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HAL Id: tel-01433015
https://tel.archives-ouvertes.fr/tel-01433015
Submitted on 11 May 2017
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.
Elaboration d’une approche de vérification et de
validation de logiciel embarqué automobile, basée sur la
génération automatique de cas de test
Sekou Kangoye
To cite this version:
Sekou Kangoye. Elaboration d’une approche de vérification et de validation de logiciel embarqué
automobile, basée sur la génération automatique de cas de test. Systèmes embarqués. Université
d’Angers, 2016. Français. ￿NNT : 2016ANGE0017￿. ￿tel-01433015￿
   
 
 
 
 
Mémoire présenté en vue de l’obtention du 
grade de Docteur de l'Université d’Angers 
sous le sceau de l’Université Bretagne Loire  
 
École doctorale : Sciences et Technologies de l’Information et Mathématiques 
 
Discipline : Sciences de l'ingénieur 
Spécialité : Automatique et Informatique embarquée 
Unité de recherche : LARIS 
 
Soutenue le  
Thèse N° :  
 
 
 
 
Elaboration d’une Approche de Vérification et de 
Validation de Logiciel Embarqué Automobile, Basée  
sur la Génération Automatique de Cas de Test 
 
 
 
 
JURY 
 
Rapporteurs :   Fabrice BOUQUET, Professeur, Université de Franche-Comté 
Jean-Christophe POPIEUL, Professeur, Université de Valenciennes et du Hainaut-Cambrésis 
 
Examinateurs :  Antoine RAUZY, Professeur, LIX-Centrale Supélec et NTNU (Norwegian University of Science and Technology) 
 
Invité(s) :   Patrice KAHN, Université d’Angers, ISTIA 
Philippe GERMANICUS, Valeo 
 
Directeur de Thèse :  Mihaela BARREAU, HDR, Université d’Angers, ISTIA 
 
Co-encadrant de Thèse : Alexis TODOSKOFF, MC, Université d’Angers, ISTIA 
 
 
 
 
 
 
 
 
 
* (instructions page en annexe) 
Sékou Harouna KANGOYE 
 
 
 
 
 
 
 
 
  
 2 
 
  
  
 4 
Remerciements 
Je tenais d’abord à remercier mes encadrants Philippe GERMANICUS et Alexis TODOSKOFF 
ainsi qu’à mon directeur de thèse Mihaela BARREAU, pour l’encadrement des travaux de cette 
thèse. 
Je remercie les membres du jury qui m’ont fait l’honneur de rapporter, d’examiner et de présider 
cette thèse. 
Un grand merci à mes parents qui m’ont toujours soutenu et qui malheureusement nous ont 
quitté pendant que j’effectuais cette thèse. Je vous porte dans mon cœur et je ne vous oublierai 
jamais. Egalement, je dis merci à mes sœurs adorées Sanata, Hagaira, Safiétou, Rokiatou et 
Nadia. 
Aussi, je voudrais remercier tous mes ami(e)s et collègues, en particulier Slim Dhouibi qui a 
été un fidèle compagnon tout au long de cette aventure.  
Enfin, je dis merci à ma chérie Josy pour sa patience, sa compréhension et son soutien tout au 
long de cette thèse.   
  
  
 5 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
A mon père 
A ma mère… 
  
  
 6 
 
Tables des matières 
Remerciements ............................................................................................................. 4 
Tables des matières ....................................................................................................... 6 
Glossaire ..................................................................................................................... 11 
Introduction Générale ................................................................................................. 13 
Chapitre 1 Introduction au test logiciel .................................................................. 20 
1.1 Préliminaires et Définitions .................................................................................... 20 
1.1.1 Faute/Erreur/Défaillance ............................................................................................ 20 
1.1.2 Le Test Logiciel ............................................................................................................ 21 
1.1.2.1 Test Dynamique vs Test Statique .................................................................................... 21 
1.1.2.2 Définitions de quelques termes ...................................................................................... 21 
1.1.2.3 Test vs Validation et Vérification .................................................................................... 22 
1.2 Le Processus de Test ............................................................................................... 23 
1.3 Méthodes de Test................................................................................................... 23 
1.3.1 Test Fonctionnel ou Test Boite Noire .......................................................................... 24 
1.3.2 Test Structurel ou Test Boite Blanche ......................................................................... 24 
1.3.3 Test Boite Grise ........................................................................................................... 25 
1.3.4 Autres Méthodes de Test ............................................................................................ 25 
1.4 Niveaux de Test ...................................................................................................... 25 
1.4.1 Test Unitaire ................................................................................................................ 25 
1.4.2 Test d'Intégration ........................................................................................................ 25 
1.4.3 Test Système ............................................................................................................... 26 
1.4.4 Test d'Acceptation ....................................................................................................... 26 
1.4.5 Tests Unitaires/Intégration/Système/Acceptation dans un cycle en V ...................... 26 
1.4.6 Autres Niveaux de Test................................................................................................ 26 
1.5 L’Etendue du Test ................................................................................................... 27 
1.6 Évaluation de la Qualité des Tests ........................................................................... 27 
1.6.1 Critères de Couverture Boite Blanche ......................................................................... 28 
1.6.1.1 Critères basés sur le flot de contrôle .............................................................................. 28 
1.6.1.1.1 Critères basés sur le graphe flot de contrôle .............................................................. 28 
1.6.1.1.2 Critères basés sur les modèles de transitions ............................................................. 29 
1.6.1.1.3 Critères de couverture basés sur les expressions booléennes .................................... 30 
1.6.1.2 Critères basés sur le flot de données .............................................................................. 32 
1.6.1.3 Critères basés sur les fautes............................................................................................ 33 
1.6.2 Critères de Couverture Boite Noire ............................................................................. 34 
1.6.2.1 Couverture des Classes d'Equivalences .......................................................................... 34 
1.6.2.2 Couverture des Valeurs Limites ...................................................................................... 35 
1.6.2.3 Couverture de toutes-les-paires (Pairwise) .................................................................... 36 
1.7 Automatisation des Activités du Processus de Test .................................................. 37 
  
 7 
1.8 Conclusion ............................................................................................................. 38 
Chapitre 2 Génération Automatique de Cas de Test ............................................... 40 
2.1 Modèles d’Entrée ................................................................................................... 42 
2.1.1 Modèles d’Entrée basés sur les Pré/Post .................................................................... 43 
2.1.1.1 Présentation .................................................................................................................... 43 
2.1.1.2 Exemple avec le système de contrôle des essuie-glaces ................................................ 43 
2.1.1.3 Quelques Exemples utilisant des modèles Pré/Post comme modèle d’entrée .............. 44 
2.1.1.4 Avantages et Limitations ................................................................................................. 44 
2.1.2 Modèles d’Entrée basés sur les Etats-Transitions ....................................................... 45 
2.1.2.1 Les Machines à Etats Finis (FSMs) ................................................................................... 45 
2.1.2.1.1 Présentation ................................................................................................................ 45 
2.1.2.1.2 Exemple avec le système de contrôle des essuie-glaces............................................. 45 
2.1.2.1.3 Quelques Exemples utilisant des FSMs comme modèle d’entrée .............................. 46 
2.1.2.1.4 Avantages et Limitations ............................................................................................. 46 
2.1.2.2 Statecharts ...................................................................................................................... 47 
2.1.2.2.1 Présentation ................................................................................................................ 47 
2.1.2.2.2 Exemple avec le système de contrôle des essuie-glaces............................................. 48 
2.1.2.2.3 Quelques Exemples utilisant des Statecharts comme modèle d’entrée ..................... 48 
2.1.2.2.4 Avantages et Limitations ............................................................................................. 49 
2.1.2.3 Les Réseaux de Pétri ....................................................................................................... 49 
2.1.2.3.1 Présentation ................................................................................................................ 49 
2.1.2.3.2 Exemple avec le système de contrôle des essuie-glaces............................................. 50 
2.1.2.3.3 Quelques Exemples utilisant des Réseaux de Pétri comme modèle d’entrée ............ 51 
2.1.2.3.4 Avantages et Limitations ............................................................................................. 51 
2.1.3 Modèles Stochastiques (chaines de Markov) ............................................................. 51 
2.1.3.1 Présentation .................................................................................................................... 51 
2.1.3.2 Exemple avec le système de contrôle des essuie-glaces ................................................ 52 
2.1.3.3 Quelques Exemples utilisant des Chaines de Markov comme modèle d’entrée ............ 53 
2.1.3.4 Avantages et Limitations ................................................................................................. 53 
2.1.4 Modèles basés sur les Scenarios ................................................................................. 53 
2.1.4.1 Diagrammes de Cas d’Utilisation .................................................................................... 53 
2.1.4.1.1 Présentation ................................................................................................................ 53 
2.1.4.1.2 Exemple avec le système de contrôle des essuie-glaces............................................. 54 
2.1.4.1.3 Quelques Exemples utilisant des diagrammes de cas d’utilisation comme modèle 
d’entrée 54 
2.1.4.1.4 Avantages et Limitations ............................................................................................. 54 
2.1.4.2 Diagrammes de Séquence............................................................................................... 55 
2.1.4.2.1 Présentation ................................................................................................................ 55 
2.1.4.2.2 Exemple avec le système de contrôle des essuie-glaces............................................. 55 
2.1.4.2.3 Quelques Exemples utilisant des diagrammes de séquences comme modèle d’entrée
 55 
2.1.4.2.4 Avantages et Limitations ............................................................................................. 56 
2.1.4.3 Diagrammes d’Activité .................................................................................................... 56 
2.1.4.3.1 Présentation ................................................................................................................ 56 
2.1.4.3.2 Exemple avec le système de contrôle des essuie-glaces............................................. 56 
2.1.4.3.3 Quelques Exemples utilisant des diagrammes d’activité comme modèle d’entrée ... 57 
2.1.4.3.4 Avantages et Limitations ............................................................................................. 57 
2.1.5 Modèles Basés sur le flot de données (diagrammes de bloc) ..................................... 57 
  
 8 
2.1.5.1 Présentation .................................................................................................................... 58 
2.1.5.2 Quelques Exemples utilisant des modèles flot de données comme modèle d’entrée ... 58 
2.1.5.3 Avantages et Limitations ................................................................................................. 58 
2.1.6 Modèles Algébriques ................................................................................................... 58 
2.1.6.1 Présentation .................................................................................................................... 58 
2.1.6.2 Quelques Exemples utilisant des modèles algébriques comme modèle d’entrée ......... 59 
2.1.6.3 Avantages et Limitations ................................................................................................. 59 
2.2 Méthodes de Génération de Test ............................................................................ 60 
2.2.1 Méthode Aléatoire ...................................................................................................... 60 
2.2.1.1 Présentation .................................................................................................................... 60 
2.2.1.2 Avantages et Limitations ................................................................................................. 60 
2.2.2 Méthode d’Exécution Symbolique .............................................................................. 61 
2.2.2.1 Présentation .................................................................................................................... 61 
2.2.2.2 Avantages et Limitations ................................................................................................. 62 
2.2.3 Méthode de Vérification de Modèles ......................................................................... 62 
2.2.3.1 Présentation .................................................................................................................... 62 
2.2.3.2 Avantages et Limitations ................................................................................................. 63 
2.2.4 Méthodes Basées sur les Algorithmes Graphiques ..................................................... 64 
2.2.4.1 Présentation .................................................................................................................... 64 
2.2.4.2 Avantages et Limitations ................................................................................................. 64 
2.3 Discussion .............................................................................................................. 64 
2.3.1 Quel(s) Modèle(s) d’Entrée ? ...................................................................................... 64 
2.3.1.1 Modèle d’implémentation vs Modèle de test ................................................................ 64 
2.3.1.2 Caractéristiques des systèmes embarqués ..................................................................... 65 
2.3.1.2.1 Système transformationnel vs Système réactif ........................................................... 65 
2.3.1.2.2 Système Discret vs Système Continu vs Système Hybride .......................................... 66 
2.3.1.2.3 Quelle(s) Caractéristiques ? ........................................................................................ 66 
2.3.1.3 Comparaison des Modèles D’entrée ............................................................................... 66 
2.3.2 Quel(s) Critère(s) de Sélection de Test ? ..................................................................... 67 
2.3.3 Quelle(s) Méthode(s) de Génération de Test ? ........................................................... 68 
2.3.4 Outils de Génération Automatique de Test ................................................................ 69 
2.3.4.1 Présentation de Quelques Outils .................................................................................... 69 
2.3.4.2 Problèmes liés à l’utilisation des Outils .......................................................................... 69 
2.4 Synthèse et Conclusion ........................................................................................... 71 
Chapitre 3 Génération Automatique de Cas de Test MC/DC pour Expressions 
Booléennes 73 
3.1 Introduction et Motivations .................................................................................... 73 
3.2 Prérequis ............................................................................................................... 74 
3.2.1 Termes et Notations .................................................................................................... 74 
3.2.2 Fondamentaux du MC/DC ........................................................................................... 75 
3.2.2.1 Définition Informelle du MC/DC ..................................................................................... 75 
3.2.2.2 Définition formelle du MC/DC ........................................................................................ 75 
3.2.2.2.1 Première Définition ..................................................................................................... 76 
3.2.2.2.2 Unique-cause MC/DC .................................................................................................. 76 
3.2.2.2.3 Masking MC/DC........................................................................................................... 77 
3.2.2.2.4 Unique-cause MC/DC vs Masking MC/DC ................................................................... 78 
3.2.2.3 Autres Définitions ........................................................................................................... 78 
  
 9 
3.3 Méthodes pour la génération de solutions MC/DC .................................................. 79 
3.3.1 L’Approche Universelle ............................................................................................... 79 
3.3.1.1 Formalisation du problème et Solution .......................................................................... 79 
3.3.1.2 Procédure de Génération avec l’approche Universelle .................................................. 81 
3.3.1.3 Avantages et Limitations ................................................................................................. 82 
3.3.2 Approche Intermédiaire .............................................................................................. 84 
3.3.2.1 Procédure de Génération avec l’approche Intermédiaire .............................................. 84 
3.3.2.2 Avantages et Limitations ................................................................................................. 86 
3.3.3 Approche Exhaustive ................................................................................................... 88 
3.3.3.1 Procédure de Génération avec l’approche Exhaustive ................................................... 88 
3.3.3.2 Avantages et Limitations ................................................................................................. 88 
3.3.4 Comparaison des Approches ....................................................................................... 89 
3.3.4.1 Temps de Génération...................................................................................................... 89 
3.3.4.2 Nombre de choix possibles ............................................................................................. 90 
3.3.4.3 Quelle approche considérer ? ......................................................................................... 91 
3.4 Exemples d’Application .......................................................................................... 91 
3.4.1 Exemple 1 .................................................................................................................... 92 
3.4.2 Exemple 2 .................................................................................................................... 95 
3.5 Travaux Connexes .................................................................................................. 96 
3.6 Conclusion ............................................................................................................. 98 
Chapitre 4 Génération Automatique de Cas de Test MC/DC à partir d’un Modèle de 
Transition 100 
4.1 Le Modèle de Test ................................................................................................. 101 
4.1.1 Caractéristiques du Modèle de Test. ........................................................................ 101 
4.1.1.1 Gestion des Etats du Modèle de Test ........................................................................... 101 
4.1.1.2 Modèle Déterministe .................................................................................................... 102 
4.1.1.3 Gestion du Temps ......................................................................................................... 102 
4.1.1.4 Représentation des variables ........................................................................................ 102 
4.1.1.5 Evènements .................................................................................................................. 103 
4.1.1.6 Gardes et Actions .......................................................................................................... 105 
4.1.2 Exploitation du Modèle pour la Génération de Cas de Test ..................................... 105 
4.1.2.1 « Aplatissement » des Macro-états ou Etats Composites ............................................ 105 
4.1.2.2 Transformation des Pseudo-états ................................................................................. 106 
4.1.2.3 Transformation et Exploitation des Evènements .......................................................... 106 
4.1.2.3.1 Cas des évènements gardés ...................................................................................... 107 
4.1.2.3.2 Cas des évènements non-gardés .............................................................................. 108 
4.1.2.4 Prise en Compte des Actions ........................................................................................ 108 
4.1.3 Un DSL pour la Mise en Œuvre du Modèle de Test .................................................. 108 
4.1.3.1 Présentation Rapide de Xtext ....................................................................................... 109 
4.1.3.2 Grammaire et Structure du DSL .................................................................................... 109 
4.1.3.2.1 Critères de Couverture .............................................................................................. 109 
4.1.3.2.2 Spécification de l’Interface ........................................................................................ 110 
4.1.3.2.3 Spécification Comportementale ............................................................................... 110 
4.1.3.3 Vérification & Validation du DSL ................................................................................... 110 
4.1.3.4 Interprétation du DSL .................................................................................................... 111 
4.2 Génération Automatique de Cas de Test ................................................................ 111 
4.2.1 Génération du Graphe du Modèle de Test ............................................................... 112 
  
 10 
4.2.2 Génération des Valeurs de Test ................................................................................ 113 
4.2.3 Génération de Cas de Test MC/DC ............................................................................ 113 
4.2.3.1 Quelques Définitions ..................................................................................................... 113 
4.2.3.2 Recherche de Préconditions d’Exécution ..................................................................... 113 
4.2.3.2.1 Génération « à la volée » de Chemins de Préfixe ..................................................... 114 
4.2.3.2.2 Génération des Contraintes de Chemin (PC) ............................................................ 116 
4.2.3.2.3 Résolution des Contraintes de Chemin ..................................................................... 118 
4.2.3.3 Construction des Cas de Test ........................................................................................ 118 
4.2.3.4 Discussion ..................................................................................................................... 124 
4.3 Cas d’Etude ........................................................................................................... 125 
4.3.1 Présentation et Spécification du Système Cruise Control ......................................... 125 
4.3.2 Modèle de Test .......................................................................................................... 127 
4.3.2.1 Construction du Modèle de Test ................................................................................... 127 
4.3.2.2 Spécification du Modèle de Test avec le DSL ................................................................ 127 
4.3.3 Génération des Cas de Test ....................................................................................... 129 
4.3.3.1 Génération des Préconditions d’Exécution ................................................................... 129 
4.3.3.2 Génération des Valeurs de Test .................................................................................... 130 
4.3.3.3 Construction des Cas de Test ........................................................................................ 131 
4.3.4 Analyse Des Cas de Test Générés .............................................................................. 135 
4.4 Travaux Connexes ................................................................................................. 136 
4.5 Conclusion ............................................................................................................ 137 
Conclusion Générale ................................................................................................... 139 
Publications ................................................................................................................ 143 
Annexe ....................................................................................................................... 155 
 
  
  
 11 
Glossaire 
 
ABS — Antilock Braking System  
ASR — Acceleration Slip Regulation 
AUTOSAR — AUTomotive Open System Architecture 
CC — Condition Coverage 
CDC — Condition Decision Coverage 
DC — Decision Coverage 
DSL — Domain-Specific Language 
ESP — Electronic Stability Program 
FSM — Finite State Machine 
MC/DC — Modified Condition/ Decision Coverage 
OCL — Object Constraint Language 
PC — Path Constraint 
SCR — Software Cost Reduction 
SUT — System Under Test 
SysML — System Modeling Language 
UML — Unified Modeling Language 
  
  
 12 
 
  
  
 13 
 
 
Introduction Générale 
es systèmes embarqués ont aujourd’hui envahi notre quotidien par le lot de services qu’ils 
apportent : smartphones et tablettes, navigation automobile, cartes bancaires, multimédia 
(photo, vidéo, musique), etc. En effet, un système embarqué est un système électronique et 
informatique autonome conçu pour réaliser une tâche précise.  
Dans le cas particulier de l’automobile, l’implantation de systèmes embarqués dans les voitures 
a considérablement augmenté ces dernières années. De quelques systèmes au début des années 
1980, on se retrouve aujourd’hui avec plusieurs dizaines de systèmes embarqués au sein d’une 
même voiture. Nous pouvons citer entre autres, des systèmes dédiés à la sécurité (par exemple, 
le Antilock Brake System, ou ABS), au confort et à l’assistance (par exemple, l’aide au 
stationnement ou le régulateur de vitesse), au contrôle de moteur (par exemple, le système 
d’injection de carburant). Cette forte croissance va sans doute continuer dans les années à venir 
avec des projets de plus en plus ambitieux comme par exemple, la voiture autonome.  
Pour faire face à cette croissance tout en garantissant le bon fonctionnement des systèmes, de 
nouvelles méthodes de développement doivent être considérées. De plus, celles-ci doivent 
également prendre en compte la dure loi du time-to-market (temps de mise sur le marché) dans 
le domaine de l’automobile, qui impose des délais de plus en plus courts. 
Problématique industrielle 
Présence et complexité grandissantes des systèmes embarqués dans l’automobile. La 
présence des systèmes embarqués dans les voitures a beaucoup évolué durant ces dernières 
décennies. A la fin des années 1970, le développement des véhicules motorisés a été marqué 
par l’introduction de l’électronique. Au début, ces systèmes électroniques étaient utilisés pour 
contrôler l’injection de carburant dans les moteurs [1]. Ensuite, les systèmes se sont intéressés 
au domaine de la sécurité, en proposant en particulier le système ABS (Antilock Brake System), 
qui a pour rôle de limiter le blocage des roues pendant les périodes de freinage intense. Durant 
ces dernières années, de nombreux systèmes ont émergé dans plusieurs domaines de 
l’automobile (voir        Figure 2) : Sécurité, confort et assistance, communication, contrôle 
moteur. Ces systèmes sont davantage plus complexes d’autant plus qu’ils ont très souvent 
besoin de communiquer entre eux pour réaliser leurs différentes tâches. Par exemple, le système 
ESP (Electronic Stability Control) travaille en collaboration avec divers systèmes (par exemple, 
l’ABS, l’ASR1 et le moteur) pour contrôler la stabilité d’un véhicule.  
                                                 
1 ASR pour Acceleration Slip Regulation, système d’anti patinage des roues 
L 
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La        Figure 1 ci-dessous illustre bien l’évolution des systèmes embarqués présents dans les 
voitures.  
 
       Figure 1. Evolution des systèmes embarqués dans les voitures [source: irt-systemx.fr] 
Avec les différents progrès technologiques couplés à une baisse de coûts des produits 
électroniques (par exemple, processeurs de plus en plus puissants et de moins en moins chers), 
les contraintes imposées aux constructeurs (par exemple, normes de plus en plus strictes sur les 
émissions de gaz CO2), les attentes très élevées des clients (voitures à la pointe de la 
technologie, économies de carburant), des projets ambitieux (par exemple, la voiture 
autonome), entre autres, le nombre de systèmes embarqués dans les voitures va augmenter de 
façon significative dans un futur proche.  
 
       Figure 2. Principaux systèmes électroniques présents de nos jours dans une voiture[1] 
 
  
 15 
 
Concurrence farouche et temps de mise sur le marché de plus en plus courts. Dans un 
secteur très concurrentiel comme l’automobile, l’innovation industrielle est un des facteurs de 
différenciation entre les constructeurs. Dès lors, les constructeurs se bousculent sans cesse pour 
mettre le plus rapidement possible de nouvelles fonctionnalités sur le marché. On estime en 
moyenne entre 18 à 24 mois, le temps de mise sur le marché d’un nouveau produit automobile. 
Cependant, cette contrainte de temps ne doit pas avoir un impact négatif sur la qualité des 
fonctions proposées. En effet, des produits de qualité confèrent à l’entreprise une bonne 
notoriété, et surtout ils évitent aux constructeurs les rappels de parcs qui sont très coûteux. Par 
exemple, selon un article du Figaro, en 2014 General Motors a rappelé près de 30 millions de 
véhicules pour des problèmes de commutateur d’allumage et de déploiement d’airbags entre 
autres. Le coût de ces rappels a été estimé à 2,5 milliards de dollars.  
Besoin de nouvelles méthodologies. Face à cette présence et complexité grandissantes des 
systèmes embarqués, couplées à des délais de mises sur le marché de plus en plus courts, de 
nouvelles méthodologies de développement doivent être considérées. En conséquence, les 
constructeurs n’hésitent pas à investir des sommes importantes dans la Recherche et 
Développement (R&D). Par exemple, les prévisions du site de statistique statista.com estiment 
le coût total des dépenses liées à la R&D dans l’automobile à environ 71,6 milliards d’euros 
pour l’année 2015. D’ici 2017 ce coût atteindra la barre des 80 milliards d’euros. 
Depuis quelques années, on assiste à l’émergence de nouvelles méthodologies visant 
principalement à réduire les temps et coûts liés au développement des systèmes, tout en assurant 
un certain niveau de qualité exigé. Les méthodologies concernent entre autres, le 
développement et l’application de nouveaux standards de développement de systèmes (par 
exemple, AUTOSAR [2], EAST-ADL [3], SysML [4] ; de nouvelles approches automatiques 
ou semi-automatiques (par exemple, approches de simulation, de génération automatique de 
code, de génération et d’exécution automatique de test, de preuves formelles ou semi-formelles) 
pour réduire l’effort manuel associé aux différentes étapes du processus de développement 
(conception, l’implémentation, la vérification et la validation). 
Bien que des progrès aient été réalisés (grâce aux nouvelles méthodologies) pour faire face à la 
complexité grandissante des systèmes embarqués automobiles, celle-ci pose toujours 
d’énormes défis qui exigent la prise en compte de nombreux aspects dans le processus de 
développement. C’est le cas notamment de l’application des approches automatiques. C’est 
dans ce contexte que s’inscrivent globalement nos travaux de recherche.   
Contexte et Problématique de la thèse  
Architecture d’un système embarqué. D’une manière générale, un système embarqué peut 
être décomposé en trois grandes parties : des composants d’entrée ou capteurs, une unité de 
contrôle, et des composants de sortie ou actionneurs. Les capteurs sont des dispositifs 
permettant de transformer des grandeurs physiques observées (par exemple, le son, la 
luminosité, la hauteur) en grandeurs utilisables (par exemple, une tension électrique). A 
l’inverse, les actionneurs sont des dispositifs qui transforment des grandeurs électriques en 
phénomènes physiques observables. Par exemple, un moteur électrique, un haut-parleur.  
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L’unité de contrôle est la partie essentielle d’un système embarquée car c’est elle qui contrôle 
tout le système. En effet, elle est composée d’une partie programmable (microprocesseurs, 
mémoires) et d’interfaces matérielles (convertisseurs A/N, convertisseurs N/A, transistors, 
ports d’entrée/sortie, etc.) lui permettant, à travers un logiciel, d’agir sur les actionneurs en 
interprétant les données issues des capteurs. La Figure 3 ci-dessous présente une architecture 
simplifiée d’un système embarqué.  
 
Figure 3. Architecture simplifiée d'un système embarqué 
Challenges posés par le développement des logiciels embarqués. Dans le développement 
d’un système embarqué, le logiciel, qui est exécuté dans la partie programmable, constitue la 
partie la plus essentielle. En effet, celui-ci représente tous les algorithmes implémentés dans le 
système embarqué. Ainsi, au regard du rôle joué par le logiciel dans les systèmes, on peut 
affirmer que la complexité des systèmes embarqués est directement associée à celle du logiciel 
qui les commande. La Figure 4 présente l’évolution de la taille moyenne de code des logiciels 
embarqués dans les voitures. Pour les modèles haut de gamme de certaines voitures, la taille de 
code peut atteindre des chiffres impressionnants. Par exemple, selon le site Embedded-
computing.com, plus de 100 millions de lignes de code sont utilisés de nos jours dans les 
systèmes d’info-divertissement des voitures Mercedes classe S. 
 
Figure 4. Evolution de la taille moyenne du logiciel embarqué dans les voitures [source: sae.org] 
Cette complexité grandissante du logiciel pose d’énormes défis aux constructeurs, notamment 
en termes d’assurance qualité. En effet, la qualité d’un système embarqué est fortement corrélée 
à celle du logiciel qui le contrôle. Des erreurs dans le logiciel pourraient entrainer de graves 
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conséquences, non seulement pour les utilisateurs (problèmes de sécurité) mais aussi pour les 
constructeurs (rappels de véhicules, notoriété).  
Ainsi, afin de rester compétitifs, les constructeurs doivent être capables de trouver et d’éliminer 
dans des délais assez courts, d’éventuelles erreurs avant que celles-ci n’apparaissent au niveau 
de la production ou chez les clients. 
Test logiciel. Pour faire face aux challenges posés ci-dessus, le secteur de la vérification et de 
la validation de logiciel a connu une avancée significative au cours de ces dernières années. 
L’une de ces avancées concerne l’automatisation de test où l’exécution des différents scenarios 
de test est gérée de façon automatique en utilisant des scripts de test. Un autre exemple concerne 
la conception des cas de test qui a également connu une avancée avec l’avènement d’approches 
et d’outils de génération automatique de cas de test.  
Malgré des résultats positifs engendrés par les différentes avancées, les objectifs visés ne sont 
pas toujours atteints. L’une des raisons est que les solutions existantes sont souvent peu 
appliquées ou peu adaptées dans un contexte précis. Par conséquent, l’effort manuel associé à 
la conception des cas de test reste souvent important. Ceci est problématique dans la mesure où 
la taille et la complexité du logiciel ne cessent de croitre. Ainsi, l’automatisation de la 
conception des cas de test en particulier, représente un enjeu majeur pour faire face aux 
différents challenges.    
Méthodologie Proposée et Contributions de la Thèse 
Cette thèse s’inscrit dans l’objectif (de l’entreprise) de disposer d’une méthodologie et d’outils 
de génération automatique de cas de test pour des logiciels embarqués. Le but étant d’optimiser 
les coûts liés au développement du logiciel tout en assurant la qualité de celui-ci. 
La génération automatique de cas de test est un sujet vaste car elle couvre plusieurs niveaux de 
test : test unitaire, d’intégration, de validation, etc. Dans la littérature, plusieurs approches de 
génération automatique ont été proposées pour chacun des niveaux de test. Typiquement, les 
approches utilisent des modèles abstraits (graphes, modèles formels ou informels, etc.) 
d’éléments issus de la conception du logiciel (par exemple, les spécifications, la conception 
détaillée ou le code source du logiciel) couplées à des techniques pour générer des cas de test. 
Bien que plusieurs approches aient été proposées, la génération automatique de cas de test 
soulève toujours de nombreux problèmes. En particulier, ces problèmes incluent les cas 
suivants : 
 Quel(s) modèle(s) abstrait(s) utiliser face à un objectif donné ? 
 Comment les cas de test doivent être générés pour satisfaire cet objectif ? 
 Quels sont les moyens ou techniques à utiliser pour parvenir à cet objectif ? 
Face à un domaine d’application ou une application précise, trouver des réponses adéquates à 
ces questions constitue un challenge. Nous verrons dans le chapitre 2 différentes propositions 
de la littérature pour répondre à ces questions ainsi qu’une discussion sur leurs forces et 
faiblesses. 
Dans cette thèse, nous proposons une méthodologie globale de génération automatique de cas 
de test pour logiciels embarqués. La méthodologie consiste dans un premier temps, à décrire 
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sous la forme de modèles d’états-transitions, des spécifications de logiciel en utilisant un 
langage dédié. Ce langage a été particulièrement conçu pour permettre de capturer certaines 
informations spécifiques liées à la spécification du logiciel et pouvant servir à la génération de 
cas de test. Ensuite le critère de couverture MC/DC a été choisi pour guider la génération de 
test. Pour ce dernier nous avons en particulier proposé une méthodologie permettant d’adresser 
de nombreux problèmes liés à la satisfaction de ce critère. Enfin, à partir du modèle des 
spécifications et en se basant sur nos travaux effectués sur le critère MC/DC nous avons mis en 
place une approche qui permet de générer un ensemble de cas de test qui serviront à valider le 
logiciel. 
Au total, nos contributions comprennent : 
 Trois approches complémentaires permettant de satisfaire le critère MC/DC pour des 
expressions booléennes complexes 
 Un langage spécifique permettant de capturer des spécifications de logiciel ainsi que des 
approches de transformations de modèles pour améliorer la qualité des cas de tests à 
générer 
 Une approche de génération automatique de cas de test MC/DC à partir du modèle des 
spécifications.  
Organisation du Document 
Le document comporte 4 chapitres regroupés en deux grandes parties : les chapitres 1 et 2 
(partie 1) d’une part et les chapitres 3 et 4 (partie 2) d’autre part. La partie 1 est une revue de la 
littérature sur les fondamentaux de la thèse, tandis que la partie 2 présente les contributions 
principales apportées par notre étude. Le détail des 4 chapitres est présenté ci-dessous : 
 Le chapitre 1 présente l’état de l’art sur le test logiciel.   
 Le chapitre 2 passe en revue différentes approches utilisées pour la génération 
automatique de cas de test. Ensuite le chapitre fournit une discussion sur les approches 
et les pistes à considérer dans la suite de la thèse.  
 Le chapitre 3 décrit notre première contribution. Il présente trois approches différentes 
permettant de générer de façon automatique des cas de test MC/DC à partir 
d’expressions booléennes complexes.   
 Le chapitre 4 présente les autres contributions de la thèse. Il s’agit d’une approche 
automatique de génération de cas de test MC/DC à partir de spécifications de logiciel. 
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Chapitre 1                        
Introduction au test logiciel 
1.1 Préliminaires et Définitions 
1.1.1 Faute/Erreur/Défaillance  
ans le monde du logiciel il est assez courant de parler de « bugs » ou d’anomalies pour 
désigner un comportement inattendu résultant de l’exécution d’un logiciel. Cependant, 
ces termes ne permettent pas d’identifier et d’établir des relations entre les causes de cette 
exécution inattendue. Ainsi, nous introduisons les termes faute, erreur et défaillance comme 
présentés dans [5],[6]. 
Faute. Une faute dans un logiciel ou un système peut être vu comme un élément ou un 
évènement ayant entraîné une erreur dans celui-ci. Par exemple, une faute dans un logiciel est 
le plus souvent d’origine humaine : erreur d'interprétation d’une exigence, oubli d’une condition 
dans une expression booléenne, etc. Cependant, une faute peut exister sans pour autant perturber 
le fonctionnement du logiciel, dans ce cas elle est dite dormante ou passive. Dans le cas 
contraire, si son activation produit une erreur, elle est dite active. 
Erreur. Une erreur dans un système est un état non spécifié, atteint par celui-ci. Elle pourrait 
par exemple être une “mauvaise” valeur d’un paramètre d’une fonction, mauvaise initialisation 
d’une variable due à une faute, etc. Une erreur qui se propage dans le logiciel peut entraîner 
une défaillance de celui-ci. 
Défaillance. Une défaillance d’un système est un état dans lequel le service délivré par celui-
ci n’est pas conforme au service attendu. En d’autres termes, une différence est observée entre 
le comportement fourni par le système et le comportement attendu (vis à vis des spécifications). 
Une défaillance peut avoir des conséquences plus ou moins graves dépendant de sa criticité. En 
général, on les classe en fonction de leur niveau de criticité [7]. Par exemple, dans le cas de 
l’automobile, les défaillances sont souvent classées selon les quatre niveaux de criticité 
suivants : mineure, majeure, sérieuse et fatale.  
En somme, il est possible d’établir une implication potentielle à partir des termes Faute, Erreur 
et Défaillance, comme illustrée par la Figure 1.1. 
 
D 
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Figure 1.1. Relation Faute/Erreur/Défaillance  
Pour comprendre les notions Faute/Erreur/Défaillance plus en détails, considérons le bout de 
code de la Figure 1.2 ci-dessous. 
 
    Figure 1.2. Exemple de Faute/Erreur/Défaillance 
Supposons que le programmeur au lieu d'écrire l’instruction “x = a + b;” ait écrit l’instruction 
“x = a - b;”. Cette dernière instruction est une faute. Si lors des différentes évaluations de la 
condition “(a == b)”, a et b ne sont pas égaux, alors il n’y aura peut-être pas d'erreur malgré la 
présence de la faute. Sinon si a et b sont égaux et que la valeur de k n’est pas égale à la valeur 
1, il n’y aura pas de défaillance malgré la présence de l’erreur (activation de la faute “x = a - 
b”). Par contre si la valeur de k vaut 1, dans ce cas on a une division par 0 et il y a défaillance.  
1.1.2 Le Test Logiciel 
Le test. Selon IEEE [8], le test peut se définir comme étant une activité d'évaluation d’un 
système2, dans le but de vérifier si oui ou non il satisfait ses spécifications. Ainsi le test concerne 
les fautes, erreurs et les défaillances.  
1.1.2.1 Test Dynamique vs Test Statique 
On distingue généralement deux types de tests à savoir le test statique et le test dynamique. 
Le test statique consiste à tester un système sans l'exécuter. C’est le cas de la vérification 
statique [9] et les revues (code, spécifications, etc.). Le test dynamique quant à lui consiste à 
tester un système en l'exécutant avec des données d'entrées réelles. Le périmètre de cette thèse 
se limite au test dynamique. Dans plusieurs ouvrages le mot « test » est souvent utilisé pour 
désigner le test dynamique. Nous en ferons de même dans le reste du manuscrit.  
1.1.2.2 Définitions de quelques termes 
Nous définissons ici quelques termes classiques, selon le CFTL (Comité Français des Tests 
Logiciel), utilisés pour le test logiciel. 
                                                 
2 Le terme système peut designer un système entier, un logiciel, une partie du logiciel, etc.  
int a, b, x, y, k ; 
… 
if (a==b) then 
x=a – b; 
end if 
 
if (k==1) then 
y=y/x; 
end if 
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Exigence (requirement) : Une condition ou capacité requise par un utilisateur pour résoudre 
un problème ou atteindre un objectif, qui doit être tenu ou possédé par un système ou composant 
pour satisfaire à un contrat, standard, spécification ou autre document imposé formellement. 
Spécification (specification) : Un document qui spécifie, idéalement de façon complète, précise 
et vérifiable, les exigences, conceptions, comportements et autres caractéristiques d’un 
composant ou système, et souvent, les procédures pour déterminer si ces stipulations ont été 
satisfaites.  
Entrées de test (test input) : Données reçues d’une source externe par l’objet de test pendant 
son exécution. Les sources externes peuvent être matérielles, logicielles ou humaines.  
Donnée de test (test data) : Donnée existante (par exemple, dans une base de données) avant 
qu’un test ne soit exécuté et qui affecte ou est affectée par le composant ou système en test.  
Cas de test (test case) : Un ensemble de valeurs d’entrée, de préconditions d’exécution, de 
résultats attendus et de postconditions d’exécution, développées pour un objectif ou une 
condition de test particulier, tel qu’exécuter un chemin particulier d’un programme ou vérifier 
le respect d’une exigence spécifique. 
Test (test) : Un ensemble d’un ou plusieurs cas de tests. 
Suite de test (test suite) : Ensemble de plusieurs cas de tests pour un composant ou système à 
tester, dont les postconditions d’un test sont souvent utilisées comme préconditions du test. 
Stratégie de test : Document de haut niveau définissant, pour un programme, les niveaux de 
tests à exécuter et les tests dans chacun de ces niveaux (pour un ou plusieurs projets).  
1.1.2.3 Test vs Validation et Vérification 
Validation. La validation est le processus d'évaluation d’un système, lorsque le développement 
de celui-ci est terminé, pour s’assurer qu’il est conforme à sa spécification [10, page 11]. En 
d’autres termes, elle a pour but de répondre à la question suivante : “Est ce que le système fait 
bien ce qu’il est censé faire (comme spécifié par les exigences) ?”.  
Vérification. La vérification est le processus qui consiste à déterminer si les éléments produits 
durant une phase donnée du développement du système, remplissent les exigences établies 
durant la phase précédente [10, page 11]. En d’autres termes, elle vise à répondre à la question 
suivante “Est ce que le système a été construit correctement (tel que nous l’avions spécifié) ?” 
Ainsi, en se basant sur ces deux définitions on peut dire que le test est à la fois une technique 
de vérification et de validation. En effet on peut construire d’une part des cas de tests pour 
vérifier une partie spécifique d’un logiciel (vérifier par exemple qu’une division par 0 ne sera 
jamais effectuée pour une opération de division dans le code source d’une fonction) et d’autre 
part des cas de test pour valider une exigence fonctionnelle donnée. Cependant, le test n’est pas 
une méthode exhaustive. Il peut être utilisé pour montrer la présence d’anomalies (fautes, 
erreurs ou défaillances) mais jamais leur absence [11]. Il existe certes, des méthodes 
exhaustives, basées sur des preuves formelles (formal proof) [12] et de vérification de propriétés 
(model checking) [13], mais leur mise en pratique est difficile, très coûteuse, voire impossible, 
car généralement un programme comporte un nombre combinatoire (et très souvent une 
infinité) de chemins d'exécution. Ainsi, dans plusieurs situations, le test est la technique de 
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vérification et de validation la plus utilisée, car offrant un bon compromis facilité mise en 
œuvre et efficacité. Par exemple, dans l’entreprise (où nous avons effectué nos recherches), les 
différentes activités de vérification et de validation liées au logiciel se résument principalement 
à différentes techniques de test dynamique et statique. Cependant, les activités liées au test 
doivent être “maîtrisées” pour offrir de tels compromis. 
1.2 Le Processus de Test 
Le processus de test est souvent reparti en plusieurs grandes étapes successives comprenant : 
l’analyse des exigences, l’organisation des tests, le développement ou conception des tests, 
l’exécution des tests et le rapport de test. 
Analyse des exigences. Dans cette étape les différentes exigences sont analysées afin d’évaluer 
leur testabilité et d’apporter si nécessaire des clarifications et des modifications.  
Organisation des tests. Cette étape comprend la définition de la stratégie de test et la 
planification des activités de test. Par exemple, les différentes approches à utiliser, le temps à 
allouer aux activités de test, les outils à utiliser, les livrables, sont spécifiés dans cette partie. 
Développement ou conception des tests. Cette étape consiste au développement des différents 
types de tests en tenant compte de l’étape précédente. Dans un premier temps, les tests sont 
définis de façon générique avec des résultats attendus (cas de test). Ensuite ces tests abstraits 
seront utilisés pour produire des données de test.  
Cette étape est cruciale dans le processus de test car celle-ci joue un rôle très important dans la 
qualité des tests finaux. C’est dans cette étape que les différents tests sont conçus pour vérifier 
et valider les différentes parties du logiciel 
Exécution des tests. Dans cette étape, les différentes données de test sont exécutées pour 
produire des résultats d’exécution.  
Rapport de test. Dans cette étape les différents résultats d’exécution des tests sont analysés 
afin d’établir un rapport de test. Ainsi, les différentes anomalies (différence entre le résultat 
d’exécution du test avec le résultat attendu) liées à l’exécution des tests, la qualité des tests et 
bien d’autres informations seront reportées dans cette partie.  
La Figure 1.3 ci-dessous illustre le processus de test. 
1.3 Méthodes de Test 
Dans le domaine du test logiciel, on distingue généralement deux grandes méthodes utilisées 
pour développer les tests. Il s’agit de la méthode de test boite noire (ou blackbox testing) et de 
la méthode de test boite blanche (ou whitebox testing). Une troisième méthode est souvent 
utilisée et désignée sous le nom de test boite grise (ou graybox testing). Nous présentons 
brièvement ces méthodes dans les sections suivantes.  
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Figure 1.3. Processus de test [source : document interne] 
1.3.1 Test Fonctionnel ou Test Boite Noire 
Le test boite noire [14] ou test fonctionnel est une méthode de test qui consiste à tester un 
système sans avoir besoin de connaître sa structure interne. Ainsi, le système à tester est vu 
comme une boite noire et on ne s'intéresse qu’aux interactions entre les entrées et les sorties de 
celui-ci. Ceci étant, un testeur interagira avec le système en lui fournissant des données d’entrée 
puis en observant les résultats en sortie, d’où le nom “test fonctionnel”. L’avantage de cette 
approche est qu’en se focalisant sur les fonctionnalités du système, on teste ce que le système 
est censé faire (vis à vis de sa spécification). 
Plusieurs techniques de test utilisent la méthode boite noire pour développer des tests. Les plus 
connues incluent entres autres, le test des classes d’équivalences (ou Equivalence Partitioning), 
l’analyse des valeurs limites (ou Boundary Value Analysis) et le test par paires (ou Pairwise 
Testing). Ces différentes techniques sont présentées dans la section 1.6.2. 
1.3.2 Test Structurel ou Test Boite Blanche 
Le test boite blanche [15] ou test structurel est une méthode de test basée sur la structure interne 
du système. Ainsi, pour développer des tests, le testeur se basera sur les informations liées à la 
structure interne du système. L’avantage de cette approche est qu’elle permet de tester le 
système tel qu’il a été construit. En d’autres termes, le test boite blanche permet de tester ce 
que fait le logiciel. 
Plusieurs techniques de test utilisent la méthode boite blanche pour développer des tests. Les 
plus connues incluent entres autres, les tests basés sur le flot de données (ou Data-Flow testing), 
les tests basés sur le flot de contrôle (ou Conrol-Flow Testing), et les tests basés sur les fautes 
(ou Fault-Based Testing). Ces différentes techniques sont présentées dans la section 1.6.1. 
Il est assez facile de remarquer que les méthodes (boite noire et boite blanche) sont 
complémentaires. En général celles-ci sont utilisées de façon complémentaire pendant le 
développement des cas de test. Par exemple, les tests fonctionnels sont souvent utilisés pour 
valider le système final et les tests structurels pour vérifier si le système a été bien construit (par 
exemple, erreurs d’implémentations). 
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1.3.3 Test Boite Grise 
Le test boite grise [16] est une méthode de test qui est à cheval entre le test boite noire et le test 
boite blanche. Elle consiste à tester un système en ayant une connaissance limitée de la structure 
interne de celui ci. Avec cette méthode, les tests sont développés en utilisant la méthode boite 
blanche et le système est testé en utilisant la méthode boite noire. En d’autres termes, les 
fonctionnalités du système sont testées avec des tests développés à partir de la structure interne 
du système.  
1.3.4 Autres Méthodes de Test 
En général les tests sont conçus pour tester le comportement d’un système. Ces tests sont 
caractérisés par leur aspect fonctionnel. D’autres tests peuvent être caractérisés par d’autres 
aspects tels la robustesse, la performance, etc. Nous présentons ici une liste non exhaustive de 
certains d’entre eux.  
Test de robustesse. Le test de robustesse est une technique de test qui a pour objectif de 
déterminer si le système se comporte comme attendu en présence de conditions d'exécution 
erronées ou non prévues [17].  
Test de performance. Le Test de performance est une technique de test qui a pour but de 
déterminer les performances d’un système dans une situation particulière (temps de réponse 
d’un logiciel, utilisation des ressources, etc.). 
Test de sécurité. Cette technique de test vise à rechercher par des tests les vulnérabilités d’un 
système.  
1.4 Niveaux de Test  
Les tests peuvent être développés à partir de plusieurs éléments ou informations issus du 
développement du logiciel : code source, spécifications, architecture, etc. Ainsi, en fonction des 
éléments ou informations utilisés, on distinguera différents niveaux de test.  
1.4.1 Test Unitaire 
Le test unitaire a pour but de vérifier de façon individuelle le bon fonctionnement de portions 
ou unités du logiciel. Ainsi, chaque portion ou unité élémentaire du logiciel, est testé par le 
développeur afin de s’assurer que celle-ci est conforme à ses spécifications. Un des 
inconvénients majeurs de ce type de test est qu’il ne teste que des portions (et de façon 
indépendante) du logiciel et non le logiciel lui-même.  
1.4.2 Test d'Intégration 
Le test d'intégration commence après la phase de test unitaire. Ainsi, les différentes portions du 
logiciel ont déjà été testées de façon individuelle. Le but du test d'intégration est de vérifier que 
ces portions fonctionnent correctement ensemble. Plusieurs combinaisons de portions peuvent 
ainsi être testées. On distingue plusieurs approches d'intégration [18],[19], par exemple, 
l’approche Bottom-up (intégration des composants des plus bas niveaux vers les composants 
des plus hauts niveaux) et l’approche Top-down (intégration des composants des plus hauts 
niveaux vers les composants des plus bas niveaux). Pour les tests d’intégration, les méthodes 
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de test boite blanche et boite noire sont souvent utilisées (parfois boite grise), car les différentes 
portions testées pendant la phase unitaire sont vues comme des boites noires mais pas leurs 
interactions.  
1.4.3 Test Système 
Le test système a pour but de vérifier que le logiciel est conforme à ses spécifications. En 
d’autres termes cela revient à s’assurer par des tests que le logiciel remplit bien les 
fonctionnalités attendues. Cette phase vient après celle de l'intégration du logiciel. La méthode 
de test boite noire est généralement utilisée pour ce type de test. 
1.4.4 Test d'Acceptation 
Cette phase de test est l’une des plus importantes, car elle fait intervenir les exigences du client. 
En effet, elle a pour but de vérifier si le logiciel est conforme, en plus de ses spécifications, aux 
différentes exigences fixées par le client. 
1.4.5 Tests Unitaires/Intégration/Système/Acceptation dans un 
cycle en V 
Le cycle en V est un modèle souvent utilisé dans les projets de développement logiciel. Il 
comprend essentiellement deux parties : une partie descendante et une partie ascendante. La 
Figure 1.4 illustre le cycle de vie d’un projet logiciel, en utilisant le modèle en V. La partie 
descendante illustre les phases successives de construction du logiciel (spécifications, 
conception et implémentation). Quant à la partie ascendante, elle illustre les phases 
d’exécutions des différents types de tests (unitaire, intégration, etc.). Les activités de 
développement des tests (illustrées par des flèches horizontales sur la figure) peuvent être 
lancées aussitôt qu’une phase de construction du logiciel est terminée. Par exemple, la 
conception des tests systèmes peut démarrer juste après la phase de spécification du logiciel. 
 
        Figure 1.4. Cycle de vie du logiciel dans un modèle en V 
1.4.6 Autres Niveaux de Test 
Il existe également d’autres niveaux de test que nous présentons brièvement. 
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Test Alpha. Le test alpha est réalisé après les tests d’acceptation. Il a pour objectif de faire 
tester le logiciel en interne, par des utilisateurs qui n’ont pas participé au développement du 
projet. 
Test Bêta. Le test bêta est réalisé après le test alpha. Il a pour but de faire tester le logiciel par 
un échantillon de personnes, le plus souvent externes à l’entreprise (des potentiels utilisateurs 
par exemple). 
1.5 L’Etendue du Test 
Nous présentons à travers la table ci-dessous, les principaux acteurs et activités qui 
interviennent tout au long du test. 
                                 Tableau 1.1. L'étendue du test 
Niveaux de 
Test 
Méthode de 
Test 
Source utilisée Qui teste ? But 
Unitaire 
Boite Blanche 
+ 
Boite Noire                      
Conception 
détaillée ou 
Code source 
Programmeurs 
Tester des portions 
élémentaires dans le 
modèle utilisé (ex, une 
classe) 
Intégration 
Boite Blanche 
+ 
Boite Noire                      
Conception 
Architecture 
Programmeurs  
ou Testeurs 
Tester des 
combinaisons de 
plusieurs portions 
Système Boite Noire Spécifications Testeurs 
Tester le système par 
rapport 
 à ses spécifications 
Acceptation Boite Noire 
Exigences 
(clients) 
Du coté du client 
Tester le produit par 
rapport aux exigences 
du client 
Alpha Boite Noire Produit 
Testeurs n'ayant 
pas  
participé au projet 
Tester le produit par 
des testeurs 
indépendants 
Beta Boite Noire Produit 
Utilisateurs  
potentiels 
Tester le produit par 
des utilisateurs 
potentiels 
 
1.6 Évaluation de la Qualité des Tests 
Le test exhaustif est dans plusieurs cas impossible. En effet, la présence des boucles ou des 
domaines très larges des variables entres autres, rendent le plus souvent le nombre de 
combinaisons possible de valeurs à tester très grand, voire infini.  
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Exemple [20]: Considérons une expression booléenne avec 36 entrées. Combien de temps 
faudra-t-il pour tester cette expression de façon exhaustive ?  Pour cela nous supposerons que 
100 tests peuvent être exécutés par seconde. 
Réponse : Dans cet exemple, le test exhaustif revient à tester toutes les combinaisons possibles 
des valeurs d’entrée, c'est-à-dire 236 tests possibles. En supposant que l’on peut exécuter 100 
tests/s, cela donnera comme temps total pour l’exécution des tests ttotal=(236/100) secondes, soit 
((236/100)/3600*24*365) ≈ 21,79 ans. Ainsi, il faudrait un peu plus de 21 ans et demi pour 
tester cette expression booléenne de façon exhaustive. 
Ainsi, comme le test exhaustif est très coûteux dans de nombreuses situations, il devient 
primordial de mettre en place des techniques moins coûteuses pour assurer une certaine qualité 
du logiciel. Une solution intéressante consiste à concevoir un sous ensemble de tests, assez 
représentatif du nombre de tests possibles, avec pour but principal de détecter les anomalies. 
Mais comment choisir ce sous ensemble de test ?  
Les techniques de base s’appuyant, par exemple, sur les différentes méthodes de tests (méthodes 
boites noire et boite blanche), permettent de guider le développement des tests. En revanche 
elles ne fixent pas de règles de « satisfaction » qui permettent d’évaluer la « qualité3 » des tests 
produits. Ainsi, définir de nouvelles règles d’évaluation des tests va permettre non seulement 
d’évaluer la qualité d’une suite de test donnée, mais aussi inversement de guider et de fixer des 
critères d’arrêts quant au développement des tests. On parle ainsi de critères de couverture.  
Un critère de couverture est une métrique quantitative calculée sur des éléments d'un modèle 
de couverture [21]. Ce modèle de couverture peut être le code source du logiciel, ses 
spécifications, ou des éléments abstraits issus de la conception de celui (machine d'états, 
diagrammes, etc.). Ainsi, chaque critère définit des règles précises, qui permettent entres autres 
d’évaluer les tests et de guider le développement des tests, à partir du modèle de couverture. Il 
existe plusieurs types de critères de couvertures [10],[22],[23],[24]. Ils sont généralement basés 
sur les méthodes de test boite noire et boite blanche.  
1.6.1 Critères de Couverture Boite Blanche 
Ces critères visent la structure du modèle de couverture. Ils décrivent les parties du modèle de 
couverture qui doivent être exécutées par les tests. Nous présentons ici trois grandes classes de 
critères structurels : les critères basés sur le flot de contrôle, les critères basés sur le flot de 
données et les critères basés sur les fautes.  
1.6.1.1 Critères basés sur le flot de contrôle 
Ces critères permettent d'évaluer le flot de contrôle entre les instructions et les séquences 
d’instructions dans le modèle de couverture. On en distingue généralement trois types : les 
critères basés sur les graphes flot de contrôle, les critères basés sur les modèles de transition et 
les critères basés sur les expressions booléennes. 
1.6.1.1.1 Critères basés sur le graphe flot de contrôle  
                                                 
3 Qualité par rapport à une métrique donnée, par exemple, est ce que les tests permettent d’évaluer toutes les 
branches d’un programme ? 
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Il est assez classique de décrire la structure d’un programme (séquentiel) en s’aidant d’une 
représentation graphique appelé graphe de flot de contrôle. En effet, un graphe flot de contrôle 
est un graphe orienté composé d’un ensemble de nœuds, chacun représentant une instruction 
(instruction simple ou de contrôle4), et reliés entre eux par des arcs orientés qui décrivent les 
différentes séquences entre les instructions. Les points d’entrée et de sortie du programme sont 
généralement représentés par deux nœuds (nœud d’entrée et nœud de sortie).  
Un certain nombre de critères de couverture structurels a été défini sur la base de ces graphes 
de flot de contrôle [10]. Nous présentons ici quelques-uns de ces critères.   
Soit P un programme donné et G son graphe flot de contrôle correspondant. Soit T une suite de 
tests pour P. Les critères suivants sont définis comme suit :  
Couverture de tous-les-nœuds. On dira que T satisfait le critère tous-les-nœuds si pour tout 
nœud n appartenant à G, il existe au moins un test t dans T dont l’exécution atteint n. 
Couverture de tous-les-arcs. On dira que T satisfait le critère tous-les-arcs si pour tout arc a 
appartenant à G, il existe au moins un test t dans T dont l’exécution passe par a. 
Couverture tous-les-chemins. On dira que T satisfait le critère tous-les-chemins si pour chaque 
chemin p dans G, il existe au moins un test t dans T dont l’exécution correspond à c.   
Hiérarchie des critères basés sur le graphe flot de contrôle   
De façon générale, en se basant sur les différentes définitions des critères, il est possible d'établir 
une d’hiérarchie entre eux. Ainsi, on dira qu’un critère X couvre un critère Y si la satisfaction 
de X entraîne celle de Y. La Figure 1.5 illustre la hiérarchie entre les critères basés sur le graphe 
flot de contrôle. X couvre Y est représenté par “X → Y”. On peut aisément vérifier que cette 
relation “→” est transitive. 
 
Figure 1.5. Hiérarchie des critères basés sur le graphe flot de contrôle[10] 
1.6.1.1.2 Critères basés sur les modèles de transitions 
Les modèles d’états-transitions sont communément utilisés pour décrire le comportement d’un 
programme, ou d’éléments dérivés du développement de celui-ci. Nous présentons ici quelques 
critères de couverture spécifiques à ces modèles.  
                                                 
4Instruction comportant une branche, par exemple, une instruction conditionnelle ou itérative  
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Soit M un modèle de transition dont l’ensemble de ses états est désigné par E et l’ensemble de 
ses transitions par TR.  
Couverture de toutes-les-transitions. On dira qu’une suite de test T satisfait le critère toutes-
les-transitions de M si pour chaque transition tr appartenant à TR il existe au moins un test t 
dans T qui permet de traverser la transition tr. 
Couverture de tous-les-états. On dira qu’une suite de test T satisfait le critère tous-les-états de 
M si pour chaque état e appartenant à E il existe au moins un test t dans T qui permet de visiter 
l’état e. 
On rencontre également d’autres critères basés sur ces modèles comme par exemple, les 
couvertures toutes-les-paires-de-transitions (All-Transition-Pairs) et toutes-les-n-transitions 
(All-n-Transitions), etc. [25]. 
Hiérarchie des critères basés sur les modèles de transition 
 
Figure 1.6. Hiérarchie des critères basés sur les modèles de transition 
1.6.1.1.3 Critères de couverture basés sur les expressions booléennes  
Ces critères de couverture, contrairement aux autres présentés dans les parties précédentes, se 
focalisent sur la logique interne des expressions booléennes. Les plus connus sont présentés ci-
dessous. 
Soit exp une expression booléenne et T une suite de tests pour exp. On appellera condition toute 
variable de type booléen. Une décision est une expression booléenne composée de conditions 
et d’opérateurs booléens. Une décision ne comportant aucun opérateur booléen est une 
condition. 
Couverture des Conditions ou Condition Coverage (CC). On dira que T satisfait le critère 
couverture des conditions pour exp si chaque condition de exp a été évaluée au moins une fois 
à Vrai et à Faux par des tests appartenant à T. 
Couverture des Décisions ou Decision Coverage (DC). On dira que T satisfait le critère 
couverture des décisions pour exp si il existe des tests dans T qui évaluent le résultat de 
l’expression exp au moins une fois à Vrai et à Faux. 
Couverture des Conditions et des Décisions ou Condition/Decision Coverage (CDC). Le 
critère couverture des conditions et des décisions est une combinaison des critères CC et DC. 
Ainsi, On dira que T satisfait ce critère vis-à-vis de exp si et seulement si T satisfait les critères 
CC et DC en même temps vis-à-vis de exp. 
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Couverture des Conditions/Décision Modifiées ou Modified Condition/Decision Coverage 
(MC/DC). Ce critère est une amélioration du critère CDC.  Il exige en plus du critère CDC, que 
l’influence directe de chaque condition de exp sur le résultat de l’expression soit testée au moins 
une fois. En d’autres termes, chaque condition de exp doit, indépendamment des autres 
conditions, influencer directement le résultat de exp. 
Couverture des Conditions Multiples ou Multiple Condition Coverage (MCC). Ce critère 
exige que toutes les combinaisons possibles des valeurs des conditions de exp soient testées. En 
théorie, pour une expression booléenne comportant n conditions, le nombre de combinaisons 
possibles des valeurs des conditions vaut 2n.  
Hiérarchie des critères basés sur les expressions booléennes 
 
Figure 1.7. Hiérarchie des critères basés sur les expressions booléennes[22] 
Considérons le segment de code de la Figure 1.8 ci-dessous : 
 
Figure 1.8. Exemple quelconque de code 
Comme les critères présentés dans cette partie sont basés sur l’analyse des expressions 
booléennes, l’étude sera ainsi portée dans cet exemple sur l’expression booléenne bexp= (A && 
B). A et B représentent les conditions de la décision bexp. Par convention nous utiliserons les 
lettres ‘T’ et ‘F’ pour designer respectivement les valeurs booléennes Vrai et Faux.   
Ainsi, en considérant le critère Couverture des Conditions, les entrées de test (A=T, B=F) et 
(A=F, B=T) suffisent. En effet, chacune des conditions A et B est évaluée au moins une fois à 
T et à F par les entrées de test. Cependant, ce critère ne garantit pas, par exemple, que toutes 
les branches du programme seront exécutées. Par exemple, les deux entrées de test évaluent 
toutes, l’expression bexp à F. Dans ce cas le code à l'intérieur de la conditionnelle ne sera pas 
exécuté.  
if (A && B) then
 Print (“toto”) 
end if 
else  
 Print (“tata”) 
end else 
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Pour le critère Couverture des Décisions, deux tests sont suffisants pour satisfaire celui-ci.  On 
peut prendre (A=T, B=T) et (A=F, B=F) qui évaluent bexp respectivement à T et F. Ici on a 
l’assurance que toutes les branches du programme seront exécutées. Néanmoins, cela ne 
garantit pas que la structure de l’expression ait été correctement implémentée. Par exemple, les 
deux entrées de test (A=T, B=T) et (A=F, B=F) ne permettront pas de distinguer une erreur de 
codage où l’opérateur “&&” est remplacé par l’opérateur “||”. 
Egalement les deux tests (A=T, B=T) et (A=F, B=F) suffisent à satisfaire le critère Couverture 
des Conditions et des Décisions. En effet, chaque condition A et B, et l’expression bexp sont 
évaluées chacune au moins une fois à T et à F. Comme pour la Couverture des Décisions, ces 
données de test ne permettront pas de différencier une erreur où l’opérateur “&&” est remplacé 
par l’opérateur “||”. 
Le critère Couverture des Conditions Multiples requiert toutes les combinaisons possibles des 
conditions A et B. D’où les entrées de test suivants : (A=F, B=F), (A=T, B=F), (A=F, B=T) et 
(A=T, B=T). Ici toutes les combinaisons possibles des valeurs des conditions A et B seront 
testées. Ainsi, l’expression booléenne sera testée de façon exhaustive. Cependant, le nombre 
très élevé de test requis (en général 2n pour une expression comportant n conditions) rend ce 
critère très difficile voire impossible à satisfaire. Le même problème se pose pour la Couverture 
de tous les Chemins (All-paths) car pour un modèle donné le nombre de chemins d'exécution 
est souvent très large (causé notamment par la présence de boucles). 
Enfin, quant à la Couverture des Conditions/Décision Modifiées, il faudra trouver des tests qui 
en plus de satisfaire le critère Couverture des Conditions et des Décisions, montrent que chaque 
condition dans bexp influence de façon directe le résultat de cette expression.  
Les entrées de test (A=T, B=F), (A=F, B=T) et (A=T, B=T) permettent de satisfaire le critère 
Couverture des Conditions/Décision Modifiées pour l’expression bexp. En effet, (A=T, B=F) et 
(A=F, B=T) permettent de satisfaire le critère CDC. Ensuite la paire d’entrées de test (A=T, 
B=F) et (A=T, B=T) montre l’influence directe de B sur le résultat de bexp. En effet tout 
changement de la valeur de B, en maintenant celle de A inchangée, aura un impact direct sur le 
résultat de bexp. Pour montrer l’influence directe de A sur le résultat de bexp, il suffit de 
considérer la paire (A=F, B=T) et (A=T, B=T). 
Le fait de tester l’influence directe de chaque condition sur le résultat de l’expression, permet 
de mettre en lumière différentes erreurs liées à la structure d’une expression booléenne. En plus 
il garantit que les différentes branches d’un programme sont exécutées.  Par ailleurs le nombre 
de tests requis pour satisfaire ce critère varie généralement de façon linéaire avec le nombre de 
conditions dans l’expression. En général, un minimum de n+1 tests est requis pour une 
expression de n conditions [20]. 
1.6.1.2 Critères basés sur le flot de données 
Ces critères s'intéressent au flot de données des différentes variables présentes dans le modèle 
de couverture (le plus souvent le code source). Typiquement, il s’agit de s’assurer que les 
variables définies à un point du programme ont été définies et utilisées correctement. Une 
variable est dite définie si une valeur a été assignée à celle-ci. Elle est dite utilisée si la valeur 
contenue dans cette variable a été lue (par une instruction ou une variable par exemple). Une 
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variable peut être définie et utilisée. On appelle paire définition-utilisation toute paire (dv, uv) 
telle que dv définit une variable v, uv utilise la variable v, et il n’existe pas de définition de v 
entre dv et uv. Il existe plusieurs critères de couverture basés sur le flot de données [26]. Nous 
présentons brièvement quelques-uns d’entre eux : 
Toutes-les-définitions ou all-defs. Une suite de tests satisfait le critère all-defs si et seulement 
si pour chaque définition dv d’une variable v, au moins une paire définition-utilisation de cette 
variable est testée.  
Toutes-les-utilisations ou all-uses. Une suite de tests satisfait ce critère si et seulement si 
chaque paire définition-utilisation a été testée au moins une fois. 
Toutes-les-définition-utilisations ou all-du-paths. Ce critère exige que tous les chemins entre 
toutes les paires définition-utilisation soient testés.  
Hiérarchie des critères basés sur le flot de données  
 
Figure 1.9. Hiérarchie des critères basés sur le flot de données 
1.6.1.3 Critères basés sur les fautes 
Les critères basés sur les fautes visent à mesurer l'aptitude d'une suite de tests à détecter des 
fautes dans un programme (ou une spécification ou un modèle graphique). Le plus connu est 
l’analyse de mutation.  
L’analyse de mutation [27],[28] est une technique qui permet d'évaluer la qualité d’une suite de 
tests. Plus précisément, elle consiste à évaluer la capacité d’une suite de tests à révéler des fautes 
dans un modèle de fautes (modèle où l’on a introduit intentionnellement des fautes). L’intuition 
derrière ce principe est que si une suite de tests peut détecter des fautes introduites 
intentionnellement, elle peut alors (avec une grande probabilité) détecter des fautes réelles.  Les 
modèles de fautes (code, machine d'états, spécifications, etc.) sont construits en utilisant des 
opérateurs de mutation, dont le but consiste à modifier des parties spécifiques du modèle initial 
(modèle avant l’injection intentionnelle de fautes). Il existe différents types d’opérateurs de 
mutation, certains visent les spécifications [29] et d’autres le code [30],[31] ou d’autres 
formalismes (machines d'états, ...). Par exemple, dans le cas du code, les opérateurs de mutation 
consistent entre autres à :  
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Remplacer un opérateur arithmétique : ‘+’, ‘-’, ‘*’, ‘/’, etc. sont remplacés. L'opérateur ‘-’ 
est par exemple remplacé par l'opérateur ‘+’ 
Remplacer un opérateur logique : ‘and’, ‘or’, ‘not’, etc. sont remplacés, par exemple, ‘and’ 
par ‘or’.   
Remplacer un opérateur relationnel : ‘<’, ’>’, ‘≥’, ‘≤’, ‘=’, ‘≠’ sont remplacés. L’opérateur 
‘≤’ remplacé par l’opérateur ‘<’ par exemple. 
On appellera mutant, toute faute injectée par un opérateur de mutation dans le modèle initial. A 
titre d’exemple, pour le modèle initial suivant : 
if (x>y) then max=x et en considérant l’opérateur de mutation ‘≤’, on peut obtenir le mutant 
suivant : if (x≤y) then max=x.  
Ainsi, pour détecter un mutant on exécute le modèle initial et le mutant, avec les tests, puis on 
compare les différents résultats. S’il y a une différence de comportement, le mutant est dit tué, 
sinon le mutant n’est pas tué et des tests supplémentaires peuvent être nécessaires pour tuer le 
mutant. Dans certains cas, il arrive qu’un mutant ait exactement le même comportement que le 
programme initial. Dans ce cas, le mutant est dit équivalent. Par exemple, l’instruction suivante 
x=2*2 et son mutant x=2+2 (‘*’ a été remplacé par ‘+’) ont les mêmes comportements et le 
mutant est ainsi dit équivalent. 
L’adéquation des tests à révéler des fautes est évaluée par le score de mutation. Il est exprimé 
en pourcentage et vaut : score mutation = mtués / (mtotal - mequivalents), où mtués représente le nombre 
de mutants tués par les tests, mtotal le nombre total de mutants introduits et mequivalents le nombre 
de mutants équivalents. 
La Figure 1.10 récapitule le processus de l’analyse de mutation.  
 
Figure 1.10. Processus de mutation simplifié 
1.6.2 Critères de Couverture Boite Noire  
Nous présentons ici quelques critères de couverture bien connus, basés sur des méthodes de test 
boite noire.  
1.6.2.1 Couverture des Classes d'Equivalences  
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D’un point de vue boite noire, le test exhaustif est très souvent impossible. Ceci s’explique 
notamment par le fait que les domaines des paramètres d’entrées sont souvent très larges, voire 
infinis (par exemple, entiers, réels). Pour réduire le nombre de tests de façon significative et 
« efficace », une idée consiste à découper les domaines d'entrées en classes d'équivalences. Une 
classe d'équivalence est un ensemble où tous les éléments appartenant à cet ensemble produisent 
le même comportement. Ainsi, d’un point de vue test, l’exécution d’éléments appartenant à une 
même classe d’équivalence produira les mêmes résultats. La technique qui consiste à 
partitionner les domaines en classes d’équivalence pour y dériver des tests est connue sous le 
nom Equivalence Partitioning [32, chapitre 6],[10]. Ainsi, la Couverture des Classes 
d'Equivalence impose que chaque classe d'équivalence soit testée au moins une fois. 
Généralement ceci est réalisé en choisissant pour chaque classe d'équivalence, une ou des 
valeurs représentatives ; par exemple min, mean et max qui représentent respectivement la 
valeur minimale, médiane et maximale de la classe. D’autres variantes de critères de couverture 
basés sur les classes d'équivalences ont été proposées en [32, chapitre 6]. 
Exemple de Couverture des Classes d'Equivalences.  
Considérons le segment de code de la Figure 1.11 ci-dessous.  
 
     Figure 1.11. Exemple quelconque de code 2 
En se basant sur l’expression “(x>0 && x ≤ 5)” dans le code, nous pouvons identifier les deux 
classes de comportement suivantes : 
C1: Pour x ∈ ] 0 .. 5 ] => Print (« toto ») 
C2: Pour x ∈ [ -100 .. 0 ] U ] 5 .. 100 ] => Print (« tata ») 
Ainsi, pour la Couverture des Classes d'Equivalence, il suffit de choisir un test par classe de 
comportement. Par exemple (x=3) dans C1 et (x=10) dans C2. 
1.6.2.2 Couverture des Valeurs Limites  
La Couverture des Valeurs Limites [32, chapitre 5],[33], est basée sur l’Analyse des Valeurs 
Limites ou Boundary Value Analysis, qui est une technique qui consiste à dériver des tests en 
se focalisant sur les bornes des différentes classes d'équivalences. L’idée derrière cette 
technique résulte du constat que les erreurs se produisent habituellement aux abords des 
domaines des variables [34]. Ainsi, la Couverture des Valeurs Limites exige que les bornes de 
chaque classe d’équivalence soient couvertes par des tests. Cela consiste souvent, à sélectionner 
des valeurs nominales (dans la classe) et de robustesse (hors de la classe) aux abords des bornes 
supérieure et inférieure de chaque classe d’équivalence. Par exemple, deux valeurs dans la 
x ∈ [-100 .. 100] //x entier relatif 
if (x>0 && x ≤ 5) then  
Print («toto») 
end if 
else  
Print («tata») 
end else 
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borne supérieure (max et max+), deux valeurs dans la borne inférieure (min- et min). La valeur 
max représente la valeur maximale de la classe et max+ est une valeur légèrement supérieure à 
max, donc n’appartenant pas à la classe. De même min représente la valeur minimale de la 
classe et min- une valeur légèrement inférieure à min et donc n’appartenant pas à la classe. 
Exemple de Couverture des Valeurs Limites 
Considérons l’exemple de la Figure 1.11 ci-dessus. Pour satisfaire la Couverture des Valeurs 
Limites, on peut choisir pour chaque borne de chaque classe d’équivalence, des tests aux limites 
de celle-ci (au moins un à l'intérieur de la classe et au moins un en dehors). Par exemple, pour 
C1, aux bornes de 0 nous pouvons choisir (x=0) et (x=1) et aux bornes de 5, les valeurs (x=5) 
et (x=6). Pour C2 on peut prendre (x=-100), (x=100), (x=-101) et (x=101).  
1.6.2.3 Couverture de toutes-les-paires (Pairwise) 
Le cririère Couverture de toutes les paires est basé sur la méthode de test toutes les paires ou 
PairWise testing [10],[35]), qui consiste à tester les combinaisons de paires possibles des 
paramètres d’entrée. En effet, il est très souvent impossible de tester toutes les combinaisons 
possibles des paramètres d’entrée, et l’idée consiste à diminuer ce nombre en ne testant que les 
combinaisons de paires des paramètres d’entrées. Ainsi, la Couverture de toutes-les-paires 
impose que chaque combinaison de paires possibles des paramètres d’entrées soit testée au 
moins une fois. 
Le test Pairwise peut être étendu en utilisant des t-uplets, c'est-à-dire qu’au lieu de tester les 
combinaisons de paires, on teste les combinaisons des t-uplets possibles des paramètres 
d’entrées. On parle dans ce cas de test T-wise [10]. Par ailleurs le nombre de tests peut accroitre 
de façon significative en fonction de la valeur de t. Le cas particulier où t=2 correspond au test 
Pairwise. 
Exemple de couverture toutes les paires 
Considérons le programme P1 (représentation boite noire) de la Figure 1.12. Le programme a 
trois paramètres d’entrée représentés par x, y, z. Chaque paramètre d’entrée est défini par un 
ensemble de valeurs. Par souci de clarté, nous utiliserons de petits ensembles.  
 
        Figure 1.12. Programme P1 
La variable x est définie dans l’ensemble {0, 1}, la variable y dans {T, F} et la variable z dans 
{U, V}. On cherche ici à choisir des tests tels que chaque combinaison de paires des paramètres 
x, y et z soit testée au moins une fois. Une méthode exhaustive aurait donné 23= 8 combinaisons 
possibles. 
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Les tests suivants : (x=1, y=T, z=U), (x=1, y=F, z=V), (x=0, y=T, z=V) et (x=0, y=F, z=U) 
permettent de tester toutes les combinaisons de paires des paramètres x, y et z. Par exemple, en 
considérant le test (x=1, y=T, z=U), trois paires sont couvertes : (x=1, y=T), (x=1, z=U) et (y=T, 
z=U). En procédant de même avec les autres tests on remarque bien que toutes les combinaisons 
des paires des paramètres d’entrée, qui sont (x,y), (x,z) et (y,z), ont été testées. 
1.7 Automatisation des Activités du Processus de 
Test 
Le test logiciel en général est une activité très coûteuse, aussi bien en temps qu’en argent (voir 
Tableau 1.2 et Figure 1.13 ci-dessous). D’une part il compte pour environ 50% du temps total 
de développement du logiciel [18],[36], parfois beaucoup plus.  
Tableau 1.2. [source: iceonline]: Résultats d’enquête pour la question : “Quel temps 
occupe le test par rapport au temps total de développement d’un logiciel ?” 
Réponse à la question % des Répondants 
Moins de 30% 28% 
30% - 50% 49% 
50% - 75% 14% 
75% - 100% 7% 
Autres 3,75% 
Par exemple, le tableau ci-dessus présente les résultats d’une enquête auprès d’entreprises, sur 
le coût (en temps) des activités de test par rapport au temps total de développement du logiciel.  
 
Figure 1.13. Coût de détection d’une anomalie dans le cycle de vie du logiciel [source: 
Barry Boehm dans Equity keynote Address, March 19th, 2007] 
D’une autre part les coûts financiers liés au test peuvent être aussi très importants, surtout quand 
des anomalies sont détectées tardivement dans le cycle de développement du logiciel. Le coût 
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de détection par exemple d’une anomalie pendant la phase de production est au moins 150 fois 
supérieur à celui d’une anomalie détectée pendant la phase de spécification. 
Face à cette situation il est impératif d’optimiser les différents coûts liés au test, et 
particulièrement les activités de développement des tests.  En effet, le développement des tests 
est une étape cruciale dans le processus de test car celui-ci joue un rôle très important dans la 
qualité des tests finaux. C’est dans cette étape que les différents tests sont conçus pour vérifier 
et valider les différentes parties du logiciel. Ainsi, réduire le temps associé à cette activité tout 
en assurant une certaine qualité des tests, constitue un enjeu majeur quant à l’optimisation du 
processus de test. 
Une solution consiste à automatiser autant que possible certaines activités liées au test, afin de 
gagner en temps et en “efficacité”. Aujourd’hui, avec les différentes avancées technologiques, 
l’automatisation dans ce domaine a beaucoup progressé. Par exemple, l’automatisation de la 
phase d’exécution et d’analyse des résultats de test a connu une avancée significative avec 
l’avènement de puissants langages de scripts (TTCN3, Python, Ruby). En revanche, pour les 
activités de développement des tests, malgré l’émergence de solutions de génération 
automatique de test, l’effort manuel associé à ces activités demeure toujours important [37], 
comme c’est le cas souvent en milieu industriel.  
Les travaux de cette thèse se focalisent sur la génération automatique de cas de test dans un 
contexte industriel. Le but étant notamment de proposer des approches qui permettront 
d’optimiser les différents coûts liés au test logiciel.  
Ainsi, afin de situer un peu plus nos travaux, nous mènerons dans le prochain chapitre une étude 
sur la génération automatique de cas de test, en présentant notamment les différentes approches 
existantes ainsi que les défis posés par celles-ci. 
1.8 Conclusion 
Nous avons présenté dans ce chapitre une introduction sur le test logiciel. Ainsi nous avons 
passé en revue quelques concepts fondamentaux de la littérature du test logiciel. A cet effet, le 
lecteur qui souhaitera approfondir ces parties pourra se référer à ces deux livres [10],[18] qui 
traitent de façon détaillée du test logiciel.  
Cette étude nous a permis de poser des bases pour nos futurs travaux en situant progressivement 
le périmètre de ceux-ci. Dans le prochain chapitre nous traiterons des approches de génération 
automatique de cas de test. 
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Chapitre 2                 
Génération Automatique de 
Cas de Test 
e test logiciel occupe une place importante dans le processus de développement du logiciel. 
Toutefois, c’est une activité qui est très laborieuse et coûteuse car elle représente à elle 
seule plus de 50% du temps de développement du logiciel [18],[36]. Avec des logiciels de plus 
en plus complexes, il devient dès lors primordial de réduire leur coût et d’améliorer leur 
efficacité, par exemple, en utilisant des approches automatiques. Ainsi, depuis quelques 
décennies, la pratique de l’automatisation dans les différentes activités de test a 
considérablement augmenté.  
Parmi les activités de test, la génération de cas de test est sans doute parmi celles qui demandent 
le plus d’effort en terme d’ingénierie et aussi parmi celles les plus critiques, étant donné le fort 
impact que celle-ci peut avoir dans l’efficacité et le rendement de tout le processus de test 
[38],[39]. En conséquence, l’automatisation de l’activité de génération de cas de test ou 
génération automatique de cas de test est un enjeu important qui a fait l’objet de nombreuses 
recherches si bien que de nos jours un nombre important d’approches différentes ont été 
proposés pour la génération automatique de cas de test.  
D’une manière générale, la génération automatique de cas de test [40],[41],[42],[43],[44] 
consiste à dériver (de façon automatique) des cas de tests à partir d’informations ou d’éléments 
issus de la conception du logiciel. Ces informations ou éléments, utilisés comme entrée pour la 
génération de cas de test, incluent de façon non exhaustive : la structure du programme et/ou le 
code source ; les spécifications du logiciel et/ou des modèles de conception ; des informations 
sur les domaines des variables d’entrées/sorties ; des informations dérivées de l’exécution 
dynamique du programme. Ainsi, elle adresse plusieurs niveaux (unitaire, intégration, 
validation, etc.) et méthodes (boite noire, boite blanche, boite grise) de test. 
La Figure 2.1 ci-dessous présente le processus générique de génération de cas de test. 
Typiquement, il comprend trois parties essentielles : le modèle d’entrée, le critère de sélection 
de test et la méthode de génération de test. 
 
L 
  
 41 
 
Figure 2.1. Processus Générique de Génération de Cas de Test 
1. Le Modèle d’entrée.  Le modèle d’entrée représente tous les éléments ou informations, issus 
de la conception du logiciel, utilisés comme référence pour la génération de cas de test : la 
structure du programme et/ou le code source ; les spécifications du logiciel et/ou des modèles 
de conception ; des informations sur les domaines des variables d’entrées/sorties ; des 
informations dérivées de l’exécution dynamique du programme, ou n’importe quelle 
combinaison de ces éléments. 
2. Le critère de sélection de test. En général, les cas de test sont conçus pour satisfaire une 
propriété donnée. Le plus souvent, on se réfère à la notion de couverture. Ainsi, le critère de 
sélection de test concerne toute propriété (couverture) utilisée pour sélectionner des cas de test 
à partir d’un modèle d’entrée. Par exemple, le critère de sélection de test, en considérant comme 
modèle d’entrée le code source du logiciel, peut-être la couverture des instructions. 
3. La méthode de génération de test. Elle représente la technique utilisée pour générer les cas 
de test en prenant en compte le modèle d’entrée et le critère de sélection de test. Par exemple, 
si le modèle d’entrée est une machine d’état (décrivant les spécifications par exemple) et le 
critère de sélection choisi est la couverture des transitions, une méthode de génération de test 
pourrait être un algorithme de génération d’un nombre minimal de chemins couvrant toutes les 
transitions du modèle.   
Etant donné l’immense étendue du domaine de la génération de cas de test [40] nous nous 
intéresserons, dans cette thèse, à la génération automatique de cas de test à partir de modèles 
abstraits construits autour des spécifications du système sous test5 (ou System Under Test). 
En conséquence, l’étude portera sur la génération de cas de test boite noire.  
Ce choix est motivé d’une part par notre volonté de disposer de solutions automatiques visant 
à tester le logiciel à des niveaux d’abstraction élevés. En effet, plus une erreur est détectée tôt 
dans le cycle de vie du logiciel, moins cela coûte de la corriger (voir chapitre1, Figure 1.13). 
D’une autre part, l’utilisation de modèles abstraits (formels ou semi formels) offrent de bonnes 
bases pour l’automatisation.  
Dans ce chapitre, nous passons en revue différentes approches de génération automatique de 
cas de test où des modèles abstraits, décrivant le système sous test, sont utilisés comme modèle 
d’entrée. Ainsi, la première partie de ce document présente les principaux formalismes utilisés 
dans la littérature comme modèles d’entrée. La deuxième partie présente différentes méthodes 
                                                 
5 Système que l’on désire tester. Par exemple, un logiciel, une fonction du logiciel, etc.  
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de génération de test utilisées pour générer des cas de test à partir d’un modèle d’entrée et d’un 
critère de sélection. Les critères de génération de test ont déjà été présentés dans le chapitre 
précédent. La troisième partie du document fournit une discussion des différentes approches et 
présente les pistes que nous explorerons. 
2.1 Modèles d’Entrée  
Afin d’illustrer chaque modèle d’entrée de façon intuitive, nous utiliserons l’exemple ci-
dessous tiré dans [45, page 40]. Il s’agit d’un système qui contrôle le fonctionnement des essuie-
glaces d’une voiture, à travers un levier lever et un bouton dial. Le levier a quatre positions 
différentes : OFF, INT (position intermittente), LOW et HIGH qui correspondent aux différents 
modes de fonctionnement du système. Le bouton dial quant à lui a trois positions numérotées 
de 1 à 3. Dans chaque cas, pour passer d’une position à une autre on décale le bouton ou le 
levier d’une position, vers le bas ou vers le haut. Quand le levier est en position OFF le système 
ne fonctionne pas, par contre en position INT, LOW ou HIGH le système fonctionne, c'est-à-
dire que les essuie-glaces sont en mouvement. Dans chacune de ces positions la vitesse de 
balayage (en nombre de balayages/minute) des essuie-glaces est différente. En mode OFF elle 
vaut 0 ; 30 en mode LOW et 60 en mode HIGH. La vitesse en mode INT dépend de la position 
du bouton dial. Ainsi, en mode INT avec la position 1 du bouton dial, la vitesse vaut 6 ; 12 en 
position 2 et 20 en position 3. Le bouton dial n’a pas d’incidence sur la vitesse dans les autres 
modes. Les Tableau 2.1 et Tableau 2.2 ci-dessous résument le fonctionnement du système. 
Dans le Tableau 2.1 les événements suivants représentent : 
leverDecalHaut = Décaler le levier d’une position vers le haut 
leverDecalBas = Décaler le levier d’une position vers le bas 
dialDecalHaut = Décaler le bouton dial d’une position vers le haut 
dialDecalBas = Décaler le bouton dial d’une position vers le bas 
    Tableau 2.1. Vitesse de balayage en fonction des positions de lever et dial 
Position lever OFF   INT   LOW HIGH 
Position dial - 1 2 3 - - 
Vitesse de balayage 0 6 12 20 30 60 
 
       Tableau 2.2. Exemple d'un cas d'utilisation 
Pré-
conditions 
                                                                                                                                 
lever en position OFF et dial en position 1 
  
Séquences Evénements 
Nouvelle 
position lever 
Nouvelle 
position dial 
 Action (vitesse 
de balayage) 
1 leverDecalHaut INT inchangée 6 
2 dialDecalHaut inchangée 2 12 
3 leverDecalHaut LOW inchangée 30 
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4 dialDecalHaut inchangée 3 inchangée 
5 leverDecalHaut HIGH inchangée 60 
6 leverDecalBas LOW inchangée 30 
7 leverDecalBas INT inchangée 20 
8 dialDecalbas inchangée 2 12 
9 leverDecalBas OFF inchangée 0 
Post-
conditions 
                                                                                                                                     
 lever en position OFF et dial en position 2 
  
 
Dans le cadre de la génération automatique de cas test, plusieurs modèles d’entrée ont été 
utilisés. En s’inspirant des travaux dans [41],[45] nous regroupons les différents modèles 
d’entrée en fonction du type de formalisme qu’ils utilisent : les modèles basés sur les 
Préconditions/Postconditions ou modèles Pré/Post ; les modèles basés sur les Etats/Transitions ; 
les modèles stochastiques ; les modèles algébriques ; les modèles basés sur les scenarios ; et les 
modèles basés sur le flot de données. 
2.1.1 Modèles d’Entrée basés sur les Pré/Post 
2.1.1.1 Présentation 
Ces formalismes permettent de décrire un système (le système sous test dans le cadre de la 
génération automatique de cas de test) comme une collection de variables représentant l’état 
interne du système, et aussi des opérations permettant de modifier ces variables afin de faire 
évoluer l’état du système [41]. Ainsi, dans la plupart des cas, au lieu de définir les opérations 
en utilisant du code (comme c’est le cas dans les langages de programmation classiques), 
chaque opération est définie sous la forme de pré et postconditions. Plusieurs notations utilisent 
ces formalismes. Les plus connus incluent les notations SCR [46], B [47], Z [48] et OCL [49].    
2.1.1.2 Exemple avec le système de contrôle des essuie-glaces  
Nous présentons ici un exemple de modélisation du système de contrôle des essuie-glaces en 
utilisant les notations SCR. Elles permettent de capturer sous la forme de Pré/Post les opérations 
d’un système, en utilisant des notations tabulaires. Pour des raisons de simplicité nous ne 
modéliserons que les changements de modes de lever et dial, représentés ci-dessous par les 
Tableau 2.3 et Tableau 2.4 respectivement. En effet, pour représenter les vitesses de balayage 
en fonction des modes, des tableaux supplémentaires sont requis.  
Les tableaux s’interprètent de la façon suivante. La première ligne du Tableau 2.3 décrit le 
passage du mode OFF vers le mode INT. Ainsi, si le levier est en mode OFF et l’événement 
leverDecalHaut se produit (@T(leverDecalHaut)), alors le système se met dans le mode INT 
et ainsi de suite pour les autres. 
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        Tableau 2.3. Description des changements de mode pour le levier lever 
Ancien mode  Evénements  Nouveau Mode  
OFF    @T(leverDecalHaut) INT 
INT    @T(leverDecalBas) Off  
INT    @T(leverDecalHaut) LOW  
LOW     @T(leverDecalBas) INT  
LOW    @T(leverDecalHaut) HIGH  
HIGH     @T(leverDecalBas) LOW  
 
        Tableau 2.4. Description des changements de mode pour le bouton dial 
Ancien mode  Evénements  Nouveau Mode  
Dial1  @T(dialDecalHaut) Dial2 
Dial2  @T(dialDecalBas) Dial1 
Dial2  @T(dialDecalHaut) Dial3  
Dial3   @T(dialDecalBas) Dial2 
2.1.1.3 Quelques Exemples utilisant des modèles Pré/Post comme modèle 
d’entrée  
Plusieurs travaux utilisent les modèles Pré/Post comme modèle d’entrée. L’approche de 
génération consiste en général à générer des tests pour vérifier les postconditions à partir des 
préconditions et des conditions de transition (conditions permettant le passage entre pré et 
postconditions).  
Dans [25], une approche de génération de données de test est présentée. D’abord les 
spécifications fonctionnelles du système sont exprimées à l’aide du formalisme SCR. Ce 
formalisme est par la suite transformé en graphe où les nœuds représentent les états du système, 
et les arcs les différentes transitions entre les états. Enfin, les tests sont générés à partir du 
graphe en considérant divers critères de couverture. 
L’approche présentée dans [50] utilise des spécifications OCL comme modèle d’entrée pour 
générer automatiquement des données de test. 
Une approche de génération de cas de test est présentée dans [51]. Elle utilise le langage Z pour 
décrire les spécifications d’un système. Ce modèle Z est ensuite utilisé comme modèle d’entrée 
pour la génération de cas de test.  
2.1.1.4 Avantages et Limitations 
En utilisant des notations sous forme de Préconditions/Postconditions, les modèles (Pré/Post) 
permettent de décrire les différentes opérations du système dans un état donné. Ce qui est 
intéressant d’un point de vue génération de cas de test. Par ailleurs, des notations comme Z ou 
B sont des méthodes formelles, et donc elles offrent des sémantiques claires et précises 
permettant de décrire des systèmes. Pour des tests de systèmes critiques cela pourrait 
particulièrement être intéressant.  
Les modèles Pré/post utilisent des notations textuelles ou tabulaires pour décrire les systèmes. 
Pour des systèmes complexes ces notations n’offrent pas de descriptions intuitives et faciles à 
lire. Par ailleurs, l’apprentissage, la construction et la maintenance de modèles formelles (par 
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exemple, les notations B ou Z) restent difficiles [52]. Ce qui peut rendre leur utilisation pour la 
génération de cas de test moins intéressante.  
2.1.2 Modèles d’Entrée basés sur les Etats-Transitions 
Ces formalismes décrivent le système par ses réactions à ses entrées ou sorties dans un état 
donné, à travers des notations sous forme de graphe (nœud/arc). Les nœuds du graphe 
représentent les différents états du système tandis que les arcs représentent les différentes 
transitions entre les états. Des exemples connus de formalismes basés sur les états-transitions 
incluent les machines à états finis ou Finite State Machine (FSM), les Statecharts et les réseaux 
de Pétri.  
2.1.2.1 Les Machines à Etats Finis (FSMs) 
2.1.2.1.1 Présentation 
Un FSM est généralement représenté sous forme graphique avec des états (nœuds) et des 
transitions (arcs). Typiquement un FSM est un 4-uplet (E, T, In, Out) où 
 E est un ensemble fini d’états  
 T est un ensemble fini de transitions.  
 In est un ensemble d’entrées provoquant les transitions. Une entrée peut par exemple 
représenter une expression booléenne définie sur une transition pour spécifier les 
conditions de passage d’un état vers un autre. 
 Out est un ensemble de sorties qui peuvent se produire lors des transitions. Par 
exemple, une sortie peut représenter une action provoquée par le passage d’un état vers 
un autre. 
Une machine à états finis est un modèle dynamique, c'est à dire qui évolue dans le temps. Cette 
évolution se traduit par des changements d’états en fonction des entrées permettant d’activer 
les transitions. Ceci étant, l’exécution commence toujours par un état initial, puis, en fonction 
de l’activation des transitions, la machine change d’état. A noter qu’à tout instant le système 
doit se trouver dans un état unique. 
2.1.2.1.2 Exemple avec le système de contrôle des essuie-glaces  
Dans cette partie nous modélisons le comportement du système des essuie-glaces en utilisant 
les FSMs. Pour cela, considérons les éléments suivants : 
Evénements d’entrée : 
e1 = leverDecalHaut  e3 = dialDecalHaut 
e2 = leverDecalBas  e4 = dialDecalBas 
Les actions : 
a1 = Changer la vitesse de balayage à 0 a4 = Changer la vitesse de balayage à 20 
a2 = Changer la vitesse de balayage à 6 a5 = Changer la vitesse de balayage à 30 
a3 = Changer la vitesse de balayage à 12 a6 = Changer la vitesse de balayage à 60 
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Figure 2.2. Machines d’états de lever et dial 
La Figure 2.2 présente les machines à états finis de lever (gauche) et dial (droite). 
Ainsi, le passage d’un état à un autre dans chaque machine est causé par l’occurrence d’un 
événement (e1, e2, e3 ou e4). Ce passage déclenche ensuite une action (a1, a2, a3, a4, a5 ou 
a6). Cependant cette modélisation ne permet pas de savoir quelle action a été déclenchée quand 
le système entre dans l’état INT. Ceci s’explique par le fait que les deux machines ne 
communiquent pas entre elles. D’où les symboles “?” pour représenter ces actions inconnues. 
Pour les faire communiquer (dans le but d’obtenir tous les comportements possibles), on peut 
construire une machine à états finis qui sera en fait le produit cartésien des deux machines ci-
dessus. Ce qui résulterait en une machine de 12 (4*3) états et 34 (4*4 + 6*3) transitions. Cette 
machine est présentée dans [45, chapitre 6]. 
2.1.2.1.3 Quelques Exemples utilisant des FSMs comme modèle d’entrée 
Les FSMs sont utilisés pour décrire le comportement du système sous test. Les différents 
chemins (séquences de transitions) dans les FSMs s’apparentent à des scenarios de test. Ainsi, 
les FSMs ont largement été utilisés comme modèles d’entrée pour la génération automatique 
de cas de test [53],[54],[55],[56],[57],[58]. 
Dans [53] une approche de génération de cas de test pour systèmes embarqués critiques est 
présentée. Elle utilise les spécifications du système, décrites sous format XML, pour construire 
un modèle d’états-transitions (FSM) qui sert de modèle d’entrée. Les cas de tests sont ensuite 
générés en considérant le critère de couverture MC/DC.  
Dans [54] les auteurs utilisent des FSMs, construits à partir des spécifications d’un logiciel 
embarqué, pour générer des cas de tests.  
Dans [25] les spécifications fonctionnelles du système sont d’abord décrites en se basant sur les 
notations SCR. Ensuite les modèles SCR sont traduits en FSMs et utilisés pour générer des cas 
de test, en considérant quelques critères de couverture. 
2.1.2.1.4 Avantages et Limitations 
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L’un des avantages des FSMs est sans doute sa notation qui est intuitive et graphique. Les 
différents chemins, qui peuvent être vus comme des scenarios de test, sont facilement repérables 
sur le modèle. Aussi, les FSMs sont très connus et utilisés aussi bien par les développeurs et les 
testeurs que par les clients. 
Cependant, les FSMs souffrent en particulier de l’explosion combinatoire (du nombre d’états 
et de transitions). En effet, pour modéliser certains systèmes, le nombre d’états et de transitions 
requis peut être très important. Ce qui rend le modèle complexe et difficile à exploiter. Par 
exemple, pour faire communiquer les deux machines de la Figure 2.2 ci-dessus, on a effectué 
un produit cartésien des deux machines pour obtenir une machine de 12 états et 34 transitions. 
Imaginons un tant soit peu ce que donnerait le produit cartésien si chacune des deux machines 
était composée de 10 états.  
2.1.2.2 Statecharts 
2.1.2.2.1 Présentation 
Les Statecharts [59] sont une extension des FSMs. En effet, ils introduisent de nouveaux 
concepts permettant d’étendre l’expressivité des FSMs. Ces concepts incluent entre autres, la 
concurrence, la hiérarchie et la communication. La concurrence permet de définir des états 
parallèles, c'est-à-dire que plusieurs états peuvent être actifs en même temps. La hiérarchie 
permet d’introduire des macro-états, c'est-à-dire des états composés de Statecharts. La 
communication permet aux différents états de communiquer entre eux. Pour illustrer de façon 
basique le principe des Statecharts nous nous reférons aux exemples de la Figure 2.3 et du 
Tableau 2.5 [45, chapitre 9]. 
Ainsi, La machine illustrée dans la Figure 2.3 possède un état X, qui est un état hiérarchique 
composé de trois états concurrents (parallèles) A, D et H. Chaque état est à son tour composé 
d’une machine d’états.  
 
Figure 2.3. Exemple de fonctionnement des Statecharts 
Le Tableau 2.5 présente une exécution possible (suivant la sémantique décrite par David Harel 
dans [59]) de la machine de la Figure 2.3.  
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Tableau 2.5. Exemple d'exécution des Statecharts de la Figure 2.3 
Etape Etats Actifs Evénement d'Entrée 
Evénement de 
Sortie 
Etat(s) suivant(s) 
0 B, F, J k aucun E 
1 B, E, J m e I 
2 B, E, I e aucun C 
3 C, E, I n f G, J 
4 C, G, J f g B, G, J 
5 B, G, J g aucun B, E, J 
Ainsi, à l’étape 0 de l’exécution de la machine X, les trois états parallèles (A, D, H) sont actifs 
et se trouvent respectivement dans les états B, F et J. Ensuite lorsque l’événement “k” se produit, 
seule la machine de l’état D réagit et passe à l’état suivant E. Ainsi, à l’étape suivante les états 
B, E et J seront actifs et l’exécution se poursuivra suivant l’occurrence des différents 
événements d’entrée. 
Plusieurs outils commerciaux et langages adoptent le formalisme des Statecharts, en particulier 
pour modéliser le comportement de systèmes complexes. C’est le cas de Stateflow [60], 
Statemate [61], Rhapsody [62], UML state machines [63], RSML [64]. Cependant, il faudra 
noter que ces outils utilisent des sémantiques d’exécution différentes. Une comparaison des 
différentes variantes de Statecharts est présentée dans [65]. 
2.1.2.2.2 Exemple avec le système de contrôle des essuie-glaces  
On peut modéliser simplement l’exemple des essuie-glaces en utilisant les états hiérarchiques 
et concurrents. Ce qui donne la machine illustrée par la Figure 2.4. 
 
Figure 2.4. Statecharts décrivant le système des essuie-glaces 
2.1.2.2.3 Quelques Exemples utilisant des Statecharts comme modèle d’entrée 
Les Statecharts ont été utilisés dans divers domaines pour la génération de cas de test. Par 
exemple, orienté-objet [66],[67], systèmes distribués [68], systèmes embarqués [69],[70],[71]. 
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Dans le domaine de l’orienté objet les Statecharts sont généralement utilisés pour représenter 
le comportement des classes. Ces modèles sont ensuite utilisés pour générer les tests pour les 
classes. 
Dans le domaine des systèmes embarqués les Statecharts sont souvent utilisés pour décrire des 
systèmes complexes. Dans [69] une approche permettant de générer des cas de test à partir de 
modèles Stateflow décrivant les spécifications fonctionnelles d’un système automobile a été 
présentée. Dans [71] les Statecharts de Statemate, décrivant les spécifications d’un système 
embarqué, ont été utilisés pour la génération de cas de test en considérant plusieurs critères de 
test. Dans cette approche, les Statecharts et le critère considéré sont respectivement transcrits 
en programme SMV [72] et en propriétés à vérifier, puis soumis à un vérificateur de modèles 
pour la génération6 des cas de test. 
2.1.2.2.4 Avantages et Limitations 
Les Statecharts sont une extension des FSMs et donc possède les avantages de ces derniers : 
notation intuitive, graphique, large diffusion dans le domaine des systèmes embarqués, etc. De 
plus, la concurrence, la hiérarchie et la communication permettent de limiter considérablement 
l’explosion combinatoire du nombre d’états et de transitions (connue avec les FSMs), rendant 
ainsi les modèles moins complexes et plus intuitifs. 
Toutefois, ces modèles peuvent être complexes et difficile à interpréter. Par exemple, lorsqu’un 
modèle comporte un nombre important d’états concurrents et/ou plusieurs niveaux d’états 
hiérarchiques.  
2.1.2.3  Les Réseaux de Pétri 
2.1.2.3.1 Présentation 
Les réseaux de Pétri (Petri nets) [73],[74] inventés par Carl Adam Petri en 1962, sont une forme 
spéciale de graphe orienté possédant deux types de nœuds (repartis en deux groupes distincts) 
et des arcs reliant un type de nœud à l’autre.  Typiquement, un réseau de Pétri est composé de 
trois groupes d’éléments : 
 Des nœuds de type P appelés places qui représentent souvent les possibles états ou 
conditions nécessaires à l’accomplissement d’une action.  
 Des nœuds de type T appelés transitions qui représentent souvent des événements ou 
des actions causant les changements d’états du système. 
 Des arcs orientés avec chacun connectant une place à une transition, ou une transition à 
une place.  
On appellera entrées d’une transition tous les prédécesseurs de cette transition dans le graphe. 
De même tous les successeurs de cette transition dans le graphe seront appelés sorties. 
Par exemple, le réseau de Pétri de la Figure 2.5 (a) comporte trois places p1, p2 et p3, une 
transition t1 et trois arcs (p1, t1), (p2, t1) et (t1, p3). Ainsi p1 et p2 représentent les entrées de t1, et 
p3 sa sortie. 
                                                 
6 La technique de génération à partir des vérificateurs de modèles est expliquée plus tard dans la section 2.2.3 
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Figure 2.5. Exemples de modèles de Pétri 
L’exécution d’un réseau de Pétri se traduit par des changements d’états. Un changement d’état 
est caractérisé par un mouvement d’un ou de plusieurs jetons, de places en places, en 
considérant le déclenchement d’une ou des transitions. Le déclenchement d’une transition peut 
représenter une occurrence d’un événement ou d’une action. Par ailleurs le déclenchement 
d’une transition ne peut se produire que si elle est au préalable active, c'est-à-dire que chacune 
de ses entrées contient au moins un jeton. Ainsi le déclenchement se traduit par le déplacement 
des jetons des entrées de la transition vers ses sorties. 
Considérons maintenant le réseau de Pétri de la Figure 2.5 (b), la présence d’un jeton dans 
chacune des entrées de t1 rend cette transition active. Ça n’aurait pas été le cas si p1 et/ou p2 
n’avait pas de jeton. Le déclenchement de t1 produit le déplacement des jetons de p1 et p2 vers 
p3 (Figure 2.5 (c)). 
Il existe plusieurs variantes de réseaux de Pétri, on distingue entre autres les réseaux de Pétri 
colorés (coloured Petri nets) [75] et les réseaux de Pétri temporels (timed Petri nets) [76]. 
2.1.2.3.2 Exemple avec le système de contrôle des essuie-glaces  
Afin d’établir un modèle de réseau de Pétri pour l’exemple des essuie-glaces, nous considérons 
les notations suivantes : 
Evénements d’entrée : 
e1 = leverDecalHaut  e3 = dialDecalHaut 
e2 = leverDecalBas  e4 = dialDecalBas 
Les actions : 
a1 = Changer la vitesse de balayage à 0 a4 = Changer la vitesse de balayage à 20 
a2 = Changer la vitesse de balayage à 6 a5 = Changer la vitesse de balayage à 30 
a3 = Changer la vitesse de balayage à 12 a6 = Changer la vitesse de balayage à 60 
Les états : 
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p1 = OFF  p2 = INT 
p3 = LOW  p4 = HIGH 
p5 = dial1  p6 = dial2 
p7 = dial3 
 
Figure 2.6. Réseau de Pétri représentant le système de contrôle des essuie-glaces [45] 
2.1.2.3.3 Quelques Exemples utilisant des Réseaux de Pétri comme modèle 
d’entrée 
Les réseaux de Pétri sont souvent utilisés pour décrire le comportement de systèmes complexes, 
en particulier les systèmes distribués. Ainsi, ils ont été utilisés comme modèles d’entrée pour 
la génération automatique de cas de test. 
Dans [77] les réseaux de Pétri sont d’abord utilisés pour décrire le comportement des éléments 
du système sous test. Ensuite, l’approche propose des critères de couverture (par exemple, 
couverture des transitions du modèle). Ainsi, en fonction du critère choisi, un arbre de test est 
généré à partir du réseau de Pétri et les tests sont générés en parcourant l’arbre de la racine aux 
feuilles.   
Dans [78] les réseaux de Pétri colorés (coloured Petri nets) ont été utilisés pour spécifier un 
système de contrôle de train. Ensuite à partir du réseau de Pétri une approche permettant de 
générer des tests à partir de ce formalisme est présentée.  
2.1.2.3.4 Avantages et Limitations 
Les réseaux de Pétri offrent une notation puissante permettant de modéliser et/ou de simuler 
des systèmes complexes, par exemple, des systèmes distribués. Cependant, ils sont peu utilisés 
et peu connus dans le domaine de la génération de cas de test. La raison est que la notation est 
très complexe, peu intuitive et difficile à maintenir (par exemple s’il y a des modifications à 
apporter au modèle suite à une modification des spécifications).  
2.1.3 Modèles Stochastiques (chaines de Markov) 
2.1.3.1 Présentation 
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Les modèles stochastiques permettent de représenter un système en se basant sur des notions 
probabilistes. Les chaines de Markov [79],[80] sont un exemple typique des modèles 
stochastiques. Ils permettent globalement de représenter l’évolution d’un système dans le temps 
en utilisant des modèles de transitions associés à des probabilités (sur les transitions). L’une des 
propriétés importantes des chaines de Markov est l’absence de mémoire, c'est-à-dire que le 
prochain état du système ne dépend que de l’état courant de celui-ci et non des états passés. 
L’exemple de la Figure 2.7 présente une chaine de Markov (discrète) à deux états (A et B) et 
quatre transitions, chacune associée à une probabilité. Ainsi, à partir de l’état A, le système 
passe dans l’état B avec une probabilité de 2/3 ou reste dans l’état A avec une probabilité de 
1/3. Dans l’état B le système passe dans l’état A avec une probabilité de 1/2 ou reste dans l’état 
B avec également une probabilité de 1/2. On remarquera que la somme des probabilités 
associées aux transitions sortantes d’un état quelconque vaut 1. 
 
Figure 2.7. Exemple d’une chaine de Markov 
2.1.3.2 Exemple avec le système de contrôle des essuie-glaces 
Pour cet exemple nous utiliserons une machine d’états hiérarchique dont les transitions 
représentent les probabilités d’occurrence des différents événements à qui on associe des 
actions. 
 
Figure 2.8. Modèle de Markov représentant le système de contrôle des essuie-glaces 
La Figure 2.8 illustre un modèle de Markov représentant l’exemple des essuie-glaces. Les 
différentes probabilités associées aux événements sont illustrées en “rouge”. 
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2.1.3.3 Quelques Exemples utilisant des Chaines de Markov comme modèle 
d’entrée 
Dans le domaine de la génération de cas test, ces modèles ont souvent servi de modèle d’entrée. 
Dans de tels modèles, les séquences de transitions peuvent être vues comme des profils d’usage, 
c’est à dire des cas d’utilisation.  
Dans [81] les chaines de Markov ont été utilisées pour modéliser le comportement du système 
sous test. Ensuite, des critères de couverture spécifiques (couverture du profil d’usage le plus 
probable, couverture des transitions, etc.) ont été présentés. Enfin, en fonction du critère 
sélectionné, des cas de test sont générés en parcourant le modèle.  
Dans [82] une approche de génération de cas de test combinant plusieurs modèles de Markov, 
fonctionnant de façon concurrente, a été présentée. L’objectif étant de générer des tests pour 
des systèmes concurrents en combinant les différents modèles de Markov de manière à ne pas 
exploser l’espace des états possibles.  
2.1.3.4 Avantages et Limitations 
Comme pour les FSMs, les chaines de Markov offrent une notation simple et intuitive. De plus, 
les chemins dans le modèle correspondent à des profils d’usage et donc intéressants d’un point 
de vue génération de cas de test. 
Cependant elles peuvent, bien que souvent modélisées avec des machines hiérarchiques 
(comme sur la Figure 2.8), souffrir de l’explosion combinatoire, occasionnée par exemple, par 
l’absence de notion de communication dans ces modèles. Un autre point concerne la non prise 
en compte d’expressions booléennes dans ces modèles. En effet, dans les chaines de Markov 
les transitions sont définies avec des probabilités et non avec des expressions booléennes. Ce 
qui peut être un avantage ou un inconvenant en fonction du type de système que l’on désire 
modéliser. Pour des systèmes dont le comportement dépend d’évènements précis et de 
conditions précises ces modèles peuvent être peu expressifs.  
2.1.4 Modèles basés sur les Scenarios 
Ces modèles permettent de décrire (du point de vue d’un observateur) des séquences 
d’entrées/sorties entre le système (sous test) et son environnement. Des exemples bien connus 
de modèles basés sur les scenarios incluent les diagrammes de cas d’utilisation (ou Use Case 
Diagram), les diagrammes de séquences (ou Sequence Diagram) et les diagrammes d’activité 
(ou Activity Diagram). 
2.1.4.1 Diagrammes de Cas d’Utilisation 
2.1.4.1.1 Présentation 
Un diagramme de cas d’utilisation (Use Case Diagram) [83, page 585] permet de représenter 
de façon abstraite des cas d’utilisation d’un système en faisant intervenir des acteurs extérieurs 
(acteurs d’entrées et de sorties du système). Un cas d’utilisation représente un ensemble de 
séquences d’actions qui sont réalisées par le système et qui produisent un résultat observable 
intéressant pour un observateur particulier. Chaque cas d’utilisation spécifie un comportement 
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attendu du système considéré comme un tout, sans imposer le mode de réalisation de ce 
comportement. Il décrit ce que le système devra faire, sans spécifier comment il le fera [84]. 
2.1.4.1.2 Exemple avec le système de contrôle des essuie-glaces  
Dans cet exemple nous présentons à travers un diagramme de cas d’utilisation, les différents 
cas d’utilisation du système des essuie-glaces. D’un côté le diagramme présente les différentes 
interactions entre l’utilisateur et le système (décaler lever vers le haut ou vers le bas, décaler le 
dial vers le haut ou vers le bas). D’un autre côté, le diagramme présente les interactions entre 
le système et le moteur des essuie-glaces, qui est responsable de la vitesse de balayage. 
 
Figure 2.9. Diagramme de cas d’utilisation du système des essuie-glaces 
2.1.4.1.3 Quelques Exemples utilisant des diagrammes de cas d’utilisation comme 
modèle d’entrée 
Par nature, les scenarios sont proches des cas de test. Par conséquent les cas d’utilisation ont 
servi de modèle d’entrée [85],[86],[87] le plus souvent en association avec d’autres formalismes 
(avec des diagrammes de séquence par exemple).  
Dans [86] les spécifications du système sont d’abord utilisées pour construire des diagrammes 
de cas d’utilisation. Chaque cas d’utilisation représente une séquence d’actions définies à partir 
des spécifications. Ensuite, les cas de test sont générés à partir de ces différents cas d’utilisation.  
Dans [85] une approche de génération de cas de test à partir de modèles de cas d’utilisation a 
été présentée. D’abord les cas d’utilisation sont tirés des exigences du système. Ensuite chaque 
cas d’utilisation est étendu avec des notations Pré/Post afin de construire un modèle exécutable 
des cas d’utilisation. Après cela, chaque cas d’utilisation est décrit à l’aide de diagrammes de 
séquences. Enfin, les cas de test sont générés à partir des diagrammes en considérant des critères 
de couverture spécifiques.  
2.1.4.1.4 Avantages et Limitations 
Les diagrammes de cas d’utilisation sont bien connus dans le développement logiciel. Ils offrent 
une notation permettant de représenter de façon intuitive et très abstraite les différents cas 
d’utilisations d’un système. Ce qui peut être exploité par la génération de cas de test.  
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Cependant, ces notations souffrent d’une absence de sémantique. Par conséquent, elles sont le 
plus souvent utilisées de façon informelle et à un très haut niveau d’abstraction. Ce qui rend ces 
notations peu précises.  
2.1.4.2 Diagrammes de Séquence 
2.1.4.2.1 Présentation 
Les diagrammes de séquence (Sequence Diagram) [83, page 467] permettent de représenter 
pour un scenario donné, les interactions séquentielles dans le temps entre les différents objets 
impliqués (dans ce scenario). Dans un diagramme de séquence, chaque objet est représenté par 
une ligne de vie, représentée par une ligne verticale, symbolisant la durée de vie de l’objet dans 
le diagramme. Les interactions s’effectuent par échange de messages représentés par différents 
types de flèches (selon les rôles), suivant un ordre chronologique (du haut vers le bas). 
2.1.4.2.2 Exemple avec le système de contrôle des essuie-glaces 
Dans cet exemple nous utilisons les diagrammes de séquence pour représenter un cas 
d’utilisation du système où le lever est décalé d’une position vers le haut. Pour cela on supposera 
que le système n’est pas dans l’état HIGH (état où il n’est pas possible d’effectuer un décalage 
vers le haut). 
 
Figure 2.10. Diagramme de séquence représentant un cas d’utilisation du système des 
essuie-glaces [45] 
Ainsi, dès que le bouton lever est décalé vers le haut, un message est envoyé au contrôleur du 
système pour le notifier de l’occurrence d’un événement. Celui-ci à son tour envoie une requête 
de position au bouton dial qui lui renvoie sa position.  La même requête est ensuite envoyée au 
bouton lever. Dès que les deux positions sont connues du contrôleur, celui-ci envoie un message 
contenant la vitesse correspondante aux essuie-glaces.  
2.1.4.2.3 Quelques Exemples utilisant des diagrammes de séquences comme 
modèle d’entrée 
Etant donné que les diagrammes de séquence sont utilisés pour décrire des scenarios, ceux-ci 
ont donc suscité un intérêt pour la génération automatique de cas de test [88],[89],[90]. 
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Dans [88] les diagrammes de séquences sont d’abord transformés en modèles spécifiques de 
graphe. Ensuite ces graphes sont étendus avec des informations supplémentaires, tirées entre 
autres des cas d’utilisations et des diagrammes de classe. Les tests sont enfin dérivés en 
parcourant le graphe « étendu ».  
Dans [89] l’approche utilisée consiste d’abord à construire une représentation sous forme 
d’arbre à partir des diagrammes de séquence. Ensuite, l’arbre est traversé en y rajoutant des 
notations pré et postconditions d’OCL. Enfin pour générer les cas de test, des techniques 
diverses sont appliquées sur l’arbre. 
2.1.4.2.4 Avantages et Limitations 
Les diagrammes de séquence, comme pour les diagrammes de cas d’utilisation ont l’avantage 
d’être bien connus dans le monde du développement logiciel. Ils permettant de décrire un 
scenario donné (qui est proche du test) dans le temps en faisant intervenir les différents acteurs 
du scenario. Cette considération du temps, peut être particulièrement intéressante d’un point de 
vue compréhension du scenario et donc du test.  
Par contre, comme les diagrammes de cas d’utilisation, ces notations ne possèdent pas vraiment 
de sémantique et sont très souvent utilisées de façon informelle. De plus, ces diagrammes ne 
permettent de représenter qu’un scenario à la fois et donc un cas d’utilisation du système.  
2.1.4.3 Diagrammes d’Activité 
2.1.4.3.1 Présentation 
Un diagramme d’activité (Activity Diagram) [83, page 295] permet de représenter de façon 
détaillée les différentes séquences d’actions (un traitement ou une transformation) d’une 
activité (par exemple, un cas d’utilisation). Pour cela, il inclut des supports pour le parallélisme, 
la décision, l’itération, et la synchronisation entre les actions. Une activité dans ce type de 
diagramme est représentée par un état initial qui marque le début de l’activité, puis un flot 
d’éléments qui décrit l’activité, et enfin un état final qui marque la fin de celle-ci. 
2.1.4.3.2 Exemple avec le système de contrôle des essuie-glaces 
Dans cet exemple nous utilisons les diagrammes d’activité pour représenter un cas d’utilisation 
du système où le lever et le dial sont décalés d’une position vers le haut. Pour cela on supposera 
que le système n’est pas dans l’état HIGH (état où il n’est pas possible d’effectuer un décalage 
vers le haut) et dial n’est pas dans la position 1. 
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Figure 2.11. Diagramme d’activité d’un cas d’utilisation du système des essuie-glaces 
L’activité commence par l’état initial, puis de façon concurrente les boutons lever et le dial sont 
décalés vers le haut. Ensuite des requêtes sont envoyées afin d’obtenir les positions des boutons. 
Ces informations sont ensuite synchronisées et la vitesse correspondante est délivrée.  
2.1.4.3.3 Quelques Exemples utilisant des diagrammes d’activité comme modèle 
d’entrée 
Comme pour les modèles déjà présentés, les diagrammes d’activité ont été utilisés pour la 
génération automatique de cas test [16],[91],[92]. 
Dans [91] les diagrammes d’activités sont d’abord étendus avec des informations 
supplémentaires de test. Ces diagrammes étendus sont ensuite convertis en un type spécifique 
de graphe à partir duquel des critères de couverture sont définis. Enfin les cas de tests sont 
dérivés à partir du graphe et du critère de couverture choisi. 
Dans [16] l’approche présentée consiste à utiliser les diagrammes d’activité (décrivant des 
scenarios) pour générer des cas de test. Dans un premier temps, des scenarios de tests sont 
directement générés à partir des diagrammes. Ensuite, les scenarios sont utilisés pour dériver 
des informations génériques sur les cas de test. Enfin, les cas de test sont générés en utilisant 
une méthode de “partition de catégorie” (category-partition) [93]. 
2.1.4.3.4 Avantages et Limitations 
Comme pour les autres diagrammes de sa catégorie, les diagrammes d’activité sont aussi connus 
(avec un degré moindre) dans le monde du développement logiciel. Ils permettant de décrire 
une activité ou un processus de façon intuitive et graphique.  
L’inconvénient de ces diagrammes est qu’ils ne disposent pas vraiment de sémantique. Ainsi, 
ils sont le plus souvent utilisés de façon informelle. Aussi, ils ne permettent de représenter 
qu’une partie de la fonctionnalité (souvent de façon très abstraite) d’un système.  
2.1.5 Modèles Basés sur le flot de données (diagrammes de bloc) 
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2.1.5.1 Présentation 
Ces modèles permettent de représenter un système en se focalisant sur le mouvement des 
données. Typiquement, le système est décrit comme un réseau d’opérateurs connectés par des 
« fils ». Chaque opérateur est une fonction, avec des entrées et sorties, réalisant une certaine 
opération. Quand une fonction est exécutée le résultat est aussitôt transmis aux entrées d’autres 
opérateurs (via les fils) qui à leur tour exécuteront les données et transmettront les résultats, et 
ainsi de suite. Ainsi, dans cette configuration plusieurs opérations peuvent fonctionner en 
parallèle. Ces types de formalisme incluent les diagrammes de bloc Simulink, de Lustre [94] et 
de LabView [95]. 
2.1.5.2 Quelques Exemples utilisant des modèles flot de données comme 
modèle d’entrée 
De façon générale les modèles flot de données sont construits dans le but de faire de la 
simulation et/ou de la génération de code. Cependant, ces modèles servent souvent de modèle 
d’entrée pour la génération automatique de cas de test [96],[97],[98]. 
Dans [96] l’approche présentée consiste à générer des cas de test à partir de diagrammes 
Simulink en utilisant des techniques d’injection de fautes. D’abord des fautes sont introduites 
dans les modèles Simulink afin de créer des modèles mutants. Ensuite un vérificateur de 
propriété (model checker) est utilisé, avec comme propriété l’équivalence du modèle avec son 
mutant. Ainsi, si les modèles sont différents le vérificateur va générer une trace qui montre une 
différence de comportement entre le modèle et son mutant. Cette trace représente en fait un cas 
de test. 
Dans [97] une approche de génération de cas de test à partir de modèles Lustre/SCADE a été 
présentée. L’approche se base également sur la vérification de propriété pour générer les cas de 
test. 
2.1.5.3 Avantages et Limitations 
Ces notations permettent généralement de décrire des systèmes dans le but de faire de la 
simulation et/ou de la génération automatique de code. Parfois, ces modèles, en plus de la 
simulation, sont utilisés pour générer des cas de test.  
Cependant ces notations, bien que graphiques, n’offrent pas de descriptions intuitives d’un point 
de vue génération de cas de test car étant uniquement basées sur le flot de données. Par exemple, 
ces notations ne sont pas vraiment adaptées pour décrire le comportement d’un système. 
2.1.6 Modèles Algébriques 
2.1.6.1 Présentation 
Les modèles algébriques (algebraic specifications) [99],[100] permettent de spécifier les 
opérations d’un système à travers des propriétés mathématiques qui opèrent sur des types de 
données abstraites pour construire des règles formelles. Le but étant ainsi de fournir une 
sémantique claire et précise pour les opérations. Typiquement, une spécification algébrique 
comprend trois parties essentielles :  
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1. La définition du type de données abstrait (adt pour abstract data type). Dans la Figure 
2.12 le type de données abstrait concerne un booléen.  
2. La signature des types abstraits. Ici sont déclarés les divers éléments mis en jeu dans 
la spécification du adt. Par exemple, dans la Figure 2.12 la signature du type booléen 
bool définit les éléments true, false ainsi que les opérateurs booléens usuels.  
3. Définition des axiomes. Cela consiste à énoncer des propriétés ou équations liant les 
différentes opérations de la signature. Par exemple, dans la Figure 2.12 cinq axiomes 
correspondant aux opérations sur les booléens ont été définis (a1 à a5). 
 
Figure 2.12. Spécification algébrique définissant un type booléen 
Des exemples de langages pour la spécification algébrique incluent Larch [101], OBJ [102], et 
Lotos [103]. 
2.1.6.2 Quelques Exemples utilisant des modèles algébriques comme 
modèle d’entrée 
Les spécifications algébriques permettent de décrire un système à travers des types abstraits, 
signatures et axiomes. Dans le cadre de la génération automatique de cas de test, les 
spécifications algébriques ont été utilisées comme modèle d’entrée [104],[105],[106]. 
Dans [106] l’approche présentée par les auteurs utilise dans un premier temps des techniques 
algébriques pour spécifier de façon formelle un logiciel embarqué dans un système critique 
(conduite automatique d’un métro). Ensuite les cas de test sont générés à partir des 
spécifications algébriques en se basant entre autres sur la programmation logique (ou logic 
programming) [107]. 
Egalement, l’approche présentée dans [105] utilise la programmation logique pour générer des 
cas de test à partir de spécifications algébriques. 
2.1.6.3 Avantages et Limitations 
Les spécifications algébriques, sont des méthodes formelles, et donc elles offrent des 
sémantiques claires et précises permettant de décrire des systèmes. Dans le cadre de la 
génération automatique de cas de test ces notations peuvent servir à décrire des systèmes très 
critiques.  
type bool is 
  signature 
    true : bool 
    false : bool 
    and, or : bool * bool -> bool 
    not : bool -> bool 
  axiomes 
    [a1]  and(true,x) = x 
    [a2]  and(false,x) = false 
    [a3]  not(true) = false 
    [a4]  not(false) = true 
    [a5]  or(x,y) = not(and(not(x),not(y))) 
  end 
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Cependant l’inconvénient majeur de ces formalismes reste leur notation assez complexe et leur 
apprentissage qui demande beaucoup de temps et de rigueur. Par ailleurs, la maintenance de 
tels modèles pourrait être problématique, car complexe. 
2.2 Méthodes de Génération de Test 
Dans cette partie nous présentons différentes méthodes de génération de test utilisées pour la 
génération automatique de cas de test. 
2.2.1 Méthode Aléatoire  
2.2.1.1 Présentation 
Le méthode aléatoire (ou Random Testing) [108],[109] est une technique qui consiste à générer 
de façon aléatoire des tests à partir des domaines d’entrée d’un système. Ainsi, elle peut être 
appliquée à différents types de modèles d’entrée. Par exemple, pour des modèles d’états-
transitions, de Pré/Post ou de flot de données, les tests peuvent être générés en sélectionnant 
aléatoirement des valeurs ou des séquences de valeurs d’entrée du système sous test modélisé. 
Dans le cas de modèles stochastiques (chaines de Markov) les tests peuvent être générés en 
parcourant aléatoirement les transitions du modèle. 
Dans le domaine de la génération automatique de test, quelques travaux s’appuient sur cette 
méthode [110],[111],[112]. 
2.2.1.2 Avantages et Limitations 
L’avantage principal de cette méthode est qu’elle ne nécessite pas beaucoup d’efforts en termes 
d’implémentation. En plus elle peut être utilisée pour tester rapidement un système. Enfin la 
méthode peut être utile pour estimer la fiabilité d’un système. Dans ce cas les tests sont souvent 
générés en utilisant une distribution de probabilité basée sur les usages du système.  
Malgré ces atouts la méthode aléatoire possède un inconvénient majeur. En effet comme les 
tests sont générés de façon aléatoire, il est peu probable de couvrir les parties d’un modèle 
possédant une faible probabilité d’exécution. Par exemple, considérons le modèle de la Figure 
2.13 ci-dessous. On supposera que les variables x et y représentent les entrées du modèle et sont 
de type entier avec x, y Є [1..1000] 
 
  Figure 2.13. Exemple quelconque d'un modèle 
Pour que la transition A->B (A vers B) soit exécutée il faut que la valeur de x soit égale à 5 et 
celle de y soit égale à 20. La probabilité7 de tomber sur la valeur 5 parmi 1000 entiers est de 
1/1000. De même, la probabilité de tomber sur la valeur 20 vaut 1/1000. Il en résulte que la 
probabilité de tomber simultanément sur la valeur 5 pour x et la valeur 20 pour y vaut 1/106. 
Ainsi, cette transition a très peu de chance d’être couverte par une méthode aléatoire. 
                                                 
7 Probabilité uniforme 
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2.2.2 Méthode d’Exécution Symbolique 
2.2.2.1 Présentation 
L’exécution symbolique (Symbolic Execution) [113] est une technique qui analyse la structure 
d’un modèle exécutable (par exemple, modèles Pré/Post, modèles de transition, etc.) ou d’un 
programme exécutable afin de générer des données de test. Typiquement, l’exécution 
symbolique, au lieu d’utiliser des valeurs concrètes utilise plutôt des valeurs symboliques 
(valeurs génériques) pour exécuter le modèle. Ainsi, pendant l’exécution du modèle, toutes les 
variables ou expressions rencontrées sont exprimées uniquement avec les valeurs symboliques. 
Par ailleurs, à chaque point de l’exécution est associé une contrainte. Cette contrainte représente 
une formule booléenne, composée des valeurs symboliques, permettant d’atteindre ce point à 
partir du point d’entrée du modèle. Cette contrainte, appelée contrainte de chemin (ou PC pour 
Path Constraint), est mise à jour à chaque fois qu’une branche est rencontrée dans l’exécution.  
Ainsi, à la fin de l’exécution symbolique, on obtient ainsi un ensemble de contraintes de 
chemins, chacune représentant une contrainte que les données d’entrée doivent satisfaire pour 
que le chemin dans le modèle (représenté par la contrainte) soit exécuté. Pour générer des 
données de test, les contraintes de chemins sont résolues. Cependant, il peut arriver que 
certaines contraintes ne puissent être satisfaites pour diverses raisons, par exemple, aucune 
solution8 à la contrainte ne peut être trouvée. Dans ce cas le chemin est dit infaisable.  
 
Figure 2.14. Exemple d’un programme (gauche) et son arbre symbolique 
correspondant[114] 
Pour illustrer le principe de l’exécution symbolique, considérons le bout de code dans la Figure 
2.14 (gauche) et son arbre d’exécution symbolique (symbolic execution tree) correspondant 
(Figure 2.14 droite). Un arbre d’exécution symbolique est une représentation abstraite des 
différents chemins empruntés par un modèle ou un programme lors de l’exécution symbolique. 
Ainsi, l’exécution symbolique commence en remplaçant les variables d’entrée x et y par des 
valeurs symboliques, que nous désignerons respectivement par X0 et Y0. Quant au PC il est 
initialisé à true. Ensuite le programme est parcouru de façon séquentielle en exprimant à chaque 
                                                 
8Au sens mathématiques du terme 
int x, y ; 
(1) if (x > y) { 
(2)     result= x - y ; 
(3) else 
(4)     result = y – x; 
(5) assert (result > 0); 
  
 
  
 62 
point (instruction) les valeurs des variables en fonction des valeurs symboliques. Le PC est mis 
à jour si l’instruction est une branche. Par exemple, après l’exécution de la ligne (1) du 
programme de la Figure 2.14, le PC est mis à jour en tenant compte de l’alternative, c'est-à-dire 
le cas où la condition est vraie et le cas où elle est fausse.  
A la fin de l’exécution du programme, quatre PC sont ainsi construits. Cependant, le PC 
caractérisé par “FALSE” ne peut être satisfait car il n’existe aucune solution à la contrainte 
décrite par ce PC. Ce chemin est dit infaisable. En effet, aucune donnée (X0, Y0) ne permet de 
satisfaire l’assertion “(X0 > Y0) ∧ (X0 - Y0 ≤ 0)”. Pour les autres PCs des chemins chemin 1, 
chemin 2 et chemin 3, la résolution de chacun permettra de dériver des données de test pour le 
chemin concerné. Par exemple, en considérant PC1 = (X0 > Y0) ∧ (X0 - Y0 > 0) de chemin 1, le 
couple de tests d’entrée (X0=3, Y0=2) est une solution et permet donc d’exécuter chemin 1. En 
général la résolution des contraintes est assurée par des solveurs de contraintes. Des exemples 
de solveurs couramment utilisés incluent entre autres, Z3 [115], YICES [116] et CVC4 [117]. 
Dans le cadre de la génération automatique de test l’exécution symbolique a été utilisée dans 
de nombreux travaux comme technique pour la génération de test [44],[113],[118],[119].  
2.2.2.2 Avantages et Limitations 
Comme avantage majeur, l’exécution symbolique permet d’exécuter un modèle ou un 
programme avec des valeurs génériques plutôt qu’avec des valeurs concrètes. Ce qui permet 
d’explorer théoriquement tous les chemins d’un modèle. Elle peut également aider à détecter 
des chemins infaisables dans un modèle. 
Cependant, l’exécution symbolique souffre d’un certain nombre de limitations. La première 
concerne l’explosion du nombre de chemin dans un modèle. En effet, le nombre de chemins 
faisables dans un modèle peut croitre de façon exponentielle avec la taille du modèle, surtout si 
celui-ci possède des boucles. Une solution à ce problème qui a été proposée consiste à utiliser 
des heuristiques pour sélectionner des chemins qui optimiseront un critère de couverture donné 
[40]. Une autre limitation concerne les contraintes de chemins (PCs). En effet, la complexité de 
certaines contraintes (par exemple, certaines contraintes non-linéaires ou impliquant des 
fonctions mathématiques complexes telles sin, log) fait qu’il est souvent impossible aux outils 
actuels de les résoudre. 
2.2.3 Méthode de Vérification de Modèles  
2.2.3.1 Présentation 
La vérification de modèles ou model checking [13] est une technique de vérification de 
propriétés sur un modèle. Les modèles utilisés pour la vérification sont généralement des 
machines à états finis (FSMs). Cependant d’autres modèles peuvent être utilisés mais le plus 
souvent ils doivent au préalable être traduits en FSMs.  
Typiquement, la vérification de modèles consiste à construire à partir du modèle un espace 
d’états (finis) lui permettant d’analyser et de déduire si oui ou non une propriété donnée est 
vérifiée dans cet espace. Par exemple, considérons le modèle de Statecharts (Figure 2.4) 
décrivant le comportement du système des essuie-glaces. On peut vouloir vérifier sur ce modèle 
que la position du bouton dial n’a aucune influence sur la vitesse de balayage quand le levier 
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lever n’est pas dans le mode INT. Ainsi, un vérificateur de propriétés (ou model checker) va 
d’abord construire l’espace d’états correspondant au modèle. Ensuite la propriété est formalisée 
(par exemple, avec en se basant sur les logiques temporelles [120],[121]) et vérifiée dans 
l’espace d’états. Si la propriété est vérifiée l’utilisateur en est avisé, ce qui signifie que la 
propriété est vraie sur le modèle. Par contre si elle n’est pas vérifiée, l’outil avise l’utilisateur 
et lui retourne une trace d’exécution du modèle menant à la violation de la propriété. Il existe 
plusieurs vérificateurs de propriétés, par exemple, SMV [72], Java PathFinder [122], SPIN 
[123].  
Dans le domaine de la génération automatique de cas de test, la technique de vérification de 
modèle a été utilisée pour plusieurs niveaux de test et de critères de couverture [124] 
[125],[126],[127]. Pour cela, un modèle de génération et un critère de couverture sont 
généralement utilisés. Le critère de couverture est exprimé comme une propriété de vérification 
pour le vérificateur de propriétés. Cette propriété exprime de façon intentionnelle la négation 
de l’objectif souhaité, de telle sorte à obtenir une trace violant cette propriété. Ainsi, la trace 
obtenue peut être considérée comme un test. Par exemple, considérons le modèle de la Figure 
2.15 ci-dessous. Nous avons pour objectif la couverture de toutes les transitions du modèle.  
 
Figure 2.15. Exemple de modèle pour la vérification de propriétés 
Si nous considérons la transition A->B (A vers B), nous devons trouver (i) des séquences 
d’entrée qui forcent le système à se retrouver dans l’état A à partir de l’état initial et (ii) de l’état 
A, la condition cond1 doit être vraie et (iii) le prochain état doit être B. Ainsi, nous pouvons 
formuler une propriété à vérifier par l’outil de vérification en ces termes « Il n’existe aucun 
moyen (séquences d’entrée) permettant au modèle de se retrouver dans l’état B en passant par 
l’état A ». Le vérificateur de propriétés va essayer de trouver une trace qui viole cette propriété. 
Cette trace, quand elle est trouvée, représente en réalité un test qui permet de traverser la 
transition A->B. Le même raisonnement s’applique aux autres transitions du modèle. 
2.2.3.2 Avantages et Limitations 
La vérification de modèle est capable de vérifier une propriété en explorant de façon exhaustive 
(en théorie) le modèle. Ce qui peut être intéressant d’un point de vue test car on peut générer 
les tests qui nous « intéressent » en définissant les propriétés qu’il faut pour cela. Cependant la 
vérification de modèles reste une méthode très coûteuse, même pour des modèles de taille 
moyenne. En effet, bien qu’il ne soit pas en général possible de vérifier un modèle de façon 
exhaustive, l’espace d’états à explorer est souvent très important. Par ailleurs, pour la génération 
automatique de test, les propriétés sont généralement définies de façon manuelle. Ce qui peut 
être très fastidieux dans la mesure où une propriété est souvent définie pour chaque test. Aussi, 
la traduction des propriétés, par exemple, en logique temporelle, peut s’avérer fastidieuse. 
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2.2.4 Méthodes Basées sur les Algorithmes Graphiques  
2.2.4.1 Présentation 
De manière générale, les modèles d’entrée utilisés pour la génération automatique de cas de test 
s’appuient sur des graphes : machines d’états, Statecharts, chaines de Markov, diagrammes 
d’activité, etc. Ainsi, dans le but de générer des tests à partir de ces modèles, des algorithmes 
basés sur des parcours de graphe sont souvent utilisés pour atteindre certains objectifs, par 
exemple, l’algorithme chinese postman [128] pour la couverture des arcs d’un graphe, 
l’algorithme de Dijkstra pour le plus court chemin [129], etc. 
Pour couvrir toutes les transitions d’une machine d’états, Chow [55] a proposé un algorithme 
qui utilise un parcours en largeur (Breadth-First Search) sur un modèle d’états finis pour 
construire un arbre dont les chemins couvrent toutes les transitions du modèle. Dans [81], 
différents algorithmes de graphe appliqués sur des chaines de Markov ont été présentés. Dans 
[130], après avoir défini des critères de couverture pour les Statecharts UML, des algorithmes 
de graphe ont été proposés pour satisfaire ces critères.   
2.2.4.2 Avantages et Limitations 
Ces méthodes sont parfaitement adaptées aux modèles d’entrée basés sur des graphes. De plus, 
il existe une diversité d’algorithmes permettant de résoudre plusieurs problèmes liés au parcours 
des graphes. Ce qui peut être intéressant dans une perspective de génération de cas de test. 
Cependant certaines méthodes peuvent être complexes à appliquer sur des modèles de taille 
importante et peuvent par conséquent soulever des problèmes (le temps de résolution par 
exemple). 
2.3 Discussion 
Dans le but d’orienter nos travaux sur la génération automatique de cas de test nous discutons 
dans cette partie de différents aspects liés à notre contexte d’étude et la génération automatique 
de cas de test. 
2.3.1 Quel(s) Modèle(s) d’Entrée ? 
2.3.1.1 Modèle d’implémentation vs Modèle de test 
Nous avons présenté dans la section précédente différents formalismes utilisés comme modèles 
d’entrée. Bien que ces modèles décrivent des éléments pouvant servir à générer des cas de test, 
leur rôle premier n’est pas toujours la génération de cas de test. De façon générale les modèles 
sont construits selon deux cas de figure [131]. Le premier cas est celui où le modèle est utilisé 
pour la génération de code et de cas de test. On utilisera le terme modèle d’implémentation pour 
ce cas. Par exemple, les modèles Simulink et Statemate. Le deuxième cas est celui où le modèle 
est construit uniquement dans le but de générer des cas de test. Ce modèle est ainsi séparé du 
modèle d’implémentation. Le terme modèle de test est utilisé pour désigner de tels modèles. 
Dans cette partie, nous discutons de l’utilisation de ces deux approches dans la génération de 
test. 
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Modèle d’implémentation. Souvent les modèles sont construits dans le but principal de faire 
de la simulation et/ou de la génération de code exécutable. C’est le cas par exemple des modèles 
Simulink, Statemate ou SCADE. En plus de la simulation et de la génération de code, ces 
modèles sont souvent utilisés pour générer des cas de test. L’avantage ici est que l’on dispose 
d’un modèle unique pour le code et les cas de test, ce qui ferait “d’une pierre deux coups” et 
par conséquent réduirait les coûts liés au test. Cependant, de tels modèles (d’implémentation) 
exigent un certain niveau de détail dans leurs descriptions, ce qui n’est pas toujours idéal pour 
la génération de cas de test, qui est plus convenable avec des modèles plus abstraits [41]. En 
plus les cas de test générés à partir de ces modèles testent uniquement ce que le modèle fait et 
pas nécessairement ce qu’il est censé faire. Ce qui peut être problématique car si le modèle 
comporte des erreurs (vis à vis de ses spécifications), les cas de test seront générés sur cette 
base. En conséquence ces erreurs peuvent être détectées beaucoup plus tard dans le cycle de 
développement, occasionnant ainsi des coûts supplémentaires.  
Modèle de test. Ici le modèle est uniquement utilisé pour la génération de cas de test. En effet 
ces modèles sont construits en se focalisant sur les différents comportements à tester et non sur 
des détails d’implémentation. Ce qui veut dire que ces modèles sont séparés des modèles 
d’implémentation, introduisant ainsi une certaine redondance et donc des efforts 
supplémentaires dans le test. Cependant, elle présente de nombreux avantages. D’abord les 
modèles sont construits par les équipes responsables du test et non de la conception. Ensuite les 
cas de test générés à partir de ces modèles permettent de tester les modèles d’implémentation 
sur la base de ce qu’ils sont censés faire et non ce qu’ils font. Enfin ces modèles (de tests) 
peuvent être souvent considérés comme une formalisation des spécifications. 
De nos jours, cette approche est souvent utilisée pour la génération automatique de cas de test 
à partir des spécifications [81],[132]. 
Modèle d’implémentation ou Modèle de test ? Au vu des atouts et faiblesses présentés par 
chaque approche, nous avons fait le choix de nous orienter vers des modèles de test. Cela nous 
permettra notamment de nous focaliser uniquement sur la modélisation des cas de test. 
2.3.1.2 Caractéristiques des systèmes embarqués 
Notre étude se focalise sur des systèmes (ou logiciels) embarqués automobiles. Ces systèmes 
présentent quelques caractéristiques qui peuvent influencer le choix du modèle d’entrée. Nous 
présentons ici quelques caractéristiques de systèmes embarqués. 
2.3.1.2.1 Système transformationnel vs Système réactif 
Système transformationnel. De façon générale, un système peut être vu comme une boite 
noire avec des entrées et des sorties. Souvent le comportement de ces systèmes peut être 
complètement caractérisé par des relations entre les entrées et les sorties. Cette relation peut 
être représentée par une fonction entre les entrées et les sorties. De tels systèmes sont appelés 
systèmes transformationnels. Un système qui prend en entrée deux données numériques et rend 
en sortie la somme de ces entrées est un exemple typique d’un système transformationnel.   
Système réactif. A l’inverse d’un système transformationnel, un système réactif est en 
interaction permanente avec son environnement, qui impose son rythme à celui-ci (le système). 
En d’autres termes, le système est à l’écoute permanente de son environnement et réagit à 
  
 66 
différentes sortes d’événements, de signaux, et de conditions. Un système qui allume et éteint 
une lampe en fonction de la présence ou non d’un individu dans une pièce est un exemple de 
système réactif.  
2.3.1.2.2 Système Discret vs Système Continu vs Système Hybride 
Système discret. Un système discret est un système qui peut être caractérisé par un nombre 
fini d’éléments (états). Le comportement de ces systèmes est souvent décrit avec des modèles 
d’états ou de transitions entre autres. L’exemple des essuie-glaces présenté dans ce chapitre est 
un système discret. 
Système continu. Un système continu est un système dont les entrées et les sorties sont 
caractérisées par des signaux continus, c'est-à-dire capables de changer de valeurs à n’importe 
quel temps. Très souvent, le comportement de ces systèmes est décrit avec des équations 
différentielles. Par exemple, un système qui calcule l’accélération d’un véhicule est un système 
continu, qui peut être caractérisé par la dérivée de la vitesse par rapport au temps.  
Système hybride. Parfois un système peut être vu comme discret d’une part et continu d’une 
autre part. En d’autres termes, ces systèmes sont caractérisés à la fois par des éléments discrets 
et continus. De tels systèmes sont appelés systèmes hybrides. L’exemple typique d’un système 
hybride est un moteur à quatre temps où les mouvements du groupe motopropulseur 
(powertrain) et de l’air sont décrits de façon continue et les différentes positions (4 au total) du 
piston de façon discrète.   
2.3.1.2.3 Quelle(s) Caractéristiques ? 
Dans notre étude nous nous focaliserons sur les systèmes transformationnels et réactifs 
caractérisés uniquement par des comportements discrets.  
2.3.1.3 Comparaison des Modèles D’entrée 
Nous avons présenté différents types de modèles d’entrée avec leurs forces et faiblesses quant 
à la génération automatique de cas de test à partir des spécifications. Ainsi, en considérant les 
choix effectués plus haut, nous effectuons une comparaison de ces modèles d’entrée.  
 Tableau 2.6: Comparaison des modèles de d’entrée 
 
En particulier, les modèles sont comparés selon les critères suivants : l’adéquation du modèle à 
la description comportementale de systèmes réactifs ou transformationnels discrets ; la 
facilité d’apprentissage du modèle ; la facilité d’interprétation du modèle ; et le coût de 
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maintenance liés aux modèles (par exemple, suite à une modification d’une ou de plusieurs 
exigences dans la spécification). Le Tableau 2.6 ci-dessus fournit cette comparaison.  
Ainsi, à travers cette comparaison (voir Tableau 2.6) les Statecharts apparaissent comme le 
formalisme qui correspond le mieux à nos attentes.  Ils conviennent entre autres, à la description 
comportementale de systèmes embarqués réactifs discrets [59],[133] tout en proposant une 
notation facile, intuitive et pas compliquée à maintenir. 
En conclusion, nous nous orienterons vers ces types de formalismes quant à la description des 
modèles d’entrée.  
2.3.2 Quel(s) Critère(s) de Sélection de Test ? 
Dans le chapitre précédent nous avons présenté différents types de critères fixant des règles 
précises permettant de guider la sélection des cas de test. Ces critères peuvent se repartir en 
deux grands groupes à savoir, les critères structurels ou critères basés sur la structure, et les 
critères boite noire ou critères basés sur des méthodes fonctionnelles. Parmi les critères 
structurels on distingue les critères basés sur le graphe de flot de contrôle, les critères basés sur 
le flot de données, les critères basés sur les expressions booléennes, les critères basés sur les 
modèles de transition, et les critères basés sur les fautes. 
Dans le cadre de nos travaux, nous avons fait le choix d’utiliser des modèles d’états-transitions 
(Statecharts) comme modèle d’entrée pour la génération automatique de cas de test. Ainsi, afin 
de générer des cas de test permettant de répondre à une certaine exigence, il est important de 
bien choisir les critères qui guideront la génération de cas de test. Ainsi, dans un premier temps 
on serait tenté de s’orienter vers les critères basés sur les modèles de transition (couverture des 
états, couverture des transitions). Cependant, nous nous sommes orientés en priorité vers les 
critères basés sur les expressions booléennes. En effet, les expressions booléennes sont très 
présentes dans les spécifications, ce qui se traduit sur les modèles de transition par des 
expressions booléennes associées aux transitions. Les systèmes complexes présentent souvent 
dans leurs spécifications des expressions booléennes complexes qui déterminent pour la plupart 
le comportement de ceux-ci (systèmes). C’est pourquoi une attention particulière doit être 
portée sur la structure des expressions booléennes dans les modèles d’entrée. Ainsi, selon la 
hiérarchie de ces critères, la couverture des conditions multiples, qui teste de façon exhaustive 
les expressions booléennes, constitue un premier choix. Cependant, son coût élevé (en général 
2n tests pour une expression booléenne comportant n conditions) le rend inexploitable dans de 
nombreux cas. Le critère MC/DC apparait ainsi comme une meilleure alternative car proposant 
un bon compromis efficacité/coût. Ce qui constituera notre premier choix de critère. En plus le 
MC/DC est un critère qui suscite beaucoup d’intérêt dans le milieu industriel. Dans le domaine 
de l’automobile la norme ISO26262 [134] recommande fortement que les logiciels soient testés 
selon ce critère. Dans l’aéronautique la norme DO-178B [135] exige un taux de couverture 
MC/DC de 100% pour tous les logiciels critiques de niveau A. Un autre aspect important 
concernant le MC/DC est qu’il englobe la couverture des décisions. Ce qui veut dire que la 
couverture MC/DC d’un modèle, où les transitions sont déclenchées par des expressions 
booléennes, assurera la couverture de toutes les transitions de ce modèle.  
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Cependant, le MC/DC, n’est pas un critère de sélection de données. Ce qui est un handicap dans 
la mesure où les expressions booléennes comportent souvent des conditions numériques (par 
exemple, x≤ 5) qui doivent aussi être testées de façon minutieuse. Par exemple, si nous 
considérons l’expression booléenne suivante : bexp=(x ≤ 5), deux tests suffisent pour satisfaire 
le critère MC/DC pour cette expression: un test qui évalue bexp à Vrai (T) et un test qui évalue 
bexp à Faux (F). Nous pouvons par exemple, choisir les valeurs (x=2) et (x=10). Maintenant, 
supposons que bexp a été codée avec une faute (l’opérateur ‘<’ aurait dû être utilisé à la place 
de l’opérateur ‘≤’). Dans ce cas les deux tests ci-dessus, bien qu’ils permettent de satisfaire le 
critère MC/DC ne permettent pas d’activer la faute. Un critère de sélection de données, par 
exemple, le critère de couverture des valeurs limites aurait permis de déceler cette faute (avec 
la valeur (x=5) par exemple).  
Ainsi, en complément du critère MC/DC, nous considérons le critère de couverture des valeurs 
limites. 
Par ailleurs, les autres critères n’ont pas été considérés. La raison est que leur application n’est 
pas souvent adaptée à notre contexte. Les critères basés sur les graphes flot de contrôle sont 
généralement utilisés pour les tests à partir du code source. De même, les critères flot de 
données sont souvent utilisés sur des modèles avec un flot de données important, contrairement 
aux modèles de transition où la description de données est faible. 
2.3.3 Quelle(s) Méthode(s) de Génération de Test ? 
Nous avons présenté dans la section 2.2 quelques méthodes de génération de cas de test ainsi 
que leurs forces et faiblesses. Tout ceci est résumé dans le Tableau 2.7 ci-dessous.  
Tableau 2.7 : Comparaison des techniques de génération 
  Présentation Atouts Faiblesses 
Méthode 
Aléatoire 
Sélection aléatoire de 
tests à partir des 
domaines d’entrée 
Implémentation 
facile et pas coûteuse 
Pas souvent efficace 
en termes de 
couverture (ex, 
MC/DC) 
Vérification  
de Modèle 
Vérification de 
propriétés sur un 
modèle 
Vérification formelle 
des propriétés sur un 
modèle 
Technique 
coûteuse ; Difficulté 
dans la définition 
des propriétés  
Algorithmes  
de graphes 
Techniques de 
parcours de graphes 
Diversité 
d’algorithmes ; 
Convient aux 
graphes 
Complexité de 
certains algorithmes 
Exécution  
Symbolique 
Exécution d’un  
modèle avec 
des valeurs génériques 
(symboliques)  
Exploration chemins 
du modèle ; 
Détection chemins 
faisables, infaisables 
Résolution de 
certains types de 
contraintes ; 
Explosion des 
chemins à explorer 
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Ainsi, comme nous avons fait le choix d’utiliser un graphe (Statecharts) comme modèle de 
d’entrée pour la génération de cas de test, nous nous orienterons dans un premier temps vers les 
algorithmes de graphes. En effet, ces algorithmes offrent une large palette de techniques 
permettant d’exploiter les graphes. Par exemple, algorithmes permettant de couvrir toutes les 
transitions d’un graphe, algorithmes permettant de générer le plus court chemin entre deux 
nœuds d’un graphe, etc. 
Bien que ces algorithmes permettent de faire plusieurs types de traitements sur des graphes, ils 
ne permettent pas de façon générale d’évaluer les chemins, c'est-à-dire qu’ils sont incapables 
de déterminer si oui ou non un chemin donné d’un graphe (exécutable) est faisable. En effet, 
dans les modèles d’états-transitions, les conditions booléennes et actions souvent associées aux 
transitions de ces modèles peuvent rendre certaines séquences de transitions (chemins) 
infaisables. Ainsi, dans le but de générer des cas de test à partir des modèles d’états-transitions 
(Statecharts) il est important de disposer de techniques permettant d’évaluer, quand c’est 
nécessaire, la faisabilité d’un chemin. Pour cela, nous utiliserons l’exécution symbolique.   
2.3.4 Outils de Génération Automatique de Test 
2.3.4.1 Présentation de Quelques Outils 
La littérature sur les outils de génération automatique est riche et variée [40],[44]. Nous 
présentons ici quelques outils récents (voir Tableau 2.8) et bien connus dans le milieu industriel 
qui acceptent en particulier des Statecharts comme modèles d’entrée. 
2.3.4.2 Problèmes liés à l’utilisation des Outils 
Bien que les outils puissent aider à réduire les coûts et améliorer la qualité d’un produit, leur 
utilisation peut aussi poser des problèmes divers dans un contexte particulier.   
Flexibilité. En général, les outils sont conçus pour une utilisation « boite noire » et il n’est très 
souvent pas possible d’apporter des changements ou des personnalisations à ceux-ci. Ce qui 
peut être problématique dans la mesure où une entreprise pourrait avoir besoin d’adapter un 
outil à un problème particulier, par exemple, en implémentant un critère de couverture donné. 
Complexité. Les outils sont complexes et requièrent un minimum de connaissances (que 
l’entreprise n’a pas nécessairement) pour les utiliser. Ainsi, très souvent le besoin de formations 
spécifiques s’impose. Egalement, cette complexité amène souvent les entreprises à composer 
avec les concepteurs des outils pour la réalisation de projets internes. Ce qui pourrait être 
problématique pour des projets confidentiels.  
Coût. Un autre aspect à prendre en compte concerne le coût des outils. En effet, les outils 
coutent chers. Ils peuvent varier de quelques dizaines de milliers d’euros à des centaines de 
milliers d’euros pour une seule licence. Bien qu’ils puissent être indispensables, cela peut 
représenter de gros investissements pour une entreprise.
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Tableau 2.8. Quelques outils de génération automatique de test 
Outil Modèle d'entrée  Description Type Reference 
Reactis Tester Simulink/Stateflow 
Reactis Tester permet de générer automatiquement des cas de test à partir 
de modèles Simulink et Stateflow. Pour générer les cas de test l'outil se 
base sur divers critères de couverture (MC/DC, transition, etc.)  
Commercial [136]  
T-VEC Simulink/Stateflow 
L'outil analyse des modèles Simulink/Statefow pris en entrée et génère 
un ensemble de cas de test en se basant sur plusieurs critères de 
couverture (MC/DC, DC, Statement, etc.) 
Commercial [137] 
SmartTesting 
CertifyIt 
UML + OCL 
Cet outil est le successeur de l'outil Leiros Test Generator. Le système 
sous test (SUT) est décrit en utilisant des modèles UML (Statecharts, 
diagrammes de classe et d'objets) enrichis avec des contraintes OCL, puis  
l'outil génère des cas de tests en se basant sur des critères de couverture 
précis (MC/DC, Transition, Transition pairs, couverture des valeurs aux 
limites) 
Commercial [138]  
TestCast Statecharts UML 
TestCast utilise les Statecharts UML pour modéliser le système sous test 
(SUT). Ensuite les tests sont générés à partir du modèle du SUT selon 
différents critères de couvertures (AllTransitions, Transition pairs, 
Transition triplets, etc.) 
Commercial [139]  
RT-Tester UML/SysML, Matlab 
RT-Tester considère des modèles UML/SysML ou Matlab décrivant le 
système sous test (SUT), puis génère des cas et données de test en se 
basant sur divers critères de couverture (Transition, MC/DC, Block, 
valeurs aux limites, etc.) 
Commercial [140]  
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2.4 Synthèse et Conclusion 
Dans ce chapitre, nous avons passé en revue différentes approches de génération automatique 
de cas de test. Des modèles d’entrée aux méthodes de génération de test en passant par les 
critères de génération, nous avons présenté les différentes approches existantes et mené des 
discussions qui nous ont permis d’orienter nos travaux de recherche.  
Ainsi, nous avons d’abord choisi de bâtir la génération de cas de test autour des spécifications 
de systèmes (ou logiciels), en utilisant notamment des modèles abstraits de ces spécifications. 
En effet dans le chapitre 1 nous avons vu combien il était important de valider le logiciel très 
tôt dans le cycle de vie de celui-ci. En effet, plus une erreur est détectée tôt dans le cycle de vie 
du logiciel, moins cela coûte de la corriger. Ensuite, pour la génération de cas de test nous avons 
progressivement fait les choix suivants :  
 Pour le modèle d’entrée nous nous orienterons vers des formalismes d’états-transitions, 
en particulier les Statecharts.  
 Pour le ou les critères de couverture nous nous orienterons vers le MC/DC qui pourra 
être enrichi ensuite avec d’autres critères comme la couverture des valeurs aux limites.  
 Finalement, pour la méthode de génération nous nous orienterons vers des algorithmes 
basés sur les graphes et vers des techniques d’exécution symbolique. 
Dans le chapitre suivant nous traiterons de manière isolée le critère de couverture MC/DC. Nous 
verrons comment ce critère peut être complexe et par conséquent poser des challenges quand 
celui-ci est considéré dans la génération automatique de cas de test.  
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Chapitre 3                
Génération Automatique de 
Cas de Test MC/DC pour 
Expressions Booléennes 
3.1 Introduction et Motivations 
n critère de couverture constitue une des étapes clé du processus de génération 
automatique de cas de test. En effet, il sert en général à guider la génération des cas de 
test. Dans nos choix pour la génération automatique de cas de test, discutés dans les chapitres 
précédents, le critère de couverture MC/DC est apparu comme étant l’un des critères principaux 
qui guidera notre approche de génération de cas de test.  
En effet, comme déjà souligné, les spécifications des systèmes comportent en général des 
expressions booléennes, souvent complexes, qui servent à spécifier les différents 
comportements de ces systèmes. Ainsi, étant donné le rôle que ces expressions jouent dans la 
spécification de système, une attention particulière doit être portée sur elles en les testant de 
façon minutieuse.  
Un des critères les plus couramment utilisés pour les expressions booléennes est la couverture 
des branches ou couverture des décisions. Son avantage est qu’il est relativement simple à 
utiliser et à satisfaire. Par exemple, deux tests sont seulement nécessaires pour satisfaire la 
couverture des branches de n’importe quelle expression booléenne ; un qui évalue l’expression 
à Faux (false) et l’autre à Vrai (true). Cependant, ce critère présente un inconvénient majeur. 
En effet, il ne permet pas de tester de façon efficace la structure des expressions. Par exemple, 
considérons les deux expressions suivantes : bexp1= (A and B) et bexp2= (A or B), où A et B 
sont des conditions booléennes, et and et or des opérateurs booléens. Les tests (A=true, B=true) 
et (A=false, B=false) permettent de satisfaire la couverture des branches pour bexp1 et bexp2 
(chacune des expressions est évaluée à true et à false par les tests). Dans ce cas il n’y a aucun 
moyen de différencier une erreur de codage entre les opérateurs booléens or et and. La raison 
principale est que « l’influence indépendante » des deux conditions A et B sur les résultats des 
deux expressions n’a pas été testée. En effet, si nous considérons bexp2 avec le test (A=true, 
B=true), la condition B n’est pas testée car bexp2 est évaluée à true dès que A vaut true. Le 
même raisonnement s’applique pour bexp1 avec le test (A=false, B=false). 
U 
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Une solution pourrait être de tester les expressions booléennes de façon exhaustive, mais cette 
solution peut s’avérer très coûteuse, voire impossible dans de nombreuses situations. En effet 
pour une expression booléenne comportant n conditions, le test exhaustif exige en général 2n 
tests. On a montré par exemple dans le chapitre 1 qu’il faudrait à peu près 229 ans pour tester 
de façon exhaustive une expression booléenne comportant 36 conditions différentes.  
Comme alternative à cela, le critère MC/DC a été introduit [20]. Il exige notamment que 
l’influence indépendante de chaque condition sur le résultat de l’expression booléenne à 
laquelle elle appartient soit testée au moins une fois. Par exemple, les tests (A=true, B=false), 
(A=false, B=true) et (A=false, B=false) permettent de satisfaire le MC/DC pour bexp2. L’effet 
de la condition A sur le résultat bexp2 est testée par les tests (A=true, B=false) et (A=false, 
B=false) ; l’effet de B par les tests (A=false, B=true) et (A=false, B= false). En général, un 
minimum de n+1 tests suffisent à satisfaire le critère MC/DC pour une expression booléenne 
comportant n conditions [20].  
De nos jours, le MC/DC suscite beaucoup d’intérêt en milieu industriel pour le test 
d’applications, surtout critiques. Par exemple, dans le domaine aéronautique, la FAA (US 
Federal Aviation Administration) exige que le MC/DC soit utilisé et satisfait pour toute 
application critique d’un avion de ligne [135]. Egalement dans l’automobile, la norme 
ISO26262 [134] recommande fortement l’utilisation du MC/DC pour les applications 
automobiles critiques. Cependant, trouver des tests permettant de satisfaire le critère MC/DC 
pour des expressions booléennes, enfouies dans de telles applications n’est pas une tâche triviale 
et peut demander des efforts importants. C’est pourquoi il est nécessaire, voire primordial de se 
tourner vers des solutions automatiques afin de réduire les coûts et de gagner en efficacité. 
Ainsi, différentes solutions automatiques ont été présentées dans la littérature (cf. section 3.5). 
Cependant, elles ne permettent pas le plus souvent d’adresser une large palette d’expressions 
booléennes complexes : expressions booléennes de grandes tailles (par exemple, une expression 
comportant 20 conditions booléennes), expressions booléennes dont les conditions booléennes 
comportent des interdépendances complexes, etc. 
Dans ce chapitre nous présentons de nouvelles approches permettant de générer de façon 
automatique et pratique des cas de test MC/DC pour différents types d’expressions booléennes 
complexes. Nous discutons ensuite des différentes approches et montrons l’intérêt de celles-ci 
à travers des exemples concrets.   
Le chapitre est structuré comme suit. La partie 2 introduit quelques notations et présente le 
critère MC/DC de façon formelle. La partie 3 présente nos approches de génération de cas de 
test MC/DC ainsi qu’une discussion. La partie 4 illustre les approches à travers des exemples 
réels. Pour montrer l’apport de nos travaux, une comparaison avec des travaux connexes est 
présentée dans la partie 5. Finalement la partie 6 conclut ce chapitre. 
3.2 Prérequis 
3.2.1 Termes et Notations 
                                                 
9 En supposant que l’on peut exécuter 100 tests/seconde 
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Définition 1. Condition : Une condition dans une expression booléenne est une variable 
booléenne atomique. En d’autres termes, une condition est une expression booléenne ne 
comportant aucun opérateur booléen. Par exemple, A et B sont deux conditions (booléennes) de 
bexp1. 
Définition 2. Décision : Une décision est une expression booléenne, c’est à dire une expression 
composée de zéro ou de plusieurs opérateurs booléens. Une décision sans opérateur booléen est 
une condition. L’expression bexp1 représente une décision. 
Notation 1. Entrée de test (décision) : Une entrée de test pour une décision est représentée 
comme une séquence B1B2…Bn de valeurs booléennes, où Bi, 1≤i≤n est une valeur booléenne 
(‘T’ (true) ou ‘F’ (false)) et représente la ième condition dans la décision. Par exemple, l’entrée 
de test (A=true, B=false) de la décision bexp1 est équivalente à la séquence ‘TF’ où A = ‘T’ et 
B = ‘F’. 
Notation 2. Cas de test (décision) : Un cas de test pour une décision est représenté comme une 
séquence B1B2…Bn|R de valeurs booléennes, où B1B2…Bn est une entrée de test et R est le 
résultat attendu de la décision quand l’entrée de test est appliquée à celle-ci. Par exemple, le cas 
de test ((A=true, B=false) → bexp1=true) est équivalent à la séquence ‘TF|T’ où A = ‘T’, B = 
‘F’ et R= ‘T’. 
3.2.2 Fondamentaux du MC/DC 
3.2.2.1 Définition Informelle du MC/DC 
Le MC/DC est un critère de couverture structurel basé sur les expressions booléennes (ou 
décisions). Il exige notamment pour une décision donnée que [20] : 
a) La décision elle-même doit être évaluée à true et à false au moins une fois. 
b) Chaque condition de cette décision doit être évaluée à true et à false au moins une fois. 
c) Chaque condition de cette décision doit influencer de façon indépendante le résultat de 
la décision à laquelle elle appartient. 
Cette définition est sujette à de nombreuses interrogations, surtout pour l’exigence c. Que veut 
dire « influencer de façon indépendante le résultat de la décision » ? Cela est souvent interprété 
de plusieurs façons dans la littérature, ouvrant ainsi la porte à de nombreuses confusions et à 
des variantes du critère MC/DC.  
3.2.2.2 Définition formelle du MC/DC 
Dans cette section, nous nous basons sur les travaux de Ammann et al. [22] pour présenter de 
façon formelle le MC/DC. 
Définition 3. Détermination : Etant donné une condition ci dans une décision d, appelée 
condition majeure, nous dirons que ci détermine d si les conditions mineures restantes cj ∈ d, 
j ≠ i, ont des valeurs telles que tout changement de la valeur de ci change la valeur de d. 
Par exemple, considérons la décision bexp1 = (A and B). Si la condition B vaut true alors la 
condition A détermine bexp1 car le résultat de la décision sera uniquement influencé par la 
valeur de A. Par ailleurs si la valeur de B est false alors A ne détermine pas bexp1 car le résultat 
de la décision sera toujours false quelle que soit la valeur de A.  
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Il existe quelques méthodes permettant de savoir si une condition détermine une décision, par 
exemple, la méthode dérivative de booléens (Boolean derivative [141]) utilisée dans [22],[142], 
et la méthode des tables [143]. 
3.2.2.2.1 Première Définition  
Soit D un ensemble de décisions et C un ensemble de conditions dans les décisions de D. Pour 
chaque d ∈ D, désignons par Cd l’ensemble des conditions de d, c'est-à-dire Cd = {c | c ∈ d}.  
Le critère MC/DC pour chaque décision est satisfait si et seulement si : 
1. Pour chaque d ∈ D et pour chaque condition majeure ci ∈ Cd, des conditions mineures 
cj, j ≠ i doivent être choisies de telle sorte que ci détermine d. 
2. Chaque ci doit prendre les deux valeurs possibles, c’est à dire true et false 
3. La décision d doit prendre les deux valeurs possibles true et false quand ci change de 
valeur.  
En effet, les exigences 1, 2 et 3 correspondent respectivement à une formalisation des exigences 
c, b et a de la définition informelle. Cependant, cette définition est toujours ambiguë. En effet, 
quand une condition détermine une décision, la définition ne fournit pas d’informations sur le 
comportement des conditions mineures quand la condition majeure change de valeur. Les 
conditions mineures, sont-elles autorisées à changer de valeurs quand la majeure change de 
valeur ? Les réponses possibles à cette question permettent de définir deux grandes variantes 
du critère MC/DC, à savoir le critère unique-cause [144] et le critère masking [144]. 
3.2.2.2.2 Unique-cause MC/DC 
Le critère unique-cause MC/DC introduit une quatrième exigence par rapport à la définition 
précédente. Elle impose aux valeurs des conditions mineures à rester inchangées quand la valeur 
de la condition majeure change. 
Ainsi, le critère unique-cause MC/DC requiert : 
1. Pour chaque d ∈ D et pour chaque condition majeure ci ∈ Cd, des conditions mineures 
cj, j ≠ i doivent être choisies de telle sorte que ci détermine d. 
2. Chaque ci doit prendre les deux valeurs possibles, c’est à dire true et false 
3. La décision d doit prendre les deux valeurs possibles true et à false quand ci change de 
valeur. 
4. Les valeurs choisies pour les conditions mineures doivent rester inchangées quand ci 
est à true et aussi quand ci est à false. Ceci étant, cj (ci = true) = cj (ci = false)  cj. 
Par exemple, considérons la décision bexp3 = (A or B) and C, et TS1 = {t1, t2, t3, t4} une suite de 
tests pour bexp3, avec t1 = FFT|F, t2 = TFT|T, t3 = FTT|T, et t4 = TFF|F. La suite de tests TS1 
satisfait le critère unique-cause MC/DC pour bexp3. En effet en considérant la condition A 
comme condition majeure le couple de tests (t2=TFT|T, t1=FFT|F) détermine la décision bexp3 
et satisfait les exigences 2, 3 et 4 du critère unique-cause. Il en est de même avec le couple de 
tests (t3=FTT|T, t1=FFT|F) pour B comme condition majeure, et le couple de tests (t2=TFT|T, 
t4=TFF|F) pour C comme majeure. On voit bien que dans chaque couple de tests, les valeurs 
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des conditions mineures restent inchangées quand celle de la condition majeure change tout en 
influant sur le résultat de la décision. Nous désignerons par la suite, de tels couples de tests par 
paires de tests MC/DC ou paires MC/DC quand le critère unique-cause est considéré. 
Définition 4. Paire MC/DC : Soit d une décision et Cd l’ensemble des conditions dans d. Soit 
T l’ensemble des tests possibles pour d. On appellera paire MC/DC pour une condition ci ∈ Cd, 
tout couple de tests (t1, t2) avec t1, t2 ∈ T, tel que : (1) ci détermine d avec les tests t1 et t2, (2) ci 
prend les deux valeurs possibles dans t1 et t2, (3) la décision d prend les deux valeurs possibles 
avec t1 et t2, et enfin (4) les valeurs des conditions mineures restent inchangées entre t1 et t2. 
Par exemple, le couple de tests (t2=TFT|T, t1=FFT|F) est une paire MC/DC pour la condition 
A dans bexp3. 
3.2.2.2.3 Masking MC/DC  
Le critère masking MC/DC, contrairement au critère unique-cause n’exige pas aux valeurs des 
conditions mineures à rester inchangées. Ceci étant les valeurs des conditions mineures peuvent 
changer quand la valeur de la condition majeure change. 
Ainsi, le critère masking MC/DC requiert les 4 exigences suivantes : 
1. Pour chaque d ∈ D et pour chaque condition majeure ci ∈ Cd, des conditions mineures 
cj, j ≠ i doivent être choisies de telle sorte que ci détermine d. 
2. Chaque ci doit prendre les deux valeurs possibles, c’est à dire true et false 
3. La décision d doit prendre les deux valeurs possibles true et à false quand ci change de 
valeur. 
4. Les valeurs choisies pour les conditions mineures peuvent changer quand ci change de 
valeur. Ceci étant, cj (ci = true) ≠ cj (ci = false)  cj  OU cj (ci = true) = cj (ci = false)  cj. 
Par exemple, reconsidérons la décision bexp3 avec TS1 et et un cas de test supplémentaire t5 = 
TTF|F. En considérant d’abord la condition C comme condition majeure, le couple de tests 
(t3=FTT|T, t4=TFF|F) ou (t3=FTT|T, t5=TTF|F) détermine bexp3. En plus, ces couples satisfont 
les exigences 2, 3 et 4 du critère masking MC/DC. En effet, quand C change de valeur, on 
remarque que les valeurs des conditions mineures (B et C) changent aussi. Toutefois, ces valeurs 
(des conditions mineures) peuvent aussi rester inchangées, comme l’impose le critère unique-
cause. Par exemple, le couple (t2=TFT|T, t4=TFF|F) avec C comme condition majeure 
détermine bexp3 et satisfait aussi les exigences 2 et 3 du critère masking MC/DC. De même, en 
considérant tour à tour les autres conditions (A et B) comme majeures, on peut aisément vérifier 
à partir de TS1, qu’il existe des couples de tests permettant de satisfaire les 4 exigences du 
dessus. Ici, nous désignerons de tels couples de tests par paires masking MC/DC.  
Définition 5. Paire masking MC/DC : Soit d une décision et Cd l’ensemble des conditions 
dans d. Soit T l’ensemble des tests possibles pour d. On appellera paire masking MC/DC pour 
une condition ci ∈ Cd, tout couple de tests (t1, t2) avec t1, t2 ∈ T, tel que : (1) ci détermine d avec 
les tests t1 et t2, (2) ci prend les deux valeurs possibles dans t1 et t2, (3) la décision d prend les 
deux valeurs possibles avec t1 et t2, et enfin (4) les valeurs des conditions mineures peuvent 
changer entre t1 et t2. 
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Par exemple, le couple de tests (t3=FTT|T, t4=TFF|F) est une paire masking MC/DC pour la 
condition C dans bexp3. Il en est de même pour le couple de tests (t2=TFT|T, t4=TFF|F), où les 
valeurs des conditions mineures sont restées inchangées.  
3.2.2.2.4 Unique-cause MC/DC vs Masking MC/DC 
Les critères unique-cause et masking sont assez similaires. Le seul point de différence concerne 
le comportement des valeurs des conditions mineures. En effet, le critère unique-cause impose 
que les valeurs des conditions mineures restent inchangées quand la valeur de la condition 
majeure change, tandis que le critère masking MC/DC tolère tout changement ou non des 
valeurs des conditions mineures. Ainsi, on pourrait aisément déduire que toute suite de test qui 
satisfait le critère unique-cause satisfera du même coup le critère masking. D’où la hiérarchie 
entre les deux critères, présentée par la Figure 3.1. 
 
Figure 3.1. Hiérarchie entre les deux critères MC/DC [22] 
Dans la littérature le critère unique-cause est sans aucun doute celui qui a été le plus étudié et 
utilisé. D’ailleurs le terme MC/DC est généralement utilisé pour le designer. Il est plus strict et 
découle de la définition initiale du MC/DC [20]. Cependant, il est moins flexible que le critère 
masking.  
Il n’est pas toujours possible de satisfaire l’un ou l’autre critère, surtout le critère unique-cause 
qui est plus strict (cf. exigence 4 unique-cause MC/DC). Par exemple, quand deux conditions 
sont mutuellement exclusives dans une même décision, le critère unique-cause ne peut jamais 
être satisfait car les valeurs des conditions mineures doivent rester inchangées quand la valeur 
de la condition majeure change. En général, les interdépendances entre les conditions d’une 
décision peuvent invalider des tests requis pour satisfaire ces critères.  
3.2.2.3 Autres Définitions 
Définition 6. Solution MC/DC : Soit d une décision et T une suite de tests pour d. On dira que 
T est une solution MC/DC pour d si et seulement si les tests de T permettent de satisfaire le 
critère unique-cause MC/DC pour la décision d. On appellera solution masking MC/DC lorsque 
le critère masking MC/DC est utilisé.  
Définition 7. Solution MC/DC minimale : Soit d une décision et T une solution MC/DC pour 
d. On dira que T est une solution MC/DC minimale pour d si et seulement si T représente le 
nombre minimum de tests requis pour satisfaire le critère unique-cause MC/DC pour d. On 
parlera de solution masking MC/DC minimale lorsque le critère masking MC/DC est utilisé.  
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3.3 Méthodes pour la génération de solutions 
MC/DC 
Dans cette partie nous présentons nos approches, basées essentiellement sur des arbres binaires 
et des solveurs de contraintes, pour générer de façon automatique des solutions MC/DC pour 
des décisions complexes. Ces approches concernent aussi bien le critère unique-cause que le 
critère masking MC/DC. Cependant, le critère unique-cause MC/DC, que nous désignerons tout 
simplement par critère MC/DC, sera utilisé pour présenter les différentes approches. Il est 
important de noter que cette partie présente seulement nos approches sans les comparer aux 
travaux existants. Toutefois, une comparaison complète de nos approches avec celles existantes 
est présentée plus tard dans la section 3.5.  
Etant donné que les approches se basent principalement sur des arbres binaires pour générer 
des solutions MC/DC, il est donc impératif de représenter chaque décision sous cette forme 
(arbre binaire) tout en tenant compte de la priorité des opérateurs booléens (or, and, …).  
3.3.1 L’Approche Universelle 
L’approche Universelle est la première approche proposée. Elle est inspirée du travail de Wang 
et al. [145], que nous avons adapté pour supporter entre autres le critère unique-cause MC/DC. 
Nous nous sommes également basés sur les solutions MC/DC « élémentaires » des opérateurs 
et variables booléens fournis dans [20] et présentés ci-dessous. Ceci étant, les solutions MC/DC 
pour : 
 Une condition booléenne est : {T, F} 
 Un opérateur not est : {T, F} 
Un opérateur and à deux entrées est : {TT, FT, TF} 
Un opérateur or à deux entrées est : {FF, FT, TF} 
3.3.1.1 Formalisation du problème et Solution 
Notre objectif ici consiste à trouver pour une décision donnée, une solution MC/DC minimale 
pour celle-ci. En général, une solution MC/DC minimale pour une décision de n conditions 
comporte n+1 tests [20]. Nous nous référerons à ceci en utilisant le terme « règle-(n+1) ». 
Approche proposée. Etant donné une décision dn de n conditions, dn peut être exprimée comme 
suit : dn = dx Op dy, où Op est un opérateur booléen (or et and ; not si dx n’existe pas) et dn, dx, 
dy sont respectivement des décisions de n, x et y conditions, et n = x + y, n>1, x>0, y>0. 
Maintenant, supposons que nous connaissons les solutions MC/DC minimales pour les 
décisions dx et dy. Selon la règle-(n+1) ces solutions comprennent respectivement x+1 et y+1 
tests. Nous voulons « croiser » en tenant compte de l’opérateur Op les x+1 tests de dx avec les 
y+1 tests de dy, tel que le résultat du « croisement » donne une solution MC/DC minimale pour 
dn.  
Ainsi, comme les x+1 tests (resp. y+1 tests) forment une solution MC/DC minimale pour dx 
(resp. pour dy), nous pouvons construire x paires MC/DC avec les conditions de dx (une paire 
pour chaque condition de dx) et y paires MC/DC avec celles de dy comme suit :  
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Où (piF, piT), 1 ≤ i ≤ x, représente la paire MC/DC pour la ième condition de dx. De même, (qjF, 
qjT), 1 ≤ j ≤ y, représente la paire MC/DC pour la jème condition de dy. Les éléments dans les 
paires dont les indices se terminent par ‘F’ (resp. par ‘T’) évaluent leur décision respective à 
false (resp. à true).  Par exemple, l’élément p1F évalue dx à false.  
Ainsi, selon le type de l’opérateur Op nous appliquons les règles de croisement suivantes :  
1. Cas où Op est or 
Nous connaissons les solutions MC/DC élémentaires pour l’opérateur or à deux entrées, qui 
sont : {FF, FT, TF}. Pour garantir que chaque condition issue de dx possédera une paire MC/DC 
après le croisement, nous croisons (‘*’ est utilisé pour cela) toutes les paires (piF, piT) de dx avec 
un élément d’une paire quelconque (qjF, qjT) qui évalue dy à false. Nous appellerons un tel 
élément, facteur commun. 
 
Comme (piF, piT) est une paire MC/DC pour la i
ème condition de dx, alors la paire (piF* qjF  , piT* 
qjF) est une paire MC/DC pour la i
ème condition de la décision finale dn.  En effet, le facteur commun 
utilisé ici (qjF) est tel que les croisements piF* qjF  et piT* qjF soient évalués respectivement à false 
et à true, et que (piF* qjF  , piT* qjF ) soit une paire MC/DC pour la i
ème condition de dn. Ainsi, les 
x+1 tests obtenus garantissent que chacune des x premières conditions de la décision finale dn 
possède une paire MC/DC. Dans la même logique nous garantissons les paires MC/DC pour 
les y dernières conditions de dn en croisant le facteur commun avec toutes les paires (qjF, qjT) de 
dy. Cette fois ci, le facteur commun doit être un élément d’une paire de dx qui évalue celle-ci à 
false, par exemple, piF. 
              
Ainsi, les y+1 tests garantissent que chacune des y dernières conditions de la décision finale dn 
possède une paire MC/DC. 
En somme, nous obtenons un total de n+2 (x+1 + y+1) tests qui forment une solution MC/DC 
pour dn, car chacune des conditions de dn possède une paire MC/DC. En fait, il s’agit de n+1 
tests. En effet, ce que nous avons effectué peut se résumer comme suit : 
(p1F, p1T)                  (q1F, q1T)           
(p2F, p2T)                  (q2F, q2T) 
(p3F, p3T)       Op      (q3F, q3T) 
      …                           … 
(pxF, pxT)                  (qyF, qyT) 
(p1F, p1T) * qjF    (p1F* qjF  , p1T* qjF )  
(p2F, p2T) * qjF  (p2F* qjF  , p2T* qjF ) 
(p3F, p3T) * qjF                 =>         (p3F* qjF  , p3T* qjF )        =>        x+1 tests 
       …                … 
(pxF, pxT) * qjF  (pxF* qjF  , pxT* qjF ) 
 
piF * (q1F, q1T)                  (piF * q1F, piF *q1T) 
piF * (q2F, q2T)  (piF * q2F, piF *q2T) 
piF * (q3F, q3T)           => (piF * q3F, piF *q3T)        =>     y+1 tests 
        …    … 
piF * (qyF, qyT)  (piF * qyF, piF *qyT) 
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On remarque que le même test piF * qjF apparaît à la fois dans les x+1 et y+1 tests générés. D’où 
les n+1 tests qui forment une solution MC/DC minimale pour dn. 
2. Cas où Op est and 
Dans le cas où l’opérateur Op est de type and, nous procédons comme pour l’opérateur or. 
Cependant, le choix du facteur commun doit être diffèrent. En effet, nous devons choisir parmi 
les paires MC/DC de dx (resp. de dy), un facteur commun qui évalue dx (resp. dy) à true.  
          
et 
                
3. Cas où Op est not 
Dans ce cas précis dn peut s’écrire sous la forme dn= not dx, avec x=n. Pour trouver les n+1 tests 
MC/DC, il suffit simplement d’inverser l’évaluation de chacun des x+1 tests sur dx. 
3.3.1.2 Procédure de Génération avec l’approche Universelle 
Nous assumons dans cette partie que chaque décision est représentée sous forme d’arbre binaire 
en respectant la priorité des opérateurs booléens (or; and; (=, ≠); (≤, <, >, ≥); (+, -); (*, /); etc.) 
quand l’arbre est parcouru de la racine aux feuilles, les feuilles représentant les conditions 
booléennes dans la décision. 
Ainsi pour chaque arbre binaire nous appliquons la procédure suivante : 
1. Parcourir l’arbre de la racine jusqu’aux feuilles. Puis marquer chaque feuille de l’arbre 
avec les valeurs booléennes true (T) et false (F). En effet, comme chaque feuille 
représente une condition booléenne elle est marquée avec les valeurs T et F, qui en fait 
représentent une solution MC/DC pour une condition booléenne. Voir Figure 3.2 (b). 
Ensuite, le but consiste à faire remonter les valeurs (des feuilles à la racine) de telle sorte 
qu’à la racine on obtienne une solution MC/DC minimale pour la décision représentée 
par l’arbre. Pour cela, la démarche présentée précédemment sera utilisée. 
2. A cette étape, chaque feuille est marquée avec les valeurs T et F. On vérifie ensuite les 
« liens de parenté » entre les feuilles. Ainsi, si deux feuilles sont « sœurs », c’est à dire 
qu’elles ont un parent commun dans l’arbre, la solution MC/DC de chacune est 
représentée sous forme de paires MC/DC qui seront transférées à leur parent commun. 
Ce parent se charge ensuite de croiser les paires MC/DC reçues en se basant sur la 
           piF * All(qj) inclut le test piF *   qjF 
           All(pi) * qjF inclut le test piF * qjF 
(p1F, p1T) * qjT           (p1F* qjT , p1T* qjT) 
(p2F, p2T) * qjT                       (p1F* qjT , p1T* qjT) 
(p3F, p3T) * qjT          =>        (p1F* qjT , p1T* qjT)       =>       x+1 tests 
        …                           … 
(pxF, pxT) * qjT                           (p1F* qjT , p1T* qjT) 
 
 
piT * (q1F, q1T)                       (piT * q1F, piT *q1T) 
piT * (q2F, q2T)           (piT * q2F, piT *q2T) 
piT * (q3F, q3T)      =>           (piT * q3F, piT *q3T)       =>       y+1  tests 
       …    … 
piT * (qyF, qyT)           (piT * qyF, piT *qyT) 
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procédure présentée dans la section 3.3.1.1. Voir Figure 3.2 (c). 
3. Les parents à leurs tours deviennent des feuilles et l’étape 2 est répétée jusqu’à ce que 
la racine de l’arbre soit atteinte. Lorsque celle-ci est atteinte, n+1 tests sont ainsi générés. 
Ces tests représentent une solution MC/DC minimale pour la décision représentée par 
l'arbre. Voir Figure 3.2 (d) à Figure 3.2 (j). 
4. A ce stade de la procédure, les tests ont été générés sans tenir compte des relations de 
dépendances qui peuvent exister entre les différentes conditions de la décision.   
Pour cela, utiliser un solveur de contrainte pour vérifier la cohérence de chaque test 
généré. En effet, des contraintes peuvent exister entre les différentes conditions d’une 
décision, ce qui peut rendre certains tests générés infaisables. D’où l’utilisation de 
solveurs de contraintes.  
Il peut arriver également qu’une condition soit de type numérique (par exemple une 
comparaison d’une variable de type entier avec un entier). Dans ce cas des valeurs 
numériques doivent être générées plutôt que des valeurs booléennes.  Les solveurs de 
contraintes sont aussi utilisés dans ces cas.  
La Figure 3.2 illustre la procédure ci-dessus avec la décision d0 = ((A∧B) ∨ (C ∧D)). Comme 
décrite dans la figure, nous obtenons pour d0 la suite de test TS2 = {t1=TTTF|T, t2=FTTF|F, 
t3=TFTF|F, t4=TFTT|T, t5=TFFT|F}, qui est une solution MC/DC minimale pour d0. Dans ce 
cas précis, nous avons supposé que tous les tests de TS2 étaient faisables. Cependant, dans 
plusieurs cas les conditions dans une décision peuvent être dépendantes entres elles. En 
conséquence certains tests peuvent être infaisables. Par exemple, supposons que la condition A 
soit (x<7) et la condition C (x>7), où x est une variable de type entier. Cette contrainte impose 
que les conditions A et C ne doivent pas simultanément prendre la valeur true dans la décision 
d0. Ainsi, les tests t1, t3, et t4 sont infaisables. Pour traquer de tels tests nous utilisons le solveur 
de contrainte CVC4 [117]. Pour chaque test, nous construisons d’abord un ensemble de 
contraintes imposées par les conditions dans la décision. Ensuite les contraintes sont fournies 
au solveur pour résolution. Si celui-ci ne trouve pas de solution aux contraintes imposées, ce 
test est écarté, sinon il est conservé (voir section 3.4  pour un exemple de résolution). Pa ailleurs, 
il faut noter que si un test est écarté d’une solution MC/DC minimale, cela signifie que la suite 
de tests restante ne sera plus une solution MC/DC pour la décision concernée.  
3.3.1.3 Avantages et Limitations  
Avantages. L’avantage principal de cette approche est qu’elle est capable de prendre en compte 
des décisions très larges, c’est à dire des décisions comportant plusieurs conditions booléennes. 
Ainsi, peu importe le nombre de conditions dans une décision, cette approche génèrera toujours 
une solution MC/DC (potentielle) minimale pour la décision. Par ailleurs, l’approche est rapide. 
Par exemple, dans une de nos expérimentations, nous avons considéré une décision mixte
10
 de 
54 conditions et l’approche a réussi à générer une solution MC/DC minimale (de 55 tests) pour 
la décision en seulement 150 millisecondes. 
Limitations. L’approche présentée permet uniquement de générer potentiellement une seule 
solution MC/DC (minimale) pour une décision donnée.  
                                                 
10 Décision dans laquelle on retrouve plusieurs fois les opérateurs or et and  
  
 83 
  
 
 
 
 
    
   
 
 
 
  
 
  
 
 
 
 
 
 
 
 
 
Figure 3.2. Procédure de l’approche Universelle 
(a) (b) 
(d) 
(c) 
(e) (f) 
(g) 
(h) 
(i) 
(j) 
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Ainsi, s’il existe des dépendances entre des conditions de cette décision, certains tests (dans la 
solution MC/DC générée) pourraient s’avérer infaisables. Dans ce cas précis, la suite de tests 
restante, composée uniquement de tests faisables, ne sera plus une solution MC/DC pour la 
décision. Cette absence de flexibilité (pour faire face aux contraintes) affaiblit l’approche car 
les interdépendances entre conditions sont assez courantes dans les décisions de programmes 
de la vie réelle.   
Cependant, cette limitation peut être partiellement adressée en modifiant légèrement l’approche 
de façon à générer plusieurs solutions MC/DC minimales (au lieu d’une). De cette façon, nous 
avons plus de chance de tomber sur une solution MC/DC où tous ses éléments sont faisables. 
Pour cela, il suffit de générer de façon itérative différentes solutions MC/DC en changeant le 
facteur commun lors de la dernière étape de croisement (au niveau de la racine) dans la 
procédure. A titre d’exemple, considérons les Figure 3.2 (h) et Figure 3.2 (i). Elles illustrent la 
dernière étape de croisement de l’approche avec la décision d0. Dans les Figure 3.2 (h) et Figure 
3.2 (i) les tests CD=‘TF’ et AB=’TF’ ont été choisis comme facteurs communs, ce qui a permis 
de générer la solution TS2, qui n’est pas une solution MC/DC pour d0 quand A et C sont 
interdépendantes, avec A=(x<7) et C=(x>7). Nous aurions pu considérer CD=‘FT’ comme 
facteur commun dans la Figure 3.2 (h) et AB=’FT’ dans la Figure 3.2 (i). Dans ce cas nous 
aurions généré une suite de tests différente, TS3= {FTTT|T, FTFT|F, FTTF|F, TTFT|T, 
TFFT|F}, qui est cette fois une solution MC/DC (minimale) pour d0 avec A=(x<7) et C=(x>7). 
En considérant toutes les possibilités de croisement dans la Figure 3.2 (h) et Figure 3.2 (i), il 
est possible de générer 4 solutions MC/DC potentielles.  A noter que l’approche de Wang et al. 
[145] ne prend pas en compte cette « extension ».  
Malgré cette solution, il arrive souvent (par exemple, quand les conditions sont fortement 
dépendantes entre elles) que plus de n+1 tests soient requis pour satisfaire le MC/DC d’une 
décision. Dans ce cas, il n’existe aucun moyen pour cette approche de générer de telles 
solutions. En conséquence, des approches plus flexibles doivent être considérées.  
3.3.2 Approche Intermédiaire 
La seconde approche de génération de tests MC/DC ou approche Intermédiaire vise à combler 
les lacunes de la première approche en rajoutant une certaine flexibilité. Ainsi, l’idée principale 
consiste à générer plusieurs solutions MC/DC (pas nécessairement de n+1 éléments comme 
l’approche précédente) parmi lesquelles celle comportant le plus petit nombre de tests, avec 
tous les tests faisables, sera retenue. 
3.3.2.1 Procédure de Génération avec l’approche Intermédiaire 
Comme dans l’approche précédente, chaque décision est représentée sous forme d’arbre binaire 
en respectant la priorité des opérateurs booléens. 
Avant de commencer la procédure, désignons par countNot (utilisé dans l’étape 5 de la 
procédure) le nombre successif d’opérateurs de type not traversés à partir de la racine jusqu’au 
premier élément (firstElem) de l’arbre qui n’est pas de type not. Par exemple, dans l’arbre 
représenté par la Figure 3.3 (a), countNot=0 et firstElem=or. 
A noter que si la racine de l’arbre n’est pas un opérateur de type not, alors firstElem représente 
cette racine.  
Ainsi, la procédure se présente comme suit : 
1. A partir de la racine de l’arbre, calculer countNot et firstElem. 
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2. Selon le type de firstElem nous procédons comme suit (Figure 3.3 (a) et Figure 3.3 (b)): 
a. Cas où firstElem est une condition booléenne : la procédure s’arrête et retourne les 
tests T et F, qui est la solution MC/DC pour une condition. 
b. Cas où firstElem est un opérateur de type or : l’opérateur reçoit les deux valeurs 
booléennes T1 et F2 (avec les exposants 1 et 2). Ensuite ces valeurs sont 
décomposées de façon à obtenir la solution MC/DC minimale requise pour 
l’opérateur or (TF, FT et FF). Ainsi, T1 est décomposée en TF11 et FT12 (avec des 
sous-exposant) tandis que F2 est décomposée en FF21. Ces valeurs décomposées sont 
ensuite affectées aux nœuds fils de l’opérateur, de telle sorte que le fils gauche hérite 
des valeurs gauches de la décomposition, c’est à dire T11, F12, F21, et le fils droit des 
valeurs droites de la décomposition, qui sont F11, T12, F21. 
c. Cas où firstElem est un opérateur de type and : l’opérateur reçoit les deux valeurs 
booléennes T1 et F2 (avec les exposants 1 et 2). Ensuite ces valeurs sont 
décomposées de façon à obtenir la solution MC/DC minimale requise pour 
l’opérateur and (TF, FT et TT). Ainsi, T1 est décomposée en TT11 et F2 est 
décomposée en FT21 et TF22. Ces valeurs décomposées sont ensuite affectées aux 
nœuds fils de l’opérateur, de telle sorte que le fils gauche hérite des valeurs gauches 
de la décomposition, c’est à dire T11, F21, T22, et le fils droit des valeurs droites de la 
décomposition, qui sont T11, T21, F22. 
3. A cette étape, chaque nœud fils a hérité (de l’étape 2) d’un ensemble de valeurs avec 
des exposants. Ces valeurs seront à leur tour décomposées selon le type du nœud, tout 
en mettant à jour les valeurs des exposants (voir Figure 3.3 (c)).  
a. Cas où le nœud est une condition booléenne : les valeurs courantes héritées sont 
affectées à cette condition. 
b. Cas où le nœud est un opérateur de type not : le nœud fils de l’opérateur not hérite 
des valeurs inverses de celui-ci tout en conservant les exposants. Par exemple, Tx 
devient Fx et vice-versa. L’étape 3 est répétée sur le nœud fils de not. 
c. Cas où le nœud est un opérateur de type or : chaque valeur est décomposée comme 
dans l’étape 2b. Par exemple, si la valeur affectée à l’opérateur est Tx, alors le fils 
gauche de l’opérateur héritera des valeurs Tx1 et Fx2, tandis que le fils droit héritera 
des valeurs Fx1 et Tx2. L’étape 3 est répétée sur le fils gauche et sur le fils droit du 
nœud. 
d. Cas où le nœud est un opérateur de type and : chaque valeur est décomposée comme 
dans l’étape 2c. Ensuite l’étape 3 est répétée sur le fils gauche et sur le fils droit du 
nœud. 
4. A cette étape, chaque condition (feuille) dans l’arbre a hérité de valeurs possédant 
chacune un nombre (identifiant) comme exposant. Maintenant, nous allons parcourir 
l’arbre des feuilles jusqu’au firstElem en associant les valeurs des feuilles. 
Ainsi, si deux feuilles sont sœurs dans l’arbre, les valeurs ayant les mêmes identifiants 
comme exposants (ex, Fxyz et Txyz) sont concaténées de la manière suivante : Fxyz + Txyz 
=> FTxy, avec Fxyz étant la valeur de la feuille gauche, Txyz celle de la feuille droite et 
FTxy le résultat de la concaténation (le dernier chiffre de l’identifiant est supprimé). 
Ensuite, les valeurs concaténées sont transmises à leur parent commun, qui à son tour 
devient une feuille. Cette étape est répétée jusqu’à ce que le nœud firstElem soit atteint. 
Voir Figure 3.3 (d), Figure 3.3 (e) et Figure 3.3 (f). 
5. Au nœud firstElem nous obtenons une séquence de valeurs, chacune ayant un chiffre 
comme identifiant. Ces valeurs sont en fait des tests pour la décision représentée par 
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l’arbre. Ainsi, elles seront utilisées pour chercher des solutions MC/DC. Pour cela, nous 
avons besoin de connaître le résultat d’évaluation de chaque test sur la décision. Ceci 
peut être facilement calculé en se servant de countNot et de l’identifiant de chaque test. 
En rappel, au niveau de l’étape 2, la valeur ‘T’ avait pour identifiant ‘1’ et ‘F’ en avait 
‘2’. Aussi, countNot compte le nombre successif d’opérateurs not traversés depuis la 
racine de l’arbre jusqu’au premier élément qui n’est pas de type not, quand l’arbre est 
parcouru de la racine aux feuilles. Ce qui veut dire que si l’identifiant d’un test est ‘1’ 
et que countNot est un nombre pair, alors ce test évaluera la décision à true ; false si 
countNot est un nombre impair. Le même raisonnement s’applique avec les tests ayant 
pour identifiant ‘2’. Voir figure Figure 3.3 (f). 
6. Maintenant, à partir des valeurs et résultats obtenus dans l’étape précédente, nous 
utilisons un solveur, CVC4 dans notre cas, pour éliminer les tests infaisables, comme 
dans l’approche Universelle. 
7. A partir des tests faisables, des paires MC/DC sont formées pour chaque condition. Pour 
trouver une solution MC/DC pour la décision il suffit de choisir pour chaque condition 
une paire MC/DC. Mais comme nous voulons minimiser le nombre de test dans la 
solution MC/DC finale, nous utilisons un algorithme glouton [146, chapitre 16] basé sur 
le poids des paires MC/DC. Le poids d’une paire est la somme des poids de ses 
éléments ; le poids d’un élément étant le nombre d’occurrences de cet élément dans les 
paires MC/DC de toutes les conditions. Par exemple, le cas de test ‘FTTT|T’ apparait 
dans les paires MC/DC des conditions C et D, donc son poids est 2. Voir Figure 3.3 (g). 
Pour l’exemple de la Figure 3.3 (g), chaque condition possède deux paires MC/DC. 
Ainsi, nous pouvons générer au maximum 16 solutions MC/DC différentes.  Nous allons 
simplement considérer celle avec le plus petit nombre de tests. Ici, chaque paire MC/DC 
de chaque condition a pour poids 4. Dans ce cas, un choix aléatoire est effectué.  
Maintenant comme dans l’approche précédente, supposons que la condition A soit (x>7) et la 
condition C soit (x<7). Seulement les paires MC/DC ci-dessous (avec de nouveaux poids) sont 
considérées comme valides par le solveur. 
A:  (FTFT|F_2, TTFT|T_2)  
  B:  (TFFT|F_1, TTFT|T_2)   
C:  (FTFT|F_2, FTTT|T_2) 
D:  (FTTF|F_1, FTTT|T_2) 
Il en résulte la solution MC/DC suivante : TS4 = {FTFT|F, TTFT|T, TFFT|F, FTTT|T, FTTF|F}. 
Nous montrerons plus tard comment le solveur est utilisé pour dériver les valeurs numériques 
à partir des valeurs booléennes des conditions. 
3.3.2.2 Avantages et Limitations 
Avantages. L’avantage principal de cette approche est qu’elle propose plus de possibilités que 
la première pour faire face aux dépendances entre les conditions d’une décision. En effet, 
l’approche ne se limite pas seulement à générer des solutions MC/DC potentielles de n+1 
éléments, comme le fait la première, elle est capable de générer des solutions potentielles de 
n+2, n+3, etc, éléments. Ainsi, en présence de contraintes entre conditions, les solutions valides 
(toute suite de tests dont tous les éléments sont faisables) sont uniquement considérées et celle 
avec le plus petit nombre d’éléments est retenue. 
Par ailleurs, l’approche peut prendre en compte de façon rapide des décisions larges. Par 
exemple, elle a réussi à générer en 7 secondes une solution MC/DC pour une décision mixte 
complexe de 20 conditions. 
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(a) (b) 
(d) (c) 
(e) (f) 
(g) 
Figure 3.3. Procédure de l’approche Intermédiaire 
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Limitations. Quand le nombre de conditions dans une décision est très grand, l’approche peut 
devenir très complexe. Par exemple, dans une de nos expérimentations nous avons considéré 
une décision complexe mixte de 34 conditions et lancé l’algorithme implémentant l’approche. 
A l’étape 5, 608.570 tests ont été générés. Ensuite, à partir de ces tests, l’algorithme avait à 
calculer les paires MC/DC pour chaque condition puis à faire des optimisations diverses. 
Finalement après 32 minutes de calcul, l’approche a réussi à générer une solution MC/DC pour 
la décision. Ce qui n’est pas très pratique. 
Une autre limitation concernant cette approche est qu’elle n’est pas exhaustive, c’est à dire 
qu’elle n’est pas capable de lister toutes les solutions MC/DC possibles pour une décision 
donnée. En conséquence, elle peut échouer à générer une solution MC/DC pour une décision 
(quand les contraintes entre les conditions sont très fortes par exemple). A ce titre, 
reconsidérons la décision d0 en supposant que les conditions A, B, C et D valent respectivement 
(x>7), (x+y≤12), (x<7) et (y>5). A partir des tests de la Figure 3.3 (g), seulement les tests 
{FTTF, FTTT, TFFT} sont faisables. Ce qui veut dire qu’aucune solution MC/DC ne peut être 
trouvée à partir de cette approche. Cependant, une approche exhaustive pourrait trouver une 
solution. 
3.3.3 Approche Exhaustive 
Cette approche, aussi connue sous le nom d’approche table de vérité, est l’approche la plus 
courante utilisée pour générer des solutions MC/DC. Elle consiste à construire la table de vérité 
d’une décision donnée puis à chercher les solutions MC/DC dans cette table. 
Nous présentons dans cette partie une approche simple permettant de construire la table de 
vérité d’une décision puis à générer des solutions MC/DC. 
3.3.3.1 Procédure de Génération avec l’approche Exhaustive 
La procédure de l’approche exhaustive est assez similaire à celle de l’approche Intermédiaire. 
La seule différence réside dans les étapes 2 et 3. En effet, dans les étapes 2 et 3 de la procédure 
de l’approche Intermédiaire, les valeurs booléennes sont décomposées de façon à obtenir la 
solution MC/DC minimale requise par l’opérateur. Ici, les valeurs sont décomposées selon la 
table de vérité de l’opérateur. Par exemple, si l’opérateur est or et les valeurs sont Tx1 et Fx2, 
Tx1 sera décomposée en TTx11, TFx12 et FTx13 tandis que Fx2 sera décomposé en FFx21. Les autres 
étapes restent inchangées. 
A noter qu’à la fin de l’étape 5, les tests générés seront les tests composant la table de vérité de 
la décision (voir Figure 3.4 (a)).  
3.3.3.2 Avantages et Limitations 
Avantages. L’avantage principal de cette approche est qu’elle est capable de générer de façon 
exhaustive toutes les solutions MC/DC possibles pour une décision. Ce qui veut dire qu’elle 
pourrait éventuellement faire face à certaines situations où les deux autres approches 
échoueraient. Par exemple, reconsidérons la décision d0 = ((A∧B) ∨ (C ∧D)) avec A=(x>7), 
B=(x+y≤12), C=(x>7) et D=(y>5). Aucune des approches Intermédiaire et Universelle ne peut 
générer une solution MC/DC valide pour cette décision. Par contre, l’approche exhaustive le 
permet. En effet, à partir des valeurs de la table de vérité générées dans la Figure 3.4 (a), 
seulement 8 tests sont faisables : {FFFT, FFTT, FTFF, FTTF, FTTT, TFFF, TFFT, TTFF}. Ces 
valeurs sont ensuite utilisées pour former des paires MC/DC pour chaque condition, comme 
suit : 
A:  (FTFF|F_1, TTFF|T_2)  
B:  (TFFF|F_1, TTFF|T_2)  
C:  (FFFT|F_1, FFTT|T_1)  
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D:  (FTTF|F_1, FTTT|T_1) 
Il en résulte la solution MC/DC suivante : TS5 = {FFFT|F, FFTT|T, FTFF|F, FTTF|F, FTTT|T, 
TFFF|F, TTFF|T}, qui comprend 7 cas de tests. 
Limitations. L’approche souffre de l’explosion combinatoire. En effet, le nombre de tests dans 
une table de vérité croit de façon exponentielle avec le nombre de conditions que compose une 
décision. En général, pour une décision de n conditions, 2n valeurs sont générées. Pour de larges 
décisions, par exemple, une décision de 20 conditions, cette approche peut très vite montrer des 
limites quant au calcul d’une solution MC/DC. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
3.3.4 Comparaison des Approches 
Nous effectuons dans cette partie une étude comparative des trois approches présentées. Ainsi, 
nous avons considéré deux métriques de comparaison, à savoir le temps de génération et le 
nombre de choix possibles. Le temps de génération représente le temps mis par une approche 
pour générer une solution MC/DC pour une décision donnée. Le nombre de choix possibles 
représente le nombre de solutions MC/DC possibles qu’une approche peut générer.  
3.3.4.1 Temps de Génération 
Pour évaluer les approches avec cette métrique nous avons considéré différentes décisions 
mixtes de tailles différentes. La taille d’une décision est le nombre n de conditions de cette 
décision. Pour des raisons de simplicité nous assumerons que les conditions dans les décisions 
sont mutuellement indépendantes. Ainsi, pour chaque décision, nous avons mesuré le temps 
moyen (basé sur 10 mesures) mis par chaque approche pour générer une solution MC/DC. La 
Figure 3.5 illustre pour chacune des trois approches le temps de génération en fonction de la 
taille de la décision. 
 
(a) 
(b) 
Figure 3.4. Procédure de l’approche Exhaustive 
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Figure 3.5. Temps de Génération vs taille de la décision 
Comme nous pouvons le constater, l’approche Universelle supplante les deux autres. Elle a 
réussi à générer une solution MC/DC en moins de 100 millisecondes pour des décisions de 
tailles n≤40 et en moins de 500 millisecondes pour des décisions de tailles 41≤n≤80.  
Quant à l’approche Intermédiaire, elle a réussi à générer une solution MC/DC en moins d’une 
seconde quand n≤15 et environ 7 secondes quand n=20, 3 minutes quand n=25 et 32 minutes 
quand n=34. 
Finalement quant à l’approche Exhaustive, il a fallu moins d’une seconde pour générer une 
solution quand n≤10 et environ 3mins pour n=15. Au-delà de cette valeur le temps de 
génération croit de façon exponentielle. 
3.3.4.2 Nombre de choix possibles 
Pour la seconde métrique de comparaison, nous avons considéré les mêmes décisions utilisées 
pour la première métrique. Ensuite nous avons essayé d’énumérer pour chaque approche le 
nombre de solutions MC/DC possibles que nous pouvons construire.  
Ainsi, pour l’approche Universelle le nombre de solutions possibles est toujours égale à 1 (pour 
des raisons de simplicité nous n’avons pas pris en compte la solution d’extension de l’approche, 
présentée dans la section 3.3.1.3). En plus la solution contient toujours n+1 éléments. 
Pour les autres approches, le nombre de solutions est calculé à partir des paires MC/DC 
énumérées pour chaque condition. Pour cela, le nombre maximum de solutions MC/DC est le 
nombre de combinaisons possibles des paires MC/DC de toutes les conditions. Par exemple, à 
partir des paires MC/DC de la Figure 3.4 (b), il est possible de construire 3*3*3*3 = 34 = 81 
solutions MC/DC possibles. Chaque solution est bornée par n+1 et 2n éléments. 
La Figure 3.6 montre pour chaque approche le nombre de solutions possibles en fonction de la 
taille de la décision. Comme nous pouvons le voir sur la figure, les approches Intermédiaire et 
Exhaustive disposent de plusieurs possibilités pour générer des solutions MC/DC. Pour n=4 
l’approche Intermédiaire dispose de 16 possibilités tandis que l’approche Exhaustive en dispose 
81. Le fait de disposer de plusieurs choix permet de mieux prendre en compte les dépendances 
entre conditions, qui peuvent invalider plusieurs solutions. En outre le nombre de solutions croit 
exponentiellement avec le nombre de conditions. Mais cela ne signifie pas que nos approches 
génèrent toutes les solutions. Elles construisent seulement les paires MC/DC valides pour 
chaque condition et retiennent seulement celles qui formeront une solution MC/DC pour la 
décision avec le plus petit nombre de tests. 
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Figure 3.6. Nombre de choix vs taille de la décision 
3.3.4.3 Quelle approche considérer ? 
En se basant sur l’étude comparative des approches, nous pouvons tirer quelques conclusions. 
1. L’approche Universelle est la meilleure en termes de temps de génération. Elle est très 
rapide, même pour des décisions de très grandes tailles. Par ailleurs, elle offre peu de 
possibilités en terme de solutions MC/DC, ce qui constitue éventuellement un handicap 
pour faire face aux décisions dont les conditions présentent des interdépendances. 
2. Inversement, l’approche Exhaustive propose plus de possibilités de solutions MC/DC 
pour faire face aux dépendances entre les conditions dans une décision. Elle permet 
d’énumérer de façon exhaustive toutes les paires MC/DC valides pour chaque condition 
de la décision, puis à sélectionner une solution minimisant le nombre de tests. Cependant, 
elle est limitée à des décisions de petites ou de moyennes tailles, où elle peut générer une 
solution MC/DC dans un temps raisonnable. Pour des décisions de grandes tailles (ex, 
n=20) l’approche est très coûteuse en temps et par conséquent pas pratique. 
3. L’approche Intermédiaire quant à elle, offre un bon compromis entre les deux approches, 
aussi bien en terme de temps de génération qu’en terme de possibilités de solutions 
MC/DC. Elle est capable de générer pour des décisions de grandes tailles (ex, n=20) des 
solutions MC/DC dans un temps raisonnable, tout en offrant plusieurs possibilités. 
Combinaison. En se basant sur les conclusions ci-dessus, il devient évident que les trois 
approches sont d’une manière ou d’une autre complémentaires. Ainsi, elles peuvent être 
combinées pour prendre en compte plusieurs types de décisions complexes. Par exemple, pour 
des décisions ne comportant pas un grand nombre de conditions (ex, n≤10), l’approche 
Exhaustive pourrait être utilisée, car offrant de façon exhaustive des possibilités de solutions 
pour faire face aux différentes contraintes entre les conditions d’une décision. Par ailleurs, pour 
des décisions de grandes tailles, les approches Intermédiaire et Universelle pourraient être 
utilisées car l’approche Exhaustive sera très coûteuse voire impossible à utiliser. A titre 
d’exemple, [144, Appendix C] présente des décisions de très grandes tailles extraites d’un 
logiciel avionique. 
3.4 Exemples d’Application 
Dans cette partie nous utiliserons les exemples décrits ci-dessous pour illustrer nos approches. 
Pour cela nous avons créé un outil supportant les trois approches. L’outil reçoit les décisions 
les unes après les autres et se charge dans un premier temps de les « parser » dans la structure 
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adéquate. Ensuite, selon l’approche choisie, l’outil génère une solution MC/DC en tenant 
compte des contraintes (si présentes) entres les conditions de chaque décision.  
3.4.1 Exemple 1 
Considérons un système composé de 4 entrées (sw1, sw2, X et Y) et de trois modes de 
fonctionnement (Init, Sleep et Operational). Les entrées sw1 et sw2 sont des boutons de type 
switch, chacun ayant deux états possibles : Active ou Inactive. Les entrées X et Y sont des 
capteurs qui fournissent respectivement les valeurs x et y au système. Maintenant, supposons 
que les spécifications du système incluent les suivantes : 
1. A tout moment le système doit être dans l’un des trois modes suivants :  Init ou Sleep 
ou Operational. 
2. Les capteurs X et Y fournissent des valeurs entières comprises entre 0 à 127. 
3. Une action spécifique action1 est uniquement déclenchée quand le système est en mode 
Operational et sw1 dans l’état Active, ou quand le système est en mode Sleep et sw2 
dans l’état Active. 
4. Une action spécifique action2 est uniquement déclenchée quand les deux conditions 
suivantes sont réunies : (1) le système est en mode Operational, (2) la valeur x du 
capteur X est égale à 32 et la valeur y du capteur Y est supérieure à 64, ou la valeur de 
x est inférieure à 32 et la valeur de y est inférieure à 64. 
Considérons la spécification 3 ; elle peut être réécrite en formule booléenne (ou décision): 
d1 = (système en mode Operational ∧ sw1 dans l’état Active) ∨ (system en mode Sleep ∧ 
sw2 dans l’état Active).  
En se référant aux conditions : 
A comme “système en mode Operational” 
B comme “sw1 dans l’état Active” 
C comme “système en mode Sleep”  
D comme “sw2 dans l’état Active” 
La décision devient d1 = (A∧B) ∨ (C ∧D), qui est celle que nous avions étudié dans la partie 
précédente. A noter que la spécification 1 impose que les conditions A et C ne peuvent pas être 
à true en même temps dans la décision d1. Nous nous réfèrerons à cette contrainte par le terme 
cstr. 
Maintenant, nous voulons générer pour la décision d1 une suite de tests MC/DC. Par souci de 
clarté et de simplification nous utiliserons la table de vérité de d1, comme illustrée par le Tableau 
3.1, pour énumérer les différents cas de tests générés par chaque approche. Les lignes rouges 
du tableau représentent les cas de test infaisables en tenant compte de cstr. 
L’approche Universelle génère une solution MC/DC potentielle de 5 cas de test T1 = {t2, t5, t6, 
t7, t10}, dont 3 (t2, t5, et t6) sont infaisables vis à vis de cstr. En conséquence, T1 n’est pas une 
solution MC/DC pour d1. 
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Tableau 3.1. Table de vérité de d1 
 
L’approche Intermédiaire génère d’abord une suite de tests T2 = {t2, t3, t5, t6, t7, t9, t10, t11}, dont 
3 sont infaisables. Ainsi, il reste 5 cas de test qui seront utilisés pour former des paires MC/DC 
pour chaque condition. Il est facile de vérifier que t3 = TTFT|T et t11 = FTFT|F forme une paire 
MC/DC pour la condition A, t3 et t7 pour B, t9 et t11 pour C et enfin t9 et t10 pour D. Ainsi, les 5 
cas de test forment une solution MC/DC pour d1. Notre outil a réussi à générer une telle solution 
en 980 millisecondes (moyenne basée sur 10 exécutions).  
L’approche Exhaustive quant à elle génère la suite de tests T3 = {t1, t2, t3, t4, t5, t6, … , t16}. 
Après avoir éliminé les 4 cas de test infaisables de T3, il ne reste plus que 12 cas de test à partir 
desquels les paires MC/DC des différentes conditions sont formées. 
Pour A: (t11, t3) ou (t12, t4) 
Pour B: (t7, t3) ou (t8, t4) 
Pour C: (t11, t9) ou (t15, t13) 
Pour D: (t10, t9) ou (t14, t13) 
Pour générer une suite de tests MC/DC pour d1 l’outil choisit pour chaque condition une paire 
MC/DC telle que la résultante de toutes ces paires minimise le nombre total de cas de test 
MC/DC requis pour la décision. Pour cela une approche d’optimisation basée sur les 
algorithmes glouton a été implémenté. Finalement, l’approche reporte une solution MC/DC de 
5 cas de test t3, t7, t9, t10 et t11, qui sont les mêmes cas de test que ceux générés par l’approche 
Intermédiaire. Pour cette approche, l’outil a mis en moyenne 3960 millisecondes pour générer 
la solution. 
Dans cet exemple nous pouvons dire que l’approche Intermédiaire est celle qui a présenté le 
meilleur compromis entre solution et temps de génération. En effet, l’approche Universelle 
n’a pas réussi à générer une solution MC/DC pour d1. En revanche l’approche Exhaustive a 
réussi mais a mis beaucoup plus de temps que l’approche Intermédiaire (980 millisecondes vs. 
3960 millisecondes). Même si cette différence n’est pas énorme, elle peut l’être quand les 
décisions sont de grandes tailles (cf. Figure 3.5). 
A B C D d 1
t1 T T T T T
t2 T T T F T
t3 T T F T T
t4 T T F F T
t5 T F T T T
t6 T F T F F
t7 T F F T F
t8 T F F F F
t9 F T T T T
t10 F T T F F
t11 F T F T F
t12 F T F F F
t13 F F T T T
t14 F F T F F
t15 F F F T F
t16 F F F F F
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Le Tableau 3.2 présente la solution MC/DC générée pour d1 à partir de T2. On supposera que 
pour chaque cas de test du tableau, l’action action1 n’était pas déclenchée. 
Tableau 3.2. Cas de test MC/DC pour d1 
 
Considérons maintenant la spécification 4. Elle peut être réécrite en formule booléenne (ou 
décision) suivante :   
d2 = (système en mode Operational) ∧ (((x==32) ∧ (y>64)) ∨ ((x<32) ∧ (y<64))) où x et 
y sont des entiers, avec 0 ≤ x, y ≤ 127. 
En se référant aux conditions : 
I comme “système en mode Operational” 
J comme “x==32” 
K comme “y>64” 
L comme “x<32”  
M comme “y<64” 
La décision devient d2 = I ∧ ((J ∧ K) ∨ (L ∧ M)), qui possède 5 conditions. Le Tableau 3.3 
illustre la table de vérité de la décision d2. Pour des raisons de simplicité nous représentons 
uniquement dans le tableau les cas de test faisables vis à vis de d2. Ainsi, parmi les 32 cas de 
test potentiels seulement 18 sont faisables. 
Tableau 3.3. Table de vérité de d2 
 
L’approche Universelle génère une solution potentielle de 6 cas de test, dont seulement un est 
faisable. Par conséquent l’approche ne permettra pas de générer une solution MC/DC pour d2. 
A B C D d 1
t3 T	(mode	=	Operational ) T	(sw1	Active ) F(mode 	≠	Sleep ) T	(sw2	Active ) T	(action1	declenchée)
t7 T	(mode	=	Operational )	 F	(sw1	Inactive ) F(mode	≠	Sleep ) T	(sw2	Active ) F(action1	pas	declenchée)
t9 F	(mode ≠	Operational ) T	(sw1	Active ) T	(mode	=	Sleep ) T	(sw2	Active ) T	(action1 	declenchée)
t10 F	(mode	≠	Operational) T	(sw1	Active ) T	(mode	=	Sleep ) F	(sw2	Inactive ) F(action1 	pas	declenchée)
t11 F	(mode	≠	Operational) T	(sw1	Active ) F(mode	≠	Sleep ) T	(sw2	Active ) F(action1 	pas	declenchée)
I J K L M d 2
t1 T T T F F T
t2 T T F F T F
t3 T T F F F F
t4 T F T T F F
t5 T F T F F F
t6 T F F T T T
t7 T F F T F F
t8 T F F F T F
t9 T F F F F F
t10 F T T F F F
t11 F T F F T F
t12 F T F F F F
t13 F F T T F F
t14 F F T F F F
t15 F F F T T F
t16 F F F T F F
t17 F F F F T F
t18 F F F F F F
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L’approche Intermédiaire génère dans un premier temps une suite de 12 cas de test dont 
seulement 2 sont faisables. En conséquence cette approche ne permettra pas aussi de générer 
une solution MC/DC pour d2. 
Finalement, l’approche exhaustive génère dans un premier temps une suite de 32 cas de test 
dont 18 sont faisables. Ensuite à partir de ces 18 cas de test, des paires MC/DC sont formées 
pour chaque condition : 
Pour I: (t10, t1) ou (t15, t6) 
Pour J: (t5, t1) 
Pour K: (t3, t1) 
Pour L: (t8, t6) 
Pour M: (t7, t6) 
Enfin pour chaque condition une paire MC/DC est choisie de telle sorte à minimiser le nombre 
de cas de test dans la solution MC/DC résultante. Dans ce cas précis, il est possible de générer 
deux solutions MC/DC différentes. Pour la condition I, les paires (t10, t1) et (t15, t6) ont le même 
poids (qui vaut 4) donc on peut choisir l’une ou l’autre, par exemple, (t10, t1). Il en résulte la 
solution MC/DC : T4 = {t1, t3, t5, t6, t7, t8, t10}, qui comprend 7 cas de tests. Dans cet exemple les 
variables x et y sont des entiers, donc nous avons besoin de générer des valeurs entières à partir 
des cas de test de T4. Pour cela l’outil se base sur un solveur de contraintes. En effet, comme 
déjà expliqué, les approches utilisent un solveur de contraintes pour déterminer si oui ou non 
un test est faisable. Par exemple, pour déterminer si t1 est faisable le solveur a besoin de trouver 
au moins un triplet de valeurs (I, x, y) qui permet de satisfaire la contrainte imposée par t1, c’est 
à dire λ = (I==true) ˄ (x≥0) ˄ (x≤127) ˄ (y≥0) ˄ (y≤127) ˄ (x==32) ˄ (y>64) ˄ (x≥32) ˄ 
(y≥64). Le triplet (true, 32, 96) est une solution de λ, donc t1 est faisable. Le Tableau 3.4 montre 
les cas de tests MC/DC pour d2 dérivés de T4. De même, on supposera que pour chaque cas de 
test du tableau, l’action action2 n’était pas déclenchée 
Tableau 3.4. Cas de tests MC/DC pour d2 
 
3.4.2 Exemple 2 
Considérons la décision d3 ci-dessous, tirée de [144, Appendix C]. C’est un bout de code Ada 
extrait d’un logiciel avionique et constitué de 33 conditions booléenne.  
d3 = not Bv or not Bv2 or not Bv3 or not Bv4 or not Bv5 or not Bv6 or not Bv7 or not Bv8 or 
not Bv9 or (not Bv10 and not Bv11) or ((not Bv12 or not Bv13) and not Bv14) or not Bv15 or 
not Bv16 or not Bv17 or not Bv18 or not Bv19 or not Bv20 or not Bv21 or not Bv22 or not 
I x y d 2
t1 T	(mode	=	Operational ) 32 96 T	(action2	declenchée)
t3 T	(mode	=	Operational ) 32 64 T	(action2declenchée)
t5 T	(mode	=	Operational ) 80 90 T	(action2	declenchée)
t6 T	(mode	=	Operational ) 31 31 T	(action2	declenchée)
t7 T	(mode	=	Operational ) 15 64 T	(action2	declenchée)
t8 T	(mode	=	Operational ) 33 31 T	(action2	declenchée)
t10 F	(mode	≠	Operational ) 32 74 F	(action2	pas	declenchée)
  
 96 
Bv23 or not Bv24 or not Bv25 or not Bv26 or not Bv27 or not Bv28 or not Bv29 or not Bv30 
or not Bv31 or not Bv32 or not Bv33 
Où Bv, Bv2, …, Bv33 représentent des variables booléennes. Selon [144, Appendix C], les 
conditions Bv, Bv2, … , Bv33 ne présentent pas de dépendances entre elles. A noter que le 
langage Ada ne pratique pas la technique short-circuit avec les opérateurs or et and.  
L’approche Universelle génère une solution MC/DC de 34 cas de test pour d3 en seulement 56 
millisecondes. 
L’approche Intermédiaire génère une autre solution MC/DC de 34 cas de test en 15minutes 
environ. 
L’approche Exhaustive ne peut être utilisée dans ce cas. En effet, cette approche doit dans un 
premier temps construire la table de vérité de d3 qui comprend 2
33 entrées. 
3.5 Travaux Connexes 
Plusieurs travaux dans la littérature se sont intéressés à la génération automatique de test 
MC/DC. Cependant nous nous focaliserons sur les travaux les plus proches des nôtres [145], 
[147], [53], [148], [149] et [150]. Pour ce faire nous présentons chaque approche de ces travaux, 
puis nous la comparons à nos approches en utilisant les exemples ci-dessus (d1, d2 et d3). 
Jun-Ru Chand et Chin-Yu Huang [147] ont proposé une approche basée sur les graphes n-cube 
pour trouver des solutions MC/DC pour des décisions. L’approche consiste dans un premier 
temps à construire un graphe n-cube pour une décision de n conditions. Ensuite chaque nœud 
du graphe reçoit une valeur unique de n bits avec pour contrainte que seul un bit doit changer 
entre les valeurs de deux nœuds liés (par un arc). Ces valeurs représentent en fait les tests 
composant la table de vérité de la décision. Ainsi, la prochaine étape se charge d’évaluer le 
résultat de chaque valeur (test) sur la décision, et par la suite les paires MC/DC sont formées 
pour chaque condition de la décision. A noter que l’énumération des paires MC/DC n’est pas 
exhaustive, contrairement à notre approche Exhaustive. Finalement, les tests MC/DC sont 
générés en s’aidant d’un algorithme d’optimisation basé sur les poids, comme dans notre 
approche. Cependant, cette approche est très complexe et difficile à implémenter surtout pour 
des décisions de grandes tailles. Par exemple, construire un graphe n-cube, qui comprend 2n 
nœuds, puis à l’utiliser pour des calculs divers, souffre certainement de l’explosion 
combinatoire. En outre, l’approche ne prend pas en compte les dépendances éventuelles entre 
les conditions d’une décision. 
 Pour les décisions d1, d2 et d3 l’approche doit d’abord construire des graphes 4-, 5- et 33-
cube respectivement, puis les utiliser pour chercher les cas de test MC/DC. Toutefois, 
l’approche ne réussira pas à générer une solution MC/DC pour chacune des trois décisions. En 
effet, pour d3 il n’est guère possible de construire un graphe de 233 nœuds. Quant à d1 et d2, 
même s’il est possible de construire des graphes de 16 et 32 nœuds respectivement, la non prise 
en compte des contraintes peut conduire à des solutions infaisables. Nos approches sont 
facilement parvenues à générer des solutions MC/DC pour les 3 décisions. 
Wang et al. dans [145] ont présenté une approche basée sur les arbres binaires pour générer des 
solutions MC/DC pour des décisions. Notre approche Universelle s’est inspirée de celle-ci. 
Cependant, nous avons amélioré leur travail en proposant une solution d’extension et aussi en 
prenant en compte les contraintes entre les conditions d’une décision. Ainsi, si nous appliquons 
cette approche aux décisions d1, d2 et d3, elle n’aura aucune difficulté à générer une solution 
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MC/DC pour d3. Cependant, pour d1 et d2 ce n’est point le cas. En effet toute solution MC/DC 
pour la décision d2 comporte au minimum 7 tests (n+2 tests), ce qui est impossible pour 
l’approche présentée dans [145], étant donné qu‘elle ne génère que des solutions de n+1 tests. 
Quant à d1, la contrainte imposant que les conditions A et C ne doivent pas être simultanément 
à true dans la décision ne sera pas considérée. Ce qui peut conduire à une solution MC/DC non 
valide. 
Mateus A. et al. [53] et Bloem et al. [148] ont présenté des approches permettant de générer 
des solutions MC/DC à partir des exigences d’un système, exprimées sous la forme de modèles 
d’états-transitions. Dans de tels modèles les transitions sont déclenchées par des décisions. 
Ainsi, dans ces approches les décisions associées aux transitions sont d’abord extraites des 
modèles puis analysées dans le but de générer pour chaque décision une solution MC/DC. Enfin 
les cas de tests MC/DC pour le système sont dérivés en trouvant des séquences de tests 
permettant à partir de l’état initial du système, d’exécuter les différents cas de test MC/DC des 
décisions. 
L’approche utilisée dans [53] pour générer des solutions MC/DC pour les décisions ne 
supporte pas le critère unique-cause MC/DC. Par ailleurs, elle ne prend pas en compte les 
dépendances entre les conditions au sein d’une décision. Ainsi, pour la décision d2 l’approche 
ne permettra pas de générer avec certitude une solution MC/DC valide pour celle-ci. Pour d3 
l’approche présentée ne permet pas de générer une solution MC/DC suivant le critère unique-
cause, le critère supporté est uniquement le critère masking MC/DC.  
Dans [148] l’approche présentée utilise l’approche table de vérité avec un solveur de 
contraintes (Z3 [115]) pour générer des solutions MC/DC pour des décisions. Ceci étant, les 
différentes contraintes entre les conditions d’une décision sont prises en compte. En outre 
l’approche est capable de générer des valeurs non-booléennes impliquées dans la décision. 
Ainsi, l’approche n’aura aucun mal à trouver des solutions MC/DC pour les décisions d1 et d2. 
Par contre l’approche ne pourra pas trouver une solution MC/DC pour la décision d3, car elle 
doit d’abord construire une table de vérité de 233 éléments. 
Zeina Awedikian et al. [150] ont proposé une approche pour générer à partir d’un code source 
des données de test permettant de satisfaire le critère MC/DC. Dans cette approche les 
différentes décisions dans le code sont d’abord extraites, puis pour chaque décision une solution 
MC/DC est calculée en se basant sur la méthode de la table de vérité. Enfin, ces tests sont 
utilisés avec des algorithmes de recherche et d’optimisation pour générer des données de test 
permettant de couvrir le MC/DC pour le code. Egalement, A. Haque et al. [149] ont présenté 
une approche basée sur la table de vérité pour générer des solutions MC/DC pour  des décisions.  
Comme ces approches utilisent toutes l’approche de la table de vérité, le problème de 
l’explosion combinatoire déjà évoqué se posera, par exemple, pour la décision d3. Par ailleurs, 
l’approche dans [149] ne prend pas en compte les dépendances entre les conditions d’une 
décision et pourrait ainsi échouer à générer une solution MC/DC pour d2.  
Comme nous pouvons le constater, seulement notre approche permet de trouver une solution 
MC/DC pour chacune des trois décisions d1, d2 et d3. Notre approche présente trois méthodes 
qui sont d’une manière ou d’une autre complémentaires, et peuvent ainsi être combinées pour 
faire face à différentes sortes de décisions. Elle prend entre autres en compte les décisions de 
très grandes tailles, les contraintes entre les conditions d’une décision, les valeurs non-
booléennes impliquées dans une décision. Cependant, il peut arriver que notre approche ne 
réussisse pas à trouver une solution MC/DC pour une décision. Par exemple, quand deux 
conditions d’une décision sont mutuellement exclusives il n’est pas possible de trouver une 
solution MC/DC respectant le critère unique-cause. Dans ce cas l’approche masking pourrait 
être une meilleure alternative. Mais là aussi, une solution ne peut être garantie, car dans certains 
cas les contraintes font qu’aucun des deux critères ne peut être satisfait. 
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3.6 Conclusion 
Dans ce chapitre nous avons présenté trois nouvelles approches permettant de générer de façon 
automatique des solutions MC/DC pour différentes sortes de décisions. Pour chaque approche 
nous avons discuté des avantages et limitations relatifs à son utilisation. Egalement, nous avons 
mené une étude comparative sur les trois approches. Après cela, nous avons évalué les 
approches en utilisant des exemples tirés de cas d’utilisation réels. Enfin, les travaux similaires 
de la littérature ont été présentés et comparés à notre approche à travers ces exemples. Cela a 
montré notamment l’utilité et la contribution de nos travaux en ce qui concerne la génération 
automatique de cas de test pour expressions booléennes.  
Dans ce chapitre nous avons traité les expressions booléennes de manière isolée, c’est à dire 
que chaque expression est traitée indépendamment des autres. Cependant, il peut exister des 
dépendances entre les expressions booléennes, par exemple, dans une spécification de logiciel. 
Les approches présentées dans ce chapitre ne prennent pas en compte de telles dépendances. 
Nous traitons ce problème dans le prochain chapitre en proposant notamment une approche 
permettant de générer de façon automatique des cas de test MC/DC pour des spécifications de 
logiciels. 
 
  
  
 99 
 
  
  
 100 
            
Chapitre 4                     
Génération Automatique de 
Cas de Test MC/DC à partir 
d’un Modèle de Transition 
 
ans le chapitre précédent nos études se sont concentrées sur le critère de couverture 
MC/DC.  Nous avons ainsi présenté de façon formelle deux des principales variantes de 
ce critère et proposé de nouvelles approches permettant de générer de façon automatique, des 
cas de test MC/DC pour différents types de décisions (expressions booléennes) complexes : 
décisions de moyennes et grandes tailles, décisions avec des conditions interdépendantes, etc. 
Une étude comparative avec les approches existantes a montré l’utilité de nos approches quant 
à la prise en compte de décisions complexes. 
Dans le chapitre 2, nous avons également mené une étude sur la génération automatique de cas 
de test en vue d’orienter nos travaux de recherche. Cette génération de cas de test est 
généralement composée d’un modèle d’entrée, d’un critère de sélection de test et d’une méthode 
de génération de test. C’est ainsi que pour la génération automatique de cas de test à partir de 
spécifications de logiciels, nous avons opté pour les choix suivants : (1) l’utilisation des 
Statecharts pour représenter de façon abstraite les spécifications du système sous test, (2) le 
critère MC/DC comme principal critère pour la sélection de test, et (3) l’utilisation 
d’algorithmes basés sur les graphes et des techniques d’exécution symbolique comme méthodes 
de génération de test. Par ailleurs, nous avons présenté quelques outils, bien connus, de 
génération automatique de cas de test. A ce titre nous avons vu comment les outils pouvaient 
poser des problèmes pour une entreprise donnée (cf. chapitre 2, section 2.3.4) : coûts divers liés 
au prix et la formation sur les outils, complexité des outils, personnalisation d’outils, etc. Dans 
le cas particulier de la personnalisation d’outils, il est en général impossible d’apporter des 
modifications sur un outil dans le but de l’adapter à ses besoins spécifiques. Par exemple, pour 
implémenter nos approches de génération de cas de test MC/DC, présentés dans le chapitre 
précédent, nous devons entre autres adapter la ou les méthodes de génération de cas de test. Ce 
qui n’est en général pas possible avec les outils de génération de cas de test. 
Ainsi, pour cette raison et aussi dans le but de disposer d’outils ou d’approches qui pourront 
prendre en compte différents besoins spécifiques (par exemple, personnalisation du modèle 
D 
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d’entrée, intégration de nouveaux critères de couverture spécifiques à une entreprise, prise en 
compte d’un process donnée), il est nécessaire voire primordiale de disposer d’une solution 
complète et « maitrisée » de génération automatique de cas de test.    
Dans ce chapitre nous proposons une approche complète de génération automatique de cas de 
test MC/DC à partir de spécifications de logiciels. Dans le cas d’une spécification de logiciel, 
la satisfaction du critère MC/DC pour une décision donnée, ne peut être possible que si au 
préalable un certain nombre de conditions (ou contraintes) sont réunies, par exemple, séquences 
d’entrées et/ou de décisions à satisfaire au préalable avant de considérer la décision que l’on 
désire tester. Ainsi, les différentes contraintes liées à la spécification (dépendances diverses 
entre les décisions par exemple) doivent être prises en compte pendant la génération de cas de 
test. 
Dans notre approche, les spécifications sont d’abord capturées sous forme de modèle d’états-
transitions spécifique, qui constituera notre modèle d’entrée ou modèle de test. Ensuite nous 
proposons différentes techniques permettant de générer à partir du modèle de test, des cas de 
test en considérant le critère MC/DC en particulier.  
Le chapitre est structuré comme suit. La première partie présente notre modèle d’entrée, appelé 
modèle de test. La deuxième partie traite de la génération automatique de cas de test à partir du 
modèle de test. Un cas d’étude est présenté dans la partie 3 et une brève discussion sur les 
travaux connexes est présentée dans la partie 4. Enfin, la partie 5 conclut ce chapitre. 
4.1 Le Modèle de Test 
C’est le modèle que nous avons mis en place et qui sert de modèle d’entrée pour la génération 
automatique de cas de test. Il est basé sur les modèles d’états-transition, et plus précisément sur 
les Statecharts. Dans le but de faciliter la génération de cas de test et aussi la capture de 
spécifications de systèmes réactifs ou transformationnels discrets, nous avons conçu des 
modèles spécifiques de Statecharts. 
Dans cette partie nous présentons notre modèle de test pour la génération de cas test à partir de 
spécifications logicielles.  
4.1.1 Caractéristiques du Modèle de Test. 
Notre modèle de test est basé sur les Statecharts. Cependant, ces modèles offrent un certain 
nombre de possibilités qui ne sont pas forcément nécessaires dans notre contexte de génération 
de cas de test. C’est pourquoi nous avons fait le choix d’utiliser une partie ou un sous-ensemble 
des possibilités qu’offrent ces modèles. 
4.1.1.1 Gestion des Etats du Modèle de Test 
L’une des grandes innovations des Statecharts est sans doute l’introduction des états 
concurrents et des états hiérarchiques. Les états concurrents permettent de définir des états 
parallèles, c’est à dire des états capables de fonctionner de façon simultanée. Les états 
hiérarchiques représentent des macro-états, c’est à dire des états composés de sous états ou de 
machines d’états.  
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Pour notre modèle de test, nous avons choisi de garder les états hiérarchiques. Néanmoins 
nous avons jugé nécessaire d’éliminer les états concurrents. En effet, dans le chapitre 2 nous 
avons présenté deux types de modèles abstraits généralement utilisés pour la génération de cas 
de test ; il s’agit du modèle d’implémentation et du modèle de test. Pour rappel, le modèle 
d’implémentation est un modèle construit avec pour but principal de faire de la simulation et/ou 
de la génération de code. Ce modèle peut également servir pour la génération de cas de test. En 
revanche le modèle de test est uniquement construit dans le but de générer des cas de tests. Un 
tel modèle se focalise sur les comportements à tester et non sur des détails d’implémentation. 
En conséquence le modèle de test doit être le plus abstrait possible. C’est pourquoi nous avons 
pensé qu’il n’était pas nécessaire d’inclure les états concurrents dans le modèle de test, comme 
le font certains outils comme MaTeLo [81]. Bien que les états concurrents simplifient la 
modélisation de systèmes complexes, leur exploitation pour la génération de cas de test est 
souvent très complexe, car elle requiert généralement la transformation de ces états, qui se 
traduit par le produit cartésien de tous les sous-états des états concurrents [67],[151]. Ce qui 
peut entrainer une explosion combinatoire du nombre d’états et de transitions à tester par 
exemple. 
Notre modèle de test supporte également la définition de pseudo-états de type conditionnel. Ces 
pseudo-états permettent en effet de réaliser des branches conditionnelles dans le modèle.  
4.1.1.2 Modèle Déterministe 
Un modèle de test peut être caractérisé par un comportement déterministe ou non-déterministe. 
Un modèle déterministe, à l’opposé d’un modèle non-déterministe, est non-aléatoire, c’est à 
dire un modèle dans lequel les sorties peuvent être déterminées avec certitude en considérant 
les valeurs des paramètres impliqués et des conditions initiales. Ainsi, dans un tel modèle, une 
même séquence de stimuli produira toujours le même résultat. En conséquence, il sera plus 
facile à partir de tels modèles de produire, par exemple, des cas de test (qui incluent des résultats 
attendus) et ainsi un rapport de couverture. C’est pourquoi nous utiliserons des modèles 
déterministes comme modèles de test. 
4.1.1.3 Gestion du Temps 
La notion de temps est particulièrement importante pour des systèmes dit temps réels. Dans de 
tels systèmes le temps est perçu comme un paramètre additionnel, c’est à dire qu’il introduit un 
nouveau degré de liberté. En conséquence, ces systèmes deviennent encore plus difficiles à 
tester car ce paramètre doit être explicitement pris en compte. 
Dans notre modèle de test, nous ne prenons pas en compte l’aspect temps. Néanmoins, dans la 
mesure du possible une simple variable pourrait être utilisée pour caractériser le temps. 
4.1.1.4 Représentation des variables 
Les variables jouent un rôle primordial dans la description d’un modèle de test. En effet, elles 
permettent entres autres, de décrire les conditions de déclenchements des transitions, 
d’effectuer des opérations diverses, par exemple, calculer un résultat ou transmettre des 
données.  
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Dans notre modèle de test, nous avons défini trois classes de variables à savoir les variables 
d’entrée, les variables de sortie et les variables intermédiaires. Les variables d’entrée 
représentent des données externes que le modèle reçoit, par exemple, d’autres modèles ou de 
capteurs, pour effectuer ses différentes opérations. Les variables de sortie représentent les 
données transmises par le modèle, par exemple, des résultats ou des commandes. Enfin les 
variables intermédiaires sont des variables temporaires permettant d’effectuer des opérations 
intermédiaires entre les variables d’entrée et de sortie. Chaque variable d’une classe quelconque 
peut être définie en utilisant les différents types (entier, réel, énumération et booléen) et 
domaines (intervalles et ensembles) supportés par notre modèle de test (cf. section 4.1.3.2).  
Cas particulier des variables d’entrée 
Dans notre approche nous avons particulièrement opté pour une catégorisation des variables 
d’entrée. Ainsi, deux catégories ont été définies pour cette classe de variable, à savoir les 
variables d’entrée changeantes appelées change inputs, et les variables d’entrées fixes ou 
fixed inputs. Les change inputs sont des variables susceptibles de changer de valeurs à tout 
instant dans le modèle de façon implicite. C’est le cas par exemple avec les systèmes réactifs 
où une variable11 (sans être modifiée) utilisée plusieurs fois dans le modèle (décrivant le 
système) n’a pas forcement la même valeur. Par contre, les fixed inputs sont des variables qui 
ne changent pas de valeurs dans le modèle. Ainsi, elles gardent leurs valeurs partout dans le 
modèle. C’est le cas en particulier avec les systèmes transformationnels. Par exemple, un 
modèle qui prend trois variables d’entrées entières x, y, z et détermine si les trois variables 
forment un triangle et si oui détermine sa nature, utilise des fixed inputs.  
Notre motivation ici est que, dépendant des systèmes à modéliser, certains peuvent être 
fortement caractérisés par des variables d’entrée de type change input et/ou par des variables 
d’entrée de type fixed inputs.  
Remarque : Bien que les variables intermédiaires et de sortie n’aient pas été catégorisées, 
celles-ci peuvent être néanmoins vues comme des fixed inputs, car leurs valeurs ne changent 
pas dans le modèle, sauf si une ou des opérations les modifient (par une action par exemple). 
4.1.1.5 Evènements  
Dans le domaine des systèmes embarqués en général, et automobile en particulier, la notion 
d’évènement est cruciale. C’est pourquoi notre modèle de test supporte la définition 
d’évènements. Pour cela, et dans le but de proposer une description claire des évènements, nous 
avons adopté deux définitions d’évènements utilisées par les Statecharts UML [83] : les 
évènements de type « signal » ou signal event et les évènements de type « changement » ou 
change event.  
Les signal events sont des évènements qui peuvent être simplement caractérisés par un envoi 
de signal, par exemple, l’évènement « push_button » qui traduit l’appui d’un bouton. Dans notre 
modèle de test, les évènements de type signal sont décrits par de simples messages nominatifs. 
Par exemples, push_button, release_button, demarage_moteur, etc. 
                                                 
11 Les données issues d’un capteur par exemple 
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Les évènements de type change (à ne pas confondre avec les change inputs qui sont des 
variables d’entrée) sont plus explicites. Ils caractérisent le changement de valeur d’une 
condition ou d’une expression booléenne. Cette condition ou expression booléenne doit 
impliquer au moins une variable de type change input. Par exemple, le passage de valeur d’une 
variable change input de True à False.  
Dans notre modèle de test, les change events sont décrits en se basant sur la notation proposée 
par le langage SCR [46],[152] pour les évènements. Ainsi, nous avons adopté les deux notations 
suivantes : @T(C) et @F(C) où C représente une condition booléenne impliquant au moins 
une variable change input. La notation @T(C) signifie que l’évènement se produit quand la 
valeur de la condition booléenne C passe de False à True. Inversement, @F(C) signifie que 
l’évènement se produit quand la valeur de C passe de True à False. Ces deux notations sont 
équivalentes aux formules logiques suivantes [46],[152]: 
    @T(C)   C ∧Caft 
     @F(C)  C ∧ Caft 
Où Caft représente la nouvelle valeur de C après le changement. On remarquera que @F(C)  
@T(C). Par ailleurs, ce type d’événement implique toujours 2 états (connectés) du modèle, 
car C est évaluée dans l’état courant et Caft dans le prochain état [46],[152]. 
Il est également possible de définir des évènements de ce type avec des expressions booléennes, 
par exemple, @T(C ∧ D) ou @T(C ∨ D), où C et D sont des conditions booléennes. Cela 
donne les formules logiques suivantes :  
    @T(C ∧ D)   (C ∧D) ∧ (Caft ∧Daft) 
    @T(C ∨ D)   (C ∨D) ∧ (Caft ∨Daft) 
Remarque : nous avons déjà souligné le fait que toute expression booléenne définie pour un 
change event doit au moins impliquer une variable change input. Cela signifie que des variables 
autres que des change inputs peuvent faire partie de l’expression. Par exemple, l’évènement 
@T(x > y), x étant un change input et y une variable intermédiaire peut être définie. Dans ce 
cas la formule logique de l’évènement donne : @T(x > y)  ( x > y) ∧( xaft > y). 
Représentation sur le modèle : comme dans la plupart des modèles basés sur les transitions, 
les évènements sont associés aux transitions du modèle de test. La Figure 4.1 illustre un modèle 
où les transitions sont déclenchées par différents types d’évènements (signal et change). Par 
exemple, le modèle passe de l’état A à l’état B si et seulement si les trois conditions suivantes 
sont réunies : (1) la condition C vaut False dans A, (2) C passe de la valeur False à la valeur 
True, et (3) la valeur de C dans B vaut True. L’occurrence de l’évènement appui_bouton à partir 
de l’état B permet le passage vers l’état C. 
 
Figure 4.1. Exemple de transitions déclenchées par différents types d’évènements 
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4.1.1.6 Gardes et Actions 
Dans notre modèle de test, il est également possible de définir des gardes et des actions. Les 
gardes sont des expressions booléennes définies sur des transitions. Une garde est évaluée 
uniquement lorsqu’un évènement déclencheur (l’événement dont l’occurrence est nécessaire 
mais pas forcément suffisante pour le déclenchement d’une transition) se produit. A cet instant 
précis, si la garde est fausse, la transition ne se déclenche pas. Par contre si elle est vraie la 
transition se déclenche, et si une ou des actions sont définies elles sont alors exécutées. A noter 
que le déclenchement d’une transition peut être uniquement conditionné par une garde quand 
un évènement n’est pas défini. Aussi, la définition de garde ou d’actions sur une transition est 
facultative. Par ailleurs, une action n’est exécutée que si la transition portant cette action est 
déclenchée. Dans notre modèle de test, les actions sont définies sur les transitions et 
représentées par des instructions d’affectation (changement de valeur d’une variable). La            
Figure 4.2 ci-dessous illustre un modèle dont une des transitions (A->B) est définie par un 
événement (en rouge), une garde (en bleu) et une action (en noir). Ainsi, pour passer de l’état 
A vers l’état B, il faut que la garde x>0 soit évaluée à True quand l’évènement @T(C) se produit. 
Une fois ces conditions réunies, la transition est déclenchée et l’action « x:=y » est exécutée 
tout juste avant que le modèle ne passe à l’état B. 
 
           Figure 4.2. Exemple d’une transition avec un évènement, une garde et une action 
4.1.2 Exploitation du Modèle pour la Génération de Cas de Test 
Le modèle décrit dans la section précédente est le modèle qui servira de base pour la génération 
de cas de test. Pour cela, un certain nombre de transformations doivent être au préalable 
effectuées sur celui-ci afin de le rendre exploitable ou opérationnel pour la génération de cas de 
test de « qualité ». 
Dans cette partie nous présentons les différentes transformations effectuées sur le modèle de 
test avant l’étape de la génération de cas de test.   
4.1.2.1 « Aplatissement » des Macro-états ou Etats Composites 
L’aplatissement (ou flattening en anglais) est un procédé qui a pour objectif de transformer une 
machine d’état hiérarchique (ou Statecharts) en une machine « simple », c’est à dire une 
machine où tous les états sont « atomiques » (pas de macro-états ni d’états concurrents). Cette 
transformation doit préserver la sémantique d’exécution de la machine d’état d’origine. Elle 
permet donc de ramener l’analyse automatique de la machine d’origine à celle d’une machine 
à états finis (FSM), qui est plus simple à étudier.    
Dans le contexte de la génération de cas de test, le flattening est une technique couramment 
utilisée [67],[151],[153],[154]. Les modèles transformés sont ainsi utilisés comme modèles de 
base pour générer les cas de test. Dans notre cas, nous utilisons cette technique pour transformer 
les macro-états du modèle de test. La Figure 4.3 ci-dessous illustre le flattening d’une machine 
composée de macro-état. 
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Figure 4.3. Machine d'états hiérarchique et sa machine aplatie correspondante 
4.1.2.2 Transformation des Pseudo-états 
Cette transformation concerne tout pseudo-état conditionnel du modèle de test ayant plusieurs 
transitions entrantes et plusieurs transitions sortantes (exemple Figure 4.4). En effet, dans une 
telle configuration et en considérant le critère MC/DC sur les gardes des transitions sortantes 
(il faut noter que toute transition partant d’un pseudo-état conditionnel possède toujours une 
garde), les cas de test générés peuvent ne pas couvrir certaines transitions entrantes du pseudo-
état, et ce même si le MC/DC est satisfait. Ce qui pourrait être problématique dans la mesure 
où toutes les paires de transitions du pseudo-état ne sont pas nécessairement testées. Pour 
illustrer le problème nous utilisons l’exemple de la Figure 4.4 ci-dessous. Le critère MC/DC est 
satisfait pour la garde g=x>0 si et seulement si : (1) g est évaluée à True au moins une fois et 
(2) g est évaluée à False au moins une fois. Par exemple, deux tests permettant de traverser les 
chemins B->c->C et A->c->D de la Figure 4.4 (a) suffisent pour satisfaire le MC/DC des gardes. 
Dans ce cas précis les chemins B->c->D et A->c->C n’ont pas été testés, pourtant le pseudo-
état conditionnel a été clairement défini pour illustrer les différentes possibilités de chaque état 
source de celui-ci. Pour pallier à ce problème nous utilisons une méthode de transformation, 
inspirée de [153], dont le but consiste à « casser » les pseudo-états d’un modèle de sorte à ce 
que chaque nouveau pseudo-état ait une et une seule transition entrante. Comme cela, toutes les 
paires de transitions (entrantes et sortantes) des pseudo-états seront prises en compte lors de la 
génération de cas de test. Le principe de la transformation est illustré par la Figure 4.4 (b).  
 
Figure 4.4. Exemple de transformation d'un pseudo-état conditionnel 
4.1.2.3 Transformation et Exploitation des Evènements 
Comme présenté dans la section 4.1.1.5, notre modèle de test supporte deux types 
d’évènements : les signal events et les change events. Comme nous le savons, les évènements 
ne sont pas explicitement pris en compte par les critères de couverture orientés flot de contrôle 
comme le MC/DC. Ainsi, vu le rôle que jouent les évènements dans le modèle de test, il est 
primordial que ceux-ci soient pris en compte de façon explicite dans la génération des cas de 
test.  
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Dans cette partie nous proposons des approches permettant de prendre en compte les différents 
types d’évènements dans la génération de cas de test, suivant le critère MC/DC. Pour cela, nous 
traitons deux cas : le cas des évènements gardés, c’est à dire possédant une garde, et le cas des 
évènements ne possédant pas de gardes ou évènements non-gardés.  
4.1.2.3.1 Cas des évènements gardés 
Pour les évènements possédant une garde, le critère MC/DC se focalise principalement sur la 
structure de celle-ci (la garde) sans considérer explicitement les évènements. Ainsi, pour 
prendre en compte de façon explicite les évènements, c’est à dire tester leur impact tout en 
satisfaisant le MC/DC de la garde, nous adopterons les techniques de transformation utilisées 
dans [25]. 
 Cas des change events 
Pour rappel, l’occurrence d’un événement de type change se traduit par le changement de valeur 
d’une condition ou d’une expression booléenne (que nous désignerons par C), soit du bas vers 
le haut (False à True noté @T) ou du haut vers le bas (True à False noté @F). Ainsi, il s’agit 
pour nous de tester deux cas : (1) l’occurrence de l’évènement en considérant tous les cas de 
test MC/DC de la garde, et (2) la non occurrence de l’évènement en considérant un cas de test 
où la garde est évaluée à True. 
               (1) e(C) ∧ MCDC(garde) 
               (2) not(e(C)) ∧ garde 
Où e(C), not(e(C)) et MCDC(garde) représentent respectivement l’occurrence du change event, 
la non occurrence de l’évènement, et l’ensemble des cas de test MCDC requis pour satisfaire la 
garde.  
La formule (1) peut être réécrite sous la forme suivante : (1’) Valbef(C) ∧ MCDC(garde) ∧ 
Valaft(C), où Valbef(C) et Valaft(C) représentent respectivement les valeurs avant et après de la 
condition C, et Valbef(C) ≠ Valaft(C). Si, l’évènement se produit quand C passe du niveau bas 
vers le niveau haut alors Valbef(C) = False et Valaft(C) = True, sinon Valbef(C) = True et Valaft(C) 
= False.  
Le même raisonnement sur la formule (2) conduit à l’expression suivante : (2’) Valbef(C) ∧ 
garde ∧ Valaft(C) où Valbef(C) = Valaft(C) 
 Cas des signal events 
Pour les signal events il s’agit de tester simplement le cas de l’occurrence de l’évènement avec 
tous les cas de test MC/DC de la garde, c’est à dire : e  MCDC(garde). Ici le cas de la non 
occurrence de l’évènement n’est pas traitée étant donné la nature de l’évènement. 
 Exemple 
Pour illustrer le principe décrit plus haut, nous utilisons l’exemple de la            Figure 4.2 
(section 4.1.1.6) ci-dessus. L’évènement de la transition A->B (A vers B) est de type change 
event (bas vers le haut) et a pour garde g = x>0. La variable de l’évènement est représentée par 
la condition booléenne C. Ainsi, d’après (1’) il faudra tester la combinaison Valbef(C) = False 
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∧ MCDC(g) ∧ Valaft(C) = True et d’après (2’) les combinaisons Valbef(C) = True ∧ g ∧ 
Valaft(C) = True et Valbef(C) = False ∧ g ∧ Valaft(C) = False. Ce qui donne le tableau ci-
dessous : 
 Tableau 4.1. Combinaisons nécessaires à tester pour la transition AB 
Valbef(C)  g Valaft(C)  
False True True 
False False True 
True True True 
False True False 
Pour l’évènement de la transition B->A (B vers A), qui est de type signal event et ayant pour 
garde g = (x==0), la formule donne : e1 ∧ MCDC(g). Ce qui revient à tester les deux cas : e1 
∧ g et  e1 ∧ g. 
4.1.2.3.2 Cas des évènements non-gardés 
Pour le cas des évènements non-gardés nous procédons dans un premier temps à une insertion 
de gardes fictives. L’insertion de gardes fictives dans le modèle de test est une technique qui a 
pour but d’accroitre la qualité des tests générés en couvrant les évènements qui ne possèdent 
pas de gardes. En effet, le critère que nous avons considéré (MC/DC) se focalise sur les 
expressions booléennes du modèle et non sur les évènements. En conséquence, certaines 
transitions dont le déclenchement est uniquement conditionné par l’occurrence d’un évènement 
pourraient ne pas être couvertes. Ce qui constitue un handicap majeur. A titre d’exemple, le 
MC/DC de la machine de la Figure 4.4 (a) peut être satisfait sans nécessairement couvrir les 
deux évènements ev1 et ev2. 
Pour pallier cela, nous insérons simplement des gardes fictives pour les évènements ne 
disposant pas de gardes. Les gardes fictives utilisent une constante booléenne qui vaut toujours 
True. Cependant, cette valeur ne sera pas prise en compte lors de l’établissement du rapport de 
couverture. La technique est juste utilisée pour prendre en compte les évènements « non 
gardés » lors de la génération des cas de test. 
Apres l’insertion des gardes fictives nous pouvons procéder comme dans le cas des évènements 
gardés pour trouver les combinaisons à tester.  
4.1.2.4 Prise en Compte des Actions 
Comme souligné plus haut, les actions sont définies dans notre modèle de test en utilisant des 
instructions d’affectation sous la forme «var:=expr», où var et expr représentent 
respectivement la variable et l’expression d’affection. Cette expression peut être une décision. 
Dans ce cas elle doit être considérée dans la génération de cas de test MC/DC. Ainsi, quand une 
action contient une expression booléenne elle est automatiquement prise en compte dans le 
processus de génération de cas de test MC/DC. 
4.1.3 Un DSL pour la Mise en Œuvre du Modèle de Test 
  
 109 
Dans les sections précédentes, nous avons longuement discuté du modèle de test, en présentant 
notamment les caractéristiques principales de celui-ci. Nous avons présenté également les 
différentes transformations et considérations à prendre en compte sur un tel modèle pour le 
rendre « opérationnel » pour la génération de cas de test. Cependant, la mise en œuvre du 
modèle n’a pas été traitée. Ce paragraphe aborde ce sujet. 
Dans cette partie nous présentons une approche d’implémentation du modèle de test à travers 
un langage dédié ou Domain-Specific Language (DSL). Un DSL est un langage de 
programmation qui à l’opposé des langages généralistes (par exemple, C ou Java) cible un 
domaine ou un problème spécifique. Quelques exemples de DSLs incluent SQL pour les bases 
de données, Mathematica pour les mathématiques. L’avantage principal d’un DSL est qu’il est 
conçu pour répondre à un besoin spécifique, par exemple, en proposant des fonctions 
spécifiques et une syntaxe ciblée. C’est pourquoi nous avons jugé qu’il était nécessaire de 
mettre en place un DSL qui prendra en compte les différentes spécifications (caractéristiques et 
transformations) du modèle de test et aussi la génération de cas de test. En plus, disposer d’un 
DSL nous permettra d’avoir un contrôle total sur notre approche, c’est à dire la définition du 
modèle de test, des critères de couverture, et de la génération des cas de test. Ainsi, pour 
l’implémentation de notre DSL nous avons utilisé l’outil Xtext [155],[156]. 
4.1.3.1 Présentation Rapide de Xtext 
Xtext est un framework pour le développement de langages de programmation et de DSLs. Il 
offre des outils permettant la définition, la vérification et la validation, ainsi que l’exploitation 
d’un langage. Ainsi, pour spécifier un langage, un utilisateur doit dans un premier temps écrire 
la grammaire de celui ci, qui représente l’ensemble des règles qui décrivent la forme des 
éléments valides selon la syntaxe du langage. Ensuite, une fois la grammaire définie, Xtext est 
capable de dériver des éléments permettant de faciliter la construction du langage. Ces éléments 
incluent notamment un analyseur lexical ou lexer, un analyseur syntaxique ou parseur, un 
vérificateur de type ou typechecker, un compilateur ainsi que d’un éditeur (par exemple dans 
Eclipse). Par ailleurs, Xtext est complètement intégré à l’environnement de développement 
(IDE) Eclipse et bénéficie ainsi des fonctionnalités principales d’un IDE, telles la coloration 
syntaxique, la validation syntaxique « à la volée », et l’auto-complétion. 
4.1.3.2 Grammaire et Structure du DSL 
L’écriture de la grammaire constitue la première et principale étape de construction d’un DSL 
avec Xtext. Ainsi, pour notre DSL, nous avons écrit une grammaire qui permet de prendre en 
compte tous les aspects liés à la définition du modèle de test ainsi que du critère de couverture. 
La grammaire complète est fournie en annexe. D’une manière générale, elle comprend trois 
parties essentielles à savoir la définition du ou des critères de couverture, la définition de 
l’interface du modèle à tester, et la spécification (comportementale) du modèle.  
Un exemple d’une spécification complète d’un modèle de test avec le DSL est décrit plus loin 
par la Figure 4.15 dans la section 4.3.2.2. 
4.1.3.2.1 Critères de Couverture 
La grammaire a été écrite de telle sorte que l’utilisateur puisse choisir parmi un lot de critères 
de couverture structurels, celui qui sera utilisé pour la génération de cas de test. Les critères 
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supportés incluent entres autres le MC/DC et la couverture des décisions. Par ailleurs, il est 
possible de définir, en complément du critère structurel choisi, un critère de sélection de 
données comme le critère aléatoire ou random et le critère valeurs aux limites ou boundary 
values. 
4.1.3.2.2 Spécification de l’Interface 
Cette partie concerne la spécification de l’interface du modèle de test. Ainsi, les évènements à 
considérer, les différentes variables d’entrée/sortie du modèle, ainsi que leur types et domaines 
(de définitions) sont spécifiés dans cette partie. Les types supportés incluent les booléens, les 
entiers, les réels et les énumérations. Les domaines sur les variables d’entrée/sortie peuvent être 
définis à l’aide d’intervalles ou d’ensembles.  
4.1.3.2.3 Spécification Comportementale 
La dernière partie concerne la spécification comportementale du modèle. Ce qui veut dire que 
la structure de la machine d’état du modèle de test doit être explicitement décrite dans cette 
partie. 
4.1.3.3 Vérification & Validation du DSL 
La Vérification et la Validation (V&V) constituent une étape importante dans l’implémentation 
d’un DSL. Elle intervient généralement après la phase de définition de la grammaire. Le but de 
la V&V est de s’assurer que le modèle final décrit répond aux différentes exigences imposées 
à celui-ci. En effet, bien qu’il soit possible d’imposer des contraintes directement dans la 
définition de la grammaire, certaines contraintes ou propriétés sont très difficiles voire 
impossibles à vérifier à partir de celle-ci (la grammaire). Par exemple, vérifier une propriété 
mathématique sur un modèle exige souvent un algorithme qui doit être implémenté de façon 
explicite. C’est pourquoi Xtext offre une classe permettant de vérifier et valider certaines règles 
ou propriétés, mêmes complexes.  
Dans le cas de notre DSL, nous avons défini et implémenté un certain nombre de règles qui 
permettent de garantir une certaine cohérence du DSL décrit. Quelques exemples de 
vérifications sur le langage incluent quelques cas suivants : 
 Vérifier que deux ou plusieurs états de la machine ne portent pas le même nom. Il s’agit 
ici de vérifier l’unicité du nom de chaque état dans la machine d’état décrite. 
 Vérifier que la garde d’une transition est toujours de type booléen. En effet, la garde 
d’une transition dans la grammaire du DSL est définie comme étant une expression, qui 
peut être de nature autre que booléenne, par exemple, arithmétique.  
 Vérifier la cohérence des types dans les actions des transitions. Par exemple, est ce que 
l’affectation x = y*2 est cohérente d’un point de vue typage ? Il s’agit ici de vérifier si x 
et y sont du même type dans un premier temps, puis si elles (variables) sont soit entières 
ou réelles. 
 Vérifier le déterminisme du modèle décrit. Cette propriété est vérifiée partiellement, car 
étant très difficile voire impossible à vérifier sur un tel modèle de façon exhaustive. 
Ainsi, nous vérifions simplement que deux ou plusieurs transitions partant d’un état 
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donné du modèle ne sont pas déclenchées sous les mêmes conditions. Cependant, une 
exécution dynamique peut toujours conduire à des cas de non-déterminisme.  
La Figure 4.5 ci-dessous présente une partie de l’implémentation de la règle de vérification des 
actions d’une transition. Ici la vérification consiste à s’assurer que la variable et l’expression 
d’affectation sont de même type.  
 
4.1.3.4 Interprétation du DSL 
L’interprétation intervient une fois que le modèle décrit au moyen du DSL a été validé. Elle a 
pour but d’analyser le modèle ainsi décrit en effectuant des actions. Ces actions représentent 
généralement l’exécution du modèle ainsi que des étapes intermédiaires. Ainsi, elle peut être 
considérée comme une phase d’exploitation du modèle dans le but d’atteindre l’objectif 
souhaité, par exemple, la génération de code.  
Xtext propose Xtend [156], qui est un langage dédié visant à faciliter l’interprétation des 
modèles DSL. 
Dans notre cas, l’interprétation des modèles du DSL se déclinent en deux phases à savoir la 
transformation de modèle et la génération de code. La transformation de modèle est l’étape 
où les différentes transformations présentées dans la section 4.1.2 ont été implémentées. Après 
cette phase intervient celle de la génération de code. Elle implémente notre approche de 
génération automatique de cas de test, qui est abordée dans la seconde partie de ce chapitre, à 
partir du modèle transformé.  
4.2 Génération Automatique de Cas de Test 
Dans cette partie nous présentons notre approche de génération automatique de cas de test. Cette 
approche permet de générer un ensemble de cas de test à partir d’un modèle de test transformé12, 
en tenant compte du critère de couverture MC/DC. Pour rappel, un cas de test est composé d’un 
                                                 
12 C’est à dire un modèle de test ayant subi toutes les transformations nécessaires (voir section 4.1.2) dans le but 
d’être exploitable et opérationnel pour la génération de test. 
def checkSameTypeLeftRight(ASSIGN_STATEMENT assign){ 
val leftType = assign.left?.variable?.varTypeProvider // type de la variable d'affectation 
val rightType = assign.right?.typeFor //type de l'expression à affecter à la variable 
if(leftType != rightType){ //erreur si leftType != rightType 
if (leftType == null){ 
return 
} 
else{ 
if(rightType == null){ 
error("connot assign unknown type to " + leftType + ", expected " + leftType,   
ModuleDslPackage.Literals.ASSIGN_STATEMENT__RIGHT) 
} 
else{ 
error("connot assign "+ rightType + " to " + leftType + ", expected " + leftType, 
ModuleDslPackage.Literals.ASSIGN_STATEMENT__RIGHT) 
} 
} 
} 
 
 
} 
 
Figure 4.5. Exemple d'une vérification d'un élément du DSL 
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ensemble de valeurs de test, de préconditions d’exécution, de résultats attendus et de 
postconditions d’exécution. Dans notre contexte, les valeurs de test représentent les tests 
MC/DC requises par chaque expression booléenne d’une transition du modèle. Les 
préconditions d’exécution représentent les conditions nécessaires requises par le modèle de test 
pour atteindre l’état source de la transition (état à partir duquel les tests doivent être exécutés) 
à partir de l’état initial. Enfin les résultats attendus et postconditions d’exécution représentent 
les différentes actions déclenchées par les transitions, les états attendus ainsi que les valeurs des 
sorties, résultant de l’exécution des tests. 
La   Figure 4.6 (en encadré) illustre les étapes principales de notre approche de génération de 
cas de test. Elles (étapes) se composent notamment de la génération du graphe du modèle de 
test transformé, de la génération des valeurs de test MC/DC à partir des transitions, et de la 
génération des cas de test MC/DC à partir du modèle de test. Les étapes impliquant la 
construction du modèle de test ainsi que les différentes transformations à effectuer sur celui-ci 
ont déjà été abordées dans la section 4.1 de ce chapitre.  
 
  Figure 4.6. Procédure de génération de cas de test 
4.2.1 Génération du Graphe du Modèle de Test 
La première phase de l’approche consiste à traduire le modèle de test transformé en un format 
particulier de graphe, le but étant de disposer d’un graphe et d’un ensemble d’outils ou de 
méthodes efficaces permettant de traiter les problèmes liés au parcours des graphes. Pour ce 
faire, nous avons utilisé dans l’approche, l’outil JGraphT [157] qui est une librairie Java 
proposant divers types de graphes (par exemple, des graphes dirigés ou non dirigés) ainsi 
qu’une large palette d’algorithmes de traitement de graphes. Parmi les algorithmes proposés on 
peut citer entres autres, l’algorithme des plus courts chemins de Bellman-Ford [158] et de 
Dijkstra [129], l’algorithme des K plus courts chemins d’un graphe, K étant un nombre entier 
strictement positif spécifié par l’utilisateur, l’algorithme de la fermeture transitive, etc. 
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Egalement, JGraphT propose des méthodes permettant d’analyser facilement les graphes (par 
exemple, navigation entre les nœuds ou les arcs du graphe).    
Il convient de noter que cette phase ne modifie pas la structure de la machine d’état d’origine 
mais plutôt le format. Cependant, les formats des gardes, évènements et actions sont conservés. 
4.2.2 Génération des Valeurs de Test 
Cette phase consiste à générer à partir des éléments (évènements, gardes et actions) de chaque 
arc (transition) du graphe, les valeurs de test MC/DC requises par celui-ci (arc). Pour ce faire, 
les transitions sont d’abord isolées du modèle de test et ensuite chaque transition est traitée 
séparément pour générer les valeurs de test MC/DC adéquates. L’approche de génération de 
cas de test MC/DC utilisée pour les décisions (expressions booléennes) a déjà été largement 
traitée dans le chapitre précédent. Aussi, la prise en compte des évènements dans ce processus 
a été abordée dans la section 4.1.2.3. 
4.2.3 Génération de Cas de Test MC/DC 
Une fois que les valeurs de test MC/DC de chaque transition du modèle sont calculées, il est 
maintenant possible de construire les cas de test MC/DC pour le modèle de test. Pour cela, les 
préconditions d’exécution ainsi que les résultats attendus et postconditions d’exécution pour les 
différentes valeurs de test doivent être calculés au préalable. 
4.2.3.1 Quelques Définitions 
Définition 1. Chemin : Un chemin dans un modèle de test est une séquence successive de 
transitions du modèle. 
Définition 2. Chemin de Préfixe : Soit s un état du modèle de test autre que l’état initial. On 
dira qu’un chemin cp dans le modèle est un chemin de préfixe pour (ou de) s si et seulement 
si : (1) la première transition de la séquence de cp a pour état source l’état initial du modèle et 
(2) la dernière transition de la séquence a pour état cible l’état s.  
Définition 3. Chemin Faisable : Soit p un chemin quelconque dans le modèle de test, p est dit 
faisable si et seulement si il est possible de déclencher chaque transition du chemin, et dans 
l’ordre séquentiel suivant leur apparition dans p. Le chemin est dit infaisable dans le cas 
contraire. 
4.2.3.2 Recherche de Préconditions d’Exécution 
Comme souligné plus haut, les préconditions d’exécution d’une valeur de test correspondent 
aux conditions initiales que devraient satisfaire le modèle avant d’exécuter la valeur de test. 
Typiquement cela correspond à tout chemin de préfixe faisable du modèle pour l’état à partir 
duquel on doit considérer les valeurs de test. Par ailleurs, pour juger de la faisabilité ou non 
d’un chemin donné, une méthode bien connue consiste à associer au chemin un ensemble de 
contraintes booléennes, appelées contraintes de chemin (ou PC pour Path Constraint), puis à 
les résoudre. Quand ces contraintes peuvent être satisfaites, c’est à dire s’il existe des valeurs 
ou séquences de valeurs permettant de les satisfaire, alors le chemin est faisable, sinon il est 
infaisable ou indéterminé. 
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Dans notre approche de recherche de préconditions d’exécution, nous recherchons pour chaque 
état du modèle de test un ou des chemins de préfixe faisables pour cet état. En effet, c’est à 
partir des différents états du modèle que les valeurs de test des transitions sortantes (de ces 
états) seront considérées. 
La Figure 4.7 présente l’algorithme illustrant notre approche de recherche de préconditions 
d’exécution.  
Les grandes étapes de cet algorithme peuvent être reparties en trois grands points.  
4.2.3.2.1 Génération « à la volée » de Chemins de Préfixe 
La génération « à la volée » de chemins de préfixe consiste à générer pour un état donné du 
modèle (état à partir duquel on souhaite considérer une valeur de test), un chemin de préfixe 
pour cet état sans se soucier de sa faisabilité. En général, dans un modèle il peut exister 
plusieurs, voire une infinité de chemins de ce type. Ainsi, nous avons adopté une stratégie qui 
consiste à générer dans un premier temps les K plus courts chemins de préfixe (Figure 4.7, ligne 
5), K étant un entier non-nul strictement positif spécifié par l’utilisateur. L’algorithme 
permettant de générer les K plus court chemins est fourni par la librairie JGraphT. Ensuite, ces 
chemins seront traités (Figure 4.7, lignes 6-14) dans les prochaines étapes en respectant une 
certaine priorité (les chemins les plus courts d’abord). 
 
Algorithme: RechercherPrefix 
input model : graphe du modèle de test 
input s : état du modèle model à partir duquel le chemin de préfixe sera généré 
input K : entier strictement positif représentant le nombre des plus courts chemins de préfixe 
output prefix : préfixe de s sous la forme <Path, PC, Solution>, Path étant un chemin de préfixe, PC la contrainte et post- 
conditions associées à Path et Solution une solution à la contrainte du PC 
 
méthodes : 
   KShortestPaths(graph, state, K) -- retourne les K plus courts chemins de préfixe de l’état state dans le graphe graph 
genererPC(path, modelInputs) -- retourne le PC du chemin path en considérant les entrées modelInputs 
inputs(model) -- retourne les variables d’entrée du modèle de test model 
toSolver(cstr) -- retourne la contrainte cstr dans le format du solveur 
solve(cstr) -- retourne le verdict de la résolution de la contrainte cstr par le solveur 
 
begin 
[1] if (s is the initial state) then 
[2]         PC = <True, initialConditions> 
[3]         return <null, PC, initialConditions> 
[4] end if 
[5] kShortestPaths = KShortestPaths(model, s, K) 
[6] for each path path in kShortestPaths //le chemin le plus court est traité en premier 
[7]         PC = genererPC(path, inputs(model)) //voir Figure 4.8 
[8]         constraint = PC.constraint //retourne la contrainte contenue dans PC 
[9]         solverConstraint = toSolver(constraint) 
[10]         solution = solve(solverConstraint) 
[11]         if (solution  ) then 
[12]  return <path, PC, solution> 
[13]         end if 
[14] end for 
[15] return <null, null, null> //Aucune solution n’a été trouvée parmi les PC des K chemins générés 
end 
Figure 4.7. Algorithme pour la recherche de préconditions d'exécution 
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Algorithme : GenererPC 
input path : Chemin dans le graphe, c’est à dire une séquence de transitions  
input modelInputs : Variables d’entrée du modèle de test 
 output PC : PC de path sous la forme <Constraint, postConditions>,  Constraint est la contrainte associée à path et postConditions  
l’ensemble des post-conditions résultant du calcul de Constraints, c’est à dire l’ensemble des valeurs symboliques de 
toutes les variables présentes après l’exécution symbolique 
 
méthodes :  
getSymbValues(vars) -- retourne les variables vars avec leurs valeurs symboliques associées  
updateExpWithSymbValues(exp, symbolicValues) -- exprime l’expression exp en fonction des valeurs symboliques 
symbolicValues des variables de exp 
replaceSymbValues(vars, newSymbolicValues) -- remplace les valeurs symboliques des variables vars avec de nouvelles 
valeurs symboliques newSymbolicValues 
changeSymbValues(vars) -- change les valeurs symboliques des variables vars tel que∀x∈vars et xi sa valeur symbolique, 
x = xi ⇒x = xi+1, i≥0, où xi+1 est la nouvelle valeur symbolique de x 
getVarsInExpression(exp) -- retourne les variables contenues dans l’expression exp 
getChangeInputs(vars) -- retourne les inputs de type change parmi l’ensemble des variables vars 
 expand(event) -- retourne la formule logique de l’évènement event de type change 
 
begin 
[1] /*Initialisation*/ 
[2] Constraint = True // Contrainte initialisée avec True 
[3] postConditions = null // post-conditions initialisées à null 
[4] initVariables(modelInputs) // toutes les variables d’entrée initialisées avec des valeurs symboliques 
[5] /*Construction du PC*/ 
[6] for each transition t in path 
[7]      garde = t.guard 
[8]      event = t.event 
[9]      actionList = t.action //liste des actions définies par t, liste vide si pas d’action définie 
[10]  /*Prise en compte des gardes*/ 
[11]          varsInGarde = getVarsInExpression(garde)  
[12]         updateExpWithSymbValues(garde, getSymbValues(varsInGarde))  
[13]          Constraint = Constraint ∧ garde // mise à jour de la contrainte avec la garde     
[14]          /*Prise en compte des change event*/ 
[15]          if(event  null) then 
[16]                if (event.type == change) then 
[17]                    eventExpression = event.expression //renvoie l’expression booléenne définie dans l’event 
[18]                    varInEventExp = getVarsInExpression(eventExpression) //variables contenues dans eventExpression 
[19]                    updateExpWithSymbValues(eventExpression, getSymbValues(varInEventExp)) 
[20]                        event.setExpression(eventExpression) //change la valeur de l’expression avec celle mise à jour 
[21]                        expandedExp = expand(event) // retourne la forme logique de l’event (cf. section 4.1.1.5) 
[22]                        Constraint = Constraint ∧ expandedExp 
[23]                        changeInputs = getChangeInputs(varInEventExp) //change inputs parmi les variables de varInEventExp 
[24]                        changeSymbValues(changeInputs) // met à jour les valeurs symboliques des change inputs de event 
[25]           end if 
[26]        end if   
[27] /*Prise en compte des actions*/  
[28]         for each action action in actionList 
[29]          actionVar = action.left //variable d’affectation 
[30]          actionExp = action.right //expression de l’affectation 
[31]          varsInActionExp = getVarsInExpression(actionExp)  
[32]          updateExpWithSymbValues(actionExp, getSymbValues(varsInActionExp))  
[33]          replaceSymbValues(actionVar, actionExp) 
[34]       end for 
[35]    /*Changement de toutes les valeurs symboliques des change inputs pour  la transition de l’itération suivante*/ 
[36]       if (t’s target state is not a pseudo-state) then  
[37]             changeInputs = getChangeInputs(varsInGarde ∪ varInEventExp ∪ varsInActionExp) 
[38]             changeSymbValues(changeInputs) 
[39]       end if 
[40] /*Calcul des post-conditions*/ 
[41]    if (t is the last element in the sequence) then 
[42]          postConditions = getSymbValues(of all variables involved in the Symbolic Execution) 
[43]    end if 
[44] end for 
[45] return <Constraint, postConditions> 
end 
 
Figure 4.8. Algorithme pour la génération des contraintes de chemins (PC) 
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4.2.3.2.2 Génération des Contraintes de Chemin (PC)  
Cette étape (Figure 4.7, ligne 7 et Figure 4.8) consiste à construire les PC associés aux chemins 
de préfixe générés dans l’étape 1. Pour ce faire, nous nous basons sur l’approche de l’exécution 
symbolique [113], présentée dans la section 2.2.2 du chapitre 2.  
Avant de commencer, nous avons fait le choix de représenter un PC sous la forme d’un couple 
d’éléments : <contrainte, postconditions>, où contrainte représente la contrainte (formule 
booléenne) associée au chemin de préfixe considéré, et postconditions, l’ensemble des post-
conditions du chemin de préfixe, c’est à dire l’ensemble des valeurs (symboliques) de toutes 
les variables à l’issue de l’exécution symbolique. En effet, ces postconditions serviront de lien 
entre la contrainte du chemin et les contraintes ou actions définies à partir de l’état auquel le 
chemin de préfixe a été calculé. 
Ainsi, dans l’approche, les transitions de chaque chemin sont parcourues de façon séquentielle 
(à partir de la première transition du chemin) en considérant les conditions de déclenchement 
de chacune d’entre elles, notamment les gardes et les actions. Les gardes (conditions 
booléennes) participent directement à la construction de la contrainte du PC (Figure 4.8, ligne 
10-13) tandis que les actions permettent d’exprimer les valeurs des différentes variables du 
chemin en fonction des valeurs génériques ou valeurs symboliques (Figure 4.8, ligne 27-34). 
Les évènements ne sont pas systématiquement pris en compte dans l’élaboration des PCs, sauf 
pour ceux de type change event (Figure 4.8, ligne 14-26). En effet, bien qu’étant nécessaire 
pour déclencher une transition, un évènement de type signal ne peut pas être considéré comme 
une condition booléenne et donc n’influence ni la structure d’une contrainte de chemin ni des 
postconditions. Par contre, un évènement de type change, qui est caractérisé par un changement 
de valeur d’une condition ou d’une expression booléenne, peut influencer la structure d’une 
contrainte et postconditions de chemin. Ainsi, pendant l’exécution symbolique, quand un 
évènement de type change est rencontré, l’expression contenue dans celui-ci est d’abord 
exprimée en fonction des valeurs symboliques (Figure 4.8, ligne 17-20). Ensuite l’évènement 
est transformé en formule logique (Figure 4.8, ligne 21) suivant la règle présentée dans la 
section 4.1.1.5, puis celle-ci est ajoutée à la contrainte du chemin (Figure 4.8, ligne 22). Enfin, 
comme l’évènement a été transformé en formule logique, de nouvelles valeurs (valeurs après 
le ou les changements de valeurs des variables de type change input) ont donc été créées. Ainsi, 
toutes les valeurs symboliques des variables de type change input impliquées dans la formule 
logique de l’événement sont mises à jour avec les nouvelles valeurs issues de la transformation 
(Figure 4.8, ligne 23-24). Dans le même sens, avant la fin de chaque itération, si l’état cible de 
la transition considérée n’est pas un pseudo-état, alors toutes les valeurs symboliques des 
variables de type change input sont mises à jour avec de nouvelles valeurs pour la transition de 
l’itération suivante. En effet, il s’agit de variables de type change input et leurs valeurs peuvent 
être différentes pour la transition de la prochaine itération, sauf si celle-ci traite d’une transition 
issue d’un pseudo-état (Figure 4.8, ligne 35-39). Pour finir, les postconditions sont calculées à 
la fin de la dernière itération (dernière transition de la séquence). Elles enregistrent toutes les 
variables (indépendamment de leur classe) et leurs valeurs symboliques associées (Figure 4.8, 
ligne 40-43). 
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Exemple : Nous présentons ici un exemple d’application de l’algorithme de génération de PC 
en utilisant le chemin de préfixe de l’état C du modèle de la   Figure 4.9.  
 
  Figure 4.9. Exemple d'application 
Le chemin de préfixe de l’état C est représenté par la séquence de transitions path = <A->B,  
B->C>, où A->B représente la transition de l’état A vers l’état B et B->C la transition de l’état 
B vers l’état C. Le déroulage de l’algorithme est illustré par le    Tableau 4.2 ci-dessous. La 
première colonne représente les différentes itérations de l’algorithme quand path est appliqué. 
La deuxième colonne représente les étapes impliquées dans chaque itération. La troisième, 
quatrième et cinquième colonne représentent respectivement les valeurs symboliques des 
variables à chaque étape, la contrainte associée à path à chaque itération, et les postconditions 
à la fin de l’exécution symbolique. Nous considérons que la variable x est une variable de type 
change input et la variable y de type fixed input.  
   Tableau 4.2. Déroulage de l'algorithme de génération de PC avec le chemin de préfixe path 
Itération Etape Valeurs symboliques Contrainte  
Post 
conditions 
0 1 x = x0, y = y0 True null 
1 
1 x = x0, y = y0   (y0>0) ⋀ (x0>0) null 
2 x = x0, y = x0 + y0   (y0>0) ⋀ (x0>0) null 
3 x = x1, y = x0 + y0   (y0>0) ⋀ (x0>0) null 
2 
1 x = x1, y = x0 + y0 
  @T(x>y) =>  
  @T(x1>x0+y0) => 
¬(x1>x0+y0) ⋀ (x2>x0+y0) 
null 
2 x = x2, y = x0 + y0 
  (y0>0) ⋀ (x0>0) ⋀  
¬(x1>x0+y0) ⋀ (x2>x0+y0)  
null 
3 x = x3, y = x0 + y0 
  (y0>0) ⋀ (x0>0) ⋀  
¬(x1>x0+y0) ⋀ (x2>x0+y0)  
null 
4 x = x3, y = x0 + y0 
  (y0>0) ⋀ (x0>0) ⋀  
¬(x1>x0+y0) ⋀ (x2>x0+y0)  
x = x3, y = x0 + y0 
Itération 0. L’algorithme commence en initialisant toutes les variables d’entrée, c’est à dire x 
et y, avec des valeurs symboliques, toutes avec 0 comme indice. La contrainte quant à elle est 
initialisée avec la condition vraie (True) tandis que les postconditions sont initialisées avec la 
valeur « null ».  
Itération 1. La contrainte est mise à jour avec l’expression symbolique de la garde (étape 1). 
Ensuite, les valeurs symboliques sont mises à jour en fonction de l’action de la transition A->B 
(étape 2), puis la valeur symbolique de x, qui est un change input, est changée (en incrémentant 
l’indice de l’ancienne valeur) pour la prochaine itération (étape 3).  
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Itération 2. Au cours de cette dernière itération, un change event est rencontré. Celui-ci est 
d’abord exprimé sous forme symbolique puis transformé en formule logique (étape 1). Dans 
cette transformation la nouvelle valeur de la variable x est obtenue en incrémentant l’indice de 
l’ancienne valeur (x1 devient x2). En remarque, x0 n’a pas été transformée car elle provient de 
la valeur symbolique de la variable y. Ensuite, dans l’étape 2, la formule logique est ajoutée à 
la contrainte, puis la valeur symbolique de x est changée, car la transformation de l’évènement 
a entrainé la création d’une nouvelle valeur (x2). Finalement, la valeur symbolique de x est de 
nouveau changée (comme il s’agit de la dernière itération, la nouvelle valeur sera utilisée pour 
calculer les postconditions) et les postconditions sont calculées (étape 4). 
4.2.3.2.3 Résolution des Contraintes de Chemin  
Nous disposons maintenant pour chaque chemin de préfixe, une PC associée à celui-ci. Dans 
cette étape il s’agit de déterminer la faisabilité de ces chemins à travers une résolution des 
contraintes représentées dans les PCs. D’une manière générale, décider de la faisabilité d’un 
chemin est un problème indécidable, en particulier pour les chemins représentés par des 
contraintes non-linéaires ou impliquant des fonctions complexes (par exemple, fonctions 
trigonométriques ou logarithmiques). Cependant, avec l’avènement de puissants solveurs de 
contraintes : Z3 [115], CVC4 [117], CORAL [159], beaucoup de progrès ont été réalisés dans 
ce domaine. Ainsi, dans notre approche nous nous sommes basés sur deux solveurs de 
contraintes, CORAL et CVC4, pour évaluer les équations. Ces solveurs sont en effet capables 
de résoudre des équations complexes impliquant par exemple des variables flottantes ou des 
fonction complexes. 
Dans la pratique, chaque contrainte de PC d’un chemin de préfixe est d’abord transcrite dans le 
format d’entrée d’un des deux solveurs13 (Figure 4.7, ligne 9). Celui-ci juge ensuite de la 
faisabilité du chemin en question. Si le solveur trouve une solution à la contrainte associée au 
chemin (Figure 4.7, ligne 11-13) alors celui-ci est faisable et la solution peut ainsi être utilisée 
comme préconditions d’exécution des données de test pour qui le chemin a été calculé. Dans le 
cas contraire, c’est à dire aucune solution n’est trouvée pour la contrainte du PC, le chemin est 
soit infaisable ou indécidable. Ainsi, un autre chemin est reconsidéré et l’étape 2 et 3 sont ainsi 
répétées jusqu’à ce qu’une solution soit trouvée. Si aucune solution n’est trouvée au bout de K 
itérations, une solution « vide » est alors renvoyée (Figure 4.7, ligne 15). 
4.2.3.3 Construction des Cas de Test 
Cette étape consiste à construire des cas de test MC/DC pour le modèle de test. Typiquement, 
cela revient à trouver pour chaque valeur de test, de chaque transition du modèle, des 
préconditions d’exécution (ou chemin de préfixe faisable) et des résultats d’exécution attendus. 
Ainsi, en s’aidant des travaux effectués dans les sections précédentes, notamment pour la 
génération de préfixe et des valeurs de test, nous avons élaboré une approche complète 
permettant de générer des cas de test. 
Les Figure 4.12 et Figure 4.13 présentent l’approche de génération de cas de test à travers un 
pseudo-algorithme nommé « genererCasDeTestMCDC ». Il prend en entrée un modèle de test 
(transformé) et un nombre d’itérations maximales (pour le calcul du préfixe), et génère un 
                                                 
13 Par défaut le solveur CVC4 est utilisé 
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ensemble de cas de test faisables pour le modèle. Pour cela, chaque état source du modèle, état 
possédant au moins une transition sortante dans le modèle, est d’abord considéré. L’objectif est 
de traiter toutes les transitions sortantes de chaque état source du modèle et donc toutes les 
transitions du modèle. Ainsi, pour chaque état source (du modèle) un préfixe pour cet état est 
généré (Figure 4.12, ligne 4). Un préfixe (généré) est composé de trois éléments (<chemin, PC, 
solution>) à savoir le chemin de préfixe pour l’état concerné, le PC associé à ce chemin et enfin 
une solution à la contrainte du PC. S’il n’existe pas de chemin de préfixe faisable pour l’état 
source considéré (c’est à dire la solution associée au préfixe est nulle) alors aucun cas de test 
ne pourra être construit à partir de cet état. Dans le cas contraire (la solution associée au préfixe 
est non-nulle (Figure 4.12, ligne 5)), chaque transition sortante de cet état est alors considérée 
(Figure 4.12, ligne 7). En effet, il s’agit ici de générer pour chacune de ces transitions 
l’ensemble des valeurs MC/DC requises et de les lier avec le préfixe généré ainsi que les 
résultats d’exécution attendus. Deux étapes sont ainsi considérées : la construction des cas de 
test à partir de l’évènement et de la garde de la transition, et la construction des cas de test 
à partir des actions de la transition. 
1. Construction des cas de test à partir de l’évènement et de la garde (Figure 4.12, 
ligne 10-17). Dans cette étape les valeurs de test MC/DC sont d’abord calculées pour 
chaque transition sortante en ne considérant que la garde et l’événement (Figure 4.12, 
ligne 11; voir aussi section 4.1.2.3 pour un exemple de calcul). Dans le cas où un 
évènement n’est pas défini alors seules les valeurs MC/DC de la garde sont considérées. 
Ensuite, pour chaque valeur de test ainsi calculée on vérifie la consistance de celle-ci 
avec le préfixe préalablement généré (Figure 4.12, ligne 13). Pour cela la méthode 
isValidTestInput est utilisée (Figure 4.13, ligne 1-11). Elle vérifie dans un premier temps 
la consistance de la solution du préfixe avec la valeur de test. Si cela est consistant alors 
l’entrée de test, composée de la solution du préfixe et de la valeur de test, est faisable. 
Sinon, on vérifie l’existence d’une autre solution au PC telle que cette dernière soit 
consistante avec la valeur de test. Si une telle solution existe, la solution précédente du 
préfixe est alors remplacée par la nouvelle et l’entrée de test est faisable. Dans le cas 
contraire elle est infaisable et la valeur de test ne sera pas considérée. En effet, le fait 
qu’une solution donnée d’un préfixe soit inconsistante avec une valeur de test ne signifie 
pas forcément que cette valeur de test est inconsistante avec le préfixe. Par exemple, 
considérons le modèle de test de la Figure 4.10. Supposons maintenant que nous voulons 
tester la transition de B vers C (ou B->C), qui est gardée par l’expression booléenne 
bexp = (A ∧ B). On supposera aussi que les variables A, B et C sont de type fixed inputs. 
Ainsi, en partant de l’état source B, le triplet <chemin=AB, PC14=A ⋁ B, solution = 
(A=True, B=True)> est un préfixe pour B. La garde bexp de la transition B->C requiert 
trois valeurs de test : tVal1 = (A=True, B=True), tVal2 = (A=True, B=False) et tVal3 = 
(A=False, B=True). La valeur de test tVal1 est consistante avec le préfixe. Ce qui n’est 
pas le cas de tVal2 et tVal3 car dans la solution du préfixe A et B valent True. Cependant, 
elles peuvent être consistantes avec le préfixe, par exemple, en changeant tour à tour la 
solution du préfixe, c’est à dire A à True et B à False, puis l’inverse. 
                                                 
14 Les postconditions peuvent être négligées ici car les valeurs des variables n’ont pas été modifiées par des 
actions ou des évènements de type change.  
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Figure 4.10. Exemple pour illustrer la consistance entre préfixe et valeur de test 
Une fois que l’entrée de test est jugée consistante il ne reste plus qu’à trouver les 
résultats d’exécution attendus pour ce test. Dans notre contexte, les résultats attendus 
correspondent à l’état attendu du modèle ainsi que des valeurs des actions (si définies) 
et des sorties quand le test est exécuté. Ces résultats sont calculés en utilisant la méthode 
expectedResults (Figure 4.12, ligne 14 ; Figure 4.13, ligne 16-44). Ainsi, dans un 
premier temps, elle vérifie d’une part le nombre de transitions sortantes déclenchées 
obligatoirement par l’entrée de test (Figure 4.13, ligne 21-23), et d’autre part le nombre 
de transitions sortantes susceptibles d’être déclenchées par l’entrée de test (Figure 4.13, 
ligne 24-28). Ensuite, avant de calculer les résultats attendus, on s’intéresse aux 
transitions susceptibles d’être déclenchées. S’il en existe, il faudrait les empêcher de se 
déclencher, car elles pourraient implicitement causer des cas de non-déterminisme.  
Pour cela, nous avons mis au point une approche qui consiste à invalider toutes les 
conditions pouvant entrainer le déclenchement de telles transitions (Figure 4.13, ligne 
30-32). Enfin, on s’intéresse au cas des transitions obligatoirement déclenchées. Si 
l’entrée de test ne déclenche aucune des transitions sortantes, alors l’état attendu est 
l’état courant et seuls les résultats des sorties sont calculés car aucune action n’est 
exécutée (Figure 4.13, ligne 33-36). Sinon, dans le cas précis où une et une seule 
transition est déclenchée alors l’état attendu sera l’état cible de cette transition, et de 
plus si une ou plusieurs actions sont définies par celle-ci (la transition), leurs valeurs 
ainsi que celles des sorties sont alors déduites (Figure 4.13, ligne 37-41). Finalement, si 
plusieurs transitions sont déclenchées de façon simultanée, on est dans une situation de 
non-déterminisme (Figure 4.13, ligne 42-44). Dans cette situation, le cas de test 
concerné est généré avec des résultats attendus « inconnus ». Le but ici est de notifier à 
l’utilisateur du caractère non-déterministe de ce cas de test, qui ne pouvait peut-être pas 
être détecté de façon statique. En effet, certains cas de non-déterminisme ne peuvent 
être rencontrés que pendant l’exécution des tests, car les actions définies peuvent 
modifier dynamiquement la structure d’une garde. 
Pour illustrer l’approche du calcul des résultats attendus, considérons le bout de modèle 
de la             Figure 4.11 ci-dessous. On considèrera que le système est dans l’état A. 
Ainsi, en considérant la garde de la transition A->B, deux valeurs de tests suffisent pour 
satisfaire le MC/DC pour celle-ci : tval1 = False et tval2=True. Dans le cas précis où 
tval2 est considérée, la transition A->B se déclenchera obligatoirement tandis que la 
transition A->C pourrait, dépendant de la valeur de la condition Y, se déclencher. Pour 
cela, afin d’avoir un résultat non-ambiguë et déterministe, l’approche invalide les 
conditions de déclenchement de la transition A->C en procédant comme suit : X 
∧¬(X∧Y) ≣ X ∧(¬X∨¬Y) ≣ X∧¬Y, ce qui nous conduit à forcer la valeur de Y à 
False. 
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            Figure 4.11. Exemple pour illustrer les cas de non-déterminisme 
Maintenant, étudions le cas où la garde de la transition A->C est considérée. Une des 
satisfactions du critère MC/DC pour cette garde consiste à tester le cas X∧Y=True, et 
donc X=True et Y=True. Cela implique forcement le déclenchement des deux 
transitions A->B et A->C. Ainsi, le cas de non-déterminisme est reporté en renvoyant 
des valeurs inconnues comme résultats attendus. 
Enfin, une fois que les résultats attendus sont connus le cas de test est construit et ajouté 
à l’ensemble des cas de test. Cependant s’il est redondant alors celui-ci ne sera pas ajouté 
(Figure 4.13, ligne 12-15). 
2. Construction des cas de test à partir des actions (Figure 4.12, ligne 18-38). Cette 
étape vise à construire des cas de test MC/DC à partir des actions booléennes15 
(éventuelles) définies par la transition sortante considérée.  
Ainsi on commence d’abord par vérifier qu’au moins une action a été définie. Si oui, un 
nouveau préfixe pour l’action est alors calculé. Ce préfixe est calculé en étendant le 
préfixe précèdent (celui de l’étape 1) de manière à ce que la transition portant l’action 
soit toujours déclenchée (Figure 4.12, ligne 21). Ensuite on itère sur la liste des actions 
définies à la recherche d’actions booléennes (Figure 4.12, ligne 22). Ainsi, quand une 
expression booléenne est rencontrée, les valeurs de test MC/DC sont d’abord calculées 
(à partir de l’expression booléenne définie dans l’action), puis pour chaque valeur de 
test calculée, la procédure de construction des cas de test est similaire à celle présentée 
dans l’étape 1 ci-dessus. Avant la fin de chaque itération d’une action quelconque, un 
nouveau préfixe est calculé pour l’itération suivante en étendant le préfixe courant avec 
les post-conditions imposées (par exemple, changement de valeur d’une variable qui 
peut impacter les résultats des tests de l’action suivante) par l’action courante (Figure 
4.12, ligne 34). 
                                                 
15 Action qui peut être exprimée sous la forme « var := boolExp » où var est la variable d’affectation et de type 
booléen, et boolExp une expression booléenne affectée à la variable var 
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Algorithme : genererCasDeTestMCDC 
input model: graphe du modèle de test  
input itrMax: nombre d’itérations maximales pour trouver un chemin de préfixe faisable 
output TestCaseSet:  ensemble de cas de tests MC/DC pour le modèle model 
 
méthodes:  
 outgoingTrans(state) -- retourne toutes les transitions sortantes de l’état state 
 sourceStates(graph) -- retourne tous les nœuds du graphe graph possédant au moins un successeur 
 sourceState(trans) -- retourne le nœud source de la transition trans 
 targetState(trans) -- retourne le nœud cible de la transition trans 
 MCDC(boolExp) -- retourne les cas de test requis pour satisfaire le MCDC de l’expression booléenne boolExp 
MCDC(event, boolExp) -- retourne les cas de test MCDC requis pour l’expression booléenne boolExp en considérant 
l’évènement event (voir section 4.1.2.3). Dans le cas où event vaut null alors 
MCDC(event, boolExp)  MCDC(boolExp) 
begin 
[1] TestCaseSet = {} //initialisation ensemble des cas de test 
[2] sourceStates = sourceStates(model) //ensemble des états de model ayant au moins un successeur 
[3] for each state st in sourceStates 
[4]      prefix = RechercherPrefix(model, st, itrMax) 
[5]      if (prefix.solution  null) then //il existe un préfixe de chemin faisable 
[6]           outgoingTrans = outgoingTrans(st) 
[7]           for each transition t in outgoingTrans 
[8]  garde = t.garde 
[9]  event = t.event 
[10]  /*Prise en compte des valeurs de tests MCDC des gardes et des évènements*/ 
[11]  testValues = MCDC(event, garde) 
[12]  for each test value tVal in testValues 
[13]        if(isValidTestInput(prefix, tVal)) then //voir  Figure 4.13 
[14]              expectedResults = expectedResults(prefix, t, tVal) //voir  Figure 4.13 
[15]              addTestCase(TestCaseSet, prefix, tVal, expectedResults) //voir Figure 4.13 
[16]        end if 
[17]  end for 
[18]  /*Prise en compte des valeurs de tests MCDC des actions*/ 
[19]  actionList = t.action //liste des actions définies par t, liste vide si pas d’action définie 
[20]  if (actionList.size > 0) then //au moins une action a été définie pour la transition t 
[21]        actionPrefix = extend(prefix, fire(t)) //étend prefix avec les conditions de déclenchement de t 
[22]        for each action action in actionList 
[23]              actionVar = action.left //variable d’affectation 
[24]              actionExp = action.right //expression de l’instruction d’affectation 
[25]              if (actionExp is a Boolean expression) then 
[26]                    testValues2 = MCDC(actionExp)  
[27]                    for each test value tVal2 in testValues2 
[28]                          targetState = targetState(t)  
[29]                 if(isValidTestInput(actionPrefix, tVal2)) then 
[30]                actionAndOutputs = deduce current action value and outputs’ values over pre 
[31]                            expectedResults = <targetState, actionAndOutputs>  
[32]                               addTestCase(TestCaseSet, actionPrefix, tVal2, expectedOutput) 
[33]                 end if 
[34]           actionPrefix = extend(actionPrefix, action) //étend actionPrefix avec l’action courante 
[35]                    end for 
[36]               end if 
[37]         end for 
[38]  end if 
[39]            end for 
[40]      end if 
[41] end for 
[42] return TestCaseSet 
end 
 
 
Figure 4.12. Algorithme pour la génération des cas de test MC/DC 
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méthode isValidTestInput(prefix, testValue) -- vérifie la faisabilité d’une entrée de test (ou test input) 
begin 
[1] if ((prefix.solution ∧ testValue) is consistent) then //vérifier la consistance de la solution du préfixe avec testValue 
[2]       return True 
[3] end if 
[4] else 
[5]      if ((prefix.PC ∧ testValue) is feasible) then //vérification de la faisabilité du PC avec testValue 
[6]            newSolution = solve(prefix.PC ∧ testValue) //trouver une solution dans PC consistante avec testValue 
[7]                  prefix.setSolution(newSolution) //changer la solution du préfixe avec la nouvelle solution trouvée 
[8]                  return True 
[9]      end if 
[10] end else  
[11] return False 
end 
 
méthode addTestCase(TestCaseSet, Prefix, testValue, expectedResults) -- ajoute un cas de test non-redondant dans 
l’ensemble des cas de tests existants 
begin 
[12] TC = < Prefix.solution, testValue, expectedResults > 
[13] if (TC is not redundant) then 
[14]       TestCaseSet.add(TC) //Ajouter que si le cas de test n’est pas redondant 
[15] end if 
end 
 
méthode expectedResults(prefix, trans, testValue) – calcule et retourne les résultats attendus suite à l’exécution d’une 
entrée de test. Ce résultat est exprimé sous la forme <expectedState, expectedActionsAndOutputs> où expectedState est 
l’état attendu, expectedActionsAndOutputs les valeurs des actions et sorties attendues. 
begin 
[16] sourceState = sourceState(trans) 
[17] outgoingTrans = outgoingTrans(sourceState) 
[18] firedTransitionSet = {} //ensemble des transitions déclenchées par prefix et testValue 
[19] fireableTransitionSet = {} //ensemble des transitions susceptibles d’être déclenchées par prefix et testValue 
[20] for each transition otr in outgoingTrans 
[21]       if ((prefix.solution ∧ testValue) fire the transition otr) then 
[22]             firedTransitionSet.add(otr) 
[23]       end if 
[24]       else 
[25]             if ((prefix.solution ∧ testValue) may cause the transition otr to fire) then 
[26]                   fireableTransitionSet.add(otr) 
[27]             end if  
[28]       end else 
[29] end for 
[30] if (fireableTransitionSet.size > 0) then //empêcher toutes les transitions de fireableTransitionSet de se déclencher 
[31]       negate all transitions’ conditions in fireableTransitionSet so that none of them can be fired 
[32] end if 
[33] if (firedTransitionSet.size == 0) then 
[34]       outputsValues = deduce outputs’ values over prefix and testValue 
[35]       return <sourceState, outputsValues> //pas de transition déclenchée donc pas de changement d’état 
[36] end if 
[37] if (firedTransitionSet.size == 1) then 
[38]       firedTrans = firedTransitionSet.get(0) //récupérer le premier élément de l’ensemble 
[39]       actionsAndOuputs = deduce actions’ and outputs’ values over prefix, firedTrans and testValue 
[40]       return <targetState(firedTrans), actionsAndOuputs> 
[41] end if 
[42] if (firedTransitionSet.size >=2) then //cas de non-déterminisme 
[43]       return <unknow, unknow> //état cible inconnue donc actions et sorties inconnues 
[44] end if  
end 
 
 
Figure 4.13. Algorithme pour la génération des cas de test MC/DC – Suite 
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4.2.3.4 Discussion 
Nous discutons ici de quelques aspects liés à l’approche de génération automatique de cas de 
test MC/DC.  
Faisabilité des Chemins. Malgré l’avènement de puissants solveurs permettant de résoudre 
des problèmes de contraintes complexes (par exemple, contraintes non-linéaires, contraintes 
impliquant des fonctions mathématiques complexes), il arrive que le solveur reporte un 
problème comme étant indécidable alors que mathématiquement parlant le chemin est faisable. 
En conséquence, cela peut jouer sur le résultat final, c’est à dire sur la génération de préfixe et 
donc des cas de test. Toutefois, il est possible de traiter certains cas d’indécidabilité en jouant 
sur les paramètres de certains solveurs. Par exemple, CORAL, qui est un solveur de contraintes 
méta-heuristique, propose 4 types d’algorithmes de recherche de solutions, chacun pouvant être 
choisi et configuré (par exemple, le nombre d’itérations maximales pour trouver une solution) 
par l’utilisateur. Ainsi, en fonction des algorithmes et configurations choisis, les résultats de 
résolution des contraintes (solution et temps de résolution) peuvent varier de façon importante 
[159]. 
Recherche du Préfixe. Dans la Figure 4.7 nous avons proposé une approche permettant de 
rechercher un préfixe pour un état source du modèle. En particulier, l’approche utilise un 
algorithme (KShortestPaths) qui calcule les K plus courts chemins de préfixe dans le graphe, K 
étant spécifié par l’utilisateur (Figure 4.7, ligne 4). La complexité associée à cet algorithme 
étant en O(K*n*(m2)) [160], n étant le nombre de nœuds du modèle et m le nombre de 
transitions,  il est important de choisir K de manière à ne pas entraver la génération de cas de 
test. En effet, si K est trop petit, le nombre de tentatives maximales (qui est aussi égale à K) 
pour trouver un chemin de préfixe faisable sera petit et donc moins de chance de trouver un 
préfixe. Par contre, si K est grand, la probabilité de trouver un préfixe est grand mais le temps 
de recherche peut être très long voire « infini ». Ainsi, le choix de K doit être fait entres autres 
en fonction de la taille et des éléments (gardes, actions et évènements) du modèle de test. 
Utilisation des Préfixes. Dans notre approche de génération de cas de test, un unique préfixe 
est généré pour chaque état source du modèle de test (Figure 4.12, ligne 4). Ce préfixe, s’il n’est 
pas nul, est utilisé pour la construction des cas de test pour toutes les transitions sortantes de 
l’état source. Cependant, il peut arriver que des valeurs de test de certaines transitions sortantes 
ne soient pas compatibles (consistantes) avec le préfixe, et ce quelle que soit la solution du 
préfixe utilisée. Dans une telle situation, les valeurs de test « non-compatibles » ne sont pas 
considérées dans la construction des cas de test et seront donc « rejetées ». Cela peut constituer 
un handicap (notamment dans la couverture MC/DC) dans la mesure où il pourrait exister un 
ou plusieurs autres préfixes (par exemple, un préfixe contenant un chemin de préfixe plus long) 
pouvant être compatibles avec les valeurs de test rejetées. On peut donc envisager de modifier 
l’approche afin de prendre en compte cette situation, mais cela a un coût qui pourrait impacter 
sur le temps de génération des cas de test. En effet, vu sa complexité, l’effort associé au calcul 
supplémentaire des préfixes peut être très important.  
Pseudo-états conditionnels. Comme présenté dans la section 4.1, il est possible de définir des 
pseudo-états de type conditionnel dans un modèle de test. Ces « demi-états » jouent un rôle de 
transition dans le modèle, c’est à dire que le modèle peut passer par ce demi-état pour faire le 
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choix d’une transition mais ne peut cependant pas rester dans celui-ci. Ainsi, à ce titre il ne peut 
pas être considéré comme un état à part entière.  
Dans notre approche de génération de cas de test, tous les états sources sont traités sans faire de 
distinction entre les pseudo-états conditionnels et les états classiques. Ce qui pourrait être 
problématique dans la mesure où un pseudo-état peut se retrouver dans un cas de test comme 
étant un résultat attendu, c’est à dire un état attendu. Ce qui n’est pas vraiment intéressant. Pour 
pallier ce problème, une solution possible pourrait être de modifier l’approche (Figure 4.12, 
lignes 14 et 30) afin que quand un état attendu tombe sur un pseudo-état les transitions sortantes 
de celui-ci soient évaluées jusqu’à ce qu’un état « classique » soit rencontré. 
4.3 Cas d’Etude 
Le but de ce cas d’étude est de montrer la faisabilité ainsi que l’efficacité de notre approche de 
génération de cas de test en se basant sur un exemple réel. L’exemple choisi, tiré d’une source 
interne, est bien connu dans le monde de l’automobile et de la littérature de test des systèmes 
embarqués ; il s’agit du système de régulation de vitesse dans une voiture (ou Cruise Control 
en anglais). 
4.3.1 Présentation et Spécification du Système Cruise Control 
Le régulateur de vitesse est un système embarqué qui permet de contrôler de façon automatique 
la vitesse d’un véhicule. Typiquement, le système prend le contrôle de l’accélérateur de la 
voiture et maintient celle-ci à la vitesse demandée par le conducteur. 
Dans notre cas d’étude nous utiliserons une version simplifiée d’un régulateur de vitesse 
spécifié en interne. De façon globale, le système spécifié comprend 3 grands modes de 
fonctionnement : OFF (système non-opérationnel), INACTIVE (système opérationnel mais non 
activé), ACTIVE (système activé). Les variables ignition (état démarrage du véhicule), brake 
(état d’activation de la pédale de frein), speed (vitesse courante du véhicule), cruiseSwitch 
(switch d’activation du système), resume (état d’activation du bouton de reprise de 
fonctionnement du système), et throttle (commande de régulation), permettent de contrôler le 
fonctionnement du système. Ainsi, le conducteur active le système en poussant le switch 
cruiseSwitch à la position ON. Le système mémorise alors la vitesse courante du véhicule et 
maintient celui-ci à cette vitesse en contrôlant l’accélérateur. Le conducteur met le système en 
pause en appuyant sur la pédale de frein, reprend le fonctionnement du système en appuyant 
sur le bouton resume, et désactive le système en poussant le switch cruiseSwitch à la position 
OFF. La spécification complète du système est présentée comme suit : 
I. Transitions entre modes du système 
1. Le système passe du mode OFF au mode INACTIVE lorsque : 
 La valeur de ignition passe de False à True 
2. Le système passe du mode INACTIVE au mode OFF lorsque : 
 La valeur de ignition passe de True à False 
3. Le système passe du mode INACTIVE au mode ACTIVE lorsque : 
 La valeur de ignition est True 
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 La valeur de brake est False 
 50 ≤ speed ≤ 130 
 Le switch cruiseSwitch passe de la position OFF à la position ON 
4. Le système passe du mode ACTIVE au mode OFF lorsque :  
 La valeur de ignition passe de True à False 
5. Le système passe du mode ACTIVE au mode INACTIVE lorsque : 
 La valeur de ignition est True  
 Le switch cruiseSwitch passe de la position ON à la position OFF 
II. Mode ACTIVE 
Le mode ACTIVE est composé de deux sous-modes appelés CRUISE et OVERRIVE. 
Dans le sous-mode CRUISE le système régule la vitesse du véhicule en commandant 
l’accélérateur, tandis que dans le sous-mode OVERRIDE le système de régulation est mis 
en pause. Les différentes transitions entre les deux sous-modes sont spécifiées comme suit : 
1. Le système passe du sous-mode CRUISE au sous-mode OVERRIDE lorsque :  
 La valeur de ignition est True  
 La valeur de cruiseSwitch est On 
 La valeur de brake passe de la valeur False à True 
2. Le système passe du mode OVERRIDE au mode CRUISE lorsque : 
 La valeur de ignition est True 
 La valeur de cruiseSwitch est On 
 La valeur de brake est False 
  50 ≤ speed ≤ 130 
 La valeur de resume passe de la valeur Off à On 
III. Contrôle de l’accélérateur 
1. Lorsque le système passe du mode INACTIVE au mode ACTIVE celui-ci 
mémorise la vitesse à l’instant t du véhicule (vitesse désirée par le conducteur, 
désignée ici par la valeur desiredSpeed), passe en sous-mode CRUISE et régule ainsi 
la vitesse speed à la valeur desiredSpeed en envoyant une commande de régulation à 
l’accélérateur (throttle = regul)  
2. Lorsque le système passe du mode OVERRIDE au mode CRUISE la régulation 
reprend autour de la valeur desiredSpeed, mémorisée lors du passage du mode 
INACTIVE au mode ACTIVE. 
3. Dans tous les modes et sous-modes autres que CRUISE il n’y a pas de régulation de 
la vitesse et donc pas de commande de l’accélérateur (throttle = Off). 
 
 
 
 
  
 127 
4.3.2 Modèle de Test 
4.3.2.1 Construction du Modèle de Test 
A partir des spécifications du système présentées dans la section 4.3.1 le modèle de test de la 
Figure 4.14 est construit. 
 
Figure 4.14. Modèle de test du système cruise control 
 Avec : 
 Les évènements et gardes suivants : 
t1 = @T(ignition) 
t2  = t7  = @F(ignition)  
t3  = @T(cruiseSwitch=On) [ ignition∧¬brake∧(speed ≥ 50)∧(speed ≤ 130) ] 
t4  = @T(cruiseSwitch=Off) [ ignition ]  
 t5  = @T(resume=On) [ ignition∧(cruiseSwitch=On)∧¬brake∧(speed ≥ 50) 
∧(speed ≤ 130) ] 
t6  = @T(brake) [ ignition∧(cruiseSwitch=On) ] 
Les actions suivantes : 
a3 = (desiredSpeed := speed) ; (throttle := regul) 
a4 = a6 = a7 = (throttle := off) 
a5 = (throttle := regul) 
4.3.2.2 Spécification du Modèle de Test avec le DSL 
La Figure 4.15 présente la spécification du modèle de test de la Figure 4.14 dans le langage 
DSL (Domain-Specific Language) que nous avons mis en place.  
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model cruiseControl{ 
  
/*Spécification de la couverture*/ 
#coverage{  
crit = mcdc //unique-cause mcdc 
datasel = bv //boundary values analysis 
} 
  
/*Spécification de l'interface*/ 
#interface{ 
/*déclaration des entrées*/   
changeInput ignition: bool //état démarrage du véhicule     
changeInput brake: bool //état de la pédale de frein 
changeInput speed: real[0.0 .. 300.0] //valeur de la vitesse du véhicule 
changeInput cruiseSwitch: enum {_Off, _On} 
changeInput resume: enum {_Off, _On} 
     
/*déclaration des sorties*/ 
output throttle: enum {_Off, _Regul} 
     
/*déclaration des évènements */ 
events: 
 chEv1 is @T(ignition), 
 chEv2 is @F(ignition), 
 chEv3 is @T(cruiseSwitch==_On), 
 chEv4 is @T(cruiseSwitch==_Off), 
 chEv5 is @T(brake),  
 chEv6 is @T(resume==_On) 
} 
  
/*Spécification comportementale du modèle de test */ 
#behavior{     
stateMachine cruiseControlSM { 
    interm desiredSpeed : real //déclaration d'une variable intermédiaire 
      
  state OFF { 
initialS; 
   initActions: ignition:=false, speed:=0, cruiseSwitch:=_Off, throttle:=_Off; 
   chEv1 => INACTIVE //si event ev1 alors aller à l'état INACTIVE 
  } 
    
  state INACTIVE { 
   chEv2 => OFF 
   chEv3 [ignition and not brake and (speed>=50) and (speed<=130)] 
   /desiredSpeed:=speed,throttle:=_regul; => INACTIVE 
  } 
    
  compositeState ACTIVE { 
   chEv1/throttle:=_Off; => OFF 
   chEv4/throttle:=_Off; => INACTIVE 
     
   state CRUISE { 
        initialS; 
        chEv5/throttle:=_Off; => OVERRIDE 
   }     
     
   state OVERRIDE { 
        chEv6 [ignition and not brake and (speed>=50) and (speed<=130)] 
        /throttle:=_Regul; => CRUISE     
   }  
  } 
}//state machine 
} 
  
}//fin spécification cuiseControl 
  Figure 4.15. Spécification du système cruise control avec le dsl 
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4.3.3 Génération des Cas de Test 
Après sa spécification avec le DSL, le modèle de test subit d’abord une série de transformations 
(sur les macro- et pseudo- états) afin de le rendre opérationnel pour la génération de cas de test. 
La Figure 4.16 ci-dessous illustre le modèle du système cruise control après la transformation.  
 
Figure 4.16. Modèle transformé du système cruise control 
Pour la génération automatique des cas de test, chaque état source16  du modèle obtenu est visité 
et les cas de test sont dérivés en associant les préconditions d’exécution, les valeurs de test et 
les résultats d’exécution attendus liés aux différentes transitions sortantes de l’état source. 
Ainsi, pour le modèle du système Cruise Control, au total 40 cas de test ont été générés. Pour 
illustrer la génération des cas de test, l’état ACTIVE/OVERRIDE sera considéré, le processus 
étant le même pour les autres états.   
4.3.3.1 Génération des Préconditions d’Exécution 
En considérant l’état ACTIVE/OVERRIDE le préfixe prefix = <cheminVersEtat, PC, 
solutionPC> est généré. Le paramètre cheminVersEtat représente le chemin de préfixe de l’état 
ACTIVE/OVERRIDE, PC est le PC associé à cheminVersEtat, et solutionPC une solution à la 
contrainte du PC. Les différentes valeurs des paramètres sont explicitées comme suit :  
cheminVersEtat = OFF -> INACTIVE -> ACTIVE/CRUISE -> ACTIVE/OVERRIDE 
PC = <contrainte, post-conditions> tel que : 
contrainte = (¬ignition0∧ignition1∧¬(cruiseSwitch0=On)∧ignition2∧¬brake0∧(speed0 ≥ 50) 
∧(speed0 ≤130)∧(cruiseSwitch1=On)∧¬brake1∧ignition3∧(cruiseSwitch2=On)∧brake2) 
post-conditions = (desiredSpeed=speed0) ; (throttle=Off) ; (ignition=ignition4); (brake=brake3);  
(cruiseSwitch=cruiseSwitch3) ; (speed=speed1) 
solutionPC = (ignition0=False,ignition1=True,cruiseSwitch0=Off,ignition2=True,brake0=False, 
speed0=70,cruiseSwitch1=On,brake1=False, ignition3=True, cruiseSwitch2=On, 
brake2=True) 
                                                 
16 Tout état du modèle possédant au moins une transition sortante 
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A noter que lors de la génération des cas de test les préconditions d’exécution de chaque cas de 
test représentent la solution du PC (ici solutionPC) à qui on associe les différents états traversés 
(voir préconditions d’exécution des cas de test dans la section 4.3.3.3) dans le chemin de préfixe 
(ici cheminVersEtat). 
4.3.3.2 Génération des Valeurs de Test 
En considérant l’état ACTIVE/OVERRIDE, qui possède trois transitions sortantes (t4/a4, t5/a5 
et t7/a7), les valeurs de test générées pour chacune des transitions sont listées comme suit :  
 Valeurs de test générées à partir de la transition t5/a5  
Cette transition a pour événement : @T(resume=On) et pour garde :  
[ignition∧(cruiseSwitch1=On)∧¬brake∧(speed ≥ 50)∧(speed ≤ 130)]. A noter qu’aucune 
valeur de test n’est générée à partir de l’action a5, qui ne contient aucune expression booléenne.  
Valbef and Valaft représentent respectivement les valeurs avant et après de la variable resume. 
Tableau 4.3. Valeurs de test pour la transition t5/a5 
valeurs  
de tests 
Valbef valeurs des conditions de la garde Valaft 
resume ignition cruiseSwitch=On brake speed≥50 speed≤130 resume 
v1 Off True True False True True On 
v2 Off True True False True False On 
v3 Off True True False False True On 
v4 Off True True True True True On 
v5 Off True False False True True On 
v6 Off False True False True True On 
v7 Off True True False True True Off 
v8 On True True False True True On 
 Valeurs de test générées à partir de la transition t4/a4  
La transition a pour évènement : @T(cruiseSwitch==Off) et pour garde : ignition. 
    Tableau 4.4. Valeurs de test générées pour la transition t4/a4 
Valeurs 
de test 
Valbef valeurs de la garde Valaft 
cruiseSwitch ignition cruiseSwitch 
v1 Off True On 
v2 Off False On 
v3 Off True Off 
v4 On True On 
 Valeurs de test générées à partir de la transition t7/a7  
La transition a pour événement : @F(ignition) et pour garde : True. 
     Tableau 4.5. Valeurs de test générées pour la transition t7/a7 
Valeurs 
de test 
Valbef valeurs de la garde Valaft 
ignition True ignition 
v1 True True False 
v2 True True True 
v3 False True False 
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4.3.3.3 Construction des Cas de Test 
En considérant l’état ACTIVE/OVERRIDE avec les préconditions d’exécution et les valeurs 
de test, les cas de test suivants sont générés pour chaque transition sortante :  
 Cas de test générés pour la transition t5/a5 
Cas de test 1 
Préconditions d’exécution :  
ignition0=False  #current state = OFF (initial) 
ignition1=True   #current state = INACTIVE 
cruiseSwitch0=Off 
ignition2=True 
brake0=False  
speed0=70 
cruiseSwitch1=On #current state = ACTIVE->CRUISE 
brake1=False 
ignition3=True 
cruiseSwitch2=On 
brake2=True   #current state = ACTIVE->OVERRIDE 
Valeurs de Test : 
resume0=Off 
ignition4=True 
cruiseSwitch3=On 
brake3=False 
speed1=80 
resume1=On 
Résultats Attendus :  
expected state=ACTIVE->CRUISE 
output throttle=Regul 
Cas de test 2 
Préconditions d’exécution :  
ignition0=False  #current state = OFF (initial) 
ignition1=True   #current state = INACTIVE 
cruiseSwitch0=Off 
ignition2=True 
brake0=False  
speed0=70 
cruiseSwitch1=On #current state = ACTIVE->CRUISE 
brake1=False 
ignition3=True 
cruiseSwitch2=On 
brake2=True   #current state = ACTIVE->OVERRIDE 
Valeurs de Test : 
resume0=Off 
ignition4=True 
cruiseSwitch3=On 
brake3=False 
speed1=140 
resume1=On 
Résultats Attendus :  
expected state=ACTIVE->OVERRIDE 
output throttle=Off 
Cas de test 3 
Préconditions d’exécution :  
ignition0=False  #current state = OFF (initial) 
ignition1=True   #current state = INACTIVE 
cruiseSwitch0=Off 
ignition2=True 
brake0=False  
speed0=70 
cruiseSwitch1=On #current state = ACTIVE->CRUISE 
brake1=False 
ignition3=True 
cruiseSwitch2=On 
brake2=True   #current state = ACTIVE->OVERRIDE 
Valeurs de Test : 
resume0=Off 
ignition4=True 
cruiseSwitch3=On 
brake3=False 
speed1=40 
resume1=On 
Résultats Attendus :  
expected state=ACTIVE->OVERRIDE 
output throttle=Off 
Cas de test 4 
Préconditions d’exécution :  
ignition0=False  #current state = OFF (initial) 
ignition1=True   #current state = INACTIVE 
cruiseSwitch0=Off 
ignition2=True 
brake0=False  
speed0=70 
cruiseSwitch1=On #current state = ACTIVE->CRUISE 
brake1=False 
ignition3=True 
cruiseSwitch2=On 
brake2=True   #current state = ACTIVE->OVERRIDE 
Valeurs de Test : 
resume0=Off 
ignition4=True 
cruiseSwitch3=On 
brake3=True 
speed1=90 
resume1=On 
Résultats Attendus :  
expected state=ACTIVE->OVERRIDE 
output throttle=Off 
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Cas de test 5 
Préconditions d’exécution :  
ignition0=False  #current state = OFF (initial) 
ignition1=True   #current state = INACTIVE 
cruiseSwitch0=Off 
ignition2=True 
brake0=False  
speed0=70 
cruiseSwitch1=On #current state = ACTIVE->CRUISE 
brake1=False 
ignition3=True 
cruiseSwitch2=On 
brake2=True   #current state = ACTIVE->OVERRIDE 
Valeurs de Test : 
resume0=Off 
ignition4=True 
cruiseSwitch3=Off 
brake3=False 
speed1=95 
resume1=On 
 Résultats Attendus :  
expected state=INACTIVE 
output throttle=Off 
Cas de test 6 
Préconditions d’exécution :  
ignition0=False  #current state = OFF (initial) 
ignition1=True   #current state = INACTIVE 
cruiseSwitch0=Off 
ignition2=True 
brake0=False  
speed0=70 
cruiseSwitch1=On #current state = ACTIVE->CRUISE 
brake1=False 
ignition3=True 
cruiseSwitch2=On 
brake2=True   #current state = ACTIVE->OVERRIDE 
 Valeurs de Test : 
resume0=Off 
ignition4=False 
cruiseSwitch3=On 
brake3=False 
speed1=80 
resume1=On 
 Résultats Attendus :  
expected state=OFF 
output throttle=Off 
Cas de test 7 
Préconditions d’exécution :  
ignition0=False  #current state = OFF (initial) 
ignition1=True   #current state = INACTIVE 
cruiseSwitch0=Off 
ignition2=True 
brake0=False  
speed0=70 
cruiseSwitch1=On #current state = ACTIVE->CRUISE 
brake1=False 
ignition3=True 
cruiseSwitch2=On 
brake2=True   #current state = ACTIVE->OVERRIDE 
 Valeurs de Test : 
resume0=Off 
ignition4=True 
cruiseSwitch3=On 
brake3=False 
speed1=80 
resume1=Off 
 Résultats Attendus :  
expected state=ACTIVE->OVERRIDE 
output throttle=Off  
Cas de test 8 
Préconditions d’exécution :  
ignition0=False  #current state = OFF (initial) 
ignition1=True   #current state = INACTIVE 
cruiseSwitch0=Off 
ignition2=True 
brake0=False  
speed0=70 
cruiseSwitch1=On #current state = ACTIVE->CRUISE 
brake1=False 
ignition3=True 
cruiseSwitch2=On 
brake2=True   #current state = ACTIVE->OVERRIDE 
 Valeurs de Test : 
resume0=On 
ignition4=True 
cruiseSwitch3=On 
brake3=False 
speed1=80 
resume1=On 
 Résultats Attendus :  
expected state=ACTIVE->OVERRIDE 
output throttle=Off  
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 Cas de test générés pour la transition t4/a4 
Cas de test 1 
Préconditions d’exécution :  
ignition0=False  #current state = OFF (initial) 
ignition1=True   #current state = INACTIVE 
cruiseSwitch0=Off  
ignition2=True 
brake0=False  
speed0=70 
cruiseSwitch1=On #current state = ACTIVE->CRUISE 
brake1=False 
ignition3=True 
cruiseSwitch2=On 
brake2=True   #current state = ACTIVE->OVERRIDE 
 Valeurs de Test : 
cruiseSwitch3=On 
ignition4=True 
cruiseSwitch4=Off 
Résultats Attendus :  
expected state=INACTIVE 
output throttle=Off 
Cas de test 2 
Préconditions d’exécution :  
ignition0=False  #current state = OFF (initial) 
ignition1=True   #current state = INACTIVE 
cruiseSwitch0=Off 
ignition2=True 
brake0=False  
speed0=70 
cruiseSwitch1=On #current state = ACTIVE->CRUISE 
brake1=False 
ignition3=True 
cruiseSwitch2=On 
brake2=True   #current state = ACTIVE->OVERRIDE 
 Valeurs de Test : 
cruiseSwitch3=On 
ignition4=False 
cruiseSwitch4=Off 
 Résultats Attendus :  
expected state=OFF 
output throttle=Off 
Cas de test 3 
Préconditions d’exécution :  
ignition0=False  #current state = OFF (initial) 
ignition1=True   #current state = INACTIVE 
cruiseSwitch0=Off 
ignition2=True 
brake0=False  
speed0=70 
cruiseSwitch1=On #current state = ACTIVE->CRUISE 
brake1=False 
ignition3=True 
cruiseSwitch2=On 
brake2=True   #current state = ACTIVE->OVERRIDE 
 Valeurs de Test : 
cruiseSwitch3=Off 
ignition4=True 
cruiseSwitch4=Off 
 Résultats Attendus :  
expected state=INACTIVE 
output throttle=Off 
Cas de test 4 
Préconditions d’exécution :  
ignition0=False  #current state = OFF (initial) 
ignition1=True   #current state = INACTIVE 
cruiseSwitch0=Off 
ignition2=True 
brake0=False  
speed0=70 
cruiseSwitch1=On #current state = ACTIVE->CRUISE 
brake1=False 
ignition3=True 
cruiseSwitch2=On 
brake2=True   #current state = ACTIVE->OVERRIDE 
 Valeurs de Test : 
cruiseSwitch3=On 
ignition4=True 
brake3=True 
cruiseSwitch4=On 
 Résultats Attendus :  
expected state=ACTIVE->OVERRIDE 
output throttle=Off 
 
NB : la valeur de la condition en rouge représente la condition rajoutée dynamiquement pour 
empêcher le déclenchement des transitions susceptibles d’être déclenchées (en l’occurrence la 
transition t5/a5). 
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 Cas de test générés pour la transition t7/a7 
Cas de test 1 
Préconditions d’exécution :  
ignition0=False  #current state = OFF (initial) 
ignition1=True   #current state = INACTIVE 
cruiseSwitch0=Off 
ignition2=True 
brake0=False  
speed0=70 
cruiseSwitch1=On #current state = ACTIVE->CRUISE 
brake1=False 
ignition3=True 
cruiseSwitch2=On 
brake2=True   #current state = ACTIVE->OVERRIDE 
 Valeurs de Test : 
Ignition4=True 
Ignition5=False 
Résultats Attendus :  
expected state=OFF 
output throttle=Off 
Cas de test 2 
Préconditions d’exécution :  
ignition0=False  #current state = OFF (initial) 
ignition1=True   #current state = INACTIVE 
cruiseSwitch0=Off 
ignition2=True 
brake0=False  
speed0=70 
cruiseSwitch1=On #current state = ACTIVE->CRUISE 
brake1=False 
ignition3=True 
cruiseSwitch2=On 
brake2=True   #current state = ACTIVE->OVERRIDE 
 Valeurs de Test : 
Ignition4=True 
cruiseSwitch3=On 
brake3=True 
cruiseSwitch4=On 
Ignition5=True 
Résultats Attendus :  
expected state= ACTIVE->OVERRIDE 
output throttle=Off 
Cas de test 3 
Préconditions d’exécution :  
ignition0=False  #current state = OFF (initial) 
ignition1=True   #current state = INACTIVE 
cruiseSwitch0=Off 
ignition2=True 
brake0=False  
speed0=70 
cruiseSwitch1=On #current state = ACTIVE->CRUISE 
brake1=False 
ignition3=True 
cruiseSwitch2=On 
brake2=True   #current state = ACTIVE->OVERRIDE 
 Valeurs de Test : 
Ignition4=False 
Ignition5=False 
Résultats Attendus :  
expected state=OFF 
output throttle=Off 
 
 
 
NB : même remarque concernant la valeur des conditions en rouge (en l’occurrence les 
transitions t4/a4 et t5/a5). 
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4.3.4 Analyse Des Cas de Test Générés 
Dans cette partie nous procédons à l’analyse des cas de test générés. Pour rappel, notre outil de 
génération automatique de cas de test a généré pour le système cruise control un total de 40 cas 
de test en moins d’une minute. L’analyse consiste ici à évaluer la qualité du jeu de test 
(ensemble des cas de test) généré. Pour cela nous avons utilisé la méthode de l’analyse de 
mutation, présentée dans le chapitre 1, pour évaluer la capacité du jeu de test à révéler des fautes 
dans l’implémentation du modèle du cruise control.  
Ainsi, dans un premier temps, nous avons implémenté le système cruise control en Java. Ce 
programme consiste notamment en une boucle infinie où au début de chaque itération, une 
séquence de valeurs représentant les différentes entrées du cruise control sont lues (à l’aide du 
clavier). Ainsi, en fonction des changements de valeurs des entrées entre deux séquences 
consécutives, les différentes transitions ainsi que les résultats attendus sont évalués. Aussi, une 
commande d’entrée spéciale permettant de réinitialiser le programme a été implémentée afin 
de faciliter les différents tests. 
Après la phase d’implémentation, nous avons créé 20 versions identiques du programme puis 
chacune d’entre elles a été modifiée (mutant) en y insérant volontairement une faute. Le choix 
des fautes a été fait sur la base des opérateurs de mutation classiques (modification des 
opérateurs booléens et relationnels, modification des valeurs de comparaison17, modification 
des résultats attendus, etc.) et aussi spécifiques (modification des opérateurs des évènements de 
type change, par exemple, "@T" est remplacé par "@F") .   
La dernière phase concerne l’évaluation du jeu de test sur les versions modifiées du programme. 
Ainsi, pour chaque version modifiée nous avons exécuté manuellement les cas de test et observé 
les différents comportements. Dès qu’une erreur liée à une faute est détectée, l’exécution des 
tests est arrêtée et la faute est ainsi « tuée ».  Par contre, si à l’issue de l’exécution des 40 cas 
de test, la faute n’est pas détectée alors elle est considérée comme « vivante ». Ainsi, sur le total 
des 20 versions considérées, 4 fautes n’ont pas pu être tuées par les cas de test générés. Ce qui 
donne un score de mutation de 16/20 (80%). Une analyse approfondie de ces résultats nous a 
permis de comprendre que toutes les fautes vivantes concernaient les versions où les opérateurs 
relationnels impliquant la vitesse ont été modifiés. Plus précisément, il s’agit des cas suivants 
pour les transitions t3/a3 et t5/a5 : 
 Cas où la condition "speed≥50" est remplacée par la condition "speed>50" 
 Cas où la condition "speed≤130" est remplacée par la condition "speed<130" 
La raison est que notre algorithme de génération de cas de test, pour une contrainte donnée, 
produit de façon arbitraire une solution. Par exemple, pour la contrainte 
(speed>50∧speed≤130), qui contient une faute, le générateur produit, par exemple, une valeur 
de (speed=70), ce qui ne permet pas de révéler la faute. Pourtant si la valeur était choisie aux 
bornes des valeurs 50 et 130, la faute aurait été révélée. Pour étayer cela, nous avons changé 
(manuellement) les valeurs de speed dans les cas de test en les prenant aux bornes des intervalles 
où la contrainte est valide, puis nous avons répété l’analyse sur les quatre versions vivantes. 
                                                 
17 Par exemple, la valeur ‘2’ de la condition x>2 est remplacée par une autre valeur, par exemple, ‘4’ 
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Cette nouvelle analyse a produit un score de mutation de 100%, c’est à dire 20/20 mutants tués. 
Cependant, pour des contraintes complexes, par exemple, une contrainte où la variable à 
considérer est comparée avec plusieurs autres variables, il est souvent difficile voire impossible 
de dériver manuellement les valeurs aux limites. 
Ainsi, une des solutions pour accroitre l’efficacité des cas de test générés, serait de modifier 
l’algorithme de génération de cas de test pour prendre en compte la sélection des valeurs aux 
limites. Cependant, cela impliquerait l’utilisation d’autres types de solveurs, par exemple, les 
solveurs CSP (Constraint Satisfaction Problem), car les solveurs utilisés (CVC4 et CORAL) 
dans l’algorithme ne permettent pas de faire de "choix" de solutions. Ils se contentent juste de 
générer arbitrairement une solution à une contrainte donnée. Par contre, avec les solveurs CSP, 
il est possible de manipuler l’espace de solutions d’une contrainte et donc de choisir des 
solutions "appropriées" à nos besoins. Toutefois, leur utilisation peut être plus coûteuse.  
Au regard des premiers résultats obtenus, nous pouvons dire que notre objectif, qui était de 
générer des cas de test MC/DC de qualité, c’est à dire capables de révéler différentes classes de 
fautes dans le code, a été atteint. Cependant, ces résultats ne doivent pas faire l’objet d’une 
généralisation. En effet, il n’y a aucune garantie que les bons résultats de mutation obtenus avec 
notre modèle d’implémentation impliqueraient de bons résultats avec le modèle 
d’implémentation original (celui qui sera implémenté par l’entreprise). Toutefois, si cette 
implémentation est assez proche des spécifications, comme la nôtre, elle devrait produire de 
bons résultats. Egalement, le cas d’étude utilisé est un exemple assez simple et encore une fois 
aucune extrapolation sur les résultats ne peut être faite sur un exemple de taille importante. 
Enfin, tous les modèles de fautes considérés ne peuvent en aucun cas représenter de façon 
exhaustive des fautes commises lors de la phase implémentation. Nous sommes conscients des 
limitations de cette analyse et des travaux plus élargies doivent être menées.  
4.4 Travaux Connexes 
La littérature sur la génération automatique de cas de test est très riche. Concernant le modèle 
de test, plusieurs formalismes ont été utilisés, par exemple, Statecharts UML [153], Statemate 
[71], StateFlow [69], chaines de Markov [81], machine abstraite (B, Z, SCR) [25],[51]. Pour 
dériver les cas de test à partir de ces modèles diverses méthodes ont été utilisées : model 
checking [124],[125],[126], parcours de graphes [55],[81], génération aléatoire [110],[112], etc. 
La plupart des aspects de formalisation et des méthodes de génération de test ont été présentés, 
comparés et discutés dans le chapitre 2. Toutefois, dans cette partie, nous nous intéressons à 
deux approches présentées dans la littérature qui se rapprochent de nos travaux. 
Mateus A. et al. [53] ont présenté une approche permettant de générer des cas de test MC/DC 
à partir de spécifications de systèmes critiques. Ainsi, l’approche propose dans un premier 
temps, une description des spécifications du système à l’aide de modèles d’états-transitions, 
représentés sous format XML. Cette description est ensuite analysée et un graphe représentant 
le comportement du système est alors construit. Enfin, à partir du graphe, l’approche analyse 
les différentes décisions définies sur les transitions, pour générer des valeurs de test qui seront 
combinées à des préconditions d’exécution, pour former les cas de test.  En comparaison, notre 
approche, plutôt que d’utiliser une description XML qui peut s’avérer illisible, voire 
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encombrant pour un utilisateur, utilise un DSL assez intuitif pour construire le modèle de test. 
Aussi, l’approche présentée dans [53] ne supporte pas de façon explicite les évènements qui 
sont considérés comme des conditions booléennes.  
Offutt et al. [25] ont présenté une approche de génération de cas de test basée sur plusieurs 
critères de couverture, dont le MC/DC (le terme Full-Predicate Coverage est utilisé dans 
l’approche, il est strictement équivalent au critère masking MC/DC). L’approche considère en 
entrée une spécification SCR (d’un système) avec un critère de couverture (choisi par 
l’utilisateur) et génère un ensemble de cas de test basés sur ce critère. Pour cela, la spécification 
SCR est d’abord transformée en un modèle de graphe dont les transitions sont déclenchées par 
des évènements et conditions SCR. Ensuite, les éléments des transitions (évènement et gardes) 
sont utilisés pour construire des valeurs de test basées sur le critère choisi. Une fois que les 
valeurs sont construites, elles seront associées à des préfixes ou préconditions d’exécution pour 
construire les cas de test. Dans l’approche, contrairement à la notre, le critère unique-cause 
MC/DC n’est pas supporté. Egalement, certains aspects n’ont pas été considérés. C’est le cas 
par exemple, de la prise en compte des actions dans la génération des cas de test. Dans le même 
sens, la génération de préfixes et la génération de résultats attendus (cas de non-déterminisme 
par exemple) n’ont pas été traitées de façon explicite comme dans notre approche. 
4.5 Conclusion 
Dans ce chapitre nous avons présenté une approche de génération automatique de cas de test 
MC/DC. Cette approche prend en entrée un modèle de test et génère en sortie un ensemble de 
cas de test suivant le critère MC/DC. Ainsi, dans la première partie, le modèle de test a été 
présenté. Celui-ci, qui est un modèle basé sur les Statecharts, a été spécifié et conçu pour 
faciliter la représentation de systèmes divers pour la génération automatique de cas de test. Dans 
la seconde partie, les différentes étapes de la génération de cas de test ont été présentées. Pour 
chacune d’entre elles, des algorithmes ainsi que des exemples ont été présentés et étudiés. Enfin, 
nous avons montré la faisabilité de notre approche en l’appliquant sur un exemple réel de 
régulateur de vitesse, spécifiée en interne. Les premières analyses montrent des résultats très 
prometteurs. Cependant, beaucoup de travail reste à faire. Ainsi, dans un futur proche, nous 
envisageons dans un premier temps, d’enrichir la génération de cas de test avec le critère de 
couverture des valeurs aux limites, en considérant notamment de nouveaux algorithmes et 
solveurs de contraintes. Ensuite, nous comptons évaluer l’approche en utilisant un exemple de 
taille industrielle. Enfin, bien que nous ne l’ayons pas souligné plus haut, une inspection 
minutieuse des cas de test générés pour le système de régulateur de vitesse révèle des 
redondances. Ainsi, il faudrait alors envisager une approche de réduction de cas de test qui sera 
d’une importance capitale quand des modèles de tailles importantes seront considérés. 
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Conclusion Générale 
 
n système embarqué est un système électronique et informatique autonome, dédié à une 
tâche précise. Dans le cas particulier de l’automobile, la présence de nos jours, des 
systèmes embarqués au sein des voitures connait une progression fulgurante. Par ailleurs, ces 
systèmes sont de plus en plus complexes. Cela a poussé les concepteurs à revoir notamment les 
méthodologies « traditionnelles » de développement. Ainsi, au cours de ces dernières années, 
de nombreux efforts ont été investis pour fournir des approches automatisées permettant de 
faire face à la complexité grandissante des systèmes embarqués et à des problèmes connexes. 
Ces efforts concernent notamment la conception, l’implémentation et le test. Pour ce dernier, 
qui occupe particulièrement une part très importante dans le temps de développement, de 
nombreuses approches et outils basés sur la génération automatique de cas de test ont été 
proposées. Cependant, elles sont souvent peu appliquées ou peu adaptées en milieu industriel. 
Dans notre cas précis, les problèmes rencontrés sont complexes et variés : solutions existantes 
pas assez adaptées aux besoins de l’entreprise, coûts importants liés au déploiement des 
solutions existantes (apprentissage, coût des outils, etc.), respect de nouvelles normes (par 
exemple, ISO26262). Par conséquent, cela nécessite la mise en œuvre de méthodologies de 
génération automatique de cas de test capables de résoudre tout ou en partie ces problèmes. 
Contributions 
Cette thèse se situe dans cette volonté de disposer de méthodologies et aussi d’outils 
« adéquats » pour faire face aux problèmes susmentionnés. Ainsi, nous avons mis en place des 
approches automatisées permettant de générer des cas de test MC/DC (critère utilisé pour la 
génération) à partir de modèles de spécifications de systèmes. Les différents cas d’étude et 
discussions menés ont permis de valider les approches. Deux contributions majeures ont été 
notamment apportées. 
Génération automatique de cas de test MC/DC pour expressions booléennes 
Les systèmes embarqués présentent souvent dans leurs spécifications des expressions 
booléennes complexes qui déterminent pour la plupart le comportement de ceux-ci (systèmes). 
Vu le rôle joué par ces expressions, une attention particulière doit être portée sur elles en les 
testant de façon minutieuse. Dans le domaine de l’automobile, la norme ISO26262 recommande 
fortement l’utilisation du critère MC/DC pour tester les expressions booléennes présentes dans 
les application critiques. Ainsi, des techniques de génération automatique ont été proposées. 
Cependant, la plupart de ces approches ne permettent pas d’adresser différentes catégories 
d’expressions booléennes. Par exemple, les approches basées sur les tables de vérité montrent 
des limites quand il s’agit de générer des cas de test MC/DC pour des expressions booléennes 
de grandes tailles (expressions comportant un nombre important de conditions booléennes, par 
U 
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exemple, 15, 20, 30). Aussi, certaines approches ne prennent pas souvent en compte les 
dépendances entre les conditions d’une expression booléenne. 
Nous avons ainsi proposé trois approches différentes qui peuvent être utilisées de manière 
combinée pour générer automatiquement et de façon rapide, des cas de test MC/DC (unique-
cause ou masking) pour différentes catégories d’expressions booléennes (par exemple, 
expressions de grandes tailles, expressions dont les conditions présentent des interdépendances 
complexes). Par ailleurs, l’efficacité des approches a été montrée en utilisant des exemples tirés 
de cas d’utilisation réels. 
Ces travaux ont fait l’objet de deux présentations et publications dans des conférences 
internationales de renom (cf. section Publications, après la conclusion). 
Génération automatique de cas de test MC/DC pour spécifications de systèmes 
Pour générer de façon automatique des cas de test pour des spécifications d’un système donné, 
nous avons mis en place une approche basée sur les modèles. Ainsi, dans un premier temps, 
nous avons proposé un langage dédié permettant de capturer sous la forme de Statecharts les 
spécifications du système sous test. Plusieurs éléments spécifiques ont été intégrés dans le 
langage afin de répondre aux différents besoins de l’entreprise. Dans un second temps, nous 
avons présenté une approche permettant de dériver automatiquement des cas de test MC/DC à 
partir de modèles décrits à l’aide du langage dédié. Ainsi, nous avons proposé de nouvelles 
techniques basées sur une approche d’exécution symbolique « adaptée » ainsi que des 
algorithmes de graphes, pour prendre en compte les différentes caractéristiques des modèles 
spécifiés.  Enfin, un cas d’étude avec une application bien connue du monde automobile a été 
utilisé pour montrer la faisabilité et l’utilité de l’approche proposée. 
En résumé les contributions apportées dans cette partie sont : 
 Un langage dédié permettant de capturer sous forme de Statecharts (spécifiques) les 
spécifications d’un système réactif ou transformationnel discret. 
 Un ensemble de transformations sur le modèle de test (modèle décrit avec le langage 
dédié) afin de couvrir les évènements et les transitions (issues des pseudo-états 
conditionnels) du modèle. 
 Un algorithme d’exécution symbolique permettant de générer des cas de test consistants 
(c’est à dire faisables).  
 Un algorithme de génération de cas de test MC/DC à partir du modèle de test décrit à 
l’aide du langage dédié.  
Les différents travaux effectués dans cette partie ont fait l’objet d’un article de journal qui va 
être soumis prochainement dans une revue. 
Perspectives 
Pour répondre aux différentes attentes de l’entreprise, nous avons mis en place une approche 
de génération automatique de cas de test. Bien que les premiers résultats semblent satisfaisants, 
les attentes de l’entreprise restent nombreuses et beaucoup de travail reste encore à faire, 
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notamment en améliorant notre approche. Dans cette partie nous discutons des perspectives 
d’amélioration de l’approche de génération automatique de cas de test.  
Perspectives à court terme  
Couverture des valeurs aux limites. Tout au long de ce manuscrit, nous avons montré à travers 
les différents chapitres, combien il était important d’associer la couverture des valeurs aux 
limites au critère de couverture MC/DC. En effet, cela permet d’améliorer la qualité (en matière 
de détection de fautes) des jeux de tests générés.  Ainsi, nous envisageons d’enrichir dans un 
futur proche la génération de cas de test avec le critère de couverture des valeurs aux limites, 
en se basant notamment sur des travaux de référence présents dans la littérature.  
Réduction des tests. Une inspection minutieuse de cas de test générés à travers quelques 
exemples, en utilisant notre approche de génération, a révélé des redondances. Pour des 
exemples de tailles importantes cela pourrait être problématique. Ainsi, nous envisageons 
d’intégrer une approche de réduction de cas de test dans l’approche, soit en l’implémentant de 
façon indépendante de l’approche ou en modifiant celle-ci pour prendre directement en compte 
la réduction des tests.   
Perspectives à moyen et long terme  
Traçabilité cas de test/exigences. Un aspect très important et coûteux dans le domaine du test 
concerne la traçabilité entre les exigences et les tests. Etant donné que notre approche utilise un 
modèle des spécifications pour générer les cas de test, il est possible d’établir un lien entre ceux-
ci et les exigences (contenues dans la spécification). Un de nos objectifs à moyen terme est 
d’adresser cette question. Pour cela nous envisageons d’étendre l’approche afin de permettre à 
un utilisateur d’associer des exigences (par exemple, noms et ids) aux transitions du modèle 
spécifié. Comme cela on pourra déterminer de façon automatique, une fois les cas de test 
générés, la traçabilité cas de test/exigences ainsi que le pourcentage d’exigences couvertes par 
ces tests.  
Communication inter-systèmes. Dans notre approche, les spécifications sont d’abord 
capturées sous forme de modèle d’états-transitions. Ensuite, pour générer les cas de test, un seul 
modèle est utilisé. Il n’est donc pas possible avec l’approche de générer des tests à partir de 
plusieurs modèles communiquant entre eux. Ainsi, nous envisageons à long terme d‘étendre le 
langage afin de permettre la capture de modèles communicants entre eux. Ce qui est 
particulièrement intéressant dans la mesure que l’on pourrait générer des cas de test à partir des 
interactions entre les modèles. 
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Annexe 
grammar org.xtext.model.TestModelDsl with 
org.eclipse.xtext.common.Terminals 
 
generate testModelDsl "http://www.xtext.org/model/TestModelDsl" 
 
import "http://www.eclipse.org/emf/2002/Ecore" as ecore 
 
LANGUAGE: 
 (modules += MODEL_DECL)* 
; 
 
MODEL_DECL: //Spécification du modèle de test 
 'model' {MODULE_DECL} name = IDENT '{' 
  (coverage  = COVERAGE) 
  (interface = INTERFACE) 
  (body = BODY) 
 '}' 
; 
 
COVERAGE: //Spécification de la couverture 
 '#''coverage' {COVERAGE} '{' 
  (controlFlowCov = CRITERION_DECL)?  
  (dataSelectionCov = DATASEL_DECL)? 
 '}' 
; 
 
INTERFACE: //Spécification de l'interface 
 '#''interface' {INTERFACE} '{'  
  (declarationVars += AbstractVAR_DECL)* 
  (declarationEvents = EVENTS_DECL)? 
 '}' 
; 
 
BODY: //Spécification comportementale du modèle de test  
 '#''behavior' {BODY} '{' 
  (sm = STATE_MACHINE)? 
 '}' 
; 
 
CRITERION_DECL: 
 'crit' '=' {CRITERION_DECL} (crit=CRITERION)  (';')? 
; 
 
DATASEL_DECL: 
 'datasel' '=' {DATASEL_DECL} (data1=DATASEL) (','data2=DATASEL)?  
(';')? 
; 
 
CRITERION: //critères de couverture structurels considérés 
 crit= ('mcdc' | 'm_mcdc' | 'dc' | 'cc') 
; 
  
DATASEL: //critères de selection de données 
 sel = ('rand' | 'eqv' | 'bv') 
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; 
 
EVENTS_DECL: //déclaration des évènements 
 'events' ':' (events += EVENT) (',' events += EVENT)*  
; 
 
EVENT: 
 CHANGE_EVENT | SIGNAL_EVENT 
; 
 
CHANGE_EVENT: 
 name = IDENT 'is' type = ('@T' | '@F') '('cond=EXPRESSION')' 
; 
 
SIGNAL_EVENT: 
 name = IDENT 
; 
 
AbstractVAR_DECL: //déclaration des variables 
 VAR_DECL | INTERM_VAR_DECL | CST_DECL 
; 
 
VAR_DECL: 
 {VAR_DECL} flow=Flow name=IDENT ':' type=TYPE (range=RANGE)? (';')? 
; 
 
INTERM_VAR_DECL: 
 {INTERM_VAR_DECL} 'interm' name=IDENT ':' type=TYPE ('init' (value =  
EXPRESSION))? (';')? 
; 
 
Flow: 
 flow=('changeInput' | 'fixedInput' | 'output' )  
; 
 
CST_DECL: //déclaration des constantes 
 {CST_DECL} flow='const' type=TYPE name=IDENT '==' value=Literal 
(';')? 
; 
 
TYPE: // types des variables 
 type= ('int' | 'real' | 'bool' | 'enum' | 'bit' | 'hex' | 'str') 
; 
 
RANGE:  
 INTERVAL | LSET 
; 
 
INTERVAL://intervalle 
 lsqbr=(']' | '[') min=Literal '..' max=Literal  rsqbr=(']' | '[') 
; 
 
LSET://ensemble de valeurs 
  '{' {LSET} (value+=Literal) (',' value+=Literal)* '}' 
; 
 
Literal: 
 {intLITERAL}  value=INTEGER      | 
 {realLITERAL} value=DECIMAL   | 
 {boolLITERAL} value=BOOLEAN   | 
 {strLITERAL}  value=STRING       | 
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 {enumLITERAL} value=ENUM_ELEMENT | 
 {bitLITERAL}  value=BIT          | 
 {hexLITERAL}  value=HEX          |     
 {unknowLITERAL}  value='?' 
; 
 
 STATE_MACHINE://Déclaration d'un modèle d'états-transitions 
 'stateMachine' name = IDENT '{' 
  (tempVariables += INTERM_VAR_DECL)* 
  (states += ABSTRACT_STATE)* 
 '}' 
; 
 
ABSTRACT_STATE: 
 STATE | COMPOSITE_STATE | PSEUDO_STATE 
; 
 
PSEUDO_STATE: 
 'choice' name = IDENT '{' 
  (transitions += TRANSITION)* 
 '}' 
; 
 
STATE: 
 'state' name = IDENT '{' 
  (isInit = 'initialS' ';')? 
  (isFinal = 'finalS' ';')? 
  ('initActions' ':' (initAction += ACTION) (','initAction += 
ACTION)* ';')?  
  (transitions += TRANSITION)* 
 '}' 
; 
 
COMPOSITE_STATE: 
 'compositeState' name = IDENT '{' 
  (transitions += TRANSITION)* 
  (states += ABSTRACT_STATE)* 
 '}' 
; 
 
TRANSITION: 
 (event = [EVENT | IDENT])?    
 ('['guard = GUARD']')? 
 ('/' (action += ACTION) (','action += ACTION)* ';')? 
 ('=>' state = [ABSTRACT_STATE | IDENT]) 
; 
 
GUARD://garde booléenne d'une transition 
 EXPRESSION | ELSE 
; 
 
ELSE: 
 else='else' 
; 
 
ACTION: //Action d'une transition 
 action += ASSIGN_STATEMENT 
; 
  
EXPRESSION://definition d'une expression 
  OR 
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; 
 
OR returns EXPRESSION: 
  AND ( {OR.left=current} 'or' right=AND )* 
; 
 
AND returns EXPRESSION: 
  EQUAL_DIFF ( {AND.left=current} 'and' right=EQUAL_DIFF)* 
; 
 
EQUAL_DIFF returns EXPRESSION: 
 COMPARISON ( {EQUAL_DIFF.left=current} op=('==' | '!=') 
right=COMPARISON)*  
; 
 
COMPARISON returns EXPRESSION: 
 ADD_SUB ({COMPARISON.left=current} op=('<' | '<=' | '>' | '>=') 
right=ADD_SUB )* 
; 
 
ADD_SUB returns EXPRESSION: 
 MULT_DIV (({ADD.left=current} '+' | {SUB.left=current} '-') 
right=MULT_DIV)* 
; 
 
MULT_DIV returns EXPRESSION: 
 PrimaryExpression (({MULT.left=current} '*' | {DIV.left=current} '/') 
right=PrimaryExpression)* 
; 
 
PrimaryExpression returns EXPRESSION: 
 '(' EXPRESSION ')' | {NOT} 'not' exp=PrimaryExpression | Atomic 
; 
 
Atomic returns EXPRESSION: 
  {intConstant}  value=INTEGER      |  
  {realConstant} value=DECIMAL      |  
  {strConstant}  value=STRING       |  
  {enumConstant} value=ENUM_ELEMENT | 
  {boolConstant} value=BOOLEAN     | 
  {bitConstant} value=BIT       |  
  {hexConstant} value=HEX     | 
  {VarExpRef}    vref=[AbstractVAR_DECL|IDENT]  
; 
  
ASSIGN_STATEMENT: 
 left= EXPRESSION ':=' right=EXPRESSION  
; 
 
DECIMAL returns ecore::EDouble : 
 ('-')? INT ('.' INT) 
; 
 
INTEGER returns ecore::EInt:  
 ('-')? INT 
; 
 
//déclaration de terminaux 
terminal ENUM_ELEMENT returns ecore::EString: 
 '_'IDENT 
; 
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terminal BOOLEAN returns ecore::EBoolean: 
 'true' | 'false' 
; 
 
terminal HEX returns ecore::EString: 
 '0x' ('0'.. '9' | 'A' .. 'F')+ 
; 
 
terminal IDENT returns ecore::EString: 
 ('a'..'z'|'A'..'Z') ('a'..'z'|'A'..'Z'|'_'|'0'..'9')* 
; 
 
terminal BIT returns ecore::EString: 
 '0b'('0' | '1')+  
; 
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Résumé 
Un système embarqué est un système électronique et 
informatique autonome dédié à une tâche précise. Dans 
le secteur de l’automobile, le nombre de systèmes 
embarqués dans les voitures a considérablement 
augmenté au cours de ces dernières années et va 
certainement continuer à augmenter. Ces systèmes sont 
dédiés entre autres, à la sécurité, au confort de conduite, 
et à l’assistance à la conduite. Cette croissance des 
systèmes est associée avec une croissance en taille des 
logiciels qui les contrôlent. En conséquence, leur gestion 
(système et logiciel) devient de plus en plus complexe et 
problématique. Par ailleurs, la concurrence dans le 
secteur automobile est très féroce et les temps de mise 
sur le marché sont de plus en plus courts. Ainsi, pour 
garantir le bon fonctionnement des systèmes en général 
et du logiciel en particulier, étant donné leur complexité, 
et aussi les délais courts de mise sur le marché des 
produits automobiles, de nouvelles méthodes de 
développement doivent être considérées. Ainsi, de 
nombreuses méthodes de développement, incluant de 
nouveaux standards (de développement) et approches 
automatiques ont émergé au cours de ces dernières 
années. Dans le cas particulier de la vérification et 
validation de logiciel, une des activités critiques qui a 
connu une avancée significative est la génération de cas 
de test, avec l’avènement d’approches automatiques. 
Malgré cela, ces approches peinent souvent à s’imposer 
en milieu industriel. Une des raisons est que celles-ci 
sont souvent peu adaptées ou peu utilisées dans un 
contexte industriel.  
Dans ce contexte, cette thèse vise à proposer une 
approche de vérification et de validation de logiciels 
embarqués, basée sur la génération automatique de cas 
de test. Pour cela, nous avons mis en place une 
approche permettant de représenter sous forme de 
modèles abstraits les spécifications d’un logiciel, puis de 
générer à partir de ces modèles un ensemble de cas de 
test en considérant en particulier le critère de couverture 
MC/DC. 
Mots clés : Génération cas de test, MC/DC, 
Spécification logicielle, modèles d’états-transitions. 
 
Abstract 
An embedded system is a system that performs a specific 
task and has a computer embedded inside. In the 
automotive sector, the amount of embedded systems in 
the vehicle has risen dramatically in recent years and is 
set to increase. They deal essentially with safety, comfort, 
and driving assistance. Furthermore, the increase in 
number and complexity of the systems is associated with 
a growth in software. As a consequence, their 
management (system and software) have become more 
and more complex and problematic. Also, the competition 
and time-to-market in the automotive industry are very 
tough. Thus, to guarantee the efficiency and reliability of 
the embedded systems in the vehicle in general and the 
software in particular, in view of the complexity as well as 
the competition and time-to-market law, new 
development methods should be considered. Therefore, 
new development methods including new standards, and 
automatic approaches have emerged over the last years. 
In the particular case of embedded software verification 
and validation, one of the most critical activities that has 
experienced a significant progress is test case generation 
with the advent of automatic approaches. Despite this, 
these approaches are not widely used or are not well 
adapted in industrial context.  
In that context, our goal in this PhD. thesis is to propose 
a new verification and validation approach, based on 
automatic test case generation of embedded embedded. 
Thus, we have set up an approach that automatically 
generates test cases, with respect to the MC/DC criterion, 
from abstract models of the software specifications 
expressed in the form of state-transition models. 
Key Words: Test case generation, MC/DC, Software 
Specification, State-transition models. 
 
