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Abstract 
Seiberg-Witteri invariants are diffeomorphic invariants of four dimensional smooth man-
ifolds. After introducing these invariants, some striking results of four dimensional 
smooth manifolds were given. There are two smooth manifolds with the same topolog-
ical structure but having different Seiberg-Witten invariants, which means they have 
different differentiable structures. We will devise Seiberg-Witten invariants and some 
topological results of smooth four manifolds, and give examples on that. 
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A smooth manifold is said to be admitting an exotic structure if it has more than one 
distinct smooth structures. One of the most famous example was constructed by John 
Milnor [Mi], he showed that 7-sphere has exactly 28 different smooth structures, and 
15 if orientation is omitted. Mathematicans were shocked that even a simple manifold 
as sphere can carry more than one smooth structure. 
Later on, with the discovery of Donaldson Invariants in 4-dimensiorial manifolds, an 
exotic was first found by Robioii Kirby and Michael Preedrnan. Also, it was proved 
that for any positive integer n other than 4, there are no exotic R". In other words, a 
smooth n-nianifold with n + 4 which is homeomorphic to R" is iii fact diffeomorphic 
to W\ 
On the other hand, we knew that a closed 7i-inanifold A/"' has exactly one smooth 
structure for n < 3 and has at most finitely many smooth structures for n > 5, 
also they can be completely classified. However there was not much breakthrough 
for 4-manifolds until Seiberg-Witten invariants, diffeomorphic invariants for smooth 
4-manifolds, were invented. By calculating Seiberg-Witten invariants, researchers got 
more examples of 4-manifolds with exotic structures. Also surprisingly, mathematican 
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obtained the following results: 
1. there exist topological 4-maiiifold which cannot be “ smootheiied". 
2. no smooth 4-iiiariifolds with only finitely many distinct smooth structures was 
found. 
3. there exist smooth 4-manifolds with infinitel}^ many distinct smooth structures. 
Out of our expectations, the class of smooth 4-manifolds is much complicated. Even 
finding concrete examples of 4-manifolds with exotic structures is a difficult task as we 
can see in this survey. It seems that we are still far away from the goal of finding a 
complete classification. 
In this survery, we will mainly focus on 4-nianifolds. The first part is about the 
background. In chapter 1, we will revise some materials, show the ideas of construc-
tion of Seiberg-Witten invariants and some important results about Seiberg-Witten 
invariants. In chapter 2 and 3, we will revise some tools to study 4-inaiiifolds such as 
intersection forms and Kirby Calculus. By using those tools, we can study some new 
techniques to construct some special 4-manifolds which are useful in later parts. 
The second part is about examples of 4-manifolds having exotic structures. In 
chapter 4, we will focus on the type 7nCP'2#A;Cp2. By studying deeply to the example 
Cp2#7Cp2, we will state the ideas and difficulties to construct exotic sturctures for 
this kind of 4-manifolds, and finally revise the progress of researches in this area. In 
chapter 5, we will visit the Seiberg-Witten invariants again. This time we will consider 
all Seiberg-Witten invariants at once to formulate the Seiberg-Witten Series which is 
again a diffeoiiiorphic invariant. The advantage of considering Seiberg-Witten Series is 
that we are able to obtain nice formulas of the series for some operations and surgeries. 
Finally, knot surgery technique invented by R. Firitusliel and R. Stern will be introduced 
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In order to construct the Seiberg-Witten invariants, we have to review some materials 
which can be found in [J], [M], [N . 
First of all, we need to know the group Spin{4) group is isomorphic to the product 
of two pieces of SU(2), i.e. 
Spin�=SU(2) X SU{2� 
and the group S.pin.c� can be identified as following: 
f / AA+ 0 \ 1 
办 i n c⑷ 二〈 十 ： G SU(2),入 e U{1) ^ 
I 0 A l 乂 J 
Actually, spin group and complex spin group can be defined by introducing Clifford 
Algebra and complex Clifford Algebra (refer section 1.8 of [JJ]), we will have a short 
introduction later in this section. 
If we identify M'^  with subspace of 2 x 2 complex matrices via the map 
t + iz —X + ly 
^ X iy t — iz ! 
11 
12 
then we have 
||(亡，0：,仏2；)||‘2 = 力 2 + 工 2 + . " 2 + 之2 
二 de_ 
We define a group homomorpliism p : ——> GL{W^) by the formula 
f XA+ 0 \ 1 
P (Q)=(入 y 0 A 丄 y 
where Q G and represented as a 2 x 2 complex matrix. 
det[{XA.)Q{XA+)-'^] = det{A.) • det{Q) • det(A+) 
=det{Q) 
I AA+ 0 \ We can see that p is an element in GL{V) which preserves length and 
y 0 A i 
so the image of the group homomorpliism p is in 50(4) . 
Also we have another group homomorphism tt : Spirf'{A)——> U{1) defined by 
广 0 ) TT = 
y 0 
Now suppose M is a Riemaniiiaii 4-inanifold, the Riemaiiiiiaii metric enable us 
to reduce the structure group of the tangent bundle T M to SO(4). Therefore, we 
can choose a trivializing open cover {U�： a G A} for M so that the corresponding 
transition functions take their values in 50(4) : 
(Mi ： u^ n f / ^ — > 50(4) 
Definition 1.1.1. A sp'nf structure on M is given by an open covering {UQ, : a G A} 
and a collection of transition functions 
gaf3 • Ua n Ufi > Spin''(4) 
such that p o g^fi = .c；^/? and cocycle conditions are satisfied. 
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Prom a spin^ structure, we can construct a principal U(l) bundle by the composed 
function ttog^f^ ： UaC\Uf)——> U(l) . Then we can associate a complex line bundle with 
U{1) as structure group. The reason why we use the projection map tt such that the 
image is given by A^  instead of 入 is that the former one is a well defined homomorphism 
an4 so it can give a well defined line bundle, but not for the latter one. As a result, we 
denote the complex line bundle constructed above as L'^  and call L a virtual complex 
line bundle. 
Similarly, by considering the left upper block and the right lower block matrix, we 
get two rank 2 complex bundles which are called positive and negative spinor bundle, 
and denoted by S+ ^ L and (g) L. When we consider the whole matrix, the com-
plex bundle is called the (twisted) spiiior bundle, denoted by 5 ® L, and so we have 
S (S> L = S+ <S> L ® S- (S) L. The preimage of any point on the manifold M of the map 
TT : 5" ® L ——> M is a vector space which is called spinor space. Similarly, we have 
positive and negative spinor space. 
Now, we want to see how the Levi-Civita connection on the tangent bundle induces 
a connection on the spinor bundle. Recall that the structure group of the tangent 
bundle of a n-manifold is SO{n) and a connection on the tangent bundle can be locally 
expressed as 
d + n 
where Q is 1-forni valued in so(n). We know that the structure group of the spinor 
bundle constructed above is Spiff'{A), in order to construct a connection on it, we need 
to know the Lie Algebra spirf'{4) of Spin^{4：) and how elements of s.pinc� act on 
sections of the spinor space. As we said before, to study the groups Spin(4), Spin^{4) 
and the Lie Algebras spin(4), spirf � carefully, we have to introduce Clifford Algebra. 
Suppose Ci, • • • , Cn be an orthonormal ba^is for a ."-dimensional real vector space 
14 
V, then Clifford algebra of V is the real vector space denoted by Cl{V) (or Cl{n)) 
which has vectors l , e i , • • • , e„, 6丄.e?, Ci • 63, • • • , e^-i . •. • ，e丄• 62 . . • as an or-
thonormal basis (therefore its dimension = 2"). Also its multiplication is called Clifford 
multiplication which can be described by the following rules: 
e,： • Cj = —Cj • Ci for i ^ j 
ei • ei = - 1 
Also the complexified Clifford algebra, can be defined as 
Cl%V) = Cl{V) C 
Furthermore，we can prove some facts: 
• {a = a i ' • • a2m\0' G V, = 1 for all 1 < ?' < 2 m} is a group which is defined 
as spin group Spin(V). 
• The siibspace spanned by e, • Cj for i < j forms a Lie algebra with the bracket 
a, b] = a • b — h • a 
which is defined to be the Lie algebra spin(V). 
• Spin(V) is actually a Lie group with Lie algebra spin(V). 
• C/^(4) is isomorphic to the endomorphism group of the spiiior space, (refer to 
section 1.8 of [J.J] for the construction of this isomorphism.) 
Finally, the group Spin^(V) is defined as the group generated by Spin{V) and elements 
in C with length 1. 
Note that spin(4) C C/^(4) and the last item above. Under the isoinorpliisin be-
tween and the endomorphism group of the spinor bundle, we will know how an 
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element of spin(4) acts on a section of spinor bundle. In the language of Clifford Alge-
bra, the action is just Clifford multiplication. Under the isomorphism above, elements 
Ci for 1 < z < 4 are identified as endomorphisms of spinor bundles as followings: 
< 0 0 1 0 � / 0 0 0 i ^ 
0 0 0 1 0 0 ?； 0 62 
- 1 0 0 0 0 -?； 0 0 
^ 0 - 1 0 0 y \ - i 0 0 0 ^ 
^ 0 0 0 - 1 \ / 0 0 ? 0 ^ 
0 0 1 0 0 0 0 - z 
63 H , 6-4 ^ 0 1 0 0 - i 0 0 0 
^ - 1 0 0 0 y \ 0 i 0 0 y 
If we take the above identification and calculate the images of the elements in spin(4：), 
we will find they are matrices in form of 
( C 0 \ 
1^0 D ) 
and hence an endomorphism which comes from the image of an element of spin(4) 
preserves the positive and negative spinor space. Furthermore, taking the same identi-
fication again, Spin(4) can be regarded as siibspace of and we will discover that 
the image of Spin(4) is exactly 
( f A^ 0 \ ] 
I 乂 0 1 乂 J 
Therefore, the description of Spm(4) at the beginning is just matrix representation 
and similar for Spin/'(4). 
As a matter of course, using matrix representations for those groups can help us 
to continvio studying without the knowledge of Clifford algebra or carrying out com-
plicated calculations in form of matrix multiplications, but defining those groups by 
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introducing Clifford algebra can simplifies the notations and let us to have a more 
general pictures of spin groups. 
Then we get back to the way of construction of a connection on spinor bundle. 
Firstly, it is a fact that the spin group Spi7i{4c) is double cover of the group 50 (4 ) (ac-
tually, not just in 4 dimension), therefore the Lie algebra of them are isomorphic, i.e. 
spin{4) = so(4). Furthermore, the Lie algebra of Spin^'{4) is sp?//7-^ (4) = spin(4) ® 
where n( l) is the Lie algebra the of Lie group U{1). 
For the spin(4) part, it is induced from the Levi-Civita connection. Locally the 
Levi-Civita connection can be decomposed as 
V = d - ^ Q where Q is one form valued in 5o(4) 
= d + i \ j e i A t j 
i<j 
where i l” are one forms and ei A ej denotes the matrix with -1 at the (i,j)-entry, 1 at 
the (j,i)-entry and 0 otherwise. The isomorphism between 5o(4) and spin{4) is given 
by 
ei 八 ej -Ci . ej 
where the product on the right hand side is the Clifford multiplication. By using this 
isoiiiorphisin and specifying the w(l) part, i.e. choosing a unitary connection A, it is 
possible to define a connection on the spinor bundle as following: 
“ i<j 
(Since .�.(1) can be identified with zR, we may write A as d + ia where a is a real valued 
l-form.) 
Finally, we come to the definition of the Dirac operator corresponding to unitary 
connection A. 
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Definit ion 1.1.2. The Dime operator Da ： T{S (g) L)——> r(S ® L) corresponding to 
unitary connection A is defined by 
4 
DaW 二 Y ^ e r ^ ) 
i=l 
One of the most important result is that the Dime operator Da maps sections in the 
positive spiiior bundle (sometimes sections of positive spinor bundle are called positive 
spinor fields, and so for negative one) to negative one and maps sections in the negative 
spinor bundle to positive one. Therefore we denote them as 
: r ( 5 + ®L) > r(5'_ 0 L) 
D: ： (g)L) —> r ( 5 + (g) L) 
There are so many properties about the Clifford Algebra, spiff structures and Dirac 
operators. Some cannot be covered here, but they can be found in the references 
mentioned before. We will state them when we encountered in the coming context. 
1.2 Construction of Seiberg-Witten Invariants 
Now we come to the construction of Seiberg-Witten invariants. Suppose M is a four-
dimensional Riemannian manifold with a spinF structure. Prom the given spiiif' struc-
ture, one can associate a virtual complex line bundle L and the spinor bundle S ® L. 
1.2.1 Seiberg-Witten Equations and the Moduli Space 
1. Seiberg-Witten equations (perturbed with respect to (/>): 
Firstly, wc write down the Seiberg-Witten equations: 
= 0 
FX = (tW + 4> 
where is the Dirac operator associated by a unitary connection which maps 
positive spinor fields to negative spinor fields, F ^ is the self-dual part of the 
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curvature (we write —iFa = Qa = o V^), 0 is a given self-dual two form and 
a is a quadratic term in i(j which can be written explicitly: 
勺）=--(•ip,ei. ej • T/J) 
where〈•，•) is the hermitian product of the spinor bundle. We want to find a pair 
(A, in the configuration space 
A = {{A,'ip)\A is a unitary connection on L^, if) G 0 L)] 
such that the two Seiberg-Witten equations are satisfied. 
2. Solution space: 
Let Q be the set of all smooth map from M to S^ which is the gauge group. 
Suppose that g e Q, we can check that if (A, i!)) satisfies the Seiberg-Witten 
equations, then g acts on {A, ,0) also satisfies the Seiberg-Witten equations, i.e. 
fJ-{Ai>) = {9Ag-\gi>) 
satisfies the Seiberg-Witten equations. Therefore 
M小={[A,ip] e B\(A,ip) satisfies the SW equations} 
is well-defined where B = A/Q. 
After that, we claim that for generic choice of 0 and Riemarinian metric g, the 
solution set M^^ is a finite diniensioiial, compact and oriented manifold. Fiirther-
iiiore, the formal dimension of the solution space is 
2(index of D\) — — 1 二 - 2x(M) — 3(7(M)) 
where x(M) is the Eiiler characteristic of M and a[M) is the signature of inter-
section form of M which will be explained in next chapter. 
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Next, we set 
Qo = {ff e ^lff(Po) = 1} where po is a fixed point on M, 
= A y ^ o , 
B* = A*ig. 
Then, —B* can be regarded as a 5^-bmidle. 
1.2.2 Seiberg-Witten Invariants 
From the 5^-bundle constructed above, we can associate a corresponding complex line 
bundle and the first Cherri class of this complex line bundle which is in IP(J3*), de-
noted by ci. 
Assume there exists a generic path joining cj)�and 02, we can show that there 
exists an oriented smooth siibmanifold W C H^(M) x B* (where H\{M) is the space 
of self-dual 2-forms of the manifold M) such that 
dW = M^, - M^p, 
Furthermore, assume the dimension of M . t is even and let 
Then cf is a closed 2(i-differential form, i.e. cf = dft for some [2d — l)-form (3. 
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Therefore we have the following result, 
〈[c?],AV〉-〈[cfl，〜2�= [ 4- f cf 
= j � 4 -
Jaw 
= f dp Jew 
= 0 
. . . � [ c f l，A ^ 0 � = 
Similarly, it was shown that changing the R.iemanriian metric on M alters the moduli 
space by a cobordism. Therefore the number is an invariant for generic 
choice of self-dual 2-form 0 and metric g, hence a diffeomorphic invariant. We denote 
it as SWm[L), or most of the time we would like to refer to the spiif structure given 
and denote the invariant by SWm{5) where s is the spitif- structure. We will simply 
write S]V{L) if no confusion occurs. 
To explain it explicitly, suppose that f : Mi — M2 is a difFeomorphism between 
two smooth manifolds. Given a spin'^ structure S2 on M2, f associates a spin'^ structure 
5] = f*52 on Ml. Then SWm^ C i^) 二 SWm2 (S2) and hence Seiberg-Witten invariants are 
diffeomorphic invariants. Furthermore, if 5 is a spirf- structure such that + 0, 
we call 3 is a. basic class. 
1.2.3 Remarks 
1. s\mf structure: 
Each oriented four dimensional Rieniannian inaiiifold possesses a spirf structure. 
2. Configuration space: 
If we consider the Sobolev completion (respect to a suitable Sobolev norm) of A, 
B and etc., then Sobolev Embedding Theorem and other nice results from PDE 
theory can be applied to prove the compactness of the solution space. Of course, 
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we have to make sure that changing the choice of Riernaniiian metric and related 
information is just replacing the norm by a equivalent one, and therefore it does 
not affect the resulting completion. 
3. Conditions on : 
First of all, bt should be odd to guarantee dim(M小、is even, recall that dim{M^�= 
2(index of - - 1. 
Also for the Seiberg-Witten equations, we claim that the reducible solution in 
M(j, can only occur when = 0. Recall that 
M^ = {[A,i>] e 13\{A,ip) satisfies the SW equations} 
where A is the configuration space and B = AjQ. Note that the group Q acts 
freely on A except those (A, 0) G A. As a result, reducible solutions can only 
occur in the quotient space B if the point is in form of [A, 0] and hence our claim 
holds. 
If .0 = 0, it remains to solve the equation 
However, cJ) can be the self-dual part of the curvature of some unitary connection 
A if and only if • lies in an affine siibspace of codimension 62 • Assume bt > 2, 
one can obtain a generic curve mentioned in the last section so that it misses 
that affine siibspace and no reducible solution exists for any 0 on the curve. As a 
result, we are able to guarantee that W a smooth manifold and make the whole 
arugineiit works. 
Furthermore, more careful treatment can be made to obtain the Seiberg-Witten 
invariants for the case ht = 1, and we will cover that in the next subsection. 
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4. Implicit function tlieorem: 
In order to show that W is smooth, we need the infinite dimensional version of 
Implicit Function Theorem. 
5. Virtual complex line bundle: 
This survey follows some texts to denote the complex line bundle constructed 
from the given spirf structure as I? and denote the virtual complex line bundle 
(square root of the former line bundle) as L, while some texts may denote those 
two as L and L-�“，so it may cause confusion for those encounter at the first 
time. 
1.2.4 Seiberg-Witten Invariants for = 1 
As we have seen in the last subsection, the affine siibspace mentioned before has codi-
meiision 1, so it divides the space of self-dual two forms into two parts, called chambers. 
When we perturb the curve joining and 02 may hit that affine siibspace and may 
cause singularities in the solution space. Therefore, if we only perturb for a “ small" (j) 
(in the sense of norm), Seiberg-Witten invariants are still be able to be defined. 
First, we fix a metric g. Since the dimension of the space of self-dual harmonic 
2-forms 二 6卞 = 1 (with respect to g), there exist a self-dual 2-form with 
norm one ujg in the positive component (preassigned). 
Then we investigate the second equation of the Seiberg-Witten equations again, 
note that [Fa] = 2tt���!?�G IP气M) = so we have [F+] = 27t{ci(L'^))+ e 
?4’‘g(M), then: 
FJ^ = + 0 
27r(Ci(L))+— � = [ a M ] 
We can check whether our pei.tiii.bation of 小 hits the affine siibspace by doing dot prod-
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net. As long as the sign of ((27r(ci(L2))+ — ]) • [ug] remains unchanged, we are able to 
define the Seiberg-Witten invariants for that particular g. (Remark: 27r(ci(L^))+-[a;J = 
27rci(Z/") . since the dot product is taken in 
Moreover, if we only perturb for a “ small" 0，the sign will be dominated by 
27TC-i{L~)-[ujg]. Thus we can define two Seiberg-Witten invariants, one for each chamber. 
Furthermore, it sometimes happens that the sign of 27rci(I/^) • [uJg] is the same for 
generic metrics, then there exists only one invariant obtained by a small perturbation 
of ( f ) and this invariant obtained is independent from the choice of metric g. We 
denote the the invariant by if ((27r(ci(L2))+ — [</�]).[cOg] > 0 and SW^{L) if 
1.3 Important Results of Seiberg-Witten Invariants 
In this section, some important results about Seiberg-Witten invariants are introduced 
that turn out to be powerful tools. 
1.3.1 Manifolds Admit Positive Scalar Metrics 
Suppose that M is a compact four dimensional Rieinaniiian manifold. We say that a 
rnanifold M admits a positive scalar metric if it equips with a. metric such that the 
scalar curvature at every point is postive. Then we begin with the following leniina of 
estimation. 
L e m m a 1.3.1. If (A, if.') is a solution to the Seiberg- Witten equations with 0 = 0 and 
assume |功| attains the maximum at point p G M, then 
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Proof. Since p is a maxiinum for 
\m'm>) > 0 
-�^/z'0，fiUV,�(P) + � . 0 ’ A � � ( 7 ) ) > 0 
〈也 A � � ( 7》 > 0 
It follows from the Weitzenbock formula that 
AA处 + grP — FA�e“ ej从iei. ej .处、=啦.iP 
i<j 
= 0 
Recall that from the second half of the Seiberg-Witten equations, we have 
FAieuCj) = . e厂衫，〉 
and l^) is a positive spinor field, hence 
厂4(ei，ej)〈也 ici. ej . V ’ � = 巧 e j ) � V ) , iei • ej . ？/；) 
Therefore we obtain 
+ X^Wa iFAici, ej)ei • ej • %b) = �V,，A^VKP) 
i<j 
- - Y ^ F A { e i , e j ) { ' i p , i e i • Cj • ip) > 0 
i<i 
since ej) is purely imaginary 
i<j 
and then 
when we divide both sides by the result follows immediately. • 
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Theorem 1.3.2. If an oriented Riemannian manifold with b^ is odd and b^ > 2 has 
a Riemannian metric of positive scalar curvature, then all Seiberg- Witten invariants 
vanish, i.e. SW{5) = 0 for all spin^ structure 5. 
Proof. Prom lemma (1.3.1)，take 0 = 0, then ijj must equal to zero and so the solution 
space is empty. • 
With extra care on perturbations as described in (1.2.4), we can extend this result to 
the case b^ = 1, i.e. if Seiberg-Witten invariants can be defined for small perturbation, 
they must vanish. 
1.3.2 Connected Sums 
In last subsection, we have a vanish theorem depending on scalar curvature which is 
a rather geometrical condition. Now we have a vanish theorem which concern the 
connected sum of manifolds which is a condition rather topological. 
Theorem 1.3.3. Suppose that the 4-Trmnifcdd M can be smoothly splits as a connected 
sum 
M = N肿2 
with 62 (A''i), �N2) > 1，then all Seiberg-Witten invariants of M vanish. 
Proof. Details of the proof involves the gluing and pasting of monopoles (solution 
spaces) which are very technical, those materials can be found in chapter 4 of [N], we 
only give the idea of the proof here. 
Connected siini of two 4-iiianifolds can be thought as cutting out a 4-ball inside 
each one and result two 4-iiiaiiifolds with as boundary. Then we glue a cylinder 
X [0,1] such that two ends are glued to the two S^ just obtained. Of course, the 
gluing operation can be performed sinoothly. Also by stretching, the geometry of 
N]_#N2 is dominated by the cylinder and the cylinder can be arraged to be positive 
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scalar curvature. Then, all Seiberg-Witten solutions are vanish on the cylinder and 
hence every solution for M can be decomposed into solutions in Ni and N2. In other 
words, for each spirf structure on M, the solution spacc for M can be regarded as 
product of solution spaces of N � a n d N2� 
= Mjvi X Mn2 
On the other hand, spinf^ structrue on M can also be split in a similar fashion, 
Then for the corresponding line bundle constructed from the spin�structure, we have 
c 八 L � S n �條 Y ) = Ci(L(_5州))#Ci(L(SiV2)) and = + c^(L(5iV2)) 
where L(s) is the line bundle corresponding to sjxirf structure s (To be consistent with 
the whole text, we may use L^(s)). 
For connected sum of manifolds, we have 
- x(A^i) + - 2 and b t 彻 N ^ ) - K m + h+iNo) 
Therefore we are able to calculate the formal dimension of J^NyH^Ni'-
d i m C M A �供）=一 — — 
- 2 ( x ( M ) + xiN2) - 2) — 3 ( a ( M ) + a ( A y ) } 
= d i m (•M iv J + dim {Mn^) + 1 
Assume dim(«MA�#jV2) = 0, it forces cither one of dim(7Vl/vJ and dim(_A//;v2) is negative 
which means the solution space is empty. Therefore Mn�#N2 is empty and all Seiberg-
Witten invariants vanish. For dim(«yW/Vi#yv2) > ()，refer to theorem (4.6.1) of [N]. • 
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1.3.3 Kahler Surfaces 
Before going on discussing the results of Seiberg-Witten invariants, we quickly revise 
some materials as a preparation, refer to chapter 2 of [M] for details. 
Now, if a manifold M admits an almost complex structure with Riemannian metric, 
then the structure group can be reduced to U{2). We can construct a canonical spin^ 
structure on M by the map j : t/(2) — Spirf(A) defined by 
^ 1 0 0 0 � 
• “ � 0 det{A) 0 0 
刺 = 
0 0 
V 0 0 ) 
Note that 1，det{A), A are transitions corresponding to the trivial line bundle, anti-
canoiiical line bundle and tangent bundle, so the positive and negative spinor bundles 
can be identified naturally as followings, 
^ e � 1 
S-®L ^ TM 
where 9 denotes the trivial line bundle, is the anti-canonical line bundle and T M 
is the tangent bundle. On the other hand, the virtual complex line bundle L associated 
by that spin^ is the one whose square is the anti-canonical line bundle，i.e. I? = . 
A Kahler manifold automatically admits a natural almost complex structure and 
hence it has a canoiicial spin^ structure. 
Theorem 1.3.4. Suppose that M is a Kdhler surface with bt > 2, L is the virtual 
complex line bundle as described above, then SW{L) = 士1. 
Proof. We only give the outline of the proof, refer to section 3.7 and 3.8 of [M] for de-
tails. In the Kahler case, the Dirac operator corresponding to the Spiff connection 
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c/yi�can be writen down explicitly as 
where sections of 0 , A'—丄 and TM are identified with (0，0)-forins, (0, 2)-forms and 
(0，l)-forms respectively. 
Furthermore, other 广(4) connection is in form of d , = c^o + ？for some real-
valued one-form a on M. We write sections of the positive spinor bundle in vector form 
as 
( f \ ‘0 = 
V 9 / 
Then we have 
( f \ _ 
w 
where (za)(o,i) denotes the (0, l)-compoiient of ia. 
By taking (f) — Fj^o; where uj is the Kahler form, the Seiberg-Witten equations 
become 
二 0 
n = a � + F丄 + 0； 
Then we consider this pair 
{ 办 \ 
A = Ao, .4)= V c ； 
/I 二 y4o implies that a = 0, therefore we have 
( \ — 
D-X 二 v/2(aV2) 
V c = 0 
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On the other hand, we have F丄= F ^ . It can be calculated that 
( V 2 \ a = —uj 
V c y 
and so the second Seiberg-Witten equation is satisfied. As a result, we got a solution 
for the Seiberg-Witten equations. 
By showing the solution just found is unique after taking quotient of the gauge 
group and that it is nondegenerate, we get that SW(L) = 士1. • 
We have to make a remark here before moving on our discussion. Let ^ m be the 
set of isomorphism classes of U � bundle over a 4-manifolcl M. Then ^ m is a group 
with complex multiplication as the group operation, also it is isomorphic to 
The isomorphism is denote by ci :父m ——�H'^(M]Z) which is the first chern class, 
refer to section 1.4 of [GS]. Therefore, when we consider the Seiberg-Witten invariant 
of the virtual line bundle L, besides referring to L, we can take the line bundle L^ 
can consider the image under the above isomorphism and referring the Seiberg-Witten 
invariant of a class in Z). 
Now, we know the image of the canonical line bundle T*M under this isomor-
phism is called the canonical class, which is usually denoted by Km- Then the image 
of the anti-canonical line bundle is A ' . Therefore, some texts may rewrites the above 
theorem as = 土1. On the other hand, with the isomorphism Ci, the im-
age of canonical line bundle and anti-canonical line bundle is called canonical class 
and anti-canonical class, also they are denoted by the same notations Km and A';/ 
respectively. 
Example 1.3.5 (K3 surfaces). A K3 surface is a compact, complex, simply connected 
surface with trivial canonical line bundle. There are many nice properties about K3 
surfaces: 
1. All K3 surfaces are diffeomorphic. 
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2. All K3 surfaces are in fact Kabler manifolds. 
3. One description of K3 surface is fiber sum of two 丑(1), which will be explained 
in the chapter 5. 
With the first property, all K3 surfaces have same Seiberg-Witten invariants and hence 
we only need to take one representative for calculations. Also the second property tells 
lis that 
SWks{K-') = 士 1 
1.3.4 Symplectic Manifolds 
The result of Kahler manifolds in the last subsection was first handled by E. Witten 
W], by much more afforts, the result was extended to symplectic manifolds by C. 
Taubes [Tl]. A shorter introduction to the theorem appears in note 10.7 of [S . 
Theorem 1.3.6. Let M be a compact，oriented, Ji.-manifold with b^ > 2. Let to be a 
symplectic form on M with u giving the orientation. Then the virtual complex line 
bundle of the associated almost complex structure on M has Seiberg- Witten invariant 
equal to ±1. 
With careful treatments, this result can be extended to the c?ase b^ = 1 and we 
have SVVY^iL) = 土 1. 
Suppose that M is a symplectic manifold with symplectic structure uj and compat-
ible almost complex structure J . As described before, the almost complex structure 
J induces a spin^ structure 5j. We know that [spirf structures 5} = H~[M； Z), see 
chapter 10 of [S]. By identifying sp in�s t ruc tures and cohomology group and using this 
5./, we can parametrize all other spirf structure 5 011 M as 
s = s j + £ where e G ； Z) 
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Let Lj and L^ be the virtual complex line bundle associated by spirf structures Sj 
and s respectively. Then we have 
= A m ' + 25 (Here, A',"；/ G H''(M-Z)) 
With the above, Seiberg-Witten invariants can be reformulate as a function: 
SWm : {A7/ + 2£|£ e H ^ M ; Z)} — Z 
By careful analytical treatments, we have the following lemma: 
Lemma 1.3.7. If SWm [K]^ + 2e) ^ 0, then e must satisfy the inequalities 
0 < £ • [cj] < . M 
and the first equality holds only if e = 0 and the second equality holds only if e = — 
Recall that by definition a K3 surface has trivial canonical line bundle, therefore 
Kj^'l = 0. Furthermore, a Kahler manifold is in fact a symplectic manifold. By using 
the lemma above, the only possibility for A'^/ + 2s to be a basic class is £： = 0. 
Corollary 1.3.8. K3 surface has only one basic class which is the anti-canonical class. 
Chapter 2 
Intersection Forms 
Due to M. Preedman's results in [F] and [FQ], we are able to classify, up to homeomor-
phism, the smooth simply connected four manifolds by calculating their intersection 
forms. For our purposes, we only have a short trip on this topic and details can be 
found in the references mentioned above. 
2.1 Intersection Forms of 4-manifolds 
Defini t ion 2.1.1. Suppose that M is a compact, oriented, topological four manifold 
without boundary. The symmetric bilinear form 
Qm :丑2(M;Z) X H'^{M;Z) -> Z 
defined by Qm{o., b) = (a U 6, [M]} G Z is called the intersection form of M and we 
usually denote it by a • b. 
By considering the Poiiicare duality, we can also define the intersection forms on 
H2(M:Z) X H2{M-Z) by (P.D.(a) U P.D.(J3)�[M]) where a , [3 6 HoSM^Z). By con-
sidering intersection forms by the above way, we can interpret it as counting the in-
tersection points (with sign) of two surfaces in M. Furthermore, the intersection form 
defined has a matrix representation, we denote it again by Qm. For simplicity, we drop 
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M when there is no coiifusioii. 
Before going deeper, we have to recall that for a simply connected 4-manifold, the 
rank of the zero and fourth cohomology group is the number of connected components 
and so they are of rank one now; the rank of the first and third cohomology group is 
counting loops in certain sense, in fact the first cohomology group is isomorphic to the 
quotient of fundamental group and its commutator subgroup, however the simply con-
nectedness implies the fundamental group is trival and hence the rank of the first and 
third cohomology group are zero. Therefore the topology of a simply connected man-
ifold is depending on the second cohomology group heavily, and the intersection form 
is exactly determine how the elements in the second cohomology group interacts, thus 
it is quite reasonable that it turn out to be an invariant of simply connected 4-manifolcls. 
A number of terminologies are going to be introduced. Firstly, we define rank rk{Q) 
to be the dimerisioii of i.e. rk{Q) = 62. By extending / /^(M;Z) to 
and then diagonalize the matrix over M (or over Q), we can determine the number of 
positive and negative eigenvalues (counting with multiplicity), so we denote it by b^ 
and 6.7 respectively. Next, we define the signature a{Q) 二 卜— F i n a l l y , we come 
to the parity of Q. Q is said to be even if Q(a, a)三 0 (mod 2) for all a G Z); 
Q is odd otherwise. 
Definition 2.1.2. Q is said to be positive (negative) definite if rk{Q) — (t(Q) {rk{Q) 
=—criQ)). Otherwise, Q is indefinite. 
To make it more explicit, Q is positive definite if all eigenvalues are positive. 
Definition 2.1.3. A square matrix P is called a unimodular matrix if det(P) = 士1. 
A bilinear form is said to be a unimodular form if its matrix representation lias deter-
miimiit ±1. 
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For an intersection form Q of a 4-irianifold M, it is clear that the matrix repre-
sentation is symmetric (since aU b = b U a in 4-dimensional case). Thus, it can be 
diagonalized and with scaling, we can change a basis so that the matrix representation 
with respect to this basis has determinant ±1’ i.e. it is unimodulai\ 
2.2 Classification Theorem 
Theorem 2.2.1 (M. Freedrnaii, [F], [FQ]). For each unimodular symmetric bilinear 
form Q, there exists a simply connected, topological 4-'manifold M without boundary 
such that its intersection form, is Q. Furthermore, if Q is even, the manifold is unique 
up to homeomorphism; if Q is odd, there are exactly two homeom.orphic types of mani-
folds with the given intersection form., but at most one of them carries a smooth struc-
ture. 
Consequently, hoineomorphic types of simply connected, smooth four manifolds are 
completely determined by their intersection forms. In particular, for those indefinite 
unimodular forms, we have the following classifications. 
Theorem 2.2.2. If Qi and Q2 are indefinitite unimodular forms having same rank, 
signature and parity, then they are equivalent. 
Furthermore, for an indefinite, uniinodular form, if the rank, signature and parity 
are given, then we are able to write down the exact intersection form by the following 
theorem. 
Theorem 2.2.3. Suppose that Q is an indefinite, unimodular form. If Q is odd, then 
Q is isomorphic to 时〈1〉0 〈一1〉’. if Q is even, then Q is isomorphic to ^^五8 © 
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柳；丨-⑵丨// where 
� 1 0 0 0 0 0 0 � 
1 2 1 0 0 0 0 0 
0 1 2 1 0 0 0 0 
/ 0 1 \ 0 0 1 2 1 0 0 0 
H = and Eg = 
y 1 0 y 0 0 0 1 2 1 0 1 
0 0 0 0 1 2 1 0 
0 0 0 0 0 1 2 0 
� 0 0 0 0 1 0 0 2 y 
2.3 Review: Van Kampen's Theorem 
As we have seen that intersection form is an topological invariant for simply connected 
4-manifolds, that means if we want to obtain any result from Preedman's Classifica-
tion Theorem, then we have to show the 4-manifold to be studied should be simply 
connected, i.e. the fundamental group of it is a trivial group. 
In fact, Van Kampen's Theorem is one of the most powerful tools to calculate 
fundamental group of a manifold. The main idea of it is decomposing a manifold into 
pieces and telling how the fundamental groups of those pieces and their intersections 
relate to the fundamental group of the whole manifold. The proof of this theorem 
appears in chapter 11 of [Mu] and niaity textbooks about algebraic topology. 
Theorem 2.3.1. Let M be a manifold. Suppose that M = L厂 U V, where U and 
V are open in M so that U, V and U CiV are both path connected, then the group 
hommnorphism. 
0 : 7 r i ( [ / ) * 7 r i ( V ) 一 7 r ] ( M ) 
is surjectAve where tti(U) *7ri(V) is the free product ofni^U) and 7ri(V) and its kernel 
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is the normal subgroup N generated by all elements of the form l八g)i,2[g)一i where 
: TTi ( "门 VO > TTi ([/) and 62 : TTi ([/门 10 ^兀1 (y) 
are group hom,om,orphisrns induced by natural inclusion maps and g G 7ri([/ 门 V). As 
a result, by the First Isomorphism Theorem, 7Ti{M) = {'n'i(U) * 7ri(V))/iV. 
Flirtheniiore, we decompose M in a nice way so that V is simply connected, then 
we have the following corollary: 
Corollary 2.3.2. Assume the hypotheses of the preceding theorem together with the 
assumption that V is simply connected, then 
where N is the normal subgroup generated by the image of the hornomorphism 
The corollary follows immediately simply by noting that 7ri(K) is trivial and t.2(g)= 
e for all g G 7T\(JJ A IZ) and so 7Ti{M) = ni(U)/N and N is the normal subgroup 
generated by i\[g). 
Chapter 3 
Kirby Calculus 
By breaking down a manifold into pieces according some rules and see how they can 
glue back the manifold, we can obtain some topological information, such as homology 
groups, of the manifold. Such breaking down action is called handle decomposition. 
Ill particular, for the 4-climensional case, Ribion Kirby introduced the technique to 
visualize 4-manifolds by Kirby diagrams, namely drawing the handles of 4-manifolds 
out and performing handle slides and cancellations. 
Furthermore, intuitively, if boundary of a 4-inanifold is non-empty and connected, 
then the boundary is a 3-inanifold. As we will show in the coming sections, Kirby 
diagram is closely relatived to the surgery of 3-nianifolds. 
3.1 Review on Handle Decompositions 
Handle decomposition is a powerful tool to study manifolds, we will have a brief review 
oil that , further details can be found in [Y] by Yukio Matsunioto or other reference 




In this section, we let M be an smooth compact ？"i-manifold without boundary. We try 
to construct a special kind of function on M called Morse function and see how it help 
us to perform handle decomposition. 
Definition 3.1.1. A function f : M ~~> M is said to be a Morse function if every 
critical point of f is nondegenerate, i.e. determinant of Hessian matrix at every critial 
I point p of / is nonzero. 
护f 
� l e t 眷• ， 、 
with respect to the local coordinate around p. 
In order to say a critial point is nondegenerate, we need to ensure it would not 
depend on the choice of local coordinate which is easy to be checked. 
Theorem 3.1.2. (Existence of Morse functions) Let g : M ——> R be a smooth function 
defined on M, then there exist a Morse function f : M ——> M arbitrarily close to g. 
This theorem not just states the existence of Morse function, it somehow states 
that the collection of Morse functions is dense in the set of smooth function on M. 
Note that for a critial point p of / , we have = 0 for all 1 < z < n with 
respect to local coordinate {x], • • • , Xn). By the way, since Hf(p) is symmetric and 
deteriniiiaiit of Hf{p) is nonzero, it can be diagonalized with k positive and n — k 
negative eigenvalues. Transition matrix for diagorializatiori combining with a suitable 
rescaliiig matrix gives us a matrix of changing of basis and therefore f can be expressed 
in the form of 
f = f{p)—工‘f -工• 4 + 4+1 + • • • + '4. 
around a critical point. We also define an index for a critical point p equals to k which is 
the number of negative eigenvalues. Again, the definition of such index is independent 
from the choice of coordinates. 
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Definition 3.1.3. A vector field X on M is said to be a gradient-like vector field for 
a Morse function f : M ——M if the following two conditions hold: 
1. X • f > Q away from the critical points of / , i.e. X points in the directions which 
f is increasing. 
2. Around a critical point p, with a suitable choice of local coordinates, X can be 
written as its gradient vector field: 
d d d d X = -2a;i- + ——+ ... + 2xn-T；— 
ox I dXk dXk+\ OXn 
i.e. around every critical point p oi f , X coincide with the gradient vector field. 
Image / as a height function on M, we have the picture with the dot as a critical 
point. 
f y f 
\ , M f ' 7 
Theorem 3.1.4. Suppose that f : M ~~> R is a Morse function on M, then there 
exists a gradient-like vector field X for f . 
We jump over the technical details and understand liow a gradient-like vector field 
helps lis to decompose the manifold. Now suppose we have a smooth n-manifold M 
and a gradient-like vector. Then at each critical point p with index k, we attach 
D" = X 卜人,，caled /•--handle ((0,0) G D^' x D''-^ is attached to p) such that the 
vector field is compatible with the handles in the sense that the vector field is flowing-in 
on dD^ X 人 ， = X 卜^ and flowing-out on D^ x dD几=D^ x like 
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the figure below: 
Xk+j >'">X„ 
i k 
I \ V 
� . 
1 ' 丨 一 X/ ”..， 
It follows that the manifold can be described by handles with indices and the way 
of attaching (attaching maps). By smoothing out corners, the attaching maps can be 
chosen to be smooth maps. 
Example 3.1.5. A torus is embedded in M^ and choose the height function, prove the 
vector field of the height function is a gradient-like vector field and use it to decompose 
the torus into handles, we have the following: 
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On the right hand side, the top piece is a 2-handle, the two pieces in the middle are 
1-handles and the bottom piece is a 0-handle. 
Now we come to explain some terminologies. As the above, a disc D ) � i s realized as 
D^' X 久‘，we call it a /j-handle. Since the manifold M is compact and connected, with 
suitable arrangements, we may assume it has only one 0-handle and one '".-liaiidle, also 
{k + l)-handles are attached after /j-handles (it will be explained in next subsection). 
Then the manifold M can be decomposed as 
M = X D , U ^ , {DL X D 广 1 ) U . . . U^…一” [ D ] - ' x D ] ) U ^ , , [D几 x 
where (f)ki is the attaching map of the i — th /i-handle and it maps dD�x onto the 
boundary of the manifold obtained from gluing previous handles. It is called a handle 
decomposition. We usually use the notation Mk to denote the union of all z-handles 
where \ < i <k and call it a /c-handlebody, then we get 
Mk = Mk-i U { /c-handles } 
Also we try to introduce these terms in order to make the discussion convenient: 
For a k-handle, 
• core: D^ x {0} 
• belt: {0} X Z)"-" 
• attaching region: dD^ x D，卜^ = x & 
• attaching sphere: dD^ x {0} = S''-^ x {0} 
• belt sphere: {0} x dD' ' - ' ' = {0} x S)卜 





To conclude the above discussion, we have the theorem: 
Theorem 3.1.6. Any smooth compact manifold without boundary admits a handle 
decomposition. 
Proof. For a smooth compact manifold M without boundary, we can construct a Morse 
function f on M by theorem (3.1.2) and a gradient-like vector field X corresponding 
to f by theorem (3.1.4). Therefore, the manifold can be decomposed into handles as 
described before and such a decomposition is a handle decomposition. • 
3.1.2 Handle Slides and Cancellations 
The most important question to ask after introducing handle decomposition is: 
If we choose different Morse functions and get different handle decompositions, how 
are those decompositions related? 
It turns out that those decompositions are related by handle slides and cancel-
lations which we will cover. As a review, we will only go through the facts, further 





Theorem 3.1.7. Suppose that a k-handle D^ x D""''' is attached by an attaching map 
(J) ： dD^ X A ——> ON on an n-dimensional manifold N with boundary, and suppose 
ht is an isotopy of ON with Jiq = id and h\ = h. Then the new manifold obtained by 
using new attaching map hocj), NU/io0D'"' x D几-k’ is diffeomorphic to the original one, 
NU^D'' X 
By using handle slides, we are able to slides handles such that the handles are at-
tached in ascending order of indices, that means one can attach all /c-haridles and then 
(k + l)-haiidles to construct back the manifold, so we have the gluing of handles as 





cancel the k and 
(k+l)-handle pair 
Theorem 3.1.8. Suppose that a manifold Ni is obtained from an n-dimensional man-
ifold with boundary by attaching a k-handle, and N2 is obtained from Ni by attaching 
a (k + 1)-handle: 
Ni = N U ^ D^ X 
No = Ni U块 D叫 X i/卜人 
If the belt sphere 0 x of the k-handle intersects the attaching sphere D^^^ x 0 
of the {k + 1)-handle transversely at only a single point in the boundary dNi, then N,2 
is diffeonioTphic to N. 
To get the answer of the question at the beginning of this subsection, we have: 
Theorem 3.1.9. Given two handle decompositions for a manifold M, it is possible to 
get one to another by a sequence of handle slides, creations, cancellations. 
3.1.3 Calculation of Homology Groups 
As mentioned at the very beginning, handle decomposition can help us to calculate the 
homology groups. We will explain it briefly here and reserve for later use. 
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We start from a handle decomposition of a manifold M (with arrangement so that 
those handles are attached with increasing index) and define the group of relative k-
chains to be Ck{M) = Hk(Mk, A4_i ;Z) , where M^ and M^-i represents k and {k - 1)-
handlebody. Hk{Mk, Affc_i;Z) is actually freely generated by the /c-handles. Then the 
boundary operator d : Ck{M) > Ck-i(M) is defined by the long exact sequence 
of the triple (A/a；, A4_i, iV4_2). However, if M is oriented, it can be described by a 
simpler formula: 
dh - . A)}m 
where h is a /c-handle, hi are (A; — 1)-handles, A is the attach sphere of h and Bi are belt 
spheres of hi and Bi . A represents the intersection number of Bi and A on boundary 
dMk-i . It can be proved that d'^  = 0 and so homology groups of that chain can be 
defined and it is exactly Hk{M\ Z). The proofs of the above can be found in chapter 4 
of [Y]. 
3.2 Kirby Diagrams 
A Kirby Diagram is a description of a 4-manifold by drawing its handles in R'^. To 
simplify our discussion, we only focus on compact, oriented 4-manifolds without bound-
ary. The reference book [GS] provides a more general picture of this topic and a lot of 
applications are covered. 
3.2.1 Constructions 
Recalling that a 4-manifold M can be decomposed into 0 to 4-handles. By duality, we 
know that the number of 0-handles and 4-handles must be equal, so as the number of 
1-handles and 3-handles. PLirthermore, since we only consider connected manifolds, we 
may assume that there is only one 0-handle (achieved by handle slides, creations and 
cancellations). Hence we start to construct back the manifold from a single O-handle 
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{*} X = D\ 
Instead of recording the whole handles, in Kir by diagrams, we only concern how 
the handles attach. However, the region that allow following handles to be attached is 
exactly a boundary of a 4-manifold, which is a 3-manifold, therefore we will be able to 
visualize the processes in M .^ 
The construction is started from a 0-handle. The region being attached by other 
handles is {0} x dD* = S^ which can be realized as M^ U {*}, by preturbation, we may 
assume that 1-haiiclles and 2-handles are attached away from that point, therefore we 
can now try to draw how they attach in M .^ 
If we further investigate handle attachnierit in details, we discover that our dia-
grams need to include an important information, called framing. 
Framing 
Formally, a Ai-handle D�x D几—k attaching to the boundary of an 7i-manifold ON can 
be described as a diffeomorphism • : dD^ x D'卜> dD^' x Z)""^" C ON. Therefore, 
counting ways to attach a A;-handle to ON is just same as counting diffeomorphisms on 
dD'^  X (concerning the diffeomorphism group). As a matter of fact, the diffeo-
morphism group of dD^^ X 卜大’is isomorphic to 兀人.—i(9(n - A:)), the elements in this 
group are called framings. In the case of 4-manifolds, we will discover it mainly affects 
the attachment of 2-liandles. 
Attaching l-handles 
The attaching region of a 1-handle is dD^ x — »9�) x D'^ = D^ [J D^ which is two 
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disjoint 3-balls. Also the group 7ro(0(3)) = Z2, thus there is a unique way to attach 
the 1-handle up to orientation preserving diffeomorphism, we only need to draw a pair 
of 3-balls in our diagram. 
When we consider a path on that 1-liandle (力’ *) G -D^ x dD^ = D^ x S^ where 
t e [0，1] and * is a fixed point in Then the path starts at a point in the left 3-ball 
in the diagram, then it goes over the 1-handle and seems disappeared in the diagram 
and finally reappears in the right 3-ball again, so we only see two points in the diagram 
as following. 
© I I © 
• .•鲁 
丨,........ 
Keep in mind that the manifold is oriented, for such a path mentioned above, the 
starting point and the end point should appear as a pair of symmetrical points in the 
diagram (symmetric about the plane in our figure). 
48 
Attaching 2-haiidles 
The attaching region of a 2-handle is dD) x D'^  二 S^ x D"^  which is a solid torus. 
To simplify the diagram, we onW draw the image of x 0 under the attaching map, 
which is a knot in C S^. However the group 7ri(0(2)) = Z, if we only record the 
knot, the information of framing will lose. To compensate the loss, we need to put an 
integer there. There is a canonical choice of that integer which is the linking number 
(see the definition in section(5.4)) of the image of a longitude of the attach region (solid 
torus) and x 0 of the solid torus, refer to chapter 4 of [GS . 
o - o 
Attaching 3 and 4-liaiidles 
Similar to before, we consider the group 兀2(0(1)) and 兀3(0(0)). They are both 
trivial groups, so the trouble from framing does not come up. 
Boundary of the manifold M we considering is empty, then the boundary of union 
of all 3-handles and the single 4-handle is exactly the boundary of union of 0, 1 and 2-
haiidles, i.e. dM2 where Mo is the 2-handlebody. Furthermore, union of 3 handles and 
the single 4-handle is diffeoinorphic to x D^) where it is the connected sum of m 
copies of S^ X D^ and m is the number of 3-handles. As before, asking how to glue back 
X D^) is just counting the diffeomorphism of d�#m�S�x D^)) = #m{S人 x 5 " ) 
which is unique up to orientation. Also aity self-diffeoiiiorpliisin of x can 
be extended uniquely over x D'"^ ). Therefore, it is not required to keep track 
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oil the 3 and 4-haiidles if dM is empty. 
Here is an example of completed Kirby diagram: 
U 3-handles U 4-handle 
If there is no confusion, we will drop the tag denoting 3-handles and the 4-handle. 
However, sometimes when we focus on 4-manifolds with boundaries, it would be mean-
ingful to keep that. 
Also we would like to give the Kirby diagrams of some simple 4-rnaiifolds. 
Example 3.2.1. CP"^  and CP is given by unknotted circles with 1 and -1 as framings 
respectively. 
〇〇 
1 - 1 
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Example 3.2.2. S'^  x is given by the Hopf link with each has framing 0. 
00 
0 0 
It is not surprised that there are no 1-haiidles in those Kirby diagrams of our ex-
amples since they are all simply connected. 
It comes to a simple but useful lemma for drawing Kirby diagram of connected sum 
of 4-manifolds. 
Lemma 3.2.3. Given Kirby diagrams of two 4-'^na7iifolds Mi and M2, the combined 
Kirby diagram is the one for the connected sum manifold M1.M2 (i.e. drawing all 
handles together). 
3.2.2 Handle Slides and Cancellations 
As we knew before, a Kirby diagram is just recording a handle decomposition of a 
4-iiianifold. Naturally, we would like to ask how handle slides and cancellations affect 
a Kirby diagram. 
Handle Slides 
1-handle 
Handle Sliding for a 1-handles can be easily described as the following figure. 
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• © 勃暴 
© ‘ © f 、 
It just like moving one of 3-balls of the attaching region of a 1-handle, passing 
another 1-handle and come back the boundary of the O-handle. 
2-handle 
Handle Sliding for a 2-handle is a little bit harder. Basically, it is required to de-
termine the shape after a 2-handle slides over another 2 handle (that is a new knot in 
c and also the framing of it. We first give the way to perform that and explain 
why it is true after. 
Suppose two 2-lianclles L\ and L2 are given in a Kirby diagram as following, they 
appear as two knot with an integer for each knot to denote the framing, here are n] 





First, we construct a knot U) such that the linking number lk{Li, =几2. 
A 
V V . . / " 
Then we can form a new knot L林=Li#bL'2 where 6 is a band connecting Li and 
"2 and denote the connected sum of Li and L'2 by using b. After sliding Li over 
L2, all other handles are unchanged, including framings of 2-liandles, in the diagram 
except Li is replaced b}^  and the framing of is given by n 二 ni + n2 + 2lk(Li, L�). 
In order to calculate lk[L\, L2), it requires us to determine the orientations of Li and 




It is clear why sliding Li over L2 is replacing Li by by the following figure. 
/ / / : . . ' . : ; - . : : / 
/ - - • 一— LV-., J “ - … 〜 — ‘―— -^― 
Also the new f raming can be obtained by the fol lowing calculation: 
framing of = 
= l k [ L 决 
=/A:(Li,Li) + lk[L'2�L'2) + 2/A:(Li, L'^ ) 
=77,1 + ri'i + 2lk{LuL2) (note that L'^ ) = lk{Li, L2)) 
Handle Cancellations 
1-2 handle pair 
Recall that theorem (3.1.8) tell us if belt sphere of a l-handle intersect attaching 
sphere of a 2-handle, then we can cancel that pair of handles. It is exactly the case of 
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the following figure. 
© © 
If there are more than one 2-handle going over the target 1-handle, then we have to 
slide those handle before performing handle cancellation. For example, 
Step 1 一 上 
Step 3 六 
Step 4 久 
Z/2 and L'2 are twisted r?-times for a. suitable n so that lk(L'2, L'o) = 11,2• Finally, just 
take out. the L2 and the two 3-baIls (blue curves and black balls), then we finish the 
cancellation. 
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We finish this subsection by several examples. 
Propos i t ion 3.2.4. An unknot with framing 士 1 can be moved away from the rest of the 
link as the following diagram such that the framings of the other arc are changed by =fL 
# • • 
• • • 
one full left or 
±1 • F { ( J ^ 士 7 
Proof. We only prove a simple case for + 1 unknot and the other cases are just similar. 
Step 1 Step 2 Step 3 
Hi ni ni n2 ni-l ni 
C D ) 
Step 4 Step 5 Step 6 
打丨-1 T 八 “ n,-l U m-1 
^ s 
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The framing of an arc after pulling out the +1 unknot 
= n i + 1 + unknot, Li) 
=n. i + 1 —2 
= r i i — 1 
where rii is the framing of Li. • 
Example 3.2.5. With the proposition above, it is easy to perforin a series of opera-
tions to show that (5^ x is diffeomorphic to 
0 0 0 1 I -1 0 -1 I 
G D - G C D - C D - O O 
〇 〇 〇 
/ 1 1 
3.2.3 Dotted Notation for 1-handles 
Remember that in a Kirby diagram, the attaching region of a 1-handle appear as two 
balls. By the dotted notation developed by S. Akbulut [Al], [AKl], we are able to 
reduce everything into links in S^. Here, we brie% go through it for later use. 
The basic idea is originated from the observation that attaching a 1-handle to the 0-
handle is the same as taking out a 2-liandle from it. Imagine that we have a disk D'^  in 
which is the boundary of the O-handle. We push the interior of D'^  into the interior 
of then the neighborhood of the disk can be regarded as a 2-liandle inside the 0-
liandle. After we remove the 2-liandle, it gives us a union of a O-handle and a 2-handle. 
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We draw a circle with a dot to represent what we do and we have the following diagram. 
© © ~ 0 
The dotted circle can be regarded as the boundary of the disk whose interior is 
inside D^. When some 1-handles go over the 1-handle, they can be drawn as passing 
through the dotted circle like the above diagram. One advantage of using dotted nota-
tion is that it helps to simplify Kirby diagrams so that only knots appears in a Kirby 
diagram. There are also some advantages, such as simplifying some surgery operations, 
by using dotted notation, further details can be found in [GS . 
Then we try to come across an interesting example, which is also very useful for us 
later. 
Example 3.2.6 (Doubles). Suppose X is a compact n-manifold with boundary (in 
particular n = 4), we define the double of X to be 
DX = d(I X X) = X Uid,^. X 
where X is the manifold same as X with reversed orientation. Imagine we take two 
copies of the same manifold X, they have the same boundary and so we can glue them 
together and form the double DX. It is obvious that the boundary of DX is empty 
Now given a 4-manifold X with boundary and its Kirby diagram, we would like to 
construct the Kirby diagram of the double DX. X is just the same manifold as A', 
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by duality we can regard X as union of 2, 3 and 4-handles and adding them to the 
Kirby diagram of X to construct DX, also the number of 2，3 and 4-handles of 'X 
equal to the number to 2, 1 and 0-handles of X respectively. However we know d[DX) 
is empty, so we only need to keep track on how those 2-handles of X are added to the 
Kirby diagram of X . 
Suppose h' is a two handle of X which the the dual of a two handle h of X. Since 
DX is obtained by gluing along dX with the identity map, h' is just a copy of h with 
the roles of core and belt interchanged and h' is attached to dX along the belt sphere. 
Furthermore, the core of h! and belt of h form a sphere with trivial normal bundle, 
hence the neighborhood of the sphere is S"^ x D"^ = [D"^ U D'^) x D"^ and the framing of 
the attaching region of h' is 0. 
belt of h' 
\ attach region of h ‘ 
^ 位 A 
core of h' and belt 
of h form a sphere 
with trivial normal 
^ ^ fCHm^ ) C bundle 
V core ofh / being attached by h' 
Therefore, to conclude the results above, when one wants to construct the Kirby 
diagram of DX from A', he only needs to add a 0-framed circle to cach link component 
representing a 2-handle in X. 
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1 1 
rMfl n J r p o 
X DX 
Example 3.2.7. For the 4-maiiifold has only one O-handle and one 1-handle with the 
following Kirby diagram 
o 
It is actually S'^  x D"^  with boundary S'^  x S^. Now if we form the double of it, 
according to the above, then the double will have the Kirby diagram which is S'^  x 
0 0 
0 0 
Actually, if we have two copies of S'^  x D'^  ami glue along the same boundary, 
note that the two disks in the second factor are glued along the boundary circles and 
becomes S'^. Therefore, the double is really x S". 
60 
3.3 3-Manifolds: As Boundaries of 4-Manifolds 
It is known that for a 4-inanifold with boundary, the boundary must be union of some 
3-inaiiifolds. We are going to give a short introduction how they related. Most of 
material covered can be found in [S . 
3.3.1 Introduction 
Intuitively, suppose we have a knot in the neighborhood of this knot can be 
identified as a solid torus. We take that solid torus out and use a diffeomorphism 
( f ) : S^ X S^ > S^ X S^ t o glue back the solid torus to the remaining part to form a 
new 3-iiianifold. 
empty inside 
identifying the red and 
the green curves 
The solid torus is then glued back to the remaining part of that S"^  (gery region) 
such tha t the image meridian of the solid torus (indicated by the green circle) under 
the gluing map is the twisted curve (red curve). 
This famous operation is called Dehn surgery. In fact, the resulting manifold is 
completely determined by how a meridian is glued back which can be described by two 
integers. To be more explicit, the image of the a meridian under the gluing map must 
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isotopic to a curve of the form c = p • rn q - I where p, q are integers and m and I 
denote the the meridian and longitude respectively, then the surgery can be described 
by a pair of integers (p,q). Fortunately, it was found that if p/q = s/t, then the 
surgeries corresponding to the pair (p, q) and (5, t) are simply the same one, therefore 
it is reasonable to denote this kind of surgery by a reduced fraction and sometime we 
call it a rational surgery. Furthermore, if g 二土1，we call it an integral surgery. It can 
be summarized by the following theorem. 
Theorem 3.3.1. Every closed orientable 3-orientable manifold can be obtained from 
S^ by an integral surgery on a link L C S^. 
Hence, we know that every closed orientable 3-iriaiiifold can be described by a dia-
gram consisting a link in (by pretiirbation, it is in IR:” and an integer denoting the 
framing coefficient for each component. On the other hand, for a Kirby diagram for 
a simply connected 4-manifold, there is no 1-liaiidle, thus it is again a diagram with 
a link and integers. It is reasonable to ask the relation between them. It turns out 
that for a 4-manifold M and a 3-manifold N with the same diagram (same link and 
integers), we have dM = N• 
This is an important result linking the studies of 4-manifolds and 3-manifolds. It 
can be shown that adding or deleting an unknot with framing ± 1 which does not in-
tersect the other existing components in a Kirby diagram will not affect the boundary. 
Together with sliding of 2-handles, if we perform this operations to a diagram of a 
3-maiiifold just like what we do to Kirby diagrams, the resulting 3-manifolds corre-
sponding to the resulting diagram would be homeoiiiorphic to the original one. We 
call those two kind of operations to diagrams for 3-niaiiifolds Kirby moves. R. Kirb�y 
finally proved that: 
Theorem 3.3.2. The closed oriented 3-manifolds obtained by surgery on framed links 
L\ and L2 are honieomorphic by an orientation preserving horneomorphisrn if and only 
if the link L) can be obtained from L] by a sequence of Kirby moves. 
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3.3.2 Lens spaces 
One of the important kind of closed oriented 3-manifolds is Lens space which is per-
forming a {p/g)-surgery along an unknotted circle in it is denoted by L{p, q). As 
the construction before, some of the lens spaces may be homeomorphic with distinct 
pairs of integers. To conclude this, we have the following theorem. 
Theorem 3.3.3. The lens spaces L{p, q) and L{p, q') are homecmiorphic if and only if 
=切‘士 1 (mod p ) . 
By theorem(3.3.1), to obtain a lens space L(p, q), instead of performing a [p/q]-
surgery, it can be obtained by an integral surgery along a link. Here, we need to 
emphasize that we may no longer performing surgery along a knot now. Here is the 
answer of the question that which kind of links we should surgery along and the framing 
coefficient: 
Theorem 3.3.4. Any lens space L{p,q) can be obtained by surgery along the link as 
below 
~Xl -X2 ~X.1 -X„.l -Xn 
OQT-JO 
where ^ 二 一[a:!, 0：2’... , a^n] a continued fraction decomposition, 
1 
0；1，：C2, • • • , Xn = a :� 7 
X2 — ^ rx-
•Tn 
Proof. The details of the proof can be found in section(2.3) of [Sa], but the idea is 
basically showing by induction that a Icn space L(j),q) can be obtained in the way 
described above if ^ has a continued fraction docoinpositioii, then using the key result 
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that eveiy fraction has a continued fraction decomposition. Hence each lens space 
L(j?, q) can be obtained. • 
To make the notation convenient, we simply use the tree to represent the unknotted 
circles as following: 
-Xt -Xi -Xj -X„.t -Xn 
• • • — . - . • • 
For the later use, we make this theorem to conclude about the homology groups of 
lens spaces. 
T h e o r e m 3.3.5. Let L{p, q) be the lens space mentioned above. Then 
Z ifk=0,3 
Hk{L{p,q)) = Zp ifk=l 
0 otherwise 
\ 
3.4 Linear Plumbing 
In this section, We are going to introduce an operation called linear plumbing. Given 
two disk bundles over spheres with Euler numbers. We pick a point on each sphere, 
then each disk bundle can be trivialized locally as D'^  x D^ around each point we have 
just picked. Then we try to identify those pieces by the map (p : D"^ x D^ ——> D�x D"^ 
defined by 
= (b,a) 
After we smooth out the corners, the resulting solid can be interpret as a 4-manifold 
with boundary. The operation is called plumbing of two disk bundles. 
Of course, we can extend this operation to more than two disk bundles, also the 
sphere bundles may not be required to be linked one by one. How the sphere bundles 
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plumbed can be represented by a tree, called pluiiibiiig tree. Each vertex represents a 
sphere bundle with an integer attached to each vertex to represent the Euler number 
of the corresponding bundle, every the sphere bundles represented by adjacent vertices 
are plumbed together. If a plumbing tree is linear, then the plumbing is called a linear 
plumbing. 
Then we come to a lemma linking what we learned and linear plumbing. 
Lemma 3.4.1. The four manifold with boundary obtained by linear plumbing according 
the tree 
1 
-Xt -Xz -Xj -Xn-1 ~X„ m • 9 • , . > • 
is exactly the one with the following Kirby diagram. 
-Xi -Xj -Xi -Xn-I ~Xh 
o x …30 
Furthennore, that four manifold can be realized as a neighborhood of spheres with 
self-intersection according the integers of those vertices and intersection number of a 
pair of adjacent spheres is 1. 
Although we will not cover the proof here, actually it is again proved by induction 
on the number of unknots and at least it is easy to verify that it is true for only one 
unknot. A local trivialization of a sphere bundle as D] x D'^  = D^ can bo regard as 
a 0-handle, the remaining part can be realized as a 2-handle and the Euler number of 
the bundle is exactly the number of times that the 2-handle twisted (i.e. the framing 
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coefficient). 
When we talked about lens spaces, we have graphs of links and trees with integers 
specified. However, when we mentioned about linear plumbing, we encountered the 
same kind of graphs of links and trees with integers as well. However, with the lemma 
above and results discussed last section, the relation between all of them are clear now. 
If we perform a linear plumbing according a plumbing tree with a set of integers, then 
the 4-manifold we obtained is the one with the Kirby diagram with a link consisting 
unknotted circles and the same set of integers as we have just seen. Also the boundary 
of that 4-mariifold is a. lens space represented by a linear tree with the same set of 
integers. How to obtain the lens space is performing integral surgery along the same 
link in S^ with that set of integers. 
3.5 Rational Blowdown 
After much preparing works, we come to a new technique invented by R. Fintiishel 
and R. Stern [FS2] and it enables us to have a grant step forward on finding exotic 
structures of 4-manifolds. 
Before going on, we first give the definition of rational homology ball. 
Def in i t ion 3 .5.1. If M is a n-diniensiorial manifold and Hp{M;Q) = Hj,(D";q) for 
all p. then M is called a. rational homology n-ball. 
Suppose we perform a linear plumbing according the following tree 
-(p+2) -2 -2 -2 





we denote the resulting 4-manifold by Cp. As theorem(3.3.4), we know that the 
boundary of Cp is 1 — p). Also we can show that this special kind of lens space 
bounds a rational 4-homology ball, denoted by Bp, i.e. dBp = 1 - p) 
Now, if jV/ is a 4-manifold and Cp is embedded in M, then we can replace Cp by Bp 
and construct a new manifold, 
M, = (M - int Cp) IJ Bp 
L{pM-p) 
This operation is called rational blowdown. A usual blowdowii is replacing the neigh-
borhood of a (-l)-spliere by a 4-ball, but now, we replace a neighborhood of a certain 
configuration of spheres by a rational homology 4-ball, so we have the name rational 
blowdown. 
What wc are going to do in the remaining part of this section is showing that 
L(p2，1 — p) really bounds a rational homolog}^ 4-ball. In order to make use what we 
have introduced, it will be proved by using Kirby Calculus. However, other approaches 
appears in [FS2] and [S] or some other texts. 
Lemma 3.5.2. The two manifolds represented by the following two Kirby diagrams 
are diffeomorphic. 
-1 U -(P+2) -2 -2 -2 -2 
p-j ' [ H � 
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Recall that the right diagram is exactly the manifold Cp. Here, we have to emphasis 
that there are no 3 and 4-handles in both of the two Kirby diagrams. 
Proof. We try to perform a sequence of handle sliding and handle cancellations to 
transform the right diagram to the left one. 
‘ 0 -p+1 丨弯f件 
slide (-l)-chvles • 
I J over the O-circle ！ 
C P -1 ^ ^ -1 
K ^ J V C J J 
) slide (- l)'circles so 
^ that they are linked 
one by one 
-p+1 
r ^ ^ r r \ y ^ 
]I ^^ ] I -(P+2) -2 -2 -2 -2 
〜OX …3D 
_] ^jq/ -2 slide the (-p+1J-circles over the p-2 
^ ^ J -2 J (-l)-cm le along the arrow and 
then cancel the dotted circle and 
� J 'he (-l)-circle 
• 
Lemma 3.5.3. The manifold denoted by Bp with the following Kirby diagram is a 
rational homology 4-ball, that is Hk(Bp;Q) = for all integer k > 0. 
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p 
Proof. Prom the Kirby diagram, it can be seen that Bp has only one 0, 1 and 2-handle, 
so Hk{Bp;(Q) = 0 for p — 0’ 1 and 2. We use " � ’ h^ and h^ to denote the 0, 1 and 
2-handle respectively, and then we investigate the image of them under the boundary 
map d in order to calculate the homology group as described in chapter 3. Then we 
have, 
a/72 = 灿 1 
dh' = 0 
d h � = 0 
and therefore, 
H2(Bj,-Z) = 0 
Hi{Bp-Z) = Z /pZ 
Ho(J3p.�Z) = Z 
but when we try to change coefficient to Q by the universal coefficient theorem. Recall 
that H,{M; Q)=丑*(M; Z) 0 Q and Z/pZ (g) Q = 0. Finally, we find that, 
H2(Bp;Q) = 0 
丑 i(Bp;Q) = 0 
Ho{Bj,;q) = Q 
Thus, Q) 二 Q) for all integer A: > 0 and Bp is so a rational homology 
4-ball. • 
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This lemma provides the diagram of Bp and it looks similar to the new diagram 
of Cp in lemma(3.5.2), both of them have two circles twisted together by p-times. It 
provides a clue that Cp and Bp should be related and eventually, we find that: 
Theorem 3.5.4. The configuration Cp and the rational homology 4-ball Bp have the 
same lens space 1 — p) as boundary and the union CpU Bp = •(p — where 
Bp denotes Bp with the reversing orientation. 
Proof. Firstly, we form a double DCp of Cp, refer to example(3.2.6). There is onl}^ one 
3-liandle in DCp beacuse there is only one 1-handle in Cp. 
0 呼 X \ 
p-i • ‘ [ 7 ] 
U 3-handle U 4-handle 
Then, we perform surgery twice inside Q, C DCp, it corresponds to interchange 
the dot and the O-franiing of the two circles linking together by p-times. Also we blow 
down all (-l)-framed circles in Cp and we have the following diagram. 
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P-J 
p-i ‘ ！ p 0 
I 
U 3-handle U 4-handle 
Recall that Cp will be changed to another 4-manifold after those surgeries and blow-
ing down operations, but the boundary of Cp will be preserved, by the way, there is 
nothing change for the part Cp. Then we can see the above diagram is exactl}^ Bp U Cp 
where Bp is given by the dotted circle and the circle linking it with p-times. Further-
more, we can slide out all l-frarned circles and get the following diagram. 
A n m o 0 
W W 
D . . . D » U 3-handle U 4-handle 
P-1 
Then the 0-framed circle linking with the dotted circle 1-time can be cancelled 
together (handle cancellation pair) and the remaining 0-framed circle can be cancelled 
with the 3-handle. Finally, we have p — I 1-framed circles which means Bp |J Cp = 
- 1)CIP2 and reversing the orientation, we get C p U 瓦 = — 1 ) ^ - • 
Part II 




77iCp2#A;Cp2 is a kind of complex surface which is relatively simply to study, since 
<2 
we know that CP^ and CP admit metrics of positive scalar curvature, namel}^ the 
Piibini-Study metric. The result of Gromov and Lawson (Theorem A in [GL]) implies 
that every manifold of the type 
mCp2#A:麽 
admits a metric of positive curvature. Furthermore we know the intersection form of 
is m{l> e k{-l) and that bt = m. Thus by theorem (1.3.2) and its exten-
sion to the case of = 1, all Seiberg-Witten invariants vanish. 
One simple strategy to obtain an exotic structure is constructing a simply connected 
symplectic manifold Y. By calculating the intersection form and use the classifcation 
2 
theorem (2.2.1) to show Y is honieornorphic to our target 77iCp2#/cCP . Finally, since 
y is a symplectic manifold, it admits a canonical almost complex structure and by 
theorein(1.3.6), the Seiberg-Witten invariant for the corresponding spirf structure is 




111 particular, we pick CP''^#7CP as an example to show the ideas and difficulties of 
the proof. This section is based on [PI] by Jongil Park, we will cover the idea of the 
constructions and discuss details as a supplementary. 
To make our notations clear, we have a short remark before going on. Cohomology 
classes in CIp2#A;Cp2 (in our case now, k = 7) are generated by a generator h in 
i/2(CIp2) and cohomology classes representing exceptional spheres for 1 < z < A;, as 
we know that 
h -61 = 0 for all i 
Ci • Ci = —1 for all i 
ei. ej = 0 for all i — j 
With the Poiiicare duality, we are able to pass from cohomology classes to homolog}^ 
classes and again denote the Poincare duality of h and Cj by the same notations in 
Park's paper. 
Then we come to the difficulties and solutions in the paper: 
1. How to build a manifold which is symplectic and homeomorphic to (Cp2#7Cp2? 
By lemma 3.1 in [PI], we are able to show that E(l) = � � c o n t a i n s 
an Ee-singiilar fiber where it can be regarded as smooth 4-manifold obtained by 




- 2 -2 -2 -2 -2 • • i • • 
Si S2 S3 S4 Ss 
Furthermore, the second (co)homology classes [Si] ( ! < ?： < 7) of the 2-spheres 
Si embedded in 丑6-singular fiber can be represented by 
.^i] = 6-4 - e-j 
/S'2] = Ci — 64 
= h - e\ -62-63 
84] = 62 - 65 
^s] = 65 — e(j 
Sq] = e-a — 66 
S7] = Cq - 68 
where h denotes a generator of //2(Cp2; (Z)) (Z)) respectively) and 
each e.i denotes the (co) homology class represented by the i仇 exceptional sphere 
ill E[l). 
Then, as in proposition (3.1) in [PI], blowing-up 4 times at 4 double points in 
fishtail fibers gives embedded spheres whose homology classes are represented by 
f - 2eio’ f - 2eii, f - 2ei2 and f - 2ei3, where f == 3h — (ei H h 69) is the 
homology class of the elliptic fiber in E(l) and Cio to ^13 are exceptional spheres 
obtained by those 4 blow-up operations. By resolving intesection points between 
/ - 2ein, / - 2eii, f - 2ei2, / - 2eu and eg, then we get an embedded sphere S 
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which has homology class 
if - 2eio) + ( / — 2eii) + ( / — 2en) + ( / — 2ei3) + ey 二 4 / + ecj — 2{e,o + • . . + e,；) 
2 
Considering Si, S2, S3, S4, S5 and S these six spheres embedded in 五(1)#4CP , 
since all operations above can be performed symplectically, those spheres are 
embedded symplectically. Then we quote a theorem from Symington [Syl]: 
T h e o r e m 4.2.1. Suppose X is a symplectic 4-讯arvifold containing a configu-
ration Cp with a symplectic 2-form u. If all 2-spheres Ui in Cp are symplec-
tically embedded and intersect positively，then the rational blow down manifold 
Xp = {X - int Cp) U/,(p2,i_p) Bp admits a symplectic 2-form Up which is symplec-
tomorphic to lj when we consider their restriction on X — int Cp. 
— 2 
By this result, we see that C7 is symplectially embedded in _E(1)#4CP“ and the 
resulting manifold after performing rational blowdown is still a symplectic man-
ifold which is our target, denoted by X7. 
A remark is that constructing C j requires the intersection between those spheres 
must follow the tree structure as mentioned before, i.e. 
• intersection of adjacent spheres = +1, otherwise it is 0. 
• self-intersection of those spheres are indicated in the tree. 
Obviously, we are almost success by taking those five spheres from the £^6-singular 
fiber. It also provides hints for 11s to find the last sphere by the constrains from 
the intersections of the spheres. 
2. How to prove X j is homeomorphic to 
Before working on this question, we first recall two results. Let S be a simply 
connected 4-iiiaiiifold with an almost complex structure, then: 
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• C2lS] = x{S) = 2rk(S) 
where x{S) is the Euler characteristic of S. The first equality is just 
the property of chern number and the second equality is the definition 
of xiS). Since S is simply connected, {S))=d:im{H\S))=l and 
dim[H\S))=^im[H^{S))=l. Thus we have: 
4 
= X>l”dini(布)） 
i = 0 
= l + 0 + d im( / f2 ( s ) )+0 + l 
= 2 + rk{S) 
• c?[5] = 3a(5) + 2x(5) 
This is a result from W.-T. Wii which is explained in [GS] (Theorem 1.4.15). 
Therefore, determining the chern numbers C2[S] and cl[S] is just the same as 
determining rk{S) and (j(5), i.e. 
rk{S) = C2 [5 ] - 2 a n d a{S) = - 2(丨2问） 
O 
Combining these results and theorem (2.2.1), (2.2.2), we have the following corol-
lary: 
Corollary 4.2.2. Let Si and S2 be simply connected ^-manifolds with almost 
complex structii/res，if both intersection foiins of them are indefinite and have the 
same parity, also C2[S"i] = c‘2[5y，c'f[S'i) = c�[5y，then Si and S2 are homeomor-
phic. 
With this corollary, we start our calculations: 
(a) 
We know that simply connected. The intersection form is (1)© 
7�-l〉，so - 1 and 6‘I(Cp2#7S2) 二 7. The intersection 
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form is indefinite as there are both positive and negative eigenvalues. By 
simple calculations, C2 = 10 and cj = 2. Obviously, 
/?•/?, = 1 
三 1 (mod 2) 
It implies the intersection form is odd {h is a generator of H2{CF'^)). 
(b) X , 
Note that X-j is symplectic, so it carries a canonical almost complex struc-
ture. Recall that X7 = _ j^t C7) U l ( 4 9 , - 6 ) for simplicity, 
we denote (丑 (1)#4�2 — int Cj) by A'o and 五(1)#4®2 by 兄 Since X is 
yimply connected, A'o = (A' — int CP) has only the lens space L(49, - 6 ) as 
boundary (see rational blowdown in section(3.5)), the only possible contri-
bution to the fundamental group 7ri(Xo) is a generator of the fundamental 
group of the lens space. 
We come back to the configuration C7, see the figure below, the attached disk 
(dotted dele) represents a fiber of the disk bundle over S's and it's boundary 
circle is exactly a generator of 7ri(L(49, -6 ) ) . However, that circle is glued 
to the dotted circle on Sq which is then contractible in Xq. Therefore, Xq 
is simply connected. 
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⑩ 及 
Si S2 S3 S4 S5 
Then we try to calculate the fundamental group of X-j by using Van Kam-
pen's Theorem. Now we have X7 = Xq U By, but Xq and B7 are not open, 
therefore a little modifications are needed to be made. 
Firstly, we have to show the tubular neighborhood of the boundary 1/(49，-6) 
is actually a product as L(49, - 6 ) x [ -1 ,1] {dBj 二 L(49，-6) x {0} = dXo). 
Tlieii we extend both Xq and B7 a little bit, i.e. 
Xq is extended to U L(49, - 6 ) x [0,1) 
B7 is extended to U L(49, - 6 ) x (—1,0: 
where L(49, - 6 ) x [0，1) C B j and L(49, - 6 ) x ( -1 ,0] C Xq. However, the 
two resulting inanifold are open and they are homeomorphic to Xq and Dj 
separately (so having same fiindameiital group). Also their intersection is 
L(49, —6) X ( - 1 , 1 ) which is homeomorphic to L(49, —6). 
With the above settings, Van Kampen's Theorem can be now applied. Note 
that the intersection of those two pieces is L(49, —6) x ( - 1 , 1 ) whose funda-
mental group equals to L(49, - 6 ) . To avoid those complicated notations of 
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this thicken process in order to apply Van Kampeii's Theorem and Mayer-
Vietoris sequences, we simply use the original decomposition X7 = Xq U B j 
and so as the others, but we have to keep this process in mind. 
By corollary(2.3.2) and the fact 而 is simply connected, we have 
is a group isomorphism, where N is the normal subgroup generated by the 
image of 
i :7r i (L(49’—6))—7r 胸 
where i is induced from the inclusion of 1/(49’ —6) in Bj. However, tti (召7)= 
Zy and so N is exactly isomorphic to Z7. Therefore, 71"1(义7) = 1 and we 
conclude that X7 is simply connected. 
Consider the following Mayer-Vietoris sequence: 
——.//i(L(49,-6);Q) — H\Xj;<Q) — H\Xo;Q)eH\BrM) 
As //i(L(49,—6);Q) = 二 0 and H~{B7]Q) = 0, so 
H'^(Xj;Q) is isomorphic to H'^(Xo;Q). It immediately implies that 
rk{Xj) = rkiXo) 
Similarly, we have 
——.//i(L(49,—6);Q) — HHX;Q) — H ' \ X ^ - Q ) ® H ' \ C r M 
— / / ' ' ( L ( 4 9 , - 6 ) ; Q ) — ••• 
and as a result, is isomorphic to H'^{Xo:Q) 0 H'^iCj-.Q)- It im-
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mediately implies that 
rk{X) = rk(Xo) + rk(C7) 
14 = rk(Xo) + 6 
rk{Xo) = 8 
Therefore, we get 
C2[Xt\ = 2 + rk[X'j) 
= 2 + 8 (••• ?’/[；(义7) = r財Xo) 二 8) 
= 1 0 
Then we move to calculation of CjlA'y]. Following the idea in [PI], for C7, 
let 
be the dual basis of [ui 6 ： 1 < i < 6}, that means�7i ,以 j�= 
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Then the intersection form 
Qcr = (7i，7j) 
= 一 1 
/ \ -1 / - 2 1 0 0 0 0 \ 
1 - 2 1 0 0 0 
_ 0 1 - 2 1 0 0 
0 0 1 - 2 1 0 
0 0 0 1 - 2 1 
� 0 0 0 0 1 - 9 y 
/ 41 33 25 17 9 1 、 
33 66 50 34 18 2 
1 25 50 75 51 27 3 — 
奶 17 34 51 68 36 4 
9 18 27 36 45 5 
� 1 2 3 4 5 6 y 
By the way, suppose that K and K-j is the canonical classes of X and X7 
respectively. By the argument about splitting of cohomology classes, we get 
CipO = K = K\x, + K\c, 
Cl{Xj) = K, = A'lxo + K\B-r = K\x, 
... K = Kj - K\c, 
Now, we know that [71,... , 75] is a basis for l P ( C h � Q ) . Let K\cj = an"] + 
… + tt(j7(j’ then 
6 
A'Ict • Uj = ^^aiiji.Uj) 
i二 1 =ft./ 
Recall that K = -3h + (ei + 1- 613) and note that A'|cv . Uj = K ‘ Uj, so 
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we have 
A'Icr = (A'. Wi)7i + (/( . W2)72 H h(/(.W(5)76 
=776 
Finally, we have 
- 4 = cl[X] 
=K - K 
=1<7 • 1<7 + K\c, • K\cr ( • • •沿 . A ' b = 0) 
=c?[X7] + 4976 • 76 
=cJfXy] - 6 
... cllXj] = 2 
Try to calculate back the signature and rank, we find that 
rk{Xj) = 8^ 士 = 士6 
Therefore, the intersection form of X j is again indefinite. Consider the 
element eg - 2eio, we can easily check that it is orthogonal to ever� ' element 
ill the basis {7i € H^iCr^Q) : 1 < i < 6}, and thus it is in //'^((Xy);Q). By 
the way, 
(es - 2eio) . (eg - 2eio) 二 —5 
which is odd, so the the intersection form of X j is odd. 
2 
Then we finish proving A'7 is homeomorphic to CP2#7CP by using the above 
calculation and corollary(4.2.2). 
3. of the now manifold we constructed equals to 1. How to show that the Seiberg-
Witten invariant is well-defined? 
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By modifying results in [LL2] and using results in [LLl], refer to lemma (3.2) and 
(3.3) in [PI]. The author is able to show that there is a unique symplectic struc-
2 
tare on £*(1)#4CP up to diffeomorphism and deformation. Also, the symplectic 
2 2-form on E ( 1 ) # 4 0 P can be represented by 
oh - {bici H /)i3ei3) 
which satisfies a > bi > • - • > by^ > 0 and 3a > H + 613. 
Therefore, we are able to calculate the symplectic form 
a;lev = ( M . «i)7i H H ( M .御)76 
= (64 - ^7)71 + (^1 - 64)72 + (a - 61 - 62 - 1)3)73 + � h - 65)74 
+(65 - ^9)75 + {12a — 4{bi + • •. + 69) - 2(610 + . . . + 1^3) + 知}76 
As a result, we get 
八'lev • 
= 7 7 6 . {(64 - 67)71 + (Jh 一 64)72 + (a — — 62 - 53)73 + (M - ^5)74 
+ (65 - M75 + {12a - 4(61 + • •. + 69) - 2(610 + • •. + 613) + 69} 
= - ^ { ( ^ 4 - W + 2(61 — h) + 3(a - 6 1 - 6 2 -J3) + 4(62 - 65) 
+5(65 - 69) + 6(12a - 4(61 + . •. + — 2(5io + … + hs) + 69)} 
= - . { 7 5 a - 25^1 - 2362 - 27h — — 2Sh — 2 4 � - 2567 — 24^8 
- 2 3 6 9 - 12(610 + • • • + 613)} 
With this special properties and use the Mayer-Vietoris sequences like before, we 
have the followings (see lemma (2.1) and theorem (2.4) and (3.1) in [PI]): 
K = Kj — AT lev and == [0；7] — Mc?. 
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and so 
I<7 • M = A'TIxo •[的 |xo: 
= { - 3 / i + (ei + . . . + ei3)} . + 
I{75a - 2 5 � - 23bo - 27bs - 2564 - 2365 - 246(3 — 256? - 2468 
-2369-12( / ; io + - + 613)} 
= - { 5 4 a - — I662 - 2063 - 1864 - 1665 - 1766 - I867 - lYbg 
-I669 - 5(610 H h 613)} 
> ^{262 — 263 + 265 + 66 + 8^ + 2bg + 13(^ )10 + … + 
( . . . 3 a � 6 1 + . . . + 613) 
> 0 (... 62 > h and bi are all positive) 
Thus we proved that -A'7 . [u；?] < 0，hence refer to (1.2.4) the Seiberg-Witten 
invariant is well defined and by the result obtained about symplectic manifolds, 
the Soiberg-Witten invariant for the canoncial class K7 equals to 士1. 
By all of the above, we conclude that X j is homeomorphic but not difFeomorphic to 
Besides the above results, we also have a few remarks: 
1. When wc start from £"(1) = CP"#9CP^, we take advantage that E � contains a 
Efj-singular fiber so that it gives some hints to find embedding spheres with certain 
intersecting numbers for performing rational blowdown. However, suppose we 
start with Si, S2, Sa and S7 and construct one more embedding sphere S like 
what we did before, we can still get a symplectic manifold homeomorphic but not 
clifFeoniorphic to ^he author of [PI] could not determine whether 
those two are diffeoinorphic or not. 
2. How many times of blowup should be performed on E(l) = Cp2#9Cp2? How 
to determine the integer p for the rational blowdown operation (replacing Cp by 
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Bp)? Fortunately, theorem(3.5.4) tells us that CpUWp = 1)CP2 and it does 
provide a hint. If we think it topologically, a manifold X = X q . ( j ) 一 we 
replace Cp in - 1)CP^ by Bp, then resulting manifold is X o . B p i f E p which 
is just Xq. Ill our case, A'o should be Cp2#7Cp2 and X is the manifold obtained 
by blowing up E(\) several times. Let k be the number of blowup performing on 
Then we obtain this relation between k and p: 
9 + k = 7 + (p - 1) 
k = p —3 
Furthermore, we have 5 embedded spheres with nice intersection numbers, the 
ideal situation should be finding one more spheres to form the configuration CV 
(the author of [PI] succeeded at the end). This time, we have p = 7 and k 二 4. 
4.3 Progress of Researches 
One ultimate goal of mathematicians is trying to find the minimal k such that Cp2#/cCIp2 
has cxotic structures. We summarize the results as a table: 
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k niatheinaticans paper 
k >9 Friedman and Morgan On the differeoniorpliisni types of cer-
tain algebraic surfaces [FM 
9 Okonek and Van de Stable bundles and differentiable striic-
Ven tures on certian algebra, surfaces [OV 
8 D.Kotschick On manifolds homeomorphic to 
C P 2 # 8球 [ K : 
7 J.Park Simply Connected Symplectic 4-
Manifolds with 6言= 1 and cf = 2 
[PI] 
6 A.Stipsicz and An exotic smooth structure on 
Z.Szabo C P 2 # 6 ® 2 [ssi] 
5 J.Park, A.Stipsicz and Exotic smooth structures on 
Z.Szabo [pgs； 
6,7,8 R.Fintushel and Double node neighborhoods and fani-
R. Stern ilies of simply connected 4-manifolds 
with 6+ = 1 [FSl: 
3 A. Akhmedov, S. Exotic smooth structures on small 4-
Baldridge and B.Doug manifolds[ABP 
Park 
For the first three papers, results were not obtained by using Seiberg-Witten in-
variants. For k = 7, the techniques was showed in last subsection. Basically, for the 
cases of A: = 5,6 are just similar, but instead of rational blowdown, generalized rational 
blowdown was developed. Here we briefly explain what generalized rational blowdown 
is. 
Generalized Rational Blowdown 
We know that the lens spaces 1 — p) can bound a, rational liomology ball Bp by 
Kirby Calculus. In general, except this type of lens spaces, we have iriaiiy more types 
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of lens spaces can bound a rational homology ball, refer to [CH]. In particular, for the 
lens space 1), where p> q>l and p, q are relatively prime, can also bound a 
rational homology ball. By plumbing disc bundles over 2-spheres in a 4-manifold along 
a linear graph like before such that continued fraction of the self-intersection numbers 
2 
gives us — a n d then replacing the whole structure by the rational homology ball, 
this operation is called generalized rational blowdown, for g = 1，it just reduces to the 
rational blowdown. Furthermore, we need to ensure this opeatioii can be performed 
symplectically, fortunately, we survived by the result from [Sy2 . 
With this generalized rational blowdown techniques, the authors tried to blowup 
E{1) several times and that showed there were actually immersed spheres with inter-
secting number as required in the linear graph. After replacing the plumbing manifold 
by a rational homology ball, the resulting 4-manifold was what we wanted. 
Combining technique of knot surgery in a double node neighborhood with a par-
ticular form of generalized rational blowdown, the paper [FSl] in the table showed for 
k = 6，7,8, CP2#A:CP has infinitely many exotic structures. By using a technique 
called Luttinger surgery in a recent paper [ABP] enable the authors to find an exotic 
structure for k = 3. As we mentioned before, the minimum number of k such that 
o CP^#/i:CP has exotic structure is still an open question. 
肌€炉2#丽2 a n d m > 1 
Again recalling the result of Gromov and Lawson (Theorem A in [GL]) implies that 
every manifold of the type 
admits a metric of positive curvature. It motivates us to go on searching exotic struc-
tures of manifolds in this form. However, Seiberg-Witten invariants are only defined 
when 6-2 of the manifold is odd. This restricts our attention to those manifolds in the 
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form of with m is odd. The following table summarizes results for m > 3: 
m, k mathematicans paper 
m odd > 3， 
— J. Park Exotic smooth structures on 4-A- > m + 7 manifolds. II [P2: 
m = 3, B. Park Constructing infinitely many smooth k > 10 。 — 2 structures on 3Cp2#nCIP [PA 
772 = 3， A. Stipsicz and Z. Small exotic 4-manifolds with 6卞=3 
k = 9 Szabo [SS2_ 
？n = 3, o ——2 J. Park Exotic structures on 3CIP2#8CP [P3] 
k = 8 
m = 3’ 
A. Akhmedov, S. Exotic smooth structures on small 4-
k = 5 
Baldridge and B.Doug manifolds[ABP 
Park Remark 
Like the example CIp2#7Cp2，we finally found a symplectic manifold homeomorphic 
but not diffeomorphic to it. However, this method only tells us there exists an exotic 
structure but nothing about the amount, whether there are finitely many or infinitely 
many distinct smooth structures or even uiicountably many distinct smooth structures. 
Ill order to obtain a family of homeomorphic 4-manifolds, new methods other than our 
example have to be introduced and we will cover some of them next. 
Chapter 5 
Gluing Results in Seiberg-Witten 
Theory 
Methods to produce an infinite set of homeomorphic 4-inaiiifolds which have different 
smooth structures developed by researchers basically followed this strategy: We first 
define a new version of Seiberg-Witten invariant which cornbiiies all the Seiberg-Witten 
invariants into one, then develop an operation or surgery and perform it to obtain a 
infinite set of homeomorphic 4-manifolds, calculating the new invariants of them and 
show they are all distinct, so we obtain a 4-manifold with exotic structures. 
In the coming sections, we will review the Seiberg-Witten invariant and introduce 
sonic surgeries and give examples of manifolds which have infinitely many exotic struc-
tures. 
5.1 Revisit of Seiberg-Witten Invariants 
Suppose M is a smoot.li closed oriented 4-manifold with t j ( M ) > 1. If Hi{M: Z) has 
no 2-torsion, then there is a natural identification of the spin^ stnictvires of M with 
the characteristic elements of refer to chapter 10 of [S]. Thus we are able to 
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regard the Seiberg-Witten invariants as an integer-valued function: 
SWm ： {A： € H\M;Z)\k 三 ( m o d 2)} — Z 
III this whole chapter, all manifolds we are going to discuss has no 2-torsion for the 
first homology group, e.g. simply connected manifold. Recall that a spin�structure (5 
with SWm(0) 0 is called a basic class. As a matter of fact, there are only finitely 
many basic classes. Furthermore, if is a basic class, then —j3 is also a basic class and 
they are related by 
where e{M) is the Euler characteristic of M and a{M) is the signature of M. Actually 
the sign difference between SWm{—I3) and SWm{I3) comes from the orientation and 
related by the factor (-1广+�4)…). 
With the above, we let •.. , 土 b e the set of nonzero basic classes for M 
and define the Seiberg-Witten Series of M to be the Laurent polynomial 
summation over all basic classes p 
=bo + + ( - l ) ^ ^ ^ e x p ( - f t ) ) j=i 
where ！)() = and bj = SlVM(j3j). Clearly, two diffeomorphic manifolds have 
same Seiberg-Witten Series and so it can be considered as an invariant. One of the 
advantages of writing Seiberg-Witten invariant in this form is that we can consider all 
basic classes at once. By letting t^ = exp(/3), we have the most important property 
ta+0 二 tatfl and so we have 
j=l 
By corollary(1.3.8), K3 surface has only one basic class which is the anti-canonical 
class. As a result 
K � = 1 
with suitable choice of orientation. 
» 
91 
5.2 Fiber Sums and its Generalization 
Fiber Sums is explained in deep in [S] and [GS], we quickly review them. 
Recall tha t E{1) = has a algebraic description. Firstly, pick a CP^ 
and choose two generic homogeneous polynomial of degree 3 on it, so they are two 
curves on CP^ and intersect each other at 9 points transversely. We blowup at those 
9 points and get E{\) also we have a natural projection of E(l) on Cpi such that the 
preimage of points on CP^ are torus except finite number of them. 
Now we may take two E{1) and a generic fiber (i.e. the fiber is a torus) from each 
of them, then take out a small neighborhood of each torus so they have a boundary 
T'2 X S^. We glue their boundaries together (glue the torus part by identity map and 
S^ part by the map z ^ z ) and get a new manifold, called E{2). This gluing operation 
is called fiber sum. Of course, this operation can be extended to n copies of E{1) and 
get E{n). 
The key point of such a gluing is that we can take out a solid T'^  x D � f r o m each 
4-manifold and glue them together along the same boundary. Therefore, for 1 < 'i < 2, 
if J ] is a torus embedded in 4-manifolds Mi with zero self-intersection, then their 
normal bundle in M, is trivial, so we are able to take out a solid x D^ from Mi 
and the boundary of the remaining part is T] x S�Fixing a orientation preserving 
diffeomorphism 小 between the two tori and T2, together with the complex conjugate 
map tp : z z, we have a orientation reversing diffeomorphism (0, VO : x > 
T2 X S^. Finally, gluing the remaining part of Mi and M2 by using this diffeomorphism 
to get a new manifold, this gluing is called generalized fiber sum and denoted by 
111 order to write a nice formula, for the Seiberg-Witten series, the requirement that the 
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two tori have zero self-intersection is not enough. We have to introduce what near-cusp 
embedded torus (or called c-embedded torus) is. 
Suppose M is a simply connected smooth 4-manifold with b^ > 1- We define a cusp 
in M to be a PL embedded 2-sphere with zero self-intersection and a single nonlocally 
flat point whose neighborhood is the cone on the right hand trefoil knot. If M is an 
elliptic surface, the definition of a cusp exactly coincides with cusp fiber in elliptic 
surface. The neighborhood TV of a cusp in M is called a cusp neighborhood (which 
can be imagined as the manifold obtained by performing 0-framed surgery on a trefoil 
knot in the boundary of the 4-ball). 
Definit ion 5.2.1. Suppose T is a smoothly embedded torus in M representing a 
noiitrivial homology class [T] (hoinologically nontrivial). If T is a smooth fiber in a 
cusp neighborhood N�then T is said to be a near-cusp embedded torus (c-embedded 
torus). 
Theorem 5.2.2. Let Mi, M2 be two 4-manifolds with > 2 and let T2 be two 
homologically nontrivial near-cusp embedded tori in Mi and M2 respectively. Then, 
广/广乃M2)=夕梦Ml . 普 M , . - e-Ti). _ e—乃） 
where T\ and To in the equation represent the cohomology classes of the images of the 
two tori in 
Example 5.2.3. It is known that E(2) is actually a K3 surface (refer to section 3.3 of 
S] or any references about elliptic surfaces) and so 夕,五⑵=1, also it has > 2. 
Therefore we can obtain 夕梦e(4) by 
'^"^^Eii) = y紫E�2�ihorus f ber ECl) 
=Y-^ 'EI：!) . . (e'^' -
= e " — 2eO + 2e-27’ （since 夕2) 二 1) 
Thus, E � has basic classes 士2F and 0, with values 1 and -2 respectively. 
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Unfortunately, E{1) = 对=1，therefore formula for gluing E{1) 
has to be treated separately: 
T h e o r e m 5.2.4. Let M be a 4-nianifold with 6‘丄 > 2 and let T is homologically non-
trivial near-cusp embedded torus in M. Then, 
= YY^^M. (e^ - e - � 
E x a m p l e 5.2.5. Again recall that E{n) = £^(2)#torusfibei,T(?"i — 2)五(1) for n > 2. 
Then by the above theorem, we have 
^Y^Ein) = {e^ - e—T广2 
By put t ing n = 4, we get 夕沪e(4) = (e'-^-e"^')^ which coincides with the result before. 
5.3 Logarithmic transformations and its General-
ization 
In 3-manifolds, as our discussion before, we have Dehn surgery to construct new mani-
folds. The spirit of it is taking out a solid torus, twisting it and gluing back. Logarith-
mic traiisforniations can be regarded as an analogue in 4-manifolds. Details appear in 
s tandard references like [S] and [GS], here we only quickly revise it for later applications. 
Given a closed 4-manifold M and a torus T embedded in M with zero self-intersection. 
Then a tubular neighborhood of T can be locally described as T^ x (since T - T = 0) 
and so tlic boundary is T^ x S^ = S^ x S^ x S^ = T'-\ We cut it out of M and glue it 
back by using an orientation reversing diffeomorphism from T^ onto itself. 
Let {"., ai,Q'2} bo a ba«is in Z), with T^ = T - x S ^ and /z is the class of {*} x 
S\ while a I and a2 correspond to the two classes coming from a fixed splitting of the 
torus. Since every self-diffeomorphism of T'^  is isotopic to a linear self-diffeomorphism, 
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so suppose that (j) is an orientation reversing diffeomorphism from T^ onto itself, just 
like Dehn surgery, we have 
= pii + mai + 脆2 
for some integers m, n and p such that they have no common divisor except 1. Fur-
thermore, it can proved that all such diffeomorphism are completely determined by 
the image of /i. Therefore, in conclusion, given a triple of integers (p, m, n) with no 
common divisor except 1, there is a unique 4-manifold 
M(p�m�n) = (M - int (T X D ' ) ) U^ (T' x 
and such operation is called a generalized logarithmic transformation. To simplify 
notation, we will use Mq to denote the remaining part of M after taking out the neigh-
borhood of T, i.e. Mo = M - int (T x D-). 
Originally, logarithmic transformation is defined on elliptic surfaces and performed 
on a regular torus fiber, see [S]. Generalized logarithmic transformation is just a gen-
eralization of it and they coincide when M is an elliptic surface. 
T h e o r e m 5.3.1. Let E be an elliptic surface containing a cusp fiber and T be a regular 
fiber of E. Then, for even) m； n and p with no conmion divisor except 1，we have 
Ep =五(p’m,n) 
where Ej, denotes the logarithmic transformation of multiplicity p. 
Now, we come to the formula of Seiberg-Witten Series for performing generalized 
logarithmic transformation, proved in [MMS . 
T h e o r e m 5.3.2. Suppose M is a smooth compact oriented 4-manifold which has 垃 > 2 
and T is a torus em,bedded in M with zero intersection. If k.q is a spijf structure on 
thut rcstncts nontrivially to the plugged in T^ x D'^, then SWm^P „) (/^ o) 二 
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0. Furthermore, for each spirf structure kq that restricts trivially to the boundary 
dMo = T X S\ let V{p,m,n){^io) be the set of isomorphism classes of spin�structures 
over whose restriction to Mq is equal to kq. Then we have 
E 抓 = p. E 讽 W � 
+ m. ^ 5Wm(� , i ,�)�+ n. [ 5WM(�,�I)⑷ 
明 V'(0,1’0)(«0) «eV(o.o.l)(Ko) 
By computing Seiberg-Witten invariants in a champer, this theorem can be ex-
tended to 6-j" = 1. 
The proof of this theorem involves defining relative Seiberg-Witten invariants on 4-
manifold with boundary T^ like the ordinary invariants. Then imposing a non-negative 
metric on the part T^ x D^. By stretching Mq near the boundary T^ and make it into 
a cylindrical end (i.e. T^ x [0, oo)) so that one can impose a metric on the manifold 
which is compatible with the metric on Mq and the metric on T'^ x With 
this nice metric, the solution space can be figured out and therefore the Seiberg-Witten 
invariants are related together as the above formula. 
If the generalized logarithmic transformation is performed on a near-cusp embedded 
torus, the formulas for relating Seiberg-Witten Series is even nicer, which is proved by 
R. Fintushel and R. Stern. 
T h e o r e m 5.3.3. Let M be a 4-T^.anifold and T be a near-cusp embedded torus which 
is homologically nontrivial and torsion free, then we have: 
夕f � , . , „ ) = 0 and 
义欢、（ e T p 一 ^ T p ) = 夕 . (eT — e-T) 
where Tp is the class of the new plugged in torus in M{p,,n,n) • Furthermore，it can be 
proved that 
T = p-T, 
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so the second equation can be rewritten as 
夕 ,崎一 n ) =夕,M . (e(P-i)rp + + … + e—(P— 
5.4 Knot Theory and Alexander Polynomials 
In the last section, performing generalized logarithmic transformation involves gluing 
back a product of a torus and disk T^ x D"^  along T^. However, it is possible for us to 
glue back other 4-nianifold with boundary T^. One option is gluing back a manifold 
with boundary K x S^ where K is a knot. In the later sections, we will see how R. 
Fintiishel and R. Stern used this method to produce an infinite family of homeomor-
phic 4-manifold with different smooth structures, and see how the method related to 
the Alexander polynomial of a knot K. Before reaching there, we first revise some 
knowledge in knot theory and what Alexander polynomial is. The following materials 
can be found in any references about knot theory or [L . 
Intuitively a knot is a closed curve in R^ which does not intersect itself. Therefore 
a knot can be defined as the image of an injective continuous function K : S^ > R^ 
(or to make the ambient space to be compact, we define as K : S^ ——> S^). In order 
to rule out wild knots, we can further impose the condition that the closed loop can be 
“approximated" by a polygonal closed curve. Also, by small perturbation if necessary, 
we can have a nice projection of the knot on a plane to obtain a knot diagram like the 
following one. 
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Preimage of each point of the plane contains at most two points, so it make sense 
to refer overcrossings and iiiidercrossings. Also when we give an orientation of a knot, 




Two knots A'l and K2 are said to be equivalent if there is an (orientation-preserving) 
hoineomorphism from S^ onto itself that takes to K2- Different choices of projec-






Besides knots, one of the most interesting object is links. A link is a collection 
of knots, we call them components of the link. In order to study how many times 
one component twists another, linking number of two components is defined. Given a 
link L and denote the components by Li, L2，... , we give an orientation to each 
component. Then the linking number of L,： and Lj is defined by 
lk(Li, Lj) = i (number of right-handed crossings — number of left-handed crossings) 
For the self-linking numbers L^), it, means the linking number of L^ and its small 
pertubation. Also it can proved that those linking numbers are independent from the 
choices of orientations of the components, hence they are well-defined. Furthermore, it 
is easy to show that /A;(Li, Lj) = lk{Lj, Li). As our expectation, if lk(Li, Lj) = 0, we 
can separate two components in a diagram by performing Reidemeister moves. 
Next we would like to define the (symmetrized) Alexander polynomial for a knot, 
but before that we need a lemma. Given a link L, if there is a right-handed (left-handed) 
crossing, then we can construct two links by switching the crossing to a left-handed 
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(right-handed) crossing and simply canceling the crossing. 
X X 
/ \ or / \ 
/ \ / \ Z \ / s 
X X X X 
Also we can denote the process by a tree. The "+" and "-" signs of L+ and L~ re-
mind us the correspondiiig crossing is a right-handed crossing and left-handed crossing 
respectivel}^, “ 0" means the crossing is removed. 
广 L 
/ \ - / \ 
L- 广 广 I f 
Of course, we can keep doing that to those two new links and construct a tree. 
L e m m a 5.4.1. Given a knot K’ by performing the operation described above repeatly 
with suitable choices of crossing each time, one can obtain a tree such that each link at 
a leaf is an unknot or a split unlink (collection of unhiots without crossing each other). 
The tree obtained is called a resolution tree. 
Proof. Given a link L, we can give an orientation and choose a base point for each 
knot component. Also we order the components and travel along those components 
according their ordering (start from their base points). Then when one travel along a 
knot component, one will meet those crossings twice, one overcrossing and one under-
crossing. If we meet a crossing as imdercrossiiig at the first time, then the crossing is 
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called a “bad crossing". Furthermore, if there is no "bad crossing" in a link, then the 
link must be an unknot or a split unlink. 
Let h{L) and c{L) be the number of "bad crossings" and crossings of L respectively, 
and so b{L) < c(L). Note that if L has a right-handed "bad crossing", we denote 
L = L+ and construct L~ and LP. Then immediately, we have 
> h[L-) ； c(L+) = c(L-) 
and c(L+) > c(LO) 
Now wc consider (c(L), h{L)) as an ordered pair called complexity and arrange in the 
lexicographic ordering, then we have 
(c(L+)’ 6(L+)) > [c{L% 6(L0)) and (c(L+), 6(L+)) > WL") , 6(1")) 
If the “ bad crossing" is a left-handed crossing, we also have the similar argument. 
Therefore the complexity of the link at the upper vertex is strictly larger than those 
two links at the bottom vertices. When we keep extending the tree downwards if the 
complexity of the link at a vertex is still larger than (0,0). At the end, the complexity 
of the link at each leaf must be (0,0) which means it is an unknot or a split unlink. • 
With the help of a resolution tree of a knot A', we are able to define the Alexander 
polynomial � . W e begin from the leaves of the resolution tree. If it is an unknot 
U, we define A(/(i) = 1 and if it is a split unlink S, we define As(t) 二 0. Then we use 
the skein relation 
⑴ = + —厂 1/2) . 
to calculate back the Alexander polynomial of K from the bottom of the resolution 
tree to the top. 
Rcscarchos in knot theory tell us that Alexander polynomial of a knot is well defined, 
i.e. independent from the choice of projection and resolution tree, also an invariant 
101 
under Rcidemeistcr moves, hence it is a knot invariant. As a matter of fact, the 
Alexander polynomial we obtained is not really a polynomial but a Laurent polynomial. 
By induction, it can be proved that an Alexander polynomial of a knot must be in form 
of n 
where qq and (ij are integers, so it is a symmetric Laurent polynomial. In knot theory, 
there are various ways to construct Alexander polynomials but the result differs from 
the one above by a multiple of f"\ Therefore, we may say the Alexander polynomial is 
unique after syminetrization (multiply the polynomial by t爪 and make it in the form 
above). Conversely, given a Laurent polynomial of the above form, it must be the 
Alexander polynomial of some knot in hence there are infinitely many Alexander 
poljaiomial. We end up our discussion by an example. 
Example 5.4.2. Now we try to construct a resolution tree and calculate the Alexander 
polynomial of the (left) trefoil knot. 
base point 
(0) I (§) 
\ 丨 / \ b<ui crossing , / \ 
1st component | / \ 
(Q) I o-(Q) (Q) 
\ 丨 A � / \ 
�2m/ component , / \ 
丨 / \ 
I〇〇-(§) (Sy〇 
： A(/) = 0 ^ m = I t Finally, we obtain the Alexander polynomial of trefoil knot A(t) = t - 1 + t~K 
102 
5.5 Main Theorem 
The materials of the following section basically come from the paper [FS3] by R. Fiii-
tushel and R. Stern. We first go through the idea of constructions. Given a manifold 
X with certain properties, a knot K�the authors tried to construct a new manifold 
Xk such that Xk is hoineomorphic to X, but 
普Xk =普X . AkW 
where A/c (亡)is the Alexander polynomial of K and t is exponential of some cohomology 
class. Therefore, Xk is not diffeomorphic to X. Moreover, there are infinitely many 
Alexander polynomials implies we have an infinite family of liorneornorphic manifolds 
with different differentiable structures. One of the manifolds satisfies those certain 
conditions is / \ 3 surface. 
Now, suppose X is a simply connected smooth 4-manifold with > 1 and T is 
a near-cusp embedded torus. Then T has zero intersection and again we are able to 
take out a neighborhood of T and the boundary of the remaining part is T x S^. For 
simplicity, we denote _ X � = X - int (T x D^) 
Oil the other hand, given a knot K in and use rn to denote a meridional circle to 
K. Then we can perforin 0-framed surgery along K in S'^ as described in sectioii(3.3), 
the resulting manifold is denoted by Mk, Thus rn can be regarded as a circle in Mk. 
When we consider Mk X S^, then Tm = rn x S^ is an embedded torus with zero inter-
wsectioii. Therefore a iieighborhood of T爪 can be identified with x D � a n d we can 
remove T^ x D"^ from Mk X S^. The resulting 4-niaiiifold is the knot complement of 
K ill S''^ (i.e S'^ - thickened knot of K) crossed with S^ which has boundary T饥 x S^. 
For convoiiience, we use M^- to denote the resulting 4-manifold. 
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Since X^ and Mjj- have the same boundary, we glue them together to form 
Xk = U M l 
= X # t = t „ � W k X S^) (notation from generalized fiber sum) 
The two pieces are glued together so that the homology class [* x S^] is preserved. To 
explain explicitly, for the thickened knot of / \ , there is a canonical choice of longitude 
so that it is coiitractible in the knot complement. Then a generator of [* x S^] is 
mapped to that longitude. 
Recall that homologically the knot complement is just a solid torus, when we take 
product of it and S\ homologically it is just the product of a torus with D'^ and so 
M公 has same homology with T x D'^ . Thus what the gluing operation does is con-
structing Xk SO that it recovers X homologically, that means X and Xk have the 
same homology and intersection pairing. Further more, we know that n 认Mk X S^) 
is normally generated by the image of 7ri(T). Let us make an extra assumption that 
7ri(X — T) = 1. Then by corollary(2.3.2), Xk is simply connected. 
X and Xk are both simpl}' connected and having the same intersecting pairing，so 
by Fi'eedinaii's classification theorem, X and Xk are homeomorphic. What the most 
interesting issue, which is the most difficult part to prove, is how their Seiberg-Witten 
Series related. In [FS3], the authors gave the following nice result: 
Theorem 5.5.1. Let X be a simply connected smooth 4-manifold with b^ > I and 
let T be a smoothly near-cusp embedded torus in X such that tti(X - T) = 1. By 
giving a knot K, a smooth 4-manifold Xk is constructed in the above way. Then Xk 
is homeomorphic to X and their Seiberg-Witten Series are related by 
where t = exp{2[T]) and A八-⑷ is the Alexander polynomial of the knot K. 
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Proof. The idea is constructing a resolution tree of the knot K as mentioned in 
section(5.4). When we keep track on k^, k- and 夕,/(。，they are ex-
actly related together like the skein relation. Also switching the crossing or canceling 
a crossing to form Xk- and Xko from Xk+ can be achieved by per-
forming a series of generalized logarithmic transformations on null-homologous tori, 
so the formulas from J. Morgan, T Mrowka and Z. Szabo help to prove the skein-like 
relations. • 
In fact, from the result in [GM], there are three disjoint near-cusp embedded tori 
Ti, T2 and T3 in the K3 surface representing distinct homology classes [!}]’ j = 1,2,3. 
By theorem(5.5.1), given three knots Kj, j = 1,2,3, one can construct a new manifold 
SO that 
= ^ K ^ t l ) ' • (•/ ^-WKZ - 1) 
where tj = exp{2[Tj]) and AKj{tj) is the Alexander polynomial of the knot Kj for 
i = 1,2,3. 
Corollary 5.5.2. The family of ‘manifolds homeomorphic to the K3 surface with 
distinct smooth structures is at least as rich as the family of Alexander polynomial, 
hence K3 surface has infinitely many distinct smooth structures. 
Furthermore, by using the results from C. Taiibes, the authors were able to obtain 
results related to symplectic structures. Recall that an Alexander polynomial of a knot 
must be in form of n 
If a.n = 土1, then it is said to be monic. If X is symplectic and T is a symplectically 
embedded torus, then Xk can be constructed to carry a symplectic structure if and 
only if A / ( � is monic. 
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Before finishing our discussions, a remark have to be made to indicate that there is 
still a large dark area: 
• Again this method by the authors only provided a way to find manifolds with 
infinitely many exotic structures, but it does not tell the exact amount. Even 
the worse, Alexander polynomial is not a complete knot invariant, that means 
there are some knots with the same Alexander polynomial. Given two knots Ki 
and A'2 having the same Alexander polynomial, we still do not know whether 
those two 4-manifolds Xk^ and Xk^ are diffeomorphic or not. Moreover, there 
are too many restrictions on the manifold X which comes from defining Seiberg-
Witten invariants (also Seiberg-Witten Series) and obtaining those gluing results, 
therefore it would be difficult for researchers to construct concrete examples. 
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