We propose a new approach for using online competitive learning on binary data. The usual Euclidean distance is replaced by binary distance measures, which take possible asymmetries of binary data into account and therefore provide a \di erent point of view" for looking at the data. The method is demonstrated on two arti cial examples and applied on tourist marketing research data.
Introduction
Most common clustering methods such as k-means, (hard and soft) competitive learning or neural gas minimize the usual Euclidean distance, i.e., perform least squares estimation (Ripley, 1996) . Euclidean distance has a natural connection with normally distributed data, for normal distributions least squares and maximum likelihood estimation coincide. However, for non-normal data other distance measures may have advantageous properties, especially when the data are asymmetric and/or discrete.
In this paper we deal with data from tourist questionnaires. Vienna is one of the worlds largest destinations for city tourism, and marketing is of strategic importance. Homogeneous target groups are very important for advertising, it is desirable to segment tourists into groups which can be addressed separately. E.g., advertising for people interested mostly in cultural events like theater or opera performances could be di erent than advertising for people which are mostly interested in sightseeing or shopping.
People visiting Vienna are asked to ll out a form about their vacation preferences and general hobbies. These data are subsequently used to compute pro les of \prototypical" tourists. One of our datasets is about typical vacation activities such as tennis, golf, relaxing, shopping, concerts, theater or sightseeing. All answers are boolean, where a \yes" (encoded as 1) in tennis means that the corresponding person likes to play tennis when on vacation.
Clearly this data are not normally distributed and Euclidean distance need not be a good distance measure for this kind of data. Two persons both playing tennis have the same distance as two persons not playing tennis (in both cases the distance is 0), yet, two persons both playing tennis have more in common than two persons who both do not play tennis.
Clustering binary data
Special distance measures for binary data have been used in statistics and cluster analysis for a long time (Anderberg, 1973) , but mostly in combination with hierarchical cluster methods (Kaufman & Rousseeuw, 1990) . Hierarchical clustering is only feasible for small data sets, not for data mining in huge data sets containing several thousand cases.
Classic non-hierarchical methods such as k-means are hard to combine with binary distance measures because they need the explicit computation of cluster centers. Cluster centers are easy to compute for Euclidean or absolute distance, where they correspond to the mean or median of the cluster, respectively.
Adaptive methods such as online competitive learning have the advantage that they do not need the explicit computation of cluster centers, only the gradient of the distance measure is needed. Hence, neural network clustering methods can be used in combination with binary distance measures.
Distance measures for binary data
Numerous distance measures for binary data have been proposed in the statistical literature (Anderberg, 1973) . None of this can be considered to be \the right" distance for a given real world data set or application. It is up to the user to decide which features in the data set are more important or which di erences he wants to nd; and then to use an appropriate distance measure to extract these features.
Consider two n-dimensional binary vectors x = (x 1 ; : : :; x n ) 0 and y = (y 1 ; : : :; y n ) 0 . We de ne the 2 2 contingency table ). E.g., the well known Hamming distance (number of di erent bits of x and y) can be written as D(x; y) = + .
As mentioned in the introduction, we prefer asymmetric distance measures giving more weight to common ones than common zeros, because two common ones represent a common preference of two persons, whereas two zeros simply state that both persons do not like the respective activity. In the following we will concentrate on the following two (closely related) distances: D 1 (x; y) = + + + ; D 2 (x; y) = + 2 + + D 1 is the famous Jaccard coe cient (see, e.g., Kaufman & Rousseeuw, 1990) . Since both do not depend on , questions where both subjects answered \no" are ignored. Distance D 1 is the percentage of disagreements in all answers where at least one subject answered \yes". Distance D 2 is similar, but puts more weight on answers where both subjects answered \yes".
Binary competitive learning
Hard competitive learning is a well-known online stochastic gradient descent algorithm for minimization of the average distance of a given set of data to its closest center. See, e.g., Fritzke (1997) The simplest online hard competitive learning algorithm works as follows:
1. Initialize C K at random (either by picking K points from X N or from a random number generator). Set t = 0. Two tasks have to be solved for using a binary distance D with this algorithm: First, the gradient of D with respect to the second argument c j has to be computed, which is straightforward. Second, a real-valued decreasing learning rate will result in non-binary (i.e., real valued) centers; hence, D(x; c) must also be de ned for non-binary centers c.
We overcome the second problem by interpreting a real-valued center c = (c i ; : : :; c n ) 0 with elements 0 c i 1 as a vector of probabilities, where c i is the probability, that the corresponding component is one. Note, that this approach is closely related to conventional Euclidean clustering, where the cluster centers are equal to the mean of the clusters and therefore equal to the probabilities of having a 1 in the corresponding component, if a variable is binary.
If a component c j i of center c j after the update step 3 is larger than 1, we replace it by 1. Similarly, we replace it by 0 if c j i is negative. In our experiments this lead to almost binary centers upon convergence, i.e., the c j i of the nal centers (almost) equal 0 or 1. Further investigation of this strategy is necessary. The questionnaires used by our research partners in tourism marketing use groups of questions concerning related questions. E.g., there are questions whether a person likes sports such as tennis, cycling, swimming, riding or water sports. Another group of questions is about cultural activities such as concerts, theater or museums. Obviously, answers inside such groups are correlated, i.e., a person generally interested in culture is more likely to visit both the theater and concerts than a person not so interested in culture. This leads to the concept of latent variables, which cannot be measured directly, but through several observable variables. In the example given above, the latent variable would correspond to the feature \generally interested in culture"; the observable variables are concerts, theater and museum.
We compared clustering with Euclidean distance and the binary distances D 1 and D 2 on two arti cial examples resembling this structure: We have 4 latent variables z 1 ; : : :; z 4 , which are measured through a varying number of observable variables x i . Table 1 shows a scenario where each latent variable z i is represented by three observable variables x j . Six types of data are generated, each consisting of 1000 data points. Type 1 has a high probability (80%) that the variables corresponding to z 1 and z 2 are 1, and a low probability (20%) that the remaining variables are 1. Type 2 is exactly reverse, etc. (Dolnicar et al., 1998) . Both competitive learning with Euclidean distance and with the two binary distances D 1 and D 2 found the six clusters without problems. We also tried k-means clustering, giving similar results.
Di erences between binary and Euclidean distances should emerge if we break the symmetry in the distribution of 0s and 1s. Table 2 shows a asymmetric scenario with 5 clusters in 3 groups (I, II, III); the clusters have also di erent sizes.
In this examples, the Euclidean-based algorithms did not give stable results, i.e., di erent restarts of the algorithm typically gave di erent cluster centers. Using binary distances gave stable results. Table 3 shows typical results with two, four and ve cluster centers: Euclidean distance always found one or more large clusters corresponding to type 5 (many 0s), and could not recover types 1{ 4 clearly. Using 5 cluster centers did not improve the situation. Binary distance D 1 always recovers types 1{4, but ignores type 5 due to its de nition if two or four centers are used. In case of two cluster centers, groups I and II are recovered. Distance D 2 gave similar results.
The clusters corresponding to the rst cluster center are larger than the other ones, because draws (a data point is equidistant to 2 centers) have been resolved by assigning the point to the rst cluster of equal distance. This way only one cluster with a center close to the zero vector gets \contaminated" by points from type 5. Resolving draws by tossing a coin would yield cluster sizes that are not so di erent.
Tables 4{9 show crosstables of original types versus cluster membership. Each row shows how many points of a certain type have been assigned to which Cluster 1 Cluster 2  I Type 1  198  2  Type 2  779  21  II Type 3  2  198  Type 4  7  793  III Type 5 523 1477 Type 1  0  0  197  2  1  Type 2  10  12  706  58  14  II  Type 3  158  38  1  0  3  Type 4  710  22  8  4  56  III Type 5  204  303  94  1229  170   Table 9 : Scenario 2, Euclidean distance, 5 cluster centers.
cluster, respectively. For 2 cluster centers (Tables 4, 5) the partition of binary and Euclidean clustering are very similar, although the cluster centers are di erent. Using four cluster centers (Table 6 ), binary clustering recovers types 1{4, the crosstable has a clear block structure. Note that types 1 and 2 overlap due to the construction of the scenario, hence they get also mixed by the cluster algorithm. The same is valid for types 3 and 4, respectively. Type 5 is ignored and distributed over the 4 clusters.
Euclidean clustering (Table 6 ) uses one center for type 5, hence at least one of types 1{4 cannot be recovered. In the example given, types 1 and 2 are put together in cluster 3. Using 5 centers could not improve the performance of Euclidean clustering on Scenario 2.
Tourism Data
As described above we also clustered binary data from tourist questionnaires with 12 variables and 15066 cases. Results can be seen in Table 10 . The binary clustering shows a clear structure. There is one big cluster (# 3) featuring \classical" tourist characteristics such as swimming, relax, shopping or sightseeing. Additionally there are 3 smaller clusters of almost the same size. # 4 can be seen as \typical tourist" similar to # 3, but with additional Viennese specialities like \Heurigen". # 2 is a more sportive kind of tourist (additionally cycling and water sports). Finally # 1 is a type of tourists \doing nothing but relax".
The results of Euclidean clustering are much more fuzzy. All clusters have almost the same size (3200-4800) and their pro les are not as distinctive as the results from binary clustering. Some clusters are similar to the results from binary clustering, but one needs additional postprocessing like thresholding to be able to read the results. However, by thresholding of the centers one alters the partition of the data set, hence the partition must not correspond to the used distance anymore.
Summary
A|due to our knowledge|new approach for competitive learning with asymmetric binary distance measures has been proposed. This way, we provide a di erent \point of view" for looking at the data. For real world data, there is no way of determining which clustering algorithm is \best", because the data generating process is unknown. Typical clustering algorithms try to minimize a loss function depending on di erences between cluster centers and data points. Using several di erent distance measures (and knowing about their special characteristics) can give valuable further insight into a data set. Of course, one is not limited to the two binary distance measures proposed in this paper. A lot of di erent distance measures can be found in the literature, most of which can easily be adopted to our framework. Also, there are more popular competitive learning algorithms (e.g., soft competitive learning, neural gas or Kohonen maps), which could be generalized for binary distance measures in the same way. All these questions are currently under investigation.
