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Resumen
SISTEMA DE RECOMENDACIO´N WEB BASADO EN LA ACTIVIDAD DE LOS
USUARIOS DE LA UNIVERSIDAD NACIONAL DE COLOMBIA
por
Ing. Miguel Dar´ıo Dussa´n Sarria
M.Sc. en Ingenier´ıa de Sistemas y Computacio´n
UNIVERSIDAD NACIONAL DE COLOMBIA
Directora: Ing. Elizabeth Leo´n Guzma´n, Ph.D.
En este trabajo se presenta un modelo de un sistema de recomendacio´n h´ıbrido web basado
en miner´ıa de contenido y de uso, para mejorar la experiencia de navegacio´n del usuario;
se utiliza como fuente la informacio´n anonimizada de los log de navegacio´n obtenidos de la
comunidad de la Universidad Nacional de Colombia. El sistema, basado en la agrupacio´n de
documentos y sesiones web, y la extraccio´n de reglas de asociacio´n de sesiones web, consta
de dos etapas: la etapa fuera de l´ınea, que extrae y procesa los documentos y las sesiones web
del registro de navegacio´n para generar los patrones de agrupamiento y reglas de asociacio´n
necesarios para sus componentes, el recomendador de contenido y el de uso web; y la etapa
en l´ınea, que utiliza los recomendadores constru´ıdos en la fase anterior para generar reco-
mendaciones para el usuario. Se utiliza la representacio´n de documentos y sesiones web en
un espacio vectorial tf − idf , que son agrupados utilizando el algoritmo Bisecting K-Means ;
para los grupos de sesiones se generan reglas de asociacio´n usando el algoritmo Apriori.
La validacio´n del modelo se hizo de forma supervisada, seleccionando un grupo de sesiones
web como consulta al sistema, y realizando una encuesta a un grupo de usuarios sobre las
recomendaciones generadas.
Palabras clave: Miner´ıa web, Sistemas de recomendacio´n, Me´todos de agrupamiento,
Miner´ıa de texto.
Abstract
WEB RECOMMENDER SYSTEM BASED ON THE USER ACTIVITY OF THE
UNIVERSIDAD NACIONAL DE COLOMBIA
by
Ing. Miguel Dar´ıo Dussa´n Sarria
M.Sc. en Ingenier´ıa de Sistemas y Computacio´n
UNIVERSIDAD NACIONAL DE COLOMBIA
Advisor: Ing. Elizabeth Leo´n Guzma´n, Ph.D.
This work presents a model of an hybrid web recommendation system based on content and
usage mining, in order to improve the user navigation experience; as information source,
the anonymized navigation log from the academic community of Universidad Nacional de
Colombia is employed. The system, based on document and web session clustering, and as-
sociation rules extraction from web sessions, is composed of two stages: in the offline stage,
the documents and web sessions are extracted from the navigation log and processed; and
the online stage, that uses the identified patterns in the last stage to generate recommenda-
tions to the user. In order to validate the proposed model, a supervised approach is adopted,
selecting web sessions as the input to the system, and executing a survey to a group of users
about the generated recommendations.
Keywords: Web mining, Recommender systems, Clustering methods, Text mining.
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1. Introduccio´n
Internet, la red que interconecta computadores alrededor del mundo, es una de las maravillas
de la ingenier´ıa que adema´s brinda a quienes la utilizan, la posibilidad de llegar a una
audiencia global para educarse, entretenerse y hacer negocios. Las personas delante de cada
terminal en ocasiones desconocen lo que quieren en te´rminos de necesidades de informacio´n, o
ignoran la forma como funciona Internet, y por tanto, se ven limitados a ampliar su horizonte
frente a los vastos volu´menes de informacio´n disponible.
Una de las herramientas disponibles para buscar informacio´n de intere´s en Internet es el
buscador web (como Google Search, Yahoo Search, Bing Search, Ask.com Search) que se
basa en la recuperacio´n de informacio´n, encontrar material (documentos web) de naturaleza
no estructurada (texto), para satisfacer las necesidades de informacio´n en grandes colecciones
(Internet) [55]. El me´todo de interaccio´n entre el usuario y un buscador web es una caja de
texto, en la cual el usuario debe escribir una cadena de bu´squeda compuesta con te´rminos
clave (keywords) con el cual desea que el sistema busque pa´ginas web en la coleccio´n; esta
cadena puede resultar problema´tica si el usuario no tiene claridad sobre el tema que desea
buscar, no es capaz de formular correctamente su necesidad de informacio´n por escrito, o si no
utiliza los te´rminos apropiados para que el buscador web recupere documentos pertinentes.
Los sistemas de recomendacio´n son otra herramienta que permite a los usuarios ampliar los
horizontes de la informacio´n de intere´s, fundamentada en la actividad del usuario: estos sis-
temas utilizan los datos de acceso, documentos web vistos, e incluso datos de otros usuarios,
para complementar y ofrecer alternativas que pueden llegar a interesarle. Los sistemas de
recomendacio´n originalmente se clasifican segu´n la estrategia que utilizan (si se basa en la ac-
tividad de otros usuarios, el contenido, o datos demogra´ficos, por ejemplo) pero estos tienen
dos problemas: i) ¿que´ recomendarle a un usuario cuando e´ste acaba de llegar al sistema?
y ii) ¿que´ pasa si de repente, el usuario deja de interesarse por un tema que ven´ıa siendo
su favorito desde el inicio de los tiempos? Estos problemas fueron solucionados mezclando
los sistemas de recomendacio´n originales, por ejemplo detectando y mostrando al usuario
recomendaciones de alguno de ellos (si es pertinente) o utilizando la salida de uno de ellos
como la entrada de otro.
Se conoce como miner´ıa de datos a un amplio conjunto de metodolog´ıas y algoritmos que
se utilizan para revelar patrones y describir grandes y complejos volu´menes de datos, con
aplicacio´n en a´reas como la medicina, ingenier´ıa y negocios. Dos de las grandes familias de
algoritmos que se encuentran en la miner´ıa de datos se conocen como agrupamiento y reglas
de asociacio´n: si se desea buscar y dividir de forma automa´tica elementos en grupos, que
3de acuerdo a ciertos para´metros sean similares, se utiliza agrupamiento; cuando se quiere
explicar la aparicio´n de los datos por medio de asociaciones entre ellos, se utilizan las reglas
de asociacio´n. Estas metodolog´ıas son completamente aplicables a Internet, pues involucran
informacio´n no estructurada, grandes volu´menes de datos, y registran interacciones humanas,
factores que ofrecen la posibilidad de usarlos para describir los datos, lo que se conoce
como miner´ıa web. La miner´ıa web tradicionalmente se clasifica en tres grandes campos
de accio´n, de acuerdo al tipo de datos que se utilizan para ser aplicada: la miner´ıa de uso
se enfoca en los registros de navegacio´n de los usuarios, es decir, las trazas que muestran
los momentos de acceso a los recursos web; la miner´ıa de contenido analiza los textos que
el usuario visualizo´; y la miner´ıa de estructura estudia las conexiones entre pa´ginas web a
traves de los hiperv´ınculos.
Los sistemas de recomendacio´n se pueden crear utilizando miner´ıa web. Si se aborda el
problema desde la perspectiva de la miner´ıa de contenido, es posible recomendar a un usuario
textos que otras personas accedieron y que se relaciona con lo que e´l esta´ visualizando; si se
emplea la miner´ıa de uso, el cliente puede recibir recomendaciones sobre otras pa´ginas web
relacionadas, de acuerdo a los perfiles parecidos de otros usuarios. Si se utilizan varios tipos
de miner´ıa en un mismo recomendador, se construir´ıa lo que se conoce como sistemas de
recomendacio´n h´ıbridos basados en miner´ıa web.
En este trabajo se propone un sistema de recomendacio´n h´ıbrido basado en miner´ıa de conte-
nido y de uso, utilizando algoritmos de agrupamiento y de extraccio´n de reglas de asociacio´n,
para sugerir pa´ginas web que podr´ıan ser de intere´s a los usuarios de la Universidad Nacional
de Colombia; esto se hizo utilizando los registros de actividad, empleados anteriormente en
un trabajo exploratorio de la actividad de la comunidad acade´mica en Internet [69].
De forma concreta, los objetivos de este proyecto son:
Objetivo General
Disen˜ar un modelo de recomendacio´n h´ıbrido basado en miner´ıa web utilizando como fuente
los datos de navegacio´n de la Universidad Nacional de Colombia.
Objetivos Espec´ıficos
i. Disen˜ar e implementar un sistema de preprocesamiento automa´tico de log de navega-
cio´n web.
ii. Definir y validar la arquitectura del modelo de recomendacio´n basado en los registros
de navegacio´n web.
iii. Definir y validar la arquitectura del modelo de recomendacio´n basado en el contenido
de los documentos accedidos y registrados en la navegacio´n web.
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iv. Definir una estrategia h´ıbrida de recomendacio´n que permita combinar la informacio´n
obtenida de los modelos basados en navegacio´n y contenido.
v. Validar el sistema de recomendacio´n web con un grupo de usuarios.
El problema de asistir a los usuarios en su tarea de encontrar informacio´n de intere´s fue
abordado desde la perspectiva de los sistemas de recomendacio´n, ya que estos formulan ı´tems
que pueden ser de intere´s para el usuario de acuerdo a las pa´ginas que visita. Se escogio´ esta
alternativa debido a que los sistemas de recuperacio´n de informacio´n, a diferencia de los
sistemas de recomendacio´n, requieren que el usuario interactu´e de forma expl´ıcita con el
sistema, ingresando unos te´rminos que permitan al sistema encontrar contenido que pueden
ser de su utilidad. Se cree que con un sistema de recomendacio´n es ma´s fa´cil y precisa la
deteccio´n de la verdadera necesidad de informacio´n del usuario.
El presente proyecto se desarrollo´ utilizando la informacio´n de navegacio´n de la Universi-
dad Nacional de Colombia, porque representa la actividad en internet de una comunidad
acade´mica amplia y diversa, donde sus integrantes, compuestos por estudiantes, profesores
y administrativos, tienen intereses de navegacio´n heteroge´neos. El registro de navegacio´n
adema´s cuenta con caracter´ısticas te´cnicas espec´ıficas que son aprovechadas para alcanzar el
objetivo de esta tesis.
Respecto a los sistemas de recomendacio´n, se escogieron las te´cnicas basadas en miner´ıa web,
debido a su capacidad para manejar la naturaleza y volu´men de los datos utilizados en el
proyecto, pues se tiene un registro de navegacio´n, y no datos con calificaciones de los usuarios
que son usualmente utilizados en otros sistemas como los basados en filtros colaborativos, en
conocimientos, en contenido o demogra´ficos. La hibridacio´n se fundamento´ en sistemas de
recomendacio´n de sesiones y documentos, debido a que con la mezcla de sus recomendaciones
es posible mejorar los ı´tems sugeridos respecto a sus componentes de manera individual.
Para alcanzar los objetivos, primero se introduce a un marco teo´rico que cubre los algoritmos
y te´cnicas utilizadas en el trabajo de investigacio´n, y un estado del arte de los sistemas de
recomendacio´n, haciendo e´nfasis en los que utilizan miner´ıa web. Despue´s se presentan los
recomendadores de documentos y sesiones web, desde la fase de preprocesamiento del registro
de navegacio´n de la Universidad Nacional de Colombia hasta la manera como e´stos formulan
recomendaciones. Para finalizar se integran los recomendadores de documentos y sesiones
web en estrategias h´ıbridas, que son exploradas y de ellas se selecciona la mejor de acuerdo
a una validacio´n con usuarios.
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1.1. Alcances y limitaciones
Se utilizo´ el log del servidor proxy de la Universidad Nacional de Colombia1, y se
analizaron seis meses de actividad en la red.
Las te´cnicas de miner´ıa sobre el uso web se aplicaron u´nicamente sobre las entradas
marcadas como accesos exitosos (co´digo 200) o recuperados del cache´ por no estar
modificados (co´digo 304). Se descartaron adema´s aquellas entradas con alguno de los
campos de intere´s ausente o irregular.
Las te´cnicas de miner´ıa de contenido web se aplicaron a una fraccio´n de los recursos,
de acuerdo a diferentes criterios, entre los que se encuentra la popularidad.
Los me´todos producto del proceso investigativo esta´n constituidos apenas con un sub-
conjunto de las te´cnicas utilizadas para realizar miner´ıa web, y no se encuentra limitado
a una aproximacio´n particular.
Las tecnolog´ıas utilizadas y readecuadas para este proyecto son de co´digo abierto.
Las aplicaciones desarrolladas tienen como propo´sito la demostracio´n en algunas de las
fases del proyecto, por lo tanto el prototipo constru´ıdo tiene una interfaz de usuario
mı´nima.
1.2. Contribuciones
Sistemas de preprocesamiento automa´tico de registro de navegacio´n, tanto en uso como
en contenido web.
Conjunto de documentos web de la Universidad Nacional de Colombia, preprocesados
y separados para los idiomas Espan˜ol e Ingle´s.
Modelo y prototipo de recomendacio´n web basado en miner´ıa de uso.
Modelo y prototipo de recomendacio´n web basado en miner´ıa de contenido.
Modelo y prototipo de un sistema de recomendacio´n h´ıbrido web, basado en agrupa-
miento y reglas de asociacio´n sobre documentos web y registro de navegacio´n.
1Con las autorizaciones y modificaciones correspondientes para proteger la identidad individual de los
usuarios
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1.2.1. Publicaciones
Dussa´n-Sarria Miguel y Leo´n-Guzma´n Elizabeth: A recommendation-based web content
mining model for an university community. Art´ıculo aceptado para publicacio´n en el
Se´ptimo Congreso Colombiano de Computacio´n, 2012.
Dussa´n-Sarria Miguel y Leo´n-Guzma´n Elizabeth: A web recommendation model based
on web usage mining of the navigation of a community college. Trabajo aceptado para
publicar en: 8th ed. of the Latin American Web Congress, 2012.
Dussa´n-Sarria Miguel y Leo´n-Guzma´n Elizabeth: Hybrid Recommender using web mi-
ning for a community college. Trabajo pendiente por publicar.
1.3. Contenido del documento
El tema de este proyecto de investigacio´n se desarrolla a lo largo de este documento de la
siguiente forma: En el cap´ıtulo 2 se hace una introduccio´n a la miner´ıa de datos, donde se
exponen los conceptos ba´sicos de reglas de asociacio´n y agrupamiento junto con algunos al-
goritmos para resolver estos problemas. Se encuentra all´ı una introduccio´n a la miner´ıa web,
donde se menciona co´mo los conceptos ba´sicos de miner´ıa de datos pueden ser aplicados en
Internet, y se explica en detalle que´ es la miner´ıa de uso y contenido junto con algunos ejem-
plos de trabajos relacionados. Al final del cap´ıtulo, se definen los sistemas de recomendacio´n
web, se habla de la hibridacio´n y su aplicacio´n con miner´ıa web y me´todos para evaluar
estos sistemas. En el cap´ıtulo 3 se presenta un recomendador basado en miner´ıa de conte-
nido, donde se explica la arquitectura del modelo, la extraccio´n y preprocesamiento de los
documentos web, la aplicacio´n de te´cnicas de miner´ıa web y la validacio´n del mismo con los
datos de la universidad. Despue´s, en el cap´ıtulo 4 se propone un recomendador basado en la
miner´ıa de uso, se muestra su arquitectura, los mecanismos de extraccio´n y preprocesamiento
de sesiones de navegacio´n web, y del empleo de miner´ıa web para extraer patrones, como
tambie´n la validacio´n de sus resultados. Posteriormente, el cap´ıtulo 5 describe alternativas
de arquitecturas de recomendadores h´ıbridos utilizando los patrones encontrados en los dos
cap´ıtulos anteriores, y se realiza una validacio´n para determinar cua´l de ellas genera las me-
jores alternativas para el usuario. Finalmente, en el cap´ıtulo 6 se puntualizan conclusiones
sobre el trabajo realizado y se formulan sugerencias para trabajo futuro.
2. Marco teo´rico y estado del arte
En este cap´ıtulo se presenta el marco teo´rico base para esta investiga-
cio´n y el estado del arte de recomendacio´n web. Inicialmente se abordan
conceptos de miner´ıa de datos, presentando las reglas de asociacio´n y
el agrupamiento. Despue´s, se introducen conceptos de miner´ıa web ha-
ciendo e´nfasis en dos de sus especialidades: miner´ıa de uso y miner´ıa de
contenido. A continuacio´n se presenta un estado del arte en sistemas de
recomendacio´n web enfocado a sistemas de recomendacio´n h´ıbridos en
el sentido de usar miner´ıa de uso y de contenido. Se finaliza con una
descripcio´n de la evaluacio´n de sistemas de recomendacio´n.
2.1. Introduccio´n a la miner´ıa de datos
El descubrimiento de conocimiento en bases de datos se desarrollo´ gracias a la iniciativa
de las compan˜´ıas por sacar algu´n provecho de la recoleccio´n y almacenamiento de datos
de negocio. Todo empezo´ en los an˜os 60, cuando la computacio´n empezo´ a popularizarse
entre las grandes compan˜´ıas que pod´ıan costearse esta nueva tecnolog´ıa, que almacenaban
su informacio´n histo´rica en cintas, para despue´s hacer un lento proceso de consulta que
consist´ıa en resumir en un nu´mero, por ejemplo, las ganancias de los u´ltimos an˜os. En
los an˜os 80 la computacio´n dio un gran paso y aparecieron las primeras bases de datos y
lenguajes para consultarlas; all´ı la recoleccio´n y almacenamiento de datos se sustentaba en
preguntas de negocio, que eran resueltas con consultas de datos sumarizados de entradas
en varias tablas de esos sistemas. Fue en los an˜os 90 donde se desarrollaron las bases de
datos relacionales, y por esto mismo las bases de datos multidimensionales y OLAP (On-
Line Analytical Processing), permitiendo la consulta de los datos a varios niveles. En la
u´ltima de´cada, se desarrollo´ la miner´ıa de datos, algoritmos avanzados de ana´lisis de forma
prospectiva, descubriendo conocimientos nuevos sobre el negocio, pensados para planear el
futuro de las organizaciones.
La miner´ıa de datos, tambie´n conocida como KDD (Knowledge Discovery in Database),
encapsula un conjunto de metodolog´ıas y algoritmos u´tiles para revelar informacio´n oculta
en los datos. Esta informacio´n no es la misma que se puede extraer con una consulta a una
base de datos, porque se encuentran relaciones inherentes y recurrentes al conjunto de datos,
que pueden explicar su naturaleza y revelar tendencias [75].
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2.1.1. Reglas de asociacio´n
Gran parte de la informacio´n generada y almacenada en instituciones gubernamentales,
empresas privadas y centros de investigacio´n puede interpretarse como una transaccio´n: un
conjunto de elementos que son asignados a un solo identificador en una base de datos. Uno
de los mecanismos utilizados para entender los patrones que all´ı se ocultan es extraer reglas
de asociacio´n: generalizaciones del tipo {antecedente → consecuente}, donde se establece
una relacio´n de causalidad entre los ı´tems que componen el antecedente y el consecuente de
una regla.
Definicio´n
Sea I = {id}Nd=1 un conjunto binario de atributos o ı´tems y t ∈ T una transaccio´n, tal
que t ⊆ I representa al conjunto de ı´tems con valor 1 para la transaccio´n t. Una regla de
asociacio´n X ⇒ id (donde X es el antecendente y Ij es el consecuente), se define como X ⊂ I
que implica la aparicio´n de un elemento id del conjunto de atributos I, siempre y cuando
este no se encuentre en el precedente X, como se define en la expresio´n 2-1. Esta regla se
satisface en T con un factor de confianza 0 ≤ c ≤ 1 sii al menos c% de las transacciones en
T satisfacen al mismo tiempo a X y a id –es decir, con que´ frecuencia se va a encontrar la
implicacio´n; otra manera de verlo es como se indica en la expresio´n 2-2, donde | · | define
la cardinalidad de un conjunto. Esta regla se encuentra tambie´n limitada por el factor de
soporte, que es la fraccio´n de transacciones en T que satisface X ∪ id, como se muestra en
la expresio´n 2-3 [2].
X ⇒ id sii X ⊂ I, id ∈ I −X (2-1)
confianza(X ⇒ id) = | X ∪ id || X | (2-2)
soporte(X ⇒ id) = | X ∪ id |
N
(2-3)
En otras palabras, el soporte es el nu´mero de transacciones que contienen todos los ı´tems
de la regla respecto al nu´mero de transacciones, mientras que la confianza es el soporte
dividido por el nu´mero de transacciones que tienen los ı´tems del antecedente. Estas te´cnicas
son u´tiles porque encontrar reglas de asociacio´n con suficiente confianza y soporte indican
la co-ocurrencia entre antecedentes y consecuentes, lo que permite estudiar patrones de
comportamiento en los datos.
Algoritmo Apriori
Agrawal et. al [3] propusieron el algoritmo Apriori, que extrae reglas de asociacio´n basa´ndose
en la generacio´n de un conjunto de reglas candidatas, que luego son podadas de acuerdo a
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un criterio de soporte mı´nimo.
Un seudo-co´digo del me´todo de generacio´n de grupos de ı´tems frecuentes es mostrado en
el algoritmo 1, donde: Ck es el conjunto de ı´tems de taman˜o k; Fk denota el conjunto de
ı´tems frecuentes de taman˜o k; soporte min es el soporte mı´nimo por el cual se aceptara´ una
regla; y soporte(·) denota el soporte de un grupo. En las l´ıneas 1 y 2 se encuentran los
conjuntos de ı´tems de taman˜o 1, es decir, F1, haciendo una pasada sobre todo el conjunto
de ı´tems I. Despue´s, en la l´ınea 5, de forma iterativa se generan nuevos grupos candidatos
Ck utilizando la funcio´n apriori gen(·) que adema´s elimina candidatos usando el criterio de
soporte mı´nimo. En la l´ınea 7 la funcio´n subconjunto determina grupos candidatos en Ck
contenidos en cada t. Una vez se tengan los Ck, en las l´ıneas 6 a 10 se realiza una pasada
adicional sobre todos los datos para verificar el soporte de cada uno de esos elementos sobre
los t ∈ T . En la l´ınea 12 se descartan los candidatos que no cumplen con el requisito del
soporte mı´nimo [75].
Otro algoritmo de generacio´n de reglas de asociacio´n es FP-Growth, que obtiene los mismos
resultados que el algoritmo Apriori, pero con una complejidad computacional menor [29].
Algorithm 1 Generacio´n de grupos de ı´tems frecuentes de Apriori.
1: k = 1
2: Fk = {i | i ∈ I ∧ soporte({i}) ≥ N × soporte min}
3: repetir
4: k = k + 1
5: Ck = apriori gen(Fk−1)
6: para t ∈ T hacer
7: Ct = subconjunto(Ck, t)
8: para c ∈ Ct hacer
9: soporte(c) = soporte(c) + 1
10: fin para
11: fin para
12: Fk = {c | c ∈ Ck ∧ soporte(c) ≥ N × soporte min}
13: hasta Fk = ∅ retornar
⋃
Fk
2.1.2. Agrupamiento
En una base de datos cada una de las entradas u objetos contienen mu´ltiples atributos
o dimensiones, representados como columnas en una tabla. Si los objetos son comparados
por sus atributos, puede encontrarse similitudes entre ellos. La miner´ıa de datos ofrece un
conjunto de te´cnicas para hallar estos patrones automa´ticamente, llamado agrupamiento o
clustering.
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Definicio´n
Sea C = {ci}Ni=1 un conjunto de grupos o clusters, y x, y ∈ D dos elementos del conjunto de
objetos; se agrupan elementos de D en clusters de C con algu´n criterio de proximidad.
Las te´cnicas de agrupamiento intentan crear grupos de objetos, de tal forma que elementos de
un mismo grupo sean parecidos, mientras que objetos de distintos grupos sean tan diferentes
como sea posible. Estas te´cnicas comparan los objetos con un criterio de proximidad, de
acuerdo a la naturaleza de las dimensiones de los datos y la meta para el agrupamiento [75].
I´ndices de proximidad: similitud y distancia
La proximidad es el criterio que utiliza el algoritmo de agrupamiento para comparar dos
objetos. Un ı´ndice puede ser de similitud o disimilitud: entre ma´s se parezcan dos objetos
entre s´ı, el ı´ndice de similitud es mayor y el de disimilitud es menor. Aunque la mayor´ıa
de los autores manejan indistintamente los te´rminos de similitud y distancia, se debe hacer
claridad en que el primero se refiere a calcular el grado de semejanza entre dos objetos,
mientras el segundo calcula que´ tan lejos se encuentran estos en el espacio de caracter´ısticas.
Un ı´ndice de proximidad entre los objetos x, y ∈ D se denota como d(x, y) y debe satisfacer
las tres propiedades mostradas en la expresiones 2-4, 2-5 y 2-6. Los ı´ndices de proximidad
se clasifican como proporcionales y nominales [36].
Para disimilitud: ∀x, d(x, x) = 0
Para similitud: ∀x, d(x, x) ≥ ma´x
z
d(x, z) (2-4)
∀x, y d(x, y) = d(x, y) (2-5)
∀x, y d(x, y) ≥ 0 (2-6)
I´ndice de proporcionalidad Estos ı´ndices calculan la distancia de dos objetos dentro de un
espacio vectorial, satisfaciendo propiedades adicionales a las de los ı´ndices de proximidad,
como se muestra en las expresiones 2-7 y 2-8. El ı´ndice de proporcionalidad ma´s comu´n es la
me´trica de Minkowski, expuesta en la expresio´n 2-9, donde k es el nu´mero de caracter´ısticas
de D y xj se refiere a la caracter´ıstica j-e´sima del objeto x. Cuando el ı´ndice de Minkowski
es r = 1 se obtiene la distancia Manhattan o del taxista, de acuerdo a la expresio´n 2-10. Si
las caracter´ısticas son binarias, esta me´trica se llama Hamming, o el nu´mero de dimensiones
en las cuales dos objetos son diferentes. Si para el ı´ndice de Minkowski r = 2, se obtiene la
distancia euclidiana como se presenta en la expresio´n 2-11 [36].
d(x, y) = 0 si x = y (2-7)
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∀x, y, z ∈ D, d(x, y) ≤ d(x, z) + d(z, y) desigualdad triangular (2-8)
d(x, y) =
(
k∑
j=1
| xj − yj |r
)1/r
donde r ≥ 1 (2-9)
d(x, y) =
k∑
j=1
| xj − yj | (2-10)
d(x, y) =
(
k∑
j=1
| xj − yj |2
)1/2
=
√√√√ k∑
j=1
(xj − yj)2 (2-11)
I´ndices Nominales Los ı´ndices nominales toman cada elemento de x, y ∈ D y comparan
sus caracter´ısticas para encontrar coincidencias o diferencias. Dos coeficientes comunes son
el coeficiente simple de coincidencias (SMC ), mostrado en la expresio´n 2-12, y el coeficiente
de Jaccard, presentado en la expresio´n 2-13, que utilizan el nu´mero de caracter´ısticas en
las cuales ambos objetos son iguales o diferentes. Para ambas expresiones: f00 indica el
nu´mero de dimensiones en las cuales xj, yj = 0; f11 es el nu´mero de caracter´ısticas en las
cuales xj, yj = 1; f01 son el nu´mero de atributos en las cuales xj = 0, yj = 1; y f10 son las
dimensiones en las cuales xj = 1, yj = 0. Una modificacio´n al coeficiente de Jaccard para
datos no binarios se conoce como coeficiente extendido de Jaccard o de Tanimoto, como se
sen˜ala en la expresio´n 2-14 [36].
d(x, y) =
f00 + f11
f00 + f01 + f10 + f11
(2-12)
d(x, y) =
f11
f01 + f10 + f11
(2-13)
d(x, y) =
x · y
‖x‖2‖y‖2 − x · y (2-14)
Un ı´ndice que calcula la similitud entre dos documentos se conoce como coseno, porque
utiliza esta operacio´n sobre los vectores de caracter´ısticas con valor nume´rico de los objetos
x, y ∈ D normalizados, tomando aquellos valores en los cuales xi, yj 6= 0, como se muestra
en la expresio´n 2-15. All´ı, la operacio´n x ·y denota el producto interno entre los dos vectores,
como se ilustra en la expresio´n 2-16, y ‖xi‖ representa la longitud euclidiana del vector,
calculado de acuerdo a la expresio´n 2-17.
cos(x, y) =
x · y
‖x‖‖y‖ = x · y (2-15)
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x · y =
k∑
j=1
xiyj (2-16)
‖x‖ =
√√√√ k∑
j=1
x2j (2-17)
Los algoritmos de agrupamiento se clasifican en: jera´rquicos o particionales, exclusivos o
difusos, completos o parciales. Una explicacio´n detallada se encuentra en [75].
Algoritmos
K-Means Este algoritmo presentado por MacQueen en [54], asigna objetos a los k centroi-
des ma´s cercanos, utilizando el procedimiento del seudo-co´digo mostrado en el algoritmo 2
[75]. K-Means se cataloga como particional, pues toma el conjunto de datos y lo divide en
un nu´mero de grupos determinado, asignando los objetos a clusters. Tambie´n se encasilla
como basado en prototipos, pues cada objeto en un grupo es ma´s parecido al prototipo que
lo representa, que a los de otros clusters.
Algorithm 2 K-Means.
1: Seleccionar k puntos como centroides iniciales.
2: repetir
3: Formar k clusters asignando cada punto a su centroide ma´s cercano.
4: Recalcular el centroide de cada cluster.
5: hasta los centroides no cambien.
Bisecting K-Means Es una extensio´n del algoritmo K-Means propuesta por Steinbach et
al. en [73], que divide el conjunto de datos de la siguiente forma: inicia separando los objetos
en dos, luego selecciona el subconjunto ma´s grande y de forma iterativa repite el proceso
sobre los datos, hasta obtener k grupos. Existen varios criterios para seleccionar el cluster a
dividir, como escoger el que tenga el SSE ma´s alto (tema que se esclarece en la seccio´n 2.1.2,
pa´g. 14), o utilizar una funcio´n basada en el taman˜o y el SSE. El seudo-co´digo se presenta
en el algoritmo 3, pa´g. 13 [75].
Jera´rquicos aglomerativos basados en similitud producen secuencias anidadas de grupos,
donde en el nivel ma´s bajo de la jerarqu´ıa se encuentran los objetos individuales, y a medida
que esta avanza se forman los clusters hasta llegar a la cima, en la cual se encuentra un solo
grupo con todos los elementos. La jerarqu´ıa puede ser mostrada a trave´s de un gra´fico de
a´rbol o dendograma, que a cada nivel especifica que´ objetos o conjuntos de ellos son anidados.
Estos algoritmos se encuentran basados en similitud, variando en la forma como escogen los
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clusters. Las te´cnicas enfocadas al agrupamiento de documentos son: similitud intra-cluster
IST, que revisa la similitud de todos los documentos en el cluster a sus centroides; similitud
de centroide CST, que define la similitud de dos clusters como la similitud coseno de sus
centroides, y UPGMA. Un seudo-co´digo se encuentra descrito en el algoritmo 4 [73, 75] .
Chameleon Este algoritmo, de la familia de los aglomerativos jera´rquicos, involucra los
conceptos de cercan´ıa relativa y de interconectividad relativa entre dos grupos. El seudo-
co´digo se muestra en el algoritmo 5 [42].
Algorithm 3 Bisecting K-Means.
1: Inicializar la lista de clusters para que contenga un grupo que consiste en todos los
objetos.
2: repetir
3: Remover un cluster de la lista de clusters.
4: para i = 1 hasta numero intentos hacer
5: Biseccionar el cluster seleccionado utilizando K-Means.
6: fin para
7: Seleccionar los dos clusters de la biseccio´n con el total de SSE ma´s bajo.
8: Adicionar estos dos clusters a la lista de clusters.
9: hasta La lista de clusters contenga K grupos.
Algorithm 4 Simple Aglomerativo.
1: Computar similitud entre todos los pares de clusters.
2: repetir
3: Anidar los dos clusters ma´s cercanos.
4: Actualizar la matriz de similitud para reflejar la similitud de parejas entre el nuevo
cluster y los clusters originales.
5: hasta solo quede un cluster.
Algorithm 5 Chameleon.
1: Computar el grafo de los k vecinos ma´s cercanos.
2: Particionar el grafo utilizando un algoritmo de particionamiento de grafos multinivel.
3: repetir
4: Anidar los dos clusters que mejor mantengan su propia similitud respecto a la inter-
conectividad y cercan´ıa relativas.
5: hasta No se puedan anidar ma´s cluster.
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Validacio´n del agrupamiento
Se habla de validacio´n supervisada cuando los objetos de un conjunto de datos tienen eti-
quetas que especifican a que´ grupo pertenecen. Con esta informacio´n es posible utilizar un
proceso de agrupamiento, y luego verificar si los cluster a los que los ı´tems fueron asignados
corresponden a los grupos originales especificados en las etiquetas.
Por otro lado, cuando el conjunto de datos no tiene etiquetas, la u´nica manera de probar
que´ tan bueno fue un modelo de agrupamiento es comparando medidas de los objetos en los
grupos encontrados. A continuacio´n se encuentran algunas medidas para hacer validacio´n no
supervisada [75].
SSE Sum of the Squared Error (suma de los errores cuadrados) es un me´todo de valida-
cio´n no supervisado de clusters en espacios euclidianos, que computa la distancia de todos
los puntos a su centroide ma´s cercano. As´ı, si se tienen dos modelos de agrupamiento, se
escogera´ el que tenga menor SSE. La expresio´n para calcular esta medida se muestra en
la expresio´n 2-18, donde ci es el centroide o prototipo del grupo Ci y x es un objeto del
conjunto de datos [75].
mı´nSSE =
k∑
i=1
∑
x∈Ci
dist(ci, x)
2 (2-18)
Cohesio´n total es una modificacio´n del SSE para agrupamiento de documentos en un
espacio euclidiano que busca maximizar la cercan´ıa de los objetos al centroide ma´s cercano
(expresio´n 2-19) [75].
ma´x cohesio´n total =
k∑
i=1
∑
x∈Ci
cos(x, ci) (2-19)
Funcio´n intracluster I1 maximiza la suma de las similitudes entre documentos asignados
a cada cluster, ponderado de acuerdo al taman˜o de cada grupo. Esta medida es similar a la
que se utiliza en el contexto de agrupamiento jera´rquico aglomerativo, que usa heur´ısticas
del promedio del grupo para determinar cuales grupos unir. Para esta medida de desempen˜o
se ha demostrado emp´ıricamente que tiene un desempen˜o pobre. Para el contexto espec´ıfico
de documentos, se tiene la expresio´n 2-20, donde di, dj son documentos, Sr es un subconjunto
de los datos, y nr representa el nu´mero de elementos de Sr [87].
ma´x I1 =
k∑
r=1
nr
(
1
n2r
∑
di,dj∈Sr
cos(di, dj)
)
(2-20)
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Funcio´n intracluster I2 esta funcio´n criterio es utilizada por la variante vector-espacio de
K-Means. Cada grupo se representa por su vector centroide, y tiene como objetivo encontrar
la solucio´n de agrupamiento que maximice la similitud entre cada documento y el centroide
del cluster al que ha sido asignado. Utilizando la similitud coseno, el criterio se puede formular
como se muestra en la expresio´n 2-21 [87].
ma´x I2 =
k∑
r=1
∑
di∈Sr
cos(di, cr) (2-21)
Funcio´n intercluster E1 el objetivo de esta funcio´n criterio es minimizar el coseno entre
el centroide de cada cluster y el centroide de la coleccio´n C, separando los documentos de
cada grupo de toda la coleccio´n. Esta funcio´n se presenta en la expresio´n 2-22 [87].
mı´n E1 =
k∑
r=1
nr cos(cr, C) (2-22)
Funciones h´ıbridas H1 y H2 estas funciones objetivo involucran medidas intracluster e
intercluster, que se mezclan para alcanzar varios objetivos individuales determinados por
sus componentes. La funcio´n h´ıbrida H1 se presenta en la expresio´n 2-23, mientras que la
funcio´n h´ıbrida H2 se exhibe en la expresio´n 2-24 [87].
ma´xH1 = I1E1 (2-23)
ma´xH2 = I2E1 (2-24)
Coeficiente de silueta mezcla la cohesio´n y separacio´n de los clusters. Los siguientes pasos
describen el co´mputo para un punto individual:
1. Calcular la distancia promedio de un objeto i a todos los objetos de su cluster. Este
valor es ai.
2. Calcular la distancia promedio del objeto i a todos los objetos del cluster en el cual
no se encuentre i. Escoger el menor valor respecto a todos los grupos, y llamarlo bi.
3. Calcular el coeficiente de silueta para el objeto i, que es si = (bi − ai)/ma´x(ai, bi).
El coeficiente de silueta oscila entre −1 y 1. Un valor negativo refleja que la distancia de los
objetos dentro de un cluster es mayor que la distancia de objetos en diferentes clusters. Se
busca que el coeficiente sea positivo (ai < bi), y ai lo ma´s cerca posible a 0 [75].
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I´ndice de validez Davies-Bouldin Propuesta inicialmente por Davies y Boulin en [23],
asume que las densidades de los datos en los grupos se encuentran en funcio´n inversa a la
distancia del centroide del cluster al que pertenecen. El ı´ndice no depende ni del nu´mero de
clusters analizados ni del me´todo de particionamiento de los datos. Este ı´ndice se formula
con la expresio´n 2-25 donde: k es el nu´mero de grupos; Sk es la distancia promedio de todos
los objetos de un cluster a su centroide; y S(Qi, Qj) es la distancia entre centroides. El
ı´ndice Davies-Bouldin arroja un valor no negativo, donde la similitud entre clusters es cero
solamente si no existe dispersio´n de los datos; si la distancia entre ellos aumenta mientras la
dispersio´n permanece constante, la similitud disminuye; si la distancia entre ellos permanece
constante mientras la dispersio´n aumenta, la similitud aumenta.
DB =
1
k
k∑
i=1
ma´x
i 6=j
(
Sk(Qi) + Sk(Qj)
S(Qi, Qj)
)
(2-25)
Determinacio´n del nu´mero correcto de clusters
Las medidas de validacio´n no supervisada expuestas en la seccio´n 2.1.2 son u´tiles para
determinar el nu´mero correcto de clusters. Un me´todo que da indicios sobre este nu´mero
es graficar la medida de validacio´n contra el nu´mero de clusters, para buscar secciones donde
se encuentren picos o codos de cambios bruscos.
2.1.3. Miner´ıa web
La miner´ıa web es un conjunto de te´cnicas de miner´ıa de datos aplicadas sobre diferentes tipos
de datos de Internet, para descubrir informacio´n oculta y u´til sobre estos. Esta informacio´n es
interesante porque ayuda a describir comportamientos del usuario, que ayudara´n a entenderlo
y a mejorar su experiencia de uso, satisfaciendo sus necesidades de informacio´n y/o de obtener
productos en l´ınea.
La miner´ıa web es diferente a la miner´ıa de datos ya que en la primera se trabaja con datos
no estructurados (como los registros o documentos web), con poca sema´ntica fa´cil de leer
para las ma´quinas, mientras que la segunda trabaja directamente con datos almacenados en
tablas de bases de datos [47].
Dos de las te´cnicas de miner´ıa de datos utilizadas son las reglas de asociacio´n y agrupamiento,
explicadas en las secciones 2.1.1, pa´g. 8, y 2.1.2, pa´g. 9, respectivamente. Estas te´cnicas son
empleadas de forma transversal a las tres disciplinas de la miner´ıa web, que se definen de
acuerdo al origen de los datos a los que se necesite extraer conocimiento: la miner´ıa de uso
emplea los registros de navegacio´n, como se presenta en la seccio´n 2.2, pa´g. 17; la miner´ıa
de contenido se enfoca en el texto de las pa´ginas web, como se define en la seccio´n 2.3, pa´g.
21; y la miner´ıa de estructura, que construye un grafo con la web y de all´ı extrae patrones.
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2.2. Miner´ıa de uso
La miner´ıa de uso emplea el registro de navegacio´n para extraer informacio´n oculta e intere-
sante de Internet. Sin embargo, antes de aplicarle te´cnicas de miner´ıa de datos, es necesario
realizar tareas de preprocesamiento. Las tareas del preprocesamiento que se realizan sobre
un archivo de registro, descrito en la seccio´n 2.2.1 son: limpieza, transformacio´n y almace-
namiento del registro, como se explica en la seccio´n 2.2.2; identificacio´n del usuario, como
se expone en la seccio´n 2.2.3; y extraccio´n de sesiones de navegacio´n, como se muestra en
la seccio´n 2.2.4. Este proceso se esquematiza en el lado derecho de la figura 2-1. Algunos
trabajos que utilizan miner´ıa web para el agrupamiento de sesiones web se mencionan en la
seccio´n 2.2.5; y para la extraccio´n de las reglas de asociacio´n se nombran en la seccio´n 2.2.6.
2.2.1. Archivo de registro
Los registros web (tambie´n conocido como registro de navegacio´n, log o web log) son la fuente
de datos para todas las disciplinas de miner´ıa web, pues de all´ı se extrae el uso, contenido,
y estructura web.
Los registros proceden de diferentes medios como: aplicaciones instaladas en el cliente para
almacenar el uso que da un usuario al navegador y a las pa´ginas web a las que accede;
registros de un servidor proxy (en una empresa o una universidad) a trave´s del cual los
usuarios al navegar, dejan registrada la direccio´n web a la que accedio´ y los recursos que
desde all´ı se descargaron (con nombre de la ma´quina del cliente o direccio´n IP, de forma
ano´nima o registrando el identificador del usuario); registros de un servidor web, donde se
almacena la direccio´n IP del cliente y la pa´gina web solicitada. En general son ma´s ricos los
datos almacenados en el log del servidor proxy porque se pueden diferenciar con facilidad
las interacciones de un usuario de otro, gracias a que almacena el identificador del usuario
autenticado en el sistema.
Los web log pueden ser de dos tipos: Common Logfile Format y Extended Logfile Format,
como se explica en [12]. Algunos de los campos que pueden encontrarse en un registro de
servidor proxy son: la direccio´n IP del cliente; el identificador del usuario (UID); la estampa
de tiempo de la peticio´n (TS); La URL solicitada, y el co´digo de respuesta del servidor (SC).
De los registros de navegacio´n proceden los datos con los que se parte para trabajar en
miner´ıa de uso, ampliado en la seccio´n 2.2, pa´g. 17, y miner´ıa de contenido, extendido en la
seccio´n 2.3, pa´g. 21.
2.2.2. Limpieza, transformacio´n y almacenamiento del registro
Un registro de navegacio´n almacena las solicitudes del usuario, que adema´s de incluir el
HTML de las pa´ginas web, guarda otros elementos solicitados impl´ıcitamente como scripts,
ima´genes, videos y animaciones. El proceso de limpieza consiste en eliminar las entradas que
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Figura 2-1.: Diagrama de preprocesamiento de contenido y uso.
no son pertinentes al proceso de miner´ıa. Una estrategia de limpieza es descartar todas las
entradas con solicitudes a archivos con sufijos como gif, jpeg, jpg, y scripts, como cgi.
Esta estrategia se utiliza en [19, 41, 62, 71, 5, 26, 78]. Se estima que el nu´mero de entradas
de un log limpiado corresponde entre el 10 y el 25 % de su taman˜o original [5]. Adema´s, para
el objetivo espec´ıfico que la extraccio´n de reglas de asociacio´n se puede eliminar la estampa
de tiempo [21]. En trabajos como [85] se opta por no realizar la limpieza de log por temor a
perder informacio´n valiosa de los patrones.
La transformacio´n del registro consiste en adecuar las entradas del log a un formato com-
patible con los algoritmos de extraccio´n de sesiones y miner´ıa de uso. En [85] se realiza un
parsing de la fecha y la hora, para especificar un campo para cada uno de esos elementos, y
se transforma la direccio´n IP a nombres de dominios.
En ocasiones se realizan ca´lculos impl´ıcitos despue´s de realizar limpieza y adecuacio´n sobre
los registros. Por ejemplo Zaiane et al. en [85] estiman que la diferencia entre la aparicio´n de
dos entradas diferentes, es el tiempo que le tomo´ al usuario visualizar la primera entrada.
El almacenamiento de registros web se realiza en diferentes estructuras de datos. Por ejemplo
en arreglos multidimensionales, como en [35], o en una base de datos, como en [85, 41, 7, 4].
2.2.3. Identificacio´n de usuario
La identificacio´n del usuario consiste asignar entradas del registro de navegacio´n como ori-
ginadas por un cliente particular. En algunos log en los que la informacio´n de autenticacio´n
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no es expl´ıcita, se utilizan heur´ısticas con la direccio´n IP, o el cambio de navegador, datos
almacenados en el registro. Adema´s, se cruza la informacio´n del log con la topolog´ıa del sitio
para analizar lo siguiente: si aparecen dos entradas, se analiza la entrada anterior para saber
si desde ese sitio, por algu´n hiperv´ınculo, existe manera de llegar hasta el segundo v´ınculo.
Estas estrategias son utilizadas en [21].
2.2.4. Extraccio´n de sesiones
En la bibliograf´ıa se encuentran diferentes definiciones de sesio´n de usuario: Cooley et al.
en [20] lo definen como el flujo de clicks (o click-stream) de visitas por un solo usuario en
toda la web; Berendt et al. en [9] lo explican como una secuencia de pa´ginas que conducen
al logro de una meta espec´ıfica como “la compra de un producto”; Nasraoui et al. en [62] lo
puntualizan como los accesos de la misma direccio´n IP tal que la duracio´n del tiempo entre
accesos consecutivos en la sesio´n se encuentra dentro de un umbral pre-especificado.
Entre las estrategias disponibles para extraer las sesiones de navegacio´n se encuentran:
Umbral de tiempo un umbral es el tiempo ma´ximo que determina hasta que´ entrada en un
log se puede considerar como una sesio´n para un usuario dado. El tiempo se determina
con la ayuda de la estampa de tiempo del registro. Esta aproximacio´n es utilizada en
[41, 62, 5, 21, 6, 27, 56].
Per´ıodo de inactividad Define un per´ıodo en el cual se deja de registrar la actividad para
un usuario apoya´ndose del registro de navegacio´n. Se utiliza en [7].
Estructura del sito web Si la exploracio´n se esta´ haciendo sobre un sitio web (un conjunto
de pa´ginas web bajo un dominio) este me´todo extrae con un webcrawler un grafo
dirigido donde los nodos son las pa´ginas web y los arcos los hiperv´ınculos. Para extraer
la sesio´n, se sigue en el registro los click del cliente. Esta estrategia se usa en [5, 6].
2.2.5. Agrupamiento de sesiones web
Entre las aproximaciones utilizadas para agrupar sesiones se encuentran: mapas auto or-
ganizativos de Kohonen [7, 86] (Kohonen Self Organizing Maps – SOM ), un tipo de redes
neuronales u´tiles para tratar datos multidimensionales; la utilizacio´n de categor´ıas sobre un
modelo de cubo usando el algoritmo K-modes, una variacio´n de K-means [35]; usar un algo-
ritmo ingenuo llamado Ping-Pong que actu´a sobre matrices binarias de sesiones [63]; grupos
rugosos (rought sets), que plantea un sentido de pertenencia de objetos a grupos (ver [46]
para ma´s detalles) es usado en [52, 24]; co´mputos de similitudes con alineamiento de se-
cuencias de accesos [77]; datos catego´ricos [84]; colonias artificiales de hormigas y algoritmos
gene´ticos [1]; lo´gica difusa para extraer patrones lingu¨´ısticos [32]; utilizar teor´ıa adaptativa
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de resonancia (Adaptive Resonance Theory - ART ) difusa junto con K-means ; una apro-
ximacio´n evolutiva utilizando CLUTO (CLUstering TOolkit, un conjunto de algoritmos de
agrupamiento basado en optimizacio´n de funciones) [15].
Algunos trabajos presentan alternativas a las medidas de similitud expuestas en la seccio´n
2.1.2, pa´g. 10, como en [62, 27] donde se incorpora la estructura del sitio y las URL involu-
cradas.
2.2.6. Reglas de asociacio´n de sesiones web
Cada sesio´n consta de pa´ginas web, que son registradas en el log de navegacio´n junto con la
estampa de tiempo, gracias a la actividad del usuario en internet. Ya que las sesiones web
se consideran como transacciones, de all´ı se pueden extraer reglas de asociacio´n o patrones
secuenciales.
Algunas aproximaciones para la extraccio´n de estos patrones son: el uso del algoritmo Aprio-
ri junto con una te´cnica llamada mapa cognitivo difuso para enriquecer las reglas halladas
[47]; la extraccio´n de las reglas de asociacio´n que tienen en cuenta la informacio´n tempo-
ral y de correlacio´n para construir clasificadores secuenciales y utilizarlos para predecir la
siguiente visita del usuario basado en las acciones actuales [83]; el uso de una aproxima-
cio´n probabil´ıstica, indexamiento sema´ntico latente probabil´ıstico, para encontrar relaciones
entre sesiones de usuario, objetos web y extraer patrones [38]; el hallazgo de reglas de aso-
ciacio´n de sesiones utilizando un concepto diferente a confianza (seccio´n 2.1.1), preferencia,
que involucra el tiempo de vista de una pa´gina web y la intencio´n del usuario en ella, y dos
algoritmos, UAM (User Access Matrix ) y PNT (Preferred Navigation Tree) [81]; el uso de
los cortes arbitrarios del log de datos (como el cambio de d´ıa o las temporadas) en los cua-
les se afirman que se van a encontrar reglas interesantes [57]; la propuesta de un algoritmo
que tiene en cuenta el tiempo de visita del usuario a la web [65]; la consecusio´n reglas de
asociacio´n desde una aproximacio´n de conjuntos difusos [76]; el uso del modelamiento de las
sesiones como un grafo de web utilizando un algoritmo llamado Smart-SRA, extrayendo las
sesiones utilizando una versio´n del algoritmo Apriori [8]; la extraccio´n de reglas donde se
incluye la duracio´n de accesos de un usuario como una variable lingu¨´ıstica difusa [78, 79].
Estas te´cnicas se han utilizado en trabajos pra´cticos como: la identificacio´n de patrones
de lectura del sitio web de un perio´dico en l´ınea [7]; la extraccio´n de reglas de asociacio´n,
patrones secuenciales y patrones secuenciales cont´ınuos para hacer personalizacio´n web [59];
la personalizacio´n extrayendo reglas de asociacio´n y clasificacio´n en un portal web de Italia,
asumiendo las URL como de navegacio´n o de contenido, segu´n el tiempo que el usuario ocupe
en ellas [4].
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2.3. Miner´ıa de contenido
La miner´ıa de contenido cobija las te´cnicas de miner´ıa de datos para extraer modelos de
contenido de objetos web que incluyen texto plano, documentos semi-estructurados (HTML,
XML), documentos estructurados (librer´ıas digitales), documentos dina´micos y multimedia.
Los modelos extra´ıdos se utilizan para clasificar objetos web, extraer palabras clave para usar
en recuperacio´n de informacio´n y para inferir la estructura de objetos semi-estructurados o
no estructurados [4].
El preprocesamiento necesario para hacer miner´ıa de contenido incluye: deteccio´n de idio-
ma, mostrado en la seccio´n 2.3.1; stemming y lematizacio´n, explorado en la seccio´n 2.3.3;
remocio´n de palabras de parada, presentado en la seccio´n 2.3.2; y creacio´n de un modelo
vectorial, expuesto en la seccio´n 2.3.4. Un esquema del preprocesamiento se encuentra en el
lado izquierdo de la figura 2-1, pa´g. 18.
2.3.1. Deteccio´n de idioma
Una estrategia para detectar el idioma en el que esta´ escrito un texto es utilizar la te´cnica de
los n-gramas, que consiste en obtener secciones de n caracteres cont´ıguos para una palabra
cuya longitud sea mayor a n. Para una palabra de k caracteres, se pueden obtener k + 1
n-gramas de ella, incluyendo espacios en blanco donde se muestra el corrimiento de las
secciones de taman˜o n. Un ejemplo de la extraccio´n de n-gramas para la palabra nube se
presenta en la figura 2-2, donde se adicionan espacios en blanco (mostrados con el s´ımbolo: )
para capturar el inicio y fin de la palabra.
n
2 n nu ub be e
3 nu nub ube be e
4 nub nube ube be e
5 nube nube ube be e
Figura 2-2.: n-gramas para la palabra “nube”.
Los n-gramas son u´tiles manejando entradas de texto ASCII con ruido [14], ya que como cada
cadena se descompone en n subcadenas de diferentes longitudes, los errores solo afectan un
pequen˜o nu´mero de subcadenas de toda la coleccio´n. Cualquier texto puede ser convertido
en n-gramas y comparado con un n-grama constru´ıdo con un nu´mero suficientemente grande
de palabras de un idioma para determinar el lenguaje del mismo.
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2.3.2. Remocio´n de palabras de parada
Las palabras de parada (stopwords) son vocablos (algunos de ellos conectores, como art´ıculos
y preposiciones) que aparecen en todos los textos de un corpus (o cuerpo de documentos),
son poco o muy frecuentes, no representan una contribucio´n sema´ntica significativa entre
documentos, y aumentan la dimensionalidad del corpus.
Las stopwords obedecen a la ley de Zipf, que muestra que la distribucio´n de las palabras para
cualquier texto aleatorio (incluyendo el Espan˜ol o el Ingle´s), si esta´n ordenadas de acuerdo
a su frecuencia, obedecen a una ley de potencias invertida con un exponente cercano a 1. Si
P (r) es la frecuencia de la palabra r y C ≈ 0,1, entonces la distribucio´n de frecuencias para
ese cuerpo de documentos es denotada por la expresio´n 2-26 [49].
P (r) =
C
rα
(2-26)
Las palabras de paradas son detectadas haciendo un conteo de todos los vocablos en el cuerpo
de documentos, y eliminando aquellos que tengan una frecuencia de aparicio´n muy alta o
muy baja.
Ejemplos de stopwords para el Espan˜ol son: a, ante, bajo, cabe, con, contra, la, el, las ; para
el Ingle´s: a, an, and, the, as, at, back, behind.
2.3.3. Stemming y Lematizacio´n
El objetivo del stemming y la lematizacio´n es reducir la multiplicidad de te´rminos que se refie-
ren a una misma palabra o significado (por ejemplo para Ingle´s connect,connected,connecting),
para disminuir el taman˜o del ı´ndice y la complejidad del modelo resultante.
El stemming reduce las palabras a su ra´ız con: diccionarios de palabras de idiomas, que
comparan las palabras del texto con la del diccionario para realizar el proceso; algoritmos
que tratan los sufijos complejos como un conjunto de sufijos simples, aplicando un conjunto
de reglas (del tipo S1→ S2) en varios pasos para removerlos: [67] para el Ingle´s, y [68] para
las lenguas del grupo indo-europeo (romances, celtas, eslavas, germanas y escandinavas).
La lematizacio´n analiza las palabras haciendo uso del vocabulario y el ana´lisis morfolo´gico
de las mismas para retornar la ra´ız o lema. Por ejemplo, para la palabra en Ingle´s saw, un
proceso de lematizacio´n puede retornar see o saw dependiendo de si se usa la palabra como
un verbo o un sustantivo; el stemming retornar´ıa la letra s [55].
2.3.4. I´ndice de documentos y modelo vectorial
Luego de remover las palabras de parada y lematizar el contenido restante, los documentos
son organizados por frecuencia de te´rminos en una matriz (llamada matriz tf), modelo
conocido ampliamente en la literatura como modelo de bolsa de palabras. Si d ∈ D es un
documento en el texto, t ∈ T es un te´rmino, entonces la frecuencia de t en d se identifica
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como tft,d (tf vienen de term frequency). La organizacio´n de los documentos en una matriz tf
con el modelo de bolsa de palabras son un problema para los algoritmos de agrupamiento,
ya que las palabras con mayor frecuencia tienden a restarle importancia a elementos que
podr´ıan ser discriminantes para asignar un documento a algu´n grupo. Por ello se realiza
una normalizacio´n te´rmino a te´rmino, llamada tf − idf (vienen de term frequency - inverse
document frequency), que se calcula con la expresio´n 2-28, que involucra: el nu´mero de
documentos en la matriz (| D |= N); la frecuencia de t en D (dft); la frecuencia invertida
del te´rmino t en los D (idft, que se calcula utilizando la expresio´n 2-27); y la frecuencia de
t en d (tft,d) [55].
idft = log
N
dft
(2-27)
tfidft,d = tft,d × idft (2-28)
2.3.5. Agrupamiento de documentos web
Con la matriz tf − idf se pueden agrupar los documentos en un espacio vectorial utilizando
diferentes criterios de clustering. Una estrategia para obtener la similitud de dos vectores de
documentos es computar el coseno entre ellos, ı´ndice de similitud que es explicado con la
expresio´n 2-15, pa´gina 11.
Algunos trabajos que han utilizado agrupamiento de documentos son: [60], que utiliza una
normalizacio´n tf-idf sobre el cuerpo de documentos antes de agrupar con K-Means ; [25]
agrupa un ı´ndice tf-idf, pero utilizando el algoritmo DB-SCAN ; [50] usa una modificacio´n
del algoritmo DC-Tree, para asignar documentos a ma´s de un cluster, ya que estos pueden
contener muchos temas; en [22] primero se extrae una estructura XML de un pa´ginas HTML
para luego realizar agrupamiento; en [51] se extrae un documento sema´ntico virtual (SVD,
Semantic Virtual Document) para cada uno de los documentos de un corpus, que contiene
informacio´n del documento original que es extra´ıdo automa´ticamente. Sobre ese modelo
se hace agrupamiento utilizando un algoritmo jera´rquico aglomerativo (HAC, Hierarchical
Agglomerative Clustering) y la medida de similitud coseno.
2.4. Sistemas de recomendacio´n web
2.4.1. Definicio´n
Un sistema de recomendacio´n web es un agente de software interactivo que intenta predecir
las preferencias del usuario, basado en datos de acceso, para facilitar y personalizar su ex-
periencia en l´ınea, creando listas de elementos sugeridos, que pueden ser productos (como
libros, pel´ıculas o mu´sica) o recursos en l´ınea (como pa´ginas web, videos, juegos) [50]. Los
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sistemas de recomendacio´n web son diferentes de los sistemas de recuperacio´n de informacio´n
debido a la sema´ntica que se utiliza para interactuar con ellos; un resultado en un sistema
de recomendacio´n web es entendido como una opcio´n a ser considerada, mientras los resul-
tados de un sistema de recuperacio´n de informacio´n son una coincidencia en la cadena de
bu´squeda. Un sistema de recomendacio´n ajusta sus resultados a un usuario particular, tra-
bajando como un agente de informacio´n [11]. Algunas veces los sistemas de personalizacio´n
web son un caso especial de recomendacio´n, donde un sitio web es modificado de acuerdo
a las necesidades del usuario; en trabajos como [62, 10, 18, 61] sus autores utilizan ambos
te´rminos de forma indiferente.
2.4.2. Clasificacio´n y ejemplos
Los sistemas de recomendacio´n se clasifican segu´n la estrategia que se utiliza: colaborativos,
ofrecen recomendaciones basados en perfiles de usuarios con calificaciones similares a su
vecindad; basados en contenido, asocian caracter´ısticas del producto y calificaciones de los
usuarios, y clasifican por usuario de acuerdo a sus gustos y a las calificaciones; demogra´ficos,
que mezclan calificaciones con informacio´n demogra´fica; y basados en conocimientos, donde
los productos son sugeridos de acuerdo a las necesidades y preferencias del usuario, pero
teniendo informacio´n sobre co´mo ciertas caracter´ısticas suplen sus necesidades [11].
Algunas aproximaciones de sistemas de recomendacio´n web son: [82] construye grupos con
el algoritmo leader utilizando los registros de navegacio´n y recomienda de acuerdo a la
construccio´n de la sesio´n activa; [34], donde se utiliza un algoritmo de extraccio´n de reglas
de asociacio´n sobre una estructura de a´rbol propuesta para hacer recomendacio´n; [88], donde
se recomiendan sesiones de navegacio´n de patrones secuenciales utilizando el algoritmo CS-
mine en una estructura especial, que se usa para hacer matching al recomendar; [74], donde
se combina el uso y la estructura para ofrecer recomendaciones en l´ınea, representando
cada pa´gina web como un auto´mata celular; [37] que modela el uso como un grafo y hace
agrupamiento sobre este, para despue´s recomendar haciendo uso del algoritmo LCS (Longest
Common Subsequence).
2.4.3. Hibridacio´n de los sistemas de recomendacio´n web
De las estrategias de recomendacio´n mencionadas se identifican dos problemas: el inicio fr´ıo,
es decir, el usuario tiene que haber hecho ciertas elecciones en productos y/o servicios para
permitirle al sistema recomendar nuevos elementos; y el cambio de un perfil una vez este
haya sido establecido. Estos problemas han sido resueltos utilizando sistemas h´ıbridos, que
mezclan una o ma´s estrategias, compensando los defectos de una con las fortalezas de la otra.
Se identifican siete alternativas de hibridacio´n: ponderado, donde los puntajes de los compo-
nentes de recomendacio´n se combinan nume´ricamente; conmutada, donde el sistema escoje
entre los componentes de recomendacio´n y aplica uno de los seleccionados; mixto, donde las
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recomendaciones de todos los sistemas de recomendacio´n se presentan juntos; combinacio´n
de caracter´ısticas, donde las caracter´ısticas derivadas de diferentes fuentes de conocimien-
to se combinan y se presentan a un solo algoritmo de recomendacio´n; cascada, donde los
recomendadores son dados en una prioridad estricta; y meta-nivel, donde un sistema de re-
comendacio´n es aplicado y produce algu´n tipo de modelo, que es la entrada utilizada por la
siguiente te´cnica [11].
Ejemplos de sistemas de recomendacio´n h´ıbridos son: [10], donde se recolectan datos expl´ıci-
tos (informacio´n de perfil escrita por el usuario al crear su usuario en el sitio) e impl´ıcitos
(seguimiento automa´tico de la actividad del usuario en el sitio) de los usuarios; [70], donde
se hace recomendacio´n h´ıbrida basado en filtros colaborativos y un me´todo de puntuacio´n de
contenido; [17], donde se usa la metodolog´ıa de los vecinos ma´s cercanos con el uso web junto
con taxonomı´a de productos para mejorar los filtros colaborativos (almacenan preferencias
de usuarios para crear perfiles y recomendar estos productos a otros usuarios con preferencias
similares); [28], donde se presentan varios sistemas de recomendacio´n web h´ıbridos (ponde-
rado, mixto, intercambio, de posicionamiento) basados en miner´ıa de uso web, para evaluar
cua´les de estas combinaciones resultan mejores al momento de recomendar.
2.4.4. Sistemas de recomendacio´n h´ıbridos con miner´ıa web
Los sistemas de recomendacio´n h´ıbridos que utilizan miner´ıa web consisten en una o ma´s
te´cnicas de miner´ıa de datos que aprovechan el contenido, el uso o la estructura web para
generar modelos a partir de los cuales se hacen las recomendaciones. Estos sistemas pueden
enmarcarse en la clasificacio´n general de los sistemas de recomendacio´n [11] de la siguiente
forma: son colaborativos, ya que como se aplica miner´ıa web sobre el conjunto de datos al
que accedieron todos los usuarios, se generan recomendaciones con usuarios con perfiles pare-
cidos; se basan en contenido si utilizan miner´ıa de contenido web, integrando impl´ıcitamente
caracter´ısticas de pa´ginas web de otros usuarios; demogra´ficos, si existe una segmentacio´n
de usuarios de acuerdo a sus perfiles de navegacio´n; y basado en conocimiento, pues su nave-
gacio´n y contenido son estudiados y la recomendacio´n se enfoca sobre la informacio´n sobre
la cual ha mostrado intere´s.
Minería Web
(Uso, Contenido,
Estructura)
Constructor del modelo
de recomendación
Máquina de
recomendación
Uso web
Páginas web
Enlaces
Recomendación
Información de la
sesión de usuario
actual
Módulo offline Módulo online
Uso web
Páginas web
Enlaces
Información del
registro de 
navegación
Figura 2-3.: Diagrama general de un sistema de recomendacio´n h´ıbrido con miner´ıa web.
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El flujo general de un sistema de recomendacio´n h´ıbrido con miner´ıa web se compone de dos
mo´dulos importantes: el mo´dulo fuera de l´ınea (offline) y el mo´dulo en l´ınea (online). Un
esquema general se muestra en la figura 2-3.
El mo´dulo en l´ınea construye un modelo de recomendacio´n, determinado por el tipo de
miner´ıa web que se utilice (ver seccio´n 2.1.3, pa´g. 16), las entradas de datos adicionales (que
pueden ser co´mputos o transformaciones de informacio´n de uso, contenido y estructura) y el
tipo de recomendador que se ha definido (ver seccio´n 2.4.3, pa´g. 24).
El mo´dulo en l´ınea toma el modelo constru´ıdo en la etapa fuera de l´ınea, y de acuerdo a la
definicio´n del recomendador se toma informacio´n de la sesio´n del usuario (que puede ser uso,
contenido o hiperv´ınculos) y generar una recomendacio´n.
Aunque en la figura 2-3 se presenten las posibilidades en las que se pueden mezclar todas las
fuentes de datos, en la pra´ctica se utiliza apenas una fraccio´n de ellas; de hecho es posible
construir un recomendador utilizando una sola te´cnica de miner´ıa de datos, como en [61]
(donde so´lo se utilizo´ miner´ıa de uso pero se extrajeron reglas de asociacio´n y patrones
secuenciales).
Un resumen con las te´cnicas de miner´ıa web utilizadas en diferentes trabajos de recomenda-
cio´n y su clasificacio´n pueden observarse en la tabla 2-1.
Construccio´n del modelo de recomendacio´n
Un sistema de recomendacio´n ofrece al usuario ı´tems de su intere´s basado en modelos. Los
modelos se obtienen con miner´ıa web de forma independiente (por ejemplo, un modelo para
uso y otro para contenido), o mezclarse de alguna forma de acuerdo al tipo de recomenda-
dor. Los modelos tambie´n pueden ser enriquecidos con registros de navegacio´n, contenido o
estructura. Algunas propuesta para la construccio´n de modelos de recomendacio´n basados
en miner´ıa web son:
Mobasher et. al en [60] construyen dos modelos de agrupamiento, para el uso y el ı´ndice
tf-idf del contenido, con algoritmos basados en K-means. A lo largo de este trabajo
se enfatiza en utilizar pesos para cada uno de los elementos del modelo, que permiten
introducir conocimiento del dominio en el recomendador.
Cho et. al en [18] enfocan la recomendacio´n en un sitio web de productos. Para con-
centrar las recomendaciones a clientes espec´ıficos, con el historial de navegacio´n se
computa un a´rbol de decisio´n. Se extrae conocimiento de informacio´n transaccional
utilizando reglas de asociacio´n sobre taxonomı´a de productos.
Eirinaki et. al en [25] utilizan los C-logs, que son registros de navegacio´n mejorados
con informacio´n sema´ntica del sitio web, extra´ıda con te´cnicas de miner´ıa de contenido.
Con los log mejorados se encuentran reglas de asociacio´n, y de los documentos web se
extrae un modelo de agrupamiento.
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Fase Recomendador † An˜o Paper Tipo§ Te´cnicab Algoritmo ‡
Online
Ponderado 2000 Mobasher et. al [60]
U C K-Means
C C K-Means
Conmutado 2003 Nakagawa y Mobasher [61] U
R Apriori
P Apriori
Comb. caract. 2003 Eirinaki et. al [25]
U R Magnum Opus
C C DB-SCAN
Offline Comb. caract.
2002 Cho et. al [18] U R Apriori
2004 Li y Zhong [50]
U C PageGather
C C DC-Tree
2007 Liu y Kesˇelj [53] U C K-means
†De acuerdo a la clasificacio´n propuesta en [11].
‡Familia de algoritmos, puede tener implementaciones espec´ıficas.
§Tipo de Miner´ıa Web (MW): (U)so, (E)structura, (C)ontenido.
bTe´cnica de miner´ıa de datos: (C)lustering, (R)eglas de asociacio´n, (P)atrones secuenciales.
Tabla 2-1.: Te´cnicas de miner´ıa web utilizadas en recomendadores h´ıbridos.
Nakagawa et. al en [61] extraen de los registros de navegacio´n patrones secuenciales,
reglas de asociacio´n y patrones secuenciales contiguos (una forma especial de patrones
secuenciales que captura las rutas de navegacio´n frecuente) utilizando el algoritmo
Apriori.
Li et. al en [48] utilizan miner´ıa web sobre el contenido y el uso, aprovechando carac-
ter´ısticas de la estructura de un sitio web. Primero, se realiza agrupamiento sobre el
contenido utilizando el algoritmo DC-tree (que no requiere como para´metro el nu´mero
de clusters). Despue´s las sesiones de usuario son convertidas en misiones (objetivos
en la navegacio´n), apoyado en los grupos extra´ıdos del contenido: si dos documentos
esta´n en el mismo grupo, entonces dos accesos en una sesio´n de uso pertenecen a un
sola misio´n. Luego de agrupar las misiones (con el algoritmo PageGather que permi-
te sobrelapamiento de clusters), este modelo es mejorado con la estructura del sitio
web, expandiendo la vecindad de las pa´ginas web visitadas a otras del sitio web que
no aparecen en el registro pero a las que se les puede involucrar en la recomendacio´n,
apoyado por los conceptos de hubs y autoridades del algoritmo HITS [44].
Liu et. al en [53] emplean el algoritmo K-Means y la distancia euclidiana para agrupar
sesiones de navegacio´n web, y luego esta informacio´n es integrada con el contenido,
utilizando la definicio´n de los N-gramas.
Ma´quina de recomendacio´n
La ma´quina de recomendacio´n, en la fase en l´ınea, toma el modelo generado en la fase fuera
de l´ınea y la utiliza para buscar coincidencias (o matching) entre e´ste y la actividad del
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usuario en la sesio´n de navegacio´n. Algunas propuestas de ma´quinas de recomendacio´n son:
Mobasher et. al en [60] construyen un vector con pesos para cada uno de los elementos
de la sesio´n activa, hace matching con los modelos de contenido y uso, para al final
presentar un resultado de acuerdo a los pesos calculados.
Cho et. al en [18] primero filtran los usuarios a los que hace recomendacio´n con un
a´rbol de decisio´n calculado de acuerdo a los objetivos del recomendador. Luego, con
las reglas de asociacio´n de la taxonomı´a de productos se genera una lista de art´ıculos
candidatos para ese cliente. El match se computa utilizando la similitud coseno.
Eirinaki et. al en [25] hacen matching de la sesio´n de navegacio´n despue´s de un par de
clicks con el modelo de reglas. Despue´s de esto, las recomendaciones son expandidas
con el modelo de agrupamiento de documentos.
Nakagawa et. al en [61] buscan coincidencias de la actividad de usuario actual contra
los modelos descubiertos. Se utiliza una ventana deslizante de taman˜o n sobre la sesio´n
activa para que solamente las u´ltimas n pa´ginas influencien la recomendacio´n. Para
recomendar se consideran u´nicamente los ı´tems frecuentes (almacenados en un grafo
dirigido ac´ıclico para mejorar la bu´squeda) con una longitud mayor a la sesio´n de
navegacio´n.
Li et. al en [48] hacen matching de la sesio´n de navegacio´n despue´s de un par de
clicks con el modelo de agrupamiento. Para capturar el to´pico de la pa´gina que el
usuario esta´ viendo, se utiliza el texto que rodea al hiperv´ınculo al que le hace click.
Se recomiendan las
√
n mejores recomendaciones con un ma´ximo de 10 v´ınculos de
acuerdo a la proporcio´n de hiperv´ınculos en la pa´gina que el usuario esta´ visualizando.
Liu et. al en [53] buscan coincidencias tomando de la sesio´n de usuario actual el con-
tenido y convirtie´ndolo en un vector de n-gramas, que es es luego comparado con la
informacio´n de n-gramas computada en la fase fuera de l´ınea, con lo cual se detecta el
patro´n de navegacio´n al que pertenece la sesio´n actual.
2.4.5. Evaluacio´n de sistemas de recomendacio´n
I´ndices y me´tricas
Del a´rea de recuperacio´n de informacio´n se han tomado dos ı´ndices para evaluar los sis-
temas de recomendacio´n en cuanto a la calidad de los objetos recomendados: precisio´n y
recuperacio´n. La precisio´n es la fraccio´n de recomendaciones relevantes del total de las re-
comendaciones ofrecidas, mostrado en la expresio´n 2-29; la recuperacio´n es la fraccio´n de
recomendaciones relevantes ofrecidas del total de recomendaciones relevantes, sen˜alado en la
expresio´n 2-30 [55].
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Precisio´n =
| Recomendaciones relevantes |
| Recomendaciones ofrecidas | (2-29)
Recuperacio´n =
| Recomendaciones relevantes ofrecidas |
| Recomendaciones relevantes | (2-30)
Una adaptacio´n a la precisio´n de recomendacio´n es propuesta en [50], que se define como
la proporcio´n de recomendaciones correctas sobre todas las recomendaciones, tomando la
recomendacio´n correcta como aquella que aparece en el sufijo de una sesio´n en la cual el
prefijo activo´ la recomendacio´n; es decir, para cada sesio´n s ∈ S se toma cada pa´gina y se
genera una recomendacio´n R(p), y esta luego es comparada con el resto de las pa´ginas de s,
T (p), como se presenta en la expresio´n 2-31.
Precisio´n =
∑
s
|⋃p(T (p)⋂R(p))|
|⋃pR(p)|
S
(2-31)
En general los ı´ndices de precisio´n y recuperacio´n entran en conflicto, ya que un aumento
en el taman˜o de la recomendacio´n induce un incremento en el ı´ndice de recuperacio´n pero
a expensas de un decrecimiento en el ı´ndice de precisio´n; por ello se utiliza una me´trica
combinada llamada F1 que da la misma ponderacio´n a ambos ı´ndices, como se sen˜ala en la
expresio´n 2-32 [17].
F1 =
2× Recuperacio´n× Precisio´n
Recuperacio´n + Precisio´n
(2-32)
Evaluacio´n de usuario
Los ı´ndices expuestos en esta seccio´n son el juicio de lo que los autores consideran correcto
para medir la eficacia de un sistema de recomendacio´n. Sin embargo, para calcular estos ı´ndi-
ces es necesario tener conjuntos de prueba con etiquetas que permitan determinar cua´ndo
una recomendacio´n es correcta. Cuando los conjuntos de datos no se encuentran con esta
informacio´n, se pueden hacer pruebas con usuarios que determinen la calidad de las recomen-
daciones con un modelo dado (como en [25]), y que reflejen la verdadera utilidad que estos
puedan tener para las personas que utilizan el sistema. En [31] se enumeran las dimensio-
nes en las cuales se establece una evaluacio´n con usuarios, para sistemas de recomendacio´n
colaborativo, aplicables tambie´n a sistemas h´ıbridos:
Expl´ıcito vs. Impl´ıcito la evaluacio´n expl´ıcita pregunta a los usuarios a trave´s de entrevistas
o encuentas sobre su opinio´n del sistema de recomendacio´n. La evaluacio´n impl´ıcita
realiza seguimiento a los usuarios, almacenando de forma silenciosa su actividad, para
despue´s realizar ana´lisis que puedan responder que´ tan u´til fue el sistema para ellos.
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Estudios de laboratorio vs. estudios de campo los estudios en laboratorio se enfocan en
problemas espec´ıficos, para probar hipo´tesis sobre condiciones controladas. Los estudios
de campo, por otro lado, muestran lo que los usuarios realmente hacen en su contexto,
revelando patrones de navegacio´n reales y problemas que pueden emerger del uso en
un ambiente sin variables controladas.
Resultado vs. Proceso desde la perspectiva del sistema, la efectividad es una medida fun-
damental. Sin embargo, para el usuario, las me´tricas deber´ıan ser creadas y ajustadas
a sus tareas, como emplear la recomendacio´n para sus actividades en l´ınea. Aunque
lograr una meta es importante, otros factores a tener en cuenta pueden ser el esfuer-
zo al completarla, y que´ tan bene´fica puede ser la recomendacio´n respecto a lo que
costo´ utilizar y revisar las recomendaciones.
A corto plazo vs. a largo plazo algunos recomendadores pueden presentar problemas con
el uso diario en un per´ıodo de tiempo extenso, que no son detectados en pruebas de
laboratorio. Los recomendadores, que en los ı´ndices de precisio´n y recuperacio´n mos-
traron diferencias pequen˜as, con el uso extendido pueden representar un decremento
en la satisfaccio´n del sistema y desalentar el uso del mismo.
2.5. Resumen del cap´ıtulo
En este cap´ıtulo se presento´ el marco teo´rico y los trabajos relacionados con los sistemas de
recomendacio´n basados en miner´ıa web. Se inicio´ con una breve historia de la miner´ıa de
datos, y la explicacio´n de los me´todos de agrupamiento, reglas de asociacio´n, y su aplicacio´n
en lo que se conoce como miner´ıa web. Despue´s se introdujo a la miner´ıa de uso y la miner´ıa
de contenido, describiendo las etapas y utilizacio´n de los algoritmos de miner´ıa web en cada
una de ellos. Se continuo´ con los sistemas de recomendacio´n web, donde se define, clasifica, y
se explica la hibridacio´n y el uso de tecnolog´ıa de miner´ıa web en ellos. El cap´ıtulo finalizo´ con
una explicacio´n de la evaluacio´n de los sistemas de recomendacio´n.
3. Modelo de recomendacio´n basado en
contenido
En este cap´ıtulo se presenta un modelo de recomendacio´n basado en mi-
ner´ıa de contenido web para los datos de navegacio´n de la Universidad
Nacional de Colombia. El modelo basa su recomendacio´n en la agrupa-
cio´n de los documentos web que los usuarios navegan. El modelo utiliza
la representacio´n de documentos en un espacio vectorial usando tf − idf ,
y realiza el agrupamiento utilizando el algoritmo Bisecting K-Means. Se
presentan los procedimientos de seleccio´n y extraccio´n de entradas del
registro de navegacio´n, descarga y preprocesamiento de los documentos
web, y la estrategia utilizada para la recomendacio´n. La validacio´n del
modelo se realiza de forma supervisada, seleccionando un grupo de docu-
mentos como consultas al sistema y pidiendo a los usuarios que respondan
una encuesta sobre su salida.
3.1. Introduccio´n
El sistema que se propone en este cap´ıtulo se basa en miner´ıa de contenido web, pues utiliza
te´cnicas de miner´ıa de datos para extraer patrones del texto y as´ı poder formular recomen-
daciones. A diferencia de otros sistemas de recomendacio´n fundamentados en contenido, el
modelo presentado considera los accesos a recursos web como de intere´s para los usuarios,
as´ı que son utilizados para encontrar patrones que puedan ajustarse a comportamientos y
formular las recomendaciones; no se sugieren documentos basa´ndose en calificaciones, pues
la informacio´n del registro de navegacio´n contiene u´nicamente la interaccio´n en la web, y no
caracter´ısticas o calificaciones que las personas otorgan expl´ıcitamente a los ı´tems.
En el presente cap´ıtulo se muestra un modelo de recomendacio´n basado en el contenido que
los usuarios de la Universidad Nacional de Colombia visualizaron durante su interaccio´n con
la web; con esta informacio´n se crea un modelo de documentos que es utilizado para encontrar
grupos entre ellos. As´ı, cuando un usuario navega por Internet, se revisa su actividad en la
red para hallar el conjunto de documentos web que mejor se ajuste al texto visualizado
y que pueda ser de su intere´s. Este sistema es probado pregunta´ndole a usuarios por su
opinio´n sobre distintos aspectos de las recomendaciones presentadas sobre unos documentos
de prueba.
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3.2. Estrategia de recomendacio´n
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Figura 3-1.: Esquema general del preprocesamiento y recomendador de documentos web.
Los sistemas de recomendacio´n generalmente se componen de dos mo´dulos: fuera de l´ınea
(offline) y en l´ınea (online), como se muestra en el estado del arte, en la seccio´n 2.4.4, pa´g.
25. Un esquema general del modelo de recomendacio´n de documentos web que contempla
estos dos mo´dulos se presenta en la figura 3-1.
El mo´dulo fuera de l´ınea cumple la funcio´n de generar: i. un modelo vectorial del cuerpo de
documentos, y ii. grupos de documentos. Para crear estos elementos se realiza un procesa-
miento inicial en el cual se extraen las URL del weblog, y con estas se descargan los documentos
web, que pueden ser de formato PDF, HTML o documentos de la suite de ofima´tica Microsoft
Office mostrada en la seccio´n 3.3.2, pa´g. 35; una vez se tenga informacio´n de los documen-
tos, se aplican te´cnicas para extraer palabras, lematizarlas y hacerles stemming para crear
una representacio´n vectorial simplificada de los documentos como se presenta en la seccio´n
3.3.2, pa´g. 36; despue´s se realizan ca´lculos sobre los mismos para convertirlos en una matriz
tf-idf y prepararlos para la fase de agrupamiento de acuerdo a la seccio´n 3.3.2, pa´g. 37; la
matriz generada en la fase anterior es usada, junto con otros para´metros con un algoritmo de
agrupamiento para encontrar grupos de documentos, utilizando el ı´ndice de similitud coseno
explicada en la seccio´n 3.3.3, pa´g. 38. Estos pasos se esquematizan en la parte superior de
la figura 3-1.
El mo´dulo en l´ınea genera recomendaciones de pa´ginas web basa´ndose en los documentos
web visualizados durante una sesio´n de navegacio´n. Este mo´dulo se basa tanto en la matriz
tf-idf como los grupos de documentos web generados en el mo´dulo en l´ınea para proponer
recomendaciones, como se ampl´ıa en la seccio´n 3.4. Esta secuencia se resume en la parte
inferior de la figura 3-1.
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3.3. Mo´dulo fuera de l´ınea
3.3.1. Registro de navegacio´n web de la Universidad Nacional de
Colombia
El conjunto de datos utilizado1 contiene la informacio´n de navegacio´n de la comunidad
acade´mica (compuesta por 50,000 usuarios activos en 7 sedes distribu´ıdas en Colombia [69])
que comprende un per´ıodo de los cinco primeros meses del an˜o 2008, ocupando 16 GB de
disco en formato comprimido.
168.176.2.2 - uid1844 [04/May/2008:14:16:47 -0500]
"GET http://www.ejemplo.com/index.html HTTP/1.0"
200 2928 200 2928 - - 542 374 535 304 0
Figura 3-2.: Ejemplo de entrada de log web.
Cada d´ıa el servidor proxy produce un log que es almacenado en uno o ma´s archivos en
formato bzip2 (producido por una utilidad con tasas de compresio´n altas que viene en la
mayor´ıa de sistemas *NIX – como Linux). Los log comprimidos tienen su nombre de archivo
en el formato dı´a--mes--a~no, que indica el momento en el cual fue creado.
Seleccio´n de registros
Para extraer informacio´n u´til acerca de la actividad en Internet, es necesario procesar todas
las entradas de los log web (una entrada de ejemplo puede verse en la figura 3-2, donde
todo el texto corresponde a una sola l´ınea). Una entrada de registro usualmente contiene los
campos mencionados en la seccio´n 2.2.1, a partir de los cuales se escogen entradas espec´ıficas,
de acuerdo a los siguientes criterios:
Los campos de la direccio´n IP y el nombre de usuario no se deben encontrar vac´ıos.
La peticio´n registrada debe ser del tipo GET (para que la descarga de datos del servidor
pueda ser reproducida).
El co´digo de respuesta a la peticio´n al servidor proxy debe ser de tipo 200 (recurso
exitosamente adquirido) o 304 (recurso no modificado, recuperar del cache´).
La URL debe llevar a un archivo con una extensio´n correspondiente a contenido de texto
(documentos htm, html, doc o pdf)2.
1Este conjunto de datos, con los identificadores de usuario reales apropiadamente anonimizados, fue ob-
tenido gracias a la colaboracio´n del DNIC -Direccio´n Nacional de Informa´tica y Comunicaciones-, una
dependencia de la Universidad Nacional de Colombia
2Esta condicio´n existe porque una sola pa´gina web, cuando es solicitada por un usuario, realiza peticiones
adicionales a muchos recursos como ima´genes, animaciones, subprogramas, etc.
34 3. Modelo de recomendacio´n basado en contenido
Algorithm 6 Extraccio´n de entradas del log.
1: procedimiento Extraer entradas(L, fl, fu, E, S)
2: para l ∈ L hacer
3: si fechaLog(l) ≤ fu∧fechaLog(l) ≥ fl∧E.contiene(l)∨S.contiene(l) entonces
4: Descomprimir l
5: si entonces Hay errores en la descompresio´n
6: E.append(l)
7: de otra forma
8: para l′ ∈ l hacer
9: extraerCadena(l′)
10: fin para
11: fin si
12: fin si
13: fin para
14: fin procedimiento
El procedimiento utilizado para la seleccio´n de la informacio´n de los weblog puede verse en
el algoritmo 6. En e´l se utiliza: L, una lista de nombres de archivos de registro web, que el
servidor proxy almacena de forma comprimida; fl y fu, rangos inferior y superior de fechas
de la extraccio´n de entradas; E y S, dos listas para almacenar los nombres de los archivos
procesados erro´neamente y con e´xito, respectivamente; la funcio´n fechaLog(·) que extrae
la fecha del nombre de archivo del log ; append(·) es utilizada para agregar un elemento a
una lista; y extraerCadena(·) extrae de cada una de las l´ıneas del weblog utilizando las
expresiones regulares la URL, estampa de tiempo, IP, identificador de usuario y extensio´n del
archivo requerido por el usuario, usando las expresiones regulares mostradas en la tabla 3-1.
La informacio´n obtenida de los log fue almacenada en una tabla donde adema´s se calculo´ un
co´digo hash para las URL para poder tener acceso los registros con mayor rapidez.
Campo Expresio´n Regular
Identificador de usuario - [a-z]+ \[{1}
Estampa de tiempo \d\d/\w\w\w/\d\d\d\d\:\d\d\:\d\d:\d\d
URL GET http://.+ HTTP/1\\.[0|1]\" (200|304)
IP ^\d*\.\d*\.\d*\.\d*.\-.
Extensio´n del archivo \.(\w\w\w|\w\w\w\w)$
Tabla 3-1.: Expresiones regulares para extraccio´n de informacio´n del log.
El almacenamiento de los registros seleccionados se hizo en una tabla utilizando el motor
de bases de datos MySQL, la cual se compone por los campos: URL, hash de la URL (creada
para llamar as´ı los archivos cuando se almacenan en el repositorio de documentos en disco),
extensio´n del archivo de la URL, nombre del registro, l´ınea del log a la que corresponde el
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registro, UID, IP y estampa de tiempo. Esta tabla adema´s tiene un ı´ndice constru´ıdo como
un a´rbol B que utiliza los diez primeros caracteres del hash de la URL.
 0
 10
 20
 30
 40
 50
 60
 70
 80
1 2 3 4 5 6 7 8 9 o más
%
 d
e 
sit
io
s 
co
n 
es
a 
fre
cu
en
cia
Frecuencia de aparición
Figura 3-3.: Histograma de acceso a sitios web.
En la figura 3-3 se encuentran las URL agrupadas por el nu´mero de veces que aparecen en
el per´ıodo de estudio, junto con la proporcio´n que representan; obse´rvese que del total de los
1’692.836 registros que cumplieron con los requisitos para la seleccio´n, el 76,2 % de las URL
son accedidas una sola vez durante la ventana del estudio, mientras que los sitios que son
accedidos 9 o ma´s veces representan el 2,48 % de las peticiones.
La frecuencia de peticiones a URL u´nicas puede verse en la figura 3-4; el sitio ma´s visitado
es uno que ofrece servicio gratuito de correo electro´nico, el segundo es una red social muy
popular y el tercero es un sitio de mensajer´ıa instanta´nea; no´tese que la proporcio´n de visitas
a sitios u´nicos es pequen˜a en comparacio´n con la suma de las frecuencias pequen˜as de visitas
a otros sitios web.
3.3.2. Preprocesamiento
Descarga y almacenamiento
Una vez se hayan seleccionado las entradas segu´n los criterios definidos en la seccio´n 3.3.1,
se descarga el contenido de los archivos con toda su estructura, descartando cualquier re-
curso que estos referencien (como ima´genes o scripts). Esta informacio´n es almacenada en
cache´ para procesamientos adicionales. Algunas entradas del log son descartadas porque los
archivos que all´ı se mencionan no exist´ıan (co´digo de respuesta 404, recurso no encontrado).
Para el conjunto de datos manejado se descargaron 1’377.713 documentos, que ocupan un
total de 61 GB en disco.
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Figura 3-4.: Visitas de sitios web u´nicos.
Extraccio´n de texto, remocio´n de palabras de parada y lematizacio´n
Para la extraccio´n del texto de los documentos web se utilizo´: HTMLParser, una biblioteca
en Java para procesar archivos con estructura HTML3; POI, un API de Java para documentos
Microsoft, del Apache Software Foundation 4; y PDFBox, una biblioteca de extraccio´n de
texto en archivos PDF en Java, del Apache Software Foundation5.
Se realizo´ el proceso de la deteccio´n de idioma para separar los documentos web de Espan˜ol
e Ingle´s, y as´ı crear una matriz para cada corpus. Para identificar el lenguaje de los textos
extra´ıdos se uso´ un detector de lenguaje que incorpora el me´todo de n-gramas (cubierto
en la seccio´n 2.3.1, pa´g. 21). Para esta identificacio´n se utilizo´ JLangDetect, un detector
de lenguaje escrito en Java 6 que emplea el me´todo de n-gramas entrenado con el cuerpo
de documentos EUROPARL (memorias del parlamento europeo), que contiene versiones en
11 idiomas europeos: france´s, italiano, Espan˜ol, portugue´s, Ingle´s, holande´s, alema´n, dane´s,
sueco, griego y finlande´s7 [45]. El proceso de deteccio´n capturo´ 27.719 archivos en Espan˜ol y
17.406 en Ingle´s con texto de una longitud mı´nima de palabras para continuar con las otras
etapas del preprocesamiento.
La etapa de remocio´n de palabras de parada (ver seccio´n 2.3.2) se hizo con un diccionario
3URL del proyecto: http://htmlparser.sourceforge.net/
4URL del proyecto: http://poi.apache.org/
5URL del proyecto: http://pdfbox.apache.org/
6El algoritmo se describe en la URL: http://www.jroller.com/melix/entry/nlp_in_java_a_language
7El corpus y ma´s detalles del mismo pueden encontrarse en: http://www.statmt.org/europarl/
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para cada uno de los idiomas analizados (Ingle´s y Espan˜ol). Los algoritmos de stemming
utilizados fueron Snowball [68] para Espan˜ol, y Porter [66] para Ingle´s, como se presenta en
la seccio´n 2.3.3, pa´g. 22.
Las implementaciones utilizadas para extraer los tokens, y realizar el stemming y lematiza-
cio´n fueron las de Word Vector Tool8, una herramienta escrita en Java que sirve para crear
representaciones vectoriales del texto.
Construccio´n del ı´ndice
Sea T = {Tj}Nj=1 un conjunto de atributos, y d ∈ D un grupo de objetos. Cada d se representa
como un vector, donde d[j] = 0 si no contiene el atributo Tj y d[j] 6= 0 si lo tiene; el rango de
valores de d[j] esta´ determinado de acuerdo a la aplicacio´n que se utilice. Un objeto d existe
si contiene algu´n atributo Tj. Para el ı´ndice de documentos d corresponde a un documento
del corpus D, y Tj son todos los te´rminos contenidos en corpus ; d[j] indica si el te´rmino
existe o no para el documento d.
D puede organizarse como una matriz de frecuencias, colocando cada d ∈ D como una fila.
Para un caso espec´ıfico, supo´ngase que D = {dk}3k=1, y que T = {Tj}10j=1 (es decir, que
existen 3 documentos y 10 te´rminos en el corpus). La representacio´n inicial de estos vectores
con sus respectivos Tj se muestran en la figura 3-5, donde dk[j] ≥ 0 es la frecuencia de Tj en
dk. La representacio´n matricial (figura 3-6) sufre del problema de una alta dispersio´n y de
utilizar grandes cantidades de espacio para su almacenamiento. La representacio´n utilizada
es llamada matriz dispersa, que tiene en cuenta u´nicamente los Tj 6= 0 para cada dk (figura
3-7).
Sobre la matriz dispersa se calculo´ un ı´ndice de documentos basado en tf − idf , presentado
en la seccio´n 2.3.4, pa´g. 22.
d1 : T1 T3 T2
d2 : T2 T10 T7 T2 T5 T8
d3 : T4 T1 T6 T9
Figura 3-5.: Representacio´n vectorial del ı´ndice de documentos.
T1 T2 T3 T4 T5 T6 T7 T8 T9 T10
d1 1 1 1 0 0 0 0 0 0 0
d2 0 2 0 0 1 0 1 1 0 1
d3 1 0 0 1 0 1 0 0 1 0
Figura 3-6.: Representacio´n matricial del ı´ndice de documentos.
8URL del proyecto: http://sourceforge.net/projects/wvtool/
38 3. Modelo de recomendacio´n basado en contenido
d1 T1 : 1 T2 : 1 T3 : 1
d2 T2 : 2 T5 : 1 T7 : 1 T8 : 1 T10 : 1
d3 T1 : 1 T4 : 1 T6 : 1 T9 : 1
Figura 3-7.: Representacio´n dispersa del ı´ndice de documentos.
3.3.3. Agrupamiento de documentos web
Para el agrupamiento de documentos web se escogio´ Bisecting K-Means, ya que su aproxima-
cio´n al problema de clustering es tan buena o mejor que algunas aproximaciones jera´rquicas
para agrupar documentos de texto [87]. CLUTO (CLUstering TOolkit, juego de herramien-
tas de agrupamiento) es un conjunto de algoritmos para el agrupamiento de datos de alta
dimensionalidad; permite trabajar en el espacio de caracter´ısticas o similitud de los objetos,
con algoritmos particionales, aglomerativos o particionales de grafos, maximizando o mini-
mizando una funcio´n de criterio [43]. Entre los algoritmos de agrupamiento que contiene se
encuentra Bisecting K-Means (ver seccio´n 2.1.2, pa´g. 12), utilizado en este proyecto, y las
funciones criterio I1, I∈, E1, H1, H2, detalladas en la seccio´n 2.1.2, pa´g. 14.
Como criterio de validacio´n no supervisado del modelo se utilizo´ H2 (ver seccio´n 2-24, pa´g.
15 ), que es la estrategia h´ıbrida que mostro´ el mejor desempen˜o global en pruebas emp´ıricas
y ha sido exitosa para agrupar documentos [87]; tambie´n se uso´ H1 (ver seccio´n 2-23, pa´g.
15) porque ofrece otra alternativa de optimizacio´n de origen h´ıbrido. Se utilizo´ el ı´ndice de
similitud coseno (ver seccio´n 2-15, pa´g. 11) para hacer la comparacio´n entre vectores de
documentos.
Para compararH1 yH2 es necesario hacer una normalizacio´n de los resultados de desempen˜o.
En este caso la normalizacio´n se hizo entre los valores 0 y 1 utilizando la expresio´n 3-1 para
cada una de las medidas de rendimiento, teniendo en cuenta que ymax y ymin son el ma´ximo
y mı´nimo resultado, respectivamente.
y′ =
y − ymin
ymax − ymin (3-1)
α = arctan
y2 − y1
x2 − x1 (3-2)
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Figura 3-8.: Comparacio´n del desempen˜o de H1 y H2 vs. nu´mero de grupos para corpus en
Ingle´s.
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Figura 3-9.: Comparacio´n del desempen˜o de H1 y H2 vs. nu´mero de grupos para corpus en
Espan˜ol.
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Figura 3-10.: Comparacio´n del ı´ndice Davies-Bouldin para H1 y H2 vs. nu´mero de grupos
para corpus en Espan˜ol.
 0
 20
 40
 60
 80
 100
 120
 140
 0  10  20  30  40  50  60  70  80  90  100
Índ
ice
 D
av
ies
−B
ou
ldi
n
Número de grupos
Índice Davies−Bouldin: H1 vs. H2
D−B H1D−B H2
Figura 3-11.: Comparacio´n del ı´ndice Davies-Bouldin para H1 y H2 vs. nu´mero de grupos
para corpus en Ingle´s.
El primer criterio para escoger el mejor nu´mero de cluster se basa en encontrar cambios
bruscos en la curva (como un codo o pico), comparando la medida de desempen˜o contra
el nu´mero de grupos, como se describe en la seccio´n 2.1.2, pa´g. 16. Para encontrar esta
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irregularidad se halla el a´ngulo de la pendiente que trazan las medidas de desempen˜o con
el nu´mero de clusters, utilizando la expresio´n 3-2, como se muestra en la figura 3-12. Los
gra´ficos para H1 y H2 para los idiomas Ingle´s y Espan˜ol pueden verse en las figuras 3-8 y
3-9, respectivamente.
Figura 3-12.: Esquematizacio´n del a´ngulo de la pendiente entre dos puntos en un plano
bidimensional.
El segundo criterio para escoger el nu´mero adecuado de clusters es el ı´ndice Davies-Bouldin
(ver 2.1.2, pa´gina 16). Los gra´ficos de estos ı´ndices para los cuerpos de documentos en
Espan˜ol e Ingle´s pueden verse en las figuras 3-10 y 3-11, respectivamente.
En las figuras 3-9 y 3-8 que muestran el rendimiento contra el nu´mero de grupos para
ambos idiomas, se nota una variacio´n en la pendiente alrededor de k = 30 para el idioma
Ingle´s, con una diferencia muy pequen˜a entre los rendimientos H1 y H2; mientras que para
el idioma Espan˜ol no existe un codo definido dentro del rango 2 ≤ k ≤ 100 en el que hicieron
las corridas del algoritmos. Con referencia al ı´ndice Davies-Bouldin alrededor de k = 30
se presenta un mejor desempen˜o para la medida de rendimiento H2 para ambos idiomas,
reflejado en un nu´mero bajo del ı´ndice que indica que esta medida ofrece una solucio´n de
agrupamiento mejor en te´rminos de separacio´n y compactacio´n de los grupos; para el idioma
Espan˜ol de forma global el ı´ndice tiene un cambio de pendiente en k = 30. Se escojen como
para´metros del modelo H2 y k = 30.
Un resumen de las ra´ıces de las palabras ma´s frecuentes por cluster para el idioma Espan˜ol
puede observarse en la tabla 3-2, mientras que las de los grupos en Ingle´s se presentan en la
tabla 3-3. De estas ra´ıces se puede observar que: los grupos 2, 26 y 28 para Espan˜ol esta´n
relacionados con anuncios; el grupo 13 para Espan˜ol y los grupos 11 y 18 para Ingle´s se
relacionan con pa´ıses; el grupo 5 en Espan˜ol se relaciona con noticias; los grupos 6, 10, 16,
18, 29 para Espan˜ol y 7,22, y 29 para Ingle´s son de entretenimiento; los grupos 3,4, y 11 para
Espan˜ol y los grupos 21, 23 y 27 para Ingle´s tienen informacio´n de educacio´n; y el grupo
14 para Espan˜ol, y 4, 9, y 16 para Ingle´s contienen te´rminos relacionados con temas para
adultos.
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Tabla 3-2.: Te´rminos ma´s frecuentes por cluster para corpus en Espan˜ol
cid (Frecuencia) Ra´ız del te´rmino
2 (544) com, (577) gratis, (546) vent, (513) espan, (583) reserv, (556) compr, (619) servici, (588) contact, (557) anunci,
(482) colombi, (561) derech, (481) clasific, (564) copyright, (502) madr, (599) busc
3 (322) siti, universitari, (324) especial, (337) bibliotec, (424) curs, (363) contact, (461) notici, (402) inici, (360) legal,
(466) investigacion, (373) univers, (344) formacion, (313) inform, (378) estudi, (347) bec
4 (353) inici, (355) centr, (326) sal, (389) colombi, (341) nacional, (423) servici, (396) muse, (321) arte, (303) especial,
(304) polit, (401) activ, (405) informacion, (345) derech, (349) event, (437) public
5 (400) gratis, (387) polit, (420) inici, (392) deport, copyright, (393) mes, (399) privac, (464) com, (369) habil, (404)
jueg, (374) pagin, (377) line, carrer, (378) numer, (382) gam
6 (418) ayud, (421) of, (487) accion, (393) coch, (403) habil, (621) gratis, (495) deport, (531) clasic, (436) com, (374)
mari, (378) copyright, (571) onlin, (732) jueg, (445) chic, (383) infantil
7 (359) contact, (361) favorit, (490) com, (364) email, (397) copyright, (366) reserv, (368) pued, (338) hom, pais, ano,
(373) derech, (345) amig, busqued, (346) english, (405) pagin
8 (1056) nacional, (1028) servici, (901) desarroll, (936) relacion, (1033) ley, (938) sin, (1071) establec, (944) legal,
(1170) present, (985) articul, administr, (920) fech, (1017) cas, (1146) public, (911) person
9 (256) envi, (289) empres, (266) sistem, contact, (269) pagin, (237) control, (242) busc, (243) corre, (244) servici,
(309) colombi, (246) inici, (248) copyright, (250) pais, (252) pregunt, (255) siti
10 (416) amor, (323) sin, (324) libr, (357) bellez, (360) personal, (363) copyright, (364) parej, (463) com, (432) form,
(310) chin, (470) inici, (313) vide, (348) articul, (509) horoscop, (325) sign
11 (352) informacion, (336) dat, (322) formacion, (347) relacion, (324) estudi, (361) curs, (364) com, (333) univers,
derech, (400) centr, (408) public, (345) pagin, (411) busc, (316) ayud, (332) contact
12 (1380) aa, (1349) uu, (1351) ee, ea, (1352) au, (1353) oa, (1354) ua, (1358) ae, (1361) ie, (1364) oo, (1365) in, (1494)
x, (1367) ia, (1369) ao, (1407) ii
13 (441) cost, mexic, (387) chil, (423) brasil, (395) peru, (375) venezuel, (408) espan, (402) panam, (404) argentin,
(439) pais, (536) colombi, (505) com, (410) public, (378) contact, (414) ric
14 (515) vide, (261) amig, (293) contact, (360) web, (268) erot, (397) sex, (432) fot, (466) com, (277) busc, (278) cas,
(375) chic, (280) porn, (314) jueg, (446) gratis, (319) pagin
15 (320) sin, (385) centr, (386) descarg, (342) gratis, (389) program, (329) acept, (362) legal, (429) curs, (336) conoc,
(368) utiliz, (369) com, (373) ayud, (406) informacion, (378) form, (341) busc
16 (208) informacion, (245) Internet, (230) favorit, (265) map, (268) com, (207) contact, (239) jueg, (304) web, (305)
pagin, (277) servici, (217) vide, (250) busc, (251) for, (220) boletin, (255) siti
17 (1312) estudi, (1380) present, (1511) a, (1384) las, (1321) result, (1639) la, (1420) par, (1325) cas, (1614) el, (1521)
de, (1364) form, (1358) sin, (1559) en, (1501) los, (1342) se
18 (192) busc, (194) person, (195) libr, (198) busqued, (243) jueg, (264) copyright, (239) termin, (221) letr, (371) com,
(212) reserv, (190) introduzc, amig, (246) pagin, (253) web, (222) envi
19 (544) com, (352) tem, (415) ayud, (454) gratis, (391) mensaj, (424) contrasen, (428) registr, (365) blog, (558) busc,
(360) fot, (500) usuari, (343) cre, (345) web, (443) inici, (639) for
20 (449) colombi, (293) sistem, bogot, (321) com, (360) jos, (295) carl, (333) luis, (398) public, (304) call, (336) mari,
(308) internacional, (314) derech, (283) cost, (316) juan, (282) mexic
21 (1121) estudi, (772) cienci, (839) public, (714) universitari, (683) sistem, (679) centr, (1262) univers, (1039) program,
(818) colombi, (917) investigacion, (950) academ, (824) informacion, (815) nacional, (860) desarroll, (703) servici
22 (1250) cas, (1251) conoc, (1188) objet, (1189) proces, (1159) cambi, (1161) activ, (1227) estudi, (1196) present,
(1293) relacion, (1187) public, (1429) desarroll, (1463) sin, (1337) import, (1470) form, (1151) result
23 (352) vide, (418) internacional, (323) espan, public, (484) notici, (294) jueg, (359) port, (298) polit, (290) equip,
(460) deport, (322) anos, (304) madr, (307) futbol, (313) servici, (382) fot
24 (608) enfermed, (731) sin, (712) import, (636) principal, (652) present, (626) caus, (624) estudi, (632) tip, (754)
medic, (631) utiliz, (664) pacient, (601) result, (763) tratamient, (764) cas, (735) form
25 (769) inici, (770) contact, (771) sistem, informacion, (907) usuari, (844) Internet, (942) com, (943) web, (760) segur,
(914) windows, (820) archiv, (888) descarg, (793) busc, (975) program, (798) pagin
26 (481) servici, (354) derech, (547) colombi, (388) inici, (361) contacten, (298) map, (387) public, (306) segur, (467)
bogot, (469) informacion, (311) social, (312) line, (313) program, (507) nacional, (317) siti
27 (688) import, (676) result, (967) form, (808) tip, (682) sistem, (679) present, (652) proces, bas, (878) sin, (720)
product, (689) produc, (648) material, (821) utiliz, (732) cas, (861) agu
28 (701) hombr, busc, (708) dej, (773) amig, (748) lleg, (778) viv, (1036) sin, (717) cas, (765) quier, (690) form, (853)
com, (726) esper, (891) amor, (842) pas, (741) mund
Continu´a en la siguiente pa´gina
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Tabla 3-2 – continuacio´n de la pa´gina anterior
cid Pa´ginas web descriptivas y participacio´n en el centroide del cluster
29 (484) sin, (580) music, (519) the, (457) cin, (491) notici, (525) mund, (590) com, (477) pagin, (531) fot, (563) blog,
(596) public, (534) comentari, (505) busc, (570) vide, (509) envi
Tabla 3-3.: Te´rminos ma´s frecuentes por cluster para corpus en Ingle´s
cid (Frecuencia) Ra´ız del te´rmino
2 (354) new, inform, (387) site, (358) work, design, (392) search, (393) contact, (339) download, privaci, (333) forum,
(335) video, (336) creat, (355) right, reserv, (372) copyright
3 (328) share, (355) term, (327) login, check, (392) polici, (393) privaci, (334) sign, (336) messag, (360) copyright,
(338) account, (372) right, (341) password, (345) mail, (381) reserv, (383) servic
4 (384) websit, (385) requir, record, (386) love, webmast, (387) model, (389) privaci, (424) site, (425) girl, (398) updat,
member, (401) download, (378) video, (379) polici, statement
5 (544) height, (579) http, (516) absolut, (551) posit, (521) script, (586) document, (493) bannerid, zoneid, beacon,
(496) html, (561) write, (533) visibl, (538) width, (508) hidden, (541) style
6 (322) free, (262) term, (331) contact, (269) tool, (223) link, site, (239) onlin, (280) host, (242) account, (312) polici,
(314) right, (315) privaci, (221) resel, (286) support, (319) reserv
7 (237) menu, download, (257) main, (290) search, (251) free, (235) full, (269) updat, (270) link, (239) anim, (242)
content, (243) find, (245) game, (282) contact, (347) page, (250) click
8 (235) photo, space, (267) privaci, (236) environ, (238) new, (240) term, (275) contact, (245) advertis, right, (278)
site, (249) video, (250) reserv, (254) anim, (255) nation, polici
9 (258) movi, (231) girl, access, (233) download, (266) video, (235) year, (206) qualiti, (214) record, (201) adult, keep,
(218) requir, click, (220) statement, (199) complianc, (255) site
10 (424) function, (459) style, (334) innerhtml, (431) http, (336) shockwav, (371) window, (350) return, (373) type,
(535) document, (344) visibl, (351) flash, (348) object, (414) width, height, (415) write
11 (194) support, (199) technolog, (234) contact, (183) mail, (205) organ, (207) state, (211) number, time, (180) unit,
(181) canada, (182) click, (215) page, (186) comput, (187) servic, (191) http
12 (289) contact, (292) term, (295) video, (264) reserv, (263) right, (302) privaci, (239) read, (232) copyright, (275)
time, (238) site, (246) world, (215) media, (282) photo, (220) search, (255) travel
13 (259) inform, (196) polici, (261) busi, (232) video, (233) product, (234) servic, (269) privaci, (239) search, (272)
commun, (273) term, (229) site, event, (207) career, (220) tool, (287) contact
14 (131) copyright, portugu, (164) deutsch, (133) product, (172) privaci, (179) search, (150) italiano, (153) francai,
(185) free, (123) page, secur, nederland, (189) contact, (126) onlin, (159) espanol
15 (161) instrument, (167) system, (140) flight, (141) detail, (142) compani, case, stand, (144) hand, equip, (181)
contact, (183) product, (152) part, (153) combin, (187) page, (189) search
16 (642) porn, (630) pussi, (742) girl, (648) site, (585) sexi, (522) time, (747) movi, (812) video, (557) anal, (694) fuck,
(667) free, (508) amateur, (582) teen, (510) model, (581) cock
17 (265) polici, (355) softwar, (325) privaci, (296) product, (307) support, (332) window, (281) reserv, (259) version,
(303) contact, (305) search, (387) download, (300) right, (345) video, (348) free, (293) file
18 (225) franc, (262) south, (199) china, japan, (232) africa, (203) state, (206) email, (207) itali, (240) mexico, (209)
india, brazil, (210) germani, (212) spain, canada, (217) australia
19 (224) voltag, (230) includ, (260) contact, (261) product, (262) system, (263) control, (233) type, (225) oper, (300)
power, (239) number, (241) inform, (245) time, applic, (278) data, (220) descript
20 (384) privaci, (356) polici, (295) site, (362) artist, (317) video, (312) contact, (313) love, (307) time, search, (342)
music, (407) song, (344) lyric, (324) album, (281) link, (330) send
21 (147) vocabulari, free, (145) book, (168) onlin, (236) read, (174) question, (152) find, (179) site, (181) right, reserv,
(184) time, (153) answer, (220) learn, (157) page, (149) languag
22 (225) plai, (258) site, (197) time, search, (231) video, (361) game, (193) onlin, (299) free, (273) contact, (183) sign,
(184) link, (281) privaci, (218) download, (186) flash, copyright
23 (256) onlin, (258) list, (259) content, (277) advanc, (325) page, (271) public, (304) contact, (338) author, (308)
research, (286) scienc, (375) search, (283) articl, (380) inform, (318) publish, (351) journal
24 (608) inform, (544) data, (611) version, (581) time, (617) list, (594) support, (626) creat, (675) file, (565) code, (600)
page, work, (543) softwar, (605) includ, (670) user, (607) system
25 (960) base, (1027) time, (870) refer, (1062) gener, (883) form, (937) number, (861) data, (979) includ, (852) analysi,
(918) system, studi, (905) method, (1048) result, (923) develop, (931) effect
26 (354) call, (419) year, (356) start, (390) life, (360) good, (393) world, (362) great, (523) time, (330) chang, (334)
includ, (355) find, (410) part, (380) peopl, (378) place, (447) work
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Tabla 3-3 – continuacio´n de la pa´gina anterior
cid Pa´ginas web descriptivas y participacio´n en el centroide del cluster
27 (768) contact, (577) site, (708) research, (680) univers, (535) scienc, (490) work, (683) student, (556) educ, (520)
search, (723) inform, (512) develop, (537) servic, (569) program, (603) intern, (604) studi
28 (101) type, (102) window, (106) document, (139) http, (108) content, (110) author, (111) fals, (114) gener, (119)
html, (89) gabriel, (87) titl, charset, atra, (91) editor, (127) text
29 (576) todo, (336) link, foro, (418) est, (423) copyright, (393) como, (354) grati, (367) inicio, (400) pagina, (344)
pued, (335) aqui, (405) video, (342) foto, (536) esta, (763) para
3.4. Mo´dulo en l´ınea
Un esquema del recomendador es mostrado en la figura 3-13. Este recomendador toma un
documento web, y lo preprocesa para convertirlo al modelo generado en la etapa fuera de
l´ınea, convirtie´ndolo al modelo de espacio vectorial tf − idf , como se presenta en la seccio´n
3.4.1; en la seccio´n 3.4.2 se describe co´mo se selecciona el grupo de documentos; y para
finalizar, se escogen los documentos ma´s parecidos al documento consulta, como se muestra
en la seccio´n 3.4.3.
ConvertirInformación tf-idf
Prototipos Cluster
Lista Cluster
Selección de cluster
Calcular Similitud
Escoger mejores similitudes
tiempo
Sesión de navegación
WWW WWW WWW
Información del
módulo offline
Módulo 
online
Descargar
WWW
Figura 3-13.: Recomendador de documentos web.
El me´todo de recomendacio´n de documentos web se muestra en el algoritmo 7, donde: sea
T = {t1, t2, . . . , tk} un conjunto de te´rminos, y D = {d1, d2, . . . , dm} | dn ⊆ T la coleccio´n
de documentos recuperados de un log, donde dn se define como un subconjunto de te´rminos,
y N = ‖D‖ el nu´mero de documentos de la coleccio´n; sea C = {C1, C2, . . . , Cn},∀Cn∃cn |
Cn ⊆ D∧ cn ⊆ T el conjunto que contiene los cluster Cn de documentos, donde cada uno es
un subconjunto de los documentos definidos anteriormente e identificado por un prototipo o
cluster cn compuesto por te´rminos. Como entradas del algoritmo se requiere la URL consulta
(o query) sobre la cual se va a generar la recomendacio´n y el nu´mero de resultados que sera´n
mostrados; como constantes se tienen la matriz tf − idf creada en la fase fuera de l´ınea para
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la funcio´n convertir documento(·) y los grupos de documentos C para los idiomas procesados
(Ingle´s y Espan˜ol).
Algorithm 7 Recomendador de documentos.
1: procedimiento RecomendadorDocumentos(url,n)
2: html⇐ descargar doc(url)
3: dq, idioma⇐ convertir documento(html) | dq = {t1, t2, · · · , tq}, tq ∈ T
4: mejor centroide⇐ ninguno
5: computo⇐ 0
6: para ci ∈ Cidioma hacer
7: si Jaccard(dq, ci) > computo entonces
8: computo⇐ Jaccard(dq, ci)
9: mejor centroide⇐ ci
10: fin si
11: fin para
12: Ci ⇐ Cluster(mejor centroide)
13: x: diccionario
14: para dj ∈ Ci hacer
15: x[Coseno(dj, dq)]⇐ dj
16: fin para
17: z = OrdenarResultados(n, x)
18: retornar z
19: fin procedimiento
20: procedimiento OrdenarResultados(n,x: Diccionario)
21: z :Lista
22: y ⇐ ordenar(x.valores())
23: para yj ∈ y ∧ tam(z) < n hacer
24: z[j]⇐ x[yj]
25: fin para
26: retornar z
27: fin procedimiento
3.4.1. Preprocesamiento del documento de consulta
En esta etapa se toma la informacio´n de navegacio´n en l´ınea, se descarga y convierte a la
forma aceptada por el modelo. Estos pasos se presentan en la l´ınea 2 del algoritmo 7, donde
se utiliza la funcio´n descargar doc(·)9 para obtener el documento URL de Internet; en la
l´ınea 3 se usa la funcio´n convertir documento(·), que transforma el documento original en
9Soportada por la biblioteca urllib de Python.
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un vector de te´rminos dq con el que se puedan realizar co´mputos (extraccio´n del texto de
documentos10, remocio´n de tildes, conversio´n en tokens, deteccio´n de idioma, remocio´n de
palabras de parada11, stemming12 y conversio´n a vector de frecuencias) junto con el idioma
detectado.
3.4.2. Seleccio´n del cluster
La solucio´n de agrupamiento entregada por CLUTO contiene la asignacio´n de documentos
a cluster basa´ndose en los te´rminos que cada uno de estos posee; tambie´n arroja para cada
grupo un vector compuesto por te´rminos que mejor representan el contenido de los elementos
del cluster (prototipo o centroide). Cada una de estas caracter´ısticas es entregada junto a
un nu´mero que indica el porcentaje de similitud intra-cluster que esta caracter´ıstica puede
explicar [43].
Los criterios probados para escoger el prototipo de cluster ma´s cercano al documento consulta
fueron: el ı´ndice de Jaccard (ver expresio´n 2-13, pa´g. 11); el ı´ndice extendido de Jaccard (ver
expresio´n 2-14, pa´g. 11); y una aproximacio´n basada en la distancia coseno (ver expresio´n 2-
15, pa´g. 11). El ı´ndice de Jaccard contempla las caracter´ısticas de los vectores como binarias
y tiene en cuenta la presencia o ausencia de elementos en ambos vectores, mientras que
el coeficiente extendido de Jaccard y la distancia coseno se calculan utilizando los vectores
normalizados del documento consulta y el vector centroide teniendo presente que la frecuencia
para sus elementos es de 1; con esta informacio´n se computa el coseno entre los vectores y
se obtiene un resultado sobre que´ tan cercanos se encuentran.
Haciendo una comparacio´n de ambos criterios para la seleccio´n del centroide con diferentes
documentos consulta de prueba (los URL pueden verse en la tabla C-1, pa´g. 86), se encuentra
que se selecciona el mismo cluster.
La seleccio´n del cluster se define en las l´ıneas 4-5 del algoritmo 7, donde se inicializan las
variables mejor centroide y computo, que en su orden almacenara´n el mejor resultado de la
similitud Jaccard y su correspondiente mejor centroide encontrado. En las l´ıneas 6-11 iteran
por todos los grupos del idioma detectado, se computa la similitud Jaccard utilizando dq y el
centroide de cada uno de los grupos, buscando el cluster ma´s parecido al documento query
y almacenando los resultados en las variables mejor centroide y computo.
10Haciendo uso de Beautiful Soup, un parser HTML y XML escrito en Python www.crummy.com/software/
BeautifulSoup.
11Se utilizaron las listas para Espan˜ol e Ingle´s inclu´ıdas en el paquete NLTK, Natural Language Toolkit,
mo´dulos en Python para procesamiento de lenguaje natural y ana´lisis de texto www.nltk.org.
12Se utilizo´ la implementacio´n de NLTK del algoritmo Snowball para el idioma Espan˜ol y Porter para el
idioma Ingle´s.
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3.4.3. Seleccio´n de los n documentos
Para escoger los documentos web ma´s pro´ximos, se realiza el ca´lculo de la similitud coseno
del documento query con cada uno de los documentos del cluster seleccionado en el paso
anterior. Una vez se tengan todas las similitudes, se ordenan y se escogen las n que tengan
el puntaje ma´s alto para ofrecerlas al usuario como recomendaciones. En este trabajo se
utilizo´ n = 5.
En la l´ınea 12 del algoritmo 7 encuentra el cluster Ci de documentos asociado al centroide
con mejor similitud con dq; en la l´ınea 13 se inicializa un diccionario x que almacenara´ co-
mo llave el documento dj del cluster y como valor la similitud coseno entre dq y cada
uno de los documentos dj ∈ Ci (l´ıneas 14-16). En la l´ınea 20 se llama el procedimiento
OrdenarResultados(·) que toma como para´metros el nu´mero n de mejores resultados y el
diccionario x, almacenando en la variable z los documentos extra´ıdos del grupo seleccionado
con mejor similitud, de acuerdo a las similitudes ordenadas que contiene la variable y, que
se seleccionan en el ciclo en las l´ıneas 23-25 y que devuelve en la l´ınea 26.
3.5. Validacio´n del modelo
Debido a que no se tiene un conjunto de datos de prueba relacionado con los registros de
la Universidad Nacional con documentos etiquetados, agrupados y revisados por expertos,
se opto´ por hacer una evaluacio´n de usuario siguiendo los lineamientos mencionados en la
seccio´n 2.4.5, pa´g. 29, por lo cual se realizara´ una evaluacio´n expl´ıcita.
En la definicio´n de esta evaluacio´n expl´ıcita la opinio´n de los usuarios es recogida
a trave´s de una encuesta. Se hace una prueba de laboratorio en la cual se busca
determinar la efectividad de las recomendaciones arrojadas por el sistema, enfoca´ndose en
los resultados a corto plazo, lo que significa que no se evalu´a el uso diario o extendido del
sistema de recomendacio´n.
Para escoger la informacio´n con la cual se pidio´ a los usuarios que evaluaran el sistema, se
busco´ en Internet pa´ginas web, y las URL de estos documentos son utilizados para que el
sistema genere una lista de recomendaciones. Con estas recomendaciones se escogieron los 5
mejores conjuntos de documento query y 5 recomendaciones para cada uno de ellos (a juicio
de los autores, ver tabla 3-4), y se le entrego´ a los encuestados, junto con un conjunto de
preguntas que evalu´an la relevancia de las recomendaciones respecto al documento consulta.
Los objetivos, preguntas y forma de calificar se muestran a continuacio´n; los encuestados
respond´ıan a las preguntas con una escala de 1-5 (1. Pe´sima, 2. Mala, 3. Regular, 4. Buena,
5. Excelente).
Objetivo 1 Determinar la relevancia del contenido de las recomendaciones respecto al do-
cumento consulta.
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T´ıtulo del documento URL
Reyes Magos http://es.wikipedia.org/wiki/Reyes_Magos
Amazonas (Colombia) http://es.wikipedia.org/wiki/Amazonas_(Colombia)
Viaje a trave´s del tiempo http://es.wikipedia.org/wiki/Viaje_a_trav%C3%A9s_del_tiempo
Gases nobles http://es.wikipedia.org/wiki/Gases_nobles
Mitolog´ıa griega http://es.wikipedia.org/wiki/Mitolog%C3%ADa_griega
Tabla 3-4.: Documentos de consulta escogidos para hacer la validacio´n.
Pregunta formulada Para cada documento recomendado: ¿Co´mo califica la relacio´n entre
el contenido de la recomendacio´n con el del documento consulta?
Notas del objetivo Se puede hacer comparacio´n global entre los resultados de ambos reco-
mendadores.
Objetivo 2 Determinar el grado de relacio´n entre las palabras frecuentes del documento
consulta y las recomendaciones.
Pregunta formulada Para cada documento recomendado: ¿Co´mo califica la relacio´n que
existe entre las palabras comunes del documento consulta con las palabras clave del
documento recomendado?
Notas del objetivo Se usa para medir la percepcio´n del encuestado, que permite conocer
su opinio´n respecto a la efectividad del modelo tf − idf para esa recomendacio´n y
documento query particulares.
Objetivo 3 Determinar la efectividad en el orden en que se muestran los resultados del
sistema de recomendacio´n.
Pregunta formulada Despue´s de mostrar todas las recomendaciones: ¿Co´mo califica el or-
den en el que se presentaron los documentos recomendados respecto al documento de
consulta?
Notas del objetivo Se mide la percepcio´n del encuestado respecto al sistema de ranking de
las recomendaciones.
Objetivo 4 Determinar el grado de relacio´n del contenido los documentos recomendados.
Pregunta formulada Despue´s de mostrar todas las recomendaciones: ¿Co´mo califica la re-
lacio´n que existe entre el contenido los documentos recomendados?
Notas del objetivo Se usa para medir la percepcio´n del encuestado respecto a la calidad
del agrupamiento para los resultados de la recomendacio´n a nivel de contenido.
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Objetivo 5 Determinar el grado de relacio´n entre las palabras frecuentes de los documentos
recomendados.
Pregunta formulada Despue´s de mostrar todas las recomendaciones: ¿Co´mo califica la re-
lacio´n que existe entre las palabras clave de los documentos recomendados?
Notas del objetivo Se usa para medir la percepcio´n del encuestado respecto a la calidad
del agrupamiento para los resultados de la recomendacio´n a nivel de te´rminos.
Para la aplicacio´n de la encuesta se utilizaron medios digitales para capturar las opiniones de
los usuarios respecto a las recomendaciones formuladas por el sistema. Para las validaciones
se publicaron las preguntas en Internet, en Google Docs13 y en Amazon Mechanical Turk14.
Ge´nero Nivel de educacio´n Ocupacio´n principal Me´todo def. tema texto
Masculino 63 % Bachiller 43.18 % Empleado 37.50 % Leer prim. oracio´n 0
Femenino 37 % Te´cnico 18.18 % Independiente 12.50 % Leer prim. Pa´rrafo 8
Otro 0 % Profesional 38.64 % Desempleado 2.08 % Leer texto completo 34
Otro 0 Hogar 6.25 % Buscar pal. comunes 0
Estudiante 41.67 % Otro 3
Tabla 3-5.: Ge´nero, nivel de educacio´n, ocupacio´n principal y me´todo de definicio´n de tema
de texto de los encuestados.
Uso diario de Internet Propo´sitos de navegacio´n Capacidad de navegacio´n de Internet
No lo usa 0 Buscar Informacio´n 43 Excelente 56.25 %
0 - 3 h 8.70 % Noticias 38 Buena 41.67 %
4 - 6 h 17.39 % Entretenimiento 42 Regular 2.08 %
6 - 9 h 32.61 % Trabajo 42 Mala 0 %
10 - 12 h 41.30 % Estudio 32 Pe´sima 0 %
Tabla 3-6.: Uso de Internet, propo´sitos y capacidad de navegacio´n en Internet de los
encuestados.
En total se recogieron 124 encuestas de usuarios, de las cuales se seleccionaron 49 por tener
respuesta a todas las preguntas, y el campo de verificacio´n correcto (una pregunta que se
le hace al encuestado para comprobar que no esta´ respondiendo las preguntas al azar), con
una tasa de aceptacio´n del 39,5 %. De los encuestados, el 36,9 % fueron de ge´nero femenino,
mientras el 63 % fueron de ge´nero masculino con una edad promedio de 25.5 an˜os (σ = 7,3).
La informacio´n de las personas encuestadas se encuentra en las tablas 3-5 y 3-6.
13Una herramienta de ofima´tica en l´ınea, que ofrece funcionalidad para publicar y compartir formularios
http://docs.google.com.
14Una herramienta en l´ınea de croudsourcing donde se paga un importe para que personas desarrollen las
tareas que se le asignen http://www.mturk.com.
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Calificacio´n
Relevancia de contenido Relacio´n de palabras frecuentes
x¯ σ % x¯ σ %
Excelente 7.40 1.67 15.4 7.40 3.36 15.42
Buena 15.20 6.87 31.7 13.20 4.09 27.50
Regular 11.40 3.36 23.8 12.80 2.39 26.67
Mala 8.40 1.95 17.5 9.60 4.93 20.00
Pe´sima 5.60 4.83 11.7 5.00 3.81 10.42
Tabla 3-7.: Calificacio´n de los usuarios de la relacio´n del contenido y la relacio´n de palabras
comunes de las recomendaciones.
Orden recom. Relacio´n recom. Rel. palabras frecuentes recom.
Calificacio´n % Calificacio´n % Calificacio´n %
Excelente 2 4.17 4 8.33 2 4.17
Buena 27 56.25 20 41.67 16 33.33
Regular 17 35.42 15 31.25 22 45.83
Mala 2 4.17 9 18.75 7 14.58
Pe´sima 0 0 0 0 1 2.08
Tabla 3-8.: Calificacio´n de los usuarios del orden, relacio´n de palabras frecuentes y de las
recomendaciones.
Los resultados de la encuesta se muestran tabulados de forma independiente (las cinco op-
ciones de respuesta por separado), pero se mencionan de forma agregada para diferenciar las
calificaciones positivas (Excelente o Buena), las intermedias (Regular) o las negativas (Mala
o Pe´simo). De la encuesta se encuentra que:
En referencia a la relevancia del contenido entre el documento consulta y sus recomen-
daciones, mostrados en la primera columna de la tabla 3-7, se observa un promedio
de calificaciones Excelente o Buena del 47,1 %, un 23,8 % califica esta relacio´n como
Regular y un 29,2 % lo califica como Mala o Pe´sima. Estos resultados sugieren que el
53 % de los encuestados se mostro´ con algu´n grado de insatisfaccio´n en referencia a la
relevancia entre el contenido del documento query y las recomendaciones. Sin embar-
go, al comparar las calificaciones de forma independiente, se observa que existe una
diferencia de 14,7 % entre los encuestados que opinaron que este ı´tem era Bueno y los
que opinaron que era Malo.
La relacio´n de palabras frecuentes entre el documento consulta y las recomendaciones
(tabla 3-7, segunda columna) es calificada como Excelente o Buena por un 42,92 %,
Regular por un 26,67 % y Mala o Pe´sima por un 30,42 %. Si se realiza el ana´lisis de
forma independiente, existe poca diferencia (0,83 %) entre los que opinaron en este
ı´tem como Bueno y los que lo consideran Regular.
Para la pregunta relativa al orden en el que se muestran los resultados del sistema de
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recomendacio´n, cuyas respuestas se encuentran en la primera columna en la tabla 3-8,
se tiene que el 60,42 % de los encuestados lo calificaron como Excelente y Bueno, el
35,42 % como Regular, y el 4,17 % como Malo. La calificacio´n Bueno de forma inde-
pendiente es la ma´s alta, con un 56,25 % de la opinio´n en este ı´tem.
Los encuestados opinaron que el grado de relacio´n del contenido recomendado es: Exce-
lente o Buena, 50 %; Regular, 31,25 %; Mala, 18,75 %. El detalle de estos resultados se
muestra en la cuarta columna de la tabla 3-8. Ninguno de los encuestados califico´ este
ı´tem como Pe´simo.
De la tercera columna de la tabla 3-8, se muestra que los encuestados opinaron que la
relacio´n entre las palabras frecuentes de los documentos recomendados es: Excelente
o Buena 37,5 %; Regular 45,83 %; Mala o Pe´sima 16,66 %. De forma independiente, la
calificacio´n Regular fue dada por la mayor cantidad de encuestados, con el 45,83 %,
seguido de la calificacio´n Bueno, con 33,33 %.
3.6. Resumen del cap´ıtulo
Este cap´ıtulo exhibio´ el detalle de un modelo de recomendacio´n de documentos utilizan-
do miner´ıa de contenido. El tema se desarrollo´ iniciando en un esquema general que expone
todas las etapas del proceso, desde el preprocesamiento del documento web hasta la recomen-
dacio´n. Luego se detallaron cada uno de los componentes del esquema general, arrancando
por la descripcio´n del registro de navegacio´n de la Universidad Nacional de Colombia. A
continuacio´n se mostro´ el preprocesamiento, que abarca tanto la descarga, almacenamiento,
y construccio´n de un ı´ndice de documentos. Despue´s se expuso el proceso de agrupamiento de
documentos web aplicado a los datos de navegacio´n de la comunidad universitaria. Posterior-
mente se presento´ el algoritmo de recomendacio´n de documentos, y se finalizo´ con el proceso
de validacio´n, en el cual los usuarios dieron su opinio´n con respecto a las recomendaciones
formuladas sobre una serie de documentos.
4. Modelo de recomendacio´n basado en
uso
En este cap´ıtulo se presenta un modelo de recomendacio´n basado en la
miner´ıa de uso web aplicada a los datos de navegacio´n de la Universidad
Nacional de Colombia. El mo´dulo en l´ınea realiza el preprocesamiento
de una sesio´n web, y utiliza la representacio´n de sesiones en un modelo
de espacio vectorial uf − isf para agrupamiento empleando el algorit-
mo Bisecting K-Means. Los grupos encontrados son representados como
reglas de asociacio´n que son utilizados para recomendar pa´ginas web en
el mo´dulo en l´ınea. Se presenta el procedimiento de seleccio´n y remocio´n
de entradas en el registro de navegacio´n, preprocesamiento de sesiones
web, y las estrategias utilizadas para recomendacio´n de pa´ginas web. Se
aplico´ la validacio´n supervisada al modelo, escogiendo un grupo de se-
siones web como consultas al sistema, y preguntando con una escuesta a
los usuarios sobre su salida.
4.1. Introduccio´n
En el proceso de navegacio´n el usuario accede a pa´ginas web, que son identificadas en Internet
gracias a su direccio´n web o URL. Una sucesio´n de pa´ginas web accedidas por una persona
se denomina sesio´n de usuario, que impl´ıcitamente demuestra el intere´s que manifesto´ en
su exploracio´n durante un lapso de tiempo, y permite establecer patrones de la actividad,
presentando una oportunidad para utilizar un sistema que apoye el proceso de navegacio´n.
Este cap´ıtulo detalla un sistema de recomendacio´n que se basa en las sesiones web o uso
web que los usuarios de la Universidad Nacional de Colombia produjeron al navegar en
Internet. Las sesiones se aprovechan para encontrar grupos, que se describen utilizando
reglas de asociacio´n de direcciones web. As´ı, cuando un usuario navega por Internet, las
pa´ginas web que visita son analizadas para encontrar las sesiones de navegacio´n que otros
usuarios tuvieron, que mejor se ajustan a su exploracio´n de la red y presenta´rselas como
recomendaciones. El sistema descrito es probado a trave´s de una encuesta a los usuarios; en
ella se les pide la opinio´n sobre varios aspectos de las sesiones de navegacio´n de prueba y las
recomendaciones generadas.
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4.2. Estrategia de recomendacio´n
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Figura 4-1.: Esquema general del preprocesamiento y recomendador de uso web.
El modelo de recomendacio´n presentado en este cap´ıtulo esta´ constitu´ıdo por dos partes: el
mo´dulo fuera de l´ınea (offline) y el mo´dulo en l´ınea (online); un esquema general del modelo
de recomendacio´n de sesiones web propuesto se presenta en la figura 4-1.
El mo´dulo fuera de l´ınea hace el procesamiento del web log para extraer las URL y junto con
el campo del identificador de usuario crea las sesiones web, como se muestra en la seccio´n
4.3.1, pa´g. 54; con las sesiones halladas se crea un modelo de espacio vectorial uf − isf al
cual se le aplica una te´cnica de agrupamiento para obtener grupos de sesiones web, como se
explica en la seccio´n 4.3.2, pa´g. 57. Los grupos de sesiones son posteriormente procesados
por un algoritmo de extraccio´n de reglas de asociacio´n, para hallar reglas que describen cada
uno de los cluster, como se ampl´ıa en la seccio´n 4.3.3, pa´g. 58. Estos pasos son representados
por el recuadro superior de la figura 4-1.
El mo´dulo en l´ınea formula recomendaciones usando los grupos de sesiones y de reglas de
asociacio´n generados en el mo´dulo fuera de l´ınea, como se expone en la seccio´n 4.4, pa´g.
60. Este mo´dulo consta de mecanismos para extraer las URL de la sesio´n de navegacio´n en
curso, la cual es preprocesada para convertirla al formato uf − isf de acuerdo a los modelos
generados en la fase fuera de l´ınea; esta informacio´n es luego entregada a una ma´quina de
recomendacio´n que propone sitios web de acuerdo a los clusters y las reglas de asociacio´n
hallados en la etapa fuera de l´ınea. Un esquema de este mo´dulo se muestra en el recuadro
inferior de la figura 4-1.
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Figura 4-2.: Rango vs. Frecuencia de pa´ginas web.
4.3. Mo´dulo fuera de l´ınea
4.3.1. Preprocesamiento
Limpieza, transformacio´n y almacenamiento del registro
Como parte de la exploracio´n del conjunto de datos se construyo´ una tabla con las URL
distintas y su frecuencia, representada en el gra´fico logar´ıtmico de la figura 4-2. De acuerdo
a la frecuencia de URL diferentes en el registro, se descartaron aquellas entradas con una
frecuencia mayor o igual a 1000 (≥ 1000, 589 URL diferentes, 45 % de los registros originales).
Se eliminaron las URL de sitios web que correspond´ıan a publicidad, que son llamados impl´ıci-
tamente cuando el usuario realiza una peticio´n al servidor proxy, como tambie´n sitios que
hacen solicitudes al servidor constantemente (como emisoras de radio o sitios de mensajer´ıa
instanta´nea web), y sitios con contenido para adultos. La identificacio´n se realizo´ comparan-
do con una lista de 2,751 sitios web de publicidad diferentes1, observando las frecuencias de
estos sitios en el log de navegacio´n y la informacio´n del texto de las URL; se descarto´ un 12 %
adicional.
Para almacenar las URL de las pa´ginas web y obtener grupos y reglas de asociacio´n con sufi-
cientes elementos, fue necesario reducirlas a su primer nivel. Por ejemplo, si una entrada en
el web log contiene una URL como www.unal.edu.co/imagenes/granlogo.gif, la informa-
cio´n es almacenada en la base de datos como www.unal.edu.co. Adema´s, si existen sitios en
diferentes lenguajes pero ofreciendo la misma informacio´n, como www.wikipedia.es para
1Lista publicada en http://pgl.yoyo.org/adservers
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Espan˜ol o www.wikipedia.fr para France´s (con URL fa´cilmente reconocibles por su TDL2),
son almacenadas como una sola (www.wikipedia.org).
Identificacio´n de usuario y extraccio´n de sesiones
Las particularidades del conjunto de datos utilizados en el presente trabajo (presencia del
campo UID) permiten localizar el identificador de usuario, pues este debe autenticarse ante
un servidor proxy para poder navegar, y esta informacio´n queda almacenada en los web logs
(ver explicacio´n en seccio´n 2.2.1, pa´g. 17 y detalles de los registros utilizados en la seccio´n
3.3.1, pa´g. 33). En total se encontraron 20,827 usuarios.
En este trabajo se utilizo´ la definicio´n de sesio´n de [62] y el me´todo de umbral de tiempo
mencionados en la seccio´n 2.2.4, pa´g. 19, utilizando un τ = 30 minutos con base en [13, 72].
Teniendo todas las URL en su primer nivel, se descartaron aquellas cuya frecuencia en el log
fuera igual a 1. Con este nuevo criterio se descarto´ el 0,48 % de registros del log original. Se
extrajo un total de 287,256 sesiones de navegacio´n web.
Las sesiones web fueron organizadas en vectores, basa´ndose en el concepto de matriz tf− idf
utilizado en recuperacio´n de informacio´n definido en la seccio´n 2.3.4, pa´g. 22. Esta repre-
sentacio´n de espacio vectorial ha sido utilizada en el contexto de sesiones web en [30, 16].
Primero, una matriz uf fue constru´ıda tomando las sesiones web como documentos y las
URL como te´rminos, donde los valores de la matriz representan la frecuencia que una URL u
fue visitada en una sesio´n s. Luego, por cada URL la normalizacio´n uf − isf fue realizada.
Basa´ndose en las expresiones originales, se calculo´ la matriz uf − isf con la expresio´n 4-2
donde: N es el nu´mero de sesiones; sfu es la frecuencia de una URL; ufu,s es la frecuencia
de una u en una sesio´n web s; isfu es la frecuencia de la URL u escalada con N (expresio´n
4-1); y uf − isfu,s es el peso uf − isf para la URL u en la sesio´n s. Esta aproximacio´n es u´til
porque uf − isfu,s asigna pesos altos a las u si tienen una alta frecuencia en pocas sesiones
s (agrega´ndole relevancia a estas URL), bajo peso cuando la frecuencia de u es baja en s u
ocurre en muchas de estas, y el peso ma´s bajo cuando u ocurre en pra´cticamente todas las
s [55].
isfu = log
N
sfu
(4-1)
uf − isfu,s = ufu,s × isfu (4-2)
2Top-Level Domain, dominio de alto nivel en Ingle´s
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Figura 4-3.: Comparacio´n del desempen˜o deH1 yH2 vs. nu´mero de grupos para las sesiones
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4.3.2. Agrupamiento
Para encontrar los grupos ma´s representativos de las sesiones, se realizo´ un proceso de agru-
pamiento. Se escogio´ el algoritmo Bisecting K-Means, explicado en la seccio´n 2.1.2, pa´g. 12,
por sus buenos resultados con matrices de documentos tf − idf [73], utilizando las medidas
de validacio´n H1 y H2 (ampliados en la seccio´n 2.1.2, pa´gina 15) ya que involucran medidas
tanto intracluster como intercluster.
La escogencia del para´metro k se baso´ en la comparacio´n de las pendientes para cada una
de las medidas de rendimiento, y el ı´ndice de validacio´n Davies-Bouldin (ver seccio´n 2.1.2,
pa´g. 16). Para la medida de rendimiento, en la figura 4-3 se puede observar un codo cerca de
k = 30, donde H2 supera a H1. Tambie´n, observando el ı´ndice de validacio´n Davies-Bouldin
en la figura 4-4, cerca de k = 30 muestra el resultado ma´s bajo para H2, lo que sugiere ser
una mejor solucio´n de agrupamiento en te´rminos de separacio´n y compactacio´n que H1 para
este para´metro.
Un resumen de las URL por cluster puede observarse en la tabla 4-1. All´ı se presenta el
identificador del grupo, con el nu´mero de URL de cada uno, y se incluye una descripcio´n
general de las categor´ıas de estas pa´ginas web de acuerdo a la siguiente codificacio´n: 1.en-
tretenimiento; 2.correo electro´nico; 3.noticias; 4.software; 5.banca; 6.educacio´n; 7.anuncios;
8.adultos; 9.gobierno.
Tabla 4-1.: Resumen de resultados de agrupamiento para sesiones web
cid (taman˜o) Pa´ginas web descriptivas y participacio´n en el centroide del cluster Categor´ıas
0 (1516) rcn.tutopia.com 99.9 % 1
1 (18498) facebook.com 99.7 %, mail.live.com 0.1 % 1,2
2 (1356) music.yahoo.com 99.7 %, messenger.yahoo.com 0.1 %, insider.msg.yahoo.com 0.1 % 1
3 (2231) wradio.com.co 99.7 %, caracol.com.co 0.1 %, eltiempo.com 0.1 % 3
4 (2733) caracol.com.co 99.5 %, eltiempo.com 0.3 % 4
5 (31019) mail.google.com 99.8 %, facebook.com 0.1 % 1,2
6 (2498) noticias.es.msn.com 99.5 %, facebook.com 0.2 %, mail.live.com 0.1 %, runonce.msn.com 0.1 % 1,3,4
7 (7335) ebuddy.com 99.0 %, facebook.com 0.5 %, mail.live.com 0.2 % 1,2
8 (15971) mail.live.com 99.4 %, facebook.com 0.5 % 1,2
9 (2255) grupobancolombia.com 99.2 %, facebook.com 0.2 %, eltiempo.com 0.2 % 1,3,5
10 (2978) elmundo.es 96.1 %, elmundo.reverso.net 3.4 %, facebook.com 0.2 % 1,3
11 (16905) eltiempo.com 99.6 %, facebook.com 0.1 %, vive.in 0.1 % 1,3
12 (9978) agenciadenoticias.unal.edu.co 58.0 %, unal.edu.co 40.0 %, unwebmail.unal.edu.co 1.2 % 2,3
13 (7710) runonce.msn.com 97.1 %, facebook.com 0.9 %, mail.live.com 0.7 %, wikipedia.org 0.5 % 1,2,4,6
14 (8704) facebook.com 97.8 %, 9b8442e2.fb.joyent.us 0.3 %, messengerfx.com 0.2 %, mail.yahoo.com
0.2 %
1,2
15 (5104) senavirtual.edu.co 89.4 %, mail.google.com 9.1 %, ed201us2sena.engdis.com 0.5 % 2,6
16 (9075) sciencedirect.com 84.0 %, sonico.com 7.9 %, clcbio.com 4.1 %, facebook.com 2.8 % 1,6
17 (8866) computrabajo.com.co 28.6 %, ovid.com 26.7 %, tucarro.com 22.8 %, visa.com.co 11.6 %, el-
tiempo.com 8.9 %
3,5,6,7
18 (2542) tagged.com 32.1 %, 9b8442e2.fb.joyent.us 18.6 %, sexyono.com 13.1 %, ademails.com 11.5 %,
eluniversal.com.co 8.4 %, facebook.com 3.8 %, voteyourteam.com 1.9 %, mdigitalplus.com
1.9 %, facebook.rockyou.com 1.9 %, azlyrics.com 1.4 %, gusanito.com 1.0 %
1,2,8
19 (4687) mail.live.com 66.2 %, spaces.live.com 8.3 %, c.services.spaces.live.com 8.3 %, flyordie.com
4.0 %, mail.lycos.com 3.5 %, feeds.feedburner.com 2.8 %, fulltono.com 1.6 %, fosyga.gov.co
1.0 %
1,2,10
Continu´a en la siguiente pa´gina
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Tabla 4-1 – continuacio´n de la pa´gina anterior
cid (taman˜o) Pa´ginas web descriptivas y participacio´n en el centroide del cluster Categor´ıas
20 (9346) portafolio.com.co 12.2 %, contraloriagen.gov.co 10.7 %, bbva.com.co 9.9 %, nlm.nih.gov 7.5 %,
office.microsoft.com 7.1 %, cd.uefa.com 5.2 %, mineducacion.gov.co 5.0 %, colciencias.gov.co
4.1 %, gestion.fundacioncarolina.es 3.8 %, nature.com 3.6 %, procuraduria.gov.co 3.2 %, pa-
ginasamarillas.com 2.6 %, 899laclasica.com 2.5 %, arqhys.com 2.1 %, contratos.gov.co 2.0 %,
ees.elsevier.com 2.0 %, misabueso.com 1.9 %, bumeran.com.co 1.9 %, imprenta.gov.co 1.8 %,
977music.com 1.4 %
3,4,5,6,7,9
21 (10269) megaupload.com 9.9 %, secure-uk.imrworldwide.com 9.0 %, tropicanafm.com 8.0 %,
los40.com.co 7.2 %, webmessenger.msn.com 4.8 %, taringa.net 4.5 %, google.com 4.1 %,
softonic.net 4.0 %, mediafire.com 3.7 %, startvg.com 3.0 %, latam.msn.com 3.0 %, mailx-
mail.com 2.8 %, futbolred.com 2.6 %, powerpoints.org 2.3 %, jugarjuegos.com 2.2 %,
images.taringa.net 2.1 %, sia.unal.edu.co 1.6 %, canalcaracol.com 1.6 %, cl.nspmotion.com
1.6 %, idrd.gov.co 1.5 %, links.traffyc.com 1.5 %, los40.com.co 1.4 %, fincaraiz.com.co 1.2 %,
who.int 1.2 %, www1.sia.unal.edu.co 1.0 % 0.0 %
1,6,7,9
22 (15792) radioactiva.com 30.1 %, microsoft.com 12.5 %, buscon.rae.es 10.1 %, pages.etology.com
7.0 %, elpais.com 6.8 %, symantec.com 5.1 %, publi.medialoopsa.com 3.4 %, curricu-
lum.netacad.net 3.0 %, gestiopolis.com 2.5 %, pamplonita.colciencias.gov.co:8081 2.5 %, mes-
sengerfx.com 1.9 %, unadvirtual.org 1.8 %, caracolradio.com 1.4 %, universia.net.co 1.4 %,
campus.virtual.unal.edu.co 1.3 %, email.terra.com 1.2 %, telesurtv.net 1.2 %, srv.etology.com
1.0 %
1,3,4,6,9
23 (18169) wikipedia.org 27.6 %, javeriana.edu.co 4.3 %, lablaa.org 4.2 %, juegos.com 4.2 %, ban-
rep.gov.co 4.2 %, geocities.com 3.9 %, jstor.org 2.8 %, msn.com 2.5 %, soho.com.co
2.4 %, bvc.com.co 2.2 %, emagister.com 2.1 %, sparta.javeriana.edu.co 2.1 %, ofertaeducati-
va.sena.edu.co 1.7 %, disneylatino.com 1.5 %
1,5,6,8
24 (15216) fna.gov.co 13.6 %, horalegal.sic.gov.co 9.4 %, c.microsoft.com 9.3 %, elempleo.com 8.9 %, caal-
dana.googlepages.com 6.3 %, udistrital.edu.co 6.1 %, hattrick.org 5.1 %, tigo.com.co 4.7 %,
acs.org 3.6 %, chat-co.terra.com.co 3.4 %, ed201us2sena.engdis.com 3.0 %, vive.in 2.8 %, me-
trocuadrado.com 2.6 %, adobe.com 2.4 %, mail.yahoo.com 2.1 %, cambio.com.co 1.9 %, laguia-
clasificados.com.co 1.3 %, cienciadelainformacion.edu.co 1.3 %, update.microsoft.com 1.3 %,
zonajobs.com.co 1.2 %, icfesinteractivo.gov.co 1.2 %, motor.com.co 1.1 %, 168.176.160.49:8082
1.0 %
1,2,3,4,6,7,9
25 (16288) fao.org 9.4 %, java.sun.com 7.4 %, mundoanuncio.com 6.8 %, dereto.com.co 5.4 %, usua-
rios.lycos.es 3.0 %, ieeexplore.ieee.org 2.8 %, fingame5.mcgraw-hill.com 2.0 %, wikilear-
ning.com 1.8 %, cundinamarca.gov.co 1.7 %, ucm.es 1.6 %, postales.sonico.com 1.4 %, li-
brary.blackboard.com 1.2 %, igac.gov.co 1.1 %, mail.tutopia.com 1.1 %, aplica.ccb.org.co
1.0 %, uv.es 1.0 %
1,2,4,6
26 (15239) rincondelvago.com 52.4 %, ciclovia.freeforums.org 1.9 %, wordreference.com 1.7 %, monogra-
fias.com 1.4 %, foros.emagister.com 1.1 %, es.geocities.com 1.0 %
1,6
27 (20409) hp.com 23.1 %, proyectocid.emzac.com 6.4 %, musica.com 2.7 %, dell.com 2.7 %,
co.despegar.com 2.7 %, uniandes.edu.co 2.7 %, scielo.org.co 2.1 %, colombiaaprende.edu.co
1.9 %, notinet.com.co 1.9 %
3,4,6
28 (16000) ratings.lycos.com 7.3 %, minijuegos.com 3.9 %, dg.specificclick.net 3.2 %, osdir.com 2.9 %,
superguarras.com 2.6 %, avianca.com 2.1 %, muyzorras.com 2.1 %, ica.gov.co 1.8 %,
umng.edu.co 1.8 %, apple.com 1.6 %, angelfire.com 1.4 %, biblored.org.co 1.0 %
1,4,6,8
29 (29802) 200.31.19.222 9.9 %, springerlink.com 9.6 %, 200.26.128.174:8080 4.9 %, hjck.com 2.6 %,
loc.gov 2.0 %, mincomercio.gov.co 2.0 %, perso.wanadoo.es 1.9 %, hispavista.com 1.8 %
1,6,9
4.3.3. Reglas de asociacio´n
Para realizar y utilizar una descripcio´n de los grupos en el modelo de recomendacio´n, se
llevo´ a cabo el proceso de extraccio´n de reglas de asociacio´n para cada cluster. El algoritmo
Apriori, descrito en la seccio´n 2.1.1, pa´g. 8, fue empleado [2, 3] porque su complejidad fue
suficiente para el taman˜o de los datos de cada cluster, y por su alto impacto en la comunidad
acade´mica [80, 39, 40].
El modelo de reglas de asociacio´n fue generado utilizando como entrada el modelo de agru-
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pamiento creado en la seccio´n 4.3.2, pa´g. 57; se configuro´ para extraer reglas con un soporte
de mı´nino 0,1 %, una confianza de 80 % y una longitud mı´nima de la regla de dos ı´tems.
Estos valores se escogieron por el alto nu´mero de pa´ginas web distribu´ıdas en las sesiones
web, lo que hace dif´ıcil encontrar grupos de URL entre ellos, as´ı que incluso una regla con
soporte de tres sesiones es valiosa para describir un grupo.
En la tabla 4-2 se muestran algunas de las reglas de asociacio´n generadas por los 30 grupos
de sesiones. En la segunda columna de esta tabla, acompan˜ando a cada regla, se encuentran
tres nu´meros entre pare´ntesis, en el siguiente formato: (A %,B,C %) donde: A es el soporte
relativo del antecedente de la regla como porcentaje, B es el soporte absoluto del cuerpo de
la regla (nu´mero de reglas que cumplen con el soporte), y C es la confianza de la regla como
porcentaje. De los ejemplos mostrados se pueden interpretar las reglas de los grupos: 2 y
3, donde se relacionan con temas acade´micos; 6, donde se relaciona un sitio de descarga de
mu´sica con un sitio de descarga de software; 7, donde se presenta una regla que implica un
sitio de soporte te´cnico basado en otro; 10, donde se presenta una regla basada en el sitio del
banco de la repu´blica basado en un sitio de arquitectura; 15, donde hay reglas relacionadas
con el sector financiero; y 25, donde se encontraron reglas basadas en sitios de educacio´n y
gobierno.
Tabla 4-2.: Ejemplos de reglas de asociacio´n por cluster de sesiones
Id del cluster Reglas de asociacio´n
0 agriculturasensitiva.com ← kitiara.org (0.2 %, 11, 100.0 %); agriculturasensitiva.com ← avaxsphe-
re.com (0.3 %, 14, 100.0 %); agriculturasensitiva.com ← conclase.net (0.4 %, 21, 100.0 %)
1 space.unibe.ch ← indianscientificinstrument.com (2.5 %, 21, 100.0 %); space.unibe.ch ← tusolucion-
legal.com redaepa.org.ar (0.5 %, 4, 100.0 %); space.unibe.ch ← latinartmuseum.com agriculturasen-
sitiva.com (0.5 %, 4, 100.0 %)
2 conclase.net← esesuba.gov.co (0.2 %, 5, 100.0 %); conclase.net← col.ops-oms.org (0.1 %, 4, 100.0 %);
conclase.net ← gobiernodecanarias.org agriculturasensitiva.com (0.1 %, 4, 100.0 %)
3 cs.utah.edu ← latinartmuseum.com (1.5 %, 11, 100.0 %); cs.utah.edu ← libreriaproteo.es (1.2 %, 9,
100.0 %); cs.utah.edu ← conclase.net bioestadistica.uma.es (0.3 %, 2, 100.0 %); chemicool.com ←
merriam-webster.com cs.utah.edu (0.3 %, 2, 100.0 %)
4 banrep.gov.co ← galeon.com betterhealthcentre.com paypopup.com (0.1 %, 2, 100.0 %); paypo-
pup.com ← businesscol.com (0.7 %, 10, 100.0 %); paypopup.com ← virtualexito.com (0.6 %, 9,
100.0 %)
5 col.ops-oms.org ← trucoteca.com (0.6 %, 5, 100.0 %); col.ops-oms.org ← kubuntu.org (0.7 %, 6,
100.0 %); emusic.com ← ufrj.br col.ops-oms.org (0.2 %, 2, 100.0 %)
6 emusic.com ← softpedia.com (0.3 %, 3, 100.0 %); emusic.com ← powerteam.com.co (0.3 %, 3,
100.0 %); emusic.com ← tecnun.es (0.3 %, 3, 100.0 %)
7 ais.gov.co ← chemicool.com merriam-webster.com gusanito.com unesco.org (0.2 %, 2, 100.0 %); tru-
coteca.com ← daniweb.com (0.5 %, 5, 100.0 %); ais.gov.co ← visionlearning.com (0.3 %, 3, 100.0 %)
8 chemicool.com←museonacional.gov.co (0.1 %, 3, 100.0 %); portlandpress.com← electronicsforu.com
chemicool.com (0.2 %, 5, 100.0 %); chemicool.com ← wholefoodsmarket.com (0.5 %, 11, 90.9 %)
9 univision.com ← baeblemusic.com farlex.com (0.5 %, 6, 100.0 %); farlex.com ← iussp.org (0.3 %,
4, 100.0 %); images.publicidad.net ← ictregulationtoolkit.org farlex.com univision.com (0.3 %, 4,
100.0 %)
10 banrep.gov.co ← qsl.net (0.2 %, 5, 100.0 %); banrep.gov.co ← arqhys.com (0.2 %, 5, 100.0 %); ban-
rep.gov.co ← oviedo.es (0.1 %, 3, 100.0 %)
11 kget.com ← usergioarboleda.edu.co (0.2 %, 5, 100.0 %); kget.com ← masmasculino.com (0.2 %, 5,
100.0 %); kget.com ← comunidad-ola.com (0.2 %, 7, 85.7 %)
Continu´a en la siguiente pa´gina
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Tabla 4-2 – continuacio´n de la pa´gina anterior
Id del cluster Reglas de asociacio´n
12 paginasprodigy.com ← genycell.com (0.2 %, 6, 100.0 %); avaxsphere.com ← cadenamelodia.com
(0.1 %, 3, 100.0 %); agriculturasensitiva.com ← ciget.pinar.cu (0.3 %, 8, 87.5 %)
13 agriculturasensitiva.com ← creatuforo.com (0.2 %, 5, 100.0 %); agriculturasensitiva.com ←
hcdsc.gov.ar (0.1 %, 3, 100.0 %); agriculturasensitiva.com ← tldp.org (0.2 %, 5, 100.0 %)
14 nl.linux.org ← deportesadictos.com (0.4 %, 7, 100.0 %); skyrock.com ← edilsys.com laguia2000.com
(0.1 %, 2, 100.0 %); escuelaing.edu.co ← serbi.ula.ve (0.3 %, 6, 83.3 %)
15 porvenir.com.co ← data-fortress.com baeblemusic.com (0.2 %, 4, 100.0 %); corfinsura.com ← bhsa-
lud.com (0.3 %, 8, 100.0 %); mysql.com ← paralink.com (0.3 %, 7, 85.7 %)
16 ferratermora.com ← mhra.gov.uk mediosmedios.com.ar (0.2 %, 5, 80.0 %); lycos.es ← cricyt.edu.ar
terra.com.co (0.2 %, 6, 100.0 %); mediosmedios.com.ar ← gobiernodecanarias.org sahta.com (0.3 %,
10, 90.0 %)
17 ferratermora.com ← deremate.com.ar agriculturasensitiva.com agriculturasensitiva.com (0.1 %, 3,
100.0 %); mediosmedios.com.ar ← gobiernodecanarias.org ferratermora.com latinartmuseum.com
(0.2 %, 5, 80.0 %); latinartmuseum.com← deremate.com.ar gobiernodecanarias.org ferratermora.com
(0.1 %, 4, 100.0 %)
18 wholefoodsmarket.com ← scielo.br (0.2 %, 8, 87.5 %); motortrend.com ← ambosmedios.com imr-
worldwide.com (0.3 %, 15, 93.3 %); bioinfo.pl ← bcn.fjmiro.cat (0.1 %, 6, 83.3 %)
19 bioinfo.pl ← terra.com.co bcn.fjmiro.cat (0.1 %, 7, 100.0 %); gradiva.com.br ← grupoaviatur.com
(0.2 %, 12, 100.0 %); virtualexito.com ← maristasourense.com (0.2 %, 11, 81.8 %)
20 blackboard.com ← curaduria5.com (0.2 %, 9, 100.0 %); smm.org.mx ← untumbes.edu.pe (0.2 %, 14,
100.0 %); escet.urjc.es ← libreriaproteo.es smm.org.mx (0.1 %, 6, 100.0 %)
21 ru.ac.za ← gnugeneration.com (0.1 %, 8, 87.5 %); dfilm.com ← informe.com (0.3 %, 15, 100.0 %);
ru.ac.za ← upc.edu (0.2 %, 11, 81.8 %); coimce.com ← clevelandclinic.org (0.1 %, 7, 100.0 %)
22 melodysoft.com ← elcolador.com (0.1 %, 10, 100.0 %); uncoma.edu.ar ← inciarco.com (0.1 %, 7,
100.0 %); portlandpress.com ← electronicsforu.com chemicool.com (0.2 %, 11, 100.0 %)
23 acciontrabajo.es← articulosinformativos.com.mx radioacktiva.com (0.1 %, 10, 80.0 %); inmagine.com
← mdigitalplus.com (0.2 %, 13, 92.3 %); geog.leeds.ac.uk ← aps.uoguelph.ca (0.2 %, 11, 100.0 %)
24 omega.com← thescripts.com (0.1 %, 8, omega.com.0 %); inf-cr.uclm.es← geolab.unc.edu (0.2 %, 12,
83.3 %); redaepa.org.ar ← fqt.izt.uam.mx (0.2 %, 17, 88.2 %)
25 schenck-usa.com← ub.edu (0.1 %, 12, 83.3 %); uamcav.uat.edu.mx← media-convert.com (0.1 %, 11,
90.9 %); westerndigital.com ← unf.edu (0.1 %, 11, 100.0 %); minambiente.gov.co ← nelson.wisc.edu
(0.4 %, 29, 93.1 %)
26 e-frontier.com ← boladedragon.com (0.1 %, 12, 100.0 %); renacersantaclara.org ← neuereligion.de
(0.1 %, 12, 91.7 %); cals.ncsu.edu ← byu.edu (0.2 %, 17, 100.0 %)
27 motostitania.com ← churchillhouse.com (0.2 %, 15, 100.0 %); ceresagriculturaorganica.com ← pave-
gruyeres.ch (0.1 %, 7, 100.0 %); springerlink.com ← sitesmexico.com (0.2 %, 12, 100.0 %)
28 ilsa.org.co ← citytv.com.co (0.1 %, 11, 100.0 %); ilsa.org.co ← ecovisiones.cl (0.1 %, 10, 100.0 %);
ilsa.org.co ← sateliteinfos.com softdownload.org (0.2 %, 16, 100.0 %)
29 apple.com ← fna.gov.co environmentalsensors.com (0.2 %, 23, 95.7 %)
4.4. Mo´dulo en l´ınea
En la figura 4-5 se muestra la estrategia de recomendacio´n. Este modelo toma las URL de una
sesio´n de navegacio´n en curso como un vector utilizando el modelo de espacio vectorial, de
acuerdo al modelo uf − isf generado en el mo´dulo fuera de l´ınea (seccio´n 4.3.1, pa´gina 55);
luego los grupos ma´s cercanos (del proceso de clustering web) son encontrados utilizando
la similitud entre el vector de navegacio´n y cada centroide. Finalmente, las mejores sesiones
representativas de cada grupo son seleccionadas como recomendacio´n, calculando la similitud
coseno entre el vector de navegacio´n y todas las sesiones de ese grupo, y para los antecedentes
de las reglas encontrados en el proceso de extraccio´n de reglas de asociacio´n.
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Figura 4-5.: Proceso de recomendacio´n con uso web.
4.4.1. Recomendador utilizando agrupamiento
Para el algoritmo 8 se define: P como un conjunto de pa´ginas web extra´ıdos de un log ;
pn como un subconjunto de pa´ginas web (expresio´n 4-3); N = ‖P‖ es el nu´mero total de
pa´ginas web del conjunto de datos; S es el conjunto de las sesiones de uso web extra´ıdas
del log de navegacio´n; sm es una sesio´n perteneciente a este conjunto (expresio´n 4-4); C el
conjunto que contiene los cluster Cn de sesiones web, donde cada uno es un subconjunto de
las sesiones que se han definido e identificado por un prototipo cn compuesto por pa´ginas web
(expresio´n 4-5). Como entrada se requiere la matriz de sesiones en formato tf-idf generada
por el mo´dulo fuera de l´ınea para la funcio´n convertir sesion(·) y los cluster C. Para generar
recomendaciones, el algoritmo toma la secuencia de URL de consulta y el nu´mero de resultados
que sera´n mostrados como entradas. Un esquema del recomendador se muestra en la figura
4-5.
P = {p1, p2, . . . , pn} (4-3)
S = {s1, s2, . . . , sm} | sm ⊆ P (4-4)
C = {C1, C2, . . . , Cn},∀Cn∃cn | Cn ⊆ S ∧ cn ⊆ P (4-5)
El preprocesamiento de la sesio´n de consulta consiste en tomar la sesio´n de navegacio´n del
usuario, extraer las URL, reducirlas a su primer nivel y convertirlas a un vector de te´rminos.
Para ello, en el algoritmo 8 en la l´ınea 2 se utiliza la funcio´n convertir sesion(·).
La seleccio´n del grupo al cual podr´ıa pertenecer la sesio´n de navegacio´n en curso se realiza
utilizando el vector representativo o centroide ci de cada uno de los cluster de la solucio´n de
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Algorithm 8 Recomendador de uso web utilizando agrupamiento.
1: procedimiento SeleccionarCluster(url: Lista)
2: sq ⇐ convertir sesion(url) | sq = {p1, p2, · · · , pn}, pn ∈ P
3: mejor centroide⇐ ninguno
4: computo⇐ 0
5: para ci ∈ C hacer
6: si Jaccard(sq, ci) > computo entonces
7: computo⇐ Jaccard(sq, ci)
8: mejor centroide⇐ ci
9: fin si
10: fin para
11: retornar mejor centroide
12: fin procedimiento
13: procedimiento RecomendarSesiones(url: Lista, n)
14: Ci ⇐ Cluster(SeleccionarCluster(url)
15: x: diccionario
16: para sj ∈ Ci hacer
17: x[Coseno(sj, sq)]⇐ sj
18: fin para
19: z = OrdenarResultados(n, x) . Procedimiento definido en el algoritmo 7, pa´g. 45
20: retornar z
21: fin procedimiento
agrupamiento, y se realiza una comparacio´n con la representacio´n vectorial para encontrar
el prototipo con la mejor similitud (l´ıneas 4-9). El mejor grupo encontrado y su respectivo
ca´lculo de similitud se almacenan en las variables mejor centroide y computo.
4.4.2. Recomendador enriquecido con reglas de asociacio´n que
describen los grupos
El recomendador con reglas de asociacio´n se basa en el antecedente de las reglas extra´ıdas
de los grupos de sesiones web, para encontrar los mejores candidatos para recomendar. En
el algoritmo 9 se utilizan conceptos de P , pn, N , S, sm, C, Cn y SeleccionarCluster(·)
planteados en la seccio´n 4.4.1. Se define tambie´n: rm = {ram, rcm} ∈ Rn | ram, rcm ⊂ P como
una regla de asociacio´n pertenenciente a las reglas de asociacio´n Rn extra´ıdas del cluster Cn;
rm a su vez esta´ compuesto por dos partes: el antecente (o la cola de una regla de asociacio´n,
ram) y el consecuente (o la cabeza de una regla de asociacio´n, r
c
m), ambos subconjuntos de las
pa´ginas web P . El desarrollo del algoritmo de recomendacio´n es como sigue a continuacio´n:
en la l´ınea 2 se hace la seleccio´n del cluster de acuerdo a las URL de la sesio´n actual de usuario,
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utilizando el prototipo con la medida de similitud de Jaccard (explicado en la seccio´n 2-13,
pa´g. 11), como esta´ definido en SeleccionarCluster(·) (en el algoritmo 8); en la l´ınea 3 se
define un diccionario x, para almacenar como llave el co´mputo de la similitud coseno entre las
URL de la sesio´n actual y las URL del antecedente rai , de cada una de las reglas ri pertenecientes
al grupo de reglas de sesiones Ri (extra´ıdas del cluster Ci seleccionado en el paso anterior).
Luego son escogidas los antecedentes rai ma´s cercanos y con ellos las pa´ginas web de sus
respectivos consecuentes rci ; en las l´ıneas 4-6 se hace el co´mputo de la similitud coseno entre
el antecedente de las reglas y la sesio´n de consulta, y cada uno de estos valores se almacena
en el diccionario x definido en la l´ınea 3; para finalizar, en las l´ıneas 7-11 se ordenan los
valores de las similitudes y se escogen sus mejores valores, es decir, los consecuentes de las
reglas de asociacio´n que sera´n recomendaciones para la consulta sq dado el grupo al que fue
asignado.
Algorithm 9 Recomendador extendido con reglas de asociacio´n que describen los grupos.
1: procedimiento RecomendarSesiones(url: Lista, numero resultados)
2: Ci ⇐ Cluster(SeleccionarCluster(url,numero resultados)) . Procedimiento
definido en el algoritmo 8, pa´g. 62.
3: x: diccionario
4: para raij ∈ Ri hacer
5: x[Coseno(raij, sq)]⇐ rcij
6: fin para
7: z :Lista
8: y ⇐ ordenar(x.valores())
9: para yj ∈ y hacer
10: z[j]⇐ x[yj]
11: fin para
12: retornar z
13: fin procedimiento
4.4.3. Seleccio´n de recomendaciones
Las sesiones web esta´n compuestas por un conjunto de pa´ginas web, cuya longitud depende
del para´metro τ que se haya fijado para generarlas. Si se escoje un nu´mero m de sesiones
web para recomendar, cada una con un taman˜o tm, el nu´mero de pa´ginas web recomendadas
sera´ m × tm. Con esta sencilla operacio´n se quiere hacer claridad en que los elementos n
de recomendaciones que el usuario tendra´ para escoger ira´ ma´s alla´ de su capacidad para
procesar informacio´n; por ello es necesario limitar estos resultados al nu´mero ma´gico 7 ± 2
[58]. Por lo anterior, la seleccio´n de las pa´ginas web adopta la siguiente estrategia: se escogen
pa´ginas web candidatas Pc de acuerdo al criterio de similitud coseno entre la sesio´n de
consulta sq y los elementos del mejor grupo seleccionado sj ∈ Ci, y la similitud coseno entre
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la sesio´n de consulta sq y los antecedentes r
a
m ∈ Rm del mejor cluster ; se unen los grupos
de las pa´ginas web candidatas de forma que no existan elementos repetidos; se seleccionan
las pa´ginas web Qc ∈ Pc cuya URL tenga la mejor similitud lexicogra´fica respecto a sq; de
forma aleatoria, se alterna entre Qc y Pc y se escoge un elemento a la vez, hasta completar
el set de recomendacio´n de taman˜o n. Con el anterior procedimiento se garantiza que: las
recomendaciones posean elementos cuyas URL tengan similitud por el texto que aparece all´ı,
pues sus dominios en general contienen palabras que hacen referencia al contenido de la
pa´gina web; y que adema´s exista la posibilidad de recomendar pa´ginas web cuyo contenido
puede ser interesante para el usuario pero no necesariamente se describe en la URL de la
pa´gina web.
4.5. Validacio´n del modelo
La validacio´n de este modelo siguio´ los mismos lineamientos en cuanto a una evaluacio´n
expl´ıcita, con una prueba de laboratorio, y recogiendo la opinio´n de los usuarios a trave´s
de una encuesta, como se realizo para el modelo de recomendacio´n basado en contenido
explicado en la seccio´n 3.5, pa´g. 47. Las sesiones web escogidas para evaluar el sistema se
extrajeron del conjunto de datos. Antes de realizar el agrupamiento de las sesiones web, se
escogieron al azar 2000 sesiones web, que fueron separadas del conjunto de datos; estas sesio-
nes fueron luego utilizadas para que el sistema generara recomendaciones y se seleccionaron
posteriormente 5 de estas que fueron entregados a los encuestados, junto con preguntas que
evalu´an la relevancia de las recomendaciones. Las preguntas, junto con los objetivos de cada
una de ellas en la encuesta se muestra a continuacio´n:
Objetivo 1 Evaluar el grado de relacio´n entre el texto de la URL de las sesiones de consulta.
Pregunta ¿Co´mo califica el grado de relacio´n en cuanto a la URL entre las pa´ginas web de
las sesiones de consulta?
Objetivo 2 Evaluar el grado de relacio´n entre el texto de la URL de las pa´ginas web reco-
mendadas.
Pregunta ¿Co´mo califica el grado de relacio´n en cuanto a la URL entre las pa´ginas web de
la recomendacio´n?
Objetivo 3 Evaluar el grado de relacio´n que existe entre el texto de las URL de las consultas
con el texto de la URL de las pa´ginas web recomendadas.
Pregunta Teniendo en cuenta las pa´ginas web de la consulta y la recomendacio´n, ¿Co´mo
califica la relacio´n que hay entre el texto de la direccio´n web o URL de las pa´ginas web
de consulta y las pa´ginas web de la recomendacio´n?
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Ge´nero Nivel de educacio´n Ocupacio´n principal Me´todo def. tema texto
Masculino 80.65 % Bachiller 19.35 % Empleado 61.29 % Leer prim. oracio´n 0 %
Femenino 19.35 % Te´cnico 32.26 % Independiente 22.58 % Leer prim. Pa´rrafo 29.03 %
Otro 0 % Profesional 41.94 % Desempleado 0 % Leer texto completo 45.16 %
Otro 6.45 Hogar 0 % Buscar pal. comunes 25.81 %
Estudiante 16.13 % Otro 0 %
Tabla 4-3.: Ge´nero, nivel de educacio´n, ocupacio´n principal y me´todo de definicio´n de tema
de texto de los encuestados.
Uso diario de Internet Propo´sitos de navegacio´n Capacidad de navegacio´n de Internet
No lo usa 0 % Buscar Informacio´n 77.42 % Excelente 74.19 %
0 - 3 h 17.24 % Noticias 87.10 % Buena 25.80 %
4 - 6 h 31.03 % Entretenimiento 90.32 Regular 0 %
6 - 9 h 41.38 % Trabajo 93.55 % Mala 0 %
10 - 12 h 10.34 % Estudio 41.94 % Pe´sima 0 %
Tabla 4-4.: Uso de Internet, propo´sitos y capacidad de navegacio´n en Internet de los
encuestados.
Calificacio´n
Relacio´n URL Relacio´n de contenido
x¯ σ % x¯ σ %
Excelente 1.67 5.38 2.17 2.17 2.14 6.99
Buena 10.17 5.95 32.8 11.17 4.54 36.02
Regular 12 4 38.71 10 3.35 32.26
Mala 5.5 3.62 17.74 5.83 5.04 18.82
Pe´sima 1.67 1.37 5.38 1.83 1.17 5.91
Tabla 4-5.: Promedios de la calificacio´n de los usuarios de la relacio´n de la URL y el contenido
de las sesiones de consulta.
Calificacio´n
Relacio´n URL Relacio´n de contenido
x¯ σ % x¯ σ %
Excelente 0.83 0.98 3.27 1 0.63 3.23
Buena 5.67 3.83 22.22 8.17 7.14 26.34
Regular 10.83 6.43 42.48 12 4.82 38.71
Mala 6.33 4.72 24.84 6.83 3.92 22.04
Pe´sima 1.83 2.23 7.19 3 2.28 9.68
Tabla 4-6.: Promedios de la calificacio´n de los usuarios de la relacio´n de la URL y el contenido
de las sesiones de recomendacio´n.
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Calificacio´n
Relacio´n URL Relacio´n de contenido
x¯ σ % x¯ σ %
Excelente 0.33 0.52 1.08 1 1.1 3.23
Buena 8.5 3.73 27.42 7 5.83 22.58
Regular 13 4.69 41.94 13 4.98 41.94
Mala 7.5 4.46 24.19 7.83 3.54 25.27
Pe´sima 1.67 1.97 5.38 2.17 2.64 6.99
Tabla 4-7.: Promedios de la calificacio´n de los usuarios de la relacio´n de la URL y el contenido
de las sesiones de consulta con las de recomendacio´n.
Al encuestado se le pregunta por pa´ginas web para referirse a las URL de consulta y de
recomendacio´n. La consulta pod´ıa ser respondida utilizando una escala de 1-5, al cual se
le asignan los siguientes valores: 5. Excelente, 4. Buena, 3. Regular, 2. Mala, 1. Pe´sima.
Al igual que con el recomendador por contenido, con este recomendador se publicaron las
preguntas en Internet (ver detalles en la seccio´n 3.5, pa´gina 47). Se aplicaron 76 encuestas,
de las cuales 31 se encontraban completas y con la pregunta de verificacio´n correctamente
respondida (para descartar que la consulta no se respondio´ al azar), obteniendo una tasa de
aceptacio´n del 40,7 %. El promedio de edad de los encuestados fue de 30 an˜os (σ = 7,48).
Los detalles demogra´ficos de la poblacio´n encuestada pueden observarse en las tablas 4-3 y
4-4.
Los resultados de las consultas se promediaron de tal forma que se pueda tener una califica-
cio´n global para cada uno de los aspectos del recomendador. En la tabla 4-5 se muestran los
resultados referentes a las caracter´ısticas de las sesiones que se utilizaron como entrada en el
recomendador; en la tabla 4-6 se califican los aspectos de las recomendaciones, mientras que
en la tabla 4-7 se muestran los resultados que califican la relacio´n entre la sesio´n de consulta
y lo que se muestra como recomendacio´n. Para las preguntas de la encuesta referentes a la
validacio´n del modelo, se tiene que:
La mayor´ıa de los encuestados considera que el grado de relacio´n de las URL de las
sesiones de consulta (tercera columna de la tabla 4-5) es regular (38,71 %), mientras
que un valor cercano de usuarios dio una calificacio´n positiva sobre este mismo ı´tem
(34,97 % en la suma de las opiniones Excelente y Buena).
Las mejor calificacio´n para la relacio´n de contenido de las sesiones de consulta (sexta
columna de la tabla 4-5) es Buena, seguido con la calificacio´n Regular. Las calificacio-
nes positivas ascienden a 43,01 %, superando las calificaciones negativas (suma de los
porcentajes de los promedios para las calificaciones Mala y Pe´sima) en un 18,28 %.
Respecto a las URL de las recomendaciones, se tiene que al 42,48 % les parece que
su relacio´n es Regular. Las calificaciones positivas tienen el 25,49 % mientras que las
negativas el 32,03 % (ver 4-6, columna 3).
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La relacio´n del contenido de las recomendaciones (tabla 4-6, columna 6) se califico´ po-
sitivamente con un 29,57 %, un 38,71 % lo califico´ como Regular y el 31,72 % lo califica
de forma negativa.
La relacio´n entre las URL de las sesiones de consulta con las recomendaciones es ca-
lificada por el 41,94 % como Regular. Las calificaciones negativas llegan al 29,57 %,
mientras que las positivas son del 28,5 % (ver 4-7, columna 3).
Como se muestra en la sexta columna de la tabla 4-7, las calificaciones positivas de la
relacio´n del contenido de las sesiones de consulta con la recomendacio´n son del 25,81 %,
mientras que las negativas son del 32,26 %, y la calificacio´n regular tiene el 41,94 %.
De lo anterior se observa que las opiniones esta´n divididas respecto a la calidad de la sesio´n
de consulta (si es positiva o Regultar); si se revisan las calificaciones de las recomendaciones,
las URL son favorecidas, pero la opinio´n se segmenta entre las opiniones positivas, regula-
res y negativas; y en general, es regular la relacio´n entre las sesiones de la consulta y las
recomendaciones generadas por este modelo.
4.6. Resumen del cap´ıtulo
Este cap´ıtulo presento´ en detalle un modelo de recomendacio´n de sesiones utilizando miner´ıa
de uso. El cap´ıtulo se desarrollo´ mostrando primero un esquema general del modelo propues-
to, para despue´s detallar cada uno de sus componentes. Se arranco´ con el preprocesamiento,
que incluyo´ los procesos de limpieza, transformacio´n, almacenamiento de la informacio´n del
registro, identificacio´n del usuario y extraccio´n de sesiones de navegacio´n. Despue´s se abor-
daron los temas referentes a la extraccio´n de patrones: el agrupamiento de sesiones y la
caracterizacio´n de cada grupo utilizando reglas de asociacio´n. Se continuo´ con el mo´dulo en
l´ınea, donde se detallo´ el proceso en el que se utilizan los patrones encontrados para formular
una recomendacio´n. El cap´ıtulo finalizo´ haciendo una prueba con usuarios, que a partir de
unas sesiones de prueba, dieron su opinio´n sobre varios aspectos de las recomendaciones.
De la aplicacio´n de este modelo se puede concluir que las recomendaciones son aceptables,
solamente si existen en el grupo que se esta´ explorando, sesiones generadas por usuarios
que tengan intereses afines. Como una sesio´n de navegacio´n puede incluir varios propo´sitos
de navegacio´n, en varias oportunidades las recomendaciones mostraron pa´ginas web que no
eran pertinentes con respecto a las web de consulta.
5. Modelo de recomendacio´n h´ıbrido
En este cap´ıtulo se presenta un modelo de recomendacio´n h´ıbrido basado
en las sesiones de navegacio´n de la Universidad Nacional de Colombia. El
modelo esta´ compuesto por los recomendadores de documentos y sesiones
web estudiados en los cap´ıtulos anteriores. Se exponen varias alternativas
de hibridacio´n que son validadas con una encuesta, y luego analizadas
para seleccionar el modelo de recomendacio´n h´ıbrido mejor calificado por
los usuarios.
5.1. Introduccio´n
En los cap´ıtulos anteriores se describieron dos sistemas que formulan recomendaciones de
naturaleza diferente, basados en el conjunto de datos de la Universidad Nacional de Colombia:
el primero, fundamentado en miner´ıa de contenido web, recomienda documentos web a un
usuario con base en el texto del recurso web que esta´ leyendo; y el segundo, apoyado en
miner´ıa de uso web, saca partido a la informacio´n de las sesiones de navegacio´n del registro,
para formular ı´tems que pueden ser de intere´s a un usuario, con base en las pa´ginas web que
este ha visitado.
Este cap´ıtulo busca integrar los recomendadores de contenido y uso web presentados en
cap´ıtulos anteriores, creando un sistema de recomendacio´n h´ıbrido basado en miner´ıa web
que supere las recomendaciones que pueden generar sus componentes por separado. Se realiza
la exploracio´n de varias alternativas de hibridacio´n, que involucran elementos de la sesio´n
de navegacio´n que un usuario esta´ llevando a cabo, y co´mo esta informacio´n es utilizada
de diferente manera por los recomendadores de contenido y sesiones web para presentar
sugerencias que puedan ser de intere´s.
Las alternativas de hibridacio´n presentadas son probadas pidie´ndole a usuarios su opinio´n
sobre la calidad de las recomendaciones respecto a la sesio´n de navegacio´n de entrada. Esta
informacio´n es analizada, y con base en esto se selecciona el mejor recomendador h´ıbrido de
los explorados.
5.2. Arquitectura del modelo
La arquitectura de los modelos de recomendacio´n h´ıbridos presentados en este cap´ıtulo per-
siguen el objetivo de mejorar la calidad de la recomendacio´n de los ı´tems sugeridos respecto
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a los componentes que lo integran de forma independiente, que son: la ma´quina de recomen-
dacio´n basada en miner´ıa de contenido web, expuesta en el cap´ıtulo 3, pa´g. 31, y el sistema
de recomendacio´n basado en miner´ıa de uso web explicado en el cap´ıtulo 4, pa´g. 52.
A lo largo del cap´ıtulo se presentan cuatro propuestas de recomendadores h´ıbridos que uti-
lizan la informacio´n de la sesio´n de navegacio´n de consulta, donde se muestran diferentes
formas de utilizar sus componentes para hacer recomendacio´n. Los recomendadores son ana-
lizados, y se hacen pruebas con sesiones de navegacio´n artificales para comprobar de forma
emp´ırica cua´l de ellos es el mejor, realizando la validacio´n con usuarios. Las arquitecturas
de los recomendadores h´ıbridos presentan los siguientes elementos comunes:
Los diagramas representan las arquitecturas de recomendadores en l´ınea.
Los recomendadores de uso y de contenido se representan como una caja con un en-
granaje (por ejemplo, en la figura 5-1 la caja que se encuentra a la derecha de b○). Se
omite el desarrollo del preprocesamiento, que se explica en el cap´ıtulo 3, pa´g. 31 para
contenido y el cap´ıtulo 4, pa´g. 52 para uso web.
En todos los recomendadores h´ıbridos estudiados se presenta una letra X mayu´scula
(por ejemplo, en la figura 5-1 bajo c○) que representa una operacio´n entre conjuntos de
resultados, que bien pueden ser documentos o sesiones. Las operaciones de conjunto que
se pueden realizar son la unio´n o la interseccio´n. En los algoritmos se mostrara´ u´nica-
mente la unio´n para disponer de un conjunto de resultado no vac´ıo para las operaciones
posteriores.
Para los recomendadores que se muestran en las siguientes secciones, se maneja la siguiente
notacio´n:
Se denota dq ⊆ P como los documentos de consulta del recomendador web y sq ⊆ S
como las URL de las pa´ginas web de consulta del recomendador web. Estos hacen parte
de la sesio´n de navegacio´n en curso de un usuario.
Se define xRY como uno de los elementos que retorna una funcio´n de recomendacio´n
(RecomendarSesiones(·) o RecomendarDocumentos(·)). x puede ser un documento
(d) o las URL (s), y el sub´ındice indica que esta variable es la recomendacio´n proce-
dente del recomendador marcado por la letra encerrada en un c´ırculo en el esquema.
Por ejemplo, para el recomendador de la figura 5-1, dRb simboliza los documentos
recomendados por el recomendador de documentos del punto b○.
Los recomendadores propuestos en este cap´ıtulo se clasifican como: combinacio´n de carac-
ter´ısticas, pues estas se inyectan de una fuente para ser procesados por un recomendador
que utiliza otra fuente (recomendadores de sesiones y de documentos); y cascada, ya que
se sigue un estricto orden jera´rquico entre los recomendadores. Adema´s, el recomendador
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mostrado en la seccio´n 5.6, pa´g. 73 se clasifica como ponderado, pues las sugerencias de los
componentes h´ıbridos se combinan con una fo´rmula lineal [11].
Se omitio´ la implementacio´n de los recomendadores clasificados como: mixto, pues el intere´s
fue el mostrar sugerencias mejoradas frente a las individuales, y no recomendaciones sin
ningu´n tipo de combinacio´n; conmutada, pues all´ı se requiere de criterios espec´ıfico para
escoger entre las ma´quinas de recomendacio´n para entregar sugerencias, pero en este proyecto
se buscaba complementar un recomendador con otro; aumento de caracter´ısticas, pues se
trabaja con los recomendadores de sesiones y de documentos, sin que uno de ellos aumente
las caracter´ısticas del otro; meta-nivel, porque ninguno de los recomendadores genera un
modelo que pueda ser utilizado como entrada para otro recomendador.
5.3. Recomendador de cascada: documentos - sesiones
tiempo
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Figura 5-1.: Esquema de recomendador h´ıbrido en cascada: documentos - sesiones.
En la figura 5-1 se muestra un recomendador en cascada, donde para cada documento
de la sesio´n de navegacio´n ( a○) se obtienen documentos relacionados utilizando la funcio´n
de recomendacio´n de documentos ( b○); a los documentos luego se les realiza la operacio´n
de unio´n o interseccio´n ( c○) y las URL de este resultado se utilizan como entrada para el
recomendador de sesiones ( d○) para generar la recomendacio´n. No´tese que este recomendador
h´ıbrido no utiliza las URL de la sesio´n de consulta para generar las recomendaciones en
ninguna de sus etapas. Este recomendador se muestra en el algoritmo 10.
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Algorithm 10 Recomendador h´ıbrido en cascada: documentos - sesiones.
1: procedimiento Recomendar(sq: Lista, dq:Lista)
2: sRb, dRb:Lista
3: para d ∈ dq hacer
4: (stmp, dtmp)⇐ RecomendarDocumentos(d)
5: sRb.append(stmp)
6: dRb.append(dtmp)
7: fin para
8: retornar RecomendarSesiones(
⋃
sRb)
9: fin procedimiento
5.4. Recomendador de cascada: documentos - sesiones
usando URL de la sesio´n consulta
En la figura 5-2 se muestra una extensio´n al recomendador en cascada mencionado en la
seccio´n 5.3, donde se utiliza las URL de la sesio´n de consulta para hacer recomendaciones. En
a○ se muestra la sesio´n de navegacio´n actual, en la cual se toman los documentos web y se
usa cada uno de ellos como entrada al recomendador de documentos, de forma independiente
( b○); esta primera recomendacio´n de documentos luego se mezcla (con unio´n o interseccio´n)
en c○ y sus URL son la entrada para el recomendador de sesiones ( d○). De forma paralela,
las URL de la sesio´n de navegacio´n de a○ se utilizan como entrada para el recomendador de
sesiones de e○. Los resultados de los recomendadores de sesiones d○ y e○ se mezclan en f○
para presentar recomendaciones. Este recomendador se muestra en el algoritmo 11.
Algorithm 11 Recomendador h´ıbrido en cascada: documentos - sesiones utilizando URL de
la sesio´n consulta.
1: procedimiento Recomendar(sq: Lista, dq:Lista)
2: sRb, dRb:Lista
3: para d ∈ dq hacer
4: (stmp, dtmp)⇐ RecomendarDocumentos(d)
5: sRb.append(stmp)
6: dRb.append(dtmp)
7: fin para
8: (sRd, dRd)⇐ RecomendadorSesiones(
⋃
sRb)
9: (sRe, dRe)⇐ RecomendadorSesiones(sq)
10: retornar (sRd ∪ sRe), (dRd ∪ dRe)
11: fin procedimiento
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Figura 5-2.: Esquema de recomendador h´ıbrido en cascada: documentos - sesiones utilizan-
do URL de la sesio´n consulta.
5.5. Recomendador de cascada: sesiones - documentos
En la figura 5-3 se muestra un esquema de un recomendador h´ıbrido basado en las URL de la
sesio´n de navegacio´n de consulta para hacer cascada. De la sesio´n de navegacio´n mostrada
en a○ se toman las URL y son la entrada de un recomendador de sesiones b○; con las URL
recomendadas, se utilizan los documentos relacionados y se mezclan en c○ con los documentos
de la sesio´n de consulta (unio´n o interseccio´n) para generar recomendaciones de documentos
en d○. Este recomendador se muestra en el algoritmo 12.
Algorithm 12 Recomendador h´ıbrido en cascada: sesiones - documentos.
1: procedimiento Recomendar(sq: Lista, dq:Lista)
2: sRb, dRb:Lista
3: para d ∈ dq hacer
4: (stmp, dtmp)⇐ RecomendarSesiones(url)
5: sRb.append(stmp)
6: dRb.append(dtmp)
7: fin para
8: retornar RecomendarDocumentos(dRb ∪ dq)
9: fin procedimiento
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Figura 5-3.: Esquema de recomendador h´ıbrido en cascada: sesiones - documentos.
5.6. Recomendador de cascada: documentos - sesiones
ponderado
En la figura 5-4 se muestra el esquema de un recomendador h´ıbrido que utiliza ponderaciones
para limitar el nu´mero de elementos mostrados al usuario (ver letras W mayu´scula, en d○ y
e○). En este recomendador se utilizan los documentos de la sesio´n de navegacio´n de consulta
a○ y para cada uno se formulan ı´tems usando el recomendador de documentos ( b○); las
URL de las recomendaciones se toman y se ponderan ( c○) para luego mezclarse en f○ con
las recomendaciones de sesiones ( c○) pesadas ( e○) de las URL de la sesio´n de navegacio´n
( a○).Este recomendador se muestra en el algoritmo 13.
5.7. Validacio´n
5.7.1. Metodolog´ıa
Se realizo´ la construccio´n de sesiones de navegacio´n artificiales y se evaluo´ de forma super-
visada con usuarios que´ tan relacionados fueron las recomendaciones en contraste con la
entrada de los algoritmos. Un resumen de las sesiones de validacio´n utilizadas pueden verse
en la tabla D, pa´gina 88.
Para la evaluacio´n supervisada, se mostro´ a los consultados una encuesta que conten´ıa la
informacio´n en el siguiente orden: la sesio´n de consulta, que incluye las URL y los hiperv´ınculos
a los documentos originales, y luego las recomendaciones generadas por los recomendadores
(URL y un hiperv´ınculo al contenido original, si este esta´ disponible), seguido de una u´nica
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Figura 5-4.: Esquema del recomendador h´ıbrido en cascada: documentos - sesiones
ponderado.
Algorithm 13 Recomendador h´ıbrido en cascada: documentos - sesiones ponderado.
1: procedimiento Recomendar(sq: Lista, dq:Lista)
2: sRb, dRb:Lista
3: para d ∈ dq hacer
4: (stmp, dRb)⇐ RecomendarDocumentos(d)
5: sRb.append(stmp)
6: dRb.append(dtmp)
7: fin para
8: (sRd, dRd)⇐ Ponderar(docRb)
9: (sRc, dRc)⇐ RecomendarSesiones(sq)
10: (sRe, dRe)⇐ Ponderar(docRc)
11: retornar RecomendarDocumentos(sRe ∪ sRd), (dRe ∪ dRd)
12: fin procedimiento
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pregunta: ¿Co´mo califica las siguientes recomendaciones respecto a la navegacio´n anterior?
Las alternativas de respuesta disponibles se presentaron en una escala de 1 a 5: 5. Excelente,
4. Buena, 3. Regular, 2. Mala o 1. Pe´sima. Al igual que con el recomendador por contenido,
las preguntas de validacio´n referentes a este recomendador se publicaron en Internet (ver
seccio´n 3.5, pa´gina 47). Los usuarios calificaron todos los recomendadores propuestos en este
cap´ıtulo, con la particularidad de que el recomendador de cascada ponderado se presento´ con
dos grupos diferentes de para´metros para los pesos seleccionados de forma emp´ırica: 40 %−
60 % y 40 % − 60 %. Tambie´n se sometieron a evaluacio´n los recomendadores de sesiones
y de documentos, para evaluar si alguna de las propuestas h´ıbridas superaba en calidad
las recomendaciones de las ma´quinas de recomendacio´n individuales. Se aplicaron un total
de 100 encuestas a los usuarios a trave´s de Internet con Amazon Mechanical Turk, de las
cuales 30 cumpl´ıan con estar completamente respondidas y adicionalmente ten´ıan correcta
la respuesta a la pregunta de verificacio´n, teniendo una tasa de aceptacio´n del 30 %. El
promedio de la edad de los encuestados fue de 28 an˜os (σ = 7,03). Los detalles adicionales
de la poblacio´n encuestada se encuentran en las tablas 5-1 y 5-2.
5.7.2. Resultados
Los resultados de la evaluacio´n supervisada de los recomendadores h´ıbridos se muestran en
la tabla 5-3. All´ı se presenta, por filas, las calificaciones de los usuarios para cada uno de los
recomendadores evaluados.
La visualizacio´n de los agregados de los resultados positivos (suma de los porcentajes de la
calificacio´n Excelente y Buena), resultados intermedios o calificacio´n Regular, y calificacio-
nes negativas (suma de los porcentajes de la calificacio´n Mala y Pe´sima) se presenta en la
gra´fica 5-6. Para facilitar la visualizacio´n, cada recomendador se muestra codificado con una
letra: (A) Cascada: documentos - sesiones; (B) Cascada con URL de consulta; (C) Cascada:
sesiones - documentos; (D) Cascada ponderado: 40 - 60; (E) Cascada ponderado: 60 - 40; (F)
Recomendador de Documentos; (G) Recomendador de Sesiones. La tabla 5-4 que muestra
la informacio´n agregada organizada por ranking (para el agregado positivo un valor alto es
ma´s deseable, mientras que para las calificaciones intermedia y negativas un valor bajo es
mejor).
Ge´nero Nivel de educacio´n Ocupacio´n principal Me´todo def. tema texto
Masculino 83.33 % Bachiller 50 % Empleado 50 % Leer prim. oracio´n 0 %
Femenino 16.67 % Te´cnico 16.67 % Independiente 16.67 % Leer prim. Pa´rrafo 23.33 %
Otro 0 % Profesional 26.67 % Desempleado 6.67 % Leer texto completo 21 %
Otro 6.67 Hogar 0 % Buscar pal. comunes 6.67 %
Estudiante 26.67 % Otro 0 %
Tabla 5-1.: Ge´nero, nivel de educacio´n, ocupacio´n principal y me´todo de definicio´n de tema
de texto de los encuestados.
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Uso diario de Internet Propo´sitos de navegacio´n Capacidad de navegacio´n de Internet
No lo usa 0 % Buscar Informacio´n 86.67 % Excelente 70.37 %
0 - 3 h 10 % Noticias 73.33 % Buena 29.63 %
4 - 6 h 36.66 % Entretenimiento 86.67 Regular 0 %
6 - 9 h 46.66 % Trabajo 66.67 % Mala 0 %
10 - 12 h 6.66 % Estudio 66.67 % Pe´sima 0 %
Tabla 5-2.: Uso de Internet, propo´sitos y capacidad de navegacio´n en Internet de los
encuestados.
Recomendador Excelente Buena Regular Mala Pe´sima
Cascada: documentos - sesiones (seccio´n 5.3) 15 % 23.33 % 25 % 24.17 % 12.5 %
Cascada con URL de consulta (seccio´n 5.4) 16.67 % 30 % 21.4 % 23.33 % 8.33 %
Cascada: sesiones - documentos (seccio´n 5.5) 28.33 % 20 % 13.33 % 16.67 % 21.67 %
Cascada ponderado: 40 d○ - 60 e○ (seccio´n 5.6) 10.83 % 22.50 % 29.17 % 24.17 % 13.33 %
Cascada ponderado: 60 d○ - 40 e○ (seccio´n 5.6) 10.83 % 25 % 20 % 29.17 % 15 %
Recomendador de Documentos 10 % 20 % 35 % 25 % 10 %
Recomendador de Sesiones 7.5 % 28.33 % 25 % 23.33 % 15.83 %
Tabla 5-3.: Comparacio´n de los resultados de la validacio´n de los recomendadores.
5.7.3. Ana´lisis de resultados
Los resultados de la evaluacio´n fueron sometidos a una prueba estad´ıstica no parame´trica
de Friedman para comparar si existen diferencias significativas entre las varianzas de las
calificaciones de las recomendaciones. Esta prueba fue escogida porque la variable estudiada
es catego´rica; el taman˜o de la muestra es insuficiente para asumir normalidad, luego se asume
una distribucio´n no parame´trica para la variable; y porque permite hacer la comparacio´n de
ma´s de dos grupos cuando no se puede asumir normalidad. Una descripcio´n de esta prueba
se encuentra en [64].
Para realizar la prueba de hipo´tesis se organizaron los datos recogidos en la encuesta calcu-
lando un puntaje general de la opinio´n de cada encuestado para cada recomendador. Para
esto, se asigno´ a cada categor´ıa (variable ordinal) un puntaje: 5 para Excelente, 4 para Bue-
na, 3 para Regular, 2 para Mala y 1 para Pe´sima. De esta forma la peor calificacio´n que
puede sacar un recomendador por encuestado es 4 y la mejor es 20 (porque se utilizaron
4 documentos de consulta). Se considero´ adema´s un nivel de significancia α = 0,05, y las
siguientes hipo´tesis: H0: No existe diferencia significativa entre las varianzas de las califica-
ciones de los recomendadores; H1: Existe una diferencia significativa entre las varianzas de
las calificaciones de los recomendadores.
El resultado de la prueba muestra un valor p = 9,992e−15, luego p < α, rechazando la
hipo´tesis nula. Con la evidencia de la existencia de diferencias significativas en las varianzas
de las calificaciones de los recomendadores, se realizo´ una prueba pos hoc para determinar
cua´les de ellas llevaron a este resultado, el cual se muestra en un diagrama de cajas en la
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Figura 5-5.: Diagrama de cajas del resultado del ana´lisis pos hoc de prueba de Friedman.
figura 5-5, sen˜alando en gris las comparaciones que se admiten, a saber: C - A, C - B, D -
C, E - C, F - C, y G - C. Tomando las comparaciones admitidas y el diagrama de cajas se
puede observar que la diferencia de varianzas con menor dispersio´n es D - C y la que presenta
mayor simetr´ıa es la diferencia G - C. No´tese que existe un recomendador que se presenta en
la mayor´ıa de estas diferencias de varianzas: (C) Cascada: sesiones - documentos.
Por otro lado, observando los datos tabulados en la tabla 5-3, la informacio´n agregada
comparada en la gra´fica 5-6 y su ranking en la tabla 5-4, se muestra que:
El recomendador con calificacio´n ma´s alta (Excelente) es el (C) Cascada: sesiones -
documentos (28,33 %), con una diferencia del 11,66 % respecto al que se encuentra en
segundo lugar. Las calificaciones positivas tambie´n son las ma´s altas (48,33 %) con una
diferencia del 1,66 % respecto al recomendador (B) Cascada con URL de consulta, que
se encuentra en segundo lugar. El recomendador (C) Cascada: sesiones - documentos se
ubica como el de ma´s baja calificacio´n Regular y tercero con calificaciones Negativas.
El recomendador con la calificacio´n positiva ma´s baja fue el recomendador F. Docu-
mentos, con un valor de 30 %, quien tiene tambie´n la calificacio´n Regular ma´s alta
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de todos los recomendadores. Este recomendador tambie´n obtuvo la peor calificacio´n
intermedia, con un total del 35 %.
El recomendador con calificacio´n negativa ma´s alta es el (E) Cascada ponderado: 60 -
40 (44,17 %), con una diferencia del 5 % respecto al que se encuentra en segundo lugar.
Rank Positivo Intermedio Negativo
1 C F B
2 B D F
3 A A A
4 E G D
5 G B C
6 D E G
7 F C E
Tabla 5-4.: Ranking de agregacio´n de las calificaciones de los recomendadores.
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Figura 5-6.: Comparacio´n de las calificaciones agregadas por recomendador.
Segu´n los resultados expuestos anteriormente, para la poblacio´n encuestada y las sesiones
de consulta de prueba utilizadas, la evidencia sugiere que el mejor recomendador h´ıbrido de
los evaluados es el que se ha titulado como: Cascada: sesiones - documentos, pues dentro del
ranking se encuentra en primer lugar para resultados positivos e intermedios. Sin embargo,
se requieren ana´lisis posteriores para obtener una muestra de mayor taman˜o, poder asumir
una distribucio´n de las calificaciones y utilizar un ana´lisis parame´trico.
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5.8. Resumen del cap´ıtulo
En este cap´ıtulo se presentaron los detalles de varias propuestas de recomendadores h´ıbridos
basa´ndose en miner´ıa de contenido y de uso web. Para cada una de las alternativas de hibrida-
cio´n, se mostro´ un diagrama que describe de forma visual co´mo se genero´ la recomendacio´n,
junto con la descripcio´n de las particularidades de la configuracio´n y su representacio´n al-
gor´ıtmica. Despue´s se explico´ el me´todo de validacio´n de estos recomendadores, que involucra
el uso de sesiones de consulta artificiales, y una encuesta donde se recogieron las opiniones
de los usuarios; esta informacio´n fue analizada y de acuerdo a su juicio, se escogio´ la mejor
arquitectura de recomendacio´n h´ıbrida.
6. Conclusiones y trabajo futuro
En este cap´ıtulo se presentan las conclusiones del trabajo desarrollado
alrededor del objetivo del disen˜o de un modelo de recomendacio´n h´ıbrido
basado en miner´ıa web utilizando como fuente los datos de navegacio´n de
la Universidad Nacional de Colombia. Adema´s, se puntualizan elemen-
tos que se pueden trabajar a futuro para extender y mejorar el modelo
presentado.
6.1. Conclusiones
Este trabajo de investigacio´n se centro´ en proponer, desarrollar y validar un sistema de
recomendacio´n h´ıbrido, que basa´ndose en el registro de navegacio´n de la Universidad
Nacional de Colombia y la actividad en l´ınea de un usuario, generara ı´tems que fueran
de su intere´s y lo ayudaran en su navegacio´n por la web.
El conjunto de datos de navegacio´n de la Universidad Nacional de Colombia es varia-
do y complejo, pues es formado a partir de la actividad en l´ınea de una comunidad
acade´mica heteroge´nea, por lo que el ana´lisis de este tipo de datos es complicado, tan-
to al encontrar grupos y reglas de asociacio´n en documentos y sesiones, como para
describir los patrones encontrados.
La presencia de un identificador de usuario en el registro de navegacio´n de la Univer-
sidad Nacional de Colombia facilito´ la extraccio´n de sesiones de navegacio´n.
La omisio´n de algunas entradas en el registro de navegacio´n obedece a que el recur-
so al que hac´ıan referencia no se encontraba disponible en Internet al momento de
almacenarlo en cache´. Esta situacio´n obedecio´ a la antigu¨edad del log de navegacio´n.
El abundante nu´mero de pa´ginas web denominadas como ruido condujo a encontrar
un bajo nu´mero de documentos web en relacio´n con el nu´mero de URL diferentes.
La diversidad y heterogeneidad de temas del registro de navegacio´n de la Universidad
Nacional de Colombia hace dif´ıcil observar conjuntos de documentos y sesiones web
con relaciones evidentes entre sus elementos.
La implementacio´n utilizada para el agrupamiento mitigo´ las altas dimensionalidades
y genero´ un prototipo de muchos ı´tems para cada uno de los clusters de documentos.
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Se comprobo´ experimentalmente que la mejor funcio´n criterio para el agrupamiento
con Bisecting K-Means fue H2, descrita en la seccio´n 2.1.2, pa´g. 15, como se con-
cluyo´ tambie´n en [87].
Segu´n la evaluacio´n de usuario, el recomendador basado en miner´ıa de uso web fue
considerado el mejor en formular recomendaciones, en contraste con el recomendador
basado en contenido web. Estos resultados se presentaron a pesar de que en el reco-
mendador de sesiones se utiliza la actividad de otros usuarios, que es variada y suele
tener ma´s de un objetivo de navegacio´n en la sesio´n, y que se presenten pa´ginas web
que pueden no estar relacionadas directamente con la sesio´n de consulta.
La calidad de las recomendaciones formuladas por los recomendadores h´ıbridos se en-
cuentra limitada tanto por los modelos de agrupamiento y reglas de asociacio´n, como
por la alternativa de hibridacio´n utilizada.
La evidencia encontrada en la validacio´n de los recomendadores h´ıbridos explorados
sugiere que la mejor propuesta es la que se titula Cascada:sesiones-documentos, descrito
en la seccio´n 5.5, pa´gina 72, superando a las ma´quinas de recomendacio´n de documentos
y de sesiones por separado.
6.2. Trabajo futuro
Se proponen las siguientes actividades como trabajo futuro para continuar con el trabajo
presentado en este documento:
Realizar el etiquetamiento del conjunto de datos de navegacio´n de la Universidad Na-
cional de Colombia. Esto permitir´ıa no solamente mejorar el sistema de recomendacio´n
propuesto, si no que tambie´n abrir´ıa las puertas al desarrollo de muchos otros trabajos
de investigacio´n relacionados con web.
Adaptar el mo´dulo de preprocesamiento para trabajar conjuntamente con el servidor
proxy en l´ınea, para realizar la descarga de los recursos web una sola vez y realizar
el preprocesamiento inicial a la par que el usuario realiza peticiones al servidor web.
As´ı se evitar´ıa el problema de utilizar informacio´n de una sesio´n sin el contenido al que
esta´ relacionado.
Manejar ontolog´ıas en los te´rminos en los documentos web para establecer relaciones
que no se expresan de forma literal en el texto [33]. Se puede tambie´n utilizar un
diccionario para manejar sino´nimos, y as´ı reducir las dimensiones del modelo vectorial,
haciendo ma´s eficiente el agrupamiento.
Adaptar el sistema propuesto para trabajar en l´ınea intercambiando los algoritmos
utilizados por unos que realicen miner´ıa de datos en tiempo real.
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Implementar los modelos de agrupamiento de sesiones y documentos web utilizando
algoritmos jera´rquicos, o basados en densidad.
Realizar pruebas de validacio´n sobre los sistema de recomendacio´n h´ıbrido con un grupo
de usuarios que represente la comunidad acade´mica de la cual proviene el conjunto de
datos.
A. Agrupamiento con CLUTO
CLUTO es una herramienta que integra varios algoritmos, cuyo objetivo es hallar una solu-
cio´n de agrupamiento basa´ndose en funciones de rendimiento, como las que se muestran en
la seccio´n 2.1.2, pa´g. 14. Para poner en marcha CLUTO se requiere definir una matriz (que
puede ser dispersa o densa), el nu´mero de grupos que se quieran encontrar (k) y el algoritmo
de agrupamiento junto con la funcio´n de rendimiento. Un diagrama del agrupamiento con
CLUTO puede observarse en la figura A.
Cluto
Informe de
clusters
Informe de
rendimiento
Extracción de
detalles
Centroides Rendimiento
Recopilación de 
objetos
Clusters
Matriz
dispersa
Figura A-1.: Diagrama general de agrupamiento con CLUTO.
Entre los resultados que CLUTO genera tras hacer el agrupamiento, se encuentran dos
archivos planos: un informe de rendimiento y un informe de clusters. En el informe de
rendimiento se muestra el resultado total de la funcio´n que se optimizo´, el detalle de los
elementos descriptivos y discriminantes de cada grupo con su porcentaje de participacio´n, y el
resultado de las similitudes internas y externas. El informe de clusters especifica que´ objetos
pertenecen a cada uno de los grupos de la solucio´n.
Se hizo un trabajo adicional para recoger los resultados y acomodarlos a un formato estruc-
turado con el que se pudiera trabajar. Por ello se crearon dos grupos de scripts : los primeros
recopilan detalles espec´ıficos del informe de rendimiento, como los elementos descriptivos y
el resultado de la optimizacio´n de la funcio´n de rendimiento; los otros toman el informe de
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clusters, reunen los miembros de cada grupo y los organizan tambie´n en una estructura para
posterior utilizacio´n.
Para el agrupamiento de documentos se utilizo´ una matriz dispersa tf− idf , que se compone
como se explica en la seccio´n 3.3.2, pa´g. 37. En esta matriz, cada fila representaba un
documento, con las columnas como las frecuencias normalizadas de los te´rminos procesados.
Para las sesiones se manejo´ el mismo concepto de tf − idf , pero las filas representaban
sesiones de navegacio´n, con las columnas como las frecuencias normalizadas de las visitas a
pa´ginas web en esa sesio´n, como se presenta en la seccio´n 4.3.1, pa´g. 55.
B. URL ma´s frecuentes
Tabla B-1.: URL ma´s frecuentes
URL Frecuencia
mail.google.com/mail/html/es/load.html 458736
acontent.ebuddy.com/ads/eb/us/banner_www_rectangle.html 179220
acontent.ebuddy.com/ads/eb/us/banner_new_contacts.html 117189
www.wradio.com.co/ads/audio_728.htm 81207
www.clcbio.com/test_num.php 78118
www.radioeksen.com/stream/livetext.asp 74366
ads.ak.facebook.com/ads/creative/bannerconnectinternational/120x600_bc%20tag.html 73731
mail.google.com/a/bt.unal.edu.co/html/es/load.html 58704
www.mercadolibre.com.ar/org-img/mercadosocio/banners/deals_mco/728x90d_07.html 58282
www.mercadolibre.com.ar/org-img/mercadosocio/banners/deals_mco/728x90a_07.html 56072
www.mercadolibre.com.ar/org-img/mercadosocio/banners/deals_mco/728x90b_07.html 55805
www.mercadolibre.com.ar/org-img/mercadosocio/banners/deals_mco/728x90c_07.html 55785
www.facebook.com/home.php 49133
www.wradio.com.co/ads/home_120x120.htm 47262
ads.ak.facebook.com/ads/creative/punto/punto_120x600.html 47133
www.facebook.com/reqs.php 46201
runonce.msn.com/runonce2.aspx 43007
vcontent-us.ebuddy.com/ads/eb/us/banner_new_contacts.html 42586
mail.google.com/mail/html/load.html 39318
www.unal.edu.co/index.php 34532
www.eltiempo.com/index.html 28831
ads.ak.facebook.com/ads/creative/bannerconnect/bannerconnect_combotag.html 27417
www.caracol.com.co/ads/home_300.htm 26611
www.unradio.unal.edu.co/unalnoticia/scroll.html 25967
ads.ak.facebook.com/ads/creative/accelerator_media_international/row_120x600_2.html 25698
static.ak.facebook.com/common/blank.html 23899
www.agenciadenoticias.unal.edu.co/fotosunal/fotosunal.htm 23190
www.elmundo.es/banners/publicidad/banneriframetraductorbottom.html 23111
www.wradio.com.co/ads/home_sky.htm 22440
www.agenciadenoticias.unal.edu.co/fotosunal/texto_un_inicio.txt 22412
C. Conjunto de validacio´n del
recomendador de documentos
En esta seccio´n se presenta una lista de documentos de prueba, donde se muestra el t´ıtulo que el autor puso a la pa´gina web,
junto a la URL. Los documentos fueron escogidos para el idioma espan˜ol por temas al azar, y tambie´n se escogieron algunos
art´ıculos de Wikipedia1 para el idioma respectivo, desde la pa´gina de art´ıculos destacados. De estos documentos se reviso´ la
calidad de la recomendacio´n y se escogieron a juicio del autor, 5 documentos para utilizarlos como consultas en las encuestas
con usuarios.
Tabla C-1.: Documentos consulta de prueba para el espan˜ol
T´ıtulo de la pa´gina web URL
Rey de Espan˜a http://es.wikipedia.org/wiki/Rey_de_Espa%C3%B1a
Reyes Magos http://es.wikipedia.org/wiki/Reyes_Magos
Historia del Reino Unido http://www.guiadelmundo.org.uy/cd/countries/gbr/History.html
Historia de Inglaterra http://es.wikipedia.org/wiki/Historia_de_Inglaterra
Historia de la Aviacio´n http://es.wikipedia.org/wiki/Historia_de_la_aviaci%C3%B3n
Historia de la aviacio´n mundial http://elaviadorsv.911mb.com/historia.htm
Aviacio´n Comercial http://elaviadorsv.911mb.com/historia.htm
Historia de la Filosof´ıa http://es.wikipedia.org/wiki/Historia_de_la_filosof%C3%ADa_de_la_
historia
Historia de la Filosof´ıa Occidental http://es.wikipedia.org/wiki/Historia_de_la_filosof%C3%ADa_
occidental
Amazonas (Colombia) http://es.wikipedia.org/wiki/Amazonas_(Colombia)
Roma http://es.wikipedia.org/wiki/Roma
Viaje a trave´s del tiempo http://es.wikipedia.org/wiki/Viaje_a_trav%C3%A9s_del_tiempo
Metodolog´ıa de la ciencia http://es.wikipedia.org/wiki/Metodolog%C3%ADa_de_la_ciencia
Spam http://es.wikipedia.org/wiki/Spam
Administracio´n http://es.wikipedia.org/wiki/Administraci%C3%B3n
Razones para no hacer un MBA http://www.elblogsalmon.com/desarrollo-personal/razones-para-no-
hacer-un-mba
Computacio´n Paralela http://es.wikipedia.org/wiki/Computaci%C3%B3n_paralela
Computacio´n Multinu´cleo http://www.amazings.com/ciencia/articulos/computacion_multinucleo.
html
El color http://www.profesorenlinea.cl/artes/colorestudiodel.htm
Toda queja o reclamo ante empresas de
Servicios Pu´blicos Domiciliarios le de-
ben dar tra´mite de Derecho de Peticio´n
http://actualice.se/wp
El test de orientacio´n vocacional:
una herramienta muy u´til para saber
que´ estudiar
http://www.queestudiar.com/index.php/uncategorized/el-test-de-
orientacion-vocacional-una-herramienta-muy-util-para-saber-que-
estudiar/
Quiero estudiar mu´sica, ¿que´ instru-
mento me conviene?
http://www.daniellamberti.com.ar/marzo.htm
Los beneficios de escuchar y estudiar
mu´sica
http://www.pianored.com/musica/2006/02/25/beneficios-escuchar-
estudiar-musica/
Estudiar algu´n instrumento y can-
to. . . a la vez
http://carlosguido.foroes.net/t3-estudiar-algun-instrumento-y-
canto-a-la-vez
Radioterapia http://es.wikipedia.org/wiki/Radioterapia
Continu´a en la siguiente pa´gina
1http://www.wikipedia.org
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Tabla C-1 – continuacio´n de la pa´gina anterior
T´ıtulo de la pa´gina web URL
Historia de la Ciencia Pol´ıtica http://es.wikipedia.org/wiki/Historia_de_la_ciencia_pol%C3%ADtica
Gran Palacio de Par´ıs http://es.wikipedia.org/wiki/Gran_Palacio_de_Par%C3%ADs
Nebulosa planetaria http://es.wikipedia.org/wiki/Nebulosa_planetaria
S´ındrome de Down http://es.wikipedia.org/wiki/S%C3%ADndrome_de_Down
Pueblos iranios http://es.wikipedia.org/wiki/Pueblos_iranios
Las aventuras de Tint´ın http://es.wikipedia.org/wiki/Las_aventuras_de_Tint%C3%ADn
Super Mario Bros. http://es.wikipedia.org/wiki/Super_Mario_Bros.
The Legend of Zelda http://es.wikipedia.org/wiki/The_Legend_of_Zelda
Euskaltel Euskadi http://es.wikipedia.org/wiki/Euskaltel-Euskadi
Alberto Santos Dumont http://es.wikipedia.org/wiki/Alberto_Santos_Dumont
Matrimonio entre personas del mismo
sexo en Espan˜a
http://es.wikipedia.org/wiki/Matrimonio_entre_personas_del_mismo_
sexo_en_Espa%C3%B1a
Diego Armando Maradona http://es.wikipedia.org/wiki/Diego_Armando_Maradona
Historia del fu´tbol http://es.wikipedia.org/wiki/Historia_del_f%C3%BAtbol
Art´ıculo I de la Constitucio´n de los Es-
tados Unidos de Ame´rica
http://es.wikipedia.org/wiki/Art%C3%ADculo_I_de_la_Constituci%C3%
B3n_de_los_Estados_Unidos_de_Am%C3%A9rica
Parma´nides de Elea http://es.wikipedia.org/wiki/Parm%C3%A9nides_de_Elea
1− 2 + 3− 4+. . . http://es.wikipedia.org/wiki/1_%E2%88%92_2_%2B_3_%E2%88%92_4_%2B_
%C2%B7_%C2%B7_%C2%B7
Efecto te´rmico de memoria http://es.wikipedia.org/wiki/Efecto_t%C3%A9rmico_de_memoria_(pol%
C3%ADmeros)
Gases nobles http://es.wikipedia.org/wiki/Gases_nobles
Guerra nuclear http://es.wikipedia.org/wiki/Guerra_nuclear
Cien Dı´as http://es.wikipedia.org/wiki/Cien_D%C3%ADas
Bombay http://es.wikipedia.org/wiki/Bombay
Larga Marcha http://es.wikipedia.org/wiki/Larga_Marcha
Guerra de las Dos Rosas http://es.wikipedia.org/wiki/Guerra_de_las_Dos_Rosas
La muerte de Arturo http://es.wikipedia.org/wiki/La_muerte_de_Arturo
El Sen˜or de los Anillos http://es.wikipedia.org/wiki/El_Se%C3%B1or_de_los_Anillos
Audioslave http://es.wikipedia.org/wiki/Audioslave
Bajo ele´ctrico http://es.wikipedia.org/wiki/Bajo_el%C3%A9ctrico
Kid A http://es.wikipedia.org/wiki/Kid_A
Oda Nobunaga http://es.wikipedia.org/wiki/Oda_Nobunaga
Pedro I de Castilla http://es.wikipedia.org/wiki/Pedro_I_de_Castilla
Ricardo Lagos http://es.wikipedia.org/wiki/Ricardo_Lagos
Gobierno interino de Tailandia bajo
control militar
http://es.wikipedia.org/wiki/Gobierno_interino_de_Tailandia_bajo_
control_militar
Padre nuestro http://es.wikipedia.org/wiki/Padre_nuestro
Juan Bosco http://es.wikipedia.org/wiki/Juan_Bosco
Mitolog´ıa griega http://es.wikipedia.org/wiki/Mitolog%C3%ADa_griega
Avianca http://es.wikipedia.org/wiki/Avianca
Moldeo por inyeccio´n http://es.wikipedia.org/wiki/Moldeo_por_inyecci%C3%B3n
Programa del transborador espacial http://es.wikipedia.org/wiki/Programa_del_transbordador_espacial
D. Conjunto de validacio´n del
recomendador h´ıbrido
Tabla D-1.: Extracto de conjunto de validacio´n supervisado
URL Extracto del texto
CONSULTA 1
http://heavymetal.about.com/od/toppicks/
tp/bestdreamtheatercds.htm
Over the past two decades, progressive metal band Dream
Theater has become one of the top bands in the genre, with
technical mastery of their respective instruments and an awe-
inspiring live show with a consistently-revolving set list.
http://www.yesfans.com/showthread.php?
36813-Best-Dream-Theater-live-cd
Best Dream Theater live cd? What would the DT cogniscenti
recommend as the best live CD (official or boot)? Any torrent
links (other than those currently on Dime) would be most
welcome. - Once in a Livetime is a great Sherinian-era double
CD, with A Change of Seasons chopped up and played in parts
throughout the show.
http://es.wikipedia.org/wiki/Live_
Scenes_From_New_York
Live Scenes From New York es el tercer a´lbum en vivo en
CD triple de la banda de metal progresivo Dream Theater,
Grabado el 30 de agosto de 2000 en el Roseland Ballroom de
New York City.
CONSULTA 2
http://www.euroresidentes.com/Alimentos/
adelgazar/ejercicios_para_adelgazar.htm
Ejercicio para adelgazar. El ejercicio incrementa el consumo
de calor´ıas y evita la pe´rdida de masa o´sea que se produce
la perder peso. Por tanto es muy conveniente reforzar nuestro
re´gimen o dieta con ejercicios.
http://www.euroresidentes.com/salud/
ejercicios/perder-peso-caminando.htm
Gran porcentaje de la gente que vive en pa´ıses desarrollados
quieren perder peso, y es que la obesidad es uno de los grandes
problemas de salud de nuestra generacio´n. Sin embargo, no
hace falta apuntarse a una gimnasia ni convertirse en un gran
deportista para lograr una pe´rdida de peso.
http://www.euroresidentes.com/salud/ser_
positivo/ser_positivo.htm
Nos proponemos cambiar tu forma de pensar. Convencerte
d´ıa a d´ıa para que adoptes una actitud positiva ante la vida.
Sigue este ı´ndice y trataremos de convencerte de las ventajas
y beneficios de ser positivo y pensar en positivo.
http://www.euroresidentes.com/salud/ser_
positivo/pensamientos_negativos.htm
Hoy soy una persona bastante negativa. Quiza´s en los u´ltimos
veinte an˜os me han pasado cosas muy buenas y muy malas.
Por razones de las que no soy muy consciente se han ido apo-
derando de mi mente pensamientos negativos. Parece como si
todo lo que me hubiera ocurrido fuera malo.
http://www.euroresidentes.com/salud/ser_
positivo/ser_feliz/deja_de_criticar.htm
¿Te crees perfecto? Enhorabuena. Ya tiene una muy buena
razo´n para ser generoso con los dema´s -a los que Dios o la
naturaleza no les han dotado de tanta perfeccio´n-.
CONSULTA 3
Continu´a en la siguiente pa´gina
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Extracto de conjunto de validacio´n supervisa-
do
http://en.wikipedia.org/wiki/The_Matrix The Matrix is a 1999 American science fiction action film writ-
ten and directed by Larry and Andy Wachowski. The film
stars Keanu Reeves, Laurence Fishburne, Carrie-Anne Moss,
Joe Pantoliano, and Hugo Weaving, and was first released in
the United States on March 31, 1999. The success of the film
led to the release of two feature film sequels, and the Matrix
franchise was further expanded through the production of co-
mic books, video games, and animated short films.
http://en.wikipedia.org/wiki/Keanu_
Reeves
Keanu Charles Reeves ( /ke????nu?/ kay-ah-noo; born Sep-
tember 2, 1964) is a Canadian film actor. Reeves is perhaps
best known for his role in Bill & Ted’s Excellent Adventure
as well as Speed, Point Break and the science fiction-action
trilogy The Matrix.
http://www.thematrix101.com/ The Matrix 101 The Matrix 101 is your guide to understanding
The Matrix Trilogy. If you have questions about the movies,
the people, the events, or the meaning behind what you see
on the screen, you’ve come to the right place.
http://www.thematrix101.com/contrib/rel_
theories.php#ji
We’ve gotten a lot of great email from readers, with a lot of
fun explanations for what’s happened in Reloaded, and what
may happen in Revolutions. Two of the most talked-about
scenes in Reloaded are when Smith is downloaded into Bane,
and when Neo stops the Sentinels by waving his hand.
http://www.amazon.com/exec/obidos/ASIN/
B00005U5E9
Looking for something? We’re sorry. The Web address you en-
tered is not a functioning page on our site Go to Amazon.com’s
Home Page
http://www.thematrix101.com/books/ The creators of The Matrix have been extremely careful in
deciding who gets to put the Matrix logo on their products.
This cautious approach is appreciated by the film’s fans, but
it has led to only 3 official Matrix books produced by (or with
the cooperation of) the Wachowski Brothers.
http://www.thematrix101.com/animatrix/ The Animatrix, released in June 2003, is a series of 9 animated
short films set in the world of The Matrix. Bringing together
some of the most influential talent of the anime world, the
creators of The Matrix Trilogy collaborated on each selection
to varying degrees. Four of the stories were written by the Wa-
chowski Brothers, with the other five written by the directors
themselves.
http://www.amazon.com/exec/obidos/ASIN/
B00005JMBJ
A spare film noir-style detective story about a down-on-his-
luck detective hired to find Trinity the hacker, Early in her
career with Morpheus. In black and white the filmmakers cap-
ture amazing 40s-style New York scenes especially impressive
in the latter half depicting a snowfall.
CONSULTA 4
http://www.mundojoven.com/Docs/Viajes-
Baratos-a-Europa.aspx
Viajes Baratos a Europa Mundo Joven te brinda Intercambios
estudiantiles, Turismo de aventura, Viajes Baratos a Europa y
mucho ma´s. Si Buscas viajes baratos a Europa, Mundo Joven
tiene las mejores promociones, Ofertas, As´ı como una gran
variedad de tours aventureros.
http://www.mundojoven.com/paquetes-
internacionales/default.aspx
Grupos ISIC Tours Deportes Conciertos Gay Travel Tienda de
Viaje Tarjetas Telefo´nicas Home > Paquetes Internacionales
Paquetes Internacionales Paquetes para todo Pa˜ºblico (servi-
cios en espan˜ol) La mejor manera de viajar es teniendo todo
solucionado, No te preocupes por nada, Nosotros haremos de
tu viaje una experiencia inolvidable y sin complicaciones. El
paquete incluye vuelo redondo, Hospedaje, Traslados y algu-
nos alimentos. No incluye propinas ni gastos extra.
Continu´a en la siguiente pa´gina
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http://www.iberia.com/ofertas-vuelos/
Europa/
Consulte la oferta de vuelos a Europa y reserve su billete de
avio´n online. Iberia le garantiza los mejores precios de u´ltima
hora para nuestra oferta de vuelos baratos a Europa.
http://www.iberia.com/ofertas-vuelos/
Barcelona-Bogota/
Consulte la oferta de vuelos de Barcelona a Bogota´ y reserve
su billete de avio´n online. Iberia le garantiza los mejores pre-
cios de u´ltima hora para nuestra oferta de vuelos baratos de
Barcelona a Bogota´.
http://www.iberia.com/ofertas-vuelos/
Barcelona-Amsterdam/
Consulte la oferta de vuelos de Barcelona a Amsterdam y re-
serve su billete de avio´n online. Iberia le garantiza los mejores
precios de u´ltima hora para nuestra oferta de vuelos baratos
de Barcelona a Amsterdam.
http://www.mequieroirdeviaje.com/viajar-
barato-por-europa/
Hace poco arrancamos con la idea e´sta de la categor´ıa ?Viajes
Baratos?. La idea es un poco demostrarnos basicamente que
viajar barato es posible, Habiamos dicho. Sacarnos esa limi-
tacio´n mental que nos hace pensar que viajar es para los que
tienen algo que nosotros no (tiempo/plata/etc.). Que viajar
no es una actividad elitista reservada para unos pocos. Pa-
ra eso ped´ı ayuda y me estuvo llegando de varios lugares y
maneras diferentes. Uno de los que ayudo´ fue Tonga (Gaston
Maine), Que me mando´ el siguiente post que tira algunos tips
y recomendaciones en base a experiencia para viajar barato
por Europa.
http://es.answers.yahoo.com/question/
index?qid=20070510123855AAN4dCP
¿Alguien sabe como viajar barato por Europa? Hace 5 an˜os
Notificar un abuso Scho¨ne Frau Mejor respuesta - Lo mejor
que puedes hacer es comprar un boleto de tren que te lleva
por todo Europa por el mismo precio que ya pagaste.
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