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The multiparameter eigenvalue problem 
where li E UIk, x, is a nonzero element of the separable Hilbert space H,, and r,,, 
and V,,, are compact symmetric is studied. Various properties, including existence 
and uniqueness, of h = 1’ E Ck for which the i,th greatest eigenvalue of W,(Lr) 
equals one are proved. “Right definiteness” is assumed, which means positivity of 
the determinant with (m, n)th entry (y,, V,,,, y,) for all nonzero y, E H,, m = 
1 ... k. This gives a “Klein oscillation theorem” for systems of an o.d.e. satisfying a 
definiteness condition that is usefully weaker than in previous such results. An 
expansion theorem in terms of the corresponding eigenvectors XI is also given, 
thereby connecting the abstract oscillation theory with a result of Atkinson. 
1. INTRODUCTION 
Let Th and Vh,, be self-adjoint operators on separable Hilbert spaces H,, 
with Vh, bounded and Th bounded below with compact resolvent. Thus for 
some real a, 
S, = Th + al, (1.1) 
has a positive compact inverse, I, being the identity on H,. The use of a 
prime is to distinguish this situation from that of the abstract. 
The multiparameter eigenvalue problem 
for nonzero x6 E H, has been studied in many works, mostly under the con- 
dition 
Jdet V’(u)1 > /I (1.3) 
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for some /I > 0 for all unit u, E H,,,. Here we write V’(U) for the matrix with 
(m, n)th entry (urn, Vhnu,). Problems of the form (1.2), (1.3) arise with 
certain systems of an o.d.e. in f, where 
and 1 det A(t)] > y for some y > p and for all t. In some applications, y = 0 yet 
(1.3) still holds with /I= 0. In particular, all the systems in [ 1, Chap. l] 
arising from separation of the wave equation into different coordinates can 
be put into forms with bounded I’;, satisfying (1.3) for /3 = 0 but nof for 
p > 0. 
The connection with the problem described in the abstract is as follows. 
The argument is essentially as for [4, Theorem 2.21 which treats the case 
where a = 0 in (1.1). Obviously (1.2) is equivalent o 
which may be shown (under the stated conditions on Tk and V&J to be 
equivalent o 
with x, = Shl’xk, where T,,, = as; ’ and V mn = -S- ‘/‘V’ S - 1/2 m mn m are 
compact symmetric. Moreover if 1 E Rk then the i,th least eigenvalue 
(counted according to multiplicity) of W;(5) vanishes if and only if the i, th 
greatest eigenvalue of W,(k) equals one. Finally (1.3) with ,I3 = 0 obviously 
implies 
ldet V(u)1 > 0, 0.6) 
where V(u) has (m, n)th entry (u,, V,, u,). 
In summary, we lose nothing by solving (1.5), (1.6) instead of (1.2), (1.3). 
In fact we gain something since not all (e.g., integral equation) cases of (1.5) 
correspond to (e.g., differential) Eqs. (1.2), assuming only (as we shall from 
now on) that T,,, and V,,,, are compact symmetric. In Section 2 we give some 
standard properties of eigentuples indexed by i = (i, ,..., i,J, where i, is as 
used above. In particular, at most one 5 corresponds to a given i. The main 
novelty is the boundedness principle of Section 3. This allows us to dispense 
with the uniformity in (1.3) when /? > 0, a necessary ingredient of previous 
“oscillation theorems” for (1.2), e.g., [5, Theorem 21. We deduce existence of 
1 =A’ from finite dimensional approximations (where j3 > 0 may be 
assumed). 
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Our final Section 4 treats the expansion question for the corresponding 
eigenvectors, the results being very similar to those of Atkinson 
[2, Chap. Ill. For the case a = 0 in (1. l), our result sharpens 
[2, Sect. 11. IO] in a sense. We remark that if /I > 0 holds in (1.3), then we 
may assume a = 0 after an eigenvalue translation [3, Lemma 2.11. In general 
our result overlaps with [2, Theorem 11.8.11, and a more detailed 
comparison will be given in Section 4. 
2. BASIC PROPERTIES OF EIGENTUPLES 
Let 
U,,, = (u, E H,: ll~mll= 11, u= x u,, 
m=* 
and for each u E U set 
4n(u> = 04n 3 ~rn%l), t(u) = (t,(u),..., fk@)). 
Similar definitions are made for u,,,~(u), v,(u), w,,,& u), and w(h, u). In par- 
ticular, 
w(L u) = t(u) + qup, 
where V(u) comes from (1.6), and the other terms are viewed as column 
vectors. 
We enumerate the positive eigenvalues of IV,,,@), according to 
multiplicity, as 
P;(h) >Ps4 2 . ..Y (2.1) 
and we recall the minimax characterization 
p~(h)=min{max{w,(h,u):uIyj,uEU}:yjEU,,O~j<i}, (2.2) 
valid for those i E Rk for which p;(1) > 0. In the sequel, the symbol Ai will 
denote any solution of the equations 
pk(P) = 1, in = 1 . . . k. (2.3) 
THEOREM 2.1. (i) rf li E Ck satisfies (1.5) then h E iRk, and h = 1’for 
some i. 
(ii) At most one eigenvalue h’ corresponds to a given i. 
Remark. Similar arguments to those of this section can be found in, say, 
12, Chap. 11; and 51, but we include them for convenience and later use. 
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Proo$ (i) From (1.5) we have 
and 
1 = wm(h, x) 
1 = W,(A) x,, xm> = wm(k x), m= 1 . . . k. 
Consequently V(x)@ - x) = 0 and reality of 1 follows from (1.6). 
Discreteness of the spectra of the W,,,(X) then yields 1= hi for some i. 
(ii) Suppose Z+(B) = 1, m = 1 ... k, in addition to (2.3), and let 
U; E U,,, maximise w&, U) for u, orthogonal to the first i, eigenvectors of 
IV,,,@‘), enumerated according to (2.1). By (2.2) 
so 
V(u’)(h’- p) < 0 
in the componentwise order. Interchanging 1’ and B, we find u” E U so that 
V(u”)(S’ - p) > 0 
and since the numerical range of Cl= i (nf, -cl,) V,, is convex for each m, 
there exists u E U so that 
V(u)@‘- p) = 0. 
The result now follows from (1.6). Q.E.D. 
We say that 1’ has multiplicity JJi =, dim E, , where E, is the eigenspace 
of IV&‘) corresponding to eigenvalue 1. Also xi = (xi ,..., XL), XI E H,, i = 
g;*; are a,,-orthogonal if the determinant 6,(x’, xj) with (m, n)th entry 
mn~jm) vanishes when i # j. Let us isolate the finite dimensional case 
for subsequent use. 
THEOREM 2.2. Suppose each H, is finite dimensional. Then a 6,- 
orthogonal set of JJi=, dim H, eigenvectors ui E U exists. 
ProoJ: In finite dimensions, (1.6) implies 
I det WY > P 
for some j3 > 0 and all u E U. Thus [5, Theorem 41, with T, replaced by 
T,,, - I,, gives the result. Q.E.D. 
COROLLARY 2.3. (i) Each Ai has jinite multiplicity ki, and a 6,. 
orthogonal set of k’ corresponding eigenvectors ui E U exists. 
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(ii) A &-orthogonal set of eigenvectors ui exists in U spanning all 
possible x’ satisfying (1.5). 
Proof. (i) follows directly from Theorem 2.2 and compactness of 
Km. 
(ii) follows from (i) and the fact that 5’2 1’ implies 6,(x\ xj) = 0. The 
latter follows from an argument similar to that for Theorem 2.1 (i). Q.E.D. 
DEFINITION. A sequence of linear operators C’ is completely convergent 
to C if Cjuj -+ Cu whenever uj A u. Obviously this implies Cj + C strongly, 
and we give two sufficient conditions. 
LEMMA 2.4. Cj -+ C completely provided either of the following hold: 
(i) Cj -+ C untformly and C is compact; 
(ii) Cj = AjQBj where A’-+ A and B’-+ B strongly and AQB = C, 
with Aj and Bj bounded, B’ symmetric and Q compact. 
Proof. (i) Use the expansion Cjuj - Cu = (Cj - C) uj + C(u’ - u). 
(ii) B is symmetric and bounded so (f, B’u’) - (f, Bu) = 
((B’ - B)f, uj) + (Bf, uj - u) + 0 proves B’u’ - Bu. Thus vj = 
QBjuj -+ QBu = v and the result now follows from Ajv’ -Au = Aj(vj - v) + 
(Aj - A)u. Q.E.D. 
Special cases of the following convergence theorem will be needed at 
various points. The results may be interpreted in terms of continuous depen- 
dence of (1.5) on parameters (cf. [5, Theorem lo]). 
THEOREM 2.5. Suppose Ti and Vi, are sequences of compact symmetric 
operators, completely convergent to T, and V,,, respectively, and let 
(A I(i) , u’(j)) form an eigenpair for (1.5) with W,(5) replaced by Wi(h) = 
Ti + xi=, A, V$,. 
If l”j’ converges to aJnite limit h as j + 03 then I = l’for i such that 
lim &f i(j) < i < lim rp i(j) + 
componentwise. 
If x, is any weak limit point of ~2’ as j-+ 00 then x, E U,,, and is also a 
strong limit point, and x is an eigenvector for (1.5) corresponding to hi. 
Proof: By restricting attention to a subsequence, if necessary, we may 
assume i(j) -+ i as j + co. Suppose, if possible, that 
pk(h) > 1. 
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Then an i,-dimensional subspace .Z, c H, exists such that 
for all u with u, E Z, n U,. 
It follows easily that A’, := FV$*(j’) h as Rayleigh quotient greater than one 
on Z,,,, for large j. Thus the i,(j)th eigenvalue of Ai exceeds one, and this 
contradiction to hypothesis forces 
pk(5) < 1. (2.4) 
Let y$ be orthonormal eigenvectors of A’, corresponding to its i,(j) 
greatest eigenvalues at, 1 < I< i,(j), listed in decreasing order according to 
multiplicity. Let yf, be any weak limit point of the yi and let a; be any limit 
point of the ai, asj+ co. Using subsequences if necessary, we see that Aj, -+ 
W,(X) completely, so we have strong convergence on the left side of 
Since each czz > 1, it follows that of, > 1 and yx -+ yf, strongly. Thus 
W,(A) has at least i,(j) eigenvalues 21, so (2.4) yields 
/(p(l) = 1, 
i.e., A = 5’. Moreover, if we fix l= i,(j) then we have oz = 1 by hypothesis, 
and we may assume yi = ZAP’ without loss. Strong convergence of (2.5) then 
completes the argument. Q.E.D. 
COROLLARY 2.6. The eigenvalues A’ have no finite limit point. 
Proof. Choose eigenvectors u’ as in Corollary 2.3(ii). Suppose a subse- 
quence li r(j) of eigenvalues converges to h, and let x, be a weak limit of uz’. 
By Theorem 2.5 with Wi = W,, we have x, E U, whereas Corollary 2.3(ii) 
gives 6,(x, x) = det V(x) = 0, contradicting (1.6). Q.E.D. 
3. EXISTENCE OF EIGENTUPLES 
We first formulate a boundedness principle. 
THEOREM 3.1. Suppose (i) li E Rk and uj E U satisfy 
w(k’, 22) = 1, j = 1, 2,..., t3.11 
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where 1 is a column of ones, and (ii) there is a fixed finite dimensional 
subspace E, L H, such that 
w(hj, u”) < 1 (3.2) 
for some j-dependent ui E U,,, n E,. Then the hj are bounded. 
Proof. Arguing by contradiction, we pass to a subsequence if necessary 
and assume IJhjll-+ co monotonically. Similarly, writing vj, = v,Juj), we 
may assume that, for I and n belonging to complementary subsets of 
{ 1, L., k}, 
v:‘+ 0 (3.3) 
while 
vj, + V” # 0. 
Write zif = up, r.7; = uj, and define pj by 
(3.4) 
V(z2) p’ = 1 - t($). (3.5) 
By (3.4), compactness of the I’,,, 
may assume z$- U;, # 0, m = 1 
and finite dimensionality of the E,, we 
a.. k, by passing to a subsequence if 
necessary. Suppose the IIpjlJ are unbounded, so using another subsequence if 
necessary we may assume 
Thus (3.5) yields 
and we contradict (1.5). It follows that the IL’ are bounded, and we complete 
the proof by showing that Lj = pj for large j. 
We claim 
vjp’ < 1 - t,(d) 
for each I for large j. Indeed if not then t,(u’) > i for infinitely many j, so the 
corresponding of possess a nonzero weak limit point. Thus (3.3), with any 
u, E u,, 1 < m # I< k, leads to a matrix V(U) with zero Ith row, 
contradicting (1.6). Further 
vjhj = 1 - t,(d) 
by (3.1), so 
vjvj > 0 / 3 vj = kj - pje 
409/102/1L16 
240 PAUL BINDING 
Moreover (3.2) and (3.5) yield 
vy < 0 \ .
As in the proof of Theorem 2.l(ii) we may find u; E U, so that 
V[(U’) vj = 0, 
where we have set U; = ~j,. From (3.1) and (3.5) we have 
VJU’) vj = 0, 
so (1.6) yields vj = 0, i.e., hj = p’. Q.E.D. 
The existence result will be based on a sequence of orthoprojectors P’, on 
H, strongly convergent to I,. We fix any subspace E, of H, , of dimension 
greater than i,, as PLH, and choose the subsequent Pj, so that P’,H, 2 
Pj,-‘H, has finite dimension for j = 2,3,..., and 1 < m < k. Now let hj be the 
solution of (2.3) but with the quadratic forms restricted to Pj,H,. More 
precisely, we replace the V,, by the projected operators Vj,, = Pj, V,,Pj, 
and similarly for the T,,, . Restricted to the Pj, H,, the T’, and Vj,, yield a 
finite dimensional version of (1.5) to which Lemma 2.2 applies. We take Ij 
and ui as the corresponding h’ and u’, so (3.1) is immediate. 
COROLLARY 3.3. The Ij converge to the unique eigenvalue hi of (2.3) for 
(1.5). Moreover the weak limit points x, of the uj,, 1 < m < k, furnish 
corresponding eigenvectors x E U. 
Proof: By the maximin version of (2.2), w&j, U) cannot exceed one for 
all u E E,,,n U,,, since dim E, > i,, m = 1 e.. k. This gives (3.2), so 
Theorem 3.1 implies boundedness of the hj. Pick I. as any limit point, and 
passing to a subsequence if necessary we asssume 5j + 5, uj, - x,. By 
Lemma 2.4(ii), T’, and V’,, are completely convergent to T,,, and V,,, 
respectively. Theorem 2.5 then gives 5 = h’, x = ui, and uniqueness of the 
limit point 1 comes from Theorem 2.1. Q.E.D. 
4. EIGENVECTOR EXPANSIONS 
We shall now relate the construction of Corollary 3.3 to that of “limiting” 
eigentuples used by Atkinson [2, Chap. 111. The comparison is most direct 
when T,,, = 0 in (1.5), e.g., when a = 0 in (1.1). Then our conditions on P’, 
coincide with those of [2, Sect. 11.51. For each j, Atkinson orders the eigen- 
values of the Vi,, problem by increasing ]]A]], ties being broken by 
lexicographic ordering of coordinates. “Limiting” eigenvalues are (finite) 
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limit points of the various I sequences asj -+ co, and are eigenvalues of (1.5) 
[2, Sect. 11.71. 
Our result may be interpreted as follows. By ordering the eigenvalues with 
index i (for eachj) we ensure that each sequence has precisely one (finite) 
limit point. Thus Atkinson’s “limiting eigenvalues” are exactly the hi for 
(1.5), and it is in this sense that we sharpen his result. It follows that 
Atkinson’s expansion theorem [2, Theorem 1 1.10.1 ] is valid for the ui. To be 
precise, we need more notation, and we shall revert to a general case, 
including the T,,,. 
Letd,, n=O... k, be the cofactor of w, in the operator determinant 
A=@ T, -I, V,, a.. Vlk 1 
T, - I, V,, e . . Vkk 
(4.1) 
which generates a bounded linear operator on the Hilbert space tensor 
product H=&,=, H,-cf. (7, Chap. 31. It is known [3,p. 3221 that (1.6) 
implies nonnegative definiteness of A, on H, so [x, ylo = (x, A, y) yields an 
(in general, incomplete) inner product on H. We remark that if x and y are 
decomposable, say x = @i= i x, and y = a”,=, y,, then [x, ylo = 6,(x, y) in 
our earlier a”,=, H, notation. We say that x and y are [ lo-orthogonal if 
[x, ylo = 0, that the [ lo-limit of x, is zero, written x,,-+~ 0, if /Ix,IIo = 
A ‘/2x, -+ 0, and so on. 0 
By virtue of Corollary 2.3(ii), we may choose the eigenvectors for the P’,- 
projected problem to be [ lo-orthogonal. This orthogonality persists in the 
limit as j+ 00 (see Corollary 3.3 or [2, Sect. 11.71) so we have a [ lo- 
orthogonal set of decomposable eigenvectors of H corresponding to ui E U. 
Since 6,(x, x) = det V(x), (1.6) allows us to renormalise these eigenvectors 
and we finally reach [ I,-orthonormal decomposable eigenvectors e’E H, 
corresponding to b! The expansion theorem is in terms of these ei 
THEOREM 4.1. Suppose f = f, @ . . . @ fk, f,,, E H,, satisJies 
Ad- =Aog” forsome g”EH, n=l...k. (4.2) 
Then f also belongs to the [ I,-closure of the span of the ei and in fact 
‘Lo 0 as mini,+ co, where 
m 
r’=f- $J [ei,f]ei. 
i,=l 
The arguments of Atkinson [2, Sect. 11.101 carry over with little 
amendment. The conditions of [2, Theorem 11.10.11 on u appear stronger 
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than ours on f, but (4.2) corresponds to [2, Eq. (11.8.19)] and [2, 
Eq. (11.8.9)] can be ensured by choosing Pj,, so that 
fm E mpa> m = 1 .+. k. (4.3 ) 
For a convergence criterion on r’, Atkinson uses ]]h’]] -+ co in terms of a 
single index j. The connection with min, I, + co is provided by 
Corollary 2.6. With these amendments [ 2, Theorem 11.10.11 corresponds to 
the special case T,,, = 0. 
An important improvement stemming from the more specialised analysis 
of (1.4) rather than (1.5) is that the mode of convergence may be chosen 
stronger. Specifically, we may choose a new inner product satisfying 
where 
Since 
A; = @ det[ V;,]. 
A,, = I7AhI7, where 
it is clear that [ I,,-convergence is weaker [ ]&convergence, at least in 
infinite dimensional cases. 
For a precise statement of the corresponding expansion theorem, we need 
an analogue of (4.1). An appropriate version of (4.1) is given in, e.g., 
[3, p. 3231. Briefly, the T; are induced into H as self-adjoint operators Ti 
and we write g for the dense subspace nk,= i 9(Ti) c H. Inducing Vh, 
similarly (as bounded operators VL,, on H), we define A’ on g as for A, but 
with T,,, -I,,, and V,,,, replaced by Ti and VA,, respectively. The cofactors 
A;, n=l .a. k, are then defined as symmetric operators on @ and the 
expansion result is as follows. 
COROLLARY 4.2. Supposef’=f;O...Of~,f:,E~(T,),m=l...k, 
satisfies 
A;f’=A;h” for some h” E 9(II), n = 1 ..a k, (4.5) 
with II as in (4.4). Then f’ - ck=, [He’, f ‘1; He’-+; 0 as min, 1, -+ 00. 
Proof. By hypothesis f’ E L%‘(n’) so we may write f’ = nf. With 
h” = IQ”, we easily obtain (4.2), so we may apply Theorem 4.1. The 
conclusion then follows directly from (4.4). Q.E.D. 
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This result is of a similar nature to [2, Theorem 11.8.11, with 
corresponding, but in general incomparable, hypotheses. Atkinson requires 
bounded invertibility of Th, whereas we require it of S, for m = 1 -. - k. 
Atkinson essentially requires compactness of V&,(Th)-l, whereas we require 
it of V,,,,, for 1 Q m, n < k. Neither set of assumptions contains the other. 
The expansibility conditions on f’ also overlap between the two results. 
Our conditions f & E L@(T,,J coincide, while Atkinson uses a weaker version 
of (4.5), requiring only h” E H. On the other hand, he restricts the projection 
scheme in various ways [2, Eqs. (11.5.2), (11.5.4)]. Thus the condition 
[2, Eq. (11.8.9)] 
P’,f:,=f:,, j = 1, 2,..., 
restricts f’ in [2, Theorem 11.8.11. In Corollary 4.2, however, (4.6) follows 
from (4.3) and hence is no restriction on f ‘. In [6], a similar assertion is 
made, but the argument there is invalid. Specifically, [6, Theorems 5.1 
and 5.31 should include the analogue [6, Eq. (4.3)] of (4.6). Incidentally 
Volkmer [8] has recently derived an expansion for arbitrary elements 
f’ E H, at the price of stronger (e.g., commutativity) conditions on the Vh,. 
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