In the development of high-assurance systems, formal modeling, analysis and verification techniques are playing an increasingly important role. In spite of significant advances, formal modeling and verification using model checking, still suffer from limited applicability. The main reason is the exponential runtime space growth exhibited, in the general case, by model checkers.
Introduction
Fonnal modeling, analysis and verification are very active research areas in software assurance. There is little doubt that the application of fonnal methods throughout the software development life cycle improves software safety and reliability (e.g., see the long list of applications in [6] ).
However, doubts exist concerning the practicality and cost implications of software development processes, which in-.This work was supported in part by the NSF award CCR-00933IS and in part by NASA through cooperative agreement NCC 2-979. The opinions. findings. conclusions and recommendations expressed herein do not necessarily reflect the views of the sponsors 1530-2059/02 $17.00 @ 2002 IEEE 119 remains a problem. The alternative to complete search is incomplete search. A recent but repeated result in the artificial intelligence literature is that incomplete search may be surprisingly effective. The logical form of complete NAYO search is similar to the satisfiability (SAT) problem [9] . Partial random search is an incomplete strategy often used to solve SAT with the following caveat: no saturation in Figure 1 ). On the other hand, assessment methods that do exhibit a saturation effect support earlystopping rules, which can be used to reduce the cost of formal analysis (the running cost). We can stop searching a formal model when it is very unlikely that continued search will uncover new results, i.e., after the saturation plateau is encountered.
When we use early.stopping rules, we risk false positives-we may conclude that no faults are present, when further assessment would have eventually found them.
Hence we endorse early stopping only for assessment methods and systems that exhibit the following properties:
.When competing constraints block progress, a single constraint, selected at random, is favored. .Future conflicts are also, in effect, resolved randomly, i.e., the search finds a randomly selected subset of the formal model; hence it is incomplete. .Random search is run, reset, and repeated n times. The best solution seen in any run is returned.
.Adequacy-an adequate assessment method does not fail to recognize faults in the portion of the model explored prior to early stopping. .Flat plateaus-if the plotted search result is a flat plateau (e.g., the C111rve marked saturation in Figure I ) then additional errors, if present in the unexplored portion of the model, are not detected; however, if the model has been written correctly, any faults in this portion of the model are as likely to remain unnoticed upon system deployment as they are by our search-.Low to moderate safety implications-since faults will remain unnoticed if they hide in the unexplored portion of the model, the safety implications of associated failures, if they are ever activated, should not be of high severity. In practice, this methodology will be suitable for system analysis early in the life cycle, thus saving the time on modeling and partial verification. In case of high assurance (sub )systems, thorough system verification may still be required.
Random search is capable of finding optimal or nearly optimal results for large satisfiability problems [7, 8, 15] . In addition, random search finds a result even when exhaustive search is not feasible.
The success of partial random search in artificial intelligence motivates our use of the same type of search in software engineering. Our research has brought us to the following conclusion:
Random search over formal models exhibits a saturation effect.
Time --+ Figure 1 . The saturation effect.
We claim that random search of NAYO graphs generated from formal models written as finite-state machines is adequate and demonstrates flat plateaus. This justifies the use of early stopping rules, which make random search an effective strategy for decreasing the running and remodeling cost of formal verification and an exciting alternative to other techniques including model checking.
The rest of the paper is organized as follows. Section 2 introduces traditional formal modeling techniques and describes the algorithms for automated model translation into NAYO graphs. The same section provides the proof that the exhaustive search of NAYO graphs is an NP complete problem, necessitating the use of random search techniques. Section 3 demonstrates the application of NAYO graph modeling and analysis to two problems taken from the literature and evaluates their success. Section 4 concludes the paper and outlines the directions for the further development. Figure I illustrates the statement above. The curve marked saturation represents random search results for a model in which every reachable state was found quickly causing a saturation point to be encountered. After saturation, a level plateau indicates that extra effort by the search engine cannot uncover any new unique result.
Assessment methods lacking the saturation effect have the following property: the more time spent on the assessment, the more unique results found (e.g., the curve marked .Q is a finite set of states. .E is a finite set of input/output symbols. . 8 : Q x B -+ Q x B, where B is a set of zero or more symbols from E, is the transition function. Figure 3 shows an AND-OR graph equivalent to the communicating FSM model shown in Figure 2 . We call this type of AND-OR graph a NAYO since it has the following features:
.s = {MAl MB}-.MA = (QA,EA,OA).
.QA = {Al, A2}.
.EA = {m, 82}, etc. A close look at Figure 3 reveals something strange: there is an edge from node AJ to the upper right AND-node, and another edge going from the AND-node back to node AJ (the same thing occurs with node B2 and the lower right AND-node). To understand this, we reiterate the point made cate: states and messages. And the key difference between them is that messages are consumed. We use a simple trick to represent this in a NAYO graph. First, we define the search so that any time an AND-node is reached its parents are consumed-they are no longer available to be used again. Then, for nodes representing the state-from-anothermachine type of input that should not be consumed (e.g., Al), we add an extra edge from the AND-node back to the state node-we consume but then immediately regenerate the state node, so that it is available to be used again.
An FSM composite, which would be exhaustively searched by a model checker, for the same system will in the worst case require O(nk) states and O(nk-2) transitions [5] . Table I Make an OR-node: connect it with a NO-edge to each OR-node representing another of this machine's states. 4: end for 5:
for (each transition in this finite-state machine) do 6:
Make an AND-node; 7:
Make current state a YES-edge parent of the AND-node; 8:
Make input(s} (a) YES-edge parent(s) of the AND-node; 9:
Make next state a YES-edge child of the AND-node; 10:
Make output(s} (a) YES-edge child(ren) of the AND-node. 11:
if (input is a state from another machine) then 12:
Make input a YES-edge child of the AND-node; 13:
end if 14:
end for 15: end for It does not come as a surprise that the problem of determining whether a particular node in the NAYO graph can be reached is NP-completeJ , which we prove here in two steps.
.3SAT ~p NAYO se(lrch, i.e., NAYO search is at least as hard as the 3SAT J}roblem, which is known to be NPcomplete. For the 13SAT problem we have a Boolean expression that is t~e conjunction of a series of clauses, each of which is t~e disjunction of 3 literals. A literal is either a variabl~ (Xi, for example) or its negation (Xi). The problem ~s to determine whether the expression is satisfiable; 1hat is, does there exist an assignment of values to ~he variables that satisfies the conjunction? Figure 5 :shows a NAYO graph representing a very simple 3SAt query. A NAYO graph for a 3SAT query will have a single AND-node; if this AND-node can be reached then the original 3SAT query is satisfiable. which requires O(~ -I) time (where n is the number of nodes in th~ NAYO graph); (2) verify that no two nodes in the so'ution path are connected by a NOedge, which requir4s O(n(n -I)) time. Figure 4 shows the procedure used to automatically translate from a communicating FSM model, e.g., Figure 2 , to a NAYO graph, e.g., Figure 3 . In general, for a system of k FSMs with n states and m single-input, single-output transitions per machine, the resulting NAYO has:
1 NP is the class of probletns for which a solution can be verified in polynomial time (the time required is a polynomial function of the input size); an NP-complete problem is (I) at least as hard as all problems in the class NP and is (2) itself in NP.
.mk AND-nodes + nk OR-nodes = O((m + n)k) nodes. .4mk
YES-edges + (n/2)(n -l)k NO-edges = O((m + n2)k) edges.
NAYO Random Search
Our NAYO random search is designed to solve the following problem: given some (not necessarily consistent) input set of OR-nodes, find an output set consistent with at least part of the input, and make that output set as large as possible. Ideally the output set contains an OR-node for a state in each of the finite-state machines from the original model-if so, the output is equivalent to one of the states in the composite finite-state machine that would be searched by a model checker (and we have found it without explicitly constructing the composite). But in general, because the random search is not exhaustive, it may not tell us quite as much as a more time (and space) consuming technique; that is, the output set will constitute a partial description of a state in the composite.
while(Q#0) do 5:
n f-pop(Q). 6:
It (n not disqualified) then 7:
Mark n true at current time. 8:
tor ('v' n' linked to n by a NO-edge ) do 9:
Mark n' disqualified at current time. 10: end tor 11:
tor ('v' YES-edge children n' of n) do 12:
Decrement n' wait field. 13: it(n'wait=O)then 14:
Mark n' reached at current time.
15:
Q f-n' at random index. The central part of the search procedure occurs in lines 4-!9. We begin with an input set of nodes in the Q, in no particular order. The first node is removed from the Q (line 5). If it has not been disqualified, i.e., it does not contradict some node we already believe true at the current time, we explore its children. All children via NO-edges are disqualified (line 9). The wait fi~lds of all children via YES-edges are decremented (line li), and if any are decremented all the way to zero, they are ;put into the Q at some random index (line 15). This process continues until the Q is empty (line 4).
Once all nodes in the ~ have been processed, lines 20-22 set us up for the next iteration. At this point there is a set of nodes marked true at the! current time, which is a subset of . the nodes marked reacht1d at the current tIme (some nodes are reached but disqualifipd, so they are never marked true). The true set corresponds to the set true at time = i in Figure 6 , and the reached set corresponds to the frontier set in Figure 6 . The reached set is put back into the Q (line 20) to serve as input for the next iteration. All other nodes' wait fields are reset, and the time is incremented (lines 21-22). Figure 8 shows a comparison of search results for ( 1) exhaustive search of a composite finite-state machine, which generates an execution path of fully defined global states, and (2) our NAYO search, which generates an execution path of partially defined global states (without explicitly constructing the exponentially large composite FSM representing the global system). The search continues for a specified number of iterations or until it hits a dead end. The search is random in that, when there are two or more contradictory nodes that might be added to the output set, the Once we have the first output set, we use it as the input set for time i + 1. Figure 6 shows the sets of nodes involved in successive iterations of the random search procedure. At time = i, the search builds an output set of consistent nodes. These are marked true at time = i in Figure 6 .
The set marked frontier is the set of nodes that will serve as input for the next iteration. The frontier includes (1) all nodes true now and (2) nodes that are "almost true", i.e., nodes that are implied by but contradict nodes that are true now. In the next iteration (time = i + 1) we start with the frontier (which will include contradictions) as the input set and use it to build a consistent output set of nodes true at time = i + 1. Figure 7 shows the random search procedure used to explore NAYO graphs. Each time the search comes to a node its wait field is decremented. When wait = 0, the node is reached. An OR-node's wait need only be decremented once, because we only need to reach it via one of its parents; so OR-nodes wait fields are initialized to 1 (line I ). To reach an AND-node, we must first reach all of its parents, so its wait field is initialized to its number of parents (line 2). Figure 11 shows the result of a series of random searches on a NAYO graph representing the finite-state model of Dekker's mutual exclusion system from Figure 10 . In order to show that our random search is capable of finding a fault, we have added to our NAYO graph a Boolean variable called safe, which is initially true and becomes false if proctype A and proctype B are ever simultaneously in state 4 (the critical section). We have also added the equivalent of the following transition to proctype A(), allowing it to go directly into its critical section without checking variables y and t: choice of which node to add is random. We use partial random search to verify properties of formal models written as FSMs and automatically translated to NAYO graphs. In general, any property that can be expressed in temporal logic can be verified by NAYO search. In the first example, Section (3.1 ), we show how a particular node representing a violation of a simple safety property is found by the search in a formal model to which the error has been added. In the second example, Section (3.2) , we demonstrate that every state except those representing external information is reachable during partial random search of the formal model.
In these examples, in each iteration of the search, we use a random set of consistent nodes (a partial description of a global state-see Figure 8 ) as inputs. Our output is a set of nodes from all iterations reachable from (but not including) inputs.
3.1 Promela Formal Model: Dekker's Solution to the 2-Process Mutual Exclusion Problem 3.2 SCR Specification Example: the Space shuttle Liquid Hydrogen Subsystem Figure 9 shows Dekker's solution to the two-process mutual exclusion problem written in Promela (from [4] ), which is the input language used with the model checker SPIN [6] . Promela has been designed to look like a high-Ievel programming language, but represents communicating FSMs. SPIN is capable of automatically generating the finite-state machine version of a Promela model; Figure 10 shows the SPIN model generated from the Promela description in Figure9 .
The Software Cost Reduction (SCR) language, used for writing software requirements specifications, is formally based on finite-state machines [3] . It is relatively easy to rewrite SCR specifications as FSMs, as long as the specification does not use variables with a large number of possible values. In practice, this means making some assump- Each plot shows ten trials covering a range of MAX time values; for each trial the search in Figure 7 was repeated many times, each time with a random set of inputs, keeping track of the total OR-nodes processed (y-axis) and the unique OR-nodes reached (x-axis) during that trial. NAYO graph-an OR-node we would not expect to reach by our search except as part of the input, since it represents activity outside the system. So, for this model, which is small enough to read and understand directly, the random search finds everything we expect to be able to find.
tions about key values and creating a new variable that can take on only those key values (the abstraction strategy used often in creating formal models, e.g., Clarke et.al. [2] ).
In a technical report comparing SCR-based model checking tools (incorporating SPIN) to the SMV model checker, Atanacio includes an SCR specification for the Space Shuttle Liquid Hydrogen Subsystem [1] .
A set of FSMs representing the specification was automatically translated to a NAYO graph using the procedure outlined in Figure 4 . In creating FSMs from the specification it was not necessary to reduce the number of values taken by any of the variables; this had already been done when the original SCR specification was written, in order to decrease the state space (and therefore the amount of memory and time) required by the model checker SPIN, which was used in conjunction with SCR tools to verify the model. Figure 12 shows that our random search reached saturation after about 5,000 OR-nodes were processed, which may seem like a lot compared to the previous example. But the upper bound on the composite FSM (that would be searched by a model checker) in this case is about 1.68 x 108, or approximately 34,000 x 5000. by the fact that random searches of NAYO graphs exhibit saturation, i.e., prolonged searches do not include states unvisited in the (system specific) small number of random trials. In case of high assurance systems, rather than recommending our methodology for (sub)system verification, we suggest its usage during system development and debugging, when the number of logical faults is higher than in the later stages of the development life cycle, and when their removal is the most cost effective.
The case studies reported in this paper provide very encouraging results. The translation of Finite State Machines to NAYO graphs is fully automated and supported by the tool. We intend to perform additional case studies and, hopefully, reconfirm the saturation effects observed in all the examplesso-far. We also plan to analyze the correlation between the search saturation and the design structures that lead to it. This will lead us towards providing the set of design recommendations, with the goal of making the models and ensuing designs more testable and/or easier to verify.
