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Abstract
Normalizing flows transform a simple base distribution into a complex target
distribution and have proved to be powerful models for data generation and density
estimation. In this work, we propose a novel type of normalizing flow driven
by a differential deformation of the Wiener process. As a result, we obtain a
rich time series model whose observable process inherits many of the appealing
properties of its base process, such as efficient computation of likelihoods and
marginals. Furthermore, our continuous treatment provides a natural framework for
irregular time series with an independent arrival process, including straightforward
interpolation. We illustrate the desirable properties of the proposed model on
popular stochastic processes and demonstrate its superior flexibility to variational
RNN and latent ODE baselines in a series of experiments on synthetic and real-
world data.
1 Introduction
Expressive models for sequential data form the statistical basis for downstream tasks in a wide range
of domains, including computer vision, robotics, and finance. Recent advances in deep generative
architectures, especially the concept of reversibility, have led to tremendous progress in this area
and created a new perspective on many of the long-standing limitations that are typical in traditional
approaches based on structured decompositions (e.g., state-space models).
We argue that the power of a time series model depends on its properties in the following areas: (1 –
Resolution) Common time series models are discrete with respect to time. As a result, they make
the implicit assumption of a uniformly spaced temporal grid, which precludes their application from
asynchronous tasks with a separate arrival process. (2 – Structural assumptions) The expressiveness
of a temporal model is determined by the dependencies and shapes of its variables. In particular,
the topological structure should be rich enough to capture the dynamics of the underlying process
but sparse enough to allow for robust learning and efficient inference. (3 – Generation) A good
time series model must be able to generate unbiased samples from the true underlying process in an
efficient way. (4 – Inference) Given a trained model, it should support standard inference tasks, such
as interpolation, forecasting and likelihood calculation.
Recently, deep generative modeling has enabled vastly increased flexibility while keeping generation
and inference tractable, owing to novel techniques like amortized variational inference [29, 12],
reversible generative models [42, 30], and differential equation based networks [9, 35].
In this work, we approach the modeling of continuous and irregular time series with a reversible gen-
erative model for stochastic processes. Our approach builds upon ideas from normalizing flows; how-
ever, instead of a static base distribution, we transform a dynamic base process into an observable one.
In particular, we introduce the continuous-time flow process (CTFP), a novel type of generative model
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Figure 1: Overview. Wiener processes are con-
tinuous stochastic processes with appealing prop-
erties but limited flexibility. We propose to learn a
complex observed process (red) through a differen-
tial deformation (grey) of the base Wiener process
(blue), thereby preserving the advantages of the
base process.
that decodes the base continuous Wiener process into
a complex observable process using a dynamic in-
stance of normalizing flows. The resulting observ-
able process is thus continuous in time. In addition to
the appealing properties of static normalizing flows
(e.g., efficient sampling and exact likelihood), this
also enables a series of inference tasks that are typi-
cally unattainable in time series models with complex
dynamics, such as interpolation and extrapolation at
arbitrary timestamps. Furthermore, to overcome the
simple covariance structure of the Wiener process,
we augment the reversible mapping with latent vari-
ables and optimize this latent CTFP variant using
variational optimization.
Contributions. In summary, we propose the
continuous-time flow process (CTFP), a novel gen-
erative model for continuous stochastic processes. It
has the following appealing properties: (1) it induces
flexible and consistent joint distributions on arbitrary and irregular time grids, with easy-to-compute
density and an efficient sampling procedure; (2) the stochastic process generated by CTFP is guaran-
teed to have continuous sample paths, making it a natural fit for data with continuously-changing
dynamics; (3) CTFP can perform interpolation and extrapolation conditioned on given observations.
We validate our model and its latent variant on various common stochastic processes and real-world
datasets and show superior performance to the state-of-the-art methods including the variational
recurrent neural network (VRNN) [12] and latent ordinary differential equation (latent ODE) [43].
2 Related Work
Our approach builds upon prior research on stochastic processes, normalizing flows, and variational
inference. The following sections discuss the relevant literature in these areas and put them in context
with the proposed model.
2.1 Early Work
Among the most popular traditional time series models are latent variable models following the state-
space equations [16], including the well-known variants with discrete and linear state-space [2, 27].
In the non-linear case, exact inference is typically intractable and we need to resort to approximate
techniques [26, 24, 7, 8]. Tree-based variants of non-linear Markov models have been proposed
in [34]. An augmentation with switching states increases the expressiveness of state-space models
but introduces additional challenges for learning [17] and inference [1]. Marginalization over an
expansion of the state-space equations in terms of non-linear basis functions extends classical
Gaussian processes [41] to Gaussian process dynamical models [25]. With very few exceptions [45],
time is assumed to be discrete in these models.
2.2 Stochastic Processes
A stochastic process can be defined as a collection of random variables that are indexed by time.
An example of continuous stochastic processes is the Wiener process. The d-dimensional Wiener
process Wτ can be characterized by the following properties: (1) W0 = 0; (2) Wt −Ws ∼
N (0, (t − s)Id) for s ≤ t, and Wt −Ws is independent of past values of Ws′ for all s′ ≤ s.
The joint density of (Wτ1 , . . . ,Wτn) can be written as the product of the conditional densities:
p(Wτ1 ,...,Wτn )(wτ1 , . . . ,wτn) =
∏n
i=1 pWτi |Wτi−1 (wτi |wτi−1) for 0 ≤ τ1 < · · · < τn ≤ T .
The conditional distribution of pWt|Ws , for s < t, is multivariate Gaussian; its conditional density is
pWt|Ws(wt|ws) = N (wt;ws, (t− s)Id), (1)
where Id is a d-dimensional identity matrix. This equation also provides a way to sample from
(Wτ1 , . . . ,Wτn). Furthermore, given Wt1 = wt1 and Wt2 = wt2 , the conditional distribution of
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Wt for t1 ≤ t ≤ t2 is also Gaussian:
pWt|Wt1 ,Wt2 (wt|wt1 ,wt2) = N
(
wt;wt1 +
t− t1
t2 − t1 (wt2 −wt1),
(t2 − t)(t− t1)
t2 − t1 Id
)
. (2)
This is known as the Brownian bridge. An important property of the Wiener process is that the sample
paths are continuous in time with probability one. This property allows our models to generate
continuous sample paths and perform interpolation and extrapolation tasks.
2.3 Normalizing Flows
Normalizing flows are reversible generative models that allow both density estimation and sampling.
If our interest is to estimate the density function pX of a random vectorX ∈ Rd, then normalizing
flows assume X = f(Z), where f : Rd → Rd is a bijective function, and Z ∈ Rd is a random
vector with a simple density function pZ . The probability density function can be evaluated using the
change of variables formula:
log pX(x) = log pZ(g(x)) + log
∣∣∣∣det( ∂g∂x
)∣∣∣∣ , (3)
where we denote the inverse of f by g and ∂g/∂x is the Jacobian matrix of g. Sampling from pX can
be done by first drawing a sample from the simple distribution z ∼ pZ , and then apply the bijection
x = f(z). Several methods have been proposed along this research direction [42, 13, 31, 14, 38, 30,
3, 10, 32, 39].
Chen et al. [9], Grathwohl et al. [21] proposed the continuous normalizing flow which uses the neural
ordinary differential equation (neural ODE) to model a flexible bijective mapping. Given z = h(t0)
sampled from the base distribution pZ , it is mapped to h(t1) based on the mapping defined by the
ODE: dh(t)/dt = f(h(t), t). The change in log-density is computed by the instantaneous change of
variables formula [9]:
log pX(h(t1)) = log pZ(h(t0))−
∫ t1
t0
tr
(
∂f
∂h(t)
)
dt. (4)
One potential disadvantage of the neural ODE model is that it preserves the topology of the input
space, and there are classes of functions that cannot be represented by neural ODEs. Dupont et al.
[15] proposed the augmented neural ODE (ANODE) model to address this limitation. Note that the
original formulation of ANODE is not bijective; it does not support the computation of likelihood
pX(x) or sampling from the target distribution x ∼ pX . In this work, we formulate a modified
version of ANODE that can be used as a (conditional) generative model.
Recent works [33, 37] applying normalizing flows to sequential data show promising results. However,
these models only use normalizing flows to deal with probability distributions. In contrast, our model
extends the domain of normalizing flows from probability distributions to continuous-time stochastic
processes.
2.4 Variational Sequence Models
Following the success on image data, many works extended the variational autoencoder (VAE) [29]
to sequential data [5, 12, 18, 36]. While RNN-based variational sequential models [12, 5] can model
distributions on irregular timestamps, those timestamps have to be discrete and thus the models lack
the notion of continuity. As a result, they are not suitable for modeling sequential data that have
continuous underlying dynamics. Furthermore, it is not straightforward to perform interpolation at
arbitrary timestamps using those models.
Latent ODE [43] uses an ODE-RNN as the encoder and propagates a latent variable along a time
interval using a neural ODE. This formulation ensures that the latent trajectory is continuous in
time. However, when decoding the latent variables to observations, it is done at each time step
independently. As a result, there is no guarantee that the sample path is continuous, which poses the
same problem as the variational sequential models due to the lack of continuity. Neural stochastic
differential equations (neural SDE) replace the deterministic latent trajectory of a latent ODE with a
latent stochastic process [35]. Similar to latent ODE, it does not generate continuous sample paths.
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(a) Likelihood calculation. (b) Sampling. (c) Interpolation and extrapola-
tion.
Figure 2: (Latent) Continuous-Time Flow Processes (CTFPs). (a) Likelihood calculation. Given an irregular
time series {xτi}, the inverse flow F−1θ maps the observed process to a set of Wiener points {wτi} for which we
can compute the likelihood according to Equation 7. (b) Sampling. Given a set of timestamps {τi}, we sample
a Wiener process and use the forward flow Fθ to obtain a sample of the observed process. (c) Interpolation
and extrapolation. In order to compute the density at an unobserved point xτ , we compute the left-sided
(extrapolation; Equation 1) or two-sided (interpolation; Equation 2) conditional density of its Wiener point wτ
and adjust for the flow (Equation 11). Notes: The effect of the latent variables Z in our latent CTFP model is
indicated by red boxes. The shaded areas represent 70% and 95% confidence intervals.
Recently, Qin et al. [40] proposed the recurrent neural processes model. However, the family of
neural processes [28, 19, 20, 44] only model the conditional distribution of data given observations
and are not generic generative models.
3 Model
We define our proposed continuous-time flow process (CTFP) in Section 3.1. In Section 3.2, a
generative variant of ANODE is presented as a component to implement CTFP. Since the proposed
stochastic process is continuous in time, it enables interpolation and extrapolation to arbitrary time
points, as described in Section 3.3. Finally, richer covariance structures are enabled by the latent
CTFP model presented in Section 3.4.
3.1 Continuous-Time Flow Process
Let {(xτi , τi)}ni=1, denote a sequence of irregularly spaced time series data. We assume the time
series to be an (incomplete) realization of a continuous stochastic process {Xτ}τ∈[0,T ]. In other
words, this stochastic process induces a joint distribution of (Xτ1 , . . . ,Xτn). Our goal is to model{Xτ}τ∈[0,T ] such that the log-likelihood on the observations
L = log pXτ1 ,...,Xτn (xτ1 , . . . ,xτn) (5)
is maximized. We define the continuous-time flow process (CTFP) {Fθ(Wτ ; τ)}τ∈[0,T ] such that
Xτ = Fθ(Wτ ; τ), ∀τ ∈ [0, T ], (6)
where Fθ(·; τ) : Rd → Rd is an invertible mapping parametrized by the learnable parameters θ for
every τ ∈ [0, T ], andWτ is a d-dimensional Wiener process.
The log-likelihood in Equation 5 can be rewritten using the change of variables formula. Let
wτi = F
−1
θ (xτi ; τi), then
L =
n∑
i=1
[
log pWτi |Wτi−1 (wτi |wτi−1)− log
∣∣∣∣det ∂Fθ(wτi ; τi)∂wτi
∣∣∣∣ ], (7)
where τ0 = 0,W0 = 0, and pWτi |Wτi−1 is defined in Section 2.2. Figure 2a shows an example of the
likelihood calculation. Sampling from a CTFP is straightforward. Given the timestamps τi, we first
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sample a realization of the Wiener process {wτi}ni=1, then map them to xτi = Fθ(wτi). Figure 2b
illustrates this procedure.
The normalizing flow models Fθ(·; τ) transform simple base distribution induced byWτ on arbitrary
time grid into more complex shapes in the observation space. It is worth noting that given a continuous
realization ofWτ , as long as Fθ(·; τ) is implemented as a continuous mapping, the resulting trajectory
xτ is also continuous.
3.2 Generative ANODE
In principle, any normalizing flow model indexed by time τ could be used as Fθ(·; τ) in Equation 6.
We proceed with the continuous normalizing flow and ANODE because it has free-form Jacobian and
efficient trace estimator [15, 21]. In particular, we consider the following instantiation of ANODE as
a generative model: For any τ ∈ [0, T ] and wτ ∈ Rd, we map wτ to xτ by solving the following
initial value problem:
d
dt
(
hτ (t)
aτ (t)
)
=
(
fθ(hτ (t), aτ (t), t)
gθ(aτ (t), t)
)
,
(
hτ (t0)
aτ (t0)
)
=
(
wτ
τ
)
, (8)
where hτ (t) ∈ Rd, t ∈ [t0, t1], fθ : Rd ×R× [t0, t1]→ Rd, and gθ : R× [t0, t1]→ R. Then Fθ in
Equation 6 is defined as the solution of hτ (t) at t = t1:
Fθ(wτ ; τ) := hτ (t1) = hτ (t0) +
∫ t1
t0
fθ (hτ (t), aτ (t), t) dt. (9)
Note that the index t represents the independent variable in the initial value problem and should not
be confused with τ , the timestamp of the observation.
Using Equation 4, the log-likelihood L can be calculated as follows:
L =
n∑
i=1
[
log pWτi |Wτi−1
(
hτi(t0)|hτi−1(t0)
) − ∫ t1
t0
tr
(
∂fθ(hτi(t), aτi(t), t)
∂hτi(t)
)
dt
]
, (10)
where hτi(t0) is obtained by solving the ODE in Equation 8 backwards from t = t1 to t = t0, and
the trace of the Jacobian can be estimated by Hutchinson’s trace estimator [23, 21].
3.3 Interpolation and Extrapolation with CTFP
Time-indexed normalizing flows and the Brownian bridge allow us to define conditional distributions
on arbitrary timestamps. They also permit the CTFP model to perform interpolation and extrapolation
given partial observations, which are of great importance in time series modeling.
Interpolation means that we can model the conditional distribution pXτ |Xτi ,Xτi+1 (xτ |xτi ,xτi+1) for
all τ ∈ [τi, τi+1] and i = 1, . . . , n− 1. This can be done by mapping the values xτ , xτi and xτi+1
to wτ , wτi and wτi+1 , respectively. After that, Equation 2 can be applied to obtain the conditional
density of pWτ |Wτi ,Wτi+1 (wτ |wτi ,wτi+1). Finally, we have
log pXτ |Xτi ,Xτi+1 (xτ |xτi ,xτi+1) = log pWτ |Wτi ,Wτi+1 (wτ |wτi ,wτi+1)− log
∣∣∣∣det ∂xτ∂wτ
∣∣∣∣ . (11)
Extrapolation can be done in a similar fashion using Equation 1. This allows the model to predict
continuous trajectories into the future, given past observations. Figure 2c shows a visualization of
interpolation and extrapolation using CTFP.
3.4 Latent Continuous-Time Flow Process
The CTFP model inherits the independent increment property from the Wiener process, which is
a strong assumption and limits its ability to model stochastic processes with complex temporal
dependence. In order to enhance the expressive power of the CTFP model, we augment it with a latent
variable Z ∈ Rm, whose prior distribution is an isotropic Gaussian pZ(z) = N (z; 0, Im). As a
result, the data distribution can be approximated by a diverse collection of CTFP models conditioned
on sampled latent variables z.
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Table 1: Quantitative Evaluation (Synthetic Data). We show test negative log-likelihood on three synthetic
stochastic processes across different models. Below each process, we indicate the intensity of the Poisson
point process from which the timestamps for the test sequences were sampled. “Ground Truth” refers to the
closed-form negative log-likelihood of the true underlying data generation process. [GBM: geometric Brownian
motion; OU: Ornstein–Uhlenbeck process; M-OU: mixture of OUs.]
Model GBM OU M-OU
λtest = 2 λtest = 20 λtest = 2 λtest = 20 λtest = (2, 20)
Latent ODE [43] 3.826 5.935 3.066 3.027 2.690
VRNN [12] 3.762 3.492 2.729 1.939 1.415
CTFP (ours) 3.107 1.931 2.903 1.942 1.432
Latent CTFP (ours) 3.106 1.929 2.902 1.936 1.391
Ground Truth 3.106 1.928 2.722 1.888 1.379
The generative model in Equation 6 is augmented to Xτ = Fθ(Wτ ;Z, τ),∀τ ∈ [0, T ], which in-
duces the conditional distributionXτ1 , . . . ,Xτn |Z. Similar to the initial value problem in Equation 8,
we define Fθ(wτ ; z, τ) = hτ (t1), where
d
dt
(
hτ (t)
aτ (t)
)
=
(
fθ(hτ (t),aτ (t), t)
gθ(aτ (t), t)
)
,
(
hτ (t0)
aτ (t0)
)
=
(
wτ
(z, τ)>
)
. (12)
Depending on the sample of the latent variable z, the CTFP model has different gradient fields and
thus different output distributions.
For simplicity of notation, the subscripts of density functions are omitted from now on. For the
augmented generative model, the log-likelihood becomes L = log ∫Rm p(xτ1 , . . . ,xτn |z)p(z) dz,
which is intractable to evaluate. Following the variational autoencoder approach [29], we introduce
an approximate posterior distribution of Z|Xτ1 , . . . ,Xτn , denoted by q(z|xτ1 , . . . ,xτn). The
implementation of the approximate posterior distribution is an ODE-RNN encoder [43]. With the
approximate posterior distribution, we can derive an importance-weighted autoencoder (IWAE) [6]
lower bound of the log-likelihood on the right-hand side of the inequality:
L = logEz∼q
[
p(xτ1 , . . . ,xτn |z)p(z)
q(z|xτ1 , . . . ,xτn)
]
≥ Ezk∼q
[
log
(
1
K
K∑
k=1
p(xτ1 , . . . ,xτn |zk)p(zk)
q(zk|xτ1 , . . . ,xτn)
)]
,
(13)
where K is the number of samples from the approximate posterior distribution.
4 Experiments
In this section, we apply our models on synthetic data generated from common continuous-time
stochastic processes and complex real-world datasets. The proposed CTFP and latent CTFP models
are compared against two baseline models: latent ODE [43] and variational RNNs (VRNNs) [12].
The latent ODE model with the ODE-RNN encoder is designed specifically to model time series data
with irregular observation times. VRNN is a popular variational filtering model that demonstrates
superior performance on structured sequential data.
For VRNNs, we append the time gap between two observations as an additional input to the neural
network. Both latent CTFP and latent ODE models use ODE-RNN [43] as the inference network;
GRU [11] is used as the RNN cell in latent CTFP, latent ODE, and VRNN models. All three
latent-variable models have the same latent dimension and GRU hidden state dimension. See the
supplementary materials for details about our experiment setups and model implementations.
4.1 Synthetic Datasets
We simulate three irregularly-sampled time series datasets; all of them are univariate. Geometric
Brownian motion (GBM) is a continuous-time stochastic process widely used in mathematical
finance. It satisfies the following stochastic differential equation: dXτ = µXτdτ + σXτdWτ , where
µ and σ are the drift term and variance term, respectively. The timestamps of the observations are
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Table 2: Quantitative Evaluation (Real-World Data). We show test negative log-likelihood on Mujoco-
Hopper, Beijing Air-Quality Dataset (BAQD) and PTB Diagnostic Database (PTBDB) across different models.
For CTFP, the reported values are exact; for the other three models, we report IWAE bounds using K = 125
samples. Lower values correspond to better performance. Standard deviations are based on 5 independent runs.
Model Mujoco-Hopper [43] BAQD [4] PTBDB [47]
Latent ODE [43] 24.775± 0.010 2.789± 0.011 −0.818± 0.009
VRNN [12] 9.113± 0.018 0.604± 0.007 −1.999± 0.008
CTFP (ours) −16.126± 0.166 −2.336± 0.035 −1.330± 0.028
Latent CTFP (ours) −31.417± 0.059 −6.901± 0.026 −2.031± 0.009
in the range between 0 and T = 30 and are sampled from a homogeneous Poisson point process
with an intensity of λtrain = 2. To further evaluate the model’s capacity to capture the dynamics of
GBM, we test the model with observation time-steps sampled from Poisson point processes with
intensities of λtest = 2 and λtest = 20. Ornstein–Uhlenbeck process (OU Process) is another type
of widely used continuous-time stochastic process. The OU process satisfies the following stochastic
differential equation: dXτ = θ(µ−Xτ )dτ + σdWτ . We use the same set of observation intensity
values as GBM to sample observation timestamps in the training and test sets. Mixture of OUs. To
demonstrate the latent CTFP’s capability to model sequences sampled from different continuous-time
stochastic processes, we train the models on a dataset generated by mixing the sequences sampled
from two different OU processes with different values of θ, µ, σ, and different observation intensities.
We defer more details of the parameters of the synthetic dataset to the supplementary material.
Results. The results are presented in Table 1. We report the exact negative log-likelihood (NLL) per
observation for CTFP. For latent ODE, latent CTFP, and VRNN, we report the (upper bound of) NLL
estimated by the IWAE bound [6] in Equation 13, using K = 25 samples of latent variables. We also
show the NLL of the test set computed with the ground truth density function.
The results on the test set sampled from the GBM indicate that the CTFP model can recover the true
data generation process as the NLL estimated by CTFP is close to the ground truth. In contrast, latent
ODE and VRNN models fail to recover the true data distribution. On the M-OU dataset, latent CTFP
models show better performance than other models. Moreover, latent CTFP outperforms CTFP by
0.04 nats, indicating its ability to leverage the latent variables.
Although trained on samples with an observation intensity of λtrain = 2, CTFP can better adapt to
samples with a bigger observation intensity (and thus denser time grid) of λtest = 20. We hypothesize
that the superior performance of CTFP models when λtest = 20 is due to their capability to model
continuous stochastic processes, whereas the baseline models do not have the notion of continuity.
We further corroborate this hypothesis in an ablation study where the base Wiener process is replaced
with i.i.d. Gaussian random variables, such that the base process is no longer continuous in time (see
the supplementary material).
Figure 3 provides a qualitative comparison between CTFP and latent ODE trained on the GBM data,
on the generation task (upper panels) and the interpolation task (lower panels). The results in the
upper panels show that CTFP can generate continuous sample paths and accurately estimate the
marginal mean and quantiles. In contrast, the sample paths generated by latent ODE are more volatile
and discontinuous due to its lack of continuity. For the interpolation task, the results of CTFP are
consistent with the ground truth, in terms of both point estimation and uncertainty estimation. For
latent ODE on the interpolation task, Figure 3b shows that the latent variables from the variational
posterior shift the density to the region where the observations lie. However, although latent ODE
is capable to perform interpolation, there is no guarantee that the (reconstructed) sample paths pass
through the observed points (triangular marks in Figure 3b), as discussed in Section 2.4. The results
indicate that the latent ODE is not suitable for the interpolation task.
4.2 Real-World Datasets
We also evaluate our models on real-world datasets with continuous and complex dynamics. The
following three datasets are considered: Mujoco-Hopper [43] consists of 10,000 sequences that are
simulated by a “Hopper” model from the DeepMind Control Suite in a MuJoCo environment [46].
PTB Diagnostic Database (PTBDB) [4] consists of excerpts of ambulatory electrocardiography
(ECG) recordings. Each sequence is one-dimensional, and the sampling frequency of the recordings
is 125 Hz. Beijing Air-Quality Dataset (BAQD) [47] is a dataset consisting of multi-year recordings
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Figure 3: Comparison between CTFP and latent ODE on the GBM data. We consider the generation and
interpolation tasks for (a) CTFP, (b) latent ODE, and (c) ground truth. In each subfigure, the upper panel shows
samples generated from the model and the lower panel shows results for interpolation. The observed points for
interpolation are marked by black triangles. In addition to the sample trajectories (red) and the marginal density
(blue), we also show the sample-based estimates (closed-form for ground truth) of the inter-quartile range (dark
red) and mean (brown) of the marginal density.
of weather and air quality data across different locations in Beijing. The variables in consideration are
temperature, pressure, and wind speed, and the values are recorded once per hour. We segment the
data into sequences, each covering the recordings of a whole week. Please refer to the supplementary
materials for additional details about data preprocessing.
Similar to our synthetic data experiment settings, we compare the CTFP and latent CTFP models
against latent ODE and VRNN. Details about the model architecture and procedure to sample
asynchronous time series data can be found in the supplementary material.
Results. The results are shown in Table 2. We report the exact negative log-likelihood (NLL) per
observation for CTFP, and the (upper bound of) NLL estimated by the IWAE bound, using K = 125
samples of latent variables, for latent ODE, latent CTFP, and VRNN. For each setting, the mean and
standard deviation of five evaluation runs are reported. The evaluation results show that latent CTFP
model outperforms VRNN and latent ODE models on all three datasets, indicating CTFP is better
at model irregular time series data with continuous dynamics. Table 2 also suggests that the latent
CTFP model consistently outperforms the CTFP model. It demonstrates that with the latent variables,
the latent CTFP model is more expressive and able to capture the data distribution better.
It is worth noting that the latent ODE model in its original work [43] uses a fixed output variance
and is evaluated using the mean squared error (MSE). We adapt the model to our tasks with a
predicted output variance. We refer the readers to the supplementary materials for more details on the
latent ODE model experiments. We further study the effect of using RealNVP [14] as the invertible
mapping Fθ(·; τ). This experiment can be regarded as an ablation study, and results are presented in
the supplementary material.
5 Conclusion
In summary, we propose the continuous-time flow process (CTFP), a reversible generative model
for stochastic processes, and its latent variant. It maps a simple continuous-time stochastic process,
i.e., the Wiener process, into a more complicated process in the observable space. As a result, many
desirable mathematical properties of the Wiener process are retained, including the efficient sampling
of continuous paths, likelihood evaluation on arbitrary timestamps, and inter/extrapolation given
observed data. Our experimental results demonstrate the superior performance of the proposed
models on various datasets.
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A Experiment Setup and Model Architecture Details
We describe all the important details on synthetic dataset generation, real-world dataset pre-processing,
model architecture as well as training and evaluation settings in this section.
A.1 Synthetic Dataset Details
For the geometric Brownian motion (GBM), we sample 10000 trajectories from a GBM with the
parameters of µ = 0.2 and a variance of σ = 0.5 in the interval of [0, 30]. The timestamps of the
observations are sampled from a homogeneous Poisson point process with an intensity of λtrain = 2.
We evaluate the model on the observations timestamps sampled from two homogeneous Poisson
processes separately with intensity values of λtest = 2 and λtest = 20.
For the Ornstein–Uhlenbeck (OU) process, the parameters of the process we sample trajectories
from are θ = 2, µ = 1, and σ = 10. We also sample 10000 trajectories and use the same set of
observation intensity values, λtrain and λtest, to sample observation timestamps from homogeneous
Poisson processes for training and test.
For the mixture of OU processes (MOU), we sample 5000 sequences from each of two different
OU processes and mix them to obtain 10000 sequences. One OU process has the parameters of
θ = 2, µ = 1, and σ = 10 and the observation timestamps are sampled from a homogeneous Poisson
process with λtrain = 2. The other OU process has the parameters of θ = 1.0, µ = 2.0, and σ = 5.0
with observation timestamps sampled with λtrain = 20.
For the 10000 trajectories of each dataset, we use 7000 trajectories for training and 1000 trajectories
for validation. We test the model on 2000 trajectories for each value of λtest. To test the model with
λtest = 20 on GBM and OU process, we also use 2000 sequences.
A.2 Real-World Dataset Details
As mentioned in Section 4.2 of the paper, we compare our models against the baselines on
three datasets: Mujoco-Hopper, Beijing Air-Quality dataset (BAQD), and PTB Diagnostic
Database(PTBDB). The three datasets can be downloaded using the following links:
• http://www.cs.toronto.edu/~rtqichen/datasets/HopperPhysics/training.
pt
• https://www.kaggle.com/shayanfazeli/heartbeat/download
• https://archive.ics.uci.edu/ml/datasets/Beijing+Multi-Site+
Air-Quality+Data
We pad all sequences into the same length for each dataset. The sequence length of the Mujoco-
Hopper dataset is 200 and the sequence length of BAQD is 168. The maximum sequence length
in the PTBDB dataset is 650. We rescale the indices of sequences to real numbers in the interval
of [0, 120] and take the rescaled values as observation timestamps for all datasets. To make the
sequences asynchronous or irregularly-sampled, we sample observation timestamps {τi}ni=1 from
a homogeneous Poisson process with an intensity of 0.5 that is independent of the data. For each
sampled timestamp, the value of the closest observation is taken as its corresponding value. The
timestamps of all sampled sequences are shifted by a value of 0.2 sinceW0 = 0 deterministically for
the Wiener process and there’s no variance for CTFP model’s prediction at τ = 0.
A.3 Model Architecture Details
To ensure a fair comparison, we use the same values for hyper-parameters including the latent variable
and hidden state dimensions across all models. Likewise, we keep the underlying architectures as
similar as possible and use the same experimental protocol across all models.
For CTFP and Latent CTFP, we use a one-block augmented neural ODE module that maps the base
process to the observation process. For the augmented neural ODE model, we use an MLP model
consisting of 4 hidden layers of size 32–64–64–32 for both f and g in Equation 8 and 12. The
same model architecture is used for both synthetic and real-world datasets. For the latent CTFP
and latent ODE models appearing in Section 4, we use the ODE-RNN model as the recognition
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Table 3: Comparison between CTFP, CTFP-IID-Gaussian, latent CTFP, and latent CTFP-IID-
Gaussian on synthetic datasets. We report NLL per observation.
Model GBM OU M-OU
λtest = 2 λtest = 20 λtest = 2 λtest = 20 λtest = (2, 20)
Latent ODE [43] 3.826 5.935 3.066 3.027 2.690
CTFP-IID-Gaussian 4.952 4.094 3.025 3.024 2.716
Latent CTFP-IID-Gaussian 3.945 5.072 3.017 3.000 2.689
CTFP (ours) 3.107 1.931 2.903 1.942 1.432
Latent CTFP (ours) 3.106 1.929 2.902 1.936 1.391
Ground Truth 3.106 1.928 2.722 1.888 1.379
network. For synthetic datasets, the ODE-RNN model consists of a one-layer GRU cell with a
hidden dimension of 20 (the rec-dims parameter in its original implementation) and a one-block
neural ODE module that has a single hidden layer of size 100, and it outputs a 10-dimensional latent
variable. The same architecture is used by both latent ODE and latent CTFP models. For real-world
datasets, the ODE-RNN architecture uses a hidden state of dimension 20 in the GRU cell and an MLP
with a 128-dimensional hidden layer in the neural ODE module. The ODE-RNN model produces a
64-dimensional latent variable. For the generation network of the latent ODE (V2) model, we use an
ODE function with one hidden layer of size 100 for synthetic datasets and 128 for real-world datasets.
The decoder network has 4 hidden layers of size 32–64–64–32; it maps a latent trajectory to outputs
of Gaussian distributions at different time steps.
The VRNN model is implemented using a GRU network. The hidden state of the VRNN models
is 20-dimensional for synthetic and real-world datasets. The dimension of the latent variable is 64
for real-word datasets and 10 for synthetic datasets. We use an MLP of 4 hidden layers of size
32–64–64–32 for the decoder network, an MLP with one hidden layer that has the same dimension as
the hidden state for the prior proposal network and an MLP with two hidden layers for the posterior
proposal network. For synthetic data sampled from Geometric Brownian Motion, we apply an
exponential function to the samples of all models. Therefore the distribution precited by latent ODE
and VRNN at each timestamp is a log-normal distribution.
A.4 Training and Evaluation Settings
For synthetic data, we train all models using the IWAE bound with 5 samples and a flat learning rate
of 5× 10−4 for all models. We also consider models trained with or without the aggressive training
scheme proposed by He et al. [22] for latent ODE and latent CTFP. We choose the best-performing
model among the ones trained with or without the aggressive scheme based IWAE bound, estimated
with 25 samples on the validation set for evaluation. The batch size is 100 for CTFP models and
25 for all the other models. For experiments on real-world datasets, we did a hyper-parameter
search on learning rates over two values of 5 × 10−4 and 10−4, and whether using the aggressive
training schemes for latent CTFP and latent ODE models. We report the evaluation results of the
best-performing model based on IWAE bound estimated with 125 samples.
B Ablation Study Results
B.1 I.I.D. Gaussian as Base Process
In this experiment, we replace the base Wiener process with I.I.D Gaussian random variables and
keep the other components of the models unchanged. This model and its latent variant are named
CTFP-IID-Gaussian and latent CTFP-IID-Gaussian. As a result, the trajectories sampled from CTFP-
IID-Gaussian are not continuous and we use this experiment to study the continuous property of
model and its impact on modeling irregular time series data with continuous dynamics. The results
are presented in Table 3 and Table 4.
The results show that CTFP consistently outperforms CTFP-IID-Gaussian, and latent CTFP outper-
forms latent CTFP-IID-Gaussian. The results corroborate our hypothesis that the superior perfor-
mance of CTFP models can be partially attributed to the continuous property of the model. Moreover,
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Table 4: Comparison Between CTFP, CTFP-IID-Gaussian, latent CTFP, and latent CTFP-IID-
Gaussian on real-world datasets. We report NLL per observation.
Model Mujoco-Hopper [43] BAQD [4] PTBDB [47]
Latent ODE [43] 24.775± 0.010 2.789± 0.011 −0.818± 0.009
CTFP-IID-Gaussian 22.023± 0.010 3.398± 0.006 −0.375± 0.003
Latent CTFP-IID-Gaussian 17.397± 0.007 1.471± 0.005 −1.436± 0.005
CTFP (ours) −16.126± 0.166 −2.336± 0.035 −1.330± 0.028
Latent CTFP (ours) −31.417± 0.059 −6.901± 0.026 −2.031± 0.009
latent CTFP-IID-Gaussian shows similar but slightly better performance than latent ODE models.
The results comply with our hypothesis as the models are very similar and both models have no
notion of continuity in the decoder. We believe the performance gain of latent CTFP-IID-Gaussian
comes from the use of (dynamic) normalizing flow which is more flexible than Gaussian distributions
used by latent ODE.
B.2 CTFP-RealNVP
In this experiment, we replace the continuous normalizing flow in CTFP model with another popular
choice of normalizing flow model, RealNVP [14]. This is variant of CTFP is named CTFP-RealNVP
and its latent version is called latent CTFP-RealNVP. Note that the trajectories sampled from CTFP-
RealNVP model are still continuous. We evaluate CTFP-RealNVP and latent CTFP-RealNVP models
on datasets with high dimensional data, Mujoco-Hopper, and BAQD. The results are shown in Table 5.
Table 5: Comparison between CTFP, CTFP-RealNVP, and their latent variants on Mujoco-Hopper
and BAQD datasets. We report NLL per observation.
Model Mujoco BAQD
CTFP-RealNVP −23.061± 0.000 −5.099± 0.002
Latent CTFP-RealNVP −23.602± 0.001 −5.109± 0.005
CTFP −16.126± 0.166 −2.336± 0.035
Latent CTFP −31.417± 0.059 −6.901± 0.026
The table indicates that CTFP-RealNVP outperforms CTFP. However, when incorporating the latent
variable, the latent CTFP-RealNVP performs significantly worse than latent CTFP. This is potentially
because RealNVP cannot make full use of the information in the latent variable due to its structural
constraints as we discussed in Section 3.2.
C Additional Details for Latent ODE Models on Mujoco-Hooper Data
The original latent ODE paper focuses on point estimation and uses the mean squared error as the
performance metric [43]. When applied to our problem setting and evaluated using the log-likelihood,
the model performs unsatisfactorily. In Table 6, the first row shows the negative log-likelihood on the
Mujoco-Hopper dataset. This is likely because the original latent ODE model uses a fixed output
variance of 10−6, which magnifies even a small reconstruction error.
To mitigate this issue, we propose two modified versions of the latent ODE model. For the first
version (V1), given a pretrained (original) latent ODE model, we do a logarithmic scale search for the
output variance and find the value that gives the best performance on the validation set. The second
version (V2) uses an MLP to predict the output mean and variance. Both modified versions have much
better performance than the original model, as shown in Table 6, rows 2–3. It also shows that the
second version of the latent ODE model (V2) outperforms the first one (V1) on the Mujoco-Hopper
dataset. Therefore, we use the second version (V2) for all the experiments in the main text.
D Qualitative Sample for VRNN Model
We sample trajectories from the VRNN model [12] trained on Geometric Brownian Motion (GBM)
by running the model on a dense time grid and show the trajectories in Figure 4. We compare the
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Table 6: Comparison of different version of latent ODE models on Mujoco-Hooper Datasets.
Model NLL
Latent ODE (original) 4× 107 ± 9× 105
Latent ODE (V1) 45.874± 0.001
Latent ODE (V2) 24.775± 0.010
VRNN 9.113± 0.018
CTFP −16.126± 0.166
Latent CTFP −31.417± 0.059
trajectories sampled from the model with trajectories sampled from GBM. As we can see, the sampled
trajectories from VRNN are not continuous in time.
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Figure 4: Sample trajectories and marginal density estimation by VRNN (a). We compare the
results with sample trajectories and marginal density with ground truth (b). In addition to the
sample trajectories (red) and the marginal density (blue), we also show the sample-based estimates
(closed-form for ground truth) of the inter-quartile range (dark red) and mean (brown) of the marginal
density.
We also use VRNN to estimate the marginal density ofXτ for each τ ∈ (0, 5] and show the results
in Figure 4. It is not straightforward to use VRNN model for marginal density estimation. For each
timestamp τ ∈ (0, 5], we get the marginal density ofXτ by running VRNN on a time grid with two
timestamps, 0 and τ : at the first step, the input to VRNN model is x0 = 1 and we can get prior
distributions of the latent variable Zτ . Note that a sampled trajectory from GBM is always 1 when
τ = 0. Conditioned on the sampled latent codes z0 and zτ , VRNN proposes p(xτ |x0, zτ , z0) at
the second step. We average the conditional density over 125 samples of Zτ and Z0 to estimate the
marginal density.
The marginal density estimated using a time grid with two timestamps is not consistent with the
trajectories sampled on a different dense time grid. The results indicate that the choice of time grid
has a great impact on the distribution modeled by VRNN and the density functions computed by
VRNN using different time grids can be inconsistent. In contrast, our proposed CTFP model does not
have such problems.
14
