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We present a real-time lattice approach to study the non-equilibrium dynamics of vector and axial
charges in SU(N) × U(1) gauge theories. Based on a classical description of the non-Abelian and
Abelian gauge fields, we include dynamical fermions and develop operator definitions for (improved)
Wilson and overlap fermions that allow us to study real-time manifestations of the axial anomaly
from first principles. We present a first application of this approach to anomalous transport phe-
nomena such as the Chiral Magnetic Effect (CME) and Chiral Separation Effect (CSE) by studying
the dynamics of fermions during and after a SU(N) sphaleron transition in the presence of a U(1)
magnetic field. We investigate the fermion mass and magnetic field dependence of the suggested
signatures of the CME and CSE and point out some important aspects which need to be accounted
for in the macroscopic description of anomalous transport phenomena.
I. INTRODUCTION
Quantum anomalies are ubiquitous in nature and have
lead to many fascinating phenomena in quantum field
theories. One of the most prominent examples occurs in
the context of electroweak baryogenesis, where the com-
bined effects of anomalous baryon plus lepton number
violation and the C and CP violation may provide an
explanation for the observed matter/anti-matter asym-
metry under suitable out-of-equilibrium conditions [1–3].
Even though analogous processes exist in QCD, where
the conservation of the axial charge j0a is anomalously
violated locally, observing such effects is a more subtle
issue as QCD by itself does not violate the discrete P
and CP symmetries globally.
In recent years, a major discovery is that the com-
bination of QCD and QED effects, expected to oc-
cur in a Quark-Gluon Plasma (QGP), can lead to new
macroscopic manifestations of real-time quantum anoma-
lies [5], which could potentially be observed in high-
energy heavy-ion collision experiments [4]. While sev-
eral phenomena are presently being discussed in this con-
text (for review, see e.g. [6]), the basic idea can be
summarized as follows: topological transitions such as
sphalerons [7, 8], which are expected to occur frequently
in the QGP [9, 10], can induce a net axial charge asym-
metry j0a of light quarks which can fluctuate on an event-
by-event basis. Even though this axial charge asymmetry
cannot be observed directly, in the presence of the strong
electromagnetic ~B field created in off-central heavy-ion
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collisions it can be converted into an electric current
~j ∝ j0a ~B [11]. This phenomenon is called the Chiral
Magnetic Effect (CME) (for review, see e.g. [12]) and
can lead to observable consequences in heavy-ion exper-
iments [4, 13].
Experimental searches for the CME are ongoing at
RHIC and the LHC, and intriguing hints suggestive of
the CME have been seen across different experiments [18–
20]. Based on the notion that the CME should lead to
a separation of electric charges across the direction of
the magnetic field [4], the focus of experimental searches
has been to measure the effects of electric charge sep-
aration at early times by analyzing charge dependent
azimuthal correlations in the final state [21]. However,
it turns out that conventional explanations in terms of
background effects also exist for the proposed observables
and so far it has been a challenge to disentangle signal
and background [22–28]. Experimentally, this question
will be addressed in the near future through a proposed
isobar run at RHIC [15]. By studying the variation of the
charge separation signal for two isobars, this experimen-
tal program is specifically designed to separate magnetic
field independent backgrounds from the genuine CME
signal [14, 16, 29]. Of course, along with the dedicated
experimental efforts, there is a simultaneous need for an
improved theoretical understanding of the expected mag-
nitude and features of possible CME signals [15].
Over the past few years, a variety of different the-
oretical approaches have been developed to investigate
the real-time dynamics of anomalous transport phenom-
ena such as the CME across different physical systems.
In particular, this includes macroscopic descriptions in
terms of anomalous hydrodynamics [30–33] as well as
microscopic descriptions based on chiral kinetic theory
at weak coupling [34–36] and holographic methods at
strong coupling [38–42]. Despite all these developments,
significant uncertainties remain with regard to a quan-
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2titative theoretical description of the CME in heavy-ion
collisions [6, 15]. Since the lifetime of the magnetic field
is presumably very short1 [43–45], a dominant source of
uncertainty is an incomplete understanding of the dy-
namics of axial and vector charges during the early time
pre-equilibrium stage [15]. In order to address precisely
these uncertainties, we recently advocated the use of a
classical-statistical lattice approach which is specifically
devised to explore the real time dynamics in far-from-
equilibrium situations [46].
Classical-statistical lattice techniques are a commonly
used tool in the study of far-from-equilibrium many body
systems. In the context of high-energy heavy-ion colli-
sions, a classical-statistical treatment of the early time
dynamics can be systematically derived within the Color
Glass Condensate effective field theory [47–49] in the
weak-coupling limit (αs  1): Since the phase space
occupancies of gluons are non-perturbatively large f ∼
1/αs at initial times, quantum effects are suppressed by
an additional power of αs and the early time dynamics
can be accurately described in terms of an ensemble of
classical Yang-Mills fields [50].
Over the past few years classical-statistical lattice tech-
niques have been employed to study various aspects of
the early time, non-equilibrium dynamics, starting with
the initial state particle production [51–54] towards the
onset of the thermalization process [50, 55–58]. While
so far most works have focused on the dynamics of the
gluon fields, which dominate the dynamics in the high-
occupancy regime (f  1), first attempts have also been
made to include dynamical fermions into the description
of the early time non-equilibrium dynamics [59–64].
Based on a classical-statistical lattice gauge theory de-
scription of the bosonic degrees of freedom, the real-
time quantum dynamics of fermions can be studied from
first principles within this approach by numerically solv-
ing the operator Dirac equation [65–69]. While the ap-
proach itself is not new as similar techniques have been
employed previously e.g. in the context of strong field
QED [67, 68, 70], cold electroweak baryogenesis [71, 72]
or cold quantum gases [73], we have achieved several im-
provements which allowed us for the first time to study
the 3+1 D dynamics of anomalous transport phenomena
in SU(Nc)× U(1) theories [46].
Our paper provides a detailed followup study to the
previous letter [46]. A detailed exposition of the theo-
retical formalism is provided in Sec. II, including for the
first time a real-time formulation of overlap fermions with
1 Even though the lifetime of magnetic field induced by the specta-
tors is extremely short, there is a possibility that a large magnetic
field can be induced the QCD medium, which may survive on a
somewhat longer time scale [17]. However, the spacetime evolu-
tion of the induced magnetic field crucially depends e.g. on the
chemical composition of the plasma at very early times and so
far no firm conclusions have been reached concerning its actual
importance [15].
exact chiral symmetry on the lattice2. We then present
several new physics results on the real-time dynamics of
axial charge production in Sec. III and anomalous trans-
port processes in Sec. IV. Even though our present nu-
merical studies are performed in a minimal setup of a
single SU(2) sphaleron transition in a constant external
U(1) magnetic field, they provide novel insights into the
real-time dynamics of anomalous transport effects and
serve as a first important step in extending this approach
towards a more realistic description of high-energy heavy-
ion collisions. A compact summary of our findings and
future perspectives is presented in Sec. V. Supplementary
information is provided in the following Appendices.
II. CLASSICAL-STATISTICAL LATTICE
GAUGE THEORY WITH DYNAMICAL
FERMIONS
We first describe our setup to perform classical-
statistical real-time lattice gauge theory simulations
with dynamical fermions coupled simultaneously to non-
Abelian SU(Nc) and Abelian U(1) gauge fields. Even
though we will only consider the SU(2) × U(1) case in
our simulations, the discussion is kept general in antic-
ipation of future applications to the SU(3) × U(1) case
relevant to heavy-ion physics. Our simulations are per-
formed in 3+1 dimensional Minkowski spacetime (gµν =
diag(1,−1,−1,−1)), and we will denote the spacetime
coordinate xµ as (t, x, y, z).
We employ temporal axial (At = 0) gauge and work in
the Hamiltonian formalism of lattice gauge theory, first
formulated by Kogut and Susskind [75], where time t
remains a continuous coordinate while the spatial co-
ordinates x = (x, y, z) are discretized on a lattice of
size Nx × Ny × Nz with periodic boundary conditions
and lattice spacing as along each of the three dimen-
sions. We choose a compact U(1) gauge group, such that
both the non-Abelian and Abelian gauge fields are rep-
resented in terms of the usual lattice gauge link vari-
ables Ux,i ∈ SU(N)×U(1), where x ∈ {0, . . . , Nx− 1}×
{0, . . . , Ny − 1}× {0, . . . , Nz − 1} denotes the spatial po-
sition and i = x, y, z the spatial Lorentz index.
Since the classical-statistical lattice formulation for
gauge fields has been extensively discussed in the liter-
ature (see e.g. [56]), we will focus on the practical re-
alization of the fermion dynamics, noting that the foun-
dations of the formalism have been laid out in [66, 68].
Since there are various complications with respect to the
realization of continuum symmetries of fermions on the
lattice, we have implemented two different discretization
schemes for fermions in this work. We will first discuss
the real-time lattice formulation with Wilson fermions
2 During the final stages of preparing this manuscript, we became
aware of an exploratory study using real-time overlap fermions
in a QED-like theory [74].
3and subsequently describe the real-time lattice formula-
tion with overlap fermions.
A. Wilson Fermions in real time
Our starting point for the real-time lattice formulation
with dynamical Wilson fermions is the lattice Hamilto-
nian operator, which takes the general form3 [76]
HˆW =
1
2
∑
x
[ψˆ†x, γ
0
(
− i /DsW +m
)
ψˆx]. (1)
Here the fermion fields obey the usual anti-commutation
relations
{ψˆ†x,a, ψˆy,b} = δx,yδa,b , (2)
where a, b collectively stand for spin and color indices
and −i /DsW denotes the tree-level improved Wilson Dirac
operator
−i /DsW ψˆx =
1
2
∑
n,i
Cn
[(
− iγi − nrw
)
Ux,+niψˆx+ni (3)
+ 2nrwψˆx −
(
− iγi + nrw
)
Ux,−niψˆx−ni
]
.
By rw we denote the Wilson coefficient and we intro-
duced the following short hand notation for the connect-
ing gauge links
Ux,+ni =
n−1∏
k=0
Ux+ki,i , Ux,−ni =
n∏
k=1
U†x−ki,i. (4)
Based on an appropriate choice of the coefficients up
to Cn it is possible to explicitly cancel lattice artifacts
O(a2n−1) in the lattice Hamiltonian. By choosing only
C1 = 1 and all other coefficients to vanish, one recov-
ers the usual (unimproved) Wilson Hamiltonian, which
is only accurate to O(a). With the first two terms
C1 = 4/3 and C2 = −1/6 we can achieve an O(a3) (tree
level) improvement, and by including also the third term
C1 = 3/2 , C2 = −3/10 , C3 = 1/30 we get an O(a5) tree
level) improvement.4
1. Operator decomposition and real-time evolution
While the gauge links Ux,i are treated as classical vari-
ables, it is important to keep track of the quantum me-
chanical operator nature of the fermion fields. Evolution
3 We omit explicit factors of the lattice spacing. Hence all defini-
tion are given in dimensionless lattice units.
4 Note that our improvement procedure parallels that of Ref. [77].
Alternatively one could follow the procedure detailed in Ref. [78],
leading to the appearance of the familiar Clover term.
equations for the fermion operators are derived from the
lattice Hamiltonian, as
iγ0∂tψˆx = (−i /DsW +m)ψˆx , (5)
which can be solved on the operator level by performing
a mode function expansion [66, 68]. Considering for def-
initeness an expansion in terms of the eigenstates of the
Hamiltonian at initial time (t = 0) the mode function
decomposition takes the form
ψˆx(t) =
1√
V
∑
λ
(
bˆλ(0)φ
u
λ(t,x) + dˆ
†
λ(0)φ
v
λ(t,x)
)
, (6)
where λ = 1, · · · , 2NcNxNyNz labels the energy eigen-
states and bˆ(0)/dˆ†(0) correspond to the (anti) fermion
(creation) annihilation operators acting on the initial
state (t = 0) [66, 68]. By construction the time depen-
dence of the fermion field operator ψˆ is then inherent to
the wave-functions φ
u/v
λ (t,x), whereas the operator na-
ture of ψˆ only appears through the operators bˆ(0), dˆ†(0)
acting in the initial state.
Since for a classical gauge field configuration the Dirac
equation (5) is linear in the fermion operator, it follows
from the decomposition in Eq.(6) that the wave-functions
φ
u/v
λ (t,x) satisfy the same equation. One can then im-
mediately compute the time evolution of fermion field
operator by solving the Dirac equation for each of the
4NcNxNyNz wave functions. We obtain the numeri-
cal solutions using a leap-frog discretization scheme with
time step at = 0.02as.
In practice performing the decomposition in Eq.(5)
amounts to the diagonalization of the matrix
γ0
(
− i /DsW +m
)
φ
u/v
λ (0,x) = ±λφu/vλ (0,x) , (7)
at initial time, where λ ≥ m denotes the energy of sin-
gle particle states. In the simplest case, where the gauge
fields vanish at initial time, the eigenfunctions φuλ cor-
respond to plane wave solutions and can be determined
analytically as discussed in App. A. However, if we in-
troduce a non-vanishing magnetic field B at initial time
(see Sec. II C 2), this is no longer the case and we in-
stead determine the eigenfunctions φuλ numerically using
standard matrix diagonalization techniques.5
2. Initial conditions and operator expectation values
When computing any physical observable, one has to
evaluate the operator expectation values with respect to
the initial state density matrix. We will consider for
5 Despite the fact that well known analytic solutions exist in the
continuum in the case of a constant homogenous magnetic field,
we are not aware of an equivalent analytic solution to Eq.(7) on
the lattice.
4simplicity an initial vacuum state, characterized by a
vanishing single particle occupancy of fermions and anti-
fermions n
u/v
λ = 0 yielding the following operator expec-
tation values
〈[bˆ†λ, bˆλ′ ]〉 = +2(nuλ − 1/2)δλ,λ′ (8)
〈[dˆλ, dˆ†λ′ ]〉 = −2(nvλ − 1/2)δλ,λ′ (9)
whereas all other combinations of commutators vanish
identically. Specifically for this choice of the initial state,
the expectation values of a local operator Oˆ(t,x) involv-
ing a commutator of two fermion fields can be expressed
according to
Oˆ(t,x) =
∑
y
Oabxy
1
2
[ψˆ†x,a(t), ψˆy,b(t)] (10)
The expectation value of this bilinear form can be ex-
pressed according to
〈Oˆ(t,x)〉 = 1
V
∑
λ,y
[
φu†λ,a(t,x)O
ab
xyφ
u
λ,b(t,y)(n
u
λ − 1/2)
−φv†λ,a(t,x)Oabxyφvλ,b(t,y)(nvλ − 1/2)
]
.(11)
as a weighted sum over the matrix elements of all wave-
functions.
3. Vector and axial currents
We will consider vector jµv and axial currents j
µ
a as our
basic observables in this study. Since time remains con-
tinuous in the Hamiltonian formalism, vector and axial
densities are defined in analogy to the continuum as
j0v(x) =
1
2
〈[ψˆ†x, ψˆx]〉 , j0a(x) =
1
2
〈[ψˆ†x, γ5ψˆx]〉 . (12)
and no extra terms occur for the time-like components.
However, this is different for the spatial components of
the currents, where additional terms arise in the lattice
definition. By performing the variation of the Hamilto-
nian with respect to the Abelian gauge field, we obtain
the spatial components of the vector currents according
to
jiv(x) = (13)
n−1∑
n,k=0
Cn
4
〈
[ψˆ†x−ki, γ
0
(
γi − inrw
)
Ux−ki,ni ψˆx+(n−k)i]
+ [ψˆ†x+(n−k)i, γ
0
(
γi + inrw
)
Ux+(n−k)i,−ni ψˆx−ki]
〉
.
Since the currents are derived from the improved Hamil-
tonian, these are by construction improved which is im-
portant for reducing discretization effects as we will dis-
cuss in more detail in the upcoming section.
Defining the axial currents requires a more careful
analysis to recover the correct anomaly relations in the
continuum limit. In order to fully appreciate this point,
let us first recall that for a naive discretization of the
fermion action (obtained e.g. by setting rw = 0) an un-
physical cancellation of the anomaly takes place, which
can be understood as a consequence of the doubling of
fermion modes [79]. Hence the correct realization of the
axial anomaly for Wilson fermions relies on lifting the
degeneracy between doublers by introducing the Wilson
term (rw 6= 0), and achieving an effective decoupling of
the fermion doublers in the continuum limit [79]. Defin-
ing the spatial components of the axial current as
jia(x) =
n−1∑
n,k=0
Cn
4
〈
[ψˆ†x−ki, γ
0γiγ5 Ux−ki,ni ψˆx+(n−k)i]
+ [ψˆ†x+(n−k)i, γ
0γiγ5 Ux+(n−k)i,−ni ψˆx−ki]
〉
. (14)
it can easily be shown that the axial current for lattice
Wilson fermions satisfies the exact relation
∂µj
µ
a (x) = 2mηa(x) + rwW (x), (15)
where ∂ij
i
a(x) = j
i
a(x)− jia(x− i) and ηa(x) denotes the
pseudoscalar density
ηa(x) =
1
2
〈[ψˆ†x, iγ0γ5ψˆx]〉 (16)
and W (x) is the explicit contribution from the Wilson
term
W (x) =
∑
n,i
n · Cn
4
〈
[ψˆ†x, iγ5γ0
(
Ux,+niψˆx+ni − 2ψˆx
+ U†x−ni,+niψˆx−ni
)
] + h.c.
〉
(17)
Even though the lattice anomaly relation in Eq.(15) may
appear unfamiliar at first sight, it has been shown in
the context of Euclidean lattice gauge theory, that the
usual form is recovered in the continuum limit, where
the Wilson term gives rise to a non-trivial contribution
rwW (x)→ − g
2
8pi2
TrFµν(x)F˜
µν(x), (18)
Fµν being the field strength tensor and F˜
µν = 12
µνρσFρσ
is it’s dual. It can also be shown that the first deviations
from the continuum limit appear as an odd function of
rw and improved convergence can be achieved by aver-
aging of positive and negative values of the Wilson pa-
rameter [80, 81]. Even though the generalization of these
proofs to the non-equilibrium case is non-trivial, explicit
numerical verification has been reported in [64] and we
will confirm this behavior in Sec. III based on our own
simulations.
B. Overlap fermions in real time
1. Constructing the Overlap Hamiltonian
Wilson fermions break the chiral and anomalous UA(1)
symmetries explicitly on the lattice. Explicit chiral sym-
5metry is recovered only in the continuum limit for mass-
less Wilson fermions6. With the improvement procedures
for the Wilson fermions one can reduce the lattice arti-
facts responsible for chiral symmetry breaking, however
it is still desirable to compare our results with a lattice
fermion discretization where the chiral and continuum
limits are clearly disentangled. Overlap fermions [82, 83]
have exact chiral and flavor symmetries on the lattice
and the anomalous UA(1) symmetry can be realized even
for a finite lattice spacing, analogous to the way it hap-
pens in the continuum. Even though we will demonstrate
that within our simple setup one can obtain comparable
results with improved Wilson and Overlap fermions, we
point out that the real-time overlap formulation may be
important for future real-time simulations that either go
beyond classical background fields or involve truly chiral
fermions.
We will now employ overlap fermions for real-time sim-
ulations of the anomaly induced transport phenomena.
As we did for the Wilson fermions, we consider a Hamil-
tonian formulation which for massless overlap quarks,
Hˆov =
1
2
∑
x
[ψˆ†x, γ0
(− i /Dsov)ψˆx] (19)
Here−i /Dsov is the 3D spatial overlap Dirac operator given
by
−i /Dsov = M
(
1+
γ0HW (M)√
HW (M)2
)
(20)
and HW (M) is the original Wilson Hamiltonian kernel,
defined in Eq.(1) but with Cn = 0 for n ≥ 2, and with
the fermion mass m being replaced by the negative of the
domain wall height M , namely,
HW (M) = γ0(−i /DsW −M). (21)
The domain wall height takes values M ∈ (0, 2]. In Ap-
pendix C we derive the Hamiltonian for the first time in
the overlap formalism. We note that it is assuring that
this construction is in exact agreement with the ansatz
for the overlap Hamiltonian for vector-like gauge theo-
ries first discussed in [84]. Furthermore simulating mas-
sive overlap quarks is straightforward within this setup,
which can be implemented by simply replacing
−i /Dsov → −i /Dsov
(
1− m
2M
)
+m, (22)
where m is the quark mass we want to simulate.
6 Note that mass renormalization effects can render this issue prob-
lematic, as a carful tuning of the Wilson bare mass is required
in taking the correct continuum limit. However, since we will
only consider the dynamics of fermions in a classical background
field, such problems are absent in the simulations present in this
work.
The overlap Dirac matrix for massless quarks in three
spatial dimensions, /D
s
ov satisfies the Ginsparg-Wilson re-
lation [85],
{ /Dsov, γ5} = −i /Dsovγ5 /Dsov . (23)
Additionally the overlap Dirac operator is γ0-hermitian,
and satisfies a variant of Eq.(23),
{ /Dsov, γ0} = −i /Dsovγ0 /Dsov . (24)
As a consequence, it was shown in [84] that the Hamil-
tonian commutes with the operator
Qˆ5 =
1
2
∑
x
[
ψ†x, γ5
(
1− −i /D
s
ov
2
)
ψx
]
. (25)
This allows one to define Qˆ5 as the axial charge within
the Hamiltonian formalism, whose time evolution is given
by the equation,
dQˆ5
dt
= i[Hˆov, Qˆ5] +
∂Qˆ5
∂t
. (26)
Since the first term in the right hand side of Eq.(26) is
identically zero by construction, the time dependence of
the axial charge density operator arises from the explicit
real-time evolution of the matter fields in the definition
of Qˆ5. Hence in the real-time overlap formulation, the
axial charge is generated exactly in the same way as in
the continuum. While in [84] the definition of the axial
charge operator, Qˆ5, is motivated from the symmetries of
the overlap Hamiltonian, we show below how this defini-
tion arises naturally from the spatial integral of the time
component of the axial current.
2. Vector and axial currents in the overlap formalism
Since the overlap operator has exact chiral symme-
try on the lattice one can define chiral projectors which
project onto fermion states with definite handedness.
The left and the right-handed fermion fields can be de-
fined in terms of lattice projection operators Pˇ± as
ψR/L =
1
2
(1± γˇ5)ψ ≡ Pˇ±ψ, (27)
where γˇ5 ≡ γ5(1 + i /Dsov). In order to satisfy the
Ginsparg-Wilson relation, the chiral projectors for the
conjugate fields are then
ψ†R/L = ψ
† 1
2
(1± γ5) ≡ ψ†P±. (28)
Instead of following the approach to define currents from
the variation of the Hamiltonian, we can define vector
currents in analogy to the continuum by constructing
these quantities in terms of the physical left and right-
handed fermion modes [86, 87]. Based on this approach,
6the vector current for overlap fermions in real-time is
constructed as
jµv =
1
2
〈[ψˆ†R, γ0γµψˆR]〉+
1
2
〈[ψˆ†L, γ0γµψˆL]〉
=
1
2
〈[ψˆ†, γ0γµ
(
1− −i /D
s
ov
2
)
ψˆ]〉; (29)
similarly the axial current is
jµa =
1
2
〈[ψˆ†R, γ0γµψˆR]〉 −
1
2
〈[ψˆ†L, γ0γµψˆL]〉
=
1
2
〈[ψˆ†, γ0γµγ5
(
1− −i /D
s
ov
2
)
ψˆ]〉 . (30)
3. Numerical Implementation of the overlap operator
The overlap Hamiltonian consists of a matrix sign func-
tion of HW (M), defined in Eq.(20). The inverse square
root of HW (M)
2 can be expressed as a Zolotarev rational
function [88–91],
1√
HW (M)2
=
NO∑
l=1
bl
dl +HW (M)2
. (31)
To compute Eq.(31), first we compute the coefficients
bl and dl from the smallest and largest eigenvalues of
HW (M)
2 [90]. Once the Zolotarev expansion coefficients
dl are determined, we implement a multi-shift conjugate
gradient solver to calculate the inverse of dl +HW (M)
2.
The lowest and the highest eigenvalues for HW (M)
2
are calculated using the Kalkreuter-Simma Ritz algo-
rithm [92] with 20 restarts and a convergence criterion
of 10−20. We find that taking NO = 20 terms in the
Zolotarev polynomial results in |sign(HW )2 − 1| < 10−9.
We note that the lowest and highest eigenvalues of
HW (M)
2 are sensitive to the choice of the domain wall
height M . We have chosen M such that we obtain the
best approximation to the sign function as well as the
Ginsparg-Wilson relation. For the sphaleron configu-
ration we studied in this work the optimal choice was
M ∈ [1.4, 1.6) (see App. B for more details).
For the multi-shift conjugate gradient, the convergence
of the conjugate gradient is determined by the smallest
dl, and the convergence criterion is set to |HW (M)2|−1 <
10−16. For the largest lattice volumes that we consider
in this study and for the single SU(2) sphaleron gauge
configuration to be introduced in Sec. II C 1, the conju-
gate gradient algorithm reaches the convergence criterion
before the maximum number of steps, which we choose
to be 2000. We have also checked that the resultant over-
lap Dirac operator satisfies the Ginsparg-Wilson relation,
and found this is satisfied to a precision of O(10−9). We
have also carefully studied the M -dependent cut-off ef-
fects for the vector and axial-vector currents which we
would illustrate in the subsequent sections as well as in
the Appendix B. We find that the cut-off effects in the
current operators are fairly independent of the choice of
M for M ∈ [1.4, 1.6).
Additionally, we have also implemented the overlap
Hamiltonian in the presence an additional static U(1)
magnetic field to be introduced in Sec. II C 2. For this,
we include the U(1) fields in the Wilson Hamiltonian in
Eq.(20). We find that the sign function is implemented to
a precision of 10−9 and the overlap Dirac operator in this
case satisfies the Ginsparg-Wilson relation to a precision
of 10−8.
C. Non-Abelian and Abelian gauge links
Within the classical-statistical approach, the dynamics
of non-Abelian and Abelian fields is usually determined
self-consistently by the solution to the classical Yang-
Mills and Maxwell equations. In particular, the pres-
ence of the fermionic currents in the equations of motion
for the gauge fields leads to a back-reaction of fermions,
which is naturally included in the approach [65, 66]. Even
though it will be desirable to investigate such effects in
the long run, in the present study we will limit ourselves
to a simpler set-up. Instead of a self-consistent deter-
mination of the non-Abelian and Abelian gauge fields,
we will treat both of them as classical background fields
whose dynamics is a priori prescribed.
1. SU(2) gauge links
Concerning the SU(2) gauge links, the dynamics is
chosen to mimic that of a sphaleron transition by con-
structing a dynamical transition between topologically
distinct classical vacua. Starting from the trivial vac-
uum solution U
SU(2)
x,i = 1 at initial time t = 0, we con-
struct a smooth transition to a topologically non-trivial
vacuum U
SU(2),G
x,i at time t ≥ tsph through a constant
chromo-electric field, corresponding to the shortest path
in configuration space,
Eax,i =
{
i
gastsph
logSU(2)
(
U
SU(2),G
x,i
)
, 0 < t < tsph
0 , t > tsph
(32)
during which the gauge links are constructed according
to
U
SU(2)
x,i (t) =
{
e−igastE
a
x,i
σa
2 U
SU(2)
x,i (0) , 0 < t < tsph
U
SU(2),G
x,i , t > tsph
(33)
Since the different classical vacua are related to each
other by a gauge transformation, we can easily construct
a topologically non-trivial vacuum solution
U
SU(2),G
x,i = GxG
†
x+i. (34)
by specifying a gauge transformation Gx with a non-zero
winding number. Based on the usual parametrization of
the SU(2) gauge group,
Gx = α0(x)1+ iαa(x)σ
a , (35)
7the coordinates αa(x) of the gauge transformation on the
group manifold are obtained by a distorted stereographic
projection of the lattice coordinates x = (x, y, z), which
has a non-zero Brouwer degree. By virtue of our con-
struction detailed in App. D, the sphaleron transition
profile (i.e all points that map away from the trivial point
Gx = 1) is localized on a scale rsph, which we will refer
to as the characteristic size scale of the sphaleron.
2. U(1) gauge links
With regard to the Abelian gauge links we have chosen
to implement a homogenous magnetic field ~B = Bzˆ along
the z-direction. Since on a periodic lattice the magnetic
flux qa2sBNxNy is quantized in units of 2pi [93], a spatially
homogenous magnetic field cannot be varied continuously
and we have chosen to keep the magnetic field constant
as function of time. By choosing the U(1) components
of the gauge links according to [94],
UU(1)x,x =
{
eia
2
sqBNxy , x = Nx − 1
1 , otherwise
(36)
UU(1)x,y = e
−ia2sqBnx (37)
with Ux,z = 1 and a
2
sqB =
2pinB
NxNy
we can then realize
different magnetic field strength by varying the magnetic
flux quantum number nB .
III. SPHALERON TRANSITION & REAL-TIME
DYNAMICS OF AXIAL CHARGE PRODUCTION
IN SU(N)
We now turn to the results of our simulations and first
study the dynamics of axial charges during a sphaleron
transition in the absence of electro-magnetic fields (B =
0). Since the realization of the axial anomaly on the
lattice is non-trivial a first important cross-check is to
verify that the continuum version of the anomaly relation
∂µj
µ
a (x) = 2mηa(x)− 2∂µKµ(x) , (38)
where ∂µK
µ(x) = g
2
16pi2 trFµν F˜
µν denotes the divergence
of the Chern-Simons current, is correctly reproduced in
our simulations. If we focus on the volume integrated
quantities
J0a(t) =
∫
d3x j0a(t,x) (39)
the net axial charge J0a can be directly related to the
Chern-Simons number difference, according to
∆J0a(t) = −2∆NCS(t) , (40)
which changes by an integer amount over the course of
the sphaleron transition. Specifically, for the topological
transition constructed in Sec. II C 1, ∆NCS(t ≥ tsph) =
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FIG. 1: A comparison of the net axial charge generated
during a sphaleron transition for improved Wilson
(NLO) fermions with mrsph = 1.9 · 10−2 versus massless
overlap fermions on a 163 lattice. Top: The net axial
charge for both discretizations accurately tracks ∆NCS
due to the sphaleron transition. Bottom: Deviations
from Eq.(40) are shown.
−1 and one expects ∆J0a(t) = 2 units of axial charge to
be created during the transition.
Simulation results for the real-time evolution of the net
axial charge J0a(t) are compactly summarized in Fig.1,
where we compare results obtained for massless overlap
fermions on a 163 spatial lattice with the results obtained
for light Wilson fermions (mrsph = 1.9 · 10−2). Since the
typical size scale of the sphaleron rsph and duration of
the sphaleron transition tsph are the only dimensionful
parameters in this case, in the following all spatial and
temporal coordinates will be normalized in units of rsph
and tsph respectively; if not stated otherwise we employ
tsph/rsph = 3/2.
Since we employ a fermionic vacuum as our initial con-
dition, the axial charge is zero initially, as there are no
fermions present. As the sphaleron transition takes place
fermions are dynamically produced and an axial imbal-
ance is created. By comparing the evolution of J0a(t)
with that of the Chern-Simons number, extracted inde-
pendently from the evolution of the gauge fields7, it can
be clearly seen that the global version of the anomaly
relation in Eq.(40), is satisfied to good accuracy.
Concerning the comparison of different fermion dis-
cretizations, we find that the results for improved Wil-
son fermions (next to leading order) agree nicely with
the ones obtained in the overlap formulation. However,
we strongly emphasize that the operator improvements
for Wilson fermions are essential to achieve this level of
agreement on the relatively small 163 lattices. If in con-
trast one was to consider unimproved Wilson fermions,
7 We use an anO(a2) improved lattice definition described in detail
in [10, 95].
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FIG. 2: The local anomaly budget at the center of the
sphaleron transition using improved Wilson (NLO) and
overlap fermions. The solid, dash-dotted, and dotted
lines represent data for improved Wilson (NLO) on a
163 lattice, 323 lattice, and overlap fermions on a 163
lattice respectively. The gray line represent the local
derivative of the Chern Simons current, −2∂µKµ.
much finer lattices are needed to correctly reproduce the
continuum anomaly and we refer to App. B for further
performance and convergence studies.
Even though our present results are obtained for a sin-
gle smooth gauge field configuration, an important lesson
can be inferred for upcoming studies on more realistic
gauge fields. Since the computational cost of the simu-
lations scales as ∝ N2xN2yN2z , simulations on fine lattices
are often prohibitively expensive and it is therefore of ut-
most importance to employ improved fermionic operators
in real-time lattice simulations with dynamical fermions.
Based on the excellent agreement obtained between
different lattice and continuum results for volume inte-
grated quantities, we can now proceed to study the mi-
croscopic dynamics of axial charge production in more
detail. In Fig. 2 we present a breakup of the differ-
ent contributions, ∂tj
0
a, ∂ij
i
a and −2∂µKµ, to the local
anomaly budget (c.f. Eq.(38)) evaluated at the center
(x, y, z) = (Nx/2, Ny/2, Nz/2) of the sphaleron transi-
tion profile. We have kept the volume fixed in units of
rsph and to compare quantities between different lattice
spacings and different fermion discretizations we have
scaled the observables by appropriate powers of rsph. Be-
sides the rate of increase of the axial charge density ∂tj
0
a,
a significant fraction of the anomaly budget is compen-
sated by the divergence of the axial current ∂ij
i
a, signal-
ing the outflow of axial charge from the center to the
edges of the transition region. Hence, even though an
axial charge imbalance is dominantly produced in the
center of a sphaleron, axial charge redistributes as a func-
tion of time and the axial imbalance at the center again
decreases towards later times.
As discussed in Sec. II A, the lattice anomaly rela-
tion for Wilson fermions is realized through the non-
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FIG. 3: One dimensional profiles of the contributions to
the anomaly equation for different masses in units of
r−1sph. As can be seen, the rate of axial charge density
production at the center of the sphaleron is reduced due
to axial currents carrying charge away and, in the case
of a finite quark mass, by the pseudoscalar density,
signaling chirality changing fermion-fermion
interactions.
trivial continuum limit of the Wilson term W (x) also
depicted in Fig. 2. Indeed, the evolution of the Wilson
term W (x) follows that of the evolution of divergence
of the Chern-Simons current −2∂µKµ, albeit superseded
by fast oscillations. However, the oscillations average
out in both space and time yielding a faster convergence
for time and/or volume averaged quantities. It also re-
assuring that the comparison of the results for almost
massless Wilson and chiral overlap fermions shows good
overall agreement, although minor deviations remain on
the presently available lattice sizes.
A. Quark mass dependence
So far we have analyzed the non-equilibrium dynamics
of axial charge production for (almost) chiral fermions.
We will now vary the quark mass to investigate the ef-
fects of explicit chiral symmetry breaking on axial charge
production. Before we turn to our physical results a tech-
nical remark is in order. Since we find that for Wilson
fermions cut-off effects are more pronounced for larger
9values of the quark mass, we performed rw averaging of
our results, i.e. we performed real-time evolutions with
Wilson parameters rw = ±1 respectively and calculated
observables by averaging the results over each value of
rw. Based on this procedure, a compact summary of our
results for massive fermions is compiled in Fig. 3, show-
ing freeze-frame profiles of the local anomaly budget for
different values of the quark mass. Different panels show
profiles of the (four) divergence of the Chern-Simons cur-
rent −2∂µKµ, the pseudoscalar density η, the divergence
of the axial current ∂ij
i
a and the time derivative of the
local axial charge density ∂tj
0
a, along one of the spatial
directions according to
∂µK
µ(z, t) =
g2
8pi2
∫
d2x⊥ Eai (x)B
a
i (x) , (41)
and similarly for the other components at three different
times t/tsph = 1/3, 2/3, 1 of the sphaleron transition.
Different curves in each panel correspond to the results
obtained for different values of the fermion mass rang-
ing from almost massless quarks mrsph = 1.9 · 10−2 to
intermediate values of mrsph = 1.
Starting with the dynamics at early times (t/tsph =
1/3), the time derivative of the axial charge density shows
a clear peak at the center corresponding to the creation of
a local imbalance due to the sphaleron transition. While
for almost massless quarks mrsph = 1.9 · 10−2, the rate
of axial charge production ∂tj
0
a is approximately equal to
the divergence of the Chern-Simons current −2∂µKµ, for
heavier quark masses a significant fraction of the local
anomaly budget is balanced by the contribution of the
pseudoscalar density 2mη resulting in a smaller rate of
axial charge production, both locally and globally.
Once a local imbalance of axial charge is created at the
center, axial currents jia with a negative (positive) diver-
gence ∂ij
i
a at the center (edges) develop and contribute
an outflow of the axial charge density away from the cen-
ter. Even though the divergence of the Chern-Simons
current −2∂µKµ remains positive at times t/tsph = 2/3,
its contribution to the axial charge production rate j0a at
the center is largely compensated by the outward flow
of axial currents ∂ij
i. In particular, for massive quarks
(mrsph > 1/2), the combined effects of axial charge dissi-
pation due to a large pseudoscalar density 2mη and out-
flowing currents ∂ij
i lead to a depletion of axial charge
at the center (∂tj
0
a < 0) even though the sphaleron tran-
sition is still in progress.
Subsequently at even later times, axial charge contin-
ues to spread across the entire volume leading to a de-
pletion of axial charge at the center and an increase to-
wards the edges. In the case of massive quarks, the pseu-
doscalar density contributes towards the dissipation of
axial charges, and the global imbalance J0a decreases sig-
nificantly as a function of time. Our simulations clearly
point to the importance of including such dissipative ef-
fects due to a finite quark masses, and we will further
elaborate on their influence on the dynamics of axial and
vector charges in Sec. IV B.
IV. CHIRAL MAGNETIC EFFECT & CHIRAL
MAGNETIC WAVE IN SU(N)× U(1)
We now turn to investigate the real-time dynamics of
fermions during a sphaleron transition in the presence of
a strong (Abelian) magnetic field. Simulations are per-
formed on larger 24×24×64 lattices with improved Wil-
son fermions. We consider a homogenous magnetic field
B in the z direction (see Sec. II C 2) and prepare the
initial conditions as a fermionic vacuum in the presence
of the magnetic field. Since the Abelian magnetic field
introduces a non-trivial coupling between the dynamics
of vector and axial charges due to the Chiral Magnetic
Effect (CME) and Chiral Separation Effect (CSE) [96],
the SU(N)× U(1) system exhibits interesting dynamics
which we addressed previously in [46]. Below we sig-
nificantly expand upon our earlier results, concerning in
particular the quark mass and magnetic field dependence
of the dynamics. Before we address these points in more
detail, we will briefly illustrate the general features of
the dynamics of vector and axial charges based on sim-
ulations for light quarks mrsph = 1.9 · 10−2 in a strong
magnetic field qBr−2sph = 7.0.
The basic features of the dynamics of vector and ax-
ial charges are compactly summarized in Fig. 4, show-
ing three dimensional profiles of the axial and vector
charge (j0a/v) and current (j
z
a/v) densities at different
times (t/tsph = 0.6, 0.9, 1.1, 1.3, 1.6) during and after a
sphaleron transition. As discussed in the previous sec-
tion, the SU(N) sphaleron transition leads to the cre-
ation of an axial imbalance observed at early times in
the top panel of Fig. 4. However, in the presence of the
U(1) magnetic field, the generation of an axial charge im-
balance is now accompanied by the creation of a vector
current along the magnetic field direction (CME), which
can be observed in the bottom panel of Fig. 4. Clearly
the spatial profile of the vector current follows that of the
axial charge distribution as expected from the constitu-
tive relation jzv ∝ j0aBz for the Chiral Magnetic Effect.
As seen in the second panel of Fig. 4 the vector current
leads to a separation of vector charges along the direction
of the magnetic field at early times. Over the timescale
of the sphaleron transition, positive (red) and negative
(blue) charges accumulate at the opposites edges of the
sphaleron transition region and give rise to a dipole-like
structure of the vector charge distribution. Due to the
Chiral Separation Effect (CSE), the presence of a local
vector charge imbalance at the edges in turn induces an
axial current which is depicted in the third panel of Fig. 4
and leads to a separation of axial charge along the direc-
tion of the magnetic field. Ultimately the interplay of
CME and CSE lead to formation of a Chiral Magnetic
Wave, associated with the coupled transport of vector
and axial charges along the direction of the magnetic field
which can be observed at later times in Fig. 4.
Specifically for light fermions in the presence of a
strong magnetic field, the emerging wave packets of ax-
ial charge and vector current are strongly localized and
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FIG. 4: Profiles of the axial and vector densities and currents at different times of the real-time evolution for
fermions with mrsph = 1.9 · 10−2 for strong magnetic fields qBr−2sph = 7.0 at times t/tsph = 0.6, 0.9, 1.1, 1.3, 1.6.
closely reflect the spacetime profile of the sphaleron.
However, as we will see shortly this is no longer necessar-
ily the case for heavier fermions or weaker magnetic fields.
We also note that in our present setup, the dynamics
at late times is somewhat trivial as the outgoing shock-
waves are effectively propagating into the vacuum. While
in a more realistic scenario the number of sphaleron tran-
sitions at early times is presumably still of O(1) [10], the
chiral shock-waves are created from and move through a
hot plasma and it will be interesting to observe how the
subsequents dynamics is altered by further interactions
with the constituents of the plasma.
Before we analyze the anomalous transport dynamics
in more detail, we briefly comment on the comparison
of Wilson and Overlap discretizations in the SU(2) ×
U(1) case. In order to perform a quantitative comparison
of our results with different fermion discretizations, we
will focus on the longitudinal profiles of vector and axial
charge densities defined as
j0a/v(t, z) =
∫
d2x⊥ j0a/v(t,x⊥, z). (42)
Our results for somewhat smaller magnetic field strength
qB = 3.5r−2sph are compared in Fig. 5, showing freeze-
frame profiles of the longitudinal vector and axial charge
distribution at three different times t/tsph = 0.34, 1, 1.67.
We observe a striking level of agreement between Wil-
son and Overlap results. Only at late times minor de-
viations between different discretizations become visible.
However, at this point finite volume effects also start to
become significant on the smaller 16 × 16 × 32 lattices
employed for this comparison.
A. Magnetic field dependence & comparison to
anomalous hydrodynamics
We will now investigate in more detail the magnetic
field strength dependence of these anomalous transport
phenomena. Even though the basic features of the dy-
namics of vector and axial charges observed in Fig. 4
in the strong field limit remain the same for all values of
the magnetic field considered in our study, some interest-
ing changes occur when the magnitude of the magnetic
field, qB, becomes comparable to the size of the inverse
sphaleron radius squared, r−2sph, which is the other physi-
cal scale in our simulations.
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qB in units of r−2sph and for mrsph = 1.9 · 10−2 at times
t/tsph = 0.67, 1.67, 2.67 (top to bottom).
Before we turn to the discussion of our simulation re-
sults, it is useful to first discuss how the magnetic field de-
pendence enters in a macroscopic description in anoma-
lous hydrodynamics [30]. In anomalous hydrodynamics
the dynamics of vector and axial currents (in the chiral
limit) is uniquely determined by the (anomalous) conser-
vation of the (axial) vector currents
∂µj
µ
v = 0 , ∂µj
µ
a = −2∂µKµ , (43)
once the constitutive relations for the currents are en-
forced. In the ideal limit the constitutive relations take
the form [30]
jµv,a = nv,au
µ + σBv,aB
µ , (44)
and the magnetic field dependence enters only via the
explicit B dependence of the transport coefficient σBv/a.
In the weak field regime (qB  r−2sph) the conductiv-
ity is typically independent of the magnetic field and
the CME/CSE currents are linearly proportional to the
magnetic field B. In contrast in the strong field limit
(qB  r−2sph), the conductivity of a free fermi gas be-
comes σBv/a = na/v/B [5] for a unit charge and the late
time dynamics of vector and axial currents admits a sim-
ple analytic solution [46]
j0v,a(t > tsph, z) =
1
2
∫ tsph
0
dt′
[
S
(
t′, z − c(t− t′))∓ S(t′, z + c(t− t′))]
(45)
where S(t, z) = − g28pi2
∫
d2x⊥Tr Fµν F˜µν reflects the
spacetime profile of the sphaleron transition. Most re-
markably, the solution in Eq.(45) shows explicitly that
the anomalous transport dynamics becomes independent
of the strength of the magnetic field B in the strong field
limit. However, this asymptotic scenario is unlikely to be
realized in real-world experiments and it is hence impor-
tant to understand the real-time dynamics of vector and
axial charges beyond such simple asymptotic solutions.
Our simulation results for different magnetic field
strength qBr2sph = 0.8, 1.6, 3.5, 7.0 are presented in
Fig. 6, which shows the longitudinal profile of vector and
axial charges densities j0a/v(z, t) defined in Eq.(42) for
various times during and after the sphaleron transition.
Even though the production of axial charge j0a(z, t) dur-
ing the transition (t < tsph) is not altered significantly,
the subsequent propagation of the chiral shock-waves is
clearly affected by the strength of the magnetic field.
While for the largest value of qBr2sph = 7.0, the mag-
netic field can be interpreted as dominating over all other
scales and the late time dynamics is accurately described
by the asymptotic solution to anomalous hydrodynamics
in Eq.(45), significant deviations from the asymptotic be-
havior occur for smaller values of qBr2sph = 0.8, 1.6, 3.5.
Specifically, one observes from Fig. 6 that a smaller CME
current is induced for smaller values of the magnetic
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FIG. 7: Vector charge separation ∆J0v as a function of
the magnetic field strength qB in units of r−2sph.
field, resulting in a reduced height of the vector charge
peaks; in contrast the propagation velocities and profiles
of the vector charge distribution are unaffected within
this range of parameters.
Since a smaller amount of vector charge imbalance in
turn leads to a reduction of the induced axial currents
related to the CSE, clear differences emerge for the dis-
tribution of axial charges at later times. While for strong
magnetic fields essentially all of the axial charge is sub-
ject to anomalous transport away from the center, a sig-
nificant fraction of axial charge remains at the center
for weaker magnetic field. Considering for instance the
curves for qBr2sph = 1.6, the axial charge distribution at
later times can be thought of as a superposition of the
free (B = 0) distribution and the Chiral Magnetic Wave
contributing clearly visible peaks at the edges.
One can further quantify the magnetic field depen-
dence by extracting the amount of vector charge separa-
tion achieved for different magnetic field strength. More
precisely, we compute
∆J0v (t) =
∫
z≥0
dz j0v(t, z) , (46)
corresponding to integrated the amount of vector charge
contained in one of the oppositely charged wave-packets
in Fig. 6. Simulation results for the magnetic field de-
pendence of the charge separation signal are presented in
Fig. 7, where different symbols correspond to the value
of ∆J0v (t) at t = 3/2tsph and respectively the maximum
value of ∆J0v (t) observed over the entire simulation time.
In accordance with the expectation that the CME current
is linearly proportional to the magnetic field strength in
the weak field regime, one observes an approximately lin-
ear rise of the charge separation signal at smaller values
of the magnetic field strength qB . 4/r2sph. In contrast
0
0.5
1
1.5
0 0.5 1 1.5 2
∆J
vz  
/ ∆
J a0
(t)
t/tsph
2
4
6
8
10
∆J
az  
/ ∆
J v0
(t)
qB = 0.8 rsph
-2
qB = 1.6 rsph
-2
qB = 3.5 rsph
-2
qB = 7 rsph
-2
FIG. 8: (Top panel) Ratio between the axial current
along the magnetic field and the electric charge (CSE)
as a function of time for different magnetic field
strength qB in units of r−2sph. Bottom: Ratio between
the electric current and the axial charge (CME).
for larger magnetic fields, the amount of vector charge
separation begins to saturate, asymptotically approach-
ing unity in the strong field limit.
Within our microscopic real-time description we can
also attempt to verify directly to what extent the con-
stitutive relations in Eq.(44) – assumed in a macroscopic
description in anomalous hydrodynamics – are satisfied
throughout the dynamical evolution of the system. In or-
der to perform such a comparison, we extract the vector
and axial charge ∆J0a/v(t) as well as the corresponding
current densities ∆Jza/v(t) for the left- and right moving
wave packets, and investigate the following ratios of net
currents to net charges
CCME(t) =
∆Jzv (t)
∆J0a(t)
, CCSE(t) =
∆Jza (t)
∆J0v (t)
. (47)
If one assumes the validity of the constitutive relations
in Eq.(44), one can immediately verify that both CCME
and CCSE tend towards unity in the strong field limit [5].
In contrast, the weak field regime constitutive relations
take the form ∆Jzv/a ∝ (∆J0a/v)1/3qB at low temper-
atures and ∆Jzv/a ∝ (∆J0a/v)qB at high temperatures.
Even though the ratios CCME and CCSE are no longer
time independent constants in this limit, their numerical
values are significantly smaller than unity and decrease
as a function of axial/vector charge density [5].
Our results for these ratios are presented in Fig. 8,
where we show the time evolution of CeffCME and C
eff
CSE for
four different values of the magnetic field strength. Irre-
spective of the strength of the magnetic field one observes
the same characteristic behavior of CeffCME characterized
by a rapid rise towards an approximately constant behav-
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ior at later times. In contrast for CeffCSE, the axial current
Jza also receives a contribution from the outflow of ax-
ial charge that is independent of the vector charge den-
sity J0v . Since the vector charge imbalance J
0
v is initially
small, this contribution dominates over the anomalous
transport contribution at early times. Hence the current
ratio CeffCSE approaches its asymptotic value from above
and can also exhibit asymptotic values larger than unity
for small field strength.
Quantitatively the values observed for CeffCME (C
eff
CSE)
at later times are close to the strong field limit for
qB = 3.5, 7 and slightly smaller (larger) for qB = 0.8, 1.6
and it is also important to point out that the initial build
up of the CME and CSE currents occurs on a shorter
time scale for larger magnetic field strength. Oscilla-
tions around the constant value are also clearly visible
at late times and the oscillation frequency again depends
strongly on the strength of the magnetic field. However
we can presently not exclude the possibility that the os-
cillations at late times are due to residual finite volume
effects in our simulations and we will therefore not com-
ment further on this behavior.
While the results in Fig. 8 nicely confirm the approx-
imate validity of constitutive relations at late times, it
is also striking to observe that vector (CME) and axial
(CSE) currents are not created instantaneously from the
local imbalance of axial or vector charges. Conversely
the results in Fig. 8 serve as a clear illustration of the re-
tarded response and strongly suggest that, in order to de-
scribe the dynamics on shorter time scales, macroscopic
descriptions should be modified to account for a finite
relaxation time of anomalous currents. In the context
of anomalous hydrodynamics, a natural way to include
such effects is to follow the example of Israel and Stew-
art [97] by promoting the anomalous contribution to the
currents to a dynamical variable ξµv/a that relaxes to the
constitutive value σBv/aB
µ on a characteristic time scale
τv/a. Since in high-energy heavy-ion collisions the life-
time of the magnetic field is presumably very short, it
appears that the introduction of a finite relaxation time
could indeed have quite dramatic effects. Hence it would
also be important to understand more precisely which el-
ementary processes determine the relevant time scale for
the anomalous relaxation times. However, this question
is beyond the scope of the present work.
B. Effects of finite Quark Masses
We discussed in Sec. III A how explicit chiral symme-
try breaking due to finite quark masses can significantly
alter the production of an axial charge imbalance. We
will now investigate in more detail the effects of explicit
chiral symmetry breaking on the subsequent dynamics,
characterized by the anomalous transport of axial and
vector charges in the presence of a background magnetic
field. Our results for different fermion masses are com-
pactly summarized in Fig. 9, where we show again the
-0.6
-0.4
-0.2
 0
 0.2
 0.4
-5 -4 -3 -2 -1 0 1 2 3 4 5
z/rsph
t = 2.67 tsph 
-0.6
-0.4
-0.2
 0
 0.2
 0.4
z
Vector density Axial density
t = 1.67 tsph 
-0.6
-0.4
-0.2
 0
 0.2
 0.4
z
jv0(z,t)
t = 0.67 tsph 
 0
 0.2
 0.4
 0.6
 0.8
 1
-5 -4 -3 -2 -1 0 1 2 3 4 5z
mrsph = 1.9⋅10
-2
mrsph = 0.5
mrsph = 1
 0
 0.2
 0.4
 0.6
 0.8
 1
 0
 0.2
 0.4
 0.6
 0.8
 1 ja0(z,t)
FIG. 9: Longitudinal profiles of the vector (left) and
axial (right) charge densities for different fermion
masses in units of r−1sph at times t/tsph = 0.67, 1.67, 2.67
(top to bottom).
longitudinal profiles of vector and axial charge densities
at different times during and after the sphaleron tran-
sition. While the simulations are performed with im-
proved Wilson fermions for a relatively large magnetic
field strength, qBr2sph = 7.0, we vary the masses from
almost chiral fermions to fermions with large masses of
the order of the inverse sphaleron size, mrsph = 1, where
dissipative effects clearly become important on the time
scales of interest.
In accordance with the discussion in Sec. III A one ob-
serves from Fig. 9 that for heavier fermions (mrsph =
0.5, 1) the production of an axial charge imbalance at
early times (t/tsph = 0.67) is suppressed compared to the
almost massless casemrsph = 1.9·10−2. Since the anoma-
lous vector currents are locally proportional to the ax-
ial charge imbalance, a similar suppression of the vector
charge density of heavier fermions (mrsph = 0.5, 1) can
also be observed at early times (t/tsph = 0.67). Over the
course of the evolution, drastic differences in the distribu-
tion of vector and axial charges emerge between light and
heavy fermions. One clearly observes from Fig. 9, how at
times t/tsph = 1.67, 2.67 the overall amount of axial and
vector charge separation is strongly suppressed for larger
values of the fermion mass (mrsph = 0.5, 1). Moreover,
as one would naturally expect for massive charge carri-
ers, it is also evident from Fig. 9 that the propagation
velocity of the chiral magnetic shock-waves decreases for
larger values of the quark mass.
In order to further quantify the quark mass dependence
of the anomalous transport effects, we follow the same
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transition.
procedure outlined in Sec. III A and extract the vector
and axial charge separation. Our results for the amount
of vector/axial charge separation ∆J0v/a are presented
in Fig. 10 as a function of the quark mass. Different
symbols in Fig. 10 correspond to the vector/axial charge
separation observed at a fixed time t/tsph = 1.5 and re-
spectively the maximum value throughout the simulation
(0 ≤ t/tsph ≤ 3). Most strikingly, one observes from
Fig. 10 that clear deviations from the (almost) massless
case emerge already for rather modest values of the quark
mass. One finds that, for example for mrsph = 0.25,
the observed vector charge separation signal is readily
reduced by approximately 30%. Considering even heav-
ier quarks up to mrsph = 1, the vector charge separation
signal almost disappears completely as dissipative effects
dominate the dynamics.
In view of the significant mass dependence observed in
our simulations it would be interesting to compare our
microscopic simulation results at finite quark mass to a
macroscopic description of anomalous transport. How-
ever, we are presently not a aware of a macroscopic for-
mulation that properly includes the effects of explicit chi-
ral symmetry breaking. Even though mass effects might
be small for phenomenological applications [32, 33, 37]
in the light (u, d) quark sector, they appear to be highly
relevant with regard to the phenomenological description
of the CME in the strange quark sector. Based on our
results in Fig. 10, we expect a significant reduction of
the possible CME signals for strange quarks, such that
overall the situation may be closer to a two-flavor sce-
nario [13].
V. CONCLUSIONS & OUTLOOK
We presented a real-time lattice approach to study
non-equilibrium dynamics of axial and vector charges in
the presence of non-Abelian and Abelian fields. Even
though the approach itself is by now well known and es-
tablished in the literature, we pointed out several im-
provements related to the choice of the fermion dis-
cretization which are important to achieve a reliable de-
scription of the dynamics of axial charges in particular.
Specifically, we pointed out that the use of tree-level im-
provements and r-averaging for the Wilson operator are
essential to accelerate the convergence to the continuum
limit and produce physical results on available lattice
sizes. We also discussed the advantages and disadvan-
tages of using overlap fermions in real-time lattice simu-
lations and, to the best of our knowledge, performed the
first real-time 3+1D lattice simulations with dynamical
fermions with exact chiral symmetry.
Based on our real-time non-equilibrium formulation,
we studied the dynamics of axial charge production dur-
ing an isolated sphaleron transition in SU(2) Yang-Mills
theory and explicitly verified that the axial anomaly re-
covered is satisfied to good accuracy at finite lattice spac-
ing for both improved Wilson and overlap fermions. Be-
yond the dynamics for light fermions, we also investigated
dissipative effects due to finite quark mass and reported
how the emergence of a pseudoscalar density leads to a
significant reduction of the axial charge imbalance cre-
ated. Even though at present the sphaleron transition in
the background gauge field configuration was constructed
by hand and does not satisfy the equations of motion for
the non-Abelian gauge fields, we emphasize that approx-
imations of this kind made within our exploratory study
can be relaxed in the future without any drawbacks on
the applicability of our real-time lattice approach.
By introducing a constant magnetic field, we subse-
quently expand our simulations to a SU(2)×U(1) setup
to study the real-time dynamics of anomalous transport
processes such as the Chiral Magnetic and Chiral Sepa-
ration Effect. We showed how the interplay of CME and
CSE lead to the formation of a chiral magnetic shock-
wave and demonstrated explicitly the dynamical sepa-
ration of vector charges along the magnetic field direc-
tion. We also investigated in detail the quark mass and
magnetic field dependence of these anomalous transport
effects. Most importantly, we showed that the amount
of vector charge separation created during this process
is linearly proportional to the magnetic field strength
(at small qB) and decreases rapidly as a function of
the quark mass. Even though for light (u, d) flavors,
such quark mass effects are most likely negligible over
the typical time scales of a heavy-ion collision, the sit-
uation is different with regard to strange quarks, where
it appears necessary to take these effects into account
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in a phenomenological description. Since in contrast to
the vector current the axial current is not conserved, it
would be extremely important to investigate how cre-
ation and dissipation of axial charges, which are accu-
rately described within our microscopic framework, can
be accounted for within a macroscopic description. On
a similar note, we also studied the onset of the CME
and CSE currents and reported first evidence for a fi-
nite relaxation time of vector and axial currents. Even
though a finite relaxation time may have important phe-
nomenological consequences, given the short lifetime of
the magnetic field in high-energy heavy-ion collisions, it is
presently unclear which microscopic processes determine
the relevant time scale and we intend to return to this
issue in a future publication. Our simulations were per-
formed for an isolated sphaleron transition (see Sec. II C
1), allowing us to clearly observe non-perturbative gen-
eration and transport of axial charges in a topologically
non- trivial background. However, the results presented
in this paper can only serve as a qualitative benchmark
of the real-time dynamics of anomalous transport effects.
In a more realistic scenario one expects the quantitative
behavior of anomalous transport to be modified through
further interactions with the constituents of the plasma,
and it will be in- teresting to explore these effects in more
detail in the future by performing analogous studies on
more realistic gauge field ensembles.
Despite the fact that our present simulations of anoma-
lous transport phenomena were performed in a drasti-
cally simplified setup, our work provides an important
step towards a more quantitative theoretical understand-
ing of the CME and associated phenomena in high-energy
heavy-ion collisions. Since the life time of the magnetic
field in heavy-ion collisions is short, it is important to
understand the dynamics of anomalous transport dur-
ing the early time non-equilibrium phase. However, as
we pointed out, the theoretical techniques developed in
this work can be used to the address open questions in
this context within a fully microscopic description of the
early time dynamics. In the future it will be important
to extend these studies to include more realistic gauge
configurations and a spacetime dependent magnetic field
in order to address important phenomenological issues.
Besides the applications to high-energy nuclear physics,
the theoretical approach advocated in this paper has a
large variety applications e.g. in the study of cold elec-
troweak baryogenesis [71, 72], strong field QED [67], or
cold atomic gases [73]. In this context, the technical de-
velopments achieved in this work should also be valuable
and we are looking forward to explore further applica-
tions of our ideas.
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Appendix A: Eigenmodes of the Dirac Hamiltonian
in the helicity basis
In this appendix we derive the eigenmodes for non-
interacting fermions in the helicity basis by diagonalizing
the Dirac Hamiltonian for Wilson and overlap fermions.
We begin by taking the gamma matrices in the Dirac
representation. In the absence of gauge fields (U = 1) the
eigenfunctions of the Wilson and overlap Dirac equation
can be written in the plane wave basis. The spatial mo-
menta and effective mass term for the improved Wilson
fermions in this basis are
pwi =
∑
n
Cn
as
sin(nasqi)
mweff = m+
∑
n,i
2nCn
as
rwsin
2(
naqi
2
) (A1)
and similarly for massless overlap fermions8
povi = M
pwi
s
moveff = M
(
1 +
p5
s
)
(A2)
8 For overlap, we always take rw = 1 and the Wilson improvement
coefficients C1 = 1,Cn = 0 for n > 1
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where
qi =
2pini
Ni
, ni ∈ 1, ..., Ni − 1
p5 = −M +
∑
i
2
as
sin2(
aqi
2
)
s =
√∑
i
p2i + p
2
5. (A3)
With this notation, the eigenvalue problem takes the
same form for either discretization; we will we drop the
superscript differentiating the two since everything that
follows applies equally to both cases. The Hamiltonian
in this basis is then
H =
(
meff12 ~σ · ~p
~σ · ~p −meff12
)
, (A4)
which has eigenvalues E± = ±
√
m2eff + ~p
2, where the
positive (negative) eigenvalues corresponds to (anti) par-
ticles. The corresponding eigenvectors are given as
uh(p) =
√
2E+(E+ −meff)
p2
(
φ(h)(p)
h |E|−meff|p| φ
(h)(p)
)
vh(p) =
√
2E−(E− −meff)
p2
(
φ(h)(−p)
−h |E|+meff|p| φ(h)(−p).
)
,
(A5)
Since the Hamiltonian, Eq.(A4), commutes the helic-
ity operator, the eigenvectors of the Hamiltonian are si-
multaneously eigenvectors of the helicity operator. We
then choose φ to be normalized with respect to helic-
ity ~p·~σ|~p| , so the index h is the helicity and takes values
h = ±1. Now we solve for the φ. First, if (px, py) ∈
{0, Nx/2} × {0, Ny/2}, then
φ+(p) = (1, 0)T (A6)
φ−(p) = (0, 1)T (A7)
otherwise
φh(p) =
1√
1 + (pz−h|~p|)
2
p2x+p
2
y
(
1
−pz−h
√
p2x+p
2
y+p
2
z
px−ipy
)
(A8)
For the case (px, py, pz) ∈ {0, Nx/2} × {0, Ny/2} ×
{0, Nz/2}, where the linear momentum term vanishes,
for meff > 0
uh(p) =
(
φh(0)
0
)
, vh(p) =
(
0
φh(0)
)
, (A9)
while for meff < 0 we have
uh(p) =
(
0
φh(0)
)
, vh(p) =
(
φh(0)
0
)
. (A10)
While this is most obvious in the last case, the orthog-
onality conditions
u†q,λuq,λ′ = δλ,λ′ (A11)
v†q,λvq,λ′ = δλ,λ′ (A12)
u†q,λvq,λ′ = v
†
q,λuq,λ′ = 0. (A13)
are held for all eigenvectors. We have now constructed
the helicity eigenmodes for the free Wilson and overlap
Dirac Hamiltonian.
Appendix B: Convergence study of net axial charge
for Wilson and Overlap fermions
noticeable In this appendix we will discuss finite size
effects and convergence of our Wilson (see Sec. II A) and
overlap (see Sec. II B) lattice fermions, as well as com-
pare the properties of two fermion discretizations. In or-
der to be able to concentrate on the chiral properties of
the fermions as a function of volume, improvement, and
discretization, we will only consider the single sphaleron
transition introduced in Sec. II C 1. We keep rsph/a = 6
fixed for all simulations and consider only isotropic lat-
tices in this section, and will keep the Wilson r-parameter
fixed at rw = 1 for all comparisons. In this section we
work in the nearly massless limit for the Wilson fermions
(mrsph = 1.9 · 10−2) and the massless limit for overlap
fermions, so the integrated anomaly equation reduces to
Eq.(40). We have previously shown for Wilson fermions
how both the unintegrated (see Fig. 3) and integrated
(Figure 3 in [46]) anomaly equation are maintained as a
function of mass. For the Wilson fermions, we first pick a
volume, N3 = 163, and study the total axial charge cre-
ated as a function of time for various levels of operator
improvement, as was discussed in Sec. II A. This is plot-
ted in Fig. 11. We can clearly see that at Leading Order
(LO), the standard unimproved Wilson fermion formula-
tion, there is significant deviation, at the 25% level, from
the Chern Simons term −2∆NCS , which is quantified in
the lower panel of Fig. 11. However, upon going to one
level of improvement, Next to Leading Order improve-
ment (NLO), we see that this disagreement disappears.
At Next to Next to Leading Order (NNLO) improvement,
we see no noticeable difference from NLO, and thus see
that our improvement scheme has converged. In prac-
tice, we find that in all cases in our current study, NLO
is sufficient and nothing additional is gained by going to
NNLO.
Now we need to understand how important finite vol-
ume effects are in our study. This is shown in Fig. 12.
Here we look at the axial charge generated by NLO im-
proved Wilson fermions for three volumes. It is clear from
the lower panel of Fig. 12 that for N = 12 = 2rsph/a,
there are clear finite volume effects that lead to large os-
cillations of the J0a around the sphaleron transition from
Eq.(40). This is then subsequently improved by going
to a volume N = 16 = 2.67rsph/a, where we can see
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noticeable improvement. Similar results for N = 32 =
5.34rsph/a indicate convergence to the infinite volume
limit.
However, we should note that this is only for resolv-
ing the creation of axial charge from a single localized
sphaleron transition. To look at charge transport as a
function of time, like we studied in Sec IV, we need even
larger volumes, especially in the magnetic field direction.
Typically we choose a spatially anisotropic lattice, where
the transverse length is Ntrans ≥ 2rsph/a, while along
the direction of the magnetic field Nz  2rsph/a (a typ-
ical choice is N3 = 162 × 32 − 242 × 64). Moreover, the
transverse size of the lattice has to be large enough to
accommodate the cyclotron orbits of charged particles.
In practice this constraint limits the available magnetic
field strength to larger magnetic flux quanta.
Next, for the overlap fermions, we proceed in the same
manner. Instead of improving the Wilson kernel, we vary
the domain wall height M for a fixed isotropic lattice
N = 16. As we see in Fig. 13, values in the range of M ∈
[1.4, 1.6) give the best results; we choose M = 1.5. We
have verified that the volume dependence of the currents
for the overlap is similar to the Wilson fermions with
NLO improvement, which is evident from Fig. 1.
In summary, for Wilson fermions, NLO improvement
is necessary and sufficient to accurately reproduce the
anomaly. At this level, we find that it gives compara-
ble results to the overlap fermions, which we find that
for a well tuned domain wall mass M we can repro-
duce the anomaly relation even on reasonably small lat-
tices. Additionally, we find that for spatial lattice sizes of
N = 2 rsph/a, finite volume effects are somewhat notice-
able, but seem to be completely under control for lattice
size N > 2rsph/a. This will serve also as crucial input
for how fine to make one’s lattice for future studies with
more realistic gauge field configurations, where the size
sphalerons is set by physical scales of the problem.
Appendix C: Derivation of the overlap Hamiltonian
In this appendix, we outline our construction of the
overlap Hamiltonian in 3+1D Minkowski spacetime, ap-
plicable for real-time lattice gauge theory simulations.
The spatial overlap operator for one massless quark fla-
vor is defined as
−i /Dov = M
(
1+ γ5
Q√
Q2
)
, (C1)
where a suitable choice of the kernel Q is
Q ≡ −iγ5 /DW (M), (C2)
with −i /DW (M) being the massless Wilson Dirac opera-
tor in 3+1D Minkowski spacetime. Here the parameter
M ∈ [0, 2) can be interpreted as the height of the do-
main wall or the defect that localizes the chiral fermions
on 4D Euclidean spacetime starting from a 5D domain
wall formalism [98].
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generated during a sphaleron transition for a fixed
volume of N = 16 using mrsph = 1.9 · 10−2 Wilson
fermions with different operator improvements. Top:
Already at NLO we see that the net axial charge tracks
∆NCS due to the sphaleron transition. Bottom:
Deviations from Eq.(40) are shown.
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FIG. 12: A comparison of the net axial charge
generated during a sphaleron transition using
mrsph = 1.9 · 10−2 improved Wilson (NLO) fermions for
different lattice volumes. Top: At N=16 and beyond
the net axial charge tracks ∆NCS due to the sphaleron
transition. Bottom: Deviations from Eq.(40) are shown.
In order to derive the real-time evolution of fermion
modes ψ with mass m = 0 and at any instant of time
t, we solve the overlap Dirac equation on the lattice,
−i /Dovψ = 0, where
−i /Dovψ = M
[
1+
−i /DW (M)√
γ5(−i /DW (M))γ5(−i /DW (M))
]
ψ
(C3)
In the temporal gauge and furthermore choosing the lat-
tice spacing along temporal direction to be fine enough
than the other relevant scales in the operator, such that
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transition. Bottom: Deviations from Eq.(40) are shown.
at M,as, the dimensionless overlap operator is simply
−i /Dov = M
[
1+
−i /DsW − iat /∂t −M√
/D
s
W /D
s†
W + a
2
t∂
2
t +M
2
]
. (C4)
If we perform an expansion in powers of at and keep
terms which are leading order in at, we get the RHS of
Eq.(C4) to be,
M
[
1+
−i /DsW −M√
/D
s
W /D
s†
W +M
2
+
−iat /∂t√
/D
s
W /D
s†
W +M
2
]
(C5)
In the denominator of the second term of Eq.(C5), the
domain-wall height scales as 1/as, whereas the spatial
Wilson-Dirac operator scales as linear power in as, there-
fore the overlap operator in Eq.(C5) simply reduces to
−i /Dov = −iat /∂t +M
[
1+
−i /DsW −M√
/D
s
W /D
s†
W +M
2
]
(C6)
The overlap Dirac equation in Eq.(C3) can be then sim-
ply written as a time evolution equation of the form,
iγ0∂tψ = −i /Dsovψ (C7)
where −i /Dsov is the spatial overlap operator given by
−i /Dsov = M
[
1+
−i /DsW (M)√
γ5(−i /DsW (M))γ5(−i /DsW (M))
]
.
(C8)
Eq.(C7) is the analogue of the corresponding evolution
equation with Wilson fermion discretization given in
Eq.(5). Using γ5 and γ0 hermiticity of −i /DsW , we can re-
cast Eq.(C7) as a Hamiltonian equation with the overlap
Hamiltonian in 3D Minkowski space for massless fermions
defined as,
Hov = −iγ0 /Dsov = M
(
γ0 +
HW (M)√
HW (M)2
)
, (C9)
where HW is the Wilson Hamiltonian defined in Eq.(1)
but with Cn = 0 for n ≥ 2 and the mass m being replaced
by the negative of the domain wall height M .
Appendix D: Construction of topologically
non-trivial lattice map
Below we describe the construction of a topologically
non-trivial gauge transformation, employed in Sec. II C 1
for the construction of our handmade sphaleron transi-
tion. We first note that in the continuum, gauge trans-
formations G : R3 ∪ {∞} → SU(2) ' S3 parametrized
according to
Gx = α0(x)1+ iα
a(x)σa, α20 + α
2 = 1 . (D1)
where a = 1, · · · , 3 and α2 = αaαa can be classified ac-
cording to the homotopy classes pi3(R3∪{∞}) ' Z char-
acterized by the topological winding number or Brouwer
degree deg(G) of the map. Even though on a lattice with
periodic boundary conditions the corresponding map is
from the three torus T3 to the gauge group, the homotopy
classes pi3(R3 ∪ {∞}) ' Z and pi3(T3) ' Z are identical
and the same classification scheme applies. Our strategy
to construct a topologically non-trivial lattice map is to
perform a multi-step mapping; first from the set of lattice
points to the three torus, then to one-point compactified
real space, and finally to the gauge group, such that
x→ xT → xR → α (D2)
with x ∈ {0, · · · , Nx−1}×{0, · · · , Ny−1}×{0, · · · , Nz−
1}, xT ∈ T 3, xR ∈ R3 ∪ {∞} and α ∈ S3 ' SU(2).
Since we wish to obtain a non-trivial result (Gx 6= 1)
only on a characteristic scale rsph around the center
(x, y, z) = (Nx/2, Ny/2, Nz/2), we perform a distorted
map of the lattice points to real space, given explicitly
by the following steps
xiT = 2pi
arctan
(
xi−Ni/2
rsph
)
− arctan
(
−Ni/2
rsph
)
arctan
(
Ni/2
rsph
)
− arctan
(
−Ni/2
rsph
) , (D3)
where the denominator explicitly ensures a smooth pro-
file at the periodic edges, and subsequently
xiR = tan
[
1
2
(
xiT − pi
)]
, (D4)
which identifies a unique point in R3 ∪ {∞} with each
lattice site. Since, in order to ensure that the final map
between R3 ∪ {∞} and α ∈ S3 ' SU(2) has a non-
vanishing degree, it is sufficient to require the map to
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be surjective; we simply choose the final mapping to be given by a stereographic projection, such that
α0 =
x2R − 1
x2R + 1
αa = (α0 − 1) · xiRδia. (D5)
Based on the explicit formula for the Brouwer degree, it
is straightforward to verify that this map has topological
winding number equal to unity.
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