Inflated-parameter Harris distribution is introduced and its properties are studied. A characterization based on p.g.f is given. The maximum likelihood and moment estimators of the parameters are found out together with their standard errors. The distribution is seen to be a good fit to a real life situation concerning the published results of Kerala Public Service Commission.
Introduction and preliminaries
To model some of real life data we need a richer class of discrete probability distributions other than the classical discrete distributions. In this aspect recently many generalized forms of discrete distributions are introduced. In the case of over dispersion and excess of zero's, zero-inflated distributions are powerful discrete distributions to catch the situation. Zero-inflated modified power series distribution is studied by Johnson et al. [3] and Gupta et al. [1] . Roski et al. [12] applied zero inflated distribution in actuarial literature. Momeni [7] had shown that in modeling insurance claims zero-inflated distributions are more appropriate than the classical discrete distributions.
Kolev et al. [4] developed a new class of discrete distributions inflated-parameter generalized power series distribution (IGPSD). It includes inflated form of binomial, Poisson, negative binomial and logarithmic series distributions. Kolev et al. [4] applied negative binomialand inflated parameter Poisson to model real data. Later Minkova [6] gave some characterizations of such distribution.
In this paper we introduce inflated parameter Harris distribution (IHD). Its probability mass function, distribution function and moments are derived. Also IHD is developed by gamma mixing of appropriate Poisson distribution. It is shown that Poisson random sum of inflated-logarithmic series r.v is IHD. A characterization of probability generating function is given in Theorem 4.1. The unknown parameters are estimated using method of moments and method of maximum likelihood. We compare it using standard error of simulated samples. In section 5 we present two data sets of scores of the candidate selected for the interview in public service examination of Kerala state, where the IHD shown good fit.
Generalized power series distribution
Definition 1.1. A r.v X is said to have a GPSD with parameter θ≥0 if
Also c n > 0 and C (θ) = ∞ n=0 c n θ a+nk , a > 0, k > 0 are integer. Without loss of generality we assumes that C(0)=1 dividing both numerator and denominator by θ a we get.
c n θ k n , P (0) = 0. The r.v X takes values on S = {a, a + k, a + 2k, ...} ,a ≥ 1, k ≥ 1 integers.
Harris distribution
Harris distribution was first introduced by Harris [2] . Later it was studied by different authors. Sandhya et al [11] have shown that it is a member of GPSD. Probability generating function (p.g.f) of the distribution is
We can also consider Harris distribution with support on {0, k, 2k, ...} and it has p.m.f
From (1.1) and (1.2) it is clear that Harris distribution belongs to GPSD, where a = 0. Now we proceed to develop inflated-parameter Harris distribution as given in Kolev et al. [4] . Let P N (t) and P X (t) be p.g.f of two non-negative integer valued r.v N and X respectively. Then S = X 1 + X 2 + ... + X N with convention that S = 0 when N = 0. The p.g.f of S is
If N belongs to the family of GPSD with parameter θ defined by (1.1) and X has an arbitrary discrete distribution, then the resulting random sum Shas a p.g.f given by
for different choices of series function C (θ).
Inflated parameter Harris distribution
An extension of GPSD including an additional parameter ρ∈(0, 1) is suggested in Kolev et al. [4] in connection with insurance claims data.
The following theorem gives a method of construction of inflated-parameter Harris distribution (IHD) in connection with the idea discussed in the last paragraph of Section 1. 
Thus we have,
In general
It is to be noted that Z takes values on {0, k, k + 1, ..., 2k, 2k + 1...}.
Letting z = nk + i and hence n=Quotient of
, we can write (2.2) as
can be denoted as IHD θ k , k, ρ .
Note
(1) When k=1, IHD θ k , k, ρ reduces to inflated Parameter geometric distribution (IGD), IGD (1 − θ, ρ) given in Kolev et al. [4] .
(2) When k = 1, ρ = 0,IHD θ k , k, ρ reduces to geometric distribution with parameter θ.
given in (1.2) above. Tables 1 and 2 give the p.m.f for different parametersk, θ k andρ. Remark 2.2. For IHD there is a gap between 0 and k and has probability at all integer points after k. The nature of the distribution change as the parameters k and ρ change more than w.r.t. the change in θ k . This is clearly depicted in figure 2 and 3. Also it can be seen that, for fixed values of k and ρ the skewness decreases as η increases, and it increases for fixed values of ρ and η as k increases
Distribution Function
F (z) = P [Z ≤ z] = C 1      1 + Q( z k ) j=1 1 / k +j−1 j C j 2 z−jk i=0 jk+i−1 i ρ i      , z = 0, k, k + 1, ....
Moments
1. Factorial moments
Ordinary moments
Mean = µ 1 = θ k 1 − θ k 1 1 − ρ µ 2 = θ k 1 − θ k 1 (1 − ρ) 2 k + ρ + θ k 1 − θ k (k + 1) µ 3 = θ k 1 − θ k 1 (1 − ρ) 3 [(1 − ρ) (k 2 + 2ρ (k − 1)] + ρ 2 (k + 1) (k + 2) + θ k 1 − θ k 2 (1 + k) (1 − ρ) 3 [3k (1 − ρ) + ρ (k + 2)] + θ k 1 − θ k 3 (1 + k) (1 + 2k) (1 − ρ) 3 .
Central moments
The expressions for µ (4) , µ 4 and µ 4 are very complicated and not in compact form and we do not present it here. Remark 2.3. When ρ =0, all the above moments coincide with that of Harris distribution defined by (1.2).
Remark 2.4. When k =1, the mean and variance reduces to that of inflated parameter geometric distribution in Kolev et al. [4] .
IHD as a Randomized mixture
Let F be a distribution function depending on a parameter θ k and u be a probability density function. Then
is monotonic function of x increasing from 0 to 1 and hence a distribution function. If F has continuing density f, then W has a density w given by
The parameterθ k is treated as a r.v. Then the process is called randomization and new probability density w (x) is called mixture.
Sandhya et al. [10] obtained Harris distribution as a gamma mixture of Poisson distribution. Minkova [6] generated Inflated-parameter negative binomial distribution by gamma mixing of Inflated-parameter Poisson distribution. 
Here λ is an outcome of a gamma distributed G
gives the same p.m.f of (2.2). It is well known Poisson random sum of logarithmic r.v's is negative binomial. Harris distribution had developed from modified logarithmic series distribution stopped sum by generalized Poisson random variable. (Sandhya et al. [10] ). In the same way we develop IHD. Minkova [7] introduced Inflated-parameter logarithmic series distribution. Hence Inflated-parameter modified logarithmic series distribution has p.g.f. 
, substituting and simplifying we get = exp
, substituting P X (t) we get,
Characterization of inflated parameter harris distribution
The following theorem gives a characterization of IHD Theorem 4.1. A r. v X ∼IHD θ k , k, ρ iff its p.g.f P(t) satisfies the equation
where µ is the mean of IHD θ k , k, ρ
Multiplying and dividing by
(1−ρ)
(1−θ k ) on the R.H.S we have,
Conversely suppose that (4.1) is true.
As an initial condition put t=1, b =
5. Estimation of parameters
Method of moments
The meanx and variance are given in section 2. Equating them to sample moments and S 2 and solving the resulting system of equation we get,
S 2 +x − kx 2 , assuming that k is known.
Method of maximum likelihood
Given
Define y = number of z i 's taking the value 0, z i ∈Z. Then
Hence the log likelihood function denoted by L * is
By taking partial derivatives of L * w.r.t θ k and ρ , and setting them equal to zero, we get the following system of equations,
By simulation we solve the above equations. (All of the computations and graphical representations are done using Mathematica). The MLE's of θ k and ρ are hence forth denoted by θ k ml and ρ ml . The simulation study of moment and maximum likelihood estimates of θ k and ρ are done. The tables are appended. Table 5 : Moment estimates of θ k and ρ using simulated sample of size 500 and number of repetitions 30 Table 7 : MLEs of θ k and ρ using simulated sample of size 300 and number of repetitions 30
Moment estimators (ME) and MLE by simulation
The frequency at z =0 gives the number of candidates failed to attend the interview. Next probability is after a gap k which is the cut-off mark of the test. The estimatorsθ k ml and ρ ml are calculated by taking random sample of size 50 using random number table, and calculating MLE using Mathematica. The χ 2 test of goodness of fit is given in Table 11 . (For tests of goodness of fit of t-distribution in similar lines see M. Maghami and M. Bahrami [6] .) 
Conclusion
IHD seen to be good fit to the published results of Kerala PSC. We may apply IHD to such similar situations, where there is a chance to occur large number of failures (zeros) preceding successes after a fixed interval.
