ABSTRACT The actionable behavioral rules suggest specific actions that may influence certain behavior in the stakeholders' best interest. In mining such rules, it was assumed previously that all attributes are categorical while the numerical attributes have been discretized in advance. However, this assumption significantly reduces the solution space, and thus hinders the potential of mining algorithms, especially when the numerical attributes are prevalent. As the numerical data are ubiquitous in business applications, there is a crucial need for new mining methodologies that can better leverage such data. To meet this need, in this paper, we define a new data mining problem, named behavior action mining, as a problem of continuous variable optimization of expected utility for action. We then develop three approaches to solving this new problem, which uses regression as a technical basis. The experimental results based on a marketing dataset demonstrate the validity and superiority of our proposed approaches.
I. INTRODUCTION
In recent years, data mining (or knowledge discovery) has emerged as one of the most active areas in information and communication technologies. With the prosperity of the global economy and abundant usage of computing and networking across every sector and business, deep data analysis has become a particularly important issue for the soft control of an organization, and is also equally important for the production system, decision making power, and performance of the organization.
Recent years have seen ever-increasing applications of data mining in many domains. For example, as one of the paradigms of applications of data mining techniques in business, customer behavior analysis has attracted growing attention. Various methods, such as regression analysis, decision trees, clustering, and association rules, have been used in this context. For instance, what consumers are searching for online has been used to predict their collective future behavior days or even weeks in advance [1] . In [2] , a novel learning method, called improved balanced random forests,
The associate editor coordinating the review of this manuscript and approving it for publication was Yong Xiang. was proposed to predict customer churn. Investigators have tracked customer shifts from segment to segment over time, discovered customer segment knowledge to build an individual transition path and a dominant transition path, and then predicted customer segment behavior patterns [3] .
These methods aim mostly at generating statistical models for behavior forecasting, and their output models are typically mathematical formulas or classification results describing test data. However, it is also desired that data mining methods can directly and explicitly suggest beneficial actions. This type of knowledge is called actionable knowledge, which is knowledge that one can act upon, something that leads to an action, and something that makes things happen [4] . Actionability is an important aspect of interestingness that has to be quantified based on the subjective evaluation by the user to facilitate decision making [5] . Therefore, there is a true demand for business intelligence to develop new methods to discover actionable knowledge.
For example, the producer of a brand of kitchen knife is definitely interested in the following actionable knowledge.
''If the producer changes the product display position from end aisle to front aisle in supermarkets, the extent of price reduction from 0.9 to 0.7, and the extent of coupon usage from 0.6 to 0.8, sales volume will change from 556782 to 576620. The producer will gain a net profit of $1 million from the suggested action. '' Among various kinds of techniques for discovering actionable knowledge, actionable behavioral rule mining (ABRM) [6] is a promising one for meeting such business demands. The knowledge that can directly and explicitly suggest specific actions to take to influence (restrain or encourage) certain behavior in the stakeholders' best interest is called actionable behavioral rules (ABRs). The objective of ABRM is to identify reliable and interesting proposals of beneficial actions that may be taken to improve upon the projected next observation, from a set of historical observations pertinent to a certain entity (or entities), such as a company (or customers). Each historical observation regarding the environment and behavior attributes comes from a time period of a certain interval.
In [6] , it is assumed that all attributes (both environment and behavior) are categorical while numerical attributes, if any, have been discretized in advance. However, the discretization process inevitably loses part of the information. It is obvious that the difference between the observation points in the same segment disappears after the continuous data are segmented. At the same time, the numerical attributes discretized have new values. Numerical data are ubiquitous in business applications. Therefore, there is a crucial need for directly handling numerical data, rather than discretizing them in advance, in ABRM.
The previous definitions for ABRM state the problem as a search problem in a framework of support and expected utility. The corresponding mining algorithms consist of three phases: candidate ABRs generation, ABRs pruning, and interesting ABRs generation. The first phase is the key phase. In this phase, first, all frequent action sets are generated. Then, ABRs with frequent action sets are generated. Obviously, the existing methodology of ABRM is technically based on frequent itemset discovery. Therefore, to directly mine actionable behavioral knowledge from the numerical data existing widely in business applications, it is critical to develop new methodologies.
To that end, in this paper, we define a new data mining problem, named behavior action mining (BAM). Our definition states the problem as a problem of continuous variable optimization of expected utility for action. We then develop three approaches for solving this problem, which use regression analysis as the technical basis. Based on a marketing dataset, we also conduct an experiment to validate our proposed approaches, and evaluate the practical value of our defined problem and the comparative performance of the different approaches. The experimental results demonstrate the validity and superiority of our approaches.
The rest of this paper is organized as follows. Section II reviews and discusses related work. Section III introduces the formal definition of BAM. Section IV presents our proposed mining approaches. Section V presents our experimental study demonstrating the validity of the proposed approaches.
Section VI discusses some limitations in the proposed approaches. Finally, Section VII summarizes our contributions and outlines future research directions.
II. RELATED WORK A. ACTIONABLE KNOWLEDGE DISCOVERY (AKD)
Previous research has investigated AKD. For example, to discover actionable knowledge for customer relationship management, methods have been proposed to suggest actions to reclassify a customer from an undesired status to a desired one while post-processing decision trees to maximize expected net profit [7] . However, these methods could miss some actions with higher net profit. To deal with this problem, multiple trees with different subsets of ''hard'' attributes are built [8] ; committees of decision trees are constructed in a reordered fashion and actionable rules containing all the attributes are discovered [9] . In [10] , a framework to postprocess any additive tree model was proposed to extract an optimal actionable plan.
To improve the profitability of customers of a bank, action rules have been constructed from certain pairs of classification rules [11] . The discovered knowledge provides insights into how the values of some attributes need to be changed so that undesirable objects can be shifted to a desirable group. In [12] , interesting action rules were defined as the rules of the lowest cost. In [13] , a heuristic strategy was proposed to construct interesting action rules. In [14] , the action forest algorithm was used to extract action rules and a heuristic strategy was proposed to generate interesting action rules. In [15] , the notion of cost and feasibility of an action rule was introduced and a graph-based method to search and construct feasible action rules at the lowest cost was proposed.
Despite their differences in choosing classification algorithms, the above-mentioned methods for mining action rules all produce an action rule based on a certain pair of classification rules or a single classification rule. A main shortcoming of this strategy is that some interesting action rules can be missed. To address this problem, another strategy has been proposed in a support-confidence-cost framework for discovering action rules directly from a database [16] . In [17] , an approach was proposed to generate association-type action rules. In [18] , a bottom-up strategy was proposed to discover action rules without using pre-existing classification rules.
In [19] , to help devise a direct-marketing plan in order to increase the profit of an institution, a lazy approach was proposed to use 'role models' for generating advice and plans. The role models are typical cases that form a case base and can be used for customer advice generation. For each new customer seeking advice, a nearest-neighbor algorithm is used to find a cost-effective and highly probable plan for switching a customer to the most desirable role model. Such a method does not provide rules in advance and will incur high computation costs when generating action suggestions.
In addition, in [20] , a formal view of AKD was presented from the system and decision-making perspectives, and correspondingly four types of generic AKD frameworks VOLUME 7, 2019 were proposed, formalized, and illustrated. In [21] , the unprecedented content on the Web was used to extract actionable knowledge in an organizational setting. In [22] , an effective method was proposed to extract actionable knowledge from additive tree models (ATMs), one of the most widely used and best off-the-shelf classifiers.
B. ABRM
Among the most important and distinctive techniques for AKD is ABRM proposed in [6] . The rules mined not only are of technical significance, but also satisfy business expectations, and further directly and explicitly suggest specific actions to take to influence (restrain or encourage) certain behavior in the stakeholders' best interest.
In mining such rules, all possible action combinations are considered in turn as a rule's condition. Therefore, candidate ABRs may share actions in their conditions. This may lead to several conflicting rules with the same actions, yet different consequences and expected utilities. To resolve such conflicts, a pruning method was introduced in [6] . First, each general rule whose antecedent is part of another rule is pruned. Subsequently, the remaining rules sharing the same actions are consolidated into a new rule according to their supports. A major disadvantage of this method lies in the fact that the measure for pruning, namely antecedent length, is not used consistently but is used only for some of the conflicting rules.
To overcome these shortcomings, a new rule ranking method was developed in [23] to resolve conflicts in ABRs. More specifically, an integrative measure, which linearly combines the measures of support and antecedent length, was proposed to evaluate the utility prediction accuracies of conflicting rules. Furthermore, a tunable weight parameter was introduced in the proposed measure to allow the flexibility of integration.
The previous definition of a rule's support assumes that each instance that supports a rule has the same contribution to the support. However, this assumption is usually violated in practice to some extent, and thus will hinder the performance of algorithms for mining such rules. To deal with this problem, an observation-weighting model for support and corresponding mining algorithm were proposed in [24] .
C. INTERPRETABLE MODELS WITH ACTIONABLE INSIGHTS
There has been a recent trend in the literature on interpretable models with actionable insights. In [25] , LIME, a novel explanation technique was proposed for explaining the predictions of any classifier in an interpretable and faithful manner, by learning an interpretable model locally around the prediction. Also, a method to explain models was proposed by presenting representative individual predictions and their explanations in a non-redundant way, framing the task as a sub-modular optimization problem.
In [26] , a method, KL-LIME, was introduced for explaining predictions of Bayesian predictive models by projecting the information in the predictive distribution locally to a simpler, interpretable explanation model. The proposed approach combines the recent LIME method [25] with ideas from Bayesian projection predictive variable selection methods. The information theoretic basis helps in navigating the trade-off between explanation fidelity and complexity.
In [27] , the first gap dependent error and simple regret bounds were provided for identifying the best soft intervention at a source node in a causal graph, i.e., the one that maximizes the expected value of a downstream target node. These bounds are a generalization of the classical best arm identification bounds, when there is information leakage among the arms.
In [28] , a unified framework, SHAP (SHapley Additive exPlanations), was presented for interpreting predictions. SHAP assigns each feature an importance value for a particular prediction. It showed improved computational performance and/or better consistency with human intuition than previous approaches.
In [29] , a method was proposed to modify a traditional convolutional neural network (CNN) into an interpretable CNN, in order to clarify knowledge representations in high convlayers of the CNN. The explicit knowledge representation in an interpretable CNN can help people understand the logic inside a CNN, i.e., what patterns are memorized by the CNN for prediction.
In [30] , a novel method based on feature inversion was introduced to identify a region in an input time-frequency representation that is most influential to a prediction. Empirical results demonstrate that the method often identifies a region of an input instance that has a decisive effect on the classification.
D. MODEL-DRIVEN APPROACHES
Besides the data-driven approaches mentioned above, there are many model-driven approaches for obtaining actionable knowledge. For instance, a number of optimal control models (e.g., [31] - [34] ) and differential game models (e.g., [35] - [37] ) have been constructed to suggest optimal strategies.
III. PROBLEM DEFINITION
We contribute to the AKD literature by proposing a new data mining problem, BAM. We specify the problem of BAM through a series of formal definitions, starting with the definition of a behavioral information system proposed in [6] .
Definition 1: A behavioral information system (BIS) pertinent to a certain entity (or entities) is defined as a 6-tuple The values of the environment attributes are directly controlled by the stakeholder, while the environment attributes have some causal influence upon the behavior ones. In other words, the stakeholder can influence the behavior attributes of o by controlling the corresponding environment ones. Each observation regarding the environment and behavior attributes comes from a time period of a certain interval.
Although the environment attributes are deemed to have some causal influence upon the behavior ones, unit root test should be used to avoid possible spurious correlation between them.
We assume that all environment and behavior attributes are numeric. Note that a behavior attribute usually describes how frequently the behavior occurs, the extent of the behavior, and so on. Example Consider a real BIS for a vodka brand (Smirnoff) in the US for 15 years,
, and ρ is presented in Table 1 (e.g., ρ (o 1 , NewsShare) = 7.8% and ρ (o 3 , MagShare) = 13.9%). MagShare, NewsShare, OutdoorShare, and BroadShare represent the advertising expenditure shares (proportions among all brands in the US) of Smirnoff in a year on magazine, newspaper, outdoors, and broadcast, respectively. MarketShare represents the market share of Smirnoff in a year.
We will continue to use this example in this section. Note that although there is only one behavior attribute in this illustrative example, the definition of BIS is more general and allows multiple behavior attributes.
Definition 2: a) . The atomic action t changes the value of environment attribute a from v f to v t . An action T is defined as a set of atomic actions such that t 1 .a = t 2 .a for any t 1 , t 2 ∈ T ; t 1 = t 2 , and |T | = |A en |.
Example (NewsShare, 5.4%, 27.5%) is an atomic action. {(MagShare, 0.0%, 8.2%), (NewsShare, 5.4%, 27.5%), (OutdoorShare, 15.5%, 26.3%), (BroadShare, 41.6%, 37.1%)} is an action.
Definition 3: (o , a) . An effect C is defined as a set of atomic effects such that e 1 .a = e 2 .a for any e 1 , e 2 ∈ C; e 1 = e 2 , and |C| = |A be |.
Example (MarketShare, 23.4%, 24.5%) is an atomic effect. {(MarketShare, 23.4%, 24.5%)} is an effect.
Definition 4:
The expected utility of an action T is defined as
where effect C is expected to take place when T is performed, and bivariate linear functions f t.a and g e.a denote the utilities of t and e for the stakeholder, respectively.
Note that the utilities f t.a and g e.a depend on the particular domain and need to be specified based on domain knowledge. In some domains, the utility of an atomic action t (or atomic effect e) may depend on not only t.v t (or e.v t ) but also t.v f (or e.v f ). For example, the utility of atomic action t = (NewsShare, 5.4%, 27.5%), which denotes that the advertising expenditure share of Smirnoff in the forthcoming year on newspaper is changed from 5.4% to 27.5%, depends not only on t.v t (27.5%) but also on t.v f (5.4%), assuming that the sum of the advertising expenditures of the other brands on newspaper remains the same.
Example Effect C = {(MarketShare, 23.4%, 24.5%)} is expected to take place when action T ={(MagShare, 0.0%, 8.2%), (NewsShare, 5.4%, 27.5%), (OutdoorShare, 15.5%, 26.3%), (BroadShare, 41.6%, 37.1%)} is performed.
Assume that the utilities of the atomic actions of T are −$7M, −$15M, −$10M, and $6M, respectively, and the utility of the atomic effect of C is $50M. The expected utility of the action T is
is defined as the action with the maximal expected utility.
The objective of BAM is to identify the BA based on an observed BIS dataset.
Example Assuming that $24M is the maximum among the expected utilities of all the actions, T is the BA. 
IV. MINING APPROACHES
To obtain the BA, we need to build an effect model first. Specifically, given any action, the model can predict the corresponding effect. Obviously, regression is an appropriate technique for building the effect model. We propose to use three types of common regression techniques: linear regression, support vector regression, and Gaussian processes. The different regression techniques lead to different effect models. The BAs are then identified based on the three types of effect models by optimization of expected utility of action.
A. LINEAR-REGRESSION (LR)-BASED APPROACH
LR refers to a model in which the median, or some other quantile, of the conditional distribution of a dependent variable y given a set of independent variables X is expressed as a linear function of X . Like all forms of regression analysis, linear regression focuses on the conditional probability distribution of y given X , rather than on the joint probability distribution of y and X . After developing such a model, if an additional value of X is then given without its accompanying value of y, the fitted model can be used to make a prediction for the value of y. (1) and (2), the expected utility of
We can find the choice
T for x to maximize (3) using linear programming. The BA is then given by
B. SUPPORT-VECTOR-REGRESSION (SVR)-BASED APPROACH
SVR is a powerful function approximation technique based on statistical learning theory [38] . The method is extremely robust and provides excellent generalization performance while still being able to capture complex relationships in the input data. SVM essentially transforms the nonlinear regression problem into a linear one by using kernel functions to map the original input space into a new feature space with higher dimensions, with an ability to find unique global solutions that are not inhibited by multiple local minima [39] . We present the SVR-based approach using the radial basis function (RBF) kernel as an example, while other kernel functions can be accommodated similarly.
Let
The SVR-based effect model using the RBF kernel is denoted as [41] ). According to (1) and (4), the expected utility of
T for x to maximize (5) by running conjugate gradients algorithm. The BA is then given by
C. GAUSSIAN-PROCESSES-REGRESSION (GPR)-BASED APPROACH
GPR is a relatively new machine learning method based on Bayesian theory and statistical learning theory. It provides a flexible framework for probabilistic regression and is widely used to solve high-dimensional, small-sample, or nonlinear regression problems. Similar to SVR, GPR is another popular kernel-based machine learning method for nonlinear regression problems (e.g., [42] ). To infer an unknown functional relationship from a training data set, GPR first elicits a prior GPR to constrain the possible forms of the unknown function and then updates this prior in light of training samples to generate a posterior GPR as the final functional model ( [43] and [44] ). The learning of a GPR model also requires the specification of some parameters related to the covariance or kernel functions (also known as hyper-parameters).
Let I = (O, o * , o , A, D, ρ) be a BIS and k(x, x ) be the covariance function, which relates one observation to another. The GPR-based effect model using the RBF kernel (other kernel functions can be accommodated similarly) is given by
denotes the covariance of vectors α and β, n-order
T , and σ 2 n is noise variance. A popular choice for the covariance function is the ''squared exponential'' as defined by
where M = diag(l 2 ), l is the variance length, and σ 2 f is the maximum allowable covariance.
To estimate K * and D −1 in (6), we need to compute hyperparameter θ = {M, σ 2 f , σ 2 n } by maximizing log p(y|X, θ) (maximum likelihood estimation), given by
Then conjugate gradients algorithm is run on (7) to find the best choice for θ .
According to (1) and (6), the expected utility of
. (8) We can find the choice
T for x to maximize (8) by running conjugate gradients algorithm. The BA is then given by
V. EXPERIMENTAL STUDY
In this section, we will validate our approaches using an alcohol sales dataset. The example used in section III was also derived from part of this dataset.
A. APPLICATION DOMAIN
In modern alcohol markets, the advertising and promotion of a product are central to the product itself. While in earlier eras, an alcohol product may have been marketed based on the quality, purity, and price of the product, now the identity of the brand is paramount [45] . Alcohol companies spend close to $20 billion every year advertising in the US alone.
However, much scientific research and practical experience indicate that advertising does not increase alcohol consumption significantly (e.g., [46] - [49] ). Alcohol is a ''mature'' product category in that consumers are already aware of the product and its basic characteristics. Therefore, overall consumption is not affected significantly by advertising specific brands. Then, why is the advertising expenditure of alcohol companies so large? That is because advertising increases a producer's market share and also brand loyalty. For example, if a beer producer's advertising campaign increases its market share by one percent, its sales would increase by $500 million.
To maintain their markets, alcohol companies must continue to invest heavily in advertising and promotion; to expand their markets, they must encourage drinkers to switch brands or increase consumption, or persuade nondrinkers to begin drinking. Thus, effective advertisers gain market share at the expense of others, who lose market share.
Obviously, the larger the advertising expenditure on an alcohol brand, the larger its market share. However, when the advertising expenditure grows over a certain level, the net profit of this brand will gradually decrease. Therefore, the producer of the brand is definitely interested in action proposals with regard to the brand, such as the one presented at the end of section III.
B. DATASET
The Vodka dataset from [50] contains data on annual unit sales, price, and advertising investments for 27 vodka brands in the US for up to 15 years (between 1995 and 2009). We derive 27 BISs with 317 observations from this dataset for vodka brands. The environment attributes are MagShare, NewsShare, OutdoorShare, and BroadShare, which represent the advertising expenditure shares (proportions among all brands) of a brand in a year on magazine, newspaper, outdoors, and broadcast, respectively. The only behavior attribute is MarketShare representing the market share of a brand in a year.
MagShare, NewsShare, OutdoorShare, and BroadShare are derived from the attributes of Mag, News, Outdoor, and Broad, in the Vodka dataset, respectively, which represent the advertising expenditure of a brand in a year on magazine, newspaper, outdoors, and broadcast, respectively. MarketShare is derived directly from the attribute of Marketshare in the Vodka dataset, which represents the market share of a brand in a year. For each BIS, o * is the observation of the last year.
C. PERFORMANCE EVALUATION
In each year, the producer of a vodka brand may change the advertising expenditure shares (MagShare, NewsShare, OutdoorShare, and BroadShare) to try to increase the market share. These actions and their effects have been recorded in the Vodka dataset. Thus, the actual utilities of the actions are known. An effective BAM approach should provide accurate expected utilities of the actions. We therefore focus VOLUME 7, 2019 on evaluating our proposed approaches with regard to their accuracy in predicting the expected utilities of the actions taken by the producers, as gauged by the observed actual utilities. We compare different approaches under the same actions, the actions actually taken by the producers. Thus, the utilities of the actions (i.e., f t.a in (1)) are constant across approaches, and we only need to compare the approaches in terms of their accuracy in predicting the utilities of the effects (i.e., g e.a in (1)) given the actions.
Let e and ae be the effect of an effect model one of the three proposed mining approaches generates and the actual effect when the action of the model is taken actually, respectively. We want the difference between the utilities of e and ae to be as small as possible. Therefore, mean absolute error (MAE), root mean squared error (RMSE), and mean absolute percentage error (MAPE) are reasonable criteria for evaluating the performance of different approaches. In addition, according to (1) , the difference between the utilities of e and ae is proportional to that between e.v t and ae.v t . Thus, we use the following performance measures for a mining approach:
where es i is the expected market share of the ith year an approach predicts and as i is the actual market share of that year. Typically, domain experts in alcohol sales set the thresholds of MAE and MAPE for field evaluation to reasonable values around 0.8% and 0.25, respectively. Although RMSE is more difficult to interpret due to its nonlinearity, we include it too in our evaluation for completeness. For each of the 27 brands, we use leave-one-out crossvalidation to estimate the performance of a mining approach. If a brand has n observations, an n-fold cross-validation is performed. n effect models are trained, each time leaving one of the n observations out of training. The models are then tested on the corresponding left-out observations to estimate the performance of the mining approach.
We run all experiments using Weka (http://www.cs.waikato. ac.nz/∼ml/weka/) on a computer with Intel R i5-7400 CPU at 3.0GHz and 16GB RAM.
D. PARAMETER SELECTION
SVR-based and GPR-based models are both kernel-based techniques. Among common kernel functions, the RBF kernel can map the sample set from the input space into a highdimensional feature space effectively. The linear kernel can be regarded as a special case of RBF kernel. The sigmoid kernel behaves similarly to the RBF for certain parameters and is not better than the RBF kernel in general. The polynomial kernel may be an attractive alternative. Therefore, we use both RBF kernel and polynomial kernel in our experiment.
For SVR-based models, when the RBF kernel is used, the tradeoff variable C and the kernel width σ should be tuned. The tuning of C is done by a grid search on interval [2 −1 , 2 11 ]. The tuning of σ is done by a grid search on interval [2 −9 , 2 3 ]. When the polynomial kernel is used, C is tuned by a grid search on interval [2 −1 , 2 11 ]. For GPR-based models, when the RBF kernel is used, σ is tuned by a grid search on interval [2 −1 , 2 11 ].
E. BASELINE APPROACH
We also compare the proposed approaches against a baseline approach, which adapts the existing ABRM methods ( [6] , [23] , and [24] ). The baseline approach assumes that all the environmental attributes are categorical while numerical attributes have been discretized in advance. Most problem definitions for the baseline are the same as those proposed in [6] , except for the definition of expected utility of an ABR stated as follows:
The expected utility of an ABR r = (S, C) is defined as
where u(t) and bivariate linear function g e.a denote the utilities of action t and effect e, respectively. We call an ABR r an interesting actionable behavioral rule with regard to a stakeholder-specified threshold minutil, if u(r) ≥ minutil. Based on the definitions, we have developed an algorithm, named MABR-4 (for Mining ABRs). MABR-4, which consists of three phases, candidate ABRs generation, ABRs pruning, and interesting ABRs generation. In the phase of candidate ABRs generation, first, all frequent action sets are generated. Then, ABRs with frequent action sets are generated (by calling function CR_Construct in Line 3). The outcome of phase 1 is a set of candidate ABRs. The candidate ABRs generated are pruned in the second phase based on the experimental results in [23] . The third phase generates interesting ABRs based on the ABRs after pruning. An ABR is included in the final output if its expected utility is above minutil (Lines 8-10 ). Note that the baseline approach still states the problem as a search problem in a framework of support and expected utility and is technically based on frequent itemset discovery. Table 3 shows the experimental results by leave-oneout cross-validation on the 27 BISs. Fig. 1 contrasts the means of the three performance measures (MAE, RMSE, and MAPE) of the three proposed approaches.
F. EXPERIMENTAL RESULTS
The experimental results strongly suggest the validity of our approach. From Table 3 and Fig. 1 , we can see that the VOLUME 7, 2019 means of the MAEs and MAPEs of all the three proposed approaches are less than the corresponding validity thresholds 0.8% and 0.25. The SVR-based approach gives the best performance in terms of every measure. Its mean MAE and mean MAPE are 38.5% and 30.8% less than the corresponding thresholds, respectively.
The comparison also shows that SVR-based and GPR-based approaches outperform LR-based approach in terms of every measure. The reason is probably that conventional linear models are likely unable to capture the complex relationships between actions and effects, while machine learning often provides better alternative techniques because of their flexibility of modeling nonlinear relationships based on limited observations. For the other observations as o * , the baseline approach cannot produce corresponding rules with support greater than 6. Among all the possible choices for minsup, 6 leads to the best performance. Before applying the baseline approach, we discretize all the environment attributes into three equalwidth bins (when the environment attributes are discretized into four or more bins, the baseline approach yields too few (less than 10) rules). For fair comparison, we assess the performance of the proposed approaches on the same 13 observations too.
From Fig. 2 , we can see that for MAE, all the proposed approaches outperform the baseline and the best one, SVR-based approach, gets 43.3% better than the baseline. For RMSE, SVR-based and GPR-based approaches outperform the baseline and the best one, GPR-based approach, gets 18.8% better than the baseline. For MAPE, all the proposed approaches outperform the baseline and the best one, SVR-based approach, gets 34.8% better than the baseline. This strongly suggests the superiority of our approaches over existing ABRM methods as represented by the baseline approach.
VI. DISCUSSION
We do recognize some limitations in our proposed approaches, which may be addressed in the future.
Behavioral information systems are temporal in nature and it is quite possible that there exists a time lag between when an action is taken and when some effects coming from the action take place. In other words, an action may have influence on not only the current effect, but also future effects. Take as an example the BIS with regard to a brand used in the experiment. The advertising expenditures of this brand in 2017 may influence its market share in 2019.
Such time lag may hinder the performance of the proposed approaches, as the proposed effect models do not consider past values of environmental attributes. Including past values of environmental attributes in the effect models may be a natural solution to this potential problem. However, it may lead to collinearity, which needs to be adequately resolved.
Another limitation in our current approaches is the possibility of returning spurious action rules. Spurious action rules refer to rules whose statistical significance is not sufficient. For the proposed approaches, the use of continuous attributes does help in finding some useful rules that would be missed otherwise due to discretization. At the same time, the presence of a large number of possible combinations of continuous environmental interventions opens up the possibility of finding spurious action rules. Measures of statistical significance need to be developed in the future to avoid spurious action rules.
VII. CONCLUSION
BAM proposed in this paper is a new interesting problem of data mining. It can find valuable applications in many domains, from marketing to human resource management, to counter-terrorism, to name a few. Here are a few examples. First, BAM can suggest to the manager of a supermarket some effective actions to promote purchasing behaviors of customers. Second, BAM can suggest to the management of a corporation some effective actions to restrain job-hopping behaviors of the staff. Third, BAM can suggest to a government some effective actions to restrain terroristic behaviors of a terrorist organization against it.
Our work opens up avenues for further research. While we have conducted a preliminary experiment using a marketing dataset, more comprehensive experiments with many large datasets drawn from various domains can be conducted to validate the generalizability of our findings. Also, proactive field experiments, beyond retrospective evaluation using archival data, are necessary to validate the real value of the mining approaches. While the low number of observations demanded such an extensive testing strategy as leave-one-out crossvalidation in our experiment, in the future, alternative testing strategies honoring the temporal sequence of observations should be explored for larger datasets. The sensitivity of our approaches to the size of training dataset may also be analyzed when larger datasets are available. Finally, while we assumed that all attributes are numerical, the proposed problem definition and mining approaches can be extended to accommodate categorical attributes too.
