In many industrial experiments, complete randomization of the runs is impossible as, often, they involve factors whose levels are hard or costly to change. In such cases, the split-plot design is a cost-efficient alternative that reduces the number of independent settings of the hard-to-change factors. In general, the use of generalized least squares is required for model estimation based on data from split-plot designs. However, the ordinary least squares estimator is equivalent to the generalized least squares estimator for some split-plot designs, including some second-order split-plot response surface designs. These designs are called equivalent-estimation designs. An important consequence of the equivalence is that basic experimental design software can be used for model estimation. This article introduces two new families of equivalent-estimation split-plot designs, one based on subset designs and another based on supplementary difference set designs. The resulting designs complement existing catalogs of equivalent-estimation designs and allow for a more flexible choice of the number of hard-to-change factors, the number of easy-to-change factors, the number and size of whole plots, and the total sample size. It is shown that many of the newly proposed designs possess good predictive properties when compared to D-optimal split-plot designs.
Introduction
The increased application of design of experiments in industry has resulted in the widespread use of response surface methodology, in general, and response surface designs, in particular, whenever the relationship between a response and settings of a group of quantitative experimental factors is of interest. Response surface designs have been applied for the purpose of developing, improving, and optimizing processes in, for instance, industrial and chemical engineering and biotechnology. A thorough exposition on response surface methodology and designs is given by Khuri and Cornell (1996) and Myers and Montgomery (2002) .
In response surface experiments, one is often faced with factors whose levels are hard or expensive to change. This necessitates the use of multi-stratum designs, which provide a more economic and efficient alternative to fully randomized designs. One of the special cases of the class of multi-stratum designs is the split-plot design. Split-plot designs were first used in agriculture, but they are now widely * Corresponding author applied in industry as well. In agricultural experimentation, large portions of land were subdivided into relatively smaller portions known as whole plots, to which each of the possible levels of the whole-plot factors was then randomly assigned. Whole plots were further divided into smaller units, known as split-plots or subplots, and subplot factor levels were then applied randomly to these smaller units. In the context of industrial experiments, the factors whose levels are hard or costly to modify are referred to as hardto-change factors and act like whole-plot factors. The remaining factors, whose levels can be changed with relative ease, are referred to as easy-to-change factors and act as subplot factors. Therefore, the levels of hard-to-change factors vary from whole plot to whole plot, while the levels of easy-to-change factors vary from subplot to subplot.
For data from response surface split-plot experiments, Letsinger et al. (1996) recommended the use of Generalized Least Squares (GLS), in combination with Restricted Maximum Likelihood (REML), for estimating the experimental factors' effects. This is because the randomization structure of split-plot designs leads to correlated responses and, in the presence of correlated responses, the Ordinary Least Squares (OLS) estimator is less efficient than the GLS estimator. A detailed discussion of the GLS-REML approach is given in Goos et al. (2006) .
The design of response surface split-plot experiments has received extensive attention in the literature. Overviews of all of the work that has been done can be found in Goos (2002) and Jones and Nachtsheim (2009) . A substantial part of that literature has focused on situations where the OLS and GLS estimators for the factor effects are equivalent. This is a desirable property since, as opposed to the GLS estimator, the OLS estimator does not require knowledge/estimation of the variance components to estimate the factor effects. This is important for experimenters who do not have access to modern software for analyzing splitplot data using REML-GLS. It has become common to use the term equivalent-estimation split-plot designs for all split-plot designs for which OLS and GLS are equivalent.
The OLS-GLS equivalence for response surface splitplot experiments was first discussed by Letsinger et al. (1996) and Vandebroek (2001, 2003) , who showed that a whole range of two-level factorial and fractional-factorial designs also guarantees that the OLS and GLS estimates are identical. Vining et al. (2005) and Parker et al. (2006 Parker et al. ( , 2007a Parker et al. ( , 2007b ) introduced a family of equivalent-estimation split-plot designs for second-order response surface models constructed by modifying central composite and Box-Behnken designs. Furthermore, Goos (2006) and Parker et al. (2007a) reported various instances where the D-optimal split-plot design is an equivalentestimation design. Recently, Macharia and Goos (2010) presented a modified coordinate-exchange algorithm for identifying D-efficient equivalent-estimation split-plot designs for second-order response surface models. Jones and Goos (2012) reported additional equivalent-estimation designs, as well as some equivalent-estimation designs with higher D-efficiency.
In this article, we present two new families of three-level equivalent-estimation designs. The first is based on subset designs. Subset designs are three-level designs introduced by Gilmour (2006) and further explored by Ahmad and Gilmour (2010) . They are obtained by using two-level factorial designs in subsets of factors while the other factors are held at the middle level. Special cases of subset designs are face-centered central composite designs and BoxBehnken designs. The designs we use for the second new family of equivalent-estimation designs are supplementary difference set designs, which are due to Koukouvinos et al. (2013) . When used in a completely randomized experiment, both subset designs and supplementary difference set designs have properties similar to those of central composite designs and Box-Behnken designs. For instance, all main effects and two-factor interaction effects can be estimated independently with these designs, so that the designs are useful for model selection. Another attractive feature is that the designs are factor-wise balanced, which means that all main effect estimates have the same variance, all two-factor interaction effect estimates have the same variance, and all estimates of quadratic effects have the same variance.
The designs are easy to construct, allow the second-order model to be fitted, and possess attractive projection properties. Moreover, many subset designs and supplementary difference set designs possess good predictive properties; i.e., they perform very well in terms of the I-optimality criterion. The construction of subset designs is described in detail in Gilmour (2006) , while that of supplementary difference set designs is reported in Koukouvinos et al. (2013) . We describe the construction of supplementary difference set designs in the Appendix to this paper.
We contrast the two new families of equivalentestimation split-plot designs with D-optimal split-plot designs obtained using the algorithms of Goos and Vandebroek (2003) and Jones and Goos (2007) and show that it is often possible to construct equivalent-estimation designs that outperform the D-optimal designs in terms of precision of prediction, as measured by the I-optimality criterion. This is an important result because, as pointed out by Myers and Montgomery (2002) , a good predictive performance is considered more important for a second-order design than a precise estimation of the model parameters. This is due to the fact that second-order models and designs are used for optimization, and good prediction properties are essential for optimization. Hence, the newly proposed designs do not only possess the equivalent-estimation property but also they have another major selling point.
We first present the split-plot model and discuss the OLS-GLS equivalence condition. In Section 3, we show how to construct the new equivalent-estimation designs and provide several examples. In Section 4, we give two lists of equivalent-estimation designs we found. These lists are by no means exhaustive, but they provide an idea about how broad the range of equivalent-estimation designs is that can be constructed from the subset and supplementary difference set designs. In the lists, we report the D-and I-efficiencies of the designs, relative to D-optimal designs constructed using a point-exchange and a coordinateexchange algorithm, to demonstrate the practical usefulness of the newly proposed designs. We end the article with a summary of the results.
The model
In this section, we present the model for data from splitplot response surface experiments. In general, the response Y ij of the j th run in the i th whole plot can be written as 
Three-level equivalent-estimation split-plot designs 1155 where w ki is the level of the kth hard-to-change factor in the i th whole plot, M w is the number of hard-to-change factors, s kij is the level of the kth easy-to-change factor at the j th run in the i th whole plot, M s is the number of easyto-change factors, β 0 is the intercept, β w k is the main effect of the kth hard-to-change factor, β w kk is the quadratic effect of the kth hard-to-change factor, β s k is the main effect of the kth easy-to-change factor, β s kk is the quadratic effect of the kth easy-to-change factor, β ww kl is the interaction effect involving the kth and the lth hard-to-change factors, β ss kl is the interaction effect involving the kth and the lth easy-tochange factors, β ws kl is the interaction effect involving the kth hard-to-change factor and the lth easy-to-change factor, γ i is the random effect of the i th whole plot, and ij is the random error of the j th response in the i th whole plot. We denote the total number of factors, M w + M s , by M. The total number of model parameters is
For a design with N runs and b whole plots, the matrix form of the model is given by
where Y is the N × 1 response vector, X is the N × p model matrix, β is a p-dimensional vector containing the intercept and all of the factors' main effects, quadratic effects, and interaction effects, Z is an N × b matrix of zeros and ones whose (i, j )th element is one if the i th observation was obtained in whole plot j and zero otherwise, γ is the b-dimensional vector containing the whole-plot random effects, and is the N-dimensional vector of the random errors. The random vectors and γ are assumed to be independent with zero means and variance-covariance matrix σ 2 I N and σ 2 γ I b , respectively, where I N and I b are identity matrices of sizes N and b. Therefore, the variance-covariance matrix of the split-plot model is given by
The OLS estimator of the factor effects in β is
but, for data from split-plot experiments, the GLS estimator,
is generally more efficient. The problem with using the GLS estimator is that it requires estimating σ 2 γ and σ 2 . The most broadly applicable method to do so is REML estimation. Unfortunately, this estimation method has not been implemented yet in some commonly used software packages for industrial statistics. This explains why some researchers have focused on finding equivalent-estimation split-plot designs that circumvent the need for estimating σ 2 γ and σ 2 to obtain GLS estimates of the factor effects. While this is certainly useful, it is important to realize that estimating σ 2 γ and σ 2 remains necessary for performing proper significance tests.
As a result, equivalent-estimation designs are not a panacea that overcomes all of the shortcomings of certain software packages when it comes to analyzing data from split-plot experiments.
McElroy (1967) showed that the necessary and sufficient condition for the equality of OLS and GLS estimators is the existence of a p × p non-singular matrix F, such that
An alternative expression for the OLS-GLS equivalence condition,
tailored to split-plot designs, was derived by Parker et al. (2007a) and discussed by Macharia and Goos (2010) and Jones and Goos (2012) . It is given as
Design construction strategies
In this section, we describe how we use two classes of response surface designs to construct split-plot designs for which the OLS and GLS estimators are equivalent. The first class of response surface designs that we use are the three-level subset designs introduced by Gilmour (2006) . The designs are called subset designs because they are formed by combining two or more subsets from the 3 M factorial designs. The second class of designs that we study is constructed from supplementary difference set designs. A key feature of the supplementary difference set designs is that they do not involve the vertices of the cuboidal region
. These designs, as well as the split-plot designs we obtain from them, are therefore suitable for a spherical design region. Some of the split-plot designs we derive from the subset designs are also suitable for a spherical design region, while others are more useful for a cuboidal design region.
When discussing split-plot arrangements for central composite and Box-Behnken designs, Vining et al. (2005) pointed out that if (i) the split-plot design is balanced (in other words, if each whole plot contains the same number of subplots); (ii) the designs for the easy-to-change factors are orthogonal; and (iii) the axial runs for the subplot factors are grouped in a single whole plot, then this design is an equivalent-estimation split-plot design. As it turns out that the balance is not a necessary condition to achieve OLS-GLS equivalence (see, for example, Goos (2006) and Parker et al. (2007b) ), in the following subsections we ensure that the split-plot designs we construct satisfy the second and third conditions. In general, these two conditions are neither sufficient nor necessary to obtain equivalent-estimation designs but, when using subset designs and supplementary difference set designs, they seem a good starting point. We recommend, however, to always check the equivalence condition in Equation (5) for any design constructed.
Equivalent-estimation split-plot designs based on subset designs
The 3 M factorial design consists of M + 1 different subsets S r , r = 0, . . . , M, where each subset contains the runs that have r different factors acting at their high or low level and the M − r remaining factors acting at their middle level.
The steps we need to take to construct the equivalentestimation split-plot designs are the following:
1. Select the subsets S r to be used in the split-plot design. 2. Sort the runs within every subset S r used in ascending order of the hard-to-change factors' levels. This yields groups of runs that form whole plots of unequal sizes, each of which has an orthogonal subplot design. 3. Split these whole plots into equal-sized smaller ones that still have orthogonal subplot designs. 4. When S 1 is used in the design, replicate the axial runs for the whole-plot factors to obtain whole plots of equal sizes. The axial runs for the subplot factors should be kept together in a single whole plot to maintain the orthogonality of the subplot design. 5. When S 0 is used in the design, replicate the center run to obtain a whole plot of center runs of the same size as the other whole plots.
We now describe two examples to illustrate the construction of equivalent-estimation split-plot designs based on subset designs. For the clarity of our exposition, we list the M w hard-to-change factors first.
Example 1: A design for one whole-plot factor w 1 and two subplot factors s 1 and s 2 . Table 1 shows the four available subsets S 3 , S 2 , S 1 , and S 0 from the 3 3 factorial design, which we use as the starting point for our construction. It is clear from the table that the subset S 3 includes the runs where all factors act at either their low or their high level, while the subset S 2 has all the runs in which two factors take either level −1 or +1. The set S 1 contains the axial runs, which have only one factor whose level is non-zero. Finally, S 0 is a singleton containing the center point.
In order to construct split-plot designs, the runs within each subset S i are sequentially sorted in ascending order of the levels of w 1 . This results in Table 2 , where we gave every run a unique label: the label S ij refers to the j th run in subset S i . The sorted runs in subsets S 3 and S 2 in Table  2 appear in groups of four.
Using four as a whole-plot size, we obtained the following three equivalent-estimation split-plot designs: The first two split-plot designs include five whole plots, each containing four runs, whereas the third design includes four 
whole plots, each of which is of size four, too. The first design involves runs from the subsets S 3 and S 2 . None of the runs is replicated in the design. The second design involves runs from the subsets S 3 and S 1 , and each of the axial points for the whole-plot factor (S 11 and S 16 ) is replicated four times within one whole plot. The axial points in the design are therefore treated exactly as in the designs proposed by Vining et al. (2005) . The third design is constructed using the subsets S 2 and S 0 . Therefore, the third design has the same design points as a Box-Behnken design. It has four replicates of the center point in its fourth whole plot. Therefore, the center point is used in a similar fashion as in the split-plot Box-Behnken designs described in Vining et al. (2005) . The runs used in the first and second design are different from the runs of either a central composite design or a BoxBehnken design. Therefore, the split-plot designs based on subset designs generalize the set of equivalent-estimation designs proposed by Vining et al. (2005) , who considered only central composite designs and Box-Behnken designs. It should be pointed out that these two designs are suitable for a cuboidal design region because they include the vertices of the unit cube, whereas the third design is more suitable for a spherical design region.
This example shows that equivalent-estimation split-plot designs derived from subset designs offer additional flexibility to the experimenter. As a matter of fact, in some experiments, the budgeted numbers of runs and whole plots are different from those required to run the equivalentestimation central composite or Box-Behnken designs suggested by Vining et al. (2005) and Parker et al. (2006 Parker et al. ( , 2007a Parker et al. ( , 2007b . Thus, the new family of equivalent-estimation designs offers useful new design options to experimenters who do not want to resort to optimal experimental design approaches and who wish to use OLS rather than GLS estimation.
Example 2: A design for two whole-plot factors w 1 and w 2 and two subplot factors s 1 and s 2 . Table 3 shows the five available subsets from the 3 4 factorial design, with the runs sorted in ascending order of w 1 and w 2 . The runs in the sorted subsets S 4 and S 3 in the table again appear in groups of size four. Using four as a whole-plot size, we obtained the following four equivalent-estimation split-plot designs:
1. A 36-run design with nine whole plots of four runs, using the subsets S 4 and S 1 : 3. A 72-run design with 18 whole plots of four runs, combining the two 36-run designs and, hence, utilizing the subsets S 4 , S 3 , S 1 , and S 0 . 4. A 68-run design with 17 whole plots of four runs, obtained by dropping the whole plot containing the center points from the previous design.
It is also possible to construct equivalent-estimation designs involving whole plots of eight instead of four runs. Depending on the specific problem considered, this may require combining runs from different subsets S r in one whole plot. For instance, the following 72-run equivalentestimation split-plot design with nine whole plots of size eight is obtained by combining the four-run whole plots of the two 36-run designs into whole plots of size eight: The first 36-run design, the 68-run design, and the two 72-run designs are suited for a cuboidal design region, while the second 36-run design is more suitable for a spherical design region.
Equivalent-estimation split-plot designs based on supplementary difference set designs
The second family of equivalent-estimation designs we propose is derived from supplementary difference set designs, the construction of which is outlined in the Appendix. The original designs involve the following two parts.
1. A factorial part, in which each run has one factor acting at its middle level and M − 1 factors set at either −1 or +1. 2. 2M different axial points at a distance α from the center, where the distance α is determined to achieve rotatability in completely randomized experiments.
Except for designs with fewer than five factors, the factorial part of supplementary difference set designs is based on a 2 M− f fractional-factorial design of resolution V, in order to guarantee estimability of the second-order model. 
The designs are similar to the subset designs in Gilmour (2006) , in the sense that they also include points from the subsets S r , r = 0, . . . , M, of the three-level full-factorial design. More specifically, they contain points from the subsets S M−1 and S 1 . However, the axial distance, which is one in the subset designs, is equal to a certain value α to achieve rotatability in the supplementary difference set designs. Another difference is that the construction method based on supplementary difference sets does not use all of the points in S M−1 but only a fraction of them. The fact that the designs do not contain points from S M implies that they are not ideal for use with cuboidal design regions. They are better suited for a spherical design region.
The factorial part of the supplementary difference set designs resembles a Box-Behnken design, which is also characterized by the fact that its factors are not all at either their low level or their high level. A difference between the factorial part of supplementary difference set designs and Box-Behnken designs is that, in the former, exactly one of the factors is at its middle level, while in the latter the number of factors at their middle level increases with the number of factors. A feature that the supplementary difference set designs have in common with central composite designs is that they involve axial points. The fact that the supplementary difference set designs have other numbers of runs than the central composite and Box-Behnken designs makes them attractive in situations where the budgeted number of runs is different from the number of runs in central composite and Box-Behnken designs.
An attractive property of completely randomized supplementary difference set designs is that they perform well in terms of the I-optimality criterion, especially when center points are added. In other words, they result in small average prediction variances. The equivalent-estimation split-plot designs we construct using supplementary difference set designs also perform well in terms of this criterion. Unlike their completely randomized counterparts, the splitplot supplementary difference set designs are not rotatable.
However, achieving rotatability for split-plot designs is practically infeasible, as very large axial distances are required for that purpose. This was shown by Wang et al. (2010) . We do not consider the lack of rotatability a problem: in this article, we are primarily interested in achieving designs that possess the equivalent-estimation property. A secondary goal is achieving low variances for the factor effect estimates and low prediction variances. Whether or not the prediction variance is constant on concentric spheres around the design region's center is at best a tertiary issue.
In order to construct equivalent-estimation split-plot designs from supplementary difference set designs, we use the following steps:
1. Sort the runs of the factorial portion and of the axial portion in increasing order of the whole-plot factor levels. 2. Split the whole plots in the factorial portion of the design into smaller ones that still have orthogonal subplot designs. 3. The axial runs for the subplot factors form a single whole plot. If necessary, repeat the axial points in order to obtain a balanced design. Drop the axial points corresponding to whole-plot factors. 4. If desired, add a whole plot of center runs.
Note that, in some cases, the replacement of the whole plot of axial points by a whole plot of center runs improves the efficiency of the design and maintains the equivalentestimation property. The efficiency of the design also can be improved by using more than one whole plot of axial points.
We now describe two examples to illustrate the construction of equivalent-estimation split-plot designs based on supplementary difference set designs. In order to obtain an equivalent-estimation split-plot design, we rearrange the 32 runs in the factorial part in increasing order of the whole-plot factor levels in the first two columns. This results in eight whole plots of size four. Of the eight axial runs in the original supplementary difference set design, we keep only those four that correspond to the subplot factors. In this way, we eventually obtain the equivalent-estimation split-plot design with nine whole plots of four runs displayed in Table 5 . The axial distance α can be set to one without destroying the equivalent- From the family of supplementary difference set designs, we can also construct unbalanced equivalent-estimation split-plot designs. These designs are unbalanced only because the size of the whole plots containing the axial runs is different from the size of the whole plots created from the designs' factorial portion. In order to obtain an equivalent-estimation split-plot design with whole plots of size four from this design, we rearrange the 80 rows in its factorial part in increasing order of the whole-plot factor levels. In this fashion, we initially obtain four groups of twelve runs and four groups of eight runs from the factorial part of the supplementary difference set design. Each of the groups with twelve runs can be split in a group of four runs with s 1 = 0, a group of four runs with s 2 = 0, and another group of four runs with s 3 = 0. The groups of size eight can also be split in groups of four runs. To this end, we use a splitting generator similar to the ones used by Bingham et al. (2004) for creating minimum aberration two-level split-plot designs and similar to the blocking generators used for regular factorial and fractional-factorial designs (see, for example, Wu and Hamada (2000) ). The splitting generator is essentially a higher-order interaction contrast column. The splitting generator we use is the column corresponding to the threefactor interaction involving the subplot factors. The splitting generator, as well as the resulting whole plots of size four, is shown in Table 7 . In total, the factorial portion of the supplementary difference set design yields 20 groups of four runs.
Selecting any eight out of the 20 factorial whole plots so that each whole-plot factor-level combination is present, and so that the second-order response surface model is estimable, leads to an equivalent-estimation split-plot design. The whole plots labeled 1 to 8 in Table 7 , when augmented with another whole plot containing the six axial points corresponding to the subplot factors, form such a design. The selection of different whole plots and/or the use of more than one whole plot with axial points affect the D-and I-efficiency of the design but not the equivalent-estimation property.
We also obtained split-plot designs with twelve whole plots of four runs and one whole plot of six runs as some combinations of the whole-plot factor levels can be repeated without losing the equivalent-estimation property.
Results
In Tables 8 and 9 , we provide two lists of equivalentestimation designs that we obtained from the subset designs and the supplementary difference set designs, along with the D-and I-efficiencies of the designs relative to Doptimal split-plot designs with the same numbers of runs and whole plots and the same whole-plot sizes. We would like to stress that the lists in Tables 8 and 9 are by no means exhaustive. Our intention is merely to show that a broad variety of equivalent-estimation split-plot designs can be constructed from the subset designs and the supplementary difference set designs.
The first and second columns of the tables contain the number of runs N and number of whole plots b of the designs, respectively. The next two columns show the corresponding numbers of whole-plot and subplot factors, M w and M s . The last two columns contain the D-and Iefficiencies of the equivalent-estimation designs relative to the D-optimal designs. For designs that include the vertices of the [−1, +1] M hypercube, the efficiencies were computed assuming a cuboidal design region. For the other designs, we assumed a spherical or hyperspherical design region when computing the D-and I-efficiencies. In Table 8 , we indicated in the fifth column what design region was used. Since the efficiencies reported in Table 9 are all for designs obtained from the supplementary difference set designs, all of these were computed assuming a spherical design region.
The relative D-efficiencies we report were computed as
where X represents the model matrix of the equivalentestimation design and X opt represents the model matrix of the D-optimal split-plot design. The relative I-efficiencies we report were computed as
where χ represents the (cuboidal or spherical) design region and M is the moments matrix:
Expressions for calculating the moments matrix are given by Sloane (1991a, 1991b) . The relative D-and I-efficiencies depend on the relative magnitude of the variance components σ 2 γ and σ 2 ε , but only to a small extent. We Table 7 . Whole plots created from the factorial portion of the supplementary difference set design in Table 6 , with an indication of eight whole plots that yield an equivalent-estimation split-plot design, when augmented with a whole plot of axial points 
therefore report D-and I-efficiencies for only one relative magnitude, namely, σ 2 γ /σ 2 ε = 1. The balanced D-optimal designs for cuboidal regions we used as benchmarks were obtained using 10 000 runs of the coordinate-exchange algorithm of Jones and Goos (2007) , as implemented in JMP. The remaining ones were obtained using 10 000 runs of the point-exchange algorithm of Goos and Vandebroek (2003) .
About half of the designs listed in Table 8 have D-efficiencies above 80%, which we consider satisfactory and which matches the D-efficiencies of equivalentestimation designs based on central composite and Box-Behnken designs reported in Vining et al. (2005) and Parker et al. (2006 Parker et al. ( , 2007a Parker et al. ( , 2007b . Remarkably, most of the equivalent-estimation designs we report in Table 8 outperform the D-optimal split-plot designs in terms of I-efficiency. In some cases, the designs we constructed are more than 40% better in terms of I-efficiency than the corresponding D-optimal designs. From the table, it should also be clear that there is an inverse relationship between a design's performance in terms of D-efficiency and its performance in terms of I-efficiency. The designs that have the best relative performance in terms of I-efficiency in general perform very poorly in terms of D-efficiency.
We should also point out that some of the equivalentestimation designs we constructed perform poorly in terms of both D-and I-efficiency. The design with 48 runs for a cuboidal design region mentioned in Table 8 is an example of a design with a very poor I-efficiency, which is not compensated by a good performance in terms of D-efficiency. The reason for this poor performance of some designs is a lack of center points and/or axial points. As a result, the poor performance of these designs can be improved easily by adding center points or axial points. The resulting designs still possess the equivalent-estimation property. In Table 9 , the entries with superscripts e, f , and g show the effect of adding one whole plot of center runs to the corresponding designs and of replacing the whole plot of subplot axial runs by a whole plot of center points. In all of these cases, the I-efficiency benefits from the addition of the center points. Given the importance of the performance of response surface designs in terms of prediction variances, it is useful to construct fraction of design space plots to compare alternative design options and to compare quantiles for the prediction variances. Figure 1 shows fraction of design space plots for three of the cases for which we found good equivalent-estimation designs, assuming that σ 2 γ and σ 2 are both one. Some detailed statistics for the distributions of the prediction variances for the three cases are shown in Table 10 .
Each plot in Figure 1 shows the performance of an equivalent-estimation design, represented by the solid line, and the corresponding D-optimal design, represented by the dashed line. The plots provide a more detailed picture of the prediction variances throughout the complete design region than the I-efficiencies reported in Tables 8 and 9 . Figure 1(a) compares the predictive performance of the 24-run equivalent-estimation design involving one hard-to-change factor and two easyto-change factors in six whole plots of four runs for a cuboidal design region. The equivalent-estimation design clearly has the best overall performance in terms of prediction variance but there is a small fraction of about 10% of the design space where the D-optimal design gives smaller prediction variances. More specifically, the D-optimal design has a slightly smaller minimum prediction variance. Figure 1 (b) compares the predictive performance of the 72-run equivalent-estimation design involving two hardto-change factors and two easy-to-change factors in 18 whole plots of four runs. In this case, the fraction of design space plot for the equivalent-estimation design lies completely below that for the D-optimal design. The curve for the equivalent-estimation design is relatively flat, indicating that the prediction variance is quite stable in large parts of the design space. Finally, Fig. 1(c) gives the fraction of design space plots for 84 runs and 21 whole plots of size four. In this case, where the I-efficiency of the equivalentestimation design relative to the D-optimal design is 1.0653, the added value of the fraction of design space plots is nicely illustrated. The equivalent-estimation design is the better design option in the largest part of the design space. In more than 75% of the design space, the equivalent-estimation design gives the better prediction variances. Also, 50% of the smallest prediction variances for the equivalent-estimation design are 20% or more smaller than those for the D-optimal design. However, this good performance comes at the expense of large prediction variances in other parts of the design space. Therefore, in this case, we would recommend using the equivalent-estimation design only if the equivalent-estimation property is of crucial importance to the practitioner and if the optimum settings of the process under investigation are expected to be in the part of the design space that has low prediction variance (which is about 75% of the design space). Table 9 shows that the equivalent-estimation designs we constructed based on supplementary difference set designs often have good D-efficiencies. Here, too, we can observe an inverse relationship between a design's performance in terms of D-efficiency and its performance in terms of I-efficiency.
Note that, in four cases, involving 84, 88, and 204 runs, the equivalent-estimation designs we constructed based on supplementary difference set designs outperform the designs produced by the point-exchange algorithm in terms of D-efficiency.
Summary
Split-plot designs are very effective in reducing the cost of an experiment in the presence of hard-to-change factors. However, in general, the randomization structure of a split-plot design requires the use of GLS to estimate the model. This estimation approach is not implemented in some software packages, which has led to the development of various methods for constructing split-plot designs for which the OLS and GLS estimators produce the same point estimates.
In this article, we have shown how to modify two families of second-order response surface designs in order to obtain equivalent-estimation split-plot designs. We have provided a broad range of new equivalent-estimation designs, with different numbers of runs and whole plots than the equivalent-estimation designs reported in Vining et al. (2005) and Parker et al. (2006 Parker et al. ( , 2007a Parker et al. ( , 2007b . Hence, we offer practitioners without access to advanced software an additional set of split-plot designs from which to choose. An additional advantage is that most of the designs are highly D-and/or I-efficient. Some of the designs we obtained outperformed D-optimal designs by more than 40% in terms of I-efficiency.
The two families of response surface designs we used are very broad, and the proposed construction method can be easily applied for equivalent-estimation designs with numbers of runs, sizes of whole plots, and numbers of wholeplot and subplot factors other than those reported here. The designs discussed here are only a small representative sample of all possible equivalent-estimation designs one can obtain, because both the subset designs and the supplementary difference set designs are essentially infinite classes of response surface designs, which possess the same kinds of attractive properties as central composite and Box-Behnken designs. It is possible to increase the axial distances in the designs that we propose to increase the D-efficiencies.
Some of the equivalent-estimation designs we report involve large numbers of runs. We do not consider these large numbers of runs an important drawback because, in splitplot experiments, it is mainly the number of whole plots that drives the cost of the experiment and not the number of runs.
An Excel sheet with all of the designs reported in this article is available from the authors. justification for the construction method is highly mathematical, the construction of the supplementary difference set designs is relatively simple. In this Appendix, we provide a much abbreviated example-based description of the construction. The supplementary difference set designs possess five levels for each factor and were developed to be use for experiments with complete randomization. Under complete randomization, the designs are rotatable.
The supplementary difference set designs are composed of two parts, a factorial part, in which all factors take the levels −1, 0, and +1, and an axial part involving axial runs similar to those in a central composite design. A key requirement for the supplementary difference set designs for five or more factors is that their factorial part is based on fractional-factorial designs of resolution V in order to attain the rotatability of the design. For designs with three or four factors, a fraction with a smaller resolution can be used. The axial distance should equal
where M is the number of factors and f indicates what fraction of a full-factorial design is used in the construction. In general, the supplementary difference set designs involve M × 2 M− f + 2M runs. Suppose we want to construct a small supplementary difference set design with M = 3 factors. For the factorial part of the design, we can start from the four-run 2 3−1 fractional-factorial design. To obtain a three-factor supplementary difference set design, we have to arrange three copies of the fractional-factorial design underneath each other. The resulting design is shown in the left panel of Table A1 . The next step is to replace the i th column of the i th copy of the fractional-factorial design by a column of zeros. This leads to the modified design in the right 
