The efficient and robust statistical analysis of the shape of plant cultivars is an important investigation issue in fields such as plant breeding or growth monitoring. A quantitative shape analysis based on concepts from continuum mechanics is proposed to compute shape averages and a principal component analysis for a given set of tuber root shapes. The underlying model uses an implicit representation of root shapes, and the derived variational approach was implemented applying a finite element discretization. For the acquisition of the input shapes a terrestrial laser scanner was used. In an exemplary case study the model was applied to the analysis of sugar beets of different cultivars.
Introduction
For breeding and precision agriculture there is a need for correctly describing the 3D architecture of a plant, a crop, or a harvested produce, fast and reproducibly (Bradshaw 2010) . Potential applications involve automated selection procedures for plant breeding of phenotypes with the desirable features and traits (like grain or tuber shape), assessment of crop development during the growth period, enabling an optimised crop management, or sorting out special forms or noncrop contaminants (stones, weed seeds) of harvested products. In this paper we study a novel computer vision tool for 3D statistical shape analysis and show as a case study the application of this tool for larger samples of sugar beet of different cultivars.
It is well known that the shape of tuber roots significantly depends on soil, management and environmental conditions (Vamerali et al. 2009; Broom et al. 1997) . A strong correlation exists between basic root shape parameters like area, length, or radial variation and sugar yield and quality (Tsialtas & Maslaris 2010) . On-field devices are proposed to measure and monitor basic parameters of tuber roots (Shimazu et al. 2010 ). Shape models are used for the classification of crops and weeds (Persson & Å strand 2008) , and image processing methodology already plays a significant role in the observation of plant growth (Midtiby et al. 2012) . Computer vision is also already used for the analysis of plant root shapes. However, currently these methods are mostly based on 2D imaging modalities (Moreda et al. 2012) , whereas the most precise description would result from a robust statistical analysis of the true 3D description of tuber roots. Then, in a next step, this will help as well to improve crop growth models allowing a true 4D description (development over time) of the crop plant, the assessment of genotype-phenotype-environment interactions, and dissecting the important traits (Tardieu & Tuberosa 2010) .
Within the context of CROP.SENSe.net 1 , an interdisciplinary research network on quantitative analysis and screening of plant phenotype, considerable attention is paid to ways for the accurate assessment of 3D plant traits with the aim to describe the phenotype of a plant. In this paper, we will describe how important shape features on a large set of sugar beet specimens can be extracted and rigorously mathematically described. Thereby, the huge amount of measurement data consisting of detailed 3D descriptions of all individual root samples can be reduced to a small number of important parameters without losing relevant information. To this end, we revisit the principal component analysis in (linear) vector spaces (Hair et al. 2009 ) and generalize this concept to nonlinear shape analysis. The description of the arithmetic mean as the position in the vector space which minimizes the sum of squared distances to the input positions inspires the definition of a shape mean as the shape which minimizes the sum of integral deformation energies. Furthermore, the covariance matrix on a vector space, whose entries are scalar products of displacement vectors from the input positions to the average position, is replaced by a covariance matrix built of integral scalar products of displacement fields associated with the deformations of the input shapes into the average shape. Conceptually, this approach is motivated by the theory of minimizers of physical energy associated with the deformation of one shape into another shape (Ciarlet 1997) . The mathematical concept is given in detail in Rumpf & Wirth (2009b; 2010) . In this paper, we further develop this approach embedded in a processing pipeline for the shape analysis of storage roots.
Using this generalized statistical approach, we were able to define and compute a robust and reliable shape mean and the underlying principal modes of shape variation on large ensembles of sugar beets with a substantial variability in the shape geometry. In particular, the statistical tool is not based on predefined quantitative properties (such as length or volume), and it is invariant under rigid body motions. Knowledge of the statistical variation of root shapes has various applications. In plant breeding such information can be used to select tendencies with favorable properties, such as an even shape, large crop size, or an optimal form for the use of crop harvesters. In crop management the statistical data may aid to detect deviations from the expected plant development, which can be used in a feedback mechanism to adjust growth control parameters, such as fertilizer or crop protection.
In our experiment the acquisition of input shapes is realized based on 3D laser scanning-a method to recover 3D images from objects. This method has already been used since the early 1990's to identify plant parameters, cf. Walklate (1989) for an instrument to optically scan and efficiently parametrize crops. Laser scanning is used to measure vegetation profiles (Sinoquet 1993) , tree parameters like stem profiles, heights, and diameters of trees. Laser scanners are mounted on tractors to measure crop volume with the aim of optimizing fertilizer mixtures (Polo et al. 2009 ). It allows the reconstruction of branching structures (Yan et al. 2009 ) and the acquisition of complete root structures (Gärtner & Denier 2006) . Our method is not limited to the 3D shape description by laser scanning. Indeed, the actual statistical analysis deals with shapes described by characteristic functions (which are 1 inside the root and 0 outside) which are computed from point cloud scanning data. Thus, a shape description via 3D MRI images would as well be possible.
Materials and Methods
Material. Sugar beets were grown during summer 2010 in a central experiment of CROP.SENSe.net. The objectives of the central experiment were the provision of ground truth data for the interpretation of sensor measurements. The soil was a silty loam soil (WRB: Haplic Luvisol) at the Klein Altendorf experimental research station (6
• 59'N, 50
• 37'E) near Bonn, Germany. The mean annual temperature is 9.6
• C with an average annual precipitation of 625 mm. Seeds were kindly provided by KWS AG 2 from the cultivars Pauletta, Berenika, Mauricia and Cesira. These cultivars were chosen because of their differing phenology. Experiments were run in 4 blocks each. Throughout the main growing season 24 randomly chosen beets of each variety were sampled every fortnight, 96 beets in total per sampling date. Plots for sampling were 2 m × 3 m within a plot of 50 m 2 each. Seed density was 90, 000 per hectare at a row distance of 0.2 m. Data from six sampling dates are used for the analysis introduced here.The harvested beets were scanned as input for the developed shape analysis algorithm.
Data Acquisition. We accomplish our scans with a Leica HDS 6100 phase laser scanner. The measurement distance in our experiment was between 4-5 meters with an accuracy of one millimeter. Occlusions where handled by using 4 different points of view, which were aligned to each other using up to seven spatially fixed Leica laser targets from which the exact position of each scan can be deduced. The scan layout was as follows: the laser targets in the outer circle, the four laser scanner positions in the inner circle and the scanned roots in the middle. See Figure 1 for a descriptive image of this scenario. The scanner delivers a point cloud, where each point is specified by its x, y, and z coordinates as well as an intensity value, which was not used in this study. The acquired data set contains about the order of tenthousand points per each sugar beet.
To enhance the workflow, a wooden frame for up to 50 sugar beets was built so that this amount can be scanned simultaneously. This enables a faster scanning process, and at the same time the structure of the frame allows an automatic extraction of each single root from the total scanned point cloud (cf. Preprocessing. After recording and registration of the point cloud data from the laser scanner the point clouds of individual sugat beets where cut out, outliers where eliminated, and an automatic point cloud triangulation was per-formed which was then used to obtain a volume-based description for single roots. In detail, the wooden frame was cut out manually, while outliers where removed using the Leica Cyclon Software. Finally, a k-means-cluster-algorithm was used for the separation of the different sugar beets, and the triangulation of each root shape was again performed with the Leica Cyclon Software. Over the course of the experiment, the roots' diameters varied from roughly 8 to 16 cm, their lengths from 15 to 35 cm. The proposed statistical method requires the representation of each root shape S after a suitable rescaling via a characteristic function χ S on the computational domain Ω = [0, 1] 3 . This characteristic function assigns 1 to every point inside the sugar beet volume and 0 to all other points. Then, the sugar beet surface S is implicitly represented as the interface between these two regions. The function χ S is discretized on a regular grid with 129 3 nodes (129 in each spatial direction). It is obtained from the triangulated sugar beet surfaces by first computing the signed distance function d : Ω → R (Russo & Smereka 2000) , a function whose value at each point is the shortest distance to the surface with positive sign inside and negative sign outside the sugar beet. To this end, we first compute the signed distance on the grid nodes closest to the triangles and then we compute its values far from the triangular surface via information propagation by a fast marching algorithm (Sethian 1996) . Since the triangulated surface may be non-closed due to local scan deficiencies or self-occlusion, the signed distance function d may have an incorrect sign at a number of nodes. As a remedy, we regularize the resulting signed distance function replacing d by the minimizer d new of the following energy
where |d| = |d| 2 + 2 with = 10 −4 , ∇ denotes the gradient mapping, and the filter width parameter is σ = 0.01 in our application. Computations are performed using a standard finite element ansatz with multilinear basis function on the regular grid. Once d new is computed, we set χ S (x) = 1 if d new (x) < 0 and χ S (x) = 0 else, which in the algorithm is done for all grid nodes. Let us emphasize that after data compression, the required memory to store the function χ S is comparable to the one needed to store an explicit triangular representation of the shape S. 
2 is the elastic energy stored in a spring stretched along a vector y and µ is the associated stiffness coefficient of the spring. Indeed, the arithmetic mean is the equilibrium position of the central hub of a network with m springs, where one end of each spring is attached to one of the input points and the other end is connected to all other springs at a hub so that all springs pull at this hub. The PCA involves a singular value decomposition of the m × m covariance matrix C = 1 m (g(x i −x, x j −x)) i,j=1,...,m , where g denotes a suitable scalar product on R n (typically the standard Euclidean inner product
T is the singular value decomposition of C with an orthogonal matrix Q and a diagonal matrix Λ with diagonal entries λ 1 ≥ λ 2 ≥ . . . ≥ λ m , then the principal directions of variation are given by
, and the eigenvalues λ j describe the variance in that direction. Here, q i j denotes the i th entry in the j th column Q. Now we transfer this general concept to shape statistics. In the context of tuber root shapes S i for i = 1, . . . , m, the corresponding volumetric objects O i = O(S i ) play the role of a points x i , and the vector x i −x is replaced by the optimal deformation φ i : O i → R n of the object O i into an object O. Here, optimal means that the deformation φ i costs the least elastic energy
where W (·) denotes a hyperelastic energy density acting on the local deformation gradient Dψ i ∈ R n×n . This energy and thus the thereby defined shape mean is invariant under rigid body motions, i. e. it does not change if the position or the orientation of the root shapes is varied. The arithmetic mean of m input objects O 1 , O 2 , . . . , O m is defined as the objectŌ which minimizes the energy
For details we refer to Rumpf & Wirth (2009b) . Different from the vectors x i −x above, the deformations φ i are strongly nonlinear and cannot be used in a (linear) PCA. Instead, one can replace the deformation φ i by its linear representative, the associated elastic stress
evaluated on the average shapeS (the surface of the average objectŌ) with surface normal vector ν (Ciarlet 1997) . Even more intuitive, one can also replace the nonlinear deformation φ i by the displacement u i :S → R n of each point on the surfaceS ofŌ which is observed if the elastic stress σ i is applied at the surface of the average object. The Hessian of the corresponding elastic energy implies a natural scalar product g(·, ·) on these displacements u i (Ciarlet 1997) . Thus, we define the covariance matrix
in analogy to the covariance matrix in the vector space case. Again, the whole construction is rigid body motion invariant. Via the same singular value decomposition C = QΛQ T of the m × m matrix C as above, we finally obtain the principal modes of shape variation,
and associated variances λ j . A comprehensive introduction to this concept can be found in Rumpf & Wirth (2009a) . Let us emphasize that this statistical approach does not make any assumptions on how the different shapes and their variations are configured. It is also not assumed that the original shapes are actually elastic-this is just a mathematical tool to define the dissimilarity between shapes.
Numerical implementation. The matching deformations between an input object O i and the object O, both represented by characteristic functions χ i and χ, respectively, are computed using a penalty approach, where one minimizes
(for some penalty parameter γ = 50) with respect to the deformation φ. The first term ensures that the deformation with minimum energy is found, and the second term ensures that φ indeed deforms O i into O. For the sake of completeness, let us give here the concrete energy density W (·) used in the algorithm:
where the elastic parameters are µ = λ = 1. Consequently, the average shapeS, represented by χ, and the deformations φ 1 , . . . , φ m are obtained by minimizing
over all φ i and χ. For details we again refer to Rumpf & Wirth (2009b) . The functions χ i and deformations φ i are discretized by 129 3 nodes (i. e. a function value is assigned to each node of a grid with 129 vertices in each space direction) so that the number of degrees of freedom scales with 129 3 · 3 · m, yielding a highdimensional problem. The principal component analysis basically involves a singular value decomposition of a symmetric m × m correlation matrix and the solution of m linear systems of equations of size 129 3 in order to translate the boundary stresses into displacements or shape variations.
Results
With the help of our algorithm we can show the main variations in an arbitrary, large set of input objects. This is demonstrated for sugar beets, where we compute the mean sugar beet and the main variations within a group of sugar beets of the same growth period. The results are shown in Fig.s 4 
Discussion
Agricultural crops have to cope with adverse environments but still have to maintain productivity at the highest possible level. Here, breeding has to identify and make use of the best combinations of traits (Chahal & Gosal 2002; Acquaah 2006) . These traits are mostly quantitative and inherited in a complex manner (Tardieu & Tuberosa 2010) . Although morphological changes (see Tardieu & Tuberosa (2010) and metabolic adaptations, their precise, unequivocal, and unbiased identification is of utmost importance in a breeding process to assess Genotype × Environment × Phenotype (G×E×P) interactions . So far, breeding involves classification of desirable traits (usually around 20) by using empirical scales, which can be assessed mostly by visual assessment in traditional breeding schemes (Chahal & Gosal 2002) . Considering that there are easily 10,000 individuals or more that have to be classified within a very short time span, the method is prone to human bias (fatigue, adverse and rapidly changing light conditions). The same holds true for the harvested produce where shapes e. g. of tuber crops have to be assessed. Unequivocal identification of shapes or outlines is of high importance as well for purposes of precision farming where there is a need for an on-the-flight identification of shapes and their assessment, e. g. for the differentiation between crop and weed plants, diseased and healthy plants or plant organs or species identification (see e. g. Neto et al. (2006) ). Further refinement of phenotyping and the increase of traits that can be simultaneously observed calls for objective and automated ways of trait identification. There have been various attempts so far to describe leaf or tuber shapes with elliptic Fourier analysis (Neto et al. 2006; . The challenge is now to analyze true 3D shape variations into main components, while most methods so far rely on 2D image analysis Tsialtas & Maslaris 2010) . The aim of our study was thus to develop a method which allows e. g. to distinguish between cultivars resp. breeding lines in a non-parametric way. Below, we will discuss the identification of non-predefined tuber shape classifiers as a case study and proof of concept. The relative advantage of such a procedure is that it would become possible to dissect phenotypic traits in an unbiased and objective way. well to differentiate between environment and genotype effects when applying the method to the same lines or cultivars from different environments. Figures 4 through 7 show how our method identifies the main components of shape variation. These are mostly in line with traits for sugar beet tuber shapes like size (volume), maximum length, maximum width (W, cm), average radial, radial variation, circularity, the ratio width to length, and further shape factors like surface roughness, furrow formation (see e. g. Tsialtas & Maslaris (2010) ). The authors in Tsialtas & Maslaris (2010) recently used image processing to identify parameters which were related to sugar yield, where the cultivar effect was only seen on the width although it has been identified e. g. as having a significant impact on all quantitative and qualitative traits of sugar beet yields. In our case e.g. we can show, that Pauletta and Cesira tend to a deeper furrow formation (see figure 4 and 7), whereas it is no main component of shape variations in the two other cultivars (see figure 5 and 6). Besides the qualitative modes of variation, our method allows a robust quantification of the associated variance of the main components of 3D shape variation. By comparison of the results also at different environments (or sets of stress conditions) it will become possible to dissect environmental from genotypic effects on the phenotype and thus allow a true G×E×P interaction analysis (Tardieu & Tuberosa 2010) . It is envisaged that the method developed in our case study with sugar beet storage roots can be adopted to other plant organs and species and likewise will be useful for approaches in precision farming. 
Conclusion
We presented a method for the statistical analysis of larger ensembles of 3D tuber roots. For this purpose, a time series of sampled beets were laser scanned, each resulting point cloud describing a single sugar beet is converted into a triangular mesh, and from this mesh a signed distance function is computed. Then the associated characteristic functions representing the sugar beet volume are considered as input of an energy minimization method, which defines the shape average as the minimizer of a suitable compound matching functional motivated by mechanics. Furthermore, again using concepts from continuum mechanics, the classical statistical tool of a (linear) principal component analysis is generalized to allow the computation of principal modes of variation for an ensemble of tuber roots. The approach was tested using sugar beets within different phases of growth. Furthermore we calculated average and main variations for different cultivars of sugar beets within the same phase of growth. We consider our investigations as a case study for the statistical analysis of storage roots without predefined classification criteria. The method indeed demonstrates that it is possible to identify principal modes of shape variation automatically and quantify the associated variances. In a post processing step the resulting dominant modes of variations can be used to cluster scanned tuber roots into categories and these categories can be related to the growth conditions. Furthermore, this statistical shape analysis can be used in combination with other invasive or non-invasive sensors. In particular non invasive sensors such as MRI or radar imaging are usually affected by significant noise. Here, the statistical analysis of large ensembles of laser scanned root shapes of various cultivars and grown under different environmental conditions can be incorporated in a reproducing kernel approach for the classification of noisy input data.
