Abstract. We present an approach to the computation of confluent systems of defining relations in associative conformal algebras based on the similar technique for modules over ordinary associative algebras.
Throughout the paper, k is a base field of characteristic zero, Z + is the set of non-negative integers. Given a set X, X * stands for the set of nonempty words in the alphabet X, X # denotes the set X * together with the empty word. We will use notation like x (s) for 1 s! x s for s ∈ Z + .
Preliminaries: CD-Lemma for modules
Let us recall the classical CD-lemma for associative algebras in the form of [2] . Suppose O is a set of generators and is a monomial order on O * . As usual,f denotes the principal monomial of a nonzero polynomial from the free associative algebra k O relative to the order .
If f and g are monic polynomials in k O such that w =f = uḡv for some u, v ∈ O # , then (f, g) w = f − ugv is said to be a composition of inclusion. Iff = u 1 u 2 ,ḡ = u 2 v 2 for some u 1 , u 2 , v 2 ∈ O * then (f, g) w = f v 2 − u 1 g, w = u 1 u 2 v 2 , is said to be a composition of intersection. Given a polynomial f ∈ k O , a set of polynomials Σ ⊂ k O , and a word w ∈ O * , we say f is trivial modulo Σ and w if f can be presented in the form
where u isi v i ≺ w. We will use the following notation:
if f − g is trivial modulo Σ and w.
A word u ∈ O * is said to be Σ-reduced if u = v 1s v 2 , v 1 , v 2 ∈ O # , s ∈ Σ. A set of monic polynomials Σ ⊂ k O is said to be a Gröbner-Shirshov basis (GSB) if (f, g) w ≡ 0 (mod Σ, w) for every pair of polynomials f, g ∈ Σ.
By abuse of terminology, we say Σ is a GSB of the ideal I = (Σ) in k O . Note that a pair of polynomials in k O may have more than one composition. In order to make sure that Σ is a GSB we have to check if all compositions are trivial in the above-mentioned sense.
The following statement is known as the CD-Lemma for associative algebras [2] .
Theorem 1. For a set Σ of monic polynomials in k O the following statements are equivalent:
The set of Σ-reduced words forms a linear basis of k O | Σ .
The same approach works for modules over associative algebras. Suppose O is a set of generators of an associative algebra A, X is a set of generators of a left Amodule M . Let Σ ⊂ k O be a set of defining relations of A and let S ⊂ k O ⊗ kX be a set of defining relations of M . We will identify k O ⊗ kX with a subset k O∪X 1 of k O∪X that consist of polynomials
Consider the alphabet Z = O∪X and a monomial order on Z * . Obviously, M is a subspace of the associative algebra A(M ) generated by Z relative to the defining relations Σ ∪ S along with xa, xy x, y ∈ X, a ∈ O. Indeed, A(M ) is the split null extension of A by means of M .
is the free Amodule generated by X. A set S of monic polynomials in k O∪X 1 is said to be a Gröbner-Shirshov basis in F (X) if S ∪ Σ ∪ {xa, xy | x, y ∈ X, a ∈ O} is a GSB in k O∪X .
The following statement is equivalent to the CD-lemma for modules proved in [9] .
Theorem 2. For a set of monic polynomials S ⊂ k O∪X 1 the following statements are equivalent:
The set of (Σ ∪ S)-reduced set of words in k O∪X 1 forms a linear basis of the A-module M generated by X relative to the defining relations S.
Conformal algebras
Conformal algebra [7] is a linear space C equipped with a linear map ∂ : C → C and a family of bilinear products (· (n) ·), n ∈ Z + , such that the following axioms hold: for every a, b ∈ C a (n) b = 0 for almost all n ∈ Z + ;
(1)
Locality function on C is a map N C :
for all a, b, c ∈ C and n, m ∈ Z + then C is said to be associative. Axiom (1) shows the class of associative conformal algebras is not a variety in the sense of universal algebra. However, for a given set X of generators and for a fixed function N : X × X → Z + there exists a free object in the class of associative conformal algebras C generated by X such that 12] . This free algebra is unique up to isomorphism, let us denote it Conf(X, N ). As shown in [12] , Conf(X, N ) has a linear basis which consists of words
Following [8] , introduce the family of operations
As shown in [8] , in an associative conformal algebra we have
Module construction of the free associative conformal algebra
Let (X, ≤) be a well-ordered set, and N : X × X → Z + be an arbitrary function. Consider the set of symbols O = {∂, L a n , R a n | n ∈ Z + , a ∈ X} Define a monomial order on O * in the following way: compare two words first by their degree in the variables R a n , then by deg-lex order assuming ∂ < L a
Denote by A(X) the associative algebra generated by O relative to the following defining relations:
a, b ∈ X, n, m ∈ Z + .
Lemma 1. Polynomials (3)-(5) form a GSB with respect to the order on
Proof. The only composition here is the composition of intersection of (3) and (5).
It is straightforward to check that this composition is trivial.
Denote by F (X) the free (left) A(X)-module generated by X. Lemma 1 implies that the linear base of F (X) consists of words
Definition 2. Let us call a word of type (6) normal if p = 0, n i < N (a i , a i+1 ) for i = 1, . . . , k − 1, and n k < N (a k , c). Denote by B(X, N ) the set of all normal words, and use B 0 (X, N ) for the set of ∂-free normal words.
Let M (X, N ) stand for the A(X)-module generated by X relative to the following relations:
This module is the main object of study in this section. The following statement explains the origin of A(X) and M (X, N ).
Proposition 1. The free associative conformal algebra Conf(X, N ) is an A(X)-module which is a homomorphic image of M (X, N ).
Proof. The action of A(X) on Conf(X, N ) is given by L a n u = a (n) u, R a n u = {u (n) a} for a ∈ X, u ∈ Conf(X, N ), n ∈ Z + , ∂ acts naturally. It is easy to see that these rules are compatible with the defining relations of A(X), as well as (7), (8) hold. Obviously, Conf(X, N ) as an A(X)-module is generated by X.
Let us extend the order to the set of words O * ∪ O # X which occur in the computation of compositions in the free A(X)-module generated by X. For ux, vy ∈ O # X, where u, v ∈ O # , a, y ∈ X, assume ux ≺ vy if and only if u ≺ v or u = v and x < y. Moreover, set O * ≺ O # X.
Theorem 3. Gröbner-Shirshov basis of the
where
Proof. Let us show that relations (9) follow from the defining relations (7), (8) . For u = c ∈ X, consider the compositions of intersection of
For smaller m, proceed by induction. Suppose (9) holds for u = c and all m > p. Then
Here we have applied substitution r = s − t for the last sum in the right-hand side of (10). Therefore, relation (9) holds for m = p as well.
Denote by Σ(X, N ) the set of relations (7), (8) , and (9) . Note that the set of normal words is exactly the set of Σ(X, N )-reduced words. Images of these words under the homomorphism from Proposition 1 are linearly independent in Conf(X, N ) as shown in [12] . Hence, B(X, N ) is a linear basis of M (X, N ) and thus Σ(X, N ) is a GSB. Proof. Every (two-sided) ideal of Conf(X, N ) is obviously closed with respect to the action of ∂, L a n , and R a n . Conversely, every A(X)-submodule of M (X, N ) is ∂-invariant and closed relative to left and right conformal multiplications on a ∈ X.
Let us summarize the results above to state the CD-Lemma for associative conformal algebras.
Definition 3. Suppose S is a set of elements in Conf(X, N ). Identify S with a set of linear combinations of normal words B(X, N ) in F (X). If S together with Σ(X, N ) is a Gröbner-Shirshov basis (GSB) in the A(X)-module F (X) then we say that S is a GSB in Conf(X, N ).
By abuse of terminology, we say a GSB S in Conf(X, N ) is a GSB of ideal generated by S in Conf(X, N ).
Theorem 4. The following statements are equivalent:
• S is a GSB in Conf(X, N );
• The set of S-reduced normal words forms a linear basis of Conf(X, N | S).
Applications
One of the most interesting questions in the theory of conformal algebras is to determine if every torsion-free finite Lie conformal (super)algebra L with operation [· (λ) ·] is special, i.e., whether it can be embedded into an associative conformal algebra C in such a way that
One of the most natural ways to resolve the speciality problem is to apply GSB theory. Namely, suppose X is a basis of L as of
Obviously, L is special if and only if there exists a function N : X × X → Z + such that the GSB of the ideal generated by the set
where g
is the coefficient of the right-hand side of (12) at λ (n) , does not contain nonzero k[∂]-linear combinations of elements from X. The corresponding quotient conformal algebra is the universal associative envelope of L relative to the locality function N on generators X [13] . Let us denote it by U (L; X, N ).
As an A(X)-module, U (L; X, N ) is generated by X relative to the defining relations (7), (8) , and (13) . Sesqui-linearity of the conformal λ-product implies that if [x (λ) y] is given by (11) in an associative conformal algebra C then
for x, y, z ∈ C. Therefore, the following relations hold on U (L; X, N ):
for every normal word u ∈ B(X, N ) (in the last summand, we assume L ∂x n = −nL x n−1 ). Therefore, in order to analyze the structure of U (L; X, N ) we may replace A(X) with the algebra A(L; X) generated by X relative to the defining relations (3)- (5) along with
Proposition 2. Relations (3)- (5) and (14) form a GSB in the free associative algebra generated by O with respect to the order .
Proof. A relation of type (14) has compositions of intersection with (3) and (5). It is straightforward to check these compositions are trivial. Two relations of type (14) may also have a composition of intersection. Such a composition is also trivial since (14) is nothing but the multiplication table of a Lie algebra spanned by operators L a n , n ∈ Z + , a ∈ X. To be more precise, A(L; X) is the universal associative envelope of the Lie algebra k∂ ⋉ (A(L) * R(X)/([A(L), R(X)])), where A(L) is the annihilation algebra of L (positive part of the coefficient algebra), R(X) is the free Lie algebra generated by R a n , * denotes free product of Lie algebras, and ∂ acts as described by (3), (4) .
The classical Poincaré-Birkhoff-Witt Theorem states that the multiplication table of a Lie algebra is a GSB relative to the deg-lex order based on an arbitrary ordering of the generators. The order we use is not exactly deg-lex, but all relations (3)- (5), (14) are homogeneous relative to the variables R a n , so we may still conclude that this is a GSB. [6] .
Remark 2. The last statement in the proof of Proposition 2 is equivalent to so called 1/2-PBW Theorem for conformal algebras
Therefore, in order to determine if L is embedded into its universal envelope U (L; X, N ) we have to find GSB of the A(L; X)-module generated by X relative to the defining relations (8), (7), and
Let us consider two examples of such a computation.
Lie conformal algebra L = Vir ⋉ Cur k is generated as a k[∂]-module by X = {v, h}, where
other products are zero.
For the Heisenberg-Virasoro Lie conformal algebra L, A(L; X) is generated by
We will use an order on O * which is slightly different from used in Section 4: assume L Let us fix the following locality function on X:
Then relations (7) and (8) turn into
Commutation relations (15) turn into
It is straightforward to check that the set S of relations (16)-(26) form a GSB in the free A(L; X)-module generated by X. For example, let us show that the composition
The set of (Σ ∪ S)-reduced normal words consists of
These words form a linear basis of U (L; X, N ).
Example 2. Let us evaluate the GSB of the universal associative envelope of the Virasoro conformal algebra relative to N (v, v) = 3.
Here we will use a different ordering of generators
and compare monomials in O * first by their degree in R n , next by deg-lex rule.
In these settings, A(L; X) is generated by O relative to the following defining relations:
Polynomials (28)-(33) form a GSB in k O by Proposition 2.
As an A(L; X)-module, U (Vir; v, 3) is generated by X = {v} with the following relations:
Relations (28)-(39) have the following compositions of intersection:
• (30) with (39), w = L n ∂L 2 v, n ≥ 2;
• (31) with (39), w = R m L n v, n ≥ 0.
Calculation of these compositions gives only one new defining relation
Denote by S the set of relations (28)-(41) Relation (41) has a composition of intersection with (33), w = L n L 2 L 2 v, n ≥ 3, which is trivial modulo S and w. Yet another composition is obtained from (32) and (41) relative to w = R n L 2 L 2 v, n ≥ 0. This composition is obviously trivial for n ≥ 2. Let us show as an example the computation of that composition for n = 0:
As a result, S is a GSB of U (Vir; v, 3). Therefore, in order to find a GSB for the universal envelope U (L; X, N ) of a Lie conformal superalgebra, we have to find a GSB of the A(L; X)-module generated by X relative to the defining relations (8) , (7), and (15) with appropriate parity:
n , a, b ∈ X, n ∈ Z + .
