The ability of organisms to seamlessly ignore familiar, inconsequential stimuli improves their selective attention and response to salient features of the environment. Here, I propose that this fundamental but unexplained phenomenon substantially derives from the ability of any pattern of neural excitation to create an enhanced inhibitory (or ''negative'') image of itself through target-specific scaling of inhibitory inputs onto active excitatory neurons. Familiar stimuli encounter strong negative images and are therefore less likely to be transmitted to higher brain centers. Integrating historical and recent observations, the negative-image model described here provides a mechanistic framework for understanding habituation, which is connected to ideas on dynamic predictive coding. In addition, it suggests insights for understanding autism spectrum disorders.
The ubiquity of the process of ignoring the familiar and predictable as well as its significance in human psychology has been alluded to in the classical and ancient literature (Thompson, 2009) , perhaps most evocatively by Shakespeare in Troilus and Cressida, in which Ulysses observes humanity's general preference for trivial novelty over familiar merit, in stating that people with ''one consent praise new-born gawds.'' In the same passage, he further connects cognitive habituation to the processes that confer visual salience, commenting that ''things in motion sooner catch the eye . than what not stirs' ' (Troillus and Cressida, . All brain systems contain mechanisms to identify dissonant signals. This is part of the broad process of saliency mapping wherein stimulus features that are not predicted, either by past history or by the predominant features of the environment, become conspicuous and therefore more likely to be attended (Gottlieb et al., 1998; Itti and Koch, 2001; Kayser et al., 2005) . Saliency mapping provides a bottom-up selection of signals broadcast for subsequent attentional capture (Gottlieb and Balan, 2010; Parkhurst et al., 2002; Posner, 1980; Tiitinen et al., 1994) . Neuronal signals for salience are evident in early sensory regions, where they precede and/or occur independently of attentional processes (Gollisch and Meister, 2010; Hosoya et al., 2005; Mysore and Knudsen, 2011; Tiitinen et al., 1994) .
The selection of dissonant signals requires a neural mechanism to filter or gate familiar or predicted events. In the visual system, whose topographic organization allows physiological data to be interpreted in terms of specific sensory coding mechanisms, neurophysiological studies show the rapid assignment of salience to temporal or spatial discontinuities in the visual field (Gollisch and Meister, 2010) . For example, the retina adapts within seconds to the predominant structure of visual background, e.g., to repeated vertical bars, through a process that makes individual retinal ganglion cells respond less efficiently to features that have the predominant or predicted orientation.
This phenomenon, termed dynamic predictive coding, underlies not only the reduced response of retinal cells to the predominant background pattern, but also the increased relative efficiency with which novel contours are transmitted to downstream brain regions (Hosoya et al., 2005; Srinivasan et al., 1982) .
However, slower adaptive mechanisms also exist in the brain to reduce the perceptual salience of predicted, familiar stimuli (Fabiani et al., 2006; Gutfreund, 2012; Wilson and Linster, 2008) . These mechanisms are most obviously manifested as behavioral habituation, wherein frequent or sustained exposure to a neutral stimulus in the absence of external reinforcement acts to selectively reduce subsequent physiological responses to this stimulus . The phenomenon of habituation, though associated with saliency mapping by Shakespeare, is not often recognized as mechanistically or functionally related (Gutfreund, 2012; Thompson, 2009) . Moreover, despite the ubiquity of habituation, and appreciation of its fundamental importance as a ''building block for cognition,'' its mechanisms remain largely unknown . This remarkable lacuna in our understanding is in part because there is no viable higher brain system in which to study how properties of neuronal ensembles change, as the percepts they encode become familiar.
Here, by extracting a common principle from historical and current literature, I outline a general mechanism of network plasticity that can allow nervous systems to ignore either predicted or familiar stimuli. I suggest that potentiation of inhibition onto active neurons generally underlies the selective suppression of responses to predicted or familiar stimuli. I will use a model, termed the ''negative-image model,'' in which inhibitory synaptic weights are scaled according to the activity of postsynaptic excitatory neurons, to explain defining features of habituation as well as several related forms of implicit or perceptual memory. Other known mechanisms for habituation, such as ''homosynaptic depression'' established by classic neurophysiological studies of motor reflexes Farel and Thompson, 1976; Kandel, 2001) , may coexist with inhibitory potentiation but be more or less significant depending on the specific form of habituation being studied. Negative-image formation through inhibitory potentiation represents a general and testable circuit mechanism for adaptive filtering and behavioral habituation. Such a mechanism for habituation also has the potential to explain why and how defects in inhibitory circuits cause inappropriate saliency mapping and defective habituation observed in autism and psychiatric disease (Guiraud et al., 2011; Kleinhans et al., 2009; Lombardo et al., 2009) .
Classical Models for Habituation
Habituation, wherein the response to a stimulus decreases when it is repeated without positive or negative consequences, has often been referred to as a major unsolved problem in neuroscience (Glanzman, 2009; Rankin et al., 2009) . In order to understand the underlying plasticity mechanisms, we need first to know how a stimulus' strength is encoded and transmitted and then to assess how the encoding circuits and their computations are changed by prior exposure. Such analyses have been hindered by the generally poor understanding of coding mechanisms in the brain. Therefore, most electrophysiological and mechanistic studies of habituation have focused on reduced neural systems that mediate motor reflexes, for which cells and synapses that mediate the behavior can be more easily identified and accessed Zucker, 1972) . The latter class of study has led to the idea that ''homosynaptic depression'' of excitatory transmission is the predominant mechanism of behavioral habituation (Kandel et al., 2013) .
In contrast, initial ideas about habituation to more complex percepts being driven by ''top-down'' considerations led to several alternative models, a significant subset of which invoked a central role for inhibition in the manifestation of habituation Thompson, 2009) . For example, Clark Hull's concept of ''reactive inhibition'' proposed the idea that a stimulus produces not only an active neural response but also a residual inhibition to that specific stimulus (Hull, 1943) . A more advanced model by Evgeny Sokolov suggested that as a stimulus becomes familiar it becomes encoded as a neural model, whose subsequent activation by fresh encounter with the stimulus results in activation of centrifugal inhibition to a distinct brain region, which he termed ''the amplifying system,'' that normally mediates stimulus response (Figure 1) . The strength and precision of this inhibition would depend on a comparison to determine how closely the stored model matched the stimulus in the amplifying system. Perfectly matched stimuli would be most strongly inhibited, while novel stimuli would be most effectively transmitted to downstream brain regions (Sokolov, 1963) . Other models, such as Wagner-Konorski's gnostic unit theory and Richard Solomon's opponent process theory, also implicitly or explicitly proposed feedback inhibition as a key mediator of cognitive habituation (Solomon, 1980; Thompson, 2009 ). However, in each of these constructs, brain systems, circuits, and computational mechanisms involved necessarily remained as abstractions.
Habituation in Simple Systems
Electrophysiological studies of motor reflex habituation in mammalian and invertebrate systems have provided important insight into synaptic mechanisms of habituation (Christoffersen, 1997; Glanzman, 2009; Sherrington, 1906) . Observations on spinal reflex habituation in frog and cat indicated that intrasession habituation is associated with a depression of motor neuron response and is insensitive to picrotoxin and strychnine, which should block the majority of GABA and Glycine receptors (Farel and Thompson, 1976; Thompson and Spencer, 1966) . These observations argued that synaptic depression observed in a neural reflex arc during habituation was the underlying cause of the behavioral decrement, a conclusion that was supported by more detailed, classic physiological studies of the siphongill withdrawal reflex in Aplysia, which arises within a relatively tightly defined neural circuit (Kandel et al., 2013) .
In these foundational studies, a causative connection between synaptic depression and short-term habituation was proposed based on the finding that habituation and depression coexist and show similar kinetics of onset and decay in the nearly intact animal . Additional deeper and mechanistic studies performed in isolated preparations of sensory skin, ganglion, and muscles (Byrne et al., 1974) , isolated ganglia , and in isolated synapses between singly cultured sensory and motor neurons (Rayport and Schacher, 1986) identified homosynaptic depression, particularly of sensory axon terminals, as a major cause for short-term habituation (Christoffersen, 1997; Glanzman, 2009; Gover and Abrams, 2009) . Subsequent studies of reflex habituation in other model organisms, including Drosophila and C. elegans, have been consistent with, albeit not as clearly indicative of, the primacy Sokolov's Stimulus model comparator theory for habituation (adapted from Sokolov, 1963; Thompson, 2009) incorporates the notion of feedback inhibition whose strength, judged by a neural comparator, depends on the similarity of a stored memory with the immediate stimulus. Only the difference between the current stimulus and the stored memory is transmitted to subsequent layers of the brain. Several other theories of habituation have similarly invoked a key role of inhibition in habituation, although like Sokolov's construct, the components of the processes remained abstractions in which they did not specify neural substrates or the mechanisms of the underlying computations. Such theories include: Clark Hull's postulate of ''reactive inhibition,'' the Wagner-Konorski gnostic assembly theory, ''afferent neural inhibition,'' and Richard Solomon's adaptation of Ewald Hering's ''opponent-process theory'' of emotion (Hull, 1943; Solomon, 1980; Thompson, 2009). of homosynaptic depression as a cellular mechanism for shortterm habituation (Christoffersen, 1997; Wu, 1996, 2009; Giles and Rankin, 2009; Glanzman, 2009; Rankin and Wicks, 2000; Wicks and Rankin, 1997) .
Nevertheless, the generality of homosynaptic depression as a mechanism for reflex habituation has long been questioned. First, homosynaptic depression cannot account for longer-lasting habituation of even the Aplysia siphon-gill pathway (Ezzeddine and Glanzman, 2003) . Second, short-lasting habituation of the Aplysia siphon-withdrawal reflex (SWR) involves other mechanisms (Bristol and Carew, 2005; Fischer et al., 1997; Fischer and Carew, 1993; Stopfer and Carew, 1996) . During the tailinduced or siphon-induced siphon withdrawal reflex (T-SWR or S-SWR), the relevant sensory neurons activate not only the siphon motor neuron but also an excitatory interneuron, which in turn excites both the siphon-motor neuron and an inhibitory interneuron that provides recurrent inhibitory feedback (Figure 2 ). Habituation of this siphon withdrawal reflex is associated with and, particularly for T-SWR, best explained by strong potentiation of inhibitory synapses onto the excitatory interneuron (Fischer et al., 1997; Fischer and Carew, 1993) . Thus, here, as well as in the tail-induced tail withdrawal reflex, habituation may be driven by enhanced recurrent inhibition in the reflex arc, rather than by depression of sensory axon terminals (Bristol and Carew, 2005; Fischer et al., 1997; Fischer and Carew, 1993; Stopfer and Carew, 1996) .
Significantly, in highlighting a key role for recurrent inhibition, the circuit mechanism invoked in these forms of habituation bears some conceptual similarity to historical models proposed by Sokolov and others to underlie habituation to cognitive stimuli.
Habituation to Percepts Encoded by Cell Assemblies and Neural Networks
Most commonly experienced percepts are encoded by ensembles of neurons, rather than single sensory/cortical neurons (Buzsá ki, 2010) . Think for instance of a visual background, an odor, or a harmony. In habituation to a visual scene, individual photoreceptor cells and retinal ganglion cells that help transmit the scene remain ''online,'' still capable of identifying and responding to novel objects that emerge. Similarly, in olfactory systems, particularly sensory neurons and their target mitral cells/projections neurons, contribute to multiple odor images (Laurent, 1997; Mazor and Laurent, 2005) . Thus, not only is such a ''cognitive percept'' constructed from the combined activity of individual sensory channels, but also each sensory channel contributes to multiple percepts. In such systems, depression of sensory axon terminals cannot easily be conceived as being the primary driver of percept-selective habituation.
Recent work has attempted to study stimulus-selective habituation in the insect olfactory system, particularly in the antennal lobe where individual odorants are represented by specific ensembles of projection neurons (PNs), cells analogous to mammalian mitral/tufted cells (Laurent, 1997; Mazor and Laurent, 2005) . The key features of the insect antennal lobe, shown in simplified form in Figure 3 , include excitatory channels defined by connections between odorant sensory neurons (OSNs) and PNs, as well as feedforward and recurrent inhibitory connections onto OSNs and PNs mediated by a class of inhibitory local circuit interneurons (iLNs) (Su et al., 2009; Wilson, 2013) . Synaptic connections are made within glomeruli, structures that contain presynaptic terminals of all OSNs expressing a single type of odorant receptor as well as processes of PNs that, like OSNs, typically associate with a single glomerulus. In contrast to OSNs and PNs, most iLNs are highly connected, such that each iLN is not only stimulated by the majority of OSNs and PNs but also appears to make inhibitory synapses in most glomeruli (Chou et al., 2010; Liu and Wilson, 2013) . This highly connected local inhibitory system bears considerable similarity to the neural architecture of the mammalian cortex: here too, individual inhibitory interneurons are excited by, and form synaptic connections onto, a majority of excitatory neurons within 100 mm (Isaacson and Scanziani, 2011) .
Adult and larval Drosophila show odorant-selective habituation. Thus, while animals exposed for extended periods to an odorant show a reduced response to this familiar smell, they still show strong, naive responses to novel unrelated odorants (Boyle and Cobb, 2005 The Aplysia siphon-touch-or tail-touch-mediated siphon withdrawal pathways (S-SWR and T-SWR, respectively) involve an indirect pathway with a recurrent inhibitory loop (from Fischer et al., 1997) . The excitatory L29 interneuron stimulates the siphon motor neuron LFS as well as the L30 GABAergic interneuron that provides feedback inhibition onto L29. S-SWR and T-SWR habituation is associated with potentiation of recurrent inhibition from L30, which, at least for T-SWR, is essential for habituation (Bristol and Carew, 2005; Fischer et al., 1997) . Larkin et al., 2010; Sudhakaran et al., 2012; Wuttke and Tompkins, 2000) . Several lines of evidence indicate that the mechanism of olfactory habituation in adult Drosophila is driven by the selective potentiation of recurrent GABAergic inhibition onto those PNs that have been previously activated by the familiar odorant Devaud et al., 2001; Sachse et al., 2007; Sadanandappa et al., 2013; Sudhakaran et al., 2012) . These studies, on two forms of habituation, either ''long term'' (lasts for a few days, associated with morphological plasticity, and dependent on transcriptional and translational regulators) or short term (lasts for less than 60 min and is apparently independent of gene expression or morphological plasticity), make several key and broadly significant observations Glanzman, 2011; Kullmann et al., 2012; McCann et al., 2011; Sadanandappa et al., 2013; Sudhakaran et al., 2012) .
First, long-term habituation (LTH) is associated with selectively decreased PN responses to familiar odorants, without any observed change in odor-evoked depolarization of OSNs or odor-evoked calcium fluxes in OSN terminals Devaud et al., 2001; Sachse et al., 2007) . Second, both forms of habituation depend on cAMP signaling in iLNs and on GABAergic transmission from iLNs to PNs. Third, STH and LTH respectively require known mediators of short-and long-term synaptic plasticity to function in iLNs: for STH, synapsin, a known facilitator of neurotransmitter release, and for LTH, CREB, a known transcriptional target of cAMP signaling. And fourth, both STH and LTH require the function of NMDA receptors (NMDARs) in the specific PNs that are responsive to the relevant odorant. The last observation leads to a model in which NMDARs in activated PNs signal to iLN presynaptic terminals to induce (or enable) potentiation of iLN transmission in active glomeruli Glanzman, 2011) . This local NMDAR-dependent signaling event can lead to glomerulus-selective potentiation of GABA release and odorant-selective habituation. In this scenario, the duration of behavioral habituation is determined by the persistence of the underlying plasticity.
The Negative-Image Model for Habituation
The above process of inhibitory synapse scaling, when interpreted at a systems level, leads to an interesting and potentially widely relevant mechanism for habituation, which I refer to here as the ''the negative-image model.'' Central to this mechanism is the ability of any repeated and unreinforced excitatory stimulus to create an inhibitory (or negative) image of itself, which then acts as a selective filter for the familiar stimulus pattern. In insect and mammalian olfactory systems, odorant identity is encoded as an ''odor image,'' defined by the assembly of PNs being activated and levels of their activation. In other evolved brain systems, individual percepts may be similarly represented by the activity of cell assemblies that form percept-specific ''stimulus images '' (Buzsá ki, 2010; Hebb, 1949) . The antennal lobe and olfactory bulb also are similar to other brain systems in that they contain connected excitatory neurons that receive inhibitory inputs from multiple subtypes of inhibitory neurons mediating feedforward, lateral, and feedback/recurrent inhibition circuits (A) A simplified representation of the insect early olfactory system. Sensory neurons (OSNs) form excitatory synapses in glomeruli with cognate projection neuron (PN) dendrites. Single OSNs and PNs typically project to single glomeruli. OSNs and PNs activate inhibitory local circuit interneurons (iLNs) that are typically very highly connected. Single multiglomerular iLNs are excited by most OSNs and/or PNs and then send inhibitory signals into most glomeruli. This simple circuit with coactivated excitatory and inhibitory neurons, and concurrent neuromodulatory inputs, has some of the basic elements of mammalian cortical circuits. Olfactory habituation in Drosophila is best explained as arising from selective scaling/potentiation of inhibitory LN synapse strength (red arrow) onto PNs that mediate response to a familiar odorant Sadanandappa et al., 2013; Sudhakaran et al., 2012) . Similar circuit mechanisms may be recruited in honey bee antennal lobe by olfactory learning paradigms that potentially stimulate mechanisms of habituation (Locatelli et al., 2013; Rath et al., 2011) . (B) Normalized olfactory responses to ethyl butyrate (EB) or 3-Octanol (3-Oct) before (black bars) or after (white bars) 30 min exposure to EB show that short-term habituation to odorant selective (from Sudhakaran et al., 2012) . (C 0 and C 00 ) PN responses to EB but not 3-Oct are selectively reduced after EB Exposure. Measured calcium dynamics in projection neurons induced in response to EB (C 0 ) or 3-Oct (C 00 ) before and after 4-day exposure to EB. Top: representative responses of EB responsive (DM5) and 3-Oct responsive (DC2) glomeruli; bottom: traces show the kinetics and amplitudes of these responses (from Das et al., 2011) . (Buzsá ki, 2006 (Buzsá ki, , 2010 Isaacson and Scanziani, 2011) . The fundamental nature of a recurrent inhibitory module allows the circuit mechanism invoked in the negative-image model for olfactory habituation to be easily instantiated in mammalian cortical circuitry, as elaborated below.
In the antennal lobe, sustained exposure to a single odorant results in sustained activity of the cognate ensemble of excitatory PNs. If active inhibitory synapses onto PNs were to be scaled in accordance to the levels of respective postsynaptic PN activity, then the enhancement of iLN synapses onto these PNs should be shown as an inhibitory (''negative'') image that closely matches the original odor image (Figure 4 ). This negative image would substantially dampen odor-evoked PN responses and therefore result in reduced transmission of the familiar odorant stimulus to higher brain signals, eventually causing attenuated perception of and response to the odorant (Figure 4) . This model for olfactory habituation in Drosophila can be easily extended to explain habituation in other systems and species. Because excitatory neurons in most evolved brain systems, including the mammalian cortex, also receive recurrent (and other forms of) inhibition, sustained or repeated activation of a given excitatory stimulus image in these brain systems could also create, through scaling of inhibitory inputs onto the active excitatory cells, a negative (inhibitory) image that would selectively filter and attenuate transmission of this percept to downstream brain regions ( Figures 4A-4D ).
Recent studies of the mammalian olfactory bulb have suggested an alternative use of incomplete negative images to help shape temporal and spatial features of excitation (Koulakov and Rinberg, 2011) . Here, inhibitory feedback from granule cells may underlie a substantial sparsening of the odor code in mitral cells. Mammalian mitral cells receive inputs from broadly tuned sensory neurons resulting in a dense code. However, they also activate GABAergic granule cell ensembles that feedback an incomplete inhibitory image of the mitral cell activation pattern onto the mitral cells (Koulakov and Rinberg, 2011) . By limiting the activity of target mitral cells, granule cell feedback reduces the number of mitral cells that show strong and sustained odor The model proposes that both novel and familiar stimuli result in similar patterns and levels of excitation (represented as pale blue peaks in panels A and B) of output neurons in a given brain region. However, while novel stimuli trigger relatively weak inhibition, familiar stimuli trigger strong inhibition due to the scaling of inhibitory input onto repetitively activated excitatory neurons (red peaks in A and B). The new inhibitory landscape can be considered to be a ''negative image'' of the excitatory stimulus image that created it. (C and D) Although novel and familiar stimuli drive equal excitation, the strong inhibition triggered by familiar stimuli results in a greatly reduced net excitation and, therefore, transmission of familiar stimuli (D) compared to novel ones (C). In this model, the timescale for onset and decay of inhibitory potentiation respectively determines the timescale for onset of and spontaneous recovery from behavioral habituation. (E-K) Some of the possible variations in circuitry that could drive inhibition (red) proposed to underlie habituation. If the mechanism of inhibitory synapse scaling is local to the synapse, then each of these (or alternative) variants could scaffold negative inhibitory images. responses; in addition, it restricts the time for which the mitral cells are active. The effect of inhibitory feedback on odorant perception (and response) is necessarily limited to the period that granule cells are active, which in turn is determined by three parameters: (1) how long presynaptic mitral cells are active; (2) the intrinsic electrical properties of granule cells; and (3) the duration and magnitude of descending excitatory inputs onto granule cells (Koulakov and Rinberg, 2011) . The last is particularly interesting as it could also control the number of granule cells that are recruited and hence the completeness of this negative image (Koulakov and Rinberg, 2011) . If odor concentrations are encoded in the fine structure of the sparse mitral cell code, then both the period and extent of granule cell activity, by influencing this code, could contribute to the perception of odor concentrations and thereby to habituation.
While several predictions of Koulakov and Rinberg's analytical model remain to be tested, it is most probable that longer-lived negative images relevant to habituation depend on an overlying longer-lived plasticity of the same inhibitory feedback circuit, through adaptive processes triggered by prolonged, intense, or frequent exposure ( Figures 4A-4D ). The role for mitral/granule cell plasticity in the creation of enduring negative images is broadly supported by experimental studies of a habituation-related phenomenon termed the ''strange-male effect'' or ''Bruce effect.'' Here, female rodents that ignore pheromones of the stud male with which they have mated display a dramatic olfaction-mediated block to pregnancy when exposed to pheromones of an unfamiliar male (Brennan et al., 1990) . The ability to ignore the stud male lasts for about 30 days and is associated with potentiation of synaptic strength in dendrodendritic mitral/ granule cell synapses in the accessory olfactory bulb (AOB) (Brennan and Kendrick, 2006; Brennan and Keverne, 1997; Matsuoka et al., 1997) . This phenomenon has been explained in terms of the development of a negative image in the AOB, which acts to selectively gate responses to the familiar male's pheromones. Novel pheromone responses, which are unaffected by this negative image, are efficiently transmitted via the amygdala, to the neuroendocrine hypothalamus, which triggers the pregnancy block (Brennan et al., 1990) .
As suggested by the above examples of interneuron function in the olfactory bulb, the connectivity of inhibitory interneurons that scaffold the negative image could vary significantly across brain regions (Figures 4E-4J ). In the fruit fly olfactory system, single iLNs may be excited by and connect to most principal neurons in the same brain region ( Figure 4E) ; in the mammalian cortex, individual inhibitory local interneurons may excited by and connect to about 50% of principal cells in vicinity of the iLN ( Figure 4F ) (Isaacson and Scanziani, 2011; Wilson, 2013) . Alternatively, the relevant inhibitory neurons may reside in higher brain regions from where they send recurrent inhibitory (Krasne and Teshiba, 1995) inputs onto upstream excitatory neurons ( Figure 4G ) (Nunez-Parra et al., 2013; Papadopoulou et al., 2011) . Moreover, in the instances shown in Figures 4E-4G , it is conceivable that local inhibitory neurons are driven by recurrent excitation, rather than local excitation, in any of several different ways ( Figures 4H-4J ) (Gao and Strowbridge, 2009; Hu et al., 2010; Koulakov and Rinberg, 2011; Strowbridge, 2009 ).
Each of these alternative forms of inhibitory connectivity could create negative images through implementation of a simple learning rule that only requires information local to inhibitory synapses. Thus, the negative-image model proposes that the ubiquity of habituation across different structures of the nervous system and across different species can be potentially explained by a common computational principle. Namely, that the neural response to a familiar stimulus is attenuated by scaling of inhibitory transmission onto populations of neurons activated by the stimulus.
The Relative Roles of Enhanced Inhibition and Depressed Excitation in Habituation
Homosynaptic depression of excitatory synapses, proposed based on classic studies of the Aplysia gill-withdrawal response and vertebrate spinal cord, remains the predominant model for explaining habituation (Farel and Thompson, 1976; Kandel et al., 2013) . However, additional mechanisms must be invoked to account not only for longer-lasting forms of habituation in these preparations (Ezzeddine and Glanzman, 2003; Glanzman, 2009 ) but also for many other forms of behavioral habituation. Here, I highlight multiple lines of argument in support of a major role for inhibitory potentiation for forms and features of habituation that are not completely explained by homosynaptic depression. Although both mechanisms could coexist, with synaptic depression driving very transient forms of habituation, I suggest that inhibitory potentiation may prove to be the major neural mechanism in many instances, not only because it provides what subjectively appears to be a more nuanced explanation for cognitive habituation, but also based on two lines of objective argument.
First, roles for inhibitory potentiation have been observed or inferred by multiple studies of habituation. It is invoked as a mechanism for habituation of the siphon-withdrawal reflex Aplysia (Bristol and Carew, 2005; Fischer et al., 1997) . Follow-up studies of the habituating crayfish escape response showed that habituation may be caused by increased levels of descending inhibition from higher centers (Krasne and Teshiba, 1995; Shirinyan et al., 2006) . More recent work in Drosophila has shown that habituation of the Drosophila proboscis extension response to sustained sweet stimulation of tarsal hairs is also dependent on cAMP signaling and GABA release from inhibitory interneurons (Paranjpe et al., 2012) . Studies of olfactory habituation in the rat do not yet clearly identify the underlying circuit mechanism. However, some requirements, e.g., the need for NMDA receptors in the olfactory bulb for habituation that lasts 30-60 min, as well as physiological observations indicative of an adaptive, inhibitory filter, are consistent with molecular and circuit mechanisms suggested by observations in Drosophila (Brosh and Barkai, 2009; McNamara et al., 2008; Wilson, 1998; Wilson and Sullivan, 2011) . Thus, the literature is consistent with the wide involvement of inhibitory potentiation in behavioral habituation.
Second, while both excitatory depression and inhibitory potentiation models can account for the behavioral characteristics of habituation such as stimulus generalization ), an inhibitory model better explains two distinctive properties: (1) that habituation is susceptible to ''dishabituation'' and (2) that habituation is more effective with weak stimuli and does not occur if the stimulus is presented together with reward or punishment.
Dishabituation refers to the ability of a novel or different stimulus to almost instantly restore the animal's original naive response. One of the original observations of Sokolov in 1960 was that dishabituation of auditory habituation (of tone-evoked electroencephalogram [EEG] arousal responses) can be induced by relatively weak but distinct auditory stimuli (Swartzentruber, 2013; Thompson, 2009 ). This demonstrates that habituated animals retain the synaptic and neural capacity for a full-fledged naive response. Together with other observations (Marcus et al., 1988) , it also shows that although dishabituation and sensitization are often confounded (Hochner et al., 1986) , dishabituation can arise from a distinct mechanism recruited by weak stimuli that do not cause sensitization. These two facts, difficult to reconcile with the homosynaptic depression model, are simply explained by an inhibitory potentiation model for habituation. The latter predicts that dishabituation arises from inhibition of the inhibitory neurons that drive habituation, possibly by neuromodulators released in response to novel stimuli (Smith et al., 2009 ). The key distinction being that in the latter model, the process of dishabituation results from an override of habituationassociated plasticity, through an independent process that suppresses inhibitory neuron firing, not by reversing expression of habituation-associated synaptic plasticity.
In addition to providing a simple explanation for dishabituation, the inhibitory potentiation model suggests a mechanism to explain why habituation, which is robustly induced by weak stimuli, is relatively difficult to observe in response to strong stimuli (i.e., one may habituate more quickly to a series of taps than to a series of slaps). In contrast to low-intensity stimuli, strong stimuli could trigger the release of specific neuromodulators that reduce the ability of inhibitory neurons to achieve the synaptic enhancement required for habituation. Remarkably, this predicted phenomenon has been experimentally documented in the circuit that drives tail-induced siphon withdrawal (T-SWR) in Aplysia, where potentiation of inhibitory synapses from L30 neurons drives behavioral habituation induced by tail touch (Fischer et al., 1997) . In contrast to tail touch, tail shock facilitates the siphon withdrawal reflex. Tail shock triggers serotonin release (Marinesco and Carew, 2002) and has two distinct effects on the T-SWR pathway, both of which are precisely mimicked by serotonin application. Notably, it completely blocks the ability of L30 synapses to potentiate: thus, it reduces the ability of inhibitory synapses to potentiate and blocks T-SWR habituation (Fischer et al., 1997) . At the same time, it enhances the strength of sensorimotor synapses that drives siphon withdrawal. If tail shock may be considered as very strong tail touch, then this would support the notion that high-intensity stimuli trigger release of neuromodulators that block inhibitory synapse potentiation required for habituation. The distinct anatomical sites for habituation and sensitization observed in this circuit also show that dishabituation and sensitization can occur through different mechanisms (Marcus et al., 1988) .
The hypothesis that neuromodulators triggered by positive or negative stimuli suppress the process of habituation is also supported by observations on habituation of the touch-induced escape response in C. elegans. Here, food availability activates dopaminergic neurons, which block the behavioral decrement that normally follows a train of touch stimulation (Kindt et al., 2007) . It remains unclear whether this effect of dopamine involves suppression of inhibitory plasticity: in part, because the somewhat atypical inhibitory circuits of C. elegans are only just beginning to be defined (Jorgensen, 2005; Wen et al., 2012) . Nonetheless, this observation indicates that the ability of reinforcement to suppress habituation originated early in metazoan evolution.
An Integrative, Evolutionary Framework for the Diverse Mechanisms of Habituation
The reduced response of organisms to familiar, inconsequential stimuli is usually explained by three classes of mechanism: (1) by adaptation of sensory neurons, wherein intracellular feedback acts to attenuate cellular responses to a persistent environmental signal (Colbert and Bargmann, 1995; Juang et al., 2013; L'Etoile et al., 2002) ; (2) by homosynaptic depression of excitatory transmission that may be significant for very short-term habituation (Christoffersen, 1997; Kandel et al., 2013) ; and (3) through mechanisms of circuit/network plasticity embodied here in the negative-image model for habituation. An evolutionary perspective may usefully integrate these multiple mechanisms within a single theoretical framework (Table 1) .
The process of ignoring a constant stimulus is first seen in unicellular bacteria and microbes, where it probably arose to allow bacteria to respond to changes in nutrient concentration rather than to absolute nutrient concentration (Alon, 2006; Roberts et al., 2010) . Here, behavioral plasticity arises from adaptation in signaling pathways within the single cell that contains not only sensors for multiple chemicals but also the entire signal processing and response apparatus (Alon, 2006; Roberts et al., 2010) . This original mechanism of sensory adaptation may still exist in many sensory systems, where it may be elaborated to yield chemical-specific adaptation as observed and extensively documented for olfactory adaptation in C. elegans and, more recently, for bitter taste desensitization in Drosophila (Colbert and Bargmann, 1995; Juang et al., 2013; L'Etoile et al., 2002; Zhang et al., 2013) .
With multicellularity, sensory cells may have first duplicated and then specialized into distinct cell types that mediate sensory and output functions (Arendt, 2008; Arendt et al., 2009) . The signaling between the two cells may have occurred at a primitive synapse. In such a system, e.g., a direct sensory-motor connection, behavioral adaptation to a constant stimulus could arise not only from sensory cell adaptation, but also from synaptic depression. At this stage, sensory neurons could diversify into subtypes, each specific/selective for a subset of sensory inputs, thereby potentially allowing ancestral sensory neurons, such as bitter-sensing gustatory neurons that express more than 30 types of bitter receptors, to evolve into sensory neurons, such as OSNs, which each express a unique receptor.
At the next stage of evolution, interneurons arise (Arendt, 2008; Arendt et al., 2009) . These cells, which include inhibitory types, allow neuronal ensembles to encode complex information, represented by and computed from the activity patterns of several different sensory or excitatory neurons. The inhibitory potentiation mechanism for habituation may have first arisen in such circuits, as exemplified by the siphon-siphon and tailsiphon withdrawal pathways in Aplysia (Fischer et al., 1997; Fischer and Carew, 1993) . With time, this simple ancestral circuit module containing corecruited excitatory and inhibitory interneurons may have been duplicated and elaborated to allow increased size and complexity of the brain. The inhibitory potentiation mechanism for habituation, established in the simple ancestral cortical module, may have thereafter been retained in more highly evolved species and brain structures ( Table 1) . As discussed below, this network plasticity mechanism may have been subsequently coopted in complex brains for the broad ability to ignore stimuli predicted to be of limited consequence.
Habituation as a Form of Adaptive Predictive Coding
The term ''predictive coding'' refers to the ability of nervous systems to suppress the transmission of predicted stimuli to higher brain regions in order to facilitate the selective transmission of ''surprise'' or novelty. This can involve hardwired mechanisms, e.g., that contribute to spot recognition in the retina, or dynamic and adaptive mechanisms. e.g., that allow retina to adapt to the predominant structure of a newly encountered visual scene (Hosoya et al., 2005; Huang and Rao, 2011; Srinivasan et al., 1982) . Below, I discuss how habituation may arise from adaptive predictive coding in which familiar stimuli being predicted by prior experience result in lower responses than novel (unpredicted) ones. Significantly, the underlying circuit mechanisms involve the generation of negative images conceptually and/or mechanistically related to those involved in established paradigms for habituation.
Most contemporary predictive-coding models propose that feedback from ''predictor'' neurons in downstream brain regions inhibit ''error-detection'' neurons in earlier brain regions (KosterHale and Saxe, 2013; Rao and Ballard, 1999; Wacongne et al., 2012) (Figure 5A ). This bears obvious similarities to Sokolov's stimulus comparator theory for habituation (Figure 1 ). Recurring predictive coding loops, in each subsequent level of the brain, create a hierarchical model to explain how unexpected, salient signals are selectively transmitted from one brain region to the next ( Figure 5A ).
The best example of such predictive coding involves the generation and use of neural negative images to cancel sensory signals that arise from an animal's own movements (Bell, 1981 (Bell, , 1982 Bell et al., 2008) . Although particularly well studied in the electrosensory lateral line lobe (ELL) of mormyrid fish ( Figure 5B ), similar adaptive filtering mechanisms probably operate in varied cerebellar-like structures of fish, amphibia, and mammals (Bell et al., 2008; Requarth and Sawtell, 2011) . While these structures vary in details, a conserved feature is a planar array of principal cells that receives two classes of input. The first class is from parallel fibers that carry proprioceptive information associated with body movement and position as well as recurrent feedback from higher brain centers; in mormyrids, these also carry efferent copies of motor commands that drive electric organ discharge (EOD). The second class of inputs is from sensory electroreceptors that carry spatially organized sensory signals. The two classes of input become associated and correlated through a form of antihebbian plasticity that is expressed at parallel fiber synapses ( Figure 5B ).
Parallel fiber synapses become potentiated if they are inactive when principal cells are depolarized; similarly, they undergo synaptic depression if they are active when their postsynaptic cells are hyperpolarized (Bell et al., 1997a (Bell et al., , 1997b . Thus, parallel fiber synapses onto principal cells become better at predicting sensory consequences of their own activity. This prediction is manifested as a negative image of the sensory responses driven by the animal's own movements. The addition of this negative image effectively cancels sensory signals arising from the animal's own actions and thereby allows externally induced electrosensory signals to be selectively transmitted to higher brain centers (Bell et al., 2008; Requarth and Sawtell, 2011) .
Notably, this predictive coding network involves two different brain regions: one encoding a prediction or sensory expectation Habituation mechanisms probably originated very early. At this early stage, behavioral adaptation to an unchanging environment arises from intracellular feedback, wherein the same signals that trigger chemotaxis also more slowly activate inhibitors of chemotaxis. At this evolutionary stage, cells spontaneously recover when placed in a new environment, but dishabituation does not exist; for this reason, the process is usually termed as ''adaptation.'' With the evolution of synapses, between sensory and motor neurons, habituation could occur through synaptic depression as well as sensory adaptation. In these instances, dishabituation and sensitization may be mechanistically indistinguishable, both acting to enhance excitatory synaptic transmission. At the final stage, excitation and inhibition are corecruited in circuits that contain interneurons that have some features of early cortical modules. Here inhibitory potentiation primarily underlies habituation. In this more advanced stage, dishabituation may arise from inhibition of inhibitory neurons and sensitization through a different mechanism acting on excitatory synapses. All three mechanisms coexist in higher eukaryotes. Sensory adaptation or sensory receptor downregulation may occur in cells that do not encode complex percepts. Homosynaptic depression may only be relevant for habituation over very short timescales: over longer timescales, inhibitory potentiation may play an important role. In addition, inhibitory potentiation may be most relevant to habituation to complex stimuli in brain regions that process higher order information. An additional mechanism, involving top-down predictive coding (Figures 1 and 5A ), has also been proposed to operate in the mammalian cortex.
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and the other immediate sensory perception. Both information streams converge in the ELL, which functions as an adaptive filter to allow only the difference signal to be sent on to higher brain regions. Also significant is that although these cerebellar-like structures use negative images to cancel predicted sensory input, the underlying mechanisms for negative-image generation and cancellation of redundant input cannot be explained by inhibitory synapse scaling alone. Instead, it involves antihebbian synapse potentiation and depression of excitatory synapses made by different subtypes of granule cells onto subtypes of ELL principal cells as well as interactions of these plastic synapses with a network that includes local inhibitory neurons and ELL output cells that mediate recurrent feedback to granule cells (Harvey-Girard et al., 2010; Requarth and Sawtell, 2011) . It is unclear whether negative-image formation and its use for canceling redundant information is an exceptional feature of cerebellar-like structures, or whether similar strategies could potentially be widely implemented in other brain regions with different architectures, to compare, for instance, stored memories with immediately encountered percepts, as implied by hierarchical models for neural predictive coding (Friston, 2005; Huang and Rao, 2011) . A computational predictive coding model based on these principles has recently been implemented in the auditory cortex, to account for mismatch negativity (MMN), which corresponds to an enhanced cortical response to a novel 
. Models for Predictive Coding
Alternative predictive coding models for adaptive filtering. (A) An example of hierarchical predictive coding model as implemented in the auditory cortex to explain mismatch negativity, the selective response of auditory cortex to unpredicted auditory stimuli (from Wacongne et al., 2012 with permission) . Auditory stimuli A (red) and B (green) are mapped along columns. Because activity patterns in layer 2/3 are driven by recent auditory memory, their outputs predict recently encountered auditory stimuli. Layer 4 neurons receive inhibitory inputs from the predictive layer as well as excitatory sensory input from thalamic neurons. Output from layer 4 corresponds to the error or mismatch between ongoing and predicted events. The framework bears considerable conceptual similarity to Sololov's stimulus comparator theory for habituation (Figure 1 ). (B) Predictive coding and negative-image-based subtraction of sensory expectation in the cerebellum-like electrosensory lateral line lobe (ELL) of mormyrid fish. Above: a simplified cartoon of inputs onto the pyramidal cell (P) array. These receive inputs on apical dendrites from granule cells via parallel fibers and electrosensory inputs onto a different dendritic domain of the same cells. Bottom adapted with permission from Bell (1986) and Bell et al. (2008) : raster plots of action potential trains from a P cell. (a) There is initially no response to an electric organ discharge (EOD) command alone (delivered at t = 0). (b) Response to EOD + sensory stimulus in P cells before EOD signals have been correlated with P firing (driven by sensory input). The ''pause-burst'' form of this response depends on the circuitry and connectivity of the ELL. (c) Nine minutes of pairing allows correlations to be extracted, encoded in parallel fiber synapses, and used to cancel sensory stimuli that are associated with EOD commands. (d) EOD command alone now results in a response that is the negative image of the original sensory stimulus response. (C) A model for dynamic predictive coding in the retina, adapted with permission from Hosoya et al. (2005) . In the top left panel, the horizontal and vertical lines appear equally salient to most observers. However, in context of a vertically oriented grating (the top right panel), the horizontal line is visually salient in comparison to the vertical. The bottom panels show a network plasticity model for this phenomenon, which is accompanied by physiological adaptation in salamander retinal ganglion (G) cells (red). In an even background (bottom left), G cells respond equally well to lines in either orientation and receive equivalent levels of inhibition (shown in blue) from all neighboring amacrine cells (A). A vertically oriented grating causes inhibitory potentiation (enhanced and asymmetric blue signal) of synapses made by amacrine cells coactivated with G cells. This results in the selective reduction of RG cell responses (red) to vertical lines (Hosoya et al., 2005) . The underlying circuit mechanism here is very similar to that proposed for habituation in Figure 4 . Similar circuit mechanisms could conceivably account for many different classes of illusory aftereffects that follow visual pattern, color, or contrast adaptation (Hosoya et al., 2005) . Moreover, analogous circuit mechanism operating over different timescales and in different brain systems could theoretically account for perceptual illusions that follow adaptation to nonvisual stimuli. tone or tone sequence, when presented within a train of a familiar repeating stimulus (Wacongne et al., 2012) . Wacongne et al.'s model may be considered as a detailed mechanistic implementation of Sokolov's memory-based comparator framework of habituation, which also invokes a role for interregional feedback in the filtering of anticipated stimuli and selective transmission of the unexpected. However, a biological role of the postulated comparator mechanism in habituation is yet to be experimentally supported. Indeed, May and Tiitinen have previously argued that local synaptic mechanisms without prediction can also adequately account for MMN (May and Tiitinen, 2010) . Furthermore, the potential involvement of predictive inhibition ( Figure 5A ) does not exclude or limit parallel or primary contributions from local inhibitory synaptic scaling for habituation.
A second class of predictive coding models suggests that it is not necessary to invoke centrifugal feedback from higher brain regions for the successful identification and filtering of predicted stimuli (De Meyer and Spratling, 2011; Spratling, 2008a Spratling, , 2008b . In most brain regions, local inhibitory neurons are perfectly positioned to serve as predictive neurons ( Figure 5C ). If their synaptic strengths are scaled according to how accurately they predict firing of their postsynaptic targets, then their target excitatory neurons will transmit novel signals more efficiently than predicted ones and, thus, show signatures and properties of error detection neurons. Consistent with this simple model, local inhibitory synapse scaling without interregional feedback appears to be sufficient in some brain regions for the implementation of effective dynamic predictive coding ( Figure 5C ) (Hosoya et al., 2005) .
Given the mechanistic and functional relatedness between the two phenomena, it is conceptually valuable to consider inhibitory synapse scaling, proposed here to underlie habituation, as a particular form of adaptive predictive coding. In the specific context of olfactory habituation in insects, synapses of local inhibitory interneurons onto projection neurons may be thought to be trying to predict the odorant, and those that predict correctly, as judged by activity of the target projection neuron/mitral cell, will be rewarded by stronger synaptic strengths. Thus, the network plasticity model for olfactory habituation fits beautifully within the framework for dynamic and adaptive predictive coding in the retina, where potentiation of inhibitory amacrine synapses onto active retinal ganglion cells is proposed as the most likely mechanism for retinal adaptation to a patterned visual background (Hosoya et al., 2005) ( Figure 5C ).
The plasticity process invoked to explain the olfactory and retinal phenomena may occur repeatedly in multiple, connected brain regions. For instance, to achieve habituation to multicomponent stimuli such as periodic pulses of odorant, habituation must occur to both odorant identity and to temporal features of the stimulus. A simple model would propose that inhibitory synapse scaling in the olfactory bulb/antennal lobe may allow habituation to odor identity, but similar forms of inhibitory plasticity in downstream brain regions encoding periodicity may be necessary for habituation to temporal features of the stimulus. Thus, the same filtering mechanism operating in multiple brain regions may account for the totality of behavioral habituation. Similarly, retinal ganglion cell adaptation to oriented gratings may only contribute to 50% of net change in visual contrast threshold to the same stimulus. Plasticity in downstream visual regions may occur and also contribute to the total ''psychophysical after effect'' (Hosoya et al., 2005) .
A Common Circuit Defect Altered in Autism?
Several classic features of autism spectrum disorders (ASDs) have been speculated to arise from defects in cortical filtering of sensory stimuli that then result in hyperstimulation of emotional centers of the brain. This stimulus hypersensitivity trait has inspired the evocatively named ''altered salience landscape'' or ''intense world'' theories for autism (Markram et al., 2007; Ramachandran and Oberman, 2006) .
A recently developed, neural systems perspective proposes that this hypersensitivity arises from alterations in predictive coding mechanisms: because information on ''priors'' are weakly encoded in brains of ASD individuals, their sensory systems may be constantly bombarded by new ''surprises'' and hence be consistently overstimulated (van Boxtel and Lu, 2013) . Thus, autistic individuals may be thought to see the world more intensely and often more accurately than others might, because their perceptions have not been filtered and attenuated by prior experience (Koster-Hale and Saxe, 2013; Pellicano and Burr, 2012) . If circuit mechanisms of habituation are required for normal encoding of ''priors,'' then alterations in these could potentially contribute substantially to sensory hypersensitivity in ASD. Consistent with this, several studies show defective habituation to be a common characteristic of ASD individuals (Dinstein et al., 2012; Holt et al., 2005; Howes and Kapur, 2009; Kleinhans et al., 2009) . The network plasticity model proposed here now suggests that defects in inhibitory feedback plasticity could underlie both defective habituation and hypersensitivity in ASD. High-functioning ASD may be associated with subtle changes in inhibitory plasticity but broadly normal interneuron development and connectivity; more severe forms of ASD may occur through more dramatic alterations in interneuron development, organization, or function.
The above idea is broadly consistent with existing models that implicate altered inhibitory interneuron function with autism. Originally suggested on the basis of altered EEG activity and enhanced seizure susceptibility in ASD, several recent human genetic and mouse model studies strongly indicate altered inhibitory circuitry in autism (Chao et al., 2010; Han et al., 2014; Peñ agarikano et al., 2011; Rubenstein and Merzenich, 2003; Tuchman et al., 2010; Tyzio et al., 2014) .
The perspective that cortical filtering is substantially mediated by inhibitory potentiation may further refine the current concept that an inappropriate balance between excitation and inhibition underlies many cognitive traits observed in ASD. In particular, it suggests that more than basal levels of inhibition, it could be the ability to undergo adaptive changes in inhibitory strength that is crucially altered in ASD. While in many cases such adaptive defects may occur as a secondary consequence of altered basal structure or function of inhibitory interneurons, there may be additional instances where altered plasticity of inhibitory feedback alone is affected. In such a scenario, a focus on phenotypic correlates of adaptive inhibitory plasticity in ASD individuals or animal models may be most effective to identify common, convergent consequences of genetic or environmental factors that predispose to autism (Akil et al., 2010; Karayiorgou et al., 2012) .
Conclusions
The negative-image model for habituation proposed here lays out a potentially widely used circuit mechanism for behavioral habituation. As most excitatory neurons receive inhibitory input, inhibitory synaptic scaling onto neurons activated by a stimulus provides an intuitively attractive model for habituation. Observed or inferred in multiple neural systems, the inhibitory potentiation mechanism can be implemented in a manner that easily accounts for habituation to percepts encoded by neuronal assemblies rather than individual neurons. In addition, it effectively explains the phenomena of dishabituation and attentional override of habituation, particularly when these occur in response to nonsensitizing stimuli. Moreover, the inclusion of the concept of inhibitory metaplasticity into the process of habituation accounts for the regulation of habituation by reinforcing stimuli, a process that may be relevant for associative memory formation.
By bringing a neural-systems perspective to the problem, the model proposes that mechanistically related adaptive filters underlie habituation and dynamic predictive coding, both of which play similar roles in saliency mapping required for normal attention. Thus, the model connects habituation, attention, and predictive coding, traditionally different fields of neuroscience. Finally, by defining a circuit mechanism required for adaptive filtering, habituation, and saliency mapping, processes defective in ASD, the model points to defects in inhibitory potentiation as a candidate point of convergence for various different genetic and environmental causes for ASD.
