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We illustrate a role that a class of Wiener-Hopf equations plays when one solves inverse
problelils by Incans of the illlplicit function theorem, through a study of an inverse problem
in blftlfcation theory. A general theory of the class of Wiener-Hopf equations is developed
and applied to the invcrse problelYl.
1. INTRODUCTION
In a colnlrlon abstract framework. the relationship between a cause $x$ and an effect $y$ can
be stated in terllls of the equation
(1.1) $F(x, y)=0$ ,
where $F^{1}$ is a slnooth map of a neighborhood of $(0,0)$ in $X\cross Y$ into $Z;X,$ $Y,$ $Z$ are Banach
spaces. Then the direct probleln is no other than to solve (1.1) for $y$ . The classical implicit
functioll theorelll tells us that if
(1.2) F(O, O) $=0$
alid if
(1.3) $F_{y}^{\urcorner}(0, ())$ is an isomorphism of $Y$ onto $Z$ ,
where $f_{y}^{J^{1}}(0,0)$ denotes the Fr\’echet derivative of $F$ with respect to $y$ at $(0,0)$ , then for $x$
close to $0$ there is a unique solution $\pi(x)$ with $\pi(0)=0$ . This can be interpreted as that the
direct probleln is solved locally, in other words, that we can establish the correspondence
$\pi(x)$ which assigns the effect $y$ to the cause $x$ near $0$ . In this situation we can pose the
inverse probleln, which is forInulated as: to solve $\pi(x)=y$ .
When one tends to apply the implicit function theorem again to (1.1) in order to solve this
inverse probleln, one needs to investigate the operator $F_{x}(0,0)$ from $X$ to $Z^{\Gamma}$ . The simplest
case is: $F_{x}^{1}(\mathrm{o}, 0)$ is an isonlorphism of $X$ ollto $Y$ . In this case the direct map $\pi(x)$ is a
diffcolllorphisIn of a neighborhood of $0$ in $X$ to a neighborhood of $0$ in $Y$ , and therefore the
inverse $\mathrm{p}_{\Gamma \mathrm{o}\mathrm{b}}1\mathrm{e}111\pi(X)=y$ has a unique solution $x$ in a neighborhood of $0$ for each $y$ close to
$()$ and this unique solution depends smoothly on $y$ . The next simplest case is:
$($ 1. $\rfloor)$ Range $l_{J}^{t^{1}}(0, ())=\nearrow^{\Gamma}/$ , $\mathrm{I}<\mathrm{e}\mathrm{r}F_{x}(\mathrm{o}, 0)=:X_{1}$ is of finite dimension $n$ ,
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that is. $F_{x}((), \mathrm{o})$ is surjective and the kernel is finite dimensional. In this case, by the implicit
function theoreln. one can see (referring to Lelnlna 3.1) that there are a neighborhood $U_{1}\cross V$
of $(0,0)$ in $X_{1}\cross Y$ , a neighborhood $U$ of $0$ in $X$ , and a diffeonlorphism $G$ of $U_{1}\cross V$ onto $U$
such that the diagraln
$G$




coullllutcs, where $p\mathrm{l}’$ denotes the projection: $X\cross Yarrow Y$ . This means that the inverse
problelll $\tau/(.x’)=y$ has solutions $G(x_{1}, .\iota J)$ paralnetrized by $x_{1}$ in $n$ dimensinal parameter set
$U_{1}$ for each $l/\in 1^{\nearrow}$ close to $0$ . Thus. under the assumptions (1.2), (1.3), (1.4), the cause $x$
are deterlnined froln the effe.ct $y$ with $n$ dilnensinal ambiguity.
In practical illverse problems, what sort of structures enables us to carry out the schelne
Inentioned above in the abstract framework? In many inverse problelns in the fields of
lnathelnatical sciences, the cause-effect relationships (1.1) are stated in the forIn of nonlinear
integral equations or such kind of equations, and hence $F_{x}(0, ())$ in (1.4) becolne integral
operators. As is well known, if they are the Wiener-Hopf operators with non-positive indices
then the condition (1.4) is fulfilled. This is just the situation in which. the schelne becomes
vivid.
In the present article we illustrate how the schelne can be carried out through a study of
an inverse problem in bifurcation theory, which we have treated in the work [1]. Our purpose
is two-fold: first, to explain a practical role that the theory of the Wiener-Hopf equation
plays; and sccondly, to obtain a more general result for the inverse probleln than in [1].
We now pose the probleln in bifurcation theory. Let $\lambda$ be a real parameter, $q$ be a real
continuous $\mathrm{f}\mathrm{u}\mathrm{n}\mathrm{c}\mathrm{t}\mathrm{i}_{\mathrm{o}\mathrm{n}},$ $.q$ be a $C^{1}$ -function with $g(\mathrm{O})=g’(0)=0$ , and consider the nonlinear
Sturlll-Liouvillc problelll
(1.6) $\{$
$v^{\prime/}+[\lambda-q(X)]v=g(u)$ , $x\in[\mathrm{O}, 1]$ ;
$u’(0)=v(1)=0$.
By the assulnption on $g$ , the linearized problem of (1.6) near $v\equiv 0$ becomes:
(1.7) $\{$
$\mathrm{t}^{\prime/}’+[\lambda-q(x)]\mathrm{t}|=0$ , $x\in[0,1]$ ;
$v’(0)=v(1)=0$ .
Let $\lambda_{1}$ be the first eigenvalue of this problem and define the first bifurcating branch $\Gamma(g)$ to
be the set of the points $(\lambda, fl)$ for which there exists a solution $v$ of (1.6) such that $v(\mathrm{O})=f\iota$ ,
$\uparrow’(x)\neq 0$ for $()\leq x<1$ , and the point $(\lambda_{1},0)$ . Let us denote by $v(h, x;g, \lambda)$ the solution of
the the initial value probleIn
(1.8) $\{$
$?)+//[\lambda-q(X)]?J=g(v)$ , $x\in[0,1]$ ;
$’\iota_{\text{ ^{}1}}(0)=fi,$ $v’(0)=()$ .
Then, for $h\neq 0$ , a point $(\lambda, \prime_{t})$ belongs to $\Gamma(.q)$ if and only if $v(fi, 1;g, \lambda)=0$ , provided that





$h^{-1}v(h, 1;g, \lambda_{1}+\mu(h))$ $(h\neq 0)$ ,
$0$ $(h=0)$ ,
we see that ( $\lambda_{1}+l^{\iota(/\iota),l)}[\in\Gamma(g)$ if and only if $F(g, \mu)=0$ . On the other hand it follows
froIn all elelnentary argument (see the proof of [1, Theorem 2.3]) that if $g$ is small then $\lambda$
for which $(\lambda, /l)\in\Gamma(.\mathrm{c}/)$ is unique for each $h$ . So we arrive at
(1. 1 ( $)$ ) $\Gamma(g)=\{(\lambda_{1}+\mu(h), h)\}\Leftrightarrow\Gamma\forall(g, \mu)=0$ ,
provided that $g$ . $/\iota$ are slllall.
In this way the relationship between the nonlinearity (cause) and the first bifurcating
brallch (effect) can be written in the form (1.1). Clearly (1.2) is satisfied. In this problem
one can easily conlpute the Fr\’echet derivative $F_{\mu}(\mathrm{O}, 0)$ formally (leaving the function spaces
setting till \S 3) as follows:
(1.11) $F_{\mu}( \mathrm{O}, 0)_{l}\chi=v_{1}’(1)^{-1}\int_{0}^{1}v_{1}(X)2dx\cdot\mu$ ,
where $\iota_{1}’(x)$ is the eigenfunction of (1.7) corresponding to $\lambda_{1}$ , normalized by the condition
$\mathrm{t}_{\text{ }1}^{1}(())=1$ . Since this operator is just a multiplication with nonzero constant, (1.3) is satisfied.
Hence the direct map $\tau\downarrow:.qrightarrow\mu$ is established. This result is naturally corresponding to the
well-kllown fact that solutions of (1.6) with no zeros in $[0,1)$ bifurcate at the first eigenvalue
of $\mathrm{t}_{}\mathrm{h}\mathrm{e}$ linearized problem (1.7).
We can now forlnulate the inverse probleln (Inverse Bifurcation Problem): given $\mu$ , find $g$
$\mathrm{s}at\dot{\uparrow}sfyi;g\Gamma \mathrm{I}(.(f)=\oint l$. In terms of the first eigenfunction $u_{1}(x)$ the Fr\’echet derivative $F_{g}((), \mathrm{o})$
is colllpu{ $)$ed as
(1.12) $F_{g}( \mathrm{o}, ()).q(ft)=h_{\text{ }^{}-\mathrm{I}}(-|_{\text{ ^{}\prime}}’ 1(1))^{-1}\int_{0}^{1}1_{\text{ }}’ 1(.r_{\text{ }})g(llv_{1}(x))dx$.
Assunling that $v_{1}(x)$ is monotonically decreasing : $?^{f’}1(x)<0(0<x\leq 1)$ and setting
(1.13) $\Psi(t):=\frac{t}{v_{1}’(1)v’1(v_{1}-1(t))}$
with the inverse function $l_{1}^{-1},$’ of $v_{1}$ . we rewrite (1.12) in the forlrl
(1.14) $F_{g}(0, ())g(fi)=h^{-1}, \int_{0}^{1}\Psi(t)g(ht)dt$ .
This operator can be regarded as a kind of the Wiener-Hopf operators. In fact, for $0\leq$
$fi\leq b$ , changing variables via $h=be^{-x},$ $t=e^{x-y}$, and setting $\varphi(x):=g(be^{-x}),$ $k(x)$ $:=$
$\Psi((^{\mathit{1}}’)\epsilon^{\alpha_{\mathrm{Y}(-}}’ 0|(\infty,\cdot’\gamma)$ ( $\chi$ denotes the characteristic function) yield
(1.15) $\int_{()}^{1}\Psi(t).(/(f\iota t)d\iota=\int_{0}^{\infty}k(x-y)\varphi(y)dy$ .
This is a Wiener-Hopf operator, which has the pecularities: (i) of the first kind: (ii) with the
kernel $k(.r)$ being singular at $x=();(\mathrm{i}\mathrm{i}\mathrm{i})$ with the kernel $k(x)$ vanishing for $x>0$ . Because
of (iii), condition (1.4) in our schellle is expected to be realized.
In \S 2. a general analysis of integral operators $J_{\Phi}$ defined by $J_{\Phi}u(x)= \int_{0}^{1}\Phi(b)u(xt)dt$ is
developed. Under solne assulnptions on $\Phi$ and in an appropriate framework, it is shown
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that $.J_{\Phi}?Ssu\tau$jectivc if $D_{\Phi}(\approx):=/_{0^{1}}\Phi(l)t^{z}dt$ has no zeros on the imaginary axls ${\rm Re} z=0$ .
The precise forlllulation is given in Theorem 2.2, which is an extension of the result in our
earlier work [2]. Ill \S 3, Theorem 2.2 is applied to the inverse bifurcation problem. Under
sollle assulrlptions on the potential $q$ and in an appropriate function spaces setting, it is
sllowll that $g\uparrow ve7\iota s$mall function $l^{l}(f\iota)$ on the $i$ntcrval $a\leq f$ } $\leq b$ with $a<0<b,$ $t_{\text{ }}hc7e$ exzst
$n\mathrm{o}7ll/nc\mathit{0}\prime f_{Ct\gamma/}lS.q$ such that the section in $a\leq fl\leq b$ of the first bifurcating $b7$ anch $\Gamma(g)$
$co\uparrow n’)/dCS$ with $\{(\lambda_{\mathrm{l}}+l^{l(/_{l}}), fl)|(\{\leq[\}\leq b\}$ . For each $\mu$ . the set of the nonlinear terms is a
$2N-(fi?1lC\prime S/Ol\iota \mathit{0}lsub\gamma\gamma lCmif_{ol}(l$ in ($\iota?lC\uparrow ghbo\uparrow\cdot hood$ of the origin in a $hnc,tio7l$ spacc. whcre $N$
$76th_{J}\mathrm{c}7llx7\prime lf)$(’ of $Z\mathrm{C}7()S$ of $\zeta_{q}(\approx):=\int_{0}^{1}\iota$ ) $1(.x\cdot)^{\approx}d.\tau$ in the half plane Rc $z>()_{j}+2,$ $w\uparrow_{\text{ }}t\prime hso7rle$
a $\in((), 1/2)$ . The precise forlnulation is given in Theorem 3.1, which gives a generalization
of the result in our earlier work [1].
2. MULTIPLICATIVE $\mathrm{w}_{\mathrm{I}\mathrm{E}\mathrm{N}\mathrm{E}\mathrm{R}}- \mathrm{H}_{0}\mathrm{p}\mathrm{F}$ EQUATION
This section is concerned with integral operators $J_{\Phi}$ defined by
(2.1) $.J_{\Phi}t/(. \gamma):=.\int_{0}^{1}\Phi(t)u(xf)df$ ,
where $\Phi(/)$ are given functions in $I^{1},[0,1]$ . We use the notation
(2.2) $\Gamma J_{\Phi}(z):=\int_{0}^{1}\Phi(t)b^{z_{dt}}$ .
lf $\Phi\in J_{\lrcorner}^{1}[\mathrm{t}\mathrm{I},$ $1\rceil$ then $D_{\Phi}(z)$ is $\mathrm{h}\mathrm{o}\mathrm{l}\mathrm{o}\mathrm{I}\mathrm{n}\mathrm{o}\mathrm{r}\mathrm{p}\mathrm{h}\mathrm{i}\mathrm{c}$ in the region ${\rm Re} z>()$ . and continuous in the right
half plane ${\rm Re}\approx\geq()$ . As a lnatter of convenience we adopt the following:
Definitioll 2.1. A function $\Phi\in f_{\lrcorner}^{1}[0,1]$ is said to be non-resonant if $D_{\Phi}(z)$ has no zeros on
the imaginary axis.
Let $f:=[a, t)\rfloor$ be a bounded interval with $a\leq 0\leq l$) and set, for functions $\iota/(x)$ on $I$ ,
$||y|^{\alpha}u(y)-|_{X|^{0}(x}u)|$
$||? \mathit{1}||_{0}:=\sup_{x\in I\backslash \{0\}}|\iota \mathit{4}(.\chi\cdot)|$
,
$||? \mathit{1}||_{\alpha}:=\sup_{\in x,yI\backslash \{0\},x\neq y}$
$|y-x|^{\alpha}$
where $0<\alpha<1$ . By using the notation $\mathit{0}:=x\frac{d}{(tx}$ we define, for $0<\alpha<1,$ $r/=1,2,$ $\ldots$ ?
(2.3) $C^{n,\alpha}(I):= \{\mathrm{t}l\in(^{\mathrm{Y}7\iota}(I\backslash \{0\})|\sum_{i=0}^{n}||\theta^{i}\mathrm{t}l||_{0}+||\theta^{n_{1l}}||_{\mathit{0}}<\infty\}$ ,
where (’ $l\iota(c_{\mathrm{I}}$ denotes the space of functions having continuous derivatives up to the order $n$
on ($|_{\tau^{\mathrm{Y}}}$ . The space $C^{7\prime \mathrm{Q}},(J)$ become Ballach spaces with the norlns
$|| \iota\iota||_{\iota},,\alpha:=\sum_{=i}|\mathrm{t}0||\theta iu||0+||\theta nu||_{\alpha}$ .
Our main goal here is to establish the following:
Theorem 2.2. Let $n$ be a nonncgative integer. Let $\Phi(t)\in C_{\text{ }^{}\mathrm{v}’\iota+2}(0,1)$ and assume that
$(\mathrm{I})_{l},\Phi,$ $\theta\Phi,$
$\cdots,$
$\theta^{\mathit{7}7}\Phi\in L\mathrm{l}[0,1]i$ $and\uparrow no7wvcr\theta^{n_{\Phi(}}f)$ is $w\dot{n}t\dagger en$ as
$\theta^{7\iota}\Phi(l)=At^{\mathrm{c}-1}(1-f^{l\mathit{9}}\mathrm{I}^{\delta-1}+R(t),$ $\beta,$ $\epsilon>0,0<\delta<1$ ,
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$wh_{Ct’}C\Lambda\neq()$ a$7ldR(f)\in C(\mathrm{O}, 1]\cap C^{2}(0,1)\mathit{8}ati_{\mathit{8}}fies$ the conditions
(2.4) $|R(l)|\leq IVIf^{\prime \text{ }}-1,$ $|R’(i)|\leq Mt^{\prime \text{ }}-2(1-t)^{\rho-}1,$ $|R^{\prime/}(t)|\leq Mt^{\nu-3}(1-t)^{\rho-2}$
with $sor’\epsilon^{}M,$ $’/,$ $(j>()_{\backslash }$
$(\mathrm{I}\mathrm{I})_{\mathrm{t}\iota}\Phi(1)=(J\Phi(1)=\cdots=\theta\}1-1\Phi(1)=0$.
$(For\uparrow 7=0, (\mathrm{I}\mathrm{I})_{n}a7^{\cdot}ed,.(’ ppe(f.)$ Let $0<\alpha<1-\delta$ . If $\Phi$ is non-resonant then. for each
$no7\iota r\iota Cgativ\mathrm{c}\mathit{2}7_{}\gamma ltC^{)}gerk$ , the operator $J_{\Phi}$ : $C^{k,\alpha}(I)arrow c^{k+n,\alpha+\delta}(I)$ is surjective. The kemel
$\mathrm{K}\mathrm{c}\mathrm{r}.]_{\Phi}$ is of $fi,n\uparrow tcdi_{7n}ensionN$ in the casc $ab=0$ and $2N$ in the case $ab<0$ . Here $N$ is
$thc$ number of $ze7^{\cdot}OS$ of $D_{\Phi}(z)$ (counted by multiplicity) in ${\rm Re} z>0$ . The kemel is spanned
by the functions
$x_{\lceil a,()}]|.\chi\cdot|bp(\log|X|)^{(}$ , $\chi_{[0,b]}|.r|b_{p}(\log|_{X}|)^{\ell}$ $(l=0,1, \ldots, N-1;pp=1,2, \ldots, 7\prime \mathrm{z})$ ,
whcrc $t_{1}$) , $\ldots,$ $b_{7\gamma\}}$ denote th, $e$ mutually distinct zeros of $D_{\Phi}(z)$ and $N_{1},$ $\ldots,$ $N_{m}$ are the multiplic-
itics of thcrn.
The proof of Theoreln 2.2 is divided into several steps and will be completed after Lemma
2.9. In our argulrlent the differential operators
(2.5) $\theta_{a}:=\theta+a=.\gamma\frac{d}{dx}+a$ . $(a\in C)$
play an ilrlportant role. Note that. for any function ?4 with $?J,$ $\theta u\in C(I)$ . we have
(2.6) $\theta_{a}.J_{\Phi}u--]_{\Phi}\theta ua$ $(a\in C)$
The basic properties of $\theta_{a}$ arc stated as follows:
Lemma 2.3. Let $r/|$)$ea7\iota y$ nonncgative integer.
(i) If Rc ($\iota>()$ then $\theta_{a}$ : $C^{?b+\circ}1(I)arrow C^{n,\alpha}(I)$ is bijective, and the inverse of $\theta_{a}$ is given by
$i_{(4}:=.Jt(|-1$ .
(ii) If Rc $a<0$ then $\theta_{a}$ : $C^{n\{1.\alpha}(I)arrow c^{7\iota,\alpha}(I)i\mathit{8}$ surjective, and is not injective: $\mathrm{K}\mathrm{e}\mathrm{r}\theta_{a}=$
$Cx^{-(1}$ . .
Proof. (i) It is clear that $\theta_{a}$ is a bounded operator from $C^{n+1,\alpha}(I)$ to $C^{n,\alpha}(I)$ . Let $\theta_{a}u=0$ for
$1/\in C^{\gamma\iota}\{1t\}(I)$ . This equation can be solved as $u=Cx^{-a}$ with a constant $C$ . By ${\rm Re} a>0$ ,
$n\in C^{\gamma\prime\{1_{C\lambda}},([)\mathrm{i}\mathrm{I}\mathrm{n}\mathrm{p}\mathrm{l}\mathrm{i}\mathrm{e}\mathrm{s}C=0$. This shows that $\theta_{a}$ is injective. Moreover, for each $v\in C^{n,\alpha}(I)$ ,
the function $(.j_{a}l^{1})(.r)=x^{-a}f^{x_{f}\prime}0(1-1f)vdt$ satisfies $\theta_{a}j_{a}v=v$ . It only remains to show that
$./_{\mathit{0}}\mathrm{i}’\in C^{\mathrm{t}7}\downarrow 1,\alpha(I)$ . By (2.6) we have $\theta^{\tau l}j_{\mathit{0}}v=j_{a}\theta^{n}v$ , which yields
(2.7) $\mathit{0}^{n+1}j_{\mathit{0}}L)=\theta n-ajva\theta^{n}v$ .
Let $\iota‘’:=j_{\mathit{0}^{()^{\iota}v}}’$ . Then, by the definition of $j_{a},$ $u$ ” $\mathit{0}u^{1}\in B(I)$ . So it follows from the equality
$y^{\mathrm{o}}u)(y)-x^{\alpha}u)(X)= \int_{x}^{y}t^{\alpha-1}(\theta w(t)+\alpha u)(t))dt$ .
that $n’\in C^{0,\alpha}(\Gamma)$ . By (2.7) alld the assulllption $v\in C^{n,\mathit{0}}(I)$ we have $\theta^{7l+1}jav\in C^{0,\alpha}(I)$ . This
shows that $j_{\mathit{0}}v\in C^{n}$ \dagger 1, $c$) $(I)$ .
(ii) In the case ${\rm Re} a<0$ , the solution $u=Cx^{-\mathit{0}}$ of $\theta_{a}u=0$ belongs to $C^{n+1.\alpha}(I)$ . Hence
Kcr $()_{\mathrm{r}},$ $=C.r^{-O}$ . Moreover, for each $v\in C^{n,\mathfrak{a}}(I)$ , the function $u(x):=-x^{-a} \int_{x}^{x_{0}}\mathrm{f}^{a-1}v(t)df$ ,
where we take.$r_{0}\in$ [so that $\pm x_{0}>$ $()$ according to $\pm x>0$ , satisfies $\theta_{a}u=v$ . Clearly
$\iota/\in f;(I)$ . In view of $\theta_{a}u=u$ we obtain $\theta_{a}\theta^{n}u=\theta^{n}v$ . This equation can be solved as
($\mathit{1}^{1\iota,/}(.\Gamma)=-x^{-a}(\int_{x}x0f^{a-}10^{\prime\iota}v(t)dt+\subset’)$ . From this it follows that $\theta^{n}u,$ $\theta^{n+1}u\in c\text{ }(I)$ Hence, by
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$\mathit{0}’’\{1,/=()^{\gamma\iota}\iota’-\mathit{0}\theta^{l}\mathrm{t}u$ and a similar argument to that in the proof of (i), we have $u\in C^{71+1,\alpha}(I)$ .
Thus $()_{a}\mathrm{i}_{\iota}\mathrm{s}$ surjective. $\square$
By means of $\mathit{0}_{1}=\theta+1,$ $(2.6)$ , Lemlna $2.3-(\mathrm{i})$ , we get the following:
Lemma 2.4. Let $0<\alpha<1-\delta<1$ . and assume that
(2.8) $\Phi(t)\in C_{\text{ }^{}1}(0,1),$ $|\Phi(t)|,$ $|t(1-t)\Phi/(t)|\leq Mt^{\epsilon-1}(1-\mathrm{f})\delta-1$
with somc constants $M,$ $\epsilon>0$ . Then. for any nonnegative integer $n,$ $J_{\Phi}i_{\text{ }}\mathit{8}$ a bounded $li$near
opemto7 from $C^{7?},\alpha(I)$ to $c^{n,\alpha+^{p})}(I)$ .
Ptoof. $\mathrm{B}.\mathrm{y}$ nleans of [2, Lelnlna 5.1], $J_{\Phi}$ is a bounded operator from $C^{0,\alpha}(I)$ to $c^{0,\alpha+\delta}(I)$ . For
$\}/\in C^{1\overline{\subset}\mathrm{v}}(\tau$ I we obtain
$\mathit{0}_{1}^{-1},J_{\Phi^{(\mathit{1}_{1}?l(}}I)=J_{1}]_{\Phi}\theta_{1}u(x)=\int_{0}^{1}dt\int_{()}^{1}\Phi(S)(\theta_{1}u)(XSt)d_{S}$
$= \int_{()}^{1}\Phi(S)d6^{\cdot}.[_{(})f1(\theta_{1}\mathrm{t}l)(_{X}S)dt=\int_{0}^{1}\Phi(_{S})\{\mathit{1}(XS)d_{S}=J_{\Phi}\mathrm{t}\mathit{1}(T)$ .
Hence $.]_{\Phi}$ is a bounded linear operator froln $C^{1,\alpha}(I)$ to $C^{1,\alpha+b}(I)$ . By using the salne argument
repeatedly, we colnplete the proof. $\square$






whcrc thc vertical lnaps are isolnorphislns. thanks to Lelnma $2.3-(\mathrm{i})$ .
Thc following forlnula will be used later:
Lemma 2.5. If $\Phi,$ $\mathit{0}\Phi\in L^{1}[(), 1]$ , then $(z+1)D_{\Phi}(Z)=\Phi(1)-D_{\mathit{0}\Phi}(z)$ $({\rm Re} z\geq 0)$ . In
particular.
(2.9) $\Phi(1)=0\Rightarrow D_{\theta\Phi}(z)=-(Z+1)D_{\Phi}(z)$ (Rc $z\geq 0$).
$P7oof$. Integrating by parts we get
$( \approx+1)D_{\Phi}(\approx)=[t^{z+1}\Phi(t)]_{0}1-\int_{0}^{1}\theta\Phi(t)tz_{d}t$ .
Noting that $\Phi,$ $\theta\Phi\in L^{1}[(), 1]$ implies $\Phi(t)\in C_{\text{ }}(0,1]$ and $\lim_{tarrow \mathrm{t}\mathrm{J}}t\Phi(t)=0$ we colnplete thc
proof. $\square$
$\mathrm{W}^{7}\mathrm{c}$ can now establish $\mathrm{T}\mathrm{h}_{\mathrm{C}\mathrm{o}\mathrm{r}\mathrm{e}\mathrm{I}\mathrm{n}}2.2$ for the case where $D_{\Phi}(z)$ has no zeros in ${\rm Re} z>0$ :
Proposition 2.6. $Lct\Phi(f)\in(_{\text{ }^{}n+2}’(\mathrm{o}, 1)$ satisfy $(\mathrm{I})_{n^{-}}(\mathrm{I}\mathrm{I})n$ in Theorem 2.2. If $D_{\Phi}(z)\neq 0$ in
$\mathrm{R}\mathrm{c}\approx\geq()th,cn$. $fo7$ $each\uparrow\iota \mathit{0}/lnegativci_{\text{ }}7ltegCrk,$ $t_{\text{ }}hcopc \uparrow’ ato\uparrow\cdot\int_{\Phi}$ : $C^{k,\alpha}(I)arrow c^{k+\delta}+n,\alpha(I)$ is $a7l$
$/6O\uparrow\prime l()7$phis $(ll$ .
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$P\uparrow.(’ of$. By (2.9) we have for ${\rm Re}\approx\geq 0$ . $D_{\theta^{l}\Phi},(Z)=(-1)^{?1}(z+1)nD_{\Phi}(Z)$ . Hence, by assumption,
$JJ_{\theta^{\gamma}\Phi}1(z)\neq 0$ for ${\rm Re} z\geq$ $()$ . This enables us to apply [2, Theorem $\mathrm{B}$ ] to $\theta^{n}\Phi$ . Thus we
conclude that $J_{\theta^{)}\Phi}$, is an $\mathrm{i}\mathrm{S}\mathrm{O}\mathrm{I}\mathrm{n}\mathrm{o}\mathrm{r}_{\mathrm{P}^{\mathrm{h}\mathrm{i}}}\mathrm{S}\mathrm{m}$ of $C^{0,\alpha}(I)$ onto $C^{(),\alpha+\delta}(I)$ . On the other hand, using
$(1\mathrm{I})_{1},$ . we have $\theta_{1}.J_{\Phi}?\iota=-J_{\mathit{0}\Phi}u$ for ?1 $\in C_{/}^{1}(I\backslash \{0\})$ . Repeating this procedure we get
$\mathit{0}_{1}^{7\iota}J_{\Phi}\mathrm{t}l=(-1)^{n}J_{\mathit{0}^{7}\Phi}\mathrm{t}\mathrm{s}\iota$ for $u\in C(I)$ . Since $\theta_{1}^{n}$ : $C^{n,0\{6}(I)arrow C^{0,\alpha+\delta}(I)$ is an isomorphism,
this shows that $J_{\Phi}$ : $C^{0,\alpha}(I)arrow C^{n,\alpha+\delta}(I)$ becomes an isolnorphism. For $k\geq 1$ , the assertion






The proof is complete. $\square$
In order to treat the case where $D_{\Phi}(z)$ has zeros in Rc $z>0$ , we employ the function
(2.10) $\Phi_{a}(t)$ $:=j_{a\{1} \Phi(t)=J_{t^{a}}\Phi(t)=\int_{0}^{1}S^{a_{\Phi(t)ds=}}S\frac{1}{t^{o\dagger 1}}\int_{0}^{t}s\Phi O(S)d_{S}$.
We pick out solne properties of $\Phi_{a}(t)$ :
Lelnlna 2.7. $Lcf$ Rc $a>0$ .
(i) If $\Phi\in l_{\lrcorner}\mathrm{l}|(),$ $1]$ thcn $\Phi_{a}\in L^{1}[0,1]$ . Aloreover
(2.11) ( $\approx-(l)D_{\Phi_{a}}(z)=-(D_{\Phi}(Z)-IJ\Phi(a))$ (Rc $z\geq 0$ ).
$l\prime lp(ll.t\uparrow cl/lot.$.
(2.12) $])_{\Phi(a)}=0\Rightarrow D_{\Phi_{a}}(\approx)=-(_{\sim}\vee-a)-1D_{\Phi}(z)$ $({\rm Re} z\geq 0)$ .




$P\prime o\mathrm{o}f$. $(\mathrm{i})$ By (2.10). we llave
$\int_{0}^{1}|\Phi_{\mathrm{t}L}(f)|dt\leq.\mathit{1}_{0}^{1}\frac{d\dagger}{|f^{O\}1}|}\int_{(}^{t})||_{\mathit{8}|}(\iota\Phi(.\mathrm{s})|dS=\int_{0}1||.\mathrm{s}|R.ea|\Phi(S)ds\int^{1}S\frac{dt}{t^{Rea+1}}<\infty$ .
This shows that $\Phi_{a}\in I^{1},[(), 1]$ . $\mathrm{S}\mathrm{i}_{\mathrm{I}}\mathrm{n}\mathrm{i}\mathrm{l}\mathrm{a}\mathrm{r}\mathrm{l}\mathrm{y}$ we get (2.11).
(ii) A silrlplc conlputation yields (2.13). Integrating by parts we have
$((f \Phi),’(f)=\frac{1}{\ell^{(l}\dagger 1}.\int_{()}^{/}.\mathrm{s}^{O}\Phi$
\dagger
$1/(. \backslash \cdot)(t.\backslash ’=\Phi(\mathrm{f})-\frac{a+1}{t^{\gamma X|1}}\int_{0}^{t}.\mathrm{b}^{a}.\Phi(.9^{\cdot})d\mathrm{b}$. $=\Phi(t)-(a+1)\Phi_{\mathit{0}}(\mathrm{f})$ .
Colllbining this with (2.13) we obtain (2.14). $\square$
$\mathrm{L}_{\mathrm{C}1111\mathrm{n}\mathrm{a}}2.7$ leads to:
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Lemma 2.8. Assume that $\Phi sat?sfies$ the conditions $(\mathrm{I})|\iota-(\mathrm{I}\mathrm{I})_{n}$ in $Theote\gamma’ 2.2$ , and $lc\dagger$
$(l_{1,)}..,(l\nwarrow bcz\epsilon\uparrow\cdot os of ])_{\Phi}(\mathcal{Z})i\uparrow\iota{\rm Re}\approx>0$ . $The7l\Phi_{a_{1}a_{2}\cdots a_{N}}$ satisfies the $co7\iota d?f,\uparrow,\mathrm{O}7ls(\mathrm{I})_{7}\iota \mathrm{f}\wedge\backslash ^{f-}$
$(\mathrm{I}1))71\backslash ^{f}\dot{\uparrow},$ $Th6\mathrm{o}re\uparrow\gamma l2.2$ .
$P\uparrow.(lf$. $\mathrm{W}^{r}\mathrm{e}$ shall prove the lelnllla by induction with respect to $N$ . By lneans of (2.13) and
$(2.1-\iota)$ . olle can obtain
$\mathit{0}^{7b11}\Phi_{\mathit{0}1}=\mathit{0}’’\Phi-(a_{1}+1)(\mathit{0}^{\gamma\iota}\Phi \mathrm{I}a_{1}=At^{\in}(1-t^{(}’)\delta-1+R1$ ,
where $I\dagger_{1}(t):=fi^{)}(/)-(a_{1}+1)(\mathit{0}^{t\}}\Phi)_{a_{1}}$ . As is easily checked, $R_{1}(f)$ satisfies (2.4) if we replace
$()$ by lrlin $(/J, \delta)$ , and l by lllin (l , $\epsilon$ ). This shows that $\Phi_{a_{1}}$ satisfies $(\mathrm{I})_{n+1}$ . By the assumption
$l^{)_{\phi}}((/_{1})=0$ we have $\Phi_{a_{1}}(1)=0$ . Hellce, in view of (2.13), $\Phi_{a_{1}}$ satisfies $(\mathrm{I}\mathrm{I})_{n+\mathrm{I}}$ . Thus we
have proved the lelnllla for $N=1$ .
We now suppose that $\Phi_{a_{1}\cdots a_{7’)}}$ satisfies $(\mathrm{I})_{n+77}\iota^{-(\mathrm{I}\mathrm{I})}n+m$ . Then $\theta^{m}\Phi_{a_{1}\cdots \mathit{0}}n\mathrm{t}$ satisfies $(\mathrm{I})_{?1}-(\mathrm{I}\mathrm{I})_{n}$ .
Morcover, by (2.9) and (2.12), one can get $D_{\theta^{\eta}\Phi}la1\ldots a_{n}\mathrm{b}(z)=(z+1)^{m}(z-a_{1})^{-1}\cdots(z-$
$\Gamma l_{711})-1f_{-})(\Phi z)$ . Accordingly $D_{\mathit{0}^{m}\Phi_{(}r1\mathit{0}_{\eta\}}}..(a_{7n-\vdash 1})=0$ . This enables us to apply the $\mathrm{l}\mathrm{e}\mathrm{l}\mathrm{n}\mathrm{l}\mathrm{n}\mathrm{a}$
for $N=1$ to $\mathit{0}^{7n}\Phi_{a\cdots a_{m}}1^{\cdot}$ Thus it follows that $(\theta^{m}\Phi_{X_{1r}}‘\cdots ar\iota)(xm|1$ satisfies $(\mathrm{I})_{?l+1^{-}}(11)7\uparrow\dashv 1$ . Using
(2.14) $\mathrm{r}\mathrm{e}\mathrm{p}_{\mathrm{C}\mathrm{a}\mathrm{t}\mathrm{d}1\mathrm{V}}\mathrm{e}.$, we have $(\mathit{0}^{7\uparrow}\mathrm{t}\Phi a_{1}\cdots a_{n}\iota)_{\mathrm{t}}x_{n\mathrm{L}}\}\rceil=\theta^{m}\Phi_{a_{1}\cdots a_{m\vdash 1}}$, and so, ($j^{7\prime\iota}\Phi a_{1}\cdots a_{n}l\dashv 1$ satisfies $(\mathrm{I})_{\tau\iota+}1^{-}$
$(\mathrm{I}\mathrm{I})_{111},$ . This shows that $\Phi_{\mathrm{o}\iota\cdots a\tau\prime\iota+1}$ satisfies $(\mathrm{I})_{n+}7n+1^{-}(\mathrm{I}\mathrm{I})_{1(}+m+1$ . $\square$
Colnbining tools $\theta_{-a}$ and $\Phi_{\alpha}(t)$ we have:
Lemma 2.9. Let $0<0<1-\delta<1$ . and $assu7\gamma le$ that $\Phi$ satisfies (2.8). Let $a$ be a zero of
$fJ_{\Phi}(\approx)/’ l$ Rc $z>()$ . The $7l$ , for cach nonnegatiue integer $k,$ $J_{\Phi_{a}}$ is a boundcd linear operator
$ft(J7\prime tC\mathrm{A},$
(
$\}(I)$ to $C^{\mathrm{A}}$ 1, $\mathrm{n}|\delta(I)$ and satlsfics $.J_{\Phi_{a}}\mathit{0}_{-a}=-J_{\Phi}$ . $\mathit{1}\mathrm{v}_{a\gamma\gamma l}clywc$ have the $CO7nr\prime lutative$
($l/\cdot(\iota g/’ a/’\iota$ :
$.J_{\Phi}$
$C^{k\}1,\cap}([)$ $c^{k\{\iota},\mathrm{O}\mathrm{t}\delta(I)$
Prvof. By an interchange of the order of integration we have for $f\in C^{k,\alpha}(I)$ ,
$.J_{\mathrm{Q})\prime}fc(.rJ)= \int^{1}0\frac{1}{\ell^{a+1}}f\cdot(X\iota)dt.\mathit{1}0\mathit{8}t.9\Phi O(s)d=\int_{0}^{1}s^{O}\Phi(_{S})d.\mathrm{S}\int_{s}^{1}\frac{1}{t^{a+1}}f(xt)dt$
(2.15)
$=J^{a}.. \int_{()}^{1}S^{a}\Phi(.\mathrm{s}.)d.\mathrm{s}^{\backslash }\int_{?.9}^{x}.,\frac{1}{\tau^{a\{1}}f(\tau)(f\mathcal{T}$ .
By differentiating this alld using the assulnption $D_{\Phi}(a)=0$ , it follows that
$(\mathit{1}J_{\Phi_{a}}.f=-.\mathit{1}_{\Phi}f+a.J\Phi_{a}f$.
As is readily seen. $\Phi_{(\iota}\mathrm{s}\mathrm{a}\mathrm{t}\mathrm{i}\mathrm{s}\mathrm{f}\mathrm{i}_{\mathrm{G}_{\iota}\mathrm{q}}(2.8)$ . Hence, by Lelnlna 2.4, $J_{\Phi}f,$ $]_{\Phi}fo\in c^{k,\alpha\vdash\delta}(I)$ . This
proves that ,$J_{\Phi_{a}}f\in C^{\lambda\cdot|1,\mathfrak{a}}’-\delta(I)$ Integrating by parts we get for $u\in C^{k}$ \dagger $1,\alpha(I)$ ,
$\int_{T\backslash }^{\Gamma}.\cdot.\frac{1}{\tau^{a|- 1}}(\theta-\mathit{0}1\prime \mathrm{I}(\tau)d\tau=.[_{x\mathit{8}}^{\mathcal{T}}\frac{u’(_{\mathcal{T})}}{\tau}d\tau-a\int(l=xxs\frac{u(\tau)}{\tau^{a\vdash 1}}d\tau\frac{\mathrm{t}l(X)}{x^{a}}-\frac{\mathrm{t}\mathit{4}(X\mathrm{S})}{(xs)^{a}}.\cdot$ .
Substituting this to (2.15) we conclude that.$J_{\Phi_{a}}\theta_{-(}u\mathrm{J}=D_{\Phi}(a)\mathrm{c}\iota-J_{\Phi}n=-J_{\Phi}?\mathit{1}$ for $u\in$
$C^{k\mathrm{I}1,\alpha}(I)$ . The proof is colllplete. $[]$
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Wc are now in a position to give the
Proof of Theorem 2.2. By the assumption $(\mathrm{I})_{n}$ we obtain
$f2_{0^{1\}}\Phi}(z)=AJ_{()}^{1}’ \epsilon\dashv z-1(1-t)^{\delta 1}\beta-dt+\int^{1}0=R(\iota)tzdt_{\text{ }}\frac{\Lambda}{\beta}B(\frac{\epsilon+z}{\beta},$ $\delta)+\int_{0}^{1}R(t)t^{z_{d}}t$ ,
where ]$j(p, q)$ is the beta function. Since $B((\epsilon+z)/\beta, \delta)$ and $\int_{0}^{1}R(t)t^{z}dt$ are holomorphic in
Rc $z>-\subset$ and in ${\rm Re}$ z>-l respectively, the function $D_{\theta^{n}\Phi}(z)$ is holomorphic in the region
Rc $z>-\mathrm{l}\mathrm{n}\mathrm{i}\mathrm{n}(\epsilon, |\text{ })$ . Moreover it follows from Stirling $\mathrm{s}$ formula that $B((\epsilon+z)/\beta, \delta)$ has the
order $\mathrm{O}(|z|^{-(}’)$ as $|z|arrow\infty$ , uniformly in the region mensioned above. Furthermore, by the
equality $\int_{0}^{1}R(f)t^{z}dt=(z+1)^{-1}(R(1)-\int_{0^{R}}^{1}/(t)t^{z}+1dt),$ $\int_{0}^{1}R(t)tzdt$ has the order $\mathrm{o}(|z|^{-\delta})$
as $|\approx|arrow\infty$ . uniforlnly in the region lnensioned above. Hence, thanks to $A\neq 0$ , the function
$D_{\theta^{?\}}\Phi}(z)$ has at lnost a finite nulnber of zeros $a_{1},$ $\ldots,$ $a_{N}$ counted by multiplicity in ${\rm Re} z>0$ .
But, by (2.9), we have $D_{\mathit{0}^{\gamma\iota}\Phi}(z)=(-1)^{n}(Z+1)^{n}D_{\Phi}(\mathcal{Z})$ . Therefore $D_{\Phi}(z)$ has the salne zeros
as of $fy_{\mathit{0}’{}^{\mathrm{t}}\Phi}(z)$ . Since, in the case $N=0,$ $\mathrm{T}\mathrm{h}\mathrm{e}\mathrm{o}\mathrm{r}\mathrm{C}\mathrm{l}\backslash \mathrm{n}2.2$ is no other than $\mathrm{P}\mathrm{r}\mathrm{o}_{\mathrm{P}^{\mathrm{O}}}$.sition 2.6, we
lc.t $N\geq 1$ .
By Lelllma 2.8. $\Phi_{a_{1}\cdots \mathit{0}_{N}}$ satisfics the conditions $(\mathrm{I})_{7l-\}N}-(\mathrm{I}\mathrm{I})_{n}\}N$ . Moreover, in view of
$(2.1‘ \mathit{2})$ , we have $f_{-})_{\Phi_{o_{\rceil}\cdots a_{l}}\backslash }(z)=(-1)^{N}(z-a_{1})^{-1}\cdots(z-a_{N})^{-1}D_{\Phi}(Z)$ , which has no zeros
in $\mathrm{R}\mathrm{c}\approx\geq$ $()$ . Therefore. by Proposition 2.6, $J_{\Phi_{a_{1}\cdots a_{N}}}$ ia an isomorphism of $C^{i,\alpha}(I)$ onto
$c^{i\}_{1\prime^{\mathrm{t}}\backslash }}()\}_{(\backslash }(f)$ for each nonncgative integer $i$ . But, using Lemma 2.9 repeat.edly, we obtain
for any $,$ $\in C^{i+\nwarrow_{(}^{r}}\supset(\tau)$ ,
$J_{\Phi}v=-’]_{\Phi_{\mathit{0}}1}\theta-a_{1}u=(-1)^{2},J_{\Phi 1\mathit{2}}\theta-a2-a_{1}uaa\theta$
(2.1C)
$=\cdots=(-1)^{N}J_{\Phi_{O}1\circ N}\ldots\theta_{-}\cdots 0aN-a1u$ .
This situation can be indicated by the following diagram:
$J_{\Phi}$
$C^{i+\backslash ,(y}\tau([)$ $C^{i+n+\backslash .\alpha}\lrcorner+\delta(I)r$
(2.17)
Since $(-1)\searrow \mathit{0}_{-O_{\mathrm{A}}}\cdots()_{-a_{1}}$ is surjective, which follows from Lelnma $2.3-(\mathrm{i}\mathrm{i})$ , we conclude that
$.J_{\Phi}$ : $C^{\mathit{7}\}}\nwarrow\alpha(I)arrow c^{i+11\}\prime\backslash _{\mathit{0}+}\delta}(I)$ is surjective. Moreover the kernel of $J_{\Phi}$ coincides with that
of the differential operator $\theta_{-a_{}}\cdot\cdot\theta\backslash ^{7}\cdot-a\mathrm{J}^{\cdot}$ Let $b_{1},$ $\ldots b_{m}\rangle$ be the distinct numbers in $\{a_{1}, \ldots, a_{N}\}$
and suppose $b_{p}\mathrm{h}\mathrm{C}\gamma \mathrm{S}$ multiplicity $N_{p}(p=1,2, \ldots, \gamma tl)$ . Then, as $\mathrm{i}\mathrm{s}\backslash$ well known, solution $\backslash \mathrm{s}\mathrm{e}\mathrm{t}$ for
$\theta_{-a_{\mathrm{V}}-a}.\cdots \mathit{0}1u=0$ is spanned by $N$ functions
$|x|^{b_{p}}(\log|x|)^{l}$ $(\ell=0,1, \ldots, N_{p}-1;p=1,2, \ldots, \gamma n)$ .
Since these funCtiOI.s belong to $c^{i+N,\alpha}(I)$ we conclude that $\mathrm{d}\mathrm{i}\mathrm{I}\mathrm{K}\mathrm{l}\mathrm{K}\mathrm{e}\mathrm{r}]_{\Phi}=N$ in the case
$ab=0$ and $2N$ in the case $ab<0$ . Thus we have proved Theorem 2.2 for $k\geq N$ . Due to
the colnlnutativc diagranl in Proposition 2.6, we complete the proof.
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3. INVERSE BIFURCATION PROBLEM
In this section we discuss the illverse bifurcation problem lnentioned in \S 1. We first recall
the following scheIne:
Lemnla 3.1. Let $X,$ $Y,$ $Z$ be Banach spaces. let $F$ be a $C_{\text{ }^{}p}$ -map $(p\geq 1)$ of a neighborhood of
$()$ in $X\cross 1^{r}?ntoZ$ , and assume (1.2), (1.3). (1.4). Then there are a neighborhood $U_{1}\cross V$ of
$(0, ())$ in $X_{1}\cross Y$ , a neighbo$7^{\cdot}hoodU$ of $0$ in X. and a $C^{p}$ -diffeomorphism $G$ of $U_{1}\cross V$ onto
$lI$ such that $F(G(_{i}x_{1}, y),$ $y)=0$ for each $y\in V,$ $x_{1}\in U_{1}$ .
$P’(\mathrm{o}f$. Let $X_{2}$ be a complelrlelltary closed subspace of $X_{1}$ and set $\tilde{F}((x_{1}, y),$ $x2):=F^{\urcorner}(x_{1}+$
$.t\cdot\underline{‘)}y\mathrm{I}\sim’$ . Thcl] $I^{J^{\urcorner}}\sim$ is a $C^{T}$”-lnap of a neighborhood of $0$ in $(X_{1}\cross Y)\cross X_{2}$ to Z. By (1.4),
$l_{t_{\sim}}^{l}\urcorner()(\mathrm{t})$ , $())$ , $())$ is an isomorphisln on $X_{2}$ onto $Z$ . Hence, by applying the implicit function
theoreln to $\tilde{F}^{\gamma}$ . there exist a neighborhood $U_{1}\cross V$ of $(0,0)$ in $X_{1}\mathrm{x}Y$ , a neighborhood $U$ of
$()$ ill $X$ , and a $(^{\prime p}$-lnap $\varphi$ of $U_{1}\mathrm{x}V$ onto $U$ such that $\tilde{F}^{\urcorner}((x_{1}, y),$ $\varphi(X1, y))=0$ , and moreover
the derivative of $\varphi(.r_{1},, .?/)$ is colnputed as, for each $\dot{x}_{1}\in X_{1},$ $?j\in Y$ ,
$\varphi_{(a_{1}\mathrm{v})}((), \circ)(j_{1}, \mathrm{t}j)=-(F_{x}(\mathrm{o}, \mathrm{o})|_{X_{2}})-1\tilde{F}(x1,y)((\mathrm{o}, 0),$ $0)(\dot{x}_{1,\dot{y})}$
$(_{\backslash }3.1)$ $=-(f_{x}^{1}’(0, \mathrm{o})|_{\mathrm{Y}}\mathit{2})^{-}1\{F^{1}(x0,0)\dot{X}1+F_{y}(0,0)?j\}$
$=-(F_{x}(\mathrm{o}, ())|x_{\mathit{2}})-1\Gamma_{y}^{J}(\mathrm{o}, \mathrm{o})\dot{y}\in X_{2}$,
due to $X_{1}=\mathrm{K}\mathrm{e}\mathrm{r}I^{\urcorner}’(x0,0)$ . We now define $G(x_{1)}y):=x_{1}+\varphi(x_{1}, y)$ . Then $G(x_{1}, y)$ is a $C^{\gamma}p-$
map of $U_{1}\cross V$ onto $U$ and satisfies $F^{\urcorner}(G(x1, y),$ $y)=0$ . From (3.1) we have $G_{()}x_{1},y(\dot{x}1, \mathrm{t}j)=$
$J_{\mathit{1}}^{:}-(l\forall^{\urcorner}(f0, ())|_{X_{2}})^{-1}\Gamma\prime^{1}(y0, ())|j$. In view of (1.3) this operator is an isolnorphisln of $X_{1}\cross\}’$
onto $X$ . The proof is complete. $\square$
For a function spaces setting, let $0<\alpha<1/2$ , let $I:=[a, b]$ be a bounded interval with
$\mathit{0}<0<b$ , and introduce the function spaces
(3.2) $X_{\alpha}:= \{.q([_{1_{\text{ }}})\in(^{\mathrm{v}1}(I)|.q(\mathrm{o})=g’(0)=0,\sup_{k\in I,h\neq k}\frac{|g(/k)-g’(fl)|}{|k-f_{l}|^{\alpha}}h,\cdot<\infty\}$ ,
(3.3)
$1^{\nearrow}:=(\gamma\{l^{l()}h\in C_{/}(^{[})|\mathrm{t}l(\mathrm{t}))=(),$
$/|_{\text{ }}\mu’(’ \iota)\in C_{\text{ }}(I),\sup_{h,k^{\sim}\in I,h\neq k}$
.
$\frac{||k^{n}|^{3/}2\mu\prime(k)-|f_{l|(f_{l})|}3/2/\mu}{|k-fl|^{\alpha+1}/\underline{\cdot)}}<\infty\}$ .
Throughout this section, we assuIne that the first eigenfunction $v_{1}(x)$ (norlnalized by
$v_{1}(0)=1)$ of (1.7) satisfies: (A1) $v_{1}^{\prime/}(0)<0$ , (A2) $?)’(1x)<0(0<x\leq 1)$ . Under these
assumptions, if.q and $\mu:=\lambda-\lambda_{1}$ are sufficiently small then the solution $v$ of (1.6) satisfies
$|’)(J)|\leq|v(0)|(0\leq x\leq 1)$ . This observation, together with [1, Lemma 3.1], yields:
Lelnlna 3.2. $LctX_{\mathfrak{a}},$ $1^{\nearrow}(y$ be $Ba7lach$ spaces defined in (3.2), (3.3) with $0<\alpha<1/2$ and
$aS6u7ne’(A1),$ $(A2)$ . The$r\iota_{}F$ defined by (1.9) is a $C^{1}$ -rnap of a neighbourh,$ood$ of $(0,0)$ in
$X_{(\}}\mathrm{x}Y_{\alpha}$ to $\}_{\alpha}’$ . $ThcF’\cdot\acute{c}Chet$ denuative $F_{\mu}(\mathrm{O}, 0)$ is written in the form (1.11), and hence is
$on/so\gamma\gamma \mathit{0}\uparrow \mathrm{y})hism$ of] $r_{CX}$ onto $1_{\alpha}^{7}$ . $Af\prime f_{\mathit{0}}rcoverI_{g}’(\urcorner 0, \mathrm{o})$ is written as (1.14) $w\dot{\uparrow,}th$ the function $\Psi(t)$
$(fc^{\mathrm{J}}fi’\iota(X(\supset]\gamma.\uparrow l(1.131’$ .
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We shall apply Theoreln 2.2 to $J_{\Phi}$ with $\Phi$ defined by
(3.4) $\Phi(f):=\Psi(t)t^{\alpha+\mathrm{i}}=,’\frac{t^{c\chi+\mathit{2}}}{1_{1}’(1)v1(v1(-1f))},$ ,
relying on the following
Lemlna 3.3. Let $\tilde{]}^{\Gamma}$ be th, $\mathrm{c}f_{\mathcal{U}nc\dagger \mathit{0}}\dot{|}n$ space defined by
$\iota^{\sim_{\gamma}}(1$ $:= \{\phi(/\})\in(’ 1(I)|(b(0)=(\beta’(0)=0,\sup_{h,\mathrm{A}^{\backslash }\in\Gamma,h\neq k}\frac{||k|^{1}/\mathit{2}_{\mathrm{t}\mathrm{P}}/(k)-|fx|1/2\phi/(h)|}{|k-f\iota|^{\alpha}+1/2}<\infty\}$








$f_{\mathrm{t}1(\backslash } \prime^{1},\cdot:=\{.f(/\})\in(^{\prime’ 1}(I)|.f(0)=f’(0)=0,\sup_{\in f1,\mathrm{t}I,h\neq k}$
.
$\frac{||k\prime|^{\delta}.f’(k)-|fl|^{\delta}f/(h)|}{|k-h|^{\alpha+\delta}}<\infty\}$ .
An elementary estilnation sllows that $|f1’|^{O+}1.:c1,\alpha+\delta(I)arrow E_{\alpha,\delta}$ is an isomorphism, provided
that $()<\mathrm{c}\iota\leq()+\delta\leq 1$ . Noting that $X_{C\mathrm{t}}=\mathrm{f}_{\alpha 0}^{j^{\urcorner}},,\tilde{\}}’,_{\alpha}=B_{\alpha.1/2}^{\urcorner}$ , we see that the vertical lnaps
are isolnorphisms. Other assertions are also easily checked. $\square$ .
We now introduce the function
$\zeta_{q}(z):=\int_{0}^{1}v_{1}(x)^{z}dx$ $(=- \int_{0}^{1}\frac{t_{\text{ }^{}z}}{v_{1}’(v_{1}^{-}(1t))}dt\mathrm{I}\cdot$
Let us assulne $q(x)\in(^{\mathrm{Y}2}[(), 1]$ in addition to (A1), (A2). Then an elementary calculation
shows that $-, \frac{1}{1f(1|\prime-1(1|))}$ is expressed as
$- \frac{1}{\tau_{1}!’(\mathrm{c}^{-1}1(\ell))},=\Lambda(1-t^{2})-1/2+Q(t)$ ,
where A $:=(-v_{1}^{\prime/}(()))-1/2$ and $Q$ is a function in $C[0,1]\cap C^{\mathit{2}}[\prime 0,1)$ satisfying $|Q’(t)|\leq M(1-$
$t)^{-\mathrm{l}/\mathit{2}}$ . $|Q^{\prime/}(t)|\leq M(1-t)^{-3/2}$ witth some positive constant $M$ . Hence it follows from the
saJllc argulllent as in Theorenl 2.2 that, $\zeta_{q}(z)$ is holomorphic in ${\rm Re} z>-1$ with at lnost
finitely lnany zeros on ${\rm Re} z\geq\eta$ for each $?l>-1$ . Since $(_{3q}(\overline{z})=\overline{\zeta_{q}(z)}$ for ${\rm Re} z>-1$ and
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Theorem 3.4. Supposc that ($]$ is $r\iota t^{\backslash }e\mathit{0},l$ function of class ( ‘2 $[(\mathrm{J}, 1]$ satisfyi$7\iota g$ (A1), (A2), and
($\}\in((),$ $1,/_{2)}$ is $ony7m?\prime be/\tau$ such that
(3.6) $\zeta_{q}(\approx)\neq 0$ $({\rm Re}\approx=\alpha+2)$ .
$L\epsilon t\Gamma(.q)$ be the fitst $bifu7ca\dagger i_{\mathit{7}}lgt$) $?^{\mathrm{B}}a\gamma Ch$ of.q defined in \S 1. Then there exist a neighborhood $U$
of $0\uparrow X_{\mathrm{y}},on(l$ a $neighbo?\cdot h_{\mathit{0}}\mathrm{o}dV$ of $0$ in $V_{\alpha}$ such that.$\cdot$
(i) $F\mathrm{o}/\cdot$ coch $\mathrm{L}($] $\in Uth\mathrm{c},’\cdot c$ is a uniquc $\mu\in V$ such thaf the $scct\uparrow,on$ in $a\leq fi\leq b$ of the
first $b/fu$ ”$\mathrm{c}’(lti,gb\uparrow 07lch\Gamma(g)co\uparrow nC?dCs$ with $\{(\lambda_{1}+\mu(fl), f1)|a\leq fl\leq b\}$ . The assignment
$\pi:.(/arrow l^{l}$ is a $(^{\mathrm{v}1_{-\uparrow}}$ } $lapfi’ O\uparrow/lU$ onto $V$ .
(ii) If $(^{\vee}(’(z)$ has no zcros in the 7 $cgi_{\mathit{0}}n{\rm Re}\approx>\alpha+2$ then $\pi$ is a $c^{1}- diff’ eo?rlO7’ \mathrm{P}^{h}iSm$ of $U$
onto $V$ .
(iii) If $(_{q}(\approx)$ has zeros $\sigma_{1}\pm i\tau_{1},$ $\ldots.\sigma_{m}\pm i\tau_{m}$ with multiplicities $N_{1},$ $\ldots,$ $N_{m}$ in the region




$(l=(\mathrm{J}, .., N_{p}-1:p=1,2, .., \uparrow\prime l)$ ,
$th_{C^{)}\prime C}/S$ $a$ $/l(_{-}^{\text{ }}ighbo" ho()dU_{1}$ of $()$ in $X_{\rceil}o_{\text{ }}nd$ a $(\mathrm{j}^{1}’- diff_{C})O\uparrow’ lO\uparrow_{\mathcal{Y}^{h}}is\uparrow\gamma lG$ of $U_{1}\cross V$ onto $U$ such
$th\mathit{0}t$ . $f_{\mathit{0}7}\cdot(.(/, l^{l})\in U\cross V,$ $\pi(.\mathrm{c}/)=\mu$ is equiualent to $.c/=G(x_{1}, \mu)$ with $x_{1}\in U_{1}$ .
Ptoof. It is easily checked that, $\Phi$ defined by (3.4) satisfies $(\mathrm{I})_{1)}$ in Theorem 2.2 with $\epsilon=l’=$
($\}+3,$ $i=2,$ $\delta=(’=1/2$ . Relation (3.5) and assulnption (3.6) imply that $\Phi$ is non-resonant.
Hcncc. by Theoreln 2.2 with $k=1,$ $.J_{\Phi}$ : $C^{1.\alpha}(l)arrow c^{1,\alpha \mathrm{f}1/}2(I)$ is surjective. In view of
(3.5), the zeros $b_{p}$ of $I-$)$\Phi(z)$ in ${\rm Re} z>()$ are written as $b_{p}=\sigma_{p}\pm i\tau_{p}-\alpha-2$ and therefore
$\mathrm{K}\mathrm{e}\mathrm{r}|J_{\Phi}$ is a $4(N_{1}+\cdots+N_{p})$-dimensional subspace of $C^{1,\alpha}(I)$ spanned by the functions
$\mathrm{v}_{[a,()}||f\iota|\sigma_{p}\pm i\mathcal{T},)-c\mathrm{Y}-2(\log|/i|)^{;},$ $\chi_{[(}),b||fi|^{\sigma_{\mathit{4}}}J\pm j\mathcal{T}_{p}-\alpha-2(\log|fi|)^{\ell}$ . This, together with Lelnlna 3.3, shows
that $l_{\mathit{9}}^{1}0,0)$ : $X_{\alpha}arrow Y_{\alpha}$ is surjective and the kernel $\mathrm{K}\mathrm{e}\mathrm{r}f_{g}^{\mathrm{j}^{\urcorner}}(0, \mathrm{o})$ is a $4(N_{1}+\cdots+N_{p})-$
dilllcllsional subspace of $X_{\alpha}\mathrm{s}\iota$) $\mathrm{a}\mathrm{n}\mathrm{n}\mathrm{e}\mathrm{d}$ by the functions in (3.7). We now apply Lelnlna 3.1
$\mathrm{w}\mathrm{i}\mathrm{t}_{e}\mathrm{h}X=X_{C1},1^{\gamma}=z=Y\mathfrak{a}$ to complete the proof. $\square$
RclIlark. From tlle property of $\mathrm{t}_{q}(\approx)$ lnentiolled above, the assuInption (3.6) is satisfied
exeept for at lnost finitely $1\mathrm{I}\mathrm{l}\mathrm{a}\mathrm{n}_{\mathrm{Y}^{\alpha}}\in(0,1/2)$ .
$\mathrm{W}^{r}\mathrm{e}$ wish to point out (without the proof) that any nonnegative multiple of 4 in Theoreln
3.4 can be actually realized by a concrete $\mathrm{f}\mathrm{a}\mathrm{I}\mathrm{n}\mathrm{i}\mathrm{l}\mathrm{y}$ of Sturln-Liouville operators.
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