




















attracted	many	 researchers	 in	 order	 to	 find	 efficient	 approaches	 to	
address	them.	However,	the	classification	problem	has	become	very	
complicatedespecially	 when	 the	 number	 of	 possible	 different	
combinations	of	variables	is	so	high.	In	this	research,	we	evaluate	the	
performance	 of	 Genetic	 Algorithm	 (GA)	 and	 Particle	 Swarm	
Optimization	 (PSO)	as	 feature	 selection	algorithms	when	applied	 to	
high	 dimensional	 datasets.Our	 experiments	 show	 that	 in	 terms	 of	
dimensionality	 reduction,	 PSO	 is	 much	 better	 than	 GA.	 PSO	 has	
successfully	 reduced	 the	 number	 of	 attributes	 of	 8	 datasets	 to	
13.47%	on	average	while	GA	is	only	31.36%	on	average.	In	terms	of	










of	high	dimensional	datasets	with	hundreds	of	 thousands	of	 features	 is	not	
unusual[1].	 In	 other	 words,	 modern	 data	 sets	 are	 very	 often	 in	 high	
dimensional	 space.	 Extracting	 knowledge	 from	 huge	 data	 requires	 new	
approaches.	The	more	complex	the	datasets,	the	higher	the	computation	time	
and	 the	 harder	 they	 are	 to	 be	 interpreted	 and	 analysed.	 	 Therefore,	
classification	 on	 high	 dimensional	 data	 has	 become	 a	 recurring	 problem;	
since	it	occurs	in	various	data	mining	applications	for	which	a	decision	step	is	
necessary.	
The	 impact	 of	 high	 dimensionality	 on	 classification	 is	 poorly	
understood[2].	Many	datasets	such	as	microarray,	DNA,	proteomics,	etc.	have	
thousands	or	more	 features	while	 the	 sample	 size	 (number	of	 instances)	 is	
typically	 tens	 or	 less	 than	 hundred.	 Most	 of	 basic	 classifiers	 break	 down	
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