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Abstract
In the streaming multi-pattern search problem, which is also known as the streaming dictionary
matching problem, a set D = {P1, P2, . . . , Pd} of d patterns (strings over an alphabet Σ), called
the dictionary, is given to be preprocessed. Then, a text T arrives one character at a time and
the goal is to report, before the next character arrives, the longest pattern in the dictionary that
is a current suffix of T . We prove that for a constant size alphabet, there exists a randomized
Monte-Carlo algorithm for the streaming dictionary matching problem that takes constant time
per character and uses O(d logm) words of space, where m is the length of the longest pattern
in the dictionary. In the case where the alphabet size is not constant, we introduce two new
randomized Monte-Carlo algorithms with the following complexities:
O(log log |Σ|) time per character in the worst case and O(d logm) words of space.
O( 1ε ) time per character in the worst case and O(d|Σ|
ε log mε ) words of space for any 0 < ε ≤ 1.
These results improve upon the algorithm of Clifford et al. [12] which uses O(d logm) words of
space and takes O(log log(m+ d)) time per character.
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1 Introduction
We consider one of the most fundamental pattern matching problems, the dictionary matching
problem [12, 16, 5, 6, 30, 20, 7, 21, 17, 18, 4], where a set of patterns D = {P1, P2, . . . , Pd},
called the dictionary, is given along with a string T , called the text, such that each pattern
Pi is a string of length mi, and all the strings are over an alphabet Σ. The goal is to
find all the occurrences of patterns from D in T . The dictionary matching problem is a
natural generalization of the simple pattern matching problem of one pattern, and it has
many applications in different areas. For example, in the area of Intrusion Detection and
Anti-Viruses systems [36], the goal is to detect viruses in a stream of data by looking for
known digital signatures of these viruses. Due to the importance of the problem, significant
efforts have been made to speed up algorithms for this problem, for example, by using
GPUs [38, 39, 37, 40, 43, 26] or even using a designated hardware [15, 2, 41, 29, 42, 9].
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The streaming model. In the streaming model [3, 25, 32, 28], we have a stream of data to
process in near real-time while using only sublinear space. For pattern matching problems,
the pattern is given in advance and the text arrives one character at a time, and the goal is
to decide after the arrival of each character, whether the current suffix of the text matches
the preprocessed pattern. Since the seminal paper of Porat and Porat [33] which introduced
the first algorithm for this problem in the streaming model, there has been a rising interest
in solving pattern matching problems in the streaming model [10, 14, 31, 11, 27, 12, 13, 22].
For the dictionary matching problem in the streaming model, D is given in advance, and
the text T arrives one character at a time. After the arrival of T [q] the algorithm must report
the longest1 suffix of T [1..q], which is a pattern in D. The space usage of the algorithm is
limited to sublinear space, hence, one cannot even store the dictionary D explicitly. The
efficiency of algorithms in this model is measured by the amount of time required to process
a text character and the total space usage of the algorithm. Another closely related model is
the online model, which is the same as the streaming model without the constraint of using
sublinear space.
Previous results and related work. The current most efficient algorithm for the streaming
dictionary matching is due to Clifford et al. [12] which uses O(d logm) words2 of space and
takes O(log log(d+m)) time per character, where m = max{mi} is the length of the longest
pattern. This algorithm assumes that there are no two patterns Pi, Pj ∈ D such that Pi is a
suffix of Pj . Otherwise, the algorithm reports any time some pattern that is a current suffix
of the text, but not necessarily the longest one. The algorithm is a randomized Monte-Carlo
algorithm and is correct with high probability.
In the online model, most of the algorithms are variations of the Aho and Corasick [1]
algorithm. This algorithm has two versions, the DFA (deterministic finite automaton) and
the state-machine. The DFA version takes O(1) time per character and uses O(M |Σ|) words
of space, where M =
∑d
i=1 mi is the sum of the patterns’ length. The state-machine version
uses only O(M) words of space, and its amortized running time is also constant. However,
for the online model, which measures the running time per character, in the worst case the
state-machine version takes Ω(m) time per character, which is unreasonable. Hence, the
algorithm of Kopelowitz et al. [30], improves the state-machine algorithm, to O(log log |Σ|)
time per character, and it still uses O(M) words of space and O(1) amortized time per
character. Both Aho and Corasick [1] and Kopelowitz et al. [30] algorithms are deterministic,
and we use some of their concepts in our results.
Our results. Our first result is for the case of a constant alphabet and is stated in the
following theorem:
I Theorem 1. For a constant size alphabet, there exists a randomized Monte-Carlo algorithm
for the streaming dictionary matching problem that succeeds with probability 1− 1/poly(n),
spends constant time per arriving text character and uses O(d logm) words of space.
1 This is a common simplification in which one must only report the longest pattern that has arrived (if
several patterns end at the same text location), since converting such a solution to one that reports all
the patterns is straightforward with additional time which is linear in the number of reported patterns,
and this way the focus is on the time cost that is independent from the output size.
2 We assume the RAM model where each word has size of Ω(log n) bits
S. Golan and E. Porat 41:3
We mention the open problem of Breslauer and Galil [10] who solve the problem for
the case of one pattern. They ask whether Ω(d logm) words of space is required for any
streaming dictionary matching algorithm. If the answer to this problem is positive, then the
algorithm of Theorem 1 has optimal time and space.
For the general case where the alphabet size is arbitrary, we introduce two new algorithms,
and each of them suffices as a proof for Theorem 1. The first algorithm is an improvement
over the algorithm of Clifford et al. [12] with the same space usage, but with running time of
O(log log |Σ|) time per character, compared to O(log log(m+ d)) time per character of [12].
Moreover, our algorithm solves the stronger version of the problem where the algorithm has
to report the longest1 pattern in D which is a current suffix of the text.
I Theorem 2. There exists a randomized Monte-Carlo algorithm for the streaming dictionary
matching problem that succeeds with probability 1− 1/poly(n), spends O(log log |Σ|) time per
arriving text character and uses O(d logm) words of space.
We point out that even though someone who is familiar with the area would expect an
amortized O(1) time per character for the algorithm of Theorem 2, unfortunately this is not
the case. In the algorithm for the online model by Kopelowitz et al. [30], the algorithm has a
tree of states, and after the arrival of a character the algorithm moves to a state which its
depth is larger than the former state’s depth by at most one. Thus, the amortized analysis
of this algorithm was based on the depth of algorithm’s state. In our algorithm, we also have
states with depths but we could sometimes jump into a state that is much deeper than the
former state, therefore, such an amortized analysis will not hold. An interesting question is
whether one can design an algorithm with the same space usage and worst case time per
character, but with amortized O(1) time per character.
Our second algorithm is a real-time algorithm, with a small amount of extra space.
I Theorem 3. For any constant 0 < ε ≤ 1 there exists a randomized Monte-Carlo algorithm
for the streaming dictionary matching problem that succeeds with probability 1− 1/poly(n),
spends O( 1ε ) time per arriving text character and uses O(d|Σ|
ε log mε ) words of space.
1.1 Algorithmic Overview
We prove simultaneously Theorem 2 and a degenerate version of Theorem 3, where ε = 1, as
stated in the following lemma:
I Lemma 4. There exists a randomized Monte-Carlo algorithm for the streaming dictionary
matching problem that succeeds with probability 1− 1/poly(n), spends O(1) time per arriving
text character and uses O(d|Σ| logm) words of space.
Then, Theorem 3 is deduced from Lemma 4 by implying the following theorem of Rozen [34].
I Theorem 5. Let A be an algorithm for the online dictionary pattern matching problem which
uses O(sA(d,m, |Σ|)) words of space and takes O(tA(d,m, |Σ|)) time per character. Then,
for any 0 < ε ≤ 1, there exists an algorithm Aε for this problem which uses O(sA(d, mε , |Σ|
ε))
words of space and takes O( 1ε tA(d,
m
ε , |Σ|
ε)) time per character.
The algorithms for Theorem 2 and Lemma 4 are very similar and have only small number
of differences, therefore we describe them as one algorithm, and demonstrate only the
differences. We follow the basic partition of D, presented by Clifford et al. [12], into three
types of patterns. The types are short patterns, long patterns with a small period length,
and long patterns with a large period length. We introduce an algorithm for each type,
A1, A2a, and A2b, respectively. Theorem 2 and Lemma 4 are obtained by running all three
algorithms in parallel.
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Each one of the algorithms A1, A2a, and A2b is composed of two phases. At the
high level, the algorithm considers for each pattern logm prefixes, called heads of the
pattern. For a pattern Pi of length mi, the algorithm considers all the prefixes of length
` ∈ (mi − 2 logm,mi − logm]. Thus, the total number of heads is at most d logm. The
algorithm utilizes the fact that each occurrence of Pi in the text must begin with an occurrence
of some head, such that this occurrence ends at a position which is a multiple of logm.3
In the first phase, at each text position that is a multiple of logm, the algorithm finds
the current longest suffix that is a head of some pattern. The running time of the first phase
is as stated in Theorem 2 or Lemma 4, with additional O(logm) running time for each text
position that is a multiple of logm. This runtime is de-amortized during the arrival of logm
characters between each two such positions. We introduce the first phase of A1 in Section 4
and the first phase of A2a and A2b in Section 5.
In the second phase, after finding the longest suffix that is a head of some pattern, the
algorithm reads the text one character at a time using a state machine, which is inspired by
the Aho and Corasick [1] algorithm. The initial state is obtained by the longest head that is
found in the first phase, and each state transition is done according to the character that
arrived. Whenever a pattern in the dictionary is a current suffix of the text, the state of the
machine represents this pattern or a longer string which this pattern is its suffix. Hence, the
algorithm has the correct pattern to report at any time. The details of the second phase
appear in Section 3.
2 Preliminaries
A string S of length |S| = ` is a sequence of characters S[1]S[2] . . . S[`] over an alphabet Σ.
A substring of S is denoted by S[x..y] = S[x]S[x+ 1] . . . S[y] for 1 ≤ x ≤ y ≤ `. If x = 1, the
substring is called a prefix of S, and if y = `, the substring is called a suffix of S.
A prefix of S of length y ≥ 1 is called a period of S if and only if S[i] = S[i+ y] for all
1 ≤ i ≤ `− y. The shortest period of S is called the principal period of S, and its length is
denoted by ρS . If ρS ≤ |S|2 we say that S is periodic.
The proof of this lemma and other lemmas will appear in the final version of this paper.
I Lemma 6. Let u be a periodic string with principal period length ρu. If v is a substring of
u of length at least 2ρu then ρu = ρv.
The cyclic shift of S is σ(S) = S[2..`]S[1]. For any 0 ≤ i < ` the ith cyclic shift of S is
σi(S) = S[i+ 1..`]S[1..i].
Fingerprints. For a natural number n we denote [n] = {1, 2, . . . , n}. For the following
let u, v ∈
⋃n
i=0 Σi be two strings of length at most n. Porat and Porat [33] and Breslauer
and Galil [10] proved that for every constant c > 1 there exists a fingerprint function
φ :
⋃n
i=0 Σi → [nc], such that:
1. If |u| = |v| and u 6= v then φ(u) 6= φ(v) with high probability (at least 1− 1nc−1 ).
2. The sliding property: Let w=uv be the concatenation of u and v. If |w| ≤ n, then given
the length and the fingerprints of any two strings from u,v and w, one can compute the
fingerprint of the third string in constant time.
3 For the sake of simplicity we assume that log m is an integer, if this is not the case we use dlog me
instead.
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Our algorithms often uss fingerprints in order to quickly validate if two strings are equal
or not. To ease presentation, in the rest of the paper we assume that fingerprints never
give false positives. This assumption is covered by the algorithms only failing with small
probability.
2.1 Multi-labeled Trees with Lowest Labeled Ancestor queries
Let L be a set of labels of size |L| = λ. A multi-labeled tree T is a rooted tree such that
each node v ∈ T is associated with some Lv ⊆ L. For each v ∈ T and ` ∈ L, the lowest label
ancestor LLA(v, `) is the lowest node u on the path from the root of T to v such that ` ∈ Lu,
or ⊥ if such u does not exist. We denote the total size of all the labels among the entire tree
by M =
∑
v∈T |Lv|. The following theorem is due to Kopelowitz et al. [30].
I Theorem 7 (Deduced from [30, Theorem 3]). For any multi-labeled tree T with a label set
L = {1, 2, . . . , λ}, there exists a data structure that supports LLA queries in O(log log λ) time
and uses O(n+M) words of space where n is the size of the tree and M =
∑
v∈T |Lv|.
3 The Second Phase Algorithm
In this section, we introduce the second phase of algorithms A1, A2a, and A2b. For each
Pi ∈ D we define the jth head of Pi to be Pi[1..mi − j]. The jth heads set is Headsj(D) =




Headsj(D) = {Pi[1..mi − j] |Pi ∈ D , j ∈ L , |Pi| ≥ j}
We assume that an algorithm A for the first phase is given such that at each text position
q that is a multiple of logm, A finds the longest string in Heads[log m,2 log m)(D) that is a suffix
of T [1..q]. The time per character and space usage of A matches Theorem 2 or Lemma 4,
with additional O(logm) time per text position that is a multiple of logm.
Our algorithm uses concepts from the Aho and Corasick algorithm [1] and especially
from its online version of Kopelowitz et al. [30]. The main idea in our implementation is
that instead of creating the complete Aho and Corasick state machine, we create only states
that correspond to strings in Heads[0,2 log m)(D), which are all the 2 logm longest prefixes
of each pattern in the dictionary. Thus, the number of states is O(d logm). To overcome
the missing states, the algorithm uses the pattern prefixes reported by A to jump into the
correct state soon enough, before it has to report on a pattern occurrence.
The algorithm creates a state vS for each S ∈ Heads[0,2 log m)(D) and one additional state
vε for the empty string. In addition, the algorithm creates a perfect hash table [19, 23, 24, 35]
that stores a pointer from the fingerprint of any S ∈ Heads[log m,2 log m)(D) to the state vS .
Another perfect hash table stores for the fingerprint of each S ∈ Heads[0,2 log m)(D) the index
of the longest pattern in D which is a suffix of S, if such a pattern exists.
Intuitively, the goal is that whenever the machine’s state is vS and the character that
arrived is ω, the machine transits into the state vS′ where S′ is the longest suffix of Sω
among all the states’ strings. Since vε exists, such a transition is always well defined. For the
algorithm of Lemma 4 each state stores explicitly all the |Σ| transitions that correspond to
any possible character, as in DFA. However, for Theorem 2 this goal is apparently impossible
without a factor of |Σ| for the space usage. Therefore, we are satisfied with a slightly weaker
property, which is sufficient for the goal of reporting all patterns’ occurrences. In the following
paragraphs we introduce the details of the algorithm for Theorem 2.
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State machine for Theorem 2. For each state vS that represents the string S and for each
ω ∈ Σ, if there exists a state corresponding to the string S′ = Sω, the algorithm has a goto
link from S to S′ with the label ω. All the goto links of vS are maintained in a perfect hash
table due to their labels. In addition, vS has a failure link to vS∗ where S∗ is the longest
proper suffix of S that has a state in the machine. Since the empty string has a state, vε,
the failure link is defined for every state, except for vε itself.
The failure tree. We define the failure tree of the state machine, Tfail, as the tree induced
by the states of the machine and the failure links. Since each state has exactly one failure
link, except for vε, Tfail is well defined. We consider Tfail as a multi-labeled tree, with L = Σ
as the set of labels, and for each state vS ∈ Tfail and ω ∈ Σ we have that ω ∈ LvS if and
only if vS has a goto link with the character ω. The algorithm creates the data structure of
Theorem 7, which supports LLA queries in O(log log |Σ|) time on Tfail.
Performing a transition. When the machine’s state is vS and the character ω arrives, the
algorithm performs the following transition. Firstly, if vS has a goto link with label ω, the
algorithm uses this link and moves into vSω. If such a link does not exist, the algorithm
performs the LLA(vS , ω) query. Let vS′ ∈ T be the result of the query, then vS′ has a goto
link with the label ω, and the algorithm uses this link to move into vS′ω. If LLA(vS , ω) =⊥,
the algorithm moves to state vε. This ends the special part of the algorithm for Theorem 2.
Text processing. The second phase algorithm runs A to process each text character that
arrives. On each position q which is a multiple of logm the algorithm creates a new process,
which is alive until the time T [q + 2 logm] arrives, and then the process is terminated by the
algorithm. Hence, at any time the algorithm runs two processes.
Focus on the process that starts when T [q] arrives for q which is a multiple of logm.
While the first log m2 characters (T [q], . . . , T [q +
log m
2 − 1]) arrive, the algorithm executes A
for O(logm) time to retrieve S ∈ Heads[log m,2 log m)(D) which is the longest suffix of T [1..q],
and keeps a buffer of the arriving characters. This execution takes O(1) time per character by
standard de-amortization. Then, when the subsequent log m2 characters arrive the algorithm
uses the buffer, and performs all the logm transitions beginning at vS . Thus, by performing
two transitions per arriving character, using the buffer, when T [q+logm] arrives, the machine
already performed the transitions corresponding to the first logm characters.
At the following logm characters, the algorithm continues to perform transitions according
to the text characters. Whenever the machine is in a state vS′ , the algorithm reports the
longest suffix of S′ that is a pattern in D, as the current longest suffix of the text that is a
pattern in D, using the preprocessed hash table.
Due to the following lemma, the machine’s state corresponds to a sufficiently long suffix
of the text at any time. In particular, while processing the last logm characters of each
process, if some Pi is a suffix of the text, then Pi is also a suffix of the machine’s state string.
I Lemma 8. Consider the process that starts when T [k logm] arrives. Let vS be the state
of the machine after processing T [k logm+ i] for 0 ≤ i < 2 logm. Then, the longest suffix of
T [1..k logm+ i] in Heads[max{0,log m−i},2 log m−i)(D) is a suffix of S.
Hence, since at any time there is a process which reads the arriving character as part of
its last logm characters and reports matches, we deduce the following corollary.
I Corollary 9. When T [q] arrives, the algorithm reports the longest pattern in D that is a
suffix of T [1..q].
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Complexities. The number of states in the machine is O(|Heads[0,2 log m)(D)|) = O(d logm).
For the algorithm of Lemma 4, each state has |Σ| links, one for each ω ∈ Σ. Therefore, the
space usage of the second phase is O(d|Σ| logm). The second phase for Lemma 4 takes O(1)
time per character, since each transition is performed in constant time.
For the algorithm of Theorem 2, each state vS has at most one goto link into vS and one
failure link from vS . Therefore, there are O(d logm) links. Since Tfail has O(d logm) nodes,
and the total size of all the nodes’ labels sets is exactly the number of goto links, then the
LLA data structure uses O(d logm) words of space. Therefore, the total space usage of the
algorithm is O(d logm) words. The processing of each character requires a LLA query, thus,
the second phase of Theorem 2 takes O(log log |Σ|) time per character.
4 Short Patterns
For very short strings Pi ∈ D of length at most 2 logm, we use the algorithm of Aho
and Corasick [1]. More specifically, for the algorithm of Theorem 2, we use the version of
Kopelowitz et al. [30], which takes O(log log |Σ|) time per character in the worst-case and
uses O(d logm) words of space. For the algorithm of Lemma 4, we use the DFA version of [1,
Section 6], which takes O(1) time per character and uses O(d|Σ| logm) words of space.
In this section, we introduce the first phase of A1, which deals with patterns of D1 =
{Pi ∈ D | 2 logm < mi ≤ 8d logm}. Intuitively, at each position that is a multiple of logm
the algorithm performs kind of a binary search for the longest text suffix which is a string in
Heads[log m,2 log m)(D1), similarly to the fat binary search of Belazzougui et al. [8]. We define
the text fingerprint of position q as φ(T [1..q]). The algorithm maintains a sliding window of
the last 8d logm text fingerprints. Maintaining this window takes O(1) time per character
using the sliding property of φ. Using this sliding window, for any 0 ≤ ` < 8d logm, one
can compute the fingerprint of T [q − `+ 1..q] in constant time. Hence, if the algorithm had
all the fingerprints of all the suffixes of strings from Heads[log m,2 log m)(D1), the algorithm
can easily perform the binary search where for each length it would make one query on a
perfect hash table that maintains the suffixes’ fingerprints. However, there exist too many
such suffixes to maintain in a perfect hash table.
Let imax = dlog2 min{m, 8d logm}e be the number of bits required to represent the
lengths of patterns in D1. The algorithm performs the binary search on the interval [0, 2imax ],
such that at each iteration the length of range considered by the algorithm is a power
of 2. For each P ∈ Heads[log m,2 log m)(D1) the algorithm maintains the fingerprints of
all the suffixes whose lengths may be queried by the binary search. These lengths are
exactly the lengths whose binary representation is the same as the binary representation
of |P |, except for some suffix of the representation that is replaced by zeros. Let ∆|P | =
{|P | − (|P |mod 2i) | 0 ≤ i ≤ imax} be the set of suffixes lengths for the string P . We define
Suffixes1 =
⋃
P∈Heads[log m,2 log m)(D1){P [|P | − `+ 1..|P |] | ` ∈ ∆|P |} to be the set of all suffixes
that may be queried by the binary search. Notice that |∆|P || ≤ imax ≤ dlogme and therefore
the total size of Suffixes1 is O(d log2 m). Given a perfect hash table that maintains the
fingerprints of all the strings in Suffixes1, the algorithm is able to find the longest string
in Suffixes1 that is a current suffix of the text by a binary search. At each iteration, the
algorithm computes the fingerprint of some suffix of T [1..q] and queries the hash table
with this fingerprint to validate that this suffix is in Suffixes1. By maintaining with each
S ∈ Suffixes1, the longest suffix of S from Heads[log m,2 log m)(D1), the algorithm is able to
report in O(logm) time the longest string from Heads[log m,2 log m)(D1) that is suffix of the
text. However, storing such a perfect hash table takes O(d log2 m) words of space, which is
too much. Thus, we have to reduce the space usage to O(d logm).
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Suffixes tree. In order to reduce the number of strings, we consider for each S ∈ Suffixes1
the string p(S) which must precede S in the binary search as the parent string of S.
Formally, if S is a suffix of some P ∈ Heads[log m,2 log m)(D1) of length |S| = ` ∈ ∆|P | and
`′ = max{`′ ∈ ∆|P | | `′ < `} is the length preceding ` in ∆|P | (if ` = 0, which is the minimum
value in ∆|P | let `′ = 0). Then, we define p(S) = P [|P | − `′ + 1..|P |] to be the suffix of S of
length `′. It is straightforward that p(S) ∈ Suffixes1. We define the suffixes tree, Tsuf , as the
tree induced by the strings and the parent string relation. Since each string has exactly one
parent, except for the empty string, Tsuf is well defined. Notice that a binary search that
finds S ∈ Suffixes1 as an intermediate result, must consider all the strings on the path from
the root to the node of S during its execution. Moreover, for each string S of length ` that is
an intermediate result of the binary search, in the iteration after finding S, the binary search
focuses on the range [`, `+ 2i(S)] where i(S) = max{i | `mod 2i−1 = 0}.
Compress Tsuf . The algorithm traverses the tree from the root to the leaves. For any string
S which has only one child, the algorithm shrinks the path from S to its first descendant
S′ that has at least two children, or S′ is in Heads[log m,2 log m)(D1). The shrinking is done
by setting child(S) = S′ and removing all the strings between. Let Suffixes′1 be the set of
remaining strings in the tree after the compression. The algorithm maintains a perfect hash
table that maps any S ∈ Suffixes′1 into i(S), and if S has only one child, S is associated also
with the length |child(S)|. In addition, S is associated with the index of the longest string
from Heads[log m,2 log m)(D1) that is a suffix of S as well.
Query processing. For each text position which is a multiple of logm, the algorithm finds
the current longest suffix from Heads[log m,2 log m)(D1) as follows. The algorithm initializes a
length ` = 0 and an exponent i = imax + 1. At each iteration, it must be that the suffix of
the text of length ` is in Suffixes′1, let denote this string as T`. On iterations where T` has
multiple children (which can be retrieved from the hash table), the algorithm decrements
i by one, computes the fingerprint of the text suffix of length `+ 2i and queries the hash
table with this fingerprint. If this fingerprint is maintained in the table then the length ` is
updated to `+ 2i. On iterations where T` has only one child, the algorithm computes the
fingerprint of the text of length |child(T`)| and queries the hash table with this fingerprint.
If this fingerprint is maintained in the table then the length ` is updated. Otherwise, the
search is terminated. When i < 0, the search is also terminated.
The following lemma states that the longest suffix of T [1..q] from Suffixes′1 is found by
the binary search. Since Heads[log m,2 log m)(D1) ⊆ Suffixes′1, it is guaranteed that if S is
the current longest suffix of the text from Heads[log m,2 log m)(D1) then the algorithm finds a
string S′ such that S is a suffix of S′. Hence, since the algorithm reports the longest suffix
of S′ that is a string from Heads[log m,2 log m)(D1), this string must be S.
I Lemma 10. When T [q] arrives, for q which is a multiple of logm, the first phase of A1
finds the longest suffix of T [1..q] that is a string in Suffixes′1.
Complexities. For every text character, the first phase of the algorithm just updates the
sliding window of fingerprints, in constant time. For a text position that is a multiple of
logm, the binary search is performed in O(imax) = O(logm) time. The algorithm maintains
a sliding window of O(d logm) text fingerprints. In addition, it stores a hash table that
maintains a constant number of words per each string in Suffixes′1. By simple analysis,
we have that |Suffixes′1| = O(d logm), so, the total space usage of the first phase of A1 is
O(d logm) words of space.
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5 Long Patterns
In this section, we treat the patterns whose length is at least 8d logm. The algorithm
distinguishes between patterns with a small period length and those with a large period
length. For each pattern Pi with length mi > 8d logm, we define Qi to be the prefix of Pi of
length |Qi| = mi − (2d+ 2) logm. In Section 5.1, we introduce the first phase of algorithm
A2a for D2a = {Pi ∈ D |mi > 8d logm and ρQi ≤ d logm}. In Section 5.2, we introduce the
first phase of algorithm A2b for D2b = {Pi ∈ D |mi > 8d logm and ρQi > d logm}.
5.1 Long Patterns with Short Periods
In this section, we introduce the first phase of A2a which considers patterns Pi of length
at least 8d logm, with ρQi < d logm. Intuitively, we utilize the periodicity of the patterns
prefixes and search for the same periodicity in the text in a sufficiently long substring. At
each position, if a string from Heads[log m,2 log m)(D2a) ended in this position, there exists an
occurrence of Qi which ends at the (2d+ 2) logm preceding positions. In particular, since
ρQi < d logm, it must be that the text contains a long substring that has a period length ρQi
that continues (at least) until the last (2d+ 2) logm positions. At any text position that is a
multiple of logm, by computing the fingerprint of the last 6d logm characters, the algorithm
determines a set of optional strings from Heads[log m,2 log m)(D2a) whose suffix of length
6d logm is a current suffix of the text. Notice that for each pair of such strings, one string
must be the suffix of the other. This is because for each S ∈ Heads[log m,2 log m)(D2a) there
exists a Qi, which is a prefix of S, and the suffix of S of length 6d logm must contain at least
two periods of Qi, thus, this periodicity must continue until the suffix of S of length 6d logm.
Therefore, to identify the longest text suffix that is a string in Heads[log m,2 log m)(D2a), the
algorithm finds the longest optional string that appears in the text due to the length of
the periodic subtext. The main challenge is in maintaining the periodicity of the text in a
manner that is easy to update (in constant time per character) and query. To tackle this
challenge we utilize the combinatorial relationships between different Qis.
For each Pi ∈ D2a, we denote prefix(Pi) = Pi[1..2d logm]. Due to Lemma 6 we have that
ρprefix(Pi) = ρQi . So, if Pi occurs at position c of the text, then in particular, prefix(Pi) occurs
at c, and by the periodicity of Qi, prefix(Pi) occurs also at any position ck = c+ k · ρprefix(Pi)
for any positive integer k such that ck + |prefix(Pi)| ≤ c + |Qi|. To identify occurrences
of prefixes of Pi from Heads[log m,2 log m)(D2a) the algorithm searches for a sufficiently long
arithmetic progression of prefix(Pi) occurrences in the text. Since all the prefix(·) strings that
the algorithm searches for are of the same length 2d logm, the algorithm is able to search
them with a constant time per character by using the sliding window of the last 8d logm
text fingerprints and a perfect hash table of all the prefixes of patterns in D2a.
Let Prefixes2a = {prefix(Pi) |Pi ∈ D2a} be the set of all prefixes of length 2d logm, and
let pi, pj ∈ Prefixes2a be two strings from this set. We distinguish between two cases: in the
first case, the prefixes pi and pj agree with each other, which means that between two close
occurrences of one of them, there must exist an occurrence of the other. In the second case,
pi and pj disagree, and whenever there exist two close occurrences of one of them, there is
no occurrence of the other.
Formally, for each p ∈ Prefixes2a, let α(p) = min{σs(P [1..ρp]) | s ∈ {0, 1, . . . , ρp − 1}} be
the identify period (also known as the Lyndon representation) of p, where σ(·) is the cyclic
shift function (see Section 2), and the minimum is taken according to lexicographic order.
The following lemma formalizes the possible relations between prefixes of patterns from D2a.
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I Lemma 11. Let pi, pj ∈ Prefixes2a, and let S be the string of length 2d logm+ ρpi such
that the prefix and suffix of S are both equal pi. Then, S contains an occurrence of pj if and
only if α(pi) = α(pj).
Detect periodic substrings. In the preprocessing phase, we cluster the strings of Prefixes2a
according to their identify period. Let Prefixesu2a = {pi | pi ∈ Prefixes2a and α(pi) = u} be
the cluster of prefixes with identify period u. We associate with each prefix pi ∈ Prefixesu2a
a shift value 0 ≤ s(pi) < ρpi , such that the prefix of pi of length |u| is σs(pi)(u). Let
Ψ = {s(pi) | pi ∈ Prefixesu2a} be the set of all shift values of strings in Prefixes
u
2a and let
s1 < s2 < · · · < sh be the elements of Ψ ordered by increasing value. With each string
pi ∈ Prefixesu2a such that s(pi) = sj , the algorithm maintains the length δ(pi) = sj − sj−1
(for j = 0 we have δ(pi) = |u| − sh + s1), and the string p′ ∈ Prefixesu2a with shift value
s(p′) = si−1 (for i = 0, s(p′) = sh).
For each cluster Prefixesu2a, we say that a stringX is u-periodic if and only if |X| ≥ 2d logm,
the prefix and suffix of length 2d logm of X are strings in Prefixesu2a, and the principal period
length of X is |u| (i.e., ρX = |u|).
In order to detect periodic substrings of the text, the algorithm maintains a sliding
window of the last 8d logm positions, where at each text position q, which is the end of some
string pi ∈ Prefixes2a, the algorithm maintains (1) the id number of pi and (2) the length of
the maximal suffix of T [1..q] that is α(pi)-periodic string. Whenever a new character arrives,
the algorithm computes the fingerprint of the current suffix of length 2d logm and checks
if it is a fingerprint of some pi ∈ Prefixes2a. If there exists such pi, let u = α(pi) and let p′
be the string preceded pi in the cluster Prefixesu2a according to the cyclic shift. To compute
the total length of the maximal u-periodic suffix of T [1..q], the algorithm checks whether an
occurrence of p′ ended at T [q − δ(pi)]. If such an occurrence exists, the length of the current
maximal suffix is the sum of the length of the u-periodic suffix of T [1..q− δ(pi)] and δ(pi). If
p′ does not end at T [q− δ(pi)], then the length of the u-periodic sequence up to position q is
exactly 2d logm.
Heads detection. For each S ∈ Heads[log m,2 log m)(D2a), we denote by suffix(S) the suffix
of S of length 6d logm. The algorithm stores the fingerprints of all the strings in Suffixes2a =
{suffix(S) |S ∈ Heads[log m,2 log m)(D2a)} in a perfect hash table (notice that Suffixes1 and
Suffixes2a are two sets of heads suffixes, but their definitions are quite different). For each
s ∈ Suffixes2a, there exists a string S ∈ Heads[log m,2 log m)(D2a) such that s = suffix(S). By
definition, we have that S is a prefix of some Pi ∈ D2a and Qi is a prefix of S. Hence, due
to the periodicity of Qi, it must be that the prefix of s of length 3d logm has a principal
period length ρQi . Let v be the prefix of s of length 2d logm, and let u = α(v). By the
periodicity, it must be that all the strings in Prefixesu2a appears in s. We denote by δ′(s)
the distance between the last occurrence of some string from Prefixesu2a and the end of s.
Formally, δ′(s) = |s| −max{j | s[j − 2d logm+ 1..j] ∈ Prefixesu2a}. Since there exists a string
from Prefixesu2a that appears in s, it is obvious that δ′(s) is less than 6d logm. The following
lemma proves that in order to detect occurrences of strings from Heads[log m,2 log m)(D2a), it
suffices to detect suffixes and periodic substrings of the text.
I Lemma 12. Let S ∈ Heads[log m,2 log m)(D2a) we have that S = T [q − |S| + 1..q] if and
only if T [q − 6d logm+ 1..q] = suffix(S) and the length of maximal periodic suffix of T [1..q −
δ′(suffix(S))] is at least |S| − δ′(suffix(S)).
Whenever the algorithm finds an occurrence of s ∈ Suffixes2a ended at position q, it
might be the end of all the strings in Heads[log m,2 log m)(D2a) which their suffix is s. Let
Optionals = {S |S ∈ Heads[log m,2 log m)(D2a) and suffix(S) = s} be the set of heads which are
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optional occurrences when s occurs. It is straightforward that |Optionals| ≤ m due to the
periodicity of sufficiently long prefixes of D2a. The algorithm stores all the indices of these
strings indexed according to their length in a balanced binary tree. Due to Lemma 12, in
order to detect the longest string from Optionals that is a suffix of the text, the algorithm
has to find the longest string whose length is at most the sum of the length of the longest
periodic suffix of T [1..q − δ′(s)] and δ′(s).
At each text position q that is a multiple of logm, the algorithm computes the fingerprint
of the last 6d logm characters using the sliding window of text fingerprints. If this suffix is
some s ∈ Suffixes2a, the algorithm uses the sliding window of periodic suffixes to retrieve
the length ` of the longest periodic suffix of T [1..q − δ′(s)]. Then, the algorithm finds the
predecessor of `+ δ′(s) in the binary tree and reports the string associated with this length.
Complexities. The algorithm maintains the fingerprints of strings from Prefixes2a and
Suffixes2a, and since each of them is of size O(d logm), we have O(d logm) fingerprints and
each of them is maintained within constant space. Moreover, the algorithm maintains sliding
windows of fingerprints and periodic sequences information, each of them of length O(d logm)
and at each position the sliding windows use O(1) words of space. Therefore the first phase
of A2a uses O(d logm) words of space. The first phase takes O(1) time per character for
computing the fingerprint of the current 2d logm suffix and an additional O(logm) time per
each text position that is a multiple of logm, for the predecessor query.
5.2 Long Patterns with Long Periods
In this section, we introduce the first phase of A2b, which considers patterns Pi of length
at least 8d logm, with ρQi > d logm. An overview of the algorithm is as follows. First, the
algorithm finds all the occurrences of strings Qi, with a delay of at most d logm characters.
Each occurrence of Qi is a possible occurrence of Pi, so the algorithm computes the position
q that is a multiple of logm and is in the range of [logm, 2 logm) positions preceding the end
of the possible occurrence of Pi. Then, the algorithm computes the expected text fingerprint
in this position if this occurrence of Qi is indeed an occurrence of Pi. The expected text
fingerprint is maintained in a designated data structure. When T [q] arrives, the algorithm
checks if the text fingerprint matches the expected fingerprint, and if so, it reports the
appropriate prefix of Pi from Heads[log m,2 log m)(D2b).
Finding Qi with a delay. The algorithm finds all the occurrences of any Qi in the text.
The algorithm uses a similar technique to algorithm A2b of Clifford et al. [12], which creates
O(logm) levels for each pattern in the dictionary. Each level maintains occurrences of a
prefix of the pattern of length which is a power of two. The algorithm finds for each pattern
occurrences of the shortest prefix of the pattern whose principal period length is greater
than d logm, by applying algorithms A1 and A2a. Thus, all the longer prefixes have at least
d logm characters between any two occurrences, and therefore by a round-robin fashion their
levels are treated in O(1) time per character. The algorithm has the guarantee that each
occurrence of any Qi in the text is found by the algorithm with a delay of at most d logm
text characters. The complexities of this part are according to Theorem 2 or Lemma 4 and
the complete details will appear in the final version of this paper.
Extend Qi to prefix from Heads[log m,2 log m)(D2b). After finding each Qi with a delay
of at most d logm text characters, the goal is to find at each position q that is a multiple
of logm, the longest suffix of the text that is a string from Heads[log m,2 log m)(D2b). Let c
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be a text index where an occurrence of Qi begins. Thus, c is a possible occurrence of Pi,4
and the algorithm must validate it. The algorithm computes qc that is the text index in the
range qc ∈ (c+mi − 1− 2 logm, c+mi − 1− logm] which is a multiple of logm. Since the
length of the range is logm, there is exactly one such position. Let S be the prefix of Pi of
length ` = qc− c+ 1, by definition S ∈ Heads[log m,2 log m)(D2b). The algorithm computes the
expected fingerprint of the text in position qc from φ(T [1..c− 1]) and φ(S). This fingerprint,
together with the index of S is maintained in a data structure associated with position qc.
The algorithm maintains a sliding window of the subsequent (2d+ 1) positions that are
multiples of logm. Since mi−2 logm < |S| ≤ mi− logm and |Qi| = mi− (2d+ 2) logm, the
distance (in text characters) between the end of the Qi’s occurrence and qc is in the range
(2d logm, (2d+1) logm]. Hence, qc is in the sliding window. For each position q in the sliding
window, the algorithm maintains an AVL tree, which maintains expected text fingerprints.
Each expected fingerprint is maintained with an id number of the corresponding string from
Heads[log m,2 log m)(D2b). When a new occurrence of some Qi is found, the algorithm inserts
into the AVL tree the expected fingerprint it computes, associated with the id number of the
corresponding S ∈ Heads[log m,2 log m)(D2b). If this fingerprint already exists in the tree, the
algorithm updates the corresponding string to be the longest between the existing string and
the new string.
Since ρQi > d logm, at any sequence of 2d logm characters, there exist at most 2
occurrences of Qi. Thus, the total number of values inserted into the trees in a sequence of
2d logm characters is at most O(d). In addition, for each position q in the sliding window
the number of elements in the AVL tree is at most d, hence, the insertion takes O(log d)
time. So, the total time of insertions in a sequence of 2d logm characters is O(d log d). Since
D2b 6= ∅ we have some strings of length at least 8d logm, and therefore m > d and thus
O(d log d) = O(d logm). Using the round-robin fashion, all the insertions to the trees are
de-amortized to O(1) time per character. The round-robin fashion may create a delay of at
most d logm text characters. Recall that any occurrence of Qi is found with a delay of at
most d logm characters and that the distance between the end of the Qi’s occurrence and qc
is at least 2d logm. Thus, there exists at least d logm characters between the recognizing of
Qi’s occurrence and qc. Hence, when T [q] arrives, its expected fingerprints tree contains all
the expected fingerprints corresponding to occurrences of all Qis which their qc is q.
When T [q] arrives, for q that is a multiple of logm, the algorithm searches for the current
text fingerprint φ(T [1..q]) in the AVL tree of position q. The time required for this search is
O(log d) = O(logm). In the following lemma, we prove that the algorithm indeed finds the
longest suffix of T [1..q] from Heads[log m,2 log m)(D2b) for every q that is a multiple of logm.
I Lemma 13. When T [q] arrives, for q which is a multiple of logm, the first phase of A2b
finds the longest suffix of T [1..q] that is a string in Heads[log m,2 log m)(D2b).
Complexities. Since all the usage of round-robin fashion described above is on ranges of
size O(d logm), the de-amortization uses O(d logm) words of space. Hence, summing all the
parts, the time and space of the first phase of A2b are as stated in Theorem 2 or Lemma 4
with O(logm) additional time for any position which is a multiple of logm.
4 For the sake of simplicity, we assume that for any two different patterns Pi, Pj ∈ D2b, we have Qi 6= Qj .
Otherwise, we treat each occurrence of Qi multiple times, each time as the prefix of another Pi ∈ D2b.
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