Spectral Distribution of Non-independent Random Matrix Ensembles induced
  by Lacunary Systems by Löbbe, Thomas
ar
X
iv
:1
40
8.
22
18
v1
  [
ma
th.
PR
]  
10
 A
ug
 20
14
SPECTRAL DISTRIBUTION OF
NON-INDEPENDENT RANDOM MATRIX
ENSEMBLES INDUCED BY LACUNARY
SYSTEMS
THOMAS LO¨BBE 1
ABSTRACT. For two lacunary sequences (Mn,1)n≥2, (Mn,2)n≥0 and suit-
able functions f we introduce random matrix ensembles with
Xn,n′ = f(Mn+n′,1x1,M|n−n′|,2x2).
We prove weak convergence of the mean empirical eigenvalue distribution
towards the semicircle law under some further number theoretic properties
of the sequence (Mn,1)n≥1. To prove this result we show (1.13). Furthermore
we give examples to show that even in this particular class of random ma-
trix ensembles the asymptotic behaviour of the spectrum becomes delicate.
We prove that the empirical spectral distribution does not converge to the
semicircle law in general even if the correlation of two entries decays exponen-
tially in the distance. For f(x1, x2) = 1/
√
2 · (cos(2π(x1+x2))+ cos(4π(x1+
x2))) and Mn,1 = 2
n we show that the mean empirical spectral distribution
does not converge to semicircle law while for any sequence (Mn,1)n≥1 with
Mn+1,1/Mn,1 → ∞ for n → ∞ and any periodic function f of finite total
variation in the sense of Hardy and Krause with mean zero and unit variance
the mean spectral distribution converges to the semicircle law.
1 Introduction
Lacunary sequences
Let (Mn)n≥1 be a sequence of integers satisfying a Hadamard gap type condition of the
form
Mn+1 ≥ qMn (1.1)
for all n ∈ N and some absolute constant q > 1.
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For such a sequence Salem and Zygmund [14] proved that for any sequence of integers
(an)n≥1 with
aN = o(AN ) for AN =
1
2
(
N∑
n=1
a2n
)1/2
we have
lim
N→∞
P
(
1
AN
N∑
n=1
an cos(2πMnx) ≤ t
)
= Φ(t) (1.2)
where P denotes the probability measure induced by the Lebesgue measure on [0, 1)d
and Φ denotes the standard normal distribution, i.e. for all t ∈ R we have
Φ(t) =
1√
2π
∫ t
−∞
e−
1
2
y2 dy.
Furthermore Weiss [18] (see also Salem and Zygmund [15], Erdo˝s and Ga´l [5]) showed
that
lim sup
N→∞
∑N
n=1 an cos(2πMnx)√
2A2N log log(N)
= 1 a.e. (1.3)
under the condition
aN = o
(
AN√
log(log(AN ))
)
.
With coefficients satisfying aN = o(A
1−δ
N ) for some δ > 0 Philipp and Stout [13] showed
that there exists a Brownian Motion {W (t) : t ≥ 0} such that
N∑
n=1
an cos(2πMnx) =W (AN ) +O(A1/2−̺N ) a.e.
for some ̺ > 0. Therefore for lacunary (Mn)n≥1 the sequence (an cos(2πMnx))n≥1 shows
a behaviour typical for independent, identically distributed random variables. One could
ask whether this holds for other periodic functions as well. The answer is negative in
general. By a result of Erdo˝s and Fortet (see [11]) for f(x) = cos(2πx) + cos(4πx) and
Mn = 2
n − 1 we have
lim
N→∞
P
(
1√
N
N∑
n=1
f(Mnx) ≤ t
)
=
1√
π
∫ 1
0
∫ t| cos(πs)|/2
−∞
e−u
2
duds (1.4)
and
lim sup
N→∞
∑N
n=1 f(Mnx)√
N log(log(N))
= 2 cos(πx) a.e. (1.5)
Thus neither the Central Limit Theorem nor the Law of the Iterated Logarithm is
satisfied. This result was later generalized by Conze and Le Borgne [4] (see also [2] for
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further information). On the other hand Kac [10] showed that any one-periodic function
f : R → R of mean zero which is of bounded variation on [0, 1) or Lipschitz-continuous
satisfies
lim
N→∞
P
(
1√
N
N∑
n=1
f(2nx) ≤ tσ
)
= Φ(t) (1.6)
if
σ2 = E[f ] + 2
∞∑
n=1
E[f(x)f(2nx)] 6= 0. (1.7)
Furthermore Maruyama [12] and Izumi [9] proved
lim sup
N→∞
∑N
n=1 f(2
nx)√
2N log(log(N))
= σ a.e. (1.8)
This illustrates that the behaviour of (f(Mnx))n≥1 does not only depend on the speed
of growth of (Mn)n≥1 but also on number theoretic properties of the sequence (Mn)n≥1.
Later on the Central Limit Theorem was shown for more general lacunary sequences.
By a result of Gaposhkin [7]
lim
N→∞
P
(
N∑
n=1
f(Mnx) ≤ tσN
)
= Φ(t) (1.9)
holds for sequences (Mn)n≥1 satisfying
σ2N =
∫ 1
0
(
N∑
i=1
f(Mnx)
)2
dx ≥ CN, (1.10)
for an absolute constant C > 0 and one of the following conditions
• Mn+1Mn ∈ N, for all n ∈ N,
• limn→∞ Mn+1Mn = θ, such that θr irrational for all r ∈ N.
Takahashi [17] showed (1.9) for Mn+1/Mn → ∞ and α-Lipschitz-continuous functions.
The connection between the Central Limit Theorem and the number of solutions of
certain Diophantine equations is due to Gaposhkin [8]. Consider the linear Diophantine
equation
aj ± a′j′ = ν
for fixed integers j, j′, ν. In general the set of solutions consists of all pairs of integers a, a′
such that equality holds but we restrict ourselves to those solutions with a = Mn and
a′ = Mn′ for n, n′ ∈ N and rather regard the indices n, n′ as solutions of this equation.
The Central Limit Theorem holds for lacunary sequences (Mn)n≥1 satisfying (1.10), if
for any fixed j, j′, ν the number of solutions of the Diophantine equation
Mnj ±Mn′j′ = ν (1.11)
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is bounded by an absolute constant Cj,j′ > 0 which is independent of ν. Observe that
“nice” periodic functions can be approximated by trigonometric polynomials very well.
Thus because of the product-to-sum identities of trigonometric functions the behaviour of
the moments of
∑
f(Mnx) depends on the number of solutions of Diophantine equations
of certain length. Aistleitner and Berkes [1] improved this result: For a lacunary sequence
(Mn)n≥1 satisfying the Hadamard gap condition set
L(N,G, ν) = |{1 ≤ n, n′ ≤ N :
∃j, j′ ∈ Zd, 1 ≤ ||j||∞|, ||j′||∞ ≤ G,MTn j ±MTn′j′ = ν}|,
L∗(N,G, ν) = |{1 ≤ n, n′ ≤ N,n 6= n′ :
∃j, j′ ∈ Zd, 1 ≤ ||j||∞|, ||j′||∞ ≤ G,MTn j ±MTn′j′ = ν}|,
L(N,G) = sup
ν 6=0
L(N,G, ν).
(1.12)
and for all N ≥ 1, G ≥ 1 and ν ∈ Z. Let f : R → R be some function of finite total
variation which is one-periodic and satisfies E[f ] = 0 as well as (1.10) for some lacunary
sequence satisfying the Hadamard gap condition (1.1). Aistleitner and Berkes showed
that if for any fixed G ≥ 1 we have L(N,G) = o(N) for N →∞ then (1.9) holds.
1.1 Random Matrix ensembles
Lacunary function systems have applications in random matrix theory. Random ma-
trices are of particular interest in theoretic physics. Initially they were introduced by
Wigner [19] to describe properties of atoms with heavy nuclei. Consider an ensemble
XN = (
1√
N
Xn,n′)1≤n,n′≤N of symmetric random N × N matrices such that except for
the symmetry condition the entries Xn,n′ are independent random variables with mean
zero, unit variance and universally bounded moments. Wigner showed that the mean
empirical eigenvalue distribution converges weakly to the semicircle law as the size of
the matrix tends to infinity. Being more precise in [20] he proved
lim
N→∞
E
[
1
N
Tr
(
XKN
)]
=
{
CK/2 =
K!
(K/2)!(K/2+1)! , K even,
0, K odd
(1.13)
where the coefficients CK denote the Catalan numbers. Note that many problems in
combinatorics have solutions which are related to Catalan numbers. For example, CK/2
is the number of non-crossing pair partitions of {1, . . . ,K} for some even K, i.e. there
exist precisely CK/2 pair partitions ∆ such that there are no k1 < k2 < k3 < k4 with
k1, k3 ∈ S and k2, k4 ∈ S ′ for some S,S ′ ∈ ∆ with S 6= S ′. This fact plays an important
part in the proof that in the limit the mean expectation the values of the traces of XKN
coincide with the moments of the semicircle law which has density 1/2π ·√4− x2 ·1x2≤4.
Having many other applications in physics, e.g. in quantum chaos or in telecommuni-
cations, in pure mathematics, e.g. in number theory, and further areas, random matrix
models have been studied intensively in the last decades. In recent years the ques-
tion arose whether the asymptotic behaviour still holds if the independence condition is
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weakened. Besides investigations on some specific models so far there are only some few
attempts in this area. Schenker and Schulz-Baldes [16] defined an ensemble of random
matrices XN where for any N there exists an equivalence relation ∼N on the set of
entries of XN such that entries from different equivalence classes are independent while
entries from the same class may be correlated. Observe that this model generalizes the
classical case where the equivalence classes are of the form {Xn,n′ ,Xn′,n}. They showed
that if the classes are not too large, i.e.
max
n∈{1....,N}
|{n′,m,m′ ∈ {1, . . . , N} : (n, n′) ∼N (m,m′)}| = o(N2)
and
max
n,n′,m∈{1,...,N}
|{m′ ∈ {1, . . . , N} : (n, n′) ∼N (m,m′)}| = C
for some absolute constant C > 0, and if not too many different entries of the same class
lie on the same row resp. the same column, i.e.
|{n, n′,m′ ∈ {1, . . . , N} : (n, n′) ∼N (n′,m′), n 6= m′}| = o(N2),
then the mean empirical eigenvalue distribution converges weakly to the semicircle law.
They proved the result without any further condition on the correlation of two entries in
the same equivalence class. It is natural to consider random matrices such the correlation
decays with the distance of two entries. Therefore it is reasonable to study matrix models
where each entry has except for some small errors only a finite range of dependence. As
Anderson and Zeitouni [3] showed the converge to the semicircle law does not hold in
general under this assumption, but further conditions are necessary. Thus although the
conditions given by Schenker and Schulz-Baldes appear to be too strict they can not be
weakened without further constraints on the correlation of different entries. Friesen and
Lo¨we [6] studied random matrix ensembles with stochastically independent diagonals
but correlated entries on the diagonal. They showed convergence to the semicircle law
for
max
n,n′∈{1,...,N}
E[Xn,n′Xn+t,n′+t] ≤ Ct−ε
for some absolute constants C > 0 and ε > 0. Although it seems to be more reasonable to
study ensembles with independent rows or columns rather than ensembles with indepen-
dent diagonals these ensembles provide some difficulties. Since the symmetry condition
is necessary to have real eigenvalues it implies that the columnwise independence and
rowwise dependence turns into rowwise independence and columnwise dependence by
crossing the main diagonal. This not only seems to be not natural from a stochastic
point of view, but also the mean empirical eigenvalue does not appear to converge to
the semicircle law in general as simulations show.
Main result
We discuss a random matrix ensemble where the entries are taken from a multivariate
lacunary system and show that the mean spectral distribution of this ensemble converges
weakly to the semicircle law.
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Theorem 1.1 Let (Mn,1)n≥1 and (Mn,2)n≥0 be two integer-valued lacunary sequences
satisfying the Hadamard gap condition (1.1) such that there exist C > 0 and ε > 0 with∑
n,n′∈{1,...,2N},
n>n′
∑
j,j′∈{1,...,NK}
(jj′)−11|jMn,1−j′Mn′,1|<1/2·q−CN1−εMn′,1 = o(N) (1.14)
for any K ∈ N. Furthermore let f : R2 → R be some function of finite total variation in
the sense of Hardy and Krause satisfying
f(x+ z) = f(x) for all x ∈ [0, 1)2, z ∈ Z2,
∫
[0,1)2
f(x) dx = 0,
∫
[0,1)2
f2(x) dx = 1.
(1.15)
Additionally assume that f satisfies∫
[0,1)
f(x1, y2) dx1 =
∫
[0,1)
f(y1, x2) dx2 = 0 (1.16)
for any fixed y1, y2 ∈ [0, 1). Let the Fourier series of f exist and converge to f . Now
define a symmetric random matrix ensemble (XN )N≥1 by setting XN = (Xn,n′)1≤n,n′≤N
with
Xn,n′ =
1√
N
f(Mn+n′,1x1,M|n−n′|,2x2) (1.17)
for any n, n′ ∈ {1, . . . , N} and N ∈ N. Then the mean empirical distribution of the
eigenvalues converges almost surely weakly to the semicircle law, i.e.
lim
N→∞
E
[
1
N
Tr
(
XKN
)]
=
{
K!
(K/2)!(K/2+1)! , K even,
0, K odd.
(1.18)
2 Preliminaries
In this chapter we repeat some basic results on periodic functions of finite total variation
resp. lacunary sequences which are going to be used in the subsequent chapters.
For some integer d ≥ 1 set I = {1, . . . , d}. We now introduce the total variation in
the sense of Hardy and Krause for periodic functions on Rd. Let f : Rd → R be some
periodic function, i.e. f satisfies f(x + z) = f(x) for all x ∈ Rd and z ∈ Zd. For some
subset J ⊆ I and points a, b ∈ [0, 1)|J | with ai ≤ bi for all i ∈ J and some z ∈ [0, 1)|I\J |
define
∆J(f, a, b, z) =
∑
δ∈{0,1}|J|
(−1)
∑
i∈J δif(cδ)
where cδ = (cδ,1, . . . , cδ,d) is defined by cδ,i = δiai + (1 − δi)bi for i ∈ J and ci = zi for
i /∈ J . A finite set Yi = {y1 . . . , ym(i)} ⊂ [0, 1) with 0 = y1 < . . . < ym(i) < 1 for some
positive integer m(i) is called a ladder. A multidimensional ladder on [0, 1)d has the
form Y = ∏i∈I Yi. For a multidimensional ladder Y, a subset J ⊆ I and z ∈ [0, 1)d set
YJ,z =
∏
i∈J Yi ×
∏
i/∈J{zi}. For y ∈ YJ,z define y+ ∈ [0, 1)|J | ×
∏
i/∈J{zi} such that y+,i
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is the successor of yi in Yi resp. 1 if yi is the largest element in Yi. Then we define the
variation of f over YJ by
VYJ,z(f) =
∑
y∈YJ,z
|∆J(f, y, y+, z)|.
Denote the set of all ladders YJ,z by YJ,z. Then the total variation of f over [0, 1)|J | is
defined by
VJ(f) = sup
z∈[0,1)|I|
sup
YJ,z∈YJ,z
VYJ,z(f).
The total variation of f on [0, 1)d in the sense of Hardy and Krause is
VHK(f) =
∑
J⊆I,J 6=∅
VJ(f).
A function f is called to be of finite total variation if VHK(f) <∞.
The following Lemma was proved in [21]:
Lemma 2.1 Let f(x) =
∑
j∈Zd\{0} aj cos(2π〈j, x〉) + bj sin(2π〈j, x〉) be a periodic func-
tion of finite total variation in the sense of Hardy and Krause. Then we have
|aj |, |bj | ≤ C

 ∏
i∈I,ji 6=0
1
2π|ji|

V{i∈I:ji 6=0}(f).
for some absolute constant C > 0 and all j ∈ Zd\{0}.
Observe that hereafter we always write C for some absolute constant which may vary
from line to line. Furthermore we always assume that f ∈ L2(Rd,R) is a periodic
function of finite total variation in the sense of Hardy and Krause.
For Γ ∈ Nd0 we denote the Γth Dirichlet kernel by
DΓ(x) =
∑
j∈Zd,|ji|≤Γi
cos(2π〈j, x〉). (2.1)
Then the Γth partial sum of f is defined by
ψΓ(x) =
∫
[0,1)d
f(x+ t)DΓ(t) dt =
∑
j∈Zd,|ji|≤Γi
aj cos(2π〈j, x〉) + bj sin(2π〈j, x〉) (2.2)
for suitable numbers aj, bj ∈ R for all j ∈ Zd with |ji| ≤ Γ for all i ∈ {1, . . . , d}. Set
ρΓ(x) = f(x) − ψ(x). If Γi = G for all i ∈ I we simply write ψG(x) resp. ρG(x). The
Gth Feje´r mean of f is defined by
pG(x) =
1
(G+ 1)d
∑
Γ∈Nd0,||Γ||∞≤G
ψΓ(x)
=
∑
j∈Zd,|ji|≤G
a′j cos(2π〈j, x〉) + b′j sin(2π〈j, x〉)
(2.3)
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where
a′j = aj
∏
i∈I
G+ 1− |ji|
G+ 1
, b′j = bj
∏
i∈I
G+ 1− |ji|
G+ 1
for all j ∈ Zd with ||j||∞ ≤ G. Observe that
pG(x) =
∫
[0,1)d
f(x+ t)KG(t) dt
where KG(t) = KΓ(t) with Γi = G for all i ∈ I and KΓ(t) =
∏
i∈I KΓi(ti) =
∏
i∈I KG(ti)
is the d-dimensional Gth Feje´r kernel and KG(ti) is the one-dimensional Gth Feje´r kernel
defined by
KG(ti) =
1
G+ 1
G∑
l=0
l∑
ji=−l
cos(2π〈ji, x〉)
=
1
G+ 1
G∑
l=0
sin(2π〈l + 1/2, ti〉)
sin(2π〈1/2, ti〉)
=
1
G+ 1
(sin(2π〈(G + 1)/2, ti〉))2
2(sin(2π〈1/2, ti〉))2
≥ 0.
Therefore we have
|pG(x)| =
∣∣∣∣∣
∫
[0,1)d
f(x+ t)KG(t) dt
∣∣∣∣∣
≤ ||f ||∞
∣∣∣∣∣
∫
[0,1)d
KG(t) dt
∣∣∣∣∣
≤ ||f ||∞.
Now we define rG(x) = f(x)− pG(x).
Lemma 2.2 Let f(x) =
∑
j∈Zd\{0} aj cos(2π〈j, x〉) + bj sin(2π〈j, x〉) be some periodic
function satisfying VHK(f) ≤ 1. Then there exists some absolute constant C > 0 such
that for any G ≥ d the function rG satisfies
||rG||22 ≤ CdG−1.
Proof. Observe that for any ε = ε(d,G) > 0 there exists some trigonometric polynomial
f ′ such that ||f−f ′||2 ≤ ε. Let p′G be the Gth Feje´r mean of f ′. We obtain ||pG−p′G||2 ≤
ε. Therefore we have ||rG||2 ≤ ||f ′ − p′g||2 + C
√
dG−1. Thus it is enough to prove the
statement of the Lemma for trigonometric polynomials f . Set
rG(x) =
∑
j∈Zd\{0}
a˜j cos(2π〈j, x〉) + b˜j sin(2π〈j, x〉) (2.4)
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where
a˜j =
{
aj , ||j||∞ > G,
aj
(
1−∏i∈I (1− |ji|G+1)) , ||j||∞ ≤ G
and b˜j is defined analogously. We have
||rG||22 =
∑
j∈Zd\{0}
a˜2j + b˜
2
j =
∑
0<||j||∞≤G
a˜2j + b˜
2
j
︸ ︷︷ ︸
(∗)
+
∑
||j||∞>G
a˜2j + b˜
2
j
︸ ︷︷ ︸
(∗∗)
. (2.5)
For some given nonempty J ⊆ I set
D(G, J) = {j ∈ Zd : 1 ≤ |ji| ≤ G for i ∈ J, ji = 0 for i /∈ J},
D′(G, J) = {j ∈ Zd : ji 6= 0 for i ∈ J, ji = 0 for i /∈ J, j /∈ D(G, J)}.
To estimate (∗) we first by Lemma 2.1 observe
∑
0<||j||∞≤G
a˜2j + b˜
2
j ≤ 2
∑
J⊆I,J 6=∅
∑
j∈D(G,J)
(∏
i∈J
1
2π|ji|
)2(
1−
∏
i∈J
(
1− |ji|
G+ 1
))2
VJ(f)
2.
By definition of VHK(f) it is enough to show
V (G, J) = 2
∑
j∈D(G,J)
(∏
i∈J
1
2π|ji|
)2(
1−
∏
i∈J
(
1− |ji|
G+ 1
))2
≤ CG−1 (2.6)
for some absolute constant C > 0. By decomposing we have
V (G, J) = 2
∑
K,K ′⊆J,K,K ′ 6=0
∑
j∈D(G,J)
∏
i∈K
1
2π|ji|
|ji|
G+ 1
∏
i∈J\K
1
2π|ji|
(
1− |ji|
G+ 1
)
·
∏
i∈K ′
1
2π|ji|
|ji|
G+ 1
∏
i∈J\K ′
1
2π|ji|
(
1− |ji|
G+ 1
)
.
Thus we get
V (G, J) = 2
∑
K,K ′⊆J,K,K ′ 6=0
W1(K,K
′) ·W2(K,K ′) ·W3(K,K ′) ·W4(K,K ′)
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where
W1(K,K
′) =
∏
i∈K∩K ′
1
(2π)2
G∑
ji=−G
1
(G+ 1)2
≤
∏
i∈K∩K ′
1
4G
,
W2(K,K
′) =
∏
i∈K∩J\K ′
1
(2π)2
G∑
ji=−G
1
G+ 1
(
1
|ji| −
1
G+ 1
)
≤
∏
i∈K∩J\K ′
log(G)
4G
,
W3(K,K
′) =
∏
i∈J\K∩K ′
1
(2π)2
G∑
ji=−G
(
1
|ji| −
1
G+ 1
)
1
G+ 1
≤
∏
i∈J\K∩K ′
log(G)
4G
,
W4(K,K
′) =
∏
i∈J\K∩J\K ′
1
(2π)2
G∑
ji=−G
(
1
|ji| −
1
G+ 1
)2
≤
∏
i∈J\K∩J\K ′
1
4
.
Since K ∩K ′ 6= ∅ or K ∩ J\K ′ 6= ∅ and J\K ∩K ′ 6= ∅ we conclude
V (G, J) ≤
∑
K,K ′⊆J,K,K ′ 6=0
C
4|J |G
≤ CG−1 (2.7)
for some absolute constant C > 0 and therefore (2.6) is verified. We now estimate (∗∗).
By Lemma 2.1 we have∑
||j||∞>G
a˜2j + b˜
2
j ≤
∑
J⊆I,J 6=∅
∑
j∈D′(G,J)
a2j + b
2
j
≤ 2
∑
J⊆I,J 6=∅
∑
j∈D′(G,J)
(∏
i∈J
1
(2π|ji|)2
)
VJ(f)
2.
We furthermore for some nonempty J ⊆ I get
∑
j∈D′(G,J)
(∏
i∈J
1
(2π|ji|)2
)
≤
|J |∑
l=1
(|J |
l
)2 G∑
j=1
1
(2πj)2

|J |−l ·

2 ∞∑
j=G+1
1
(2πj)2

l
≤
|J |∑
l=1
(|J |
l
)(
1
2π2G
)l
≤
|J |∑
l=1
(
d
2π2G
)l
≤ CdG−1
for some absolute constant C > 0. Therefore we have∑
||j||∞>G
a˜2j + b˜
2
j ≤ CdG−1
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and the Lemma is proved.
With L(N,G, ν) as defined in (1.12) we have
Lemma 2.3 Let f : Rd → R be a periodic function satisfying VHK(f) ≤ 1 and let
(Mn)n≥0 be a lacunary sequence of matrices satisfying the Hadamard gap condition (1.1).
Then we have ∫
[0,1)d
(
N∑
n=1
f(Mnx)
)2
dx ≤ C(log(d)||f ||22 + ||f ||2)N (2.8)
where C > 0 is an absolute constant depending only on q. If the sequence (Mn)n≥1
furthermore satisfies L(N,G, 0) = o(N) for any fixed G ≥ 1 then we have
lim
N→∞
1
N
∫
[0,1)d
(
N∑
n=1
f(Mnx)
)2
dx = ||f ||22. (2.9)
Note that hereafter we write log(x) for max(1, log(x)).
Proof. For ||j||∞, ||j′||∞ ≤ G and k > logq(G) we have
||MTn j′||∞ ≤ ||MTn ||∞||j′||∞ ≤ q−k||MTn+kj||∞||j′||∞ < ||MTn+kj||∞. (2.10)
Therefore we obtain MTn j
′ 6=MTn+kj. Now let pG be the Gth Feje´r mean of f . Then for
some k > logq(G) we have
pG(Mnx)pG(Mn+kx) =
∑
u
αu cos(2π〈u, x〉) + βu sin(2π〈u, x〉)
where any u is of the form MTn j±MTn+kj′ for some 1 ≤ ||j||∞, ||j′||∞ ≤ G. Therefore by
(2.10) we get ∫
[0,1)d
pG(Mnx)pG(Mn+kx) dx = 0 (2.11)
for k > logq(G). By Lemma 2.2 for any k ≥ 1 there is a trigonometric polynomial gk
with dq2k − 1 < deg(gk) ≤ dq2k such that
||f − gk||2 ≤ Cq−k.
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Therefore for k′ > logq(dq2k) by (2.11) and Cauchy-Schwarz inequality we have∣∣∣∣∣
∫
[0,1)d
f(Mnx)f(Mn+k′x) dx
∣∣∣∣∣ ≤
∣∣∣∣∣
∫
[0,1)d
(f − gk)(Mnx)f(Mn+k′x) dx
∣∣∣∣∣
+
∣∣∣∣∣
∫
[0,1)d
gk(Mnx)gk(Mn+k′x) dx
∣∣∣∣∣
+
∣∣∣∣∣
∫
[0,1)d
gk(Mnx)(f − gk)(Mn+k′x) dx
∣∣∣∣∣
≤ 2C||f ||2q−k
(2.12)
since ||gk||2 ≤ ||f ||2. We obtain∫
[0,1)d
(
N∑
n=1
f(Mnx)
)2
dx
≤N ||f ||22 + 2
N∑
n=1
N−n∑
k′=1
∣∣∣∣∣
∫
[0,1)d
f(Mnx)f(Mn+k′x) dx
∣∣∣∣∣
≤N ||f ||22 + 2N(logq(d) + 2)||f ||22 + 2
N∑
n=1
N−n∑
k′=logq(d)+3
∣∣∣∣∣
∫
[0,1)d
f(Mnx)f(Mn+k′x) dx
∣∣∣∣∣
≤N ||f ||22 + CN logq(d)||f ||22 +
N∑
n=1
∞∑
k=1
C||f ||2q−k
≤C(log(d)||f ||22 + ||f ||2)N.
Thus (2.8) is shown.
The proof of (2.9) is similar. For k′ > logq(q2k) instead of (2.12) we get∣∣∣∣∣
∫
[0,1)d
f(Mnx)f(Mn+kx) dx
∣∣∣∣∣ ≤ C||f ||2d1/2q−k
and similarly ∣∣∣∣∣
∫
[0,1)d
s1(Mnx)s2(Mn+kx) dx
∣∣∣∣∣ ≤ C||f ||2d1/2q−k
where for i ∈ {1, 2} the function si is of the form pGi or rGi for some suitable number
Gi > 0.
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For any G ≥ 1 we obtain∣∣∣∣∣∣ 1N
∫
[0,1)d
(
N∑
n=1
f(Mnx)
)2
dx− ||f ||22
∣∣∣∣∣∣
≤ 2
N
N∑
n=1
N−n∑
k=1
∣∣∣∣∣
∫
[0,1)d
f(Mnx)f(Mn+kx) dx
∣∣∣∣∣
≤C
N
N∑
n=1
N−n∑
k=1
||f ||2d1/2min(G−1/2, q−k)
+
2
N
N∑
n=1
N−n∑
k=1
∣∣∣∣∣
∫
[0,1)d
pG(Mnx)pG(Mn+kx) dx
∣∣∣∣∣
≤C||f ||2d1/2G−1/2
+ (2G + 1)2d
h(N)
N
for some function h(N) with h(N)/N → 0. Observe that such a function exists by
assumption on L(N,G, 0). Since the constant G ≥ 1 can be chosen arbitrary, (2.9) is
shown.
3 Proof of Theorem 1.1
For K,N ∈ N let p = pNK be the NKth Feje´r mean of f as defined in (2.3) and set
r = rNK = f − p. By Lemma 2.2 we have ||r||22 ≤ CN−K for some absolute constant
C > 0. We define the random matrix (X˜n,n′)1≤n,n′≤N by
X˜n,n′ =
1√
N
p(Mn+n′,1x1,M|n−n′|,2x2) (3.1)
for any n, n′ ∈ {1, . . . , N}. Now we claim
lim
N→∞
E
[
1
N
Tr
(
XKN
)]
= lim
N→∞
E
[
1
N
Tr
(
X˜KN
)]
. (3.2)
It is easy to see that
E
[
1
N
Tr
(
XKN
)]
= E

 1
N
N∑
n1,...,nK=1
K∏
k=1
Xnk,nk+1


= E

 1
NK/2+1
N∑
n1,...,nK=1
K∏
k=1
f(Mnk+nk+1,1x1,M|nk−nk+1|,2x2)


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where n1 = nK+1. By decomposing f = p+ r we observe
E
[
1
N
Tr
(
XKN
)]
=
1
NK/2+1
N∑
n1,...,nK=1
E
[
K∏
k=1
p(Mnk+nk+1,1x1,M|nk−nk+1|,2x2)
]
+
1
NK/2+1
N∑
n1,...,nK=1
∑
J⊆{1,...,K},
J 6=∅
E
[∏
k∈J
r(Mnk+nk+1,1x1,M|nk−nk+1|,2x2)
·
∏
k/∈J
p(Mnk+nk+1,1x1,M|nk−nk+1|,2x2)
]
.
(3.3)
Since any set J is nonempty there exists some kJ ∈ J for each J . Thus by Cauchy-
Schwarz inequality we get∣∣∣∣∣E
[∏
k∈J
r(Mnk+nk+1,1x1,M|nk−nk+1|,2x2)
∏
k/∈J
p(Mnk+nk+1,1x1,M|nk−nk+1|,2x2)
]∣∣∣∣∣
≤E
[
r2(MnkJ+nkJ+1,1x1,M|nkJ−nkJ+1|,2x2)
]1/2
· E

 ∏
k∈J\{kJ}
r2(Mnk+nk+1,1x1,M|nk−nk+1|,2x2)
∏
k/∈J
p2(Mnk+nk+1,1x1,M|nk−nk+1|,2x2)

1/2
and therefore we obtain∣∣∣∣∣E
[∏
k∈J
r(Mnk+nk+1,1x1,M|nk−nk+1|,2x2)
∏
k/∈J
p(Mnk+nk+1,1x1,M|nk−nk+1|,2x2)
]∣∣∣∣∣
≤CN−K/2

 ∏
k∈J\{kJ}
||r||2∞

1/2(∏
k/∈J
||p||2∞
)1/2
≤CN−K/2||f ||K−1∞
for some constant C > 0 which only depends on K. Plugging this into (3.3) we have
E
[
1
N
Tr
(
XKN
)]
=
1
NK/2+1
N∑
n1,...,nK=1
E
[
K∏
k=1
p(Mnk+nk+1,1x1,M|nk−nk+1|,2x2)
]
+
1
NK/2+1
N∑
n1,...,nK=1
∑
J⊆{1,...,K},
J 6=∅
CN−K/2||f ||K−1∞ .
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Hence (3.2) follows immediately. Thus it is enough to study the asymptotic behaviour
of E[1/N · Tr(X˜KN )]. We have
f(x) =
∑
j∈(Z\{0})2
aj cos(2π〈j, x〉) + bj sin(2π〈j, x〉) (3.4)
for suitable numbers aj, bj where without loss of generality we may assume bj = 0 for
all j ∈ (Z\{0})2. The general case is similar. Hence by definition we obtain
E
[
1
N
Tr
(
X˜KN
)]
=
1
NK/2+1
∑
n1,...,nK∈{1,...,N}
E
[
K∏
k=1
p(Mnk+nk+1,1x1,M|nk−nk+1|,2x2)
]
=
∑
δ1,...,δK∈{0,1}
∑
j1,...,jK∈(Z\{0})2 ,
||jk||∞≤NK∀k
∑
n1,...,nK∈{1,...,N}
1
2K
1
NK/2+1
K∏
k=1
a′jk
· E
[
cos
(
2π
(
K∑
k=1
(−1)δkjk,1Mnk+nk+1,1x1 +
K∑
k=1
(−1)δkjk,2M|nk−nk+1|,2x2
))]
.
(3.5)
Now we decompose the system of solutions for
∑K
k=1(−1)δkjk,1Mnk+nk+1,1 = 0 and∑K
k=1(−1)δkjk,2M|nk−nk+1|,2 = 0 into different sets. Therefore we rearrange the sequence
(Mnk+nk+1,1)k∈{1,...,K} resp. (M|nk−nk+1|,2)k∈{1,...,K} in decreasing order. Let π1 and π2
be permutations of {1, . . . ,K} such that we have nπ1(k) + nπ1(k)+1 ≥ nπ1(k′) + nπ1(k′)+1
resp. |nπ2(k) − nπ2(k)+1| ≥ |nπ2(k′) − nπ2(k′)+1| for any k ≤ k′. For i ∈ {1, 2} we define
sequences (lk,i)1∈{1,...,K} by setting lk,1 = nπ1(k) + nπ1(k)+1 and lk,2 = |nπ2(k) − nπ2(k)+1|
for any k ∈ {1, . . . ,K}. For any two sets J1, J2 ⊂ {1, . . . ,K} let the set AJ1,J2 consist
of any solution δ1, . . . , δK , j1, . . . , jK , n1, . . . , nK such that for any i ∈ {1, 2} we have∣∣∣∣∣
H∑
k=1
(−1)δpii(k)jπi(k),iMlk,i,i
∣∣∣∣∣ < 12MlH,i,i (3.6)
if and only if H ∈ Ji. If H /∈ Ji for some H ∈ {1, . . . ,K} then we have∣∣∣∣∣
K∑
k=H+1
(−1)δpii(k)jπi(k),iMlk,i,i
∣∣∣∣∣ =
∣∣∣∣∣
H∑
k=1
(−1)δpii(k)jπi(k),iMlk,i,i
∣∣∣∣∣ ≥ 12MlH,i,i.
Thus we get
KNKMlH+1,i,i ≥
1
2
MlH,i,i.
Simple calculation shows
lH,i − lH+1,i ≤ logq(2K) +K logq(N). (3.7)
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Now let H ∈ Ji for some H ≥ 2. We have∣∣∣∣∣
H−1∑
k=1
(−1)δpii(k)jπi(k),iMlk,i,i
∣∣∣∣∣ ≥ ∣∣jπi(H),iMlH,i,i∣∣−
∣∣∣∣∣
H∑
k=1
(−1)δpii(k)jπi(k),iMlk,i,i
∣∣∣∣∣
>
1
2
MlH,i,i.
Assume that there exists another solution δ′1, . . . , δ′K , j
′
1,i, . . . , j
′
K,i, n
′
1, . . . , n
′
K in AJ1,J2
with δ′πi(k) = δπi(k),j
′
πi(k),i
= jπi(k),i and l
′
k,i = lk,i for k ∈ {1, . . . ,H − 1} where any l′k,i
is defined analogously to lk,i. Without loss of generality we may assume that lH,i ≥ l′H,i.
Then similar calculation as above shows
lH,i − l′H,i < logq(2K) +K logq(N). (3.8)
Now we are going to estimate
∑
δ1,...,δK ,j1,...,jK ,
n1,...,nK∈AJ1,J2
1
2K
1
NK/2+1
K∏
k=1
a′jk (3.9)
for any particular pair of sets J1, J2. Therefore at first we encounter all possible choices
for l1,i, . . . , lK,i and i ∈ {1, 2}. Observe that by (3.7) and (3.8) the number of choices for
lk,i is bounded by C log(N) for some constant C > 0 independent of N if k − 1 /∈ Ji or
k ∈ Ji, otherwise it is bounded by 2N . Now we assume that J1 or J2 is not {2, 4, . . . ,K}
for an even integer K. Then the total number of choices for l1,i, . . . , lK,i is bounded by
CN ⌊K/2⌋−1 log(N)⌈K/2⌉+1 for some constant C > 0 independent of N . Furthermore there
are at most N choices for n1 and together with l1,i, . . . , lK,i this uniquely determines any
nk for k ∈ {2, . . . ,K}. Thus the total number of choices for n1, . . . , nK is bounded by
CN ⌊K/2⌋ log(N)⌈K/2⌉+1. By Lemma 2.1 we have∣∣∣∣∣∣∣∣
∑
δ1,...,δK ,
j1,...,jK
1
2K
K∏
k=1
a′jk
∣∣∣∣∣∣∣∣ ≤ C log(N)
K (3.10)
for some constant C > 0 independent of N . We conclude∣∣∣∣∣∣∣∣∣
∑
(δ1,...,δK ,j1,...,jK ,
n1,...,nK)∈AJ1,J2
1
2K
1
NK/2+1
K∏
k=1
a′jk
∣∣∣∣∣∣∣∣∣
= o(1) (3.11)
if J1 or J2 is not {2, 4, . . . ,K} for an even integer K. Thus from now on we may assume
J1 = J2 = {2, 4, . . . ,K} (3.12)
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and we simply write A{2,4,...,K} = AJ1,J2. We further may assume that for any C > 0
and ε > 0 we have
lk,i ≥ lk+1,i + 2CN1−ε (3.13)
for any k ∈ {2, 4, . . . ,K−2} and sufficiently large N where C denotes the constant used
in (1.14) since repeating the above argumentation reveals that all other solutions may
be neglected. Observe that π1 and π2 define decompositions ∆π1 and ∆π2 of {1, . . . ,K}
into pairs such that for i ∈ {1, 2} any pair {k, k′} ∈ ∆πi satisfies πi(k) + 1 = πi(k′) with
πi(k) odd. We now claim that all solutions δ1, . . . , δK , j1, . . . , jK , n1, . . . , nK such that
∆π1 6= ∆π2 may be neglected. Therefore we define a decomposition ∆ of {1, . . . ,K}
such that for any k, k′ in different subsets we have {k, k′} /∈ ∆πi for any i ∈ {1, 2}.
Observe that for ∆π1 6= ∆π2 there are at most K/2 − 1 subsets. Now we encounter
all solutions. The number of possibilities to decompose {1, . . . ,K} into pairs in two
different ways is independent of N . Thus we may assume that ∆ is fixed. We determine
the nk with k ∈ {1, . . . ,K} in increasing order of the index k. There are N choices for
n1. Furthermore any choice of nk and nk+1 uniquely defines lπ−1i (k),i
for i ∈ {1, 2}. If
{1, . . . , k − 1} ∩ S 6= ∅ with k ∈ S for S ∈ ∆ then by (3.7) and (3.12) the number of
choices for nk+1 is bounded by C1 log(N)
C2 for some constants C1, C2 > 0 independent
of N . Otherwise the number of choices is bounded by N . Hence the total number of
choices for n1, . . . , nK is bounded by C1N
|∆|+1 log(N)C2 for some constants C1, C2 > 0
independent of N . Together with (3.10) we obtain∣∣∣∣∣∣∣∣∣∣∣∣
∑
(δ1,...,δK ,j1,...,jK ,
n1,...,nK)∈A{2,4,...,K},
∆pi1 6=∆pi2
1
2K
1
NK/2+1
K∏
k=1
a′jk
∣∣∣∣∣∣∣∣∣∣∣∣
= o(1). (3.14)
Thus we restrict ourselves to the case ∆π1 = ∆π2 . Now we claim that pair partitions
which are not non-crossing may be neglected. Thus we encounter all pair partitions with
{k1, k3}, {k2, k4} ∈ ∆ for some k1 < k2 < k3 < k4. We begin by counting the choices
for nk4+1, . . . , nK , nK+1 = n1, . . . , nk2 . By (3.7) the number of choices for lk3,1 and lk3,2
is bounded by C log(N) with some constant C > 0 independent of N for any fixed nk1
and nk1+1. Consequently, the number of choices for nk3 is bounded by C log(N)
2 for
some constants C > 0 independent of N . Therefore we now determine nk3−1, . . . , nk2+1
in decreasing order and nk3+1, . . . , nk4 in increasing order. Thus lk2 and lk4 already are
uniquely defined by n1 and (lk,1)k∈{1,...,K}\{k2,k4}. Then using a similar argumentation
as above we have ∣∣∣∣∣∣∣∣∣∣∣
∑
(δ1,...,δK ,j1,...,jK ,
n1,...,nK)∈A{2,4,...,K},
∆/∈D
1
2K
1
NK/2+1
K∏
k=1
a′jk
∣∣∣∣∣∣∣∣∣∣∣
= o(1) (3.15)
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where D denotes the set of all non-crossing pair partitions of {1, . . . ,K}. In the final
step of the proof we further show that all solutions with lk−1,1 6= lk,1 for even integers
k may be neglected as well. Therefore we first prove that for δ1, δ2 ∈ {0, 1} and any
constant R ∈ R we have∑
0<|jk−1,1|,|jk,1|≤NK
∑
0≤lk,1≤lk−1,1≤2N
|jk−1,1|−1|jk,1|−1 = O(N) (3.16)
where the sum is taken over all solutions with∣∣∣(−1)δ1jk−1,1Mlk−1,1,1 + (−1)δ2jk,1Mlk,1,1 −R∣∣∣ < 12Mlk,1,1. (3.17)
With R = αlk−1,1Mlk−1,1,1 this condition is equivalent to∣∣∣∣∣
(
(−1)δ1jk−1,i − αlk−1,1
)Mlk−1,1,1
Mlk,1,1
+ (−1)δ2jk,1
∣∣∣∣∣ < 12 . (3.18)
For each choice of lk−1,1,lk,1 and jk−1,1 there exists at most one choice for jk,1 =
jk,1(jk−1,1). Thus we estimate the left-hand side of (3.16) by∑
0≤lk,1≤lk−1,1≤2N
∑
0<|jk−1,1|,|jk,1|≤NK
|jk−1,1|−1|jk,1|−1
≤
∑
0≤lk,1≤lk−1,1≤2N
∑
⌈αlk−1,1 ⌉+1≤(−1)δ1 jk−1,1≤NK ,
jk−1,1 6=0
|jk−1,1|−1|jk,1(jk−1,1)|−1
+
∑
0≤lk,1≤lk−1,1≤2N
∑
−NK≤(−1)δ1 jk−1,1≤⌊αlk−1,1⌋−1,
jk−1,1 6=0
|jk−1,1|−1|jk,1(jk−1,1)|−1
+
∑
0≤lk,1≤lk−1,1≤2N
∑
⌊αlk−1,1⌋≤(−1)δ1 jk−1,1≤⌈αlk−1,1 ⌉
|jk−1,1|−1|jk,1(jk−1,1)|−1.
(3.19)
There exists at most two jk−1,1 such that |(−1)δ1jk−1,1 − αlk−1,1 | < 1. Observe that in
this case we have ⌊αlk−1,1,1⌋ ≤ (−1)δ1jk−1,1 ≤ ⌈αlk−1,1,1⌉. Therefore in any other case we
have |(−1)δ1jk−1,1 − αlk−1,1 | ≥ z for some z ≥ 1. By (3.18) we get
|jk,1(jk−1,1)| ≥ min(zqlk−1,1−lk,1 − 1/2, 1) ≥ min(qlk−1,1−lk,1 + z − 3/2, 1).
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Therefore using Cauchy-Schwarz inequality we obtain
∑
0≤lk,1≤lk−1,1≤2N
∑
0<|jk−1,1|,|jk,1|≤NK
|jk−1,1|−1|jk,1|−1
≤
∑
0≤lk,1≤lk−1,1≤2N
2

 ∞∑
(−1)δ1 jk,1=min(zqlk−1,1−lk,1−1/2,1)
j−2k,1


1/2
·



 NK∑
(−1)δ1 jk−1,1=⌈αlk−1,1 ⌉+1
j−2k−1,1


1/2
+

 ⌊αlk−1,1⌋−1∑
(−1)δ1 jk−1,1=−NK
j−2k−1,1


1/2


+
∑
0≤lk,1≤lk−1,1≤2N
∑
⌊αlk−1,1 ⌋≤(−1)δ1 jk−1,1≤⌈αlk−1,1 ⌉
|jk−1,1|−1|jk,1(jk−1,1)|−1
≤
∑
0≤lk,1≤lk−1,1≤2N
Cmax(qlk−1,1−lk,1 − 3/2, 1)−1/2
+
∑
0≤lk,1≤lk−1,1≤2N
∑
⌊αlk−1,1 ⌋≤(−1)δ1 jk−1,1≤⌈αlk−1,1 ⌉
|jk−1,1|−1|jk,1(jk−1,1)|−1.
(3.20)
Since the first term is bounded by CN for some constant C > 0 which only depends on
q it only remains to bound the second term. Let lk−1,1 be some fixed integer. Now let
l˜k−1,1 be the largest integer such that (3.18) holds with l˜k−1,1 = lk,1 for some arbitrary
lk,1. With |(−1)δ2jk,1| ≥ 1 we get∣∣∣(−1)δ1jk−1,1 − αlk−1,1∣∣∣Mlk−1,1,1Ml˜k−1,1 > 1/2.
For some lk,1 ≤ l˜k−1,1 − logq(2) − 1 we obtain
∣∣∣(−1)δ1jk−1,1 − αlk−1,1∣∣∣Mlk−1,1,1Mlk,1,1 >
1
2
Ml˜k−1,1,1
Mlk,1,1
≥ q l˜k−1,1−lk,1
and therefore |jk,1| > 1/2 · q l˜k−1,1−lk,1 . Using a similar argumentation as above we have∑
0≤lk,1≤lk−1,1≤2N
∑
⌊αlk−1,1 ⌋≤(−1)δ1 jk−1,1≤⌈αlk−1,1⌉
|jk−1,1|−1|jk,1(jk−1,1)|−1
≤2(logq(2) + 1)(2N + 1) + C
2N∑
l=0
l∑
l′=0
ql
′−l
≤CN
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for some constant C > 0 which only depends on q. Plugging this into (3.20) we get
(3.16). With Lemma 2.1 we get∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∑
(δ1,...,δK ,j1,...,jK ,
n1,...,nK)∈A{2,4,...,K},
lk−1,1 6=lk,1 for some even k,
∆∈D
1
2K
1
NK/2+1
K∏
k=1
a′jk
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
≤
∑
δ1,...,δK∈{0,1}
∑
n1,...,nK∈{1,...,N}
C
·
∑
0<|j1,1|,...,|jK,1|≤NK
K∏
k=1
|jk,1|−11|∑Hk=1(−1)δpi1(k)jpi1(k),1Mlk,1,1|<1/2·MlH,1,1
if and only if H is even
·
∑
0<|j1,2|,...,|jK,2|≤NK
K∏
k=1
|jk,2|−11|∑Hk=1(−1)δpi2(k)jpi2(k),2Mlk,2,2|<1/2·MlH,2,2
if and only if H is even
(3.21)
for some constant C > 0 independent of N . For any fixed δ1, . . . , δK , n1, . . . , nK and
jπ2(k),2 for π2(k) ≤ π2(H − 2) there exists at most one jπ2(H),2 for any jπ2(H−1),2 and
vice versa such that ∣∣∣∣∣
H∑
k=1
(−1)δpi2(k)jπ2(k),2Mlk,2,2
∣∣∣∣∣ < 12MlH,2,2
holds. By Cauchy-Schwarz inequality we obtain
∑
0<|j1,2|,...,|jK,2|≤NK
K∏
k=1
|jk,2|−11|∑Hk=1(−1)δpi2(k) jpi2(k),2Mlk,2,2|<1/2·MlH,2,2
if and only if H is even
≤

2 ∞∑
j=1
j−2

K/2 ≤ C (3.22)
for some constant C > 0 independent of N . Let H be the smallest even positive integer
such that lH−1,1 6= lH,1. We use condition (1.14) and (3.13) for k = H and apply (3.16)
with R =
∑k−2
m=1(−1)δpi1(m)jπ1(m),1Mlm,1,1 for any other even integer k. By (3.21) and
(3.22) we conclude ∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∑
(δ1,...,δK ,j1,...,jK ,
n1,...,nK)∈A{2,4,...,K},
lH−1,1 6=lH,1,
∆∈D
1
2K
1
NK/2+1
K∏
k=1
a′jk
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= o(1) (3.23)
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since K ·NK ·q−2CN1−ε ≤ 1/2 ·qCN1−ε for sufficiently large N . Therefore we may assume
lk′,1 = lk,1 for any {k, k′} ∈ ∆.
We now show that we may also assume lk′,2 = lk,2 for {k, k′} ∈ ∆. This immediately
follows by proving nk+1 = nk′ resp. nk′+1 = nk for any S = {k, k′} ∈ ∆ which we are
going to show by induction. For K = 2 this is trivial. For K ≥ 4 there exists some
{H −1,H} ∈ ∆ since ∆ is non-crossing. Furthermore by lπ−11 (H−1),1 = lπ−11 (H),1 we have
nH−1 = nH+1. Set k˜ = k for k ∈ {1, . . . ,H−1} and k˜ = k−2 for k ∈ {H+1, . . . ,K−1}.
Thus it may be reduced to the case K − 2 and the conclusion follows by induction
hypothesis. Observe that there are N choices for n1 and for k ∈ {2, . . . ,K} the number
of choices for nk+1 is either 1, in the case {k′, k} ∈ ∆ for some k′ ∈ {1, . . . , k − 1}, or N
otherwise. Thus we have
#n1, . . . , nK = N
K/2+1. (3.24)
Now let {k, k′} ∈ ∆. With (3.6) it is easy to see that (−1)δk′ jk′,i + (−1)δkjk,i = 0 for
any i ∈ {1, 2} resp. jk′ = ±jk. Hence we get
a′jk′ =
2∏
i=1
NK + 1− |jk,i|
NK + 1
∫
[0,1)2
f(x) cos(2π〈jk′ , x〉) dx
=
2∏
i=1
NK + 1− |jk,i|
NK + 1
∫
[0,1)2
f(x) cos(2π〈jk, x〉) dx = a′jk . (3.25)
Therefore we obtain
∑
δ1,...,δK ,j1,...,jK ,
n1,...,nK∈A{2,4,...,K},
lk−1,1=lk,1∀k∈{2,4,...,K},
∆∈D
1
2K
1
NK/2+1
K∏
k=1
a′jk = |D|

 ∑
j∈(Z\{0})2,
||j||∞≤NK
a′2j


K/2
. (3.26)
By (1.15) and ||f − p||22 ≤ CN−K we have 1 ≥
∑
j∈(Z\{0})2 a
′2
j ≥ 1−CN−K . With (3.2),
(3.5), (3.11), (3.14), (3.15) and (3.23) we get (1.18) which finally concludes the proof.
4 Examples
4.1 Superlacunary sequences
Consider a random matrix ensemble where the first generating lacunary sequence is
superlacunary, i.e. let (Mn,1)n≥1 be some sequence of positive integers such that
qn =
Mn+1,1
Mn,1
→∞
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for n →∞. In order to prove weak convergence to the semicircle law we have to verify
(1.14). Repeating the proof of (3.16) with R = 0 we obtain by applying Cauchy-Schwarz
inequality∑
n,n′∈{1,...,2N},
n>n′
∑
j,j′∈{1,...,NK}
(jj′)−11|jMn,1−j′Mn′,1|<1/2·q−CN1−εMn′,1
≤
∑
n,n′∈{1,...,2N},
n>n′
∑
j,j′∈{1,...,NK}
(jj′)−11|jMn,1/Mn′,1−j′|<1/2
≤
∑
n,n′∈{1,...,2N},
n>n′

 ∞∑
j=1
j−2

1/2

 ∞∑
j′=max(qn−n
′
n′
−1/2,1)
(j′)−2


1/2
≤
∑
n,n′∈{1,...,2N},
n>n′
Cmin
(
(qn−n
′
n′ − 1/2)−1/2, 1
)
for some constants C > 0 independent of N . With n˜ = min{n : qn ≥ 2} we have
(qn′ − 3/2)−1/2 ≤ 2(qn′)−1/2 ≤ 2 for n′ ≥ n˜. Thus we get∑
n,n′∈{1,...,2N},
n>n′
∑
j,j′∈{1,...,NK}
(jj′)−11|jMn,1−j′Mn′,1|<1/2·q−CN1−εMn′,1
≤ Cn˜+
2N∑
n=1
n−1∑
k=1
Cq
−k/2
n−1 .
Since q−1n → 0 for n→∞ we easily verify (1.14).
4.2 The sequence 2n
We now are going to show that besides the Hadamard gap condition (1.1) further con-
ditions on the generating lacunary sequences are necessary. Therefore we prove that for
the sequences Mn,1 = Mn,2 = 2
n which do not satisfy (1.14) the mean empirical eigen-
value distribution does not converge to the semicircle law in general. Here we consider
f(x1, x2) = 1/
√
2 · (cos(2π(x1 + x2)) + cos(4π(x1 + x2))). We restrict ourselves to the
case K = 4 and repeat the proof of Theorem 1.1 until (3.15). Observe that there are
precisely two non-crossing pair partitions of {1, 2, 3, 4} which are {{1, 2}, {3, 4}} resp.
{{1, 4}, {2, 3}}. Thus E[1/N · X4N ] is the sum over solutions δ1, . . . , δ4,j1, . . . , j4 and
n1, . . . , n4 such that
(−1)δ1j1,1Mn1+n2,1+(−1)δ2j2,1Mn2+n3,1 = (−1)δ3j3,1Mn3+n4,1+(−1)δ4j4,1Mn4+n1,1 = 0
or
(−1)δ1j1,1Mn1+n2,1+(−1)δ4j4,1Mn4+n1,1 = (−1)δ2j2,1Mn2+n3,1+(−1)δ3j3,1Mn3+n4,1 = 0.
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Without loss of generality by (3.13) we may assume that both cases are distinct. Here-
after we only focus on the first case. The second case is similar. We further get
(j2,1, j2,2) = (−1)δ1+δ2(2n1−n3j1,1, 2|n1−n2|−|n2−n3|j1,2),
(j4,1, j4,2) = (−1)δ3+δ4(2n3−n1j3,1, 2|n3−n4|−|n4−n1|j3,2).
Therefore we have
lim
N→∞
1
N
E[X4N ] =
2
N3
N∑
n1,n3=1
(
N∑
n=1
E
[
f
(
2n3−n1∨0x1, 2|n−n3|−|n1−n|∨0x2
)
·f
(
2n1−n3∨0x1, 2|n1−n|−|n−n3|∨0x2
)])2
.
For n1 = n3 we easily observe
2
N3
N∑
n1=1
(
N∑
n=1
E[f2]
)2
= 2 = C2.
Thus it is enough to show
N∑
n=1
E
[
f
(
2n3−n1∨0x1, 2|n−n3|−|n1−n|∨0x2
)
f
(
2n1−n3∨0x1, 2|n1−n|−|n−n3|∨0x2
)]
6= 0
(4.1)
for some n1 6= n3 in order to prove that the mean empirical eigenvalue distribution does
not converge to the semicircle law. Now choose some n1 = n3 + 1 > 1. Then we have
|n1 − n| − |n− n3| =
{
1, n ≤ n3,
−1, n ≥ n1.
Plugging this into the left-hand side of (4.1) and using the definition of f yields
n3∑
n=1
E [f(x1, x2)f (2x1, 2x2)] +
N∑
n=n1
E [f(x1, 2x2)f (2x1, x2)] =
n3
2
> 0.
Therefore we obtain
lim
N→∞
1
N
E[X4N ] 6= 2.
By assumption on f we trivially have
lim
N→∞
1
N
E[X2N ] = E[f
2] = 1.
We conclude that the limiting mean empirical eigenvalue distribution does not have the
density 1/Rπ · √R2 − x2 · 1x2≤R2 for any R > 0 and hence it is not a semicircle law.
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