We thank two anonymous referees and a co-editor for very constructive comments and suggestions. We are also indebted to Chang-Ching Lin for his comments. The research supports from the National Science Council of the Republic of China (NSC90-2415-H-001-016 for Kuan and NSC93-2415-H-194-010 for Lee) are gratefully acknowledged. All remaining errors are ours.
Introduction
The generalized method of moments (GMM) introduced in Hansen (1982) is a leading estimation technique in econometric applications. In the context of GMM, the validity of the moment conditions is tested using the over-identifying restrictions (OIR) test. An OIR test can be made robust to heteroskedasticity and serial correlations of unknown form by employing a consistent covariance-matrix estimator. It is typical to compute such consistent estimator using the nonparametric kernel method which requires choosing a kernel function and its bandwidth (truncation lag); see den Haan and Levin (1997) for a review of this method. Note that, in comparison with the choice of kernel function, the choice of bandwidth has much larger impact on the performance of the kernel covariancematrix estimator. Thus, the finite-sample performance of a robust OIR test depends on the chosen bandwidth of the kernel function, even when some "automatic selection" methods for bandwidth are available (e.g., Andrews, 1991; Newey and West, 1994) .
To circumvent the problems arising from nonparametric kernel estimation of the asymptotic covariance matrix, Kiefer, Vogelsang, and Bunzel (2000) , hereafter KVB, propose an alternative approach to constructing parameter significance tests that are robust to heteroskedasticity and serial correlations; see Bunzel, Kiefer, and Vogelsang (2001) , Kiefer and Vogelsang (2002a, b) , and Vogelsang (2003) for other applications of this approach.
The main idea of the KVB approach is to employ a normalizing matrix that can eliminate the nuisance parameters of the asymptotic covariance matrix without having to choose the bandwidth of a kernel function. Lobato (2001) also obtains a robust test for serial correlations along the same line. 1 Kuan and Lee (2006) show that, due to the presence of parameter estimation effect, the aforementioned tests can not be applied to testing moment conditions. Kuan and Lee (2006) thus propose, in the spirit of KVB, tests for general moment conditions that are free from the estimation effect. Unfortunately, their tests are not readily applicable to testing OIR, as will be seen in Section 3.1 below.
In this paper, we extend KVB and Kiefer and Vogelsang (2002b) to construct a class of robust and asymptotically pivotal OIR tests. As KVB, these OIR tests do not require consistent estimation of the asymptotic covariance matrix and hence avoid choosing the bandwidth in kernel estimation. We derive the limits of the proposed tests under the null and local alternatives. Although the limiting null distributions are nonstandard, their asymptotic critical values are readily obtained via simulations; indeed, some critical val-1 In what follows, the tests that are robust to heteroskedasticity and serial correlations of unknown form will be referred to as robust tests.
1 ues are already available in the literature. 2 As opposed of the conventional OIR test of Hansen (1982) , the proposed robust tests are computationally convenient, as they require only a consistent, but not necessarily optimal, GMM estimator. It is also shown that the asymptotic local power of the proposed tests is invariant with respect to the choice of the weighting matrix for preliminary GMM estimator.
Our simulations demonstrate that the proposed tests have quite satisfactory finitesample performance. The proposed tests are properly sized in most cases, and their size performance compares favorably with those of the conventional OIR test and the bootstrapped OIR test. As for the power performance, the proposed tests with certain kernelbased normalizing matrix may have power comparable with (sometimes have power advantage over) the conventional OIR test. It is also found that the choice of preliminary GMM estimator has little impact on the empirical sizes and power functions of the proposed tests, as predicted by our asymptotic result. This paper proceeds as follows. In Section 2, we review the GMM estimation and OIR test. A class of robust OIR tests and its asymptotic properties are presented in Section 3.
Monte Carlo simulation results are reported in Section 4. Section 5 concludes the paper.
All proofs are deferred to Appendix.
GMM and OIR Test
In this section, we present GMM estimation and OIR testing in the time series context.
Model
Consider the model characterized by a vector of q moment conditions:
where η t is a random vector, θ o (p×1) is the true parameter vector, and f (q ×1) is a vector of functions that are continuously differentiable in the neighborhood of θ o . Of particular interest to us is the case that η t are dependent over time and that f (η t ; θ o ) are possibly serially correlated.
2 After the first version of our paper, Sun and Kim (2012) propose a modified J tests, based on a seriestype long run variance (LRV) estimator. It is shown that, when the number of basis functions in this LRV estimator is fixed, their test has a standard F distribution. Nonetheless, our tests are not disadvantageous in practice because their critical values can always be computed; see, e.g., Kierfer and Vogelsang (2002b) and Phillips, Sun, and Jin (2006) for some critical values.
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The parameter θ o in (1) is said to be over-identified (just-identified) if q > (=) p. Given a sample of T observations, the GMM estimator of θ o iŝ
where H T is a symmetric, positive semi-definite weighting matrix and m [rT ] 
We shall study the test performance under a sequence of alternatives representing local departures from (1) (also known as the Pitman drift):
where δ o is a non-zero vector, and (2) reduces to (1) when δ o = 0. 3 This specification helps the derivation of the limit local to the null (Davidson and MacKinnon, 1993) and
facilitates our subsequent asymptotic power analysis. Although we do not provide specific conditions on data, we note that (2) may hold when η t , t = 1, . . . , T , are a triangular array of strictly stationary random variables whose joint density function depends on parameters that change with the sample size T ; see Newey (1985) for details. Here, the subscript T is suppressed for notation convenience.
In what follows, we let [c] denote the integer part of the real number c, ⇒ weak conver- To analyze the properties ofθ T and the proposed test in the next section, we impose the following conditions.
[A1] The weighting matrix H T in GMM estimation is such that H T
is a q × q non-stochastic matrix that is symmetric and positive definite.
3 The local alternative (2) is specified only at θo. One complete specification of IE[f (η t ; θ)] is:
for some functions g and h such that g(θ) = 0 uniquely at θ = θo and h(θo) ̸ = 0. Then, g T (θo) reduces to
(2) with h(θo) = δo and g T (θo) → 0 as T → ∞, cf. Stock and Wright (2000) .
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[A2] Under the local alternative (2), the GMM estimatorθ T is such that
[A3] Under the local alternative (2),
[A4] F [rT ] 
where ∇ θ f denotes the q × p matrix of the first-order derivatives of f with respect to θ,
[A1] is a standard condition in the GMM literature; the class of optimal weighting matrices recommended by Hansen (1982) satisfies this condition.
[A2]-[A4] are "high-level"
conditions, similar to those in Vogelsang (2003) , Kiefer and Vogelsang (2005) , and Kuan and Lee (2006 Hall (1999, pp. 101-103) . In [A4] , {∇ θ f (η t ; θ)} is assumed to be governed by a weak law of large numbers (WLLN); in particular,
Note that FCLT and WLLN hold for serially correlated and heterogeneously distributed data that satisfy certain regularity conditions on moments and the dependence structure over time. These primitive regularity conditions are quite technical and hence omitted here;
see, e.g., White (2001) for details.
It is easy to verify that the GMM estimator has the Bahadur representation:
where
, the asymptotic covariance matrix of (3) is
o . This suggests that the optimal GMM 4 estimator,θ
To derive the limit of J (θ T ,Ḧ T ), note that the first-order Taylor expansion of
Thus, T 1/2 m T (θ T ) and T 1/2 m T (θ o ) are not asymptotically equivalent due to the presence of estimation effect (i.e., the second term on the right-hand side of (4)). Letting Λ denote the matrix square root of H o such that ΛΛ ′ = H o , we have from the Bahadur representation
As U is singular with rank q − p, this is a Gaussian limit with the singular asymptotic covariance matrix: U ′ Σ o U . The result below gives the limits of J (θ T ,Ḧ T ). 
It is readily seen from Theorem 2.1 that, under the null that δ o = 0, J (θ T ,Ḧ T ) still depends on the nuisance parameters S, Λ and F o in the limit and hence is not asymptotically pivotal. This test statistic would be asymptotically pivotal provided thatḦ T is a consistent estimator of Σ −1 o ; J * is a leading example.
When f (η t ; θ o ) are heteroskedastic and serially correlated, a leading consistent estimator of Σ o is the following nonparametric kernel estimator:
whereθ T is a preliminary consistent estimator for θ o and κ is a kernel function that vanishes when |i − j| > ℓ(T ), and ℓ(T ) grows with T at a slower rate and is known as the bandwidth or truncation lag. 4 The performance of the OIR test with the kernel covariancematrix estimator thus depends on the chosen κ and ℓ(T ). Even though ℓ(T ) may be chosen using a data-dependent method (e.g., Andrews, 1991; Newey and West, 1994) , the selected ℓ(T ) may still be arbitrary because it can only be determined with additional user-chosen parameters.
Kuan and Lee's (2006) M test
A test of a set of moment conditions (1) is known as an M test. Kuan and Lee (2006) demonstrate that the KVB approach to constructing robust tests for parameters is not readily extended to M tests, because the KVB normalizing matrix is unable to eliminate the nuisance parameters when there is estimation effect in the estimated moment conditions. Kuan and Lee (2006) thus propose robust M tests for (1) that also do not require consistent estimation of asymptotic covariance matrix and are free from the estimation effect.
4 It should be mentioned that a "non-centered" version of Σ κ ℓ(T ) , with f (η i ;θT )f (η j ;θT ) ′ as summand, is not consistent under non-local alternatives. While the tests based on these two versions of kernel estimators have the same weak limit under both the null and local alternatives, the test with a "centered" Σ κ ℓ(T ) is more powerful than that with a "non-centered" Σ κ ℓ(T ) , because the former is OIP(T ) but the latter is OIP(T /ℓ(T )) under non-local alternatives, as shown in Hall (2000) and Hall, Inoue, and Peixe (2003) . Kuan and Lee (2006) suggest two normalizing matrices for their robust M tests: 5 (i)
whereθ t is the recursive counterpart ofθ T , computed from the subsample of first t obser-
is not asymptotically pivotal unless the estimation effect is absent (i.e., F o in (4) is a zero matrix), and the M
T m T (θ T ) has the same weak limit regardless of the estimation effect and hence is asymptotically pivotal in general.
A crucial condition ensuring the validity of these two normalizing matrices is that the asymptotic covariance matrix of T 1/2 m T (θ T ) is nonsingular. In the context of OIR testing, this condition fails because the asymptotic covariance matrix, U ′ Σ o U , is singular. As such, none of the tests proposed by Kuan and Lee (2006) can serve as a robust OIR test. Note that Vogelsang (2003) considers testing parameters in GMM models but not OIR.
The Proposed OIR Tests
In this section, we propose a robust OIR test and then extend it to other kernel-based OIR tests. We also obtain an important result for the asymptotic local power of the proposed OIR tests in Section 3.3.
A Robust OIR Test
Following Section 2.2, we first derive the limits of C T and C T .
Lemma 3.1 Given [A1]-[A4], we have under the local alternative (2) that
In view of (6), the limit of C T is unable to eliminate the nuisance parameters in the limit of
is not asymptotically pivotal. On the other hand, given that the limit of C T is a singular matrix, the convergence of C T in Lemma 3.1 need not carry over under generalized inverse. This stems from the fact that rank( C T ) need not converge (with probability one) to rank(U ′ SP q S ′ U ) = q − p; see, e.g., Andrews (1987) and Scott (1997, pp. 188-190) . As a consequence, it is not even easy to determine the weak
Instead of normalizing by C + T , consider the following statistic:
By (6), the weak limit of this statistic under the null hypothesis is
as shown in Appendix; see also equation (9) of Kuan and Lee (2006) . Thus, it is possible to have an asymptotically pivotal OIR test if we can find a suitable normalizing matrix such that its Moore-Penrose generalized inverse converges weakly to
Note that U T is of rank q − p for all T . In the result below, we show that Γ + T does converge weakly to
. It follows that the robust test statistic:
is asymptotically pivotal under the null.
Theorem 3.2 Given [A1]-[A4], we have under the local alternative (2) that
where P q−p is as defined in Lemma 3.1.
Remarks:
1. J (θ T , Γ + T ) requires only a consistent GMM estimator, as opposed of the conventional OIR test statistic of Hansen (1982) that depends on the optimal GMM estimator.
Hence, the proposed test can serve as a preliminary check to determine if the optimal estimation is worthwhile under present specification.
2. J (θ T , Γ + T ) is pivotal even when there is estimation effect, and it does not require recursive estimation of the normalizing matrix. This test statistic is thus computationally simpler than that of the M test of Kuan and Lee (2006) which is based on
are twice as large as those for the robust test of Lobato (2001); see Table 1 of Lobato (2001) .
Extension to Kernel-Based OIR Tests
For any kernel function κ, the associated kernel-based covariance matrix estimator without
where κ i,j = κ(|i − j|/T ), as in Kiefer and Vogelsang (2002b) and Lee (2007) . These results suggest that Σ κ T is closely related to the normalizing matrix in the KVB approach. Note that as in Kiefer and Vogelsang (2002a) , it can be easily shown that C T is algebraically equivalent to one half of the Bartlett-kernel-based covariance matrix estimator without
We consider the kernel function κ that satisfies the following conditions.
[A5] The kernel function κ is such that:
(c) κ(z) is twice continuously differentiable on IR with the second order derivative κ ′′ (z).
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The conditions [A5](a) and (b) are quite standard in the literature and admit the Bartlett, Parzen, and quadratic spectral kernels; see Andrews (1991) . In particular, [A5](b) ensures that the kernel-based covariance matrix estimator is positive semi-definite for all samples, but it rules out the Tukey-Hanning kernel. As for [A5](c), it rules out the Bartlett kernel because this kernel is not differentiable at 0, but it is a common condition also required by Kiefer and Vogelsang (2002b) and Vogelsang (2003) for their kernel-based normalizing matrices. See the second remark after Theorem 3.4 and footnote 6. The lemma below suggests that Σ κ T plays a similar role as C T , cf. Lemma 3.1.
Lemma 3.3 Given [A1]-[A5]
, we have under the local alternative (2) that
Consider the kernel-based normalizing matrix:
While depending on the selected kernel function, this normalizing matrix avoids choosing a truncation lag. With Γ κ T , we obtain a class of robust OIR test statistics:
The limiting behavior of this class of tests is analogous to that of Theorem 3.2, as shown in the result below.
Theorem 3.4 Given [A1]-[A5], we have under the local alternative (2) that
where A and ∆ are defined in Theorem 3.2. Under the null that δ o = 0,
where P κ,q−p is as defined in Lemma 3.3.
Remark:
1. Similar to J (θ T , Γ + T ) in Theorem 3.2, the kernel-based robust OIR test statistic requires only a consistent GMM estimator. For different κ functions and different q−p,
can be obtained via simulations; for q − p = 1, the square root of the critical values can be found in Kiefer and Vogelsang (2002b ,   Table 1 ) and Phillips, Sun, and Jin (2006 , Table 6 ).
Given that the Bartlett-kernel-based estimator Σ
. Although this test statistic is not covered by Theorem 3.4, its limit can be expressed in a similar form:
with P B,q−p = 2 
Asymptotic Local Power
We now examine the asymptotic local power of the proposed J
test statis- 
The following result shows that ω(H o ) is not affected by the choice of the weighting matrix H T (and hence its limit H o ) in preliminary GMM estimation. Therefore, as far as the local power of robust OIR testing is concerned, one may select a Bartlett kernel or any kernel function permitted under [A5] and a preliminary GMM estimator that is computationally simple.
Theorem 3.5 Given [A1]-[A5], the non-centrality parameter
test is computationally simpler, one may be interested in knowing how this test compares with Hansen's J * test in terms of power. As shown in Theorem 2.1, the asymptotic local power of J * is determined by the non-centrality parameter:
It is shown below that the proposed test and J * test share the same non-centrality parameter. 
Monte Carlo Simulations
In this section, the finite sample performance of the proposed J
test is evaluated via Monte Carlo simulations. We consider following moment conditions:
where y t and x t are random variables, z t = [z 1,t z 2,t ] ′ is a 2 × 1 random vector, and θ is an unknown parameter. In this case, q − p = 1. The data generating processes (DGPs) for y t and x t are
where e t and u t are random errors. Let ξ t = [z 1,t z 2,t e t u t ] ′ . The data for ξ t are generated according to the VAR(1) model:
where a ∈ (−1, 1) is a scalar parameter
with the diagonal elements of Σ v being 1 − a 2 and nonzero offdiagonal elements being such that corr(z 1,t , z 2,t ) = corr(e t , u t ) = 0.5. Note that this DGP reduces to that of Hall (2000) when a = 0. We consider different values of a, so as to examine the effect of persistence in data.
In the notations of this paper, we have f
We set θ o = 1, a = 0, 0.5, 0.8, 0.9 and −0.5,
. For a = 0.5, we also consider two different DGPs for ε t :
Note that the specification (ii) is a special case of the constant conditional correlation model proposed by Bollerslev (1990) . These DGPs enable us to examine the performance of our test for leptokurtic and conditionally heteroskedastic data.
As for γ in DGP (12), the model (11) with γ = 0 is correctly specified in the sense that there exists a unique θ o = 1 such that IE[z t (y t − θ o x t )] = 0; otherwise, the model (11) is misspecified. We thus consider γ = 0 for size simulations and various γ in (0, 2] for power simulations. There are two nominal sizes: 5% and 10%. For size simulations, the samples are T = 50, 100, and 500; for power simulations, the samples are T = 50 and 100.
, we consider three conventional kernels: Bartlett (B), Quadratic Spectral (QS), Parzen (P), and the exponentiated Parzen (EP) kernels recently suggested by Phillips, Sun, and Jin (2006) :
with ρ = 8 and 32 (EP08 and EP32). The number of replications is 10,000 for all simulations. The standard Wiener process is approximated by the (normalized) partial sums of 2,000 pseudo standard normal random variables. The number of replications is 50,000.
Although the choice of H T does not affect the null limit and asymptotic local power, it may affect the finite-sample size and power. To examine this, we let Z = [z 1 · · · z T ] ′ and consider H T = I 2 and (T −1 Z ′ Z) −1 , which are two common choices of the weighting matrix for preliminary GMM estimation. Note that the second choice enjoys optimality under serial independence. We also consider two optimal H T under serial dependence of unknown form: ( Σ B nw,4 ) −1 and ( Σ B nw,12 ) −1 , which are "centered" covariance matrix estimator with the Bartlett kernel and the preliminary GMM estimator based on the identity weighting matrix, as recommended by Hall (2000) . Moreover, the truncation lag is determined by the nonparametric method of Newey and West (1994) using the weighting vector: [1 − 1] ′ and two preliminary truncation lags: [c(T /100) 2/9 ], with c = 4 and 12; see Hall (2000 Hall ( , pp. 1522 Hall ( -1523 for more detail.
For comparison, we simulate the conventional J * test of Hansen (1982) Inoue and Shintani (2006) . As shown in Inoue and Shintani (2006) , the bootstrapped J * test improves the conventional test in terms of asymptotic size, provided that it employs a kernel with the characteristic exponent greater than two. 8 To enjoy the improvement of the bootstrapped test, we compute the bootstrapped test based on the truncated (TR) kernel and the trapezoidal (TZ) kernel with parameter 0.5 (such that the characteristic exponent is infinity). 9 As for implementation of the bootstrapped J * test, we need to choose a truncation lag ℓ(T ) and a block length. Here, we set the block length equal to ℓ(T ), as in Inoue and Shintani (2006) . As the covariance matrix estimators based on the TR and TZ kernels do not have asymptotic bias, we can not determine the optimal ℓ(T ) based on the bias-variance trade-off criterion. Hence, ℓ(T ) is set to 4(T /100) 1/5 and 12(T /100) 1/5 , where the first one was also employed by Newey and West (1994, p. 641) for the TR kernel. , the conventional J * nw,c tests are over-sized for all samples (even when there is no or moderate serial correlation). The size distortions become smaller in a larger sample (T = 500), but they do not disappear. For a given sample, the empirical sizes deteriorate rapidly when a increases. Hence, J * nw,c is not robust to serial correlation of unknown form, even it is computed with an optimal weighting matrix.
Also, the size distortions of J * nw,c do not vary much with the choice of H T , the presence 8 The characteristic exponent of κ is the largest real number q such that limz→0[1 − κ(z)]/|z| q < ∞. It is easily verified that the characteristic exponent of the Bartlett kernel is one and that of the Parzen and quadratic spectral kernels is two. 9 The TR kernel is defined as: κ(z) = 1 for |z| ≤ 1 and κ(z) = 0 for |z| > 1. The TZ kernel is κ(z) = 1 for |z| ≤ 0.5; κ(z) = (|z|−1)/(0.5−1) for 0.5 < |z| ≤ 1; κ(z) = 0 otherwise. See also Politis and Romano (1995) .
of the ARCH effect, and the absence of higher-order moments, yet they depend on the user-chosen parameter c (the distortions are much larger for c = 12). On the other hand, the bootstrapped J * tests outperform the conventional tests in terms of finite sample size, but they are still over-sized in most cases. The size distortions of the bootstrapped test depend greatly on the truncation lag (block length).
To provide a proper power comparison between different tests, we simulate their sizeadjusted powers. 10 The empirical power curves of the proposed tests with different kernel functions are plotted in Figures 1-4 , with γ (the parameter in (12)) on the horizontal axis.
We consider the cases that a = 0.5, 0.9, ARCH(1), t(3), two weighting matrices H T = I 2 and H T = (T −1 Z ′ Z) −1 , and two samples T = 50 and 100. We again observe that, similar to the results of empirical sizes, the empirical powers of the proposed tests are similar under different weighting matrices H T . These results in effect support Theorem 3.5 which shows the non-centrality parameter (and hence the test power) is invariant with respect to the chosen weighting matrix. It can be seen that the power ranking is not altered in all cases.
The tests with the EP kernel outperform the tests with other kernels (the one with EP32 yields the highest power). Other than the EP kernel, the test with the Bartlett kernel dominates those with other conventional kernels. The test powers are similar for different DGPs, except when the data are highly persistent (e.g., a = 0.9).
For the power performance of the conventional OIR tests: J * nw,4 and J * nw,12 , we plot only the power curves of these tests with the preliminary GMM estimator based on H T = I 2 (the tests based on H T = (T −1 Z ′ Z) −1 perform very similarly and hence are omitted). For comparison, we also consider the proposed tests with the EP32-based normalizing matrix (which has the best power among all proposed tests) and the Bartlett-based normalizing matrix (which has the best power among the tests with conventional kernels). The power curves of these tests are plotted in Figures 5 and 6.
It can be seen that the power performance of J * nw,c depends on the user-chosen parameter c, and the test with c = 4 is more powerful than that with c = 12. For data with moderate correlation (e.g., a = 0.5), conditional heteroskedasticity (e.g., ARCH(1)), and leptokurtosis (e.g., t(3)), the proposed test with EP32 performs similarly to J * nw,4 (with only minor power loss), but it is more powerful than J * nw,12 in both samples. The proposed test with B, on the other hand, has more power loss relative to J * nw,4 but may outperform J * nw,12 in a small sample. When the data are highly persistent (e.g., a = 0.9), the tests with EP32 and B in a small sample are even more powerful than J * nw,4 for large γ (so that the DGP is far away from the null). In a larger sample, the test with EP32 performs similarly to J * nw,4 , whereas the test with B performs similarly to J * nw,12 . The simulation results together suggest that the proposed tests may have accurate empirical sizes without sacrificing much of their power.
Next, we simulate their asymptotic local powers. We only consider a = 0.5, 0.9. We set γ = c/T 1/2 with c ∈ [0, 28] so that δ o = c[1 0.5] ′ . We then compute the non-centrality It can be seen that, among J
, the tests with the EP kernels performs better than those based on conventional kernels, and the test based on the quadratic spectral kernel has the worst performance. This power ranking is the same as that in Lee (2007) .
in terms of asymptotic local power for all the kernels considered, the local power of the proposed test with the EP32 kernel is quite close to that of J * , especially when the data have only moderate correlation. Note that, in practice, these tests may have different finite-sample power performance and that the proposed tests are not always dominated by J * .
Finally, we examine the test performance for large q − p, i.e., the number of moment conditions much larger than the number of parameters. The DGPs are identical to (12), except that x t = ∑ q j=1 z j,t +u t , and the parameters for the DGPs are the same. We consider q − p = 6, 10. For simplicity, we simulate only the proposed tests with the Bartlett kernel, because the critical values for different q − p are available in Lobato (2001) . It can be seen that both the size and power of the tests considered here are adversely affected when q − p becomes larger. Tables 4-6 show that, compared with the case with q − p = 1, the proposed tests and J * have larger size distortion, but the distortion of the latter tests is much more severe, especially when a is large. The size distortion also decreases when the sample gets larger, but it decreases much slowly. For power comparison, we simulate J * nw,4 , J * nw,12 , and the proposed test with the Bartlett kernel; the resulting power rankings are summarized in Figures 8-10 . It can be seen that J * nw,4 has the highest power and J * nw,12 has the lowest power in all cases. Note that the performance of J * nw,4 may be close to that of the proposed test when q − p = 10.
Conclusions
In this paper, the KVB approach is extended to construct a class of robust and asymptotically pivotal tests for OIR. These tests have several advantages relative to the conventional OIR test. First, they do not rely on a kernel-based covariance-matrix estimator and hence avoid choosing the kernel bandwidth. Second, they require only a consistent, but not necessarily optimal, GMM estimator, and their power performance does not depend on the choice of consistent GMM estimator. Therefore, the proposed tests can serve as a useful and convenient tool for testing OIR. Although our simulation results provide power ranking for the tests with different kernel-based normalizing matrices, there is no analytic result showing which kernel function should be preferred. As such, one may try to find an optimal kernel function that maximizes local power. This is an important future research direction.
Appendix
Proof of Theorem 2.1: AsḦ T IP −→Ḧ o , the limit of J (θ T ,Ḧ T ) follows immediately from (6) and the continuous mapping theorem. For the second assertion, note that when
Then by (6),
and
we have from Theorem 9.11 of Scott (1997, p. 381 ) that the quadratic form on the right-hand side above is distributed as a non-central χ 2 distribution with q − p degrees of freedom and the non-centrality parameter:
Proof of Lemma 3.1: Setting t = [rT ], 0 < r ≤ 1, the first-order Taylor expansion of
where F [rT ] (θ o ) and F o are defined in [A3]. It follows from [A2] that φ [rT ] 
regardless of the values of F o and δ o . The first assertion on C T now follows from the continuous mapping theorem.
As for C T , it can be shown that, analogous to (5),
, and hencẽ
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The weak limit of C T also follows from the continuous mapping theorem. 
As shown in Kuan and Lee (2006) , taking the generalized inverse of both sides of the equation above yields
Under the null, T 1/2 m T (θ T ) ⇒ U ′ SW q (1) by (6), so that
Proof of Theorem 3.2: Clearly, Γ T ⇒ U ′ SP q S ′ U . By Lemma 3.1, P q is positive definite with probability one, hence so is SP q S ′ . Then, rank(U ′ SP q S ′ U ) = q − p. As C T converges to SP q S ′ by Lemma 3.1, it must have rank q for all T large. Given that U is of rank q − p for all T , Γ T is thus of rank q − p and satisfies the rank condition for the continuity of the Moore-Penrose generalized inverse; see, e.g., Scott (1997, 188-190) . It
In view of the proof of equation (8), we know there exist A and ∆ such that
The null limit follows immediately by setting δ = 0. 2 Proof of Lemma 3.3: As in the proof of Lemma 3.1, φ [rT ] (θ T ) ⇒ SB q (r). When the kernel function κ is twice continuously differentiable with the second order derivative κ ′′ , it is easily shown that
uniformly in r and s; see Kiefer and Vogelsang (2002b , pp. 1364 -1365 . It then follows from (9) and the continuous mapping theorem that
The second equality of P κ,q follows from integration by parts, as in Phillips et al. (2006, pp. 890-891) . 
We also have (1) ], 20 and the null limit follows by setting δ = 0.
2 Another Proof of Equation (10): Note that
uniformly in r ̸ = s and κ ′′ (r − s) = 0 for all r ̸ = s. It follows that
As for T D T (0), it can be seen that
Then g κ = 1 for Bartlett kernel. Give T D T (0) → 2g κ , we have
Therefore,
Note that for general kernel function that has discontinuity points not at 0, then Equations (13) and (14) will not hold anymore in general. This is the main difficulty to allow the kernel to have finitely many number of discontinuity points. 
It can be seen from the proof of Equation (8) that, corresponding to H 1 , we have
Note that
and P H 2 P H 1 = P H 2 . It follows that
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showing that Ψ is a generalized inverse of Ξ. As Ξ = P H 2 Σ o P ′ H 2 = P H 2 SS ′ P ′ H 2 and S is nonsingular, we have rank(P H 2 Σ o P ′ H 2 ) = rank(P H 2 S) = rank(P H 2 ), which satisfies the condition in Lemma 2.2.6(g) of Rao and Mitra (1971, p. 22) . Following from this lemma we have
This shows that ω(H 1 ) = ω(H 2 ) for any two weighting matrices H 1 and H 2 . 2 Proof of Theorem 3.6: In the light of Theorem 3.5, it suffices to show that ω * , the non-centrality parameter of J * , is the same as ω(Σ −1 o ). As in the proof of Theorem 3.5, we can write
which is symmetric and idempotent, we have
It follows that
Given the rank condition:
rank(SΦS ′ ) = rank(SΦΦS ′ ) = rank(SΦ) = rank(Φ), Lemma 2.2.5(c) of Rao and Mitra (1971, p. 22) 
White, H. (2001) . Asymptotic Theory for Econometricians, revised edition, San Diego: Academic Press.
26 Table 1 : Empirical sizes of J
with preliminary GMM estimators and q −p = 1.
DGP T B QS P EP08 EP32 B QS P EP08 EP32 B QS P EP08 EP32 B QS P EP08 EP32 50 4.7 4.5 4.4 4.9 5.0 10.2 9.3 9.3 9.9 9.9 4.7 4.6 4.5 5.0 5.1 10.3 9.2 9.3 10.2 10.0 a = 0.0 100 4.9 4.7 4.7 4.7 5.0 9.5 9.4 8.9 9.6 9.5 4.9 4.7 4.7 4.7 4.9 9.6 9.5 9.0 9.6 9.6 500 5.1 4.9 5.0 5.4 5.5 10.4 9.7 9.6 10.6 10.4 5. with optimal GMM estimators and q − p = 1. a = 0.8 100 6.2 5.1 4.6 4.9 5.9 11.8 9.9 9.6 10.6 12.3 5.5 4.7 4.4 4.4 5.5 11.3 9.7 9.1 9.9 11.6 500 5.5 4.8 5.2 5.1 5.2 10.6 10.0 9.7 10.2 10.5 5.7 4.9 5.2 5.3 5.5 11.2 10.0 9.7 10.6 10.9 50 7.7 4.6 4.7 6.7 12.9 14.6 9.4 9.5 14.0 22.7 6.8 3.9 4.0 5.6 11.8 13.3 8.5 8.1 12.3 21.2 a = 0.9 100 6.9 5.0 4.9 5.3 8.2 13.4 10.0 9.4 11.3 16.2 6.7 4.8 4.6 4.9 8.0 12.9 9.7 9.2 10.7 15.8 500 6.0 5.1 5.0 5.4 5.9 11.5 10.4 9.8 10.8 11.2 6.4 5.3 5.2 5.6 6.1 11.6 10.4 9.8 10.9 11.4 50 6.0 5.4 5.2 5.3 5.8 11.7 10.3 10.1 11.0 11.9 5.9 5.4 5.2 5.5 6.1 11.8 10.3 9.9 10.9 12.0 a = −0.5 100 6.0 5.5 5.6 5.7 5.7 11.0 10.3 10.2 10.8 11.2 6.0 5.6 5.7 6.1 6.3 11.4 10.6 10.5 11.0 11.7 500 5.0 4.8 4.7 4.7 5.1 10.0 9.5 9.3 10.0 9.9 5.4 5.2 5.2 5.1 5.5 10.5 10.1 9.7 10.6 10.5 50 5.3 5.0 5.1 4.8 5.4 10.8 10.1 9.4 10.0 11.4 5.3 5.1 4.8 4.7 5.6 10.3 9.8 9.2 9.8 10.8 a = 0.5 100 5.5 5.3 5.3 5.4 5.4 11.3 10.4 9.9 10.8 11.2 5.7 5.2 5.2 5.4 5.6 11.4 10.2 9.6 10.9 11.0 ARCH(1) 500 5.2 5.2 4.9 5.2 5.3 10.3 9.8 9.6 10.5 11.3 6.1 5.4 5.5 5.9 6.4 11.1 10.4 10.4 11.2 10.4 50 5.7 5.0 5.0 5.0 5.4 11.2 10.2 9.7 10.2 11.5 5.2 4.7 4.4 4.8 5.1 10.4 9.6 8.8 9.6 11.0 a = 0.5 100 6.2 5.5 5.7 5.7 5.9 11.5 10.6 10.1 11.0 11.9 6.2 5.4 5.6 5.6 5.6 11.4 10.9 10.1 10.8 11.3 t(3) 500 6.0 5.4 5.5 5.9 6.0 11.4 10.5 10.6 11.3 11.6 6.5 5.9 5.8 6.7 6.7 12.0 11.1 11.0 11.7 11.5
Note: The entries are rejection frequencies in percentage. with preliminary GMM estimators and q − p = 6, 10.
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q − p = 6 q − p = 10 q − p = 6 q − p = 10 DGP T 5% 10% 5% 10% 5% 10% 5% 10% Note: The entries are rejection frequencies in percentage. with optimal GMM estimators and q − p = 6, 10.
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q − p = 6 q − p = 10 q − p = 6 q − p = 10 DGP T 5% 10% 5% 10% 5% 10% 5% 10% 50 4.4 9.5 4.2 9.7 4.1 8.8 4.1 8.7 a = 0.0 100 4.8 9.7 4.6 9.7 4.6 9.4 4.3 9.4 500 5.5 10.6 6.6 12.6 5.7 10.8 6.2 11.7 50 6.3 12.5 7.9 14.8 5.4 11.4 7.0 13.6 a = 0.5 100 5.7 11.6 6.7 13.5 5.3 11.0 6.2 12.4 500 5.6 10.9 6.9 12.9 5.5 10.9 6.5 12. Note: The entries are rejection frequencies in percentage. Table 6 : Empirical sizes of the J * test and q − p = 6, 10. 
