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Zusammenfassung
Reaktive Stofftransportprozesse kommen in vielen Anwendungen der Chemietechnik vor. Obwohl diese
Pha¨nomene schon seit langem Gegenstand zahlreicher Untersuchungen sind, wurde ein vollsta¨ndiges
Versta¨ndnis der physico-chemischen Mechanismen bisher noch nicht erreicht. Detaillierte Erkennt-
nisse u¨ber diese Prozesse, insbesondere das lokale Zusammenspiel zwischen der zweiphasigen Hydro-
dynamik, dem Stofftransport und den chemischen Reaktionen, wurden in den letzten Jahren mittels
Direkter Numerischer Simulationen gewonnen. Diese Art der Simulation ist heutzutage noch rechen-
intensiv. Da die Konzentrationsgrenzschichten an Blasengrenzfla¨chen beachtlich du¨nner sind als die
Geschwindigkeitsgrenzschicht, erfordert eine genaue Lo¨sung der Spezieskonzentrationstransportgle-
ichungen eine deutlich ho¨here numerische Auflo¨sung als fu¨r die Zweiphasenhydrodynamik. Zwei unter-
schiedliche numerische Techniken wurden in dieser Arbeit mit dem Ziel der Linderung des Mehrskalen-
problems entwickelt. In beiden Fa¨llen wird das hydrodynamische Problem mittels einer Arbitrary
Lagrangian-Eulerian Interface-Tracking-Methode angegangen, jedoch unterscheiden sich die Verfahren
in der Behandlung des Stofftransportes. Der erstgenannte Ansatz basiert auf den sogenannten Radial
Basis Functions, mit denen eine Finite-Differenzen-Methode fu¨r unstrukturierte Punktmengen for-
muliert wird. Letzterer verwendet das Finite-Volumen-Verfahren auf einem Gitter, das durch eine
spezalisierte Verfeinerung des Netzes, welches fu¨r die zweiphasige Hydrodynamik verwendet wird, er-
halten wird.
In der vorliegenden Arbeit wurde eine systematische Analyse von reaktiven Stoffaustauschprozessen
aus einzelnen aufsteigenden Blasen mit signifikanten Grenzfla¨chenverformungen, d.h. relevanten tech-
nischen Durchmessern, mittels 3D Direkten Numerischen Simulationen durchgefu¨hrt. Zwei unter-
schiedliche prototypische Reaktionen wurden beru¨cksichtigt. Simulationen von langsamen zu schnellen
Reaktionsintensita¨ten erlaubten die Beurteilung des Einflusses verschiedener chemischer Zeitskalen auf
diese Prozesse. Zusa¨tzlich wurde der Einfluss von niedrigen bis moderaten Diffusionskoeffizienten der
U¨bergangsspezies untersucht. Der letzte Teil der Arbeit wurde dem Vergleich der Simulationsergeb-




Reactive mass transfer processes are found in many chemical engineering applications. Though these
phenomena have been object of investigation for long time already, a complete understanding of the
physico-chemical mechanisms involved has not been achieved yet. More detailed insights about these
processes, in particular the local interplay between the two-phase hydrodynamics, mass transfer and
chemical reactions, have been obtained in recent years by means of Direct Numerical Simulations. How-
ever, this type of simulation is nowadays still computationally demanding. Being the concentration
boundary layers at bubble interfaces remarkably thinner than the velocity boundary layer, an accurate
solution of the species concentration transport equations requires a numerical resolution significantly
higher than that needed for the two-phase hydrodynamics. Two different numerical techniques have
been developed in this work with the aim of alleviating the multiscale issue. In both the cases, the
hydrodynamic problem is tackled by means of an Arbitrary Lagrangian-Eulerian Interface-Tracking
method. Instead, they differ regarding the treatment of the mass transfer. The former technique relies
on the so-called Radial Basis Functions by which a finite-difference method on unstructered sets of
points is formulated. The latter employs a finite-volume discretisation on a mesh obtained from a
specialised refinement of the grid used for the two-phase hydrodynamics.
In the present research, a systematic analysis of the reactive mass transfer from single rising bub-
bles with significant interface deformations, i.e. technically relevant diameters, has been carried out by
means of 3D Direct Numerical Simulations. Two distinct reaction prototypes representative of many
applications have been considered. Simulations from slow to fast reaction intensities allowed to assess
the influence of different chemical time scales on these processes. Additionally, the impact of low to
moderate dissolving species diffusivities has been investigated. The last part of the study has been
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Many industrial products are based on gas-liquid reactions in bubble column reactors. Some exam-
ples are liquid-phase oxidation, fermentation, chlorination, Fischer-Tropsch synthesis and wastewater
treatment processes. These reactors are basically constituted of cylindrical vessels filled with a liquid,
either stagnant or continuously flowing. The gas is injected through a sparger usually placed at the
bottom of the column. A mass exchange occurs at the interface between the liquid and gas phases.
The dissolving chemical components typically react with other species leading to the formation of
some products and/or side-products. A schematic representation of a bubble column reactor is shown
in Fig. 1.1.
Figure 1.1: Schematic of a bubble column reactor.
Depending on the operating parameters (superficial gas and liquid velocities), material properties
(densities and viscosities of the fluids) and the geometry of the reactor, four main flow regimes can
be identified in a bubble column: homogeneous or bubbly, churn turbulent, slug and annular. The last
three flow types belong to the so-called heterogeneous regime.
The homogeneous flow regime is encountered at low superficial gas velocity values. As visible in
Fig. 1.2, the bubbles have almost the same size and their distribution inside the reactor is uniform.
Although interaction effects among the bubbles are always present, they can be considered less im-
portant in this case (see Khinast, 2001, Majumder, 2016). Under these circumstances, a single bubble
analysis can describe the main aspects of the mass transfer processes.
Homogeneous flow Churn turbulent flow Slug flow Annular flow
Figure 1.2: Different flow regimes of a bubble column reactor (Urseanu and Krishna, 2000).
Larger superficial gas velocities cause the transition to the churn turbulent flow regime. Due to
occurence of coalescence phenomena, different bubble sizes are found inside the reactor. The flow field
in the liquid phase is turbulent due to the intense agitation caused by the motion of the bubbles.
A slug flow regime characterized by a continuous coalescence and breakup process is observed
when large gas flow rates are combined with small column diameters. Finally, at very high superficial
gas velocities, the annular flow appears. In this case, the liquid phase forms an annulus between the
column walls and the central part of the reactor which is entirely occupied by the gas phase.
Despite the apparent simplicity of these technological devices, there is no complete understanding
of the interaction between the two-phase hydrodynamics, the mass transfer processes and the chemical
reactions. An obstacle to the full comprehension resides in the difficulty to obtain detail information
from experiments. Most experimental techniques provide only integral information precluding a deep
insight into the local phenomena (Schlu¨ter et al., 2001, Bork et al., 2003). Some progress has been
recently made (Dani et al., 2007, Francois et al., 2011) by means of new experimental methods which
allow for precise measurements of the concentration fields and the local mass transfer coefficients
relating to single rising bubbles. However, the improvement is not yet sufficient to deal with group
of bubbles, which is indispensable in order to reproduce conditions as similar as possible to the ones
found in the reactors.
Experimental measurements of the mass transfer are difficult due to the extreme thinness of the
concentration boundary layers. An approximation of the concentration boundary layer thickness for








where Sck is the Schmidt number of the species k and Pek is the corresponding Pe´clet number. δh
and δk denote the hydrodynamic and concentration boundary layer thicknesses, respectively. The
Schmidt number (Sck=νl/Dk,l) is expressed by the ratio between the liquid kinematic viscosity νl and
the species diffusion coefficient in the liquid phase Dk,l. The Pe´clet number (Pek=Ubdb/Dk,l) is the
product of the Schmidt number with the bubble Reynolds number (Reb=Ubdb/νl), where Ub and db
represent the bubble velocity and diameter, respectively.
For an industrial bubble reactor, the Pe´clet number ranges from 104 to 107 leading to thin concen-
tration boundary layers of few micrometer thickness or even less. The situation becomes even more
severe if chemisorption is considered. The chemical reactions consume the dissolving species, thinning
the boundary layer further.
Fig. 1.3 shows an experimental image together with two successive magnifications of an oxygen
concentration boundary layer. The image has been obtained by Ku¨ck et al. (2009) by means a LIF
technique. The thickness of the shaded area corresponding to the region of higher oxygen concentration
is ca. 30 micrometers.
Figure 1.3: Oxygen concentration boundary layer around a gas bubble rising in water. Shaded areas
indicate regions with higher oxygen concentration (Ku¨ck et al., 2009).
As further critical element for experimental investigations, it has to be remarked that the bubbles
flowing through the reactors exihibit unstationary behaviors with non-rectilinear rise paths. Accord-
ingly, the transfer problem is characterized by three-dimensional structures. These strcutures can be
hardly captured by the various experimental methods which in the best-case scenario can only mea-
sure quantities on two perpendicular planes.
Fig. 1.4 shows a sequence of images regarding a carbon dioxide bubble with diameter of 1.1 mm
rising in an aqueous solution contaminated with the Triton X-100 surfactant. The experiment has
been carried out by Sto¨hr et al. (2009) by means of a PLIF technique. Although the sizes of the
bubbles in Figs. 1.3 and 1.4 are comparable, the species concentration fields in the wake region look
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significantly different. This is due to presence of surfactants at the gas-liquid interface which deter-
mines locally a variation of the surface tension coefficient and, consequently, a drastic change of the
velocity field in the vicinity of the bubble surface. This in turn strongly influences the mass trans-
fer, as the comparison of the dark areas in Figs. 1.3 and 1.4 corresponding to regions with higher
species concentration highlights. Although the level of interface contamination can be considerably
reduced by means of specific techniques (see Duineveld, 1995), it is almost impossible to obtain a
contamination-free system. Therefore, the experimental results are always affected by the surfactants
to a hardly quantifiable extent and their interpretation might be distorted by this effect.
Figure 1.4: Sequence of PLIF images of a rising carbon dioxide bubble with diameter db=1.1 mm
contaminated with Triton X-100. Dark areas indicate regions with higher carbon dioxide concentration
(Sto¨hr et al., 2009).
Besides experiments, the mass transfer processes have been also studied using theoretical models
(see Whitman, 1923, Higbie, 1935, Danckwerts, 1951, Clift et al., 1978). However, these models rely
on strong assumptions limiting their applicability. Furthermore, they are often restricted to simplified
chemical reaction mechanisms.
Due to the impossibility to obtain an exhaustive comprehension of the mass transfer processes
by means of theoretical and experimental methods, numerical techniques have been increasingly em-
ployed in the last decades for the investigation of such processes. In particular, the Direct Numerical
Simulation (DNS) allows to gain detailed information about the local interplay between two-phase
hydrodynamics, mass transfer and chemical reactions, leading to a more complete physical under-
standing.
Although a DNS of the two-phase hydrodynamics of a rising bubble can be nowadays performed in
a reasonable time, the situation gets significantly more severe when additional transport equations for
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the species concentrations have to be numerically solved for technically relevant Pe´clet number and,
thus, very thin concentration boundary layers. The very high numerical resolution required to capture
these small-scale structures is responsible for a prohibitive computational cost in the overwhelming
majority of cases. The problem becomes practically intractable if chemical reactions and multiple
bubble systems are considered in order to mimic the swarm conditions of the real reactors. Assuming
2D dimensional conditions represents a typical measure to alleviate the computational issue. However,
this represents a strong limitation to the significance of the results. Other strategies adopted in the
literature, which attempt to introduce less drastic assumptions within the numerical framework, will
be presented in the next chapter. A definitive solution to this problem is far from being achieved and,






In this chapter, a survey of the literature relevant to mass transfer processes in gas-liquid flows is
given. Section 2.1 introduces the most important mass transfer theoretical models. Among them, a
distinction must be made between heuristic models based on physical considerations and analytical
models derived from rigorous physical principles. In addition to providing insights into the mechanisms
of the transfer phenomena, these models, in particular the analytical ones, are useful as a benchmark
for novel numerical methods.
An overview of the numerous simulation studies regarding transfer phenomena and the related
numerical techniques has been reported in Section 2.2. This section points out the insufficiencies of
the current state of the art and, therefore, the compelling need for further research. Finally, the
objectives of the present work are outlined in Section 2.3.
2.1 Mass transfer models
The film model, also known as film theory, (Whitman, 1923) represents the first theoretical attempt to
describe the mass transfer. It is based on the Nernst’s idea of a “diffusion layer”. As sketched in Fig. 2.1,
this model assumes the presence of a stagnant film of thickness δ in the liquid region adjacent to the
interface. The transfer of the dissolved gas through the layer is caused only by molecular diffusion. In
the absence of chemical reactions, it results that the concentration value drops linearly from ck,i to
ck,b within the film. The concentration is assumed to be uniform both in the liquid bulk due to the
agitation of the fluid and in the gas phase due to the high value of the species diffusion coefficient
Dk,g. The quantity ck,i is computed from the concentration value in the gas phase by considering
equilibrium condition at the interface and using the Henry’s law. The film model yields the following





The film thickness δ is a model parameter. Different factors, e.g. liquid agitation, material properties,
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Figure 2.1: Conceptual representation of the film model.
A more elaborated model has been developed by Higbie (1935). It belongs to the category of the
surface-renewal models which assume that the liquid elements at the interface absorb gas during a
time interval θ. Afterwards, they are replaced by liquid elements from the bulk with concentration
values equal to ck,b. The amount Q of gas absorbed during the time θ per unit area is obtained from







with the boundary and initial conditions
ck = ck,i, x = 0, t ≥ 0,
ck = ck,b, x > 0, t = 0,
ck = ck,b, x = +∞, t ≥ 0.
(2.3)
This problem gives





As it emerges from Eq. (2.4), the quantity Q depends on the time length θ.
The reason for the continuous replacement of the liquid at the interface can be ascribed to the
turbulent motion in the bulk. Different surface-renewal models have been formulated by considering
different distributions for the contact times of the fluid particles forming the liquid phase. The model
proposed by Higbie assumes that every fluid particle is in contact with the gas phase for the same
time interval θ. Accordingly, the transfer rate n˙′ per unit interfacial area is equal to the average rate











Similarly to the film model, the parameter θ is determined by the liquid agitation, material properties,
reactor geometry, etc.
A different assumption regarding the contact times of the different fluid particles at the interface
has been incorporated in the model of Danckwerts (1951). It supposes that the fraction of the interface
which at any instant has been exposed to the gas for times between θ and θ + dθ is se−sθdθ. The
parameter s, which depends on the properties of the system, expresses the fraction of the interface
that is “refreshed” with liquid from the bulk in the unit time. Therefore, n˙′ is obtained by averaging
the transfer rates per unita area of all the fluid particles at the interface. This corresponds to inte-
grate over the whole range of contact times, i.e. from 0 to +∞, the instantaneous absorption rate
(ck,i − ck,b)
√
Dk,l/piθ relating to an element exposed to the gas phase for a time θ weighted with the























Though these models have been presented in the context of physisorption, they can be extended
to reactive cases. However, they are usually restricted to two-step reaction mechanisms involving a
limited amount of species.
The models presented above are based on a rough schematization of the mass transfer and they
ignore many aspects, i.e. the curvature of the interface, a detailed description of the flow field, etc.,
which can profoundly affect the gas absorption. However, they have shown to accurately predict the
effects of chemical reactions on the absorption rate in many cases. Danckwerts et al. (1963) found
that the Higbie and Danckwerts models are in agreement with the absorption of CO2 into various
alkaline solutions. Danckwerts and Gillham (1966) showed that the absorption of CO2 into NaOH
solution in a column with a diameter length of 50 cm can be successfully estimated by the Higbie
surface-renewal theory. Other experiments (see Danckwerts, 1970) confirmed the capability of these
theoretical approaches to provide an accurate quantitative description of transfer phenomena.
The occurence of more complex conditions typically related to large Reynolds can lead to the failure
of these simple models and require a more detailed local representation of the system in the vicinity of
the interface. Clift et al. (1978) reported several results, each of them corresponding to a specific hy-
drodynamic regime. These results have been obtained starting from the conservation equations, which
will be described in Chapter 3, introducing some assumptions suitable for the considered regime. This
allows to obtain an explicit or approximate solution of the problem. However, the higher complexity
of these models is accompanied by a strong difficulty to treat chemisorption phenomena. Very few
results have been achieved when chemical reactions and the resulting interdependence between two or
more species are introduced. The issues are related to the non-linearity of the chemical terms which




Several different numerical methods are used to investigate gas-liquid flows. Section 2.2.1 gives a brief
description of the most common methods. Exhaustive presentations of these numerical techniques
can be found in Tryggvason et al. (2011), Prosperetti and Tryggvason (2007), Wo¨rner (2012), etc.
Section 2.2.2 provides an overview of the literature regarding various transfer phenomena occurring in
gas-liquid flows which have been studied by means of the methods described in Section 2.2.1. These
analyses include physisorption and chemisorption processes, surface active agents (surfactants), evap-
oration, boiling flows, condensation, etc. Particular attention is dedicated to the studies dealing with
thin concentration and/or thermal boundary layers highlighting the adopted solutions to cope with
the related computational issue and the maximum values of the Pe´clet number achieved.
2.2.1 Overview of the numerical methods
The numerical methods for gas-liquid flows can be divided into two main categories. The first one is
represented by the Direct Numerical Simulation (DNS) methods which aim to resolve all the spatial
and temporal scales of the physical system. The Euler-Euler (Two-fluid) and the Euler-Lagrange
(Discrete bubble) methods constitute the second category. In these approaches, the influence of the
smallest scales on the larger ones is taken into account through modelisations.
The Euler-Euler and Euler-Lagrange methods assume great importance when simulations of entire
bubble column reactors are performed. The relevant length scales of the phenomena occurring inside
these devices span several orders of magnitude. Therefore, it is not possible currently, and even in the





Volume-of-Fluid method Level-Set method Front-Tracking method
Figure 2.2: Overview of the main DNS methods for the simulation of gas-liquid flows.
Euler-Euler and Euler-Lagrange methods
The Euler-Euler method adopts a volume averaging procedure to obtain equations valid in the entire
domain for both the phases which are treated as interpenetrating continua. The resulting system of
equations resembles the single-phase Navier-Stokes equations. However, additional terms related to
the interfacial mass and momentum transfer between the different phases appear. These terms have
10
2. Literature Survey
to be modeled. This difficult task is often based on theoretical or experimental results.
Different types of averaging have been proposed by several authors. Among them, it is important
to remark the time averaging (Ishii, 1975) and the ensemble averaging (Drew and Passman, 1999). The
last one can be regarded as the most general averaging procedure.
The Euler-Lagrange method distinguishes between continuous and dispersed phases. With regard
to the bubble column reactors, the liquid is considered the carrier phase and it is treated by means
of continuum models, i.e. Navier-Stokes equations, while the gas bubbles are seen as rigid spherical
particles governed by Newton’s second law. The total force exerted on a particle is decomposed in dif-
ferent contributions, e.g. the drag, the lift, the buoyancy. Similarly to what happens in the Euler-Euler
approach, these different contributions require a complex modeling based on analytical evaluations,
experimental results or detailed simulations. Furthermore, the presence of particle-particle interactions
and mutual influence between particles and continuous phase has to be fixed a priori depending on
the specific application. For low void fractions, the so-called one-way coupling is usually chosen which
only accounts for the influence of the liquid on the particles motion. The mutual interaction (two-way
coupling) is considered in the case of moderate gas bubbles densities. Finally, the particle-particle
interactions become important for high void fractions leading to the four-way coupling.
Lattice-Boltzmann method
Differently from the standard numerical methods based on the Navier-Stokes equations, the Lattice-
Boltzmann method represents a discretised form of the Boltzmann’s equation which describes the
behavior of the fluids by means of the non-equilibrium statistical mechanics.
The main advantages of the Lattice-Boltzmann method are the ability to deal with complex ge-
ometries and the possibility to be highly parallelized. Regarding the simulation of multiphase flows,
this numerical technique can maintain at a satisfactory level the sharpness of the interface.
A disadvantage is the necessity to tune microscopic input parameters in order to simulate a fluid
with given thermophysical properties such as density, viscosity, diffusivity, etc. These material prop-
erties are outcomes of the computatation and, therefore, they cannot be prescribed a priori.
Another disadvantage is the numerical instability. To overcome this drawback, more complex vari-
ants of this method have been proposed. However, a formulation able to guarantee a stable simulation
for an arbitrary choice of the input parameter values has not been achieved yet.
Volume-of-Fluid method
The Volume-of-Fluid (VoF), Level-Set (LS) and Front-Tracking (FT) methods have a common under-
lying approach to solve the hydrodynamics of gas-liquid flows. For all these numerical techniques, the
motion of the interface across the computational grid, on which the governing equations are solved,
is computed.
In the Volume-of-Fluid method (Hirt and Nichols, 1981), the dynamics of the interface is based
on the so-called topological equation for the liquid phase which provides the volume fraction function
f . The value of f represents the fraction of the cell volume occupied by the liquid. The topological
equation is solved in a “geometrical” manner (see Rudman, 1997, Rider and Kothe, 1998) which allows
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to maintain remarkably well the sharpness of the interface. This kind of solution needs to be coupled to
an interface reconstruction procedure. The Piecewise Linear Interface Calculation (PLIC) algorithm is
usally adopted for this purpose. This algorithm represents the interface by means of lines (in 2D) and
planes (in 3D). An example of a PLIC reconstruction is given in Fig. 2.3. Due to the computational
cost of this operation, the VoF method with PLIC reconstruction is used in the majority of the cases
on Cartesian grids. Meshes with generic polyhedral cells have been adopted in Ahn and Shashkov
(2007) and Maric et al. (2013).
Figure 2.3: Example of Piecewise Linear Interface Calculation: the numbers within the cells represents
the volume fraction function values.
An alternative to circumvent the complexity of the interface reconstruction is provided by the al-
gebraic VoF. In this variant of the method, the topological equation is solved by means of differencing
schemes. The central aspect of the algebraic VoF is the differencing scheme adopted to discretise the
convection term. It is well known that traditional schemes such as the upwind, downwind and central
schemes are not able to provide at the same time a stable and sharp solution In the last decades,
several novel numerical schemes have been developed which are based on non-linear blendings of
the traditional ones. The blendings allow to combine their positive features and limit their draw-
backs. Among these novel schemes, the High Resolution Interface Capturing (HRIC) by Muzaferija
and Peric´ (1999), the Compressive Interface Capturing Scheme for Arbitrary Meshes (CICSAM) by
Ubbink and Issa (1999) and the Tangent of Hyperbola for Interface Capturing (THINC) have shown
the best performances.
Level-Set method
The Level-Set method has been developed by Osher and Sethian (1988) to capture the motion of a
generic interface. Sussman et al. (1994) have applied for the first time this numerical technique for
the simulation of two-phase flows. In the LS method, the interface is given by the zero level set of
a smooth scalar function φ(x, t). The exact position corresponding to the condition φ(x, t) = 0 is
determined by interpolating the values of φ at the grid points. Values of φ greater than zero are found
in the liquid, while values less than zero indicate the gas. The function φ is usually initialized as the
signed distance from the interface. The dynamics of the interface is given by the so-called Level-Set
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equation which is solved by means of high-order numerical schemes. However, φ differs in general from
the signed distance function after the solution of this equation. When the deviation is considerable,
inaccurate calculations of the normal vector and the curvature of the interface and severe mass con-
servation errors can occur. In order to alleviate these problems, the Level-Set equation is followed by
a re-initialization step.
Differently from the VoF, the LS method is able to generate a connected interface. Furthermore,
the computational cost of the method benefits from the absence of complex reconstruction algorithms.
A further important advantage is the ability to handle topological changes due to bubble coalescence
or breakup phenomena in a simple way.
Front-Tracking method
The Front-Tracking method (Unverdi and Tryggvason, 1992) takes inspiration from the Peskin’s Im-
mersed Boundary (IB) method (Peskin, 1977) originally developed for simulations of blood flow in
the heart. Peskin’s idea was to track the motion of a boundary surface represented by a discrete data
structure. Unverdi and Tryggvason extended this approach to the case of moving interfaces consisting





where up is the flow velocity at xp obtained by interpolation of the grid nodal values.
Accumulations and rarefactions of the marker particles can occur during the simulation leading to
a non-uniform distribution of these objects along the interface. In order to guarantee an appropriate
resolution everywhere, a remeshing procedure, through which marker particles are added or removed,
is usually adopted.
Similarly to LS, the FT method produces an accurate and continuous representation of the inter-
face. A major advantage of this numerical technique is the reduced computational time which allows
to perform simulations of large systems of multiple bubbles. Nevertheless, the method presents diffi-
culties in dealing with topological changes induced by bubble coalescence and breakup. This requires
a special treatment of the merging and splitting of the data structures corresponding to different
bubbles. In this respect, progress has been achieved by Torres and Brackbill (2000), Shin and Juric
(2002, 2009).
An inherent volume (and mass) conservation is not ensured. Special measures have to be adopted
in order to limit this issue (see Dijkhuizen et al., 2010, Roghair et al., 2016).
Arbitrary Lagrangian-Eulerian Interface-Tracking method
The Arbitrary Lagrangian-Eulerian (ALE) Interface-Tracking method relies on a different approach
to solve the gas-liquid flows. This method does not track or reconstruct the motion of the interface
across the computational domain, as it happens in the VoF, LS and FT methods. On the contrary,
the interface is here a part of the computational mesh. It consists of a set of edges (in 2D) and faces
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Figure 2.4: Domain discretisation in the ALE Interface-Tracking method: the colored regions corre-
spond to the two phases, the thicker black line represents the interface.
(in 3D) and it connects the two regions corresponding to the liquid and gas phases serving as a
boundary.
The motion of the interface during the simulation results from the solution of the complete set
of equations, i.e. the mass and momentum equations and the transmission conditions. The interior
parts of the grid are not fixed as well and they are displaced according to the interface movement.
However, strong distortions of the mesh elements and/or large modifications of the cell aspect ratios
might occur if the interface is subjected to significant deformations. For this reason, remeshing steps
are often necessary in order to restore a good mesh quality.
The treatment of the interface as a boundary provides the possibility to accurately enforce the
transmission/jump conditions without the need to incorporate them into the governing equations
as for the previous methods. Furthermore, the ALE Interface-Tracking method represents the best
framework for the simulation of all the phenomena that involve a transport along the interface, e.g.
surfactants.
One main drawback of the method is the difficulty to deal with bubble coalescence and breakup.
The resulting topological changes require complex and computationally expensive algorithms (see
Quan et al., 2009).
2.2.2 Overview of the literature on transfer phenomena in gas-liquid flows
An overview of the numerous numerical studies relavant to the present work is given in this sec-
tion. Various problems concerning transfer phenomena in gas-liquid flows present strong similarities
with the reactive mass transfer processes considered here. In addition to the two-phase hydrodynam-
ics, these problems also involve the transport of additional quantities such as surfactants, energy,
ionic species, etc. These quantities and the chemical components in chemisorption processes share
similar transport mechanisms. Furthermore, both are often characterized by thin boundary layers at





The physical mass transfer from single freely rising bubbles has been intensively investigated in the
last two decades. One of the first relevant studies has been carried out by Davidson and Rudman
(2002). They performed 2D planar and axisymmetric VoF simulations with the so-called two-scalar
method. This approach considers two scalar fields for each dissolving species. Given the concentra-
tion c(x, t), the first scalar field is equal to c(x, t) in the liquid region and takes a zero value in the
gas region, while the reverse occurs for the second scalar field. Bothe et al. (2004) developed in the
VoF framework a one-scalar formulation. They performed 2D simulations of the dissolution of oxygen
from air bubbles rising in water or aqueous solutions. However, this formulation yields artificial mass
transfer.
3D computations using the FT method with a maximum Schmidt number of 1 are reported in the
work of Darmana et al. (2006). In this work, the transport resistance in the gas has been neglected
and, therefore, the transport equations for the species have been solved only in the liquid. Darmana
(2006) simulated also clusters of rising bubbles by means of the same method and he compared the
resulting mass transfer rates to those ones of the single bubbles.
Desphande and Zimmerman (2006) employed a LS method to investigate the mass transfer from
buoyancy driven droplets. The species transport in both the phases has been taken into account. The
authors compared their results for low Reynolds values to empirical correlations for the Sherwood num-
ber. It emerged that the simulations underestimates the Sherwood by roughly 25%. Onea et al. (2009)
used a one-scalar approach similar to that one presented in Bothe et al. (2004) for simulations of the
mass transfer from Taylor bubbles at low Schmidt numbers. The same approach has been adopted
by Francois and Carlson (2010) to study the physisorption processes in the surface tension dominated
regime. Simulations of fixed-shape single rising bubbles with Schmidt numbers up to 300 have been
carried out by Figueroa-Espinoza and Legendre (2010). They assessed the influence of different wakes
on the mass transfer by analysing the profiles of the local Sherwood number along the bubble surface.
Marschall et al. (2012) developed within the algebraic VoF framework a single-field model known as
Continuous Species Transfer (CST) by means of the conditional volume averaging technique. Haroun
et al. (2010) too adopted averaged species transport equations in their computations of falling films.
These two methods have been combined in an unified model by Deising et al. (2016).
In order to simulate the very thin concentration boundary layers corresponding to high Schmidt
numbers, Alke et al. (2010) introduced within the VoF framework a subgrid-scale model based on
the analytical solution of the mass transfer for an overflown planar and mobile interface. A different
subgrid-scale approach for physisorption problems in 2D flows for the FT method has been developed
by Aboulhasanzadeh et al. (2012). In this approach, the solution of a simplified species transport
equation valid only for the boundary layer provides as a source term the amount of the dissolving
species entering into the bulk. The extension to the 3D case has been presented in Aboulhasanzadeh
et al. (2013). Bothe et al. (2011) and Bothe and Fleckenstein (2013) applied the subgrid-scale model
of Alke et al. (2010) to 3D cases of physical mass transfer from single rising bubbles. The maximum
value of the Pe´clet number was about 2 · 105 (Bothe and Fleckenstein). Although it was shown that
the adoption of this model improves considerably the accuracy of the results, still significant devi-
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ations from the Sherwood values predicted by correlations in the literature have been observed for
such large Pe´clet numbers. Weiner and Bothe (2017) proposed an enhanced version of this approach
in which the numerical fluxes across all the faces of the interface cells are corrected according to the
local subgrid-scale concentration profile. This modification allowed to obtain a better agreement with
the Sherwood correlations up to the Pe´clet value of 4 · 106.
A Dirichlet-Neumann coupling algorithm for interfacial transfer phenomena within the ALE Inter-
face-Tracking framework has been developed by Weber et al. (2017). The method has been validated
for low Reynolds numbers up to the Pe´clet value of 105. Furthermore, it has been applied to more
deformed bubbles with maximum Pe´clet equal to 4 · 104. This work represents the first attempt to in-
vestigate the mass transfer from single rising bubbles by means of the ALE Interface-Tracking method.
In the above cited analyses, the change of the bubble volume due to the mass transfer has been ne-
glected. Few studies have taken into account these effects. In Juncu’s (2011) mass transfer simulations
of spherical bubbles, an uniform concentration in the gas phase is assumed for the dissolving compo-
nents. At each time step the sphere radius is computed from the remaining species amount inside the
bubble. Local volume changes resulting from non-uniform concentration fields in the gas have been
tackled by Hayashi and Tomiyama (2011). They carried out 2D VoF simulations of the dissolution of
carbon dioxide bubbles. Fleckenstein and Bothe (2015) extended their method presented in Bothe and
Fleckenstein (2013) in order to account for multi-component mass transfer and the resulting volume
effects. The new method has been adopted to simulate the shrinking of a Taylor bubble in a square
channel and the mass transfer from a multi-component gas bubble. In both the cases, only a quarter
of the fluid domain has been computed by using two symmetry planes.
Chemisorption
Regarding the chemisorption of a dilute species at single freely rising bubbles, early relevant numer-
ical investigations are reported in Khinast (2001), Khinast et al. (2003), Koynov et al. (2004) and
Raffensberger et al. (2005). These analyses are focused on the impact of the bubble-wake dynamics
on the selectivity of different prototypical reactive systems. A 2D cylindrical model with the bubble
shape fixed a priori has been employed throughout all these studies. Furthermore, the concentration
of the dissolving species has been assumed to be uniform inside the gas phase, neglecting the internal
transport resistance. Koynov et al. (2005) accounted for the deformation of the bubble surface by
means of a hybrid Front-Tracking/Front-Capturing method (Tryggvason et al., 2001). They carried
out 2D reactive mass transfer simulations of small bubble groups and they compared the resulting
mass transfer rates and reaction selectivities to those ones of single rising bubbles. Radl et al. (2008)
adopted the same numerical method to investigate the selectivity of the catalytic hydrogenation of
nitroarenes. Both single bubbles and bubble clusters have been simulated. The maximum Schmidt
number has been chosen equal to 100 and moderate to fast reactions have been considered. The results
have been compared to the film theory predictions.
The transport resistance in the gas phase has been taken into account in Kro¨ger et al. (2007), Alke
et al. (2009), Bothe et al. (2009) and Bothe et al. (2011). The last work employed the subgrid-scale
model developed in Alke et al. (2010) for 2D computations of chemisorption processes. Although this
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model is designed for physisorption problems, the study showed that it can be also successfully applied
to reactive cases. A reactive version of this subgrid-scale model has been developed in Gru¨nding et
al. (2016) for an uncoupled single reaction in which the reaction source term depends solely on the
dissolved species concentration. The method has been validated against a 3D reactive Stokes flow
around a rising spherical bubbble, but so far it has not been applied to high Pe´clet number cases.
Furthermore, this approach is currently restricted to first-order single reaction and further develop-
ment would be required to extend its applicability to more complex mechanisms.
The mass transfer accompanied by a first-order reaction from a single bubble in creeping flow
with changing volume has been tackled by Juncu (2012). A time-dependent uniform concentration for
the dissolving species has been considered inside the bubble. Different Pe´clet numbers and chemical
reaction velocities have been simulated in order to assess their influence on the mass transfer rate. A
first-order reaction has been also taken into account in the work of Roghair et al. (2016) who carried
out reactive mass transfer simulations of bubble groups by means of an FT technique.
Surfactants
A first study on the influence of surfactants on the bubble dynamics has been carried out by Gorodet-
skaya (1949) who investigated the change of the rise velocity of air bubbles in aqueous solutions due
to different concentrations of alcohols. Stuke (1952) carried out similar analyses with oxygen bubbles
rising in clean and contaminated water. In the case of contamination, he observed a significant dif-
ference of the surface tension values between the front and the rear of the bubble. The occurrence
of this gap is due to the capability of the surfactants to lower the surface tension. Due to the rising
motion of the bubble, the surfactant molecules adsorbed at the fluid interface are accumulated in the
rear part of the surface leading to a decrease of the surface tension in this region and, accordingly, to
profound modifications of the two-phase hydrodynamics. In particular, a remarkable consequence is
the local stiffening of the interface which behaves as a rigid surface in the rear of the bubble.
A complex aspect regarding the simulation of surfactants is the numerical treatment of the trans-
port of these compounds along the interface. This involves the solution of differential equations on a
curved manifold. Early numerical techniques neglected this transport and accounted for the presence
of surfactants at the interface by means of the so-called stagnant cap models (see Fdhila and Duin-
eveld, 1996, Zhang et al., 2001, Palaparthi et al., 2006). In recent years, more sophisticated techniques,
which do not rely on these simplifications, have been developed. However, these simulations still rep-
resent a very challenging task. In particular, methods with non-continuous or smeared representations
of the interface like the VoF with PLIC reconstruction and the algebraic VoF present difficulties in
dealing with these problems. Nevertheless, some examples of VoF methods able to simulate these
phenomena can be found in Renardy et al. (2002), James and Lowengrub (2004) and Alke and Bothe
(2009). While the first two numerical techniques are for 2D flows only, the method of Alke and Bothe,
which solves the interfacial surfactant transport on an iso-surface of the volume fraction f , allows for
3D simulations.
Further numerical issues are encountered when soluble surfactants are considered. In this case,
the presence of adsorption and desorption processes determines a coupling between the transport of
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the surfactant in the bulk and along the interface. Due to the very low diffusion coefficients of these
compounds, their concentration boundary layers at the interface are extremely thin and, therefore,
they require a very fine numerical resolution. Several studies have limited the computational demands
considering 2D problems only (see Fujioka, 2013, Khatri and Tornberg, 2014, Chen and Lai, 2013,
Booty and Siegel, 2010). The last work was extended in Wang et al. (2014) to the 3D axisymmetric
case. Axisymmetric simulations were also performed in Muradoglu and Tryggvason (2008) by means
of a FT method and in Ganesan and Tobiska (2012) by means of an ALE finite-element method.
3D finite-difference FT computations have been carried out by Muradoglu and Tryggvason (2014)
who investigated the effects of soluble surfactants on the bouyancy-driven motion of single bubbles in
a tube. Furthermore, they analysed the lateral migration of single bubbles in a pressure-driven chan-
nel flow. The maximum Pe´clet number in this work is about 1000. Pesci et al. (2018) performed 3D
simulations of single rising bubbles in contaminated solutions by means of an ALE Interface-Tracking
method. A subgrid-scale model has been employed to capture the very large concentration gradients
at the interface with a reduced mesh resolution and, accordingly, a lower computational cost. The bub-
ble rising velocity transients provided by the computations are in good agreement with experimental
results. The effects of soluble surfactants on the lift coefficient of bubbles in linear shear flows were
analysed by Hayashi and Tomiyama (2017) by means of 3D LS simulations. The maximum Reynolds
and Pe´clet numbers are about 70 and 4.5 · 105, respectively. Symmetry conditions have been enforced
on a longitudinal plane crossing the bubble center allowing for simulations of only half of the domain.
Due to their influence on the two-phase hydrodynamics, the surfactants can significantly affect the
mass transfer from gas bubbles. Furthermore, the presence of these compounds at the interface can
cause a hindrance effect, as reported by Clift et al. (1978). Few numerical studies have been dedicated
to this topic. Takemura and Yabe (1999) performed both experiments and numerical simulations of
mass transfer from carbon dioxide bubbles in contaminated water for Reynolds numbers less than
100. The influence of the surfactants in their axisymmetric computations has been taken into account
by means of a stagnant cap model with successful agreement to the experimental measurements. Sim-
ilar analyses are reported in Takemura and Matsumoto (2000) who investigated the mass transfer
accompanied by chemical reactions of carbon dioxide bubbles in sodium hydroxide solutions. Further
axisymmetric simulations of mass transfer from contaminated fluid spherical particles with a stagnant
cap model have been presented by Saboni et al. (2011). The work pointed out that higher surface
contaminations corresponding to larger stagnant cap angles lead to lower mass transfer rates. Fur-
thermore, the authors proposed Sherwood number correlations including the influence of the stagnant
cap angle.
Phase-change phenomena
Similar to the previous topics, numerical simulations of phase-change phenomena such as evapora-
tion, boiling, condensation, etc., present complex aspects. In particular, these computations require
an accurate solution of the energy equation in order to satisfactorily determine the phase-change
rates. An early VoF-based approach has been presented by Welch and Wilson (2000) who performed
2D simulations of horizontal film boiling. The mass transfer rate is calculated from the heat flux at
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the liquid-vapor interface. Film boiling problems have been also investigated by Welch and Rachidi
(2002) who additionally considered the conjugate heat transfer between the solid wall and the boiling
fluid. Agarwal et al. (2004) extended the work of Welch and Rachidi (2002) to the case of variable
thermal properties. They computed unsteady, periodic bubble release in 2D film boiling. Spherically
symmetric simulations of spherical bubble growth have been carried out by Ghosh et al. (2006, 2009) by
means of a VoF-based method. Akhtar and Kleis (2011) performed 3D simulations of spherical bubble
growth. However, they were not able to avoid interface deformations. Another VoF-based numerical
study regarding phase-change problems is reported in Yuan et al. (2008) who adopted a body-fitted
coordinate system in order to compute film boiling from a horizontal cylinder. Hardt and Wondra
(2008) proposed an evaporation model for vapor-liquid flows within the VoF framework. They vali-
dated their model against 1D evaporation problems for which (semi-)analytical solutions are available
and, then, they applied it to a 2D film boiling case. Kunkelmann and Stephan (2009) included in the
last approach a subgrid-scale model for the contact line evaporation which cannot be resolved by the
numerical grid due to undue mesh resolution requirements. A VoF-based method for the simulations
of evaporating, stongly deforming droplets in incompressible flows has been developed by Schlottke
and Weigand (2008). After having validated the method against various test cases, they considered a
3D evaporation problem of a water droplet in dry air at a Reynolds number about 1500. A local grid
refinement technique has been adopted by Strotos et al. (2011) for computations of multi-component
droplet evaporation in a hot air environment under forced convection. Ma and Bothe (2013) employed
a two-scalar approach for the temperature in VoF simulations of evaporating thin liquid films over
heated substrates including the Marangoni effect. The results are in qualitative agreement with the ex-
perimental measurements. Sato and Nicˇeno (2013) applied a new sharp-interface phase-change model
to 3D simulations of nucleate pool boiling. In this numerical approach, after the transport of a smooth
volume fraction function, an interface sharpening equation (see Olsson and Kreiss, 2005) is solved in
order to reduce the smearing.
A LS-based “ghost-fluid” method for phase-change problems has been presented by Gibou et
al. (2007). They performed computations of two-dimensional film boiling. LS-based “ghost-fluid”
methods have been also proposed by Tanguy et al. (2007) and Houim and Kuo (2013). In the former
work, the authors simulated the vaporization of axisymmetric static and moving droplets in air. The
interaction between a shock wave and a vaporizing aluminum droplet has been analysed in the latter
one. Can and Prosperetti (2012) developed a phase-change model within the LS framework to inves-
tigate vapor bubble dynamics. The velocity and temperature fields in the vapor are not computed
following the assumption of uniform pressure in this phase. A coupled LS-VoF method is reported in
Tomar et al. (2005). 2D computations of bubble growth in film boiling highlighted the capability of
the method to both conserve mass and handle complex interface topologies accurately.
2D film boiling computations have been carried out by Juric and Tryggvason (1998) by means of a
FT technique. This method has been improved in Esmaeeli and Tryggvason (2004) and tested against
a case of film boiling on a horizontal surface. Shin and Juric (2000) and Al-Rawahi and Tryggvason
(2002) adopted a 2D dimensional FT method for investigating the effects of fluid flow on dendritic
solidification.
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2.3 Objectives of the thesis
Although several studies have been already dedicated to the numerical investigation of reactive mass
transfer processes in single bubble systems, as reported in the previous section, a systematic study
of the interaction between mass transfer, chemical reactions and two-phase hydrodynamics has not
been carried out yet. Furthermore, past studies have been restricted to fixed-shape and/or 2D bubble
models (see Khinast, 2001, Khinast et al., 2003, Koynov et al., 2004, Radl et al., 2008). The aim of
the present research was to thoroughly investigate by means of 3D Direct Numerical Simulations the
influence on the mass transfer from single risingle bubbles of:
• different hydrodynamic conditions with regard to bubble shape and wake corresponding to tech-
nically relevant bubble diameters;
• different chemical reaction intensities ranging from very slow to fast reactions;
• different dissolving species diffusivities.
Two distinct reaction prototypes representative of many chemical engineering applications based on
bubble column reactors have been considered.
The analysis has been focused on two quantities: the mass transfer coefficient and the reaction se-
lectivity. The former expresses the transfer efficiency of the unit interfacial area. The latter measures
to which extent the dissolving species reacts to the desired product. Therefore, high values of these two
quantities are crucial in order to achieve high conversion rates and limit the formation of side-products
in bubble column reactors. A very important aspect of the present work was to understand whether
and how the mass transfer coefficient and the reaction selectivity are affected by different relevant
parameters and to disclose local mechanisms governing the behavior of these global quantities. This
analysis is of particular relevance for bubble column reactors with homogeneous flow conditions in
which the bubble-bubble interaction effects are of minor importance.
As already pointed out in Chapter 1, severe computational issues result from the multiscale char-
acteristic of the mass transfer phenomena. In order to tackle them, the numerical solution strategy
has been based on the decoupling of the two-phase hydrodynamics and the species concentration
transport equations. More precisely, different numerical resolutions have been adopted for these two
problems in order to limit the overall computational cost. The development of an accurate and effi-
cient novel numerical method for solving the species concentration transport equations was one the
main objective of this work. This method has then been coupled to a two-phase hydrodynamics ALE
Interface-Tracking solver (Tukovic´ and Jasak, 2012) which, as outlined in Section 2.2.1, provides an
accurate representation of the interface and enables a direct enforcement of the jump/transmission
conditions. A more detailed description of the ALE Interface-Tracking is given in Section 4.1.
The design of bubble column reactors often relies on simplified models. Among them, the film the-
ory is undoubtedly the most adopted one. In the last part of the work, the accuracy of the film theory
predictions for the considered reaction prototypes has been assessed by quantifying the discrepancies
of this model from the results of the 3D numerical simulations.
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Chapter 3
Mathematical model for gas-liquid
flows with reactive species transfer
A continuum sharp interface model has been employed to describe the motion of a gas bubble in a
liquid. This model consists of the mass and momentum conservation equations for each phase and two
transmission conditions at the interface which is assumed to have zero thickness.
A competitive-consecutive prototype made up of two second-order irreversible reactions has been
considered. The first reaction yields the desired product denoted with the letter P , while the second
one is responsible for the creation of the side-product S. For this reason, it is also referred to as
side-reaction. This mechanism is representative of many different chemical engineering applications
based on bubble column reactors, e.g. chlorination of paraffins, hydrogenation of nitroarenes.
Additional differential equations and transmission conditions describing the transport of the species
of the competitive-consecutive prototype have been included into the model. However, the influence
of these components on the two-phase flow hydrodynamics has been neglected. For this reason, the
mass transfer shoud be more properly referred to as species transfer.
A single reaction prototype made up of the first reaction of the competitive-consecutive mechanism
has been also taken into account. However, since the species of this prototype represent a subset of
those ones involved in the competitive-consecutive mechanism, the mathematical model is presented
here with reference to the latter reactive system only.
3.1 Two-phase flow hydrodynamics
An incompressible isothermal flow of two Newtonian fluids with uniform density has been assumed.
The Navier-Stokes equations for this two-phase system read
∇ · v = 0, (3.1)
3.1. Two-phase flow hydrodynamics
∂
∂t
(ρv) +∇ · (ρv ⊗ v) = −∇p+∇ · S + ρg, (3.2)
with fluid velocity v, density ρ, pressure p and gravity acceleration g. The viscous stress tensor S is
given as
S = µ(∇v +∇vT), (3.3)
where µ represents the dynamic viscosity.
Figure 3.1: Sketch of the physical domain.
Eqs. (3.1) and (3.2) are valid in the domain Ω=Ω+(t) ∪ Ω−(t) with the two disjoint open sets
Ω+(t) and Ω−(t) corresponding to the liquid and gas phases, respectively. The mass and momentum
transmission conditions
JvK = 0, (3.4)
JpI− SK · nΣ = σκnΣ (3.5)
are enforced at the interface Σ(t), where σ is the surface tension coefficient and κ represents the total




(φ(x + hnΣ)− φ(x− hnΣ)) = φ+ − φ− (3.6)
denotes the jump of a generic quantity φ at a point x of the interface with unit normal vector
nΣ. Eq. (3.4) follows from the continuity of the normal and tangential components of the velocity at
the phase boundary, resulting from the assumptions of no phase change and no interfacial slip. The
additional term ∇Σ σ is neglected in Eq. (3.5) by assuming that surface gradients of the surface tension
coefficient are not present.
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Last remark regards the velocity boundary condition at infinite distance from the interface. The
assumption of quiescent liquid imposes that the velocity v(|x| → ∞, t) is equal to 0 ∀t ∈ [0,+∞).
3.1.1 Relevant nondimensional numbers
By means of the bubble diameter db, bubble rising velocity Ub, liquid density ρl, liquid viscosity µl


























are obtained. Inserting these expressions in Eqs. (3.1) and (3.2), the mass and momentum conservation
equations can be rewritten in a nondimensional form as follows
∇˜ · v˜ = 0, (3.8)
∂
∂t˜
(ρ˜v˜) + ∇˜ · (ρ˜v˜ ⊗ v˜) = −∇˜p˜+ 1
Reb
∇˜ · [µ˜(∇˜v˜ + ∇˜v˜T)] + 1
Fr
ρ˜g˜, (3.9)
where both ρ˜ and µ˜ are equal to 1 in the liquid phase, while their values in the gas phase are ρg/ρl
and µg/µl, respectively. The quantities ρg and µg represent the gas density and viscosity. Eqs. (3.8)
and (3.9) depend on four nondimensional numbers: the bubble Reynolds number Reb=ρlUbdb/µl, the
Froude number Fr=U2b /gdb, the viscosity ratio Γ=µg/µl and the density ratio γ=ρg/ρl. The bubble
Reynolds number expresses the ratio between inertia and viscous forces, while the Froude number
measures the relative strength of inertia and gravity forces. With the additional rescaling of the total
curvature κ˜=κdb, the nondimensional transmission conditions read
Jv˜K = 0, (3.10)
Jp˜I− 1
Reb
µ˜(∇˜v˜ + ∇˜v˜T)K · nΣ = 1
We
κ˜nΣ. (3.11)
Eq. (3.11) introduces the Weber number We=ρldbU
2
b /σ which represents the ratio between inertia
and surface tension forces.
For gas-liquid systems, the Weber and Froude numbers are usually replaced by the Eo¨tvo¨s Eo=(1−
γ)We/Fr=g(ρl − ρg)d2b/σ and the Morton Mo=(1− γ)We3/FrRe4b=g(ρl − ρg)µ4l /ρ2l σ3 numbers. The
former one expresses the ratio between buoyancy and surface tension forces. The latter one involves
only fluid properties. Thus, it becomes particularly useful if fixed material properties for the liquid
and gas fluids are considered.
3.2 Reactive species transfer
The competitive-consecutive reaction prototype is made up of the following two second-order irre-
versible reactions
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R1 : A+B → P with rate r1 = k1cAcB ,
R2 : P +B → S with rate r2 = k2cP cB ,
(3.12)
where B is the component dissolving from the gas into the liquid, A is present only in the liquid phase,
P and S are the product and the side-product of the chemical reactions, r1 and r2 are the two reaction
rates, k1 and k2 represent the corresponding reaction coefficients and ck denotes the concentration of
the generic species k in the reacting system.
Figure 3.2: Schematic of the reactive mass transfer process relating to the competitive-consecutive re-
action mechanism: grey circles denote the dissolving component B, yellow circles the liquid component
A, teal circles the product P and orange circles the side-product S.
Assuming that all the species are diluted, the transport equation for the generic chemical compo-
nent k with diffusion coefficient Dk and stoichiometric coefficients νk,i, i=1, 2 reads
∂ck
∂t




Eq. (3.13) is valid throughout the domain except for the interface. Regarding the species B, discon-
tinuities in the concentration and its normal gradient occur at Σ. The first discontinuity is related to
the different solubility of this component in the liquid and gas phases, respectively. The second one is
instead due to the difference in the values of the diffusion coefficient. The mathematical formulations




JnΣ · (DB∇cB)K = 0. (3.15)
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Eq. (3.14) is known as Henry’s law and the coefficient HB is the Henry coefficient. In general, it is
a function of different quantities, e.g., temperature, pressure, etc. Here, a constant Henry coefficient,
which is a good approximation in many technically relevant cases, is assumed. The balance between
the normal diffusive fluxes in the transmission condition (3.15) enforces that the amount of B leaving
one phase is released at the other one. Eqs. (3.14) and (3.15) are obtained under the assumption of
low to moderate mass transfer rates of a dilute gaseous component from a rising gas bubble in an
aqueous solution, as found in bubble column reactors.
Regarding the species A, P and S, Eqs. (3.14) and (3.15) are replaced by a zero normal gradient
condition. This enforces no back-dissolution into the gas phase, restricting the presence of these species
to the liquid domain. Accordingly, the chemical reactions can take place only in this region.
The species A and B are initialized to some values in the liquid and gas phases, respectively. These
values will be specified later. The initial concentration of P and S is 0 mol/m3 in the entire domain.
3.2.1 Relevant nondimensional numbers
The nondimensional form of Eq. (3.13),
∂
∂t˜













, r˜1 = Da1c˜Ac˜B , r˜2 = Da2c˜P c˜B , (3.17)
where Dk,l is the diffusion coefficient of the species k in the liquid phase and cA,∞ is the concentration
of the species A at infinite distance from the interface.










which is the ratio of inertial forces to species diffusion. As shown in Eq. (3.18), the Pe´clet number is
given by the product of the Reynolds and Schmidt numbers, where the latter one is the ratio between
the liquid viscosity and the species diffusion coefficient in the liquid phase.
The dimensionless number in the last two formulas of Eq. (3.17) is the Damko¨hler number which
compares the hydrodynamic and chemical time scales. For the first and second reaction, respectively,








Different expressions of this dimensionless parameter are reported in the literature. The expression
used in Eq. (3.19) corresponds to the so-called first Damko¨hler number DaI. In this thesis, we refer
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to this formulation, omitting the superscript for simplicity.
The coefficient D˜k in Eq. (3.16) is equal to 1 in the liquid phase and to Dk,g/Dk,l inside the
bubble. This ratio between the species diffusion coefficients in both the phases represents the last
relevant dimensionless number of the reactive species transfer problem.
3.2.2 Target quantities
The attention has been focused on the following reaction engineering quantities: the Sherwood number
Sh, the mass transfer coefficient βl and the reaction selectivity S toward the product P . The reactive
species transfer processes have been investigated by means of both the global and the local variants
of these quantities.
















is the average liquid-side interfacial concentration. The local Sherwood number Shloc at a generic





The Sherwood number is generally associated to the intensity of the species transfer processes. Ac-
tually, this quantity can be misleading since high values of Sh can be due to large bubble diameters
rather than to efficient transfers from the gas to the liquid phase, i.e. higher concentration gradients
at the interface.









is computed as surface average of the molar flux at the interface scaled with the average liquid-side
interfacial concentration. In comparison to the Sherwood number, the absence of the bubble diameter
in Eq. (3.23) allows to measure more effectively the efficiency of the unit interfacial area in the transfer





is equal to the integrand of Eq. (3.23).
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For competitive-consecutive mechanisms the reaction selectivity provides information on the amount
of the gaseous reactant that has been converted into the product P or the side-product S. The cor-
responding expression is
S(t) =
nP (t)− nP (t0)
nB(t0)− nB(t) , (3.25)
where nP and nB denote the total number of moles of product P and reactant B in the system at the
starting time of the process t0 and the current time t, respectively.
In order to investigate the contribution of different regions of the domain to the global selectivity,








Although an integration of the previous expression over the whole duration of the process and the
domain occupied by the liquid phase does not provide the global selectivity, Eq. (3.26) suitably
estimates the local development of the chemical reactions at a specific time instance.
Two further quantities involved in this study are the Hatta number Ha and the enhancement factor






where βphysl indicates the mass transfer coefficient in the case of physisorption, i.e. without chemical
reactions and cA,in is the feed concentration of the species A. The Hatta number compares the diffusion
and the reaction time scales. The enhancement factor measures the increase of the mass transfer due
to chemical reactions by means of the ratio βl/β
phys
l . A local enhancement factor is obtained by
replacing βl and β
phys




Numerical method for gas-liquid
flows with reactive species transfer
The numerical method for the simulation of reactive species transfer processes in gas-liquid flows is
presented in this chapter. The ALE Interface-Tracking method, as presented by Tukovic´ and Jasak
(2012) and implemented in the OpenFOAM-extend project, has been chosen for the numerical treat-
ment of the two-phase hydrodynamic problem. The main details are provided in Section 4.1. Section
4.2 introduces two different methods for the discretisation of the concentration transport equations.
The former is based on the special class of functions called Radial Basis Functions (RBF). The latter
exploits a standard finite-volume discretisation on a mesh finer than that one used for the hydrody-
namic problem. For this reason, it is referred to as two-mesh approach.
4.1 Interface-Tracking method for gas-liquid flow hydrody-
namics
The starting point for the ALE Interface-Tracking method for a single bubble rising in a quiescent
liquid is represented by the integral form of the mass and momentum transport equations. The refor-
mulation of Eqs. (3.1) and (3.2) in the bubble reference frame and their successive integration on a
moving non-material control volume V(t) yields∮
S(t)








n · ρ(v − vS)v dS =
∮
S(t)







where n is the outward pointing normal vector on the control volume surface S(t), p denotes here the
dynamic pressure obtained by subtracting the hydrostatic contribution from the absolute pressure,
4.1. Interface-Tracking method for gas-liquid flow hydrodynamics
vS is the velocity of the surface S(t) and ab is the bubble acceleration vector. Following the adoption
of the bubble reference frame, the Dirichlet boundary condition for the velocity at infinite distance
from the interface changes from 0 to −Ub(t).









n · vS dS = 0. (4.3)
Eq. (4.3) expresses the relationship between the rate of change of the volume V(t) and the velocity
vS .
The spatial discretisation of Eqs. (4.1)-(4.3) relies on a second-order accurate cell-centered finite-
volume method. Fig. 4.1 introduces the geometrical quantities relating to a generic computational cell
P with volume VP . The cell is connected to the neighbouring control volume N through the face f
with area vector Sf = Sfnf , where nf denotes the unit outer normal vector and Sf is the face area.
The second-order implicit backward scheme is employed for the time discretisation. In this scheme,
the approximation of the temporal derivatives is based on the new (tn) and two previous time instances
(to = tn −∆t and too = to −∆t), with ∆t representing the integration time-step.
Figure 4.1: Generic polyhedral computational cell.
4.1.1 Domain discretisation and simulation setup
The computational domain is split into two regions corresponding to the liquid bulk and the gas
bubble, respectively. Both the two regions are decomposed into a set of convex, non-overlapping cells.
The interface between the phases is represented by two coincident surfaces. Each surface consists of
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a set of boundary faces belonging to the relative mesh.
The region adjacent to the bubble surface and the entire liquid phase is divided in prismatic cells
with increasing size moving away from the interface. Generic polyhedrons have been adopted in the
inner part of the gas phase since a fully prismatic mesh of a spherical domain is not achievable. The
preferential use of prisms is justified by the fact that they allow for a significantly faster solution of the
discretised pressure equation, which will be introduced later in this section, in comparison to generic
polyhedral cells.
Figure 4.2: Simulation domain and mesh with an enlarged view of the grid close to the interface.
During the simulation the bubble is kept at the centre of the computational domain by means of
the moving reference frame technique (see Rusche, 2002, Deising et al., 2016). This approach allows
to follow the bubble during its rise through the liquid.
Due to the impossibility to simulate an infinite domain, the liquid phase is delimited by a spherical
surface (see Fig. 4.2) on which artificial boundary conditions are applied. The surface radius is chosen
equal to 10db (see Tukovic´ and Jasak, 2012). A mixed Dirichlet/Neumann boundary condition is set
for the velocity. The choice for one or the other type depends on whether the current reversed bubble
rise velocity −Ub points inward or outward on a specific boundary face. A velocity equal to −Ub
is imposed in case of inflow. Otherwise, a homogeneous Neumann boundary condition is applied.
Regarding the pressure field, the normal gradient is set to zero on the entire surface.
4.1.2 Pressure-velocity coupling
At each solution time instance the hydrodynamic problem is solved in both the regions by means of
a segregated solution procedure based on the iterative Pressure Implicit with Splitting of Operator
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(PISO) algorithm by Issa (1986). The PISO algorithm starts with the solution of the discretised



















P − ρPV nP aob ,
(4.4)





denotes the cell-face mass fluxes. The superscript n∗ is used to indicate quantities that have to be
treated explicitely employing the current values. For the cell-face mass fluxes m˙n
∗
f , this is required in
order to linearise the convection term of the momentum equation (4.2), while for the pressure term
the segregated character of the algorithm does not allow to solve at the same time for the velocity
and the pressure fields. Appropriate numerical schemes have to be chosen in order to calculate the
face-centre quantities involved in Eq. (4.4), ensuring the boundedness and the second-order accuracy
of the discretisation.
The discretised momentum equation (4.4) for the generic cell P , previously divived by V nP , leads








N = rP − (∇p)n
∗
P , (4.5)
where aP and aN represent the diagonal and the off-diagonal coefficients, respectively, and rP includes
all the known terms of Eq. (4.4) except for the pressure. After the solution of the linear system (4.5), the
continuity constraint is enforced by means of a pressure equation which results from the combination of
the discretised momentum and continuity equations, as outlined in the following steps. The discretised




f · vnfSnf =
∑
f
m˙nf = 0. (4.6)
By analogy with Eq. (4.5), a new cell-centre velocity is formulated as follows
vnP =











By employing the momentum interpolation method (Ferziger and Peric´, 1996), the cell-face velocities














where the terms (H/a)f and (1/a)f are obtained by interpolating the velocities (4.7) of the two
cell-centres sharing the face f. For this purpose, the standard Rhie-Chow interpolation (Rhie and
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whose solution provides a new pressure field and, according to Eq. (4.7), a new divergence-free velocity
field.
The coupling between the hydrodynamic solutions in both the phases according to the transmission
conditions (3.4) and (3.5) is accomplished by boundary conditions imposed on the interfacial surfaces.
At the liquid side the pressure value (Dirichlet b.c.) and the velocity normal gradient (Neumann b.c.)
are speficified, while at the gas side the pressure gradient (Neumann b.c.) and the velocity value
(Dirichlet b.c.) are set. Details about the coupling and the boundary conditions treatment can be
found in Tukovic´ and Jasak (2012). The overall two-phase hydrodynamic solution results from an
iterative procedure. Each iteration includes the update of the interfacial boundary conditions and,
then, the execution of the PISO algorithm in both the domains. The loop is performed until both the
transmission conditions are fulfilled within a prescribed tolerance.
Figure 4.3: Interface movement.
4.1.3 Tracking of the interface and mesh motion
The assumption that the transfer of the chemical components has no influence on the two-phase
hydrodynamics results in the condition of zero net mass flux across the interfacial faces
m˙nf − ρf V˙ nf = 0. (4.10)
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In general, the solution at the end of each hydrodynamic loop iteration does not fulfill Eq. (4.10).





− V˙ nf (4.11)
and, at the same time, satisfy the discrete form of Eq. (4.3). Demirdzˇic´ and Peric´ (1988) have high-
lighted that not satisfying this equation introduces errors in the form of artificial mass sources. The
displacement is performed in two separate steps. First, additional points located at the face centres,
called control points, are displaced along the face normal direction nof . Then, a least squares inter-
polation method is used in order to determine the new positions of the interface points xni . Details
about the tracking algorithm can be found in Tukovic´ and Jasak (2012).
The motion of the remaining part of the mesh is accomplished by solution of the following Laplace
equation
∇ · (Γ∇u) = 0, (4.12)
where u denotes the displacement of the generic mesh vertex. The interface movement previously
computed serves as boundary condition for Eq. (4.12). The diffusion coefficient Γ is chosen to be
inversely proportional to the square of the distance from the interface in order to have a more rigid
mesh close to the moving boundary and, thus, preserve the grid quality and resolution.
4.2 Species transfer numerical methods
The very thin concentration boundary layers relating to high Pe´clet numbers require a very fine com-
putational resolution in the vicinity of the interface. The situation becomes even more severe in the
presence of chemical reactions which further reduce the boundary layers thickness. This undue reso-
lution requirement makes all the current numerical techniques unable to resolve industrially relevant
reactive species transfer processes in reasonable computational times. This forces to develop novel
numerical methods capable to overcome these difficulties.
In this work two different numerical methods for the discretisation of the concentration convection-
diffusion equations have been developed. This section introduces the details of both the techniques.
Their performances in terms of accuracy, stability and efficiency have been assessed by validation
cases.
Since the chemical reaction terms do not involve any derivative, their numerical treatment is in-
dependent from the method adopted for the approximation of the other terms in Eq. (3.13). For a
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The superscript “o” indicates that the non-linear reaction rates roi,P , i=1, 2 are calculated explicitly
using the concentration values at the old time instance. In the case of stiff problems, i.e. when the
chemical time scales are much smaller than the hydrodynamic ones, Eq. (4.13) could provide inac-
curate estimations of the chemical terms. A better evaluation is obtained by employing a sub-time
stepping procedure which considers an auxiliary problem derived from Eq. (3.13) neglecting the species






νk,iri = Rk, k ∈ {A,B, P, S} (4.14)
is solved from to to tn with a time-step smaller than ∆t in Eq. (4.4) by means of the semi-implicit
Bulirsch-Stoer method (Bader and Deuflhard, 1983). Differently from the original method (Bulirsch
and Stoer, 1966), this variant has proved to be particularly suitable for stiff systems. By the solution





where the superscript “aux” refers to the final concentrations of the auxiliary problem.
The rest of this section has been focused on the discretisation of the species transport equations
disregarding the contributions coming from the chemical reactions.
4.2.1 Radial Basis Function-based numerical method
The Radial Basis Functions (RBFs) were developed as a tool for interpolation of multidimensional
scattered data. Starting from the pioneering work of Kansa (1990), the Radial Basis Functions have
been also used to formulate novel numerical methods for the solution of partial differential equations
(PDEs). These methods have proved to be helpful for problems with complex geometries for which
it is preferable to use sets of scattered nodes rather than meshes. The argumentation of this section
starts with the foundation of every finite-difference technique: the interpolation. The issues of the
multivariate polynomial interpolation and the alternative based on the RBFs are introduced in detail
in the sections 4.2.1.1 and 4.2.1.2. Section 4.2.1.3 presents the main RBF-based numerical techniques
reported in the literature. The Explicit Boundary Radial Basis Function finite-difference method
developed in this work is described in Section 4.2.1.4. The test cases used to validate this method
are shown in Section 4.2.1.5. Finally, comments about the performances of the method are given in
Section 4.2.1.6.
4.2.1.1 Polynomial interpolation
The interpolation problem can be formalised as follows: given N distinct points x1,x2, ....,xN ∈ Rd
and N values f1, f2, ..., fN , a function f is called interpolant if and only if
f(xi) = fi, ∀ i ∈ {1, 2, ..., N}. (4.16)
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Since only physical problems are considered here, the maximum number of spatial dimensions d is 3.
Starting from the easiest case of d=1, the most straightforward approach to determine f relies on





i = a0 + a1x+ a2x
2 + .....aN−1xN−1. (4.17)
The coefficients of the interpolant can be determined by imposing the constraints (4.16). This results
in the following linear system of equations
1 x1 x
2
1 · · · xN−11
1 x2 x
2






















whose solution provides the coefficients ai, ∀ i ∈ {0, 1, .., N − 1}.
The case d > 1 is now considered. The space of all d-variate polynomials is denoted by Πd. Πdn is
the subspace of Πd containing all the polynomials of degree at most equal to n. The members of Πdn


























tion problem on a set of N distinct points x1,x2, ...,xN ∈ Rd is called correct (poised or unisolvent) in
Πdn if for any set of data f1, f2, ..., fN there exists a unique polynomial f ∈ Πdn satisfying Eqs. (4.16).
Theorem 4.1. The interpolation problem on a set of N distinct points x1,x2, ...,xN ∈ Rd is correct
in Πdn if the Vandermonde matrix
1 1 · · · 1
xα11 x
α1
2 · · · xα1N
xα21 x
α2













It can be deduced from Theorem 4.1 that a well-posed multivariate interpolation problem requires
that the determinant of the Vandermonde matrix is always different from zero independently from the
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considered set of interpolation points. Theorem 4.2 shows that this condition does not occur. First,
another definition is introduced.
Definition 4.2. An N -dimensional linear subspace V of all continuous functions C(Rd) with basis
{b1, b2, ..., bN} is called a Haar space of order N if
det(A) 6= 0 (4.21)
for any set of points x1,x2, ..,xN ∈ Rd. A is the matrix with entries Ai,j=bi(xj).
Theorem 4.2 (Haar-Mairhuber-Curtis). In the case d ≥ 2, there exist no Haar spaces except for the
trivial case N=1.
As consequence of Theorem 4.2, the multivariate polynomial interpolation is not a well-posed
problem, i.e. there is no guarantee about the existence and uniqueness of the interpolant. A pair of
examples can highlight this fact. Considering three collinear points in the Euclidean plane, it exists a
polynomial interpolant only if the values fi, i=1, 2, 3 are in accordance with a linear variation along the
line connecting the three points. The interpolation problem has no solution in all the other cases. In
the second example 6 points on the unit circle x2 + y2 − 1=0 are considered. The approximating
function f belongs to Π22. If the quantity x
2 + y2 − 1 is added to the interpolant, it is possible to
formulate another interpolating polynomial for the same set of data fi, i=1, 2, .., 6 due to the non-
uniqueness of this interpolation problem.
Actually, Theorem 4.2 is more general. It tells that a well-posed multivariate interpolation on
scattered points cannot be obtained by fixing in advance any set of basis functions. On the contrary,
the basis has to depend on the interpolation points.
4.2.1.2 Radial Basis Function interpolation
A powerful and flexible solution to the ill-posedness of the polynomial interpolation in the case of
d > 1 is obtained by means of the so-called Radial Basis Functions. The members of this class of
functions share the fundamental requirement to be symmetric with respect to a reference point x, i.e.
a RBF φ(x)=φ(|x− x|)) depends only on the distance of x from x. This feature motivates the usage
of the word radial in the class name. However, a more precise definition of the RBFs highlighting the
other characteristics of these functions will be provided later in this subsection.
Coming back to the interpolation problem, a generic RBF φ can be used to formulate the following




cjφ(|x− xj |) +
M∑
k=1
bkpk(x), with N ≥M. (4.22)
The set {p1, p2, ..., pM} is a basis for the space of the d-variate polynomials of degree at most n, where
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cjpk(xj) = 0 k = 1, ....,M (4.23)













where the entries of Φ and P are Φi,j=φ(|xi − xj |), i, j=1, 2, .., N and Pk,j=pk(xj), k=1, 2, ..,M ,
j=1, 2, .., N , respectively. In order to understand the meaning of the supplementary conditions (4.23),
the concept of Conditionally Positive Definite (CPD) function has to be introduced.
Conditionally Positive Definite Radial Basis Functions
An interpolation problem with polynomial reproduction up to the order n is considered. If the data
f1, f2, .., fN are obtained by sampling a multivariate polynomial p of degree at most n at the points
x1,x2, ..,xN , the polynomial reproduction requirement implies that the interpolant f is equal to p in
the entire space Rd and not only at the interpolation points.









with φ : Rd 7→ R. Enforcing the conditions f(xi) = fi, i = 1, 2, ..., N , yields the set of equations
N∑
j=1





i = fi i = 1, ..., N, (4.26)
which can be cast in the matrix notation
Φc + PTb = f . (4.27)






Therefore, M further constraints are needed in order to obtain a determined problem. These remaining
constraints come from the polynomial reproduction requirement.
The data vector f is assumed to contain the values of a generic multivariate polynomial p of degree
at most n at the interpolation points x1,x2, ..,xN ,
f = fpoly = P
Tb˜. (4.28)
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Then, the polynomial reproduction requirement requires that
PTb˜ = Φc + PTb (4.29)
has c=0 and, accordingly, b=b˜ as its unique solution. This can be achieved by choosing φ from
the class of the Conditionally Positive Definite functions. The following definition characterizes the
members of this class.
Definition 4.3. Let φ : Rd → C be continuous. The function φ is CPD of order n + 1 if for every
set {x1,x2, ..,xN} of distinct points in Rd and for every set of complex scalars c1, c2, ..., cN satisfying
N∑
j=1





cicjφ(xi − xj) ≥ 0 (4.31)
is verified, where the superscript “H” denotes the adjoint operator. If, additionally, cHΦc=0 occurs
only when c=0, then φ is strictly CPD of order n+ 1.
It is straightforward to prove that the interpolant (4.25) satisfies the polynomial reproduction
requirement up to the order n provided that φ is strictly CPD of order n+ 1 and Pc=0. Since P is
real, it is possible to rewrite Eq. (4.30) as
cHPT = 0, (4.32)
where PH=PT has been used. Multiplying Eq. (4.29) with cH and employing Eq. (4.32) leads to
cHPTb˜ = cHΦc + cHPTb =⇒ 0 = cHΦc + 0 =⇒ cHΦc = 0. (4.33)
Following the assumption that φ is strictly CPD of order n + 1, the unique solution of (4.33) is for
c=0, as required by the polynomial reproduction condition.
Theorem 4.3 (see Micchelli, 1986). Let φ be strictly CPD of order n + 1. Then, the function f
in (4.25) is the unique solution of the interpolation problem with polynomial reproduction up to the
order n provided that the rank of P is M and c fulfills Pc = 0.
The requirement of maximum rank for the matrix P imposes some limitations on the positions of
the interpolation points. However, since the maximum degree n of the additional polynomial part is
usually small, the conditions on these locations are significantly less restrictive in comparison to those
ones of a “pure” multivariate polynomial interpolation on the same set of points {x1,x2,..,xN}.
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The search for strictly CPD functions of order n+ 1 is usually restricted to the class of the radial
functions φ(x)= φ(|x|)=φ(r) which depends only on the euclidean distance from the origin, i.e. the
radial coordinate. Furthermore, it is preferable to seek radial functions that are strictly CPD of order
n + 1 for all d ≥ 1. First results regarding the determination of the conditions under which a radial
function is CPD for all d ≥ 1 were obtained by Schoenberg (1938). Another definition is needed in
order to present Schoenberg’s results.
Definition 4.4. A function ψ: (0,+∞) → R is said to be completely monotonic on (0,+∞) (ψ ∈
CM(0,+∞)) if ψ ∈ C∞(0,+∞) and if its derivatives satisfy
(−1)kψ(k)(r) ≥ 0 ∀ r ∈ (0,+∞) ∀ k ∈ N0. (4.34)
If, additionally, ψ is continuous at r=0, then ψ is CM [0,+∞).
Theorem 4.4 (Schoenberg). A function ψ is CM [0,+∞) if and only if the radial function φ(r) =
ψ(|x|2) is CPD of order 0, i.e. positive definite, on Rd for all d ≥ 1.
As a consequence of Schoenberg’s theorem it follows that the only positive definite radial func-
tion for all d ≥ 1 is the Gaussian e−r2 with the parameter  > 0. Considering a function ψ ∈
C[0,+∞) ∩ C∞(0,+∞), Micchelli (1986) showed that the radial function φ(r)=ψ(|x|2) is CPD of
order 1 on Rd for all d ≥ 1 if and only if − ddrψ(r) is CM(0,+∞). A classical example of 1st order
CPD function is represented by the Hardy’s multiquadric
√
1 + r2.
The results from Schoenberg and Micchelli were generalized by Guo et al. (1993) and Sun (1995).
The following theorem reports their generalization.
Theorem 4.5 (Guo et al., Sun). Let ψ ∈ C[0,+∞) ∩ C∞(0,+∞). The radial function φ(r)=ψ(|x|2)
is CPD of order m on Rd for all d ≥ 1 if and only if (−1)m dmdrmψ(r) is CM(0,+∞).
The above results provide the conditions under which a radial function is CPD for all d ≥ 1. The-
orem 4.6 defines the requirements in order to get strictly CPD radial functions.
Theorem 4.6 (Fasshauer, 2005). If ψ verifies the conditions of Theorem 4.5 and, additionally, is not
a polynomial of degree at most m, then the radial function φ(r)=ψ(|x|2) is strictly CPD of order m
on Rd for all d ≥ 1.
A radial function that is strictly CPD of order m for all d ≥ 1 is called radial basis function of
order m. In general, the RBFs are subdiveded into two main categories: the piecewise smooth and
the infinitely smooth. The most known member of the former group is the Duchon’s thin plate spline
r2 ln r. The Gaussian and Hardy’s multiquadric represent classical examples of the latter group. The
function φ of the interpolant (4.22) can be chosen among the members of both the categories.
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The infinitely smooth RBFs often exhibit a shape parameter  which allows to vary their shapes
from sharply peaked to nearly flat. Large values of  yield a well-conditioned linear system for the
determination of the interpolation coefficients. However, if the data f1, f2, .., fN are obtained by sam-
pling some given function f∗, the resulting interpolant unsatisfactorily approximates f∗(x) at a generic
x different from the interpolation points x1,x2, ...,xN . Opposite situation is encountered when  is
small, as shown by Fornberg and Wright (2004). Unfortunately, the system matrix approaches very
rapidly the singularity condition as  decreases leading to an ill-conditioned problem. This implies a
loss of computational accuracy due to the significant amount of numerical cancellation. Fornberg and
Wright proposed an alternative method which bypasses the solution of the linear system. Although
they showed accurate computations even for very small  values, this technique is not straightforwardly
applicable when the RBFs are employed for the numerical solution of PDEs. Therefore, the adoption
of intermediate values of the free-parameter represents the best compromise between the two aspects.
Some RBF-based numerical methods rely on a more complex interpolation problem. If, in addition
to the conditions (4.16), it is enforced that the values of a certain linear differential operator L applied
to the interpolant f at some points xN+1,xN+2, ...xN+NL are g1, g2, .., gNL, then the interpolation is




cjφ(|x− xj |) +
NL∑
j=1




where the subscript “2” indicates that the linear differential operator is applied with respect to the






cLj Lpk(xN+j) = 0 k = 1, ....,M. (4.36)
The linear system for the coefficients cj , j=1, 2, .., N , c
L












where the different blocks of the matrix are
L2[Φ] = L2[Φi,j ] = L2φ(|xi − xN+j |), i = 1, 2, .., N and j = 1, 2, .., NL, (4.38)
L1[Φ] = L1[Φi,j ] = L1φ(|xN+i − xj |), i = 1, 2, .., NL and j = 1, 2, .., N, (4.39)
L1L2[Φ] = L1L2[Φi,j ] = L1L2φ(|xN+i − xN+j |), i = 1, 2, .., NL and j = 1, 2, .., NL, (4.40)
L[P] = L[Pk,j ] = Lpk(xN+j), k = 1, 2, ..,M and j = 1, 2, .., NL. (4.41)
The differential operator L1 acts on the first variable of φ. Regarding the blocks L[P] and L[P
T]
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related to the polynomial part of the interpolant, it is not needed to specify any subscript for L since
these terms depend only on x. The system matrix is symmetric and it has been shown by Sun (1994)
to be non-singular provided that φ is a radial basis function of order n+ 1.
4.2.1.3 RBF-based numerical methods
The work of Kansa (1990) represents the first attempt to use RBFs for solving PDEs. The boundary
value problem
L[c(x)] = S(x) (4.42)
B[c(x)] = G(x) (4.43)
is considered, with the linear differential operators L and B acting on the generic open set Ω ⊆ Rd








where φ is a RBF of order n+ 1 and the points x1,x2, ..,xN are placed both in the interior part and
on the contour of the domain. As explained in the previous subsection, the presence of polynomial
terms up to the nth degree depends on the order of φ.
Enforcing the conditions (4.42) and (4.43) at the internal and boundary points, respectively, and










Although this collocation method has been successfully employed for solving parabolic, hyperbolic
and elliptic PDEs, the resulting non-symmetric matrix in (4.45) is not guaranteed to be invertible.
In order to circumvent this issue, Fasshauer (1997) modified the Kansa’s method by inserting the




λjL2φ(|x− xj |) +
N∑
j=NB+1
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The matrix in (4.47) is symmetric and non-singular (see Wu, 1998).
Despite the very high convergence rates, the computational cost of these global methods grows
rapidly as the number of points N increases due to the ill-conditioning of the corresponding fully-
populated matrices. Some techniques as RBF-specific preconditioners (see Brown et al., 2005), adap-
tive selection of the collocation points (see Ling et al., 2006) and multiscale collocation (see Gia et
al., 2012) have been developed in order to alleviate this problem.
A different strategy relies on the employment of compactly-supported RBFs (see Wendland, 1995)
which are non-zero only in a limited spherical region around the origin. This allows to obtain a sparse
global collocation matrix that can be solved more efficiently than the dense matrices arising from the
use of RBFs with non-compact support. However, this reduces considerably the set of possible RBFs.
Furthermore, each of these compactly-supported functions is not properly a RBF since it is strictly
positive definite only up to a fixed maximal value of d. Thus, problems with different dimensionality
might not be treated with the same basis function.
A local approach represents the most common alternative for circumventing the ill-conditioning
issue typical of the global methods but maintaining at the same time the possibility to adopt an
arbitrary RBF. A local problem for each point is formed considering the closest neighbours. This
produces N small overlapping local systems on which a RBF interpolation is built up. Applying the
linear differential operator L to the interpolant relating to each point, a finite-difference discretisation,
which can be seen as a generalization of the standard finite-difference methods based on polynomials,
is formulated (see Wright and Fornberg, 2006). An additional step required by this approach is the
construction of the neighbour lists. An efficient algorithm, which performs efficiently even in the case
of point distributions with spatially-varying resolution, is described in Awile et al. (2012).























is considered for each local system k. NS is the number of solution centres, i.e. the points at which
the numerical solution of the boundary value problem (4.42) and (4.43) is obtained. NL denotes
the number of PDE centres at which the differential equation (4.42) is enforced. If the locations of
the solution and PDE centres coincide, the stencil is called collocated, otherwise staggered. Finally,





i ) = c
(k)
i i = 1, 2, .., NS,
B[c(k)(x
(k)
i )] = G(x
(k)
i ) i = NS + 1, .., NS +NB,
L[c(k)(x
(k)
i )] = S(x
(k)
i ) i = NS +NB + 1, .., NS +NB +NL
(4.49)
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solution centres PDE centres boundary centres
Figure 4.4: Schematic representation of two staggered local systems.





















j ) = 0 i = 1, ....,M (4.50)
leads to the symmetric linear system
Φ B2[Φ] L2[Φ] P
T
B1[Φ] B1B2[Φ] B1L2[Φ] B[P
T]
L1[Φ] L1B2[Φ] L1L2[Φ] L[P
T]















where the vector c(k) in the r.h.s. of (4.51) is unknown. The application of the differential operator
L at the centrepoint of the local system k gives
S(x(k)cp ) = L[c
(k)(x(k)cp )] = L[H
(k)(x(k)cp )]λ
(k) = (L[H(k)(x(k)cp )][A








H(k)(x(k)cp ) =[φ(|x(k)cp − x(k)1 |) ·· φ(|x(k)cp − x(k)NS |)
B2[φ(|x(k)cp − x(k)NS+1|)] ·· B2[φ(|x(k)cp − x(k)NS+NB |)]
L2[φ(|x(k)cp − x(k)NS+NB+1|)] ·· L2[φ(|x(k)cp − x(k)N |)]
p1(x
(k)
cp ) ·· pM (x(k)cp )].
(4.53)
Eq. (4.52) provides a relation between the unknown values c
(k)
i , i=1, 2, .., NS at the solution cen-
tres. Therefore, if this operation is applied to every local system, a sparse global linear system of
equations for all the solution centres in the computational domain is obtained. The boundary condi-
tions of the problem are implicitly taken into account since they have already been imposed at the
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local level in the stencils containing boundary centres.
In the more general case of an initial-boundary value problem
∂c(x, t)
∂t
= L[c(x, t)] + S(x), (4.54)
B[c(x, t)] = G(x), (4.55)
c(x, 0) = c0(x), (4.56)
the local RBF Hermitian method can be adopted after a casting of the time-dependent problem
into a pseudo-stationary one. Using a first-order implicit approximation of the time derivative, the
differential equation (4.54) can be rewritten as follows
cn(x)− co(x)
∆t
= L[cn(x)] + S(x), (4.57)
where cn(x) and co(x) denote c(x, tn) and c(x, to), respectively. By introducing the modified linear
differential operator L
L = 1−∆tL, (4.58)
the pseudo-stationary formulation of Eq. (4.57) reads
L[cn(x)] = co(x) + S(x)∆t = S
o
(x). (4.59)
The local RBF Hermitian method described above is used to solve Eq. (4.59) together with the
boundary conditions (4.55) at each time-step. After having obtained the solution at a certain instance,
the corresponding c-field serves to calculate the source term S
o
for the next time-step. In principle,
the first-order scheme for the time derivative could be replaced with other approximations yielding
different expressions for the modified linear differential operator and the source term.
A special feature of this method is the implicit upwinding. It is well known that for convective-
dominated problems the numerical scheme has to take into account the magnitude and the direction of
the local velocity field in order to avoid spurious oscillations in the solution. Stevens et al. showed that
the Hermitian characteristic of the local interpolation, which requires the fulfillment of the PDE (4.42)
or (4.59) at some centres around the local system centrepoint, provides an implicit upwinding effect
even in the case of spherically-symmetric stencils.
Although the local RBF Hermitian method has been proven to tackle accurately several different
problems, it needs the solution of a large global system and many small local ones. The determination
of the local matrix coefficients is considerably expensive since it involves many operations for the
computations of the basis function derivatives. Furthermore, in the case of time-dependent differential
operators, as for advection problems with velocity fields variable in time, the A(k) coefficients change
continuously. Since the small systems are usually treated by means of direct linear solvers, the time-
dependency of L makes necessary to invert the local matrices at every time-step. For all these reasons,
45
4.2. Species transfer numerical methods
the local RBF Hermitian method represents a step forward with respect to the Kansa’s and Fasshauer’s
global methods, but not yet sufficiently efficient for the solution of the extremely thin concentration
boundary layers of the species transfer processes.
The method of Saˇrler and Vertnik (2006) presents the advantages that the local matrices can
be inverted only once and no global system has to be solved. The former aspect derives from the












where N is equal to NS+NB. The boundary nodes are treated as solution centres at the local level.
This means that the first set of conditions in Eq. (4.49) is applied at both the node types. The












The matrix in Eq. (4.61) depends only on the position of the discretisation points. Therefore, their
coefficients do not change unless the points are moved. Accordingly, the inverse of these matrices can
be computed at the beginning of the simulation and then stored.
The lack of a global system follows from the adoption of an explicit time-stepping which implies
that the vector c(k) in the r.h.s. of Eq. (4.61) consists of the values at the old time instance. Hence,
the local systems become uncoupled and can be solved independently from each other. After their
solution, the new value at each centrepoint is calculated as follows
cn(x(k)cp ) = c
o(x(k)cp ) + ∆t(L[c
(k)(x(k)cp )] + S(x
(k)
cp )). (4.62)
For the local systems including one or more Neumann boundary nodes, a second step is per-
formed. The system















is considered, where c(k) contains now the new values at the solution centres. After having determined
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H(k)(x
(k)
NEU,i) =[φ(|x(k)NEU,i − x(k)1 |) ·· φ(|x(k)NEU,i − x(k)NS |)
B2[φ(|x(k)NEU,i − x(k)NS+1|)] ·· B2[φ(|x(k)NEU,i − x(k)NS+NB |)]
p1(x
(k)
NEU,i) ·· pM (x(k)NEU,i)].
(4.65)
Since a certain boundary node can belong to distinct local systems, an average of the different values
obtained from Eq. (4.64) is needed. Saˇrler and Vertnik have not reported the procedure adopted in
their work. However, a weighted averaged based on the distances between the boundary point and
the centrepoints of the corresponding local systems represents a reasonable choice for this scope.
4.2.1.4 Explicit Boundary RBF Finite-Difference method
As outlined in the previous subsection, the method of Saˇrler and Vertnik outperforms the other RBF-
based numerical techniques in terms of computational cost. In the present work, this method has
been simplified. The second step dedicated to the update of the values at Neumann boundary nodes
has been eliminated by the enforcement of the boundary conditions directly into the first set of local
linear systems, in analogy to the boundary treatment of the local RBF Hermitian method by Stevens

















with N=NS+NB. Applying the first and second set of constraints of (4.49) at the solution and
boundary centres, respectively, a local linear system analogous to that one in (4.63) is obtained. The
only difference is that the vector c(k) contains now the solution values at the old time instance. After
having solved these systems and determined the coefficients λ(k), the new internal and boundary
values are calculated by means of Eqs. (4.62) and (4.64), respectively. The inverse distance weighted
average mentioned above has been used to generate unique values at the Neumann boundary nodes.
4.2.1.5 Validation cases
The method described in the previous subsection has been implemented within the OpenFOAM
framework. The implementation required the development of completely new libraries.
In the following, different validation cases with increasing complexity are presented. The Gaussian
RBF has been used in all the simulations. The shape parameter  for each local system k has been
made adaptive by setting it according to the local distance between the nodes.
One-phase validation cases
As a first step, the method has been validated against one-phase test cases. Therefore, the further
complication related to the presence of two different regions with transmission conditions at their
interface has been neglected here. First, the problem of the diffusion between two planes has been
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considered. An uniform value of 1 mol/m3 is kept constant on two infinite planes placed at x=±l,
respectively. A zero initial value is set in the intermediate region. The one-dimensional analytical
solution of this problem (see Crank, 1979) is













where D is the diffusion coefficient. An equivalent version of this test case is obtained by considering
only half of the domain and inserting a symmetry condition, i.e. zero normal gradient, at x=0.
Fig. 4.5 shows the left half of the domain with l=0.005 m used for the numerical simulation.
The points have been randomly generated on a planar surface. Different point distributions with
approximate spacing ranging from 5 × 10−4 m to 5 × 10−5 m have been tested. The local system
for each node is made up of the adjacent neighbours. This results into an average size of 6-7 nodes.
Additional zero normal gradient boundary conditions have been placed on two surfaces perpendicular
to the lateral plane. This allows to make finite the height of the domain without introducing any
modification compared to the original problem. The diffusivity D has been set equal to 1×10−5 m2/s.
Fig. 4.6 shows the comparison between the numerical results obtained with three different “grids”
and the analytical solution at the time t=0.01 s. It can be noted that the profile relating to the third
point distribution is almost indistinguishable from the analytical one.
Figure 4.5: Domain and computational nodes colored by species concentration of the one-phase dif-
fusion problem.
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Figure 4.7: Error as function of the inter-point spacing ∆ for the one-phase diffusion problem.
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Fig. 4.7 reports the errors corresponding to the different simulations as function of the point spacing
∆. The errors are computed as sum of the absolute differences between the numerical and analytical
values of the profiles in Fig. 4.6. The figure highlights that the accuracy of the method tends to the
first order as the distance between the computational nodes decreases.
In the second validation case, the transport of a species convected away from a spherical fluid
interface with radius of 0.001 m by a flow in the Stokes regime has been considered. An uniform
velocity vector with magnitude of 0.005 m/s is imposed at a spherical boundary surface with radius of
0.016 m. The closed-form expression of this velocity field has been obtained by Satapathy and Smith
(1961). It depends on the ratio between the viscosities outside and inside the fluid interface. The
ratio has been set here equal to 1000. An uniform concentration c=1 mol/m3 is assigned at the inner
surface, while a mixed Dirichlet/Neumann boundary condition is applied at the outer one. The mixed
boundary condition prescribes a concentration value of 1 mol/m3 or zero normal gradient in the case
of inflow or outflow, respectively. The diffusion coefficient D is assumed equal to 1e−05 m2/s, yielding
a Pe´clet number of 1. Zero initial concentration is considered in the region between the two spherical
surfaces.
The closed-form solution of this transport problem is not known. For this reason, the reference
solution has been provided by finite-volume numerical simulations using OpenFOAM. Different com-
putations with increasing mesh resolution have been performed in order to obtain mesh-independent
numerical results.
Figure 4.8: Part of the domain in the vicinity of the inner surface, streamlines and computational
nodes colored by species concentration of the one-phase convection-diffusion problem.
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Figure 4.10: Error as function of the minimal inter-point spacing ∆min for the one-phase convection-
diffusion problem.
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Fig. 4.8 shows the part of the domain close to the fluid interface. Different point distributions
with approximate spacing at the interface ranging from 3e−04 m to 7.5e−05 m have been tested. A
linear decay of the resolution moving away from the interface has been imposed. The ratio between
the resolutions at the two spherical surfaces has been kept fixed to 4. The local system for each node
is made up of the adjacent neighbours. This results into an average size of 12 nodes.
In Fig. 4.9 the numerical results obtained with three different point distributions are compared to
the finite-volume reference solution on a radial line starting at the top of the bubble at the time t=0.5
s. The figure shows the convergence of the simulation results to the reference solution.
Fig. 4.10 reports the errors corresponding to the different simulations as function of the minimun
point spacing ∆min, i.e. at the fluid interface. The errors are computed as sum of the absolute
differences between the numerical and reference values of the profiles in Fig. 4.9. A second-order
accuracy emerges from Fig. 4.10 as the point distribution becomes finer. The increased order of
accuracy derives from the adoption of larger stencils in comparison to those ones used in the previous
test case.
Two-phase validation cases
The validation cases presented here regard the transport of an inert species across a fluid interface.
In addition to the convection-diffusion conservation law, the solution has to fulfill the transmission
conditions (3.14) and (3.15) at the interface. For this purpose, the explicit Dirichlet-Neumann coupling
algorithm (see Weber et al., 2017) has been adopted in the present work. A Dirichlet b.c. is imposed
at the side of the interface in the domain A, while a Neumann b.c. is assigned at the other side of the
interface in the domain B. A single iteration of this algorithm consists of the following steps:
1. the convection-diffusion equation is solved in the domain A;
2. the solution in the domain A is used to update the interface normal gradients of the domain B
according to Eq. (3.15);
3. the convection-diffusion equation is solved in the domain B;
4. the solution in the domain B is used to update the interface values of the domain A according
to Eq. (3.14).
This procedure is repeated until both the transmission conditions are fulfilled within a prescribed
tolerance. Relaxation factors have to be introduced in order to preserve the stability and accelerate
the convergence rate of the method. A schematic diagram of the explicit Dirichlet-Neumann algorithm
is depicted in Fig. 4.11.
In the first two-phase validation case, two domains identical to that one reported in Fig. 4.5
have been connected through the corresponding lateral planes. The two transmission conditions are
imposed on the resulting connecting surface. Only the diffusion acts in the respective internal regions.
The initial concentrations are 1 mol/m3 and 0 mol/m3, respectively. The length l of each domain
is equal to 0.005 m. The ratio between the concentrations at the two sides of the interface, i.e. the
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Figure 4.11: Explicit Dirichlet-Neumann coupling algorithm.
The analytical solution of this problem (see Crank, 1979) is
c(x, t) =
















tcos( (2n+1)pix2l )], −l ≤ x < 0
(4.68)
with C1(t) representing the time-dependent concentration of the first region at the interface. Enforcing
the second transmission condition, the following expression for C1(t) is obtained
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where the factor J is equal to the ratio D1/D2.
The two sets of computational points used for the numerical simulation are shown in Fig. 4.12. The
points have been randomly generated on a planar surface with an approximate spacing of 5e−05 m.
The local system for each node is made up of the adjacent neighbours. This results into an average
size of 6-7 nodes.
Figure 4.12: Domain and computational nodes colored by species concentration of the two-phase
diffusion problem.
Fig. 4.13 reports the simulation and analytical values at the time t=0.01 s for small negative values
of x. A good agreement between the two profiles is shown, concluding that the method is capable to
solve accurately the considered problem.
The last validation case regards the two-phase convection-diffusion transport with Stokes flow
inside and outside a spherical fluid interface. Different from the corresponding one-phase case, the
species transport equation is solved here in both the regions. Furthermore, the two transmission
conditions are imposed at the interface.
The values of the geometrical, kinematic and material parameters are equal to the ones used for
the corresponding one-phase problem. Additionally, the diffusion coefficient D1 in the inner region is
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Figure 4.13: Comparison between the numerical results and the analytical solution for the two-phase
diffusion problem.
Figure 4.14: Domain, streamlines and computational nodes colored by species concentration of the
two-phase convection-diffusion problem.
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set to 1e−04 m2/s. Accordingly, the value of J is 10. The Henry coefficient is chosen equal to 30. The
initial concentrations inside and outside the fluid interface are 1 mol/m3 0 mol/m3, respectively.
The analytical solution of this problem is not known. Similar to the corresponding one-phase case,
the reference solution has been computed by means of finite-volume numerical simulations using Open-
FOAM. Different mesh resolutions have been tested in order to obtain mesh-independent reference
results.
A non-uniform point distribution with spacing at the interface equal to 1e−04 m has been em-
ployed. According to a linear grading coefficient of 4, the resolution at the outer boundary surface
has been set to 4e−04 m. The local system for each node is made up of the adjacent neighbours. This
results into an average size of 12 nodes.
The comparison between the reference and RBF solutions on a 2 mm-long radial line starting at
the interface and crossing the outer region is shown in Fig. 4.15. The good agreement between the
two profiles highlights the capability of the proposed RBF method to solve species transfer problems
in the presence of low advective contribution.















Figure 4.15: Comparison between the numerical results and the finite volume reference solution for
the two-phase convection-diffusion problem.
4.2.1.6 Critical aspects: time performances and stability issues
Although the validation cases of the previous subsection have been accurately solved by the developed
RBF-based finite-difference method, two critical aspects emerged from these tests. The first regards
the computational cost. In some cases, this turned out to be even ten time larger than that of a finite-
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volume simulation at similar mesh resolution and inter-point spacing. Though some improvements
could be gained with a more efficient code implementation, the gap between the two methods is so
large that it is unlikely to reach comparable computational performances.
The second deficiency concerns the stability. Increasing the magnitude of the boundary velocity in
the convection-diffusion problem with Stokes flow around a fluid interface, the simulation has proved
to be soon unstable with concentration values in the inner part of the domain larger than at the
interface.
In order to introduce an upwinding effect, a different approach based on the adoption of a different
stencil for the discretisation of the convective term has been considered. The plane (or line in 2D)
passing through a generic local centrepoint and perpendicular to its velocity vector divides the space
in two parts. The subset of the original stencil containing only the nodes in the upstream half is used
for the numerical treatment of the convection. This modification yields a slight improvement, though
an intrinsic stability cannot be guaranteed.
Figure 4.16: Example of upwind stencil; the red dots are used for the discretisation of the convective
term.
Another attempt to solve the stability issue has been made by building up the numerical method
on a Hermitian RBF interpolation. As shown by Stevens et al., the introduction of PDE centres in
the interpolation problem provides an implicit upwinding effect. However, their method, which has
been already described in Section 4.2.1.3, is computationally expensive. In order to make it more
performant, its formulation has been adapted to an explicit approach. This has been obtained by
removing from the local interpolants the first NS terms and, at the same time, adding the centrepoint
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where N is here equal to NS + NB. Accordingly, the first set of constraints in (4.49) has been






























j ) = 0 i = 1, ....,M. (4.72)
The field value at the new time instance for a generic discretisation point is calculated by simply
retrieving the value of the corresponding interpolant at the local centrepoint. This yields
cn(x(k)cp ) = H
(k)(x(k)cp )λ
(k) = H(k)(x(k)cp )(A
(k))−1d(k) = W(k)(x(k)cp )d
(k), (4.73)
where the row vector W(k)(x
(k)
cp ) is given by the product between
H(k)(x(k)cp ) =[B2[φ(|x(k)cp − x(k)1 |)] ·· B2[φ(|x(k)cp − x(k)NB |)]
L2[φ(|x(k)cp − x(k)NB+1|)] ·· L2[φ(|x(k)cp − x(k)N |)]
p1(x
(k)
cp ) ·· pM (x(k)cp )]
(4.74)
and the inverse of the local system matrix. The adoption of a Hermitian RBF interpolation leads to
an improvement regarding the stability. However, even in this case it is not possible to achieve an
intrinsic stability.
Though the results of Stevens et al. have shown slight under- and overshoots in some advective-
dominated test cases, the unboundedness grows slowly in time. On the contrary, larger growth rates
of the solution unboundedness emerged from the computations of the current study. The difference
might be due to the dissimilarity between the node arrangements. Stevens adopted in the majority
of the cases structured sets of nodes. Only in some test cases he opted for scattered points, though
the spacing between the nodes does not exihibit significant spatial variations. In the present case, the
need for high resolutions at the interface imposes the presence of a considerable grading of the point
spacing.
The change from an implicit to an explicit method represents a further possible cause of in-
stability. However, as previously pointed out, the implicit approach proposed by Stevens et al. is
computationally excessively expensive and, therefore, it does not represent a viable way to cope with
the very thin concentration boundary layers.
In consequence of the highlighted stability issues, it turned out that the current formulations
of the RBF method do not allow to deal with advective-dominated problems, as necessary for the
investigation of species transfer processes at bubble interfaces.
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4.2.2 Two-mesh approach
The second numerical method for the solution of the species transport equations relies on a finite-









n · (v − vS)ck dS =
∮
S(t)
n · (Dk∇ck) dS (4.75)
by integration on a moving non-material control volume V (t). As already mentioned before, the
chemical reaction terms are disregarded in this context. The discretised form of the convection-diffusion
transport equation (4.75) for a generic cell P with volume VP is
3cnk,PV
n















f · (∇ck)nfSnf . (4.76)
Due to the low species diffusion coefficients in the liquid phase, an accurate solution of Eq. (4.76)
requires a mesh resolution higher than that one needed for the two-phase hydrodynamics. Therefore,
the name of the approach derives from the fact that the two problems are solved by means of different
meshes.
Figure 4.17: Example of mesh refinement.
Refining the liquid-sided interfacial cell layer of the hydrodynamic grid in normal direction, along
which the largest concentration variations occur, provides a second mesh sufficiently fine to accurately
resolve the species transfer. This can be performed straightforwardly due to the presence of surface-
fitted prismatic cell layers around the interface, as visible in Fig. 4.2. Fig. 4.17 shows side by side the
two meshes. The high diffusion coefficients inside the bubble determine small concentration gradients
within the gas phase which can be captured without any refinement in this region.
The two meshes do not differ significantly from each other regarding the overall number of cells. In
terms of computational costs, it could be possible to employ solely the finer mesh for both the prob-
lems. However, the stability of the hydrodynamic algorithm is more problematic than that one of the
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species transfer. This imposes more severe limitations on the cell grading in the vicinity of the inter-
face. For this reason, it is necessary to solve the flow field problem on a less varying grid, adopting the
aggressive grading towards the bubble surface only for the solution of the species transport equations.
The velocity field has to be mapped from the coarser to the finer mesh. An inverse distance
weighted interpolation represents a straightforward way to perform the mapping. The cell-face mass
fluxes m˙′f=ρfn
n
f · v′fSnf , where v′f indicates the velocity vector obtained from this interpolation pro-
cedure, do not generally fulfill the discretised mass balance. In order to get a divergence-free mapped












After having solved Eq. (4.77), the cell-face mass fluxes are corrected as follows
m˙nf = m˙
′
f − ρfnnf · (∇p′)nfSnf ∆t, (4.78)
ensuring the solenoidality of the velocity field.
The second mesh needs to be displaced during the simulation in accordance with the motion of the
hydrodynamic mesh. This can be achieved with negligible computational overhead due to the high
similarity between the two grids. An identical displacement can be applied for the large amount of
coincident nodes. Each additional point created in the refinement process is located on some edge of the
hydrodynamic mesh. Its movement is computed by using the nodal displacements of the corresponding
edge through an inverse distance weighted interpolation.
As for the velocity field, a mixed Dirichlet-Neumann boundary condition is employed for all the
species at the outer spherical surface. A prescribed uniform inlet value cA,in is set for A, while 0
mol/m3 is assigned to the other species.
The explicit Dirichlet-Neumann coupling algorithm, as described in Section 4.2.1.5, is adopted to
enforce the transmission conditions (3.14) and (3.15).
4.2.2.1 Validation
The two-mesh approach has been implemented within the OpenFOAM framework using the finite-
volume library already present in the original software distribution.
A physisorption problem for an almost spherical rising bubble with db=1.49 mm has been chosen
as a validation case. The adopted values of the hydrodynamic and species transfer material parameters
are reported in Tab. 4.1. The values of the material parameters of the two phases can be considered to
be representative of an air bubble in a glycol-water mixture. The initial concentration of the species
B in the gas phase has been set to 8.72 mol/m3. The Henry coefficient HB has been chosen equal to
30.
The height of the first liquid-sided cell layer at the interface is around 4.5 µm. Four different meshes
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have been considered for the species transfer problem applying from zero up to three refinement levels.
The resulting bubble rise velocity Ub is 0.174 m/s corresponding to a bubble Reynolds number
Reb of about 58. As it can be computed by using the values in Tab. 4.1, the Schmidt number ScB is
1e04. Accordingly, the Pe´clet number PeB is approximately 5.8e05.
Table 4.1: Values of the material parameters for the validation case of the two-mesh approach.


















Fig. 4.18 shows the concentration field on a longitudinal section for the four different meshes. In
comparison to Fig. 4.18a, the employment of one refinement level determines drastic changes regarding
the concentration boundary layer. Almost no differences are visible with finer meshes. However, the
quantitative information provided in Tab. 4.2 highlights that the Sherwood number is subjected to
further significant variations by adopting more than one refinement. This is confirmed by Fig. 4.19
in which the local Sherwood number profiles along the polar angle relating to the four cases are
reported. In fact, the addition of a second refinement step results into noticeable modifications of the
local profile.
The results can be compared to the correlation of Takemura and Yabe (1998) for the Sherwood
















given by Clift et al. (1978) in order to improve the agreement with their experimental results. Ac-
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Figure 4.18: Concentration field of the species B on a longitudinal section for the four meshes with
zero up to three refinement levels.
The validity range is for Reb ≤ 100 and PeB > 1. The equivalent Sherwood number Sheq in Eqs. (4.79)
and (4.80) is given by the product between Sh and the factor Ab,eq/Ab. The term Ab,eq represents the
area of the spherical bubble with equivalent volume. Since the bubble considered in this validation
test is nearly spherical, the factor Ab,eq/Ab is virtually one. Therefore, the difference between the Sh
and Sheq values is negligible.
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Figure 4.19: Local Sherwood number as function of the polar angle for the four meshes with zero up
to three refinement levels.
The correlation (4.80) gives for this problem a value of approximately 696. The result obtained
with the finest mesh (see Tab. 4.2) differs from this value by 1.5% against the 20.8% corresponding to
the case without any refinement. This allows to conclude that the two-mesh approach with a suitable




Investigation of species transfer
from deformable single rising
bubbles
In this chapter the results of species transfer simulations with and without chemical reactions using
the two-mesh approach are presented and discussed. In order to investigate the sensitivity of the
transfer process with respect to the operating conditions, different values of the Reynolds, Damko¨hler
and Schmidt numbers have been considered. These values together with the material and geometrical
parameters are given in Section 5.1.1. A grid independence study is reported in Section 5.1.2. In Section
5.1.3 the results of the simulations of physisorption are compared to experimental and theoretical
correlations. A detailed analysis regarding the mass transfer coefficient and the reaction selectivity is
presented in the sections 5.2 and 5.3. The effects due to a decrease of the diffusion coefficient of the
gaseous component are highlighted in Section 5.4. Finally, the simulation results are compared to the
film theory predictions in Section 5.5. Film theory is usually adopted to model small-scale phenomena
in large-scale simulations of bubble column reactors. Therefore, the comparison allows to assess the
accuracy level of this simplified model.
5.1 Simulations
5.1.1 Parameter space
All the computations have been performed with a constant Morton number equal to 1e−08 given by
the density, viscosity and surface tension values reported in Table 5.1. The values of the material
parameters of the two phases can be considered to be representative of an air bubble in a glycol-water
mixture. Five different bubble diameters have been considered. The resulting Eo¨tvo¨s and bubble
Reynolds numbers range from 0.3 to 2 and from 58 to 232, respectively. Fig. 5.1 shows the simulated
5.1. Simulations
points on the chosen iso-Morton line in the well-known diagram of Clift et al. (1978).
The size variations induce drastic changes regarding the bubble deformation and the wake struc-
ture. The increase of Eo from 0.3 up to 1 leads to a shape variation from nearly spherical to ellipsoidal
with an aspect ratio around 1.6. The wakes of these bubbles are closed and the interface deformation
is not strong enough to create recirculations in the rear region. Steady vortical structures appear
behind the bubble with a further increase of Eo up to 1.5. At the same time, the aspect ratio rises
almost to 2. For the case Eo=2, an unsteady hydrodynamics is observed. The bubble does not rise
straight anymore and its trajectory becomes helical. The wake shows unsteadiness as well due to
vortices created at the interface and, then, convected and dissipated downstream.
Figure 5.1: Simulated points in the diagram by Clift et al. (1978).
Fig. 5.2 shows the streamlines in the vicinity of the bubble together with a full 3D representation
of the interface for each value of the Eo¨tvo¨s number. In the first four pictures, the flow fields exhibit
azimuthal symmetry. The last picture shows the symmetry breakup and, accordingly, a deviation
of the rising direction due to unsteady effects. Another very important aspect of Fig. 5.2e is the
winding of the streamlines which differently from the other cases do not go straight downstream but
are intertwined with each other producing 3D vortical structures.
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(a) Eo=0.3 (b) Eo=0.6 (c) Eo=1
(d) Eo=1.5 (e) Eo=2
Figure 5.2: Flow streamlines and 3D bubble surface for each value of the Eo¨tvo¨s number.
For each diameter, eight reactive simulations of a competitive-consecutive mechanism (cf. Eq. (3.12))
have been carried out. The chemical reaction coefficients have been varied according to different values
for the Damko¨hler number of the first reaction and for the ratio κ=Da2/Da1. Da1 has been chosen
equal to 0.01, 0.1, 1 and 10, while κ has been set to 10 and 100. These ranges cover a wide spec-
trum of relevant reaction intensities. Due to the presence of the bubble rise velocity in the Damko¨hler
number, preliminary simulations of the different flow fields have been required in order to obtain the
corresponding Ub terms. As for the reference concentration cA,∞ of Eq. (3.19), the inlet value cA,in of
the species A has been used. The concentration cA,in has been assumed equal to 8.72 mol/m
3. Fur-
thermore, simulations of the single reaction prototype for the different values of Da1 reported above
as well as of physisorption have been performed for each bubble size.
The species diffusivity in the liquid phase has been fixed to 1e−07 m2/s for the components A, P
and S, while for the species B it has been set to 4.46e−07 m2/s. The corresponding Schmidt number
ScB is equal to 10. Each simulation has been then repeated with ScB=100. The results for the larger
ScB are reported in Section 5.4. The diffusivity in the gas phase for B has been set to 4.46e−04
m2/s. The resulting values of the ratio DB,g/DB,l are equal to 1000 and 10000 for ScB of 10 and 100,
respectively. These values are representative of liquid-side controlled mass transfer processes as found
in bubble column reactors. The species A and B have been initialized to 8.72 mol/m3 in the liquid
and gas phases, respectively.
For the sake of comparison, all the quantities of interest obtained from the simulations have been
sampled at a reference time equal to 35db/Ub, where the ratio db/Ub defines a characteristic time scale.
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Table 5.1: Values of the material and geometric parameters.










db 1.49, 2.11, 2.73, 3.34, 3.86 mm
DA,l, DP,l, DS,l 1e−07 m2s
DB,l 4.46e−07, 4.46e−08 m2s
DB,g 4.46e−04 m2s
Table 5.2: Values of the dimensionless numbers.
Dimensionless number Value
Mo 1e−08
Eo 0.3, 0.6, 1, 1.5, 2
Reb 58, 118, 173, 219, 232
Da1 0.01, 0.1, 1, 10
κ 10, 100




All the simulations have been performed with the same hydrodynamic and species transfer meshes
scaled according to the considered bubble diameter. The overall number of computational cells of the
mesh used for the hydrodynamic problem is about 400000. Three refinement levels have been applied
to generate the grid for the species transport equations, resulting in approximately 420000 cells. In
every refinement step each cell adjacent to the interface has been split along the normal direction into
two almost identical parts, producing an interfacial layer height equal to 1/8 of its counterpart in the
hydrodynamic mesh.
The number of refinements has resulted from a grid independence study. The analysis has been
performed on the most demanding case of the computational campaign with ScB=100, Eo=1.5 and
the reaction coefficients given by Da1=10 and κ=100. Five different meshes have been considered with
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Table 5.3: Grid independence results.






zero to four refinement levels.
Table 5.3 shows the Sherwood values for the five different cases at a sampling time equal to 0.2 s.
It emerges clearly the need for a grid finer than that one used for the hydrodynamic problem which
leads to a poor prediction of the species transfer. The relative deviation between the last two values
is about 0.1%, allowing to conclude that three refinements are sufficient to resolve the smallest scales
occurring in the simulation set.
5.1.3 Comparison to correlations
The Sherwood numbers resulting from the simulations of physisorption have been compared to the pre-
dictions of the theoretical correlations by Lochiel and Calderbank (1964) and Winnikow (1967). Lochiel
and Calderbank assumed a potential flow around an oblate spheroidal bubble with axisymmetric con-






















where a is the aspect ratio of the spheroid given by the ratio between the semi-minor and semi-major
axes and E=(1− a2)1/2 is the eccentricity.
The expression of Winnikow relies on the boundary layer theory. Considering a spherical bubble














The simulation results have been also compared to the experimental correlation of Takemura and
Yabe (Eq. (4.80)). The values of the equivalent Sherwood number provided by Eq. (4.80) have been
corrected with the area strech factors in Table 5.4.
Although the validity ranges of Eqs. (5.1), (5.2) and (4.80) do not include all the Reynolds numbers
considered in this work, these correlations represent an important term of comparison for the numerical
results. Significant deviations from their values might indicate an insufficient accuracy of the numerical
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method. An analogous comparison for the chemisorption results was not possible due to the lack of
reference correlations.
Despite the unsteady hydrodynamic condition, the Sherwood number corresponding to the largest
bubble diameter reaches a steady value. As visible in Fig. 5.3, the perturbations induced by the
unsteadinesses on the mass transfer are negligible. Therefore, it is possible to take the value of the
Sherwood number at the end of the simulation without the necessity of averaging over a representative
time period.

























Figure 5.3: Sherwood number over time of the simulation of physisorption, Reb=232.
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Figure 5.4: Sherwood number as function of the bubble Reynolds number for physisorption, ScB=10.
Fig. 5.4 shows that the simulation results are in good agreement with the correlation of Takemura
and Yabe for Reynolds numbers less than 150. From this point on, the two curves start to diverge
with a maximum relative deviation about 5% at Reb=232. The discrepancy can be ascribed to the
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limited validity range of the experimental formula up to Reb equal to 100. The bubbles remain mainly
spherical in this range. Therefore, the correlation does not contain the effects of higher bubble surface
deformations on the mass transfer.
Larger differences emerge from the comparison with the theoretical work of Lochiel and Calder-
bank. The drastic assumption of potential flow results in an overestimation of the Sherwood number
with a maximum relative deviation about 22% at the largest Reynolds number. On the contrary, the
agreement with the boundary layer solution of Winnikow improves as the Reynolds number increases.
The corresponding values at Reb=232 differ by approximately 2%.
The analogous comparison for Schmidt number equal to 100 is reported in Fig. 5.5. The situation
depicted in this figure is nearly identical to that one of Fig. 5.4 with similar relative deviations between
the simulations and the correlations. Therefore, the above comments relating to the case of Schmidt
number equal to 10 are valid here, too.
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Figure 5.5: Sherwood number as function of the bubble Reynolds number for physisorption, ScB=100.
5.2 Species transfer
If it is assumed that all the bubbles in the reactor have similar size and behavior, the overall molar
transfer rate n˙ can be approximated as
n˙ = βlAbNbcB,l, (5.3)
where the product of the bubble area Ab and the number of bubbles in the reactor Nb gives the total
interfacial area Ai between the liquid and gas phases. The total interfacial area can be rewritten as













where V is the volume of the reactor, g is the void fraction, Vb is the bubble volume and χ denotes
the area strech factor, i.e. the ratio Ab/Ab,eq. If the reactor volume V and the void fraction g are
considered fixed, the amount of interfacial area available for the mass transfer depends on the ratio
χ/V
1/3
b . The values of χ/V
1/3
b obtained from the geometrical information reported in Table 5.4 for
the different hydrodynamic conditions are shown in Fig. 5.6. It emerges that the adoption of smaller
bubbles leads to a significantly larger interfacial area. More precisely, at fixed void fraction and reactor
volume, the contact area between the two phases for db=1.49 mm is around 2.3 times larger than that
one for db=3.86 mm.




1.49e−03 7.018e−06 7.018e−06 1 1.745e−09
2.11e−03 1.418e−05 1.404e−05 1.009 4.937e−09
2.73e−03 2.438e−05 2.341e−05 1.042 1.062e−08
3.34e−03 3.837e−05 3.511e−05 1.093 1.952e−08
3.86e−03 5.214e−05 4.681e−05 1.114 3.003e−08




























Figure 5.6: Factor χ/V
1/3
b as function of the bubble diameter.
As resulting from Eq. (5.3), the other quantity affecting the overall species transfer is the transfer
coefficient βl (see Eq. (3.23)). The dependence of βl from the Reynolds number, i.e. the bubble diame-
ter, has been analysed in the case of physisorption. As visible in Fig. 5.7, the mass transfer coefficient
exhibits a non-monotonic profile. A maximum occurs at a bubble diameter equal to 2.11 mm. Starting
from this point, a decrease occurs.
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Looking at the profiles of the local mass transfer coefficient is enlightening in order to understand
the behavior of βl in Fig. 5.7. These profiles along the polar angle θ for the different bubble diameters
are reported in Fig. 5.8. The largest diameter with unsteady hydrodynamic conditions is not shown
due to the lack of symmetry with respect to the azimuthal angle.
Lower βl,loc values correspond to larger bubbles in the region I of Fig. 5.8. This can be ascribed
to the longer residence times due to the increasing flattening of the interface at the top of the bubble.
An increase of the mass transfer coefficient is visible in the vicinity of the equatorial line (region II)
for the third and fourth diameter. The high deformations of the large bubbles cause in this region
high tangential velocities responsible for the thinning of the concentration boundary layer. However,
large interface deformations have two main counter-effects which determine the rapid decrease of βl
in Fig. 5.7. The first one concerns the contact time τhyd experienced by a fluid particle flowing around
the bubble. As a rough estimate, the contact time can be assumed proportional to the ratio db/Ub.
The values of db/Ub for the different bubble sizes are reported in Table 5.5 and shown in Fig. 5.9. The
value of Ub for the largest diameter has been obtained by averaging over a representative time period
the time-dependent rising velocity after the initial transient. As emerges from Table 5.5, the increase
of the diameter is not sufficiently compensated by the increase of the rising velocity, resulting into a
longer contact time and, therefore, a less effective refreshment of the concentration boundary layer by
the fluid flow for large bubbles.
















Figure 5.7: Mass transfer coefficient as function of the bubble Reynolds number for physisorption.
The second counter-effect relates to the appearance of recirculations in the rear of the bubble.
The advective exchange between this region and the rest of the liquid is completely suppressed due to
the closed streamlines. Therefore, only diffusion can transport the species B out of this region. Fur-
thermore, the presence of vortices generates a stagnation line which additionally hinders the species
transfer upstream. Both these two aspects contribute to the drastic decrease of the local mass transfer
coefficient for db=3.34 mm. The corresponding profile in Fig. 5.8 lies below the other curves almost













Figure 5.8: Local mass transfer coefficient as function of the polar angle for physisorption, a repre-
sentation of the different polar sectors along the interface is at the top-right corner of the figure.


















Figure 5.9: Contact times as function of the bubble diameter.
With regard to the results of chemisorption, the plots of the enhancement factor as function of
the bubble Reynolds number at different Damko¨hler values have been reported in Fig. 5.10 for the
single reaction and competitive-consecutive prototypes, respectively. Besides the trivial observation
that larger Damko¨hler numbers, i.e. higher reaction rates, lead to higher enhancement factors, it can
be noted that the dependence of E from the bubble Reynolds number is weak for both the reaction
prototypes. In fact, the different isolines in Fig. 5.10a present small relative deviations between their
minimum and maximum values. The largest deviation is approximately 6% for Da1=10. In both
Figs. 5.10b and 5.10c, it is instead about 5.5% for Da1=1. Therefore, the plot of the mass transfer
coefficients of the chemisorption would provide profiles similar to the physisorption curve in Fig. 5.7.
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Da1 = 0.01 Da1 = 0.1 Da1 = 1 Da1 = 10
(a) single reaction prototype





















Da1 = 0.01 Da1 = 0.1 Da1 = 1 Da1 = 10
(b) competitive-consecutive prototype with κ=10





















Da1 = 0.01 Da1 = 0.1 Da1 = 1 Da1 = 10
(c) competitive-consecutive prototype with κ=100
Figure 5.10: Enhancement factor as function of the bubble Reynolds number at different Damko¨hler
values for the single reaction and competitive-consecutive reaction prototypes.
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Further insights can be gained by looking again at the local profiles. In Fig. 5.11 the local mass
transfer coefficient has been plotted against the polar angle for the different bubble diameters in the
cases of single reaction and competitive-consecutive prototypes with Da1=1 and κ=10. A similarity
between the different plots with or without chemical reactions is clearly visible by comparing Figs. 5.8
and 5.11. Some differences appear only at the rear of the bubble. Contrary to Fig. 5.8, the profiles in
Fig. 5.11 exhibit an increasing local mass transfer coefficient for large polar angles. The deceleration
of the liquid and, consequently, the higher concentrations of the gas component intensify the chemical
reactions in this region, enhancing the refreshing of the boundary layer. This argument becomes
even more evident for a bubble diameter of 3.34 mm due to the presence of the recirculating vortices.
However, the interfacial area affected by this intense enhancement of the species transfer is only a small
part of the total bubble surface (cf. Fig. 5.12) with a limited contribution to the overall enhancement.




















(a) single reaction prototype





















Figure 5.11: Local mass transfer coefficient as function of the polar angle for single reaction and
competitive-consecutive prototypes, Da1=1 and κ=10.
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Another important aspect of Fig. 5.11 regards the discrepancies between the local profiles of
Figs. 5.11a and 5.11b at large polar angles. In this region, the species P produced by the first reaction
is hardly drained away by the poor advective transport and, thus, it can react with B yielding the
undesired component S. As will be more deeply examined in Section 5.3, this phenomenon causes a
drop of the global selectivity, particularly significant in the case of steady recirculations. However,
the presence of the side reaction determines an increase of the mass transfer coefficient since it also
consumes the dissolved reactant B.
(a) db=1.49 mm (b) db=2.11 mm
(c) db=2.73 mm (d) db=3.34 mm
Figure 5.12: Local enhancement factor fields for the competitive-consecutive reaction prototype with
Da1=1 and κ=10 for different bubble diameters, each figure also includes the concentration field of
the species B and streamlines.
5.3 Reaction selectivity
In addition to the mass transfer coefficient, the other important quantity in the context of reactive
mass transfer processes is the reaction selectivity (see Eq. (3.25)). Khinast (2001) has investigated
the impact of different hydrodynamic conditions and chemical reaction intensities on the selectivity of
the competitive-consecutive reaction prototype considered in this work by means of a 2D cylindrical
fixed-bubble model. The aspect ratio of the bubbles was fixed to 1, 0.5 and 0.25 respectively, while
the Damko¨hler was set to 0.01, 0.1 and 1 with values for κ of 1, 20 and 500. The Schmidt numbers of
the different species are comparable to those ones assumed in the present study. The outcomes of his
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simplified model have shown three main aspects regarding the behavior of the selectivity. At a given
κ, this quantity exhibits higher values for smaller Da1. It increases monotonically with the Reynolds
numbers for nearly spherical bubbles. In the more ellipsoidal cases, the onset of recirculating vortices
determines a selectivity drop due to the complete lack of advective transport between the rear of the
bubble and the rest of the fluid domain. This leads to a progressive depletion of the liquid component
A and, thus, to a preferential reactivity of the dissolved gas with the product P . The selectivity value
starts to rise again with a further increment of the Reynolds causing the transition from the closed to
the open wake structure. The final result is a non monotone S − Reb curve for ellipsoidal bubbles.
Fig. 5.13 shows the S −Reb profiles coming from the numerical simulations for all the Da1 values
at κ=10. This figure depicts a qualitatively different situation in comparison to the plots presented
by Khinast. The general tendency to have higher selectivities with increasing Reynolds number is not
present in the current analysis. On the contrary, a slow reduction can be observed as the Reynolds
number becomes larger for moderate and fast reactions, i.e. Damko¨hler number equal to 1 and 10,
respectively.
























Figure 5.13: Selectivity as function of the bubble Reynolds number at different Damko¨hler values for
the competitive-consecutive prototype, κ=10.
Focusing on the two cases addressed in Fig. 5.14, it is possible to ascribe the above mentioned
behavior to the combination of unsteady and 3D effects. For the largest bubble, the breakup of the
azimuthal symmetry implies that the fluid particles flowing around the bubble at one side of the
interface experience a longer contact time in comparison to the fluid particles flowing at the other
side. Furthermore, the presence of vortical structures developing perpendicularly to the cutting plane
in Fig. 5.14, which can be captured solely by 3D simulations, additionally prolongs the residence time
of these particles in the vicinity of the bubble surface. This region is characterized by a high concen-
tration of the dissolved component which can react intensively with the product of the first reaction,
leading to the creation of a significant amount of the side-product. This mechanism is confirmed by
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the concentration and reaction rate fields in Fig. 5.15. The final result is an enlargement of the low-
selectivity area for db=3.86 mm, as visible by comparing Figs. 5.14a and 5.14b.
(a) db = 2.73 mm (b) db = 3.86 mm
Figure 5.14: Local selectivity fields of the competitive-consecutive prototype with Da1=1 and κ=10
for two different bubble diameters, each figure includes the projections of the velocity vectors on the
cutting plane.
(a) concentration species A (b) concentration dissolving species B
(c) reaction rate product P (d) reaction rate side-product S
Figure 5.15: Concentration and reaction rate fields of the competitive-consecutive reaction prototype
with Da1=1 and κ=10 for a bubble diameter db=3.86 mm.
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In the case of slow reactions (Da1=0.01, 0.1), it can still be noted that the steady vortices produce a
selectivity value slightly smaller than that one relating to the unsteady bubble. The same phenomenon
is also visible in Fig. 5.16, which shows the S − Reb profiles for κ=100. For slow reactions, the
concentration boundary layers of the dissolving species become thicker. Accordingly, they penetrate
more deeply into the recirculating vortices intensifying the selectivity drop due to the complete lack
of advective transport between this region and the rest of the liquid domain, as already pointed out
by Khinast in the 2D case and confirmed here for 3D bubbles.
The increase of the second reaction rate causes obviously a significant lowering of all the selectivity
values, as visible by comparing Figs. 5.13 and 5.16. Furthermore, as emerges from the two curves with
higher Da1 in Fig. 5.16, this quantity becomes almost independent from the Reynolds numbers for fast
reactions. Under these circumstances, the reaction zone is very small and, thus, it is not noticeably
affected by the different hydrodynamic conditions.























Figure 5.16: Selectivity as function of the bubble Reynolds number at different Damko¨hler values for
the competitive-consecutive reaction prototype with κ=100.
5.4 Higher Schmidt number cases
In industrial applications, the diffusivity of the gaseous component in the liquid phase is usually
small and, thus, the thickness of the concentration boundary layers can reach the dimension of a few
micrometers. Therefore, it is fundamental to assess the impact of high Schmidt numbers on the reactive
mass transfer processes. In the following, the results of the simulations with ScB=100 are presented
and compared to those reported in the previous two sections relating to the case of ScB=10. Realistic
diffusion coefficients, as found in bubble column reactors, correspond to Schmidt numbers at least
one order of magnitude larger, i.e. ScB ≥ 1000. Such high values of this nondimensional number
require a numerical resolution that is not achievable at the moment by the method developed in this
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work. Further refinements of the interfacial cell layers in normal direction would produce too large
aspect ratios, compromising the stability of the numerical solution. In order to maintain reasonable
aspect ratios and, therefore, preserve the stability, the normal refinements should be accompanied by
a decrease of the size of the mesh faces representing the interface. This would result in a significant
increase of the overall number of mesh cells, leading to an excessive computational cost. However,
the comparison performed in this section already provides important insights regarding the effects of
lower diffusion coefficients.
Starting from the analysis of the mass transfer coefficients, it can be observed in Fig. 5.17 that
the profile of βl as function of the bubble Reynolds number relating to the physisorption problem is
similar to that one presented in Fig. 5.7 for ScB=10. Also in this case the behavior of the contact time
with respect to Reb appears to determine the shape of the mass transfer coefficient curve. However, a
quantitative inspection reveals that the relative differences between the maximum and the minimum
values of the profiles in Figs. 5.17 and 5.7 are about 28% and 33%, respectively. As a consequence
of the thinner concentration boundary layers due to the higher transport resistance in the liquid
phase, their interaction with the wake region decreases, leading to a more limited influence of the
hydrodynamic conditions on the species transfer processes.















Figure 5.17: Mass transfer coefficient as function of the bubble Reynolds number for physisorption,
ScB = 100.
Fig. 5.18 shows the enhancement factor values of the competitive-consecutive prototype as function
of the bubble Reynolds number at different Da1. Figs. 5.18a and 5.18b correspond to the cases of κ
equal to 10 and 100, respectively. The weak dependence of the enhancement factor from Reb observed
in Fig. 5.10 is also visible here. This is confirmed by computing the relative deviation between the
minimum and maximum values for each isoline of Fig. 5.18a. The larger relative deviation is slightly
less than 5% at Da1=1. A similar value is obtained for the profiles in Fig. 5.18b.
In analogy to Figs. 5.13 and 5.16, Fig. 5.19 shows the reaction selectivity of the competitive-
consecutive mechanism at the different values of Da1 and κ. It is noted that the selectivity values are
higher than those relating to the case of ScB=10. This general aspect can be explained by inspection
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Da1 = 0.01 Da1 = 0.1 Da1 = 1 Da1 = 10
(a) κ=10





















Da1 = 0.01 Da1 = 0.1 Da1 = 1 Da1 = 10
(b) κ=100
Figure 5.18: Enhancement factor as function of the bubble Reynolds number at different Damko¨hler
values for the competitive-consecutive prototype, ScB = 100.
of the local selectivity expression. Substituting the reaction rates of Eq. (3.12) into the local selectivity
definition (3.26), this becomes
Sloc(t, x) =
1− κ cPcA
1 + κ cPcA
. (5.5)
Eq. (5.5) highlights that the decrease of the dissolved component concentration due to the lower
diffusivity, which in turn leads to a smaller production of P and a lower consumption of A, determines
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an increase of the local and, consequently, global selectivities.























(a) κ = 10























(b) κ = 100
Figure 5.19: Selectivity as function of the bubble Reynolds number at different Damko¨hler values for
the competitive-consecutive reaction prototype, ScB = 100.
From the qualitative point of view, significant discrepancies between the plots of Figs. 5.19 and 5.13-
5.16 are not present. However, more detailed information can be gained from Figs. 5.20 and 5.21.
Fig. 5.20 reports the selectivity profiles at Da1=1 contained in Figs. 5.13 and 5.19a, respectively.
Fig. 5.21 shows the profiles corresponding to Da1=0.1. Fig. 5.20 highlights that the dependence of the
reaction selectivity from the Reynolds number is reduced at the larger value of the Schmidt number.
In fact, the relative deviation between the minumum and maximum values of the curve corresponding
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Figure 5.20: Selectivity as function of the bubble Reynolds number for the competitive-consecutive
reaction prototype with Da1=1 and κ=10.
to the case of ScB=10 is approximately 6%, while this drops to about 3% for ScB equal to 100. This
behavior can be ascribed to the reduced interaction between the smaller concentration boundary layers
due to the higher Schmidt number and the different wake patterns, as already explained for the plot
of the mass transfer coefficient in Fig. 5.17.
At first glance, the situation depicted in Fig. 5.20 appears to be reversed in Fig. 5.21. In the latter
figure, the relative deviation of the curve for ScB=100 is larger than that for ScB=10. This results
from the fact that the two curves touch each other at Reb=219 at which both exhibit their minimum





















Figure 5.21: Selectivity as function of the bubble Reynolds number for the competitive-consecutive
reaction prototype with Da1=0.1 and κ=10.
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(a) Da1 = 0.1 (b) Da1 = 1
Figure 5.22: Local selectivity fields of the competitive-consecutive reaction prototype for two different
values of the Damko¨hler number, Reb = 219 and κ = 10.
value. The independence of the selectivity from ScB at Reb=219 can be understood by looking at
the local field shown in Fig.5.22a. It can be seen that in this case this quantity is mainly determined
by the recirculating vortices, since the chemical reactions take place almost exclusively there. This
region approaches similar conditions independently from the value of the Schmidt number, though
with time-scales to it related, due to the absence of advective exchange between the vortices and the
rest of the fluid domain, leading to the nearly equal selectivity values as shown in Fig. 5.21. This
behavior has not been encountered at Da1=1 because the increase of the reaction intensities yields a
different local field, as it emerges from the comparison between Figs. 5.22a and 5.22b. In this other
case, the chemical reactions occur also more upstream and, therefore, the selectivity is not determined
anymore exclusively by the recirculations. Under these circumstances, the changes in the fluid domain
outside of the recirculations induced by the increase of the Schmidt number are responsible for the
difference in the values of S at Reb=219 visible in Fig. 5.20.
As a final remark, if the relative deviations between the minumum and maximum values of both
the curves in Fig. 5.21 were computed neglecting the points at Reb=219, a minor dependence of the
selectivity from Reb would be again obtained in the higher Schmidt number case.
5.5 Comparison between simulations and film theory
Numerical simulations of bubble column reactors are usually carried out by means of Euler-Euler or
Euler-Lagrange models. Some physico-chemical aspects are not directly resolved in these approaches
but taken into account through closure relations. Reactive mass transfer simulations require a correla-
tion for the enhancement factor which is usually provided by film or surface-renewal models. However,
the strong simplifications assumed in these models can result in inaccurate correlations and, therefore,
erroneous predictions of the reactor performances.
In this section, the accuracy of closure relations for the enhancement factor has been assessed
by comparison to the numerical results of this work. Since the predictions of the different simpli-
fied models for both the reaction prototypes considered in the present study differ only slightly (see
85
5.5. Comparison between simulations and film theory
Danckwerts, 1970, Onda et al., 1972 and Huang et al., 1980), only the closure relations based on the
film theory have been considered here.
Regarding the single second-order irreversible reaction, Onda et al. (1972) derived, similar to Hikita
(1964), the following expression
E =
Ha · η
tanh(Ha · η) (1−
cB,b
cB,i
sech(Ha · η)), (5.6)
where Ha is reported in Eq. (3.27), cB,i and cB,b denote the concentration of B at the interface and






The concentrations cA,i and cA,b are the counterparts of cB,i and cB,b for the species A. Considering
that the film in the numerical simulations is represented by the concentration boundary layer, the ratio
cB,b/cB,i in Eq. (5.6) takes very small values since the concentration at the border of the boundary
layer is significantly lower than that at the interface. Thus, Eq. (5.6) can be reasonably simplified to
E =
Ha · η
tanh(Ha · η) . (5.8)
For each case of the simulation campaign, the quantity η has been obtained by assuming cA,b equal
to cA,in and computing cA,i as the surface average of the liquid-sided interfacial concentration values
of the species A provided by the corresponding computation.
Table 5.6 contains the numerical and theoretical enhancement factors for the three largest Reynolds
numbers at ScB=10. It can be seen that the values predicted by Eq. (5.8) are in good agreement
with the simulation results. The highest relative deviations are for intermediate chemical reactions
intensities, i.e. Da1=1. However, they do not exceed 5%. The comparison for ScB=100 limited to the
case of Reb=219 is reported in Table 5.6. The maximum relative deviation is here even smaller with
a value less than 3%.
The numerical enhancement factors have been plotted as function of the Hatta number in Figs. 5.23
and 5.24. For each Reynolds number or, equivalently, bubble diameter, the different Ha corresponding
to the four Da1 chosen in this study are approximately 0.1, 0.31, 1 and 3.15 with small deviations
from these average values due to the specific bubble size (cf. Fig. 5.23). A nearly total independence
from the Reynolds number results from the overlapping of the profiles in Fig. 5.23. The distinct
hydrodynamic conditions do not influence significantly the E−Ha curve. Fig. 5.10a has already pointed
out this behavior. In fact, it emerged from this figure that the enhancement factors corresponding
to the five Reynolds numbers at a fixed value of Da1 are comparable. The maximum deviation is
approximately 6% for Da1=10. This result has been explained through the analysis of the local mass
transfer coefficients. Taking as example the case of Da1=1, the comparison of Figs. 5.8 and 5.11a has
highlighted that the local enhancement profiles along the polar angle are very similar for the various
bubble sizes. Slight differences are present solely in the rear of the bubble with a minor contribution
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to the global enhancement due to the limited areal extension of this region. Fig 5.23 suggests that the
small influence of the Reynolds number on the enhancement factor at fixed Da1 becomes negligible at
fixed Ha. This is in agreement with the film theory relation (5.8) which does not contain the Reynolds
number.
Table 5.6: Comparison of the enhancement factors obtained from the simulations of the single second-
order reaction prototype with the predictions of the film theory solution by Onda et al. (1972),
ScB = 10.
Reb Da1 Esim EOnda err / %
173
0.01 1.004 1.0032 0.08
0.1 1.0395 1.032 0.72
1 1.3423 1.2999 3.16
10 3.0093 3.0345 0.84
219
0.01 1.01 1.0035 0.64
0.1 1.0563 1.0343 2.09
1 1.386 1.3186 4.87
10 3.0742 3.109 1.13
232
0.01 1.0054 1.0034 0.2
0.1 1.0492 1.0334 1.51
1 1.379 1.3111 4.93
10 3.0163 3.0782 2.05
Table 5.7: Comparison of the enhancement factors obtained from the simulations of the single second-
order reaction prototype with the predictions of the film theory solution by Onda et al. (1972),
ScB = 100.
Reb Da1 Esim EOnda err / %
219
0.01 1.007 1.0037 0.33
0.1 1.0533 1.0363 1.61
1 1.3785 1.3386 2.9
10 3.1672 3.2443 2.43
For both the values of the Schmidt number, the E − Ha curves resulting from the numerical
simulations at Reb=219 have been plotted in Fig. 5.24. The difference between the two curves in this
figure is negligible. Accordingly, it can be deduced that the enhancement factor is also independent
from the Schmidt number. Even this aspect is already captured by the film theory. In fact, ScB does
not appear in Eq. (5.8).
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Reb = 173 Reb = 219 Reb = 232
Figure 5.23: Enhancement factor as function of the Hatta number obtained from the simulations of
the single second-order reaction prototype, Reb = 173, 219, 232 and ScB = 10.



















ScB = 10 ScB = 100
Figure 5.24: Enhancement factor as function of the Hatta number obtained from the simulations of
the single second-order reaction prototype, Reb = 219 and ScB = 10, 100.
Onda et al. also derived an expression for the enhancement factor of the competitive-consecutive
mechanism considered in this work. They found that Eq. (5.6) for the single second-order irreversible
reaction holds true even for this more complex reaction prototype. The only difference resides in the
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Now, the quantity η also depends on the concentration cP,i of the species P at the interface and
the ratio κ between the two reaction coefficients. Analogously to cA,i, the quantity cP,i for each case
of the simulation campaign has been computed as the surface average of the liquid-sided interfacial
concentration values of the species P resulting from the corresponding computation.
The conditions, which previously allowed to assume that the ratio cB,b/cB,i takes very small values,
apply also in the case of the competitive-consecutive mechanism. This is here even more pronounced
since the dissolving component is also consumed by the second reaction, leading to lower concentration
values of the species B in the liquid bulk in comparison to the single reaction prototype. For this reason,
the enhancement factors have been again determined according to the simplified formula (5.8).




















Reb = 173 Reb = 219 Reb = 232
(a)




















ScB = 10 ScB = 100
(b)
Figure 5.25: Enhancement factor as function of the Hatta number obtained from the simulations of
the competitive-consecutive reaction mechanism with κ = 10: (a) Reb = 173, 219, 232 and ScB = 10;
(b) Reb = 219 and ScB = 10, 100.





















Reb = 173 Reb = 219 Reb = 232
(a)





















ScB = 10 ScB = 100
(b)
Figure 5.26: Enhancement factor as function of the Hatta number obtained from the simulations of
the competitive-consecutive reaction mechanism with κ = 100: (a) Reb = 173, 219, 232 and ScB = 10;
(b) Reb = 219 and ScB = 10, 100.
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Figs. 5.25a and 5.26a show the enhancement factor profiles as function of the Hatta number of
the competitive-consecutive mechanism with κ equal to 10 and 100, respectively, for the three largest
Reynolds numbers at ScB=10. The different profiles overlap almost perfectly in both the figures, sim-
ilar to what has been observed in Fig. 5.23 regarding the single reaction prototype. In fact, also here
the differences between the enhancement factor values corresponding to the various Reynolds numbers
along the iso-Damko¨hler lines (cf. Figs. 5.10b and 5.10c) become negligible at fixed Ha. Therefore, it
turns out that the enhancement factor E depends basically on the Hatta number Ha and that a direct
influence of the hydrodynamic conditions, i.e. Reb, is not present, in agreement with the film theory.
Even a significant dependence from the Schmidt number is not visible, as it emerges from the com-
parison of the E−Ha curves relating to the two different values of ScB in Figs. 5.25b and 5.26b. Again
the film theory proves to capture the qualitative evidence of the numerical simulations.
A quantitative measure of the accuracy of the film theory in predicting the enhancement factors
for the competitive-consecutive mechanism is provided by Tables 5.8 and 5.9. Table 5.8 relating to
κ=10 indicates that the higher relative deviations between the numerical and theoretical values are
mostly encountered at Da1=1, while these mainly occur at Da1=10 in the case of κ=100 reported in
Table 5.9. However, the maximum relative deviations of the two tables are both only slightly larger
than 5%. As a final remark, it can be noted that the errors are generally lower at ScB=100 for both
values of κ, similar to what has been observed for the single reaction prototype.
Table 5.8: Comparison of the enhancement factors obtained from the simulations of the competitive-
consecutive mechanism with the predictions of the film theory solution by Onda et al. (1972), κ = 10.
ScB = 10 ScB = 100
Reb Da1 Esim EOnda err / % Esim EOnda err / %
173
0.01 1.004 1.0032 0.08 1.004 1.0035 0.05
0.1 1.0403 1.0325 0.75 1.04 1.0355 0.44
1 1.3784 1.3325 3.33 1.3713 1.3532 1.32
10 3.4401 3.55 3.2 3.5046 3.6349 3.72
219
0.01 1.0072 1.0035 0.37 1.0071 1.0037 0.34
0.1 1.0598 1.0354 2.3 1.0556 1.0372 1.74
1 1.4392 1.3641 5.22 1.4191 1.3727 3.27
10 3.5676 3.6968 3.62 3.6208 3.7313 3.05
232
0.01 1.0048 1.0034 0.15 1.0052 1.0034 0.17
0.1 1.0519 1.0342 1.69 1.0493 1.0346 1.4
1 1.4312 1.3534 5.43 1.406 1.3492 4.04
10 3.5252 3.6545 3.67 3.5256 3.6075 2.33
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Table 5.9: Comparison of the enhancement factors obtained from the simulations of the competitive-
consecutive mechanism with the predictions of the film theory solution by Onda et al. (1972), κ = 100.
ScB = 10 ScB = 100
Reb Da1 Esim EOnda err / % Esim EOnda err / %
173
0.01 1.0041 1.0033 0.08 1.0041 1.0036 0.05
0.1 1.0459 1.0362 0.93 1.0448 1.0384 0.61
1 1.4927 1.455 2.53 1.4708 1.4557 1.03
10 3.998 4.1851 4.68 4.1346 4.3012 4.03
219
0.01 1.0082 1.0036 0.45 1.0078 1.0038 0.4
0.1 1.0702 1.0405 2.78 1.0643 1.0415 2.15
1 1.5553 1.4912 4.12 1.5238 1.48 2.88
10 4.1064 4.3142 5.06 4.2298 4.377 3.48
232
0.01 1.005 1.0034 0.16 1.0054 1.0035 0.19
0.1 1.0626 1.0391 2.22 1.0584 1.0386 1.87
1 1.5476 1.4769 4.57 1.5095 1.4511 3.87





In the present work, reactive mass transfer processes from single rising bubbles have been investigated
by means of Direct Numerical Simulations. In order to cope with the multiscale issue relating to these
processes, a numerical strategy based on separate discretisations of the two-phase hydrodynamics and
the mass transfer has been adopted. Following this strategy, two numerical techniques have been devel-
oped. These techniques differ regarding the solution of the species concentration transport equations,
while for the two-phase hydrodynamics an Arbitrary Lagrangian Eulerian Interface-Tracking method
is used in both the cases. In the first approach, Radial Basis Functions are employed to build up a
finite-difference discretisation. This method is capable to deal with complex geometries and, therefore,
ideal for large bubble surface deformations. Furthermore, the use of unstructered sets of points offers a
greater flexibility in controlling the numerical resolution at the interface in comparison to mesh-based
methods. However, it resulted to be computationally expensive and unstable in advection-dominated
cases. Therefore, before it can be adopted to simulate reactive mass transfer processes in two-phase
systems, further research is required in order to find a solution to its current problems. As an alter-
native, the species transport equations are solved on an auxiliary mesh obtained from the refinement
of the grid used for the two-phase hydrodynamics in the region adjacent to the bubble surface. The
so-called two-mesh approach proved to be capable to accurately resolve the very thin concentration
boundary layers with reasonable computational costs.
A systematic analysis of the interaction between two-phase hydrodynamics, mass transfer and
chemical reactions has been carried out by means of a large set of Direct Numerical Simulations using
the two-mesh approach. A single reaction prototype and a competitive-consecutive mechanism, which
are representative of many chemical engineering applications based on bubble column reactors, have
been considered. Two-phase systems with different values of the Reynolds, Damko¨hler and Schmidt
numbers have been simulated. This allowed to assess the influence of distinct hydrodynamic con-
ditions, slow to fast chemical reactions and low to moderate dissolving species diffusivities on the
transfer processes. The changes induced by the above mentioned nondimensional parameters on the
mass transfer coefficient and the reaction selectivity have been investigated in detail. These two quan-
tities determine the overall conversion rate of the reaction system and, therefore, are of fundamental
importance for all the applications based on such processes.
A number of results emerged from the numerical simulations. Firstly, for the investigated Reynolds
number range corresponding to bubble diameters varying between approximately 1.5 mm and 4 mm,
the computations have highlighted that higher mass transfer coefficients and reaction selectivities are
found for smaller bubbles. However, in the case of ScB=100, the influence of the bubble size on these
two quantities diminishes due to the very thin concentration boundary layers, which result to be less
affected by changes in the hydrodynamics. For the same reason, the conditions Da1 ≥ 1 and κ=100
even cause nearly total independence from the bubble diameter. In fact, the concentration boundary
layers become extremely thin for such high chemical reactions intensities.
The enhancement factor resulted to be only slightly dependent from the Reynolds number. By
comparing the local mass transfer coefficients of both reactive and non-reactive cases, it turned out
that the different bubble diameters are characterized by very similar local enhancement profiles. No-
ticeable differences appear only at large polar angles with a low impact on the overall mass transfer
enhancement due to the reduced interfacial area of the rear region.
The simulations have confirmed the selectivity drop due to recirculations in the wake region at
low Damko¨hler numbers reported by Khinast (2001) in his study based on a 2D fixed-shape bubble
model. However, the rise of the selectivity with increasing Reb at moderate to fast reaction intensities
found in his results has not emerged from the computations performed in this work. On the contrary,
a decreasing profile has been observed. This behavior has been explained through an analysis of the
local selectivity fields.
For both the considered reaction prototypes, a good agreement between the values of the enhance-
ment factor provided by the simulations and the film theory has been found. In both the cases, the
largest discrepancies are about 5%. Furthermore, the simulations have shown nearly total indepen-
dence of the enhancement factor from the Reynolds and Schmidt numbers, in accordance with the
film theory.
As previously mentioned, the outcomes of this work are particularly relevant for bubble column
reactors with homogeneous flows. To obtain an exhaustive description of all the different phenomena
inside these reactors, the present research has to be complemented by an investigation of the influ-
ence of bubble shape instabilities on the reactive mass transfer. These instabilities occur at bubble
diameters larger than those ones considered here. Further steps concern the addressing of the bubble-
bubble interactions. This requires a considerable effort in the improvement of the ability of the ALE
Interface-Tracking method to handle topological changes. This development is necessary in order to
proceed towards a complete understanding of bubble column reactors with different flow regimes.
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