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ABSTRACT 
The theoretically attractive fact that the radial basis function networks can be 
interpreted as fuzzy systems i  of small importance for practical applications such as 
diagnosis and quality control with large numbers of inputs or hidden neurons, due to 
the lack of transparency of the resulting fuzzy systems. A novel method for the 
generation of fuzzy classification systems based on radial basis function networks with 
restricted Coulomb energy learning is presented. The neural network and the learning 
algorithm are modified for easy hardware implementation by introducing cubic basis 
functions. The proposed methods are tested with three application examples. The 
simulation results how the generation of compact, transparent fuzzy classification 
systems with good performance. 
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1. INTRODUCTION 
Automatic generation of fuzzy rule based systems from sample data is of 
immense importance, since it allows the fusion of knowledge distributed in 
data with the type of experience an expert may intuitively formulate using 
linguistic expressions. 
Since most of the defuzzification methods are not appropriate for 
classification tasks, a classification type of fuzzy system model is used in [8]: 
IF /1 IS high AND 12 is high THEN O 1 
IF 11 IS low AND 12 is low THEN 0 2 
One example for the inputs 11, I 2 consists of "temperature" and "daylight 
intensity", where the classes O1 and O2 can be "summer" and "winter" 
respectively. 
It has been shown that TSK type fuzzy controllers with some restrictions 
are functionally equivalent to radial basis function networks for function 
approximation [12]. The functional equivalence of radial basis function 
networks for classification (Figure 2) and classification type fuzzy systems i
straightforward [8]. The theoretically attractive fact that those networks 
can be interpreted as fuzzy systems is of small value for practical applica- 
tions if the number of inputs or hidden neurons (interpreted as rules) is 
large, since all the inputs are included in the antecedent parts of rules, and 
the number of membership functions per input equals the number of 
hidden neurons, making the interpreted fuzzy system nontransparent and 
huge. A new method is presented in this paper to avoid these disadvan- 
tages and to create compact fuzzy classifier systems for real world applica- 
tions. 
After describing an existing powerful method of learning with the 
capability of dynamic building up of hidden neurons, in Section 2, the 
authors present modified methods, more suitable for hardware implemen- 
tation, in Section 3. In Section 4, the training methods for the neural 
networks considered are further illustrated. The methods for extraction of 
knowledge or for the generation of fuzzy systems from the trained neural 
networks are presented in Section 5, followed by the simulation results in 
Section 6, obtained for the application examples described below. This 
paper is concluded in Section 7 discussing future work. 
To test the developed algorithms we used three different ypes of data 
from classification problems. The first type, Artificial data, consists of a 
training and recall set of two-dimensional data with about 1100 vectors 
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Figure 1. Sketch of Artificial data. 
each. It represents a two class classification problem where class 1 is 
separated into two disjoint areas by class 2 vectors (see Figure 1 ). All 
vectors are uniformly distributed. These artificially created data mainly 
serve to enable graphical interpretation of results. The second benchmark, 
Ir/s, is the well-known IRIS data set [2], containing training and recall sets, 
each of them having 75 data vectors of four inputs and three output 
classes. From a realistic industrial quality control task we selected a 
training and recall set with 180 and 80 vectors, respectively (Solder). Each 
vector contains 23 input features extracted from solder joint images 
generated by a laser scanner system [13]. Two classes are distinguished, 
good and bad images, where bad images represent a special type of fault, 
called "blowout." 
2. RBFN WITH RCE LEARNING 
A radial basis function network (RBFN) is a neural network with a 
single hidden layer containing RBF neurons as shown in Figure 2. 
The first layer (input layer) feeds information into the network. The 
radius limited neurons in the hidden layer consist of functions evaluating 
distance measures and activation functions. We implemented three dif- 
ferent types of activation functions f: Step, Gaussian, and Ramp, as shown 
in Figure 3, with y as the output value of a RBF neuron, r the radius of 
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Figure 2. Architecture of the RFB neural network. 
the neuron, and d the Euclidean distance between the input vector 
= (X1 "'" X,) :r and the synaptic weight vector ~ = (Wjl ... ~n)~ of 
the jth neuron in the hidden layer. So y is obtained by 
y = f(Lll~j - 3fll). 
Each RBF neuron (Nj n) is connected by weights (Wj~/) to all input 
neurons (N~). The synaptic weights to the output layer (W/°) are binary, 
and each RBF neuron is connected to only one output neuron, which 
represents an output class. Therefore, all the RBF neurons are associated 
to classes. In order to train RBFNs two problems have to be solved. First, 
an appropriate set of radial basis functions must be found to cover the 
input space. Each RBF is represented by a neuron in the hidden layer. Its 
weight vector gives the center of the RBF neuron in the input space, and 
an additional parameter, the radius r, gives the extension. Radii can be set 
r d d 'r d 
Figure 3. Activation functions. 
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at a predefined constant value, calculated by the average distance of 
neuron weight vectors from their neighbors etc. [15]. Finding parameters 
for RBF neurons is in principle a difficult task (nonlinear problem) that 
cannot be solved optimally. The much simpler second problem is to find an 
appropriate weight matrix (7//°) connecting RBF neurons to the output 
layer. If output neurons are linear, weights may be calculated from 
training data using algorithms for the pseudoinverse [1, 3], resulting in an 
optimal solution. Another possibility is to use the simple delta rule [19, 20]. 
Reilly et al. describe in [4] the restricted Coulomb energy (RCE) 
algorithm for fast training of a special type of RBF network designed for 
classification tasks. The three layer architecture consists of RBF neurons 
with Step activation function and nonlinear output neurons. Before learn- 
ing, the numbers of input neurons and output classes have to be specified, 
whereas RBF neurons are dynamically created through a simple "store 
when wrong" rule which is known from nearest neighbor classifiers [11, 16]. 
"Storing" in this case is achieved by creating a new RBF neuron. If a newly 
created RBF neuron causes classification errors, its influence on the 
classification result is decreased through reducing the radius of its attrac- 
tion region. 
Figure 4 depicts the result of applying the RCE algorithm from Reilly et 
al. [4] to Artificial data. By comparing Figure 4, with Figure 1 one can see 
that areas of attraction become small at class boundaries. Variations of the 
RCE algorithm including variable Parzen window probability estimations 
[6, 17] are described in [14]. Fast convergence during learning and a small 
/ 
t / 
Figure 4. Applying the RCE algorithm to Artificial data data. 
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number of generated RBF neurons are the main features of the RCE 
algorithm. 
3. CBFN WITH MRCE LEARNING 
To reduce the computational effort in learning large training sets and 
facilitate hardware solutions with high parallelism, we implemented varia- 
tions of the original RCE algorithm from Reilly et al. Most problematic 
(i.e. computation i tensive) with respect o a hardware implementation is 
the calculation of the Euclidean distance between a vector to be classified 
and the reference points of the RCE classifier. This holds for all RBF 
networks where the minimum distance between input vector and all 
synapses of the RBF neurons have to be calculated. Using simpler distance 
measures like the city block distance instead of Euclidean distance can 
help to reduce the computational burden. In the following we want to 
present another approach that needs only additions/subtractions a d 
minimum searches with performance comparable to the RCE approach 
proposed by Reilly et al. 
Let us assume that the region of attraction of each RBF neuron is a 
hypercuboid (an orthogonal object of higher dimensions with unequal 
edges) instead of a hypersphere. Then a neuron Nj? / is described by its 
synaptic weight vector Wy n (the center of the hypercuboid) and n exten- 
sions from the center to each of the n axes (n dimensional inputs). Since 
neurons are no longer radially limited, we call them cubic basis function 
(CBF) neurons. 
We propose a modified restricted Coulomb energy (MRCE) approach 
for training cubic basis function networks (CBFN). To calculate whether 
an input vector is falling into a neuron's region of attraction we can simply 
use n subtractions of the elements of weight vector l~j H and input vector 
___> 
X followed by n comparisons of these results with elements in rL= 
(rjl . . . .  , rjn) r, which defines the extension of the hypercuboid around Wj H. 
No multiplication is involved in the calculations as would be the case using 
radially limited neurons with Euclidean distance measure. A learning 
algorithm can be defined as follows: 
1. If an input vector )~m* belonging to class C m* is presented to the 
network, producing no active output neuron NO,, none of the class 
reference vectors (hypercuboids or RBF neurons) is active. Then a 
new RBF neuron with weight vector I~jq = )~m* and hypercuboid 
extension ~, = ( r / ,  1 . . . . .  rj,n )T has to be inserted with rj,1,..., rj,, 
being some predefined initial values. The newly created hidden neu- 
ron is connected to the corresponding output neuron. 
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2. If output neuron NO, becomes active on presentation of X"  with 
m* ~ m (misclassification), reference neurons Nj, n which cause the 
misclassification must be modifed. A possible modification is to 
reduce the extension of the hypercuboids around these neurons just 
so much that they do not contribute to activate an output ( ) ("  has to 
lie outside their regions of attraction). This can be done by reducing 
components of their vectors ~,, changing the. extension of the hyper- 
cuboids. We modify only a single component of ~., namely the 
component rj, t for which 
Vk ~ {1 . . . .  , n}, k ~ I ~ : IWf  - x~nl > I~ , "  -- x ,  ml. (3.1) 
The selected element rj, t is the one defining the hypercuboid exten- 
sion along axis l where the distance between ~k n and X~' is maximal 
fo rk=/ .  
3. If the classification upon presentation of ~m* is correct, i.e., output 
neuron N ° is active with m* = m, no network changes occur. 
One clearly recognizes the strong similarity to the RCE algorithm. This 
guarantees the same learning speed. Usually learning converges after some 
sweeps through the whole training set [14]. 
Figure 5 shows the result after learning two dimensional Artificial data 
with the above-described learning procedure. A clear advantage is that 
only subtractions and comparisons (which are also mainly subtractions) are 
involved in neural network training, which makes it fast and easily imple- 
mentable on dedicated parallel VLSI hardware if high speed operation is 
required. If class borders are parallel to axes or coordinates, the number of 
' i  
Figure 5. Learning with RBF neurons with rectangular region of attraction. 
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reference hypercuboids can be much smaller than in the original RCE 
approach (circles or hyperspheres around each reference vector). This is 
due to the larger number of parameters (an n element vector ~ per CBF 
neuron, compared to a single parameter r per RBF neuron in the original 
algorithm), which allows better adaptation of a neuron's attracting region 
to local needs without complicating learning. Even in the worst case, when 
input axes selected have 45 ° angles with the class boundaries, the number 
of references found is not larger than for the original RCE algorithm. 
4. TRAINING THREE LAYER RBF AND CBF NETWORKS 
An important question is how to train networks. To allow the interpreta- 
tion of areas covered by neurons (areas of attraction) as fuzzy rules [10], 
we limited the weights from the hidden layer to the output layer to be 
binary. This also simplifies learning. The output neuron is a simple 
nonlinear threshold neuron with fixed (predefined), hard-limiting threshold 
(O). We selected values of O between 0.4 and 0.6. Hence, MRCE learning 
influences connections from the hidden layer to the output layer only 
through creating new weights. The training of RBFN or CBFN is simple if 
Step activation is used in hidden layers. For RBFs, the original RCE 
algorithm can be taken, which generates a new neuron if the existing 
network is unable to classify, and neuron radii can be reduced if wrong 
classifications occur. In the previous section we introduced an efficient 
algorithm (MRCE) for CBFN with Step activation functions forming 
hypercuboids modeling the input domain. However, additional updating 
procedures have to be introduced if hidden neurons with graded responses 
(either Gaussian or Ramp activation functions) are used. Then, the output 
neurons (one neuron per class) do not simply perform a logical OR 
operation. Since several hidden neurons contribute to different degrees, 
we have to introduce an individual error at each hidden neuron, contribut- 
ing to an error at an output neuron. This error will be used to reduce the 
attraction area of each contributing hidden neuron. Let Oh" be the 
response of the jth hidden neuron to the input stimulus X m. If output 
neuron N°. fires with m*:g m (wrong classification), for all hidden 
neurons ~/an  error Ej is calculated with 
- o )  oy  
E, og w°, 
Ej = if W, nO.j = 1 (hidden euron is connec- (4.1) 
ted to misclassifying output neuron), 
0 else, 
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where E lO~W°t  is the total excitation of misclassifying output neuron 
NO., and O is the hard-limiting threshold of the output neuron. Thus, only 
hidden neurons connected to the wrongly active output neuron get a 
nonzero error value, which is proportional to the activation of the respec- 
tive hidden neurons. Now, the radius of each RBF neuron with nonzero 
error signal can be reduced to switch off the output neuron. For each RBF 
neuron Nj n this is done by reducing its radius rj only so far as to reduce its 
activation by its calculated error. Then, the total reduction of all activa- 
tions received by the output neuron N°, is just small enough not to switch 
it on. Formally, the radii for the next time step t + 1 must obey 
I max{r,r  ~ ~: O/~(t + 1) < Off(t) - Ej(t)) rj(t + 1) = if Ej > 0, (4.2) 
( rj( t ) else 
with the same network stimulus )~m. 
If the network is unable to classify the input stimulus )~, we insert a new 
RBF neuron Nff with weight vector ~n = X and connect it to the correct 
output neuron N/° of class C i as in the original RCE algorithm. 
For CBF neurons and the Gaussian function with independently vari- 
able standard eviation into each dimension, we select a single element of 
the "radius vector" ~. The selection is done according to the procedure 
described in the previous ection. After selecting the appropriate element 
in ~ to be modified, we apply the same learning rule formulated in 
Equation (4.2) with error signal calculated in Equation (4.1). With the 
above-described algorithms a network is generated uring the training 
phase that covers with its neurons and their regions of attraction the class 
areas of the input space. However, there are areas between classes where 
hidden neurons belonging to different classes have overlapping regions of 
attraction. If an unknown input vector )~ to be classified falls in such an 
overlapping region, two output neurons will fire, thus not allowing a crisp 
classification. Morgan and Scofield describe in [14] the p-RCE algorithm 
(probabilistic RCE) that estimates class probabilities in the influence 
regions of hidden neurons (Parzen window estimate). If there is an 
overlap, the neuron with highest probability will win. However, we do not 
recommend this procedure. First, it is more time consuming, secondly, 
neuron regions are smaller at class boundaries, which makes the probabil- 
ity estimation ot very precise (especially if the vector density decreases in
overlapping areas near boundaries, which is often the case in real world 
applications). 
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We implemented several other methods to force the network to classify 
vectors in overlapping neuron regions. The two best methods are: 
1. Making a nearest neighbor decision. The centers of all class distinct 
overlapping hidden neurons, i.e. their weight vectors ~n,  are com- 
pared with the input vector _~. The hidden neuron with the nearest 
weight vector will give the classification result. 
2. The overlapping neuron Nj H with highest output value (activation) 
Oj u will give the classification result. To apply this method, hidden 
neurons must have graded responses instead of Step RBFs or CBFs. 
Both procedures work very well and increased the classification accuracy 
by up to 3% (see Table 2 in Section 6). 
5. FUZZY RULE BASED CLASSIFICATION 
Conventional fuzzy system models [5, 21, 22] are mainly characterized by 
three basic components: 
• fuzzification, 
• inference and composition, 
• defuzzification. 
Since classifcation type fuzzy rule based systems (as described in Section 
1) are to be generated, standard efuzzification methods uch as center of 
gravity (COG) [5], where the inference/composition output is interpolated 
to get a crisp output, are not appropriate. Instead, "black box defuzzifica- 
tion," described in [9], is suitable for classification systems. 
In the following the generation of the basic components of a fuzzy 
system is described. The clusters or attraction regions created in the input 
data domain can be interpreted as hyperspheres (or hypercuboids) if the 
Step activation functions are used in CBF (or RBF) neurons. Examples of 
clusters built by trained RBF and CBF hidden layers with two inputs are 
illustrated in Figures 6 (two classes) and 7 (three classes) respectively. The 
range in each input feature shown in each dimension of the figure can be 
divided into several variable segments representing the linguistic descrip- 
tions or adjectives. The optimized outcome of these divisions for each 
dimension are used to generate the set of polygonal or sigmoidal shaped 
membership functions. 
5.1. Removal of Superfluous Inputs 
The generated hidden neurons in the trained network are analysed to 
create a priority list of input variables depending on their involvement in 
the classification process. Figure 6 shows an example of generated (in this 
case CBF) neurons for a classification problem with two inputs and two 
Radial and Cubic Basis Function Nets 289 
'.-," " ; "  - - "', N n 
N '. x 
i. :" i 
'1 
Figure 6. Testing for redundancy. 
output classes. The CBF neurons NA, NB, N c, and N o belong to class 1, 
and N E belongs to class 2. The following algorithm is used for this 
purpose: 
Select a RBF (or CBF, e.g. N e) neuron and check for all other inputs: 
project he attraction regions to all the n - 1 input dimensions leaving the 
one to be checked 
if there are no overlapping neurons from the classes other than the class 
related to the neuron considered in projections, then the input considered 
is redundant for the neuron selected, otherwise 
if the center point of the overlapping neuron is in the projection of the 
neuron considered (cases N A and ND) , then the input dimension is not 
redundant, otherwise 
if only a part of the overlapping neuron (without he center point ) is in the 
projection of the neuron considered (cases N B and Nc ), then 
if reference vectors are in the overlapping part (case N B) then the input 
considered is not redundant, otherwise (case N c) the input is redun- 
dant for the neuron selected 
After all the neurons in the hidden layer are checked for all the inputs, 
the priority list of inputs can be presented. Inputs redundant for all the 
neurons could be removed from the classification system. 
5.2. Methods for the Segmentation of Input Space 
First of all the space defined by the n input features must be segmented 
in an optimal way so that all the segments containing neurons can be 
associated with an output class. 
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Figure 7. Two dimensional segmentation. 
The aim of this segmentation is to divide the n dimensional space into 
appropriate hypercuboids, o that each of them contains only neurons 
belonging to the same class (including the possibility that hypercuboids 
without any RBF or CBF neurons may also be generated). For this 
segmentation only the center points of the generated neurons have to be 
considered. Figure 7 shows a two dimensional segmentation of generated 
RBF neurons with two inputs leading to four segments. The center points 
marked + define the positions of RBF neurons. The center points of the 
RBF neurons drawn as solid circles belong to the same segment, hence to 
the same class. Dashed and dotted neurons belong to separate classes. A 
measure called the relative segmentation i dex is defined by 
~_ n h -- 1 l~l i=0 ~'c 
Srelative n~CCupied , 
where N c is the number of classes represented in hypercuboid i, n h is the 
total number of hypercuboids, and n~ ccupied is the number of hypercuboids 
containing neurons. The optimum segmentation is performed with the 
following algorithm (see also Figure 7): 
check for all dimensions tarting from the beginning of the priority list of 
inputs as long as segmentation is changed: 
check for all the neighboring neurons belonging to different classes add a 
boundary line at the middle 
ca lcu la te  Srelative 
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i¢ c,ew < cold then the segmentation remains and Sre la t ive  is actual- :/ ~ ' re la t ive  - -  ' - ' re la t ive ,  
ized 
otherwise the actual segmentation step is canceled 
5.3. Antecedent Membership Functiens 
The limits of the segmentation, interpreted as limits of membership 
functions of inputs, determine the location of every hypercuboid. Since it is 
possible to define the input-output space in terms of its class association, 
an input feature can be considered superfluous if there is no segmentation 
generated in the corresponding dimension. Three alternatives are imple- 
mented for the generation of membership functions: 
1. Simple triangular shaped membership functions having the maximum 
at the center of the nonempty segment and minima at the centers of 
the neighboring segments (Figure 8). 
2. Output values of the RBF/CBF neurons that can be projected to the 
relevant segment are used to generate polygonal membership func- 
tions independent of the class association of the neurons (Figure 9). 
3. Similar to method 1, this method is also based on the limits of the 
segmentation, and it produces igmoidal curves for each segment in 
every dimension (Figure 10). 
Although Figures 8, 9, and 10 result from neurons generated in RBFN, 
these methods can also be applied with CBFN. The best results are 
__ .  J + ~] 
i * 
J 
segment a t c 
Figure 8. Simple triangular membership functions. 
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Figure 9. Creation of membership functions considering the neuron output. 
achieved with method 3, where the membership functions can be fine 
tuned with the gradient descent method [7]. 
Figure 10 shows several generated sigmoidal membership functions for 
the fourth input feature of Anderson's Iris classification data. It is divided 
into two segments, representing the two membership functions low and 
high. Initial membership functions are depicted in dashed lines, and the 
membership functions tuned using another system [7] are shown in solid 
lines. 
Figure 11 shows the corresponding polygonal membership functions 
obtained from method 2 described above. 
1 
\\\ I III/ 
0.5 t ~ ~  
0 0.25 0.5 0.75 1 
Figure 10. Initial and tuned sigmoidal membership functions. 
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Figure 11. Polygonal membership function. 
5.4. Fuzzy Rule Generation 
The inference process is mainly characterized by the implication 
IF A THEN B 
where A is the premise and B is the conclusion. The premise is seen as a 
fuzzy expression in two or more fuzzy input variables (membership func- 
tions). Conjunctive (disjunctive) rules contain only conjunction (disjunc- 
tion) operators in the fuzzy expression. Each rule corresponds to a gener- 
ated hypercuboid, containing several generated neurons. It is a conjunc- 
tion of two or more fuzzy variables in premises uch as 
mDl n D2 (x) = min[mo,(x), mD2(x) ]
and produces rules of the form 
IF low 1 AND high 2 THEN .. . .  
where low i and high j represent the values of the inputs i and j fuzzified 
by the membership functions low and high respectively. Two different 
types of rules can be distinguished: 
• Main rules determined by the location of the center of the RBF 
neuron. 
• Minor rules generated by considering RBF neurons only partly be- 
longing to the hypercuboids, without he center point. They are mainly 
represented in other hypercuboids. 
The number of main rules can exceed neither the number of generated 
RBF neurons nor the number of generated hypercuboids. Experience 
shows that minor rules are not highly relevant for correct classification. 
Therefore they must be minimized. A way to solve this problem is to use 
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Ramp or Gaussian activation functions. This leads to more RBF neurons 
with smaller adii r and hence to smaller areas of attraction or clusters, so 
more main rules and less minor rules are generated. 
6. SIMULATION RESULTS 
We performed several simulations with the above-described algorithms. 
In this section we want to present he essential results. We can see by 
comparing RBFs and CBFs with Step activation functions that the classifi- 
cation accuracy seems to be the same. Table 1 shows the number of 
neurons generated during learning for the application examples described 
in Section 1. This result clearly shows that the number of neurons in the 
networks tends to be smaller, due to the increased flexibility in the shape 
of hypercuboids compared with hyperspheres, which are described by a 
single radius. However, in real world data sets the difference is not 
significant. 
No general statement on selecting an appropriate RBF (or CBF) can be 
given. The function with best classification result is highly application 
dependent. For Artificial data we obtained highest classification accuracy 
with a CBF with the Ramp function. Using Iris, however, our network 
performed best with a signum type or Gaussian RBF. The application 
example Solder was best performed with a Gaussian RBF. Quantitative 
classification results can be seen in Table 2, test 1. 
In Section 4 we stated that additional classification criteria in areas of 
overlapping, class distinctive RBF (CBF) neurons can improve classifica- 
tion accuracy. Table 2 shows that classification accuracy increases by up to 
3%. Test 2 includes an additional forced classification based on the 
quantitative RBF (CBF) neuron output; in test 3 we used the nearest 
neighbor method. 
As mentioned previously, hidden neuron influence regions may become 
very small, depending on application data and RBF (CBF) type. To allow 
Table 1. Number of Generated Hidden Neurons 
Number of Number of 
Data RBF neurons CBF neurons 
Artificial data 39 16 
Iris 9 8 
Solder 15 13 
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Table 2. Quantitative Simulation Results 
Classification accuracy, % 
Test Artif. data Iris Solder 
1 98.5 92 96 
2 99.5 95 97 
3 99.6 95 98 
the user some influence on the size of regions of attraction, we modified 
the error calculation [Equation (4.1)] according to 
( ,o;wo _o) (°#) 
Ey = if W°j = 1 (hidden neuron is connec- (6.1) 
ted to misclassifying output neuron), 
0 else. 
Through including the parameter z (power) one can punish "large" neu- 
rons through selecting z > 1, thus avoiding the formation of extremely 
"small" neurons or, if desired, support he formation of "small" neurons 
through selecting z < 1. In some cases it is advantageous to get many 
"small" neurons. 
We have generated fuzzy classifiers from the RBFN and CBFN for the 
application examples. The extracted fuzzy systems are tuned with gradient 
descent learning as used in the fuzzy neural system FuNe 1 [7]. 
For an artificially generated ata set similar to the Artificial data set 
described (the difference is only in the position of the portion of class 1 in 
class 2), we could generate nine fuzzy rules dividing each dimension into 
three membership functions (Figure 12). The results we obtained for 
Artificial data were almost same with the different rules and membership 
functions. 
The following rules are created for Iris classification with Gaussian RBF 
neurons: 
IF h igh  2 AND low 3 AND low 4 THEN c lass  1 
IF h igh  2 AND h igh  3 AND low 4 THEN c lass 2 
IF low 2 AND low 3 AND low 4 THEN c lass  2 
IF h igh  2 AND h igh  3 AND h igh  4 THEN c lass  3 
where " low k" is the membership function "low" of input k. The fired 
rules belonging to the same class are added up to fit the output class. The 
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Figure 12. Generation of fuzzy rules. 
extracted fuzzy system tuned with FuNe 1 classifies up to 95% correctly. 
Comparison of classification results of generated fuzzy systems hows that 
RBFN with Gaussian or Ramp activation functions perform better. The 
reason for this phenomenon is that in general for Step RBF neurons their 
parameters and areas of attraction are larger (with a lesser number of 
involved RBF neurons). This leads to more useless minor rules and hence 
to confusion in identifying the limits for the generated segments. 
With the "Gaussian" type of RBFN, we could generate a fuzzy system 
for Solder containing only four rules: 
IF low 6 AND low 20 THEN c lass 1 
IF low 6 AND h igh  20 THEN c lass  1 
IF h igh  6 AND low 20 THEN c lass 1 
IF h igh  6 AND h igh  20 THEN c lass 2 
We applied z = 3 in Equation (6.1). The classification rate obtained is 
95%. 
7. CONCLUSION 
In contrast to other approaches, our system generates a very simple rule 
base; e.g., Iris species can be successfully classified with six rules by using 
only three input features, each of them consisting of two membership 
functions. 
With this method we generated the most compact classifier we could 
generate for the Solder application. Comparable other solutions using 
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conventional, neural, and fuzzy neural methods are reported in [18]. With 
the proposed method for removing redundancy we achieved a data reduc- 
tion from 23 inputs to 2. Analysing the first three rules generated, one may 
come up with two more compact rules: 
IF low 6 THEN c lass  i 
IF low 20 THEN c lass  1 
But this causes a reduction in classification performance due to the loss 
of information in overlapping membership functions. 
In the case of CBFN the MRCE learning can be further improved so 
that only the relevant direction of the selected imension is modified when 
an input is misclassified. We are planning to implement the CBFN with the 
MRCE learning method in simple parallel hardware, allowing very fast 
learning and classification. 
References 
1. Albert, A., Regression and the Moore-Penrose Pseudoinverse, Academic, New 
York, 1972. 
2. Anderson, E., The Irises of the Gasp6 Peninsula, Bull. Amer. Iris Soc. 59, 2-5, 
1935. 
3. Ben-Israel, A., and Greville, T., Generalized Inverses: Theory and Applications, 
Wiley, New York, 1974. 
4. Reilly, D. L., Cooper, L. N., and Elbaum, C., The use of multiple measure- 
ments in taxonomic problems, Annual Eugenics 45, 35-41, 1982. 
5. Driankov, D., Hellendoorn, H., and Reinfrank, M., An Introduction to Fuzzy 
Control, Springer-Verlag, 1993. 
6. Fukunaga, K., Statistical Pattern Recognition, Academic, Boston, 1990. 
7. Halgamuge, S.K., and Glesner, M., Neural networks in designing fuzzy systems 
for real world applications, Internat. J. Fuzzy Sets and Systems 65(1), 1-12, 
1994. 
8. Halgamuge, S. K., Grimm, C., and Glesner, M., A sub-Bayasian earest 
prototype neural network with fuzzy interpretability for diagnosis problems, 
ACM Symposium on Applied Computing (SAC'95), Nashville, Feb. 1995. 
9. Halgamuge, S. K., P6chmiiller, W., and Glesner, M., A rule based prototype 
system for automatic classification i  industrial quality control, IEEE Interna- 
tional Conference on Neural Networks '93, San Francisco, 238-243, Mar. 1993, 
IEEE Service Center, Piscataway, N.J., ISBN 0-7803-0999-5. 
10. Halgamuge, S. K., P6chmiiller, W., Pfeffermann, A., Schweikert, P., and 
Glesner, M., A new method for generating fuzzy classification systems using 
298 Saman K. Halgamuge et al. 
RBF neurons with extended RCE learning, IEEE International Conference on 
Neural Networks '94, Orlando, Fla., June 1994. 
11. Hart, P. E., Condensed nearest neighbour rule, IEEE Trans. Inform. Theory 
515, 1968. 
12. Jang, J. S. R., and Sun, C. T., Functional equivalence between radial basis 
function networks and fuzzy inference systems, IEEE Trans. Neural Networks 
4(1), 1993. 
13. Mengel, P., Automated inspection of solder joints on PC boards by supplemen- 
tary processing of 3D and gray-level images, Proceedings of the IECON-90, San 
Francisco, 1990. 
14. Morgan, D. P., and Scofield, C. L., Neural Networks and Speech Processing, 
Kluwer Academic, Boston, 1991. 
15. Neumerkel, D., Murray-Smith, R., and Gollee, H., Modelling dynamic pro- 
cesses with clustered time-delay neurons, Proceedings of the International Joint 
Conference on Neural Networks IJCNN'93, Nagoya, Japan, 1993. 
16. Wilkins, B. R., Ford, N. L., and Batchelor, B. G., A learning scheme for the 
nearest neighbour classifier, Inform. Sci. 2, 139-157, 1970. 
17. Parzen, E., On the estimation of a probability density function and the mode, 
Ann. Math. Statist. 33:1065-1076, 1962. 
18. P6chmiiller, W., Halgamuge, S.K., and Glesner, M., Application of neural and 
fuzzy image interpretation a d analysis methods to an industrial quality control 
problem, J. Artific. Neural Systems, 1994. 
19. Rumelhart, D. E., and McClelland, J. L., Parallel Distributed Processing: Explo- 
rations in the Microstructure of Cognition, MIT Press, 1986. 
20. Sutton, R. S., and Barto, A. G., Toward a modern theory of adaptive networks: 
Expectation and prediction, Psychol. Rev., 88, 1981. 
21. Zadeh, L. A., Fuzzy sets, in Information and Control 8, 1965. 
22. Zimmermann, H.-J., Fuzzy Set Theory and Its Applications, Kluwer Academic, 
Boston, 1985. 
