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Abstract—Condition-based maintenance plays an important 
role to ensure the working condition and to increase the 
availability of the machinery. The feature calculation and 
feature extraction are critical signal processing that allow to 
obtain a high-performance characterization of the available 
physical magnitudes related to specific working conditions of 
machines. Aiming to overcome this issue, this research proposes 
a novel condition monitoring strategy based on the spectral 
energy estimation and Linear Discriminant Analysis for 
diagnose and identify different operating conditions in an 
induction motor-based electromechanical system. The proposed 
method involves the acquisition of vibration signals from which 
the frequency spectrum is computed through the Fast Fourier 
Transform. Subsequently, such frequency spectrum is 
segmented to estimate a feature matrix in terms of its spectral 
energy. Finally, the feature matrix is subjected to a 
transformation into a 2-dimentional base by means of the Linear 
Discriminant Analysis and the final diagnosis outcome is 
performed by a NN-based classifier. The proposed strategy is 
validated under a complete experimentally dataset acquired 
from a laboratory electromechanical system. 
Keywords—Condition monitoring, fault detection, induction 
motor, feature extraction, signal processing. 
I. INTRODUCTION 
The application of condition monitoring strategies applied 
to fault diagnosis in rotating machinery plays an important 
role to ensure its availability and its proper working condition. 
In this regard, induction motors (IM) represent the most 
reliable electric machines used in industrial applications due 
to its robustness and low cost [1]. However, the sudden 
appearance of unexpected faults is inherent to its working 
condition, indeed, the most common faults in IM are related 
to problems in bearing elements, rotors, stator windings, 
misalignments, unbalances, among others [2]. Therefore, the 
development new technologies applied to the solution of 
problems in modern industry has to be addressed in order to 
ensure the proper working condition the machinery. 
 
Different physical magnitudes have been used in condition 
monitoring strategies, however vibration signal analysis 
remains as the most reliable approach to assess the working 
condition in rotting machines; indeed, through its appropriate 
application significant results may be obtained [3]. Classical 
analysis based on the calculation of the Root Mean Square 
(RMS) value from the measured vibration signal have been 
successfully implemented [4]-[5]; moreover, other signal 
processing involves the calculation of frequency spectrum 
through the Fast Fourier Transform (FFT) [6]. In this sense, 
the application of the FFT to vibration signals is for analyzing 
specific fault-related frequency components; although a 
different vibration response is generated in function the 
working condition, it could happen that different fault produce 
similar frequency components, and the distinguish between 
them represent a critical problem due to the fault-related 
frequencies appear overlapped. 
Condition monitoring strategies based on different signal 
processing approaches represent a coherent solution to 
perform the assessment of the rotating machine condition. 
Thereby, time domain, frequency domain and time-frequency 
domain represent the most used techniques, yet, although, 
significant results may be obtained through its application, 
most of the times low-performance results could be estimated 
when the identification of multiple faults is addressed [7]. To 
overcome this issue, the calculation of high-dimensional 
feature sets to increase the capability of characterization has 
been also considered in condition monitoring strategies [8]. 
Although the calculation of high-dimensional set of 
features increase the discriminative capability between 
different conditions, the calculation of non-useful, 
significative and redundant information is inevitable; thus, the 
performance of the final diagnosis outcome may be affected 
instead of increase. In this regard, the application of 
dimensionality reduction techniques may lead to obtain a 
high-performance characterization avoiding overfitted 
responses [9]. The most well-known techniques used with 
dimensionality reduction approaches are Principal 
Component Analysis (PCA) and Linear Discriminant 
Analysis (LDA), and the application of these techniques 
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depends of different criteria; PCA aims to maximize the data 
variance, while LDA aims to maximize the linear separation 
between different classes [8]-[10]. Moreover, by means of 
reducing an original database space, the classification task is 
facilitated to the considered classification algorithm. 
Therefore, the contribution of this research work lies in the 
proposal of a novel condition monitoring strategy based on the 
spectral energy estimation and LDA for the identification of 
different faults in an IM-based electromechanical system. The 
proposed method is based the calculation of a feature matrix 
where the discriminative capabilities of vibration signals are 
enhancing by estimating the spectral energy. Contributions 
and novelties include the validation of the proposed method as 
a suitable patter characterization method that allows to obtain 
a data visual representation supported by the LDA for feature 
extraction and dimensionality reduction. Moreover, the 
proposed method is validated under a complete 
experimentally dataset acquired from a real laboratory 
electromechanical system, where five different operating 
conditions are tested. The obtained results make the proposed 
methods suitable for being applied for the condition 
monitoring and fault identification in electric machines used 
in industrial applications. 
II. THEORETICAL BASIS 
A. Feature calculation 
Most of the proposed data-driven condition monitoring 
strategies include a feature calculation stage, indeed, the 
feature calculation represents the most important stage from 
which the pattern recognition and condition assessment is 
performed. Therefore, by means of applying a feature 
calculation, the available physical magnitudes, such as stator 
current signatures, mechanical vibrations, temperatures, 
among others, are transformed into more characteristic and 
representative information [11]-[12]. Regarding the condition 
monitoring and fault assessment in electromechanically 
systems, the feature calculation plays a key role that allows to 
highlight characteristic information that has the most useful, 
representative and discriminative capabilities related to 
specific working condition. Certainly, different approaches 
and techniques applied for signal processing can be also 
considered and used previous to the feature calculation, this is 
with the aim of representing the data in different ways [14]-
[15.] 
In this regard, time domain, frequency domain and time-
frequency domain techniques are the most well-known 
approaches that have been widely considered during signal 
processing. However, frequency-based features estimated 
through classic techniques such as FFT have been successfully 
used in condition monitoring strategies to assess the working 
condition of electric machines. In this sense, the condition 
assessing is classically performed by analysing the amplitude 
increase of specific fault-related frequency components [15]-
[17]. 
B. Feature extraction 
Feature extraction is another important stage that may be 
considered in condition monitoring strategies, a feature 
extraction approach aims to reduce the dimensionality space 
of an initial set of features into a reduced subset of features; 
where the resulting subset is mainly composed by the 
combination of different weights of the initial set of features 
[8]. The application of feature extraction techniques depends 
of different criteria; in this regard, its applications mainly 
differs of whether the considered technique is supervised or 
unsupervised. Both techniques, supervised and unsupervised, 
differs in the availability of the considered labels that 
distinguish between different classes [9]. 
Thus, linear discriminant analysis (LDA) is one of the 
most well-known supervised techniques and it has been 
widely used for extracting a subset of features and for 
reducing the initial dimensionality of the original set of 
features in problems where multiple classes are considered 
[9], [15]. The LDA aims to find a new projection into a low-
dimensional representation where the most discriminative 
information is contained. That is, LDA attempts to maximize 
the linear separation between data points clusters which 
belongs to different classes [8]-[9]. Due to LDA pays attention 
to differences known classes, its appropriate application in 
condition monitoring strategies is suitable to assess different 
operating conditions in electromechanical systems. 
III. PROPOSED METHOD 
The proposed diagnosis method for assessing different 
operating conditions in an IM-based electromechanical 
system is manly composed by four stages, as flow char of Fig. 
1 depicts. 
First, in the data acquisition, two vibration signals that 
belong to the perpendicular plane of the IM rotating axis are 
continuously acquired during the experimental evaluation of 
each considered condition, in this regard, one hundred IM 
vibration measurements are acquired for each evaluated 
condition, where, each measurement characterizes one second 
of the electromechanical system working condition. 
Second, the feature estimation, each acquired vibration 
signal is characterized by estimating the spectral energy from 
their corresponding frequency spectra. In this sense, for each 
condition, the vibration signals are first segmented in equal 
parts of two seconds; then, by means of the FFT is computed 
the frequency spectrum for each segmented part. Thus, each 
computed spectra represent a bandwidth from 0 Hz to 1500 
Hz, subsequently; each spectra is also segmented in fifteen 
equal parts representing a small slices with a bandwidth of 100 
Hz from which the spectral energy is estimated. Consequently, 
the vibration signals from each evaluated condition are 
represented by a characteristic feature matrix composed by 
fifty samples with thirty different values that are in terms of 
the spectral energy. 
In the third step, feature extraction, the estimated feature 
matrices representing all the considered conditions are 
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subjected to a dimensionality reduction and base 
transformation process by means of the LDA technique. This 
procedure allows to compress the available information into a 
2-dimentiona space from which it is also possible to obtain a 
graphical representation of all the considered conditions; 
moreover, these new extracted features facilitates the 
classification task. 
Finally, in the fourth step, the fault classification and 
diagnosis outcome if carried out by evaluating the extracted 
set of features through a NN-based classifier. In this regard, 
due to the high-performance signal characterization, the 
proposed classifier has a simple structure with two input 
neurons that belongs to the two dimensional representation of 
all considered conditions; in the hidden layer, ten neurons are 
considered as in classic applications is recommended; and in 
the output layer, five neurons are used to represent the 
considered conditions. 
IV. EXPERIMENTAL TEST BENCH 
The experimental test bench used to validate the proposed 
method is based on al electromechanical system that consist 
of a 1492-W three-phase IM model WEG00236ET3E145T-
W22, a 4:1 ratio gearbox model BALDOR GCF4X01AA and 
a DC generator model BALDOR GCF4X01AA that is used as 
a mechanical load. A picture of the experimental test is shown 
in Fig. 2, as it can be seen, the IM is mechanically coupled and 
drives the gearbox; which in turn, is coupled and drives the 
DC generator. A variable frequency drive (VFD) model 
WEGCFW08 is used to feed and control the IM, on the other 
hand, the DC generator comprises around 20% of the nominal 
load during the IM working condition. 
The vibration signals from the perpendicular plane of the 
IM rotating axis are continuously monitored and acquired 
through a triaxial accelerometer model LIS3L02AS4 attached 
on the top of the gearbox, such accelerometer is mounted on a 
board with its corresponding signal conditioning and anti-alias 
filtering. The data acquisition is performed by a 12-bit 4-
channel serial-output sampling analog-to-digital converters 
model ADS7841 which is used on board of the data 
acquisition system (DAS). Such DAS is a proprietary, low-
cost design, that is based on field programmable gate array 
technology (FPGA). The design of the DAS under FPGA 
technology allows to acquire the occurrence of vibrations in 
the electromechanical system with high accuracy and 
resolution, thereby, a sampling frequency of 3 kHz is used to 
acquire the occurrence of vibrations, as a result 300 kS are 
stored in a personal computed during 100 seconds of 
continuous sampling in the steady state of the working 
condition of the IM. 
In this study five different conditions are assessed in the 
IM: healthy (HLT), bearing defect (BD), half-broken rotor bar 
(½ BRB), one broken rotor bar (1 BRB) and misalignment 
(MAL). In this regard, the considered faulty conditions are 
artificially produced as follows: the bearing is damaged by 
drilling, with a tungsten, a drill hole with 1.191 mm of 
diameter on the bearing outer race. In Fig. 3a is shown the 
damaged bearing, model 6205-2ZNR, used in the experiment. 
The BRB conditions are produced in two different IM rotors, 
and both are damaged by drilling a hole with 6 mm of 
diameter; where the drilled hole of the ½ BRB condition 
covers around 22% of the transversal section of the rotor bar 
(approximately 3mm of depth). And, For the 1 BRB fault, a 
through-hole is made (approximately 14 mm of depth) to 
drilling the complete transversal section of the rotor bar. In 
Fig. 3b and Fig. 3c are shown both damaged IM rotors, ½ BRB 
and 1 BRB, respectively. Finally, the MAL condition appears 
when the centerlines of coupled shafts are not perfectly 
aligned with each other; consequently, the increase of 
dynamic loads is produced by the affectation of bearings and 
couplings. Hence, to produce the MAL condition, an angular 
 
Fig. 1.  Proposed diagnosis methodology used for assessing different operating condition in an IM-based electromechanical system. 
 
Fig. 2. Experimental test bench used to assess different conditions in 
the IM. 
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misalignment is produced by moving the free end of the IM 
(approximately 5 mm on the horizontal plane); such 
misalignment, produced between the coupled shafts, is shown 
in Fig. 3d. 
The experiments are carried out by replacing iteratively 
each of the damaged elements with the healthy ones. Only the 
MAL condition is that produced by moving the free end of the 
IM as above explained. Moreover, during the performance of 
experiments, three different operating conditions are set in the 
VFD to drive the IM, the set frequencies are 50 Hz, 15 Hz and 
5 Hz that produce an averaging rotating speed of 2985 rpm, 
890 rpm and 294 rpm in the output shaft of the IM, 
respectively. 
V. VALIDATION OF THE METHOD 
The proposed diagnosis method is implemented under 
Matlab in which the signal processing is carried out to provide 
the final diagnosis outcome. Therefore, with regard to the 
proposed method and as aforementioned, the data acquisition 
is performed by carrying out different experiments. Moreover, 
three different operating frequencies are set in the VFD to 
drive the IM during the experimental evaluation of the 
considered conditions, then, the proposed diagnosis 
methodology is sequentially implemented for all the operating 
frequencies. Thus, the acquired and stored datasets consist of 
one hundred seconds of the continuous working condition of 
the IM during the steady-state regime; latter, the acquired 
signals are segmented in equal parts of two second with the 
objective of producing a consecutive set of samples.  
Subsequently, through the feature estimation a feature 
matrix in terms of the spectral energy is obtained, that is, the 
frequency spectrum from each is segmented part is first 
obtained by means of a 4096-point FFT; where the bandwidth 
of each obtained frequency spectrum is between 0 Hz and 
1500 Hz due to a sampling frequency of 3000 Hz is used 
during the data acquisition. 
Then, each resulting frequency spectrum is in turn 
segmented in equal parts of 100 Hz; hence, each frequency 
spectrum is divided in fifteen equal parts from which the 
spectral energy is calculated. Such spectral energy is estimated 
by using the formulation of the Parseval’s theorem that says 
that it is always possible to compute a signal’s energy in the 
time domain as well as in the frequency domain as follows: 
∑ |𝑥[𝑛]|2𝑁−1𝑛=0 =
1
𝑁
∑ |𝑋[𝑘]|2𝑁−1𝑘=0    (1) 
Therefore, for each considered condition is estimated a 
feature matrix composed by fifty samples where each sample 
also consists of thirty different spectral energy values (fifteen 
values per vibration signal). And due to different operating 
frequencies are also considered, from each considered 
condition are estimated three feature matrices. In Fig. 4a and 
Fig. 4b are shown a graphical representation of the obtained 
frequency spectrum and its corresponding spectral energy 
obtained from a sample of two seconds for the HLT and MAL 
condition, respectively. As it can be seen, the spectral energy 
between both condition has different behavior, and this 
modification represent significative discriminant information 
that may lead to perform the identification and classification 
of the considered conditions with high-performance accuracy. 
Afterwards, all the estimated feature matrices that 
represent the considered conditions are subjected to a 
compression procedure through the LDA, and such features 
are transformed into a new base. Thus, by means of the LDA 
a)    b)  
 
c)    d)  
Fig. 3. Set of considered faults assessed in the IM: a) BD, b) ½BRB, 
c) 1BRB and d) MAL. 
a)  
 
b)  
Fig. 4. Vibration spectrum and its correspoending spectral energy 
representation obtained from a two second sample of the: a) HLT 
condition and b) MAL condition. 
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application, a new subset of features that may be projected into 
a smaller dimensional base are extracted; indeed, through 
these extracted features the linear separation between the 
considered conditions is maximized. Moreover, the 
application of the LDA allows to obtain a new subset of 
features composed by the combination of different weights of 
the estimated spectral energy from both vibration signals. 
Since the feature extraction also allows to obtain a visual 
representation of the considered conditions in a 2-dimensional 
space, in Fig. 5 is shown the resulting projection of the 
extracted subset of features by means of the LDA for all the 
considered conditions when the IM is driven to different 
operating frequencies (5 Hz, 15 Hz and 50 Hz). 
Although the conditions of DB and 1 BRB are slightly 
overlapped, the HLT condition is clearly cluster and separated 
from the considered fault conditions, indeed, it should be 
mentioned that this graphical representation does not have any 
sense over the analyzed conditions; that is, the physical 
magnitudes lose the sense of their units due to the base 
transformation. Additionally, the classification task is 
facilitated due to the high-performance characterization 
obtained by using the estimated spectral energy matrices and 
LDA. 
Finally, in regard to the classification, a multilayer NN-
based classifier is used to perform the final diagnosis outcome. 
Thus, as aforementioned, the considered NN structure has two 
neurons in the input layer represented by the extracted subset 
of features, ten neurons in the hidden layer, and five neurons 
in the output layer are considered for representing the 
evaluated conditions. In the output layer a probabilistic 
sigmoid function is used as activation function and the 
proposed NN-based structure is trained during 70 epochs 
through the back-propagation rule.  
Consequently, aiming to obtain statistical significant 
results, the NN-structure is trained and validated under a five-
fold-cross validation scheme. In this regard, by taking into 
account all the evaluated conditions, the original database is 
composed by 250 samples, 50 samples per condition, is then 
divided in two different datasets for training and validation 
purposes. Therefore, the first dataset used for training is 
composed by 200 samples, 40 samples per condition; whereas, 
the dataset used for validation consist of 50 samples, 10 
samples per condition. 
The consideration of the five-fold cross-validation scheme 
allows to analyze the performance of the classification due to 
all the variability of the data is used during the training and 
validation. Hence, five classification rations performed under 
this consideration, then, such classification ratios are averaged 
and the classification ratios achieved during the training and 
validation procedure are 98.5%, for both procedures, training 
and validation. The confusion matrix obtained during the 
training and validation are summarized in Table I and Table 
II, respectively. 
Besides providing the achieved classification rates, the 
classification regions are also estimated through the proposed 
NN-based classifier. Then, a visual representation and 
interpretation of the reached classification performance during 
the training and validation may be provided by such visual 
representations. The resulting classification regions and 
projected samples, considering the first fold partition for the 
training, is projected and shown in Fig. 6.  
Therefore, the obtained results are in advantage regarding 
with classical condition monitoring strategies from which the 
diagnosis outcome is performed by comparing the amplitude 
of specific fault-related frequency components in a frequency 
spectrum. In addition, the obtained results makes the proposed 
condition monitoring strategy suitable to be used in the 
working assessment of electric machines used in industrial 
applications. 
TABLE I 
OBTAINED CONFUSION MATRIX DURING THE TRAINING OF THE NN-BASED 
CLASSIFIER FOR ALL CONSIDERED CONDITIONS 
  Actual 
  HLT BD ½ BRB 1 BRB MAL 
E
st
im
at
io
n
 HLT 40 0 0 0 0 
BD 0 39 0 2 0 
½ BRB 0 1 40 0 0 
1 BRB 0 0 0 38 0 
MAL 0 0 0 0 40 
 
TABLE II 
OBTAINED CONFUSION MATRIX FOR THE VALIDATION OF THE NN-BASED 
CLASSIFIER FOR ALL CONSIDERED CONDITIONS 
  Actual 
  HLT BD ½ BRB 1 BRB MAL 
E
st
im
at
io
n
 HLT 10 0 0 0 0 
BD 0 9 0 2 0 
½ BRB 0 1 10 0 0 
1 BRB 0 0 0 10 0 
MAL 0 0 0 0 10 
 
 
Fig. 5. Resulting projection of the extracted subset of features 
byapplying the LDA to the estimated spectral energy feature matrices 
for all the considered conditions when the IM is driven at different 
operating frequencies (5 Hz, 15 Hz and 50 Hz). 
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VI. CONCLUSIONS 
In this work is presented a novel condition monitoring 
based on spectral energy estimation and LDA applied to assess 
different working conditions in an IM-based 
electromechanical system. There exist three important aspects 
that must be highlighted. First, is the estimation of the spectral 
energy from the computed frequency spectrum permits to 
obtain a proper characterization of the considered conditions 
that lead to perform the correct identification. Second, the 
application of a dimensionality reduction and base 
transformation approach allows to obtain a graphical 
representation of the considered conditions into a 2-
dimentional space; simplifying the classification task. Third, 
the high-performance characterization leads to obtain 
averaged classification ratios around 98.5% through the use a 
simple NN-based classier algorithm. The obtained results are 
in advantage with regard to classic approaches where only the 
amplitude increase of the fault-related frequency components 
is analyzed; which also represents a tedious process. Finally, 
the obtained result by considering the experimentally database 
show that the proposed method is suitable for being applied to 
the condition monitoring and fault assessment in electric 
machines such as IM. 
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Fig. 6. Projection of classification regions for the fault identification 
correspopnding to test of the first cross validation performed by the 
proposed NN-based structure. 
