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Resumen
Existencia de soluciones de´biles para una clase de sistemas el´ıpticos
semilineales
Marlo´n Yva´n Tineo Conden˜a
Diciembre, 2017
Asesor : Dr. Eugenio Cabanillas Lapa
Grado Obtenido : Mag´ıster en Matema´tica Pura
En este trabajo se hara´ una exposicio´n detallada sobre el art´ıculo publicado por G.A.
Afrouzi, M. Mirzapour y N.B. Zographopoulos [4], cuyo objetivo es probar la existencia de
soluciones de´biles para una clase de sistemas el´ıpticos semilineales potenciales de la forma

- div(a(x)∇u) = λFu(x, u, v) en Ω
- div(b(x)∇v) = λFv(x, u, v) en Ω
u=v=0 sobre ∂Ω
donde el dominio Ω es un dominio acotado en RN (N > 2), de frontera bien regular, los pesos
a(x), b(x) son pesos medibles no negativas sobre Ω, (Fu, Fv) = ∇F representa el gradiente
de F en las variables (u, v) ∈ R2 y λ es un para´metro positivo.
El problema de existencia de soluciones de´biles para el sistema sera´ abordado mediante las
herramientas de la teor´ıa de puntos cr´ıticos de funcionales definidas en espacios de Banach,
como el Teorema del paso de la montan˜a y el Principio del mı´nimo.
Palabras claves: Ecuacio´n el´ıptica degenerada, sistema el´ıptico semilineal, Teorema del paso
de la montan˜a.
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Abstract
Existence of weak solutions for a class of semilinear elliptic systems
Marlo´n Yva´n Tineo Conden˜a
December, 2017
Adviser : Dr. Eugenio Cabanillas Lapa
Obtained Degree : Master in Pure Matematics
In this work a detailed exposition will be made about the article published by G.A.
Afrouzi, M. Mirzapour and N.B. Zographopoulos [4], whose objective is to prove the existence
of weak solutions to a class of semilinear potential elliptic systems of the form

- div(a(x)∇u) = λFu(x, u, v) in Ω
- div(b(x)∇v) = λFv(x, u, v) in Ω
u=v=0 on ∂Ω
where the domain Ω is a bounded domain in RN (N > 2), regular border, the weights a(x),
b(x) are measurable nonnegative weights on Ω, (Fu, Fv) = ∇F stands for the gradient of F
in the variables (u, v) ∈ R2 and λ is a positive parameter.
The problem of existence of weak solutions will be developed using the tools of the theory of
critical points defined on Banach spaces, using the Mountain Pass Theorem and the minimum
Principle.
Keywords: Degenerate elliptic equations, semilinear potential elliptic system, mountain pass
Theorem.
vi
I´ndice general
Introduccio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1. Preliminares 5
1.1. Espacios de Banach y la Teor´ıa de Distribuciones . . . . . . . . . . . . . . . . 5
1.2. La integral de Lebesgue y los espacios Lp(Ω) . . . . . . . . . . . . . . . . . . 11
1.3. Los espacios de Sobolev Wm,p(Ω) . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.4. Las funciones peso y los espacios de Sobolev con peso . . . . . . . . . . . . . 18
1.5. Inmersiones de Sobolev con peso y la equivalencia de normas en los espacios
de Sobolev con peso W 1,p(Ω; a) y W 1,po (Ω; a) . . . . . . . . . . . . . . . . . . . 24
1.6. Resultados del ca´lculo variacional . . . . . . . . . . . . . . . . . . . . . . . . . 27
2. Definicio´n y condiciones del problema 36
2.1. Una clase de sistemas el´ıpticos semilineales . . . . . . . . . . . . . . . . . . . 36
2.2. Condiciones sobre el problema y definicio´n de solucio´n de´bil . . . . . . . . . . 36
3. Teoremas de existencia de soluciones de´biles para una clase de sistemas
el´ıpticos semilineales 54
3.1. Teoremas de existencia de soluciones de´biles para el sistema el´ıptico semilineal
(2.1) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.2. Demostracio´n de los Teoremas 33 y 34 . . . . . . . . . . . . . . . . . . . . . . 54
3.2.1. Prueba del Teorema 33 . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.2.2. Prueba del Teorema 34 . . . . . . . . . . . . . . . . . . . . . . . . . . 59
4. Ejemplos de aplicacio´n y observaciones complementarias 66
4.1. Un ejemplo de un sistema el´ıptico semilineal potencial dentro de esta clase de
problemas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.2. Observaciones sobre la aplicacio´n del Principio del Mı´nimo para probar la
existencia de soluciones de´biles de una clase de sistemas el´ıpticos semilineales 68
vii
I´NDICE GENERAL viii
4.3. Observaciones sobre la aplicacio´n del Teorema del paso de la montan˜a para
probar la existencia de soluciones de´biles de una clase de sistemas el´ıpticos
semilineales . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
Bibliograf´ıa 71
Introduccio´n
El presente trabajo de tesis es una explicacio´n dida´ctica del art´ıculo publicado por G.A.
Afrouzi, M. Mirzapour y N.B. Zographopoulos [4], el cual sera´ expuesta en detalle. En este
trabajo estudiamos la existencia de soluciones de´biles para una clase de sistemas el´ıpticos
semilineales. Esta clase de sistemas modela varios feno´menos f´ısicos relacionados con el equi-
librio de medios continuos (ver [16]). Aparece en las ecuaciones acopladas de Schro¨dinger, el
cual modela ciertos feno´menos f´ısicos relacionados con la interaccio´n de los componentes de
un gas a temperaturas muy bajas y en los efectos de la O´ptica no lineal (ver [8], [11], [22]).
Por ello, el estudio de esta clase de sistemas es de gran importancia en la Matema´tica, F´ısica,
Ingenier´ıa, Climatolog´ıa,...etc.
En el desarrollo de la tesis se ilustra una aplicacio´n del Principio del mı´nimo y el Teorema del
paso de la montan˜a para probar la existencia de soluciones de´biles para una clase de sistemas
el´ıpticos semilineales potenciales de la forma:

−div(a(x)∇u) = λFu(x, u, v) en Ω
−div(b(x)∇v) = λFv(x, u, v) en Ω
u = v = 0 sobre ∂Ω
(1)
donde Ω es un dominio acotado de RN , de frontera bien regular , N > 2, los pesos a(x), b(x)
son funciones medibles no negativos sobre Ω, (Fu, Fv) = ∇F representa el gradiente de F en
las variables (u, v) ∈ R2 y λ es un para´metro positivo.
Actualmente, muchos autores han estudiado la existencia de soluciones de´biles no triviales
para tales problemas el´ıpticos (ver [7], [9], [10],[14], [18], [32], [34]), en los feno´menos f´ısicos
relacionados al equilibrio de medios continuos, en [16, pp. 79], por Dautray y Lions. Caldiroli
y Musina en [10] investigaron un problema el´ıptico degenerado variacional de la forma:
 - div(a(x)∇u) = f(x, u) x en Ωu = 0 x en ∂Ω
Ellos permiten al peso a(x) anularse en algu´n lugar o ser no acotada y prueban algunos
resultados de existencia usando una aproximacio´n variacional basado en el Lema del paso
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de la montan˜a. Zographopoulos [33] estudio´ una clase de sistemas el´ıpticos semilineales de
potencial degenerada de la forma:

- div(a(x)∇u) = λµ(x) |u|γ−1 |v|δ+1 u, x en Ω
- div(b(x)∇v) = λµ(x) |u|γ+1 |v|δ−1 v, x en Ω
u=v=0 x sobre ∂Ω
donde λ > 0, γ, δ ≥ 0 y µ(x) puede cambiar de signo. E´l probo´, la existencia de al menos una
solucio´n de´bil para el sistema, bajo adecuadas hipo´tesis sobre el dato.
Para la elaboracio´n del presente trabajo se adicionaron las proposiciones 7, 8, 9 y 10 como
parte del estudio de los espacios de Sobolev con peso, los cuales juegan un rol muy importante
para el desarrollo de la tesis, ya que sobre estos espacios se prueba la existencia de soluciones
de´biles del problema (1). Enunciamos y probamos la Proposicio´n 11 necesaria para poder
definir el concepto de solucio´n de´bil del problema (1) y detallamos la prueba de los teoremas
de existencia 33 y 34. Adema´s como una aplicacio´n, incluimos un ejemplo de tales sistemas
verificando las condiciones dadas en el problema.
En el Cap´ıtulo 1, se enuncian y demuestran algunos resultados del ana´lisis funcional y el
ca´lculo variacional, como el Teorema del paso de la montan˜a y el Principio del mı´nimo que
sera´n utilizados para probar la existencia de soluciones de´biles del sistema (1).
Hacemos un estudio de una clase de funciones peso, de los espacios con peso Lp(Ω, ω),
W 1,p(Ω;ω), W 1,po (Ω;ω) y damos algunos ejemplos de funciones peso. En particular estu-
diamos algunas inmersiones entre los espacios de Sobolev con peso W 1,p(Ω; a) y los espacios
de Sobolev usual. Finalmente mostramos la equivalencia entre las normas definidas en los
espacios de sobolev conpeso W 1,p(Ω; a) y W 1,po (Ω; a).
En el Cap´ıtulo 2, se presenta el problema que consiste en probar la existencia de soluciones
de´biles del sistema (1), donde suponemos que, los pesos a, b ∈ L1Loc(Ω), satisfacen
a−s, b−s ∈ L1(Ω), s ∈
⟨
N
2
,∞
⟩∩
[1,∞⟩ .
Con s definimos
2s =
2s
s+ 1
, 2∗s =
N2s
N − 2s =
N2s
N(s+ 1)− 2s > 2.
Suponemos que F es un C1 - Funcional sobre Ω × R × R −→ R, satisfaciendo las siguientes
condiciones:
(F1) Existen constantes positivas c1, c2 tal que :
|Ft(x, t, s)| ≤ c1|t|γ |s|δ+1
|Fs(x, t, s)| ≤ c2|t|γ+1|s|δ
2
para todo (t, s) ∈ R2, en casi todo punto x ∈ Ω y algunos γ, δ > 1 tales que γ+1p + δ+1q = 1
y γ + 1 < p < 2∗s, δ + 1 < q < 2
∗
s.
(F2) Existen constantes positivas c, α y β, con 2 < α, β < 2∗s tal que
|F (x, t, s)| ≤ c(1 + |t|α + |s|β)
para todo x ∈ Ω y (t, s) ∈ R2.
(F3) Existen R > 0 , θ y θ′ con 12∗s
< θ, θ′ < 12 tal que
0 < F (x, t, s) ≤ θ tFt(x, t, s) + θ′sFs(x, t, s)
para todo x ∈ Ω y |t| , |s| ≥ R
(F4) Existen α > 2, β > 2 y ϵ > 0 tal que
|F (x, t, s)| ≤ c(|t|α + |s|β)
para todo x ∈ Ω y |t| ≤ ϵ, |s| ≤ ϵ
En esta parte empleamos los espacios de Sobolev con peso W 1,2(Ω; a), que se estudiara´n en
el Cap´ıtulo 1. Primero definimos sobre el espacio de funciones de prueba D(Ω), el funcional
∥u∥2a =
∫
Ω
a(x) |∇u(x)|2 dx ∀u ∈ C∞o (Ω),
probamos que es una norma. Luego como D(Ω) ⊂ W 1,2(Ω; a), podemos definir W 1,2o (Ω; a)
como la clausura de D(Ω) con respecto a esta norma ∥·∥a, que adema´s es equivalente a la
norma de W 1,2(Ω, a),de esto tenemos:
W 1,2o (Ω; a) := C
∞
o (Ω)
∥·∥a ⊂W 1,2(Ω; a).
Adema´s, como W 1,2(Ω; a) es un espacio completo y W 1,2o (Ω; a) es un subespacio cerrado,
entoncesW 1,2o (Ω; a) es completo. Tambie´n se probara´ que esta norma proviene de un producto
interno en este espacio, por tanto W 1,2o (Ω; a) es un espacio de Hilbert. Procediendo en forma
ana´loga obtenemos el espacio de Hilbert W 1,2o (Ω; b).
Finalmente se define el espacio de Hilbert
W =W 1,2o (Ω; a)×W 1,2o (Ω; b).
A continuacio´n enunciamos el concepto de solucio´n de´bil del sistema (1)
Definicio´n : Decimos que (u, v) ∈ W es una solucio´n de´bil del sistema (1) si y solo si
satisface∫
Ω
(a(x)∇u∇φ+ b(x)∇v∇ψ)dx = λ
∫
Ω
[Fu(x, u, v)φ+ Fv(x, u, v)ψ]dx, ∀(φ,ψ) ∈W.
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Definimos el funcional correspondiente al problema (1)
ℑλ(u, v) = 1
2
∫
Ω
(a(x) |∇u|2 + b(x) |∇v|2)dx− λ
∫
Ω
F (x, u, v) (2)
probamos que tal funcional ℑλ(u, v) esta´ bien definida y es de clase C1 en W . As´ı, las solu-
ciones de´biles de (1) son exactamente los puntos cr´ıticos de ℑλ(u, v).
En el Cap´ıtulo 3, enunciamos y probamos los teoremas de existencia de soluciones de´biles
del sistema el´ıptico semilineal:
El primer Teorema de existencia es una aplicacio´n del Principio del mı´nimo, que permi-
tira´ probar la existencia de al menos una solucio´n de´bil del sistema (1) y es dada por:
Teorema 33. Suponga que la condicio´n (F1) es satisfecha. Entonces existe una constante
λ > 0 tal que para todo 0 < λ < λ, el sistema (1) tiene una solucio´n de´bil.
Este teorema sera´ demostrado mediante los siguientes lemas:
Lema 1. El funcional ℑλ dado por (2) es de´bilmente semicontinuo inferiormente en W .
Lema 2. El funcional ℑλ dado por (2) es coerciva y acotada inferiormente en W .
Exponemos en forma detallada los ca´lculos en la prueba del Lema 1 y Lema 2.
El segundo Teorema de Existencia es una aplicacio´n del Teorema del paso de la mon-
tan˜a, que permitira´ probar la existencia de otra solucio´n de´bil no trivial del sistema (1) y es
enunciada a continuacio´n:
Teorema 34. En adicio´n al primer Teorema de existencia, suponga que las condiciones
(F1)− (F4) son satisfechas. Entonces el problema (1) tiene una solucio´n de´bil no trivial.
Este teorema sera´ demostrado mediante los siguientes lemas:
Lema 3. El funcional ℑλ dado por (2) satisface la condicio´n de Palais-Smale en W .
Lema 4. Bajo las hipo´tesis (F1)− (F4) el funcional ℑλ dado por (2) satisface:
(i) Existen ρ, σ > 0 tal que ∥(u, v)∥H = ρ implica ℑ(u, v) ≥ σ > 0.
(ii) Existe (uo, vo) ∈W con ∥(uo, vo)∥H > ρ tal que ℑ(uo, vo) ≤ 0.
Exponemos en forma detallada los ca´lculos en la prueba del Lema 3 y Lema 4.
En el Cap´ıtulo 4, damos algunos ejemplos de tales problemas y realizamos dos observaciones
complementarias sobre el trabajo:
En la Seccio´n 4.1, tratamos un ejemplo de tales sistemas de ecuaciones para una eleccio´n de
los pesos a(x), b(x) y del C1− funcional F (x, u, v).
En la Seccio´n 4.2, hacemos un comentario sobre el Principio del mı´nimo y su aplicacio´n a
nuestro problema.
En la Seccio´n 4.3, hacemos un comentario sobre el Teorema del paso de la montan˜a y su
aplicacio´n a nuestro problema.
4
Cap´ıtulo 1
Preliminares
En este cap´ıtulo se presentan los espacios funcionales, operadores, as´ı como algunos re-
sultados de la Teor´ıa de la medida, el Ana´lisis Funcional y el Ca´lculo de Variaciones, tales
como la desigualdad de Ho¨lder, la desigualdad de Sobolev, la desigualdad de Poincare´ , el
Teorema de Eberlein-Shmulyan, la derivada de Fre´chet, entre otros. En esta primera parte
trataremos con mayor detalle el Teorema del paso de la montan˜a , el Principio del mı´nimo y
a los espacios de Sobolev con peso.
1.1. Espacios de Banach y la Teor´ıa de Distribuciones
Dado Ω un conjunto abierto de RN .
Definicio´n 1 Se define C∞o (Ω), el espacio de las funciones infinitamente derivables con so-
porte compacto en Ω.
Denotamos por
Dα = ∂α1x1 . . . ∂
αN
xN
a la derivada de orden |α| donde α = (α1, α2, α3, ..., αN ) ∈ NN y |α| =
∑N
j=1 αj .
Cuando α = (0, 0, 0, ..., 0) se define Dαu := u para u ∈ C∞o (Ω).
Definicio´n 2 En el espacio C∞o (Ω) se define una topolog´ıa dada a trave´s de la siguiente
nocio´n de convergencia. Diremos que una sucesio´n de funciones ϕn ∈ C∞o (Ω) converge para
ϕ si verifica las siguientes condiciones:
(i) El soporte de ϕn esta´ contenido en un compacto fijo K de Ω.
(ii) Para todo α = (α1, α2, α3, ..., αN ) ∈ NN , se verifica
Dαϕn −→ Dαϕ uniformemente sobre K.
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El espacio C∞o (Ω) dotado de esta convergencia definida anteriormente, sera´ denominado es-
pacio de funciones de prueba y sera´ denotado como D(Ω).
Definicio´n 3 Una aplicacio´n T : D(Ω) −→ R, es una distribucio´n sobre Ω, si T es una
aplicacio´n lineal y continua en D(Ω). Esto es, si ϕn −→ ϕ en D(Ω) entonces T (ϕn) −→ T (ϕ)
en R.
Definicio´n 4 Sean X, Y espacios vectoriales normados y T : X −→ Y una aplicacio´n lineal,
diremos que T es continua en un vector v ∈ X, si dado ϵ > 0, existe δ > 0 tal que
∥Tu− Tv∥Y < ϵ, siempre que ∥u− v∥X < δ.
Diremos que T es continua en X, si T es continua en cada vector de X.
Definicio´n 5 Sea T una aplicacio´n lineal definida sobre X. Diremos que T es acotada sobre
X, si existe una constante positiva C tal que
∥T (u)∥ ≤ C ∥u∥ , ∀u ∈ X.
Teorema 1 Si T : X −→ Y es una aplicacio´n lineal. Son equivalentes:
(i) T es continua en X.
(ii) T es continua en un punto de X.
(iii) T es acotado en X.
Demostracio´n.- Probaremos que (ii) implica (iii). Sea T continua en v, luego para ϵ = 1
existe δ > 0 tal que
∥Tu− Tv∥Y ≤ 1 siempre que ∥u− v∥X ≤ δ.
Haciendo z = u− v, se tiene
∥Tz∥Y ≤ 1 siempre que ∥z∥X ≤ δ.
Ahora sea w un vector no nulo de X, entonces
∥Tw∥Y =
∥∥∥∥∥w∥Xδ T ( δw∥w∥X )
∥∥∥∥
Y
≤ ∥w∥X
δ
.
Por otro lado, existe una constante C = 1δ > 0, tal que ∥Tw∥ ≤ C ∥w∥ , ∀w ∈ X.
Ahora probaremos que (iii) implica (i). De la hipo´tesis tenemos
∥Tu− Tv∥Y ≤ C ∥u− v∥X , ∀u, v ∈ X
luego bastara´ tomar δ = ϵC .
(i) implica (ii) es inmediato de la definicio´n.
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Definicio´n 6 Sean X, Y espacios normados. El espacio vectorial formado por las aplicacio-
nes lineales y continuas de X en Y es denotada por L(X,Y ); este es un espacio normado
con la norma
∥A∥L(X,Y ) := inf {C ≥ 0/ ∥Ax∥Y ≤ C ∥x∥X , ∀x ∈ X} ,
para A ∈ L(X,Y ). Adema´s se verifica ∥Ax∥Y ≤ ∥A∥L(X,Y ) ∥x∥X , ∀x ∈ X.
Observacio´n 1 Las definiciones equivalentes de norma de un operador lineal son:
(i) ∥A∥L(X,Y ) = supx̸=0 ∥Ax∥Y∥x∥X .
(ii) ∥A∥L(X,Y ) = sup∥x∥≤1 ∥Ax∥Y .
(iii) ∥A∥L(X,Y ) = sup∥x∥=1 ∥Ax∥Y .
Demostracio´n .-
Como supx ̸=0
∥Ax∥Y
∥x∥X
≥ ∥Ax∥Y∥x∥X , ∀x ̸= 0 entonces ∥Ax∥Y ≤ (supx ̸=0
∥Ax∥Y
∥x∥X
) ∥x∥X . Esto implica,
sup
x̸=0
∥Ax∥Y
∥x∥X
≥ ∥A∥L(X,Y ) .
Rec´ıprocamente, sea C ≥ 0 tal que C ≥ ∥Ax∥Y∥x∥X , ∀x ̸= 0, entonces C ≥ supx ̸=0
∥Ax∥Y
∥x∥X
. Esto
implica
∥A∥L(X,Y ) = inf {C ≥ 0/ ∥Ax∥Y ≤ C ∥x∥X , ∀x ∈ X} ≥ sup
x ̸=0
∥Ax∥Y
∥x∥X
.
As´ı queda probado (i). Para probar (ii), tomemos ∥x∥ ≤ 1. Luego
sup
x ̸=0
∥Ax∥Y
∥x∥X
≥ ∥Ax∥Y∥x∥X
≥ ∥Ax∥Y ,
implica
sup
x̸=0
∥Ax∥Y
∥x∥X
≥ sup
∥x∥X≤1
∥Ax∥Y .
Rec´ıprocamente, si x ̸= 0, entonces ∥Ax∥Y∥x∥X =
∥∥∥A( x∥x∥)
∥∥∥
Y
≤ sup∥y∥≤1 ∥Ay∥Y . Por tanto
sup
x ̸=0
∥Ax∥Y
∥x∥X
≤ sup
∥y∥≤1
∥Ay∥Y .
Este resultado, junto con la transitividad de la igualdad y la parte (i), implican (ii).
La demostracio´n de (iii) es ana´loga a (ii).

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Definicio´n 7 Sea X un espacio normado; llamamos espacio dual de X a
X ′ = {f : X −→ R : f es lineal y acotado } .
El espacio X ′ sera´ siempre completo por serlo el cuerpo de escalares de X.
Definicio´n 8 Sea Ω un conjunto abierto no vacio de Rn.
(a) Si K ⊂ Ω es un compacto, entonces DK denota el conjunto de todas las f ∈ C∞(Ω)
cuyo soporte esta contenido en K.
(b) Para todo compacto K ⊂ Ω, τK denota la topolog´ıa de espacio de Fre´chet asociado
a DK (es decir, la topolog´ıa τK es inducida por una me´trica invariante y completa,
adema´s DK es localmente convexo).
(c) β es la colecco´n de todos los conjuntos W ⊂ C∞(Ω) que son convexos (tW +(1−t)W ⊂
W para 0 ≤ t ≤ 1) y equilibrados (tW ⊂ W para |t| ≤ 1) tales que DK ∩W ∈ τK para
todo compacto K ⊂ Ω.
(d) τ es la coleccio´n de todas las uniones de conjuntos de la forma ϕ+W donde ϕ ∈ D(Ω)
y W ∈ β
Teorema 2 Se cumplen las siguientes:
(a) τ es una topolog´ıa en D(Ω), y β es una base local de τ .
(b) D(Ω) dotado de la topolog´ıa τ es un espacio vectorial topolo´gico localmente convexo.
Demostracio´n.- Ver [25] pa´gina 143.
Teorema 3 Se cumplen las siguientes:
(a) Un conjunto convexo y equilibrado Γ de D(Ω) es abierto si y solamente si Γ ∈ β.
(b) La topolog´ıa τK de todo DK ⊂ D(Ω) coincide con la topolog´ıa de subespacio que DK
hereda de D(Ω), conformada por todas las DK ∩ V , con V ∈ τ .
(c) Si E es un subconjunto acotado de D(Ω) entonces para un cierto K ⊂ Ω, se tiene
E ⊂ D(K) y adema´s existe una sucesio´n de nu´meros MN < ∞ tal que toda ϕ ∈ E
verifica las desigualdades:
∥ϕ∥N ≤MN donde N = 0, 1, 2, 3, ...
(d) D(Ω) tiene la propiedad de Heine-borel.
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(e) Si {ϕi} es una sucesio´n de Cauchy en D(Ω) entonces {ϕi} ⊂ DK para un cierto com-
pacto K ⊂ Ω y
l´ım
i,j−→∞
∥ϕi − ϕj∥N = 0 para N = 0, 1, 2, 3, ...
(f) Si ϕi −→ 0 en la topolog´ıa de D(Ω) entonces existe un compacto K ⊂ Ω que contiene a
todos los soportes de todas las ϕi y para todos los multi-indices α la sucesio´n D
αϕi −→ 0
uniformemente.
(g) Toda sucesio´n de Cauchy en D(Ω) es convergente.
Demostracio´n.- Ver [25] pa´gina 144.
Teorema 4 Sea T una aplicacio´n lineal de D(Ω) en un espacio localmente convexo Y . En-
tonces, cada uno de las cuatro propiedades siguientes implica las otras tres:
(a) T es continua.
(b) T es acotada.
(c) si ϕi −→ 0 en D(Ω) entonces Tϕi −→ 0 en Y .
(d) Las restricciones de T a cada DK ⊂ D(Ω) son continuas.
Demostracio´n.- Ver [25] pa´gina 145.
Corolario 1 Todo operador diferencial Dα es una aplicacio´n lineal continua de D(Ω) en
D(Ω).
Demostracio´n.- Ver [25] pa´gina 145.
Definicio´n 9 Sea X un espacio normado, llamamos bidual de X y lo denotamos por X ′′ al
espacio dual de X ′, esto es, al espacio (X ′)′ dotado con la norma
∥∥x′′∥∥ = sup{∣∣x′′(x′)∣∣ : x′ ∈ X ′ ∧ ∥∥x′∥∥ ≤ 1} , para x′′ ∈ X ′′.
Veamos algunos elementos distinguidos del bidual. No´tese que para cada x ∈ X, podemos
definir la aplicacio´n
JX(x) : X
′ −→ K dada por JX(x)(f) = f(x), ∀f ∈ X ′,
que es, claramente lineal, y puesto que,
|JX(x)(f)| = |f(x)| ≤ ∥f∥ ∥x∥ , ∀f ∈ X ′,
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es tambie´n continua. As´ı pues JX(x) ∈ X ′′.
Podemos ahora considerar la aplicacio´n inyectiva x 7→ JX(x) de X en X ′′. Dicha aplicacio´n,
recibe el nombre de inyeccio´n cano´nica de X en su bidual X ′′, es claramente lineal, y por
tanto continua ya que, para cada x ∈ X, se tiene que ∥JX(x)∥ ≤ ∥x∥.
Una propiedad importante del operador JX es
∥JX(x)∥ = ∥x∥ .
Esto es, JX es una isometr´ıa, lo que significa que la inyeccio´n cano´nica es siempre inyectiva.
Diremos que un espacio normado X es reflexivo si la inyeccio´n cano´nica JX : X −→ X ′′ es
sobreyectiva.
Definicio´n 10 Sea E un espacio de Banach y E′ su espacio dual correspondiente. La topo-
log´ıa de´bil en E se define como la topolog´ıa menos fina (Topolog´ıa inicial) que hace continuas
todas las aplicaciones lineales f ∈ E′. Es decir que se trata de la topolog´ıa engendrada por la
familia
ℵ = {f−1(U) : f ∈ E′ y U abierto de R}
que no es otra cosa que la topolog´ıa formada por abiertos que se obtienen al considerar
∪
arbitraria
∩
finita
f−1(U) (1.1)
donde U es un abierto de R y f ∈ E′. Esta topolog´ıa la denotaremos por σ(E,E′). As´ı se
cumple la siguiente inclusio´n:
Topolog´ıa de´bil:=σ(E,E′) ⊂ Topolog´ıa fuerte:=τ∥·∥
Notacio´n.- Sea xn ∈ E, denotamos por xn ⇀ x a la convergencia de xn a x en la topolog´ıa
de´bil σ(E,E′), adema´s para la convergencia en la topolog´ıa inducida por la norma denotamos
xn → x, llamada tambie´n convergencia fuerte.
Proposicio´n 1 Sea (xn) una sucesio´n en el espacio de Banach E.Se verifica:
(i) xn ⇀ x si y solo si f(xn) −→ f(x) ∀f ∈ E′.
(ii) Si xn −→ x en ∥·∥, entonces xn ⇀ x.
(iii) Si xn ⇀ x, entonces ∥xn∥ esta´ acotada y ∥x∥ ≤ l´ım inf ∥xn∥.
(iv) Si xn ⇀ x y si fn −→ f fuertemente en E′, entonces ⟨fn, xn⟩ −→ ⟨f, x⟩.
Demostracio´n.- Ver [5] pa´gina 36.
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Proposicio´n 2 Sean X , Y espacios normados y A ∈ L(X,Y ). Sea {xn} una sucesio´n en
X, si xn ⇀ x entonces Axn ⇀ Ax.
Demostracio´n.- Sea {xn} que converge de´bilmente a x en X. Probaremos que Axn ⇀ Ax.
Para todo y′ ∈ Y ′, se tiene que y′ ◦A ∈ X ′ y por tanto, por la Proposicio´n 1, se tiene
⟨
y′, Axn
⟩
Y ′,Y
= y′(Axn) = y
′ ◦A(xn) =
⟨
y′ ◦A, xn
⟩
X′,X
−→ ⟨y′ ◦A, x⟩
X′,X
=
⟨
y′, Ax
⟩
Y ′,Y
i.e.
⟨
y′, Axn
⟩
Y ′,Y
−→ ⟨y′, Ax⟩
Y ′,Y
, ∀y′ ∈ Y ′.
Por lo tanto, Axn converge de´bilmente a Ax.

Definicio´n 11 (Inmersio´n continua) Sean X e Y dos espacios normados con normas
∥·∥X y ∥·∥Y respectivamente, y supongamos que X ⊆ Y . Decimos que X esta´ inmerso conti-
nuamente en Y y que denotaremos por X →֒ Y si existe una constante c > 0 tal que
∥u∥Y ≤ c ∥u∥X para todo u ∈ X.
Definicio´n 12 (Inmersio´n compacta) Sean X e Y dos espacios normados con normas
∥·∥X y ∥·∥Y respectivamente, y supongamos que X ⊆ Y . Decimos que X →֒ Y es una
inmersio´n compacta si:
(i) X esta inmerso continuamente en Y .
(ii) La aplicacio´n inclusio´n de X en Y es un operador compacto, es decir,
para todo conjunto A acotado en X, el conjunto i(A) es un compacto en Y ,
o equivalentemente, por un resultado del Ana´lisis Funcional, ( Teorema 8.1-3 en[19])
cada sucesio´n acotada (xn)n∈N en X posee una subsucesio´n (xnk)k∈N convergente en Y .
1.2. La integral de Lebesgue y los espacios Lp(Ω)
Dado 1 ≤ p <∞ definimos:
Definicio´n 13
Lp(Ω) :=
{
f medible / ∥f∥Lp(Ω) :=
(∫
Ω
|f(x)|pdx
)1/p
<∞
}
espacio vectorial de las funciones medibles cuya potencia p es integrable dotado de la norma
∥f∥Lp(Ω) =
{∫
Ω
|f(x)|p dx
}1/p
.
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Definicio´n 14
Lploc(Ω) := {f medible / fφ ∈ Lp(Ω), ∀φ ∈ C∞o (Ω)}
espacio de las funciones localmente integrables.
Para u, v ∈ L1loc(Ω), decimos que v es la α− derivada de´bil de u si para todo φ ∈ C∞o (Ω) se
tiene ∫
Ω
uDαφdx = (−1)|α|
∫
Ω
vφdx.
Teorema 5 (Lema de Fatou) Sea A ⊂ Rn medible y sea fn una sucesio´n de funciones
medibles no negativas. Entonces∫
A
l´ım inf
n−→∞
fndx ≤ l´ım inf
n−→∞
∫
A
fndx.
Demostracio´n.- Ver [26] pa´gina 258.
Teorema 6 (Teorema de convergencia dominada) Sea A ⊂ RN medible y sea fn una
sucesio´n de funciones medibles convergiendo puntualmente a un l´ımite f sobre A ( fn(x) −→
f(x) para todo x ∈ A). Si existe una funcio´n g ∈ L1(A) tal que |fn(x)| ≤ g(x) para cada n y
todo x ∈ A, entonces
l´ım
n−→∞
∫
A
fndx =
∫
A
( l´ım
n−→∞
fn)dx.
Demostracio´n.- Ver [26] pa´gina 258.
Teorema 7 Sea Ω ⊂ RN abierto y sea uk una sucesio´n en Lp(Ω), p ∈ [1,+∞] una sucesio´n
tal que uk −→ u en Lp(Ω) cuando k −→ ∞. Entonces existe una subsucesio´n (ukj)j y una
funcio´n v ∈ Lp(Ω) tal que
(a) ukj(x) −→ u(x) en c.t.p. de Ω, cuando j −→∞.
(b) |ukj(x)| ≤ v(x) para todo j, en c.t.p. de Ω.
Demostracio´n.- Ver [5] pa´gina 58.
Proposicio´n 3 Si 1 ≤ p <∞ y a ≥ 0, b ≥ 0, entonces
(a+ b)p ≤ 2p−1(ap + bp). (1.2)
Demostracio´n.-
Si a = 0, entonces se verifica de inmediato (1.2). Si a > 0 podemos escribir (1.2) en la forma
(1 + x)p ≤ 2p−1 (1 + xp) (1.3)
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donde 0 ≤ x = ba . La funcio´n f(x) = (1+x)
p
(1+xp) satisface
f(0) = 1 = l´ım
x−→∞
f(x) y f(x) > 1 si 0 < x <∞.
De esto, f(x) tiene su ma´ximo para x ≥ 0 en su u´nico punto cr´ıtico, x = 1. Como f(1) = 2p−1,
obtenemos (1.3) por la definicio´n de ma´ximo. Esto demuestra (1.2).

Proposicio´n 4 Son va´lidas las siguientes desigualdades:
(D1) Sean ai (i = 1, ...,m) nu´meros positivos,entonces la funcio´n
R : ⟨0,∞⟩ −→ R
p 7→ R(p) := {∑mi=1 api }1/p .
es decreciente, es decir q ≤ p implica R(p) ≤ R(q).
De esto obtenemos, si 1 < p < 2 y a, b > 0 entonces (a2 + b2)1/2 ≤ (ap + bp)1/p.
(D2) Si 2 < p y a, b > 0, entonces (ap + bp) ≤ (a2 + b2)p/2.
(D3) Como la funcio´n
V : ⟨0,∞⟩ −→ R
s 7→ V (s) := − |s|p/2
es convexa para p/2 < 1 entonces (12 |a|2 + 12 |b|2)p/2 ≥ 12 |a|p + 12 |b|p.
Demostracio´n.- Ver [23] pa´gina 10, 11, 12.
Teorema 8 (Desigualdad de Ho¨lder y Young) Para a; b ≥ 0 y 1p + 1q = 1 se cumple:
a · b ≤ a
p
p
+
bq
q
.
Demostracio´n.-
La funcio´n f(t) = ( t
p
p ) + (
1
q ) − t, para t ≥ 0, tiene su valor mı´nimo cero, y este mı´nimo
es alcanzado en t = 1. Haciendo t = ab
− q
p , obtenemos, para nu´meros no negativos a, b la
Desigualdad de Holder y Young
ab ≤ a
p
p
+
bq
q
,
valiendo la igualdad solo si ap = bq, esto es, a
p
p +
bq
q = a
p
{
1
p +
1
q
}
= ap = bq.

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Teorema 9 (Desigualdad de Ho¨lder) Si 1 < p < ∞, u ∈ Lp(Ω) y v ∈ Lq(Ω), entonces
u · v ∈ L1(Ω) y ∫
Ω
|u(x)v(x)| dx ≤ ∥u∥p ∥v∥q ,
donde 1/p+ 1/q = 1.
Demostracio´n.-
Si ∥u∥p = 0 o ∥v∥q = 0, entonces u(x)v(x) = 0 en casi todo punto de Ω por tanto es cierta la
desigualdad de Ho¨lder. En el otro caso haciendo a = |u(x)|∥u∥p
y b = |v(x)|∥v∥q
en la desigualdad de
Ho¨lder y Young, y pasando a integrar sobre Ω obtenemos la desigualdad de Holder, donde la
igualdad ocurre si y solo si |u(x)|p y |v(x)|q son proporcionales en casi todo punto de Ω.

Teorema 10 (Desigualdad de Ho¨lder Generalizado) Sean pi ≥ 1 para todo i = 1, 2, . . .m
tales que
∑m
i=1
1
pi
= 1.
Si wi ∈ Lpi(Ω) entonces
w = w1 · w2 . . . wm ∈ L1(Ω) y ∥w∥L1 ≤
m∏
i=1
∥wi∥Lpi .
Demostracio´n.-
Para la prueba haremos uso de la siguiente desigualdad generalizada de Ho¨lder
m∏
i=1
ai ≤
m∑
i=1
1
pi
ai
donde ai > 0 para cada i = 1, ...,m. Esta desigualdad se prueba fa´cilmente ya que t 7−→
− ln(t) es convexa por tanto de
− ln(
m∑
i=1
1
pi
apii ≤ −
(
m∑
i=1
1
pi
ln(apii )
)
, deducimos que
ln(
m∏
i=1
ai) =
m∑
i=1
ln(ai) =
m∑
i=1
1
pi
ln(apii ) ≤ ln(
m∑
i=1
1
pi
apii .
Tomando la funcio´n exponencial a cada miembro de la desigualdad, conseguimos la desigual-
dad. Retornando a la prueba, tomemos
ai :=
|wi(x)|{∫
Ω |wi(x)|pi dx
}1/pi .
Aplicando la desigualdad generalizada de Ho¨lder e integrando sobre Ω sigue el resultado.

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1.3. Los espacios de Sobolev Wm,p(Ω)
Dado Ω ⊂ RN , m un entero positivo y p ∈ [1,∞].
Definicio´n 15 Definimos el espacio de Sobolev
Wm,p(Ω) = {f ∈ Lp(Ω) : Dαf ∈ Lp(Ω) ∀α con |α| ≤ m} ,
donde las derivadas se entienden en el sentido de´bil.
Claramente Wm,p(Ω) es un espacio vectorial al cual se le dota de la siguiente norma.
∥f∥Wm,p(Ω) =

 ∑
|α|≤m
∥Dαf∥pLp


1/p
,
para cada f ∈Wm,p(Ω).
Observacio´n 2 El espacio de Sobolev Wm,p(Ω) dotado de la norma ∥·∥Wm,p(Ω) es un espacio
de Banach (ver [2] ). El caso p = 2 juega un rol especial. Estos espacios son denotados por
Hm(Ω) =Wm,2(Ω)
y tienen un producto interno natural dado por
(f, g)Hm =
∑
|α|≤m
∫
Ω
DαfDαg
para f, g ∈ Hm(Ω).
Definicio´n 16 Se define H1o (Ω) como la adherencia de D(Ω) en H
1(Ω), es decir, H1o (Ω) :=
D(Ω)
H1(Ω)
.
Definicio´n 17 Si F : Ω ⊂ RN −→ RN es un campo vectorial diferenciable de clase C1(Ω)
entonces se define el campo escalar divergencia
div(F ) = ∇ • F =
N∑
i=1
∂Fi
∂xi
.
Adema´s, si f : Ω ⊂ RN −→ R es de clase C2, entonces se define el laplaciano de f como la
divergencia del campo vectorial gradiente ∇f , esto es,
div(∇f) = ∆f =
N∑
i=1
∂2f
∂x2i
.
Teorema 11 (Teorema del valor medio) Sean Ω ⊂ Rp un subconjunto abierto y la fun-
cio´n f : Ω 7−→ R. Suponga que Ω contiene a los puntos a, b y al segmento de l´ınea S que los
une y que f es diferenciable en todos los puntos de este segmento. Entonces, existe un punto
c en S tal que
f(b)− f(a) = ∇f(c) • (b− a).
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Demostracio´n.- Ver [6] pa´gina 398.
Teorema 12 (Fo´rmula de Green) Sea Ω ⊂ RN abierto, acotado y suave. Sea u ∈ C2(Ω)
y v ∈ C1(Ω). Entonces ∫
Ω
v(∆u)dx =
∫
∂Ω
∂u
∂ν
vdσ −
∫
Ω
∇u • ∇vdx
donde ν = ν(x) es la normal saliendo de ∂Ω en x, ∂u∂ν (x) = ∇u(x) • ν(x) y σ es la medida de
superficie en ∂Ω.
Demostracio´n.-
Utilizaremos el Teorema de la divergencia∫
Ω
div(F ) =
∫
∂Ω
⟨F,N⟩
Primero, por un resultado de la diferenciacio´n tenemos
div(v∇u) = ∇ • (v∇u) = ∇v • ∇u+ v∇2u = v∆u+∇u∇v
Ahora aplicamos el Teorema de la divergencia al campo de vectores F = v∇u.∫
Ω
div(v∇u) =
∫
∂Ω
⟨v∇u, ν⟩∫
Ω
(v∆u+∇u • ∇v)dx =
∫
∂Ω
∂u
∂ν
vdσ∫
Ω
v(∆u)dx =
∫
∂Ω
∂u
∂ν
vdσ −
∫
Ω
∇u • ∇vdx
donde ν es el vector unitario normal saliendo de la superficie ∂Ω que limita al volumen Ω y
ν • ∇u = ∂u∂ν es la derivada de u normal a ∂Ω.

Teorema 13 (Fo´rmula de Green para funciones de H1o (Ω)) Sea Ω ⊂ RN abierto, aco-
tado y suave. Para todo u, v ∈ H1o (Ω) se tiene∫
Ω
u
∂v
∂xi
dx = −
∫
Ω
∂u
∂xi
vdx para todo i = 1, ..., N
Demostracio´n.-
La demostracio´n se basa en la fo´rmula de Green para funciones deD(Ω) y la densidad deD(Ω)
en H1o (Ω). Por la densidad de D(Ω) en H
1
o (Ω), existen dos sucesiones {un}∞n=1 y {vn}∞n=1 de
D(Ω) que convergen respectivamente a u y v en la norma de H1(Ω), por tanto , ∀i = 1, ..., N
∂un
∂xi
−→ ∂u
∂xi
en L2(Ω),
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∂vn
∂xi
−→ ∂v
∂xi
en L2(Ω)
Aplicando la fo´rmula de Green cla´sica a las funciones de D(Ω),∫
Ω
un
∂vn
∂xi
dx = −
∫
Ω
∂un
∂xi
vndx+
∫
∂Ω
unvnνidσ para cada n ∈ N
Como estas funciones son de soporte compacto, la integral sobre la frontera es nula, y pasando
al l´ımite concluimos la prueba.

Teorema 14 (Desigualdad de Sobolev) Se satisface la inclusio´n
H1o (Ω) ⊂ Ls(Ω) si 1 ≤ s ≤
2N
N − 2 ,
y dicha inclusio´n es continua.
Adema´s, en H1o (Ω) la norma de H
1(Ω) es equivalente a la norma definida, para u ∈ H1o (Ω)
por
∥u∥H1o (Ω) := ∥∇u∥L2(Ω) =
(∫
Ω
|∇u|2dx
)1/2
.
Mejor au´n para todo u ∈ H1o (Ω) vale la desiguladad de Poincare´∫
Ω
u2dx ≤ 1
λ1
∫
Ω
|∇u|2dx,
donde λ1 es el menor autovalor del operador de laplace −∆.
Demostracio´n.- Ver [5] pa´ginas 168,173 y 174.
Teorema 15 (Desigualdad de Poincare´) Sea Ω ⊂ Rn conjunto abierto y acotado. En-
tonces existe una constante positiva C = C(Ω, p) tal que
∥u∥Lp(Ω) ≤ C ∥∇u∥Lp(Ω)
Para todo u ∈W 1,po (Ω) (1 ≤ p <∞).
Demostracio´n.- Ver [21] pa´gina 70
Observacio´n 3 (Consecuencias de la desigualdad de Poincare´) Se deduce:
(a) En particular la expresio´n ∥∇u∥Lp es una norma en W 1,po (Ω), equivalente a la norma
∥u∥W 1,p .
(b) En H1o (Ω) la expresio´n
∫
Ω∇u∇v es un producto interno que induce la norma ∥∇u∥L2
equivalente a la norma ∥u∥H1.
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Teorema 16 (Rellich-Kondrachov) Se satisface la inyeccio´n
H1o (Ω) ⊂ Ls(Ω), si s ∈
[
1,
2N
N − 2
)
y dicha inclusio´n es compacta.
Demostracio´n.- Ver [5] pa´ginas 169 a 173.
1.4. Las funciones peso y los espacios de Sobolev con peso
Iniciamos esta seccio´n con el estudio de las funciones peso.
Definicio´n 18 Sea Ω ⊂ RN subconjunto abierto. Denotamos con Λ(Ω) al conjunto de fun-
ciones peso y la definimos como:
Λ(Ω) := {ω : Ω −→ R / ω es medible, ω es finito y ω > 0 en c.t.p. de Ω} .
Definicio´n 19 Sea ω un peso y Ω ⊂ RN abierto. Para 1 ≤ p <∞ definimos Lp(Ω, ω) como
el espacio de funciones medibles u definidas sobre Ω tales que
∥u∥Lp(Ω,ω) :=
(∫
Ω
|u(x)|pω(x)dx
)1/p
<∞. (1.4)
Adema´s (1.4) define una norma sobre este espacio. Para ω = 1 obtenemos el espacio de
Lebesgue usual Lp(Ω).
En estos espacios, la aplicacio´n
Ψ : Lp(Ω, ω) −→ Lp(Ω)
g 7→ g · w1/p
es un isomorfismo isome´trico con inversa dada por
Ψ−1 : Lp(Ω) −→ Lp(Ω, ω)
f 7→ f · w−1/p
En efecto,
f = g · ω1/p ∈ Lp(Ω)⇐⇒ g = f · ω−1/p ∈ Lp(Ω, ω)
implica
∥f∥Lp(Ω) =
∥∥∥g · ω1/p∥∥∥
Lp(Ω)
= ∥g∥Lp(Ω,ω) .
Teorema 17 El espacio Lp(Ω, ω) equipado con la norma ∥·∥Lp(Ω,ω) es un espacio de Banach.
Demostracio´n.- Ver [15], Teorema III. 6.6.
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Definicio´n 20 Sea 1 < p < ∞ y Ω ⊂ RN . definimos la clase de funciones de peso Bp(Ω) a
las funciones de peso ω ∈ Λ(Ω) que satisface la condicio´n:
w
−1
p−1 ∈ L1loc(Ω)
Teorema 18 Sea 1 < p < ∞ , Ω ⊂ RN un subconjunto abierto , ω ∈ Bp(Ω) y Q ⊂ Ω un
conjunto compacto. Entonces la siguiente inmersio´n es continua
Lp(Ω, ω) →֒ L1(Q). (1.5)
Demostracio´n.-
La prueba solo requiere de la desigualdad de Ho¨lder. Sea u ∈ Lp(Ω, ω) entonces∫
Q
|u(x)| dx =
∫
Q
|u(x)|ω1/pω−1/pdx
≤ ∥u∥Lp(Q,ω)
(∫
Q
ω
−1
p−1 (x)dx
) p−1
p
≤ c ∥u∥Lp(Q,ω)
con c independiente de u.

Corolario 2 Sea 1 < p <∞ , Ω ⊂ RN un subconjunto abierto y ω ∈ Bp(Ω). Entonces
Lp(Ω, ω) ⊂ L1Loc(Ω). (1.6)
Adema´s, usando la identificacio´n usual de una distribucio´n regular de D′(Ω) con una funcio´n
de L1Loc(Ω) concluimos que
Lp(Ω, ω) ⊂ L1Loc(Ω) ⊂ D′(Ω). (1.7)
Por todo esto, para funciones u ∈ Lp(Ω, ω) con ω ∈ Bp(Ω), la derivada distribucional Dαu
de u tiene sentido.
Demostracio´n.-
La prueba de (1.6) es inmediato puesto que si u ∈ Lp(Ω, ω) entonces para cada Q ⊂ Ω
compacto el Teorema 18 implica u ∈ L1(Q) por tanto u ∈ L1Loc(Ω). Para la prueba de
(1.7) consideramos la aplicacio´n lineal, inyectiva y continua de L1Loc(Ω) sobre el espacio de
distribuciones D′(Ω), que nos permite identificar una funcio´n de L1Loc(Ω) con una districucio´n
regular, de esto y de (1.6) obtenemos el resultado.

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Observacio´n 4 Sea ω ∈ Bp(Ω) , ϕ ∈ C∞o (= D(Ω)) y sea γ ∈ (No)N un multi-indice fijado.
Entonces la fo´rmula
Lγ(u) =
∫
Ω
uDγϕdx, u ∈ Lp(Ω, ω), (1.8)
define un funcional lineal continuo Lγ sobre L
p(Ω, ω). En efecto, si denotamos Q = suppϕ
entonces, Q = Q ⊂ Ω y la desigualdad de Ho¨lder implica
|Lγ(u)| ≤
∫
Ω
|u(x)|ω1/p |Dγϕ|ω−1/pdx
≤ ∥u∥Lp(Ω,ω)
(∫
Q
|Dγϕ| pp−1 ω −1p−1 (x)dx
) p−1
p
≤ ∥u∥Lp(Ω,ω) ·maxQ |Dγϕ| ·
(∫
Q
ω
−1
p−1 (x)dx
) p−1
p
;
donde la u´ltima integral es finita ya que ω
−1
p−1 ∈ L1Loc(Ω), entonces
|Lγ(u)| ≤ c′ ∥u∥Lp(Ω,ω) .
Definicio´n 21 Sea 1 ≤ p < ∞ y Ω ⊂ RN . Sean Γ1 el conjunto de multi-´ındices α ∈ NN de
longitud 1 y Γ2 = {θ}∪Γ1 con θ = (0, 0, ..., 0). Denotemos por ω = {ωα / ωα ∈ Λ(Ω), para todo α ∈ Γ2}
una familia de pesos y definamos el espacio de Sobolev con peso ω,
W 1,p(Ω, ω) =
{
u ∈ Lp(Ω;ωθ) ∩ L1Loc(Ω) / Dαu ∈ Lp(Ω;ωα) ∩ L1Loc(Ω), ∀α ∈ Γ1
}
(1.9)
donde Dαu representan distribuciones regulares. La expresio´n
∥u∥W 1,p(Ω,ω) =

∑
α∈Γ2
∥Dαu∥pLp(Ω,ωα)


1/p
=

∑
α∈Γ2
∫
Ω
|Dαu|p ωαdx


1/p
. (1.10)
es una norma sobre el espacio W 1,p(Ω, ω).
Si las funciones de peso ωα ∈ Bp(Ω) para 1 < p entonces
Lp(Ω, ωα) ⊂ L1Loc(Ω) ⊂ D′(Ω)
por tanto en (1.9) podemos reemplazar Dαu ∈ Lp(Ω;ωα) ∩ L1Loc(Ω) por Dαu ∈ Lp(Ω;ωα).
Adema´s considerando la familia de pesos ω como una (N + 1)-upla
ω = {ωo, ω1, . . . , ωN}
la norma (1.10) puede ser expresado en la forma
∥u∥W 1,p(Ω,ω) =
(∫
Ω
|u(x)|p ωo(x)dx+
N∑
i=1
∫
Ω
∣∣∣∣ ∂u∂xi (x)
∣∣∣∣
p
ωi(x)dx
)1/p
. (1.11)
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Teorema 19 Sea ωα ∈ Bp(Ω) para todo α ∈ Γ2. entonces W 1,p(Ω, ω) es un espacio de
Banach equipado con la norma (1.10)
Demostracio´n.-
Sea (un) una sucesio´n de Cauchy en W
1,p(Ω, ω) entonces Dαu es una sucesio´n de Cauchy en
Lp(Ω;ωα) para cada α ∈ Γ2 y por el Teorema 17 existen funciones uα ∈ Lp(Ω;ωα) tales que
uα = l´ımn→∞D
αun en L
p(Ω;ωα).
Para α ∈ Γ1 fijado y ϕ ∈ C∞o (Ω) consideremos el funcional Lα de (1.8). Este es un funcional
lineal continuo sobre Lp(Ω;ωθ), consecuentemente,
Lα(un) −→ Lα(uθ) cuando n −→∞.
De la misma forma, Lθ define un funcional lineal continuo sobre L
p(Ω;ωα), consecuentemente,
Lθ(D
αun) −→ Lθ(uα) cuando n −→∞.
Por la definicio´n de la derivada distribucional con |α| = 1 tenemos Lα(un) = −Lθ(Dαun) y
por un proceso de l´ımite esta fo´rmula proporciona
Lα(uθ) = −Lθ(uα).
Esta relacio´n vale para cada ϕ ∈ C∞o (Ω) y por tanto, uα es la derivada distribucional de uθ
uα = D
αuθ.
Ya que Dαuθ ∈ Lp(Ω;ωα), tenemos uθ ∈W 1,p(Ω;ω) y
∥un − uθ∥pLp(Ω;ω) =
∑
α∈Γ2
∥Dαun −Dαuθ∥pLp(Ω;ωα)
=
∑
α∈Γ2
∥Dαun − uα∥pLp(Ω;ωα) −→ 0
para n −→ ∞. De aqu´ı la sucesio´n de Cauchy (un) converge a uθ en W 1,p(Ω;ω), esto es,
W 1,p(Ω;ω) es completo.

Las condiciones impuestas en el Teorema 19 pueden debilitarse, omitiendo la hipo´tesis ωθ ∈
Bp(Ω).
Teorema 20 Sea p > 1, ωα ∈ Bp(Ω) para todo α ∈ Γ1, ωθ ∈ Λ(Ω). entonces W 1,p(Ω, ω) es
un espacio de Banach equipado con la norma (1.10)
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Demostracio´n.- Ver [20].
En varias aplicaciones, en particular, para la investigacio´n del problema de Dirichlet para
ecuaciones diferenciales parciales el´ıpticas, necesitamos de los espacios W 1,po (Ω; a) definidos
como la clausura de C∞o (Ω) con respecto a la norma (1.10). Para poder introducir este espacio
es necesaria la inclusio´n
C∞o (Ω) ⊂W 1,p(Ω;ω) (1.12)
el cual es satisfecha si
ωα ∈ L1Loc(Ω) para todo α ∈ Γ2. (1.13)
Por esto, es posible introducir la siguiente definicio´n:
Definicio´n 22 Sea 1 < p < ∞ , Ω ⊂ RN , Γ1 ,Γ2 y la familia de funciones de peso ω tal
como en la Definicio´n 21. Sea ωα ∈ Bp(Ω) para α ∈ Γ1 y ωα ∈ L1Loc(Ω) para todo α ∈ Γ2.
Entonces definimos
W 1,po (Ω;ω) = C
∞
o (Ω), (1.14)
donde la clausura es tomada con respecto a la norma (1.10).
Proposicio´n 5 La inclusio´n (1.12) es satisfecha si y solo si (1.13) es va´lido.
Demostracio´n.-
Si la condicio´n (1.13) vale entonces evidentemente (1.12) es satisfecha. Rec´ıprocamente, su-
pongamos que (1.12) vale. Luego, probaremos que: si α ∈ Γ2 y Q ⊂ Ω es un conjunto
compacto, entonces existe una funcio´n ϕ ∈ C∞o (Ω) tal que Dαϕ(x) ≡ 1 para x ∈ Q. En
efecto, consideremos ϕ = ϕoϕ1 con ϕo ∈ C∞o (Ω) tal que ϕo ≡ 1 sobre Q y ϕ1(x) = xi, esto es,
ϕ ∈ C∞o (Ω) y Dαϕ(x) ≡ 1 para x ∈ Q. Luego, de esta identidad y de (1.12) conseguimos
0 ≤
∫
Q
ωαdx =
∫
Q
|Dαϕ|p ωαdx
≤
∫
Ω
|Dαϕ|p ωαdx
≤ ∥ϕ∥W <∞
consecuentemente ωα ∈ L1Loc(Ω).

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Resumiendo, considere 1 < p <∞ y suponga que las funciones de peso ωα satisfacen,
ω
−1
p−1
α ∈ L1Loc(Ω), |α| ≤ 1, (1.15)
entonces, W 1,p(Ω;ω) es un espacio de Banach uniformemente convexo (ver [17]).
Si adicionalmente suponemos que
ωα ∈ L1Loc(Ω), |α| ≤ 1, (1.16)
entonces C∞o (Ω) ⊂W 1,p(Ω;ω), y podemos introducir el espacio
W 1,po (Ω;ω) (1.17)
como la clausura de C∞o (Ω) con respecto a la norma dada en (1.10)

Algunos ejemplos de funciones peso son dadas por:
(i) Sea la funcio´n ω(x) = x2+1, definida sobre x ∈ Ω = (−1; 1), conjunto abierto y acotado.
Esta funcio´n es claramente una funcio´n peso, puesto que es finito, medible y positiva. La
continuidad de la funcio´n implica ω(x) ∈ L1Loc(Ω) y tambie´n ω
−1
2−1 = 1
x2+1
∈ L1Loc(Ω),
es decir, ω(x) ∈ B2(Ω).
(ii) Sea la funcio´n ω1(x, y, z) = 1 + x
2, definida sobre Ω ⊂ R3, subconjunto abierto y
acotado. Esta funcio´n es claramente una funcio´n peso, puesto que es finito, medible y
positiva. La continuidad de la funcio´n implica ω1(x, y, z) ∈ L1Loc(Ω) y tambie´n ω
−1
2−1 =∣∣1 + x2∣∣−1 ∈ L1Loc(Ω), es decir, ω1(x, y, z) ∈ B2(Ω). Aun ma´s ω−s1 ∈ L1(Ω), donde
s ∈ ⟨32 ,∞⟩∩[ 12−1 ,∞⟩.
(iii) Sea la funcio´n ω(x) = e∥x∥, definida sobre Ω ⊂ RN , subconjunto abierto y acotado. Esta
funcio´n es claramente una funcio´n peso, con ω(x) ∈ L1Loc(Ω) y tambie´n ω−s ∈ L1(Ω),
donde s ∈ ⟨N2 ,∞⟩∩[ 1p−1 ,∞⟩.
(iv) Sea la funcio´n ω(x) = (∥x∥ − r)−1, definida sobre x ∈ Ω = Br(0) ⊂ RN , subconjunto
abierto y acotado. Esta funcio´n es claramente una funcio´n peso, con ω(x) ∈ L1Loc(Ω) y
ω−s ∈ L1(Ω), donde s ∈ ⟨N2 ,∞⟩∩[ 1p−1 ,∞⟩.
En [13] podemos encontrar otros ejemplos de funciones peso. Hasta aqu´ı hemos considera-
do por simplicidad el caso de espacios de orden 1. Sin embargo nuestro estudio puede ser
extendido a espacios de orden k > 1.
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Definicio´n 23 Sea k ∈ N , 1 < p < ∞ y S una familia de funciones de peso en Bp(Ω) .
Denotamos por W k,p(Ω, S) al conjunto de todas las funciones f ∈ Lp(Ω, ωo) para el cual las
derivadas de´biles Dαf ∈ Lp(Ω, ωα) para todo |α| ≤ k.
El espacio de Sobolev con peso W k,p(Ω, S) es un espacio vectorial lineal y normado con
la norma
∥f∥Wk,p(Ω,S) =

∑
|α|≤k
∫
Ω
|Dαf |p ωαdx


1/p
.
En estos espacios, la aplicacio´n
Φ : W k,p(Ω, ω) −→ W k,p(Ω)
u 7→ u · w1/p
es un isomorfismo isome´trico con inversa dada por
Φ−1 : W k,p(Ω) −→ W k,p(Ω, ω)
v 7→ v · w−1/p
Observacio´n 5 Inclusiones de Sobolev para espacios con Peso
A continuacio´n establecemos inclusiones de Sobolev para espacios con peso entre los espacios
W k,p(Ω, ω) y Lq(Ω, ωq/p) con funcio´n de peso ω. Estos resultados se utilizan para controlar
los teoremas de existencia. Su buena definicio´n es consecuencia del isomorfismo Φ, que per-
mite bajar al espacio de Sobolev W k,p(Ω) y hacer uso de las inclusiones de Sobolev sin peso
W k,p(Ω) →֒ Lq(Ω), ∀ q ∈ [p, p∗] para luego nuevamente usar el isomorfismo isome´trico Φ con
el fin de volver a los espacios con peso. Enunciamos de modo explicito, la inclusio´n
W k,p(Ω, ω) →֒ Lq(Ω, ωq/p) si p ≤ q ≤ p∗ = Np
N − kp, y kp < N
y el siguiente diagrama es conmutativo:
W k,p(Ω, ω)
i→֒ Lq(Ω, ωq/p)
Φ ↓ ↑ Φ−1
W k,p(Ω)
i→֒ Lq(Ω)

1.5. Inmersiones de Sobolev con peso y la equivalencia de
normas en los espacios de Sobolev con peso W 1,p(Ω; a) y
W
1,p
o (Ω; a)
Aqu´ı complementaremos los resultados vistos en la seccio´n anterior a trave´s de las si-
guientes observaciones:
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Observacio´n 6 Consideremos ahora el espacio de Sobolev con peso W 1,p(Ω;ω) con una es-
pecial eleccio´n de la familia ω:
ωo = 1, ω1(x) = ω2(x) = . . . = ωN = a(x).
En este caso, usamos para el espacio W 1,p(Ω;ω) la notacio´n especial W 1,p(Ω; a). Este espacio
es normado por
∥u∥W 1,p(Ω,a) =
(∫
Ω
|u(x)|p dx+
∫
Ω
|∇u(x)|p a(x)dx
)1/p
. (1.18)
Supongamos que la funcio´n de peso a(x) satisface:
a
−1
p−1 ∈ L1Loc(Ω), (1.19)
a ∈ L1Loc(Ω), (1.20)
y la condicio´n
a−s ∈ L1(Ω) (1.21)
con un cierto s > 0 el cual sera´ especificado despue´s.
Introducimos el para´metro ps por
ps =
ps
s+ 1
< p.
Afirmacio´n 1: W 1,p(Ω; a) →֒W 1,ps(Ω)
En efecto, usando la desigualdad de Ho¨lder con el para´metro r = s+1s =
p
ps
obtenemos:
∫
Ω
∣∣∣∣ ∂u∂xi
∣∣∣∣
ps
dx =
∫
Ω
∣∣∣∣ ∂u∂xi
∣∣∣∣
ps
a
ps
p a
−ps
p dx
≤
(∫
Ω
∣∣∣∣ ∂u∂xi
∣∣∣∣
p
adx
) ps
p
(∫
Ω
a−sdx
) 1
s+1
≤ c′
∥∥∥∥ ∂u∂xi
∥∥∥∥
ps
Lp(Ω;a)
Y considerando, Ω un dominio acotado vemos que una funcio´n u ∈ W 1,p(Ω; a) tambie´n
pertenece al espacio sin peso W 1,ps(Ω), esto es,
∥u∥W 1,ps (Ω) ≤ c′ ∥u∥W 1,p(Ω;a)
para ps < p.
Afirmacio´n 2: W 1,p(Ω; a) →֒ Lr(Ω) donde 1 ≤ r ≤ p∗s = NpsN−ps =
Nps
N(s+1)−ps para ps <
N(s+ 1).
En efecto, usando el resultado anterior W 1,p(Ω; a) →֒ W 1,ps(Ω) y la inmersio´n de Sobolev
usual W 1,ps(Ω) →֒ Lr(Ω) obtenemos el resultado.
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Afirmacio´n 3: La inmersio´n W 1,p(Ω; a)
c→֒ Lr(Ω) es compacta para 1 ≤ r < p∗s.
En efecto, usando el resultado de la Afirmacio´n 1 W 1,p(Ω; a) →֒ W 1,ps(Ω) y la inmersio´n
compacta de Sobolev usual W 1,ps(Ω)
c→֒ Lr(Ω) obtenemos el resultado.

Ahora observe que p∗s > p si s >
N
p , y consecuentemente,
W 1,p(Ω; a)
c→֒ Lp(Ω) para s > N
p
. (1.22)
Afirmamos que (1.22) vale si
a−s ∈ L1(Ω) con s ∈
(
N
p
,∞
)
∩
[
1
p− 1 ,∞
)
(1.23)
ya que, para estar de acuerdo con la Definicio´n 20, debemos suponer tambie´n que s ≥ 1p−1 .
Observacio´n 7 Consideremos el espacio W 1,p(Ω; a) y su subespacio W 1,po (Ω; a) con Ω un
dominio acotado. Las inmersiones derivadas para W 1,p(Ω; a), tambie´n valen para W 1,po (Ω; a).
Para p∗s > p tenemos, en virtud de la inmersio´n de Sobolev usual(Teorema Sobolev-Gagliardo-
Niremberg) W 1,pso (Ω) →֒ Lp∗s , que:(∫
Ω
|u(x)|p dx
) 1
p
≤ c1
(∫
Ω
|u(x)|p∗s dx
) 1
p∗s
≤ c2
(∫
Ω
(|u(x)|ps + |∇u(x)|ps)dx
) 1
ps
.
La siguiente desigualdad en W 1,qo (Ω)∫
Ω
|u|qdx ≤ c
∫
Ω
|∇u|qdx (Desigualdad de Friedrichs) (1.24)
nos proporciona para q = ps(∫
Ω
(|u(x)|ps + |∇u(x)|ps)dx
) 1
ps ≤ c3
(∫
Ω
|∇u(x)|ps dx
) 1
ps
,
procediendo como en la Afirmacio´n 1, mostramos que:(∫
Ω
|∇u(x)|ps dx
) 1
ps ≤
[∫
Ω
|∇u(x)|ps a psp a−psp dx
] 1
ps
≤
[(∫
Ω
|∇u(x)|p a(x)dx
) ps
p
(∫
Ω
a−s(x)dx
) 1
s+1
] 1
ps
=
(∫
Ω
|∇u(x)|p a(x)dx
) 1
p
(∫
Ω
a−s(x)dx
) 1
p·s
inmediatamente conseguimos la desigualdad de Friedrichs con peso∫
Ω
|u(x)|p dx ≤ c4
∫
Ω
|∇u(x)|p a(x)dx. (1.25)
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Finalmente obtenemos la expresio´n
∥u∥
W 1,po (Ω;a)
=
(∫
Ω
|∇u(x)|p a(x)dx
)1/p
(1.26)
que es una norma sobre el espacio W 1,po (Ω; a) equivalente con la norma (1.18).
1.6. Resultados del ca´lculo variacional
Continuamos con algunas definiciones y teoremas del ca´lculo variacional.
Definicio´n 24 (Derivada de Fre´chet) Sean (X; ∥·∥X), (Y ; ∥·∥Y ) espacios de Banach, U
un conjunto abierto en X. Una aplicacio´n f : U 7−→ Y es diferenciable segu´n Fre´chet o
F-diferenciable en x ∈ U si existe un operador lineal Ax ∈ L(X;Y ) tal que
l´ım
h−→0
∥f(x+ h)− f(x)−Axh∥Y
∥h∥X
= 0.
Equivalentemente
f(x+ h)− f(x) = Axh+ φ(x, h) tal que l´ım∥h∥−→0 ∥φ(x,h)∥Y∥h∥X = 0.
Luego se define la aplicacio´n derivada de Fre´chet de f en U
f ′ : U ⊂ X 7−→ L(X;Y )
x 7−→ f ′(x) = Ax
Definicio´n 25 (Derivada de Gateaux) Sean (X; ∥·∥X), (Y ; ∥·∥Y ) espacios de Banach y
U un conjunto abierto en X. Una aplicacio´n f : U 7−→ Y es diferenciable segu´n Gateaux o
G-diferenciable en el punto x ∈ U si existe un operador lineal Bx ∈ L(X;Y ) tal que
l´ım
t−→0
∥∥∥∥f(x+ tv)− f(x)t −Bxv
∥∥∥∥
Y
= 0, ∀v ∈ X
Luego se define la aplicacio´n derivada de Gateaux en x, que denotaremos Df(x) ≡ Bx, donde
Df(x) : X 7−→ Y
v 7−→ Df(x)v = ⟨Df(x), v⟩
En particular la aplicacio´n derivada de Gateaux de f en U
Df : U ⊂ X 7−→ L(X;Y )
x 7−→ Df(x) = Bx
Observacio´n 8 De la definicio´n anterior, decimos que f es Gateaux diferenciable en x ∈ U
si la aplicacio´n
Df(x)h := l´ım
t→0
1
t
{f(x+ th)− f(x)}
existe para todo h ∈ X y Df(x) ∈ L(X,Y ).
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Definicio´n 26 Sea U ⊆ X abierto y f : U 7−→ R. Si la derivada segu´n Fre´chet f ′ : U 7−→ X ′
es continua, diremos que f ∈ C1(U).
Teorema 21 Sea f : U 7−→ R con derivada de Gateaux continua en U . Entonces f es
diferenciable segu´n Fre´chet en U y las derivadas segu´n Fre´chet y Gateaux coinciden. De esto
resulta que f ∈ C1(U).
Demostracio´n.- Ver [31], Proposicio´n 4.8, pa´gina 137.
Teorema 22 Si f es derivable segu´n Fre´chet en x entonces f es continua en x.
Demostracio´n.- Ver [31], Proposicio´n 4.8, pa´gina 137.
Teorema 23 Sean (X, ∥ ∥X) e (Y, ∥ ∥Y ) dos espacios normados, U ⊆ X un subconjunto
abierto no vac´ıo y f : U −→ Y una aplicacio´n. Si f es Fre´chet diferenciable en u ∈ U ,
entonces f es Gateaux diferenciable en u y las derivadas de Gateaux y Fre´chet coinciden.
Demostracio´n.- Supongamos que f es Fre´chet diferenciable en u ∈ U ; luego por definicio´n
tenemos:
l´ım
t→0
∥f(u+ th)− f(u)− f ′(u)(th)∥Y
∥th∥X
= 0 para todo h ∈ X \ {0}.
l´ım
t→0
1
|t|
∥∥f(u+ th)− f(u)− f ′(u)(th)∥∥
Y
= 0 para todo h ∈ X \ {0}
l´ım
t→0
1
t
{
f(u+ th)− f(u)− f ′(u)(th)} = 0 para todo h ∈ X \ {0}. (1.27)
Como f ′(u) es lineal, del resultado anterior tenemos
l´ım
t→0
1
t
{f(u+ th)− f(u)} = f ′(u)h para todo h ∈ X \ {0} (1.28)
Por otra parte, como f ′(u)0X = 0Y concluimos que
l´ım
t→0
1
t
{f(u+ th)− f(u)} = f ′(u)h para todo h ∈ X
Por lo tanto f es Gateaux diferenciable en u yDf(u)h = f ′(u)h para todo h ∈ X.

Definicio´n 27 Sean X, Y espacios de Banach, f : U×V ⊆ X×Y 7−→ R. Sea vo ∈ V fijado,
luego f(·, vo) es una funcio´n cuya derivada segu´n Gateaux (o Fre´chet) en uo ∈ U ,si existe,
es llamada la derivada parcial segu´n Gateaux (o Fre´chet) de f en (uo, vo), con respecto a la
primera variable y que sera´ denotada por Duf(uo, vo) o (fu(uo, vo)). Similarmente se define
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la derivada parcial con respecto a la segunda variable Dvf(uo, vo) (o fv(uo, vo)).
Adema´s, si Df(uo, vo) existe, entonces tambie´n existen Duf(uo, vo) , Dvf(uo, vo) y
Df(uo, vo)(h, k) = Duf(uo, vo)h+Dvf(uo, vo)k
Teorema 24 (Fre´chet-Gateaux) Si f es Fre´chet diferenciable en (uo, vo), entonces las de-
rivadas parciales fu(uo, vo), fv(uo, vo) existen y
⟨
f ′(uo, vo), (h, k)
⟩
= ⟨fu(uo, vo), h⟩+ ⟨fv(uo, vo), k⟩ , (h, k) ∈ X × Y
consecuentemente
⟨fu(uo, vo), h⟩ = l´ım
t−→0
f(uo + th, vo)− f(uo, vo)
t
=
⟨
f ′(uo, vo)(h, 0)
⟩
⟨fv(uo, vo), k⟩ = l´ım
t−→0
f(uo, vo + tk)− f(uo, vo)
t
=
⟨
f ′(uo, vo)(0, k)
⟩
donde f ′ es la derivada de Fre´chet (o Gateaux), en particular derivada de Gateaux gracias al
teorema anterior.
Rec´ıprocamente, si fu(uo, vo) y fv(uo, vo) existen en una vecindad de (uo, vo) y son continuas
en (uo, vo) entonces f es Fre´chet diferenciable en (uo, vo) y
⟨
f ′(uo, vo), (h, k)
⟩
= ⟨fu(uo, vo), h⟩+ ⟨fv(uo, vo), k⟩
Demostracio´n.- Ver [3], proposicio´n 5.3.15, pa´gina 231.
Teorema 25 (Regla de la cadena) Dados X,Y, Z espacios de Banach, f : U(x) ⊆ X 7−→
Y , (x, y) fijo donde y = f(x) y g : V (y) ⊆ Y 7−→ Z con f(U(x)) ⊆ V (y), donde U(x) y
V (y) son vecindades de x e y respectivamente. Se define la composicio´n g ◦ f : U(x) 7−→ Z.
Supongamos que f ′(x) y g′(f(x)) existen como F-derivadas. Entonces
a) La funcio´n composicio´n H = g ◦ f es F-diferenciable en x y se tiene que
H ′(x) = g′(f(x)) ◦ f ′(x)
b) Si f ′(x) existe solo como G-derivada en x, luego H es G-diferenciable en x y se obtiene
H ′(x) = g′(f(x)) ◦ f ′(x)
Demostracio´n.- Ver [31], Proposicio´n 4.10, pa´gina 138.
Definicio´n 28 Dado X un espacio de Hilbert y un funcional J : X −→ R. Decimos que
J es de´bilmente semicontinua inferior en uo si y solo si J es semicontinua inferior en uo
considerando X con su topolog´ıa de´bil. Es decir:
J(uo) ≤ l´ım inf
n−→∞
J(un) siempre que un ⇀ uo.
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Definicio´n 29 Un funcional J : X −→ R sobre un espacio de Banach X, es llamado coerciva
si, para cada sucesio´n (uk)k∈N ⊂ X,
∥uk∥ −→ +∞ implica J(uk) −→ +∞.
Teorema 26 Sea E espacio de Banach reflexivo. Las normas en E son funcionales de´bil-
mente semicontinuas inferiormente.
Demostracio´n.-
Sea uk ⊂ E tal que uk ⇀ u en E, esto es,
l´ım
k−→∞
⟨f, uk⟩ = ⟨f, u⟩ , ∀f ∈ E′
Por otro lado del Teorema de Han Banach se consigue (uk)k≥1 acotada en E luego
| ⟨f, u⟩ | = | l´ım
k−→∞
⟨f, uk⟩ | = l´ım
k−→∞
| ⟨f, uk⟩ |
la propiedad de norma de un funcional lineal implica
| ⟨f, u⟩ | = l´ım
k−→∞
| ⟨f, uk⟩ | ≤ |f |E′ |u|E ≤ |f |E′ l´ım inf
k−→∞
|uk|E ,
esto es,
| ⟨f, u⟩ | ≤ |f |E′ l´ım inf
k−→∞
|uk|E
Finalmente tomando supremo sobre todo f con |f |E′ = 1, se tiene
sup
|f |E′=1
| ⟨f, u⟩ | ≤ l´ım inf
k−→∞
|uk|E
De este modo conseguimos el resultado
|u|E ≤ l´ım inf
k−→∞
|uk|E .

Teorema 27 Sean E, F espacios de Banach. Si T ∈ L(E,F ) es un operador lineal compacto
y si un ⇀ u en E entonces Tun −→ Tu fuertemente en F .
Demostracio´n.- Ver [19] pa´gina 410.
Proposicio´n 6 Todo espacio de Hilbert H es uniformemente convexo, y por tanto reflexivo.
Demostracio´n.- Ver [5] pa´gina 79.
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Teorema 28 (Espacios uniformementes convexos) Sea E un espacio de Banach y uni-
formemente convexo, (xn) una sucesio´n en E tal que xn ⇀ x en E y
l´ım sup ∥xn∥ ≤ ∥x∥
entonces xn −→ x fuertemente.
Demostracio´n.- Ver [5] pa´gina 52.
Teorema 29 (Teorema de Eberlein-Shmulyan) Sea E un espacio de Banach. Se satis-
face:
E es reflexivo ⇔ Toda sucesio´n acotada, posee una subsucesio´n de´bilmente convergente a un
elemento de E.
Demostracio´n.- Ver [30], pa´gina 141.
Teorema 30 Sea X un espacio topolo´gico compacto y J : X 7−→ R un funcional semi-
continuo inferiormente. Entonces J es acotado inferiormente y existe un uo ∈ X tal que
J(uo) = ı´nfx∈X J(x).
Demostracio´n.-
Por la semicontinuidad inferior de J tenemos que J−1(−n,∞) es abierto para cada n.Tomemos
el siguiente cubrimiento abierto de X,
X =
∞∪
n=1
J−1(−n,∞).
Luego siendo X compacto, podemos extraer un subcubrimiento finito
X =
no∪
n=1
J−1(−n,∞) para algu´n no ∈ N,
de aqu´ı J(u) > −no para todo u ∈ X, as´ı que J es acotada inferiormente.
Ahora sea −∞ < c = ı´nfx∈X J(x) y supongamos por contradiccio´n que c < J(u) para todo
u ∈ X. Entonces
X =
∞∪
n=1
J−1(c+
1
n
,∞)
y adema´s, por la compacidad de X, existe un k ∈ N tal que c+ 1k < J(u) para todo u ∈ X,
de aqu´ı tomando el ı´nfimo, tenemos c+ 1k ≤ c, el cual es un absurdo.
Por tanto el ı´nfimo debe ser alcanzado en algu´n uo ∈ X.

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Teorema 31 (Principio del Mı´nimo) Sea E un espacio de Hilbert (o mas general, con-
sidere un espacio de Banach reflexivo) y supongamos que un funcional J : E 7−→ R, verifica:
(M1) J es de´bilmente semicontinuo inferiormente.
(M2) J es coercivo (esto es, J(u)→ +∞ cuando ∥u∥ → ∞),
entonces
Jes acotado inferiormente y existe uo ∈ E tal que J(uo) = ı´nf
x∈E
J(x).
Demostracio´n.-
Por la hipo´tesis (M2) de coercitividad, podemos elegir R > 0 tal que J(u) ≥ J(0) para todo
u ∈ E con R ≤ ∥u∥. Ya que la bola cerrada de radio R y centro 0, BR(0) es compacto en la
topolog´ıa de´bil y por (M1), J : BR(0) 7−→ R es semicontinua inferiormente en la topolog´ıa
de´bil, luego el Teorema 30 implica la existencia de uo ∈ BR(0) tal que J(uo) = ı´nfx∈BR(0) J(x),
de aqu´ı J(uo) = ı´nfx∈E J(x) por la eleccio´n de R y en particular J es acotado inferiormente
sobre E.

Ejemplos sobre la aplicacio´n del Principio del Mı´nimo, se puede encontrar en [12].
Observacio´n 9 Sea E un espacio de Banach reflexivo y J : E 7−→ R un funcional coercivo
y de´bilmente semicontinuo inferiormente. Entonces se concluye en particular que J es un
funcional acotado inferiormente sobre E.
Definicio´n 30 (Condicio´n de Palais-Smale) Sean E un espacio de Banach real y J ∈
C1(E,R). Se dice que J satisface la condicio´n de Palais-Smale (en adelante lo considera-
remos condicio´n (PS)), si cualquier sucesio´n {um}∞m=1 en E tal que {J(un)} es acotada y
l´ımm→∞ J
′(um) = 0, admite una subsucesio´n convergente.
Definicio´n 31 Sean E un espacio de Banach y J : E −→ R un funcional de clase C1(E,R)
sobre E. Se dice que u ∈ E es un punto cr´ıtico de J si J ′(u) ≡ 0, es decir, si J ′(u)φ = 0
para todo φ ∈ E.
Observacio´n 10 Sea E un espacio de Banach. Si uo es un punto de mı´nimo para un fun-
cional J : E 7−→ R y J es diferenciable en uo, entonces uo es un punto cr´ıtico de J .
En efecto, si uo es un punto de mı´nimo, para h ∈ E, existe un δ > 0 tal que,
J(uo) ≤ J(uo + th), para todo |t| < δ.
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Como J es F− diferenciable en uo entonces J es G− diferenciable en uo, por tanto conse-
guimos
0 ≤ l´ım
t→0+
1
t
{J(uo + th)− J(uo)} = DJ(uo)h = l´ım
t→0−
1
t
{J(uo + th)− J(uo)} ≤ 0.
De esto DJ(uo)h = 0, por tanto la derivada de Fre´chet es cero en uo y as´ı es punto cr´ıtico.
Definicio´n 32 Un nu´mero c es llamado valor cr´ıtico de J si J(u) = c para algu´n punto
cr´ıtico u ∈ E, (esto es Kc ̸= ϕ). El conjunto de todos los puntos cr´ıticos en el nivel c , se
define por
Kc =
{
u ∈ E / J(u) = c, J ′(u) = 0} .
Tambie´n definimos
As = {u ∈ E / J(u) ≤ s} .
A continuacio´n encunciamos una versio´n del Lema de deformacio´n con el fin de probar el
Teorema del paso de la montan´a.
Lema de deformacio´n : Sea E un espacio de Banach Real. Suponga que J ∈ C1(E,R) y
satisface la condicio´n (PS). Si c no es un valor cr´ıtico de J entonces dado cualquier ϵ > 0,
existen δ > 0 ∈ ⟨0, ϵ⟩ y η ∈ C([0, 1]× E,E) tales que :
(LD0) η(0, u) = u para todo u ∈ E.
(LD1) η(1, u) = u si J(u) /∈ [c− ϵ; c+ ϵ].
(LD2) η(1, Ac+δ) ⊂ Ac−δ.
Demostracio´n.- Ver [28].
Teorema 32 (Teorema del paso de la montan˜a) Sea E un espacio de Banach real y sea
J ∈ C1(E,R), un operador que satisface la condicio´n (PS). Suponga que J(0) = 0 y que se
satisfacen:
(PM1) Existen constantes positivas ρ y σ tales que J |∂Bρ(0) ≥ σ.
(PM2) Existe un w ∈ E −Bρ(0) tal que J(w) ≤ 0.
Entonces J posee un valor cr´ıtico c ≥ σ. Adema´s c puede ser caracterizado como :
c = ı´nf
g∈Γ
ma´x
u∈g([0,1])
J(u) (1.29)
donde Γ = {g ∈ C([0, 1] , E)/g(0) = 0, g(1) = w}.
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Demostracio´n.-
Iniciamos la prueba con la existencia de c dada por (1.29) tal que σ ≤ c < ∞. Como para
cada g ∈ Γ, ma´xu∈g([0,1]) J(u) existe porque J ◦ g es una funcio´n escalar continua definida en
el compacto [0, 1]. Luego c < ∞ es un nu´mero finito. Adema´s, si g ∈ Γ, la funcio´n ∥g(t)∥E
es continua sobre [0, 1], pues es la composicio´n de funciones continuas. Como ∥g(0)∥E = 0 y
∥g(1)∥E = ∥w∥E y ∥w∥E > ρ > 0 (por hipo´tesis (PM2)), el Teorema del valor intermedio
garantiza la existencia de un to ∈ ⟨0, 1⟩ tal que ∥g(to)∥E = ρ. Es decir, g(to) ∈ ∂Bρ(0). Por
tanto, de (PM1) conseguimos:
maxu∈g([0,1])J(u) ≥ J(g(to)) ≥ σ.
Como g ∈ Γ es arbitraria, tomamos el ı´nfimo a la anterior desigualdad, obteniendo c ≥ σ.
Ahora razonando por el absurdo, suponga que c no es valor cr´ıtico de J . Sea ϵ = σ2 entonces
por el Lema de deformacio´n, existe un δ ∈ ⟨0, ϵ⟩ y una funcio´n η ∈ C([0, 1] × E,F ) que
satisface (LD0), (LD1) y (LD2). Por (1.29) y la definicio´n de ı´nfimo, existe g¯ ∈ Γ tal que
c < ma´x
u∈g¯([0,1])
J(u) ≤ c+ δ. (1.30)
Definamos h(t) := η(1, g¯(t)), para todo t ∈ [0, 1]. Como η(1, ·) ∈ C(E,E) y g¯ es continua en
[0, 1], la funcio´n compuesta h = η(1, ·) ◦ g¯ ∈ C([0, 1] , E). Como g¯(0) = 0, tambie´n J(g¯(0)) =
J(0) = 0 < σ2 ≤ c− ϵ, (pues σ ≤ c). Luego por (LD1) se sigue que J(g¯(0)) = 0 /∈ [c− ϵ, c+ ϵ]
implica h(0) = η(1, 0) = 0.
De manera similar Como g¯(1) = w, tambie´n de (PM2) J(g¯(1)) = J(w) ≤ 0 luego por (LD1),
J(g¯(1)) = J(w) /∈ [c − ϵ, c + ϵ] implica h(1) = η(1, w) = w. De estos resultados h ∈ Γ y por
definicio´n de ı´nfimo en (1.29)
c ≤ ma´x
u∈h([0,1])
J(u).
Por (1.30)
g¯([0, 1]) = {g¯(t) ∈ E / t ∈ [0, 1], J(g¯(t)) ≤ c+ δ} ⊂ {u ∈ E / J(u) ≤ c+ δ} = Ac+δ
luego por (LD2) se tiene
h([0, 1]) = η(1, g¯([0, 1])) ⊂ η(1, Ac+δ) ⊂ Ac−δ.
Esto es h([0, 1]) ⊂ Ac−δ implica J(h(t)) ≤ c− δ para todo t ∈ [0, 1] por tanto
ma´x
u∈h([0,1])
J(u) ≤ c− δ < c.
Esto es absurdo. Luego c es un valor cr´ıtico de J .
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Observacio´n 11 En el Teorema del paso de la montan˜a tenemos z ∈ E tal que J ′(z) = 0
y J(z) = c ≥ σ, donde se observa que c ≥ σ, puesto que cada camino g conectando 0 a w
tendra´ que cruzar la esfera {u / ∥u∥ = ρ}, ya que w permanece fuera de la bola de centro 0
y radio ρ. Sobre esta esfera el valor de J es al menos σ, de aqu´ı el ma´ximo valor de J(g(t))
para cualquier g es al menos σ y as´ı c ≥ σ. Adema´s el punto cr´ıtico z ̸= 0 y z ̸= w.
Observacio´n 12 En el ca´lculo variacional se desarrollan los me´todos variacionales para
resolver ecuaciones de la forma
F (u) = 0 (1.31)
en un espacio de Hilbert E, para esto se tomara´ un funcional
J : E 7−→ R
tal que su derivada de Fre´chet sea J ′ = F , es decir
⟨
J ′(u), v
⟩
= ⟨F (u), v⟩ , para cada u, v ∈ E. (1.32)
Entonces las soluciones de la ecuacio´n F (u) = 0 sera´n los puntos cr´ıticos de J .
Algunos ejemplos sobre la aplicacio´n del Teorema del paso de la montan˜a, se puede encontrar
en [24] ,[8] y una generalizacio´n del mismo en [29].
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Cap´ıtulo 2
Definicio´n y condiciones del
problema
En este cap´ıtulo presentamos el problema, damos las condiciones sobre los datos e intro-
ducimos la definicio´n de solucio´n de´bil del problema.
2.1. Una clase de sistemas el´ıpticos semilineales
En este trabajo abordamos una clase de sistemas el´ıpticos semilineales de la forma:

−div(a(x)∇u) = λFu(x, u, v) en Ω
−div(b(x)∇v) = λFv(x, u, v) en Ω
u = v = 0 sobre ∂Ω
(2.1)
donde Ω es un dominio acotado de RN con N > 2 y de frontera bien regular. Los pesos
a(x), b(x) son funciones medibles no negativos sobre Ω, F un funcional de clase C1 donde
(Fu, Fv) = ∇F representa el gradiente de F en las variables (u, v) ∈ R2 y λ es un para´metro
positivo.
2.2. Condiciones sobre el problema y definicio´n de solucio´n
de´bil
En este trabajo, consideramos el sistema (2.1) y probamos bajo adecuadas condiciones de
no linealidad sobre Fu y Fv, usando el Principio del Mı´nimo (ver [27] pa´gina 4 Teorema 2) y
el Teorema del paso de la montan˜a de A. Ambroseti y Rabinowitz (ver [1] ), que el sistema
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(2.1) tiene al menos dos soluciones de´biles no triviales.
Asumimos en este trabajo que los pesos a, b ∈ L1Loc(Ω), satisfacen
a−s, b−s ∈ L1(Ω), s ∈
(
N
2
,∞
)∩
[1,∞⟩ . (2.2)
Con los nu´meros s definimos:
2s =
2s
s+ 1
, 2∗s =
N2s
N − 2s =
N2s
N(s+ 1)− 2s > 2.
Proposicio´n 7 Dados los pesos a, b ∈ L1Loc(Ω) satisfaciendo (2.2), entonces los funcionales
∥u∥2a =
∫
Ω
a(x) |∇u|2 dx, ∀u ∈ C∞o (Ω) y
∥v∥2b =
∫
Ω
b(x) |∇v|2 dx, ∀v ∈ C∞o (Ω).
son normas que provienen de un producto interno. Adema´s los espaciosW 1,2o (Ω, a) yW
1,2
o (Ω, b)
definidos como la clausura de C∞o (Ω) con respecto estas normas respectivamente son espacios
de Hilbert.
Demostracio´n.-
Demostraremos que ∥·∥a y ∥·∥b son normas y que provienen de un producto interno, para ello
bastara´ realizar la prueba para ∥·∥a. Primero veamos la buena definicio´n de esta norma:
Como todo operador diferencial Dα es una aplicacio´n lineal continua de D(Ω) en D(Ω),
tenemos que si u ∈ C∞o (Ω) entonces ∂u∂xi ∈ C∞o (Ω), con sopp( ∂u∂xi ) ⊂ sopp(u) por tanto
sopp(|∇u|2) ⊂ sopp(u) (2.3)
Usando (2.3) tenemos
∥u∥2a =
∫
Ω
a(x) |∇u|2 dx ≤ maxx∈K |∇u|2
∫
K
a(x)dx <∞,
donde K = sopp(|∇u|2), a ∈ L1Loc(Ω) y u ∈ C∞o (Ω). As´ı ∥·∥a esta´ bien definida. Ana´loga-
mente se prueba que ∥·∥b esta´ bien definida.
Ahora probemos que ∥·∥a es una norma:
(i) ∥u∥2a =
∫
Ω a(x) |∇u|2 dx ≥ 0 ya que a(x) > 0 y |∇u|2 ≥ 0.
(ii) ∥u∥2a = 0 implica u = 0 en c. t. p. de Ω.
En efecto, para p = 2 la desigualdad de Friedrichs con peso, es dada por:
∥u∥2L2(Ω) =
∫
Ω
|u(x)|2 dx ≤ c4
∫
Ω
a(x) |∇u(x)|2 dx = c4 ∥u∥2a ,
ver la ecuacio´n (1.25) de la Observacio´n 7 en el Cap´ıtulo 1. Si ∥u∥a = 0, la desigualdad
anterior implica ∥u∥2L2(Ω) = 0, luego u = 0 en c.t.p. de Ω.
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(iii) ∥αu∥2a =
∫
Ω a(x) |α∇u|2 = α2
∫
Ω a(x) |∇u|2 dx = α2 ∥u∥2a.
(iv) ∥u+ v∥a =
[∫
Ω a(x) |∇(u+ v)|2 dx
]1/2
≤
[∫
Ω a |∇u|2 +
∫
Ω a |∇v|2 + 2
∫
Ω a |∇u| |∇v|
]1/2
.
Luego por la desigualdad de Ho¨lder
∫
Ω
a |∇u| |∇v| dx =
∫
Ω
a1/2 |∇u| a1/2 |∇v| dx ≤ ∥u∥a ∥v∥a ,
de lo anterior
∥u+ v∥a ≤
[
∥u∥2a + ∥v∥2a + 2 ∥u∥a ∥v∥a
]1/2
= ∥u∥a + ∥v∥a .
As´ı ∥·∥a es una norma. De la misma forma se prueba que ∥·∥b es una norma.
Veamos ahora para u ∈ W 1,2o (Ω, a), esto es, si u ∈ C∞o (Ω)
∥·∥a entonces ∃ (φn) ⊂ C∞o (Ω) tal
que φn −→ u luego definimos
∥u∥a = l´ımn−→∞ ∥φn∥a .
La buena definicio´n se verifica debido a la equivalencia de las normas ∥·∥a y ∥·∥W 1,2(Ω,a) en
C∞o (Ω) ⊂W 1,2o (Ω, a) ⊂W 1,2(Ω, a),
esto es,
c1 ∥φn∥W 1,2(Ω,a) ≤ ∥φn∥a ≤ c2 ∥φn∥W 1,2(Ω,a) .
De esto y los resultados anteriores, se verifica las condiciones de la norma para ∥·∥a.
Se demuestra de manera similar que estas normas ∥·∥a , ∥·∥b provienen de un producto interno
(·, ·)a , (·, ·)b respectivamente, definidos por
(f1, g1)a =
∫
Ω
a(x)∇f1 • ∇g1dx, ∀f1, g1 ∈ C∞o y
(f2, g2)b =
∫
Ω
b(x)∇f2 • ∇g2dx, ∀f2, g2 ∈ C∞o .
Adema´s W 1,2o (Ω, a) y W
1,2
o (Ω, b) son espacios Hilbert.En efecto, para probar que W
1,2
o (Ω, a)
es un espacio de Hilbert, recordemos que por definicio´n
W 1,2o (Ω, a) := C
∞
o (Ω) ⊂W 1,2(Ω, a).
Ahora como W 1,2(Ω; a) es un espacio completo y W 1,2o (Ω; a) es un subespacio cerrado, enton-
ces W 1,2o (Ω; a) es completo. Tambie´n se tiene que esta norma ∥·∥a proviene de un producto
interno en este espacio, por tanto W 1,2o (Ω; a) es un espacio de Hilbert. Procediendo en forma
ana´loga obtenemos el espacio de Hilbert W 1,2o (Ω; b).

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Ahora definimos:
W :=W 1,2o (Ω, a)×W 1,2o (Ω, b).
Es claro que W es un espacio de Hilbert bajo la norma :
∥(u, v)∥W = ∥u∥a + ∥v∥b
y con producto escalar:
⟨f, g⟩ =
∫
Ω
(a(x)∇f1∇g1 + b(x)∇f2∇g2) ∀f = (f1, f2), g = (g1, g2) ∈W
esto es, debido a que el producto cartesiano de espacios de Hilbert es un espacio de Hilbert.
Entonces W es un espacio uniformemente convexo ya que en W se cumple la identidad del
paralelogramo por ser un espacio de Hilbert (ver Proposicio´n 6).

Proposicio´n 8 Tenemos la inmersio´n continua
W →֒ (W 1,2s(Ω))2 para 2s = 2s
s+ 1
Demostracio´n.-
Probaremos que:
W 1,2o (Ω, a) →֒W 1,2s(Ω),
es decir
∥u∥W 1,2s (Ω) ≤ k ∥u∥a para todo u ∈W 1,2o (Ω, a).
Partimos de la igualdad
∥u∥2sW 1,2s (Ω) = ∥u∥2sL2s + ∥∇u∥2sL2s
y por la desigualdad de Poincare´
∥u∥L2s ≤ c ∥∇u∥L2s ∀u ∈W 1,2so .
Luego
∥u∥2sW 1,2s (Ω) ≤ (k′ + 1) ∥∇u∥2sL2s ,
equivalentemente
∥u∥W 1,2s (Ω) ≤ (k′ + 1)1/2s ∥∇u∥L2s
= (k′ + 1)1/2s
[∫
Ω
|∇u|2s/(s+1)
](s+1)/2s
= (k′ + 1)1/2s
[∫
Ω
a−s/(s+1)as/(s+1) |∇u|2s/(s+1)
](s+1)/2s
.
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De la desigualdad de Ho¨lder obtenemos:
∥u∥W 1,2s ≤ (k′ + 1)1/2s
[∥∥∥a−s/(s+1)∥∥∥
Ls+1
∥∥∥as/(s+1) |∇u|2s/(s+1)∥∥∥
L(s+1)/s
](s+1)/2s
= (k′ + 1)1/2s
[∫
Ω
a−s
]1/2s [∫
Ω
a |∇u|2
]1/2
= k ∥u∥a ,
y as´ı queda probado el resultado.
Ana´logamente se prueba que W 1,2o (Ω, b) →֒W 1,2s(Ω) es decir
∥v∥W 1,2s (Ω) ≤ k ∥v∥b para todo v ∈W 1,2o (Ω, b).
Entonces
∥(u, v)∥W 1,2s×W 1,2s = ∥u∥W 1,2s + ∥v∥W 1,2s
≤ c(∥u∥a + ∥v∥b)
= c ∥(u, v)∥W ,
es decir
∥(u, v)∥W 1,2s×W 1,2s ≤ c ∥(u, v)∥W para todo (u, v) ∈W

Proposicio´n 9 Se tiene la inmersio´n de Sobolev
W →֒ (L2∗s (Ω))2.
Demostracio´n.-
La prueba sigue del diagrama
W →֒ (W 1,2s(Ω))2 →֒ (L2∗s (Ω))2
y de la inmersio´n continua,(ver [23] Corolario 4.8.2 pa´gina 104)
p < N, W 1,p(Ω) →֒ Lq(Ω) donde 1
q
=
1
p
− 1
N

Proposicio´n 10 Tenemos la inmersio´n compacta
W →֒ Lr(Ω)× Lt(Ω) donde 1 ≤ r, t < 2∗s.
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Demostracio´n.-
La prueba sigue del Diagrama
W →֒ (W 1,2s(Ω))2 →֒ (Lr(Ω)× Lt(Ω)) para 1 ≤ r, t < 2∗s
y de la inmersio´n compacta, (ver [23] Teorema 4.8.2 pa´gina 104)
p < N, W 1,p(Ω) →֒ Lq(Ω) ∀1 ≤ q < p∗ donde 1
p∗
=
1
p
− 1
N
.

Retornando a las condiciones del problema. Suponga que F (x, t, s) es un C1−funcional
sobre Ω× R× R 7−→ R satisface :
(F1) Existen constantes positivas c1, c2 tal que :
|Ft(x, t, s)| ≤ c1|t|γ |s|δ+1
|Fs(x, t, s)| ≤ c2|t|γ+1|s|δ
para todo (t, s) ∈ R2, casi todo punto x ∈ Ω y algunos γ, δ > 1 tales que γ+1p + δ+1q = 1
y γ + 1 < p < 2∗s,δ + 1 < q < 2
∗
s.
(F2) Existen constantes positivas c y 2 < α, β < 2∗s tal que
|F (x, t, s)| ≤ c(1 + |t|α + |s|β)
para todo x ∈ Ω y |t| , |s| ∈ [0,∞⟩
(F3) Existen R > 0 , θ y θ′ con 12∗s
< θ, θ′ < 12 tal que
0 < F (x, t, s) ≤ θtFt(x, t, s) + θ′sFs(x, t, s)
para todo x ∈ Ω y |t| , |s| ≥ R
(F4) Existe α > 2, β > 2 y ϵ > 0 tal que
|F (x, t, s)| ≤ c(|t|α + |s|β)
para todo x ∈ Ω y |t| , |s| ≤ ϵ
Ahora enunciaremos el concepto de solucio´n de´bil para el sistema (2.1).
Del sistema el´ıptico semilineal (2.1), consideremos
−div(a∇u) = λFu(x, u, v) en Ω con u = 0 en ∂Ω.
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De las propiedades de la divergencia se consigue
−div(a(x)∇u) = −∇ • (a∇u) (2.4)
y multiplicamos por φ a la igualdad (2.4). Luego integrando sobre Ω tenemos
−
∫
Ω
div(a(x)∇u)φdx = −
∫
Ω
[∇ • (a∇u)]φdx.
Aplicando el Teorema de Green al te´rmino de la derecha, en la igualdad anterior
−
∫
Ω
[∇ • (a∇u)]φdx =
∫
Ω
[a(x)(∇u)]∇φdx.
Entonces
−
∫
Ω
div(a∇u)φdx =
∫
Ω
a∇u∇φdx.
De manera similar obtenemos que
−
∫
Ω
div(b∇v)ψdx =
∫
Ω
b∇v∇ψdx.
Luego ∫
Ω
a∇u∇φdx = λ
∫
Ω
Fu(x, u, v)φdx y∫
Ω
b∇v∇ψdx = λ
∫
Ω
Fv(x, u, v)ψdx,
entonces sumando los resultados anteriores∫
Ω
(a∇u∇φ+ b∇v∇ψ)dx = λ
∫
Ω
[Fu(x, u, v)φ+ Fv(x, u, v)ψ]dx ∀(φ, ψ) ∈W (2.5)
Definicio´n 33 Decimos que (u, v) ∈ W es una solucio´n de´bil del sistema (2.1) si y solo si
satisface (2.5), esto es:∫
Ω
(a(x)∇u∇φ+ b(x)∇v∇ψ)dx = λ
∫
Ω
[Fu(x, u, v)φ+ Fv(x, u, v)ψ]dx, ∀(φ,ψ) ∈W.
As´ı, hallar soluciones de´biles del problema (2.1) consiste en hallar las soluciones de la ecua-
cio´n integral (2.5).
Definimos el funcional correspondiente asociado al problema (2.1) como:
ℑλ(u, v) = 1
2
∫
Ω
(a(x) |∇u|2 + b(x) |∇v|2)dx− λ
∫
Ω
F (x, u, v). (2.6)
A continuacio´n probaremos que este funcional ℑλ(u, v) es de clase C1 en W y mas adelante
probaremos que las soluciones de´biles de (2.1) son exactamente los puntos cr´ıticos de ℑλ(u, v).
Proposicio´n 11 El funcional ℑλ dado por (2.6) esta´ bien definida y es de clase C1 en W .
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Demostracio´n.-
Primero probaremos que el funcional esta´ bien definido. Se verifica que los dos primeros
te´rminos del Funcional son normas bien definidas
ℑλ(u, v) = 1
2
[∥u∥2a + ∥v∥2b ]− λ
∫
Ω
F (x, u, v). (2.7)
Por los ca´lculos realizados en la prueba del Lema 2, tenemos∫
Ω
F (x, u, v)dx ≤ γ + 1
p
c
∫
Ω
a(x) |∇u|2 dx+ δ + 1
q
c
∫
Ω
b(x) |∇v|2 dx <∞.
As´ı, ℑλ esta´ bien definida. Ahora probaremos que el funcional ℑλ es de clase C1 y lo haremos
en dos partes:
Parte (I) : El funcional ℑλ es Fre´chet diferenciable.
Parte (II): La Derivada de Fre´chet de ℑλ es Continua.
Iniciamos la prueba de la Parte I: ℑλ es Fre´chet diferenciable con derivada
⟨ℑ′λ(u, v), (φ,ψ)⟩ =
∫
Ω
(a(x)∇u∇φ+ b(x)∇v∇ψ)dx− λ
∫
Ω
[Fu(x, u, v)φ− Fv(x, u, v)ψ]dx.
(2.8)
Para probar esto procederemos probando que Ju(u, v) y Jv(u, v) esta´n bien definidas, existen
y son continuas para luego aplicar el Teorema 24 y concluir que ℑλ(u, v) es F-diferenciable.
Para (φ,ψ) ∈W se definen:
⟨Ju(u, v);φ⟩ =
∫
Ω
a(x)∇u∇φdx− λ
∫
Ω
Fu(x, u, v)φdx
⟨Jv(u, v);ψ⟩ =
∫
Ω
b(x)∇v∇ψdx− λ
∫
Ω
Fv(x, u, v)ψdx
Afirmacio´n (I-a): Ju(u, v) y Jv(u, v) esta´n bien definidas.
De la desigualdad de Ho¨lder∫
Ω
a(x) |∇u| |∇φ| dx =
∫
Ω
a1/2(x) |∇u| a1/2 |∇φ| dx
≤
∫
Ω
a(x) |∇u|2 dx
∫
Ω
a |∇φ|2 dx,
donde la u´ltima expresio´n de la desigualdad es finita, debido a que la norma ∥·∥a esta´ bien
definida. Ahora como F (x, u, v) verifica la condicio´n (F1):
|Fu(x, u, v)φ| ≤ c1|u|γ |v|δ+1|φ|.
Luego la desigualdad de Ho¨lder Generalizada y la inmersio´n de Sobolev W 1,2o (Ω, a) →֒ Lr(Ω),
para 2 < r < 2∗s implican que∫
Ω
|Fu(x, u, v)φ| dx ≤ c1
∫
Ω
|u|γ |v|δ+1 |φ| dx ≤ ∥|u|γ∥
L
p
γ
∥∥∥|v|δ+1∥∥∥
L
q
δ+1
∥φ∥Lp es finito,
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donde |u|γ ∈ L pγ ; |v|δ+1 ∈ L qδ+1 y |φ| ∈ Lp. Por tanto, de estos resultados conseguimos
|⟨Ju(u, v);φ⟩| ≤
∫
Ω
a(x) |∇u| |∇φ| dx+ λ
∫
Ω
Fu(x, u, v)φdx < +∞
es decir |⟨Ju(u, v);φ⟩| esta´ bien definido.
Procediendo en forma ana´loga, se prueba que |⟨Jv(u, v);ψ⟩| esta´ bien definida.
Afirmacio´n (I-b): Ju(u, v) , Jv(u, v) existen en W
1,2
o (Ω, a) , W
1,2
o (Ω, b) respectivamente y
son dadas por
⟨Ju(u, v);w⟩ = l´ım
t→0
ℑλ(u+ tw, v)−ℑλ(u, v)
t
para todo w ∈W 1,2o (Ω, a)
⟨Jv(u, v);w⟩ = l´ım
t→0
ℑλ(u, v + tw)−ℑλ(u, v)
t
para todo w ∈W 1,2o (Ω, b),
esto es, la definicio´n de derivada parcial de Fre´chet (o Gateaux).
⟨Ju(u, v);w⟩
= l´ım
t→0
ℑλ(u+ tw, v)−ℑλ(u, v)
t
= l´ım
t→0
1/2
∫
Ω a |∇(u+ tw)|2 − 1/2
∫
Ω a |∇u|2 dx− λ
∫
Ω F (x, u+ tw, v)dx+ λ
∫
Ω F (x, u, v)dx
t
= l´ım
t→0
1/2
∫
Ω a[|∇(u+ tw)|2 − |∇u|2]dx
t
− λ l´ım
t→0
∫
Ω[F (x, u+ tw, v)− F (x, u, v)]dx
t
.
As´ı, basta verificar la igualdad
l´ım
t→0
1/2
∫
Ω
a[|∇(u+ tw)|2 − |∇u|2]dx
t
− λ l´ım
t→0
∫
Ω
[F (x, u+ tw, v)− F (x, u, v)]dx
t
=
∫
Ω
a(x)∇u∇wdx− λ
∫
Ω
Fu(x, u, v)dx.
Este resultado se conseguira´ mediante las afirmaciones (J1) y (J2) enunciadas a continuacio´n:
Afirmacio´n (J1): I(u) = 1/2
∫
Ω a(x) |∇u|2 dx es Gateaux diferenciable con derivada
⟨
I ′(u), w
⟩
=
∫
Ω
a(x)∇u∇wdx
Primero veamos que para u = 0 (u = constante) en W 1,2o (Ω, a) y todo w ∈W 1,2o (Ω, a),
⟨
I ′(0), w
⟩
= l´ım
t→0
I(0 + tw)− I(0)
t
= 1/2 l´ım
t→0
∫
Ω a(x) |∇(tw)|2
t
dx
= 1/2 l´ım
t→0
t2
∫
Ω a(x) |∇(w)|2
t
dx
= 1/2 l´ım
t→0
t
∫
Ω
a |∇w|2 = 0.
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Por tanto I es G-diferenciable en el origen.
Ahora sea u ̸= 0 no constante en W 1,2o (Ω, a) definimos la composicio´n I = Q ◦ P donde
P : W 1,2o (Ω, a) 7−→ L2(Ω) y Q : L2(Ω) 7−→ R
w 7−→ a1/2 |∇w| v 7−→ 1/2 ∫Ω |v|2 dx
De esta forma para probar que I = Q ◦ P es Gateaux diferenciable bastara´ probar que Q es
F-diferenciable y que P es G-diferenciable en W 1,2o (Ω, a) para utilizar el teorema 25.
Afirmacio´n: Q es F-diferenciable; para esto se probara´ que Q es G-diferenciable y Q′ es
continua para aplicar el Teorema 21.
Q es G-diferenciable, en efecto Sea u, v ∈ L2(Ω) y t ∈ [0, 1]
h : [0, 1] 7−→ R
t 7−→ 1/2 |u+ tv|2
donde h es continua en [0, t] con t ∈ ⟨0, 1⟩, adema´s diferenciable.
Por el Teorema del valor medio, existe δ ∈ ⟨0, 1⟩ con tδ ∈ ⟨0, t⟩ tal que
h(t)− h(0) = h′(tδ)(t− 0).
Con esto conseguimos
1/2 |u+ tv|2 − 1/2 |u|2 = [|u+ tδv| · sign(u+ tδv) · v](t− 0) = [(u+ tδv)v]t (2.9)
entonces ∣∣∣∣h(t)− h(0)t
∣∣∣∣ = |u+ tδv| |v| ≤ (|u|+ |v|) |v| . (2.10)
Luego utilizando la desigualdad de Ho¨lder obtenemos que (|u|+ |v|)|v| ∈ L1(Ω)
∫
Ω
∣∣∣∣h(t)− h(0)t
∣∣∣∣ dx ≤
∫
Ω
(|u|+ |v|) |v| dx ≤ ∥|u|+ |v|∥L2 ∥v∥L2 . (2.11)
Ahora, de (2.10) , (2.11) y el Teorema 6, (Teorema de convergencia dominada)
l´ım
t→0
∫
Ω
h(t)− h(0)
t
dx =
∫
Ω
l´ım
t→0
h(t)− h(0)
t
dx
Luego Q es G-diferenciable, puesto que
⟨
Q′(u); v
⟩
= l´ım
t→0
Q(u+ tv)−Q(u)
t
= l´ım
t→0
1/2
∫
Ω |u+ tv|2dx− 1/2
∫
Ω |u|2dx
t
= l´ım
t→0
1
t
[
∫
Ω
1/2(|u+ tv|2 − |u|2)]
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por (2.9 ) se obtiene
= l´ım
t→0
1
t
∫
Ω
t [|u+ tδv|sign(u+ tδv)v] dx
= l´ım
t→0
∫
Ω
[|u+ tδv|sign(u+ tδv)v] dx
nuevamente por el Teorema 6
=
∫
Ω
|u|sign(u)vdx =
∫
Ω
uvdx.
As´ı existe Q′ segu´n Gateaux, mas au´n
Q′ : L2(Ω) 7−→ [L2(Ω)]′ = L2(Ω)
u 7→ Q′(u)
tal que ⟨
Q′(u); v
⟩
=
∫
Ω
uvdx.
Q′ es continua en L2(Ω), en efecto, considere α(t) = t continua de R en R. As´ı para u ∈ L2
se tiene α(u) = u ∈ L2(Ω) entonces el operador
T : L2 7−→ L2
u → α(u) = u
es continuo en L2(Ω). En efecto, sean (uk) ⊂ L2 y u ∈ L2 tal que uk → u en L2(Ω), luego por
Teorema 7, existe una subsucesio´n (ukn) ⊂ L2(Ω) y H ∈ L2(Ω) tal que ukn → u en c. t. p. de
Ω y |ukn(x)| ≤ H(x) en c. t. p. de Ω y todo kn ≥ 1 entonces k → ∞ implica |u(x)| ≤ H(x)
en casi todo punto , luego de la continuidad de α tenemos α(ukn(x))→ α(u(x)) en casi todo
punto de Ω. Adema´s
|α(ukn(x))− α(u(x))| ≤ |α(ukn(x))| − |α(u(x))| ≤ |H(x)|+ |H(x)| = 2|H(x)|
entonces
|α(ukn(x))− α(u(x))|2 ≤ 4|H(x)|2
y por el teorema 6 de la convergencia dominada con (ukn) subsucesio´n convergente en L
2(Ω)
α(ukn(x)) = T (ukn)→ α(u(x)) = T (u) en L2(Ω). (2.12)
Luego del inicio (uk) ⊂ L2(Ω) con u ∈ L2(Ω) es tal que uk → u en L2.
Suponga que T no es continua en u, luego existe ϵ > 0 tal que |T (uk) − T (u)|L2 ≥ ϵ para
todo k ∈ N, esto contradice (2.12) y por tanto la existencia de (ukn). As´ı T es continuo.
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Para probar que Q′ es continuo, tomemos uk → u en L2 y v ∈ L2 luego
| ⟨Q′(uk); v⟩− ⟨Q′(u); v⟩ | = |
∫
Ω
ukvdx−
∫
Ω
uvdx|
= |
∫
Ω
(uk − u)vdx|
≤
∫
Ω
|uk − u||v|dx
≤ ∥uk − u∥L2 ∥v∥L2
= ∥T (uk)− T (u)∥L2 ∥v∥L2
y como T es continua uk → u en L2(Ω) implica ∥T (uk)− T (u)∥L2 → 0, esto es,
⟨
Q′(uk); v
⟩− ⟨Q′(u); v⟩ | → 0.
As´ı Q′ es continua en L2. Ahora como Q es G-diferenciable y Q′continua entonces por el
Teorema 21, obtenemos que Q es Fre´chet diferenciable.
P : W 1,2o (Ω, a) 7−→ L2(Ω) es G-diferenciable, en efecto, suponga que u es una funcio´n no
constante en W 1,2o (Ω, a) por tanto no nula de W
1,2
o (Ω, a), luego
P (u+ hv)− P (u)
h
= a1/2[
|∇u+ h∇v| − |∇u|
h
]
= a1/2
|∇u+ h∇v|2 − |∇u|2
h[|∇u+ h∇v|+ |∇u|]
= a1/2[
2∇u∇v + h|∇v|2
|∇u+ h∇v|+ |∇u| ]
de donde puntualmente
l´ım
h→0
P (u+ hv)− P (u)
h
= a1/2
∇u∇v
|∇u| . (2.13)
De otro lado de la desigualdad triangular
| |∇u+ h∇v| − |∇u|
h
| ≤ |∇u+ h∇v −∇u||h| = |∇v| (2.14)
y por la desigualdad de Cauchy Schwartz
| |∇u+ h∇v| − |∇u|
h
− ∇u∇v|∇u| | ≤ |
|∇u+ h∇v| − |∇u|
h
|+ |∇u∇v∇u | ≤ 2|∇v|.
Luego, elevando al cuadrado{
a1/2| |∇u+ h∇v| − |∇u|
h
| − a1/2∇u∇v|∇u|
}2
≤ 4a|∇v|2. (2.15)
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Como a|∇v|2 ∈ L1 pues v ∈W 1,2o (Ω, a), luego de las ecuaciones (2.13) y (2.15), aplicamos el
Teorema de convergencia dominada
l´ım
h→0
∫
Ω
∣∣∣∣P (u+ hv)− P (u)h − a1/2∇u∇v|∇u|
∣∣∣∣
2
dx
=
∫
Ω
l´ım
h→0
∣∣∣∣a1/2 |∇(u+ h)∇v| − |∇u|h | − a1/2∇u∇v|∇u|
∣∣∣∣
2
dx
=0.
De esta forma
P (u+ hv)− P (u)
h
−→ a1/2∇u∇v|∇u| en L
2 cuando h→ 0
y as´ı, ⟨P ′(u), v⟩ = a1/2∇u∇v|∇u| . Es decir, P es G-diferenciable para todo v ∈W 1,2o (Ω, a).
Ahora como Q es F-diferenciable y P es G-diferenciable entonces I = Q◦P es G-diferenciable
para todo u ∈W 1,2o (Ω, a), mas au´n por la regla de la cadena
⟨
I ′(u);w
⟩
=
⟨
Q′(P (u));P ′(u)w
⟩
=
⟨
Q′(P (u)); a1/2
∇u∇w
|∇u|
⟩
=
∫
Ω
a1/2|∇u| · a1/2∇u∇w|∇u|
=
∫
Ω
a∇u∇w.
De este modo I(u) = Q ◦ P (u) = 1/2 ∫Ω a|∇u|2 es G-diferenciable con derivada
⟨
I ′(u);w
⟩
=
∫
Ω
a∇u∇w para todo w, v ∈W 1,2o (Ω, a),
as´ı queda probado la afirmacio´n(J1).
Afirmacio´n (J2): λ l´ımt→0
F (x,u+tw,v)−F (x,u,v)
t = λ
∫
Ω Fu(x, u, v)wdx.
Probemos que
l´ım
t→0
F (x, u+ tw, v)− F (x, u, v)
t
dx =
∫
Ω
Fu(x, u, v)w.
Sabemos que Fu es continua y
Fu(x, u, v) = l´ım
t→0
F (x, u+ t, v)− F (x, u, v)
t
para (u, v) ∈ R2.
Ahora, sean u, v, w en W 1,2o (Ω, a) en particular (x, u(x), v(x)) ∈ RN+2 y como t → 0 en
particular tw → 0, reemplazando tenemos
Fu(x, u(x), v(x)) = l´ım
tw→0
F (x, u(x) + tw(x), v(x))− F (x, u(x), v(x))
tw
en c.t.p. x ∈ Ω
luego
l´ım
t→0
F (x, u(x) + tw(x), v(x))− F (x, u(x), v(x))
t
= wFu(x, u(x), v(x)).
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Definimos L(t) = F (x, u(x) + tw(x), v(x)) − F (x, u(x), v(x)) para todo t ∈ [0, δ], tenemos L
continua en [0, δ] y derivable en ⟨0, δ⟩ por hipo´tesis.
Luego aplicando el Teorema del valor medio para derivadas, existe ξt ∈ R tal que
L(t)− L(0) = L′(ξt)(t− 0) para 0 < |ξt| ≤ |t|, (2.16)
donde
L′(t) = Fu(x, u(x) + tw(x), v(x)) · w(x)
luego por la condicio´n de diferenciabilidad de F y de (2.16) obtenemos∣∣∣∣F (x, u(x) + tw(x), v(x))− F (x, u(x), v(x))t
∣∣∣∣ = |Fu(x, u(x) + ξtw(x), v(x))||w(x)|
de donde por los ca´lculos realizados en la prueba del Lema 1 obtenemos∣∣∣∣F (x, u(x) + tw(x), v(x))− F (x, u(x), v(x))t
∣∣∣∣ ≤ c1|u(x) + ξtw(x)|γ |v(x)|δ+1|w(x)|
es integrable. Ahora podemos aplicar el Teorema de convergencia Dominada :∫
Ω
Fu(x, u(x), v(x))w(x)dx = l´ım
t→0
∫
Ω
F (x, u(x) + tw(x), v(x))− F (x, u(x), v(x))
t
dx.
As´ı, de las afirmaciones (J1) y (J2) tenemos
⟨Ju(u, v);w⟩ = l´ım
t−→0
[1/2
∫
Ω
a|∇(u+ tw)|2 − a|∇u|2
t
dx− λ
∫
Ω
F (x, u+ tw, v)− F (x, u, v)
t
]
=
∫
Ω
a(x)∇u∇wdx− λ
∫
Ω
Fu(x, u, v)wdx para todo w ∈W 1,2o (Ω, a).
Afirmacio´n (I-c): El funcional Ju = G+ λA es continuo.
Se define
G : W 1,2o (Ω, a) 7−→
(
W 1,2o (Ω, a)
)′
y G(u) : W 1,2o (Ω, a) 7−→ R
u 7−→ G(u) φ 7−→ ⟨G(u);φ⟩
donde ⟨G(u);φ⟩ =
∫
Ω
a∇u∇φdx para todo u, φ ∈W 1,2o (Ω, a).
De la desigualdad de Ho¨lder∫
Ω
a1/2∇ua1/2∇φ ≤
∫
Ω
a|∇u|2
∫
Ω
a|∇φ|2 <∞,
esto es, G esta´ bien definida.
Sea (uk) en W
1,2
o (Ω, a) tal que uk → u en W 1,2o (Ω, a), luego por la definicio´n de la norma del
funcional
∥G(uk)−G(u)∥W 1,2o (Ω,a)′ = sup
|φ|=1,φ∈W 1,2o (Ω,a)
| ⟨G(uk);φ⟩ − ⟨G(u);φ⟩ |
= sup
|φ|=1
∣∣∣∣
∫
Ω
a∇uk∇φ− a∇u∇φdx
∣∣∣∣
= sup
|φ|=1
∣∣∣∣
∫
Ω
a[∇uk −∇φ]∇φ
∣∣∣∣
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y de la desigualdad de Ho¨lder
≤ sup
|φ|=1
[
∫
Ω
a|∇uk −∇u|2
∫
Ω
a|∇φ|2]1/2.
Esto es
∥G(uk)−G(u)∥W 1,2o (Ω,a)′ ≤ sup
|φ|=1
(∥uk − u∥a ∥φ∥a).
Ahora si uk → u en W 1,2o (Ω, a) entonces ∥uk − u∥a → 0 y por tanto
∥G(uk)−G(u)∥W 1,2o (Ω,a)′ → 0.
As´ı G es continua en W 1,2o (Ω, a).
Ahora probemos la continuidad del funcional
A : W 1,2o (Ω, a) 7−→
(
W 1,2o (Ω, a)
)′
y A(u) : W 1,2o (Ω, a) 7−→ R
u 7−→ A(u) φ 7−→ ⟨A(u);φ⟩
para ello fijamos v ∈W 1,2o (Ω, a) y definimos
⟨A(u);φ⟩ =
∫
Ω
Fu(x, u, v)φ para todo u, φ ∈W 1,2o (Ω, a).
Sea la sucesio´n (uk)k ⊂W 1,2o (Ω, a) tal que uk → u en W 1,2o (Ω, a). La inmersio´n W 1,2o (Ω, a) →֒
Lr(Ω), para 1 ≤ r < 2∗s, nos permite asumir que existe una subsucesio´n (ukn) y una funcio´n
h ∈ Lr(Ω) tal que:
(i) ukn −→ u en Lr(Ω) cuando kn −→∞.
(ii) ukn(x) −→ u(x) casi siempre en Ω cuando kn −→∞.
(iii) |ukn(x)| ≤ h(x) casi siempre en Ω y para todo kn ∈ N.
De la definicio´n del operador A y la desigualdad de Ho¨lder, para 1 < r′ = r/(r−1), obtenemos
| ⟨A(uk)−A(u);φ⟩ | = |
∫
Ω
[Fu(x, uk, v)φ− Fu(x, u, v)φ]dx|
≤
∫
Ω
|Fu(x, uk, v)− Fu(x, u, v)||φ|dx
≤ (
∫
Ω
|Fu(x, uk, v)− Fu(x, u, v)|r′)1/r′dx(
∫
Ω
|φ|r)1/rdx.
Aplicaremos la condicio´n (F1) y el Teorema de convergencia dominada para probar que
l´ım
k−→∞
∫
Ω
|Fu(x, uk, v)− Fu(x, u, v)|r′ = 0. (*)
Como F es de clase C1 entonces Fu es continua, por tanto
Fu(x, ukn(x), v(x))− Fu(x, u(x), v(x))→ 0 en c.t.p. de Ω.
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Luego de la condicio´n (F1), |Fu(x, ukn, v)| ≤ c1|ukn|γ |v|δ+1 y por la desigualdad de Ho¨lder
generalizada, conseguimos
|Fu(x, ukn, v)− Fu(x, u, v)|r′ ≤ (|ukn|γ |v|δ+1|c1|+ |u|γ |v|δ+1|c1|)r′
≤ c(|h|r′γ |v|r′(δ+1)|c1|r′ + |u|r′γ |v|r′(δ+1)|c1|r′) ∈ L1(Ω).
Entonces por el Teorema de convergencia dominada,
l´ım
kn−→∞
∫
Ω
(|Fu(x, ukn, v)− Fu(x, u, v)|)r′dx = 0.
En realidad hemos probado que, para cada sucesio´n convergente uk −→ u, existe una subsu-
cesio´n (ukn)n∈N tal que
∫
Ω(|Fu(x, ukn, v)− Fu(x, u, v)|)r
′
dx −→ 0.
Con este resultado probemos (∗) por el absurdo. Sea (uk)k∈N ⊂ W 1,2o (Ω, a) →֒ Lr′(Ω) una
sucesio´n convergente, entonces uk −→ u en Lr′(Ω) y suponga que para ϵ > 0,∫
Ω
(|Fu(x, uk, v)− Fu(x, u, v)|)r′dx ≥ ϵ,
entonces de (uk)k∈N no es posible extraer ninguna subsucesio´n (ukn)n∈N ⊂ (uk)k∈N tal que∫
Ω(|Fu(x, uk, v)− Fu(x, u, v)|)r
′
dx −→ 0, lo que contradice el resultado anterior.
De esta manera, si k →∞, entonces
| ⟨A(uk)−A(u);φ⟩ | ≤ (
∫
Ω
|Fu(x, uk, v)− Fu(x, u, v)|r′)1/r′dx(
∫
Ω
|φ|r)1/rdx −→ 0.
Luego, si k →∞,
∥A(uk)−A(u)∥W (Ω,a)′ = sup {| ⟨A(uk)−A(u);φ⟩ | / φ ∈W (Ω, a) , ∥φ∥ = 1} → 0
y as´ı A es continua en W 1,2o (Ω, a). De estos resultados tenemos que Ju es continua para todo
φ ∈W 1,2o (Ω, a) ya que G y A son continuas. De la misma forma se prueba que Jv es continua.
Luego de las afirmaciones (I-a), (I-b), (I-c) y del Teorema 24 tenemos que Ju y Jv existen y
son continuas, implican que ℑλ(u, v) es F-diferenciable en W 1,2o (Ω, a)×W 1,2o (Ω, b).
Mejor au´n para (φ,ψ) ∈W 1,2o (Ω, a)×W 1,2o (Ω, b),
⟨ℑ′λ(u, v)(φ,ψ)⟩ = ⟨Ju(u, v);φ⟩+ ⟨Jv(u, v);ψ⟩ .
Parte II: Probemos ahora que ℑ′λ(u, v) es continua en W y con esto concluimos que
ℑλ(u, v) ∈ C1(W ). Sabemos que
ℑ′λ : W 7−→ W ′ y ℑ′λ(u, v) : W 7−→ R
(u, v) 7−→ ℑ′λ(u, v) (φ,ψ) 7−→ ⟨ℑ′λ(u, v); (φ,ψ)⟩
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donde ⟨ℑ′λ(u, v); (φ, ψ)⟩ = ⟨Ju(u, v);φ⟩+ ⟨Jv(u, v), ψ⟩ para todo (φ,ψ) ∈W .
Sea (uk; vk) ⊂W tal que (uk; vk)→ (u, v) en W y (φ,ψ) ∈W entonces
|⟨ℑ′λ(uk, vk); (φ,ψ)⟩ − ⟨ℑ′λ(u, v); (φ,ψ)⟩|
= | ∫Ω[a(x)∇uk∇φ+ b(x)∇vk∇ψ]dx− λ ∫Ω[Fu(x, uk, vk)φ+ Fv(x, uk, vk)ψ]dx −(∫
Ω[a(x)∇u∇φ+ b(x)∇v∇ψ]dx− λ
∫
Ω[Fu(x, u, v)φ+ Fv(x, u, v)ψ]dx
) |
≤ ∫Ω a(x)|∇uk −∇u||∇φ|+ ∫Ω b(x)|∇vk −∇v||∇ψ|dx +
λ
∫
Ω |Fu(x, uk, vk)− Fu(x, u, v)||φ|dx+ λ
∫
Ω |Fv(x, uk, vk)− Fv(x, u, v)||ψ|dx.
El primer te´rmino se identifica con
⟨G(u, v); (φ,ψ)⟩ = ⟨G(u);φ⟩ =
∫
Ω
a∇u∇φdx
que es continua como se mostro´ en la afirmacio´n(I-c), de la misma forma el segundo te´rmino
⟨g(u, v); (φ,ψ)⟩ = ⟨g(v);ψ⟩ =
∫
Ω
b∇v∇ψdx
es continua.
El tercer te´rmino lo definimos como
⟨A(u, v); (φ,ψ)⟩ =
∫
Ω
Fu(x, u, v)φdx+
∫
Ω
Fv(x, u, v)ψdx ∀ (φ,ψ) ∈W 1,2o (Ω, a)×W 1,2o (Ω, b),
el cual tambie´n es continua. En efecto, sea (uk, vk)→ (u, v) en W entonces
⟨A(uk, vk)−A(u, v); (φ,ψ)⟩ =
∫
Ω
(Fu(x, uk, vk)− Fu(x, u, v))φdx+
∫
Ω
(Fv(x, uk, vk)− Fv(x, u, v))ψdx
≤
∫
Ω
|Fu(x, uk, vk)− Fu(x, u, v)||φ|dx+
∫
Ω
|Fv(x, uk, vk)− Fv(x, u, v)||ψ|dx.
Por condicio´n F es de clase C1, luego Fu(x, u, v) + Fv(x, u, v) es continua en c.t.p. de Ω
entonces
l´ım
k→∞
|Fu(x, uk, vk)− Fu(x, u, v)| = 0 en c. t. p. de Ω,
l´ım
k→∞
|Fv(x, uk, vk)− Fv(x, u, v)| = 0 en c. t. p. de Ω.
Adema´s, la condicio´n (F1) y la desigualdad de Ho¨lder generalizada, implican
|Fu(x, uk, vk)− Fu(x, u, v)|r′ ≤ |uk|r′γ |vk|r′(δ+1)|c1|r′ + |u|r′γ |v|r′(δ+1) + |c1|r′ ∈ L1(Ω),
|Fv(x, uk, vk)− Fv(x, u, v)|r′ ≤ |uk|r′(γ+1)|vk|r′δ|c1|r′ + |u|r′(γ+1)|v|r′δ + |c1|r′ ∈ L1(Ω).
Finalmente, por el Teorema de convergencia dominada,
l´ım
k−→∞
∫
Ω
|Fu(x, uk, vk)− Fu(x, u, v)|r′dx = 0 en L1(Ω)
l´ım
k−→∞
∫
Ω
|Fv(x, uk, vk)− Fv(x, u, v)|r′dx = 0 en L1(Ω)
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cuando uk → u en W 1,2o (Ω, a) →֒ Lr′(Ω) y vk → v en W 1,2o (Ω, b) →֒ Lr′(Ω).
De la inmersio´n W 1,2o (Ω, a) →֒ Lr(Ω) para 1 < r < 2∗, conseguimos |φ|, |ψ| ∈ Lr(Ω) y por la
desigualdad de Ho¨lder,
| ⟨A(uk, vk)−A(u, v); (φ, ψ)⟩ |
≤ ∫Ω |Fu(x, uk, vk)− Fu(x, u, v)||φ|dx+ ∫Ω |Fv(x, uk, vk)− Fv(x, u, v)||ψ|dx
≤ ∥Fu(x, uk, vk)− Fu(x, u, v)∥Lr′ ∥φ∥Lr + ∥Fv(x, uk, vk)− Fv(x, u, v)∥Lr′ (Ω) ∥ψ∥Lr(Ω) .
Por tanto, si k →∞,
| ⟨A(uk, vk)−A(u, v); (φ,ψ)⟩ |W ′ → 0.
As´ı, A es continua para todo (u, v) ∈ W = W 1,2o (Ω, a) × W 1,2o (Ω, b). De estos resultados
ℑ′λ(u, v) es continua en W y podemos concluir que el funcional ℑλ es de clase C1 en W .

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Cap´ıtulo 3
Teoremas de existencia de
soluciones de´biles para una clase de
sistemas el´ıpticos semilineales
En este cap´ıtulo estudiaremos la existencia de soluciones de´biles para el sistema (2.1).
3.1. Teoremas de existencia de soluciones de´biles para el sis-
tema el´ıptico semilineal (2.1)
Teorema 33 Suponga que la condicio´n (F1) es satisfecha. Entonces existe una constante
λ > 0 tal que para todo 0 < λ < λ, el sistema (2.1) tiene una solucio´n de´bil.
Teorema 34 En adicio´n suponga que las condiciones (F1)− (F4) son satisfechas. Entonces
el problema (2.1) tiene al menos una solucio´n de´bil no trivial.
3.2. Demostracio´n de los Teoremas 33 y 34
Probaremos los teoremas de existencia 33 y 34, en el primero haremos uso del Principio
del Mı´nimo y en el segundo el Teorema del paso de la montan˜a.
3.2.1. Prueba del Teorema 33
En esta subseccio´n, aplicamos el Principio del Mı´nimo (Teorema 31) para la demostracio´n
de nuestro primer resultado de existencia de soluciones de´biles, el cual se realizara´ mediante
los siguientes lemas:
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Lema 1 El funcional ℑλ dado por (2.6) es de´bilmente semicontinuo inferiormente en W .
Demostracio´n.-
Probaremos que
l´ım inf
m−→∞
ℑλ(um; vm) ≥ ℑλ(u, v)
para toda sucesio´n {(um, vm)} ⊂W tal que {(um, vm)}⇀ (u, v).
Sea {(um, vm)} una sucesio´n que converge de´bilmente a (u, v) en W entonces la convergencia
de´bil implica que (∥(um, vm)∥W )m esta´ acotado.
Como las normas en un espacio de Banach son de´bilmente semicontinuas inferiormente; en-
tonces para las normas en los espacios W 1,2o (Ω, a) y W
1,2
o (Ω, b) se cumple:
l´ım inf
m−→∞
∥um∥2a ≥ ∥u∥2a
l´ım inf
m−→∞
∥vm∥2b ≥ ∥v∥2b
de donde:
l´ım inf
m−→∞
[∥um∥2a + ∥vm∥2b ] ≥ [∥u∥2a + ∥v∥2b ]
esto es
l´ım inf
m−→∞
∫
Ω
[a(x) |∇um|2 + b(x) |∇vm|2]dx ≥
∫
Ω
[a(x) |∇u|2 + b(x) |∇v|2]dx. (3.1)
Ahora probemos que
l´ım
m−→∞
∫
Ω
F (x, um, vm)dx =
∫
Ω
F (x, u, v)dx (3.2)
por el Teorema del valor medio (con x fijo), para cada m existe
(u+ θ1m(um − u), v + θ2m(vm − v)) en el segmento [(u, v); (um, vm)] tal que∣∣∣∣
∫
Ω
[F (x, um, vm)− F (x, u, v)]dx
∣∣∣∣ =
∣∣∣∣
∫
Ω
[∇F (x;u+ θ1m(um − u); v + θ2m(vm − v))((um; vm)− (u, v))]dx
∣∣∣∣
esto es ∣∣∣∣
∫
Ω
[F (x, um, vm)− F (x, u, v)]dx
∣∣∣∣
≤
∫
Ω
|Fu(x;u+ θ1m(um − u); v + θ2m(vm − v))| |um − u| dx+∫
Ω
|Fv(x;u+ θ1m(um − u); v + θ2m(vm − v))| |vm − v|
entonces por la condicio´n (F1)
≤ c1
∫
Ω
|u+ θ1m(um − u)|γ |v + θ2m(vm − v))|δ+1 |um − u| dx+
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c2
∫
Ω
|u+ θ1m(um − u)|γ+1 |v + θ2m(vm − v)|δ |vm − v| dx
tomemos
w1 = [u+ θ1m(um − u)]γ ∈ L
p
γ ;
w2 = [v + θ2m(vm − v)]δ+1 ∈ L
q
δ+1 ;
w3 = |um − u| ∈ Lp;
donde γp +
δ+1
q +
1
p = 1, entonces aplicando la desigualdad de Ho¨lder Generalizada obtenemos:
c1
∫
Ω
w1w2w3dx ≤ c1 ∥(u+ θ1m(um − u))γ∥
L
p
γ
∥∥∥[v + θ2m(vm − v)]δ+1∥∥∥
L
q
δ+1
∥um − u∥Lp
ana´logamente para el segundo te´rmino
c2
∫
Ω
w′1w
′
2w
′
3dx ≤ c2
∥∥[u+ θ1m(um − u)]γ+1∥∥
L
p
γ+1
∥∥∥[v + θ2m(vm − v)]δ∥∥∥
L
q
δ
∥um − u∥Lq .
De estos resultados obtenemos:∣∣∣∣
∫
Ω
[F (x, um, vm)− F (x, u, v)]dx
∣∣∣∣
≤ c1 ∥u+ θ1m(um − u)∥γLp ∥v + θ2m(vm − v)∥δ+1Lq ∥um − u∥Lp
+c2 ∥u+ θ1m(um − u)∥γ+1Lp ∥v + θ2m(vm − v)∥δLq ∥vm − v∥Lq . (3.3)
Puesto que 2 < γ + 1 < p < 2∗s y 2 < δ + 1 < q < 2
∗
s entonces la inmersio´n
W →֒ Lp(Ω)× Lq(Ω) es compacta.
Ahora, la convergencia de´bil {(um; vm)}⇀ (u; v) en W implica la convergencia fuerte
{(um, vm)} −→ (u, v) en Lp(Ω)× Lq(Ω). Luego
∥um − u∥Lp ≤ k1 ∥(um; vm)− (u, v)∥Lp×Lq implica um −→ u en Lp
∥vm − v∥Lq ≤ k2 ∥(um; vm)− (u, v)∥Lp×Lq implica vm −→ v en Lq
y tambie´n
∥θ1m(um − u)∥Lp ≤ ∥um − u∥Lp implica |θ1m| ∥(um − u)∥Lp ≤ ∥um − u∥Lp
por tanto |θ1,m| ≤ 1 y de la misma forma |θ2,m| ≤ 1.
De lo anterior se tiene que :
∥u+ θ1m(um − u)∥Lp ≤ ∥u∥Lp + |θ1m| ∥um − u∥Lp ≤M1
∥v + θ2m(vm − v)∥Lq ≤ ∥v∥Lq + |θ2m| ∥vm − v∥Lq ≤M2,
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esto es, (∥u+ θ1m(um − u)∥Lp)m y (∥v + θ2m(vm − v)∥Lq)m esta´n acotados.
Por tanto de (3.3) obtenemos:∫
Ω
[F (x;um; vm)− F (x, u, v)] dx ≤ c1Mγ1M δ+12 ∥um − u∥Lp + c2Mγ+11 M δ2 ∥vm − v∥Lq
El cual converge a cero cuando m −→∞, esto prueba (3.2).
Ahora de (3.1) tenemos:∫
Ω
(a |∇u|2 + b |∇v|2)dx ≤ l´ım
m−→∞
inf
∫
Ω
[
a |∇um|2 + b |∇vm|2
]
dx
de (3.2)
−λ
∫
Ω
F (x;u; v)dx = l´ım
m−→∞
−λ
∫
Ω
F (x;um; vm)dx
conseguimos
1/2
∫
Ω
(a |∇u|2 + b |∇v|2)dx− λ
∫
Ω
F (x;u; v)dx
≤ l´ım inf
m−→∞
∫
Ω
[
a |∇um|2 + b |∇vm|2
2
]dx+ l´ım inf
m−→∞
[−λ
∫
Ω
F (x;um; vm)dx]
≤ l´ım inf
m−→∞
[1/2
∫
Ω
[a |∇um|2 + b |∇vm|2]dx− λ
∫
Ω
F (x;um; vm)dx]
Se concluye que
ℑλ(u, v) ≤ l´ım inf
m−→∞
ℑλ(um; vm),
es decir, ℑλ es de´bilmente semicontinua inferiormente en W.

Lema 2 El funcional ℑλ dado por (2.6) es coerciva y acotada inferiormente en W .
Demostracio´n.-
Probaremos que ℑλ es acotada inferiormente, esto es, existe M ∈ R tal que ℑλ(u, v) ≥ M y
que es coerciva, esto es,
ℑλ(u, v) −→ +∞ cuando ∥(u, v)∥W −→ +∞.
Para cada x fijado, (u, v) ∈ R2 tenemos
F (x, u, v) =
∫ u
0
Ft(x, t, v)dt+
∫ v
0
Fs(x, 0, s)ds+ F (x, 0, 0)
y por (F1) :
|F (x, u, v)| ≤
∫ u
0
|Ft(x, t, v)|dt+
∫ v
0
|Fs(x, 0, s)|ds
≤ c′3|u|γ+1|v|δ+1,
57
luego
|F (x, u, v)| ≤ c′3|u|γ+1|v|δ+1.
As´ı, por (F1), existe un c3 > 0 tal que para todo (u, v) ∈ R2 y casi todo x ∈ Ω tenemos
|F (x;u; v)| ≤ c3 |u|γ+1 |v|δ+1 .
De esto y la desigualdad de Ho¨lder y Young para A = |u|γ+1 y B = |v|δ+1 con p′ = pγ+1 ;
q′ = qδ+1 obtenemos:∫
Ω
F (x, u, v)dx ≤ c3
∫
Ω
|u|γ+1 |v|δ+1 dx ≤ c3
[
γ + 1
p
∫
Ω
|u|p + δ + 1
q
∫
Ω
|v|q
]
.
Luego de las inmersiones
W 1,2o (Ω, a) →֒ Lp y W 1,2o (Ω, b) →֒ Lq
se deduce
∫
Ω
F (x, u, v)dx ≤ c3
[
γ + 1
p
s
∫
Ω
a(x) |∇u|2 dx+ δ + 1
q
s′
∫
Ω
b(x) |∇v|2 dx
]
≤ γ + 1
p
c
∫
Ω
a(x) |∇u|2 dx+ δ + 1
q
c
∫
Ω
b(x) |∇v|2 dx
donde c = max {sc3; s′c3}. Luego
−λ
∫
Ω
F (x, u, v) ≥ −λcγ + 1
p
∫
Ω
a(x) |∇u|2 dx− λcδ + 1
q
∫
Ω
b(x) |∇v|2 dx
sumandole 1/2
[∫
Ω a(x) |∇u|2 dx+
∫
Ω b(x) |∇v|2 dx
]
obtenemos
ℑλ(u, v) ≥ (1/2− λcγ + 1
p
) ∥u∥2a + (1/2− λc
δ + 1
q
) ∥v∥2b
buscamos valores adecuados para λ resolviendo simultaneamente
1/2− λcγ + 1
p
> 0 y
1/2− λcδ + 1
q
> 0
de donde λ < p2c(γ+1) y λ <
q
2c(δ+1) . Ahora tomando
λ = mı´n
{
p
2c(γ + 1)
;
q
2c(δ + 1)
}
,
conseguimos:
ℑλ(u, v) ≥ (1/2− λcγ + 1
p
) ∥u∥2a + (1/2− λc
δ + 1
q
) ∥v∥2b > 0, ∀ 0 ≤ λ < λ.
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Para probar la coercividad tomemos
λ1 = mı´n
0≤λ<λ
{
1/2− λcγ + 1
p
}
y
λ2 = mı´n
0≤λ<λ
{
1/2− λcδ + 1
q
}
,
por tanto:
ℑλ(u, v) ≥ λ1 ∥u∥2a + λ2 ∥v∥2b ≥ mı´n {λ1;λ2} (∥u∥2a + ∥v∥2b)
ahora usando la desigualdad (1.1) de la Proposicio´n 3, obtenemos
ℑλ(u, v) ≥ 1
2
mı´n {λ1;λ2} (∥u∥a + ∥v∥b)2
lo que implica ℑλ(u, v) −→ +∞ siempre que ∥(u; v)∥W = ∥u∥a + ∥v∥b −→ ∞. As´ı ℑλ es
coerciva y en particular es acotada inferiormente.

Retornando a la demostracio´n del Teorema 33, de los lemas (1) y (2), conseguimos mediante
el Principio del Mı´nimo, demostrar que el funcional ℑλ alcanza su mı´nimo en W . As´ı el
sistema (2.1) admite al menos una solucio´n de´bil.
3.2.2. Prueba del Teorema 34
En esta subseccio´n, aplicaremos el teorema del paso de la montan˜a (Teorema 32) para
la demostracio´n de nuestro segundo resultado de existencia de soluciones de´biles, el cual se
realizara´ mediante los siguientes lemas:
Lema 3 El funcional ℑλ dado por (2.6) satisface la condicio´n de Palais-Smale en W .
Demostracio´n.-
Sea {(um; vm)} ⊂ W una sucesio´n de Palais-Smale (PS) para el funcional ℑλ , esto es
ℑλ(um; vm) es acotada en R y ℑ′λ(um; vm) −→ 0 en W ′ si m −→∞.
Probaremos que {(um; vm)} admite una subsucesio´n convergente en W .
Como ℑλ(um; vm) es acotado, tenemos que
∃ c4 > 0 tal que |ℑλ(um; vm)| ≤ c4 para cualquier m ∈ N (3.4)
Luego como l´ımm−→∞ℑ′λ(um; vm) = 0 en W ′ entonces
Para ϵ1 =
1
1 existe m1 tal que
∣∣∣⟨ℑ′λ(um; vm); (ξ;η)∥(ξ;η)∥⟩
∣∣∣ < 1 para m ≥ m1
Para ϵ2 =
1
2 existe m2 tal que
∣∣∣⟨ℑ′λ(um; vm); (ξ;η)∥(ξ;η)∥⟩
∣∣∣ < 1/2 para m ≥ m2
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Para ϵ3 =
1
3 existe m3 tal que
∣∣∣⟨ℑ′λ(um; vm); (ξ;η)∥(ξ;η)∥⟩
∣∣∣ < 1/3 para m ≥ m3
...
Para ϵn =
1
n existe mn tal que
∣∣∣⟨ℑ′λ(um; vm); (ξ;η)∥(ξ;η)∥⟩
∣∣∣ < 1/n para m ≥ mn
de donde m1 ≤ m2 ≤ m3 ≤...≤ mn por tanto∣∣∣∣
⟨
ℑ′λ(umn ; vmn);
(ξ; η)
∥(ξ; η)∥
⟩∣∣∣∣ ≤ sup
∥(ϕ;ψ)∥=1
(φ;ψ)∈W
∣∣⟨ℑ′λ(um; vm); (φ;ψ)⟩∣∣ ≤ ϵn.
Esto es, existe una sucesio´n estrictamente decreciente {ϵm}∞1 con
l´ım
m−→∞
ϵm = 0,
tal que para cada m y (ξ, η) ∈W se tiene
∣∣⟨ℑ′λ(um; vm); (ξ; η)⟩∣∣ ≤ ϵm ∥(ξ; η)∥ . (3.5)
Como ℑλ es coerciva y por la relacio´n (3.4) tenemos:
c4 ≥ |ℑλ(um;um)| ≥ α1 ∥um∥2
c4 ≥ |ℑλ(vm; vm)| ≥ α1 ∥vm∥2 ,
y esto implica, ∥(um; vm)∥ = ∥um∥a + ∥vm∥b ≤ (c4/α)1/2 + (c4/α)1/2. As´ı obtenemos, que la
sucesio´n ∥(um; vm)∥ ≤ 2(c4/α)1/2, es acotada en W .
Dado que W es un espacio de Hilbert, de la Proposicio´n 6, W es uniformemente convexo y
por tanto reflexivo, luego por el Teorema de Eberlein-Shmulyan, la sucesio´n {(um; vm)} posee
una subsucesio´n de´bilmente convergente
{
(umk ; vmk)
}
tal que
(umk ; vmk)⇀ (u, v) en W.
Adema´s debido a que
P :W 1,2o (Ω, a)×W 1,2o (Ω, b) 7−→W 1,2o (Ω, a) dado por P (u, v) = u,
es una aplicacio´n lineal y continua, la Proposicio´n 2 implica {umk}⇀ u en W 1,2o (Ω, a).
De manera similar se tiene que {vmk}⇀ v en W 1,2o (Ω, b).
En lo que sigue denotaremos la subsucesio´n hallada por {(um; vm)} con el fin de no recargar
la notacio´n. Ahora, debido a la inmersio´n compacta W
c→֒ Lp(Ω) × Lq(Ω) y al Teorema 27,
la subsucesio´n {(um; vm)} converge fuertemente en Lp(Ω)× Lq(Ω), esto es,
∥(um; vm)− (u, v)∥Lp(Ω)×Lq(Ω) −→ 0 cuando k −→∞
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Tomando (ξ; η) = (um − u; 0) en la derivada de Fre´chet (2.8) obtenemos
⟨ℑ′λ(um; vm); (ξ; η)⟩ =
∫
Ω a∇um∇ξdx+
∫
Ω b∇vm∇ηdx−λ
∫
Ω Fu(x, um, vm)ξdx−λ
∫
Ω Fv(x, um, vm)ηdx
esto es, ⟨ℑ′λ(um; vm); (ξ; η)⟩ =
∫
Ω
a∇um∇ξdx− λ
∫
Ω
Fu(x, um, vm)ξdx
y por (3.5) obtenemos∣∣∣∣
∫
Ω
a(x)∇um∇(um − u)dx− λ
∫
Ω
Fu(x, um, vm)(um − u)dx
∣∣∣∣ ≤ ϵm ∥um − u∥a (3.6)
Usando la condicio´n (F1)∫
Ω
Fu(x, um, vm) |um − u| dx ≤ c1
∫
Ω
|um|γ |vm|δ+1 |um − u| dx
y luego por la desigualdad de Ho¨lder para
w1 = |um|γ ∈ Lp/γ , w2 = |vm|δ+1 ∈ L
q
δ+1 y |um − u| ∈ Lp
conseguimos: ∫
Ω
Fu(x, um, vm) |um − u| dx ≤ c1 ∥um∥γLp ∥vm∥δ+1Lq ∥um − u∥Lp (3.7)
sigue de |a| − |b| ≤ |a− b| ≤ ϵ y las relaciones (3.6) y (3.7) que:∣∣∣∣
∫
Ω
a(x)∇um∇(um − u)dx
∣∣∣∣ ≤
∣∣∣∣λ
∫
Ω
Fu(x, um, vm)(um − u)dx
∣∣∣∣+ ϵm ∥um − u∥
≤ c1 ∥um∥γLp ∥vm∥δ+1Lq ∥um − u∥Lp + ϵm ∥um − u∥a
por tanto, como {(um; vm)} converge fuertemente en Lp(Ω)× Lq(Ω), tambie´n
∥(um − u)∥Lp(Ω) ≤ ∥(umk ; vmk)− (u, v)∥Lp(Ω)×Lq(Ω) −→ 0
y siendo ∥um − u∥a acotada obtenemos:
l´ım
m−→∞
∫
Ω
a(x)∇um∇(um − u)dx = 0. (3.8)
Adema´s por la convergencia de´bil um ⇀ u en
(
W 1,2o
)
conseguimos
l´ım
m−→∞
∫
Ω
a(x)∇u∇(um − u)dx = 0. (3.9)
Para demostrar (3.9) definimos la aplicacio´n lineal y continua ⟨G;w⟩ = ∫Ω a(x)∇u∇w.
Es lineal, puesto que, ⟨G;κw1 + w2⟩ = κ ⟨G;w1⟩+ ⟨G;w2⟩
La continuidad resulta de la desigualdad de Ho¨lder:
|
∫
Ω
a(x)∇u∇wdx| ≤
∫
Ω
a1/2(x)|∇u|a1/2(x)|∇w|dx ≤ ∥u∥a ∥w∥a
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entonces
∥G∥
(W 1,2o )
′ = sup
∥w∥a∈W
1,2
o (Ω)
| ⟨G;w⟩∥w∥a
| ≤ ∥u∥a .
Por tanto, como G ∈
(
W 1,2o
)′
, la convergencia de´bil implica
l´ım
m−→∞
∫
Ω
a(x)∇u∇(um − u)dx| = l´ım
m−→∞
⟨G; (um − u)⟩ | = 0.
Retornando a la prueba del lema, restamos las integrales en (3.8) y (3.9)∫
Ω
a(x)(∇um −∇u) • (∇um −∇u)dx =
∫
Ω
a(x)[∇um • ∇um − 2∇u • ∇um +∇u • ∇u)]dx
y de la desigualdad∫
Ω
a(x)∇um∇udx ≤
∫
Ω
a1/2|∇um|a1/2|∇u|dx ≤ ∥um∥a ∥u∥a
conseguimos∫
Ω
a(x)(∇um −∇u) • (∇um −∇u)dx ≥ ∥um∥2a − 2 ∥um∥a ∥u∥a + ∥u∥2a
entonces haciendo que m −→∞ como en (3.8) y (3.9) obtenemos
0 = l´ım
m−→∞
∫
Ω
a(x)(∇um −∇u) • (∇um −∇u)dx ≥ l´ım
m−→∞
(∥um∥a − ∥u∥a)2 ≥ 0.
Del Teorema del Sandwich tenemos
l´ım
m−→∞
(∥um∥a − ∥u∥a)2 = 0,
esto implica l´ımm−→∞ (∥um∥a − ∥u∥a) = 0 pues de suponer lo contrario :
l´ım
m−→∞
(∥um∥a − ∥u∥a)2 = ( l´ımm−→∞ (∥um∥a − ∥u∥a))( l´ımm−→∞ (∥um∥a − ∥u∥a)) > 0
que es una contradiccio´n. Por tanto ∥um∥a −→ ∥u∥a.
Ahora comoW 1,2o (Ω; a) es uniformemente convexo y desde que un ⇀ u ∧ ∥um∥a −→ ∥u∥a, en-
tonces en aplicac´ıon del Teorema 28 resulta un −→ u en W 1,2o (Ω; a). Similarmente obtenemos
vm −→ v en W 1,2o (Ω; b). As´ı (um, vm) admite una subsucesio´n convergente en W .

El Lema 3 nos dice que el funcional ℑλ satisface la condicio´n de Palais-Smale (condicio´n
de compacidad). Ahora verificaremos que el funcional ℑλ tiene la geometr´ıa del Teorema del
paso de la montan˜a.
Lema 4 Bajo las hipo´tesis (F1)− (F4) el funcional ℑλ dado por (2.6) satisface:
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(i) Existen ρ, σ > 0 tal que ∥(u, v)∥H = ρ implica ℑ(u, v) ≥ σ > 0.
(ii) Existe (uo, vo) ∈W tal que ∥(uo, vo)∥H > ρ y ℑ(uo, vo) ≤ 0.
Demostracio´n.-
Primero probamos (i).
De (F2) y (F4) obtenemos |F (x, u, v)| ≤ c(|u|α + |v|β + |u|α¯ + |v|β¯) para todo x ∈ Ω¯ y
(u, v) ∈ R2 donde 2 < α; α¯;β; β¯ < 2∗s.
Esto se debe a que para 2 < α; α¯;β; β¯ < 2∗s se tiene
|F (x, u, v)| ≤


c
[
|u|α¯ + |v|β¯
]
si |u|; |v| ≤ ϵ y x ∈ Ω esto es por (F4)
c
[
1 + |u|α + |v|β
]
si |u|; |v| > ϵ y x ∈ Ω esto es por (F2)
,
de donde para ϵ ≥ 1 [o ϵ < 1] podemos conseguir:
|F (x, u, v)| ≤


c
[
|u|α + |v|β + |u|α¯ + |v|β¯
]
para |u|; |v| ≤ ϵ y x ∈ Ω
c
[
|u|α + |v|β + |u|α¯ + |v|β¯
]
para |u|; |v| > ϵ y x ∈ Ω
As´ı,
|F (x, u, v)| ≤ c
[
|u|α + |v|β + |u|α¯ + |v|β¯
]
.
Ahora, por las inmersiones de Sobolev
W 1,2o (Ω, a) →֒ Lp(Ω) y W 1,2o (Ω, b) →֒ Lq(Ω) para 2 < p; q < 2∗s
tenemos ∥u∥αLα ≤ c ∥u∥αa y ∥v∥βLβ ≤ c ∥v∥
β
b , y de estos resultados sigue∫
ω
F (x, u, v)dx ≤ c(∥u∥αa + ∥v∥βb + ∥u∥α¯a + ∥v∥β¯b ).
Esto nos permite acotar inferiormente el funcional ℑλ,
ℑλ(u, v) ≥ 1/2(∥u∥2a + ∥v∥2b)− c(∥u∥αa + ∥v∥βb + ∥u∥α¯a + ∥v∥β¯b ). (3.10)
Por otro lado tenemos, que para ∥u∥a < 1, ∥v∥b < 1 y tomando p = min
{
α;β; α¯; β¯
}
de
(3.10) y las desigualdades enunciadas en las proposiciones 3 y 4 conseguimos
ℑλ(u, v) ≥ 1/2(∥u∥2a + ∥v∥2b)− c(∥u∥αa + ∥v∥βb + ∥u∥α¯a + ∥v∥β¯b )
≥ 1/2(∥u∥2a + ∥v∥2b)− c(∥u∥pa + ∥v∥pb + ∥u∥pa + ∥v∥pb)
= 1/2(∥u∥2a + ∥v∥2b)− 2c(∥u∥pa + ∥v∥pb)
≥ 1/2(∥u∥2a + ∥v∥2b)− 2c(∥u∥2a + ∥v∥2b)p/2
= (∥u∥2a + ∥v∥2b)[1/2− 2c(∥u∥2a + ∥v∥2b)(p−2)/2] > 0
63
siempre que 1/2− 2c(∥u∥2a + ∥v∥2b)(p−2)/2 > 0. Esto implica
1
4c
> (∥u∥2a + ∥v∥2b)
p−2
2
luego
1
(4c)
2
p−2
> (∥u∥2a + ∥v∥2b) ≥
1
2
(∥u∥a + ∥v∥b)2
obtenemos de este modo
√
2
(4c)
1
p−2
> ∥(u; v)∥W =
1
(4c)
1
p−2
= ρ
As´ı, tomando ρ = 1
(4c)
1
p−2
> 0 y σ tenemos que
ℑλ(u, v) ≥ σ > 0 para ∥u∥a + ∥v∥b = ρ (3.11)
Esto concluye la prueba de (i).
Ahora probaremos (ii). Como la funcio´n F es de clase C1 efectuamos la siguiente derivacio´n
d
dt
F (x; tθu; tθ
′
v) = θuFu(x; t
θu; tθ
′
v)tθ−1 + θ′vFv(x; t
θu; tθ
′
v)tθ
′−1
luego por la condicio´n (F3) existe R > 0 y 1/2∗s < θ; θ
′ < 1/2 tal que
d
dt
F (x; tθu; tθ
′
v) ≥ 1
t
F (x; tθu; tθ
′
v) > 0 ∀x ∈ Ω¯ y |tθu|; |tθ′v| > R.
Multiplicamos por 1t para conseguir una derivada exacta
1
t
d
dt
F (x; tθu; tθ
′
v)− 1
t2
F (x; tθu; tθ
′
v) ≥ 0
esto es,
d
dt
[
1
t
F (x; tθu; tθ
′
v)
]
≥ 0.
Ahora integrando en [to, t] con to fijado tal que |tθou|; |tθ
′
o v| > R
∫ t
to
d
ds
[
1
s
F (x; sθu; sθ
′
v)
]
ds ≥ 0
y por el segundo Teorema fundamental del ca´lculo, obtenemos
1
t
F (x; tθu; tθ
′
v)− 1
to
F (x; tθou; t
θ′
o v) > 0
Es decir existe k(x, u, v) = 1toF (x; t
θ
ou; t
θ′
o v) > 0 tal que
F (x; tθu; tθ
′
v) ≥ tK(x, u, v). (3.12)
De (3.12) obtenemos:
ℑλ(tθu; tθ′v) = 1
2
(t2θ ∥u∥2a + t2θ
′ ∥v∥2b)− λ
∫
Ω
F (x; tθu; tθ
′
v)dx
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≤ 1
2
(t2θ ∥u∥2a + t2θ
′ ∥v∥2b)− tλ
∫
Ω
K(x, u, v)dx,
esto es,
ℑλ(tθu; tθ′v) ≤ t[1
2
(t2θ−1 ∥u∥2a + t2θ
′−1 ∥v∥2b)− λ
∫
Ω
K(x, u, v)dx]
ya que 2θ y 2θ′ < 1 entonces 2θ − 1 y 2θ′ − 1 < 0 por lo tanto
l´ım
t−→∞
[
1
2
(t2θ−1 ∥u∥2a + t2θ
′−1 ∥v∥2b)−
∫
Ω
K(x, u, v)dx] = −
∫
Ω
K(x, u, v)dx < 0
y
l´ım
t−→∞
t = +∞.
De estos resultados concluimos que
ℑλ(tθu; tθ′v) −→ −∞ cuando t −→ +∞.
Para −M < 0 existe un tM tal que t ≥ tM implica ℑλ(tθu; tθ′v) < −M < 0.
As´ı existen una constante tM tal que ℑλ(tθMu; tθ
′
Mv) < 0, es decir, existe
uo = t
θ
Mu, vo = t
θ′
Mv tal que ℑλ(uo; vo) < 0
y por (3.11)
∥(uo, vo)∥W > ρ para ∥uo∥2a = t2θM ∥u∥2a ; ∥vo∥2b = t2θ
′
M ∥v∥2b
y
ℑλ(tθMu; tθ
′
Mv) =
1
2
(t2θM ∥u∥2a + t2θ
′
M ∥v∥2b)− λ
∫
Ω
F (x; tθMu; t
θ′
Mv)dx < 0.

Retornando a la prueba del Teorema 34, el funcional ℑλ satisface las hipo´tesis del Teorema
del paso de la montan´a, por tanto tiene un punto cr´ıtico no cero y el punto cr´ıtico no cero de
ℑλ es precisamente la solucio´n de´bil no trivial del problema (2.1).
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Cap´ıtulo 4
Ejemplos de aplicacio´n y
observaciones complementarias
4.1. Un ejemplo de un sistema el´ıptico semilineal potencial
dentro de esta clase de problemas
Consideremos el siguiente ejemplo de un sistema el´ıptico semilineal potencial :
Sea N = 3, , s ∈
(
3
2
;∞
)
y 1, 2 < 2s < 2 , 2 < 2
∗
s < 6.
Con una eleccio´n particular de los pesos (funciones medibles no negativos sobre Ω)
a(x, y, z) = 1 + x2,
b(x, y, z) = 1 + y2
y el funcional
F ((x, y, z), u, v) = u2,2 · v2,5.
Obtenemos el siguiente sistema:

- div(
∣∣1 + x2∣∣∇u(x, y, z)) = 2, 2 · u1,2 · v2,5, (x, y, z) en Ω
- div(
∣∣1 + y2∣∣∇v(x, y, z)) = 2, 5 · u2,2 · v1,5, (x, y, z) en Ω
u=v=0 sobre ∂Ω
(4.1)
donde Ω es un dominio acotado en R3, de frontera bien regular,
(2, 2u1,2 · v2,5; 2, 5u2,2 · v1,5) = (Fu((x, y, z), u, v);Fv((x, y, z), u, v)) = ∇F ((x, y, z), u, v)
representa el gradiente de F ((x, y, z), u, v) = u2,2 · v2,5 en las variables (u, v) ∈ R2.
Se probara´ la existencia de almenos una solucio´n de´bil para el sistema, bajo adecuadas hipo´te-
sis sobre el dato:
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F : Ω× [0,∞⟩ × [0,∞⟩ −→ R
((x, y, z), u, v) 7→ F ((x, y, z), u, v) = u2,2 · v2,5
es un C1− funcional que satisface :
(F1) Existen constantes positivas c1 = 2, 2, c2 = 2, 5 tal que :
|Fu((x, y, z), u, v)| ≤ c1|u|1,2|v|2,5
|Fv((x, y, z), u, v)| ≤ c2|u|2,2|v|1,5
∀(u, v) ∈ R2, en casi todo punto de Ω y algu´n γ = 1, 2 > 1, δ = 1, 5 > 1 tales que
1,2+1
p +
1,5+1
q = 1 y 1, 2 + 1 < p < 2
∗
s ≤ 6, 1, 5 + 1 < q < 2∗s ≤ 6; podemos tomar
p = 2,2·qq−2,5 y hacer q = 4 y p = 5, 86.
(F2) Existen constantes positivas c = 11,8 , α = 2, 2 · 1, 8 = 3, 96 y β = 2, 25 · 2, 25 = 5,0625,
con 2 < α, β < 2∗s tal que
|F ((x, y, z), u, v)| ≤ c(1 + |u|α + |v|β)
para todo (x, y, z) ∈ Ω y u, v en R.
( Para este resultado se utilizo´ la desigualdad de Young: u2,2v2,5 ≤ 1Au2,2A+ 1B v2,5B con
1
A +
1
B = 1 para A = 1, 8 y B = 2, 25).
(F3) Existen R = 1/2 > 0 , θ = 0, 3280 y θ′ = 0, 2127 con 1/6 ≤ 12∗s < θ, θ
′ < 12 tal que
0 < F (x, u, v) ≤ θ uFu(x, u, v) + θ′vFv(x, u, v)
para todo x ∈ Ω y |u| , |v| ≥ R.
(Esto resulta del Teorema del valor medio: u2,2v2,5 = uFu(x, ru, rv) + vF (x, ru, rv) =
2, 2r3,7F (x, u, v) + 2, 5r3,7F (x, u, v) ≤ 0, 3280u · Fu(x, u, v) + 0, 2127v · Fv(x, u, v)).
(F4) Existe c = 1/1, 8, α = 3, 96 > 2, β = 5, 0625 > 2 y ϵ = 1/2 > 0 tal que
|F (x, u, v)| ≤ c(|u|α + |v|β)
para todo x ∈ Ω y |u| ≤ ϵ, |v| ≤ ϵ.
El sistema el´ıptico semilineal, mostrado satisface las condiciones enunciadas y esta´ dentro de
la clase de sistemas el´ıpticos semilineales tratados en el cap´ıtulo 3, por tanto concluimos que
en aplicacio´n a los teoremas de existencia de soluciones, que existe solucio´n de´bil no trivial
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al problema (4.1).
Como segundo ejemplo consideremos:
Sea N = 3, , s ∈
(
3
2
;∞
)
y 1, 2 < 2s < 2 , 2 < 2
∗
s < 6.
Con una eleccio´n particular de los pesos (funciones medibles no negativos sobre Ω)
a(x, y, z) = [1 + |x|]−1,
b(x, y, z) = [1 + |y|]−1
y el funcional
F ((x, y, z), u, v) = 1/2u2 · v3.
Obtenemos el siguiente sistema:

- div(|1 + |x| |−1∇u(x, y, z)) = u1 · v3, (x, y, z) en Ω
- div(|1 + |y| |−1∇v(x, y, z)) = 3/2 · u2 · v2, (x, y, z) en Ω
u=v=0 sobre ∂Ω
(4.2)
donde Ω es un dominio acotado en R3, de frontera bien regular,
(u1 · v3; 3/2 · u2 · v2) = (Fu((x, y, z), u, v);Fv((x, y, z), u, v)) = ∇F ((x, y, z), u, v)
representa el gradiente de F ((x, y, z), u, v) = 1/2u2 ·v3 en las variables (u, v) ∈ R2. De manera
ana´loga se verifica que el sistema esta dentro de esta clase de problemas y por tanto podemos
afirmar que existe solucio´n de´bil no trivial del problema (4.2).
4.2. Observaciones sobre la aplicacio´n del Principio del Mı´ni-
mo para probar la existencia de soluciones de´biles de una
clase de sistemas el´ıpticos semilineales
En un problema de minimizacio´n para el caso de dimensio´n finita, se plantea lo siguiente:
Suponga que J : Ω ⊆ Rn 7−→ R es una funcio´n acotada inferiormente y α = ı´nfx∈Ω J(x).
Para resolver el problema de hallar un x ∈ Ω tal que J(x) = α seguimos los pasos:
(i) Construimos una sucesio´n minimizante, esto es, una sucesio´n
{xk}k∈N tal que l´ım
k−→∞
J(xk) = α.
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(ii) Probamos que existe un c > 0 verificando ∥xk∥ < c para todo k ∈ N. Entonces por el
Teorema de Bolzano-Weierstrass se obtiene que existe una subsucesio´n convergente.
(iii) Si J es una funcio´n continua, obtenemos:
J(xo) = l´ım
k−→∞
J(xk) = α.
Pero bastara´ suponer la semicontinuidad inferior de J, es decir,
xk −→ xo implica l´ım inf
k−→∞
J(xk) ≥ J(xo).
As´ı, la idea fundamental para el Principio del Mı´nimo es la extensio´n del Teorema de Weiers-
trass a funciones definidas en espacios de dimensio´n infinita.
Sea J : W −→ R un funcional definido en un espacio de funciones W dotado de
cierta nocio´n de convergencia para la que W es compacto y J es semicontinuo
inferiormente. entonces existe un mı´nimo de J en W .
Del planteamiento anterior, notamos que, se requieren de hipo´tesis para que J sea acotada
inferiormente, para que la sucesio´n minimizante sea acotada y para poder pasar al l´ımite.
En el problema abordado en este trabajo, planteamos un funcional J : W 7−→ R definido
sobre un espacio de dimensio´n infinita, para el cual la idea descrita es generalizada por:
Sea W un espacio de Banach reflexivo y sea J :W 7−→ R un funcional, en general
no lineal. Supongamos que J esta´ acotado inferiormente. Necesitamos sucesiones
convergentes, o bien, acotadas ma´s algu´n argumento de compacidad, y alguna
propiedad de semicontinuidad inferior en la topolog´ıa adecuada que permita rea-
lizar el mı´nimo.
Para superar esta dificultad se toma W espacio de Banach reflexivo dotado con la toplog´ıa
de´bil para que todo acotado sea relativamente compacto (no con la topolog´ıa fuerte porque
con esta topolog´ıa son muy pocos los compactos). Para poder pasar al l´ımite supondremos
que J es de´bilmente semicontinuo inferiormente (semicontinuo inferiormente en la topolog´ıa
de´bil). Tambie´n supondremos que J es coercivo para que sea acotado inferiormente y toda
sucesio´n minimizante sea acotada.
El Principio del Mı´nimo generaliza esta idea y nos permite resolver el problema de la exis-
tencia de soluciones para esta clase de sistemas el´ıpticos semilineales, necesitando para esto
adema´s de la condicio´n (F1) sobre la funcio´n F , que el funcional ℑλ sea diferenciable en
W y recordar que un punto (u1, v1) ∈ W de mı´nimo es un punto cr´ıtico de ℑλ, esto es
ℑ′λ(u1, v1) = 0. Pero el Principio del Mı´nimo no garantiza que esta solucio´n sea no trivial.
Adicionando el resultado del Lema 4(ii), existe (u0, v0) ∈ W tal que ∥(u0, v0)∥W > ρ y
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ℑλ(u0, v0) < 0 para 0 < λ < λ, podemos concluir que (u1, v1) es una solucio´n de´bil no trivial
del problema (2.1).
4.3. Observaciones sobre la aplicacio´n del Teorema del paso
de la montan˜a para probar la existencia de soluciones
de´biles de una clase de sistemas el´ıpticos semilineales
El Teorema del Paso de la Montan˜a fue publicado en 1973 por Antonio Ambrosetti y
Paul Rabinowitz [1], forma parte de la teor´ıa de puntos cr´ıticos de funcionales definidos en
espacios de Banach y se situ´a dentro de los resultados minimax. Su nombre se debe a la
siguiente interpretacio´n geome´trica:
Si u = 0 es un lugar rodeado de un anillo de montan˜as y u = w es un lugar fuera, y J
representa la cumbre o altura en cada punto, entonces una persona busca aquel camino de
u = 0 a u = w, a trave´s de las montan´as en el cual la subida es menor. Aqu´ı cada g([0, 1])
representa un camino, entonces si existiera uno de estos caminos con altura mı´nima, tal altura
mı´nima seria c.
Con la aplicacio´n de este Teorema logramos probar la existencia de al menos una solucio´n
no trivial para esta clase de sistemas el´ıpticos semilineales, necesitando para esto que se
verifiquen las condiciones (F1) a (F4), condiciones sobre la no linealidades de Fu y Fv.
Adema´s podemos observar que la existencia de este nivel minimax (o valor cr´ıtico) c :
c = ı´nf
g∈Γ
ma´x
(u,v)∈g([0,1])
ℑλ(u, v) ≥ σ > 0
donde
Γ = {g ∈ C([0, 1] ,W )/g(0) = (0, 0), g(1) = (u0, v0)} ,
implica la existencia de un punto cr´ıtico (u2, v2) ∈ W , el cual sera´ la segunda solucio´n de´bil
no trivial del problema (2.1).
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