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DRINFELD FUNCTOR AND FINITE-DIMENSIONAL
REPRESENTATIONS OF YANGIAN
TOMOYUKI ARAKAWA
Abstract. We extend the results of Drinfeld on the Drinfeld functor to the
case ℓ ≥ n. We present the character of finite-dimensional representations of
the Yangian Y (sln) in terms of the Kazhdan-Lusztig polynomials as a conse-
quence.
Introduction
In this article we study the representations of the Yangian Y (sln). The Yangian
is a quantum group introduced by V. G. Drinfeld ([D1]). The parameterization of
the simple finite-dimensional representations of Y (sln) was obtained in [D3] by the
sequences of monic polynomials Q(u) = (Q1(u), . . . , Qn−1(u)) called the Drinfeld
polynomials. Furthermore, he has constructed in [D2] a functor from the category
CHℓ of finite-dimensional representations of the degenerate affine Hecke algebra Hℓ
to the category CY (sln) of finite-dimensional representations of Y (sln). This func-
tor is called the Drinfeld functor. It was stated in [D2] that as well as the classical
Frobenius-Schur duality, the Drinfeld functor gives the categorical equivalence be-
tween CHℓ and the certain subcategory of CY (sln) in the case ℓ < n. Chari-Pressley
generalized this duality to the case between the affine Hecke algebra and the quan-
tum affine algebra. They proved that the categorical equivalence holds in this case
as well provided that ℓ < n ([CP2]).
However, due to the restriction ℓ < n, the above categorical equivalence does
not describe all the finite-dimensional representations of the Yangian Y (sln). In
particular, even the characters of finite-dimensional representations of Y (sln) have
not been known, except for the case n = 2 ([CP3]) and the special class of the
representations called tame ([NT1]).
The main purpose of this article is to extend the Drinfeld’s results [D2] to the
case ℓ ≥ n. To be more precise, we first show the followings without restriction
ℓ < n:
1. The Drinfeld functor sends the standard modules of Hℓ to zero or the highest
modules of Y (sln) (Theorem 8).
2. The Drinfeld functor sends the simple modules of Hℓ to zero or the simple
modules of Y (sln) (Theorem 10).
Here the standard modules are certain induced Hℓ-modules which have unique
simple quotients (see subsection 1.4). We also determine the explicit images of
the standard modules. It turns out that the highest weight modules obtained
as the images of the standard modules are those tensor product modules of the
evaluation representations studied in [AK]. We note that any simple Y (sln)-module
is isomorphic to the image of a simple Hℓ-module for some ℓ.
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Further, combining the above results with that of the representation theory of
Hℓ, we state the following:
3. The multiplicity formula of Y (sln) expressed in terms of the Kazhdan-Lusztig
polynomials (Theorem 15)1.
This is the result of considering the composition Dℓ ◦Fλ of the two exact functors,
where Fλ is the functor from the Bernstein-Gelfand-Gelfand category Or of the
complex Lie algebra glr to the category CHℓ , obtained by Suzuki and the author in
[AS].
1. Preliminaries
1.1. Yangian. Let n be a positive integer. First we review some fundamental
facts about the algebra structure of the Yangian Y (sln). Our main references are
[D1, D3, MNO] and we basically follow the notation of [MNO].
Let
R(u) = 1−
P
u
∈ End(Cn ⊗ Cn),
where P is the permutation operator in Cn ⊗ Cn and u is a parameter. Let Eij ∈
gln = gln(C) denote the usual matrix operator on C
n. The Yangian Y (gln) is the
unital associative algebra over C with generators t
(k)
ij (1 ≤ i, j ≤ n, k = 0, 1, 2, . . . )
and the defining relations
R12(u− v)t1(u)t2(v) = t2(v)t1(u)R12(u− v), (1.1.1)
where
t(u) =
∑
i,j tij(u)⊗ Eij ∈ Y (gln)⊗ End(C
n),
tij(u) =
∑∞
d=0 t
(d−1)
ij u
−d ∈ Y (gln)[[u
−1]]
Here we put t
(−1)
ij = δij id and both sides of (1.1.1) are regarded as elements of
Y (gln)((v
−1))[[u−1]] ⊗ End(Cn) ⊗ End(Cn) and the subindexes of t(u) and R(u)
indicate to which copy of End(Cn) these matrices correspond.
The defining relations (1.1.1) are equivalent to the following relations:
[t
(r)
ij , t
(s−1)
kl ]− [t
(r−1)
ij , t
(s)
kl ] = t
(r−1)
kj t
(s−1)
il − t
(s−1)
kj t
(r−1)
il (1.1.2)
(1 ≤ i, j, k, l ≤ n, r, s ∈ Z≥0) ([MNO]).
The algebra Y (gln) is a Hopf algebra with coproduct
∆ : tij(u) 7→
n∑
a=1
tia(u)⊗ taj(u), (1.1.3)
antipode S(t(u)) = t(u)−1 and counit ε(t(u)) = 1.
Let U(gln) denote the universal enveloping algebra of the Lie algebra gln. The
algebra U(gln) is considered as a subalgebra of Y (gln) by the inclusion homomor-
phism defined by
U(gln) −→ Y (gln)
Eij 7−→ t
(0)
ij .
1 After completing this article, the author was notified that E. Vasserot obtained the simi-
lar formula in terms of intersection cohomologies in the case of the quantum affine algebra by
geometrical method ([preprint, math.QA/9803024]).
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On the other hand, for a ∈ C, the map
eva : Y (gln) −→ U(gln)
tij(u) 7−→ δij +
Eij
u− a
(1.1.4)
defines an algebra homomorphism. For a gln-module V , let eva(V ) denote the
Y (gln)-module obtained by pulling V back by (1.1.4).
The quantum determinant qdet t(u) is defined as
qdet t(u) =
∑
w∈Wn
(−1)sgn(w)tw(1),1(u)tw(2),2(u− 1) · · · tw(n),n(u− n+ 1),
whereWn denotes the symmetric group Sn. The coefficients of the quantum deter-
minant are algebraically independent and generate the center Z(Y (gln)) of Y (gln).
For a formal series f(u) = 1+ f1u
−1+ f2u
−2+ · · · ∈ C[[u−1]], the multiplication
t(u) 7−→ f(u)t(u) (1.1.5)
defines an automorphism of Y (gln). It is known that the Yangian Y (sln) can be de-
fined as the subalgebra of Y (gln) consisting of elements fixed by all automorphisms
of the form (1.1.5) ([MNO]). One has a tensor product decomposition
Y (gln)
∼= Z(Y (gln))⊗ Y (sln). (1.1.6)
Hence any Y (gln)-module can be considered as a Y (sln)-module.
Let
FiY (gln) :=
∑
k∈Z≥0
1≤ia,ja≤n
∑
ri∈Z≥0
r1+···+rk≤i
Ct
(r1)
i1j1
. . . t
(rk)
ikjk
(i ∈ Z≥0) . (1.1.7)
Then, by (1.1.2), FiY (gln) ·FjY (gln) ⊂ Fi+jY (gln), and (1.1.7) defines a filteration
on Y (gln). Let grY (gln) denote the corresponding the graded algebra;
grY (gln) =
⊕
i∈Z≥0
FiY (gln)/Fi−1Y (gln) (F−1Y (gln) = 0) .
Then, grY (gln) is isomorphic to U(gln[t]), where U(gln[t]) is the universal envelop-
ing algebra of the polynomial current algebra gln[t] := gln ⊗C[t] with Z≥0-grading
such that the degree of the element X ⊗ tr (X ∈ gln) equals r ([MNO]).
1.2. Drinfeld polynomials. In this subsection we review the classification the-
ory of finite-dimensional simple Y (sln)-modules studied by Drinfeld ([D3], see also
[CP1, Mol])
A representation V of Y (gln) is called highest weight if there exists a cyclic
vector v such that tij(u) · v = 0 (1 ≤ i < j ≤ n) and tii(u − i) · v = ζi(u)v
(1 ≤ i ≤ n) for some formal series ζi(u) ∈ 1 + u
−1C[[u−1]]. The vector v is
called the highest weight vector of V and the sequence ζ(u) = (ζ1(u), . . . , ζn(u)) is
called the highest weight of V . The central element qdet t(u) acts as a constant
ζ1(u)ζ2(u− 1) . . . , ζn(u− n+ 1) on a highest weight module V . As in the classical
Lie algebra theory, any highest weight Y (gln)-module has a unique simple quotient,
in which the image of its highest weight vector is nonzero.
It is known by Drinfeld that a simple highest weight module of Y (gln) is finite-
dimensional if and only if there exists a sequence of monic polynomials Q(u) =
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(Q1(u), . . . , Qn−1(u)) such that
ζk(u)
ζk+1(u+ 1)
=
Qk(u+ 1)
Qk(u)
(1.2.1)
for k = 1, . . . , n− 1. A theorem of Drinfeld states that there is a one-to-one corre-
spondence between the finite-dimensional simple Y (sln)-modules and the sequences
of monic polynomials Q(u) = (Q1(u), . . . , Qn−1(u)) defined by (1.2.1) ([D3]). The
Q(u) are called Drinfeld polynomials .
Remark 1. The standard symbol for the Drinfeld polynomials is P (u). However,
this symbol for a polynomial is reserved for the Kazhdan-Lusztig polynomials in
this article.
1.3. Degenerate Affine Hecke Algebra. Let ℓ be a positive integer. Let hℓ be
the Cartan subalgebra of glℓ, which consists of the diagonal matrices. Define a
basis {ǫi}
ℓ
i=1 of hℓ by putting ǫi = Eii. The dual space h
∗
ℓ is identified with hℓ via
the inner product 〈ǫi, ǫj〉 = δij .
Let Rℓ be the root system of glℓ;
Rℓ = {αij = ǫi − ǫj | 1 ≤ i 6= j ≤ ℓ} ,
R+ℓ = {αij ∈ Rℓ | i < j} ,
Πℓ = {αi = αii+1 | i = 1, . . . , ℓ− 1} ,
where R+ℓ is the set of positive roots and Πℓ is the set of simple roots. Let ρ =
1
2
∑
α∈R+
ℓ
α. We identify the coroots with the roots throughout this article.
Let sα ∈ Wℓ denote the reflection corresponding to α ∈ Rℓ;
sα · λ = λ− λ(α)α (λ ∈ h
∗
ℓ ).
Put sij = sαij (αij ∈ Rℓ) and si = sαi (αi ∈ Πℓ).
Let S(hℓ) be the symmetric algebra of hℓ, which is isomorphic to the polynomial
ring over h∗ℓ .
The degenerate affine Hecke algebra Hℓ of GLℓ ([D2]) is the associative algebra
over C such that
Hℓ ∼= C[Wℓ]⊗ S(hℓ)
as a vector space, the subspaces C[Wℓ] ⊗ C and C ⊗ S(hℓ) are subalgebras of Hℓ,
and the following relations hold in it;
sα · ξ − sα(ξ) · sα = −α(ξ) (α ∈ Πℓ, ξ ∈ hℓ ), (1.3.1)
where the elements ξ ∈ hℓ and w ∈Wℓ are identified with 1⊗ξ ∈ Hℓ and w⊗1 ∈ Hℓ
respectively. One has
Hℓ = C[Wℓ] · S(hℓ) = S(hℓ) · C[Wℓ]. (1.3.2)
We put H0 = C for convenience.
The center Z(Hℓ) of this algebra equals theWℓ-invariant polynomials S(hℓ)
Wℓ =
C[ǫ1, . . . , ǫℓ]
Wℓ ([Lus]).
Define elements yi ∈ Hℓ (i = 1, . . . , ℓ) by
yi := s1i · ǫi · s1i = ǫi −
∑
j<i
sji.
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Then one can see by direct calculations that
w · yi = yw(i) · w ( i = 1, . . . , ℓ, w ∈ Wℓ) , (1.3.3)
[yi, yj ] = −(yi − yj)sij (1 ≤ i, j ≤ ℓ) . (1.3.4)
The algebra Hℓ is isomorphic to the C-algebra with generators w ∈ Wℓ and yi
(i = 1, . . . , ℓ) with the defining relations (1.3.3), (1.3.4) and the Coxeter relations
of w’s in Wℓ.
Let
FiHℓ :=
∑
w∈Wℓ
∑
d1+d2+···+dℓ≤i
Cyd11 y
d2
2 . . . y
dℓ
ℓ w (i ∈ Z≥0) . (1.3.5)
Then, by (1.3.3), FiHℓ · FjHℓ ⊂ Fi+jHℓ, and (1.3.5) defines a filteration on Hℓ.
Let grHℓ denote the corresponding graded algebra;
grHℓ =
⊕
i∈Z≥0
FiHℓ/Fi−1Hℓ (F−1Hℓ = 0) .
Let y¯i denote the image of yi in grHℓ. Then grHℓ is isomorphic to the graded C-
algebra generated by C[Wℓ] and the polynomial ring C[y¯1, . . . , y¯ℓ] with the relations
w · y¯i = y¯w(i) · w (i = 1, . . . , ℓ, w ∈ Wℓ), whose grading is given by deg(yi) = 1 and
deg(w) = 0. In particular, grHℓ ∼= C[y¯1, . . . , y¯ℓ]⊗C C[Wℓ] as a C-vector space.
1.4. Representations of degenerate affine Hecke algebra. In this subsection
we review the theory of the representations of Hℓ studied in [Zel, Ro, Gin] (see also
[CG]), along the line introduced in [AS] and developed in [S].
Let CHℓ denote the category of finite-dimensional representations of Hℓ. Let
r be a nonnegative integer. The representation theory of Hℓ is well-described by
the language of the Bernstein-Gelfand-Gelfand category Or of glr, via the functors
Fλ : Or → CHℓ constructed in [AS, S]:
Let
P+r :=
{
λ ∈ h∗r | λ(α) 6∈ −1,−2, . . . for all α ∈ R
+
r
}
,
P+r,Z :=
r⊕
i=1
Zǫi ⊂ P
+
r .
An element of P+r (resp. P
+
r,Z) is called the dominant (resp. integral dominant)
weight.
For λ ∈ h∗r , there is a functor form Or to CHℓ defined by
Fλ(X) : = H0(n
−
r , X ⊗ (C
r)⊗ℓ)λ−ρ (X ∈ Or ) (1.4.1)
= [X ⊗ (Cr)⊗ℓ/n−r (X ⊗ (C
r)⊗ℓ)]λ−ρ,
where n−r denotes the nilpotent subalgebra of glr generated by the lower triangular
matrices 〈Eij |i − j > 0〉 and Xλ denotes the weight space of weight λ of a glr-
module X . The action of Hℓ on the space Fλ(X) is given by
ǫi 7−→
i∑
j=0
Ωji +
r − 1
2
(1 ≤ i ≤ ℓ)
si 7−→ Ωii+1 (1 ≤ i ≤ ℓ− 1) ,
where Ωij denotes an endomorphism of X ⊗ (C
r)⊗ℓ which acts as the Casimir
Ω =
∑
rsErs ⊗ Esr on the tensor product of i-th and j-th factors and by identity
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on all the other factors. Here the 0-th factor corresponds to X ∈ Or. The functor
Fλ is exact if λ ∈ P
+
r ([AS]).
For complex numbers a, b such that b− a+ 1 = ℓ, let C[a,b] = C1[a,b] denote the
one-dimensional representation of Hℓ, defined by
si · 1[a,b] = 1[a,b] (i = 1, . . . , ℓ− 1) , (1.4.2)
ǫi · 1[a,b] = (a+ i− 1)1[a,b] (i = 1, . . . , ℓ) . (1.4.3)
Let Wt(X) denote the space of weights of a glr-module X . Then, clearly
Wt((Cr)⊗ℓ)) = {
r∑
i=1
niǫi | ni ∈ {0, 1, . . . , ℓ},
r∑
i=1
ni = ℓ}.
For λ ∈ h∗r , let
S(λ; ℓ) :=
{
µ ∈ h∗r | λ− µ ∈Wt((C
r)⊗ℓ))
}
. (1.4.4)
For λ ∈ h∗r and µ ∈ S(λ, ℓ), define an Hℓ-module
K(λ, µ) := Hℓ ⊗(Hℓ1⊗...⊗Hℓr ) (C[µ1,λ1−1] ⊗ . . .⊗ C[µr,λr−1]), (1.4.5)
where λi = λ(ǫi), µi = µ(ǫi), ℓi = λi − µi. Here Hℓ1 ⊗Hℓ2 ⊗ . . .⊗Hℓr is regarded
as a subalgebra of Hℓ via the embeddings Hℓk →֒ Hℓ defined by ǫa 7→ ǫa+
∑k−1
j=1 ℓj
and sa 7→ sa+
∑k−1
j=1 ℓj
.
Let
1λ,µ := 1[µ1,λ1−1] ⊗ . . .⊗ 1[µr,λr−1] ∈ K(λ, µ).
Then the correspondence 1λ,µ 7→ 1 defines an isomorphism of Wℓ-modules
K(λ, µ) ∼= C[Wℓ/Wℓ1 × · · · ×Wℓr ]. (1.4.6)
For a partition ν of ℓ, let U(ν) denote the simple Wℓ-module associated with
ν. For λ ∈ h∗r and µ ∈ S(λ; ℓ), let νλ,µ denote the partition of ℓ obtained by
forgetting the order of (ℓ1, . . . , ℓℓ), where ℓi = (λ−µ)(ǫi). Then by (1.4.6), K(λ, µ)
decomposes as
K(λ, µ) ∼= U(νλ,ν)⊕
⊕
ν>νλ,ν
U(ν)⊕cν , (1.4.7)
as a Wℓ-module, where > is the dominance order in the set of the partitions and cν
is some nonnegative integer (see [FH], for example). It is known that if λ ∈ P+r , the
Wℓ-simple component U(νλ,µ) generates K(λ, µ) over Hℓ, hence it has an unique
simple quotient L(λ, µ) which contains U(νλ,µ) with multiplicity one ([Zel, Ro], see
also [S]). The module K(λ, µ) with λ ∈ P+r and µ ∈ S(λ; ℓ) is called a standard
module of Hℓ.
Let Wλ ⊂ Wr denote the stabilizer of λ ∈ h
∗
r . Notice that if µ ∈ S(λ; ℓ), then
w · µ ∈ S(λ; ℓ) for all w ∈Wλ. One has
K(λ, µ) ∼= K(λ, µ′) ⇐⇒ L(λ, µ) ∼= L(λ, µ′)
⇐⇒ µ′ = w · µ for some w ∈ Wλ
(1.4.8)
for λ ∈ P+r and µ, µ
′ ∈ S(λ; ℓ) ([Zel, Ro]). It is known that any simple Hℓ-module
is isomorphic to L(λ,w · µ) for some λ, µ ∈ P+r and w ∈ Wλ\Wr/Wµ such that
w · µ ∈ S(λ; ℓ) for some r ∈ N. ([Zel, Ro]).
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Let M(λ) be the Verma module of glr with highest weight λ − ρ and let L(λ)
denote its unique simple quotient. Let λ, µ ∈ P+r and w ∈ Wλ\Wr/Wµ such that
w · µ ∈ S(λ; ℓ). Then one of the main results in [AS, S] is stated as follows:
Fλ(M(w · µ)) ∼= K(λ,w · µ), (1.4.9)
Fλ(L(w · µ)) ∼=
{
L(λ,w · µ) if w · µ = wLR · µ,
0 otherwise,
(1.4.10)
where wLR denotes the longest length representative of w in the double coset
WλwWµ.
2. Drinfeld Functor
2.1. Drinfeld Functor. For a left Hℓ-moduleM , consider an Hℓ⊗U(gln)-module
M ⊗ (Cn)⊗ℓ. Here we regard Cn as the vector representation of gln. For x ∈ gln
and i = 1, . . . , ℓ, let τi(x) denote the endomorphism of M ⊗ (C
n)⊗ℓ which acts as
x ∈ gln on the i-th factor of the tensor product (C
n)⊗ℓ and by identity on all the
other factors.
Define an action of the Yangian Y (gln) on M ⊗ (C
n)⊗ℓ by
π : t(u) 7−→T1(u− ǫ1)T2(u − ǫ2) . . . Tℓ(u− ǫℓ), (2.1.1)
where
Ti(u− ǫi) = 1 +
1
u− ǫi
Ii
and Ii =
∑
1≤a,b≤n τi(Eab)⊗Eab ∈ End(M ⊗ (C
n)⊗ℓ)⊗End(Cn). By the fact that
S(hℓ) is commutative, (2.1.1) gives a well-defined action of Y (gln) (recall (1.1.3)
and (1.1.4)).
The symmetric group Wℓ naturally acts on M ⊗ (C
n)⊗ℓ by sij 7→ KijPij , where
Kij denotes its action on M and Pij denotes its action on (C
n)⊗ℓ by permutation.
Now define
Dℓ(M) := (M ⊗ (C
n)⊗ℓ)/
ℓ∑
i=1
Im(si + 1), (2.1.2)
where Im(si + 1) denotes the subspace (si + 1)(M ⊗ (C
n)⊗ℓ). Let [m ⊗ u] denote
the equivalence class of m⊗ u ∈M ⊗ (Cn)⊗ℓ in Dℓ(M) .
The following proposition is due to Drinfeld ([D2], see also [BGHP, CP2]).
Proposition 2. Let M be an Hℓ-module. Then, π induces an action of Y (gln) on
the space Dℓ(M).
Proof. It is enough to show that
(∏ℓ
i=1(u− ǫi)
)
·π(t(u)) preserves the denominator
space of (2.1.2) since
(∏ℓ
i=1(u− ǫi)
)
∈ Z(Hℓ)[u]. This follows from the formula
(u− ǫi + Ii)(u − ǫi+1 + Ii+1)si
≡ si(u− ǫi + Ii)(u − ǫi+1 + Ii+1) + (si + 1) [Ii+1, Ii]
(si = Kii+1Pii+1), which can be proven by direct calculations using the defining
relations (1.3.1) and the commutation relations [Pi, Ii] = [Ii+1, Ii].
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The action of Y (gln) on the space Dℓ(M) will be denoted by the same symbol π.
Let CY (gln) and CY (sln) denote the category of finite-dimensional representations
of Y (gln) and Y (sln) respectively. Then Dℓ defines an exact functor from CHℓ to
CY (gln) or CY (sln). The functor Dℓ is called the Drinfeld Functor ([D2]). Note that
our definition of the Drinfeld functor slightly differs from that of [D2]. A thorem
of Drinfeld states that if ℓ < n, Dℓ gives a categorical equivalence between CHℓ and
the certain subcategory of CY (sln) ([D2]). One can deduce its unpublished proof
from the paper of Chari-Pressly [CP2], in which the categorical equivalnece was
generalized to the case between the affine Hecke algebra and the quantum affine
algebra. However, the method in [CP2] does not apply to the case ℓ ≥ n.
2.2. The following proposition follows from the Frobenius-Schur duality.
Proposition 3. Let M be an Hℓ-module. Let M =
⊕
ν
U(ν)⊕cν (cν ∈ Z≥0) be a
decomposition of M as a Wℓ-module. Then,
Dℓ(M) ∼=
⊕
ν
ν(ǫ1)≤n
L(ν′ + ρ)⊕cν
as a gln-module, where ν
′ is the transpose of a partition ν identified with the dom-
inant integral weight of gln.
See [CP2] for the proof of the following proposition.
Proposition 4. Let M1 and M2 be representations of Hℓ1 and Hℓ2 respectively.
Then,
Dℓ1(M1)⊗Dℓ2(M2)
∼= Dℓ1+ℓ2
(
Hℓ1+ℓ2 ⊗(Hℓ1⊗Hℓ2) (M1 ⊗M2)
)
as a Y (gln) and Y (sln)-module.
The following formula was stated in [BGHP] as a conjecture.
Proposition 5. Let M be an Hℓ-module. Then,
π(tab(u)) ≡ δab +
ℓ∑
i=1
1
u− yi
⊗ τi(Eab). (2.2.1)
on the space Dℓ(M). In particular, π(t
(d)
ab ) acts as
∑ℓ
i=1 y
d
i ⊗ τi(Eab).
Proof. We prove by induction on k that(
1 +
I1
u− ǫ1
)(
1 +
I2
u− ǫ2
)
. . .
(
1 +
Ik
u− ǫk
)
≡
(
1 +
k∑
i=1
1
u− yi
Ii
)
on Dℓ(M).
There is nothing to prove for k = 1. Let k > 1. By induction hypothesis,(
1 +
I1
u− ǫ1
)(
1 +
I2
u− ǫ2
)
. . .
(
1 +
Ik
u− ǫk
)
≡ 1 +
(
k−1∑
i=1
1
u− yi
Ii
)
+
1
u− ǫk
Ik +
(
k−1∑
i=1
1
u− yi
)
·
1
u− ǫk
IiIk
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Since Ii · Ik = Pik · Ik and Pik ≡ −Kik on Dℓ(M),
1
u− ǫk
Ik +
(
k−1∑
i=1
1
u− yi
)
·
1
u− ǫk
IiIk
≡
(
1
u− ǫk
−
k−1∑
i=1
Kik ·
1
u− yi
·
1
u− ǫk
)
Ik
=
1
u− yk
(
u− yk −
k−1∑
i=1
Kik
)
1
u− ǫk
Ik
=
1
u− yk
· (u− ǫk) ·
1
u− ǫk
Ik =
1
u− yk
Ik.
Let Λk =
∑k
i=1 ǫi ∈ P
+
n for k = 0, . . . , n and let vΛk denote the highest weight
vector of the simple gln-module L(Λk + ρ). Then we can identify vΛk with the
highest weight vector of the simple Y (gln)-module eva (L(Λk + ρ)) (a ∈ C). It can
be checked directly that its weight (ζ1(u), . . . , ζn(u)) is given by
ζi(u) =
{
1 + 1u−i−a if 1 ≤ i ≤ k
1 otherwise.
(2.2.2)
The following proposition, which is easily follows from Proposition 5, is due to
Chari-Pressley [CP2].
Proposition 6. Let a, b be complex numbers such that b − a+ 1 = ℓ. Then, as a
Y (gln)-module,
Dℓ(C[a,b]) ∼=
{
eva (L(Λℓ + ρ)) if ℓ ≤ n,
0 otherwise.
(2.2.3)
3. Main results
3.1. For a subspace M ′ of an Hℓ-module M , let Dℓ(M
′) denote the image of M ′
by the Drinfeld functor in Dℓ(M). The proof of the following proposition is in
Section 4.
Proposition 7. Let M be an Hℓ-module such that M is generated by some simple
Wℓ-submodule U of M . Suppose that Dℓ(U) is nonzero. Then, Dℓ(U) generates
Dℓ(M) over Y (gln).
Now let r ∈ N. For λ ∈ h∗r , let
S(n)(λ) = {µ ∈ hr | (λ− µ)(ǫi) ∈ {0, 1, . . . , n} for i = 1, . . . , r}.
For λ ∈ h∗r and µ ∈ S
(n)(λ), define a tensor product module M(λ, µ) of Y (gln) by
M(λ, µ) := evµ1(L(Λℓ1 + ρ))⊗ . . .⊗ evµr (L(Λℓr + ρ)), (3.1.1)
where µi = µ(ǫi), ℓi = (λ− µ)(ǫi). Here Y (gln) acts via the coproduct (1.1.3). Let
vλ,µ := vΛℓ1 ⊗ . . .⊗ vΛℓr ∈M(λ, µ). Then by (2.2.2), tii(u) · vλ,µ = ζλ,µ;i(u)vλ,µ for
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i = 1, . . . , n, where
ζλ,µ;i(u) =
∏
j=1,...,ℓ
ℓj≥i
(1 +
1
u− i− µj
). (3.1.2)
Let S(n)(λ; ℓ) = S(λ; ℓ) ∩ S(n)(λ). Notice that for µ ∈ S(λ; ℓ), the condition
µ ∈ S(n)(λ; ℓ) is equivalent to νλ,µ(ǫ1) ≤ n , where the partition νλ,µ is identified
with a dominant integral weight (recall subsection 1.4).
Theorem 8.
(1) The Drinfeld functor sends a standard module of Hℓ to zero or a highest
weight module of Y (gln).
(2) More precisely, let λ ∈ P+r and µ ∈ S(λ; ℓ). Then,
Dℓ(K(λ, µ)) ∼=
{
M(λ, µ) if µ ∈ S(n)(λ; ℓ),
0 otherwise.
(3.1.3)
In particular, M(λ, µ) is highest weight with the highest weight vector vλ,µ and the
highest weight ζλ,µ(u).
Proof. (1) LetM be a standard module and suppose that Dℓ(M) 6= 0. SinceM is a
standard module, M ∼= U(ν)⊕
⊕
γ>ν
|γ|=ℓ
U(γ)⊕cγ and M = Hℓ ·U(ν) for some partition
ν of ℓ such that ν(ǫ1) ≤ n. By Proposition 3,
Dℓ(M) ∼= L(ν
′ + ρ)⊕
⊕
γ′<ν′,γ(ǫ1)≤n
|γ|=ℓ
L(γ′ + ρ)⊕cγ
But by Proposition 7, the highest weight vector of L(ν′+ ρ) generates Dℓ(M) over
Y (gln) in this decomposition. Since the other gln-weights appearing in Dℓ(M) is
smaller than ν′ with respect to the dominance order, it follows that Dℓ(M) is a
highest weight module whose highest weight vector is the gln-highest weight vector
of L(ν′+ ρ) ⊂ Dℓ(M). (2) The isomorphism (3.1.3) follows from Proposition 4 and
Proposition 6. In fact, (3.1.3) holds without restriction λ ∈ P+ℓ . The rest of the
statement follows from (1).
Remark 9. The fact that M(λ, µ) is highest weight for λ ∈ P+r was proved by
Akasaka-Kashiwara ([AK]) in the case of the quantum affine algebra and by Nazarov-
Tarasov ([NT2]) in the case of the Yangian. The above thorem provides another
proof of it.
Let us call those Y (gln)-modules M(λ, µ) with λ ∈ P
+
r and µ ∈ S
(n)(λ; ℓ)
standard tensor product modules of Y (gln). By Theorem 8 (2), a standard tensor
product moduleM(λ, µ) has a unique simple quotient, which is denoted by V (λ, µ).
Then by (3.1.2), its Drinfeld polynomials Qλ,µ(u) = (Qλ,µ;1(u), . . . , Qλ,µ;n−1(u))
are caluculated as
Qλ,µ;k(u) =
∏
i=1,...,r
λi−µi=k
(u − λi), (3.1.4)
where λi = λ(ǫi) and µi = µ(ǫi) ([AK, CP2, NT2]).
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Theorem 10.
(1) The Drinfeld functor sends a simple Hℓ-module to zero or a simple Y (gln)-
module.
(2) More precisely, let λ ∈ P+r and µ ∈ S(λ; ℓ). Then,
Dℓ(L(λ, µ)) ∼=
{
V (λ, µ) ifµ ∈ S(n)(λ; ℓ),
0 otherwise.
Proof. (1) Let L be a simple Hℓ-module. Suppose that Dℓ(L) 6= 0. Let V be a
proper Y (gln)-submodule of Dℓ(L). We suppose that V 6= 0 and deduce a contra-
diction. Let L be a simple gln-submodule of V . Then L = Dℓ(U) for some simple
Wℓ-submodule U of M . But since M is simple, M = Hℓ · U . Thus by Proposition
7, Dℓ(M) = Y (gln) · L ⊂ Y (gln) · V , which contradicts the assumption that V is
proper. (2) follows from (1), Theorem 8 (2) and and the fact that L(λ, µ) contains
the simple Wℓ-module U(νλ,µ) with multiplicity one.
Remark 11. By (3.1.4), it is easy to see that every simple Y (sln)-module appears
as the image of a simple Hℓ-module by the Drinfeld functor for some ℓ.
Remark 12. When λ − ρ and µ − ρ are both dominant weights, V (λ, µ) belongs
to the class of representations called tame ([NT1]). Conversely, any simple tame
module is isomorphic to V (λ, µ) with λ− ρ, µ− ρ ∈ P+r for some ℓ.
3.2. Multiplicity Formula. For λ, µ ∈ P+r , define
W (n)r (λ, µ) = {w ∈ Wr | w · µ ∈ S
(n)(λ; ℓ)} ⊂Wr.
Then S(n)(λ; ℓ) =
⊔
µ∈P+r
⋃
w∈W
(n)
r (λ,µ)
{w · µ}. Notice that if µ ∈ S(n)(λ; ℓ), then
w · µ ∈ S(n)(λ; ℓ) for all w ∈Wλ.
Lemma 13. Let λ, µ ∈ P+r and w,w
′ ∈W
(n)
r (λ, µ). Then Qλ,w·µ(u) = Qλ,w′·µ(u)
if and only if w ≡ w′ in the double coset Wλ\Wr/Wµ.
Proof. First notice that the condition w ≡ w′ in the double coset Wλ\Wr/Wµ is
equivalent to the condition that the following sets of pairs of complex numbers are
equal;
{(λ(ǫi), w · µ(ǫi)) | i = 1, . . . , r} , {(λ(ǫi), w
′ · µ(ǫi)) | i = 1, . . . , r} . (3.2.1)
Hence the direction ⇐ is easy to see. ⇒. Let
{(a1, b1), · · · , (ak, bk)}, {(a1, b
′
1), · · · , (ak, b
′
k)} (3.2.2)
be the result of removing the common pairs from (3.2.1) so that ai ≥ aj if ai−aj ∈ Z
for 1 ≤ i < j ≤ k. We suppose that k ≥ 1 and deduce a contradiction. By the
assumption Qλ,w·µ(u) = Qλ,w′·µ(u), the differences ai − bi and ai − b
′
i are all 0 or
n.
Now by the assumption, b1 6= b
′
1. We can assume a1 = b1 + n = b
′
1. Since
{bi}
k
i=1 = {b
′
i}
k
i=1, there exists p such that bp = b
′
1. Then ap = bp(= a1) since
ap = bp or bp + n and a1 ≥ ap. Hence (a
′
1, b1) = (ap, bp), which contradicts the
assumption that there is no common pair between the two sets in (3.2.2).
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Proposition 14. Let λ, µ ∈ P+r and w,w
′ ∈ W
(n)
r (λ, µ). Then the following
conditions are equivalent:
(1) M(λ,w · µ) ∼= M(λ,w′ · µ).
(2) V (λ,w · µ) ∼= V (λ,w′ · µ).
(3) w ≡ w′ in the double coset Wλ\Wr/Wµ.
Proof. (1) ⇒ (2) follows from Theorem 8 and the fact that a simple quotient of a
highest weight module is unique. (2) ⇒ (3) follows from Lemma 13 and (3) ⇒ (1)
follows from (1.4.8).
Let W
(n)
r (λ, µ) denote the image of W
(n)
r (λ, µ) in the double coset Wλ\Wr/Wµ.
By Proposition 14, each correspondence
w 7→ V (λ,w · µ), w 7→M(λ,w · µ)
defines an injective map from the set W
(n)
r (λ, µ) to the set of equivalence classes of
finite-dimensional Y (sln)-modules.
Let ≤ denote the Bruhat ordering in Wr and let Pw,x(q) denote the Kazhdan-
Lusztig polynomial associated with the Weyl group Wr ([KL]).
In the following theorem we state the multiplicity formula of Y (sln). For sim-
plicity, we only consider the essential cases when the roots of Drinfeld polynomials
are integers.
Theorem 15. Let λ, µ ∈ P+r,Z and w ∈ W
(n)
r (λ, µ).
(1) The family {V (λ, x · µ) | x ∈ W
(n)
r (λ, µ), xLR ≥ wLR} is exactly the set of
all simple Y (sln)-modules which appear as the composition factors of the standard
tensor product module M(λ,w · µ). Moreover, their multiplicities are expressed as
[M(λ,w · µ), V (λ, x · µ)] = PwLR,xLR(1)
for x ∈W
(n)
r (λ, µ).
(2) Conversely, the simple Y (sln)-module V (λ,w · µ) is expressed as
[V (λ,w · µ)] =
∑
x∈W (n)r (λ,µ)
x≥wLR
(−1)ℓ(wLRw0)−ℓ(xw0)Pxw0,wLRw0(1)[M(λ, x · µ)].
in the Grothendieck group of CY (sln), where w0 denotes the longest element of Wr.
Proof. Due to the well-known Kazhdan-Lusztig conjecture ([BB, BK]) and the
translation principle ([Jan]), one has
[M(w · µ)] =
∑
x∈W/Wµ
xR≥wR
PwR,xR(1)[L(x · µ)] (3.2.3)
[L(w · µ)] =
∑
x∈Wr
x≥wR
(−1)ℓ(wRw0)−ℓ(xw0)Pxw0,wRw0(1)[M(x · µ)], (3.2.4)
for µ ∈ P+r and w ∈ W/Wµ in the Grothendieck group of the category Or of glr,
where wR denote the longest length representative in the coset wWµ.
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Then by (1.4.9), (1.4.10), Theorem 8 and Theorem 10, applying the exact functor
Dℓ ◦ Fλ, one has
[M(λ,w · µ)] =
∑
x∈W
(n)
r (λ,µ)
xLR≥wR
PwR,xLR(1)[V (λ, x · µ)] (3.2.5)
[V (λ,w · µ)] =
∑
x∈W (n)r (λ,µ)
x≥wLR
(−1)ℓ(wLRw0)−ℓ(xw0)Pxw0,wLRw0(1)[M(λ, x · µ)] (3.2.6)
in the Grothendieck group of CY (sln). Hence (2) is proved and (1) follows form
Proposition 14 and (3.2.5).
Remark 16. If xR ≥ w (resp. xL ≥ w), then xR ≥ wR and Pw,xR(q) = PwR,xR(q)
(resp. xL ≥ wL and Pw,xL(q) = PwL,xL(q)), where wL denotes the longest length
representative in the coset Wλw (see [Hum, Corollary 7.14], for example). Hence it
follows that Pw,xLR(q) = PwR,xLR(q) = PwLR,xLR(q).
Remark 17. Let λ−ρ and µ−ρ are both dominant integral weights, one can obtain
the resolution of V (λ, µ) by applying the exact functor Dℓ ◦ Fλ. This provides
an alternative proof of the resolutions of the simple elementary module ([NT2])
constructed by Cherednik ([Che]). A generalization of such resolutions is possible
to some extent by using the generalized BGG resolution obtained in [GJ] (see [S]
for the corresponding statement in the case of the degenerate affine Hecke algbera).
4. Proof of Proposition 7
LetM be anHℓ-module and U ⊂M be a simpleWℓ-module such thatDℓ(U) 6= 0
as in the proposition. The proof is divided into 4 parts.
4.1. Let C˜Hℓ be the category ofHℓ-modules who decompose into (possibly infinite)
direct sum of finite-dimensionalWℓ-modules. Let C˜Y (gln) be the category of Y (gln)-
modules who decompose into (possibly infinite) direct sum of finite-dimensional
gln-modules. Extend the Drinfeld functor Dℓ to the functor from the category C˜Hℓ
to the category C˜Y (gln). It is easy to see that the extended functor Dℓ is still an
exact functor.
Let ν =
∑n
i=1 νiǫi be the partition such that U
∼= U(ν′), where ν′ denotes the
transpose of ν as before. Define an Wℓ-module
JW (ν) := C[Wℓ]⊗(C[Wν1 ]⊗...⊗C[Wνn ]) (C1sign,ν1 ⊗ . . .⊗ C1sign,νn),
where C1sign,νi is one-dimensional representation of C[Wνi ] such that si · 1sign,νi =
−1sign,νi . It is well-known that there exists a surjective homomorphism ϕW :
JW (ν)։ U(ν
′) of Wℓ-modules. Let J(ν) be an Hℓ-module defined by
J(ν) := Hℓ ⊗C[Wℓ] JW (ν).
Then J(ν) is an object of C˜Hℓ . Let ϕ : J(ν)։M be the surjectiveHℓ-homomorphism
induced by ϕW . Then, the Y (gln)-homomorphism
Dℓ(ϕ) : Dℓ(J(ν)) −→ Dℓ(M)
is surjective and Dℓ(ϕ)(JW (ν)) = Dℓ(U). Hence it is suffice to prove that
Dℓ(J(ν)) = Y (gln) ·Dℓ(JW (ν)). (4.1.1)
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4.2. Recall the filterations on Hℓ and Y (gln). For a grHℓ-module M¯ , let D¯ℓ(M¯)
denote the grY (gln)-module D¯ℓ(M¯) := (M¯ ⊗ (C
n)⊗ℓ)/
∑
Im(si + 1), in which
U(gln[t])
∼= grY (gln) acts as
Eij ⊗ t
r 7→
ℓ∑
a=1
y¯ra ⊗ τa(Eij).
Then D¯ℓ defines an exact functor from the category of grHℓ-modules who decom-
poses into direct sum of finite-dimensionalWℓ-modules to the category of U(gln[t])-
modules decomposes into direct sum of finite-dimensional gln-modules.
Now introduce a filteration on J(ν) by the followings;
F−1J(ν) = 0, F0J(ν) = JW (ν), FiJ(ν) = (FiHℓ) · (F0J(ν)) (i ∈ N) .
Let J¯(ν) denote the the corresponding graded module of J(ν). Then, as a grHℓ-
module,
J¯(ν) = grHℓ · JW (ν)
∼= (C[y¯1, . . . , y¯ℓ]⊗ C[Wℓ])⊗C[Wℓ] JW (ν).
In particular, J¯(ν) ∼= C[y¯1, . . . , y¯ℓ]⊗C JW (ν) as a C-vector space.
Introduce a filteration on Dℓ(J(ν)) induced from that of J(ν);
FiDℓ(J(ν)) := Dℓ(FiJ(ν)). (4.2.1)
By Proposition 5, one can easily check that FiY (gln) ·FjDℓ(J(ν)) ⊂ Fi+jDℓ(J(ν)).
Let grDℓ(J¯(ν)) denote the corresponding graded module of Dℓ(J(ν)). Then, by
Proposition 5 and the fact that D¯ℓ is exact, one has
grDℓ(J(ν)) ∼= D¯ℓ(J¯(ν))
as a grY (gln)
∼= U(gln[t])-module. Now (4.1.1) is reduced to the following propo-
sition.
Proposition 18. As a U(gln[t])-module,
D¯ℓ(J¯(ν)) = U(gln[t]) · D¯ℓ(JW (ν)),
where D¯ℓ(JW (ν)) denotes the image of JW (ν) ⊂ J¯(ν) in D¯ℓ(J¯(ν)).
4.3. As a preparation for the proof of Proposition 18, we shall first consider the
simplest case when ν = ℓǫi for some i. Put J¯(ℓ) = J¯(ℓǫi). Then as a grHℓ-module,
J¯(ℓ) ∼= C[y¯1, . . . , y¯ℓ]1sign,
where Wℓ act on the right-hand-side by w · (f1sign) = (−1)
ℓ(w)w(f)1sign.
Let i = (i1, . . . , in) be a permutation of (1, 2, . . . , n). For γ =
∑n
i=1 γiǫi ∈
Wt
(
(Cn)⊗ℓ
)
, let
ui(γ) := u
⊗γi1
i1
⊗ u
⊗γi2
i2
⊗ . . .⊗ u
⊗γin
in
∈ (Cn)⊗ℓ.
Lemma 19. For a fixed permutation i = (i1, . . . , in) of (1, 2, . . . , n), the set

[
y¯d11 y¯
d2
2 . . . y¯
dℓ
ℓ 1sign ⊗ ui(γ)
]
|
γ =
∑n
i=1 γiǫi ∈Wt
(
(Cn)⊗ℓ
)
,
dm ≥ dm+1 if
∑a−1
j=1 γij < m <
∑a
j=1 γij
for some a.


(4.3.1)
forms a C-basis of D¯ℓ
(
J¯(ℓ)
)
.
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Proof. Clearly
D¯ℓ
(
J¯(ℓ)
)
∼=
⊕
γ∈Wt((Cn)⊗ℓ)
(J¯(ℓ)⊗
[
(Cn)⊗ℓ
]
γ
)/
∑
Im(si + 1)
as a C-vector space. In the case when γ = ℓǫi for some i, it is well-known that
(J¯(ℓ)⊗
[
(Cn)⊗ℓ
]
ℓǫi
)/
∑
Im(si + 1) =
⊕
d1≥···≥dℓ
C[y¯d11 . . . y¯
dℓ
ℓ 1sign ⊗ u
⊗ℓ
i ]. (4.3.2)
For a general weight γ ∈Wt((Cn)⊗ℓ), notice that the correspondence w 7→ w ·ui(γ)
defines an isomorphism C[Wℓ/Wγi1 × · · ·×Wγin ]
∼=
[
(Cn)⊗ℓ
]
γ
. On the other hand,
J¯(ℓ) ∼= J¯(γi1) ⊗ . . . ⊗ J¯(γin) as a Wγi1 × · · · ×Wγin -module. Hence, by using the
same argument as in the Proposition 4, the statement reduces to (4.3.2).
For k ∈ {1, . . . , n}, let U(gln[t])k denote the subalgebra of U(gln[t]) generated
by the elements Eik ⊗ t
r (i = 1, . . . , n, r ∈ Z≥0).
Lemma 20. For any k ∈ {1, . . . , n},
D¯ℓ
(
J¯(ℓ)
)
= U(gln[t])k ·
[
1sign ⊗ u
⊗ℓ
k
]
. (4.3.3)
Proof. Let i = (i1, . . . , in) = (1, 2, . . . , k − 1, k + 1, k + 2. . . . , n, k). For m =
0, 1, . . . , ℓ, let D¯ℓ
(
J¯(ℓ)
)
k,m
be the subspace of D¯ℓ
(
J¯(ℓ)
)
spanned by the vectors
of the form (4.3.1) such that dj = 0 for all j > m. We prove by inducition on m
that D¯ℓ
(
J¯(ℓ)
)
k,m
⊂ U(gln[t])k ·
[
1sign ⊗ u
⊗ℓ
k
]
.
Let m = 0. Then for any γ =
∑n
i=1 γiǫi ∈Wt((C
n)⊗ℓ),
(Ei1k)
γi1 (Ei2k)
γi2 . . . (Ein−1k)
γin−1 ·
[
1sign ⊗ u
⊗ℓ
k
]
≡
ℓ!
γk!
[1sign ⊗ ui(γ)],
where Eij = Eij ⊗ 1 ∈ gln[t]. Hence D¯ℓ
(
J¯(ℓ)
)
k,0
⊂ U(gln[t])k ·
[
1sign ⊗ u
⊗ℓ
k
]
.
Next let m > 0 and suppose that D¯ℓ
(
J¯(ℓ)
)
k,m−1
⊂ U(gln[t])k ·
[
1sign ⊗ u
⊗ℓ
k
]
.
Let a be the integer such that
∑a−1
j=1 γij < m ≤
∑a
j=1 γij . Then, one has
(Eiak ⊗ t
dm) · [(y¯d11 y¯
d2
2 . . . y¯
dm−1
m−1 1sign)⊗ ui(γ − ǫia + ǫk)]
≡ (ℓ−m+ 1)[(y¯d11 y¯
d2
2 . . . y¯
dm
m 1sign)⊗ ui(γ)]
for dm > 0. Here the equality holds modulo D¯ℓ
(
J¯(ℓ)
)
k,m−1
if a = n (i.e, ia = k).
Hence by inducition hypothesis, D¯ℓ
(
J¯(ℓ)
)
k,m
⊂ U(gln[t])k ·
[
1sign ⊗ u
⊗ℓ
k
]
.
4.4. Let turn ourselves back to the proof of Proposition 18. The following lemma
is an analogue of Proposition 4.
Lemma 21. As a gln[t]-module,
D¯ℓ
(
J¯(ν)
)
∼= D¯ν1
(
J¯(ν1)
)
⊗ D¯ν2
(
J¯(ν2)
)
⊗ . . .⊗ D¯νn
(
J¯(νn)
)
.
Now let us complete the proof of Proposition 18. Let vi =
[
1sign ⊗ u
⊗νi
i
]
and
v[k] := vk ⊗ . . . ⊗ vn. Notice that U(gln[t])k · va ⊂ Cva if a 6= k. Hence one can
show by inducition on k that
U(gln[t])1 · v1 ⊗ U(gln[t])2 · v2 ⊗ . . .⊗ U(gln[t])k · vk ⊗ Cv[k+1] ⊂ U(gln[t]) · v[1].
Now Proposition 18 follows from Lemma 20.
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End of Proof.
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