INTRODUCTION
One of the most commonly used formulations for modelling enzyme kinetic reactions, where a single substrate forms a complex with the enzyme, is the Michaelis-Menten (1913) model expressed as: = Vmx [S] (1) where v is the velocity of the reaction, [S] is the substrate concentration, and Vmax. and Km are parameters to be estimated. This is the equation of a rectangular hyperbola, with Vmax representing the maximum velocity theoretically obtainable and Km being the value of [S] at which the velocity is half the maximum velocity.
If the errors in v about the regression model can be assumed to be normally distributed and of the same magnitude for all substrate concentrations, [S] , then the appropriate procedure is to use non-linear least squares. An exact solution can be obtained using the GaussNewton method [see Chapter 10 of Kennedy & Gentle (1980) ], which requires good initial estimates of the parameters. Nevertheless, it is important to realize that, unlike linear-regression models, where the least-squares estimators are unbiased, normally distributed, minimumvariance estimators, the estimators of the parameters in non-linear models may be badly biased, non-normally distributed and have variances greatly in excess of the minimum possible variance. This bias exists because the regression model is non-linear in its parameters. However, as the sample size increases toward infinity, the bias diminishes, the distribution of the estimator becomes more normal and the excess variance decreases, thereby approaching more and more closely the condition for a linear model. Some non-linear regression models approach the large-sample behaviour even in small samples; I termed such models 'close-to-linear' (Ratkowsky, 1983) and advocated searching for, and identifying, such models for practical use.
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(1) may be reparameterized by putting the parameters in the denominator, that is, by rewriting it as follows: ,
[S]
Here, the parameter 0, is simply 1/ Vmax., the reciprocal of the maximum velocity, and parameter 02 is Ki!/ Vmax, the ratio of the two parameters in eqn.
(1). In a study of general formulations for modelling catalytic chemical reactions, I (Ratkowsky, 1985) concluded that putting the parameters in the denominator was the way of obtaining a close-to-linear model for that class of problems. Eqn. (2) is an example of that class, the only difference being that the reaction is biochemical instead of chemical.
STATISTICAL METHODS
I (Ratkowsky, 1983) described methodology for examining the statistical properties of the least-squares estimators of the parameters in non-linear regression models. Among the various available measures are the curvature measures of intrinsic (IN) and parametereffects (PE) non-linearities of Bates & Watts (1980) , the bias measure of Box (1971) and the asymmetry measure of non-linearity of Lowry & Morton (1983 (2), being significantly high for six of the data sets compared with only one significant value for eqn. (2). Table 2 presents values of the bias in each of the parameter estimates, calculated by using the formula of Box (1971) . In every case, the magnitude of the bias in the parameter estimates of eqn. (1) is greater than the bias in the estimates of eqn. (2), being in excess of 20% for both parameters for data set 10 for eqn.
(1) compared with less than 2% for eqn. (2). 
DISCUSSION
The results presented in Tables 1, 2 (1). The results of the simulation study of data set 10 presented in Fig. 1 indicate that estimates of Km and Vol. 240
Vmax can be obtained which are very different from their true values. This implies that the continued use of eqn.
(1) may, for some data sets at least, lead to grossly misleading results. The estimators of the parameters of eqn. (2), however, always exhibits good statistical behaviour for each of the data sets.
The principle used to obtain eqn. (2) extends readily to more complicated models. One simply has to ensure that all parameters appear in the denominator of the expression. I showed this principle to produce a model that was close-to-linear in behaviour for catalytic reactions of the type used in the chemical process industries (Ratkowsky, 1985) . For example, consider the following rate equation, which involves three concentrations (C1, C2 and C3) so that multiple linear regression of C1C2/v on C1, C1C2 and C1C3 produces estimates of 01, 02, 03 and 04 which serve as good initial estimates for the non-linear least-squares regression. Rapid convergence from the initial estimates to the least-squares estimates should occur when the Gauss-Newton method is used.
A further advantage of the 'parameters-in-denominator' models is that they conform to the specifications of generalized linear models (Nelder & Wedderburn, 1972) and therefore can be fitted by computer packages such as GENSTAT (Rothamsted Experimental Station, 1977) and GLIM (Numerical Algorithms Group, 1978 There will be times when the assumption of independent and identically distributed normal error will not be tenable. If the errors are normally distributed but have variances which depend upon the substrate concentration, then weighted regression needs to be employed. The appropriate weighting is to make the weights inversely proportional to the variance corresponding to a given substrate concentration. Hence, by using eqn. where n is the number of data points, [S] i and vi are the substrate concentration and reaction velocity respectively for the ith data point, and wi is the weight which will be chosen to be inversely proportional to the variance 0-,2 corresponding to [S] i. For the independent and identically distributed normal-error case discussed above, all wi values are identical, so this term may be omitted from the expression.
