Abstract-This paper proposes a simple non-coherent amplifyand-forward receiver for the relay channel and evaluates its diversity performance for Rayleigh fading channels. We use the generalized likelihood ratio test to obtain the decision rule in closed form, independent of the fading distribution. The receiver is developed for -ary orthogonal signals and multiple relays. The only side information required at the destination is the average noise energy at the receiver; no statistical knowledge of the channel gains is needed. We develop closed-form upper and lower bounds on the probability of error of this receiver for the case of binary signaling with a single relay and show that this receiver achieves near full diversity, with the probability of error decreasing with increasing signal-to-noise ratio (SNR) as log 2 (SNR) /SNR 2 for large SNR. Additional results obtained by simulation demonstrate increasing diversity gain with additional relays.
I. INTRODUCTION
V ARIOUS relaying protocols have been proposed as a means for obtaining spatial diversity in wireless fading channels through sharing the antennas of multiple terminals, also known as cooperative diversity. Among the protocols that have been shown to achieve diversity, amplify-and-forwardwherein a relay simply amplifies its noisy received signal from the source-is attractive in that it requires no channel decoding at the relay and no adaptation to the channel to decide whether or not to relay.
Much of the previous work on amplify-and-forward cooperation has been done for coherent receivers (e.g., [1] - [3] ), which require not only tracking of the signal phase but also channel state information at the destination of the concatenated source-relay-destination channel. Relatively little attention has been given to non-coherent amplify-and-forward reception, likely due to the absence of a closed-form expression for the maximum-likelihood receiver [4] - [6] . In [4] , a suboptimal receiver inspired by maximal ratio combining was observed to perform worse than non-cooperative transmission. The suboptimum receiver proposed in [5] for binary signals performs comparably to the optimum receiver but requires knowledge at the destination of the average channel gains of all links in the system, which may not be readily available in practice. Likewise, the differential modulation receiver of [7] requires Manuscript received August 20, 2009; revised February 18, 2010; accepted April 6, 2010 . The associate editor coordinating the review of this paper and approving it for publication was R. Nabar.
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In this paper, we develop a non-coherent amplify-andforward receiver using the generalized likelihood ratio (GLR) test procedure [8] to obtain the decision rule in closed form, independent of the fading distribution. Different from the aforementioned work, the proposed receiver does not require any statistical knowledge of the channel gains in the system and only requires the local average noise energy. The general receiver applies to -ary orthogonal signal sets used with one or more non-interfering, half-duplex relays. We derive upper and lower bounds on the probability of error in closed form for the case of a single relay, binary signaling, and Rayleigh fading channels, and we show that this receiver achieves near full, second-order diversity. Specifically, the error probability decreases with increasing signal-to-noise ratio (SNR) as log 2 (SNR) /SNR 2 for large SNR. Additional results obtained by simulation demonstrate higher-order diversity with increasing numbers of relays. We also show the benefit of this receiver relative to the recently proposed Maximum Energy Selector receiver-which was shown to achieve full diversity asymptotically with no side information at the destination [9] -for topologies in which the relay is closer to the destination than the source and at bit error rates of practical interest.
After describing the system model in Section II, we develop the GLR test receiver in Section III. Error probability bounds are derived in Section IV, and numerical results are presented in Section V.
II. SYSTEM MODEL The source broadcasts a message to relays and a destination (see Fig. 1 ) in the first of + 1 orthogonal subchannels. Each relay amplifies and forwards its noisy received signal to the destination in its own subchannel. While this relaying scheme incurs a factor + 1 bandwidth expansion or rate reduction, our focus is on the potential diversity gain of 1536-1276/10$25.00 c ⃝ 2010 IEEE this simple approach. The source uses an -ary orthogonal signal set such as -ary frequency shift keying (FSK). The destination employs non-coherent reception (a bank of noncoherent correlators) and combines the received signals from the source and relays to make a decision as to which of the symbols was transmitted. The channel attenuates each transmission with a random gain and phase rotation and adds noise. Using a discrete-time model representing the sampled outputs of the correlators, the received signals at the relays and destination are y 0 = A 0 x + z 0 (src to dest) (1) y + = A + x + z + (src to relay ) y = A y + + z (relay to dest) = A A + x + A z + + z where = 1, . . . , , and the subscripts correspond to the link numbering shown in Fig. 1 . The th element of the × 1 vector y is a complex number whose real and imaginary parts represent the phase quadrature outputs of the th correlator. The transmitted symbol with phase offset is represented by the × 1 vector x , = 1, . . . , , having √ as its th element and 0 as its other elements. The channel gain of link , A , is an × matrix containing random complex channel gains on its main diagonal and 0 at its other elements. 1 Modeling additive white Gaussian noise at the output of each correlator, the elements of z are independent zero-mean, circularly symmetric complex Gaussian random variables with variance 2 . Furthermore, the channel gains A and noise vectors z are assumed mutually independent over all = 0, 1, . . . , 2 .
The amplification gain used by relay , , is typically chosen such that the energy transmitted by the relay satisfies some constraint. For example, to ensure the relay transmits with fixed energy equal to that of the source during each symbol period (i.e., an instantaneous power constraint), then the relay gain would be set as
Relay gain (2) varies with the source-relay channel gain and noise realization. An alternative fixed relay gain which satisfies a long-term power constraint for ergodic channels, but which requires the relay to estimate its average received energy, is given by
where E[⋅] is the statistical expectation operator. While the proposed receiver is developed below assuming the fixed relay gain (3), numerical results of variable relay gain (2) are shown in Section V for comparison.
III. GLR TEST RECEIVER In general, the destination's maximum-likelihood decision rule as a function of its +1 channel outputs is the following:
1 Such a model permits, for example, frequency-selective FSK channels.
where (⋅|x ) is the conditional density of the channel outputs given that the source transmitted x . Since, conditioned on x , the channel outputs are independent, (4) can be expressed aŝ
The conventional approach to obtaining these conditional densities requires knowledge of the distribution of the channel gain. Furthermore, even for the case of Rayleigh fading, a closed-form expression for the conditional density of the relay-destination channel outputs is not available [4] , [5] . To circumvent these difficulties and to generalize the detector beyond a given fading distribution, we consider the use of the generalized likelihood ratio test to derive the decision rule. In a GLR test, the likelihood function for each hypothesis is evaluated using the maximum-likelihood estimate of the unknown parameter [8, p. 92] (the channel gain, in this case). In other words, the likelihood function is maximized over the unknown parameter.
To apply the GLR test to our problem, we begin with the density of the channel outputs conditioned on both the transmitted signal and the channel gains. Since the channels are independent, we may apply the GLR test to each channel likelihood separately. From (1) we observe that, conditioned on A 0 and x , y 0 is -dimensional Gaussian with mean vector A 0 x and covariance matrix 2 I , where I is the × identity matrix. If we denote the th element of the diagonal of A as , = , , and the th element of y as , = , , , then the conditional density of y 0 is
Then, maximizing the source-destination likelihood (6) over
whereˆ(⋅) is used to refer to the maximized likelihood and is sometimes referred to as the profile or concentrated likelihood.
Similarly, each relay-destination channel output, y , = 1, . . . , , conditioned on A , A + , and x , is -dimensional Gaussian with mean vector A A + x and covariance matrix having the th element on its main diagonal
and 0 at its other elements. The conditional density of y , then, is
The relay-destination conditional likelihood (8) depends on both , and + , . Maximizing it with respect to + , , first, results in
where the assumption of fixed relay gain (3) renders in (8) a constant.
, we can maximize each factor of the above with respect to , separately. The ML estimate of , isˆ, = 0. The ML estimates of , , ∕ = , can be shown to satisfy
, / 2 . Substituting these estimates into (9) giveŝ
Finally, using (7) and (10) in place of the likelihood functions in (5) and simplifying gives the following GLR test receiver:
We note that since the overall noise variance of the relaydestination channel output depends on the relay-destination channel amplitude (due to noise amplification), elimination of the amplitude parameters also eliminates, as a by-product, the dependence on the amplified noise at the relay. Thus, the only side information required is the variance of the noise local to the destination. We also observe that the sourcedestination contribution to the overall decision metric is linear in the magnitude-squared correlator outputs while the relaydestination contribution is logarithmic, suggesting the weaker reliability of the noise-amplified relayed signals. Finally, we note that the derivation of the above GLR decision rule applies to any fading distribution, and since the channel gains of the orthogonal signals are treated separately, this receiver can be applied to frequency-selective FSK systems, for example. The analysis below, however, considers the receiver's performance in the special case of frequency-flat Rayleigh fading channels.
IV. ERROR PROBABILITY BOUNDS
In this section, we derive upper and lower bounds on the bit error probability of the GLR test receiver for the case of a single relay, binary signaling, and flat Rayleigh fading. We also consider its asymptotic performance for large SNR.
A. Conditional Error Probability
We begin with the error probability conditioned on the relay-destination channel amplitude and later average over this variate. From (11) with = 1 (single relay) and = 2 (binary signaling), the bit error probability given x 2 was sent is
where 1 ≜ 1,1 = 1,2 is the relay-destination channel amplitude. For equal energy signals, (12) is also the error probability given x 1 was sent, and for equiprobable signals, it is the error probability conditioned on just 1 . 
where, due to the Rayleigh fading and Gaussian noise assumptions, the channel outputs y 0 and y 1 (conditioned on 1 ) are complex Gaussian, and each variate in (13) is exponentially distributed with means
is the average SNR of channel . To assist with evaluating (13), we first present two lemmas. 1 , respectively, then the density of the natural logarithm of their ratio, log ( 0 / 1 ), is
Proofs of both lemmas are contained in appendices. Letting = 1 − 0 and = log ( 0 / 1 ), then the conditional error probability (13) can be expressed as
where, using Lemma 1,
Using (19) in (18) and Lemma 2,
Let us refer to the terms in (20)- (22) as , ℬ, and , respectively. Recalling that 0 = 1 (14) and using a change of variable for ( 0 / 1 ) − , the first term evaluates to
Similarly, using a change of variable for ( 1 / 0 ) − , the second term evaluates to
Finally, with the same change of variable and using [10, (3.194 .1)] , the third term can be expressed as
where F ( , ; ; ) is the Gauss hypergeometric function, and (23) was obtained using its series definition [10, (9.100)] and simplifying. Combining these three terms, the conditional probability of error can be written as
.
(24)
Noting from (16) and (17) that 1 / 0 < 1, the first term in the brackets in (24) can be written in the form of the power series − ∑ ∞ =1 (− 1 / 0 ) . Combining the terms in brackets yields
An upper bound on the conditional error probability can be obtained by neglecting all but the first (positive) term in the alternating convergent series in (25). The resulting upper bound is
(26) A lower bound can be obtained by replacing the divisor ( 1 + ) in the series in (25) with ( 1 + 1), increasing the magnitude of the negative partial series that begins with the second term. The resulting lower bound is
B. Error Probability Upper Bound
Using the bounds on the conditional error probability derived above, we wish to develop bounds on the unconditional error probability, removing the conditioning on the relaydestination channel amplitude, 1 . Of the quantities in (26) and (27), only 0 and 1 are a function of 1 .
Starting with the upper bound (26) and taking its expectation with respect to 1 , the unconditional error probability is upper bounded by
] .
(28) Since log (1 + 1/ ) is a concave function of , then using Jensen's inequality the first expectation in (28) can be upper bounded as
(29) Thus, only the expectation E [ 1 / 0 ] is needed for the resulting error probability upper bound.
From (16) and (17), we have
Under the assumption of Rayleigh fading, 
Denoting these upper and lower bounds on E [ 1 / 0 ] by 0,ub and 0,lb , respectively, and using them with (28) and (29), the error probability can be further upper bounded by
C. Error Probability Lower Bound
To obtain a lower bound on the unconditional error probability, we take the expectation of (27) with respect to 
Since (1/ ) log (1 + ) is a convex function of , then using Jensen's inequality again, the first expectation in (33) can be lower bounded as
(34) Repeating the procedure followed in Section IV-B, bounds on E [ 0 / 1 ] are found to be
which we denote as 1,ub and 1,lb , respectively. Likewise, a lower bound of E [ 1 / ( 0 + 1 )] can be found as
denoted by 2,lb .
Finally, using 1,ub , 1,lb , and 2,lb with (33) and (34), the error probability is further lower bounded by
D. Asymptotic Performance
Here, we estimate the error probability upper bound for large SNR to analyze the asymptotic performance of the single-relay binary receiver in Rayleigh fading channels. We examine the large-SNR behavior of the upper bound because we know that the receiver's actual asymptotic performance will be no worse than that of the upper bound.
Let
be the average channel gain of link and let = / 2 , so that = / . Recalling that −1 1 = 0 + 1 (15), the error probability upper bound (32) can be approximated for large as
Using (1/ ) log (1 + ) > 1/ (1 + ), 0,lb can be further lower bounded as
For large , this lower bound can be approximated as
where in the second line we assume the fixed relay gain (3), for which
≈ 2 for large . The upper bound 0,ub can be approximated as
Using (37) and (38) in (36), the upper bound of the error probability can be approximated for large SNR as
) .
Thus, we observe that the error probability of the noncoherent binary GLR test receiver decreases with SNR as log 2 (SNR) /SNR 2 at high SNR. Since log increases much more slowly than , this receiver achieves near second-order diversity with a single relay in Rayleigh fading. Interestingly, by comparison, the bit error probability of the differential modulation receiver in [7] decays as log (SNR) /SNR 2 , though this receiver requires knowledge of the average sourcerelay and relay-destination channel gains.
To characterize the diversity order more precisely, we define the diversity order as the negative slope of the error probability function, ( ), in the log-log domain, that is
Then, using (39) for ( ) in (40), the diversity order of the proposed receiver for large SNR is approximately
which approaches two as → ∞.
V. NUMERICAL RESULTS Examples are given of the receiver's performance in flat Rayleigh fading using the probability of error expressions developed in the previous section as well as results obtained by Monte Carlo simulation. The average signal strength is assumed to decrease with the fourth-power of distance, so that = 4 where is the distance of link ( = 0, . . . , 2 ). For the results below, 0 is normalized to unity, and { }, > 0, are varied. Results are given with respect to the average SNR in a non-relaying system using the same total energy, equally divided among the source and relays in the relaying system. Fig. 2 illustrates the bit error rate (BER) versus the SNR per bit with binary signaling for the non-relaying sourcedestination link as well as for several relaying scenarios in which the relays are placed at the midpoint between the source and destination. The exact bit error probability for the case of one relay is obtained by numerically evaluating the expectation of (24) with respect to the relay-destination channel gain. The upper and lower bounds are plotted using the closedform expressions (32) and (35), respectively. We observe the simulation results to be in agreement with the predicted results. Additional simulation results for two and three relays demonstrate increasing diversity gain with additional relays. Bit error probability no relay GLRT, ρ=0.1 GLRT, ρ=0.5 GLRT, ρ=0.9 Optimum, ρ=0.1 Optimum, ρ=0.5 Optimum, ρ=0.9 Fig. 3 compares the exact bit error probability of the GLR test (GLRT) receiver with the simulated BER of the optimum non-coherent binary FSK amplify-and-forward receiver having knowledge of the average link SNRs [5] . For each scheme, we consider three relay positions: close to the source ( = 0.1), at the midpoint ( = 0.5), and close to the destination ( = 0.9), where = 2 = 1− 1 and 0 = 1. We observe that the GLRT receiver performs only about 1-1.5 dB from the significantly higher complexity optimum receiver around an SNR of 20 dB. Fig. 4 compares the GLRT receiver with the Maximum Energy Selector (MES) [9] which uses no side information at the destination. While the MES outperforms the GLRT receiver by 1-1.5 dB when the relay is close to the source or at the midpoint, the GLRT receiver is considerably more efficient (by 15 dB at 10 −5 BER) when the relay is close to the destination. Additional simulation results with multiple relays (not shown) indicate the efficiency advantage of the GLRT is present when at least one relay is close to the destination. Whereas the MES suffers from increased noise amplification at the relays in these cases, the GLRT, which gives lesser weight to the relay branches, is more robust over a range of source-relay/relay-destination channel conditions.
A. Bit Error Probability
Next, the position of a single relay is varied along the line between the source and destination while the transmit power is held constant. Fig. 5 plots the BER as a function of the source-relay distance. The bounds are observed to become increasingly tight as the relay moves closer to the destination. Furthermore, the optimum position of the relay in this case (SNR = 30 dB and a path-loss exponent of four) is at 0.64 of the source-destination distance. With coherent receivers, by contrast, the optimum relay position is at the midpoint [3] . Once again, we observe the contrast with the MES receiver which incurs a penalty when the relay is closer to the destination. Fig. 6 compares the performance of positioning the relay at the midpoint versus at its optimum position (i.e., = opt ). We observe that the performance at the midpoint is very close to optimum over a range of SNR, providing gains over noncooperative transmission ranging from 4 dB at low SNR to 15 dB and greater at high SNR.
The preceding results assume use of fixed relay gain (3) representing a long-term power constraint at the relay. Simulation results with variable gain (2), shown in Fig. 7 , indicate a 2 dB to 3 dB improvement at 10 −5 BER with 1-3 relays. Thus, error probability expressions (24) and (32) derived above with a long-term power constraint at the relay appear to be useful as upper bounds on the error rate performance with an instantaneous power constraint. This observation also suggests that the relay need not estimate its average received energy, as variable gain (2) only requires the instantaneous received energy. Fig. 8 plots the diversity order (41) as a function of the SNR for a single relay located at positions = 0.1, 0.5, and 0.9 on the unit-distance source-destination line. The diversity performance is closer to full second-order diversity when the relay is closer to the destination, due to the diminishing contribution of the second term in (41). Fig. 9 , which plots the diversity order as a function of relay position, more clearly shows that diversity order is maximized when the relay is close to the destination.
B. Diversity Order

VI. CONCLUSION
We have presented a low-complexity, non-coherent amplifyand-forward receiver that requires no statistical knowledge of the channel gains in the system. The decision metric was obtained using the generalized likelihood ratio test. Bounds on the bit error probability were derived in closed form for the case of binary signals, a single relay, and Rayleigh fading channels, and the error probability of the receiver was shown to decrease as log 2 (SNR) /SNR 2 , approaching full, second-order diversity with increasing SNR. Performance is comparable to that of the high-complexity optimum receiver over a range of relay locations, even though the optimum receiver uses knowledge of the average link SNRs in the system. Performance in terms of both the bit error probability and the diversity order (the rate at which the error probability decreases with SNR) is maximized for this receiver when the relay is closer to the destination. Simulation results showed increased diversity gain with additional relays. While the analysis focused on Rayleigh fading, the derived decision metric is, in fact, independent of the fading distribution. where in the third line ( ) = 0 + 1 − , in the fourth line the change of variable ′ = + log ( ) was used, and the integral in the fifth line evaluates to unity [10, (3.328) ].
