Abstract. In the present paper we obtain a common fixed point theorem under a new contractive condition which is independent of the known contractive definitions. In the second fixed point theorem we study the dynamics of a class of functions induced by real numbers and then apply the result to obtain general tests for divisibility of numbers.
Generalized contractions
The study of fixed points of mappings satisfying contractive type conditions has been a very active field of research activity during the last two decades. For a self-mapping f of a metric space (X, d) the most geneal type of contractive condition is either a Banach type condition (1) d
(fx, fy) < k max{d(x, y), d(x, fx),d{y, fy,), [d{x, fy) + d(y, fx)]/2},
or a Meir-Keeler type (s, <5) contractive condition (2) given e > 0 there exists a 5 > 0 such that
e < max{d(x, y), d(x, fx),d(y, fy), [d(x, fy) + d(y, fx)]/2} < e + S d(fx, fy) < £
or a (^-contractive condition of the form ( 
3) d(fx, fy) < cj)(max{d(x, y),d(x, fx), d{y, fy), [d(x, fy) + d{y, fx)]/2})
where <f> : R + -> R + is such that <j>{t) < t for each t > 0. It can be seen that condition (1) is a particular case of both (2) and (3) . In the more general setting pertaining to common fixed points of four mappings, say A, B, S, T of a metric space (X, d) the conditions (2) and (3) respectively assume the form (4) given e > 0 there exists a <5 > 0 such that where (f> : -> R+ is such that < i for each t > 0. Similarly, in the study of common fixed points of a pair of selfmapping f,g of a metric space (X,d), condition (2) will assume the form: (6) given £ > 0 there exists a S > 0 such that A Meir-Keeler type (e, J) contractive condition does not guarantee the existence of a fixed point. The following example illustrates that an (e, <5) contractive condition neither ensures the existence of a fixed point nor implies an analogous ^-contractive condition. EXAMPLE 1 (Pant [11] [12] [13] ). Let X = [0,2] and d be the Euclidean metric on X. Let / : X -> X be defined by
Then / satisfies the contractive condition (2) with <5(e) = 1 for e > 1 and S(£) = 1 -£ for £ < 1 but / does not have a fixed point. It can also be seen that / does not satisfy the (^-contractive condition (3) since the desired function 4>{t) can not be defined at t = 1. To see this we can take x < 1 and y = 1,
In this example, in addition to the mapping /, if we define g to be the idenity mapping on X then from the above discussion it follows that / and g satisfy the (s, 5) contractive condition (6) but do not possesses a common fixed point. This shows that continuity of one of the mappings (e.g. the identity mapping in the present case) is not sufficient to ensure the existence of a common fixed point under an (sr, 5) contractive condition.
Therefore, to ensure the existence of fixed point under an (e, 5) contractive condition some additional hypothesis is required either on 5 or on the mappings. Fixed point theorems using an (e, 5) contractive condition either assume relatively stronger continuity conditions (Maiti and (2) and (4) will respectively imply the ^-contractive conditions (3) and (5) if <5 is assumed nondecreasing. Recently the author [11] proved the following: PROPOSITION 1 (Pant [11] ).
An (s,S) contractive condition implies the corresponding (f>-contractive condition if ô is lower semicontinuous.
A slightly different version of Proposition 1 was obtained by Jachymski [3] . We thus see that if any of the conditions (I) or (II) is assumed on 5 then an (e, ô) contractive condition implies an analogous ^-contractive condition and both the contractive conditions hold simultaneously.
A new approach of ensuring the existence of fixed points under an (e, ô) contractive condition consists of assuming additional conditions which are independent of the (^-contractive conditions implied by (I) and (II). We adopt this approach in the present paper and prove a common fixed point theorem.
Two selfmappings A and B of a metric space (X, d) are called compatible (see Jungck [4] ) if limn d(ASxn, SAxn) = 0 whenever {xn} is a sequence in X such that limn Axn = lim5xn = t for some t in X. It is easy to see that compatible maps commute at their coincidence points.
To prove our first theorem we shall use the following Lemma of Jachymski 
of [2]). Let A,B,S and T be selfmappings of a metric space (X,d) such that AX C TX and BX C SX. Assume further that

If one of the mappings A, B,S or T is continuous then A, B, S and T have a unique common fixed point.
Proof. Let XQ be any point in X. Define sequences {x n } and {y n } in X as follows
This can be done since AX c TX and BX C SX. Since the contractive condition (i) of this theorem implies the contractive conditions (7) and (8) of Lemma 2.2 of Jachymski [2] , using his lemma we conclude that {y n } is a Cauchy sequence. Since X is complete, there exists a point z in X such that y n -> z as n -> oo. Also,
Suppose that S is continuous. Then We now give an example to illustrate the above theorem. Then A, B, S and T satisfy all the conditions of the above theorem and have a unique common fixed point x = 2. It can be verified in this example that A,B,S,T satisfy the contractive condition (i) with ¿(e) = 1 for e > 6 and ¿(e) = 6 -e for e < 6. Thus ¿(e) is neither nondecreasing nor lower semicontinuous. It can also be verified that A, B, S, and T satisfy condition (ii) with k=l. However, A, B, S, T do not satisfy the (/»-contractive condition with (/>(£) < t for each t > 0 since the required function 4>{t) can not be defined at t = 6. We thus see that the present example does not satisfy the conditions of any previously known common fixed point theorem for contractive mappings since neither the mappings satisfy a (/»-contractive condition nor 6 is lower semicontinuous nor nondecreasing. We now show that condition (ii) of the above theorem is independent of ^-contractive conditions. In Example 2 we have already seen that conditions (i) and (ii) do not imply a ¡/»-contractive condition. In order to establish the desired independence, we give an example to show that condition (i) together with a corresponding «/»-contractive condition does not imply condition (ii). only ii y > (1 + k)/k, that is, condition (ii) will not be satisfied if 1 < y < (1 + k)/k. We thus see that condition (ii) is independent of (/»-contractive conditions.
Dynamics of functions and divisibility
The study of the behavior of points under iteration of a given function / is called the dynamics of the function. A discrete dynamical system consists of a function / and its iterates. Thus, one of the fundamental questions of dynamics concerns the properties of the sequence x, fx, f 2 x, f 3 x,... In this section we study the dynamics of a function defined on the set of nonnegative real numbers and then give its number theoretic applications to obtain some general tests of divisibility. The question of divisibility of an integer by a given integer often arises in the studies relating to properties of numbers (see e.g. [16] ). However, general tests for divisibility are not available although tests of divisibility by 2, 3, 4, 5, 8, 9, 10 and 11 are well known (see e.g. [1] , [6] ). We prove a fixed point theorem which states that a number will be an integral multiple of a given number if it is an eventually fixed point of a mapping induced by the given number.
A point x is defined to be an eventually fixed point of a function /, if there exists an integer N such that f n+1 (x) = f n (x) whenever n > N (see Holmgren [7, p. 34] ). The point x is called eventually periodic with period k, if there exists N such that f n+k (x) = f n {x) whenever n > N. Two positive integers a and b are defined to be relatively prime if their greatest common divisor equals 1. If a and b are relatively prime and a divides the product of the integers b and c then it can be easily shown that a divides c.
Let X denote the set of non-negative integers equipped with the Euclidean metric. In the sequel we shall often write the numbers in X in the form lOOz + y where x is non-negative integer and 0 < y < 100. Thus 257 will be written as 100. (2) + 57 with x = 2 and y = 57 while 1682 will be written as 100. (16) + 82 with x = 16 and y = 82. We observe that every number lOOp-f <7 in X induces a self-mapping / on X under which the image of a number 100a + b in X is given by (9) /(100a + b) = |qa -pb\ where a, p are non-negative integers and b, q < 100. If qa > pb then | qapb\ -qa -pb < 100a + b since q < 100. Similarly, if qa < pb then |qa -pb\ = pb -qa < lOOp + q since b < 100. We thus see that (10) /(100a + b) = |qa -pb\ < max{100p + q, 100a + b}.
THEOREM 2. Let X be the set of non-negative integers and lOOp+q be a given number in X, p being an integer > 1 and q < 100. Then every integral multiple of lOOp+q is an eventually fixed point of the selfmapping f induced on X by 100p+g and defined by (9) . Moreover, f possesses fixed points in X.
Proof. Suppose that 100a + b is a non-zero integral multiple of lOOp + q.
Then there exists an integer k > 1 such that 100a + b = fc(100p + q). Then /(100a+ 6) = \qa-pb\ = |a-pfc|(100p + q), that is, /(100a+ 6) is an integral multiple of 100p+g since a, p and k are integers. Further, since,A; > 1, max{100p+g, 100a+6} = 100a+6. By virtue of (10) We now give a number theoretic application of the above fixed point theorem to obtain a test for divisibility of one integer by another integer. In the sequel, we shall use the notation x\y to show that the integer x divides the intger y. 
Proof. Let lOOp + q\(qa -pb).
Then there exists some integer k such that qa -pb = fc(100p + q). Then q(a -k) = p(100A; + b). This implies that p\q(a -k), that is, p\(a -k) as p and q are relatively prime. We further get that 100a + b = ((a -fc)/p)(100p + q). This means that lOOp + q divides 100a + b since p|(a -k) and (a -k)/p is an integer.
Conversely, let lOOp + g|100a + b. Then 100a + b = fc(100p + q) for some integer k. This yields qa-pb = (a-pk)(100p+q), that is, (100p+q)\(qa-pb) . This proves the theorem.
Theorem 3 is simpler to apply when q in lOOp + q does not exceed 50. If 50 < q < 99 we can write the divisor lOOp+g in the form 100(p+l) -(100-q) and can prove the following analogue of Theorem 3. 
