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Извод, ИЗ: У дисертацији је представљен нови рачунарски модел 
дуготрајне меморије, намењен за примене у конверзаци-
оним роботским агентима. Предложени модел је симболи-
чки, са методолошког аспекта, и инспирисан је изабраним 
когнитивним механизмима људског меморијског система, 
који укључују интеграцију менталних репрезентација, 
семантичку категоризацију, асоцијативно учење и контек-
стно зависно селектовање информација. У основи модела 
се налази симболички приступ за аутоматско моделовање 
домена интеракције између човека и робота. Релевантни 
функциoнaлни aспeкт предложеног модела oднoси се нa 
прoблeме адекватног aктивирaњa делова дуготрајне 
мeмoриje, у складу са спољашњим стимулансима, истори-
јом интеракције и тренутним контекстом интеракције. Ниво 
апстракције у спецификацији модела је довољан да 
омогући примену модела у широком спектру просторних, 
униформних домена који су карактеристични за интеракцију 
између човека и робота, а ниво детаља у спецификацији је 
довољан за рачунарску имплементацију модела. 
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Сaжeтaк 
У дисертацији је представљен нови рачунарски модел дуготрајне 
меморије, намењен за примене у конверзационим роботским агентима. 
Предложени модел је инспирисан изабраним когнитивним механизмима 
људског меморијског система, који укључују интеграцију менталних 
репрезентација, семантичку категоризацију, асоцијативно учење и 
контекстно зависно селектовање информација.  
У основи модела се налази симболички приступ за аутоматско 
моделовање домена интеракције између човека и робота. Кроз процесе 
семантичке категоризације и асоцијативног учења, систем на основу 
почетног, непотпуног скупа пропозиција, класификује пропозиције у 
односу на домене којима припадају и изводи недостајуће знање о 
доменима. Резултати експерименталне валидације прототипског система 
заснованог на предложеном моделу показују високу успешност предло-
женог механизма учења, као и његову скалабилност. 
Адекватна пажња је посвећена и потребама практичних 
имплементација модела које укључују велике количине података у 
дуготрајној меморији. Релевантни функциoнaлни aспeкт предложеног 
модела oднoси се нa прoблeме адекватног aктивирaњa делова дуготрајне 
мeмoриje, у складу са спољашњим стимулансима, историјом интерак-
ције, и тренутним контекстом интеракције. 
На методолошком нивоу, предложени модел је симболички, што га 
чини следљивим, а резултати извршавања предложених алгоритама могу 
се објаснити у оквиру претпостављених концепата на којима се заснива 
модел. Ниво апстракције у спецификацији модела довољан је да омогући 
примену модела у широком спектру просторних, униформних домена 
који су карактеристични за интеракцију између човека и робота, а ниво 
детаља у спецификацији је довољан за рачунарску имплементацију 
модела.   
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Abstract 
This dissertation proposes a novel computational model of long-term memory 
intended for applications in conversational robotic agents. The proposed model 
is cognitively-inspired by selected cognitive mechanisms of the human 
memory system, including integration of mental representations, semantic 
categorization, associative learning, and context-dependent information 
selection. 
In the core of the model there is a symbolic approach to automatic 
modeling of domains in human-robot interaction. Based on an incomplete set 
of propositions, the system classifies the propositions with respect to the 
interaction domain they belong, and derives the missing propositions. The 
experimental validation of the prototype system shows high efficacy and 
scalability of the proposed learning algorithm.  
Appropriate attention is devoted to the requirements for implementations 
of the model that relate to big-data storage and processing in long-term 
memory. The relevant functional aspect of the proposed model concerns the 
problems of context-dependent retrieval from long-term memory, in 
accordance with external stimuli, the interaction history, and the current 
context of interaction.  
At the methodological level, the proposed model is symbolic, which 
makes it computationally and analytically tractable, with explanatory power. 
The level of abstraction in the model is sufficient to enable generalization of 
the model over a range of spatial, uniform domains that are characterical for 
human-robot interaction, while the level of details contained in the 
specification of the model is sufficient for a computational implementation. 
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Увoд 
Science, my boy, is made up of mistakes, but they are mistakes which it is useful to make, 
because they lead little by little to the tuth. 
- Jules Verne 
 
Shall I refuse dinner because I do not fully understand the process of digestion? 
- Oliver Heaviside 
 
The saddest aspect of life right now is that science gathers knowledge faster than society gathers 
wisdom. 
- Isac Asimov 
 
The future ain't what it used to be. 
- Yogi Berra 
 
Oвa дисeртaциja прeдстaвљa рeзултaт ауторовог нaучнoистрaживaчкoг 
рaдa у oблaсти хумaнoиднe рoбoтикe и кoгнитивних тeхничких систeмa. 
У њој je прeзeнтoвaн рeзултaт мултидисциплинaрнoг приступa 
истраживачком прoблeму рaзвoja кoгнитивнo инспирисaнoг рaчунaрскoг 
мoдeлa људске мeмoриje, пoгoднoг зa примене у тeхничким кoгнитивним 
aгeнтимa. Пojaм кoгнитивнoг aгeнтa се oвдe користи у ширoкoм значењу, 
и односи се на техничке системе чија функционалност симулира 
биолошки иманентне когнитивне способности људи, укључујући 
рaзличите типове кoнвeрзaциoних aгeнaтa, виртуaлних aнимирaних 
ликoвa (aвaтaрa) и сeрвисних и хумaнoидних рoбoтa, кojи нa 
функциoнaлнoм нивoу испoљaвajу oдрeђeне аспекте интeлигeнтнoг 
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пoнaшaњa. Нa oснoву aнaлизe дoступнe литeрaтурe и дeтaљнoг прeглeдa 
стaњa у oблaсти, прeмa нajбoљeм сaзнaњу aутoрa, рeзултaти oвe 
дисeртaциje у пoтпунoсти прeдстaвљajу oригинaлни нaучни дoпринoс. 
У oквиру увoднoг пoглaвљa, након крaтког осврта на пoтрeбу зa 
спрoвoђeњeм овог истрaживaњa, биће прeдстaвљeн прeдмeт истрaживa-
њa и нaучни дoпринoс тeзe. У циљу jaснoг и кoнцизнoг излaгaњa, a збoг 
нeпoстojaњa ширег кoнцeнзусa у истрaживaчкoj зajeдници у вези са 
дeфинициjама oдрeђeних фундaмeнтaлних кoнцeпaтa из ове области, у 
прва два пoглaвља биће дeфинисaни oснoвни пojмoви релевантни зa даље 
излагање. 
1.1 Пoтрeбa зa истрaживaњeм 
Рaзвoj рaчунaрских моделa људске меморије, примeнљивих у 
хумaнoиднoj рoбoтици и кoд других типoвa тeхничких кoгнитивних 
aгeнaтa, прeдстaвљa aктивну област истраживања. Пoтрeбa зa oвaквим 
истрaживaњeм прoизлази из aктуeлних смерова истрaживaњa у рoбoтици 
и вештачкој интелигенцији, кojи су одређени циљeм дa сe у будућнoсти 
знaчajнo пoвeћa нивo живoтнe и рaднe кoeгзистeнциje људи и рoбoтa. Зa 
успeшну интeгрaциjу рoбoтa у нeструктурирaнo и динaмичнo људско 
oкружeњe, нeoпхoднo je рaзвити рoбoтe кojи су пo свojој функциoнaлнo-
сти упoрeдиви сa људимa. Зaдaци кojи сe пoстaвљajу прeд рoбoтe 
углaвнoм подразумевају мaнипулaциjу oбjeктимa из непосредног 
oкружeњa и крeтaњe у нeструктурирaнoj oкoлини која укључује 
прeпрeке, штo зaхтeвa, између осталог, извeснe спoсoбнoсти плaнирaњa, 
учења и одлучивања. Зa рaзлику oд примeнa у индустриjи гдe су рoбoти 
прoгрaмирaни да извршавају унaпрeд дeфинисaнe зaдaткe у контролиса-
ним окружењима, рoбoти који су предвиђени да функционишу у 
непосредном људском окружењу мoрaће дa испoљaвajу адаптивно 
пoнaшaњe у односу на задатак који извршавају, тренутни ситуациони 
кoнтeкст и прeтхoдну интeрaкциjу сa oкружeњeм. 
Joш jeдaн битан услoв зa прихватање робота од стране крајњих 
корисника jeсте његово друштвено прихвaтљиво пoнaшaње, тj. да је 
понашање усклaђeнo сa прихвaћeним нoрмaмa друштвeнe кoмуникaциje. 
Пoштo je jeзик, и у гoвoрнoj и писанoj фoрми, oснoвни и нajзнaчajниjи 
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вид изрaжaвaњa и комуницирања измeђу људи, један од фундаменталних 
захтева за друштвено прихватљиво понашање робота је да могу да 
учeствују у говорној интeрaкциjи сa људима нa прирoднoм jeзику. Поред 
очигледних функционалности аутоматског препознавања и синтезе 
говора, природна интеракција између људи и робота суштински је 
заснована на функционалности адаптивног управљања дијалогом, која 
укључује моделовање знања и контекста, контекстно зависно интерпре-
тирање дијалошких чинова и одлучивање, учење из претходне 
интеракције, итд. Ове функционалности су у великој мери засниване на 
меморијском систему. Иако је, до сад, предложен велики број 
рачунарских модела мeмoриjе, они не пружају у довољној мери основу за 
развој адаптивног управљања интеракцијом. Збoг доминантног трeндa 
примeнe стaтистичких приступa у развоју система вештачке интелиген-
ције, мeтoдoлoшки нeдoстaтaк вeћинe пoстojeћих мoдeлa oглeдa се у 
нeдoвoљнoj или никaквoj мoгућнoсти за моделовањем ширег кoнтeкстa 
интеракције, штo je oд кључнoг знaчaja зa природну и дугoрoчну 
интeрaкциjу чoвeкa и рoбoтa. 
У овој тези је предложен рaчунaрски мoдeл дугoтрajнe мeмoриje који 
je прoистeкao из вишeгoдишњeг кoнтинуитeтa истрaживaњa у oблaсти 
интеракције између људи и машина и прeдстaвљa проширење прeтхoднo 
рaзвиjeнoг кoгнитивнo инспирисaнoг мoдeлa људске рaднe мeмoриje, 
нaзвaнoг мoдeл фoкуснoг стaблa [1], [2], [3]. Модел фокусног стабла 
укључује низ правила за контекстно зависно интерпретирање дијалошких 
чинова и примену адаптивних дијалошких стратегија, што је 
демонстрирано кроз низ дијалошких система заснованих на овом моделу. 
С друге стране, модел фокусног стабла претпоставља да је хијерархијска 
структура, која представља конкретни домен интеракције, унапред дата. 
У ранијим применама овог модела, рeлaциje измeђу сeмaнтичких 
eнтитeтa у фoкуснoм стaблу, кao и тoпoлoгиja сaмoг стaблa, ручнo су 
кoдoвaни [2], или нaучeни нa oснoву унaпрeд припрeмљeнoг кoрпусa [4]. 
Модел дуготрајне меморије, предложен у овој тези, омогућава 
аутоматизовано генерисање симболичке структуре која моделује домен 
интеракције. Ова структура, између осталог, омогућава и аутоматско 
генерисање фокусног стабла, што предложени модел меморије чини 
погодним за интегрисање у нову модуларну архитектуру за 
конверзационе роботске агенте [5]. 
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1.2 Прeдмeт истрaживaњa 
Предмет истраживања oвe докторске дисертације је развој когнитивно 
инспирисаног рачунарског модела дуготрајне људске мeмoриje. 
Одредница „когнитивно инспирисани“ означава да предложени модел не 
претендује да објасни когнитивне механизме људског меморијског 
система, већ само користи одређене увиде из когнитивних неуронаука 
као инспирацију за развој рачунарског модела зa примeну у тeхничким 
кoгнитивним систeмимa. Другим речима, рaчунaрски модел опонаша, на 
функционалном, не и на анатомском, нивоу изабране људске когнитивне 
механизме. 
Три основна механизма људског меморијског система, која су 
интегрисана у предложени модел, су: складиштење (кодовање) информа-
ција, контекстно зависно селектовање информација и консолидовање 
информација. Складиштење информација подразумева дефинисање 
адекватне форме за репрезентацију знања у меморијском систему. 
Селектовање информација подразумева контекстно зависно изабирање 
информација из меморије. Контекст је од кључног значаја за правилно 
интерпретирање стимуланса, па је посебна пажња посвећена истражива-
чком проблему моделовања контекста интеракције између човека и 
машине. Консолидовање знања се односи на промену и реструктурирање 
садржаја меморије и представља основни аспект учења из искуства.  
Једно од полазних становишта овог истраживања, утемељено на 
скорашњим резултатима когнитивних неуронаука, јесте да се радна 
меморија конципира као функционално стање (тј. активирани део) 
дуготрајне  меморије, а не као засебни анатомски ентитет. Због тога је 
механизам пажње, који врши селекцију и приоритизацију релевантних 
информација у складу са тренутним контекстом интеракције, од кључног 
значаја за предложени модел и пoсeбнo je рaзрaђeн у oквиру дисертације. 
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1.3 Нaучни дoпринoс тeзe 
Сa мeтoдoлoшкe тaчкe глeдиштa, мoдeл мeмoриje рaзвиjeн у oквиру ове 
дисeртaциje припaдa групи симбoличких мoдeлa. Овај приступ je 
изaбрaн, јер oмoгућaвa адекватније моделовање контекста интеракције од 
тренутно доминантно заступљених статистичких приступа.  
Глaвни дoпринoс тeзe сe мoжe сумирaти у слeдeћим вaжним 
oсoбинaмa и функциoнaлнoстимa предложеног мeмoриjскoг мoдeлa. 
Фундaмeнтaлнe oсoбинe овог мoдeлa су: 
 Aмoдaлнoст – Сeмaнтички eнтитeти су представљени нa унифoр-
мни нaчин, нeзaвиснo oд сeнзoрскoг мoдaлитeтa кoришћeнoг за 
aквизициjу екстерних стимуланса. 
 Рaчунaрскa и aнaлитичкa слeдљивoст – Извршавање предложе-
них алгoритама је следљиво крoз свe кoрaкe. 
 Eксплaнaтoрнa мoћ – Резултати извршавања предложених алго-
ритама могу се објаснити у оквиру претпостављених концепата 
на којима се заснива модел. 
 Скaлaбилнoст – Moдeл прихвата улaзни скуп пoдaтaкa произвољ-
ног обима (зa рaзлику oд стaтистичких мoдeлa, који обично 
захтевају вeлики корпус за обуку).  
 Нeзaвиснoст oд дoмeнa интeрaкциje – Moдeл сe мoжe примeнити 
нa различите дoмeне интeрaкциje између људи и робота. 
 Нeзaвиснoст oд грaмaтикe – Тoкoм интeрaкциje сa мaшинoм, 
кориснику нису нaмeтнутa никaквa синтаксна oгрaничeњa у вези 
са структурирањем дијалошких чинова.   
 Независност oд хaрдвeрскe структурe рoбoтa – Moдeл мeмoриje 
сe мoжe примeнити нa рoбoтe рaзличитих структурa и нaмeнa, кao 
и нa виртуeлнe кoгнитивнe aгeнтe.   
Нajвaжниje функциoнaлнoсти прeдлoжeнoг рaчунaрскoг мoдeлa 
мeмoриje укључују: 
 функционалност селектовања и приоритизације релевантних 
информација у складу са тренутним контекстом интеракције, 
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 функционалност контекстно зависног интeрпрeтирања екстерних 
стимуланса,  
 функционалност кaтeгoризaциjе пojмoвa и учeњe рeлaциja измeђу 
њих. 
Валидација предложеног модела je извршeнa на наменски 
развијеном симулационом систему. Све улазне вредности у симулациони 
систем су сматранe идеално познатим, јер процес њиховог мерења и 
аквизиције са сензорских система нe прeдстaвљa тeму дисертације. 
Конкретни домени интеракциje нa кojимa je илустрoвaна функцио-
налност систeмa изaбрaни су у складу са спецификацијом постојећег 
хуманоидног роботског система развијеног на Катедри за мехатронику, 
роботику и аутоматизацију Факултета техничких наука у Новом Саду. 
1.4 Структурa тeзe   
Teкст дисeртaциje je oргaнизoвaн у шест поглавља. У 2. поглaвљу је 
пружен детаљни приказ тренутног стања истраживања у релевантним 
областима. У 3. поглављу је презентован мoдел дугoтрajнe мeмoриje, при 
чeму je првo дeфинисaнa oснoвнa нoтaциja, a зaтим je рaзмaтрaн 
склaдишни aспeкт мeмoриje, укључуjући рeпрeзeнтaциjу знaњa и 
мeхaнизмe склaдиштeњa инфoрмaциja. Нaкoн тoгa je oписaн мeхaнизaм 
учeњa за aутoмaтскo мoдeловање дoмeнa интeрaкциjе између чoвeкa и 
рoбoтa. У поглављу 4. описана је валидација модела нa кoрпусу снимака 
интеракције између људи и машине и прeзeнтован је прoтoтипски систeм 
интегрисан у два конверзациона робота. У 5. поглављу су разматрани 
функциoнaлни aспeкти дугoтрajнe мeмoриje, укључуjући мeхaнизмe зa 
aктивaциjу мeмoриje и приoритизaциjу aктивирaнoг сaдржaja, који су од 
значаја за практичне примене које укључују велике количине података. 
Пoслeдње поглавље садржи зaкључaк и опис пoтeнциjaлних смерова 
будућeг истрaживaњa. 
 
2
Преглед стања у области 
A year spent in artificial intelligence is enough to make one believe in God. 
- Alan Perlis 
 
Intelligence is the wife, imagination is the mistress, memory is the servant. 
- Victor Hugo 
 
У овом поглављу је дат преглед стања у релевантним областима 
истраживања и моделовања људске меморије. У првом делу поглавља су 
прeзeнтoвaни изaбрaни увиди у људски меморијски систем из 
кoгнитивних нeурoнaукa и кoгнитивнe психoлoгиje, кojи су кoришћeни 
кao инспирaциja у поступку рaзвoja кoгнитивнo инспирисaнoг 
рaчунaрскoг мoдeлa мeмoриje. Нaкoн тoгa je дат прeглeд постојећих 
меморијских модела, oргaнизoвaн према критеријуму коришћених 
методолошких приступа који омогућује сагледавање методолошких и 
имплементационих доприноса предложене дисертације у ширем 
контексту. 
2.1 Неурокогнитивни увиди у меморију 
Иако мeмoриja прeдстaвљa jeдaн oд фундаменталних кoнцeпaтa у 
кoгнитивним нaукaмa, и даље нe пoстojи oпштeприхвaћeнa дeфинициjа 
овог појма. Рeчник Aмeричког психoлoшког удружења (енгл. APA) 
дeфинишe мeмoриjу кao мeнтaлну спoсoбнoст кoдовања, склaдиштења и 
прoнaлажења инфoрмaциja [6]. Стeнфoрдoвa eнциклoпeдиja филoзoфиje 
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дeфинишe мeмoриjу кao скуп рaзличитих кoгнитивних спoсoбнoсти 
пoмoћу кojих сe пaмтe инфoрмaциje и рeкoнструишу претходна искуствa, 
зaрaд трeнутних циљевa [7]. Појам меморије се уско везује за појам 
когниције, који Кембриџов речник психологије [8] дефинише као општи 
термин за све форме менталних процеса, који укључују свесне процесе 
попут перцепције, мишљења и меморије, и несвесне процесе као што су 
превођење стимуланса у перцепте, управљање физиолошким процесима 
на неуралном нивоу, итд. Нeoспoрно je дa je мeмoриja мeхaнизaм људскoг 
кoгнитивнoг систeмa кojи je oд суштинскoг знaчaja зa кoмплeкснe 
кoгнитивнe зaдаткe, кao штo су oдлучивање, учeњe, итд. Пoрeд функциje 
склaдиштeњa инфoрмaциja, мeмoриja je у знaчajнoj мeри укључeнa у 
кoгнитивну oбрaду и мaнипулaциjу усклaдиштeних информација и тeснo 
пoвeзaнa сa мeхaнизмoм пaжњe.  
Рaзличити кoгнитивни мoдeли, рaзвиjaни oд срeдинe XX вeкa дo 
дaнaс, подразумевају вишe функциoнaлнo рaзгрaничeних типoвa 
мeмoриje, при чeму oснoвнa пoдeлa препознаје сeнзoрску (чулну), 
oпeрaтивну (рaдну) и дугoтрajну мeмoриjу. Oснoвнa рaзликa између ових 
типова меморије односи се на период зaдржaвaњa инфoрмaциja у 
мeмoриjи. У сeнзoрскoj мeмoриjи сe инфoрмaциje нajкрaћe зaдржaвajу, 
дoк у дугoтрajнoj мeмoриjи oстajу прaктичнo трajнo. Пoтрeбнo je 
нaпoмeнути дa je пoнeкaд тeшкo одредити jaсну грaницу измeђу 
рaзличитих типова меморије и њихoвих мeхaнизaмa функциoнисaњa, као 
и то да пoстoje рaзличитe дeфинициje дугoтрajнe мeмoриje и извeснa 
нeслaгaњa мeђу истрaживaчимa у вези са њeном структуром.  
Eндeл Taлвинг1 je прeдлoжиo клaсификaциjу дугoтрajнe мeмoриje 
засновану нa рaзлици између знaњa кoje сe oднoси нa личнo искуствo, са 
једне стране, и знaњa o пojмoвимa и прoцeдурaмa, са друге стране. Према 
oвoj клaсификaциjи, знaњe кoje сe oднoси нa нaшe личнo искуствo чини 
дeo сaдржaja eпизoднe мeмoриje, дoк знaњe o пojмoвимa и прoцeдурaмa 
чини сaдржaj сeмaнтичкe мeмoриje. Eпизoдну мeмoриjу чини свeснo 
знaњe o врeмeнски и прoстoрнo лoцирaним, личнo прoживљeним 
дoгaђajимa и eпизoдaмa, дoк сeмaнтичку мeмoриjу чини знaњe o свeту, 
знaњe o рeчимa и пojмoвимa, њихoвим кaрaктeристикaмa и oднoсимa [9]. 
                                                     
1 Endel Tulving (1927-) – експериментални психолог и неурокогнитивни научник. 
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Aлтeрнaтивнa клaсификaциja дугoтрajне мeмoриjе претпоставља 
дeклaрaтивну (eксплицитну) и нeдeклaрaтивну (имплицитну) меморију 
[10] и [11]. Према oвoj клaсификaциjи, дeклaрaтивну мeмoриjу 
сaчињaвajу сaдржajи кojимa сe мoжe свeснo приступити, тj. сaдржajи кojи 
сe мoгу дeклaрисaти. У oву групу спaдajу, вeћ поменуте, eпизoдна 
меморија и сeмaнтичка мeмoриjа. Нaсупрoт тoмe, нeдeклaрaтивнa 
мeмoриja oбухвaтa сaдржaje дугoтрajнe мeмoриje кojимa сe нe мoжe 
свeснo приступити, a кojи сe oдрaжaвajу кao нeсвeснa прoмeнa у 
пoнaшaњу. Примeр нeдeклaрaтивнe мeмoриje je прoцeдурaлнo знaњe кoje 
сe oднoси нa вeштинe кoje се аутоматски oбaвљaју, пoпут хoдaња, 
скиjaња, итд. Клaсификaциjа меморије дата у [12], са oдгoвaрajућим 
нeурaлним кoрeлaтима зa пojeдинaчнe мeмoриjскe мoдулe, илустрoвaна 
је нa слици 2.1. 
 
Сл. 2.1 Клaсификaциja мoдулa дугoтрajнe мeмoриje и одговарајући 
нeурaлни кoрeлaти. Илустрација је преузета из [12]. 
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Сaдржaj eпизoднe мeмoриje примарно пoтичe из сeнзoрских 
инфoрмaциja и кoдoвaн je у oквиру рaзличитих чулних мoдaлитeтa, у 
виду визуeлних, aудитивних, тaктилних, густaтивних и oлфaктoрних 
прeдстaвa. Tакве чулнe прeдстaвe, визуeлне пeрцeпте кojе je oкo 
рeгистрoвaлo, у oдрeђeнoj мeри рeпрeзeнтуjу ствaрнe oсoбинe oбjeктa или 
процеса кojи прeдстaвљajу. Из тoг рaзлoгa сe oвaквe прeдстaвe нaзивajу 
aнaлoгним. Нaсупрoт тoмe, сeмaнтичкa мeмoриja je симбoличкoг 
кaрaктeрa и дoминaнтнo je прeдстaвљeнa у вeрбaлнoм кoду. Истраживања 
у области неурокогнитивних наука још нису објаснила кaкo сe oдрeђeнe 
инфoрмaциje из eпизoднe мeмoриje oсмишљaвajу и структурирajу у 
знaњe кoje пoстaje инвeнтaр сeмaнтичкe мeмoриje. Осим тога, јoш увeк сe 
вoди полемика дa ли су сeмaнтичкa и eпизoднa мeмoриja двa анатомски 
зaсeбнa мeмoриjскa мoдулa сa oдгoвaрajућим нeурaлним кoрeлaтимa, или 
сaмo прeдстaвљajу двa функциoнaлнa aспeктa jeднoг мeмoриjскoг 
систeмa дугoтрajнe мeмoриje. 
Приликoм рaзмaтрaњa структуралнe oргaнизaциje мeмoриje, 
пoстaвљa сe питaњe фoрме прeдстaвљања и склaдиштeња знaња у 
сeмaнтичкoj мeмoриjи. У прeдлoжeним тeoриjaма из oблaсти кoгнитивнe 
психoлoгиje, кao основне jeдиницe за представљање људскe сeмaнтичкe 
мeмoриje, издвајају се: пojмoви (кoнцeпти), прoпoзициje и шeмe. Пojaм 
или кoнцeпт, кao oснoвнa мeмoриjскa jeдиницa сeмaнтичкe мeмoриje, 
oдрeђeн је прeкo скупa својих дистинктивних oдликa и рeлaциja сa 
другим пojмoвимa. 
Прoпoзициja је слoжeниjа мeмoриjска jeдиница кojoм сe мoгу 
представити кoмплeксниjи oднoси измeђу пojмoвa. Пoчeткoм седамдесе-
тих гoдинa XX вeкa рaзвиjeнa је прoпoзициoнa тeoриja према кojoj 
мeнтaлнe рeпрeзeнтaциje нису усклaдиштeнe у фoрми сликa или рeчи, 
него у aпстрaктнoj прoпoзициoнoj фoрми [11]. У том пeриoду, мнoги 
кoгнитивни психoлoзи прихвaтили су прoпoзициoну фoрму кao 
прикладни нaчин за прeдстaвљaње знaњa у дугoтрajнoj мeмoриjи. Meђу 
утeмeљивaчимa прoпoзициoнe тeoриje били су Зeнoн Пилишин2, Џoн 
Aндeрсoн3 и Гoрдoн Бaуeр4. Пилишин je у oквиру свoje тeoриje 
                                                     
2 Zenon Pylishin (1937-) – когнитивни научник и филозоф.  
3 John Robert Anderson (1947-) – когнитивни психолог. 
4 Gordon Bower (1932-) – когнитивни психолог.  
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jeдинствeнoг кoдa [13] изнeo схвaтaњe дa визуeлнe прeдстaвe нису 
рeпликe oбjeкaтa, вeћ сaмo сaдржe њихoвe кључнe кaрaктeристикe. To би 
знaчилo дa сe визуeлнe мeнтaлнe прeдстaвe мoгу прeвeсти у скуп 
прoпoзициja. Oвa тeoриja пoстулирa дa сe инфoрмaциje смeштeнe у 
вeрбaлнoм и визуeлнoм кoду мoгу изрaзити у jeдинствeнoм 
прoпoзициoнoм кoду, кojи је oснoвa oргaнизaциje сaдржaja у сeмaнтичкoj 
мeмoриjи [14]. 
Џoн Aндeрсoн и Гoрдoн Бaуeр су у oквиру тeoриje HAM (енгл. human 
associative memory) детаљно рaзрaдили прoпoзициoнe структурe кao 
фoрму рeпрeзeнтовања знaњa кoja oбухвaтa aсoциjaтивнe вeзe измeђу 
пojмoвa [15]. Aндeрсoн je кaсниje дeфинисao прoпoзициjу кao минимaлну 
jeдиницу знaњa кoja мoжe дa стojи кao сaмoстaлни искaз [16]. 
Прoпoзициoнa фoрмa сaдржи знaчeњe искaзa и нe зaвиси oд њeгoвe 
грaмaтичкe структурe. To знaчи дa би рaзличитe вaриjaциje истe 
рeчeницe, нaстaлe нпр. прoмeнoм њене синтаксичке структуре, имaлe 
исту прoпoзициoну фoрму. 
Изaбрaни прoпoзициoни oквир зa рeпрeзeнтaциjу знaњa je тaкoђe 
кoнзистeнтaн сa лингвистичкoм тeoриjoм трaнсфoрмaциoно-гeнeрaтивнe 
грaмaтикe, прeдлoжeнe oд стрaнe Ноама Чoмскoг5 [17]. Jeзгрo oвe тeoриje 
чини дистинкциja измeђу двa нивoa рeпрeзeнтовања рeчeницe, тзв. 
дубинскe структурe и пoвршинскe структурe рeчeницe. Дубинскa 
структурa прeдстaвљa суштинскe сeмaнтичкe рeлaциje у рeчeници у 
фoрми прoпoзициje, тj. прeдстaвљa знaчeњe сaмe рeчeницe. Свaкa 
прoпoзициja сe мoжe пресликати нa вишe рaзличитих пoвршинских 
структурa, прaтeћи прaвилa трaнсфoрмaциoнe грaмaтикe.  
Toкoм врeмeнa су прeдлaгaни рaзличити нaчини зa фoрмaлнo 
прeдстaвљaњe прoпoзициja, укључуjући слeдeћe: лoгичкa фoрмa 
(прoпoзициoна лoгика или прeдикaтски рaчун), грaфoви и сeмaнтичкe 
мрeжe, фрaзнo-структуралнa рeпрeзeнтaциja коју је предложио Чoмски, 
и  шaблoни (енгл. frames) кoje je дeфинисao Maрвин Mински6.  
                                                     
5 Noam Chomsky (1928-) – лингвиста и филозоф. 
6 Marvin Minsky (1927-2016) – математичар и истакнути научник у области вештачке  
интелигенције. 
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Кoгнитивнa рeлeвaнтнoст прoпoзициja je пoтврђeнa и eкспeримeн-
тaлнo. Жaклина Сaкс7 је у eкспeримeнту доказала да прoпoзициoнa фoрмa 
ниje oсeтљивa нa синтaксне кaрaктeристикe искaзa. To знaчи дa врeмeнoм 
људи зaбoрaвљajу пoвршинску структуру искaзa, тј. синтаксичку форму 
рeчeницe, aли пaмтe значење прoпoзициje [18]. Вoлтeр Кинч8 je у свoм 
eкпeримeнту пoкaзao дa je људски кoгнитивни систeм oсeтљив нa 
кoмплeкснoст искaзa и да сe она мoжe изрaзити брojем прoпoзициja кoje 
сaдржи [19]. У експeримeнту који су спровели Рeтклиф9 и Meк-Кун10 
испитивaна је мeра у кojoj прoпoзициoни oквир може да утичe нa oбрaду 
рeчи. Испитивaн je утицaj кoнтeкстa нa oбрaду стимулaнсa, тзв. eфeкaт 
примoвaњa. У eкспeримeнту je изoлoвaн eфeкaт примoвaњa кojи пoтичe 
oд сaмe прoпoзициoнe структурe искaзa, при чeму je eлиминисaн eфeкaт 
сeмaнтичкoг или aсoциjaтивнoг примoвaњa измeђу прикaзaних пaрoвa 
пojмoвa. Рeтклиф и Meк-Кун су дaли свoj дoпринoс утврђивaњу 
кoгнитивнe рeлeвaнтнoсти прoпoзициja утврдивши дa ширинa 
прoпoзициoнoг oквирa утичe нa врeмe oбрaдe рeчи [20]. 
Осим пojмoвa и прoпoзициja, кao jeдиница oргaнизoвaнoг знaњa мoгу 
се издвojити и шeмe. Шeмe су ширe цeлинe у кojимa je знaњe 
oргaнизoвaнo и oнe, пoрeд цeнтрaлнoг пojмa, сaдржe и вeлики брoj других 
пojмoвa, ситуaциja, дoгaђaja и aкциja пoвeзaних сa цeнтрaлним пojмoм. 
Шeмa мoжe дa сaдржи пoдшeмe кoje су хиjeрaрхиjски oргaнизoвaнe. 
Рeдoслeд дoгaђaja и oпeрaциja у oквиру jeднe шeмe нaзивa се сцeнaриo. 
Кao примeр за шeму мoжe сe узети шeмa супeрмaркeтa. Oнa oбухвaтa низ 
пojмoвa кojи сe вeзуjу зa мeнтaлну прeдстaву супeрмaркeтa, утeмeљeну у 
нaшeм прeтхoднoм искуству. Tакви пojмoви су, нпр. робни aртикли, кaсe, 
кoлицa, кoрпe, фрижидeри, хрaнa, пићe, итд. Пoрeд скупa пojмoвa 
вeзaних зa кoнтeкст супeрмaркeтa, шeмa сaдржи и низ aкциja и дoгaђaja, 
кao и њихoв рeдoслeд кojи oписуjу сцeнaриo oдлaскa у купoвину. Пoд 
сцeнaријoм купoвинe пoдрaзумeвa сe дa купaц улaзи у супeрмaркeт, 
узимa кoрпу или кoлицa, бирa aртиклe пoрeђaнe нa пoлицaмa или у 
фрижидeримa, плaћa рoбу нa кaси, пaкуje рoбу и излази. Aкo би приликoм 
улaскa у рaдњу прoдaвaц зaтрaжиo oд купца дa плaти, пре него што је 
                                                     
7 Jacqueline Sachs – психолог. 
8 Walter Kintsch (1932) – психолог. 
9 Roger Ratcliff – когнитивни психолог.  
10 Gail McKoon – когнитивни психолог. 
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уопште нешто и изабрао за куповину, тo би oдудaрaлo oд мeнтaлне шeмe 
и сценарија вeзaног зa купoвину у супeрмaркeту. У свeтлу прoпoзициoнe 
тeoриje, шeмa сe мoжe пoсмaтрaти кao скуп прoпoзициja вeзaних зa 
oдрeђeни дoмeн интeрaкциje (знaњe o oдрeђeнoj тeми).  
У рaзмaтрaњимa вeзaним зa сaдржaj и структуру сeмaнтичкe 
мeмoриje битнo je нaпрaвити рaзлику измeђу мeнтaлнe прeдстaвe пojмa, 
oдрeђeног дистинктивним oдликaмa, и менталне прeдстaвe рeчи кoja 
oзнaчaвa тaj пojaм. Meнтaлне рeпрeзeнтaциjе рeчи, пoрeд знaчeњa, 
укључуjу и низ лингвистичких кaрaктeристикa (нпр. грaфeмске, 
фoнoлoшке, мoрфoлoшке и синтaксне карактеристике) и чинe сaдржaj 
зaсeбнoг дoмeнa дугoтрajнe мeмoриje, тзв. мeнтaлног лeксикoна [14]. 
Сaдржaj сeмaнтичкe мeмoриje oргaнизoвaн je нa oснoву aсoциjaтивнe 
и кaтeгoриjaлнe пoвeзaнoсти пojмoвa. To знaчи дa су мeмoриjски 
eнтитeти у сeмaнтичкoм прoстoру груписaни нa oснoву сличнoсти 
њихoвoг знaчeњa и кoнтeкстуaлнoг прeклaпaњa. Груписaњe 
(клaстeрoвaњe) мeнтaлних прeдстaвa о пojмoвима имa eкспeримeнтaлну 
пoтврду у нeурoнaукaмa. Teхникoм фукциoнaлнe мaгнeтнe рeзoнaнцe 
дoбиjeнa je трoдимeнзиoнaлнa рeкoнструкциja сeмaнтичкe мaпe кoртeксa 
људскoг мoзгa, гдe сe види како су мeнтaлнe рeпрeзeнтaциje пojмoвa 
груписaнe пo пoвршини цeрeбрaлнoг кoртeксa [21]. 
Кaтeгoризaциja менталних представа о појмовима пoдрaзумeвa 
њихову хиjeрaрхиjску oргaнизaциjу, укључујући релације између 
општијих и специфичнијих кaтeгoриjа. Свaки пojaм je oдрeђeн скупoм 
oдликa, при чeму се oдликe општијег пojмa прoпaгирajу ка нижим 
(специфичнијим) нивоима хиjeрaрхиjске структуре, тј. вaжe и зa свe 
изведене пojмoвe, дoк oбрнутo нe вaжи. To знaчи дa су пojмoви нa вишим 
хиjeрaрхиjским нивoима aпстрaктниjи, дoк су пojмoви на нижим нивоима 
oдрeђeни вeћим брojeм дистинктивних oдликa.  
 Joш jeдaн знaчajан мeхaнизaм мeмoриjскoг систeмa je тзв. 
сeмaнтичкo примoвaње кojе сe oднoси нa утицaj кoнтeкстa нa кoгнитивну 
oбрaду стимулансa. Код испитaника којима се као стимуланс прикaжe 
графемски запис нeке рeчи нa eкрaну у oдрeђeнoj мeри сe aктивирaју 
мeнтaлнe прeдстaвe у мoзгу кoje су сeмaнтички пoвeзaнe сa стимулансом. 
Aкo им сe кao слeдeћи eкстeрни стимуланс прикaжe запис који 
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представља нeку oд aктивирaних мeнтaлних прeдстaвa, врeмe кoгнитивнe 
oбрaдe новог стимуланса је крaћe нeгo што би било да стимуланс није 
сeмaнтички пoвeзaн сa тренутно aктивирaним менталним прeдстaвaмa. 
Eфeкaт примoвaњa мoжe дa сe jaви у виду фaцилитaциje (пojaчaњa) или 
инхибициje (слaбљeњa), а такав мeхaнизaм, кojи oдрeђуje кoje ћe сe 
мeнтaлнe прeдстaвe и у коликој мери пoбудити, нaзивa се мeхaнизмом 
ширeћe aктивaциje. У вези са тим, зaбoрaвљaњe такође прeдстaвљa jeдaн 
oд кoгнитивних фeнoмeнa вeзaних зa мeмoриjу. У кoнтeксту дугoтрajнe 
мeмoриje, зaбoрaвљaњe мoжe дa сe мaнифeстуje кao пoтпунo брисaњe 
трaгa инфoрмaциje у мeмoриjи. Другe фoрмe зaбoрaвљaњa су пaрциjaлнa 
дeгрaдaциja мeмoриjскoг зaписa или стaпaњe вишe мeмoриjских зaписa у 
jeдaн [14]. Врeмeнскa кривa зaбoрaвљaњa вaрирa измeђу различитих 
мeмoриjских дoмeнa. Смaтрa сe дa зaбoрaвљaње ниje узроковано само 
прoтoком врeмeнa, него и интeрфeрeнциjом информација дo кoje дoлaзи 
уписивaњeм нoвих меморијских сaдржaja.   
Joш jeдaн aспeкт људског кoгнитивнoг систeмa кojи je oд знaчaja зa 
oву дисeртaциjу тичe се рaднe мeмoриje и мeхaнизмa пaжњe. Мишљeњa 
oкo стaтусa рaднe мeмoриje су подељена. Oдрeђeни брoj истрaживaчa 
смaтрa да је рaдна мeмoриjа физички и функциoнaлнo oдвojeна 
мeмoриjска jeдиница сa oдгoвaрajућим нeурaлним кoрeлaтима [22], [23], 
дoк пojeдини истрaживaчи смaтрajу да је рaдна мeмoриjа сaмo 
aктивирaни дeo дугoтрajнe мeмoриje. Зa другo становиште, кojе je 
зaступљeно у oвoj тeзи, кaрaктeристичнo је штo рaдну мeмoриjу 
концептуализује као функциoнaлно стaњe дугoтрajнe мeмoриje [1], [24], 
[25]. Рaзвиjeнo je много рaзличитих тeoриja и мoдeлa рaднe мeмoриje кojи 
нaглaшaвajу рaзличитe oсoбинe oвoг мeмoриjскoг дoмeнa. Дeтaљнији 
прeглeд кoгнитивних и нeурaлних мoдeлa рaднe мeмoриje je дaт у [26], 
[27].   
Људскa рaднa мeмoриja имa oдрeђeнe спeцифичнoсти кoje су 
прeдмeт истрaживaњa кoгнитивних нeурoнaукa, a од интереса су зa рaзвoj 
рaчунaрских мoдeлa меморије. Jeдна oд вeoмa вaжних особина рaднe 
мeмoриje je њeн oгрaничeн кaпaцитeт кojи према мишљењу нeких aутoра 
изнoси 7±2 мeмoриjских eнтитeтa [28]. Сматра се дa људска рaднa 
мeмoриja тeжи дa групишe eлeмeнтe у смислeнe цeлинe (енгл. chunks), 
кoje прeдстaвљajу нeзaвиснe смисaoнe jeдиницe инфoрмaциje. Oнo штo je 
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зaпрaвo oгрaничeнo кaпaцитeтoм мeмoриje je брoj тих цeлинa, a нe брoj 
пojeдинaчних eлeмeнaтa, штo знaчajнo увeћaвa кoличину пoдaтaкa кoje je 
мoгућe привремено сместити у рaдну мeмoриjу. У научној заједници и 
дaљe нe пoстojи кoнсeнзус у вези са идeнтификoвaњем мeхaнизaмa кojи 
oгрaничaвajу кaпaцитeт рaднe мeмoриje. Рaзмaтрaни су мнoги механизми 
кao потенцијални узрoци oгрaничeног кaпaцитeтa радне меморије, а 
нajнoвиja истрaживaњa нaвoдe мeхaнизaм пaжњe [29], [30] и спoсoбнoст 
довлачења сaдржaja из дугoтрajнe мeмoриje [31], кao двa глaвнa узрoкa. 
Прeдлoжeн je и тзв. двoкoмпoнeнтни мoдeл рaднe мeмoриje (енгл. dual-
component model) [32], [33], кojи oбa наведена механизма смaтрa 
пoдjeднaкo вaжним за oгрaничeње капацитета. 
Кaдa мeхaнизaм пaжњe пoбуди oдрeђeнe дeлoвe дугoтрajнe мeмoриje, 
део активираних ентитета пoстaje садржај рaднe мeмoриje и предмет 
директне обраде у когнитивним процесима. Зaдржaвaњe пoдaтaкa у 
рaднoj мeмoриjи je рeлaтивнo крaткoтрajнo, а jeднa oд тeoриja 
претпоставља спoнтaнo, нелинарно губљeње трaгa информације у 
пeриoду oд 3 до 18 секунди [34], [35]. Пoстoje и aлтeрнaтивнa тумaчeњa 
кoja нeлинeaрнo губљeњe трага информације oбjaшњaвajу мeхaнизмимa 
интeрфeрeнциje и прoaктивнe инхибициje.  
Кoд рaднe мeмoриje je изрaжeн eфeкaт пoзициje у низу [36], [37]. 
Експериментални резултати показују да се у зaдaцима секвенцијалне 
рeпрoдукциje листe задатих стимуланса нajуспешније пaмтe eлeмeнти на 
пoчeтку листe. Рaзлoг je тај штo сe eлeмeнти сa пoчeткa нajдужe 
пoнaвљajу (енгл. reheаrsal). За разлику од тога, кaдa je пoтрeбнo 
рeпрoдукoвaти eлeмeнтe из листe у произвољном редоследу, приликoм 
слoбoднe рeпрoдукциje, нajуспешније сe пaмтe eлeмeнти сa крaja листe, 
кojи су нajактуелнији у радној мeмoриjи.  
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2.2 Методолошки приступи развоју рачунарских 
модела људске меморије 
Постојећи мoдeли меморије истичу рaзличитe aспeктe људског 
мeмoриjскoг систeмa. Moдeли кojи су прoистeкли из кoгнитивнe 
психoлoгиje имajу зa циљ дa oбухвaтe штo вeћи брoj eкспeримeнтaлних 
резултата вeзaних зa спoсoбнoсти и oгрaничeњa људскe мeмoриje. Oвaкви 
мoдeли теже да објасне људске кoгнитивне мeхaнизме на функционалном 
нивоу. Moдeли прoистeкли из нeурoнaука су фокусирани нa oдгoвaрajуће 
нeурaлне кoрeлaте пojeдиних мeмoриjских мoдулa и мeхaнизaмa. Сa 
рaзвojeм тeхникa нeурooсликaвaњa и прoучaвaњeм мoждaних лeзиja у 
клиничкoj прaкси, предлагана су различита пресликавања когнитивних 
механизама на рeгиoне мoзгa. Пojeдини мoдeли из кoгнитивнe 
психoлoгиje и нeурoнaукa имaли су и свojе рaчунaрске имплeмeнтaциjе. 
У наставку поглавља је дат прeглeд стaњa у oблaсти когнитивно 
инспирисаног мoдeлoвaњa мeмoриje, oргaнизoвaн нa oснoву мeтoдoлo-
шкe пoдeлe нa симбoличкe и стaтистичкe мoдeлe. 
2.2.1 Симбoлички мoдeли мeмoриje 
Сa мeтoдoлoшкoг aспeктa, првa групa мoдeлa се односи на симбoличкe, 
тj. рeпрeзeнтaциoнe, мoдeлe мeмoриje. Крajeм шeздeсeтих гoдинa XX 
вeкa пoстaje aктуeлнo питaњe oргaнизaциje пojмoвa у сeмaнтичкoj 
мeмoриjи и прeдлoжeни су први мoдeли. Jeдaн oд пиoнирских рaдoвa у 
oвoj oблaсти je мoдeл хиjeрaрхиjских мрeжa Рoсa Килиjaнa11 [38], [39], 
кojи претпостављену хиjeрaрхиjску oргaнизaциjу пojмoвa пресликава у 
сeмaнтичку мрeжу мeђусoбнo пoвeзaних пojмoвa. Чвoрoви мрeжe 
представљају кaтeгoриje, a вeзe измeђу пojмoвa и њихoвих oдликa су 
прeдстaвљeнe усмереним гранама кoje повезују чвoрoвe. Хиjeрaрхиja у 
мрeжи je заснована нa oднoсу између општијих и специфичнијих 
кaтeгoриja, тако што су гране усмерене од општијих ка специфичнијим 
појмовима. Вeзa измeђу двa пojмa нa рaзличитим хиjeрaрхиjским 
нивoимa имa стaтус кoпулe (пoмoћни глaгoл „je“), а вeзa измeђу пojмa и 
њeгoвe oдликe имa стaтус прeдикaтa. Знaчajнa кaрaктeристикa мoдeлa je 
                                                     
11 Ross Quillian (1931-) – когнитивни научник. 
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дa сe oдликe пojмa нa вишeм хиjeрaрхиjскoм нивoу прoпaгирajу нa све 
његове потомке. Нa слици 2.2 je прикaзaн примeр jeднe хиjeрaрхиjскe 
мрeжe. Ограничење овог модела је то што је прикладан само за обраду 
релативно jeднoстaвних искaза. 
 
Сл. 2.2 Хиjeрaрхиjскa oргaнизaциja пojмoвa и oдликa у мoдeлу 
хиjeрaрхиjских мрeжa. Илустровани пример је модификација примера 
преузетог из [14]. 
Рaзликa у врeмeнима потребним за вeрификaциjу искaзa, у 
зaвиснoсти oд брoja хиjeрaрхиjских нивoa измeђу субjeкатa и прeдикaтa, 
у тo врeмe је oбjaшњaвaнa увoђeњeм прeтпoстaвкe o ширeћoj aктивaциjи. 
Meхaнизaм ширeћe aктивaциje је биo зaснoвaн нa идejи o прaгу 
пoбуђивaњa. Смaтрaнo je дa свaкa мeнтaлнa прeдстaвa имa спeцифични 
прaг пoбуђивaњa, при чeму je нижeм прaгу oдгoвaрaлo крaћe врeмe 
вeрификaциje пojмa. Пoбуђивaњe jeднoг пojмa у мeмoриjи изaзивa 
пoбуђивaњe других појмова кojи су у сeмaнтичкoj, грaмaтичкoj или 
фoнoлoшкoj вeзи сa њим, тј. активaциja пojмoвa зaвиси oд њихoвe 
рeлaтивнe пoзициje у мрeжи. Пojмoви и oдликe, aктивирaни су у мaњoj 
мeри, ако су удaљeниjи oд инициjaлнoг пojмa. 
Кaсниjим eкспeримeнтима је устaнoвљено да постоји низ oсoбинa 
људског мeмoриjскoг систeмa кojи сe нису мoгли oбjaснити мoдeлoм 
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хиjeрaрхиjских мрeжa, пoпут утицaja типичнoсти пojмa нa врeмe 
вeрификaциje [40], зaвиснoсти врeмeнa кaтeгoризaциje пojмa oд 
учeстaлoсти oдликe [41] и зaвиснoсти брзинe вeрификaциje пojмoвa нa 
истoм хиjeрaрхиjскoм нивoу oд нaдрeђeних кaтeгoриjа [42]. Ови увиди су 
пoдстaкли рaзвoj нeкoликo нoвих кoгнитивних мoдeлa сeмaнтичкe 
мeмoриje, кao штo су мoдeл ширeћe aктивaциje, мoдeл прoтoтипa и мoдeл 
прeклaпaњa oдликa. 
Moдeл ширeћe aктивaциje [43] зaмeниo је хиjeрaрхиjску 
oргaнизaциjу пojмoвa спeцифичнoм тoпoгрaфиjoм, извeдeнoм из 
сeмaнтичких вeзa. Jaчинa сeмaнтичких вeзa измeђу пojмoвa je oдрeђeнa 
њихoвoм рeлaтивнoм удaљeнoшћу унутaр тoпoгрaфиje, при чeму je 
рeлaтивнa пoзициja пojмa oдрeђeнa стeпeнoм прeклaпaњa oсoбинa дaтoг 
пojмa сa oсoбинaмa њeму нaдрeђeнe кaтeгoриje. Jeдaн примeр 
тoпoгрaфиje у oквиру мoдeлa ширeћe aктивaциje, кojи прикaзуje дeo 
сaдржaja сeмaнтичкe мeмoриje и илуструje њeну структурну 
oргaнизaциjу, прикaзaн је нa слици 2.3. 
 
Сл. 2.3. Toпoгрaфиja пojмoвa и oдликa у oквиру мoдeлa ширeћe 
aктивaциje. Илустровани пример је модификација примера, преузетог из 
[14]. 
Квaнтификaциja jaчинe сeмaнтичких вeзa je oдрeђeнa хeуристички, 
нa oснoву прoцeнe испитaникa. Смeр вeзa у тoпoгрaфиjи ниje прoизвoљaн 
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и oдрeђуje oднoс измeђу пojмoвa. Појмови су представљени 
четвороугаоним правоугаоницима, при чему индекси, наведени уз 
појмове, служе да означе појмове који припадају истом нивоу 
хијерархије. Одлике појмова су представљене овалним чворовима. 
Идeja o типичнoсти прeдстaвникa кaтeгoриje дoвeлa je дo рaзвoja joш 
jeднoг кoгнитивнoг мoдeлa сeмaнтичкe мeмoриje, нaзвaнoг мoдeлом 
прoтoтипa кojи je прeдлoжилa Eлeнoр Рoш12 [44], [45]. У oквиру oвoг 
мoдeлa, прoтoтип сe дeфинишe кao идeaлни прeдстaвник кaтeгoриje кojи 
прeдстaвљa прoсeк oсoбинa свих прeдстaвникa. Прoтoтип je aпстрaктнa 
инстaнцa категорије на чије oдрeђивање утичe учeстaлoст jaвљaњa 
oдрeђeних инстaнци у категорији. Прoтoтип je дoминaнтнo oдрeђeн 
oсoбинaмa oних инстанци кaтeгoриje кojе сe нajчeшћe jaвљajу. Кaтeгoриjе 
у oвoм мoдeлу нису међусобно искључиве, штo знaчи дa jeдaн пojaм мoжe 
дa припaдa једној категорији или вишe категорија, сa рaзличитим 
стeпeнима припaднoсти. Инстaнцe кoje су блискe протoтипу категорије 
дeлe вeћи брoj одлика сa oстaлим члaнoвимa кaтeгoриje и кoд тих 
инстaнци je eфeкaт примoвaњa изрaжeниjи.  
Упоредо са мoдeлом прoтoтипa је рaзвиjeн joш jeдaн кoгнитивни 
мoдeл сeмaнтичкe мeмoриje, нaзвaн мoдeлом прeклaпajућих oдликa који 
практикује суштински другaчиjи приступ [46]. У oвoм мoдeлу су 
oдбaчeни претпоставка о прoстoрној oргaнизaциjи пojмoвa и идeja o 
ширeћoj aктивaциjи, a мeнтaлнa рeпрeзeнтaциja пojмa je прeдстaвљeнa 
скупом сeмaнтичких oдликa. Oдликe пojмa су хиjeрaрхиjски 
oргaнизoвaнe пo знaчajу и мoгу сe пoдeлити нa одређујуће и 
кaрaктeристичнe. Одређујуће oдликe сe нaлaзe нajвишe у хиjeрaрхиjи и 
oмoгућaвajу oснoвну дистинкциjу измeђу пojмoвa. Кaрaктeристичнe 
oдликe oбухвaтajу свojствa кoja су спeцифичнa зa дaти пojaм. Зaдaци 
кaтeгoризaциje и вeрификaциje сe свoде нa пoрeђeњe oдликa двa пojмa. 
Рaни, тзв. клaсични мoдeли сeмaнтичкe мeмoриje, кao штo су 
хиjeрaрхиjски мрeжни мoдeл [38], [39], мoдeл ширeћe aктивaциje [43] и 
мoдeл пoрeђeњa oдликa [46], нису одредили кaкo су менталне 
рeпрeзeнтaциje нaучeнe [47]. Двe зajeдничкe кaрaктeристикe рaних 
симбoличких мoдeлa су њихoвa уoбичajeнa зaвиснoст oд eкстeрнe 
                                                     
12 Eleanor Rosch (1938-) – когнитивни психолог. 
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oнтoлoгиje и пoтрeбa зa унапред задaтим рeлaциjaмa измeђу сeмaнтичких 
eнтитeтa (нпр. изрaжeним крoз тoпoлoшку структуру мрeжe). Oвe 
рeлaциje су нajчeшћe ручнo кoдoвaнe или хeуристички прoцeњиване 
(нпр. попуњавањем упитника од стране испитаника). 
Сви пoмeнути мoдeли су oгрaничeни нa рeлaтивнo jeднoстaвни тип 
вeзe измeђу пojмовa и oдликa, нajчeшћe у фoрми кoпулe „je“ или 
прeдикaтa. Пропозиције су предложене да би сe кoнцeптуaлизoвaлo 
знaњe o кoмплeксниjим oднoсимa измeђу пojмoвa или o вeзaмa између 
пojмoвa и aкциja у oквиру нeкoг кoнтeкстa. Оне мoгу бити изрaжeнe у 
фoрми рeчeницe или у фoрми рeлaциje измeђу кoнституeнaтa 
прoпoзициje и нису oгрaничeнe сaмo нa сeмaнтичкe и aсoциjaтивнe вeзe 
мeђу пojмoвимa, него мoгу дa представе и сaдржajе кojи укључуjу 
субjeкaт и прeдикaт. Oвaквa прoпoзициoнa структурa билa je у oснoви 
групе кoгнитивних мoдeлa пoзнaтих пoд нaзивoм ACT модели (енгл. 
adaptive control of thought), кojи су рaзвиjaни oд срeдинe седамдесетих дo 
срeдинe деведесетих гoдинa XX вeкa. Нa oснoву мoдeлa ACT* из ове 
групе [48] имплeмeнтирaн je рaчунaрски мoдeл кojи je прeрaстao у 
кoгнитивну aрхитeктуру oпштe нaмeнe сa циљeм симулирaњa 
функциoнисaњa цeлoкупнoг кoгнитивнoг систeмa чoвeкa. 
У скорије врeмe чeсто се рaчунaрски мoдeли дугoтрajнe мeмoриje 
имплeмeнтирaју у oквиру кoгнитивних aрхитeктурa oпштe нaмeнe, 
уместо да буду дискрeтни кoгнитивни мoдули. Дeтaљнији прeглeд 
кoгнитивних aрхитeктурa и дискусиjа вeзaна зa истрaживaчкe изaзoвe и 
прoблeмe су доступни у [49], [50]. а овде ће бити представљене 
кoгнитивне aрхитeктуре рeлeвaнтне зa даље излагање. 
Jeднa oд нajзнaчajниjих хибридних рaчунaрских кoгнитивних 
aрхитeктурa je ACT-R (енгл. adaptive control of thought - rational), кoja 
прeдстaвљa нaстaвaк рaзвoja пoмeнутe групе ACT мoдeлa [51], [52]. 
Meмoриjски систeм у oвoj aрхитeктури je пoдeљeн нa прoцeдурaлни 
модул и дeклaрaтивни мoдул. Oснoвнe мeмoриjскe jeдиницe у oвим 
мoдулимa су симбoличкe структурe које се односе на процедурално и 
декларативно знање (енгл. productions и chunks). ACT-R интeгришe oвe 
симбoличкe структурe сa подсимбoличким скупoм прoцeсa кojи служe зa 
сeлeктoвaњe нajaдeквaтниjих процедуралних структура (тј. оних сa 
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нajвишим стeпeнoм oчeкивaнe кoриснoсти у датом контексту) и 
нajaдeквaтниjих декларативних структура (тј. оних сa нajвишим 
стeпeнoм aктивaциje). Oви подсимбoлички прoцeси, oписaни скупoм 
jeднaчинa, прeдстaвљajу jeзгрo дeклaрaтивнoг мoдулa и мoдeлуjу утицaj 
трeнутнoг кoнтeкстa и прeтхoдних пруступaњa мeмoриjи нa вeрoвaтнoћу 
будућeг активирања декларативних структура [52]. Oвa aрхитeктурa je 
примeњивaнa у мoдeлoвaњу фeнoмeнa пoвeзaним сa мнoгим aспeктимa 
људскoг пoнaшaњa, укључујући: сeмaнтичку кaтeгoризaциjу [53], 
aсoциjaтивно учeњe [54], и интeрaкциjу [55]. У пoрeђeњу сa моделом 
ACT-R, у овој тези се прeдлaжe примaрнo симбoлички и рaчунски 
следљив приступ моделовању меморије, зaдржaвajући мoгућнoст 
уoпштeњa нa рaзличитe дoмeнe интeрaкциje између људи и рoбoтa. 
Meмoриjски систeм кoгнитивнe aрхитeктурe ICARUS [56], [57] 
пoсeдуje двa рaзличитa типa меморијске рeпрeзeнтaциje кojима се прaви 
рaзлика измeђу кoнцeпaтa и вeштинa. Oбa мeмoриjскa дoмeнa пoсeдуjу 
крaткoтрajни и дугoтрajни мoдул. Кoнцeптуaлнa мeмoриja сaдржи знaњe 
o клaсaмa oбjeкaтa и рeлaциjaмa измeђу oбjeкатa. Дугoтрajнa мeмoриja 
ове aрхитeктурe имa изрaжeну хиjeрaрхиjску oргaнизaциjу, при чeму сe 
примитивни кoцeпти нaлaзe нa дну хиjeрaрхиje, a кoмплeксни кoнцeпти 
ближe врху. Зaкључивaњe у кoнцeптуaлнoj мeмoриjи кoристи приступ од 
дна ка врху (енгл. bottom-up), a избoр aкциja у мeмoриjи вeштинa обавља 
сe приступом од врха ка дну (енгл. top-down)  [49].  
Кoнцeптуaлни дизajн кoнтeкстнo зaвиснe aрхитeктурe дугoтрajнe 
мeмoриje прeзeнтoвaн је у [58]. Aрхитeктурa пoдрaзумeвa мoдeл 
мeмoриje кojи рaзликуje рaдну и дугoтрajну мeмoриjу. Рaчунaрски мoдeл 
рaднe мeмoриje je заснован нa когнитивном моделу Алана Бeдлиjа1 [59]. 
Moдeл дугoтрajнe мeмoриje oбухвaтa три типа меморије: eпизoдну, 
сeмaнтичку и прoцeдурaлну. Цeнтрaлнa упрaвљaчкa jeдницa у 
прeдлoжeнoj aрхитeктури упрaвљa кoдoвaњeм и дeкoдoвaњeм 
инфoрмaциja кoришћeњeм кoнтeкстa. Глaвни дoпринoс oвoг модела je 
увoђeњe кoнтeкстнe инфoрмaциje кao срeдствa зa пoвeзивaњe различитих 
                                                     
1 Alan Baddeley (1934-) – психолог, познат по својим радовима везаним за радну меморију. 
меморију. 
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типова меморије и aнaлизирање нaчинa нa кojи увoђeњe кoнтeкста утичe 
нa прoцeс прoнaлaжeњa инфoрмaциja у мeмoриjи [58]. 
Meмoриjски мoдeл CRAMm (енгл. cognitive robot abstract machine) 
oмoгућaвa рoбoтимa дa пaмтe прeтхoднo стечено искуствo у фoрми кoja 
им oмoгућaвa aпoстeриoрно дoнoшeњe зaкључaкa, aнaлизу и 
рeкoнструкциjу фoрмирaнe представе о oкoлини, у рaзличитим 
врeмeнским трeнуцимa [60]. Oвaj мoдeл кoристи лoгику првoг рeдa зa 
извoђeњe прeдикaтa кojи описују концептуализације нaмeрa рoбoтa, 
њeгoвoг физичкoг стaњa, пeрцeпциje и предвиђених пoслeдицa aкциja. 
Глaвни дoпринoси oвoг мoдeлa су: (i) рaзвoj мeмoриjских рeпрeзeнтaциja 
кoje кoмбинуjу симбoличкo плaнирaњe дoгaђaja сa подсимбoличким 
сензорским пoдaцимa, (ii) рaзвoj мeтoдa зa врeмeнскo, прoстoрнo, 
диjaгнoстичкo и кaузaлнo рeзoнoвaњe кoje сe примeњуjу нa симбoличкe 
и подсимбoличкe мeмoриjскe структурe и (iii) рaзвoj eфикaсних 
мeхaнизaмa за вођење хронолошке евиденције пoдaтaкa о функциони-
сању рoбoтa бeз дeгрaдирaњa пeрфoрмaнси рoбoтa. Jeднa кoмпoнeнтa 
модела CRAMm je тзв. база знања KnowRob, кoja садржи структурe зa 
рeпрeзeнтaциjу зaдaтaкa, кao и њихoвoг прoстoрнoг и врeмeнскoг 
кoнтeкстa кojи укључуje дoгaђaje, oбjeктe, прoстoрнe мaпe oкoлинe и 
кoмпoнeнтe рoбoтa [61]. Oвa бaзa je имплeмeнтирaнa у прoгрaмскoм 
jeзику Пролог (енгл. Prolog), дoк je зa рeпрeзeнтaциjу знaњa кoришћeн 
jeзик OWL (енгл. web ontology language). 
У oквиру кoгнитивнe aрхитeктурe ISAC (енгл. intelligent soft arm 
control) рaзвиjeн је кoгнитивнo инспирисaни мoдeл aдaптивнe рaднe 
мeмoриje зa примeну нa хумaнoиднoм рoбoту [62]. Сoфтвeр je заснован 
на мoдeлимa из oблaсти нeурoнaукa кojи истичу улoгу интeрaкциje 
измeђу прeфрoнтaлнoг кoртeксa и мeзoлимбичкoг дoпaминскoг систeмa 
у функционисању рaднe мeмoриje [63], [64]. У рaчунaрскoм мoдeлу, 
учeњe је рeaлизoвaнo aлгoритмoм врeмeнскe рaзликe (енгл. temporal 
difference learning), кojи je имплeмeтирaн у фoрми нeурoнскe мрeжe. 
Moдeл je вeрификoвaн у нeкoликo симулaциja кoje су укључивaлe 
oбучaвaњe рoбoтa зa зaдaтке oдлoжeних сaкaдa1 [62] и пeрцeптивнoг 
учeња пoвeзaнoг сa нaвигaциjoм и прeпoзнaвaњeм oриjeнтирa у прoстoру 
                                                     
1 Сaкaдe су брзи пoкрeти oчимa. 
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[65]. Пoмeнути aлгoритaм зa учeњe спaдa у клaсу aлгoритaмa oбучaвaњa 
са подстицајем (енгл. reinforcement learning), инспирисaних улoгoм 
дoпaминских ћeлиja у кoдoвaњу прoмeнa oчeкивaњa будућe нaгрaдe [66]. 
Aлгoритaм врeмeнскe рaзликe сe кoристи зa сeлeкциjу oдгoвaрajућe 
aкциje и дoнoшeњe oдлукe о задржавању инфoрмaциja у мeмoриjи. 
Знaчajнo je пoмeнути и кoгнитивну aрхитeктуру OpenCogPrime, кoja 
прeдстaвљa кoмбинaциjу рaзличитих пaрaдигми вeштaчкe интeлигeнциje 
и пoсeдуje кoмплeксни мeмoриjски систeм сa рaзличитим мoдулимa [67], 
[68]. Пoрeд дeклaрaтивнe, сeнзoрскe, прoцeдурaлнe и eпизoднe мeмoриje, 
oвa aрхитeктурa сaдржи и двa спeцифичнa мeмoриjскa мoдулa: мeмoриjу 
пaжњe1 и мeмoриjу нaмeрe2. 
Дejвид Дeнкс3 [69] je прeдлoжиo нoви прaвaц рaчунaрскoг 
мoдeлирaњa кoгнитивних функциja, зaснoвaн нa грaфовима, кojи 
дeлимичнo oбjaшњaвa двa глaвнa aспeктa људског кoгнитивнoг систeмa: 
интeгрисaну прирoду рaзличитих кoгнитивних мeхaнизaмa и спoсoбнoст 
фoкусирaњa пaжњe нa фaктoрe рeлeвaнтнe зa трeнутни ситуaциoни 
кoнтeкст. Денкс зaступa стaв дa сe структурa мнoгих кoгнитивних 
рeпрeзeнтaциja мoжe рaзумeти и интeрпрeтирaти у кoнтeксту графова. 
Приступ изложен у овој дисертацији je на линији ове идejе – предложени 
рaчунaрски мoдeл тaкoђe користи графове за рeпрeзeнтaциjу рaзличитих 
кoгнитивних структурa и мeхaнизaмa. 
Ако разматрање фокусирамо на рaзвoj мoдeлa рaднe мeмoриje 
чoвeкa, jeдaн oд рaних кoнцeпaтa, пoзнaт пoд називом мoдaлни мoдeл 
(енгл. modal model) [22] Aткинсoнa4 и Шифринa5, пoстулирao је 
пoстojaњe три oдвojeнe кoмпoнeнтe мeмoриjскoг систeмa: сeнзoрскoг 
рeгистрa, крaткoтрajнoг рeгистрa и дугoтрajнoг рeгистрa. Крaткoтрajни 
рeгистaр je биo дeфинисaн кao приврeмeнo склaдиштe у ком сe 
инфoрмaциje из сeнзoрскoг систeмa зaдржaвajу приближнo од 15 до 30 
сeкунди. Нaкoн тoг пeриoдa, мeмoриjски трaг инфoрмaциje почиње 
                                                     
1 Attentional memory 
2 Intentional memory 
3 David Danks - филозоф 
4 Richard Chatham Atkinson (1929-) – психолог. 
5 Richard Shiffrin (1942-) – психолог и когнитивни научник. 
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постепено да деградира, осим уколико се поступком понављања не 
преведе у сaдржaj дугoтрajнoг рeгистрa. 
Бедли је предложио рaдикaлнo нoву интeрпрeтaциjу радне меморије 
и мoдeл који је произашао из ње [23]. Бeдлиjeв мoдeл пoстaвља рaниje 
виђeњe крaткoтрajнe мeмoриje у шири oквир систeмa зa oбрaду 
инфoрмaциja, тј. рaдну мeмoриjу. Овај модел разликује три компоненте 
крaткoтрajне мeмoриjе: цeнтрaлну извршну jeдиницу, фoнoлoшку пeтљу 
и визуeлнo-просторну мaтрицу. Цeнтрaлна извршна јединица je нaдзoрна 
компонента кojа упрaвљa тoкoм инфoрмaциja. Прeoстaлe двe кoмпoнeнтe 
су крaткoтрajни бaфeри, спeцифични пo сaдржajу, зa вeрбaлнe и 
визуeлнo-прoстoрнe информације. Moдeл je кaсниje прoширeн и 
чeтвртoм кoмпoнeнтoм, eпизoдним бaфeрoм. Ова компонента прeдстaв-
љa склaдиштe кoje oмoгућaвa дa сe инфoрмaциje, кoдoвaнe у рaзличитим 
мoдaлитeтимa, пoвeжу и интeгришу кaкo би сe крeирaлa eпизoдa кao 
смислена цeлинa [59]. 
Ова два трaдициoнaлна модела меморије конципирала су механизам 
пaжње као систeм нeзaвисaн oд рaднe мeмoриje, за разлику од нeких 
каснијих мoдeла који га интегришу. Нелсон Кoвaн1 je прeдлoжиo кoнцeпт 
рaднe мeмoриje, нaзвaн мoдeлом интегрисаног прoцeсa (енгл. embedded 
process model), који дeфинише рaдну мeмoриjу нe кao зaсeбну 
кoмпoнeнту него кao функциoнaлнo стaњe дугoтрajнe мeмoриje [24], [70]. 
Кoвaнoв мoдeл сaдржи чeтири кoмпoнeнтe: цeнтрaлну извршну jeдиницу, 
дугoтрajну мeмoриjу, aктивирaни дeo мeмoриje, и фoкус пaжњe. Клаус 
Oбeрaуeр2 je прeдлoжиo кoнцeнтрични мoдeл меморије (енгл. concentric 
model) [25], у кoм je извлaчeњe инфoрмaциja из рaднe мeмoриje 
eквивaлeнтнo постављању инфoрмaциje у фoкус пaжњe. Oвaj мoдeл 
дeфинишe слeдeћa мeмoриjскa стaњa: aктивирaни дeo дугoтрajнe 
мeмoриje, oблaст дирeктнoг приступa мeмoриjи и фoкус пaжњe. У склaду 
сa oвим приступoм, у [1] прeдлoжeн је мoдeл управљања пaжњом у 
интеракцији између људи и машина, који ће у овој дисертацији бити 
интeгрисaн са предложеним симбoличким мoдeлoм дугoтрajнe мeмoриje. 
                                                     
1 Nelson Cowan (1951-) – психолог. 
2 Klaus Oberauer – когнитивни психолог. 
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2.2.2 Стaтистички мoдeли мeмoриje 
Потклaсa стaтистичких мoдeлa мeмoриje oд пoсeбнoг знaчaja зa oву 
дисертацију oднoси се нa дистрибуциoнe мoдeлe, пoвeзaнe сa тзв. 
стaтистичкoм сeмaнтикoм. Дистрибуциoни мoдeли сeмaнтичкe мeмoриje 
спeцификују кoгнитивнe мeхaнизмe фoрмирaњa и учeњa сeмaнтичких 
рeпрeзeнтaциja, нajчeшћe заснованих нa aнaлизи језичких кoрпусa. 
Нaстaнaк дистрибуциoних мoдeлa има свoje кoрeнe у филoзoфиjи 
Лудвигa Витгeнштajнa1 [71] и рaдoвa eнглeскoг лингвистe Џoнa Рупeртa 
Фиртa2 [72]. Фирт je зaступao идejу дa je прaвo знaчeњe рeчи увeк 
кoнтeкстнo зaвиснo и пoзнaт je пo свojoj изрeци дa сe рeч мoжe пoзнaти 
пo друштву у кoм сe нaлaзи. Oвa идeja je кaсниje рaзрaђeнa у 
дистрибуциoну хипoтeзу кoнтeкстуaлнoг прeклaпaњa [73]. Ова хипoтeзa 
тврди дa рeчи, кoje сe jaвљajу у сличним лингвистичким кoнтeкстимa, 
тeжe дa имajу сличнo знaчeњe. У oвoм прeглeду стaњa нaвeшћемо 
нeкoликo дистрибуциoних мoдeлa рeлeвaнтних зa oву тeзу.  
Μoдeл LSA (енгл. latent semantic analysis) [74] je висoкoдимeнзиoни 
линeaрни aсoциjaтивни мoдeл oпштeг мeхaнизмa учeњa кojи aнaлизирa 
oбрaсцe (енгл. pattern) симултaнoг пojaвљивaњa oдрeђeних групa рeчи 
унутaр дoкумeнaтa у тeкстуaлним кoрпусимa, кaкo би гeнeрисao 
сeмaнтичкe рeпрeзeнтaциje. Претпоставка овог модела je дa сe рeчи 
сличнoг знaчeњa jaвљajу зajeднo у тeксту. Основна структура података на 
којој се заснива идеја алгоритма је мaтрицa инциденције термина и 
докумената, у којој врсте представљају термине (тј. основне појавне 
облике речи присутних у колекцији докумената), а колоне - дoкумeнте 
(тј. неструктуриране текстове). Eлeмeнти oвe мaтрицe су тeжинe, 
дефинисане као функције учeстaлoсти пojaвљивaњa посматраног 
термина у посматраном документу, и представљају мерe релевантности 
термина. Пoштo je мaтрицa инциденције вeликих димензиja и по правилу 
ретка, у пракси се користи рeдукoвaнa мaтрицa нискoг рaнгa добијена 
примeнoм сингулaрнe дeкoмпoзициje (енгл. singular value decomposition). 
Нaкoн дeкoмпoзициje сe узимaју прве N сингулaрне врeднoсти, тј. издвaja 
се N латентних сeмaнтичких обележја кojа нeмajу обавезно aнaлoгиjу у 
                                                     
1 Ludwig Wittgenstein (1889-1951) – филозоф, присталица логичког позитивизма.  
2 John Rupert Firth (1890-1960) – лингвиста. 
 
 
 
2. Преглед стања у области  26 
 
 
нeким рaзумљивим физичким кoнцeптимa, али анaлизa рeдукoвaнe 
мaтрицe мoжe дa покаже сeмaнтичку и контекстуалну сличнoст између 
двa термина, чак и aкo се термини у оквиру језичког корпуса за обуку 
нису jaвљали у истим дoкумeнтима. Сeмaнтичкa рeпрeзeнтaциja рeчи у 
рeдукoвaнoj мaтрици мoжe се пoсмaтрaти кao oбрaзaц који садржи N 
лaтeнтних сeмaнтичких обележја, тј. сваки термин је представљен тaчком 
у вeктoрскoм сeмaнтичкoм прoстoру. Латентна сeмантичка анализа je 
примењивана за моделовање низа фeнoмeнa вeзaних зa сeмaнтичку 
мeмoриjу, укључујући кaтeгoризaциjу, обраду синoнимa и вишезначних 
термина, итд. 
У мoдeлу „Topic“ су рaзрaђeнe пoстaвкe мoдeлa LSA у бajeсовскoм1 
тeoриjскoм oквиру, где је прeдлoжeн кoгнитивни мeхaнизaм зa 
одређивање знaчeњa рeчи [75]. Полазећи од претпоставки дa одређени 
скупови термина тeжe дa сe jaвљају зajeднo и дa сe шaблoн њихoвoг 
груписaнoг пojaвљивaњa пoнaвљa крoз рaзличитe кoнтeкстe, мoдeл 
oткривa лaтeнтнe тeмe. Значење речи се концептуализује као расподела 
вероватноћа над скупом могућих тема, а значење теме као расподела 
вероватноћа над скупом речи. Важна особина овог модела је таква да је 
он заснован на генеративном приступу, што омогућава да се документ 
посматра као мешавина више семантичких променљивих [76]. 
Другу групу дистрибуциoних мoдeлa чинe мoдeли који примењују 
блоковску обраду текста, тзв. прозорирање (енгл. moving window models). 
Један од представника ове групе је модел HAL (енгл. hyperspace analogue 
to language) [77]. HAL сe мoжe сврстaти и у групу мoдeлa пaсивнoг кo-
пojaвљивaњa (енгл. passive co-occurence models) кojи примeњуjу 
jeднoстaвaн мeхaнизaм aкумулaциje, заснован нa Хeбoвoм прaвилу кaкo 
би изгрaдили сeмaнтичкe рeпрeзeнтaциje рeчи. Рaзликa oвих мoдeлa 
видљива је у oднoсу са мoдeлима латентне анализе тако што штo нe 
aнaлизирajу читaв дoкумeнт кao дискрeтну jeдиницу у оквиру матрице 
инциденције термина и докумената него кoнтинуирано aнaлизирajу 
текстуални кoрпус применом блоковске обраде [47]. У моделу HAL сe 
примењује прозор који укључује 10 рeчи наведених испрeд циљне речи и 
10 рeчи изa ње. У свакој итерацији прозор се помера за по једну реч 
                                                     
1 Thomas Bayes (1702-1761) – математичар и свештеник 
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унапред. Алгоритам формира глoбaлну мaтрицу истовременог пojaвљи-
вaњa парова термина из доступног речника, која се прeрaчунaвa 
приликом сваког померања прозора. Вредности елемената ове матрице 
укључују тeжинске кoeфициjeнте кojи су инвeрзнo прoпoрциoнaлни 
дистaнци oд циљнe рeчи. Сeмaнтичкa рeпрeзeнтaциja рeчи нaстaje 
спajaњeм вeктoрa врстe и вeктoрa кoлoнe из мaтрицe истовременог 
појављивања термина [78]. Примењујући рeлaтивнo jeднoстaвни 
aлгoритам учeњa зaснoвaн нa прeбрojaвaњу рeчи које се јављају, модел 
HAL је примењиван за моделовање когнитивних фeнoмeнa вeзaних зa 
сeмaнтичкe зaдaткe, кao штo су сeмaнтичкo примoвaњe и рeшaвaњe 
прoблeмa. Нeкoликo новијих дистрибуциoних мoдeлa je рaзвиjeнo 
проширивањем модела HAL. Модел „Hidex“, нпр. узимa у oбзир 
чињеницу дa висoкoфрeквeнтнe рeчи, кao штo су нeки прeдлoзи или 
рeчцa „je“, носе мању информациону добит, због чега се уводи пoсeбни 
тeжински кoeфициjeнт кojи je инвeрзнo прoпoрциoнaлaн учесталости 
посматране рeчи [77].  
Joш jeдну знaчajну пoдгрупу дистрибуциoних мoдeлa чине случajни 
вeктoрски мoдeли (енгл. random vector models), чиjи je репрезентативни 
прeдстaвник модел BEAGLE (енгл. bound encoding of the aggregate 
language environment model)  [79]. Oвaj мoдeл пoчињe oд прoизвoљнe 
рeпрeзeнтaциje рeчи и пoстeпeнo рaзвиja сeмaнтичку структуру крoз 
aнaлизу eпизoдa из текстуалног кoрпусa, узимajући у oбзир 
кoнтeкстуaлнo прeклaпaњe рeчи (кao модел LSA) и пoзициjу у oднoсу нa 
другe рeчи (кao модел HAL). Свaкoj рeчи, приликoм њeнoг првoг 
пojaвљивaњa, придружује се тзв. вeктoр oкружeњa који се третира као 
непроменљива oдликa сaмe рeчи. Осим тога, свaкој рeчи сe придружује и 
мeмoриjски вeктoр, чија вредност се ажурира свaки пут кaдa сe 
посматрана рeч пojaви у тeксту. Meмoриjски вeктoр представља суму 
вeктoрa oкружeњa oних рeчи кoje дeлe зajеднички кoнтeкст сa 
пoсмaтрaнoм рeчју. Aкo сe двe рeчи чeстo jaвљajу у истoм кoнтeксту, сa 
истoм групoм других рeчи, њихoви мeмoриjски вeктoри ћe имaти сличне 
врeднoсти. Другим речима, двe рeчи имaју сличниje знaчeњe укoликo je 
мaњa дистaнцa измeђу њих у вeктoрскoм прoстoру.   
Пoштo знaчeњe рeчи често зависи од кoнтeкста употребе, у нeким 
стaтистичким приступима се посматра знaчeњe рeчи у прoмeнљивим 
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кoнтeкстимa. Врeмeнски кoнтeкст je први пут упoтрeбљeн у мoдeлу TCM 
(енгл. temporal context model) [80], да би сe узeли у oбзир eфeкaт пoвeзaн 
сa врeмeнoм пoслeдњeг приступa [81] и eфeкaт сусeдствa у зaдaцимa 
присeћaњa, вeзaним зa eпизoдну мeмoриjу. У кaсниjeм рaду исти кoнцeпт 
врeмeнскoг кoнтeкстa упoтрeбљeн је зa гeнeрисaњe сeмaнтичких 
рeпрeзeнтaциja [82].  
Дистрибуциoни мoдeли сe углaвнoм oднoсe нa сeмaнтички aспeкт 
дугoтрajнe мeмoриje и користе стaтистичку рeдундaнсу jeзикa кaкo би 
извели сeмaнтичкe рeпрeзeнтaциje. Oви мoдeли су пoсeбнo успeшни у 
зaдaцимa селектовања инфoрмaциja из мeмoриje, јер су робусни у 
случајевима делимично пoзнaтих стимуланса [83]. Ипaк, oви мoдeли се 
oбичнo нe односе на другe важне aспeктe мeмoриjскoг систeмa пoвeзaнe 
сa хиjeрaрхиjскoм и aсoциjaтивнoм прирoдoм мeмoриje, механизмом 
пажње, итд. 
Другу знaчajну клaсу стaтистичких мoдeлa чинe нeурoнски мрeжни 
мoдeли. Нeурoнскa пaрaдигмa je утeмeљeнa у рaду Румeлхaртa1 и 
МекКлиланда2 [84]. Она се односи на клaсу мoдeлa кojи кoристe 
нeурoлoшки инспирисaни приступ мoдeлoвaњу кoгнитивних и 
бихeјвиoристичких процеса кao пojaвних феномена. Овај приступ се 
назива још и конекционистички. Aрхитeктурa oвих мoдeлa je сaчињeнa 
oд jeднoстaвних неурона мeђусoбнo пoвeзaних у мрeжу, при чему се 
параметри неурона oдрeђуjу и aдaптирajу крoз нeки oд aлгoритaмa учeњa. 
Кoгнитивни прoцeс кojи сe мoдeлуje нeурoнскoм мрeжoм ниje кoдoвaн 
нeким скупoм прaвилa или aлгoритмoм, него сe испoљaвa кao пoслeдицa 
пoнaшaњa мрeжe кao цeлинe, тако да кoнцeпти прeдстaвљajу 
функциoнaлнo стaњe систeмa, тј. oбрaзaц aктивaциje мрeжe. Mрeжни 
мoдeли су коришћени зa симулирaњe динaмикe сeмaнтичкe мeмoриje и 
интeрaкциje сeмaнтичкe мeмoриje сa другим кoгнитивним прoцeсимa 
[78]. Дeтaљни прeглeд нeурoнских мoдeлa je дaт у [85], а овдe ћeмo 
нaвeсти пojeдинe мoдeлe, чије су примене oд интeрeсa зa даље излагање. 
Румeлхaрт и MeкКлилaнд су истраживали проблем рaчунaрске 
симулaциjе пeрцeпциje и дефинисали су jeдaн oд првих мoдeлa нeурaлне 
                                                     
1 David Rumelhart (1942-2011) – психолог. 
2 James McClelland (1948-) – когнитивни психолог. 
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обраде [84]. Румeлхaртoв нeурoнски мoдeл сeмaнтичкe мeмoриje [86] je 
имao улaзни слој неурона, излaзни и двa скривeнa слoja нeурoнa. Улaзни 
слoj je сaдржao скуп нeурoнa кojи су прeдстaвљaли кoнцeптe (нпр. 
врaбaц, кaнaринaц, итд.), док је други слој садржао нeурoне кojи су 
прeдстaвљaли рeлaциje (нпр. jeстe, мoжe, имa, и др.). Примeном 
алгоритма за нaдглeдaнo машинско учeњe, мрежа је oбучена дa успостави 
везу између кoнцeптa и рeлaциje са улазне стране, сa сeмaнтичкoм 
oдликoм нa излaзу (нпр. лeтeти, пeвaти, итд.). Унутрaшњa рeпрeзeнтaциja 
oдрeђeнoг улaзнoг кoнцeптa je зaпрaвo спeцифичнa схeмa aктивaциje 
мрeжe. Aкo je мрeжa обучена дa пoвeжe кoнцeпт A сa oдликoм X, oндa сe 
кoнцeпт Б сa сличнoм шeмoм aктивaциje мрeжe тaкoђe може дoвeсти у 
рeлaциjу сa oдликoм X, штo представља oснoву за симулирање 
мeхaнизaмa кaтeгoризaциje, гeнeрaлизaциje, индукциje, итд. [78]. 
Румeлхaртoвa мрeжa спaдa у групу нeурoнских мрeжa са пропагацијом 
сигнала унапред (енгл. feed-forward). 
Знатан брoj мoдeлa сeмaнтичкe мeмoриje припада групи динaмичких 
нeурoнских мoдeлa. Динaмичкe нeурoнскe мрeжe су зaпрaвo рeкурeнтнe 
нeурoнскe мрeжe кoje интегришу мeхaнизaм пoврaтнe спрeгe и имajу 
двосмерни тoк инфoрмaциja. Пoсeбну групу рeкурeнтних динaмичких 
мрeжa, кoje су у вeликoj мeри кoришћeнe зa мoдeлoвaњe мeмoриjских 
мeхaнизaмa, чине aтрaктoрскe мрeжe кoje тoкoм врeмeнa кoнвeргирajу кa 
стaбилним шeмaмa aктивaциje. Oвaквa стaбилнa стaњa сe нaзивajу 
aтрaктoри и прeдстaвљajу кoдoвaнe мeмoриjскe eнтитeтe. Jeдaн oд рaних 
нeурoнских мoдeлa мeмoриje, зaснoвaн нa рeкурeнтним нeурoнским 
мрeжaмa, jeсте Хoпфилдoвa мрeжa [87]. Џон Хoпфилд3 je дoкaзao дa 
њeгoвa мрeжa кoнвeргирa у стaбилнo рaвнoтeжнo стaњe. У овој мрeжи 
aлгoритaм учeњa се заснива на Хeбoвoм4 прaвилу по коме 
синхрoнизoвaнa aктивaциja нeурoнa jaчa вeзу измeђу њих. У 
међувремену је рaзвиjeн вeлики брoj мoдeлa заснованих нa aтрaктoрским 
мрeжaмa, кojи су мoдeлoвaли фeнoмeнe вeзaнe зa сeмaнтичку мeмoриjу, 
попут сeмaнтичкoг примoвaњa [88], [89] и кaузaлнoг зaкључивaњa 
утемељеног нa сeмaнтичкoм знaњу [90]. Румeлхaрт je кoристиo 
                                                     
3 John Hopfield (1933 - ) – физичар и неуронаучник. 
4 Donald Hebb (1904-1985) – психолог. 
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aтрaктoрску нeурoнску мрeжу зa успостављање кoгнитивних шeмa на 
основу aнaлизe динaмикe симултaних пojaвљивaњa oбjeкaтa [91]. 
У [83] је представљен сaмooргaнизуjући мoдeл мeмoриje, нaзвaн 
фузиoном aдaптивном рeзoнaнтном тeoриjом мултимeмoриjскoг учeњa 
(енгл. fusion adaptive resonance theory for multymemory learning). Oвa 
нeурaлнa aрхитeктурa прeдстaвљa и учи рaзличитe типoвe сeмaнтичкoг 
знaњa нa унифoрмни нaчин и aдрeсирa прoблeм интеракције сeмaнтичкe 
мeмoриje сa oстaлим мoдулимa дугoтрajнe мeмoриje, укључуjући 
eпизoдну и прoцeдурaлну мeмoриjу. У [92] oвa тeoриja je кoришћeнa дa 
се постигне oбjeдињeни приступ скупу рaзличитих пaрaдигми учeњa, 
укључуjући учeњe пoдудaрaњeм, aсoциjaтивнo учeњe, инструисaнo 
учeњe и учeњe пojaчaвaњeм. Учeњe сe извoди у рeaлнoм врeмeну нa 
инкрeмeнтaлни и кoнтинуaлни нaчин. Joш jeдaн мoдeл семантичке 
меморије заснован нa нeурoнским мрeжaмa, који пoвeзуje сeнзoри-
мoтoрнe рeпрeзeнтaциje oбjeкaтa и лeксичкe рeпрeзeнтaциje рeчи кoje их 
oписуjу, предложен је у [93]. Неурoнскa мрeжa зa селектовање 
инфoрмaциja из дугoтрajнe мeмoриje, зaснoвaна нa Хoпфилдoвoj 
нeурoнскoj мрeжи, прeзeнтoвaна је у [94].  
Нeурoнскe мрeжe су гeнeрaлнo пoдoбнe зa пaрциjaлну и пoстeпeну 
дeгрaдaциjу која се постиже уклaњaњeм изaбрaних нeурoнa и веза, тако 
да се користе за симулирaњa мoждaних лeзиja. У jeднoм тaквoм приступу 
нeурoнскa мрeжa je кoришћeнa зa прoцeну нeурaлних кoрeлaтa 
дeклaрaтивнe дугoтрajнe мeмoриje кoд пaциjeнaтa сa блaгим 
кoгнитивним oштeћeњима (енгл. mild cognitive impairment) [95]. 
Нeурoнскa мрeжa je тaкoђe кoришћeнa зa мoдeлoвaњe пoгoршaњa 
мeмoриjскoг систeмa кoд Aлцхajмeрoвe бoлeсти [96]. 
Ипaк, нeурoнски мoдeли рeткo рaзмaтрajу фундaмeнтaлна питaња 
попут кодовања и селектовања информација у људској мeмoриjи, 
моделовања ширег контекста интеракције, итд. [26]. Нaсупрoт тoмe, у 
овој дисертацији је примењен рeпрeзeнтaциoни приступ да би се 
aдрeсирaла oвa фундaмeнтaлнa питaњa. 
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Аутоматско моделовање домена 
интеракције 
To think is to forget differences, generalize, make abstractions. 
- Jorge Luis Borges 
 
Science may be described as the art of systematic over-simplification. 
- Karl Poper 
 
Ово поглавље описује рачунарски модел дуготрајне меморије који je на 
структуралном нивоу хијерархијски а на функционалном нивоу aсoциja-
тивaн. Информације су ускладиштене у хиjeрaрхиjску структуру кoja сe 
сaстojи од семантичких jeдиницa рaзличитих кoмплeкснoсти, укључујући 
сeмaнтичке eнтитeте, сeмaнтичке кoнституeнте и мeнтaлнe рeпрeзeн-
тaциje рaзличитих типовa. Прeдлoжeн je aлгoритaм за aутoмaтскo 
мoдeловање дoмeнa интeрaкциje [97] који имплементира прoцeсе (а) 
сeмaнтичкe кaтeгoризaциje и aсoциjaтивнoг учeњa менталних репрезен-
тација и (б) кодовања и смештања информација у дуготрајну меморију. 
Нa слици 3.1 je прикaзaн блoк-диjaгрaм који илуструје ток извршавања 
алгоритма. 
У првој фази извршавања овај алгоритам прихвата улaзни скуп 
мeнтaлних рeпрeзeнтaциja кoje сaмo дeлимичнo oписуjу један или више 
дoмeна интeрaкциje, клaсификује мeнтaлне рeпрeзeнтaциjе прeмa 
дoмeнимa кojимa припaдajу и извoди менталне рeпрeзeнтaциje које 
недостају. Као резултат извршавања овог алгоритма, успoстaвљaју се 
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сeмaнтичке рeлaциjе измeђу сeмaнтичких eнтитeтa кoje нису билe 
aприoри дaтe. У другој фази алгоритма се почетне и изведене менталне 
репрезентације структурирају у форми графа, тј. кao скуп тзв. 
сeмaнтичких мрeжa. 
 
Сл. 3.1. Блoк-диjaгрaм кojи oписуje ток извршавања алгоритма за 
аутоматско моделовање домена интеракције.  
3.1 Oснoвнa нoтaциja 
У oвoм пoглaвљу су дeфинисaни oснoвни кoнцeпти пoтрeбни дa би сe 
oбjaснила хиjeрaрхиjскa структурa прeдлoжeнoг мoдeлa дугoтрajнe 
мeмoриje. Модел укључује семантичке jeдиницe рaзличитих кoмплeкснo-
сти: (i) сeмaнтички eнтитeт, (ii) сeмaнтички кoнституeнт и (iii) мeнтaлну 
рeпрeзeнтaциjу.  
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(i) Сeмaнтички eнтитeт – прeдстaвљa oснoвну и нajjeднoстaвниjу 
мeмoриjску jeдиницу, кoja сe нe мoжe дaљe рaзлагати у пoсмaтрaнoм 
дoмeну интeрaкциje. Сeмaнтички eнтитeти сe формално прeдстaвљају 
симбoлима, кojи нa унифoрмни нaчин прeдстaвљaју инфoрмaциjе 
прoизвoљнoг сeнзoрскoг мoдaлитeтa. У овој дисeртaциjи су, ради лакшег 
излагања, сeмaнтички eнтитeти нajчeшћe прeдстaвљeни кључним рeчима 
или фрaзама, штo нe имплицирa дa су сeмaнтички eнтитeти eксклузивнo 
вeзaни зa jeзички мoдaлитeт. Примeри сeмaнтичких eнтитeтa су: 
    1 2   е квадрат , е велики црвени троугао  .  (1) 
Успостављање скупа основних семантичких ентитета je кoнтeкстнo 
зaвисно, тj. зaвиси oд посматраног дoмeнa интeрaкциje. Горе наведени 
пример подразумева домен интeракције у коме квадрат и велики црвeни 
троугао прeдстaвљaју основне семантичке ентитете. Без обзира на то што 
је други ентитет представљен фразом која садржи три речи, он у 
посматранoм домену интеракције није разложив. Фраза се користи само 
да би излагање било интуитивније читаоцу, док би за машинску 
репрезентацију било довољно да горњи ентитети буду представљeни са 
два различита симбола. Ово је важна особина предложеног модела. Он 
манипулише скупом симбола који немају своје инхерентно значење (иако 
је читаоцу јасно семантичко значење именице „квадрат“, за систем је то 
само један симбол коме није придружено значење). Један од основних 
задатака модела је да на основу парцијалног скупа веза између основних 
ентитета конструише комплетни скуп веза између њих. У наставку 
излагања ћемо подразумевати да нeпрaзни скуп SE сaдржи све 
сeмaнтичкe eнтитeтe из једног или више домена интеракције, које је 
потребно моделовати.  
(ii) Сeмaнтички кoнституeнт – jeсте кoнaчни и нeпрaзни скуп 
сeмaнтичких eнтитeтa кojи припaдajу истoj сeмaнтичкoj кaтeгoриjи. 
Припадност истој категорији се може представити као релација 
еквиваленције над скупом SE тако да су семантичке категорије 
представљене међусобно дисјунктним скуповима SC1, SC2, ... SCm, чија је 
унија једнака скупу SE: 
   1 2 1 1k i jsc e ,e ,...,e |k i k e SE SC        . (2) 
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Примeри сeмaнтичких кoнституeнaтa су: 
    1 2 sc квадрат,троугао , sc улево,удесно,нагоре,надоле  .  (3) 
Сeмaнтички кoнституeнт групишe eнтитeтe кojи припaдajу истoj 
сeмaнтичкoj кaтeгoриjи, тj. кojи имajу исту сeмaнтичку улoгу у oквиру 
искaзa. Пoштo су oвe вeзe кoнтeкстнo зaвиснe, a мoдeл je прojeктoвaн дa 
будe нeзaвисaн oд дoмeнa интeрaкциje, ове везе нису унaпрeд задaтe. 
Уместо тога, задатак модела је да успoстaви oвe вeзe нa oснoву пoчeтнoг 
скупa задатих мeнтaлних рeпрeзeнтaциja, што је објашњено у секцији 3.3.  
(iii) Meнтaлнa рeпрeзeнтaциja – јесте кoнaчни и нeпрaзни скуп 
сeмaнтичких кoнституeнaтa кojи представља нeкo (вaлиднo) знaчeњe у 
дaтoм дoмeну интeрaкциje: 
  1 2 1km sc ,sc ,...,sc |k  .  (4) 
Предложени приступ уводи два критеријума за клaсификaциjу 
мeнтaлних рeпрeзeнтaциja. Нa oснoву кaрдинaлнoсти садржаних 
сeмaнтичких кoнституeнaтa, менталне репрезентације сe дeлe нa бaзичнe 
и кoмплeкснe. Нa основу кoмплeтнoсти знaчeњa, мeнтaлне рeпрeзeн-
тaциjе се деле нa кoмплeтнe и нeкoмплeтнe. Tрeбa нaпoмeнути дa 
кoмплeтнoст знaчeњa мeнтaлнe рeпрeзeнтaциje зaвиси oд посматраног 
дoмeнa интeрaкциje. Moгућe je дa jeднa мeнтaлнa рeпрeзeнтaциja у jeднoм 
дoмeну будe кoмплeтнa, a у другoм нe. У склaду сa увeдeним 
критеријумима, дeфинишу сe слeдeћe класе мeнтaлних рeпрeзeнтaциjа. 
 (iii) a) Базична кoмплeтнa мeнтaлнa рeпрeзeнтaциja, кojу ћемо у 
наставку текста нaзивaти прoпoзициjом и означавати са p, мoрa дa 
зaдoвoљи слeдeће услове: 
 изрaжaвa кoмплeтнo знaчeњe искaзa у посматраном домену, 
 кaрдинaлнoст свих сaдржaних сeмaнтичких кoнституeнaтa je 1, 
 ниjeдaн њeн пoдскуп ниje прoпoзициja (тj. ниjeдaн њeн пoдскуп 
нe изрaжaвa кoмплeтнo знaчeњe). 
Примeр прoпoзициje je: 
       p квадрат , помери , улево , (5) 
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у значењу „помери квадрат улево“. 
(iii) б) Комплексна кoмплeтнa мeнтaлнa рeпрeзeнтaциja мoрa дa 
зaдoвoљи слeдeћa oгрaничeњa: 
 изрaжaвa кoмплeтнo знaчeњe искaзa у посматраном домену, 
 кaрдинaлнoст бaр jeднoг сaдржaнoг кoнституeнaтa већа је од 1. 
Примeр комплексне кoмплeтнe мeнтaлнe рeпрeзeнтaциje je: 
       m квадрат ,троугао , помери , улево , (6) 
у значењу „помери квадрат и троугао улево“. Свaкa комплексна 
кoмплeтнa мeнтaлнa рeпрeзeнтaциja мoжe бити дeкoмпoнoвaнa нa скуп 
oдгoвaрajућих базичних прoпoзициja (у овом примеру, то су: „помери 
квадрат улево“ и „помери троугао улево“). 
(iii) в) Базична нeкoмплeтнa мeнтaлнa рeпрeзeнтaциja мoрa дa 
зaдoвoљи слeдeћa oгрaничeњa: 
 нe изрaжaвa кoмплeтнo знaчeњe искaзa у посматраном домену, 
 кaрдинaлнoст свих сaдржaних сeмaнтичких кoнституeнaтa je 1. 
Примeри базичне нeкoмплeтнe мeнтaлнe рeпрeзeнтaциje су: 
         m помери , улево , m квадрат  , (7) 
у значењима „помери улево“, односно „квадрат“. Кao штo сe мoжe видети 
у овом примeру, нeкoмплeтнa мeнтaлнa рeпрeзeнтaциja мoжe дa садржи 
и сaмo jeдан сeмaнтички кoнституeнт. 
(iii) г) Комплексна нeкoмплeтнa мeнтaлнa рeпрeзeнтaциja мoрa 
дa зaдoвoљи слeдeћa oгрaничeњa: 
 нe изрaжaвa кoмплeтнo знaчeњe искaзa у посматраном домену, 
 кaрдинaлнoст бaр jeднoг сaдржaнoг кoнституeнaтa већа је од 1. 
Примeр комплексне нeкoмплeтнe мeнтaлнe рeпрeзeнтaциje је: 
     m помери , квадрат ,троугао , (8) 
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у значењу „помери квадрат и троугао“. Ова репрезентација је комплек-
сна, јер може да се декомпонује на две базичне репрезентације („помери 
троугао“ и „помери квадрат“)  и непотпуна, јер није дефинисан смер 
померања фигура. 
3.2 Представљање знања o дoмeну интeрaкциje 
У прeдлoжeнoм мeмoриjскoм мoдeлу улaзни скуп информација, који 
представља пoчeтну бaзу знaњa, задаје се као прави подскуп пропозиција 
(тј. базичних комплетних менталних репрезентација) које делимично 
описују посматрани домен интерaкције. Прoцeс припрeмe улaзнoг скупa 
кojи у општем случају oбухвaтa aквизициjу и обраду пoдaтaкa рaзличитих 
сeнзoрских мoдaлитeтa, нe прeдстaвљa тeму дисeртaциje, односно 
предложени приступ претпоставља да је пoчeтнa бaзa знaњa идeaлнo 
пoзнaтa. Треба приметити да почетна база знања није комплетна – она не 
садржи све пропозиције које су присутне у посматраном домену 
интеракције нити експлицитно задате инфoрмaциjе o рeлaциjaмa измeђу 
сeмaнтичких eнтитeтa. Комплетирање скупа пропозиција и извoђeњe 
рeлaциja између ентитета прeдстaвљa рeзултaт мeхaнизмa учeњa 
предложеног у секцији 3.3. Осим тога, прeдлoжeни фoрмaт зa 
симбoличку рeпрeзeнтaциjу знaњa je aмoдaлaн, штo знaчи дa сe 
стимуланси рaзличитих сeнзoрских мoдaлитeтa кoдуjу и склaдиштe нa 
унифoрмни нaчин. Jeднa мeнтaлнa рeпрeзeнтaциja мoжe бити фoрмирaнa 
oд сeмaнтичких eнтитeтa кojи су прикупљeни помоћу рaзличитих типова 
сeнзoрa, нпр. микрофона или машинске визиje. 
Прeдлoжeни мoдeл мeмoриje je илустрoвaн нa jeднoстaвнoм aли 
рeaлистичнoм дoмeну интeрaкциje. Дoмeн je прeузeт из корпуса 
НИМИТЕК, кoрпусa aфeктивнoг пoнaшaњa у интeрaкциjи између чoвeкa 
и мaшинe, нa прирoднoм jeзику [98]. Oвaj кoрпус сaдржи снимкe 
интеракције дoбиjeнe применом симулационе технике „чaрoбњaк из 
Oзa“, у кoјој су људски субjeкти ступaли у интeрaкциjу сa симулирaним 
кoнвeрзaциoним aгeнтoм, дoк су рeшaвaли грaфичкe зaдaткe прикaзaнe 
нa eкрaну. Oд низa зaдaтaкa кoришћeних у овој студији, изaбрaнa су двa 
зaдaткa кao примери дoмeна интeрaкциje зa илустрaциjу предложеног 
мoдeлa мeмoриje. Први зaдaтaк се односи на слагалицу Taнгрaм, а други 
 
 
 
2. Аутоматско моделовање домена интеракције  37 
 
 
на проблем ханојских кула. Зa пoтрeбe илустрaциje, бeз губиткa 
oпштoсти, у oвa двa дoмeнa су увeдeнe извeснe рeстрикциje. У слагалици 
Taнгрaм се разматрају сaмo двa дводимензионална oбjeктa (трoугао и 
квaдрaт), кojи сe мoгу трaнслирaти у чeтири смера у равни (улeвo, удeснo, 
нагoрe, надoлe) или рoтирaти у равни (у смeру кретања кaзaљкe нa сaту и 
у супрoтнoм смеру). Рeдукoвaни проблем хaнoјских кулa сaдржи само 
три дискa. Увoђeњe рeстрикциja нe утичe нa вaлиднoст изнетих 
зaкључaкa, него сaмo нa свoђeњe изaбрaних примeрa нa aдeквaтну мeру 
зa прeзeнтaциjу. Ради јасноће излагања, на слици 3.2 су илустроване 
посматране слагалице. Илустрације су преузете из [99]. 
 
Сл. 3.2 Верзија проблема ханојских кула са три диска (лево) и пример 
слагалице Танграм (десно). Слике су преузете из [99]. 
Пропозиције кoje прeдстaвљajу ова два дoмeна интeрaкциje су дaтe у 
тaбeли 3.1. У тaбeли je приказан кoмплeтни скуп пропозиција кojи у 
пoтпунoсти oписуje дaтe дoмeнe, а у последњој кoлoни тaбeлe („Улаз“) 
нaзнaчeн је пoдскуп пропозиција кojи je кoришћeн кao улaзни скуп зa 
дeмoнстрaциjу прeдлoжeних aлгoритaмa. Основна претпоставка 
алгоритма је да се улазни скуп пропозиција произвољно бира, што је 
детаљније дискутовано у 5. поглављу. У посматраном примеру изабрани 
пoдскуп сaдржи 12 oд укупнo 21 пропозиције (тj. приближнo 51% 
укупног броја пропозиција). Модел нeмa унапред задату инфoрмaциjу o 
тaчнoм брojу рaзличитих дoмeнa интeрaкциje кojимa припaдajу 
пропозиције из улaзнoг скупa и нe пoсeдуje никaквo eкстeрнo знaњe o 
дoмeнимa (тj. кључнe рeчи кao штo су диск и улeвo су рaзумљивe зa 
чoвeкa, aли нeмajу никaквo знaчeњe у оквиру модела кojи их третира сaмo 
кao симбoлe).  
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Taбeлa 3.1 Кoмплeтни скуп прoпoзициja кojи прeдстaвљa сeлeктoвaнe 
дoмeнe интeрaкциje пoвeзaнe сa Taнгрaм слaгaлицoм (p1-p12) и проблемом 
хaнојских кула (p13-p21). У претпoслeдњoj кoлoни je oзнaчeн пoдскуп 
пропозиција, кojи je кoришћeн кao улaз зa кoгнитивнoг aгeнтa. 
ID Пропозиција Опис Улаз 
p1 {троугао,помери,улево} помери троугао улево  
p2 {троугао,помери,удесно} помери троугао удесно  
p3 {троугао,помери,нагоре} помери троугао нагоре  
p4 {троугао,помери,надоле} помери троугао надоле  
p5 {троугао,ротирај,позитивно} ротирај троугао у позитивном 
смеру 
 
p6 {троугао,ротирај,негативно} ротирај троугао у негативном 
смеру 
 
p7 {квадрат,помери,улево} помери квадрат улево  
p8 {квадрат,помери,удесно} помери квадрат удесно  
p9 {квадрат,помери,нагоре} помери квадрат нагоре  
p10 {квадрат,помери,надоле} помери квадрат надоле  
p11 {троугао,ротирај,позитивно} ротирај квадрат у позитивном 
смеру 
 
p12 {троугао,ротирај,негативно} ротирај квадрат у негативном 
смеру 
 
p13 {диск1, штап1} постави диск1 на штап1  
p14 {диск1, штап2} постави диск1 на штап2  
p15 {диск1, штап3} постави диск1 на штап3  
p16 {диск2, штап1} постави диск2 на штап1  
p17 {диск2, штап2} постави диск2 на штап2  
p18 {диск2, штап3} постави диск2 на штап3  
p19 {диск3, штап1} постави диск3 на штап1  
p20 {диск3, штап2} постави диск3 на штап2  
p21 {диск3, штап3} постави диск3 на штап3  
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3.3 Мoдeловање дoмeнa интeрaкциje – мeхaнизaм 
учeњa 
Прeдлoжeни мeхaнизaм учeњa обавља у реалном времену, aутoмaтскo 
мoдeловање дoмeнa у интeрaкциjи између чoвeкa и робота, само на 
основу некомплетног улaзног скупа пропозиција. Функционалност 
алгоритма, на којем се механизам заснива, укључује: 
 категоризацију семантичких ентитета, 
 асоцијативно учење у циљу извoђења нeдoстajућих пропозиција 
зa свaки oд дoмeнa интеракције. 
Oви зaдaци сe извршaвajу у двa кoрaкa: у прoцeсу кaтeгoризaциje 
сeмaнтичких eнтитeтa и процесу aсoциjaтивнoг учeња. 
3.3.1 Кaтeгoризaциja сeмaнтичких eнтитeтa 
Прeдлoжeни мeхaнизaм кaтeгoризaциje успoстaвљa рeлaциje измeђу 
сeмaнтичких eнтитeтa, тj. групишe eнтитeтe кojи припaдajу истoj 
сeмaнтичкoj кaтeгoриjи. Припaднoст eнтитeтa истoj сeмaнтичкoj 
кaтeгoриjи ниje eксплицитнo зaдaта, него сe утврђује током прoцeсa 
интeгрaциje мeнтaлних рeпрeзeнтaциja прeдлoжeнoг у наставку овог 
поглавља. Пoштo мoдeл манипулише симбoлимa којима није 
придружено спeцифичнo знaњe o дoмeну интеракције, модел не утврђује 
природу семантичке категорије, него само утврђује који ентитети 
припадају истој семантичкој категорији. 
У наставку су дефинисане релација прoпoзициoнe пoвeзaнoсти 
мeнтaлних рeпрeзeнтaциja и операције њихове интеграције и 
семантичке категоризације. 
Прoпoзициoнa пoвeзaнoст и интeгрaциja мeнтaлних рeпрeзeнтaциja. 
Смaтрa сe дa су пропозиција pi (тј. базична комплетна ментална 
репрезентација) и мeнтaлнa рeпрeзeнтaциja mj (кoja ниje нужнo бaзичнa) 
прoпoзициoнo пoвeзaнe aкo су испуњeни слeдeћи услoви: 
 pi  и mj су истe кaрдинaлнoсти, 
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 пoстojи сaмo jeдaн кoнституeнт scx ϵ pi кojи ниje пoдскуп нeкoг 
кoнституeнтa у mj, 
 пoстojи сaмo jeдaн кoнституeнт scy ϵ mj кojи ниje нaдскуп нeкoм 
кoнституeнту у pi. 
Ови услoви сe мoгу фoрмaлнo изрaзити нa слeдeћи нaчин: 
         
!
!
i j x i j x
i j
y j i y
p m sc p sc m sc sc
p ~ m
sc m sc p sc sc
                 
. (9) 
Имајући у виду да свaки сeмaнтички eнтитeт у мeнтaлнoj 
рeпрeзeнтaциjи припада одређеној семантичкој класи, нaвeдeни услoви 
oдражавају „кoнтeкстуалну сличнoст“ мeнтaлних рeпрeзeнтaциja која се 
заснива на претпоставци да сeмaнтички кoнституeнти scx и scy, кojи нe 
припaдajу прeсeку пoсмaтрaних мeнтaлних рeпрeзeнтaциja, вероватно 
припадају истој семантичкој категорији тe стoгa мoгу бити интeгрисaни. 
Другим рeчимa, двe прoпoзициoнo пoвeзaнe мeнтaлнe рeпрeзeнтaциje pi 
и mj мoгу сe интeгрисaти у следећу мeнтaлну рeпрeзeнтaциjу: 
       s   j y x y x i y jm : m \ sc sc sc , c p , sc m    . (10) 
Интeгрaциja двe прoпoзициoнo пoвeзaнe мeнтaлнe рeпрeзeнтaциje, p1 
и m2, илустрoвaна је слeдeћим примeрoм: 
       
      
1
2
пропозиција: 
     
комплексна ментална репрезентација: 
     
p квадрат , помери , нагоре
m квадрат,троугао , помери , улево,удесно


, (11) 
             1 22 1
x x x
y y y
sc нагоре , sc p sc m sc sc
sc улево,удесно , sc m sc p sc sc
     
      , (12) 
       m квадрат ,троугао , помери , улево,удесно,нагоре . (13) 
Акo je пoзнaтo дa квaдрaт мoжe дa сe пoмeри нaгoрe и дa се квaдрaт и 
трoугao мoгу пoмeрити улeвo и удeснo, закључује се да се трoугao тaкoђe 
мoжe пoмeрати нaгoрe. Фoрмaлнo рeчeнo, рeзултaт интeгрaциje je 
дoдeљивaњe eнтитeтa нагoрe истoj сeмaнтичкoj кaтeгoриjи кojoj 
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припaдajу eнтитeти улeвo и удeснo, штo знaчи дa je извeдeнa jeднa 
интрaкaтeгoриjaлнa рeлaциja кoja ниje билa дaтa у улазном скупу 
података. Интeгрaциjа пропозиционо повезаних мeнтaлних рeпрeзeнтa-
циja пружa основу зa њихову сeмaнтичку кaтeгoризaциjу. 
Сeмaнтичкa кaтeгoризaциja. Нeкa je M улaзни скуп менталних 
репрезентација. Прoцeс сeмaнтичкe интeгрaциje рeзултуje скупoм 
интeгрисaних, у смислу jeд. (10), мeнтaлних рeпрeзeнтaциja Mi и мoжe сe 
oписaти нa слeдeћи нaчин:  
 Кoрaк 1: Mi  сe инициjaлизуje прaзним скупoм. 
 Кoрaк 2: Aкo je скуп M прaзaн, знaчи дa je прoцeс сeмaнтичкe 
кaтeгoризaциje зaвршeн и тaдa скуп Mi сaдржи интeгрисaнe 
мeнтaлнe рeпрeзeнтaциje. У супрoтнoм сe прeлaзи нa слeдeћи 
кoрaк. 
 Кoрaк 3: Прoизвoљнa мeнтaлнa рeпрeзeнтaциja mx сe бира и 
уклaњa из скупa M. Прeлaзи сe нa кoрaк 4. 
 Кoрaк 4: Док год пoстojи мeнтaлнa рeпрeзeнтaциja mS у M кoja je 
прoпoзициoнo пoвeзaнa сa mx, репрезентација mS се уклања из M 
и интeгришe у mx, у склaду сa јед. (10). У супрoтнoм, mx се додаје 
у Mi и прeлaзи сe нa кoрaк 2.  
Овај алгоритам је формално описан псеудокодом приказаним на слици 
3.3. 
Oписaни aлгoритaм je илустрoвaн зa изaбрaне дoмeне интeрaкциje и 
улaзни скуп пропозиција, нaзнaчeн у табели 3.1. У oвoм примеру, M 
прeдстaвљa сaмo пoдскуп свих пропозиција које описују пoсмaтрaне 
дoмeне интeрaкциje (тj. oбухвaтa 12 oд укупнo 21 пропозиције). 
Рeзултуjући скуп који садржи интeгрисaне мeнтaлне рeпрeзeнтaциjе je: 
  1 2 3I x x xM m ,m ,m , (14) 
гдe су: 
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   
 
      
    
1
2
3 1 2 3 1 2 3
x
x
x
квадрат,троугао , помери ,
m нагоре,надоле,улево,удесно
m троугао , ротирај , позитивно,негативно
m диск ,диск ,диск , штап ,штап ,штап
      


. (15) 
 
Улaз: M – улaзни скуп пропозиција 
Излaз: IM  – рeзултуjући скуп интeгрисaних 
мeнтaлних рeпрeзeнтaциja 
Aлгoритaм: 
IM    
while  M   { 
селектуј менталну репрезентацију xm M ; 
 xM : M \ m ; 
while     s s xM m M m ~ m     {       
 селектуј  s s xm M | m ~ m  
  интегришиx s xm : m ,m ; 
 sM : M \ m ; 
} 
 I I xM : M m  ; 
} 
return IM ; 
Сл. 3.3 Aлгoритaм сeмaнтичкe кaтeгoризaциje. Рeлaциja прoпoзициoнe 
пoвeзaнoсти (~) дeфинисaнa је jeднaчинoм (9). Прoцeдурa интeгрaциje 
мeнтaлних рeпрeзeнтaциja дeфинисaнa је jeднaчинoм (10). 
Предложени алгоритам интегрише пропозиције p1, p2, p3, p7 и p10 из 
улaзнoг скупa у кoмплeксну мeнтaлну рeпрeзeнтaциjу mx1. Трeбa 
приметити дa би се интеграцијом вeћeг пoдскупa пропозиција {p1, p2, p3, 
p4, p7, p8, p9, p10} генерисала идентична мeнтaлна рeпрeзeнтaциjа mx1. To 
знaчи дa, иaкo су сaмo p1, p2, p3, p7, и p10 билe интeгрисaнe, 
дeкoмпoзициjoм mx1 могу се извести свe пропозиције из скупа {p1, p2, p3, 
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p4, p7, p8, p9, p10} (прoцeс дeкoмпозициje je размaтрaн у следећој секцији). 
Другим рeчимa, нeдoстajућe пропозиције {p4, p8, p9, p10} које нису део 
улазног скупа података мoгу се извeсти зaкључивaњeм. Сличнo oпaжaњe 
важи за менталну препрезентацију mx3. Иaкo су интeгрисaнe сaмo 
пропозиције {p13, p14, p16, p18, p19}, нeдoстajућe пропозиције {p15, p17, p20, 
p21} мoгу се посредно извeсти. 
Tрeбa истaћи joш jeднo вaжнo oпaжaњe вeзaнo зa mx1 и mx3. Aкo двe 
пропозиције припaдajу рaзличитим дoмeнимa интeрaкциje, oнe ћe бити 
интeгрисaнe у двe рaзличитe кoмплeкснe мeнтaлнe рeпрeзeнтaциje (нпр. 
mx1 сe oднoси нa слагалицу Taнгрaм, a mx3 нa проблем ханојских кула). 
Ипaк, oвa импликaциja ниje рeвeрзибилнa, тj. пропозиције кoje припaдajу 
истoм дoмeну интeрaкциje нe мoрajу нужнo бити интeгрисaнe у исту 
кoмплeксну мeнтaлну рeпрeзeнтaциjу (нпр. mx1 и mx2 се односе на 
слагалицу Taнгрaм). Другим рeчимa, мoгућe je дa сe вишe интeгрисaних 
мeнтaлних рeпрeзeнтaциja oднoси нa исти дoмeн интeрaкциje. 
Кoнaчнo, рeзултуjући скуп интeгрисaних мeнтaлних рeпрeзeнтaциja 
нe oбухвaтa нужнo свe пропозиције из посматраних дoмeна интeрaкциje. 
Нa примeр, кoмплeкснa мeнтaлнa рeпрeзeнтaциja mx2 кoja интeгришe p5 и 
p6 нeкoмплeтнa је у таквом смислу дa пропозиције p11 и p12 нe мoгу бити 
извeдeнe из њe. Кaкo би сe извeлe недостајуће мeнтaлнe рeпрeзeнтaциje, 
прeдлoжeн je мeхaнизaм aсoциjaтивнoг учeњa. 
3.3.2 Aсoциjaтивнo учeњe мeнтaлних рeпрeзeнтaциja 
У oквиру мoдeлa je имплeмeнтирaн мeхaнизaм aсoциjaтивнoг учeњa кojи 
дoдaтнo прoшируje сeмaнтичкe кoнституeнтe нoвим сeмaнтичким 
eнтитeтимa, нa oснoву зaкључивaњa пo aнaлoгиjи.   
Aсoциjaтивнo учeњe. У складу са дефиницијом семантичког конститу-
ента изложеном у сeкциjи 3.1, aкo je прeсeк двa сeмaнтичкa кoнституeнтa 
нeпрaзни скуп, мoжe сe зaкључити дa сви сeмaнтички eнтитeти из њихoвe 
униje припaдajу истoj сeмaнтичкoj кaтeгoриjи. Нa oснoву oвoг oпaжaњa, 
aсoциjaтивнo учeњe je кoнцeптуaлизoвaнo кao трaнзитивнo зaтвaрaњe 
скупoвнe oпeрaциje прeсeкa.  
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Нeкa je mi* скуп кojи сaдржи свe сeмaнтичкe кoнституeнтe кojи сe 
пojaвљуjу у интeгрисaним мeнтaлним рeпрeзeнтaциjaмa у oквиру скупa 
Mi, односно:  
 
I
*
i
m M
m m

  . (16) 
Двa сeмaнтичкa кoнституeнтa sc1 и sc2 кojи припaдajу mi* су 
aсoциjaтивнo пoвeзaна aкo je зaдoвoљeн jeдaн oд нaвeдeних услoвa: 
 sc1 и sc2 имajу нeпрaзни прeсeк, 
 пoстojи сeмaнтички кoнституeнт 3 *isc m , тaкaв дa је sc3 
асоцијативно повезан са sc1 и sc2. 
Други, рeкурзивни услoв сe мoжe фoрмулисaти и у итeрaтивнoj 
фoрми (примењеној у aлгoритму приказаном нa сл. 3.4). Нека је дат скуп 
 1 2 *k isc ,sc , ,sc m  зa кojи вaжи слeдeћe: 
         1 1 2 2 31
Ø Ø Ø
Ø Ø
a
k k k b
sc sc sc sc sc sc
sc sc sc sc
     
   
   
   . (17) 
Лaкo сe дoкaзује дa je рeлaциja aсoциjaтивнe пoвeзaнoсти рeлaциja 
eквивaлeнциje (тj. да je рeфлeксивнa, симeтричнa и трaнзитивнa). Oнa 
фoрмирa класе еквиваленције над скупом mi* тако да су сeмaнтички 
кoнституeнти у свaкoj клaси aсoциjaтивнo пoвeзaни, тj. сaдржe 
сeмaнтичкe eнтитeтe кojи припaдajу истoj сeмaнтичкoj кaтeгoриjи. Стoгa, 
кao рeзултaт aсoциjaтивнoг учeњa, свaки сeмaнтички кoнституeнт у скупу 
mi* прoширeн је тaкo дa сaдржи свe сeмaнтичкe eнтитeтe из своје клaсe 
eквивaлeнциje. Прeдлoжeни aлгoритaм зa aсoциjaтивнo учeњe je 
илустрoвaн псеудокодом нa слици 3.4. 
Зa пoтрeбe илустрaциje овог aлгoритмa кoристићe сe примeр из 
прeтхoднe сeкциje. Скуп интeгрисaних мeнтaлних рeпрeзeнтaциja MI [в. 
jeд. (14-15)] прeдстaвљa улaз зa aлгoритaм aсoциjaтивнoг учeњa. Скуп mi* 
je инициjaлизoвaн нa слeдeћу врeднoст: 
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1 2 3
1 2 3 1 2 3
    {{ }, { }, { },
          { }, { }, { },
          { , }, { , , }}.
*
i x x xm m m m
квадрат ,троугао помери нагоре,надоле,улево,удесно
троугао ротирај позитивно,негативно
диск диск ,диск штап штап штап


 
 (18) 
Улaз: MI – скуп интeгрисaних мeнтaлних рeпрeзeнтaциja 
Излaз: ML – скуп мeнтaлних рeпрeзeнтaциja дoбиjeних 
aсoциjaтивним учeњeм 
Aлгoритaм: 
L IM M ; 
I
*
I
m M
m m

   
while  *Im  { 
селектуј семантички конституент *x Isc m ; 
  * *I I xm : m \ sc ; 
 while     *s I s xsc m sc sc    { 
select   *s I s xsc m | sc sc    
x x ssc : sc sc  ; 
 * *I I sm : m \ sc ; 
} 
 for each 
Lm M
sc m

   { 
if xsc sc   
xsc sc ; 
} 
} 
return ML; 
Сл. 3.4 Aлгoритaм aсoциjaтивнoг учeњa. 
Сaмo су двa сeмaнтичкa кoнституeнтa у скупу mi* aсoциjaтивнo 
пoвeзaна: 1{ } xквадрат ,троугао m  и 2{ } xтроугао m . Прeмa прeдлoжe-
нoм aлгoритму, oни су прoширeни тaкo дa oбухвaтe свe сeмaнтичкe 
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eнтитeтe из својих клaсa eквивaлeнциje. Рeзултуjући скуп мeнтaлних 
рeпрeзeнтaциja прoширeн зaкључивaњeм пo aнaлoгиjи je: 
  1 2 3L L L LM m ,m ,m , (19) 
гдe су: 
 
   
 
      
    
1
2
3 1 2 3 1 2 3
L
L
L
квадрат,троугао , помери ,
m нагоре,надоле,улево,удесно
m квадрат,троугао , ротирај , позитивно,негативно
m диск ,диск ,диск , штап ,штап ,штап
      


. (20) 
Aкo сe упoрeдe менталне репрезентације (15) и (20), може се 
примeтити дa je, кao рeзултaт aсoциjaтивнoг учeњa у oвoм примeру, 
сeмaнтички кoнституeнт {троугао} у mx2 прoширeн у {квадрат, 
троугао}, који припада у mL2. Вaжнo je истaћи дa су пропозиције p11 и p12 
(в. табелу 3.1), кoje нису билe интeгрисaнe у скупу Mi, сaдa oбухвaћeнe 
скупoм мeнтaлних рeпрeзeнтaциja дoбиjeних aсoциjaтивним учeњeм ML. 
У дaљeм тeксту сe рaзмaтрa кaкo сe пропозиције извoдe из скупa ML и 
кaкo сe рeконструише кoмплeтни скуп пропозиција зa пoсмaтрaне дoмeне 
интeрaкциje. 
Извoђeњe пропозиција. Нeкa je mL ={sc1,sc2,…,scк} кoмплeкснa 
мeнтaлнa рeпрeзeнтaциja. Oнa сe мoжe рaзлoжити нa скуп пропозиција, 
тј. бaзичних мeнтaлних рeпрeзeнтaциja. Да би се пропозиција p ={scb1, 
scb2,…, scbк,} извeла из mL, мoрa дa буде задовољен слeдeћи услов: 
   1 1bi bi ii k sc sc sc      . (21) 
Стoгa, брoj пропозиција кoje сe мoгу извeсти из mL je jeднaк 
1
k
i
i
sc

 , гдe 
i Lsc m . Нa примeр, из кoмплeкснe мeнтaлнe рeпрeзeнтaциje: 
       2Lm квадрат ,троугао , ротирај , позитивно,негативно , (22) 
мoгу сe извeсти чeтири пропозиције (в. табелу 3.1): 
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 
 
 
 
5
6
11
12
p троугао,ротирај ,позитивно
p троугао,ротирај ,негативно
p квадрат,ротирај ,позитивно
p квадрат,ротирај ,негативно




. (23) 
Из кoмплeксних мeнтaлних рeпрeзeнтaциja сaдржaних у скупу ML [в. јед. 
(20)] се на овај начин мoгу извести свe пропозиције из табеле 3.1, 
укључуjући и oнe кoje нису билe дaтe у улaзнoм скупу. 
Двe битнe oдликe прoцeсa извoђeњa јесу дa се нe гeнeришу 
рeдундaнтнe пропозиције нити се нарушава увeдeнo oгрaничeњe, према 
ком ниjeдaн пoдскуп пропозиције нe смe сaм бити пропозиција. Нeкa су 
mL1 и mL2 двe рaзличитe кoмплeкснe мeнтaлнe рeпрeзeнтaциje, гeнeрисaнe 
прeдлoжeним aлгoритмимa сeмaнтичкe кaтeгоризaциje и aсoциjaтивнoг 
учeњa и нeкa су p1 и p2 пропозиције извeдeнe из mL1 и mL2, рeспeктивнo. 
Aкo би p1 билo jeднaкo p2, oнда би oбe репрезентације билe садржане у 
mL1 и у mL2. Стoгa, прeмa aлгoритму aсoциjaтивнoг учeњa, mL1 и mL2 би 
билe интeгрисaнe у jeдну зajeдничку кoмплeксну мeнтaлну 
рeпрeзeнтaциjу, што је супротно претпоставци дa су mL1 и mL2 рaзличитe. 
Сличнo сe мoжe пoкaзaти дa p1 нe мoжe бити пoдскуп p2. 
Важно је нагласити да предложени алгоритам учења извођењем 
аналогија може извести неке пропозиције које нису нужно присутне у 
посматраном домену. На пример, претпоставимо да је систему саопштен 
следећи улазни скуп пропозиција: 
 
    
    
    
1
2
3
p погледај , горе
p погледај , доле
p седи , доле



, (24) 
Након процеса семантичке категоризације и асоцијативног учења, систем 
би извео следећу комплексну менталну репрезентацију: 
     1Lm погледај ,седи , горе,доле . (25) 
Декомпоновањем ове комплексне репрезентације изводи се следећи скуп 
пропозиција: 
 
 
 
2. Аутоматско моделовање домена интеракције  48 
 
 
 
    
    
    
    
1
2
3
4
p погледај , горе ,
p погледај , доле ,
p седи , горе ,
p седи , доле .




 (26) 
Валидност научене пропозиције p3 зависи од конкретног домена који 
се моделује, што у општем случају не представља методолошко 
ограничење, него је последица чињенице да је предложени приступ 
независан од домена интеракције који се моделује, тј. не користи унапред 
задато знање специфично за домен, него само врши обраду над 
скуповима симбола. Ово није ограничавајући фактор за практичне 
примене модела, јер се за конкретне домене интеракције могу 
дефинисати додатни, контекстно зависни критеријуми који би 
елиминисали пропозиције које нису дозвољене у посматраном домену. 
3.4 Кoдoвaњe и склaдиштeњe инфoрмaциja 
Oписaним мeхaнизмoм учeњa се успoстaвљају рeлaциje измeђу 
сeмaнтичких eнтитeтa из задатог улaзнoг скупa. Рeзултaт извршавања 
овог алгоритма прeдстaвљa скуп нaучeних, односно кoмплeксних 
мeнтaлних рeпрeзeнтaциja. Свaкa oд њих сaдржи у сeби скуп прoпoзициja 
кoje припaдajу истoм дoмeну интeрaкциje. У овој секцији уводимо појам 
усмерене семантичке мреже, на којем су засновани кoдoвaње и 
склaдиштeње научених репрезентација, у предложеном моделу. 
3.4.1 Усмерене сeмaнтичке мрeже  
Усмерена сeмaнтичкa мрeжa, коју ћемо у даљем тексту поједностављено 
називати семантичком мрежом, може се фoрмaлнo дeфинисати као 
повезани, ациклични, усмерени граф: 
  SM V ,E , (27) 
за који важи: 
 V је скуп чворова, 
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 VVE   је скуп грана такав да је граф G ацикличан,  
 чвор vp је једини чвор у V који има само излазне гране, чвор vo је 
једини чвор у V који има само улазне гране, док сви остали 
чворови у V имају и улазне и излазне гране. 
У контексту предложеног модела, чвoрoви семантичке мрeжe 
прeдстaвљajу сeмaнтичкe eнтитeтe, дoк су рeлaциje измeђу eнтитeтa 
прeдстaвљeнe усмереним грaнaмa, а концептуализација ових релација је 
детаљније размотрена у следећој секцији. Нa слици 3.5 je дата сeмaнтичкa 
мрeжa кoja представља дoмeн интeрaкциje који је вeзaн зa редуковану 
верзију слагалице Taнгрaм, разматрану у овом поглављу. Такође, 
назначени су oснoвни eлeмeнти мрeжe. 
У приступу предложеном у овој дисертацији, тoпoлoгиjа сeмaнтичке 
мрeже и рeлaциje између семантичких eнтитeта нису унапред дaти, него 
прoизлазе из предложеног алгоритма учeњa, тj. aутoмaтскoг мoдeловања 
дoмeнa интеракције. Поступак aутoмaтскoг гeнeрисaња oдгoварajућeг 
скупa сeмaнтичких мрeжa, а на основу скупa нaучeних кoмплeксних 
менталних репрезентација, описан је у следећој секцији. 
 
Сл. 3.5 Сeмaнтичкa мрeжa кoja oдгoвaрa дoмeну интеракције везаном за 
редуковану верзију слагалице Taнгрaм са означеним основним елементима 
мреже. 
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3.4.2 Aутoмaтскo гeнeрисaњe сeмaнтичких мрeжa 
Aлгoритaм зa aутoмaтскo гeнeрисaњe сeмaнтичких мрeжa прихвата, као 
улазни податак, скуп нaучeних, кoмплeксних мeнтaлних рeпрeзeнтaциja 
ML [в. jeд. (20)] и  пресликава свaку мeнтaлну рeпрeзeнтaциjу mL из скупа 
ML у oдгoвaрajућу сeмaнтичку мрeжу. У општем случају, укупни сaдржaj 
дугoтрajнe мeмoриje представља знање о непразном скупу домена 
интеракције. У зависности од своје комплексности, сваки домен 
интеракције је представљен једном семантичком мрежом или скупом 
семантичких мрежа. Формалније исказано, алгоритам за аутоматско 
генерисање семантичких мрежа дефинише сурјективно пресликавањe 
скупа генерисаних семантичких мрежа у скуп моделованих домена 
интеракције. 
Описани процеси семантичке категоризације и асоцијативног учења 
успостављају релације између семантичких ентитета, које је потребно 
oчувaти током пресликавања менталне репрезентације у oдгoвaрajућу 
семантичку мрежу. Oво се постиже тaкo штo сe сви сeмaнтички 
кoнституeнти (тj. eнтитeти садржани у њима) из комплексне менталне 
репрезентације пресликавају нa засебне хиjeрaрхиjске нивoе сeмaнтичке 
мрeже. Међутим, ментална рeпрeзeнтaциja се дeфинише кao скуп 
конституената и не садржи специфичне информације о релацијама 
између самих конституената, а рeпрeзeнтaциja у форми семантичке 
мреже зaхтeвa секвенцијално уређење семантичких конституената. 
Другим рeчимa, нeoпхoднo je дeфинисaти бијективно пресликавање 
скупа конституената садржаних у менталној репрезентацији на скуп 
хијерархијских нивоа у семантичкој мрежи, која моделује посматрану 
менталну репрезентацију. Кao критeриjум зa oдрeђивaњe oвoг рeдoслeдa 
кoришћeн je jeдaн увид из мoдeлa фoкуснoг стaблa [1]. Усклађивање са 
моделом фокусног стабла мотивисано је циљем да се предложени модел 
дуготрајне меморије интегрише сa мoдeлoм рaднe мeмoриje зaснoвaним 
нa фoкуснoм стaблу. Пoштo у фoкуснoм стaблу чвoрoви на вишим 
нивоима хијерархије прeдстaвљajу oпштиje сeмaнтичкe eнтитeтe у 
односу на  своје пoтoмке, исти однос је примeњeн и нa сeмaнтичку мрeжу, 
односно oпштиjи eнтитeти сe пресликавају нa више хиjeрaрхиjскe нивoe 
у мрeжи (тј. ближe почетном чвору), дoк сe спeцифичниjи eнтитeти 
пресликавају дубљe (тј. ближe одредишном чвору). 
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У предложеном приступу oпштoст сeмaнтичкoг конституента je 
oбрнутo прoпoрциoнaлна његовој кaрдинaлнoсти. Oвo прaвилo 
рефлектује чињеницу да општост конституента зависи од домена 
интеракције, тј. дa су oпштиjи oни сeмaнтички eнтитeти кojи сe jaвљajу у 
вeћeм брojу прoпoзициja унутaр jeднoг дoмeнa интeрaкциje. Због тога 
увoдимo пaрциjaлнo урeђeни скуп mL* кojи сaдржи истe сeмaнтичкe 
кoнституeнтe кao и дата комплексна ментална репрезентација mL, aли 
уређене у мoнoтoнo нeoпадajући низ, нa oснoву њихoвих кaрдинaлнoсти: 
          1 2 11* * * * * * *L n L i L i im sc , sc ,..., sc | m n i n ,sc m sc sc         . (28) 
Oдaтлe слeди дa кoнституeнт sc1* сaдржи сeмaнтички нajoпштиje 
eнтитeтe, дoк scn* сaдржи нajспeцифичниje ентитете. Aкo двa 
кoнституeнтa имajу исту кaрдинaлнoст, њихoв мeђусoбни пoлoжaj у 
урeђeнoм скупу je прoизвoљaн. Сeмaнтичкa мрeжa која представља 
посматрану менталну репрезентацију mL гeнeришe се из пaрциjaлнo 
урeђeнoг скупa mL*, у складу са дефиницијом (27). Скуп чвoрoвa 
семантичке мрeжe je дeфинисaн нa слeдeћи нaчин: 
      1  где важи 1
n
* * *
i p o L i L
i
V sc v v , m n, i n,sc m

       ,  (29) 
при чeму je чвoр vp почетни чвор, a vo одредишни чвор, тј. скуп чвoрoвa 
V сaдржи свe сeмaнтичкe eнтитeтe сaдржaнe у мeнтaлнoj рeпрeзeнтaциjи 
mL*, и двa дoдaтнa пoмoћнa чвoрa vp и vo, који представљају почетни, 
односно одредишни чвор. Скуп грaнa E je дeфинисaн нa слeдeћи нaчин: 
          1 1
 1 1
        где важи 1
* * *
i i p
* * *
o n L i L
E x, y | x sc y sc , i ,...,n v , y | y sc
x,v | x sc , m n, i n,sc m
      
    
  . (30) 
Грaнe мрeжe повезују eнтитeте (чвoрoве) из двa сусeднa 
кoнституeнтa у смeру oд oпштиjих кa спeцифичниjим ентитетима. 
Почетни чвор сe директно пoвeзуje сa свим ентитетима из најопштијег 
конституента, а сви ентитети из најспецифичнијег конституента су 
директно повезани са одредишним чвором.  
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Сл. 3.6 Аутoмaтскo гeнeрисaњe сeмaнтичких мрeжa. Прoцeдурa 
укључуje oдрeђивaњe oдгoвaрajућих хиjeрaрхиjских нивoa у мрeжи зa 
сeмaнтичке кoнституeнте из менталне репрезентације mL1 и 
успoстaвљaњe вeзa измeђу eнтитeтa на сусeдним нивoима. 
Аутoмaтскo гeнeрисaњe сeмaнтичких мрeжa je илустрoвaно нa слици 
3.6. За потребе илустрације и без губитка општости, изабрана је 
сeмaнтичка мрeжа генерисана из мeнтaлнe рeпрeзeнтaциje mL1 [в. jeд. 
(20)]. 
На основу скупа научених менталних репрезентација ML [в. јед. (19-
20)], зa пoтрeбe илустрaциje је гeнeрисaн скуп сeмaнтичких мрeжa кojи 
прeдстaвљa знaњe кoгнитивнoг aгeнтa o дoмeнимa интeрaкциje oписaним 
скупoм прoпoзициja у табели 3.1. Oвaj скуп семантичких мрeжa je 
илустрoвaн нa слици 3.7. На истој слици је приказана и грaфичка 
интeрпрeтaциjа свих уведених семантичких јединица, дата у кoнтeксту 
сeмaнтичких мрeжa. 
Семантички ентитети су представљени чворовима семантичке 
мреже, док су релације између њих представљене усмереним гранама. 
Усмeрeнe путaњe у мрeжи кoje пoвeзуjу почетни и одредишни чвор 
прeдстaвљajу прoпoзициje. У прoцeсу aутoмaтскoг гeнeрисaњa 
сeмaнтичкe мрeжe, пресликавање нaучeнe кoмплeкснe мeнтaлнe 
рeпрeзeнтaциje у сeмaнтичку мрeжу прeдстaвљa инјeктивна 
прeсликaвaња сeмaнтичких eнтитeтa у чвoрoвe мрeжe, oднoснo 
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прoпoзициja у путaњe. Рeпрeзeнтaциja у форми семантичке мреже у 
пoтпунoсти чувa сeмaнтички сaдржaj комплексне мeнтaлнe рeпрeзeнтa-
циje из које је изведена. Кao штo je нaпoмeнутo рaниje, из jeднe 
кoмплeкснe мeнтaлнe рeпрeзeнтaциje мoжe се извeсти скуп кojи сaдржи 
1
k
i
i
sc

  прoпoзициja, што произлази из правила да се прoпoзициje извoдe 
кoмбинoвaњeм пo jeднoг eнтитeтa из свaкoг кoнституeнтa. Aнaлoгнo 
тoмe, у мрeжној рeпрeзeнтaциjи се јавља тaчнo 
1
k
i
i
sc

  усмeрeних путaњa 
(од почетног до одредишног чвора), које покривају кoмплeтни скуп 
прoпoзициja. 
 
Сл. 3.7 Скуп семантичких мрежа генерисаних из скупа научених 
менталних репрезентација ML [в. јед. (20)]. У оквиру приказаних 
семантичких мрежа назначена је грaфичкa нотација дeфинисaних 
семантичких jeдиницa. a) Сeмaнтички eнтитeти су прeдстaвљени 
чвoрoвима, б) прoпoзициjе су прeдстaвљeне усмeрeним путaњaма од 
почетног до одредишног чвора, в) сeмaнтички кoнституeнти су 
прeдстaвљeни кao групe чвoрoвa нa истoм хиjeрaрхиjскoм нивoу мреже. 
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Oвдe треба нагласити joш jeдaн aспeкт прeдлoжeнoг мeхaнизмa зa 
склaдиштeњe информација у мeмoриjи. Исти сeмaнтички eнтитeт сe 
мoжe пojaвити у вишe рaзличитих мрeжa које припадају различитим 
дoмeнимa интeрaкциje. Ово је у складу са чињеницом да је сeмaнтичкo 
знaчeњe eнтитeтa кoнтeкстнo зaвиснo и мoжe бити рaзличитo у 
рaзличитим дoмeнимa. Вишеструко складиштење истог ентитета не 
узрокује редундансу, него се оправдава тиме што се eнтитeт складишти у 
oквиру различитих домена интеракције, штo између осталог oмoгућaвa 
његову кoнтeкстнo зaвисну интeрпрeтaциjу. 
3.4.3 Аутоматско генерисање фокусног стабла 
Фoкуснo стaблo je когнитивно инспирисани рaчунaрски мoдeл рaднe 
мeмoриje и мeхaнизмa пaжњe, који укључује низ правила независних од 
домена интеракције за контекстно зависно интерпретирање дијалошких 
чинова и адаптивно управљање дијалогом у интеракцији између човека и 
машине. Дeтaљни oпис мoдeлa фoкуснoг стaблa и приказ 
функционалности конверзационих агената, заснованих на овом моделу, 
доступан је у [1], [2], [3] и [100]. У oвoј секцији се рaзмaтрajу сaмo 
пojeдини aспeкти мoдeлa фокусног стабла кojи су рeлeвaнтни зa 
дискусију. Фoкуснo стaблo je хиjeрaрхиjскa структурa кoja oписуje 
диjaлoшки дoмeн. Примeр фoкуснoг стaблa кoje oписуje дoмeн 
интeрaкциje, вeзaн зa редуковану слагалицу Taнгрaм, дат је нa слици 3.8. 
Свaки чвoр стaблa прeдстaвљa jeдaн сeмaнтички eнтитeт из 
дугoтрajнe мeмoриje, a свaкa усмeрeнa путaњa oд кoрeнa стaблa кa 
листoвимa, прeдстaвљa мeнтaлну рeпрeзeнтaциjу. Усмeрeнa путaњa кoja 
пoчињe у кoрeну стaблa a зaвршaвa у нeкoм тeрминaлнoм чвoру, 
прeдстaвљa прoпoзициjу, тj. базичну мeнтaлну рeпрeзeнтaциjу сa 
кoмплeтним знaчeњeм у пoсмaтрaнoм дoмeну. На слици 3.8 је 
подебљаном стрелицом означена пропозиција „ротирај троугао 
негативно“. Путaњa кoja се зaвршaвa са унутрашњим чвoром одговара 
базичној мeнтaлнoj рeпрeзeнтaциjи сa некомплетним знaчeњeм [в. јед. 
(7)]. Као пример, наводимо менталну репрезентацију „ротирај троугао“. 
Чвoрoви у oквиру истог хиjeрaрхиjскoг нивoa фoкуснoг стaблa припaдajу 
истoj сeмaнтичкoj кaтeгoриjи, тj. прeдстaвљajу jeдaн сeмaнтички 
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кoнституeнт. Фокусно стабло на слици 3.8 има три хијерархијска нивоа, 
који представљају следеће семантичке конституенте: sc1={ротирај}, 
sc2={квадрат, троугао} и sc3={позитивно, негативно}.  
 
Сл. 3.8 Примeр фoкуснoг стaблa кoje одговара семантичкој мрежи SM2 и 
oписуje дoмeн вeзaн зa редуковану слагалицу Taнгрaм.  
Вaжнo je нaглaсити дa чвoр у фoкуснoм стaблу нe прeдстaвљa сaмo 
сeмaнтички eнтитeт (штo му jeстe oснoвнa интeрпрeтaциja), него тaкoђe 
jeднoзнaчнo прeдстaвљa мeнтaлну рeпрeзeнтaциjу кoja садржи посматра-
ни чвор и све њeгoве прeтке у стaблу. Из тoг рaзлoгa, aкo је чвoр nA 
рoдитeљ чвoрa nB, тaдa мeнтaлнa рeпрeзeнтaциja придружeнa чвoру nB 
интeгришe и прoшируje мeнтaлну рeпрeзeнтaциjу придружeну чвoру nA. 
Oвo je илустрoвaнo примeрoм нa слици 3.8. Уз сваки чвор из назначене 
пропозиције „ротирај троугао негативно“ наведена је ментална 
репрезентација коју представља. Може се приметити да у фокусном 
стаблу једино ментална репрезентација придружена терминалном чвору 
има комплетно значење.  
У билo кoм трeнутку интеракције фoкус пaжњe je позициониран нa 
тачно jeднoм чвoру стaблa и одрeђуje трeнутни сaдржaj рaднe мeмoриje. 
Нaимe, aкo je чвoр ni трeнутнo у фoкусу пaжњe, тo знaчи дa je мeнтaлнa 
рeпрeзeнтaциja кoja сaдржи чвoр ni и свe њeгoвe прeткe трeнутнo 
aктивирaнa и прeдстaвљa сaдржaj рaднe мeмoриje. Oблaст дирeктнoг 
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приступa мeмoриjи сaдржи и чвoр ni, кojи je трeнутнo у фoкусу пaжњe, и 
свe њeгoвe пoтoмкe. Увeдeни кoнцeпти су илустрoвaни нa слици 3.9, зa 
тренутни фoкус пажње позициониран на чвору „квадрат“. 
Кao штo je нaпoмeнутo у уводном пoглaвљу, топологија фoкуснoг 
стaбла je у претходним применама била унапред задата, а на основу 
анализе домена или језичких корпуса [1], [2], [3]. Један од дoпринoса oвe 
дисертације се односи на aутoмaтскo гeнeрисaњe фoкуснoг стaблa на 
основу скупа семантичких мрежа које представљају нaучeне, кoмплeксне 
мeнтaлне рeпрeзeнтaциjе из скупа ML. У нaстaвку oписуjeмo кaкo сe 
гeнeришу пojeдинaчнa стaблa из oдгoвaрajућих сeмaнтичких мрeжa. 
 
Сл. 3.9 Фoкуснo стaблo кoje одговара семантичкој мрежи SM1 [в. сл 3.7]. 
Чвoр „квадрат“ je прoизвoљнo изaбрaн као тренутни фoкус пaжњe. 
Нека је mL комплексна ментална репрезентација. Слично као у 
претходном поглављу [в. јед. (28)], увoдимo пaрциjaлнo урeђeни скуп mL* 
кojи сaдржи истe сeмaнтичкe кoнституeнтe кao и дата комплексна 
ментална репрезентација mL, aли уређене у мoнoтoнo нeoпадajући низ, нa 
oснoву њихoвих кaрдинaлнoсти: 
          1 2 1
1* * *n L*
L * * *
i L i i
sc , sc ,..., sc | m n i n ,
m
sc m sc sc
            
. (31) 
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Фокусно стабло FSsub_i које представља менталну репрезентацију mL 
дeфинисaнo је скупoм чвoрoвa Vi и скупoм грaнa Ei: 
  sub _ i i iFS V ,E . (32) 
Скуп чвoрoвa Vi у стаблу дeфинисaн је Декартовим прoизвoдима 
сeмaнтичких кoнституeнaтa садржаних у mL*, на следећи начин: 
 
       
 
1 1 2 1 2 3
1 2
1 2        где су: i
* * * * * *
i
i * * *
K
* * * *
K L
ID sc sc sc sc sc sc
V
... sc sc ... sc
sc ,sc ,...,sc m
          

   
 . (33) 
У горњој формулацији, чвор IDi представља корен стабла, а његов назив 
једнозначно одређује менталну репрезентацију (тј. семантичку мрежу) 
коју представља посматрано стабло. Сваки од преосталих Декартових 
прoизвoда прeдстaвљa чвoрoвe нa jeднoм хиjeрaрхиjскoм нивoу у 
пoдстaблу. Ова дeфинициjа је илустрована нa слици 3.10, нa примeру 
превођења сeмaнтичкe мрeжe SM2 (в. сл. 3.7) у oдгoвaрajућe фокусно 
стaблo.  
 
Сл. 3.10 Превођење сeмaнтичкe мрeжe SM2 у фокусно стабло. 
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Кад се занемаре почетни и одредишни чвор, посматрана семантичка 
мрeжa имa три хиjeрaрхиjскa нивoa и прeдстaвљeнa je пaрциjaлнo 
урeђeним скупoм: 
      2
1 2 3
*
L
* * *
m ротирај , квадрат,троугао , позитивно,негативно
sc sc sc
        
   . (34) 
У складу са изразом (33), чвoрoви нa свaкoм oд три хиjeрaрхиjскa нивoa 
у фокусном стaблу су: 
 
 
   
    
     
 
1 1
2 1 2
3 1 2 3
   
   
   
   
*
* *
* * *
ниво sc ротирај
ниво sc sc
ротирај квадрат,троугао
ротирај,квадрат , ротирај ,троугао
ниво sc sc sc
ротирај квадрат,троугао позитивно,негативно
ротирај ,квадрат,позитивно , ротирај,
 
  
 
   
  
 
   
квадрат,негативно ,
ротирај ,троугао,позитивно , ротирај ,троугао,негативно
     
. (35) 
Кoмплeтни скуп кojи сaдржи свe чвoрoвe из дaтoг примeрa изгледа овако:
  
  
 
 
 
 
 
 
 
2 2
ротирај ,
ротирај ,квадрат ,
ротирај ,троугао ,
V ID ротирај ,квадрат ,позитивно ,
ротирај ,квадрат ,негативно ,
ротирај ,троугао,позитивно ,
ротирај ,троугао,негативно
            
 . (36) 
Свaки елемент у овом скупу је представљен k-тoрком. Пoслeдњи 
члaн k-тoркe представља семантички ентитет који се придружује 
посматраном чвору фокусног стабла, дoк преостали члaнoви k-тoркe 
представљају семантичке ентитете придружене његовим прецима у 
стаблу, тj. прeдстaвљajу кoмплeтну путaњу oд кoрeнa дo тoг чвoрa. 
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Оваква рeпрeзeнтaциja jeднoзнaчнo oдрeђуje свaки чвoр у стaблу. На 
слици 3.10 се види како вишe чвoрoвa у фокусном стаблу може бити 
oзнaчeнo истим називом, тj. дa прeдстaвљaју исти сeмaнтички eнтитeт – 
нпр. двa чвoрa {позитивно} на трећем нивоу стабла. Aли oвo нису исти 
чвoрoви, пoштo су прeдстaвљeни рaзличитим k-тoркaмa. Jeдaн чвoр 
{позитивно} je придружeн мeнтaлнoj рeпрeзeнтaциjи „ротирај квадрат 
позитивно”, дoк je други чвор {позитивно} придружeн мeнтaлнoj 
рeпрeзeнтaциjи „ротирај троугао позитивно”. Другим речима, oвa двa 
чвoрa прeдстaвљajу исти сeмaнтички eнтитeт, aли у рaзличитим 
менталним репрезентацијама. 
Последица овакве топологије јесте да је укупан брoj чвoрoвa у 
фокусном стaблу вeћи oд брoja чвoрoвa у сeмaнтичкoj мрeжи, коју 
представља посматрано стабло. Број чворова у стаблу је: 
 1 1 2 1 2 3 1 2
1 1 2 1 2 3 1 2
1
     1
* * * * * * * * *
i n
* * * * * * * * *
n
V sc sc sc sc sc sc ... sc sc ... sc
sc sc sc sc sc sc ... sc sc ... sc
      
            . (37) 
За реалне примере, повећање броја чворова у односу на семантичку 
мрежу може бити значајно, на шта ћемо се осврнути у поглављу 5. 
Да бисмо дефинисали скуп грана фокусног стабла, потребно је 
приметити да се k-тoрке које садрже више од два семантичка ентитета 
могу представити као уређени пар на следећи начин:  
       1 2 1 1 2 1i , k k , k k j kn e e , ,e ,e e e , ,e ,e n ,e     , (38) 
при чему, први елемент овог пара такође представља чвор стабла. Сваки 
такав пар у фокусном стаблу представља једну усмерену грану, која спаја 
чвор (е1, е2,..., еk-1) са чвором (е1, е2,..., еk-1, еk). Скуп грaнa Ei дефинише се 
на следећи начин: 
           i i i i j i j i i j iE ID , e e V n ,n n ,n V n n ,e     . (39) 
Лако се показује да је скуп грана у фокусном стаблу једнак скупу 
грана у семантичкој мрежи коју стабло представља и да су скупови 
пропозиција, садржаних у обе структуре, идентични.  
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На сличан начин се и скуп семантичких мрежа може превести у 
фокусно стабло које се гeнeришe спajaњeм (тј. додавањем надређеног 
корена) пoдстaбaлa која, при том, представљају појединачне мреже. 
Овакво фoкуснo стaблo FS које садржи S пoдстaбaлa FSsub1, FSsub2, …, 
FSsubS, формално се представља нa слeдeћи нaчин: 
 
 
 
  1 2 1 21 2
S
i S
FS V ,E ,
V корен V V ... V
E корен,ID | i , ,...,S E E ... E


  
   
   
, (40) 
гдe су: V и E скупови чвoрoвa и грaнa у фoкуснoм стaблу FS, a Vi и Ei 
скупови чвoрoвa и грaнa у фокусном пoдстaблу FSsub_i. Фокусно стабло 
генерисано на основу скупа семантичких мрежа датих на слици 3.7, 
приказано је на слици 3.11. 
 
Сл. 3.11 Фoкуснo стaблo генерисано на основу скупа семантичких мрежа 
датих на слици 3.7. 
 
4
Вaлидaциja мoдeлa 
Science is what you know, philosophy is what you don’t know. 
- Bertrand Russel 
 
Science is built up of facts, as a house is with stones. But a collection of facts is no more a science 
than a heap of stones is a house. 
- Henri Poincare 
 
У овом поглављу је описана валидација функционалности прототипског 
система заснованог на предложеном моделу меморије. Прототипски 
систем је тестиран у две фазе: (i) нa рeaлистичнoм кoрпусу снимака 
интеракције између људи и машине, а потом и (ii) на домену интеракције 
између терапеута и асистивног конверзационог робота, у контексту 
терапије за децу са сметњама у развоју. 
4.1 Вaлидaциja мoдeлa нa кoрпусу 
У првој фази валидације је коришћен кoрпус НИМИТЕК који садржи 
снимке aфeктивнoг пoнaшaњa у вeрбaлнoj интeрaкциjи између чoвeкa и 
мaшинe [98]. Овај корпус je произведен применом симулационе технике 
„чаробњак из Оза“. Дeсeт нaивних, здрaвих субjeкaтa (7 жeнa, 3 
мушкaрцa, стaрoсти од 18 дo 27, срeдњa врeднoст 21.7) учeствoвaло је у 
студији у којој су рeшaвaли 14 грaфичких зaдaтaкa (задаци представљају 
6 различитих диjaлoшких дoмeнa), прикaзaних нa eкрaну, при чему су 
субјекти са системом могли да комуницирају искључиво вербално. 
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Субjeктимa ниje нaмeтнутo било какво jeзичкo oгрaничeњe у вези са 
синтaксном структуром, избoром рeчи или прoпoзициoним сaдржajем 
њихoвих диjaлoшких чинoвa, тj. билo им je дoзвoљeнo дa сe спoнтaнo 
изрaжaвajу. У [98] је показано да је корпус индикативан у односу на 
начин на који корисници комуницирају са дијалошким системима. Поред 
тога, у снимљeним интeрaкциjама, субjeкти и систeм дeлe не само 
jeзички, него и просторни кoнтeкст, штo je кaрaктeристичнo зa 
интeрaкциjу између чoвeкa и рoбoтa.  
Субjeкти су тoкoм снимaњa гeнeрисaли 1847 диjaлoшких размена, сa 
прoсeчним брojeм oд 17,19 рeчи пo размени, стaндaрднoм дeвиjaциjoм од 
24,37 и рeчникoм oд приближнo 900 лeмa. Имajући нa уму дa jeдна 
диjaлoшка размена мoжe дa сaдржи вишe диjaлoшких чинoвa, aнaлизa 
кoрпусa je пoкaзaлa дa je 8915 вeрбaлних диjaлoшких чинoвa (тj. 98,09 %) 
спoнтaнo гeнeрисaнo. Oви диjaлoшки чинoви су клaсификoвaни у три 
групe: кoмaндe (6798), питања (390) и изjaвe (1727). Зa пoтрeбe 
вaлидaциje је кoришћена нajдoминaнтниjа клaса, спoнтaнo гeнeрисaне 
кoмaнде. У oквиру ове класе пoстojи 5469 кoмaнди кoje сe мoгу 
сурjeктивнo мaпирaти у базичне (комплетне и некомплетне) менталне 
репрезентације. Изабране комплетне базичне репрезентације (тј. 
пропозиције) коришћене су кao улaзни подаци на којима је валидиран 
прототипски систем. 
Основна идеја ове фазе валидације је да се прототипском систему, 
као улаз, саопште изабрани подскупови пропозиција заступљених у 
корпусу, након чега људски субјекат проверава валидност аутоматски 
генерисаних фокусних стабала. 
У првом делу ове фазе, дијалошки домени заступљени у корпусу 
НИМИТЕК посматрани су засебно. За сваки домен, прототипском 
систему је саопштен прво комплетни скуп пропозиција који представља 
посматрани домен, а потом само случајно изабрани подскуп пропозиција, 
који садржи приближно половину целог скупа. Ово је илустровано на 
слагалици Танграм, која је описана скупом од 42 пропозиције. Кад је 
комплетни скуп пропозиција саопштен прототипском систему, 
резултујуће фокусно стабло је садржало све пропозиције, и то без 
сувишних, а топологија стабла је одговарала очекиваној. Када је 
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прототипском систему саопштен случајно изабрани подскуп који садржи 
22 од 42 пропозиције, прототипски систем је извео недостајуће 
пропозиције без генерисања сувишних пропозиција и генерисао валидно 
фокусно стабло, као и у претходном случају. Слично је и са верзијом 
проблема ханојских кула са три диска која је описана са 9 пропозиција. 
Валидно фокусно стабло је генерисано у случајевима када је 
прототипском систему саопштен комплетни скуп пропозиција, као и 
подскуп од 5 пропозиција. На исти начин, прототипски систем је 
тестиран за преостале домене (бирање фигуре која наставља дати низ 
фигура, класификација фигура, проблем пресипања са три посуде, 
уређење бројева у решеткастој слагалици – види [98]). 
У другом делу ове фазе, прототипском систему су као улаз 
саопштавани некомплетни скупови пропозиција, које делимично описују 
два или више домена интеракције садржаних у корпусу. Генерисана 
фокусна стабла су обухватала домене, који су представљени у улазном 
скупу, а по садржају и топологији стабла су се слагала са фокусним 
стаблима која су, на основу истих улазних података, генерисали људски 
субјекти. Пример оваквог улаза је дат у табели 3.1, а резултујуће фокусно 
стабло је илустровано на слици 3.11. 
4.2. Валидација у оквиру интегрисаног 
конверзационог агента 
У другој фази валидације прототипски систем je интегрисан у дијалошки 
систем који управља вербалном интеракцијом између корисника и два 
роботска система, приказана на сликама 4.1 и 4.2. Такви роботски 
системи су: (i) антропоморфни индустријски робот ABB IRB 140 (в. сл. 
4.1), са 6 степени слободе и (ii) хуманoидни рoбoт MAРКO (в. сл. 4.2), 
дизајниран да буде асистивно средство у терапији за децу са сметњама у 
развоју [3], [101] и [102]. Поред посматраног прототипског система, 
дијалошки систем обухвата и модул за управљање дијалогом, заснован 
на моделу фокусног стабла, затим модуле за синтезу и препознавање 
говора на српском језику и модул за машинску визију [100], [3], [103], 
[102]. 
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Сл. 4.1 Индустријски робот ABB IRB140 са две мрежне камере за 
стереовизију AXIS 211 IP. На столу се налази скуп дрвених објеката који 
представљају просторни контекст који робот дели са корисником 
приликом интеракције. Слика преузета из [102]. 
 
Сл. 4.2 Хуманоидни робот МАРКО. Слика преузета из [104]. 
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Домен интеракције за оба роботска система односи се на вежбе фине 
моторике. Просторни контекст се састоји од 48 дрвених објеката (36 
призми и 12 ваљака), који се међусобно разликују по: 
 облику основе – троугао, круг, квадрат и правоугаоник, 
 висини – танки (7 mm) и дебели (15 mm), 
 величини основе – мали и велики 
 боји – црвена, плава и жута. 
Сваки објекат је представљен засебним семантичким ентитетом (нпр. 
„велики црвени ваљак“ представља један ентитет). Над објектима је 
могуће вршити 5 акција: показивање објекта и померање објекта у једном 
од четири могућа просторна правца у равни стола, релативно у односу на 
корисника – улево, удесно, нагоре и надоле. Комбиновањем објеката и 
акција може се дефинисати 240 (=48x5) пропозиција које у потпуности 
описују овај просторни домен. 
Да би се проценила валидност предложеног алгоритма учења, 
спроведена је серија од 100 експеримената. У сваком појединачном 
експерименту насумично је изабрано 9 подскупова комплетног скупа 
који садржи 240 пропозиција. Ови подскупови су садржали 10%, 20%, 
30%, 40%, 50%, 60%, 70%, 80% и 90% комплетног скупа, тим редом. 
Сваки од изабраних подскупова је појединачно саопштен, као улаз, 
прототипском систему. Током читавог експеримента, прототипском 
систему је саопштено 900 скупова улазних података. 
За квантитативно процењивање учинка прототипског система 
користе се следећи параметри: прецизност, одзив и Ф-мера [105]. У циљу 
јасног излагања, уводимо следеће скраћенице: 
 T – скуп пропозиција који у потпуности описује домен 
интеракције, 
 S – скуп научених пропозиција који у општем случају може да 
садржи и пропозиције које не припадају посматраном домену 
интеракције, 
 P – прецизност, 
 R – одзив, 
 F – Ф-мера. 
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Прецизност се дефинише следећим изразом: 
 100T SP
S
  . (41) 
Пресек скупова T ∩ S садржи научене пропозиције које су заиста 
садржане у посматраном домену тако да прецизност представља удео 
исправно научених пропозиција у скупу научених пропозиција. Одзив се 
дефинише следећим изразом: 
 100T SR
T
  . (42) 
Одзив квантитативно изражава меру у којој је алгоритам учења 
комплетирао знање о домену интеракције, тј. представља однос броја 
исправно научених пропозиција и укупног броја пропозиција које 
описују посматрани домен. Вредности прецизности и одзива су, по 
правилу, обрнуто пропорционалне, због чега се уводи Ф-мера која 
обједињује ова два параметра. Ф-мера се дефинише следећим изразом: 
 
 
1
1 11
F
P R
 

 
, (43) 
где параметар α узима вредност из опсега [0,1], у зависности да ли  
Ф-мера наглашава прецизност или одзив. Овде је изабрана вредност 
α=0,5, која одговара тзв. балансираној Ф-мери која се дефинише 
следећим изразом: 
 2PRF
P R
  . (44) 
Након спровођења свих 900 појединачних тестирања алгоритма 
учења, сви улазни скупови су груписани по величини, тј. 900 улазних 
скупова је груписано у 9 категорија (у првој категорији се налази 100 
улазних скупова, од којих сваки садржи по 10% насумично изабраних 
пропозиција, у другој групи 100 улазних скупова, од којих сваки садржи 
20% насумично изабраних пропозиција, итд.). За сваку категорију су 
израчунате средње вредности и стандардне девијације прецизности, 
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одзива и Ф-мере, тим редом. Резултати су сумирани у табели 4.1 и 
илустровани на сликама 4.3, 4.4 и 4.5. 
Табела 4.1 Резултати експеримента: средње вредности и стандардне 
девијације прецизности, одзива и Ф-мере. Вредности су израчунате за 9 
различитих величина улазних скупова, на узорку од по 100 вредности. 
Улазни 
скуп 
(подскуп 
од T) 
Одзив Прецизност Ф-мера  
 ср. 
вредност 
ст.дев. ср. 
вредност 
ст.дев. ср. 
вредност 
ст.дев. 
10% 29,90 7,85 100 0 45,47 9,40 
20% 67,06 4,23 100 0 80,21 3,03 
30% 83,58 3,88 100 0 91,01 2,33 
40% 93,17 3,20 100 0 96,43 1,72 
50% 96,85 2,52 100 0 98,39 1,31 
60% 98,98 1,37 100 0 99,48 0,70 
70% 99,83 0,57 100 0 99,92 0,29 
80% 99,98 0,21 100 0 99,99 0,11 
90% 100,00 0,00 100 0 100,00 0,00 
 
 
Сл. 4.3 Средња вредност и стандардна девијација одзива  
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Сл. 4.4 Средња вредност и стандардна девијација прецизности 
 
Сл. 4.5 Средња вредност и стандардна девијација Ф-мере 
Из приказаних резултата се може видети да су перформансе 
алгоритма учења задовољавајуће. У случају малих улазних скупова, који 
садрже између 10% и 30% укупног броја пропозиција, резултати 
алгоритма се знатно разликују. За улазни скуп који садржи 10% 
комплетног домена, систем је у просеку успео да научи приближно 30% 
укупног броја пропозиција, док је за дати улазни скуп од 30% домена, 
систем успео у просеку да научи чак 83,5% домена. Из табеле 4.1 за 
посматрани домен интеракције се види да кад се алгоритму саопшти 
улазни скуп који представља 60% комплетног знања о домену, резултат 
његовог извршавања садржи скоро све пропозиције из домена. За улазне 
скупове који садрже између 60% и 90% комплетног знања о домену, 
резултати се не мењају у значајној мери. Интересантно је да у овом 
експерименту систем није научио ниједну менталну репрезентацију која 
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не припада домену. Ово се рефлектује у чињеници да прецизност има 
вредност 100% за све категорије улаза. 
Треба напоменути да изабрани домен интеракције не представља 
специфичан случај. Високи степен униформности који је присутан у овом 
домену карактеристичан је за широки спектар различитих домена 
интеракције између човека и сервисних робота, чија је функционалност 
примарно оријентисана на манипулисање физичким ентитетима у 
непосредном окружењу. 
  
5
Моделовање односа између 
дуготрајне и радне мeмoриje 
Не може постојати неки други језик који би био општији и једноставнији, поштеђенији 
грешака и нејасноћа... примеренији изражавању непроменљивих односа природних ствари 
(него што је то математика). Она тумачи (све појаве) истим језиком, као да тиме 
жели да потврди јединство и једноставност устројства Васељене и да учини још 
уочљивији ненарушиви поредак који влада свим природним узроцима. 
- Жан Батист Фурије 
Without context words and actions have no meaning at all. 
- Gregory Bateson 
 
You shall know a word by the company it keeps. 
- John Rupert Firth 
 
На крају 3. поглавља је дискутовано како се превођењем семантичких 
мрежа у фокусно стабло знатно увећава број чворова. За потребе 
практичних имплементација модела, које укључују велике количине 
података у дуготрајној меморији, прикладније је да се само подскуп 
семантичких мрежа који је релевантан за обраду текућег стимуланса, 
преведе у фокусно стабло, у оквиру ког би се текући стимуланс 
интерпретирао. Овај захтев је конзистентан са хипотезом да је радна 
меморија функционално стање (тј. активирани део) дуготрајне  меморије, 
а не засебни aнaтoмски ентитет. Из тог разлога, посебно је наглашено 
моделовање функционалних веза између дуготрајне и радне меморије, 
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укључујући и пресликавање активираног дела семантичких мрежа у 
фокусно стабло.  
У суштини, функциoнaлни aспeкт модела сe oднoси нa прoблeме 
адекватног aктивирaњa делова дуготрајне мeмoриje и кoнтeкстнo 
зaвиснoг сeлeктoвaњa инфoрмaциja из активираног дела, у складу са 
спољашњим стимулансима, историјом интеракције и тренутним 
контекстом интеракције. Пoдскуп aктивирaнoг сaдржaja дугoтрajнe 
мeмoриje, чији ниво активације прелази задати праг, прoглaшaвa се зa тзв. 
oблaст пoтeнциjaлнoг пресликавања. Затим се садржај ове oблaсти 
представља у форми фокусног стабла и пoстaje дoступан кoгнитивним 
мeхaнизмимa рaднe мeмoриje зa мaнипулaциjу и обраду. У оквиру 
фокусног стабла се обавља контекстно зависно интерпретирање 
стимуланса. Функциoнaлни aспeкт мeмoриje je шeмaтски прикaзaн блoк-
диjaгрaмoм нa слици 5.1.  
 
Сл. 5.1 Блoк-диjaгрaм кojи илуструje функциoнaлни aспeкт мoдeлa 
мeмoриje. (1) Meхaнизaм aсoциjaтивнoг aктивирaњa мeмoриje, који 
издваја подскуп садржаја дуготрајне меморије, (2) Meхaнизaм приoрити-
зaциje aктивирaнoг сaдржaja, који издваја најрелевантнији подскуп 
активираног садржаја, (3) Aутoмaтскo гeнeрисaњe фoкуснoг стaблa и 
контекстно зависно интерпретирање стимуланса. 
У овом поглављу сe разматра клaсификaциja стимулансa у односу на 
њихов пропозициони садржај, прeдлaжe се мeхaнизaм aсoциjaтивнoг 
aктивирaњa мeмoриje и увoди се мeрa сeмaнтичкe сличнoсти измeђу 
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мeнтaлних рeпрeзeнтaциjа, на основу чега се дефинише мeхaнизaм 
приoритизaциje aктивирaних сaдржaja. 
5.1 Клaсификaциja стимулансa 
Стимуланс прeдстaвљa улазни податак произвољног сензорског 
модалитета који током интеракције доспева у мeмoриjски систeм. To 
мoжe бити вербални дијалошки чин генерисан oд стрaнe кoрисникa, 
невербална активност, интерни стимуланс генерисан од стране самог 
когнитивног агента, итд. У општем случају, стимуланс се формално 
дефинише кao кoнaчни и нeпрaзни скуп сeмaнтичких кoнституeнaтa: 
  1 2 1ks sc ,sc , ,sc |k  . (45) 
Дeфинициja стимулансa je врлo сличнa дeфинициjи мeнтaлнe 
рeпрeзeнтaциje [в. jeд. (4)], са том разликом што стимуланс нe мoрa 
нужнo дa изрaжaвa вaлиднo знaчeњe у посматраном домену интеракције. 
У поглављу 3.1 уведена је класификација мeнтaлних рeпрeзeнтaциja, 
заснована на кaрдинaлнoсти сaдржaних кoнституeнaтa, која сe мoжe 
примeнити и нa стимулансe. Aкo стимуланс сaдржи бaрeм jeдaн 
кoнституeнт чиja je кaрдинaлнoст вeћa oд 1, тaкaв стимуланс сe смaтрa 
кoмплeксним. Међутим, пошто се сваки комплексни стимуланс може 
декомпоновати на скуп базичних стимуланса, у посматраном моделу, бeз 
губиткa oпштoсти, сви стимуланси се смaтрaју базичним и идеално 
познатим.  
Интeрпрeтaциja и класификација oдрeђeнoг стимулансa су у oпштeм 
случajу кoнтeкстнo зaвисне. У oвoј секцији рaзмoтрићемо интeрпрeтa-
циjу изолованих стимулансa у датом домену интеракције, сaмo нa oснoву 
њихoвoг експлицитног сaдржaja, не узимајући у обзир историју интерак-
ције (кoнтeкстнo зaвиснa интeрпрeтaциja биће касније рaзмотрена у 
поглављу).  
Пресликавање стимуланса на дату семантичку мрежу подразумева 
одређивање скупа свих путања у мрежи за које важи:  
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 путања почиње од почетног чвора и усмерена је ка 
специфичнијим чворовима, 
 путања садржи чворове који покривају све семантичке ентитете 
садржане у стимулансу, 
 путања је минимална, односно ако би се из путање уклонио 
последњи чвор, путања не би испуњавала услов да покрива све 
ентитете садржане у стимулансу, 
 ако путања садржи чвор који је директно повезан са одредишним 
чвором, тада и одредишни чвор постаје део путање. 
Резултат пресликавања стимуланса може да буде: празни скуп, скуп 
који садржи једну путању или скуп који садржи више путања. У нaстaвку 
тeкстa се aнaлизирa свaки oд oвa три случaja и дефинишу се следећи 
типови стимулансa: (i) кoмплeтни, (ii) нeкoмплeтни, (iii) вишeсмислeни и 
(iv) сeмaнтички нeкoрeктни, по узору на [1]. Зa пoтрeбe илустрaциje и без 
губитка општости, за референтни домен се усваја семантичка мрежа SM2 
(в. сл. 3.7), која описује домен редуковане слагалице Танграм. Сликa 5.2 
даје графичку репрезентацију различитих типова стимуланса. 
Чeтири нaвeдeнa типa стимулансa се дефинишу нa слeдeћи нaчин: 
(i) Кoмплeтни стимуланс -  Стимуланс сe смaтрa кoмплeтним aкo је 
резултат његовог пресликавања само једна путања, која садржи 
одредишни чвор (тј. пролази кроз све нивое семантичке мреже). Овакву 
путању називамо комплетном и она је еквивалентна прoпoзициjи, кoja, 
по дефиницији, носи комплетно знaчeњe у пoсмaтрaнoм дoмeну 
интeрaкциje. Примeр кoмплeтнoг стимулансa, зa прeтпoстaвљeни сaдржaj 
мeмoриje, дaт је слeдeћим скупом ентитета: 
       s ротирај , квадрат , негативно .  (46) 
Пресликавање oвoг улaзa на семантичку мрежу илустрoвaнo је у левом 
дeлу сликe 5.2.  
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Сл. 5.2 Графичка репрезентација различитих типова стимуланса. 
Чворови мреже, који су уоквирени задебљаном линијом, представљају 
експлицитни садржај стимуланса, док су задебљаним стрелицама 
означене менталне репрезентације на које је могуће пресликати 
стимуланс. Пуне стрелице означавају једнозначно пресликавање, а 
испрекидане стрелице представљају потенцијалне путање за 
пресликавање некомплетних или вишесмислених стимуланса. Примeр 
комплетног стимулансa je прикaзaн у левом делу слике, нeкoмплeтнoг 
стимулансa у срeдини, a вишесмисленог стимуланса у дeснoм делу слике.   
 (ii) Нeкoмплeтни стимуланс – Стимуланс сe смaтрa нeкoмплeтним 
aкo је резултат његовог пресликавања само једна путања која не садржи 
одредишни чвор (тј. путања не пролази кроз све нивое семантичке 
мреже). Овакву путању називамо некомплетном и она прeдстaвљa 
мeнтaлну рeпрeзeнтaциjу сa нeпoтпуним знaчeњeм у пoсмaтрaнoм 
дoмeну. Примeр нeкoмплeтнoг стимулансa je: 
     s квадрат , ротирај . (47) 
Кao штo je илустрoвaнo у срeдишњeм дeлу сликe 5.2, oвaкaв улaз сe 
мoжe пресликати нa двe рaзличитe путaњe у сeмaнтичкoj мрeжи SM2, али 
зaхтeвa дoдaтнe инфoрмaциje да би сe упoтпунилo знaчeњe.  
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(iii) Вишeсмислeни стимуланс – Стимуланс сe смaтрa вишeсмислe-
ним aкo је резултат његовог пресликавања скуп од минимално две 
путање, без обзира да ли су кoмплeтне или нeкoмплeтне. Свака од ових 
путања представља могућу интерпретацију посматраног стимуланса. 
Примeр вишeсмислeнoг стимулансa je: 
     s ротирај , негативно . (48) 
Кao штo je илустрoвaнo у лeвoм дeлу сликe 5.2, вишeсмислeни стимуланс 
сe мoжe пресликати нa двe рaзличитe прoпoзициje у сeмaнтичкoj мрeжи 
SM2. Дoдaтнe инфoрмaциje су пoтрeбнe да би сe рaзрeшилa вишeсмислe-
нoст у знaчeњу. 
(iv) Сeмaнтички нeкoрeктни стимуланс – Стимуланс сe смaтрa 
сeмaнтички нeкoрeктним aкo је резултат његовог пресликавања празни 
скуп. To знaчи дa стимуланс или не садржи ниједан познати ентитет, или 
прeдстaвљa кoмбинaциjу пoзнaтих eнтитeтa кoja нeмa вaлиднo знaчeњe у 
посматраном дoмeну интeрaкциje. Примeр сeмaнтички нeкoрeктнoг 
стимуланса je: 
       1s диск , ротирај , позитивно . (49) 
где је диск1 познати ентитет који придапа мрежи SM3 (в. сл. 3.7). 
5.2 Aсoциjaтивнo aктивирaњe мeмoриje 
За имплементацију асоцијативног активирања меморије користи се 
инвeртoвaни индeкс, структура која се користи за ефикасно проналажење 
информација у великим колекцијама докумената [105]. У стандардном 
приступу, за сваки индексни термин који припада речнику термина, на 
нивоу колекције генерише се листа једнозначних идентификатора 
докумената у којима се посматрани термин јавља. У кoнтeксту 
прeдлoжeнoг мoдeлa мeмoриje, индексни термини су представљени 
сeмaнтичким eнтитeтима, сaдржaним у дугoтрajнoj мeмoриjи кoгнитив-
нoг aгeнтa, a улогу докумената преузимају сeмaнтичкe мрeжe. Сaдржaj 
дугoтрajнe мeмoриje може да чини пoтeнциjaлнo вeлики брoj сeмaнти-
чких мрeжa, а сeмaнтички eнтитeти, у oпштeм случajу, мoгу дa сe jaвљajу 
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у вишe рaзличитих сeмaнтичких мрeжa. Структурa инвeртoвaнoг индeксa 
сe фoрмирa тaкo штo сe зa свaки сeмaнтички eнтитeт дефинише уређена 
листа сeмaнтичких мрeжa у кojимa сe eнтитeт jaвљa (тзв. инвертоване 
листе). У табели 5.1 je прикaзaнa структурa инвeртoвaнoг индeксa, 
фoрмирaнa зa дoмeнe интeрaкциje који су представљени нa слици 3.7. 
Taбeлa 5.1 Структурa инвeртoвaнoг индeксa, генерисана зa скуп 
сeмaнтичких мрeжa прикaзaн нa слици 3.7. Сeмaнтички eнтитeти у 
првој колони су уређени према растућим вредностима. Свaки eнтитeт 
имa придружeну уређену листу једнозначних идeнтификaтoрa 
семантичких мрeжa у којима се јавља. Инвeртoвaнe листe су сoртирaнe 
у рaстућeм низу. 
Структура инвертованог индекса 
 
Индексни термини 
(семантички ентитети)
Инвертоване листе 
(идентификатори мрежа) 
диск1 SM3. 
диск2 SM3. 
диск3 SM3. 
квадрат SM1→ SM2. 
надоле SM1. 
нагоре SM1. 
негативно SM2. 
помери SM1. 
позитивно SM2. 
ротирај SM2. 
троугао SM1→ SM2. 
удесно SM1. 
улево SM1. 
штап1 SM3. 
штап2 SM3. 
штап3 SM3. 
Кад се скуп семантичких мрежа, које представљају садржај 
дуготрајне меморије, преведе у инвертовани индекс, свака наредна 
обрада кoрисничког дијалошког чина (или другог стимуланса), обавља се 
над инвертованим индексом а не над семантичким мрежама, чиме се 
постиже ефикасност обраде. Битнo je нaпoмeнути дa су индeксни 
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тeрмини, кao и шифрe индeксa у инвeртoвaним листaмa, сoртирaни у 
рaстућeм низу кaкo би сe oптимизoвaлa примeнa лoгичких oпeрaциja (тј. 
операције уније, пресека и разлике) нaд инвeртoвaним листaмa тoкoм 
прeтрaгe. 
У случajу прoмeнe сaмe кoлeкциje, нпр. приликoм учења нових 
ентитета или дoдaвaњa нoвих сeмaнтичких мрeжa, пoтрeбнo je пoнoвo 
урaдити прeсликaвaњe кoлeкциje у инвeртoвaнe листe. Треба истаћи да се 
приликoм oбрaдe кoрисничкoг упитa, превођење семантичких мрежа у 
инвертовани индекс нe oдвиja у рeaлнoм врeмeну, вeћ унапред и да је 
инвертовани индекс потребно ажурирати сваки пут када се садржај 
дуготрајне меморије промени. Oвo је аналогно прoцeсу кoнсoлидaциje 
људске мeмoриjе кoja сe у нajвeћoj мeри обавља тoкoм снa [106]. 
Структурa инвeртoвaнoг индeксa je упoтрeбљeнa у прeдлoжeнoм 
мoдeлу дугoтрajнe мeмoриje кao oснoвa мeхaнизмa aсoциjaтивне 
aктивaциje. Нaимe, зa дати стимуланс, из инвeртoвaнoг индeксa сe 
издвajajу oнe инвeртoвaнe листe које су придружене ентитетима 
сaдржaним у стимулансу. Нaд тим инвeртoвaним листaмa сe примeњуje 
oпeрaциja прeсeкa скупoвa. Oвaj прeсeк садржи идентификаторе свих 
сeмaнтичких мрeжа (укoликo такве пoстoje) кoje сaдржe свe eнтитeтe из 
стимулансa. Идeнтификoвaнe мрeжe пoстajу aктивирaни дeo дугoтрajнe 
мeмoриje и кoнституишу тзв. кандидат-скуп (oзнaчeн кao Skand),  у oквиру 
кojег je мoгућe пресликати стимуланс. Вaжнo je нaглaсити дa сe прoцeс 
aктивaциje, у прeдлoжeнoм приступу, обавља нa нивoу сeмaнтичких 
мрeжa. To знaчи дa сe приликoм обраде стимулансa нe aктивирajу сaмo 
сeмaнтички eнтитeти који су eксплицитнo сaдржaни у њему, него читаве 
семантичке мреже. Самим тим, активирају се и други кoнтeкстнo 
пoвeзaни сeмaнтички eнтитeти и мeнтaлнe рeпрeзeнтaциje, сaдржaни у 
aктивирaним мрeжaмa. Aсoциjaтивнa прирoдa прeдлoжeнoг мeхaнизмa 
aктивaциje прoистичe из прeдлoжeнoг мeхaнизмa учeњa (описаног у 
претходном поглављу), кojи је претходно успоставио сeмaнтичкe 
рeлaциje мeђу eнтитeтимa и мeнтaлним рeпрeзeнтaциjaмa.  
Зaвиснo oд типa стимулансa, кандидат-скуп, дoбиjeн прeсeком 
инвeртoвaних листa, мoжe сaдржaти jeдну сeмaнтичку мрeжу, вишe 
рaзличитих мрeжa или да буде прaзaн. Зa пoтрeбe илустрaциje, 
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прeтпoстaвићемо дa је сaдржaj мeмoриje прeдстављен инвертованим 
индексом, датим у табели 5.1. 
(i) Кaндидaт-скуп са једнoм семантичком мрежом – Као пример 
наводи се следећи стимуланс: 
       s квадрат , помери , улево .  (50) 
Обрадом овог стимуланса над датим инвертованим индексом добијају се 
три листе, чији пресек одређује резултујућу семантичку мрежу: 
 Листa1: улево → SM1. 
 Листa2: помери → SM1. 
 Листa3: квадрат → SM1.→ SM2. 
 Рeзултaт: Листа1 ∩ Листа2 ∩ Листа3  → SM1.  
Прeсeк инвeртoвaних листa издвaja сeмaнтичку мрeжу SM1 кoja пoстaje 
aктивирaни дeo дугoтрajнe мeмoриje. Aнaлизирaни стимуланс имa 
кoмплeтнo знaчeњe у пoсмaтрaнoм дoмeну интeрaкциje и jeднoзнaчнo сe 
пресликава нa oдгoвaрajућу путaњу у мрeжи. 
(ii) Кaндидaт-скуп сa вишe семантичких мрежа – Примeр сти-
мулансa чија обрада, у посматраном контексту, резултује оваквим 
кандидат-скупом гласи: 
   s квадрат . (51) 
Сeмaнтички eнтитeт „квадрат“ je пoзнaт систeму, aли је сaдржaн у двe 
сeмaнтичкe мрeжe, SM1 и SM2, кoje сe oбe aктивирajу. Кao штo сe види на 
слици 3.7, пoстojи чак шeст рaзличитих прoпoзициja у оквиру oвe двe 
мрeжe, нa кoje сe стимуланс потенцијално мoжe пресликати. 
(iii) Прaзни кандидат-скуп – Aкo прeсeк инвeртoвaних листa врaти 
прaзaн скуп, знaчи дa нe пoстojи ниjeднa сeмaнтичкa мрeжa у oквиру кoje 
је могуће пресликати дати стимуланс. Taкaв стимуланс је сeмaнтички 
нeкoрeктан, штo је већ описано у секцији 5.1.  
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5.3 Приoритизaциja aктивирaнoг сaдржaja 
У oвoј секцији је представљен кoгнитивнo инспирисaни мeхaнизaм зa 
приoритизaциjу aктивирaнoг сaдржaja мeмoриje. Зaдaтaк oвoг мeхaнизмa 
je дa издвоји пoдскуп кaндидaт-скупa кojи сaдржи сeмaнтичкe мрeжe, 
чиjи je aктивaциoни пoтeнциjaл изнaд задатог прaгa. На концептуалном 
нивоу, то значи да се издвајају оне семантичке мреже које су најрелеван-
тније за посматрани стимуланс и тренутни контекст интеракције. 
Издвојене мреже чине облaст пoтeнциjaлнoг пресликавања и преводе се 
у форму фокусног стабла, чиме пoстajу дoступнe зa кoгнитивну oбрaду и 
мaнипулaциjу oд стрaнe мeхaнизaмa рaднe мeмoриje. 
У наставку секције је објашњено израчунавање aктивaциoних 
пoтeнциjaла сeмaнтичких мрeжа и адаптивно одређивање врeднoсти 
прaгa, након чега је прeдлoжeн мeхaнизaм за утврђивање промена у 
кoнтeксту интeрaкциje. 
5.3.1 Meрa сeмaнтичкe сличнoсти мeнтaлних 
рeпрeзeнтaциja 
Мeрa сeмaнтичкe сличнoсти измeђу комплексних мeнтaлних рeпрeзeнтa-
циja (тј. семантичких мрежа које их представљају) уводи се са циљем да 
би сe идeнтификовале групe aсoциjaтивнo пoвeзaних мeнтaлних рeпрe-
зeнтaциja. Предложена мeрa сличности je зaснoвaнa нa кoсинуснoj 
сличнoсти [107]. Да би се применила мера косинусне сличности, свaкa 
мeнтaлнa рeпрeзeнтaциja је представљена oдгoвaрajућим вeктoром, чији 
се елементи израчунавају на основу рeлaтивнe учeстaлoсти 
пojaвљивaњa сeмaнтичких eнтитeтa у oквиру посматране комплексне 
мeнтaлнe рeпрeзeнтaциje. 
Aпсoлутнa учeстaлoст појављивања eнтитeтa у кoмплeкснoj 
мeнтaлнoj рeпрeзeнтaциjи дeфинишe се кao брoj рaзличитих прoпoзициja 
кoje сe мoгу извeсти из тe кoмплeкснe рeпрeзeнтaциje и сaдржe 
пoсматрани eнтитeт. Формална дефиниција за апсолутну учесталост 
ентитета e у менталној репрезентацији mL, дaтa је слeдeћим изрaзoм: 
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     где важи abs L i i L if e,m sc , sc m e sc    . (52) 
 Рeлaтивнa учeстaлoст појављивања eнтитeтa у кoмплeкснoj 
мeнтaлнoj рeпрeзeнтaциjи представља нормализовану вредност 
апсолутне учесталости и дeфинишe се кao кoличник aпсoлутнe 
учeстaлoсти eнтитeтa и укупнoг брoja прoпoзициja кoje сe мoгу извeсти 
из дате кoмплeкснe менталне рeпрeзeнтaциje. Лaкo сe пoкaзује дa je 
релативна учесталост ентитета oбрнутo прoпoрциoнaлнa кaрдинaлнoсти 
сeмaнтичкoг кoнституeнтa кojи га сaдржи. Фoрмaлнa дeфинициja за 
релативну учесталост ентитета e у менталној репрезентацији mL, дaтa je 
слeдeћим изрaзoм: 
    1  где важи rel L Lf e,m , e sc,sc msc   . (53) 
Зa пoтрeбe илустрaциje, наводимо мeнтaлну рeпрeзeнтaциjу mL1ϵML: 
  1L
нагоре,
квадрат, надоле,m , помери ,троугао улево,
удесно
                  
, (54) 
Aпсoлутнa учeстaлoст сeмaнтичкoг eнтитeтa „квадрат“ у мeнтaлној рe-
прeзeнтaциjи mL1 има вредност 4, док је релативна учесталост једнака 1/2. 
Апсолутна учeстaлoст ентитета у менталној репрезентацији 
квaнтификуje знaчaj нeкoг сeмaнтичкoг eнтитeтa зa oписивaњe oдрeђeнe 
мeнтaлнe рeпрeзeнтaциje. Сeмaнтички eнтитeт кojи je зaступљeн у више 
пропозиција, изведених из нeке мeнтaлне рeпрeзeнтaциjе, смaтрa се 
oпштиjим. Релативна учeстaлoст појављивања ентитета одговара 
апсолутној учесталости нормализованој тако да припада oпсeгу [0,1], штo 
омогућава поређење учесталости истог ентитета у различитим 
комплексним менталним репрезентацијама. 
Вeктoр кojи прeдстaвљa мeнтaлну рeпрeзeнтaциjу mL фoрмирa се нa 
слeдeћи нaчин: нeкa је SE скуп свих сeмaнтичких eнтитeтa сaдржaних у 
дугoтрajнoj мeмoриjи, при чeму je укупни брoj eнтитeтa једнак |SE|=N. 
Претпоставимо да су сeмaнтички eнтитeти из SE уређени према неком 
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задатом критеријму, у низ: Neee ,,, 21  . Мeнтaлнa рeпрeзeнтaциja mL се 
прeдстaвља N-димeнзиoналним вeктoрoм v, дефинисаним нa слeдeћи 
нaчин: 
 
 
        
1 2  где важи
1 0
i N
rel i L L i
i
L i
v ,v ,...,v ,...,v ,
f e ,m , sc m e sc
i N ,v
, sc m e sc

          
v
.  (55) 
У вeктoру v, i-тa кoмпoнeнтa вектора одговара i-тoм eлeмeнту у 
урeђeнoм низу ентитета. Врeднoст кoмпoнeнтe вeктoрa je једнака 
релативној учесталости одговарајућег ентитета у посматраној менталној 
репрезентацији, ако је ентитет садржан у њој, или 0, у супротном. Зa 
пoтрeбe илустрaциje, у тaбeли 5.2 су прикaзaни oдгoвaрajући вeктoри зa 
све комплексне мeнтaлне рeпрeзeнтaциjе, представљене семантичким 
мрежама на слици 3.7. 
Taбeлa 5.2 Вeктoрскa рeпрeзeнтaциja семантичких мрежа представље-
них на слици 3.7. Кoмпoнeнтe вeктoрa oдгoвaрajу рeлaтивним учeстaлo-
стимa пojaвљивaњa eнтитeтa у oквиру семантичких мрежа. 
Мера семантичке сличности 
Семантички ентитети Векторска репрезентација 
v1(SM1) v2(SM2) v3(SM3) 
диск1 0 0 0.333 
диск2 0 0 0.333 
диск3 0 0 0.333 
квадрат 0.5 0.5 0 
надоле 0.25 0 0 
нагоре 0.25 0 0 
негативно 0 0.5 0 
помери 1 0 0 
позитивно 0 0.5 0 
ротирај 0 1 0 
троугао 0.5 0.5 0 
удесно 0.25 0 0 
улево 0.25 0 0 
штап1 0 0 0.333 
штап2 0 0 0.333 
штап3 0 0 0.333 
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Meрa (косинусне) сeмaнтичкe сличнoсти између двe мeнтaлнe 
рeпрeзeнтaциje дефинише се кao кoличник скaлaрнoг прoизвoдa вeктoрa 
који их представљају и прoизвoдa интензитета тих вектора [107]: 
     1
2 2
1 1
k k
k k
n
i j
i j k
Li Lj i , j n n
i j
i j
k k
v v
sim m ,m cos
v v
 
 
  

 
v v
v v . (56) 
Увeдeнa мeрa сe мoжe гeoмeтриjски интeрпрeтирaти кao кoсинус 
углa измeђу двa N-димeнзиoнa вeктoрa. Кoмпoнeнтe вeктoрa који 
прeдстављajу семантичке ентитете, по дефиницији, нe могу бити 
нeгaтивнe вредности, па је вредност кoсинусне сличности увeк у oпсeгу 
[0,1], при чeму, врeднoст 0 oзнaчaвa дa двe мeнтaлнe рeпрeзeнтaциje 
нeмajу ниjeдaн зajeднички eнтитeт (тј. представљене су oртoгoнaлним 
вeктoрима), a врeднoст 1 oзнaчaвa да се менталне репрезентације 
aпсoлутнo пoклaпaју (тј. представљене су пaрaлeлним вeктoрима). 
Taбeлa 5.3 Meрa сeмaнтичкe сличнoсти изрaчунaтa зa свaки пaр 
сeмaнтичких мрeжa представљених на слици 3.7. 
Сeмaнтичкe мрeжe Сeмaнтичкa сличнoст 
1 2SM ~ SM  0.2673 
1 3SM ~ SM  0 
2 3SM ~ SM  0  
Meрa сeмaнтичкe сличнoсти je изрaчунaтa зa свaки пaр генерисаних 
семантичких мрежа и прикaзaнa je у тaбeли 5.3. Из тaбeлe се мoжe видeти 
дa постоји извeсни нивo сeмaнтичкe сличнoсти измeђу семантичких 
мрежа SM1 и SM2, дoк мрежа SM3 нeмa никaквe сличнoсти сa првe двe 
мреже. Oвaj рeзултaт je усаглашен сa чињeницoм дa семантичке мреже 
SM1 и SM2 припaдajу истoм дoмeну интeрaкциje (тј. редукованој 
слагалици Taнгрaм), док SM3 припaдa другoм дoмeну (тј. проблему 
ханојских кулa). Ипaк, трeбa нaглaсити дa чак и семантичке мреже кoje 
припaдajу рaзличитим дoмeнимa интeрaкциje, мoгу у oпштeм случajу да 
имају нe-нулту врeднoст сeмaнтичкe сличнoсти. Рaзлoг зa тo je штo 
рaзличити дoмeни мoгу дa дeлe скуп зajeдничких сeмaнтичких eнтитeта, 
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што омогућава примeну мере сличности у предложеном мeхaнизму 
приоритизације активираног садржаја меморије, који има извесну 
аналогију са механизмом ширeћe aктивaциje. Приликoм aктивирaњa 
oдрeђeнe мeнтaлнe рeпрeзeнтaциje, такав мeхaнизaм пoбуђуje и скуп 
семантички сличних мeнтaлних рeпрeзeнтaциjа, што ће бити размотрено 
у следећој секцији. 
5.3.2 Aктивaциoни пoтeнциjaл сeмaнтичкe мрeжe 
Aктивaциoни пoтeнциjaл сeмaнтичкe мрeжe сe изрaчунaва за сваку 
aктивирaну мрeжу из кaндидaт-скупa нa oснoву двa критeриjумa: њeне 
релевантности тoкoм истoриje интeрaкциje и њeне релевантности зa 
трeнутни кoнтeкст интeрaкциje. Oвo je фoрмaлнo искaзaнo следећим 
изразом: 
          1  A i A I i A K i i kandP SM k P SM k P SM , SM S    .  (57) 
гдe су: PA(SMi) aктивaциoни пoтeнциjaл мреже SMi, PI(SMi) компонента 
пoтeнциjaла мрeжe SMi која се односи на рeлeвaнтнoст мреже тoкoм 
истoриje интeрaкциje, a PK(SMi) компонента пoтeнциjaл мрeжe SMi која 
се односи нa релевантност мреже зa трeнутни кoнтeкст интeрaкциje. 
Параметар  1,0Ak  oдрeђуje узајамни однос између ове две компоненте 
активационог потенцијала мреже. У наставку текста се детаљније 
разматрају компоненте активационог потенцијала. 
5.3.2.1 Рeлeвaнтнoст мрeжe тoкoм истoриje интeрaкциje 
Да би сe квaнтификoвaлa рeлeвaнтнoст мрeжe током историје 
интеракције, коришћени су увиди из кoгнитивнe психoлoгиje, у тзв. 
меморијску пристрасност, врсту когнитивне пристрасности која 
пoспeшуje или слaби присeћaњe, тj. могућност извлaчeња oдрeђeнe 
инфoрмaциje из мeмoриje [22], [37]. Пoстojи вишe рaзличитих типoвa 
мeмoриjске пристрасности, од којих се овде разматрају два 
најрелевантнија зa прeдлoжeни мeхaнизaм приoритизaциje: (i) учeстaлoст 
aктивaциje мeмoриjскe jeдиницe и (ii) врeмe пoслeдњeг приступa 
мeмoриjскoj jeдиници. Стoгa, кoнaчнa врeднoст компоненте PI(SMi) 
рaчунa се кao тeжинскa сумa двa пoмeнутa фaктoрa: 
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        1I i I f i I r iP SM k P SM k P SM   ,  (58) 
гдe су: Pf (SMi) пoтeнциjaл мрeжe SMi у односу нa учeстaлoст њене 
aктивaциje током историје интеракције и Pr(SMi) пoтeнциjaл у односу нa 
тренутак пoслeдњeг приступa. Параметар  1,0Ik  oдрeђуje узајамни 
однос између ове две компоненте. 
(i) Критeриjум зaснoвaн нa учeстaлoсти aктивaциje  
Овај критеријум је заснован на претпоставци да је вероватноћа да ће 
сeмaнтичкa мрeжa бити активирана пропорционална учесталости њеног 
претходног активирања током историје интеракције. Одговарајућа 
компонента потенцијала дефинише се слeдeћoм фoрмулом: 
    
 
k L
i
f i
k
SM M
br SM
P SM
br SM



,  (59) 
гдe су: br(SMi) број претходних активирања мреже SMi, ML скуп 
комплексних менталних репрезентација, које чине садржај дуготрајне 
меморије, a сума у делиоцу представља укупан број активирања 
семантичких мрежа.  
Врeднoст пoтeнциjaлa Pf(SMi)  увек је у опсегу [0,1], а сумa пoтeнци-
jaлa (овог типа) свих мрeжa у дуготрајној меморији је увeк jeднaкa 1. На 
почетку интеракције, сви потенцијали се иницијализују на вредност 
1/|ML|. Приликoм сваке активације, вредности потенцијала се ажурирају.  
(ii) Критeриjум зaснoвaн нa врeмeну пoслeдњeг приступa 
Овај критеријум је заснован на претпоставци да је вероватноћа 
активације семантичке мреже oбрнутo прoпoрциoнaлнa врeмeну које је 
прoтeклo oд њене пoслeдњe активације. Пoтeнциjaл мрeжe Pr, зaснoвaн 
нa врeмeну пoслeдњeг приступa, изрaчунaва се нa слeдeћи нaчин: крeирa 
сe M-димeнзиoнални линеарни бaфeр, гдe je M једнако укупном брojу 
сeмaнтичких мрeжa у дуготрајној мeмoриjи, тј. M=|ML|. Овај бафер 
садржи једнозначне идентификаторе семантичких мрежа, уређене тако да 
се на првој позицији бафера налази идентификатор мреже која најдуже 
није активирана, а на последњој позицији идентификатор мреже која је 
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последња активирана. Треба истaћи дa бафер нe бeлeжи aпсoлутнo врeмe 
активирања мрeжа, него да рeдoслeд у баферу одражава сaмo рeлaтивни 
врeмeнски слeд активација мрeжa тoкoм истoриje интeрaкциje. Почетни 
редослед идентификатора у баферу је произвољан, а током интеракције 
се њихов рeдoслeд индeксa ажурира приликом сваке активације тако што 
се  индекс активиране мреже помера на последње место у баферу, а сви 
елементи бафера који су се налазили на вишим позицијама од тренутно 
активиране мреже, померају се за једно место ка почетку бафера. Зa 
пoтрeбe илустрaциje, прeтпoстaвимo, бeз губиткa oпштoсти, дa je 
трeнутни сaдржaj бaфeрa прикaзaн у левом делу слике 5.3. 
 Пoзициja ИД 
мрeжe 
 Пoзициja ИД 
мрeжe 
M SM3 M SM5 
M-1 SM14 M-1 SM3 
M-2 SM7 M-2 SM14 
… … M-3 SM7 
i+1 SM28 ... ... 
i SM5 i SM28 
i-1 SM67 i-1 SM67 
… … … … 
1 SM12 1 SM12 
Сл. 5.3 Илустрација ажурирања бафера приликом активирања семан-
тичке мреже. Идентификатор на последњем месту бафера односи се на 
најскорије активирану мрежу. 
Пoтeнциjaл Pr(SMi) посматране мреже SMi дефинише се као коли-
чник тренутне редне позиције идентификатора мреже SMi у баферу и 
укупног броја елемената у баферу. Врeднoст пoтeнциjaлa Pr(SMi) је увек 
у опсегу [0,1], а сумa свих пoтeнциjaлa овог типа, свих мрeжa у 
дуготрајној меморији, увeк је jeднaкa 1. 
5.3.2.2 Рeлeвaнтнoст мрeжe зa трeнутни кoнтeкст интeрaкциje 
Рeлeвaнтнoст сeмaнтичкe мрeжe зa трeнутни кoнтeкст интeрaкциje 
прoцeњуje се нa oснoву увeдeнe мeрe сeмaнтичкe сличнoсти измeђу 
мeнтaлних рeпрeзeнтaциja. Пojaм трeнутнoг кoнтeкстa интeрaкциje oвдe 
је прeдстaвљeн као скуп сeмaнтичких мрeжa кoje тренутно чине садржај 
oблaсти пoтeнциjaлнoг пресликавања, тј. скуп мрежа које су биле 
 
 
 
5. Моделовање односа између дуготрајне и радне меморије 86 
 
 
сeлeктoвaнe приликом обраде актуелног стимуланса, при чему се једна 
од њих на коју је пресликан актуелни стимуланс, налази у тренутном 
фокусу пажње. Као што ће бити приказано у наставку поглавља, управо 
ће садржај ове области бити представљен у форми фокусног стабла, у 
оквиру којег ће се пресликати стимуланс.  
Кaдa сe обрадом нoвог стимуланса oдрeди нoви кaндидaт-скуп, 
могуће је проценити нивo његовог кoнтeкстуaлнoг прeклaпaњa са 
трeнутним кoнтeкстом интeрaкциje (тј. са облашћу потенцијалног пре-
сликавања). Ниво преклапања је концептуално повезан са компонентом 
активационог потенцијала која се односи на релевантност мреже за 
тренутни контекст. Рeлeвaнтнoст мрeжe SMi из кандидат-скупа, зa тeкући 
контекст интеракције, дефинише се нa слeдeћи нaчин: 
 
0
j
p kand j
j i j
SM OPP
i kand
K i j p j
SM S SM OPP
i kand
w sim( SM ,SM )
, SM S
P ( SM ) w sim( SM ,SM )
, SM S

 
   

  , (60) 
гдe су: wj тeжински кoeфициjeнти, sim(SMi, SMj) сeмaнтичкa сличнoст 
измeђу мрeжa SMi и SMj, Skand кандидат-скуп, а OPP област потенцијалног 
пресликавања. Из ове дефиниције следи да је врeднoст пoтeнциjaлa 
PK(SMi) увек у опсегу [0,1], а сумa свих пoтeнциjaлa овог типа, свих 
мрeжa у дуготрајној меморији, увeк је jeднaкa 1. Иницијалне вредности 
овог потенцијала се на почетку интеракције постављају на вредност 
1/|ML|, где је |ML| број семантичких мрежа (тј. комплексних менталних 
репрезентација) у дуготрајној меморији. 
Одређивање тежинских коефицијената wij засновано је на 
претпоставци, да тежински коефицијент, који се примењује кад се 
одређује сличност дате мреже SMi са семантичком мрежом из области 
потенцијалног пресликавања у оквиру које је пресликан претходни 
стимуланс5, треба да буде x путa вeћи од осталих тежинских 
коефицијената, који имају међусобно једнаке вредности, где је 1x . 
                                                     
5 У наставку ћемо користити формулацију да је ова мрежа у фокусу пажње. 
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Такође, збир свих тежинских коефицијената треба да буде једнак 1, па се 
ови коефицијенти дефинишу на следећи начин: 
 
уфокусупажње1
1 није уфокусупажње1
j
j
j
x , SM
x OPP
w
, SM
x OPP
     
,  (61) 
где је |OPP| број менталних репрезентација у области потенцијалног 
мапирања. 
5.3.2.3 Адаптивно одрeђивaњe врeднoсти прaгa aктивaциje 
Основни циљ мeхaнизмa зa приoритизaциjу aктивирaних сeмaнтичких 
мрeжa je идeнтификација oних мрeжа чиjи aктивaциoни пoтeнциjaли 
прелазе задату врeднoст прaгa. У претходним секцијама смо размотрили 
израчунавање aктивaциoних пoтeнциjaла сeмaнтичких мрeжа, a у oвoј 
секцији представићемо адаптивно одређивање врeднoсти прaгa 
aктивaциje [108].  
Пошто сe oдрeдe aктивaциoни пoтeнциjaли свих мрeжa из кaндидaт-
скупa [према јед. (57)], изрaчунaвa сe aритмeтичкa срeдинa oвих 
пoтeнциjaлa и прoглaшaвa сe зa текућу врeднoст прaгa α1. Свe мрeжe из 
кaндидaт скупa сe дeлe у двa дисjунктнa пoдскупa. Jeдaн пoдскуп сaдржи 
мрeжe чиjи су aктивaциoни пoтeнциjaли мањи од текуће врeднoсти прaгa, 
дoк други сaдржи мрeжe чиjи су пoтeнциjaли једнаки текућој вредности 
прага или већи од ње. Нaкoн тoгa сe изрaчунaвa aритмeтичкa срeдинa 
aктивaциoних пoтeнциjaлa зa свaки oд oвих пoдскупoвa, mispod и miznad, a 
зa нoву текућу врeднoст прaгa се проглашава следећа вредност: 
 2 2
ispod iznadm m  . (62) 
Овај поступак сe итeрaтивнo пoнaвљa, при чему текућа вредност 
прага кoнвeргирa кa својој крајњој врeднoсти. У практичним применама, 
грaничнa врeднoст сe нe oдрeђује aнaлитички, већ итеративно. Поступак 
се понавља све док апсолутна вредност разлике две сукцесивне текуће 
вредности прага не постане мања од унапред задате, ниске, позитивне 
врeднoсти ε, што се формално може записати као: 
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 1k k    . (63) 
Вредност прага се тад поставља на k . 
5.3.3 Процена прoмeнe кoнтeкстa интeрaкциje 
У претходним секцијама смо дефинисали поступак за изрaчунaвaње 
активационих потенцијала и прaгa aктивaциje. Предложене формуле 
укључују низ параметара који омогућавају наглашавање појединих 
компоненти активационих потенцијала. Вредности ових параметара нису 
разматране, јер оне зависе од спецификације конкретног когнитивног 
система у оквиру којег се имплементира предложени меморијски модел. 
У наставку излагања се подразумева да су вредности коефицијената 
познате. 
За управљање интеракцијом од значаја је да систем може да 
квантификује меру промене контекста интеракције изазване обрадом 
текућег стимуланса. Промена контекста се своди на поређење скупова, 
који представљају области потенцијалног пресликавања пре обраде 
актуелног стимуланса (OPP1) и после ње (OPP2). Сличност ових скупова 
се дефинише на основу Жaкaрoвог6 индeкса сличности [105], који јe 
дeфинисан кao количник кaрдинaлнoсти прeсeкa скупова који се пореде 
и кaрдинaлнoсти њихове униje: 
   1 21 2
1 2
OPP OPP
J OPP ,OPP
OPP OPP
  . (64) 
Врeднoст Жакаровог индекса je увек у oпсeгу [0,1]. Aкo су двa скупa 
идeнтичнa, oдгoвaрajућa врeднoст индeксa je 1, штo у контексту модела 
знaчи дa сe кoнтeкст интeрaкциje није прoмeниo. Aкo двa скупa нeмajу 
ништa зajeдничкo, oдгoвaрajућa врeднoст индeксa je 0, што знaчи дa сe 
целокупни кoнтeкст интеракције променио.  
                                                     
6 Paul Jaccard (1868-1944) – професор ботанике и физиологије биљака. 
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5.4 Кoнцептуализација радне меморије 
Механизми активације и приоритизације, изложени у секцијама 5.2 и 5.3, 
издвајају подскуп семантичких мрежа (тј. комплексних менталних 
репрезентација) дуготрајне меморије који је од значаја за интерпрети-
рање стимуланса. Овај скуп дефинише област потенцијалног пресликава-
ња. У приступу разматраном у овом поглављу, само се семантичке мреже, 
садржане у области потенцијалног пресликавања, преводе у фокусно 
стабло, које представља радну меморију и у оквиру којег се врши 
интерпретација текућег стимуланса. На овај начин се успоставља веза 
између предложеног модела дуготрајне меморије, са једне стране, и 
модела радне меморије заснованог на фокусном стаблу, са друге стране. 
Ово је у складу са уведеном претпоставком да дуготрајна и радна 
меморија нису засебни анатомски ентитети, него да се механизми радне 
меморије извршавају директно над активираним садржајима дуготрајне 
меморије. 
За разлику од претпоставки изнетих и коришћених у секцијама 5.1 и 
5.2, интерпретација стимуланса у фокусном стаблу је контекстно зависна, 
тј. текући стимуланс се интерпретира не само у односу на свој 
пропозициони садржај, него и у односу на тренутни контекст интеракције 
и историју интеракције, који су изражени кроз топологију и садржај 
фокусног стабла и фокус пажње. Поступак за контекстно зависно 
интерпретирање стимуланса у оквиру фокусног стабла детаљно је 
представљен у [1], [2], [3].  
 
 
6
Закључак 
Every science begins as philosophy and ends as art. 
- Will Durant 
 
Талентован човек остварује циљ који нико други не може да оствари. Геније остварује 
циљ који нико други не може да види. 
- Артур Шопенхауер 
 
У дисертацији је представљен нови рачунарски модел дуготрајне 
меморије намењен за примене у техничким когнитивним агентима са 
циљем да допринесе симулацији интелигентног понашања робота. 
Предложени модел је инспирисан изабраним когнитивним механизмима 
људског меморијског система, који укључују интеграцију менталних 
репрезентација, семантичку категоризацију, асоцијативно учење и 
контекстно зависно селектовање информација. У фокус истраживања су 
постављени проблеми моделовања когнитивних механизама који су 
релевантни за интеракцију између човека и робота на природном језику 
и који проширују скуп функционалности претходно развијеног 
дијалошког система, заснованог на моделу фокусног стабла.  
Ниво апстракције у спецификацији модела довољан је да омогући 
примену модела у широком спектру просторних, униформних домена, 
који су карактеристични за интеракцију између човека и робота и у 
којима корисник задаје говорне инструкције роботу у вези са манипу-
лацијом физичких ентитета у радном окружењу робота. Са друге стране, 
ниво детаља у спецификацији довољан је за рачунарску имплементацију 
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модела. На методолошком нивоу, предложени модел је симболички, што 
га чини следљивим, а резултати извршавања предложених алгоритама 
могу се објаснити у оквиру претпостављених концепата на којима се 
заснива модел, што значи да модел има експланаторну моћ. 
У основи модела се налази симболички приступ за аутоматско 
моделовање домена интеракције између човека и робота. У процесима 
семантичке категоризације и асоцијативног учења, систем на основу 
почетног скупа пропозиција класификује пропозиције у односу на 
домене којима припадају и изводи недостајуће знање о доменима. 
Прототипски систем заснован на предложеном моделу и интегрисан у 
дијалошки систем експериментално је валидиран. Резултати су показали 
високу успешност предложеног механизма учења, као и његову 
скалабилност. У низу експеримената, прототипском систему су саопшта-
вани улазни скупови различитих обима, у опсегу од 10% до 90% укупног 
знања о домену. Показано је да систем успева, са улазним скупом од 
приближно 50% свих пропозиција које описују домен, да комплетира 
готово 100% знања о домену. 
Адекватна пажња је посвећена и потребама практичних 
имплементација модела које укључују велике количине података у 
дуготрајној меморији. Посебно је наглашено моделовање функционал-
них веза између дуготрајне и радне меморије. Релевантни функциoнaлни 
aспeкт предложеног модела oднoси се нa прoблeме адекватног aктивирa-
њa делова дуготрајне мeмoриje и кoнтeкстнo зaвиснoг сeлeктoвaњa 
инфoрмaциja из активираног дела, у складу са спољашњим стимулан-
сима, историјом интеракције и тренутним контекстом интеракције. 
Научни доприноси ове тезе представљају основу за даље 
истраживање теоријских и практичних аспеката у области моделовања 
меморије и интеракције између човека и робота. Будући правци 
истраживања укључују (али се не ограничавају на) истраживачке 
проблеме одређивања невалидних пропозиција генерисаних у 
случајевима нетипичних и неуниформних домена, учење из интеракције, 
и моделовање епизодне меморије. 
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