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ABSTRACT 
We consider Toeplitz matrices T,> = (t,_,):: j=O, where E.5,tj~j is a formal 
Laurent series of a rational function R(Z). A criterion is given for 7’,, to be invertible, 
in terms of the nonvanishing of a determinant D,, involving the zeros of R(Z), and of 
order and form independent of n; i.e., n enters into D,, as a parameter, and not so as 
to complicate D,, as n increases. Explicit formulas involving similar determinants are 
given for the solution of the system T,,X = Y in the case where Z’,, is invertible. 
Formulas are also given for Z’,; ’ in the case where 7’,, _ , and T,, are both invertible. 
Suggestions concerning possible computational procedures based on the results are 
included. 
1. INTRODUCTION 
We consider the system 
T,X = Y, 
where T,, is the Toeplitz matrix 
Tn = (tt-j)Y,j-0 
(1) 
(2) 
and { tj} is generated formally by a rational function. To be specific, let 
A(z) = i a,,zp, 
s 
B(z) = c byzY, (3) 
p=o v=o 
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and 
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C(z)= ; c,z’, (4) 
/= -c, 
where p, q, r, s > 0 and a aa rb,b,c_ ycP f 0, and it is assumed throughout 
that A( z ) and z”B(l/z) are relatively prime, so that there are unique 
polynomials f(z) and g(z) of degree less than s and r, respectively, such that 
1 =f(Z)A(z)+g(z),_“B(l/z). (5) 
Now suppose that R r and R, are the minima of the moduli of the zeros of 
A( z ) and B( z ), respectively, and expand 
[A(Z)] -l= f P,,z’$ IZI < fl,, (6) 
u=O 
and 
Now define the formal Laurent series 
Q(Z)= g c~,~zj=f(z) (8) 
j= -cc 
and 
T(z)= E tjd=C(z)a+); (9) 
i.e., let 
From (5) (6), (7), (8) and (9) T(Z) is a formal Laurent series for the rational 
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function 
C(z) 
R(z)= A(z)B(l/z) ’ 
193 
(11) 
If R,R, > 1, then T(z) converges to R(z) for l/R, < IzI < R,; however, only 
the formal definition-and not convergence-is assumed below. 
Hermitian Toeplitz matrices of this kind occur as covariance matrices of 
autoregressive moving average stationary time series; in fact, the approach 
used here has its origins in the author’s consideration of an estimation 
problem for such time series (7, Sections 4, 51. 
In the following we consider matrices (2) with 
n>max(O, r+s-p-q), 
and let 
k=p+q. 
In Section 2 we reduce (1) to a related boundary problem for a difference 
equation, and we show that T, is invertible if and only if a certain k X k 
determinant D,, is nonzero. The entries in D, are polynomials in the zeros 
.z ,, . . . , zk of the Laurent polynomial C(x), and the form of D,, is independent 
of n; i.e., n enters into D, as a parameter, and not in such a way as to make 
D, more complicated with increasing n. Section 3 contains formulas for the 
solution of (1) in the case where T, is invertible, again in terms of determi- 
nants of the same general type as 0,. We do not claim that these formulas 
constitute an efficient way to actually solve (1) numerically, but we do believe 
that they offer new insight into the properties of these matrices, and that they 
may be useful for theoretical purposes. 
In Section 4 we present an algorithm for computing the solutions of (1). 
The algorithm requires that the zeros of C(z) be known. In part of the 
computation n occurs as a parameter, so that the cost of this part is 
independent of n. The cost of the remaining computation is proportional to 
n. Since it does not involve recursion with respect to n, the algorithm can be 
used to solve (1) for a given n such that T, is invertible, without requiring 
that Tk be invertible for any k # n. However, the question of stability of this 
algorithm remains open. 
Section 5 presents a method for inverting T, provided T,, and T,, I are 
both invertible. 
This paper extends and improves results obtained in [8] for the case where 
A(z) = B(Z) = 1, so that T,, is a banded Toeplitz matrix. Many papers have 
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dealt with solving banded Toeplitz systems (see the bibliographies of [B] and 
its references); however, very little work has been devoted to solving Toeplitz 
systems associated with more general rational generating functions. To the 
author’s knowledge, only Dickinson [2] has stated a specific algorithm for 
solving such systems. His algorithm yields the solution of (1) in O(n) 
operations, provided that T,, . . . , Z’,, are all invertible. Under assumptions 
more restrictive than ours, Day [l] has given a formula for det 7’,, in terms of 
the zeros of the numerator and denominator of R(Z) [cf. (ll)]. 
2. A RELATED BOUNDARY VALUE PROBLEM 
We write 
A( z)B(l/~) = k 0,~’ (183) 
1= \ 
and define 
uF 
=o, h,,=O, tIj=o, c,=o 
for values of p, v, i, and 1 outside the limits of the sums in (3) (4) and (13). 
” We also define 
i=O if 
With these conventions, for example, 
If C( 2 ) = 1, then (10) implies that 
for which an explicit inversion formula is 
and [5].) 
i > j. 
I’ 
-cfa<j<m. (14) 
already known, as follows. (See [4] 
RATIONALLY GENERATED TOEPLITZ MATRICES 195 
LEMMA 1 (Greville and Trench). Zf a,b, # 0, A( z ) and z’B( l/z) are 
relutively prime, and m >, r + s, then 
where 
s 
+;jnl= ‘i-j - C ai-,+&, - i bi-,+pp. 
v=j+l p=nt+l-j 
This lemma and elementary (but tedious) manipulations based on (14) 
yield the following lemma. 
LEMMA 2. Zf the assumptions of Lemma 1 hold and 
then 
ti= i a, i bjqi--v+j, O<i<m-s, 
v=O j=O 
and 
(15) 
(16) 
(17) 
Moreover, the formulas in (16) and (17) both reduce to 
‘C,= i: ej7,_j for r<i<m-s. (18) 
j= _p 
In the following it is to be understood that any condition imposed for 
p < i =G Y is vacuous if I* > v. 
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LEMMA 3. Suppose (11) and the 
u= [u_~,...,u,,+~] and i= IX-p,..+,X,,+yl 
are related by 
Z’hen 
x, =0 f Or 
if and only if 
i: blu,_, = 0, 
I = 0 
and 
p<i< -1 (20) 
lGi<p, (21) 
if and only if 
xi =o for n+l<i<n+q (22) 
i alui_ ,=O, n+lGi<n+q. (23) 
I=0 
Proof. We apply Lemma 2 with m = n + p + q, &, =x_,,+,, and IJ, = 
U ~~+ ,. Then (19) is equivalent to (15), so (16) and (17) imply that 
x _p+,= c a, 2 biui_v-p+,, Obi<n+p+q-s, 
I’ = 0 j=O 
and 
x-p+, = ‘C’ b, C aju,+r-p-ia r<i<n+p+q. 
p = 0 j=O 
(24) 
(25) 
RATIONALLY GENERATED TOEPLITZ MATRICES 197 
Since a&, f 0, (24) implies the equivalence of (20) and (21), while (25) 
implies the equivalence of (22) and (23). n 
Note that (18) implies that 
x --p+i = h eiui-p-i, rbi<n+p+q-s. (26) 
j= -s 
THEOREM 1. Zf (12) holds, then the system 
5 ti-jxj = yi, Ofi<n, (27) 
j=O 
has a solution x0,. . . , x, if and only if the system 
i c/ui-l= Yi> 
I= -q 
C alui-l = 0, 
I=0 
s 
c b!u,_, = 0, 
I=0 
O<i<n, (28a) 
n+l<i<n+q, (28b) 
lfi<p, (28~) 
has a solution uPP ,..., u,,~. Zf this is so, then the solution of (27) is given 
by 
xi = i a, e biui_D+j, OfiGr-p-l, (29) 
v=O j=O 
xi = C BjUi_j, max(O, r-p)<i<min(n, n+q-s), (30) 
j--s 
n-i r 
xi= C b, C ajui+p-jy n+q-s+l<i<n. (31) 
p=O j=O 
Proof. Because of (lo), (27) is equivalent to (28a), with 
ui= 2 $i_jxj’ -p<i<n+q. (32) 
j-0 
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Now suppose (27) has a solution x0,. . . , x,, and define u _p,. . . , u,,+~ by (32). 
Then (28a) holds, and (32) is of the form (19), subject to (20) and (22). Hence, 
Lemma 3 implies (28b) and (28~). Conversely, if u _p,. . . , u,+~ satisfy (28) 
then define x_,,,...,x,,+~ as the solution of (19). Then (28b) and (28~) imply 
(20) and (22), so (19) reduces to (32) and the opening sentence of the proof 
implies (27). 
To obtain (29), (30), and (31) replace i by p + i in (24) (25) and (26), 
and recall (28b) and (28~). g 
Theorem 1 reduces the problem of solving (1) to solving the boundary 
value problem (28) for u up,. . . , u, +y and then computing x0,. . . , xn from 
(29), (30), and (31). We will now use this to derive a criterion for invertibility 
of T,,. In Section 3 we obtain the explicit solution of the boundary value 
problem. 
The following definition applies throughout the remainder of the paper. 
DEFINITION 1. Let zi,. . . , z,, be the distinct zeros of the Laurent 
polynomial C(z) [cf. (4)], with multiplicities p,, . . . , p,_; thus, L < k and 
Pl+ . . .+p,.=k(=p+9) 
If Q(z) is an arbitrary Laurent polynomial, define the kdimensional row 
vector generated by Q(z) as follows: its first pi entries are Q(‘)( zi), 
0 < 1 < pi - 1; its next pL2 entries are Q(‘)(z,), 0 < I < p2 - 1; and so forth. If 
Q,(z)>..., Qk( z) are k Laurent polynomials, let 
~[Q~~L...~Q~(~ (33) 
be the matrix whose pth row (1~ p < k) is generated by Q,(z), and let 
~[Q~~L...~Q~(~I (34) 
be the determinant of this matrix. Thus, if C(z) has distinct zeros zi,. . . , zk, 
then 
The rather cumbersome notation in (33) and (34) will be convenient 
below, where it will often be necessary to make the choice of Qi( z), . . , Qk( z) 
explicit. It should be noted that although the notation suggests that G? and D 
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are functions of z, they are not. Also, the fact that the columns of Q are 
permuted if the zeros of C(z) are renumbered will not produce ambiguities in 
our results. 
THEOREM 2. Let Q,, and D,, denote the k x k matrix and determinant, 
respectively, that result jbm Definition 1 when 
(35) 
Then T, is singular for some n which satisfies (12) if and only if D, = 0. 
Proof. The matrix T,, is singular if and only if T,X = 0 for some nonzero 
X. This and Theorem 1 imply that T, is singular if and only if there are 
numbers uPP ,..., u”+~, not all zero, which satisfy (28b), (28c), and the 
homogeneous system 
But we can obtain the general solution of (36) easily, as follows. The 
hypotheses of Definition 1 imply that for every integer i, zj is a zero of 
zn+qPiC(z), with multiplicity pi. Hence, if (m)(a) = 1 and (m)(‘) = m(m - 
1) . . + (m - v + 1) (v >, 1) when m is an integer, then 
P 
C cI( n + 9 - i + ~)(y’z~+4-i+‘--v = 0, 
o<vQlj-l’ l<j<L, 
since the sum on the left equals 
]z n+qPiC(z)](“)/,_,. 
This means that the k sequences 
( 
(n+q-i) (Y)z;+q-i-vl - p < i < n + 9)) o<v<jlj-l 
- 
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all satisfy (36). Since 
(36) is of the form 
they are linearly independent, the general solution of 
Ui = c c aYj(n + q - iyq+-y -p,<i<n+q. (37) 
j=l v=O 
Substituting (37) into (28b) and summing the result first on 1 yields 
I. “r-l 
C C avj Lz .+q-,( z)]‘“‘1._ = _,= 0, n-+l<i<n+q. (38) 
j=l v=O 
Substituting (37) into (28~) and summing the result first on I yields 
I. Pj-l 
C “;,, avj[” n+~+Yq/z)]y;I = 0, l<i<p. (3% 
j=l 
Thus, T,X = 0 for some nonzero X if and only if the system consisting of the 
k equations (38) and (39) has a nontrivial solution 
[ onl,...,os,-l,l,..., ~Ll’.~.~~L,p,,-I . 1 
However, after a suitable reordering of these equations, we see that a,, is the 
matrix of the system (38) and (39). This implies the conclusion. W 
Henceforth, we assume that the determinant 
D,=D[A(z),...,A(z)zq-‘, s”+g+‘B(l/z),...,z”+kB(l/~)] 
is nonzero, so that T,, is invertible. It should be observed that if p = 0, then 
D,, reduces to 
D,,=D[A(z),...,F’A(z)], 
while if q = 0, then 
(The case where p = q = 0 is of no interest, because of Lemmas 1 and 2.) 
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3. SOLUTION OF THE BOUNDARY VALUE PROBLEM 
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The following lemma indicates the way in which we approach the 
boundary value problem. We omit the proof, which is routine. 
LEMMA 4. Suppose D, # 0, and let 
v= [u_ p,...>vn+4 I 
be any solution of the system 
i c!2)i-/= Yi, 
I= -q 
Define A, ,..., A, and B, ,..., BP by 
Ai=- i 
al%+, 
I=0 
Bi = - k b,v,_, 
I=0 
Now let 
O$i<n. 
& 
l<i<q, 
l<i<p. 
w= [w_q,...>w”+pl 
(40) 
(41) 
(42) 
(43) 
be the (unique) solution of the homogeneous boundary value problem 
i c,wi-l= 0, O<i<n, (44a) 
I= -cj 
r 
c a,w,._, = Ai_,, n+l<i<n+q, (44b) 
I=0 
k b,w,_i = B,, l<i<p. (44c) 
I=0 
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Then the (unique) solution 
of (28) is U = V + W. 
To solve (40) we need only find a formal reciprocal of C(z), i.e., a formal 
Laurent series 
such that 
T(z)= ii: yjd 
i= x 
r( z)C( z) = 1. 
l 
Then the sequence 
u)i= f. yjyi-j> -p<i<n+q, 
j=O 
(45) 
(46) 
satisfies (40). To see this, let 
Y(Z)= i yj2j 
j=O 
and 
V(z)=lyz)Y(z)= E u,zI. 
,= a. 
Then (46) holds, and (45) implies that V(a)C( z) = Y(z), which in turn 
implies (40). 
There are in general many formal reciprocals for C(z). One can be 
obtained by expanding [ zqC( z)] r in nonnegative powers of z: 
[dqz)] -‘= z cYjZJ’ 
j=O 
1~1 < R = 1 $!?I Iz,,(. 
-. 1 
Then the series 
(47) 
j = y 
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satisfies (45) and (46) becomes 
-p<i<q-1, 
i 
1-q 
‘ix C (~~_~_~y~, qGi<n+q. 
j=O 
(48) 
Another formal reciprocal for C( z ) can be obtained by expanding [ z “C( z )] r 
in nonpositive powers of 2: 
[Z-~(Z)] -I= F pjz-j, 
j=O 
,Z,> f. 
Then the series 
- 1’ 
r(z)= C p_j_pzj 
i= -m 
satisfies (45), and (46) becomes 
v = 2 Pj-,-pYj' 
’ i 
-p<i<n-p, 
j=i+p 
lo, 
Obviously, the sequences 
They can also be represented 
notation of Definition 1, 
(49) 
(56) 
n-p+l<i<n+q. 
{a, ) and { p, } can be computed recursively. 
explicitly in terms of the zeros of C( z ); in the 
and 
ai = 
D[d,i, z ,..., ~~-11 
c_,D[l, Z,.... zk-l] ’ 
Pj = 
D[i,2 ,..., ~~-~,~j+~-r] 
c,D[l, Z,..., ZZ-l] ’ 
(See [B, Lemma 21.) 
j > 0, 
j 2 0. 
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It should be borne in mind that (48) and (50) are different solutions of 
(40). Because of the “triangular” form of (48) and (50), it would appear that 
(47) and (49) are the most efficient choices for r(z) from a computational 
point of view. However, these choices do not exhaust the possibilities. For 
example, suppose we rewrite C( z ) as 
C(z) = Z’~-~‘;i,(Z)B,(l/~), 
where degA,(z)=r’, degB,(z)=s’ (=k-r’), and A,(z) and B,(l/z) 
have no zeros in common. Now obtain the formal reciprocal ‘P(z) for 
A,(z)B,(l/z) in the same way that we obtained Q(z) for A(z)B(l/z) in (5), 
(6), (7), and (8); then the series r(z) = z”~~~(z) satisfies (45). 
There are still other ways to choose !Z( z), since if r,(z), . . , r,,,(z) are 
formal reciprocals of C( z ) and h I,. . . , h,,, are constants with sum equal to 
one, then the formal series 
r(=) = h,r,(z)+ . + h,,,rJz) 
satisfies (45). 
We now present two ways for finding the vector W in (43). The first is 
applicable when the main interest is in numerical computation. The second is 
of theoretical interest, since it provides explicit formulas for the solution of 
(44). 
As we saw in the proof of theorem 2, the general solution of (44a) is of the 
form 
P,- ’ 
w,= i c /lqn+q- j)y+~l-l-1’, -pQi<n+q. (51) 
j=l v=o 
Therefore, solving (44) reduces to choosing the k coefficients { pVj} so as to 
satisfy the boundary conditions (44b) and (44~). Manipulations like those 
which yielded (38) and (39) lead to the equations 
l)+q-IA(z)](“)I~=;, = A,, n+l<i<n+q, 
j=l r,=O 
(52a) 
i yp”, [z n+y+v(l/z)](“));_;, = B,, l,<i<p. (52b) 
I=1 o-0 
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Except for a permutation of its first Q rows, the determinant of this system is 
D,, which is assumed to be nonzero; therefore, the solution of the boundary 
value problem (44) reduces to solving a k x k system. 
We will now derive explicit formulas for the solution of (44). To this end, 
we define e,,(j) (16 p < k) to be the k x k determinant obtained by 
replacing the generator of the p-th row of D, with z”+q-j; i.e., 
e,,(j) = DIQ1(Z)>...>Qk(Z)lT 
with Qi(z) as in (35) if i z CL, and Q,(z)= zn+q-i. 
LEMMA 5. Suppose 1~ p < k. Then the sequence { e,,( j)}y= _-z satis- 
fies the following equations: 
5 cp,,( j - 1) = 0, -mcj<w, (53) 
I= -q 
C ap,,(j - ~)=~p,n+4+~-jDn~ n+l<j<n+q, (54) 
I=0 
c b,e,,(l- j>=~,,,+jD,, l< j<p. (55) 
I=0 
Proof. The left sides of the last three equations can be viewed as 
determinants of the form (34) with Qi(z) as in (35) [i.e., Qi(z) is the 
generator of the ith row of D,] if i # p, and 
Q,(z)= z n+4-ic(z) for (53), (56) 
Q&d= z”‘“-‘A( .z) for (54), (57) 
Q&d = zn+g+jB(i/z) for (55). (58) 
Since zi,..., zL are zeros of .z”+q-jC(z) with multiplicities pi...., pLL for 
every j, (56) implies that the pth row of the determinant on the left of (53) 
consists entirely of zeros. This implies (53). If n + 1~ j < n + 9, then the 
polynomial in (57) is the same as the generator of row n + q + 1 - j of 0,; 
therefore, the determinant on the left of (54) has two identical rows unless 
p=n+q+l-j,’ m which case it equals 0,. This implies (54). If 1~ j < p, 
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then the polynomial in (58) is the generator of row 4 + j of 0,; therefore, the 
determinant on the left of (55) has two identical rows unless p = 9 + j, in 
which case it equals 0,. This implies (55). n 
It is easily verified that Lemma 5 implies the following theorem. 
THEOREM 3. The solution to the boundary value problem (44) is given 
hY 
k 
4. AN ALGORITHM FOR SOLVING T,,X = Y 
In this section we assume that the zeros of C(Z) are known, and that 
D,, # 0. We can then solve (1) by means of the following steps. 
(A) Obtain u_,, . . . , v, +4 by defining 
v, = 0, -p<i<q-1, (60) 
and then computing recursively from (40), 
1 
Vi = - 
c 4 [ 
P 
Yi-q- C c/vi-y--l 
,= y + 1 I 
or by defining 
qGi<n+q. (61) 
v, = 0, n-p+l<i<n+q, (62) 
and computing recursively from (40) 
p<i<n+p. (63) 
[Solving (60) and (61) explicitly yields (48) 
explicitly yields (50).] 
while solving (62) and (63) 
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(B) Compute A, ,..., A, and B, ,..., B, from (41) and (42). Then solve 
the k x k system (52) for the coefficients { /3,j} in (51). 
(C) Obtain w ~ P,. . . , w, + 9 either by computing ru _ p,. . . , wy I explicitly 
from (51) and then computing recursively from (44a), 
1 w=-p t 5 
c-q I= --yil 
C~wi_q-/3 qGiGn+q, 
or by computing w,_,,+,,..., w,,+~ explicitly from (51) and then computing 
recursively from (44a), 
wi= -- ,’ ‘i’ C/W”+p-.i-/> p<i<n+p. 
P I=-y 
(D) Compute 
u, = v, -+- w,, -p<i<nfq. 
(E) Compute x,, . . . , x, from (29), (30) and (31). 
5. FORMULAS FOR T,,- ’ 
In this section we give formulas for obtaining the inverse 
(64) 
(65) 
of an invertible Toeplitz matrix (2) of the type studied here, in the case where 
which is equivalent to assuming that T,_ 1 is also invertible. We need the 
following lemma, which is clearly implicit in the last four equations of [6]. 
LEMMAS. Let T, be a Toeplitz matrix with inverse (65) which satisfies 
(66). Then 
hijn=hi-l.j-l,n+(h~“)-1[hio,hoj,-h,-j+l,o,”ho..-i+l,.], 
l<i,j<n. (67) 
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Since T; i is persymmetric (i.e., symmetric about its secondary diagonal), 
it is only necessary to use (67) for i + j < n, and then take 
hi,, = h n-l.n-i,n’ l,<i, j<n, i+ j>n. 
The formula (67) was rediscovered and presented in a useful matrix form 
by Gohberg and Semencul [3]. It provides an efficient means for obtaining 
T; ’ once its first (zeroth) row and column are known. Therefore, coupling 
the next two theorems with Lemma 6 yields, in principle, an efficient way to 
obtain T;’ when T,, is rationally generated and D, D,, _ I f 0. 
THEOREM 4. Suppose that (12) holds, D,, + 0, and 
n>,r-p. (68) 
Then the elements of the zeroth column of T,- ’ are given by 
max(0, r - p) G i < min( n, n + 9 - S), 
(69) 
(76) 
h 
&I 
n-i 
ran = 
-- D I c,D, “” z”+“-‘A(z) c b,z-” , p=O 1 n+q-s+l<i<n, 
(71) 
where “ . . , ” denotes 
A(z),..., FIA(z), z n+q+iB(l/z),..., Z”+k-9?(1/Z), 
with appropriate modifications if p = 1 or q = 0. 
Proof. The zeroth column of T; ’ is the solution of (1) with 
Yi = sia) O<i<n. 
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Here we use (63) to define V, which yields 
(72) 
Now (41) [with (SS)], (42) and (72) imply that 
Therefore, 
from (59). This, (64) and (72) imply that 
(73) 
Because of the definition of e,,(i), substituting (73) into (29) (30) and (31) 
(where X, = hi,,) and invoking elementary properties of determinants of the 
kind used in the proof of Lemma 5 yields (69), (70), and (71). 
REMARK 1. The determinants D[ . . . ] in (69) (70) and (71) have the 
same entries in their first k - 1 rows as does D,, while their kth rows are 
generated (in the sense of Definition 1) by the Laurent polynomials exhibited 
in the respective brackets. Moreover, the quantities 
appearing in (70) satisfy the difference equation 
and therefore it is only necessary to calculate X,,, explicitly from the formula 
(74) for k successive values of i, since the rest can then be computed 
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recursively from (75). (However, this method could introduce a stability 
problem.) 
THEOREM 5. Suppose that (12) holds, D,, + 0, and n 3 s - q. ‘l’hen the 
elements of the zeroth row of T,, ’ me given by 
O,<i<r-p-l, (76) 
max(0,r-p)di~min(n,n+q-s), (77) 
hit,,,= -AD 
c q D,, 
z”+” ‘A(z)“fI,,; v ... 
p = 0
nfq-.s+l<i<n, (78) 
where “. . ” denotes 
d(z) ,..., 3’(~1A(,_),=“+4+‘g(l/a) ,..., z”‘“B(l,‘z), 
with appropriate modifications if p = 0 or q = 1. 
Proof. Because of the persymmetry of T,i ‘, 
h “.,I I,,, = h 11111) Odi,<n. 
Therefore, the vector 
X = colknn, ho,,, ,.,s>...> &,,,I 
is the last column of T,; ‘, i.e., the solution of (1) with 
Yi = a,,, > O<i<n. 
RATIONALLY GENERATED TOEPLITZ MATRICES 
Now we use (61) to define ul, which yields 
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s n+q.l 
1) =- I c-, ’ 
-p<i<n+q. 
The remainder of the proof is similar to that of Theorem 4. n 
Remark 1 also applies to the determinants D[ . . . ] in (76), (77), and (78), 
with obvious modifications; i.e., the last k - 1 rows of D[ . . . ] are the same as 
those of D,,, while the first is generated by the Laurent polynomial exhibited 
in the brackets. 
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