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Abstract. In the context of crowd counting, most of the works have
focused on improving the accuracy without regard to the performance
leading to algorithms that are not suitable for embedded applications. In
this paper, we propose a lightweight convolutional neural network archi-
tecture to perform crowd detection and counting using fewer computer
resources without a significant loss on count accuracy. The architecture
was trained using the Bayes loss function to further improve its accuracy
and then pruned to further reduce the computational resources used.
The proposed architecture was tested over the USF-QNRF achieving a
competitive Mean Average Error of 154.07 and a superior Mean Square
Error of 241.77 while maintaining a competitive number of parameters
of 0.067 Million. The obtained results suggest that the Bayes loss can be
used with other architectures to further improve them and also the last
convolutional layer provides no significant information and even encour-
age over-fitting at training.
Keywords: Crowd Detection and Counting · Dense Crowds · Deep
Learning.
1 Introduction
Crowd detection and counting is an interesting research area thanks to its wide
range of applications in real-life scenarios from monitoring large groups of people,
to even counting clustered objects of any category for example: biological cells
[13], number of vehicles on a traffic yam [19], counting cattle [25], analyzing large
groups of objects in dense agglomeration [13].
These tasks have interesting challenges that have driven the creation of au-
tomated counting and detection methods, for example, the change of perspec-
tive from the camera and the crowd and heavy occlusion by the size of the
? This work was supported by the Mexican National Council of Science and Tech-
nology CONACYT, and the FORDECyT project 296737 “Consorcio en Inteligencia
Artificial”.
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crowd, environmental objects among others [9]. Different approaches, from clas-
sical machine learning up to the more recent Deep Learning based from which
the community have found more success at solving them [18].
The classical approach that has been taken in the past was to detect and
count each object individually [5] [15]. In this approach, the first step is to
detect each person and then proceed to perform the counting over the patches
found. The main issue with this kind of methods is that despite the fact that they
work relatively well on low density crowd scenes, they tend to fail at the moment
severe occlusions occur, illumination changes or simple because the persons have
a small representation in the image, since they require enough spatial information
to perform the count. As a result of this, the required computational resources
are considerably higher, since the counting task is a byproduct of classification
and detection.
More modern approaches involve hand-craft features [2] like SIFT (Scale
Invariant Feature Transform) [12] or HOG (Histogram of Oriented Gradients)
analysis [26]. However, such algorithms ditch the localization information on
the head annotation, and cannot be utilized any further for crowd localization
and tracking, resulting additionally in a poor performance in low density crowd
scenes.
As the research results advances through the years, density maps have proven
to be a better option [9] [17]. Density map provide the count from crowded scenes,
but also spatial information that can be utilized on localization and tracking.
One of the first works to utilize the modern concept of density map is in [13],
where the authors first annotated images with single point annotations over
the center of the object to count, then, since this points were not a meaningful
target for learning, they introduced the idea of using Gaussian kernels to spread
such points to cover the majority of the object to count and trained a linear
model with the MESA (Maximum Excess over SubArrays) distance. Modern
approaches ditched these classical machine learning methods for the most part,
in favor of deep neural networks (DNN) thanks to the success of them in the
classification task [11] while keeping the density maps as learning targets.
One of the most popular of the modern architectures that makes use of
DNN, is the Multi-Column Convolutional Neural Network (MCNN) architecture
[29]. On this work, the authors first propose a new way to generate the ground
truth density map by changing the correlation matrix σ of the Gaussian kernel
depending on the number of annotations surrounding the annotation that is
being softened. This makes the ground truth density maps to better represent
the human heads since at higher crowd density, the head size will be smaller,
thus the σ shrink accordingly. Also, they introduced the MCNN architecture
with 3 different columns of different kernel for big, medium and small crowd
densities.
More recent works make use of a the well-known VGG architecture [22], which
has been found to have great transfer learning capabilities, in order to create
increase the complexity to obtain better accuracy[18] [17]. Other works also
make use of multitask learning by adding the crowd density classification task
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to improve the crowd counting accuracy [23] which also increase the complexity
of the architectures by adding fully connected layers.
As shown, these methods generally focus on the quality of the density maps
to further improve the counting problem results thus increasing the number of
parameters to run the algorithm and, by result, increasing the inference time.
Due to this and the recent success of reducing the complexity of architectures
for classification like MobileNet [7] derived in efforts to create Convolutional
Neural Networks (CNN) architectures of lower complexity while maintaining a
reasonable accuracy in both crowd detection and counting. This architectures
are referred as lightweight CNN. The requirements for an architecture to be
lightweight are not formally defined in the literature, thus we define that any ar-
chitecture that has less than 1 million parameters. As such, the first architecture
with high impact on the research community was the MCNN, even though is
not mentioned by the authors [29]. Works that followed used ideas from state-of-
the-art density map generators, and modified them to implement a less complex
version. Such is the case of the Compact Convolutional Neural Network (CCNN)
which used the tree multi column structure from [29] reducing them to only one
layer per column [21]. Furthermore, works in the line of lightweight density map
generators were interested in Unmanned Aerial Vehicles (UAV) applications,
from which there is no longer need of a data center to make the inference [24]
[17]. Such methods reduced the complexity of the algorithm and the density
map output, such as it no longer provided the individuals location with in the
image, but only the located crowd blobs. Works that wanted to provide single
individual location as the heavyweight counter parts, utilized the concept of
multiple columns as MCNN while reducing them at only one layer per column
while adding an inference header that produced the density map [21].
All of this methods still try to improve their performance analyzing only
the way they learn or the architecture itself, not taking into account that the
hand crafted architecture can still introduce some over-fitting even at that a low
number of parameters, or that the labels may not be correctly placed at the
center of the person’s heads [18].
In this work we use the CCNN architecture to further improve it by training
it using the Bayes Loss instead of the Euclidean distance which, by itself, reaches
competitive results against the state-of-the-art. Then, we pruned the channels
in the architecture, testing different configurations to find the lowest number of
parameters and the best accuracy improvement if any, which is not commonly
done in the literature for further reducing the complexity of the proposed archi-
tectures. Finally, we train one last time the the Pruned CCNN architecture for
fine-tuning reaching state-of-the-art results.
The main contributions of this paper are listed as follows:
– Results for CCNN in the UCF-QNRF dataset.
– Three architectures trained using the Bayes Loss; a modified MobileNetV2
with the fully connected layers removed that we call Bayes Loss (BL) Mo-
bileNetV2, a BL CCNN and a Pruned CCNN fine tuned with the Bayes Loss
function.
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– Improvement of the state-of-the-art MSE metric with a 241.77 in the UCF-
QNRF dataset by using the Bayes Loss for training and fine-tuning after
pruning.
The paper is structured in the following sections. In Section 2 the proposed
methodology is presented. Section 3 details the network structure, along with
the dataset employed to train and validate the proposed architectures, including
some training details. Section 4 we discuss the obtained results, showing the per-
formance accomplished in both accuracy and computational resources. Finally,
conclusions and future work are discussed at Section 5.
2 Methodology
In this paper, we aim to reduce as much as possible the computational complexity
on the lightweight CCNN, while keeping its accuracy, or even improving it when
possible. To achieve this, we first train the CCNN using the Euclidean distance
as loss function in the UCF-QNRF dataset [8] to set a baseline, since the work
that proposes th CCNN does not provide the metric in that specific dataset [21].
After that, we compare it to three different CNNs, Bayes Loss (BL) MobileNet
V2, BL CCNN and Pruned BL CCNN, the last achieving state-of-the-art results.
For BL MobileNetV2, we modify the MobileNet V2 architecture, attach it to
a regression header and then train it using the Bayes Loss in the UCF-QNRF
dataset.
For BL CCNN, we trained it without significant modification using the Bayes
Loss in the same dataset, recording its results and then, we prune and re-trained
the resulting CCNN for lowering the complexity of the model while achieving
good accuracy. In the following sections, we provide a detailed description of the
CNNs, loss functions and pruning techniques used in this work.
2.1 Compact Convolutional Neural Network
The CCNN architecture improves over the concept first given in [29], where a
multi column architecture is used in order to use different kernel sizes over the
same image to extract features that take into account the density of the crowd
[21]. Same as MCNN, three columns for big, low and middle sized crowds are
used. CCNN major contributions are the reduction of the parameters number
through reducing the columns up to one layer each, and improving the count
accuracy by creating a deeper regression layer to generate the density maps, as
shown in table 1. In order to train the baseline CCNN we up-sampled the output
of the model to the size of the input image following the recommendations in [3].
For CCNN trained with the Bayes loss (BL CCNN), we used bilinear up-scaling
for the output to be half the input image size and applied an absolute value
function as recommended in [18].
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Table 1: Structure of the CCNN and Pruned CCNN. The multi column structure
is shared in both architectures. The notation is as follows: operation - kernel size
- padding - channels in - channels out. The layer 7 was the most pruned since it
lost 80% of its channels in the Pruned CCNN architecture.
CCNN Prunned CCNN Layer Number
(conv2D-9x9-4x4-3-10, maxpool-2)
(conv2D-7x7-3x3-3-14, maxpool-2)
(conv2D-5x5-2x2-3-16, maxpool-2)
0
conv2D-3x3-1x1-40-40 conv2D-3x3-1x1-40-38 1
conv2D-3x3-1x1-40-60 conv2D-3x3-1x1-38-60 2
maxpool-2 maxpool-2 3
conv2D-3x3-1x1-60-40 conv2D-3x3-1x1-60-38 4
maxpool-2 maxpool-2 5
conv2D-3x3-1x1-40-20 conv2D-3x3-1x1-38-20 6
conv2D-3x3-1x1-20-10 conv2D-3x3-1x1-20-2 7
conv2D-1x1-1x1-10-1 conv2D-1x1-1x1-2-1 8
Table 2: Structure of BL MobileNetV2. We removed the fully connected module
and the average pooling from the CNN, then attached a regression layer which
produces the density maps. Each row describes a layer in the architecture re-
peated n times. Each layer has the co number of output channels, ci number
of input channels, s representing the stride and t for the expansion rate for the
bottleneck modules. All the 2D Convolutional operations (conv2D) use a kernel
size of (3, 3) with the exception of the last one, which uses a kernel of (1, 1). We
highlight the changes and additions made in the architecture.
Operation t ci co n s
conv2D - 3 32 1 2
bottleneck 1 32 16 1 1
bottleneck 6 16 24 2 2
bottleneck 6 24 32 3 2
bottleneck 6 32 64 4 2
bottleneck 6 64 96 3 1
bottleneck 6 96 160 3 1
bottleneck 6 160 320 1 1
conv2D - 320 1280 1 1
upsamplingBiliniar 2x - 1280 1280 - -
conv2D - 1280 640 1 1
conv2D - 640 320 1 1
conv2D - 320 160 1 1
conv2D - 160 1 1 1
2.2 MobileNetV2
MobileNetV2 is a lightweight CNN that performs better in the classification
task while being lighter than its predecessor, MobileNet [20]. It uses a special
module called bottleneck residual block, which replaces fully convolutions with
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a factorized, low dimensional version with almost near the same accuracy while
reducing the number of parameters [20].
The bottleneck residual block is composed of three parts, the first one is a
point-wise convolution that expands the k channels of the input by an expansion
rate t. Then, a depth-wise convolution with kernel size of (3, 3) and kt channels
is applied, where each kernel is applied to a single channel of the input. Finally,
we project back to a low dimension space with a point-wise convolution with
number of channels equal to the fully convolution that the bottleneck replaces.
We used a pre-trained model to replace the VGG19 feature extractor that
the Bayes loss proposed [18] having in mind that MobileNetV2 performed better
on the classification task than VGG19.
To use the architecture, we removed the fully connected module and the first
average pooling layer, and attached a fully convolutional regression module, that
takes the features extracted by the MobileNetV2 front-end and produces the
density map at 18 of the original size. At the output of the model, we perform
an absolute value operation as recommended in [18].
2.3 Ground truth density maps generation and loss function
As stated in [18], the use of the Euclidean distance as loss function in the counting
and detecting task is not desirable, since it does not take into account the labels
that are not exactly in the center of the head of each person, while also does
not take into account that each pixel is related to it neighbors to form a head.
In order to solve these challenges. the Bayes loss was introduced, which instead
of taking the ground truth density maps as learning targets, it takes them as
likelihoods, while at the same time training and evaluating per label instead of
pixel, thus taking into account their relationship. The density maps are generated
using Gaussian kernels over the head annotations to be used long with the Bayes
loss defined next [18]:
p(xm|ym) = N (xm; zn, σ2I2x2) (1)
p(yn|xm) = p(xm|yn)∑N
n=1 p(xm|yn)
(2)
E[cn] =
M∑
m=1
p(yn|xm)Dest(x) (3)
zm0 = z
m
n + d
xm − zmn
||xm − zmn ||2
(4)
p(xm|y0) = N (xm; zm0 , σ212x2) (5)
p(y0|xm) = p(xm|yn)∑N
n=1 p(xm|yn) + p(xm|y0)
(6)
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E[c0] =
M∑
m=1
p(y0|xm)Dest(xm) (7)
Lloss =
N∑
n=1
F(1− E[cn]) + F(0− E[c0]) (8)
where xm represents a single pixel location, and M is the total number of pixels.
Furthermore, zn denotes the location of an annotation label yn and the total
number of image annotations is N . Note that y0 is a especial case of annotation
which represent the background. N represents a 2D Gaussian distribution at
xm with mean zn and a isotropic covariance σ
2I2x2; acting as another hyper-
parameter to optimize. E[cn] is the expected value of the cn, which is the total
count over the annotation yn. D
est(xm) is the estimated count given by the
trained architecture at the pixel xm. The same applies when n = 0 for the
background pixels. To obtain the likelihood of xm given y0, z
m
n is the nearest
point of a pixel xm. Also, z
m
0 is a dummy background point which acts as a
background label with respect of a pixel xm of the image. Moreover, d is an
hyper-parameter that defines the ratio of separation between the zm0 from z
m
n ,
in other words, the expected human head size. L is the loss function, in this case
the Bayes loss. F() is a distance function, in this case, we use the L1 norm or
Manhattan Distance . Additionally, cn is the total count over the annotation yn
where the ground truth count for any annotation is 1. Finally, c0 is the total
count over the background where the ground truth count is 0. See [18] for further
details about the Bayes loss function and its implementation on a heavyweight
architecture.
2.4 Pruning
Table 3: Pruned layers in the Pruned BL CCNN architecture. We use the ln norm
to rank the channels on a given layer and remove the percentage of channels
that ranked the lowest. Only three layers could be pruned without affecting the
original accuracy performance of the BL CCNN.
Layer number Percentage of channels to be removed ln norm used
1 5% 1
4 5% 1
7 80% 2
The goal of pruning is to increment the sparsity of a CNN reducing the
number of parameters [14]. Even though the CNN that we use in this paper is
designed to have a small number of parameters, it is still likely to have some
irrelevant channels that do not impact the performance significantly.
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To perform the pruning in the CCNN architecture, first we trained it using
the Bayes Loss [18] to further improve its accuracy in order to have a large accu-
racy threshold to work with. Then, we evaluated the channel relevance on each
individual layer using the ln norm. In Table 3 we show the number of channels
pruned from each layer and the norm used to identify the least important.
Pruning using ln norm works by ranking the channels and specifying a per-
centage of lower channels to be pruned, the idea that surged in [14] is that the
more near zero the norm of a channel is, the less relevant to the final inference
is. This is no always truth, thus the need to try each channel separately and in
groups since increasing the sparsity, and more important in lightweight models,
could decrease the accuracy so far below making the architecture unviable. In
our tests all but the layer 7 of the regression header had a negative impact on
the performance of the CCNN architecture, having the layer 2 with the greater
impact. The layer 7 had almost the same accuracy in the validation set, even
after removing up to 6 channels. At 8 channels removed from layer 7, we can
notice an increase on the architecture performance, which might be due to this
channel introducing over-fitting. Once we obtained a slightly better result on the
validation set, we trained the Pruned CCNN again for fine-tuning, which yielded
better results than the BL CCNN, both in accuracy and in computational com-
plexity, as shown in the Table 4.
3 Experiments
3.1 Evaluation metrics
We used the two most widely used metrics for crowd counting: Mean Absolute
Error (MAE) and Mean Squared Error (MSE) which are defined as follows [9]:
MAE =
1
K
K∑
k=1
|Nk − Nˆk| (9)
MSE =
√√√√1
k
K∑
k=1
|Nk − Nˆk|2 (10)
where Nk represents the total number of persons on an image k, with K number
of images on the training set, and Nˆk is the estimated number of persons inferred
from the model.
These metrics are needed to analyze for how much the count differs from the
ground truth and the variability of the errors. MAE, since is not sensitive to
outliers, is used to compare the global error between architectures, while MSE is
used to compare which method is more prone to make big mistakes, since it gives
more weight to big differences between ground truth count and the estimated
count.
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3.2 UCF-QNRF dataset
The public dataset comprehends a set of 1535 images spliced in 1201 for train-
ing and 334 for testing which represents roughly 80% and 20% respectively. The
annotations are single points in the center of the visible part of the head of each
person in the image. The average count is 815 persons per image, having 12865
persons per image as the upper limit. The dataset has more challenging scenarios
than traditional crowd datasets like ShanghaiTech [29] and WorldExpo’10 [28]
since it has images obtained from the web including sites as Flickr, thus having
considerably more variety with regards to locations, backgrounds and illumina-
tion, among others. More importantly, the images resolution for the majority of
the dataset is higher than 2101× 2888 pixels, which helped the human experts
to label with more precision each head [8].
3.3 Training details
Next, we describe the hyper parameters that we used to train each of the ar-
chitectures here presented. For all of them, we fine tuned the hyperparameters
using a validation set of 100 images, randomly obtained from the train set of the
UCF-QNRF dataset.
The optimizer used for all the architectures was the Adam algorithm seeing
that is the most used for both classification and crowd counting task [10]. The
hyper parameters concerning the Bayes loss in the likelihood function in Eq.(1)
σ, and in the zm0 function generator in Eq. (4) d, where set to 12.0 and 0.1,
respectively. Since the images from the dataset are from different scenes, we set
the batch size to 1 in order to not introduce bias and variance from mini batches
that do not have images of the same scene, thus leading to not generalizing over
unseen data and not converging fast enough.
For the baseline CCNN, we set the learning rate to 0.0001, weight decay to
0.00004 and σ = 15 to generate the ground truth density maps.
For BL MobileNetV2, we use horizontal flipping for data augmentation, at
the 100th epoch we started to validate the model every 5 epochs saving the
best model, learning rate set to 0.0001 and weight decay set to 0.00004. The
architecture was filled with pre-trained weights in the ImageNet dataset in order
to get low level features. The regression header was initialized using the Kaiming
normal [6].
For BL CCNN, we use random crop of 512 by 512 pixels and horizontal
flapping and we started to validate our results at the 100th epoch at each 5
epocj saving the best model . We use Adam optimizer with learning rate set to
0.0001, and weight decay set to 0.0001. Hyperparameters concerning the Bayes
loss, like the standard deviation σ and the background ratio d, where set to 8.0
and 15% respectively. Testing with values of 12 and 10% for σ and background
ratio d were done since according [18] these values could lead to better accuracy,
but we found that they lead the model to not converging at reasonable accuracy
in the validation test. We used the same hyperparameters for Pruned BL CCNN
in the fine-tuning step.
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4 Results and discussion
Table 4: Benchmark comparison of state-of-the-art lightweight architectures for
crowd counting, using the dataset UCF-QNRF. The MAE and MSE metrics
are used for accuracy comparison, and number of parameters for complexity
comparison. From the studied architectures, the Pruned BL CCNN proposed
in this work has the best MSE of 241.77, a competitive MAE of 154.07 while
providing a competitive number of parameters of 0.067 M.
Name MAE MSE Parameters
MCNN [29] 315.00 508.00 0.13 M
CCNN [21] 224.20 331.00 0.072 M
RHNet [27] 172.00 258.00 0.03 M
1/4-SANet + SKT [16] 157.46 257.66 0.058 M
PCC Net [4] 148.70 247.30 0.55 M
SANet [1] 152.59 246.98 0.91 M
BL MobileNetV2 (Ours) 230.11 388.01 11.90 M
BL CCNN (Ours) 172.67 272.55 0.072 M
Pruned BL CCNN (Ours) 154.07 241.77 0.067 M
We compare the obtained results against the state-of-the-art on lightweight
density map generators. In Table 4 we show the MAE, MSE and Parameters
number of some of these architectures and compare them against our proposed
algorithms. Also, in Figure 1 we provide a visual comparison of the quality of
density map generated by our three density map generators in images obtained
from the test set of the UCF-QNRF dataset.
For a fair comparison, and since in [21] they did not use the UCF-QNRF
dataset, we trained the CCNN architecture using the Euclidean distance as loss
function and Adam optimizer with learning rate of 0.0005 which yielded results
only slightly better than MCNN.
For our first architecture, we used the same idea of implementing a pretrained
architecture like VGG with a regressor header to be trained with the Bayes Loss
function, but using a lightweight architecture, in this case MobileNetV2. As
we can see in the Table 4, BL MobileNetV2 is only better than MCNN while
having at least 10 times more the parameters which lead us to believe that
transfer learning for lightweight architectures for the classification task are not
as straight forward as VGG. Furthermore, in the Figure 1 in the column of
BL MobileNetV2, we can see that compared whit our other architectures for
individuals near the camera, the localization performs better than the others.
Specifically, in Figure 1r we can clearly see where the individuals of the first row
of the image are located compared with Figures 1s and 1t where is not clearly
identified where an individual is located and where a crowd starts.
For our second architecture, BL CCNN, we obtained 172.67 for MAE and
272.55 for MSE, much better compared with CCNN by only using the Bayes
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Loss function. Before reaching that results, we tested different values of the
Bayes Loss hyperparameters. We tested the combinations for σ (8 and 12) and
d (0.10 and 0.15). The combination of σ = 8 and d = 0.15 proved to be the
only one to provide the results provided while any other combination yielded
500 for MAE or above in the validation test, which, at least for the CCNN
architecture, invalidates what is provided in [18]. In regard of the quality of
the density maps, we found that the model does not provide information about
individual localization. In the Figures 1b, 1g, 1k, 1o and 1s we see that each
provides where the crowd density concentrates in the image while being the
architecture that underestimates the most.
Before our third architecture, we found that pruning only the layer 7 of
Table 3 was enough to increase the accuracy of the CCNN architecture. In the
validation test CCNN got 185.4 for MAE 306.10 for MSE, pruning the layer 7
yielded 177.26 for MAE and 300.8 for MSE and finally the fully Pruned CCNN
yielded 187.019 MAE and 307 for MSE. Pruning any other layer yield worst
results having the layer 2 the most important for the inference.
Finally, our Pruned BL CCNN obtained state-of-the-art MSE results of
241.77 while obtaining competitive results of 154.07 of MAE and 0.067 Million
of parameters. These results indicate that our architecture yield less big errors
compared with the other architectures, while being the third most lightweight of
them. In Figure 1 in the column for Pruned BL CCNN, we can see that only the
counting performed better. This is in line with the work of [9] that tell us that
a better individual localization yields worst counting accuracy and vice versa.
5 Conclusions and Future Work
In this paper, we present three different architectures, a modified MobileNetV2
with a regressed header trained with Bayes Loss, the CCNN trained with Bayes
Loss and a Pruned version of CCNN fine tuned with the Bayes Loss which pro-
vided a state-of-the-art MSE of 241.77 while providing the third lowest number
of parameters of the compared architectures. We conclude that while VGG19 can
be used for transfer learning for the crowd counting task, further work has to be
done for using lightweight models like MobileNetV2 in order to offer comparable
accuracy results while having a smaller number of results.
For CCNN, the Bayes Loss function provides a substantial improvement of
counting accuracy only for the values σ = 8 and d = 0.15 with accuracy of 172.67
for MAE and 272.55 for MSE compared with the poor results of CCNN trained
with the Euclidean loss of 224.20 for MAE and 331.00 for MSE.
And for the Pruned BL CCNN, we found that even though the CCNN is
designed to be lightweight, the layer second to last can be pruned by an 80%
while providing better results than the original. Finally, that the combination
of pruning with a superior Bayes Loss function for fine-tuning is a good combi-
nation for increasing the accuracy and decreasing the number of parameters of
lightweight architectures.
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(a) GT Count: 350 (b) Inferred: 335.65 (c) Inferred: 317.23 (d) Inferred: 354.86
(e) GT Count: 434 (f) Inferred: 167.80 (g) Inferred: 381.60 (h) Inferred: 443.06
(i) GT Count: 225 (j) Inferred: 420.94 (k) Inferred: 319.29 (l) Inferred: 226.43
(m) GT Count: 1018 (n) Inferred: 1056.55 (o) Inferred: 826.27 (p) Inferred: 945.00
(q) GT Count: 201 (r) Inferred: 209.64 (s) Inferred: 189.48 (t) Inferred: 206.11
(u)Images Samples (v)BL MobileNet V2 (w)BL CCNN (x)Pruned BL CCNN
Fig. 1: Density maps generated by (v) BL MobileNetV2, (w) BL CCNN and
(x) Pruned BL CCNN. All of the images are 1/8 of the size of the original
image input. The more yellowish the higher person count. The better individual
localization results come from BL MobileNetV2, and the better count comes
from Pruned BL CCNN.
In future work, we aim to implement the architecture embedded in a drone
and test it in real world scenarios. Finally, we will like to create a custom
lightweight CNN that provides better individual localization while still providing
state-of-the-art counting accuracy.
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