ABSTRACT Intelligent environments combine physical spaces with pervasive computing technologies to provide context-aware, people-centred, and ambient-assisted strengthening of the activities of inhabitants in their daily lives. We propose a system to support mountain rescuers in their daily tasks. The system explores the activities of the mountain hikers, by analyzing data gathered from wireless sensor and mobile networks which cooperatively monitor an environment. The system utilizes message streaming brokers to transport data within the system. Massive amounts of data are pre-processed into formats, to allow analysis by logical SAT solvers. Pairing brokers and solvers as advanced technologies is challenging. The processed data contains valuable information about human activities and context situations, providing a basis for context reasoning and prediction. The resulting pro-active, hierarchical, and real-time smart decisions provide warnings about threatening situations, making tourists' stays safer. This combination of acting on predicted context, data streaming platforms, and logical solvers is a novel and innovative aspect of this approach. This strictly modeled system, intensively experimented, allows us to bridge the gap between the low-level observations produced by mobile and sensor networks and the high level smart services which support human activities.
I. INTRODUCTION
Smart spaces around us play a more and more important role, not only in making an environment more friendly for its inhabitants, but also much safer. A context-aware system takes decisions based on various situations which occur, and the possible operational scenarios for each specific context. It is essential that the decisions are taken autonomously and pro-actively, and that the system operation is transparent to the residents.
A. STAGE SETTING
High mountains and mountain environments as smart spaces may constitute a challenging problem for both tourists and rescuers. The main reason is an enormous variability of the weather conditions which may form a specific context which influences all parties. Hence, mastering and understanding this context information is difficult. On the other hand, all of these factors justify the creation of a context-aware and pro-active system, supporting mountain rescuers for ambientassisted services, which affect, and interact with tourists.
(Actually, the direct inspiration for such a system is the situation observed in the area of Babia Góra, 1 see also [1, Sec. 2.1], which is a very popular mountain peak in Poland. On one hand, the mountain seems to be quite easy to climb or hike, justifying its notable popularity. On the other hand, there are a huge number of emergency interventions recorded every year. Apart from getting lost or having frostbite there are also a few fatal accidents a year which are a result of inefficiency, either as a result of the problem being reported too late, or simply because people are unaware that something tragic is happening. Thus, using direct observations, informal talks with the rescuers and even a personal experience of being in danger due to the unexpected presence of a bear, provided the inspiration for the system.) 1 See http://en.wikipedia.org/wiki/Babia_Gora Present-day technological progress provides us with the opportunity to saturate the natural environment with noninvasive equipment and devices which allow us to trace the behaviours of people on the mountain trails. A pre-existing technological infrastructure such as a mobile network, combined with the widespread possession of mobile phones, as well as sensor devices deployed in mountain areas, help us to trace and understand tourists' behaviour, their location, situational context, individual and collective activities etc.
B. MOTIVATION AND CONTRIBUTION
The initial motivation for this research was to deploy the well-known ideas of smart cities and Intelligent Environments (IE), see the manifesto [2] , in the unusual area of high mountains. Our goal and challenges are automated reasoning, inferring by deduction, and prediction on dynamic and context information, as well as managing large amounts of context data in real-time. Reasoning results are disseminated to provide smart decisions, enabling actions based on the predicted context. To achieve it, we are going to integrate some advanced, and dare we say spectacular, technologies such as message streaming brokers and SAT solvers to provide ambient-assisted services. This technology pairing is somewhat rare. Message brokers and data streams are the bloodstreams of the system, while automated logical reasoning processes are its heart. All of these aspects constitute the most important and novel, as well as innovative, aspect of the approach. Another contribution is fusion, low-level validation and mapping of the pervasive streams of datasets, containing physical constraints, into a collection of individual and anonymised object behaviours.
We propose a mature system, which supports mountain rescuers for context-aware smart decisions in an intelligent environment when monitoring mountain activities. The system works in a non-intrusive and non-visible manner for the users, whilst providing continuous assessment of the current situation. The empirical component constitutes an important part of this research. Our achievements are based on actual observations and experiments. We obtain interesting numerical data and establish causal relationships between some of it. The observed and measured phenomena increase our knowledge of ambient intelligence and smart environments.
The system presentation is strict, and mature enough from a software engineering viewpoint. The system is complete and its feasibility was proved by putting the main emphasis on the mechanisms of data stream transport, filtering and automated logical reasoning. The system model is at a mature level, and only requires small works when it comes to the detailed design. The paper provides practical guidelines in the development and management of the system. To the best of our knowledge, this research paper presents the first study for the mentioned subject area as well as for the tourist movement case. This study opens some new directions, especially related to system implementation and experiments in particular.
C. OVERVIEW
This paper has been divided into several parts. Section II discusses related works and in Section III, the basic assumptions of the system are presented, which are related to its domain aspects, that is tourism and mountain rescuing, as well as the considered context model, as it is understood in this work. The adopted mountain threat system has been discussed, together with the ways that mountain rescuers' react to each particular level. Section IV presents an analytical model of the proposed system. This section is supplemented by basic use cases and actors (Appendix A), as well as the system organisation and architecture (Appendix B). They all enable a better understanding of the main ideas of the paper. Section V introduces the basic algorithms and methods of data transportation, pre-processing, and reasoning. In Section VI, the entire system is evaluated, with the main emphasis on message broadcasting efficiency and the usage of SAT solvers in the decision making process. A large number of experiments were performed. Finally, Section VII presents conclusions and future works.
Appendices A and B look somewhat technical, but they contain valuable information from a software engineering perspecvite, allowing for a better understanding of the system and for easier implementation. However, the system certification is a separate issue, see for example [3] , and a crucial problem from the point of view of its credibility.
II. RELATED WORKS
The notion of Ambient intelligence (AmI) is built upon sensor networks, pervasive computing and context-awareness to enable interacting and responding appropriately to humans in their everyday environment. Bringing intelligence to these environments is a challenging problem, for example a paper by Cook et al. [4] , revolutionizing decision processes in human surroundings. There are many works considering behavioural analysis in intelligent environments. A survey for human activity is provided in a paper by Aggarwal and Ryoo [5] . It is comprehensive, and discusses many important aspects for analysing the simple actions of a single person, by using different approaches: statistical, syntactic, and description-based. Detailed taxonomies are presented. The survey paper by Ye et al. [6] discusses situation identification techniques, providing comprehensive analysis of various techniques and methods. Logical approaches are present but are not dominant. The problem of activity recognition by sensors is also provided in a paper by Lara and Labrador [7] . An interesting, but as yet unconsidered concept, is the recognition and division of simple activities by the system. General architectures regarding data flow and acquisition are proposed. Design issues are discussed, but not in great detail. In a paper by Chen et al. [8] , which partially influenced our work, a hierarchical framework for human activity recognition is presented. The framework focuses on video based activity recognition. Logical apparatus is used, although the resolution-based approach does not seem to be very effective. Moreover, the rules obtaining formulas are rather intuitive, and need clear algorithmisation. Contextaware systems can be implemented in various ways, and the logic-based approach for context modelling seems attractive. This is due to the level of formalisation, as well as mature reasoning methods. Nevertheless, this approach is not in common deployment; see paper by Baldauf et al. [9] . In our papers [10] , [11] , which concern observing the behaviours of users/inhabitants, user preferences are modelled using logical specifications.
A paper by Helal et al. [12] is probably the first in Ambient Intelligence considering middleware systems to obtain programmable pervasive spaces, maintaining a network of sensors and actuators. Smart home services can be assembled into composite applications, easy to implement or extend. Our approach and system for mountain rescuers is very different, but it refers to similar ideas, that is considering AmI as delivering user situations, predicting future events, supporting real-time decisions as a result of intelligent analysis of context data gathered from devices. In other words, we propose another middleware, hopefully interesting, for Ambient Intelligence environments.
A paper by Augusto and Nugent [13] considers smart homes which is the most popular case for AmI. Temporal reasoning is combined with an active data base to detect complex events. It contains a combination of data base information and temporal reasoning. This is a rule-based approach and requires automation. A paper by Viterbo and Endler [14] provides a description and rules concerning a decentralised reasoning mechanism for AmI. A decentralised rule-based reasoning is proposed. The sase study refers to the conference space. The algorithm perceives the environment and the introduced reason processes suggest actions that can be taken. In this way the interaction between the user and the ambient side is performed. It is not clear how to automate the the reasoning processes. A paper by Bosse et al. [15] presents a toolbox with a variety of reasoning methods referring to temporal logic. Model-based reasoning methods for belief generation are considered. The situation of incomplete information is included. Some case studies are discussed. The contribution is a unified toolbox supporting AmI applications.
The context issues are crucial for context-aware and pro-active systems. The definition of context is provided by the well-known paper by Dey and Abowd [16] . A survey by Augusto et al. [17] conducts investigations into the notion of context from the historical perspective, and examine the relationship and interactions between Artificial Intelligence and Intelligent Environments communities along with their research and development. A paper by Zimmermann et al. [18] influenced our work, identified the context categories, user and role, process and task, location, time and others, to cover a broad variety of scenarios. We used a similar taxonomy for our system. This taxonomy also means that any optimal categorisation depends very much on the application domain and use cases. This was applicable in the case of our system. However, our approach does not allow for redundancy, which is unnecessary here. Hierarchical forms of context description, for example using multilevel contexts or situations [16] , as well as other measured entities, weighting of sensors based on reliability, etc. are not appropriate for the mountain rescuer system considered. One also encounters the notion of rough sets with context modelling, for example a paper by Miranda et al. [19] , however, it seems problematic since the pre-processed data is usually contaminated with subjective judgments, see a paper by Koczkodaj et al. [20] , which reduces the credibility of the input data. A paper by Cheng et al. [21] is another review paper which describes researchers' struggles with the context, but also the generalisability, and understanding. A paper by Bettini et al. [22] surveys context modelling techniques, considering levels of abstraction, and the requirements that context modelling should meet. A paper by Dwyer et al. [23] introduces patterns for the system property specification.
In a survey paper by Sadri [24] , which strongly concerns ambient intelligence, the issues of mobile phone networks are not discussed in great detail. Specific projects are presented, but data generated by cell towers is omitted. Nevertheless, sensing and monitoring activities based on mobile phone and smartphones datasets seems a hot and relatively new area of interest. This is due to the availability of many cheap yet powerful embedded sensors, which enable environmental monitoring, personal and community healthcare, and smart transportation systems, amongst others. Interesting mobile phone sensing algorithms, applications, and projects are developed and realised [25] , [26] . In a paper by Calabrese et al. [27] , a real time monitoring system is described, where vehicles and pedestrians' movements, are positioned, providing urban mobility. However, only the movement of entire groups, or a population is considered, not individual mobile phone owners. In a paper by Gonzalez et al. [28] , the trajectories of anonymised mobile phone owners are discussed, and are characterised by a high degree of both temporal and spatial regularity. Individual behaviours, based on CDR records, are also investigated, for example in the case of urban spaces [29] , crime investigations [30] , and anonymous tourist activities [31] , amongst others. In a survey paper by Hightower and Borriello [32] , many human location techniques for ubiquitous computing are discussed, but techniques based on cellular phones are omitted.
Last, but not least is the project co-financed by the European Commission, and described in a paper by Marconi et al. [33] . The project goal was a ground and aerial robotic platform, which supports search and rescue activities in hostile, e.g. mountain, environments. The project omits or neglects the fundamental aspect of constant activity monitoring, that is the analysis of data streams obtained from wireless sensor and mobile phone networks. We have proven that such an analysis is possible and can be effective. Perhaps our approach could be a suitable extension to the aforementioned project, or the beginning of a new one. This work follows up on paper [1] , and significant differences can easily be observed when comparing these two works directly. However, due to the formal requirement to show these differences, the following information is provided. Section III contains basic assumptions of the work, provided in a concise manner, see for example Table 1 , similar to the assumptions in paper [1] . The threat levels have been recalled in Table 2 , and the new ones are included in Table 3 . The context model was developed and established in a better manner, see Fig. 1 and Table 4 . The system presentation, regarding use cases, see Appendix A, was significantly improved and some inaccuracies have been removed. The system architecture in Appendix B is new, and shows an important aspect of the proposed system. The basic system components, together with their organisation is discussed. The idea of using message brokers is completely new, just like the sections regarding message transport in the system. The next essential aspect is the new idea of using SAT solvers to support logical reasoning. The completely new Section V presents algorithmisation for raw data pre-processing (filtration, fusion, translation), and decision making processes (context understanding, threat detection). These new algorithms, see Algorithms 1 to 5, are ready for implementation. Section VI is also entirely new, and contains detailed experiments and their evaluation which is crucial for the proposed system. In summary, the expectations concerning the work, system development, and introduction of the new elements with regards to paper [1] were met and the task was fulfilled with a surplus.
III. BASIC NOMENCLATURE AND ASSUMPTIONS
All types of data analysed in the system can be divided into two parts according to their sources of creation: 1) data from a mobile phone network system, and 2) data generated by measurement stations and sensors, with both sources being located within the monitored mountain area. Today's mobile phone penetration is high. An important element of mobile phone networks are the numerous BTS stations which guarantee basic communication and store numerous pieces of data contained in CDR records. A BTS (Base Transceiver Station), or cell tower, is a base station which enables the bilateral communication of mobile phones in the GSM (Global System for Mobile Communications) frequency. CDR (Call Detail Record) contains the data recorded by telecommunications equipment. The structure of CDRs has a special format [34] , and is quite complex. For example, CDRs contain login/logout information for the nearest station, that is, the presence within a BTS area, as well as information concerning other operations performed within a particular cell tower. It is well known [27] , [35] , [36] , that it is also possible to determine the geophysical location of mobile devices by counting the distance between the phone and the station, on the basis of the response time and signal strength parameters.
For example, the triangulation method, or cell tower triangulation, refers to how the BTSs receive a phone signal, based on its strength, propagation and being picked up by three or more BTSs. Another method related to triangulation is the trilateration method, recognised as a being more accurate. Using these methods [27] , in the case of urban spaces, it is realistic to obtain an accuracy of around 50-150 metres. In a non-urban area, where BTS stations are located further apart, on average, twice as far apart as in urban spaces, the location of a mobile phone will be less accurate. On the other hand, in the proposed system, there will be mobile BTSs used on-demand to improve the geolocational precision of mobile phone owners. Summing up, we assume the possibility of a greater saturation with stationary BTS stations in mountain areas with higher safety expectations, we also assume the contribution of drone BTSs, which are relatively cheap and easy to use on demand when increased tourist movement is observed. The role of drones, and other devices, are also explained in Appendix A. See also remarks concerning the possibility of obtaining GPS data mentioned in Section VII.
Data from measurement stations and sensors located within the monitored area gives a complex picture of the situation and, after taking into consideration the geophysical location of particular tourists, enables an understanding of the context of a current situation. Context is understood as a set of circumstances or facts surrounding a particular event, situation, object, etc. in which something happens. In other words, it is impossible to understand what happened without looking at the context. The description of the context information falls into various categories [16] . The fundamental categories for this work, adopted from [18] , are additionally illustrated in Fig. 1 . Those basic categories can be referred, or adapted, to the proposed system:
• Individuality -particular circumstances which follow weather conditions and which influence an individual VOLUME 6, 2018 object. In the case of the system these are temperature, rain, fog, etc.
• Time -recent event time, duration of the episode, in the case of the system, also the season of the year and the time of day.
• Location -positional or spatial relations calculated on the basis of GSM network data, possibly also from the additional measurements undertaken by drones, which serve as mobile BTS stations.
• Activity -what exactly takes place in a particular situation: following the prescribed route, having a rest for a longer time in the mountain shelter etc.
• Relations -relations to other members of the group like moving away, coming closer (also to potentially dangerous objects, such as wild animals). Every monitored object is a tourist who has a unique identifier, in the case of this system it is the mobile phone number tracked by BTS stations.
The considered mountain context, related to weather conditions, is summarised in Table 1 . This context, or rather some items of it, also constitutes some risks. Types of risks are the conditions defined by the mountain rescuers as those which influence the safety of wandering through the mountain trails and require a specific action, tracing or monitoring. For example, an avalanche is a natural phenomenon which causes a loss of stability and the rapid movement of ice and snow masses. The avalanche risk levels as described in [1, Table 1 ] are mapped in range from A1 to A5, or simply from 1 to 5, if it does not provide ambiguity. Other risks are directly dependent on weather conditions gathered and precisely described in [1, Table 2 ], such as wind, fog, temperature, and rain. These risks are also mapped in a range from 1 to 3. When analysing the context of a particular situation for a localised object, that is a tourist, the specific and appropriate numerical values shown in Table 1 , are taken into consideration.
Mountain trails are the designated routes where tourists are liable to move in the area considered, see [1, Table 5 ], identified and labelled from H 1 to H 11, or simply from 1 to 11, also shown in Table 1 . Trails have different levels of difficulty: from easy to very challenging, meant only for experienced climbers, that is from D1 to D4, or simply from 1 to 4. In other words, every trail is attributed a difficulty level. The difficulty level of a trail in the context of different weather and other factors has a significant influence on the rescue operations or lack thereof.
When all mobile phone and sensor network data is collected, (and this process goes continuously and in real time), comprehensive and context logical reasoning is performed regarding the risks involved. The resulting indicators for the emergency threat levels for trails and the weather context are approved on a scale from E1 to E5, that is from green to black, as the colours indicate, and are shown in Table 2 . Every tourist who appears within the area is constantly monitored and there is always a certain level of danger attributed to him/her. In other words: immediately after entering the monitored area, the tourist is identified and his/her geolocation is constantly updated according to their movement. From the point of view of system visualisation, we can imagine that the tourist's individual pictogram is relocated on the screen, residing in a mountain rescuers control centre. Simultaneously, during the entire process, the particular pictograms have attributed colours from Table 2 .(Colour). In this way they indirectly suggest the rescuers' actions, see Table 2 .(Recommendations).
However, there are some cases of danger which are not directly related to the weather and the avalanche risk but are also linked with the taxonomy presented in Table 1 , among them are situations gathered and described in Table 3 (suffixes: ''g'' for groups, ''a'' for animals, ''m'' for motion, and ''r'' for trails, or routes). The particular people and their pictograms are attributed two colours from Table 3 .(Twocolours) which signify the danger, if it exists. It also suggests the rescuers' actions, see Table 3 .(Recommendations).
To sum up, states of threat are related to the taxonomy presented in Table 1 , and also shown in Table 4 . Time is a slightly different factor not widely discussed here.
IV. SYSTEM PRESENTATION
System presentation covers both of the basic functionalities, offered services and the main elements of system architecture, along with their deployment and responsibilities. This type of modelling is well-known in classical software engineering and moreover, it enables the easy continuation of future development.
The main use case diagram is shown in Appendix A. It contains basic system services and their short description. It is mature enough to be continued in the future.
The system architecture is related to so-called message brokers. Message brokers are usually known as middleware. The middleware is software that provides services to other applications beyond an operating system, that is, it constitutes a form of software glue to bind often complex and existing applications. A message broker is a program that communicates with other similar programs by exchanging formally-defined messages, exchanged between a publisher and the formal messaging protocol of a receiver. The publish/subscribe paradigm is fundamental for the communication in the Internet of Things (IoT). The publishing device, which might be a sensor, does not need to know anything about subscribers, it only sends messages to the broker. Subscribers and publishers never communicate with each other directly. Fig. 2 presents the basic topic structure for messages and an exemplary sequence diagram for the message broker. We distinguish the following types of topics within the message sending system:
• Weather -messages with weather data read from weather stations;
• Animal -messages about the location of wild animals fitted with GPS transmitters; FIGURE 2. System initialisation: the publisher-subscriber mechanism, top -the topic structure, and bottom -a sample sequence diagram.
• Image -video images, or frames, from the place of an event or accident which is registered and transmitted by a dispatched drone.
All of the above information is subscribed in the broker, and collected by all IoT objects within the monitored area. We distinguish between different types of messages which may be handled separately:
• BTS -messages with CDR-ext records obtained from BTS stations.
CDR-ext records are a modification, simplification and extension of classical CDRs possessing data, besides others, obtained using the triangulation method, or other methods, which allow us to determine the geophysical position of a mobile phone. Simplification, in that, it only contains anonymous personal/phone data, a BTS area and time of login/logout, etc. Extension, in that, it contains data derived from the triangulation method usage to obtain a geolocation. The general organisation of the entire system has been presented in Fig. 3 . The data from the sensors, after subscription, is redirected by the broker and stored in Sink, see also Fig. 4 . To Sink, there are also pieces of data sent continuously from BTS stations, both terrestrial and from drones, which are related to the location of mobile phones within the monitored area (CDR-ext). We need to point out that this type of data, because of its legal character, is not directly sent to Sink by the message broker but via a separate channel, that is a special component dedicated for them, see Fig. 13 . Later the data from Sink is continuously pre-processed and then stored in Repository. The pre-processing itself is related to the filtering, preparation, or transformation of raw data into a format which can be used in the decision-making process. These processes are performed on the basis of logical reasoning, using SAT solvers, that is systems solving the Boolean satisfiabiliy problem, to provide the Smart Decisions which are the target element of the entire system. Fig. 4 shows the main datasets in the system. Data Sources are locations where data is generated, in other words, where data comes from. The exact format of the data stored in Sink will not be presented, but this does not hinder the understanding of the entire system. Repository will consist of the following information categories, see also Table 8: 1) the exact geoposition of a tourist estimated on the basis of CDR-ext data, and sent as a BTS message; 2) weather conditions gathered from the particular sensors on all trails, and sent as a Weather message; 3) the exact geoposition of a wild, or protected animal, taken from a GPS transmitter fitted to it, and sent as an Animal message; 4) difficulty levels assigned to routes and established by rescuers; 5) evaluation of the avalanche risk on particular tourist trails. Both difficulty levels and avalanche risks for routes will be prepared on the basis of the mountain rescuers' assessment, for example after an on-site assessment, whilst also taking their own experience into consideration. Only the video images recorded by the drones are not stored in Repository because this type of data does not directly take part in the decision-making process, but after streaming it is sent to the screens in the control centre, see Fig. 13 .
The reasoning processes which provide Smart Decisions consist of both threat level model editing, that is enabling editing of the variables shown in Table 5 , and the process of logical reasoning based on SAT solvers. The final results are stored in rescuer reports and displayed on the screens located VOLUME 6, 2018 in the control centre and on the smartphones of rescue teams.
The basic component diagram is shown in Appendix B. It contains the basic system components and their short description. It is mature enough for the continuation of development in the future.
V. ALGORITHMS AND REASONING
The system provides rescuers with up-to-date information about the situation within a monitored area. Every tourist is monitored and his/her individual threat level is assessed, updated continuously, and 1) noted in the internal reports and systems logs, as well as 2) displayed on visual devices within the control centre (screens, tablets, smartphones). These two basic methods of sending information enable rescue actions to be properly initiated if necessary. Visualisation is conducted by pointing to the tourist pictogram in a particular colour, according to Table 2 and Table 3 .
Thus, decisions about the type of rescue operations are based on the tourist's current context. In this case, the context includes both the place, or the trail, and the weather factors. Drawing conclusions about the threats on monitored areas is based on three main factors:
1) difficulty level of the route, 2) weather conditions (wind, fog, temperature, rain), and 3) risk of avalanche. Whilst the difficulty levels of routes are predefined and fixed by rescuers, the information about the weather conditions and their components is collected in real time from sensors located in the trails. The weather and avalanche factors have their own scales. They are transformed from physical measurements, see [1, Tables 1 and 2 ], respectively, into values on a scale from 1-3 for weather factors and 1-5 for avalanches, as shown in Table 1 .
In summary, to start the logical reasoning processes, in relation to the weather context (Table 2) , as well as to other dangers (Table 3) , we need the following types of data:
• current location of tourist, covering geoposition and the particular trail consistent with this geoposition, see also (7);
• current geopositions of dangerous animals (based on GPS data), see also (6);
• current information about the avalanche risks on trails;
• current information about all factors relating to weather conditions on trails. We need to emphasise that transforming weather data from sensor networks into scale values is a crucial task of preprocessing, see Fig. 13 .
A. WEATHER CONTEXT
The reasoning processes in the system are based on the Boolean Satisfiability Problem, or Propositional Satisfiability Problem (SAT, for short), which means asking if a given Boolean formula has some assignment to its atomic variables.
A propositional formula is built from (atomic) variables, operators (conjunction ∧, disjunction ∨, negation ¬, and others), and parentheses. A literal is either a variable (a positive literal), or the negation of a variable (a negative literal). A clause (or disjunctive clause) is a disjunction of literals. A formula is in CNF form (Conjunctive Normal Form) if it is a conjunction of clauses. DNF form (Disjunctive Normal Form) is a normalisation of a formula which is a disjunction of conjunctive clauses. Moreover, DIMACS CNF format, or shortly DIMACS, is a widely accepted standard format for Boolean formulas in CNF, where clauses are ended with zero, and positive and negative integer numbers represent positive and negative corresponding atomic variables, respectively.
The entire reasoning process for the weather context is as follows: mountain rescuers, as the branch specialists, prepare the reaction levels called alerts, as the answer for each particular type of danger. Broadly speaking, an alert A is a situation which requires constant monitoring and a prompt response to the emergency. The alerts are defined as logical formulas, as shown in Table 5 . The content of the table is fixed and rather unchangeable.
The content of Table 5 is interpreted as follows: first of all we analyse the particular threat levels (ThLev) top-down, from E5 to E1. For each trail there are associated difficulty levels (dif ), marked in ascending order from d4 to d1, see Table 1 , (capital and small letters are not differentiated). Table 5 ]. In Table 5 , for every level of danger (E5 to E1) and for every trail difficulty level (d4 to d1) there are defined logical conditions (constraints) which trigger the alert. Table 6 shows the example, or rather a fragment of a different alert predefinition. New variables can be introduced, for example those related to the time of day, limited visibility, season of the year etc. There is also a possibility to introduce various scales for new variables. Many such tables can exist within the system, and they are always prepared by the rescuers who, as the specialists, decide which of them should be used during a particular period of time. The topic of different ways to define the alerts will not be continued.
However, let us return to Table 5 and consider the formula from the first line, for the E5 danger level. When we connect its two parts by conjunction symbol we receive:
which is a formula describing the conditions related to wind, fog, temperature, rain and avalanche respectively, which cause the d4 level alert. Every other difficulty level, d3, d2 and d1, all of them for E5, describe the logical conditions for the alert in a less restrictive manner. Informally, the A alert for danger level E5 can be described as In place of ellipsis there are particular subformulas, connected to each other by alternatives, taken from Table 5 .
Thus, informally speaking, the processing schema is as follows:
• firstly, we check the alert for the E5 level for all of the objects (tourists with mobile phones) located within the monitored area. If there are some objects which fulfil this condition, they are properly marked, see Table 2 .(Colour), and deleted from the set of objects for analysis, because they have already established a threat level;
• for the remaining objects, a top-down danger level is calculated, in this case E4;
• the last level, E1, is attributed to all of the remaining objects, namely those which were not chosen from E5 to E2.
B. SITUATIONS
The next element for discussion is the physical situation within the monitored area. Generally speaking, situation S is a relative position or combination of circumstances established by sensor readings at any given time for the entire monitored area. From a logical point of view, the situation, expressed as formula S, constitutes a current model for reasoning processes. We have variables: t1, t2, and t3 which describe the temperature scales bottom-up, informally: relatively warm (t1), cold (t2), very cold (t3), see also Table 1 . Similarly the avalanche risk is described: a1, a2, a3, a4, a5, which means: lack of danger (a1) to very serious danger (a5). We assume, to simplify notation, that only one variable for each category can be fulfilled. Thus, using temperatures as an example, the following formula is always valid:
Similarly for avalanches:
However, on the basis of this assumption, for a situation formulation, only a single variable/literal for each considered weather factor will be used. VOLUME 6, 2018
C. TOWARDS REASONING
From a logical point of view, the satisfiability of A alerts (predefined by rescuers) in a current model S (physical reads from sensors), that is formally S | A will be examined. Using the deduction theorem we will have the implication that S ⇒ A. However, the implication is also true when its predecessor and successor are false. Thus, we use the implication elimination rule (modus ponens) and get:
We assume the following situation as a result of the current read-out of data, and expressed by the formula S ≡ w1∧f 2∧ t2 ∧ r2 ∧ a3. Let us assume that within the monitored area, object o1 exists on a trail of difficulty level d3. In such cases the alert formula for E5, after adding the variable representing the object, takes the form of A ≡ d3∧((w2∨w3)∨(f 2∨f 3)∨ (t3)∨(r2∨r3)∨(a3∨a4∨a5))∧o1. For the current situation, and the alert level considered, we have the implication that
using the rule of inference:
Those types of formulas will be the basis for SAT solver testing.
It is easy to notice that the following sample subsets of literals satisfy (3): {. . . , f 2, d3, o1}, {. . . , r2, d3, o1}, {. . . , a3, d3, o1}, and other subsets. There is variable o1 in each subset, which means that for object o1 it is mandatory to run alert level E5.
The context consideration is essential to the entire threat detection process. For example: if the same tourist o1 walks along another trail of difficulty level d2, we receive, even for an identical sensor reading, the new formula instead of (2): (4) which does not have the satisfying assignments, so the E5 alert will not be released (as a consequence rescuers will not be obliged to start the rescue process, see the last row in Table 2 ).
D. GENERALISATION
A partially new formulation through the generalisation related to particular variables and parameters, considered as input for logical reasoning is introduced below:
• let us assume that on a single route, along its entire length, the weather conditions are the same (wind, fog, temperature, rain), and the avalanche risk is the same (if it exists);
• all weather conditions (wind, fog, temperature, rain) are read for every route separately. Using wind as an example, it can be wx i=1,..., 11 , where x = 1, . . . , 3 and the subscript means the particular route from the scale 1, . . . , 11 (or h 1 , . . . , h 11 ). We will introduce the equivalent and encoding notation wx@i, where x = 1, . . . , 3 and i = 1, . . . , 11. For example, w2@5 means the temperature scale w2 on the route h5, and ''w2@5'' can be treated as a single, or an atomic w2@5 , variable in a formula in the input of the solver. A similar encoding will be introduced for fog, temperature, and rain;
• and a similar encoding for avalanches, for example a4@6 means that there is an avalanche risk of a4 at route h6;
• each route has a level of difficulty which is set by rescuers, and registered in DifficultyRoutes [i] , where i = 1, . . . , 11, or h 1 , . . . , h 11 , in a scale from d1 to d4, DifficultyRoutes is a part of Repository, see Table 8 . Coming back to the simplified assumption that the same weather conditions exist along the entire length of the route, we can justify it in two ways:
1) in future system implementations, the longer routes will be divided into shorter parts, and in such cases, weather conditions will be analysed separately for each particular part; 2) alternatively, we can also assume that the sensor readings from particular parts of a single route are analysed altogether, and the maximal (worst) value is chosen, which enhances the security on the trail. The logical formula, tested by SAT solvers, is built as follows:
• for a particular tourist (his/her mobile phone) identified on a particular route, see (7), the trail difficulty level is determined from DifficultyRoutes;
• for the determined difficulty, from Table 5 , we take the conjunction of a difficulty symbol and alert constraints, as well as tourist identifiers, see in the example below o1, o2 or o3. We need to consider the exemplary formula:
The implication predecessor describes the weather and avalanche conditions on all trails, however, not all of the variables in the exemplary predecessor are shown here. On the other hand, the implication successor presents the alert cases and the presence of three objects o1, o2 (both on the h2 route) and o3 (on the h4 route). The detailed formula preparation algorithms will be described in further Subsections.
Last, but not least, it needs to be taken into consideration that the contents of Table 5, see also contents of Table 6 , are fixed but they can be modified, precisely speaking, replaced by another one, depending for example, on the time context; which means that one set of logical conditions will be in force during the day (tagged as A d ) and a different set during the evening or night A n . The next important factor which needs to be considered is the season of the year. Certain other logical conditions will be in force during summer, and completely different ones in winter. The influence on the choice of logical conditions will depend on a sudden change in air clarity during the day, which can require the use of another alert formulation. Such a decision would be taken in the control centre by the rescue team. However, this thread will not be continued in order to avoid complicating the paper.
E. NON-WEATHER CONTEXT
The situations belonging to the non-weather context require a different approach. Firstly, the threats are presented in an enumerative manner, see Table 3 . They require specialised calculations connected to the geotrajectory and geometrical space as presented in Table 7 . In the case of registered groups, with one person as a leader, it is checking the distance between group members and the leader. For every person ob within the monitored area, if he/she is registered as a group member, the function LeaderDistance(ob,dist) is true if the distance from the leader is longer than the specified dist. The distances are also calculated in case of threat detection, such as wild animals. The positions of animals are monitored and updated in the system. For example, for the i-th observed animals which are present within the area
where the meaning of individual elements is intuitive. The function AnimalDistance(ob,dist) activated for every tourist, without exception, gives a true value if person ob is within the distance dist from any kind of animal included in AnimalPositions. Also monitored is the continued presence of objects without movement. Function NoMovement(ob,time) gives a true value if a person (ob) remains static for the value time. Some predefined areas are excluded from the analysis, such as mountain shelters, viewpoints and others, so staying within those areas does not result in a true value. In practice, only people who are on the trail, and who suddenly stop moving for a prolonged period, are identified. The current position, and its changes, according to the previous ones, is also taken into consideration. Leaving the trails is also monitored. Function OutsideRoute gives a true value if a person is outside any trail.
Parameters dist and time are set and modified not only by rescuers but are also dependent on the time context, which means that they have a different value during the day, evening or night. They can also be dependent on a sudden degradation of visibility, for example caused by cloud formation during the day.
F. PRE-PROCESSING ALGORITHMS
Presentation of all algorithms, that is Algorithms from 1 to 5, will be conducted from the bottom-up: firstly the detailed algorithms, and then the initiating Algorithm 5.
The pre-processing algorithms are presented in this subsection. They translate data from Sink (raw data gathered from sensors and mobile phones) to Repository (data in a format required for the logical reasoning processes), see Fig. 4 . All of the algorithms are gathered in two components Object locating, and Environment reading, see Fig. 13 .
There is a set of BTS stations which fully cover the monitored area. Typically, they produce CDR records. On demand, and additionally within the monitored area, they produce CDR-ext records for the system. The analysis of this information enables the discovery of both basic events related to every phone (login, logout), as well as their geophysical localisation on mountain trails (triangulation methods). Mobile phone management, understood according to the system needs, shows Algorithm 1 which belongs to the Object locating component. The algorithm covers functionalities of cooperating use cases Entry and exit the monitoring area and Tourist positioning, see Fig. 12 . The input parameter Sink consists of all raw, currently gathered data, see Fig. 4 and Fig. 13 . MobilePhones stores key and filtered data concerning all mobile phones in the monitored area (for example, unique phone identifier, the time and date of entry and exit of the monitored area, geophysical location, current trail and all other necessary data). For example, for the i-th mobile phone which is present in the area
where the meaning of individual elements is intuitive.
MobilePhones is an important part of Repository, see Table 8 .
The algorithm works as follows. Data from Sink is read phone by phone, see line 3. CDR2ph is an auxiliary variable used to store all data concerning a particular phone, which is analysed during a single loop iteration. The analysis of CDR-ext-s data relating to one phone, see line 4, enables us to identify the entrance and exit time relatively easily, as it VOLUME 6, 2018 critical Sink end; FIFO 4: Analyse data in CDR2ph; for a particular phone 5: if phone left the monitored area then 6: Remove the phone from critical MobilePhonesend 7: else 8: if new phone in MobilePhones then 9: Add this phone to critical MobilePhonesend; 10: end if 11: Calculate the phone geophysical position; 12: Determine a tourist route for the phone; H 1-H 11 13: Update the geoposition and route in 14: critical MobilePhones end 15: end if 16: write CDR2ph to critical ArchiveSink end; 17: delay(d1); if necessary (d1 established by admin) 18 : end loop takes into consideration logging-in and logging-out from the particular stations and switching between them, thus showing the movement between BTS stations without moving out from the monitored area. However, we need to consider that abnormal situations can occur, relating to the apparent exit from the area which can be caused by power loss on the phone, so without formally logging-off. Their detection does critical Sink end; 4: for h:= H 1 to H 11 do labels in Table 1 5:
WeatherSituations[h, w]:= transform raw2lab for 6: wind; W 1-W 3
7:
WeatherSituations[h, f ]:= transform raw2lab for 8: fog; F1-F3
9:
WeatherSituations[h, t]:= transform raw2lab for 10: temperature; T 1-T 3
11:
WeatherSituations[h, r]:= transform raw2lab for 12: rain; R1-R3 13: end for 14: write raw2lab to critical ArchiveSink end; 15: delay(d2); if necessary (d2 established by admin) 16 : end loop not appear to be difficult, but it would require designing a separate algorithm such as CleanMobilePhones which would check the particular positions in MobilePhones and obtain proper conclusions after detecting the lack of phone activity and all other types of information included in CDR-ext-s. This case, since less important, was omitted in order not to obscure the image of the algorithm.
If a phone is present within the monitored area, its geoposition is calculated and updated with as much precision as the triangulation methods for BTSs allow, see line 11. This issue has already been discussed. The geophysical location easily enables us to find the particular trail where a tourist is walking, see line 12. ArchiveSink is an archive which stores out-dated data from Sink. Some variables and operations from this and the next algorithms are processed in critical sections for obvious reasons.
Current weather data management, thus, the weather context, requires pre-processing of physical data from sensors in such a way that they have a shape as shown in Table 1 and can later be used as input data for reasoning engines. It was presented in Algorithm 2, which belongs to the Environment Reading component, see Fig. 13 .
The algorithm covers the functionalities of use case Meteorological measurements, see Fig. 12 . The input data Sink means all raw and actual data, see Fig. 4 . The output data WeatherSituations stores all current measurements relating to all mountain trails and weather conditions within the monitored area. For example we might have
, where the meaning, in both cases, is intuitive.
The algorithm works as follows. raw2lab is an auxiliary variable which stores all information relating to the previous weather conditions. All raw data, constituting current sensor Table 8 . Processing for both algorithms, i.e. Algorithm 1 and 2, takes place in the loop, which is justified by the constant need to monitor the mobile phones location and reading the weather conditions. Both loops can be slowed down by a proper setting of d1 and d2 parameters, if necessary. The basic elements of Repository are shown in Table 8 . It contains all elements created during pre-processing, as well some others defined by the rescue team. All elements are crucial to start the logical reasoning processes.
G. REASONING ALGORITHMS
The next algorithms refer to reasoning processes. By operating on Repository (data in a format required by reasoning processes) the goal is to mine Smart Decisions, see Fig. 4 . The basic component is Reasoning Manager, see Fig. 13 .
Threat detection always follows a certain order, see Algorithm 3.
Variable CpMobilePhones is a copy of MobilePhones constituting a form of image of any given moment. ThreatReport is a report where all detected dangers are stored. The report is extended by adding new pieces of information. The report possesses both historical and current pieces of data. The current data is displayed on screens within a command centre. CurrentRoute = r; 6: if mob = ∅ then 7: dif := d(r); difficulty level for r 8: loc := introduce ''@r" into 9: constraints Alert(ThLev, dif ); Table 5 building disjunction of all objects (below) 10: obj := i=1,... object in mob;
11:
A := A+''∨("+dif +''∧"+loc+''∧"+obj+'')"; 12: end if 13 : end for 14: Formula := (S ⇒ A) ∧ S; logical formula to be tested finding all satisfied variables (below) 15: Assignments := FindSAT (Formula); 16: mob := select objects in Assignments; 17: Report(mob, ThLev);
report mob and remove Analysis is carried out on the threats, first of all non-weather related threats, for each tourist (in accordance with functions from Table 7) : E6a, E6g, E6m, E6r, and later the weather threats for all other objects, from the highest to the lowest threat level respectively: E5, E4, E3, and E2. Procedure Report stores in ThreatReport information about the detected threats. Each object is marked with a particular threat tag and removed from CpMobilePhones. In this way, for the next stage of verification, there are a reduced number of objects. The objects which remain in CpMobilePhones at the very end are marked as E1, and for them the situation is understood to be a normal one (without threats), eliminating the need for intervention, see Table 2 . That completes a single stage of threat detection but, of course, the entire procedure can be repeated. The verification of a threat, being as a result of changing weather conditions, includes building a proper logical formula for the chosen threat level (ThLev) and then carrying out logical reasoning, as shown in Algorithm 4, which belongs to the Reasoning manager component.
The input data CpMobilePhones consists of mobile phones for which no danger was detected, and which are the subject of analysis. ThreatReport is as usual. Logical formula S is established on the basis of CpWeatherSituation and CpAvalancheRisks, that is, their parameters are translated into a logical formula (line 1). Translation includes assigning particular weather measurements to individual routes in order to obtain (sub-)formulas like predecessor in (5) . Building the alert formula A takes place in the loop. If there are any objects on the trail (line 5), the A formula will be extended (line 11). VOLUME 6, 2018 Extending by the disjunction of the new element includes:
• difficulty level of the trail (line 7);
• the logical constraint which is taken from Table 5 , see line 9,
• and then localised to a particular route (see once again line 9);
• disjunction of all objects on a route (line 10); and • then the above steps allow us to extend the alert formula (line 11) to obtain formula like successor in (5). Afterwards, the new formula, which is a basis for testing, is built. Finding a solution to the satisfiability problem can require earlier conversion of the formula into the CNF format which takes place before testing, therefore producing a final result containing a set of satisfied values (line 15). If a formula is not satisfied, see for example (4), then the unsat value is returned. From the set of all satisfied variables, we choose those which are related to the objects (line 16). For example see literals for (3) and object o1, which would be substituted into an auxiliary variable (mob). It contains objects which would trigger a danger alert (ThLev). Thus, in the next step we need to report and then remove detected objects. The main algorithm, belonging to Reasoning manager, was shown as Algorithm 5. It also initiates the entire system. In the first part, the basic variables are initiated, and some procedures are launched. AnimalLocating is a procedure not presented in this paper. It is similar to PhoneManagement, but even simpler, since it determines the animals' geophysical localisation, see 6, on the basis that the GPS geolocation goes smoothly or directly. The variable values for DifficultyRoutes and AvalancheRisks are set by mountain rescuers in another use case. In the second, and basic part of the algorithm, within the continuous processing loop, the threats are detected (ThreatDetection). However, for safety reasons, and for proper operation of the system, we operate on the variable copies, which are a form of image of the monitored area at any given moment.
Algorithm 5 Threat Detection Manager -

VI. EVALUATION AND EXPERIMENTS
The general evaluation of the work needs to start with a statement from the previous sections, that a detailed, reliable, and technically feasible description of the entire system was presented. The description showed all crucial details of the system project.
We formulate the following theorems concerning both theoretical and experimental aspects of the proposed system. The proofs for Theorems 1-3 are in Appendix C. 
is the number of mobile phones and s is the number of trails within the monitored area.
The variable m is a result of the necessity to check the list of mobile phones which are present within the monitored area. On the other hand, 3 s results from the necessity of transforming the input formula to CNF format, if necessary, before calling out a SAT solver.
The fundamental question concerns the power of a proposed system to produce desired results. The hypothesis is formulated as a theorem.
Theorem 4: It is required and expected that the proposed system should be able to assess the threat level of all tourists during high tourist season every half minute, no more than one minute, so that the operator can react in a timely manner.
The empirical evidence is received particularly by observations and experimentations given in Subsections VI-B and VI-C.
A. ASSUMPTIONS OF EXPERIMENTS
The evaluation includes the experimental part, and covers two types of tests: 1) those related to broadcasting information in the system, thus, with the performance of the message brokers (gathering); 2) with the logical reasoning processes and their efficiency based on different SAT solvers (reasoning). Suppose that the following general conditions are related to experiments. We examine the tourist flow on different days and its intensity bottom-up, namely:
• Low -during a normal weekday in the low tourist season, when there is little traffic;
• Medium -at the weekends in the low tourist season, when the traffic increases;
• High -during the main tourist season (usually during holidays), when the traffic is very intense. We adopt the following assumptions, even though a small part of them will not be used directly, they provide a full view of the matter:
• in relation to BTS stations: the monitored area is covered by four terrestrial BTS stations, moreover, the mountain rescuers possess two BTS drones which they can send at any time;
• there are eleven trails, and the meteorological stations send data for each of them;
• five areas of avalanche risk are identified on the different trails;
• there are two drones with cameras, which can be sent at any time by rescuers to provide direct observation, i.e. image transmission;
• within the monitored area, there are five animals, for example bears, equipped with GPS transmitters. Some of the numerical characteristics and their reading frequency:
• we adopt the following amounts of tourists who walk along the trails: 1) Low traffic: up to 40 people, 2) more intense traffic, or Medium traffic: up to 150 people, 3) very intense traffic, or High traffic: 500 people;
• meteorological stations send the pieces of data for all eleven trails once every 5 minutes, the single message size is 20 bytes;
• GPS data related to animal localisation is sent once every 2 minutes, the single message size is 20 bytes;
• BTS stations generate messages about a phone once every 2 minutes, the single message size is 40 bytes. We suppose that, only one station generates information about one phone at any particular time because each phone can only be logged-in to one BTS station at a time. We have four terrestrial stations which constantly work and either one or both drones are sent once per hour. To sum up, the final number of messages is equal to the number of monitored mobile phones, and is divided between all active stations;
• video images from drones: we have two cameras, drones are sent once per hour, either one or both, the transmission time is 20 minutes, the average size of the image frame is 60 Mbits (7680 bytes) sent per second.
Generally speaking, some of the principles are challenging. Perhaps they are positively overestimated, but their aim was to test the system under difficult conditions. For example, the number of BTS stations -6 in total, appears to be very large. Within the area considered, we only have three of them. It is not possible that all 5 bears will stay together in such a small area, since they do not tolerate being in such close proximity to one another. The number of tourists, namely the maximum values, also seems to be large. In reality, it would cause the destruction of a national park, and in all probability, cause it to be closed. The number of avalanches also seems too large for such a small area.
It needs to be emphasised that all experiments presented in the next subsections are performed in different environments, see VII, but the operating systems of those computers were never burdened with any other computations, and the experimental environments were sterile.
B. MESSAGE BROKERS
At the beginning, platforms for message exchanging were examined. They are the middleware which is responsible for transporting the raw data from their sources into more complex procedures which prepare data for further reasoning processes.
The aims of those experiments are as follows: verifying message broker platforms within the approved system architecture (they are established tools but it is worth checking their work in practice, due to the massive number of messages being sent for the designed system architecture), as well as verifying the influence of different options, especially video images, on the final effectiveness of the proposed system. There are many recognised platforms, e.g. Apache Kafka, RabbitMQ, or Kestrel, however the following two has been chosen: Apache Kafka [37] and RabbitMQ [38] . The basic question is whether the system is able to run in real-time using typical hardware.
Experiments start from the Apache Kafka broker. The platform was installed according to its default parameters and run on an average-quality computer, see VII, point 2. It was declared that one broker would be dedicated to operate on all types of messages. Four topics of messages were subscribed: Weather, Animal, BTS, and Image. Many message producers were defined, along with four consumers. The simulation time was around three hours. Fig. 5 illustrates some of the results relating to the message transmission time for the heaviest tourist traffic, without sending camera drones. The first diagram presents a visible effect on the system initiation phase, resulting in elongated handling times. The messages were subscribed, and the broker established the connections via the well-known TCP protocol (Transmission Control Protocol). The basic instances and internal data structures were created. The connection consists of: sending the connection request to the server, accepting the request, VOLUME 6, 2018 FIGURE 5. Message handling times in broker platform Kafka (high traffic, no camera-drone): (top) times for all messages, (middle) times without initialisation phase, (bottom) number of messages at particular times.
allowing it to happen and creating the connection. Thus, the longer processing times in the first phase are justified, but their effect is rather short and is only related to the initial few messages, which can be described quite precisely. The number of messages covering the initiation phase depends on the number of initiating producers. For example, if we have five different producers, the initiating phase covers five messages, assuming that all of them initiate the connections. Later, the system enters its usual efficiency and relative processing stability of a few milliseconds which can be observed on another diagram created by cutting out the initiating phase. The connection mechanism guarantees sending messages in the order in which they were originally sent, and reading them in the same way. Of course, the processing times can appear different from the others, and we cannot exclude other actions initiated by the operating system in the background, although the computer only operated within the simulating environment. The last diagram shows the number of messages for each particular operating time. It is clear that longer operating times only occurs in a very limited number of cases. The majority work within a few milliseconds. Table 9 presents the basic statistics for different message sending variants. We can see that sending video messages relating to camera drones does not influence the systems effectiveness. The system deals very well with a growing number of messages of a significant size. The simulation times with video messages are even slightly improved. The analysis of documentation for Apache Kafka [37, Sec. 4.3] allows us to conclude that: Kafka self-manages its own efficiency, especially when there are a large number of messages sent by the producer. For example, in order to improve system efficiency, the messages sent by the producer can be read directly from the computers cache memory. It replaces the normal method of sending data used by the operating system Ubuntu (four stages sendfile). Moreover, Kafka utilises the compression protocols: GZIP, LZ4 and Snappy which allow it to internally organise the sending process in such a way that only one set of compressed data is being sent. It consists of different messages, which can positively influence the speed of the system.
Further experiments were continued using RabbitMQ [38] , another open source message broker. The platform was installed according to its default parameters, and run on an average computer, see VII, point 3. However, the approach was changed. Firstly, only the highest volume of traffic (High) will be examined. The experiments carried out so far proved that a lower volume of traffic is not problematic for effective message transfer. (For RabbitMQ identical experiments were also carried out as those shown in Table 9 , and the results are also similar.) Secondly, a decision was made to differentiate between the types of messages, which can present new information regarding the proposed architecture. Table 10 presents the basic statistics for different message sending variants, assuming a one hour simulation. The obtained results are very stable. In the case of a lack of video transmission, the short average times for BTS messages are noticeable. However, that is understandable when you take into consideration that this type of message is operated by a separate component, see Fig. 14. The remaining message types have similar times. The video transmission does not influence the other times' delay. In fact, the transmission times improved significantly due to the favourable influence of a larger volume of information. Again, the BTS message times are better than the others. The reasons for this being the same as previously described.
All of the results obtained so far, were carried out locally. Performing the simulation on a localhost was the first obvious step which enabled the stable building of further solutions, and, first of all, detecting the sudden and critical mechanisms. The next step in model analysis should be a simulation carried out within the local network, since the target system will most likely work there. However, we decided to take this one step further by testing the solutions on cloud computing. Putting the RabbitMQ broker on an external server gives interesting experimental possibilities, such as the risk of delays in message handling. That being said, it is a modern and flexible solution, and in practice, can be taken into consideration as a target solution. Fig. 6 shows the organisation of the experimental environment. The broker was placed on a non-commercial Google 27142 VOLUME 6, 2018 Compute Engine (GCE). Engine GCE enables users to launch the emulated computer system using the CloudAMQP (Cloud Advanced Message Queuing Protocol) platform, that is, informally, RabbitMQ as a Service, see also VII, point 4. The available bandwidth was higher than 500 Mb/s. The ping service provided a response after 30 ms.
Simulation took more than one hour. Only the heaviest traffic was taken into consideration (High). The video cameras were run as follows: one for 20 minutes, then a 10 minute break, the next one for 10 minutes, the following two cameras for 10 minutes, then a 10 minute break, and at the end, both of them for 20 minutes. Table 11 presents the times for particular message categories. In the case of video image transmission, the transfer time changed slightly. It is once again justified by the model implementation, since the Message Collecting component, see Fig. 14 , is responsible for receiving all messages except for the BTS message, which is received in a separate CDR-ext Collecting component. Thus, Message Collecting is more loaded. However, the difference between BTS and the remaining messages is insignificant, which results in generally longer times in the cloud solution. In the analysis, the random factor resulting from the cloud environments unpredictability needs to be taken into consideration. Fig. 7 presents the simulation within a particular time. The diagram was created by combining all messages collected during the simulation time. It shows all transfer times. (Squares for BTS sometimes blend into rectangles, which is result of the simultaneous imposition of many BTS messages.) The messages relating to the video image create three big groups, between which there are targeted breaks. It is easy to read the times for video images, which locate themselves within 1500-2000 ms, maximally within 2500-3000 ms. In the second group, we can see that the beginning of transmission from the second camera influences the enlargement of the remaining operating times of the video messages.
In order to learn more about the specifics of the broker work, we put together the data in such a way that only BST messages were chosen and shown, whilst taking into account that a greater number of them are transmitted in comparison to Weather and Animal, albeit except for Image, see Fig. 8 . Inactivity periods were omitted. The diagram is interesting, since we can easily point to the beginning and end of the sending of every pack/series of messages. The first messages are sent in a short time, after which the transfer time becomes longer, and finally comes to its maximal value. The next cycle is the next series of messages. It can be justified in the following way: the working efficiency of a particular cycle gets lower together with the number of messages within it. It was well-presented in one official blog post from the creators of RabbitMQ. 2 In this case, many BTS messages are sent, which enables us to determine the physical localisation of the mobile phones in real time. The next messages of this type take a longer time to send. However, we need to emphasise that all of those times are fully acceptable for a system which supports the rescuers work.
It needs to be mentioned that the choice of equipment platform has a crucial meaning in the simulation process.
The cloud solution gives the worst results, but they are still acceptable. The entire image is coherent, and the achieved results are definitely positive. Other tests were carried out, which were not mentioned there, video images were sent constantly. These tests proved that sending this message type in smaller series has a positively influences on the times during the entire process.
C. SAT SOLVING
The on-line checking satisfiability for the generated formulas describing both object activities and an environment constraints are an important part of the proposed system. Therefore, experiments related to satisfiability solvers are discussed below.
Many aspects will be examined, such as: the choice of a working strategy relating to an input formula, including its possible decomposition, examination of a large, yet representative solver group, conversion of the input formula to a format accepted by solvers, finding a single or all satisfying solutions, different environments and operating systems, some pre-processing tools which aim to improve the testing process itself, etc. The basic question is whether the reasoning processes are able to be performed in real-time.
Function FindSAT called in line 15 of Algorithm 4 returns all satisfied variables. The existing solvers use different methods to test satisfiability, especially for non-CNF formulas, see for example [39] - [42] . However, our experiments will be carried out using the solvers which are based on CDCL strategy (Conflict-Driven Clause Learning) [43] . Although they require the input CNF formula, there are very effective reasoning engines available [44] , [45] . The following CDCL-based SAT solvers are used for testing (in alphabetic order): Gini [46] , Glucose Parallel and Glucose Sequential [47] , Limmat [48] , Lingeling [49] , MiniSat Core and MiniSat Simp [50] , PicoSAT [51] , Riss [52] , Sat4j [53] , and WalkSat [54] . A detailed discussion concerning these solvers exceeds the size and aim of the work. However, their features and results have already been discussed, see [55] .
The tested formula, see line 11 in Algorithm 4, is prepared in DNF format, that is, we have disjunctions of subformulas for particular routes
where maxR is a maximal number of routes in the monitored area. The variable difficulty takes values d1, d2, d3, or d4, variable constraints symbolises the limitation for a particular difficulty level and variable objects means all objects within the monitored route. We consider some strategies for (8) . When FindSAT is called, see line 15 in Algorithm 4, a pre-processing of input Formula could be performed. It results from our gradation approach towards the examination of the on-line and realtime formula checking satisfiability. Hence, the experiments with less complex subformulas are carried out first, and the entire Formula at the end. It enables us to check and choose the proper way of working due to the expected real-time processing in the system:
• Individual routes IR -the first possibility is examining every route separately, for example:
It is justified by lower computing outlays. The presence of tourists on a particular route results in placing this subformula in Formula.
• Group of routes GR -there is also another possibility which enables us to simplify the testing formula. Tourists are on different routes, but many of them have an identical difficulty level difficulty described by the same constraints. There can be different weather conditions on two routes with identical difficulty levels, but on the other hand, even small differences in raw values (temperature, rain, etc.) do not necessarily provide different scale values, see Table 1 . It gives us the opportunity to connect some factors of the examined formula, and in the best case, it leads to the form: where maxD is the maximal difficulty level which can be assigned to the route. The grouped objects Gobjs j = k=1 objects k where k goes through all groups of objects located on physically different routes, but of the same difficulty level difficulty i described by the same constraints i . The example for (10) is
We interpret this in the following way: five groups of objects were detected on five different routes, where there are two difficulty levels, together with the conditions describing them (difficulty, constraints). In the first case there are two groups of objects: objects 1 , objects 3 (two different routes), in the second case there are three groups: objects 2 , objects 4 , objects 5 (three different routes).
• All routes AR -is the most basic case which means the direct testing of the entire (8), without pre-processing and dividing it into smaller elements. This case will obviously be the subject of experiments. All of the below tests were performed in the same environment, see VII, point 7. Table 12 shows the average testing times for particular routes. Every test case was repeated twenty times, for the same testing data, and for every solver, to eliminate any randomness. Thus, every position in the table is the average of twenty performances. This approach increases the reliability of the results. The results are excellent, with the typical times being around a hundredth of a second. In the case of two solvers the results fall behind. It is likely that this is due to them running on virtual machines.
Incidentally, Fig. 9 shows all performances for testing instances for some sample solvers. Therefore, it presents certain individual characteristics of the solver's work. We can see that the different testing results justify taking the average from a larger number of results, twenty in this case. The same pattern of taking twenty performances will be followed in the next round of experiments. VOLUME 6, 2018 FIGURE 9. Different testing performances, or solvers' work characteristics (top: Gini, Lingeling, MiniSat Core, bottom: Riss, Sat4j, WalkSat). Table 13 shows the average testing times for grouped routes. This approach requires a certain pre-processing of the input formula, which relies on finding out which routes of an identical difficulty level have the same weather conditions. This case was previously described and denoted as GR. Satisfiability testing was also repeated twenty times, under identical conditions for each input data and solver. The particular positions are the average values from tests. The results, despite a more complex input formula in relation to the IR case, are also excellent, and are usually measured in hundredths of a second. The issue worth taking into consideration is that GR times are shorter in comparison to IR times. It seems that this can be explained as follows: in the case of GR we have bigger formulas, but many variables are not connected with others, therefore allowing us to quickly determine their satisfying values. The method of testing it is also significant, given the fact that on the standard input/output system is reading/writing data to and from the solver. For GR we have two such operations, with one solver working between them. For IR there is much more testing data since many routes are analysed (eleven) and twenty two input/output operations are carried out.
In both cases presented above -IR and GR, it was necessary to convert the tested formula, see 1 and line 14 in Algorithm 4, to the CNF form. Standard function to_CNF from library SymPy for a symbolic mathematics for Python language was used [56] . Our tests proved that converting the tested formula into the clause conjunction did not take long, in fact the conversion time was always less than one second.
Finally, Table 14 shows the average testing times for all routes. It is the most complex case, where the results are based on the input formula size and its format, which needs to be adjusted for processing by CDCL-based SAT solvers. That is why, rather than in the previous cases, we prepared our own case oriented algorithm to transform obtained formulas to CNF format, see Algorithm 6. Although it is necessary to transform the formula from DNF to CNF form, it consists of three well described elements (difficulties, constraints, objects). The algorithm builds a template, where difficulties, constraints, and objects need to be inserted. Moreover, the algorithm immediately generates data directly in DIMACS format. For the most general case of eleven trails, see Table 4 , there will be 3 11 clauses generated. The implemented procedure for Algorithm 6 proves that conversion is not time consuming. It does not go beyond one second.
The results of satisfiability testing shown in Table 14 are ideal and rather impressive, especially when we take into consideration that the tested formula has around 177000 clauses. The testing results are between 1-2 seconds and the best solvers, Riss and MiniSat, find a solution within a half of a second. It proves the great effectiveness of modern solvers. The table contains results from twenty tests, for every position. In the case of one solver, Lingeling, the results were not satisfactory from the beginning. It appeared that the simplify parameter is responsible for the bad results. The solver unnecessarily attempted to optimise the input formula, which was ineffective and time consuming. The remaining solvers were run with default parameters, as Lingeling was at the beginning. Fig. 10 shows cumulated testing results which were previously gathered in Tables from 12 to 14. The particular colours on each bar show the test results for particular threat levels (E5, E4, E3, and E2 respectively). Some of the bars go beyond the diagrams (they were not fully shown due to the length of the test results).
Another aspect of the solvers work was also considered. Some of them only provide a single satisfying solution for a single call. In such cases we need to use the following processing schema in order to receive all possible solutions: 1: assignments := ∅; 2: repeat 3: model := model ∧¬ (assignments); CNF preserved 4: assignments:= SAT.Solver(model); others 5: writeln(assignments); 6: until assignments = UNSAT ; This kind of procedure was implemented for the WalkSat solver. It appears that the results do not differ very much from the ones obtained previously. Sometimes it is difficult to determine when the computation time is significantly prolonged. The testing times for the first, and all other substitutions, are comparable. The time increase is shown in Table 15 . Again, we get lower values for GR than IR. The explanations presented above can be applied there as well. The experiments have been continued; we changed the testing environment in order to achieve a better overall view, see VII, point 8. We added other solvers, Jerusat [57] and RSat [58] . The new results, but for exactly the same formulas as AR, are shown in Table 16 . Riss was confirmed as having the best results of all the solvers. One of the additional solvers RSat also achieved good results.
Later on, we decided to extend our experiments by adding pre-processing of the input formulas. There are appropriate and ready-to-use tools for this task. Their aim is to optimise the data i.e. input formulas, in order to speed up testing processes. One of the most popular tools SatELite [59] was used, and its processing times are presented in Table 17 . However, we did not notice any reduction in the number of clauses. We noticed a few changes concerning variables, especially numbering and the elimination of the same variables which appeared in the same line. Table 18 supplements the experiments by showing the formula testing times after the previously mentioned FIGURE 11. A sample formula visualisation: top and bottom row -before and after SatELite-ing, respectively, the left and right column -using factor and interaction methods, respectively [60] . Generated in our own tool, using force-directed graph drawing algorithms [61] .
pre-processing. It does not result in a significant change in results, however some of them were improved. The best results were achieved by Riss solver, being comparable to RSat solver's results, as well as Lingeling solver results.
Incidentally, there are numerous visualisation methods of formulas expressed in DIMACS format. Fig. 11 presents one of the exemplary formulas from all of those which were generated in the system. The prepared tool allows us to visualise formulas in three dimensions by converting them to graph structures. The visualisation process was carried out before and after the pre-processing, where SatELite was used. The drawing does not give a full analytical and numerical image of the formula. However, in a certain approximation, we can notice that the formula itself, that is, its general and internal structure, basically did not change. Similar visualisations can be shown for the remaining formulas. To sum up, visualisation techniques can assist in obtaining a better understanding of particular instances.
D. FIRST CONCLUSIONS
When drawing the first conclusions, we focus on the experiments presented in this section. The designed algorithms, as well as the system image created from the use cases and components, see Appendix A and Appendix B, prove the full algorithmic feasibility of the system. The algorithms are correct and there are no looping threats. Their time complexity depends on the number of objects, in this case mobile phones, within the monitored area. The other values, such as the number of routes or weather stations, as determined as finite values, do not play a significant role when it comes to the complexity of the processing time. The software model development of the system can be easily continued. The algorithms can be implemented without any obstacles, it only needs to be preceded by the detailed design.
Message brokers play an important role in the system; constituting the tools for the transport of raw data from the simplest processes to the more complex ones for further processing by the proposed algorithms. They appear to be very efficient at this task. Tests were carried out using two different managing and message transporting platforms, both on the localhost, as well as in the most difficult variant, which is the cloud computing platform. All of the obtained results show that the system's architecture, for example the arrangement of components, has some influence on the processing efficiency in real time. The cloud processing solutions also gave respectable results, even though they are more complex and quite resource intensive for the experiments. Whilst the results are acceptable, the local network solution seems to be the most practical for further works. To sum up, the transport of raw and sensory data, which is the bloodstream of the system, is not endangered in any way for the proposed system, even if some of the parameters need to be adjusted and improved.
SAT solvers, after filtering and fusion of the raw data, enable us to carry on with the logical reasoning processes, based on the current context situation and possible threats within the monitored area. They are the heart of the system. A huge spectrum of available solvers were tested, taking into consideration both the varying specifics of such testing, and the assumption that there are different pre-processing strategies described there as (increasingly) IR, GR, and AR. The analysis of the single routes (IR), the most basic strategy and informally called ''atomic'' since it can always be used, seems to be a careful, possibly even conservative strategy. The experiments proved that the testing times do not cause any threats to the on-line and real-time requirements. The pre-processing for IR does not require any special expenses because the routes are extracted in a simple way (separation of the subformulas from the input formula). The pre-processing for strategy GR is more complex. Whilst it is possible, we do not know if it is worth using because we achieved excellent results using the AR approach. Its results are impressive when we take fairly complex formulas into consideration. We can easily identify the group of solvers which can carry out the logical reasoning process fully on-line and real-time within a satisfactory time frame. To sum up, we can easily submit the single routes (IR) to the reasoning process, but we can also propose submitting all of them (AR). However, this aspect can be tuned to a particular tool and equipment environment.
Both the message brokers and the automated logical reasoning processes are essential in order to prove the technical feasibility. All of the experiments presented above were carried out within average conditions and environments; there were frequent changes of the computing equipment as well as different operating systems used, which increases the value of these experiments.
VII. CONCLUSIONS AND FURTHER WORKS
In this paper, the problem of sensing tourist activities on mountain trails is considered. Behaviours are mined from data streams produced by mobile phone networks, as well as sensor networks. A system which supports mountain rescuers is proposed. It is based on message brokers, which ensure the free transport and flow of data streams in the system, as well as in the SAT solvers responsible for on-line, real time, and automated logical reasoning. The brokers were compared to the bloodstream, and the solvers to the heart of the decisionmaking processes. The systems main objective is current, non-intrusive and invisible monitoring of a particular area for citizens, understanding the objects' behaviours in the context of changing environments, whilst providing rescuers with smart decisions. This work opens a research area which is of crucial importance to the idea of intelligent environments and ambient intelligence.
Numerous tests and experiments were carried out with the aim of verifying the objectives and the technical feasibility of the system, including its key elements. The proposed project contains software models typical for software engineering (use cases and components), different algorithms, as well as many carefully prepared experiments. All of that combined with the first conclusions in Subsection VI-D prove that this type of system can work efficiently in real time to provide smart decisions. Rescuers are supported by the on-line identification of potentially threatening situation patterns. When it comes to its topical orientation, the system is classified within the areas of smart environments and ambient intelligence.
The system was designed to be invisible to the objects within the monitored area. It mainly depends on access to the data gathered from BTS stations, which belong to mobile network providers. It is a weak point of the system, due to the legal framework involved. Numerous pieces of data gathered as CDR records can be regarded as sensitive. Access to them, as well as the possibility of using triangulation methods to localise the object in space, is limited due to privacy protection.
There are two solutions: the first one is based on the assumption that the proper software installed in BTS stations will be created by the mobile network providers, who will ensure data anonymisation by only sending the pieces of data that are essential for the system to function. Moreover, access to this data is limited to within the mountain area. We only need the fragments which allow us to determine the geophysical location of the phones. That is why the system data is specified in accordance with the classical CDR as CDR-ext. This solution seems to be realistic, and the safety rules for tourists can be a highly inductive factor, since the aim is highly commendable and is not purely commercial, i.e. supporting mountain rescuers. The software, potentially prepared by the mobile network providers, is shown in Fig. 13 as BTS and BTS drones. The second solution is more radical, and its main principle is resignation from the attractive idea of system invisibility for the monitored objects. Each person entering the national park would be forced to install software to track their current position via the GPS module on their mobile phones. The additional advantage of this solution would be a very precise description of the object location, since the GPS data is much more precise than BTS triangulation methods.
Future works may include creating a more precise system prototype, and simulation environment. It would be helpful to check the functionality of the system in an environment very similar to a real one. It would also be possible to create different variants of alert tables, see Table 5 , as well as many changeable parameters dependent on the context or changing weather conditions. It is also possible to create broader variants of the existing algorithms, since it seems to be realistic that the threat levels can be simultaneously tested, rather than individually, due to the positive testing results of the formulas satisfiability. For example, this could be the formula of the general form:
where EX are the next threat levels described as X , and A X is a logical formula prepared in line 11 of Algorithm 4, after leaving the loop of course, and hence with the formula including all trails, i.e. in such a shape as it is used in line 14. It would allow us to replace the sequence of callings, included in lines from 18 to 21 in Algorithm 3, by a single calling. It would also be useful to filter out the solutions containing particular threat levels EX and the specific objects which is reasonably simple. The proposition presented above is both interesting and tempting but it would be useful to rethink the complexity issues, their time and algorithmic presentation, highlighting the typical issues for the next areas of research and experiments.
APPENDIX A USE CASE DIAGRAM
The main use case diagram for the proposed system is shown in Fig. 12 . The diagram was strongly improved in comparison to [1, Fig. 2 ]. The following actors are identified:
• Sensor/Weather station -the device providing information about weather conditions described in Table 1 ;
• Rescuer -a member of a mountain rescue team who takes actions according to the Table 2 recommendations;
• Animal -a wild animal, essentially a bear equipped with a GPS transmitter, and moving outside the trails;
• Tourist (his/her mobile phone) -a wanderer, a person moving within the monitored area along the trails;
• BTS -basic BTS station, or cell tower of the mobile phone network which registers CDR-ext records monitoring the activity and geolocation of mobile phone users;
• BTS-drone -working occasionally, on-demand, the mobile BTS stations' goal is to determine the most accurate coordinates of tourists' geolocation, especially when the increased tourist movement is observed; VOLUME 6, 2018 • Camera-drone -working occasionally, on-demand, the mobile camera gives a very precise insight into the current situation (picture transmitted on-line);
• Display monitor/smartphone -peripheral device which displays maps with information about the tourists' location and all types of threats. The following use cases are considered:
• Meteorological measurements -the set of all measurements which represent weather conditions related to wind, rain, fog etc. After raw data processing it enables us to designate the conditions described in Table 1 .
• Determining the avalanche risk -it enables us to predict the risk level as well as its area. In this type of analysis, not only are the meteorological measurements taken into consideration, but also the rescuers' tips and their onsite verification. It also enables us to describe the proper conditions, see Table 1 .
• Entry and exit in the monitoring area -the exact place where tourists go in and out of the area which is monitored by the system.
• Group registration -keeping an exact record of the groups is a form of additional and optional registration. It includes both the group leader and all its members, and helps to prevent unexpected scenarios such as one member of the group straying away.
• CDR gathering -collecting CDR-ext data about the mobile devices or phones which are within the BTS station range.
• Mobile CDR gathering -gathering the CDR-ext data from the BTS station installed on a drone.
• Drone dispatching -decision about sending a drone in order to gather more accurate data -made by the rescue teams, or command centre.
• Animal positioning -precise geopositioning of animals using GPS, all positions are applied to the map.
• Tourist positioning -precise geopositioning of tourists based on the BTS station data, all positions are applied to the map.
• Direct watching -enables direct and on-line observation of an event and preparation of a photographic record of the location causing an issue which requires special surveillance, for example a place where a tourist is far away from the group and does not move.
• Threat register edition -edition of databases which include information about the type of activities undertaken within certain categories of danger (Tables 2, 3 , and 5, also avalanche risks, and difficulties of routes, see Table 8 ). This type of record can only be edited by the mountain rescuer and once set, does not have to be modified. Informally, this data influences automatic reasoning performed by the system providing some important input data.
• Detection and management of threats -informally, the main use case and heart of the system, the automatic detection of particular types of threats within the monitored area, information about the threats is sent immediately to rescuers and plotted on the map. Some events require a separate decision (for example sending a drone) made by the commanders in the command and control centre. See also Table 2 . The proactive services are provided as a result of the existence of an intelligent environment and the calculations based on the pervasive computing paradigm. Fig. 13 presents the basic system architecture with the location of its main components in particular. The basic software, which generates the data flow is installed on sensors, cell towers and drones but also on animals since they are all actors within the system. Moreover, it is assumed that the proper components are installed in BTS stations, with the consent of mobile phone providers. It is software which only sends the type of data necessary to localise mobile phones geophysically on our system. Also, BTS stations installed on drones help to find the geophysical location of mobile phones. Drones are sent by rescuers, but the software components are only installed with the consent of mobile phone providers. Moreover, the entire mobile telephony system can be traditionally used to send warnings to mobile phone users, for example by sending them SMS messages. Fig. 14 shows the possible modification in relation to a message broker, an important element of the system architecture, see Fig. 13 . There are two reasons why it is included here: 1) if there are no legal obstacles from the mobile network provider, with regards to the fact that messages containing sensitive BTS data can be transported by the public message broker, this kind of modification is possible and desired; 2) such modification, as it is the most demanding for the message broker, is also the basic testing element in our work, see VI, points 2, 3, and 4. The following components are considered:
APPENDIX B COMPONENT DIAGRAM
• Camera drone -software installed on a drone equipped with a camera which transmits a video image from the area selected by rescuers after sending a drone;
• Animal -software installed in a GPS transmitter located on a dangerous or endangered animal, which helps to monitor its position;
• Sensor/Weather station -software installed in a weather station, which is responsible for reading the basic meteorological data (wind, fog, temperature, rain);
• BTS -software installed in terrestrial BTS stations located within the monitored area. It is additional software and is installed with the consent of mobile phone providers. The software generates additional data which allows us to find the physical location of the phone, see the remark related to the physical location in Section III, page 27131. These raw pieces of data are stored in the CDR-ext records.
• BTS drone -software installed in mobile BTS stations. Its basic functions are the same as in the case of the BTS component, the stations belong to the mobile phone provider but the drones themselves belong to the rescuers. They decide to send them in the case of danger or necessity or simply to obtain more precise data about mobile phone geolocation;
• Message broker -the main broker of the system, it takes part in the transmission of all types of data after their subscription;
• CDR-ext collecting -collecting the raw data, enriched by BTS and BTS drone components, about geolocation and storing them in Sink;
• Message collecting -collecting the raw data from meteorological measurements about the geolocation of animals fitted with GPS transmitters, and the video images, and storing them in Sink;
• Avalanches defining -specifying areas with an avalanche risk, assessing its level and storing them in Repository;
• Object locating -estimating the geophysical location of the objects within the monitored area on the basis of the raw data. These objects are -mobile phones (tourists) -data from BTS stations and animals with GPS transmitters, and -animals -objects with GPS transmitters; the data about these objects is stored in Repository;
• Environment reading -transforming the raw data from measurements (wind, fog, temperature, rain) stored in Sink into a format which can be accepted in the reasoning processes, see Table 1 , and storing them in Repository;
• Video streaming -forming the streams of videos from Sink messages and sending them to the output devices, these are the only types of data from Sink which are not transferred to Repository;
• Alerts defining -the logical conditions described by mountain rescuers for particular threat levels, see Table 5 ; VOLUME 6, 2018
• Reasoning manager -the main component which organises the decision-making processes, prepares the set of input data and calls SAT solvers as well as preparing threat reports;
• SAT solver -reasoning engine for classical propositional logical formulas, there can be many engines and, in some cases, the manager makes a decision about choosing one of them;
• Mobile app -displays the reports with smart decisions on mobile devices;
• Standalone app -displays the reports with smart decisions on stationary devices as well as the video streams from drones.
APPENDIX C PROOFS
Proof of Theorem 1: Algorithm 1 does not contain recursions. All instructions are precisely defined. Instructions in critical sections are simple, and the regions themselves are not nested, which could potentially result in a deadlock with other processes. Although, an infinite loop covering all instructions exists, its purpose is to symbolise readiness for constant processing, and can be changed into a loop with an exit condition or the break instruction when required. Algorithm 2 does not contain recursions. All instructions are precisely defined and the inner loop is performed a strictly prescribed number of times. Instructions in critical sections are simple. The infinite loop symbolises readiness for constant processing.
Algorithm 3 does not contain recursions. All instructions are precisely defined and the main loop is performed strictly, prescribed a number of times, its body also constitutes simple conditional statements. There are no operations on critical sections. At the end there is a sequence of the calls of another procedure (Algorithm 4).
Algorithm 4 does not contain recursions. All instructions are precisely defined. The loop is performed strictly, and prescribed a number of times. Outside the loop there are two calls of other procedures (one of them is related to the SAT solver, which is FindSAT).
Algorithm 5 does not contain recursions. It initiates some processes and a few variables. Instructions in critical sections are simple. Another procedure (Algorithm 3) is called. The infinite loop symbolises readiness for constant processing.
Algorithm 6 does not contain recursions or critical sections. The first external loop (lines 7-25) has an exit condition, which will be satisfied exactly once, when AuxTab in all positions will have the 3 value. The particular values of AuxTab change more on the left than the right side, see Table 19 , until value 3 is introduced in every position. The internal loop will always terminate. The second external loop (lines [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] processes, line by line, the previously generated file Template and will always terminate. The loop, which is internal in it, has well defined instructions and a finite number of iterations.
Proof of Theorem 2: Algorithm 1 mainly contains instructions with fixed costs. However, some of them, for example line 9 or 14, requires checking of the mobile phones list (MobilePhones). In total we get: c 1 · m + d 1 where m is a number of mobile phones, c 1 is a constant value and d 1 describes the fixed costs of the remaining instructions, finally the average value is (m). (Internal loop symbolises the constant readiness for data processing and does not influence its complexity).
Algorithm 2 has a dominant loop running through r trails which gives c 2 ·r, where c 2 is a constant value. In total we get: c 2 ·r +d 2 , where d 2 describes the fixed costs of the remaining instructions, finally the average value is (r). Nevertheless, the number of trails, in a particular case, is always fixed so we can talk about the fixed total costs s 2 ≡ c 2 · r which can even give s 2 + d 2 = (1).
Algorithm 3 runs certain operations in the loop on all mobile phones which gives costs c 3 · m, where m is a number of mobile phones and c 3 is a constant value. Taking into consideration the remaining instructions, from the point of view of this algorithm having total costs fixed d 3 , we get c 3 · m + d 3 and finally the average value is (m).
Algorithm 4 has a dominant loop processing all routes which, together with the copying operation on the phones, see line 5, leads to c 4 · r · m + d 4 , where r is a number of trails, m is a number of mobile phones, c 4 is a constant value and d 4 , includes the instructions about the fixed costs. Finally the average value is (r · m). Nevertheless, in a particular case, the number of trails is fixed so we can talk about the fixed total costs s 4 ≡ c 4 · r which can give s 4 · m + d 4 , and, as a result, even (m) as the average value.
Algorithm 5 has numerous instructions of the fixed cost. However, copying all mobile phones into the auxiliary variable, see line 10, leads to c 5 · m + d 5 , where m is a number of mobile phones, c 5 is a constant value and d 5 is fixed costs of the remaining instructions. The number of animals and endangered areas is essentially fixed and relatively small, and both copying operations related to that can be included in constant costs d 5 . Finally we have (m) as the average value.
Algorithm 6, discussed in VII, consists of two phases: lines 2-26 and 27-39. The first phase is based on building a template where every row of the template consists of s elements, and every s is a number from set: {1, 2, 3}. These three numbers represent three elements: difficulty, constraints, and objects, that is lines 7, 9, and 10, respectively, in Algorithm 4. Nevertheless, number s is a number of trails, or a number of iterations of line 11 in Algorithm 4. All rows, printed out row by row in line 9, differ from each other at least one element. Thus, the number of rows is 3 s . That is why the costs are equal to: c 6 · 3 s + d 6 , where c 6 is a constant value and d 6 symbolises the fixed costs of the remaining instructions within this phase. The second phase, after substituting the template elements by the particular subformulas, also gives c 6 · 3 s + d 6 , where c 6 and d 6 are similar as before. After summing up both phases we get the average value (3 s ).
Proof of Theorem 3:
We use the parenthesis structure to show the calling algorithm, or processes, in the entire system: A5(. . . , A1, A2, . . . , A3(. . . , A4, A4, A4, A4, . . .), . . .), where letter ''A'' is related to the particular algorithm and dots specify the instructions outside the calling point. Using Theorem 2, as well as all of the considerations in the particular proofs, we get the results as follows.
The complexity for the most nested sequence of callings of A4 is 4 · (r + 3 s ). When (r) = (1), then it is equivalent to (3 s ), which gives the following simplified structure: A5(. . . , A1, A2, . . . , A3(. . . , (3 s ), . . .) , . . .). Complexity for A3 is (m + (3 s )), that is (m + 3 s ), and taking into consideration A1 and A2, we get A5(. . . , (m), (r), . . . , (m + 3 s ), . . .). Assuming that (r) is equivalent to (1), finally, the complexity of the proposed system is (m + 3 s ).
APPENDIX D CONVERSION (DIMACS)
Algorithm 6 presents the direct conversion of the formulas generated in the proposed system, see Algorithm 4, line 15, to DIMACS format which will be necessary after calling FindSAT . This format is a standard input for CDCL-based SAT solvers. The algorithm works as follows. The input is a regular formula FormulaRegular. Its regularity is related to the fact that the basic part of the formula consists of three elements: difficulty, constraints, and objects, see (8) , and, in fact, it is a formula in DNF format. The main aim is to generate an equivalent CNF formula in the DIMACS format. FormulaDIMACS is an output file.
The first phase of the algorithm, from lines 2 to 26, is responsible for generating model Template, where every row consists of any sequence of length MaxR of numbers: 1 (for difficulties), 2 (for constraints), and 3 (for objects), where MaxR is a maximal number of routes taken into consideration, see (8) . Template has 3 MaxR rows. In the case analysed in this work it will be maximally 3 11 rows. The auxiliary variable AuxTab stores one row of the template which is saved and prepared in the loop, that is row by row, until the condition fin is satisfied. The variable is initiated in line 4 and this value, as the first one, is written to Template. An example for initialisation, see line 4, could be AuxTab[] = (1, 1, 1, 1) . Function lenSub returns the number of subformulas contained in (8)-like formulas, that is DNF formulas. In the analysed case, MaxR is the highest value which can be given back by function lenSub. When preparing the next template row, the elements on the left side change more than those on the right.
The sample output for the first phase of the algorithm is shown in Table 19 . It contains the generated template for a formula which consists of three subformulas. (The drawing itself is rotated due to the technical aspects in order to save space.)
The second phase of the algorithm, that is lines from 27 to 39, is responsible for generating the DIMACS formula. 32: sub := take the i-th subformula of 33: FormulaRegular; 34: num := translate AuxTab[i]-th component of sub 35: to numerics; 36: write(FormulaDIMACS, num); 37 The first phase of the algorithm, for a particular length of the formula, is performed only once. After which, we can use the template many times. The second phase can be used several times. The second phase, which ensures inserting particular variables to the template, is always executed when the algorithm is called.
APPENDIX E TECHNICAL INFORMATION
Technical information related to experiments presented in Section VI :
