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Abstract
We consider a time discretization of incompressible Navier-Stokes equations with
spatial periodic boundary conditions in the vorticity-velocity formulation. The ap-
proximation is based on freezing the velocity on time subintervals resulting in linear
parabolic equations for vorticity. Probabilistic representations for solutions of these
linear equations are given. At each time step, the velocity is expressed via vor-
ticity using a formula corresponding to the Biot–Savart-type law. We show that
the approximation is divergent free and of first order. The results are extended
to two-dimensional stochastic Navier-Stokes equations with additive noise, where,
in particular, we prove the first mean-square convergence order of the vorticity
approximation.
Keywords. Navier-Stokes equations, vorticity, numerical method, stochastic par-
tial differential equations, mean-square convergence.
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1 Introduction
Navier-Stokes equations (NSE), both deterministic and stochastic, are important for a
number of applications and, consequently, development and analysis of numerical meth-
ods for simulation of NSE are of significant interest. The theory and applications of
deterministic NSE can be found, e.g. in [6, 8, 15, 10, 28, 29] and for stochastic NSE – e.g.
in [9, 16, 18]. The literature on numerics for deterministic NSE is extensive [11, 27, 30]
(see also references therein) while the literature on numerics for stochastic NSE is still
rather sparse, let us mention [5, 3, 2, 7, 26].
In this paper we consider incompressible NSE in the vorticity-velocity formulation
with periodic boundary conditions (see, e.g. [15] for the deterministic case and [12] for
the stochastic one). In the deterministic case we deal with both two-dimensional and
three-dimensional NSE, in the stochastic case we are interested in two-dimensional NSE
with additive noise. We study their time discretization which is based on freezing the
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velocity at every time step. Consequently, at every step we just need to solve a system
of linear parabolic PDEs. To compute the velocity, we express it via the vorticity field,
i.e. we derive a periodic version of Biot-Savart’s law (see e.g. [15, p. 50 and p. 71]). The
constructed approximations of both vorticity and velocity are divergent free. We prove
convergence theorems for the suggested approximation. The second part of the paper
deals with NSE with additive noise.
The paper is organised as follows. We introduce function spaces required, recall the
Helmholtz-Hodge decomposition, and derive the periodic version of Biot-Savart’s law
in Section 2. In the deterministic case we suggest to use probabilistic representations
together with ideas of weak-sense numerical integration of SDEs for solving the system of
linear parabolic PDEs at every step of the time discretization. In Section 3, we present
probabilistic representations appropriate for this task which are based on [19] (see also
[22, 23]). The numerical method is proposed and analysed in Section 4, where in particular
its first order convergence in L2-norm is proved. Then the ideas of Section 4 are transferred
over to the case of NSE with additive noise in Section 5, including a proof of first-order
mean-square convergence of the time-discretization of the stochastic NSE in the vorticity-
velocity formulation. Ideas used in the proof are of potential interest for convergence
analysis of numerical methods for a wider class of semilinear SPDEs.
2 Preliminaries
In the first part of this paper (Sections 3 and 4), we consider the two- and three-
dimensional deterministic incompressible NSE for velocity v and pressure q with space
periodic conditions:
∂v
∂s
+ (v,∇)v +∇q −
σ2
2
∆v = F, (2.1)
div v = 0. (2.2)
In (2.1)-(2.2) we have 0 < s ≤ T, x ∈ Rn, v ∈ Rn, F ∈ Rn, n = 2, 3, q is a scalar. The
velocity vector v = (v1, . . . , vn)⊤ satisfies initial conditions
v(0, x) = ϕ(x) (2.3)
and spatial periodic conditions
v(s, x+ Lei) = v(s, x), i = 1, . . . , n, 0 ≤ s ≤ T. (2.4)
Here divϕ = 0, {ei} is the canonical basis inR
n, and L > 0 is the period. For simplicity in
writing, the periods in all the directions are taken to be equal. The function F = F (s, x)
and pressure q = q(s, x) are assumed to be spatial periodic as well.
In what follows we will consider the deterministic NSE with negative direction of
time which is convenient for probabilistic representations considered in Section 3. By an
appropriate change of the time variable and functions, the NSE (2.1)-(2.2) with positive
direction of time can be rewritten in the form:
∂u
∂t
+
σ2
2
∆u− (u,∇)u−∇p+ f = 0, (2.5)
div u = 0, (2.6)
2
where 0 ≤ t < T, x ∈ Rn, u ∈ Rn, f ∈ Rn, n = 2, 3, the pressure p is a scalar. The
velocity vector u = (u1, . . . , un)⊤ satisfies the terminal condition
u(T, x) = ϕ(x) (2.7)
and spatial periodic conditions
u(t, x+ Lei) = u(t, x), i = 1, . . . , n, 0 ≤ t ≤ T. (2.8)
Throughout the paper we will assume that this problem has a unique, sufficiently smooth
classical solution. In the two-dimensional case (n = 2) the corresponding theory is avail-
able, e.g. in [10, 15]. In the remaining part of this preliminary section we recall the
required function spaces [8, 28, 29] and write the NSE in vorticity formulation.
2.1 Function spaces and the Helmholtz-Hodge decomposition
Let {ei} be the canonical basis inR
n.We shall consider spatial periodic n-vector functions
u(x) = (u1(x), . . . , un(x))⊤ in Rn : u(x + Lei) = u(x), i = 1, . . . , n, where L > 0 is the
period in ith direction. Denote by Q = (0, L]n the cube of the period. We denote by
L2(Q) the Hilbert space of functions on Q with the scalar product and the norm
(u, v) =
∫
Q
n∑
i=1
ui(x)vi(x)dx, ‖u‖ = (u, u)1/2.
We keep the notation | · | for the absolute value of numbers and for the length of
n-dimensional vectors, for example,
|u(x)| = [(u1(x))2 + · · ·+ (un(x))2]1/2.
We denote by Hmp (Q), m = 0, 1, . . . , the Sobolev space of functions which are in
L2(Q), together with all their derivatives of order less than or equal to m, and which are
periodic functions with the period Q. The space Hmp (Q) is a Hilbert space with the scalar
product and the norm
(u, v)m =
∫
Q
n∑
i=1
∑
[αi]≤m
Dα
i
ui(x)Dα
i
vi(x)dx, ‖u‖m = [(u, u)m]
1/2,
where αi = (αi1, . . . , α
i
n), α
i
j ∈ {0, . . . , m}, [α
i] = αi1 + · · ·+ α
i
n, and
Dα
i
= D
αi1
1 · · ·D
αin
n =
∂[α
i]
∂(x1)α
i
1 · · ·∂(xn)αin
, i = 1, . . . , n.
Note that H0p(Q) = L
2(Q).
Introduce the Hilbert subspaces of Hmp (Q) :
Vmp = {v : v ∈ H
m
p (Q), div v = 0}, m > 0,
V0p = the closure of V
m
p , m > 0 in L
2(Q).
3
Denote by P the orthogonal projection inHmp (Q) onto V
m
p (we omit m in the notation
P here). The operator P is often called the Leray projection. Due to the Helmholtz-Hodge
decomposition, any function u ∈ Hmp (Q) can be represented as
u = Pu+∇g, divPu = 0,
where g = g(x) is a scalar Q-periodic function such that ∇g ∈ Hmp (Q). It is natural to
introduce the notation P⊥u := ∇g and hence write
u = Pu+ P⊥u
with
P⊥u ∈ (Vmp )
⊥ = {v : v ∈ Hmp (Q), v = ∇g}.
Let
u(x) =
∑
n∈Zn
une
i(2pi/L)(n,x), g(x) =
∑
n∈Zn
gne
i(2pi/L)(n,x), g0 = 0, (2.9)
Pu(x) =
∑
n∈Zn
(Pu)ne
i(2pi/L)(n,x), P⊥u(x) = ∇g(x) =
∑
n∈Zn
(P⊥u)ne
i(2pi/L)(n,x)
be the Fourier expansions of u, g, Pu, and P⊥u = ∇g. Here un, (Pu)n, and (P
⊥u)n =
(∇g)n are n-dimensional vectors and gn are scalars. We note that g0 can be any real
number but for definiteness we set g0 = 0 without loss of generality [10]. The coefficients
(Pu)n, (P
⊥u)n, and gn can be easily expressed in terms of un :
(Pu)n = un −
u⊤
n
n
|n|2
n, (P⊥u)n = i
2pi
L
gnn =
u⊤
n
n
|n|2
n, (2.10)
gn = −i
L
2pi
u⊤
n
n
|n|2
, n 6= 0, g0 = 0.
We have
∇ei(2pi/L)(n,x) = nei(2pi/L)(n,x) · i
2pi
L
,
hence une
i(2pi/L)(n,x) ∈ Vmp if and only if (un,n) = 0. We obtain from here that the
orthogonal basis of the subspace (Vmp )
⊥ consists of nei(2pi/L)(n,x), n ∈ Zn, n 6= 0; and
an orthogonal basis of Vmp consists of kune
i(2pi/L)(n,x), k = 1, . . . , n − 1, n ∈ Zn, where
under n 6= 0 the vectors kun are orthogonal to n : (kun,n) = 0, k = 1, . . . , n − 1, and
they are orthogonal among themselves: (kun, mun) = 0, k,m = 1, . . . , n − 1, m 6= k,
and finally, for n = 0, the vectors ku0, k = 1, . . . , n, are orthogonal. In particular, in the
two-dimensional case (n = 2), these bases are, correspondingly (for n 6= 0):[
n1
n2
]
ei(2pi/L)(n,x) and
[
−n2
n1
]
ei(2pi/L)(n,x), n = (n1, n2)
⊤. (2.11)
We shall consider the case of zero space average (see e.g. [10]), i.e. when∫
Q
u(x) = 0. (2.12)
In this case the Fourier series expansion for u(x) does not contain the constant term and∑
n∈Zn in (2.9) can be replaced by
∑
n∈Zn,n6=0, which in what follows we will write as
simply
∑
.
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We recall Parseval’s identity
‖u‖2 =
∫
Q
|u(x)|2dx = Ln
∑
|un|
2, n = 2, 3. (2.13)
We also note the following two relationships. Since the vector field u = u(x) is real valued,
we have
u−n = u¯n, n ∈ Z
n, n 6= 0,
where u¯n denotes the complex conjugate of un. The divergence-free condition reads
u⊤
n
n = (un,n) =
n∑
k=1
uk
n
nk = 0, n = 2, 3.
We will need the following estimate for the tri-linear form (see [6, p. 50, eq. (6.10)]
or [29, p. 12, eq. (2.29)]):
|((v,∇)u, g)| ≤ K‖v‖m1‖u‖m2+1‖g‖m3, (2.14)
where K > 0 is a constant, m1, m2 and m3 are such that m1 + m2 + m3 ≥ n/2 and
(m1, m2, m3) 6= (0, 0, n/2), (0, n/2, 0), (n/2, 0, 0), and u, v, g are arbitrary functions from
the corresponding spaces. Further, we recall the standard interpolation inequality for
Sobolev spaces (see e.g. [29, p. 11]):
‖u‖m ≤ ‖u‖
1−l
m1
‖u‖lm2, (2.15)
where m = (1 − l)m1 + lm2, m1, m2 ≥ 0, l ∈ (0, 1), and u ∈ H
max(m1,m2)
p (Q). For any
c > 0, we get from (2.15) and Young’s inequality:
‖u‖2m ≤ ‖u‖
2−2l
m1 ‖u‖
2l
m2 ≤ (1− l)c‖u‖
2
m1 + lc
1− 1
l ‖u‖2m2 . (2.16)
Let us take m1 = 1, m2 = 0 and m3 = 1/2 in (2.14), then, using (2.16), we get (see also
[12, p. 1028, eq. (A6)]) for any c1 > 0 and c2 > 0:
|((v,∇)u, g)| ≤ K‖v‖1‖u‖1‖g‖1/2 ≤
K2
4c1
‖g‖21/2 + c1‖v‖
2
1‖u‖
2
1 (2.17)
≤
K2
4c1
‖g‖21/2 + c1‖v‖
2
1‖u‖
2
1
≤ c2‖g‖
2
1 +
K4
64c21c2
‖g‖2 + c1‖v‖
2
1‖u‖
2
1,
where we used (2.16) with m = 1/2, m1 = 1, m2 = 0 and l = 1/2 (fractional H
m
p (Q)
spaces are defined in the usual way via the Fourier series expansions, see e.g. [29, pp.
7-8]).
We also recall (see e.g. [10, p. 20 eq. (4.14) ]) Poincare’s inequality for functions
u ∈ H1p(Q) satisfying (2.12):
||u|| ≤ α||∇u|| (2.18)
for some constant α > 0 which depends only on the shape of Q and on the period L. We
note that here and in what follows: when u(x) is a vector, ∇u(x) means the matrix with
elements ∂ui/∂xj and ||∇u|| means L2-norm of the Frobenius norm of the matrix ∇u(x).
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2.2 Equation for vorticity
Introduce the vorticity ω :
ω =

 ω1ω2
ω3

 := curl u = curl

 u1u2
u3

 =

 i j k∂
∂x1
∂
∂x2
∂
∂x3
u1 u2 u3

 =

 ∂u
3
∂x2
− ∂u
2
∂x3
∂u1
∂x3
− ∂u
3
∂x1
∂u2
∂x1
− ∂u
1
∂x2

 . (2.19)
We note that (2.19) implies div ω = 0.
Taking the curl of equation (2.5) gives the evolution equation for the vorticity ω =
curl u :
∂ω
∂t
− (u,∇)ω + (ω,∇)u+
σ2
2
∆ω + g = 0, (2.20)
where g = curl f. From (2.7)-(2.8), we get
ω(T, x) = curlϕ(x) := φ(x) (2.21)
and spatial periodic conditions
ω(t, x+ Lei) = ω(t, x), i = 1, . . . , n, 0 ≤ t ≤ T. (2.22)
Analogously to (2.9), we write the Fourier expansion for ω :
ω(t, x) =
∑
ωn(t)e
i(2pi/L)(n,x), (2.23)
where
ωn(t) =
1
Ln
(
ω(t, ·), ei(2pi/L)(n,·)
)
=
1
Ln
∫
Q
ω(t, x)e−i(2pi/L)(n,x)dx, n ∈ Zn, n 6= 0.
Substituting the Fourier expansions for ω and u in (2.19), we obtain
ω =


∑
ω1
n
(t)ei(2pi/L)(n,x)∑
ω2
n
(t)ei(2pi/L)(n,x)∑
ω3
n
(t)ei(2pi/L)(n,x)

 = i2pi
L


∑
(u3
n
(t)n2 − u2
n
(t)n3) ei(2pi/L)(n,x)∑
(u1
n
(t)n3 − u3
n
(t)n1) ei(2pi/L)(n,x)∑
(u2
n
(t)n1 − u1
n
(t)n2) ei(2pi/L)(n,x)

 . (2.24)
The equality (2.24) gives for any n 6= 0 the equations with respect to uk
n
, k = 1, 2, 3 :
n2u3
n
− n3u2
n
= −
iL
2pi
ω1
n
(2.25)
n3u1
n
− n1u3
n
= −
iL
2pi
ω2
n
n1u2
n
− n2u1
n
= −
iL
2pi
ω3
n
.
Thanks to div u = 0 and div ω = 0, we also have for any n :
n1u1
n
+ n2u2
n
+ n3u3
n
= 0 (2.26)
n1
n
ω1
n
+ n2ω2
n
+ n3ω3
n
= 0 . (2.27)
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Due to the property (2.27), the system (2.25)-(2.26) with respect to uk
n
is compatible.
It is not difficult to prove directly that the solution of this system is unique. This also
follows from the two observations that the vector field une
i(2pi/L)(n,x) is solenoidal because
it is divergence-free and that in the case of ωk
n
= 0, k = 1, 2, 3, the field is irrotational,
i.e. potential. But if a vector field is simultaneously solenoidal and potential, it is trivial,
i.e. un = 0. Thus, the homogeneous system corresponding to (2.25)-(2.26) has the trivial
solution only, and hence the solution to the system (2.25)-(2.26) exists and it is unique.
Our nearest goal consists in solving this system, i.e., in expressing u via ω.We observe
that
curl u = ω, (2.28)
div u = 0. (2.29)
Proposition 2.1 For a sufficiently smooth ψ, let divψ = 0. Then
curl[− curlψ] = ∆ψ. (2.30)
Proof. The first component of the vector curl[− curlψ] is equal to
−
∂2ψ2
∂x1∂x2
+
∂2ψ1
(∂x2)2
+
∂2ψ1
(∂x3)2
−
∂2ψ3
∂x1∂x3
=
∂
∂x1
(−
∂ψ2
∂x2
−
∂ψ3
∂x3
) +
∂2ψ1
(∂x2)2
+
∂2ψ1
(∂x3)2
.
Because of the condition divψ = 0, this component is equal to ∆ψ1. Analogously, the
second and third components are equal to ∆ψ2 and ∆ψ3, correspondingly. The proposition
is proved.
Let us look for u in the form
u = − curlψ, (2.31)
where divψ = 0. Due to (2.28)-(2.30), we now have to solve
∆ψ = ω, ω =
∑
ωne
i(2pi/L)(n,x). (2.32)
Equation (2.32) is solvable (uniquely, if we assume ψ0 = 0):
ψ =
∑
ψne
i(2pi/L)(n,x), ψn = −
ωnL
2
4pi2|n|2
,
i.e.,
ψj
n
= −
ωj
n
L2
4pi2|n|2
, j = 1, 2, 3.
Hence, using (2.31), we have
u = − curlψ =
Li
2pi


∑
1
|n|2
ei(2pi/L)(n,x)(ω3
n
n2 − ω2
n
n3)∑
1
|n|2
ei(2pi/L)(n,x)(ω1
n
n3 − ω3
n
n1)∑
1
|n|2
ei(2pi/L)(n,x)(ω2
n
n1 − ω1
n
n2)

 := Uω, (2.33)
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where U is a linear operator. It is not difficult to verify that the equality div u = 0
(see (2.29)) holds for u from (2.33) under arbitrary ω. However, the equality (2.28) is
not fulfilled by u from (2.33) for arbitrary ω. But the considered ω is not arbitrary, it is
divergent free and we show below that for a divergent-free ω the equality (2.28) is satisfied
by u from (2.33).
For u from (2.33), we get
curl u = −


∑
1
|n|2
ei(2pi/L)(n,x)[−ω1
n
((n2)2 + (n3)2) + n1(n2ω2
n
+ n3ω3
n
)]∑
1
|n|2
ei(2pi/L)(n,x)[−ω2
n
((n1)2 + (n3)2) + n2(n1ω1
n
+ n3ω3
n
)]∑
1
|n|2
ei(2pi/L)(n,x)[−ω3
n
((n1)2 + (n2)2) + n3(n1ω1
n
+ n2ω2
n
)]

 .
Recall that (2.27) holds for a divergent-free ω. Then, using (2.27), we have
n1(n2ω2
n
+ n3ω3
n
) = −(n1)2ω1
n
n2(n1ω1
n
+ n3ω3
n
) = −(n2)2ω2
n
n3(n1ω1
n
+ n2ω2
n
) = −(n3)2ω3
n
and therefore
curl u =


∑
1
|n|2
ei(2pi/L)(n,x)ω1
n
|n|2∑
1
|n|2
ei(2pi/L)(n,x)ω2
n
|n|2∑
1
|n|2
ei(2pi/L)(n,x)ω3
n
|n|2

 ,
i.e., curl u = ω. Thus, the following theorem is proved.
Theorem 2.1 The velocity field u (with u0 = 0) is determined explicitly through vorticity
field ω = curl v by formula (2.33). The closed-form equation for ω is given by
∂ω
∂t
− (Uω,∇)ω + (ω,∇)Uω +
σ2
2
∆ω + g = 0, (2.34)
where U is from (2.33).
This theorem is related to analogous results for periodic 2D flows (see [15, p. 50]) and
for flows in the whole space (see [15, p. 71]).
Let us mention the corresponding formulas in the 2D case, for which we have
u(x) =

 u1(x1, x2)u2(x1, x2)
0

 =∑

 u1nu2
n
0

 ei(2pi/L)(n1x1+n2x2),
i.e., u1(x) and u2(x) are independent of x3 and u3 = 0. Hence
ω =

 ω1ω2
ω3

 =

 00
∂u2
∂x1
− ∂u
1
∂x2

 .
We shall denote the scalar ω3(x) as ω(x) = ∂u
2
∂x1
(x)− ∂u
1
∂x2
(x) and the two dimensional vector
(u1(x1, x2), u2(x1, x2))⊺ as u(x). This does not lead to confusion. We have div u(x) =
∂u1
∂x1
(x) + ∂u
2
∂x2
(x) = 0, i.e., u1
n
n1 + u2
n
n2 = 0 for any n = (n1,n2), and
ω(x) =
∑
ωne
i(2pi/L)(n1x1+n2x2),
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where
ωn = i
2pi
L
(u2
n
n1 − u1
n
n2).
Due to (2.33), u is expressed through ω :
u(x) =
Li
2pi
[ ∑
1
|n|2
ei(2pi/L)(n,x)ωnn
2
−
∑
1
|n|2
ei(2pi/L)(n,x)ωnn
1
]
:= Uω. (2.35)
Clearly, (ω,∇)u = 0 in the 2D case. Hence (2.20) takes the form
∂ω
∂t
− u1(t, x)
∂ω
∂x1
(t, x)− u2(t, x)
∂ω
∂x2
(t, x) +
σ2
2
∆ω(t, x) + g(t, x1, x2) = 0. (2.36)
Example 2.1 Consider the Stokes equation with negative direction of time:
∂u
∂t
+
σ2
2
∆u−∇p+ f = 0 (2.37)
with the conditions (2.6)-(2.8). In this case the vorticity ω(t, x) satisfies the equation
∂ω
∂t
+
σ2
2
∆ω + g = 0, (2.38)
where g(t, x) =
∑
gne
i(2pi/L)(n,x). Substituting the Fourier expansions for ω and g in (2.38),
we get
∑
ω′
n
(t)ei(2pi/L)(n,x) +
σ2
2
∑
ωn(t)
(
−
4pi2
L2
)
|n|2ei(2pi/L)(n,x) +
∑
gne
i(2pi/L)(n,x) = 0,
whence
dωk
n
dt
−
2pi2σ2
L2
|n|2ωk
n
+ gk
n
= 0, ωk
n
(T ) = φk
n
,
where φn are the Fourier coefficients for φ := curlϕ. Hence
ωk
n
(t) = φk
n
exp
(
2pi2σ2
L2
|n|2(t− T )
)
+
∫ T
t
exp
(
2pi2σ2
L2
|n|2(t− s)
)
gk
n
(s)ds.
In future we will need the following estimates. One can obtain from (2.33) that for
m ≥ 1
||u||m = ||Uω||m ≤ K||ω||m−1 (2.39)
for some K > 0. Further, we note that
||ω||21 = ||ω||
2 + ||∇ω||2 (2.40)
and then by (2.18)
||ω||21 ≤ K||∇ω||
2 (2.41)
for someK > 0. Using (2.17), (2.39), (2.40) and (2.41), we get for ω, v, g from appropriate
spaces and arbitrary c1 > 0 and c2 > 0 :
|((Uω,∇)v, g)| ≤ c2‖g‖
2
1 +
K4
64c21c2
‖g‖2 + c1‖Uω‖
2
1‖v‖
2
1 (2.42)
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≤ c2||∇g||
2 + (c2 +
K4
64c21c2
)‖g‖2 +Kc1‖ω‖
2‖∇v‖2
= c2||∇g||
2 +K‖g‖2 + c3‖ω‖
2‖∇v‖2,
where in the third line c3 > 0 is an arbitrary constant and K > 0 is some constant
dependent on c2 and c3 (it differs from K > 0 in the first and second line but this should
not cause any confusion).
3 Probabilistic representations of solutions to linear
systems of parabolic equations with application to
vorticity equations
In this section we derive probabilistic representations for systems of parabolic equations
based on the approach developed in [19]. They can be used for constructing probabilis-
tic methods for NSE in vorticity-velocity formulation (2.20) (see probabilistic numerical
methods for semilinear PDEs in e.g. [21, 23] and for NSE in velocity formulation in e.g.
[25]). For this purpose, it is useful to have a wide class of such probabilistic representa-
tions, and, in addition to [19], we also exploit ideas from [22, 23]. Note that we obtain
more general probabilistic representations than in [4].
3.1 The basic probabilistic representation
We consider the following Cauchy problem for system of parabolic equations
∂uk
∂t
+
1
2
n∑
i,j=1
[
l∑
r=1
σrσ
⊤
r
]ij
∂2uk
∂xi∂xj
+
n∑
i=1
m∑
j=1
(
l∑
r=1
[σr]
i[ϑr]
jk
)
∂uj
∂xi
(3.1)
+
n∑
i=1
ai
∂uk
∂xi
+ [B⊤u]k + fk = 0, k = 1, . . . , m,
u(T, x) = ϕ(x). (3.2)
Introduce the system of SDEs
dX = a(s,X)ds+
l∑
r=1
σr(s,X)dwr(s), X(t) = x, (3.3)
dY = B(s,X)Y ds+
l∑
r=1
ϑr(s,X)Y dwr(s), Y (t) = y. (3.4)
In (3.1)-(3.4), 0 ≤ t ≤ s ≤ T ; x and X are column-vectors of dimension n; y and Y
are column-vectors of dimension m; wr, r = 1, . . . , l, are independent standard Wiener
processes; a(s, x) and σr(s, x) are column-vectors of dimension n; B(s, x) and ϑr(s, x)
are m ×m - matrices; u(s, x), f(s, x), and ϕ(x) are column-vector of dimension m with
components uk, fk, ϕk, k = 1, . . . , m. We assume that there exist a sufficiently smooth
solution of the problem (3.1)-(3.2) and a unique solution of the problem (3.3)-(3.4).
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Introduce the process
ξt,x,y(s) =
∫ s
t
f⊤(s′, Xt,x(s
′))Yt,x,y(s
′)ds′ + u⊤(s,Xt,x(s))Yt,x,y(s). (3.5)
Using Ito’s formula, we get
dξ =
m∑
k=1
fkY kds+ d(u⊤Y ), (3.6)
d(u⊤Y ) =
m∑
k=1
d[ukY k] =
m∑
k=1
∂uk
∂s
Y kds+
m∑
k=1
n∑
i=1
∂uk
∂xi
[aids+
l∑
r=1
σirdwr(s)]Y
k (3.7)
+
1
2
m∑
k=1
n∑
i,j=1
∂2uk
∂xi∂xj
l∑
r=1
σirσ
j
rds · Y
k +
m∑
k=1
uk[BY ]kds
+
m∑
k=1
uk
[
l∑
r=1
ϑrY dwr(s)
]k
+
m∑
k=1
n∑
i=1
∂uk
∂xi
dX idY k.
Further,
m∑
k=1
uk[BY ]kds =
m∑
k=1
[B⊤u]kY k, (3.8)
m∑
k=1
n∑
i=1
∂uk
∂xi
dX idY k =
m∑
k=1
n∑
i=1
∂uk
∂xi
l∑
r=1
σirdwr(s)
l∑
r′=1
m∑
j=1
ϑkjr′ Y
jdwr′(s) (3.9)
=
m∑
k=1
n∑
i=1
∂uk
∂xi
l∑
r=1
m∑
j=1
σirϑ
kj
r Y
jds =
m∑
k=1
(
n∑
i=1
m∑
j=1
l∑
r=1
σirϑ
jk
r
∂uj
∂xi
)Y kds.
In (3.6)-(3.9) all the coefficients and functions have s, Xt,x(s) as their arguments.
Substituting (3.7)-(3.9) in (3.6) and taking into account that u is a solution of (3.1),
we get
dξ =
l∑
r=1
m∑
k=1
(uk(ϑrY )
k +
n∑
i=1
∂uk
∂xi
σirY
k)dwr(s). (3.10)
It is known that if
E
∫ T
t
l∑
r=1
[
m∑
k=1
(uk(ϑrY )
k +
n∑
i=1
∂uk
∂xi
σirY
k)
]2
ds <∞ (3.11)
then
E
∫ T
t
l∑
r=1
m∑
k=1
(uk(ϑrY )
k +
n∑
i=1
∂uk
∂xi
σirY
k)dwr(s) = E[ξt,x,y(T )− ξt,x,y(t)] = 0. (3.12)
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At the same time (see (3.5))
ξt,x,y(T )− ξt,x,y(t) =
∫ T
t
f⊤(s′, Xt,x(s
′))Yt,x,y(s
′)ds′ + ϕ⊤(Xt,x(T ))Yt,x,y(T )− u
⊤(t, x)y.
(3.13)
Hence
u⊤(t, x)y = E
[∫ T
t
f⊤(s′, Xt,x(s
′))Yt,x,y(s
′)ds′ + ϕ⊤(Xt,x(T ))Yt,x,y(T )
]
. (3.14)
So, we have obtained that under certain conditions ensuring existence of a sufficiently
smooth solution of (3.1)-(3.2), existence and uniqueness of solution of (3.3)-(3.4), and
boundedness (3.11), the probabilistic representation of the solution to the problem (3.1)-
(3.2) is given by formula (3.14).
3.2 A family of probabilistic representations
Now we restrict ourselves to the case ϑr = 0, r = 1, . . . , l, i.e. (see (3.1)-(3.4)):
∂uk
∂t
+
1
2
n∑
i,j=1
[
l∑
r=1
σrσ
⊤
r
]ij
∂2uk
∂xi∂xj
+
n∑
i=1
ai
∂uk
∂xi
+ [B⊤u]k + fk = 0, k = 1, . . . , m, (3.15)
u(T, x) = ϕ(x), (3.16)
and
dX = a(s,X)ds+
l∑
r=1
σr(s,X)dwr(s), X(t) = x, (3.17)
dY = B(s,X)Y ds, Y (t) = y. (3.18)
Introduce the system
dX = a(s,X)ds−
l∑
r=1
µr(s,X)σr(s,X)ds+
l∑
r=1
σr(s,X)dwr(s), X(t) = x, (3.19)
dY = B(s,X)Y ds, Y (t) = y, (3.20)
dQ =
l∑
r=1
µr(s,X)Qdwr(s), Q(t) = 1, (3.21)
dZ = Qf⊤(s,X)Y ds+Q
l∑
r=1
F⊤r (s,X)Y dwr(s), Z(t) = 0. (3.22)
In (3.19)-(3.22) µr, Q, and Z are scalars; Fr, r = 1, . . . , l, are column-vectors of dimension
m; µr and Fr are arbitrary functions, however, with good analytical properties.
Introduce the process
ηt,x,y(s) = Qt,x,y,1(s)u
⊤(s,Xt,x(s))Yt,x,y(s) + Zt,x,y,1,0(s). (3.23)
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Using Ito’s formula and taking into account that u is a solution of (3.15), we get that
under arbitrary µr and Fr
dη =
l∑
r=1
Q·(
n∑
i=1
∂u⊤
∂xi
σir + µru
⊤ + F⊤r )Y dwr(s). (3.24)
If
E
∫ T
t
l∑
r=1
[
Q·(
n∑
i=1
∂u⊤
∂xi
σir + µru
⊤ + F⊤r )Y
]2
ds <∞ (3.25)
then
E
∫ T
t
l∑
r=1
Q·(
n∑
i=1
∂u⊤
∂xi
σir + µru
⊤ + F⊤r )Y dwr(s) = E(ηt,x,y(T )− ηt,x,y(t)) = 0. (3.26)
We have
ηt,x,y(T )− ηt,x,y(t) = Q(T )ϕ
⊤(Xt,x(T ))Y (T )− u(t, x)y (3.27)
+
∫ T
t
Qt,x,y,1(s
′)f⊤(s′, Xt,x(s
′))Yt,x,y(s
′)ds′
+
∫ T
t
Qt,x,y,1(s
′)
l∑
r=1
F⊤r (s
′, Xt,x(s
′))Yt,x,y(s
′)dwr(s
′).
Under the natural assumption
E
[∫ T
t
Qt,x,y,1(s
′)
l∑
r=1
F⊤r (s
′, Xt,x(s
′))Yt,x,y(s
′)dwr(s
′)
]
= 0,
using (3.26) and (3.27), we obtain the family of probabilistic representations for the solu-
tion of (3.15)-(3.16):
u⊤(t, x)y = E
[
Qt,x,y,1(T )ϕ
⊤(Xt,x(T ))Yt,x,y(T ) +
∫ T
t
Qt,x,y,1(s
′)f⊤(s′, Xt,x(s
′))Yt,x,y(s
′)ds′
]
,
(3.28)
where the expressions under sign E depend on a choice of µr and Fr. We see that the
expectation of ηt,x,y(T ) in the right hand side of (3.28) is equal to u(t, x)y and it is
independent of a choice of µr and Fr. At the same time, the variance V ar[ηt,x,y(T )] does
depend on µr and Fr.
3.3 Probabilistic representations for the vorticity
System (2.20) has the form of (3.15) with m = 3, n = 3,
σ1 =

 σ0
0

 , σ2 =

 0σ
0

 , σ3 =

 00
σ

 ,
a(t, x) = −

 u1(t, x)u2(t, x)
u3(t, x)

 , B⊤ =

 ∂u1/∂x1 ∂u1/∂x2 ∂u1/∂x3∂u2/∂x1 ∂u2/∂x2 ∂u2/∂x3
∂u3/∂x1 ∂u3/∂x2 ∂u3/∂x3

 ,
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with ω instead of u and g instead of f, σ is a positive constant, i.e., the more detailed
writing of (2.20) has the form:
∂ωk
∂t
+
1
2
σ2∆ωk −
3∑
i=1
ui(t, x)
∂ωk
∂xi
+
3∑
i=1
∂uk
∂xi
(t, x)ωi + gk(t, x) = 0, (3.29)
ωk(T, x) = φk(x), k = 1, 2, 3. (3.30)
Let us put µr(s, x) = −a
r(s, x), F r(s, x) = 0 in the family of representations (3.19)-
(3.22), (3.28) for the problem (3.29)-(3.30). We get
dX i = σdwi(s), X
i(t) = xi, i = 1, 2, 3, (3.31)
dY i =
3∑
j=1
∂uj
∂xi
(s,X)Y jds, Y i(t) = yi, i = 1, 2, 3, (3.32)
dQ = −Q
3∑
j=1
uj(s,X)dwj(s), Q(t) = 1, (3.33)
dZ = Q
3∑
j=1
gj(s,X)Y jds, Z(t) = 0, (3.34)
ω⊤(t, x)y = E
[
Qt,x,y,1(T )φ
⊤(Xt,x(T ))Yt,x,y(T ) + Zt,x,y,1,0(T )
]
. (3.35)
The components ω1, ω2, ω3 of ω are obtained from (3.35) under y equal subsequently to
(1, 0, 0)⊤, (0, 1, 0)⊤, (0, 0, 1)⊤.
Example 3.1 (The Monte Carlo calculation of the Fourier coefficients) Due to (2.23),
we have
ωj
n
(t) =
1
L3
(
ωj(t, x), ei(2pi/L)(n,x)
)
(3.36)
=
1
L3
∫
Q
ωj(t, x)e−i(2pi/L)(n,x)dx, n ∈ Z3, n 6= 0, j = 1, 2, 3.
Let ξ be a random variable uniformly distributed on Q. Then (3.36) can be written as
ωj
n
(t) = E
[
ωj(t, ξ)e−i(2pi/L)(n,ξ)
]
,
where the expectation can be approximated using the Monte Carlo technique and hence
ωj
n
(t)
.
=
1
M
M∑
m=1
ωj(t, ξ(m))e−i(2pi/L)(n,ξ
(m))
with ξ(m) being independent realizations of ξ. In turn, every ω(t, ξ(m)) can be computed
by applying the Monte Carlo technique and weak-sense approximation of SDEs to the
representation (3.28), (3.31)-(3.35).
4 Approximation method based on vorticity
Let us introduce a uniform partition of the time interval [0, T ]: 0 = t0 < t1 < · · · < tN = T
and the time step h = T/N (we restrict ourselves to the uniform time discretization for
simplicity only). In this section we derive an approximation for the vorticity (Section 4.1)
and study its properties (divergence free property in Section 4.2, one-step error in Sec-
tion 4.3, and global convergence in Section 4.4).
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4.1 Construction of the method
Let ω(tk+1, x), k = 0, . . . , N − 1, be known exactly. Then u(tk+1, x) can be calculated
exactly due to (2.33): u(tk+1, x) = Uω(tk+1, x). The formula (3.35),
ω⊤(tk, x)y = E
[
Qtk ,x,y,1(tk+1)ω
⊤(tk+1, Xtk,x(tk+1))Ytk,x,y(tk+1) + Ztk,x,y,1,0(tk+1)
]
, (4.1)
gives the value of the solution of (2.20) at tk assuming that u(t, x), tk ≤ t < tk+1, is
known exactly. We note that knowing this u(t, x) is necessary for equations (3.32)-(3.33).
Let us replace the unknown u(t, x) in (3.29) by the function
uˆ(t, x) := u(tk+1, x) := uˆ(x), tk ≤ t < tk+1. (4.2)
As an approximation of ω(t, x) on tk ≤ t ≤ tk+1, we take ω˜(t, x) satisfying the system
∂ω˜i
∂t
+
σ2
2
∆ω˜i −
3∑
j=1
uˆj(x)
∂ω˜i
∂xj
+
3∑
i=1
∂uˆi
∂xj
(x)ω˜j + g(t, x) = 0, tk ≤ t < tk+1, (4.3)
ω˜i(tk+1, x) = ω
i(tk+1, x), ω˜
i(tk+1, x+ Lej) = ω˜
i(tk+1, x), j = 1, 2, 3,(4.4)
i = 1, 2, 3.
We observe that (4.3)-(4.4) can be also obtained from (3.29) by freezing the velocity u(t, x)
on every time step according to (4.2).
Now we propose the method for solving the problem (2.5)-(2.8) with negative direction
of time. On the first step of the method we set
ω˜(tN , x) = curl u(tN , x) = φ(x) = curlϕ(x)
and
uˆ(x) = uˆ(t, x) = u(tN , x) = ϕ(x), tN−1 ≤ t ≤ tN .
Then we solve the system (4.3)-(4.4) on [tN−1, tN ] to obtain ω˜(t, x) and to construct
uˆ(tN−1, x) = Uω˜(tN−1, x).
On the second step we solve (4.3)-(4.4) on [tN−2, tN−1) having ω˜(tN−1, x) and setting
uˆ(t, x) = uˆ(x) = uˆ(tN−1, x) for tN−2 ≤ t < tN−1. As a result, we obtain ω˜(t, x) on
[tN−2, tN−1) and uˆ(tN−2, x) = Uω˜(tN−2, x), and so on. Proceeding in this way, we obtain
on the N -th step the approximation ω˜(t, x) on [t0, t1) for ω(t, x) having ω˜(t1, x) and
uˆ(x) = uˆ(t1, x) = Uω˜(t1, x) and setting uˆ(t, x) = uˆ(x) = uˆ(t1, x) for t0 ≤ t < t1. Finally,
uˆ(t0, x) = Uω˜(t0, x).
It is also useful to introduce
u˜(t, x) := Uω˜(t, x), t0 ≤ t ≤ tN . (4.5)
In contrast to uˆ, the function u˜ is continuous in t. These functions coincide at t = tk,
k = 0, . . . , N.
At each step of this method one has to solve the system (4.3)-(4.4). In contrast to the
system (2.5)-(2.8), the system (4.3)-(4.4) does not have the divergence-free condition and it
is linear. Then the solution of (4.3)-(4.4) can be found using probabilistic representations.
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We pay attention to the fact that in the vorticity formulation of the NSE the pressure
term disappears.
In order to realise the approximation process described above, it is sufficient that on
every time interval [tk, tk+1], k = N − 1, N − 2, . . . , 1, 0, there exists a solution of the
linear parabolic system (4.3)-(4.4) (we denote such a solution ω˜k(t, x)) which satisfies the
condition
ω˜k(tk+1, x) =
{
curlϕ(x), k = N − 1,
ω˜k+1(tk+1, x), k = N − 2, . . . , 0,
(4.6)
and has the time-independent uˆ(x) within each interval [tk, tk+1) defined as
uˆ(x) := uˆk(x) = Uω˜k(tk+1, x), tk ≤ t < tk+1. (4.7)
Clearly, uˆ(x) used in (4.3) are different on the time intervals [tk, tk+1).
4.2 The divergence-free property of the method
The evolution equation (2.20) for vorticity has the form
∂ω
∂t
= curl[. . .].
Due to this fact, any solution of (2.20) with divω(tk, x) = 0 is divergence free for t ≤ tk :
div ω(t, x) = 0, t ≤ tk. Indeed, this property can be seen after applying the operator div
to (2.20) and taking into account the equality div curl[. . .] = 0.
A very important property of the proposed method is that the constructed approxi-
mation ω˜k(t, x) is also divergent free.
Theorem 4.1 The solution ω˜(t, x), tk ≤ t ≤ tk+1, of (4.3)-(4.4) is divergent free.
Proof. Let us take div of the equation (4.3). In (4.3) we have that uˆ(t, x) = uˆ(x) =
u(tk+1, x), tk ≤ t < tk+1, and uˆ(x) is divergent free: div uˆ = 0. Besides, div g = 0. We
have
−(uˆ,∇)ω˜ = −(uˆ1
∂
∂x1
+ uˆ2
∂
∂x2
+ uˆ3
∂
∂x3
)ω˜ = −

 uˆ1 ∂ω˜
1
∂x1
+ uˆ2 ∂ω˜
1
∂x2
+ uˆ3 ∂ω˜
1
∂x3
uˆ1 ∂ω˜
2
∂x1
+ uˆ2 ∂ω˜
2
∂x2
+ uˆ3 ∂ω˜
2
∂x3
uˆ1 ∂ω˜
3
∂x1
+ uˆ2 ∂ω˜
3
∂x2
+ uˆ3 ∂ω˜
3
∂x3

 ,
div[−(uˆ,∇)ω˜] = −(
∂uˆ1
∂x1
∂ω˜1
∂x1
+
∂uˆ2
∂x1
∂ω˜1
∂x2
+
∂uˆ3
∂x1
∂ω˜1
∂x3
∂uˆ1
∂x2
∂ω˜2
∂x1
+
∂uˆ2
∂x2
∂ω˜2
∂x2
+
∂uˆ3
∂x2
∂ω˜2
∂x3
+
∂uˆ1
∂x3
∂ω˜3
∂x1
+
∂uˆ2
∂x3
∂ω˜3
∂x2
+
∂uˆ3
∂x3
∂ω˜3
∂x3
)
−(uˆ1
∂
∂x1
div ω˜ + uˆ2
∂
∂x2
div ω˜ + uˆ3
∂
∂x3
div ω˜).
Analogously,
div[(ω˜,∇)uˆ] =
∂ω˜1
∂x1
∂uˆ1
∂x1
+
∂ω˜2
∂x1
∂uˆ1
∂x2
+
∂ω˜3
∂x1
∂uˆ1
∂x3
∂ω˜1
∂x2
∂uˆ2
∂x1
+
∂ω˜2
∂x2
∂uˆ2
∂x2
+
∂ω˜3
∂x2
∂uˆ2
∂x3
+
∂ω˜1
∂x3
∂uˆ3
∂x1
+
∂ω˜2
∂x3
∂uˆ3
∂x2
+
∂ω˜3
∂x3
∂uˆ3
∂x3
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+(ω˜1
∂
∂x1
div uˆ+ ω˜2
∂
∂x2
div uˆ+ ω˜3
∂
∂x3
div uˆ).
Since div uˆ = 0, we get
div[−(uˆ,∇)ω˜] + div[(ω˜,∇)uˆ]
= −(uˆ1
∂
∂x1
div ω˜ + uˆ2
∂
∂x2
div ω˜ + uˆ3
∂
∂x3
div ω˜).
Hence, taking div of (4.3) gives the following equation for div ω˜ :
∂ div ω˜
∂t
− (uˆ1
∂
∂x1
div ω˜ + uˆ2
∂
∂x2
div ω˜ + uˆ3
∂
∂x3
div ω˜) +
σ2
2
∆div ω˜ = 0, (4.8)
tk ≤ t < tk+1, div ω˜(tk+1, x) = 0. (4.9)
From here, due to uniqueness of solution to the problem (4.8)-(4.9), we obtain
div ω˜(t, x) = 0, tk ≤ t ≤ tk+1, x ∈ R
3.
Theorem 4.1 is proved.
4.3 The one-step error of the method
For estimating the local error (the one-step error) in the 2D case, together with the
solution ω(t, x), tk ≤ t ≤ tk+1, of (2.36), we consider the approximation ω˜(t, x), which
satisfies the equation
∂ω˜
∂t
− uˆ1(x)
∂ω˜
∂x1
(t, x)− uˆ2(x)
∂ω˜
∂x2
(t, x) +
σ2
2
∆ω˜(t, x) + g(t, x1, x2) = 0 (4.10)
and the Cauchy condition
ω˜(tk+1, x) = ω(tk+1, x). (4.11)
The difference
δω(t, x) := ω(t, x)− ω˜(t, x),
which is the one step error, is a solution to the problem
∂δω
∂t
+
σ2
2
∆δω − u
1∂δω
∂x1
− u2
∂δω
∂x2
− (u1 − uˆ1)
∂ω˜
∂x1
− (u2 − uˆ2)
∂ω˜
∂x2
= 0, (4.12)
δω(tk+1, x) = 0. (4.13)
Theorem 4.2 The one-step error of ω˜(t, x), tk ≤ t ≤ tk+1, which solves (4.3)-(4.4) is of
second order with respect to h :
|δω(t, x)| ≤ Kh
2, tk ≤ t ≤ tk+1, x ∈ R
2. (4.14)
Proof. Let us write the probabilistic representation of the form (3.31)-(3.35) for the
solution to problem (4.12)-(4.13):
dX i = σdwi(s), X
i(t) = xi, i = 1, 2, (4.15)
dQ = −Q(u1dw1 + u
2dw2), Q(t) = 1, (4.16)
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dZ = −Q((u1 − uˆ1)
∂ω˜
∂x1
+ (u2 − uˆ2)
∂ω˜
∂x2
)ds, Z(t) = 0, (4.17)
δω(t, x) = −E
∫ tk+1
t
Q((u1 − uˆ1)
∂ω˜
∂x1
+ (u2 − uˆ2)
∂ω˜
∂x2
)ds. (4.18)
Using boundedness of ∂ω˜/∂xi, i = 1, 2, and the inequalities
|ui(s,Xt,x(s))− uˆ
i(Xt,x(s))| = |u
i(s,Xt,x(s))− u
i(tk+1, Xt,x(s))| ≤ Ch,
for tk ≤ s ≤ tk+1, we get
|δω(t, x)| ≤
∫ tk+1
t
E|Q|ds ·Kh.
But Q > 0 and
E|Q| = EQ = 1,
whence (4.14) follows. Theorem 4.2 is proved.
Introduce the one-step error for u˜(t, x) from (4.5):
δu(t, x) := u(t, x)− Uω˜(t, x) = Uδω(t, x), (4.19)
where ω˜(t, x), tk ≤ t ≤ tk+1, is the solution of (4.3)-(4.4).
Corollary 4.1 The one-step error of u˜(t, x) from (4.5) is of second order with respect to
h in L2-norm:
||δu(t, x)||L2 ≤ Kh
2, tk ≤ t ≤ tk+1. (4.20)
Proof. Let the Fourier coefficients for δω(t, x) be (δω(t, ·))n, i.e.
δω(t, x) =
∑
(δω(t, ·))ne
i(2pi/L)(n,x).
Hence (cf. (2.35))
δu(t, x) =
iL
2pi
∑ 1
|n|2
ei(2pi/L)(n,x)(δω(t, ·))n
[
n2
−n1
]
,
i.e., the Fourier coefficients for δu(t, x) are
(δu(t, ·))n =
iL
2pi
1
|n|2
(δω(t, ·))n
[
n2
−n1
]
.
Then, by Parseval’s identity (2.13), we have
||δu(t, ·)||L2 =
∫
Q
|δu(t, x)|
2dx = L2
∑
|(δu(t, ·))n|
2 (4.21)
=
L4
4pi2
∑
|(δω(t, ·))n|
2 (n
1)
2
+ (n2)
2
|n|4
=
L4
4pi2
∑ |(δω(t, ·))n|2
|n|2
≤
L4
4pi2
∑
|(δω(t, ·))n|
2
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=
L2
4pi2
∫
Q
|δω(t, x)|
2dx ≤
L2
4pi2
max
x
|δω(t, x)|
2,
which together with (4.14) implies (4.20). Corollary 4.1 is proved.
The result of Theorem 4.2 is carried over to the 3D case without any substantial
changes in the proof. In the 3D case the difference δω(t, x) := ω(t, x) − ω˜(t, x) is a
solution to the problem
∂δω
∂t
+
σ2
2
∆δω −
3∑
i=1
ui
∂δω
∂xi
+
3∑
i=1
∂u
∂xi
δiω −
3∑
i=1
(ui − uˆi)
∂ω˜
∂xi
+
3∑
i=1
(
∂u
∂xi
−
∂uˆ
∂xi
)ω˜i = 0,
(4.22)
δω(tk+1, x) = 0. (4.23)
Theorem 4.3 The one-step error of ω˜(t, x), tk ≤ t ≤ tk+1, which solves (4.3)-(4.4), is of
second order with respect to h :
|δω(t, x)| ≤ Kh
2, tk ≤ t ≤ tk+1, x ∈ R
3. (4.24)
Proof. We apply the probabilistic representation (3.31)-(3.35) to the solution of (4.22)-
(4.23):
dX i = σdwi(s), X
i(t) = xi, i = 1, 2, 3, (4.25)
dY i =
3∑
j=1
∂uj
∂xi
Y jds, Y i(t) = yi, i = 1, 2, 3, (4.26)
dQ = −Q
3∑
j=1
uj(s,X)dwj(s), Q(t) = 1, (4.27)
dZ = Q
[
3∑
j=1
3∑
i=1
(
∂uj
∂xi
−
∂uˆj
∂xi
)ω˜iY j −
3∑
j=1
3∑
i=1
(ui − uˆi)
∂ω˜j
∂xi
Y j
]
ds, Z(t) = 0, (4.28)
δ⊤ω (t, x)y = EZt,x,y,1,0(tk+1) (4.29)
= E
∫ tk+1
t
Qt,x,y,1(s)
[
3∑
j=1
3∑
i=1
(
∂uj
∂xi
(s,Xt,x(s))−
∂uˆj
∂xi
(Xt,x(s)))ω˜
i(s,Xt,x(s))Y
j(s)
−
3∑
j=1
3∑
i=1
(ui(s,Xt,x(s))− uˆ
i(Xt,x(s)))
∂ω˜j
∂xi
(s,Xt,x(s))Y
j(s)
]
ds.
Using boundedness of ω˜i, ∂ω˜j/∂xi, Y i(s), i, j = 1, 2, 3, the inequalities
|ui(s,Xt,x(s))− uˆ
i(Xt,x(s))| = |u
i(s,Xt,x(s))− u
i(tk+1, Xt,x(s))| ≤ Ch,
|
∂uj
∂xi
(s,Xt,x(s))−
∂uˆj
∂xi
(Xt,x(s))| = |
∂uj
∂xi
(s,Xt,x(s))−
∂uj
∂xi
(tk+1, Xt,x(s))| ≤ Ch,
for tk ≤ s < tk+1, and the properties Q > 0, E|Q| = EQ = 1, we get (4.24). Theorem 4.3
is proved.
We note that the one-step error estimate (4.20) for u˜ from Corollary 4.1 is also valid
in the three-dimensional case.
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4.4 Convergence theorems
In this section we first consider the global error for the approximation u˜(t, x) from (4.5),
i.e., we are interested in estimating the difference
Du˜ := u(t0, x)− u˜(t0, x),
where u(t0, x) is the solution of the NSE (2.5)-(2.8).
Let us introduce the auxiliary functions ku(t, x) on the time intervals [t0, tk], k =
1, . . . , N :
ku(t, x) := u(t, x; tk, u˜(tk, ·)), t0 ≤ t ≤ tk, (4.30)
where u(t, x; tk, u˜(tk, ·)) denotes the solution of the NSE (2.5)-(2.8) with the terminal
condition ϕ(·) = u˜(tk, ·) prescribed at T = tk. To prove the convergence theorem, we
assume that all the functions ku(t, x) are bounded together with their derivatives up to
some order.
Since u˜(tN , x) = u(tN , x), we have Nu(t, x) = u(t, x), t0 ≤ t ≤ tN . Also, note that
u˜(t0, x) = 0u(t0, x). Then we can re-write the global error as
Du˜ =
N−1∑
k=0
( k+1u(t0, x)− ku(t0, x)) . (4.31)
We have
k+1u(t0, x) = u(t0, x; tk+1, u˜(tk+1, ·)) = u(t0, x; tk, u(tk, ·; tk+1, u˜(tk+1, ·))), (4.32)
ku(t0, x) = u(t0, x; tk, u˜(tk, ·)).
Note that the difference
kδu(tk, x) = u(tk, x; tk+1, u˜(tk+1, ·))− u˜(tk, x)
is a one-step error (see (4.19)), which L2-estimate is of order h2 according to Corollary 4.1.
We remark that k+1u(t0, x)− ku(t0, x) is the propagation error which is due to the error
in the terminal condition propagated along the trajectory of the NSE solution.
To estimate the propagation error, we are making use of the basic energy estimate
from [15, p. 89], where it is proved in the whole space, but it can be derived for the
periodic case as well. In our case this energy estimate takes the form
sup
t0≤t≤tk
|| k+1u(t0, ·)− ku(t0, ·)||L2 ≤ C|| k+1u(tk, ·)− ku(tk, ·)||L2, (4.33)
where the constant C > 0 depends on the function ku(t, x).
Due to (4.20) and (4.33), we obtain
|| k+1u(t0, ·)− ku(t0, ·)||L2 ≤ Kh
2, (4.34)
where K > 0 combines the constant K from (4.20) and C from (4.33). From (4.34) and
(4.31), we get
||Du˜||L2 ≤ Kh.
Thus, we have proved the following theorem.
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Theorem 4.4 The approximation u˜(t, x) from (4.5) for the solution of the NSE (2.5)-
(2.8) is of first order in h.
We note that the proof of Theorem 4.4 tacitly used an assumption of existence, unique-
ness and regularity of solutions of the NSE problems involved in the error estimates. Such
an assumption is natural to make in the work aimed at deriving approximations and we
do not consider here how one can prove such properties of ku(t, x) from (4.30).
Now we analyse the global error of ω˜k(t, x).
Theorem 4.5 The approximation ω˜k(t, x) (see (4.5), (4.6)) for the solution of the NSE
(2.5)-(2.8) converges with order 1 in L2-norm.
Proof. Let Dω˜(t, x; k) be the global error for ω˜ on the interval [tk,tk+1], i.e.
Dω˜(t, x; k) := ω(t, x)− ω˜k(t, x),
and Duˆ(t, x; k) be the global error for uˆk on the interval [tk,tk+1), i.e.
Duˆ(t, x; k) := u(t, x)− uˆk(x).
We have analogously to (4.12)-(4.13):
−
∂Dω˜(t, x; k)
∂t
=
σ2
2
∆Dω˜(t, x; k)− (u(t, x),∇)Dω˜(t, x; k)
−(Duˆ(t, x; k),∇)ω˜k(t, x), tk ≤ t < tk+1, k = N − 1, . . . , 0, (4.35)
Dω˜(tN , x;N − 1) = 0, (4.36)
Dω˜(tk+1, x; k) = Dω˜(tk+1, x; k + 1), k = N − 2, . . . , 0. (4.37)
Then
−
1
2
d||Dω˜(t, ·; k)||
2
dt
= −
σ2
2
||∇Dω˜||
2 − ((u,∇)Dω˜, Dω˜)− ((Duˆ(t, ·; k),∇)ω˜k, Dω˜), (4.38)
tk ≤ t < tk+1.
Since u is divergence free, we get
((u,∇)Dω˜, Dω˜) = 0. (4.39)
Note that (see (4.7)):
Duˆ(t, x; k) = u(t, x)− uˆk(x) = Uω(t, x)− Uω˜k(tk+1, x)
= UDω˜(t, x; k) + Uω˜k(t, x)− Uω˜k(tk+1, x).
Then, using (2.42) with c2 = σ
2/2, we obtain for some K > 0:
|((Duˆ(t, ·; k),∇)ω˜k, Dω˜)| = |((U (Dω˜ + ω˜k(t, ·)− ω˜k(tk+1, ·)) ,∇)ω˜k, Dω˜)| (4.40)
≤
σ2
2
||∇Dω˜||
2 +K||Dω˜||
2
+K||∇ω˜k||
2||Dω˜ + ω˜k(t, ·)− ω˜k(tk+1, ·)||
2
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≤
σ2
2
||∇Dω˜||
2 +K||Dω˜||
2 +K||∇ω˜k||
2||Dω˜||
2
+K||∇ω˜k||
2||ω˜k(t, ·)− ω˜k(tk+1, ·)||
2.
Using boundedness of || d
dt
ω˜k(t, ·)||
2, we get
||ω˜k(t, ·)− ω˜k(tk+1, ·)||
2 ≤ Kh2,
which together with boundedness of ||∇ω˜k||
2 implies
|((Duˆ(t, ·; k),∇)ω˜k, Dω˜)| ≤
σ2
2
||∇Dω˜||
2 +K||Dω˜||
2 +Kh2. (4.41)
It follows from (4.38), (4.39) and (4.41) that
−
d (||Dω˜(t, ·; k)||
2 + h2)
||Dω˜(t, ·; k)||2 + h2
≤ 2Kdt, tk ≤ t < tk+1.
Then
||Dω˜(tk, ·; k)||
2 + h2 ≤ e2Kh
(
||Dω˜(tk+1, ·, k)||
2 + h2
)
.
From here and due to (4.37), we get
||Dω˜(tk, ·; k − 1)||
2 ≤ e2Kh||Dω˜(tk+1, ·, k)||
2 +
(
e2Kh − 1
)
h2, k = N − 1, . . . , 1.
Denoting Rk := ||Dω˜(tk+1, ·; k)||
2, k = N − 1, . . . , 0, we obtain (see (4.36)):
Rk−1 ≤ e
2KhRk +
(
e2Kh − 1
)
h2, k = N − 1, . . . , 1,
RN−1 = 0,
and using the discrete Gronwall lemma (see e.g. [23, p. 7]), we arrive atR0 = ||Dω˜(t1, ·; 0)||
2 ≤
Kh2. Theorem 4.5 is proved.
5 Stochastic Navier-Stokes equations
In this section we carry over the results of Section 4 for the deterministic NSE to two-
dimensional NSE with additive noise. After introducing the stochastic NSE in velocity-
vorticity formulation, we prove two auxiliary lemmas (Section 5.1) about its solution;
we consider a one-step approximation of vorticity and its properties (Section 5.2); we
introduce the numerical method for vorticity and prove boundedness of its moments in
Section 5.3; and, finally, we prove first-order mean-square convergence of the method
in Section 5.4. The global convergence proof contains ideas, which can potentially be
exploited in analysis of numerical methods for a wider class of semilinear SPDEs.
Let (Ω,F , P ) be a probability space and (w(t),Fwt ) = ((w1(t), . . . , wq(t))
⊤,Ft) be a
q-dimensional standard Wiener process, where Ft, 0 ≤ t ≤ T, is an increasing family
of σ-subalgebras of F induced by w(t). We consider the system of stochastic Navier-
Stokes equations (SNSE) with additive noise for velocity v and pressure p in a viscous
incompressible flow:
dv(t) =
[
σ2
2
∆v − (v,∇)v −∇p+ f(t, x)
]
dt+
q∑
r=1
γr(t, x)dwr(t), (5.1)
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0 < t ≤ T, x ∈ R2,
div v = 0, (5.2)
with spatial periodic conditions
v(t, x+ Lei) = v(t, x), p(t, x+ Lei) = p(t, x), (5.3)
0 ≤ t ≤ T, i = 1, 2,
and the initial condition
v(0, x) = ϕ(x). (5.4)
In (5.1)-(5.3), v, f, and γr are two-dimensional functions; p is a scalar; {ei} is the canonical
basis in R2 and L > 0 is the period. The functions f = f(t, x) and γr(t, x) are assumed
to be spatial periodic as well. Further, we require that γr(t, x) are divergence free:
div γr(t, x) = 0, r = 1, . . . , q. (5.5)
For simplicity of proofs, we assume that the number of noises q is finite but it can be shown
that the theoretical results of this section are also valid when q is infinite if ‖γr(t, x)‖m
for some m ≥ 0 decay exponentially fast with increase of r.
Assumption 5.1. We assume that the coefficients f(t, x) and γr(s, x), r = 1, . . . , q,
belong to Hm+1p (Q) and the initial condition ϕ(x) belongs to H
m+2
p (Q) for some m ≥ 0.
Under this assumption the problem (5.1)-(5.4) has a unique solution v(t, x), p(t, x),
(t, x) ∈ [0, T ]×R2, so that for some m ≥ 0 and l ≥ 2 [16, 17]:
E‖v(t, ·)‖lm+2 ≤ K, (5.6)
whereK > 0 may depend on l,m, T, f(t, x), γr(t, x), and ϕ(x). The solution v(t, x), p(t, x),
(t, x) ∈ [0, T ] ×R2, to (5.1)-(5.4) is Ft-adaptive, v(t, ·) ∈ V
m+2
p and ∇p(t, ·) ∈ (V
m+2
p )
⊥
for every t ∈ [0, T ] and ω ∈ Ω. We note that if we were interested in variational solutions
of (5.1)-(5.4) then it is more natural to put m ≥ −1 in Assumption 5.1; but here our
focus is on the vorticity formulation and then it is natural to require more, m ≥ 0.
The vorticity formulation of the problem (5.1)-(5.4) has the form
dω =
[
σ2
2
∆ω − (v,∇)ω + g(t, x)
]
dt+
q∑
r=1
µr(t, x)dwr(t), (5.7)
where g = curl f and µr = curl γr. The vorticity satisfies the initial and periodic boundary
conditions
ω(0, x) = curlϕ(x) := φ(x) (5.8)
and spatial periodic conditions
ω(t, x+ Lei) = ω(t, x), i = 1, 2, 0 ≤ t ≤ T. (5.9)
We note that ω(t, x) is a one-dimensional function here. Using the linear operator U from
(2.35), we can re-write (5.7) as
dω =
[
σ2
2
∆ω − (Uω,∇)ω + g(t, x)
]
dt+
q∑
r=1
µr(t, x)dwr(t). (5.10)
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Similarly to the solution v(t, x) of (5.1)-(5.4), the solution ω(t, x) to the vorticity
problem (5.7)-(5.9) under Assumption 5.1 is so that for some m ≥ 0 and p ≥ 2:
E‖ω(t, ·)‖pm+1 ≤ K, (5.11)
where K > 0 depends on p, m, g, µr, and φ. Note that under Assumption 5.1 the
coefficients g(t, x) and µr(s, x), r = 1, . . . , q, belong to H
m
p (Q) and the initial condition
φ(x) belongs toHm+1p (Q). As it is clear from the context, we are dealing here with solutions
understood in the strong sense probabilistically and PDE-wise in the variational sense.
5.1 Two technical lemmas
For proving convergence of the numerical method in Section 5.4, we need two further
properties of the solution ω(t, x) which are formulated in the next two lemmas.
It is convenient to introduce the notation for the solution ω(t, x) of the problem (5.7)-
(5.9) which reflects its dependence on the initial condition φ(x) prescribed at time s ≤ t:
ω(t, x) = ω(t, x; s, φ).
Let us prove a technical lemma which is related to Lemmas 4.10(1) and A.1 from [12].
Lemma 5.1 Let Assumption 5.1 hold with m = 0. There exist constants β0 > 0 and
α > 0 such that for any β ∈ (0, β0] and 0 ≤ t ≤ t + h ≤ T :
E exp
(
β
[
||ω(t+ h, ·; t, φ)||2 − ||φ||2
]
+ β
σ2
4
∫ t+h
t
||∇ω(s, ·; t, φ)||2ds
)
(5.12)
≤ exp
(
β
∫ t+h
t
(
2
ασ2
||g(s, ·)||2 +
q∑
r=1
||µr(s, ·)||
2
)
ds
)
.
Proof. By the Ito formula, integration by parts and using div v(t, x) = 0, we obtain
1
2
d||ω(s, ·)||2 =
[
−
σ2
2
||∇ω(s, ·)||2 + (g(s, ·), ω(s, ·)) +
1
2
q∑
r=1
||µr(s, ·)||
2
]
ds (5.13)
+
q∑
r=1
(µr(s, ·), ω(s, ·))dwr(s), t < s ≤ t+ h,
||ω(t, ·)||2 = ||φ||2.
Using the elementary inequality, we get for any α > 0 :
1
2
d||ω(s, ·)||2 (5.14)
≤
[
−
σ2
2
||∇ω(s, ·)||2 +
1
ασ2
||g(s, ·)||2 +
σ2
4
α||ω(s, ·)||2 +
1
2
q∑
r=1
||µr(s, ·)||
2
]
ds
+
q∑
r=1
(µr(s, ·), ω(s, ·))dwr(s).
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By Poincaire’s inequality (2.18), for some α > 0, we have
||∇ω(t, ·)||2 ≥ α||ω(t, ·)||2. (5.15)
By (5.15), we obtain
d||ω(s, ·)||2 ≤
[
−
σ2
4
||∇ω(s, ·)||2 −
σ2
4
α||ω(s, ·)||2 +
2
ασ2
||g(s, ·)||2 (5.16)
+
q∑
r=1
||µr(s, ·)||
2
]
ds+ 2
q∑
r=1
(µr(s, ·), ω(s, ·))dwr(s),
then for any c > 0
c||ω(t+ h, ·)||2 − c||φ||2 + c
σ2
4
∫ t+h
t
||∇ω(s, ·)||2ds (5.17)
−c
∫ t+h
t
(
2
ασ2
||g(s, ·)||2 +
q∑
r=1
||µr(s, ·)||
2
)
ds
≤ 2c
∫ t+h
t
q∑
r=1
(µr(s, ·), ω(s, ·))dwr(s)− α
σ2
4
c
∫ t+h
t
||ω(s, ·)||2ds.
Let
M(t, t′) := 2c
∫ t′
t
q∑
r=1
(µr(s, ·), ω(s, ·))dwr(s)
which is a continuous L2-martingale with quadratic variation
< M > (t, t′) := 4c2
∫ t′
t
q∑
r=1
(µr(s, ·), ω(s, ·))
2ds.
There exists a constant β0 > 0 (independent of h and c) so that for all β ∈ (0, β0] :
α
σ2
4
c
∫ t′
t
||ω(s, ·)||2ds ≥
β
2c
< M > (t, t′).
Hence
c||ω(t+ h, ·)||2 − c||φ||2 + c
σ2
4
∫ t+h
t
||∇ω(s, ·)||2ds (5.18)
−c
∫ t+h
t
(
2
ασ2
||g(s, ·)||2 +
q∑
r=1
||µr(s, ·)||
2
)
ds
≤ M(t, t + h)−
β
2c
< M > (t, t+ h).
For c = β, the right-hand side of (5.18) is logarithm of a local exponential martingale and
therefore
E exp
[
β||ω(t+ h ∧ τn, ·)||
2 − β||φ||2 + β
σ2
4
∫ t+h∧τn
t
||∇ω(s, ·)||2ds
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−β
∫ t+h∧τn
t
(
2
ασ2
||g(s, ·)||2 +
q∑
r=1
||µr(s, ·)||
2
)
ds
]
≤ 1,
where τn = inf{s > t :< M > (t, s) ≥ n} for a natural number n. Tending n to infinity,
we arrive at (5.12). Lemma 5.1 is proved.
Note that it follows from (5.12) that
E exp
(
β
σ2
4
∫ t+h
t
||∇ω(s, ·; t, φ)||2ds
)
(5.19)
≤ exp
(
β||φ||2 + β
∫ t+h
t
(
2
ασ2
||g(s, ·)||2 +
q∑
r=1
||µr(s, ·)||
2
)
ds
)
.
We also pay attention that the prove of Lemma 5.1 is not relying on smallness of the time
step h and, after replacing t with 0 and t + h with T, the result remains valid:
E exp
(
β
σ2
4
∫ T
0
||∇ω(s, ·; 0, φ)||2ds
)
(5.20)
≤ exp
(
β||φ||2 + β
∫ T
0
(
2
ασ2
||g(s, ·)||2 +
q∑
r=1
||µr(s, ·)||
2
)
ds
)
.
We now prove the next lemma which gives us dependence of the solution ω(s, x; t, φ)
on the initial data.
Lemma 5.2 Let Assumption 5.1 hold with m = 2 and φi(t, x), i = 1, 2, be Ft-measurable
processes satisfying (5.11) with m = 2. There exists a constant c0 > 0 such that for every
c ∈ (0, c0) there is a sufficiently small h > 0 so that we have for t ≤ s ≤ t + h :
ω(s, x; t, φ1(t, ·))− ω(s, x; t, φ2(t, ·)) = φ1(t, x)− φ2(t, x) + η(s, x) (5.21)
for which
||ω(s, ·; t, φ1)− ω(s, ·; t, φ2)||
2 (5.22)
≤ ||φ1(t, ·)− φ2(t, ·)||
2 exp
(
K(s− t) + c
∫ s
t
||∇ω(s′, ·; t, φ1(t, ·))||
2ds′
)
,
where K > 0 is a constant.
The process η(s) satisfies the following estimate
||η(s, ·)||2 ≤ (s− t)||φ1(t, ·)− φ2(t, ·)||
2 + C(s, ω)(s− t)3, (5.23)
where C(s, ω) > 0 is an Fs-adapted process with bounded moments of a sufficiently high
order.
Proof. Let
θ(s, x) := ω(s, x; t, φ1)− ω(s, x; t, φ2)
We have
dθ(s, x) =
[
σ2
2
∆θ − (Uθ,∇)ω(s, ·; t, φ1)− (Uω(s, ·; t, φ2),∇)θ
]
ds, t < s ≤ t + h,
26
θ(t, x) = φ1(t, x)− φ2(t, x).
Then
1
2
d||θ(s, ·)||2 =
[
−
σ2
2
||∇θ(s, ·)||2 − ((Uθ(s, ·),∇)ω(s, ·; t, φ1), θ(s, ·))
]
ds, t < s ≤ t + h,
(5.24)
||θ(t, ·)||2 = ||φ1(t, ·)− φ2(t, ·)||
2.
Using the inequality (2.42) with c2 = σ
2/4, we have that there exists K > 0 such that for
any c > 0
2|((Uθ(s, ·),∇)ω(s, ·; t, φ1), θ(s, ·))| ≤
σ2
2
||∇θ(s, ·)||2 +K||θ(s, ·)||2 (5.25)
+c||∇ω(s, ·; t, φ1)||
2||θ(s, ·)||2
and hence
d||θ(s, ·)||2 ≤
[
K + c||∇ω(s, ·; t, φ1)||
2
]
||θ(s, ·)||2ds, t < s ≤ t+ h,
which implies
||θ(s, ·)||2 ≤ ||φ1(t, ·)−φ2(t, ·)||
2 exp
(
K(s− t) + c
∫ s
t
||∇ω(s′, ·; t, φ1(t, ·))||
2ds′
)
. (5.26)
Thus we have proved the inequality (5.22).
Let us now prove (5.23). We have
η(s, x) =
∫ s
t
[
σ2
2
∆θ − (Uθ,∇)ω(s′, ·; t, φ1)− (Uω(s
′, ·; t, φ2),∇)θ
]
ds′, t < s ≤ t + h,
which together with (5.6) and (5.11) implies that
||η(s, x)|| ≤ C(s, ω)(s− t), (5.27)
where C(s, ω) > 0 is an Fs-adapted process with bounded moments of a sufficiently high
order. It is not difficult to see that the inequality (5.27) is also valid for ||∇η(s, x)|| and
||∆η(s, x)|| :
||∇η(s, x)|| ≤ C(s, ω)(s− t), ||∆η(s, x)|| ≤ C(s, ω)(s− t). (5.28)
We have
d||η(s′, x)||2 =
[
(σ2∆θ, η)− 2((Uθ,∇)ω(s′, ·; t, φ1), η)− 2((Uω(s
′, ·; t, φ2),∇)θ, η)
]
ds′.
Using integration by parts, (5.22), and (5.28) (we also recall that s′ − t ≤ h which is
sufficiently small), we get
|(σ2∆θ, η)| = σ2|(θ,∆η)| ≤ σ2||θ||||∆η|| ≤ C(s′, ω)(s′ − t)||φ1(t, ·)− φ2(t, ·)||.
By (2.14) with m1 = 1, m2 = 0, and m3 = 1, (2.39), (5.11), (5.22), (5.27) and (5.28), we
obtain
|2((Uθ,∇)ω(s, ·; t, φ1), η)| ≤ K||Uθ||1||ω||1||η||1 ≤ K||θ||||ω||1||η||1
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≤ C(s′, ω)(s′ − t)||φ1(t, ·)− φ2(t, ·)||.
And by (2.14) with m1 = 1, m2 = 1, and m3 = 0, (2.39), (5.11), (5.22), (5.27) and (5.28),
we arrive at
|2((Uω(s′, ·; t, φ2),∇)θ, η)| = 2|((Uω(s
′, ·; t, φ2),∇)η, θ)| ≤ K||ω||||η||2||θ||
≤ C(s′, ω)(s′ − t)||φ1(t, ·)− φ2(t, ·)||.
Then we have
d||η(s′, x)||2 ≤ C(s′, ω)(s′ − t)||φ1(t, ·)− φ2(t, ·)||ds
′
≤ ||φ1(t, ·)− φ2(t, ·)||
2ds′ +
C2(s′, ω)
4
(s′ − t)2ds′
from which (5.23) follows. Lemma 5.2 is proved.
5.2 One-step approximation
Similarly to derivation of the approximation for the deterministic NSE in Section 4, we
can approximate the stochastic NSE (5.7)-(5.9) by freezing the velocity as in (4.2):
v(t, x) ≈ vˆ(t, x) := v(tk, x) := vˆ(x), tk < t ≤ tk+1, (5.29)
and obtain an approximation ω˜(t, x) of ω(t, x) on tk ≤ t ≤ tk+1, as follows
dω˜ =
[
σ2
2
∆ω˜ − (vˆ,∇)ω˜ + g(t, x)
]
dt+
q∑
r=1
µr(t, x)dwr(t), tk < t ≤ tk+1, (5.30)
ω˜(tk, x) = ω(tk, x), ω˜(tk, x+ Lej) = ω˜(tk, x), j = 1, 2. (5.31)
It is not difficult to see that the local error δω(t, x) = ω˜(t, x)−ω(t, x), tk ≤ t ≤ tk+1, for
the approximation ω˜(t, x) of the solution ω(t, x) of the stochastic NSE (5.7)-(5.9) satisfies
the problem of the same form as (4.12)-(4.13) but with positive direction of time:
dδω =
[
σ2
2
∆δω − (v,∇)δω − ((v − vˆ),∇)ω˜
]
dt, (5.32)
δω(tk, x) = 0. (5.33)
We note that the main difference of (5.32)-(5.33) with (4.12)-(4.13) is that the functions
in (5.32) are random and non-smooth in time, they have the same regularity in time as
Wiener processes.
Moments of ||ω˜||3 (and hence of ||δω||3) up to a sufficiently high order are bounded
under Assumption 5.1 with m = 2: for tk < t ≤ tk+1 and p ≥ 1 :
E‖ω˜(t, ·)‖2p3 ≤ K, (5.34)
where K > 0 is a constant, which can be proved by arguments similar to boundedness of
the global approximation (see Theorems 5.2 and 5.3) but not considered here.
To obtain bounds for the one-step error δω, we first prove the following lemma.
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Lemma 5.3 Let Assumption 5.1 hold with m = 1. For v(t, x) from (5.1)-(5.4), vˆ(x) from
(5.29), and ω˜(t, x) from (5.30)-(5.31), we have for tk < t ≤ tk+1 and sufficiently small
h > 0 :
||E[((v − vˆ),∇)ω˜|Ftk ]|| ≤ C(tk, ω)h, (5.35)(
E||v − vˆ||2p
)1/2p
≤ Kh1/2, p ≥ 1, (5.36)
where C(tk, ω) > 0 is an Ftk-measurable random variable with moments of a sufficiently
high order bounded by a constant independent of h and K > 0 is a constant independent
of h.
Proof. From (5.1) and (5.29), we have for tk < t ≤ tk+1 :
v(t, x)− vˆ(x) =
∫ t
tk
[
σ2
2
∆v − (v,∇)v −∇p+ f(s, x)
]
ds+
∫ t
tk
q∑
r=1
γr(s, x)dwr(s). (5.37)
Then it is not difficult to obtain the estimate (5.36) using (5.6) and the assumptions on
f and γr.
From (5.37) and (5.30), we have
((v − vˆ),∇)ω˜ =
(∫ t
tk
[
σ2
2
∆v − (v,∇)v −∇p+ f(s, x)
]
ds,∇
)
ω˜(t, x)
+
(∫ t
tk
q∑
r=1
γr(s, x)dwr(s),∇
)
{
ω˜(tk, x) +
∫ t
tk
[
σ2
2
∆ω˜ − (vˆ,∇)ω˜ + g(s, x)
]
ds+
∫ t
tk
q∑
r=1
µr(s, x)dwr(s)
}
from which it is not difficult to see that the inequality (5.35) holds. Lemma 5.3 is proved.
Now we proceed to proving estimates for the one-step error of ω˜(t, x).
Theorem 5.1 Let Assumption 5.1 hold with m = 2. The one-step error of ω˜(t, x), tk ≤
t ≤ tk+1, which solves (5.30)-(5.31), has the following bounds for tk ≤ t ≤ tk+1 and
sufficiently small h > 0 :
||E[δω(t, ·)|Ftk ]|| ≤ C(tk, ω)h
2, (5.38)(
E||δω(t, ·)||
2
)1/2
≤ Kh3/2, (5.39)
where C(tk, ω) > 0 is an Ftk-measurable random variable with moments of a sufficiently
high order bounded by a constant independent of h and K > 0 is a constant independent
of h.
Proof. Taking scalar product of (5.32) and δω(t, x), using integration by parts and the
property div v(t, x) = 0, we get
1
2
d||δω(t, ·)||
2 =
σ2
2
(∆δω(t, ·), δω(t, ·))dt− ([(v(t, ·),∇)δω(t, ·)] , δω(t, ·))dt (5.40)
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−([((v(t, ·)− vˆ(·)),∇)ω˜(t, ·)] , δω(t, ·))dt
= −
σ2
2
||∇δω(t, ·)||
2dt− ([((v(t, ·)− vˆ(·)),∇)ω˜(t, ·)] , δω(t, ·))dt.
Then
1
2
dE||δω(t, ·)||
2 = −
σ2
2
E||∇δω(t, ·)||
2dt−E([((v(t, ·)− vˆ(·)),∇)ω˜(t, ·)] , δω(t, ·))dt. (5.41)
For the last term in (5.41), we get
|E([((v(t, ·)− vˆ(·)),∇)ω˜(t, ·)] , δω(t, ·))| (5.42)
≤ KE||v(t, ·)− vˆ(·)|| · ||ω˜(t, ·)||3 · ||δω(t, ·)||
≤ K
(
E||v(t, ·)− vˆ(·)||2 · ||ω˜(t, ·)||23
)1/2 (
E||δω(t, ·)||
2
)1/2
≤ K
(
E||v(t, ·)− vˆ(·)||4
)1/4 (
E||ω˜(t, ·)||43
)1/4 (
E||δω(t, ·)||
2
)1/2
≤ Kh1/2
(
E||δω(t, ·)||
2
)1/2
,
where for the first line we used the inequality (2.14) with m1 = 0, m2 = 2, m3 = 0; we
applied the Cauchy-Bunyakovski inequality twice to arrive at the pre-last line; and we
used the error estimate (5.36) with p = 2 and boundedness of the moment E||ω˜(t, ·)||43
(see (5.34)) to obtain the last line.
Thus
1
2
dE||δω(t, ·)||
2 ≤ Kh1/2
(
E||δω(t, ·)||
2
)1/2
dt,
and since δω(tk, x) = 0, we arrive at∫ t
tk
1
2
dE||δω(s, ·)||
2
(E||δω(s, ·)||2)
1/2
=
(
E||δω(t, ·)||
2
)1/2
≤ Kh3/2
confirming (5.39).
Now we are to prove (5.38). Using (5.32), we write the equation for dE[δω(t, x)|Ftk ]
and, after taking scalar product of the components of this equation and E[δω(t, x)|Ftk ]
and doing integration by parts, we arrive
1
2
d||E[δω(t, ·)|Ftk ]||
2 (5.43)
= −
σ2
2
||∇E[δω(t, ·)|Ftk ]||
2dt− (E [(v(t, ·),∇)δω(t, ·)|Ftk ] , E[δω(t, ·)|Ftk ])dt
−(E [((v(t, ·)− vˆ(·)),∇)ω˜(t, ·)|Ftk ] , E[δω(t, ·)|Ftk ])dt.
By (5.35), we get for the third term in (5.43):
|(E [((v(t, ·)− vˆ(·)),∇)ω˜(t, ·)|Ftk ] , E[δω(t, ·)|Ftk ])| (5.44)
≤ ||E [((v(t, ·)− vˆ(·)),∇)ω˜(t, ·)|Ftk ] || · ||E[δω(t, ·)|Ftk ]||
≤ C(tk, ω)h||E[δω(t, ·)|Ftk ]||,
where C(tk, ω) > 0 is an Ftk -measurable random variable which has moments up to a
sufficiently high order and does not depend on h.
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By simple maniplations and using (2.14) m1 = 2, m2 = 0, m3 = 0 as well as (2.41),
the Cauchy-Bunyakovski inequality, (5.11), a conditional version of (5.39), and (5.34), we
obtain for the second term in (5.43):
|(E [(v(t, ·),∇)δω(t, ·)|Ftk ] , E[δω(t, ·)|Ftk ])| (5.45)
= |E [((v(t, ·),∇)δω(t, ·), E[δω(t, ·)|Ftk ])|Ftk ] |
≤ E [|((v(t, ·),∇)δω(t, ·), E[δω(t, ·)|Ftk ])| |Ftk ]
= E [|((v(t, ·),∇)E[δω(t, ·)|Ftk ], δω(t, ·))| |Ftk ]
≤ KE [||v(t, ·)||2 · ||E[δω(t, ·)|Ftk ]||1 · ||[δω(t, ·)|| |Ftk ]
= K||E[δω(t, ·)|Ftk ]||1E [||v(t, ·)||2 · ||[δω(t, ·)|| |Ftk ]
≤ K||∇E[δω(t, ·)|Ftk ]||E [||ω(t, ·)||1 · ||[δω(t, ·)|| |Ftk ]
≤ K||∇E[δω(t, ·)|Ftk ]||(E
[
||ω(t, ·)||21|Ftk
]
)1/2(E
[
||δω(t, ·)||
2|Ftk
]
)1/2
≤ C(tk, ω)h
3/2||∇E[δω(t, ·)|Ftk ]||,
where C(tk, ω) > 0 is an Ftk -measurable random variable which has moments up to a
sufficiently high order and does not depend on h.
Combining (5.43)-(5.45), we arrive at
1
2
d||E[δω(t, ·)|Ftk ]||
2 ≤ −
σ2
2
||∇E[δω(t, ·)|Ftk ]||
2dt+
+C(tk, ω)h
3/2||∇E[δω(t, ·)|Ftk ]||dt+ C(tk, ω)h||E[δω(t, ·)|Ftk ]||dt
= −
1
2
(
σ||∇E[δω(t, ·)|Ftk ]|| −
C(tk, ω)
σ
h3/2
)2
dt+
C2(tk, ω)
2σ2
h3dt
+C(tk, ω)h||E[δω(t, ·)|Ftk ]||dt
≤
C2(tk, ω)
2σ2
h3dt+ C(tk, ω)h||E[δω(t, ·)|Ftk ]||dt.
Then, for some Ftk -measurable independent of h random variable C(tk, ω) > 0, we have
d||E[δω(t, ·)|Ftk ]||
2 ≤ C(tk, ω)h
3dt+
1
h
||E[δω(t, ·)|Ftk ]||
2dt,
from which (5.38) follows taking into account that ||E[δω(tk, ·)|Ftk ]|| = 0. Theorem 5.1 is
proved.
As in the deterministic case, we define
v˜(t, x) := Uω˜(t, x), tk ≤ t ≤ tk+1, (5.46)
where the operator U is from (2.35).
Using the idea of the proof of Corollary 4.1, it is not difficult to prove the following
corollary to Theorem 5.1.
Corollary 5.1 The one-step error δv(t, x) := v(t, x)− v˜(t, x) = Uδω(t, x) of v(t, x), tk ≤
t ≤ tk+1, has the following bounds for tk ≤ t ≤ tk+1 :
||Eδv(t, ·)|| ≤ Kh
2, (5.47)(
E||δv(t, ·)||
2
)1/2
≤ Kh3/2, (5.48)
where K > 0 is independent of h.
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5.3 The method
Analogously, how it was done in the deterministic case (see Section 4.1), we can con-
struct the global approximation for the stochastic NSE (5.7)-(5.9) based on the one-step
approximation (5.30)-(5.31). On the first step of the method we set
ω˜(t0, x) = curl v(t0, x) = φ(x) = curlϕ(x)
and
vˆ(x) = vˆ(t, x) = u(t0, x) = ϕ(x), 0 = t0 ≤ t ≤ t1.
Then we solve the linear SPDE (5.30)-(5.31) on [t0, t1] to obtain ω˜(t, x) and to construct
vˆ(t1, x) = Uω˜(t1, x).
On the second step we solve (5.30)-(5.31) on [t1, t2] having ω˜(t1, x) and setting vˆ(t, x) =
vˆ(x) = vˆ(t1, x) for t1 < t ≤ t2. As a result, we obtain ω˜(t, x) on [t1, t2] and vˆ(t2, x) =
Uω˜(t2, x), and so on. Proceeding in this way, we obtain on the N -th step the approxima-
tion ω˜(t, x) on [tN−1, tN ] for ω(t, x) having ω˜(tN−1, x) and vˆ(x) = vˆ(tN−1, x) = Uω˜(tN−1, x)
and setting vˆ(t, x) = vˆ(x) = vˆ(tN−1, x) for tN−1 < t ≤ tN . Finally, vˆ(T, x) = Uω˜(T, x).
In order to realise the approximation process described above, it is sufficient that on
every time interval [tk, tk+1], k = 0, . . . , N − 1, there exists a solution of the linear SPDE
(5.30)-(5.31), we denote such a solution ω˜k(t, x) which satisfies the condition
ω˜k(tk, x) =
{
curlϕ(x), k = 0,
ω˜k−1(tk, x), k = 1, . . . , N,
(5.49)
and has the time-independent uˆ(x) within each interval (tk, tk+1] defined as
vˆ(x) := vˆk(x) = Uω˜k(tk, x), tk < t ≤ tk+1. (5.50)
Clearly, vˆ(x) used in (5.30) are different on the time intervals (tk, tk+1].
Before considering global errors of the approximation in Section 5.4, we now prove
boundedness of the approximation’s moments.
Theorem 5.2 Let Assumption 5.1 hold with m = 0. The moments of the global approx-
imation ω˜k(tk, x) and vˆk(x) are uniformly bounded in h and k :
E||ω˜k(tk+1, ·)||
2p ≤ ||φ(·)||2p +K
∫ tk+1
0
(
||g(s, ·)||2p +
q∑
r=1
||µr(s, ·)||
2p
)
ds, (5.51)
E||vˆk(·)||
2p ≤ KE||ω˜k(tk, ·)||
2p, (5.52)
where K > 0 is independent of h and tk but depends on p.
Proof. For every sufficiently large integer n, define the stopping time
τn = inf{0 < t ≤ T : ||ω˜(t, ·)||
2 ≥ n}.
Using the Ito formula, doing integration by parts and taking into account that vˆk(x)
is divergence free, we obtain
d||ω˜k(t, ·)||
2p = 2p||ω˜k(t, ·)||
2(p−1) (5.53)
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·[
−
σ2
2
||∇ω˜k(t, ·)||
2 + (g(t, ·), ω˜k(t, ·)) +
2p− 1
2
q∑
r=1
||µr(t, ·)||
2
]
dt
+2p||ω˜k(t, ·)||
2(p−1)
q∑
r=1
(µr(t, ·), ω˜k(t, ·))dwr(t), tk ∧ τn ≤ t ≤ tk+1 ∧ τn,
||ω˜k(tk, ·)||
2p = E||ω˜k−1(tk, ·)||
2p.
We have
dE||ω˜k(t, ·)||
2p
= 2p
[
−
σ2
2
E
(
||ω˜k(t, ·)||
2(p−1)||∇ω˜k(t, ·)||
2
)
+ E||ω˜k(t, ·)||
2(p−1)(g(t, ·), ω˜k(t, ·))
+
2p− 1
2
E||ω˜k(t, ·)||
2(p−1)
q∑
r=1
||µr(t, ·)||
2
]
dt, tk ∧ τn ≤ t ≤ tk+1 ∧ τn,
E||ω˜k(tk, ·)||
2 = E||ω˜k−1(tk, ·)||
2.
By Poincare’s inequality (2.18) and doing simple re-arrangements, we arrive at
dE||ω˜k(t, ·)||
2p
≤ 2p
[
−α
σ2
2
E||ω˜k(t, ·)||
2p + α
σ2
4
E||ω˜k(t, ·)||
2p +
1
ασ2
||g(t, ·)||2
+α
σ2
4
E||ω˜k(t, ·)||
2p +
2 [(2p− 1)(p− 1)]p
(ασ2)p−1 (p− 1)
[
q∑
r=1
||µr(t, ·)||
2
]p]
dt.
We note that the constant α > 0 in the above expression is due to Poincare’s inequality
(2.18) and it is, of course, independent of h and k. Hence
dE||ω˜k(t, ·)||
2p ≤ K
[
||g(t, ·)||2 +
[
q∑
r=1
||µr(t, ·)||
2
]p]
dt,
where the constant K > 0 depends on p but independent of h and k. The previous
inequality implies
E||ω˜k(tk+1 ∧ τn, ·)||
2p ≤ E||ω˜k−1(tk, ·)||
2p
+KE
∫ tk+1∧τn
tk∧τn
(
||g(s, ·)||2 +
[
q∑
r=1
||µr(s, ·)||
2
]p)
ds
≤ E||φ(·)||2p + E
∫ tk+1∧τn
0
(
K||g(s, ·)||2 +
q∑
r=1
||µr(s, ·)||
2
)
ds,
and letting n → ∞ we arrive at (5.51). The estimate (5.52) is evident (see e.g. (2.35)).
Theorem 5.2 is proved.
Remark 5.1 It is note difficult to see that repeating the proof of Lemma 5.1 word by
word, we immediately get that the exponential moment for ||ω˜k(tk+1, ·)||
2 is bounded, more
precisely the estimate of the form (5.12) holds for ||ω˜k(tk+1, ·)||
2 under Assumption 5.1
with m = 0.
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Now we consider uniform bounds for moments of higher Sobolev norms of ω˜k.
Theorem 5.3 Let Assumption 5.1 hold with m > 0. Then
E||ω˜k(tk+1, ·)||
2p
m ≤ ||φ(·)||
2p
m +Ktk+1, (5.54)
where K > 0 is independent of h and tk.
Proof. The proof is by induction. To this end, we assume that moments E||ω˜k(t, ·)||
2p
m−1
are bounded (uniformly in k and h) and for sufficiently large p ≥ 1 (note that Theorem 5.2
guarantees their boundedness for m = 0).
We will be adapting recipes from [29, Section 4.1]. Let the operator Λ be such that
Λ2 = −∆. We have for an integer m ≥ 1 (cf. [29, p. 29] and also [16, Section 3.4]):
d||ω˜k(t, ·)||
2p
m = 2p||ω˜k(t, ·)||
2(p−1)
m
[
−
σ2
2
||ω˜k(t, ·)||
2
m+1 + (ω˜k(t, ·), g(t, ·))m (5.55)
−((vˆk(·),∇)ω˜k(t, ·),Λ
2mω˜k(t, ·)) +
2p− 1
2
q∑
r=1
||µr(t, ·)||
2
m
]
dt
+2p||ω˜k(t, ·)||
2(p−1)
m
q∑
r=1
(µr(t, ·), ω˜k(t, ·))mdwr(t),
tk ∧ τn ≤ t ≤ tk+1 ∧ τn,
||ω˜k(tk, ·)||
2p
m = ||ω˜k−1(tk, ·)||
2p
m .
Here τn is as in Theorem 5.2.
Let us analyze terms in the right-hand side of (5.55). We have (e.g. see [29, Eq.
(4.4)]):
|(ω˜k(t, ·), g(t, ·))m| ≤ ||g(t, ·)||m−1||ω˜k(t, ·)||m+1
≤
4
σ2
||g(t, ·)||2m−1 +
σ2
16
||ω˜k(t, ·)||
2
m+1
and
K||ω˜k(t, ·)||
2(p−1)
m ||g(t, ·)||
2
m−1 ≤
Kp
p
(
16p
ασ2(p− 1)
)p−1
||g(t, ·)||2pm−1 + α
σ2
16
||ω˜k(t, ·)||
2p
m ,
where as before the constant α > 0 is due to Poincare’s inequality (2.18). Also, for some
K > 0 dependent on p :
p(2p− 1)||ω˜k(t, ·)||
2(p−1)
m
q∑
r=1
||µr(t, ·)||
2
m ≤ K
(
q∑
r=1
||µr(t, ·)||
2
m
)p
+ α
σ2
8
||ω˜k(t, ·)||
2p
m .
Hence, we can write for some K > 0 :
d||ω˜k(t, ·)||
2p
m ≤
[
−
σ2
4
p
{
||ω˜k(t, ·)||
2(p−1)
m ||ω˜k(t, ·)||
2
m+1 + α||ω˜k(t, ·)||
2p
m
}
+K||g(t, ·)||2pm−1 − 2p
{
||ω˜k(t, ·)||
2(p−1)
m ((vˆk(·),∇)ω˜k(t, ·),Λ
2mω˜k(t, ·))
}
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+K
(
q∑
r=1
||µr(t, ·)||
2
m
)p]
dt
+2p||ω˜k(t, ·)||
2(p−1)
m
q∑
r=1
(µr(t, ·), ω˜k(t, ·))mdwr(t)
tk ∧ τn ≤ t ≤ tk+1 ∧ τn, ||ω˜k(tk, ·)||
2p
m = ||ω˜k−1(tk, ·)||
2p
m .
Let us now estimate the trilinear-form:
|((vˆk(·),∇)ω˜k(t, ·),Λ
2mω˜k(t, ·))| ≤ K
m∑
l=1
||vˆk(·)||l||ω˜k(t, ·)||m−l+3/2||ω˜k(t, ·)||m+1
≤ K||ω˜k(tk, ·)||m−1||ω˜k(t, ·)||m+1/2||ω˜k(t, ·)||m+1
≤ K||ω˜k(t, ·)||
5/4
m−1||ω˜k(t, ·)||
7/4
m+1
≤
K8
8
(
56
σ2
)7
||ω˜k(tk, ·)||
10
m−1 +
σ2
8
||ω˜k(t, ·)||
2
m+1,
where for the first line we used the recipe from [29, pp. 29-30] and the inequality (2.14);
for the second line we used (2.39) and that ||u(·)||m1 ≤ ||u(·)||m2 for m2 ≥ m1; the third
line is obtained using (2.15); and the fourth line follows from Young’s inequality. Note
that the constants K > 0 in the first and second lines are different.
Further,
K||ω˜k(t, ·)||
10
m−1||ω˜k(t, ·)||
2(p−1)
m
≤
Kp
p
(
8p
ασ2(p− 1)
)p−1
||ω˜k(tk, ·)||
10p
m−1 + α
σ2
8
||ω˜k(t, ·)||
2p
m .
Thus, for some K > 0
dE||ω˜k(t, ·)||
2p
m ≤
+K
[
||g(t, ·)||2pm−1 + E||ω˜k(tk, ·)||
10p
m−1 +
(
q∑
r=1
||µr(t, ·)||
2
m
)p]
dt,
tk ∧ τn ≤ t ≤ tk+1 ∧ τn, E||ω˜k(tk, ·)||
2p
m = E||ω˜k−1(tk, ·)||
2p
m .
By the Cauchy-Bunyakovskii inequality and the induction assumption at the start of the
proof, we get
E||ω˜k(tk, ·)||
10p
m−1 ≤ K
with a constant K > 0 independent of h and k. Hence
dE||ω˜k(t, ·)||
2p
m ≤ Kdt,
tk ∧ τn ≤ t ≤ tk+1 ∧ τn, E||ω˜k(tk, ·)||
2p
m = E||ω˜k−1(tk, ·)||
2p
m
and
E||ω˜k(tk+1 ∧ τn, ·)||
2p
m ≤ E||ω˜k−1(tk, ·)||
2p
m +Kh,
from which (5.54) follows by the standard arguments. Theorem 5.3 is proved.
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5.4 Mean-square convergence theorem
To prove the global convergence of ω˜k(tk, ·), we use the idea of the proof of the fundamental
theorem of mean-square convergence for SDEs [20] (see also [23, Section 1.1]).
Theorem 5.4 Let Assumption 5.1 hold with m = 2. The global approximation ω˜k(tk+1, x)
for the problem (5.7)-(5.9) has the first mean-square order accuracy.
Proof. We note that in the proof we shall again use letters K and C(·, ω) to denote
various deterministic constants and random variables, respectively, which are independent
of h and k, and K is also independent of h and k; their values may change from line to
line.
We have
R(tk+1, x) : = ω(tk+1, x; 0, φ)− ω˜k(tk+1, x; 0, φ) (5.56)
= ω(tk+1, x; tk, ω(tk, ·))− ω˜k(tk+1, x; tk, ω˜k(tk, ·))
= (ω(tk+1, x; tk, ω(tk, ·))− ω(tk+1, x; tk, ω˜k(tk, ·)))
+(ω(tk+1, x; tk, ω˜k(tk, ·))− ω˜k(tk+1, x; tk, ω˜k(tk, ·))) ,
where · reflects function dependence of solutions on the initial conditions. The first
difference in the right-hand side of (5.56) is the error of the solution arising due to the
error in the initial data at time tk, accumulated at the k-th step. The second difference
is the one-step error at the (k + 1)-step:
δω(tk+1, x) := ω(tk+1, x; tk, ω˜k(tk, ·))− ω˜k(tk+1, x; tk, ω˜k(tk, ·)) (5.57)
for which estimates are given in Theorem 5.1 taking into account that Theorems 5.2
and 5.3 guarantees boundedness of moments of ||ω˜k(tk, ·)||3 under the conditions of this
theorem. Taking the L2-norm of both sides of (5.56), we obtain
||R(tk+1, ·)||
2 = ||ω(tk+1, ·; tk, ω(tk, ·))− ω(tk+1, ·; tk, ω˜k(tk, ·))||
2 (5.58)
+||δω(tk+1, ·)||
2 + 2(ω(tk+1, ·; tk, ω(tk, ·))− ω(tk+1, ·; tk, ω˜k(tk, ·)), δω(tk+1, ·)),
where the first · in each ω or ω˜k reflects that we took L
2-norm.
Using (5.39) from Theorem 5.1 together with Theorems 5.2 and 5.3, we obtain for the
second term in (5.58):
||δω(tk+1, ·)||
2 ≤ C(tk+1, ω)h
3, (5.59)
where C(tk+1, ω) > 0 is an Ftk+1-measurable with bounded second moment.
By (5.22) from Lemma 5.2 together with Theorems 5.2 and 5.3, we get for the first
term in (5.58):
||ω(tk+1, x; tk, ω(tk, ·))− ω(tk+1, x; tk, ω˜k(tk, ·))||
2 (5.60)
≤ ||R(tk, ·)||
2 exp
(
Kh+ c
∫ tk+1
tk
||∇ω(s′, ·; tk, ω(tk, ·))||
2ds′
)
.
The difference ω(tk+1, x; tk, ω(tk, ·))−ω(tk+1, x; tk, ω˜k(tk, ·)) in the last summand in (5.58)
can be treated using (5.21) from Lemma 5.2:
ω(tk+1, x; tk, ω(tk, ·))− ω(tk+1, x; tk, ω˜k(tk, ·)) = R(tk, x) + η(tk, x) .
36
Using a conditional version of (5.39) from Theorem 5.1 and (5.23) from Lemma 5.2 to-
gether with Theorems 5.2 and 5.3, we get
|((η(tk, ·), δω(tk+1, ·))| ≤ ||η(tk, ·)||||δω(tk+1, ·)|| ≤ ||η(tk, ·)||
2 +
1
4
||δω(tk+1, ·)||
2 (5.61)
≤ h||R(tk, ·)||
2 + C(tk+1, ω)h
3,
where C(tk+1, ω) > 0 is an Ftk+1-measurable with bounded second moment.
Combining the above, we arrive at
||R(tk+1, ·)||
2 ≤ |R(tk, ·)||
2 exp
(
Kh+ c
∫ tk+1
tk
||∇ω(s′, ·; tk, ω(tk, ·))||
2ds′
)
(5.62)
+h||R(tk, ·)||
2 + (R(tk, ·), δω(tk+1, ·)) + C(tk+1, ω)h
3.
Since ||R(0, ·)|| = 0, summing (5.62) from k = 0 to n, we get
||R(tn+1, ·)||
2
≤
n∑
k=1
||R(tk, ·)||
2
[
exp
(
Kh+ c
∫ tk+1
tk
||∇ω(s′, ·; tk, ω(tk, ·))||
2ds′
)
− 1 + h
]
+h3
n∑
k=0
C(tk+1, ω) +
n∑
k=1
(R(tk, ·), δω(tk+1, ·))
≤
n∑
k=1
||R(tk, ·)||
2
[
exp
(
Kh+ c
∫ tk+1
tk
||∇ω(s′, ·; tk, ω(tk, ·))||
2ds′
)
− 1
]
+h3
n∑
k=0
C(tk+1, ω) +
n∑
k=1
(R(tk, ·), δω(tk+1, ·)).
From which, by a version of Gronwall’s lemma (see, e.g. [1, 13]), we obtain
||R(tn+1, ·)||
2 ≤ Fn +
n∑
k=1
Fk−1 (5.63)
·
[
exp
(
Kh+ c
∫ tk+1
tk
||∇ω(s′, ·; tk, ω(tk, ·))||
2ds′
)
− 1
]
·
n∏
j=k+1
exp
(
Kh + c
∫ tj+1
tj
||∇ω(s′, ·; tk, ω(tk, ·))||
2ds′
)
,
where
Fk := h
3
k∑
j=0
C(tj+1, ω) +
k∑
j=1
(R(tj , ·), δω(tj+1, ·)).
We have
||R(tn+1, ·)||
2 ≤ Fn (5.64)
+
n∑
k=1
Fk−1 ·
[
exp
(
Kh + c
∫ tk+1
tk
||∇ω(s′, ·; tk, ω(tk, ·))||
2ds′
)
− 1
]
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· exp
(
K(tn+1 − tk+1) + c
∫ tn+1
tk+1
||∇ω(s′, ·; tk+1, ω(tk+1, ·))||
2ds′
)
= Fn +
n∑
k=1
Fk−1 ·
[
exp
(
K(tn+1 − tk) + c
∫ tn+1
tk
||∇ω(s′, ·; tk, ω(tk, ·))||
2ds′
)
− exp
(
K(tn+1 − tk+1) + c
∫ tn+1
tk+1
||∇ω(s′, ·; tk+1, ω(tk+1, ·))||
2ds′
)]
=
n∑
k=1
(Fk − Fk−1) exp
(
K(tn+1 − tk+1) + c
∫ tn+1
tk+1
||∇ω(s′, ·; tk+1, ω(tk+1, ·))||
2ds′
)
+h3C(t1, ω) exp
(
K(tn+1 − t1) + c
∫ tn+1
t1
||∇ω(s′, ·; t1, ω(t1, ·))||
2ds′
)
.
For the last term in the right-hand side of (5.64), we obtain using the Cauchy-
Bunyakovsky inequality and Lemma 5.1:
E
{
h3C(t1, ω) exp
(
K(tn+1 − t1) + c
∫ tn+1
tk+1
||∇ω(s′, ·; 0, φ(·))||2ds′
)}
≤ Kh3. (5.65)
Consider now the first term in the right-hand side of (5.64). We have
(Fk − Fk−1) exp
(
K(tn+1 − tk+1) + c
∫ tn+1
tk+1
||∇ω(s′, ·; tk+1, ω(tk+1, ·))||
2ds′
)
(5.66)
= exp
(
K(tn+1 − tk+1) + c
∫ tn+1
tk+1
||∇ω(s′, ·; tk+1, ω(tk+1, ·))||
2ds′
)
×
[
h3C(tk+1, ω) + (R(tk, ·), δω(tk+1, ·))
]
.
Expectation of the first term from the right-hand side of (5.66) is estimated by Kh3 as in
(5.65). Let us now consider the second term.
By the martingale representation theorem and Lemma 5.1, we can obtain
E
[
exp
(
K(tn+1 − tk+1) + c
∫ tn+1
tk+1
||∇ω(s′, ·; tk+1, ω(tk+1, ·))||
2ds′
)∣∣∣∣∣Ftk+1
]
(5.67)
= E
[
exp
(
K(tn+1 − tk+1) + c
∫ tn+1
tk+1
||∇ω(s′, ·; tk+1, ω(tk+1, ·))||
2ds′
)]
+
q∑
r=1
∫ tk+1
0
λr(s)dwr(s),
where λr(s) are Fs-adapted square-integrable stochastic processes.
Using (5.38) and a conditional version of (5.39) from Theorem 5.1 together with The-
orems 5.2 and 5.3 and also using Lemma 5.1 and (5.67), we arrive at∣∣∣∣∣E
{
exp
(
K(tn+1 − tk+1) + c
∫ tn+1
tk+1
||∇ω(s′, ·; tk+1, ω(tk+1, ·))||
2ds′
)
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(R(tk, ·), δω(tk+1, ·))
∣∣∣Ftk}∣∣∣
=
∣∣∣∣∣
(
R(tk, ·), E
{
exp
(
K(tn+1 − tk+1) + c
∫ tn+1
tk+1
||∇ω(s′, ·; tk+1, ω(tk+1, ·))||
2ds′
)
δω(tk+1, ·)
∣∣∣∣∣Ftk
})∣∣∣∣∣
≤ ||R(tk, ·)||
∥∥∥∥∥E
{
exp
(
K(tn+1 − tk+1) + c
∫ tn+1
tk+1
||∇ω(s′, ·; tk+1, ω(tk+1, ·))||
2ds′
)
δω(tk+1, ·)
∣∣∣∣∣Ftk
})∥∥∥∥∥
= ||R(tk, ·)||
·
∥∥∥∥∥E
{(
E
[
exp
(
K(tn+1 − tk+1) + c
∫ tn+1
tk+1
||∇ω(s′, ·; tk+1, ω(tk+1, ·))||
2ds′
)]
+
q∑
r=1
∫ tk+1
0
λr(s)dwr
)
δω(tk+1, ·)
∣∣∣∣∣Ftk
}∥∥∥∥∥
≤ ||R(tk, ·)||E
[
exp
(
K(tn+1 − tk+1) + c
∫ tn+1
tk+1
||∇ω(s′, ·; tk+1, ω(tk+1, ·))||
2ds′
)]
· ‖E {δω(tk+1, ·)| Ftk}‖+ ||R(tk, ·)||
∥∥∥∥∥E
{
δω(tk+1, ·)
q∑
r=1
∫ tk+1
0
λr(s)dwr
∣∣∣∣∣Ftk
}∥∥∥∥∥
≤ ||R(tk, ·)||C(tk, ω)h
2 + ||R(tk, ·)||
∥∥∥∥∥
q∑
r=1
∫ tk
0
λr(s)dwrE {δω(tk+1, ·)| Ftk}
∥∥∥∥∥
+||R(tk, ·)||
(
E
[
|| δω(tk+1, ·)||
2
∣∣Ftk])1/2
·

 q∑
r=1
(
E
[{∫ tk+1
tk
λr(s)dwr
}2∣∣∣∣∣Ftk
])1/2
≤ ||R(tk, ·)||C(tk, ω)h
2 ≤ h||R(tk, ·)||
2 +
h3
4
C2(tk, ω).
Therefore,
E
{
(Fk − Fk−1) exp
(
K(tn+1 − tk+1) + c
∫ tn+1
tk+1
||∇ω(s′, ·; tk+1, ω(tk+1, ·))||
2ds′
)}
(5.68)
≤ hE||R(tk, ·)||
2 +Kh3.
From (5.64), (5.65), and (5.68), we obtain
E||R(tn+1, ·)||
2 ≤ h
n∑
k=1
E||R(tk, ·)||
2 +Kh2,
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from which it follows by a version of Gronwall’s lemma that
E||R(tn+1, ·)||
2 ≤ Kh2
as required. Theorem 5.4 is proved.
Remark 5.2 Various approaches can be used to turn the method, introduced at the start
of Section 5.3 for the problem (5.7)-(5.9), into a numerical algorithm. To obtain a con-
structive numerical algorithm, we need to approximate the linear SPDE (5.30)-(5.31) at
every step. To this end, for instance, we can discretize this SPDE in space using the
spectral method based on the Fourier expansion and use a finite difference for time dis-
cretization (see such an algorithm in the deterministic setting in e.g. [27]). Alternatively,
we can apply the method based on averaging characteristics to (5.30)-(5.31) [24]. We leave
construction, analysis and testing of such algorithms for a future work.
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