We present deviation inequalities of random operators of the form
Introduction
The goal of this article is to present deviation inequalities of random operators defined via independent copies of a random vector X in R n or in 2 . To be more exact (and for the sake of simplicity), let X be a random vector taking values in R n and consider (X i ) n i=1 which are independent random vectors distributed as X. Our aim is to estimate the deviation of operators of the form 1 N N i=1 X i ⊗ X i from the average operator E(X ⊗ X), where X ⊗ X is the operator defined by (X ⊗ X)(v) = X, v X. The motivation for our investigation is two seemingly unrelated questions concerning the eigenvalues of some random matrices.
First, let X be a random point selected from a convex symmetric body in R n which is in isotropic position. By this we mean the following: let K ⊂ R n be a convex and symmetric set (i.e. if x ∈ K then −x ∈ K) with a nonempty interior. We say that K is in isotropic position if for any t ∈ R n ,
where the volume and the integral are with respect to the Lebesgue measure on R n and . , . and · denote the scalar product and the norm in the Euclidean space n 2 respectively. In other words, if one considers the normalized volume measure on K and X is a random vector with that distribution, then a body is in isotropic position if for every t ∈ R n , E | X, t | 2 = t 2 . It is easy to verify that for every convex, symmetric set K in R n with a nonempty interior, there is some T ∈ GL n (R) such that T K is isotropic. Note that we use a slightly different normalization than the standard definition of the isotropic position used in Asymptotic Geometry (see e.g. [16] for the more standard notion), but for our purposes (1.1) is the correct normalization.
Consider the random operator Γ : R n → R N defined by
where (X i ) N i=1 are independent random variables distributed according to the normalized volume measure on the body K. The ability to bound the largest and the smallest singular values of Γ has several applications (which will be explored in Section 3). For example, it is natural to ask whether the largest singular value of Γ is of the order √ N with high probability. Unfortunately, it seems that the standard method of estimating the largest eigenvalue fails here, unless one has much more information on the geometry of the body than the fact that it is in isotropic position.
For example, if the body has the property that for some constant c and every t ∈ R n the random variable Z t = X, t has a subgaussian tail (i.e. P r ({|Z t | ≥ u}) ≤ 2 exp(−cu 2 / t 2 )), then one can show using a standard ε-net argument that the largest singular value of Γ is indeed of the order √ N . Unfortunately, most bodies do not exhibit this subgaussian behavior (see [18] for a characterization of such bodies), and thus one must resort to a different approach to obtain an estimate on the largest singular value of Γ.
A difficulty arises because the matrix Γ has dependent entries, whereas in the standard setup in the theory of random matrices, one investigates matrices with independent, identically distributed entries.
The method we use to address this problem is surprisingly simple. Note that if N ≥ n, the first n eigenvalues of ΓΓ * = ( X i , X j ) N i,j=1 are the same as the eigenvalues of
We will show that under very mild assumptions on X, with high probability,
tends to 0 quickly as N tends to infinity, where Λ = E(X ⊗ X), and we provide quantitative bounds on the rate of convergence and the "high probability". In particular, with high probability the eigenvalues of
This general approximation question was motivated by an application in Complexity Theory, investigated by Kannan, Lovász and Simonovits [9] , regarding algorithms which approximate the volume of convex bodies. Previous results in the direction of estimating (1.2) were obtain by Bourgain and by Rudelson. Bourgain [3] proved the following Theorem 1.1 For every ε > 0 there exists a constant c(ε) for which the following holds. If K is a convex symmetric body in R n in isotropic position and N ≥ c(ε)n log 3 n, then with probability at least 1 − ε, for any t ∈ S n−1 ,
In [7] it was shown that Bourgain's method can actually give a better estimate of N ≥ c(ε)n log 2 n. Equivalently, the previous inequalities say that
are independent, standard Gaussian variables, it is known that for any t ∈ S n−1 ,
holds with high probability (see the survey [5] , Theorem II.13). This implies that in the Gaussian case, Theorem 1.1 is true for N ≥ 4n/ε 2 , and that this estimate is asymptotically optimal, up to a numerical constant.
Bourgain's result was improved by Rudelson [20] , who removed one power of the logarithm while proving a more general statement: Theorem 1.2 There exists an absolute constant C for which the following holds. Let Y be a random vector in
Our main result, which is a deviation estimate for (1.2), implies the result of Rudelson, and its proof follows a similar path to his work.
The second application we present has a different flavor. Let Ω ⊂ R d and set ν to be a probability measure on Ω. Let t be a random variable on Ω distributed according to ν and set
This choice of X(t) originates in a question in nonparametric statistics which we now formulate. Let L : Ω × Ω → R be a bounded, positivedefinite kernel. Under mild assumptions, by Mercer's Theorem, there is an orthonormal basis of 
, with the infimum taken with respect to all permutations) between the set of empirical eigenvalues and the set of eigenvalues of the integral operator.
The significance of this question is that the eigenvalues of the integral operator play a key role in the analysis of kernel-based methods, often used in various statistical applications (see, e.g. [15] and references therein for some theoretical results in this context) but it is not clear how those should be estimated from the given data in the form of the Gram matrix. Our results enable us to do just that; indeed, if
Hence, a deviation inequality for
enables one to estimate with high probability the eigenvalues of the integral operators using the eigenvalues of the Gram matrix. We end the introduction with a notational convention. Throughout, all absolute constants are positive and will be denoted by C or c. Their values may change from line to line, or even within the same line. By we denote either the 2 norm or the operator norm between 2 spaces. Other norms we use will be clearly specified.
The deviation inequality
Our starting point is the definition of the family of Orlicz norms. Recall that for a random variable Y and α ≥ 1, the ψ α norm of Y is
For 0 < α < 1 the ψ α function is defined as
1/α and as the tangent to y = exp(x α )
A standard argument [6, 21] shows that if Y has a bounded ψ α norm then the tail of Y decays faster
Moreover, a straightforward computation shows that for every α > 0, if for every integer p ≥ 1, (
where c α is a constant which depends only on α.
Let us turn to the assumptions we need to make on the random vector X. Assumption 2.1 Let X be a random vector on R n (resp. 2 ). We will assume that 1. There is some ρ > 0 such that for every θ of norm 1, E| X, θ | 4 1/4 ≤ ρ.
Set
Observe that Assumption 2.1 implies that the average operator Λ satisfies that Λ ≤ ρ 2 . Indeed, denoting by S the sphere in either n 2 or 2 , Λ = sup
The main result we shall establish is the following: 
where β = (1 + 2/α) −1 and Λ = E(X ⊗ X).
As we show below, the probability we wish to estimate is the tail of the supremum of a centered empirical process. It is impossible to use standard concentration results for such processes (for example, Talagrand's inequality, see [12] ) because the indexing class of functions at hand is not bounded in
The first step in the proof of Theorem 2.1 is a well known symmetrization theorem [21] which originated in the works of Kahane and HoffmanJørgensen. Recall that a Rademacher random variable is a random variable taking values ±1 with probability 1/2. 
where (ε i ) N i=1 are independent Rademacher random variables and
Observe that it is possible to express the operator norm of
as the supremum of an empirical process. Indeed, let U be the set of tensors v ⊗ w, where v and w are vectors in the unit Euclidean ball (resp. the unit ball in 2 ). Then
Consider the process indexed by U defined by
Clearly, for every U , EZ(U ) = 0, and
Hence, to apply Theorem 2.2 one has to estimate for any fixed U ∈ U,
It is easy to verify that for any U ∈ U,
In particular, var (Z(U )) ≤ ρ 4 /N , implying by Chebychev's inequality that
Corollary 2.3 Let X be a random vector in R n (resp. 2 ) which satisfies Assumption 2.1 and let X 1 , ..., X N be independent copies of X. Then,
provided that x ≥ c ρ 4 /N , for some absolute constant c.
The next step is an estimate on the norm of the symmetric random variable
We apply the following result of Rudelson [20] , which builds on an inequality due to Lust-Piquard and Pisier [14] . n and N , any x 1 , . .., x N ∈ R n (resp. 2 ) and any p ≥ 1,
Theorem 2.4 There exists an absolute constant c such that for any integers
where Note that this moment inequality immediately leads to a ψ 2 estimate on the random variable N , any x 1 , . .., x N ∈ R n (resp. 2 ) and any t > 0,
Corollary 2.5 There exists an absolute constant c such that for any integers n and
where
Now we are ready to prove the main deviation inequality: Proof of Theorem 2.1. First, by a result due to Pisier ([19] , see also [21] ), if T is a random variable with a bounded ψ α norm for α ≥ 1 and if T 1 , ..., T N are independent copies of T then
for an absolute constant C. Hence, for any integer p,
Consider the random variables
It follows from Corollaries 2.3 and 2.5 that for any t ≥ c ρ
max 1≤i≤N X i for some absolute constant c and d = min{n, N }. Setting c 0 to be the constant from Corollary 2.3, then by Fubini's Theorem and dividing the region of integration to t ≤ c 0 ρ 4 /N (in this range one has no control on P r(V ≥ t)) and t > c 0 ρ 4 /N , it is evident that
The second term is bounded by
for some other absolute constant c. Hence, setting Z = X and applying Assumption 2.1 and (2.1), we arrive at
from which it is evident that , and obtain the following Corollary 2.6 There exists an absolute constant c for which the following holds. Let X be a random vector in R n (resp. 2 ) bounded by R and satisfies Assumption 2.1. Then, for any
The second case is when X is a vector on R n and Z ψ 2 ≤ c √ n, which corresponds to the geometric application we have in mind, where X is a random vector associated with a convex body in isotropic position.
Corollary 2.7
There exists an absolute constants c for which the following holds. Let X be a random vector in R n which satisfies Assumption 2.1 with
Applications
The first application we present is when the random variable X corresponds to the volume measure of some convex symmetric body in isotropic position, which fits our assumptions perfectly. Indeed, as shown by Alesker in [1] , there exists an absolute constant C such that if K is in isotropic position and if Z = X then Z ψ 2 ≤ C √ n. Moreover, by the BrunnMinkowski inequality, if K is in isotropic position then its volume measure is log-concave and E| X, t | 2 = t 2 for any t ∈ R n . Hence, if θ ∈ S n−1 then P r ({| X, θ | ≥ 2}) ≤ 1/4, and by Borell's inequality, X, θ ψ 1 ≤ C for some new absolute constant (see [12, 17] ). In particular, Assumption 2.1 is verified for α = 2, Z ψ 2 ≤ C √ n and ρ = C, which is the situation in Corollary 2.7. Moreover, by the definition of the isotropic position, E(X ⊗ X) = Id.
Let us note a few simple outcomes of these observations; similar results can be obtained equally easily. 
. . .
with non-zero singular values λ 1 , ..., λ n .
2.
If N ≥ c 3 n, then with probability at least 1/2, λ 1 ≤ c 4 √ N log n.
In particular, this estimate shows that if N is polynomial in n one can get the correct estimate on the largest singular value of Γ, and with relatively high probability. Also, as long as N ≥ cn log 2 n, the bound on all singular values is nontrivial. With as little as N ∼ n 5 log 2 n one obtains that the same holds with probability exp(−cn), which complements a result from [13] , but is, most likely, a suboptimal estimate.
The fact that one can bound the smallest singular value has a geometric interpretation, as it implies that the symmetric convex hull of X 1 , ..., X N contains a "large" Euclidean ball. Indeed, let A be the symmetric convex hull of {X 1 , ..., X N }. By duality, it is easy to verify that rB n 2 ⊂ A if and only if r x 2 ≤ Γx ∞ for every x ∈ R n . Hence it suffices to show that r √ N x 2 ≤ Γx 2 , which is a condition on the smallest singular value of Γ. 
A with probability larger than 1/2.
Note that the "in particular" part also follows from Rudelson's result (Theorem 1.2), but it does not imply the better concentration if one takes N >> cn log 2 n. This estimate is almost optimal in the following sense: by the logconcavity of the volume measure on K combined with Borell's inequality (see, e.g. [12, 17] ),
for some c < 1. Hence, with high probability, X 1 , ..., X N ∈ c log N · √ nB n 2 , and by the Carl-Pajor inequality [4] (see also [2] and [8] ) for N ∼ n log 2 n,
while with probability at least 1/2,
because the symmetric convex hull contains a ball of radius 1/2. The second application we present deals with the eigenvalues of integral operators. Let L be a positive-definite kernel on some probability space (Ω, µ). Assume that L is continuous and that Ω is compact. Thus, by Mer-
are the eigenvalues of T L , the integral operator associated with L and µ, and (
We would like to apply Theorem 2.1 to this vector for two reasons. First, observe that E(X ⊗ X) is the integral operator T L and for every t 1 , ..., t N , the squares of the singular values of the matrix Γ are the eigenvalues of the Gram matrix (L(t i , t j )) N i,j=1 . Hence, a successful application of Theorem 2.1 would yield a deviation inequality between the eigenvalues of the Gram matrix and those of the integral operator.
The second reason uses the whole power of the approximation result. In some applications in nonparametric statistics, one sometimes has the fixed mapping t → X(t) without having additional information on the Mercer representation of the integral operator (e.g. if the eigenfunctions are not known). Our result enables one to approximate the integral operator using a finite dimensional approximation in such cases (of course, if one has the Mercer representation of L, finding such a finite dimensional approximation is trivial).
Observe that X(t) 2 = X(t), X(t) = L(t, t). Hence, if we set R = L(t, t) 
