Abstract-We study error bounds for linear programming decoding of regular LDPC codes. For memoryless binary-input output-symmetric channels, we prove bounds on the word error probability that are inverse doubly-exponential in the girth of the factor graph. For memoryless binary-input AWGN channels, we derive lower bounds on the thresholds for regular LDPC codes under LP decoding. Specifically, we prove a lower bound of σ = 0.735 on the threshold of (3, 6)-regular LDPC codes with logarithmic girth.
I. INTRODUCTION
Feldman et al. [1] , [2] suggested a decoding algorithm for linear codes that is based on linear programming. This algorithm, called LP-decoding, has two main advantages: (i) it runs in polynomial time, and (ii) when successful, it provides an ML-certificate, i.e., a proof that its outcome agrees with ML-decoding. Error bounds for LP-decoding have been proved for RA codes, LDPC codes, and expander codes [3] - [9] . Experiments indicate that message passing decoding is likely to fail if LP-decoding fails [1] , [10] .
Koetter and Vontobel [5] analyzed LP-decoding of regular LDPC codes using girth arguments and the dual LP solution. They proved lower bound on the threshold of LP-decoding for regular LDPC codes over any memoryless channel. This bound on the threshold depends only on the degree of the variable nodes (and not on the code length or the girth). The decoding errors for noise below the threshold decrease doubly exponential in the girth of the factor graph. This was the first threshold result presented for LP-decoding of LDPC codes over memoryless channels other than the BSC. When applied to LP-decoding of (3, 6)-regular LDPC codes over binary-input additive white Gaussian noise channel with noise variance σ 2 (BI-AWGN(σ)), they achieved a lower bound of σ = 0.5574 on the threshold (equivalent to an upper bound of Eb N0 = 5.07dB). The question of closing the gap to σ = 0.82 (1.7dB) [11] , which is the threshold of max-product (minsum) decoding algorithm for the same family of codes over a BI-AWGNC(σ), remains open.
Recently, Arora et al. [9] presented a novel probabilistic analysis of the primal solution of LP-decoding for regular LDPC codes over a BSC using girth arguments. They proved error bounds that are inverse doubly-exponential in the girth and lower bounds on thresholds much closer to the performance of BP-based decoding. Their technique is based on a weighted decomposition of every codeword to a finite set of structured trees. They proved a sufficient condition, called local-optimality, for the optimality of a decoded codeword based on this decomposition. They use a min-sum process on trees to bound the probability that local-optimality holds. A probabilistic analysis of the min-sum process is applied to the structured trees of the decomposition, and yields error bounds for LP-decoding.
In this work, we extend the analysis in [9] from BSC to any memoryless binary-input output-symmetric (MBIOS) channel. We prove bounds on the word error probability that are inverse doubly-exponential in the girth of the factor graph for LP-decoding of regular LDPC codes over MBIOS channels. We also prove lower bounds on the threshold of (d L , d R )-regular LDPC codes under LP-decoding in binaryinput AWGN channels. Specifically, in a finite length analysis of LP-decoding over BI-AWGN(σ), we prove that for (3, 6)-regular LDPC codes the decoding errors for σ < 0.605 ( Eb N0 > 4.36dB) decrease doubly exponential in the girth of the factor graph. In an asymptotic case analysis, we prove a lower bound of σ = 0.735 (upper bound of Eb N0 = 2.67dB) on the threshold of (3, 6)-regular LDPC codes under LP-decoding, thus decreasing the gap to the BP-based decoding asymptotic threshold.
In our analysis we utilize the combinatorial interpretation of LP-decoding via graph covers [10] to simplify some of the proofs in [9] . Specifically, using the equivalence of graph cover decoding and LP-decoding in [10] , we obtain a simpler proof that local-optimality suffices for LP optimality. Our main result: for some constant c < 1. (3, 6) and g = Ω(log n) sufficiently large (g > 88), x is the unique optimal solution to the LP decoder with probability at least 1 − exp(−n γ ) for some constant 0 < γ < 1, provided that σ 0.735. for some constant c < 1, provided that 
b) LP decoding over memoryless channels: Let X i ∈ {0, 1} and Y i ∈ R denote random variables that correspond to the ith transmitted symbol (channel input) and the ith received symbol (channel output), respectively. A memoryless binaryinput output-symmetric (MBIOS) channel is defined by a conditional probability
n for a received word y ∈ R n is defined by
. For a linear code C, Maximum-Likelihood (ML) decoding is equivalent tô
where conv(C) denotes the convex hull of the set C. Solving in general the optimization problem in Equation (1) for linear codes is intractable. Feldman et al. [1] , [2] introduced a linear programming relaxation for the problem of ML decoding of linear codes. Given a factor graph G, for every j ∈ V R , denote by C j the set of binary sequences that satisfy parity check constraint j, [2] , [10] of a factor graph G. For LDPC codes, the fundamental polytope is defined by a linear number of constraints. Given an LLR vector λ for a received word y, LP-decoding consists of solving the following optimization problemx LP (y) arg min
which can be solved in time polynomial in n using linear programming. Let us denote by BI-AWGNC(σ) the binary input additive white Gaussian noise channel with noise variance σ 2 . The channel input X i at time i is an element of {±1} since we map a bit b ∈ {0, 1} to (−1)
b . Given X i , the channel outputs
Note that the optimal ML and LP solutions are invariant under positive scaling of the LLR vector λ.
III. ON THE CONNECTIONS BETWEEN LOCAL OPTIMALITY, GLOBAL OPTIMALITY, AND LP OPTIMALITY
Let x ∈ C(G) denote a codeword and λ(y) ∈ R n denote an LLR vector for a received word y ∈ R n . Following [9] , we consider two questions: (i) does x equalx ML (y)? and (ii) does x equalx LP (y) and is it the unique solution? Arora et al. [9] presented a certificate based on local structures both forx ML (y) andx LP (y) over a binary symmetric channel. In this section we present modifications of definitions and certificates to the case of memoryless binary-input outputsymmetric (MBIOS) channels.
Notation: Let y ∈ R n denote the received word. Let λ = λ(y) denote the LLR vector for y. Let x ∈ C(G) be a candidate forx Definition 2 (Minimal Local Deviation, [9] ). An assignment 
The following definition expands the notion of codeword addition over F n 2 to the case where one of the vectors is fractional.
Given a log-likelihood ratio vector λ, the cost of a wweighted minimal T -local deviation β is defined by λ, β (w) . The following definition is an extension of local-optimality from BSC to LLR.
Definition 4 (Local optimality following [9]). A codeword
Since β (w) ∈ [0, 1] n , we consider only weight vectors w ∈ [0, 1] T \{0 n }. Koetter and Vontobel [5] proved for w = 1 that a locally optimal codeword x for λ is also globally optimal, i.e., the ML codeword. Moreover, they also showed that a locally optimal codeword x for λ is also the unique optimal LP solution given λ. Arora et al. [9] used a different technique to prove that local-optimality is sufficient both for global optimality and LP optimality with general weights in the case of a binary symmetric channel. We extend the results of Arora et al. [9] to the case of MBIOS channels. Specifically, we prove for MBIOS channels that local-optimality implies LP optimality (Theorem 7). The following theorem is obtained by a straightforward modification of the proof in [9] .
Theorem 5 (local-optimality is sufficient for ML). Let T < T . Let λ ∈ R n denote the loglikelihood ratio for the received word, and suppose that x ∈ {0, 1} n is a (T, w)-locally optimal codeword in C(G) for λ. Then x is also the unique maximum-likelihood codeword for λ.
In order to prove a sufficient condition for LP optimality, we consider graph cover decoding introduced by Vontobel and Koetter [10] . We use the terms and notation of Vontobel and Koetter [10] in the statement of Lemma 6. The following lemma shows that local-optimality is preserved after lifting to an M -cover. Note that the weight vector must be scaled by the cover degree M .
Lemma 6. Let T < 1 4 girth(G) and w
∈ [0, 1 M ] T \{0 n }. Let G denote any M -cover of G. Suppose that x ∈ C(G) is a (T, w)-locally optimal codeword for λ ∈ R n . Letx = x ↑M ∈ C(G) andλ = λ ↑M ∈ R n·M denote
the M -lifts of x and λ, respectively. Thenx is a (T, M · w)-locally optimal codeword forλ.
Arora et al. [9] proved the following theorem for a BSC and w ∈ [0, 1]
T . The proof can be extended to the case of MBIOS channels with w ∈ [0, 1]
T using the same technique of Arora et al. A simpler proof is achieved for w ∈ [0,
T for some finite M . The proof is based on arguments utilizing properties of graph cover decoding [10] , and follows as a corollary of Theorem 5 and Lemma 6.
Theorem 7 (local-optimality is sufficient for LP optimality). For every factor graph G, there exists a constant M such that, if
T \{0} T , and 3) x is a (T, w)-locally optimal codeword for λ ∈ R n , then x is also the unique optimal LP solution given λ.
From this point, let M denote the constant, the existence of which is guaranteed by Theorem 7.
IV. PROVING ERROR BOUNDS USING LOCAL OPTIMALITY
In order to simplify the probabilistic analysis of algorithms for decoding linear codes over symmetric channels, it is common to assume that the all-zeros codeword is the transmitted codeword, i.e., x = 0 n . The following lemma gives a structural characterization for the event of LP-decoding failure if x = 0 n .
Lemma 8. Let T < 1 4 girth(G). Assume that the all-zeros codeword was transmitted, and let λ ∈ R n denote the loglikelihood ratio for the received word. If the LP decoder fails to decode the all-zeros codeword, then for every
Note that the correctness of the all-zeros assumption depends on the employed decoding algorithm. Although this assumption is trivial for ML decoding because of the symmetry of a linear code C(G), it is not immediately clear in the context of LP-decoding. Feldman et al. [1] , [2] noticed that the fundamental polytope P(G) is highly symmetric, and proved the following theorem.
Theorem 9 (All-zeros assumption, [2] ). The probability that the LP decoder fails is independent of the transmitted codeword.
Therefore, one can assume that x = 0 n when analyzing LP-decoding failure for linear codes. The following corollary follows Lemma 8 and Theorem 9. 
A. Bounding Processes on Trees
Using the terminology of Corollary 10, Arora et al. [9] suggested a recursive method for bounding the probability P{∃β. λ, β (w) 0|x = 0 n } for a BSC. We extend this method to MBIOS channels and apply it to a BI-AWGN channel.
Let 
Namely, the sum of the values of variable nodes in τ weighted according to their height.
Given a probability distribution over assignments λ, we are interested in the probability
In other words, Π λ,dL,dR (T, ω) is the probability that the minimum value over all skinny trees of height 2T rooted in some variable node v 0 in a (d L , d R )-bipartite graph G is nonpositive. For every two roots v 0 and v 1 the trees T v0 and T v1 are isomorphic, it follows that Π λ,dL,dR (T, ω) does not depend on the root v 0 .
Since λ is a random assignment of values to variable nodes in T v0 , Arora et al. refer to min τ ⊂Tv 0 val ω (τ ; λ) as a random process. With this notation, we apply a union bound utilizing Lemma 8, as follows. 
girth(G). Suppose that λ ∈ R
n is the log-likelihood ratio of the word received from the channel. Then, the transmitted codeword
where
and with at least the same probability, x = 0 n is also the unique optimal LP solution given λ.
Following Lemma 12, it is sufficient to estimate the probability Π λ,dL,dR (T, ω) for a given weight vector ω, a distribution of a random vector λ, and degrees (d L , d R ). We overview the recursion presented in [9] for estimating and bounding the probability of the existence of a skinny tree with non-positive value in a (T, ω)-process. 
The notation X (1) , ..., X (d) denotes d mutually independent copies of the random variable X. Each instance of Y l , 0 l < T , uses an independent instance of a random variable γ.
Consider a directed tree T = T v0 of height 2T , rooted at node v 0 . Associate variable nodes of T at height 2l with copies of Y l , and check nodes at height 2l + 1 with copies of X l , for 0 l < T. Note that any realization of the random variables {γ} to variable nodes in T can be viewed as an assignment λ. Thus, the minimum value of a skinny tree of T equals
T −1 . This implies that the recursion in Equations (4)- (6) defines a dynamic programming algorithm for computing min τ ⊂T val ω (τ ; λ). Now, let the components of the LLR vector λ be i.i.d. random variables distributed identically to {γ}, then
Given a distribution of {γ} and a finite "height" T , it is possible to compute the distribution of X l and Y l according to the recursion in Equations (4)- (6) . In the following subsection we present concrete bounds on Π λ,dL,dR (T, ω) for BI-AWGN channel.
B. Analysis for BI-AWGN Channel
Consider the BI-AWGNC(σ). In the case that the codeword is all zeros, the channel input is X i = +1 for every i. Hence, λ
is invariant under positive scaling of the vector λ, we consider in the following analysis the scaled vector λ in which λ i = 1 + φ i with φ i ∼ N (0, σ 2 ). Following [9] , we apply a simple analysis for BI-AWGNC(σ) with uniform weight vector ω. Then, we present improved bounds by using a non-uniform weight vector. . Arora et al. [9] proved that if c < 1, then
To analyze parameters for which Π λ,dL,dR (T, {1} T ) → 0, we need to compute c 1 and c 2 as functions of σ, d L and d R . Note that
Denote by f N (·) and F N (·) the p.d.f. and c.d.f. of a Gaussian random variable with zero mean and standard deviation σ, respectively. We therefore have
−tx dx, and
The above calculations give the following bound on Π λ,dL,dR (T, {1} T ).
then for T ∈ N and ω = 1 T , we have
For (3,6)-regular graphs, we obtain by numeric calculations the following corollary. 
2) Improved Bounds using Non-Uniform Weights: The following lemma implies an improved bound for Π λ,dL,dR (T, ω) using non-uniform weight vector ω.
Suppose that for some s ∈ N and some weight vector ω ∈ R s + , 
Note that Π λ,dL,dR (T, ω (ρ) ) decreases doubly exponential as a function of T .
Arora et al. [9] suggested using a weight vector ω with components ω l = (d L − 1)
l . This weight vector has the effect that if λ assigns the same value to every variable node, then every level in a skinny tree τ contributes equally to val ω (τ ; λ). Note that the first s components of ω (ρ) are non-uniform while the other components are uniform. For a given σ, d L , and d R , and for a concrete value s we can compute the distribution of X s using the recursion in Equations (4)- (6) . Moreover, we can also compute the value min t 0 Ee −tXs . Computing the distribution and the Laplace transform of X s is not a trivial task in the case where the components of λ have a continuous density distribution function. However, since the Gaussian distribution function is smooth and most of its volume is concentrated in a defined interval, it is possible to "simulate" the evolution of the density distribution functions of the random variables X i and Y i for i s. We use a numeric method based on quantization in order to represent and evaluate the functions f X l (·), F X l (·), f Y l (·), and F Y l (·). This computation follows methods used in the implementation of density evolution technique (see e.g. [13] ).
For (3, 6)-regular bipartite graphs we obtain the following corollary. 
