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COLUMN EXTREME MULTIPLIERS OF THE FREE HARDY
SPACE
MICHAEL T. JURY AND ROBERT T.W. MARTIN
Abstract. The full Fock space over Cd can be identified with the free Hardy
space, H2(Bd
N
) - the unique non-commutative reproducing kernel Hilbert space
corresponding to a non-commutative Szego¨ kernel on the non-commutative,
multi-variable open unit ball Bd
N
:=
⊔∞
n=1
(
Cn×n ⊗ Cd
)
1
.
Elements of this space are free or non-commutative functions on Bd
N
. Under
this identification, the full Fock space is the canonical non-commutative and
several-variable analogue of the classical Hardy space of the disk, and many
classical function theory results have faithful extensions to this setting. In
particular to each contractive (free) multiplier B of the free Hardy space, we
associate a Hilbert space H(B) analogous to the deBranges-Rovnyak spaces
in the unit disk, and consider the ways in which various properties of the free
function B are reflected in the Hilbert space H(B) and the operators which
act on it. In the classical setting, the H(b) spaces of analytic functions on
the disk display strikingly different behavior depending on whether or not the
function b is an extreme point in the unit ball of H∞(D). We show that such
a dichotomy persists in the free case, where the split depends on whtether or
not B is what we call column extreme.
1. Introduction
The classical Hardy space, H2(D), can be defined as the Hilbert space of all analytic
functions on D whose Taylor series at 0 have square summable coefficients (and with
inner product equal to the ℓ2 inner product of these Taylor coefficients). Equivalently,
H2(D) = H(k), is the unique reproducing kernel Hilbert space (RKHS) of functions on D
corresponding to the positive sesqui-analytic kernel function k : D× D→ C:
k(z, w) :=
1
1− zw∗ ; z, w ∈ D,
the Szego¨ kernel. The operator of multiplication by z on H2(D) is called the shift, and
it is easily seen to be isomorphic to the unilateral shift on ℓ2(N0), where N0 denotes
the non-negative integers. Proofs of many deep results in classical Hardy space theory
ultimately appeal to the fact that S is the universal cyclic pure isometry (recall the Wold
decomposition says that any isometry is unitarily equivalent to a direct sum of shifts and
a unitary operator).
From the viewpoint of reproducing kernel theory and operator theory, the canonical
(commutative) multi-variable analogue of the Hardy space is then the Drury-Arveson
space, H2d := H(k), where now k : Bd × Bd → C is:
k(z, w) :=
1
1− zw∗ ; z, w ∈ B
d
,
the multi-variable Szego¨ kernel, and zw∗ := z1w
∗
1+ ...zdw
∗
d = (w, z)Cd . (Here, B
d := (Cd)1,
the multi-variable open unit ball.) The appropriate analogue of the shift in this setting
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is the Arveson d−shift, S = (S1, ..., Sd) : H2d ⊗ Cd → H2d , (Sjh)(z) := zjh(z); z =
(z1, ..., zd) ∈ Bd. This is a (row) partial isometry (from d copies of H2d into itself), but
no longer an isometry, and this defect is the source of several differences between the
single and several-variable theories. Faithful analogues of classical Hardy space results
typically seem to exist, but often new (and often more complicated) proof techniques and
approaches are required [23].
An alternative approach to extending Hardy space theory from one to several variables
would be to seek analogues of Hardy space results for a several-variable shift. Namely, the
natural multi-variable analogue of ℓ2(N0) is ℓ
2(Fd), where Fd is the free monoid (unital
semi-group) of all words in the d letters {1, ..., d}, and with unit equal to the empty word,
∅, containing no letters. This monoid can be identified with a simple directed tree starting
at single node and with d branches at each node (clearly F1 ≃ N0). There is a natural
d−tuple of shifts, L := (L1, ..., Ld) on ℓ2(Fd) which are defined by
Lkeα := ekα,
where {eα}α∈Fd is the canonical orthonormal basis of ℓ2(Fd). It is easy to see that each
Lk is a pure isometry and the Lk have pairwise orthogonal ranges L
∗
kLj = δk,jI . In
particular, the row L = (L1, ..., Ld) : ℓ
2(Fd) ⊗ Cd → ℓ2(Fd) is an isometry from d copies
of ℓ2(Fd) into itself which we call the left free shift. The Popescu-Wold decomposition
for row isometries shows that L has the same universal property as the shift S: any row
isometry (an isometry from d copies of a Hilbert space into itself) is isomorphic to the
direct sum of several copies of L and a row unitary (an onto row isometry).
The left free shifts Lk are of course non-commuting, and it would appear that one loses
the analytic function theory interpretation of the shift as acting as multiplication by the
independent variable on a space of analytic functions. Surprisingly, this is not the case: the
fields of non-commutative function theory [13, 1, 18, 20, 19], and the recently developed
theory of non-commutative reproducing kernel Hilbert spaces (NC-RKHS) [3] have shown
that ℓ2(Fd) is canonically isomorphic to the free Hardy space, H2(BdN) of non-commutative
or free holomorphic functions on a certain non-commutative multi-variable open unit ball,
BdN (we will introduce these objects and this theory in an upcoming subsection).
The Drury-Arveson space H2d can be identified with a subspace of H
2(BdN) which is
co-invariant and cyclic for both the left and right free shifts:
H
2
d ≃
∨
z∈Bd
Kz ⊆ H2(BdN),
the span of all the kernel vectors at level one. This subspace is the orthogonal complement
of the range of both a right inner and a left inner free multiplier. For example, if d = 2,
H
2
d ≃ Ran
(
1√
2
(L1L2 − L2L1)
)⊥
,
and this shows that the theory of H2d should be closer in analogy to that of the theory of
model subspaces of H2(D). In particular, commutative Drury-Arveson space analogues of
all of the results of this paper (and those of [8]) can be easily obtained by compression.
In recent work, we have extended Hardy space results including the concept of Aleksandrov-
Clark measure, the theory of Clark’s unitary perturbations, and equivalent characteriza-
tions of extreme points from one to several variables. In particular, the reference [8]
extends the theory of Clark measures and Clark peturbations to the non-commutative
setting of the full Fock space over Cd (which can be identified with ℓ2(Fd)) using the
theory of free formal reproducing kernel Hilbert spaces [4].
The goal of this paper is to develop non-commuative analogues of our recent results
on extreme points of the closed unit ball of the multiplier algebra of Drury-Arveson space
[11, 12]. We will also extend and re-cast the main results of [8] in the modern language
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of NC-RKHS. In particular we give a number of equivalent characterizations of so-called
column extreme multipliers of the free Hardy space.
2. Preliminaries
All Hilbert space inner products will be conjugate linear in their first argument. If X
is a Banach space, (X)1 and [X]1 denote the open and closed unit balls of X, respectively.
2.1. The full Fock space. Recall that the full Fock space over Cd, F 2d , is the direct sum
of all tensor powers of Cd:
F
2
d := C⊕
(
C
d ⊗ Cd
)
⊕
(
C
d ⊗ Cd ⊗ Cd
)
⊕ · · ·
=
∞⊕
k=0
(
C
d
)k·⊗
.
Fix an orthonormal basis {e1, ..., ed} of Cd. The left creation operators L1, ..., Ld are the
operators which act as tensoring on the left by these basis vectors:
Lkf := ek ⊗ f ; f ∈ F 2d ,
and similarly the right creation operators Rk; 1 ≤ k ≤ d are defined by tensoring on the
right
Rkf := f ⊗ ek.
The left and right free shifts are the row operators L := (L1, ..., Ld) and R := (R1, ..., Rd)
which map F 2d ⊗Cd into F 2d . Both L,R are in fact row isometries: L∗L = IF2⊗Id = R∗R.
It follows that the component shifts are also isometries with pairwise orthogonal ranges.
The orthogonal complement of the range of L or R is the vacuum vector 1 which spans the
the subspace C =: (Cd)0·⊗ ⊂ F 2d . A canonical orthonormal basis for F 2d is then {eα}α∈Fd
where eα = L
α1 = Rα1 and Fd is the free unital semigroup or monoid on d letters. Here,
if α = i1 · · · in ∈ Fd, we use the standard notation Lα = Li1Li2 · · ·Lin .
Recall here that the free monoid, Fd, on d ∈ N letters, is the multiplicative semigroup
of all finite products or words in the d letters {1, ..., d}. That is, given words α := i1...in,
β := j1...jm, ik, jl ∈ {1, ..., d}; 1 ≤ k ≤ n, 1 ≤ l ≤ m, their product αβ is defined by
concatenation:
αβ = i1...inj1...jm,
and the unit is the empty word, ∅, containing no letters. Given α = i1 · · · in, we use the
standard notation |α| = n for the length of the word α. The transpose map † : Fd → Fd,
defined by
i1 · · · id = α 7→ α† := id · · · i1, is an involution.
Define L∞d := Alg(I,L)
−WOT , R∞d := Alg(I,R)
−WOT , the left (resp. right) free
analytic Toeplitz algebra (WOT denotes weak operator topology). The transpose unitary,
U† : F
2
d → F 2d , defined by eα 7→ eα† is a unitary involution of F 2d , and it is easy to verify
that
U†LkU
∗
† = Rk,
so that adjunction by U† implements a unitary isomorphism between L
∞
d and R
∞
d .
2.2. The free Hardy space. It will be convenient to view F 2d as a non-commutative
reproducing kernel Hilbert space (NC-RKHS) [3] of freely non-commutative (holomorphic)
functions on the non-commutative open unit ball [13]:
B
d
N :=
∞⊔
n=1
B
d
n; B
d
n :=
(
C
n×n ⊗ Cd
)
1
.
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Elements of Bdn are viewed as strict row contractions on C
n. Recall that for any complex
vector space V ,
Vnc :=
⊔
Vn; Vn := V ⊗ Cn×n =: V n×n.
The NC unit ball BdN is an example of a NC set: A set Ω ⊆ Vnc is an NC set if it is closed
under direct sums, and one writes:
Ω =:
⊔
Ωn; Ωn := Ω ∩ Vn.
A function f : Ω→ Cnc is called a NC or free function if:
f : Ωn → Cn×n; f respects the grading,
and if X ∈ Cn×m, Z ∈ Xn,W ∈ Xm obey ZX = XW , then,
f(Z)X = Xf(W ); f respects intertwinings.
As shown in [3], F 2d = H
2(BdN) can be viewed as the free Hardy space of the multi-
variable NC unit ball BdN, i.e. H
2(BdN) = Hnc(K) is the unique NC-RKHS corresponding
to the NC-Szego¨ kernel: K : BdN × BdN →  L(Cnc) defined by:
K(Z,W )[P ] :=
∑
α∈Fd
Z
α
P (W ∗)α
†
; Z ∈ Bdn,W ∈ Bdm, P ∈ Cn×m.
See [3] for the full definition and theory of NC kernels. In particular, any NC kernel
respects the grading and intertwinings in both arguments [3, Section 2.3].
One can show that elements of H2(BdN) := Hnc(K) are locally bounded (and hence
automatically) holomorphic free functions on BdN [13, Chapter 7]. That is, any f ∈ H2(BdN)
is Fre´chet and Gaˆteaux differentiable at any point Z ∈ BdN and f has a convergent power
series expansion (Taylor-Taylor series) about any point.
(Generally any) Hnc(K) is formally defined as the Hilbert space completion of the
linear span: ∨
Z∈Bd
n
, y,v∈Cn
K{Z, y, v},
where the K{W,x, u} are the free functions on BdN, K{W,x, u} : Bdn → Cn×n, defined by:
K{W, x, u}(Z)y := K(Z,W )[yu∗]x; W ∈ Bdm, Z ∈ Bdn; u, x ∈ Cm, y ∈ Cn.
Completion is with respect to the inner product:
〈K{Z, y, v},K{W, x, u}〉 := (y,K(Z,W )[vu∗]x)
Cn
;
Z ∈ Bdn, v, y ∈ Cn; W ∈ Bdm, u, x ∈ Cm.
These point evaluation vectors have a familiar reproducing property: K(Z, y, v) is the
unique vector in H2(BdN) such that for any f ∈ H2(BdN),
(2.1) 〈K{Z, y, v}, f〉 = (y, f(Z)v)
Cn
.
For any Z ∈ Bdn one can also define a natural kernel map KZ ∈  L(Cn×n,H2(BdN)) as
follows: Any A ∈ Cn×n can be written as a linear combination of the rank one outer
products
yv
∗ =
y1...
yn
 [v1, · · · , vn] ; y ∈ Cn, v∗ ∈ (Cn)∗.
Then we define KZ on rank one matrices yv
∗ by the formula
(2.2) KZ(yv
∗) := K{Z, y, v} ∈ H2(BdN).
Let us check thatKZ is well defined: the vectors y and v determining a rank one matrix yv
∗
are unique up to the scaling y → λy, v → λ−1v where λ is any nonzero complex number.
From the reproducing formula (2.1), it is evident that the vector K{Z, y, v} is invariant
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under such a scaling, and so the formula (2.2) is unambiguous. If we view Cn×n as a Hilbert
space equipped with the normalized trace inner product, then KZ : C
n×n → H2(BdN)
extends to a bounded linear map, and its Hilbert space adjoint is the point evaluation
map at Z:
K
∗
ZF = F (Z) ∈ Cn×n.
The free Hardy space and the full Fock space are canonically isomorphic: Define U :
F 2d → H2(BdN) by:
x :=
∑
α∈Fd
xαL
α1
U7→ fx ∈ H2(BdN),
fx(Z) :=
∑
α∈Fd
Z
α
xα; Z ∈ BdN.
The inverse, U −1, acts on kernel vectors as:
(2.3) K{Z, y, v} U−17→ x[Z, y, v] :=
∑
α∈Fd
〈Zαv, y〉Lα1 ∈ F 2d .
2.3. Left and Right free multipliers. As in the classical setting, given a NC-RKHS
Hnc(K) on an NC set Ω (e.g. BdN), it is natural to consider the left and right multiplier
algebras
MultL(Hnc(K)), MultR(Hnc(K))
of NC functions on Ω which left or (resp.) right multiply Hnc(K) into itself. Namely,
a free function F on BdN is said to be a left free multiplier if, for any f ∈ H2(BdN),
Ff ∈ H2(BdN). Similarly, G is called a right free multiplier if fG ∈ H2(BdN) for all
f ∈ H2(BdN). As in the classical setting, the left and right free multiplier algebras,
H∞L (B
d
N) := Mult
L(H2(BdN)),H
∞
R (B
d
N) are weak operator toplogy (WOT)-closed unital
operator algebras. Moreover, adjunction by the canonical unitary U defines a unitary
∗−isomorphism of the left and right free analytic Toeplitz algebras L∞d , R∞d onto these
left and right free multiplier algebras of H2(BdN). As in the classical setting of H
∞(D), the
multiplier norm of any F ∈ H∞L (BdN) can be computed as the supremum norm on the NC
unit ball:
‖F‖ := sup
Z∈Bd
N
‖F (Z)‖.
The left and right Schur classes, Ld,Rd are then defined as the closed unit balls of these
left and right multiplier algebras (equivalently as the closed unit balls of L∞d , R
∞
d ).
Observe that if F is a left free multiplier then,
〈K{Z, y, v}, F f〉 = 〈y, F (Z)f(Z)v〉
= 〈K{Z, F (Z)∗y, v}, f〉 ,
so that
(2.4) (MLF )
∗
K{Z, y, v} = K{Z, F (Z)∗y, v},
and similarly, if G is a right free multiplier,
(2.5) (MRG )
∗
K{Z, y, v} = K{Z, y,G(Z)v}.
Alternatively, using the kernel maps KZ , we can write:
(MLF )
∗
KZ(yv) = KW (F (Z)
∗
yv
∗), and (MRG )
∗
KZ = KZ(yv
∗
G(Z)∗).
One can check that if, e.g., right multiplication by G(Z) is a right free multiplier then
((MRG )
∗
KZ)
∗((MRG )
∗
KW ) = K(Z,W )[G(Z) ·G(W )∗].
In particular, free holomorphic F (Z), G(Z) belong to the left or right Schur classes if
and only if
K
F (Z,W )[·] := K(Z,W )− F (Z)K(Z,W )[·]F (W )∗
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or
K
G(Z,W )[·] := K(Z,W )−K(Z,W )[G(Z)[·]G(W )∗]
are CPNC kernels, respectively. These NC kernels are called the left or right free deBranges-
Rovnyak kernels of F,G (resp.) and in this case the corresponding NC-RKHSHnc(KF ) =:
H
L(F ), Hnc(KG) =: H R(G) are the left and right free deBranges-Rovnyak spaces of
F,G.
2.4. Left vs. Right. Any element F ∈ L∞d can be identified with the left free Fourier
series:
F ∼ F (L) :=
∑
α∈Fd
FαL
α; Fα := 〈Lα1, F1〉 .
That is, F is identified with its symbol :
f := F1 =
∑
α∈Fd
FαL
α1 ∈ F 2d ,
and we say that F (L) = MLf acts as left multiplication by f = F1. In general the free
Fourier series does not converge in SOT or WOT, but the Cesa`ro sums converge in the
strong operator toplogy (SOT) to F [6].
Similarly, in the operator valued setting, any F ∈ L∞d ⊗  L(H,J ) is written F = F (L) =
MLf , where the symbol, f ∈ F 2d ⊗  L(H,J ) is defined by
f := F (1⊗ IH) =
∑
α
L
α1⊗ Fα; Fα ∈  L(H,J ).
In this case the operator-valued free holomorphic function F (Z) takes values in (C)nc ⊗
 L(H,J ).
We can also identify any G ∈ R∞d with its symbol:
g := G1 =
∑
α∈Fd
GαL
α1,
then we can view G as right multiplication by g(Z),
G =MRg(Z).
Alternatively, we can write
g =
∑
α∈Fd
Gα†R
α1,
so that
G =MRg(Z) = g
†(R), where g†(Z) :=
∑
α∈Fd
Gα†Z
α
.
That is, if G ∈ R∞d acts as right multiplication by the free NC holomorphic function
G(Z), then MRG(Z) is identified with the right free Fourier series G
†(R) (whose Cesa`ro
sums converge SOT to G).
Remark 2.5. In the right operator-valued setting, suppose that G(R) := g(R) ⊗ X ∈
R∞d ⊗  L(H,J ) and F := f(R) ⊗ Y ∈ R∞d ⊗  L(J ,K) with f, g ∈ R∞d , X ∈  L(H,J ), and
Y ∈  L(J ,K). If H = FG, then observe that
H
†(Z) = g†(Z)f†(Z)⊗ Y X.
This extends to a ‘right product’ for arbitrary operator-valued free holomorphic functions
on BdN, H(Z) = F (Z)•RG(Z). In the scalar-valued setting this simply reduces to F (Z)•R
G(Z) = G(Z)F (Z).
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2.6. Operator-valued free multipliers. It will also be convenient to consider operator-
valued (left and right) free multipliers between vector-valued free Hardy spaces. Namely, if
H is an auxiliary Hilbert space, one can consider the NC-RKHS H2(BdN)⊗H of H-valued
NC functions on BdN. This NC-RKHS has the operator-valued CPNC kernel:
K(Z,W )⊗ IH,
and is spanned by the elements
K{Z, y, v}h := K{Z, y, v} ⊗ h, h ∈ H,
with inner product defined by
〈K{Z, y, v}h,K{W, x, u}g〉 := (y,K(Z,W )[vu∗]x)
Cn
· 〈h, g〉H ,
for h, g ∈ H, Z ∈ Bdn,W ∈ Bdm, v, y ∈ Cn and u, x ∈ Cm. We will write H∞L (BdN)⊗  L(H,J )
in place of MultL(H2(BdN)⊗H,H2(BdN)⊗J ), theWOT−closed left multiplier space between
these vector-valued free Hardy spaces. (That is, we write H∞L (B
d
N) ⊗  L(H,J ) in place of
the weak operator topology closure of this algebraic tensor product). The operator-valued
Schur classes, Ld(H,J ),Rd(H,J ) are then the closed unit balls of these operator-valued
left and right (resp.) multiplier spaces.
If A ∈ Ld(H,J ), consider the operator-valued CPNC kernel:
K
A(Z,W )[·] = K(Z,W )[·]⊗ IJ − A(Z)(K(Z,W )[·]⊗ IH)A(W )∗.
Here, K is the free Szego¨ kernel. This is the left free deBranges-Rovnyak CPNC ker-
nel of A, and the corresponding NC-RKHS, Hnc(KA) =: H L(A) is called the left free
deBranges-Rovnyak space of A. Namely, H L(A) is the closed linear span of vectors of
the form KA{Z, y, v}g whose inner product is defined by:〈
K
A{Z, y, v}g,KA{W,x, u}f
〉
H L(A)
:= (y ⊗ g, (K(Z,W )[vu∗]⊗ IJ − A(Z)(K(Z,W )[vu∗]⊗ IH)A(W )∗) x⊗ f)Cn⊗J .
In this vector-valued setting, for Z ∈ Bdn we write KAZ : Cn×n ⊗ J → H L(A) for the
kernel map KAZ (yv
∗ ⊗ h) = KA{Z, y, v}h.
On the other hand, if B ∈ Rd(H,J ), then the right free deBranges-Ronvyak space
H
R(B) is spanned by the vectors KB{Z, v, y}g with inner product:〈
K
B{Z, y, v}g,KB{W,x, u}f
〉
H R(B)
:=
(
y ⊗ g,KB(Z,W )[vu∗ ⊗ IH]x⊗ f
)
Cn⊗J
K
B(Z,W ) = K(Z,W )⊗ IJ − (K(Z,W )⊗ IJ )[B†(Z)(· ⊗ IH)B†(W )∗].
It is not difficult to see that free operator-valued holomorphic functions A,B on BdN belong
to the left or right free Schur classes if and only if the above NC deBranges-Rovnyak kernels
are (completely) positive.
Remark 2.7. (Right Product) If F ∈ MultR(K1,K2)⊗  L(H,J ) is a right operator-valued
multiplier between vector-valued NC-RKHS on (say) the open unit NC ball BdN, then one
can easily verify that for any g ∈ J ,
(MRF )
∗
K2 {Z, y, v} g = K1{Z, y, F (Z) •R v}g,
where for any f ∈ Hnc(K1) we define:
〈K1{Z, y, F (Z) •R v}g, f〉 = 〈y ⊗ h, F (Z) •R f(Z)v〉 .
Also, in the above, given any element f of a H−valued NC-RKHS Hnc(K), note that
f(Z) ∈ Cn×n ⊗H, so that f(Z)v is to be interpreted as an element of Cn ⊗H.
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2.8. Coefficient evaluation and free formal RKHS. Let K be an operator-valued
CPNC kernel on BdN whose Taylor-Taylor series about 0 ∈ Bd1 = Bd converges absolutely
on BdN, and uniformly on compacta:
K(Z,W )[P ] =
∑
α,β∈Fd
Kα,βZ
α[P ](W ∗)β
†
; Kα,β ∈  L(H).
Any right or left (operator-valued) deBranges-Rovnyak kernel has this property, for ex-
ample. The coefficient kernel function K(·,·) : F
d × Fd →  L(H) is then an operator-valued
free formal kernel in the sense of [4, 3] (see also [8] which develops free Aleksandrov-Clark
theory using the free formal RKHS setup).
If F (Z) :=
∑
α FαZ
α ∈ Hnc(K), then for any α ∈ Fd, the linear H−valued map defined
by coefficient evaluation:
K
∗
α(F ) := Fα ∈ H,
is bounded. The Hilbert space adjoint Kα := (K
∗
α)
∗ : H → Hnc(K) will be called the
coefficient kernel map, and one always has
Kα,β = K
∗
αKβ ∈  L(H),
and
Kβ(Z) =
∑
α∈Fd
Kα,βZ
α
.
Observe that Kα,β is a positive kernel function in the classical sense on the discrete set
Fd.
2.9. The free Herglotz-Schur classes.
Definition 2.10. The left free Herglotz-Schur class, L +d , is the set of all accretive matrix-
valued free NC functions on BdN.
If H ∈ L +d , then H(Z) is an accretive matrix (positive semi-definite real part), and it
follows that
BH(Z) := (H(Z)− I)(H(Z) + I)−1,
is a contractive free function on BdN, i.e., B ∈ Ld. Conversely, given such a B,
HB(Z) := (I +B(Z))(I −B(Z))−1,
has non-negative real part. That is, this fractional linear transformation, the Cayley
Transform, defines a bijection between Ld and L
+
d . The right free Herglotz-Schur class,
R
+
d is the image of L
+
d under the transpose map, †, and we similarly define the operator-
valued free Herglotz-Schur classes L +d (H) = L +d (H,H) as the image of Ld(H) under
Cayley transform.
Remark 2.11. By [10, Lemma 3.2, Lemma 3.3], if B ∈ Rd or Ld, then 1 − B is outer
(and necessarily invertible on BdN). Moreover, the free Herglotz-Schur classes are contained
in the free Smirnov classes, which can be identified with closed, densely-defined (generally
unbounded) right and left multipliers of H2(BdN) [10]. In particular, by [10, Corollary 3.13,
Corollary 3.15], if B ∈ Ld or A ∈ Rd, then the free polynomials belong to the domains of
and are cores for both HB(L)
∗ and HA(R)
∗.
3. Free Aleksandrov-Clark measures
Let Ad :=
(∨
α∈Fd L
α
)−‖·‖
, the free disk algebra. In the case where d = 1, L = S (the
shift), and we recover the classical disk algebra A1 = A(D) of bounded analytic functions
on D with continous extensions to the unit circle T = ∂D.
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Recall the Herglotz representation formula for Herglotz functions (analytic functions
with non-negative real part) on the disk: If H is a Herglotz function, then there is a unique
finite positive Borel measure µ on T so that:
H(z) = iIm (H(0)) +
∫
T
1 + zζ
1− zζ µ(dζ).
As discussed above, any such H ∈ S + := L +1 is the Cayley transform of some contractive
analytic Schur class function b ∈ S := [H∞(D)]1 = L1, H = Hb = 1+b1−b , and the measure
µ =: µb is called the Aleksandrov-Clark measure of b. This defines bijections (modulo
imaginary constants) between S ,S +, and the set of all finite positive Borel measures on
T.
Any finite positive Borel measure µ on T can be identified with a positive linear func-
tional on the disk algebra operator system: A1 +A∗1:
µˆ(Sn) :=
∫
T
ζ
n
µ(dζ).
The theory of closed, densely-defined operators affiliated to the shift [24, 22], implies that
if b ∈ S , then multiplication by Hb ∈ S + is a closed, densely-defined (and accretive)
operator on H2(D), and that
∨
Sn1 is a core for M∗Hb . It is then easy to verify the
following formula for µˆb:
(3.1) µˆb(S
n) =
1
2
(〈Hb(S)∗1, Sn1〉H2 + 〈1, Hb(S)∗Sn1〉H2) ,
where m denotes normalized Lebesgue measure on T. Equivalently, using that any kernel
vector kz, for z ∈ D, is necessarily an eigenvector for Hb(S)∗ with eigenvalue Hb(z)∗, one
can check that
(3.2) Hb(z) = iIm (Hb(0)) + µˆb
(
(I + zS∗)(I − zS∗)−1) .
This Clark functional formula (3.1) extends verbatim to the non-commutative several-
variable setting:
Definition 3.1. Let (A,B) ∈ Rd × Ld be a transpose-conjugate (A = B†) free Schur
class pair. The Clark functional of (A,B) is the self-adjoint linear functional: µA = µB :∨
Lα1 +
∨
(Lα)∗ → C defined by:
µB(L
α) :=
1
2
(
〈HA(R)∗1, Lα1〉F2
d
+ 〈1, HA(R)∗Lα1〉F2
d
)
=
1
2
(
HB(0)δα,∅ + 〈1, HA(R)∗Lα1〉F2
d
)
.
In the above, recall that the free monomials always belong to the domain of HA(R)
∗,
see Remark 2.11. To simplify notation, we will write Ad+A∗d in place of its norm closure:
Ad +A∗d = (Ad +A∗d)−‖·‖.
Lemma 3.2. µB extends by continuity to a positive, bounded linear functional on the
norm-closed operator system Ad +A∗d.
Proof. That Lα1 belongs to the domain of HA(R)
∗ (and that, in fact, free polynomials
are a core for HA(R)
∗) follows from [10, Corollary 3.9, Corollary 3.10, Remark 3.12]. It
is easy to check that µB is positive on
∨
α L
α +
∨
α(L
α)∗. Since this is a positive linear
functional, its norm is given by
‖µB‖ = µB(I) = Re ((HB)∅) = Re (HB(0)) <∞.
Hence, µB extends by continuity to a bounded positive linear functional on the free disk
operator system. 
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Theorem 3.3. The map B 7→ µB is a bijection from Ld onto the set of positive linear
functionals on the free disk system, and one has the free Herglotz formula: For any Z ∈ Bdn,
HB(Z) = iIm (HB(0n)) + (idn ⊗ µB)
(
(In×F2 + ZL
∗)(In×F2 − ZL∗)−1)
)
.
In the above,
ZL
∗ := (Z ⊗ IF2)(In ⊗ L)∗ = Z1 ⊗ L∗1 + ...+ Zd ⊗ L∗d,
and
In×F2 := In ⊗ IF2
d
.
Also note that:
(I − ZL∗)−1 =
∞∑
k=0
(ZL∗)k =
∑
α∈Fd
Z
α ⊗ (L∗)α.
Proof. Let HB(Z) =
∑
αHαZ
α be the Taylor-Taylor series of HB(Z) about Z = 0 ∈
Bd = Bd1. Consider (idn ⊗ µB)
(
(I − ZL∗)−1):
(idn ⊗ µB)
(
(I − ZL∗)−1) = ∑
α
Z
α
µB((L
∗)α)
=
∑
α
Z
α 1
2
(〈
HA(R)
∗
L
α†1, 1
〉
+ δα†,∅H
∗
∅
)
=
1
2
InH
∗
∅ +
1
2
∑
α
Z
α
∑
γβ=α†
〈Lγ , 1〉Hβ†
=
1
2
HB(0n)
∗ +
1
2
∑
α
Z
α
Hα
=
1
2
HB(0n)
∗ +
1
2
HB(Z).
In the above, note that HA(R) = U†HB(L)U
∗
† , so that HA(R) = M
R
H
†
B
(Z)
. We also used
the fact that if
F (Z) =
∑
α
Z
α
Fα,
is any free holomorphic function so that MRF (Z) is densely-defined, then the monomials
Lα1 ∈ Dom((MRF (Z))∗), and
(MRF (Z))
∗
L
α1 =
∑
γβ=α
L
γ1F ∗β ,
see for example [10, Corollary 3.13] and [8, Lemma 2.3]. Using that (I+ZL∗)(I−ZL∗)−1 =
2(I − ZL∗)−1 − I , we obtain:
(idn ⊗ µB)
(
(I + ZL∗)(I − ZL∗)−1) = HB(0n)∗ +HB(Z) −Re (HB(0n)) ,
and the formula follows.
Conversely, starting with a positive linear functional on the free disk system, this
Herglotz formula defines a free Herglotz function, and by Cayley transform we obtain a
free Schur function whose Clark functional is the original functional. This shows B 7→ µB
is surjective. 
Remark 3.4. Replacing F 2d with F
2
d ⊗ H where H is a separable or finite-dimensional
Hilbert space, the above results are easily extended to the operator-valued setting of
B ∈ Ld(H). In this operator-valued setting we define the Clark map µB : Ad+A∗d →  L(H)
by the formula:
µB(L
α) :=
1
2
H∅δα,∅IH +
1
2
(〈1, ·1〉 ⊗ idH) (HA(R)∗(Lα ⊗ IH)) .
COLUMN EXTREME MULTIPLIERS OF THE FREE HARDY SPACE 11
Again this defines a bijection between the operator-valued free Schur classes, the operator-
valued free Herglotz-Schur classes, and  L(H)−valued completely positive maps on the free
disk system.
Remark 3.5. Theorem 3.3 was first obtained by Popescu in [19, Section 5, Theorem 5.3]
(with a different, but equivalent formula for the Clark functional). Given B ∈ Ld, the
Clark functional µB can also be defined in terms of the Fourier series coefficients of the
free Herglotz function HB , as in [8, Section 4].
4. Free Cauchy transforms
In his seminal paper on unitary perturbations of the shift (see [21] for the fully general,
non-inner case), D.N. Clark showed that there is a canonical isometry, the weighted Cauchy
Transform, Fb, from H2(µb), the closure of the analytic polynomials in L2(µb) (the Hilbert
space of functions on T which are square-integrable with respect to µb), onto H (b), the
deBranges-Rovnyak space of b ∈ S = L1 [5]: For any polynomial, p ∈ H2(µb),
(Fbp) (z) := (I − b(z))
∫
T
1
1− zζ∗ p(ζ)µb(dζ).
One can also define an unweighted Cauchy Transform, Cb, from H2(µb) onto H+(Hb) :=
H(KHb), the Herglotz space of b, the unique RKHS corresponding to the positive sesqui-
analytic Herglotz kernel:
K
Hb(z, w) :=
1
2
Hb(z) +Hb(w)
∗
1− zw∗ ; z, w ∈ D.
With a bit of algebra, one can verify that
K
Hb(z, w) = (I − b(z))−1kb(z, w)(I − b(w)∗)−1,
where kb is the deBranges-Rovnyak kernel of b. The theory of RKHS then implies that
the multiplier
Ub :=M(I−b) : H+(Hb)→ H (b),
is an isometry of the Herglotz space onto the deBranges-Rovnyak space of b. The Cauchy
Transform Cb : H2(µb)→ H+(Hb) is the linear map defined by:
(Cb(p)) (z) :=
∫
T
1
1− zζ∗ p(ζ)µb(dζ),
and this extends to an isometry of H2(µb) onto the Herglotz space of b so that Fb = UbCb.
In [8], we extended the notions of Cauchy Transform and weighted Cauchy Transform
to the (operator-valued and) free setting using the theory of free formal RKHS. Here we
describe Cauchy transforms in the setting of NC-RKHS: Assume that B ∈ Ld(H) or that
A ∈ Rd(H) are in the left or right operator-valued free Schur classes and that A = B†
so that µA = µB . The free left Herglotz space H
L
+ (HB) = Hnc(KL) is the NC-RKHS
corresponding to the free left Herglotz kernel:
K
L(Z,W )[P ] :=
1
2
(HB(Z)(K(Z,W )[P ]⊗ IH) + (K(Z,W )[P ]⊗ IH)HB(W )∗) ,
where K is the free Szego¨ kernel. As in the classical theory, it is straightforward to verify
that
UB :=ML(I−B) : H L+ (HB)→ H L(B),
is an onto isometric left free multiplier. If A ∈ Rd(H), then the right free Herglotz space,
H
R
+ (HA) is defined similarly, and UA =MR(I−A†(Z)) is an isometric multiplier of H R+ (HA)
onto H R(A).
We can expand this kernel in a formal power series (actually a convergent Taylor-Taylor
series about 0):
K
L(Z,W )[P ] :=
∑
α,β
K
L
α,βZ
α
P (W ∗)β
†
,
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where
K
L
α,β := µB((L
α†)∗Lβ
†
),
is the free left formal Herglotz kernel defined in [8, Proposition 4.5]. In the right case, if
A ∈ Rd(H) one simply defines
K
R
α,β := µA((L
α)∗Lβ).
As described in [8], given a transpose-conjugate pair (A,B) ∈ Rd(H) × Ld(H), the
appropriate generalization of the (analytic part of the) Clark measure space H2(µb) is the
Stinespring-Gelfand-Naimark-Segal (S-GNS) space or free Hardy space of µB : Ad+A∗d →
 L(H), F 2(µB). This is defined as the Hilbert space completion of Ad⊗H (modulo vectors
of zero length) with respect to the pre-inner product:〈
L
α ⊗ h,Lβ ⊗ g
〉
µB
:=
〈
h, µB
(
(Lα)∗Lβ
)
g
〉
H
.
The semi-Dirichlet property: (Ad)∗Ad = Ad + A∗d (norm closure) ensures this is a well-
defined inner product, and the left regular representation: Lα 7→ πB(L)α where
πB(L
α)p(L)⊗ h := Lαp(L)⊗ h,
is completely isometric, unital, and extends to a ∗-representation of the Cuntz-Toeplitz
C∗−algebra. We will set ΠBk := πB(Lk), so that ΠB = πB(L) is the S-GNS row isometry
on F 2(µB). This also provides a S-GNS formula for µB :
µB(L
α) = [I⊗]∗BπB(L)α[I⊗]B,
where [I⊗]B : H → F 2(µB) is the bounded embedding:
[I⊗]Bh := I ⊗ h.
The left and right Cauchy transforms, CL : F 2(µB) → H L+ (HB) and CR : F 2(µA) →
H
R
+ (HA) are then defined by
(4.1) CL(Lα ⊗ h) := KLα†h, and, CR(Lα ⊗ h) := KRα h.
Observe that if HB(Z) =
∑
αHαZ
α, then HA(Z) =
∑
αHα†Z
α. One can then calcu-
late that:
K
L
α,β =

1
2
H∗(β†\α†)† β
† > α†
1
2
H(α†\β†)† α
† > β†
Re (H∅) α = β
0 else.
In the above, we write β ≥ α if β = αγ, and β > α if β ≥ α and β 6= α. Similarly,
K
R
α,β =

1
2
H∗(β\α)† β > α
1
2
H(α\β)† α > β
Re (H∅) α = β
0 else.
These formulas follow easily from the Clark map formula. For example if β > α (and
H = C) then
K
R
α,β = µA(L
β\α)
=
1
2
(〈
HA(R)
∗1, Lβ\α1
〉
+
〈
1,HA(R)
∗
L
β\α1
〉)
= 0 +
1
2
∑
γλ=β\α
〈1, Lγ1〉H∗λ†
=
1
2
(H)∗(β\α)†.
The above formulas allow one to alternatively define the Clark map of B in terms of the
Fourier series coefficients of the Herglotz functions HB , as was done in [8, Section 4].
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Lemma 4.1. The left free Cauchy transform acts as:
(CLp(L)1)(Z) = (idn ⊗ µB)
(
(In×F2 − ZL∗)−1(In ⊗ p(L))
)
.
Proof. It suffices to check on monomials, so take p(L) = Lβ
†
1. Then, the above becomes:∑
α
Z
α
µB((L
α†)∗Lβ
†
) = KLα (Z),
as claimed. 
Lemma 4.2. Given any Z ∈ Bdn and v, y ∈ Cn,
K
L{Z, y, v} = CL
∑
α
(Zαv, y)
Cn
L
α†1
= CL
(
v ⊗ IF2
d
, (I − Z∗L)−1(y ⊗ 1)
)
Cn
.
Proof. For any F ∈ H L,+(HB), we have that〈
K
L{Z, y, v}, F
〉
= (y, F (Z)v)
Cn
=
∑
α
(y, Zαv)
Cn
Fα
=
∑
α
(y, Zαv)
Cn
〈
K
L
α , F
〉
=
〈∑
α
(Zαv, y)
Cn
K
L
α , F
〉
.
The above proves that KL {Z, y, v} = ∑α (Zαv, y)Cn KLα , and by definition, KLα =
CLLα†1. Hence we have that:
K
L{Z, y, v} = CL
∑
(Zαv, y)
Cn
L
α†1
= CL
∑(
v ⊗ IF2
d
, (Z∗)α
† ⊗ Lα†(y ⊗ 1)
)
Cn
= CL
(
v ⊗ IF2
d
, (I − Z∗L)−1(y ⊗ 1)
)
Cn
.

Remark 4.3. We also have the formula:
K
L {W,x, u} (Z) =
∑
α
(Wαu, x)
Cn
(idn ⊗ µB)
(
(I − ZL∗)−1(In ⊗ Lα
†
)
)
= ((·u, x)
Cn
⊗ µB)
(
(I − ZL∗)−1
∑
α
(W ∗)α
† ⊗ Lα†
)
= ((·u, x)
Cn
⊗ µB)
(
(I − ZL∗)−1(I − LW ∗)−1) .
The above is the free version of the commutative Cauchy transform formula,
µb((I − zL∗)−1(I − Lw∗)−1) = Kb(z, w),
from [11, Proposition 2.6, Subsection 2.8]. Here Kb(z, w) is the positive Herglotz kernel
for b in the Schur class of contractive Drury-Arveson space multipliers.
If A = B† so that µA = µB and F
2(µA) = F
2(µB), then the weighted free Cauchy
transforms FL,FR, are defined as:
FL =ML(I−B)CL, and, FR =MR(I−A†)CR,
and these are isometries of F 2(µB) onto H
L(B) and H R(A), respectively.
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4.4. Cauchy Transform of the Stinespring-GNS representation. As in the com-
mutative setting, if B ∈ Ld(H) we define
V
B := CLπµB (L)(CL)∗,
a row isometry on the left Herglotz space H L+ (HB).
Proposition 4.5. The range R of the row isometry V B is:
R :=
∨(
K
HB{Z, y, v} −KHB{0n, y, v}
)
=
∨
α6=∅
K
HB
α ,
and for any Z ∈ Bdn, v, y ∈ Cn, and j = 1, . . . , d,
(V Bj )
∗
(
K
HB{Z, y, v} −KHB{0n, y, v}
)
= KHB{Z, y, Zjv}
(so that the span of all such vectors is dense in H L+ (HB)⊗ Cd).
The image of Ran
(
V B
)
under (CL)∗ is F 20 (µB) =
∨
α6=∅ L
α ⊗ H, the closure of the
non-constant free monomials in F 2(µB). If F ∈ H L+ (HB) is orthogonal to Ran
(
V B
)
,
then there is a f ∈ H so that for any Z ∈ Bdn,
F (Z) = In ⊗ f,
i.e. F ≡ f is constant-valued.
Proof. By the proof of [10, Lemma 3.14], for any α ∈ Fd, one can find jointly nilpotent
Z ∈ Bdn and v, y ∈ Cn with n = |α|+ 1 so that(
Z
β
v, y
)
Cn
= δα,β .
It then follows from Lemma 4.2 and the definition of left free Cauchy transform that
KL{Z, v, y} = KLα . This shows that the two formulas for R above are the same. By
definition, CL(Lα ⊗ h) = KL
α†
h, and it follows that the image of R under inverse Cauchy
transform is F 20 (µB) = Ran (πB(L)). Since V
B and ΠB are unitarily equivalent under
Cauchy transform, it follows that R = Ran (V B). If F ∈ H L+ (HB) is orthogonal to
Ran
(
V B
)
, set f := (KHB0 )
∗F ∈ H. Then, for any Z ∈ Bdn and v∗, y ∈ Cn,
0 =
〈
K
HB {Z, y, v}, F
〉
−
〈
K
HB{0n, y, v}, F
〉
= (y ⊗ IH, F (Z)v)− (In ⊗ f) (y, v)Cn ,
and it follows that F (Z) = In ⊗ f .
The second claim is a straightforward calculation: for each j = 1, . . . , d,
(V Bj )
∗
(
K
L{Z, y, v} −KL{0n, y, v}
)
= CLπ(Lj)∗
∑
α6=∅
(Zαv, y)
Cn
L
α†1
= CL
∑
β
(
Z
βj
v, y
)
Cn
L
β†1
= KL{Z, y,Zjv}.
Since V B is an isometry, the above shows that the closed span of ⊕dj=1KL{Z, y, Zjv} is
all of H L+ (HB)⊗ Cd. 
5. Gleason solutions
5.1. The free setting. Fix A ∈ Rd(H,J ). Exactly as in the commutative setting, we
define:
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Definition 5.2. A linear map X : H R(A) → H R(A)⊗ Cd is called a Gleason solution
for H R(A) if:
(5.1) Z(Xf)(Z) = f(Z) − f(0n) ∀ Z ∈ Bdn.
Such an X is contractive if
(5.2) X∗X ≤ I −KA0 (KA0 )∗,
and extremal if equality holds.
Similarly, a linear map A : H→ H R(A)⊗ Cd is called a Gleason solution for A if
(5.3) ZA(Z) = A†(Z) − A(0)In ∀ Z ∈ BdN.
A is contractive if
(5.4) A∗A ≤ IH − A(0)∗A(0),
and extremal if equality holds.
Define:
(5.5) Xˇ := L∗ ⊗ IJ |H R(A), and Aˇ := (L∗ ⊗ IJ )A.
The right free deBranges-Rovnyak space, H R(A), is left shift co-invariant, L∗jA ∈ H R(A),
and Xˇ, Aˇ obey the contractivity conditions of Gleason solutions for H R(A),A, respec-
tively [2, Proposition 4.2]. It is also easy to check that Xˇ, Aˇ are Gleason solutions. For
example, given f =
∑
α fαL
α1, it is clear that
(Xˇjf)(Z) =
∑
α
fαL
α\j1,
where we set Lα\j = Lβ if β = jα, and = 0 else. It follows that
Z(Xˇf)(Z) =
∑
α6=∅
fαZ
α = f(Z) − f(0n).
Also note that the defining formula (5.1) for a Gleason solution for H R(A) is equivalent
to:
(L∗KAZ )
∗(Xf) = (KAZ )
∗
f − (KA0n)∗f,
which can be re-arranged to:
(5.6) (I −X∗L∗)KAZ = KA0n .
Given A ∈ Rd(H,J ), the support of A is defined to be
(5.7) supp(A) :=
∨
Z∈Bd
n
; v∗,y∈Cn
(
y ⊗ IH, A†(Z)∗v∗ ⊗ J
)
⊆ H.
Proposition 5.3. Suppose that A ∈ Rd(H,J ). A linear map X : H R(A)→ H R(A)⊗Cd
is a contractive Gleason solution for H R(A) if and only if there is a contractive Gleason
solution A : H → H R(A)⊗ Cd for A so that,
XK
A{W,x, u} = KA{W,W ∗x, u} −A
(
u, A
†(W )∗x
)
Cm
∈  L(J ,H R(A)⊗ Cd).
X is extremal if A is extremal. Conversely A is extremal if X is extremal and supp(A) =
H.
This is a free analogue of [11, Theorem 4.4]. Since the proof is (formally) analogous,
we prove only the sufficiency.
Remark 5.4. The expression
(
u,A†(W )∗x
)
Cm
is to be interpreted as taking values in
 L(J ,H) since, for W ∈ Bdm, A†(W )∗ ∈ Cm×m ⊗  L(J ,H). Namely, for any g ∈ J , the
above formula can be written:
XK
A{W,x, u}g = KA{W,W ∗x, u}g −A
(
u⊗ IH, A†(W )∗x⊗ g
)
.
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Proof. Let A be a contractive Gleason solution for A. We wish to show that the formula
in the proposition statement defines a contractive Gleason solution for H R(A). To prove
this, it is sufficient to check that Formula (5.1) holds on kernel vectors. Namely, it suffices
to show that 〈
K
A{Z,Z∗y, v}, XK{W, x, u}
〉
=
(
y, Z(XKA{W,x, u})(Z)v
)
Cn
=
(
y,
(
K
A(Z,W )[vu∗]−KA(0n,W )[vu∗]
)
x
)
Cn
∈  L(J ).(5.8)
In the above we have used the compact notation:〈
K
A{Z,Z∗y, v}, XK{W, x, u}
〉
:=
d∑
j=1
〈
K
A{Z, Z∗j y, v}, XjK{W, x, u}
〉
,
and we will continue to use this throughout. Calculate:〈
K
A{Z,Z∗y, v}, XK {W,x, u}
〉
=
〈
K
A{Z,Z∗y, v},KA{W,W ∗x, u}
〉
−
〈
K
A{Z, Z∗y, v},A
〉(
u,A
†(W )∗x
)
Cm
=
(
y, ZK
A(Z,W )[v∗u]W ∗x
)
Cn
− (y, ZA(Z)v∗)
Cn
(
u
∗
, A
†(W )∗x
)
Cm
=
(
y,
(
K
A(Z,W )[vu∗]− vu∗ + A†(Z)vu∗A†(W )∗
)
x
)
Cn
−
(
y, (A†(Z) − A†(0n))v
)
Cn
(
u,A
†(W )∗x
)
Cm
=
(
y,
(
K
A(Z,W )[vu∗]− vu∗ + A†(Z)vu∗A†(W )∗
)
x
)
Cn
−
(
y,A
†(Z)vu∗A†(W )∗x
)
Cn
+
(
y,A(0n)vu
∗
A
†(W )∗x
)
Cn
=
(
y,
(
K
A(Z,W )[vu∗]−KA(0n,W )[vu∗]
)
x
)
Cn
∈  L(J ).
In the above, note that A†(0n) = A(0n) = A(0)In = A∅In where 0 ∈ Bd1 = Bd, since A† is
a free function. This proves that X is a Gleason solution. To see that X is contractive,
again calculate on kernel vectors:
‖XKA{Z, y, v}‖2 =
〈
K
A{Z, Z∗y, v},KA{Z, Z∗y, v}
〉
−
〈
K
A{Z, Z∗y, v},A
〉(
A
†(Z)v, y
)
Cn
−
(
y,A
†(Z)v
)
Cn
〈
A,K
A{Z, Z∗y, v}
〉
+ ‖A‖2
∣∣∣(A†(Z)v, y)
Cn
∣∣∣2
≤
(
y, ZK
A(Z,Z)[vv∗]Z∗y
)
Cn
−
(
y, (A†(Z)− A(0n))v
)
Cn
(
A
†(Z)v, y
)
Cn
−
(
y,A
†(Z)v
)
Cn
(
(A†(Z)− A(0n))v, y
)
Cn
+(I − A(0)∗A(0))
(
y,A(Z)vv∗A†(Z)∗y
)
Cn
=
(
y,K
A(Z, Z)[vv∗]y
)
Cn
−
(
y, (vv∗ − A†(Z)vv∗A†(Z)∗)y
)
Cn
−2
(
y,A
†(Z)vv∗A†(Z)∗y
)
Cn
+
(
y,A(0n)vv
∗
A
†(Z)∗y
)
Cn
+
(
A(0n)vv
∗
A
†(Z)∗y, y
)
Cn
+(I − A(0)∗A(0))
(
y,A
†(Z)vv∗A†(Z)∗y
)
Cn
=
(
y,K
A(Z, Z)[vv∗]y
)
Cn
− (y, vv∗y)
Cn
+
(
y,A(0n)vv
∗
A
†(Z)∗y
)
Cn
+
(
A(0n)vv
∗
A
†(Z)∗y, y
)
Cn
− A(0)∗A(0)
(
y,A
†(Z)vv∗A†(Z)∗y
)
Cn
.(5.9)
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Observe that equality holds in the above if A is extremal. Compare this to:〈
K
A{Z, y, v}, (I −KA0 (KA0 )∗)KA{Z, y, v}
〉
=
(
y,K
A(Z, Z)[vv∗]y
)
Cn
− ‖KA{Z, y, v}(0)‖2
= ‖KA{Z, y, v}‖2 −
∣∣∣(y,KA(0n, Z)v)
Cn
∣∣∣2
= ‖KA{Z, y, v}‖2 −
∣∣∣(y,(In − A(0n)A†(Z)∗) v)
Cn
∣∣∣2
= ‖KA{Z, y, v}‖2 − (y, vv∗y)
Cn
+ 2Re
(
(y, v)
Cn
(
y,A(0)A†(Z)∗∗
)
Cn
)
−A(0)∗A(0)
(
y,A
†(Z)∗v
)
Cn
(
A
†(Z)∗v, y
)
Cn
,
which is the same (up to elementary manipulations) as Equation (5.9) above. This proves
that X∗X ≤ I − KA0 (KA0 )∗ so that X is a contractive Gleason solution (which will be
extremal if A is). 
Theorem 5.5. Suppose that A ∈ Rd(H). Then A := (L∗ ⊗ IH)A and X := (L∗ ⊗
IH)|H R(A) are the unique contractive Gleason solutions for A and H R(A), respectively.
The proof uses similar arguments to those of [11, Section 4].
Lemma 5.6. ([8, Proposition 6.2]) The contractive Gleason solution Aˇ = (L∗ ⊗ IH)A is
given by the formula
Aˇ = FRΠ∗A[I⊗]A(I − A(0))
= UA(V A)∗KHA0 (I − A(0)),
where ΠA = πA(L) is the row isometry obtained from the S-GNS representation of the free
Clark measure µA.
Recall that UA := MR(I−A†(Z)) is the unitary multiplier of H R+ (HA) onto H R(A), and
V A is the row isometry on H L+ (HA) defined in Subsection 4.4.
Proof. (of Theorem 5.5) Let A be any contractive Gleason solution for A. Define a linear
map D∗ : H R+ (HA)→ H R+ (HA)⊗ Cd by:
(5.10) D∗KHA {Z, y, v} := KHA{Z, Z∗y, v}+MR(I−A†(Z))−1A(I − A(0))−1 (v, y)Cn .
Recall U∗A := MR(I−A†(Z))−1 , the unitary right multiplier of H R(A) onto H R+ (HA). By
construction,
D
∗ (K {Z, y, v} −K{0n, y, v}) = KHA{Z, Z∗y, v}
= (V A)∗ (K {Z, y, v} −K{0n, y, v}) .
We claim that D∗ is a contraction:
‖D∗KHA {Z, y, v} ‖2 = ‖KHA{Z, Z∗y, v}‖2
+
〈
K
HA{Z, Z∗y, v},U∗AA
〉
(I − A(0))−1 (v∗, y)
Cn
+ c.c.
+(y, v)
Cn
(I − A(0)∗)−1 〈A,A〉 (I − A(0))−1 (v, y)
Cn
≤ ‖KHA{Z, Z∗y, v}‖2 +
〈
K
HA{Z,Z∗y, (I − A†(Z))−1v},A
〉
(I − A(0))−1 (v, y)
Cn
+c.c.+KHA(0, 0) (y, vv∗y)
Cn
,(5.11)
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where c.c. denotes the complex conjugate of the previous term. The cross-term becomes:〈
K
HA{Z, Z∗y, (I − A†(Z))−1v},A
〉
(I −A(0))−1 (v, y)
Cn
=
(
y, (I −A(0n))−1(A†(Z) −A(0n))(I − A†(Z))−1v
)
Cn
(v, y)
Cn
=
1
2
(
y, (H†A(Z)−H†A(0n))(vv∗)y
)
Cn
.
It follows that Equation (5.11 ) becomes:
‖KHA{Z, Z∗y, v}‖2 + 1
2
(
y,
(
H
†
A(Z)vv
∗ + vv∗H†A(Z)
∗
)
y
)
Cn
= ‖KHA{Z, y, v}‖2.
This proves that D∗ is a contractive extension of (V A)∗ so that D is a row contractive
extension of V A (by, for example, [11, Lemma 2.3]). However V A is a row isometry and
has no non-trivial extensions. Hence, D = V A, and Equation (5.10) and Lemma 5.6 then
imply that A = (L∗ ⊗ IH)A = Aˇ. It follows also that X is unique, by Proposition 5.3, so
that X = (L∗ ⊗ IH)|H R(A). 
If B ∈ Ld(H), the formula is similar:
(5.12) B =ML(I−B(Z))(V
B)∗KHB0 (I −B(0)).
6. Column Extreme
Recall that B ∈ Ld(H) or A ∈ Rd(H) is said to be quasi-extreme if F 20 (µB) = F 2(µB),
i.e. if and only if
I ⊗H ⊆ F 20 (µB),
see [8] and [11, Definition 3.19]. This concept of quasi-extreme was first introduced for
contractive scalar multipliers of the Drury-Arveson space in [9], extended to operator-
valued multipliers b ∈ Sd(H) in [11], and to the ‘rectangular setting’ of arbitrary b ∈
Sd(H,J ) in [15]. (Here Sd(H,J ) denotes the Schur class of contractive operator-valued
multipliers between vector-valued Drury-Arveson spaces.) The main result of [12] shows
that a more descriptive name for this property could be column extreme (CE), and we
will use this new terminology for the remainder of this paper.
Definition 6.1. A Schur class B ∈ Ld(H,J ) is column extreme (CE) if there is no
non-zero A ∈ Ld(H,J ) so that the column:(
B
A
)
∈ Ld(H,J ⊗ C2),
is also Schur class. Column extreme for the right Schur class is defined analogously.
Remark 6.2. Observe that the definition of column extremity can be recast as follows:
B is column extreme if and only if the only multiplier A satisfying the inequality
(6.1) ML∗A M
L
A ≤ I −ML∗B MLB
is A = 0. The existence of such A for given B was considered by Popescu [17], who showed
that a nonzero A exists if and only if e(I −ML∗B MLB) > −∞, where e(·) is the so-called
entropy of a multi-analytic Toepliz operator as defined in [17]. However, it seems to be
difficult to compute the entropy for arbitrary B (or even to decide if it is finite or not).
Regarding the equivalences in Theorem 6.4 below, it is not hard to see from the definition
of the entropy invariant, that e(I −ML∗B MLB) = −∞ is equivalent to our condition (5), so
that the equivalence of (1) and (5) is essentially contained in [17, Corollary 1.2].
COLUMN EXTREME MULTIPLIERS OF THE FREE HARDY SPACE 19
In this general ‘rectangular’ setting, it will often be convenient to consider the square
completion [B], of B: The above column-extreme property is clearly invariant under
conjugation by isometries; a given B ∈ Ld(H,J ) is CE if and only if B′ = V BW ∗ is CE,
where W : H → H′, and V : J → J ′ are fixed onto isometries. It follows that we can
assume, without loss of generality, that H ⊆ J or J ( H, and complete B to a ‘square’
[B] ∈  Ld(J ) or in  Ld(H), respectively by adding columns or rows of zeros:
[B] :=

[
B 0J⊖H
] H ( J[
B
0H⊖J
]
J ( H.
Remark 6.3. Observe that if H ( J then H L(B) = H L([B]) so that the unique
contractive Gleason solution for B is given by [B]|H, where [B] is the unique contractive
Gleason solution for [B]. It is clear that B is extremal if and only if [B] is extremal in
this case.
In the second case where J ( H we have that H L([B]) = H L(B)⊕(F 2d ⊗ (H⊖ J )),
and the unique contractive Gleason solution for [B] is given by:
[B] = (L∗ ⊗ IH)
(
B
0H⊖J
)
=
(
B
0H⊖J
)
,
where 0H⊖J : H⊖ J → H L(B)⊗ Cd maps everything to the zero element. In this case
it is clear that
B =
(
I, 0
)
[B],
and it follows as before that B is extremal if and only if [B] is extremal.
Theorem 6.4. Given B ∈ Ld(H,J ), the following are equivalent:
(1) B is column extreme.
(2) The unique contractive Gleason solution B = R∗B : H → H L(B)⊗ Cd, for B is
extremal.
(3) The unique contractive Gleason solution X = R∗|H R(B) for H R(B) is extremal,
and H = supp(B).
(4) K
H[B]
0 (I −B(0))H ⊆ Ran
(
V [B]
)
.
(5) B has the Szego¨ extremal property: I ⊗ (I −B(0))H ⊆ F 20 (µ[B]).
(6) There is no non-zero H-valued constant function H ≡ h ∈ H L+ (H[B]).
(7) There is no non-zero h ∈ H so that Bh ∈ H L(B).
If B = [B] is square, then the above are equivalent to:
(8) πµB (L) (equivalently V
B) is a Cuntz row isometry.
In the above, recall that F 20 (µB) =
∨
α6=∅ L
α⊗ IH ⊆ F 2(µB), and the support of B was
defined in Equation (5.7).
Remark 6.5. In the classical (single-variable, scalar-valued) setting, the equivalent state-
ments in the above theorem recover several characterizations of extreme points of the Schur
class, S , of contractive analytic functions on D:
Theorem. Given b ∈ S , the following are equivalent:
(0) b is an extreme point.
(1) b is column extreme.
(2) S∗b is extremal, i.e. ‖S∗b‖H (b) = 1− |b(0)|2.
(3) X := S∗|H (b) is extremal, i.e., X∗X = I − kb0(kb0)∗.
(5) H2(µb) = H
2
0 (µb).
(7) b does not belong to H (b).
(8) All Clark perturbations of S∗|H (b) are unitary.
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Conditions (1) and (2) are characterizations of extreme points of S which follow from
results of Sarason, [21, Chapter III, Chapter IV]. The spaces F 2(µB), and F
2
0 (µB) are
multi-variable non-commutative analogues of the spaces H2(µb), and H
2
0 (µb), the clo-
sure of the analytic polynomials and closed span of the non-constant analytic monomials
(resp.) in L2(µb), for b ∈ S . In the classical setting the condition that H20 (µb) = H2(µb)
is equivalent to b being an extreme point of the Schur class. This follows from the
Szego¨-Kolmogoroff-Kre˘ın distance formula for the distance from the constant function
1 to H20 (µb), the formula for the Radon-Nikodym derivative of µb with respect to normal-
ized Lebesgue measure, and other classical facts, see [7, Chapter 4, Chapter 9], and the
discussion in [8, Section 1]. Item (7) is again a result of Sarason [21, Chapter IV], and
the final item is equivalent to the well-known fact that b is extreme if and only if all of
the Clark perturbations of the restricted backward shift S∗|H (b) are unitary, see e.g. [14].
Corollary 6.8 will prove that any column-extreme B ∈ Ld or Rd is necessarily an extreme
point, whether the converse holds is an open problem.
We will need the following free or NC analogue of a result from vector-valued RKHS
theory, [16, Theorem 10.17] (see the proof of [12, Proposition 5.1]):
Lemma 6.6. Let Hnc(K) be a vector-valued NC-RKHS on a NC set Ω. A (vector-valued)
free NC function f on Ω belongs to Hnc(K) if and only if λ2K(Z,W )−f(Z)(·)f(W )∗ ≥ 0
is a (operator-valued) CPNC Kernel on Ω for some λ2 > 0. The norm of f is the infimum
of all such λ.
Lemma 6.7. If B ∈ Ld(H,J ) and C := [B] ∈ Ld(K), then Bh ∈ H L(B) for h ∈ H if
and only if F ≡ (I − C(0)∗)−1h ∈ H is a constant function in H L+ (HC).
Proof. If Bh ∈ H L(B) set f := (I − C(0)∗)−1h ∈ H. Then,
(KB0 f)(Z) = In ⊗ f −B(Z)(In ⊗B(0)∗(I − C(0)∗)−1h)
= In ⊗ f −B(Z)C(0)∗(I −C(0)∗)−1h
= In ⊗ f −B(Z)(I − C(0)∗)−1h+B(Z)h
= (In −B(Z))f +B(Z)h.
Since B(Z)h = B(Z)(In⊗h) ∈ H L(B), we conclude that F ≡ f ∈ H belongs to H L+ (HC)
(it is the image of (I −B)f under the canonical unitary multiplier).
This argument is reversible: if H ∈ H L+ (HC) is such that H ≡ h ∈ H, i.e. H(Z) =
In ⊗ h, then ML(I−B(Z))H = F ∈ H L(C), and also
K
B
0 (Z)h = In ⊗ h−B(Z)(In ⊗B(0)∗h),
so that
(KB0 − F )(Z) = B(Z)(I −B(0)∗),
and we conclude that B(I − C(0)∗)h = B(I − B(0)∗)h ∈ H L(C). If J ⊇ H so that
[B] ∈ Ld(J ), then H L(C) = H L(B). Otherwise if H ) J then H L(C) = H L(B) ⊕
F 2d ⊗(H⊖J ). Since C(Z)h = B(Z)h for any h ∈ H, and B(Z) ∈ Cn×n⊗  L(H,J ), Lemma
6.6 implies that there is a λ2 > 0 so that(
B(Z)g(B(W )g)∗ 0
0 0H⊖J
)
= C(Z)g(C(W )g)∗
≤ λ2KC(Z,W ) = λ2
(
KB(Z,W ) 0
0 K(Z,W )⊗ (H⊖ J )
)
,
where g := (I − B(0)∗)h = (I − C(0)∗)h ∈ H. Comparing top left entries, Lemma 6.6
again implies that B(Z)(I −B(0)∗)h = Bg ∈ H L(B). 
The proof of equivalence of the first two items is the most involved, so we will first
establish the equivalence of the remaining items.
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Proof. (of equivalence of items (2) − (10) in Theorem 6.4) To simplify notation, we will
write C = [B] ∈ Ld(K) (with K = H or J ).
(2)⇔ (3). This was proven as part of Proposition 5.3 which relates Gleason solutions for
H
L(B) and Gleason solutions for B. Also note that if supp(B) ( H, then B will have a
matrix representation of the form: (
B′, 0
)
,
so that for any Schur A′ ∈ Ld,(
B′ 0
0 A′
)
=:
(
B
A
)
∈ Ld(H⊕ C,J ⊕ C),
is Schur and B is not CE in this case.
(2) ⇔ (4). There are two cases to consider. If C = [B] ∈ Ld(H) then H L(B) ⊕ F 2d ⊗
(H⊖ J ) = H L(C) and B is extremal if and only if C is. If C is extremal then
I −C(0)∗C(0) = C∗C
= (I − C(0)∗)(KHC0 )∗V C(V C)∗KHC0 (I − C(0))
≤ (I − C(0)∗)KHC (0, 0)(I −C(0))
= I − C(0)∗C(0),
and this happens if and only if V C is a co-isometry. This establishes the equivalence in
this case. Alternatively, if H ⊆ J then B = C|H so that B will be extremal if and only if
I −B(0)∗B(0) = B∗B
= PHC
∗
CPH
= PH(I − C(0)∗)(KHC0 )∗V C(V C)∗KHC0 (I −C(0))PH
≤ PH(I − C(0)∗C(0))PH = I −B(0)∗B(0).
The above holds if and only if KHC0 (I − C(0))H = KHC0 (I − B(0))H ⊆ Ran
(
V C
)
, and
this proves the equivalence in the second case.
(4) ⇔ (5). This follows immediately from the fact that the Cauchy transform CL :
F 2(µC) → H L+ (HC) is an onto isometry which intertwines ΠC = πC(L) and V C , which
takes F 20 (µC) onto Ran
(
V C
)
, and which maps I ⊗ g ∈ F 2(µC) to KHC0 g, see Proposition
4.5.
(4) ⇒ (6). Assume that (6) does not hold so that there is a constant H−valued function
H ≡ h ∈ H in H L+ (HC). Set f := (I − B(0)∗)h ∈ H so that h = (I − C(0)∗)−1f . If (4)
holds then KHC0 (I − C(0))f ∈ Ran
(
V C
) ⊥ H so that
0 =
〈
K
HC
0 (I −B(0))f,H
〉
=
〈
(I − C(0))f, (I −C(0)∗)−1f〉 = ‖f‖2.
We conclude that f = 0 so that h = 0 (since B(0)∗ is a pure contraction). This shows
that (4) cannot hold.
(6)⇔ (7). This equivalence is an immediate consequence of Lemma 6.7.
(7) ⇒ (4). Our proof will be a bit circuitous: First consider the following condition (4)′:
If F ∈ H L+ (HC) is constant valued, F ≡ f ∈ K, then
PH(I −B(0)∗)f = 0.
We claim that (4)′ ⇒ (4). Condition (4)′ implies that
PH(I −B(0)∗)(KHC0 )∗(I − V V ∗) = 0,
and taking the adjoint of this expression gives:
(I − V V ∗)KHC0 (I −B(0))PH = 0,
which is condition (4). It remains to show that (7)⇒ (4)′, and this will be accomplished
by demonstrating the contrapositive. If (4)′ does not hold then there is a f ∈ K so
that F (Z) = In ⊗ f belongs to H L+ (HC), and PH(I − B(0)∗)f 6= 0. By Lemma 6.7,
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(I − C(0)∗)f = g is such that Cg ∈ H L(C). There are two cases: If H ⊆ J then
H
L(C) = H L(B). In this case Cg = BPHg ∈ H L(B), and by assumption, PHg =
PH(I −B(0)∗)f 6= 0. We conclude that (7) does not hold in this case. In the second case
J ⊆ H, and g = (I−B(0)∗)f ∈ H is such that Cg = Bg ∈ H L(C) = H L(B)⊕F 2d ⊗(H⊖
J ). Since B(Z) ∈ Cn×n ⊗  L(H,J ), one can apply Lemma 6.6 (as in the proof of Lemma
6.7) to show that Bh ∈ H L(B), and again (7) does not hold. Hence (7)⇒ (4)′ ⇒ (4).
Assuming now that B = [B] = C ∈ Ld(H) is square, item (6) is equivalent to the
statement that V C is a Cuntz (onto) row isometry, and since V C is unitarily equivalent
to ΠC = πC(L) via Cauchy transform, it follows that (6)⇔ (8). 
The proof of (1) ⇔ (2) is the free and operator-valued extension of the main result of
[12], and the argument is formally analogous.
Proof. ((1)⇒ (2) of Theorem 6.4) Suppose B ∈ Ld(H,J ) is not column-extreme so that
there is a non-zero A ∈ Ld(H,J ) so that the two-component column C :=
(
B
A
)
is Schur.
Without loss of generality, we can assume that 0 6= A∅ = A(0) ∈  L(H,J ). The argument
is as in [12, Lemma 5.2]: If A∅ = 0 choose α ∈ Fd of minimal length so that Aα 6= 0, and
set: A˜ := (Lα)∗ ⊗ IJA. Then(
B
A˜
)
=
(
I 0
0 (Lα)
∗ ⊗ IJ
)(
B
A
)
,
is also Schur and satisfies A˜∅ = Aα 6= 0. The unique contractive Gleason solution, C for
C is:
C =
(
R∗ ⊗ IJ , R∗ ⊗ IJ
)(B
A
)
=
(
B
A
)
,
where B,A are the unique contractive Gleason solutions for B,A. Observe that
C
∗
C ≤ I − C(0)∗C(0) = I −B(0)∗B(0)−A(0)∗A(0) < I −B(0)∗B(0),
since we can assume A(0) 6= 0.
Now we apply the argument of [12, Proposition 5.1]: By Lemma 6.6, since each Cjh ∈
H
L(C) for any h ∈ H, where 1 ≤ j ≤ d, there is a tj > 0 so that as CPNC kernels,
(Cj(Z)h)(Cj(W )h)
∗ =
(
(Bj(Z)h)(Bj(W )h)
∗ ∗
∗ ∗
)
≤ t2jKC(Z,W ) = t2j
(
KB(Z,W ) ∗
∗ ∗
)
,
and one can take tj := ‖Cjh‖. It follows that for any h ∈ H,
‖Bh‖2 = 〈h,B∗Bh〉
≤
d∑
j=1
t
2
j
= 〈h,C∗Ch〉
≤ 〈h, (I − C(0)∗C(0))h〉
= 〈h, (I −B(0)∗B(0)− A(0)∗A(0))h〉 .
This proves that
B
∗
B < I −B(0)∗B(0),
so that B is not extremal. 
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The proof of (2) ⇒ (1) will employ the colligation and transfer-function theory of [2].
We briefly recall the pertinent facts: A colligation is any contractive linear map:
U :=

A1 B1
...
...
Ad Bd
C D
 =:
(
A B
C D
)
:
(K
H
)
→
(K⊗ Cd
J
)
.
The transfer-function of the contractive colligation U is the function BU defined on the
free unit ball by:
BU (Z) := D +C(I − ZA)−1ZB ∈ Cn×n ⊗  L(H,J ); Z ∈ Bdn,
where ZA := Z1A1 + ...ZdAd. The theory of [2] shows that a free function B on B
d
N
belongs to the left free Schur class if and only if B = BU is the transfer function of some
contractive colligation U (see [2, Theorem 3.1]). Moreover, any B ∈ Ld(H,J ) always has
the (left) canonical deBranges-Rovnyak colligation
UdBR :=
(
AdBR BdBR
CdBR DdBR
)
constructed by choosing K := H L(B) and
AdBR := R
∗|H L(B), BdBR := R∗B, CdBR := (KB0 )∗, and DdBR := B(0),
(so that B is recovered as the transfer function of this colligation) see [2, Theorem 4.3].
Similarly, if A ∈ Rd(H,J ) then A(R) = MRA†(Z) is such that the free holomorphic func-
tion A†(Z) can be recovered as the transfer function of the (right) canonical deBranges-
Rovnyak colligation given by choosing K := H R(A), and
AdBR := L
∗|H R(A), BdBR := L∗A, CdBR := (KA0 )∗, and DdBR := A(0).
Proof. (of (2)⇒ (1)) We give the proof for right free multipliers A ∈ Rd(H,J ). Assuming
A is not extremal, we choose 0 ≤ a∅ ∈  L(H) satisfying:
a
2
∅ = I − A(0)∗A(0)−A∗A.
As in the proof of Proposition 5.3 one can calculate that,〈
X
∗
XK
A{Z, y, v},KA {W,x, u}
〉
(6.2)
=
(
y,K
A(Z,W )[vu∗]x
)
Cn
− (y, ZA(Z)v)
Cn
(
u,A
†(W )∗x
)
Cm
−
(
A
†(Z)∗y, v
)
Cn
(WA(W )u, x)
Cm
+
(
y,A
†(Z) (vu∗ ⊗A∗A)A†(W )∗x
)
Cn
.
In the above KA {Z, y, v} is a bounded linear map from J into H R(A), so that the
above inner product is  L(J )−valued (we have omitted vectors to simplify the notation).
Applying the definition of a2∅, the above becomes:
=
〈
K
A {Z, y, v}, KA {W,x, u}
〉
−
(
y, (vu∗ − A†(Z)vu∗A†(W )∗)x
)
Cn
−
(
y, (A†(Z)− A†(0n))vu∗A†(W )∗x
)
Cn
−
(
y,A
†(Z)vu∗(A†(W )∗ − A†(0m)∗)x
)
Cn
+
(
y,A
†(Z)
(
vu
∗ ⊗ (I − A(0)∗A(0)− a2∅)
)
A
†(W )∗x
)
Cn
=
〈
K
A {Z, y, v}, KA {W,x, u}
〉
−
(
y,A
†(Z)(vu∗ ⊗ a2∅)A†(W )∗x
)
Cn
− (y, vu∗x)
Cn
+
(
y,A(0n)vu
∗
A
†(W )∗x
)
Cn
(6.3)
+
(
y,A
†(Z)vu∗A(0m)
∗
x
)
Cn
−
(
y,A
†(Z)(vu∗ ⊗ A(0)∗A(0))A†(W )∗x
)
Cn
.(6.4)
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On the other hand, one can calculate that (up to a change of sign) line (6.3) + line (6.4)
in the above are equal to:〈
K
A
0 (K
A
0 )
∗
K
A {Z, y, v},KA {W,x, u}
〉
,
and it follows that〈
X
∗
XK
A {Z, y, v},KA {W,x, u}
〉
=
〈
(I −KA0 (KA0 )∗)KA {Z, y, v},KA {W,x, u}
〉
(6.5)
−
(
y,A
†(Z)(vu∗ ⊗ a2∅)A†(W )∗x
)
Cn
.
If we define the  L(J )−valued CPNC kernel:
G
A(Z,W )[P ] := A†(Z)[·] ⊗ a2∅A†(W )∗,
then Equation (6.5) implies that GA ≤ KA as CPNC kernels so that, by Lemma 6.6,
Aa∅ : H → H R(A),
(where (Aa∅)(Z) = A
†(Z)a∅). Moreover, Equation (6.5) further implies that
(6.6) I −X∗X = KA0 (KA0 )∗ + Aa∅(Aa∅)∗.
This is the appropriate analogue of the formula from [12, Proposition 3.2]. To complete
the proof, we apply the transfer function theory of [2]. We define:
U :=
 X A(KA0 )∗ A(0)
−(Aa∅)∗ a∅
 : (H R(A)H
)
→
(
H
R(A)⊗ Cd
J ⊗ C2
)
.
The top 2 × 2 block of U is the canonical deBranges-Rovnyak colligation with transfer
function equal to A. It follows that if the above U is contractive, then its transfer function
will have the form: (
A
a
)
∈ Rd(H,J ⊗ C2),
for some non-zero a ∈ Rd(H,J ). We will prove that, in fact, U is an isometry:
(6.7) U∗U =
(
X∗X +KA0 (K
A
0 )
∗ + Aa∅(Aa∅)
∗ X∗A+KA0 A(0)−Aa2∅
∗ A∗A+ A(0)∗A(0) + a2∅
)
.
By previous formulas the diagonal entries are equal to IH R(A) and IH, respectively, and it
remains to show that the top right (and hence also the bottom left) component vanishes.
This can be verified as follows:〈
K
A {Z, y, v} f ,X∗Ah
〉
=
〈
K
A{Z, Z∗y, v}f −A
(
v ⊗ IH, A†(Z)∗y ⊗ f
)
,Ah
〉
=
(
y ⊗ f, (A†(Z)− A(0n))v ⊗ h
)
−
(
(v ⊗ IH, A†(Z)∗y ⊗ f), (I − A(0)∗A(0)− a2∅)h
)
=
(
y ⊗ f,
(
A
†(Z)− A(0n)− A†(Z) + A†(Z)⊗ (A(0)∗A(0) + a2∅)
)
v ⊗ h
)
.
On the other hand,〈
K
A {Z, y, v} f ,KA0 A(0)h− Aa2∅h
〉
(6.8)
= (y ⊗ f, v ⊗ A(0)h)−
(
y ⊗ f,A†(Z)v ⊗ A(0)∗A(0)h
)
−
(
y ⊗ f,A†(Z)v ⊗ a2∅h
)
.
Adding these expressions together gives 0, which proves the off-diagonal component van-
ishes. 
Corollary 6.8. If B ∈ Ld(H,J ) is column extreme, then it is an extreme point.
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Proof. This is the same contrapositive proof as in [12, Corollary 1.2]: If B is not extreme
then there is a non-zero A ∈ Ld(H,J ) so that both B±A are Schur class, which implies:
(MLB−A)
∗
M
L
B−A ≤ I, and (MLB+A)∗MLB+A ≤ I.
Averaging these inequalities gives:
(MLA )
∗
M
L
A + (M
L
B)
∗
M
L
B ≤ I, i.e.,
(
B
A
)
∈ Ld(H,J ⊗ C2),
so that B is not column-extreme. 
The next two corollaries were established in the proof of (2) ⇒ (1) of Theorem 6.4
above:
Corollary 6.9. Given A ∈ Rd(H,J ), define a∅ ∈  L(H)+ by the formula:
a
2
∅ := I −A(0)∗A(0)−A∗A ≥ 0.
Then for any h ∈ H, Aa∅h ∈ H R(A), so that Aa∅ : H → H R(A).
Given A ∈ Rd(H,J ), define DA ⊆ H as the linear space of all h ∈ H such that Ah ∈
H
R(A), and let Aˆ : DA → H R(A) be the linear transformation Aˆh := Ah ∈ H R(A).
Here, we write A = A(R) so that (Ah)(Z) = A†(Z)h. The previous Corollary 6.9 shows
that Ran (a∅) ⊆ Dom(Aˆ).
Corollary 6.10. Given A ∈ Rd(H,J ), we have the identity:
I −X∗X = KA0 (KA0 )∗ + (Aˆa∅)(Aˆa∅)∗.
Claim 6.11. The linear transformation Aˆ is closed.
Proof. Suppose (hn) ⊂ DA, hn → h ∈ H, and Ahn → F ∈ H R(A). It is easy to see that
for any Z ∈ Bdn,
F (Z) = lim
n
A
†(Z)hn = A
†(Z)h,
so that F = Ah, proving that h ∈ DA and Aˆh = F . 
Since Aˆ is a closed linear transformation, it follows by general facts that Aˆ∗Aˆ is densely-
defined in the Hilbert space DA and positive semi-definite on a domain Dom(Aˆ∗Aˆ) ⊆ DA
(which is a dense in DA).
Proposition 6.12. Given any h ∈ Dom(Aˆ∗Aˆ),
a
2
∅(I + Aˆ
∗
Aˆ)h = h,
and Dom(Aˆ) = DA = Ran (a∅). Viewing Aˆ as a closed linear transformation from DA ⊆
DA → H,
a
2
∅ = (IDA + Aˆ
∗
Aˆ)−1.
This is a free and operator-valued analogue of [12, Lemma 3.3].
Proof. Given h ∈ Dom(Aˆ∗Aˆ) ⊆ DA, we calculate (I−X∗X)Ah ∈ H R(A) in two different
ways: First, since Ah ∈ H R(A), XAh = Ah, and〈
K
A {Z, y, v} g, (I −X∗X)Ah
〉
=
(
y ⊗ g,A†(Z)v ⊗ h
)
−
〈
K
A{Z, Z∗y, v}g,Ah
〉
+
〈
A
(
v ⊗ IH, A†(Z)∗y ⊗ g
)
,Ah
〉
= (y ⊗ g,A(0n)v ⊗ h) +
(
y ⊗ g,A†(Z)v ⊗A∗Ah
)
.
Equivalently, for any Z ∈ Bdn,
((I −X∗X)Ah) (Z) = A(0)(In ⊗ h) +A†(Z)(In ⊗A∗Ah).
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Secondly, apply the identity (6.6) to obtain:(
K
A
0 (K
A
0 )
∗
Ah+ Aa∅(Aa∅)
∗
Ah
)
(Z)
= KA(Z, 0)A(0)h+ A†(Z)(In ⊗ a2∅Aˆ∗Aˆh)
= A(0n)(I ⊗ h)A†(Z)
(
In ⊗ a2∅Aˆ∗Aˆh− In ⊗ A(0)∗A(0)h
)
.
Equating these two expressions yields:
A
†(Z)
(
In ⊗ a2∅Aˆ∗Aˆh− In ⊗ A(0)∗A(0)h
)
= A†(Z)(In ⊗A∗Ah).
Using that A∗A = I − A(0)∗A(0)− a2∅ yields:
a
2
∅Aˆ
∗
Aˆh− A(0)∗A(0)h = (I − A(0)∗A(0)− a2∅)h,
and solving for h gives:
a
2
∅(I + Aˆ
∗
Aˆ)h = h.
On the other hand, Corollary 6.9 shows that Ran (a∅) ⊆ Dom(Aˆ) = DA. For any g ∈
Dom(Aˆ∗Aˆ) and any h ∈ H,
〈g, h〉 =
〈
(I + Aˆ∗Aˆ)g, a2∅h
〉
=
〈
g, a
2
∅h
〉
+
〈
Aˆ
∗
Aˆg, a
2
∅h
〉
=
〈
g, a
2
∅h
〉
+
〈
Aˆg, Aˆa∅h
〉
.
This can be re-arranged as: 〈
Aˆg, Aˆa
2
∅h
〉
=
〈
g, (I − a2∅)h
〉
,
for any g ∈ Dom(Aˆ∗Aˆ) and h ∈ H. Since Aˆ is a closed linear transformation, Dom(Aˆ∗Aˆ)
is a core for Aˆ, and the above then implies that Aˆa2∅h ∈ Dom(Aˆ∗), and that
Aˆ
∗
Aˆa
2
∅h = (I − a2∅)h,
which is equivalent to
(I + Aˆ∗Aˆ)a2∅h = h,
and we conclude that a2∅ = (I + Aˆ
∗Aˆ)−1. This proves that Ran
(
a2∅
)
= Dom(Aˆ∗Aˆ),
and by the polar decomposition for closed operators, Ran (a∅) = Dom(
√
I + Aˆ∗Aˆ) =
Dom(
√
Aˆ∗Aˆ) = Dom(Aˆ). 
Corollary 6.13. Given A ∈ Rd(H,J ), and F ∈ H R(A), we have that LjF ∈ H R(A) if
and only if A∗jF ∈ Dom(Aˆ).
Proof. The proof is formally identical to that of the commutative analogue of this result
in [9, Corollary 4.5]. Consider, for g ∈ J ,〈
K
A {Z, y, v} g,X∗j F
〉
=
〈
K
A{Z, Z∗j y, v}g, F
〉
−
〈
Aj
(
v ⊗ IH, A†(Z)∗y ⊗ g
)
, F
〉
= (y ⊗ g,ZjF (Z)v)−
(
y ⊗ g,A†(Z)v ⊗A∗jF
)
.
Now A∗jF ∈ H, so by the previous theorem, if A∗jF ∈ Ran (a∅), then AA∗jF ∈ H R(A)
so that also ZjF (Z) ∈ H R(A). Conversely if ZjF (Z) ∈ H R(A), then the above formula
shows that AA∗jF ∈ H R(A). 
Corollary 6.14. Given A ∈ Rd(H,J ), if Ah ∈ H R(A) for every h ∈ H, then H R(A)
is L-invariant.
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Corollary 6.15. Given any A ∈ Rd(H,J ), we have that H R(A) is L−invariant if and
only if Ran (A∗) ⊆ Ran (a∅) = Dom(Aˆ). This happens if and only if Aˆ is densely-defined
and there is a 0 < r < 1 such that
r(I − A(0)∗A(0)) ≤ (I + Aˆ∗Aˆ)−1,
or, equivalently, there is a 0 < ρ < 1 so that
A
∗
A ≤ ρ(I − A(0)∗A(0)).
Proof. By Corollary 6.13, H R(A) is L−invariant if and only if Ran (A∗) ⊆ Ran (a∅). By
the Douglas Factorization Lemma, this happens if and only if there is a λ2 > 0 so that
A
∗
A
∗ ≤ λ2a2∅ = λ2(I −A∗A− A(0)∗A(0)).
Re-arranging gives
A
∗
A ≤ λ
2
1 + λ2
(I − A(0)∗A(0)).
If Dom(Aˆ) = Ran (a∅) is not dense, then since Ran (A
∗) = Ran (A∗A), we have that there
is a non-zero h ∈ H so that a∅h = 0 (recall that a∅ ≥ 0 so that Ran (a∅)⊥ = Ker (a∅)). It
then follows that
A
∗
Ah = (I − A(0)∗A(0)− a2∅)h 6= 0,
and one cannot have A∗A ≤ λ2a2∅ in this case. Hence A∗A ≤ λ2a2∅ implies Dom(Aˆ) has
dense range. In this case,
I − a2∅ −A(0)∗A(0) ≤ λ2a2∅
⇒ I − (I + Aˆ∗Aˆ)−1 −A(0)∗A(0) ≤ λ2(I + Aˆ∗Aˆ)−1
⇒ 1
1 + λ2
(I − A(0)∗A(0)) ≤ (I + Aˆ∗Aˆ)−1.

6.16. Clark Intertwining. Fix A ∈ Rd(H). As in [8, Theorem 6.3], one can verify that
the weighted Cauchy transform FR : F 2(µA) → H R(A) intertwines the adjoint of the
Stinespring-GNS row isometry ΠA = πA(L) with a perturbation of the restricted backward
left free shift, L∗ ⊗ IH|H R(A) = X (and this is a rank-one perturbation in the case where
H = C). Equivalently, the unitary multiplier UA := MR(I−A†(Z)) of H R+ (HA) onto H R(A)
intertwines the adjoint of the isometry V A with a perturbation of X:
L
∗ ⊗ IH|H R(A) +A(I − A(0))−1(KA0 )∗ = FRΠ∗A(FR)∗
= UA(V A)∗U∗A.
Any U ∈  L(H) yields a different free Clark functional µAU∗ . Since H R(AU∗) = H R(A),
it follows that every U ∈  L(H) gives a different perturbation of the restricted backward
left free shift. In particular, if A is column extreme, each of these perturbations will be a
Cuntz unitary (an onto row isometry). In the classical (d = 1, H = C) case, one recovers
Clark’s perturbations of the backward shift.
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