Abstract-According to the distribution characteristic of noise and clean speech signal in the frequency domain, a new speech enhancement method based on teager energy operator (TEO) and perceptual wavelet packet decomposition (PWPD) is proposed. Firstly, a modified Mask construction method is made to protect the acoustic cues at the low frequencies. Then a level-dependent parameter is introduced to further adjust the thresholds in light of the noise distribution feature. At last the sub-bands which have very little influence are set directly 0 to improve the signal-to-noise ratio (SNR) and reduce the computation load. Simulation results show that, under different kinds of noise environments, this new method not only enhances the signal-to-noise ratio (SNR) and perceptual evaluation of speech quality (PESQ), but also reduces the computation load, which is very advantageous for real-time realizing.
I. INTRODUCTION
Many speech recognition systems, which have the outstanding performance in the laboratory environment, often degrade sharply in practical situations. Speech enhancement plays an important role in addressing the noise pollution, improving speech quality and intelligibility. Therefore, carrying out a speech enhancement preprocess on the speech signal gathered from the speech recognition system can eliminate the background noise, facilitate further processing and finally increase the performance of the system.
Recently, wavelet transforms have become a hot topic in the field of speech enhancement [1] [2] [3] [4] . Wavelet transform is a flexible time-frequency analysis technique, particularly suitable for analyzing non-stationary signals [5] . It overcomes the weakness of short time Fourier transforms (STFT), and can be used to analyze not only the approximate of the signal but also the details of signal. Wavelet-based denoising approaches can be classified into three categories: denoising approaches based on the modulus maxima of the wavelet coefficients, denoising approaches based on the spatial correlation between the wavelet coefficients over adjacent scales and denoising approaches based on the thresholding of the wavelet coefficients. Wavelet denoising based on threshold shrinkage has been used most widely due to the simplicity in computation and near optimal results achieved [6] . Wavelet shrinkage can be summarized in three steps: 1. Decompose the noisy signal into wavelet coefficients. 2. Use a kind of threshold method to shrink the wavelet coefficients. 3. Inverse wavelet transform of the processed coefficients to obtain the enhanced signal. However, thresholds used in conventional wavelet shrinkage are fixed no matter they are universal or scaledependent. And often they are not succeed in speech enhancement for its over thresholding [6] [7] [8] , to remove speech components. To prevent speech quality deterioration during the thresholding procedure, Ref. [9] first combined wavelet packet transform with teager energy operator (TEO) to obtain adapted threshold. This technique doesn't need to distinguish the speechless and voiced segment, and doesn't require an estimation of a priori knowledge of the SNR. It is very simple and effective, easy for real-time realization. Ref. [10] made an improvement on Ref. [9] by employing a perceptual wavelet packet decomposition tree, instead of conventional wavelet-packet transform, which matches the human psychoacoustic model. Ref. [11] made a further improvement on Ref. [10] by applying a more sophisticated wavelet packet division -bark-scaled wavelet packet decomposition tree. Yet, this method significantly increased the amount of computation, at least 2 times of the method in Ref. [10] , which made it not suitable for embedded platforms any more. This paper made improvements on Ref. [10] to allow more noise reduction and better speech intelligibility, and reduce the computation load at the same time.
Recent research demonstrates that if the low frequencies have been well protected, the speech recognition in noise can be improved [12] . Ref. [13] proposed a new frequency-specific gain function to recover the low frequency components and subsequently enhanced the speech quality. Motivated by theses findings, this paper modified the length of hamming FIR filter which were used to construct the initial Mask in Ref.
[10] to be 2 j ; then because low frequencies have higher SNR than high frequencies, this paper introduce a leveldependent parameter to further adjust the thresholds [14, 15] ; At last, through analyzing the speech energy distribution in different sub-bands, set sub-bands with little influence 0 to further improve speech quality and reduce the computation load. Simulation shows that: under different noise environments, the proposed speech enhancement method not only improves the signal to noise ratio (SNR) and perceptual evaluation of speech quality (PESQ), but also reduces the computation which made it advantageous for real-time realizing; in low SNR environment, the new method yields higher SNR scores than Ref. [11] .
II. SEECH ENHANCEMENT BASE ON PWPD AND TEO Fig. 1 shows the flow chart of speech enhancement method which adopts PWPD and TEO.
In Fig. 1 , PWPD is first applied to the noisy speech signal and w j,m (k) is the wavelet packet coefficients of level j and sub-band m; TEO represents the computation of teager energy operator and T j,m (k) is the TEO coefficients of level j sub-band m; M j,m (k) is the constructed temporal Mask coefficients; λ j is the median of the absolute value estimated on level j; using temporal Mask coefficients M j,m (k) and level-dependent threshold λ j , we can compute the time-adapted threshold λ j,m (k); ŵ j,m (k) is the processed wavelet packet coefficients after a soft-thresholding procedure; and after an inverse PWPD transformation, the enhanced speech will be obtained.
A. Perceptual Wavelet Packet Decomposition(PWPD)
Wavelet transform is a powerful tool for modeling non-stationary signals. It has the strength of using different size time-windows for different frequency bands, resulting in a high frequency resolution (and low timeresolution) in low bands and low frequency resolution in high bands. Wavelet transform can be efficiently constructed by iterating a two-channel perfect resolution filter bank over the low frequency branch. Let d 1 (k) be the to-be-analyzed signal, h, g be the low-pass scaling filter and high-pass wavelet filter respectively. The wavelet decomposition can be defined as follows:
where d 2m (n) and d 2m (n) are called the approximation coefficients and detail coefficients of level mth wavelet decomposition of node d m (k), respectively. And the corresponding wavelet reconstruction can be operated as fellows：
The wavelet packet transform is an extension of the wavelet transform. Compared with wavelet transform, wavelet packet transform not only decomposes the low frequencies, but also decomposes the high frequencies. Fig. 2 gives a four level 16 sub-band wavelet packet tree. Due to this flexibility, according to the characteristics of the to-be-analyzed signal, special wavelet packet decomposition tree can be constructed, providing a more reasonable frequency resolution than wavelet transform. Hence, wavelet packet transform has been intensively used in various fields of signal processing.
Perceptual wavelet packet decomposition (PWPD) is a special wavelet packet tree which is utilized to adjust the structure of conventional wavelet packet transform so as to approximate the critical bands of the psychoacoustic mode. The primary reason for embedding the psychoacoustic model is that human are able to detect the desired speech even in heavy noisy environments without any prior knowledge of the noise. In the psychoacoustic model, critical bands refer to bandwidths at which 
B. Teager Energy Operator (TEO)
Teager energy operator, first introduced by Kaiser [16] , is a powerful nonlinear operator in various speech processing applications. It can be used to enhance the discriminability between speech and noise. The TEO defined for continuous-time signal x(t) is given as follows:
where ( ) x t ′ and ( ) x t ′′ are the first and second time derivatives of x(t), respectively. In the discrete case, the time derivative may be approximated by time differences. For a band-limited discrete digital signal x(n), the TEO can be approximated by
With only three samples are needed for the computation at each time instant, TEO is nearly instantaneous, providing us the ability to capture the energy fluctuations. Moreover, this operator is very easy to implement. It is less computationally complex and has better time resolution than other classical demodulation approaches such as the Hilbert transform. The main drawback of TEO is a moderate sensitivity to noise. Ref. [9] first combined TEO and wavelet packet decomposition to enhance the noisy speech. Applying (5) to the wavelet packet coefficients, we will obtain the TEO coefficients： , , I=50,100,…,500) , and convolute the noisy signal with different length hamming window. The result is displayed in Fig. 4 . We can find the longer the length of hamming window is, the bigger the magnitude of noise become (from the beginning 0.1 to approximate 0.4). That is, long window length can amplify the noise amplitude. Because voiceless consonants are similar to noise, applying longer hamming window on the high frequency of PWPD can reach the aim of protecting unvoiced consonants. However, after wavelet packet decomposition, the high frequencies of PWPD mainly consist of noise coefficients. So Ref . [10] not only amplifies the noiselike speech, but also amplifies the real noise, leading to uncompleted noise reduction. Motivated by recent research findings that acoustic cues at low frequencies can improve speech recognition in noise by the combined electric and acoustic stimulation [12] , and the fact that applying less aggressive enhancement method at the low frequencies can improve speech quality in noise environment [13] , this paper modifies the length of leveldependent FIR filter to be 2 j (j=3, 4, 5) to recover more low frequency components and improve speech intelligibility. Also, because the high frequencies mainly compose noise coefficients, with shorter window, we will gain more noise reduction than Ref. [10] .
B. Introduce Level-dependent Parameter
Nonlinear sub-band spectral subtraction research shows that the low frequencies have higher SNR than high frequencies [14, 15] , that is, noise doesn't affect the whole spectrum uniformly. Fig. 5 shows each sub-band's SNR of a noisy speech (white noise SNR = 5dB). We can find that, basically, the low frequency sub-bands have higher SNR than high frequency sub-bands: sub-band 2 ~ sub-band 8 have higher SNRs than sub-band 9 ~ subband 14; sub-band 9 ~ sub-band 12 have higher SNRs than sub-band 15 ~ sub-band 17. Sub-band 1, sub-band 13 and sub-band 14 is an exception, because these three sub-bands have very little speech energy, which will be shown in Section C. According to this, this paper introduces level-dependent adjust parameter α j to decrease thresholds at low frequencies and increase thresholds at high frequencies, to protect the voiced sound and reduce more noise. The experiments show that when α 5 value 1~1.2, α 4 value 1.1~ 0.7, and α 3 value 0.9~0.5, SNR and PESQ both can be improved. The experimental value for this paper is α 5 = 1.1, α 4 = 0.7, α 3 = 0.5.
C. Set Sub-bands with Little Influence 0
Due to PWPD's ability in approximate the critical bands of the psychoacoustic mode, using the PWPD tree to analyze speech signal can get better result than using simple wavelet packet decomposition tree. However, the energy of human speech is not distributed evenly in 17 sub-bands. Thus, ignoring those sub-bands with little influence can further reduce the computational complexity and improve the signal to noise ratio.
By analyzing 1000 sentence (500 male, 500 female) selected from the aurora corpus, we get the energy distribution in 17 sub-bands, as shown in Fig 6. From Fig.  6 , we can see that sub-band 1, sub-band 13 and sub-band 14 accounts for only a small fraction of the whole speech energy. Yet, after adding noise to the clean speech, the energy of those three sub-bands is very large. They are no longer of the additive noise model. The background noise can't use the conventional wavelet thresholding method to remove. Fig. 7 shows the wavelet packet coefficients of the clean speech "The flint sputtered and lit a pine torch" and speech corrupted with white noise (SNR=5dB) in subband 1, sub-band 13 and sub-band 14. From Fig. 7 , one can see that the wavelet packet coefficients' amplitude of clean speech in these three sub-bands is very small; however, the wavelet packet coefficients' amplitude of the corresponding noisy speech in these three sub-bands is very big, at least ten times of the original. In view of these three sub-bands have little effect on the whole speech, we can set these three sub-bands directly 0 to improve the SNR and reduce the computation load. 
D. Implementation Details
The proposed method can be implemented in six steps:
Step 1. Utilize the PWPD tree depicted in Fig. 3 to decompose the noisy speech into 17 subbands; set sub-band 1, sub-band 13 and subband 14 directly 0. Step 2. Compute the TEO coefficients of the rest 14 sub-bands using (5) and (6).
Step 3. Construct the initial mask. Apply a modified level-dependent FIR hamming window to construct the initial mask by (6) , ,
where T j,m (k) is the TEO coefficients of level j sub-band m obtained by step 2, H j is the hamming window with the length of 2 j instead of 256/2 j , * denotes the convolution operation.
Step 4. Compute the time-adapted thresholds. The ideal time-adapted thresholds should be adapted for speech frames. The speechdominated wavelet coefficients should be applied smaller thresholds to protect the speech components while the noisedominated wavelet coefficients should be applied bigger thresholds to gain complete noise suppression. To do this, we normalize the results obtained from step 3 in order to modulate the thresholds. However, if the variance of level j sub-band m is zero, the corresponding sub-band will be considered as noise signal, its modulate mask would be set 0. IF the variance of M j,m is 0，
Note that the modulate mask is close to 1 for speech-dominate wavelet coefficients and close to 0 for noise-dominate coefficients. Hence, the time-adapted thresholds are as fellows： level j and sub-band m and α j is the adjusted parameter, α 5 , α 4 , α 3 value 1.1, 0.7, 0.5 respectively.
Step 5. Soft thresholding. The soft thresholding is then applied to the wavelet packet coefficients.
, , where ŵ j,m (k) is the processed wavelet packet coefficients of level j sub-band m.
Step 6. Inverse transformation. The enhanced signal is synthesized with the inverse PWPD transformation of the processed wavelet packet coefficients.
Ⅳ. EXPERIMENTAL DETAILS
The proposed method was evaluated on thirty speech signals degraded by Gaussian white noise and car noise which were taken from the aurora database with SNR's in the rang [ -5, 10] dB. All of these tested speech signals were taken from the NOIZEUS corpus and were sampled at 8 kHz with 16-bit resolution of each sample [17] . Half of the clean speeches are from male speakers, and half are from female speakers. Experiments have been performed on an Intel Pentium processor (3.0 GHz) with 512 MB memory running Windows XP. The code was developed and executed using Matlab 2010a. Execution times might be faster for all algorithms on a faster processor or using another development platform or implementation language, or if a compiler is used instead of an interpreter. The bior6.8 wavelet basis was adopted in the proposed method.
The objective evaluation SNR and PESQ were applied to evaluate the quality of the proposed method [18] . The definition of SNR is as follows: Each noisy sentence was enhanced by four methods: the proposed method in [10] using PWPD and TEO, the proposed method in [11] using bark-scaled wavelet packet decomposition and TEO, method PWPD using PWPD and conventional soft thresholding and the new proposed speech enhancement method. The results are listed in Table 1 and Table 2 . The SNR and PESQ results listed in the tables are averaged out using 30 sentences. Meanwhile, to comparison the computation load of each method, this paper gives each method's run time of one, ten, twenty and thirty sentences. The result is displayed in Fig. 7 .
In the aspect of SNR, one can see from Table 1 that the new enhancement method produces higher SNR improvement than method in [4] and PWPD, particularly for low-input SNRs. In the low SNR environments, the new method gains more SNR improvements than method in [11] .
In the aspect of PESQ, one can figure from Table 2 that the new method improved the PESQ scores significantly compared to PWPD with traditional soft thresholding and method in [10] , but yields lower scores than method in [11] which is benefited from the more sophisticated wavelet packet decomposition -barkscaled wavelet packet decomposition. However, from Fig  8 , one can find that the new method has a large advantage on the speed. This is because method in [11] has 68 subbands to compute the time-adapted thresholds; method in [10] has 17 sub-bands while the new method has only 14 sub-bands. Hence, new speech enhancement method is very competitive in embedded implementation. Fig. 9 (a), (b) and (c-f) show the waveform of the clean speech "The stray cat gave birth to kittens," degraded (white noise, SNR = 5 dB) and enhanced speech respectively. One can figure that the PWPD with traditional soft thresholding has a serious overthresholding phenomena, denoising too much useful speech components; the rest three TEO-based speech enhancement methods retain more speech components while remove the noise. The denoising ability of the new method is obviously superior to method in [10] . Method in [11] retains more residual noise compared with the new method. V. CONCLUSION This paper proposed a new speech enhancement method based on PWPD and TEO, including modifying the length of the hamming FIR filter, introducing leveldependent adjusted parameter α j and setting sub-bands with little influence 0. The simulation results show that, under different noise environments, the new speech enhancement method yields consistently higher noise attenuation and less speech distortion than Ref. [10] , and gains more noise reduction than Ref [11] in low SNR noise environments, moreover, its computation load is the least among the three methods, which is very advantageous for real-time realizing. [10] , (e)Proposed, (f) method [11] 
