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Résumé – Dans cette contribution, nous présentons le calcul de la Borne de Cramér-Rao Bayésienne (BCRB) relative au cas de
l’estimation d’un vecteur de phase. Le scénario étudié est celui d’une transmission de type MDP2 non-codée dont l’erreur de phase
suit un modèle de Wiener. Deux stratégies d’estimation sont envisagées : la première est basée sur un traitement “hors-ligne”
alors que la seconde utilise un traitement “en-ligne”. Une expression analytique de la BCRB “hors-ligne” et “en-ligne” est fournie.
Tirant profit de cette expression, nous en étudierons les propriétés asymptotiques en termes de RSB et de nombre d’observation.
Abstract – In this paper, we derive a closed-form expression of a Bayesian Cramér-Rao Bound (BCRB) for the estimation of
a phase offset vector. We consider the scenario of an uncoded AWGN BPSK transmission and a Wiener phase-offset model. We
provide an analytical expression of this bound in both the so-called off-line and on-line contexts. Taking benefit from the derived
BCRB expression, we study its asymptotic behavior in terms of SNR and number of observations.
1 Introduction
Les performances des systèmes de communications nu-
mériques sont fortement liées à la qualité de la synchroni-
sation effectuée en tête de réception. Les performances op-
timales qu’atteindrait un estimateur efficace peuvent être
données par la famille des bornes de Cramér-Rao. Dans le
cadre d’une poursuite de phase, les paramètres à estimer
ne sont plus déterministes, et une approche Bayésienne est
nécessaire. La borne de Cramér-Rao Bayésienne est alors
adaptée à ce problème. Des BCRBs associées à des pro-
blèmes d’estimation de la phase d’une porteuse évoluant
au cours du temps ont déjà fait l’objet de travaux, voir en
particulier Brossier et al. [1] et Dauwels et al. [3].
Dans cette contribution, nous étudions le cas d’une trans-
mission en Modulation De Phase binaire (MDP2) non-
codée subissant un décalage de phase modélisé par un mo-
dèle de Wiener. Nous présentons dans un premier temps
les calculs permettant d’obtenir la BCRB dans le cadre
d’une estimation de type“hors-ligne”. Une expression ana-
lytique de la BCRB est alors fournie. Il est à noter que
dans ce contexte, les résultats présentés par [3] étaient
numériques. Les propriétés asymptotiques de l’expression
analytique de la BCRB sont ensuite étudiées dans le cas
de faibles et forts Rapports Signal à Bruit (RSB). Une
estimation de type “en-ligne” étant un cas particulier de
l’estimation “hors-ligne”, les résultats de la BCRB obte-
nus pour un scénario “hors-ligne”seront transposés au cas
“en-ligne”, complétant ainsi les résultats obtenus par [1].
Enfin, les propriétés de la BCRB dans le cas d’un nombre
infini d’observations sont étudiées.
2 Modèles
Le système de transmission numérique considéré émet
une séquence de symboles modulés en phase MDP2 a =
[a0a1 · · · aK−1]
T . Cette séquence est affectée par une er-
reur de phase évoluant dans le temps et est perturbée par
un Bruit Additif Blanc Gaussien (BABG). En supposant
que le signal reçu ait été idéalement filtré et échantillonné
à l’instant optimal, le signal à temps discret en bande de
base résultant peut s’écrire :
yk = ake
jθk + nk avec k = 1, 2, . . . , K (1)
où θk est l’erreur de phase affectant yk et nk est un bruit
blanc Gaussien circulaire à moyenne nulle et de variance






. La transmission est supposée sans
codage, à symboles indépendants et identiquement distri-
bués (i.i.d) avec Pr (ak = ±1) =
1
2
. Le déphasage est dé-
crit par un modèle de Wiener, i.e.,
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θk = θk−1 + ωk, (2)
avec ωk un bruit Gaussien à moyenne nulle i.i.d. et de
variance connue σ2ω.
Par la suite, les écarts de phase aux différents instants
d’échantillonnage seront regroupés dans le vecteur θ =
[θ1θ2 · · · θK ]
T et les observations dans le vecteur y = [y1y2
· · · yK ]
T
.
Deux stratégies d’estimation sont traditionnellement en-
visagées. La première, que nous appellerons “hors-ligne,”
attend l’acquisition d’un bloc complet de K observations
pour estimer θk, avec k = 1, 2, . . . , K. La stratégie “en-
ligne” garde quant à elle en mémoire le vecteur d’obser-
vations passées [y1y2 · · · yK−1]
T
et attend l’acquisition de
l’observation courante yK pour réaliser l’estimation de θK .
3 Expression de la BCRB “hors-
ligne”
Van Trees [5] a montré que l’EQM globale de tout esti-
mateur θ̂(y) était borné par l’inverse de la Matrice d’In-









La MIB peut être écrite comme une fonction de la Matrice
d’Information de Fisher F(θ) comme suit



























Le premier terme de (4) peut être interprété comme
l’information fournie par les observations y moyennée par
rapport à θ, et le dernier terme comme l’information dis-
ponible fournie par la connaissance a priori sur θ, i.e.
p (θ). Ce terme tient compte de la dépendance en temps
des écarts de phase à différents instants.
A partir du modèle d’observation (1) et du modèle du










1 A + 1

 , (6)
avec A et b donnés par A
∆



















ce qui correspond au cas où il n’y a pas d’information a
priori sur θ1.
La matrice BK ainsi obtenue étant une matrice creuse
tridiagonale, possédant des symétries, le kième élément dia-



























































Le détail des calculs de r1, r2, ρ1, ρ2 et |BK | sont donnés
en annexe, voir (section A).
4 Evaluation de JD et cas asymp-
totiques
Dans cette section, la mise en oeuvre pratique du calcul
de la BCRB est décrite. Les approximations à faible et
fort RSB de la BCRB sont également introduites, offrant
une alternative intéressante à l’évaluation de (8).
4.1 Evaluation de la BCRB
D’après (8), le calcul de la BCRB nécessite l’évalua-
tion de JD. Du fait de la nature Gaussienne du bruit et
de l’équiprobabilité des symboles ak, le terme intervenant
























avec xk = yke
−jθk . Malheureusement, dans le cas général,
l’espérance de (11), par rapport à p(y, θ) n’a pas de so-
lution analytique évidente. JD peut toutefois être évaluée
par des méthodes d’intégration numérique.
4.2 Asymptote à fort RSB
A fort RSB, la fonction tanh(.) intervenant dans (11)





























n. En remplaçant JD par sa limite
dans (8), l’asymptote à fort RSB de la BCRB est obtenue.
4.3 Asymptote à faible RSB
Par un développement de Taylor au premier ordre de
tanh(z) autour de z = 0, l’équation (11) devient :








































Fig. 1 – BCRBs “hors-ligne” et “en-ligne” pour σ2ω = 0.04
rad2, σ2n = 0.25 et pour différentes longueurs de blocs
d’observation K (105 tirages de Monte-Carlo)
d’où JD : JD ≈
4
σ4n
. En insérant ce résultat dans l’équa-
tion (8), nous obtenons l’asymptote à faible RSB de la
BCRB. Il est intéressant de remarquer que JD ne dépend
que du bruit d’observation et est indépendant du modèle
de phase.
5 BCRB pour une estimation “en
ligne”
Dans le cas d’une estimation“en-ligne”, le récepteur uti-
lise les échantillons précédemment acquis et l’observation
courante yK pour estimer θK . Une borne de Cramér-Rao
a posteriori (“en ligne”) a été obtenue par Tichavsky et al.
dans [4]. Ces auteurs ont proposé une méthode permettant
la mise à jour de la MIB de l’indice temporel k à l’indice
k + 1. Cette technique a également été appliquée dans [1]
pour le modèle d’observations décrit par les équations (1)
et (2). Partant des résultats des sections précédentes, une
expression alternative de la BCRB “en ligne” peut être
obtenue. En effet, la BCRB “en ligne” associée au vecteur
d’observation y = [y1y2 · · · yK ]
T est simplement égale à





























L’asymptote de la BCRB “en ligne” quand le nombre
d’observations tend vers l’infini, voir en annexe (section


































Borne de Cramer−Rao Baysienne Versus RSB 
BCRB En−Ligne
BCRB Hors−Ligne
Fort RSB: Asymptote Hors−Ligne
Faible RSB: Asymptote Hors−Ligne
Fig. 2 – BCRBs “hors-ligne” et “en-ligne” pour σ2ω = 0.04




Les différentes bornes d’estimation obtenues sont pré-
sentées en fonction du RSB et du nombre d’observations.
Le premier cas étudié est celui d’une transmission per-
turbée par un BABG avec σ2n = 0.25 et un bruit de
phase σ2ω = 0.04 rad
2. Sur la Figure 1 sont représentées,
en fonction de l’indice temporel, les BCRBs “en-ligne” et
“hors-ligne” pour plusieurs longueurs de bloc d’observa-
tions. Dans un contexte “hors-ligne”, les meilleures per-
formances d’estimation pouvant être atteintes se situent
en milieu de bloc (ce résultat peut-être prouvé en étu-





l’estimateur tire parti de façon égale des demi-blocs d’ob-
servations précédant et suivant. Concernant maintenant
l’estimation “en-ligne”, au début du processus et lorsque
le numéro d’observation augmente, l’estimateur prend en
compte plus d’informations et de ce fait les performances
d’estimation s’améliorent. Ainsi la borne décrôıt et converge
vers son asymptote à fort nombre d’observation (15) : les
performances de cette stratégie d’estimation se trouvent
donc limitées par le bruit de phase et d’observation, indé-
pendamment du numéro d’observation.
Considérons maintenant un bloc de K = 50 symboles
MDP2, perturbés par un bruit de phase σ2ω = 0.04 rad
2.
La Figure 2 représente les BCRBs obtenues d’une part
pour K = 50 dans le cas “en-ligne” et pour une estimation
en milieu de bloc (k = 25) dans le cas “hors-ligne”. Dans
ce dernier cas, les asymptotes de la BCRB à faible et fort
RSB sont également représentées. Notons que ces asymp-
totes, bien plus simples à calculer, fournissent de bonnes
approximations de la BCRB dans leur domaine de vali-
dité respectif. Notons enfin que la BCRB “hors-ligne” est
généralement inférieure à la BCRB “en-ligne”. Dans le cas
d’un fort RSB, les deux bornes sont proches : l’information
fournie par l’observation courante est suffisamment précise
et devient prépondérante sur la connaissance a priori de
θ. Les bornes “en-ligne” et “hors-ligne” deviennent donc
équivalentes.
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7 Conclusion
Dans cette contribution, nous avons obtenu, pour une
transmission MDP2 non-codée et un modèle de perturba-
tion de phase de type Wiener, une expression analytique
de la BCRB pour les stratégies d’estimation“hors-ligne”et
“en-ligne”. Tirant profit de ces calculs, nous avons fourni
les asymptotes à faible et fort RSB pour la BCRB “hors-
ligne”, ainsi que l’asymptote relative au nombre d’obser-
vations d’une stratégie d’estimation “en-ligne”. A partir
de ces résultats, nous avons pu comparer les performances
ultimes et les propriétés des stratégies d’estimation “en-
ligne” et “hors-ligne”.
A Eléments Diagonaux de la BCRB
Dans cette annexe, nous détaillons le calcul des éléments
diagonaux (8) de l’inverse de la MIB (6). Pour cela nous
utilisons la technique classique d’inversion de matrice
[B−1K ]k,k = Ck,k |BK |
−1
, (16)
avec Ck,k le cofacteur de l’élément [BK ]k,k et |BK | le dé-
terminant de BK . Il convient donc de calculer ce cofacteur
et |BK |.
– Calcul préliminaire. Soit dk, le déterminant de la ma-













En développant dk suivant la première et la seconde
colonne, il vient dk = bAdk−1− b
2dk−2 avec d0 = 1 et
d1 = bA. {dk} est ainsi une récurrence. En utilisant
le terme initial, une expression analytique de dk est
donnée par
dk = ρ1 (r1)
k + ρ2 (r2)
k for k ∈ N, (17)
avec ρ1, ρ2, r1 et r2 définis par (9) et (10).
– Déterminant |BK |. Dans un premier temps, en déve-
loppant |BK | suivant la première colonne, nous obte-
nons la somme de deux cofacteurs qui sont alors déve-
loppés suivant la dernière colonne.En agissant ainsi,
nous obtenons que |BK | = b (A + 2) dK−1.
– Cofacteur Ck,k. Le cofacteur Ck,k correspond au dé-
terminant de la matrice Bk dans laquelle la ligne k
et la colonne k ont été suprimées. La matrice ainsi
obtenue est bloc diagonale. Le bloc supérieur (res-
pectivement inférieur) est noté UBK (respectivement
LBK ). Le cofacteur est ainsi le produit de deux dé-
terminants :
Ck,k = |UBK | |LBK |
= (bdk−1 + dk) (bdK−k−2 + dK−k−1) . (18)
– Eléments diagonaux. En ré-écrivant (16) et en utili-



























B Comportement de la BCRB
“en ligne”












b (A + 2)
−
1







avec u1 = A. Il est clair que










. En combinant ce résul-
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