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Higher-order topological insulators (HOTIs) are systems with topologically protected in-gap
boundary states localized at their (d − n)-dimensional boundaries, with d the system dimension
and n the order of the topology. This work proposes a rather universal characterization of one large
class of Z-type HOTIs without relying on any symmetry considerations. The key element here is to
investigate nested configurations of the so-called band inversion surfaces (BISs) of momentum-space
Hamiltonians as a sum of operators from the Clifford algebra (a condition that can be relaxed).
Given that experiments on synthetic topological matter can directly measure the winding of cer-
tain pseudospin texture to determine topological features of BISs, the topological invariants defined
through nested BISs are all within reach of ongoing experiments. Further, the necessity of having
nested BISs in defining higher-order topology offers a unique perspective to investigate higher-order
topological phase transitions.
Introduction.- Topological phases of matter feature in-
gap boundary states protected by the bulk topological
properties, usually characterized by topological invari-
ants defined throughout the Brillouin zone (BZ) [1, 2]. In
the past few years, great attention has been paid to the
concept of higher-order topological insulators (HOTIs)
[3–22], where a nth-order topology of a d-dimensional
(dD) system manifests as robust in-gap states localized
at its (d − n)D boundaries. Such “boundary of bound-
ary” states are fascinating because they reflect nontrivial
topology of both the dD bulk and its lower-dimensional
boundaries. The celebrated method of “nested” Wilson
loops provides a powerful topological characterization of
HOTIs, which depicts higher-order topology via lower-
order objects, i.e., the Wannier bands [3, 4]. With the as-
sistance of specific crystal symmetries, HOTIs have also
been connected with lower-dimensional topological insu-
lators [7–11], and their topological properties may remain
stable even when the crystal symmetry is weakly broken
[11]. At present, topological characterization of HOTIs
of different dimensions and various symmetries continues
to be of great interest, having further motivated theo-
retical concepts such as entanglement polarization [23],
many-body multipole operators [24, 25], and alternative
definitions of Zak phases and winding numbers specifi-
cally tailored for HOTIs [26–30].
The starting point of this work is the recently pro-
posed concept of band inversion surfaces (BISs) to di-
rectly probe 1st-order topology [31–35]. A BIS denotes
a special region in the BZ where one or several pseu-
dospin components of a momentum-space Hamiltonian
vanishes. By construction, the winding behavior of such
pseudospin texture inside one BIS must then be differ-
ent from that outside the BIS. According to the Altland-
Zirnbauer (AZ) symmetry classification [36–38], a dD sys-
tem possesses a Z-type topology if its Hamiltonian con-
tains (d + 1) anticommuting terms, forming a (d + 1)D
vector space which allows a quantized winding of the dD
closed manifold given by the Hamiltonian vector varying
throughout the BZ. A BIS of mth-order (m-BIS) can be
defined as the zeros of m anticommuting terms, form-
ing a (d −m)D manifold embedded in the dD BZ. The
pseudospin texture of the rest terms is represented by
a (d + 1 − m)D vector, whose winding associated with
the m-BIS (of (d − m)D) then yields a topological in-
variant (e.g. the winding number of a 2D vector along
a 1D loop) [31, 35, 39, 40]. The topological invariant
defined this way is of genuine appeal, because it can be
directly detected through the dynamics by measuring the
time-averaged pseudospin texture after a sudden quench,
a feat already demonstrated in several experimental plat-
forms involving ultracold atom systems [41–44], solid-
state spin systems [45–47], and superconducting circuits
[48].
Consider now a class of systems with nth-order Z-
type topology, whose momentum-space Hamiltonian has
(d+ n) anticommuting terms. For n > 1, the psudospin
texture along the vicinity of the above-defined m-BIS
yields a (d + n − m)-dimensional vector with at least
two more degrees of freedom than that of this m-BIS.
As such one can no longer use the simple winding of the
psudospin texture associated with this m-BIS to define
a topological invariant. For example, a 2D 2nd-order
topological insulator Hamiltonian has four anticommut-
ing terms, whose 1-BIS is a 1D line on which one of the
four terms vanishes. There the pseudospin texture of
the rest three terms winds along this line in a 3D vector
space, which is beyond the description of a single winding
number.
To characterize Z-type HOTIs with BISs, we advocate
to use nested BISs. The principle is as follows. After
locating one BIS, we treat the rest terms as a subsys-
tem with reduced dimension and reduced order of topol-
ogy. We then define a second BIS for the leftover sub-
system. This procedure is repeated until eventually a
1st-order topological subsystem emerges, together with
a series of BISs denoted as Smi , with m the order of each
BIS, and i = 1, 2, ... the (hoped) “nesting” order of these
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FIG. 1. Sketches of nested BISs in 2D and 3D. Colored loops
and dots represent different BISs (S1,2,3), whose conditions
are indicated in each panel. In each case, by introducing
a 2-BIS of the (sub)system, both the spatial dimension and
the order of topology is reduced by one, from left to right.
Each 2-BIS separates regimes with different winding num-
ber νi defined for certain terms along the direction perpen-
dicular to the gray lines/planes, i.e., along the black dashed
lines. Regimes with nonzero νi are marked with bold lines or
darker gray color. The final subsystem of reduction possesses
1st-order topology, characterized by a topological invariant C
defined via 1-BIS, as indicated.
BISs. Nontrivial higher-order topological phases can be
identified if Sm1 encloses S
m
2 , S
m
2 encloses S
m
3 , in the
same fashion as the Russian nesting doll. The nontriv-
ial HOTI phase is then characterized by the collection
of the respective topological invariants associated with
these BISs. This nested-BISs approach provides a sys-
tematic route to study one important category of HOTIs
with arbitrary orders of topology in arbitrary dimensions.
General consideration of nested BISs.- Consider a gen-
eral dD Hamiltonian with J anticommuting terms,
Hd = h(k) · γ =
J∑
j=1
hj(k)γj , (1)
with γj satisfying {γj , γj′} = 2δjj′ , k = (k1, k2, ..., kd),
and J = d + n is required for the system to host nth-
order topology [49]. Assuming kd is contained in only
the last two terms hJ−1 and hJ (in principle, this con-
dition always arises with some rotation and deformation
of the vector space), existence of 1st-order surface states
under OBCs along the spatial dimension conjugate with
kd is determined solely by these two terms. Indeed, be-
cause the rest terms of the Hamiltonian anticommute
with hJ−1 and hJ , they preserve the 1st-order surface
states and determine their extra features [50, 51]. This
being the case, we first define a 2-BIS at the highest nest-
ing level as Sm=21 with hJ = hJ−1 = 0, which separates
the regimes with and without 1st-order surface states un-
der OBCs along the dth dimension, as shown in Fig. 1.
To topologically characterize these regimes, a winding
number ν1 can be defined for a two-component vector
(hJ−1, hJ) along a 1D trajectory with kd varying over
one period. ν1 takes a quantized value unless this trajec-
tory crosses the 2-BIS, where (hJ−1, hJ) vanishes. Next,
the behavior of the 1st-order surface states thus obtained
can be further described by the rest J − 2 = (d+ n− 2)
terms, forming a (d − 1)-dimensional subsystem Hd−1
with a (n − 1)th-order topology. Furthermore, for the
1st-order surface states to inherit this (n − 1)th-order
topology, a BIS of Hd−1, which captures its topological
information, must fall within the regimes with 1st-order
surface states (with nonzero ν1) bordered by S
m=2
1 [51].
The above procedure reduces both the order of topol-
ogy and the system’s dimension by one, and can be
repeatedly applied to the subsystem, until a 1st-order
topological subsystem finally emerges. In doing so we
should have obtained a series of 2-BIS, Sm=2i with i =
1, 2, ...n − 1, each corresponding to the existence of sur-
face states upon open up boundary of one extra direction.
One then proceeds to collect a series of winding numbers
νi using the respective spin texture operators defining
these 2-BISs. The 1st-order topology of the final subsys-
tem thus reached can also be described by its own BIS
Smn , and it is not restricted to m = 2 because we do not
need to further reduce its dimension.
Figure 1 illustrates this route of reduction in both di-
mension and topology. For the 2D 2nd-order and 3D
3rd-order cases in Fig. 1, the final subsystem of reduc-
tion is a 1D system with two anticommuting terms h1 and
h2, possessing 1st-order topology described by a winding
number defined from (h1, h2) as kx varies over a period.
In the language of BIS, this winding number can be also
obtained by counting the sign of h1 at its 1-BIS of h2 = 0,
C =
∑
1−BIS ηkxSgn[h1]/2. Here the 1-BIS is given by
some discrete points of kx, and ηkx = Sgn[h1∂h2/∂kx]
represents a sign function yielding the winding direction
of the (h1, h2) trajectory on these points [35]. For such
a system to possess higher-order topology, each Smi must
fall within the regime with a nontrivial νi−1 determined
by Sm=2i−1 , as shown by the colored loops and dots in
Fig. 1. The topological properties of the original sys-
tem are characterized by the winding numbers νi and the
1st-order topological invariant C of the final subsystem.
3D 2nd-order topological insulators. As a concrete
example, we now consider a 3D system with 2nd-order
topology described by Eq. (1) with J = 5. The five anti-
communting γj matrices can be constructed by two sets
of Pauli matrices σ, τ and the identity matrix. With-
out further restriction of each term of γj , the system
below belongs to the A class with no additional symme-
3-1 0 1
0
-1 0 1
0
-1 0 1
0
(a) (b) (c)
(d) (e) (f)
1-BIS 1-BIS 2-BIS
1-BIS2-BIS2-BIS
FIG. 2. (a-c) BISs of a 3D system with 2nd-order topology with (a) m0 = 1.5, m1 = 1.2; (b) m0 = 1.5, m1 = 0.8; and (c)
m0 = 2, m1 = 0.8 respectively. Other parameters are λ = 0.5, and t0 = t1 = tz = 1. (d-f) xz-OBC spectra corresponding to
(a-c). The in-gap states are two-fold degenerate, localized at the hinges of top and bottom surfaces along z direction. In (a-c),
blue loops are the 2-BIS Sm=21 given by hx0 = hz0 = 0, which separates kx− ky plane into regimes with ν1 = 1 (shadowed) and
ν1 = 0 (white). Red loops are the 1-BIS S
m=1
2 of the subsystem given by hxz = 0, and the black short lines “growing” from
them indicate the normalized time-average pseudospin texture in quantum quench dynamics, along a trajectory infinitesimally
shifted away from Sm=12 . Top panels of (a-c) illustrate the winding of the time-averaged pseudospin texture along S
m=1
2 . In
(c,f), Sm=12 falls in the regime with ν1 = 0, thus the system is topologically trivial even though it has a winding number of
C = 3 along Sm=12 .
try, and may support topological boundary states along
odd-dimensional boundaries [52]. The explicit system
we consider is described by the Hamiltonian H(k) =
H1(k) +H2(k‖), with
H1(k) = [t0(cos kx + cos ky + cos kz)−m0]σxτ0
+tz sin kzσzτ0, (2)
H2(k‖) = λ sin 2kyσyτx − λ sin 2kxσyτy
+ [m1 − t1(cos kx + cos ky)]σyτz. (3)
Here k‖ = (kx, ky) and kz is contained only in H1, al-
lowing us to reduce both the spatial dimension and the
order of topology by defining the Sm=21 with H1 = 0. τa
and σa with a = x, y, z are two sets of Pauli matrices,
and τ0 is a 2×2 identity matrix acting in the subspace of
τa. In the following discussion, we denote the coefficient
of σaτa′ as haa′ . Upon taking OBCs along z direction,
existence of 1st-order boundary states at each k‖ can be
characterized by a winding number defined as
νz(k‖) =
1
2pi
∮
kz
hx0dhz0 − hz0dhx0
h2x0 + h
2
z0
. (4)
As shown in Fig. 2(a-c), the kx − ky plane is divided
into regimes with different values of ν1, the boundary
between which has vanishing (hx0, hz0) at kz = 0, form-
ing a 2-BIS Sm=21 of the system. The behavior of the
1st-order boundary states within the regime of nonzero
ν1 can be described by an effective 2D Hamiltonian of
H2(k‖), which has its own 1st-order topology character-
ized by a winding of (hyx, hyy) along its (nested) 1-BIS
Sm=12 given by hyz = 0.
The winding behavior of the pseudospin texture asso-
ciated with each BIS can be observed by time-averaged
pseudospin textures in quantum quench dynamics [31],
with the initial state slightly away from a BIS of interest.
Additional details are presented in Supplementary Ma-
terial [49]. The concerned spin textures here are σaτa′ ,
whose time averages in quantum quench dynamics are
denoted by 〈σaτa′〉.
As shown in Fig. 2, the number of gapless hinge states
under xz-OBC has a one-to-one correspondence with
the winding number C obtained from the time-averaged
pseudospin texture, provided that Sm=12 falls within the
nontrivial regime with ν1 = 1 enclosed by S
m=2
1 . Re-
markably, if Sm=12 falls outside this nontrivial regime
[Figs. 2(c,f)], there is no gapless hinge state within the
bulk gap even when the time-averaged pseudospin tex-
ture assumes a nonzero value, thus confirming the im-
portance of having nested-BISs towards characterization
of HOTIs. Note that in general ν1 may take values other
than 1 or 0, then the total number of hinge states is given
by ν1×C if the BISs are indeed nested [49]. It is now also
fruitful to investigate the consequences of the crossing of
4two particular BISs as we tune the system parameters.
For example, due to this crossing the number of gapless
hinge states may only partially reflect the winding num-
ber C of the spin texture associated with Sm=12 . More
analysis is presented in Supplementary Material [49].
3D 3rd-order topological insulators.- Next we consider
a class of 3D 3rd-order topological insulators depicted by
Eq. (1) with J = 6. As an example, we assume H =
H1(k) +H2(k‖) +H3(kx) with
H1(k) = hx00σxτ0s0 + hz00σzτ0s0,
H2(k‖) = hyx0σyτxs0 + hyz0σyτzs0,
H3(kx) = hyyxσyτysx + hyyzσyτysz, (5)
(σa, τa, sa) three sets of Pauli matrices for a = x, y, z,
and corresponding 2× 2 identity matrices for a = 0. The
Hamiltonian is again a sum of operators from a Clifford
algebra. This Hamiltonian satisfies the chiral symmetry
SHS−1 = −H with S = σyτysy, thus it belongs to the
AIII class and may possess even-dimensional topological
boundary states (such as 0D corner states). In our con-
siderations of nested BISs we do not need assistance from
this chiral symmetry. To be more explicit we consider
hx00 = t0(cos kx + cos ky + cos kz)−m0, hz00 = tz sin kz,
hyx0 = t1(cos kx + cos ky)−m1, hyz0 = ty sin ky,
hyyx = t2 cos kx −m2, hyyz = tx sin kx,
(6)
so that z direction is reduced with the first 2-BIS Sm=21
as zeros of H1, y direction is reduced by the second 2-BIS
Sm=22 as zeros of H2, and H3 describes a 1D subsystem
with 1st-order topology, whose 1-BIS Sm=13 can be de-
fined as the points with hyyx = 0. The 3rd-order topolog-
ical properties here are thus featured by three topology
invariants, i.e. two winding numbers ν1(k‖) and ν2(kx)
found from H1 and H2 respectively, and a topological in-
variant C corresponding to the sign of hyyz on the 1-BIS
of hyyx = 0. In this system, C is also equivalent to an-
other winding number defined from H3 with kx varying
over one period. Following these definitions, nontrivial
3rd-order topology of this system is found to require
m0 < 3, m1 < 2, m2 < 1, (7)
so that each topological invariant takes nonzero values in
certain regions in the BZ; and
m2 > m1 − 1 > m0 − 2, (8)
so that each BIS Si falls within the nontrivial regime
determined by Si−1.
In the left four columns of Fig. 3, we illustrate the
BISs at ky = kz = 0, xyz-OBC spectra, and the summed
spatial distribution ρ(x, y, z) =
∑
β,α |ψβ,α(x, y, z)|2 of
the middle eight in-gap states, with ψβ,α(x, y, z) the am-
plitude of the βth in-gap eigenstate at the unit cell lo-
cated at (x, y, z), and α the sublattice index. We can
also see that all eigenenergies are four-fold degenerate, a
result from the extra two sets of Pauli matrices. A 3rd-
order topological phase transition with decreasing m2 is
demonstrated from left to right. For m2 = 0 > m1 − 1,
eight in-gap states localized at eight corners are seen. As
m2 decreases and becomes smaller than m1 − 1, these
states become delocalized along hinges, and merge into
the bulk spectrum. Note that due to the considered small
system size (8 unit cells along each direction), the gap
closing at the phase transition point is not so clear in
Fig. 3. Nevertheless, here the configurations of the BISs
have just helped us to determine the phase boundaries.
To verify the phase boundaries, we further calculate an
energy-spacing ratio
rE =
E+,1 − E+,0
E+,0 − E−,0 , (9)
with E±,0 the eigenenergies of the positive and negative
branches of the eight in-gap states respectively, and E+,1
the lowest positive eigenenergy of the rest eigenstates,
all computationally obtained in our finite system with
8 unit cells only. In a topological nontrivial regime, rE
shall take a large value as the topological in-gap states
are almost degenerate. On the other hand, rE is expected
to decrease rapidly when the system moves into a topo-
logical trivial regime, where the middle eight states also
belong to the bulk spectrum. In the right-most panel of
Fig. 3, we illustrate rE as a function of m1 and m2, and
the result agrees well with the topological phase bound-
aries obtained from the BISs.
Discussion.- We have proposed to use nested BISs to
topologically characterize one important class of HOTIs
with arbitrary orders of topology in arbitrary dimen-
sions. Comparing with the nested Wilson loops treat-
ment, there are three important features inherent in our
approach. Firstly, the BISs at different nesting levels can
be investigated under equal footing, with their geomet-
rical relations becoming a key insight to digest higher-
order topological phase transitions. Secondly, the en-
tire collection of topological invariants based on BISs are
measurable in ongoing experiments by quantum quench
dynamics, just as how they are measured in probing 1st-
order topology. Thirdly, our topological characterization
does not require any additional crystal symmetry to fa-
cilitate the investigations. Indeed, the only assumption
we made is that the momentum-space Hamiltonian is ex-
pressible in terms of operators from (part of) a Clifford
algebra. But even this requirement can be relaxed case
by case. For example, in the 3D 2nd-order topological
system considered here, one may introduce an extra σyτ0
term, which anticommutes with H1(k) that gives S
m=2
1 ,
but commutes with H2(k‖). This term only modifies the
eigenenergies, without changing the topology of H2(k‖)
described by the invariant C, or the existence of 1st-order
boundary states determined by the invariant ν1 obtained
from H1(k). Hence our approach still applies. Certainly
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FIG. 3. 3rd-order topological insulators analyzed by nested BISs. (a1)-(d1) BISs at ky = kz = 0 and the OBC spectra of the
system with m2 = 0,−0.2,−0.4,−0.6 from left to right. The blue, red, and green dots on the top panels are the BISs of Sm=21 ,
Sm=22 , and S
m=1
3 , given by H1 = 0, H2 = 0, and hyyx = 0 respectively. (a2)-(d2) the corresponding summed spatial distribution
ρ(x, y, z) of the middle eight states. Other parameters are t0 = t1 = t2 = tx = ty = tz = 1, m0 = 1.2, and m1 = 0.6. (a) and
(b) When m2 > −0.4, each Si falls within the nontrivial regime with nonzero νi−1, bordered by blue and red dots for i = 2, 3
respectively. Eight localized in-gap corner states are seen in a 3D cubic structure. (c) When m2 = −0.4, Sm=13 (green) overlaps
with Sm=22 (red), indicating a topological phase transition. (d) When m2 < −0.4, Sm=13 fall outside the regime bordered by the
red dots and the middle eight states are closer to the bulk bands instead of each other. Their distributions are also extended
along hinges, indicating the absence of a nontrivial 3rd-order topology. (e) The energy-spacing ratio rE for different m1 and
m2. The black lines are the topological phase boundaries obtained from Eq. (8). In the topologically nontrivial regime, the
energy spacing between corner states and bulk states is much larger than that between different corner states, hence giving a
large rE . The system’s size is 8× 8× 8, with eight sublattices in each unit cells.
even more investigations are needed to further extend our
approach.
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COMPARISON BETWEEN THE NESTED BISS AND SEVERAL DIFFERENT TOPOLOGICAL
CHARACTERIZATIONS OF HOTIS
Method Applicable topology Requirements
“nested” Wilson loops [3, 4] arbitrary topology of Wannier bands
symmetry indicator [4, 5, 19, 53–55] arbitrary k-dependent symmetries
2D Zak phase [26, 27] 2nd-order topology in 2D mirror symmetry along each direction
boundary winding numbers [28, 29] dnd-order topology in dD extended dD SSH model
diagonal winding numbers [16, 30] 2nd-order topology in 2D 2-component Hamiltonian vector along diagonal lines in the BZ
“nested” BISs arbitrary Clifford algebra
TABLE I. Comparison between a few different topological characterizations of HOTIs.
Since the discovery of HOTIs, various methods of their topological characterization have been proposed for different
systems with different types of topology, as briefly summarized in Table I. The earliest one is the method of “nested”
Wilson loops [3, 4], which are usually used to describe quantized electric multipole insulators. In 2D and 3D systems,
this method allows topological characterizations of corner modes and hinge modes with the winding number or Chern
number of the Wannier bands. More generally, the nested Wilson loops map a HOTI to a lower-order topology of its
Wannier bands. In principle, we can always reduce an arbitrary HOTI to a 1st-order topological system by repeatedly
applying this method. However, the topological characterization of the final 1st-order topological system and its
experimental detection still require case-by-case investigations.
The symmetry indicator approach [53–55] has been widely used in characterizing conventional (1st-order) topological
phases with k-dependent symmetries, and also in describing HOTIs with fractional charge polarization [4, 5, 19]. In
these cases a transition of topology always occurs in pairs of momenta mapped to each other by a specific symmetry,
which acquires opposite topological charges after the transition, resulting in unchanged topological properties of the
systems. At high-symmetric points, however, the momentum is mapped to itself by the symmetry, so that a nonzero
topological charge can be acquired by the system. Therefore for a HOTI, topological properties such as polarization
or fractional charge of the system can be determined solely by information of eigenfunction at some high-symmetric
points, providing a convenient method in the presence of certain symmetries.
The 2D Zak phase P = (γx, γy) was first proposed for describing a 1st-order topology in 2D systems with zero
Berry curvature [26], defined as
γα =
1
2pi
∫
BZ
dkxdkyTr[Aα(kx, ky)], (S1)
with Aα = 〈ψ|i∂α|ψ〉 the Berry connection. This method has been found to also have a correspondence with corner
states in the presence of mirror symmetries [27]. In such systems, the 2D Zak phase describes the polarizations along
each direction, and can be determined by the symmetry indicator associated with the mirror symmetries. On the
other hand, from the definition, γα is given by first calculating a 1D Zak phase defined along α-direction, then taking
average over all kα′ , with α 6= α′. It is also known that a quantized Zak phase is equivalent to a winding number
and can also be protected by a chiral or PT symmetry, suggesting that the quantized 2D Zak phase may also be
extendable to systems without mirror symmetries.
The boundary winding number is proposed for specific models constructed by different sets of Su-Schrieffer-Heeger
(SSH) models along different directions [28, 29]. This method requires no crystal symmetry either, and can predict
various configurations of corner states in systems with different spatial dimensions [29]. Experimentally, this winding
number can be directly measured in LC circuit lattice [28]. Nevertheless, this method has only been shown to be
applicable to high-dimensional extensions of the SSH model.
The diagonal winding number has been used to describe topological quadrupole insulator [16] and Bernevig-Hughes-
Zhang (BHZ) model [56] with additional mass terms [30]. This topological invariant is defined along the diagonal
lines kx = ±ky in the 2D BZ of the studied systems, where several anticommuting terms or their linear combinations
vanish (usually due to some symmetries of the system), resulting in a 2-component Hamiltonian vector possessing a
7quantized winding along the 1D diagonal lines. These diagonal lines can also be comprehended as a BIS of the system
with certain (mirror) symmetries, leading to an alternative method to characterize higher-order topology through
BISs. However, it is unclear to what extent this method can be generalized to other models.
Finally, the “nested” BISs proposed in this paper requires that the Hamiltonian vector containing only anticom-
muting terms, i.e., a sum of operators as part of a Clifford algebra. This condition represents one category of Z-type
HOTIs, with no restriction of the order of topology or the system dimension. Furthermore, the topological invariants
related to the BISs can be detected by measuring the time-averaged pseudospin texture after quenching a pseudospin
polarized system to a topologically nontrivial one. In this sense, the nested BISs approach proposed in this work is
highly useful for experimental studies.
QUANTUM QUENCH DYNAMICS TO DETECT THE WINDING OF PSEUDOSPIN TEXTURES
As mentioned in the main text, the winding behavior of pseudospin textures associcated with a BIS at any nesting
level can be observed by the time-averaged pseudospin texture in quantum quench dynamics [31]. Specifically, let us
use the 3D 2nd-order topological insulator case as an example. Consider an initial state ψini as an eigenstate of the
Hamiltonian Hini = H(k) +mxzσyτz with mxz much larger than the other parameters. This extra term polarizes the
pseudospin along σyτz direction. The post-quench Hamiltonian is given by H(k) in a topologically nontrivial regime
with nonzero νz. The quenching dynamic leads to a procession of the pseudospin vector about the Hamiltonian vector
h(k). Along Sm=12 , the Hamiltonian vector h(k) is perpendicular to the initial pseudospin polarization, leading to a
procession within a plane perpendicular to h(k), and hence a vanishing time-averaged pseudospin texture defined as
〈σaτ ′a〉 =
1
T
∫ T
0
〈ψfin|σaτ ′a|ψfin〉dt, (S2)
with ψfin = e
−iHtψini and T →∞. However, nonzero time-averaged pseudospin texture emerges when k is away from
Sm=12 , pointing toward either the same or opposite direction of h(k), depending on the sign of hyz(k). Therefore we
can obtain the winding of (〈σyτx〉, 〈σyτy〉) along a trajectory slightly shifted away from Sm=12 , which is equivalent to
the winding of (hyx, hyy) as long as hyz does not change sign along the trajectory, and the shifting does not cross any
zero of (hyx, hyy).
GENERAL REQUIREMENT FOR HAVING A nTH-ORDER TOPOLOGICAL INSULATOR IN A AND
AIII CLASSES
According to the symmetry classification, A and AIII classes are the two complex classes without anti-unitary
symmetries, distinguished by the absence and presence of a chiral symmetry [36–38]. These two classes support odd
and even nontrivial topological defects respectively, characterized by a Z invariant [52]. Following the main text, we
consider a general dD Hamiltonian with J anticommuting terms,
Hd = h(k) · γ =
J∑
j=1
hj(k)γj , (S3)
with γj satisfying {γj , γj′} = 2δjj′ and k = (k1, k2, ...kd, ..., kd). The eigenenergies of this system are given by
E± =
√√√√ J∑
j=1
h2j , (S4)
and the gap between E± closes when each hj(k) = 0. Therefore the system generally has some gapless points in the
BZ when J 6 d, and a gapped phase can only be obtained with polarized pseudospin throughout the BZ (i.e. at least
one hj is always positive or always negative), resulting in a topologically trivial insulator.
For J = d+ 1, h(k) form a dD closed manifold across the BZ, which encloses the origin of the J-dimension vector
space an integer number of times, resulting in a quantized topological invariant. Consequently, 1st-order topological
boundary states emerge under OBCs due to the topological bulk-boundary correspondence. By constructing the γj
matrices as products of different sets of Pauli matrices, we can see that the absence and presence of a chiral symmetry
depend on the parity of J , as the allowed number of anticommuting terms is always increased by 2 when a new set
8of Pauli matrices is introduced. One of the simplest example is the Su-Schrieffer-Heeger (SSH) model [57], which is
a 1D model described by two Pauli matrices (J = 2), satisfying a chiral symmetry whose symmetry operator is given
by the third Pauli matrix. In this model, h1(k) and h2(k) gives a 1D loop in the 2D vector space, and the topological
invariant is the winding number of the 1D loop regarding the origin of the vector space. Note that this model also
satisfies time-reversal and particle-symmetries, and hence belongs to the BDI class. Nevertheless, it shares the same
Z-type topological properties in 1D, and are both described by the winding number.
When J is further increased, the vector space is expended with extra dimensions, and the dD manifold can no
longer enclose its origin. In this scenario, the 1st-order boundary states are not topologically protected, and may
merge into the bulk spectrum without a gap closing. On the other hand, upon opening up the boundary along a
given spatial direction x, the existence of these 1st-order boundary states can be determined by a winding profile
of the Hamiltonian vector with kx varying a period, which effectively corresponds to two dimensions of the vector
space to define the winding. More explicitly, we may rotate and stretch the vector space, i.e. recombine and rescale
different anticommuting terms, to have kx appear in only two terms, without changing the above mentioned winding
topology. Through this process, the behavior of these 1st-order boundary states can be described by an effective
(d − 1)D Hamiltonian Hd−1 constructed by the rest J − 2 anticommuting terms [50, 51]. Suppose Hd−1 possesses a
nth-order topology, it shall be inherited by the (d − 1)D 1st-order boundary states of the original system, resulting
in (d− 1− n)D boundary states associated with the topology of Hd−1, which, by definition, are the (n + 1)th-order
boundary states of the original system. We can see that the existence of these (n+1)th-order boundary states depends
on both the existence of the 1st-order boundary states of the original system, determined by a topological winding
profile (the winding number ν1 in the main text); and the nth-order topology of Hd−1. Hence they are topologically
protected, reflecting a (n+ 1)th-order topology of the overall system.
In the above discussion, if we let n = 1, we can see that Hd−1 needs to have d − 1 + 1 = d anticommuting terms
to exhibit its intrinsic 1st-order topology. Thus Hd needs to have d+ 2 anticommuting terms to exhibit a 2nd-order
topology, and so forth, J = d + n anticommuting terms are required for the system to exhibit a (Z-type) nth-order
topology.
A 3D 2ND-ORDER TOPOLOGICAL INSULATOR WITH LARGE νz
The system described by Eqs. (2) and (3) in the main text has two winding number ν1 up to 1, and C up to 3.
Here we consider a more complicate toy model where ν1 also takes a value larger than 1. The system is described by
the Hamiltonian H(k) = H ′1(k) +H2(k‖)
H ′1 = h
′
x0σxτ0 + h
′
z0σzτ0
H2(k‖) = (λ sin 2ky)σyτx − λ sin 2kxσyτy
+ [m1 − t1(cos kx + cos ky)]σyτz, (S5)
where h′x0 = t
2
z sin
2 kz−[t0(cos kx + cos ky + cos kz)−m0]2 and h′z0 = tz sin kz [t0(cos kx + cos ky + cos kz)−m0]. The
2-BIS Sm=21 of this system is defined with H
′
1 = 0, which takes the same shape as that of the model in the main
text, but the regime it encloses has a winding number ν1 = −2 [58]. Consequently, the number of 1st-order boundary
states related to ν1 is doubled, and so is that of 2nd-order topological hinge states.
In Fig. S1, we illustrate an example of this model with C = 1 for the nested 1-BIS Sm=12 (red loop) lying within the
topologically nontrivial regime of the 2-BIS Sm=21 (dark region enclosed by the blue loop). Following the main text, we
quench an eigenstate of a pseudospin-polarized system of Hini = H(k)+mxzσyτz to a topologically nontrivial one, and
the winding of different pseudospin textures along different trajectories in FIg. S1(a) reflects the topological invariant
of ν1 and C respectively, as shown in Fig. S1(b,c). Note that the time-averaged psudospin textures associated with
C need to be measured along a trajectory slightly shifted away from Sm=12 , as discussed in the main text. For the
parameters we choose, the xz-OBC spectrum of this model has four pairs of gapless hinge states, which are degenerate
in energy. Among them, two pairs are localized at the top surface, and the other two at the bottom. Thus on each
surface, the number of pairs of hinge states is given by ν1 × C, consistent with the results in the main text.
CROSSED BAND INVERSION SURFACES
In the 3D 2nd-order topological insulating system we consider in the main text, S1m = 2 of the overall system and
Sm=12 of the subsystem are both centered at kx = ky = 0, thus one of them always enclosing the other, if they do
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FIG. S1. BISs and topological information of the 3D system with 2nd-order topology, described by the Hamiltonian Eq.
(S5). (a) the 3D Brilouin zone with a 2-BIS Sm=21 (blue loop) given by H
′
1 = 0, and a nested 1-BIS S
m=1
2 (red loop) given
by hyz = m1 − t1(cos kx + cos ky) = 0 in the kz = 0 plane (gray) containing the Sm=21 . The winding number ν1 is defined for
H ′1 with fixed kz varying a period at fixed (kx, ky), e.g. along the dash line with kx = ky = 0. Darker gray color indicates
the regime with ν1 = −2, and lighter one is with νz = 0. (b,c) the winding of time-average pseudospin texture for different
pseudospin components, along the dash line and Sm=12 (red loop, with an infinitesimal shifting) in (a) respectively. (d) xz-OBC
spectrum of this system, the in-gap connecting the two bands are 4-fold degenerate, two localized at the hinges of the top
surface along z direction, and the other two at the hinges of the bottom.
not overlap. In more general cases, the two BISs may also cross each other at several 0D points, and an alternative
approach is required to unveil their topological properties.
Consider the 3D 2nd-order topological system discussed in the main text with a shift of ky in H2, described by the
Hamiltonian H(k) = H1(k) +H2(k‖) with
H1(k) = [t0(cos kx + cos ky + cos kz)−m0]σxτ0
+tz sin kzσzτ0, (S6)
H ′2(k‖) = λ sin 2k
′
yσyτx − λ sin 2kxσyτy
+
[
m1 − t1(cos kx + cos k′y)
]
σyτz, (S7)
and k′y = ky + φ. The parameter φ only shifts ky for H
′
2, which does not change the topological invariants defined for
H1 and H
′
2 respectively. By tuning φ away from zero, S
m=1
2 of the system will move along ky axis, and cross S
m=2
1
at some points. In these cases, we can see that the number of 2nd-order topological boundary states varies with φ,
and only partially reflects the topological invariant C of Sm=12 , as shown in Fig. S2.
To determine the phase transition point, we note that topological properties of the effective 2D Hamiltonian H ′2 do
not change with different φ. For the parameters we choose, H ′2 itself always corresponds to three pairs of topological
boundary states. However, for the overall 3D system, these topological properties are reflected by the 1st-order
surface states upon z-OBCs, which present only within the nontrivial regime of Sm=21 with ν1 6= 0. Therefore, a pair
of topological boundary states of H ′2 may manifest as gapless hinge states of the 3D system, only when its crossing
point falls within the region of momentum where 1st-order surface states exist.
In a 2D Chern insulating system of H ′2, the crossing points of its topological boundary states can also be determined
through BIS analysis. To see this, we first define a 2-BIS of H ′2 as λ sin 2kx = m1− t1(cos kx+ cos k′y) = 0. This 2-BIS
are some 0D points in the 2D BZ. Upon OBCs along x direction, the projections of the 2-BIS separate the 1D edge
BZ into regimes with and without edge states, which can be characterized by a winding number νy defined for each
ky. The eigenenergies of these 1D edge states are directly given by the third term λ sin 2k
′
y, hence the they can be
degenerate at zeros only when λ sin 2k′y = 0. Similarly, crossing points of edge states under OBCs along y direction
fall at λ sin 2kx = 0, which can be seen by defining another 2-BIS as λ sin 2k
′
y = m1 − t1(cos kx + cos k′y) = 0.
In the above 3D model, we have kept PBCs along y direction, thus ky is always a good quantum number, and the
crossing points of 2nd-order boundary states satisfy
λ sin 2k′y = λ sin 2(ky + φ) = 0. (S8)
Together with the 1-BIS Sm=12 , this condition gives a 2-BIS S
m=2
2 of the subsystem H
′
2, as shown by the three pairs of
black stars in Fig. S3(a)-(c). Thus the (1st-order) topological properties of H ′2 can also be captured by the pseudospin
10
-1 0 1
-1
0
-1 0 1
-1
0
-1 0 1
-1
0
-1 0 1
-1
0
-1 0 1
-1
0
-1 0 1
-1
0
1
E
1
-1 0 1
-1
0
1
E
-1 0 1
-1
0
1
E
-1 0 1
-1
0
1
E
-1 0 1
-1
0
1
E
(a1)
(a2)
(b1)
(b2)11 1
(c1)
(c2)
(d1)
(d2)1
(e1)
(e2)
FIG. S2. (a1)-(e1) xz-OBC spectra and (a2)-(e2) BISs of the system described by Eqs. (S6) and (S7). Blue and red loops
represent the Sm=21 and S
m=1
2 , a 2-BIS of the whole system given by H1 = 0 and a 1-BIS of H
′
2 given by hyz = 0 respectively.
Shadowed regimes correspond to a winding number ν1 = 1 associated with S
m=2
1 . The momentum shifting of S
m=1
2 is given
by φ = 0.05pi, 0.1pi, 0.15pi, 0.25pi, and 0.1pi from left to right. Other parameters are t0 = t1 = tz = 1, m0 = 1.5, m1 = 0.8, and
λ = 0.5, which give C = 3 for the subsystem H ′2.
texture on Sm=22 , and we may expect a topological phase transition to occur when each pair of the stars of S
m=2
2
moves outside Sm=21 . For the parameters we choose, these transition points are given by
φ1 = arccos (m0/t0 − 1−m1/t1)− pi/2 ≈ 0.097pi,
φ2 = arccos (m0/t0 −m1/t1) ≈ 0.253pi,
φ3 = 3pi/2− arccos (m0/t0 − 1−m1/t1) ≈ 0.903pi,
(S9)
when φ ∈ [0, pi], as shown in Fig. S3. We can see that the 2nd-order topological properties of the overall system are
determined by the parts of Sm=22 falling within the nontrivial regime of S
m=2
1 (ν1 = 1), consistent with the method
of nested BISs we proposed in the main text.
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