Huge growth is observed in the speech and speaker recognition field due to many artificial intelligence algorithms being applied. Speech is used to convey messages via the language being spoken, emotions, gender and speaker identity. Many real applications in healthcare are based upon speech and speaker recognition, e.g. a voice-controlled wheelchair helps control the chair. In this paper, we use a genetic algorithm (GA) for combined speaker and speech recognition, relying on optimized Mel Frequency Cepstral Coefficient (MFCC) speech features, and classification is performed using a Deep Neural Network (DNN). In the first phase, feature extraction using MFCC is executed. Then, feature optimization is performed using GA. In the second phase training is conducted using DNN. Evaluation and validation of the proposed work model is done by setting a real environment, and efficiency is calculated on the basis of such parameters as accuracy, precision rate, recall rate, sensitivity, and specificity. Also, this paper presents an evaluation of such feature extraction methods as linear predictive coding coefficient (LPCC), perceptual linear prediction (PLP), mel frequency cepstral coefficients (MFCC) and relative spectra filtering (RASTA), with all of them used for combined speaker and speech recognition systems. A comparison of different methods based on existing techniques for both clean and noisy environments is made as well.
Introduction
The study of speech signals and their processing methods is known as speech processing [1] . Speech processing is an immensely vast area and much research has been performed in this field over the past sixty years [2] . Important fields of speech processing are synthesis, recognition and coding of speech signals. Recognition itself is a wide topic consisting of three areas of recognition, i.e. speech, speaker and language. As the name implies, speech recognition aims to recognize the words spoken, while language recognition aims to recognize the language spoken and speaker recognition aims to recognize the speaker. Speech recognition may be speaker dependent and independent. In the speaker dependent mode, the system is trained to recognize one speaker only, but in the speaker independent mode, the system is trained to work with multiple speakers. The field of speaker recognition is also divided into two categories, i.e. text dependent and text independent. In the text dependent speaker recognition mode, the speaker is required to utter words which are known to the system, but in the text independent mode, the speaker may speak any words [3] . A speech signal consists of different attributes, such as loudness, voiced/unvoiced sounds, pitch, fundamental frequency, spectral envelope, formants etc. These attributes help identify the speaker and speech features [4] . Although speech recognition and speaker recognition are different fields, the feature extraction methods in both fields overlap [5] . These methods include predictive models based on the linear predictive coding coefficient (LPCC), perceptual linear prediction (PLP), mel frequency cepstral coefficient (MFCC) and relative spectra filtering (RASTA). These methods can be implemented in speech recognition as well as in speaker recognition [6] - [10] . Speech features can be optimized for improving recognition accuracy with the help of various optimization algorithms, like the genetic algorithm (GA), particle swarm optimization, ant colony search algorithm, etc. [12] . GA can be used, in deep neural networks, for improvement in recognition accuracy [13] - [17] . In past studies, many researchers have implemented GA with an artificial neural network (ANN), i.e. Lan et al. [18] . They have implemented GA, instead of the steepest descent method, for updating weights and achieved a 91% recognition accuracy. Balochian et al. [19] claimed a 96.49% accuracy level by using GA with the multi-layer perceptron (MLP) classifier. In this paper, we first implemented some state-of-theart feature extraction methods for combined speaker and speech recognition. Out of these methods we have selected the best feature extraction method based upon the results obtained, i.e. MFCC for our application. Further, combined speaker and speech recognition using MFCC with the genetic algorithm and a deep neural network was performed with improved accuracy results achieved.
Feature Extraction Techniques
The speech production mechanism can be modeled by a linear separable equivalent circuit [20] - [22] . This model is equivalent to a sound source G(ω) inputting into the articulation filter (vocal tract) to produce speech. The sound source G(ω) can be categorized as a train of impulses (voiced) and random noises (unvoiced). Voiced sounds include /a/, /e/, /i/, /o/, /u/. On the other hand, unvoiced sounds are noise generated sounds, such as /t/, /s/. The articulation H(ω) is a transfer function which models the vocal tract of the human speech organ. The output speech wave S(ω) is the combination of the sound source multiplied with the articulation given by the equation:
Feature extraction techniques, like LPCC, etc., and models exploit the vocal tract articulation filter H(ω).
Linear Predictive Coding Coefficient
LPCC is one of the early algorithms that represent the spectral magnitude of speech signal and generates the vocal tract coefficients. In this method, a speech utterance at the current time can be approximated as linear combination of past speech samples [23] - [25] . The steps are as shown below in Fig. 1 . Pre-processing is performed in almost every feature extraction method. The steps of pre-processing include: silence removal from the speech signal, pre-emphasis, framing and windowing. In silence removal, the digitized signal is scanned and the silence zones are removed. Pre-emphasis of the signal is done to enhance the high frequency component of the spectrum. This is performed by passing the speech signal through a digital filter, so that the energy level of the speech signal at higher frequencies is increased:
In framing and windowing, the speech signal is divided into the analysis frames, where the signal can be assumed to be stationary. A window is applied to the emphasized speech signal. Usually the Hamming window is used.
Linear prediction is based on the fact that the present sample S[n] can be linearly predicted using the previous samples S[n − k]:
This linear prediction will introduce errors into the sequence of speech samples. This error is known as the residual error e[n]:
Equation (5) is then transformed into z domain as:
The auto correlation method can be used for estimating LP coefficients. Fundamental frequency or pitch can be identified using an auto correlation analysis. It is based upon determining the correlation between the signal and a delayed version thereof. The next processing step involves a linear prediction coding (LPC) analysis, which converts the auto correlation coefficients into the LPC parameters. The Levinson-Durbin recursive algorithm can be used to identify the coefficients.
Perceptual Linear Prediction
Perceptual Linear Prediction (PLP) is a method used to obtain more auditory like spectrum based on linear LP analysis of speech. This is a combination of discrete Fourier transform (DFT) and LP techniques and this method is more suitable for the speaker independent mode [26]- [28] ( Fig. 2 ). 
Rasta Perceptual Linear Prediction (RASTA-PLP)
A band pass filter is added to the PLP algorithm to remove short term noise variations. The individual steps are shown in Fig. 3 . 
Mel Frequency Cepstral Coefficient (MFCC)
It is the most popular method used for feature extraction [29] , [30] . The steps involved are: fast Fourier transform (FFT) is applied first on the frame, and then power spectrum is converted into a mel frequency spectrum. Then, the logarithm of that spectrum is taken and its inverse Fourier transform is taken as shown in Fig. 4 . 
Experiment and Implementation
The speech database is recorded on the sound recorder with the use of headphones, in a room environment, in the mono format. The dataset contains a thousand of words recorded by four speakers aged 27-34, two females (F1, F2) and two males (M1, M2 In the proposed work, f s is the current selected feature and f t is the threshold value of feature points. On the basis of a given condition, the fit value is checked which can exist in a new feature set:
where f ( f it) is the fit value according to the fitness function. If the condition is true (1), then GA creates an optimal feature set. The genetic parameters and operators used are: population size, crossover function, mutation function and selection function. To organize the feature sets according to the requirements, selection of individual features is performed by means of the selection function. The selection of individual features is done according to their fitness value represented as f s and is given by:
where f (i) describes the individually selected features and popsize denotes the population size of GA. The fitness function is defined in terms of the distance measured between the selected value and threshold values of features based on the crossover function. Crossover and mutation function are the operators used to establish the relationship between the selected feature f s and the threshold feature value f t . A crossover function is based on an individual feature (parents) and a new individual feature (children), while mutation changes the genes of one individual to produce a new feature (mutant), according to the fitness function [35] - [36] . New optimized feature sets are transferred to DNN as input or a training set, to create a trained DNN structure for classification. The methodology of the proposed genetic algorithm with DNN is described as Algorithm 1.
We have used the trainlm training function because it is the fastest back propagation algorithm. It is based on the Levenberg-Marquardt optimization algorithm [31] - [34] .
During the training phase, we have used a set of 5 hidden layers and weights, and bias values were updated according to the Levenberg Marquardt optimization algorithm. After training, we have performed a simulation with a test speech signal and the process was repeated for training and testing phases. We have checked the performance on the basis of mean of square errors (MSE). The MSE graph of the pro-posed work is given in Fig. 5 with respect to the epochs. The epochs denote the number of iterations which is used by DNN during the speech feature training phase. The circle shows the best performance in terms of MSE (37.4629 at iteration number 21). Validation and test curves are very similar. If the test curve increases drastically before the validation curve increases, then it is possible that overfitting might have occurred. The next step is to validate the network for which a decay plot is generated to show the association between the outputs of the network and the targets. If training is ideal, network outputs and targets would be equal, but the connection is rarely perfect in practice. Figure 6 shows a graph presenting different types of parameters, such as gradient value and validation check, with respect to the epochs which are generated during the dataset training phase, using the DNN as a classifier. Figure 7 shows a description of datasets which are used for the purpose of training. The solid line shows the finest fit linear decay line between outputs and targets. The R value is a signal of the bond between outputs and targets. If R = 1, there is an exact direct relationship between outputs and targets. If R is close to zero, then there is no direct relationship between outputs and targets
Results and Discussions
All feature extraction methods discussed, i.e. LPCC, PLP, RASTA PLP and MFCC, are used with the recorded database to extract the speaker-and speech-specific features, and results are evaluated in Matlab. Accuracy is calculated in the clean version, as well as in one with WGN added to the speech samples, as shown in Tables 1-4 . Table 1 shows that the average recognition rate related to speaker and words, achieved by using LPCC, equals, for a clean environment, 93.12%. However, by adding WGN to the speech signal, the recognition rate decreases to 83.48%.
In Table 2 the feature extraction method used is PLP, Table 3 shows that the average speaker and word recognition rate achieved using RASTA PLP equals, for a clean environment, 93.16 and 83.10% respectively. The last Table 4 shows that the average speaker and word recognition rate achieved by using MFCC for a clean environment equals 94.25% and 83.98% with WGN. Figures 8 and 9 show the results of Tables 1-4 . Based on the results, we have found that MFCC feature extraction method is best for our application in clean and noisy . Fig. 8 . Accuracy in clean environment. Fig. 9 . Accuracy with WGN added.
Optimization using GA to assist in DNN Training
In this section results are shown for a system using GA and DNN. It is quite difficult to recognize speech in the presence of noise. The proposed work is tested with various types of noise, such as White Gaussian Noise (WGN), Additive White Gaussian Noise (AWGN), etc. Due to noise, recognition becomes difficult. Therefore, we have used GA for feature optimization. The experimental results have confirmed our expectations by giving good values in terms of such measurement metrics as precision rate, recall rate, accuracy, sensitivity and specificity, defined as:
Precision rate = T P T P + FP ,
where true positive (T P) represents the truly selected feature sets using and false positive (FP) are the falsely selected feature sets during the classification of signals. True negative (T N) are all negative features which are really true and false negative (FN) are all negative features which are really false. Figure 10 shows the Receiver Operating Characteristics (ROC) curve. It is a graphical method for comparing two empirical distributions. In this work, true positive and false negative parameters have been taken. Figure 11 and Table 5 present the parameters calculated in the proposed work for two different speakers. N1 represents Speaker 1 and N2 is Speaker 2. A comparison is also made between MFCC+DNN and MFCC+GA+DNN, as shown in Table 6 and Fig. 12 .
Recognition accuracy is higher when GA is used for the optimization of features. 
Conclusions
The existing feature extraction techniques, such as LPCC, PLP, RASTA PLP and MFCC, used for combined speaker and speech recognition, are implemented for five words recorded by four persons in clean and noisy environments.
The results show that out of four techniques, MFCC offers the best results in clean, as well as in noisy environments, i.e. the average percentage accuracy for combined speaker and speech recognition in a clean environment is higher than 94%, and with WGN added to the signal -it is higher than 83.5%. We have shown that speaker and speech recognition systems with MFCC and GA using DNN are helpful in achieving a higher accuracy. The experimental results indicate that the proposed method has provided good results, offering the following values: true positive 0.949, false positive 0.448, true negative 0.449, false negative 0.448, precision rate 0.679, and the following rates: recall 0.901, accuracy 96.51, sensitivity 0.655 and specificity 0.500. All these values are an improvement over the existing methods.
