Abstract. In this paper we present a complex network model based on a heterogeneous preferential attachment scheme to quantify the structure of porous soils. Under this perspective pores are represented by nodes and the space for the flow of fluids between them is represented by links. Pore properties such as position and size are described by fixed states in a metric space, while an affinity function is introduced to bias the attachment probabilities of links according to these properties. We perform an analytical study of the degree distributions in the soil model and show that under reasonable conditions all the model variants yield a multiscaling behavior in the connectivity degrees, leaving a empirically testable signature of heterogeneity in the topology of pore networks. We also show that the power-law scaling in the degree distribution is a robust trait of the soil model and analyze the influence of the parameters on the scaling exponents. We perform a numerical analysis of the soil model for a combination of parameters corresponding to empirical samples with different properties, and show that the simulation results exhibit a good agreement with the analytical predictions.
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A. Santiago et al.: Multiscaling of porous soils as heterogeneous complex networks in a network (Valentini et al., 2007) . A network approach has also been applied to the study of climate dynamics by Tsonis et al. (Tsonis et al., 2006 (Tsonis et al., , 2007 Yamasaki et al., 2008) . In this paper we propose a similar approach to quantify the pore architecture of a soil through a complex network model.
Network models are prescriptive systems that generate networks with certain topological traits, such as degree or clustering distributions. Dynamical network models (Dorogovtsev and Mendes, 2002) are stochastic discrete-time dynamical systems that evolve networks by the iterated addition and subtraction of nodes and links. In our study we interpret porous soils as heterogeneous networks where pores are represented by nodes with distinct properties (such as surface and spatial location) and the flow of fluids between them is represented by links connecting the nodes. The networks are generated by a dynamical model known as heterogeneous preferential attachment (PA) Benito, 2007a,b, 2008a,b) , a generalization of the Barabási-Albert (BA) model (Barabási and Albert, 1999a) to heterogeneous networks.
The BA model is based on the mechanisms of growth and preferential attachment (Price, 1965 (Price, , 1976 and provides a minimal account of the process leading to the emergence of scale-free networks (Barabási et al., 1999b) . Such networks are characterized by a degree distribution with an asymptotic behavior according to a power-law, P (k)∼k −γ , where γ is known as the scaling exponent. This phenomenon leads to a non-negligible presence of highly connected nodes or hubs, a trait commonly referred as fat tails. In the BA model the process starts with a seed of arbitrary size and topology. A new node is added to the network at each step, bringing a fixed number m of links attached. These links are preferentially connected to the already existing nodes following the socalled attachment rule: the linking probability of a network node v i is proportional to its degree k i , (v i )=k i / j k j . This step is iterated until a desired number N of nodes have been added to the network. Heterogeneous PA models incorporate the influence of node attributes in addition to the connectivity degree to the attachment rule.
The organization of the paper is as follows. In the next section we describe the formulation of the porous soil model. The analytical solution for the degree distribution of the pores generated by the model is presented in the third section. In the fourth section we present the results of the porous soil corresponding to two samples of soils of different porosity. In the last section we present our conclusions derived from this work.
Model formulation
The structure of a porous soil is modeled as a heterogeneous complex network where nodes v i correspond to pores and links e ij correspond to flow of fluids between them. The links will be considered undirected e ij =e j i and thus the connectivity degree k i of a node v i will be a measure of the number of pores that are directly connected with the associated pore. The properties of a pore are described by the node state (r i , s i ), which account for the position r i of the pore center in the soil and the pore size s i (surface or volume, depending on whether we are modeling the architecture of a 2-D or 3-D sample of the system).
The dynamics of the porous structure is modeled as a stochastic growth process known as dynamic network model (Dorogovtsev and Mendes, 2002) . To motivate the rules that prescribe the evolution of the model, next we consider the influence of the pore properties on the probability for two pores being connected in a porous soil. Assume that at a given time a new pore is created in the medium, the likelihood that this pore will connect with any of the already existing pores will be proportional to the size of the older pores and inversely proportional to the distance between them. Likewise, the higher the number of connections accruing to an existing pore, the higher the likelihood that a new flow of fluids will intercept an existing connection and connect the new pore with the older one. Thus the attachment visibility of an existing network node π(v i ) when a new node v a is added will be proportional to k i , s i and d −1 (r i , r a ), where d is the Euclidean metric.
The previous considerations prompt us to model the dynamics of the porous structure of soils as a particular case of heterogeneous preferential attachment (PA) defined by three elements:
1. R is an arbitrary space. The elements x∈R are referred as node states.
2. ρ is a nonnegative real function with unit measure over R referred as node state distribution.
3. σ is a nonnegative real function over R 2 referred as affinity of the interactions.
This formalism prescribes the evolution of a network according to the following rules:
(i) The nodes v i are characterized by their state x i ∈R. The node states describe intrinsic properties deemed constant in the timescale of evolution of the network.
(ii) The growth process starts with a seed composed by N 0 nodes (with arbitrary states x i ∈R) and L 0 links.
(iii) A new node v a (with m links attached) is added to the network at each iteration. The number m is common for all the added nodes and remains constant during the evolution of the network. The newly added node is randomly assigned a state x a following the distribution ρ(x).
(iv) The m links attached to v a are randomly connected to the network nodes following a distribution { (v i )} given by an extended attachment rule,
The attachment kernel or visibility π of a node v i in the rule is given by the product of its degree k i and its affinity σ with the newly added node v a , which is itself a function of the states x i and x a . It thus can be seen that for each interaction σ biases the degree k i of the candidate node. Steps (iii) and (iv) are iterated until a desired number of nodes has been added to the network. To sum up, the choice of the triple (R, ρ, σ ) determines the form of heterogeneity in the attachment mechanism.
Consistently with the previous formalism, the porous soil model will be defined by a state space R=M×S, where M is a Euclidean box with dimension 2 or 3 that represents the medium geometry and S is an interval of the real line that represents the spectrum of possible pore sizes; a state distribution ρ(x)=ρ(r, s) that represents the probability for a new pore having a certain position r and size s; and an affinity function
where δ is a small nonnegative offset that ensures the continuity of σ on R 2 , while α and β are free parameters that measure the relative importance of the size and distance of the pores in the affinity of the attachment mechanism. Defining the porosity of the medium φ=S v /S T = i s i / M dr as the fraction of void space in the material, then the desired number of nodes N that ends the growth process is the least number that yields φ>φ 0 for a certain threshold φ 0 .
Analysis
In this section we derive an analytical solution for the stationary degree distribution P (k) of the proposed soil model. The solution is obtained by rate equations (Dorogovtsev et al., 2000; Krapivsky and Redner, 2001 ) which establish a balance in the flows of degree densities over a partition of the network. The exposition will be brief therefore we submit the reader to (Santiago and Benito, 2008a) for a more detailed discussion of the solution for the general class of PA models. Let us first define a sequence of functions {f (k, x, N )} N >0 which measure the probability density of a randomly chosen node having degree k and state x in a network at the iteration t=N . The degree densities are local metrics, thus they uniformly converge when N→∞ to a stationary density function f (k, x). Finally, the stationary degree distribution P (k) measures the probability of a randomly chosen node having degree k in the thermodynamic limit.
We will denote by V (x)={v i , x i =x} the subset of nodes in the network with state x=(r x , s x ). Assuming that the assignation of states x i is uncorrelated with the topology of the growing network, and that there are no linking events between existing nodes, the sequence {f } can be modeled on each V (x). For each x, the form of the equation will be L 1 −L 2 =R 1 −R 2 , where:
L 1 =density of nodes with degree k at t=N+1; L 2 =density of nodes with degree k at t=N; R 1 =increase in density due to nodes with degree k−1 that have gained a link at t=N; R 2 =decrease in density due to nodes with degree k that have gained a link at t=N .
The resulting density rate equation for k>m is
where ψ(y, N ) is defined as the partition factor
and the brackets mean averaging over the random variable y,
For k=m the resulting density rate equation is
There are no nodes with degree k<m, since when N→∞ all the links attached to newly added nodes find receptive nodes in the network, therefore the previous equations define all the possible cases in each iteration. In the thermodynamic limit N→∞, f (k, x, N + 1)=f (k, x, N )=f (k, x) and the rate equations become
where ψ(y) is the stationary partition factor, defined as Notice that the stationary rate equations are coupled via ψ(y). In order to decouple Eq. 7, let us first assume that the variation of ψ(y) over the subset R ρ ={y∈R:ρ(y)>0} is small enough. This can be expressed as the following approximation criterium
where ψ= ψ(y) y and ε 1 is an accuracy bound. In that case we may approximate the coupling term as a quotient of two mean-field measures,
where w(x) can be interpreted as the mean-field fitness of network nodes with state x,
and ψ can be interpreted as the mean-field partition factor of the network,
both defined for a given distribution ρ(y) of the incoming node states. Furthermore, let us assume that the variation of w(x) over R is small enough, which can be expressed as a second approximation criterium
wherew= w(x) x and ε 2 is a second accuracy bound. In that case the mean-field stationary partition factor ψ can be approximated by ψ k kP (k)w 2 mw. Under the assumption that both approximation criteria (Eqs. 9 and 13) hold, the coupling factor may then be estimated as
whereŵ(x)=w(x)/w is a mean-field normalized fitness, which measures the fitness of network nodes with state x relative to the average fitness of all the network nodes, for a given distribution ρ(x). The resulting decoupled system becomes then
Solving Eq. 15 we obtain f (m, x)=2ρ/(ŵm+2) and the solution for the stationary density for k>m is
and integrating the density in Eq. 16 over the state space R the stationary degree distribution is
The solution given by Eq. 17 is valid for any variant of the soil model, irrespective of the geometry of the medium M or the pore sizes S, the distribution of pore properties ρ or the dependence of the affinity σ on the pore properties via α and β. Nevertheless, the validity of the solution is restricted by the extent to which the approximation criteria in Eqs. 9 and 13 hold. The mean-field approximation can be considered accurate in the measure that the averages of σ (x, y) along its two arguments do not exhibit large variations over R. This does not exclude the possibility of large fluctuations in the affinity σ (x, y) over R 2 , provided that the variability of the averages is kept within the desired bounds. Furthermore, we may assume that any pore in the soil has a non-zero size, thus from Eq. 11 it follows that the meanfield fitness w(x) is strictly positive over R and the stationary degree density in Eq. 16 may be expressed for k≥m as
where Legendre's Beta function B(y, z) = 1 0 t y−1 (1 − t) z−1 dt for y, z>0 satisfies the functional relation (a)/ (a+b)=B(a, b)/ (b) for Euler's Gamma function (x). Likewise, integrating the density in Eq. 18 over R we obtain an expression of the stationary degree distribution P (k) for k≥m in terms of the Legendre's Beta function which is equivalent to Eq. 17.
Notice that the stationary densities for a given pore state in the soil model, as given by Eq. 18, follow the form of a Beta function with arguments (k, 1+2/ŵ). Given that the Beta function behaves as B(y, z)∼y −z when y→∞, this implies that the degree densities exhibit a multiscaling according to power laws k −γ (ŵ) along the continuous spectrum of normalized fitnessŵ, with scaling exponents γ (ŵ)=1+2/ŵ spanning themselves a continuum. The multiscaling phenomenon is a general property of heterogeneous PA networks Benito, 2007a, 2008a) that is exhibited by any variant of the proposed soil model, irrespective of the particular details. Asŵ increases (resp. decreases), the exponent γ of f decreases (resp. increases). Nodes with states more fit than the average (ŵ>1) adopt densities with γ <3, which exhibit a slower asymptotical decay, and tend to produce more hubs. Nodes with states less fit than the average (ŵ<1) adopt densities with γ >3, which exhibit a faster asymptotical decay.
Notice also that the mean-field fitness in Eq. 11 may be factorized into w(x)=w 1 (r x )·w 2 (s x ), where the first term accounts for the fitness dependence on the pore position, and the second one accounts for the dependence on the pore size. We may use this fact to simplify the analysis of the influence of the pore properties (r x , s x ) on the scaling exponents in the density f (k, x). The influence of the pore position r will depend largely on the probability distribution of the pore positions ρ M (r)= S ρ(r, s)ds. When the pore position is uniformly distributed over the medium M, for a given pore size s 0 the mean-field fitness w will be highest on the medium center and will decrease as the pore position approaches the boundary of M, since w 1 (r) is performing an averaging of the reciprocal of distance over M. However, as the distribution of the pore positions ρ M becomes increasingly inhomogeneous, the situation of the pores with respect to the regions with higher densities will become progressively more important in the determination of the fitness factor w 1 . For highly variable distributions ρ M this trait will prevail over the centrality of the pores in the medium geometry. Irrespective of the inhomogeneity of ρ M , notice that as β is increased the variability of the factor w 1 over M will grow, as the contribution to w 1 by distant pores becomes progressively lower.
With regards to the influence of the pore size s, for a given pore position r 0 the fitness factor will increase with the size as w 2 ∼s α irrespective of the distribution ρ of pore properties. Notice that again as α is increased the variability of the factor w 2 over S will grow. It should be also pointed out that with the general form of σ adopted for the soil model the scaling exponents of f (k, x) will exhibit themselves a power-law scaling in their dependence on s according to γ (r 0 , s)∼s −α . To sum up, the increase of either α or β results in an increase in the variability of w over R, and in the case of β such increase is more acute as the inhomogeneity of ρ M increases. Given the dependence of the scaling exponent γ on the normalized fitnessw, the higher variability of w will translate into a larger spread of the distribution of exponents γ of the density components.
The described behavior evidences a signature of heterogeneous PA in the structure of porous soils, by which the density components f (k, x) of pores in the underlying network will exhibit different scaling exponents according to the pore properties such as size or position. This signature may be empirically detected by selecting subsets of pores within the soil sample so that one of their properties takes a similar value, common to all the subsets, while the other property takes a similar value within each subset, but differing across the other subsets: {(r i , s 0 )} i , or conversely, {(r 0 , s i )} i . If the partial degree distributions for these subsets {P (k|x i )} exhibit power laws with different exponents, it is then feasible to assume that this pore property (either position or size) is biasing the attachment mechanism. Under equal circumstances, a higher variation in the empirically obtained exponents would point to a higher exponent α or β in the affinity function σ . Furthermore, to check the existence of heterogeneity it would be sufficient to find one such subset of nodes whose partial distribution {P (k|x i )} exhibits a power-law behavior with an exponent different to the one in the global distribution P (k).
With regards to the stationary degree distribution P (k) of the soil model, Eq. 17 shows that it is obtained by the integration of the density components, which form a set of power-laws with varying exponents γ (x). As we have seen, little fluctuations of w over R will yield density components with similar scaling exponents and thus degree distributions similar to the homogeneous PA case, the so-called Barabási-Albert model. On the other hand, large fluctuations of w over R (as in the case of large α or large β parameters, particularly with inhomogeneous ρ distributions) will yield a wider spectrum of exponents γ and thus a larger deviation of the degree distribution from the Barabási-Albert model. The asymptotic behavior of P (k) will be dominated by the slowest decaying components, associated to pore properties with highest mean-field fitness w. Furthermore, given thatŵ will be distributed by definition around 1, the highest value of the spectrum will necessarily verifyŵ max ≥1 and therefore the degree distribution P (k) of all the variants of the soil model will exhibit scaling exponents satisfying 1<γ ≤3.
Finally a caveat should be raised about the accuracy of the preceding discussion regarding small pore networks. The analytical results have been derived for the thermodynamic limit, where the degree densities (and thus the degree distribution) reach stationarity. Strictly this does not apply in the context of pore networks, where there exist intrinsic limitations to the growth process. Given that each pore has a nonnegligible size and the medium size is constant, the porosity of generated soils grows monotonically with time, eventually reaching the desired porosity of the modeled system. This circumstance yields a requisite size of the generated network for a medium sample of a given size. Being the average pore sizes= R sρ(r, s)dx, then the requisite network size will be given by N 0 φ 0 S T /s, where S T is the total medium size and φ 0 is the desired porosity. As the requisite size N 0 becomes lower the finite-size effects will become more important, in particular when N 0 10 3 . This may be the case when the medium porosity is very low or when the pore size is large relative to the medium size. The finite-size effects will yield a growing discrepancy between some network metrics and the analytical results, such as a decrease in the scaling exponent γ of the degree distribution and the presence of an exponential cutoff regime. This problem could nevertheless be circumvented by modeling a larger soil sample. tained. Imaging parameters were 155keV and 25 A. Proprietary software (GE Medical) was used to reconstruct the 16-bit 3D imagery from the sequence of axial views. The resulting voxel size was 45.1 µm. File sizes ranged from 70 to 200 Mb, which made subsequent processing of the entire volume practically infeasible. Accordingly, three subvolumes were extracted from each of the two original volumes (using GE Medical Microview) and care was taken to ensure no overlay of the subvolumes. The subvolumes measured 256x256x256 units, corresponding to about 16.8 million voxels. A 3D Gaussian filter in MicroView (GE Healthcare , 2006) was also run on each subvolume to reduce noise and beam-hardening artifacts, typical of CT imagery.
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The same behaviour can be observed in the deepest soil sample D3 exhibited by Fig. 3 , nevertheless, in this scenario the number of pores and its size are opposite to D1. The differences in the 3D CT imagery of both soil samples can be observed in Fig. 1 . Due to the fact that our model considers also the spatial location of pores, we analyzed the spatial distribution of the centers of mass of pores (CMP) (Vogel and Roth, 2001) in the same cut previously mentioned for both soil samples. Fig. 4A shows the distribution of the pore centers in four superimposed cuts for the sample soil D1 (the results for D3, not shown, are similar). The spatial distributions of CMP were analyzed to study their uniformity at each depth considered. We counted the number of CMP found within each box, varying the box length size from 2, 4, 8, up to 32 pixels. In the longest size length used 64 data points were obtained hence no bigger sizes were used to assure enough data available for statistics. Then, the variance 
Empirical analysis of soil samples
The soil samples used in this study were collected from two horizons of an Argissolo (EMBRAPA SOLOS, 2006) . Physical characteristics of relevance to the current study, can be observed in Table 1 . This soil is characteristic of the coastal tablelands of northeast Brazil, formed on the Tertiary Barreiras group of formations in Pernambuco state (Itapirema Experimental Station) presenting a hardsetting behavior.
The images of the soil samples D1 and D3 were obtained using an EVS (now GE Medical) MS-8 MicroCT scanner (Fig. 1) . Though some samples required paring to fit the 64 mm diameter imaging tubes, field orientation was maintained. Imaging parameters were 155 keV and 25 A. Proprietary software (GE Medical) was used to reconstruct the 16-bit 3-D imagery from the sequence of axial views. The resulting voxel size was 45.1 µm. File sizes ranged from 70 to 200 Mb, which made subsequent processing of the entire volume practically infeasible. Accordingly, three subvolumes were extracted from each of the two original volumes (using GE Medical Microview) and care was taken to ensure no overlay of the subvolumes. The subvolumes measured 256×256×256 units, corresponding to about 16.8 million voxels. A 3-D Gaussian filter in MicroView (GE Healthcare, 2006) was also run on each subvolume to reduce noise and beam-hardening artifacts, typical of CT imagery.
CT imagery of soil, like other digital imagery, typically contains a large proportion of mixed-voxels (voxels whose digital number is the weighted average of more than one con- tained. Imaging parameters were 155keV and 25 A. Proprietary software (GE Medical) was used to reconstruct the 16-bit 3D imagery from the sequence of axial views. The resulting voxel size was 45.1 µm. File sizes ranged from 70 to 200 Mb, which made subsequent processing of the entire volume practically infeasible. Accordingly, three subvolumes were extracted from each of the two original volumes (using GE Medical Microview) and care was taken to ensure no overlay of the subvolumes. The subvolumes measured 256x256x256 units, corresponding to about 16.8 million voxels. A 3D Gaussian filter in MicroView (GE Healthcare , 2006) was also run on each subvolume to reduce noise and beam-hardening artifacts, typical of CT imagery.
CT imagery of soil, like other digital imagery, typically contains a large proportion of mixed-voxels (voxels whose digital number is the weighted average of more than one constituent -such as a solid/air interface). To facilitate identification of constituent peaks in the gray-scale histogram, a 3D filter executed in NIH ImageJ (Rasband , 2006) was run on each subvolume to mask voxels which differed by more than 0.1% from the surrounding neighborhood of 124 voxels (5x5x5 unit volume). Full details of this technique can be found in (Elliot and Heck , 2007) . Histograms of the unmasked voxels were subsequently ported into OriginPro (Origin Lab Corporation , 2006); after smoothing the histograms (adjacent averaging of 25 levels), peaks were identified in the Peak Fitting Module. The major peak with the lowest mean digital number was taken to be that corresponding to the void space; the next major peak was considered to be solid material. Based on the central tendency and dispersions (assuming Gaussian distributions) of the two peaks, one for air (µ CT solid ) and the other for solid (µ CT solid ), a threshold value was identified as the equi-probability value for air and solid.
As our model considers the pore size (surface=S) we analyze the distribution of pore sizes in both soil samples making longitudinal cuts of 256x256 units (pixels) in the 3D CT imagery following the algorithm proposed by Vogel and Roth (2001) . This algorithm basically consists in marking the adjacent black pixels in two consecutive lines on the entire plane and then performing an overall study to recognize the pore entities and in that way to obtain sizes and locations. The PSD, given by F (size), for D1 can be observed in Fig. 2 for four profile cuts at different depths (Z=100,150,200,250). As can be seen, all the cuts display a distribution that follows a power law denoting a scale free character in the distribution of pore sizes, f (s) ∼ s −φ .
The same behaviour can be observed in the deepest soil sample D3 exhibited by Fig. 3 , nevertheless, in this scenario the number of pores and its size are opposite to D1. The differences in the 3D CT imagery of both soil samples can be observed in Fig. 1 . Due to the fact that our model considers also the spatial location of pores, we analyzed the spatial distribution of the centers of mass of pores (CMP) (Vogel and Roth, 2001) in the same cut previously mentioned for both soil samples. Fig. 4A shows the distribution of the pore centers in four superimposed cuts for the sample soil D1 (the results for D3, not shown, are similar). The spatial distributions of CMP were analyzed to study their uniformity at each depth considered. We counted the number of CMP found within each box, varying the box length size from 2, 4, 8, up to 32 pixels. In the longest size length used 64 data points were obtained hence no bigger sizes were used to assure enough data available for statistics. Then, the variance for each side length was calculated and is shown in Fig. 4B . The results evidence that the spatial distribution of pores is reasonably uniform over the surfaces for all the cuts considered. stituent -such as a solid/air interface). To facilitate identification of constituent peaks in the gray-scale histogram, a 3-D filter executed in NIH ImageJ (Rasband, 2006) was run on each subvolume to mask voxels which differed by more than 0.1% from the surrounding neighborhood of 124 voxels (5×5×5 unit volume). Full details of this technique can be found in (Elliot and Heck, 2007) . Histograms of the unmasked voxels were subsequently ported into OriginPro (Origin Lab Corporation, 2006) ; after smoothing the histograms (adjacent averaging of 25 levels), peaks were identified in the Peak Fitting Module. The major peak with the lowest mean digital number was taken to be that corresponding to the void space; the next major peak was considered to be solid material. Based on the central tendency and dispersions (assuming Gaussian distributions) of the two peaks, one for air (µ CTair ) and one for solid (µ CTsolid ), a threshold value was identified as the equi-probability value for air and solid.
As our model considers the pore size (surface=S) we analyze the distribution of pore sizes in both soil samples making longitudinal cuts of 256×256 units (pixels) in the 3-D CT imagery following the algorithm proposed by Vogel and Roth (2001) . This algorithm basically consists in marking the adjacent black pixels in two consecutive lines on the entire plane and then performing an overall study to recognize the pore entities and in that way to obtain sizes and locations. The PSD, given by F (size), for D1 can be observed in Fig. 2 for four profile cuts at different depths (Z=100, 150, 200, 250) . As can be seen, all the cuts display a distribution that Fig. 5 shows two pore networks generated by the soil model assuming parameters corresponding to soil samples D1 and D3. Each new node added to the growing network is assigned a characteristic surface and spatial location. Following the empirical results obtained regarding the PSD in soil samples D1 and D3 (see Fig. 6 ), the pore surfaces in both networks are distributed according to power-laws with scaling exponents φ D1 = −1.7 (D1) and φ D3 = −2.0 (D3). Likewise the maximum pore size in the distributions is bounded by 9958 pixels 2 (D1) and 1837 pixels 2 (D3), and in both cases we consider the minimum pore size equal to 1 pixel 2 . It should be pointed out that the nodes in the networks correspond to the centers of mass of pores and the size of pores is not represented. The spatial location of the pore centers is uniform for both networks, again in accordance with the empirical results obtained in soil samples D1 and D3 (see Fig.4 ). The surfaces of the soil samples simulated are chosen differently in order to yield the porosity coefficients observed considering Z = 11 cuts (10.3% for D1 and 15.8% for D3) irrespective of the network size. For instance, given a network size of N = 10000 pores we simulate soil surfaces of 3326976 pixels 2 (D1) and 473344 pixels 2 (D3). The parameters α and β were also chosen differently in the simulated networks. Considering that the soil sample D3 has a higher percentage of clay (see Table 1 ) and a lower size of pores (see Fig. 1 ) we can assume that it is more compact. For this reason we assign to the distance between pores a higher importance in our model. Thus, for the soil D3 we used α = 1.0 whereas in D3 α = 0.5. On the other hand, due to the fact that the soil D1 has a higher percentage of sand (see Table 1 ) and a higher size of pores (see Fig. 1 ) we can assume that the bigger particles in the sandy soil prevent higher connectivities in pores formed by sand, contrary to the pores formed by clay. In a clay pore its surface (perimeter in our 2D simulation) can be occupied by a higher number of particles, contrary to a sand pore of similar size, thus the number of potential connections (space that separates two particles) of a clay pore is higher in comparison with a sand pore. Because the surface of the pore is more important in a clay soil, in our model we use β = 1.0 for D1 and β = 2 for D3.
Results of the model
In the model both networks start with a seed of N 0 = 10 pores connected by L 0 = 9 links. In both cases the the number of potential links for each new node added is m = 3 and it remains unaltered during the evolution of the network. The aggregation process is iterated until 200 nodes have been added to the network (the low number is chosen for the sake of visibility). The simulation results in Fig. 5 show that in the top network the model parameters tend to prevent the formation of hubs more drastically than the bottom one. Fig. 7 depicts the cartesian pore networks generated by the model representing the soil D1 (top) and the soil D3 (bottom). The cartesian layouts also evidence that the size of the pores tends to be a more significant trait in the final connectivity of the follows a power law denoting a scale free character in the distribution of pore sizes, f (s)∼s −φ .
The same behaviour can be observed in the deepest soil sample D3 exhibited by Fig. 3 , nevertheless, in this scenario the number of pores and its size are opposite to D1. The differences in the 3-D CT imagery of both soil samples can be observed in Fig. 1 . Due to the fact that our model considers also the spatial location of pores, we analyzed the spatial distribution of the centers of mass of pores (CMP) (Vogel and Roth, 2001) in the same cut previously mentioned for both soil samples. Figure 4A shows the distribution of the pore centers in four superimposed cuts for the sample soil D1 (the results for D3, not shown, are similar). The spatial distributions of CMP were analyzed to study their uniformity at each depth considered. We counted the number of CMP found within each box, varying the box length size from 2, 4, 8, up to 32 pixels. In the longest size length used 64 data points were obtained hence no bigger sizes were used to assure enough data available for statistics. Then, the variance for each side length was calculated and is shown in Fig. 4B . The results evidence that the spatial distribution of pores is reasonably uniform over the surfaces for all the cuts considered. Figure 5 shows two pore networks generated by the soil model assuming parameters corresponding to soil samples D1 and D3. Each new node added to the growing network is assigned a characteristic surface and spatial location. Following the empirical results obtained regarding the PSD in soil samples D1 and D3 (see Fig. 6 ), the pore surfaces in both networks are distributed according to power-laws with scal- ing exponents φ D1 =−1.7 (D1) and φ D3 =−2.0 (D3). Likewise the maximum pore size in the distributions is bounded by 9958 pixels 2 (D1) and 1837 pixels 2 (D3), and in both cases we consider the minimum pore size equal to 1 pixel 2 . It should be pointed out that the nodes in the networks correspond to the centers of mass of pores and the size of pores is not represented. The spatial location of the pore centers is uniform for both networks, again in accordance with the empirical results obtained in soil samples D1 and D3 (see Fig. 4 ). The surfaces of the soil samples simulated are chosen differently in order to yield the porosity coefficients observed considering Z=11 cuts (10.3% for D1 and 15.8% for 900 A. Santiago et al.: Multiscaling of porous soils as heterogeneous complex networks 8 A. Santiago et al.: Scaling and multiscaling of soils as heterogeneous complex networks pore than the pore position, as evidenced by a large share of highly connected nodes being located in peripheral positions of the soil surface. This insight may be explained by the fact that pore sizes follow highly inhomogeneous distributions, while pore positions follow completely homogeneous distributions. The choice of the affinity parameters α and β also play a role in this trait, as the introduction of a superlinear β tends to further decrease the correlation between position and connectivity in the cartesian layouts, as shown by the bottom network in Fig. 7 . Fig. 8 depicts the degree distributions P (k) obtained through numerical simulation of the D1 and D3 networks with a size of N = 10000 pores. The results show that the distributions do not fit well a power-law along the studied interval, however they evidence a progressively better agreement for higher degrees. This can be explained by the fact that the power-law components in the density spectrum with D3) irrespective of the network size. For instance, given a network size of N=10 000 pores we simulate soil surfaces of 332 6976 pixels 2 (D1) and 473 344 pixels 2 (D3).
The parameters α and β were also chosen differently in the simulated networks. Considering that the soil sample D3 has a higher percentage of clay (see Table 1 ) and a lower size of pores (see Fig. 1 ) we can assume that it is more compact. For this reason we assign to the distance between pores a higher importance in our model. Thus, for the soil D3 we used α=1.0 whereas in D3 α=0.5. On the other hand, due to the fact that the soil D1 has a higher percentage of sand (see Table 1 ) and a higher size of pores (see Fig. 1 ) we can assume that the bigger particles in the sandy soil prevent higher connectivities in pores formed by sand, contrary to the pores formed by clay. In a clay pore its surface (perimeter in our 2-D simulation) can be occupied by a higher number of particles, contrary to a sand pore of similar size, thus the number of potential connections (space that separates two particles) of a clay pore is higher in comparison with a sand pore. Be-A. Santiago et al.: Scaling and multiscaling of soils as heterogeneous complex networks . 5. Layouts of two pore networks generated by the soil model responding to soil sample D1 (top) and D3 (bottom). Node color responds to the connectivity degree k: warm colors mean high rees, cold colors mean low degrees. The spatial position of pores hese layouts has been chosen according to the Kamada-Kawai orithm.
e than the pore position, as evidenced by a large share of hly connected nodes being located in peripheral positions the soil surface. This insight may be explained by the fact t pore sizes follow highly inhomogeneous distributions, ile pore positions follow completely homogeneous distriions. The choice of the affinity parameters α and β also y a role in this trait, as the introduction of a superlinear β ds to further decrease the correlation between position and nectivity in the cartesian layouts, as shown by the bottom work in Fig. 7 . ig. 8 depicts the degree distributions P (k) obtained ough numerical simulation of the D1 and D3 networks h a size of N = 10000 pores. The results show that the tributions do not fit well a power-law along the studied erval, however they evidence a progressively better agree- cause the surface of the pore is more important in a clay soil, in our model we use β=1.0 for D1 and β=2.0 for D3.
In the model both networks start with a seed of N 0 =10 pores connected by L 0 =9 links. In both cases the the number of potential links for each new node added is m=3 and it remains unaltered during the evolution of the network. The aggregation process is iterated until 200 nodes have been added to the network (the low number is chosen for the sake of visibility). The simulation results in Fig. 5 show that in the top network the model parameters tend to prevent the formation of hubs more drastically than the bottom one. Figure 7 depicts the cartesian pore networks generated by the model representing the soil D1 (top) and the soil D3 (bottom). The cartesian layouts also evidence that the size of the pores tends to be a more significant trait in the final connectivity of the pore than the pore position, as evidenced by a large share of highly connected nodes being located in peripheral positions of the soil surface. This insight may be explained by the fact that pore sizes follow highly inhomogeneous distributions, while pore positions follow completely homogeneous distributions. The choice of the affinity parameters α and β also play a role in this trait, as the introduction of a superlinear β tends to further decrease the correlation between position and connectivity in the cartesian layouts, as shown by the bottom network in Fig. 7 . Figure 8 depicts the degree distributions P (k) obtained through numerical simulation of the D1 and D3 networks with a size of N=10 000 pores. The results show that the distributions do not fit well a power-law along the studied longitudinal cuts Z = 11). Inside the figures can be observed the maximum size of pores (pixels 2 ) and the scaling exponent φ for each distribution. The straight lines correspond to the power law fittings. Fig. 7 . Cartesian networks of pores generated by the soil model considering real data from soil samples. The top network corresponds to soil sample D1 and the bottom one to sample D3. Color code as Fig. 5 . Fig. 7 . Cartesian networks of pores generated by the soil model considering real data from soil samples. The top network corresponds to soil sample D1 and the bottom one to sample D3. Color code is as in Fig. 5. interval, however they evidence a progressively better agreement for higher degrees. This can be explained by the fact that the power-law components in the density spectrum with lower scaling exponents dominate the distribution decay, so that the asymptotic behavior of P (k) over arbitrarily high degrees would fit the power-law as analytically predicted. The behavior of the distribution for lower degrees can be explained by the inhomogeneity of the distribution of pore sizes, which yields a non-negligible presence of very large pores in the network. The distributions also evidence that the sample D3 tends to yield a higher probability of hubs than the sample D1, as was expected from the network layouts represented by Figs. 5 and 7. We have to remark that the connectivity pattern between pores was not observed empirically, the scale-free distributions obtained (both numerically and analytically) are the result of the implementation of a reasonable attachment rule (v i ) and the adoption of real parameters of soil samples. The distributions P (k) generated by the soil model can be tested in future research.
A. Santiago et al.: Scaling and multiscaling of soils as heterogeneous comple D1 D3 Fig. 8 . Distributions of the number of nodes with k connections, N · P (k), obtained with the soil model for the soil samples D1 (black) and D3 (blue). The network size is N = 10000 in both cases.
lower scaling exponents dominate the distribution decay, so that the asymptotic behavior of P (k) over arbitrarily high degrees would fit the power-law as analytically predicted. The behavior of the distribution for lower degrees can be explained by the inhomogeneity of the distribution of pore sizes, which yields a non-negligible presence of very large pores in the network. The distributions also evidence that the sample D3 tends to yield a higher probability of hubs than the sample D1, as was expected from the network layouts represented by Figs. 5 and 7. We have to remark that the connectivity pattern between pores was not observed empirically, the scale-free distributions obtained (both numerically and analytically) are the result of the implementation of a reasonable attachment rule (v i ) and the adoption of real parameters of soil samples. The distributions P (k) generated by the soil model can be tested in future research.
Conclusions
In summary, we have presented a complex network model based on a heterogeneous PA scheme in order to quantify the structure of porous soils. The proposed soil model allows the specification of different medium geometries and pore dynamics through the choice of different underlying spaces, distributions of pore properties and affinity functions. We have obtained analytical solutions for the degree densities and degree distribution of the pore networks generated by the model in the thermodynamic limit. We have shown that these networks exhibit a multiscaling of their degree densities according to power laws with exponents spanning a continuum, and that such phenomenon leaves a signature of heterogeneity in the to tested in re
We have ity in the sc affinity fun butions of the asympt ular, it is w all the varia with expon networks. soil model empirical s that the sim analytical p degree met exponents Fig. 8 . Distributions of the number of nodes with degree k, N ·P (k), obtained with the soil model for the soil samples D1 (black) and D3 (blue). The network size is N=10 000 in both cases.
In summary, we have presented a complex network model based on a heterogeneous PA scheme in order to quantify the structure of porous soils. The proposed soil model allows the specification of different medium geometries and pore dynamics through the choice of different underlying spaces, distributions of pore properties and affinity functions. We have obtained analytical solutions for the degree densities and degree distribution of the pore networks generated by the model in the thermodynamic limit. We have shown that these networks exhibit a multiscaling of their degree densities according to power laws with exponents spanning a continuum, and that such phenomenon leaves a signature of heterogeneity in the topology of pore networks that can be empirically tested in real soil samples.
We have also shown the relationship between the variability in the scaling exponents and the parameters regulating the affinity function, as well as the inhomogeneity of the distributions of pore properties, and the consequences of this on the asymptotic behavior of the degree distribution. In particular, it is worth emphasizing that the degree distributions of all the variants of the soil model exhibit power-law behaviors with exponents within the limits empirically observed in real networks. We have performed a numerical analysis of the soil model for a combination of parameters corresponding to empirical samples with different properties. We have shown that the simulation results exhibit a good agreement with the analytical predictions, concerning the scaling behavior of the degree metrics as well as the ranges of values of the scaling exponents obtained.
