We present a new, deterministic, distributed MAPes 
Introduction
The problem of ass igning labels from a fixed set to each member of a set of sites appears at all levels of computer vision. Recently, an optimization al gorithm known as Highest Confidence First (HCF) [Chou, 1988] has been applied to labeling tasks in low-level vision. Examples of such tasks include edge detection, in which each inter-pixel site must be la beled as either edge or non-edge, and the integration of intensity and sparse depth data for the labeling of depth discontinuities and the generation of dense depth estimates. In these tasks, it often outperforms
In the next section, the labeling problem is dis cussed. Sections 3 and 4 review Markov Random
Fields and Chou's HCF algorithm. Section 5 de scribes the Local HCF algorithm, and test results are presented in Section 6. Finally, we discuss future plans for this research.
Generating Most Probable Labelings
In probabilistic labeling, a priori knowledge of the The problem is to fi nd the labeling which has the highest probability given the input data. This is called the maximum a posteriori (MAP) labeling . 1
For a Markov Random Field, the MAP labeling can be found by locating the minimum of the Gibbs en ergy, which is a function of both a priori knowledge (expresse d as energies asso ciated with cliques in the neighborhood graph) and the input data.
A major problem with the probabilistic labeling approach is the exponential complexity of finding the exact MAP estimate. The methods mentioned in Section 1 have traditionally been used to find la belings whose energies are close to the global min- 
If the V0's are used to signify the prior expectations, then U is revised to read:
The denominator in Equation 1 is absorbed into the normalizing constant Z.
HCF any hypothesized connection between HCF and bi-4 ological plausibility. This paper presents a parallel adaptation of HCF, called Local HCF.
In the HCF algorithm all sites initially are specially labeled as "uncommitted", instead of starting with some specific labeling as with previous optimization methods. Cliques for which any member is uncom mitted do not participate in the computation of the energy of the field. For each site, a stability mea sure is computed. The more negative the stability, the more confi dence we have in changing its labeling.
On each iteration, the site with minimum stability is selected and its label is changed to the one which creates the lowest energy. This in turn causes the sta bilities of the site's neighbors to change. The process is repeated until all changes in the labeling would re sult in an increase in the energy, at which point the energy is at local minimum in the energy function and the algorithm terminates. The algorithm is given in 
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Markov Random Fields
A Markov Random Field is a collection of random variables S which has the following locality property:
where N, is known as the neighborhood of the ran dom variable X,. The MRF is associated with an undirected graph called the neighborhood graph in which the vertices represent the random variables.
Vertices are adjacent in the neighborhood graph if the variables are neighbors in the MRF .
Denote an assignment oflabels to the random vari ables by w. The Hammersley-Clifford theorem [Be sag, 1974] shows that the joint distribution P(w) can
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The stability of a site is defined in terms of a quan tity known as the augmented a posteriori local energy 
where w ' is the configuration that agrees with w ev erywhere except that w� = l. Also, v; is 0 if w ,. = lo, the uncommitted state, for any r in c, otherwise it is equal to Ve.
The stability G of an uncommitted sites is the neg ative difference between the two lowest energy states that can be reached by changing its label:
In this expression Wmin = {A:IE�:is a minimum}. The stability of a committed site is the difference between it and the lowest energy state different from the cur rent state w,: G,(w) = min�:eL,l:,t ... ,(E,(k)-E,(w,)). The input is produced by Sher's probabilistic edge detector [Sher, 1987] and consists of the log likelihood ratio for an edge at each site. The algorithms were tested on likelihood ratios from the checkerboard im age, the "P" block image, and the "URCS" block image which appear in Figure 5 . As a much harder test, the algorithms were also presented with noisy (corrupted) likelihood ratios obtained by using an in complete edge model to find edges in the "URCS"
Image.
The clique energies were chosen in an ad hoc man ner. They were chosen to encourage the growth of continuous line segments and to discourage abrupt breaks in line segments, close parallel lines ( competi tions) and sharp turns in line segments. "Encourage ment" or "discouragement" is associated with a clique by assigning it a negative or positive energy, respec tively. To encode these relationships, a second-order neighborhood, in which each site is adjacent to eight others, is used. This neighborhood system is shown in Figure 3 and the clique values used are shown in The goodness of the result of applying one of the la beling algorithms can be determined qualitatively by simply looking at a picture of the segmentation, and quantitatively by examining the energy of the final configuration. Figure 6 shows the labelings produced by Local HCF on the four test cases, and Figures 8-10 compare the algorithms over time. We believe that Local HCF performs better than HCF because it is much less likely to propagate the results of local labelings globally across the image.
The execution of HCF is often marked by one site s committing to a certain label, immediately followed by one of its neighbors s + 1 committing to a label which is compatible with the new label of s. This process is then repeated for a neighbor of s + 1, and its neighbor, and so on. In this manner, the effects of locally high confidence can get propagated too far.
Local HCF does not tend to propagate information as far. Appendix B develops this argument in more detail.
7 Conclusions
Work and Future
We have introduced a parallel labeling algorithm for Markov Random Fields which produces better label ings than traditional techniques at a much lower com putational cost. Empirically, ten iterations on a lo cally connected parallel computer is sufficient to al most completely label an entire image; forty itera- The parenthesized values were used for the corrupted edge data (see Figure 6 ). 
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-10110 Test images (8 bits/pixel). Checkerboard and P images are 50 x 50. URCS image is 100 x 124.
rr=:::�����:- Lemma 1 For at least one site k, the ordered sta bility, denoted s•, is a minimum in its neighborhood. That is: si, < min s�.
nEN(i)
Proof: Since the ordered stability value imposes a strict ordering on the sites in the Markov Random Field, there is one site with the minimum ordered stability in the field. That site will also have the minimum ordered stability in its neighborhood . D It is straightforward to design cases in which the stabilities are ordered so that only one site is a min imum in its neighborhoo d. This is done by creat ing a field in which the stability has only one local minimum, which is also the global minimum. There fore, parallelism is not guaranteed, but empirically the running time is nearly independent of the num ber of variables in the random field. Consider a linear array of variables representing edge (e) or non-edge (n), each neighbors with the two adjacent variables. The neighborho od graph is then a chain containing unary and binary cliques. Assign values to the cliques as follows:
Unary cliques edge, non-edge : 0 0 (edge, n on-edge equally likely) Binary cliques (e,e) (n,n) (e,n) : -0.5 1 -0.5 (line breaks discouraged)
Suppose an edge detector reports the following l og liklihood ratios, log ( P(observation I edge) / P(observa.tion I non-edge) ):
because it is always locally favorable to extend the edge labeling that was initiated by the strong ev idence at the left hand variable than to introduce a line break.
HCF would propagate the line in definitely, given continued weak evidence against an edge. Local HCF produces the optimal labeling, be cause sites of locally minimum stability commit to non-edge before the evidence from the left-hand vari able propagates across the entire field.
