Purpose: This study investigates methodologies for the estimation of small animal anatomy from non-tomographic modalities, such as planar X-ray projections, optical cameras, and surface scanners. The key goal is to register a digital mouse atlas to a combination of non-tomographic modalities, in order to provide organ-level anatomical references of small animals in 3D. Procedures: A 2D/3D registration method was developed to register the 3D atlas to the combination of non-tomographic imaging modalities. Eleven combinations of three non-tomographic imaging modalities were simulated, and the registration accuracy of each combination was evaluated. Results: Comparing the 11 combinations, the top-view X-ray projection combined with the sideview optical camera yielded the best overall registration accuracy of all organs. The use of a surface scanner improved the registration accuracy of skin, spleen, and kidneys. Conclusions: The methodologies and evaluation presented in this study should provide helpful information for designing preclinical atlas-based anatomical data acquisition systems.
Introduction

I
n preclinical small animal studies, in vivo estimation of the mouse anatomy is important for localizing functional changes and measuring organ morphometry. Some molecular imaging modalities also need complimentary anatomical information to help with image acquisition, reconstruction, and analysis, such as micro-single photon emission computed tomography (micro-SPECT) scan planning [1] , optical tomography reconstruction [2] [3] [4] [5] , micro-positron emission tomography (micro-PET) attenuation correction [6] , and tissue uptake quantification [7] . Currently, in vivo imaging of the mouse anatomy can be achieved with small animal tomographic imaging modalities such as micro-computed tomography (micro-CT) [8] and micro-magnetic resonance imaging (micro-MR) [9] . These systems can acquire 3D tomographic images with micron-level resolution (≤100 μm for in vivo imaging of both modalities).
Undoubtedly, micro-CT and micro-MR systems have contributed greatly to preclinical research; however, they present significant complexity as well as upfront and maintenance costs limiting their availability. The technologies in these systems also complicate their combination with molecular imaging systems [2, 4, 10, 11] . To avoid these problems, some researchers turned to the use of low-cost non-tomographic imaging systems, such as optical cameras, 3D surface scanners, and bench-top planar X-ray systems. Optical cameras can be used to obtain 2D body profiles which are useful in inter-modality co-registration [12] [13] [14] , respiratory motion monitoring [15] , and 3D surface geometry reconstruction [16, 17] . Recent developments in 3D surface scanning techniques make it possible to build a surface scanner with consumer-market electronic devices [18] (e.g., laser pointer, digital camera, and/or pocket projector). As a result, several research prototypes and commercial products have been developed, such as the laser scanner with conical mirror [19] and the structured lightbased surface scanner [20] . Bench-top planar X-ray systems are more expensive than optical cameras and surface scanners, but still far less costly than fully 3D tomographic systems. With a planar X-ray projection, the anatomy of some internal structures (e.g., bones and lungs) can be readily observed. Several commercial small animal optical imaging systems have integrated planar X-ray systems [21] , such as the KODAK In-Vivo Multispectral System FX [22] and the Caliper LifeSciences IVIS® lumina XR system [23] .
Borrowing the idea from small animal image registration [24] [25] [26] and atlas registration [16, 27] , several software approaches have been developed to register a digital mouse atlas with the non-tomographic modalities, in order to approximate 3D organ anatomy. Baiker et al. registered the mouse atlas to optical profiles of the mouse body to assist scan planning of region-focused micro-SPECT [1] . Khmelinskii et al. performed mouse atlas registration under the guidance of multi-view optical photos [16] . Zhang et al. aligned the mouse atlas with body surface reconstructed from multiple-view photos, aiming to assist fluorescence tomographic reconstruction [28] . Joshi et al. developed a finite-element-model-based atlas warping method to register the atlas with laser scans of the mouse surface [29] . Chaudhari et al. proposed a method for registering a mouse atlas to a surface mesh acquired by a structured light scanner [30] . Based on our survey, current methods mainly focus on registration with optical modalities like optical photos and surface scans, and no method has been reported for mouse atlas registration with X-ray projections. Since 2D/3D registration with X-ray projections has been extensively studied in the clinical field [31] [32] [33] [34] [35] [36] [37] [38] [39] , we believe that it is worthwhile to extend it into the preclinical field.
Conforming to the trend of low-cost mouse anatomical imaging, this paper studies the problem of mouse atlas registration with different combinations of three non-tomographic imaging modalities, including an optical camera, a surface scanner, and a planar X-ray projector. The objective is to design a computerized method that registers the mouse atlas to different combinations of these three modalities, as well as to evaluate the registration accuracy of the different combinations. Here, we simulated the imaging process of these nontomographic modalities, using 3D tomographic preclinical mouse data acquired with micro-CT scans, and we evaluated the registration accuracy based on these simulated images. With this study, we hope to provide reference information for designing different combinations of low-cost non-tomographic systems that can achieve registration with a mouse atlas.
Materials and Methods
Creation of Mouse Atlases and Subject Phantoms
The atlases and subjects used in this study were created from 28 contrast-enhanced mouse micro-CT images, which were selected from the preclinical imaging database of the Crump Institute for Molecular Imaging, UCLA [40] . The contrast agent was Fenestra™ LC (ART, Saint Laurent, QC, Canada). The images were acquired in vivo with healthy subjects of different strains, weights, postures, and sex. The three most frequently used strains (Nude, C57, and severe-combined immunodeficient) were included, with body weights ranging from 15 to 30 g. The imaging system was a MicroCAT II small animal CT (Siemens Preclinical Solutions, Knoxville, TN, USA), and the images were reconstructed using a modified Feldkamp algorithm with isotropic voxel size 0.20 mm and matrix size 256×256×496. The reason for using contrastenhanced CT images was to enable the definition of organ regions, so as to facilitate the evaluation of registration accuracy. Major mouse organs were segmented from the 28 images by human experts using computer-assisted segmentation tools which incorporated the methods of intensity thresholding, region growing, deformable simplex mesh [41] , and graph cuts [42, 43] . The segmented organs included skin, skeleton, heart, lungs, liver, spleen, kidneys, and bladder.
Five of the 28 images were chosen as mouse atlases, with the remaining 23 used as target subjects. The reason for selecting multiple atlases instead of using one of the publicly available mouse atlases [44, 45] was to reduce the influence of single atlas bias.
Simulation of the Three Non-tomographic Modalities
The acquisitions of optical photograph, X-ray projection, and surface scan were simulated based on the 23 subjects. Fig. 1a -c demonstrates the simulation mechanism and results for the three modalities. To represent the common field of view of the three modalities, a 3D global world coordinate system is defined (Fig. 1a) with the origin located at the geometric center of the subject image. The x-, y-, and z-axes are defined to point from left to right, tail to head, and anterior to posterior of the subject, respectively. Fig. 1d shows an option of combination of the three modalities, with X-ray and surface scan on top view and camera on side view. Many other combinations can be achieved with these non-tomographic imaging modalities (see "Different Combinations of the Three Non-tomographic Modalities" section). Realizing all the combinations by hardware is nontrivial, and we therefore validated them using a simulation approach. This way, we can also compare the different combinations using exactly the same test datasets.
The simulation of the optical camera is based on the pinhole projection model [46] (Fig. 1a) . The principal axis (the line connecting the detector center and the camera aperture) of the camera is defined to belong in the xoy-plane and pass through the origin o. The principle axis can be rotated along the y-axis by different view angles. θ denotes the view angle, θ=0°means top view and θ=90°means side view. The camera detector is 156 mm away from the origin o. For this work, the focal length is 3 mm and the detector size is 4.5×3.4 mm, with a 640×480-pixel matrix. For an arbitrary pixel p′ in the detector, a straight line is drawn connecting the center of the pixel and the geometric camera aperture s. If this line intersects with the subject surface, the pixel is assigned value 1; otherwise, it is assigned with value 0. The simulation produces a binary silhouette image of the mouse body, as shown at the bottom of Fig. 1a . This result is slightly different from a real-world photo which is a gray-scale or RGB-color picture of the mouse body. For a real-world photo, an additional segmentation step would be required to extract the body silhouette, as in [1] and [13] .
The simulation of the X-ray projection is shown in Fig. 1b . The X-ray point source and the pixelated detector are located at opposite sides of the mouse body. The principal axis (the line connecting the detector center and the point source) is defined to belong to the xoy-plane and pass through the origin o. The principle axis is allowed to rotate along the origin for projections by different view angles. The view angle θ is defined in the same way as for the optical camera. The distance from the point source to the origin is 156 mm, and the distance from the detector center to the origin is 52 mm. The size of the X-ray detector is 100×50 mm, with a pixel matrix size of 248×128. For an arbitrary pixel p′ in the detector, a straight line is drawn connecting the centers of the pixel and the point source s. If this line intersects with the subject surface at points a 1 and a 2 , the pixel p′ is assigned with value
where I is the pixel value, I 0 is the source energy, μ(s) is the linear tissue attenuation coefficient along the emitted X-ray, and R a 2 a 1 ds denotes the line integration along the emitted X-ray. The coefficient μ(s) can be obtained from the CT image that was used for simulating the subject. Since the CT images are contrast-enhanced, the voxel intensities will not exactly reflect the tissue attenuation coefficients in the non-contrast-enhanced mouse projection images that we anticipate. To eliminate the influence of contrast agent, the voxel intensities of contrast-enhanced organs (the liver and spleen which are already segmented) are scaled down to the level of brain intensity. The simulated X-ray projection image is shown at the bottom of Fig. 1b , with an inverse intensity map. The simulation of the surface scanner is shown in Fig. 1c . There are several types of surface scanners, such as laser scanner, structured light scanner, and swept plane scanner. All these are based on a similar imaging geometry as described in [18] . In this study, we simulate the laser scanner, but the same registration approach can also be applied to other type of scanners. The laser source is located at position (0, −60, 156)mm of the world coordinate system. The laser is emitted from the source and is scanned in a row-by-row manner. The row of scanning is parallel to the x-axis. If the laser line intersects with the body surface, the intersection point is recorded. The final range data are composed of all the intersection points of the scanning, as shown at the bottom of Fig. 1c . The resulting range data reveal the shape of the upper body surface, but the bottom surface is missing.
Different Combinations of the Three Non-tomographic Modalities
In practice, the three non-tomographic imaging modalities can be combined in different ways. One of the possible combinations is shown in Fig. 1d , whereas the X-ray system and camera system are located at orthogonal views (θ=0°and θ=90°, respectively). In this study, we simulated 11 combinations of the non-tomographic modalities, with the different modalities placed at different view angles. We use the term "modality θ" to describe the modality and view angle, where "X," "C," and "L" stand for X-ray, camera, and laser scan, respectively. For example, "C0" means top-view camera, and "X45" means X-ray projection from θ=45°. The 11 evaluated combinations are C0+C90, C0+X90, X0+C90, X0+X90, X45+X135, L Only (laser scan only), X0+L, X90+L, C90+L, X0+ X90+L, and X0+C90+L.
Atlas Registration Workflow
The overall method described here is designed to register the mouse atlas to different combinations of the three non-tomographic modalities. Fig. 2 demonstrates the workflow of this method. Three registration paths are designed for the three non-tomographic imaging modalities. The switch at the beginning of each path allows flexible combinations of the three modalities. Note that for demonstration purposes, Fig. 2 shows top-view X-ray projection and side-view camera photo. However, the X-ray projection and camera photo can be taken from other view angles as well.
Before registration, the atlas is initially positioned at the same location as the target subject, based on the assumption that the 3D Fig. 2 . Workflow of atlas registration with non-tomographic modalities. Three registration paths are designed for the three modalities. The switch at the beginning of each path enables the flexible combination of different modalities. Note that although this figure demonstrates top-view X-ray and side-view camera, in practice the X-ray and cameras can also be placed at other view angles. a The mouse atlas to be registered. b The mouse atlas deformed by 3D deformation. c The virtual X-ray projection of the deformed atlas. d The virtual optical photo silhouette of the deformed atlas. e The body surface of the deformed atlas. f The X-ray projection of the target subject. g The optical photo silhouette of the target subject. h The laser scan of the target subject. i The 2D registration result of the X-ray projection, where the resultant 2D deformation is displayed as a deformed 2D grid. j The 2D registration result of the optical photo silhouette. k The 3D registration result of the body surface, where the registered atlas surface is displayed along with the subject laser scan and the resulting 3D deformation is displayed as a deformed 3D grid.
position of the target subject is known from the hardware setup [26] . To accelerate registration, the organs of the atlas are converted into triangular surface meshes. The purpose of the registration is to deform the atlas in 3D space to match the X-ray projection, optical silhouette, and/or surface scan of the subject. The desired 3D deformation is estimated via an iterative process, with an initial guess of none, i.e., no deformation. In each iteration, the deformed atlas (Fig. 2 b) is virtually projected into the X-ray image (Fig. 2 c) , optical photo silhouette (Fig. 2 d) , and/or body surface mesh (Fig. 2 e) . These virtual projections are registered with their measured counterparts of the subject. Fig. 2 i, j shows the 2D registration results of the X-ray projection and optical silhouette; the resulting 2D deformations are displayed as deformed grids (red). Fig. 2 k shows the registered atlas surface (gray) with the laser scan of the subject (red); the resulting 3D deformation is displayed as a 3D grid (blue). The registration results of different modalities are combined to one 3D deformation, which is then applied to the atlas again. The iteration terminates when the deformed atlas shows small enough difference between two adjacent loop steps, i.e., D atlas G ε, where
represents the coordinate of the ith surface vertex of the atlas at iteration k and ε is set as 0.2 mm, which is the voxel size of subject image (see "Creation of Mouse Atlases and Subject Phantoms" section). The sub-sections below explain the details of the registration method for each modality, as well as the combination of the results from the different modalities into one 3D deformation.
2D Registration of Planar X-ray and Optical Photo
In each iteration, the corresponding optical silhouette and/or X-ray projection of the atlas is generated and registered with the measured optical silhouette and/or X-ray projection of the subject. The optical silhouette of the atlas is generated in the same way as in the simulation of the subject optical silhouette (as in "Simulation of the Three Non-tomographic Modalities" section). The configuration settings of the virtual camera for the atlas, including the relative positions of the aperture and the detector as well as the detector size and pixel resolution, are all the same as for the camera system of the subjects. The X-ray projection of the atlas is generated in a similar way as simulating the subject X-ray projection, the major difference being that the atlas X-ray projection is simulated based on a surface mesh rather than a CT volume. This is because surface-based projection is much faster than volume-based projection; thus, the registration can be accelerated via surface-based projection. The configuration settings of the virtual X-ray system for the atlas, including the relative positions of the source and the detector, and the detector size and pixel resolution, are all the same as those of the real X-ray system for the subjects. A set of virtual X-rays is emitted from the source in a raster scanning fashion toward the detector pixels. If the X-ray intersects with the triangular patches of the organ mesh, the intersection points are recorded. The virtual X-ray is then cut into several sections by the intersection points, with each section inside a particular tissue. The detector pixel that receives this X-ray is assigned with the value of
where I is the pixel value, I 0 is the source energy, i denotes the index of X-ray section, l is the length of the X-ray section, and μ is the tissue attenuation coefficient. Only the body surface, the bones, and the lungs are used for the projection. The X-ray sections inside the body surface, bones, and lungs are attenuated with μ of water, bone, and air, respectively. Other soft organs are not considered assuming they have attenuation coefficients similar to water [47] . Fig. 2 c shows the surface-based X-ray projection of the atlas, which roughly resembles the volume-based projection (Fig. 1b) . Both X-ray projection images and optical photos are registered using the same 2D registration method, i.e., B-spline registration based on mutual information [48] . This method is implemented using the elastix software, which incorporates a family of state-ofthe-art image registration methods [49] . The size of the B-spline control grid is 10×10 pixels. A multi-resolution registration scheme is used to accelerate the registration. Five levels of resolutions are used. The down-sampling ratios for the five resolutions are 16, 8, 4, 2, and 1. An adaptive stochastic gradient descent algorithm [50] is used for the optimization at each resolution.
Rigidity-Constrained Registration of the Body Surface
Atlas registration with the laser scan is an ill-posed problem due to the incompleteness of the scan data [29] . Since the laser does not penetrate the mouse body, the bottom surface of the subject is missing. To address this problem, we use the shape of the mouse bed to emulate the bottom surface of the subject, assuming that the lower mouse surface conforms well to the supporting bed. This is reasonable for in vivo imaging because the bottom of a living mouse is soft enough to conform to the bed shape. For this simulation study, the scan of the bed was obtained by using the simulated laser scan on the bed segmented from the CT image. For physical imaging systems with reliable reproducibility of bed placement [26] , the scan of the bed only needs to be performed once and will be consistent for different subjects. After the bed is scanned, the subject is scanned together with the bed. The overlapping points of the two scans are removed, leaving only the non-overlapping parts that enclose the body surface.
To register the atlas surface point set to the enclosed laser scan point set, the rigidity-constrained deformable registration method [51] is used. This method assigns different organs of the atlas with different rigidity values, so as to prevent implausible deformation of the organ shapes during the registration. Three-dimensional distance maps of the two point sets are computed as the input images of the registration method. The elastix software is used to perform the rigidity-constrained registration [49] . The spatial transformation model is B-spline deformation, and the final control grid size is 8×8×8 voxels. The image similarity metric is advanced mean squared difference, and the optimizer is adaptive stochastic gradient descent algorithm. A four-level multi-resolution strategy is used, and the down-sampling ratios for the four resolutions are 8, 4, 2, and 1.
Combining the Registration Results of Different Modalities
Since the atlas is registered separately to different modalities, the registration of each modality yields a separate spatial deformation. 2D registrations (X-ray projection or optical photo) yield 2D deformations ( Fig. 2 i,j) , while 3D registration (surface range data) yields a 3D deformation (Fig. 2 k) . The 2D deformations are backprojected into 3D space, so as to be combined in 3D. Fig. 3a , b demonstrates the back-projections of the 2D deformation from the top view and side view, respectively. Note that although Fig. 3 shows the X-ray projection for top view and optical photo for side view, the same principles also apply if the optical photo is taken from the top view and the X-ray is projected from the side view. Let p be an arbitrary vertex of the atlas mesh, p′ be the projection point of p onto the detector (either X-ray detector or camera detector), and s be the X-ray point source or camera aperture. The 2D deformation is characterized by a 2D coordinate system (m, n) which is set on the detector. The 
The back-projections through Eqs. 3 and 4 preserve the collinearity of the points in the line sp′ after the 3D deformation. By imposing this collinearity regulation, implausible 3D distortions of organ anatomy are avoided. However, this regulation may overconstrain the anatomical variations of inter-subject registration. This problem is addressed in the "Discussion and Conclusions" section.
In the case where the projections are taken from oblique angles (θ=45°), the principle of back-projection is similar to the case described above. The only difference is that the world coordinate system is rotated clockwise along the y-axis so that angle θ becomes the top view and θ+90°becomes the side view.
After the 2D deformations are back-projected onto 3D, the deformations of different modalities are combined together. In this study, the evaluated combinations are based on the following principles: (1) No more than three modalities are included in the combination; (2) if 2D modalities (X-ray imaging and optical camera) are included, there are no more than two 2D modalities; and (3) if two 2D modalities are included, they must be orthogonal to each other so that redundant projection is avoided. Based on these principles, we use a three-element binary vector b=[b T , b 
Validation of Registration Accuracy
For each of the 11 combinations, the 23 target subjects were imaged with the simulation method described in "Materials and Methods" section. As a result, 11×23=253 sets of images were generated. Each of the five atlases was registered with the 253 sets of images; therefore, 5×253=1,265 registration results were Fig. 3 . Back-projection of 2D deformations into 3D space. a Back-projection of top-view 2D deformation (in this case, an Xray projection). b Back-projection of side-view 2D deformation (in this case a camera projection). obtained. For each registration result, the registration accuracy of each organ was measured using the Dice coefficient
where R A and R S represent the organ region of the registered atlas and the expert segmentation, respectively (|⋅|denotes the number of voxels and ∩ means the overlapping between two regions). The Dice coefficient has the value range of [0, 1]. If two regions completely overlap with each other, the Dice coefficient is 1; if two regions have no overlap at all, the Dice coefficient is 0. To evaluate the registration accuracy of different combinations for different organs, the mean Dice coefficients and standard deviations were calculated based on the 5×23 =115 results of each combination.
Results
The statistics of the registration accuracy of different combinations and different organs are shown in Fig. 4 , where the 10 organs are displayed in four sub-plots. These results were calculated across five different atlases to reduce the possible bias of using any individual atlas. It can be seen that different organs have different levels of accuracy. The whole body (Dice≈0.9) and the brain (0.6≤Dice≤0.8) have the largest Dice coefficients. The bones (Dice≤0.4), the spleen (Dice≤0.35), and the bladder (Dice≤0.15) have the lowest level of Dice coefficients. Large internal soft organs like the lungs, heart, and liver have the same level of Dice coefficient (0.4≤Dice≤0.6), and the right kidney (0.3≤ Dice≤0.6) is always more accurate than the left kidney (0.3≤Dice≤0.5). Fig. 4 also reveals the differences between the different modality combinations. Generally, the combinations with X-ray projections have larger Dice coefficients of bones, lungs, and heart than those without X-ray projections because the bones and lungs have good X-ray contrast and the heart is highly correlated with the lungs. Moreover, the addition of laser scan increased the Dice coefficients of the kidneys and the spleen, since the positions of the kidneys and spleen correlate well with the surface geometry. The accuracy differences between different organs and different combinations will be addressed in the "Discussion and Conclusions" section.
To give an intuitive demonstration of the registration results, some representative images of the registration results are shown in Fig. 5 . To avoid being lost in too much data, we only demonstrate the results of four combinations, i.e., "C0+ C90," "C90+L," "X0+C90," and "X0+C90+L." "C0+C90" and "C90+L" are the two least expensive combinations regarding hardware implementation, while "X0+C90" and "X0+C90+L" are two combinations with best compromise between the accuracies of high X-ray contrast structures (skin, skeleton, and lungs) and low X-ray contrast structures (heart, liver, spleen, kidneys, and bladder), according to the results in Fig. 4 . For each combination, both good and imperfect results are demonstrated. The good examples are selected from the cases where the atlases match well with the subjects, while the imperfect examples are selected from the cases where the atlases match poorly with the subjects. For the imperfect examples, the same subject is shown for the four combinations, so as to reveal the differences between the combinations. In Fig. 5 , each row shows one combination; the left column shows the good cases, and the right column shows the imperfect cases. The white contours indicate the registered atlases, and the colored regions indicate the expert segmentation.
The registration workflow was programmed with IDL 7.1 (ITT Visual Information Solutions, Boulder, CO, USA). The elastix toolbox was called online by the IDL program. The registration was executed on a PC with a 3.05-GHz CPU and 5.99-GB RAM. The time requirements were ≈20 s for the registration of each 2D image (camera photo or X-ray projection) and ≈2 min for the registration of each laser scan. The entire workflow generally took 4∼6 iterations, leading to less than 5 min for the combinations without surface scanning and less than 20 min for combinations with surface scanning.
Discussion and Conclusions
Accuracy of Different Organs
Based on Fig. 4 , whole body has the largest Dice coefficient and the smallest standard deviation. This is because the whole body is the most obvious region in the acquired images. The brain also has high accuracy because its shape and position is highly correlated to the head outline which is clear in both optical photos and X-ray projections. The bones have low accuracy because they have long and curved shapes which are difficult to match precisely. The lungs, heart, and liver have the same level of Dice coefficient because they are in the same anatomical region, i.e., the thoracic and upper abdominal region. Compared to other soft organs, the lungs, heart, and liver are relatively larger in size and more stable in position. Therefore, they are more accurately registered than other soft organs. It is also interesting to find that the right kidney is always more accurate than the left kidney because the position of the right kidney is affected by the liver (which is large and stable), while the position of the left kidney is affected by the stomach (which varies in size according to food contents). The spleen and the bladder have the smallest Dice coefficients and the largest standard deviations. It is noticeable that the standard deviation of the bladder is even larger than its mean value (see Fig. 4 ), meaning that the accuracy distribution of the bladder is highly scattered and skewed. This is because the bladder anatomy is strongly affected by urine production which is almost a random process. The spleen is inaccurate because it has long and thin shape and its position is affected by the surrounding big organs, such as the highly variable stomach.
Even a slight mismatch of the spleen position or direction will cause significant decrease of the Dice coefficient.
Influence of the Combination of Non-tomographic Modalities
As Fig. 4 reveals, it is obvious that adding the X-ray projection improves the accuracy of bones, lungs, and heart and adding the laser scanner improves the accuracy of the spleen and the kidneys. There are also some more detailed findings from Fig. 4 which are discussed below.
"C0+C90," "L Only," and "C90+L" are the three alloptical combinations. Comparing "L Only" with "C0+C90," it seems that "L Only" is less accurate than "C0+C90" in terms of most soft organs, although "L Only" contains richer stereo information than "C0+C90." This is because "L Only" overemphasizes surface alignment, thereby sacrificing the accuracy of internal organs
Comparing the eight combinations that contain X-rays, significant differences can also be found among them. For example, "C0+X90" and "X0+C90" are both composed of one X-ray projector and one optical camera. However, "X0+ C90" is much more accurate than "C0+X90." This is because (1) the top-view X-ray can indicate the transverse curvature of the spine, while the top-view camera cannot; although the side-view X-ray can reveal lateral curvature of the spine, this lateral curvature can also be reflected from the side-view optical silhouette; therefore, "X0+C90" is better at estimating 3D spine curvature than "C0+X90." (2) The top-view X-ray gives a better view of the positions and shapes of the lungs and the heart because these organs have greater anatomical variations in the transverse direction than in the lateral direction. (3) The positions of some abdominal organs (e.g., the liver, the kidneys, and the spleen) are correlated with the lungs and the spine; therefore, "X0+ C90" also give better predictions of these abdominal organs.
Comparing "X0+C90" with "X0+X90," "X0+X90" seems slightly more accurate for the bones, lungs, and heart because "X0+ X90" contains more X-ray information. However, "X0+X90" is less accurate for the low X-ray contrast organs (mainly abdominal organs) because it overemphasizes the alignment of the high X-ray contrast organs, thus sacrificing low X-ray contrast organ registration accuracy.
"X0+X90" and "X45+X135" are both all-X-ray modalities. Although both of them are composed of orthogonal projections, "X45+X135" has much lower Dice coefficients than "X0+X90." This result confirms the advantages of topview and side-view over oblique views.
Comparing the combinations with and without laser scan, it can be found that adding the laser scan only slightly increases the Dice coefficient of the whole body. This is because the Dice coefficient is mainly affected by global overlapping volume, and it is not sensitive to the improvements of local skin alignment. Observing from Fig. 5 (right  column) , it is clear that the laser scan improves the accuracy of local skin alignment, although this is not apparently reflected by the Dice coefficient. Fig. 5 demonstrates both good (left column) and imperfect (right column) examples of the registration results, based on four combinations: "C0+C90," "X0+C90," "C90+L," and "X0+C90+L." The good examples are selected from the subjects that are similar to the atlas in body size, shape, and internal organ distributions. It is worth noticing that even for these good examples, a perfect match of the bladder is not guaranteed. The imperfect examples reveal essential differences between the four combinations. "C0+C90" has poor internal organ alignments because the optical photos contain no internal anatomy. "X0+C90" has much better accuracy of internal organs (especially for skeleton and lungs), thanks to the use of X-rays. Since "C0+C90" and "X0+C90" only rely on 2D modalities, they both have imperfect matches for the skin. By using the laser scanner, "C90+L" and "X0+C90+L" achieve much better alignment of the skin. This is important to those applications which require good skin registration, such as optical tomographic reconstruction. Comparing "C90+L" with "X0+C90+L," "X0+C90+L" seems to have better accuracy of the internal organs, due to the use of X-rays.
Comparison with Previous Studies
As introduced in the first section, a number of previous studies on mouse atlas registration with non-tomographic modalities have been reported. A major difference between this study and previous work is the scope of the concerned modalities. This study includes 11 different combinations of three non-tomographic modalities, while the previous studies mainly included one optical modality, i.e., optical camera [1, 16] or surface scanner [29, 30] . Although this study also includes the same combinations of the previous studies ("C0+C90" and "L Only"), it is hard to provide a direct comparison in terms of registration accuracy because the previous studies were only based on a few (one or two) test subjects. Nevertheless, both this and previous studies reveal a number of similar evaluation results, i.e., the whole body and the brain tend to have larger Dice coefficients than the internal organs and the skeleton, the spleen, and the bladder tend to have the lowest Dice coefficients.
Besides registration with non-tomographic modalities, there is also previous work on registration with fully tomographic imaging modalities like micro-CT [24, 52] and micro-MR [16] . Comparing our accuracy with these methodologies as reported in the literature, we find that our Dice coefficients (including all the 11 combinations) are generally lower than those from fully tomographic registrations. In other words, the strategy of non-tomographic registration trades methodology and implementation cost for registration accuracy. It is important therefore that researchers desiring to use non-tomographic systems should have an estimate of the desired level of registration accuracy. Nevertheless, the advantage of a non-tomographic system over a fully tomographic system is that the non-tomographic system is easier to be combined with molecular imaging systems (e.g., PET, SPECT, and optical tomography) and has lower cost. Normally, if one researcher wants to co-register a fully tomographic modality with a molecular imaging modality, he should either physically combine the two systems or rely on the transfer of a specially designed chamber that moves from one system to the other. The limitations of these two solutions are that the first one suffers from the complexity of the fully tomographic system and the second one has the inherent risk of animal movements. Considering these limitations, incorporating a simpler non-tomographic system with the molecular imaging modalities can be a reasonable choice.
An advantage of this study is the design of the registration method. This method enables atlas registration with flexible combinations of the non-tomographic modalities. The algorithm is implemented based on the publicly accessible registration toolbox "elastix." The computational cost is reasonable for standard PC, and it is fully automatic. All these features make this method easy to be implemented and used by other researchers. Compared with most exiting 2D/3D registration methods [31] [32] [33] [34] , which jointly register the atlas with 2D projections via direct 3D deformation, this method separately registers the atlas with each 2D projection and back-projects the 2D deformations into 3D under a collinearity constraint. The rationale for not using joint registration is that direct 3D deformation has many more degrees of freedom than 2D deformations. Therefore, 3D shape constraints (such as statistical shape model) are needed to regularize the 3D deformation. However, to build a statistical shape model of the whole-body mouse anatomy is challenging due to the involvement of multiple training subjects and multiple organs. With the collinearity constraint, we investigate a simpler way to regularize the atlas deformation. Based on the test results, this constraint works robustly with the 11 imaging combinations. Nevertheless, for future improvement of the registration method, we still need to consider using more sophisticated shape constraints, since the collinearity constraint tends to over-constrain intersubject deformation and limits the registration accuracy. A statistical model of whole-body mouse anatomy is currently under development by our group. Hopefully such a model can be used as a 3D shape constraint for joint registration.
Future Directions
In the future, we are planning to construct a low-cost hardware system based on the results of this study. Turning from simulation to hardware, one important aspect that should be addressed is the calibration of the imaging devices [18] because this registration method requires the configuration of the imaging devices to virtually project the atlas into X-ray projections and optical silhouettes. Another future direction is to make a mouse atlas that can fit different types of subject populations. Currently, we are developing a statistical mouse atlas including different ages, strains, sexes, and postures, with the hope that this atlas can be adaptive to different subject populations.
