Uniqueness and value-sharing of entire functions  by Zhang, Xiao-Yu & Lin, Wei-Chuan
J. Math. Anal. Appl. 343 (2008) 938–950
www.elsevier.com/locate/jmaa
Uniqueness and value-sharing of entire functions ✩
Xiao-Yu Zhang, Wei-Chuan Lin ∗
Department of Mathematics, Fujian Normal University, Fuzhou 350007, Fujian Province, PR China
Received 11 November 2007
Available online 20 February 2008
Submitted by S. Ruscheweyh
Abstract
In this paper, we study the uniqueness problems on entire functions sharing one value with the same multiplicities. We generalize
and unify some previous results of Fang and Hua [M.L. Fang, X.H. Hua, Entire functions that share one value, J. Nanjing Univ.
Math. Biquarterly 13 (1) (1996) 44–48], Yang and Hua [C.C. Yang, X.H. Hua, Uniqueness and value-sharing of meromorphic
functions, Ann. Acad. Sci. Fenn. Math. 22 (2) (1997) 395–406] and Fang [M.L. Fang, Uniqueness and value-sharing of entire
functions, Comput. Math. Appl. 44 (2002) 828–831].
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1. Introduction and main results
In the paper, we assume all the functions are nonconstant meromorphic functions in the complex plane C. We shall
use the following standard notations of value distribution theory:
T (r, f ),m(r, f ),N(r, f ),N(r, f ), S(r, f ), . . . .
We denote by S(r, f ) any function satisfying
S(r, f ) = o{T (r, f )},
as r → +∞, possibly outside of a set with finite Lebesgue measure in R.
Let a be a finite complex number, and k be a positive integer. We denote by Nk)(r,1/(f −a)) the counting function
for the zeros of f (z)−a with multiplicity k, and by Nk)(r,1/(f −a)) the corresponding one for which multiplicity
is not counted. Let N(k(r,1/(f − a)) be the counting function for the zeros of f (z) − a with multiplicity  k, and
N(k(r,1/(f −a)) be the corresponding one for which multiplicity is not counted. Moreover, we set Nk(r,1/(f −a)) =
N(r,1/(f − a)) + N(2(r,1/(f − a)) + · · · + N(k(r,1/(f − a)). In the same way, we can define Nk(r, f ).
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share the value a CM.
For the sake of simplicity, we also use the notations Cjk =
(
k
j
)
and m∗ := χμm, where
χμ =
{0, μ = 0,
1, μ = 0.
Nevanlinna’s five-value theorem states that any five distinct values are enough to identify arbitrary two nonconstant
meromorphic functions which share all those values. Further in general, this number ‘five’ cannot be replaced by any
smaller number, if multiplicities are not taken into account at all. Recently, corresponding to one famous question of
Hayman [4], Fang and Hua [3], Yang and Hua [7] obtained the following unicity theorem.
Theorem A. Let f (z) and g(z) be two nonconstant entire functions, n  6 be a positive integer. If f n(z)f ′(z) and
gn(z)g′(z) share 1 CM, then either f (z) = c1ecz, g(z) = c2e−cz, where c1, c2, and c are three constants satisfying
(c1c2)n+1c2 = −1, or f (z) ≡ tg(z) for a constant t such that tn+1 = 1.
Recently, notice that f n(z)f ′(z) = 1
n+1 (f (z)
n+1)′, Fang [2] considered kth derivative instead of 1th derivative,
and proved the following theorems.
Theorem B. Let f (z) and g(z) be two nonconstant entire functions and let n, k be two positive integers with
n > 2k + 4. If [f n(z)](k) and [gn(z)](k) share 1 CM, then either f (z) = c1ecz, g(z) = c2e−cz, where c1, c2, and c
are three constants satisfying (−1)k(c1c2)n(nc)2k = 1, or f (z) ≡ tg(z) for a constant t such that tn = 1.
Theorem C. Let f (z) and g(z) be two nonconstant entire functions, and let n, k be two positive integers with
n 2k + 8. If [f n(z)(f (z) − 1)](k) and [gn(z)(g(z) − 1)](k) share 1 CM, then f (z) ≡ g(z).
Naturally, we ask if Theorems B and C hold for some general differential polynomials such as [f n(f m − 1)](k) or
[f n(f − 1)m](k). In this paper, we prove the following theorems.
Theorem 1. Let f (z) and g(z) be two nonconstant entire functions, and let n, m and k be three positive integers with
n > 2k+m∗ +4, and λ, μ be constants such that |λ|+ |μ| = 0. If [f n(z)(μf m(z)+λ)](k) and [gn(z)(μgm(z)+λ)](k)
share 1 CM, then
(i) when λμ = 0, f (z) ≡ g(z);
(ii) when λμ = 0, either f (z) ≡ tg(z), where t is a constant satisfying tn+m∗ = 1, or f (z) = c1ecz, g(z) = c2e−cz,
where c1, c2, and c are three constants satisfying
(−1)kλ2(c1c2)n+m∗
[(
n + m∗)c]2k = 1 or (−1)kμ2(c1c2)n+m∗[(n + m∗)c]2k = 1.
Remark 1. Let μ = 0 and λ = 1. Then by Theorem 1 we get Theorems A and B.
Moreover, from Theorem 1, we can also deduce the following corollary, which is an improvement and complement
of Theorem C.
Corollary 1. Suppose that the condition “n 2k+8” is replaced by “n > 2k+5” in Theorem C, then the conclusion
remains valid.
Theorem 2. Let f (z) and g(z) be two nonconstant entire functions, and let n, m and k be three positive integers with
n > 2k +m+ 4. If [f n(z)(f (z)− 1)m](k) and [gn(z)(g(z)− 1)m](k) share 1 CM, then either f (z) ≡ g(z), or f and g
satisfy the algebraic equation R(f,g) ≡ 0, where R(w1,w2) = wn1 (w1 − 1)m − wn2 (w2 − 1)m.
Remark 2. Let m = 1, Theorem C is a special case of Theorem 2. In fact, suppose that f ≡ g and f n(f − 1) =
gn(g − 1), then we have g = hn−1
hn+1−1 , where h = f/g. Thus, we deduce by Picard’s theorem that h is a constant since
g is an entire function. Hence, g is constant, a contradiction. Therefore, f ≡ g.
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For the proof of our results, we first discuss the following main propositions.
Proposition 1. Let f (z) be a transcendental entire function, and let n, k, m be three positive integers with n k + 2,
and λ, μ are complex numbers such that |λ|+|μ| = 0. Then [f n(z)(μf m(z)+λ)](k) = 1 has infinitely many solutions.
Proposition 2. Let f (z) be a transcendental entire function, and let n, k and m be three nonnegative integers with
n k + 2 3. Then [f n(z)(f (z) − 1)m](k) = 1 has infinitely many solutions.
In order to prove the above proposition, we require the following results.
Lemma 1. (See [6].) Let f (z) be a nonconstant meromorphic function, and let an(z) (≡ 0), an−1(z), . . . , a0(z) be
meromorphic functions such that T (r, ai) = S(r, f ), i = 0,1,2, . . . , n. Then
T
(
r, anf
n + an−1f n−1 + · · · + a1f + a0
)= nT (r, f ) + S(r, f ).
Lemma 2. (See [5,8].) Let f (z) be a transcendental entire function, let k be a positive integer, and let c be a nonzero
finite complex number. Then
T (r, f )N
(
r,
1
f
)
+ N
(
r,
1
f (k) − c
)
− N
(
r,
1
f (k+1)
)
+ S(r, f )
Nk+1
(
r,
1
f
)
+ N
(
r,
1
f (k) − c
)
− N0
(
r,
1
f (k+1)
)
+ S(r, f ),
where N0(r,1/f (k+1)) is the counting function which only counts those points such that f (k+1) = 0 but
f (f (k) − c) = 0.
Proof of Proposition 1. By Lemmas 1 and 2, we have
(
n + m∗)T (r, f ) = T (r, f n(μfm + λ))+ S(r, f )
Nk+1
(
r,
1
f n(μfm + λ)
)
+ N
(
r,
1
[f n(μfm + λ)](k) − 1
)
+ S(r, f )
Nk+1
(
r,
1
f n
)
+ Nk+1
(
r,
1
μfm + λ
)
+ N
(
r,
1
[f n(μfm + λ)](k) − 1
)
+ S(r, f )

(
k + 1 + m∗)T (r, f ) + N
(
r,
1
[f n(μfm + λ)](k) − 1
)
+ S(r, f ).
Thus, we get
(n − k − 1)T (r, f )N
(
r,
1
[f n(μfm + λ)](k) − 1
)
+ S(r, f ). (2.1)
Hence, we deduce by (2.1) and n k + 2 that [f n(z)(μf m(z) + λ)](k) = 1 has infinitely many solutions.
This completes the proof of Proposition 1. 
Proof of Proposition 2. Proceeding as in the proof of Proposition 1, we can easily obtain the conclusion of Proposi-
tion 2. 
Next, for the proof of our theorems, we still need the following lemmas.
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functions such that T (r, ai) = S(r, f ), i = 1,2 and a1 ≡ a2. Then
T (r, f )N(r,f ) + N
(
r,
1
f − a1
)
+ N
(
r,
1
f − a2
)
+ S(r, f ).
Lemma 4. (See [9].) Let f (z) be a nonconstant meromorphic function, and let k be a positive integer. Suppose that
f (k) ≡ 0, then
N
(
r,
1
f (k)
)
N
(
r,
1
f
)
+ kN(r, f ) + S(r, f ).
Lemma 5. Let f (z) and g(z) be two nonconstant entire functions, and let n, m and k be three positive integers with
n > k + 2, and λ, μ are constants such that |λ| + |μ| = 0. Set
F = [f n(μfm + λ)](k), G = [gn(μgm + λ)](k), (2.2)
H =
[
F ′′
F ′
− 2 F
′
F − 1
]
−
[
G′′
G′
− 2 G
′
G − 1
]
. (2.3)
If F and G share 1 CM, and H ≡ 0, then
m
(
r,
1
F
)
N
(
r,
1
G
)
− (n − k − 2)N
(
r,
1
f
)
− (n − k − 2)N
(
r,
1
g
)
+ S(r, f ) + S(r, g),
the same inequality holds for m(r, 1
G
).
Proof. Since F and G share 1 CM, a simple computation on local expansions shows that H(z0) = 0 if z0 is a simple
zero of F − 1 and G − 1.
By H ≡ 0, we have
N1)
(
r,
1
F − 1
)
= N1)
(
r,
1
G − 1
)
N
(
r,
1
H
)
 T (r,H) + O(1)N(r,H) + S(r, f ) + S(r, g). (2.4)
Since F and G share 1 CM, any root of F(z) = 1 cannot be a pole of H(z). We denote by N0(r,1/F ′) the counting
function of those zeros of F ′ but not that of F(F − 1). From (2.3), (2.4), and the fact that f (z) and g(z) are two
nonconstant entire functions, we deduce that
N1)
(
r,
1
F − 1
)
N(2
(
r,
1
F
)
+ N(2
(
r,
1
G
)
+ N0
(
r,
1
F ′
)
+ N0
(
r,
1
G′
)
+ S(r, f ) + S(r, g). (2.5)
On the other hand, by the Second Fundamental Theorem and Lemma 4, we have
T (r,F )N(r,F ) + N
(
r,
1
F
)
+ N
(
r,
1
F − 1
)
− N0
(
r,
1
F ′
)
+ S(r, f ),
N
(
r,
1
G′
)
N
(
r,
1
G
)
+ S(r, g). (2.6)
From the definition of N0(r,1/G′), we get
N0
(
r,
1
G′
)
+ N(2
(
r,
1
G − 1
)
+ N(2
(
r,
1
G
)
− N(2
(
r,
1
G
)
N
(
r,
1
G′
)
.
The above two inequalities yield
N0
(
r,
1
G′
)
+ N(2
(
r,
1
G − 1
)
N
(
r,
1
G
)
+ S(r, g). (2.7)
Since F and G share 1 CM, we have
N
(
r,
1
)
= N1)
(
r,
1
)
+ N(2
(
r,
1
)
. (2.8)F − 1 F − 1 G − 1
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T (r,F )N
(
r,
1
F
)
+ N
(
r,
1
G
)
+ N(2
(
r,
1
F
)
+ N(2
(
r,
1
G
)
+ S(r, f ) + S(r, g). (2.9)
Note that T (r, 1
F
) = T (r,F ) + S(r, f ), we have from (2.9) that
T
(
r,
1
F
)
N
(
r,
1
F
)
−
[
N(3
(
r,
1
F
)
− 2N(3
(
r,
1
F
)]
+ N
(
r,
1
G
)
−
[
N(3
(
r,
1
G
)
− 2N(3
(
r,
1
G
)]
+ S(r, f ) + S(r, g). (2.10)
We see that if z0 is a zero of f with multiplicity l, l  1, then z0 is a zero of [f n(z)(μf m + λ)](k) with multiplicity
at least 3 since nl − k > (k + 2)l − k = (l − 1)k + 2l  2, such that we get
N(3
(
r,
1
F
)
− 2N(3
(
r,
1
F
)
 (n − k − 2)N
(
r,
1
f
)
. (2.11)
Similarly, we have
N(3
(
r,
1
G
)
− 2N(3
(
r,
1
G
)
 (n − k − 2)N
(
r,
1
g
)
. (2.12)
Note that
m
(
r,
1
F
)
= T
(
r,
1
F
)
− N
(
r,
1
F
)
. (2.13)
By (2.9)–(2.13), we have
m
(
r,
1
F
)
N
(
r,
1
G
)
− (n − k − 2)N
(
r,
1
f
)
− (n − k − 2)N
(
r,
1
g
)
+ S(r, f ) + S(r, g).
This completes the proof of Lemma 5. 
Remark 3. Suppose that the condition “F = [f n(μfm + λ)](k), G = [gn(μgm + λ)](k),” is replaced by
“F = [f n(f − 1)m](k), G = [gn(g − 1)m](k)” in Lemma 5, then the conclusion remains valid.
Lemma 6. (See [1].) Let f (z) be a nonconstant entire function, and let k  2 be a positive integer. If f (z)f (k)(z) = 0,
then f (z) = eaz+b , where a = 0, b are constants.
3. Proof of Theorem 1
Let
F = [f n(μfm + λ)](k), G = [gn(μgm + λ)](k), (3.1)
and
F ∗ = f n(μfm + λ), G∗ = gn(μgm + λ). (3.2)
Thus we obtain that F and G share 1 CM. Moreover, by Lemma 1, we have
T
(
r,F ∗
)= (n + m∗)T (r, f ) + S(r, f ), (3.3)
T
(
r,G∗
)= (n + m∗)T (r, g) + S(r, g). (3.4)
Since (F ∗)(k) = F , we deduce
m
(
r,
1
∗
)
m
(
r,
1
)
+ S(r, f ). (3.5)
F F
X.-Y. Zhang, W.-C. Lin / J. Math. Anal. Appl. 343 (2008) 938–950 943Note that
m
(
r,
1
F ∗
)
= T (r,F ∗)− N
(
r,
1
F ∗
)
+ S(r, f ). (3.6)
Let H be defined as in Lemma 5. Suppose that H ≡ 0, by Lemma 5, we have
m
(
r,
1
F
)
N
(
r,
1
G
)
− (n − k − 2)N
(
r,
1
f
)
− (n − k − 2)N
(
r,
1
g
)
+ S(r, f ) + S(r, g). (3.7)
Lemma 4 implies that
N
(
r,
1
G
)
N
(
r,
1
G∗
)
+ S(r, g).
From (3.3), (3.5)–(3.7), it follows that
(
n + m∗)T (r, f )
N
(
r,
1
F ∗
)
− (n − k − 2)N
(
r,
1
f
)
+ N
(
r,
1
G∗
)
− (n − k − 2)N
(
r,
1
g
)
+ S(r, f ) + S(r, g)
 nN
(
r,
1
f
)
+ N
(
r,
1
μfm + λ
)
− (n − k − 2)N
(
r,
1
f
)
+ nN
(
r,
1
g
)
+ N
(
r,
1
μgm + λ
)
− (n − k − 2)N
(
r,
1
g
)
+ S(r, f ) + S(r, g)
N
(
r,
1
μfm + λ
)
+ (k + 2)N
(
r,
1
f
)
+ N
(
r,
1
μgm + λ
)
+ (k + 2)N
(
r,
1
g
)
+ S(r, f ) + S(r, g). (3.8)
In the same manner as above, we have
(
n + m∗)T (r, g)N
(
r,
1
μgm + λ
)
+ (k + 2)N
(
r,
1
f
)
+ N
(
r,
1
μfm + λ
)
+ (k + 2)N
(
r,
1
g
)
+ S(r, f ) + S(r, g). (3.9)
By (3.8) and (3.9), we obtain that n 2k + m∗ + 4, which contradicts with n > 2k + m∗ + 4. Therefore, H ≡ 0.
That is
F ′′
F ′
− 2 F
′
F − 1 =
G′′
G′
− 2 G
′
G − 1 .
Integrating this gives
1
F − 1 =
BG + A − B
G − 1 , (3.10)
where A = 0, B are two constants.
Next we consider the following three cases.
Case 1. B = 0 and A = B . Then from (3.10) we have
1
F − 1 =
BG
G − 1 . (3.11)
If B = −1, then it follows from (3.11) that FG = 1, that is,
[
f n
(
μfm + λ)](k)[gn(μgm + λ)](k) ≡ 1, (3.12)
then by f (z) and g(z) are two nonconstant entire functions and n > 2k + m∗ + 4, we deduce by (3.12) that
f (z) = 0, g(z) = 0. (3.13)
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(I) λμ = 0.
By |λ| + |μ| = 0, when λ = 0, μ = 0, (3.12) becomes
[
f n
(
μfm
)](k)[
gn
(
μgm
)](k) ≡ 1. (3.14)
Since f (z) and g(z) are two nonconstant entire functions, we see by (3.14) that
[
μf n+m
](k) = 0, [μgn+m](k) = 0. (3.15)
If k  2, then by Lemma 6, (3.13)–(3.15), we obtain the desired result, that is f (z) = c1ecz, g(z) = c2e−cz, where
c1, c2, and c are three constants satisfying (−1)kμ2(c1c2)n+m[(n + m)c]2k = 1.
If k = 1, then from (3.13) there exist two entire functions α(z) and β(z) such that f (z) = eα(z), g(z) = eβ(z). From
this and (3.14), we have
(n + m)2μ2α′β ′e(n+m)(α+β) ≡ 1. (3.16)
Thus α′ and β ′ have no zeros and we may set
α′ = eδ(z), β ′ = eγ (z), (3.17)
where δ and γ are entire functions. By (3.16) and (3.17), we get
(n + m)2μ2e(n+m)(α+β)+δ+γ ≡ 1.
Differentiating this yields in view of (3.17)
(n + m)(eδ + eγ )+ δ′ + γ ′ ≡ 0, (3.18)
i.e.,
(n + m)eδ + δ′ ≡ −((n + m)eγ + γ ′).
Since δ and γ are entire, we get
T (r, δ′) = m(r, δ′) = m
(
r,
(eδ)′
eδ
)
= S(r, eδ),
T (r, γ ′) = m(r, γ ′) = m
(
r,
(eγ )′
eγ
)
= S(r, eγ ).
Thus, from this we have
T
(
r, eδ
)= T (r, eγ )+ S(r, eδ)+ S(r, eγ ),
which implies
S
(
r, eδ
)= S(r, eγ ) := S(r).
Let ω ≡ −(δ′ + γ ′). Then T (r,ω) = S(r). If ω ≡ 0, then we rewrite (3.18) as
eδ
ω
+ e
γ
ω
≡ 1
n + m.
From this and the second fundamental theorem, we obtain
T
(
r, eδ
)
 T
(
r,
eγ
ω
)
+ S(r)
N
(
r,
eγ
ω
)
+ N
(
r,
1
eγ /ω
)
+ N
(
r,
1
eγ /ω − 1/(n + m)
)
+ S(r)
 S(r),
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ω ≡ −(δ′ +γ ′) ≡ 0. It follows from this and (3.18) that eδ + eγ ≡ 0, which deduces that δ = γ + (2ρ +1)πi for some
integer ρ. Thus by (3.18) we have δ′ ≡ γ ′ ≡ 0, so that δ and γ are constants, i.e., α′ and β ′ are constants. From this
we can also obtain the above result.
In the same manner as above, when λ = 0, μ = 0, we can also get the result which is f (z) = c1ecz, g(z) = c2e−cz,
where c1, c2, and c are three constants satisfying (−1)kλ2(c1c2)n(nc)2k = 1. Therefore, the case (ii) of Theorem 1
holds.
(II) λμ = 0.
Let
f (z) = eα(z), (3.19)
where α(z) is a nonconstant entire function.
Thus, by induction we get
[
μfm+n(z)
](k) = q1(α′, α′′, . . . , α(k))e(m+n)α(z), (3.20)[
λf n(z)
](k) = q2(α′, α′′, . . . , α(k))enα(z), (3.21)
where qi(α′, α′′, . . . , α(k)) (i = 1,2) are differential polynomials.
Obviously,
q1
(
α′, α′′, . . . , α(k)
) ≡ 0, q2(α′, α′′, . . . , α(k)) ≡ 0.
Considering g is an entire function, we get from (3.12) that [f n(μfm + λ)](k) = 0.
Thus, by (3.20), (3.21), μ = 0 and λ = 0, we have
q1
(
α′, α′′, . . . , α(k)
)
emα(z) + q2
(
α′, α′′, . . . , α(k)
) = 0. (3.22)
Since α(z) is an entire function, we have
T (r,α′) = m(r,α′) = m
(
r,
(eα)′
eα
)
= m
(
r,
f ′
f
)
= S(r, f ).
Thus we get
T
(
r,α(j)
)
 T (r,α′) + S(r, f ) = S(r, f ),
for j = 1,2, . . . , k. Hence, we deduce that
T (r, q1) = S(r, f ), T (r, q2) = S(r, f ). (3.23)
Note that f = eα . Thus, by (3.22), (3.23), Lemmas 1 and 3, we get
T (r, f ) T
(
r, q1e
mα
)+ S(r, f )
N
(
r,
1
q1emα
)
+ N
(
r,
1
q1emα + q2
)
+ S(r, f )
 T
(
r,
1
q1
)
+ S(r, f ) = S(r, f ),
which is a contradiction.
If B = −1, then it follows from (3.11) and the fact that f and g are entire functions that
F −
(
1 + 1
)
= − 1 = 0.
B BG
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(
n + m∗)T (r, f ) = T (r, f n(μfm + λ))+ O(1)Nk+1
(
r,
1
f n(μfm + λ)
)
+ S(r, f )
 (k + 1)N
(
r,
1
f
)
+ Nk+1
(
r,
1
μfm + λ
)
+ S(r, f )

(
k + m∗ + 1)T (r, f ) + S(r, f ),
which is a contradiction because n > 2k + m∗ + 4.
Case 2. B = 0 and A = B . Then from (3.10) and |λ| + |μ| = 0, we obtain
(
gn
(
μgm + λ))(k) + A − B
B
= 0.
It follows by Lemma 2 that
(
n + m∗)T (r, g) = T (r, gn(μgm + λ))+ O(1)Nk+1
(
r,
1
gn(μgm + λ)
)
+ S(r, g).
Next, by using the argument as in Case 1, we get a contradiction.
Case 3. B = 0 and A = 0. Then from (3.10) we have
[
f n
(
μfm + λ)](k) = 1
A
[
gn
(
μgm + λ)](k) + 1 − 1
A
, (3.24)
so that
f n(z)
(
μfm(z) + λ)= 1
A
gn(z)
(
μgm(z) + λ)+ p(z), (3.25)
where p(z) is a polynomial of degree at most k.
Now we claim that p(z) ≡ 0.
By the assumptions and Proposition 1, we know that either both f and g are transcendental entire functions or both
f and g are polynomials.
First, we consider the case when f and g are transcendental entire functions.
If p(z) ≡ 0, then by Lemma 3 and (3.25) we have
(
n + m∗)T (r, f ) = T (r, f n(μfm + λ))+ O(1)
N
(
r,
1
f n(μfm + λ)
)
+ N
(
r,
1
gn(μgm + λ)
)
+ S(r, f )
N
(
r,
1
f
)
+ N
(
r,
1
g
)
+ N
(
r,
1
μfm + λ
)
+ N
(
r,
1
μgm + λ
)
+ S(r, f )

(
m∗ + 1){T (r, f ) + T (r, g)}+ S(r, f ). (3.26)
On the other hand, from (3.25) and Lemma 1 we see that
T (r, f ) = T (r, g) + S(r, f ).
Substituting this into (3.26) we deduce that
(
n + m∗)T (r, f ) 2(m∗ + 1)T (r, f ) + S(r, f ),
which is a contradiction with n > 2k + m∗ + 4. This implies p(z) ≡ 0 and so the claim is proved.
Now we consider the case when f and g are polynomials. Differentiating (3.24), we get
μ
(
f n+m
)(k+1) + λ(f n)(k+1) = 1 [(μgn+m)(k+1) + λ(gn)(k+1)]. (3.27)
A
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f n−k−1(z)p1(z) = gn−k−1(z)p2(z), (3.28)
where p1(z), p2(z) are two polynomials with degp1 = degp2 = lm∗ + (l − 1)(k + 1) and degf = l.
Hence, the total number of the common zeros of f n−k−1(z) and gn−k−1(z) is at least (n−k−1) ·degf −degp2 
k + 2. Thus, by (3.25) we deduce that p(z) ≡ 0 and so the claim is proved.
Therefore from (3.24) and (3.25) we get A = 1 and so
f n
(
μfm + λ)= gn(μgm + λ). (3.29)
If λμ = 0, then from |λ| + |μ| = 0, we can easily get f (z) ≡ tg(z), where t is a constant satisfying tn+m∗ = 1.
If λμ = 0, then we suppose that h = f/g. If h ≡ 1, then substituting f = gh into (3.29) we have
gm = − λ
μ
× 1 + h + · · · + h
n−1
1 + h + · · · + hn+m−1 .
Thus, we deduce that every zero of hn+m − 1 has to be zero of hn − 1 and hence of hm − 1 since g is an entire
function. Note that n > 2k + m + 4, we obtain that h is a constant. Hence, g is a constant, a contradiction. Therefore,
we deduce that h ≡ 1, that is, f (z) ≡ g(z).
This completes the proof of Theorem 1.
By the statement of Theorem 1, we know that case (ii) can only occurs for λμ = 0. Therefore, we can easily obtain
Corollary 1. We omit its proof here.
4. Proof of Theorem 2
Let
F = [f n(z)(f (z) − 1)m](k), G = [gn(g(z) − 1)m](k), (4.1)
where(
f (z) − 1)m = f (z)m + · · · + (−1)iCm−im f (z)m−i + · · · + (−1)m,
and
F ∗ = f n(z)(f (z) − 1)m, G∗ = gn(g(z) − 1)m. (4.2)
Thus we obtain that F and G share 1 CM. Moreover, by Lemma 1, we have
T
(
r,F ∗
)= (n + m)T (r, f ) + S(r, f ), (4.3)
T
(
r,G∗
)= (n + m)T (r, g) + S(r, g). (4.4)
Let H be defined as in Lemma 5. Suppose that H ≡ 0. Proceeding as in the proof of Theorem 1, we can get
a contradiction. Therefore H ≡ 0. That is
F ′′
F ′
− 2 F
′
F − 1 =
G′′
G′
− 2 G
′
G − 1 .
Integrating this gives
1
F − 1 =
BG + A − B
G − 1 , (4.5)
where A = 0, B are two constants.
Next we consider the following three cases.
Case 1. B = 0 and A = B . Then from (4.5) we have
1
F − 1 =
BG
G − 1 . (4.6)
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[
f n(f − 1)m](k)[gn(g − 1)m](k) ≡ 1. (4.7)
By f (z) and g(z) are two nonconstant entire functions and n > 2k + m + 4, we deduce by (4.7) that
f (z) = 0, g(z) = 0. (4.8)
Let
f (z) = eα(z), (4.9)
where α(z) is a nonconstant entire function.
Thus, by induction we get
[
f m+n(z)
](k) = pm(α′, α′′, . . . , α(k))e(m+n)α(z), (4.10)
...
(−1)m−i[Cimf i+n(z)](k) = pi(α′, α′′, . . . , α(k))e(i+n)α(z),
...
(−1)m[f n(z)](k) = p0(α′, α′′, . . . , α(k))enα(z), (4.11)
where pi(α′, α′′, . . . , α(k)) (i = 0,1, . . . ,m) are differential polynomials.
Obviously,
pm
(
α′, α′′, . . . , α(k)
) ≡ 0, . . . , p0(α′, α′′, . . . , α(k)) ≡ 0.
Considering g is an entire function, we get from (4.7) that [f n(f − 1)m](k) = 0.
Thus, by (4.10) and (4.11) we have
pm
(
α′, α′′, . . . , α(k)
)
emα(z) + · · · + p0
(
α′, α′′, . . . , α(k)
) = 0. (4.12)
Since α(z) is an entire function, we obtain
T (r,α′) = m(r,α′) = m
(
r,
(eα)′
eα
)
= m
(
r,
f ′
f
)
= S(r, f ).
Thus we get
T
(
r,α(j)
)
 T (r,α′) + S(r, f ) = S(r, f ),
for j = 1,2, . . . , k.
Hence, we deduce that
T (r,pm) = S(r, f ), . . . , T (r,p0) = S(r, f ). (4.13)
Note that f = eα . Thus, by (4.12), (4.13), Lemmas 1 and 3, we get
mT (r,f ) = T (r,pmemα + · · · + p1eα)+ S(r, f )
N
(
r,
1
pmemα + · · · + p1eα
)
+ N
(
r,
1
pmemα + · · · + p1eα + p0
)
+ S(r, f )
N
(
r,
1
pme(m−1)α + · · · + p2eα + p1
)
+ S(r, f )
 T
(
r,pme
(m−1)α + · · · + p2eα + p1
)+ S(r, f )
 (m − 1)T (r, f ) + S(r, f ),
which is a contradiction.
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F −
(
1 + 1
B
)
= − 1
BG
= 0.
Again by Lemma 2, we obtain
(n + m)T (r, f ) = T (r, f n(f − 1)m)+ O(1)Nk+1
(
r,
1
f n(f − 1)m
)
+ S(r, f )
 (k + 1)N
(
r,
1
f
)
+ Nk+1
(
r,
1
(f − 1)m
)
+ S(r, f )
 (k + m + 1)T (r, f ) + S(r, f ),
which is a contradiction because n > 2k + m + 4.
Case 2. B = 0 and A = B . Then from (4.5) we obtain
[
gn(g − 1)m](k) + A − B
B
= 0.
It follows by Lemma 2 that
(n + m)T (r, g) = T (r, gn(g − 1)m)+ O(1)Nk+1
(
r,
1
gn(g − 1)m
)
+ S(r, g).
Next, by using the argument as in Case 1, we get a contradiction.
Case 3. B = 0 and A = 0. Then from (4.5) we have
[
f n(z)
(
f (z) − 1)m](k) = 1
A
[
gn(z)
(
g(z) − 1)m](k) + 1 − 1
A
, (4.14)
so that
f n(z)
(
f (z) − 1)m = 1
A
gn(z)
(
g(z) − 1)m + p(z), (4.15)
where p(z) is a polynomial of degree at most k.
Now we claim that p(z) ≡ 0.
By the assumptions and Proposition 2, we know that either both f and g are transcendental entire functions or both
f and g are polynomials.
First, we consider the case when f and g are transcendental entire functions.
If p(z) ≡ 0, then by Lemma 3 and (4.15) we have
(n + m)T (r, f ) = T (r, f n(f − 1)m)+ O(1)
N
(
r,
1
f n(f − 1)m
)
+ N
(
r,
1
gn(g − 1)m
)
+ S(r, f )
N
(
r,
1
f
)
+ N
(
r,
1
g
)
+ N
(
r,
1
(f − 1)
)
+ N
(
r,
1
(g − 1)
)
+ S(r, f )
 2
{
T (r, f ) + T (r, g)}+ S(r, f ). (4.16)
On the other hand, from (4.15) and Lemma 1 we see that
T (r, f ) = T (r, g) + S(r, f ).
Substituting this into (4.16) we deduce that
(n + m)T (r, f ) 2(m + 1)T (r, f ) + S(r, f ),
which is a contradiction because n > 2k + m + 4. This implies p(z) ≡ 0 and so the claim is proved.
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[
f n(f − 1)m](k+1) = [gn(g − 1)m](k+1). (4.17)
We can rewrite (4.17) as
f n−k−1(z)p1(z) = gn−k−1(z)p2(z), (4.18)
where p1(z), p2(z) are two polynomials with degp1 = degp2 = lm + (l − 1)(k + 1) and degf = l.
Hence, the total number of the common zeros of f n−k−1(z) and gn−k−1(z) is at least k + 2. Thus, by (4.15) we
deduce that p(z) ≡ 0 and so the claim is proved.
Therefore from (4.14) and (4.15) we get A = 1 and so
f n(f − 1)m = gn(g − 1)m, (4.19a)
we can also say,
f n
(
fm + · · · + (−1)iCm−im f m−i + · · · + (−1)m
)= gn(gm + · · · + (−1)iCm−im gm−i + · · · + (−1)m). (4.19b)
Let h = f/g. If h is a constant, then substituting f = gh into (4.19b) we deduce
gn+m
(
hn+m − 1)+ · · · + (−1)iCm−im gn+m−i(hn+m−i − 1)+ · · · − gn(hn − 1)= 0,
which implies h = 1. Thus f (z) ≡ g(z). If h is not a constant, then we know by (4.19a) that f and g satisfy the
algebraic equation R(f,g) ≡ 0, where R(w1,w2) = wn1 (w1 − 1)m − wn2 (w2 − 1)m.
This completes the proof of Theorem 2.
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