In the presented research, we attempt to examine special investment risk measurement. We use quantile regression as a model by describing more general properties of the response distribution. In quantile regression, we assume regression effects on the conditional quantile function of the response. In regression modelling, the focus is on extending linear regression (OLS), and in this paper we seek to apply expectile regression. The purpose of using both approaches is investment risk measurement. Both regression models are a version of least weighted squares model. The families of risk measures most commonly used in practice are the Value-at-Risk (VaR) and the Conditional Value-at-Risk (CVaR), which can be estimated by quantiles or expectiles in the tail of the response distribution.
Introduction
The question how to measure risk is important for the majority of market participants. For investors: risk assessment is an integral part of making an investment decision. Most investors will generally not be risk neutral and the decision whether to buy an asset will depend on its return as well as on its riskiness. For risk managers: the choice of measures to asses risk will substantially influence their decisions, e.g.: on how much capital to set aside to prepare for extreme market events. For clearing houses: the calculation of margin requirements for the clearing members depends on how risk is measured. For regulators: the determination of risk reserves that market participants will be required to hold has become an important part of modern financial market regulations.
All market participants seek the best risk description and the best investment risk measurement. In this paper, we attempt to examine the measures based on quantiles and expectiles. Additionally, we aim to analyse properties of these measures. We show, through an empirical study, the performance of the procedures, and also present specific applications for the sector of assets from the Warsaw Stock Exchange.
Quantiles and expectiles
The concept of expectiles is a least squares analogue of quantiles. Both expectiles and quantiles were embedded in the more general class of M-quantiles as the minimisers of an asymmetric convex loss function. It has been proven very recently that the only M-quantiles that are coherent risk measures are expectiles. Moreover, expectiles define the only coherent risk measure that is also elicitable.
Both expectiles and quantiles are found to be useful descriptors of the higher and lower regions of the data points in the same way as the mean and median are related to their central behaviour. Koenker and Bassett (1978) elaborated an absolute error loss minimisation framework to define quantiles which successfully extends the conventional definition of quantiles as left-continuous inverse functions. Later, Newey and Powell (1987) substituted the ‛absolute deviations' in the asymmetric loss function of Koenker and Bassett with ‛squared deviations' to obtain the population expectile of order t ∈ (0, 1). Based on this definition, we have solved two problems: 
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Generally, quantiles provide a natural interpretation even beyond the 0.5 quantile, the median. A comparable simple interpretation is not available for expectiles beyond the 0.5 expectile, the mean. Expectiles are unique, not quantiles. The estimation of expectiles receives attention from the perspective of extreme values: "this estimator can be interpreted as a maximum likelihood estimator when the disturbances arise from a normal distribution with unequal weight placed on positive and negative disturbances" (Aigner, Amemiya, Poirier, 1976) . Expectile estimation is thereby a special form of M-quantile estimation (Breckling, Chambers, 1988) and expectile regression has aroused increasing interest in recent years (Sobotka, Kneib, 2012) .
In the statistical literature, it is usually argued that typically expectiles are closer to the centre of the distribution than the corresponding quantiles, but it depends on the tail of distribution, as in the following example (Figure 1 ). While quantile regression can be seen as a generalisation of median regression, expectiles as an alternative are a generalised form of mean regression.
The quantile regression model for the t ∈ (0, 1) is specified as:
with y i as the response variable, for i = 1, …, n, each quantile which may depend on covariates x i 1 , say, e.g., through the linear model:
Asymmetric least squares regression was proposed as an alternative to quantile regression, and the underlying regression model is now as follows 
with y i as the response variable, for i = 1, …, n, each quantile which may depend on covariates x i , say, e.g., through the linear model 
Quantile and expectile regression are both versions of weighted least squares model. Quantile regression can be seen as a generalisation of median regression, expectiles as an alternative are a generalised form of mean regression. Quantiles are present in the L 1 , while expectiles are rooted in the L 2 . Expectile estimation is thereby a special form of M-quantile estimation. Quantiles need linear programming for estimation, while expectiles are fitted using quadratic optimisation.
Risk function and risk measurements
The formal definition of a risk measure is a mapping from Ω that contains all possible loss scenario -such that L 2 will hold -to the positive real numbers (Föllm-er, Schied, 2002) :
In the literature, we have an axiomatic definition of coherence risk measures (Artzner et al., 1998 ). Now we seek to add new properties -elicitable measures (Gneiting, 2011) . A risk measure R is elicitable if it can be defined as the minimiser of a suitable expected scoring function.
Definition. T is an elicitable function if there exists a scoring function
We can write some examples:
. We can now go back to the notation of risk measures in general. Elicitability is a very desirable property for computational efficiency, forecasting and testing algorithms. Elicitability corresponds to the existence of a natural backtesting methodology. Hence, we can consider the following risk function
which is the median when 
which is the expected value when t = ½. Most importantly, from the point of view of the axiomatic theory of risk measures, Bellini and Bignozzi have proven that the only M-quantiles that are coherent risk measures are expectiles (Bellini, Bignozzi, 2013) . They have also established that expectiles are robust in the sense of lipschitzianity with respect to the Wasserstein metric. It has proven (Ziegel, 2016) that expectiles are the only coherent law-invariant measure of risk which is also elicitable. The property of elicitability corresponds to the existence of a natural backtesting methodology. It has been shown that the CVaR, the most popular coherent risk measure, is not elicitable (Gneiting, 2011) , but jointly elicitable with the VaR (Fissler, Ziegel, 2016) .
Quantiles and expectiles in market risk estimation
Empirical analysis of quantile and expectile regression model was attempted for companies listed under WIG BUD -a selected index from the Warsaw Stock Exchange. The analysis was focused on 15 companies which had the best return in the chosen period, and the observation period was from 1.03.2015 to 27.02.2017. Hence, we focus on the assets of: Budimex, Elektrobudowa, Lentex, MDI Energia, Mirbud, Mostostal Płock, Mostostal Zabrze, PBG, Projprzem (PJP), Rafako, Torpol, Trakcja PRKiI, Unibep, VISTAL, and Ropczyce. Preliminary analysis of daily rates of return on the analysed assets was shown in Table 1 . To further calibrate models of market rate of return selected by the classical Markowitz portfolio with the criterion of max return, five companies Budimex, MDI Energia, PBG, Projprzem and Trakcja PRKil were analysed (the chosen portfolio has nonnegative return 0.001396103 with standard deviation 0.160: 5 out of 15 assets). For completeness of statistical analysis, the Kolmogorov-Smirnov test of normality (the Lilliefors test version) of chosen variables was carried out, which confirmed they did not come from the normal distribution (Table 2) . Preliminary analysis of daily rates of return indicates the occurrence of outliers and extreme observations for selected companies in the analysed period (Figure 2) . We can apply non linear regression -quantile regression. In Table 3 , we can note the coefficient of quantile regression 4 for chosen quantiles (t = 0.25; 0.5, 0.75). In the tables, we present estimated parameters for selected regression models calibrated for the analysed time intervals. Figure 3 shows results of quantile regression for all the range of t ∈ (0, 1). We can observe and comment on the influence of all the quantiles on the response variable, especially the influence of tail quantiles. In the confidence interval, we can observe almost all tail quantiles of covariates i.e. assets (equation 3 and 4). For a more detailed description of market behaviour, we additionally use downside risk measures: VaR (Value-at-Risk) and CVaR (Conditional Value-at-Risk). This is a more complete approach which treats risk as a probability of deviating the achieved results from the expected state.
The next step of the analysis of daily rates of return on the analysed assets proved once more the presence of outliers (Figure 4 ) and extreme observations for all the companies over the observation period. We can apply also expectile regression. In Table 4 , we can see the results of estimation of expectile regression coefficients (equation 5 and 6) for selected expectiles (t = 0.25; 0.5, 0.75). Now we can apply risk measures based on quantiles and expectiles. Additionally, we attempt to analyse properties of these measures. Portfolio analysis based on quantile coherent risk measures such as the CVaR can be applied using different estimators (Rockafellar, Uryasev 2000; Trzpiot 2007a; 2007b; 2008; 2009a; 2009b; Trzpiot, Krężołek, 2009; Trzpiot, Majewska, 2010; Trzpiot, 2010) . First, we set values from the tail: quantiles and expectiles (Tables 5 and 6 ). In the second step, we compare the results from the tail: quantiles and expectiles with general statistics properties ( Figure 5 ). It turns out that the empirical distributions (the tail quantiles and expectiles) intersect, which is a result of numerous outliers and extreme observations over the observation period. In the second step, we count risk measures CVaR and EVaR (expectile-VaR). The results are presented in Tables 7 and 8 . We can observe by comparing results that, despite the intersection of tail quantiles and expectiles for some assets, using the value of EVaR for evaluation of portfolio requires a lower level of capital collateral on the part of the investor. At the end of the study, we can comment on the results of our experimental analysis by comparing chosen risk measures to other risk measures (Table 9) . We can see that the worse choice is variance, all the other measures have a bigger set of good properties. We can also compare measures based on quantiles and expectiles. 
Final remarks
It has been recently suggested by many authors that elicitability might be a very important property in risk management, mainly for two reasons: it provides a natural methodology to perform backtesting, as well as a natural way of comparing different procedures for computing a risk measure. In this article, we looked at quantiles and expectiles, next we examined risk measures based on both so we would obtain the relationship between them and describe how it could be used in practice. We observed and examined properties of extreme quantiles and expectiles and discussed the crossing issue of quantile and expectile regression. One of the most important elements of risk management is its measurement. Knowing the risk value enables one to make the optimal portfolio choice. The evaluation of the selected portfolio allows us to conclude that the use of EVaR instead CVaR requires a lower level of equity securities on the part of the investor.
