This paper proposes a contemporaneous smooth transition threshold autoregressive model (C-STAR) as a modification of the smooth transition threshold autoregressive model surveyed in Teräsvirta (1998). Because it uses a forward-looking approach to weight the regimes, in contrast to the typical lagged threshold model, the C-STAR model is well-suited to forward-looking rational expectations applications, such as bond pricing. We present an application to the pricing of bonds under the Expectations Hypothesis with a C-STAR driving process for the short-term rate.
Introduction
In recent years, a rich class of models has appeared in which economic time series are allowed to undergo regime shifts. One hallmark of these models is that the public cannot perfectly anticipate the regime shifts and, in many cases, the public can only infer regime shifts ex post up to a probability. Such beliefs concerning the state of the business cycle or economic policies may, in turn, affect the stochastic properties of the economic time series under analysis. For example, Hamilton (1988) type of model allows the public to learn about an underlying state of returns in the economy and apply these beliefs to price long-term interest rates. A second popular nonlinear autoregressive model that accounts for a similar phenomenon is the threshold autoregressive (TAR) model of Tong (1978 Tong ( , 1983 and Tong and Lim (1980) . The TAR and Markov switching approaches both reflect the idea that variables such as interest rates might have different dynamics when rates are unusually high.
In this paper we propose a new class of contemporaneous smooth transition threshold autoregressive (C-STAR) models, in which the ex ante probability that the current value of the series will exceed a threshold value determines the regime weights. This specification allows us to take realistic regime uncertainty and updating into account when carrying out multi-step forecasts. This feature makes a C-STAR process a potentially useful data-generating process in empirical rational expectations models. In contrast, the typical smooth transition threshold autoregressive models assume that lagged information is used to weight the probabilities of the regime probabilities. We argue below that it is natural to use the most recent data to project future regime probabilities.
In our application to U.S. interest rates, we find positive forecast results for the C-STAR model. In particular, we look at out-of-sample, multi-step-ahead forecasts from C-STAR models and evaluate their performance by comparing these results with those obtained by using a simulation approach and simple linear specifications. The accuracy of the out-of-sample forecasts is evaluated by a number of criteria and we find that our analytical forecasts clearly outperform several competing models and methods. Our approach also allows for a very natural way of testing for the presence of contemporaneous threshold effects in the data. Specifically, we adapt Hansen's (1992) methodology to test for the number of states and show, using a simulation exercise, that the test has sufficient power to detect signs of contemporaneous threshold effects, even in relatively small samples. Most importantly, we use the model to test the expectations hypothesis of the term structure of interest rates, using U.S. interest rate data for maturities of 6 months, 1 year and 2 years. A comparison between the predicted long-term rates from the C-STAR model and a linear autoregressive model shows that C-STAR outperforms the linear alternative.
The paper is organized as follows. Sections 2 and 3 introduce the models and discusses the estimation.
The finite-sample performance of the maximum likelihood estimator and the proposed test procedure are evaluated by simulation. Section 4 proposes a testing procedure to determine the number of states.
Section 5 explains how to forecast using the C-STAR model. Section 6 discusses and illustrates an application to the expectations hypothesis of the term structure. Section 7 summarizes and concludes.
A Contemporaneous Threshold Autoregressive Model
The contemporaneous smooth transition threshold autoregressive (C-STAR) model proposed in this paper is a special case of a smooth transition threshold autoregressive (STAR) model. In a STAR model, the dependent variable, y, is a function of two (or more) autoregressive processes that are averaged according to a weighting function, 0 < G(z t−1 ) ≤ 1, where the argument, z t−1 , is a pre-determined variable: 
STAR models have been extensively used in the analysis of both real and financial data. For excellent surveys of the different models, see Teräsvirta (1998) , Potter (1999) and van Dijk, Teräsvirta and Franses (2002) . In this literature, the main feature that differentiates alternative STAR models is the choice of the transition function.
For the specific model that we propose, let
and
The weighting function we use is
where y * is the threshold parameter and Φ(.) is the cumulative normal density function. The key interpretation of this STAR model is that
where Θ i denotes the parameters corresponding with regime i, i.e., (µ i , A i , σ i ).
If we denote
then we can re-write equation (1) as
Because the weighting function depends on the ex ante probability that the contemporaneous value of y t will exceed the threshold level, we call this a contemporaneous threshold model. The C-STAR model is also related to self-exciting threshold autoregressive (SETAR) models because the threshold variable is identical to the dependent variable, even though the threshold variable is usually lagged in SETAR models.
Applications of SETAR models include: Tiao and Tsay (1994) and Potter (1995) to US GNP; Rothman (1998), Caner and Hansen (1998) and Koop and Potter (1999) to unemployment rates; Obstfeld and Taylor (1997) to real exchange rates; Enders and Granger (1998) to the term structure of interest rates; Pesaran and Potter (1997) to business cycle relationships.
Our choice of a forward-looking function to weight regimes is applicable to models of treatment effects. In attempting to discern and treat an illness that could be in either a fast-or slow-progressing regime, a doctor will take readings of a patient's health status, try to infer which regime is likely to hold, project the future course of the illness and treat accordingly. In such a setting, it makes sense to make forward-looking projections as to which regime is likely to govern the course of the illness, based on contemporaneous readings of a patient's health status. The proposed C-STAR model formalizes such forward-looking regime projections and weighting functions.
The likelihood function of the C-STAR model is straightforward and easy to estimate by maximum likelihood:
In contrast to ordinary TAR models, the likelihood functions for STAR models are continuous with respect to the threshold parameter so this parameter can be estimated jointly with the full parameter vector. To investigate the model more completely, we also present Markov Chain Monte Carlo estimates of the C-STAR model.
Markov Chain Monte Carlo Estimation of the C-STAR Model
Markov Chain Monte Carlo (MCMC) estimation offers a method to account for uncertainty regarding the threshold parameter in the C-STAR model by simulating marginal inferences for the probability distributions of the model parameters. Thus, with MCMC, inferences about slope coefficients, for example, reflect model uncertainty and a nonstandard distribution for the threshold parameter.
In MCMC estimation, the parameter vector is divided into groups, within which the conditional distributions are relatively simple to sample. In the C-STAR model, for example, the regression coefficients are easy to sample, conditional on a value of the threshold parameter because for each regime, the regression coefficients are normally distributed with a mean equal to the weighted least squares estimator and the corresponding variance. Thus, for the C-STAR model, parameters are sampled in the following groups, where the threshold parameter is sampled by Accept-Reject Metropolis-Hastings (AR-MH) in order to avoid the numerical integration inherent in full Bayesian analysis of threshold models [see Lu-
The three groups are regression coefficients in each of the two regimes and the threshold parameter:
where Y T stands for the entire data set.
Conditional on a threshold value and regime probabilities, a natural conditional distribution for the parameters in Θ 0 and Θ 1 is Normal-Wishart, with uninformative priors. The specific distribution for Θ 0 , for example, is the weighted least squares mean and variance from the regression of y t on its lags. The weights are the posterior regime probabilities, which are calculated using Bayes' rule:
where
In this way, one can view the regression weights as a deterministic function of other parameters. For most data sets, such as interest rates, the weighted least squares mean will almost never imply a unit root in the autoregressive coefficients. In the MCMC iterations, however, the randomized values sometimes do.
In these circumstances, one can simply reject draws that imply a unit root and re-sample.
We sample the threshold parameter using Accept-Reject Metropolis-Hastings. We use a proposal density that is truncated normal with a mean in the vicinity of where a preliminary grid search found a high value of the likelihood function. The truncation points for the proposal density correspond to threshold levels at which too few observations would be either below or above such a threshold value. A rule of thumb in threshold models is to require that at least 15 percent of the observations lie on each side of the threshold.
The threshold value at each iteration is then chosen according to the following AR-MH algorithm.
1. Draw a proposed value of y * p from the proposal density.
2. Given current iteration values for Θ 0 and Θ 1 , calculate the prediction densities of the data at the proposed value of y * p and at the last iteration's value of y * . Observations in these data densities are weighted inversely to the sum of P (y t > y
3. If the ratio of the density of the data at the proposed value of y * p to the density at the previous iteration's value of y * multiplied by the ratio of the proposal density evaluated at y * p and y * -a quantity denoted R d -is less than one, then accept the proposed value with probability equal to
, then accept the proposed value with probability one. Table 2 show that the AR roots are similar across regimes.
A Simulation Study
In this subsection of the paper, we examine the small-sample quality of the inference procedures based on the ML estimator discussed in the preceding section. The data-generating process in our simulation study is defined by the C-STAR(4) model
2 In order to check the shape of the likelihood surface, we also conducted a grid search and found that the density is both smooth and unimodal with respect to the threshold parameter. In the following sections we further investigate the properties of the likelihood estimation to verify the validity of the maximum likelihood estimates.
Note that we use a C-STAR model with 4 lags, which has serially uncorrelated residuals
To ensure the relevance of our simulations, the values of the parameters are chosen on the basis of empirical results reported in Table 1 for the case of the three-month interest rate. The experiments proceed by generating 1000 artificial time series for {y t }, each of which is used to compute the ML estimates of the parameters. In each case, the true parameter values are used as starting values for a quasi-Newton optimization algorithm. Table 3 reports the mean and standard deviation of the empirical distribution of the ML estimators.
The results are very encouraging and show that while the ML estimator is slightly biased for the smallest sample under scrutiny, the bias is clearly a decreasing function of the sample size, becoming negligible when T = 1088. consider using smooth transition probabilities for choosing between m and m+1 thresholds.
Hansen (1992, 1996a) proposes a general theory for testing under such non-standard conditions and applies it to the class of Markov switching models. The idea is to obtain a bound for the asymptotic distribution of a suitably standardized likelihood ratio statistic by viewing the likelihood function as an empirical process of the unknown parameters. This asymptotic distribution is generally non-standard, but an approximation may be obtained via simulation. In this paper we modify the Hansen procedure and apply it directly to the C-STAR model (see Appendix).
The results of the standardized likelihood ratio (LR) test, for testing a linear AR(4) model for the three-month interest rate against a C-STAR(4) alternative, are shown in Table 4a . 3 The value of the standardized LR statistic has a p-value smaller than 0.05 under the null hypothesis (the p-values are calculated according to the method described in Hansen, using 1000 random draws from the relevant limiting Gaussian processes and bandwidth parameter M = 0, 1, . . . , 4). This is strong evidence in favor of contemporaneous threshold effects, especially since Hansen's test is conservative by construction.
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In addition to the empirical results, we conduct a small Monte Carlo experiment to assess the finitesample properties of our proposed test procedure. The C-STAR(4) data-generating process for the simulations is defined in equation (6) . For each design point, we test the one-state AR(4) model against the corresponding two-state probabilistic threshold alternative using the modified Hansen's standardized LR statistic. Given the exceptionally high computational cost of the experiment, we only use 6 gridpoints for both the state-dependent coefficients and the threshold parameter. As before, the asymptotic p-values of the tests are calculated according to the method described in Hansen. Smith (1997, 1999) , using GDP data, find that SETAR models can outperform their linear alternative when the economy is in a recession.
By contrast, using US GNP data Clements and Krolzig (1998) In this section we use short-term interest series to study the forecasting performance of the contemporaneous threshold autoregressive models described in the previous sections. We propose a method for obtaining multi-step, out of sample, forecasts for the C-STAR(p) model. Our approach is similar to the approximation method for a first-order exponential autoregressive SETAR models first suggested by Al-Qassam and Lane (1989), and then extended by De Gooijer and Bruin (1998). 5 Our methodology differs from their approach in that it computes the whole tree of possible future values and evaluates the 4 Notice that the C-STAR model can be extended, in a straightforward way, to allow for more than two regimes. The testing procedure proposed above can also be easily extended to accommodate models with multiple regimes. 5 This approach essentially takes a weighted average of the forecasts from the different regimes.
probability that the regimes would follow different paths in the future. The most attractive feature of our procedure is that, given information at time t, it will assign a probability to the event y t+1 > y 
One-Step-Ahead Forecasts
Consider the C-STAR(p) model
The main difference between forecasting with a SETAR model and a C-STAR models is that, conditional on information through time t, the one-step-ahead forecast for the SETAR model will either be (µ 0 +A 0 z t ), if y t > y * , or (µ 1 + A 1 z t ) otherwise. In contrast, the C-STAR model produces forecasts that involve a weighted average of the two linear relationships. The SETAR model is therefore assigning zero probability to the forecast of one of the possible branches of the tree. While the resulting forecast values might look quite reasonable for values of the dependent variable that are quite far from the threshold value, the same cannot be said when the dependent variable is close to the threshold. The one-step-ahead forecast for the C-STAR model is straightforward to compute. Specifically, the minimum mean square error, one-step-ahead forecast (at the forecast origin t) b y t (1) is obtained as
Note that once the forecast is conditioned on a specific path, say y t+1 > y * , the expected value of tomorrow's shock will not be zero but equal to the conditional expectation of a truncated distribution.
Nevertheless, for one step ahead forecasts, the exact formula is straightforward to compute.
An Approximate Method for Multi-Step-Ahead Forecasts
Next we propose an approximate method to obtain multi-step-ahead forecasts for the C-STAR model.
The approximation is that we do not evaluate all possible combinations of expected values of the future error terms, conditional on the paths the regimes might take through the tree of possible outcomes. The accuracy of our approach is then evaluated by comparing these values with those obtained by using a naive forecasting method, a Monte Carlo simulation approach, and a simple linear specification.
Approximate Forecasts from the Full Tree of Future States
To obtain the h-step-ahead forecast b y t (h), h > 2 we propose the following approximate formulae, let
and define
Then E(y t+h |F t ) is equal to
.
Much algebra goes into the calculation of these probabilities and it is available in Dueker, Sola and Spagnolo (2003) . This forecast method evaluates the entire tree of future state probabilities for the forecast horizon.
Naive Forecasts
Finally, consider the naive method to obtain multi-step-ahead forecasts for the C-STAR model. The
Forecast Evaluation
Forecast comparisons are based on series of recursive forecasts computed in the following way. For a given time series {w t } T t=1 , a C-STAR(4) and its linear AR(4) alternative are fitted to the sub-series
, whereh is the longest forecast horizon under consideration and n is the desired number of forecasts. Using t = T −h − n as the forecast origin, a sequence of h-step-ahead forecasts are generated from the fitted models for h ∈ {1, . . . ,h}. For the C-STAR(4) model, we obtain forecasts based on three different methods: the approximation method [approximate C-STAR(4)] described in this section, the naive approach [naive C-STAR (4)] (which ignore the presence of the errors by setting their value equal to zero), and the Monte Carlo method [MC C-STAR (4)]. The forecast origin is then rolled forward one period to t = T −h − n + 1, the parameters of the forecast models are re-estimated and another sequence of one-step-ahead toh-step-ahead forecasts is generated. The procedure is repeated until n forecasts are obtained for each h ∈ {1, . . . ,h}, which are then used to compute measures of forecast performance for each forecast horizon.
We calculate traditional accuracy measures defined on the forecast errors e t+h = x t+h − b x t+h , h > 1 (where b x t+h denotes the h-step-ahead forecast at the forecast origin t) such as the mean squared error, MSE(h), the mean squared percent error, MSPE(h), and the Theil's inequality coefficient, U(h). 6 To assess whether the MSE(h) from two competing models, say M 1 and M 2 , are statistically different, we use a test of equal forecast accuracy due to Diebold and Mariano (1995) , DM(h).
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Additionally, we also test whether forecasts from either of the competing models, M 1 and M 2 , encompass the other model forecast. The test we use is due to Shiller (1989, 1990) , and is based on the regression:
Finally, the accuracy of competing conditional density forecasts is evaluated by using the method developed in Diebold, Gunther and Tay (1998). This involves calculating the probability integral transforms (z i ) of the actual realizations of the variable of interest over the forecast period with respect to the forecast densities of competing models. 9 If the density forecasts coincide with the true conditional den-
is a sequence of independent, identically distributed (i.i.d.) U [0, 1] variates. To test uniformity (conditionally on the assumption of independence), a standard Kolmogorov-Smirnov (KS) 6 Note that U(h), by construction, satisfies 0 6 U(h) 6 1: if U(h) = 0, there is a perfect prediction; if, on the other hand, U(h) = 1, the forecast performance of the model is as bad as it can be.
7 If {d i (h)} n i=1 are the loss differentials associated with the h-step-ahead forecasts from M 1 and M 2 , the test is based on the any other values of (β 0 , β 1 , β 2 ), neither model encompasses the other, and both forecasts contain useful information about x t+h . Since it is not reasonable to assume that {v t+h,i } in (8) is a white-noise sequence, the forecast-encompassing tests are based on a heteroscedasticity and autocorrelation robust Wald statistic. 9 For example, let p i (x i |Ω i ) n i=1 be a sequence of n one-step-ahead density forecasts produced by a given model, and
the sequence of densities defining the data-generating process, where Ω i is the conditioning information set. Testing whether this density is a good approximation of the true density
. The probability integral transform is then calculated as Tables 5a and 5b, based on the MSE criterion, there is an average gain of almost 50% when using the approximate A-C-STAR(4) compared to the linear one. Turning to the MSPE, the average gain is over 40%, with the largest gain (over 70%) being at 3-step ahead. Results are qualitatively similar for the Theil's inequality coefficient. On the other hand, the results for the forecasts using both the naive N-C-STAR(4) and the MC-C-STAR(4) methods are worse than those obtained using the linear model.
Tests for equal forecast accuracy and forecast encompassing tests also accord with these results. Table 5c reports results for the comparison of nonlinear over linear models, where it is shown that the null of equal forecast accuracy is rejected only when the approximate A-C-STAR(4) approach is used. Furthermore, the approximate A-C-STAR(4) forecast encompasses the linear model for all the periods ahead, the reverse being true when the naive N-C-STAR(4) and the MC C-STAR(4) methods are considered.
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Finally, as reported in Table 5d , all three forecast methods fall short in density forecast evaluation tests. The results from Kolomogorov-Smirnov tests show that both the linear and nonlinear models appear to be inadequate in terms of density forecasts, with the only exception being the approximate C-STAR forecasts over short forecast horizons. 
Rational Expectations Applications
In this section we show how C-STAR models can naturally be incorporated into rational expectations models. Even though there is no clear cut evidence about the validity of the expectations hypothesis, the work of Hamilton (1988) and Sola and Driffill (1994) , have shown that accounting for changes in regime explains most of the difference between the data and the theory.
12 Threshold models differ from Markov switching models in that threshold models explicitly take into account the idea that when interest rates become unacceptably high, a switch in the monetary policy regime can be natural, whereas exogenous Markov processes are completely random in their switch dates and circumstances. 13 An important feature of our model is that, given the position of the interest rates with respect to the threshold at the current time, it allows to assess the probability that the interest-rate regime will switch in the future. We use this model to test the expectations hypothesis of the term structure using term-structure data for 6, 12
and 24 months. In addition to testing the expectations hypothesis for different maturities, we use our 10 Note that FS1 refers to the forecast-encompassing test of the nonlinear over the linear model and FS2 to the linear over the nonlinear. 11 Results based on the Berkowitz (2001) LR tests are qualitatively similar to the KS ones and are therefore not reported. 12 Recently, much attention has also been paid to deriving bond prices when the short-term rate follows a hidden Markov process [see for example Bansal and Zhou (2002) ]. 13 This can be incorporated into Markov switching models by allowing the transition probability to be time varying.
Nevertheless, the solution of rational expectation models in this alternative framework is technically more demanding.
model to generate 9, 12 and 24 month artificial data series and compare these values with both actual and the corresponding artificial data implied by a single-regime model.
Testing the Expectations Hypothesis
Consider the simple expectations model (augmented by a measurement error) of the term structure of the interest rates in which yields on multi-period bonds are assumed to equal the cumulative expected yield on single-period bonds:
where R nt represents the yield to maturity of an n-period bond, r t stands for the short-run (three-month)
rate, E t denotes the conditional expectation given information available at time t, and ν t represents a measurement error. The data-generating mechanism for the short-term rate is assumed to be the C-STAR(4) model given in equation (1), with p = 4.
Application of one of the forecasting methods discussed in section 5 completes this simple term-structure model.
The results of the joint estimation of the model R nt = ϑ P n−1 j=0 E t r t+j + σ R ν t and either a C-STAR(4) or an AR(4) model for the short-term interest rate are presented in Tables 6a and 6b . The results demonstrate (using a simple t-test to evaluate the expectations hypothesis ) that ϑ = 1/2 is rejected at conventional levels for the 6-month interest rate for both the C-STAR and AR(4) models. The expectations hypothesis (ϑ = 1/4, ϑ = 1/8) is not rejected for either of the two models of the short-term rate in the case of 12-and 24-months interest rates, and similar results are obtained using likelihood ratio tests (see Tables 6c and 6d ). Figure 2 shows the actual data and the predicted data b R nt =
(1/n) P n−1 j=0 E t r t+j for both the AR(4) and the C-STAR(4) models for the short-term interest rate.
A Monte Carlo Evaluation of the Tests of the Expectation Hypothesis
The experiments proceed by generating 1000 artificial time series {(r t , R t ) : t = 1, 2, . . . } of different sample sizes. Then, for each pair of time series, the ML estimates of the parameters of equation (10) are computed and the values of the corresponding t-statistics for testing the null hypothesis that ϑ = 0.25 are calculated (using heteroskedasticity and autocorrelation robust standard errors). Table 6e reports the mean and standard deviation of the empirical distribution of the four estimators of ϑ, along with the rejection frequency of the associated 5%-level t-test for ϑ = 0.25 (using standard normal critical values). It is immediately apparent that the ML estimator is not significantly biased for all sample sizes. The empirical size of the t-test, although different from the nominal 5% value for small sample sizes, approach its correct value when T = 1088.
A Further Look at the Forecasting Performance of C-STAR Models: A Pricing Exercise
Given that the results presented above seem to suggest that the most important feature in testing the expectation hypothesis is the maturity under consideration and not the process that generates the instantaneous interest rate, we would analyze how close are the rates implied by the expectations hypothesis (under the different models for the short term interest rates) to the actual data. This is interesting as we did find that the short term interest rate has threshold effects and we want to assess (using this extremely simple pricing device) how the pricing of long-term bonds is affected by the fact that the short term interest rate behaves differently in the alternative states of nature. Our intention here is not to provide a full pricing model but rather to highlight the fact that there are gains to be made from the superior forecast performance of a non-linear model with multiple regimes. 14 We consider a (one-factor) pricing problem, where at time τ , a yield curve is constructed using the exact expectational hypothesis relationship, coupled with the best forecast available for each model (given information up to time τ = t 1 , . . . , T − 1, T ).
Thus, we estimate recursively (over t = 1, . . . , τ ) both the linear AR(4) model and the C-STAR(4) model for the three-month interest rate and compute the long-term rate as R nτ = (1/n) P n−1 j=0 E τ r τ +j . This produces a series of length T − t for the long-term interest rate for each maturity and short-term model.
Then the generated data is compared with the actual data. Clearly, our pricing model has too many simplifying assumptions but, given the results in the previous section, it is a reasonable conjecture that it should provide good predictions for the long-term rates since we use better forecasts (with smaller forecast errors) for the short-term interest rate. Figure 3 show the results of this recursive exercise, while Table 7 presents some goodness-of-fit criteria. These criteria show that, while for the 6-month bond the results seem to be mixed, the C-STAR model outperforms the linear model in terms of pricing 1-year and 2-year bonds.
Conclusions
We have proposed a new class of contemporaneous smooth transition threshold autoregressive model (C-STAR) models. The contemporaneous models seem to be well-suited to rational expectations applications (and pricing exercises) in that they allow regimes not to be predetermined. We have demonstrated that C-STAR models are amenable to either maximum likelihood or Markov Chain Monte Carlo estimation. Once estimated, an approximate relationship allows multiple-step ahead forecasts to be computed analytically.
We also applied methods of testing for the significance of regime switching to C-STAR models. Finally, 14 Kenc, Sola and Spagnolo (2004) have derived a pricing model with contemporaneous threshold effects. That model has to be solved numerically and its analysis is out of the scope of this paper.
we have illustrated how C-STAR models can be used to test the expectations hypothesis of the term structure using data for 3, 6 months, 1 year and 2 years.
Appendix: Modified Hansen Test
To keep things simple, let us consider the C-STAR(1) model:
The C-STAR(1) model (A.1) reduces to a standard linear autoregressive process, AR (1), under the null
However, even though C-STAR(1) and AR(1) are nested, conventional statistics used to test the null hypothesis (i.e. the likelihood ratio statistic and the t-statistic) do not have standard null distributions.
The reason for this nonstandard asymptotic behavior is that the threshold parameter y * is unidentified under the single-state null hypothesis.
Hansen (1992, 1996a) proposed a general theory for testing under such non-standard conditions based on a suitably standardized likelihood ratio statistic. Using the notation in Hansen's papers we let β = (φ (0) − φ (1) ), γ = (y * ) and θ = (φ (0) ). By viewing the likelihood as a function of the unknown parameters and eliminating the nuisance parameter vector θ by concentration, the likelihood function can be obtained as:
where α = (β, γ) and b θ(α) = arg max θ L n (α, θ). Accordingly, the likelihood ratio (LR) function is defined as
while the standardized LR function is
15 Note that the C-STAR model can be extended to accommodate multiple regimes and lags.
Then, the standardized LR statistic is given by
Hansen (1992) shows (Theorem 1) that, under fairly regularity conditions,
and Q * (α) is a Gaussian process with covariance function
This result provides a bound for the standardized LR statistics in terms of the distribution of the random variable sup Q * which is generally non-standard. The covariance function K * (α 1 , α 2 ) (which completely characterizes Q * (α)) can be consistently estimated by
is the Bartlett kernel, and M is a bandwidth number. . To obtain draws from the required family of Gaussian processes, Hansen (1992 Hansen ( , 1996a suggests to generate a random sample {u i } n+M i=1 of N (0, 1) variables and then construct
(α) is a mean zero Gaussian process with exact covariance function
, and the latter is an asymptotic approximation to K * (α 1 , α 2 ).
Since we need to concentrate out the identified nuisance parameter θ, the constrained likelihood needs to be optimized for each value of α = (β, γ). A practical way to evaluate the maximal statistics is to form a grid search over a relatively small number of values of α. For every value of α at which the constrained likelihood is optimized, the sequence {q i (α, b θ(α))} is obtained, and from these numbers both the modified LR statistics and its asymptotic distribution are calculated. Notes: see Table 4a . of the empirical distribution. The rejection frequency refers to the 5%-level t-test for ϑ = 0.25. Recursive Pricing of the Long Term Bonds Figure 3 
