Abstract. It is known that two number fields with the same Dedekind zeta function are not necessarily isomorphic. The zeta function of a number field can be interpreted as the partition function of an associated quantum statistical mechanical system, which is a C * -algebra with a one parameter group of automorphisms, built from Artin reciprocity. In the first part of this paper, we prove that isomorphism of number fields is the same as isomorphism of these associated systems. Considering the systems as noncommutative analogues of topological spaces, this result can be seen as another version of Grothendieck's "anabelian" program, much like the Neukirch-Uchida theorem characterizes isomorphism of number fields by topological isomorphism of their associated absolute Galois groups.
Introduction
Can one describe isomorphism of two number fields K and L from associated analytic or topological objects? Here are some attempts ("no"-answers indexed by N; " K and L are isomorphic, cf. Komatsu ([33] ). An example is
An adelic isomorphism does imply in particular an equality of the zeta functions of K and L, but is not equivalent to it -the example in (N1) has non-isomorphic adele rings, cf.
[32]. However, for a global function field adelic isomorphism and arithmetic equivalence is the same, cf. Turner However . . . † K generated algebraically by functions in C(X K ) and the partial isometries µ n for n ∈ J + K (but not µ * n ; such non-self adjoint algebras and their closures have been considered before in connection with the reconstruction of dynamical systems up to (piecewise) conjugacy, see e.g. [20] ).
For now, it is important to notice that the structure involves the abelianized Galois group and the adeles, but not the absolute Galois group. In this sense, it is "not anabelian"; but of course, it is "noncommutative" (in noncommutative topology, the crossed product construction is an analog of taking quotients). In light of the previous discussion, it is now natural to ask whether the QSMsystem (which contains simultaneously the zeta function from (N1), a topological space built out of the adeles from (N2) and the abelianized Galois group from (N3)) does characterize the number field.
We call two general QSM-systems isomorphic if there is a C * -algebra isomorphism between the algebras that intertwines the time evolutions. Our main result is that the QSM-system cancels out the defects of (N1)-(N3) in exactly the right way: One may now ask whether the "topological" isomorphism from (ii) can somehow be captured by an analytic invariant, such as the Dedekind zeta function, which in itself doesn't suffice. Our second main theorem says that this is indeed the case:
Theorem 2. Let K and L denote arbitrary number fields. Then the following conditions are equivalent: (i) [Field isomorphism] K and L are isomorphic as fields; (iii) [L-isomorphism] there is group isomorphism between (the Pontrjagin duals of) the abelianized Galois groups
such that for every character χ ∈ G ab K , we have an identification of L-series for these generalized Dirichlet characters
Condition (iii) can be considered as the correct generalization of arithmetic equivalence (which is (iii) for the trivial character only) to an analytic equivalence that does capture isomorphism. It should also be observed at this point that (Hecke) L-series occur naturally in the description of generalized equilibrium states (KMS-states) of the QSM-system, and this is how we originally discovered the statement of the theorem.
Finally, there is the following purely algebraic reformulation, which upgrades (N3) by adding a certain compatibility of the isomorphism of abelianized Galois groups with ramification: We first say a few words about the proofs. We start by proving that QSM-isomorphism (ii) implies field isomorphism (i). For this, we first prove that the fields are arithmetically equivalent (by interpreting the zeta functions as partition functions and studying the relation between the Hamiltonians for the two systems), and then we use some results from the reconstruction of dynamical systems from non-involutive algebras to deduce an identification of the semigroups of integral ideals of K and L and a compatible homeomorphism of X K with X L . We use this to prove that ϕ preserves a layered structure in the algebra corresponding to ramification in the field, and this allows us to prove that there is a homomorphism of G ab K with G ab L "compatible with the Artin map", and an isomorphism of unit ideles (built up locally from matching of inertia groups), and finally, multiplicative semigroups of the totally positive elements (viz., positive in every real embedding of the number field) of the rings of integers, which occur as inner endomorphisms of the dagger-subalgebra. We then prove that the map is additive modulo large enough inert primes, using the Teichmüller lift. Finally, it is easy to pass from an isomorphism of semirings of totally positive elements to an isomorphism of the fields.
Then we prove that L-isomorphism (iii) implies QSM-isomorphism (ii): from the matching of L-series, we get a matching of semigroups of ideals, compatible with the Artin map, by doing some character theory with the L-series of the number fields as counting functions of ideals that have a given norm and a given image under the Artin map in the maximal abelian extension where they remain unramified. We then extend these maps to the whole algebra by a topological argument.
In this context, one may try to rewrite the main theorems in a functorial way, as a bijection of certain Hom-sets. It would be interesting to understand the relation to the functor from number fields to QSM-systems in [37] .
It is easy to see that reciprocity isomorphism (iv) implies L-isomorphism (iii), and of course, field isomorphism (i) implies the rest.
The proof seems to indicate that a mere isomorphism of the C * -algebras A K and A L does not suffice to conclude that K and L are isomorphic; we make heavy use of the compatibility with time evolution given by the norms. It would be interesting to know whether one can leave out from QSM-isomorphism the condition of preserving the dagger subalgebra. Neshveyev has shown us an example of a (non-dagger) inner endomorphism of (A K , σ K ) that doesn't respect C(X K ). On the other hand, QSM-isomorphism does imply arithmetic equivalence, so by Gaßmann's results, QSM-isomorphism (without requiring dagger isomorphism) for Galois extensions of Q already implies field isomorphism.
Finally, we remark that our proof is constructive: we exhibit, from the various other isomorphisms, an explicit field isomorphism.
Remark.
We make a few remarks about the condition of L-isomorphism in the theorem. First of all, the equivalence of field isomorphism and L-isomorphism/reciprocity isomorphism is a purely number theoretical statement, without reference to QSM-systems. It is a number theoretical challenge to provide a direct proof of this equivalence (of course, one can clear the current proof of QSM-lingo).
Secondly, one may wonder whether the L-isomorphism condition (iii) can be replaced by something weaker. As we already observed, requiring (iii) for the trivial character only is not enough, but what about, for example, this condition: 
. By considering only rational characters, one does not need to introduce a bijection of abelianized Galois groups, since there is an automatic matching of conductors. One can also consider a similar statement (iii) n for all n-th order rational L-series.
It turns out that (iii) 2 is not equivalent to (ii). We prove that as soon as K and L have the same zeta functions, condition (iii) 2 holds (the proof uses Gaßmann-equivalence, and was discovered independently by Lotte van der Zalm in her undergraduate thesis [58] ). Another number theoretical challenge is to give a purely analytical proof of this statement (i.e., not using group theory).
Finally, we note that the condition of L-isomorphism is motivic: it gives an identification of L-series of rank one motives over both number fields (in the sense of [21], §8).
Remark. After announcing our result at the GTEM conference in Barcelona (september 2010), Bart de Smit rose to the first number theoretical challenge (to prove the equivalence of field isomorphism and L-isomorphism), by using Galois theory, cf. [23] . The method of de Smit allowed him to prove that if for two number fields K and L, the sets of zeta functions of all their abelian extension are equal, then the fields are isomorphic. He can also prove that it suffices for this conclusion to hold that there is a bijection between the 2-torsion subgroups of G ab K and G ab L (so the sets of all quadratic or trivial characters) such that the corresponding L-series are equal, and for given fields, one can construct a finite list of quadratic characters which it suffices to check. Also, with Hendrik Lenstra, he has proven that every number field has an abelian L-series that does not occur for any other number field.
it (i.e., not using extensions): this is the case for the QSM-system, since class field theory realizes Kronecker's programme for abelian extensions. On the other hand, anabelian geometry characterizes a number field by its absolute Galois group, an object whose "internal" understanding remains largely elusive and belongs to the Langlands programme.
In the style of Mochizuki's absolute version of anabelian geometry (cf.
[42]), one may ask how to reconstruct a number field from its associated QSM-system (or L-series), rather than to reconstruct an isomorphism of fields from an isomorphism of QSM-systems (or an L-isomorphism).
It would be interesting to study the analogue of our results for the case of function fields, and higher dimensional schemes. is equivalent to field isomorphism. The proof is very interesting: it uses classification results from incidence geometry. One may try to prove that QSM-isomorphism implies hyperring isomorphism directly (thus providing a new proof of the equivalence of field isomorphism with QSMisomorphism; this is especially tempting, since Krasner developed his theory of hyperrings for applications to class field theory).
Observe that the equivalence of hyperring isomorphism with field isomorphism is rather far from the anabelian philosophy (which would be to describe algebra by topology), since it uses (algebraic) isomorphism of hyperrings to deduce isomorphism of fields. But it might be true that the topology/geometry of the hyperring can be used instead. As a hint, we refer to Theorem 7.12 in [10]: over a global function field, the groupoid of prime elements of the hyperring of adele classes is the abelianized loop groupoid of the curve, cf. also [9], Section 9.
Remark (Analogues in Riemannian geometry). There is a well-known (limited) analogy between the theory of L-series in number theory and the theory of spectral zeta functions in Riemannian geometry. For example, the ideas of Gaßmann were used by Sunada to construct isospectral, nonisometric manifolds (cf. [51]): the spectral zeta function does not determine a Riemannian manifold up to isometry (actually, not even up to homeomorphism).
In [17] , it was proven that the isometry type of a closed Riemannian manifold is determined by a family of Dirichlet series associated to the Laplace-Beltrami operator on the manifold. In [19] , it was proven that one can reconstruct a compact hyperbolic Riemann surface from a suitable family of Dirichlet series associated to a spectral triple. These can be considered as analogues in manifold theory of the equivalence of (i) and (iii).
One might consider as another analogy of (iii) the matching of all L-series of Riemannian coverings of two Riemannian manifolds, but this appears not to be entirely satisfactory; for example, there exist simply connected isospectral, non-isometric Riemannian manifolds (cf. Schüth [50]).
One may consider Mostow rigidity (a hyperbolic manifold of dimension at least three is determined by its fundamental group) as an analogue of the anabelian theorem. Again, this is very anabelian, since the homology rarely determines a manifold.
There is a further occurence of L-series in geometry (as was remarked to us by Atiyah): the Riemann zeta function is the only Dedekind zeta function that occurs as spectral zeta function of a manifold (namely, the circle); but more general L-series can be found in the geometry of the resolution of the cusps of a Hilbert modular variety ( [2] , compare [39]), a kind of "virtual manifold" that also has a "quotient structure", just like the QSM-system algebra is a noncommutative quotient space.
Disambiguation of notations
There will be one notational sloppiness throughout: we will denote maps that are induced by a given isomorphism ϕ by the same letter ϕ.
Since the number theory and QSM literature have conflicting standard notations, we include a 
Isomorphism of QSM systems
We recall some definitions and refer to [8] , [12] , and Chapter 3 of [13] for more information and for some physics background. After that, we introduce isomorphism of QSM-systems, and prove it preserves KMS-states (cf. infra).
Definition.
A quantum statistical mechanical system (QSM-system) (A, σ) is a (unital) C * -algebra A together with a so-called time evolution σ, which is a continuous group homomorphism
A state on A is a continuous positive unital linear functional ω : A → C. We say ω is a KMS β state for some β ∈ R >0 if for all a, b ∈ A, there exists a function F a,b , holomorphic in the strip 0 < Im z < β and bounded continuous on its boundary, such that
Equivalently, ω is a σ-invariant state with ω(ab) = ω(bσ iβ (a)) for a, b in a dense set of σ-analytic elements. The set KMS β (A, σ) of KMS β states is topologized as a subspace of the convex set of states, a weak* closed subset of the unit ball in the operator norm of bounded linear functionals on the algebra. A KMS β state is called extremal if it is an extremal point in the (compact convex) set of KMS β states for the weak (i.e., pointwise convergence) topology.
Remark (Physical origins)
. This notion of QSM-system is one of the possible physical theories of quantum statistical mechanics; one should think of A as the algebra of observables, represented on some Hilbert space H with orthonormal basis {Ψ i }; the time evolution, in the given representation, is generated by a Hamiltonian H by (1 1.3. Remark (Semigroup crossed product). We recall the construction of a semigroup crossed product algebra. A semigroup C * -dynamical system is a triple (A, S, ρ) of a C * -algebra A, a semigroup S and an action ρ of S by endomorphisms of A. A covariant representation (π, µ) is a pair of a representation π of the C * -algebra A as bounded operators on a Hilbert space H and a representation µ of the semigroup S on H by isometries, with the property that
for all a ∈ A and s ∈ S. Then the crossed product C * -algebra A ⋊ ρ S is the universal C * -algebra such that each covariant representation (π, µ) factors through a representation of A ⋊ ρ S. The existence of A ⋊ ρ S, with an embedding of A in A ⋊ ρ S, is guaranteed when the semigroup S is an Ore semigroup, namely it is cancellative (as = bs or sa = sb implies a = b in S) and right-reversible (Ss ∩ St = ∅ for all s, t ∈ S), the action ρ is by injective endomorphisms, which extend continuously to the multiplier algebra M (A) mapping the identity to a projection.
Under these same hypotheses on the semigroup S and the action ρ, the algebra A ⋊ ρ S is the closure of the linear span of all monomials of the form µ * s aµ t , with s, t ∈ S and a ∈ A, where the µ s here denote the isometries in A ⋊ ρ S associated to elements s ∈ S. In particular, the isometries µ s satisfy µ s µ t = µ st and µ * s µ s = 1, while µ s µ * s is a projector. One also has the relations aµ * s = µ * s ρ s (a) and µ s a = ρ s (a)µ s . See [38] for a more detailed discussion of semigroup crossed product algebras and their relation to partially defined actions of the associated enveloping group G = S −1 S (which exists and is unique up to canonical isomorphism in the Ore case).
Definition.
The dagger subalgebra B † of the semigroup crossed product B = A ⋊ ρ S is the (non-involutive) subalgebra generated algebraically by A and and µ t for t ∈ S (but not including the µ * t ). What we call "dagger subalgebra" (and its closure) can be seen as a noncommutative analogue of the disc algebra; its study was initiated by Arveson and Josephson, for references see, e.g., [20] , [49] .
We now introduce the following equivalence relation for QSM-systems:
Definition. An isomorphism of two QSM-systems (A, σ) and (B, τ ) is a C * -algebra isomorphism ϕ : A ∼ → B that intertwines time evolutions, i.e., such that the following diagram commutes:
/ / B 1.6. Definition. If (A, σ) and (B, τ ) are two QSM-systems with given dagger-subalgebras A † ⊆ A and B † ⊆ B that are preserved by the respective time evolutions (i.e., σ(A † ) ⊆ A † and τ (B † ) ⊆ B † ), then we call an isomorphism ϕ of the two systems a dagger-isomorphism if ϕ(A † ) = B † . Proof. The map ϕ obviously induces a bijection between states on B and states on A.
Lemma. Let
For (i), let F a,b be the holomorphic function that implements the KMS β -condition for the state
The following direct computation then shows that the function F ϕ(c),ϕ(d) implements the KMS β -condition for the state ϕ * ω on (A, σ) at c, d ∈ A:
and similarly at t + iβ. Also, note that pullback is continuous, since C * -algebra isomorphism is compatible with the topology on the set of KMS-states.
For (ii), if a KMS β state ω on B is not extremal, then the GNS-representation π ω of ω is not factorial. As in Prop 3.8 of [12], there exists a positive linear functional, which is dominated by ω, namely ω 1 ≤ ω, and which extends from B to the von Neumann algebra given by the weak closure M ω of B in the GNS representation. The functional ω 1 is of the form ω 1 (b) = ω(hb) for some positive element h in the center of the von Neumann algebra M ω . Consider then the pull back
and
for a ∈ A. The continuous linear functional ϕ * (ω 1 ) has norm ϕ * (ω 1 ) ≤ 1. In fact, since we are dealing with unital algebras,
with λ = ω(h),
shows that the state ϕ * (ω) is not extremal. Notice that η 1 and η 2 are both KMS states. To see this, it suffices to check that the state ω 1 (b)/ω(h) is KMS. In fact, one has for all analytic elements a, b ∈ B:
1.8.
Definition. An automorphism of a QSM-system (A, σ) is an isomorphism to itself. The group of such automorphisms is denoted by Aut(A, σ).
An endomorphism of a QSM-system (A, σ) is a * -homomorphism A → A that commutes with σ t for all t. We denote them by End(A, σ).
An inner endomorphism is defined by a → uau * for some isometry u ∈ A which is an eigenvector of the time evolution, i.e., u * u = 1 and there exists an eigenvalue λ such that σ t (u) = λ it u for all t. We denote them by Inn(A, σ). (Inner endomorphisms act trivially on KMS-states, cf.
[13], Ch. 3, Section 2.3.)
If A † ⊂ A is a dagger-subalgebra preserved by the time evolution, we denote by Inn † (A, σ) the set of dagger inner endomorphisms: the inner endomorphisms of (A, σ) defined by isometries in A † that are eigenvectors of the time evolution.
A QSM-system for number fields
Bost and Connes ( [7] ) introduced a QSM-system for the field of rational numbers, and [14], [15] did so for imaginary quadratic fields. More general QSM-systems associated to arbitrary number fields were constructed by Ha and Paugam in [27] as a special case of their more general class of systems for Shimura varieties, which in turn generalize the GL(2)-system of [12]. We recall here briefly the construction of the systems for number fields in an equivalent formulation (cf. also [36]).
2.1.
We denote by J + K the semigroup of integral ideals, with the norm function
K the Galois group of the maximal abelian extension of K. The Artin reciprocity map is denote by
By abuse of notation, we will also write ϑ K (n) for the image under this map of an ideal n, which is seen as an idele by choosing a non-canonical section s of
The abuse lies in the fact that the image depends on this choice of section (thus, up to a unit in the finite ideles), but it is canonically defined in (every quotient of) the Galois group G ab K,n of the maximal abelian extension unramified at prime divisors of n: on every finite quotient of this, it is the "Frobenius element" of n. The notation ϑ K (n) will only occur in situations where this ambiguity plays no role, for example, we evaluate characters χ on ϑ K (n) only if the conductor f χ of χ is coprime to n (so χ factors over G ab K,n ). If n = p is a prime ideal with a chosen uniformizer π p then we get a diagram
in which the arrow ϑ K • s depends on s, but the curved arrow doesn't depend on s.
We consider the fibered product
(whereÔ K is the ring of finite integral adeles), where the balancing is defined for γ ∈ G ab K and ρ ∈Ô K by the equivalence
where the crossed product structure is given by n ∈ J
with e n = µ n µ * n the projector onto the space of [(γ, ρ)] where s(n) −1 ρ ∈Ô K . Here µ n is the isometry that implements the action of J + K . Note that, because of the balancing over the finite idelic unitsÔ * K , the dependence of ϑ K (n) on s is again of no influence. By further slight abuse of notation, we will leave out the section s from the notation, and write the action as f → f (ϑ K (n)γ, n −1 ρ)e n .
Of further use to us will be the partial inverse to this action defined by
where we have defined the action n * x of an ideal n ∈ J
Then indeed,
The dagger subalgebra A † K is the algebraic crossed product generated by functions f ∈ C(X K ) and isometries µ n with the relations
where ρ n and σ n are as in Section 2.2. This is not an involutive subalgebra because it does not contain the adjoints µ * n , but A K is the C * -algebra generated by A † K . Finally, the time evolution is given by
where µ n are the isometries that implement the semigroup action of J + K . The time evolution preserves the dagger subalgebra A † K .
Hilbert space representation, partition function, KMS-states

3.1.
A complete classification of the KMS states for the systems (A K , σ K ) was obtained in [36], Thm. 2.1. In particular, in the low temperature range β > 1, the extremal KMS β states are parameterized by elements γ ∈ G ab K , and are in Gibbs form, given by normalized L-series
Let χ denote a character of G ab K (extended as usual by 0 on ideals not coprime to its conductor f χ ). We define a function f χ ∈ C(X K ) by
with ρ ′ ∈Ô * K any invertible integral idele such that ρ ′ v = ρ v for all v | f χ (the value is independent of this choice). Then from the definition we get
is up to normalization the usual L-series of χ (which is defined using the convention to sum only over ideals coprime to the conductor of the χ).
Associated to any element
In this picture, the time evolution is implemented (in the sense of formula (1)) by a Hamiltonian (9) H σ K ε n = log N (n) ε n .
3.3.
In this representation,
Setting f = 1, the Dedekind zeta function
appears as the partition function
of the system (convergent for β > 1).
Remark (Formulation in terms of K-lattices). As shown in [12] and [13]
, the original BostConnes system admits a geometric reformulation in terms of commensurability classes of one-dimensional Q-lattices, which in Section 3 of [36] was generalized to number fields. More specifically, the moduli space of K-lattices up to scaling is the abelian part C(X K ) of the algebra (a classical quotient), and the moduli space up to scaling and commensurability exhibit the complete algebra (a genuinely noncommutative space). We recall the definitions for convenience.
Denote by K ∞ = v|∞K v the product of the completions at the archimedean places, and
The set of one-dimensional K-lattices can be identified with
The algebra A K can be interpreted as the quotient of the groupoid of the commensurability relation by the scaling action. The Hilbert space construction can be fit into the general framework of groupoid algebra representations.
In the lattice picture, the low temperature KMS states are parameterized by the invertible onedimensional K-lattices, namely those for which the O K -module homomorphism ϕ is actually an isomorphism, see [13] , [14] , [36] , and Chapter 3 of [12].
Hamiltonians and arithmetic equivalence
We first show that the existence of an isomorphism of the quantum statistical mechanical systems implies arithmetic equivalence; this is basically because the zeta functions of K and L are the partition functions of the respective systems. Some care has to be taken since the systems are not represented on the same Hilbert space. 
Proposition. Let
induces an identification of the sets of extremal KMS-states of the two systems, via pullback
Consider the GNS representations associated to regular low temperature KMS states ω = ω β and ϕ * (ω). We denote the respective Hilbert spaces by H ω and H ϕ * ω . As in Lemma 4.3 of [11], we observe that the factor M ω obtained as the weak closure of A L in the GNS representation is of type I ∞ , since we are only considering the low temperature KMS states that are of Gibbs form. Thus, the space H ω decomposes as
with an irreducible representation π ω of A L on H (ω) and
(B indicates the set of bounded operators). Moreover, we have
for a density matrix ρ (positive, of trace class, of unit trace). We know that the low temperature extremal KMS states for the system (A L , σ L ) are of Gibbs form and given by the explicit expression in equation (5) for some γ ∈ G ab L ; and similarly for the system (A K , σ K ). Thus, we can identify H (ω) with ℓ 2 (J + L ) and the density ρ correspondingly with
this is the representation considered in Section 3.2. As in Lemma 4.3 of [11], the evolution group e itHω generated by the Hamiltonian H ω that implements the time evolution σ L in the GNS representation on H ω agrees with e itHσ L on the factor M ω . We find
As observed in §4.2 of [11], this gives us that the Hamiltonians differ by a constant,
for some λ 1 ∈ R * + . The argument for the GNS representation for π ϕ * (ω) is similar and it gives an identification of the Hamiltonians
The algebra isomorphism ϕ induces a unitary equivalence Φ of the Hilbert spaces of the GNS representations of the corresponding states, and the Hamiltonians that implement the time evolution in these representations are therefore related by
In particular the Hamiltonians H ϕ * (ω) and H ω then have the same spectrum. Thus, we know from the discussion above that
for a unitary operator Φ and a λ ∈ R * + . This gives at the level of zeta functions (11) ζ
Now consider the left hand side and right hand side as classical Dirichlet series of the form n≥1 a n n β and
respectively. Observe that a 1 = b 1 = 1.
Taking the limit as β → +∞ in (11), we find
from which we conclude that λ = 1. Thus, we obtain ζ K (β) = ζ L (β), which gives arithmetic equivalence of the number fields.
By expanding the zeta functions as Euler products, we deduce Let µ K denote the measure on
Corollary. If the QSM-systems
given as the products of normalized Haar measures on G ab K and on every factorÔ K,p ofÔ K (so that O
where
The decomposition of X 1 K,n is into disjoint subsets, because [(γ, ρ)] ∈ m ′ * X * K,n precisely if ρ is exactly "divisible" by m ′ .
We observe that by Equation (12), we have a homeomorphism
Now by Fourier analysis, the characters of G ab K,n (so the characters of G ab K whose conductor is coprime to n) are dense in the algebra of functions on G ab K,n . The algebra of continuous functions on the coproduct C( m ′ ∈J
is then generated by linear combinations of such characters with support in just one of the components. By pulling this back via the homeomorphism in (13), we find a set of generators for the algebra of continuous functions on X 1 K,n :
whose conductor is coprime to n, and let m ∈ J + K,n . Then we define the function
where δ m,m ′ is the Kronecker delta. This is the pullback by the homeomorphism in (13) of the function which is the character χ precisely in the m-component of the space.
The above results imply that these functions generate the algebra C(X 1 K,n ). We can now prove:
Lemma. The algebra of functions
Proof. Observe that X 2 K,n is a set of µ K -measure zero. By total disconnectedness, the algebra C(X K,n ) is generated by the characteristic functions of clopen sets. We claim: Proof of Lemma 5.4 . A p-adic ring of integersÔ p does not have non-empty open sets U of measure zero, since U contains a ball of sufficiently small radius around any point in it, and this will have Haar measure the p-adic absolute value of the radius; the same argument applies to G ab K , by considering it as the idele class group modulo connected component of the identity and using the idele norm.
It follows that X 1 K,n is dense in X K,n , as the complement cannot contain any open set. It therefore suffices to give generators for C(X 1 K,n ), which we have already done.
Corollary. The set
Proof. It follows from the above proof that
is dense in X K,n , so by taking the union over all n, we find the result (recall that the closure of a union contains the union of the closures).
Remark (K-lattices)
. Let M K,1 denote the space of one-dimensional K-lattices up to scaling; recall that C(X K ) = C(M K,1 ). The preceding theory organizes this space into an inductive system of the spaces C(M K,1,n ) of functions that depend on the datum φ of a K-lattice (Λ, φ) only through its projection toÔ K,n .
Crossed product structure and QSM-isomorphism
In this section, we deduce from the dagger-isomorphism of the QSM-systems the conjugacy of the corresponding "dynamical systems"
There is a large literature on recovering such systems from (non-involutive) operator algebras, starting with Arveson-Josephson. We refer to [20] for a recent overview and theorems with minimal conditions, leading to "piecewise conjugacy". Here, we will present as simple as possible a proof for our case, where we can exploit our assumption that the algebraically generated dagger-subalgebra is preserved, as well as the ergodicity of the action and some strong density assumptions on fixed point sets. 
denote the (non-involutive) subalgebra of A † K generated algebraically by the functions C(X K ) and the isometries µ p with p = p i a prime in J + K,p f . We will use multi-index notation:
, and let |α| = N denote the length of α. Similarly, we let σ α = σ µα , etc. (beware not to confuse the partial inverse σ α with the time evolution σ t ). Any element a ∈ A † K,p f can be uniquely written in the form
for "generalized Fourier coefficients" E α (a) ∈ C(X K ).
Proposition. A dagger-isomorphism of QSM-systems
Proof. First of all, ϕ maps the σ t -eigenspace for eigenvalue 1 in the dagger subalgebra A † K to that in A † L : from the representation through generalized Fourier series, it is easy to see that these eigenspaces consist exactly of the functions C(X K ), respectively C(X L ). Hence ϕ induces an isomorphism between these algebras, and hence a homeomorphism
Now fix a rational prime p and a positive integer f . We claim that ϕ induces an isomorphism
Indeed, we have by assumption that ϕ maps the dagger subalgebra
K,p f is precisely the subalgebra generated by C(X) and the p f it -eigensubspace of σ t acting on A † K . Since ϕ is compatible with time evolution, it maps the p f it -eigenspace of σ K,t to that of σ L,t , so the claim holds.
We now interject a topological lemma which will be used in the proof:
∈ X K and assume that there exist two distinct ideals m and n with m * x = n * x. Then the p-component x p of x is zero for some p dividing the least common multiple of m and n.
The equality m * x = n * x means the existence of an idelic unit with ϑ K (m) = ϑ K (u)ϑ K (n) and ρs(m) = us(n)ρ. Thus, if ρ has non-zero component at all divisors of m and n, then it follows from the second equality that m = n. Now consider the set consisting of x ∈ X K such that x p = 0 for all p = p 1 , . . . , p N in J + K,p f . By the above, it is contained in X 0 K . Also the set is open, as the complement of finitely many closed sets (namely, the ones on which x p = 0 for the finitely many primes p of norm p f ). Finally, it is dense, since it contains the set X 1 K (the subset where no component of ρ is zero), of which we have already shown that it is dense in X K in Lemma 5.5.
Since Φ is a homeomorphism,
is dense open in X K , and it suffices to notice that the intersection of dense open sets is dense.
We now show that one can algebraically describe the set of images of x ∈ X 0 K under the generators p i : Proof. We claim that C = {a ∈ A † K,p f : E 0 (a) = 0 and E α (a) ∈ E α ∀α = 0}, where E α is the C(X K )-ideal generated by the "coboundaries"
Lemma. Let C denote the commutator ideal in
where E 2 α is the ideal in C(X K ) generated by products of coboundaries. Since the action of J
Fix an index |β| = 1, corresponding to p k . Since I x 0 is a closed maximal ideal in C(X), either
The first case occurs exactly if y 0 = p k * x 0 . Also, this case occurs at most for one such k, since we assume that x 0 ∈ X 0 K . Hence either M x 0 ,y 0 = C , or there exists a unique k (so a unique corresponding β) such that y 0 = p k * x 0 and M x 0 ,y 0 = {a ∈ C : E β (a) ∈ I x 0 E β }, which has codimension 1 in C . Now recall that we know that ϕ is induced from a homeomorphism Φ : X K → X L . Since ϕ is an algebra homomorphism, we find that
(where we use superscript K and L to refer to the different fields). Now suppose that x ∈ X 00 K .
Then the sets {p
contain N distinct elements, and the above reasoning shows that they are mapped to each other by Φ: this gives, for each x ∈ X 00 K , a permutation of p L i , and hence a locally constant function α :
Since X 00 K is dense in X K , we can extend α by continuity to X K × J + K,p f , such that identity (14) still holds.
Gluing back together the algebras A † K,p f for various p and f , we finally find a homeomorphism Φ : X K ∼ → X L (which is by construction independent of p f ), and a locally constant map We now proceed to showing that α x is actually constant. For this, consider the level set
Observe that we only consider x for which Φ(x) is in X 1 L , the dense subspace of X L in which none of the idele components is zero (cf. 5.5).
We claim that the set X K is invariant under the action of J + K . We will verify that for all m ∈ J + K , we have that α x = α 1 if and only if α m * x = α 1 .
We compute that for n ∈ J
We now claim that if Φ(x) ∈ X 1 L , then also Φ(m * x) ∈ X 1 L for all m ∈ J + K ; this follows from the compatibility Φ(m * x) = α x (m) * Φ(x) and the fact that
L if and only if none of the local components ρ p of ρ is zero, which is preserved under the action of α x (m). Hence in the above formula,
Thus, we conclude from (15) that we have an equality of ideals α m * x (n) = α x (n) for all n ∈ J + K . Hence α x = α 1 if and only if α m * x = α 1 , which shows that X K is an invariant set for the action of J + K on X K . Now recall from [36] (Proof of Theorem 2.1 on p. 332) that the action of J + K on X K is ergodic for the measure µ K (cf. Section 5.1). Thus, the invariant set X K has measure zero or one. It cannot have measure zero: it contains the element x = 1, and since α x is locally constant, it contains an open neighbourhood of 1, and non-empty open sets in X K have strictly positive measure (by Lemma 5.4). We conclude that X K is of full measure hence also its superset
is of full measure and closed. Hence the complement is an open set of measure zero, hence empty (Lemma 5.4). We conclude that X ′ K = X K and we indeed have α x = α 1 for all x ∈ X K .
QSM-isomorphism and isomorphism of abelianized Galois groups
In this section, we prove that QSM-isomorphism implies an isomorphism of abelianized Galois groups. 
Remark. The isomorphism type of the infinite abelian group
Lemma.
Consider the projector e K,n = µ n µ * n . Then the range of e K,n is mapped by Φ to the range of e L,ϕ(n) : Φ(Range(e K,n )) = Range(e L,ϕ(n) ).
Proof. By definition, we have that x = [(γ, ρ)] is in the range of e K,n if and only if x = [(γ ′ , n ρ ′ )] for some γ ′ ∈ G ab K and ρ ′ ∈Ô K . This is equivalent to
If we now apply Φ, we get that the statement is equivalent to
for some Φ(x ′ ) ∈ X L -here, we have used Proposition 6.2. The latter statement is equivalent to Φ(x) belonging to the range of e L,ϕ(n) .
Proposition. An isomorphism ϕ of QSM-systems
, and consider the subspace of X K given by
Now define 1 m to be the integral adele which is 1 at the prime divisors of m and zero elsewhere, and consider the subgroup
This last equation means that u q = 1 at divisors q of m with no further restrictions, i.e., u ∈ q∤mÔ * q , so that by class field theory
K,m is the Galois group of the maximal abelian extension of K that is unramified outside prime divisors of m. Class field theory implies thatG ab K,m has a dense subgroup generated by ϑ K (n) for n running through the ideals n that are coprime to m. Said differently, H K,m is generated by 
and hence we can write γ n = n * ½ m . Now for two ideals n 1 and n 2 coprime to m, we can perform the following computation:
By density, we find that for all γ 1 , γ 2 ∈ H K,m , we have
We now consider the image Φ(H K,m ). Recall from the computation with ranges at the beginning of the proof that Φ(H K,m ) ⊆ V L,ϕ(m) . Choose n coprime to m, so also ϕ(n) is coprime to ϕ(m), so y m is zero on the support of ϕ(n). Hence
By density, we conclude that . We conclude that Φ induces a bijective map
If we set Φ(γ) := Φ(γ) · Φ(1) −1 , we find
so Φ is indeed a group isomorphism.
Convention. To simplify notations, we replace the original isomorphism of QSMsystems ϕ (which is induced by the homeomorphism Φ −1 and the group isomorphisms ϕ = α 1 ) by the QSM-isomorphism which is induced instead by the home-
omorphism Φ −1 and the ϕ = α 1 , and from now on, we denote this new QSMisomorphism by the same letter ϕ, so that for the associated Φ, it holds that Φ = Φ. . We claim that y m is a local unit at the primes dividing ϕ(m). If not, then Φ(½ m ) ∈ Range(e r ) for some prime ideal r ∈ J + L which divides ϕ(m). This is equivalent to the existence of x ∈ X L such that Φ(½ m ) = r * x. This implies that
Corollary. For all
We conclude from this that ½ m ∈ Range(e ϕ −1 (r) ). Now we observe that ϕ −1 (r) is a prime ideal above a rational prime dividing m. In particular, it is not a unit at some prime divisor of m. But this contradicts the fact that all non-zero adelic components of ½ m are such units. We conclude that
is a unit. Hence in (17), we can cancel x m (which lies in the group G ab L ) and y m locally at divisors of ϕ(m), to find that
Layers, ramification and L-series
In this section, we conclude from the previous section that ϕ "preserves ramification", and we deduce from this that ϕ induces an L-isomorphism (viz., an identification of abelian L-series). We will use the symbol Φ also for the group isomorphism that Φ :
Proposition. The group isomorphisms
for every prime p ∈ J + K .
Proof. In the previous section, we saw that Φ induces an isomorphism
, of Galois groups of the maximal abelian extension K n that is unramified outside the prime divisors of n and L ϕ(n) that is unramified outside ϕ(n), respectively. Now let K ′ = (K ab ) N be a finite extension of K ramified precisely above
(where p means to leave out p from the product). Applying Φ and using the above result, we find that this is equivalent to
, and this means that L ′ / L is ramified precisely above ϕ(p 1 ), . . . , ϕ(p r ).
We now give a direct proof of the fact that (ii) implies (iii) in Theorem 2.
Proposition. An isomorphism
induces an identification of L-series with characters, i.e., there is a group isomorphism of character groups
Proof. By Proposition 7.3, we have an isomorphism Φ :
L , hence by Pontrjagin duality, an identification of character groups
K extends to a function f χ as in Section 3.1. We claim that the function corresponding to ψ(χ) is ϕ(f χ ) = f ψ(χ) . To prove this, it suffices to check that divisors of the conductor f ψ(χ) of ψ(χ) are the same as divisors of ϕ(f χ ). But p is coprime to f χ precisely if χ factors over G ab K,p , and by the previous proposition, we find that this is equivalent to ψ(χ) = Φ * (χ)
, which in its turn means that ϕ(p) is coprime to the conductor f ψ(χ) of ψ(χ):
The fact that ϕ(f χ ) = f ψ(χ) now implies that
for all χ ∈ G ab K and n ∈ J + K such that n is coprime to the conductor of χ. By the intertwining of time evolution, we also have compatibility with norms
for all n ∈ J + K . Hence we can compute
Remark.
The above result is a manifestation of the matching of KMS β states. Namely, our isomorphism of QSM-systems gives ζ K (β) = ζ L (β) (Proposition 4.1), and an isomorphism of character groups ψ as in the previous proof. Lemma 1.7 implies that pullback is an isomorphism of
, for some γ ∈ G ab K and every f ∈ A K . We can choose in particular f = f χ for a character χ ∈ G ab K , and then the above identity becomes
If we now compare the constant coefficients and use arithmetic equivalence, we find ψ(χ)(γ) = χ( γ), and so finally the identity of these particular KMS-states indeed reads
From QSM-isomorphisms to isomorphism of unit ideles and ideles
Proposition. Let K and L denote two number fields admitting an isomorphism ϕ of their QSM-systems
and of unit ideles ϕ :Ô Proof. Consider the maximal abelian extension of K in which p is unramified. It is the fixed field of the inertia group I ab K,p of p in K ab . From the fact that Φ respects ramification, it follows that
. But now by local class field theory, we have a canonical isomorphism
between the topological groups of local units (compare with the discussion in Section 1.
of [42]).
Since the integral invertible ideles are the direct product as topological groups of the local units, we get the claim.
Proposition. Let K and L denote two number fields admitting an isomorphism ϕ of their QSM-systems
. Then ϕ induces a semigroup isomorphism:
, which is (non-canonically) split by choosing a uniformizer π p at every place p of the field:
Hence as a semigroup,
The result follows from Propositions 7.3 and 9.1.
Remark.
Using fractional ideals, one may prove in a similar way that ϕ induces a multiplicative group isomorphism of the finite ideles of K and L.
From QSM to field isomorphism: multiplicative structure
In this section, we prove that QSM-isomorphism induces an isomorphism of multiplicative semigroups of rings of (totally positive) integers. The idea is to use certain symmetries of the system to encode this structure.
We first establish some facts on the symmetries of QSM-systems of number fields. The statement is analogous to Proposition 2.14 of [14] and Proposition 3.124 of [13] , where it was formulated for the case of imaginary quadratic fields, and to Theorem 2.14 of [16] , formulated in the function field case.
Proposition. Let K denote any number field. An element s of the semigroupÔ
where e r projects onto the space where s −1 ρ ∈Ô K , for r = sÔ K ∩ K . These endomorphisms preserve the dagger subalgebra A † K by construction.
Furthermore, (i) The subgroup of invertible integral idelesÔ *
K is exactly the one that acts by automorphisms of the system.
(ii) The closure of totally positive units O with no µ * n . Thus, it will have m = 1 and λ = n for some n, so that
First observe the following: we can express all elements in the algebraic crossed product of C(X K ) by J + K as sums of monomials of the form µ n f µ * m , with n and m in J + K and f ∈ C(X K ). For any pair of elements n and m in J + K that have no factor in common in their decomposition into primes of K, let V n,m denote the linear span of the elements µ n f µ * m with f ∈ C(X K ).
The condition u * u = 1 then gives
which we write equivalently as
where the first sum S 1 corresponds to the case where n = n ′ . We now check that the second sum S 2 vanishes. To see this, let u be the greatest common factor of n and n ′ in their prime decompositions, so that n = u a and n ′ = u b for a and b coprime. Then we get
Since a and b have no common factor, µ * a µ b = µ b µ * a and we have that the above expression further equals
Next notice that, since a and b have no common factor, this is an element of V a,b . Thus, in relation (20) the subsum S 1 and the constant 1 on the right hand side are both in the subspace V 1,1 , while all the terms in the second sum S 2 are in other subspaces V a,b for a = b.
We conclude that the second sum S 2 in (20) vanishes and thus, the condition that u * u = 1 is equivalent to the functions f n satisfying
Consider then the inner endomorphism f → uf u * , with u as above. Substituting the above representation of u, we find
As above, one verifies that the part of the above sum with n ′ = n is in a space V a,b for (a, b) = (1, 1), while uf u * = ε s (f ) is in V 1,1 , as is the part of the sum where n ′ = n, which equals
We conclude that
for a n = ρ n (|f n | 2 ) positive, supported in the range of e n . Fix n an ideal of norm n, different from r. We shall prove that a n = 0. For this, write r = a b and n = a c with b and c coprime. Assume that a n (x) = 0. From the above, we can assume that x belong to the range of e n = e a b 0 c . Assume by induction that x belong to the range of e a b k c . We now show that x also belongs to the range of e a b k+1 c . For this, apply equation (23) to the function f = e b k . We find e r b k (x) = a n (x)e n b k (x) + positive terms. We rewrite this as e a b k+1 (x) = a n (x)e a b k c (x) + positive terms. Since by assumption a n (x) > 0 and e a b k c (x) = 1, we find from this identity that e a b k+1 (x) = 0. Hence x belongs to the range of a b k c and a b k+1 , hence of a b k+1 c for all k, as claimed. If b = 1, then this never happens. We conclude that b = 1, so r = a | n, and since r and n have the same norm, we find a n = 0 unless n = r, so that in the sum on the right hand side only one term is non-zero, and relation (23) becomes
Working out both sides, we find
First of all, setting f = 1, we get that ρ r (|f r | 2 ) = 1. If we apply the partial inverse σ r to this, we find |f r | 2 = σ r ρ r (|f r | 2 ) = 1. We then conclude from (21) that all other f n = 0 (n = r), so that we indeed get u = aµ r for the phase factor a = f r . Now equality (24) implies that θ K (r) equals θ K (u) for some unit idèle u ∈Ô
Remark (K-lattices).
In terms of K-lattices (Λ, φ), the divisibility condition above corresponds to the condition that the homomorphism φ factors through
The action of the endomorphisms is then given by
when both (Λ, φ) and (Λ ′ , φ ′ ) are divisible by s and zero otherwise. When s ∈ O × K , we can consider the function
These are eigenvectors of the time evolution, with σ t (µ s ) = N K (n) it µ s , and ε s (f ) = µ s ⋆ f ⋆ µ * s , for the convolution product of the algebra A K . For a discussion in this language of why, in the case of totally imaginary fields, only principal (in this case, the same as totally positive principal) ideals give inner endomorphisms, see [13] , p. 562.
Proposition. Let K and L denote two number fields admitting a dagger isomorphism ϕ of their QSM-systems
(A K , σ K ) and (A L , σ L ). Then ϕ
induces a semigroup isomorphism between the multiplicative semigroups of totally positive non-zero elements of the rings of integers of K and L:
Proof. Proposition 9.2 says that ϕ induces an isomorphism
From Proposition 10.1, we have a map ε K : A it suffices to prove that ϕ maps ε
To prove this, we will verify that ϕ • ε L = ε K • ϕ, i.e., the commuting of the right square in the following diagram:
This is equivalent to the following statement:
Proof. Since A * K,f ∩Ô K is isomorphic to the direct product ofÔ * K and J + K , it suffices to prove this for these subgroups individually. Since the map J + K → End(A K , σ K ) is injective, it is automatic that ε K and ϕ intertwine with ε L on elements of this subgroup. Now suppose on the other hand that
where we have written Φ(y) = x for y ∈ X K . By the density statement in Corollary 5.5, it suffices to compute this action on functions that are supported on y = n * γ ′ for some γ ∈ G ab K and n ∈ J + K . But for such values, and any γ ∈ G ab K , we have that
by Proposition 7.3, and since Φ is multiplicative on elements in G ab K (Proposition 7.3), we find that that this is further equal to
We apply this with γ = ϑ K (s) and y = Φ −1 (x), to find
which proves the statement.
With the proof of this lemma, we have reached the end of the proof of Proposition 10.4.
11. Recovering the additive structure 11.1. In this section, we show that the map ϕ is additive. For this, we prove it is additive (or, what is the same, the identity map) modulo totally split primes. We do this by lifting elements of the residue field of a totally split prime to integers, which we show are fixed by the map ϕ.
For the rest of this section, we assume that ϕ :
is a dagger isomorphism of QSM-systems of two number fields K and L. Since K and L are arithmetically equivalent, they have the same discriminant, which we denote by ∆. We choose a prime ideal p of K of norm p, and let ϕ(p) denote the corresponding prime of L.
Notation.
For an integer N , we let Z (N ) denote the set of integers coprime to N . We recall the following notations: 1 p = (0, . . . , 0, 1, 0, . . . , 0) denotes the adele with a 1 at the p-th place and 0 everywhere else, and ½ p := [(1, 1 p )] ∈ X K . Finally, when u ∈Ô K,p , we let u p denote the integral idele u p := (1, . . . , 1, u, 1, . . . , 1) , with u in the p-th place and 1 everywhere else.
Recall that the map
This proves the commutativity of the diagram. 
Lemma. Consider the map
The map ϕ is multiplicative by construction. We will now prove that its extension by ϕ(0) = 0 is additive (or, equivalently, ϕ : F * p → F * p is the identity map). We extend the Teichmüller character in the usual way to
Now let a denote any residue class in K * p ∼ = F p . Choose an integer a that is congruent to a mod p and coprime to the discriminant ∆ (which is possible by the Chinese remainder theorem-observe that p and ∆ are coprime). It holds true that τ K,p ( a) = τ K,p (a) for the extended Teichmüller map. Since ϕ is continuous in the p-adic topology and multiplicative, we find that
(the last equality follow from the lemma above), so that we find
Hence ϕ is the identity map modulo any totally split prime, so for any such prime p ∈ J + K and any x, y ∈ O K,+ , we have
Since there are totally split primes of arbitrary large norm (by Chebotarev), we find that ϕ itself is additive.
Theorem. Let K and L denote two number fields whose QSM-systems
Proof. We have just seen that ϕ induces an isomorphism of semigroups of totally positive integers (Proposition 10.4). Now O K always has a free Z-basis consisting of totally positive elements; indeed, if y 1 = 1, y 2 , . . . , y n is any basis, replace it by x 1 = 1, x 2 = y 2 + k 2 , . . . , x n = y n + k n where k i are integers with k i > −σ(y i ) for all real embeddings σ of K. Then we can extend
by the above this is well-defined, additive and multiplicative, and hence it extends further to an isomorphism of the quotient fields.
Part B. L-SERIES AND QSM-ISOMORPHISM
Let χ denote a character in the Pontrjagin dual of G ab K . We set
where it is always understood that we set χ(ϑ K (n)) = 0 if n is not coprime to the conductor f χ of χ. This is also the Artin L-series for χ considered as a representation of the Galois group of the finite extension K χ / K through which χ factors injectively ( [44] , VII.10.6).
In the next few sections, we first show that (iii) ⇒ (ii) in Theorem 2, namely the identity of the L-functions implies the existence of a dagger isomorphism of the quantum statistical mechanical systems, that is, a C * -algebra isomorphism ϕ :
12. QSM-isomorphism from matching L-series: compatible isomorphism of ideals 12.1. Proposition. Let K and L denote two number fields. Suppose ψ is an isomorphism
Then there exists a norm preserving semigroup isomorphism
, which is compatible with the Artin reciprocity map under ψ in the sense that
for all characters χ and ideals n such that the conductor of χ is coprime to N K (n) (which is also equivalent to (iv) in Theorem 3 forψ := (ψ −1 ) * ).
Proof. Since ψ(1) = 1, the zeta functions (L-series for the trivial character) match on both sides:
This is arithmetic equivalence, and it shows in particular that there is a bijection between the sets of primes of K and L above a given rational prime p and with a given inertia degree f . We need to match these primes in such a way that they are compatible with Artin reciprocity. We want to do this by mapping a prime p of K to a prime q of L above the same p, with the same inertia degree, and such that
for all characters χ whose conductor is coprime to p. The main point is to show that it is always possible to find such q, and to show that one may perform this in a bijective way between primes. We prove this by using a combination of L-series as counting function for the number of such ideals q.
The identification of L-series means that for any character χ, we have
We fix an integer n and consider the norm-n part of this identity:
In this notation, remember that we have set χ equal to zero on ideals not coprime to its conductor.
Recall our notation G ab K,n for the Galois group of the maximal abelian extension of K that is unramified above the prime divisors of an ideal n. We will take n for the given integer n.
We fix a finite quotient group G of
and consider only characters that factor over G, i.e., that are of the form χ • π G for χ in the finite group G (which we consider as a subgroups of G ab K by precomposing with π G ). We consider only n that are coprime to the conductor of any character in G, so actually π G factors over G ab K,n , and for such n, we sum the identity (29) over this group G, times the function χ(π G (γ −1 )) for a fixed element γ ∈ G ab K -interchanging the order of summation, we find
Let us introduce the following set of ideals for n ∈ Z ≥1 and γ ∈ G ab K :
and denote the cardinality of this set by
(or b K,G,n (γ) if we want to indicate the dependence on the ground field K). As is well-known, the value of the left hand side of Equation (30) is
We now perform a base change in the bracketed sum on the right hand side of (30), using the homomorphism
L , which we can do since ψ preserves the subgroups indexed by n:
Indeed, if f χ is not coprime to n, L K (χ, s) has a missing Euler factor at a prime number p dividing n. Hence, by the equality of L-series, also L L (ψ(χ), s) has such a missing Euler factor, so f ψ(χ) is not coprime to p (hence n).
To ease notation we write (ψ −1 ) * (G) = G ′ . We also write η = ψ(χ). Then the bracketed expression on the right hand side of (30) becomes (31)
Observe that for fixed m coprime to f η ,
is a character on G ′ . Thus,
Since the right expression is equal to η(π G ′ ((ψ −1 ) * γ)), we find that Ξ m ≡ 1 means that
Plugging everything back in, we find that the right hand side of Equation (30) becomes
Since ψ is a group isomorphism of finite abelian groups,
Now as a profinite group, G ab K,n can be written as the inverse limit over all its finite quotients, and since all constructions are compatible with these limits, we conclude that the sets
have the same number of elements. We now set γ = ϑ( n) for a given ideal n ∈ J + K of norm n. Since the Artin map ϑ K : J + K → G ab K,n is injective on ideals that divide n, we find that the set
After applying Pontrjagin duality, this becomes exactly statement (26) . We set Ψ( n) := m, and this is our desired map. It is multiplicative, since (ψ −1 ) * and the Artin maps are so. Finally, (26) is equivalent to (iv) in Theorem 3 ("Reciprocity isomorphism") forψ = (ψ −1 ) * , since the latter statement is clearly equivalent to (35).
QSM-isomorphism from matching L-series: homeomorphism on X K
We now proceed to show that ψ also induced a natural map on the whole abelian part
where it is automatically defined (by continuity of ψ). We check this on "finite" parts of these algebras that exhaust the whole algebra, as in Section 8.
Lemma. The map ψ extends to an algebra isomorphism
Proof. Recall that the map ψ :
L denote the compatible isomorphism of semigroups of ideals introduced in the previous section.
Recall from Section 8 how we have decomposed the algebra C(X K ) into pieces C(X K,n ), were we now assume n is an integer. We can then define a map
as the closure of the map given by
where f χ,m are the generators of the algebra C(X K,n ) given in Lemma 5.3. Recall from the previous section that if χ ∈ G ab K has conductor coprime to n, so has ψ(χ), so the map ψ n is well-defined. The map is a vector space isomorphism by construction, since both ψ and Ψ are bijective.
By taking direct limits (the maps of algebras are compatible with the divisibility relation), we arrive at a topological vector space isomorphism
To see that the map ψ is an algebra homomorphism, we need to check it is compatible with multiplication: this will follow from the compatibility of Ψ with the Artin map, which implies that the function ψ(f χ,m ) is given by a pullback. Indeed, for
which, by the compatibility of Ψ with the reciprocity map (Equation (26)), is
Hence if χ and χ ′ are two characters in G ab K , and m, m ′ are two ideals in J + K,n for n sufficiently large, we find
which implies that ψ is multiplicative. 
QSM-isomorphism from matching
Then there is a dagger isomorphism of QSM-systems
Proof. The maps ψ : X K → X L and µ n → µ Ψ(n) induce an isomorphism
L , which extends to a C * -algebra isomorphism between A K and A L .
It remains to verify that this map is indeed a QSM-isomorphism, i.e., that it commutes with time evolution. On the abelian part, there is nothing to verify, since it is stable by time evolution. On the semigroup part, it is a simple consequence of the fact that Ψ preserves norms:
so that, on the one hand σ L,t (ϕ(µ n )) = N L (Ψ(n)) it µ Ψ(n) , and on the other hand,
This finishes the proof that σ L,t • ϕ = ϕ • σ K,t .
14.2. Remark. As quoted in the introduction, in [17] , it was shown that an equality of infinitely many Dirichlet series associated to a map between closed Riemannian manifolds is equivalent to this map being an isometry. In the same reference, it is then shown how to use this theorem to define a distance between closed Riemannian manifolds, as infimum over a usual distance between complex functions. With number fields, we are now in a very analogous situation, in that we characterize number fields by an equality of Dirichlet series. One might use this to define a distance on the set of all number fields up to isomorphism. It then remains to investigate whether this (forcedly discrete) distance on a countable set has an interesting completion (much like passing from Q to R): are there interesting 'limits' of number fields? Also, metrizing abstract number fields might be useful to our understanding of "arithmetic statistics"-the distribution of invariants over number fields (compare [59]).
Proof of Theorem 3
We now show that reciprocity isomorphism (iv) implies L-isomorphism (iii). Since obviously, field isomorphism (i) implies reciprocity isomorphism (iv), this will finish the proof of all main theorems from the introduction.
The condition of compatibility with Artin maps at finite level can be rephrased as follows: for any n dividing an integer n, we have that
to which we can apply Pontrjagin duality to find that χ(ϑ K (n)) = ψ(χ)(ϑ L (Ψ(n)), for all characters χ whose conductor is coprime to n. Here, we define the map ψ by
K . We prove the theorem by performing a change in summation m = Ψ(n) in the L-series as follows (using that norms are preserved, and Artin maps intertwined):
(Recall that in this definition, we have set χ(ϑ K (n)) = 0 as soon as n is not coprime to the conductor of χ.) 
then their kernels are isomorphic, so α restricts to an isomorphism K * ∼ → L * , which, extended by 0 → 0, gives a field isomorphism of K and L (the additivity is automatic from the embedding into the adele rings). The question remains whether the same holds without assuming compatibility of the maps via reciprocity.
Relaxing the conditions on L-series
16.1.
One may now wonder whether condition (iii) (L-isomorphism) of Theorem 2, can be weakened. For example, is it possible to restrict to characters of fixed type? At least for rational characters of order two (i.e., arising from quadratic extensions by the square root of a rational number), this is not the case, as the following proposition shows. Let χ be the quadratic character that belongs to d. By Artin factorization, we can write
We find the conclusion by combining (36), (37) and (38) .
Remark.
We do not know a direct "analytic" proof that equality of zeta functions implies equality of all rational quadratic twist L-series. As a matter of fact, looked at in a purely analytic way, the result does not appear to be so obvious at all.
Remark. Bart de Smit [23]
has proven that for K and L to be isomorphic, it suffices to have an equality between the sets of all zeta functions of abelian extensions of K and L, or between the sets of all L-series for characters of order ≤ 2. His method is constructive in the sense that, for given arithmetically equivalent K and L, one may construct a finite set of quadratic characters whose L-series have to match for K and L to be isomorphic.
Remark.
One may wonder how much information an equality of sets of L-series with characters encodes about the characters themselves (so not assuming the identification of L-series to arise from an isomorphism of abelianized Galois groups). Bart de Smit has constructed an example of two number fields and two characters of different order whose L-series coincide. Multiplicative relations (more general than equality) between L-series on the same number field are discussed in [1] (around Satz 5).
