Mihály Matrix Completions, Moments, and Sums of Hermitian Squares by Mihály Bakonyi and Hugo J. Woerdeman, Princeton Series in Applied Mathematics, Princeton University Press (2011). xii + 518 pp., Hardback, ISBN 978-0-691-12889-4. by Rodman, Leiba
Linear Algebra and its Applications 436 (2012) 2711–2715
Contents lists available at SciVerse ScienceDirect
Linear Algebra and its Applications
journal homepage: www.elsevier .com/locate/ laa
Book Review
Matrix Completions, Moments, and Sums of Hermitian Squares by Mihály Bakonyi and Hugo J.
Woerdeman, Princeton Series in Applied Mathematics, Princeton University Press (2011). xii +
518 pp., Hardback, ISBN 978-0-691-12889-4
In a simple, basic form, many matrix completions problems can be stated as follows: Fix a subset
J ⊆ {1, 2, . . . ,m} × {1, 2, . . . , n}. For a given m × n complex matrix A determine whether or not
there exists a matrix in the shifted convex cone
A +
{
W = [wi,j]m,ni,j=1 : wi,j = 0 for every pair (i, j) ∈ J
}
(1)
with a given property, such as being positive semidefinite or positive definite (in this particular case
necessarily m = n), and if yes, describe structure of all such matrices. Other types of completion
problems have been studied, for example: Find the extreme values, or all possible values, of a certain
matrix characteristic, such as rank, of matrices in (1), and characterize matrices having the extreme
values.
The literature onmatrix completions is extensive, especially in recent 30 years or so.We cannot give
hereanythingapproachinga surveyof this literature, and just stateonekey result –abase formany later
developments. For Hermitian A, consider the question of existence of positive semidefinitematrices in
(1). Assume that J in (1) is symmetric: (i, j) ∈ J ⇒ (j, i) ∈ J, and contains “diagonal” elements (j, j),
j ∈ {1, 2, . . . , n}. Then J is the set of edges of a certain undirected graph on the vertices {1, 2, . . . , n}.
Such a graph is called chordal, or triangulated, if every cycle of at least four distinct (except that the
first and the last vertex are the same) vertices has a chord, i.e. an edge between two vertices in the
cycle that are not adjacent in the cycle to each other. A clique of  is a set of vertices such that there is
a edge between any two vertices in the set.
Clearly, an obvious necessary condition for existence of a positive semidefinite, or positive definite,
matrix in the set (1) is that the compression of A to the principal submatrix determined by any clique
of  is positive semidefinite, or positive definite. It turns out that, for a fixed J, the obvious necessary
condition is sufficient for anymatrix A if and only if is chordal. This, in turn, is equivalent to property
that all extreme rays of the convex cone
{
V = [vi,j]ni,j=1 : V positive semidefinite and vi,j = 0 for every pair (i, j) ∈ J
}
consist entirely of matrices of rank at most one. Various parts of these results have been proved in
[11,1,14]; the important particular case when A andW are Toeplitz, goes back to [5]. Many aspects of
the positive semidefinite and the positive definite completion problems are exposed with full details
and in the generality of operator matrices in Chapter 2 of the book.
The book addresses several moments and interpolation problems that have roots in classical math-
ematics, and many of them in their original formulations go back nearly a century. The classical
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formulation of the Hamburger problem asks whether or not, for a given sequence of real numbers
{sj}∞j=0, there exists a positive measure μ on the real line such that
∫ ∞
−∞
λjdμ(λ) = sj, j = 0, 1, . . . (2)
(assuming all integrals converge). This happens if and only if all Hankelmatrices [si+j]ni,j=0 are positive
semidefinite (Theorem 2.7.2 in the book). The Nehari problem asks, given a sequence of complex num-
bers {cj}−1j=−∞, for existence of a function f ∈ L∞ on the unit circle with norm at most 1 and having cj
as its jth Fourier coefficient, for j = −1,−2, . . . Such a function exists if and only if the infinite Hankel
matrix [ci+j−1]−∞i,j=0 has norm 1. The Nehari problem can be interpreted as finding the distance from
f to H∞ (the algebra of bounded analytic functions on the open unit disc). The Nevanlinna–Pick prob-
lem, in the simplest formulation, has to do with analytic and bounded by 1 functions f (z) on the open
unit disc that take given values at the given points in the disc: f (zj) = wj , j = 1, 2, . . . , k. Positive
semidefiniteness of the Pickmatrix [(1−wiwj)(1−zizj)−1]ki,j=1 is a necessary and sufficient condition
for existence of such function. The classical Carathéodory interpolation seeks to find analytic functions
on the open unit disc having positive semidefinite (or positive definite) real part and having prescribed
part of the Taylor series at zero. Here again, positive semidefiniteness properties of a certain matrix
are responsible for existence of such functions. These, and related, moments and interpolation prob-
lems have been generalized to matrix valued functions, and some even to operator valued functions;
applications to robust control in engineering largelymotivated recent developments. The literature on
the topic is voluminous, and we mention here only the books [2,7,10,6,4], among many others.
Concerning sums of Hermitian squares, the starting point here is the classical Fejér–Riesz theorem,
which is almost one hundred years old. The theorem states that any trigonometric polynomial p all of
whose values on the unit circle are real and nonnegative, can be represented in the form |q(eit)|2, for
some polynomial q; in fact, p is a square, not just sum of squares. More recent developments aim to
extend the Fejér–Riesz theorem in two broad directions: (a) replace scalar valued polynomials with
matrix valued, or more generally operator valued, polynomials; (b) consider results of this type for
polynomials of several variables.
With respect to (a), it turns out that everyHilbert space operator valued functionof the formQ(z) =∑n
j=−n Qjzj (an operator analog of trigonometric polynomials) such that Q(z) is positive semidefinite
for every unimodular complex number z, admits factorizations Q(z) = H(z)∗H(z) = K(z)∗K(z),
where H(z) and K(z) are outer and co-outer, respectively, operator polynomials of degree at most n.
(Without giving precise definitions of outer and co-outer, we only mention that in the case of scalar
polynomials, outer and co-outer means essentially having all roots outside the open unit disc, and
inside the closed unit disc, respectively.) This result is proved in [16] (see also [18]). A complete detailed
proof of Rosenblum’s theorem, including formulas for H(z) and K(z), which is based on finding the
extreme solutions of certain linear operator matrix inequalities, is given in the book (Theorem 2.4.19
and its proof).
As for direction (b), the Fejér–Riesz theorem generally fails for polynomials of several variables,
and examples of trigonometric polynomials of two variables that cannot be written in the form∑p
j=1 |qj(eit1 , eit2)|2 for any polynomials q1, . . . , qp, but all of whose values on the two-dimensional
torus are nonnegative, are well known. Note that a solution to the related Hilbert’s 17th problem
asserts that the Fejér–Riesz theorem remains valid for several variables if the qj ’s are allowed to be
rational functions rather than polynomials. Remarkably, noncommutative (namely, working withma-
trices rather than scalars) analogs of the Fejér–Riesz theorem hold true for polynomials of several
variables. First results in this direction are obtained in [13,12]. We state Helton’s theorem. Consider
the real vector space P of polynomials p(X1, . . . , Xn, Y1, . . . , Yn) with real coefficients in the non-
commuting variables X1, . . . , Xn, Y1, . . . , Yn, with the linear involution
(i) defined on the monomials
by (aZ1 · · · Zp)(i) = aZ(i)p Z(i)p−1 · · · Z(i)1 , where a is real, Zj ∈ {X1, . . . , Xn, Y1, . . . , Yn}, and X(i)k = Yk ,
Y
(i)
k = Xk . A polynomial p ∈ P is called symmetric if p(i) = p. The theorem states that p ∈ P is
symmetric and has the property that the substitution Aj → Xj , ATj → Yj , j = 1, 2, . . . , n, of any
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n-tuple of real matrices A1, . . . , An of the same size into p yields a positive semidefinite matrix, if and
only if there exist h1, . . . , hs ∈ P such that p = ∑sj=1 hs(hs)(i). (Here T stands for the transposition;
the “if" part is obvious.) A full proof of this result, as well as of several related results, is given in Section
3.7 of the book; it is based on solution of a positive semidefinite completion problem in the context of
free groups, also given in Chapter 3.
In view of general failure of the Fejér–Riesz theorem for several variables, a natural question arises
concerning sufficient conditions on the coefficients of a trigonometric polynomial p ofm variables that
would guarantee, taken together with the requirement that the values on the torus be nonnegative,
the sum of squares representation of the polynomial, i.e. p = ∑pj=1 |qj(eit1 , . . . , eitm)|2 for some
polynomials q1, . . . , qp. This problem had been addressed in the literature (see in particular [9,3])
and is reflected in the book, although so far a satisfactory solution in the general case is not known.
Oneof themain results of [9], reproduced formatrix valued trigonometric polynomials of twovariables
in Theorem 3.4.1 in the book, gives criteria for having a square representation in terms of rank of a
certain matrix formed by the coefficients of the trigonometric polynomial.
To convey a better sense of what the book is about, a brief chapter-by-chapter partial description of
the material follows. Each chapter concludes with notes that contain references for the main results,
pointers for further reading and additional applications, etc.
Chapter 1: Cones of Hermitian matrices and trigonometric polynomials (68 pages). Here the attention
is focused on cones of Hermitian matrices, in particular cones of positive semidefinite matrices, and
on cones of trigonometric polynomials of d variables with Fourier support in fixed subsets ofZd; here
Z is the set of integers. Extreme rays and dual cones are identified. We say that a set  ⊆ Zd has
the extension property if every nonnegative trigonometric polynomial with Fourier support in –
has the form
∑
j |qj|2, where the qj ’s are trigonometric polynomials with Fourier support in . In the
case d = 1, finite sets with the extension property are precisely arithmetic progressions (Theorem
1.1.4, first proved in [8]). If d > 1, then a general description of sets with extension property is not
known, although some particular results in this direction are treated in this chapter. Applications to
semidefinite programming are outlined in Section 1.4. (49 exercises.)
Chapter 2: Completions of positive semidefinite operatormatrices (106 pages). In this chapter, positive
semidefinite and positive definite completion problems for operator matrices are studied. Thus, sets
of the form (1) are considered, wherem = n and the (i, j)th entry of matrix is now a (linear bounded)
operator between Hilbert spaces Hj and Hi. Assuming the graph  is chordal, and the compressions of
A to the principal submatrices determined by the cliques of  are positive semidefinite, a key result
states that the set (1) contains positive semidefinite operators, and among all those operators, there is a
uniquedistinguishedone, called the central completion, that is characterized inavarietyofways, suchas
maximizing the entropy. (In the finite dimensional case, and assuming the compressions of A alluded
to above are positive definite, the central completion is identified, for example, as the determinant
maximizer among all positive definite matrices in (1).) The banded patterns, where J = {(i, j) :
|i − j|  k} for some fixed positive integer k, and the corresponding Toeplitz operator matrices A and
W are of special interest, in particular in view of many applications, and one such application – linear
prediction – appears in this chapter. This special case has been treated at length in the literature, see for
example [10,6]. Amatrix valued truncated Hamburger problem, in which a finite sequence of Hermitian
matrices {sj}kj=0 is given and a positive semidefinite matrix valued measure μ is sought for which the
equalities (2) hold for j = 0, 1, . . . , k is solved in Section 2.7. The solution is based on specific Hankel
extension problems. Without going into details, we just mention that the positive semidefiniteness of
the Hankel matrix {si+j}k/2i,j=1 (assuming k is even) is necessary but generally speaking not sufficient
for existence of μ. (45 exercises.)
Chapter 3:Multivariable moments and sums of Hermitian squares (82 pages). Here, themoments and
interpolation problemsmentioned above, and some others, are treated in the context of multivariable
matrix and operator functions. This is a very active area of contemporary research, and the state of the
art in many cases is presented. In contrast with the classical, one variable formulations given above,
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the criteria based on positive semidefiniteness of one matrix associated with the problem generally
break down in the multivariable case. Typically, results (too technical to be stated here) concerning
sufficient conditions for solvability of particularly formulatedmoments and interpolationproblemsare
proved. Among applications, autoregressive stochastic processes are studied, and a criterion is given
for existence of a causal autoregressive process with given covariances, under certain conditions. (42
exercises.)
Chapter 4: Contractive analogs (104 pages). Given an operator matrix set of the form (1), where the
(i, j)th entry of a matrix is an operator between Hilbert spaces Hj and Hi, the contractive completion
problem consists of finding criteria for existence of a contraction (operator of norm at most 1) or a
strict contraction (operator of norm less than 1) in the set (1), and in case of existence, describing
all contractions or strict contractions in the set. The obvious necessary condition for existence of a
contraction in (1) is that every rectangular block of A formed by rows i1 < · · · < ik and columns j1 <· · · < j, where (i1, . . . , ik)×(j1, . . . , j) ⊆ J, be a contraction. The patterns J forwhich this necessary
condition is always sufficienthavebeen identified (Theorem4.1.4). TheNehariproblemin thecontextof
operator valued functions is solved in Section 4.3, based on a solution of the corresponding contractive
completion problem. This leads to distance formulas with respect to nest algebras of operators. We
mention also superoptimal approximation. Letting C be the class of continuous functions on the unit
circle, the superoptimal approximationofmatrix functionsH∞+C bymatrix functions inH∞ has todo
with the best approximation not only in norm, but also with respect to other singular values, ordered
lexicographically. This concept is useful in the context of the worst case control theory in engineering.
The main result on superoptimal approximation states that the best approximant is unique and the
singular values of the difference between the given function and its best approximant are constant
almost everywhere. This result of [15] is reproduced in the book (Theorem 4.11.4), with full proof. The
chapter contains a section on model matching for linear filters. (34 exercises.)
Chapter 5: Hermitian and related completion problems (114 pages). Here, several matrix completion
problems are treated, including problems concerning ranks, bounds of eigenvalues of Hermitian ma-
trices, bounds for singular values (here an upper triangular part of a matrix is given and the strictly
lower triangular part is treated as unknown), euclidean distance problems, and normal completion
problems. The latter seeks, for a given matrix A, to study normal matrices of the form
⎡
⎣ A ∗∗ ∗
⎤
⎦, with
particular interest in the situation where the ∗’s are of the smallest possible sizes. Given abundance
of material in the area of matrix completion problems, the authors decided (very sensibly) to restrict
the attention in the book only to those that are related in some sense to the basic positive semifinite
problemdescribed above. An interesting application to thequantumseparability problem is presented.
This problem asks for criteria when a given positive semidefinite matrix is contained in the convex
cone generated by tensor products of positive semidefinite matrices. (54 exercises.)
This book is a remarkable achievement. A lot of material appears for the first time in a book form.
The authors succeeded in putting together plenty of recent interconnected research in an important
area of mathematics and applications, in a comprehensive and timely manner. The text has many
attractive features: detailed proofs, judicious selection of theories and results, carefully constructed
diverse exercises, pointers to relevant topics and results in mathematics and other disciplines. Much
valuable material on bone fide applications and connections is included in the main text, exercises,
and notes. Inclusion of Matlab scripts is also welcome.
Many parts of the book can be studied independently of each other, and some parts require only
modest background in undergraduatemathematics, and as suchmay serve asmaterial for self-study, a
topic course for graduate and advanced undergraduate students, or supplementarymaterial for upper
level undergraduate courses such as Linear Algebra or Operator Theory. For instance, Chapter 5 and
almost all of Chapter 1 are accessible to anyone with a background in Calculus, Linear Algebra, and
a modicum of Complex Analysis. The necessary material (not much of which is required) in Graph
Theory is fully explained in the text. With additional background on basics of Measure Theory, mainly
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measures with finite support (which can be easily supplied by instructor, if necessary), all of Chapter
1 is within reach.
Chapters 3 and 4 can be read independently of Chapter 2. The exposition in these three chapters
demands muchmore from the reader in terms of background knowledge, but even here, a novice may
get by Chapter 2 by assuming that the Hilbert spaces under consideration are all finite dimensional.
The book contains many valuable facts (with full proofs) of general interest to researchers in Linear
Algebra and Operator Theory. For example, possible inertias of several Hermitian 3×3 blockmatrices,
in which some of the blocks are assumed to be variable, are fully described in Chapter 5, in terms of
ranks and inertia of the fixed parts. Schur complements in the context of (infinite dimensional) Hilbert
space operators are thoroughly explained in Section 2.4.
No doubt the book will serve very well the target audience of researchers, graduate students, and
advanced undergraduates in mathematics, especially in linear algebra, operator theory and related
topics, and engineering (control systems, filtering) as a valuable resource for many years to come.
An up-to-date extensive bibliography of about 600 items is included.
Sadly, publication of the book was marred by passing away of Mihály Bakonyi (1962–2010). Mihály
was diagnosed with a terminal illness in the Spring of 2009, and finishing the book became his first
priority. After his death on August 7, 2010, only minor changes in the manuscript were made.
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