This paper considers the difference-in-differences (DID) method when the data come from repeated cross-sections and the treatment status is observed either before or after the implementation of a program.
Buchmueller, DiNardo, and Vallenta (2011) perform a DID analysis with data from the CPS to study the effect of Hawaii's Prepaid Health Insurance Act on labor market outcomes. 2 The program was implemented in 1974, while the CPS started collecting data on individual health insurance (the treatment status) in 1979, five years after the implementation of the program. Because of this timing issue, the authors treat the period 1979-1982 as the pre-treatment period, violating one of the main DID assumptions -that none of the individuals be treated in the pre-treatment period.
The most prevalent solution to the issue of unobservable treatment status, however, is the use of a proxy variable in a standard DID framework as if it were the true treatment status. Studies that follow this approach recognize that the ATT is not identified and usually call the estimated coefficient the intent-totreat effect (ITT). An example of ITT is Cutler et al. (2010) who study the long-run effect of malaria in India. Because, early-life malaria is not observed for adults in the sample, they "...use malaria prevalence at birth [in the region] as an approximation of an individual's malaria exposure during the first few years of life"(p77). Bleakley (2010) uses a similar strategy to study malaria eradication campaigns in the Americas.
While the interpretation of the ITT is clear in randomized control trials (see Heckman et al. (2000) ), it is not so in observational studies where the group that is "intended" to be treated is defined post-intervention based on data availability. Despite its limitations, the ITT conveys useful information and is the only option when the individual treatment status is never observed. However, if the treatment status is observed in at least one period, then our analysis can be applied to obtain the ATT. Moreover, when multiple proxy variables are available but none of them is individually strong enough to compute the ITT, our method shows how to use them jointly to recover the treatment parameter of interest.
In this paper, we propose a method that addresses the issues highlighted in the examples above. We show the identification of the ATT via the DID method when the only available data comes from repeated cross-sections with missing group membership in one of the two time periods. Our identification strategy is based on formulating the problem as a finite mixture problem. 3 The main identifying assumptions are (1) the existence of (at least) one proxy for the latent treatment status that satisfies a redundancy condition, i.e. the proxy is excludable from the evolution of outcomes conditional on the true treatment status, and
(2) the stationarity of the propensity score conditional on the proxy variable.
In the literature on non-differential measurement error, redundancy of proxies is a standard assumption, see e.g. Carroll et al. (2006) and Hu (2008) . Examples of such proxies are (i) covariates known to have been used by the program organizers to determine eligibility, (ii) coarse measurements of the treatment status such as treatment status observed with error due to either coding or recalling error, (iii) surrogate measures of exposure, such as an indicator for smoking when the true treatment status is supposed to measure exposure 2 The program requires all private-sector employers to provide health insurance to employees who work more than 20 hours a week. 3 We are not the first ones to connect mixture models to treatment effects models. To our knowledge, one of the first papers to do this was Cross and Manski (2002) .
points in common, but the setting, the treatment parameter of interest and the approach are different. 7 de Chaisemartin and D'Haultfoeuille (2015) focus on what they call a "fuzzy" design, where both treated and untreated units may be present in the treatment and in the control group. Their parameter of interest is the local average treatment effect (LATE). Our paper, on the contrary, focus on a missing data issue and we are able to identify the ATT. Although addressing different questions, de Chaisemartin and D'Haultfoeuille (2015) approach and ours are complementary since both deal with the imperfect classification of treatment units. In their case, the treatment and the control groups mix treated and untreated individuals. In our case, the unobservability of the treatment status makes the classification of individuals into the treated and the untreated impossible without additional information.
The paper is organized as follows. Section 2 shows the identification of the ATT via DID. Subsection 2.1 considers the standard set-up, in which the treatment status is observed in both time periods, while Subsection 2.2 considers identification of the ATT when the treatment status is missing in the pre-treatment period and there is (at least) one proxy for the latent treatment status is available. In Section 3, we present a parametric model, we discuss the relationship with the ITT literature, and show explicitly why our method identifies the ATT rather than the LATE. In Section 4 we introduce our GMM estimator. In Section 5 we use our method to evaluate the impact of JUNTOS, a Peruvian conditional cash transfer program, on the demand for health inputs among children and women of reproductive age. Finally, in Section 6 we conclude.
Identification
In this section, we first discuss the standard DID estimand and show that it identifies the ATT when individual group membership is observed in both time periods. Then we introduce our solution to doing a DID analysis when the treatment status is observed in only one period. We consider the case without observed covariates for simplicity of exposition. We show identification of the ATT with covariates in the Appendix.
Standard DID
The DID framework can be described as follows. Between periods t = 0 and t = 1, a fraction of a population is exposed to a treatment. The population is observed in both of these periods. The variable Y it describes the outcome of interest for individual i at time t and the variable D i her treatment status. Let D i = 1 if individual i has been exposed to the treatment between t = 0 and t = 1, and D i = 0 otherwise. Those with 7 In the special case where the set of proxy variables that we require for identification contains only one binary variable, we obtain a Wald-type estimator. de Chaisemartin and D'Haultfoeuille (2015) obtain a similar expression when, in their fuzzy design, nobody gets treated in the treatment and the control groups in pre-intervention periods. The variable they use to classify people into treatment and control groups is the analogous to our binary proxy in the Wald type estimator.
D i = 1 are called treated and those with D i = 0 are called control. Notice that D i is time-invariant.
At each time period, each individual i has two potential outcomes: Y it (0) if the individual is not exposed to the treatment and Y it (1) if the individual is exposed to the treatment. The realized outcome is then given by:
The parameter of interest -the average treatment effect on the treated, ATT -is defined in terms of potential outcomes as
where τ i is the treatment effect for individual i. Treatment effects are allowed to be heterogeneous.
The standard DID estimand, which is defined as:
equals the ATT under the following assumptions.
Assumption A1 (no anticipation) There is no anticipatory response for those in the treatment group:
Assumption A1 may be violated if individuals, anticipating participation in a program, change their behavior before the program is implemented.
Assumption A2 (parallel paths) In the absence of the treatment, the average outcomes for the treated group would have followed the same trend as that for the control group:
Assumption A2 is the key assumption for the conventional DID. This assumption imposes that, in the absence of the treatment, the average outcomes for the treated should have the same variation over time as the average outcomes for the control. Under this assumption, selection on time-invariant unobservables is allowed but selection on transitory shocks is not. Assumption A2 may be violated if, for example, the treatment and the control groups do not respond in the same way to common (macro) shocks. 8
Assumption A3-FO (full observability) (i) The joint distribution function of (Y 0 , D) is observed at
The joint distribution function of (Y 1 , D) is observed at t = 1.
8 Admittedly, assumption A2 is restrictive. However, we take it as given since our focus is on a data missing issue in situations where a standard DID is desirable but infeasible. For a paper that weakens the parallel paths assumption see e.g. Athey and Imbens (2006) .
Under Assumption A3-FO, individuals can be classified at each time period into treated or control. This assumption is needed in order to be able to identify each of the four conditional means in expression (3).
We show below that under A1, A2 and A3-FO, θ in expression (3) identifies the ATT. The theorem below is not unique to our analysis, but we present it here for completeness.
Theorem 1. Let assumptions A1, A2 and A3-FO hold. The DID estimand defined in (3) identifies the ATT defined in (2).
Proof. Rewriting expression (3), plugging in definition (1) , and by assumptions A1, A2 and A3-FO obtains:
DID with Missing Treatment Status
The setting in this paper is such that assumption A3-FO(i) does not hold. We take assumptions A1 and A2 as given. In our set-up, we observe repeated-cross sections drawn from the same population but at time t = 0 we observe only Y 0 while at time t = 1, we observe (Y 1 , D) . Because of this data limitation, the second term in square brackets in expression (3) is not identified without further assumptions.
To solve this identification problem we require auxiliary information in the form of a set of time-invariant random variables, observed in both time periods and correlated with the treatment status. This set may contain one or multiple variables with discrete or continuous support. Let Z denote this set. We call Z proxy variables.
Assumption A3-LO (limited observability) The joint distribution functions of (Y 0 , Z) and of (Y 1 , D, Z) are observed.
This assumption indicates that treatment status is observed in only one period, but one or more individual characteristics correlated with treatment status are always observed. As our examples in the introduction illustrate, and Section 5 emphasizes, this is a very common situation in applied work.
Let the support of Z be denoted as Z and define the propensity score at time t as e t (z) ≡ P t (D = 1|Z = z) , z ∈ Z Assumption A4 (stationarity) The propensity score is stationary. That is, for all z ∈ Z e 0 (z) = e 1 (z) ≡ e (z)
This assumption is crucial in allowing us to use information from time period t = 1 to recover the (unobserved) propensity score at time period t = 0. 9 The assumption holds automatically if the population of reference remains unchanged over time since both D and Z are time-invariant. Assumption A4 would be violated if the population changed significantly between the two time periods due to, say, migration, births, and deaths. For example, assume that the government implements a social program that targets an ethnic minority in a particular region. If the program induces a disproportionate immigration of members of this ethnic minority to the region, ethnicity cannot be used as a proxy for participation in the social program since the correlation structure between Z and D changes between the pre-and post-program periods. 10
However, this assumption is not specific to our setting. Even when the treatment status is observed in all periods, migration, births, and deaths affect the composition of both the treatment and the control groups threatening identification of the ATT via the conventional DID method.
In our context, one may rather think of the propensity score e (z) as a measure of misclassification. By
Bayes' law and the law of total probability:
where q z1 ≡ P (Z = z|D = 1) and q z0 ≡ P (Z = z|D = 0). Letting Z be binary (for ease of interpretation), q 11 is the probability that a treated individual is correctly classified as being treated, and q 10 is the probability that a control individual is (mis)classified as being treated. Then the propensity score depends on both the probability of misclassification and on the marginal probability of being treated. Notice that assumption A4 holds if the marginal probability of being treated at t = 1 is the same as that at t = 0 and if the probability of being misclassified does not change between the two time periods.
Assumption A5 requires the variables in Z and the treatment status D to be correlated. This assumption is testable by using information from the post-program period when D and Z are observed, and needed for proxy variables to be such. 9 Closely related assumptions are used in the literature on data combination with auxiliary information, see e.g. Chen, Hong, and Tamer (2005) and Chen, Hong, and Nekipelov (2011) .
10 If the proportion of immigrants is known and one wants to make the strong assumption that immigrants are drawn from the same distribution as the residents, the method can still be applied because the change in the propensity score over time can be inferred.
Assumption A6 (redundancy) For all D and Z, Z is uninformative about the change over time in average potential outcomes conditional on D:
The redundancy assumption is virtually always made in levels when dealing with proxy variables and, according to Wooldridge (2001) (p63), rarely controversial. Assumption A6 imposes a weaker constraint than that usually required, since redundancy is imposed in the changes rather than in the levels of outcomes.
Thus, Z is allowed to have a direct effect on potential outcomes as long as this effect is time homogeneous.
Within the context of an example, assumption A6 imposes the following. Since almost all social programs are targeted to the poor (i.e. eligibility is based on some poverty measure), a researcher may use housing characteristics, such as roof and wall materials, as proxies for eligibility. These proxies would have to i) be correlated with the probability of being a beneficiary of the program (which is testable), and ii) not be able to predict the evolution over time (but not the level) of the outcome of interest given the true treatment status.
For example, housing characteristics of the treated individuals should not contain any further information about the evolution of the outcomes beyond what is contained in the treatment status itself. Thus, housing characteristics may be correlated with unobservable attributes of individuals in the treated households and still be good proxies, as long as the impact of these attributes on outcomes is time-invariant.
Assumption A6, which is expressed in potential outcomes, implies that the proxy is redundant for changes in observed outcomes as well. That is,
where the first equality follows by (1) and the second equality by A6. 11
Theorem 2 shows the identification of the ATT when treatment status is observed in only one period and treatment effects may be heterogeneous.
Theorem 2. Consider {z k } K k=1 , K ≥ 2 different values in the support of Z. Additionally, let P be a K × 2 matrix and ∆ be a K × 1 vector defined as, respectively:
Let assumptions A1, A2, A3-LO, A4, A5 and A6 hold. Then the ATT is identified, with the two differences of conditional means entering (3) given by:
Proof. Applying the law of total probability and using assumption A5 obtains the following mixture representation:
Evaluating the expression above at {z k } K k=1 obtains the following system of equations 
Premultiplying (8) by P obtains:
Since P P is invertible by assumption A4, we obtain the following solution:
When Z contains only a binary random variable such that it is perfectly correlated with D, expression (15) collapses to that of the standard DID. To show this, suppose that z ∈ {0, 1} such that
By the law of iterated expectations, (15) can be written as:
This shows that in our set-up, we do not need an overlap condition to hold with respect to Z.
Remark 2. In applied work, researchers usually condition on observed covariates, X. Our identification strategy carries through when conditioning on such covariates. In our framework, the main differences between proxies, Z, and covariates, X, are that (1) covariates need to satisfy a common support assumption, i.e. P t (D = 1|X, Z) < 1, for t = 0, 1 and for all X, Z, and (2) covariates do not need to satisfy an exclusion restriction such as assumption A6. Formal assumptions needed for identification in the presence of observed covariates are included in the Appendix.
Discussion
In this section, we first discuss assumptions A4 to A6 in a standard regression framework. Then we show that assumptions A4-A6 are not any stronger than those imposed in the identification of the ITT parameter, which is a downward measure of the ATT. Finally, we show that when the proxy variable Z is binary, equation (7) resembles the Wald estimand, but under assumption A6, it identifies the ATT rather than the LATE.
A simple model that satisfies the assumptions
There is a rich variety of models satisfying the assumptions previously described. We present one that is commonly used in applied research.
Equation (9) describe the potential outcome for individual i in period t ∈ {0, 1} when untreated, and equation (10) is the analogous one when treated. These equations lead to the familiar DID structure for
Equation (11) is sufficient for assumptions A5 (relevance) and A4 (stationarity) to hold. The covariance between Z i and D i is non-zero and constant over time, which holds automatically since both variables are time-invariant (see section 2.2 for violations).
The requirement for assumption A6 (redundancy) to hold is the time-invariance of h(.). To show this, assume that this function varies over time t (i.e. h t (.)), then from equations (9) and (10),
The right-hand sides of equations (12) and (13) are equal, which is necessary and sufficient for A6 to hold, when the function h t (.) = h(.) for all t. Notice that when this assumption does not hold one cannot disentangle the effect of the treatment from the effect of the proxy on the outcome.
The model described by (9)-(11) could be estimated using a standard DID approach if D i was observed in all periods. But in our setting the treatment status is observed only at t = 1. Despite this data limitation, our method still identifies the ATT by imposing minimal additional assumptions -the stationarity of the propensity score and the existence of at least one proxy with a time-invariant effect on the outcome of interest.
Relationship with the ITT: interpretation and assumptions
When the treatment status is missing in either both periods or in just one of the two periods, it is common practice to use a proxy variable to identify the ITT parameter. The ITT is identified when a proxy variable Z, which classifies individuals into "intended" and "not-intended" to be treated, is used instead of D to compute the standard DID. That is, the estimating equation becomes
The ITT is a useful method although it has some limitations. First, it requires the observability of a single highly correlated proxy variable that classifies individuals into the "intended" and the "non-intended" to be treated. Our method only requires proxy variables in Z to be jointly good predictors of the unobserved treatment status. Individually, each proxy may not be strongly correlated with the true treatment status. 13
The second limitation of ITT is its interpretation. While the meaning of the ITT is clear in randomized control trials (see Heckman et al. (2000)), it may not be so in observational studies. 14 For example, in a social program targeted at the unemployed that was implemented first in only some regions due to administrative reasons (as is common practice), a researcher may use region of residence as the proxy variable to compute the ITT. However, another researcher may use the unemployment status instead of the region of residence.
Thus, the ITT defined ex-post as in most observational studies is not unique. The problem becomes even more apparent when individuals who were "intended" to be treated cannot perfectly be classified as such (e.g. when the unemployment status is not observed).
In practice, applied researchers compute the ITT in response to data limitation related to the observability of the true treatment status. But, even when the ITT does not have a clear interpretation, this parameter still identifies the sign of the ATT and is the only option available when the treatment status is observed in none of the periods. In the model described by equations (9)
That is, IT T = AT T × [e(1) − e(0)]. Since Z is usually chosen such that individuals in group Z = 1 are more likely to receive treatment, then 0 < e(1) − e(0) < 1. Thus, the ITT has the same sign as the ATT but is lower in magnitude.
However, when treatment status is observed in at least one of the periods, the method described in sections 2 and 4 can be applied to identify the ATT using similar assumptions as those imposed to identify the ITT.
Similarity of assumptions:
It is possible to show that the identification of the ITT requires the stationarity and relevance assumptions, and also a slightly stronger version of the redundancy condition. In this sense, we are not imposing any additional constraints than those already used in applied research.
Consider the popular case of using geographic variation in program intensity when individual treatment status is not observed in any of the two periods. Some examples using this, or some variation of this strategy, are Bleakley (2010), Dinkelman (2011), Cutler et al. (2010) . To put the strategy of using geographic and time variation in our framework, let Z = 1 if residing in a locality where a program was implemented between periods t = 0 and t = 1, and Z = 0 if residing in a locality where this program was never implemented. The individual treatment status D is being a beneficiary of the treatment, which is not observed in any of the periods. As such, an empirical strategy is to compute the standard DID replacing the unobserved D by Z.
The assumptions imposed are identical to A1 and A2 but where D has been replaced by Z. The estimand is:
As discussed above, θ ZDID does not identify the ATT but rather the ITT. Notice that assumption A5 (relevance) holds by construction. Since localities are classified into Z = 1 or Z = 0 in relation to the program intensity, the correlation between Z and D is guaranteed.
Assumption A4 (stationarity) is crucial to identify the ITT. One of the main concerns is the possibility of migration between t = 0 and t = 1 as a consequence of the program. This type of migration clearly violates A4.
Assumption A6 (redundancy) is similar to the parallel trend assumption required for (14) to identify the ITT. To show it, define a stronger version of A6 where redundancy applies to all potential outcomes.
Assumption A6(b) (strong redundancy)
The parallel trend assumption to identify the ITT can be written as
Then we only need assumption A2 to arrive to the parallel path on Z needed for the ITT.
](e(1) − e(0)) = 0
The parallel trend assumption says that localities can be systematically different in relation to the (level of) the outcome, as long as whatever causes such differences is invariant over time. The interpretation of the redundancy assumption A6 is almost identical. The set of proxy variables, location in this example, may have a direct effect on outcomes but its impact should be time-invariant.
In summary, the assumptions commonly required to identify the ITT are almost identical to the assumptions we use to identify the ATT.
ATT not LATE
Suppose that Z is a binary random variable. Then Theorem (2) obtains the ATT as:
The expression above resembles the Wald estimand with a binary instrumental variable (IV), which de Chaisemartin and D'Haultfoeuille (2015) refer to as "Wald-DID." However, under assumption A6 (redundancy), expression (15) identifies the ATT rather than the LATE.
Assumption A6, which is standard for proxy variables, is not necessarily satisfied by instruments. A6
guarantees that Z is independent of individual treatment effects. Notice that the standard DID conditional on Z identifies the ATT conditional on Z, AT T |Z, under assumptions A1 and A2 (which now hold conditional on Z): 15
Because assumption A6, expressed in potential outcomes, implies the same in realized outcomes, then Z is excludable from the right hand side of (16). As such,
Equality (17) holds automatically when the treatment effect is homogeneous, but we emphasize that it does not have to be so. Expression (17) implies that any two points in the support Z can identify the ATT rather than the LATE.
In this section, we consider inference for (7). Since the DID estimator in applied work is often derived using a linear parametric model, we propose a GMM estimator based on such a model. The proposed estimator leads to a GMM overidentification test for our main identification assumptions, A4 and A6. The large sample properties of our estimator are shown in the Appendix. 16
A GMM Estimator
Let Z i ∈ R K be a row vector of proxy variables for individual i. As in the literature on data combination, 17
define an indicator variable for sample membership:
(ii) With probability q ∈ (0, 1) we draw an individual i at random from t = 0 and record i's realizations of (Y i0 , Z i ). With probability 1 − q we draw an individual i at random from t = 1 and record i's realizations of (Y i1 , D i , Z i ).
In our set-up, the true treatment status D i is observed for all individuals with T i = 1 but it is not observed for any individuals with T i = 0. In conformity with our identification strategy, we use this information as follows. First, let the propensity score for all i with T i = 1 be known up to γ ∈ Γ ⊂ R dγ and given by
By assumption A4 (stationarity) we have that
Then let ξ i ≡ D − e (Z i , γ) and D i be defined as follows:
In an on-line appendix, we derive another GMM estimator that uses the insights of Angrist (1991) on grouped-data estimators. The derivation shows how expression (7) leads naturally to the GMM presented in this section. Additionally, the alternative estimator expands the applicability of our method to a data combination problem. That is, researchers would be able to compute the DID estimand by combining a dataset containing (Y 1 , Z), another dataset containing (Y 0 , Z) and a third dataset containing (D, Z). Such setting is possible when no round of the household survey collects information about program participation, but the researcher has access to the administrative data of the program organizers.
Second, let the observed outcome of individual i at time t be specified as:
where κ ∈ R K . Notice that (22) is the conventional linear parametric model in DID analysis when D i = D i for i with T i = 0, see e.g. Abadie (2005).
Specifications (21) and (22) define the following observed outcomes:
The DID estimand for this model is given by
We are now ready to define the vector of moment functions based on (22)
The vector of moment functions is given by
where λ * ∈ L is the vector of population parameters. The first moment condition in (26) corresponds to the score function of a likelihood function (the estimation of the propensity score); the second moment condition corresponds to the linear projection of Y 1 onto the space generated by the treatment status and the proxies (equation (23)); and the third moment condition corresponds to the linear projection of Y 0 onto the space generated by the propensity score and the proxies (equation (24)).
The optimal GMM estimator of λ * is given by
where V converges in probability to V , the optimal GMM weighting matrix defined in the Appendix. Under standard regularity assumptions, λ is normally distributed with a variance-covariance matrix defined in the Appendix.
The evaluation of JUNTOS social program
In this section we evaluate the impact of JUNTOS, a Peruvian social program, on the demand for health inputs among women of reproductive age and among children younger than five years old.
Once JUNTOS began operating, the government of Peru decided to identify the beneficiaries of the program in the National Household Survey (ENAHO). Thus, even though nationally representative cross-section data are available before and after the program, individuals can be classified as treated (i.e. beneficiaries) and untreated only after the program was implemented. This is exactly the setting for which our method was designed and one that is very common to many social programs. One of the most important constraints to evaluating CCTs is data limitation, forcing researchers to use strong identification assumptions such as selection on observables (Perova and Vakis (2012)), identify program effects only on a selected marginal group via RDD (Levy and Ohls (2003)), or simply not perform the evaluation. Our method deals with one of the most prevalent data limitations in the evaluation of social programs -the impossibility of classifying individuals into treatment and control groups before the program is implemented.
Conditional cash transfers and social programs in the world
The conditions to implement our method and identify the ATT are usually satisfied in the evaluation of CCTs. These conditions are: i) the availability of repeated cross-sectional data, ii) information about who the beneficiaries are after the program was implemented, and iii) proxy variables that correlate with the treatment status. These proxy variables are easy to find, as we show below for the case of Peru. We believe that the approach we follow in this section can be easily used to evaluate many of the existing social programs with the type of data issue described. 
Description of JUNTOS

The Dataset
The dataset we use is the Encuesta Nacional de Hogares ( For women, the outcomes we analyze are (i) whether they sought medical care when sick, (ii) whether they received advice in relation to family planning, and (iii) whether they used contraceptives. For children,
we study (i) whether they sought medical care when sick, and (ii) whether they received vaccines.
Implementation of DID when participation is not observed in pre-treatment periods
The finding of proxy variables The implementation of our method relies on the existence of proxy variables for the treatment status. As explained in section 2.2, these proxy variables must be observed in all periods, relevant to predict treatment status, and time-invariant. Finding such variables is relatively straightforward in the evaluation of CCTs in particular, and social programs in general. CCTs are targeted to specific subpopulations, generally the poor. If researchers have some information about what criteria the program organizers used to determine eligibility, then they can use that information to create a set of proxy variables.
The information used by the researcher to find proxy variables does not have to be complete, in the sense that some variables used by program organizers to determine eligibility may be missing in the propensity score without affecting the consistency of our method. 21 This is an advantage in relation to other methods that rely exclusively on selection on observables. Previous papers have analyzed how the misspecification of the propensity score affects the consistency of matching methods (LaLonde (1986), Heckman et al. (1996, 1997, 1998) , Smith and Todd (2005)). This problem is not present in our method.
Using program eligibility information to determine the set of proxy variables is not required. Any variable satisfying assumptions A4-A6 is sufficient. However, we use variables used to determine eligibility because it is the most natural approach.
The households eligible for JUNTOS are those considered poor by the government. 22 Poverty status in Peru is determined according to an index that weighs housing and household member characteristics, such as education. The complete list of variables is collected by the government using the Unique Socioeconomic Form (FSU in Spanish). The method for calculating the poverty index using variables in FSU is not publicly known. This lack of information creates no constraints for our method.
We use observed housing characteristics and the level of education of adults in the household as proxies for treatment status. These variables are similarly defined in the ENAHO survey, which we use to estimate the impact of the program, as in the FSU collected by the government to determine poverty status. Table 2 shows the average value of proxy variables for beneficiaries and non-beneficiaries of JUNTOS in 21 As shown in the simulations, the consistency of our method is compromised only when the set of proxy variables is so small that it is weakly correlated with the true treatment status. 22 The official web page www.juntos.gob.pe indicates that participating households should 1) be classified as poor, 2) live in the district for more than 6 months, and 3) have a pregnant woman and/or children between 0 and 14 years old (0 and 19 years old after 2011).
post-treatment years. All proxy variables are highly explicative of program participation. Women receiving JUNTOS live in houses that are of significant lower quality. They are twice as likely to have roofs made of reed, tree leaves or mud, 80% less likely to have concrete floors, and 14% more likely to have walls made of mud. In addition to housing conditions, beneficiaries of the program are significantly less educated with two fewer years of formal education. Another important piece of information in figure 2 is the over-identification test. Because we have multiple proxy variables, we can compute this omnibus test that rejects the null hypothesis of correct model specification if any of the assumptions in section 2 is violated. We see that the test cannot reject the null hypothesis at conventional levels.
Results
The footnote in figure 2 shows two measures of how well the proxy variables predict the treatment status obtained from the propensity score estimation. The first measure is the correlation between the observed treatment status and the predicted treatment status. The drawback of this measure is that it does not incorporate the gain in precision when the sample size increases. For this reason, paralleling the IV literature, we also report the F-statistic. Figure 3 (a) is analogous to figure 2, although the variable studied in this case is whether women seek family planning consultation. This outcome is particularly relevant when CCTs are studied. Because money transfers are made conditional on having children living in the household, there is a concern that CCTs increase the demand for children above the optimal level. In such circumstances, this type of social program may induce households to remain poor due to excess fertility, generating the opposite effect for which the program was intended.
On the other hand, fertility may decline as a consequence of the program in environments where the rate of unwanted birth is high. By increasing the frequency of medical care, women may be more likely to obtain information about family planning and acquire contraceptives. This seems to be the case in Peru. The results in figure 3(a) suggest that JUNTOS induced women to increase by 12 to 16 percentage points the frequency of family planning consultation. Figure 3(b) also shows that the use of contraceptives has 
Conclusion
In this paper, we consider the DID method with repeated cross sections when the treatment status is observed in only one period. We show that the average treatment effect on the treated is identified when a proxy for the latent treatment status exists and is observed in both time periods. Our main identifying assumptions Appendix 1: Distribution of the GMM estimator V in section 4 is defined as :
We discuss now the asymptotic properties of λ. Let ||.|| denote the Euclidean norm, and let B r (λ) ⊂ L be the d γ + K + 4 open ball of radius r centered at λ.
Assumption A8
(i) L is a compact set; (ii) λ * is an interior point of L;
(iv) e (Z, γ) is continuous at each γ ∈ Γ w.p.1; twice continuously differentiable on B r (λ) for some r > 0 w.p.1; and bounded between 0 and 1;
(v) E sup γ ||e γ (Z, γ)|| < ∞, and rank E e γ (Z i , γ * ) e γ (Z i , γ * ) = d γ ;
(vi) E (Z) < ∞, E (Z Z) < ∞, and rank E (Z i Z i ) = K;
(vii) rank var ((1, Z i , D i )) = 2 + K, and rank (1, e (Z i , γ) , D i ) = 2 + d γ ;
Theorem 3. Under Assumptions A1 to A8, the estimators λ = γ, ψ 1 , β 1 , κ, ψ 0 , β 0 are consistent and asymptotically normally distributed with asymptotic variance given by
is the gradient matrix corresponding to the moment conditions in (26). Additionally,
Proof. The proof follows by showing that the assumptions of Theorem 2.6 and Theorem 3.4 in Newey and
McFadden (1994) are satisfied.
where 1(.) is the indicator function. The partition of the sample into pre-treatment observations n 0 , and post-treatment observations n 1 is random and determined by the indicator T i . ∼ Bernoulli (0.5).
The data generating process for the pre-treatment period, t = 0 is
where (28) specifies the model for treatment status D * i . Our relevance assumption on the proxy is captured by the restriction on α. That is, when α = 0, the relevance assumption does not hold since Z 1 , Z 2 , and D are independent. D * i is not observed by the econometrician under assumption A3'. Expression (29) specifies the model for the pre-program potential outcomes. Since γ is time-invariant, the proxy variables satisfy our exclusion restriction, assumption A6.
The data generating process for the post-treatment period, t = 1, is given by the model below.
where (31) models the treatment status and (32) models the post-program potential outcomes. Notice that our stationarity assumption is satisfied, see expressions (28) and (31) . The model for the post-treatment period is similar to the pre-treatment period but the treatment status D i is observed. The DID implicitly defined by the equations for the potential outcomes is τ = 1.
We present results for different values of α ∈ {0.1, 0.3, 0.5, 0.7, 0.9}, for different values of γ ∈ {0, 1}, and
for different values of σ DY ∈ {0, 0.5}. In all the cases we consider n = n 0 + n 1 = 2000 and, 5000 replications per combination of model parameters. 23
The results of our simulations are reported in Table 3 . The first estimator shown is our difference-indifferences with missing treatment status. Our estimator is compared to i) the standard DID, which is the sample analogue of (3). The standard DID estimator is infeasible in the type of applications we have in mind, since D * is unobserved, ii) the naive estimator the results from using a proxy variable in place of the unobserved treatment status in the period where treatment is missing
, and iii) the naive estimator the results from using a proxy variable in place of the unobserved treatment status in both periods.
For each estimator, we compute the average bias, average standard deviation, and root mean square error (RMSE).
Results show that our estimator performs very well. As expected, the precision of our DID with missing treatment status depends on the strength of the proxy variables. But, even for α = 0.3 (correlation between treatment status and predictions of the propensity score corr(D,D) = 0.26), the estimates are good. Results are not sensitive to either γ or σ DY .
On the other hand, the naive estimators perform very poorly. They are heavily biased across different specifications. Although the bias decreases as α increases, it is important for proxies that are highly correlated with the treatment status. Our estimator outperforms the naive estimators for all specifications. The estimator is identical to the standard DID but using the proxy Z 1 in the period when treatment status is missing. ++ The estimator is identical to the standard DID but using the proxy Z 1 instead of the treatment status in both periods. In the propensity score for α = 0.9 F-stat=984. 
On-line appendix 1: DID with binary proxy
We show below that expression (15) with a binary proxy Z recovers the ATT when the treatment effect may be heterogeneous.
The numerator in expression (15) can be written as Online appendix 2: DID with missing treatment status and covariates
In the presence of observed covariates, the following assumptions obtain the identification of the ATT.
Let X denote covariates that are observed in both time periods, and let X denote the support of X.
Assumption C1 (parallel paths)
Assumption C3 (common support) P t (D = 1|X) < 1, for t = 0, 1 and for all X.
Let Z be a time-invariant random variable with support Z and define the propensity score at time t as e t (Z, X) ≡ P t (D = 1|Z, X) , t = 0, 1
Assumption C4 (missing group membership) The joint distribution functions P (Y 0 , Z, X) and P (Y 1 , D, Z, X)
are observed, while P (Y 0 , D, Z, X) is not observed.
Assumption C5 (stationarity) The propensity score is stationary, i.e. for all z ∈ Z and x ∈ X
Assumption C7 (conditional mean independence in changes) For all D, Z, and X, the change over time in mean potential outcomes is independent of Z conditional on D and X:
Theorem 4. Suppose that Z takes on K ≥ 2 different values, {z k } K k=1 ∈ Z. Additionally, let P x be a K × 2 matrix and ∆ x be a K × 1 vector defined as, respectively:
Let assumptions C1 to C7 hold. Then the ATT is identified, and given by the difference between two conditional means given by:
On-line appendix 3: Alternative estimator
In this section, we show an alternative estimator that it is specially relevant when the treatment status is observed from a third dataset where the outcomes of interest are not present, such as administrative data from social programs. Additionally, the derivation of this estimator shows how the identification conditions from section 2 leads naturally to the GMM estimator in section 4.
O3.1 A two-stage estimator
A simple estimator can be obtained by replacing the right-hand side of expression (7) by its sample coun-
When Z is a discrete random variable with K ≥ 2 points in the support Z = {z 1 ...z K }, the elements in P and ∆ can be estimated by cell averages. That is,
Matrix W , defined as W = I (K×K) in section 2 to ease exposition, can be any positive definite weight matrix. Using the language of Angrist (1991), estimator (39) represents a grouped-data estimator, which is a linear combination of independent pairwise Wald estimators of the same parameter.
Angrist (1991) shows, for the cross-section instrumental variable case, that the optimal weight matrix W for the GLS grouped-data estimator is a K × K diagonal matrix with the element on row k representing the total number of observations for which Z = z k . In our set-up, the number of individuals with Z = z k may be different at each time period. Thus, we can use period-specific weight matrices defined in a similar way. Then our sample counterpart of (7) is given by:
The right hand side of (41) represents the difference of two grouped-data estimators, one for each crosssection. By the same arguments as in Angrist (1991), it can be shown that the grouped-data estimator (41) is numerically equivalent to the following two-stage estimator:
In comparison to P where the propensity score is computed for each values in the support of Z, Π t is a matrix of estimated propensity scores for each individual observed in period t.
The first term on the right hand side of (42) is the formula for the standard two-step least squares estimator using the post-treatment sample. The first stage consists of estimating the propensity scores to form Π 1 and the second stage consists of projecting Y 1 onto the space generated by the estimated propensity scores, Π 1 . The second term on the right hand side of (42) is similar to the first term with the caveat that the first stage and the second stage are computed using different samples. Since the treatment status is observed only at t = 1, the propensity scores are estimated using information exclusively from that period.
Thus, Π 0 is a matrix of generated regressors containing the predicted values of the propensity score. The second term in (42) is the formula for the two-sample two-stage least squares estimator, see e.g. Angrist and Krueger (1992) and Inoue and Solon (2010) .
Estimator (42) is identical to estimator (41) for discrete Z, but it is more since it can accommodate continuous Z as well. When Z is continuous, the propensity score cannot be estimated as a group average.
Instead, it can be estimated via a parametric, semi-parametric or non-parametric model.
To summarize, (42) can be obtained as follows:
1. Estimate a model for the propensity score using the sample for which D is observed. e.g. if probit model is used for the first stage, estimate γ from the model P (D = 1|Z) = Φ(Zγ). So far, this sample is assumed to be the sample in which Y 1 is observed, but it can be the sample in which Y 0 is observed, or a third dataset where no outcome is observed (e.g. administrative data from the program). Then, generate the propensity score for each observation in t = 1 and t = 0 using the model previously estimated. e.g., for each observation in t = 1 generate e(z i ) = Φ(Z i γ), and for each observation in t = 0 generate e(z i ) = Φ(Z i γ), using the estimated γ. Then generate the matrices Π t in t=0,1.
2. Regress Y t = η t (1 − e(z i )) + θ t e(z i ) (no constant) in each period. The regression in t = 1 yields the first term on the right hand side of (42) and the regression in t = 0 yields the second term. Thus,
The two-stage procedure ignores that Π t are generated regressors, which gives incorrect standard errors.
We introduce below the GMM characterization of the two-stage procedure which corrects this issue.
O3.2 The GMM representation
The second stage just described is numerically equivalent to estimating the following system.
Where β t = θ t − η t and hence (β 1 − β 0 ) = DID. As in section 4, T i = 1 if individual i is observed in t=1 and T i = 0 if i is observed in t=0. Let define S i = 1 if treatment status is observed for individual i and S i = 0 otherwise. When treatment status is observed only in t=1, then S i = T i . When treatment status is observed only in t=0, then S i = (1 − T i ). But, the treatment status may be observed from a different dataset where neither Y 1 or Y 0 is observed. In this case, we modify assumption A3-LO.
Assumption A3-LO(II) (limited observability 2) The joint distribution functions of (Y 0 , Z), (Y 1 , Z)
and (D, Z) are observed.
Either under assumption A3-LO or A3-LO(II), and maintaining the parametric form for the propensity score as in section 4, the moment conditions for the first stage and the second stage (equations (44) and (45)) becomes: 
where λ ≡ (γ, ζ 1 , ζ 0 , β 1 , β 0 ). As in (26), the first line of conditions (46) corresponds to the propensity score. The second set of moment conditions to equation (45) and the third set of moment conditions to equation (44).
There are three aspects to highlight about conditions (46). First, the resulting GMM estimator is numerically equivalent to expression (42). But, contrary to the two-step procedure the GMM standard errors are consistently estimated. Second, it is now clear how the identification conditions in section 2.2 lead naturally to the estimator proposed in section 4 since the sample counterpart of expression (7) is (42) On-line appendix 4: Standard DID vs DID with missing treatment status: a comparison using PROGRESA social program
The aim of this section is to compare the performance of our proposed estimator relative to the standard DID in a real setting.
To achieve our goal, we estimate the impact of the Mexican social program PROGRESA on school attendance. The data allow us to i) compute a standard DID method and ii) compute our estimator ignoring the treatment indicator in the pre-treatment period.
Since our method is suited for datasets where the standard DID is desirable but unfeasible, the exercise in this section is informative about what to expect in relation to the relative precision or our estimator under different function forms and proxy variables. Eligibility for the program was determined in two phases. The first phase consisted of geographical targeting: a national census was used in order to create a marginality index, which was then used to select the villages where the extremely poor were more likely to be found. Based on this index, 506 villages were deemed "sufficiently poor". Each of the 506 villages was then selected for treatment with a probability of two-thirds, resulting in 320 treatment villages and 186 control villages. In the second phase, a poverty index was created by proxy means testing using data on household income and housing characteristics. The data set We use the set of surveys conducted by the government of Mexico, Sedesol (2006) . Following
Schultz (2004), we use the two waves prior to the intervention, ENCASEH1997 and ENCEL1998 March, and the three waves post-intervention, ENCEL1998 October, ENCEL1999 March, and ENCEL1999 November.
The fives waves form a panel of individuals residing in both treatment and control villages.
We study teenagers between the ages 13-15. The sample is partitioned in four groups based on place of residence-treatment or control village, and eligibility status in the program. Our sample consists of 38,984
teenager-year observations. Table 4 presents summary statistics. The fraction of children in treatment localities is 60% and the school attendance rate is 67%. In our sample, 65% of the children belong to an eligible household, 38% have access to piped water at home, 64% have a restroom exclusive for household members and 76% have electricity. The houses where they live have on average 2 rooms and in 70% of the cases one of the residents own land for cultivation. 
O4.2 Standard difference-in-differences
The way the program was implemented lends itself naturally to a DID evaluation since treatment among households within treatment villages was not randomly allocated. Difference-in-differences is the method suggested by the official program documents (Sedesol (2006)).
The unique design of the experiment allows us to verify the validity of the standard DID assumptions.
Within control villages, household were also classified as eligible or ineligible even though they did not receive PROGRESA in the years covered by our sample 24 .
The results of computing the standard DID for treatment and control villages are as follows
The standard DID estimate indicates that PROGRESA increased school attendance by 9.2 percentage points among teenagers 13 to 15 years old. The DID estimate computed in control villages is very small and not statistically different from zero, which is consistent with the DID assumptions.
24 Remember that PROGRESA was randomly allocated across villages but not within villages 
O4.3 DID when eligibility is not observed
In order to apply our method, we delete the eligibility indicator in the pre-intervention period. Our method relies on a set of proxies that is observed in both time periods and that correlates with the eligibility indicator.
Proxy for latent eligibility status The PROGRESA methodological note indicates that a poverty index was used in order to determine eligibility. The information provided by the note is that the poverty index was generated by proxy means testing using household income and household characteristics that were correlated with poverty. The note does not contain any information about which exact method and characteristics were used in the generation of the poverty index, making it impossible to replicate the index. 25 Then we use as proxies variables that are generally believed to be correlated with poverty, such as: the number of rooms in the household, and indicator variables for household access to piped water, restroom, electricity, and for whether the household owns land. Table 6 shows descriptive statistics of these variables. The selected proxies are good predictors of eligibility: eligible children live in houses that are less likely to have access to piped water, sewage system, and electricity, and they live in households that own smaller homes in terms of number of rooms and that are less likely to own land. Table 7 shows the results of our estimation procedure. We use different specifications to test the robustness of our method. Each column indicates the proxy variable excluded when computing our GMM estimators, e.g. "none" indicates that all five proxies were used in the estimation. The first column indicates the method we used to compute the propensity score.
A few results are worth mentioning. The functional form of the first stage does not affect our results significantly. Using a linear probability model, a probit or a logit model in the first stage yields very similar results in the second stage. However, our estimators are sensitive to the choice of proxy variables. For example, when the number of rooms in the house is excluded, the ATT obtained by our method is much 25 Although the poverty index is available in the dataset, we are not using it for our analysis since in the vast majority of cases there is no such information. Our goal is to follow a general approach that can be used to evaluate other social programs when longitudinal data are not available. This result is not surprising given that the number of rooms in the house is a strong proxy for program eligibility. The over-identification test was computed in all the cases. In none of the cases, the test rejected the null hypothesis of correct model specification. Additionally, each of the coefficients estimated with our method was statistically compared to the standard DID in table 5 column 1. In none of the cases, the null hypothesis that the coefficient using our method equals to the standard DID could be rejected.
