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Abstract Adapting a strictness analyser to have it take into account explicit strictness anno-
tations can be a tricky business. Straightforward extensions of analyses based on relevance
typing are likely to either be unsafe or fail to pick the fruits of increases in strictness that are
introduced through annotations. We propose a more involved adaptation of relevance typing,
that can be used to derive strictness analyses that are both safe and effective in the presence
of explicit strictness annotations. The resulting type system provides a firm foundation for
implementations of type-based strictness analysers in compilers for lazy programming lan-
guages such as Haskell and Clean.
Keywords Lazy evaluation · Strictness analysis · Relevance typing · Explicit strictness
annotations · Functional languages · Type and effect systems
1 Introduction
In the design of strictness analyses, lazy functional languages are typically modelled in
terms of nonstrict lambda-calculi. However, such calculi fail to account for the semantic
properties of constructs such as Haskell’s primitive function seq [31] and Clean’s strictness
annotations [32], that allow programmers to selectively make their functions stricter. As a
result, it is not always clear how strictness analyses and the optimisations they enable scale
to real-world programming languages.
In this context, this article makes the following contributions:
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– We present an optimising transformation for a call-by-name lambda-calculus. The trans-
formation is driven by a strictness analysis based on relevance typing (Sect. 4). We show
how two straightforward extensions for dealing with a construct for selective strictness
(Sect. 3) yield transformations that are either unsafe or otherwise ineffective in the sense
that they fail to pick up on any increases in strictness that are incurred from the use of this
construct (Sect. 5).
– Moreover, we present a more involved adaptation of the transformation that makes use
of a relevance typing discipline that, in addition to demand propagation, also keeps track
of applicativeness: i.e., which expressions in a program are guaranteed to give rise to
functions that, during the evaluation of the program, receive arguments (Sect. 6). The
transformations obtained by this approach are both safe and effective, and so our approach
can serve as a basis for optimisations in compilers for real-world languages.
2 Background
The praises of lazy evaluation [20] have been sung in many voices and its benefits (the ability
to construct infinite data structures, the ability to define custom control structures, the inher-
ent avoidance of unnecessary computations, the facilitation of increased modularisation—to
name a few) are well-known. Equally well-known are its drawbacks, most notably the exces-
sive use of memory that is frequently associated with the deferral of computations. Accurate
strictness analysers have therefore proven themselves indispensable tools in the optimisation
of lazy programs.
The goal of strictness analysis is to identify which functions within a nonstrict program
are in fact strict, i.e., always diverge on diverging input. Changing the evaluation strategy for
applications of such functions from a nonstrict strategy (call-by-name or call-by-need) into
a strict strategy (call-by-value) does not change the semantics of the program and avoids the
cost that is otherwise incurred by deferring the evaluation of argument expressions. Because
strictness is generally an undecidable property, strictness analysers need to be conservative
and cannot be expected to successfully identify all strict functions in a program. Moreover,
in practice, many functions written in lazily evaluated languages turn out to be almost strict.
For example, a function that consumes a given argument in all but one of the arms of a case
analysis on another argument. Obviously, in these situations, no help can be expected from
strictness analysis. As a countermeasure, modern lazy languages like Haskell and Clean
offer the programmer a means to make such programs stricter: Clean offers explicit strictness
annotations in type signatures and strict local definitions, while Haskell provides a primitive
binary function seq, that evaluates its first argument (that is, forces it to weak head normal
form) and returns its second. Furthermore, both languages allow for strictness annotations
to occur in datatype declarations.
As an example of the use of such constructs, consider the definition of a function that
returns its first argument, while ignoring its second argument, in some lazily evaluated func-
tional language,
λx.λy.x,
and the following—stricter—version, that is defined in terms of a function seq with seman-
tics as described above:
λx.λy.seq y x.
Whereas the former is strict only in its first argument (and lazy in its second), the latter is
strict in both its arguments.
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Of particular interest is that the increase in strictness induced by primitive operations
like seq also propagates through function application. For instance, because of its use of the
stricter version of the function that ignores its second argument, the otherwise lazy function
λz.(λx.λy.seq y x) true z,
that always produces the Boolean constant true, is now strict itself as well. Of course, one
would hope that such “stricterness” would be picked up by automatic strictness analysers, so
that calls to functions like λz.(λx.λy.seq y x) true z could be evaluated eagerly rather than
lazily. However, faithfully accounting for the effects of this so-called selective strictness is
a tricky business as it comes with some peculiar semantic properties.
For one thing, selective strictness can be used to tell the programs ⊥ and λx. ⊥ apart. As a
simple example, the term seq ⊥ true diverges whereas seq (λx.⊥) true produces the constant
true. Note that this distinction cannot be made in either the “pure” call-by-name or call-by-
need lambda-calculus;1 yet studies into programming languages typically assume one or the
other of these calculi as a model for nonstrict functional languages. Then, having seq (or a
similar construct) in a language has profound repercussions. For example, in the presence
of strictness annotations, polymorphic functions generally do not possess the parametricity
property [40] and, so, optimisations such as short-cut deforestation [12] that are justified by
parametricity are no longer sound.
Unsurprisingly, similar issues arise when adapting a strictness analysis for a mere non-
strict lambda-calculus for use in a lazy language with constructs for selective strictness.
3 Preliminaries
To be able to consider the problem from a formal angle, we introduce a small, implicitly
typed, nonstrict expression language. Assuming a countable infinite set of variable symbols
ranged over by x,
x ∈ Var variables,
its terms,
t ∈ Term terms,
are given by
t ::= false | true | 0 | x | λx. t1 | t1 t2 | t1 • t2 | if t1 then t2 else t3
|succ t1 | pred t1 | iszero t1 | error.
That is, terms include the Boolean constants false and true, the numeral 0, variables x,
and lambda-abstractions λx. t1. Furthermore, we distinguish between nonstrict function
applications t1 t2 and strict function applications t1 • t2. Conditionals are written as
if t1 then t2 else t3; succ t1 and pred t1 denote, respectively, the successor and predecessor
operations on natural numbers, while iszero t1 tests whether or not a given natural-number
computation results in a zero result. Finally, error denotes a failing computation.
1From within these calculi, that is: one cannot write a function that behaves differently for ⊥ and λx.⊥.
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Evaluation t −→ w
false −→ false [e-false] true −→ true [e-true] 0 −→ 0 [e-zero]
λx. t1 −→ λx. t1
[e-abs]
t1 −→ λx. t0 [x → t2 ]t0 −→ w
t1 t2 −→ w
[e-app] t1 −→ λx. t0 t2 −→ w2 [x → w2 ]t0 −→ w
t1 • t2 −→ w
[e-sapp]
t1 −→ true t2 −→ w
if t1 then t2 else t3 −→ w
[e-if-true] t1 −→ false t3 −→ w
if t1 then t2 else t3 −→ w
[e-if-false]
succ t1 −→ succ t1
[e-succ] t1 −→ 0
pred t1 −→ 0
[e-pred-zero]
t1 −→ succ t0 t0 −→ w
pred t1 −→ w
[e-pred-succ]
t1 −→ 0
iszero t1 −→ true
[e-iszero-zero] t1 −→ succ t0
iszero t1 −→ false
[e-iszero-succ]
Fig. 1 Natural semantics
We adopt the Barendregt convention and assume that all bound variables are named dis-
tinctly from any free variables. As always, lambda-abstractions extend as far to the right as
possible, while function application is left-associative.
To ease the presentation in the sequel, strict function application is included instead of
a primitive operation seq t1 t2. Note that this choice is by no means essential as—under a
call-by-need semantics at least—strict function application and seq can always be defined in
terms of each other. That is, given seq t1 t2 as part of the language, strict function application
is given by
λf.λx. seq x (f x),
whereas in the term language defined above, seq can be defined as
λx.λy. ((λz. y) • x).
A natural semantics [24] for the term language is given in Fig. 1 by means of rules for
deriving judgements of the form t −→ w. That is, successful evaluation of a term t yields a
weak head normal form w,
w ∈ Whnf weak head normal forms,
given by
w ::= false | true | 0 | λx. t1.
As reflected by the rules [e-false], [e-true], [e-zero], [e-abs], and [e-succ], Boolean con-
stants, the numeral 0, abstractions, applications of the successor operator are already in
weak head normal form. Nonstrict and strict function applications are evaluated under a
call-by-name and a call-by-value strategy, respectively; in the rules [e-app] and [e-sapp]
beta-substitution is denoted by [· → ·] · . For conditionals if t1 then t2 else t3, rules [e-if-true]
and [e-if-false] evaluate the condition t1 and proceed by evaluating one of the branches t2
and t3. Taking the predecessor of a computation that results in 0, yields 0 (rule schema
[e-pred-zero]), while taking the predecessor of a computation that produces a result of the
form succ t0 for some t0 amounts to evaluating t0 (rule schema [e-pred-succ]). Rules [e-
iszero-zero] and [e-iszero-succ] denote that a zero-equality test iszero t1 for a term t1 results
in true if t1 evaluates to 0 and false if t1 evaluates to succ t0 for some t0.
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Typing Γ  t : τ
Γ  false : bool [t-false] Γ  true : bool [t-true] Γ  0 : nat [t-zero]
Γ1[x → τ ]  x : τ
[t-var] Γ [x → τ1 ]  t1 : τ2
Γ  λx. t1 : τ1 → τ2
[t-abs]
Γ  t1 : τ2 → τ Γ  t2 : τ2
Γ  t1 t2 : τ
[t-app] Γ  t1 : τ2 → τ Γ  t2 : τ2
Γ  t1 • t2 : τ
[t-app]
Γ  t1 : bool Γ  t2 : τ Γ  t3 : τ
Γ  if t1 then t2 else t3 : τ
[t-if ]
Γ  t1 : nat
Γ  succ t1 : nat
[t-succ] Γ  t1 : nat
Γ  pred t1 : nat
[t-pred] Γ  t1 : nat
Γ  iszero t1 : bool
[t-iszero]
Γ  error : τ [t-error]
Fig. 2 The underlying type system
We say that evaluation of a term t fails if there is no weak head normal form w such
that t −→ w. Note that we do not have rules for evaluating error; hence, evaluation of error
always fails.
A type system for our language is presented in Fig. 2 as a set of type-assignment rules
for deriving judgements Γ  t : τ , expressing that, in the type environment Γ , the term t
can be assigned the type τ . Here, types,
τ ∈ Type types,
are given by
τ ::= bool | nat | τ1 → τ2,
with bool the type of Booleans, nat the type of natural numbers, and τ1 → τ2 the type of
functions that take arguments of type τ1 to results of type τ2. Type environments are finite
maps from variables to types:
Γ ∈ TEnv = Var →fin Type type environments.
We write [ ] for the empty map, [x → τ ] for the singleton map that binds x to τ , and
Γ1[x → τ ] for the map that is obtained by extending Γ1 with a binding from x to τ .
The assignment rules in Fig. 2 are completely standard. Note in particular that nonstrict
applications t1 t2 and strict applications t1 • t2 have the same static semantics, and that error
can be assigned any type. In the sequel, we are only concerned with well-typed terms, i.e.,
terms for which, in a given environment Γ , there is at least one type τ with Γ  e : τ . The
type system of Fig. 2 is referred to as the underlying type system.
4 Elementary relevance typing
Let us now consider a simple approach to strictness analysis that makes use of a nonstan-
dard type system for keeping track of relevance. Similar systems have been considered by
Wright [42] and Amtoft [1]; the presentation below is largely inspired by Walker [41].
We will use the analysis to drive program transformations that safely replace nonstrict
function applications by strict applications. Here, “safely” means “without changing the
meaning of the program”. For now, we will only deal with transformations of programs that
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themselves do not already contain strict function applications. In Sect. 5 and Sect. 6, we will
then admit strict applications in source programs as well and show that dealing with these
in an adequate manner is actually quite involved.
4.1 Annotated types
A variable x is relevant to a term t if any term bound to x is guaranteed to be evaluated
whenever t is evaluated. We say that an abstraction λx. t1 is a relevant abstraction if its
formal parameter x is relevant to its body t1.
To distinguish between expressions that evaluate to relevant abstractions and expressions
that evaluate to abstractions that may not be relevant, we introduce annotated types,
τ̂ ∈ ̂Type annotated types,
given by
τ̂ ::= bool | nat | τ̂1 ϕ−→ τ̂2.
That is, an annotated type τ̂ is either one of the base types bool and nat or else a function
type τ̂1
ϕ−→ τ̂2 where ϕ ranges over annotations,
ϕ ∈ Ann annotations,
for which we have
ϕ ::= S | L.
In our analysis, the annotation S is used to designate the types of terms that, when success-
fully evaluated to weak head normal form, produce relevant abstractions, while L is used to
annotate the types of terms that may or may not produce relevant abstractions.
As an illustration of how to assign annotated types, consider the terms λx. x and λx. true.
The former term denotes a relevant abstraction, whereas the latter does not. Hence, for any
annotated type τ̂ , the type τ̂ S−→ τ̂ would be a valid type for λx.x, while λx. true should
always receive a type of the form τ̂ L−→ bool.
Note that relevance implies strictness: if a variable x is relevant to a term t , then t is strict
in x and, so, relevant abstractions denote strict functions.2 Now, while S and L can thus be
thought of as mnemonics for “strict” and “lazy”, they can also be taken to stand for “small”
and “large” as we will impose a partial order (Ann,) on annotations that is characterised
by S  L. Hence, (Ann,) is a complete lattice with least element S and greatest element L,
and joins and meets given by
S unionsq ϕ = ϕ,
L unionsq ϕ = L
and
S 	 ϕ = S,
L 	 ϕ = ϕ.
2However, relevance and strictness are not equivalent: for instance, λx.error is strict but not relevant.
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4.2 Type-driven call-by-value transformation
Our goal will now be to transform programs by turning as many nonstrict applications of
strict functions into strict applications as possible. That is, if for a given nonstrict application
t1 t2 it can be shown that successfully evaluating t1 will always result in a relevant abstrac-
tion, then we optimise away the assumed overhead of nonstrict evaluation by replacing the
application by its strict counterpart t1 • t2. This optimisation is justified by the observation
that from the implied relevance of the function t1 it follows that, for the application to pro-
duce a result, evaluation of the argument t2 is required anyway.
We define the transformation through rules for deriving judgements of the form
̂Γ  t 
 t ′ : τ̂ ϕ,
expressing that, in the annotated type environment ̂Γ , the source term t , of type τ̂ and
annotated with ϕ, can be safely transformed into the target term t′. Here, the annotation ϕ
is used to indicate whether or not the context in which t appears guarantees its evaluation: t
is said to be demanded if ϕ = S. When analysing the body of an abstraction, we will set its
annotation to S and observe whether the modelled demand propagates to its parameter: if it
does, the abstraction is relevant; if it does not, the abstraction may be irrelevant.
Annotated type environments,
̂Γ ∈ TEnv = Var →fin ̂Type × Ann annotated type environments,
map variables x to pairs (̂τ , ϕ) consisting of an annotated type τ̂ and an annotation ϕ. Anal-
ogously to the unannotated environments from Sect. 3, we write [ ] for the empty environ-
ment, [x → (̂τ , ϕ)] for the singleton environment that maps x to (̂τ , ϕ), and ̂Γ1[x → (̂τ , ϕ)]
for the environment that is obtained by extending ̂Γ1 with a binding from x to (̂τ , ϕ).
The rules of the transformation relation are given in Fig. 3.
Relevance typing constitutes a so-called substructural typing discipline [41], which is re-
flected by a careful treatment of type environments throughout the rules. The all-important
invariant that we maintain is that any S-annotated variable in an annotated type environ-
ment ̂Γ is to appear in an S-context at least once. The rules [r-false], [r-true], [r-zero], and
[r-error], for instance, require that any constant terms are transformed in an empty type en-
vironment. All constants can be typed and transformed in any context; false and true always
have the type bool, 0 always has the type nat, and error can be assigned any type. Variables,
as per rule schema [r-var], are typed and transformed in singleton environments that agree
with the types and annotations assigned.
Interesting is the rule schema for lambda-abstractions, [r-abs]. It states that typing and
transforming an abstraction λx. t1 depends on the typing and transformation of its body t1
in a type environment that is extended with a binding for the formal parameter x. As far as
deriving the argument and result types τ̂1 and τ̂2 is concerned, the rule is completely stan-
dard; what remains is to consider how annotations are dealt with. To determine whether the
parameter x is relevant to the body t1—and thus whether the abstraction itself is relevant—
we “reset” the demand context for t1 to S. If x can then be annotated with S as well, we
conclude that λx. t1 is relevant; otherwise, we classify the abstraction as possibly irrelevant.
To ensure that resetting the demand for the body does not propagate to any variables other
than the formal parameter, we require that none of the bindings in the original type environ-
ment ̂Γ carries an annotation that is smaller than the demand ϕ of the abstraction. Hence,
the rule for abstractions includes a so-called containment restriction ϕ  ̂Γ , the rules for
322 Higher-Order Symb Comput (2010) 23:315–335
Transformation ̂Γ  t 
 t′ : τ̂ ϕ
[ ]  false 
 false : boolϕ [r-false] [ ]  true 
 true : boolϕ [r-true]
[ ]  0 
 0 : natϕ [r-zero] [x → (̂τ , ϕ)]  x 
 x : τ̂ ϕ [r-var]
ϕ  ̂Γ ̂Γ [x → (̂τ1, ϕ1)]  t1 
 t′1 : τ̂S2
̂Γ  λx. t1 
 λx. t′1 : (̂τ1
ϕ1−→ τ̂2)ϕ
[r-abs]
̂Γ1  t1 
 t′1 : (̂τ2
S−→ τ̂ )ϕ ̂Γ2  t2 
 t′2 : τ̂ ϕ2
̂Γ1  ̂Γ2  t1 t2 
 t′1 • t′2 : τ̂ ϕ
[r-app1]
̂Γ1  t1 
 t′1 : (̂τ2
L−→ τ̂ )ϕ ̂Γ2  t2 
 t′2 : τ̂L2
̂Γ1  ̂Γ2  t1 t2 
 t′1 t′2 : τ̂ ϕ
[r-app2]
̂Γ1  t1 
 t′1 : boolϕ ̂Γ2  t2 
 t′2 : τ̂L ̂Γ2  t3 
 t′3 : τ̂L
̂Γ1  ̂Γ2  if t1 then t2 else t3 
 if t′1 then t′2 else t′3 : τ̂ ϕ
[r-if ]
̂Γ  t1 
 t′1 : natL
̂Γ  succ t1 
 succ t′1 : natϕ
[r-succ]
̂Γ  t1 
 t′1 : natϕ
̂Γ  pred t1 
 pred t′1 : natϕ
[r-pred]
̂Γ  t1 
 t′1 : natϕ
̂Γ  iszero t1 
 iszero t′1 : boolϕ
[r-iszero]
[ ]  error 
 error : τ̂ ϕ [r-error]
̂Γ  t 
 t′ : τ̂L
̂Γ  t 
 t′ : τ̂S [r-sub]
̂Γ1  t 
 t′ : τ̂ ϕ
̂Γ1[x → (̂τ0,L)]  t 
 t′ : τ̂ ϕ
[r-weak]
Fig. 3 Relevance typing and call-by-value transformation
Containment ϕ  ̂Γ
ϕ  [ ] [c-nil]
S  ̂Γ1
S  ̂Γ1[x → (̂τ , ϕ0)]
[c-cons-s] L 
̂Γ1
L  ̂Γ1[x → (̂τ ,L)]
[c-cons-l]
Fig. 4 Containment
which are given in Fig. 4. Note in particular that L  ̂Γ if and only if all bindings in ̂Γ carry
the annotation L.
There are two rule schemata that deal with nonstrict function applications t1 t2. Recall
that we are not dealing with strict function applications yet. The first, [r-app1], is applica-
ble whenever the function term t1 can be assigned an S-annotated function type and thus
constitutes a strict function. Then, the argument t2 is demanded whenever the result of the
application is and, hence, the demand ϕ of the application propagates to t2. Importantly,
here we seize on the opportunity and transform the nonstrict application t1 t2 into the strict
application t ′1 • t ′2. The second schema, [r-app2], deals with the application t1 t2 of a possibly
nonstrict function t1. In that case, there are no guarantees about the demand for the argument
and so t2 receives the demand L. Both rules, of course, require that the type τ̂2 of the argu-
ment matches the argument type of the function and that the type τ̂ of the application equals
the result type of the function. Moreover, both rules insist that the environment in which the
application is analysed corresponds to the pointwise meet ̂Γ1  ̂Γ2 of the environments ̂Γ1
and ̂Γ2 in which, respectively, the subterms t1 and t2 are analysed. That is, ·  · is a partial
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operation on annotated type environments with:
[ ]  [ ] = [ ],
̂Γ11[x → (̂τ , ϕ1)]  ̂Γ21[x → (̂τ , ϕ2)] = (̂Γ11  ̂Γ21)[x → (̂τ , ϕ1 	 ϕ2)].
This “context split” [8] reflects that a variable is relevant to t1 t2 if its relevance can be
established in at least one of the subanalyses for t1 and t2. The same operation is used in the
rule schema for conditionals, [r-if ], in which the type environment is split in two parts: one
for the guard and one for the conditional branches. As only one of them will be evaluated,
both branches are analysed in an L-context.
The rules [r-succ], [r-pred], and [r-iszero] are straightforward. Operands t1 in succ t1
receive L-contexts to reflect that weak head normal form has been reached when a successor
operation is produced.
The rule [r-sub] implements subeffecting [36] and, by enabling derivations to selectively
“forget” about the demand of an expression, allows for more programs to be considered
well-typed and hence transformable. Intuitively, it states that any conclusions that may be
drawn from the assumption that a term is not demanded are still valid if the term is in fact
demanded.
Finally, the weakening rule [r-weak], expresses that any transformation that is derivable
in a given annotated type environment ̂Γ1 that does not contain a binding for a variable x can
also be derived in an annotated type environment that is obtained by adding an L-annotated
binding for x to ̂Γ1.
4.3 Examples
Let us now consider two examples of transformations in our system. First, consider the term
(λx.λy. x) true false
and its transformation into
((λx.λy.x) • true) false,
justified by the following derivation of
[ ]  λx.λy. x 
 λx.λy. x : (bool S−→ bool L−→ bool)S
in our system (the target terms are omitted for clarity):
S  [ ]
S  [x → (bool,S)]
[x → (bool,S)]  x : boolS
[x → (bool,S)][y → (bool,L)]  x : boolS
[x → (bool,S)]  λy. x : (bool L−→ bool)S
[ ]  λx.λy. x : (bool S−→ bool L−→ bool)S
.
Here, the assigned typed (bool S−→ bool L−→ bool) reflects that the function that is produced by
λx.λy. x is strict in its first argument. Hence, the innermost application in
(λx.λy. x) true false
can be transformed into a strict application.
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As an example of a case in which the use of subeffecting is crucial, consider the analysis
of the term
λx. (λy. true) (λz. x).
As the abstraction λy. true results in a lazy function, the function argument λz. x must be
analysed in an L-context. The containment restriction for λz. x then prescribes that x, in the
type environment for the abstraction, has to be L-annotated. However, because the body of
the abstraction must be analysed in an S-context, we have to somehow be able to derive the
judgement
[x → (̂τ ,L)]  x 
 x : τ̂S
for some annotated type τ̂ . Here, subeffecting allows us to obtain the desired judgement
from the trivially fulfilled premise
[x → (̂τ ,L)]  x 
 x : τ̂ L.
5 Dealing with strict applications
The call-by-value transformation in the previous section has a somewhat limited scope in
that it does not support the transformation of expressions that include strict applications:
in our relevance type system of Sect. 4.2 such expressions are simply considered ill-typed.
As a result, the source language for the transformation does not quite model real-world
languages such as Haskell and Clean. In this section, we will try to overcome this limitation
by admitting strict applications in source terms. Naturally, when doing so, we want to make
sure that transformation remains safe. Moreover, we want the transformation to be effective,
in the sense that it is able to pick up on the increase in strictness that is induced by strict
applications and have the resulting stricterness propagate.
At first glance, the task at hand seems as simple as adding one or two appropriate rules
for strict applications to the type system: below, we will describe two of the most straight-
forward approaches. However, as it turns out, these are either safe but ineffective (Sect. 5.1)
or effective but unsafe (Sect. 5.2).
5.1 A conservative approach
Arguably the simplest way to extend the transformation with support for strict applications
is to treat strict applications as if they were nonstrict applications. That is, we add two rules,
̂Γ1  t1 
 t′1 : (̂τ2 S−→ τ̂ )ϕ ̂Γ2  t2 
 t′2 : τ̂ ϕ2
̂Γ1  ̂Γ2  t1 • t2 
 t′1 • t′2 : τ̂ ϕ
and
̂Γ1  t1 
 t′1 : (̂τ2 L−→ τ̂ )ϕ ̂Γ2  t2 
 t′2 : τ̂ L2
̂Γ1  ̂Γ2  t1 • t2 
 t′1 • t′2 : τ̂ ϕ
,
that are identical to the rules [r-app1] and [r-app2] except that they deal with strict applica-
tions rather than nonstrict applications.
However, while these additions do bring strict applications in scope of the transformation
and perserve its safety, they do not enable us to profit from any increase in strictness caused
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by the use of strict application. For example, the rules cannot derive the relevance of the
following abstraction (cf. Sect. 2),
λz. (((λx.λy. x) true) • z), (1)
and, hence, nonstrict applications of this abstraction are unaffected by associated call-by-
value transformations—even though it would be completely safe to replace them by strict
applications.
5.2 A more ambitious attempt
To be able to have •-induced increases in strictness propagate, we must record that a strict
application always evaluates its argument in order to produce a result. In other words, that
the argument of a strict application is demanded whenever the result of the application is.
This can be easily expressed by means of a single transformation rule for strict application:
̂Γ1  t1 
 t′1 : (̂τ2
ϕ0−→ τ̂ )ϕ ̂Γ2  t2 
 t′2 : τ̂ ϕ2
̂Γ1  ̂Γ2  t1 • t2 
 t′1 • t′2 : τ̂ ϕ
.
Note how this rule resembles the rule for nonstrict applications of strict functions, [r-app1],
with the notable exception that the actual relevance ϕ0 of the function expression t1 is com-
pletely ignored here.
This new rule seems to capture the semantics of strict application much better than the
rules that we considered in the previous subsection and, indeed, we are now able to derive
that abstractions like expression (1) above are relevant, effectively enabling local increases
in strictness to propagate. Unfortunately, and perhaps surprisingly, addition of the rule com-
pletely breaks the transformation system! To see this, consider the abstraction
λx. ((λy.0) • (λz. x)) (2)
and note that it is lazy in its argument x; in particular, that the application
(λx. ((λy.0) • (λz. x))) error (3)
evaluates to the numeral 0, while evaluation of the stricter
(λx. ((λy.0) • (λz. x))) • error (4)
obviously fails. Still, with the suggested rule for strict applications we can derive that
λx. ((λy.0) • (λz. x)) has type τ̂ S−→ nat for any annotated type τ̂ :




[x → (̂τ ,L)]  λy.0 : ((̂τ0 L−→ τ̂ ) L−→ nat)S
S  [ ]
S  [x → (̂τ ,S)]
[x → (̂τ ,S)]  x : τ̂S
[x → (̂τ ,S)][z → (̂τ0,L)]  x : τ̂S
[x → (̂τ ,S)]  λz. x : (̂τ0 L−→ τ̂ )S
[x → (̂τ ,S)]  (λy.0) • (λz. x) : natS
[ ]  λx. ((λy.0) • (λz. x)) : (̂τ S−→ nat)S
.
That is, we can—wrongfully—derive that term (2) is a relevant abstraction. As a result, it
allows term (3) to be transformed into term (4)—which is clearly unsafe.
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Now, with such transformations admitted, the proposed rule for strict applications is of
course not fit for inclusion in our system. However, rather than completely abandoning the
proposed approach to dealing with strict applications, in the next section we will analyse
exactly what prohibits the resulting transformation from being safe and show what can be
done to compensate. This will lead us to an extension of the original system that is more
involved than the extensions considered in the present section—but that is both safe and
effective.
6 A refined approach to relevance typing
In the previous section, we have seen that safely extending the transformation system of
Sect. 4 with support for eager function applications in the source language does not require
much effort in itself (Sect. 5.1); but also that our desire to have the system reflect the se-
mantics of these eager applications apparently complicates matters considerably (Sect. 5.2).
And, indeed, there is no such thing as a free lunch: in this section, we show how transfor-
mations that are both safe and faithful to the nature of eager applications can be realised at
the cost of extending the system in more essential ways than those that we have considered
before. As it turns out, the key to success lies in establishing where the approach of Sect. 5.2
went wrong.
6.1 Stocktaking
Let us have a closer look at how the derivation tree for term (2) in Sect. 5.2,




[x → (̂τ ,L)]  λy.0 : ((̂τ0 L−→ τ̂ ) L−→ nat)S
S  [ ]
S  [x → (̂τ ,S)]
[x → (̂τ ,S)]  x : τ̂S
[x → (̂τ ,S)][z → (̂τ0,L)]  x : τ̂S
[x → (̂τ ,S)]  λz. x : (̂τ0 L−→ τ̂ )S
[x → (̂τ ,S)]  (λy.0) • (λz. x) : natS
[ ]  λx. ((λy.0) • (λz. x)) : (̂τ S−→ nat)S
,
enabled us to inappropriately conclude that the given abstraction was relevant. To do so, it
had to derive that the formal parameter x of the abstraction was relevant to its body. Since
the body is an application, this is achieved by deriving that x is relevant to at least one of
the two subterms of the application. Clearly, x cannot be relevant to the function term λy.0
as it does not even occur in it. The only possibility left is then to establish that x is relevant
to the argument abstraction λz. x. Recall that we always analyse the body of an abstraction
as if it were demanded. Then, as x occurs in the body, we can conclude that x is at least
locally relevant. As x is a free variable of λz. x, the containment restriction prescribes that
this conclusion can only be propagated globally if the abstraction λz. x is itself demanded.
However, as the demand for λz. x is implied by its use as an argument in a demanded strict
application, the containment restriction is met trivially and so we indeed derive that x is
relevant to (λy.0) • (λz. x).
Now—where did we go wrong? A moment’s reflection reveals that, with a progressive
rule for strict applications in place, the containment restriction does not serve its purpose
anymore. It was there to ensure that we could not conclude that a term bound to a free
variable of an abstraction was demanded while, in fact, it was not. Still, that is exactly
what happened for the free variable x of λz. x in the derivation in Sect. 5.2. So, why is
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the containment restriction adequate in the language of Sect. 4, but not in the language of
Sect. 5.2?
The answer lies in the observation that, if we leave strict applications out of the source
language, an abstraction can only ever be considered demanded if it can be guaranteed to
appear in the function position of an application at least once during evaluation. In simpler
terms: the only way to force the evaluation of a function is to apply it to an argument. Thus,
if the evaluation of a function is forced, then it is applied to an argument and if it is applied to
an argument, then its body is evaluated. Hence, the demands for an abstraction and its body
coincide, and this invariant is exploited by the containment restriction: if an abstraction is
demanded, then so are all variables that are relevant to its body.
Note that the coinciding of demands for an abstraction and its body is reflected by the
inability of nonstrict lambda-calculi to distinguish between ⊥ and λx.⊥. However, as we
demonstrated in Sect. 2, with constructs like seq this is no longer the case. Indeed, with strict
applications in the source language, we can force the evaluation of an abstraction without
ever evaluating its body and this is what happens to λz. x in the expression (λy.0) • (λz. x).
In our relevance type system this is reflected as follows: for the original language, parameter
types are permitted to be annotated with S only if the corresponding parameters are relevant
to the bodies of their functions. However, with the suggested rule for strict applications, S-
annotations can cross over to the environments of abstractions even if they are irrelevant to
these abstractions.
These considerations suggest replacing the containment restriction by either a stronger
constraint that does not allow free variables to be relevant to an abstraction, or a more refined
constraint that takes into account why abstractions are demanded. The first of these options
is easy to realise but gives rise to transformations that are even less effective than the con-
servative transformations of Sect. 5.1, as it would prevent us from detecting the strictness of
curried functions in any but the last of their arguments. For example, to type λx.λy. x, we
first have to analyse the inner abstraction λy. x in which x occurs free. If we can no longer
assign x an S-annotation there, then we cannot derive that it is relevant to the outer abstrac-
tion. Below, we shall therefore proceed along the path of the second option and extend our
relevance typing discipline with a facility for recording which functions are guaranteed to
be applied to arguments.
6.2 Type-driven call-by-value transformation (revised)
In the transformation system of Sect. 4, we used annotations S and L to keep track of whether
or not terms were demanded by their contexts. We will now refine the transformation system
and have these annotations also indicate the applicativeness of terms. We say that a term is
applicative if it is guaranteed to be applied to an argument at least once. We will repeat the
essential parts of the development of Sect. 4 for our refined system and call attention to any
differences with respect to the original system.
Let us start with the annotations. Since we are using the same set of annotations {S,L} to
express both demand and applicativeness, we commit to the convention that annotations are
ranged over by the metavariable ϕ if they are used to indicate demand and by the metavari-
able ψ if they are used to indicate applicativeness:
ϕ,ψ ∈ Ann annotations,
ϕ,ψ ::= S | L.
When expressing applicativeness, the smaller annotation S is to be read as “guaranteed to be
applied to an argument” and the larger annotation L as “may not be applied to an argument”.
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As before, we let τ̂ range over annotated types,
τ̂ ∈ ̂Type annotated types.
Function types are now decorated with information about the applicativeness of the argu-
ments and results of functions:
τ̂ ::= bool | nat | τ̂ ψ ·11
ϕ−→ τ̂ ψ ·22 .
Furthermore, annotated type environments now map from variables x to triples (̂τ , ϕ,ψ),
consisting of an annotated type τ̂ , a demand annotation ϕ, and an annotation ψ that reflects
the applicativeness of any expressions bound to x:
̂Γ ∈ ̂TEnv = Var →fin ̂Type × Ann × Ann annotated type environments.
The judgements of the refined transformation relation read
̂Γ  t 
 t′ : τ̂ (ϕ,ψ),
where the annotation ψ indicates the applicativeness of the term t. Note that applicativeness
implies relevance: if an expression can be guaranteed to be applied to an argument, it can
also be guaranteed to be evaluated. Therefore, in our refined transformation system, we
maintain the invariant that whenever we have that ̂Γ  t 
 t′ : τ̂ (ϕ,ψ), it holds that ϕ  ψ .
The rules for deriving judgements of the given form are listed in Fig. 5. The rules for
constants—[r-false], [r-true], and [r-zero]—express that constants can never appear in con-
texts in which they are applied to arguments. In rule [r-var] the applicativeness of variables
is obtained from the environment.
Crucially, in the rule for abstractions, [r-abs], the containment restriction is dominated
by applicativeness rather than demand: terms bound to the free variables that are relevant
to the body of an abstraction are only guaranteed to be demanded if the abstraction itself is
guaranteed to be applied. The rules for deriving containment need to be updated as well to
reflect that type environments now also contain annotations for applicativeness: see Fig. 6.
The refined transformation system has three rules for applications, which all make use of
a revised context-split operation:
[ ]  [ ] = [ ],
̂Γ11[x → (̂τ , ϕ1,ψ1)]  ̂Γ21[x → (̂τ , ϕ2,ψ2)] = (̂Γ11  ̂Γ21)[x → (̂τ , ϕ1 	 ϕ2,ψ1 	 ψ2)].
In each of the rules [r-app1], [r-app2], and [r-sapp], the applicativeness of the function term
t1 follows from the demand for the application. In the two rules for nonstrict applications,
the applicativeness of the argument term t2 is obtained by taking the join of the demand for
the application and the applicativeness of arguments of t1. That is, arguments are guaranteed
to be used applicatively if the application is guaranteed to be performed and the function is
guaranteed to use its argument applicatively. In the case for strict applications, we ignore,
as we did in Sect. 5.2, the strictness of the function expression t1 and propagate the demand
for the application directly to the argument term t2; furthermore, the applicativeness of t2 is
obtained by combining the demand ϕ for the application and the applicativeness ψ2 of the
parameter of t1.
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Transformation ̂Γ  t 
 t′ : τ̂ (ϕ,ψ)
[ ]  false 
 false : bool(ϕ,L) [r-false] [ ]  true 
 true : bool(ϕ,L) [r-true]
[ ]  0 
 0 : nat(ϕ,L) [r-zero] [x → (̂τ , ϕ,ψ)]  x 
 x : τ̂ (ϕ,ψ) [r-var]
ψ  ̂Γ ̂Γ [x → (̂τ1, ϕ1,ψ1)]  t1 
 t′1 : τ̂
(S,ψ2)
2
̂Γ  λx. t1 





̂Γ1  t1 
 t′1 : (̂τ
ψ2
2
S−→ τ̂ψ )(ϕ,ϕ) ̂Γ2  t2 
 t′2 : τ̂
(ϕ,ϕunionsqψ2)
2
̂Γ1  ̂Γ2  t1 t2 
 t′1 • t′2 : τ̂ (ϕ,ψ)
[r-app1]
̂Γ1  t1 
 t′1 : (̂τ
ψ2
2
L−→ τ̂ψ )(ϕ,ϕ) ̂Γ2  t2 
 t′2 : τ̂
(L,ϕunionsqψ2)
2
̂Γ1  ̂Γ2  t1 t2 
 t′1 t′2 : τ̂ (ϕ,ψ)
[r-app2]
̂Γ1  t1 
 t′1 : (̂τ
ψ2
2
ϕ0−→ τ̂ψ )(ϕ,ϕ) ̂Γ2  t2 
 t′2 : τ̂
(ϕ,ϕunionsqψ2)
2
̂Γ1  ̂Γ2  t1 • t2 
 t′1 • t′2 : τ̂ (ϕ,ψ)
[r-sapp]
̂Γ1  t1 
 t′1 : bool(ϕ,L) ̂Γ2  t2 
 t′2 : τ̂ (L,ψ) ̂Γ2  t3 
 t′3 : τ̂ (L,ψ)
̂Γ1  ̂Γ2  if t1 then t2 else t3 
 if t′1 then t′2 else t′3 : τ̂ (ϕ,ψ)
[r-if ]
̂Γ  t1 
 t′1 : nat(L,L)
̂Γ  succ t1 
 succ t′1 : nat(ϕ,L)
[r-succ]
̂Γ  t1 
 t′1 : nat(ϕ,L)
̂Γ  pred t1 
 pred t′1 : nat(ϕ,L)
[r-pred]
̂Γ  t1 
 t′1 : nat(ϕ,L)
̂Γ  iszero t1 
 iszero t′1 : bool(ϕ,L)
[r-iszero]
[ ]  error 
 error : τ̂ (ϕ,ψ) [r-error]
̂Γ  t 
 t′ : τ̂ (L,L)
̂Γ  t 
 t′ : τ̂ (S,ψ) [r-sub]
̂Γ1  t 
 t′ : τ̂ (ϕ,ψ)
̂Γ1[x → (̂τ0,L,L)]  t 
 t′ : τ̂ (ϕ,ψ)
[r-weak]
Fig. 5 Relevance typing and call-by-value transformation. (Cf. Fig. 3)
Containment ψ  ̂Γ
ψ  [ ] [c-nil]
S  ̂Γ1
S  ̂Γ1[x → (̂τ , ϕ0,ψ0)]
[c-cons-s] L 
̂Γ1
L  ̂Γ1[x → (̂τ ,L,L)]
[c-cons-l]
Fig. 6 Containment. (Cf. Fig. 4)
Adapting the rules for terms of the forms if t1 then t2 else t3, succ t1, pred t1, and iszero t1
is straightforward. Note that Booleans and natural numbers are never to occur in function
position and hence can never be used applicatively. Rule [r-error] expresses that whether an
occurrence of error is applicative depends on its context.
As expressed by rule [r-sub], subeffecting applies to applicativeness as well as to demand.
Similarly, as far as weakening is concerned, by rule [r-weak], no differences arise between
the annotations for applicativeness and those for demand.
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6.3 Examples
As an example of how our revised transformation system is indeed faithful to the semantics
of strict applications, consider the analysis of term (1),
λz. ((λx.λy. x) true • z),
from Sect. 5.1:




[z → (̂τ ,L,L)]  (λx.λy. x) true : (̂τL L−→ boolL)(S,S) [z → (̂τ ,S,L)]  z : τ̂ (S,L)
[z → (̂τ ,S,L)]  ((λx.λy. x) true) • z : bool(S,L)
[ ]  λz. ((λx.λy. x) true • z) : (̂τL S−→ boolL)(S,L)
.
Even though the subterm (λx.λy. x) true produces a lazy function, reflected by its relevance
type τ̂ L L−→ boolL, the argument z of the strict application ((λx.λy. x) true) • z is still assigned
the relevance annotation S and so the term as a whole can be recognised as producing a
strict function, i.e., a function of relevance type τ̂ L S−→ boolL.
To illustrate that our refined system handles strict applications correctly, reconsider
term (2),
λx. ((λy.0) • (λz. x)),
for which an unsafe derivation was given in Sect. 5.2. As the following derivation shows,
the inner abstraction λz. x does not appear in an applicative position and hence the revised
containment restriction for this abstraction now forces all bindings in its type environment
to be annotated with L exclusively. That is, writing τ̂λy.0 as an abbreviation for the annotated
type
(̂τ L0
L−→ τ̂ L)L L−→ natL,
we have




[x → (̂τ ,L,L)]  λy.0 : τ̂ (S,S)λy.0
L  [ ]
L  [x → (̂τ ,L,L)]
[x → (̂τ ,L,L)]  x : τ̂ (L,L)
[x → (̂τ ,L,L)]  x : τ̂ (S,L)
[x → (̂τ ,L,L)][z → (̂τ0,L,L)]  x : τ̂ (S,L)
[x → (̂τ ,L,L)]  λz. x : (̂τL0
L−→ τ̂L)(S,L)
[x → (̂τ ,L,L)]  (λy.0) • (λz. x) : nat(S,L)
[ ]  λx. ((λy.0) • (λz. x)) : (̂τL L−→ natL)(S,L)
.
In particular, the variable x can now no longer be considered relevant to the body of the outer
abstraction λx. ((λy.0) • (λz. x)) and so we can no longer derive that the function produced
by this abstraction is strict.
6.4 Properties
The transformations that arise from the revised system can be shown to preserve the be-
haviour of programs. To this end, let us write t for the term that is obtained by turning all
strict applications in t into nonstrict applications.
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Theorem 1 (Correctness) If ̂Γ  t 
 t′ : τ̂ (S,L), then (1) t = t′, and (2) if t −→ w for some
weak head normal form w, then there exists a weak head normal form w′, such that t′ −→ w′.
Proof (Sketch.) The first part follows from a trivial structural induction on a derivation of
̂Γ  t 
 t′ : τ̂ (ϕ,ψ).
For the second part, we first show that in our system well-typed terms can only go wrong
if during evaluation the constant error shows up in head position. The property is then
demonstrated by induction on a derivation of ̂Γ  t 
 t′ : τ̂ (ϕ,ψ). The only interesting case
is the one for [r-app1] for which we need as an auxiliary result that ̂Γ  λx. t0 




(ϕ,ψ) implies that during the evaluation of [x → t2 ]t0 the term t2 is guaranteed to show
up in head position.
The required result follows from a lemma for ̂Γ  t 
 t′ : τ̂ (S,L) that states that, for every
x, τ̂0, ϕ0, and ψ0 with ̂Γ (x) = (̂τ0, ϕ0,ψ0), ϕ0 = S implies that terms substituted for x in t
show up in head position during evaluation, while ψ0 = S implies that such terms show up
in function position. 
To show that our transformation is indeed applicable to all terms that are well-typed in
the underlying type system, including those that contain strict applications, let us write τ̂
for the underlying type that is obtained by removing all annotations from the annotated type
τ̂ and ̂Γ  for the underlying type environment that is obtained by removing all annotations
from the annotated type environment ̂Γ .
Theorem 2 (Conservative Extension)
1. If Γ  t : τ , then there exist ̂Γ , t′, τ̂ , ϕ, and ψ with ̂Γ  = Γ and τ̂ = τ such that
̂Γ  t 
 t′ : τ̂ (ϕ,ψ).
2. If ̂Γ  t 
 t′ : τ̂ (ϕ,ψ), then ̂Γ   t : τ̂ and ̂Γ   t′ : τ̂.
Proof Trivial structural inductions on derivations of Γ  t : τ and ̂Γ  t 
 t′ : τ̂ (ϕ,ψ), respec-
tively. For the first part, we simply annotate all terms and bindings with L. 
7 Related work
While strictness analysis has been around for over two decades, the problem of adapting
strictness analysers to deal with seq and the like is ignored by most authors. A notable
exception is the article by Schmidt-Schauß et al. [33], who consider the semantics of seq in
a safety proof for the strictness analysis of Nöcker [29], which is based on abstract reduction
and implemented in the Clean compiler. As far as we are aware, we are the first to consider
the problem of extending a relevance-based strictness analysis to deal with both lazy and
eager application.
An excellent introduction to substructural type systems is given by Walker [41]. Ex-
amples of the application of substructural typing to program analyses other than strictness
analysis include work on uniqueness analysis [37] and sharing analysis [15]. The context-
split operation has been attributed to Cervesato and Pfenning [8] and shows up in recent
formulations of uniqueness analysis [14, 38].
Looking through a Curry-Howard lens, relevance type systems are connected to rele-
vance logics [2, 3, 30]. Relevance has been put to use as an approximation of strictness
by several authors, most prominently Wright [42], Baker-Finch [4], and Amtoft [1]. While
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strictness is an extensional property of the functions defined by a program, relevance is an
intensional property. Operationally, the focus of relevance type systems is on identifying the
needed redexes [5] in a program. Now, whereas conventional relevance typing disciplines
are foremost concerned with terms that appear in the argument position of needed beta-
redexes, our refined system also aims at predicting which terms are guaranteed to appear in
function position.
Type-based approaches to strictness analysis that keep track of totality rather than rele-
vance are given by Kuo and Mishra [25], Jensen [21, 22], Benton [6], Solberg Gasser [35],
Glynn et al. [13], and Coppo et al. [9]. Of these, only the formulations of Glynn et al. and
Coppo et al. can distinguish between diverging functions and functions that produce diverg-
ing results. Hence, for the others, when applied to languages with explicit strictness anno-
tations, the drawbacks reported in this paper arise. A general discomfort of totality-based
approaches is that, in comparison to relevance-based approaches, it is harder to read off the
strictness of functions from their assigned types; on the other hand, totality-based formula-
tions are arguably easier to grasp. However, as this paper specifically deals with type-based
strictness analysis based on relevance typing, our refined approach does not directly apply
to totality-based systems. Similar observations can be made for more traditional strictness
analyses that are expressed as either abstract interpretations [7, 27, 39] or projection analy-
ses [10, 16, 19].
An elaborate exposition of the rôle played by seq in the design of Haskell is given by
Hudak et al. [18]. In the process, they point out an interesting point in the design space:
having the (indirect) use of seq be reflected in the types assignable to polymorphic func-
tions in order to recover the parametricity property. Seidel and Voigtländer [34], however,
demonstrate that the concrete method described by Hudak et al. is flawed and not adequate
for regaining parametricity. They then propose an alternative type-based approach that does
actually allow for parametricity to be recovered. This approach, which thus serves a some-
what different purpose than ours, is dual to the one taken in the present paper, in the sense
that, rather than in establishing that a term is never used as an argument to seq, we are inter-
ested in demonstrating that a particular function is used at least once in a context in which
it is not an argument to seq.
A precise account of the impact of seq on the so-called free theorems derivable from
polymorphic types and some program transformations that are based on these theorems is
given by Johann and Voigtländer [23]. Van Eekelen and De Mol [11] discuss how properties
derived for lazy programs can be adapted when these programs are decorated with explicit
strictness annotations and show how the techniques involved can be incorporated in a proof
assistant.
8 Conclusions and further work
We have demonstrated how a relevance type system for a completely lazy language can be
adapted to a language with a construct for selectively making programs stricter. We have
argued that it is not trivial to keep such an adaptation sound and, at the same time, have
it satisfactorily account for the propagation of programmer-induced increases in strictness.
In our approach, safe and effective analyses are derived in the context of an extended rele-
vance type system that not only keeps track of demand propagation, but also of the so-called
applicativeness of expressions.
While our system can be used as a basis for the design and implementation of type-
based strictness analyses for modern lazy functional languages such as Haskell and Clean,
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it is not yet applicable to such languages as it fails to account for some essential features,
such as type polymorphism and algebraic data types. Extending our type system to deal
with such features remains future work, as is subjecting the analysis to techniques—such
as subtyping and annotation polymorphism [28]—that make it truly applicable to program-
ming in the large. We stress, however, that these extensions are completely orthogonal to
the issues focussed on in the present paper and fairly straightforward to implement. The
authors are currently planning to have the described approach implemented in a full-scale
Haskell compiler; the resulting implementation may then serve as a basis for benchmarks
and quantitative comparisons with other realisations of strictness analysis.
While the correctness property that was stated in Sect. 6 captures the main property of
a strictness analyser, i.e., that changing nonstrict applications into strict applications does
not worsen the termination behaviour of the program under analysis, a stronger property is
desirable. We would like to make explicit that our transformation preserves the semantics of
terms. That is, if ̂Γ  t 
 t′ : τ̂ (S,L), then t and t′ are contextually equivalent [26].
Another direction for future work follows from the observation that applicativeness im-
plies relevance: if an expression of function type is guaranteed to be applied to an argument,
it is also guaranteed to be evaluated. This suggests that all properties of interest can be cap-
tured in terms of elements of a single ternary lattice rather than in terms of the squared binary
lattice that we implicitly used in the present paper. It would be interesting to see whether a
seq-aware strictness analysis can then be elegantly formulated as an abstract interpretation
in such a ternary abstract domain.
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