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1. INTRODUCTION 
In this paper we study in depth a class of infinite dimensional linear time 
invariant systems. We get concrete analytic conditions characterizing esact 
controllability and exact observability in the sense of Helton. Also, we 
characterize the class of transfer functions having realizations that are 
exactly controllable and esactly observable. 
There are currently two approaches to the problem of describing linear 
systems, using external and internal descriptions. The external description 
gives the input/output relations, whereas the internal description gives the 
dynamics of the system that produce the given input/output relations. The 
problem of realization is to find from a given external description all the 
possible internal descriptions and the relations among them. This is an 
impossible task unless some additional assumptions are made. One natural 
assumption is that in some sense a realization should be minimal. Liehen this 
assumption is made precise, we get a complete theory for finite dimensional 
time invariant linear systems, whether discrete or continuous. 
We will quote some of the highlights of the finite dimensional theory, that 
will serve as reference and motivation for the results of this paper. For a more 
complete exposition excellent accounts are in [3, 131. 
Two linear spaces C.r and 5’ are given. U is called the control space and E’ 
the output space. A (discrete) linear time invariant input/output map is a 
linear map sending sequences of elements of U into sequences of elements E 
such that yrl = Cyzt =jljU,_j_l , where 9j E L( CT, I’). The sequence 
(A,, -4, ,...) is called the impulse response function, whereas z =l# (or 
x Aizitl) is called the transfer function of the system. Usually we identify 
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CT, 1. with @I’, @‘. The internal description of a discrete constant linear 
system is given by the dynamical equations 
St,+1 = Ax, + Bu,‘ , YN = c.r,, , (1.1) 
where .v,~ belong to a linear space ,Y called the state space and A EL(S, S), 
B EL( C.. S). and C EL(-Y, I’). Starting with x0 = 0, it is easy to check that 
Y,~ = C.-I+‘Bu,, + ... + CBu,,+, . Hence the system [--I, B, C)- is a realiza- 
tion of the given input/output relation if and only if dj = C=li-lB for all i. 
The minimality requirement mentioned earlier will be that the realization 
should be both controllable and observable. i.e., that ni ker B*L4*i = CO;- and 
ni kcr CA-f1 = (O), respectively. 
Given an infinite sequence of matrices -Ji EL(@~‘, @‘), the corresponding 
Hankel matrix is the infinite dimensional block matrix whose ;, jth element 
is =I, ; . The basic result of finite dimensional system theory is the following 
complete characterization. 
THEOREM 1.1 [13]. (a) =In impulse response function (-3,) -4, ,...) has a 
finite dimensional realization if and only if the rank of the Hankel matris is 
Jinite. 
(b) lice controllable and observable realizations .[--i, B, Ci and 
i-41 , 4 3 C,l realize the same impulse response function if and only if they are 
similar, i.e., there exists an invertible linear map R: X 4 A-, which makes the 
follwzaing dia<gram commutative. 
Part (b) is usually referred to as the state space isomorplzisnz theorem. 
Our aim in this paper is to examine some of the notions involved in an 
infinite dimensional setting in the case that all spaces involved are Hilbert 
spaces. To simplify things we will assume single input/single output systems. 
Thus we have U = I’ = C. In this case Bar = cub for some b E S and 
Cx = (.Y, c) for some c E -y. We will use c-4, b, cl as an alternate notation of 
the s!-stem and will assume =1 E B(X) the Banach algebra of all bounded 
linear operators on S. For us the controllability of the system means that b 
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is a cyclic vector for =1, whereas observability means that c is a cyclic vector 
for &72*. Given an impulse response function (a,, a, ,...) or the corresponding 
transfer function a(z) = C u~.P, the realization problem is easily resolved. 
For definitions and terminology we refer to Section 2. 
THEOREM 1.2 [I, 9, 111. .-fssume a E Hz; then a has a controllable and 
observable realization {T*, a, k,) in the state space K, where k’ E H? is the 
minimal left invariant subspace of Hz including a and k, is the projectiorl of the 
constant function 1 onto K, T* is the left shift in H2 restricted to K. 
However, a straightforward generalization of the state space isomorphism 
theorem for infinite dimensional systems is not available [9]. Another inter- 
esting counter example is presented in Appendix 1. To get a state space 
isomorphism theorem additional assumptions on the realizations involved 
have to be made. With this in mind J. LV. Helton introduced the notions of 
exact controllability and exact observability. 
Let D(n) = ({cQ)~z~ 1 (q} E P(0, a). ui =- 0 for i > n] and let d = U,,,;,, A(n). 
j is a dense subset of Z”(O, CC). 
DEFINITION 1.3 [II]. The controllability operator of the system 
{=I, b, c> Vi: d ---f X is defined by %((anj) = xVL=,, ol,=l”b. UTe will say that 
the system is exactly controllable if % can be extended to a continuous 
map of 12(0, m) onto S. Similarly we define the observability- operator 
P: A + S by O({(Y,>) = &>,, LU,.-~“‘Y and define exact observability analog- 
ously. 
Remark. Actually our definition differs slightly from Helton’s, but in the 
rest of this paper the difference is irrelevant. With this stronger definition of 
controllability, a state space isomorphism is at hand. 
THEOREM 1.4 [ll]. Two exactly controllable and (not necessarily exactly) 
observable systems realize the same impulse response function if and onIF if they 
are similar. 
Of course we may assume the two systems to be controllable and e?tactly 
observable and get the same result. Similarity is meant in the sense of Theo- 
rem 1.1(b) with R a boundedly invertible operator. 
In Section 2 we will assemble the mathematical machinery that will be 
applied to the study of systems. In Section 3 we will study, in detail shift 
systems, conditions guaranteeing their exact controllability and eract observ- 
ability, and we will characterize the class of transfer functions realizable by 
exactly controllable and exactly observable systems. In Section 4 we will use 
the Cayley transform to get some of the results in the semigroup setting. 
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Appendix 1 contains a counterexample, and Appendix 2 contains an observa- 
tion on the stability of esactly controllable systems. 
bIuch of the work presented here has been motivated and facilitated by 
Helton’s manuscript [ll] and in particular by D. N. Clark’s remark on 
Hankel operators. In particular I would like to thank Roger R’. Brockett for 
many stimulating discussions during the course of this work. 
2. ~IATHWATICAL PRELIMINARIES 
In the sequel we will be using some relatively recent results in operator 
theory in Hilbert spaces. To make this paper more accessible to system 
theorists we summarize in this section all these results with full reference to 
the papers where the proofs may be found. Most of the following material 
can be found in the monographs by Fillmore [6], Helson [IO]. Hoffman [12], 
and Sz-Nagy and Foias [19]. 
The Hilbert spaces we use are P(0, ‘oz), I”( -co, co), L’(T), where U is the 
unit circle {h I i ,\ 1 = I ). The Hardy space Hz is the subspace of L2 defined by 
H” = 1.f IKE Le, Jf(eit) el”fdt = 0, n = 1, 2 ,... 1. We note [12] that H” 
functions have analytic extensions to the open unit disc from which they can 
be recaptured a.e. (Fatou’s theorem) as radial limits. This possibility of 
analytic extension gives us the extra structure in terms of which we can solve 
explicitly some problems of operator theory. 
The Fourier transform .%: P-a, 8%) - LS(T) is defined bv 
S([,,,i) --: x a,e’“’ zzz u(&‘). .3 is a unitary map, and S&O, ‘y_#) = I&. 
The hilateral shift CT, in E”( -‘o, co) is defined by Ui((or,}) = I/3,!:. with 
P,, q = I,,+~ . l-i is unitary, and P(0, x)) is invariant. Let c’ = .FC;.P’; then 
(c-a) (elf) == eitu(eit) for all a EL”(T). Let S = CJ 1 Hz. S will be called the 
right (unilateral shift). In terms of the analytic representation of H2 we have 
(V) (4 = q(z), (S”f) (4 = (f(a) -.f(Wi~. 
DEFINITION 2.1. A subspace of H2 invariant under S(S*) will be called 
right (left) invariant. 
LVe note that the orthogonal complement of a right invariant subspace is 
left invariant and v.v. 
DEFINITION 2.2. 4 E H” is called inner if it is nonconstant and 
j +(P)’ = I a.e. 
The structure of inner function is well known and we refer to [12] for full 
details. 
The importance of inner functions arises from the following fundamental 
theorem of Beurling. 
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THEOREM 2.3 [2]. Every proper right invariant subspace of Hz is of the 
form qHz with q inner. Moreover, q is determined uniquely up to a constant 
factor of modulus one. 
Given a proper left invariant subspace K of Hz let P, be the orthogonal 
projection on K. We define the restricted shift operator by 
and then 
Tf=P,Sf feS (2.1) 
T* = S* 1 K. V-2) 
The importance of the restricted shift operators goes back to a theorem of 
Rota [7] on the universality of this class of operators. This has been refined by 
de Branges and Rovnyak, Sz.-Nagy and Foias, and Lax and Phillips [15] 
in the continuous case (semigroup setting). The universality of the shifts is 
gained, however, generally at the expense of having to deal with shifts of 
infinite multiplicity. To get more concrete results we will have to assume 
finite multiplicity. To avoid the technicalities of vector and operator valued 
functions in this paper we will restrict ourselves to the case of multiplicity 
one and treat the vector valued case in a subsequent publication. 
Now the restricted shift operator is completely determined by the cor- 
responding left invariant subspace K and hence by the inner function q for 
which K = {qH2}l. Thus we must be able to extract from q all the relevant 
spectral information about T. u(T), u,(T) denote the spectrum and point 
spectrum of R, respectively. 
THEOREM 2.4 [16, lo]. 
u(T) = {A I I X I < 1, !I(4 = o>, 
up IhI =l, q has no analytic continuation at A). 
Moreover, we have [lS] 
u,V)=GIIhl <Ld4=0) and u,(T*)={h~IX~<I,q(~)=O}. 
A special case of a more general functional calculus developed by Sz.-Nagy 
and Foias [19] is given by the following definition. 
DEFINITION 2.5. Given (b E H” and a restricted shift T in a left invariant 
subspace K, we define #J(T) by 
+(T)f = PM) for allf e K. (2.3) 
The following is a generalized spectral mapping theorem for this functional 
calculus. 
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THEOREM 2.6 [7]. (a) 0 E u,(+(T)) if and only if 4, q have a common 
nontrivial inner factor. 
(b) 0 E p(qS(T)) if and only if there exists a 6 > 0 such that for all z, 
I z I < 1 I C(z)1 + I &)I 3 6. 
An important theorem in the sequel will be Sarason’s cornmutant theorem 
characterizing all bounded operators commuting with restricted shifts. 
THEOREM 2.7 [18]. Any bounded operator @ in K commuting with the 
restricted shift T has the form @ = 4(T) for some q5 E Hm satisfJ:ing 
II Q, II = II + IL . 
We have a natural conjugation in L2(T) given by the map f +f, where -- 
f‘(eLt) = f(e+). Any inner function 4 gives rise to a unitary transformation 
T of L”(T), where 
(i-f) (eit) = e-itq(eif)f(e-it); (2.4) 
we have T(K) = R, where K = {qH2jL and R = {qH*}l. Let p be the 
restricted right shift in K; then the following diagram is commutative [7]. 
This simple result allows us to get results about left restricted shifts from 
corresponding ones on right restricted shifts. 
Let 1 be the constant function 1 in H*. We denote, following Clark [4], 
K,, = P,l and K, = P&Q, where K = {qH2}l. Thus K,(z) = I - Q(O) q(z) 
and K,(z) = (q(z) - q(O))jz. There is a close relation between k, and K, . 
If &, , R, are defined similarly in (qH*}l and 7 is the transformation defined 
in (2.4) then &, = R,, and TK, = &. 
The function $,\ , 4,&z) == l/(1 - xx) / h / < 1 is a reproducing kernel for 
H’, i.e., (f, +,,) = f (X) for all f in H 2. Hence P,$,\ = K, is a reproducing 
kernel for K = {qH’)‘, and it is quite easy to check [4] that 
k,&) =: 1 - q(h) 44 
1 -xz (2.5) 
and 
(1 - /W-l k, = kx . (2.6) 
In L2( - m, 03) the Fourier-Plancherel transform F is defined by 
(Ff)(w) - (27~)-l:* sY_ f(x) eizw c1.x. 
--r 
(2.7) 
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A priori 9 is defined only on L1 n L2, which is dense in L*. On this set F 
is isometric and has range that is dense in L”. Thus we can extend by con- 
tinuity to get a unitary map of L2( - cc, co) onto itself. 
Let l7+ denote the upper half plane. Let H*(n+) be the Hilbert space of 
analytic functions in n+ normed by ]lfll* = sup,,,, J-T% jf(~ + z$)l dx. 
H2(D+) functions have nontangential limits on the real axis a.e., and the 
limit function is in L2( -oc), co). We can identify HZ(IT+) with the subspace of 
L2( -co, m) of limit functions. By the Paley-Wiener theorem [12] we have 
S(L2(0, CD)) = Hz(n+). 
Let S(t) and &(t) be the two strongly continuous semigroups in L2(0, co) 
and H2(n+), respectively, defined by 
(s(t)f)w = fb - 09 .2’ > t, and (Wfl(4 = ei”*f(4 
= 0, x < t; (2.8) 
then it is easily checked that the semigroups are unitarily equivalent. In fact, 
4(t) = FLs(t) F-1. 
Thus a subspace of L2(0, co) invariant under the translation semigroup 
S(t) is mapped by 9 onto a subspace of H2(17+) invariant under the multi- 
plication semigroup S,(t) and thus [12] under multiplication by all elements 
of Hr(n+), i.e., bounded analytic functions in II+. Those subspaces are 
characterized by the Beurling-Lax theorem. 
THEOREM 2.8 [14]. A subspace M of H*(II+) is invariant under multi- 
plication by all H”(II+) f uric t ions if and only ;f it has the form M = QH2(17+) 
for some inner function Q in II+. 
Let {T(t) 1 t 3 0} b e a strongly continuous contraction semigroup, ,4 its 
infinitesimal generator. We define the infinitesimal cogenerator of the semi- 
group to be the contraction operator T defined by T = (A + I) (A -1)-l. 
To relate the discrete and continuous case we will use the following 
isomorphism of L*(-co, co) and L2(T). Let J: L2(-m, a) -+ L?(T) be 
defined by 
(Jf)(eit) = 27+;*(1 + f?‘)--l f (i : y 1:: ). (2.9) 
J is a unitary map, and moreover j(H2(II+)) = H’. The multiplication semi- 
group Sr(t) has multiplication by iw as the infinitesimal generator and thus 
multiplication by (1 + iw)/( 1 - iw) as the infinitesimal cogenerator. It 
follows that for all g E H2(17+), J(( 1 + iw)/( 1 - iw) g) (2) = z(Jg) (z). Hence 
the cogenerator of the right translation semigroup in L2(0, co) is unitarily 
equivalent to the “multiplication by z” operator in H” and hence to the right 
shift in Z2(0, xI). 
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3. DISCRETE SYSTEMS 
In this section we study in more detail discrete restricted shift systems. 
These are important in the light of Theorem 1.2 about realization and because 
the corresponding realization has a spectrum that coincides with the set of 
singularities of the transfer function. For further discussion of this we refer 
to [l]. 
DEFINITION 3.1. A (single inputjsingle output) restricted shift system is a 
triple {T, b, c} with T the bounded operator defined by (2.1) in a proper left 
invariant subspace K of H” and b, c E K. 
By Beurling’s theorem K = {qH2)’ for some inner function q. 
THEOREM 3.2. (a) {T, b} is controllable if and only if b, q have no conzmon 
nontrivial inner factor. 
(b) (T, b) is exactb controllable if and only if b = c$( T) k, and 4(T) 
boundedly invertible. 
(b’) {T, b} is exactly controllable if and only if b = P&, 4 E H” and 
36 > 0 such that 1 #(x)1 + 1 q(z)1 3 6 for all u”, / z 1 < 1. 
Proof. (a) (T, bj- is not controllable if and only if {Trzb 1 n 3 O> do not 
span K, i.e., if and only if for someg + 0 in K (g, T”b) = 0 = (g, z’“b), i.e., 
g is orthogonal to the right invariant subspace by b which is $H2, with 4 the 
inner factor of b. But g E K implies g _L qH2; hence g 1 qH2 V @P the right 
invariant subspace spanned by qH* and $H2. This is given by #H2. where z+4 
is the greatest common inner divisor of q and 4 and hence of q and b. Since 
g + 0 if and onlv if 1,4 is trivial, the proof is completed. 
(b) Assume {T, b} is exactly controllable, i.e., %Y: 12(0, co) - K given by 
%?({oL,J) = x +T”b is onto. Obviously b = %?(I, O,...). 
Using the Fourier transform we may as well assume that 97 is a map of H2 
onto K. From the definition we have 
Let M = ker 59. Clearly 41 is S invariant, and hence by Beurling’s theorem 
M = q1H2 for some inner function q1 . Let %Z = 97 1 ML. Obviously V is 
l-1 as we factored out the kernel and onto K by the assumption of exact 
controllability. 
Let 
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From Y?S = T% it follows that 
as %T, = TQ$. Since V? is invertible, T and TI are similar completely non 
unitary contractions; hence, q1 = q, K = &I’-, and T = TI , By Theorem 2.7 
w = $(T), $ E H”, and 4(T) is invertible. By Theorem 2.6(b) +(T) is inver- 
tibIe if and only if /c$(z)/ + / q(z)1 3 6. Therefore, 
b = 971 = G!?P,,l = +(T)k, = PK$. 1. 
Conversely, assume b = +(T) k, and #(T) . Invertible. The controllability 
operator is given by 
%(a0 ) N1 ,... ) = &T”b = &T’4(T) k, = 4(T) zZxiT’k, = c#(T) PKL’aixi . 
As +(T) is invertible, PZ is onto if and only if P,H* = K, which is obvious. 
COROLLARY 3.3. If b E K n Hm, {T, bj is exactly controllable if and only if 
l44l + I &)I 2 6 > 0. 
Proof. Let b E Hx n K. 
Assume {T, b} exactly controllable. Then b = P& /3 E Hx, and 
I /%a + I 4(4 2 6 > 0. 
Let j3 = (,!? - 9) + p be the decomposition of fl corresponding to 
H2 = K @ KL = K @ qH2. Then b = /3 - qy. Since /I, b are in Hm and q 
is inner, we get y E H”. 
If 1 b(z)] + I q(z)/ is not bounded away from zero, then there exists a 
sequence {i&J such that 1 5, I < 1 and lim b([,) = lim q({,J = 0. But then 
also 8(&J + 0, contrary to the assumption 1 q(z)1 + I c(z)1 3 6. 
Conversely, assume 1 b(z)1 + I q(z)/ > 6; then trivially, 6 = P,b. 
To reduce the problem of observability to that of controllability we will 
use the transformation 7 defined by (2.4). 
Let 0: Z2(0, 00) + K be the observability operator. 
From the commutative diagram 
we get 
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Hence, {T, ., c} is exactly observable if and only if {I”, TC, .> is exactly con- 
trollable, i.e., if and only if 
TC = Pp,b, y% E H”, and 1 #(.z)i + 1 q(z)1 2 S for all Z, 1 z < 1. 
Thus 
c = T”P~~ = T*+(T) r;, = $b(T*) 7*& = #(T*) A-“. 
In conclusion we ha1.e 
THEOREM 3.4. {I’, ., cl is exactly observable ;f and only if c = #(T*) K0 
with # E Hm and ) #(z)l + 1 Q(z)/ > 6. 
It is possible now to characterize the class of all bounded transfer functions 
of exactly controllable and exactly observable linear systems. 
THEOREM 3.5. 9 function FE HE is the transfer function of an exactly 
controllable and exactly observable linear system if and only if it has a repre- 
sentation F = qg with an inner function q, G E lfOa for which there exists a 6 > 0 
such that for all z, ( z 1 < 1 
where 
I G(a)1 + I +)I 3 6, (3.1) 
G(&f) = e+'g(e-it). 
Proof. Let FE H” be the transfer function of an exactly controllable and 
exactly observable linear system {A, b, c).. Consider now the shift realization 
of F, {T*, F, k,} introduced in Theorem 1.2. The state space of the shift 
realization is the left invariant subspace generated by F. Since the shift 
realization is always exactly observable and it is controllable by construction, 
we can apply Theorem 1.4 to obtain the similarity of the two systems. Thus, 
the shift realization is also exactly controllable. So without loss of generality 
we may restrict ourselves to the case of an exactly controllable and exactly 
observable shift system. 
Now for an exactly controllable and exactly observable linear system the 
transfer function is necessarily noncyclic in the terminology of [5], i.e., the 
left invariant subspace K of Hz spanned by it is proper. This follows from 
the proof of Theorem 3.2, as S* 1 K is similar either to S or to T. In case 
K = Hz this is impossible as the left and right shifts in H” have different fine 
structures of the spectrum, e.g., a,(S*) = {A / 1 h 1 < l}, whereas u,(S) = 4. 
On the other hand, the similarity of S* to a restricted shift T is excluded by 
virtue of Theorem 2.4. Let {T*, F, k,} b e an exactly controllable and exactly 
observable system in {qH2J--L. Bv applying the unitary map 7, it follows that 
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{T, F, K,,} is an exactly controllable and exactly observable system in {@IP)~. 
From [lo, Lemma l] it follows that F = qg for some g E pa2. Since F E H” 
by assumption, g is actually in H,,ffi. Now TF = G, and by Corollary 3.3 there 
exists a 6 > 0 such that for all z, j z / < 1 (3.1) is satisfied. 
Conversely, assume that F E Hio has such a representation F = pg satisfying 
(3.1) for some 6 > 0. The shift realization is exactly observable, and the exact 
controllability follows from the above argument. 
Theorem 3.5 has a formulation in terms of Hankel operators. We can con- 
sider a Hankel operator to be defined on Z2(0, oo) by a matrix (Q~+~)T~,~ , and 
we assume the a, to be the Taylor coefficients of an H” function 4. Equiva- 
lently we may consider a Hankel operator corresponding to + E H” to be 
defined on Hz by 
where W: L”(O,2?r) + L*(O, 2 ZT is defined by (lJy)(.@) = f(e+). Range Hb ) 
is the left invariant subspace K of H2, which is spanned by the left translates 
of 4. It is clear that Range Hb is closed if and only if the system {T*, 4, PK1} 
is exactly controllable. Since that system is always exactly observable and 
its transfer function is $, we get the following theorem observed by Clark [Ill. 
THEOREM 3.6. Let C$ E Hm; then the Hankel operator H* has closed range if 
and only if $ has a representation 4 = qg with q an inner function and g E Horn, 
for which there exists a 6 > 0 such thatfor all z, / z 1 < 1 1 G(z)/ + 1 p(z)1 2 8, 
where G(eit) = e@G(e@). 
4. CONTINUOUS SYSTEMS 
Let A be the infinitesimal generator of a strongly continuous semigroup 
{T(t) 1 t > 0} in a Hilbert space H. 
We consider the control system in H whose dynamics are given by 
z? = AX + bzc, x(0) = 0, where b E H. For us, controllability means that the 
linear span of the vectors of the form T(t) b, t > 0 span H. Let L2(0, co) be 
the linear manifold in L*(O, co) of all functions of compact support. We define 
the controllability operator V: LC2(0, KJ) + H by 
Vu = s= T(t) bu(t) dt for all u EL,*(O, co). 
0 
DEFINITION 4.1. We will say that {A, b} is exactly controllable if 59 has an 
extension to a continuous map of L2(0, CD) onto H. 
We will be interested in restricted translation systems described as follows. 
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Let K CL2(0, co) be a left translation invariant subspace, i.e., satisfying 
s(t)* KC K for s(t) defined by (2.8). Its orthogonal complement K-L is 
invariant under the right translation semigroup s(t). We define the restricted 
translation semigroup {T(t) 1 t > 0} by 
Wf = PKWf for allfe K. (4.1) 
Let rl be the infinitesimal generator of this semigroup, and let b E K. (A, b} 
will be called the restricted translation system. For this semigroup let T be the 
infinitesimal cogenerator. To the continuous system {A, b) we relate the 
discrete system {T, b}. If 9 is the Fourier transform (2.7), then by Theorem 
2.8 9K = [QHz(n+)jL. Using the results of [8] and Theorem 3.2(a) we 
have 
THEOREM 4.2. The system (-4, b} is controllable if and on/$ if 9b and Q 
have no common nontrivial inner factor. 
As in the discrete case the condition for exact controllability is stronger. 
THEOREM 4.3. Let b E A’ be such that Fb E Hz n Hz; then the system 
(-4, b) is exactly controllable if and only if for some 6 > 0 
I(Fb) (w)i + 1 Q(w)1 > S for all w EII+. (4.1) 
Proof. Assume (A, b} is exactly controllable. For the right translation 
semigroup in Lz(O, ~13) we have 
%S(t)u = fm T(T) b+ - t) dT = J’j T(t + 7) b+) d7 
‘0 0 
= T(t) \m T(T) bu(T) do = T(t) Ku. 
'0 
Thus we have 
(is(t) = T(t)%. (4.2) 
Hence ler ?Z is a right translation invariant subspace of L2(0, co), and by 
Theorem 2.8 its Fourier transform has the form 9(ker %) = QrH”(n+) for 
some inner function 0, . The possibility that ker ‘?? = (0) is excluded by 
spectral considerations analogous to those used in the proof of Theorem 3.5. 
Let us still keep the notation V for the restriction of the controllability 
operator to M = (ker %?}l. So now V is an invertible map from M to K. 
Let us introduce in M the semigroup {T,(t) j t > 0} defined by 
T,(t) = P*,S(t) 1 IV; (4.3) 
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then 
VT,(t) = T(t)%, (4.4) 
i.e., the semigroups are similar. It follows necessarily that Qr = Q (up to a 
constant factor of absolute value 1) and the infinitesimal generators and 
cogenerators coincide. Thus we get 
+TT(t) = T(t)% and %T = TE, (4.5) 
i.e., ‘t is in the commutant of T, the semigroup cogenerator. Hence if we 
map L”(0, co) into H” by JS, then V is represented, by virtue of Theorem 
2.7, as a multiplication operator by an HSL function. We proceed to compute 
directlv that function. From 
vu = IT’ T(t) h(t) dt = j= P,S(t) h(t) dt 
0 0 
rm = PK 
J 
S(t) h(t) dt, 
0 
it follows by applying the Fourier transform that 
J 
1 7j 
c!?gu = SPK S(t) h(t) dt 
0 
= JEK P J 
mm .FS(t) S-1cFbu(t) dt 
0 
= PFK Jorn eirut(9%) u(t) dt 
= p,,(.~b) lrn et%(t) dt. 
0 
The integral of course has to be interpreted in the sense of the Fourier- 
Plancherel theorem. 
Hence, 
(3wF-1) stu = P,,(ml) * (Fu) (4.6) 
and S% E Hx by assumption. On applying the unitary map J to (4.6) we get 
(p%3-‘j-‘)(J) = JP~&Q)(FU) 
where fi E Hz of the unit disk is defined by /3(z) = (S%) (i(1 - z)/(l + z)). 
Now J preserves the invariant subspaces, and hence JSK = {qH”jL with 
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q(x) = _O(i(l - z)/(l + 2)). Hence the invertibility of ‘& is equivalent to 
that of JFZp-lJ-l, which in turn is equivalent to the existence of a 6 > 0 
such that 
I &)I + I44 2 8 forallx, 1~1 < 1. (4.7) 
This is clearly equivalent to (4.1). The arguments are clearly reversible. 
\Yith the same notation as before we get the following result. 
THEOREM 4.4. The continuous system (A, b) is exactly controllable if and 
only if the discrete system {T, (I + T) b} is exactZy controllable. 
Proof. The exact controllability of the system C1l, 6) is equivalent to the 
existence of a 8 > 0 such that (4.1) holds, which is equivalent in turn to (4.7). 
But (4.7) is equivalent to the exact controllability of {JflT.F-lJ-‘, PJ.FKp}. 
So we want to compute F-l Jm1PJFK/3. Now 
But 
S-l J-lPJFK/3 = F1qrK J-l/?. 
so 
( J-1/3)(~l) = (pb)(w)( J-‘l)(w) 1 (Sb)(w) c’$;( 1 - izj). 
3-l J-lPJFK/3 = .F-1PFK~-1/2( l/( 1 - iw))b, 
which implies 
Now 
R-1 J-‘pJs& = ,-l/2( 1 - -4)-l b. 
T = (I + A) (I - -1)-l = 2(I - .-1)-l - I, 
so (I- S)-l = :(I+ T), and hence the result. 
APPENDIX A: 4 COUNTEREXAMPLE 
We will exhibit two discrete systems, {T, g, h} and {T1 , g, , II,), that are 
both controllable and observable and that realize the same transfer function 
and such that the first system is internally stable (11 Tr’ I/ < :1Z), whereas the 
second is not. 
Let a E H” be a nonrational function that is not cyclic (in H*) for the left 
shift. Consider a, defined by a,(z) = a(px) for 0 < p < 1. Obviouls) a0 E H”, 
and a is analytic in j z ! < I/p. Since a, is not a rational function, it follows 
from [5, Theorem 2.2.41 that up is cyclic for the left shift in H”. Consider now 
the two shift realization of a and up , respectively, {T*, a, k,,j, and {S’, a,. I> 
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in the spaces K C Hz and H*. K is the smallest left invariant subspace of H* 
containing a, S* the left shift in HZ, and T* = S* / K. Now the spectrum 
of S* is the closed unit disk, whereas from Theorem 2.4 the spectrum of T* 
is much smaller. Since (S*, Q, , I> realizes a,, the system (l/p, S*, up, 1) 
realizes u. 
Now T* is a contraction, moreover an asymptotically stable one ( T*n - 0 
strongly). (I :p) S* on the other hand has spectral radius l/p > 1 and hence 
is not stable. 
This example clearly shows that additional assumptions, beyond control- 
lability and observability, are essential for any generalization of the state 
space isomorphism theorem to the infinite dimensional context. 
-APPENDIX B: EXACT CONTROLLABILITY AND STABILITY 
A control system {T, b, c> is stable if there exists an M > 0 such that for 
all n 3 0, ‘I T” jl ::; M. 
THEOREM -4.2.1. Let {T, b, c} be an exactly controllabZe system in a Hilbert 
space H; the?1 the system is stable. 
Proof. Let %: 1*(0, 00) -+ H be the controllability operator. Let 
M = [ker ‘611. We will consider ‘6 as defined from M to H. Hence by the 
assumption of exact controllability, % is a boundedly invertible operator from 
M to H. The same is true for %*: H -+ M. It follows that there exists a p > 0 
such that for all .T E H 11 E*x 11 > p // x I/ . Hence 
/I %*T*“x I/ 3 p 11 T*% (I. 
It is simple to check that 
so 
‘4’“~ = {(x, T”b)};=,, . 
Now 
;/ Ct-*T*nx /I* = f I(T*” x, Tmb)12 = f 1(x, Tmb)lz 
Tll=O ‘?n = II 
< f, 1(x, Tmb)i2 = /I V*s II?. 
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Combining these results, we get for all n > 0. 
p /I T*n.v 11 < // %‘*T*7k~~ 11 < 11 Gf*x jj < jl %‘* jl /j s I/. 
Stability follows by an application of the principle of uniform boundedness. 
Remarks. (a) Exactly the same result holds in the case of esact obser- 
vability. 
(b) A system (T,b) that is exactly controllable need not be asymptotically 
stable (T//s - 0 for all x). 
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