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Abstract
We prove that the maximal dimension of a Kummer space in the generic tensor
product of n cyclic algebras of degree 4 is 4n + 1.
Keywords: Division Algebras, Kummer Spaces, Generic Algebras, Graphs
2010 MSC: primary 16K20; secondary 05C38,16W60
1. Introduction
Let d be a positive integer and F be an infinite field of characteristic 0 containing
a primitive dth root of unity ρ. A cyclic or symbol algebra over F of degree d
is an algebra that has a presentation F
〈
x, y : xd = α, yd = β, xy = ρyx
〉
for some
α, β ∈ F×. Denote this algebra by (α, β)d,F.
By the renowned Merkurjev-Suslin Theorem [MS82], there is an isomorphism
K2(F)/dK2(F) → dBr(F)
{α, β} 7→ (α, β)d,F .
Consequently every central simple F-algebra of exponent d is Brauer equivalent
to a tensor product of cyclic algebras. A natural question is to determine the min-
imal number of cyclic algebras needed to express a given algebra A of exponent
d. This number is called the symbol length of A.
Email addresses: adam1chapman@yahoo.com (Adam Chapman), charl.ure@gmail.com
(Charlotte Ure)
Preprint submitted to Communications in Algebra July 22, 2018
Consider a tensor product of cyclic algebras A =
⊗n
k=1 (αk, βk)d,F. An element
v ∈ A is called Kummer if vd ∈ F. For example, the generators of the cyclic
algebras in the product above are Kummer. An F-vector subspace of A is called
Kummer if it consists of Kummer elements.
Kummer spaces are connected to Clifford algebras (see for example [CV12]) and
to the symbol length. In [Mat16] an upper bound for the symbol length of alge-
bras of exponent d over Cr-fields was provided based on the existence of certain
Kummer spaces in tensor products of n cyclic algebras of degree d. The compu-
tation takes into account the maximal dimension of those Kummer spaces – the
larger the dimension, the sharper the bound. For that purpose, Matzri considered
the Kummer spaces described in Section 2, whose maximal dimension is nd + 1.
Assume A =
⊗n
k=1 (αk, βk)d,F is a division algebra. We conjecture the following:
Conjecture 1.1. The maximal dimension of a Kummer space in A is nd + 1.
In the case d = 2 the conjecture is known to be true as a result of the theory of
Clifford algebras of quadratic forms. If d = 3 and n = 1, the conjecture holds true
as well. This can be seen by considering the form q(v) = Tr(v2) over the space of
trace zero elements. The form is nondegenerate and the space is 8-dimensional,
so the Witt index is bounded by 4 from above. Since every Kummer space of
dimension greater than 1 consists of trace zero elements and is totally isotropic
with respect to q(v), its dimension is bounded from above by the Witt index (see
[MV12] for more details).
The algebra A is generic if F = K(αk, βk : 1 ≤ k ≤ n) is the function field in 2n
algebraically independent variables over some field K. In [CGM+] the conjecture
was proved in the generic case for prime d and n = 1, and in [Cha] it was proved
in the generic case for d = 3 and any n.
The goal of this paper is to prove the conjecture in the generic case for d = 4
and any n. For each k between 1 and n, fix a pair of generators xk and yk for the
algebra (αk, βk)d,F. A monomial in A is an element of the form ∏nk=1 xakk ybkk for
some integers ak, bk with 0 ≤ ak, bk ≤ d − 1. A Kummer subspace of A is called
monomial if it is spanned by monomials. In [Cha, Theorem 4.1] it was proved
that the maximal dimension of a Kummer subspace of A is equal to the maximal
dimension of a monomial Kummer subspace of A. Hence we study the maximal
2
dimension of monomial Kummer spaces. The algebraic question translates into a
combinatorial question as can be seen in the following sections.
2. Preliminaries
Let d be an integer, F be an infinite field of characteristic 0 and A be a division
tensor product of n cyclic algebras of degree d over F. Fix a presentation of A:
A =
n⊗
k=1
F
〈
xk, yk : xdk = αk, y
d
k = βk, xkyk = ρyk xk
〉
.
We use the following notation for the symmetric product, following [Rev77]:
Given v1, . . . , vm ∈ A, denote by vd11 ∗ · · ·∗v
dm
m the sum of the products of v1, . . . , vm,
where each vk appears exactly dk times. We omit the superscript 1, e.g. v1 ∗ v22 =
v11 ∗ v
2
2 = v1v
2
2 + v1v2v1 + v
2
2v1. A necessary and sufficient condition for v1, . . . , vm
to span a Kummer space is that vd11 ∗ · · · ∗ v
dm
m ∈ F for any nonnegative in-
tegers d1, . . . , dm with d1 + · · · + dm = d. If v1, . . . , vm are monomials, then
vd11 ∗ · · · ∗ v
dm
m = c · v
d1
1 · · · · · v
dm
m where c is the sum of dth roots of unity de-
termined by the commutators of the vk-s. The condition vd11 ∗ · · · ∗ v
dm
m ∈ F is then
satisfied if and only if either c = 0 or vd11 · · · · · v
dm
m ∈ F. The second option is
satisfied if and only if the degrees of the different xk-s and yk-s add up to multiples
of d. In this way the question becomes a combinatorial one.
Example 2.1. Assume v1 and v2 span a Kummer space and v1v2 = v2v1. Then
vd−11 ∗ v2 = dvd−11 v2. Since the coefficient in this case is nonzero, vd−11 v2 must be in
F, which means that Fv1 = Fv2, i.e. v1 and v2 are linearly dependent.
Monomial Kummer spaces of dimension dn+1 can be constructed in the following
way: set V0 = F and define Vk recursively as F[xk]yk + Vk−1xk for any k with
1 ≤ k ≤ n. By induction one can show that each Vk is Kummer: assume Vk−1 is
Kummer. Every element in VK can be written as f yk + vxk for some f ∈ F[xk] and
v ∈ Vk−1. Since ( f yk)(vxk) = ρ(vxk)( f yk), we have ( f yk + vxk)d = ( f yk)d + (vxk)d
by [CV12, Remark 2.5]. Now ( f yk)d = NF[xk ]/F( f )ydk ∈ F and (vxk)d = vd xdk ∈ F.
Note that the dimension of Vn is dn + 1.
Remark 2.2. By [Cha, Theorem 4.1], every Kummer space in the generic ten-
sor product of cyclic algebras gives rise to a monomial Kummer space of the
same dimension. This can be understood in terms of valuation theory (see
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[TW15] for background): Let K be a field of characteristic 0 containing a prim-
itive dth root of unity ρ. Consider the field of iterated Laurent series L =
K((α1))((β1)) . . . ((αn))((βn)) over K and the algebra
D =
n⊗
k=1
L L〈xk , yk : x
d
k = αk, y
d
k = βk, yk xk = ρxkyk〉.
This algebra is the ring of twisted iterated Laurent series in variables
x1, y1, . . . , xn, yn subject to the relations xk xℓx−1k x−1ℓ = ykyℓy−1k y−1ℓ = 1 and
yk xℓy−1k x
−1
ℓ
= ρδk,ℓ for any k, ℓ ∈ {1, . . . , n} where δk,ℓ is the Kronecker delta. In
particular D is a division algebra (see [TW15, Section 1.1.3]). The (α1, . . . βn)-
adic Henselian valuation on L extends uniquely to D, and D is totally ramified
with respect to this valuation. Each v ∈ D has a term of minimal value v˜. Let
V be a Kummer space in D. Let V˜ be the L-span of all v˜ with v ∈ V . For
any v1, . . . , vm ∈ V and nonnegative integers d1, . . . , dm with d1 + · · · + dm = d,
the element v˜1d1 ∗ · · · ∗ v˜mdm is either 0 or equal to ˜vd11 ∗ · · · ∗ v
dm
m . In both cases,
v˜1
d1 ∗ · · · ∗ v˜m
dm ∈ L, and so V˜ is a Kummer space. Since each v˜ is monomial, V˜ is
a monomial Kummer space. Since D is totally ramified, by [TW15, Proposition
3.14], for any L-subspace W of D we have |ΓW/ΓL| = [W : L] where ΓW is the set
of values of all v ∈ W \ {0}. Since ΓV = ΓV˜ we have [V : L] = [V˜ : L]. Now
let F = K(α1, β1, . . . , αn, βn) be the function field in 2n algebraically independent
variables over K and let
A =
n⊗
k=1
F F〈xk, yk : x
d
k = αk, y
d
k = βk, yk xk = ρxkyk〉.
For every Kummer space V in A, V ⊗F L is a Kummer space in D with [V ⊗F
L : L] = [V : F]. Therefore ˜V ⊗F L is a monomial Kummer space in D with
[V ⊗F L : L] = [ ˜V ⊗F L : L]. Finally, ˜V ⊗F L ∩ A is a monomial Kummer space in
A and [ ˜V ⊗F L : L] = [ ˜V ⊗F L ∩ A : F].
3. Graphs of Monomial Kummer Spaces
Let n be a positive integer, F a field of characteristic 0 containing a primitive
fourth root of unity i, and A a division tensor product of n cyclic algebras of
degree 4 over F. Fix a presentation of A and let X be the set of monomials{∏n
k=1 x
ak
k y
bk
k : 0 ≤ ak, bk ≤ 3
}
with respect to that presentation.
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Following [Cha], we associate a directed labeled graph (X, E) with the Kummer
elements of A, where the vertices are elements of X and the edges are of two types:
v // w if vw = iwv, and
v ❴❴❴ w if vw = −wv.
For any B ⊂ X denote by (B, EB) the subgraph obtained by taking all vertices in B
and all edges between them.
From now on suppose that B ⊂ X is the basis of a monomial Kummer subspace
of A. Clearly for every two distinct monomials v,w ∈ B we have vw = ikwv for
some k in {0, 1, 2, 3}. We want to understand the graph (B, EB), so that we can
bound the number of vertices in this graph, and consequently the dimension of the
monomial Kummer space.
4. Basic Properties
Remark 4.1. For any two distinct v,w ∈ B, one of the following holds:
a) v // w , or
b) v woo , or
c) v ❴❴❴ w and v2w2 ∈ F.
Proof. By Example 2.1, v and w do not commute. If v ❴❴❴ w , we get v3 ∗ w =
0, v2 ∗ w2 = 2v2w2 and v ∗ w3 = 0. Hence v2w2 ∈ F. 
Lemma 4.2. Any z ∈ B can anti-commute with at most one other element in B.
Proof. Assume the contrary, that it anti-commutes with two different elements
v,w ∈ B. There are two cases to check, v ❴❴❴ w and v // w .
If v // w then from the relation v ∗ w ∗ z2 ∈ F we obtain (2 − 2i)vwz2 ∈ F and
so vwz2 ∈ F. Since z2w2 ∈ F, we obtain v−1w ∈ F, which means w ∈ Fv, which is
a contradiction.
Hence we may assume that v ❴❴❴ w , and so Fv2 = Fw2 = Fz2. Therefore v−1w
and v−1z are scalar multiples of monomials with even powers of xk and yk for every
k. Therefore they commute. From the equality v−1wv−1z = v−1zv−1w we obtain
v−2wz = v−2zw, which means wz = zw, contradiction. 
Proposition 4.3. For every three distinct elements v,w, z ∈ B, the following case
is impossible:
v // w
⑦⑦
⑦⑦
⑦⑦
⑦
z
OO
5
Proof. In this case, from the relations v2 ∗ w ∗ z, v ∗ w2 ∗ z, v ∗ w ∗ z2 ∈ F we
get (4 − 4i)v2wz, (−4 − 4i)vw2z, (4 − 4i)vwz2 ∈ F, and so v2wz, vw2z, vwz2 ∈ F.
Therefore (v2wz)−1(vw2z) ∈ F, which means that v−1w ∈ F. Hence w ∈ Fv,
contradiction. 
Corollary 4.4. If {v1, v2, v3, v4} is a directed simple cycle then v1 ❴❴❴ v3 and
v2 ❴❴❴ v4 .
Proposition 4.5. For every four distinct elements v,w, z, t ∈ B, the following two
cases are impossible:
a)
v //OO
❄
❄
❄
❄ w
⑧
⑧
⑧
⑧
z // t
b)
v //
 ❄
❄
❄
❄ w
⑧⑧
⑧⑧
⑧⑧
⑧⑧
z // t
Proof. a) From the relation v ∗ w ∗ z ∗ t ∈ F we obtain −4ivwzt ∈ F, which
means that vwzt ∈ F. Since also v2wz ∈ F, we have tv−1 ∈ F, and so t ∈ Fv,
contradiction.
b) From the relation v ∗ w ∗ z ∗ t ∈ F we obtain (−4 − 4i)vwzt ∈ F, which
means vwzt ∈ F. Since also w2vt ∈ F, we have wz−1 ∈ F, and so w ∈ Fz,
contradiction.

5. Directed Cycles
Lemma 5.1. Suppose for some v1, v2, v3, v4 ∈ B we have
v1 //OO
❇
❇
❇
❇ v2
⑤
⑤
⑤
⑤
v3 oo v4.
Then for every other w ∈ B either
a) w // vk for k = 1, 2, 3, 4 or
b) w vkoo for k = 1, 2, 3, 4.
Proof. By Lemma 4.2, wvk = −vkw is not possible for any k. Suppose w // v1
and v2 // w . Then we have w

v2oo
v1
>>⑥⑥⑥⑥⑥⑥⑥⑥
contradictory to Proposition 4.3. 
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Proposition 5.2. There are no directed cycles of length other than four in (X, EB).
Proof. We already know that directed cycles of length less than four do not exist.
Suppose there is
v1 oo v2 oo v3 oo · · · oo vr−144
❤❤❤❤
❤❤❤❤
❤❤❤❤
❤❤❤❤
❤❤❤❤
❤❤❤
vr
  
❆❆❆❆❆❆❆❆
for r ≥ 5. Let k be the maximal integer with 2 ≤ k ≤ r − 1 such that vk // v1 .
Now if v1 // vk+1 we get a three-cycle
v1 oo vk==
③③
③③
③③
③③
vk+1

which is impossible. Hence vk+1v1 = −v1vk+1 and in particular k ≤ r − 2. By the
maximality of k, vk+2 // v1 is impossible. Since v1vk+1 = −vk+1v1, we have
vk+2v1 , −v1vk+2 and we get the cycle
v1 oo
 ●
●
●
●
● vkOO
✇
✇
✇
✇
✇
vk+2 // vk+1.
If k = 2 then v5 // v4 and so also by Lemma 5.1 v5 // v1 , contradictory to
the maximality of k. Hence k ≥ 3.
Let j be the minimal integer with 3 ≤ j ≤ r such that v1 // v j . As before we
get the four-cycle
v1 //OO
❋
❋
❋
❋
❋ v j
①
①
①
①
①
v j−2 oo v j−1.
By maximality of k we get k ≥ j − 2. If k > j − 2 then vk+1 and v j−1 both anti-
commute with x1, contradictory to Lemma 4.2.
Assume k = j − 2. Then vk−1 // v1 . However vk // vk−1 contradictory to
Lemma 5.1. 
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Lemma 5.3. Suppose for some v1, v2, v3, v4 ∈ B we have
v1 //
❇
❇
❇
❇

v2
⑤
⑤
⑤
⑤
v3 // v4.
Then for every other w ∈ B either
a) w // vk for k = 1, 2, 3, 4 or
b) w vkoo for k = 1, 2, 3, 4.
Proof. By Lemma 4.2 wvk = −vkw is not possible for any k.
If w // v1 then by Proposition 4.3 and Lemma 4.2 w // v2 , w // v3 and
w // v4 .
From now on suppose v1 // w . If w // v2 , then w // v3 as well. But
then we get
v1 //
❇
❇
❇
❇

w
}}⑤⑤
⑤⑤
⑤⑤
⑤⑤

v2 // v3,
contradictory to Proposition 4.5. Hence v2 // w . Similarly, if w // v3 we
get
v1 //
❇
❇
❇
❇

v2
}}⑤⑤
⑤⑤
⑤⑤
⑤⑤

w // v3,
contradiction. Thus v3 // w . By Proposition 4.3 v4 // w . 
6. Maximal dimension of a Monomial Kummer space
The goal of this section is to bound the dimension of a monomial Kummer space.
Lemma 6.1. Let B′ ⊂ B be a subset of cardinality r satisfying the following
condition: For all v,w ∈ B either v // w or w // v . Then the elements of
B′ can be ordered {v1, . . . , vr} such that vk // v j for k < j.
Proof. Otherwise B′ contains a directed cycle, which is of length 4 by 5.2 and so
by Corollary 4.4 B′ contains pairs of anti-commuting elements, contradiction. 
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Lemma 6.2. Assume B contains {v1, v2, . . . , v2n+1} such that vk // v j for k < j.
Suppose there exists another element w ∈ B and an odd integer r between 1 and
2n + 1 such that
a) vk // w for k < r, and
b) vr ❴❴❴ w, and
c) w // vk for k > r.
Then the set F〈B〉 contains a tensor product of n cyclic algebras of degree 4 and
one quaternion algebra over F.
Proof. Let ℓ = r−12 . Now write
µ j =

(∏ j−1
k=1 v2k−1v
−1
2k
)
v2 j−1 j ≤ ℓ(∏ℓ
k=1 v2k−1v
−1
2k
) (∏ j−1
k=ℓ+1 v2kv
−1
2k+1
)
v2 j ℓ + 1 ≤ j ≤ n(∏ℓ
k=1 v2k−1v
−1
2k
) (∏n
k=ℓ+1 v
−1
2k v2k+1
)
vr j = n + 1, and
η j =

(∏ j−1
k=1 v2k−1v
−1
2k
)
v2 j j ≤ ℓ(∏ℓ
k=1 v2k−1v
−1
2k
) (∏ j−1
k=ℓ+1 v2kv
−1
2k+1
)
v2 j+1 ℓ + 1 ≤ j ≤ n(∏ℓ
k=1 v2k−1v
−1
2k
) (∏n
k=ℓ+1 v
−1
2k v2k+1
)
w j = n + 1.
Clearly F〈v1, . . . , v2n+1,w〉 = F〈µ1, η1, . . . , µn+1, ηn+1〉. Note that for each j ∈
{1, . . . , n+1}, η j and µ j commute with all the other elements in {µ1, η1, . . . , µn+1, ηn+1}
except each other. Therefore F〈µ1, η1, . . . , µn+1, ηn+1〉 decomposes as
F〈µ1, η1〉 ⊗ · · · ⊗ F〈µn+1, ηn+1〉.
The first n algebras in this decomposition are cyclic of degree 4 and the last algebra
is a quaternion algebra over F. 
Theorem 6.3. The dimension of a monomial Kummer space in a division tensor
product A of n cyclic algebras of degree 4 is at most 4n + 1.
Proof. Suppose there is a monomial Kummer space with basis B of dimension
4n + 2. By Lemma 4.2, every element in B can anti-commute with at most one
other element. Note that the maximal number of such pairs in B is
⌊
|B|
2
⌋
= 2n + 1.
Let B′ be a subset obtained by taking off arbitrarily one element from each pair of
anti-commuting elements in B. For every two elements v and y in B′ we have either
v // y or v yoo . Therefore, by Lemma 6.1, B = {v1, v2, . . . , vr} where
vk // v j for every 1 ≤ k < j ≤ r such that r ≥ 2n + 1.
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Suppose that r > 2n + 1. Then F〈B〉 contains the subalgebra F〈v1, . . . , v2n+2〉
which decomposes as a tensor product of n + 1 cyclic algebras of degree 4
F 〈v1, v2〉⊗F
〈
v1v
−1
2 v3, v1v
−1
2 v4
〉
⊗· · ·⊗F
〈 n∏
k=1
v2k−1v
−1
2k
 v2n+1,
 n∏
k=1
v2k−1v
−1
2k
 v2n+2
〉
,
contradictory to the degree of A. The decomposition can be explained in a similar
way to Lemma 6.2.
Therefore r = 2n + 1. We want to write down the graph of B, so we start with the
path containing the elements of B′, and each vk has an anti-commuting partner v′k:
v1

❴❴❴❴ v′1
v2

❴❴❴❴ v′2
...

v2n+1 ❴❴❴ v
′
2n+1
We want to determine the remaining edges in this graph. Recall that every element
can only anti-commute with at most one other element. By Proposition 4.5, there
is no subgraph of the form
v //
 ❄
❄
❄
❄ w
⑧
⑧
⑧
⑧
s // t.
OO
Let Bk be the subgraph (“block”) containing the vertices vk, v′k, vk+1, v′k+1. A priori
there are 8 options for each block Bk. Four out of these options are of the for-
bidden type mentioned above. Therefore each block Bk can only be one of the
following types:
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Type I:
vk

❴❴❴❴
!!❈
❈❈
❈❈
❈❈
❈❈
v′k
}}④④
④④
④④
④④
④④

vk+1 ❴❴❴ v
′
k+1
Type II:
vk

❴❴❴❴
!!❈
❈❈
❈❈
❈❈
❈❈
v′k==
④④
④④
④④
④④
④④
vk+1 ❴❴❴ v
′
k+1
OO
Type III:
vk

❴❴❴❴
aa
❈❈
❈❈
❈❈
❈❈
❈ v
′
k
}}④④
④④
④④
④④
④④
vk+1 ❴❴❴ v
′
k+1
OO
Type IV:
vk

❴❴❴❴
aa
❈❈
❈❈
❈❈
❈❈
❈ v
′
k==
④④
④④
④④
④④
④④

vk+1 ❴❴❴ v
′
k+1
Now we show that every possible combination leads to a contradiction.
Step 1: B1 is of type IV or II:
In the remaining cases, we have v′1 // v2 and hence v′1 // vk for all k > 1.
So by Lemma 6.2 the set
{
v′1, v1, v2, . . . , v2n+1
}
generates over F a tensor product
of n cyclic algebras of degree 4 and one quaternion algebra, contradiction.
Step 2: If Bk is of type II or IV then Bk+1 is of type I:
Assume Bk is of type II. If Bk+1 is of type II or IV, the element v′k+2 contradicts
Lemma 5.3, since either vk+1 // v′k+2 and v′k+2 // v′k+1 or vice versa.
If Bk+1 is of type III then we have
vk // vk+1

v′k+2
//
<<②②②②②②②②
v′k
❊
❊
❊
❊
❊
and thus by Proposition 4.5 vk+2′ // vk. This is a contradiction since by Propo-
sition 4.5 the following is impossible
vk //
""❋
❋❋
❋❋
❋❋
❋❋
vk+2
①
①
①
①
v′k+2
OO
// v′k+1.
OO
Assume Bk is of type IV. If Bk+1 is of type IV, there is a second cycle. This is
impossible since by Lemma 4.2 all cycles are vertex-disjoint.
If Bk+1 is of type II then vk, vk+1, v′k+2, v′k+1 is a cycle which intersects the cycle Bk,
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contradiction. Suppose Bk+1 is of type III. Then we have
vk

❴❴❴❴ v′k
||③③
③③
③③
③③
③③
vk+2 ❴❴❴ v
′
k+2.
bb❉❉❉❉❉❉❉❉❉
OO
This contradicts Lemma 5.3 since vk+1 // vk+2 and v′k+2 // vk+1 .
Step 3: If Bk is of type I and k is even, then Bk+1 is of type II or IV:
Similar to Step 1 above, we get that if Bk+1 is of type I or III, we have a graph
v′k+1
✤
✤
✤
""❊
❊❊
❊❊
❊❊
❊
((❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘
++❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
❱
v1
44✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐ // · · ·
66♥♥♥♥♥♥♥♥♥♥♥♥♥♥♥ // vk
==⑤⑤⑤⑤⑤⑤⑤⑤ // vk+1 // vk+2 // · · · // v2n+1
and so the condition of Lemma 6.2 is satisfied, contradiction.
Step 4: Finally, B2n has to be of type III or IV:
If the last block is of type I or II, then the set
{
v1, . . . , v2n+1, v
′
2n+1
}
satisfies the
condition of Lemma 6.2 with r = 2n + 1, contradiction.
By Step 1 B1 is of type II or IV. But then by Step 2 B2 is of type I. By Step 3 B3 is
of type II or IV. This pattern continues for the following blocks. Now the number
of blocks is even and so the last block, B2n is of type I, contradictory to Step 5. 
Theorem 6.4. Let F = K(αk, βk : 1 ≤ k ≤ n) be the function field in 2n variables
over a field K of characteristic 0 containing primitive 4th root of unity i, and let
A = ⊗nk=1 (αk, βk)4,k be the generic tensor product of n cyclic algebras of degree 4.
The maximal dimension of a Kummer space in A is 4n + 1.
Proof. By Remark 2.2 the dimension of a monomial Kummer space in A is bounded
by 4n + 1. By [Cha, Theorem 4.1] it holds for any Kummer space in A. 
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