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Abstract — We study coding over a class of two-user
broadcast channels with additive white Gaussian noise
and fading known at the receivers only. Joint decoding
of low-density parity-check codes is analyzed. The mes-
sage update rule at the mapping node linking the users’
codes is derived and is shown to exhibit an interesting
soft interference cancellation property. Good degree
distributions are found using the differential evolution
optimization technique and extrinsic information trans-
fer analysis. The corresponding codes have rates close
to the boundary of the achievable region for binary con-
strained input channels, both with and without fading.
Simulation results for moderate blocklength show that
the optimized codes operate within 1dB of their thresh-
olds.
I. Introduction
A Broadcast Channel (BC) is a multi-terminal network that
consists of one sender and multiple receivers. The information
theoretic capacity region of general BCs is still unknown 30
years after Cover’s original problem formulation [1]. In this
work we restrict our attention to two-user BCs with ergodic
fading and additive white Gaussian noise. We assume that the
fading process is known at the receivers but unknown at the
transmitter. Tuninetti et al. [2] showed that, as opposed to
the degraded case [3], stripping at the best receiver might in-
cur performance degradation. Instead, the two superimposed
codewords must be jointly decoded, like in the multiple access
case [3]. Our goal is to determine code pairs that perform close
to the Shannon limit when superimposed at the transmitter and
jointly decoded at one of the receivers only.
In our search for good codes, we concentrate on LDPC (low-
density parity-check) codes. We are encouraged by recent re-
sults showing that LDPC codes achieve capacity for binary
erasure channels [4] and achieve reliable transmission at an
SNR (signal-to-noise ratio) extremely close to the Shannon limit
for memoryless binary-input Gaussian channels in the unfaded
case [5], in the Rayleigh fading case [6], in the unfaded multiple
access case [7] and in the multi-antenna case [8].
In order to design the degree distributions of “good” LDPC
codes, we first derive the stability condition for iterative decod-
ing on the considered broadcast channel model and we check
the candidate codes against this condition in order to ensure
vanishing bit-error rate. We then apply the extrinsic informa-
tion transfer (EXIT) analysis [9] to determine the convergence
property of the candidate LDPC ensemble under iterative de-
coding. Finally, we optimize the degree distributions based on
the differential evolution algorithm [5]. For the derived codes,
we further investigate the bit-error rate (BER) performance for
finite blocklength.
In deriving a multiuser version of the message passing decod-
ing algorithm, we show that the node linking the users’ codes
exhibits an interesting soft interference cancellation property.
The update rule at such a node amounts to stripping from the
received signal the contribution from the other user’s codeword.
The rest of the paper is organized as follows. In Section II we
briefly review LDPC codes and the message passing decoding
algorithm; in Section III we describe the model for the two-user
fading Gaussian BC, we derive an achievable region when the
codes are restricted to be binary, we derive the multiuser version
of the message passing decoding algorithm and we show that
there exist nodes in the graph that perform soft interference
cancellation; in Section IV we derive the stability condition,
we describe the optimization technique and we comment on the
found codes. Finally, in Section V we point out our conclusions.
II. Background material
In the following we shall indicate with NR(µ,K) (resp.
NC(µ,K)) a vector of real (resp. proper complex) Gaussian
random variables with mean µ and covariance matrix K, with
χ{E} the indicator function of the event E, with EX the sta-
tistical average with respect to the distribution of the random
variable X and with f−1(·) the inverse of the function f(·).
LDPC codes [10] are a class of random-like linear binary
codes with at least one sparse parity-check matrix. They are
characterized by the variable and check node degree distribu-
tions specified by the polynomials
λ(x) =
dvX
i=2
λix
i−1 , ρ(x) =
dcX
i=2
ρix
i−1 (1)
where dv and dc are, respectively, the maximum variable and
check node degree and where the non-negative coefficients λi
and ρi represent, respectively, the fraction of edges emanating
from a variable and check node of degree i. The code design
rate is r = 1− (R 1
0
ρ(x)dx)/(
R 1
0
λ(x)dx).
LDPC codes are efficiently decoded using the sum-product
algorithm [11], which is known in this context as the message-
passing decoding algorithm [4]. In the rest of the section we
review the LDPC message-passing decoding algorithm for fad-
ing single-user Gaussian channels with the primary intention to
introduce the notation and to ease the extension to the multiple
user case.
A complex-valued single-user fading Gaussian channel is de-
scribed by Y = A X + Ny where A is an ergodic fading process
perfectly known at the receiver but unknown at the transmitter,
Ny ∼ NC(0, N0) is the additive white Gaussian noise and X is
the useful signal subject to the power constraint E[|X|2] ≤ P .
Let β = P/N0 be the average transmit SNR. The channel ca-
pacity CA(β), in bits per channel use, is
CA(β) = EA
ˆ
log2
`
1 + |A|2 β´˜ (2)
and it is achieved by X ∼ NC(0, P ) [3]. If the input alphabet
is constrained to be binary, then the largest achievable mutual
information is JA(β) = EA[J(|A|2β)] where the function J(x),
for x ≥ 0, is defined as
J(x) = EM∼NR(0,1/2)
h
1− log2
“
1 + e−4 M
√
x−4 x
”i
(3)
and is achieved by Pr[X = +
√
P ] = Pr[X = −√P ] = 1/2.
In the low SNR regime, i.e., β → 0, binary coding does not
incur significant performance degradation with respect to op-
timal coding since CA(β) − JA(β) = O(β2) for every fading
distribution [12].
Let H be the n × (n − k) parity-check matrix of the binary
linear code mapping blocks of k iid (independent and identi-
cally distributed) equally likely bits into the length-n codeword
c = (c1, · · · , cn). Let hj be the j-th column of H, x = 1−2c be
the transmitted signal vector and y = (y1, · · · , yn) be the chan-
nel output vector. The Maximum A Posteriori (MAP) bitwise
decoding rule
bci = arg max
a∈{0,1}
Pr[ci = a|y] = arg max
a∈{0,1}
X
c:ci=a
Pr[c, y] (4)
minimizes the probability of coded bit error, where the joint
probability Pr[c, y] factorizes as
Pr[c, y] =
1
2k
n−kY
j=1
χ{chj=0}
nY
i=1
1
piN0
χ{xi=1−2ci}e
− |yi−Ai
√
P xi|2
N0
(5)
Fig. 1 shows the portion of the factor graph representing the
joint probability in (5) relative to the i-th coded bit. The BPSK
symbol xi (double circle) is related to the coded bit ci (single
circle) via the mapper (double square), which represents the
operation xi = 1 − 2ci. The coded bits are related to each
other via the check nodes (single square) that represent the
code parity-check equations. The symbol µ
(`)
i,j indicates the log-
likelihood ratio (LLR) message to the i-th variable node from
the j-th function node at the `-th iteration and ξ
(`)
i,j indicates the
LLR message from the i-th variable node to the j-th function
node at the `-th iteration. The variable nodes are numbered
from 1 to n while the check nodes from 0 to n − k, with the
convention that 0 indicates the mapping node. The number of
iterations is limited to `max.
The message passing decoding algorithm is as follows [5]:
Initialization (` = 0): the algorithm starts with the following
message “from the channel”:
µi,0 = 4mi
√
γi (6)
where γi = P |Ai|2/N0 is the instantaneous SNR at the receiver
and where mi = Re
˘
yi/
√
N0e
−j ∠Ai¯ is the matched-filter out-
put normalized by the standard deviation of the noise.
Variable to check node (` = 1 · · · `max):
ξ
(`)
i,j = µi,0 +
X
k 6=j, k>0
µ
(`−1)
i,k (7)
with the convention µ
(0)
i,k = 0.
Check to variable node (` = 1 · · · `max):
µ
(`)
i,j = log
0@1 +Qv 6=i tanh
“
ξ
(`)
v,j/2
”
1−Qv 6=i tanh“ξ(`)v,j/2”
1A (8)
Termination (` = `max): the algorithm ends with
di = µi,0 +
X
j>0
µ
(`max)
i,j (9)
The MAP rule in (4) is approximated by bci = (1− sign{di})/2.
The (coded) bit error rate performance of the above algo-
rithm is exactly evaluated, in the limit for large blocklength, by
using the density evolution technique [4] or can be visualized by
using the EXIT chart method [8]. The former method analyti-
cally tracks the evolution of the probability mass function of a
randomly chosen message as the decoding progresses, while the
latter graphically tracks the evolution of a single parameter re-
lated the probability mass function. In Section IV we shall use
the (simpler) EXIT chart method to determine the performance
of LDPC ensembles used over broadcast channels.
III. Fading Gaussian Broadcast Channels
We consider two-user discrete-time complex-valued memory-
less BCs without feedback described by
Y = (A X + Ny , A)
Z = (B X + Nz , B)
(10)
where A and B are ergodic processes instantaneously known
at the corresponding receivers but unknown at the transmitter,
Nu ∼ NC(0, N0) is the additive white Gaussian noise at receiver
u ∈ {y, z} and X is the transmit signal subject to the power
constraint E[|X|2] ≤ P . The channel in (10) models the down-
link of wireless systems with delay constraints much larger than
the fading coherence time and no feedback channel available.
It is easy to verify that the channel in (10) is not degraded [3]
for a general distribution on (A, B). Hence its capacity region
is unknown. It has been shown [2] that the so-called “more-
capable” region [3] given by
Rz ≤ CB(β)− CB(α β)
Ry + Rz ≤ min{CB(β)− CB(α β) + CA(α β), CA(β)} (11)
where Ru is the transmission rate for user-u and where α ∈ [0, 1],
can always be achieved by the input distribution»
V
X
–
∼ NC
„»
0
0
–
, P
»
1− α 1− α
1− α 1
–«
(12)
The region in (11) admits the following interpretation. The
transmitter independently generates the codeword V for user-Z
and the codeword U for user-Y both of unit energy. A fraction
α of the available power is assigned to the codeword U and a
fraction (1−α) to the codeword V . The actual signal sent over
the channel is the superposition X = U
√
α P + V
p
(1− α) P .
User-Z decodes its codeword V by treating the codeword U as
noise, while user-Y jointly decodes its own message U and the
other user message V .
As in the single-user case, we are interested in comparing the
performance achievable with binary codes with respect to the
Gaussian codebook in (12). Similarly to the single-user case,
we expect no significant loss in performance from the use of bi-
nary codes in the low SNR regime only [12]. In what follows,
encoding and decoding are performed as for the Gaussian distri-
bution, however (U, V ) is chosen equally likely in {0, 1}×{0, 1}.
The achievable region with binary input is given by (11) with
C(β) in (2) replaced by J(β) in (3). Fig. 3 and Fig. 4 show
the Gaussian region and the binary achievable region, for the
unfaded case and for the Rayleigh fading case, respectively. For
large SNR the two regions can be far apart.
A multiuser iterative decoding algorithm. The code-
words are decoded according to the MAP rule at both receivers.
Let hu,j be the j-th column of the parity-check matrix of the
user-u code, x =
√
αP (1−2cy)+
p
(1− α)P (1−2cz) be trans-
mitted signal (the superposition of the two codewords) and y,
resp. z, be the vector of the user-Y, resp. of the user-Z, chan-
nel outputs. The MAP estimate of the bit cy,i at the user-Y
receiver is
bcy,i = arg max
a∈{0,1}
X
cz ,cy : cy,i=a
Pr[cy, cz, y] (13)
where Pr[cy, cz, y] is given by
Pr[cy, cz, y] =
1
2ky+kz
Y
u=y,z
n−kuY
j=1
χ{cuhu,j=0}
nY
i=1
1
piN0
·
e
− |yi−Aixi|
2
N0 χ{ xi=
√
αP (1−2cy,i)+
√
(1−α)P (1−2cz,i)} (14)
The decoding of the bit cz,i at the user-Z decoder is completely
analogous. Fig. 2 shows the portion of the factor graph repre-
senting the joint probability in (14) relative to the i-th pair of
coded bits (cy,i, cz,i). The symbols ξu,i,j (LLR messages from
the variable nodes) and µu,i,j (LLR messages to the variable
nodes) have the meaning explained in Section II with the dif-
ference that here the first index refers to the user, the second
to the coded bit and the third to the parity-check equation.
At each iteration, messages are exchanged between variable
nodes and check nodes on each users’ sub-graph (on the left
and on the right of the mapper node in Fig. 2) according to (7)
and (8), as in the single-user case. However, before the next
iteration on the users’ subgraphs starts, messages are sent to
and received from the mapper node. The message sent to the
mapper is
ξ
(`)
u,i,0 =
X
c>0
µ
(`)
u,i,c (15)
while the message sent by the mapper node is [13]
µ
(`)
y,i,0 = 4 mi
√
γy,i+
log
 
cosh
`
2mi
√
γz,i + ξ
(`)
z,i,0/2− 2
√
γy,iγz,i
´
cosh
`
2mi
√
γz,i + ξ
(`)
z,i,0/2 + 2
√
γy,iγz,i
´! (16)
where mi = Re
˘
yi/
√
N0 e
−j∠Ai¯ is the output of the matched-
filter, xu,i = 1 − 2cu,i, and where γu,i = αu P |Ai|2/N0 is the
instantaneous receive SNR of user-u for αy = 1−αz = α ∈ [0, 1].
Because of the complete symmetry with respect to the two users,
the message µz,i,0 equals (16) with all the subscripts y and z
interchanged. Similarly, at the user-Z decoder, the mapper node
message is computed as in (16) but with (yi, Ai) replaced by
(zi, Bi). When user-Z is allotted zero power, i.e., γz,i = 0, the
message in (16) reduces to the “channel observation” in (6) and
does not change with the iterations.
The mapper node as a soft interference canceller.
The flow of information through the mapper represented by (16)
implies that a message referring to a particular user-Y bit is
also a function of the other user’s bits. Because the bitwise
MAP decoder in (13) is inherently a single-user decoder, the
presence of the user-Z codeword in the received signal is never
beneficial. We therefore expect that the mapper node somehow
performs the cancellation of the interference due to the other
user codeword to enhance the reliability of the messages.
The interpretation of the expression in (16) as soft-
interference cancellation comes from the following observation.
The function ft(x) = log(cosh(x + t)) − log(cosh(x − t)) for
x ∈ R is an odd function for any value of the parameter t and,
for |x|  1, it can be approximated as ft(x) ≈ 2t sign(x). If the
user-Z bit is known with high reliability, i.e, ξz,i,0 = xz,i |ξz,i,0|
with |ξz,i,0|  1 (the sign of the message is exact!), then the ex-
pression in (16) is approximated by (with an abuse of notation)
µy,i,0 ≈ 4√γy,i
“√
γy,i xy,i +
√
γz,i xz,i + NR(0, 1/2)
”
−4√γy,iγz,i xz,i
= 4
√
γy,i
“√
γy,i xy,i + NR(0, 1/2)
”
(17)
which is precisely the matched-filter output mi “cleaned” from
the contribution of the user-Z bit xz,i.
Moreover, if the expression in (16) is computationally too ex-
pensive for implementation in commercial devices, the optimal
mapper update rule in (16) can be approximated by µ′y,i,0
µ′y,i,0 = 4
√
γy,i
“
mi −√γz,i sign{ξz,i,0 + 4 mi√γz,i}
”
(18)
Interestingly, the above can be interpreted as hard interference
cancellation. In fact, the term “sign{ξz,i,0 + 4 mi√γz,i}” is the
“best” hard estimate of the user-Z transmitted bit in a single-
user perspective when the node is given the channel observation
mi and the sum of all the messages from the check nodes rep-
resented by ξz,i,0 (recall that the decision rule in the single-user
case is given by (9)). Given the hard estimate of the user-
Z symbol xz,i, the mapper node passes to the user-Y variable
node cy,i the received signal mi cleaned from the contribution
of xz,i. As opposed to the soft interference cancellation in (16),
the hard interference cancellation in (18) may suffer from error
propagation especially when the user-Z bit reliability is low, i.e.,
|ξz,i,0 + 4 mi√γz,i|  1.
We are now ready to investigate the bit error rate perfor-
mance of the derived multi-user iterative message passing de-
coding algorithm.
IV. Performance Analysis
The bit error probability after `max decoding iterations is
Pbit(n) = Pr
hP
c≥0 µ
(`max)
u,i,c 6= xu,i , u ∈ {y, z}
i
. Our goal is
to find degree distributions (λ, ρ) which result in codes with
Pbit(n) → 0 as n →∞. As in the single-user case [4], it suffices
to analyze the average performance of the LDPC ensemble and
to restrict attention to the cycle-free case. The average perfor-
mance of an LDPC ensemble can be analyzed either analytically
with the density evolution technique [4] or graphically with the
EXIT chart method [9]. In the following we shall use the density
evolution technique to derive the stability conditions for LDPC
codes used over BCs and then we shall turn to the EXIT chart
method to optimize the degree distributions.
The stability condition. The stability condition charac-
terizes the behavior of density evolution when, with probability
almost one, the density of the LLR messages has a mass point
at infinity. We generalize the approach of [4] in order to derive
the stability conditions for the pair of codes used on a BC.
It can be shown [13] that the stability condition at the user-Y
receiver, where both codewords are jointly decoded, decouples
into two independent conditions, one for each code. Reliable
decoding is hence possible if
1
λ′u(0)ρ′u(1)
> EA
»
exp

−αu P |A|
2
N0
ff–
u ∈ {y, z} (19)
At the user-Z receiver only the codeword for user-Z is decoded
by treating the user-Y codeword as noise. It seems unfeasible to
evaluate in closed form the stability condition when the user-Y
codeword is binary. However, a “conservative” condition can
be established by considering that user-Y employs a Gaussian
code xy,i ∼ NC(0, αP ) (recall that Gaussian is the worst case
noise [3]). In this case the stability condition becomes
1
λ′z(0)ρ′z(1)
> EB
»
exp

− (1− α) P |B|
2
N0 + α P |B|2
ff–
(20)
In the following search for good codes, we enforce our can-
didate degree distributions to fulfill the conditions in (19) and
the condition in (20).
The EXIT chart. The EXIT chart method [9] is an ef-
fective low-complexity technique of approximately evaluating
the asymptotic performance of iterative decoding algorithms.
It consists in plotting on the same chart the open-loop input-
output characteristics of the different components of a concate-
nated system. Following the approach of [8], we look at LDPC
codes as mixtures of repetition codes, one per variable node,
concatenated with mixtures of single parity-check codes, one
per check nodes.
The variable and check node input-output characteristics are
as follows. The mutual information of the outgoing (extrinsic)
message at a variable node IE,V is
IE,V
∆
= θ(IA,V , Ich) =
X
i
λiJ
`
(i− 1)J−1(IA,V ) + J−1(Ich)
´
(21)
where IA,V is the mutual information of the incoming (a priori)
message at the variable nodes, Ich is the mutual information of
the message from the channel and J(x) is defined in (3). The
outgoing (extrinsic) message at a check node is
IE,C
∆
= η(IA,C) = 1−
X
i
ρiJ
`
(i− 1)J−1(1− IA,C))
´
(22)
where IA,C is the mutual information of the incoming (a pri-
ori) message at the check node. Because the output of one
component becomes the input of the other component, we have
IA,C = IE,V and IA,V = IE,C . Subject to the approximations
inherent in EXIT charts, reliable decoding is possible if
θ(I, Ich) > η
−1(I), ∀I ∈ [0, 1) (23)
In our multiuser setting, we extend the idea of (23) to track
the mutual information of the coded bits in both codewords.
The recursion becomes
I(`)u = θu
“
ηu(I
(`−1)
u ), κa→u(I
(`−1)
a )
”
a 6= u ∈ {y, z} (24)
where I
(`)
u is the mutual information of the user-u coded bits at
iteration ` and κu→a, u 6= a, is the mapping node input-output
characteristic from user-u to user-a. The functions θu and ηu
in (24), u ∈ {y, z}, are given by (21) and (22), respectively,
computed for the degree distributions of the user-u code. Notice
that the fixed information Ich from the channel in (21) has been
replaced by the varying information from the mapping node.
The mapping node EXIT functions κu→a cannot be expressed
in closed form and are estimated by Monte-Carlo simulation.
The multiuser equivalent of the condition for reliable decod-
ing in (23) is I
(`)
u → 1, as ` → ∞, for u ∈ {y, z}. In our code
search we verify this condition to ensure the asymptotic conver-
gence of the iterative decoding algorithm when applied to the
candidate LDPC ensemble.
Code optimization. We simplify the code search by first
finding a “good” user-Z code and then optimizing the user-Y
code, given the found user-Z code. Our optimization algorithm
is as follows. We enforce our candidate codes to fulfill the condi-
tions in (19) and in (20). For a fixed degree distribution, we use
the EXIT chart method to determine the (approximate) thresh-
old of the corresponding LDPC ensemble. Then, by using the
differential evolution algorithm [5, 6, 14], we modify the found
degree distribution and we check whether the new one has ei-
ther a higher threshold or a higher rate for the same threshold.
The discussion on the numerical results concludes the section.
Numerical results. Using the above mentioned code search
procedure, we found LDPC codes with (approximate) SNR
thresholds close to their Shannon limit for both unfaded and
Rayleigh fading channels. For each channel, we considered sev-
eral values of α ∈ [0, 1] each corresponding to a different power
share and hence resulting in a different rate point. Fig. 3 and
Fig. 4 show the achievable rate region for binary input and the
optimized code rate pairs. The code rate pairs are very close to
the closure of the achievable region for both channel models.
We notice (due to space limitations we cannot report all the
found codes here, see [13] for an exhaustive list) that codes with
higher maximum variable node degree have lower SNR thresh-
olds, as remarked in [5]. Intuition would indeed agree that
codes whose bits are involved in more parity-check equations
offer greater reliability. Our code search shows that, similarly
to what has been observed for erasure channels [14], Gaussian
channels [5] and uncorrelated Rayleigh fading Gaussian chan-
nels [6], the optimized degree distributions have only few non-
zero terms. The variable node degrees tend to be concentrated
around the maximum allowable degree, the degree two, and a
few other degrees in between. The check node degrees are con-
centrated around a single degree whose value depends on the
average receive SNR. Also, the overall form of the degree distri-
butions are similar for the unfaded and the fading case.
The concentration theorem [4] ensures that for sufficiently
large blocklength almost every code in the ensemble will have
vanishing probability of error, if the receiver SNR is above the
ensemble threshold. This condition was enforced in our code
search. However, we are also interested in the code performance
for finite blocklengths. As an example, Fig. 5 shows the user-Y
bit error rate performance for the following codes
λy(x) = 0.16775x + 0.19545x
2 + 0.22167x7
+0.08149x8 + 0.33366x49
(25)
ρy(x) = 0.12033x
9 + 0.87967x10 (26)
λz(x) = 0.13259x + 0.32749x
2 + 0.26180x9
+0.00377x10 + 0.00038x48 + 0.27398x49
(27)
ρz(x) = 0.45642x
7 + 0.54356x8 + 0.00002x12 (28)
with blocklength n = 103 and n = 104. The degree distribu-
tions were optimized for an unfaded channel with |B|2P/N0 =
3.871dB, |A|2P/N0 = 5.059dB and α = 0.35. The design rate is
0.522. The dashed line shows the asymptotic threshold for this
ensemble pair. We notice that the threshold effect is already
quite pronounced at a blocklength of 104.
V. Conclusions
In this work we studied the performance of LDPC codes on
Gaussian BCs with fading. We showed that good degree dis-
tribution pairs can be found to approach the Shannon limit for
binary constrained inputs. We computed the stability condi-
tions the pair of codes must satisfy in order to ensure vanishing
probability of error for large blocklength and infinite iterations.
We enforced this condition when optimizing the degree distribu-
tions by using both the EXIT chart method and the differential
evolution algorithm. We showed that the optimized code oper-
ate at about 1dB of their threshold for finite blocklength.
We derived a multiuser iterative message passing decoding
algorithm for joint decoding of the user codewords at the best
receiver and for single-user decoding at the worst receiver. In
applying the sum-product update rule to deriving the joint mes-
sage passing decoding algorithm, we found that the message
update rule at the mapping node linking the users’ codes is
equivalent to soft interference cancellation. Interesting, a low
complexity implementation of the optimal update rule at the
mapper is shown to be equivalent to hard interference cancella-
tion.
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Fig. 3: Achievable regions and rates of the LDPC codes found for
the unfaded BC with |A|2P/N0 = 5.059dB and
|B|2P/N0 = 3.871dB.
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Fig. 4: Achievable regions and rates of the LDPC codes found for
the Rayleigh fading BC with E[|A|2]P/N0 = 3.098dB and
E[|B|2]P/N0 = 0.915dB.
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Fig. 5: User-Y BER (over systematic bits only) for joint decoding
of the codes in (25)-(28) for finite blocklength.
