This paper analyses drivers for resource use and material productivity across countries. This is not only relevant in light of soaring raw material prices but also because EU 
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Introduction
After the bailout of the financial crisis, forecasts over future raw material demand have become quite uncertain. Many observers believe that sooner or later markets will reassemble and demand will continue to increase, especially considering growth patterns in emerging economies such as China. Variations however are enormous. Most economies will manage a relative 'decoupling' between GDP on the one hand and the use of natural resources and energy carriers on the other. Still others predict that policies on climate and energy will have an impact on demand patterns. If such policies succeed to reduce the emissions of CO 2 by some 80 -95 % by the year 2050, as e.g. the Intergovernmental Panel on Climate Change (IPCC) has suggested and the EU has adopted prior to the Copenhagen Conference in late 2009, the ensuing development patterns towards a low carbon economy and the demand for clean technologies will definitely affect the use of resources and probably strengthen attempts to increase the resource productivity and dematerialisation of economies worldwide.
Any such development however needs a thorough understanding of system dynamics to assess changing resource-intensive production and consumption patterns of economies.
One method is to analyses drivers. Drivers are understood as those factors that exert influence on human activities to use resources. The aim of our paper is to analyse the interaction between such variables over time across a number of countries. Although the identification of structural or causal relationships is a difficult task, our attempt is to derive empirical evidence on a limited set of drivers that account for a relevant share of decisions on resource use across all major economies.
This approach is expected to shed light on why some countries at a comparable stage of development use more and others less of resources over time and what common factors can be identified across countries. This is important because up until now just a few countries have been able to reduce the use of materials in absolute terms (Krausmann et al. [36] ; Steger & Bleischwitz [51] ; Weisz et al. [61] , Bringezu [16] ) and understanding drivers is a necessary precondition towards sustainable resource management (Bringezu/Bleischwitz [18] ). Our approach is new because prevailing research has focussed on long-term trends (Krausmann et al. [36] ), on global extraction patterns and trends (Giljum et al. [25] ), on different patterns of material use across countries (Weisz et al.
[ 58] , [59] ), and on decoupling pathways (Bringezu et al. [17] ). The only study known to us, which selects a similar approach, is van der Voet et al. [54] . The measurement methodology of Material Flows Analysis (MFA) is taken from the OECD [44] as well as from Bringezu/Bleischwitz [18] .
Following an interaction between recent theory and data, our paper has chosen the methodology of regression analysis to discuss statistically significant findings and to arrive at conclusions. Data set is taken for the European Union for the years 1980 -2000 (EU-15) and 1992 -2000 (EU-27). Analysis of features specific to countries can be undertaken with a similar methodology, but this was beyond the scope of this paper.
The paper is structured as follows: Chapter (2) introduces the methodology; it gives an overview of the theoretical approach and a definition of drivers, discusses the validity of regression analyses and concludes on the variables derived for the purpose of this paper.
Chapter (3) reveals the results of our analysis. Chapter (4) discusses the findings and arrives at tentative conclusions on lessons learned for the international political economy.
Methodology: analysing drivers
The interaction between theories and empirical analysis
Establishing structural or causal relationships is a difficult task. Until now, the quest for a mechanical algorithm for determining causality from data has not yet led to a successful discovery. On the other hand, the Haavelmo ideal of introducing causal parameters produced from well-defined structural economic models derived from explicitly articulated axioms seems rather rigid for empirical analysis. As a way out of this dilemma situation, our paper starts from the insight that an interaction between theory and data is likely to create robust empirical knowledge (Heckman [30] ).
As a general background, theories of socio-economic change such as Nelson/Winter [40] , [41] , North [43] , the new growth theory (Bretschger [14] , [15] ) and the findings of Elinor Ostrom (e.g. [46] ) on collective action provide a good understanding on why economies and social groups have been following quite different pathways and dynamics over time. Bleischwitz [7] and Bleischwitz/Welfens/Zhang [12] had pointed out the relevance of labour productivity for prevailing trajectories of innovation and growth.
With regard to decoupling, in particular the intensity of use-hypothesis developed by , which in turn may lead to either a decline of material-intensive industries or give incentives for sectoral innovation (Malerba 2007 [38] ). Also, a change in consumer preferences towards less material needs (e.g. social well-being rather than purchasing products) can also result in a change of the structure of final demand. Both trends however can also lead to additional demand for resources (Jackson [34] ; Scott [49] ).
3) Saturation in infrastructure investments: Along with a higher level of development, the need for infrastructure investment declines and the building stock is nearing completion. As a result of such saturation effect, demand for mass commodities such as construction materials, iron and steel may begin to de- These four pillars of change thus have no direction towards resource savings per sethey frame the debate but need to be supplemented by more specific drivers with a clearer indication of whether they lead to more or less resource use. To this end, recent debate has revealed findings on barriers and contradicting factors to any decoupling (Jackson [34] ), which is in line with our concept of drivers (causal networks, multidirectional processes, see below). In a broader context, institutional factors like the trade policies of key countries, the scope of relevant legislation, e.g. on mining, recycling, waste, and macro-economic conditions will probably shape the amount of materials used across economies. To stress these points, this paper concludes from recent theories that the final resource use is not determined by simple factors such as raw material commodity prices or levels of income as Malenbaum [39] and a recent study by CE Delft suggest (de Bruyn et al. [23] ), but can be tracked by means of material flow analysis enriched by socio-economic research.
In addition, factors that have an influence on the consumption patterns of economies, but cannot -or only marginally -be influenced politically play a role, e.g. climatic and topographic conditions, demographic development and population density as shaped by geographic conditions 3 .
Conceptualizing "Drivers"
The term "drivers" may sound as if actors deliberately chose to drive along a certain trajectory in a certain manner. Such connotation is misleading. The term stems from concepts developed by the UN Commission for Sustainable Development (CSD) and the OECD, which define drivers in its Driving Force-State-Response Model (DSR) as "human activities, processes, and patterns that impact on sustainable development" (OECD [45] .) The subsequent European Environment Agency (EEA) DPSIR model (Driving Forces -Pressure -State -Impact -Response) (EEA [24] ) advances the DSR model but introduces a more sectoral understanding of the term driving force to include aspects such as industries and transport.
These concepts have been thus developed in the context of policies and seem to suggest a clear-cut causality between human activities, processes and patterns that have an impact on the environment. Ideally, this causality could be expressed as a monocausal 3 See e.g. Japan and Australia as countries with unfavourable conditions in large parts. Japan's topography is made of mountains and has favoured big cities along the coastline; large parts of Australia are covered by desert.
chain, with one specific driver causing certain impacts. In reality however, activities are influenced by a number of inconsistent forces and people respond to a variety of incentives. Our attempt, therefore, conceptualizes drivers as elements of causal networks rather than causal chains, taking into account recent findings on rationality and dynamic production and consumption patterns of modern societies (Bleischwitz [8] , [9] , [10] ;
Niemeijer / de Groot [42] ; Scott [51] ). Drivers are related to many other aspects, which have an impact on them. Typically, this is a multi-directional process with dynamic interactions on markets as well as a variety of more indirect interactions in many directions.
In this context, a heuristic definition of drivers can be formulated as follows: Drivers shall be understood as specific and evident factors leading to increased or reduced resource consumption in an economy. Their character might be direct or indirect, external to actors (such as policies) or internal (such as behavioural factors).
Data and variable selection
Our paper basically uses two different datasets: for the EU-15 countries, the data set ranges from 1980 to 2000 and for the new member states, data is available from 1992 to 2000. 4 Since we are interested in both the development of material consumption over time as well as the differences in the level of per capita consumption between countries, we used data as a pooled time-series (or time-series cross-sectional data). 5 Moreover, the theoretical basis for explaining the material use of economies is in its infancy. This means that the potential number of independent variables is very large.
Thus, the variables were chosen in a two-step procedure. Firstly, based on the few existing theoretical foundations, those variables most likely to influence material consumption were selected. In a further step, the availability of longer time series for the used data format of pooled time series was considered. As a result, we derived a first list of 68 variables (see Table A1 ), which was reduced to 33 potential drivers (Fig A1 and A2) after adjusting for multicollinearity between independent variables.
To improve the comparability of data, this paper used the data provided by international sources and only to the extent necessary from national statistical offices. The main data sources were Eurostat, KLEMS database, AMECO database as well as data from the IEA, OECD and the WRI.
We ran our regression analyses from various datasets from different countries and periods of time for both the DMC per capita and material intensity measured as DMC in kilograms per 1,000 US$ in purchasing power parity (PPP). All time-variant variables were used as logarithmic variables and show the direct impact of drivers on material consumption and material intensity. Definitions of DMC and material intensity follow the OECD [44] handbook. 6 Stata version 11 was used to run the calculations.
Quantitative Analysis
Given the data availability, the time series are rather short and the panel of countries is not particularly extensive. To improve the sample, augment the number of degrees of freedom and enhance the quality of estimators, time-series cross-sectional (TSCS) data (another common name is "pooled time series") was used. Such data is composed of both a time-series and a cross section. Some methodological problems arise when one multiplies cross-sectional data with time-series data: Unlike large panels (such as household surveys), the individual data points in TSCS data are not independent from each other. The time series structure of individual countries has to be included in the overall panel and must be considered in the analysis and the selection of the estimator.
As Baltagi [3] notes, it is also very likely that -due to the TSCS data designs -assumptions of the ordinary least squares (OLS) regression are violated.
First, we fitted our models with the standard fixed effects model and an AR(1)-process because of the autocorrelation in our data (see the wide range on OLS-regressions in 6 One should note the different scope of direct material productivity and total material productivity (excluding or including hidden flows and ecological rucksacks); see OECD [44] and WI's research on indicators e.g. Bringezu/Bleischwitz [18] .
econometric textbooks for details e.g. Greene [27] , Wooldridge [61] , Hsiao [32] ). 7 For complying with the heteroscedastic residuals as well as the autocorrelation we then fitted our models with the PCSE method 8 and included the disturbance term in a firstorder autoregressive form. In addition, we used country-dummies in the PCSE regression for dealing with the regular specification as a fixed-effects model.
A crucial question concerns the assumption of a linear relationship between independent and dependent variables. Little can be found in the literature so far with the exception of some studies on the relationship between GDP per capita and the consumption of re- [17] show that the statistical differences between a linear, a logarithmic and a quadratic function are extremely low when testing the EKC hypothesis between GDP per capita and DMI. On the one hand, all data points still stand on the left side of a possible peak point and, on the other hand, the slope of the coefficient is very flat, so there are almost no differences between a linear and logarithmic function. It is not very likely that the new results will differ when DMC instead of DMI is being used.
The most critical point of our regression estimates relates to the time series properties of our data. In general, the time series must be stationary in order to avoid spurious regressions (Granger/Newbold [26] ). As known from the literature (i.e. Stock/Watson [52] ), 7 If autocorrelation exists, one can either try to integrate the previous period as an explanatory variable in the model or transform the data in a way that allows to cope at least with first-order autocorrelation. To integrate the previous period as an explanatory variable in the investigation sounds initially plausible, but it has the great disadvantage that all other variables lose most of their explanatory power or even become insignificant, because the model is almost entirely explained from the data of the previous year (see Plümper et al. [47] Becks/Katz [6] ) and suffers in general from our small time series. However, the value of rho (0.52) indicates that this model is shaped by autocorrelation.
Discussion of Results
As a common rule of thumb, a rho value < 0.3 can be considered as unproblematic, and the influence of the autocorrelation can be considered low. In our case, we can infer from the high value of rho that DMC per capita is strongly influenced by the previous period. In a normal fixed-effects model (without the corrected standard error) this AR1 In a next step the drivers for material intensity (DMC_int) were analysed. 
Test statistics for EU-15, 1980-2000
Because material intensity and productivity is a ratio of GDP and DMC, it is not sur- All variables are logarithmised, so that a direct ranking of the importance of each variable on the change of resource intensity can be determined. A 1% increase in the share of employment in the manufacturing sector in total employment would result in a 1.17% increase of the material intensity or, conversely, to a decline of material productivity. This result probably captures the fact that direct material consumption within the industrial sector is significantly more resource intensive than in the service sector.
Analyses with input-output methods (Acosta-Fernández et al. [1] ) however indicate that service sectors also use more resources than usually assumed because of their interlinkages with upstream sectors.
Higher imports per capita, on the other hand, lead to a declining material intensity and would therefore support the hypothesis that a high proportion in foreign trade would be
an indication for open economies with very high competitive pressure. This competitive pressure seems to lead to a more efficient use of resources and energy. In contrast, an increase in labour productivity in the industrial sector would result in a decline in material productivity. A tentative explanation for such apparently paradoxical results is probably the fact that highly productive industrial sectors are also resource-intensive sectors. Alongside with high shares of GVA and employment levels this leads to a high level of resource consumption originating from high volumes of industrial production.
This pure quantities and growth effect is likely to be at the expense of the development of the material productivity. Seen from another angle, it may lead to acknowledging the potential for increasing material productivity with labour augmentation (Hödl 2009 [31]; Bleischwitz [7] ).
Other variables such as 'con_rate', 'gva_con_share' and 'pop' show surprising signs that cannot be easily justified. It is not quite obvious why a higher population density seems to lead to a decline in material productivity. Intuitively, one would rather expect the opposite: a low population density usually should require higher expenditures of materials for infrastructure systems per capita. The univariate regression analysis between material intensity and population density then delivers a negative sign for the coefficients. The different sign between the proportion of employees in the construction sector in total employment on the one hand and the gross value added of the construction sector on the other hand is also not easy to explain. One would expect that both have an equal sign. Here too, the sign for 'con_rate' changes from a positive sign in the univariate investigation to a negative sign when integrated into a multivariate model with other variables. Perhaps the change in the sign results from the interplay between the variables of the industrial sector and the construction sector.
The negative sign for the primary energy generation per capita is probably due to the high proportion of non-fossil energy sources, mainly hydropower and nuclear power in the energy mix in many EU-15 countries. The positive correlation between the dwelling stock and the material intensity indicates that a huge dwelling stock requires a lot of construction minerals for maintaining this stock.
As with the EU-15 regarding DMC per capita as an explanatory variable, the results also reveal problems with strong autocorrelation in the test statistics for drivers of material intensity in the EU-15. 
Test statistic for EU-27, 1992-2000
For and 'pes_cap' have changed their signs compared to the EU-15 panel. This suggests that the total energy mix in the EU-27 is based more on fossil fuels than in the EU-15 countries and thus an increase in primary energy generation per capita leads to declining material productivity in the total panel of the EU-27. On the other hand, a rising labour productivity in the industrial sector in the new member states is often the result of new investments, often accompanied by foreign direct investments (FDI), which improves the capital stock in a way that the new equipment is significantly more resource-efficient than previous capital. As a result, the labour productivity of the industrial sector is negatively correlated with material intensity -at least for a transition period.
The strongest correlation can be identified between the share of the service sector in GDP and material intensity. An increase in the share of the tertiary sector in GDP by 1% leads to a reduction of resource intensity by 1.347%.
Conclusions
The regression analysis undertaken for our sample of countries reveals interesting results and a number of conclusions can be drawn.
Energy use has a high significance for resource use per capita as well as for material productivity. This confirms analysis undertaken by Acosta-Fernández et al. ([1]) for Germany, and also indicates the relevance of energy issues for any system innovation and change: fostering energy efficiency on all system levels (production, distribution, use) will probably also lead to increases in resource productivity. This finding also indicates the relevance of more specific socio-economic drivers, which are subsequent to energy use and behaviour.
The construction sector and its industries have a high impact on both resource use and material productivity; this is partly due to the indicator DMC that is usually dominated by construction minerals (Bleischwitz&Bahn-Walkowiak [11] ). However the results of our regression analysis confirm the relevance of related drivers: maintenance of existing buildings and innovation towards multifunctional building envelopes turn out to be a key to improving resource productivity (Bringezu/Bleischwitz, chapter 4, [18] ). Seen from another angle, it is very likely that the investments in new roads and dwellings which have been undertaken in the context of the current financial crisis will lower the resource productivity in the near future.
Mobility variables are also of critical importance for resource use and resource productivity, especially as future studies will account for 'hidden flows' and 'ecological ruck-sacks' of metals. Although only one of the mobility variables (length of networks) has turned out to be part of the best-fit-models in this study, one may refer to related findings (Steger/Bleischwitz [50] ) which reveal a high relevance of car possession as a driver resources use. Mobility patterns will thus have to remain on the agenda for future research with better data. Our approach can be seen as a starting point for including socio-economic data that are able to capture consumption and behavioural patterns (Vergragt/Brown [55] ).
The three cross-cutting drivers identified are linked to main areas of public policy and sustainable consumption and production: energy is a key issue of climate change and low carbon society efforts; construction is close to local planning and peoples' aspirations for housing; roads are under member states and (in the new member states via cofinancing through regional funds) EU responsibility. This means that our findings generally support cooperative approaches with stakeholder involvement and pose attention to policy consistency, incentives for strategic R&D and changing preferences.
The service sector also has an influence on the resource intensity of economies. Howev- Another open issue relates to international trade. Our findings are quite mixed, with a large share of imports being less favourable for DMC consumption in the case of the EU-15 and more favourable for increasing resource productivity for the EU-27. This suggests more detailed analysis at the level of industries in order to arrive at better findings, and certainly more in-depth analysis on international trade.
Though these findings are encouraging for guiding future sustainability efforts, overall dynamics will need further research. For instance, stationarity tests need to be conducted. Given the difficulties with often non-stationary macroeconomic time series, methods of co-integration or vector error correction models (VECM) could be fruitful for our analysis on the causality between drivers and resource use and resource productivity. In addition, our cross-country analysis of drivers will need to be complemented by country-specific and industry-specific analysis. The good news here is that this can be done with a coherent methodology (i.e. regression analysis). This would deepen understanding on the relevance of cross-cutting drivers in relation to specific drivers. Secondly, there are open questions regarding labour productivity and resource productivity. The current data situation on labour productivity on the basis of number of employees cannot capture the working hour differences between countries. Better time series data on working hours across countries and sectors will help to improve the quality of research in future, and help to tackle the question of drivers for total factor productivity growth.
This is important since a more detailed analysis will likely offer explanations for either synergies between labour and resource productivity or potential for any labour augmenting progress alongside with increasing resource productivity. Micro-oriented data sources such as the EU Community Innovation Survey can be used for that purpose.
Since the database used in this article ends in the year 2000, the sharp increase of prices for raw materials and energy fuels recently has not been incorporated in our analysis.
An update of our database will be addressed this year.
and quality of the time series as well as on the chosen country panel. Further detailed analysis with longer time series, a broader country panel and complementary countryspecific analysis is required to deepen the understanding of drivers. 
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