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Some aspects of simultaneous rational approximation of a function f(z) and its 
derivatives on the unit circle are investigated. The function f(z) is assumed to 
be analytic in some annulus containing the unit circle, and given a nonnegative 
integer I, 
Ilf II = max{ Ilf~~Y,,,: 0 GjG I}, 
where 11. )lP.i is the usual L, norm (1 < p < co ) on the unit circle. It is shown that 
the polynomial of simultaneous best approximation in the above norm, is just a 
polynomial of best approximation to f(‘), suitably integrated. Further, sharp 
asymptotic results are obtained for the case where the order of the derivative, 
namely I, tends to infinity. For example, if f is meromorphic in @ of finite order p, 
with v poles in all, none lying on the unit circle, and if 0 C p < min{ 1, l/p}, then 
lim sup ( min max II f (I) - R(‘)llp,,)“m la* m = efl-“P. 
m-cc REra,,o4jhpm 
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1. INTRODUCTION 
Although quite a lot of attention has been given to simultaneous rational 
or polynomial approximation of a function and its derivatives on a real 
interval [7-91, not much has been written about this problem in the com- 
plex domain. Furthermore, as far as the authors can determine, no one has 
investigated (for either real intervals or complex domains) the asymptotic 
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behaviour of the error when the order of the derivative tends to infinity at 
the same time as the degree of the approximating rational (or polynomial) 
functions tends to infinity. 
In Section 3, we assume that f is meromorphic of finite order p, and 
using elementary methods, we establish results on the asymptotic 
behaviour of the error. Theorem 3.2 deals with the case when f may have 
infinitely many poles, while in Theorem 3.3, a result which is more general 
in one direction, is obtained for the case where f has poles of finite total 
multiplicity. 
In Section 4, we obtain converse results expressing the order of a 
meromorphic function with finitely many poles in terms of the asymptotic 
behaviour of the error. Theorem 4.2 deals with the case of approximation 
by polynomials. The more difficult case of approximation by rational 
functions with denominator of fixed positive degree, is treated in our main 
result, Theorem 4.5. The forward and converse assertions of Sections 3 
and 4 are summarized in Corollaries 4.3 and 4.6. 
It is well known that the partial sums of the Maclaurin series of an entire 
function f are asymptotically the best possible polynomial approximations 
to f on a circle. The results in this note show that similar statements are 
true for simultaneous rational approximations to a meromorphic function. 
More precisely, if f = g/h, where g is entire of finite order, and h is a 
polynomial, then partial sums of g divided by h yield asymptotically sharp 
rational approximations of fixed denominator degree, to f: In that sense, 
this paper presents no surprises. 
In Section 5, two extensions of the results in Sections 3 and 4 are men- 
tioned without proof. Finally, in Section 6, we investigate the role of the 
last derivative and show that the polynomial of best approximation off in 
the norm 
llfll = max{ Ilf(i)llp,l : 0 <j < I>, 
is just a polynomial of best approximation tof”‘, suitably integrated. This 
is the complex analogue of a result of Meir and Sharma [8]. 
2. NOTATION 
Let r >O. We denote by -pl: the class of functions analytic in some 
annulus {z: r-c < lzl c r}, where E > 0 may depend on the function. For 
eachfE&?and ldp<co, welet 
l 
Ilf lIP,’ = 
*E 2n rJ { j 
2n jf(seio)IPde ) 
i 
UP 
l<p<cO 
lim (max If( 1, s-r- IzI=s p=a, 
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whenever these norms are defined. Further for all nonnegative real num- 
bers 1, for all r > 0 and 1 < p < co, we set 
IlfIlp,*,I= oy:, Ilf(i)llp,r . . 
whenever these norms are defined. 
For nonnegative integers m and n, 9W denotes the class of polynomials of 
degree at most m, and 9?!,,,, denotes the class of rational functions of type 
(m, n) (i.e., rational functions with numerator of degree at most m and 
denominator of degree at most n). IffEd and IlfllP,l,,< co, we let 
q(l; m; n; P) = pkn llf- Np,l,l, (2.1) 
so that e,(l; m; n; p) is the error in best approximation off by rational 
functions of type (m, n) in the norm 11. IIP,l,,. It is easy to see that the 
minimum in (2.1) is actually attained by some R E B,,,,, but it is known 
that R need not be unique. Finally, [x] denotes the largest integer <x. 
3. ASYMPTOTIC RFSULTS 
In this section the asymptotic behaviour of ef(l; m; n; p) is investigated 
when f is meromorphic of finite order. The case where I is fixed is very 
similar to the case I = 0 and so we study the more interesting case where I 
approaches infinity as m, and possibly n, approach infinity. For 
definiteness, we let I= ,um, where p is a fixed nonnegative number. 
LEMMA 3.1. Let 0 <E-C 1. Let f(z)= g(z)/h(z), where both g, h are 
analytic in {z: IzI < 1 + 2.5). Further let h have no zeroes in the annulus 
A = {z: 1 - 2.5 d IzI d 1 + 2~). Let R = P/Q, where P, Q are polynomials and 
Q has no zeroes in A. Then for any positive integer 1, 
where KI = 1 +max{IlfII,,~+,~ llfllm,l-e). 
Prooj Fix z such that IzI = 1. Consider the circle C, centre z, radius E. 
As f - R is analytic inside and on C, for j > 0, 
<j! epimax{I(f-R)(t)(: (tl = 1 +E}, (3.2) 
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by the maximum modulus principle. Now for ItI = 1 + E, 
I(f- W(t)1 = Idt)(Q - h)(t) + h(t)(g- ~N~W4~) Q(t)1 
G IQW-’ (If(t)l~ I(Q-h)(t)l + I&-P)Wl) 
<JG max{IlQ-k,~+,~ IIg-~Ilm,l+E~ 
-+-in{ IQ(t)/: ItI = 1 &E}, (3.3) 
by analyticity of g, h. Now (3.1) follows from (3.2) and (3.3). 1 
As a consequence of this lemma, we can prove a result for meromorphic 
functions, which is related (for ,n = 0) to Theorem 3 in Karlsson [S]. 
THEOREM 3.2. Let f be meromorphic in C with no poles on the unit circle. 
Further let f have order at most p -C co and let 0 Q p < 00, 1 < p < 00. Then 
lim sup e&m; m; m; p) urn log m 6 ep ~ ‘jp. (3.4) 
(Zfp=O,e-“P is taken as 0.) 
Proof: Using elementary theory of meromorphic functions [4], we can 
write f = g/h, where g, h are entire and have at most order p. Further as f is 
analytic on the unit circle, we can assume there exists 0 < E < 1 such that h 
does not vanish in th annulus A = {z: I- 2s 6 Iz] < 1 + 2s). 
Let P,, Q,,, be the (m + 1)th partial sums of the Maclaurin series of g, h, 
respectively. Then for large m, Q, has no zeroes in A and 
lim (min{lQ,(t)l: ItI = 1 fE})=min(lh(t)l: ItI = 1 +E} >O. (3.5) m-m 
If I= Z(m) = [pm], Stirling’s formula shows that 
lim l! 1/m log m = eP (3.6) rn’cc 
Finally it follows trivially from the rate of convergence to 0 of the 
Maclaurin series coefficients of entire functions of order < p [6, 
Theorem 21, that 
lim sup 11 g - P, II 27 l;)BEm d e - “O, 
m-m (3.7) 
lim sup I/h - Q,,II f,$%m 6 e-‘lP. 
rn’cc 
Now (3.4) follows from (3.1), (3.5), (3.6) and (3.7). 1 
It seems likely that one can replace the right-hand side of (3.4) by 
max{el ~ l/P, eP(’ -l/p) } if p > 1. We are able to prove this sharpened 
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estimate under the additional restriction that f has poles of finite total mul- 
tiplicity. Although we formulate Theorem 3.3 for approximation by 
elements of gm,, one can replace v in the left-hand side of (3.8) by any 
sequence of integers no smaller than v. 
THEOREM 3.3. Let f be meromorphic in C with poles of total multiplicity 
v -C 00, none lying on the unit circle. Further, let f have order at most p -C co, 
andletO<p<co and l<p<oo. Then 
lim sup e+m; m; v; p)“” log m < 
1 
e” - UP 
’ 
m-cc max{e’ - l/P, er(’ - l/P)}, 
;;: (3.8) 
Proof: If p < 1, the proof is very similar to that of Theorem 3.2: Write 
f = g/h, where g is entire of order at most p < cc and h is a polynomial of 
degree v having no zeroes on the unit circle. We then choose P,, Qm as in 
Theorem 3.2 and obtain (3.8) for p < 1. 
Now suppose ,u > 1. We can write f = f * + R*, where f * is entire of 
order at most p and R* (the principal part off) is a rational function of 
type (v - 1, v). Now if P is any polynomial of degree <m - v, then P + R* 
is a rational function of type (m, v). Thus 
ef(,w w vi P) G P~)m II(f * + R*) - (P+ R*Np,l,,m (3.9) 
.m ” 
dmax{ef4m-v;m--v;O; p)~,~,yl~j<pm Ilf*(iYp,l}, . . 
since P(j) G 0 if j > m - v, P E $ ~ “. From what we already know for the 
case p < 1, and as v is fixed, 
lim sup e,.(m - v; m - v; 0; p)“” log m < e’ ~ ‘jp. 
m-m 
(3.10) 
Next, let m - v + 1 < j 6 ,um and apply Lemma 3.1 to f * (with g = f * - P, 
h=l,c=l,Q=l). Weobtain 
Ilf*(i)llp,l=min(II(f*-P)“‘II,,: PE$~} 
< K,j! min{ IIf*- PIIoo,z: PE~-~}, (3.11) 
where K, depends only on f *. Using (3.1 I), Stirling’s formula, and the fact 
that f * has order <p, we see 
lim sup ( max I~f*(i)llp,,)llmhm 
m-c.2 m--v+l<jCpm 
6 lim sup ( max ,(ilogj)(l- ll~))llm km 
m-m ,,-V+l<J<pm 
= max(e’ - UP, eP’(’ - NJ)}~ 
Now (3.9), (3.10), and (3.12) yield the result. 1 
(3.12) 
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The difference between the cases ,U < 1 and p > 1 evidently arises from the 
fact that for p > 1, the order of the derivative (namely [pm]) exceeds the 
order of the rational or polynomial approximation. 
4. CONVERSE RESULTS 
As a first step towards establishing a converse result for Theorem 3.3, we 
prove 
LEMMA 4.1. Let f(z)=~,YOfjzi b e anaZytic in IzI < 1. Let 1 < p< co. 
Further let A be an infinite sequence of positive integers. Assume there exist 
finite 8 andfinite nonnegative p such that 
lim sup e#m; m; 0; p)“m’ogm < ee. 
m-cc me/l 
(4.1) 
Let p be the number uniquely defined by the following equations: 
I/~=~-- if PQ 1, 
=1-e if p~>l and k0, 
= i - eip if p>l and 820. 
Then ifO<p< 1 or ife<O, 
lim sup 1 f, + 1 1 lb log m < e - l/O, 
m-cc 
meA 
(4.2) 
(4.3A) 
while ifp~> 1 and 830, 
lim sup (max{ lfil lfi’Ogj: pm+ 1 <jdp(m+ l)})<e-‘lP. (4.3B) 
m-m mEA 
Proof. We prove first (4.3B). Let I = [pm]. Then if pm + 1 <j< 
,u(m+ 1) and PEAR, we have for r< 1, 
fi= (f - P)(j) (0)/j! = [(f - P)c’)]c’-r) (0)/j! 
(j-l)! 1 =-- 
j! 271i s 
(f-P)(~)(z)z-(i-‘+‘)dz. 
1~1 =r 
As P was any polynomial of degree <m and as the L, norm increases 
monotonically with r, we deduce 
lfil d {(j- V/j!} e&w m; 0; p). (4.4) 
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Now lim m..+ o.j/m = p uniformly for the range of j considered while 
lim, + oo l/m = p. Using Stirling’s formula, we deduce 
lim sup (max{((j-l)!/j!)ll”“gj: pm + 1 < j<p(m + 1))) =e-r, (4.5) 
m+co 
Further from (4.1), (4.2), we see that 
lim sup (max{ef(pm; m; 0; p)lNlogj: ,um + 1 <j< p(m + 1))) 
m-tee 
meA 
< ee/P = el - l/P (4.6) 
Then (4.3B) follows from (4.4~(4.6). 
The cases where 0 < p< 1 or 8 < 0 are easier: Let p- = min{p, 1 } and 
I= [p-m]. As before one obtains 
Ifm+ll G {(m+ 1 -V/h+ I)!) ef(w;m; 0; PI, 
and using (4.1) and (4.2), 
limsup ~fm+l(l’m’ogm<e elimsup{(m+l-I)!/(m+l)!}l~m’“gm 
m-m m-m 
=ee-r- =e-llP . I 
We can now prove the converse of Theorem 3.3 for the case v =O, in 
which there is no restriction on the size of p. 
THEOREM 4.2. Let f(z) be analytic in IzI < 1. Let 1 <p< co. Assume 
there exist finite 6 andfinite nonnegative p such that 
lim sup eJpm; m; 0; p)“” log m < ee. 
nl-cc 
Let p, the number uniquely defined by the equations (4.2), be positive. Then f 
is the restriction to {z: JzI c 1 } of an entire function of order at most p. 
Proof Write f(z) = ~,Z~~&zj. By Theorem 2 in [6], it sulIices to show 
lim sup If;1 W logj .g e - VP. (4.7) 
j - 02 
Now (4.1) holds for n being the sequence of all positive integers. In the 
cases where p< 1 or 0 < 0, (4.7) follows from (4.3A). In the case where 
p > 1 and 0 > 0, (4.7) still follows from (4.3B), since the set of all positive 
integers exceeding p is contained in the set 
640/44/3-2 
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We note that p, defined by (4.2), is positive provided 19 c p, and that this 
latter condition is satisfied in Theorem 3.3 (with the obvious choices of 0). 
As an immediate corollary of Theorems 3.3 and 4.2 we have 
COROLLARY 4.3. Zf f(z) is entire of order p < 00 and tf 1 < p < co, we 
have 
lim sup e/&m; m; 0; p)“” log m 
m-too 
= 
i 
e” - VP 3 p<l 
max{el-‘lP, eP’(‘-‘lP)}, p> 1. 
The converse of Theorem 3.3 for v > 0 seems much harder, and we can 
prove it only for p, p such that 6 < 0 in (4.2). The techniques used below 
are largely due to Cirka [I], Grigorjan [3] and both their work owes 
much to GonEar. First, we note the following lemma from [l, p. 1261: 
LEMMA 4.4. Let Q(z) be a polynomial of degree <m normalized so that 
IlQll co,1 = 1. Then the set {z: IzI <E-I/~, IQ(z)1 <em} can be covered by a 
finite number of balls, the sum of whose diameters does not exceed A&li3, 
where A is an absolute constant. 
THEOREM 4.5. Let fE A,. Assume there exist l~p~co,O~~<co, 
8 < 0 and a nonnegative integer v such that 
lim sup ef(um; m; v; p)“” log m < ee. 
m-too 
(4.8) 
Let p be the number uniquely defined by Eqs. (4.2). Then f is the restriction 
of a function meromorphic in @ of order at most p < co and with poles of 
total multiplicity 6 v < co. 
Proof We prove this in steps. Let R E &, satisfy 11 f - R,IIp,l,Nm = 
er(um; m; v; p), m = 1, 2 ,.... 
Step 1. Let A = { rnk}pZ I be an increasing sequence of integers such 
that 
2k<mk<2k+1, k = 1, 2, 3 ,... (4.9) 
We show that as m + co, me A, RX’ converges outside a thin set for 
j=o, 1, 2 ).... Write gk = R,,+, - R,, = Pk,JQk, a rational function of type 
(m k+ I + v, 2~). We normalize Qk so that IIQkll oo,l = 1. By induction onj, we 
see that 
gV’(Z) = Pk,j(Z)/(Qk(Z))i+ ‘2 (4.10) 
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where Pk,j is a polynomial of degree at most mR + , + v + (2v - 1) j. Then 
for 0 <j< pmk, (4.9) shows that P,j has degree at most A, mk, where Al is 
independent of j and k. 
Next, if 0 < q < 1 is fixed, Cauchy’s integral formula and (4.10) show that 
IIpk,jllm,l-~~Vi IIpk,jllp,l G9-l IlgY)llp,l 
=q-‘[l(f-R p)+(R mk mk+, -fPllp,l. (4.11) 
Let ck = exp( -log m,Jlog log mk) and rk = log mk, k = 1,2,.... Further let 
cf$ = {z: (21 < &i1’3, lQ,Jz)l <$“}. Then for all O< j<pm,, all IzI 6 rk, 
z 4 &“, we have by (4.8), (4.10), (4.1 l), and the Walsh-Bernstein lemma [ 11, 
P. 771, 
Igj()(z)( 6 EF*v(~+ I) IIP .jl 
k,J m2.k 
< Ek -2”(lrmk+1)(rJ(l -~))A'mkIIPk,jllm,l-9 
6 emkbZmk(@ + O(l)) (4.12) 
Here, of course, the o(1) term is independent of z and j. 
Now, by Lemma 4.4, gk can be covered by open balls, the sum of whose 
diameters does not exceed A.c~‘~. Let pk = u jak 4.. Then Fk iS covered by 
balls, the sum of whose diameters is at most A Cjs k &,!I3 + 0 as k -+ 00 (by 
(4.9) and our choice of Q). Since 8 < 0, we deduce from (4.12) that for 
and so 
,‘rlm R;‘(z) =fi(z) 
meA 
(say) 
exists, Further, if m = mk, we have uniformly for (zl 6 rk such that z $! flk, 
max Ijj(z) - R(j)(z)l = max m 
Osj<pm 
o~j~l, ,Ek gw I I > 
< ,mb3mce+ocl,, (4.13) 
Step 2. Choose a subsequence A 1 of A such that as m + GO, m E A,, the 
poles of R, converge to at most v points a,, c(~,..., c1,, say. We show that f 
may be continued analytically to @\{a,, CQ,..., CL”}, and that R, ---*fin this 
latter set, as m+oz,mEA,. 
Let 0 c 6 < 1. For large m’ = mk’ E A,, PkP can be covered by balls whose 
sum of diameters is less than 6. Hence one can find circles centered on 
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aI, a2 ,..., a, of radius between 6 and 26, and a large circle C, centre 0, with 
radius between l/6 - 6 and l/6 not intersecting &. We can assume 6 is so 
small that none of these circles intersect. Let 9 denote the bounded con- 
nected open set whose boundary 69 is formed by these circles. Since 
& c Fk, for k 2 k’, we see 69 does not intersect & for k > k’. 
Furthermore, for large m E A r, R, is analytic inside 9 and on 69, and 
by (4.13), {R%n.., is uniformly bounded on 69 for each j > 0, and con- 
verges on 69. By the convergence-continuation theorems (Stieltjes-Vitali 
theorem), Rg) converges uniformly in 9 to a function fj analytic in 9 as 
m+co,mEA,. Furthermore as 9 has nonempty intersection with the 
open annulus in which f is analytic, we see from (4.8) and (4.13) and well- 
known uniqueness results in HP spaces of finitely connected domains that 
f. continues f analytically to 9. The uniform convergence of { Rg)},,, E n, to 
f, ensures that fi = f ,$jj = f (j). 
Finally, as 6 > 0 was arbitrary, it follows that f can be continued to a 
function analytic in a=\{ a,, a1 ,..., a,}. It is easy to see that f can have at 
most poles of total multiplicity v < co. For if S, is the denominator of 
R,, m E A 1, normalized to be a manic polynomial of degree at most v, we 
know 
>?m M4Uz)=f(~) fi (z-ak) 
msn, k=l 
(4.14) 
uniformly in compact subsets of C\{a,, a*,..., a,}. Since each R,S, is a 
polynomial, these functions must converge as m -+ 00, m E A, for 
z = aI, az,..., a, also, and so the right-hand side of (4.14) is entire. Hence f 
has poles of total multiplicity at most v. 
Step 3. We show f has order at most p. Write f = f * + 9 and 
R, = 9’: + P,, where P’,.Pz are, respectively, the principal parts off and 
R, in @. It is easy to see then that 9 (j), 9:) are the principal parts of 
f(j), R!,$, respectively, in @. Furthermore we see f * is entire and 9’2 is a 
polynomial of degree at most m. 
Let A,, 6, C, and 9 be as in Step 2. Recall that C was a circle with cen- 
tre 0 of diameter between l/6 and l/6 -6. By (4.13) and as Fk did not 
intersect C for k 2 k’, we have for m = mk, 
max max IfW(z)- @.I)( )I < em*og"'(e+o(l)). m z 
zsC O<jbpm 
By Theorem 1 in Grigorjan [3], there exists K depending only on C such 
that for m = mk, 
max max IS*(j)(z) - P;(j)(z)1 < K(2v)(pm + 1) emlogm(e+o(l)). 
zeC O<jCpm 
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As C contains the unit circle in its interior, we deduce 
lim sup e&m; m; 0; cO)l’m’ogm <es. 
m-m men, 
(4.15) 
Since A, was any subsequence of A for which the poles of R,, m E A,, con- 
verged and since f* is independent of /1, (being the unique entire part of 
the unique analytic continuation off), we deduce that (4.15) holds with /ii 
replaced by A. Finally, because n was any sequence for which (4.9) held, 
we claim that (4.15) holds with /1, replaced by the sequence of all positive 
integers. For suppose we can find an increasing sequence & for which 
lim sup ef.(pm; m; 0; ~0)~‘~~~~ m > ee. 
m-em l?IEAO 
(4.16) 
We can assume A, = {mk}T, where mk 3 2k, k = 1, 2,.... By “filling in” gaps 
in the sequence /i, in an obvious manner, we can ensure that (4.9) holds 
for .4,, while (4.16) still holds for the enlarged sequence. This contradicts 
(4.15), which holds with A, replaced by A,. 
Thus (4.15) holds for the full sequence of positive integers replacing LI, . 
By Theorem 4.2, f* has order at most p. Hence f, being the sum off* and 
a rational function, has order at most p. Note that p > 0 as 8 < 0. 1 
For p = 0, Theorem 4.5 is related to Theorem 2 in Saff [lo]. 
COROLLARY 4.6. Let f be meromorphic in @ of order p -C 00 with poles of 
total multiplicity <v < 00, none lying on the unit circle. If either p < 1 and 
p-cl/p, orp>l and l-l/p<O, then 
lim sup ef( pm; m; v; p)‘jm log m = 
i 
eP - VP 
e1 _ l,P’ 
p<l (4.17) 
m-m 7 P>l 
for all 1 <p< 00. 
Remarks. (a) It seems certain that (4.17) should hold without the 
restrictions on p and p above, provided one replaces e1 - ‘lp by 
max{el - l/P, eP(’ - UP)}. 
(b) Even for p = 0, (4.17) does not seem to appear in the literature. 
There is no possibility of a similar converse result for diagonal rational 
approximations. For if we let E > 0 and f(z) = C,“=, n-‘“*‘/(z - ct,), where 
the (a,} are dense in @\{z: 1 > (zl > 1 -E} and 11 - la,,11 > l/n, n = 1,2,..., 
then f is analytic only in {z: 1 > (zl > 1 - E}, but 
,Ir-“, 11 f(z) - f n-‘“*)/(z - CZJ $f;:” = 0. 
n=l 
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Thus (3.4) holds with p = 0 for all p 2 0. So (3.4) does not entail that fcan 
be continued analytically to a meromorphic or quasi-meromorphic 
function outside its annulus of analyticity. 
Even for entire functions, a converse result is not possible. As Karlsson 
[S, p. 421 remarks, for f(z) = e’, we have 
but one can construct entire functionsfof order p for which 
lim sup ef(O; m; m; co )‘lm log m = e - lip. 
m-rat 
Still, we offer the following conjecture which will be of interest even for 
p=o: 
Conjecture. Let f be meromorphic in @ and analytic on the unit circle. 
Suppose that for some 0 6 p d 1 and 1~ p < 00, 
lim sup e&m; m; m; p)l’m’ogm < ePe21p. 
m--roe 
Then f is meromorphic of order 6p. 
5. EXTENSIONS 
In this section, we mention without proof two theorems which extend, or 
relate to, the results in Sections 3 and 4. First, a result for functions with 
finite radius of analyticity. 
THEOREM 5.1. (i) Let r> 1. Let f(z) be analytic in (zl <I, but not 
analytic in IzI < r’ for any r’ > r. Then for 1 < p < co and 0 < p < 00, 
lim sup ef(pm/log m; m; 0; p)“” = eP/r. 
m-02 
(5.1) 
(ii) Assume that f(z) is analytic in IzI < 1 and that (5.1) holdsfor some 
16 p< oo,O<p< co and r> 1. Then f is the restriction to IzI < 1 of a 
function f analytic in (zl < r, but not in IzI < r’ for any r’ > r. 
Next, we mention an extension of Theorem 3.2 whose proof may be 
based upon Theorem 3.2. It is in the same spirit as Theorems 1, 2 in Edrei 
[2] and Theorem 1 in Cirka [ 11. Let us say that a function f has 
singularities of order p < 03 in @ if it has a representation 
f(z)=ho(z)fi hj(l/(z-zj)) 
j= 1 
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where v is a nonnegative integer, zl, z2 ,..., z, E @ and ho, h, ,..., h, are 
meromorphic of order p,,, p 1 ,..., p,,, respectively, with p = c;=, pi. 
THEOREM 5.2. Let f have singularities of order at most p < CC in C and 
let f be analytic on the unit circle. Then for 0 <p < co and 1 < p Q co, 
lim sup er(um; m; m; p)“” log m < ep - ‘le. 
m-m 
6. THE ROLE OF THE LAST DERIVATIVE 
In the previous sections, we have seen the significant role of the “last” 
derivative, for most of our estimates were based on the order of decrease of 
11 (f - Z?)‘P”‘ll. We corroborate this role further here by proving that in 
some cases the best approximation off in the norm 11. Ilp,l,, is equivalent to 
best approximation off (‘I in the norm II* IIP,l. The proof is based upon the 
following lemma, which is a complex analogue of a result of Meir and 
Sharma [8, Theorem 33. 
LEMMA 6.1. Let f(z) be analytic in 121 -C r with II f Ilp,r,t< co for some 
1 < p < co and some positive integer 1. Suppose that f (j)(O) = 0, j = 0, 1, 2,..., 
Z- 1. Then for 1 <p< co, we have 
Ilf”‘II < 
+i 
p,r ‘(E-j)! Ilf (‘)llp,,, j=O, 1, 2 ,..., I- 1 (6.1) 
and therefore 
Ilf(‘)llp,r d Ilf Ilp,r,lG Cllf(r)llp,r, (6.2) 
where C=max(r’/j!: jaO} =max{ 1, rCr7/[r]!}, depends only on r. In par- 
ticular for r = 1, we have 
Ilf lIpAl= Ilf (Ylp,l. (6.3) 
Proof The well-known Cauchy’s formula for the solution of the initial 
value problem, 
f”‘(z)=g(z):f(O)=f’(O)= ... =f(‘-‘j(O)=0 
yields 
) f (j)(seie)l = /Ii (~t~tj!‘:,!’ f (‘)(te”) dti 
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j= 0, 1, 2 ,..., I - 1, s c r, 6’ E [0, 2111. This equation may also be proved by 
integrating by parts. If we apply Minkowski’s inequality for functions of 
two variables, namely 
to estimate Ilf(j)II p,S, 1 <p < co, we obtain 
UP Ilf(i)llp,s = ts- f)f-j- 1 fU)(teie) d  
I(s-t)‘-j-‘f(‘)(te”)IPde 
(s - t)‘-j- l Ilf(“IIp,s dt = 
The last inequality holds for any s -C r and this yields (6.1) for 1 < p < CO. 
For p = co, the proof is similar and easier. Finally, (6.2) and (6.3) follow 
immediately from (6.1). 1 
We can now prove our equivalence result. 
THEOREM 6.2. Let f(z) be analytic in IzI < 1. Let m and 1 be positive 
integers such that m > 1. Let 1 <p 6 cc and Ilf IIp,l,l< 00. Let Q* be the 
polynomial of best approximation of degree at most m - I to f (‘) in the norm 
II.IIP,l? that is, 
Ilf(‘)-Q*llp,l=min{Ilf”‘-PIJp,,: PE%~,}. 
Let P* be the polynomial of degree at most m determined by the following 
conditions: 
p*(j)(o) =f*(A(o) j=O, 1, 2 ,..., I- 1, 
p*(l) - - Q*. 
Then P* is a polynomial of best approximation of degree at most m to f in 
the norm (1. IIp,l,,, that is 
Ilf - p* lIp,l,l = q(l; m; 0; PI = Ilf (I) - Q*ll,,~. 
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Proof. Let P be any polynomial of degree at most m. Then 
Iv-- Pllp,l,r~ IV(‘)- p(r)llp,I 
2 IV(‘)- Q*ll,,~ 
= IIf - P*qp,, 
= Ilf- p*llp,l,,> 
by Lemma 6.1, as (f- P*)“‘(O) = 0, j = 0, l,..., I- 1. 1 
Remarks. (a) One can consider the following approximation problem: 
Feiz n oy:r IIP - P’k~‘ll,,,~ . . 
where 0 = k, < k, < *. ’ -C k, < n (Lorentz [7]). Using (6.3) and Theorem 3 
in [7], one can show that the polynomial of best approximation for the 
above problem is non-unique iff$ C$ and rkl/kl! < 1. In particular, this is 
always the case if r < 1. 
(b) Proceeding in the same way as above one can show that 
ef(l; m; n; P) = R$Lmn IV(‘)- R(‘)II,,, 
provided m -II > I and provided the rational functions R are restricted to 
have their poles in {z: Izl > l}. In particular under these restrictions, we 
have for p < 1, v a fixed positive integer and m > v/( 1 - p), 
e,-(pm; m; v; p) = ,ininmv Jlfcrm) - R(Pm)IIp,, . 
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