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5 On various approaches to Besov-type
spaces of variable smoothness∗
A. I. Tyulenev
Abstract
The paper is concerned with Besov spaces of variable smoothness Bϕ0p,q(R
n, {tk}), in
which the norms are defined in terms of convolutions with smooth functions. A relation
is found between the spaces Bϕ0p,q(R
n, {tk}) and the spaces B˜
l
p,q,r(R
n, {tk}), which were
introduced earlier by the author.
Keywords: Besov spaces of variable smoothness, weighted Besov-type spaces
1 Introduction
Besov-type spaces of variable smoothness have been studied extensively during
the last 30 years. We point out only a few of the landmarks in the extensive
literature on Besov spaces of variable smoothness (and their generalizations):
[19], [11], [1], [10], [8], [4], [5].
For further purposes we shall introduce a special class of weight sequences.
By a weight sequence (which will be denoted by {sk}, {tk}) we shall mean
a function sequence whose elements are measurable functions that are positive
almost everywhere on Rn.
Definition 1.1: A weight sequence {sk} = {sk(·)}
∞
k=0 will be said to lie in Y
α3
α1,α2
if, for α3 ≥ 0, α1, α2 ∈ R,
1) 1
C1
2α1(k−l) ≤ sk(x)
sl(x)
≤ C12
α2(k−l), l ≤ k ∈ N0, x ∈ R
n;
(1.1)2) sk(x) ≤ C2sk(y)(1 + 2
k|x− y|)α3 , k ∈ N0, x, y ∈ R
n;
here C1, C2 are positive and independent of x, y and k, l.
In the majority of papers known at present the Besov spaces of variable
smoothness were defined in terms of the Fourier transform.
Let Bn be the unit ball of Rn, Ψ0 ∈ S(R
n), Ψ0(x) = 1 for x ∈ B
n, suppΨ0 ⊂
2Bn. For j ∈ N, we set Ψj(x) := Ψ0(2
−jx)−Ψ0(2
−j+1x), x ∈ Rn.
∗This research was carried out with the financial support of the Russian Foundation for
Basic Research (grant nos. 11-01-00744, 10-01-91331) and the program “Development of the
Scientific Potential of Higher Learning Institutions” of the Ministry of Education and Science
of the Russian Federation (project no. 2.1.1/1662).
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Definition 1.2: Let p, q ∈ (0,∞], α1, α2 ∈ R, α3 ≥ 0, {sk} ∈ Y
α3
α1,α2
. By
B
{sk}
p,q (Rn) we shall denote the space of all distributions f ∈ S′(Rn) with fi-
nite quasi-norm
‖f |B{sk}p,q (R
n)‖ := ‖sjF
−1(ΨjF [f ])|lq(Lp(R
n))‖. (1.2)
In (1.2) the symbols F and F−1 denote, respectively, the direct and inverse
Fourier transforms.
Definition 1.2 is not satisfactory by the following reasons. First, a weight
sequence {sk} contains the functions which increase slowly at infinity. Moreover,
each weight function sk has no points of singularity or degeneracy points.
An axiomatic approach to function spaces was developed in [19], [11]. A
more general (than Lp) function space satisfying a certain set of axioms was
used on the right of (1.2). This approach is capable of dealing with weighted
Besov spaces of variable smoothness {sk} ∈ Y
α3
α1,α2
(with weights satisfying the
doubling property).
Besov spaces of variable smoothness with norm defined in terms of classical
differences were studied in [4], [5] for p, q ∈ (1,∞). Moreover, a wider (in
comparison with Y α3α1,α2) class of weighted sequences
locY α3α1,α2 was examined—
this class differs from the class Y α3α1,α2 in that condition 2) in Definition 1.1 is
replaced by the condition
2′) sk(x) ≤ C2sk(y)2
kα3 , k ∈ N0, |x− y| ≤ 2
−k. (1.3)
We pursue two goals in this paper. First, we want to extend the theory of the
spaces B
{sk}
p,q (Rn) with p, q ∈ (0,∞] to a much wider class of weight sequences.
In doing so, the approach developed by Rychkov [13] will be used instead of
the Fourier analysis. The class of weighted sequences to be introduced below
turns out to be so broad that it will envelope both the weighted Besov spaces
of [13] and the Besov spaces of variable smoothness (only for constant p and q)
which were actively studied by H. Kempka with coauthors in [10], [8] (for details
see Remark 2.4 below). It is also worth noting that Besov spaces of variable
smoothness are first dealt with in this degree of generality.
Second, we will establish the relation between the spaces appearing as a re-
sult of such extension and the spaces B˜lp,q,r(R
n, {tk}), which were introduced
by the author in [16] using the methods of nonlinear spline approximation. The
space B˜lp,p,r(R
n, {γk}) (with 1 ≤ r < p < ∞) arises in the natural way as the
trace space of the weighted Sobolev space W lp(R
n, γ) with weight γ ∈ Alocp
r
(Rn)
(for details, see § 3 of [16]). Hence, the problem of finding an equivalent de-
scription of the space B˜lp,q,r(R
n, {tk}) is of great importance in some practical
applications (for details see § 5).
2 Auxiliary results
The following convention will be followed throughout the paper: when no limits
of integration are explicitly shown, it is to be understood that the integration
is taken over the space Rn.
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By D(Rn) we shall denote the linear space of compactly supported infinitely
differentiable functions; the topology on this space is standard (see, for example,
Ch. 6 of [12]). Next, D′(Rn) will denote the linear space of continuous linear
functionals onD(Rn). Following [13] we shall be concerned only with functionals
from the space Se(R
n) ⊂ D′(Rn). Note that f ∈ Se(R
n) if and only if
|〈f, ϕ〉| ≤ Cf sup{|D
αϕ(x)| exp(Nf |x|), x ∈ R
n, |α| ≤ Nf}, ϕ ∈ D(R
n).
Given a function g ∈ D(Rn), we set gj := 2
jng(·2j), j ∈ N.
Next, for a function ψ ∈ D(Rn) we let Lψ denote the supremum of L such
that ∫
xβψ(x) dx = 0, |β| ≤ L. (2.1)
A function ψ is said to have zero moment of order L if condition (2.1) is
satisfied.
In what follows Qn will denote a cube in the space Rn with sides parallel to
coordinate axes, r(Qn) will denote the side length of Qn. For δ > 0, by δQn
we shall mean the cube, concentric with a cube Qn, with side length r(δQn) :=
δr(Qn). By Qnk,m we denote a dyadic cube of rank k. More precisely, Q
n
k,m :=
n∏
i=1
(
mi
2k
, mi+1
2k
)
, Q˜nk,m :=
n∏
i=1
[ mi
2k
, mi+1
2k
) for k ∈ N0, m ∈ Z
n. We set also
In := (−1, 1)n.
For p ∈ (0,∞] and a measurable set E of positive measure, we let Lp(E)
denote the set of all classes of equivalent measurable functions with finite quasi-
norm ‖f |Lp(E)‖ :=
(∫
E
|f(x)|p dx
) 1
p
(for p = ∞ the corresponding modifica-
tions are straightforward: the integral is replaced by ess sup). Given q ∈ (0,∞],
we let lq denote the linear space of all real sequences {ak} with finite quasi-norm
‖ak|lq‖ :=
(
∞∑
k=1
|ak|
q
) 1
q
(for q = ∞ the corresponding norm is defined using
the supremum).
By a weight we shall mean an arbitrary measurable function that is positive
almost everywhere. For the definition and basic properties of the weighted class
Alocp (R
n) for p ∈ (1,∞] we refer the reader to [13].
Throughout, by c or C we shall denote insignificant constants, which may be
different in different inequalities. The constants will not be labeled. Sometimes,
when it is essential for the understanding of the exposition which follows, we
shall indicate the parameters on which some or other constant is dependent.
In the present paper we shall slightly modify the definition of the weight
class Xα3α,σ,p, which was introduced by the author in [16].
A sequence of weights {tk} is said to be p-admissible for p ∈ (0,∞] if tk ∈
Llocp (R
n), k ∈ N0.
Let {tk} be a p-admissible weight sequence. By {tk,m} we shall denote the
multiple sequence defined by
tk,m := ‖tk|Lp(Q
n
k,m)‖, k ∈ N0, m ∈ Z
n, (2.2)
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and by {tk} we shall denote the weight sequence
tk(x) := 2
kn
p
∑
m∈Zn
tk,mχQ˜n
k,m
(x), k ∈ N0, x ∈ R
n.
Definition 2.1: Let p, σ1, σ2 ∈ (0,∞], let α
1 := {α1k}, α
2 := {α2k} be sequences
of positive real numbers, and let α3 ≥ 0. We set σ := (σ1, σ2), α := (α
1, α2).
By Xα3α,σ,p we shall denote the set of all p-admissible weight sequences {tk} :=
{tk}
∞
k=0 such that, for some C1, C2 > 0,
1)
(
2kn
∫
Qn
k,m
t
p
k(x)
) 1
p
(
2kn
∫
Qn
k,m
t−σ1j (x)
) 1
σ1
≤ C1
α1k
α1j
, 0 ≤ k ≤ j, m ∈ Zn,
(2.3)
2)
(
2kn
∫
Qn
k,m
t
p
k(x)
)− 1
p
(
2kn
∫
Qn
k,m
tσ2j (x)
) 1
σ2
≤ C2
α2j
α2k
, 0 ≤ k ≤ j, m ∈ Zn,
(2.4)
(for p = ∞ or σ1 = ∞ or σ2 = ∞ the modifications in (2.3) and (2.4) are
standard).
3) for all k ∈ N0
0 < tk,m ≤ 2
α3tk,m˜, m, m˜ ∈ Z
n, |mi − m˜i| ≤ 1, i = 1, . . . , n. (2.5)
Remark 2.1: Let parameters c1, c2 ≥ 1 and sequence {tk} ∈ X
α3
α,σ,p be fixed.
Then it easily follows from (2.5) that
1′)
(
2kn
∫
c1Q
n
k,m
t
p
k(x)
) 1
p
(
2kn
∫
c2Q
n
k,m
t−σ1j (x)
) 1
σ1
≤ C′1
α1k
α1j
, 0 ≤ k ≤ j, m ∈ Zn,
(2.6)
2′)
(
2kn
∫
c1Q
n
k,m
t
p
k(x)
)− 1
p
(
2kn
∫
c2Q
n
k,m
tσ2j (x)
) 1
σ2
≤ C′2
α2j
α2k
, 0 ≤ k ≤ j, m ∈ Zn.
(2.7)
Here, the constants C′1, C
′
2 depend only on the constants C1, C2, c1, c2, α3, σ1, σ2, p.
Remark 2.2: Let α1, α2 ∈ R, {α
1
k} = {2
kα1}, {α2k} = {2
kα2}. If under these as-
sumptions one requires that conditions (2.3), (2.4) were satisfied for the weight
sequence {tk} (instead of {tk}), then Definition 2.1 is equivalent to the corre-
sponding definition from [16].
The following elementary assertion will be useful in § 3.
Lemma 2.1: Let α3 ≥ 0, σ1, p ∈ (0,∞], σ2 = p, let {α
1
k}, {α
2
k} be sequences of
positive real numbers. Next, let a p-admissible weight sequence {tk} ∈ X
α3
α,σ,p.
Then the weight sequence {tk} ∈ X
α3
α,σ,p.
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Proof. It is clear that estimates (2.4), (2.5) holds with {tk} instead of {tk}.
Note that the exponent σ1 may be written as σ1 = θp
′
θ with some θ ∈ (0, p]
(here we assume that θp′θ = ∞ for p
′
θ = ∞ and pθ = 1 for p = θ ∈ (0,∞]).
Hence, by Ho¨lder’s inequality,
2−
kn
θ =
( ∫
Qn
k,m
tθk(x)
tθk(x)
dx
) 1
θ
≤
( ∫
Qn
k,m
t
p
k(x) dx
) 1
p
( ∫
Qn
k,m
t−σ1k (x) dx
) 1
σ1
. (2.8)
A direct calculation using estimate (2.8) gives (2.3) with {tk} instead of {tk}.
Remark 2.3: Let p ∈ (0,∞], α1, α2 ∈ R
n, {α1k} = {2
kα1}, {α2k} = {2
kα2}.
The embedding locY α3α1,α2 ⊂ X
α3
α,σ,p for all σ1, σ2 ∈ (0,∞] can be proved by
elementary estimates. However, if, when considering the class Xα3α,σ,p, one is
content only with such p-admissible weight sequences {tk} for which {tk} = {tk},
then Xα3α,σ,p ⊂
loc Y α3α1− nσ1 ,α2+
n
σ2
.
Example 2.1: We give an example illustrating the advantage of Definition 2.1
over Definition 1.1. Let p ∈ (0,∞), r ∈ (0, p), a weight γp ∈ Alocp
r
(Rn), and
a weight sequence {sk} ∈
loc Y α3α1,α2 . We set tk(x) = sk(x)γ(x) with x ∈ R
n,
k ∈ N0. Now a direct calculation using the definition of the class A
loc
p
r
(Rn)
(see [13]) shows that {tk} ∈ X
α3
α,σ,p with σ1 =
pr
p−r , σ2 = p, {α
1
k} = {2
kα1},
{α2k} = {2
kα2} (with some α1, α2 ∈ R). Thus, a multiplication of a fairly ‘good’
sequence {sk} by a sufficiently ‘bad’ weight γ does not impair the exponents
α1, α2 (of course, if we are dealing with the class X
α3
α,σ,p).
Definition 2.2: Let p, q, σ1, σ2 ∈ (0,∞], α3 ≥ 0, and let α
1 := {α1k}, α
2 :=
{α2k} be sequences of positive numbers. Assume that a weight sequence {tk} ∈
Xα3α,σ,p. Let ϕ0 ∈ C
∞
0 (R
n). We set ϕ(x) := ϕ0(x) − 2
−nϕ0(
x
2 ) for x ∈ R
n. By
Bϕ0p,q(R
n, {tk}) we denote the set of all distributions f ∈ S
′
e with finite quasi-
norm
‖f |Bϕ0p,q(R
n, {tk})‖ :=
( ∞∑
k=0
‖tk(ϕk ∗ f)|Lp(R
n)‖q
) 1
q
(2.9)
(the modifications of (2.9) in the case q =∞ are clear).
Let r ∈ (0,∞], f ∈ Llocr (R
n), l ∈ N. We set (the modification in the case r =∞
is clear)
∆l(h)f(x) =
l∑
i=0
(−1)l+iCil f(x+ ih), x ∈ R
n, h ∈ Rn;
δlr(x+ 2
−kIn)f :=
(
22kn
∫
x+ I
n
2k
∫
In
2k
|∆l(h)f(y)|rdh dy
) 1
r
, x ∈ Rn, k ∈ N0.
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Definition 2.3 (see [16]): Let p, q, r, σ1, σ2 ∈ (0,∞], α3 ≥ 0, α
1 := {α1k}, α
2 :=
{α2k} be sequences of positive numbers. Assume that a weight sequence {tk} ∈
Xα3α,σ,p. By B˜
l
p,q,r(R
n, {tk}) we denote the class of functions f ∈ L
loc
r (R
n) with
finite quasi-norm
B˜lp,q,r(R
n, {tk}) :=
:=
( ∞∑
k=0
‖tkδ
l
r(·+ 2
−kIn)f |Lp(R
n)‖q
) 1
q
+ ‖t0‖f |Lr(·+ I
n)‖|Lp(R
n)‖ (2.10)
(the modifications of (2.10) in the case q =∞ are clear).
Remark 2.4: Let p ∈ (0,∞), s ∈ R, {α1k} = {α
2
k} = {2
ks}, a weight γp ∈
Aloc∞ (R
n) and Lϕ ≥ [s] Taking {tk} = {2
ksγ} in the Definition 2.2 we obtain
the definition of the weighted Besov space of [13]; we denote this space by
Bsp,q(R
n, γ). It is known that in the case γ ∈ A∞(R
n) and Lϕ ≥ [s] the definition
of the weighted Besov spaces, as given in terms of the Fourier transform (see the
introduction), and the definition in terms of convolutions with smooth functions
are equivalent (see [13] for details).
Arguing as in the proof of Proposition 1.2 of [14] and using Theorems 3.6
and 3.8 of [?], one may show that, for p, q ∈ (0,∞], {sk} ∈ Y
α3
α1,α2
and Lϕ ≥ [α2],
the space Bϕ0p,q(R
n, {sk}) ∩ S
′(Rn) coincides with the space B
{sk}
p,q (Rn) (Defini-
tion 1.2), the corresponding norms being equivalent.
Theorem 2.1 (Hardy’s inequality): Let 1 ≤ s ≤ ∞ and let {ak}, {βk} be se-
quences of positive real numbers. Then the inequality( ∞∑
k=0
βskb
s
k
) 1
s
≤ C
( ∞∑
k=0
βska
s
k
) 1
s
(2.11)
(with straightforward modifications in the case s = ∞) holds with constant
C > 0 independent of the sequences {ak} in the cases:
1) bk ≤ C
′
( ∞∑
j=k
ak
)
if sup
n∈N
( n∑
k=0
βsk
) 1
s
( ∞∑
k=n
β−s
′
k
) 1
s′
<∞, (2.12)
2) bk ≤ C
′
( k∑
j=0
ak
)
if sup
n∈N
( ∞∑
k=n
βsk
) 1
s
( n∑
k=0
β−s
′
k
) 1
s′
<∞. (2.13)
For s ∈ (1,∞) a proof is given in [3]. The cases s = 1 and s = ∞ are clear
and are verified directly.
3 The space Bϕ0p,q(R
n, {tk})
In this section we show that the norms (2.9) are equivalent with various functions
ϕ0 under fairly weak constraints on a variable smoothness {tk}.
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To this aim we shall modify and substantially simplify the methods of [13].
In particular, the use of the theorem on the boundedness of the local maxi-
mal Hardy–Littlewood operator in weighted Lebesgue spaces (see [13]) will be
avoided. The crux of such a simplification in the ‘correct definition’ of the weight
class Xα3α,σ,p (Definition 2.1) and the use of the maximal function MA(m, j, c)
(see below).
Let A > 0 and let a function ϕ0 ∈ D(R
n),
∫
ϕ0(x) dx = 1, ϕ = ϕ0 −
2−nϕ0(
·
2 ). Given a distribution f ∈ S
′
e, consider the following maximal function
MA(m, j, c)[f ] := sup
k≥j
2A(j−k) sup
y∈cQnj,m
ϕk ∗ f(y), m ∈ Z
n, j ∈ N0, c ≥ 1.
(3.1)
A similar construction was used in [13]. The advantage of our construction
is that it is local and proves more natural when working with spaces of variable
smoothness.
Let c ≥ 1, m ∈ Zn, j ∈ N0. Then, as is easily seen, MA(m, j, c) < ∞ with
f ∈ S′e, A ≥ Nf .
We shall require the following crucial fact from [13].
Theorem 3.1 (the local reproducing formula): Let ϕ0 ∈ D(R
n) and
∫
ϕ0 dx = 1.
We set ϕ := ϕ0− 2
−nϕ0(
·
2 ). Then, for any number A ≥ 0, there exist functions
ψ0, ψ ∈ D(R
n) such that Lψ ≥ A and, for any distribution f ∈ D
′(Rn),
f =
∞∑
j=0
ψj ∗ ϕj ∗ f in the sense of convergence in D
′(Rn). (3.2)
The estimates from the following two lemmas will be crucial in the subse-
quent analysis.
Lemma 3.1: Let r ∈ (0,∞), c1 ≥ 1, A > 0. Then there exist constants C :=
C(n, r, ϕ0, A, c1) > 0, c2(ϕ0, c1, n) ≥ c1 such that, for j ∈ N0, m ∈ Z
n and
f ∈ S′e,
MA(m, j, c1)[f ] ≤ C
( ∞∑
k=j
2(j−k)Ar2kn
∫
c2Q
n
j,m
|ϕk ∗ f(z)|
r dz
) 1
r
. (3.3)
The proof of this lemma mainly follows that of Lemma 2.9 of [13]. We give
a sketch of the proof indicating only the differences appearing in our setting.
In view of (3.2)
ϕj ∗ f = (ψ0)j ∗ (ϕ0)j ∗ ϕj ∗ f +
∞∑
k=j+1
ϕj ∗ ψk ∗ ϕk ∗ f
(as in the proof of Lemma 2.9 of [13]), where one may assume that Lψ > A.
For all k > j we have the following estimate
‖ϕj ∗ ψk|L∞(R
n)‖ ≤ C2(j−k)A+jn
3 The space Bϕ0p,q(R
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with constant C > 0 independent of both k and j (the condition Lψ > A being
useful; see [13] for details).
Hence, taking into account that for k ≥ j the support of the function ϕj ∗ψk
lies in the cube of side length at most c˜2−jn, we have, for i ≤ j,
sup
y∈c1Qni,m
ϕj ∗ f(y) ≤ C
( ∞∑
k=j
2(j−k)A2kn
∫
c2Q
n
i,m
|ϕk ∗ f(z)| dz
)
. (3.4)
If r ≥ 1, then an application of Ho¨lder’s inequality first for integrals and
then for series with exponents r, r′ completes the proof.
If r ∈ (0, 1), then from (3.4) it clearly follows that, for k ≥ j,
2(j−k)A sup
y∈c1Qnj,m
ϕk ∗ f(y) ≤ C
( ∞∑
l=k
2(j−l)A2ln
∫
c2Q
n
j,m
|ϕl ∗ f(z)| dz
)
≤
≤ C(MA(m, j, c1))
1−r
( ∞∑
l=k
2(j−l)Ar2ln
∫
c2Q
n
j,m
|ϕl ∗ f(z)|
r dz
)
.
(3.5)
Now the conclusion of the lemma with A ≥ Nf follows from (3.5), because
we have MA(m, j, c1) < ∞ for A ≥ Nf . Note that the constant C in (3.5)
depends only on n, r, ϕ0, A, c1. The proof is completed by arguing, with small
modification, as at the end of the proof of Lemma 2.9 of [13].
Notation. We need the following notation. Given µ ∈ (0, q], we set qµ :=
q
µ
and denote by q′µ the conjugate Ho¨lder exponent to qµ. For r ∈ (0, p] the
exponents pr and p
′
r are defined similarly.
Lemma 3.2: Let p, q ∈ (0,∞], r ∈ (0, p], σ1 = rp
′
r, σ2 ∈ R and let {α
1
k},
{α2k} be sequences of positive real numbers, α3 ≥ 0. Next, let {tk} be a p-
admissible weight sequence from Xα3α,σ,p, c ≥ 1. Further, assume that, for some
numbers A > 0, µ ∈ (0,min{1, q, r}], condition (2.12) is satisfied with s = qµ,
{βk} = {(2
kAα1k)
µ}. Then, for any distribution f ∈ Bϕ0p,q(R
n, {tk}),( ∞∑
j=0
( ∑
m∈Zn
t
p
j,m(MA(m, j, c)[f ])
p
) q
p
) 1
q
≤ C
( ∞∑
k=0
(∫
Rn
t
p
k(x)(ϕk ∗ f(x))
p dx
) q
p
) 1
q
,
(3.6)
where the constant C := C(n, p, q, µ, α3, {α
1
k}, σ1, c, A, ϕ0) > 0 is independent
of f . (The modifications for p =∞ or q =∞ are clear.)
The proof will be given for p, q 6= ∞ (the case p = ∞ or q = ∞ is treated
similarly). Using first estimate (3.3), and then taking into account that the lq-
norm is monotone in q, employing Minkowski’s inequality for sums (inasmuch
as p
µ
≥ 1), and using Ho¨lder’s inequality with exponents pr and p
′
r for integrals,
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this gives, for j ∈ N0 and µ ≤ min{1, q, r},( ∑
m∈Zn
t
p
j,m[MA(m, j, c)]
p
)µ
p
≤
≤ C
( ∑
m∈Zn
t
p
j,m
( ∞∑
k=j
2(j−k)Ar2kn
∫
c˜Qnj,m
|ϕk ∗ f(z)|
r dz
)µp
µr
) r
p
≤
≤ C
( ∑
m∈Zn
t
p
j,m
( ∞∑
k=j
(
2(j−k)Ar+kn
∫
c˜Qnj,m
|ϕk ∗ f(z)|
r dz
)µ
r
) p
µ
)µ
p
≤
≤ C
∞∑
k=j
2(j−k)Aµ
(
2
knp
r
∑
m∈Zn
t
p
j,m
( ∫
c˜Qnj,m
trk(x)
trk(x)
|ϕk ∗ f(z)|
r dz
)p
r
)µ
p
≤
≤ C
∞∑
k=j
2(j−k)Aµ
(α1j )
µ
(α1k)
µ
( ∑
m∈Zn
∫
c˜Qnj,m
t
p
k(z)|ϕk ∗ f(z)|
p dz
)µ
p
. (3.7)
Here, we also used that 2
knp
r = 2kn + 2kn
p
σ . Now the required assertion follows
from (3.8) and Theorem 2.1 in view of the assumptions on the parameter A and
the sequence {α1k}.
Theorem 3.2: Let p, q ∈ (0,∞], r ∈ (0, p], σ1 = rp
′
r, σ2 = p, let {α
1
k}, {α
2
k}
be sequences of positive real numbers, and let {tk} ∈ X
α3
α,σ,p. Assume that, for
some numbers A > 0, µ ∈ (0,min{1, q, r}] and a function ζ := ζ0 − 2
−nζ( ·2 )
(ζ0 ∈ D(R
n)), condition (2.12) is satisfied with s = qµ, {βk} = {(2
kAα1k)
µ}, and
condition (2.13) is satisfied with s = qµ, {βk} = {(2
−k(1+Lζ)α2k)
µ}. Then
‖f |Bζ0p,q(R
n, {tk})‖ ≤ C‖f |B
ϕ0
p,q(R
n, {tk})‖, (3.8)
the constant C > 0 is independent of the distribution f ∈ S′e.
The proof will be carried out in the cases p, q 6= ∞ (the cases p = ∞ and
q =∞ are simpler and are dealt with similarly).
By the local reproducing formula,
f =
∞∑
k=0
ψk ∗ ϕk ∗ f in the sense of D
′(Rn), (3.9)
where Lψ may be arbitrarily large.
We set ζ := ζ − 2−nζ( ·2 ). According to [13],
‖ζj ∗ ψk|L∞(R
n)‖ ≤ C
{
2(j−k)(Lψ+1)2jn, j < k
2(k−j)(Lζ+1)2kn, k ≤ j.
(3.10)
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The diameter of the support of the function ζj ∗ψk is at most c2
−jn (in the
case k > j) and c2−kn (in the case j ≥ k), the constant c depending only on
ϕ0, ζ0, and n. Combining this with (3.9), (3.10), this establishes
sup
y∈Qnj,m
|ζj ∗ f(y)| ≤
≤
j∑
k=0
2(k−j)(Lζ+1) sup
y∈cQn
k,m˜
|ϕk ∗ f(y)|+
∞∑
k=j+1
2(j−k)(Lψ+1) sup
y∈cQnj,m
|ϕk ∗ f(y)|.
(3.11)
For k < j, the cube Qnk,m˜ is the unique dyadic cube on the right of (3.11)
that has side length 2−k and contains the cube Qnj,m
Choosing Lψ so that A < Lψ + 1, we obtain, for ε = Lψ + 1−A > 0,
∞∑
k=j+1
2(j−k)(Lψ+1) sup
y∈cQnj,m
|ϕk∗f(y)| ≤
∞∑
k=j+1
2(j−k)εMA(m, j, c) ≤ CMA(m, j, c).
(3.12)
Using (3.12) with µ ∈ (0,min{1, p, q}] it is found that( ∑
m∈Zn
t
p
j,m sup
y∈Qnj,m
|ζj ∗ f(y)|
p
) 1
p
≤
≤ C
( ∑
m∈Zn
t
p
j,m
( j∑
k=0
2µ(k−j)(Lζ+1) sup
y∈cQn
k,m˜
|ϕk ∗ f(y)|
µ
) p
µ
) 1
p
+
+C
( ∑
m∈Zn
t
p
j,m[MA(m, j, c)]
p
) 1
p
=: S1,j + S2,j . (3.13)
To estimate S1,j we shall employ Minkowski’s inequality for sums (because
p
µ
≥ 1) and use condition (2.3). We have
S1,j ≤ C
( ∑
m∈Zn
t
p
j,m
( j∑
k=0
2µ(k−j)(Lζ+1) sup
y∈cQn
k,m˜
|ϕk ∗ f(y)|
µ
) p
µ
) 1
p
≤
≤ C
( j∑
k=0
2µ(k−j)(Lζ+1)
(( ∑
m˜∈Zn
Qnj,m⊂Q
n
k,m˜
t
p
j,m
)
sup
y∈cQn
k,m˜
|ϕk ∗ f(y)|
p
)µ
p
) 1
µ
≤
≤ C
( j∑
k=0
2µ(j−k)(−Lζ−1)
(
α2j
α2k
)µ( ∑
m˜∈Zn
t
p
k,m˜ sup
y∈cQn
k,m˜
|ϕk ∗ f(y)|
p
)µ
p
) 1
µ
≤
≤ C
( j∑
k=0
2µ(j−k)(−Lζ−1)
(
α2j
α2k
)µ( ∑
m∈Zn
t
p
k,m[MA(m, j, c)]
p
)µ
p
) 1
µ
. (3.14)
Now the conclusion of the theorem follows from estimates (3.13), (3.14), the
restriction on Lζ, and from Theorem 2.1 and Lemma 3.2.
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Remark 3.1: From Theorem 3.2 it clearly follows that the spaces Bϕ0p,q(R
n, {tk})
and Bζ0p,q(R
n, {tk}) are equal and that the corresponding norms are equivalent,
provided that (2.13) is satisfied with s = qµ, {(2
−k(1+Lζ)α2k)
µ} = {βk}, and in
addition, with s = qµ, {(2
−k(1+Lϕ)α2k)
µ} = {βk}. ¡–ploho
In the particular case when {α1k} = {2
kα1}, {α2k} = {2
kα2} (α2 ∈ R) the
space Bϕ0p,q(R
n, {tk}) is independent of the choice of a function ϕ0 ∈ D(R
n),
provided that Lϕ ≥ [α2], the square bracket denoting the integer part.
In the case p, q ∈ (0,∞], p 6= ∞, r ∈ (0, p), {tk} = {2
ksγ} with s ∈ R,
γp ∈ Alocp
r
(Rn) we obtain one result of [13] (Corollary 2.7)—the independence of
the definition of weighted Besov spaces of the choice of a function ϕ0, provided
that Lϕ ≥ [s].
A closer look at the argument given in the proof of Theorem 3.2 leads to the
following interesting observation.
Theorem 3.3: Let p, q ∈ (0,∞], r ∈ (0, p], σ1 = rp
′
r, σ2 = p, let {α
1
k}, {α
2
k}
be sequences of positive real numbers, and let {tk} ∈ X
α3
α,σ,p. Assume that, for
some numbers A > 0, µ ∈ (0,min{1, q, r}], condition (2.12) is satisfied with
s = qµ, {βk} = {(2
kAα1k)
µ}, and condition (2.13) is satisfied with s = qµ,
{βk} = {(2
−k(1+Lϕ)α2k)
µ}.
Then Bϕ0p,q(R
n, {tk}) = B
ϕ0
p,q(R
n, {tk}), the corresponding norms being equiv-
alent.
The proof requires only minor modifications to that of Theorem 3.2, the
arguments depend upon Lemma 2.1. We omit the details.
Remark 3.2: Theorem 3.3 enables us to get rid of the singularities and degener-
acy points in weights from a sequence {tk}. This fact proves to be a useful tool
in subsequent applications of the spaces Bϕ0p,q(R
n, {tk}). In particular, if p, q ∈
(0,∞], p 6= ∞, γp ∈ Aloc∞ (R
n), Lϕ ≥ [s], then B
s
p,q(R
n, γ) = Bϕ0p,q(R
n, {γk})
where γk(x) = 2
ks+ kn
p
∑
m∈Zn
χ
Q˜n
k,m
(x)‖γ|Lp(Q˜
n
k,m)‖ with k ∈ N0, x ∈ R
n.
4 Comparison of the spaces B˜lp,q,r(R
n, {tk}) and B
ϕ0
p,q(R
n, {tk}).
It is well known (see, for example, § 2.5.3 of [15]) that for {sk} = {2
ks} and
p, q ∈ (0,∞] the spaces B˜lp,q,p(R
n, {sk}) and B
{sk}
p,q (Rn) coincide when s >
nmax{ 1
p
− 1, 0}. However, if s < nmax{ 1
p
− 1, 0}, then the space B
{sk}
p,q (Rn)
(unlike the space B˜lp,q,p(R
n, {tk})) contains the Dirac delta function. In this
section we shall establish the relation between the spaces B˜lp,q,r(R
n, {tk}) and
Bϕ0p,q(R
n, {tk}) under minimal assumptions on the variable smoothness {tk}.
Theorem 4.1: Let p, q ∈ (0,∞], r ∈ [1,∞], θ ∈ (0,min{p, r}], σ1 = θp
′
θ, σ2 ∈
(0,∞], α3 ≥ 0. Assume that the sequence {2
knµ( 1
θ
− 1
r
)(α1k)
−µ} lies in lq′µ for
some µ ≤ min{1, q, θ}. Further assume that a weight sequence {tk} ∈ X
α3
α,σ,p.
Then Bϕ0p,q(R
n, {tk}) ⊂ L
loc
r (R
n).
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The proof will be conducted for p, q 6= ∞. The cases p = ∞ or q = ∞ are
dealt with similarly.
Let f ∈ Bϕ0p,q(R
n, {tk}). From Minkowski’s inequality and since the lq-norm
is monotone in q, we have, for µ ≤ min{1, q, θ}, m ∈ Zn,
Im :=
∞∑
j=0
( ∫
Qn0,m
|ϕj ∗ f(y)|
r dy
) 1
r
≤
[ ∞∑
j=0
( ∫
Qn0,m
|ϕj ∗ f(y)|
r dy
)µ
r
] 1
µ
≤
≤
[ ∞∑
j=0
( ∑
m˜∈Zn
Qnj,m˜⊂Q
n
0,m
( ∫
Qn
j,m˜
|ϕj ∗ f(y)|
r dy
) θ
r
)µ
θ
] 1
µ
(4.1)
Using Lemma 3.1 (with θ instead of r), condition (2.3) and Ho¨lder’s inequal-
ity for integrals, this establishes
∑
m˜∈Zn
Qnj,m˜⊂Q
n
0,m
( ∫
Qn
j,m˜
|ϕj ∗ f(y)|
r dy
) θ
r
≤ 2−nj
θ
r
∑
m˜∈Zn
Qnj,m˜⊂Q
n
0,m
sup
y∈Qn
j,m˜
|ϕj ∗ f(y)|
θ ≤
≤ C2jθ(A−
n
r
)
∑
m˜∈Zn
Qnj,m˜⊂Q
n
0,m
∞∑
k=j
2kθ(
n
θ
−A)
∫
cQn
j,m˜
|ϕk ∗ f(z)|
θ dz ≤
≤ C2jθ(A−
n
r
)
∞∑
k=j
2kθ(
n
θ
−A)
[ ∫
cQn0,m
t
p
0(z) dz
] θ
p
×
×
[ ∫
cQn0,m
(tk(z))
−θp′θ
] 1
p′
θ
[ ∫
cQn0,m
t
p
k(z)|ϕk ∗ f(z)|
p dz
] θ
p
≤
≤ C2jθ(A−
n
r
)
∞∑
k=j
2kθ(
n
θ
−A)
(
α10
α1k
)θ[ ∫
cQn0,m
t
p
k(z)|ϕk ∗ f(z)|
p dz
] θ
p
. (4.2)
The constant C on the right of (4.2) depends on m ∈ Zn.
We first substitute estimate (4.2) into (4.1). Then, for A > n
θ
, we change the
order of summation, apply Ho¨lder’s inequality with exponents qµ, q
′
µ for sums
(here, we set qµ =
q
µ
), and use the condition {2knµ(
1
θ
− 1
r
)(α1k)
−µ} ∈ lq′µ . Hence,
Iqm ≤ C
( ∞∑
j=0
(
2kn(
1
θ
− 1
r
)
α1k
)µ[ ∫
cQn0,m
t
p
k(z)|ϕk ∗ f(z)|
p dz
]µ
p
) q
µ
≤
≤ C
∞∑
k=0
( ∫
cQn
0,m˜
t
p
k(z)|ϕk ∗ f(z)|
p dz
) q
p
.
(4.3)
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From (4.3) it follows that the series
∞∑
j=1
ϕj ∗ f converges in the sense of
Llocr (R
n) to some function g ∈ Llocr (R
n). Hence, since r ≥ 1, this shows that the
series
∞∑
j=1
ϕj ∗ f converges to g in L
loc
1 (R
n), and hence in the sense of D′(Rn).
But then f = g ∈ Llocr (R
n), because, clearly, the series
∞∑
j=1
ϕj ∗ f converges to f
in the sense of D′(Rn). The proof is complete.
For further purposes we shall need to recall some elements of spline approx-
imation theory. By Σlk we shall denote the linear space of splines of degree l of
the form
S(x) :=
∑
m∈Zn
βk,mN
l
k,m(x), x ∈ R
n,
where N lk,m is the dyadic B-spline of degree l. For the background definitions
and references we refer the reader to [16].
We shall need the following basic properties of the B-splines N lk,m:
1) The B-splines N lk,m form a partition of unity on R
n for each fixed k ∈ N0.
That is, ∑
m∈Zn
N lk,m(x) = 1, x ∈ R
n.
Here, the overlapping multiplicity of the supports of splines N lk,m is finite and
is independent of both k and m. We also note that suppN lk,m ⊂
m
2k
+ [0, l
2k
]n
and N l−1k,m(x) ∈ (0, 1] for x ∈
m
2k
+ (0, l
2k
)n.
2) On each cube Qnk,m the function N
l
k,m is a polynomial of degree ≤ l in
each variable.
3) The spline N l has continuous derivative of order l − 1. At knots ti = i,
i ∈ {0, 1, . . . , l}, the spline N l has finite one-sided derivatives of order l. Hence,
for some C > 0 (which is independent of x, h, k),
∆l(h)N lk,m(x) ≤ C(2
k|h|)l, x, h ∈ Rn.
4) Any spline S =
∑
m∈Zn
βk,mN
l
k,m may be expanded in a series of splines
N lj,m for j ≥ k:
S =
∑
m∈Zn
β̂k,m(S)N
l
j,m.
Lemma 4.1: Let l ∈ N and let a spline S ∈ Σlk. Then, for any r1, r2 ∈ (0,+∞]
and any cube Qnk,m,
C1‖S|Lr1(Q
n
k,m)‖ ≤
( ∑
m˜∈Zn
Qnk,m
⋂
suppN l−1
k,m˜
6=∅
|αk,m˜(S)|
r12−kn
) 1
r1
≤
≤ C22
kn( 1
r2
− 1
r1
)‖S|Lr2(C3Q
n
k,m)‖, (4.4)
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the constants C1, C2, C3 > 0 are independent of both the cube Q
n
k,m and the
spline S.
The proof is a straightforward modification of that of Lemma 4.2 in [6].
Theorem 4.2: Let p, q, r ∈ (0,∞], θ ∈ (0,min{p, r}], α3 ≥ 0, σ1 = θp
′
θ, σ2 = p,
and let sequences {α1k}, {α
2
k} of positive numbers be such that, for some µ ∈
(0,min{1, θ, q}], condition (2.12) is satisfied with s = qµ, {βk} = {(
α1k
2kn(
1
θ
−
1
r
)
)µ},
and condition (2.13) is satisfied with s = qµ, {βk} = {(2
−klα2k)
µ}. Next, let
{tk} be a p-admissible a weight sequence such that {tk} ∈ X
α3
α,σ,p. Then:
1) Each function f ∈ B˜lp,q,r(R
n, {tk}) can be expanded in an L
loc
r (R
n)-
convergent series of splines. More precisely,
f =
∞∑
k=0
vlk(f) in the sense of L
loc
r (R
n), where
vlk(ϕ)(x) =
∑
m∈Zn
βk,m(ϕ)N
l
k,m(x), x ∈ R
n. (4.5)
Moreover, (with the standard modifications for p =∞ or q =∞)
N(f, l, {tk}) := inf
( ∞∑
k=0
( ∑
m∈Zn
t
p
k,m|βk,m|
p
) q
p
) 1
q
≤ C‖f |B˜lp,q,r(R
n, {tk})‖,
(4.6)
the infimum on the left of (4.6) is taken over all series of splines that Llocr (R
n)-
converge to f .
2) If, for some multiple sequence {βk,m},( ∞∑
k=0
( ∑
m∈Zn
t
p
k,m|βk,m|
p
) q
p
) 1
q
<∞,
then the series
∞∑
k=0
∑
m∈Zn
βk,mN
l
k,m converges in L
loc
r (R
n) to some function f ∈
B˜lp,q,r(R
n, {tk}), and moreover, for some constant C > 0,
‖f |B˜lp,q,r(R
n, {tk,m})‖ ≤ CN(f, l, {tk}).
Proof. The proof of Theorem 4.2 is similar to that of Corollary 4.4 of [16].
Theorem 4.3: Let p, q ∈ (0,∞], r ∈ (0, p], α3 ≥ 0, σ1 = rp
′
r, σ2 = p, ϕ0 ∈
D(Rn), ϕ := ϕ0 − 2
−nϕ0(
·
2 ), and let sequences {α
1
k}, {α
2
k} of positive numbers
be such that, for some µ ∈ (0,min{1, r, q}], condition (2.12) is satisfied with
s = qµ, {βk} = {(α
1
k)
µ} and condition (2.13) is satisfied with s = qµ, {βk} =
{(2−k(1+Lϕ)α2k)
µ} and with s = qµ, {βk} = {(2
−klα2k)
µ}. Next, let {tk} be
a p-admissible weight sequence, {tk} ∈ X
α3
α,σ,p.
Then Bϕ0p,q(R
n, {tk})
⋂
Lloc1 (R
n) = B˜lp,q,r(R
n, {tk})
⋂
Lloc1 (R
n), the corre-
sponding norms being equivalent.
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Proof. Throughout the proof we fix µ ∈ (0,min{1, r, q}] from the hypotheses
of the theorem.
Step 1. We claim thatBϕ0p,q(R
n, {tk})
⋂
Lloc1 (R
n) ⊂ B˜lp,q,r(R
n, {tk})
⋂
Lloc1 (R
n).
Indeed, since, by the condition f ∈ Lloc1 (R
n), a function f can be expanded in
a series that converges not only in D′(Rn), but also in Lloc1 (R
n):
f =
∞∑
j=0
ψj ∗ ϕj ∗ f.
We set f1,k :=
k∑
j=0
ψj ∗ ϕj ∗ f , f2,k := f − f1,k, where k ∈ N0.
We have( ∞∑
k=0
( ∑
m∈Zn
t
p
k,m[δ
l
r(Q
n
k,m)f ]
p
) q
p
) 1
q
≤ C
( ∞∑
k=0
( ∑
m∈Zn
t
p
k,m[δ
l
r(Q
n
k,m)f1,k]
p
) q
p
) 1
q
+
+C
( ∞∑
k=0
( ∑
m∈Zn
t
p
k,m[δ
l
r(Q
n
k,m)f2,k]
p
) q
p
) 1
q
=: S1 + S2.
Since the lq-norm is monotone in q, we have
S2 ≤
( ∞∑
k=0
( ∑
m∈Zn
t
p
k,m
{ ∞∑
j=k
[δlr(Q
n
k,m)ψj ∗ ϕj ∗ f ]
µ
} p
µ
) q
p
) 1
q
. (4.7)
To estimate the right-hand side of (4.7) we shall employ Minkowski’s in-
equality for sums (because p
µ
≥ 1). As a result,
S2 ≤
( ∞∑
k=0
{ ∞∑
j=k
( ∑
m∈Zn
t
p
k,m[δ
l
r(Q
n
k,m)ψj ∗ ϕj ∗ f ]
p
)µ
p
} q
µ
) 1
q
≤
≤
( ∞∑
k=0
{ ∞∑
j=k
( ∑
m∈Zn
t
p
k,m2
knp
r ‖ψj ∗ ϕj ∗ f |Lr(cQ
n
k,m)‖
p
)µ
p
} q
µ
) 1
q
(4.8)
with some constant c > 0 depending only on l,n
Using Holder inequality for integrals, (2.3), (2.5) and since the cubes cQnk,m
have finite overlapping multiplicity (independent of k, m), this establishes∑
m∈Zn
t
p
k,m2
knp
r ‖ψj ∗ ϕj ∗ f |Lr(cQ
n
k,m)‖
p ≤ C
∑
m∈Zn
α1k
α1j
∫
cQn
k,m
t
p
j (x)|ϕj ∗ ψj ∗ f(x)|
p dx ≤
≤ C
α1k
α1j
∑
m˜∈Zn
Qnj,m˜⊂c˜Q
n
k,m
t
p
j,m˜
sup
y∈Qn
j,m˜
|ϕj ∗ f(y)|
p ≤ C
α1k
α1j
∑
m∈Zn
t
p
j,m sup
y∈Qnj,m
|ϕj ∗ f(y)|
p.
(4.9)
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Next, inserting (4.9) into (4.8), using Theorem 2.1, and then employing
Lemma 3.2, we obtain
S2 ≤ C
( ∞∑
j=0
( ∑
m∈Zn
t
p
j,m sup
y∈cQnj,m
|ϕj ∗ f(y)|
p
) q
p
) 1
q
≤
≤ C
( ∞∑
j=0
( ∑
m∈Zn
t
p
j,m[MA(m, j, c)]
p
) q
p
) 1
q
≤ C‖f |Bϕ0p,q(R
n, {tk})‖. (4.10)
Since the lq-norm is monotone in q, we have
S1 ≤
( ∞∑
k=0
( ∑
m∈Zn
t
p
k,m
{ k∑
j=0
[δlr(Q
n
k,m)ψj ∗ ϕj ∗ f ]
µ
} p
µ
) q
p
) 1
q
. (4.11)
Given j ≤ k we let Qnj,m˜ denote the unique dyadic cube containing the cube
Qnk,m. By the Lagrange mean-value theorem we have, for x ∈ Q
n
j,m, h ∈ 2
−kIn,
∆l(h)[2−jnψj ∗ ϕj ∗ f ](x) ≤ |h|
l
(∑
|α|=l
sup
ξ∈Rn
2−jnDαψj(ξ)
)
sup
y∈cQnj,m
|ϕj ∗ f(y)| ≤
≤ C2(j−k)l sup
y∈cQnj,m
|ϕj ∗ f(y)|.
(4.12)
Now to estimate the right-hand side of (4.11) it suffices to invoke Minkowski’s
inequality for sums (this is possible, because p
µ
≥ 1), and then apply estimate
(4.12), Theorem 2.1, and finally, Lemma 3.2. We have
S1 ≤
( ∞∑
k=0
( k∑
j=0
{ ∑
m∈Zn
t
p
k,m[δ
l
r(Q
n
k,m)ψj ∗ ϕj ∗ f ]
p
}µ
p
) q
µ
) 1
q
≤
≤ C
( ∞∑
k=0
( k∑
j=0
{ ∑
m∈Zn
t
p
k,m2
(j−k)lp sup
y∈cQn
j,m˜
|ϕj ∗ f(y)|
p
}µ
p
) q
µ
) 1
q
≤
≤ C
( ∞∑
k=0
((
α2k
2kl
)µ k∑
j=0
(
2jl
α2j
)µ{ ∑
m˜∈Zn
t
p
j,m sup
y∈cQn
j,m˜
|ϕj ∗ f(y)|
p
}µ
p
) q
µ
) 1
q
≤
≤ C
( ∞∑
j=0
( ∑
m∈Zn
sup
y∈cQnj,m
|ϕj ∗ f(y)|
p
) q
p
) 1
q
≤ C‖f |Bϕ0p,q(R
n, {tk})‖. (4.13)
The required embedding now follows from estimates (4.8) and (4.13).
Step 2. We claim that B˜lp,q,r(R
n, {tk})
⋂
Lloc1 (R
n) ⊂ Bϕ0p,q(R
n, {tk})
⋂
Lloc1 (R
n).
Let us expand a function f ∈ B˜lp,q,r(R
n, {tk})
⋂
Lloc1 (R
n) in a series of splines
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converging in Llocr (R
n). More precisely, we expand f as
f =
∞∑
j=0
vlj(f) in L
loc
r (R
n), where
vlj(x) :=
∑
m∈Zn
βj,m(v
l
j)N
l
j,m(x), x ∈ R
n.
(4.14)
Let ω ∈ C∞0 ,
∫
ω(x) dx = 1. We set Ω0(x) := −
l∑
i=1
(−1)l−iCil
1
in
ω(x
i
) for
x ∈ Rn. It is easily seen that
∫
Ω0(x) dx = 1 (here, the identity 0 = (1 − 1)
l =
l∑
i=0
(−1)l−iCil is useful). We set Ω := Ω0 − 2
−nΩ0(
·
2 ). Hence,
Ωj ∗ f =
l∑
i=1
(−1)l−iCil
∫
2jn
in
[
ω
(
2j
(
x− y
i
))
− 2−nω
(
2j−1
(
x− y
i
))]
f(y) dy =
=
l∑
i=1
(−1)l−iCil
(
2jn
in
∫
ω(2jy)f(x− iy) dy −
2(j−1)n
in
∫
ω(2j−1y)f(x− iy) dy
)
=
=
∫
2jnω(2jy)∆l(y)f(x) dy −
∫
2(j−1)nω(2(j−1)y)∆l(y)f(x) dy; (4.15)
the convolution can be understood in the conventional sense, because f ∈
Lloc1 (R
n).
The subsequent argument is closely similar to that of Step 1, so we shall give
a sketch of this proof, omitting the details.
We set V l1,k :=
k∑
j=0
vlj , V
l
2,k := f − V
l
1,k for k ∈ N0. By Theorem 3.2,
( ∞∑
k=0
(∫
t
p
k(x)|ϕk ∗ f(y)|
p
) q
p
) 1
q
≤ C
( ∞∑
k=0
(∫
t
p
k(x)|Ωk ∗ f(y)|
p
) q
p
) 1
q
≤
≤ C
( ∞∑
k=0
(∫
t
p
k(x)|Ωk ∗ V
l
1,k(y)|
p
) q
p
) 1
q
+ C
( ∞∑
k=0
(∫
t
p
k(x)|Ωk ∗ V
l
2,k(y)|
p
) q
p
) 1
q
=:
=: S1 + S2 (4.16)
(we note that this theorem is valid without any constrains on the moment of
the function Ω).
Using Minkowski’s inequality for sums,
S2 ≤ C
( ∞∑
k=0
{ ∞∑
j=k
( ∑
m∈Zn
t
p
k,m2
knp‖vlj |L1(cQ
n
k,m)‖
p
} µ
p
) q
µ
) 1
q
. (4.17)
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We next use inequality (4.4), apply Ho¨lder’s inequality with exponents pr,
p′r to the sum over m, and take into account Remark 2.1. As a result,∑
m∈Zn
t
p
k,m2
knp‖vlj |L1(cQ
n
k,m)‖
p ≤ C
∑
m∈Zn
t
p
k,m
(
2kn
∑
m˜∈Zn
Qnj,m˜⊂cQ
n
k,m
‖vlj |L1(Q
n
j,m˜)‖
)p
≤
≤ C
∑
m∈Zn
t
p
k,m2
knp
r
( ∑
m˜∈Zn
Qnj,m˜⊂cQ
n
k,m
2jn
∫
Qn
j,m˜
trj(x)
trj(x)
‖vlj |Lr(Q
n
j,m˜)‖
r
) p
r
≤
≤ C
∑
m˜∈Zn
(
α1k
α1j
)p
t
p
j,m˜
2
jnp
r ‖vlj |Lr(cQ
n
j,m˜)‖
p. (4.18)
Substituting (4.18) into (4.17) and using Theorem 2.1, this gives
S2 ≤ C‖f |B˜
l
p,q,r(R
n, {tk})‖. (4.19)
To estimate S1, we first write down the following chain of inequalities for
k ≥ j (this follows from (2.5) and since the overlapping multiplicity of the
supports of splines N lj,m is finite)∫
t
p
k(x)|Ωk ∗ v
l
j |
p dx ≤
≤ C
∫
t
p
k(x)
[
2(k−1)n
∫
In
2(k−1)
|∆l(h)vlj(x)| dh + 2
kn
∫
In
2k
|∆l(h)vlj(x)| dh
]p
≤
≤ C2(j−k)lp
∫
t
p
k(x)
[ ∑
m∈Zn
x∈suppN lj,m
|βj,m|
]
dx ≤
≤ C2(j−k)lp
∑
m∈Zn
2
njp
r
[ ∑
m˜∈Zn
Qnk,m˜⊂cQ
n
j,m
t
p
k,m˜
]
‖vlj |Lr(cQ
n
j,m)‖
p. (4.20)
Using (4.20) we have in view of (2.4)(∫
t
p
k(x)|Ωk ∗ V
l
1,k(x)|
p dx
) 1
p
≤
(∫
t
p
k(x)
( k∑
j=0
|Ωk ∗ v
l
j(x)|
µ
) p
µ
dx
) 1
p
≤
≤
((
α2k
2kl
)µ k∑
j=0
(
2jl
α2j
)µ(∫
t
p
k(x)|Ωk ∗ v
l
j(x)|
p
)µ
p
) 1
µ
≤
≤ C
((
α2k
2kl
)µ k∑
j=0
(
2jl
α2j
)µ( ∑
m˜∈Zn
t
p
j,m˜2
njp
r ‖vlj |Lr(cQ
n
j,m)‖
p
)µ
p
) 1
µ
. (4.21)
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Applying estimate (4.21) in combination with Theorem 2.1 we obtain
S1 ≤ C‖f |B˜
l
p,q,r(R
n, {tk})‖. (4.22)
Now the required estimate follows from estimates (4.16), (4.19), (4.22).
This completes the proof of the theorem.
We are now ready to formulate the main result of the paper.
Corollary 4.1: Let p, q, r ∈ (0,∞], θ ∈ (0,min{1, r, p}]. Next, let a function
ϕ0 ∈ D(R
n), ϕ = ϕ0 − 2
−nϕ0(
·
2 ), and let p = {tk} be an admissible weight
sequence, {tk} ∈ X
α3
α,σ,p with σ1 = θp
′
θ, σ2 = p, {α
1
k} = {2
kα1}, {α2k} =
{2kα2}, min{l, Lϕ + 1} > α2, α1 > n(
1
θ
− 1max{r,1}). Then B
ϕ0
p,q(R
n, {tk}) =
B˜lp,q,r(R
n, {tk}), the corresponding norms being equivalent.
Proof. From Lemma 2.1 it follows that {tk} ∈ X
α3
α,σ,p. Since Lϕ+1 > α2 we
have from Theorem 3.3 that Bϕ0p,q(R
n, {tk}) = B
ϕ0
p,q(R
n, {tk}), the corresponding
norms being equivalent. Hence, in view of the condition α1 > n(
1
θ
− 1max{r,1} )
an application of Theorem 4.1 shows that Bϕ0p,q(R
n, {tk}) ⊂ L
loc
1 (R
n). Hence,
combining Theorems 4.2, 4.3 (the assumptions of these theorems are clearly
satisfied) this gives B˜lp,q,r(R
n, {tk}) = B˜
l
p,q,θ(R
n, {tk}) = B
ϕ0
p,q(R
n, {tk}), the
corresponding norms are equivalent.
Remark 4.1: Let us consider some particular cases of Corollary 4.1.
Applying Corollary 4.1 with r = 1, θ = min{r, p}, taking into account
Remarks 2.3, 2.4, we obtain in view of Theorem 2.5 of [16] that, for p, q ∈ (0,∞],
{sk} ∈ Y
α3
α1,α2
, α1 > nmax{
1
p
−1, 0}, l > α2, the space B
{sk}
p,q (Rn) consists of the
functions f ∈ Llocmax{1,p}(R
n) (moreover, B
{sk}
p,q (Rn) is continuously embedded
into Llocmax{1,p}(R
n)). Besides,
‖f |B{sk}p,q (R
n)‖ ∼
(
∞∑
k=1
‖sk∆
l
1(2
−k)f |Lp(R
n)‖q
) 1
q
+ ‖s0‖f |L1(·+ I
n)‖|Lp(R
n)‖
(4.23)
(the modification in the case q = ∞ are standard), where, for a function f ∈
Llocr (R
n) (r ∈ (0,∞)), l ∈ N we set
∆
l
r(2
−k)f(x) :=
(
2kn
∫
In
2k
|∆l(h)f(x)|r dh
) 1
r
, x ∈ Rn, k ∈ N.
This result is slightly different from Theorem 18 of [10]. Indeed, as distinct
from [10], we do not impose any restrictions on the parameter α3, but at the
same time we do not guarantee that the embedding B
{sk}
p,q (Rn) ⊂ Lmax{1,p}(R
n)
is continuous.
Assume now that p, q, r ∈ (0,∞], p, r 6=∞, θ ∈ (0, p], γp ∈ A p
θ
(Rn).
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Taking into account Theorem 2.5 of [16] and Remarks 2.3, 2.4 we see that,
for s > n(1
θ
− 1max{1,r}), the weighted Besove space B
s
p,q(R
n, γ) is continuously
embedded into Llocmax{1,p}(R
n)). Moreover,
‖f |Bsp,q(R
n, γ)‖ ∼
(
∞∑
k=1
‖γ∆
l
r(2
−k)f |Lp(R
n)‖q
) 1
q
+ ‖γ‖f |Lr(·+ I
n)‖|Lp(R
n)‖
(4.24)
(the modification for q =∞ is standard).
Thus result is a particular case of Theorem 3.14 of [7] and was obtained
using different technique.
5 Applications
As a possible application of the above results we give an equivalent description
of the trace space of the weighted Sobolev space.
Throughout this section we fix natural numbers d, n > d and a parameter
p ∈ (1,∞). A point of the space Rn+d = Rn × Rd will be written as the pair
x = (x′, x′′).
Let l ∈ N and let γ be a weight. By W lp(R
n, γ) we shall denote the weighted
Sobolev space with the norm
‖f |W lp(R
n, γ)‖ :=
∑
α≤l
‖γDαf |Lp(R
n)‖,
where Dαf are the (Sobolev) generalized derivatives of a function f of order α.
In what follows, we shall assume that the weight lies in the weighted Mucken-
houpt class Ap(R
n) (the definition of the class Ap(R) may be found, for example,
in Ch. 5 of [18]).
Given k ∈ N0, we set
γ
p
k(x
′) :=
∑
m∈Zn
χ
Q˜n
k,m
(x′)
∫∫
Qn
k,m
×(B
d
2k
\ B
d
2k+1
)
γ(x′, x′′) dx′dx′′, x′ ∈ Rn.
It is easily seen that {γk} ∈ Y
α3
α1,α2
for some α1, α2 ∈ R, α3 ≥ 0.
We do not define the trace on the plane of a weighted Sobolev space, but
refer the reader to [17].
The following result is obtained by a combination of Theorem 3.1 of [16]
with Corollary 4.1 and Remark 2.4.
Theorem 5.1: Let p ∈ (1,∞), r ∈ [1, p), γp ∈ A p
r
(Rn), f ∈ W lp(R
n, γ), l > n−d
r
.
Then there exists the trace ϕ ∈ B
{γk}
p,p (Rd) of the function f , and moreover,∥∥∥ϕ|B{γk}p,p (Rd)∥∥∥ ≤ C1‖f |W lp(Rn, γ)‖. (5.1)
The constant C1 in (5.1) is independent of the function f .
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Conversely, if a function ϕ ∈ B
{γk}
p,p (Rd), then there exists a function f ∈
W lp(R
n, γ) such that ϕ is the trace of f on Rd, and moreover,
‖f |W lp(R
n, γ)‖ ≤ C2
∥∥ϕ ∣∣B{γk}p,p (Rd)∥∥, (5.2)
the constant C2 in (5.2) being independent of the function ϕ.
Remark 5.1: It is worth noting that this result is new and cannot be obtained by
the methods available before. Indeed, the previously available machinery, which
was developed for studying Besov spaces of variable smoothness, is much like the
classical methods for dealing with Besov spaces of constant smoothness. The
methods known so far depend on pointwise estimates of the variable smoothness,
and hence are incapable of yielding Theorem 5.1 (see [16] for details).
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