A multiple-pollutant version of CMAQ v4.6 (i.e., CMAQ-MP) has been applied by the US EPA over continental US in 2002 to demonstrate the model's capability in reproducing the long-term trends of ambient criteria and hazardous air pollutants (CAPs and HAPs, respectively) in support of regulatory analysis for air quality management. In this study, a comprehensive model performance evaluation for the full year of 2002 is performed for the first time for CMAQ-MP using the surface networks and satellite measurements. CMAQ-MP shows a comparable and improved performance for most CAPs species as compared to an older version of CMAQ that did not treat HAPs and used older versions of national emission inventories. CMAQ-MP generally gives better performance for CAPs than for HAPs. Max 8-h ozone (O 3 ) mixing ratios are well reproduced in the O 3 season. The seasonal-mean performance is fairly good for fine particulate matter (PM 2.5 ), sulfate , and mercury (Hg) wet deposition and worse for other CAPs and HAPs species.
use of a coarse grid resolution. CMAQ cannot well reproduce spatial and seasonal variations of column variables except for nitrogen dioxide (NO 2 ) and the ratio of column mass of HCHO/NO 2 . Possible reasons include inaccurate seasonal allocation or underestimation of emissions, inaccurate BCONs at higher altitudes, lack of model treatments such as mineral dust or plume-in-grid process, and limitations and errors in satellite data retrievals. The process analysis results show that in addition to transport, gas chemistry or aerosol/emissions play the most important roles for O 3 or PM 2.5 , respectively. For most HAPs, emissions are important sources and cloud processes are a major sink. Simulated 2 2 3
Introduction
Hazardous air pollutants (HAPs) or air toxics are the pollutants known to cause serious effects on human health, such as cardiovascular, neurological, and other organ system problems and adverse environmental issues. 188 air toxics are identified and regulated under the 1990 Clean Air Act. HAPs are emitted from a variety of sources, including large manufacturing facilities, combustion facilities, small commercial, and both onroad and nonroad mobile sources [1] . In contrast with criteria air pollutants CAPs such as O 3 and PM 2.5 , HAPs are normally controlled by state or local air toxics monitoring programs rather than the National Ambient Air Quality Standards (NAAQS) [2] . In recent years, the US Environmental Protection Agency (EPA) has launched several programs (e.g., National Air Toxics Assessment), in order to gain a better understanding of the impacts of air toxics emissions on public health and environment and eventually strengthen the nation's air quality management system [3] . One of the major activities as part of those programs is the development and evaluation of the 2002 multiscale multiple pollutants (MP) air quality modeling platform to integrate across the complex chemical and physical processes for MPs in a single modeling framework in support of scientific research and regulatory analysis.
The US EPA's Models-3 Community Multiscale Air Quality (CMAQ) modeling system was developed in order to support both air quality regulatory assessments by governmental agencies and scientific studies by research institutions [4] . CMAQ has been extensively applied over a wide range of meteorological conditions and geographical areas in order to address air quality issues related to CAPs such as ozone (O 3 ) and fine particulate matter (PM 2.5 ) during the past decades [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] . However, CMAQ only simulates CAPs, which hinders its application for HAPs. There is a growing awareness that CAPs and HAPs controls should be considered together because air quality issues in many areas of the US and abroad involve both types of pollutants [2] . The assessment of the model's capability in representing HAPs together with CAPs is critical to the development of costeffective emission control strategies for both CAPs and HAPs. Accurate modeling of this complex MP system requires that a broad range of temporal and spatial scales of MP interactions be considered simultaneously. To address this issue and further advance the "one-atmosphere" modeling capability of CMAQ, an MP version of CMAQ (referred to as CMAQ-MP hereafter) has been developed by the US EPA to simulate O 3 , PM 2.5 , mercury (Hg), and other HAPs (or air toxics) in a single model framework.
Multiple full year simulations with CMAQ-MP hereafter have been conducted by the US EPA over domains that cover the entire US or a portion of continental US (CONUS) for 2002 at different horizontal grid resolutions [3] . In this work, a comprehensive model evaluation is performed by comparing simulated concentrations of O 3 , PM 2.5 and its components, precursors of O 3 and PM 2.5 , major air toxics, as well as Hg deposition with ground-based and satellite measurements. Likely reasons that influence prediction biases of major pollutants are identified. The seasonal photochemical characteristics are examined and the relative contributions of controlling processes to the formation and destruction of major CAPs and HAPs are quantified through process analysis (PA) tool imbedded in CMAQ to provide important information to the development of the effective emission control strategies. The objectives of this study are to examine the capability and performance of CMAQ-MP in reproducing temporal and spatial patterns of air pollutants, quantify the contributions of major atmospheric processes to these pollutants, guide further diagnostic evaluations for model improvement and further development, and build confidence in the utilization of CMAQ-MP to air quality regulatory and research communities. To our best knowledge, this is the first comprehensive performance evaluation and process analysis of CMAQ-MP that simulates both CAPs and HAPs. Previous modeling of HAPs focus on either one species (e.g., Hg [16] [17] [18] or diesel PM [19] ) using a version of CMAQ with Hg (i.e., CMAQ-Hg) based on the CB05CLHG gas-phase mechanism or a subset of HAPs species (e.g., some HAPs [20] or several trace metal HAPs [21] ) using a version of CMAQ for HAPs modeling based on a different gasphase mechanism (i.e., SAPRC99TX3) from that used in CMAQ-HAPs (i.e., CB05CLTX) and that used in CMAQ-MP (CB05TXHG). CB05TXHG combines HAPs treatments in CB05CLTX with Hg treatments in CB05CLHG, providing a comprehensive treatment for all major HAPs.
Model Configurations, Observational
Data, and Evaluation Protocols
Model System and Configurations
CMAQ-MP has been developed by the US EPA through modifying algorithms for gas-phase chemistry, aerosols, clouds, and emissions used in the previous Hg and HAPs versions of the CMAQ (i.e., CMAQ-Hg and CMAQHAPs [22, 23] ) and merging them into the default CMAQ v4.6. CMAQ-MP, which has almost the same air toxics treatments as in the newer version of CMAQ v4.7 and CMAQ v5.0 in this study, includes elemental Hg (Hg 0 ), divalent gaseous Hg (Hg(II) or Hg 2 ), particulate Hg (PHg), 31 additional gas-phase HAPs, 6 toxic metals, and diesel PM as well as CAPs in the base version of CMAQ (details about air toxic species can be found at http://www.cmaq-model.org/cmaqwiki/index.php?title=C MAQv4.7.1_Multipollutant_Model). The chemical reactions for chlorine, Hg, and HAPs were added with the Carbon Bond Mechanism 2005 (CB05 [24] ) and implemented together into CMAQ. The gas-phase mechanism of CMAQ-MP consists of 219 reactions, which include 156 reactions from base CB05 mechanism, 21 reactions for chlorine chemistry, 38 reactions for gas-phase HAPs, and 4 reactions for Hg [23] . Those reactions for HAPs and Hg mainly involve the oxidations by radicals such as hydroxyl (OH) and nitrate (NO 3 ) radicals. A modified version of aerosol module version 4 (AERO4) also contains the treatment of sea salt emissions. The vertical diffusion module associated with aerosol emissions is updated for CMAQ-MP aerosol simulations [13] . CMAQ-MP uses the dry deposition module adopted from CMAQHg. The aqueous-phase chemistry of Hg is largely based on CMAQ-Hg, which includes 7 aqueousphase kinetic and 6 equilibrium reactions. The aqueous-phase chemistry for other species such as SO 2 is based on the Regional Acid Deposition Model (RADM).
In this study, CMAQ-MP is applied to three annual (2002) simulations conducted by the US EPA (US EPA,
1.
The vertical resolution for each domain includes 14 layers from the surface to approximately 100 hPa (at ~15 km) using a sigma-pressure coordinate system. The height of first model layer is ~38 m. The meteorological inputs for each domain are simulated separately by the US EPA using the 5th generation PSU/ NCAR mesoscale model (MM5) v3.6.3 for the 36-km CONUS domain and MM5 v3.7.2 for the 12-km EUS domain, and by the Western Regional Air Partnership (WRAP) using MM5 v3.6.2 for the 12-km WUS domain [25] . All the three MM5 simulations are conducted with the four dimensional data assimilation (FDDA) and use the Pleim-Xiu land surface model, Asymmetric Convective Model (ACM) planetary boundary layer (PBL) parameterization schemes, and the RRTM longwave and Dudhia shortwave radiation schemes. While the EPA simulations use the Reisner I scheme for microphysics and the KainFritsch II scheme for the subgrid or cumulus convection, the WRAP simulation uses the Reisner II scheme and the Betts-Miller scheme. The MM5 hourly meteorological outputs are converted to CMAQ compatible inputs with the Meteorology-Chemistry Interface Processor (MCIP) version 3.1. The emissions are generated with the Sparse Matrix Operator Kernel Emission system (SMOKE) version 2.3 based on the EPA's 2002 National Emissions Inventory (NEI) v3.0 for all domains. The boundary conditions (BCONs) and initial conditions (ICONs) of the 36-km domain are provided by a global chemistry transport model, GEOS-Chem [3] , for key CAPs and Hg species and those of the 12-km domains are taken from the 36-km simulation. For HAPs species, BCONs of the 36-km domain for formaldehyde (HCHO) and acetaldehyde (ALD2) are also from GEOS-Chem, but those for other species are static and based on scientific literatures and available field studies [1, 26] . A ten-day spin-up period from 12/22 to 12/31 2001 is used to minimize the influence of the ICONs for each simulation.
Evaluation Protocols and Observational Data
Currently the model performance evaluation for most CAPs and related variables wet depositions has been guided by US EPA [27] . 4 , EC, and OC, Hg wet deposition, and a selected set of HAPs is conducted using available routine surface monitoring data and satellite column data ( Table 1) . The surface data include those from the Clean Air Status and Trends Network (CASTNET), the Interagency Monitoring of Protected Visual Environments (IMPROVE), the Speciation Trends Network (STN), the Aerometric Information Retrieval System (AIRS)-Air Quality System (AQS), the Southeastern Aerosol Research and Characterization study (SEARCH), the National Acid Deposition Program (NADP), the Mercury Deposition Network (MDN), and the National Air Toxics Trends Stations (NATTS). Most of these networks are described in Eder and Yu [10] and Zhang et al. [6] .
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The satellite column data include the tropospheric CO columns from the Measurements of Pollution in the Troposphere (MOPITT) [29] , the tropospheric NO 2 , HCHO columns, and their ratios (HCHO/NO 2 ) from the Global Ozone Monitoring Experiment (GOME) [30] , the tropospheric O 3 residuals (TORs) from the Total Ozone Mapping Spectrometer/the Solar Backscattered Ultraviolet (TOMS/SBUV) [31] , the AOD from the Moderate Resolution Imaging Spectroradiometer (MODIS) [32] .
In addition to spatial plots, scatter plots, and time series plots, the model performance is examined using statistical metrics that follow Zhang et al. [6] including the mean bias (MB), correlation coefficient (R), the normalized mean bias (NMB), the normalized mean error (NME), and root mean square error (RMSE). The evaluation for surface predictions is conducted primarily using the EPA's Atmospheric Model Evaluation Tool (AMET). AMET is a software package developed by EPA that can perform the operational evaluation of complex models. The column abundances of CO, NO 2 , HCHO, O 3 , and the ratios of column HCHO/NO 2 are calculated using predicted concentrations from CMAQ and meteorologycal/ domain data (i.e., temperature, pressure, and layer thickness) from MM5 and converted into Dobson Unit (DU) for O 3 and molecules·cm -2 for other species for comparison with satellite data. AODs are estimated based on CMAQ PM 2.5 predictions using an empirical equation as described in Wang et al. [15] and Zhang et al. [8] . In addition, the column mass ratios of HCHO/NO 2 simulated by CMAQ-MP are calculated and compared with observed ratios.
Evaluation of Model Performance
Meteorological Variables
Before initiating air quality simulations, it is important to identify the biases and errors associated with meteorological predictions. The MM5 model performance for 2002 MP modeling platform was evaluated separately from this study by Kemball-Cook et al. [25] and Dolwick [33] . These evaluations show that the MM5 meteorological predictions over the three domains represent a good approximation of temperature and water vapor mixing ration with mean biases generally less than 1.5˚C and 0.1 g/kg. The model captures large-scale synoptic patterns such as high-pressure domes and upper-level troughs. However, cold bias of 2˚C -3˚C on average exists in surface temperature predictions during winter, especially in January, from all three MM5 simulations, which may be due to the limitations of the PBL and land-surface schemes currently used in accurately simulating the air-land heat fluxes with the coarse grid resolution [25] . The effect of cold biases is the largest at night, which could overestimate the stability in the lowest layers and have a significant impact on chemical predictions [33] . MM5 is able to replicate the precipitation fairly accurately in spring, fall, and winter, but overestimates it in summer, likely due to the excessive convective cloud predicted by the model [25] . The model biases/errors for various variables over the Rocky Mountain and Great Lakes region are relatively larger than other regions due to complexity of terrains. Overall, the biases and errors associated with these meteorological simulations are generally within the range of past meteorological modeling results that have been used for air quality applications [3] . A rigorous performance testing demonstrates that the dynamic and thermodynamic fields generated by MM5 are quite sufficient for the 2002 MP modeling platform [33] .
Criteria Air Pollutants at the Surface
Because of known differences between networks in terms of sampling protocols and measurement procedures, the evaluation for surface chemical predictions is conducted separately for individual network. For each network and pollutant, statistics are calculated for all sites in each domain and also with separate breakouts of five subregions (i.e., Midwest, northeast, southeast, central, and west of US) over the CONUS domain (as shown in Figure 1) or observed-predicted data pairs in monthly, seasonal, and annual averages. Since the CMAQ evaluation results for the 12-km and 36-km grids are fairly consistent especially for CAPs (see Table 2 ), our analyses focus primarily on CMAQ results at 36-km over CONUS in this section unless otherwise noted. [38] showed that CB05 performs better in reproducing high O 3 mixing ratios, especially in summer when compared with CB-IV and Statewide Air Pollution Research Center mechanism (SAPRC99) due to several updates in chemical species, reactions, and reaction rates. Second, a new option of PBL scheme, ACM2, is available in CMAQ v4.6 and used in this study. ACM2 includes both eddy diffusion and nonlocal schemes from the original ACM, which enables ACM2 to better represent the rise and fall of the convective boundary layer. Appel et al.
[12] also compared O 3 performance of CMAQ v4.5 with CMAQ v4.6 both with CB05 and found a better overall performance for max 8-h O 3 by CMAQ v4.6, potentially due to the use of ACM2. Finally, the emission inventory used in this work is based on NEI 2002 v3, which represents the most comprehensive emission inventory upon its release and is more accurate than those used in previous studies. shows a good performance to capture the spatial variation of max 8-h O 3 mixing ratios with NMBs of within ±10% and NMEs of less than 15% over majority (>80%) of AQS sites based on the suggested performance criteria by other studies [6, 34] . CMAQ tends to moderately overpredict O 3 mixing ratios along some coastal regions with NMBs of 20% -30% (e.g., New England coast and Florida coast) and sometimes >30% (e.g., along Pacific coast in California). This can be attributed to a poor representation of coastal boundary layers [35, 36] . There are also several small clusters of overpredictions (with NMBs 20%) in the Midwest and southeastern US and a cluster of underpredictions (with NMBs of -25% to -15%) in some areas in southern California and Arizona. These large NMBs are likely due to the fact that the use of a coarse grid resolution of 36-km cannot accurately represent precursor emissions and elevated and/or complex terrains over those regions. As shown in Figures 2(d) -(e), the simulations at 12-km over WUS and EUS give lower NMBs over those regions (e.g., NMBs of -10% -0% in most of the two domains).
PM2.5 and Its Compositions
Sulfate Figures 3(a)-(b)
show the spatial plots of NMBs for 4  over the IMPROVE, STN, and CASTNET sites for winter (Jan., Feb., and Dec.) and summer (Jun., Jul., and Aug.) 2002 from the 36-km simulations over CONUS. In both winter and summer, CMAQ performs better over the eastern US than the western US with most of NMBs within ±20%. This is especially true in Network NMB * (%) NME * (%) NMB (%) NME (%) NMB (%) NME (%) NMB (%) NME (%) summer when 4 contributes the most to total PM 2.5 mass concentrations in the eastern US, likely as the results of a better representation of emissions of SO 2 and in the eastern US. Compared to the 2001 NEI that significantly underestimates SO X emissions in California (CA) [39] and possibly in other states in the western US during summer, the 2002 NEI showed much higher emissions in those regions in both summer and winter, indicating that the large negative NMBs (-60% to -20%) in predictions in the western US are unlikely caused by underestimation in SO X emissions in summer but the large positive NMBs (30% -100%) in this region may be caused by possible overestimation in SO X emissions in winter. Table 2 summarizes the overall seasonal statistical performance of CMAQ for all PM 2.5 species including 4 over different networks and sub-regions from three domains (i.e., CONUS, EUS, and WUS). The performance for 4 is the best among all PM 2.5 species, with domain-wide NMBs typically within ±18% in different seasons in all sub-regions except for regions "Central" and "West" from the 36-km simulation and the region "WUS" from the 12-km simulation. The NMEs are moderate, ranging from 20% to 50% throughout the year. Several studies that used the 2001 NEI reported that CMAQ v4.4 underpredicted 4 in winter and spring, overpredicted it in fall, either overpredicted or slightly underpredicted it in summer [8, 11, 13] . In contrast, our results show that CMAQ underestimates 4 
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timates it over the IMPROVE sites in winter, which are more consistent with the study of Luo et al. [40] that used CMAQ v4.7. This discrepancy is likely due to the updates in both convective cloud module and aerosol dry deposition module in CMAQ v4.6. Appel et al. [13] indicated that the use of ACM2-cloud scheme (in CMAQ v4.6 or later) over the RADM-cloud scheme (in CMAQ v4.4) may result in less aqueous production of 4 2 SO  and the changes in aerosol dry deposition calculation in the new version of CMAQ may lead to higher dry deposition velocity and hence more 4 SO removal. Moreover, the CMAQ model bias in this study can be partially explained by the errors of MM5 in the predictions of precipitation and wet depositions. For example, MM5/ CMAQ tends to overestimate domain-wide precipitation and wet deposition of 4 with NMBs of 42.5% and 13.1%, respectively, in summer and underestimate them with NMBs of -13.0% and -31.1%, respectively, in winter (figures not shown). Further, Luo et al. [40] reported that the convective precipitating cloud fraction and cloud water contents have been overestimated by CMAQ v4.6, which leads to an excessive scavenging of Figures 3(c)-(d) . In winter, CMAQ tends to overpredict 3 concentrations in the eastern US where NMBs often exceed 20% and it tends to underpredict in most of the western US. In summer, underpredictions of 3 occur over almost ll the CONUS domain. As shown in Table 2 (a) (b) performance for 3 is much worse than that for 4 . NMBs and NMEs are much larger. Domain-wide NMBs and NMEs can be up to 85.4% and 139.9%, respectively. The model biases may be partially associated with the uncertainties in NH 3 emissions, which are more rudimentary than those of other species such as NO X , particularly in its monthly variation that is poorly characterized [41] 3 in winter. Table 2 shows a fairly good performance for 4 , which is slightly worse than but better than 3 . The domain-wide NMBs and NMEs range from -2.3% to 39.9% and 25.0% to 56.3%, respectively, over different networks in different seasons. The statistics are consistent between STN and CAST-NET, with domain-wide positive NMBs in most seasons except for summer over both networks. As discussed above, the uncertainty associated with NH 3 emissions is indicative of the main reason for the model bias of 4 . Additionally, the underestimation of
wet depositions throughout the whole year (NMBs are -47.5%, -26.4%, -8.9%, and -22.2% for winter, spring, summer, and fall, respectively) can explain in part the overestimation of NH 4 + in most seasons.
Elemental and Organic Carbon As shown in Figures 3(g)-(h)
, CMAQ moderately overpredicts EC at the IMPROVE and STN sites in the eastern US with NMBs generally between 20% and 50% and underpredicts it in the western US with NMBs between -50% and -20% in winter. As shown in Figures 3(i)-(j) , CMAQ has the tendency to overpredict OC over the western US, Midwest, and New England areas especially for the IMPROVE sites. Underpredictions are also evident over most STN sites in the eastern US. While in summer, significant underpredictions are observed across the whole domain, particularly over the eastern US and the worst NMBs normally occurring over the STN sites.
The model seems to perform slightly better in winter (colder months) than summer (warmer months). The seemingly worse performance at the STN sites for OC is due to the fact that the measurements are not blank corrected for carbon on the background filter (i.e., removing the adventitious carbon from the filter), which could add 20% -40% to the observed OC concentrations [43] . In addition to that, STN BC and OC measurements use a different thermo-optical protocol compared with the IMPROVE network that may cause larger uncertainties in splitting BC/OC [39] . Therefore, only OC and EC concentrations from IMPROVE are used to evaluate the model performance in Table 2 . As shown, CMAQ appears to moderately underpredict OC in summer and overpredict it in winter with domain-wide NMBs of -41.7% and 45.3%, respectively, and slightly underpredict in both spring and fall with NMBs of -2.2% and -11.9%, respectively. The errors associated with OC are relatively high with domain-wide NMEs ranging from 54.2% to 84.1%. On the other hand, the overall model per-formance for EC is much better than OC. The model performance for OC and EC shown here is somewhat similar to that of Tesche et al. [11] and Appel et al. [13] , in which they also found that the largest underpredictions of OC and EC occur in the summer and fall. However, the overprediction of OC and EC in winter is more consistent with Karydis et al. [43] . Since the major component of organic aerosols in winter is POA. Both POA and EC are mainly affected by emissions, vertical mixing and deposition. The overprediction of OC and EC in winter is believed to be more related to the poor model representations of those processes. Some studies [10, 44] indicated that the poor temporally-allocated wildfire emissions may contribute to the biases in OC and EC predictions. Several studies based on 1999 NEI v3 indicated underestimation in wildfire emissions [8, 45] . The emissions of EC and POA from the 2002 NEI v3 are much lower than those from the 1999 v3, particularly in the western US, indicating a possible underestimation in wildfire emissions to a greater extent than the 1999 v3 in this region, due likely to the use of older fuel loading information (George Pouliot, US EPA, personal communication, 2011). During the summer months when SOA concentrations are more comparable with those of POA, the model underpredictions for OC could also be attributed to the underpredictions of photochemically-produced SOA aside from the uncertainties in the emissions of POA and SOA precursors [13] . This partly explains the worse model performance of OC, as compared with EC in summer. CMAQ v4.6 does not simulate SOA formation from the oxidation of several important precursors such as isoprene and sesquiterpenes, both of which may contribute substantially to the ambient OC concentrations [7, 41] . In addition, the uncertainties associated with the measure-ment techniques of carbonaceous aerosols (e.g., OC and EC split) and the factor used to convert simulated organic matter (OM) to OC may also cause the discrepancies between simulations and observations [13] .
3.2.2.5. PM 2.5 The accuracy of PM 2.5 predictions in CMAQ is a composite of the accuracies of predictions of individual particulate species concentrations. Figures 4(a)-(b) and 3(k)-(n) show the spatial plots of NMBs for PM 2.5 at the IM-PROVE and STN sites from the 36-km simulation over CONUS and the 12-km simulations over WUS and EUS, respectively. CMAQ overpredicts PM 2.5 in winter and underpredicts it in summer for all domains. In winter, the spatial variability of biases is more evident. The relatively high biases occur over the northeastern US, Great Lakes, and Midwest with NMBs generally >50% at 36-km and >30% at 12-km, indicating some improvements using a finer grid resolution of 12-km. The underprediction of PM 2.5 in summer is more systematic with more than 95% of sites having negative biases. NMBs are typically larger (between -60% and -20%) in the western US than in the eastern US (-40% to -10%) at 36-km, with some improvement at the 12-km.
As shown in Figures 4(c)-(d) , both CMAQ and observations show higher monthly PM 2.5 concentrations at the STN sites than the IMPROVE sites throughout the year because most of the IMPROVE sites are located in remote and rural areas and the STN sites are located in more polluted urban areas. CMAQ underpredicts PM 2.5 concentrations during the warmer months (i.e., April through September at the IMPROVE sites and May through August at the STN sites) but overpredicts during the colder months. Figures 4(e)-(f) show the stacked bar charts of modeled and observed average PM 2.5 concentrations and the contributions of individual species concentrations (i.e., , 3 , 4 , total carbon (TC), and unspeciated PM 2.5 ) to the total PM 2.5 concentration at the STN sites in both winter and summer. In winter, TC is the most abundant (33.2%) PM 2.5 component, followed by 3 The reasons for this underprediction were discussed earlier in this section. Since the majority of the other unspeciated PM 2.5 is primary aerosols, the model biases especially in winter are very likely due to errors in unspeciated primary emissions.
As shown in Tables 2 and 3 , both NMBs and NMEs are relatively low over most sub-regions. Domain-wide NMBs range from -22.8% (summer) to 29% (winter) over the STN network and from -33.8% (summer) to 74.3% (winter) over the IMPORVE network over CONUS. NMEs are generally lower than 50% at both STN and IMPROVE sites throughout the year except for winter. There are currently no universally-accepted or EPA-recommended quantitative performance criteria for PM 2.5 . However, some specific model performance criteria have been recommended by other modeling studies [6, 34] . Generally ±30% for model biases and 50% for model errors can be considered as satisfactory performance and the values below or beyond them should be considered as good and poor performance, respectively. The 2002 MP modeling platform demonstrates an overall good performance in predicting PM 2.5 except for summer at the IMPROVE sites and winter at all sites. It also provides comparable or even better performance because of the state-of-science treatments in the model as well as more accurate model inputs.
Hazardous Air Pollutants at the Surface
Mercury
There were no routine networks existing with measurements of ambient Hg concentrations and dry depositions over the US back in 2002. MDN established by NADP was the only network that regularly monitored Hg wet deposition with most of its sites scattered throughout the remote areas in the US and Canada. The model evaluation will thus focus on the comparison of modeled Hg wet deposition against the MDN measurements, which is considered to be sufficient to provide a general concept of model performance for Hg [22, 46] . Only sites where data are available more than half the weeks in a season are utilized for the seasonal performance evaluation in this study. Figures 5(a)-(b) display the spatial variation of NMBs for Hg wet deposition against data from the MDN network for winter and summer 2002. As shown, most MDN sites are clustered in the eastern and Midwest US. In winter, NMBs are much more scattered with NMBs from 10% to 50% occurring over the eastern US and some very high NMBs (>100%) occurring at several sites in both the western and eastern US. Some relatively small negative biases (NMBs of -20% to -10%) are observed in the eastern US and large negative biases (NMBs of about -60%) also occur in the Midwest. Howver, the overall trend for Hg wet deposition in CMAQ is an overprediction in winter. In summer, the Hg wet deposition is generally underpredicted at more than 80% of the MDN sites, especially over the southern US with NMBs of -70% to -10%. For annual predictions of Hg wet deposition fluxes, more than half of data pairs are within the factor of 2 reference lines (figure not shown) with an R value of 0.45. As shown in Table 3 and Figure 6(a) , CMAQ does reasonably well in simulating the monthly and seasonal Hg wet deposition over CONUS, with domain-wide seasonal NMBs of -28.2% to 28.9% and NMEs of 66.9% -84.0%. The model performance is slightly better in spring and fall than in summer and winter.
The evaluation results of the present study are more in line with those from Gbor et al. [46] and Bullock et al. [18] , and, show an improvement over those reported by Bullock and Brehme [22] . The Hg wet depositions in Bullock and Brehme [22] were significantly overpredicted for summer with an NMB of 60.2% and moderately overpredicted for spring with an NMB of 25.9%, compared to -28.2% and 12.4% in this study for summer and spring, respectively. The performance for precipitation is very similar between the two studies. The improvement of model performance is thus more likely related to the science updates in CMAQ-MP. These updates include: 1) The modification of the products and reaction rates for reactions of Hg 0 with hydrogen peroxide (H 2 O 2 ), O 3 , and hydroxyl radical (OH); 2) The explicit treatment of Hg 0 between the air and various underlying surfaces (i.e., the dry deposition velocity is no longer zero as assumed in the previous Hg module) ; 3) The consideration of recycling or re-emitted Hg 0 from the deposited Hg [47] . These updates are made to reflect the up-to-date science published in the peer-reviewed litera- [17] showed that response of CMAQ to change of BCONs of Hg species, particularly Hg 0 , was strongly linear and they found an average of 1 ng·m -3 of Hg 0 in BCONs could result in an increase of 0.81 ng·m -3 in the monthly average total Hg concentrations and 1270 ng·m -2 in the monthly average total deposition compared with clean condition of Hg 0 . This indicates that the uncertainties embedded in GEOSChem Hg simulation may contribute significantly to CMAQ predictions. Bullock et al. [18] also showed that CMAQ-Hg with BCONs from another CTM gave better performance than those from GEOS-Chem. It is known that the majority of Hg wet deposition are attributable to dissolved Hg(II), thus an accurate estimation of their concentrations is essential for accurate Hg wet deposition predictions. Gardfeldt and Jonsson [49] argued that Hg(II) reduction by HO 2 in aqueous-phase chemistry, which is the most important chemical removal pathway for Hg(II) Lin et al. [16] and Pongprueksa et al. [17] tested this assumption by replacing the aqueous Hg(II)-HO 2 reduction in CMAQ by two other different gas-phase reduction pathways (i.e., Hg(II) reduction by CO or photochemical-reduction of Hg(II)) separately. They found that those two new pathways generated more Hg wet deposition in summer and produced significantly better model agreement with the wet deposition measured by the MDN network. Finally, the missing reactions of Hg with other oxidants, such as bromines, in CMAQ may also contribute to the model uncertainties [50] .
Other Air Toxics Compounds
1) There are two groups of gaseous HAPs species treated in CMAQ-MP. The first on ALD2, 1,3-butadiene, and acrolein, ca destroyed and then influence the concentrations of O 3 and radicals via reactions. The second one, including the rest of species and serving as tracers, is only destroyed via chemical reactions with O 3 and radicals but does not alter the concentrations of those oxidants. A modeling approach analogous to tracers in the gas-phase is used for the aerosol-phase HAPs such as diesel PM, lead, and chromium. The emissions of primary components of those species are tracked. Similar to EC, they are assumed to be chemically inert and only undergo microphysical and deposition processes, they therefore do not participate in cloud chemistry and have no effects on the rates of those processes (see CMAQ release note, http://www.cmascenter.org/help/model_docs/cmaq/4.6/H AZARDOUS_AIR_POLLUTANTS.txt). The approach taken above has its limitation. For example, Hutzell and Luecken [21] indicated that the hexavalent and trivalent states of chromium mass exchange might occur through chemistry within cloud droplets. However, the kinetics for that process is not well understood currently and will only be considered for future model development.
2) We therefore select 6 representative and also observationally available species including five gases and one aerosol species to assess the model performance of CMAQ-MP in predicting the HAPs. As shown in Figures 5(c)-(d) , CMAQ-MP tends to underpredict HCHO at most NATTS sites in both winter and summer. Similar to the MDN sites, most NATTS sites are located in the eastern US and the model performance evaluation may not be representative for the western US. As shown in Figures 5(e)-(f) , CMAQ-MP underpredicts ALD2 mixing ratios in winter while overpredicts them in summer at most sites. The NMBs of ALD2 in winter are similar to those of HCHO in spatial distributions but smaller in magnitude with a range of -70% to -30%. The NMBs in summer range from 20% to 60% with some extreme values occurring over Tennessee and South Carolina. Table 3 shows the seasonal statistics for HCHO, ALD2, benzene, 1,3-butadiene, acrolein, and particulate lead. The results show systematic underpredictions for most species except ALD2 throughout the year. No standard performance criteria are recommended by the US EPA and literature for HAPs modeling. Based on performance criteria used for O 3 evaluation, the concentrations of HCHO and benzene are moderately-to-significantly underpredicted with NMBs of -53.1% (spring) to -34.4% (winter) for HCHO and -54.7% (fall) to -42.4% (summer) for benzene. That of ALD2 performs much better, with NMBs of -11.8% (fall) to 21.9% (summer). Based on performance criteria used for PM 2.5 evaluation, the concentrations of particulate lead are also significantly underpredicted with NMBs of -40.1% (winter) to -59.6% (summer). Higher NMBs (generally -90% to -75%) and NMEs (>85%) occur for 1,3-butadiene and acrolein. The model performance for all species except for 1,3-butadiene in this study is consistent with or better than that reported by Luecken et al. [23] . For example, they reported NMBs of -52.0% and -39.0% for HCHO, -59.1% and -14.7% for ALD2, -39.1% and -69.8% for benzene, and -56.4% and -55.9% for 1,3-butadiene, for winter and summer, respectively. The larger underpredictions in the concentrations of 1,3-Butadiene are likely because that the CB05 mechanism used in this study generates more oxidants than SAPRC99 used by Luecken et al. [23] and includes additional chloride radicals. These additional oxidants and radicals will destroy more 1,3-Butadiene and result in smaller concentrations.
Figures 6(b)-(f) show the monthly concentrations between CMAQ and observations and
3) Overall, the model performance for HAPs is not as good as that for CAPs. Several factors may contribute to large model biases (mostly underpredictions) for HAPs. First, the grid resolution used in this study may be too co del performance of the 2002 MP modeling platther examined by evaluating predictions against available tellite measurements can in 20 arse to resolve the sub-grid phenomena (such as urban canopies and sub-grid plumes) frequently associated with many HAP species as reported by other studies [51] [52] [53] . For example, Logue et al. [53] reported that most of air toxics compounds measured around Pittsburgh areas were characterized by short periods of elevated concentrations or plume events. Some local sources of emissions (e.g., HCHO) and the highly-reactive precursors (e.g., 1,3-butadiene with only a few hours of lifetime) may impact the monitors but not be captured in the grid average model predictions [23] . Ching et al. [51] also found that CMAQ predictions of air toxics are generally better (i.e., with higher values) at a horizontal grid resolution of 4-km than at 36-km. Second, errors in emission estimations of HAPs may contribute significantly to model biases, especially for those chemically nonreactive species (e.g., benzene and various metal particles). As indicated by Hutzell and Luecken [21] , the uncertainties associated with HAPs emissions in the 2002 NEI are generally larger than those for CAPs. Note that most of HAPs emissions in the 2002 NEI are derived from Toxics Release Inventory (TRI). De Marchi and Hamilton [54] reported that the TRI underestimates lead emissions by as much as 50% and suggested that it may underestimate most other metal HAPs emissions since they normally share similar sources of emissions. Luecken et al. [23] also believed that the underestimation of precursor emissions (e.g., isoprene) may contribute to the negative biases for HCHO and ALD2 in CMAQ. Third, the assumption in chemical mechanism and aerosol module for HAPs in the current version of CMAQ-MP as described earlier in this section may play a role in the model underpredictions. In CB05, the rate of decay for most air toxic tracers is affected by OH and NO 3 and it is difficult to determine how well CB05 reproduces their concentrations due to the lack of observations. In particular, CMAQ-MP performs poorly for those short-live and highly active HAPs (e.g., 1,3-butadiene and acrolein), further investigation of the reactions associated with those species is warranted. Finally, the errors from measurements such as sample handling, accuracy of analytical standards, and a lack of site density may also contribute to the model biases, but the impacts of these factors are believed to be smaller as compared with other reasons [55] .
Column Variables
Column Mass of Gases
The mo form above surface is fur seasonal CMAQ column satellite measurements. The sa provide substantial additional information with more complete spatial coverage and can also represent better the scale characteristics of model outputs that are averaged over a grid cell. The satellite dataset used in this study are all level-3 monthly-averaged data with various resolutions (i.e., 1 × 1.25 for TOMS/SBUV TOR, 1 × 1 for MOPITT CO column, 0.25 × 0.25 for GOME NO 2 column, 0.5 × 0.5 for GOME HCHO column, and 1 × 1 for MODIS AOD). The satellite data with different resolutions are mapped to the Lambert conformal projection used in CMAQ using the bi-linear interpolation of the NCAR command language. The CMAQ model outputs are also processed and averaged at the same time of satellite overpasses in order to facilitate the comparison.
In terms of statistical performance (as shown in Table  4 ), CMAQ simulates TORs the best in fall and the worst in winter. Figure 7 shows the observed and simulated seasonal-mean TORs over the 36-km CONUS domain 02. The observed highest TORs occurred over the North-eastern, Midwest, and Pacific coastal areas and t e so ce regi s, notably the northeastern US, reat Lakes, lo eas around Rocky Mountains in the US. CMAQ fails to capture the observed seasonal variations by TOMS/SBUV, i.e., simulated maximum and minimum TORs occur in spring and fall, respectively, but those observed ones occur in summer and winter, respectively. This discrepancy might be due to the BCONs for O 3 used in CMAQ, especially in the upper layers that were provided by GEOS-Chem, which make the greatest contribution to TORs [8] . Other possible factors may include the uncertainties in both model treatments and the satellite retrieval algorithms. As pointed out by Tong and Mauzerall [56] , the assumption of zero flux at the top layer of the model and the exclusion of the contribution of stratosphere-troposphere exchange (STE) of O 3 limited the capability of CMAQ to reproduce O 3 mixing ratios in the upper troposphere. Since TORs only represent about 10% of the total O 3 columns in the atmosphere, they are very sensitive to errors in both retrievals of the total O 3 column from TOMS and the stratospheric O 3 column from SBUV (Fishman et al., 2003) . One of the most important uncertainties in TOMS/SBUV data lies in the definition of tropopause. Stajner et al. [57] indicated that the differences of 1 -2 km in tropopause altitudes can yield differences of 10% -20% in tropospheric O 3 columns (TOCs). They compared TOCs from four different definitions of tropopause. One of those tropopauses was determined from the lapse rate in the NECP/NCAR reanalysis, which is also used by TOMS/SBUV data. They found that the differences of TOCs from different tropopause definitions could be up to ~10 DU in summer and ~3 -4 DU in winter over the US. Figure 8 shows the observed and simulated seasonalmean tropospheric CO columns over main in 2002. Both MOPITT and CMAQ show high umns are also low over elevated altitude terrains (i.e., Rocky Mountains), which is similar to the TOR results.
There are also observed elevated CO columns from MOPITT over the northeastern Pacific coastal region throughout the whole year and with maximum values in spring, which is attributed to the long-range transport of CO [15, 58] . Nevertheless, CMAQ underpredicts CO columns throughout the whole year with NMBs ranging from -23.6% to -8.9% (see Table 4 ). CMAQ and MOPITT CO columns are better correlated in fall and summer with R values of 0.76 and 0.62, respectively, despite moderate underpredictions. Heald et al. [58] pointed out that the regional emissions, more specifically biomass burning emissions, could contribute significantly to elevated CO levels. The uncertainties in CO emissions used in this study could potentially be a major source of errors. The examination of seasonal CO emissions used in CMAQ shows that the CO emissions are the highest in winter, which accordingly contributes to the peak of simulated CO columns. On the other hand, the MOPITT CO observation (peaks in spring) shows that the CO emissions over CONUS, particularly in spring, might be too low. Other possible factors such as uncertainties in BCONs and MOPITT retrieval methods may also contribute to the discrepancies between model and satellite. For example, Heald et al. [58] indicated that the model bias in the vertical structure of CO (equivalent with BCONs or profile) could be an important source of model vs. MOPITT discrepancies. Emmons et al. [29] also showed positive biases (19%) of version 3 MOPITT retrievals over continents, as compared to oceans, and the bias may have been increasing over time. Figure 9 shows the observed and simulated seasonalmean tropospheric NO 2 columns over the 36-km CONUS produced by CMAQ, with larger NO 2 column amounts hown in winter than in other sea the southeastern US, particularly in summer, which is ns are generally well re-GOME measurements show s US than in the western US. Both GOME and CMAQ show high NO 2 columns over the industrialized and metropolitan areas throughout the whole year. Those areas are correlated very well with NO X emission source regions (figures not shown), which provides the rationale for many studies that used GOME NO 2 columns as the constraints for emission inventories of NO X [59] . The NO 2 columns over industrial source regions are the lowest in the summer due to a rapid loss by the reaction of NO 2 with OH. The high winter NO 2 columns are likely resulted from a combined effect of a decreased loss of NO 2 via its reaction with OH and slightly increased emissions as compared to the summer [30] . CMAQ are well correlated with the GOME measurements throughout the whole year with R values of 0.74 to 0.85. The larger discrepancies (see Table 4 ) in fall and winter can be attributed to several factors including possible overestimation of NO X emissions in those seasons and uncertainties in model inputs, treatments, and satellite measurements and retrievals. Boersma et al. [60] and some other studies [59, 61] showed that different NO 2 column retrieval approaches may lead to ±5 × 10 14 -1 × 10 15 molecules·cm −2 for additive error and ±35% -60% for relative error over polluted areas, particularly in winter. It is also worth noting that unlike TORs, the tropospheric NO 2 columns are insensitive to the tropopause definition because the contributions to NO 2 columns from the upper troposphere and lower stratosphere are negligibly small as compared to those from lower troposphere, especially over polluted regions [61] . This may partly explain the better performance of this study, since CMAQ typically gives more accurate predictions at lower altitudes [15] . Despite a small domainwide bias in spring and summer, the model performance in terms of both magnitude and spatial distribution can be potentially improved with more accurate emissions and model treatments. For example, there might also be missing sources of NO X emissions such as lightning emissions, which could be important in spring and summer. Estimations from other studies [62] show that the resultant NO 2 columns produced by lightning can go up to (0.5 -2.0) × 10 15 molecules·cm -2 over the southern US, the Gulf of Mexico, and western North Atlantic in May. As discussed in Zhang et al. [8] , the plume-in-grid treatment in CMAQ for large US power plants can result in improved column NO 2 performance in eastern US in summer. Figure 10 shows the observed and simulated seasonalmean tropospheric HCHO columns over the 36-km CONUS domain in 2002. Both GOME a rong seasonal variations of HCHO columns with values of about a factor of two higher in summer than in winter.
The spatial and temporal variability of HCHO columns over the southeastern US in the model correlates clearly with biogenic and biomass burning emissions (figures not shown here) and is believed to be largely driven by oxidation of biogenic VOCs (BVOCs) (e.g., isoprene and terpene) [63] . As shown in Table 4 , CMAQ overpredicts HCHO columns in all seasons except for winter. This discrepancy could be in part due to the relatively high yield of HCHO from isoprene and terpene in the CB05 chemical mechanism, particularly in warm seasons and uncertainties in the emission inventory, particularly for biogenic emissions. More importantly, according to Stavrakou et al. [63] , the GOME HCHO columns retrieved by Belgian Institute for Space Aeronomy (BIRA)/ Royal Netherlands Meteorological Institute (KNMI) used in this study are about 4 × 10 15 molecules·cm -2 (by 30%) lower in summer over the eastern US and about 2 × 10 15 molecules·cm -2 higher in winter over the US than another set of GOME columns retrieved by Harvard University [64] , which used trace gas profiles from GEOSChem model and a different approach to calculate air mass factor. This indicates that the uncertainties in satellite retrievals may also be a contributor to the discrepancy between CMAQ and satellite HCHO columns. CMAQ does predict the enhanced AODs in summer over the eastern US observed by MODIS although they are lower by a factor of two than MODIS. Statistically, CMAQ underpredicts AODs for all seasons with NMBs of -44.6% to -17.0%. These findings are consistent with those of Zhang et al. [8] . Several possible reasons may explain the discrepancies between MODIS and CMAQ AODs. First, the lack of model treatment of mineral dust quantified through IPR analysis and the seasonal photop derprediction of 2 4 SO  and OC (as shown in Section 3.2)
over the southeastern US can contribute significantly to the underestimate of AOD in the eastern US. Third, there are uncertainties in BCONs of PM 2.5 and its components. Kaufman et al. [65] derived the background AODs to be 0.052 at 500 nm over the Pacific Ocean by using Aerosol Robotic network (AERONET) data. However, the averaged CMAQ AODs over the Pacific Ocean in this work are only from 0.015 to 0.039 in different seasons. This reflects that the BCONs for PM 2.5 species might be too low from GEOS-Chem. Fourth, uncertainties exist in the empirical equations and the associated parameters for the AOD calculation. For example, the equations used in this study do not explicitly consider the contribution of 4 NH  . They also completely exclude the other fine-mode inorganic aerosols and coarse-mode aerosols (e.g., soils and sea salts). A set of modified empirical equations are developed and will be applied in the future work to improve the model-derived AODs (Wang and Zhang, Implementation of dust emission and heterogeneous chemistry into the Community Multiscale Air Quality Model and an initial application to April 2001 Asian dust storm episode, manuscript in review). Finally, similar to other satellite data, there are limitations and uncertainties in the MODIS data used in this work. For example, according to Remer et al. [32] , the uncertainty of MODIS monthly AODs (denoted as τ) can be up to ±0.05 ± 0.15τ over land because of clouds and surface reflectance. More recently, Drury et al. [66] found that there are some errors in the surface reflectance estimates in MODIS operational AOD products used in this study, which can lead to high biases of AODs especially over the western and central US. Their results by using improved AOD retrieval algorithm showed more consistent pattern as our CMAQ AODs in summer.
Process Analysis
Two process analysis ap CMAQ and they are inte sis and integrated reactio sess the net effects of each atmospheric process simulated in CMAQ while IRRs calculate the rates of change of species concentration due to individual gas-phase reactions and track the chemical transformation pathways. Both IPRs and IRRs have been used to study various issues such as O 3 chemistry and transport [9, 67, 68] , regional and long range transport of air pollutants [9, 15] , and controlling processes/process budgets of different air pollutants [69, 70] . In this section, the relative contribulysis for January (representing winter) and July (representing summer) 2002.
IPR Analysis
The original outputs of IPRs are combined to represent several major processes including horizontal transport (sum of horizontal advection and diffusion), vertical transport (sum of vertical advection and diffusion), gasphase chemistry, aerosol gas-to-particle mass t dry deposition, and cloud attenuation of photolytic rates, convective and nonconvective mixing and scavenging by clouds, aqueousphase chemistry, and wet deposition). The process contribution can be either positive or negative, indicating build-up or removal, respectively, of a species concentration due to a specific process. Figure 12 depicts the process budgets for selected CAPs species including NO X , O 3 , 3 
NO
 , and PM 2.5 in PBL over different sub-regions. The process budgets for NO X in both months show very similar variation with major contribution coming from emissions and major removal by chemistry. The contribution from transport seems to be higher in winter, i eed in cold season. The emission rates for NO X are the highest over Midwest and the lowest the western US in both months. The removal rate of NO X due to gas-phase chemistry is comparable between winter and summer, due to different reasons. In winter, the removal of NO X is mainly caused by the strong titration of O 3 , but in summer, NO X is mainly removed by radicals. In contrast, the processes contributing to O 3 show a strong seasonality, with much higher formation of O 3 from gasphase chemistry over all sub-regions in summer than in winter. In summer, the highest chemistry production over Midwest is consistent with the highest precursor emissions (e.g., NO X ). The vertical transport and dry deposition are two major removal processes for O 3 over all sub-regions. As expected, the contribution from chemistry is much weaker in winter. The horizontal/vertical transport instead plays more important role in the O 3 budgets. The high values of O 3 build-up from vertical transport and removal from horizontal transport over the western US indicate the persistent period of high pressure system locating over the western US in January 2002 that transports more O 3 from the free troposphere to the PBL and horizontally out of western US. The opposite vertical transport for O 3 over the western US in summer indicates the low pressure system and downward turbulent transport. For also show a strong seasonality. The overall emissions are comparable between two months with higher emission contributions over northeastern, southeastern, and Midwest n winter and higher emission contributions over central and western US in summer. The removal of PM 2.5 due to dry deposition is higher in summer than winter due to the general higher dry deposition velocity of aerosols over more vegetated areas. The changes of PM 2.5 due to other processes are complicated over different subregions in both months. For example, the aerosol process tends to remove PM 2.5 over the northeastern US and southeastern US, where ocean grid cells are included in the IPR calculation in winter because of a negative contribution to aerosol process of particulate-phase chloride (figure not shown) due to the fact that the reaction NaCl(s) + HNO 3 (g)  NaNO 3 (s) + HCl(g) is favorable in winter. The negative budget of PM 2.5 due to aerosol processes over the western US in summer is mainly due to the loss of 3 
 and SOA (figures not shown), both of which have relatively low precursor emissions and high removal rates due to gas-particle equilibrium favoring their volatility to the gas phase over that region. Similar to most her species, horizontal/vertical transport are also important for PM 2.5 . Figure 13 depicts the process budgets for selected HAPs species Hg(II), PHg, HCHO, and particulate lead in PBL over different sub-regions. The gas-phase chemistry, emission, and horizontal/vertical transport (except horizontal transport in the Midwest and western US and vertical transport in the central US) dominate the production of Hg(II) and dry deposition and cloud processes dominate the removal of Hg(II) over most sub-regions in both months, but the magnitude of IPR for each process has a strong seasonality. For example, the IPRs of chemistry are much higher in summer because of higher oxidant levels. The IPR of dry deposition is comparable to that of cloud processes in both months, indicating that the wet deposition may also contribute significantly to the removal of Hg(II). The signs of IPRs for horizontal/vertical transports are more diverse in winter than summer, indicating a much different wind field pattern in some regions in winter. The IPRs of emissions for PHg also indicate that the major sources of Hg are located in the northeastern and Midwest US. The IPRs for PHg also the removal. The contributions from both processes are much higher in summer due to higher concentrations of oxidants, which lead to higher aqueous-and particulate-phase oxidation of Hg. To a lesser extent, the remaining processes also play some roles in the PHg budgets. The IPRs for HCHO show a strong seasonality with much higher contributions in summer than winter. Both emission and chemistry contribute to the formation of HCHO. The IPRs for chemistry, however, are about 5 to 10 times higher over different sub-regions in summer than winter, resulting from much higher direct and precursor emissions and rates of formation from precursors due to a stronger oxidation capability. The vertical transport, dry deposition, and cloud processes are the major processes to remove HCHO from the atmosphere. Unlike other HAPs, the seasonality for particulate lead is not evident. Emission is the major or only source for the build-up of lead over almost all sub-regions, indicating that the uncertainties in emission inventory may contribute significantly to model biases as discussed in the previous section (see Table 3 ). Cloud processes act as a major removal process for particulate lead followed by horizontal transport, vertical transport, and dry deposition. The contribution from aerosol processes is zero due to the assumption of chemical inertia of lead in CMAQ. The vertical transport for particulate lead and PHg plays a different role, indicating that the long-range transport of PHg is more important than particulate lead.
IRR Analysis
CB05 used in this study include 219 reactions. The IRRs of those reactions are grouped into 43 products according to the reactions for radical initiation, propagation, production, and termination (see Table 1 from Zhang et al. [9] for most products). Figure 14 shows the monthlymean spatial distributions of photochemical indicators of surface layer 2 [9] . As shown in Figure 14(a) , during winter, most regions over US except for some areas over the western US have VOC- limited O 3 chemistry due to high NO X and low BVOC (mostly rural and remote areas) change to NO X -limited esults show emissions. By contrast, while the major cities and industry areas remain VOC-limited chemistry, all other areas O 3 chemistry in summer. The r n here are overall consistent with those reported by Zhang et al. [9] and Liu et al. [70] . In order to verify the robustness of 2 2 3 H O HN culate the column ratio of HCHO/NO 2 , another indicator recommended by Martin et al. [72] . The rationale to use two column species to indicate the surface photochemistry is due to that the bulk of their columns are within the lower mixed layer over polluted regions and the columns are closely related to VOC and NO X emissions [72, 73] . Another reason is that there are space-based observations ospheric HCHO and NO 2 column mass and the modeled ratio of HCHO/NO 2 can be further examined by largescale and long term satellite observations. The transition value for column HCHO/NO 2 originally used by Martin et al. [72] was 1, but Duncan et al. [73] suggested values of 1.2 -2.2, above which O 3 chemistry is VOC-limited. As shown in Figures 14(a)-(b) , the spatial pattern of VOC-vs. NO X -limited areas indicated by column HCHO/NO 2 predicted by CMAQ is very similar to that of O as a photochemical indicator, we also calof both trop P P 2 2 3 H O HNO P P in both months, if a transition value of 1.6 is used for column HCHO/NO 2 . Comparing with satellite observations (Figure 14(c) ), CMAQ demonstrates a promising accuracy in reproducing the spatial variation of column HCHO/NO 2 in most areas, despite some discrepancies in some areas (e.g., in Texas and northern Mexico in January and in the Ohio valley in July), which can be attributed to the uncertainties in both model predicttions and satellite measurements. The above findings indicate that both 2 2 3 H O HNO P P and column HCHO/NO 2 are robust indicators for development and assessment of various precursor emission reduction strategies for O 3 control.
Summary and Conclusions
This study presents a comprehensive evaluation and analysis of several full year sim er contiguous US domains using the US EPA's the multiple-pollut-ant version of CMAQ v4.6 (i.e., the 2002 MP modeling platform). Model evaluation is performed by comparing simulated concentrations ulations ov of O 3 , PM 2.5 , and its compoajor air toxics as omponents, with a slight improvement compared with previous study which is likely attributed nents, precursors O 3 and PM 2.5 , and m well as the Hg deposition with the measurements collected from ground-based monitoring networks and satellites. Our results show that CMAQ simulates well the spatial and seasonal variation of O 3 , especially during the O 3 season and gives the best agreement with observed O 3 mixing ratio range of 40 -60 ppb. These results demonstrate a moderate to great improvement in O 3 predictions compared to the previous studies for several reasons including the newest CB05 gas-phase chemistry mechanism with chloride related reactions, a new PBL scheme ACM2, and new emission inventories. Model performance for PM 2.5 and its components is satisfactory or marginally-satisfactory. CMAQ predicts 2 4 SO  the best to updates in both convective cloud module and aerosol dry deposition module in CMAQ. The overall model performance for HAPs is worse than CAPs due to several reasons. For example, the emission inventory for HAPs is not as accurate as that of CAPs, the model treatments for HAPs species are not as mature as those for CAPS, and there is a lack of routine measurements of HAPs. However, CMAQ does reasonably well in simulating seasonal Hg wet deposition, with consistent or even better performance as compared with previous studies because of several model updates. The model performance is slightly b mai in co etter in spring and fall th easons exce an in summer and winter. The evaluation results for selected air toxics show a systematic underprediction for most species except for ALD2 throughout the year due to several reasons, including the incapability of the coarse grid resolution in resolving the high-level plume event, the underestimation of emissions for most of HAPs, and the simplified assumption of HAPs chemistry in current CMAQ-MP. The overall model performance in the 2002 MP modeling platform is fairly good for HCHO and ALD2, moderately good for benzene and particulate lead, and very poor for 1,3-butadiene and acrolein.
The spatial distribution and seasonal variations of GOME NO 2 columns are generally well reproduced by CMAQ, with a good correlation throughout the year. Despite moderate underpredictions, CMAQ reasonably captures high MOPITT CO columns over source regions. Although relatively small NMBs for simulated TORs, CMAQ fails to capture the observed seasonal variations, likely due to uncertainties in the upper BCONs for O 3 used in CMAQ. Moderate-to-significant overpredictions of HCHO columns from CMAQ occur in all s pt for winter. CMAQ underpredicts MODIS AODs and fails to capture spatial distributions for all seasons. Several possible reasons for model biases in column predictions are identified. These include inaccurate seasonal al-location, underestimation of emissions, inaccurate BCONs in higher altitudes, lack of model treatments such as mineral dust or plume-in-grid process, as well as limitations and errors in satellite data retrievals.
The IPRs of the process analysis show that emissions are important sources for NO X , PM 2.5 , and many of HAPs such as Hg(II), PHg, and particulate lead over almost all the sub-regions in both seasons. Gas-phase chemistry is the dominant contributor to both HCHO and O 3 especially in summer, however, it removes NO X significantly in both seasons. Aerosol processes contribute significantly to PHg formation and also play important but complex roles in the formation/removals of 3 
NO
 and PM . Cloud processes remove most 2.5 of HAPs signifintly over all the sub-regions. The role of dry deposition is relatively more important for O 3 , HCHO, and Hg(II) especially in summer. Horizontal and vertical transport play important role for most of species, indicating the importance of accurate prediction of wind fields on air pollutants. The IPR results suggest that improving model treatments of those dominant processes may help to improve the model performance. The IRRs show a dominant NO X -limited chemistry in most areas but VOC-limited chemistry over urban and industry areas in summer and VOC-limited chemistry in winter over most of US, consistent with previous modeling studies and GOME satellite observations. The results indicate that integrated NO X /VOC emission controls should be considered over different regions in different seasons.
As illustrated in this study, the predictions of CAPs and HAPs from the 2002 MP 36-km and 12-km simulations are within the range or better than those reported in several recent EPA applications. This attests its scientific capability in assessing O 3 and PM 2.5 as well as air toxics for the purposes of the NAAQS Final Rule. The model evaluation also identifies several key areas for potential model improvements, thus providing guidance for sensitivity studies and further model development and improvement efforts and directions in the fu ca ture.
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