Purpose: This paper introduces a novel autocalibration method for cone-beam-CTs (CBCT) or flatpanel CTs, assuming a perfect rotation. The method is based on ellipse-fitting. Autocalibration refers to accurate recovery of the geometric alignment of a CBCT device from projection images alone, without any manual measurements.
I. INTRODUCTION
Flat-panel cone-beam CTs (CBCTs) are widely used in medicine for three-dimensional reconstructions, but also have applications in industry and science. The data basis is formed by a large number of x-ray projection images which are uniformly distributed around the object of interest. In most cases there is a rotating C-arm composed of an x-ray tube and a flat rectangular detector. To permit a volumetric reconstruction the precise knowledge of the geometric alignment of the detector and the x-ray tube in relation to the rotational axis is an indispensable precondition. Otherwise various artifacts can be observed. We simplify our assumptions by restricting the movement to a true circular rotation (360
• ) without gravitational or other technical disturbance. While this may seem unrealistic in a real-world set-up, we will show that our device model is appropriate for a commercial dental CBCT-scanner which we tested. Additionally, we assume mechanical stability of the device in the sense that geometry parameters do not change between several scans. Since no metric information is required for the reconstruction alone, we also neglect spatial scaling of the reconstructed volume.
There are eight parameters that define a CBCT-device which rotates about a fixed axis. These are, the distance of the focus (i.e., the x-ray source) to the rotational axis (fod), the pixel size (ps), the position of the detector (o x , o y , o z ), and its orientation (φ, σ , ψ), both relative to a cartesian coordinate system defined by the rotational axis and the focus. To be precise, we consider the orientation of the detector as three Euler-angles which correspond to an in-plane rotation ψ, also known as skew, and two out-of-plane angles φ and σ , also known as tilt and slant, respectively. From these parameters the focus-to-detector distance (fdd) can be derived as the sum of fod and o z .
To provide a reconstruction up to spatial scaling we will show in the first section that it is sufficient to know exactly six "ratios" of these parameters. In this paper we present an autocalibration method which can determine these six parameters (=ratios) needed for volume reconstruction, assuming a perfect rotation of the device. To clarify this, Rizo et al. showed that for a perfect circular rotational movement seven parameters are sufficient to calibrate a CBCT scanner which correspond to the just addressed six ratios plus the measuring unit inducing a spatial scaling of the reconstructed volume. 1 We use a test object containing several dot like metal markers. During image acquisition the circular trajectory of the markers around the rotational axis will be projected to ellipses. Our method relies on the fact that the geometric configuration of the CBCT device needed for reconstruction can be identified from these ellipses alone. It must be emphasized that no information about the relative position of the markers is required, nor are manual measurements required, and even the real pixel size can be neglected. We formulate the problem as a nonlinear optimization problem based on the geometric restrictions described above and the ellipse parameters as input data and solve it iteratively.
There are numerous methods present in literature for calibrating a CBCT with different restrictions on the device geometry or the calibration phantom. Only some take outof-plane rotations into account. [1] [2] [3] [4] [5] [6] [7] [8] Common to all of these methods is the need for a priori information about the used calibration phantom. It has been demonstrated that very precisely fabricated phantoms allow for robust calibration even of in-lab C-arm devices yielding a high spatial resolution of the reconstruction. 7 An analytic method based on ellipse parameters obtained from two small ball-shaped calibration objects for circular rotation orbits has been introduced by Noo et al. 9 Their direct method, however, requires the detector to be oriented parallel to the rotation axis and hence only accommodates one of two out-of-plane rotations (here denoted by σ , θ ). Other approaches in Refs. 3, 4, 8, 10-15 rely on the knowledge of the relative positions of pointlike markers within the phantom object. Although using different solving strategies, the calibration parameters are determined basically by comparing expected positions of the markers with those observed. For example, Beque et al. 10 match estimated and observed projected positions of point sources by minimizing a suitable quadratic term. While such methods usually allow someone to calibrate each projection separately, the calibration accuracy is additionally limited by knowledge of the precise adjustment of the pointlike markers. Other methods take more sophisticated phantoms into account, for example, two metal rings of known radius and distance, 5 several steel ball bearings in two plane-parallel circles, 11, 12 or a special tubular object container. 2 The method of Yang et al., 16 which is one of the most closely related to the one presented here, also uses a phantom consisting of arbitrarily positioned markers, the relative positions of which may be unknown. Yang et al. only need a rough measurement of the distance between two of the markers to adjust the focus-to-object distance, but in contrast to our method they assumed out-of-plane rotations to be negligible. Very similar to our approach, Smekal et al. also consider out-of-plane angles, and do not utilize knowledge about the marker positions in their phantom. 15 They prove very accurate results based on analytic expressions derived from Fourier analysis of the projection-orbit of the pointmarkers. 15 For the micro-CT geometry they consider for their simulation, they also show that out-of-plane (tilt and slant) angles of realistic magnitude have very minor effects on reconstruction accuracy.
We present a novel calibration method for CBCT-devices, that uses a phantom of pointlike metal markers. No knowledge of their position is required. Under a few assumptions that seem to sufficiently approximate real-world CBCT scanner geometries, the advantage of this novel approach lies in its simplicity. Although no metric information about the phantom has to be known, all parameters can be determined with an accuracy that is roughly 1 order of magnitude higher than that obtained by the method proposed by Yang et al. 16 Compared to the paper of Smekal et al., 15 our results are slightly less accurate. We will demonstrate, that for real-world dental CBCT machines implementing larger cone-angles out-ofplane angles of realistic magnitude do negatively affect the calibration when neglected.
In Sec. II, we introduce the device model followed by a section with the main concept and the theory of the approach. Sec IV provides implementation details. Finally, the method is evaluated by some analytical considerations and simulations using data from the literature to allow for comparability. Real-world reconstructions from a commercial dental CBCTmachine calibrated with the method are also included.
II. THE DEVICE MODEL
Our device model (see Fig. 1 ) is based on the following three assumptions: First, the x-ray source and the detector have to be statically coupled to one another, such that both have a static position and orientation in a common local coordinate frame. Often, this part of the device is called the C-arm of the CBCT. Second, we assume a flat-panel detector. Finally, the focus-detector-unit rotates about an arbitrary axis during image acquisition. Note that this axis does not have to be aligned with the detector in any special way. These assumptions are nearly fulfilled for many dental Carm CBCTs or micro CTs. Despite this simplification, we will show that our model allows us to generate state-of-the-art reconstructions.
The assumptions made above lead to a device model with fewer degrees of freedom compared to the general case, where each projection is calibrated individually. In fact, a rotational CBCT can be described by a set of eight parameters
which are the distance of the focus to the rotational axis (fod), the pixel-size (ps), the position of the detector (o x , o y , o z ), and its orientation (φ, σ , ψ). Assuming a right-handed coordinate system in which the rotational axis corresponds to the y-axis and the focus is placed on the negative z-axis these eight parameters apply as follows. The focus f of the system is at f = (0, 0, −fod) T . Then, the local coordinate frame of the detector is given by a corner o = (o x , o y , o z ) T (the position of the detector) and two adjacent vectors
which describes the orientation of the detector. Here, R x (φ), R y (σ ), R z (ψ) are rotation matrices about the x-, y-, and zaxes, respectively. From Eqs. (2) and (3) it follows that both vectors d x and d y are orthogonal to each other with the length of one pixel.
To introduce a projection matrix framework, the vectors d
x , d y , o, f which represent the complete geometry information can be combined into the homogeneous calibration matrixD ∈ R 4×4 given bỹ
FromD the projection matrixP ∈ R 3×4 can be derived, which projects a point in real-world coordinates onto the detector given by o, d
x , and d y and provides the point within the detector's local coordinate system. It is given as 
Here,Z is a simple orthogonal projection in z-direction. During image acquisition the focus-detector-unit rotates about the y-axis. If we assume that at a fixed time t, i.e., image number t, the device is rotated about the angle α(t) then the focus has the positionR α(t) ( f 1 ) and the detector unit is given bỹ
). Thereby,R α ∈ R 4×4 performs a simple rotation about the y-axis through the angle α in a mathematically positive sense. As a consequence the detector matrixD t , as well as the corresponding projection matrix P t at time t are given bỹ
Now the projection of a fixed pointx ∈ R 4 at time t is given byp
II.A. Normalizing the geometry
From projection images themselves, the eight parameters of q real defining the vectors d x , d y , o, f are only determinable with two ambiguities which lead to a system of equivalent geometry configurations with six degrees of freedom (DOFs). 
Thereby the position of the focus and the size of volume remain fixed. Reconstructions provided by q and S μ (q) are identical.
If we apply these transformations to the original geometry configuration q real with γ = 1/fod and μ = 2 fod/(o z + fod) we get a normalized version q norm of the geometry:
Two parameters (q norm 4
, q norm 8
) of the normalized geometry q norm are fixed to one. The remaining six entries, respectively, ratios of the original geometry, can be determined just from the projection images without any a priori information. Now, if we form the vectors d
norm in analogy to Eqs. (1)- (3) and combine these into a normalized calibration matrixD norm it holds that
with γ = 1/fod and μ = 2 fod/(o z + fod). For the normalized projection matrixP norm it holds that
from which one can easily see that the projection matrices belonging to q real and q norm only differ in a uniform spatial scaling of the volume space. The symbol means projective equivalence.
To summarize, the normalized geometry q norm has only six DOFs, while providing a reconstruction which only differs in a spatial scaling compared to a reconstruction based on the real geometry q real . As demonstrated in this paragraph, it suffices to consider normalized CBCT geometries for both calibration and reconstruction without loss of generality. Hence, in the rest of this paper, we omit the superscript (·) norm and assume a normalized geometry with a focus-to-object distance of fod ≡ 1 and a z-translation of o z ≡ 1 which correspond to the entries q 4 and q 8 of the geometry-defining parameter vector q [compare with equation (1)].
III. MATHEMATICAL MODEL
In the following, we present all theoretical aspects of the calibration method. Section III.A gives an overview followed by a detailed derivation in Secs. III.B-III.C.
III.A. Main concept
From Eq. (7) it is easy to see that the projection-curve of a fixed point in dependency of time t is identical to the projection of an orbit around the y-axis at time t = 0. As a consequence we can drop the time component by considering circular orbits around the y-axis (called y-orbit in the following) instead of single points.
These y-orbits get projected to ellipses. In Sec. III.B we will describe how to obtain these ellipses. Our approach is based on the fact that the ellipses determined by the y-orbits of the radio-opaque markers can be measured directly within the projections. This observation allows us to determine the unknown calibration matrixD and the y-orbits of the markers. In the following, we represent the ellipses as homogeneous symmetric matricesC i ∈ R 3×3 , i = 1, . . . , n. An observed ellipseC i depends on the geometric configuration represented by the calibration matrixD, the radius r i , and the height h i of the y-orbit of a marker.
The main contribution of this paper is a decomposition of the conic section equation describing the ellipses which allows for a direct computation of the pair (r i , h i ) whenC i and D are given. More precisely, if one assumes a fixed calibration matrixD there is a bijection, mapping y-orbits defined by (r i , h i ) onto observable ellipsesC i in the image domain. We derive an explicit formula for this bijective mapping and much more important for its inversion. This explicit formula will be used to reduce the complexity (6 variables instead of 6 + 2n) of our optimization algorithm which determines the CBCT geometry.
In Secs. III.B and III.C we prove that the resulting problem can be stated as follows: Given n ellipsesC i ∈ R 3×3 , i = 1, . . . , n measured from the projection images. Find a homography (i.e., a bijective projective mapping)
between the real detector plane and a canonical detector plane such that for some arbitrary (r i , h i ) ∈ (R + , R) defining the canonical ellipses
the following equation holds
This simple algebraic representation of the relationship of CBCT-geometry, y-orbit and observed ellipse can be achieved by temporarily adding a canonical detector plane (given by the matrixD c , see Sec. III.C) and afterward mapping the canonical detector to the real detector (see Fig. 2 ). As mentioned previously Eq. (17) can be solved explicitly for (r i , h i ). The matrixG contains the complete geometric information of the CBCT required for reconstruction. 
III.B. Identifying the trajectory of a fixed point with a conic section
Letx ∈ R 4 be a homogeneous representation of a point on an orbit with radius r and height h. Thenx has the representationx
That means
withỹ being a point on the two-dimensional unit circle. The projectionP maps the pointx to image coordinates
Note that bothP ∈ R 3×4 andW ∈ R 4×3 are not square matrices, in contrast toPW which is square and invertible (except for unrealistic detector geometries).
Sinceỹ is a point on a unit circle the following conic section equation holds
Withỹ = (PW) −1p we derive the following equation for the image pointp :
wherẽ
In summary, this means that, through the perspective projection, the orbit with radius r and height h around the y-axis will be mapped to the conic sectionC. In our case these conic sections are ellipses. Furthermore with Eq. (5) we find
with nonsquare matricesZ ∈ R 3×4 ,W ∈ R 4×3 and square matricesD ∈ R 4×4 ,K ∈ R 3×3 .
III.C. Decomposition of the conic section equation
Let us define a canonical calibration matrixD c ∈ R 
and a projective mappingG ∈ R 4×4 with
ThenD =D cG and the conic section equation (25) can be decomposed intõ
Using Eq. (15) and the fact thatZG −1 =G −1Z we get
SinceG is square and invertible it can be factored out and it follows that
With
Eq. (30) simplifies tõ
Note thatC c only depends on the radius and the height of the orbit. In particular, it is independent of the device geometry. Substituting Eqs. (5), (19) , (22) and (26) into Eq. (31) we get the explicit representatioñ
of the canonical conic section defined by a y-orbit with hight h and radius r.
IV. OPTIMIZATION PROCESS
Before solving the conic section equation (17) in the optimization process, we have to consider some preprocessing steps to obtain the elliptic projection trajectoriesC i in the given x-ray images. In our approach any kind of pointlike, radio-opaque markers can be used. For all recovering processing steps standard methods in imaging science exist. 17 We extract the midpoints of our metal ball bearings using a border segmentation followed by an elliptical Hough transformation, both with subpixel precision. Subsequently or along the way, each trajectory can be tracked, e.g., by a Kalman filter and optical flow procedures. 18 To fit ellipses to the point set we use a method similar to the standard approach by Fitzgibbon and co-workers. 19 Given n ellipsesC i one has to find a normalized geometry vector q norm (defining the homographyG) such that Eq. (17) holds for some arbitrary (r i , h i ) ∈ (R + , R) definingC i c as in Eq. (16) . The implemented optimization process (compare to algorithm 1) is a simple random search in the geometry vector q norm (6 DOF) combined with an annealing process which minimizes an objective function f that will be described in the next paragraph. The annealing process itself ALGORITHM I. Local optimization process. is implemented by shrinking (by a factor 0 < δ < 1, J times) a boxlike search window centered around the current optimum q opt after a fixed number I of random samples within this box. To cope with local minima we restart the search K times. The local optimization process is illustrated in detail in algorithm 1.
The boxlike search window q min ≤ q ≤ q max (pointwise) is defined by six degrees of freedom of the normalized geometry vector q norm . Throughout this paper, we use the same initial conditions for all calibrations of simulated as well as real data sets. These are K = 100, J = 1000, I = 10, δ = 0.99,
The search window q min ≤ q ≤ q max is chosen such that it covers a large class of real CBCT devices. This includes detector rotations up to ±10
• , a focus-to-detector distance between 10 3 and 10 4 pixel ((q 4 + q 8 )/q 5 ) as well as detector translations between −1500 and 0 pixel (q 6 /q 5 and q 7 /q 5 ), independent from the absolute dimensions of the device. Given a pixel spacing of 0.05 mm, as a micro-CT example, q min and q max admits of feasible focus-to-detector distances ranging from 50 mm to 500 mm.
The global objective function f is the sum of individual objective functions
with
being the objective function for a single ellipse. The matrix G q ∈ R 3×3 is uniquely defined by the geometry vector q in analogy to Eqs. (1)- (3) and (15) . Note that the matrixG q is invertible if and only if the focus does not lie in the detector plane. This will be guaranteed by the initial search window. Thereby the match(·) function is a heuristic that quantifies the match of two ellipses. It is implemented as the sum of the absolute differences of four corresponding points which are given as the intersections of the ellipse curve with both principal axes. These four points can be determined from the defining conic section matrixC by simple algebra. The function correct (Ĉ) normalizes the matrixĈ by division with its top-left entry and forces the structure ⎛
Taking this into account, the termG (38) is an approximation for the projection of the y-orbit (r, h) which matches the ellipseC best (for a fixed candidateG q ). As a consequence of the invertibility ofG q the matched ellipse pairs are nondegenerated if and only if the input ellipses are nondegenerated. The real best-fitting y-orbit is given by argmin match (r, h)
From Eq. (17), it follows that for the correctG q the conic sectionG
q (after normalization) is of the form (39). Consequently, we can do the correction step (and so the approximation) by forcing the known components ofG Note that this approximation step reduces the number of variables in the optimization process dramatically. The approximated objective function acts as an upper bound to the desired objective function but with the same optimum and the same optimal value in an error-free setting. In such a case the objective function f (q,C 1 , . . . ,C n ) is zero for the correct geometry q, otherwise it is greater than zero. Nevertheless, in the case of corrupted input ellipsesC i , there is no proof that the match(·) function is optimal in the sense that the approximated objective function [Eq. (38)] and the desired one [Eq. (40)] share the optimum.
V. EVALUATION
The evaluation section concentrates on the calibration of micro-CT systems introduced in the most closely related work 15, 16 as well as dental CBCT systems available to the authors. The relevant parameters of all calibrated devices are listed in Table I , including quantities such as magnification (fdd/fod) and cone angle. For a first CBCT geometry classification we illustrate by Fig. 3 how an out-of-plane error propagates to object space with respect to the geometry. In Sec. V.A we give simulation results on the accuracy of our calibration method. More precisely, we consider five settings with different constraints on the geometry, the number of markers, and the noise in the observed positions of the markers. In Sec. V.B we show real-world reconstructions of two projection data sets with different geometry configurations which were calibrated by the proposed method. Figure 3 (a) introduces a function h(φ) to estimate the effect of an out-of-plane rotation error (tilt φ) to a point near the rotational axis. Here, h(φ) is the offset of the intersection point of the rotational axis with a virtual ray which strikes the detector margin. Figure 3(b) evaluates the maximum reconstruction error from 0
• to 5
• . If we assume that the voxel spacing in the reconstruction is equal to or below the pixel spacing, the intersection of the error plot with the horizontal pixel spacing line indicates when the error exceeds one voxel. This can be evaluated for each geometry. Looking at geometry II this point is about 1
• , for geometry III between 2
• and 3
• and within geometry I it is above 5
• . This demonstrates that the influence of out-of-plane rotation errors depends to a great extent on the device geometry. Consequently, the out-of-plane angle precision of the calibration method must be evaluated with respect to this influence.
V.A. Simulation
For the first simulation we take the device geometry I (see Table I ) from Smekal et al. 15 The projected trajectories of 12 vertically aligned markers are computed and perturbed by Gaussian noise with a standard deviation of 0.01, 0.1, and 0.2 pixel, respectively. We use exactly the same positions of the markers as listed in Ref. 15 (see Table II Column 3 on p. 3252). The out-of-plane rotations for this geometry are φ = −1.2
• and σ • = 1.5. Table II shows our calibration results in mean and standard deviation for 1000 simulations. It shows clearly that the input geometry can be reconstructed if the noise level tends to zero. For noise 0.01 the errors as well as the standard deviations for all rotations angles (φ, σ , ψ) are less than 0.1
• . For higher noise levels the standard deviations of the calibrated parameters increases roughly by the same factor as the noise level increases. The highest errors and the highest standard deviation arise in the tilt rotation angle φ for all three noise levels. In comparison with Smekal et al. 15 we obtain slightly higher standard deviations. However, all mean values roughly equal the values in this paper. 15 As already mentioned according to Fig. 3 , the out-of-plane rotation errors introduced by both calibration methods are nonsevere.
Second we compare our method with a simulation of Yang et al. 16 whose approach is also closely related to the one presented here. Their approach also relies on elliptical projected trajectories and estimates all calibration parameters mentioned except both out-of-plane rotations (φ, σ ). They simulated the projection trajectories of eight virtual metal balls in a given CBCT geometry (see Table I , geometry IIa) and compared the output of their calibration process with the original geometry. Prior to the calibration, the projected positions of the makers were perturbed by Gaussian noise with a standard deviation of 0.4 pixel. We repeated exactly the same experiment with our new method. Since they use a slightly different notation we introduce a new vector
to enable direct comparison of the accuracy of both methods in mean and standard deviation. The vector f is the position of the focus f relative to the detector frame (compare with Sec. II and Fig. 1 ]. Note that the information contained in the pair [(R, f ) is identical with the information contained in the normalized parameter vector q norm . A summary of the comparison is given in Table III including all relevant simulation parameters. It shows slight improvements in all estimated values (both mean and standard deviation) and a significant improvement in the estimation of f z .
In the next two simulations (Table IV) we also consider out-of-plane rotations and reduce the number of markers from eight to four to demonstrate robustness. Furthermore, we increase the noise in the positions of the markers (last column of Table IV) . Table IV shows the results of 1000 simulations and calibrations, respectively. TABLE II. Simulation results based on the geometry I in Table I Table I .
To summarize, for the geometry IIa/b with or without outof-plane rotations all simulations confirm the high accuracy of the method presented here. As expected the mean values and standard deviation are more accurate than calibrations with geometry I [compare Fig. 3(b) ].
V.B. Real-world reconstruction example
To illustrate the applicability of our method we calibrated a dental CBCT device (3DAccuitomo, J. Morita Corp., Kyoto, Japan). Most dental CBCT devices have a rotating C-arm while the patient is sitting or standing near to the rotational axis of the system. In this particular case the device has two data acquisition modes with different focal-lengths and different in-plane translations. When switching between modes the detector moves while the x-ray source remains in its initial position. Both geometries of the device are given in Table I .
To calibrate the first mode (fod = 800 mm) we used a phantom containing 17 metal ball bearings of 1 mm in diameter manually arranged more or less vertically on a wooden plate (Fig. 4) . In Fig. 5 one can see a projection image of this phantom along with an overlay of several images showing the ellipse trajectories generated by the rotation. From this we extracted six ellipses [ Fig. 5(c) ] as input for our optimization process without using a priori information about the geometry of the calibration phantom. To extract the best possible ellipse information, the lower and upper three ellipses were used [see Fig. 5(c) ] for the calibration. All initial conditions of the optimization process are given in Sec. IV.
Based on this geometry we produced a reconstruction of a mobile phone (Fig. 6 ). As one can see, even fine-grained details of the circuit board can be observed without any geometrical distortions.
For the second mode of the device (fod = 710.5 mm) we attached three markers to a dry human spine segment, see Fig. 7 for a projection image. This setting also generated suitable ellipse trajectories for the calibration process, see Figs. 7(b) and 7(c).
Though we have no general proof that three markers are sufficient for solving the equation system uniquely we can demonstrate that in this particular setting the resulting geometry is capable of perfectly reconstructing very sharp features of the examined object (Fig. 8) .
Also, the device-manufacturers reconstruction is given to confirm that state-of-the-art reconstructions can be obtained based on the proposed calibration method. By visual inspection our calibration method facilitates a higher spatial resolution.
The reconstructions themselves were obtained by the wellknown Feldkamp-David-Kress algorithm (FDK). 20 Typical misalignment artifacts such as double structures, blurring, and geometric distortions are not visible. Table I Table I with out-of-plane rotations (φ, σ ) = (−2.5, 1.5). The positions of the makers (number: 4) were perturbed by Gaussian noise with a standard deviation of 0.4, respectively, 0.8 pixel. For both simulations the mean of 1000 simulations is given along with their standard deviations in parentheses. 
VI. DISCUSSION AND CONCLUSION
Geometric calibration refers to knowing the exact scan geometry of the acquisition geometry with very high precision. Geometric accuracy is fundamental in image reconstruction to avoid typical misalignment errors. 1, 21 Visible artifacts occur even from minute deviation of the true geometry from the desired geometry. 22 On the other hand, it is well known that mechanical stability, which permits off-line calibration and repeatability, is very important for typical C-arm-based systems such as CBCTs, 22 since the systems are not as stable as gantry-based CTs. Hence, it is obvious that simple calibration procedures are a very important prerequisite to obtain highquality 3D reconstructions.
We introduced a novel calibration method for CBCT flatpanel machines with a circular image acquisition orbit (360 • ). It is an off-line procedure, i.e., the geometric parameters are determined in a scan before the system is operated on patients. This assumption seems reasonable for sufficiently stable machines and is also made by other authors. 3, 9, 11, 15 Our method is based on a simple phantom, that does not require accurate fabrication with only minute tolerances as described in literature 2, 5, 11, 12 or distinct spatial alignment of markers. 3 Any pointlike highly-dense objects can be used. However, the tiny pointlike radio-opaque markers in our phantom should be distributed such that they produce as large as possible ellipses on the detector over the circular orbit. In order to obtain accurate calibration results, it is always desirable to position the markers in such a way that their projection orbits extend over the full detector width. 15 Already, a more or less vertical line of markers which is positioned some distance away from the rotation axis (which in many devices is indicated by a laser beam crossing) fulfills this requirement. A possible configuration used in our experiments is shown in Fig. 4 , however, this preferred setting is not an absolute prerequisite. Such a phantom may easily be produced manually within a few minutes, e.g., by placing metal balls taken out of a ballpoint pen in a wax-plate or acrylic plate. If the resulting ellipses do not fulfill the conditions explained above, the objects can easily be replaced in other positions until the observed ellipses are large enough and have sufficiently long minor axes. Such a phantom is very affordable to produce and also very flexible. Calibration can be performed time-efficiently in 1-5 min on an up-to-date laptop computer. Thus, if fully implemented in software, it could be used for repeated recalibration by the user. Although in our real-world calibrations we selected the ellipses manually, this procedure could easily be automated, e.g., by using a threshold ratio between major and minor axis as the criterion. From the ellipses, seven parameters that completely describe a CBCT scanner with truly circular acquisition geometry 1 can be determined. By combining two parameters into a ratio and normalizing this ratio, we reduce these seven parameters to six. This step is a fundamental prerequisite for our mathematical solution to determine the unknown calibration matrixD t from the observed ellipsesC i . The main contribution of this work is the decomposition of the conic section equations of the ellipses. From our empirical observations we observed that it is better to have few (>4) clearly defined ellipses rather than many ellipses which also include some degenerated ones. General results on the stability with respect to the number of markers and their positions must be left to further investigations.
Similar to the method of Smekal et al., 15 our approach is capable of calibrating detector tilt and slant, i.e., the two outof-plane angles φ and σ . Other authors neglect these errors completely. 16 According to Smekal et al., 15 detector tilt has the weakest effect of all geometric misalignments. We demonstrated, however, that for at least the geometric parameters of two typical dental CBCT machines on the market, an error of, e.g., 2
• (tilt) yields an error in the back projection process of voxel size in the periphery of the reconstructed volume. Errors of this magnitude seem reasonable for CBCT machines of this type, as the lower manufacturing cost may limit the accuracy. Our theoretical results demonstrate that the larger the cone angle, the larger is the effect of the out-of-plane angles. The cone angles of the machines we calibrated range between 4.9 and 14
• . Future applications of large size CBCT devices, e.g., for thoracal imaging have to cope with larger cone angles, where accurate out-of-plane angle calibration becomes more important. Smekal et al. reported double contours for unrealistically large slant-errors (up to 20
• ), i.e., the out-of-plane error occurring due to a detector rotation about the y−axis in our model. Regardless of the overall effect of these two out-of-plane errors on the reconstruction, our theoretical results indicate, that the method introduced here is capable of substantially reducing the error. An important finding is, that the proposed method is capable of calibrating the out-of-plane angles with increasing accuracy in cases where their effect also increases. In other words, for larger cone angles when neglecting out-of-plane angles negatively affects reconstruction accuracy, our method becomes more effective and accurate. On the negative side, our approach uses nonlinear optimization with six unknowns, yielding the risk of getting trapped in a nonglobal minimum. Well known numerical difficulties of nonlinear optimization routines require a good starting estimate and a careful selection of the sequence of parameters that are optimized. To deal with these difficulties we need to define a reasonable search bounding box based on manufacturer specifications and approximate estimations. Although we need some approximate a priori knowledge of the range of geometric parameters to obtain stable results, this is not very restrictive. As demonstrated, we were able to calibrate devices such as a micro CBCT as well as a dental CBCT with the same initial conditions of the optimization process. Also, our method only provides a calibration except for scaling. Similar to the method describe in Ref. 3 if the pixel size is unknown, we determine all parameters in units u, i.e., the focus-to-detector distance. Scaling could be determined either by knowledge of the true distance of details in an object 23 or by knowing, e.g., the focus-to-detector distance plus pixel size. It should be noted, however, that this disadvantage also produces an advantage: that is, fabrication errors in the phantom cannot propagate into calibration errors. The unknown distribution of the point-markers in our phantom also makes it impossible to provide information on angular spacing between the projections. Therefore, we simply estimate the angle by dividing the rotation angle (2π in our cases) by the number of projections. This simple estimation is based on the assumption of a rather uniform circular movement of the source-detector unit. At least for the two machines calibrated, this assumption seems to be justified. It cannot, however, be generalized for all machines on the market. Scaleinvariant calibration suitable for a large class of CBCTs and low restrictions on initial conditions of the optimization process are the major reasons which qualify the method for being a starting point for more complex calibration procedures, e.g., when each image is calibrated separately. 10 Future work will focus on fully automated selection of the ellipses and on a further investigation of the difficult-to-handle out-of-plane angles that seem to play an increasing role the larger the cone angles become.
