A novel feedback-based rate adaptation scheme is introduced and investigated in this paper. Its main innovative characteristic is the modulation of the rate increment by the distance between a flow's present rate and an assumed targeted maximum rate as dictated by the associated application. The previous along with the shaping of the rate decrement by the reported flow's losses are responsible for a dynamic and self-adjusting behavior that is shown to improve convergence to fairness, the oscillatory behavior of the rate and the induced packet losses when compared with the basic Additive Increase Multiplicative Decrease (AI/MD) scheme. Numerical results illustrate the good properties and intrinsic advantages of the proposed scheme both under the considered modeling assumptions, as well as under more real networking conditions by employing the ns-2 simulator. A brief comparison of the proposed scheme with the TCP-compatible schemes TFRC, IIAD and the non-AI/MD schemes AIPD, LIMPD, is included as well. Because of the aforementioned induced behavior and assumed flow's characteristics (min and max rates), the proposed congestion control scheme seems to be appropriate for regulating the rate of streaming applications.
Introduction
Congestion control schemes are necessary in order for shared resource networks to avoid or overcome congestion. Such a scheme -that is based on an Additive Increase Multiplicative Decrease (AI/MD) algorithm [1, 3] , a linear control algorithm -is employed in today's Internet by the Transmission Control Protocol (TCP) [2] and is largely responsible for its robustness and stability. TCP has been designed -and successfully used -for unicast reliable data transfer over low bandwidth lines. One of its primary goals for fast recovery from congestion is achieved by halving ( multiplicative decrease factor b D equal to 0.5) the transmission rate upon congestion. The rate halving affects the TCP flows' smoothness, making TCPand generally all AI/MD schemes with a small value of b D -unsuitable for the continuous media (CM) streaming applications. Furthermore, the TCP's retransmission mechanism introduces typically unacceptable end-to-end delay and delay variation for CM applications. The requirement for the timely delivery prohibits the recovery of the lost packets through * Work supported in part by the General Secretariat for Research and Technology of Greece under a 2002-4 Joint Greek-Italian Scientific and Technological Cooperation Programme and by the Special Account for Research Grants of the National and Kapodistrian University of Athens . a retransmission scheme as the recovery mechanism typically fails to meet the decoding deadlines [21, 22] . This is the reason why the User Datagram Protocol (UDP), that lacks a retransmission mechanism is mainly used to support the CM streaming applications in conjunction with the Real-time Transport Protocol (RTP) and Real-time Transport Control Protocol (RTCP) [5] . Applications that use UDP as transport protocol should also implement an end-to-end congestion control scheme, like TCP, to retain the stability of the Internet. Otherwise, all supported applications will suffer and eventually the network will collapse [6] . Alternative approaches focus on providing for a smoother adaptation while achieving a similar throughput to a TCP flow [4, 16, 20, 23] .
This work is motivated by the need of CM flows to smoothly adapt their rate toward the fair share in a dynamic environment where new (existing) CM flows are initiated (terminated). We take into consideration the following characteristics/constraints of the encoders in order to improve the adaptation behavior of the CM flows:
(a) the existence of a minimum transmission rate m that corresponds to the lower acceptable perceptual quality for the end user;
(b) the existence of a maximum transmission rate M that may correspond to one of the following: (i) the maximum rate of the encoder, (ii) a high level of perceptual quality, over which the gain of the perceived quality is relatively low, (iii) the maximum rate that the receiver could receive due to link or decoding capabilities constraints; (c) the fact that commercial CM streaming applications are rate-based and RTP/RTCP-based, therefore the use of RTCP reports as a feedback mechanism eliminates the need for an additional mechanism and enables the use of continuous (as opposed to binary) feedback (i.e., packet loss rate) in the decrease policy; (d) the encoder's inability to adjust its encoding rate at a high frequency (i.e., once every round trip time (RTT)) and instantaneously, resulting in intervals between successive adaptation point of larger time scale than that of RTT.
Specifically, we explore in the present work a sender-driven rate-based adaptation scheme that exploits the knowledge of (a) a pair of minimum and maximum allowable rates (m, M ) in the increase policy, which are considered to be common to all flows in this paper, and (b) the packet loss rate in the decrease policy. The increase function depends on the distance between the current rate and a maximum allowable rate (Distance Weighted Additive Increase (DWAI) policy). The use of the minimum and maximum allowable rates allow for a variable rate increment that is maximized when the flow's rate reaches the minimum allowable rate and minimized when the flow's rate reaches the maximum allowable rate. Therefore, since lower rate flows are more aggressive than higher rate flows, the proposed increase policy converges faster to the fair share than the basic AI which has a neutral impact to the fairness. We use the reported packet loss rate in the decrease policy (Loss rate Dependent Multiplicative Decrease (LDMD) policy) since schemes based on loss dependent decrease policies, such as those presented in [10, 29, 18] , are capable of adjusting the flow's rate according to the loss rate and present a smoother adaptation behavior than the basic multiplicative decrease policy. The new rate shaping is based on the current "effective sending rate" ((1− current loss rate)× current rate) scaled by a factor d (new rate= d × (ef f ective sending rate). We show that the proposed LDMD policy has interesting properties that are not encountered in basic AI/MD and non AI/MD schemes AI/PD and LIMDH [10, 29, 18] (See simulation results and related work).
The proposed scheme is not TCP-compatible. The considered network environment is, thus, similar to the forthcoming one based on the DiffServ architecture [17] , in which flows of common requirements (e.g., CM flows) will probably be isolated from flows with other requirements (e.g., TCP data flows). Even in the context of a DiffServ environment, CM flows should be elastic (rate adaptive) since the total load may exceed the available capacity [7] . The proposed scheme is directly applicable to a DiffServ environment supporting CM applications.
In the proposed scheme, the packet loss rate is reported by a feedback mechanism based on RTCP. RTCP Receiver Reports (RR) inform the sender every 5 seconds about the packet losses occurred over the last time interval. Note that the interval between two successive feedbacks is of a larger time scale than RTTs. This has the advantage that the packet loss rate does not need to be estimated from the acknowledgements, as required in schemes in which each packet is acknowledged [4, 15, 23] , but can be accurately calculated by the sender since the number of transmitted packet are known and the number of packets lost over the last interval are reported by the receiver. The disadvantage of a RTCP-based feedback mechanism maybe that the response to congestion or bandwidth availability, which depends on the aforementioned interval, is slower which might result in more packet losses. The latter effect is mitigated by (a) the fact that CM flows tolerate losses provided they are low, and (b) the possible usage of a packet marking policy in the routers instead of a packet dropping policy considering the losses as virtual ones. These facts suggest that it is more meaningful to attempt to improve the smoothness and convergence to fairness characteristics of the rate adaptation process, rather than improve the packet loss rate. This does not mean that the packet loss rate, throughput or network utilization are necessary worse under the proposed scheme. We show that RTCP-based schemes are capable of achieving better smoothness than the window-based TCP-compatible schemes TFRC [16] and IIAD [20] . This paper is organized as follows. In Section 2, a novel congestion control scheme is presented that takes into consideration the distance between the flow's current rate and its predetermined upper bound, as well as the packet loss rate reported by the feedback. In Section 3, the convergence to efficiency and fairness of the presented scheme is proved. In Section 4, the adaptation behavior of the presented scheme is analyzed and quantified in terms of responsiveness to BW availability, adaptation behavior, oscillation sizes, packet loss rate and throughput. The improved behavior of the proposed scheme over the basic AI/MD scheme in terms of convergence speed to fairness, smoothness and packet loss rates is discussed in Section 5. This better behavior is demonstrated through a set of simulation results in Section 6. Comparison of the DWAI/LDMD scheme to the TFRC, IIAD, AI/PD and LIMDH schemes is included as well. Section 7 discusses related work. Finally, the conclusions are presented in the last section.
Description of the Distance Weighted Additive
Increase and Loss Rate Dependent Multiplicative Decrease Scheme
In this section, a novel congestion control scheme -referred to as the DWAI/LDMD scheme -is introduced. The major characteristics of this scheme are: (a) the rate increment depends on the distance between the current rate and a maximum allowable rate (Distance Weighted Additive Increase (DWAI) policy); (b) the rate decrease depends on the actual value of the reported packet loss rate (Loss rate Dependent Multiplicative Decrease (LDMD) policy).
A discrete time network model that consists of n users (flows) is considered ; Let {. . . , t − 1, t, t + 1, . . .} denote the discrete time instants which are assumed to coincide with the times at which all users receive feedback from their peer entities (synchronized feedback assumption). That is, the following assumption is made: Let f i (t) denote the feedback received by user i at time instant t; f i (t) is not binary, but is of continuous value that specifies the packet loss rate that the corresponding flow i experienced over the preceding time interval (t − 1, t). The following assumption is made regarding the induced packet losses.
Assumption 2. (Proportionality of losses) (Proportionality of losses) (Proportionality of losses)
2 . The total losses are assumed to be distributed to all flows in proportion to their rate. Consequently, the resulting loss rates will be identical, that is, f i (t) = f (t) ∀i, and either all flows will experience packet losses or none.
The above assumption imply -as determined by the proposed scheme described below -that all flows will react in the same manner: they will all either increase (under zero losses) or decrease (under non-zero losses) their rate.
Let x i (t) denote the transmission rate of user i over the interval (t − 1, t). The proposed DWAI/LDMD scheme is determined by the following function describing the next rate (x i (t+1)) in terms of the current (x i (t)) and the reported packet losses f i (t):
where, M and m are the maximum and minimum allowable rates (M > m), I DW is the base increase step (M − m > I DW > 0), and d is a constant which is less than one (d < 1). Notice that the normalized distance between the current rate (x i (t)) and the maximum allowable rate M is taken into consideration, when the rate is increased; the normalization quantity is equal to the distance between the maximum and the minimum allowable rates. The increment to the rate is maximized (equal to I DW ) when the rate is equal to the minimum allowable (m) or the maximum allowable M is very large, while the increment to the rate is minimum (equal to 0) when the rate is equal to the maximum allowable (M ). For a rate between the minimum and the maximum, the increment is a linear function of the distance of the current rate from the maximum allowable (equal to I DW
M−xi(t)
M−m ). Although other (non-linear) functions of the distance could be considered to emphasize more or less large or small distances (for instance, (M −x i (t))
2 ) instead of (M − x i (t)), e.t.c.), this paper considers the linear function case only in an attempt to focus on bringing out the intrinsic advantages of considering the distance in the increment in a rigorous and mathematically tractable manner. Future investigation could focus on the consideration of other functions of the distance. Regarding the decrement to the rate when packet losses are reported, notice that the associated decrease factor (d(1 − f i (t)) is not constant -as in the case of the basic AI/MD scheme -but depends on the reported packet loss rate
. . , x n (t) denote the rate vector at time instant t associated with n supported users (flows) and let X(t) denote the total network load associated to x(t). That is, X(t) = n i=1 x i (t). Let X eff denote the targeted maximum total load which is the network capacity. Let L(t) and l i (t) denote the number of packet losses for the network and user i, respectively, associated with the time instant t (that is, occurred over (t − 1, t)). Since the length of the interval (t − 1, t) is equal to 1, L(t) = 1|X(t) − X eff | + , where |w| + = w if w > 0 and 0 otherwise. Let f (t) and f i (t) denote the packet loss rate for the network and user (flow) i, respectively, associated with time instant t.
Since f i (t) = f (t), ∀ i (see Assumption 2), f i (t) will be used instead of f (t) only when the association with flow i is to be emphasized. It should be noted that the interval (t − 1, t) is not of the time scale of round trip times but significantly larger. The f i (t) is reported by the feedback mechanism, e.g., RTCP Receiver Reports, therefore no packet loss estimation function is required, as it is required in the case when the feedbacks (acknowledgements) are in order of round trip times e.g., [4] .
The study of the properties of the proposed DWAI/LDMD scheme (presented in the next sections) is facilitated by re-writing the rate adaptation equation (1) as follows
where
For comparison purposes (to be used occasionally in the next sections), the rate adaptation equation for the basic AI/MD scheme is given by
where I AI > 0 and 0 < b D < 1. The size of I AI and I DW are considered to be not small but be of the order of the mean rate of a single video frame, that is, the rate increment corresponds to the increase of the frame rate by one. Notice that the decrease factor B D (f (t)) under the LDMD policy is shaped by the induced packet losses, unlike the factor b D under the basic MD policy. Thus, the LDMD policy applies a small decrease factor when losses are high and a large decrease factor when losses are low. The small decrease factor should help recover from congestion and reduce the losses quickly whereas the large decrease factor preserves the smoothness of the rate adaptation. Also notice that the rate increment I DW
M−m under the DWAI policy is variable and is always equal to or less than the rate increment I AI under the basic AI policy (assuming that I DW = I AI ) 3 . Thus, the total and per flow rate increment under the DWAI policy will be lower than those under the basic AI policy, therefore the rate adaptation will be smoother under the DWAI policy. Also, the resulting load allocation among the flows will be fairer since the rate increment for a lower rate flow will be larger than that of a higher rate flow. These claims are also supported by the numerical results. The improved smoothness and convergence to fairness properties of the DWAI/LDMD scheme compared to those properties under the AI/MD scheme make it particularly tailored to controlling the rates of CM applications.
The minimum rate m corresponds to the lower acceptable perceptual quality for a flow. The scheme does not allow for rates below this lower bound. Note that, we consider that m is static and common for all flows in the same class. A typical range of values for m could be 34−56 kb/s, which are the minimum rates for webcasting of CM flows at an acceptable quality. For data transfer services, m could be equal to 0. The 3 I DW is selected to be equal to I AI , so that the rate increment
maximum rate M corresponds to a specific level of perceptual quality. This level could be: (a) a high level of perceptual quality, over which the gain of the perceived quality is relatively low, e.g., 4.5 Mb/s for MPEG-4 flows in a potential range of 2.5 -6 Mb/s; (b) the limit of the video encoder or encoding scheme, e.g., 1.5 Mb/s for H.263 video flows in a potential range of 0.768 -2 Mb/s; (c) the maximum transmission rate, e.g., 3 Mb/s for ADSL users in a potential range of 1 -6 Mb/s. M has to be selected properly to match the requirements of a specific class and not selected so that to match the capacity of the network. The value of M cannot be arbitrarily very large but is subjected to the constraints of the video encoders and supported encoding scheme or to a maximum transmission rate.
In the context of this paper we consider that the maximum rate M is static -in the sence that M is predetemined for each class and cannot be updatedand common for all flows in the same class. Flows with different M is assumed to be isolated. That is, MPEG-4 flows with M = 4 Mb/s, H.263 flows with M = 2 Mb/s or HDTV flows is assumed to belong in different classes. An application entity may explicitly informs each source about the available classes and the corresponding values of M . The source is free to select the preferable class among the set of potential classes, according the sources's QoS requirements.
However, in some cases where M can take values in a wide range, M might be considered to be configurable, in the sence that M can be updated, in order to exploit future bandwidth upgrades. In case of a link bandwidth upgrade (X eff is increased), the administrator may or may not increase M . In the former case the upper bound of the perceived quality that a flow could obtain is increased, whereas in the latter case, the number of flows that could obtain the initial upper bound M is increased. An application entity may explicitly determine the upper bound M for each class. This entity is aware of the values of X eff , M (set by an administrator). When a source initiates a flow, it communicates to the application entity which returns the value of M for the specific class. All sources are updated by the entity for the current value of M when the latter is adjusted, so that the value of M be common to all sources. An example of an application entity that explicitly controls the rate of CM applications in the current best-effort Internet is the H.323 Gatekeeper 4 [31] . An alternative way to the explicit determination of M is the dynamic determination. The sources may dynamically determine the upper bound M as a function of the fair share, provided that each source can estimate the fair share, based on locally available information such as the packet loss rate and the values of the control parameters. Flows that share a common network will estimate common fair share and M . In this case, M may dynamically be adjusted in order to match the current fair share, e.g., be twice the fair share. Thus, under bandwidth availability (number of flows is decreased or bandwidth links is upgraded) M is increased, otherwise it is decreased. When M is decreased the rate increment
M−m I DW is decreased as well, resulting in less aggressive increments and smoother adaptation behavior. The dynamic determination of M by the sources, without the need of any application entity, is closer to the decentralized philosophy of the Internet and Differentiated Services. The fair share estimation is outside the scope of this paper, however in Section 4.3 a hint is given on how the proposed scheme can compute an estimation of the fair share.
Convergence to Efficiency and Fairness
In this section it is shown that the proposed DWAI/LDMD scheme (a) converges to the efficiency line X eff provided that X eff < nM, and (b) converges to fairness.
Convergence to Efficiency
Let X eff represent a targeted total load which may typically be the network capacity. It is assumed that nm < X eff < nM, otherwise either the network will be always congested (if nm > X eff ) or the network's load will never reach the efficiency line (if X eff > nM ).
Proposition 1.
The DWAI/LDMD scheme converges to efficiency.
Proof. As it is discussed in more detail in [3] , the efficiency line is reached as long as the total rate increases (decreases) when the common feedback to all users dictates a rate increase (decrease). That is,
Indeed the inequalities in (6) are always true, as it may be logically concluded.
Discussion on Fairness Properties
The fairness index F ( x(t)) associated with a rate 2 , has been used widely in the past, [3, 18] , to investigate whether a scheme converges to the fairness line after any sequence of increase and decrease steps. A scheme converges to fairness if lim t→∞ F ( x(t)) = 1, which means that for large t,
n . The value of F ( x(t)) is always less or equal to 1 [3] .
A new index which captures the evolution of fairness in a manner closer to the physical meaning of fairness than the fairness index F ( x(t)) is introduced. The fairness index F ( x(t)) measures the "relative" distance from fairness. Therefore, if the user allocation is proportionally reduced for all the users -as is the case with the proposed DWAI/LDMD scheme since a D = 0 (see (4) ) -the value of the index will remain the same. In Fig. 1 
When the rate is proportionally decreased x(t + 1) ≡ −→ AZ will remain along the line AB and will be smaller than x(t). Although the distance from the fairness line x j (t) = x i (t) is reduced (ZH versus BC), the fairness index F (t) -as shown earlier -will remain the same. This fact shows that the fairness index does not capture a fairness improvement in absolute terms.
In the sequel, the new index DF i,j (t) is defined, representing the distance (unfairness) of point (x i (t), x j (t)) from the fairness line. This index is used to derive an alternative proof of the convergence of the proposed scheme to fairness that allows for better monitoring of the fairness evolution. Fig. 1 depicts the index DF i,j (t) (≡ BC) associated with rates x i (t) and x j (t) (point B) at time t, assuming that x j (t) > x i (t). The evolution of this index captures the fairness improvement after an adaptation step. From Fig. 1 it is easily derived that the Euclidean distance BC of the point (x i (t), x j (t)) from the fairness line is equal to
The new index DF i,j (t) allows for simpler derivations and more elegance proofs than the index F ( x(t)). In addition, it captures the convergence speed to fairness -see DF i,j (t) in Corrolary 2 that follows -and therefore the simple comparison of the convergence speeds to fairness of different schemes, which is not that simple by exploiting index F ( x(t)). However, index F ( x(t)) is used for depicting the convergence speed to fairness in the figures, since this index is very common in the research literature.
The following proposition shows that under both the proposed DWAI and LDMD policies the (absolute) distance from the fairness line is reduced.
Proposition 2. Fairness is improved after a load increase (decrease) action under the DWAI (LDMD) policy.
Proof. Consider any pair of loads (x i (t), x j (t)) associated with the load vector x(t) and, without loss of generality, assume that x j (t) > x i (t). The index DF + i,j (t + 1) at the next time instant t + 1 after a load increase action is expressed in terms of the index
at time instant t as follows.
That is, the (Euclidean) distance from the fairness line is decreased after a load increase action. The index DF − i,j (t + 1) at time instant t + 1, following load decrease action, is expressed in terms of DF i,j (t) as follows.
Since
That is the distance from the fairness line is decreased after a load decrease action. Since the fairness associated with any pair (x i (t), x j (t)) is improved following any action (load increase or decrease), the fairness for all flows is improved.
The following proposition shows that under the basic AI policy the distance from the fairness line remains the same, whereas under the basic MD policy the distance is reduced. By referring to Fig. 1 and from (5) the proof is easily derived.
Proposition 3. Fairness is not improved after a load increase action under the basic AI policy. It is improved after a load decrease action under the basic MD policy.
Also, the following Corollary is self-evident.
Corollary 1. The LDMD policy presents better fairness improvement after a load rate decrease action than the basic MD policy if
It should be noted that the fairness improvement under the DWAI policy with respect to the absolute fairness metric DF i,j (t) may be attributed to the diverse rate increment for the two (unequal rate) flows. This is not the case under the basic AI policy and thus fairness is not improved with respect to this fairness metric. In view of the earlier discussion the following Corollary that shows the fairness improvement under the DWAI/LDMD scheme, is easily derived.
Corollary 2.
The distance from the fairness line when the z th decrease step occurs, under the DWAI/LDMD scheme, is given by (8) , and it vanishes as z → ∞.
where k denotes the total number of increase steps and t h refers to the time instant of the h th decrease step.
Proof. Let k 1 denote the number of required increase steps to reach the efficiency line. From the proof of Proposition 2, is easily derived that
After the subsequent decrease action (under the LDMD policy) at time instant t 1 the associated index,
Let z denote the number of decrease steps and k the total number of increase steps. The index DF i,j (t z ) after the z th decrease step is then easily shown to be given by (8) . From equation (8) 
Thus, the convergence to fairness has been proved in terms of the index DF i,j (t), as well.
Analysis of the Behavior of the DWAI/LDMD Scheme

Responsiveness to BW availability of the DWAI policy
In the sequel the responsiveness to BW availability (convergence time to efficiency) under the DWAI policy is quantified by determining the number k DW of successive rate increases (steps) required in order for the network to reach the efficiency line X eff , from an initial total load X(t). BW may become available due to (a) initial startup, (b) flow termination(s), and (c) rate decrease actions after congestion detection.
Proposition 4.
Under the DWAI policy, the rate x i (t + k) of flow i after k successive increase steps, starting from some initial rate x i (t) ∈ (m, M ), satisfies the following:
Proof. The proof is based on mathematical induction. In l = 1 increase steps (9) clearly holds since from (2) and (3) 
Then,
and, thus, (9) is shown to hold for k = l + 1 as well, which concludes the proof of part (a). Since
The following corollary is self-evident in view of Proposition 4.
Corollary 3. Given an initial n-dimensional rate vector x(t) with total network load X(t), the total network load X(t + k), after k successive increases is given by
) denote the number of successive increase steps required in order for the network load to reach X eff starting from X(t). k DW (X(t)) is given by the expression:
where w is the smallest integer exceeding w. k DW (X(t)) determines the responsiveness to BW availability and is independent of the initial load vector x(t).
Periodic oscillatory behavior of the DWAI/LDMD scheme
In this section it is established that following the first application of the LDMD policy (that occurs when the total load exceeds X eff for the first time and packet losses are reported) the rate adaptation behavior is periodic. That is, the total load fluctuates between fixed levels below and above the efficiency line in a periodic fashion.
Let t j denote the j th overload time instant, that is the j th time in which the total load X(t) exceeds X eff (that is, X(t j ) > X eff ), j ≥ 1. The following proposition determines the behavior of the total load in the next time instant X(t j + 1) and the resulting oscillation below the efficiency line, S − (t j + 1), defined below.
Proposition 5. If t j is the j th overload time instant then:
(a) X(t j + 1) = dX eff and, thus, the total load in the next time instant always falls below the efficiency line and this new total load is always the same, independent of X(t j ).
is independent of X(t j ) and, thus, the size of the oscillations below the efficiency line caused by decrease actions are constant.
Proof. Since X(t j ) > X eff and f i (t j ) = f (t j ) > 0, the total load will be decreased according to the LDMD policy at time instant t j + 1. The new total rate at t j + 1 is given by (see Assumption 2):
which proves (a) and (b).
It is obvious that the value of d should be less that 1 to ensure that the total load falls below the efficiency line.
After a decrease step, the total load X(t) will start increasing from an initial load dX eff until it exceeds the efficiency line; let k T denote the required number of increase steps. k T is a metric of the responsiveness to small BW availability (due to a rate decrease action(s) as a reaction to congestion) in the sense that captures the required number of intervals (increase steps) to reach the efficiency line after such a rate decrease. In view of Proposition 5, after k T increase steps the total load X(t) will be reduced again to dX eff in the next time instant and thus the total load adaptation behavior will be periodic: the total load will be at the overload level X(t j ) at time instant t j , j > 1, then will fall at the level dX eff in the next time instant and then climb up to the same level X(t j ) after k T steps always in the same manner (reaching time instant t j+1 = t j + 1 + k T from which the process will be repeated). Thus, the function of the total load X(t), t > t 1 is periodic with period T = k T + 1. It should be noted that X(t j ), j > 1, is independent of the initial total load X(0) and fixed. The size of the oscillations above X eff , S + , below X eff , S − , and the induced packet loss rates f c (over a period T ) are given by:
Regarding X(t 1 ), that is the total load when the efficiency line is exceeded for the first time, it should be noted that it will -in general -be different than X(t j ), j > 1, since it would be determined by a sequence of increase steps starting from some initial value X(0) and not dX eff and therefore would depend on X(0). Fig 2 shows a typical sample path of the total load. Notice that X(t 1 ) = X(t j ), j > 1, while all rate decrease actions bring the load to the same level dX eff . Since f c is fixed due to the periodic oscillatory behavior discussed above, it is concluded that the decrease factor B D (f (t)) will also have a fixed value as long as the number n of the flows remains unchanged (and, thus, f c remains the same).
Size of Oscillations and Packet Loss
In view of the earlier discussion, after a decrease step the total load X(t) starts increasing from load dX eff (see Proposition 5 and Fig. 2 ). The total load X(t) will exceed the efficiency line after k T DW increase steps, where k T DW is given by (10) for X(t) = dX eff :
Since the base (1 − c) decreases (increases) as I DW increases (decreases) (see (3) , recall that 1 − c < 1) The total load X(t j ), j > 1 when the efficiency line is exceeded again is determined by the DWAI policy and it is given by (see Corollary 3):
In view of (15), S + and f c (see (11) and (12)) become: 
Regarding X(t 1 ), that it is -in general -different than (15) it is obtained from Corollary 3 that: (14) . Following t 1 , the overshoot S + , the undershoot S − and the packet loss rate f c are fixed, and given by (16) , (13) and (17), respectively.
Solving equation (17) for X eff n , the fair share can be derived. This value can be used to determine M in the case of the implicit determination of M , as discussed in the last paragraph of Section 2.
Throughput
Since the behavior of the total load X(t) is periodic (after a short initial transient period and for unchanged flow composition), the mean throughput when t → ∞ will be equal to the mean throughput as established over a period. The total load successfully transmitted during a period, L T , is equal to the sum of X(
which is the total load transmitted during a period, minus the load failed to be transmitted during the time interval [t j − 1, t j ], which is equal to f (t j )X(t j ), and given by:
Thus, the mean throughput, R T , under the DWAI/LDMD scheme is the fraction of L T to the maximum possible successfully transmitted load over a period, that is X eff multiplied by the period duration k T DW + 1, and given by:
Equation (18) may also be written as:
and R T could be written as
It is obvious that the term
is greater than 0, therefore, the throughput under the DWAI/LDMD scheme is always greater than the parameter d. Thus, d could be considered as a lower bound on the throughput guaranteed by the DWAI/LDMD scheme. It should be noted that this lower bound is independent of X(0), the number of flows n and X eff . This is a nice property of the LDMD policy.
Discussion on the Comparative Performance of the DWAI/LDMD and AI/MD schemes
Convergence Speed to Fairness
In this section the convergence speed to fairness under the DWAI/LDMD scheme is discussed and compared against the corresponding under the basic AI/MD scheme.
In view of Proposition 6, Corollary 2 could be stated as follows: 
From Proposition 2 (see equation (7)) it may be noted that the value of the index DF i,j DWLD (t + 1) depends on the reported packet loss rate f (t). This implies that a fast convergence to fairness is expected under the LDMD policy after the introduction of a new user in the system that causes high loss rates, which is desirable under such conditions. The former may not be the case under the basic MD policy that applies a fixed decrease factor independently of the induced packet loss. Also, it should be noticed that the convergence speed to fairness under the AI/MD scheme depends on the factor b D . The lower b D the better the convergence speed to fairness and the worse 
Convergence to Efficiency
As discussed earlier in Section 3, the fairness is improved under the DWAI policy (Proposition 2) whereas remains the same under the basic AI policy (Proposition 3). However, the responsiveness to BW availability (convergence speed to efficiency) deteriorates since the rate increment under the DWAI policy is always less than that under the AI policy, assuming that I DW = I AI . Thus, a trade-off exists between the convergence speed to fairness and the responsiveness to BW availability. The responsiveness to BW availability could be improved without affecting (increasing) the fractional packet loss f c (S + ) by using a larger value for I DW than the normal one when large BW availability is detected. For instance, successive load increases may be interpreted as an indication of a non congested network and in this case a greater value for I DW than the normal value may be applied. When network congestion is detected the normal value is used again for I DW . An example of such a multi-state scheme is presented in [19] . By using a value for I DW greater than the normal value during a fast increase state, this multi-state DWAI-based scheme enhances the responsiveness to BW availability while retaining fractional packet loss f c (S + ) similar to those induced under the normal (lower) value of I DW . Thus, by introducing a multi-state scheme, the trade-off between the convergence speed to fairness and responsiveness to BW availability may be effectively addressed without increasing the fractional packet loss f c (S + ).
Smoothness and Packet Loss Rates
In this section the better behavior of the DWAI/LDMD scheme compared to the basic AI/MD scheme in terms of smoothness and packet loss rates is discussed. The DWAI policy induces a typically diverse per flow rate increase, unlike the basic AI policy that induces the same rate increase for all flows independently from their current rate. As a consequence, the resulting rates will come closer in value after an application of the DWAI policy than of the basic AI policy, leading to a faster convergence to fairness. In addition to the previous, it is expected that the packet losses induced under the DWAI policy would be lower than those under the basic AI policy, assuming that I DW = I AI , since more conservative increments are applied under the former policy when the per flow rate is away from its minimum which is likely to be the case when the efficiency line is exceeded by the total load and losses occur.
Finally, the DWAI policy results in an overall smoother rate increase compared to that under the basic AI policy. This is clearly the case since the increase step under the DWAI policy is typically lower than that under the basic AI policy. In fact it seems that the DWAI policy strikes a meaningful balance between smoothness and load. When the rate is low, large increase steps are allowed to bring the rate quickly to a higher level and improve quality; that is, smoothness is of secondary importance and is sacrificed to achieve quickly an overall better quality through a higher rate. On the other hand, when the rate is relatively high the DWAI policy applies a smaller increment preserving smoothness whose disturbance could harm a good quality media. The smoothness is likely to be disturbed not only due to large rate increments but mainly due to a potentially larger rate decrement that is expected to follow a large increment that leads to a higher overshoot, higher losses and finally larger decrement; the latter two impact greatly on perceptual quality.
The LDMD policy ensures that after a decrease step the total load will be adapted to a level below the efficiency line after a single action, regardless of the number of flows in the network and the level of the packet loss rate (see Proposition 5) . Contrary to the LDMD policy, the basic MD policy cannot ensure such adaptation because of its fixed multiplicative decrease factor b D . If b D is selected to be relatively large, then the rate decrease under large losses would not be sufficient and thus, more losses would occur in the next time interval(s). On the other hand, if b D is selected to be relatively small, then the rate decrease under small losses would be unnecessarily large with the obvious impact on smoothness and throughput.
Simulation Results
Evaluation of the DWAI/LDMD scheme
In this section a set of simulation results are presented under the Assumptions 1 and 2 illustrating the rate adaptation behavior of the DWAI/LDMD and basic AI/MD schemes under different configuration parameters. The objective is to evaluate the DWAI/LDMD scheme with respect to smoothness, convergence to fairness and packet losses, as well as point to some intrinsic characteristics of the DWAI/LDMD scheme, such as the dynamic nature of the increase/decrease process. The considered single link network model is implemented in Matlab. In Mb/s, n = 12 and, thus, the initial total load is X(0) = 8, 108, 000 bps. Flows 13 and 14 are initiated at time instants 700 and 900, respectively, with initial loads x 13 (700) = x 14 (900) = 600 kb/s. We selected this wide range of initial rates in order to better illustrate the convergence to fairness. Thus, in the figures that follow the behavior of flows 1 and 12 (which have the furthest apart initial rates of 151.3 kb/s and 1.2 Mb/s, respectively) are shown.
The mean size of a single frame of a video encoded as MPEG-4 single layer at mean bitrate of 660 kb/s (fair share for 12 flows) is 22 kb (660 kb/s = 30 frames/second x 22 kb/frame) [30] . In all the simulations, except one, both I DW and I AI are set to 22 kb/s; thus the rate increment is of the order of the mean rate of a video frame. The aim is to show the superiority of the DWAI policy against the AI policy when I DW and I AI are equal.
In the LDMD policy, the parameter d is set equal to 0.99 in order for the smoothness of the flow adaptation to be preserved, as it is required for the CM flows. . It is clear that fairness is achieved and the oscillations are fairly low. The latter may be attributed to the dynamic and "self-adjusting" rate increment that assumes a small value when flows are away from their minimum rate m and to the dynamic and "self-adjusting" decrease factor B D (t) = d(1 − f (t)), which assumes a large value (about d = 0.99) when losses are low (typical case) leading to a small decrement. the same rate decrement would be in effect for both schemes. The idea here is to show the behavior of a scheme that is equivalent to the above DWAI/LDMD scheme where the increments and decrements are not shaped by the rate distance from M and the induced losses f (t), respectively. From Fig. 6 and 7 it is observed that both the convergence speed to fairness and the oscillatory behavior are worst under the basic AI/MD scheme. The poor convergence speed to fairness is expected based on earlier discussions (see Section 3, Corollary 1), because of the application of the same increment to all flows independently from their rate as well as because of the typically larger decrease factor
The poorer oscillatory behavior under the basic AI/MD scheme during the times that fairness has been reached may be attributed to both the inherent irregular adaptation behavior of the basic AI/MD scheme and the larger increment under the basic AI policy, that leads to higher overshoots. These higher overshoots -along with the smaller decrement under large packet losses -is responsible for the induced higher mean conditional packet loss rate under the basic AI/MD scheme. Specifically, these loss rates are 1.53% (0.55%) , 2.00% (0.84%), 2.11% (1.12%) under the basic AI/MD (DWAI/LDMD) scheme, over the periods [0,700], [700, 900] and [900, 1000], respectively. The mean conditional packet loss rate is defined as the long-term average of the following quantity defined only over periods with non zero packet losses: (number of packets lost over the current loss report period)/(number of packets sent over the current loss report period). The above simulation results point to the advantages of a scheme that adapts dynamically its key parameters in a meaningful way (DWAI/LDMD) over a scheme that does not (AI/MD). The remaining results emphasize some key trade-offs in the selected values of key parameters and the fact that a static parameter cannot effectively balance competing objectives. In Fig. 9 a lower fixed increment is selected that is about equal to the increment applied by the DWAI/LDMD scheme in Fig. 6 when the flows have reached the fairness line (period [∼200, 700]). That
Also, the parameter b D is selected to be equal to 0.9845 which is the value of B D (t) that is applied by the DWAI/LDMD scheme in Fig. 6 during the period [0, 700] . Therefore, the flows under the basic AI/MD scheme present similarly smooth adaptation behavior as the flows under the DWAI/LDMD scheme, as the former flows converge to the fairness line; that is the flows present similar rate increments and decrements (see Fig. 10 , period [685, 700] ). The idea here is to illustrate that even if the parameters of the basic AI/MD scheme are properly selected to provide a smooth behavior, the smoothness is retained only for the specific network conditions. Indeed after the initiation of a new flow at time instant 700, the flows under the DWAI/LDMD continue to retain their smooth adaptation behavior because of DWAI/LDMD scheme's "self-adjusting" property, whereas the flows under the basic AI/MD scheme do not retain their smoothness but present irregular behavior in the sequel. Fig. 10 also illustrates that the DWAI/LDMD scheme adapts in a single decrease step, protecting the flow from packet losses in the next periods (as discussed earlier) whereas the basic AI/MD scheme requires a sequence of decrease steps.
Evaluation of the DWAI/LDMD scheme in re-
alistic environments The simulation results presented above have been obtained assuming that Assumptions 1 and 2 hold. As this may not be practically the case, further simulations have been carried out in a more realistic environment based on the ns-2 simulator. The network models of single-hop and chain topology, depicted in Fig. 11 and 12 , respectively, are implemented in the ns-2 simulator. The considered environment consists only of adaptable CM (RTP/UDP/IP) flows, that is, it is free of TCP flows, as it may be the case in a differentiated services environment. Specifically, RTP/UDP/IP flows with packets of size of 1000 bytes and drop tail routers with buffers of size of 100 packets have been considered. The drop tail routers with small buffers (FIFO queuing) tend to distribute losses in proportion to the flows' rates when the packets are small compared to the capacity of the link. Hence, Assumption 2 is fulfilled. RTCP provides the source with the packet loss rate feedback through the RTCP receiver reports (RR) reporting the numbers of lost and sent packets over the last time interval (packet loss rate f is computed as # of lost packets / # of sent packets). Flows 1-12 are either initiated at time instant 0 or during the first five seconds but at different and randomly selected time instants, according to one of the considered simulation scenarios defined in the sequel. Flows 13 and 14 in all simulations are initiated at the 500 th and 700 th adaptation points which occur at second 2500 and 3500, respectively. The overall simulated period has a duration of 4,000 seconds. The following four scenarios are implemented. (c) Scenario C: As scenario B, but for different round trip times. The link delays between the router R2 and receivers {r1 − r6, r13} and {r7−r12, r14} are set to 10 and 50 ms, respectively; therefore the RTT for flows 1−6, 13 and 7−12, 14 are 240 ms and 320 ms, respectively.
(d) Scenario D: As scenario C, but for the chain network topology depicted in Fig. 12 . The round trip times of the flows are different and the feedback non-synchronized.
In the simulations of Fig. 13 the DWAI/LDMD scheme has been employed with I DW = 22 kb/s and d = 0.99, whereas in the simulations of Table 1 illustrates the average of CoV for all flows. The mean size of oscillation (O) around the fair share, when the fair share has been reached, is defined as a second metric for quantifying the longerterm smoothness. O is defined as follows: n(4000 − 1000) .
Clearly, the longer-term smoothness is improved as O → 0. Fig. 13 and 14 show the results under the DWAI/LDMD and basic AI/MD schemes for the four aforementioned scenarios. These figures illustrate that the adaptation behavior is smoother under the DWAI/LDMD scheme than that under the basic AI/MD scheme. Indeed, in addition to the visual comparison of figures, the values of the metrics of CoV and O shown in Table 1 are lower under the DWAI/LDMD schemes. Also, Fig. 15 (a) and (b) show that the flows converge faster to the fair share under the DWAI/LDMD scheme. This holds for all the simulation scenarios. It should be noted that both the DWAI/LDMD and basic AI/MD scheme converge to the fair share under different RTTs, while it is known that TCP is unfair under heterogeneous feedback.
The TCP flows (small time scale feedback) are more sensitive than the RTCP-based DWAI/LDMD and AI/MD flows (longer time scale feedback) in heterogeneously delayed feedback. TCP is a windowsbased AI/MD protocol that receives feedback on RTT time scale. So, TCP flows that experience very different RTTs receive very different delayed feedback that captures network status at different times. This leads to diverse network status view and diverse increase or decrease actions that eventually result in unfair shares. On the other hand, the DWAI/LDMD and basic AI/MD schemes considered in this paper are ratebased with RTCP-based feedback. Since the feedback includes information about a larger time interval than RTT, the sources obtain a more common (averaged) view about the current network status than the TCP sources and react more consistently and, thus, like synchronized, achieving fair shares.
The number of lost packets, the long-term packet loss rate (total number of packets lost / total number of packets sent) and the mean conditional packet loss rates induced over the entire simulation period ([0, 4000]) are lower under the DWAI/LDMD scheme (see columns lost packets, ltP LR and mcP LR, respectively, in Table 1 ).
The sequence of the reported packet loss rates immediately after the initiation of flow 13 at time 2500 are 0.91%, 7.76%, 7.78%, 5.36%, 3.28%, 0.45%, 1.87%, 0% for flow 1, 0.33%, 6.75%, 5.82%, 3.00%, 4.17%, 0.78%, 0.28%, 0% for flow 12 under the basic AI/MD scheme, and 4.57%, 6.68%, 0% for flow 1, 5.76%, 2.18%, 0% for flow 12 under the DWAI/LDMD scheme in scenario B. In all scenarios, the DWAI/LDMD scheme adapts in fewer decrease steps, whereas the basic AI/MD scheme requires a sequence of decrease steps during which several packet losses occur. Finally, the mean throughput is higher under the DWAI/LDMD scheme than under the basic AI/MD scheme in all scenarios (see the corresponding column T hr in Table 1 ). Fig. 16 and Table 1 (row 5) show the results under the DWAI/LDMD scheme with M = 5 Mb/s (as opposed to M = 1.2 Mb/s in earlier figures), a relatively large value compared to the fair share which is around 0.6 Mb/s. This scheme presents better smoothness and fairness than the basic AI/MD scheme (see Table 1 and Fig. 15 ). Therefore, even for large M , the DWAI/LDMD scheme continues to exhibit different (and better) behavior than the basic AI/MD scheme and is not reduced to the basic AI/MD scheme.
In the sequel, simulation results under the TCPcompatible schemes TCP, TFRCP and binomial IIAD(1,2/3) -see Section 7 on related work -are shown and compared against the results under the DWAI/LDMD scheme. The single-hop network model of Fig. 11 is considered. Flows 1-12 are randomly initiated during the first 0.5 seconds. Flows 13 and 14 are initiated at time instants 2500 and 3500 seconds, respectively. able for CM streaming due its large rate variation. The TFRC and IIAD flows are smoother ( Fig. 18  and 19 ) than the TCP flow (Fig. 17) , but the rate variation is still high for CM streaming (see also column CoV in Table 2 ). Therefore, it is concluded that for the considered environment, where CM flows are isolated from data flows, the DWAI/LDMD scheme with d = 0.99 is more suitable than the TFRC and IIAD(1,2/3) schemes (compare Fig. 13 Table 3 Comparison of DWAI/LDMD with other rate-based schemes. Table 1 with 2).
In the sequel, simulation results under the RTCPbased non-AI/MD schemes AIPD, LIMDH -see Section 7 on related work -are shown and compared against the results under the DWAI/LDMD scheme. Scenario B is considered for the simulations. Flows 13 and 14 are initiated at time instants 2500 and 3500 seconds, respectively. These schemes are implemented as rate-based schemes with RTCP-based feedback. Fig. 20 (a) and (b) show the results under the AI/PD with β = 2 and LIMDH schemes, respectively. Clearly, the adaptation behavior under these schemes are not as smooth as that under the DWAI/LDMD scheme (compare Fig. 20 with Fig. 13 and the metrics CoV and O in Table 3 ). It should be noted that flows under the LIMDH scheme may dramatically decrease their rate in case of successive losses due to the exponential increase of the parameter d in the new rate = R(1 − dβ), where R is the average sending rate and β = 0.05 (see Section "Related Work"). This is illustrated in Fig. 20 (b) (flow 1) and Fig. 21 (a) by the fairness index that corresponds to LIMDH, which presents dramatic decreases.
The flows under these schemes converge slower to the fair share than under the DWAI/LDMD scheme (see the corresponding fairness indices in Fig. 21  (a) ), especially the convergence to fair share under the LIMDH scheme is very slow. Regarding the throughput, it is concluded from column T hr in Table 3 that the throughput under the AI/PD scheme is lower than the throughput under the DWAI/LDMD scheme, whereas the throughput under the LIMDH scheme is more or less similar to that under the DWAI/LDMD scheme. It should be noted, though, that the network utilization under the LIMDH scheme is lower than other schemes. This is attributed to the fact that the LIMDH scheme does not respond fast to bandwidth fluctuations since the average and not the current transmission rate is taken into account when the new rate is shaped.
The results of the simulations carried out in ns-2 have evaluated the behavior of the DWAI/LDMD scheme against those of the basic AI/MD scheme and other non AI/MD schemes in terms of smoothness, convergence to fairness, packet losses and throughput in realistic environments (different round trip times and non-synchronized feedback).
Related Work
AI/MD and TCP
The congestion control mechanism of TCP [2] is based on the Additive Increase Multiplicative Decrease (AI/MD) algorithm [1, 3] , a linear control algorithm. In the linear control algorithms the flows adjust their rate to a value that is determined by a portion of the current rate plus a fixed amount as shown below, depending on whether a binary feedback f in-
The convergence to efficiency and fairness and the distributedness properties of linear control functions are discussed in [3] , under the assumptions that all users: (a) receive the binary feedback simultaneously (synchronized feedback); (b) receive the same feedback; (c) react to the feedback in the same manner; Assumptions (a), (b) and (c) are widely adopted for the study of congestion control schemes [20, 18, 28, 24] and hold in this paper, as well. Chiu and Jain have shown analytically in [3] that the linear control functions with parameters a I > 0, b I = 1, a D = 0, 0 < b D < 1, satisfy the requirements for convergence to efficiency and fairness. Such linear control functions implement a basic Additive Increase Multiplicative Decrease scheme (AI/MD). The basic AI/MD scheme may be applied to both window and rate based transmission schemes. TCP is a basic window-based AI/MD scheme with b D = 0.5 that implements positive acknowledgement per packet, therefore its control loop delay is equal to round trip time (RTT).
TCP-compatible schemes
In a single-class network, like the best-effort Internet, it is conceivable that flows with different requirements implement different congestion control schemes. Nevertheless, it is strongly desirable that resources are fairly allocated under the different congestion control schemes. This is the case in an environment where TCP and the equation-based congestion control schemes proposed in [23] co-exist. The latter approach attempts to provide for a smoother adaptation behavior (required for instance by CM applications) while achieving a throughput similar to that of a TCP flow (that is, it is TCP-compatible) by employing the TCP flows' throughput estimation formula derived in [4] . Protocols that follow the aforementioned formula to estimate a rate friendly to TCP flows are characterized as TCP-friendly. This formula is based on the loss event probability and RTT and therefore the estimation of the TCP-friendly rate is susceptible to inaccuracies in the measurement of the loss probability and RTT. TFRCP [16] is an example of window-based TCP-friendly control schemes. In the TFRC protocol the receiver calculates the packet loss rate and sends a feedback, that includes the loss rate, to the sender once every RTT. RTT is estimated by the sender. The Rate Adaptation Protocol (RAP) [15] is a rate-based protocol that uses the AI/MD control scheme for shaping the sending rate. RAP acknowledges each packet having a control loop of the RTT time scale. It appears that RAP is TCPcompatible without using Padhye's formula [4] .
Bansal and Balakrishnan have introduced in [20] a new class of nonlinear congestion control schemes referred to as binomial and elaborate on in-crease/decrease rules that enable TCP-compatibility without the need for loss-rate tracking as in [16] and generally in the equation-based congestion control scheme approach [23] . In binomial schemes the flows adjust their load according to the following:
where a I > 0 and 0 < β < 1. They have shown that a window-based binomial congestion control scheme converges to fairness if k + l > 0, and is TCPcompatible if k + l = 1. For k = 0, l = 1 the basic linear AI/MD scheme is obtained (
The two specific algorithms presented there (Inverse Increase Additive Decrease (IIAD, k = 1, l = 0) and Square Root (SQRT, k = l = 1 2 )) are shown to be TCP-compatible and smoother than TCP for specific increase and decrease parameters. However, in the presence of high loss rate, they do not retain their smoothness unlike under the scheme proposed in this paper.
The AI/MD and binomial schemes are memoryless, that is, they do not utilize any history information. In [28] a spectrum of TCP-friendly windowbased schemes that use history information in the increase policy is presented. The increase policy of the binomial class is modified to take into consideration the window size after the last decrease (history information), and the values of k and l are restricted to be k > −1 and l ≤ 1. The Square Increase Multiplicative Decrease scheme [27] (SIMD, k = − 1 2 , l = 1) is used as a study case. In SIMD, the congestion window increases super-linearly, in proportion to the square of the time elapsed since the detection of the last loss event, resulting in highly aggressive behavior and fast convergence to fairness.
The proposed DWAI/LDMD scheme is not TCPcompatible and its feedback mechanism is RTCPbased since we assume that in the future Internet the CM flows will be based on RTP/UDP and be isolated from the TCP flows. However, future work includes the investigation of a TCP-compatible variation of the proposed scheme. Some of the first experiences on the dynamic control of flows based on RTP/RTCP are presented in [8, 9] . The schemes presented in [10] - [14] are examples of rate-based TCP-friendly control schemes that use an RTCP-based feedback mechanism. Recall that in the RTCP-based feedback mechanisms the interval between two feedbacks is of larger time scale than RTT, the nature of the adaptation is non self-clocking and the feedback is of continuous value (non-binary). We show in the present paper that the flow adaptation behavior under schemes with RTCP-based feedback could be smoother than the TCP-compatible schemes TFRC and IIAD.
Loss Dependent Decrease based Schemes
The congestion control schemes utilize feedback to decide on the proper increase or decrease action. In the case of continuous feedback, the loss rate can be used by the decrease policy to determine the new (decreased) rate. 5 In such schemes, the associated decrease policies could be referred to as linear loss dependent multiplicative decrease policies. It has been observed that such policies -examples are presented in [10, 29, 18 ] -induce a smoother adaptation behavior and, thus, the loss dependent multiplicative decrease policies may be more appropriate for applications sensitive to large rate variation, such as the CM applications. In the approach described in the present paper, the introduced loss dependent multiplicative decrease policy (LDMD) uses b D = d(1 − f ) and a D = 0 in (19) . The new rate shaping is based on the "current effective sending rate" -defined to be equal to (1 − f )× current rate -scaled by a factor d (new rate= d× current ef f ective sending rate).
In [10] it is considered that b D = (1 − βf ) and a D = 0 in (19) , where β is a reduction parameter that may take a value between 2 and 5 with typical value β = 3 and f denotes the reported packet loss rate. In [29] the aforementioned decrease policy is included in a scheme referred to as the AI/PD scheme and is compared with the basic AI/MD scheme.
In [18] the next rate after a decrease is not determined by the current effective sending rate but by the moving average of the effective sending rate R 6 multiplied by the factor (1 − dβ) , that is the new rate is given by R (1 − dβ) . The constant β has a very low value, e.g., 0.05, and d is a positive integer that may be exponentially increased (power of 2) depending on whether the current effective sending rate exceeds a threshold from its running average value.
Since in the LDMD policy the new rate is shaped and scaled based on the current effective sending rate, our approach appears to be more meaningful than the one in [10, 29] where the new rate is given by new rate = (1 − βf )×current rate, which does not explicitly incorporate the scaled current effective sending rate. It is also simpler than that in [18] , where the new rate, given by new rate = R(1 − dβ), is not based on the current effective sending rate but on the averaged rate R. Furthermore, the simplicity of the proposed LDMD policy allows for a better understanding of the intrinsic properties of such a loss dependent decrease policy and result in properties not encountered in the other decrease policies. For instance, in the LDMD scheme 7 , the total load after a decrease action is independent from its prior value and equal to d × ef f iciency line, resulting in a regular adaptation behavior of the total load (see Propositions 5 and 6), a property not holding for other decrease policies. In this paper we show that the adaptation behavior is smoother, the flows converge faster to the fair share, the induced losses are lower, the throughput and network utilization is higher under the proposed DWAI/LDMD scheme than the AI/PD and LIMDH schemes.
Some theoretical work on congestion control schemes based on minimal and locally available information is presented in [24] , [25] , [26] . In [24] the potential of design networks that deliver low-loss, lowdelay services is demonstrated. The users adapt their rate using minimal and locally available information from the network, e.g., reported packet losses. In [25] the results of [24] are extended to (a) include random losses (e.g., produced in a wireless environment), and (b) use the explicit congestion notification (ECN) based marking mechanism in the routers instead of a dropping mechanism. In [26] the recent results on modeling, analysis and design of congestion control schemes for the Internet are surveyed. The work presented here is in line with the aforementioned results of [24] [25] [26] in the sense that minimal and locally available information, i.e., losses, is exploited by the proposed congestion control scheme. 7 Under the assumptions of synchronized feedback and losses in proportion to the flow's rate.
Conclusions
In this paper a novel feedback-based congestion control scheme -the Distance Weighted Additive Increase (DWAI) and Loss Dependent Multiplicative Decrease (LDMD) scheme -is introduced and analyzed for flows whose rates are subject to a minimum and a maximum value constraint. Such flows could be those associated with streaming applications.
The innovative DWAI policy induces a typically diverse (for diverse flows' rates) per flow rate increase, unlike the basic AI policy: larger rate increment for flows that are at a larger distance from their maximum rate (self-adjusting characteristic). As a consequence we show that during rate increase phases the diverse rates tend to come closer in absolute terms and tend to the fair rate; this is not the case under the basic AI policy. As a result the proposed scheme is expected (and is shown in the presented results) to converge to fairness faster than the basic AI/MD scheme. The introduced LDMD policy takes into consideration the induced packet loss rate when determining the rate decrement: it applies a large decrease factor under high losses helping overcome congestion quickly. Contrary to the LDMD policy, the basic MD policy cannot ensure such self-adjusting adaptation due to the associated fixed decrease factor.
The proposed scheme has been studied under the assumption of synchronized feedback and packet losses proportional to the flow's rate. The convergence to fairness and efficiency have been shown while the detailed oscillatory adaptation behavior has been examined and determined. Meaningful comparisons with the behavior under the basic AI/MD scheme have been conducted shedding more light into the intrinsic behaviors of both schemes and the better behavior of the DWAI/LDMD scheme with respect to smoothness, convergence to fairness and packet losses. The latter have also been illustrated in the presented simulation results under the environment assumed in the study, as well as in an environment in which the feedback is not synchronized, the flows are initiated at different times, and present different round trip times, by conducting ns-2-based simulations. We show in the simulation results the better behavior of the DWAI/LDMD scheme against the non-AI/MD schemes AI/PD, LIMDH, and the TCPcompatible schemes TFRC and IIAD.
