We consider the problem of sampling from a strongly log-concave density in R d , and prove a non-asymptotic upper bound on the mixing time of the Metropolis-adjusted Langevin algorithm (MALA). The method draws samples by running a Markov chain obtained from the discretization of an appropriate Langevin diffusion, combined with an accept-reject step to ensure the correct stationary distribution. Relative to known guarantees for the unadjusted Langevin algorithm (ULA), our bounds show that the use of an accept-reject step in MALA leads to an exponentially improved dependence on the error-tolerance. Concretely, in order to obtain samples with TV error at most δ for a density with condition number κ, we show that MALA requires O κd log(1/δ) steps, as compared to the O κ 2 d/δ 2 steps established in past work on ULA. We also demonstrate the gains of MALA over ULA for weakly log-concave densities. Furthermore, we derive mixing time bounds for a zeroth-order method Metropolized random walk (MRW) and show that it mixes O(κd) slower than MALA. We provide numerical examples that support our theoretical findings, and demonstrate the potential gains of Metropolis-Hastings adjustment for Langevin-type algorithms.
Introduction
Drawing samples from a known distribution is a core computational challenge common to many disciplines, with applications in statistics, probability, operations research, and other areas involving stochastic models. In statistics, these methods are useful for both estimation and inference. Within a frequentist framework, samples are drawn from a suitable distribution to form confidence intervals for a point estimate, such as those obtained by maximum likelihood. Sampling procedures are also standard in the Bayesian setting, used for exploring posterior distributions, obtaining credible intervals, and solving inverse problems. Estimating the mean, posterior mean in a Bayesian setting, expectations of desired quantities, probabilities of rare events and volumes of particular sets are settings in which Monte Carlo estimates are frequently used.
Recent decades have witnessed great success of Markov Chain Monte Carlo (MCMC) algorithms suited for generating random samples; for instance, see the handbook [4] and references therein. In a broad sense, these methods are based on two steps. The first step is to construct a Markov chain whose stationary distribution is either equal to the target distribution or close to it in a suitable metric. Given this chain, the second step is to draw samples by simulating the chain for a certain number of steps.
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Many algorithms have been proposed and studied for sampling from probability distributions with a density on a continuous space. Two broad categories of these methods are zeroth-order methods and first-order methods. On one hand, a zeroth-order method is based on querying the density of the distribution (up to a proportionality constant) at a point in each iteration. By contrast, a first-order method also makes use of gradient information about the density. A few popular examples of zeroth order algorithms include Metropolized random walk (MRW) [28, 42] , Ball Walk [24, 14, 25] and the Hit-and-run algorithm [1, 22, 23, 26, 27] . A number of first-order methods are based on the Langevin diffusion. Algorithms related to the Langevin diffusion include the Metropolis adjusted Langevin Algorithm (MALA) [41, 40, 2] , the unadjusted Langevin algorithm (ULA) [33, 17, 41, 11] , underdamped Langevin MCMC [8] , Riemannian MALA [45] , Proximal-MALA [34, 13] , Metropolis adjusted Langevin truncated algorithm [41] , Hamiltonian Monte carlo [32] and Projected ULA [5] . There is now a rich body of work on these methods, and we do not attempt to provide a comprehensive summary in this paper. More details can be found in the survey [39] , which covers MCMC algorithms for general distributions, and the survey [44] , which focuses on random walks for compactly supported distributions.
In this paper, we study sampling algorithms for sampling from a log-concave distribution equipped with a density. A log-concave density takes the form
where f is a convex function on R d . Up to an additive constant, the function −f corresponds to the log-likelihood defined by the density. Standard examples of log-concave distributions include the normal distribution, exponential distribution and Laplace distribution. Some recent work has provided non-asymptotic bounds on the mixing times of Langevin type algorithms for sampling from a log-concave density. The mixing time corresponds to the number of steps, as function of both the problem dimension d and the error tolerance δ, to obtain a sample from a distribution that is δ-close to the target distribution in total variation distance. It is known that both the ULA updates [11, 12, 7] as well as underdamped Langevin MCMC [8] have mixing times that scale polynomially in the dimension d, as well the inverse of the error tolerance 1/δ.
Both the ULA and underdamped-Langevin MCMC methods are based on evaluations of the gradient ∇f , along with the addition of Gaussian noise. Durmus and Moulines [12] show that for an appropriate decaying step size schedule, the ULA algorithm converges to the right stationary distribution. However, their results, albeit non-asymptotic, are hard to quantify. In the sequel, we limit our discussion to Langevin algorithms based on constant step sizes, for which there are a number of explicit quantitative bounds on the mixing time. When one uses a fixed step size for these algorithms, an important issue is that the resulting random walks are asymptotically biased: due to the lack of Metropolis-Hastings correction step, the algorithms will not converge to the stationary distribution if run for a large number of steps. Furthermore, if the step size is not chosen carefully the chains may become transient [41] . Thus, typical theory is based on running such a chain for a pre-specified number of steps, depending on the tolerance, dimension and other problem parameters.
In contrast, the Metropolis-Hastings step that underlies the MALA algorithm ensures that the resulting random walk has the correct stationary distribution. Roberts and Tweedie [41] derived sufficient conditions for exponential convergence of the Langevin diffusion and its discretizations, with and without Metropolis-adjustment. However, they considered the distributions with f (x) = x α 2 and proved geometric convergence of ULA and MALA under some specific conditions. In a more general setting, Bou-Rabee and Hairer [2] derived nonasymptotic mixing time bounds for MALA. However, all these bounds are non-explicit, and so makes it difficult to extract an explicit dependence in terms of the dimension d and error tolerance δ. A precise characterization of this dependence is needed if one wants to make quantitative comparisons with other algorithms, including ULA and other Langevin-type schemes. Along this note, Eberle [15] derived mixing time bounds for MALA albeit in a more restricted setting compared to the one considered in this paper. In particular, Eberle's convergence guarantees are in terms of a modified Wasserstein distance, truncated so as to be upper bounded by a constant, for a subset of strongly concave measures which are fourtimes continuously differentiable and satisfy certain bounds on the derivatives up to order four. With this context, one of the main contributions of our paper is to provide an explicit upper bound on the mixing time bounds in total variation distance of the MALA algorithm for general log-concave distributions.
Our contributions:
This paper contains two main results, both having to do with the mixing times of MCMC methods for sampling. As described above, our first and primary contribution is an explicit analysis of the mixing time of Metropolis adjusted Langevin Algorithm (MALA). A second contribution is to use similar techniques to analyze a zeroth-order method called Metropolized random walk (MRW) and derive a explicit non-asymptotic mixing time bound for it. Unlike the ULA, these methods make use of the Metropolis-hastings accept-reject step and consequently converge to the target distributions in the limit of infinite steps. Here we provide explicit non-asymptotic mixing time bounds for MALA and MRW and show that MALA converges significantly faster than ULA. In particular, we show that if the density is strongly log-concave and smooth, the δ-mixing time for MALA scales as κd log(1/δ) which is significantly faster than ULA's convergence rate of order κ 2 d/δ 2 . We also show that MRW mixes O (κd) slowly when compared to MALA. Furthermore, if the density is weakly log-concave, we show that MALA converges in O d 2 /δ 1.5 time in comparison to the O d 3 /δ 4 mixing time for ULA.
The remainder of the paper is organized as follows. In Section 2, we discuss the background on several MCMC sampling algorithms based on the Langevin diffusion. Section 3, we provide mixing time guarantees for MALA and MRW, along with discussion of some of their consequences. Section 4 is devoted to some numerical experiments to illustrate our guarantees. We provide the proofs of our main results in Section 5, with certain more technical arguments deferred to the appendices. We conclude with a discussion in Section 6.
Notation: For two sequences a and b indexed by a scalar ∈ I ⊆ R, we say that a = O (b ) if there exists a universal constant c > 0 such that a ≤ cb for all ∈ I. The Euclidean norm of a vector x ∈ R d is denoted by x 2 . The Euclidean ball with center x and radius r is denoted by B(x, r). For two distributions P 1 and P 2 defined on the space (R d , B(R d )) where B(R d ) denotes the Borel-sigma algebra on R d , we use P 1 − P 2 TV to denote their total variation distance given by
Background and problem set-up
In this section, we describe general MCMC algorithms and review the rates of convergence of existing random walks for log-concave distributions.
Markov chains and mixing
Here we consider the task of drawing samples from a target distribution Π with density π. A popular class of methods are based on setting up of an irreducible and aperiodic discrete-time Markov chain whose stationary distribution is equal to or close to Π in certain metric, e.g., total variation (TV) norm. To obtain a δ-accurate sample, one needs to simulate the Markov chain for certain number of steps k which is determined by a mixing time analysis.
We now briefly describe a certain class of Markov chains that are of Metropolis-Hastings type [29, 19] ; see the books [36, 4] and references therein for further background.
Starting at a given initial density π 0 over R d , any such Markov chain is simulated in two steps: (1) proposal step, and (2) accept-reject step. For the proposal step, we make use of a proposal function p :
At each iteration, given a current state x ∈ R d of the chain, the algorithm proposes a new vector z ∈ R d by sampling from the proposal density p(x, ·). In the second step, the algorithm accepts z ∈ R d as the new state of the Markov chain with probability
Otherwise, with probability equal to 1 − α(x, z), the chain stays at x. Consequently, the overall transition kernel p for the Markov chain is defined by the function
and a probability mass at x with weight 1 − X q(x, z)dz. The purpose of the MetropolisHastings correction (2) is to ensure that the target density π is stationary for the Markov chain. In order to ensure the uniqueness of the stationary distribution, throughout this paper, we analyze the lazy version of the Markov chain, defined as follows: when at state x, the walk stays at x with probability 1/2; otherwise, with probability 1/2, it makes a transition as per the proposal and the accept-reject step of the original random walk. Overall, this set-up defines an operator T p on the space of probability distributions: given the distribution µ k of the chain at time k, the distribution at time k + 1 is given by T p (µ k ). In fact, with the starting distribution µ 0 , the distribution of the chain at kth step is given by T k p (µ 0 ). Note that in this notation, the transition distribution at any state x is given by T p (δ x ) where δ x denotes the dirac-delta distribution at x. Our assumptions and set-up ensure that the chain converges to target distribution in the limit of infinite steps, i.e., lim k→∞ T k p (µ 0 ) = Π. However, a more practical notion of convergence is how many steps of the chain suffice to ensure that the distribution of the chain is "close" to the target Π. In order to quantify the closeness, for a given tolerance parameter δ ∈ (0, 1) and initial distribution µ 0 , we define the δ-mixing time as
corresponding to the minimum number of steps that the chain takes to reach within δ in TV-norm of the target distribution, given that it starts with distribution µ 0 .
Sampling from log-concave distributions
Given the set-up in the previous subsection, we now describe several algorithms for sampling from log concave distributions. Let P x denote the proposal distribution at x corresponding to the proposal density p(x, ·). Possible choices of this proposal function include:
• Independence sampler: the proposal distribution does not depend on the current state of the chain, e.g., rejection sampling or when P x = N (0, Σ), where Σ is a hyper-parameter.
• Random walk: the proposal function satisfies p(x, y) = p(y−x), e.g., when
where h is a hyper-parameter.
• Langevin algorithm: the proposal distribution is shaped according to the target distribution and is given by P x = N (x − h∇f (x), 2hI d ), where h is chosen suitably.
• Symmetric Metropolis algorithm: the proposal function p satisfies p(x, y) = p(y, x). Some examples are Ball Walk [16] , and Hit-and-run [23] .
Naturally the convergence rate of these algorithms would depend on the properties of π and how well suited are the proposal function p for the task at hand. A key difference between Langevin algorithm and other algorithms is that the former makes use of first order information about the target distribution Π. We now briefly discuss the existing theoretical results about the convergence rate of different MCMC algorithms. Several results on MCMC algorithms have focused on on establishing behavior and convergence of these sampling algorithms in an asymptotic or a non-explicit sense, e.g., geometric and uniform ergodicity, asymptotic variance and central limit theorems. See the papers [43, 30, 42, 41, 21, 37, 40, 35, 38] , the survey [39] and the references therein. Such results, albeit helpful for gaining insight, do not provide user-friendly rates of convergence. Consequently, from these results, it is not easy to determine the computational complexity of various MCMC algorithms as a function of the problem dimension d and desired accuracy δ. Explicit non-asymptotic convergence bounds, which provide useful information for practice, are the focus of this work. We discuss results of such type and the Langevin algorithm in more detail in Section 2.2.2. We now describe the Metropolized random walk.
Metropolized random walk
Roberts and Tweedie [42] established sufficient conditions on p and Π for the geometric convergence of several random walk Metropolis-Hastings algorithms. In Section 3, we establish non-asymptotic convergence rate for the Metropolized random walk, which is based on Gaussian proposals. That is, when the chain is at state x k , a proposal is drawn as follows
where the noise term ξ k+1 ∼ N (0, I d ) is independent of all past iterates. The chain then makes the transition according to an accept-reject step with respect to Π. Since the proposal distribution is symmetric, this step can be described as
This sampling algorithm is an instance of a zeroth-order method, since it makes use of only the function values of the density π. We refer to this algorithm as MRW in the sequel. Note that this algorithms has also been referred to as Random walk Metropolized (RWM) and Random walk Metropolis-Hastings (RWMH) in the literature.
Langevin diffusion and related sampling algorithms
Langevin-type algorithms are based on Langevin diffusion, a stochastic process whose evolution is characterized by the stochastic differential equation (SDE):
where {W t | t ≥ 0} is the standard Brownian motion on R d . Under fairly mild conditions on f , it is known that the diffusion (5) has a unique strong solution {X t , t ≥ 0} that is a Markov process [41, 31] . Furthermore, it can be shown that the distribution of X t converges as t → +∞ to the invariant distribution Π characterized by the density π ∝ exp(−f ). See Roberts and Tweedie [41] or Meyn and Tweedie [31] for further details.
Unadjusted Langevin algorithm:
A natural way to simulate the Langevin diffusion (5) is to consider its forward Euler discretization, given by
where the driving noise ξ k+1 ∼ N (0, I d ) is drawn independently at each time step. The use of iterates defined by equation (6) can be traced back at least to Parisi in 1981 [33] for computing correlations as noted by Besag in his commentary on the paper by Grenander and Miller [17] . However, even when the SDE is well behaved, the iterates defined by this discretization have mixed behavior. For sufficiently small step sizes h, the distribution of the iterates defined by equation (6) converges to a stationary distribution that is no longer equal to Π. In fact, Roberts and Tweedie [41] showed that if the step size h is not chosen carefully, then the Markov chain defined by equation (6) can become transient and have no stationary distribution. However, in a series of recent works [11, 12, 7] , it has been established that with a careful choice of step-size h and iteration count K, running the chain (6) for exactly K steps yields an iterate x K whose distribution is close to Π. This more recent body of work provides non-asymptotic bounds that explicitly quantify the rate of convergence for this chain. Note that the algorithm (6) does not belong to the class of Metropolis-Hastings algorithm, since it does not involve an accept-reject step and does not have the target distribution Π as its stationary distribution. For these reasons, in the literature, this algorithm is referred to as the unadjusted Langevin Algorithm, or ULA for short.
Metropolis adjusted Langevin algorithm:
An alternative approach to handling the discretization error is to adopt N (x k − h∇f (x k ), 2hI d ) as the proposal distribution, and perform the Metropolis-Hastings accept-reject step. Doing so leads to the Metropolis-adjusted Langevin Algorithm, or MALA for short. We describe the different steps of MALA in Algorithm 1. As mentioned earlier, the Metropolis-Hastings correction ensures that the distribution of the MALA iterates {x k } converges to the correct distribution Π as k → ∞. Both MALA and ULA are instances of first order sampling methods since they make use of both the function and the gradient values of f at different points. A natural question is if employing the acceptreject step for the discretization (6) provides any gain in the convergence rate. Our analysis to follow answers this question in the affirmative.
Algorithm 1: Metropolis adjusted Langevin algorithm (MALA)
Input:
Step size h and a sample x 0 from a starting distribution µ 0 Output: Sequence x 1 , x 2 , . . . 
Problem set-up
We study MALA and MRW and contrast their performance with existing algorithms for the case when the negative log density f (x) := − log π(x) is smooth and strongly convex. A function f is said to be L-smooth if
In the other direction, a convex function f is said to be m-strongly convex if 1
The rates derived in this paper apply to log-concave distributions given by equation (1) such that f is continuously differentiable on R d , and is both L-smooth and m-strongly convex. For such a function f , its condition number κ is defined as κ := L/m. We also refer to κ as the condition number of the distribution Π. We summarize the mixing time bounds of several sampling algorithms in Tables 1 and 2 , as a function of the dimension d, the errortolerance δ, and the condition number κ. In Table 1 , we state the results when the chain has a warm-start defined below (refer to Definition 1). Table 2 summarizes mixing time bounds from a particular distribution µ . Furthermore, in Section 3.3 we discuss the case when the f is smooth but not strongly convex and show that a suitable adaptation of MALA has a faster mixing rate compared to ULA for this case.
Main results
We now state our main results for mixing time bounds for MALA and MRW. In our results, we use c, c to denote universal positive constants. Their values can change depending on the
Random walk
Strongly log-concave Weakly log-concave Table 1 . Scalings of upper bounds on δ-mixing time for different random walks in R d with target π ∝ e −f . In the second column, we consider smooth and strongly log-concave densities, and report the bounds from a β-warm start for densities such that
and use κ := L/m to denote the condition number of the density. The big-O notation hides universal constants. We remark that the presented bounds for ULA in this column are not stated in the corresponding papers, and are derived by us, using their framework. In the last column, we summarize the scaling for weakly log-concave smooth densities: 0
For this case, theÕ notation is used to track scaling only with respect to d, δ and L and ignore dependence on the starting distribution and a few other parameters. Table 2 . Scalings of upper bounds on δ-mixing time, from the starting distribution µ given in column two, for different random walks in
Here x denotes the unique mode of the target density π.
context but it does not depend on the problem parameters. To ensure the uniqueness of the stationary distribution, our results are for the lazy version of the Markov chain, i.e., with probability 1/2 the walk stays at x and with probability 1/2 it makes a transition as per the proposal step and the accept-reject step of the original random walk. The overview of our results is as follows: First, we discuss the case of strongly log-concave densities and state the results for the two random walks from a warm start in Section 3.1 and from certain feasible starting distributions in Section 3.2, and then we consider the case of weakly log-concave densities.
Mixing time bounds for warm start
In the analysis of Markov chains, it is convenient to have a rough measure of the distance between the initial distribution µ 0 and the stationary distribution. As in past work on the problem, we adopt the following notion of warmness:
Definition 1 (Warm start). For a finite scalar β > 0, the initial distribution µ 0 is said to be β-warm with respect to the stationary distribution Π if
where the supremum is taken over all measurable sets A.
In parts of our work, we provide bounds on the quantity
where P β (Π) denotes the set of all distributions that are β-warm with respect to Π. Naturally, as the value of β decreases, the task of generating samples from the target distribution becomes easier. 2 However, access to a good "warm" distribution (small β) may not be feasible for many applications, and thus deriving bounds on mixing time of the Markov chain from non-warm starts is also desirable. Consequently, in the sequel, we also provide practical initialization methods and polynomial-time mixing time guarantees from such starts. Our mixing time bounds involve the functions r and w given by
We use T MALA(h) to denote the transition operator on probability distributions induced by one step of lazy version of MALA. We have the following mixing time bound for the (lazy) MALA algorithm for a strongly-log concave measure from a warm start.
Theorem 1. For any β-warm initial distribution µ 0 and any error tolerance δ ∈ (0, 1], the Metropolis adjusted Langevin algorithm with step size h = c w(δ/(2β)) satisfies
where c, c denote universal constants.
2 For instance, β = 1 implies that the chain starts at the stationary distribution and has already mixed.
See Section 5.2 for the proof. Note that r(s) ≤ 4 for s ≥ e −d and thus we can treat r(δ/2β) as small constant for most interesting values of δ if the warmness parameter β is not too large. Consequently, we can run MALA with a fixed step size h for a large range of error-tolerance δ. Treating r(·) as a constant, we obtain that if κ = o(d), the mixing time of MALA scales as O (dκ log(1/δ)) which is exponentially better in the tolerance-δ compared to O dκ 2 log 2 (1/δ)/δ 2 mixing time of ULA, and has better dependence on κ while still maintaining linear dependence on d. In fact, for any setting of κ, d and δ, MALA always has a better mixing time bound compared to ULA. A limitation of our analysis is that the constant c is not small. However we demonstrate in Section 4 that in practice small constants provide performance that match the scalings suggested by our theoretical bounds.
Let T MRW(h) denote the transition operator on the space of probability distributions induced by one step of lazy version of MRW. We now state the convergence rate for Metropolized random walk for strongly-log concave density.
Theorem 2. For any β-warm initial distribution µ 0 and any δ ∈ (0, 1], the Metropolized random walk with step
See Section 5.6 for the proof.
Again treating r(δ/2β) as a small constant, we find that the mixing time of MRW scales as O d 2 κ 2 log(1/δ) which is d factor worse and exponential factor in δ better than ULA. Compared to the mixing time bound for MALA, the bound in Theorem 2 has an extra factor of O(dκ). While such a factor is conceivable given that MALA's proposal distribution uses first order information about the target distribution, and MRW uses only the function values, it would be interesting to determine if this gap can be improved in a future work.
Mixing time bounds for a feasible start
In many cases, a good warm start may not be available. Consequently, mixing time bounds from a feasible starting distribution can be useful in practice. Letting x denote the unique mode of the distribution Π, we claim that the distribution µ = N (x , L −1 I d ) is one such choice. Recalling the notation κ = L/m, we claim that the warmness parameter for µ can be bounded as follows:
where the supremum is taken over all measurable sets A. When the gradient ∇f is available, finding x comes at nominal additional cost: in particular, standard optimization algorithms such as gradient descent be used to compute a δ-approximation of x in O (κ log(1/δ)) steps (e.g., see the monograph [6] ). Also refer to Section 3.2.1 for more details when we have inexact parameters. Assuming claim (12) for the moment, we now provide mixing time bounds for MALA and MRW with µ as the starting distribution. For any threshold δ ∈ (0, 1], we define the step sizes h 1 = c w(δ/2β ) and
, where the function w was previously defined in equation (9b). Corollary 1. With µ as the starting distribution, we have
The proof follows by plugging the bound (12) in Theorem 1 and 2 and is thereby omitted. We now prove the claim (12) . Without loss of generality, we can assume that f (x ) = 0. Such an assumption is possible because substituting f (·) by f (·)+α for any scalar α leaves the distribution Π unchanged. Since f is m-strongly convex and L-smooth, applying Lemma 4(c) and Lemma 5(c), we obtain that
Consequently, we find that
Making note of the lower bound
and plugging in the expression for the density of µ yields the claim (12) . We now derive results for the case when we do not have access to exact parameters, e.g., if the mode x is known approximately, and/or we only have an upper bound for the smoothness parameter L-a situation quite prevalent in practice.
Starting distribution with inexact parameters
Note that x is also the unique global minima of the negative log-density f . For the strongly convex function f , using a first-order method, like gradient descent, we can obtain anapproximate modex using κ log(1/ ) evaluations of the gradient ∇f . Suppose we have access to a pointx such that x − x 2 ≤ and have an upper bound estimateL ≥ L for the smoothness.
We now consider the case of starting distributionμ = N (x, (2L) −1 I d ), as a proxy for the feasible start µ = N (x , L −1 I d ) discussed above. Note the difference in mean and the covariance between the distributionsμ and µ . Given the handy result in Theorem 1, it suffices to bound the warmness parameter for the distributionμ. Applying triangle inequality, we obtain that
and consequently that
Using the lower bound (14) on the target density π(x) ≥ (2πm
where the last inequality follows from the fact thatL ≥ L. In other words, the distributionμ isβ-warm with respect to the target distribution π, whereβ = exp
Using Theorem 1, we now derive a mixing time bound for MALA with starting distributioñ µ. For any threshold δ ∈ (0, 1], we use the step size h 3 = c w(δ/(2β)). Invoking Theorem 1 and plugging in the definition (9a) of w, we find that
which also recovers the bound from corollary 1 for MALA as → 0 andL → L. Note that the mixing time increases (additively) by O κd 2L /L when we only have an -approximate mode, which is an (L/L · /d)-fraction increase in the mixing time bound with starting distribution µ . A mixing time bound for MRW with starting distributionμ can be obtained in a similar fashion and is thereby omitted.
Weakly log-concave densities
In this section, we show that MALA can also be used for approximate sampling from a density that is L-smooth and (weakly) log-concave, but not necessary strongly log-concave. The key idea is to approximate the given log-concave density Π with a strongly log-concave densityΠ such that Π − Π TV is small. Next, we use MALA to sample fromΠ and consequently obtain an approximate sample from Π. In order to constructΠ, we use a scheme previously suggested by Dalalyan [11] . With λ as a tuning parameter, consider the distributionΠ given by the densityπ
Dalalyan (Lemma 3 in the paper [11] ) showed that that the total variation distance between Π andΠ is bounded as follows:
Suppose that the original distribution Π has its fourth moment bounded as
We now set λ := 2δ/(dν) to obtain Π − Π TV ≤ δ/2. Sincef is λ/2-strongly convex and L + λ/2-smooth, the condition number ofΠ is given byκ = 1 + Ldν/δ. We substitutẽ κ = Ldν/δ to obtain simplified expressions for mixing time bounds in the results that follow. Since now the target distribution isΠ, we suitably modify the step size for MALA as follows:
where the function r was previously defined in equation (9a). We refer to this new set-up with a modified target distributionΠ as the modified MALA method. To keep our results simple to state, we assume that we have a warm start with respect toΠ.
Corollary 2. Assume that Π satisfies (18) . Then for any given error-tolerance δ ∈ (0, 1), and, any β-warm start µ 0 , the modified MALA method with step size h = cw lc (δ/(2β)) satisfies
where c, c denote universal positive constants.
The proof follows by combining the triangle inequality, as applied to the TV norm, along with the bound from Theorem
Numerical experiments
In this section, we compare MALA with ULA and MRW in various simulation settings. The step-size choice of ULA follows from [11] in the case of warm start. The step-size choice of MALA and MRW used in our experiments in our results are summarized in Table 1 . We consider three different experiments: (1) sampling multivariate Gaussian, (2) sampling from a mixture of two Gaussians, and (3) estimating the MAP with credible intervals in a Bayesian logistic regression set-up.
Since TV distance for continuous measures is hard to estimate, we use several proxy measures for convergence diagnostics: (1) errors in quantiles, (2) 1 -distance in histograms (discrete tv-error), (3) error in sample MAP estimate, (4) trace-plot along different coordinates and (5) autocorrelation plot. While the first three measures are useful for diagnosing the convergence of random walks over several independent runs, the last two measures are useful for diagnosing the rate of convergence of the Markov chain in a single long run.
Dimension dependence for multivariate Gaussian
The goal of this simulation is to demonstrate the dimension dependence in experiments, for mixing time of ULA, MALA and MRW when the target is non-isotropic multivariate Gaussian. Note that Theorem 1 and 2 imply that the dimension dependency for MALA is d while for MRW the scaling with dimension is d 2 . We consider sampling from multivariate Gaussian with density π defined by
where Σ ∈ R d×d the covariance matrix to be specified. For this target distribution, the function f , its derivatives are given by
Consequently, the function f is strongly convex with parameter m = 1/λ max (Σ) and smooth with parameter L = 1/λ min (Σ). For convergence diagnostics, we use the error in quantiles along different directions. Using the exact quantile information for each direction for Gaussians, we measure the error in the 75% quantile of the sample distribution and the true Random walk ULA
MALA MRW
Step size δ 2 dκL Table 3 .
Step distribution in the least favorable direction, i.e., along the eigenvector of Σ corresponding to the eigenvalue λ max (Σ). The approximate mixing time is defined as the smallest iteration when this error falls below δ. We use µ as the initial distribution where µ = N 0, L −1 I d .
Strongly log-concave density
The step-sizes are chosen according to Table 3 . For ULA, the error-tolerance δ is chosen to be 0.2. We set Σ as a diagonal matrix with the largest eigenvalue 4.0 and the smallest eigenvalue 1.0 so that the κ = 4 is fixed across different settings. For a fixed dimension d, we simulate 10 independent runs of the three chains each with N = 10, 000 samples to determine the approximate mixing time. The final approximate mixing time for each walk is the average of that over these 10 independent runs. Figure 1(a) shows the dependency of the approximate mixing time as a function of dimension d for the three random walks in log-log scale. To examine the dimension dependency, we perform linear regression for approximate mixing time with respect to dimensions in the log-log scale. The computations reveal that the dimension dependency of MALA and ULA are close to order d (slope 0.90 and 1.01), while that of MRW is close to order d 2 (slope 1.96). Figure 1(b) shows the dependency of the approximate mixing time on the inverse error 1/δ for the three random walks in log-log scale. For ULA, the step-size is error-dependent, precisely chosen to be 10 times of δ. A linear regression of the approximate mixing time on the inverse error 1/δ yields a slope of 2.30 suggesting the error dependency of order 1/δ 2 for ULA. A similar computation for MALA and MRW yields a slope of 0.33 for both the cases which not only suggests a significantly better error dependency for these two chains but also partly verifies their theoretical mixing time bounds of order log(1/δ). 
Weakly log-concave density
We now discuss the convergence of the random walks when the Gaussian is flat along a direction. In particular, we consider the Gaussian distribution such that λ max (Σ) = 1000 and λ min (Σ) = 1. Such a setting implies that the strong convexity parameter m = 0.001 and our target density mimics a weakly log-concave density. For convergence diagnostics, we use the error in quantiles along one direction other than the ones which correspond to λ max (Σ) and λ min (Σ). Using the exact quantile information for each direction for Gaussians, we measure the error between the 75% quantile of the sample distribution and the true distribution in that direction. The approximate mixing time is defined as the smallest iteration when this error falls below δ. We use µ as the initial distribution where µ = N 0, L −1 I d . The step-sizes are chosen according to Table 3 where m is chosen to be δ/(dL). For dimension dependence experiments, we fix the error-tolerance δ as 0.2. For a fixed dimension d, we simulate 10 independent runs of the three chains each with N = 10, 000 samples to determine the approximate mixing time. The final approximate mixing time for each walk is the average of that over these 10 independent runs. Figure 2 (a) and 2(b) show the dependency of the approximate mixing time as a function of dimension d and the inverse error 1/δ respectively, for the three random walks on this weakly log-concave density (log-log scale). Linear fits on the log-log scale reveal that the dimension dependence of mixing time for MALA is close to d 2 (slope 1.6), and that for ULA is close to d 3 (slope 2.7) and for MRW it is approximately of order d 4 (slope 3.7). Linear fits of the approximate mixing time on the inverse error 1/δ yield a slope of 3.9 for ULA thereby suggesting an error dependence of order 1/δ 4 , while for MALA and MRW this dependence is of order 1/δ 1.5 (slope 1.5) and of order 1/δ 2 (slope 2.0), respectively. These scalings partly verify the rates derived in Corollary 2 and demonstrate the gains of MALA over ULA for the weakly log-concave densities.
Remark: Strictly speaking, for both the cases considered above, the starting distribution was not warm, since we used µ as the starting distribution and the corresponding warmness β = O(e d ) scales exponentially with dimension d. However, the mixing time observed in the simulations, albeit with a heuristic measure, are d times faster than those stated with µ as the starting distribution in Corollary 1, and are in fact consistent with the results for the warm-start which are stated in Theorems 1 and 2. We believe that the results stated in Corollary 1, with µ as the starting distribution, can be improved by a factor of d. However, our current proof techniques do not close this gap and we leave further investigation of this question for future work.
Behavior for Gaussian mixture distribution
We now consider the task of sampling from a two component Gaussian mixture distribution, as previously considered by Dalalyan [11] for illustrating the behavior of ULA. Here compare the behavior of MALA to ULA for this case. The target density is given by
where a ∈ R d is a fixed vector. This density corresponds to the two-mixture of equal weighted Gaussians N (a, I d ) and N (−a, I d ). In our notation, the function f and its derivatives are given by:
.
From examination of the Hessian, we see that the function f is smooth with parameter L = 1, and whenever a 2 < 1, it is also strongly convex with parameter m = 1 − a Figure 3 shows the level sets of the density of this 2D-Gaussian mixture. The initial distribution is chosen as µ = N 0, L −1 I d and the step-sizes are chosen according to Table 1 , where for ULA, we set three different choices of δ = 0.2 (ULA), δ = 0.1 (small-step ULA) and δ = 1.0 (large-step ULA). Note that choosing a smaller threshold δ implies that the ULA has a smaller step size and consequently the chain takes larger to converge. However, the asymptotic TV error with respect to the target distribution Π for ULA also decreases with decrease in step size. These different choices of step sizes are made to demonstrate the fundamental trade-off between the rate of convergence and asymptotic error for ULA and its inability to mix faster than MALA for different settings.
Note that one can sample directly from the mixture of Gaussian in consideration by drawing independently a Bernoulli(1/2) random variable y and a standard normal variable z ∼ N (0, I d ), and by computing
This observation makes it easy to diagnose the convergence of our Markov chains with target π. In order to estimate the total variation distance, we discretize the distribution of N = 250, 000 samples from π over a set of bins, and consider the total variation of this discrete distribution from the empirical distribution of the Markov chain over these bins. We refer to this measure as the discretized TV error. We measure the sum of two discrete TV errors of 250, 000 samples from π with the empirical distribution obtained by simulating the chains ULA, MALA or MRW, projected on two principal directions (u 1 and u 2 ), over a discrete grid of size B = 100. Figure 4 shows the sum of the discretized TV errors along u 1 and u 2 , as a function of iterations. The true total variation distance between the distribution of the iterate and the target distribution is upper bounded by the sum of (A) the discretized TV error and (B) the error caused by discretization. To obtain an idea of how large is the error (B) due to discretization, we simulate 100 runs of the discrete TV error between two independent drawings from the true distribution π. The two black lines in Figure 4 are the maximum and minimum of these 100 values. The sample distribution at convergence is expected to lie between the two black lines. Figure 4 (a) shows that ULA converges significantly slower than MALA to the right distribution. Figure 4(b) illustrates this point further and shows that when compared to the ULA, the small-step ULA (δ = 0.1) converges at a much slower rate and large-step ULA (δ = 1.0) has a larger approximation error (asymptotic bias).
We accompany the study based on exact TV error computation with two classical convergence diagnostic plots for general MCMC algorithms. Figure 5 shows the traceplots of the three sampling algorithms in 10 runs. Comparing the three plots ( Figure 5 (a), (b), (c) ), we observe that the traceplot of MALA stablizes much faster than that of ULA and MRW. Furthermore, to compare the efficiency of the chains in stationarity, Figure 6 shows the autocorrelation function of the three chains. To make sure that the computation is done in stationarity, we set in practice the burn-in period to be 300 iterations. Again, we observe that MALA is clearly significantly more efficient than ULA and MRW. 
Bayesian Logistic Regression
We now consider the problem of logistic regression in a frequentist-Bayesian setting, similar to that considered by Dalalyan [11] . Once again, we establish that MALA has superior performance relative to ULA. Given a binary variable y ∈ {0, 1} and a covariate x ∈ R d , the logistic model for the conditional distribution of y given x takes the form
for some parameter θ ∈ R d . In a Bayesian framework, we model the parameter θ in the logistic equation as a random variable with a prior distribution π 0 . Suppose that we observe a set of independent samples 
with (x i , y i ) ∈ R d × {0, 1}, with each y i conditioned on x i drawn from a logistic distribution with some unknown parameter θ * . Using Bayes' rule, we can then compute the posterior distribution of the parameter θ given the data. Drawing samples from this posterior distribution allows us to estimate and draw inferences about the unknown parameter. Under mild conditions, the Bernstein-von-Mises theorem guarantees that the posterior distribution will concentrate around the true parameter θ * , in which case we expect that the credible intervals formed by sampling from the posterior should contain θ * with high probability. This fact provides a lens for us to assess the accuracy of our sampling procedure.
Define the vector Y = (y 1 , . . . , y n ) ∈ {0, 1} n and let X be the n × d matrix with x i as i th -row. We choose the prior π 0 to be a Gaussian distribution with zero mean and covariance matrix proportional to the inverse of the sample covariance matrix Σ X = 1 n X X. Plugging in the formulas for the prior and likelihood, we find that the the posterior density is given by
where α > 0 is a user-specified parameter. Writing π ∝ e −f , we observe that the function f and its derivatives are given by
1 + e −θ x i + αΣ X θ, and,
With some algebra, we can deduce that the eigenvalues of the Hessian ∇ 2 f are bounded between L := (0.25n + α) λ max (Σ X ) and m := α λ min (Σ X ) where λ max (Σ X ) and λ min (Σ X ) denote the largest and smallest eigenvalues of the matrix Σ X . We make use of these bounds in our experiments. As in the paper [11] , we also consider a preconditioned version of the method; more precisely, we first sample from π g ∝ e −g where g(θ) = f (Σ −1/2 X θ), and then transform the obtained random samples θ i → Σ 1/2 X θ i to obtain samples from π. Sampling based on the preconditioned distribution improves the condition number of the problem. After the preconditioning, we have the bounds L g ≤ 0.25n + α and m g ≥ α, so that the new condition number is now independent of the eigenvalues of Σ X .
We randomly draw i.i.d. samples (x i , y i ) as follows. Each vector x i ∈ R d is sampled i.i.d. Rademacher components, and then renormalized to Euclidean norm. given x i , the response y i is drawn from the logistic model (20) with θ = θ * = 1 d = (1, . . . , 1) . We fix d = 2, n = 50 and perform N = 1000 experiments. To sample from the posterior, we start with the initial distribution as µ 0 = N (0, L −1 I d ). As the first error metric, we measure the 1 distance between the true parameter θ * and the sample meanθ k of the random samples obtained from simulating the Markov chains for k iterations: (δ = 1.0) can be used. However, our simulation shows that it is still slower than MALA. Furthermore, the condition number κ has a significant effect on the mixing time of ULA and MRW. Their convergence in the preconditioned case is significantly better.
In Figure 10 , we plot the mean and 25% and 75% quantiles, with θ * subtracted, of the samples across experiments at different iterations as a function of the iteration k for different Markov chains. We observe that these quantities settle very quickly for MALA as compared to ULA, once again demonstrating the fast convergence of the former chain compared to the later chain.
Proofs
We now turn to the proofs of our main results. In Section 5.1, we begin by introducing some background on conductance bounds, before stating three auxiliary lemmas that underlie the proofs of our main theorems. Taking these three lemmas as given, we then provide the proof of Theorem 1 in Section 5.2. Sections 5.3 through 5.5 are devoted to the proofs of our three key lemmas, and we conclude with the proof of Theorem 2 in Section 5.6.
Conductance bounds and auxiliary results
Our proofs exploit standard conductance-based arguments for controlling mixing times. Consider an ergodic Markov chain defined by a transition operator T , and let Π be its stationary distribution. For each scalar s ∈ (0, 1/2), we define the s-conductance
In this formula, the notation T u is shorthand for the distribution T (δ u ) obtained by applying the transition operator to a dirac distribution concentrated on u. In words, the s-conductance measures how much probability mass flows across disjoint sets relative to their stationary mass. By a continuity argument, it can be seen that limiting conductance of the chain is equal to the limiting value of s-conductance-that is, Φ = lim s→0 Φ s .
For a Markov chain with β-warm start, Lovász [23] proved that
In order to make effective use of this lower bound, we need to lower bound the s-conductance Φ s , and then choose the parameter s so as to optimize the tradeoff between the two terms in the bound. We now state some auxiliary results that are useful. We start with a result that shows that the probability mass of any strongly log concave distributions is concentrated in a Euclidean ball around the mode. For each s ∈ (0, 1), we introduce the Euclidean ball
where the function r was previously defined in equation (9a), and x := arg max In order to establish the conductance bounds inside this ball, we first prove an extension of a result by Lovász [23] . It provides a lower bound on the flow of Markov chain with (non-lazy) transition distribution T x and strongly log concave target distributions Π. From now on, we use T lazy x to denote the transition distribution of the lazy version of the chain-that is, the transition operator given by T lazy x (A) := 1 2 δ x (A) + 1 2 T x (A) for any measurable set A. Lemma 2. Let K be a convex set such that T x − T y TV ≤ 1 − ρ whenever x, y ∈ K and x − y 2 ≤ ∆. Then for any measurable partition A 1 and A 2 of R d , we have
See Section 5.4 for the proof of this lemma. We next introduce a few pieces of notations to state a MALA specific result. Define a functionw : (0, 1) × (0, 1) → R + as follows:
where α := 1 + 2 log(16/ ) + 2 log(16/ ),
and the function r was defined in equation (9a).
In the next lemma, we show two important properties for MALA: (1) the proposal distributions of MALA at two different points are close if the two points are close, and (2) the accept-reject step of MALA is well behaved inside the ball R s provided the step size is chosen carefully. Note that for MALA, the proposal distribution of the chain at x is given by
We use T
MALA(h)
x to denote the (non-lazy) transition distribution of MALA.
Lemma 3. For any step size h ∈ 0, 2 L , the MALA proposal distribution satisfies the bound
Moreover, given scalars s ∈ (0, 1/2) and ∈ (0, 1), then the MALA proposal distribution for any step size h ∈ 0,w(s, ) satisfies the bound
where the truncated ball R s was defined in equation (23) .
See Section 5.5 for the proof. While the previous lemma applies to non-lazy walks, we need to invoke the bound (22) for the lazy version of MALA. As a result, we need to obtain bounds on Φ lazy s which is defined by using the lazy transition distribution T lazy u in the definition (21) . In this context, the bound (24) from Lemma 2 is useful. With these results in hand, we now prove the mixing time bound for MALA.
Proof of Theorem 1
At a high level, the proof involves three key steps. Our first step is to use Lemma 3 to establish that for an appropriate choice of step size, the MALA update has nice properties inside a high probability region given by Lemma 1. The second step is to apply Lemma 2 so as to obtain a lower bound on the s-conductance Φ s of the MALA update. Finally, by making an appropriate choice of parameter s, we establish the claimed convergence rate.
So as to simplify notation, we drop the superscripts MALA(h) from our notation-that is, we use T x and P x , respectively, to denote the (non-lazy) transition and proposal distributions at x for MALA, each with step size h. By applying the triangle inequality, we obtain the upper bound
Now applying claim (27a) from Lemma 3 guarantees that
Furthermore, for any h ≤w(s, ), the bound (27b) from Lemma 3 implies that P x − T x TV ≤ /8 for any x ∈ R s . Plugging in these bounds in the inequality (28), we find that
Thus, the transition distribution T x satisfies the assumptions of Lemma 2 for
We now derive a lower bound on the s-conductance of MALA. Let T lazy u denote the transition distribution at u for the lazy version of MALA. Choosing a measurable set A such that Π(A) > s and substituting the terms from equation (29) in the inequality (24), we find that
In this argument, inequality (i) follows from the facts that log 2 ≥ 1/2 and Π(A), Π(A c ) > s. Moreover, we have applied Lemma 1 to find that Π(R s ) ≥ 1 − s and hence
We have also assumed that the second argument of the minimum is less than 1. Applying the definition (21) of Φ lazy s for the lazy version of MALA, we find that
, for any h ≤w(s, ).
By making a suitable choice of s, we can now complete the proof. Using Lemma 1, we have that Π(R δ/2 ) ≥ 1 − δ/2 ≥ 1/2 for any δ ∈ (0, 1). Applying the definition (25b) of α , we obtain that α 1/2 ≤ 12. Using this fact and the definitions (9b) and (25a) for the functions w(·) andw(·, ·), it is straightforward to verify that cw(δ/(2β)) ≤w(δ/(2β), 1/2), for an appropriate choice of universal constant c. Substituting in s = δ/(2β), = 1/2, and h = cw(δ/(2β)), and also making use of the lower bound Π(R δ/2β ) ≥ 1/2 in the bound (30), we find that Φ
≥ c √ mh for some universal constant c . Using the convergence rate (22) , we obtain that
for a suitably large constant c . Substituting the expression (9b) for h = cw(δ/(2β)), yields the claimed bound on mixing time.
Proof of Lemma 1
The proof consists of two main steps. First, we establish that the distribution Π is subGaussian, which then guarantees concentration around the mean. Second, we show that the mean and the mode of the distribution Π are not far apart. Combining these two claims yields a high probability region around the mode x . Let x denote the random variable with distribution Π and meanx = E x∼Π [x] . We claim that x −x is a sub-Gaussian random vector with parameter 1/ √ m, meaning that for any vector u ∈ R d .
In order to prove this claim, we make use of a result due to Hargé (Theorem 1.1 [18] ), which we restate here. Let y ∼ N (µ, Σ) with density e and x be a random variable with density function q · e where q is a log-concave function. Then for any convex function g :
From Lemma 4(b) we have that
2 is a convex function. Thus we can express the density π as the product of a log concave function and the density of a random variable with distribution N (x , I d /m). Letting y ∼ N (x , I d /m) and noting that g(z) := e u z is a convex function for each fixed vector u, applying the Hargé bound (32) yields
Here inequality (i) follows from the fact that the random vector y − x is sub-Gaussian with parameter 1/ √ m.
Using the standard tail bounds for quadratic forms for sub-Gaussian random vectors (e.g., Theorem 1 [20] ), we find that
Define
and consequently the bound (33) implies that Π (B 1 ) = P x∼Π [x ∈ B 1 ] ≥ 1 − s. Now applying triangle inequality, we obtain that
From Theorem 1 by Durmus et al. [12] , we have that
Using Jensen inequality twice, we find that
Noting the relation r(s) = 1 +r(s), we thus obtain that
and consequently B 1 ⊆ B 2 ⊆ R s . As a result, we obtain Π (R s ) ≥ Π (B 1 ) ≥ 1 − s as claimed.
Proof of Lemma 2
The proof of this lemma is based on the following isoperimetric inequality for log-concave distributions. Let
with density e and let Π be a distribution with a density given by q · e where q is a log-concave function. Then Cousins and Vempala (Theorem 4.4 [9] ) proved that
where d(S 1 , S 2 ) := inf x − y 2 x ∈ S 1 , y ∈ S 2 . We invoke this result for the truncated distribution Π K with the density π K defined as
where 1 K (·) denotes the indicator function for the set K, i.e., we have 1 K (x) = 1 if x ∈ K, and 0 otherwise. Let x = arg max π(x) = arg min f (x). Observe that m-strong-convexity of
2 is a convex function (Lemma 4(b)). Noting that the function 1 K (·) is log-concave and that log-concavity is closed under multiplication, we conclude that π K can be expressed as a product of log-concave function and density of the Gaussian distribution N x , 1 m I d . Consequently, we can apply the result (35) with Π replaced by Π K and σ = 1/ √ m.
We now prove the claim of the lemma. Define the sets
along with the complement A 3 := K\(A 1 ∪ A 2 ). See Figure 11 for an illustration. Based on these three sets, we split our proof of the claim (24) into two distinct cases:
• Case 2:
Note that these cases are mutually exclusive, and cover all possibilities. Figure 11 . The sets A 1 and A 2 form a partition of R d , and we use K to denote a compact convex subset. The sets A 1 and A 2 are defined in equation (37) .
which implies the claim (24). In the above sequence of inequalities, step (i) follows from the definition of the lazy version of the chain; step (ii) from the definition (37) of the set A 1 , and step (iii) from the assumption for this case. A similar argument with the roles of A 1 and A 2 switched, establishes the claim when
Case 2: We have Π(A i ) ≥ Π(A i ∩ K)/2 for both i = 1 and 2. For any u ∈ A 1 and v ∈ A 2 , we have that
where step (i) follows from the fact that A 1 = R d \A 2 and thereby T u (A 1 ) = 1 − T u (A 2 ). Since u, v ∈ K, the assumption of the lemma implies that u − v 2 ≥ ∆ and consequently
We claim that
We provide the proof of this claim at the end. Assuming this claim as given, we now complete the proof. Using equation (39), we have
where step (i) follows from the definition of the lazy version of the chain and step (ii) from the definition (37) of the set A 3 = K\(A 1 ∪ A 2 ). Further, we have
where step (i) follows from the definition (36) of the truncated distribution Π K , step (ii) follows from applying the isoperimetry (35) for the distribution Π K with σ = 1/ √ m, step (iii) from the definition of Π K and step (iv) from inequality (38) and the assumption for this case.
Putting the inequalities (40), (41) and (42) together, establishes the claim (24) of the lemma for this case. We now prove our earlier claim (39) . Note that it suffices to prove that
We have
where steps (i) and (iii) (respectively) follow from the fact that A 1 = R d \A 2 and the consequent fact that 1−T u (A 1 ) = T u (A 2 ), and step (ii) follows from the fact that π is the stationary density for the transition distribution T x and thereby
Proof of Lemma 3
We prove each claim of the lemma separately. To simplify notation, we drop the superscript from our notations of distributions T
MALA(h)
x and P
x .
Proof of claim (27a)
In order to bound the total variation distance P x − P y TV , we apply Pinsker's inequality [10] , which guarantees that P x − P y TV ≤ 2 KL(P x P y ). Given multivariate normal distributions G 1 = N (µ 1 , Σ) and G 2 = N (µ 2 , Σ), the Kullback-Leibler divergence between the two is given by
Substituting G 1 = P x and G 2 = P y into the above expression and applying Pinsker's inequality, we find that
where step (i) follows from the definition (26) of the mean µ x . Consequently, in order to establish the claim (27a), it suffices to show that (x − h∇f (x)) − (y − h∇f (y)) 2 ≤ x − y 2 . Recalling that |||B||| op denotes the 2 -operator norm of a matrix B (equal to the maximum singular value), we have
where step (i) follows from the definition of the operator norm. Lemma 4(e) and Lemma 5(e) guarantee that the Hessian is sandwiched as mI 
Putting together the pieces yields the claim.
Proof of claim (27b)
Let P 1 be a distribution admitting a density p 1 on R d , and let P 2 be a distribution which has an atom at x and admitting a density p 2 on R d \ {x}. The total variation distance between the distributions P 1 and P 2 is given by
The accept-reject step for MALA implies that
where p x denotes the density corresponding to the proposal distribution P x = N (x−h∇f (x), 2hI d ).
From this fact and the formula (44), we find that
By applying Markov's inequality, we obtain
We now derive a high probability lower bound for the ratio
Keeping track of the numerator of this exponent, we find that
Now we provide lower bounds for the terms M i , i = 1, 2, 3 defined in the above display. Since f is strongly convex and smooth, applying Lemma 4(c) and Lemma 5(c) yields 
In order to lower bound M 3 , we observe that 
where step (i) follows from the Cauchy-Schwarz's inequality and step (ii) from the triangle inequality and L-smoothness of the function f (cf. Lemma 5(d)). Combining the bounds (50) and (51) with equations (49) and (48), we have established that 
Now to provide a high probability lower bound for the term T , we make use of the standard chi-squared tail bounds and the following relation between x and z:
where ξ ∼ N (0, I d ) and
= denotes equality in distribution. We have Combining this observation with the high probability bound on ξ 2 and using the inequality (54) we obtain that T ≥ − /16 with probability at least 1 − /16. Plugging this bound in the inequality (52), we find that
Thus, we have derived a desirable high probability lower bound on the accept-reject ratio. Substituting α = exp(− /16) in the inequality (47) and using the fact that e − /16 ≥ 1 − /16 for any scalar > 0, we find that
, for any ∈ (0, 1) and h ≤w(s, ).
Substituting this bound in the inequality (46) completes the proof.
Proof of Theorem 2
The proof of this theorem is similar to the proof of Theorem 1. We begin by claiming that ≥ c √ mh for some universal constant c . Using the convergence rate (22), we obtain that
for a suitably large constant c . Substituting h ≤ cm/ d 2 L 2 r(δ/2β) , yields the claimed bound on mixing time of MRW. It is now left to establish our earlier claims (55a) and (55b). Note that P MRW(h) x = N (x, 2hI d ). For brevity, we drop the superscripts from our notations. Using the expression (43) for the KL-divergence and applying Pinsker's inequality leads to the upper bound P x − P y TV ≤ 2 KL(P x P y ) = x − y 2 √ 2h , which implies the claim (55a). We now prove the bound (55b). Letting p x to denote the density of the proposal distribution P x and using the bounds (46) and (47), it suffices to prove that P z∼Px π(z) π(x) ≥ exp − 16
where step (i) follows from the fact that π(x) ∝ e −f (x) . We have
where the step (i) follows from the convexity of the function f , step (ii) from Cauchy-Schwarz's inequality and step (iii) from applying triangle inequality and the smoothness of the function f (Lemma 5(d)). Applying the bound (53) on ∇f (x) 2 for x ∈ R s and using x − z = √ 2hξ we obtain that
Using the standard tail bound for a Chi-squared random variable, we have that P ξ Plugging these bounds in the inequality (58), we find that f (x)−f (z) ≥ − /16 with probability at least 1 − /16, which yields the claim (57).
Discussion
In this paper, we derived non-asymptotic bounds on the mixing time of the Metropolis adjusted Langevin algorithm and Metropolized random walk for log-concave distributions. These algorithms are based on a two step scheme: (1) proposal step, and, (2) accept-reject step. Our results show that the accept-reject step, while it complicates the analysis, is practically very useful: algorithms involving this step mix significantly faster than the ones without it, In particular, we showed that for a strongly log-concave distribution in R d with condition number κ, the δ-mixing time for MALA is of O (dκ log(1/δ)). This guarantee significantly better than the O dκ 2 /δ 2 mixing time for ULA. We also proposed a modified version of MALA to sample from nonstrongly log-concave distributions and showed that it mixes in O d 3 /δ 1.5 ; thus, this algorithm dependency on the desired accuracy δ when compared to the O d 3 /δ 4 mixing time for ULA for the same task. Furthermore, we also established O d 2 κ 2 log(1/δ) mixing time bound for the Metropolized random. Several fundamental questions arise from our work. All of our results are upper bounds on mixing time, and our simulation results suggest that they are tight. It would be interesting to argue that these bounds are tight by proving matching lower bounds on mixing times of these algorithms. Another open question is to rigorously prove that there is an order d gap between the mixing time bounds between the zeroth-order (MRW) and the first-order (MALA) sampling method, as clear from in our theoretical results and also observed in the numerical experiments. Finally, it would be interesting to determine sufficient conditions on distributions Π and the proposal distributions such that the use of an accept-reject step can provide speed-up in the convergence of the sampling algorithm. (d) For any x, y ∈ R d , we have
(e) For any x ∈ R d , the Hessian is upper bounded as ∇ 2 f (x) LI d .
