In this paper, we consider the zero-viscosity limit of the 2D steady Navier-Stokes equations in (0, L) × R + with non-slip boundary conditions. By estimating the stream-function of the remainder, we justify the validity of the Prandtl boundary layer expansions.
Introduction
We consider the vanishing viscosity limit of steady Navier-Stokes equations
in a two dimensional domain Ω = {(X, Y ) : 0 X L, Y 0}. A formal limit ε → 0 should lead to the Euler flow [U 0 , V 0 ] inside Ω:
Generically, there is a mismatch between the tangential velocities of the Euler flow U 0 (X, 0) = 0 and the prescribed Navier-Stokes flows U ε (X, 0) = 0 on the boundary, because of the difference of boundary conditions imposed on the two systems.
Due to the mismatch on the boundary, Prandtl in 1904, proposed a thin fluid boundary layer of size √ ε to connect different velocities U 0 (X, 0) and 0. In the following discussion, we shall make use of the scaled boundary layer, or Prandtl's variables:
In these variables, we express the solution of the NS equation [ 
in which we note that the scaled normal velocity v ε is 1 √ ε of the original velocity V ε . Similarly, P ε (X, Y ) = p ε (x, y). In these new variables, the Navier-Stokes equations (1.1) now read
Let ε → 0, it leads to the Prandtl equations:
(1.5)      u 0 p u 0 px + v 0 p u 0 py − u 0 pyy + p 0 px = 0, p 0 py = 0, u 0 px + v 0 py = 0. Prandtl hypothesized that when viscosity ε is the Navier-Stokes flow can be approximately decomposed into two parts:
, (1.6) in which (u 0 e , v 0 e ) denotes the Euler flow. We attempt to verify the Prandtl boundary layer expansion (1.6) under more general conditions. Now let us review the main problems in boundary layer theory. Two important open problems in this area are the well-posedness of Prandtl equations and the justification of viscosity vanishing limits. The first problem is relatively well understood and proved the well-posedness in some cases. Sammartino and Caflisch [23] obtained their result for the analytic class. For the monotonic data, Oleinik and Samokhin [22] obtained the local existence of classical solutions of 2D Prandtl equations by using the Crocco transformation. Xin and Zhang [26] proved the global existence of weak solutions to this system for the favorable pressure, which by their regularity result are classical solutions. Lately, Alexandre [1] and Masmoudi and Wong [20] independently proved by the energy methods, the local well-posedness of prandtl equations in Sobolev space under the monotonic assumptions. Meanswhile, Liu, Wang and Yang generalized some results in 3D case with special structure. There are some results of well-posedness in Gervey class [2] and [7] . On the hands, Gerard-Varet and Dormy [4] established the linearized ill-posedness without the monotonicity condition in Sobolev space for Prandtl equations. There are some relevant results in [3] and [8] .
For the second problem, the verification of the viscosity vanishing limits is more difficult and remains a challenge problem in general. The problem in the analytic case was proved in [24] and [25] . The problem in 2D case was studied by Maekawa [21] and proved the convergence under the assumption on the initial vorticity vanishing in the neighbourhood of boundary. The auther in [5] established the Gervey stability for shear flows. There are some results of instablity in Sobolev space, cf. [9] - [11] . For the steady case, an important progress was made by Guo, Nguyen [14] and Iyer [15] for Prandtl boundary layer expansions for the steady Navier-Stokes flows over a moving boundary. Especially Guo and Iyer [13] proved very recently, the convergence result for no-slip boundary conditions in shear Euler flows in the case the length of the region L is small. Meanwhile, Gerard-Varet and Maekawa [6] obtained stability of shear flows of Prandtl type in some class in Sobolev space . Those results are the great inspirations to us.
In our first result, we assume that the outside Euler flow
, v 0 e (X, Y )) satisfying the following hypothesis:
We consider the Prandtl equations with the positive data. (1.12) and high order compatibility conditions, L is a constant small enough, then there exist C(L), ε 0 (L) > 0 depending on L, such that for 0 < ε ε 0 , equations (1.1) admits a solution [U ε , V ε ] ∈ W 2,2 (Ω), satisfying:
with the following boundary conditions:
Here
are smooth functions constructed in Proposition 2.3.
For the second result, we consider L is any given positive constant. We assume the Euler
, 0] is a shear flow, that is, it satisfies the following hypothesis:
While we assume [u 0 p , v 0 p ] is a smooth solution of Prandtl equations (1.11) satisfying the following hypothesis:
u 0 py > 0, for y 0, ∇ m {u 0 p − u 0 e (0)} decay fast for any m 0. Because the Euler flow here is independent on x, by the classical result of Oleinik [22] , for any given L > 0, this kind of solutions exist. The important example is the famous Blasius's self-similar solution.
Now we state our second result: (1.17) , and L > 0 is any given constant, then there exist C(L), ε 0 (L) > 0 depending on L, such that for 0 < ε ε 0 , equations (1.1) admits a solution [U ε , V ε ] ∈ W 2,2 (Ω), satisfying:
with the boundary conditions:
The theorem shows if the expansions (1.6) are right on ∂Ω, we can justify they are right in Ω. The first result is different from [13] , because we actually prescribe Dirichlet boundary conditions on the solution. While Guo and Iyer [13] posed the solution of Navier-Stokes equations with some Nuemann conditions. Moreover, we can prove the convergence in nonshear Euler flow case. The second one is not a local version, L can be chosen for any large constant, which needs to overcome additional difficulties. In this situation, we can also deal with non-shear Euler case, when the Euler flow satisfies (1.7), (1.9), (1.10), and where δ(L) is a small constant depending on L. The proof is similar to theorem 1.2.
To prove the the theorems, we first construct the approximate solutions U s = [U s , V s ] of Navier-Stokes equations. The main difficulty is estimating the remainders U := U ε − U s . While U satisfies the following linearized Navier-Stokes equations:
The method of [13] is by taking the partial derivatives of the vorticity equations respect to x, they find the Rayleigh term and bi-Laplacian terms enjoy good interaction properties. What we choose to estimate is the stream-function of U which has natural boundary conditions. We can also estimate the second derivatives of stream-function which can be dominating by F, which essentially leads to the proof the theorem. The second results need more subtle calculations, under some monotonicity assumptions on the solution of Prandtl's equations, we obtain the similar estimates. This paper is organized as follows: In Section 2, we construct the approximation solutions by the asymptotic expansion method. In Section 3, we estimate the stream-function of remainder. In Section 4, we prove the main theorems.
Construction of the approximate solution
To construct the approximate solutions, we follow the idea in [13] . We will need higher order approximations, as compared to (1.6) , in order to control the remainders. Precisely, we search for approximate solutions of the Navier-Stokes equations in the following form:
in which [u j e , v j e , p j e ] and [u j b , v j b , p j b ], with j = 0, 1, 2, denoting the Euler profiles and boundary layer profiles, respectively. Here, we note that these profile solutions also depend on ε. And the Euler flows are always evaluated at (X, Y ), whereas the boundary layer profiles are at (X, Y √ ε ). For convenience, we will introduce some notation here. we write
We denote a b means there exist a positive constant C 0 , s.t. a C 0 b, here C 0 is independent on √ ε and L when L 1, and C 0 is independent on √ ε but dependent on L when L 1.
The notation a L b means that there exist a positive constant C 0 (L), such that a C 0 (L)b, here C 0 (L) is independent on √ ε but dependent on L. And we let a = O b denote |a| b. 
then Euler equations (1.2) are equivalent to:
From the assumptions in (1.7)-(1.10), we can know that F e together with sufficiently many derivatives are bounded and decaying in its argument.
While for Prandtl equations, there is a famous result due to Oleinik [22] :
In fact, if U 0 P satisfies high order parabolic compatibility conditions at the corner (0, 0), then [u 0 p , v 0 p ] are smooth enough. Next, let us consider the parabolic compatibility conditions of Prandtl's equations (1.11) . By the idea of [12] ,
px (x, y) + u 0 e (x, 0)u 0 ex (x, 0) = 0, we can evaluate the Prandtl's equations on y = 0, then ∂ 2 y U 0 P (y) − u 0 e (0, 0)u 0 ex (0, 0) ∼ y 2 near y = 0. Take partial derivative of the Prandtl's equations respect to x:
The above integral is well-defined, because ∂ y U 0 P (0) > 0. So we obtain the compatibility conditions on U 0 P from (2.6) and (2.7):
By continuing to take partial derivative with respect to x, we can obtain high order parabolic compatibility conditions on U 0 P . Following the proof of Oleinik in [22] , we have: (1.12) and high order parabolic compatibility conditions, then
here K and M are constants.
By using the Crocco transformation in [22] , we have
where µ, M i are positive constants and 0 < µ < 1, moreover, U 0 P satisfies the high order parabolic compatibility conditions and the high order derivatives of U 0 P are decaying fast enough, then for any L > 0, equations (1.11) admits a smooth solution
here K and M are large constants.
Notice that u 0 p (x, y) − u 0 e (0) ∼ exp(−αy 2 ), and the Blasius's self-similar solution is in this class. We can also deal with the case that u 0 p (x, y) − u 0 e (0) ∼ exp(−αy). After we solved Prandtl's equation (1.5), we let 
Follow the idea of Iyer [16] , we introduce new independent variables by
then first Euler layer equations (2.11) are equivalent to
Which reduce to find a solution of the following equations
It is a standard elliptic problem, we have the following result. 
So we only need to construct a solution [u 1 e , v 1 e ] to equations (2.11) with boundary conditions (2.16).
Next we need to solve the first order boundary layer profile. For simplicity, we introduce some notations
We see that f (1) decays fast when y → ∞ from lemma 2.1. Since that above equations are linear parabolic type equations, we add a boundary condition on
(2.20)
We can also discuss the compatibility conditions like Prandtl's equations. In our case, v 0 p is different in [12] , because v 0 p ∼ yv 0 eY (x, 0) as y goes to ∞, still we have
3. If f (1) and its derivatives are bounded and decaying rapidly, they satisfy the parabolic compatibility conditions, then equations (2.20) admit a unique solution
We will give the proof of lemma 2.3 in Appendix. The second order Euler profile [u 2 e , v 2 e , p 2 e ] solves the linearized Euler equations around [u 0 e , v 0 e ] with the force terms:
We can treat above equations as that of the first order Euler flow.
Notice that ψ ∼ Y when Y → ∞, we have that H is of fast decay as ψ → ∞ because of (1.10) and (1.9). We can find a solution of the following equations
with suitable ψ 2 0 (Y ), ψ 2 L (Y ), and we have estimates of the second order Euler flow Y M ∇ k ψ 2 1, for 1 k K, K and M large comstants .
The second order boundary layer profile [u 2 b , v 2 b , p 2 b ] is similar to the first, we need to solve the following equations
We can see f (2) and g (2) decays fast when y → ∞ from Lemma 2.1 and Lemma 2.3. By using the same argument of Lemma 2.3, we have
After that, p 3 b is solved by
We can conclude the following proposition for the approximate profiles 
here K, M sufficiently large constants, y = y + 1 and Y = Y + 1.
Notices that v 2 b | y=0 = 0. We need to match the boundary conditions at y = 0, and also v 2 b | y→∞ = 0. Then we can modify [û 2 b ,v 2 b ] in this way:
where χ is a cut-off function satisfying χ| [0,1] = 1 and χ| [2,∞] = 0.
And let [U s , V s , P s ] be
Then the errors
(2.36)
And in shear flow Euler case Y ) ).
Estimates of the remainder
Now we begin to estimate the remainder. Let
We consider the linearized equations:
Our critical estimates is the following proposition 
We deduce the equation of stream function
where ω = L − X.
Following the method of Guo and Iyer [13] , we have a Hardy-type's inequality:
Proof: Let χ be a smooth cut-off function supported in [0, 2] ,and χ| [0,1] = 1,
and
The proof is complete.
Proof: Taking the inner product of (3.6) 1 and −G. First term
(3.9)
Second term
let 0 < ξ 1 be choosen latter, by lemma 3.1,
by Lemma 3.1,
The R[Φ] term can be estimated as
(3.17)
Collecting (3.9)-(3.17), choosing ξ small enough, we can obtain the inequality (3.8) .
Proof: Taking the inner product of (3.6) 1 with −Gω, where ω = L − x. Because |U sX | U s and ω L, the first term is
(3.20)
And 2ε U s G XY , G XY ω is good,
by Lemma 3.1, then
Integrating by parts, we have
Because U sY | Y =0 > 0, the first two terms are positive above, and
Notice that
Similarly,
Finally we choose ξ = ( √ ε + L + v 0 e ∞ ) 1 4 to be a small constant, then we finish the proof. 
28)
Proof: Taking the inner product of (3.6
(3.37)
Collecting (3.29)-(3.37), we have
by assumptions (1.17) . Then
(3.39)
(3.40)
Combining (3.38), (3.39) and (3.40) , we obtain 
ε in the second case, δ is small, then we have
It is easy to see
Then we obtain the proof. 
Proof of the main Theorems
We use the method of contraction mapping. Define
We denote T : W 2,2 (Ω) → W 2,2 (Ω) as this way, T (U) = W where W is given by
∇ · W = 0, W| Ω = 0.
Let B = {U ∈ W 2,2 (Ω) : U Z C 0 (L)ε 3 2 }, C 0 is chosen latter. Next we prove T is a contractive mapping in B, if R C 1 ε 3 2 . We write F = −R − U · ∇U, from Proposition 3.1,
Due to the W 2,2 estimate of Stokes equations in convex polygon in [17] ,
So we get
It's easy to see
It implies
so T is a contraction mapping on B when ε is small enough, we can conclude equations (4.1) admits a unique solution and
So we have
which ends the proof.
Here, we select η to be a C ∞ function satisfying the following:
Due to (2.20) , the homogenized unknowns [u, v] satisfy the system
Notice that p is independent on y, we evaluate the equation as y → ∞, we have p x = 0. We still using the stream-function of [u, v] φ(x, y) : In order to give a priori estimate of (4.8), we denote g = φ u . Recallū ∼ y when y 1 and u ∼ 1, when y 1, and φ| y=0 = φ y | y=0 = 0, g is well-defined. And g satisfies
(4.9)
In the appendix, we write · for L 2 x,y (Ω), ·, · = ·, · L 2 x,y , ·, · x=x 0 = ·, · L 2 y (x=x 0 ) and ·, · y=0 = ·, · L 2
x (y=0) , now we define the norms of g:
here ρ = y N , for N large constant. Next, let us prove the following priori estimate of g. Proposition 4.1. Suppose g be a smooth solution of (4.9), L > 0 small enough, then there exists a positive constant C independent on L, s.t. g satisfies
Proof: Multiply equation (4.9) by g y ρ 2 and integrate in (0, x 0 ) × (0, ∞).
[ū 2 g y ] x , g y ρ 2 = ū 2 g xy , g y ρ 2 + 2 ūū x g y , g y ρ 2
We can dominate g y by g Ξ 0 . Let 0 < ξ 1 be a constant being choosing later. χ(y) is smooth cut-off function, satisfies χ| [0,1] = 1, χ| [ , g yy ρ 2 = ūg y y + 2ū y g y +ū yy g, g yy ρ 2 = √ū g yy ρ 2 − ū y g y , g y y=0 + (ū y ρ 2 ) y , g 2 y − ū yy g y , g y ρ 2 − (ū yy ρ 2 ) y g, g y = √ū g yy ρ 2 − ū y g y , g y y=0 + O g y ρ 2 + y(ū yy ρ 2 ) y L ∞ g y g y = √ū g yy ρ 2 − ū y g y , g y y=0 + O g y ρ 2 , 2 ∂ 2 y [ūg], g yy ρ y ρ = ū(g 2 y ) y , ρ y ρ + 4 ū y g y , g y ρ y ρ + 2 ū yy g, g y ρ y ρ = (ūρ y ρ, g 2 y + O g y ρ 2 + yū yy ρ y ρ L ∞ g y g y ) =O g y ρ 2 , ∂ 2 y [ūg], g y ρ 2 y=0 = 2 ū y g y , g y ρ 2 y=0 . So the second term is ∂ 2 y [ūg], g yy ρ 2 = √ū g yy ρ 2 + ū y g y , g y ρ 2 y=0 + O L The third term is v(ūg) yy , g y ρ 2 = v(ūg y y + 2ū y g y +ū yy g), g y ρ 2 = − 1 2 (vūρ 2 ) y , g 2 y + O vū y L ∞ g y ρ 2 + yvū yy ρ 2 The inequality (4.12) is similar to the (4.11). Differential equation ( (4.25)
So we finish the proof of (4.12).
