Abstract-Robot Learning from Demonstration (RLfD) has been identified as a key element for making robots useful in daily lives. A wide range of techniques has been proposed for deriving a task model from a set of demonstrations of the task. Most previous works use learning to model the kinematics of the task, and for autonomous execution the robot then relies on a stiff position controller. While many tasks can and have been learned this way, there are tasks in which controlling the position alone is insufficient to achieve the goals of the task. These are typically tasks that involve contact or require a specific response to physical perturbations. The question of how to adjust the compliance to suit the need of the task has not yet been fully treated in Robot Learning from Demonstration. In this paper, we address this issue and present interfaces that allow a human teacher to indicate compliance variations by physically interacting with the robot during task execution. We validate our approach in two different experiments on the 7 DoF Barrett WAM and KUKA LWR robot manipulators. Furthermore, we conduct a user study to evaluate the usability of our approach from a non-roboticists perspective.
INTRODUCTION
H UMANS demonstrate an impressive capability to manipulate fragile objects without damaging them, graciously controlling the force and position of hands or tools. Traditionally, robotics has favored position control over force control to produce fast, accurate and repeatable motion. In well organized work-cells, position controlled robots excel in repetitive tasks, e.g., in the auto manufacturing industry. However, for extending the applicability of robotic manipulators outside the strictly controlled environments of industrial work cells, position control is inadequate. In tasks which involve contact with objects whose positions are not known with perfect certainty, the use of pure position control can cause unbounded rise of the contact force, ultimately leading to dangerous behaviors such as breakage or unstable control. For such tasks, smooth and compliant manipulation requires a controller that regulates the relationship between positional deviations and forces on the robot rather than stiffly following a position or force trajectory.
There are different ways to achieve compliant manipulation, depending on the task representation and control system of the robot. For torque controlled robots, compliance can be described and controlled either in joint coordinates or Cartesian coordinates [1] . Recently, there has been a strong interest in developing robots with inherently compliant joints [2] . These robots have the advantage of being safer than robots for which compliance is achieved actively, since the robot remains compliant even in the case of sensor failures etc. Furthermore, these mechanisms allow energy to be stored which has been demonstrated to be very useful for explosive tasks such as hammering [3] . Regardless of how the physical compliance is achieved (joint space (JS)/task space and active/passive), the compliance should be chosen to suit the needs of the task at hand. This is often a hard problem, and previous approaches typically need accurate models of the interaction environment [4] , [5] , [6] . Furthermore, the task may require that these parameters change during the task execution. In this work, we treat this problem in a Learning from Demonstration framework. To this end, we propose teaching interfaces that allow to change the stiffness of the robot by physically interacting with it. Using these interfaces, the teacher can teach the robot how it should vary its stiffness during the task. These interfaces work both in task space and joint space.
In our previous work [7] , we presented a system for teaching Cartesian space (CS) stiffness variations. With that system, the user could modify the compliance of the robot online. To reduce the stiffness of the robot in a particular direction, the teacher would wiggle the end-effector along that direction. The robot would then respond immediately by reducing the stiffness proportionally to the amplitude of the wiggling. In this work, we improve that interface by introducing frequency domain separation of the measured interaction, where only interaction in a selected band have an effect on the stiffness. This has the benefits of reducing the effect of interaction components which arise from contact with the environment and that it allows the teacher to use slow interaction to feel the stiffness of the robot without actively changing it. In this work, we also generalize the interface from [7] so that it can be used for stiffness modulation both in Cartesian and joint space. We further extend our previous work by introducing a new mode of interaction for increasing the stiffness. To this end, the robot monitors the pressure with which the teacher grasps the robot arm, and uses high grasping force as an indication to increase the stiffness, see Fig. 1 . In [7] , the position command came from prerecorded reference trajectories. Both the desired trajectory and stiffness variations were timedependent. In this work, we show that our techniques for teaching stiffness variations can be used together with autonomous dynamical systems (DS) for modeling the positional aspects of the task, while encoding the stiffness variations as a function of the position of the robot rather than time. Which of the time-dependent or time-independent encodings to use depends on the task. Specifically, for tasks that require stiffness variations to occur in certain physical configurations, a time-independent encoding is advantageous since it is robust to perturbations delaying the execution of the task. Summarizing, this paper extends [7] in the following ways:
1. Frequency domain separation of the measured interaction. 2. Modified version of the interface for teaching joint space stiffness variations.
The introduction of a new mode of interaction for
increasing the stiffness. 4. Learning stiffness variations as a function of the robot position in place of time. We demonstrate the proposed approach for learning compliant manipulation in two tasks. The first experiment consists in teaching a robot to vary its compliance when pouring a drink, so that moderate perturbations can be absorbed without spilling. Here, the proposed system for decreasing and increasing stiffness in Cartesian space is demonstrated. The second experiment demonstrates the system for teaching joint space stiffness variations in a match-lighting task. The results show that by teaching a varying stiffness profile, the success-rate when lighting a match is greatly increased compared to both fixed low and fixed high stiffness. Furthermore, the efficiency of the proposed teaching interfaces is evaluated in a user study, where subjects were asked to teach the robot a stiffness for improving the performance of a drawing task. This paper is structured as follows: Section 2 provides an overview of related research, Section 3 introduces the controllers that are used in this work. This is followed by a detailed presentation of the teaching interfaces in Section 4. In Section 5, we present two examples of task learning that use the proposed interfaces together with different learning algorithms. Section 6 presents the user study and the results obtained from it. The paper is concluded with a discussion and an outlook into future directions of research in Section 7.
RELATED WORK
Robot Learning from Demonstration has been identified as a key element for making robots useful in everyday situations [8] , [9] . During the last decade, extensive efforts have been made for developing systems for learning various aspects of manipulation tasks. With a few exceptions, previous works in RLfD for manipulation ultimately rely on a stiff position controller for executing the task that has been learned. For tasks involving free motion and simpler tasks involving contact, this may be sufficient. However, for tasks requiring specific forces to be exerted on the environment, or tasks involving contact as important elements, the use of stiff position control is insufficient [4] .
Calinon et al. [10] proposed to derive stiffness variations for a compliant controller from the kinematic demonstrations of the position trajectories. A probabilistic model is fit to the demonstrated trajectories, and the stiffness profile is shaped so that the robot adopts a high stiffness in directions of low variance. This approach is attractive in that the stiffness does not have to be demonstrated separately. The stiffness determines how the robot responds to unexpected perturbations, so the assumption that variability of position and stiffness are directly related in the positional demonstrations may not always be reasonable. In our approach, we take inspiration from this work by mapping variability in the interaction to reduced stiffness in our teaching interface. The stiffness profile is however learned independently and does not depend on the positional demonstrations.
In [11] , the same approach for setting the stiffness as in [10] was used. Furthermore, the robot learned a model of the contact forces that should arise in correct manipulation. First, the positional profile of the task was taught using kinesthetic teaching. When the positional profile for the task was learned, the teacher demonstrated the interaction forces using a haptic device while the robot was executing the learned motion. A model describing the desired contact forces was then built, and used by the robot to determine the desired force during task execution. The robot was then controlled by adding the desired contact force to the output of the compliant position controller. Another approach for learning interaction forces from demonstration is presented in [12] . In that work, the force profile for the task was described by goal-directed dynamical system and the task was executed using the parallel approach to force/position control [13] . In [12] , there is no learning of stiffness, and in [11] and [10] the stiffness is learned from kinematic data, with no feedback provided to the teacher during training. Our work is thus complementary to these as we propose to learn stiffness variations from demonstrations, with haptic The teacher interacts with the robot as it is moving to alter its stiffness. To decrease the stiffness the teacher wiggles the robot around its current position (left figure). To increase the stiffness, the teacher increases the grip force with which he holds the robot (right figure) . The robot responds online to these stimuli, so that the teacher gets immediate haptic feedback on the new stiffness.
feedback given to the teacher during the demonstration process. It should be emphasized that for demonstrating force or impedance trajectories, it is crucial to provide haptic feedback to the teacher, since it is not generally possible to demonstrate meaningful force and stiffness variations without feeling the contact and/or resistance. In both [11] and [12] the demonstrations of the interaction forces are given using external haptic devices. In our work, the teacher indicates stiffness variations by physically interacting with the robot. The robot updates its stiffness online, and thus acts as a haptic display for the teacher who can immediately feel the effect of the interaction. The use of a external haptic device is thus not necessary.
In our previous work [14] we took a different approach at incorporating force information in RLfD. That work developed a controller learned from demonstration that allowed human robot collaboration for lifting a beam. A teacher provided demonstrations of desired velocity response to force stimuli while a human was performing the collaborative lifting with the robot. The perceived force/torque at the end-effector was then encoded together with the demonstrated velocity in a Gaussian Mixture Model (GMM), and after learning the robot could perform the collaborative lifting by conditioning the GMM on the perceived force/torque and generate the velocity response using Gaussian Mixture Regression (GMR). This work was extended in [15] , where the apparent inertia of the robot was varied using adaptive control to increase the performance of the collaborative task. The concept of using force as stimuli was also used in [16] for teaching motions based on haptic input. The perceived force/torque was displayed to the teacher using a haptic device, and the teacher demonstrated motion response. These works use force as stimuli for generating velocity, and are thus different from [12] and [11] which include desired interaction forces as outputs from the task model. In contrast to all of these works, we take the perspective that stiffness variations can be crucial to successful task execution in many situations. The possibility to teach stiffness variations is not only relevant from a task performance perspective, but also for safety in situations where the robot works closely to humans.
In [17] , an incremental approach for adjusting the position profile encoded in a Hidden Markov Model is presented. A specialized impedance controller with a refinement tube is presented, which allows for control with partial compliance so that the teacher can refine the motion by physical coaching. Note that while [17] uses impedance control in their system, no learning of taskappropriate impedance is involved.
Learning variable impedance control policies has been formulated as an optimal control problem [18] , [19] . These works specify the task constraints as a cost function and optimize the control actions subject to the dynamics of the robot. This has the advantage that the impedance profile is tailored to each robotic platform. The cost functions used in the optimization typically include a task performance term and an energy term. Howard et al. [20] further uses inverse optimal control to infer a task-based cost-function in order to transfer variable impedance policies between different systems. Solutions based on optimal control theory for varying the stiffness to maximize link velocity of VSA systems has been reported by [3] and [21] . Closely related to optimal control is reinforcement learning (RL), which has been used for learning variable impedance policies in [22] . In [23] , an EM-based reinforcement learning algorithm initialized by human demonstrations is presented. With task-specific cost-functions, these algorithms are demonstrated to tune the stiffness for high task performance in various tasks, e.g., via-point trajectory following and flipping a light switch [22] and flipping pancakes [23] . These works move RL in the same direction as we wish to move RLfD in that they seek to improve task performance by controlling the impedance of the robot it addition to its position/velocity. A full discussion of the progress in RL for variable impedance control is outside the scope of this article.
Humans control the impedance of their limbs through co-contraction of agonist-antagonist muscle pairs. An apparatus for measuring human limb stiffness was presented in [24] and used for examining hypothesis regarding human arm movement control. Similar setups have since then been used in a number of experiments, including [25] which reports that humans modulate stiffness to deal with instabilities due to interactions. A controller that adapts position trajectory, feed-forward force and impedance according to principles derived from human studies was presented in [26] . In contrast to transferring the principles of human impedance adaptation is transferring impedance strategies for specific tasks. The strategies used by humans to modulate impedance are interesting and may provide valuable insight for selecting impedance for robots. In [20] , human impedance estimation via EMG is used to derive optimization criteria that can explain the stiffness modulation strategy chosen by the human. This strategy is then transferred to the robot by performing optimization on the resulting cost-function subject to the dynamics of the robot. In contrast to that work, we do not use the human as a model for the controller, but rather as a teacher which is assumed to be capable of selecting an impedance which is appropriate for the robot and the task at hand.
CONTROLLERS
Compliant control can be achieved in different ways, depending on the platform and task space representation. In this paper we work with torque-controlled manipulators. We thus achieve compliance actively. Below, we describe the Cartesian controller and the joint space controller that are used in this work, highlighting the parameters which are learned through interaction with the teacher.
Cartesian Impedance Control
For robot position or velocity control, depending on the task it may be easier to describe the motion in Cartesian space rather than the robot joint space. Similarly, describing the desired compliance of the robot is most often (but not always) easier in CS. The desired compliance of the endeffector in CS can be described in terms of a mechanical impedance, relating the desired wrench response F F 2 R 6 of the robot end-effector to a deviation Dx x 2 R 6 from the desired pose
Here, M M; D D; K K 2 R 6Â6 respectively denote the desired inertia, damping and stiffness of the robot end-effector. By choosing the desired inertia to the intrinsic inertia of the robot in its current state, the control objective (1) can be achieved without the need of force-feedback in the control loop [1] with the following controls:
where t t represents the vector of commanded torques, J J represents the manipulator Jacobian and t t F represents a feedforward command containing, e.g., gravity and friction compensation torques 1 . The stiffness matrix K K consists of four sub-matrices:
with K K P 2 R 3Â3 relating forces to positional errors,
relating torques to positional errors and K K R 2 R 3Â3 relating torques to rotational errors. In this work we impose a certain structure on the stiffness matrix by decoupling it so that positional errors only result in force corrections, and rotational errors only result in torque corrections. This is achieved by choosing K K PR ¼ K K RP ¼ 0. Furthermore, we assign a diagonal structure to the rotational stiffness
T Þ, where the elements on the diagonal represent the rotational stiffness around the three axes of the end-effector frame of reference. The behavior of the robot under control of (2) is determined by the choice of stiffness K K and damping D D. In our case, the translational stiffness K K p is allowed to vary, while K K R is constant. The damping D D is designed to have the same structure as the stiffness matrix:
Consider the eigendecomposition of the symmetric and positive definite translational stiffness
The translational damping is constructed around the same eigenvectors, and with eigenvalues that are proportional with constant n 2 R þ to the square-root of the corresponding eigenvalues of K K P ,
The rotational damping is designed similarly as a function of the rotational damping, resulting in a diagonal rotational damping,
The constant n can be tuned to adjust the damping of the system. In all our experiments, we used n ¼ 2. This controller is often referred to as 'simple impedance control', has been used in numerous applications [27] . In our previous work [7] , the robot learned to vary the translational stiffness K K P as a function of time, K K P ¼ K K P ðtÞ. In Section 5.1 in this paper, the translational stiffness is instead learned as a function of the robot position, K K P ¼ K K P ðx xÞ.
Joint Proportional-Derivative Control with Varying Gains
To control compliance at joint level, we use a proportional derivative controller with gravity compensation [28] . The command in this case is
where t t 2 R M represents the torques commanded to the M robot joints, t t F 2 R M a feedforward command. The feedback error is denoted D2 R M . The physical compliance of the robot can be varied by adjusting the feedback gain
We constrain the gains to be diagonal matrices, which means that a positional deviation on a joint only result in corrective torques on that same joint. The stiffness k i of each joint i ¼ 1 . . . M are learnable parameters while the damping of the corresponding joint is adjusted automatically similarly to the Cartesian controller,
where n is again a constant determining the damping, which in this work was chosen to n ¼ 2. Varying stiffness is achieved by letting the joint stiffness K K vary as a function of, e.g., time, K K ¼ K KðtÞ, or position, K K ¼ K Kðq qÞ of the robot. In our match-lighting experiment in Section 5.2, the joint stiffness is a function of time.
INTERFACES FOR TEACHING VARYING STIFFNESS
In Section 3, we presented two types of controllers that can be used for achieving motion with varying physical compliance. To execute a task using one of the controllers, the robot needs the desired pose along with desired stiffness parameters at each time step. This work is focused on how the robot can learn the variations of stiffness parameters from demonstration, and we will thus assume in this section that the desired position profile is already known. In order to demonstrate the desired stiffness to the robot, the teacher must have a way of communicating to the robot what stiffness it should use. We propose two different modes of interaction that the teacher can use to alter the stiffness of the robot. The first one is based on perturbations imposed by shaking or tapping on the robot. If the teacher wiggles or shakes the robot around its current reference point, the robot will interpret this as a 1 . The more of the inherent position and velocity dependent dynamics are included in this term, the closer the robot behavior will be to the control objective (1).
2. Q Q 2 R 3Â3 contains the orthonormal eigenvectors of the stiffness matrix in its columns, and L L 2 R 3Â3 is a diagonal matrix that contains the eigenvalues on its diagonal. signal to reduce the stiffness. The second mode of interaction measures the force that the teacher grasps the robot with, and interprets high measured force as a signal to increase the stiffness. Both of these modes of interaction are inspired by how we believe that humans indicate decrease and increase of stiffness between one another. For example, in dance and other sports, when the teacher wishes to convey to the student that she should relax, she may say 'relax' and at the same time wiggle the limb that is too stiff. Similarly, to insist that a certain body posture is important, a teacher may grasp the students arm with a firm grip while guiding it to the correct posture. Fig. 2 shows the flowchart of the robot control while the teacher is providing input through these interfaces.
Stiffness Decrease Based on Imposed Perturbations
As outlined above, this interface is designed such that the robot will decrease its stiffness based on the perturbations imposed by the teacher. To this end, it is necessary to measure the perturbations, which can be done in many different ways depending on the available sensors. The most straightforward way to measure the interaction is to look at the position feedback error. If the teacher is wiggling the robot around its desired reference point, this will result in errors which are observable in the feedback signal. Alternatively, for robots equipped with joint torque sensors, e.g., the KUKA LWR, the sensed interaction torques can be used as interaction signal. This is preferable to using the positional feedback signal as it allows interaction to be detected even if it does not result in movement of the robot away from its equilibrium position. This is important for applications in which the maximum stiffness is so high that humans will find it difficult to move the robot off its path. In our previous work [7] , we proposed to use the perturbations in a time-window 4 ½t À S; t for determining the stiffness at time t. In this paper, we incorporate a preparatory band-pass filtering step before proceeding to computing the stiffness using the filtered signal. The role of this filter is two-fold. First, it serves to remove high-frequency content from the interaction. This is desirable, as the raw signal is typically corrupted by high frequency sensory noise, and because interaction other than teaching (e.g., contact with environment) may contribute to the interaction signal. While separating the interaction signal in the frequency domain does not guarantee that such effects are avoided, it does make them less probable. Second, the lower frequency bound on the filter gives the teacher the possibility to use slow (low frequency) perturbations to feel how stiff the robot is without actively changing the stiffness. Choosing the lower cutoff frequency to f % 0:5 Hz allows the teacher to comfortably perform slow perturbations to feel the stiffness of the robot. The upper cutoff frequency f should be set to a value slightly above the frequency that we can expect that a human teacher can be responsible for. There have been physiological studies on this topic, with reports of peak frequency for voluntary manipulation involving hand and arm movements in the range 4-8 Hz [29] and 2-5 Hz [30] , [31] . To have some margin, the upper cut-off frequency was set to f ¼ 10 Hz in this work.
Let t 2 R N denote the filtered interaction signal at time t.
The dimensionality N of the t is 3 in the Cartesian case and equal to the number of joints in the joint space case. To determine the stiffness based on the teacher's interaction, we take into account the interaction signal received in the time frame ½t À S; t. Below, we assume that there are M perturbation data points in this time frame, and we index these points as
The first step is computing the empirical covariance matrix of the perturbations,
Based on this covariance matrix, we wish to determine the direction(s) of interactions and a measure of the intensity of the interaction in these direction. The way this is done depends on whether CS or JS stiffness is to be learned.
In the JS case with the controller from Section 3.2, the stiffness is determined independently at joint level, c.f. Eq. (5). The parameters to be determined are diagonal entries of the joint stiffness matrix. To measure the intensity of the perturbations on the joints, we consider the diagonal of the interaction covariance matrix S S t . Let s i t denote the ith diagonal element of S S t . We map this value to the corresponding joint stiffness k i t as
The parameters k and k are the maximum and minimum allowed stiffness values. The maximum stiffness can be determined, e.g., to prohibit too high stiffness values in order to ensure safety of interaction, or it can be set to the 4. S is a parameter which acts as a tradeoff between smoothness of the stiffness profile and delay in the adaptation. maximum stiffness allowed by the hardware. The minimum stiffness can be set to some low value that ensures that the robot is still capable of unconstrained motion if the stiffness is reduced maximally. The sensitivity of the stiffness as a function of the perturbations is controlled by the parameters and , which determine the amplitudes required to start reducing the stiffness and to achieve minimum stiffness respectively.
In the Cartesian case, we wish to infer not only the magnitude of stiffness but also its principal directions, since the translational stiffness matrix is allowed to have off-diagonal elements, refer to Section 3.1. The teacher should be able to make the robot compliant in a particular direction by perturbing the robot selectively in that direction. To achieve this, we consider the eigendecomposition of the covariance matrix S S t :
where L L t 2 R 3Â3 is a diagonal matrix containing the eigenvalues of S S t , and Q Q t 2 R 3Â3 contains the corresponding orthonormal eigenvectors in its columns. The eigenvectors represent the three principal directions of the spatial perturbations imposed by the teacher. The stiffness matrix is constructed around these same eigenvectors, but with eigenvalues that are negatively proportional to the eigenvalues of the interaction signal covariance matrix,
with G G is a diagonal with entries k i t ; i ¼ 1 . . . 3 determined by a truncated linear map as in Eq. (8) , replacing the diagonal values of S S t with the eigenvalues i ; i ¼ 1; 2; 3 of S S t . Fig. 3 provides a set of examples of 2d interaction covariance matrices and resulting stiffness.
Stiffness Increase Based on Grasp Pressure
The perturbation-based interface described in Section 4.1 can be used to decrease the stiffness of the robot. When using that interface, the default 5 stiffness of the robot is set to the maximum allowed stiffness, and decreased locally based on the perturbations, refer to Section 4.1. In this section, we present an extension that allows increase of stiffness. The teacher indicates increase in stiffness by increasing the grasp pressure with which he holds the robot. This way, the default stiffness can be chosen to a moderately compliant level, and increased or decreased locally as required.
Depending on the sensing available for detecting the grasp pressure, one can envision different ways to map the pressure to a selective increase in stiffness. For example, on a manipulator where several links are covered with artificial skin, the detected pressure on a link could be mapped to a stiffness increase selectively to its parent joint. Below, we describe the grasp pressure used in our CS implementation. For CS, we propose to map the perceived pressure from any part of the body to a uniform increase of all the eigenvalues of the stiffness matrix. This allows to use the two interactive modes in conjunction to vary the stiffness at the end-effector, using perturbations to shape and decrease the stiffness, while using pressure to uniformly increase stiffness. To avoid interpreting skin pressure signals arising from collisions or other disturbances, approximately equal pressure on antagonistic parts of the arm is required for the stiffness to be changed. Let C C a t and C C b t denote the vectors of pressure detected on the agonist and antagonist parts of one part of the arm. Furthermore, let c t denote a scalar which represents the grasp pressure of the arm at time t, defined by
The stiffness matrix is then shaped according to Eq. (10), with eigenvalues
The first term is the default stiffness, which can be set to some value in the lower allowed stiffness range. The second term is the linear increase of stiffness from the default value k d to the maximum allowed value k when the pressure changes from its lower threshold c to its upper threshold c. The lower threshold is important since without it, a normal grasp force used, e.g., for wiggling the robot could unintentionally make the robot stiffen up. The upper threshold should be a value which is close to the maximum pressure a human teacher can be expected to exert on the robot. Both these thresholds are easily tunable 5. By default stiffness, we mean the stiffness that the robot would use in absence of any indication from the teacher.
parameters. The third term is the decrease from k d to k as eigenvalue i goes from its minimum threshold to its upper threshold .
TASK LEARNING
The interfaces presented in Section 4 allow the teacher to modify the stiffness of the robot online. To learn from this interaction for subsequent autonomous task executions, a learning algorithm must be used. As for learning positional profiles, there are a wide range of algorithms in machine learning that can be used to learn a model based on demonstrations. In our previous work [7] , we presented the Online Learning of Varying Stiffness (OLVS) algorithm for incrementally learning time-dependent stiffness variations using the perturbation-based interface for decreasing the stiffness. That approach did not learn the stiffness variations directly, but instead saved all the perturbations imposed by the teacher during the demonstration phase. These perturbations where then replayed during subsequent task executions, to achieve incremental refinement of the stiffness profile. In this work, we revisit the task of pouring a drink (initially used as an example task in [7] ), but instead learn the stiffness variations as a function of the position of the robot.
Task: Pouring a Drink
This learning scenario illustrates how the interfaces described in Section 4 can be used in real world task. The task consists in first transporting a bottle full of soda toward a glass, and pour the soda into the glass when it has been reached. In this task, it is preferable to be very compliant in the reaching phase, where position is not important and stiff behavior may cause aggressive response to perturbations which result in spilling. However, when pouring, it is preferable to be stiff, since the robot should attempt to reject any external perturbations which may move the bottle from the glass. The robot used for this task is the 7 DoF Barrett WAM. The forearm of the robot is covered with artificial skin of the type presented in [32] , see Figs. 1 and 6.
Our previous treatment of this task in [7] used fixed reference trajectory for the position and orientation, and OLVS for learning the stiffness variations. The reference trajectories as well as the learned stiffness profile were thus time dependent, which meant that perturbations that significantly delayed the task would result in failure such as the drink being poured before the glass was reached. Below, we revisit the pouring task and address these shortcomings by using autonomous dynamical systems for modeling the kinematics of the task. Furthermore, the stiffness is learned as a function of the robot position, which ensures that the stiffness variations happen when the task requires it rather than at a specific time.
Position Profile
To learn a generalized model of the kinematics of the task, we model the position profile as an autonomous dynamical system. The DS is modeled by a Gaussian Mixture Model, trained with the Stable Estimator of Dynamical Systems (SEDS) [33] algorithm to guarantee that the motion converges to the glass regardless of starting position. This approach uses a set of demonstrations optimize the parameters of a GMM encoding an estimate of the joint probability of the position and the velocity of the robot. The velocity then becomes a function of position through regression on the GMM, see [33] for details. The representation of the desired position profile as a DS is illustrated in Fig. 4 .
At the onset of motion, the position of the end-effector, x x r 0 2 R 3 with respect to the target position x x Ã 0 2 R 3 is computed,
The desired velocity w.r.t the target is then computed using the DS, which maps the current relative position to the desired relative velocity through the non-linear function f f :
To find a set point x x d tþ1 for the controller, we integrate the previous relative position and change coordinates to the robot reference frame via addition of the current target position,
Above, Dt denotes the length of one iteration of the control loop (dt ¼ 0:002 in our implementation). The target position is updated from its actual position, 6 while the robot's position is integrated open loop,
Orientation Profile
When pouring a drink, the bottle should ideally remain vertically oriented everywhere except when it is correctly positioned above the glass. Having a time dependent orientation profile will cause the robot to pour the drink outside the glass if the robot is unable to reach the glass in the planned time. The control of the orientation should therefore depend on the state of the reaching motion, and exhibit coupling so that if the end-effector is moved away from the glass, the orientation of the bottle immediately gets corrected. In our previous work [34] , such coupling between reach-and grasp motions was observed in human subjects. In that paper, we also developed the Coupled Dynamical Systems (CDS) approach to mimic this capacity in robots. In this work, we use a simplified version of CDS, which couples the orientation of the end-effector to the state of the reaching motion by using distance between the end-effector and the glass as coupling variable.
We adopt the unit quaternion representation for the orientation of the end-effector. Let r r a and r r b denote the quaternions corresponding to the default and pouring orientation respectively. These orientations where captured by moving the robot to the desired orientations and recording their quaternions. To compute the desired orientation at time t, r r Here, k is a parameter that controls how quickly the rotation is changed as a function of movements to and from the glass. This parameter was set experimentally to k ¼ 0:06.
Stiffness Profile
The desired stiffness profile in the pouring task is to be compliant during transport and stiff when pouring. As in the choice of end-effector orientation, the stiffness should thus depend on the state of the reaching motion rather than time. This is a common situation for manipulation tasks, i.e., that there is some kind of free motion where it is generally preferable to use a low stiffness, and a manipulation step that may involve contact that requires a specific stiffness to be used locally. Therefore, it is natural to learn the stiffness variations as a function of the state of the robot. Furthermore, the teaching process can be simplified by first demonstrating the general stiffness that the robot should use as its default, and in a secondary step demonstrating the local changes from this default stiffness as the robot is performing the task.
We used the combined perturbation and pressure based interface described by Eq. (12) . First, the default stiffness k d was set to the value in the middle of the allowed stiffness range ½k; k. In our implementation, this corresponds to k ¼ 1; 000 N/m, k ¼ 70 N/m and k d ¼ 535 N/m. For demonstrating the default stiffness, the robot was set to hold a constant position while the teacher was interacting with it to find a satisfactory default behavior. Since a uniformly low default stiffness was desirable, the teacher provided spherical perturbations with increasing amplitude until a sufficiently low stiffness was achieved. Once the interaction stopped, the resulting stiffness matrix was saved as default stiffness. The trace of the end-effector and the final stiffness at the end of the first teaching step are shown in Fig. 5 .
The robot then executed the task with the combined perturbation and pressure-based interface (Section 4.2), but now with k i def ; i ¼ 1; 2; 3 according to the default stiffness learned in the preceding step. The orientation of the default stiffness matrix is described by its eigenvectors Q Q def . To preserve this orientation, the computation of the perturbation covariance matrix, Eq. (7a), is preceded by rotation of the perturbation data points onto the basis given by the columns of Q Q def . During task execution, the teacher grasped the forearm of the robot and applied pressure as the robot approached the glass, see Fig. 6 . Three such demonstrations where provided, and the stiffness trace was recorded when interaction was detected together with the relative position between the end-effector and the glass x x ¼ x x r À x x Ã . Based on the recorded data set, we seek a functional relationship that allows the robot to choose its stiffness based on the current relative position to the glass. To minimize the amount of parameters used for the modeling of this relationship while ensuring that the resulting stiffness is always symmetric and positive definite, we represent the stiffness matrix by its Cholesky vector
To represent the demonstrated data in a compact model, we chose to use a GMM. Since the complexity of the data is expected to be low, we set the number of Gaussians to two only. The GMM was then trained using the standard Expectation Maximization (EM) algorithm [35] . The resulting GMM is a joint density estimate of the vector 2 R 9 concatenating the relative position between the end-effector and the glass and the Cholesky vector,
During task execution the robot should use this model to choose its stiffness Cholesky vector as a function of the relative position to the glass. This can be done by GMR, which computes the conditional expectation Efl ljx xg based on the GMM. One of the properties of standard GMR is generalization, which means that relationships found locally in the training data can be used when inferring distant points in the input space. For many applications, this is a desirable effect since it can reduce the quantity of training data. However, in some situations it is inappropriate to generalize in this manner. The case of inferring stiffness is an example of such a situation. Generalizing a locally linear relationship to regions outside the training range would mean that the inferred stiffness could grow unbounded. To prevent this, we propose a novel regression strategy in which the generalization can be controlled with a single parameter. This regression method is described in detail in the appendix, which can be found on the Computer Society Digital Library at http://doi.ieeecomputersociety.org/10.1109/ TOH.2013.54. In addition to the GMM, this method makes use of a basic conditional distribution p b ðl ljx xÞ that describes the desired relationship between inputs and outputs in regions poorly covered by the training data. As explained in the appendix, available in the online supplemental material, for regression it is sufficient to define the mean of this basic distribution. In this particular application, the mean of the basic distribution is the Cholesky vector of the default stiffness from the first demonstration phase.
As the robot performs the task autonomously, the Cholesky vector l l ¼ l lðx xÞ is found with the regression method described in the appendix, available in the online supplemental material. The output from the regression is then used to reconstruct the Cholesky matrix which is finally used to compute the stiffness according to Eq. (15) . Fig. 7 shows how the maximum eigenvalue of the stiffness matrix varies as a function of the distance to the glass in the xyplane. Clearly, the desired behavior of the stiffness increasing only locally when the robot is close to the glass is fulfilled. We plotted only one of the eigenvalues, since the pattern is similar for all three. 8 
Task: Lighting a Match
Lighting matches is a typical example of a task that humans perform with ease, whereas a position controlled robot will either break the match or apply too little force if the matchbox is not exactly in the programmed position. One solution would be to control the contact force between the match and the matchbox directly. This would, however, require very accurate force sensing at the wrist and a more complicated control system, with more parameters to be tuned. We hypothesized that decreasing the stiffness as the robot strikes the match is sufficient to limit the contact force in this task.
A JS control architecture was chosen for this task. The primary reason for this choice was to exemplify how our system can be used in JS. 9 One demonstration of a joint space trajectory was given using kinesthetic teaching. To get a smoothed version of the demonstrated trajectory that is able to reproduce the trajectory with high precision, we employed a Gaussian Process (GP) to encode the demonstrated motion. For reproducing the motion, the reference positionq i t of each joint i at time t is retrieved through Gaussian Process Regression (GPR), [36] ,
where c c T t ¼ ½cðt; t 1 Þ; . . . ; cðt; t N Þ T is a vector containing pairwise evaluation of the covariance between t and every training point, C C is a matrix containing the pairwise covariance between all the points in the training set, ½C C ij ¼ cðt i ; t j Þ. We define the covariance function as the standard squared exponential, Fig. 7 . Left: The plot shows a 3d plot of the maximum eigenvalue of the stiffness matrix as a function of the distance to the glass in the xy-plane. Right: Same data as in the left plot, with a color-map for visualizing variations of the maximum eigenvalue of the stiffness matrix. 8. In this task, a uniform increase was desired, and the pressurebased interface increases the stiffness uniformly.
9. This task could also have been encoded in CS.
In order to showcase the need for varying stiffness, we first carried out a series of trials with fixed stiffness values. In the first series of trials, the joint stiffness was set to a high, constant value of 1; 000 Nm/rad for all joints. This stiffness is similar to position control, as the robot is very stiff and effectively rejects most external forces. Twenty trials were carried out, and most common outcome of these attempts was that contact was established but the match broke. In a second set of trials, the stiffness of the elbow joint was set to a constant value of 50 Nm/rad. Motion around the elbow corresponds in this case to approximately perpendicular motion between the match and the matchbox, hence reducing this stiffness reduces the contact force between the match and the matchbox. 10 The lower the stiffness in this joint is set, the lower the contact force, and 50 Nm/rad is the minimum value that was considered acceptable from the perspective of maintaining the possibility to track the position trajectory. Again, 20 trials were carried out, with the most common outcome being that the match was struck through thin air, due to inadequate precision in positioning the match before the striking motion.
To achieve high precision in positioning while ensuring compliant motion when striking, the stiffness should be decreased only locally in the striking phase. To achieve this, the perturbation based interface for JS (Section 4.1) was used. As the robot executed the motion, the teacher intervened in the striking phase by wiggling the elbow joint around its reference trajectory. The resulting stiffness was recorded with corresponding time stamps. For smooth reproduction of the stiffness profile, we used a GP similarly to the joint position trajectory. The resulting stiffness profile can be seen in Fig. 8 .
The result was accurate positioning before establishing contact with the matchbox, and a compliant motion through the striking phase. While this controller still occasionally breaks the matches, the success rate is significantly higher (refer to Table 1 ) than for the two settings with fixed stiffness values. Large variability in the quality of the matches as well as small positioning errors of the matchbox are believed to be the most important reasons of failure. Snapshots from the teaching phase and autonmous execution of the match lighting task are shown in Fig. 9 .
USER STUDY
In the previous Section, we described and exemplified how our interfaces can be used for learning the stiffness for different tasks. A crucial aspect of any LfD method is how convenient it is for non-roboticists to use it. Indeed, the whole motivation of LfD is to allow people without technical knowledge in robotics to transfer skills to the robot. In this section, we address this by evaluating our approach through a user study. To provide a simple alternative to our system, we developed a Graphical User Interface (GUI) with which the user can change the stiffness along the three Cartesian axes using sliders.
Subjects
Two groups of 14 participants took part in the study. The participants in one group were asked to select the stiffness using the GUI. The participants in the second group used our proposed approach, combining wiggling motions for selectively decreasing the stiffness with grasp force for uniformly increasing it, refer to Section 4. In the following, the two groups will be referred to as the GUI group and the Physical Human-Robot Interface (PHRI) group. The subjects were mainly recruited on campus at EPFL. They were naive to robotics with an age-range of [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] . Ten out of the 28 participants were female, with equal gender distribution in each group.
Task
The task considered was chosen specifically such that there are different stiffness requirements along different directions in task space. The task consisted in drawing a straight line on a white-board. While the robot was drawing, a series of impulses were added to the control output, acting equivalently to external perturbations. When such an impulse was applied, the robot departed from its straight line trajectory. Furthermore, the reference trajectory was deliberately placed behind the contact surface, such that a contact force was established between the pen and the board, see Fig. 10 . 10. The contact force arises from the controller trying to reject the perturbation of the planned trajectory of the match as it comes in contact with the matchbox. The lower the stiffness, the lower the controller effort and hence the contact force.
For safety reasons, the robot was programmed to abort the task whenever the contact force exceeded 15 N. For maximum performance in this task, the stiffness along the x-axis (see Fig. 10 ) should be high, so that the robot can counteract the force impulses. To ensure a low contact force, the stiffness along the z-axis should be low. The stiffness along the y-axis has no influence on the task performance and could hence take arbitrary values. The stiffness was set to be constant throughout the task.
Experiment Protocol
Each subject was given a description of the task, and the instruction to choose the stiffness of the robot so as to minimize the contact force and the departure from the straight line. The instructions did not reveal the correct task stiffness (described in Section 6.2). Subjects were also given a description of the interface (GUI or PHRI depending on the group). After reading the description, the subjects were allowed to familiarize themselves with the interface during a practice period of two minutes. During this time, the robot maintained a static reference position while the participants were allowed to use the interface and interact with the robot to understand how their input affected the stiffness of the robot. The subjects were also allowed to ask the experiment supervisor interface-related questions during this time.
After the two minutes of practice, the subjects were asked to improve the performance of the drawing task by changing the stiffness of the robot. During the teaching process, they could at any time ask the experiment supervisor to start a new trial of the task. Subjects were allowed to change the stiffness while the robot was stationary between trials, or during the trials. They were also allowed to temporarily remove the pen if they wished to do so. Questions relating to the task (e.g., what effect could be expected by increasing or decreasing the stiffness) were not answered, while questions regarding safety (e.g., where to hold the robot) were.
A successful trajectory was defined as follows:
1. The contact force never exceeded 15N, i.e., the robot did not abort the drawing before reaching the end of the line. 2. The standard deviation of the trajectory along the xaxis was below a predefined threshold value. The subjects were informed about their progress only once they had managed to tune the stiffness such that a successful trajectory had been completed.
After completing the teaching, the subjects were asked to fill out a digital questionnaire containing the NASA Task Load Index (TLX) [37] and the System Usability Scale (SUS) [38] forms. The NASA Task Load Index is a commonly used evaluation method for the workload of a task. The evaluation consists in a series of workloads (e.g., physical, mental and temporal demand) which are rated using a 20-point Likert-scale. The System Usability Index is based on 5-point Likert-scale agreement response to statements about the user-friendliness of a system, e.g., 'I thought that the system was easy to use'.
Results
Our main hypothesis was that teaching stiffness variations using the PHRI would be more efficient than using the GUI, which does not provide the immediate haptic feedback that the PHRI does. We could observe that subjects in the GUI group needed haptic feedback to understand the effect of a change in stiffness value. Indeed, the vast majority of the subjects in the GUI group conducted their teaching by changing a value on the GUI and subsequently pushing or pulling the end-effector in different directions to get an idea of the effect that the change in stiffness brought.
As quantitative measures of teaching efficiency, we used the total amount of trials and the total teaching time 11 before the subjects had completed a successful trajectory. These measures are presented in Table 2 along with the subjective results from the TLX and SUS questionnaires. The mean and standard deviation for each measure is also plotted in Fig. 11 . The PHRI is clearly advantageous in terms of the From the results of the user study, we draw three conclusions:
1. All subjects, while being naive to robotics, were able to very rapidly figure out how to use each interface and to determine the appropriate stiffness for the task. 2. Both interfaces were perceived as user-friendly (An interface with a SUS-score above 65 is generally considered user-friendly). 3. The PHRI was the most efficient of the two interfaces, as it allowed the users to teach the task faster and with fewer trials.
DISCUSSION
We have addressed the problem of teaching tasks that require or can benefit from task-based varying stiffness. We proposed two modes of interaction and presented interfaces that adapt the robot stiffness based on these interactions. To make the robot more compliant, the teacher wiggles the robot around its planned trajectory as it is performing the task. To make the robot more stiff, the teacher increases the pressure with which he holds the robot. The robot responds online by adapting the stiffness based on this interaction, providing the teacher with instant haptic feedback on the effect of the teaching. We have exemplified and demonstrated the usefulness of our approach in both CS and JS, and validated the efficiency of the proposed interface through a user study. In the second task (Section 5.2), we exemplified the system for teaching joint-space stiffness variations in the challenging task of lighting a match with the KUKA LWR. We showed that the rate of success for lighting matches was significantly increased by varying the stiffness compared to both constant high and constant low stiffness. None of the task coordinates CS and JS are universally better than the other. Which one to use depends on the task and the robot at hand.
As opposed to other approaches to tuning the compliance parameters in manipulation, our approach does not use a model of the environment, nor does it require to optimize over a cost-function describing the task. Instead, it assumes that the teacher is capable of demonstrating appropriate stiffness variations to the robot. For slow manipulation tasks, it is easy for a human to determine when the robot is too stiff or too compliant. This was shown by the results of our user study, in which all subjects were able to figure out how the stiffness should be adapted to increase the task performance, regardless of the interface (GUI or PHRI) that was used for teaching. For tasks that involve high speed motion, it can be difficult for the teacher to have the time to achieve the desired stiffness variations along the trajectory. A straightforward remedy to this is to slow down or pause the motion during the teaching process. The use of incremental learning can also make it easier for the user to gradually transfer the appropriate stiffness profile. However, our interface (or any other instruction-based interface) is likely not applicable to highly dynamic tasks where varying stiffness is required to achieve explosive motions, 12 such as kicking a ball. For such tasks, the optimal stiffness control involves fast switching between saturation levels [39] , which is problematic to demonstrate with the proposed interfaces as the possible rate of change is limited. Furthermore, it is unlikely that even an expert would be able to determine near-optimal stiffness variations for such tasks.
Varying stiffness is often important in tasks involving tools in physical contact. For such tasks, the wiggling motions to decrease the stiffness may not be possible. One solution to this difficulty is to let the robot execute the task without contact during the teaching phase. This can be achieved in several ways, e.g., by adding an offset to the reference trajectory or simply by removing the tool during teaching (as we did in the match-lighting task in Section 5.2).
An alternative approach to learn and control contact tasks such as lighting matches is to close the loop on the contact force, using, e.g., hybrid [40] or parallel force control [13] . This requires a force sensor, and the control system becomes more complex with additional parameters which 12. This type of motions can be achieved with passively compliant joints, which have the possibility to store energy. directly influence the task performance and hence should be chosen carefully. Therefore, it is in our view generally preferable to avoid feedback force control when not absolutely necessary. For tasks in which it is important to track a reference contact force, force feedback has to be used for good performance. In future work, we plan on extending the proposed framework by including position, stiffness and desired contact forces as learnable and controllable parameters. Future work will also extend the Cartesian teaching interface to include rotational degrees of freedom.
All the experiments in this paper were carried out on torque-controlled robots. Our approach can also be implemented on a position-controlled robot, provided that it is equipped with a force sensor, allowing compliant motion by generating the position reference online based on the sensed force [4] .
