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Struktur und Komplexität
Wandornament in der Halle der zwei Schwestern aus der Alhambra in Granada.
Das Ornament bedeckt eine Fläche von etwa zwei Quadratmetern und entstand
vermutlich in der zweiten Hälfte des 14. Jahrhunderts zur Zeit der letzten mau-
rischen Dynastie, dem Nasridenreich.
Das Muster entstammt der Dissertation Gruppentheoretische und Struktur-
analytische Untersuchungen der Maurischen Ornamente aus der Alhambra in
Granada von Edith Müller bei Andreas Speiser in Zürich, 1944. Die hier dar-
gestellte Abbildung wurde von einem kleinen Programm des Autors erzeugt. Das
Ornament entsteht durch Symmetrisierung eines Fundamentalbereichs unter der
Diedergruppe der Ordnung 8 bei gleichzeitiger Inversion der topologischen Rela-
tion zwischen den Bändern.
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1Weshalb Symmetrieanalyse?
B
ei vielen wichtigen Operationen der digitalen Signalverarbeitung, wie
etwa der diskreten Fourier-Transformation, nden seit langem schnelle Al-
gorithmen Verwendung. Wie aber sind deren Entdecker zu diesen Algorithmen
gelangt? Hätte man diese auch automatisch nden können?
Die vorliegende Arbeit ist einem systematischen Zugang zu diesen Fragen
gewidmet: Wie kann die Struktur einer linearen Transformation aus einer de-
nierenden Beschreibung automatisch bestimmt werden? Das Ziel hierbei ist,
für eine bestimmte Klasse von Signaltransformationen schnelle Algorithmen au-
tomatisch zu konstruieren und eine wesentliche Struktureinsicht zu gewinnen.
Die Kenntnis einer solchen Struktur kann nicht nur zur Algorithmengenerierung
verwendet werden, sondern auch zur Vereinfachung nichtlinearer Gleichungen.
Ein frühes Beispiel für diese Art symmetriebasierter Vereinfachung stammt von
C. E. Shannon: In seiner Diplomarbeit deniert Shannon (1938) den Begri der
symmetrischen booleschen Funktion und zeigt, daÿ sich die in diesem Sinne sym-
metrischen Funktionen geschickt durch elementare Bausteine (Relais) realisieren
lassen, [84]. In heutiger Ausdrucksweise gesagt, hat Shannon den Invariantenring
F
2
[X
1
; : : : ; X
n
]
S
n
betrachtet.
Der Ansatz zur Konstruktion schneller Algorithmen, der in dieser Arbeit
verfolgt wird, ist die symmetriebasierte Algorithmengenerierung (Beth): Zu
einer gegebenen linearen Transformation, speziziert durch eine Matrix, wird
zunächst eine Symmetriegruppe bestimmt. Dann wird zu der Gruppe eine ange-
paÿte Spektraltransformation synthetisiert. Im letzten Schritt wird die gegebene
Transformation durch die konstruierte Spektraltransformation ausgedrückt. Der
Informationsuÿ der symmetriebasierten Algorithmengenerierung ist in der Ab-
bildung 1.1 dargestellt. Die einzelnen Schritte sind
Suche Gegeben ist die lineare Transformation M . Zu dieser wird eine end-
liche Symmetriegruppe G durch kombinatorische Suche bestimmt. Die Symme-
triegruppe erfaÿt einen Teil der in M vorhandenen Redundanz. Die Bestimmung
von Symmetriegruppen aus einer MatrixM ist das zentrale Thema dieser Arbeit.
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Symmetriegruppe G
Algogen
,,,,,! Zerlegungsmatrizen für G
Suche
x
?
?
?
///
?
?
?
y
Spezialisierung
Transformation M ,,,,,! Schneller Algorithmus für M
Abbildung 1.1: Symmetriebasierte Algorithmengenerierung
Algogen Die Symmetriegruppe G wird aufgefaÿt als Paar von Darstellun-
gen ihrer selbst. (Zum Begri der Darstellung einer Gruppe siehe Anhang A.)
Die beiden Darstellungen werden schrittweise in irreduzible Komponenten zer-
legt, wobei jeder einzelne Zerlegungsschritt mit einer dünn besetzten Matrix aus-
geführt wird. Dieser Prozeÿ des schrittweisen Ausreduzierens mit Hilfe dünn
besetzter Matrizen soll Algogen heiÿen. (Diese Bezeichnung wurde von Mink-
witz (1993) eingeführt.) Für folgende Klassen von Darstellungen sind eziente
Algogen-Verfahren bekannt: Reguläre Darstellungen, beliebige Permutationdar-
stellungen und monomiale Darstellungen. Das Ergebnis des Algogen-Schritts
sind zwei Produkte dünn besetzter Matrizen. Diese beiden Matrizen zerlegen G
in irreduzible Komponenten und machen damit die zuvor versteckte Symmetrie
explizit.
Spezialisierung Die Matrix M wird durch die Symmetriegruppe G nicht
vollständig bestimmt, und im Algogen-Schritt wurde nur G zerlegt. Es ist daher
notwendig, eine Spezialisierung auf die gegebene Matrix M vorzunehmen. Aus
algebraischen Gründen ist die dabei auftretende Matrix B blockdiagonal (eine
Folge des Lemmas von Schur), und die Blöcke sind um so kleiner, je geringer
die Grade der irreduziblen Komponenten von G sind und je verschiedener die
Komponenten sind. Die Matrix B enthält den nicht durch die Symmetriegruppe
G beschriebenen Anteil der Information in M . Insgesamt wird die Matrix M
faktorisiert in
M = A
(1)
L
  A
(r)
L
B  (A
(s)
R
)
 1
   (A
(1)
R
)
 1
;
wobei A
L
und A
R
die im Algogen-Schritt konstruierten Zerlegungsmatrizen
sind. Eine solche Matrix-Zerlegung von M ist der schnelle Algorithmus für M .
Eine Veranschaulichung des schnellen Algorithmus ist der Signaluÿgraph. Ein
Beispiel für einen Signaluÿgraphen ist in Abbildung 1.2 auf Seite 15 dargestellt.
Das zuvor vorgestellte Verfahren zur symmetriebasierten Algorithmengenerie-
rung wird in Abschnitt 1.6 ausführlich beschrieben. Doch zunächst zur Entste-
hungsgeschichte der symmetriebasierten Algorithmengenerierung. Die Verwen-
dung von Symmetrie zur Lösung von Gleichungen hat eine lange Tradition in der
Physik. Der unmittelbare Vorläufer der Algorithmengenerierung mit Hilfe von
Symmetrie ist die schnelle Fourier-Transformation (FFT).
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1.1 Die Entwicklung der verallgemeinerten FFT
1800 Gauÿ Verwendet FFT in der Himmelsmechanik
1965 Cooley
Tukey
FFT für Produktlängen, speziell Zweierpotenzen
1968 Rader FFT auf Primzahllänge
1970 Bluestein FFT durch Einbettung und Faltung
1970 Apple
Wintz
Denition einer FT auf abelschen Gruppen
1971 Good
Thomas
FFT durch multidimensionale FT
1975 Pichler FFT auf abelschen Gruppen
1977 Karpovsky
Trachtenberg
Denition einer FT auf nichtabelschen Gruppen;
FFT für direkte Produkte
1978 Winograd FFT durch Interpolation
1982 Nussbaumer Umfassende Aufwandsanalyse der FFT
1984 Beth Darstellungstheoretische Sichtweise der FT;
schnelle Verfahren für auösbare Gruppen;
FT bei Wechsel des Grundkörpers (ADFT)
1988 Clausen Komplexitätsanalyse der FFT;
FFT auf metabelschen und symmetrischen Gruppen;
Symmetrieadaption
1988 Baum FFT für überauösbare Gruppen
1990 Diaconis
Rockmore
Neue Anwendungen der FFT in Stochastik und Statistik;
FFT symmetrischer Gruppen (unabhängig von Clausen)
1992 Oberst
Walch
Multiplikationsoptimale FFT abelscher Gruppen
1993 Linton
Michler
Olsson
FFT für M-Gruppen
1993 Minkwitz Übergang von der FT zu beliebigen Matrizen mit Symme-
trie; schnelle Algorithmen für Permutationsdarstellungen
auösbarer Gruppen
1994 Coppersmith FFT für zyklische Gruppen von Zweierpotenzordnung im
Maschinenmodell des Quantenregisters
1995 Maslen
Rockmore
FFT auf kompakten unendlichen Gruppen
1997 Beals FFT für symmetrische Gruppen im Maschinenmodell der
Quanten-Turingmaschine
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Im Rahmen seiner Habilitationsschrift [10] erkannte Th. Beth (1984), daÿ sich
fast alle klassischen Algorithmen der FFT als Zerlegungsoperationen der Grup-
penalgebra C [Z
n
] auassen lassen. Durch diese fundamentale Einsicht konnte
er die schnellen Algorithmen von Cooley-Tukey, Rader, Winograd und Good-
Thomas durch universelle algebraische Konstruktionen neu begründen. Damit
war eine Korrespondenz etabliert zwischen der regulären Darstellung einer zykli-
schen Gruppe und den klassischen FFT-Algorithmen: Der Signaluÿgraph einer
schnellen Transformation entspricht, cum grano salis, der Untergruppenstruktur
einer endlichen Gruppe.
Die neue Sichtweise der klassischen numerischen FFT-Methoden reicht zudem
weit über deren algebraische Begründung hinaus. Insbesondere ist es möglich
geworden, umgekehrt vorzugehen: Aus der Struktur der Gruppenalgebra C [Z
n
]
kann ein schneller Algorithmus zur FFT synthetisiert werden. Wie Beth (1984)
gezeigt hat, kann die FFT auf einer auösbaren Gruppe G in O(jGj log jGj) vielen
Körperoperationen ausgewertet werden, [10]. Die Darstellungstheorie endlicher
Gruppen erweist sich damit als die natürliche Beschreibungsform für Algorithmen
der schnellen Fourier-Transformation.
Die bereits von Karpovsky und Trachtenberg (1977) in [49] denierte Fourier-
Transformation auf einer endlichen Gruppe konnte nun systematisch untersucht
werden. Sei  eine Darstellung der endlichen Gruppe G und f : G ! C eine
komplexwertige Funktion auf G. Dann ist das Bild der Fourier-Transformierten
^
f an der Stelle  gegeben durch
^
f() =
X
g2G
(g)f(g):
Die Fourier-Transformation ordnet also einer Funktion f und einer Darstellung
 die (deg() deg())-Matrix
^
f() zu. Ist das Bild von
^
f auf einem Repräsen-
tantensystem 
1
; : : : ; 
h
der irreduziblen Darstellungen von G bekannt, so kann
f daraus rekonstruiert werden als
f(g) =
1
jGj
h
X
i=1
deg(
i
) tr


i
(g
 1
)
^
f(
i
)

für g 2 G.
In dem Spezialfall der zyklischen Gruppe G = Z
n
ergibt sich die klassische
Fourier-Transformation, denn die irreduziblen Darstellungen von Z
n
sind genau
die harmonischen Funktionen auf n Punkten.
Aufbauend auf dem neuen Begri der Fourier-Transformation entstanden in
der Zeit zwischen 1984 und 1993 eine groÿe Anzahl von Ergebnissen bezüglich
des Berechnungsaufwandes der FFT auf einer endlichen Gruppe. Inbesondere
beschäftigte sich Clausen (1988) in seiner Habilitationsschrift an der Universität
Karlsruhe mit der Komplexität der FFT, [17]. Als zentrale Erkenntnis denierte
Clausen in seiner Arbeit den wichtigen Begri der Symmetrieadaption. Unab-
hängig von Clausen und Beth publizierten Diaconis und Rockmore (1990) in den
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USA ähnliche Ergebnisse, [26]. Diaconis und Rockmore wandten ihre Ergebnisse
zur FFT konsequent auf Probleme der Stochastik und Statistik an. So zeigten
sie unter anderem, daÿ ein Markov-Prozeÿ auf einem Cayley-Graphen einer end-
lichen Gruppe durch Verwendung der FFT analysiert werden kann. Durch die
Arbeiten von Diaconis und Rockmore sowie der von Clausen und Beth wurde die
algebraische Begrisbildung der Fourier-Transformation und die Existenz schnel-
ler Algorithmen zu ihrer Berechnung einer breiten Öentlichkeit bekannt.
Besonders intensiv wurde der Spezialfall der FFT auf symmetrischen Gruppen
untersucht. Die von Clausen (1989), von Diaconis und Rockmore (1990), sowie
von Linton, Michler und Olsson (1991) publizierten Verfahren ermöglichen die
schnelle Zerlegung eines Elements aus C [S
n
] bezüglich irreduzibler Komponenten,
[11, 18, 26, 58, 48, 27]. Die Eingabe dieser FFT ist ein Vektor mit n! vielen kom-
plexen Zahlen. Kürzlich hat Beals (1997) nachgewiesen, daÿ die FFT auf einer
symmetrischen Gruppe auch im Maschinenmodell der Quanten-Turingmaschine
schnell berechnet werden kann. Die Anzahl der benötigten Quantenoperatio-
nen für die FFT auf der Gruppe G ist dabei beschränkt durch ein Polynom in
log jGj, [6]. Diese Arbeit erweitert das Ergebnis von Coppersmith (1994), der
die Zerlegung der FFT von Beth (1984) im Aufwandsmaÿ eines Quantenregi-
sters neu interpretiert hat. Dadurch wurde nachgewiesen, daÿ die FFT auf einer
zyklischen Gruppe der Länge n in O(log(n)
2
) Operationen auf einer Quanten-
Registermaschine ausgeführt werden kann, [23], [10]. Die FFT auf einem Quan-
tenrechner ist ein wesentlicher Bestandteil des Faktorisierungsalgorithmus von
Shor (1994), [85].
Der andere besonders gut untersuchte Spezialfall ist die FFT auf einer M-
Gruppe. Eine Gruppe G heiÿt M-Gruppe, wenn jede Darstellung von G ähnlich
ist zu einer monomialen Darstellung. Jede überauösbare Gruppe ist eine M-
Gruppe und jede M-Gruppe ist auösbar (Huppert, Bd. I, Kap. V, 18, Satz 18.5a,
Satz 18.6b). Da sich monomiale Darstellungen im Rechner besonders kompakt
abspeichern lassen, bestand die Honung, alle irreduziblen Darstellungen einer
M-Gruppe ezient zu konstruieren. Dies gelang schlieÿlich Baum (1988) für den
Spezialfall der überauösbaren Gruppen durch Anwendung der Cliord-Theorie,
[5]. Ein ähnliches Verfahren schlugen Linton, Michler und Olsson (1993) vor, um
monomiale Darstellungen für die FFT zu nutzen, [59].
Zum Thema der FFT auf einer endlichen Gruppe und ihrer Anwendungen
sind inzwischen einige zusammenfassende Arbeiten erschienen, allen voran das
Buch von Clausen und Baum (1993), [19]. Eine andere Sicht der Dinge stellten
Maslen und Rockmore (1995) in einem Übersichtsartikel dar, [61, 81].
1.2 Beyond FFT  eine andere Sichtweise
Eine völlig neue Qualität der Konstruktivität und Allgemeinheit bei der Algorith-
mengenerierung mit Hilfe von Symmetrie ist mit der Dissertation von Minkwitz
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(1993) an der Universität Karlsruhe erreicht worden, [64]. Statt die FFT einer
Gruppe zu betrachten, verwendete Minkwitz die gruppentheoretischen Metho-
den, um eine vorgegebene Matrix zu zerlegen. Er schate damit den Schritt von
einem methodenorientierten Ansatz zu einem problemorientierten. Die eingangs
erläuterte Methode der symmetriebasierten Algorithmengenerierung geht von
einer Matrix aus und zerlegt genau diese Matrix. Die früheren Arbeiten von
Beth, Clausen, Diaconis, Rockmore und anderen beginnen bei einer Gruppe und
denieren erst aus der Gruppe eine Matrix, die dann geeignet zerlegt wird. Durch
die Arbeit von Minkwitz wird eine weitaus gröÿere Klasse von Matrizen einer ef-
zienten Behandlung mit algebraischen Methoden zugänglich. Insbesondere ge-
lang es Minkwitz und Beth (1993), einen schnellen Algorithmus für die diskrete
Cosinus-Transformation, Typ IV, anzugeben.
In algebraischer Sprechweise ausgedrückt, hat Minkwitz den Übergang von
der Zerlegung der Gruppenalgebra zur Zerlegung einerDarstellung vollzogen. Vor
Minkwitz wurde einer Gruppe G die Fourier-Transformation f 7!
^
f zugeordnet.
Dieses Prinzip wurde im vorigen Abschnitt erläutert. Minkwitz dagegen ordnet
einer Matrix M 2 GL
n
(C ) ein Paar von Darstellungen 
L
und 
R
der gleichen
Gruppe G zu, so daÿ

L
(g) M =M  
R
(g) für alle g 2 G.
Eine Matrix mit dieser Eigenschaft wird (
L
;
R
)-symmetrisch genannt. Ist G
auösbar, 
L
eine Permutationsdarstellung und 
R
eine direkte Summe irredu-
zibler Darstellungen, so kann zu jeder (
L
;
R
)-symmetrischen Matrix ein schnel-
ler Algorithmus konstruiert werden (Minkwitz). Die Konstruktion des schnellen
Algorithmus basiert bei Minkwitz auf der Cliord-Theorie.
Durch die Verallgemeinerung auf Darstellungen der Gruppenalgebra wird die
nutzbare Struktur einer Transformation viel stärker: Im Extremfall G = S
n
hat
das Signal nur n Komponenten, aber es gibt n! Gruppenelemente. Die verallge-
meinerte FFT einer endlichen Gruppe entspricht dagegen dem Spezialfall der re-
gulären Darstellung von G. In diesem Fall besteht das Signal immer aus jGj = n!
vielen Komponenten.
Das symmetriebasierte Verfahren zur Algorithmenkonstruktion ist immer
dann erfolgreich, wenn die auftretenden irreduziblen Komponenten hinreichend
kleinen Grades sind und wenn sie hinreichend verschieden sind. Kombinatorisch
gesehen ist das nie der Fall: Die (n  n)-Matrizen bilden einen Vektorraum der
Dimension n
2
. Ein schneller Algorithmus ist ein Produkt mit O(logn) vielen Fak-
toren, von denen jeder O(n)-dünn besetzt ist. Ein schneller Algorithmus besitzt
daher nur O(n logn) viele Freiheitsgrade. Folglich gilt: Fast alle Matrizen können
keine nutzbare Symmetrie besitzen. Es hat sich jedoch gezeigt, daÿ viele wichtige
Klassen von Transformationen eine starke, nutzbare Struktur besitzen  diese
muÿ allerdings explizit bekannt sein, obwohl sie im Prinzip in der Spezikation
inhärent enthalten ist. Dies ist der Ausgangspunkt der vorliegenden Arbeit:
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Für die symmetriebasierte Algorithmengenerierung ist die explizite Kennt-
nis der Gruppen und der Darstellungen notwendig. Zu einer gegebenen linearen
Transformation soll daher mit automatischen Methoden eine Symmetriegruppe
konstruiert werden, die geeignet ist, die Transformation strukturell zu zerlegen.
1.3 Symmetrie-Operation, -Gruppe und -Typ
Der Begri der Symmetrie steht im Mittelpunkt der vorliegenden Arbeit. Bisher
wurde er nur im informellen Sinne gebraucht, um die nutzbare Strukturinformati-
on einer linearen Transformation zu bezeichnen. Das Konzept der Symmetrie soll
nun formalisiert werden. Dazu ist es gute Tradition, die folgenden drei Begrie
sorgfältig getrennt im Gedächtnis zu verwahren:
 Symmetrieoperation Eine Symmetrieoperation s überführt das Objekt
X in sich selbst. Ist X zum Beispiel ein Quadrat in der Ebene, so ist die
Drehung um 90

eine Symmetrieoperation, ebenso wie die Spiegelung an
der y-Achse. Ein anderes Beispiel: X sei die Cosinus-Funktion und s die
Abbildung, die durch s(f) = x 7! ,f(x + ) deniert ist. In diesem Fall
ist s eine Symmetrieoperation von X, denn cos(x + ) = , cos(x).
 Symmetriegruppe Die Symmetriegruppe eines Objektes X ist die Menge
aller möglichen Symmetrieoperationen von einem bestimmten Symmetrie-
typ. Die Multiplikation der Gruppe ist die Nacheinanderausführung der
Operationen. Die Symmetriegruppe wird manchmal auch kurz die Sym-
metrie genannt. Ist X ein Quadrat in der Ebene, so enthält die Symme-
triegruppe acht Symmetrieoperationen (die Identität, drei echte Drehungen
und vier Spiegelungen). Das andere Beispiel: Zu X = cos und s wie oben
ist die Symmetriegruppe unendlich groÿ, weil s
z
(f) = x 7! (,1)
z
f(x+ z)
für jedes z 2 Z eine andere Symmetrieoperation ist.
 Symmetrietyp Ein Symmetrietyp ist eine vorgegebene Klasse von Opera-
tionen ähnlicher Beschaenheit. Beispielsweise sind alle Symmetrieopera-
tionen des Quadrats Isometrien der Ebene. Man könnte daher sagen, die
Symmetrie des Quadrats sei vom Typ Isometrie. Das andere Beispiel: Die
Operation s ist innen eine Translation um  und auÿen eine Skalierung mit
,1. Man könnte s daher einem Translations-Skalierungs-Typ zuordnen.
Nach dieser allgemeinen Begrisbestimmung geht es im kommenden Abschnitt
um die für diese Arbeit relevanten Formen von Symmetrie. Da in erster Linie
schnelle Algorithmen für lineare Transformationen gefunden werden sollen, wer-
den lineare Symmetrien von Matrizen betrachtet.
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1.4 Symmetrie linearer Transformationen
In diesem Abschnitt wird ein allgemeiner Rahmen für die in dieser Arbeit betrach-
teten Typen von Symmetrie entwickelt. Gegeben ist eine MatrixM 2 K
nm
. Die
Grundmenge K ist ein eektiver Körper, also ein Körper, in dem die Arithmetik
und der Vergleich x = 0 berechenbar sind. Für manche speziellen Typen von
Symmetrien ist eine geringere algebraische Struktur ausreichend. Die folgenden
allgemeinen Überlegungen bleiben dabei jedoch weiterhin gültig. Um die Sym-
metriegruppe von M zu denieren, muÿ ein Symmetrietyp vorgegeben werden.
Dies stellt eine vorherige Einschränkung der möglichen Operationen auf der Ma-
trixM dar. In der Folge kann die Symmetriegruppe von M in dem vorgegebenen
Symmetrietyp deniert werden.
1.1 Denition Gegeben sei eine Matrix M 2 K
nm
sowie eine Untergruppe T 
GL
n
(K) GL
m
(K). Die Symmetrie von M vom Typ T ist die Menge
Sym
T
(M) =
n
(L;R) 2 T


 L M =M R
o
:
Die Matrizen L beschreiben Zeilenoperationen auf der Matrix M , die Matrizen
R operieren auf den Spalten. Ein Paar (L;R) 2 Sym
T
(M) beschreibt daher Zei-
lenoperationen L, die durch Spaltenoperationen R
 1
wieder rückgängig gemacht
werden können, denn LMR
 1
=M .
Aus der allgemein gehaltenen Denition von Sym
T
(M) werden durch Spezia-
lisierung des Symmetrietyps T alle besonderen Typen von Symmetrie abgeleitet.
Zum Beispiel ist Sym
S
n
S
m
(M) die Perm-Perm-Symmetrie von M , denn es wer-
den nur noch Permutationsmatrizen zugelassen. Die Konvention für L und R
ist so gewählt worden, daÿ sie zur Denition des Intertwining-Raumes (Deniti-
on 1.6) paÿt und sich leicht merken läÿt. Fundamental für alles Weitere ist die
folgende Aussage.
1.2 Lemma Es seien M und T wie in Denition 1.1. Dann ist Sym
T
(M) eine Un-
tergruppe von T mit der folgendermaÿen denierten Multiplikation
(L
1
; R
1
)  (L
2
; R
2
) = (L
1
L
2
; R
1
R
2
):
Beweis Die Menge Sym
T
(M) ist abgeschlossen unter der Multiplikation, wie die
folgende Rechnung zeigt
L
1
M =MR
1
und L
2
M = MR
2
) L
1
L
2
M = L
1
MR
2
=MR
1
R
2
:
Analog kann die Abgeschlossenheit unter Inversion gezeigt werden und die Tat-
sache, daÿ die Menge nicht leer ist.
Es liegt nahe, zuerst die abstrakte Struktur der Symmetriegruppen zu klären.
Konkret: Wie setzt sich die Symmetriegruppe aus dem linken und dem rechten
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Teil zusammen? Für die Klärung dieser Frage wird der Begri des subdirekten
Produkts mit vereinigter Faktorgruppe benötigt (Huppert (1983), [43], Bd. I,
Kap. I, 9).
1.3 Denition Seien N
L
E G
L
und N
R
E G
R
Gruppen mit den isomorphen Faktor-
gruppen ' : G
L
=N
L

=
,! G
R
=N
R
. Dann ist
G
L
G
R
=
n
(g
L
; g
R
) 2 G
L
G
R


 '(g
L
N
L
) = g
R
N
R
o
eine Untergruppe von G
L
G
R
. Sie wird als subdirektes Produkt von G
L
und
G
R
mit vereinigter Faktorgruppe G
L
=N
L

=
G
R
=N
R
bezeichnet. Im Falle endlicher
Gruppen ist die Ordnung des subdirekten Produkts gegeben durch
jG
L
G
R
j =
jG
L
j  jG
R
j
jG
L
=N
L
j
:
Mit dieser Begrisbildung kann die abstrakte Struktur einer Symmetriegruppe
vollständig geklärt werden.
1.4 Satz Es seien M und T wie in Denition 1.1 und G = Sym
T
(M). Die Abbildung

L
= (L;R) 7! L bezeichne die Projektion von G auf die linke Komponente.
Analog sei 
R
= (L;R) 7! R. Dann gilt
G = 
L
(G) 
R
(G) mit 
L
(G)=
L
(ker 
R
)

=

R
(G)=
R
(ker
L
):
Beweis Die Projektionen 
L
und 
R
sind Gruppenhomomorphismen. Daher
sind ihre Kerne Normalteiler von G. Daraus folgt, daÿ auch ihre Projektionen
auf die jeweils andere Komponente Normalteiler sind. Das sind die Gruppen

L
(ker 
R
) = fL j (L; 1) 2 Gg und

R
(ker
L
) = fR j (1; R) 2 Gg:
Es bleibt zu zeigen, daÿ die Faktorgruppen isomorph sind. Zur Abkürzung sei
N
L
= 
L
(ker
R
) und N
R
= 
R
(ker
L
). Wird nun ein Gruppenisomorphismus
' deniert durch
'(LN
L
) = RN
R
für (L;R) 2 G,
dann gilt
1. ' ist wohldeniert: Man betrachte (L
1
; R
1
); (L
2
; R
2
) 2 G. Dann ist auch
(L
 1
1
L
2
; R
 1
1
R
2
) 2 G, das heiÿt '(L
 1
1
L
2
N
L
) = R
 1
1
R
2
N
R
. Ist nun zusätz-
lich L
1
N
L
= L
2
N
L
, so folgt L
 1
1
L
2
2 N
L
, das heiÿt (L
 1
1
L
2
; 1) 2 G und
daher '(L
 1
1
L
2
N
L
) = 1N
R
. Dann gilt R
1
N
R
= R
2
N
R
. Es kommt also auf
die Wahl des Vertreters nicht an.
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2. ' ist ein Gruppenhomomorphismus: Man betrachte (L
1
; R
1
); (L
2
; R
2
) 2 G.
Dann ist auch (L
1
L
2
; R
1
R
2
) 2 G und es gilt
'(L
1
N
L
 L
2
N
L
) = '(L
1
L
2
N
L
) = R
1
R
2
N
R
= '(L
1
N
L
)  '(L
2
N
L
):
3. ' ist surjektiv und injektiv: Die Surjektivität folgt sofort aus der Denition
von '. Für die Injektivität betrachte man ein (L;R) 2 G mit LN
L
2 ker'.
Daraus folgt
RN
R
= 1N
R
, R 2 N
R
, (1; R) 2 G
) (1; R)
 1
 (L;R) = (L; 1) 2 G
) L 2 N
L
, LN
L
= 1N
L
:
Der Kern von ' ist also trivial und damit ist ' injektiv.
1.5 Beispiel Bei der folgenden (4 4)-Matrix sind drei mögliche Zeilen- und Spal-
tenpermutationen eingezeichnet (gestrichelt = simultan).
M =
1
1
1
1 10 0
1 0 1
1
1
00
0 1
.
Die dargestellten Permutationen sind Erzeuger der Perm-Perm-Symmetrie G =
Sym
S
4
S
4
(M). Die Gruppe besitzt 8 Elemente. Notiert als Paare von Permuta-
tionen lauten die Erzeuger
G =
D 
(1 3); id

;

id; (1 4)

;

(2 4); (2 3)
E

=
Z
2
 Z
2
 Z
2
:
Die Projektionen von G und von den Normalteilern sind

L
(G) = h(1 3); (2 4)i

=
Z
2
 Z
2
;

R
(G) = h(1 4); (2 3)i

=
Z
2
 Z
2
;

L
(ker 
R
) = h(1 3)i und

R
(ker
L
) = h(1 4)i:
Die Faktorgruppen sind
h(1 3); (2 4)i=h(1 3)i

=
Z
2

=
h(1 4); (2 3)i=h(1 4)i:
Die Elemente von (L;R) von G vertauschen simultan die Zeilen und die Spalten
der Matrix M . Durch die Projektionen 
L
und 
R
wird eine Vertauschung ge-
trennt in ihre Wirkung auf die Zeilen und in ihre Wirkung auf die Spalten. Die
Normalteiler in den Projektionen sind genau diejenigen einseitigen Vertauschun-
gen, die ohne Beachtung der anderen Seite eine Symmetrieoperation bewirken.
Satz 1.4 besagt nun, daÿ die zugehörigen Faktorgruppen isomorph sind.
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1.5 Transformationen gegebener Symmetrie
Mit Denition 1.1 wird einer Matrix M eine Symmetriegruppe G zugeordnet. Es
liegt daher nahe, umgekehrt zu fragen: Welche Matrizen besitzen die gegebene
Symmetrie G?
1.6 Denition Sei G eine endliche Gruppe, K ein Körper und  : G ! GL
n
(K)
sowie ' : G ! GL
m
(K) zwei Darstellungen von G. Der Intertwining-Raum
1
zwischen  und ' ist
Int(; ') =
n
M 2 K
nm


 (g) M = M  '(g); für alle g 2 G
o
:
Der Intertwining-Raum ist ein K-Vektorraum; die Intertwining-Zahl ist seine
Dimension. In der für diese Arbeit relevanten Situation sei G  GL
n
(K)GL
m
(K)
eine Symmetriegruppe im Sinne von Denition 1.1. Dann ist der Intertwining-
Raum von G
Int(G) =
n
M 2 K
nm


 L M = M R; 8(L;R) 2 G
o
= Int(
L
;
R
);
wobei 
L
bzw. 
R
die Projektion von G auf die linke bzw. rechte Komponente
bezeichnet.
Der Begri des Intertwining-Raums ist ein gut untersuchtes Konzept in der Dar-
stellungstheorie endlicher Gruppen. Der Intertwining-Raum wird zum Beispiel in
den Büchern von Curtis und Reiner deniert ([24], 43.11 und [25], 10C). Curtis
und Reiner betrachten jedoch statt des Vektorraums von Matrizen Int(; ') den
KG-Modul Hom
KG
(L
1
; L
2
). Der Intertwining-Raum wird auch in dem Buch von
Clausen und Baum verwendet ([19], Ch. 2.2 und 7.2). In der von Clausen und
Baum gewählten Konvention sind  und ' gegenüber Denition 1.6 vertauscht,
was für die Theorie keinen Unterschied macht.
Mit der Denition von Int(G) wird eine zu Int(; ') äquivalente Sichtweise
eingeführt: Statt zwei Darstellungen  und ' einer abstrakten Gruppe G zu be-
trachten, kann auch eine Gruppe G aus Paaren von Matrizen betrachtet werden.
Die Projektionen 
L
und 
R
sind dann Darstellungen von G.
1.7 Beispiel Seien G und M wie in Beispiel 1.5. Dann ist Int(G) ein C -Vektorraum
der Dimension 5 mit Basis
Int(G) = h
2
6
6
4
1 0 0 1
0 0 0 0
1 0 0 1
0 0 0 0
3
7
7
5
;
2
6
6
4
0 1 1 0
0 0 0 0
0 1 1 0
0 0 0 0
3
7
7
5
;
2
6
6
4
0 0 0 0
1 0 0 1
0 0 0 0
1 0 0 1
3
7
7
5
;
2
6
6
4
0 0 0 0
0 1 0 0
0 0 0 0
0 0 1 0
3
7
7
5
;
2
6
6
4
0 0 0 0
0 0 1 0
0 0 0 0
0 1 0 0
3
7
7
5
i:
Der Koezientenvektor von M bezüglich dieser Basis ist [1; 0; 1; 1; 0].
1
Eine freie deutsche Übersetzung wäre der Raum der verechtenden Matrizen.
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Eine elementare und universelle Methode zur Berechnung des Intertwining-
Raums Int(; ') ist die folgende: Sei g
1
; : : : ; g
r
ein Erzeugendensystem der Grup-
pe G. Dann ist Int(; ') genau der Lösungsraum des homogenen linearen Glei-
chungssystems
0 = (g
1
) M ,M  '(g
1
)
.
.
.
0 = (g
r
) M ,M  '(g
r
)
in den Variablen M
11
; : : : ;M
nm
. Da die Dimension des Intertwining-Raums zwi-
schen 0 und nm liegt, gibt es im allgemeinen kein Gleichungssystem mit weniger
Variablen. Für den Spezialfall von induzierten Darstellungen, wie etwa transiti-
ven Permutationsdarstellungen, kann die Dimension von Int(; ') ezienter mit
Hilfe des Intertwining-Number-Theorems (Curtis/Reiner, [25], 10C, Th. 10.24)
konstruiert werden. Im Fall von Permutationsdarstellungen kann zudem eine Ba-
sis von Int(; ') durch Symmetrisierung einer Basis von Q
nm
konstruiert werden.
1.6 Algorithmengenerierung
Am Anfang der Einführung wurde das Prinzip der symmetriebasierten Algorith-
mengenerierung informell beschrieben. In diesem Abschnitt wird die Algorith-
mengenerierung nun formaler erläutert, basierend auf den Begrien der voran-
gegangenen beiden Abschnitte. Abschlieÿend werden zwei Beispiele ausführlich
erläutert: ein Faltungssystem und eine Spektraltransformation. Doch zunächst
zu dem in Abbildung 1.1 auf Seite 2 dargestellten Prinzip der symmetriebasierten
Algorithmengenerierung.
Suche Gegeben ist eine Matrix M 2 K
nm
. Sie ist nicht notwendigerwei-
se quadratisch oder invertierbar. Die Multiplikation x 7! xM soll mit einem
schnellen Algorithmus realisiert werden. Dies geschieht mit Hilfe der Symme-
trie. Dazu wird ein Symmetrietyp T gewählt, und es wird die Symmetriegruppe
G = Sym
T
(M) vom Typ T , im Sinne von Denition 1.1, bestimmt. Die Symme-
triebestimmung ist das Thema dieser Arbeit.
Algogen Nach Satz 1.4 sind die beiden Projektionen 
L
und 
R
Darstellun-
gen der Gruppe G vom Grad n und vom Grad m und M 2 Int(
L
;
R
) nach
Denition 1.6. Es ist günstig, für eine solche Situation eine intuitive Notation zu
haben: Seien  und  zwei Darstellungen von G, so denieren wir

T
!  , T 2 Int(; );
also (g)  T = T  (g) für alle g 2 G. Es gilt dann

T
!  und 
U
!  ) 
T U
,! :
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Falls T invertierbar ist, gilt zudem

T
!  , 
T
 1
,! :
Nun zurück zu Algogen. Die Darstellung 
L
wird mit der Algogen-Prozedur aus-
reduziert, wie dies in der Dissertation von T. Minkwitz (1993), [64], beschrieben
wird. Die reduzierende Matrix A
L
wird als Produkt dünn besetzter Matrizen
A
(1)
L
; : : : ; A
(r)
L
konstruiert. Die ausreduzierte Darstellung ist 
L
. Analog wird die
Darstellung 
R
durch das Produkt dünn besetzter Matrizen A
R
= A
(1)
R
  A
(s)
R
in
die Darstellung 
R
ausreduziert. Dies benötigt einen zweiten Aufruf der Algogen-
Prozedur. Durch die Zerlegung von 
L
und 
R
in ausreduzierte Darstellungen

L
und 
R
ist der Algogen-Schritt gemacht.
Spezialisierung Die Algogen-Prozedur hat die Freiheit, für 
L
jede beliebige
ausreduzierte Darstellung von 
L
zu wählen, gleiches gilt für 
R
. Um nun die
spezielle MatrixM zu realisieren, wird eine Matrix B so gewählt, daÿ das folgende
Diagramm kommutiert:

L
A
(1)
L
,,,,!   
A
(r)
L
,,,,! 
L
M
?
?
?
y
===
?
?
?
y
B

R
,,,,!
A
(1)
R
   ,,,,!
A
(s)
R

R
Oensichtlich ist B = A
 1
L
M  A
R
. Damit lautet der schnelle Algorithmus
M = A
(1)
L
    A
(r)
L
B  (A
(s)
R
)
 1
     (A
(1)
R
)
 1
:
Eine übersichtliche Darstellung für eine solche Zerlegung ist der Signaluÿgraph.
Ein Beispiel ist in Abbildung 1.2 auf Seite 15 gezeigt.
Der Aufwand des schnellen Algorithmus wird zum Teil durch die Kosten für
x 7! xB bestimmt. Die Matrix B erfaÿt den Anteil der zu realisierenden Matrix
M , der nicht durch die Symmetrie G, bzw. 
L
und 
R
, beschrieben wird. Wie
das kommutierende Diagramm oben zeigt, ist B ein Element von Int(
L
; 
R
).
Der Aufwand für B hängt also sehr eng mit der Struktur des K-Vektorraums
Int(
L
; 
R
) zusammen; er soll daher genauer beschrieben werden.
Angenommen die Charakteristik des Grundkörpers K teilt die Gruppenord-
nung jGj nicht (Maschke-Bedingung), wie dies zum Beispiel für Q  K  C und
beliebiges G der Fall ist. Dann ist die Gruppenalgebra K[G] halb-einfach und
der Intertwining-Raum zweier Darstellungen von G besitzt eine besonders schöne
Struktur. Um diese zu beschreiben, werde ein Repräsentantensystem 
1
; : : : ; 
h
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der irreduziblen Darstellungen von G gewählt. O.B.d.A. seien nun die Darstel-
lungen 
L
und 
R
von der Form

L
= (1
n
1

 
1
)     (1
n
h

 
h
) und

R
= (1
m
1

 
1
)     (1
m
h

 
h
);
mit n
k
; m
k
 0 für alle k 2 f1::hg. Mit diesen Bezeichnungen folgt aus dem
Lemma von Schur
Int(
L
; 
R
) = (K
n
1
m
1

 1
deg(
1
)
)     (K
n
h
m
h

 1
deg(
h
)
):
Die Dimension dieses K-Vektorraums ist oensichtlich
P
k
n
k
m
k
, was gerade das
Skalarprodukt der Charaktere von 
L
und 
R
ist. Für die Algorithmengene-
rierung ist es also günstig, unterschiedliche irreduzible Komponenten in 
L
und

R
zu haben. Dies ist nicht unbedingt bei der gröÿten möglichen Symmetrie-
gruppe der Fall. Ist M invertierbar, dann sind 
L
und 
R
ähnlich und es gilt
m
k
= n
k
für alle k. IstM invertierbar und ist 
L
sogar eine reguläre Darstellung,
dann ist n
k
= deg(
k
) und daher dim Int(
L
; 
R
) = jGj aufgrund der Schur'schen
Relationen. Nun zu den Beispielen.
1.8 Beispiel (Faltung auf der D
6
) Es soll ein schneller Algorithmus für die Mul-
tiplikation mit folgender Matrix konstruiert werden:
M =
2
6
6
6
6
6
6
6
6
4
a d b f c e
b f a d e c
e c f b d a
f b e c a d
d a c e b f
c e d a f b
3
7
7
7
7
7
7
7
7
5
:
Dabei sind a; b; c; d; e; f nicht notwendigerweise verschiedene komplexwertige
Konstanten. Auf die Werte der Konstanten kommt es für diesen Typ der Al-
gorithmengenerierung nicht an. Die Matrix M ist im wesentlichen eine Faltung
mit dem Vektor [a; b; c; d; e; f ] in der Gruppenalgebra der Diedergruppe D
6
. Die
Matrix M ist daher eine Gruppenzirkulante, allerdings nur bezüglich zweier be-
stimmter Darstellungen der abstrakten Gruppe D
6
.
Suche Die Matrix M besitzt genau sechs verschiedene Einträge und in jeder
Zeile und jeder Spalte tritt jeder genau einmal auf. Dies deutet auf eine Perm-
Perm-Symmetrie hin. Diese Form von Symmetrie wird in Kapitel 3 behandelt.
Die Symmetriegruppe der Matrix M ist abstrakt gegeben durch
G = PermPerm(M) = Sym
S
6
S
6
(M)

=
D
6
und als Gruppe von Paaren von Permutationsmatrizen
G =
D
(1 2)(3 4)(5 6); (1 3)(2 4)(5 6)

;

(1 3)(2 6)(4 5); (1 6)(2 5)(3 4)
E
:
1.6. ALGORITHMENGENERIERUNG 15
s3 s4
s5 s6
s3 s4
s5 s6
A B A
DFT-1 DFT3
DFT-13
DFT-13
DFT3
DFT3
2
s1
s2
L R
-1
Abbildung 1.2: Signaluÿgraph für x 7! xM zur D
6
.
Dieselbe Perm-Perm-Symmetriegruppe besitzt jede Matrix des Vektorraums
Int(G) = h
2
4
1     
  1   
     1
    1 
 1    
   1  
3
5
;
2
4
 1    
   1  
    1 
     1
1     
  1   
3
5
;
2
4
  1   
1     
   1  
 1    
    1 
     1
3
5
;
2
4
   1  
 1    
  1   
1     
     1
    1 
3
5
;
2
4
    1 
     1
 1    
   1  
  1   
1     
3
5
;
2
4
     1
    1 
1     
  1   
   1  
 1    
3
5
i:
Die spezielle Matrix M besitzt den Koezientenvektor [a; d; b; f; c; e] bezüglich
der angegebenen Basis von Int(G). Da die Konstanten a bis f nicht angegeben
wurden, kann die Matrix M auch als generisches Element von Int(G) aufgefaÿt
werden.
Algogen Die beiden Permutationsdarstellungen 
L
= (L;R) 7! L und 
R
=
(L;R) 7! R der Gruppe G werden nun mit der Algogen-Prozedur ausreduziert.
Da die Darstellungen ähnlich sind, können sie zur selben Darstellung  reduziert
werden. Die reduzierenden Matrizen A
L
und A
R
sind
A
L
= (2 5 6)(3 4)  (1
2

DFT
 1
3
)  (1 5 2)(4 6)  (1
4
DFT
 1
2
)  (1 3 6 2 4 5);
A
R
= (2 6 4)(3 5)  (1
2

DFT
 1
3
)  (1 5 2)(4 6)  (1
4
DFT
 1
2
)  (1 3 6 2 4 5):
Die einzelnen Faktoren der Produkte wurden mit einem Magma-Programm von
T. Minkwitz (1997) konstruiert und mit den Methoden aus Kapitel 2 dieser Arbeit
in die angegebene kompakte Form überführt. Die Funktionsweise der Algogen-
Prozedur für Permutationsdarstellungen ist in [64] beschrieben. Sie soll an dieser
Stelle nicht im Detail erklärt werden. Die Bilder der beiden oben angegebenen
Erzeuger der Gruppe G unter der ausreduzierten Darstellung  sind
(G) =
D
1
1
,1
1
 (1
2



0 
2
 0

); 1
1
,1
1
 (1
2



0 1
1 0

)
E
:
Dabei ist  = (,1 + i
p
3)=2 eine primitive dritte Einheitswurzel. Man erkennt
die (1 + 1 + 2  2)-Blockstruktur der irreduziblen Komponenten. Dies paÿt zur
Dimension des oben angebenen Intertwining-Raums, er hat die Dimension 6.
Spezialisierung Als dritten und letzten Schritt der Algorithmengenerierung
wird die zerlegte Symmetrie spezialisiert auf die Matrix M . Dies geschieht durch
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die Matrix B = A
 1
L
M  A
R
, konkret
B =
2
6
6
6
6
6
6
4
s
1
s
2
s
3
0 s
4
0
0 s
3
0 s
4
s
5
0 s
6
0
0 s
5
0 s
6
3
7
7
7
7
7
7
5
mit
8
>
>
>
>
>
>
<
>
>
>
>
>
:
s
1
= a+ b+ f + c+ d+ e
s
2
= a+ b+ f   c  d  e
s
3
= a+ f + b
2
s
4
= d+ e + c
2
s
5
= d+ c + e
2
s
6
= a+ b + f
2
:
Die Form von B zeigt deutlich die (1+1+2 2)-Struktur der irreduziblen Kom-
ponenten von , denn es ist Int(; ) = C  C  (C
22

 1
2
): Mit der Berechnung
von B ist das kommutative Diagramm komplett. Es lautet hier

L
A
L
,,,! 
M
?
?
?
y
===
?
?
?
y
B

R
 ,,,,
A
 1
R
:
Der schnelle Algorithmus M = A
L
B  A
 1
R
ist dargestellt in Abbildung 1.2.
1.9 Beispiel (Spektraltransformation der D
12
) Es soll ein schneller Algorith-
mus für die Multiplikation mit folgender Matrix konstruiert werden:
M =
2
6
6
6
6
6
6
6
6
4
1 1 1  1 
2
1 ,1  1 ,
2
,1
1 1 
2

2
 
1 ,1 1  ,1 ,
2
1 1  1 
2
1
1 ,1 
2

2
, ,
3
7
7
7
7
7
7
7
7
5
;
wobei  = (,1+i
p
3)=2 eine primitive dritte Einheitswurzel ist. Die MatrixM ist
eine Spektraltransformation zu einer bestimmten Darstellung der Diedergruppe
D
12
auf sechs Punkten. Diese wurde als Beispiel konstruiert, um die Methoden
der Algorithmengenerierung zu erläutern.
Suche Die Matrix M besitzt die Eigenschaft, manche Permutationen simultan
in Blöcke gleicher Blockstruktur zu zerlegen. Die Perm-Block-Symmetrie be-
trachtet systematisch alle derartigen Blockzerlegungen mit der Matrix M . Die
Perm-Block-Symmetrie wird Kapitel 5 behandelt. Mit den dort beschriebenen
Methoden kann der Verband der möglichen Blockstrukturen p und der zugehöri-
gen maximalen Permutationsgruppen G
M
(G) erstellt werden. Die Elemente des
Verbands sind in der folgenden Tabelle zusammengetragen, der Übersichtlichkeit
halber jeweils nur als Isomorphietyp. (Die Bezeichnungen für Gruppen sind in
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-1/2 1
1 1
-1/2 1
1 1
DFT2
DFT2
DFT2 DFT2
DFT2 DFT2
DFT2
zeta2
zeta2
-i 3/2
A BL
-i 3/2 -1
-zeta
-zeta
Abbildung 1.3: Signaluÿgraph für x 7! xM zur D
12
.
Anhang A auf Seite 114 erläutert.)
p G
M
(p) jG
M
(p)j dim Int(G
M
(p))
(1j2 3 4 5 6) S
6
120 2
(1j2j3 4 5 6) S
3
o Z
2
72 3
(1j2 5 6j3 4) Z
2
 S
4
48 3
(1j2j3 6j4 5) Z
3
 S
3
36 4
(1j2 5 6j3j4) Z
2
 A
4
24 4
(1j2j3 4j5 6) D
12
12 4
(1j2j3j4j5j6) Z
6
6 6
Zur Algorithmengenerierung soll hier die Gruppe G = D
12
verwendet werden.
Die Gruppe G ist eine Untergruppe von S
6
 GL
6
(C ) gegeben durch
G = h

(1 2 3 4 5 6);
2
6
6
6
4
1
 1
 0
0 
2
 
2
0
0  
3
7
7
7
5

;

(1 4)(2 3)(5 6);
2
6
6
6
4
1
 1
0 

2
0
0  
2
  0
3
7
7
7
5

i:
Die GruppeG ist eine Perm-Block-Symmetrie vonM . Dieselbe Symmetriegruppe
besitzt jede Matrix des Vektorraums
Int(G) = h
2
6
6
6
4
1 0 0 0 0 0
1 0 0 0 0 0
1 0 0 0 0 0
1 0 0 0 0 0
1 0 0 0 0 0
1 0 0 0 0 0
3
7
7
7
5
;
2
6
6
6
4
0 1 0 0 0 0
0  1 0 0 0 0
0 1 0 0 0 0
0  1 0 0 0 0
0 1 0 0 0 0
0  1 0 0 0 0
3
7
7
7
5
;
2
6
6
6
4
0 0 1  0 0
0 0  1 0 0
0 0 
2

2
0 0
0 0 1  0 0
0 0  1 0 0
0 0 
2

2
0 0
3
7
7
7
5
;
2
6
6
6
4
0 0 0 0 1 
2
0 0 0 0  
2
 1
0 0 0 0  
0 0 0 0  1  
2
0 0 0 0 
2
1
0 0 0 0    
3
7
7
7
5
i:
Der Koezientenvektor der speziellen MatrixM bezüglich der angegebenen Basis
von Int(G) ist [1; 1; 1; 1]. Die Erzeuger von G zeigen die (1 + 1 + 2 + 2)-Struktur
der irreduziblen Komponenten. (Dies ist nicht identisch zu (1 + 1+ 2 2), denn
die beiden 2-dim. Darstellungen sind inäquivalent.)
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Algogen Die beiden Projektionen 
L
= (L;R) 7! L und 
R
= (L;R) 7! R
sind ähnliche Darstellungen der Gruppe G. Dabei ist 
L
eine Permutations-
darstellung und 
R
ist eine direkte Summe Irreduzibler. Mit der Algogen-
Prozedur wird nun die Permutationsdarstellung ausreduziert zur Darstellung 
L
.
Die reduzierende Matrix A
L
wird als Produkt dünn besetzter Matrizen konstru-
iert. Die folgenden Zerlegungsmatrizen wurde mit einem Mathematica/GAP-
Programm von T. Minkwitz (1993) numerisch konstruiert und mit den Methoden
aus Kapitel 2 dieser Arbeit in die kompakte Schreibweise gebracht.
A
L
= (1 2 3 6 5 4)  (1
3

DFT
2
)  (1 3 4 6 2 5) 

1
2
 (1
2

DFT
2
)


 (1 4)(2 6) 

,
i
p
3
2
1
2
 (1
2



 1=2 1
1 1

)

 (1 4)(2 6) 


1
2
 (1
2

DFT
2
)

 (3 5 6 4):
Die Darstellung 
R
ist bei diesem Symmetrietyp bereits ausreduziert. Daher
kann einfach A
R
= 1
6
gewählt werden.
Spezialisierung Die reduzierte Darstellung 
L
ist nicht identisch mit 
R
, denn
die Algogen-Prozedur hatte die Freiheit, eine beliebige reduzierte Darstellung zu
konstruieren. Durch Wahl der Matrix
B = A
 1
L
M = (4 6 5)  diag(1;,1; 
2
; 
2
;,;,):
wird dies korrigiert. Das folgende Diagramm zeigt die auftretenden Darstellungen
und ihre Relationen.

L
A
L
,,,! 
L
M
?
?
?
y
===
?
?
?
y
B

R
 ,,
1
6

R
Der schnelle Algorithmus ist M = A
L
 B. Ein Signaluÿdiagramm zu dieser
Zerlegung zeigt Abbildung 1.3.
1.7 Übersicht der Kapitel dieser Arbeit
Um den Zugang zu den einzelnen Aspekten dieser Arbeit zu erleichtern, folgt eine
Kurzbeschreibung der einzelnen Kapitel. Die Arbeit setzt sich aus zwei Teilen
zusammen: Methoden zur Symmetriesuche und Anwendungsbeispiele.
Kapitel 1 (dieses Kapitel) stellt eine Einführung in die vorliegende Arbeit dar.
Die Aufgabenstellung wird abgegrenzt und es wird die Methode der symmetrie-
basierten Algorithmengenerierung erläutert und eingeordnet in den historischen
Zusammenhang. Danach wird ein allgemeiner Begrisrahmen für die Symmetrie
linearer Transformationen geschaen. Mit den so denierten formalen Strukturen
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wird die symmetriebasierte Algorithmengenerierung algebraisch beschrieben und
an zwei Beispielen ausführlich demonstriert.
Kapitel 2 behandelt das Problem, wie eine dünn besetzte Matrix als Term in
den Operationen Matrixmultiplikation, direkte Summe und Kroneckerprodukt
geschrieben werden kann. Diese Strukturerkennung von dünn besetzten Ma-
trizen ist ein Hilfsverfahren, um schnelle Algorithmen linearer Transformatio-
nen als kompakte Terme zu repräsentieren. Die Problemkomplexität der Struk-
turerkennung ist mindestens so hoch wie die des bekannten Problems Graph-
Isomorphismus. Trotz dieser Tatsache kann das Problem für die praktisch
relevanten Gröÿen immer sehr schnell gelöst werden.
In Kapitel 2 wird der Begri der Blockstruktur einer rechteckigen Matrix de-
niert. Die Blockstruktur (bs) ist nicht zu verwechseln mit der Spaltenblockstruk-
tur (cbs) aus Kapitel 6 oder mit der konjugierten Blockstruktur (kbs) aus Kapi-
tel 5. Die Blockstruktur ist ein quantitatives Maÿ für die feinste Darstellung einer
rechteckigen Matrix A als direkte Summe von kleineren rechteckigen Matrizen.
Dabei dürfen die Zeilen und Spalten zudem unabhängig voneinander permutiert
werden. Die Spaltenblockstruktur miÿt nur die Zerlegung der Spaltenindexmenge.
Dem gegenüber ist die konjugierte Blockstruktur nur deniert für quadratische
und invertierbare Matrizen A. Die konjugierte Blockstruktur ist ein Maÿ für die
Zerlegung von A in eine direkte Summe quadratischer Teilmatrizen. Dabei dürfen
Zeilen und Spalten nur simultan permutiert werden. Durch diese Einschränkung
wird die Blockstruktur verträglich mit der Matrixmultiplikation.
perm
1
  perm
2
| {z }
bs
perm
 1
  perm:
| {z }
kbs
Kapitel 3 behandelt die Perm-Perm-Symmetrie. Wie Leon (1991) gezeigt
hat, kann die Perm-Perm-Symmetrie ezient durch partitionsbasierte Backtrack-
Suche bestimmt werden. Die Bestimmung der Perm-Perm-Symmetrie ist minde-
stens so schwierig, wie die Lösung von Graph-Isomorphismus. Es existieren
jedoch stark einschränkende, notwendige Bedingungen, die die exponentielle Su-
che in der Praxis lösbar machen. In Kapitel 3 werden die Methoden kurz erläu-
tert, und es werden einige Gebiete der Informatik und Mathematik aufgezeigt, in
denen die Perm-Perm-Symmetrie eine wichtige Rolle spielt.
Kapitel 4 behandelt die Perm-Mat-Symmetrie. Bei diesem Symmetrietyp besitzt
die Matrix mehr Zeilen als Spalten. Es wird eine Permutationsdarstellung auf den
Zeilen in eine beliebige Darstellung auf den Spalten verwandelt. Die Bestimmung
der Perm-Mat-Symmetrie ist ein Hilfsalgorithmus für die Berechnung der Perm-
Irred-Symmetrie.
Kapitel 5 behandelt die Perm-Irred-Symmetrie und als nützliche Verallgemei-
nerung die Perm-Block-Symmetrie. Bei diesem Symmetrietyp wird eine Per-
mutationsdarstellung durch Konjugation mit der gegebenen Transformation in
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Blöcke zerlegt. Die Schwierigkeit besteht darin, eine Übersicht der möglichen
Zerlegungen zu erhalten. Das theoretische Haupthilfsmittel ist die konjugierte
Blockstruktur (kbs) einer Matrix. Die Perm-Block-Symmetrie wird formal de-
niert als die Menge der maximalem Permutationsgruppen zu allen möglichen
Blockzerlegungen. Die Perm-Block-Symmetrie besitzt eine Verbandstruktur und
kann mit dem Verband der Permutationsgruppen und dem Verband der Partitio-
nen in Verbindung gebracht werden.
Zur Bestimmung der Perm-Block-Symmetrie wird zunächst ein naheliegender
Algorithmus exponentieller Laufzeit angegeben. Unter Verwendung der Perm-
Mat-Symmetrie wird ein zweiter Suchalgorithmus angegeben, der in der Pra-
xis nützlicher ist, obwohl er ebenfalls exponentielle Laufzeit besitzt: Wird eine
Schranke für die Gröÿe der auftretenden Blöcke angenommen, so ist die Laufzeit
des zweiten Algorithmus polynomial in der Gröÿe der Matrix. Die Problemkom-
plexität der Perm-Block-Symmetriesuche ist unbekannt.
Kapitel 6 behandelt das Ausdünnen einer rechteckigen Matrix. Dabei wird eine
gegebene Matrix durch invertierbare Zeilenoperationen so transformiert, daÿ ma-
ximal viele Nulleinträge entstehen. Dieses Verfahren hat im Zusammenhang mit
der symmetriebasierten Algorithmengenerierung die Aufgabe, ein Anwendungs-
problem für die Symmetriesuche vorzubereiten.
Es wird zunächst gezeigt, daÿ das Ausdünnungsproblem Matroid-Struktur
besitzt und daher durch einen Greedy-Algorithmus gelöst werden kann. Der
Austausch-Schritt des Greedy-Algorithmus ist aufwendig, kann jedoch durch ein
Suchverfahren bewerkstelligt werden. Das vorgeschlagene Suchverfahrens be-
sitzt im allgemeinen exponentielle Laufzeit. Besitzt die auszudünnende Matrix
nach Basiswechsel eine Blockstruktur, so kann das Problem mit einem Teile-und-
Herrsche Ansatz zerkleinert werden. Die Verwendung der Blockstruktur geht
im wesentlichen auf T. Minkwitz (1994) zurück. Schlieÿlich wird gezeigt, daÿ die
Problemkomplexität des Ausdünnens mit der des bekannten ProblemsMinimal-
gewicht eines linearen Blockcodes übereinstimmt.
Kapitel 7 ist den klassischen Methoden der schnellen Fourier-Transformation auf
der regulären Darstellung einer zyklischen Gruppe gewidmet. Im Lichte der au-
tomatischen Symmetriebestimmung können die Zerlegungsmethoden von Good-
Thomas, Cooley-Tukey und Rader in neuer Form präsentiert werden. Es wer-
den alle auftretenden Permutationen und Twiddle-Faktoren explizit angegeben.
Schlieÿlich wird eine vom Autor in der Programmiersprache C erstellte konkrete
Implementierung der FFT vorgestellt.
Kapitel 8 zeigt, wie die für diese Arbeit entwickelten Methoden zur Symmetrie-
bestimmung in der statistischen Physik genutzt werden können. Dazu werden
klassische Spin-Gitter-Systeme mit dem Transfermatrix-Formalismus untersucht.
Die Kenntnis der Symmetrie der Transfermatrix hilft bei der numerischen Un-
tersuchung des Systems. Mit den in dieser Arbeit vorgestellten Verfahren wird
die Symmetrie kleiner 2d-Ising-Modelle und kleiner 2d-Potts-Modelle bestimmt.
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Diese gefundene Symmetrie wird mit der physikalisch bekannten Symmetrie ver-
glichen. Es ergibt sich, daÿ die betrachteten Modelle keine weiteren Symmetrien
besitzen auÿer den bekannten Invarianzen unter Raumsymmetrie, Farbsymmetrie
und der Ferro/Antiferro-Symmetrie.
Anhang A enthält die durchgängig verwendeten Notationen für Körper, Ver-
bände, abstrakte Gruppen, Permutationsgruppen, Matrizen und Darstellungen
von Gruppen. Das Literaturverzeichnis, Stichwortverzeichnis und eine Kurzzu-
sammenfassung in deutscher und englischer Sprache schlieÿen die Arbeit ab.

Teil I
Werkzeuge zur
Strukturbestimmung

2Struktur dünn besetzter Matrizen
I
n diesem Kapitel geht es darum, eine dünn besetzte Matrix als Term in gut
bekannten Matrizenoperationen, wie der Matrixmultiplikation, der direkten
Summe (), oder dem Kroneckerprodukt (
), zu schreiben. (Zur Denition der
Operationen siehe Anhang A auf Seite 116.) Die betrachtete Matrix könnte bei-
spielsweise als Faktor in der Zerlegung einer Transformation auftreten. In dieser
Situation ist es wichtig, den Faktor strukturell zu verstehen. Ein einführendes
Beispiel möge klarstellen, daÿ es um eine Art von Strukturkompression geht.
2.1 Beispiel Gegeben sei die dünn besetzte (13 16)-Matrix ( = 0)
A =
2
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
4
5           4    
   6    7        8
  11      9  10     
 6            7 8 
      5      4   
   9    10        11
      3      2   
3           2    
    5 4          
  8      6  7     
    3 2          
 9            10 11 
         1      
3
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
5
:
Man bestimme eine kompakte Term-Darstellung von A in ,  und 
.
Eine Lösung ist
A = S 
 
1
1


1
3


"
2 3
4 5
#



1
3


"
6 7 8
9 10 11
#

!
 T;
mit den beiden Permutationen
S = (1; 13; 6; 8; 4; 7)(2; 11; 3; 9; 12) und
T = (1; 7; 5; 3; 13; 4; 14; 9; 11; 12; 6; 2; 8; 15; 10):
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Dabei bezeichnet 1
n
eine (n  n)-Einheitsmatrix, und eine Permutation S steht
für ihre Permutationsmatrix [
i
S
;j
j i; j], wie es in Anhang A auf Seite 116 erklärt
ist.
Für dieses Kapitel bezeichne K immer die Grundmenge der Matrixeinträge. Als
einzige Operation auf K wird der Vergleich (x = y) benötigt; er sei entscheidbar.
Das Kroneckerprodukt mit einer Einheitsmatrix und die direkte Summe sind
strukturelle Konstruktionen auf Matrizen. Beide erfordern keinerlei Arithmetik
in K. Die zentrale Aufgabe in diesem Kapitel ist das folgende
2.2 Problem Gegeben ist eine Matrix A 2 K
nm
. Finde Permutationen S 2 S
n
und
T 2 S
m
, so daÿ
A = S 

(1
r
1

 A
(1)
)     (1
r
s

 A
(s)
)

 T
mit geeigneten Matrizen A
(k)
2 K
n
k
m
k
und natürlichen Zahlen r
k
 1 für k 2
f1::sg und s  1. Die Zerlegung sei feinst möglich; das heiÿt r
k
= max.
Bevor das Problem näher betrachtet wird, einige Bemerkungen zu verwandten
Arbeiten: Ein systematischer Zugang zu Problem 2.2 ist dem Autor nicht be-
kannt. Wie in diesem Kapitel gezeigt wird, führt das Problem aber direkt auf das
bekannte Problem Graph-Isomorphismus. Die Komplexität dieses Problems
wird in dem Buch [35] von Garey und Johnson (1979) behandelt. Algorithmisch
wird das Problem Graph-Isomorphismus unter anderem von J. Leon (1991)
behandelt, [55].
Der Rest des Kapitels ist wie folgt aufgebaut: In Abschnitt 2.1 wird der
Begri der Blockstruktur formal deniert, und es werden die relevanten Eigen-
schaften formuliert und bewiesen. Ein quantitatives Maÿ für die Blockstruktur
bildet die Basis der Matrixzerlegung in diesem Kapitel. In Abschnitt 2.2 steht
die Algorithmik wieder im Vordergrund; es wird ein Verfahren vorgestellt, das die
Matrix auf Blockdiagonalform transformiert. Der Aufwand des Verfahrens wird
untersucht. Damit ist der zügig berechenbare Teil beendet. Anschlieÿend wird in
Abschnitt 2.3 untersucht, wie permutierte Kopien als identisch entlarvt werden
können. Dies führt zum Graphen-Isomorphismus-Problem, denn die Blöcke kön-
nen Adjazenzmatrizen von Graphen sein. Das ProblemGraph-Isomorphismus
ist ein Standardproblem der Computeralgebra; es werden zwei Implementierun-
gen zu dessen Lösung zitiert. Darauf aufbauend wird ein Algorithmus zur Lösung
des gesamten Problems 2.2 angegeben. Der Abschnitt 2.4 beendet das Kapitel
mit einer Zusammenfassung.
2.1 Blockstruktur
Die erste wesentliche Schritt zur Lösung von Problem 2.2 besteht darin, die in der
Matrix enthaltenen Blöcke zu erkennen und zu trennen. Dazu ist ein quantitives
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Maÿ für die vorliegende Blockstruktur notwendig. In diesem Abschnitt geht es
daher um die formale Denition der Blockstruktur und ihre Eigenschaften.
2.3 Denition Die Blockstruktur (engl. block structure) der Matrix A 2 K
nm
ist
die Partition
bs(A) = (f1::ng  f1::mg)= 
+
;
wobei 
+
der transitive Abschluÿ der symmetrischen Relation  ist, welche fol-
gendermaÿen deniert ist
(i
1
; j
1
)  (i
2
; j
2
), (i
1
= i
2
oder j
1
= j
2
) und A
i
1
;j
1
6= 0 und A
i
2
;j
2
6= 0:
Man beachte, daÿ die Relation
+
nicht notwendigerweise reexiv ist; daher ist sie
im allgemeinen keine Äquivalenzrelation. Die Faktorstruktur bs(A) ist trotzdem
wohldeniert; sie enthält die nicht leeren Blöcke der Matrix. Diese überdecken
allerdings im allgemeinen nicht f1::ngf1::mg, wie das triviale Beispiel bs(0) = ;
zeigt. Für die Matrix A aus Beispiel 2.1 ist die Blockstruktur gegeben durch
bs(A) =

f1; 8g  f1; 12g; f2; 6g f4; 8; 16g; f3; 10g f3; 9; 11g;
f4; 12g f2; 14; 15g; f5; 7g f7; 13g; f9; 11g f5; 6g; f13g f10g
	
:
Zum Vergleich von bs, cbs (aus Kapitel 6) und kbs (aus Kapitel 5) sei auf Sei-
te 19 der Einleitung verwiesen. Die ersten beiden Lemmata klären, wie sich die
Blockstruktur unter Permutationen der Zeilen oder der Spalten transformiert und
wie sie sich aus direkten Summen zusammensetzt.
2.4 Lemma Sei A 2 K
nm
sowie S 2 S
n
sowie T 2 S
m
. Dann gilt
bs(SAT ) =
n
f(i
S
 1
; j
T
) j i 2 I; j 2 Jg


 I  J 2 bs(A)
o
:
Beweis Aus der Denition von bs(A) folgt, daÿ jeder Block in bs(A) von der
Form I  J mit ; 6= I  f1::ng und ; 6= J  f1::mg ist. In der gewählten
Konvention für Permutationsmatrizen gilt zudem
(SAT )
i;j
= A
i
S
;j
T
 1
:
Sei  die Relation für A gemäÿ Denition 2.3 und 
0
sei die entsprechende
Relation für SAT . Dann gilt
(i
1
; j
1
) 
0
(i
2
; j
2
) , (SAT )
i
1
;j
1
6= 0; (SAT )
i
2
;j
2
6= 0; (i
1
= i
2
_ j
1
= j
2
)
, A
i
S
1
;j
T
 1
1
6= 0; A
i
S
2
;j
T
 1
2
6= 0; (i
S
1
= i
S
2
_ j
T
 1
1
= j
T
 1
2
)
, (i
S
1
; j
T
 1
1
)  (i
S
2
; j
T
 1
2
):
Die Permutationen S und T bezeichnen daher lediglich die Punkte um.
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2.5 Lemma Sei A 2 K
nm
und B 2 K
rs
. Dann gilt
bs(A B) = bs(A)
:
[
n
f(n+ i;m + j) j i 2 I; j 2 Jg


 I  J 2 bs(B)
o
:
Beweis Alle (6= 0)-Einträge von AB, falls es welche gibt, liegen in den beiden
Blöcken f1::ngf1::mg und fn+1::n+rgfm+1::m+sg. Diese Blöcke werden
beim Übergang zum transitiven Abschluÿ 
+
nicht wieder vereinigt. Daher liefert
bs(A) die Struktur auf dem ersten der beiden groÿen Blöcke und (n;m) + bs(B)
liefert die Struktur auf dem anderen.
Aus den beiden vorigen Aussagen ergibt sich sofort eine Methode, um eine dünn
besetzte Matrix zu sortieren und auf Blockdiagonalform zu transformieren. Dies
ist bereits die Hälfte von Problem 2.2.
2.6 Algorithmus (Blöcke sortieren) Gegeben ist eine Matrix A 2 K
nm
. Es wer-
den Permutation S 2 S
n
und T 2 S
m
konstruiert, so daÿ
A = S  (A
(1)
     A
(r)
)  T
eine feinste Blockzerlegung von A ist. Die A
(k)
sind kleinere, rechteckige Matri-
zen. Algorithmus: Bestimme bs(A). Das ist die Struktur der feinsten Zerlegung.
Ordne die Blöcke in bs(A) fest an. Ordne die Punkte in den Blöcke in bs(A) fest
an; etwa
bs(A) =
n
fi
11
; i
12
; : : : g  fj
11
; j
12
; : : : g; fi
21
; i
22
; : : : g  fj
21
; j
22
; : : : g; : : :
o
:
Wähle S
 1
so, daÿ die Folge der Zeilenindizes i
11
; i
12
; : : : auf 1; 2; : : : abgebildet
wird. Analog wähle T so, daÿ die Folge der Spaltenindizes j
11
; j
12
; : : : auf 1; 2; : : :
abgebildet wird. Wenn nicht alle Zeilen- oder nicht alle Spaltenindizes in bs(A)
vorkommen, dann werden die fehlenden Zahlen an die Folge angefügt.
Wird Algorithmus 2.6 auf die Matrix aus Beispiel 2.1 angewendet, so ergibt sich
die folgende Darstellung von A. Die Reihenfolge der Blöcke und der Punkte in
bs(A) ist dabei so gewählt, wie es nach Denition 2.3 angegeben wurde.
A = S 
2
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
4
5 4              
3 2              
  6 7 8           
  9 10 11           
     11 9 10        
     8 6 7        
        6 7 8     
        9 10 11     
           5 4   
           3 2   
             5 4 
             3 2 
               1
3
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
5
 T
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mit den beiden Permutationen
S = (2; 8; 12; 11; 9; 5; 3)(4; 6; 10; 7) und
T = (2; 9; 7; 12)(3; 6; 15; 11; 8; 4)(5; 14; 10; 16):
2.2 Finden der Blockstruktur
In Algorithmus 2.6 wird die Blockstruktur bs(A) explizit verwendet. In diesem
Abschnitt wird ein Algorithmus zu ihrer Berechnung angegeben.
2.7 Algorithmus Zu A 2 K
nm
wird bs(A) berechnet. Der Algorithmus pegt eine
Blockstruktur bs, die mit jedem Eintrag A
ij
aktualisiert wird.
bs := ;;
for i 2 f1::ng, j 2 f1::mg do
if A
ij
6= 0 then
I
1
:= fig;
J
1
:= fjg;
bs
1
:= ;;
for I  J 2 bs do
if i 2 I or j 2 J then
I
1
:= I
1
[ I;
J
1
:= J
1
[ J
else
bs
1
:= bs
1
[ fI  Jg
fi
od;
bs := bs
1
[ fI
1
 J
1
g
fi
od.
(Das kartesische Produkt  ist hier als symbolische Konstruktion zu verstehen;
es wird nicht ausgewertet.) Am Ende ist bs = bs(A).
2.8 Satz Algorithmus 2.7 ist korrekt. Er benötigt die minimale Anzahl von Zugrien
auf Komponenten von A; das sind nm. Die Anzahl der elementaren Operationen
mit ganzen Zahlen ist O((1 + min(n;m)
2
)  nm), wobei 0    1 der Anteil
von (6= 0)-Einträge in A ist.
Beweis Die Korrektheit des Algorithmus hängt an der folgenden Schleifeninva-
riante der äuÿeren Schleife: bs = bs(A
(i;j)
) mit der Matrix A
(i;j)
, die deniert ist
durch
A
(i;j)
kl
=
(
A
kl
falls k < i oder k = i und l  j,
0 sonst.
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1I   x J1
i
j
Block 2
Block 1
Abbildung 2.1: A
ij
6= 0 verbindet Block 1 und Block 2
Die Matrix A
(i;j)
entsteht also aus A, indem alle Komponenten, die von der for-
Schleife nach (i; j) aufgezählt werden, durch 0 ersetzt werden. Insbesondere ist
A
(n;m)
= A, woraus die Korrektheit des Algorithmus folgt.
Die Gültigkeit der Schleifeninvariante wird durch Induktion über (i; j) gezeigt:
Am Anfang ist bs = bs(0) = ;, was korrekt ist. Sei nun (i
0
; j
0
) das unmittelbar
vor (i; j) aufgezählte Paar und bs
0
= bs(A
(i
0
;j
0
)
) nach Induktionsvoraussetzung.
Ist A
ij
= 0, dann setzt das Programm bs := bs
0
, was korrekt ist, da A
(i;j)
= A
(i
0
;j
0
)
.
Im anderen Fall ist A
ij
6= 0. Dann berechnet die innere Schleife ein neues bs
aus bs
0
. Dazu wird bs
0
partitioniert in bs
0
= bs
0
1
:
[ (bs
0
n bs
0
1
) mit
bs
0
1
= fI  J 2 bs
0
j i 62 I und j 62 Jg:
Damit ist
bs = bs
0
1
[
n
fig [
[
IJ2bs
0
nbs
0
1
I



fjg [
[
IJ2bs
0
nbs
0
1
J
o
:
Es bleibt bs = bs(A
(i;j)
) zu zeigen: Die I-Komponenten der Blöcke sind paar-
weise disjunkt, die J-Komponenten ebenso. Daher verbindet (i; j) im transitiven
Abschluÿ genau die Blöcke IJ 2 bs
0
, bei denen i 2 I oder j 2 J ist. Siehe dazu
Abbildung 2.1. Das sind genau die Blöcke in bs
0
nbs
0
1
. Der neu entstandene Block
I
1
 J
1
enthält aber auch (i; j); dies muÿ noch explizit hinzugefügt werden. Alle
anderen Blöcke von A
(i
0
;j
0
)
werden einfach übernommen, denn sie werden durch
A
ij
nicht verbunden. Damit ist gezeigt, daÿ die Schleifeninvariante tatsächlich
schleifen-invariant ist.
Daÿ der Algorithmus die minimale Anzahl von Zugrien auf Komponen-
ten von A benötigt, ist trivial. Die Schleifeninvariante zeigt zudem jbsj 
min(n;m), denn mehr Blöcke besitzt keine (n  m)-Matrix. Daher wird die
innere Schleife höchstens min(n;m) mal durchlaufen. Die Operation J
1
[J benö-
tigt O(max(jJ
1
j; jJ j)) elementare Operationen (Merging sortierter Listen). Damit
ergibt sich die genannte Laufzeitabschätzung.
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2.3 Erkennen ähnlicher Blöcke
In den letzten Abschnitten wurde gezeigt, wie die Blöcke der Matrix A getrennt
werden können. Das am Anfang des Kapitel formulierte Problem 2.2 ist aber noch
umfangreicher: Blöcke, die einander unter Zeilen- und Spaltenvertauschungen
ähnlich sind, sollen identisch gemacht werden, damit sie mit der Formel
A     A
| {z }
r viele
!
= 1
r

 A
zum Kroneckerprodukt zusammengefaÿt werden können. Es bleibt also im we-
sentlichen das folgende
2.9 Problem Gegeben seien zwei Matrizen A;B 2 K
nm
. Bestimme Permutationen
S 2 S
n
, T 2 S
m
mit SAT = B, oder zeige, daÿ es kein solches Paar (S; T ) gibt.
Die schlechte Nachricht zuerst:
2.10 Satz Das zu Problem 2.9 gehörende Entscheidungsproblem (Gibt es (S; T )?)
ist nicht einfacher als das Problem Graph-Isomorphismus.
Das Problem Graph-Isomorphismus läuft in dem Buch [35] von M. R. Garey
und D. S. Johnson unter der Bezeichung [Open1] in Rubrik A13. Es lautet:
Gegeben zwei Graphen G
1
= (V
1
; E
1
) und G
2
= (V
2
; E
2
). Sind G
1
und G
2
isomorph? (Gibt es eine Bijektion f : V
1
! V
2
mit fu; vg 2 E
1
, ff(u); f(v)g 2
E
2
?) Das Problem ist schwierig; es wird vermutet, daÿ es in NPn(P[NP-vollst.)
liegt. Nun zum Beweis von Satz 2.10.
Beweis Sei G = (V;E) ein Graph mit V = fv
1
; : : : ; v
n
g, E = fe
1
; : : : ; e
m
g und
e
j
2 V  V für alle j. Die Inzidenzmatrix I(G) von G ist die 0=1-Matrix der
Gröÿe nm, die deniert ist durch
I(G)
ij
= 1, v
i
2 e
j
:
Nach dieser Vorbemerkung jetzt zur Reduktion von Graph-Isomorphismus
auf Problem 2.9. Seien G
1
= (V
1
; E
1
) und G
2
= (V
2
; E
2
) zwei Graphen mit
n = jV
1
j = jV
2
j und m = jE
1
j = jE
2
j. Dann sind G
1
und G
2
genau dann
isomorph, wenn es Permutationen S 2 S
n
, T 2 S
m
gibt mit
S  I(G
1
)  T = I(G
2
):
Mit einem polynomialen Algorithmus für Problem 2.9 kann also auch das Problem
Graph-Isomorphismus in polynomialer Zeit gelöst werden.
Das Problem 2.9 der ähnlichen Matrizen ist ein bekanntes Problem der Compu-
teralgebra. Es tritt zum Beispiel beim Vergleich von Charaktertafeln endlicher
32 2. STRUKTUR DÜNN BESETZTER MATRIZEN
Gruppen auf. Werden von zwei isomorphen endlichen Gruppen die Charakterta-
fel berechnet, so sind diese nur bis auf Zeilen- und Spaltenvertauschungen gleich.
Umgekehrt ist die Ähnlichkeit von zwei Charaktertafeln ein starkes Indiz für die
Isomorphie der zugehörigen Gruppen (jedoch im allgemeinen kein Beweis).
Eine algorithmische Lösung von Problem 2.9 wird von J. Leon (1991) in [55],
10. (g), angegeben. (Der Artikel ist in einer äuÿerst reichhaltigen Notation ver-
faÿt, was den Zugang etwas erschwert.) Das Verfahren basiert auf der partitions-
basierten Backtracksuche in Permutationsgruppen. Dabei wird im Prinzip die
Gruppe aller Kandidaten (S; T ) entlang des Baums aller Nebenklassen bezüglich
einer Stabilisatorkette durchlaufen. Die Suche orientiert sich zusätzlich entlang
eines Turms von immer feineren Partitionen der Punktmenge f1::n +mg. Diese
Technik wurde ursprünglich von B. McKay genau für das Graph-Isomorphismus-
Problem entwickelt. Von J. Leon steht eine hoch optimierte Implementierung der
Methoden in der Programmiersprache C zur Verfügung.
Eine einfache Implementierung zur Lösung von Problem 2.9 ist in das GAP-
System als Funktion TransformingPermutations eingebaut. Diese Funktion ba-
siert auf einer einfachen Backtracksuche ohne Verwendung von Partitionen. Diese
Methode ist für die meisten Matrizen ausreichend. Nun zur Lösung des Problems
vom Anfang dieses Kapitels:
2.11 Algorithmus Zu A 2 K
nm
wird Problem 2.2 gelöst. Dazu führe folgende
Schritt aus:
1. Bestimme die Blockstruktur von A.
2. Sortiere A und extrahiere die Blöcke A
(1)
bis A
(s)
mit Algorithmus 2.6.
3. Vergleiche die Blöcke paarweise und permutiere ihre Zeilen und Spalten so,
daÿ ähnliche Blöcke identisch werden (Problem 2.9). Dies kann mit der
GAP-Funktion TransformingPermutations oder mit dem Programm von
J. Leon geschehen.
4. Ordne die korrigierten Blöcke so an, daÿ identische Kopien benachbart sind,
und fasse diese zu Kronckerprodukten der Form 1
r
k

 A
(k)
zusammen.
2.4 Zusammenfassung
In diesem Kapitel wurde das Problem betrachtet, wie die Zeilen und Spalten
einer dünn besetzten Matrix so permutiert werden können, daÿ die vorhandene
Blockstruktur explizit hervortritt und daher kompakt repräsentiert werden kann
(Problem 2.2).
Dieses Problem wurde in vier Schritten gelöst (Algorithmus 2.11): Zuerst
wird die Blockstruktur (Denition 2.3) quantitiv bestimmt (Algorithmus 2.7).
Danach werden die Zeilen und Spalten so permutiert, daÿ die Blöcke getrennt
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werden (Algorithmus 2.6). Im dritten Schritt werden die verschiedenen Blöcke
miteinander unter Zeilen- und Spaltenpermutationen verglichen (Problem 2.9)
und gegebenenfalls so korrigiert, daÿ aus Ähnlichem Gleiches wird. Schlieÿlich
wird im vierten Schritt die Reihenfolge der Blöcke so gewählt, daÿ gleiche Blöcke
A
(k)
zu Kroneckerprodukten der Form 1
r

A
(k)
zusammengefaÿt werden können.
Das auftretende Teilproblem 2.9 ist nicht einfacher als das bekannte Problem
Graph-Isomorphismus. Zu diesem ist bis heute kein polynomialer Algorithmus
bekannt. Trotzdem ist die Lösung des Problem in der Praxis keine Schwierigkeit,
da die Matrizen meist hinreichend klein sind und leistungsfähige Suchverfahren
zur Verfügung stehen. Insbesondere existiert eine eziente Implementierung von
J. Leon (1991), die die von ihm entwickelte partitionsbasierte Backtracksuche in
Permutationsgruppen verwendet.
Alle hier vorgestellten Algorithmen sind vom Autor zusammen mit Markus
Püschel in GAP implementiert worden. Das Programm hat einen Umfang von
etwa 0.5 kloc (engl. kilo lines of code). Für die Lösung von Teilproblem 2.9 wird
die GAP-Bibliotheksfunktion TransformingPermutations verwendet.
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3Perm-Perm-Symmetrie
Das ist die schwere Zeit der Not,
Das ist die Not der schweren Zeit,
Das ist die schwere Not der Zeit,
Das ist die Zeit der schweren Not.
Adelbert von Chamisso, 1813.
1
D
ieses Kapitel beschäftigt sich mit dem wichtigen Symmetrietyp der Perm-
Perm-Symmetrie. Es geht dabei um das folgende
3.1 Problem (Perm-Perm-Symmetrie) Gegeben sei die Matrix M 2 K
nm
. Be-
stimme die Gruppe
PermPerm(M) = Sym
S
n
S
n
(M) = f(L;R) 2 S
n
 S
m
j L M =M Rg:
Mit anderen Worten: Es sollen alle Vertauschungen L der Zeilen gefunden wer-
den, die sich durch eine Vertauschung R der Spalten rückgängig machen lassen.
Eine Bemerkung zur Grundmenge K. Da nur Permutationen der Matrixeinträge
betrachtet werden, ist die algebraische und topologische Struktur von K irrele-
vant. Die einzige benötigte Operation auf K ist der Vergleich (x = y). Der
Vergleich sei daher entscheidbar.
Das Problem 3.1 ist in der Literatur bekannt. Es ist verwandt mit Problem 2.9
aus Kapitel 2. In dem Artikel [55] gibt J. Leon (1991) in Abschnitt 9.(g) eine
Lösung von Problem 3.1 an. Das dort vorgeschlagene Verfahren ist eine speziel-
le Anwendung der von Leon entwickelten partitionsbasierten Backtracksuche in
Permutationsgruppen.
Ebenfalls von J. Leon existiert eine hoch eziente Implementierung dieses
Verfahrens in der Programmiersprache C. Auÿerdem existiert vom Autor und
M. Püschel eine Implementierung in der Programmiersprache GAP. Letzteres
Programm ist wesentlich langsamer, jedoch zuverlässiger und benötigt keine ex-
terne GAP/C-Schnittstelle. Es ist als experimentelles Programm angelegt, um
1
aus A. Thalmayr, Das Wasserzeichen der Poesie, [87], LII. Permutation
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verschiedene Lösungsmethoden zu untersuchen. Vom Standpunkt des Praktikers
aus gesehen ist das Problem mit dem Programm von J. Leon gelöst. Dieses
Programm ist mühelos in der Lage, die Perm-Perm-Symmetrie von (100 100)-
Matrizen zu berechnen. Obwohl das Problem Perm-Perm-Symmetrie in der
Praxis also gut lösbar ist, hat das Problem eine hohe Komplexität:
3.2 Satz Das Problem Perm-Perm-Symmetrie ist nicht einfacher als das Problem
Graph-Isomorphismus.
Beweis Für die Denition von Graph-Isomorphismus und den Begri der
Inzidenzmatrix I(G) eines Graphen G sei auf das vorige Kapitel verwiesen (Sei-
te 31). Gegeben seien zwei Graphen G
1
= (V
1
; E
1
) und G
2
= (V
2
; E
2
). Dann
betrachte man die Matrix
M =
"
I(G
1
) 0
0 I(G
2
)
#
und bestimme PermPerm(M). Zwischen G
1
und G
2
gibt es genau dann einen
Graph-Isomorphismus, wenn PermPerm(M) ein Element enthält, das I(G
1
) und
I(G
2
) vertauscht. (Genauer gesagt, die zugehörigen Indexmengen als Mengen auf
einander abbildet.) Dies kann in polynomialer Zeit in der Gröÿe von M getestet
werden. Ein polynomialer Algorithmus für Perm-Perm-Symmetrie impliziert
also einen polynomialen Algorithmus für Graph-Isomorphismus.
3.1 Skizzen der Lösungsmethoden
In diesem Abschnitt werden die bekannten Lösungsmethoden für Problem 3.1
kurz erklärt, wobei keine Vollständigkeit angestrebt wird.
Umbenennen der Einträge Da die Elemente von PermPerm(M) nur durch
Vertauschen der Einträge auf M operieren, kommt es auf die Identität der Ein-
träge von M nicht an. Deshalb werden in einem ersten Schritt alle auftretenden
Werte fM
ij
ji; jg ersetzt durch Zahlen f1::sg. Daraus ergibt sich, daÿ die Gröÿe
der Eingabe für Problem 3.1 genau nm log
2
(s) bit beträgt. (Bei der Perm-Block-
Symmetrie ist die Eingabe a priori unbeschränkt.)
Gleiche Zeilen und Spalten Gleiche Zeilen von M können unabhängig von
den Spaltenpermutationen beliebig miteinander vertauscht werden. Analoges gilt
für gleiche Spalten. Nach Satz 1.4 auf Seite 9 bilden diese Operationen Normal-
teiler der Symmetriegruppe, die ein subdirektes Produkt mit vereinigter Faktor-
gruppe ist. Die Gruppe PermPerm(M) kann daher zusammengesetzt werden aus
den Vertauschungen gleicher Zeilen, den Vertauschungen gleicher Spalten und
den echt simultanen Vertauschungen. Konkret geschieht dies so: Zuerst wird die
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Indexmenge der Zeilen von M bezüglich Gleichheit der Zeilen partitioniert. Die
Young-Gruppe der Partition enthält alle Vertauschungen gleicher Zeilen. (Der
Begri der Young-Gruppe wird in Anhang A auf Seite 116 deniert.) Danach
wird eine Menge von Repräsentanten der Zeilenblöcke ausgewählt, und die Ma-
trix wird verkleinert. Analoges geschieht mit den Spalten. Die Young-Gruppen
der Partitionen für Zeilen und Spalten bilden die Normalteiler des subdirekten
Produkts. Im zweiten Schritt wird die Perm-Perm-Symmetrie der verkleinerten
Matrix bestimmt. Ein Beispiel möge die Konstruktion verdeutlichen.
3.3 Beispiel (nach Beispiel 1.5) Die folgende Matrix M wird durch Zusammen-
fassen gleicher Zeilen und Spalten verkleinert.
M =
2
6
6
6
4
1 0 0 1
1 1 0 1
1 0 0 1
1 0 1 1
3
7
7
7
5
:
Die Partition der Zeilen ist ff1; 3g; f2g; f4gg, die der Spalten ff1; 4g; f2g; f3gg.
Die zugehörigen Young-Gruppen sind h(1 3)i und h(1 4)i. Durch Wahl von Re-
präsentanten f1; 2; 4g und f1; 2; 3g gelangt man zur Matrix
M
(1)
=
2
6
4
1 0 0
1 1 0
1 0 1
3
7
5
:
Oensichtlich ist PermPerm(M
(1)
) = h((2 3); (2 3))i. Durch Rückumbenennung
der Punkte und Hinzufügen der Young-Gruppen ergibt sich die Symmetriegruppe
wie sie in Beispiel 1.5 angegeben wurde.
Verwendung von Zeilen- und Spaltenbilanzen Ein Element (L;R) 2
PermPerm(M) genügt der Gleichung LMR
 1
= M , wobei L die Zeilen von M
permutiert und R
 1
die Spalten. Wird nun Zeile i durch L auf Zeile j abgebildet,
so ist dies nur möglich, wenn in den Zeilen i und j die gleichen Werte jeweils gleich
oft vorkommen. Die selbe Einschränkung gilt analog für die Operation von R
 1
auf den Spalten. Diese Beobachtung führt auf die wichtigste Problemreduktion
der Perm-Perm-Symmetrie:
Zwei Vektoren x und y sollen bilanzgleich heiÿen, wenn sie die gleichen Werte
gleich oft enthalten (das heiÿt sort(x) = sort(y)). Die Bilanz ist die Mehrfachmen-
ge der Komponenten. Sie ist die allgemeinste Invariante eines Vektors bezüglich
beliebiger Vertauschung der Komponenten. Formal kann dies ausgedrückt wer-
den durch eine universelle Abbildungseigenschaft: Jede Invariante eines Vektors
bezüglich Vertauschung der Komponenten ist lediglich eine Funktion der Mehr-
fachmenge aus den Komponenten.
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Die Menge der Zeilen von M wird bezüglich Bilanzgleichheit partitioniert.
Die in den Blöcken auftretenden Werte von M dürfen ohne Rücksicht auf andere
Blöcke umbenannt werden. Dann wird die Menge der Spalten bezüglich Bilanz-
gleichheit partitioniert, und die Blöcke werden ebenfalls disjunkt umbenannt.
Durch diese Umbenennung der Spalten können die Zeilenbilanzen wieder verän-
dert werden. Daher wird wieder die Menge der Zeilen bezüglich Bilanzgleichheit
partitioniert, und so weiter. Der Prozeÿ stagniert nach höchstens 1 + min(n;m)
Iterationen, denn in jedem Schritt wird ein Zeilen- oder Spaltenblock aufgespal-
ten. Am Ende ist M eine Matrix von bilanzhomogenen Matrizen, die paarweise
disjunkte Wertemengen besitzen. Ein Beispiel möge die Methode veranschauli-
chen.
3.4 Beispiel Die Matrix M wird fortlaufend mit Hilfe der Zeilen- und Spaltenbilan-
zen partitioniert, und die Werte werden disjunkt umbenannt. Da eine Sym-
metrie nur Zeilen und Spalten mit gleicher Bilanz aufeinander abbildet, gilt
PermPerm(M
(k+1)
) = PermPerm(M
(k)
).
M =
2
6
6
4
2 1 1 2
1 1 2 2
1 2 2 1
2 2 1 2
3
7
7
5
,! ff1; 2; 3g; f4gg ff1; 2; 3g; f4gg
,!M
(1)
=
2
6
6
4
2 1 1 4
1 1 2 4
1 2 2 3
6 6 5 7
3
7
7
5
,! ff1; 2g; f3g; f4gg ff1; 2g; f3g; f4gg
,!M
(2)
=
2
6
6
4
2 1 3 5
1 1 4 5
6 7 8 9
10 10 11 12
3
7
7
5
,! ff1g; f2g; f3g; f4gg
2
,!M
(3)
=
2
6
6
4
1 2 3 4
5 6 7 8
9 10 11 12
13 14 15 16
3
7
7
5
:
Da M
(3)
vollständig zerlegt ist, gilt PermPerm(M) = f(id; id)g.
Die Zerlegung einer Matrix in bilanzhomogene Untermatrizen ist das diskrete
Analogon zum Konzept der taktischen Zerlegung (engl. tactical decomposition)
in der Design-Theorie. Dabei wird eine reell-wertige Matrix in Untermatrizen
mit konstanten Zeilen- und Spaltensummen zerlegt (Beth, Jungnickel und Lenz
(1985), [13], Kap. III, 4, Def. 4.13).
Backtracksuche Die bisher besprochenen Methoden verkleinern das Problem
substantiell, lösen es aber im allgemeinen nicht. Dies kann mit einem Backtrack-
Suchverfahren bewältigt werden. Die Backtracksuche ist ein Standardverfahren
3.2. WO DIE PERM-PERM-SYMMETRIE AUFTRITT 39
für Permutationsgruppen, sie ist in dem Buch von Butler, [16], ausführlich be-
schrieben. Eine wesentliche Verfeinerung ist von Leon (1991), [55], vorgeschlagen
worden und verwendet einen Turm von Partitionen. Das Verfahren sucht zu-
nächst nur Vertauschungen groÿer Blöcke. Danach werden die Blöcke zerkleinert
und es werden die Vertauschungen der kleineren Blöcke durchsucht usw. Durch
die Verwendung geeigneter Partitionen wird der Suchbaum oft sehr stark verklei-
nert. Diese Methode liegt Leons Programm zur Bestimmung von PermPerm(M)
zugrunde. Die Idee der Backtrack-Suche ist wie folgt:
Angenommen (L;R) 2 PermPerm(M). Dann bildet L die erste Zeile auf
Zeile 1
L
ab. Folglich permutiert R
 1
die Zeile M
1;
so, daÿ sie die Zeile M
1
L
;
ergibt. Für jedes 1
L
2 f1::ng wird das Suchproblem also reduziert auf eine
Untergruppe. Durch Rekursion ergibt sich ein Suchbaum von Möglichkeiten. Die
Kunst besteht wie immer darin, Suchäste möglichst früh abzuschneiden. Bei der
hier betrachteten Anwendung ist dies in der Tat sehr ezient möglich.
3.5 Beispiel (Automorphismen der Fano-Ebene) Es sei M 2 f,1; 1g
88
die
Walsh-Hadamard-Transformation auf acht Punkten. Die untere-rechte (7  7)-
Matrix von M ist die Inzidenzmatrix der Fano-Ebene. Dann ist PermPerm(M)

=
PSL
3
(F
2
). Die folgende Abbildung zeigt die Matrix M (+ = 1, , = ,1) und
zwei Erzeuger der Gruppe PermPerm(M).
+ + + +
++ + +
+ + + +
++ + +
+ + + +
++ + +
+ + + +
++ + + + + + +
- - -
- - - -
- -
- - -
- - - -
- - - -
-
-- - -
--
-
((56)(78), (26)(48))
((273)(485), (257)(376))
Auÿer der ersten Zeile und der ersten Spalte ist die Matrix bilanzhomogen und
damit nur mit Backtracksuche zu lösen.
3.2 Wo die Perm-Perm-Symmetrie auftritt
In diesem Abschnitt sind einige Gebiete aufgeführt, in denen die Perm-Perm-
Symmetrie eine wesentliche Rolle spielt. Die Querverbindungen sollen hier jedoch
nicht tiefer verfolgt werden.
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Autormorphismen von Designs Das Beispiel 3.5 behandelt (im wesentli-
chen) die Inzidenzmatrix der projektiven Ebene über F
2
(die Fano-Ebene"´).
Dies ist ein spezieller Fall einer Inzidenzstruktur (V;B; I) mit der Punktmen-
ge V , einer dazu disjunkten Menge von Blöcken B und einer Inzidenzrelation
I  V  B. Im Beispiel 3.5 sind die Punkte die eindimensionalen Unterräume
von F
3
2
, die Blöcke sind die zweidimensionalen Unterräume und die Inzidenzrela-
tion ist f(v; b) j v\b 6= 0g (nach Beth, Jungnickel und Lenz (1985) [13], Ch. I, 2,
Prop. 2.3). Die Perm-Perm-Symmetrie einer Inzidenzmatrix ist genau die Auto-
morphismengruppe der zugehörigen Inzidenzstruktur. Ein wichtiger Spezialfall
sind Graphen und deren Automorphismen.
Automorphismen von Charaktertafeln Sei G eine endliche Gruppe mit
Konjugationsklassen g
G
1
; : : : ; g
G
h
und irreduziblen Charakteren 
1
; : : : ; 
h
über
dem Grundkörper C . Die Charaktertafel von G ist dann die (h  h)-Matrix
M = [
i
(g
j
)ji; j]. Nach einem Lemma von Brauer operiert die Automorphismen-
gruppe von G auf der Charaktertafel durch Permutation (Huppert, [43], Bd. I,
Kap. V, 13, Satz 13.5), wobei die inneren Autormorphismen trivial operieren.
Umgekehrt permutiert eine Symmetrieoperation (L;R) 2 PermPerm(M) die Cha-
raktere mit L und die Konjugationsklassen mit R
 1
, so daÿ sich wieder M ergibt.
Es liegt nahe zu fragen, wie sich die Perm-Perm-Symmetrie der Charaktertafel
zur Automorphismengruppe von G verhält. Einige Antworten sind bekannt:
Es gibt Charaktertafeln mit Permutationen, die durch keine Automorphismen
der Gruppe erzeugt sind. Beispiel: M
11
besitzt keine äuÿeren Automorphismen,
aber ((
3

4
); (8A 8B)) ist eine Symmetrie der Charaktertafel. (Die Bezeichnun-
gen beziehen sich auf den ATLAS, [21], Seite 18.)
Nach einem Ergebnis von Burnside (1913), [15], gibt es Gruppen mit Au-
tomorphismen, die keine inneren sind, aber trotzdem alle Konjugationsklas-
sen stabilisieren
2
Daher enthält die Perm-Perm-Symmetrie der Charaktertafel
nicht notwendigerweise die gesamte äuÿere Automorphismengruppe, sondern
nur einen Normalteiler davon. Ein Beispiel für diese Situation ist die Gruppe
SolvableGroup(32, 44) aus dem GAP-Katalog der Gruppen bis zur Ordnung
100 (die Notation von Erzeugendensystemen ist in Anhang A auf Seite 114 er-
läutert):
G = Z
2
n (Z
2
 D
8
) = ha; b; t; s j b
a
= bs
2
; t
a
= ts
 1
; s
a
= s
 1
i:
Diese Gruppe besitzt einen äuÿeren Automorphismus , der alle Konjugations-
klassen stabilisiert; er ist deniert durch [a; b; t; s]

= [a; bs
2
; t; s].
Gruppenzirkulanten Sei G = fg
1
; : : : ; g
n
g eine reguläre Permutationsgruppe
auf f1::ng. Die Permutationen werden mit ihren Permutationsmatrizen identi-
ziert. (Die Konvention der verwendeten Darstellung ist in Anhang A erklärt.)
2
Diesen Hinweis verdanke ich Joachim Neubüser.
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Dann nennen wir eine Matrix
circ
G
(a
1
; : : : ; a
n
) =
n
X
i=1
a
i
 g
i
; mit a
i
2 C für alle i 2 f1::ng,
eine G-Zirkulante. Die Matrix M aus Beispiel 1.8 auf Seite 14 ist eine D
6
-
Zirkulante. Da G regulär ist, überdecken die Permutationsmatrizen aus G dis-
junkt alle (n n)-Komponenten mit Eins-Einträgen. Auÿerdem ist die Multipli-
kation von G-Zirkulanten die Faltung über der Gruppe G, also die Multiplikation
in der Gruppenalgebra C [G]. Sind die Koezienten a
i
paarweise verschieden, so
ist die Perm-Perm-Symmetrie von circ
G
(a
i
ji) konjugiert zu G. Sind die Koef-
zienten nicht paarweise verschieden, so enthält die Perm-Perm-Symmetrie die
Gruppe G. Daher kann durch Bestimmung der Perm-Perm-Symmetrie die Grup-
pe rekonstruiert werden, von der die Matrix eine Zirkulante ist. Diese Struktur
kann für verschiedene Anwendungen nutzbringend verwendet werden, wie in dem
Buch von Clausen und Baum, [19], Kapitel 10, näher ausgeführt wird.
3.3 Zusammenfassung
In diesem Kapitel wurde das Problem der Perm-Perm-Symmetrie einer Matrix
betrachtet (Problem 3.1). Die Komplexität des Problems ist nicht geringer als
Graph-Isomorphismus (Satz 3.2). In der Praxis ist das jedoch kein Hindernis,
da starke Problemreduktionen und leistungsfähige Suchverfahren bekannt sind
(Abschnitt 3.1). Schlieÿlich wurden einige Anwendungsgebiete angegeben, in
denen die Perm-Perm-Symmetrie auftritt (Abschnitt 3.2).
Die Methoden wurden vom Autor zusammen mit Markus Püschel in der Pro-
grammierspracheGAP implementiert. Das Programm umfaÿt etwa 1.3 kloc. Für
gröÿere Matrizen steht eine hoch optimierte Implementierung von J. Leon (1991)
in der Programmiersprache C zu Verfügung.
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4Perm-Mat-Symmetrie
M
it Blick auf die Anwendung bei der Perm-Irred-Symmetrie wird in diesem
Kapitel der Perm-Mat-Symmetrietyp deniert und betrachtet. Die Bezeich-
nung Perm-Mat soll dabei andeuten, daÿ links Permutationen stehen und rechts
beliebige invertierbare Matrizen. Als Spezialisierung der Denition 1.1 geht es in
diesem Kapitel um die folgende Form von Symmetrie:
4.1 Denition Die Perm-Mat-Symmetrie von M 2 K
nm
ist gegeben durch
PermMat(M) =
n
(L;R) 2 S
n
 GL
m
(K)


 L M = M R
o
:
Betrachtet werden also alle Permutationen L der Zeilen vonM , so daÿ die Spalten
durch lineare invertierbare Operationen R wieder auf die Gestalt von M gebracht
werden können.
In dieser Allgemeinheit ist PermMat(M) schwer im Rechner darzustellen. Das
Problem ist, daÿ die Menge GL
m
(K) sehr unhandlich werden kann. Falls M
invertierbar ist, ist zudem jede Permutation L in der Symmetriegruppe, denn
L M = M  (M
 1
LM). Um das Problem algorithmisch zugänglich zu machen,
muÿ also die Menge der betrachteten Matrizen M eingeschränkt werden.
Dazu seien 
L
und 
R
die Projektionen (L;R) 7! L und (L;R) 7! R. Nach
Satz 1.4 (auf Seite 9) ist PermMat(M) ein subdirektes Produkt mit vereinigter
Faktorgruppe. Der rechte Normalteiler des subdirekten Produkts ist
ker
L
= f(id; R) jM = MRg:
Wird dieser Normalteiler trivial, dann entartet das subdirekte Produkt. In der
entarteten Situation ist 
L
ein Isomorphismus, denn sein Kern verschwindet.
Das heiÿt, die Paare (L;R) in der Symmetriegruppe werden eindeutig bestimmt
durch die Permutation L, das heiÿt die (m  m)-Matrix R kann aus L und M
berechnet werden. Es bleibt zu erwähnen, daÿ der Normalteiler ker 
L
genau
dann verschwindet, wennM den Rangm hat. Damit lautet das in diesem Kapitel
zu lösende algorithmische Problem:
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4.2 Problem (Perm-Mat-Symmetrie) Gegeben eine Matrix M 2 K
nm
vom
Rang m  n. Bestimme die Permutationsgruppe 
L
(PermMat(M)) sowie den
Homomorphismus L 7! R mit LM = MR.
4.3 Beispiel Sei M = [1;,1; 1;,1]
T
2 Q
41
. Dann ist

L
(PermMat(M)) = h(1; 3); (2; 4); (1; 2)(3; 4)i:
Der zugehörige Homomorphismus L 7! R ist deniert durch
(1; 3) 7! 1; (2; 4) 7! 1 und (1; 2)(3; 4) 7! ,1:
4.1 Permutationen gleicher Zeilen
Das Problem Perm-Mat-Symmetrie wird in zwei Schritten gelöst. Als erstes
wird

L
(ker 
R
) = fL j LM =Mg
bestimmt. Als Kern eines Homomorphismus ist dies ein Normalteiler von

L
(PermMat(M)). Als zweites wird die Faktorgruppe bezüglich des Normal-
teilers bestimmt. Doch zunächst zum ersten Problem. Die Menge 
L
(ker
R
)
enthält oensichtlich genau die Permutationen, die gleiche Zeilen von M mitein-
ander vertauschen. Dies ist die Young-Gruppe der Partition f1::ng=  mit der
Äquivalenzrelation
i
1
 i
2
,M
i
1
;
= M
i
2
;
für i
1
; i
2
2 f1::ng.
(Die Young-Gruppe wird in Anhang A auf Seite 116 erklärt.)
4.4 Algorithmus (Gleiche Zeilen) Gegeben M 2 K
nm
mit m  n. Der Al-
gorithmus konstruiert 
L
(ker 
R
) für PermMat(M): Konstruiere die Partition
p = f1::ng= , mit der wie oben denierten Äquivalenzrelation . Dann kon-
struiere die Young-Gruppe S(p).
4.2 Suche nach der Faktorgruppe
Nun zum zweiten Teilproblem bei der Berechnung von PermMat(M). Die Zeilen
von M sind in den einzelnen Blöcken b
1
; : : : ; b
r
der Partition p identisch. Man
wähle nun eine Menge von Punkten P = fp
1
; : : : ; p
r
g mit p
i
2 b
i
und bilde
die (r  m)-Untermatrix M
P;
aus den zugehörigen Zeilen von M . Für M
P;
ist nach Konstruktion auch ker 
L
ist trivial; das heiÿt, sowohl 
L
als auch 
R
sind Isomorphismen. Durch die Verkleinerung der Matrix M auf M
P;
kann also
geschickt zur gewünschten Faktorgruppe von PermMat(M) übergegangen werden.
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Der Algorithmus zur Bestimmung der Faktorgruppe basiert auf der folgen-
den Beobachtung: Die Permutation L ist eindeutig bestimmt durch ihr Bild auf
einer Basis der Länge m und jede linear unabhängige Menge von Zeilen aus
M bildet eine solche. Da der Rang von M gleich m ist gibt es ein m-Tupel
I = [i
1
; : : : ; i
m
] von ganzen Zahlen so daÿ die (mm)-Matrix M
I;
invertierbar
ist. Mit I
L
= [i
L
1
; : : : ; i
L
m
] sei das Bildtupel von I unter der Permutation L be-
zeichnet. Der folgende Algorithmus rekonstruiert die Permutation L eindeutig
aus ihrem Basisbild I
L
.
4.5 Algorithmus (Perm aus Basisbild) Gegeben ist eine Matrix M 2 K
nm
,
m  n, vom Rang m. Die Matrix enthalte keine gleichen Zeilen. Weiterhin
ist ein m-Tupel I gegeben, so daÿ M
I;
invertierbar ist. Der Algorithmus be-
stimmt zu jedem m-Tupel J die Permutation L 2 S
n
mit I
L
= J , oder zeigt, daÿ
es eine solche nicht gibt. Berechne dazu
~
M = M M
 1
I;
M
J;
und suche eine Permutation L, die die Zeilen vonM auf die Zeilen von
~
M abbildet,
also LM =
~
M . Solch ein L existiert genau dann, wenn die Mehrfachmenge der
Zeilen von
~
M gleich der von M ist.
Beweis Seien M und I wie in Algorithmus 4.5. Betrachte L 2 S
n
und R 2
GL
m
(K) mit LM = MR. Dann folgt für die Untermatrizen
(LM)
I;
=M
I
L
;
= M
I;
R = (MR)
I;
) R =M
 1
I;
M
I
L
;
:
Die Matrix R wird also durch J = I
L
eindeutig bestimmt, denn I ist fest. Um-
gekehrt bestimmt jedes m-Tupel J eine Matrix R = M
 1
I;
M
J;
. Die zugehörige
Permutation L, falls es eine solche gibt, erfüllt die Gleichung
L M = M M
 1
I;
M
J;
:
Da M nach Voraussetzung keine gleichen Zeilen enthält, ist L durch diese Glei-
chung eindeutig bestimmt, falls es existiert.
In einer tatsächlichen Implementierung von Algorithmus 4.5 kann die Matrix
M M
 1
I;
vorberechnet werden, denn sie hängt nicht von der eigentlichen Eingabe
J ab. Auÿerdem sollte der Test, ob es ein L mit LM =
~
M gibt, inkrementell
erfolgen: Die Komponenten
~
M
i;j
werden eine nach der anderen ausgerechnet, und
es wird sofort getestet, ob sie überhaupt in der Menge fM
i;j
j i; jg liegen. Ist
eine Zeile
~
M
i;
komplett, so wird getestet, ob sie in der Menge fM
i;
j ig liegt.
Dieses Vorgehen bewirkt einen schnellen Abbruch, falls kein L existiert. Nun zur
kombinatorischen Suche.
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4.6 Algorithmus (Suche) Gegeben M 2 K
nm
vom Rang m  n ohne gleiche
Zeilen. Der Algorithmus ndet die Permutationsgruppe

L
(PermMat(M)) = fL j 9R 2 GL
m
(K) : LM = MRg
sowie den Isomorphismus L 7! R mit LM = MR. Der Algorithmus pegt
eine Gruppe G, die mit jeder gefundenen Permutation L vergröÿert wird und
schlieÿlich die gesamte Gruppe 
L
(PermMat(M)) enthält. Es werden nur solche
Basisbilder J weiter betrachtet, die nicht schon mit der bekannten Gruppe G aus
I erreichbar sind. Der Algorithmus:
Wähle I wie in Algorithmus 4.5;
G := fidg;
for J 2 f1::ng
m
ohne Wiederholungen do
if J 62 Orbit von I unter G then
L := h Algorithmus 4.5 auf M , I, J i;
if L existiert then
G := hG [ fLgi
fi
fi
od.
Am Ende ist G = 
L
(PermMat(M)) mit Isomorphismus L 7!M
 1
I;
M
I
L
;
. (Imple-
mentierungshinweis: Der Orbit-Test kann mit der Aufzählung der J verschränkt
werden. Dies entfernt ganze Teilbäume bei der Aufzählung.)
4.7 Algorithmus (Perm-Mat-Symmetrie) Gegeben eine MatrixM 2 K
nm
vom
Rangm  n. Der Algorithmus bestimmt 
L
(PermMat(M)) sowie den Homomor-
phismus L 7! R und löst damit Problem 4.2:
1. Reduziere das Problem 4.2 mit Hilfe von Algorithmus 4.4 auf den Fall, daÿ
M keine gleichen Zeilen mehr enthält. Dabei entsteht eine Young-Gruppe
S(p) sowie eine Liste P  f1::ng, so daÿ M
P;
keine gleichen Zeilen enthält.
2. Bestimme mit Algorithmus 4.6 die Gruppe 
L
(PermMat(M
P;
)) sowie den
Isomorphismus ' = L 7! R dieser Gruppe in die GL
m
(K).
3. Vereinige die beiden Teile. Die gesuchte Gruppe besteht aus dem Nor-
malteiler S(p) und der zugehörigen Faktorgruppe 
L
(PermMat(M
P;
)), mit
geeignet umbenannten Punkten. Der gesuchte Homomorphismus entsteht
aus ' durch triviale Fortsetzung auf der Young-Gruppe und geeignete Um-
benennung der Punkte.
Der Aufwand von Algorithmus 4.7 ist im schlechtesten Fall sehr hoch; es müssen
dann in Algorithmus 4.6 alle

n
m

m! vielen J durchlaufen werden. Der im Mittel
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zu erwartende Aufwand ist viel geringer, da die Eigenschaft der Permutation
L ein passendes R zu besitzen sehr restriktiv ist. Leider ist der zu erwartende
Aufwand nur schwer formal abzuschätzen, da er stark von der Lösung abhängt
und viele Ausgaben in Frage kommen. Immerhin gilt
4.8 Satz Für festes m benötigt Algorithmus 4.7 nicht mehr als O(n
m+1
) Operationen
im Grundkörper.
Beweis Es werden

n
m

m! viele mögliche Basisbilder J betrachtet. Für jedes J
wird Algorithmus 4.5 ausgeführt. Das erfordert im wesentlichen eine Matrixmul-
tiplikation einer (nm)-Matrix mit einer (mm)-Matrix, also O(m
2
n). Da

n
m

ein Polynom m-ten Grades in n ist, ergibt sich der behauptete Aufwand.
4.3 Zusammenfassung
In diesem Kapitel wurde der Symmetrietyp der Perm-Mat-Symmetrie untersucht
(Denition 4.1). Um diesen Symmetrietyp algorithmisch zugänglich zu machen,
wird eine milde Einschränkung betrachtet. Diese besteht in der Forderung nach
maximalem Spaltenrang (Problem 4.2).
Es wurde ein Algorithmus zur Bestimmung der Perm-Mat-Symmetrie in zwei
Schritten angegeben (Algorithmus 4.7): Zuerst werden die Permutationen glei-
cher Zeilen bestimmt (Algorithmus 4.4). Dann wird die verbliebene Faktorgruppe
mit einer kombinatorischen Suche bestimmt (Algorithmus 4.6). Die kombinato-
rische Suche basiert auf der Beobachtung, daÿ die Permutation bereits durch ihr
Bild auf einer kurzen Basis eindeutig bestimmt ist (Algorithmus 4.5).
Der Aufwand zur Bestimmung von PermMat(M) für eine Matrix M 2 K
nm
vom Rang m  n ist im schlechtesten Fall exponentiell. Der zu erwartende
Aufwand ist viel geringer als der Aufwand im schlechtesten Fall; er läÿt sich aber
nur schwer abschätzen. Alle vorgeschlagenen Algorithmen wurden vom Autor in
der Programmiersprache GAP implementiert. Das Programm hat einen Umfang
von etwa 1.0 kloc.
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5Perm-Irred-Symmetrie
Door meten tot weten
(dt. Durch Messen zum Wissen)
Heike Kamerlingh-Onnes, 18531926.
D
ieses Kapitel behandelt den Perm-Irred-Symmetrietyp. Sei dazu M eine
gegebene invertierbare Matrix und G eine Gruppe von Permutationsmatrizen
L. Es werden alle Produkte der FormM
 1
LM betrachtet. Einige dieser Produkte
zerfallen in Blöcke, schematisch M
 1
LM = . Es wird nun versucht, die
Gruppe G so zu wählen, daÿ M alle L 2 G simultan in möglichst kleine Blöcke
zerlegt  im Extremfall sind alle Produkte M
 1
LM Diagonalmatrizen. Die
Perm-Block-Symmetrie von M erfaÿt systematisch alle solchen Zerlegungen. Die
Perm-Irred-Symmetrie isoliert jene Gruppen, welche durch keine andere Matrix
weiter zerlegt werden können. Diese informelle Erklärung wird später formalisiert
werden, nachdem die benötigten quantitativen Begrie deniert wurden.
5.1 Beispiel (Translationsinvarianz der DFT) Sei M = DFT
n
die diskrete
Fourier-Transformation, wie in Abschnitt 7.1 deniert. Bekanntlich bewirkt bei
der DFT eine zyklische Verschiebung des Eingangsignals eine Phasenverschiebung
des Ausgangssignals. Formal kann dies geschrieben werden als L M = M R mit
L = (1 : : : n) und
R = diag(1; !; !
2
; : : : ; !
n 1
);
wobei ! die zur Denition von M verwendete primitive n-te Einheitswurzel ist.
(Zur Notation von Permutation[smatriz]en konsultiere man Anhang A.) In der
Sprechweise der Perm-Irred-Symmetrie bedeutet diese Eigenschaft: Die Permu-
tationsgruppe G = hLi

=
Z
n
ist eine Perm-Irred-Symmetrie der Matrix M mit
Blöcken der Gröÿe eins.
Die Perm-Irred-Symmetrie entspricht dem Symmetrie Typ I aus der Disser-
tation [64] von T. Minkwitz (1993). In seiner Arbeit zeigt Minkwitz unter an-
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derem, wie zu einer linearen Abbildung mit Perm-Irred-Symmetrie ein schneller
Algorithmus konstruiert werden kann. Zudem hat Minkwitz die Algorithmenkon-
struktion für eine Perm-Perm-Symmetrie auf den Perm-Irred-Fall zurückgeführt.
Dem Perm-Irred-Fall kommt daher eine zentrale Rolle für die symmetriebasierte
Algorithmensynthese zu.
Der Rest dieses Kapitels ist wie folgt aufgebaut: In Abschnitt 5.1 wird der re-
levante Begri von Blockstruktur deniert, und es werden dessen fundamentalen
Eigenschaften formuliert und bewiesen. In Abschnitt 5.2 wird untersucht, welche
Blockstrukturen eine feste Matrix erzeugen kann. Danach folgt in Abschnitt 5.3
die Denition der Perm-Block-Symmetrie und der Perm-Irred-Symmetrie. Ab-
schnitt 5.4 behandelt die algorithmische Seite der Perm-Block-Symmetrie und
stellt zwei alternative Ansätze zu deren Bestimmung vor. Die Zusammenfassung
in Abschnitt 5.5 beendet das Kapitel.
5.1 Konjugierte Blockdiagonalstruktur
Zentral für die Perm-Irred-Symmetrie ist der Begri der Blockstruktur. Der in
diesem Kapitel wesentliche Begri von Blockstruktur zeichnet sich dadurch aus,
daÿ er verträglich ist mit der Matrixmultiplikation. Das heiÿt, bei der Multipli-
kation von Matrizen mit kompatibler Blockstruktur entsteht wieder eine Matrix
mit dieser Blockstruktur (oder einer feineren).
Eine quadratische Matrix A 2 K
nn
heiÿe blockdiagonal, wenn sie von der
Form A
(1)
     A
(r)
mit quadratischen Teilmatrizen A
(k)
und r  1 ist. Die
Matrix A heiÿe konjugiert blockdiagonal , wenn es eine Permutation S 2 S
n
gibt,
so daÿ S
 1
AS blockdiagonal ist. Mit dem Begri der konjugierten Blockdiagona-
lität wird die Theorie der Perm-Irred-Symmetrie unabhängig von einer Umbenen-
nung der Punkte f1::ng in der S
n
. Die folgende Denition führt ein quantitatives
Maÿ für konjugierte Blockdiagonalität ein.
5.2 Denition Die konjugierte Blockdiagonalstruktur der Matrix A 2 K
nn
ist
die Partition
kbs(A) = f1::ng= 

;
wobei 

der reexiv-symmetrisch-transitive Abschluÿ der Relation  ist. Die
Relation  ist deniert durch i  j , A
ij
6= 0.
Zur Erinnerung sei an dieser Stelle erwähnt, daÿ die Menge Part(f1::ng) aller Par-
titionen der Menge f1::ng einen endlichen Verband bildet, vergleiche Anhang A.
Zum Vergleich von kbs, cbs (aus Kapitel 6) und bs (aus Kapitel 2) sei auf Seite 19
der Einleitung verwiesen.
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5.3 Beispiel Eine Matrix A mit kbs(A) v ff1; 3g; f2; 5g; f4gg hat die folgende Ge-
stalt ( bezeichnet 0,  verdeckt einen beliebigen Eintrag):
A =
2
6
6
6
6
6
6
4
    
    
    
    
    
3
7
7
7
7
7
7
5
:
Für Permutationsmatrizen A sind die Blöcke in kbs(A) genau die Zyklen der zu
A gehörenden Permutation.
Das nächste Lemma zeigt, daÿ die kbs wirklich den informellen Begri der kon-
jugierten Blockdiagonalität miÿt. Dazu wird untersucht, wie sich die kbs unter
direkter Summe und Konjugation mit einer Permutationsmatrix transformiert.
5.4 Lemma Für alle A 2 K
nn
, B 2 K
mm
und S 2 S
n
gilt
1. kbs(A B) = kbs(A) [ ffn+ i j i 2 bg j b 2 kbs(B)g:
2. kbs(S
 1
AS) = ffi
S
j i 2 bg j b 2 kbs(A)g:
Beweis
1. Aus der Lage der Nullen in A  B erkennt man sofort, daÿ kbs(A) v
ff1::mg; fm + 1::m + ngg. Die feinere Struktur auf f1::mg wird durch kbs(A)
bestimmt, die auf fm + 1::m+ ng durch kbs(B).
2. Es ist (S
 1
AS)
ij
= A
i
S
 1
;j
S
 1
. Daher wirkt S in der Denition von kbs
einfach durch Umbenennung der Punkte f1::ng.
Hat eine Matrix eine nicht-triviale konjugierte Blockstruktur, so enthält sie an be-
stimmten Stellen Nulleinträge. Zudem können an manchen Stellen weitere Nullen
auftreten. Die Matrix besitzt also ein bestimmtes Muster aus Null- oder Nicht-
Null-Einträgen, wie es in Beispiel 5.3 gezeigt ist. Die konjugierte Blockstruktur
hat nun die Eigenschaft, dieses Muster bei Matrixmultiplikation im wesentlichen
zu erhalten. Dies ist die Aussage des folgenden wichtigen Lemmas.
5.5 Lemma Es gilt
1. kbs(A
 1
) = kbs(A) für alle A 2 GL
n
(K).
2. kbs(AB) v kbs(A) t kbs(B) für alle A;B 2 K
nn
.
Beweis
1. Es gilt (BC)
 1
= B
 1
C
 1
. Die Blockdiagonalstruktur wird also beim
Invertieren nicht gröber. Da die Inversion involutiv ist, wird die Blockstruktur
dann auch nicht feiner. Aus Lemma 5.4.1 folgt damit die Behauptung für den
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Spezialfall von blockdiagonalen Matrizen. Mit Lemma 5.4.2 folgt der allgemeine
Fall durch Umbenennen der Punkte.
2. Nach einer geeigneten Umbenennung der Punkte können die beiden Matri-
zen A und B als blockdiagonal mit Struktur kbs(A) t kbs(B) aufgefaÿt werden
(obwohl beide feiner zerlegt sind). Als Produkt kompatibler Blockdiagonalmatri-
zen ist AB auch blockdiagonal und seine Struktur ist kompatibel zu kbs(A) und
kbs(B). Daher ist kbs(AB) durch kbsA t kbsB beschränkt.
5.2 Erzeugbare Blockstrukturen
Im letzten Abschnitt wurde die konjugierte Blockstruktur deniert. In diesem
Abschnitt geht es um ihre Rolle bei der Perm-Irred-Symmetrie. Gesucht sind
Mengen von Permutationen L, die durch M simultan und kompatibel in Blöcke
zerlegt werden, also
M
 1
 L M = konjugiert blockdiagonal:
Es liegt daher nahe, die Abbildung L 7! kbs(M
 1
LM) zu studieren. Die folgende
Denition geht noch einen Schritt weiter.
5.6 Denition Sei M 2 GL
n
(K) eine feste Matrix. Die folgende Abbildung ordnet
jeder Untergruppe G  S
n
ihre Blockstruktur unter M zu.
kbs
M
:
8
<
:
Subgrp(S
n
) ! Part(f1::ng)
G 7!
G
L2G
kbs(M
 1
LM):
Umgekehrt ordnet die folgende Abbildung jeder Partition p von f1::ng die gröÿte
Gruppe mit dieser Blockstruktur zu.
G
M
:
(
Part(f1::ng) ! Subgrp(S
n
)
p 7!
n
L 2 S
n


 kbs(M
 1
LM) v p
o
:
Das nächste Lemma zeigt, daÿG
M
(p)wohldeniert ist und wirklich eine Gruppe
ist.
5.7 Lemma G
M
(p) ist eine Gruppe für alle M 2 GL
n
(K) und p 2 Part(f1::ng).
Beweis Die Menge G
M
(p) ist nicht leer, da sie die Identität enthält. Aus
Lemma 5.5.1. folgt die Abgeschlossenheit von G
M
(p) unter Inversion, und
aus Lemma 5.5.2. folgt die Abgeschlossenheit unter Produktbildung (verwende
p; q v r ) (p t q) v r). Mit dem Untergruppenkriterium folgt die Behauptung.
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Mit der Denition 5.6 werden die Abbildungen kbs
M
und G
M
ins Rampenlicht ge-
stellt. Die Abbildungen verbinden die beiden endlichen Verbände (Subgrp(S
n
);)
und (Part(f1::ng);v). Es könnte daher vermutet werden, daÿ die Bildmengen der
Abbildungen isomorphe Unterverbände von Subgrp(S
n
) und Part(f1::ng) sind.
Diese Vermutung hat sich als falsch herausgestellt! Der folgende Satz faÿt zu-
sammen, was gilt, und das Beispiel 5.9 setzt weitergehenden Vermutungen ein
Ende.
5.8 Satz Sei M 2 GL
n
(K). Dann sind kbs
M
und G
M
ordnungserhaltende Abbil-
dungen, die jeweils eine der beiden Verbandsoperationen erhalten und die andere
abschätzen. Formal: Für alle Partitionen p und q von f1::ng und alle Untergrup-
pen G und H von S
n
gilt
G  H ) kbs
M
(G) v kbs
M
(H); p v q ) G
M
(p)  G
M
(q);
kbs
M
(G \H) v kbs
M
(G) u kbs
M
(H); G
M
(p u q) = G
M
(p) \G
M
(q);
kbs
M
(hG [Hi) = kbs
M
(G) t kbs
M
(H); G
M
(p t q)  hG
M
(p) [G
M
(q)i:
Darüber hinaus sind kbs
M
und G
M
in folgendem Sinne zu einander invers: Für
alle Partitionen p und Gruppen G gilt
kbs
M
(G
M
(p)) v p; kbs
M
(G
M
( kbs
M
(G) )) = kbs
M
(G);
G
M
(kbs
M
(G))  G; G
M
(kbs
M
( G
M
(p) )) = G
M
(p):
Beweis Alle genannten Aussagen können direkt nachgerechnet werden. Erfor-
derlich ist lediglich Lemma 5.5 sowie wenige elementare Eigenschaften der Ver-
bandsoperationen.
5.9 Beispiel Sei M = DFT
6
die diskrete (6  6)-Fourier-Transformationsmatrix in
C . Sie ist in Abschnitt 7.1 deniert. Die folgende Tabelle enthält die auftretenden
Blockstrukturen p = kbs(M
 1
LM) für alle L 2 S
6
. Zur Notation von Gruppen
und deren Erzeugendensystemen sei auf Anhang A, Seite 114, verwiesen.
p G
M
(p) jG
M
(p)j Erzeuger von G
M
(p)
(1j2 3 4 5 6) S
6
120 (1 2); (1 2 3 4 5 6)
(1j2 3 5 6j4) S
3
o Z
2
72 (1 2)(3 4)(5 6); (1 3 5)(2 6 4); (4 6)
(1j2 4 6j3 5) Z
2
 S
4
48 (1 4)(2 5)(3 6); (1 3)(4 6); (1 2 4 5)(3 6)
(1j2 5j3 6j4) Z
3
 S
3
36 (1 3 5)(2 4 6); (1 2)(3 4)(5 6); (1 3 5)(2 6 4)
(1j2 4 6j3j5) Z
2
 A
4
24 (1 4)(2 5)(3 6); (1 2 3)(4 5 6); (1 2 6)(3 4 5)
(1j2 6j3 5j4) D
12
12 (1 5)(2 4); (1 2 3 4 5 6)
(1j2j3j4j5j6) Z
6
6 (1 2 3 4 5 6)
Man beachte insbesondere, daÿ die gröbste auftretende Blockstruktur nicht
ff1::6gg ist, sondern ff1g; f2::6gg. Die Tabelle ist durch die Verfeinerungsrelati-
on und die Untergruppenrelation partiell geordnet. Das Hasse-Diagramm dieser
partiellen Ordnung:
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(1j2 3 4 5 6)
(1j2 3 5 6j4) (1j2 4 6j3 5)
(1j2 5j3 6j4) (1j2 6j3 5j4) (1j2 4 6j3j5)
(1j2j3j4j5j6)
Darüber hinaus ist auch die partiell geordnete Menge der Partitionen kein Un-
terverband von Part(f1::6g). Dazu berechne man den Schnitt
(1j2 3 5 6j4) u (1j2 4 6j3j5) = (1j2 6j3j4j5):
Diese Partition ist jedoch nicht realisiert, denn jede Permutation mit dieser
Blockstruktur unter M ist bereits in Z
6
. Daher ist der Schnitt der Partitionen
nur eine obere Schranke für die tatsächliche Verfeinerung (1j2j3j4j5j6).
Die partiell geordnete Menge der Gruppen ist auch kein Unterverband von
Subgrp(S
6
). Dazu betrachte man die Vereingung
h(Z
3
 S
3
) [ D
12
i = S
3
 S
3
:
Diese Gruppe tritt jedoch nicht auf, denn die Permutation (4 6) besitzt ebenfalls
die gleiche Blockstruktur unter M . Daher ist die Vereinigungsgruppe nur eine
untere Schranke der tatsächlichen Vereinigung S
3
o Z
2
.
5.3 Perm-Block-/Perm-Irred-Symmetrie
Mit den Abbildungen kbs
M
und G
M
wird das Potential der Matrix M zum Zer-
legen in Blöcke untersucht. Es liegt daher nahe, die Gesamtheit der möglichen
Zerlegungen auch als Symmetrietyp aufzufassen. Dies geschieht in der folgenden
Denition.
5.10 Denition Die Perm-Block-Symmetrie von M 2 GL
n
(K) ist die Bildmenge
von G
M
, also
PermBlock(M) =
n
G
M
(p)


 p 2 Part(f1::ng)
o
:
Zu jeder Gruppe G 2 PermBlock(M) ist kbs
M
(G) die konjugierte Blockstruktur.
Auÿerdem treten alle mit kbs
M
erreichbaren Blockstrukturen auch als kbs
M
(G)
mit G 2 PermBlock(M) auf. Die Menge PermBlock(M) erfaÿt daher die wesentli-
che Information aus kbs
M
und G
M
. Der folgende Satz faÿt die Verbandsstruktur
der Perm-Block-Symmetrie zusammen.
5.3. PERM-BLOCK-/PERM-IRRED-SYMMETRIE 55
5.11 Satz Sei M 2 GL
n
(K). Dann gilt
1. PermBlock(M) ist bezüglich der Untergruppenrelation  ein Verband.
2. kbs
M
(PermBlock(M)), die Menge der zugehörigen Blockstrukturen, ist be-
züglich der Verfeinerungsrelation v ein zu (PermBlock(M);) isomorpher
Verband. Die Abbildung kbs
M
ist ein Verbandsisomorphismus mit der In-
versen G
M
.
3. (PermBlock(M);) ist im allgemeinen kein Unterverband des Verbands al-
ler Untergruppen der symmetrischen Gruppe S
n
.
Beweis
1./2. Nach Denition ist ein Verband eine partiell geordnete Menge, in der zu
je zwei Elementen eine kleinste obere und eine gröÿte untere Schranke existiert.
Die Mengen
G = PermBlock(M) und P = kbs(PermBlock(M))
sind durch  bzw. v partiell geordnet. Nach Satz 5.8 sind die Einschränkungen
kbs
M
: G ! P und G
M
: P ! G
zueinander inverse, ordnungserhaltende Bijektionen. Oensichtlich ist S
n
2 G
maximal und ff1g; : : : ; fngg 2 P minimal. Da die Mengen G und P endlich
sind, gibt es oensichtlich zu je zwei Elementen eine kleinste obere und eine
gröÿte untere Schranke.
3. Das Beispiel 5.9 der DFT
6
zeigt direkt ein Gegenbeispiel.
Die Perm-Block-Symmetrie erfaÿt jede mögliche Zerlegung einer Untergruppe
der S
n
in Blöcke. Von besonderem Interesse sind jedoch die Zerlegungen, bei
denen die Blöcke kleinstmöglich sind. Diese Teilmenge soll einen eigenen Namen
erhalten.
5.12 Denition Die Perm-Irred-Symmetrie von M 2 GL
n
(K) ist folgende Menge
von Gruppen
PermIrred(M) =
n
G 2 PermBlock(M)


 Blöcke von M
 1
GM irreduzibel
o
:
In Beispiel 5.9 etwa sind alle Gruppen in PermBlock(M) sogar in PermIrred(M).
Im Sinne der Darstellungstheorie endlicher Gruppen sind die Elemente G 2
PermIrred(M) genau diejenigen Darstellungen, die durch Konjugation mitM voll
ausreduziert werden.
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5.4 Bestimmung der Symmetrie
In den vorangegangenen Abschnitten wurde die Strukturtheorie der Perm-Block-
und Perm-Irred-Symmetrie entwickelt. Das zugehörige algorithmische Problem
ist
5.13 Problem Gegeben M 2 GL
n
(K). Bestimme PermBlock(M).
Eine einfache aber zuverlässige Lösung ist
5.14 Algorithmus (Robust) Der Algorithmus durchläuft alle Permutationen L 2
S
n
und sammelt alle auftretenden Blockstrukturen kbs(M
 1
LM) in einer Menge
von Gruppen T auf. Am Ende ist T = PermBlock(G).
T := ;;
for L 2 S
n
do
p := kbs(M
 1
 L M);
for G 2 T do
if kbs
M
(G) w p then
erweitere G um L;
fi;
od;
if p 62 fkbs
M
(G) j G 2 Tg then
füge die neue Gruppe hL;G j G 2 T; kbs
M
(G) v pi zu T hinzu;
fi;
od.
Der Rest dieses Abschnitts erklärt einen alternativen Lösungsansatz. Die alter-
native Methode basiert auf der Perm-Mat-Symmetrie, die in Kapitel 4 behandelt
wurde: Der vorige Algorithmus verwendet ausschlieÿlich L 7! kbs(M
 1
LM) um
etwas über die Matrix M in Erfahrung zu bringen. Das folgende Lemma ermög-
licht nun auch die Auswertung von G
M
(p).
5.15 Lemma Sei M 2 GL
n
(K) und p eine Partition der Menge f1::ng. Dann gilt
G
M
(p) =
\
b2p

L
(PermMat(M
;b
)):
Beweis Nach Denition von PermMat ist (L;R) 2 PermMat(M
;b
) genau dann,
wenn L M
;b
= M
;b
R. Dies ist gleichbedeutend damit, daÿ der von den Spalten
aufgespannte Vektorraum hM
;j
j j 2 bi invariant ist unter L. Daher ist

L
(PermMat(M
;b
)) = G
M
(fb; f1::ng n bg) für alle b  f1::ng.
Die Behauptung folgt mit G
M
(p u q) = G
M
(p) \G
M
(q) aus Lemma 5.8.
5.4. BESTIMMUNG DER SYMMETRIE 57
Da M invertierbar ist, ist der Spaltenrang von M
;b
für jeden Block b  f1::ng
maximal, also jbj. Daher kann die Permutationsgruppe 
L
(PermMat(M
;b
)) mit
dem Algorithmus 4.7 von Seite 46 konstruiert werden. Der Schnitt von Permuta-
tionsgruppen ist ein Standardverfahren und kann in dem Buch von Butler (1991),
[16], nachgelesen werden. Damit kann p 7! G
M
(p) berechnet werden. Diese Mög-
lichkeit wird verwendet, um die Perm-Block-Symmetrie zu bestimmen.
5.16 Algorithmus (via Blockstabilisatoren) Gegeben M 2 GL
n
(K). Der Algo-
rithmus berechnet PermBlock(M), indem alle möglichen Blöcke abgespalten wer-
den. Am Ende ist T = PermBlock(G).
T := fS
n
g;
for k 2 f1::bn=2cg do
for b 2

f1::ng
k

do
T = T [ fPermMat(M
;b
)g;
od;
od.
Auch dieser Algorithmus zur Berechnung von PermMat(M) hat eine exponentiel-
le Laufzeit, denn es werden 2
n 1
viele Teilmengen b betrachtet. Trotzdem ist der
Algorithmus wesentlich nützlicher als Algorithmus 5.14, denn die für die Algo-
rithmengenerierung nützlichsten Gruppen werden sehr früh gefunden. Dies zeigt
der folgende Satz.
5.17 Satz Wird die äuÿere Schleife von Algorithmus 5.16 bei einer festen Schran-
ke k
0
abgebrochen, so werden in polynomialer Zeit genau die Elemente von
PermBlock(M) gefunden, die einen Block b der Gröÿe jbj  k
0
enthalten. Es
werden dazu O(n
2k
0
+1
) viele Operationen im Grundkörper benötigt.
Beweis Da der Algorithmus die Elemente von PermBlock(M) bezüglich ihres
kleinsten Blocks aufzählt, werden genau die behaupteten Elemente gefunden.
Nun zum Aufwand.
Für festes k
0
ist

n
k
0

ein Polynom k
0
-ten Grades in n. Nach Satz 4.8 benö-
tigt die Berechnung von PermMat(M
;b
) höchstens O(n
jbj+1
) viele Operationen im
Grundkörper und dies wird groÿzügig durch O(n
k
0
+1
) abgeschätzt. Als Funktion
von n ergibt sich für festes k
0
damit der behauptete polynomiale Aufwand.
Bei einer konkreten Implementierung des Suchverfahrens lassen sich viele redun-
dante Berechnungen sparen. Dabei wird die Struktur des Untergruppenverbands
und die Struktur des Verbands der Partitionen verwendet. Die beiden wichtigsten
Ideen sind
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 Es kann gefordert werden, daÿ die Menge T immer unter Schnittmengenbil-
dung abgeschlossen ist, denn G
M
(p u q) = G
M
(p) \G
M
(q). Beim Hinzufü-
gen einer neuen Gruppe werden dann rekursiv alle Schnittgruppen ebenfalls
hinzugefügt, wobei jeweils die kbs neu berechnet werden muÿ, denn es gilt
nur kbs
M
(G \H) v kbs
M
(G) u kbs
M
(H).
 Zu jeder Gruppe G kann eine untere Abschätzung L
G
für die Menge
fp j G
M
(p) = Gg gespeichert und gepegt werden. Diese Menge ist ei-
ne Vereinigung von Intervallen der Form fp j kbs
M
(G) v p v qg und kann
daher durch die Menge der maximalen Elemente q im Rechner dargestellt
werden. Ein abzuspaltender Block b muÿ in Algorithmus 5.16 nur dann
betrachtet werden, wenn er in keinem L
G
für ein G 2 T liegt. Andernfalls
führt b zu keiner neuen Blockstruktur.
Asymptotisch ändern diese beiden Optimierungen nichts an der Laufzeit, denn es
müssen im schlechtesten Fall exponentiell viele k-Teilmengen von f1::ng betrach-
tet werden. Es werden jedoch viele langsame Berechnungen, wie PermMat, durch
schnellere Berechnungen, wie dem Schnitt zweier Permutationsgruppen oder dem
Schnitt zweier Partitionen, ersetzt.
5.5 Zusammenfassung
In diesem Kapitel wurde die Perm-Block- und die Perm-Irred-Symmetrie betrach-
tet. Bei diesen Symmetrieformen zerlegt die gegebene MatrixM eine Gruppe von
Permutationen simultan in Blöcke (Beispiel 5.1).
In Abschnitt 5.1 wird zunächst die konjugierte Blockstruktur, kbs, als quanti-
tatives Maÿ für Blockstruktur eingeführt (Denition 5.2). Die kbs hat die wich-
tige Eigenschaft, mit der Matrixmultiplikation und der Matrixinversion verträg-
lich zu sein (Lemma 5.5). Die kbs erfaÿt zudem eine Umbenennung der Punkte
(Lemma 5.4). Daher ist die Perm-Block-Symmetrie robust gegen Ausgangs-
permutationen von M . Das bedeutet, PermBlock(MS) mit einer Permutation
S geht aus PermBlock(M) durch Umbenennen der Punkte hervor. (Eingangs-
permutationen M 7! SM werden dadurch erfaÿt, daÿ mit PermBlock(M) alle
Permutationen der S
n
betrachtet werden.)
In Abschnitt 5.2 wird untersucht, welche Blockstrukturen von einer festen in-
vertierbaren Matrix M erzeugt werden können. Die dualen Abbildungen kbs
M
und G
M
ordnen einer Permutationsgruppe eine Blockstruktur und einer Partition
eine Permutationsgruppe zu (Denition 5.6, Lemma 5.7). In Satz 5.8 sind die we-
sentlichen Eigenschaften von kbs
M
und G
M
zusammengetragen und Beispiel 5.9
zeigt, daÿ die angegebenen Abschätzungen scharf sind.
In Abschnitt 5.3 wird schlieÿlich die Perm-Block-Symmetrie (Denition 5.10)
formal deniert. Die Perm-Block-Symmetrie ist eine partiell geordnete Menge
von Permutationsgruppen. Wie die Gruppentabelle aus Beispiel 5.9 illustriert, ist
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die Perm-Block-Symmetrie eine recht kompakte Datenstruktur. Sie umfaÿt alle
Informationen, um die beiden Abbildungen kbs
M
und G
M
direkt auszuwerten.
Das heiÿt, die Perm-Block-Symmetrie erfaÿt alle Möglichkeiten der Zerlegung
einer Permutationgruppe durch Konjugation mit der Matrix M . Es hängt von
der Anwendung ab, welche der Gruppen zur Algorithmengenerierung verwendet
werden sollte. Besonders interessante Kandidaten sind die Elemente der Perm-
Irred-Symmetrie, denn sie sind feinst möglich zerlegt (Denition 5.12).
Die wesentliche algorithmische Aufgabe dieses Kapitels ist die Bestimmung
der Perm-Block-Symmetrie (Problem 5.13). Sie wird in Abschnitt 5.4 behan-
delt. Es wird zunächst ein direkter und robuster Algorithmus angegeben (Al-
gorithmus 5.14). Da die ganze S
n
durchsucht wird, ist der Algorithmus nur
etwa bis Grad n = 8 erträglich schnell. Einen völlig anderen Lösungsansatz
verwendet der Algorithmus 5.16: Er durchsucht nicht S
n
und berechnet dann
L 7! kbs(M
 1
LM), sondern er durchsucht die Potenzmenge 2
f1::ng
und berechnet
dabei b 7! G
M
(fb; f1::ngn bg). Letzteres geschieht mit der Perm-Mat-Symmetrie
(Lemma 5.15). Der Hauptvorteil des zweiten Algorithmus ist, daÿ die Zerlegun-
gen in kleine Blöcke sehr schnell gefunden werden, nämlich polynomial in n und
der Blockgröÿenschranke. Alle vorgestellten Verfahren wurden vom Autor in der
Programmiersprache GAP implementiert. Das Programm besteht aus rund 1.8
kloc.
60 5. PERM-IRRED-SYMMETRIE
6Ausdünnen rechteckiger Matrizen
G
egeben sei eine rechteckige Matrix A . Konstruiere eine invertierbare
Matrix T so, daÿ T  A maximal viele Nulleinträge besitzt. Die
Matrix A soll also durch lineare Zeilenoperationen ausgedünnt werden. Der
Konstruktionsprozeÿ für T soll daher Ausdünnen von A heiÿen. Von diesem
handelt das Kapitel. Ein kleines Beispiel möge klarstellen, daÿ Ausdünnung
nicht das gleiche ist wie Gauÿelimination:
"
1 0
,2 1
#

"
1 0 1 1 1 1
0 1 2 2 2 2
#
| {z }
bereits in Treppenform
=
"
1 0 1 1 1 1
,2 1 0 0 0 0
#
:
Im Kontext der Symmetriesuche von Matrizen ist Ausdünnen als ein wichtiger
Hilfsalgorithmus zu verstehen. Nach meinem Kenntnisstand wurde das Problem
des Ausdünnens in dieser Form noch nicht behandelt, Aspekte davon sind in
der Literatur jedoch bekannt. Insbesondere greift die Theorie der Matroide. Es
war genau die lineare Abhängigkeit, die H. Whitney (1935) in der grundlegenden
Arbeit [91] als Beispiel für Matroide betrachtet hat. Lineare Abhängigkeit ist
zentral beim Ausdünnen.
In dem speziellen Fall des Grundkörpers F
2
wird das Problem in der Codie-
rungstheorie behandelt. Es rmiert dort unter dem Namen Bestimmung das
Minimalgewichts: Die Matrix A ist die Generatormatrix eines linearen Codes.
Gesucht ist das Minimalgewicht des von A erzeugten Codes, dem von den Zei-
len aufgespannten Vektorraum. In dieser Sprechweise ist das Ausdünnen von A
der Übergang zu einer Generatormatrix TA des gleichen Code, aber von mini-
malem Gewicht. Das Minimalgewicht des Codes kann aus TA trivial abgelesen
werden. Zudem ist das summierte Gewicht der Zeilen von TA eine Invariante des
Codes unter Basiswechsel. Die in diesem Kapitel vorgestellten allgemeinen Al-
gorithmen lösen zwar auch den Codierungstheorie-Fall, sind dort aber nicht sehr
erfolgreich. Die in der Codierungstheorie erfolgreichen Verfahren, etwa auf Basis
von Informationsmengen wie bei A. Kerber und K.-H. Zimmermann (1996) be-
schrieben, nutzen die spezielle Situation in der Codierungstheorie geschickt aus.
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Der Begri der Informationsmenge wurde von Prange (1962) zur Dekodierung
von Blockcodes eingeführt, [75]. In dieser Arbeit geht es jedoch um reichhalti-
gere Grundkörper, wie etwa Q . Daher können die kombinatorischen Verfahren
der Codierungstheorie nicht verwendet werden (zumal hier mehr als das Mini-
malgewicht berechnet werden soll). Die Verbindung zur Codierungstheorie ist
für die vorliegende Arbeit jedoch dennoch von Interesse. Sie hilft, die Komplexi-
tät des Problems zu klären. Dies wird in Abschnitt 6.5 behandelt. Zudem liegt
Algorithmus 6.2 eine ähnliche Idee zugrunde, wie den Informationsmengen.
Der dritte aus der Literatur bekannte Aspekt betrit die in Abschnitt 6.3 be-
schriebene Methode der Blockstruktur. Dieser von T. Minkwitz (1994) erdachte
Ansatz konnte vom Autor auf den Begri der Pseudoinversen einer Matrix zu-
rückgeführt werden. Da zur Pseudoinversen eine wohlverstandene und etablier-
te Theorie existiert, konnte die Blockstruktur-Methode systematisch untersucht
werden. Insbesondere wurde geklärt, wo sie anwendbar ist und wo ihre Grenzen
liegen. Die in Abschnitt 6.3 verwendete Theorie der Pseudoinversen entstammt
im wesentlichen dem schönen Buch von A. Ben-Israel und T. N. E. Greville (1974),
[7]. Die notwendige Verallgemeinerung auf beliebige Grundkörper bedeutet nur
eine geringe Schwierigkeit. Sie wird in Abschnitt 6.4 dargestellt. Zudem konnte
die algebraische Struktur der Menge aller Blockzerlegungen einer festen Matrix
geklärt werden; sie bilden einen Verband. Dies wird in Abschnitt 6.3 bewiesen.
Auf einen vierten Aspekt des Ausdünnens einer rechteckigen Matrix hat
Th. Beth vor kurzem hingewiesen: Ein wesentlicher Algorithmus der Kryptana-
lyse ist der Algorithmus von Berlekamp-Massey. Er ermöglicht es, zu einer peri-
odischen Bitfolge a ein lineares rückgekoppeltes Schieberegister minimaler Länge
mit Ausgabe a zu konstruieren. Der Algorithmus löst auf geschickte Weise ein
homogenes lineares Gleichungssystem der Form
x 
2
6
6
4
a
a
a
a
3
7
7
5
= 0:
In der Matrix A 2 F
nm
2
stehen also n verschobene Kopien des Zeilenvektors
a untereinander (zyklisch verschoben oder mit Null aufgefüllt, je nach Modell).
Die Anzahl n der Zeilen ist die Länge des minimalen linearen Schieberegisters,
welches a reproduziert. Die Länge n ist bei einem guten Pseudozufallsgenerator
logarithmisch klein gegen die Länge der Periode von a. Ist jedoch ein einziges Bit
von a nicht korrekt gemessen worden, so wird das Gleichungssystem erst lösbar,
wenn n ungefähr die Periode von a erreicht. Dies ist in der Praxis ein groÿes
Problem, denn die Folge a ist meist nur zum Teil bekannt. Wird nun statt eines
Lösungsvektors des Gleichungssystems nur ein ausdünnender Vektor gesucht, so
wird das Problem robust gegen kleine Störungen. Für die Kryptanalyse ist die
Methode des Ausdünnens wegen der hohen Komplexität zwar unpraktikabel, sie
löst aber das richtige Problem: Durch Ausdünnen der Matrix A wird ein lineares
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Schieberegister vorgegebener Länge n bestimmt, welches die Folge a unter allen
Schieberegistern der Länge n bestmöglich approximiert.
Der restliche Teil dieses Kapitels ist folgendermaÿen aufgebaut: In Abschnitt 6.1
wird das Problem formalisiert und dazu werden einige praktische Notationen ein-
geführt. Der Abschnitt 6.1 stellt danach drei einfache aber wichtige Eigenschaften
des Problems vor. Es folgt in Abschnitt 6.2 das erste nicht-triviale Ergebnis: Es
wird ein Algorithmus zum Ausdünnen angegeben. Die Korrektheit, Terminierung
und der Aufwand dieses Algorithmus werden untersucht.
Die Abschnitte 6.3 bis 6.4 enthalten die Blockzerlegungsmethode, das zweite
wesentliche Ergebnis. Nach der Einführung in Abschnitt 6.3 wird die Struktur
der Blockzerlegungen aufgeklärt. Danach werden in Abschnitt 6.4 Methoden
diskutiert, wie die feinste Blockzerlegung algorithmisch gefunden werden kann.
Abschnitt 6.4 schlieÿlich zeigt auf, wie sich die Blockzerlegungsmethode einfügt
in andere Ausdünnungsalgorithmen.
In Abschnitt 6.5 wird die Komplexität des Ausdünnens behandelt. Es stellt
sich heraus, daÿ das Problem genauso schwer ist wie ein Standardproblem aus
der Codierungstheorie. Von diesem wird vermutet, daÿ es NP-vollständig ist.
In Abschnitt 6.6 wird ein nicht-triviales Beispiel vorgestellt: Es sollen bessere
Erzeuger eines vorgebenen Erweiterungskörpers der rationalen Zahlen konstruiert
werden. Ausdünnung liefert dabei eine Alternative zur klassischen Minimierung
der Diskriminante. Abschnitt 6.7 schlieÿt das Kapitel mit eine Zusammenfassung
der wesentlichen Ergebnisse zum Ausdünnungsproblem.
6.1 Formalisierung und einfache Folgerungen
In diesem Kapitel wird reger Gebrauch gemacht von den in Anhang A denierten
Notationen. Insbesondere wird die kompakte Notation A
;J
für Untermatrizen
einer Matrix A verwendet. Diese wird auf Seite 116 deniert. Darüber hinaus ist
es in diesem Kapitel praktisch, lineare Abbildungen durch Rechtsmultiplikation
(das heiÿt x 7! xA) mit Matrizen zu denieren. Daraus folgt der Kern der Matrix
A als ker(A) = fx 2 K
n
j xA = 0g und das Bild als K
n
 A.
Auÿer den in Anhang A denierten Bezeichnungen werden in diesem Kapi-
tel noch weitere Notationen benötigt. Sei x ein (1  m)-Vektor, so bezeichnet
supp(x) = fk j x
k
6= 0g den Träger (engl. support) von x. Das Hamming-
Gewicht j x j = j supp(x)j von x ist die Gröÿe des Trägers, also die Anzahl der
6= 0-Einträge von x. Für einen Vektor c 2 R
m
>0
von Gewichtskoezienten sei
auÿerdem das c-Gewicht j x j
c
=
P
k2supp(x)
c
k
vereinbart. Das c-Gewicht einer
Matrix ist die Summe der c-Gewichte ihrer Zeilen. Mit diesen Bezeichnungen
kann das in diesem Kapitel zu behandelnde Problem formal präsentiert werden.
6.1 Problem (Ausdünnen einer Matrix) Gegeben sei die Matrix A 2 K
nm
über
dem eektiven Körper K und ein Vektor c 2 N
m
>0
von Gewichtskoezienten.
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Berechne eine invertierbare Matrix T 2 GL
n
(K), so daÿ das c-Gewicht von TA
minimal ist.
Zur Erinnerung: Ein Körper heiÿt eektiv, wenn die arithmetischen Operationen
und der Vergleich (x = 0) berechenbar sind. Der Vektor c erlaubt es, die einzelnen
Spalten von TA unterschiedlich zu gewichten. Diese leichte Verallgemeinerung
des Ausdünnungsproblems ist notwendig, um die Spaltenmenge vereinfachen zu
können. Im Zweifelsfall denke man sich diese Komplikation einfach weg und stelle
sich immer nur das Hamming-Gewicht vor.
Als Prototyp des Problems stelle man sich den Grundkörper K = Q vor. An-
dere Grundkörper sind aber auch von Interesse. Insbesondere die Körper der
reellen und komplexen Gleitkommazahlen sind nützlich; sie liefern schnelle Ap-
proximationen zu unhandlichen algebraischen Strukturen, wie etwa Erweiterungs-
körpern von Q . Dies gilt umso mehr, als eine Matrix T schnell exakt berechnet
werden kann, sobald die Positionen der Nulleinträge in TA bekannt sind. (Dies
wird weiter unten gezeigt.) Es kann also durchaus günstig sein, numerisch auszu-
dünnen und anschlieÿend T exakt algebraisch zu rekonstruieren. Doch zunächst
werden drei einfache Eigenschaften des Problems besprochen.
Ausdünnen ist ein Rake-Problem Die erste wesentliche Eigenschaft von
Problem 6.1 ist, daÿ es durch einen Rake-Algorithmus (engl. greedy algorithm)
gelöst werden kann. Diese Erkenntnis ist entscheidend für die später vorgestellte
Suchmethode aus Abschnitt 6.2. In gewissem Sinne erlaubt es die Rake-Struktur
nämlich, nach den Zeilen von T unabhängig voneinander zu suchen.
Grundlegend für den Beweis der Rake-Eigenschaft ist der Begri des Matro-
ids. Dieser geht auf die Arbeit [91] von H. Whitney (1935) zurück. Eine moderne
Einführung in die Theorie der endlichen Matroide, sowie ihrer näheren Verwand-
ten ndet sich in dem Buch [51] von B. Korte, L. Lovász und R. Schrader (1991).
In der hier gegebenen Situation sind aufgrund des unendlichen Grundkörpers ei-
nige einfache Ergänzungen zur Theorie notwendig. Die Begrie und Beweise aus
[51], Sects. II.1 und II.2, lassen sich aber sinngemäÿ anwenden. Zur Erinnerung
(nach [51], hier für abzählbare Trägermenge):
6.2 Denition Das Paar (E;M) mit ; 2M  2
E
heiÿt Matroid, wenn die folgen-
den beiden Eigenschaften erfüllt sind:
 8X 2M : Y  X ) Y 2M .
 8X; Y 2M mit jXj = jY j+ 1 : 9x 2 X n Y : Y [ fxg 2M .
Nun zur Matroid-Eigenschaft des Ausdünnens.
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6.3 Satz Es seien A und c wie in Problem 6.1 sowie
M = fX  K
1n
j X ist linear unabhängigg
w :
(
K
1n
! R
>0
x 7! j xA j
c
:
Dann ist (K
1n
;M) ein Matroid und w induziert eine Bewertung des Matroids
durch die Fortsetzung
w(X) =
X
x2X
w(x) für alle X 2M .
Beweis M ist das bekannte Standardmatroid aus den Basen aller Unterräume
eines festen, endlich dimensionalen Vektorraums (hier K
1n
). Der Denition
des c-Gewichts kann angesehen werden, daÿ die Bildmenge w(K
1n
) endlich ist.
Daher besitzt jede Teilmenge X  K
1n
ein w-minimales Element.
Nachdem (M;w) als bewertetes Matroid erkannt ist, folgt aus der Theorie der
Matroide sofort, daÿ der folgende Rake-Algorithmus ein maximales Element
T 2 M von minimalem Gewicht jTA j
c
berechnet, d.h. ausdünnt. (Um aus der
Teilmenge T  K
1n
eine ausdünnende Matrix zu erhalten, schreibe man die
Elemente untereinander.)
6.4 Algorithmus (Abstrakt)
T := ;;
while jT j < n do
X := fx 2 K
1n
n T j T [ fxg 2Mg;
wähle x 2 X mit w(x) = minfw(x
0
) j x
0
2 Xg;
T := T [ fxg
od.
Man beachte, daÿ die Menge X niemals tatsächlich konstruiert wird; es wird
immer nur ein Element minimalen Gewichts aus X gewählt. Die Operation ist
zwar schwierig, kann aber mit kombinatorischer Suche gelöst werden. Dies wird
in Abschnitt 6.2 gezeigt.
T kann rekonstruiert werden Gesetzt den Fall es sind nur die Positionen
der Nulleinträge einer Lösung bekannt. Das heiÿt, es sind A, c und Indexmengen
J
1
; : : : ; J
n
gegeben, so daÿ es ein T 2 GL
n
(K) gibt mit (TA)
i;j
= 0 für alle j 2 J
i
für alle i.
In dieser Situation kann mit linearer Algebra leicht eine passende Matrix T
konstruiert werden. Es gilt für alle i
(TA)
i;J
i
= 0 , T
i;
2 ker(A
;J
i
):
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(Die Indizierung bezeichnet Teilmatrizen; zur Notation siehe Seite 116.) Die
Zeilenvektoren T
i;
können also einfach der Reihe nach linear unabhängig aus
den Kernen ker(A
;J
i
) gewählt werden. Die Matrix T ist dann invertierbar und
erzeugt die richtigen Nulleinträge in TA.
Die Tatsache, daÿ T aus dem Träger der Lösung TA rekonstruiert werden
kann, zeigt die kombinatorische Natur des Ausdünnungsproblems. Zudem er-
möglicht sie es, ausreichend genaue Näherungslösungen nachträglich algebraisch
exakt zu rekonstruieren.
Linear abhängigen Spaltenpaare Angenommen in der Matrix A gibt es zwei
linear abhängige Spalten A
;j
1
und A
;j
2
. Dann ist xA
;j
1
= 0 genau dann, wenn
xA
;j
2
= 0. Zum Ausdünnen ist also eine der beiden Spalten redundant. Das
(nm)-Problem kann auf ein (n(m,1))-Problem reduziert werden, indem eine
der beiden Spalten weggelassen wird und die Gewichtskoezienten c entsprechend
zusammengefaÿt werden.
Wird dieses Verfahren iteriert, so gelangt man schlieÿlich zu einer Matrix A
in der keine zwei Spalten linear abhängig sind. Jede der neuen Spalten steht für
eine ganze Schar von Spalten der ursprünglichen Matrix und im Vektor c der Ge-
wichtskoezienten ist protokolliert, wie groÿ die Scharen waren. Tatsächlich ist
diese Protokollfunktion der Grund, warum die Gewichtskoezienten überhaupt
in die Theorie eingeführt wurden.
6.2 Ein Suchalgorithmus zur Lösung
In diesem Abschnitt wird ein Algorithmus zum Ausdünnen vorgestellt. Er ndet
eine Matrix T mit maximal vielen Nullen in TA.
Der Algorithmus betrachtet im wesentlichen alle Möglichkeiten, n , 1 Null-
spalten aus m vielen gegebenen Spalten auszuwählen. Essentiell dafür ist die
in Abschnitt 6.1 eingeführte Korrespondenz zwischen Spaltenindexmengen, auf
denen xA verschwindet und Vektorräumen, die bestimmte Spalten in A annullie-
ren: Sei x 2 K
1n
ein Vektor, so ist f1::mg n supp(xA) die Menge der Indizes, an
denen xA verschwindet. Umgekehrt sei J  f1::mg eine Indexmenge, dann ist
ker(A
;J
) der Vektorraum aller x, für die xA auf J verschwindet.
Nun zum Algorithmus selbst. Sei A 2 K
nm
und c 2 N
m
>0
. Nach Ab-
schnitt 6.1 darf ohne Einschränkung gefordert werden, daÿ A keine linear ab-
hängigen Spaltenpaare enthält. Für m  n ist das Problem lediglich lineare
Algebra; Gauÿ-Elimination liefert die dünnste Matrix. Sei also auÿerdem m > n
und rank(A) = n. Der Algorithmus zur Konstruktion von T lautet
6.5 Algorithmus (Ausdünnen) Der Algorithmus pegt eine Agenda S, die (n,1)-
Teilmengen der Menge f1::mg enthält; die Agenda wird abgebaut. Auÿerdem
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wird eine Menge X von Zeilenvektoren gehalten. Die Elemente sind Kandidaten
für die Zeilen des Resultats. Die Menge X wird aufgebaut.
X := ;;
S :=

f1::mg
n 1

;
while jSj > 0 do
wähle J 2 S;
while dimker(A
;J
) > 1 and jJ j < m do
wähle j 2 f1::mg n J ;
J := J [ fjg
od;
berechne eine Basis B von ker(A
;J
);
X := X [B;
wähle x 2 B;
S := S n

f1::mgnsupp(xA)
n 1

()
od;
Nun ist eine Menge X von Zeilenvektoren bestimmt. Fasse diese Menge als
Liste auf und sortiere sie bezüglich des c-Gewichts, d.h. bezüglich ihres Wertes
unter (x 7! j xA j
c
). Die Elemente kleinen Gewichts sind vorne. Dann wähle
aus der Liste eine Basis aus. Dazu gehe von vorne nach hinten durch und nimm
den aktuellen Vektor hinzu, falls er linear unabhängig ist. Die so erhaltenen
Basisvektoren bilden die Zeilen der ausdünnenden Matrix T .
6.6 Satz Der Algorithmus 6.5 löst das Problem 6.1 in O(

m
n 1

n
3
) Operationen des
Grundkörpers.
Beweis (Durch Analyse von Algorithmus 6.5) Zentral für die Korrektheit und die
Terminierung des Algorithmus ist Schritt (); dort wird die Agenda verkleinert.
Dazu muÿ etwas weiter ausgeholt werden. Seien I und J Spaltenindexmengen
und I  J . Dann gilt für die annulierenden Vektorräume
f0g = ker(A)  ker(A
;J
)  ker(A
;I
);
denn je gröÿer die auferlegte Einschränkung durch die Spaltenmenge ist, um so
kleiner wird der Raum. Da ker(A
;J
) mindestens eindimensional ist, solange jJ j
kleiner als n ist, kann jedes gewählte J solange vergröÿert werden, bis der Kern
ker(A
;J
) exakt eindimensional ist. Die Basis B aus dem Algorithmus enthält
also immer genau ein Element, dieses wird als x gewählt.
Weiterhin enthält die Menge f1::mgnsupp(xA) mindestens das vorher gewähl-
te J . Daher wird in Schritt () mindestens J aus S entfernt. Es werden darüber
hinaus aber auch noch alle weiteren (n, 1)-Teilmengen von f1::mg entfernt, die
zu der gleichen Basis B führen würden. Jedenfalls terminiert der Algorithmus
nach höchstens

m
n 1

Durchläufen der äuÿeren Schleife.
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Jeder der Durchläufe ist mit der Bestimmung von dimker(A
;J
) verbunden.
Diese Aufgabe der linearen Algebra kann in O(n
3
) Körperoperationen erledigt
werden. Damit ist auch die behauptete Aufwandsangabe bewiesen.
Um das soeben dargestellte Aufwandsergebnis richtig würdigen zu können, mache
man sich folgendes klar: Der Binomialkoezient

n
k

ist polynomial, falls nur eine
Variable variiert wird. Als Funktion von zwei Variablen ist der Aufwand jedoch
exponentiell, denn

2n
n

geht gegen 2
2n
=
p
n für groÿe n.
6.3 Die Blockzerlegungsmethode
Dieser und die nachfolgenden Abschnitte handeln von einer speziellen Methode
zu Beschleunigung des Ausdünnens. Die Methode basiert auf Blockzerlegungen.
Sie wurde ursprünglich von T. Minkwitz (1994) verwendet, um günstigere Ba-
sen in abelschen Erweiterungskörpern von Q zu nden. Unabhängig davon ent-
stand aus meiner Arbeit an der Stewart-Plattform (1993) die Formulierung des
Ausdünnungsproblems als abstrakte Aufgabe. Die hier entwickelte Theorie der
Blockzerlegungen entstand daraufhin aus der Zusammenarbeit mit T. Minkwitz.
Zur Blockstruktur. Gegeben sei eine dicht besetzte rechteckige Matrix
A . Man konstruiere eine invertierbare Matrix T und eine Permutati-
onsmatrix P , so daÿ das Produkt T  A P = (schematisch)
die feinste mögliche Blockzerlegung ist.
Mit der Blockzerlegung kann A wesentlich einfacher ausgedünnt werden, denn
die einzelnen Blöcke dürfen unabhängig voneinander ausgedünnt werden. Man
beachte jedoch, daÿ die feinst mögliche Blockzerlegung auch nur aus ganz A
bestehen kann. In diesem Fall ist die Blockzerlegungsmethode nicht anwendbar.
Es drängen sich folgende Fragen auf:
1. Was ist Blockstruktur? Gibt es eine feinste Blockzerlegung? Ist diese ein-
deutig bestimmt?
2. Kann die feinste Blockzerlegung konstruktiv berechnet werden? Wie auf-
wendig ist dies? (Abschnitt 6.4)
3. Wird das Ausdünnungsproblem durch Blockzerlegung wirklich verkleinert?
Um wieviel? (Abschnitt 6.4)
Zunächst zur ersten Frage. Eine Matrix A heiÿe block-diagonal, falls sie von der
Form A
(1)
     A
(b)
ist mit b > 1. Sie heiÿe permutiert block-diagonal, falls
es Permutationsmatrizen P und Q gibt, so daÿ PAQ block-diagonal ist. Als
weitere Abschwächung schlieÿlich heiÿe A potentiell block-diagonal, falls es eine
invertierbare Matrix T gibt, für die TA permutiert block-diagonal ist.
Zum Ausdünnen ist es ausreichend, mit den Partitionen der Spaltenindex-
menge zu arbeiten. Grundlegend für den Umgang mit Blockstruktur ist dazu die
folgende
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6.7 Denition Die Spaltenblockstruktur (engl. column block structure) der Matrix
A 2 K
nm
ist die Partition
cbs(A) = f1; : : : ; mg= 

:
Dabei ist 

der reexiv-transitive Abschluÿ der symmetrischen Relation , die
deniert ist durch j
1
 j
2
, 9i : A
i;j
1
6= 0 und A
i;j
2
6= 0:
Für einen permutiert block-diagonale Matrix A enthält cbs(A) genau die Spal-
tenindizes der Spalten aus den Blöcken. Die cbs(A) ist also eine Menge von
paarweise disjunkten Teilmengen von f1::mg. Zum Vergleich von cbs, bs (aus
Kapitel 2) und kbs (aus Kapitel 5) sei auf Seite 19 der Einleitung verwiesen.
Zum Begri des Verbands und zum Verband der Partitionen einer festen Menge
vergleiche Anhang A auf Seite 114. Der nun folgende Hilfssatz zeigt, daÿ sich die
Blockstruktur einer Matrix immer vergröbern läÿt.
6.8 Lemma Sei A 2 K
nm
eine Matrix ohne Nullspalten und p w cbs(A). Dann
gibt es eine invertierbare Matrix T mit cbs(TA) = p.
Beweis Da der Verband aller Partitionen von f1::mg endlich ist, genügt es, die
Behauptung für die minimalen Vergröberungen von cbs(A) zu zeigen. Sei also
p A cbs(A) minimal. Die minimalen Vergröberungen von cbs(A) bedeuten, daÿ
genau zwei Blöcke verbunden werden. O.B.d.A. (Umbezeichnen der Indizes) sei
daher A = A
(1)
A
(2)
A
(rest)
, wobei A
(1)
, A
(2)
die beiden zu verbindenden Blöcke
sind und A
(rest)
der Rest. Alle Nullzeilen von A seien in A
(rest)
. In dieser Situation
betrachte man die Matrix
T =
2
6
4
1 1 0
0 1 0
0 0 1
3
7
5
:
Oensichtlich ist T invertierbar. Das Produkt mit A hat die Form
TA =
2
6
4
A
(1)
A
(2)
0
0 A
(2)
0
0 0 A
(rest)
3
7
5
:
Da A
(1)
und A
(2)
weder Nullzeilen noch Nullspalten enthalten, gibt es eine Zeile i
und Spalten j
1
, j
2
mit (TA)
i;j
1
6= 0 und (TA)
i;j
2
6= 0. Aus der reexiv-transitiven
Fortsetzung folgt dann cbs(A) = p.
Mit dieser Vorbereitung kann das Hauptergebnis in diesem Abschnitt formuliert
und bewiesen werden.
6.9 Satz (Struktur der cbs) Für jede Matrix A 2 K
nm
ist die Menge
L(A) = fcbs(TA) j T 2 GL
n
(K)g
ein Unterverband des Verbands aller Partitionen von f1::mg.
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Beweis Angenommen A enthält Nullspalten. Dann bildet jede Nullspalte einen
eigenen Block in cbs(TA) für jede invertierbare Matrix T . Das Problem kann
dann reduziert werden auf die restlichen Spalten und die sind nicht Null. Sei
also ab jetzt A eine Matrix ohne Nullspalten. Angenommen A enthält Nullzei-
len. Dann dürfen diese einfach weggelassen werden, denn cbs() ist unter ihnen
invariant. Sei A also ab jetzt auch ohne Nullzeilen.
Oensichtlich ist L(A) 6= ;. Nach dem Unterverbandskriterium ist zu zei-
gen, daÿ L(A) abgeschlossen ist unter u und t, den Verbandsoperationen für
Partitionen. Dazu seien cbs(T
1
A) und cbs(T
2
A) Elemente aus L(A).
Zunächst zu t. Die Partition cbs(T
1
A) t cbs(T
2
A) ist eine Vergröberung
von cbs(T
1
A). Nach Lemma 6.8 gibt es daher ein invertierbares T mit
cbs(TT
1
A) = cbs(T
1
A) t cbs(T
2
A):
Also ist L(A) abgeschlossen unter t.
Nun zu u. Mit fe
i
g
i
sei die Standardbasis von K
1n
bezeichnet. Für jedes
T 2 GL
n
(K) werde nun die Abbildung f
T
: 1::n! cbs(TA) betrachtet, die jedem
i einen Block f
T
(i) zuordnet, in dem fj j (TA)
i;j
6= 0g als Teilmenge enthalten ist.
Der Block f
T
(i) ist genau der Spaltenblock, auf dem Zeile i von TA (das ist e
i
TA)
nicht verschwindet. Aus der Denition von cbs() folgt, daÿ f
T
wohldeniert ist,
sofern A keine Nullzeilen enthält  und nur dieser Fall wird hier betrachtet.
Den Abbildungen f
T
entsprechen Darstellungen des ganzen Vektorraum K
1n
als direkte Summen. Diese Darstellungen werden gemeinsam verfeinert: Man
betrachte J
1
2 cbs(T
1
A) und J
2
2 cbs(T
2
A) sowie die zugehörigen Unterräume
von K
1n
V
1
(J
1
) = he
i
T
1
j f
T
1
(i) = J
1
i und V
2
(J
2
) = he
i
T
2
j f
T
2
(i) = J
2
i:
Dann gilt für alle x
1
2 V
1
(J
1
) und x
2
2 V
2
(J
2
) nach Denition von f
T
8j
1
62 J
1
: (x
1
A)
j
1
= 0 und 8j
2
62 J
2
: (x
2
A)
j
2
= 0:
Folglich gilt für alle x 2 V
1
(J
1
) \ V
2
(J
2
) im Schnitt der beiden Räume
8J 62 J
1
\ J
2
: (xA)
j
= 0:
Um zu einer geeigneten Matrix T zu gelangen, konstruiere man daher zu allen
J
1
2 cbs(T
1
A) und allen J
2
2 cbs(T
2
A) den Raum V
1
(J
1
) \ V
2
(J
2
) und wähle
aus all diesen Räumen eine Basis von K
1n
aus. (Aus der linearen Algebra ist
bekannt, daÿ dies immer möglich ist.) Die Basisvektoren bilden die Zeilen von
T . Mit diesem T gilt
cbs(TA) v (cbs(T
1
A) u cbs(T
2
A))
und mit Lemma 6.8 kann cbs(TA) wieder soweit vergröbert werden, daÿ sogar
Gleichheit gilt. Daher ist L(A) auch unter u abgeschlossen.
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Die Aussage von Satz 6.9 klärt die Frage, ob es eine eindeutige feinste Blockzerle-
gung gibt: Ja, es gibt sie. Als Unterverband eines endlichen Verbandes hat L(A)
ein eindeutig bestimmtes kleinstes Element. Diese Tatsache erlaubt die folgende
Denition:
6.10 Denition Die minimale Spaltenblockstruktur (engl. minimal column block
structure) der Matrix A 2 K
nm
ist die Partition
mcbs(A) = minfcbs(TA) j T 2 GL
n
(K)g:
Mit dieser Begrisbildung und Lemma 6.8 sind die Blockzerlegungen einer festen
Matrix A vollständig bekannt: Ist mcbs(A) bekannt, dann kann mit linearer
Algebra leicht ein invertierbares T konstruiert werden mit cbs(TA) = mcbs(A).
Ist dieses T bekannt, so können mit Lemma 6.8 daraus alle anderen von A aus
erreichbaren Blockstrukturen durch Vergröberung konstruiert werden.
6.4 Finden der feinsten Blockzerlegung
Dieser Abschnitt behandelt die Frage, wie die feinste Blockzerlegung einer festen
Matrix A algorithmisch gefunden werden kann. Es zeigt sich, daÿ diese Auf-
gabe mit dem Konzept der Pseudoinversen lösbar ist. Die Pseudoinverse (auch
Moore-Penrose-Inverse genannt) einer rechteckigen Matrix ist eine Art verallge-
meinerte Inverse der Matrix. Sie erlaubt es, über- oder unterbestimmte lineare
Gleichungssysteme systematisch zu lösen  ähnlich der gewöhnlichen Inversen,
die eindeutige Gleichungssysteme löst. Die Pseudoinverse hängt zudem mit der
Singulärwertzerlegung zusammen; ist die Singulärwertzerlegung bekannt, so kann
die Pseudoinverse direkt angegeben werden.
Der nachfolgend dargestellte kleine Ausschnitt aus der Theorie der Pseudoin-
versen stammt im wesentlichen aus dem Klassiker von A. Ben-Israel und T. N. E.
Greville (1974), [7], sowie aus dem Buch [79] von C. R. Rao und S. K. Mitra
(1971). Da die Theorie der Pseudoinversen dort jedoch nur über dem Grund-
körper C entwickelt wird, war es notwendig, die Resultate geringfügig zu ver-
allgemeinern. Die Erweiterung der Theorie hat sich im Nachhinein als glücklich
erwiesen; durch sie wurde klar, woran die Blockzerlegung hängt.
In diesem Abschnitt sei der Grundkörper Kmit einem festen Automorphismus
() : K! K der Ordnung zwei ausgestattet. (Als Prototyp stelle man sich K = C
und () als komplexe Konjugation vor.) Die Involution () des Grundkörpers
induziert eine Konjugation der Matrizen über K; namentlich ist die konjugierte
Matrix
A

=
h
A
ji
j i; j
i
für A 2 K
nm
.
Die Notation A

bezeichnet in diesem Abschnitt also eine beliebige aber feste
Konjugation auf den Matrizen K
nm
.
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Die folgende Denition aus dem Buch von Ben-Israel und Greville deniert
16 Begrie einer verallgemeinerten Inversen; für jede Teilmenge I einen.
6.11 Denition Die Matrix X 2 K
mn
heiÿt I-Inverse der Matrix A 2 K
nm
bezüglich der Konjugation ()

, falls X alle Gleichungen in der Menge I 
f(1); : : : ; (4)g erfüllt. Die möglichen Gleichungen sind
AXA = A (1)
XAX = X (2)
(AX)

= AX (3)
(XA)

= XA: (4)
Die Menge aller I-Inversen von A werde mit AfIg bezeichnet. Die f1; 2; 3; 4g-
Inverse von A ist eindeutig bestimmt, falls sie existiert (Lemma 6.12, Nr. 6). Sie
soll die Pseudoinverse heiÿen und mit A
+
bezeichnet werden.
Die vorige Denition ist etwas ungewöhnlich, deshalb hier eine kurze Erklärung:
Es gibt vier Eigenschaften, die eine Matrix X erfüllen kann. Für jede Auswahl I
aus den vier Gleichungen wird ein Begri von verallgemeinerten Inversen deniert.
Zum Beispiel sind Af1g = fX j AXA = Xg und Af1; 3g = fX j AXA =
X; (AX)

= AXg. Obwohl manche der 16 Begrie trivial sind, hat sich die
Denition als sehr praktisch herausgestellt. Namentlich kann das folgende Lemma
sehr kompakt formuliert werden. Es klärt die Existenz und Eindeutigkeit der
relevanten verallgemeinerten Inversen.
6.12 Lemma Man betrachte die Matrix A 2 K
nm
.
1. AfIg = fA
 1
g für alle f1g  I  f1::4g, falls n = m = rank(A).
2. Af1g = fA
(1)
+ Z , A
(1)
AZAA
(1)
j Z 2 K
mn
g, wobei A
(1)
eine spezielle
f1g-Inverse von A ist. Jedes A besitzt eine f1g-Inverse.
3. Af1; 2g = fY AZ j Y; Z 2 Af1gg. Jedes A besitzt eine f1; 2g-Inverse.
4. Af1; 3g = fA
(1;3)
+ (1
m
, A
(1;3)
A)Z j Z 2 K
mn
g, falls es überhaupt
eine f1; 3g-Inverse A
(1;3)
von A gibt. Dies ist genau dann der Fall, wenn
rank(A

A) = rank(A). Gibt es eine f1; 3g-Inverse, dann ist (A

A)
(1)
A

2
Af1; 3g für jede f1g-Inverse (A

A)
(1)
von A

A.
5. Af1; 4g = fA
(1;4)
+ Z(1
n
, AA
(1;4)
) j Z 2 K
mn
g, falls es überhaupt ei-
ne f1; 4g-Inverse A
(1;4)
von A gibt. Dies ist der Fall genau dann, wenn
rank(AA

) = rank(A). Gibt es eine f1; 4g-Inverse, dann ist A

(AA

)
(1)
2
Af1; 4g für jede f1g-Inverse (AA

)
(1)
von AA

.
6. Af1; 2; 3; 4g = fZAY j Y 2 Af1; 3g; Z 2 Af1; 4gg. Die f1; 2; 3; 4g-Inverse
ist eindeutig, falls sie überhaupt existiert. Sie existiert genau dann, wenn
rank(A

A) = rank(AA

) = rank(A).
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7. Im Spezialfall Q  K  C und () als komplexe Konjugation gilt
rank(A

A) = rank(AA

) = rank(A) für jede Matrix A.
Beweis Alle Teilbeweise nden sich in [7] für Grundkörper C . Die Beweise sind
jedoch wörtlich gültig über anderen Grundkörpern mit einer Konjugation auf
den Matrizen. Im einzelnen: 1. trivial, 2. (2.1-Co.1, 1.2-Th.1), 3. (1.5-Le.3),
4. (2.2, 1.3-Le.1(a), 1.6-Th.3), 5. analog 4., 6. (1.1-Ex.1, 1.6-Th.4), 7. (1.6-
Le.4).
Zur Konstruktion der verallgemeinerten Inversen geben Ben-Israel, Greville und
Rao, Mitra verschiedene numerische und algebraische Methoden an ([7], 7.1
7.3 oder [79], 11.4). Insbesondere eignet sich die Singulärwertzerlegung, um
die Pseudoinverse A
+
numerisch zu berechnen. Die Singulärwertzerlegung ist
ein numerisches Verfahren, das zum Beispiel in den Numerical Recipes, [76]
Ch. 2.6, von W. H. Press et al. (1992) beschrieben wird.
Aus Lemma 6.12 folgt eine einfache Methode zur Konstruktion der Pseudoin-
versen, falls sie existiert. Dazu wird der hier relevante Spezialfall betrachtet.
Sei A 2 K
nm
mit m > n und rank(AA

) = rank(A) = n. Aus Lemma 6.12.1
folgt, daÿ (AA

)
 1
die Pseudoinverse von AA

ist. Nach Lemma 6.12.5 ist dann
X = A

(AA

)
 1
eine f1; 4g-Inverse von A. Wird X in (2) und (3) eingesetzt, so
zeigt sich, daÿ X auch eine f2; 3g-Inverse ist. Nach Lemma 6.12.6 ist X daher
die eindeutig bestimmte Pseudoinverse
A
+
= A

(AA

)
 1
falls det(AA

) 6= 0:
Algorithmisch läÿt sich A
+
also durch Inversion einer (nn)-Matrix und Multipli-
kation mit einer (mn)-Matrix berechnen. Der Aufwand dafür ist inO(n
3
+n
2
m).
Man beachte dabei jedoch, daÿ die Bedingung det(AA

) 6= 0 eine Einschränkung
bedeutet. Falls AA

jedoch nicht invertierbar ist, dann existiert A
+
nach Lem-
ma 6.12.6 nicht.
Nun zum Hauptergebnis in diesem Abschnitt.
6.13 Satz (Bestimmung der mcbs) Sei A 2 K
nm
mit m > n und die Determi-
nante det(AA

) 6= 0. Dann existiert die Pseudoinverse A
+
und es gilt
mcbs(A) = cbs(A
+
A):
Beweis Es wird gezeigt, daÿ jede Blockzerlegung von TA in cbs(A
+
A) auftaucht
 insbesondere also auch die feinste. Der Beweis basiert auf den folgenden beiden
Eigenschaften der Pseudoinversen. Sei A wie im Satz, dann gilt
1. (TAS)
+
= S
 1
A
+
T
 1
für jedes T 2 GL
n
(K) und S 2 S
m
. Bew.: Durch
Nachrechnen wird gezeigt, daÿ die rechte Seite eine f1; 2; 4g-Inverse ist. We-
gen der Rangbedingung an AA

ist A
+
= A

(AA

)
 1
, wie oben ausgeführt
wurde. Damit wird Bedingung (3) trivial.
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2. A
+
= A
(1)+
     A
(r)+
, falls A von der Form A
(1)
     A
(r)
mit r  1
ist. Bew.: Es kann direkt nachgerechnet werden, daÿ die rechte Seite eine
f1; 2; 3; 4g-Inverse von A ist. Die Gleichheit folgt aus der Eindeutigkeit von
A
+
(Lemma 6.12.6.).
Aus der ersten Eigenschaft folgt sofort
cbs((TA)
+
(TA)) = cbs(A
+
A) für alle T 2 GL
n
(K).
Das heiÿt, cbs(A
+
A) hängt nicht T ab. Daher kann einfach angenommen werden,
daÿ A schon durch ein geeignetes T in die minimale Blockstruktur zerlegt ist. Die
erste Eigenschaft zeigt auÿerdem
cbs((AS)
+
(AS)) = cbs(S
 1
A
+
AS) = cbs(A
+
AS) für alle S 2 S
m
,
S bezeichnet also die Spalten in cbs(A
+
A) auf die gleiche Weise um wie in A.
Daher kann zusätzlich angenommen werden, daÿ A bereits blockdiagonal ist, etwa
A = A
(1)
     A
(r)
. Aus der zweiten Eigenschaft folgt dann
cbs(A
+
A) = cbs(A
(1)+
A
(1)
     A
(r)+
A
(r)
);
und dies liefert genau die Behauptung.
Satz 6.13 und die Algorithmen zur Konstruktion der Pseudoinversen zeigen, daÿ
es einen Algorithmus zur Bestimmung der minimalen Spaltenblockstruktur gibt,
falls die Rangbedingung det(AA

) 6= 0 erfüllt ist. Für A 2 K
nm
werden O(n
3
+
n
2
m) arithmetische Operationen in K benötigt.
Es sei noch angemerkt, daÿ die Pseudoinverse nicht unbedingt notwendig
ist zur Bestimmung der minimalen Spaltenblockstruktur  Gauÿelimination ist
ausreichend. Dies wird in dem folgenden Lemma gezeigt. Die Eigenschaften der
Pseudoinverse liefern jedoch den tieferen Grund für die Struktur der minimalen
Blockstruktur. Darüber hinaus ist die Pseudoinverse unter praktischen Gesichts-
punkten numerisch günstiger als Gauÿelimination, da die Pseudoinverse keine
Rechenfehler ansammelt.
6.14 Lemma Sei A 2 K
nm
mit m > n und det(AA

) 6= 0. Dann gilt
mcbs(A) = cbs(Echelon(A));
wobei Echelon(A) die Zeilennormalform (Echelonform, Hermite-Normalform) von
A bezüglich einer festen Wähl von Pivot-Spalten bezeichnet.
Beweis Es ist
cbs(Echelon(A)) = cbs(Echelon(A
+
A))
= cbs(A
+
A)
= mcbs(A):
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Die erste Gleichung basiert darauf, daÿ die Zeilennormalform bezüglich einer
festen Wahl der Pivot-Spalten eine Invariante der aufgespannten Vektorräume ist.
Die zweite Gleichung gilt, weil A
+
A bereits in der feinst möglichen Blockstruktur
vorliegt. Die dritte Gleichung kommt aus Satz 6.13.
Ausdünnen mit Blockzerlegungen Die letzten beiden Abschnitte haben ge-
zeigt, daÿ mcbs(A) die relevante Information über alle möglichen Blockzerlegun-
gen der Matrix A enthält und daÿ diese Information schnell algorithmisch be-
schat werden kann. An dieser Stelle ist es angebracht, klar zu zeigen, daÿ die
Blockstruktur das Ausdünnen drastisch vereinfacht.
Dazu werden zwei Ausdünnungsprobleme (A
(1)
; c
(1)
) und (A
(2)
; c
(2)
) mit Ma-
trizen A
(k)
und Vektoren von Gewichtskoezienten c
(k)
betrachtet. Mit der Such-
methode aus Algorithmus 6.5 ist es möglich, für jedes Probleme eine ausdünnende
Matrix T
(k)
zu nden, also jT
(k)
A
(k)
j
c
(k)
= min. Nun werden die beiden Probleme
zusammengesetzt zu einem gröÿeren. Es geht dabei um die Matrix A = A
(1)
A
(2)
mit dem Vektor von Gewichtskoezienten c = [c
(1)
; c
(2)
]. Oensichtlich ist dann
j (T
(1)
 T
(2)
) A j
c
= min;
denn die beiden diagonalen Teile der Matrix sind minimal. Das bedeutet, daÿ
sich auch die Lösung blockdiagonal zusammensetzen läÿt! Ist umgekehrt (A; c)
ein Problem mit Blockstruktur, so dürfen die Blöcke unabhängig voneinander
ausgedünnt werden und aus diesen Teillösungen kann sofort eine Lösung des
Gesamtproblems konstruiert werden. Die Blockzerlegungsmethode ergänzt also
die Suchmethode. Dies kann substantiell schneller gehen als die Suchmethode
alleine:
6.15 Satz Falls det(AA

) 6= 0, dann kann Problem 6.1 in
O(n
3
+ n
2
m +
r
X
k=1
(
m
k
n
k
 1
)
n
3
k
)
arithmetischen Operationen gelöst werden. Dabei ist (n;m) die Gröÿe der Matrix
A (Anzahl Zeilen, Anzahl Spalten) und (n
1
; m
1
); : : : ; (n
r
; m
r
) sind die Gröÿen der
Blöcke in der minimalen Blockzerlegung von A.
6.16 Beispiel Die folgende Matrix A kann bereits mit der Blockzerlegungsmethode
allein ausgedünnt werden:
A =
2
6
4
,2 ,3 2 ,3
1 9 6 ,9
,1 ,3 ,2 3
3
7
5
) A
+
=
1
156
2
6
6
6
4
0 ,78 ,234
,26 39 91
12 ,6 ,30
,18 9 45
3
7
7
7
5
:
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Damit wird A
+
A blockdiagonal mit
mcbs(A) = cbs(A
+
A) = ff1g; f2g; f3; 4gg:
Durch Auswahl der 1., 2. und 3. Zeile von A
+
wird ein T gefunden, das A
blockdiagonalisiert zu
TA =
1
13
2
6
4
13 0 0 0
0 13 0 0
0 0 4 ,6
3
7
5
:
Dies ist oensichtlich ausgedünnt.
6.5 Komplexität des Ausdünnungsproblems
Dieser Abschnitt handelt von der Problemkomplexität des Ausdünnens. Es gibt
starke Hinweise dafür, daÿ das Problem NP-vollständig ist. Dies konnte jedoch
nicht bewiesen werden. Immerhin wird die Ausdünnung aber im folgenden zu-
rückgeführt auf ein bekanntes oenes Problem. Es handelt sich dabei um das
von E. R. Berlekamp, R. J. McEliece und H. C. A. van Tilborg 1978 formulierte
Problem des Minimalgewichts eines linearen Blockcodes. Meines Wissens ist von
diesem Problem bis heute nicht entschieden worden, ob es NP-vollständig ist.
Zunächst werden präzise Denitionen der auftretenden Probleme gegeben.
Schwierigkeiten mit der Arithmetik imGrundkörper sollen hier nicht von Interesse
sein. Daher wird nur der Grundkörper K = Q oder ein endlicher Körper K = F
q
betrachtet.
[T ?] Berechne ausgedünnte Matrix Gegeben A 2 Q
nm
, m > n und ein
Vektor c 2 Q
m
>0
. Berechne T 2 GL
n
(Q) mit jTA j
c
= min.
[V  w] Vektor minimalen Gewichts Gegeben fa
1
; : : : ; a
n
g  Q
m
, m > n und
ein w mit m  w > 0. Gibt es x 2 ha
1
; : : : ; a
n
i n f0g mit j x j  w?
[V = w] Vektor vorgegebenen Gewichts Gegeben fa
1
; : : : ; a
n
g  Q
m
, m > n
und ein w mit m  w > 0. Gibt es x 2 ha
1
; : : : ; a
n
i mit j x j = w?
[P  w] Punkt minimalen Gewichts Gegeben fa
0
; : : : ; a
n
g  Q
m
, m > n und
ein w mit m  w > 0. Gibt es x 2 a
0
+ ha
1
; : : : ; a
n
i n fa
0
g mit j x j  w?
[U = w] Gewicht eines Unterraums Gegeben eine Matrix A 2 Q
nm
und eine
ganze Zahl w > 0. Gibt es x 2 Q
n
mit j x j = w und x  A = 0?
[X  w] LGS-Lösung von minimalem Gewicht Gegeben eine endliche Menge
X von Paaren (x; b), wobei x 2 Q
m
, b 2 Q , m > 0 und eine ganze Zahl
m  K > 0. Gibt es y 2 Q
m
, so daÿ j y j  K und für alle (x; b) 2 X gilt
y
T
 x = b?
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Das folgende Lemma sammelt die relevanten Aussagen.
6.17 Lemma Es gilt
1. Rationale lineare Algebra ist P-time.
2. [X  w] ist NP-vollständig.
3. [U = w] ist NP-vollständig.
4. [P  w] ist NP-vollständig und mindestens so schwer wie [V  w].
5. [V = w] ist NP-vollständig und mindestens so schwer wie [V  w].
6. [T ?] ist mindestens so schwer wie [V  w].
Beweis
1. Es soll gezeigt werden, daÿ die Bitkomplexität vom Gleichungslösen über
Q polynomial ist. Dazu sei xA = b ein Gleichungssystem mit A 2 GL
n
(Q) und
b 2 Q
n
, n > 0. Auÿerdem sei 2
B
 max jA
ij
j; jb
j
j eine Schranke für die auf-
tretenden Zahlen. Nach der cramerschen Regel kann die Lösung ausgedrückt
werden als x = [y
1
=d; : : : ; y
n
=d], wobei y
k
und d jeweils (n  n)-Determinanten
in den Komponenten von A und b sind. In der expliziten Determinantenformel
werden n! Produkte mit jeweils n Faktoren aufsummiert. Damit ergibt sich die
Schranke jy
k
j; jbj  n!2
Bn
. Mit der Stirling-Approximation der Fakultät zeigt
sich schlieÿlich, daÿ die Bitlänge des Resultats in O(Bn
2
logn) liegt. Es kann
auch polynomial berechnet werden, nämlich mit Hilfe des chinesischen Restesat-
zes durch Rekonstruktion aus hinreichend vielen modularen Gleichungssystemen.
(Gauÿelimination ist nicht bit-polynomial beschränkt, da die Zwischenergebnisse
zu stark wachsen.)
2. Bekannt. Das [X  w] ist das Problem [MP5] aus dem Buch [35] von
M. R. Garey und D. S. Johnson (1979).
3. Der Beweis für Grundkörper F
2
von Berlekamp, McEliece und van Tilborg
(1978) aus [8] ist über Q wortwörtlich gültig.
4. Reduziere [X  w] auf [P  w]: Sei (X;K) eine Instanz von [X  w].
Dann kann die Lösungsanität des Gleichungssystems in polynomialer Zeit in
der Form a
0
+ ha
1
; : : : ; a
n
i dargestellt werden (Teil 1. dieses Lemmas). Das
Restproblem ist genau [P  w]; eine Lösung davon liefert auch eine Lösung von
[X  w]. Daher ist [P  w] mindestens so schwierig wie [X  w]. Auÿerdem ist
[P  w] in NP, weil eine mögliche Lösung in polynomialer Zeit geprüft werden
kann.
Reduziere [V  x] auf [P  x]: Man wähle a
0
= 0.
5. Reduziere [U = w] auf [V = w]: Sei (A;w) eine Instanz von [U = w]. Dann
kann wieder in polynomialer Zeit eine Basis fa
1
; : : : ; a
n
g für den durch xA = 0
denierten Unterraum berechnet werden. Es bleibt das Problem [V = w].
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Reduziere [V  w] auf [V = w]: Sei (a
1
; : : : ; a
n
; w) eine Instanz von [V  w].
Dann kann durch sukzessives Testen von w
0
= 1; 2; : : : ; w mit einem Algorithmus
für [V = w
0
] entschieden werden, ob es [V  w] eine Lösung hat.
6. Sei (fa
1
; : : : ; a
n
g; w) eine Instanz von [V  w]. Aus den Zeilenvektoren
a
i
bilde man die Matrix A 2 Q
nm
. Als Gewichtsvektor wird c = [1; : : : ; 1]
verwendet. Mit Hilfe eines Algorithmus für [T ?] berechne man ein ausdünnendes
T 2 GL
n
(Q ). Da das Ausdünnungsproblem die Rake-Eigenschaft (engl. greedy)
besitzt, enthält TA eine Zeile mit minimalem Gewicht. Mit dieser Zeile kann das
Entscheidungsproblem [V  w] beantwortet werden.
Zur Erklärung. [V  w] ist das Entscheidungsproblem, das der Ausdünnung zu-
grunde liegt. Es ist, abgesehen vom Grundkörper Q statt F
2
, genau das Problem
Bestimme das Minimalgewicht eines linearen Blockcodes. Dieses Problem wur-
de von Berlekamp, McEliece und van Tilborg 1978 in [8] formuliert. Es ist bis
heute nicht bewiesen worden, daÿ diese Problem NP-vollständig ist.
Das Problem [V  w] ist etwas leichter als die zwei verwandten Probleme
[V = w] und [P  w]. Beide Probleme sind bereits NP-vollständig, wie in
Lemma 6.17.4. und Lemma 6.17.5. gezeigt wird. Die weiteren Aussagen von
Lemma 6.17 dienen als Ausgangsbasis für diese Aussagen.
6.6 Anwendung: Teilkörper von Q (
n
)
Ein schönes Beispiel für den Nutzen der Ausdünnung stammt von T. Minkwitz
(1994). Um die irreduziblen Darstellungen einer endlichen Gruppe zu konstruie-
ren, hat Minkwitz einfachere Erzeuger für abelsche Erweiterungen von Q gesucht.
Dazu hat er zunächst Blockzerlegungen verwendet. Mit der Zeit wurde klar, daÿ
der Kern des Problems das Ausdünnen der Generatormatrix ist. Dies soll im
folgenden näher ausgeführt werden.
Bei Berechnungen mit Charakteren von endlichen Gruppen tritt oft das Pro-
blem auf, einen Erweiterungskörper von Q zu konstruieren, der eine Menge von
vorgegebenen Elementen enthält. Es ist klar, daÿ es sich dabei um einen Teil-
körper eines Kreisteilungskörpers handelt. Obwohl es einfach ist, irgendeine Dar-
stellung für diesen Körper zu konstruieren, ist es sehr schwer, eine gute zu nden.
Ausdünnung liefert dazu einen neuen Ansatz.
Man betrachte den festen Kreisteilungskörper Q (!), wobei ! eine primitive
156: Einheitswurzel ist. Dieser Körper ist vom Grad m = [Q(!) : Q ] = '(156) =
48 über den rationalen Zahlen. Von Interesse ist nun der Körper Q () mit dem
Erzeuger
 = ,!
47
, !
45
+ !
41
+ !
40
+ !
39
+ !
38
, 2!
35
, !
33
+ 2!
29
+
2!
27
+ !
26
, !
22
+ !
19
+ !
16
, !
13
, !
12
, !
11
, !
10
+
!
7
+ !
5
+ !
4
, 2! , 1:
6.6. ANWENDUNG: TEILKÖRPER VON Q(
N
) 79
Er erzeugt die Normalbasis B = f
g
j g 2 Gal(Q()=Q )g der Dimension n =
[Q () : Q ] = 8. Die Galois-Gruppe der Erweiterung ist Gal(Q ()=Q )

=
Z
2
 Z
4
.
Das Minimalpolynom von  über Q ist
f = X
8
+ 2X
7
+ 22X
6
+ 2X
5
+ 93X
4
+
124X
3
+ 1108X
2
+ 3352X + 5788:
Auch die Standardbasis eignet sich zum Ausdünnen; dabei wachsen jedoch im
allgemeinen die auftretenden rationalen Zahlen wesentlich stärker als bei der Nor-
malbasis.
Es soll nun ein Erzeuger  für Q() gefunden werden, der ein schöneres
Minimalpolynom über Q besitzt. Dazu wird die (8  48)-Koezientenmatrix
A der Normalbasis B ausgedünnt. (Jedes Element 
g
wird als Polynom in !
aufgefaÿt und der Koezientenvektor in eine Zeile von A geschrieben.) Nach
14 Sekunden Rechenzeit eines Mathematica-Programms zum Ausdünnen auf
einem Rechner vom Typ SUN Sparc IPX wurde eine invertierbare Matrix T
und eine Permutationsmatrix S bestimmt, so daÿ
TAS =
2
6
6
6
6
6
6
6
6
6
6
4
*...............................................
.....*..........................................
............*******.............................
...................*********....................
............................*.*...*.*.**..*.***.
.............................*..**...**..*.**...
..............................**.*..*....*...***
...............................*...***..*..*.*.*
3
7
7
7
7
7
7
7
7
7
7
5
:
Hier steht  für einen Wert ungleich Null. Jede Zeile von TAS repräsentiert ein
Element von Q(), namentlich

1
= 1

2
= !
26

3
= !
40
+ !
38
, !
22
+ !
16
, !
12
, !
10
+ !
4

4
= !
46
+ !
34
, !
28
+ !
24
, !
20
, !
18
, !
8
, !
6
+ !
2

5
= ,!
47
, !
41
, !
37
, !
31
+ !
21
, !
19
+ !
15
+ !
7

6
= ,!
47
+ !
45
, !
41
, !
33
, !
19
, !
11
+ !
7
, !
5

7
= !
39
+ 2!
37
, 2!
33
+ 2!
27
, 2!
21
, 2!
11
, 2!
9
+ 2!
3

8
= ,2!
45
+ 2!
41
+ !
39
, 2!
35
+ 2!
29
+ 2!
27
+ 2!
19
, !
13
+
2!
5
, 2!:
Die Minimalpolynome dieser Elemente, skaliert und normiert auf ganzzahlige
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Koezienten, lauten
f
1
= X , 1
f
2
= X
2
,X + 1
f
3
= X
4
,X
3
+ 4X
2
+ 3X + 9
f
4
= X
2
+X , 3
f
5
= X
8
+ 13X
6
+ 156X
4
+ 169X
2
+ 169
f
6
= X
8
+ 13X
6
+ 156X
4
+ 169X
2
+ 169
f
7
= X
4
, 26X
2
+ 117
f
8
= X
8
+ 26X
6
+ 559X
4
+ 3042X
2
+ 13689:
Jedes dieser Polynome vom Grad [Q () : Q ] = 8 kann als Minimalpolynom
der Erweiterung gewählt werden. Das Ergebnis der Ausdünnung lautet also:
Q() = Q (
5
) mit dem Minimalpolynom f
5
= X
8
+13X
6
+156X
4
+169X
2
+169,
was oensichtlich viel schöner ist das das ursprüngliche f für .
Das Ergebnis kann verglichen werden mit dem in das Kant-System
1
ein-
gebauten Verfahren. Die Funktion BetterPolynomial des Computeralgebrasy-
stems Magma
2
, das einen relevanten Teil von Kant enthält, liefert nach 36
Sekunden das Minimalpolynom
g = X
8
, 4X
7
+ 23X
6
, 94X
5
+
331X
4
, 614X
3
+ 998X
2
, 1148X + 508:
Das Polynom g hat eine kleinere Diskriminante als f und sogar als f
5
. Aller-
dings ist es dicht besetzt und die auftretenden Zahlen sind wesentlich gröÿer als
bei f
5
. Das zur Minimierung verwendete Kriterium der Diskriminante ist daher
nicht notwendigerweise das Maÿ der Wahl. Geringes Hamming-Gewicht ist es
vermutlich ebenfalls nicht, kann aber als Alternative nützlich sein.
6.7 Zusammenfassung
In diesem Kapitel wurde das Problem des Ausdünnens einer rechteckigen Ma-
trix behandelt. Die Aufgabe wurde zunächst formalisiert (Problem 6.1). Es soll
eine rechteckige Matrix durch invertierbare Zeilenoperationen so umgeformt wer-
den, daÿ sie möglichst dünn besetzt ist, im Sinne eines leicht verallgemeinerten
Hamming-Gewichts (c-Gewicht).
Es wurde gezeigt, daÿ Ausdünnen ein Rake-Algorithmus (engl. greedy al-
gorithm) ist (Satz 6.3). Darauf aufbauend wurde ein Suchverfahren angegeben
1
Kant wurde an der Universität Düsseldorf entwickelt, [31].
2
Magma wird von der Arbeitsgruppe um J. Cannon in Sydney entwickelt und kommerziell
vertrieben.
6.7. ZUSAMMENFASSUNG 81
(Algorithmus 6.5), mit dem eine Matrix A 2 K
nm
, m > n, in O(

m
n 1

n
3
) arith-
metischen Operationen ausgedünnt werden kann (Satz 6.6). Dieser Aufwand ist
im allgemeinen exponentiell, denn

2n
n

! 2
2n
=
p
n für groÿe n.
Das Ausdünnen kann substantiell beschleunigt werden, wenn die Matrix eine
Blockstruktur erzeugen kann. Dazu wurde der Begri der Spaltenblockstruktur
einer rechteckigen Matrix formal deniert (Denition 6.7), und es wurde gezeigt,
daÿ die möglichen Spaltenblockstrukturen einer festen Matrix einen endlichen
Verband bilden (Satz 6.9). Daher kann jeder Matrix A eine eindeutig bestimmte
minimale Spaltenblockstruktur zugeordnet werden (Denition 6.10). Die mini-
male Spaltenblockstruktur kann mit Hilfe der Pseudoinversen (Denition 6.11) in
O(n
3
+n
2
m) arithmetischen Operationen gefunden werden, falls die Pseudoinver-
se überhaupt existiert (Satz 6.13). Es wurde gezeigt, daÿ dies für det(AA

) 6= 0
immer der Fall ist (Lemma 6.12.5. und 6.). Durch die Blockstruktur wurde der
Aufwand zum Ausdünnen im allgemeinen erheblich reduziert (Satz 6.15). Die
Methode der Blockstruktur wurde ursprünglich von T. Minkwitz (1994) vorge-
schlagen.
Es konnte gezeigt werden, daÿ das zum Ausdünnen gehörende Entscheidungs-
problem genauso schwer ist wie das bekannte Problem [Minimalgewicht eines li-
nearen Blockcodes] aus der Theorie fehlerkorrigierender Codes (Lemma 6.17.6.).
Von diesem Problem wird vermutet, daÿ es NP-vollständig ist (Berlekamp, McE-
liece, van Tilborg, 1978). Das Problem ist sehr nahe verwandt mit zwei et-
was schwierigeren Problemen, welche beide bereits NP-vollständig sind (Lem-
ma 6.17.4. und 5.).
Alle dargestellten Algorithmen wurden vom Autor zusammen mit Torsten
Minkwitz implementiert. Die Programme bestehen aus etwa 3.5 kloc Mathe-
matica und 1.0 kloc Magma.

Teil II
Anwendungen

7Klassische Methoden der FFT
 Z_TF33 A;K;M;W;O;P;Q;R;S;V;N
[1] W_ 2 1

.(,\(2,P)(PV_0),-O-V[-O-2#P])%P,0O_1,0S_2,N,0R_
(M+1)2,0Z_A[;V_,(|M)\((K_M_1+2*P_0.5#N)2)N_1^A]
[2] (0<K_K-1)/2,0W_W[;,\(2,P)P]+0,0Z_S(-/[O] W#Z),+/[O] W#-Z_S
((O+K),((-K)|0,M1)/M+1)\R(,+/[K+O] Z),,-/[K+O] Z_RZ

G. K. McAulie, 2
e
-FFT in APL, aus [67]
I
n diesem Kapitel sind die klassischen Methoden der schnellen diskreten
Fourier-Transformation zusammengetragen. Die Algorithmik der diskreten
Fourier-Transformation lebt von der Symmetrie; mit ihr können alle schnellen
Verfahren, auÿer der Methode von Bluestein, gefunden werden. Die klassischen
Algorithmen für die eziente Auswertung der diskreten Fourier-Transformation
zeigen die groÿe Vielfalt an nutzbarer Struktur.
Da jede nicht-triviale endliche Gruppe eine zyklische Untergruppe enthält,
ist die klassische diskrete Fourier-Transformation zudem ein Grundalgorithmus
für viele fortgeschrittene Verfahren in der konstruktiven Darstellungstheorie. Ein
Beispiel neueren Datums ist die konstruktive Berechnung von Charaktertafeln
von p-Gruppen durch A. Thümmel [88]. Sie macht wesentlichen Gebrauch von
der diskreten schnellen Fourier-Transformation.
Im Rahmen dieser Arbeit bildet die diskrete Fouriertransformation ein um-
fassendes Beispiel für symmetriebasierte Algorithmengenerierung. Dieses Kapitel
ist zudem eine elementare und explizite Einführung in die klassischen Algorith-
men und zeigt deren Schönheit. Es werden sämtliche Permutationen, Twiddle-
Faktoren und Symmetrien explizit in geschlossener Form durch Terme von Ma-
trizen angegeben werden. Die hier gegebene Darstellung ergänzt in diesem Sinne
die ausführlicheren Darstellungen von Beth (1984), [10], sowie von Clausen und
Baum (1993), [19]. In diesem Kapitel wird die schnelle Fourier-Transformation
ausschlieÿlich unter dem klassischen algorithmischen Aspekt behandelt.
Der Rest dieses Kapitels ist wie folgt aufgebaut: Abschnitt 7.1 gibt die Denition
der zentralen Begrie dieses Kapitels an: die DFT und die FFT. In Abschnitt 7.2
wird die Symmetrie der DFT angegeben und bewiesen. Es gibt eine Symmetrie
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vom Typ Perm-Perm und eine vom Typ Perm-Irred.
In Abschnitt 7.3, werden die einzelnen FFT-Methoden vorgestellt. Da jede der
Methoden lediglich einen einzelnen Zerlegungsschritt eines Teile-und-Herrsche-
Algorithmus realisiert, ist es notwendig, die Methoden zusammenzusetzen. Dieses
Thema ist in der Praxis ein nicht unerhebliches Problem; es wird in Abschnitt 7.4
theoretisch beprochen. In Abschnitt 7.5 wird dann von einer tatsächlichen Imple-
mentierung der schnellen Fourier-Transformation in der Programmiersprache C
berichtet. Abschnitt 7.6 beendet das Kapitel über die klassischen Methoden der
schnellen Fourier-Transformation. Für die verwendeten Notationen sei an dieser
Stelle auf den Anhang A ab Seite 113 verwiesen. Abweichend von Anhang A
wird in diesem Kapitel S(i) statt i
S
für das Bild eines Punktes i unter einer
Permutation S geschrieben. In diesem Kapitel bietet es sich zudem an, Matrizen
grundsätzlich mit f0; : : : ; n, 1g statt mit f1; : : : ; ng zu indizieren.
7.1 DFT und FFT
Unter der diskreten Fourier-Transformation der Gröÿe n  1 wird in diesem
Kapitel die folgende Matrix verstanden:
DFT
n
=
2
6
6
6
6
6
6
6
4
1 1 1 1    1
1 ! !
2
!
3
   !
n 1
1 !
2
!
4
!
6
   !
2n 2
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
1 !
n 1
!
2n 2
!
3n 3
   !
(n 1)
2
3
7
7
7
7
7
7
7
5
=
h
!
ij
i
i;j2[0::n)
:
Die Notation [0::n) bezeichnet die Folge oder Menge f0; 1; : : : ; n , 1g, wie in
Anhang A auf Seite 113 bezeichnet. Mit ! wird eine primitive n-te Einheitswurzel
des zugrundeliegenden Körpers bezeichnet. Im Fall der DFT über den komplexen
Zahlen C stelle man sich einfach ! = exp(2 i =n) vor. Der Kreisteilungskörper
Q(
n
)

=
Q [X]=(
n
(X)), mit dem n-ten Kreisteilungspolynom 
n
(X), enthält
nach Konstruktion die primitive n-te Einheitswurzel 
n
. In endlichen Körpern
F
p
e
schlieÿlich gibt es genau dann eine primitive n-te Einheitswurzel, wenn n ein
Teiler von p
e
, 1 ist. (Die multiplikative Gruppe (F
p
e
n f0g; ) ist zyklisch von
der Ordnung p
e
, 1; sie sei von  erzeugt. Dann ist 
(p
e
 1)=n
eine primitive n-te
Einheitswurzel.) Bei jedem Grundkörper ist f!
k
j k 2 f1::ng; ggT(k; n) = 1g die
Menge aller primitiven n-ten Einheitswurzeln, wenn ! eine ist.
Ein Algorithmus zur Auswertung der Abbildung x 7! DFT
n
x wird als schnel-
le Fourier-Transformation (engl. fast fourier transform, FFT) bezeichnet, auch
wenn der Algorithmus nicht schnell ist. In diesem Kapitel wird von Methoden
berichtet, mit denen schnelle FFTs konstruiert werden können.
1
1
Diese paradoxe Begrisbildung folgt dem red herring principle (engl. red herring = Ab-
lenkungsmanöver): Ein roter Hering braucht in der Mathematik weder rot zu sein, noch muÿ
es sich überhaupt um einen Hering handeln.
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Eine fundamentale und interessante Eigenschaft der DFT ist, daÿ sie nahezu ihre
eigene Inverse ist. In der hier gewählten Konvention gilt
DFT
 1
n
=
1
n
S DFT
n
=
1
n
DFT
n
S;
wobei die Permutation S von [0::n) deniert ist durch
S(k) =
(
0 für k = 0 und
n, k für 0 < k < n.
Hieraus folgt insbesondere S
2
= id und DFT
2
n
= nS, sowie DFT
4
n
= n
2
1
n
. Die
DFT ist also eine Matrix der Ordnung vier, bis auf einen skalaren Faktor, und
die inverse DFT ist im wesentlichen die DFT selbst.
Eine weitere besondere Eigenschaft der DFT ist der enge Zusammenhang
mit der zyklischen Faltung. Als diskretes Analogon der Faltungseigenschaft
der kontinuierlichen Fourier-Transformation kann im diskreten Fall die zykli-
sche Faltung auf drei DFTs zurückgeführt werden. Es gilt für den Faltungskern
v = [v
0
; : : : ; v
n 1
]
T
circ (v) = DFT
n
 diag (DFT
n
v) DFT
 1
n
:
Man beachte, daÿ die mittlere der drei DFTs die Koezienten der Diagonalmatrix
bestimmt; bei der Auswertung der zyklischen Faltung x 7! circ(v)  x müssen
daher nur die beiden äuÿeren DFTs berechnet werden. Eine zyklische Faltung
der Länge n ist also im wesentlichen äquivalent zu zwei DFT
n
.
7.2 Symmetrien der DFT
Die DFT
n
zerlegt eine reguläre Darstellung der zyklischen Gruppe Z
n
in ihre
irreduziblen Komponenten. Diese Eigenschaft ist eine Perm-Irred-Symmetrie.
Der folgende Satz präzisiert dies.
7.1 Satz Sei n > 0 und ! die zur Denition von DFT
n
verwendete primitive n-te
Einheitswurzel im Körper K. Man betrachte die zyklische Untergruppe G von
S
n
 GL
n
(K), die deniert ist als
G = h

(0; 1; : : : ; n, 1); diag(1; !; !
2
; : : : ; !
n 1
)

i

=
Z
n
:
Dann gilt
L DFT
n
= DFT
n
R für alle (L;R) 2 G.
Beweis Es reicht, die Gleichung für den Erzeuger von G nachzuprüfen. Nach
Formel (A.1) auf Seite 115 ist
L DFT
n
= [!
L(i)j
j i; j] = [!
(i+1)j
j i; j] = [!
ij+j
j i; j] = DFT
n
R:
Damit ist die Behauptung gezeigt.
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Die zweite wesentliche Symmetrie der DFT
n
ist ihre Perm-Perm-Symmetrie. Sie
entspricht genau der Automorphismengruppe der Z
n
.
7.2 Satz Sei n > 0 und Z

n
= fk 2 f1::ng j ggT(n; k) = 1g. Für zwei Permutationen
L und R von [0::n) gilt
L DFT
n
= DFT
n
R , Es gibt k 2 Z

n
mit L = R
 1
= (i 7! (k  i) mod n).
Mit anderen Worten,
PermPerm(DFT
n
) = f(L; L
 1
) j L = (i 7! ki); k 2 Z

n
g:
Beweis Zunächst wird die Perm-Perm-Symmetrie der DFT durch ein System
von Kongruenzen charakterisiert. Dazu seien L und R Permutationen von [0::n).
Nach Formel (A.1) ist die Komponentendarstellung gegeben durch
L DFT
n
R
 1
=
h
!
L(i)R(j)


 i; j 2 [0::n)
i
:
Komponentenvergleich mit DFT
n
zeigt
L DFT
n
= DFT
n
R , 8i; j 2 [0::n) : L(i)R(j)  i j mod n:
Seien nun L und R Permutationen mit L DFT
n
= DFT
n
R und zur Abkürzung
sei k = L(1). Dann folgt aus den Kongruenzen kR(1)  1, also ist k modulo
n invertierbar. Das heiÿt, k 2 Z

n
. Durch k sind die Permutationen L und R
eindeutig bestimmt, denn L(i)  ki und kR(j)  j für alle i und alle j.
7.3 Klassische Zerlegungsmethoden
In diesem Abschnitt werden die klassischen Zerlegungsmethoden der DFT vorge-
stellt. Bei jeder der Methoden wird eine DFT von N Einzelsignalen auf mehrere
DFTs von anderer Gröÿe zurückgeführt. Werden diese Zerlegungsschritte sinnvoll
zusammengesetzt, so ergibt sich strukturell ein Teile-und-Herrsche-Algorithmus
(engl. divide and conquer). Jede einzelne Zerlegungsmethode wird hier kurz als
FFT-Methode bezeichnet. Man mache sich jedoch klar, daÿ jede der FFT-
Methoden nur einen einzigen Schritt einer vollständigen Zerlegung der DFT voll-
zieht.
Die Methode von Good und Thomas Die erste hier zu behandelnde
FFT-Methode ist die ezienteste bekannte Zerlegungsmethode einer diskreten
Fourier-Transformation. Die Methode wird unter anderem von R. C. Agarwal
und J. W. Cooley (1977) in [2] beschrieben. In der ursprünglichen Arbeit [37]
beschreibt I. J. Good (1971), wann und wie eine DFT der Länge N auf eine
multidimensionale DFT zurückgeführt werden kann.
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Bei einer zweidimensionalen DFT werden zuerst alle Zeilen unabhängig von-
einander mit einer 1d-FFT transformiert. Danach werden alle neuen Spalten
transformiert. In algebraischer Sprechweise handelt es sich bei einer multidimen-
sionalen DFT um das Tensorprodukt der DFTs in den einzelnen Dimensionen.
Sind nun die einzelnen Dimensionen paarweise teilerfremd, so sind die Tensorfak-
toren trennbar, wie es in dem nachstehenden Lemma ausgedrückt wird. Dieser
Fall wird in der Literatur auch oft Mixed-radix-FFT genannt. Das Lemma for-
muliert den allgemeinen Fall mit beliebig vielen Faktoren.
7.3 Lemma Sei N = q
1
   q
r
für r > 1 und die Zahlen q
1
; : : : ; q
r
> 1 seien paarweise
teilerfremd. Dann gibt es Permutationen L und R mit
DFT
N
= L  (DFT
q
1

    
DFT
q
r
) R:
Die Permutationen L und R sind eindeutig bestimmt bis auf die Perm-Perm-
Symmetrie der DFT
N
. Ein spezielles Paar L, R ist deniert durch
L(k) =
r
X
=1
(k mod q

)
Y
>
q

und
R(k) =
0
@
r
X
=1
k

Y
 6=
q

1
A
mod N für k 2 [0::N).
Dabei bezeichnet k

2 [0::q

) die -Stelle in der Zahldarstellung von k bezüglich
der gemischten Basis q
1
; : : : ; q
r
, also
k =
r
X
=1
k

Y
>
q

bzw. k

=
0
@
k div
Y
>
q

1
A
mod q

:
Beweis Der Beweis macht wesentlichen Gebrauch vom Chinesischen Restesatz
(CR), hier x 
N
y , 8 : x 
q

y. Seien L und R Permutationen von [0::N),
und die Indizes i und j seien bezüglich der gemischen Basis q
1
; : : : ; q
r
dargestellt
durch i

; j

2 [0::q

) für  2 [1::r]. Dann gilt für die Komponentendarstellungen
L
 1
DFT
N
R
 1
=
h
!
L
 1
(i)R(j)
j i; j 2 [0::N)
i
und
DFT
q
1

    
 DFT
q
r
=
"
Y

!
i


j i; j 2 [0::N)
#
;
wobei !

= !
Q
 6=
q

die in DFT
q

verwendete primitive q

-te Einheitswurzel ist.
Der Komponentenvergleich der beiden Matrizen liefert
8i; j : L
 1
(i) R(j) 
N
0
@
X

i

Y
 6=
q

1
A
0
@
X

0
j

0
Y

0
6=
0
q

0
1
A
:
90 7. KLASSISCHE METHODEN DER FFT
Das letzte Produkt kann ausmultipliziert werden, wobei alle gemischten Terme
mit 
0
6=  entfallen, da sie N als Faktor enthalten. Wir erhalten die folgende
Charakterisierung
DFT
N
= L  (DFT
q
1

    
DFT
q
r
) R
, 8i; j : L
 1
(i) R(j) 
N
X

i

j

Y
 6=
q

:
Da L und R nur bis auf die Perm-Perm-Symmetrie der DFT eindeutig bestimmt
sind, nehmen wir an, es gäbe eine Paar L;R mit L(N , 1) = N , 1. Die
Kongruenzen bestimmen L und R dann eindeutig in der im Lemma angegebenen
Weise.
Es bleibt zu zeigen, daÿ die so erhaltenen Bedingungen auch tatsächlich Per-
mutationen denieren, für die die charakteristischen Kongruenzen gelten. Seien
L und R also deniert wie im Lemma. Dann sind L und R wegen dem CR wohl-
denierte Permutationen. Für Indizes i; j sei k = L
 1
(i), also L(k) = i und nach
Denition von L ist daher i

= (k mod q

). Werden L und R eingesetzt in die
charakteristische Bedingung, so ndet man
k 
0
@
X

j

Y
 6=
q

1
A

N
X

(k mod q

)j

Y
 6=
q

;
was mit dem CR leicht eingesehen werden kann.
Die Methode von Cooley und Tukey Die Good-Thomas-FFT ist nicht
anwendbar, wenn N eine Primzahlpotenz ist und daher nicht teilerfremd zerfällt.
Die Methode nach Cooley und Tukey hat dieses Problem nicht. Mit ihr kann
jede DFT
N
auf mehrere DFTs von Teilern von N zurückgeführt werden. Der
Preis dafür besteht in weiteren Multiplikationen mit den sogenannten Twiddle-
Faktoren.
Obwohl die Zweierpotenz-FFT schon seit langem bekannt war, war es die
Arbeit [22] von J. W. Cooley und J. W. Tukey (1965), die eine Art Goldrausch
nach schnellen Algorithmen für die DFT ausgelöst hat. In der nur fünf Seiten
langen Veröentlichung stellen die Autoren die allgemeine Zerlegungsmethode dar
und geben den Algorithmus für die Zweierpotenz-FFT an. Das folgende Lemma
formuliert das allgemeine Zerlegungsprinzip der Cooley-Tukey-FFT.
7.4 Lemma Sei N = n  m mit n;m > 1 und ! bezeichne eine primitive N -te
Einheitswurzel. Dann gilt
DFT
N
= L  (1
n

 DFT
m
)  diag

!
t
k
j k 2 [0::N)

 (DFT
n

1
m
);
wobei die Exponenten t
k
der Twiddle-Faktoren und die Permutation L der Menge
[0::N) deniert sind durch
t
k
= (k div m)(k mod m) und
L(k) = (k mod n)m + (k div n) für k 2 [0::N).
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Beweis In diesem Beweis werden die kompakten Notationen x " m = (x div m)
und x # m = (x mod m) verwendet. Damit kann die (i; j)-Komponente von L
 1
mal der rechten Seite berechnet werden zu

(1
n

 DFT
m
)  diag

!
t
k
j k 2 [0::N)

 (DFT
n

1
m
)

i;j
=
N 1
X
k=0

i"m;k"m
(!
n
)
(i#m)(k#m)
 !
(k"m)(k#m)
 (!
m
)
(k"m)(j"m)
 
k#m;j#m
=
n 1
X
k"m=0
m 1
X
k#m=0

i"m;k"m

k#m;j#m
!
n(i#m)(k#m)+(k"m)(k#m)+m(k"m)(j"m)
= !
n(i#m)(j#m)+(i"m)(j#m)+m(i"m)(j"m)
= !
(n(i#m)+i"m)(j#m+m(j"m))
= !
(n(i#m)+i"m)j
;
und mit Formel (A.1) ergibt sich daraus
L  (1
n

DFT
m
)  diag

!
t
k
j k 2 [0::N)

 (DFT
n

1
m
)
=
h
!
(n(L(i)#m)+L(i)"m)j
i
i;j
=
h
!
(n(i"n)+i#n)j
i
i;j
= DFT
N
:
Damit ist die Behauptung bewiesen.
q-Potenz-FFT Obwohl die Cooley-Tukey-FFT für jede Zerlegung N = n m
anwendbar ist, ist der Speziallfall N = q
e
für beliebige q; e > 1 von besonderem
Interesse. Bei dieser q-Potenz-Methode, die eine mehrfache Anwendung der Zer-
legung nach Cooley und Tukey ist, führt die spezielle Struktur zu einer starken
Vereinfachung der Berechnung:
Die Perm-Perm-Symmetrie der DFT kann verwendet werden, um alle Per-
mutationen an die rechte Seite der Zerlegung zu bewegen. Dies wurde bereits
von Cooley und Tukey (1965) in [22] für den Spezialfall q = 2 verwendet. Der
Spezialfall q = 2 ist die in der Praxis am häugsten implementierte Methode
der FFT. Die q
e
-FFT wird in der Literatur auch oft als Radix-q-FFT bezeichnet,
wobei q in der Regel als Zweierpotenz gewählt wird. Das folgende Lemma gibt
die allgemeine Form der q-Potenz-FFT explizit an.
7.5 Lemma Sei N = q
e
für beliebige q; e > 1 und ! bezeichne eine primitive N -te
Einheitswurzel. Dann gilt
DFT
N
= (1
1

DFT
q

1
q
e 1
)  diag

!
t(e 1;k)
j k 2 [0::N)

(1
q

 DFT
q

1
q
e 2
)  diag

!
t(e 2;k)
j k 2 [0::N)

.
.
.
(1
q
e 2

 DFT
q

1
q
)  diag

!
t(1;k)
j k 2 [0::N)

(1
q
e 1

 DFT
q

1
1
) R;
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wobei die Exponenten t(; k) der Twiddle-Faktoren und die Permutation R von
[0::N) bestimmt sind durch
t(; k) =

(k mod q
+1
) div q


 (k mod q

)  q
(e 1) 
und
R(k) =
e 1
X
=0

(k div q

) mod q

q
(e 1) 
für k 2 [0::N),  2 [1::e).
(Die Permutation R invertiert die Wertigkeit der einzelnen Stellen von k, darge-
stellt im Zahlensystem zur Basis q.)
Beweis (Induktion über e.) Seien L und t
k
wie bei der transponierten Cooley-
Tukey-FFT mit N = q
e
, n = q, m = q
e 1
. Zur eindeutigen Kennzeichnung sei
jedoch L
e
statt L geschrieben. Es ist
DFT
N
= (DFT
q

1
q
e 1
)  diag

!
t
k
j k 2 [0::N)

 (1
q

 DFT
q
e 1
)  L
 1
e
:
Oensichtlich ist t
k
= t(e , 1; k) für alle k 2 [0::N). Daher ist die Behauptung
für e = 2 (Induktionsanfang) erfüllt und für e > 2 äquivalent zu
(1
q

DFT
q
e 1
)  L
 1
e
= (1
q

 DFT
q

1
q
e 2
)  diag

!
t(e 2;k)
j k 2 [0::N)

.
.
.
(1
q
e 2

 DFT
q

1
q
)  diag

!
t(1;k)
j k 2 [0::N)

(1
q
e 1

 DFT
q

1
1
) R:
Die übriggebliebenen Twiddle-Matrizen zerfallen ebenfalls in Kroneckerprodukte
der Form 1
q

X, wie nun gezeigt wird. Dazu wird der Twiddle-Exponent t(; k)
vollständiger als t(e; ; k) bezeichnet.
Wie mit der Denition von t leicht eingesehen werden kann, gilt im Fall 1 
  e, 2 die Rekursionsformel
t(e; ; k) = q  t(e, 1; ; k mod q
e 1
) für k 2 [0::q
e
).
Damit zerfallen die Diagonalmatrizen in Kroneckerprodukte von der Form
diag

!
t(e;;k)
j k 2 [0::q
e
)

= 1
q

 diag

(!
q
)
t(e 1;;k)
j k 2 [0::q
e 1
)

:
Als weitere Vorbereitung des Induktionsschrittes wird nun gezeigt, daÿ auch die
Permutation ein Kroneckerprodukt der Form 1
q

 X ist. R wird dazu vollstän-
diger als R
e
bezeichnet. Zur Erinnerung, es ist
L
e
(k) =
e 1
X
=0
k

q
( 1)mod e
und
R
e
(k) =
e 1
X
=0
k

q
(e 1) 
für k =
e 1
X
=0
k

q

mit k

2 [0::q).
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Die Permutationen L
e
und R
e
operieren also auf den Tupeln [k
0
; : : : ; k
e 1
] der
Zahldarstellung von k zur Basis q, wie die Permutationen
`
e
= (e, 1; e, 2; : : : ; 2; 1; 0) und
r
e
= (0; e, 1)(1; e, 2)    (be=2c , 1; de=2e)
auf der Menge [0::e). Es gilt die Rekursionsformel
r
e
 `
e
= r
e 1
für e > 1.
Die Permutation R
e
L
e
stabilisiert daher k
e 1
und operiert auf [k
0
; : : : ; k
e 1
] wie
R
e 1
. In Matrixschreibweise
R
e
 L
e
= 1
q

R
e 1
für e > 1.
Nachdem die Twiddle-Matrizen und die Permutation als Kroneckerprodukte er-
kannt wurden, kann mit Hilfe der Induktionsvoraussetzung die Behauptung ge-
zeigt werden. Dazu kann direkt berechnet werden:
(1
q

DFT
q

1
q
e 2
)  diag

!
t(e;e 2;k)
j k 2 [0::q
e
)

.
.
.
(1
q
e 2

DFT
q

1
q
)  diag

!
t(e;1;k)
j k 2 [0::q
e
)

(1
q
e 1

DFT
q

1
1
) R  L
e
= (1
q

DFT
q

1
q
e 2
) 

1
q

 diag

(!
q
)
t(e 1;e 2;k)
j k 2 [0::q
e 1
)

.
.
.
(1
q
e 2

DFT
q

1
q
) 

1
q

 diag

(!
q
)
t(e 1;1;k)
j k 2 [0::q
e 1
)

(1
q
e 1

DFT
q

1
1
)  (1
q

 R
e 1
)
= 1
q




1
1

 DFT
q

1
q
(e 1) 1

 diag

(!
q
)
t(e 1;(e 1) 1;k)
j k 2 [0::q
e 1
)

.
.
.

1
q
(e 1) 2

DFT
q

1
q

 diag

(!
q
)
t(e 1;1;k)
j k 2 [0::q
e 1
)


1
q
(e 1) 1

DFT
q

1
1

R
e 1

= 1
q

 DFT
q
e 1
;
wobei im letzten Schritt die Induktionsvoraussetzung verwendet wurde mit der
primitiven q
e 1
-ten Einheitswurzel !
q
.
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An der Cooley-Tukey-FFT erkennt man deutlich die allgemeine Leistungsstei-
gerung der Hardware: In [22] berichten Cooley und Tukey (1965) von 7:8 s Re-
chenzeit, die ein Rechner des Typs IBM 7094 für die DFT
8192
benötigte. Die
Numerical Recipes-Implementierung in [76], Kapitel 12.1, programmiert in
Borland C++ auf einem Pentium-Prozessor mit der Taktfrequenz 150 MHz,
benötigt für die gleiche Aufgabe 33:5ms; das ist Faktor 230 schneller.
Die Methode von Rader Weder die Good-Thomas-Methode noch die
Cooley-Tukey-Methode sind im Fall DFT
p
für eine Primzahl p anwendbar. Für
diesen Fall hat C. M. Rader in [78] gezeigt, daÿ DFT
p
auf eine zyklische Faltung
der Länge p , 1 zurückgeführt werden kann. Obwohl die sehr kurze und klare
Veröentlichung von Rader (1968) lange Jahre als Kuriosität gehandelt wurde,
ist sie das entscheidende Bindeglied zu den anderen Zerlegungsmethoden: Wurde
mit Cooley-Tukey auf Primzahllänge p reduziert, so wird mit Rader auf p , 1
reduziert, die Zahl p , 1 zerfällt und es sind wieder die anderen Methoden an-
wendbar.
Bemerkenswert ist auÿerdem, daÿ die Methode von Rader nicht wie die an-
deren FFT-Methoden (auÿer der Bluestein-FFT) auf der Perm-Irred-Symmetrie
der DFT basiert. Vielmehr basiert die Rader-FFT auf der ebenfalls vorhandenen
Perm-Perm-Symmetrie, wie bereits Beth in [10] erkannte. Die explizite Trennung
der beiden Symmetriebegrie geschah jedoch erst durch Minkwitz in [64].
7.6 Lemma Sei p > 1 prim, ! bezeichne eine primitive p-te Einheitswurzel und q
sei der [0::p)-Repräsentant eines Erzeugers der multiplikativen Gruppe (Z=pZ)

.
Dann gibt es Permutationen L und R der Menge [0::p, 1), so daÿ die DFT
p
als
(1 + (p, 1)) (1 + (p, 1))-Matrix aufgefaÿt werden kann in der Form
DFT
p
=
2
6
4
1 J
1(p 1)
J
(p 1)1
L  circ

w
q
k
j k 2 [0::p, 1)

R
3
7
5
:
Die Permutationen L und R sind eindeutig bestimmt, bis auf die Perm-Perm-
Symmetrie der zirkulanten Matrix. Ein spezielles Paar L, R ist deniert durch
L
 1
(k) = (q
(p 1) k
mod p), 1 und
R(k) = (q
k
mod p), 1 für k 2 [0::p, 1).
Beweis Da ggT(p; q) = 1 ist nach dem kleinen Satz von Fermat q
p 1
(p)
 1. Wir
betrachten die Komponentendarstellung des rechten unteren Teils der Matrizen.
L
 1

h
!
(i+1)(j+1)
j i; j 2 [0::p, 1)
i
R
 1
=
h
!
(L
 1
(i)+1)(R(j)+1)
i
i;j
=
h
!
q
(p 1) i
q
j
i
i;j
=
h
!
q
j i
i
i;j
= circ(!
q
k
j k):
Damit ergibt sich die behauptete Darstellung von DFT
p
.
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Zur praktischen Berechnung von DFT
p
ist es also erforderlich, einen Erzeuger
q der multiplikativen Gruppe (Z=pZ)

zu kennen. Das heiÿt, eine ganze Zahl
0 < q < p mit der Eigenschaft
f1; q; q
2
mod p; : : : ; q
p 2
mod pg = f1; : : : ; p, 1g:
Ein Standardalgorithmus zur Bestimmung von q wird von Lipson (1981) in [60],
Kap. IX.1.3., beschrieben. Das Verfahren basiert auf der hohen mittleren Dichte
von 3=
2
der primitiven Elemente: Probiere der Reihe nach q 2 [2::p) und teste,
ob q primitiv ist in Z=pZ mit Hilfe der folgenden Aussage:
q primitiv , q
(p 1)=t
6 1 (mod p) für alle Primfaktoren t von p, 1:
Die Methode von Bluestein Eine weitere Methode, um die DFT
n
zu be-
rechnen, ist ursprünglich von Bluestein (1970) in [14] verwendet worden, um zu
zeigen, daÿ die DFT
n
für jedes n in O(n logn) liegt. Dabei wird die DFT
n
zu-
rückgeführt auf zwei gröÿere DFTs der Länge N  2n, bzw. auf eine zyklische
Faltung der Länge N . Da N beliebig ist, kann insbesondere eine Zweierpotenz
gewählt werden, und diese ist schnell realisierbar mit dem Verfahren von Coo-
ley und Tukey. Genaugenommen entstehen allerdings nicht zwei DFT
N
, sondern
eine zyklische Faltung der Länge N . Die Bluestein-Methode gibt der symmetrie-
basierten Strukturzerlegung ein Problem auf: Sie ist bisher nicht durch darstel-
lungstheoretische Methoden erklärt worden, denn sie stellt eine Verbindung her
zwischen Gruppen unterschiedlicher Ordnung und Struktur.
7.7 Lemma Sei N  2n und ! eine primitive (2n)-te Einheitswurzel. Dann ist
DFT
n
= diag

!
k
2
j k 2 [0::n)

1
nN
 circ (v
k
j k 2 [0::N))  1
Nn
diag

!
k
2
j k 2 [0::n)

;
wobei der Faltungskern [v
0
; : : : ; v
N 1
] deniert ist durch
v
k
=
8
>
<
>
:
!
 k
2
für 0  k < n,
0 für n  k < N , n und
!
 (k (N n))
2
+n
2
für N , n  k < N .
Beweis Vergleich der Komponenten liefert
diag(!
 k
2
j k) DFT
n
 diag(!
 k
2
j k) =

!
 i
2


!
2

ij
 !
 j
2

i;j
=
h
!
 (j i)
2
i
i;j
und
1
nN
 circ (v
k
j k 2 [0::N))  1
Nn
=
h
v
(j i)modN
j i; j 2 [0::n)
i
:
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Wegen N  2n gilt für die i; j 2 [0::n)
(j , i) mod N =
(
j , i 2 [0::n) für j  i und
j , i+N 2 [N , (n, 1)::N) für j < i.
Werden die Fälle einzeln behandelt, dann ergibt sich
j  i: Dann ist v
(j i)modN
= v
j i
= !
 (j i)
2
nach Denition von v
k
.
j < i: Dann folgt für den anderen Fall der Denition von v
k
v
(j i)modN
= v
j i+N
= !
 ((N+j i) (N n))
2
+n
2
= !
 (j i)
2
:
Damit ist die behauptete Formel gezeigt.
7.4 Zusammenspiel der Zerlegungsschritte
Oensichlich ist jede der bisher vorgestellten FFT-Methoden strukturell ein Teile-
und-Herrsche Algorithmus. Daher ist die Auswahl der günstigsten Methode ein
wesentlicher Punkt bei der Konstruktion eines schnellen Algorithmus. Zunächst
ein Überblick über die Methoden, wobei zwei bisher noch nicht erwähnte Metho-
den hinzukommen: Die kleinsten FFTs, bis etwa N  16, können als straight-
line-Programme ezient kodiert werden. Eine Anzahl von kleinen FFTs kann
dem Buch [67] von Nussbaumer (1982), Kapitel 5.5 (dort für N  DFT
 1
N
), ent-
nommen werden. Zudem kann die zyklische Faltung der Rader-FFT statt mit
einer DFT auch durch Interpolation berechnet werden. Diese von Winograd in
[94] beschriebene Methode kann für kleine N von Vorteil sein, da sie eine kleine
Zahl von Multiplikationen bei nur wenig mehr Additionen benötigt. Die Methode
von Winograd soll hier nicht weiter erläutert werden. Zunächst die Methoden im
Überblick:
N  16
(kleine FFT)
N prim
(Rader)
via
Interpolation
(Winograd)
via
DFT
N 1
N = q
1
   q
r
ggT(q

; q

) = 1
(Good-Thomas)
N = n m
(Cooley-Tukey)
N = q
e
(q-Potenz FFT)
N M=2
(Bluestein)
DFT
N
Die erste vorgestellte Methode zur Auswertung der DFT
N
für alle N > 0 ist
besonders einfach zu implementieren und verwendet trotzdem in jedem Fall einen
schnellen Algorithmus.
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7.8 Algorithmus (Einfach zu implementierende FFT) Ist N = 2
e
, dann ver-
wende eine Zweierpotenz-FFT. Anderenfalls wähle M = 2
e
 2N und verwende
die Bluestein-Methode, um DFT
N
auf DFT
M
zurückzuführen.
Im Gegensatz zu diesem einfachen Algorithmus ist in vielen Bibliotheken für
numerische Programme nur die 2
e
-FFT verfügbar, allerhöchstens eine Cooley-
Tukey-FFT, die N bis auf Primzahlen zerkleinert. Bei einer derartigen mixed
radix FFT ist die Methode von Rader oft nicht implementiert. Dies erkennt
man in der Praxis daran, daÿ die schnelle Fourier-Transformation für N =
65537 (prim) etwa um den Faktor 30000 langsamer ist als für N , 1 = 65536
(Zweierpotenz). Wird die Rader-FFT verwendet, so ist nur eine Verlangsamung
um den Faktor 2 zu erwarten; mit Algorithmus 7.8 ist der Faktor etwa 8.
Die nächste Kompositionstrategie ist leistungsfähiger und verwendet alle Me-
thoden auÿer der von Bluestein. Sie hat den Vorteil, daÿ die DFT
N
immer auf
Transformationen kleinerer Länge reduziert wird.
7.9 Algorithmus (Greedy-FFT) Ist N klein und ist dafür eine direkt kodierte
FFT verfügbar, so verwende diese. Ist N prim, dann verwende die Rader-FFT.
IstN = 2
e
, dann verwende die Zweierpotenz-FFT. IstN = q
e
und istDFT
q
direkt
kodiert, dann verwende die q-Potenz-FFT. Ist N = q
1
   q
r
mit teilerfremden q

,
so verwende die Good-Thomas-FFT. Andernfalls ist N = p
e
mit einer Primzahl
p, die nicht direkt kodiert ist. In diesem Fall verwende die q-Potenz-FFT.
Die soeben vorgestellte Kompositionsstrategie ist nicht optimal. Namentlich kann
mit der Methode von Bluestein für manche N mit besonders primer Zerlegungs-
struktur ein groÿer Gewinn verbunden sein. Für N = 719 beispielsweise ergibt
Algorithmus 7.9 die folgende Zerlegungsstruktur:
rader[ (* N = 719 (prime) *)
goodThomas[ (* N = 718 = 2 * 359 *)
small[2],
rader[ (* N = 359 (prime) *)
goodThomas[ (* N = 358 = 2 * 179 *)
small[2],
rader[ (* N = 179 (prime) *)
goodThomas[ (* N = 178 = 2 * 89 *)
small[2],
rader[ (* N = 89 (prime) *)
goodThomas[ (* N = 88 = 8 * 11 *)
small[8],
rader[ (* N = 11 (prime) *)
goodThomas[ (* N = 10 = 2 * 5 *)
small[2],
small[5]
98 7. KLASSISCHE METHODEN DER FFT
]
]
]
]
]
]
]
]
]
]
Diese FFT benötigt 304ms auf einer 486-CPU bei 66 MHz Taktfrequenz. Nur
61:5ms benötigt dagegen die folgende Methode
bluestein[ 719, (* = N <= 1440/2 *)
goodThomas[ (* N = 1440 = 5 * 9 * 32 *)
small[5],
small[9],
qPower[ (* N = 32 = 2^5 *)
small[2],
5
]
]
]
(Die Terme wurden mit dem FFT-Programm des Autors automatisch erzeugt;
es ist im nächsten Abschnitt beschrieben.) Die soeben vorgestellte Strategie zur
Wahl der jeweiligen Methode basiert auf der impliziten Annahme, daÿ sich für
jede ZahlN aufgrund ihrer zahlentheoretischen Struktur a priori entscheiden läÿt,
welche Methode die schnellste sein wird. Diese Annahme ist in der Praxis nicht
zulässig!
Tatsächlich hängt die Wahl der Methode extrem stark von der jeweiligen Im-
plementierung und der zugrunde liegenden Architektur ab. Die Komplexitätsbe-
trachtungen etwa in [19], oder das Auszählen der arithmetischen Operationen in
[67], sind daher für die Praxis nur sehr eingeschränkt von Nutzen. Theoretische
Kostenmaÿe verleiten in diesem Fall sogar zu falschen Annahmen.
Dazu ein Beispiel: Eine sehr gute Zweierpotenz-FFT ist in den Numerical
Recipes (1992) [76], Kapitel 12.1, veröentlicht. Das dort angegebene unschein-
bare C-Programm von 50 Zeilen Quelltext nutzt auf sehr geschickte Weise die
Speicherhierachie der heute gängigen Rechner-Architekturen aus. Das Programm
ist der Zahlenwolf im Schafspelz. (Die Implementierung basiert auf einem Pro-
gramm von N. M. Brenner.) Namentlich wird die Zweierpotenz-FFT damit so
schnell, daÿ Bluestein und 2
e
-FFT für viele Fälle deutlich schneller ist, als eine
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moderat gut implementierte Zerlegung in Primfaktoren. Und das, obwohl die
Zerlegungsmethode aus theoretischer Sicht unbedingt vorzuziehen ist!
Die Wahl der optimalen Methode für die DFT
n
hängt also so stark von der
Implementierung und der Architektur der Hardware ab, daÿ sie nur anhand von
Laufzeitinformationen gefällt werden kann. Ein naheliegender Ansatz dazu ba-
siert auf dynamischer Programmierung:
7.10 Algorithmus (FFT mit dyn. Progr., ohne Bluestein) Bis zu einer vorge-
gebenen Schranke werden für alle N = 1; 2; : : : (in dieser Reihenfolge) jeweils die
anwendbaren Methoden der Zerlegung (auÿer Bluestein) miteinander verglichen.
Die jeweils schnellste wird für N in einer Tabelle gespeichert. Da die DFT
N
auf
kleinere DFTs zurückgeführt wird, sind diese schon optimal gewählt, wenn N
betrachtet wird.
Die Methode von Bluestein muÿte ausgespart werden, weil sie die Struktur der
dynamischen Programmierung sprengt: Bluestein führt die DFT
N
auf eine grö-
ÿere DFT zurück. Wie an dem obigen Beispiel N = 719 deutlich wurde, kann
die Bluestein-Methode jedoch nicht einfach vernachlässigt werden, dazu ist sie zu
wichtig. Einen Ausweg aus diesem Dilemma bietet die iterative Optimierung der
von Algorithmus 7.10 gemessenen Tabelle. Die Grundannahme dabei ist, daÿ die
Bluestein-Methode nur selten nutzbringend eingesetzt werden kann. Damit ge-
langt man im wesentlichen zu der folgenden dynamischen Kompositionsstrategie:
7.11 Algorithmus (FFT mit dyn. Progr., mit Bluestein) Bestimme mit Algo-
rithmus 7.10 zu jedem N bis zu einer festen Schranke die jeweils schnellste FFT-
Methode, ohne Berücksichtigung von Bluestein. Dann betrachte alle N , zu denen
es ein M > 2N gibt, so daÿ DFT
M
mindestens Faktor 2 schneller ist als DFT
N
.
Vergleiche die Bluestein-Methode via M mit der bisher besten Methode für N .
Wird eine weitere Iteration gewünscht, dann führe wieder Algorithmus 7.10 aus,
usw.
Der Hauptnachteil der dynamischen Optimierung, wie in den Algorithmen 7.10
und 7.11 beschrieben, ist der hohe Bedarf an Laufzeitdaten. Soll etwa die FFT
für N 2 [1::1024] optimiert werden, so müssen mindestens 10
4
Messungen vor-
genommen werden. Dauert jede Messung 10 Sekunden, so kommen insgesamt
schon 28 Stunden Rechenzeit zusammen. Die im nächsten Abschnitt besproche-
ne FFT des Autors verwendet daher nur eine um Bluestein erweiterte Variante
von Algorithmus 7.9.
Alle Erwägungen zur Wahl der FFT-Methode in diesem Abschnitt beziehen
sich nur auf Software-Implementierungen mit einem einzigen Universalprozessor
als aktive Resource. Werden parallele Architekturen betrachtet oder die ultima-
tive Form der Parallelität, Entwurf von Hardware, so muÿ alles erneut überdacht
werden. Dieser Aspekt der FFT-Methoden soll hier nicht betrachtet werden.
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7.5 Eine konkrete Implementierung
Zur experimentellen Überprüfung der theoretischen Ergebnisse wurde vom Autor
ein Programm zur Fourier-Transformation in der Programmiersprache C reali-
siert. Die Hauptleistungsmerkmale sind
 Generische Arithmetik für beliebigen Grundkörper bei hohem Durchsatz
für numerische Berechnungen in Charakteristik 0 (komplexe Zahlen).
 Eziente Algorithmen für beliebige Signallänge. Es wird in jedem Fall ein
N log(N)-Algorithmus verwendet, auch für groÿe Primzahlen.
 Hohe Modularität. Das Programm ermöglicht es, die einzelnen FFT-
Zerlegungsmethoden beliebig zu kombinieren. Die Zerlegungsmethode kann
als Term inMathematica-Syntax ein- und ausgegeben werden. (Zwei Bei-
spiele hierzu im vorigen Abschnitt.)
 Messung von Laufzeitdaten. Zur Bewertung alternativer Zerlegungen kön-
nen Laufzeitdaten ermittelt werden. Insbesondere gibt es ein Programm,
welches das FFT-Modul auf eine gegebene Architektur hin konguriert (sie-
he unten).
 Portabilität. Das Programm wurde unter mehreren C-Compilern und Be-
triebssystemen simultan entwickelt: GNU-C++ auf Linux und auf So-
laris sowie MS Visual C++ und Borland C++ auf Windows NT,
Windows 95 und MS-DOS.
 Das FFT-Modul ist reentrant, kann also nebenläug durch mehrere Akti-
vitätsbahnen des Anwendungsprozesses verwendet werden.
Das Programm ist so ezient und exibel, daÿ es von H. Aagedal und M. Schmid
in das DigiOpt-System integriert wurde. Das DigiOpt-System ist ein Pro-
gramm mit graphischer Benutzeroberäche zur Simulation und zum Entwurf dif-
fraktiver optischer Elemente. Es wurde am Institut für Algorithmen und Kogni-
tive Systeme der Universität Karlsruhe entwickelt und wird in der Dissertation
von H. Aagedal beschrieben (in Vorbereitung).
Für die Simulation und den Entwurf diraktiver optischer Elemente ist eine
schnelle und exible Fourier-Transformation von zentraler Bedeutung. In einem
interaktiven System wie DigiOpt gilt dies um so mehr. Mit dem FFT-Moduls
des Autors ist es zudem möglich geworden, in DigiOpt diraktive Elemente von
beliebiger Kantenlänge ezient zu transformieren. Die graphische Benutzerober-
äche von DigiOpt verwendet Multi-Threading und erreicht dadurch eine hohe
Nebenläugkeit. Daher war Reentranz ein weiteres wesentliches Designziel für
die Implementierung der Fourier-Transformation.
Wie bereits im vorigen Abschnitt ausgeführt, kann die Entscheidung für oder
gegen eine spezielle Zerlegungsmethode nur anhand von gemessenen Laufzeitdaten
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Abbildung 7.1: t(N)=ms mit Greedy-Strategie a) linear, b) logarithmisch.
erfolgen. Im folgenden werden daher einige Erkenntnisse aus gemessenen Lauf-
zeitinformationen präsentiert. Die Daten wurden auf einem Arbeitsplatzrechner
mit einer CPU vom Typ 486 bei der Taktfrequenz von 66MHz mit 16MB RAM
unter dem Betriebssystem Linux erhoben. Jede Einzelmessung erstreckte sich
über mindestens 17 Sekunden. Bei einer geschätzten Genauigkeit der Zeitmes-
sung von 100ms ergibt sich eine eine relative Genauigkeit der Datenpunkte von
0:6%.
Die Abbildung 7.1a) gibt eine Vorstellung von der absoluten Laufzeit t(N)
einer FFT der Länge N , zerlegt nach der Greedy-Strategie 7.9. Bemerkenswert
ist die groÿe Fluktuation benachbarter Werte. Die groÿe Variation ist zahlen-
theoretisch motiviert, denn N + 1 zerfällt völlig anders in Primfaktoren als N .
In der logarithmischen Auftragung von Abbildung 7.1b) wird das zu erwartende
O(N logN)-Gesetz sichtbar. Dieses Verhalten legt die folgende phänomenologi-
sche Theorie der Laufzeit nahe:
t(N) = c N log
2
(N)  (N) für eine Konstante c > 0:
Die Konstante enthält die absolute Geschwindigkeit, der Term N log
2
(N) erfaÿt
den glatten Anteil des Wachstums und (N) die schnell oszillierende Abweichung
vom Mittelwert. Als Konstante wurde c = 6:0135s gemessen. Die Funktion 
ist in Abbildung 7.2a) dargestellt. Sie zeigt, daÿ die Laufzeit der FFT um bis zu
zwei Gröÿenordnung vom Mittelwert abweichen kann.
Durch geschickte Verwendung der Methode von Bluestein kann der Variations-
bereich von  stark reduziert werden: Wie im vorigen Abschnitt gezeigt wurde,
wird zum Beispiel die Laufzeit für N = 719 mit der Bluestein-Methode um den
Faktor 5 verringert. Ein Proling-Programm sucht systematisch Ausreiÿer dieser
Art und realisiert die FFT für diese Längen mit der Bluestein-Methode. Das
Ergebnis der Optimierung ist in Abbildung 7.2b) dargestellt. Die Messung der
Laufzeitdaten benötigte zwei Tage CPU-Zeit.
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Abbildung 7.2: Abweichungsfaktor (N) a) ohne, b) mit Bluestein-FFT.
7.6 Zusammenfassung
In diesem Kapitel wurden die klassischen Methoden der schnellen Fourier-
Transformation (FFT) besprochen. Die Methoden basieren auf zwei wesentlichen
Typen von Symmetrie: Einer Perm-Irred-Symmetrie vom Isomorphietyp Z
N
und
einer Perm-Perm-Symmetrie vom Isomorphietyp Aut(Z
N
). Dabei bezeichnet N
die Anzahl der transformierten Einzelsignale (Abschnitt 7.2).
Die einzelnen Methoden führen eine DFT der Ordnung N auf mehrere DFTs
anderer Ordnungen zurück. Obwohl nicht für jedes N jede Zerlegungsmethode
anwendbar ist, ergänzen sich die Methoden passend. Damit ergibt sich struktu-
rell ein Teile-und-Herrsche-Algorithmus. Die Strategie zur Auswahl des jeweils
günstigsten Zerlegungsschritts ist in der Praxis ein groÿes Problem. Die Ent-
scheidung kann nur anhand gemessener Laufzeitdaten verläÿlich gefällt werden.
Um dies in der Praxis konkret nachzuprüfen, wurde eine hoch optimierte
Fourier-Transformation in der Programmiersprache C realisiert. Das Programm
hat einen Umfang von 4.8 kloc. Es ist ezient, exibel, reentrant sowie portabel
und wurde erfolgreich in den Kern des DigiOpt-Systems von H. Aagedal et
al. (199397) zum Entwurf diraktiver Optik integriert.
8Integrabilität von
Spin-Gitter-Modellen
Ising L = 8 Potts q = 3; L = 5 Potts q = 4; L = 4
D
ieses Kapitel beschäftigt sich mit einer konkreten Verbindung zwischen
der Symmetriesuche im Sinne dieser Arbeit und einem Teilgebiet der stati-
stischen Physik. Es geht hierbei um sogenannte Spin-Gitter-Modelle und deren
experimentelle Untersuchung mit Hilfe von Computersimulationen. Namentlich
kann die Symmetriesuche einige Strukturinformationen automatisch beschaen
und dadurch die numerische Simulation ezienter gestalten.
Um präzise darstellen zu können, an welcher Stelle die Symmetriesuche et-
was beiträgt, ist es notwendig, ein gutes Stück weit in das Gedankengebäude der
statistischen Physik einzudringen. Dies wird in dem nächsten Abschnitt passie-
ren. Die dort verwendeten Begrie der Hamiltonfunktion, der freien Energie, der
Zustandssumme und der Transfermatrix sind Standardkonstrukte der statisti-
schen Physik. Sie nden sich in jedem Einführungstext über statistische Physik,
wie etwa dem Buch [80] von L. E. Reichl. Ebenso ist das hier beispielhaft er-
läuterte 2d-Ising-Modell ein wohluntersuchtes Standardmodell. Reichel gibt die
Lösung für ein und zwei Dimensionen an, [80], 9.F.4.(a) und (b). Das erwähn-
te statistische Kriterium zur Integrabilität eines Spin-Gitter-Modells ist neueren
Datums. Es fuÿt in der Theorie der Zufallsmatrizen und wurde von H. Meyer und
J.-C. Anglès d'Auriac durch Computersimulationen experimentell untersucht.
Ein Standardwerk bezüglich Zufallsmatrizen ist das Buch [62] von M. L. Mehta
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Abbildung 8.1: (4 10)-Ising-Modell, antiferromagnetischer Zustand
(1967). Es ist hauptsächlich die Dissertation [63] von H. Meyer (1996) am Centre
de Recherche sur les Très Basses Températures (CRTBT) am CNRS Grenoble,
die der Darstellung hier zugrunde liegt. Insbesondere wurde auch die hier prä-
sentierte Sichtweise der Symmetriesuche im Kontext der statistischen Physik im
Dialog mit Hendrik Meyer entwickelt.
Das Kapitel beginnt mit der Einführung der relevanten Grundbegrie aus der
statistischen Physik in Abschnitt 8.1. Danach folgt in Abschnitt 8.2 eine kurze
Einführung in die wichtige physikalische Fragestellung der Integrabilität eines
Systems. In Abschnitt 8.3 wird beispielhaft das (LM)-Ising-Modell für L = 4
ohne äuÿeres Feld betrachtet. Insbesondere wird erklärt, wie die Transfermatrix
deniert ist und es wird die Symmetrie bestimmt. Danach wird in Abschnitt 8.4
die Symmetrie des Beispiels L = 4 bestimmt und anschaulich gedeutet. Dazu
werden die in dieser Arbeit vorgestellten Symmetriesuchverfahren eingesetzt. In
Abschnitt 8.5 werden die Ergebnisse der Symmetriesuche bei weiteren Modellen
angegeben. In Abschnitt 8.6 ndet sich eine Zusammenfassung des Kapitels.
8.1 Grundbegrie
Ein Spin-Gitter-Modell beschreibt ein physikalisches System durch einen unge-
richteten Graphen, an dessen Knoten sich identische Kopien eines Elementarsy-
stems benden, Abbildung 8.1. Ein Teilsystem wird gewöhnlich als Spin bezeich-
net, denn bei den einfachsten Spin-Gitter-Modellen stellt man sich die einzelnen
Teilsysteme als kleine Magnete vor. Ein Teilsystem ist in der Regel sehr einfach
strukturiert; es hat meist nur wenige Zustände. Die einzelnen Kopien wechselwir-
ken ausschlieÿlich mit ihren nächsten Nachbarn, gemäÿ der Verbindungstopologie
des Graphen, und eventuell noch mit einem homogenen äuÿeren Feld H
mag
. Der
Graph ist ein Gitter und die Wechselwirkung von nächsten Nachbarn ist homogen,
das heiÿt, sie hängt nicht vom absoluten Ort ab. Das ganze Spin-Gitter-System
bendet sich in Kontakt mit einem Wärmebad konstanter Temperatur T > 0, so
daÿ sich ein thermodynamisches Gleichgewicht ausbildet.
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Die Dynamik des Systems wird beschrieben durch seine Hamiltonfunktion
H(f
i
g; H
mag
), wobei f
i
g einen Zustand der Spins bezeichnet. Das Symbol f
i
g
steht für das Tupel der einzelnen Spinzustände 
i
wobei i alle Gitterplätze durch-
läuft. Bei dem besonders einfachen Ising-Modell hat jeder Spin nur zwei mögliche
Zustände, sie seien mit " = +1 und # = ,1 bezeichnet.
Die thermodynamischen Eigenschaften, wie die mittlere Ordnung, die Wärme-
kapazität, die Phasenübergänge, etc., werden vollständig durch die helmholtzsche
freie Energie F (T;H
mag
) beschrieben. Diese kann ausgedrückt werden durch die
Zustandssumme (engl. partition function) Z(T;H
mag
) gemäÿ der Relation
F (T;H
mag
) = ,k
B
T logZ(T;H
mag
):
Da die Teilsysteme Boltzmann-verteilt sind, ist die Zustandssumme des Systems
Z(T;H
mag
) =
X
f
i
g
exp
 
,
H(f
i
g; H
mag
)
k
B
T
!
:
(Die Summation durchläuft alle möglichen Zustände des gesamten Spin-Gitter-
Systems. k
B
bezeichnet die Boltzmann-Konstante.) Die beiden letzten Glei-
chungen verknüpfen die Dynamik des Systems, beschrieben durch die Hamilton-
funktion H, mit dem thermodynamischen Verhalten, beschrieben durch F . Die
dabei verwendete Zustandssumme Z ist die wesentliche kombinatorische und sta-
tistische Konstruktion. Beim Ising-Modell mit zwei Spin-Zuständen und LM
Gitterplätzen ist die Zustandssumme eine Summe von 2
LM
vielen Exponential-
funktionen in T , J und H
mag
.
Die Zustandssumme kann vereinfacht dargestellt werden durch die Transfer-
matrix. Sie erlaubt es, die Regularität des zugrundeliegenden Gitters zu nutzen.
Auf einen zweidimensionalen Torus mit (LM) Gitterplätzen ist die Zustands-
summe gerade die Spur
Z = tr(T
M
)
mit der Transfermatrix T . Die Transfermatrix erfaÿt die Erweiterung des Gitters
um eine weitere Spalte. Beim Ising-Modell ist sie eine (2
L
 2
L
)-Matrix. Mit der
Darstellung der Zustandssumme durch die Transfermatrix wird die Abhängigkeit
der Zustandssumme von M sehr einfach: Wird T durch U diagonalisiert, also
U
 1
TU = diag(
i
j i), dann ist
Z = tr(T
M
) = tr

U
 1
diag(
M
i
j i)U

=
X
i

M
i
:
Die Eigenwerte der Transfermatrix zu festem L liefern daher direkt die Zustands-
summe des Spin-Gitters der Gröÿe (L M) für jedes M  1. Insbesondere ist
im thermodynamischen Grenzwert M !1 die freie Energie je Gitterplatz
f = F=(LM) = ,k
B
T log(
max
);
wobei 
max
den betragsgröÿten Eigenwert der Transfermatrix bezeichnet. Die
Transfermatrix ist das wesentliche Studienobjekt bei der Symmetriesuche im Sin-
ne dieser Arbeit.
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8.2 Integrabilität
Eine wesentliche physikalische Fragestellung ist die Integrabilität eines Systems.
Informell bedeutet Integrabilität, daÿ das System im Prinzip exakt gelöst werden
kann. Für die hier betrachteten Spin-Gitter-Modelle gibt es einige äquivalente
formale Kriterien der Integrabilität: Die Existenz einer Lösung der Yang-Baxter-
Gleichungen, die Gültigkeit der Dreieck-Stern-Beziehungen, die Existenz einer
einparametrigen Familie von kommutierenden Transfermatrizen und die Gültig-
keit des Bethe-Ansatzes.
Im allgemeinen ist die Integrabilität mit den analytischen Kriterien sehr
schwierig zu entscheiden und setzt eine gute Kenntnis des Systems voraus. Struk-
turell ist die Integrabilität eines Systems gleichbedeutend mit der Existenz einer
ausreichend groÿen Symmetrie  etwa in Form der Dreieck-Stern-Beziehungen.
Diese Art von Symmetrie ist allerdings nicht notwendigerweise von der in die-
ser Arbeit behandelten Form und kann deshalb auch nicht mit den in anderen
Kapiteln dargestellten Verfahren gefunden werden.
Es gibt jedoch ein statistisches Kriterium zur Integrabilität, bei dem die Sym-
metriesuchverfahren nützlich sind. Das Kriterium entstand aus der Theorie der
Zufallsmatrizen (engl. random matrix theory, RMT) und besagt: Die Eigenwer-
te bei Transfermatrizen integrabler Systeme sind statistisch anders verteilt als
bei Transfermatrizen nicht-integrabler Systeme. Um also einen Aufschluÿ über
die Integrabilität eines Systems zu erhalten, wird das Eigenwertspektrum nume-
risch bestimmt und statistisch gegen verschiedene Ensembles von Zufallsmatrizen
getestet.
Die Theorie der Zufallsmatrizen beschäftigt sich mit der statistischen Vertei-
lung der Eigenwerte von Matrizen aus Zufallsvariablen. Dabei wird die Verteilung
der Komponenten der Matrix und eine Eigenschaft der ganzen Matrix vorgege-
ben (etwa Orthogonalität). Unter diesen Einschränkungen ergeben sich für die
Eigenwerte ganz spezielle Klassen von Verteilungsfunktionen. Obwohl die Trans-
fermatrix eines bestimmten Spin-Gitter-Modells keine Zufallsmatrix ist (sondern
eine ganz bestimmte Matrix), kann die Menge der Eigenwerte als Stichprobe
gegen die verschiedenen möglichen Verteilungen getestet werden.
Eine wichtige Rolle bei dieser Berechnung spielt die Symmetrie der Transfer-
matrix, diesmal in dem technischen Sinne der Symmetriesuche: Jeder bekann-
te Teil der Symmetrie kann verwendet werden, um die Transfermatrix auf eine
Blockdiagonalform zu transformieren. Dann erst müssen die einzelnen Blöcke
aufwendig numerisch diagonalisiert werden. Schlieÿlich kann mit den in dieser
Arbeit vorgestellten Verfahren bewiesen werden, daÿ eine vorgegeben Transfer-
matrix keine weiteren Symmetrieoperationen eines bestimmten Typs besitzt. Dies
soll im folgenden an einem illustrativen und überschaubaren Beispiel vorgeführt
werden. Es handelt sich dabei um das gut untersuchte zweidimensionale Ising-
Modell.
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8.3 Das (LM)-Ising-Modell ohne Feld
Die Hamiltonfunktion des Ising-Modells lautet
H = ,J
X
hi;ji

i

j
,H
mag
X
i

i
:
Dabei ist k
B
die Boltzmann-Konstante, J > 0 ist die Kopplungskonstante der
Spin-Spin-Wechselwirkung und hi; ji bedeutet, daÿ i und j nächste Nachbarn
sind. (Die Kopplungskonstante g
B
an das äuÿere Feld wurde wegnormiert.) Ab
jetzt wird der Spezialfall ohne äuÿeres Feld, H
mag
= 0, betrachtet.
Beim (LM)-Ising-Modell ist der Nachbarschaftsgraph ein zweidimensionaler
Torus mit L Zeilen und M Spalten. Eine Spalte hat 2
L
Zustände, sie seien
mit  2 f1::2
L
g bezeichnet. Mit 
i
2 f,1; 1g wird der Zustand des Spins an
Position i 2 f1::Lg bezeichnet. Die symmetrisierte Transfermatrix T ist eine
Funktion der dimensionslosen Gröÿe w = exp(J=(k
B
T )). Namentlich ist die
(; 
0
)-Komponente von T die Potenz
T
;
0
= w
t
;
0
;
mit der Matrix t der ganzzahligen Exponenten
t
;
0
=
X
i
(
i

i+1
=2 + 
i

0
i
+ 
0
i

0
i+1
=2):
Für den Spezialfall L = 4 lautet die Exponentenmatrix der Transfermatrix
t =
2
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
4
8 4 4 2 4 0 2 0 4 2 0 0 2 0 0 0
4 4 0 2 0 0  2 0 0 2  4 0  2 0  4 0
4 0 4 2 0  4 2 0 0  2 0 0  2  4 0 0
2 2 2 4  2  2 0 2  2 0  2 2  4  2  2 2
4 0 0  2 4 0 2 0 0  2  4  4 2 0 0 0
0 0  4  2 0 0  2 0  4  2  8  4  2 0  4 0
2  2 2 0 2  2 4 2  2  4  2  2 0  2 2 2
0 0 0 2 0 0 2 4  4  2  4 0  2 0 0 4
4 0 0  2 0  4  2  4 4 2 0 0 2 0 0 0
2 2  2 0  2  2  4  2 2 4  2 2 0 2  2 2
0  4 0  2  4  8  2  4 0  2 0 0  2  4 0 0
0 0 0 2  4  4  2 0 0 2 0 4  2 0 0 4
2  2  2  4 2  2 0  2 2 0  2  2 4 2 2 2
0 0  4  2 0 0  2 0 0 2  4 0 2 4 0 4
0  4 0  2 0  4 2 0 0  2 0 0 2 0 4 4
0 0 0 2 0 0 2 4 0 2 0 4 2 4 4 8
3
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
5
;
sie erfaÿt die Thermodynamik aller (4  M)-Ising-Modelle für M  1. Dieses
Beispiel entstammt dem Exemple illustratif 7.2.3. aus [63].
8.4 Symmetrie des (4M)-Ising-Modells
In diesem Abschnitt werden die Symmetriesuchverfahren der vorliegenden Arbeit
angewendet auf die (16 16)-Exponentenmatrix t aus dem letzten Abschnitt.
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Es wird der Mon-Mon-Symmetrietyp betrachtet. Bei dieser Verallgemeine-
rung der Perm-Perm-Symmetrie können die Matrizen links und rechts monomial
sein. Das heiÿt, in jeder Zeile und jeder Spalte ist genau ein Eintrag ungleich
Null. Da die Komponenten von t reell sind, kommen als Einträge der monomia-
len Matrizen nur die reellen Einheitswurzeln 1 und ,1 in Frage. Damit kann das
(16  16)-Mon-Mon-Problem elegant auf ein (32  32)-Perm-Perm-Problem re-
duziert werden. Das Perm-Perm-Problem wird mit der partitionsbasierten Back-
tracksuche aus Kapitel 3 schnell gelöst. Rückübersetzt in monomiale Matrizen
ergibt sich die folgende Symmetriegruppe von Paaren (X; Y ) mit der Eigenschaft
X  t  Y = t:
G = h(
T
; 
 1
T
); (
R
; 
 1
R
); (
C
; 
 1
C
); (,
AL
; 
AR
); (,1;,1)i:
Die in den Erzeugern von G auftretenden Permutationen sind explizit

T
= (2; 9; 5; 3)(4; 10; 13; 7)(6; 11)(8; 12; 14; 15);

R
= (2; 9)(3; 5)(4; 13)(6; 11)(8; 15)(12; 14);

C
= (1; 16)(2; 15)(3; 14)(4; 13)(5; 12)(6; 11)(7; 10)(8; 9);

AL
= (1; 11)(2; 12)(3; 9)(4; 10)(5; 15)(6; 16)(7; 13)(8; 14);

AR
= (1; 6)(2; 5)(3; 8)(4; 7)(9; 14)(10; 13)(11; 16)(12; 15):
Als Symmetrieoperationen haben sie eine physikalische Bedeutung:
T ist eine zyklische Verschiebung (engl. translation) der Spalte j 
1
  
L
i
in Richtung kleinerer Orte. Zum Beispiel wird 4 = j""##i durch 
T
in
j"##"i = 10 verschoben.
R ist die Spiegelung (engl. reection) der Spalte . Zum Beispiel wird 8 =
j"""#i durch 
R
zu j#"""i = 15 gespiegelt. Die Gruppe h
T
; 
R
i ist die
räumliche Symmetrie des Gitters; es ist genau die Automorphismengruppe
der Spalte j i. Es handelt sich dabei um eine Diedergruppe mit acht
Elementen.
C ist die Farbsymmetrie. Sie vertauscht die beiden möglichen Spin-Werte "
und #. Zum Beispiel wird 8 = j"""#i durch 
C
auf j###"i = 9 abgebildet.
A ist eine Ferro/Antiferro-Symmetrie. Sie vertauscht eine ferromagnetische
Phase (alle Spins in die gleiche Richtung) mit einer antiferromagnetischen
Phase (alternierende Spins). Namentlich negiert 
AR
den 1. und 3. Spin der
Spalte . Zum Beispiel wird 1 = j####i von AL auf j"#"#i = 6 abgebildet.
Diese Symmetrie existiert nur bei geradem L. Das Paar (,
AL
; 
AR
) ist echt
monomial. Da t die Exponenten der Transfermatrix sind, wird bei dieser
Symmetrieoperation w = exp(J=(k
B
T )) durch w
 1
ersetzt. Dies paÿt zur
physikalischen Vorstellung: Wird die Kopplungskonstante J negiert, so wird
aus einer ferromagnetischen Ordnung eine antiferromagnetische Ordnung
und umgekehrt.
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,1 ist eine triviale Symmetrie. Sie liegt im Zentrum der GL
16
(C ) und hängt
nicht von t ab. Sie tritt in jeder monomialen Symmetrie auf.
Die gesamte gefundene Symmetrie G des (4 M)-Ising-Modells war auch ohne
automatische Symmetriesuche bekannt. Sie wurde von H. Meyer in seiner Dis-
seration zur Diagonalisierung der Transfermatrix verwendet. Als neues Ergebnis
ergibt sich hier jedoch, daÿ es auch keine weitere Symmetrie vom Mon-Mon-Typ
gibt:
8.1 Satz Sei (X; Y ) 2 GL
16
(C )  GL
16
(C ) ein Paar monomialen Matrizen mit der
Eigenschaft
X  t  Y = t:
Dann ist (X; Y ) 2 G. (t ist wie im letzten Abschnitt, G wie in diesem.)
Da das (4  M)-Ising-Modell ohne äuÿeres Feld mit Bethe-Ansatz integrabel
ist, existiert weitere Symmetrie. Sie ist nach dem vorigen Satz keine Mon-Mon-
Symmetrie der Exponenten der symmetrisierten Transfermatrix. Für die Physik
stellt die eben getroene Aussage nur einen recht eingeschränkten Spezialfall
dar. Sie zeigt aber die Art der Aussagen, die durch die Symmetriesuche möglich
werden. Die Symmetriesuchverfahren können daher nützlich sein, um sich einer
Klasse von Spin-Gitter-Modellen experimentell zu nähern.
8.5 Ergebnisse weiterer Modelle
Nach der Einführung in die Symmetriebestimmung am Beispiel des (4  M)-
Ising-Modells folgt nun eine Darstellung einiger massiverer Rechnungen. In die-
sem Abschnitt wird von den Ergebnissen der Symmetriebestimmung für einige
Spin-Gitter-Modelle und einige Gröÿen berichtet. Die verwendete Notation für
Gruppen und deren Darstellungen wird in Anhang A erklärt.
(LM)-Ising-Modell ohne äuÿeres Feld Von der Mon-Mon-Symmetrie G
L
des Ising-Modells ist eine Untergruppe B
L
bekannt. Sie wird erzeugt durch die im
letzten Abschnitt besprochenen speziellen Symmetrieoperationen. Diese sollten
hier mit T , R, C, A und ,1 bezeichnet werden. Es ist
B
L
=
(
h,1;C;R; T i für L ungerade,
h,1;C;R; T;Ai für L gerade.
Die Ordnung der Erzeuger ist durch ,1
2
= C
2
= R
2
= T
L
= A
2
= id gegeben.
Auÿerdem erfüllen die Erzeuger die Relationen (x
y
= y
 1
xy):
,1 kommutiert mit C;R; T; A,
A operiert wie C
A
= C, R
A
= CR, T
A
= CT ,
C kommutiert mit R; T und
R operiert wie T
R
= T
 1
.
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Mit diesen Relationen ist der Isomorphietyp von B
L
für alle L bekannt. In der fol-
genden Tabelle sind die mit den Methoden dieser Arbeit gefundenen Symmetrie-
gruppen G
L
sowie die direkt konstruierbaren Untergruppen B
L
für die kleinsten
L zusammengestellt.
L jB
L
j; Nr. jG
L
j; Nr. G
L
1 4 2 8 3 D
8
2 16 11 384 5602 Z
2
o S
4
= S
4
n Z
4
2
3 24 14 24 14 Z
2
 Z
2
 D
6
4 64 202 64 202 Z
2
 (Z
2
n (Z
2
 D
8
))
5 40 13 40 13 Z
2
 Z
2
 D
10
6 96 209 96 209 Z
2
 (Z
2
n (Z
2
 D
12
))
7 56 12 56 12 Z
2
 Z
2
 D
14
8 128 1728 128 1728 Z
2
 (Z
2
n (Z
2
 D
16
))
9 72 17 72 17 Z
2
 Z
2
 D
18
10 160 217 160 217 Z
2
 (Z
2
n (Z
2
 D
20
))
Diese Daten legen die folgende Vermutung nahe: Die Mon-Mon-Symmetrie des
Ising-Modells ist ab L  3 genau die bekannte Symmetrie. Mit dem Wissen
über die Relationen der Erzeuger von B
L
ergibt sich als Mon-Mon-Symmetrie
des Ising-Modells
G
L
=
8
>
>
>
<
>
>
>
:
G
1

=
D
8
für L = 1
G
2

=
Z
2
o S
4
= S
4
n Z
4
2
für L = 2
h,1;C;R; T i

=
Z
2
 Z
2
 D
2L
für L  3 ungerade
h,1;A;C;R; T i

=
Z
2
 (Z
2
n (Z
2
 D
2L
)) für L  4 gerade.
(LM)-Potts-Standardmodell mit q Farben Beim Potts-Standardmodell
mit q  2 Farben handelt es sich um eine Verallgemeinerung des Ising-Modells.
Der Zustand jedes Teilsystems (jedes Spins) ist aus der Menge f1::qg, den so-
genannten Farben. Die Wechselwirkung zwischen benachbarten Spins 
i
und 
j
ist die Kroneckerfunktion 

i
;
j
. Für q = 2 erhält man im wesentlichen wie-
der das Ising-Modell, bei dem die Farben allerdings durch ,1 und 1 codiert
waren. Da beim Potts-Modell alle Exponenten der Transfermatrixkomponenten
nicht-negativ sind, kann die Ferro/Antiferro-Symmetrie so nicht deniert wer-
den. Andererseits sind die Farben alle gleichberechtigt, so daÿ als Farbsymmetrie
die volle S
q
auftritt. Die Farbsymmetrie wird hier daher durch C(q) bezeich-
net. Die bekannte Untergruppe B
q;L
der Symmetriegruppe G
q;L
ist daher beim
Potts-Modell
B
q;L
= h,1; C(q); R; T i:
Die folgende Tabelle stellt das Ergebnis der Symmetriesuche für kleine Werte
von q und L dar. Die Zahlen wurden so gewählt, daÿ die Anzahl (2q
L
)
2
der
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Matrixkomponenten 10
7
nicht überschreitet.
L q = 2 q = 3 q = 4 q = 5 q = 6 q = 7
1 Z
2
 Z
2
Z
2
 S
3
Z
2
 S
4
Z
2
 S
5
Z
2
 S
6
Z
2
 S
7
2 Z
2
 Z
2
 Z
2
Z
2
 S
3
 Z
2
Z
2
 S
4
 Z
2
Z
2
 S
5
 Z
2
Z
2
 S
6
 Z
2
Z
2
 S
7
 Z
2
3 Z
2
 Z
2
 D
6
Z
2
 S
3
 D
6
Z
2
 S
4
 D
6
Z
2
 S
5
 D
6
Z
2
 S
6
 D
6
Z
2
 S
7
D
6
4 Z
2
 Z
2
 D
8
Z
2
 S
3
 D
8
Z
2
 S
4
 D
8
Z
2
 S
5
 D
8
Z
2
 S
6
 D
8
5 Z
2
 Z
2
 D
10
Z
2
 S
3
 D
10
Z
2
 S
4
 D
10
6 Z
2
 Z
2
 D
12
Z
2
 S
3
 D
12
7 Z
2
 Z
2
 D
14
8 Z
2
 Z
2
 D
16
9 Z
2
 Z
2
 D
18
10 Z
2
 Z
2
 D
20
Werden die gefundenen Gruppen G
q;L
verglichen mit den bekannten Gruppen
B
q;L
, so gelangt man zu folgender Vermutung: Die Mon-Mon-Symmetrie des
Potts-Modells ist genau die bekannte Symmetrie. Diese Symmetrie ist gegeben
durch
G
q;L
=
8
>
<
>
:
h,1;C(q)i

=
Z
2
 S
q
für L = 1
h,1;C(q);Ri

=
Z
2
 S
q
 Z
2
für L = 2
h,1;C(q);R; T i

=
Z
2
 S
q
 D
2L
für L  3.
8.6 Zusammenfassung
Eine wichtige Frage der statistischen Physik ist die Integrabilität von Spin-Gitter-
Modellen. Diese hängt mit der Existenz einer ausreichend groÿen Symmetrie des
Systems zusammen. Suchverfahren zur automatischen Bestimmung der Mon-
Mon-Symmetrie der Transfermatrix liefern einen Beitrag zur Untersuchung eines
Spin-Gitter-Modells. Die Kenntnis der Mon-Mon-Symmetrie erleichtert die Be-
stimmung der Eigenwerte der Transfermatrix erheblich. (Wie dies im einzelnen
geschieht, ist hier nicht ausgeführt worden.)
Das (LM)-Ising-Modell ohne äuÿeres Feld und das (LM)-Potts-Modell
mit q Farben ohne äuÿeres Feld wurden betrachtet für kleine Werte von L und
q. Es zeigt sich, daÿ die in der Literatur bekannten Symmetrieoperationen die
gesamte Mon-Mon-Symmetrie erzeugen, auÿer beim Ising-Modell für L = 1 und
L = 2. Die Gruppenstruktur und die konkrete Darstellung der Symmetrie werden
für den allgemeinen Fall als plausible Vermutung formuliert.
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Anhang A
Notationen und Symbole
QI'yaH, ghuy'cha', Qu'vatlh *?!#@, *@$%, #*@!
Map[Function[x,Part[x,1]],Out[-1]] #[[1]]&/@%
Klingonische Flüche mit Übersetzung und ein Ausdruck
in Mathematica mit seiner Operatornotation
1
I
iesem Anhang sind die grundlegenden Notationen und Konventionen zusam-
mengetragen. Sie werden in der gesamten Arbeit benötigt und sind daher an
einer Stelle gesammelt worden. Dieser Anhang hat den Charakter eines Nach-
schlagewerks für Notationen. Alle hier erklärten Notationen sind im Stichwort-
verzeichnis aufgeführt.
Allgemeines Es werden die folgenden kompakten Notationen verwendet:
fn::mg = fn; n+ 1; : : : ; mg
[n::m) = fn; n+ 1; : : : ; m, 1g als Menge oder Folge
x div m = bx=mc ganzzahliger Quotient
x mod m = x,m  (x div m) Divisionsrest in [0::m)
2
M
= ft j t Mg die Potenzmenge von M
 
N
k
!
= fK  N j jKj = kg k-Teilmengen von N .
Die Notationen für diskrete Strukturen folgen im wesentlichen dem Buch von
Graham, Knuth und Patashnik, [38]. Für die Konzepte der aufzählenden Kom-
binatorik ist das Buch von Kerber (1991), [50], nützlich. Das Buch von Cohen
(1991), [20], ist eine Fundgrube für zahlentheoretische Algorithmen. Für spezielle
Funktionen der Mathematik oder Physik wird das Referenzwerk von Abramowitz
und Stegun (1970), [1], verwendet.
1
Aus The Klingon Dictionary, English/Klingon, Klingon/English, [69], Kapitel 5.5; Ma-
thematica ist ein Warenzeichen von Wolfram Research Inc.
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Körper Das Symbol F
p
e
bezeichnet den endlichen Körper mit p
e
Elementen für
eine Primzahl p und e  1. Ein umfassendes Werk über endliche Körper ist das
Buch [57] von Lidl und Niederreiter (1983). Für die Zwecke dieser Arbeit reicht
eine Einführung aus, wie zum Beispiel in [52], Kapitel VIII, 13, von S. Lang.
Mit Q(
n
) wird der Kreisteilungskörper der Ordnung n  3 bezeichnet; dies ist
der Zerfällungskörper von X
n
, 1 über den rationalen Zahlen. Dabei bezeichnet

n
eine primitive n-te Einheitswurzel. Wird Q (
n
) aufgefaÿt als Teilkörper der
komplexen Zahlen C , so ist die Einheitswurzel von der Form 
n
= exp(2 i k=n),
für ein k 2 [0::n) mit gcd(k; n) = 1. Eine Einführung in Kreisteilungskörper
ndet sich in [52], Kapitel VIII, 45, von S. Lang.
Ist L=K eine algebraische Körpererweiterung von K, so bezeichnet [L : K] die
Dimension von L, aufgefaÿt als K-Vektorraum. Ist L=K galoisch, so bezeichnet
Gal(L=K) die Menge aller Körperautomorphismen  von L, die K punktweise
stabilisieren. Das Bild eines Elements  2 L unter  wird als 

geschrieben.
Alle in dieser Arbeit benötigten Ergebnisse zur Theorie der Körpererweiterungen
nden sich in [52], Kapitel VII.
Verbände Ein Verband ist eine partiell geordnete Menge, in der je zwei Ele-
mente eine gröÿte untere und eine kleinste obere Schranke besitzen (nach Jacob-
son [45], Defs. 8.1 und 8.2). Im allgemeinen wird die Ordnungsrelation mit v,
die gröÿte untere Schranke (engl. meet) mit u und die kleinste obere Schranke
(engl. join) mit t bezeichnet.
Von besonderem Interesse für diese Arbeit ist der Verband Part(M) aller
Partitionen der endlichen Menge M (nach Jacobson [45], Ch. 8.6, Ex. 8). Die
Partitionen von M sind durch die Verfeinerungsrelation v partiell geordnet. Bei-
spiel: (1j2 3 5j4)  (1 4j2 3 5). Die gröÿte untere Schranke von p und q wird p u q
und die kleinste obere mit p t q bezeichnet.
Der andere für diese Arbeit wesentliche Verband ist der Untergruppenverband
Subgrp(G) einer endlichen Gruppe G. Er ist durch die Untergruppenrelation 
partiell geordnet. Die gröÿte untere Schranke von H und K istH\K, die kleinste
obere Schranke hH [Ki.
Abstrakte Gruppen Mit D
2n
wird eine Diedergruppe mit 2n Elementen be-
zeichnet, mit Z
n
eine zyklische Gruppe und mit E die triviale. Das Symbol HnN
bezeichnet das semidirekte Produkt mit dem Normalteiler N im Sinne von Hup-
pert ([43], Bd. I, Kap. I, 14). Dies ist die zerfallende Gruppenerweiterung; sie
wird in der Literatur meist als N : H notiert (etwa im Atlas of Finite Groups,
[21]). Das Symbol G o S
n
bezeichnet das Kranzprodukt der Ordnung jGj
n
n! im
Sinne von Huppert ([43], Bd. I, Kap. I, 15) oder A. Kerber ([50], sect. 1.2). Es
ist von der Form S
n
nG
n
. Das subdirekte Produkt mit vereinigter Faktorgruppe
im Sinne von Huppert ([43], Bd. I, Kap. I, 9) wird mit G H bezeichnet. Es
wird in Denition 1.3 auf Seite 9 eingeführt und dort auch erläutert.
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Für Gruppen bis zur Ordnung 1000, auÿer den Ordnungen 512 und 768, steht
der neue Katalog der kleinen endlichen Gruppen [9] von H. U. Besche und B. Eick
(1996) zur Verfügung. Dieser Katalog kann in das GAP-System, [82], geladen
werden; er ist frei verfügbar. Eine Gruppe des Katalogs wird durch ihre Ord-
nung N und eine laufende Nummer K bezeichnet. Eine Ag- oder Permutations-
Darstellung zu dem entsprechenden Isomorphietyp kann im GAP-System mit
der Funktion SmallGroup(N , K) konstruiert werden. Die Funktion IdGroup(G)
bestimmt zu einer Ag- oder Permutations-Darstellung G das Paar [N;K].
Soll nicht nur der Isomorphietyp einer Gruppe angegeben werden, sondern
auch ihre Darstellung, dann erfolgt dies durch eine Gleichsetzung der Form
hg
1
; g
2
; : : : i = Isomorphietyp, wobei die Erzeuger durch Semikolons so gruppiert
werden, wie es der Isomorphietyp angibt. Zum Beispiel: hx; r; ti = Z
2
 D
8
be-
deutet, x ist der Erzeuger des direkten Faktors Z
2
und r; t sind Standarderzeuger
der Diedergruppe. Als Standarderzeuger der Diedergruppe werden hr; ti = D
2n
mit den Relationen r
2
= t
n
= rtrt = id gewählt.
Ein Standardwerk über endliche Gruppen sind die Bücher von Huppert, [43].
Für diese Arbeit ist hauptsächlich Band I von Bedeutung. Als Einführung ist
besonders das schöne Buch von M. Hall (1976) geeignet, [39]. Für die Compu-
teralgebra von Gruppen ist die Sammlung von Atkinson (1984), [4], ein Klassiker.
Seit 1984 sind jedoch etliche neue Methoden hinzugekommen. Für eine neuere
und allgemeinere Übersicht der Computeralgebra sei auf den Bericht der GI,
DMV und GAMM (1993) verwiesen, [31].
Permutationsgruppen Eine symmetrische Gruppe auf n Punkten, n  1,
wird mit S
n
bezeichnet, eine alternierende mit A
n
. Die Identitätspermutation
wird mit id bezeichnet. Das Bild des Punktes i unter der Permutation S wird in
dieser Arbeit als i
S
notiert. Diese Konvention ist der Standard in der Gruppen-
theorie und wird auch im GAP-System, [82], verwendet. Zu dieser Konvention
passen die Festlegungen
S
T
= T
 1
 S  T die Konjugation von S mit T
[S; T ] = S
 1
 T
 1
 S  T der Kommutator von S und T

n
(S) = [
i
S
;j
j i; j] 2 f0; 1g
nn
die Permutationsmatrix zu S,
wobei S; T 2 S
n
sind. Mit 
i;j
wird das Kronecker-Delta bezeichnet; es ist 1 für
i = j und ansonsten 0. In dieser Arbeit wird eine Permutationsmatrix 
n
(S)
immer mit der Permutation S identiziert. Die wichtigste Formel in diesem
Zusammenhang ist die Operation von Permutation(smatriz)en von links und von
rechts auf einer beliebigen Matrix. Sei M 2 K
nm
sowie L 2 S
n
und R 2 S
m
.
Dann gilt
L M R = [M
i
L
;j
R
 1
j i; j ]: (A.1)
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Die Young-Gruppe einer Partition p = fb
1
; : : : ; b
r
g von f1::ng ist die Permuta-
tionsgruppe S(p) = S(b
1
)      S(b
r
). Die Young-Gruppe enthält genau die
Permutationen aus S
n
, die die Partition p stabilisieren. Für eine Young-Gruppe
kann direkt ein starkes Erzeugendensystem mit Basis angegeben werden, denn
f(1; n); (2; n); : : : ; (n, 1; n)g ist ein starkes Erzeugendensystem der S
n
mit Basis
f1::n, 1g.
Ein neues Werk zur Theorie der Permutationsgruppen (auch der unendlichen)
ist das Buch von Dixon und Mortimer (1996), [28]. Das Buch enthält im An-
hang die Liste der primitiven Permutationsgruppen auf bis zu 1000 Punkten.
Ein Standardwerk über die grundlegenden algorithmischen Verfahren für Permu-
tationsgruppen ist das Buch von Butler (1991), [16]. In diesem Buch wird unter
anderem das von Sims eingeführte Konzept der Stabilisatorkette einer Permutati-
onsoperation erklärt. Klassische Texte über Permutationsgruppen sind das kom-
pakte Buch von Wielandt (1964), [92], und das Buch von Passmann (1968), [71].
Für transitive Permutationsgruppen sei auf die kürzlich fertiggestellte Disserta-
tion von A. Hulpke (1996) in Aachen verwiesen, [42]. Hulpke hat die transitiven
Permutationsgruppen auf bis zu 31 Punkten konstruiert.
Matrizen Matrizen werden in dieser Arbeit mit f1::ng oder mit [0::n) indi-
ziert, je nach Anwendung. Die grundlegende Notation um Matrizen anzugeben,
ist die Komprehension. Sie faÿt Komponenten m(i; j) zu einer Matrix M zusam-
men: M = [m(i; j) j i 2 R; j 2 C ]. Die Indexmengen R und C werden meist
weggelassen.
Die (i; j)-Komponente von M wird als M
i;j
geschrieben. Die i-te Zeile von M
wird mit dem Wildcard-Symbol  als M
i;
bezeichnet. Analog ist M
;j
die j-te
Spalte. Es wird auÿerdem eine kompakte Notation für Untermatrizen verwendet:
Ist I  R eine Teilmenge der Zeilenindizes, so bezeichnet M
I;
die Untermatrix
aus den Zeilen fM
i;
j i 2 Ig. Die Reihenfolge der Zeilen bleibt erhalten. Analog
ist M
;J
für J  C eine Untermatrix aus Spalten von M . Darüber hinaus werden
folgende Notationen verwendet:
1
n
= 1
nn
die (n n)-Einheitsmatrix
1
nm
= [ 
i;j
j i 2 [0::n); j 2 [0::m) ]
J
nm
= [ 1 j i 2 [0::n); j 2 [0::m) ] die all-one-Matrix
diag (x
k
j k 2 [0::n)) = [ x
i
 
i;j
j i; j 2 [0::n) ] eine Diagonalmatrix
circ (x
k
j k 2 [0::n)) =
h
x
(j i)modn


 i; j 2 [0::n)
i
eine zirkulante Matrix
tr(A) =
X
i
A
i;i
die Spur von A
A
T
= [A
j;i
j i; j ] die Transponierte von A
AB =
"
A 0
0 B
#
direkte Summe von A und B
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A
B =
h
A
idivm; jdivm
B
imodm; jmodm


 i; j 2 [0::nm)
i
GL
n
(K) = fM 2 K
nn
jM invertierbarg:
Im Kroneckerprodukt A 
 B bestimmt A die grobe Struktur und B die feine.
Zum Beispiel
1
2



1 2
3 4


 1
3
=
2
6
6
6
6
6
6
6
6
4
1   2        
 1   2       
  1   2      
3   4        
 3   4       
  3   4      
      1   2  
       1   2 
        1   2
      3   4  
       3   4 
        3   4
3
7
7
7
7
7
7
7
7
5
:
Darstellungen von Gruppen Eine Matrix-Darstellung  einer endlichen
Gruppe G ist ein Gruppen-Homomorphismus von G in die Gruppe GL
n
(K) der
invertierbaren (n n)-Matrizen über dem Körper K. Die Zahl n heiÿt der Grad
von  und wird mit deg() bezeichnet. Die Verkettung g 7! tr((g)) von  mit der
Spurabbildung tr heiÿt Charakter von . Im folgenden sind die für diese Arbeit
wesentlichen Konstruktionen von Darstellungen zusammengetragen.
 
A
= g 7! A
 1
 (g)  A ist die mit A 2 GL
n
(K) konjugierte Darstellung.
 
G
'
G
= g 7! 
G
(g) '
G
(g) ist die direkte Summe der Darstellungen 
G
und '
G
derselben Gruppe G.
 
G

 '
G
= g 7! 
G
(g) 
 '
G
(g) ist das innere Tensorprodukt der Dar-
stellungen 
G
und '
G
derselben Gruppe G. Das innere Tensorprodukt ist
wieder eine Darstellung der Gruppe G. Das innere Tensorprodukt sollte
nicht verwechselt werden mit dem wichtigeren äuÿeren Tensorprodukt:
 
G
#'
H
= (g; h) 7! 
G
(g)
 '
H
(h) ist das äuÿere Tensorprodukt der Dar-
stellungen 
G
von G und '
H
von H. Das äuÿere Tensorprodukt ist eine
Darstellung von GH.
 
G

G
= g 7! 
G
(g) 
G
(g) ist das lineare Vielfache der Darstellung 
G
mit
der Darstellung 
G
vom Grad Eins. (
G
wird in der Literatur manchmal
als lineare Darstellung bezeichnet. Um Miÿverständnisse zu reduzieren,
wird diese Bezeichnung hier vermieden.)
 

= g 7! (g)

ist die mit  Galois-konjugierte Darstellung . Die Kon-
jugation  ist ein Automorphismus des zugrunde liegenden Körpers K. Er
wird auf jede Komponente der Matrix (g) angewandt.
 

= g 7! (g

) ist die verkettete Darstellung von  mit . Dabei ist  ein
Isomorphismus von G nach G

und  eine Darstellung von G

.
118 ANHANG A. NOTATIONEN UND SYMBOLE
 
G
# H = h 7! 
G
(h) ist die Restriktion der Darstellung 
G
von G auf die
Untergruppe H  G.
 
H
"
T
G bezeichnet die von 
H
bezüglich T induzierte Darstellung auf
G. Dabei ist H eine Untergruppe von G und T = [t
1
; : : : ; t
jG=Hj
] ist eine
Transversale der Nebenklassenmenge G=H. Die Darstellung 
H
"
T
G ist
eine Darstellung von G vom Grad jG=Hj  deg(
H
). Sie ist deniert durch
jG=Hj-Matrizen von deg(
H
)-Matrizen in der Form

H
"
T
G = g 7!
h
_
H
(t
i
 g  t
 1
j
)


 i; j 2 f1::jG=Hjg
i
mit
_
H
(x) =
(

H
(x) x 2 H
0 sonst.
Die Darstellung  heiÿt Permutationsdarstellung, wenn (g) für alle g 2 G eine
Permutationsmatrix ist. Die Darstellung  heiÿt monomiale Darstellung, wenn
(g) für alle g 2 G eine monomiale Matrix ist. Die Darstellung  heiÿt induziert
monomial, wenn  die Induktion einer linearen Darstellung einer Untergruppe
ist.
In dieser Arbeit geht es ausschlieÿlich um gewöhnliche Darstellungstheorie.
Das heiÿt, jGj wird von der Charakteristik des Grundkörpers nicht geteilt (die
Bedingung von Maschke). In diesem Fall ist jede Darstellung konjugiert zu einer
direkten Summe von irreduziblen Darstellungen (Satz von Maschke).
Ein Standardwerk über Darstellungstheorie endlicher Gruppen ist das Buch
von Curtis und Reiner (1962/1981), [24], [25]. Für die Zwecke dieser Arbeit sind
jedoch einführende Texte ausreichend, wie der von James und Liebeck (1993),
[47]. Eine kompakte Einführung mit dem Blick auf das Wesentliche ist der An-
fang des Buchs von Serre (1977), [83]. Eine sehr schöne Einführung in die Dar-
stellungstheorie ist zudem das Skriptum [56] von H. W. Leopoldt (1979).
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Zusammenfassung
In dieser Dissertationsschrift werden algorithmische Verfahren zur Bestimmung
der Symmetrien einer gegebenen Matrix untersucht. Die betrachtete Form von
Symmetrie wird beschrieben durch zwei Matrix-Darstellungen einer gemeinsa-
men endlichen Gruppe, in deren Intertwining-Raum die gegebene Matrix liegt. Es
wurde von Minkwitz (1993) gezeigt, daÿ diese Form von Symmetrie die Konstruk-
tion schneller Algorithmen für Signaltransformationen zu nicht-regulären, nicht-
abelschen Gruppen ermöglicht. Ein weiteres Anwendungsgebiet dieser Form von
Symmetrie ist die Lösung bestimmter polynomialer Gleichungssysteme. Durch
Egner (1993) wurde gezeigt, daÿ sich die direkten Kinematikgleichungen der 6=6-
Stewart-Plattform durch eine lineare Transformation wesentlich vereinfachen las-
sen. Der tiefere Grund für diese Vereinfachung liegt in dem Vorhandensein einer
groÿen Symmetrie von der hier betrachteten Form. Mit den in dieser Arbeit
vorgestellten Verfahren kann die Symmetrie automatisch gefunden werden. Ins-
besondere gelang es, für den Perm-Block-Symmetrietyp ein in der Matrixgröÿe
polynomiales Verfahren zu Symmetriebestimmung anzugeben, unter der Annah-
me einer oberen Schranke für die Gröÿen der auftretenden Blöcke.
Abstract
In this Ph.D. thesis algorithmic methods to discover the symmetry of a given
matrix are studied. The type of symmetry considered consists of two matrix
representations of a common nite group such that the matrix is an element of
the intertwining space of the representations. As Minkwitz (1993) has shown
this type of symmetry can be used to construct signal transforms corresponding
to non-regular non-abelian groups. Another eld of application of the type of
symmetry studied is the solution of certain polynomial systems of equations. It
has been shown by Egner (1993) that the equations of the direct kinematics of
the 6=6-Stewart platform can be simplied substantially by linear transformation.
The deeper reason for this to be possible is the existence of a substantial symmetry
of the form considered in this work. With the methods presented it is possible to
obtain the symmetry automatically. In particular, an algorithm for the symmetry
type Perm-Block is proposed which is polynomial time in the size of the matrix,
for a xed upper bound on the sizes of the resulting blocks.
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