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Abstract
The thesis concerns the hexagonal sampling of images, the processing of industrially derived 
images, and the design of a novel processor element that can be assembled into pipelines to effect 
fast, economic and reliable processing.
A hcxagonally sampled two dimensional image can require 13.4% fewer sampling points than 
a square sampled equivalent. The grid symmetry results in simpler processing operators that 
compute more efficiently than square grid operators. Computation savings approaching 44% arc 
demonstrated. New hexagonal operators arc reported including a Gaussian smoothing filter, a binary 
thinner, and an edge detector with comparable accuracy to that of the Sobcl detector. The design of 
hexagonal arrays of sensors is considered.
Operators requiring small local areas of support are shown to be sufficient for processing 
controlled lighting and industrial images. Case studies show that small features in hcxagonally 
processed images maintain their shape better, and that processes can tolerate a lower signal to noise 
ratio, than that for equivalent square processed images. The modelling of small defects in surfaces 
has been studied in depth.
The flexible programmable processor element can perform the low level local operators required 
for industrial image processing on both square and hexagonal grids. The element has been specified 
and simulated by a high level computer program. A fast communication channel allows for dynamic 
reprogramming by a control computer, and the video rate element can be assembled into various 
pipeline architectures, that may eventually be adaptively controlled.
Abbreviations
1D.2D.2.5D. 3D ......... .......... One, two. two and a half, three dimensional
A-D ......... .......... Analogue to digital converter
ALU ......... .......... Arithmetic and logic unit
A SC I ......... .......... American standard code for information interchange
ASIC ......... .......... Application specific integrated circuit
CAD - CAM .........
CCD ......... .......... Charge coupled device
CMOS ......... .......... Complementary metal oxide silicon
DDFOM ......... .......... Defect detection figure of merit
FFT ......... .......... Fast Fourier transform
FIR .........
HFFT .........
MIMD ......... ..........  Multiple instruction stream, multiple data stream
MISD .........
PCB ........
PE ........
Pixel ........
SIMD ........ ..........  Single instruction stream, multiple data stream
SISD ........ ........... Single instruction stream, single data stream
VLSI Very large scale integration
C hapter 1
Introduction.
This thesis is concerned with vision. Vision involves the acquisition and processing of information 
about an environment by sensing electromagnetic or other radiation, emitted or reflected by the 
features within the environment. Some aspects of human vision and the more general principles 
of computer vision arc discussed, with a special emphasis on hexagonal image sampling. The 
main thrust o f the thesis is, however, in the areas of machine and industrial vision. Algorithms are 
developed which compute hcxagonally sampled images efficiently. They compare favourably to 
their square system counterparts. A pipeline processor is designed to process hexagonal and square 
sampled images, of the kind often encountered in industry, at high speed.
1.1 Vision and Hexagonal Sampling Systems.
The first task of a vision system is to sense the image of the scene about which information is to be 
gathered. Sensors can be designed to respond to various frequency bands. Often they convert the 
light intensity received into an electrical brightness signal. Two dimensional (2D) arrays of such 
sensor elements, or a single clement or 1D array scanned throughout a sensing area, can be used 
to build up a picture of the scene. Such a picture is referred to as a 2D monochrome or grey level
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image. A human observer can distinguish the boundaries between the objects within the image by 
the discontinuities in the brightness field that occur at them. Then, by using other clues such as 
the position of shadows, or prior knowledge, the observer can recognise and categorise the various 
objects depicted in the image. Computers can also be programmed to provide image processing and 
object recognition, but at present humans can cope with a far wider range of scene types, objects, 
and lighting conditions than any single computer vision system.
Further information can be obtained to case the task of object recognition, but more information 
can mean that more processing is required. The 2D array of sensors can include sensors that 
respond maximally to differing frequencies in the visible spectrum, thus adding colour information. 
A sequence of images can be obtained over a time period, and from the relative positions of the 
edges of moving and stationary features, the objects recognised. The sensors can be moved to a 
new position, and a second image acquired. This can, with further processing, add depth or 2.SD 
information. A 2.5D image differs from a 3D image in that only the distances to the visible surfaces 
are known.
A 2D array of sensors samples the image. Each sensor, at an individual position in the array, 
provides information on that pan of the image. The distance between two excited sensors within the 
array provides relative distance information. Sampling is achieved with single sensor systems and 
ID arrays by moving them to a new position and then taking a new set o f intensity measurements.
In real life images, it is only on rare occasions that only two sensors in the array will be excited 
coincidentally, and that all the required information on the scene can then be obtained. Various 
processes have to be performed on the grey level images to extract relevant information about, for 
example:- brightness differentials, brightness constancy, or texture patterns. From this low level 
information, higher levels of knowledge on, for instance, object structure can be obtained. One of 
the topics explored in this thesis concerns the hexagonal arrangement, or packing, o f sensors. With 
such an arrangement six neighbouring sensors are situated cquidistanily from a central sensor, and
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this pattern is then repeated throughout the sensing area. Previous researchers (124] have proved 
these hexagonal sampling grids to be the most efficient, in that fewer sensors are required to provide 
equal spatial resolution than with alternative grid patterns. An alternative, and more commonly used, 
grid pattern is the square sampling grid. Here horizontal rows and vertical columns of samples are 
assembled. Each sensor has four nearest neighbours, two horizontally and two vertically. Generally 
the square grid requires more sensors than an equivalent hexagonal grid to cover a given area if the 
resolution of the image is equal in all directions.
Previously a gap existed in the techniques available for image processing on the hexagonal grid 
in that processes were available only for images containing two brightness levels (binary images), 
and for general 2D signal processing. These general signal processing techniques included Fourier 
transforms, fast Fourier transforms, and filters, but the filters available were not necessarily optimum 
for image processing. A set of grey level image processing operators have been developed and 
are reported in the thesis. The set is not comprehensive as it was not the intention to produce a 
hexagonal grid operator equivalent to every existing square grid operator. The set is limited to the 
low level operators that perform the preliminary operations on the image data, as these are more 
dependent on the sampling grid geometry. It is also limited to grey level images and only operates 
within the plane of one image, as opposed to a sequence of images. A third restriction of the set 
is that it contains only small local area operators. The local area contains a region of samples 
surrounding a point of interest.
The use of small local area operators with the square grid system is well established. They 
have been found to be adequate for many image processing requirements where the image has been 
captured under controlled, or near perfect lighting conditions. It is often less expensive to create 
these conditions in an industrial situation than to provide more powerful computers to process the 
larger and more complicated operators required for poorly lit images. Industrial image processing 
has been reviewed and a set of widely differing operators chosen for implementation on both square
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and hexagonal sampling grids. It will be shown that due to the higher symmetry of the hexagonal 
grid, a computational advantage can exist in addition to that gained because of the reduction in the 
number of sampling points required to cover the image.
For some operator types it was simply necessary to modify the existing square grid operators 
for the hexagonal grid, but for others a new design was required. A new design was required for 
a hexagonal edge (boundary) detector. The test results and comparison of this detector, with the 
square system equivalent, occupy the whole of Chapter 5 of the thesis.
In addition to comparisons between the individual operators for the two grid systems, some 
comparisons between processes operating on images captured in an industrial environment, and 
requiring the use of several operators have been undenaken. With these processes, not only is the 
efficiency compared, but also the overall quality of the process. It was found that for some processes 
fewer operators are required with the hexagonal system. The industrial examples compared include 
the detection of small surface defects and the processing of printed characters. Comments are made 
on the suitability of hexagonally sampled images for human viewing, and it is shown in Chapter 6, 
that in some circumstances it is easier to interpret them than an equivalent square sampled image.
Hcxagonally sampled images have advantages for low level image processing in that fewer 
samples arc required, the operators are simpler, and sometimes fewer operators are required. For 
industrial image processing, a system must be cost effective, as fast as the production line on which 
it is to be used, and reliable in that it must produce few incorrect decisions or measurements. It is 
in this area that the processing o f hexagonally sampled images is likely to have most impact.
1.2 Computer Architectures for Industrial Image Processing.
Once a list o f local image processing operators for use on hexagonal and square grids of sampling
points has been defined, the next task is to identify a hardware system on which they can be
implemented. The operators arc so simple that almost any modem digital computer can be used. 
It is the rate at which the images need to be processed for a particular application that primarily 
determines the choice of computer. Two application areas have been identified. In the first, images 
are processed at the rate at which they are captured, usually the video rate, and displayed for use 
by a human observer. In the second, applicable to machine vision, images are processed at a rate 
determined by the rate at which the scene changes. An industrial production line is an example 
o f the second application area. If a machine vision system has to inspect parts as they pass along 
the line, then the processing on one pan must be completed before the next comes into view. The 
processing rate is determined by the pan rate.
The video rate is determined by the video standard in use. In Europe the usual image rate 
is 25 frames a second. With production lines, pan rates can be several pans a second, but other 
applications may require an even faster update rate. However, the highest rate is likely to be the 
video rate, and the computer for a combined video and pan rate processing system, must therefore 
be capable of processing 25 pictures in one second. Video rate processing is advantageous as it 
can be arranged that no frame store buffer memory is required between the TV camera and the 
computer.
The data rate at which the computer must operate is set by the number of picture elements 
(pixels) in the image and the frame rate. For a 2D sensor array the number of pixels is usually 
equal to the number of sensors. Images typically contain up to 512x512 pixels, although for some 
applications, considerably more. For a video rate application described in Chapter 8 of the thesis, 
the image data rate is 13.0 M Bytes.s~1. Several operations arc often required on each datum, and 
so processing rates can be multiples of the data rate. Other factors that determine the choice of 
computer arc the cost and its flexibility of use.
For industrial applications the cost of the computer and its ability to process 512x512 images at 
the video rate are important. These two considerations can result in the use of parallel computers, 
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in which the task is divided up and shared by several processor elements (PEs). Parallel computer 
architectures are reviewed, and a pipeline architecture, in which the image data is streamed serially 
through a string of processors, has been chosen for further investigation. The pipeline processes 
local area operators efficiently, is fast enough for video rate calculations, and the individual PEs can 
be readily mass produced and assembled into inexpensive flexible computers.
A simple pipeline processor is shown in Figure 1.1. Such a pipeline is constructed by connecting 
a serial stream of image pixel data to the input of the left most PE. This provides the first processing 
operation of the task on each data, and then passes the partially processed data on to the next 
PE for further processing. This procedure continues until, at the end of the line, a completely 
processed image emerges. The value output by each PE is a function of each pixel value in the 
local area. The required local area is assembled within each PE as each pixel passes through. The 
parallelism is achieved by providing a separate PE for each image sub-process. Raster scanned 
image capture devices such as TV cameras produce a stream of data that, after digitisation, is 
compatible with the input to such a pipeline. Computer disk, computer memory, and frame store 
interfaces, can also readily provide a suitable input data stream to the pipeline. Many other parallel 
processor architectures require the image to be reformatted before it can be loaded into the processor 
elements.
Figure 1.1: A Simple Pipeline Processor.
A single PE component that can be programmed to provide any of the local operators thought
to be needed for controlled lighting applications has been designed as a pan of this project. These
PEs can be assembled into pipelines constructed on single circuit boards, and configured by a host 
computer to provide many low level image processing tasks. The host computer can either accept 
data from the pipeline and continue with high level processing tasks, in which case the pipeline acts 
as a pre-processor, or it can direct the output to a TV monitor for observation.
A fast control communication channel between the PEs and the host computer enables the PEs 
to be reprogrammed during the inter-image period, and allows control information to be fed back 
from the PEs to the host computer. As discussed in Section 8.4.3, this will enable the adaptive 
control of pipelines in future developments. By making the delay to the passage of data through 
each PE independent of the image process, the branching and merging of pipelines, or the use of 
parallel lines can be achieved. These and other pipeline connection topologies are explored in 
Chapter 8 of the thesis.
The PE, specified in Chapter 8, will process both hexagonal and square sampled data. This 
dual standard device has been simulated and the results of the simulation reported in Chapter 9. 
Comparisons arc made between results obtained from the simulated PE operating on equivalent 
images in both systems. The advantages and disadvantages of hexagonal processing arc stated.
1.3 The Structure of the Thesis.
Vision and hexagonal sampling systems arc explored in Chapters 2 to 6, and computer architectures 
for industrial image processing in Chapters 7 to 9. The overall conclusions reached during the 
project are presented in Chapter 10. A summary of the contents of each chapter follows.
Chapter 2: Human Vision, Computer Vision, and Industrial Inspection. The general areas of 
biological, computer and industrial vision arc surveyed. Comparisons are made between the com­
plexity of processes, the definition of real-time processing, the image types that require processing, 
and the adaptability of systems, in each area.
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Chapter 3: Image Sampling. Initially the general aspects of image sampling arc discussed. These 
include the sampling theory, and quantisation errors in the pixel brightness and position. Aspects 
of image reconstruction arc explored, and circularly band limited 2D signals arc defined. Square, 
rectangular and hexagonal grids of sampling points covering 2D images arc compared. Popular 
image sensing, display and storage devices arc investigated, together with computer graphics 
techniques.
Chapter 4: Image Processing. In this chapter image processing is reviewed, and then the 
discussion centres on low level processes, that is processes on data that arc associated with points 
on the sampling grid. Low level processes arc divided further into those that are global or require a 
large area of suppon. and those that arc local and require a small area of support. Those requiring 
a small area of support arc more relevant to the remainder o f the thesis. Many algorithms have 
been developed for operators in both of these groups for square sampled images. For hcxagonally 
sampled images, only binary local algorithms, and some general purpose 2D signal processing 
global algorithms previously existed. Some local grey level processes, developed as a part of this 
project, arc reported and compared with their square grid system counterparts.
Chapter 5: A Comparison Between Local Edge Detection Operators in Square and Hexagonal 
Data structures. The design of a hexagonal grid edge detector that is equivalent to the square 
grid Sobel detector is reported. Comparisons arc made between the edge magnitude and angular 
accuracies of the two detectors in addition to comparisons of computational efficiency.
Chapter 6: Case Studies, a Comparison of Square and Hexagonal System Algorithms. Two
industrial case studies have been undertaken to identify the relevance of the set of local operators
assembled in Chapter 4. Redundant operators identified at this stage, lead to the simplification of the
design of the pipeline PE. Comparisons arc made between solutions for the case study problems on
the hexagonal and square sampling grids, from the points of computational efficiency and process 
reliability.
Chapter 7: Computer Architectures for Machine Vision. This chapter contains a survey of 
the computer architectures that have been commonly used for computer vision. The various 
possible architectures arc classified, and their advantages explored. Finally, architectures suitable 
for processing images captured under controlled lighting conditions, such as is often the case with 
industrially derived images, are discussed. Pipelined systems of processor elements, within which 
small local image areas are assembled and operated on, show advantages for this class of image 
processes.
Chapter 8: A Pipeline Processor Element. The design of a processor element that can be 
assembled into a variety of image processing pipeline architectures is discussed. It will be able 
to perform the low level local image processing operations that have been identified in previous 
chapters as being useful for images that have been captured in industrial and controlled lighting 
conditions. It will be able to process both square and hexagonally sampled images at picture rates 
up to the video rate. Some novel pipeline image processors that use this re-configurable processor 
element as a building block arc discussed.
Chapter 9: The Simulation of the Pipeline Processor Element. The results from a simulated 
pipeline of PEs arc presented. The pipeline processing of industrial and controlled lighting environ­
ment images with PEs that accumulate only small local areas is shown to be feasible, on both the 
square and hexagonal sampling grids. The PE is simulated largely as it is described in Chapter 8, 
and internally, the circuit blocks identified there are realised by individual subroutines within the 
simulation. Some choices arc then made as to which circuit blocks need to be implemented. The 
word widths of the data paths within the PE are chosen. Minimising these reduces the area of
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silicon required by the device, but this must be balanced against a reduction in the accuracy of the
calculations.
Chapter 10: Conclusions and Further Work.
Chapter 2
Human Vision, Computer Vision, and 
Industrial Inspection.
2.1 Introduction.
In this chapter the fields o f human vision, computer vision, and industrial inspection arc surveyed. 
The complexity of the human visual process is noted and the hexagonal packing of the retinal 
cells and the hexagonal interconnections between processing cells discussed. The scientific basis 
of computer vision is briefly introduced and the interaction between it and human vision research 
which has lead to the development of robust general image processing algorithms noted. With 
industrial image processing, however, the lighting conditions and the number of possible image 
scenes arc strictly limited, and this has been exploited in the development of simple processing 
algorithms that can execute on inexpensive computer hardware. Some examples of industrial vision 
systems are given.
2.2 Human Vision.
2.2.1 The Historical Background of the Study of H um an  Vision.
Historically, the study of human vision was probably a necessary prerequisite to the study of com­
puter vision. However, our knowledge of how biological vision systems operate is still fragmentary 
and with the recent development of the field of computer vision, a fresh impetus has been given to 
the study of human vision.
Biological and opthalmic observations on the human eye indicate that a hexagonal packing of 
retinal sensory elements has evolved in nature. This is a motivation for the study of hexagonal 
sampling schemes for computer vision which is one of the topics covered in this thesis. Behind 
the eye, ganglion cells and neurons connect to the retinal sensory elements and to each other to 
provide processing of the image focused on the retina. Models of biological image processing 
have lead to the development of computer architectures such as artificial neural networks and 
pyramid processors for computer vision. Finally, studies of the "higher levels" of human vision 
have suggested algorithms for object detection and location, stereopsis and movement detection 
amongst others.
2.2.2 The Hexagonal Packing of Sensory Elements in the Eye.
Helmholtz in his "Treatise on Physiological Optics, 1909" [751, begins with an anatomical descrip­
tion of the eye. The higher orders of life have eyes capable of distinguishing both light and darkness 
and also form. To enable this, the eyes can have one of two forms. The first, common among 
insects, is a composite eye, in which sensory elements separated by opaque septa cover the surface 
of the eye. The elements at the surface of the eye, are usually o f a hexagonal or square shape. 
The second form of eye, as with the eyes of many vertebrates, has a lens which focuses light onto 
a retina. A section of a retina is shown in Figure 2.1. The retina can be comprised of rod and
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cone sensory elements. In the human eye most elements are of the smaller rod type. Cones arc 
distributed amongst the rods in varying densities depending on the particular pan of the retina. In 
the so called "yellow spot" only cones arc found, whereas towards the periphery of the retina there 
are only rods. Behind the surface layer of rods and cones arc layers of fine fibres connecting these 
elements to a layer of ganglion cells. These cells perform many processes, one of which is to pass 
information to the optic nerve. Thus the retina is a complicated array of different types of sensory 
element and has a number of layers associated with detection, interconnection, and possibly some 
image processing is also performed.
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Figure 2.1: The Retina.
From the anatomic drawings in Helmholtz treatise, it can be observed that the roughly circular 
sensory elements tend to pack together efficiently, which leads to a closely packed hexagonal 
lattice. Opthalmic experiments reported in volume two of his work prove this to be the ease. In one 
experiment. Helmholtz set up a grating of equal thickness light and dark lines, which was viewed
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at various distances and under differing lighting conditions to measure the spatial resolution of the 
eye. His results indicated that two bright lines could only be distinguished if an unstimulatcd retinal 
element existed between the elements on which the images of the lines fell. This is in accordance 
with Nyquist's Sampling Theorem 1134). He also noted that for grid spacings close to the resolution 
limit of the eye, the lines appeared wavelike or modulated with repeated thick and thin sections as 
shown in Figure 2.2. From this effect he inferred that the cone sensors, the only type of sensor in 
the high resolution part of the retina, were packed in a hexagonal pattern.
Figure 2.2: The Wavelike Appearance of Parallel lines when Viewed Close to the Eyes Resolu­
tion Limit and the Hexagonal Sensor Pattern that Produces this EfTcct. Reproduced 
from Helmholtz Treatise [751.
In a later experiment. Helmholtz noted that the resolution of the eye can be increased if the eye 
or the grating were allowed to move. Similar techniques are used today to measure the thickness of 
thin wires and filaments [12511111
2.2.3 Models of Human Vision.
By the 1970’s many advances had been made in neurophysiology and psychophysics. Intercon­
nections between neurons could be seen physically and mexsured electrically. Researchers were 
able to determine the functions of single elements of the brain and the mechanism of vision was 
expected to be solved by study of the central nervous system. However, as reported by Marr ( 1131,
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this expectation was incorrect, as an analysis of the eye as an information processing system was 
also required. He also noted that visual information processing is very complicated even though, 
as humans, we arc able to process information apparently instantaneously, and for a wide range of 
scenes under greatly varying lighting conditions.
Man- states [113] Vision is a process that produces from images o f the external world a 
description that is useful to the viewer and not cluttered with irrelevant information". He then 
continues to analyse vision as a system to which the input is the image of the external world and 
the output is the description. The description could be the spoken word, but more fundamentally, 
evidence points to a description that is a three dimensional model of objects within the image 
as being the output of the vision system. This model is independent of the vantage point of the 
observer in that all external surfaces are described, and Marr identifies a three stage representational 
framework to enable the three dimensional shape information to be derived from the original image. 
In his book, Marr [113] provides illustrated examples at the various stages.
The first stage is the Primal Sketch. Here, important two dimensional information in the 
image is identified, for example edge detection, where edges arc defined as the boundaries between 
segments in the image, and may be found from discontinuities between the brightness of points 
within the image. The second stage is the 2.5-D Sketch. Here depth information on the surfaces 
visible from the viewers reference point is calculated and discontinuities in depth and orientation 
noted. The final stage is the 3-D Model Representation. Shapes and their spatial organisation arc 
described in an object centered coordinate system. Volume and shape primatives arc identified and 
attached to a wire frame model of the object to provide the final description. Marr produced many 
papers on topics within this representational framework and developed many algorithms for the 
data processing primatives at the various stages. These are listed in the bibliography of [113] and 
his paper on the "Theory of edge detection" [114] is discussed further in Section 4.4.2.1. These 
algorithms can of course be modelled on digital computers. The algorithms and models developed
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by Marr have been used as the basis of many of the current algorithms and models used in modem 
image processing research. Some of them, for example his edge detector and the 3-D model, appear 
to be difficult to implement efficiently on computers.
1.13.X The Mapping of Visual processes onto the Biological Visual system.
More recent researchers have attempted to map vision processes more exactly onto the biological 
visual system. As an example, the following work by Watson and Ahumada 1184][ 183] on a model 
of image representation in the visual cortex is included.
Anatomically, behind the hexagonally packed retinal sensors arc a layer of retinal ganglion cells 
which, in the centre of the retina, connect one to one with the sensors 1140). The ganglion cells can 
also be considered to be connected on a hexagonal grid. The 2.106 ganglion cells connect to the 
visual cortex which contains approximately 109 neurons. Physiological experiments have shown 
that between the retina and the visual brain, the image undergoes a sequence of transformations. 
Sets of cells in the cortex can be identified with these various transforms. Watson and Ahumada 
consider a transform performed by the ganglion cells and a subsequent one performed within the 
cortex. The ganglion cells transfer spatial and brightness information. Their transfer function 
is broad-band and they provide local adaptive gain control. The transform within the cortex is 
different. The cells are narrow-band and employ a so called hybrid space-frequency code to convey 
the position, spatial variation and orientation of a region. Watson and Ahumada model the process 
in this set o f cells by a structure, described below, which they refer to as a hexagonal orthogonal 
oriented quadrature pyramid. This is considered further here to indicate the complexity of the 
human visual system compared to current machine vision systems, and the necessity for the large 
number of cells involved to process a wide range of image types as they are presented in real-time 
to the human being. Real-time infers here that the images arc processed quickly enough for us to 
continue to function as we do. Some machines may be able to process specific visual information
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more quickly, but cannot cope with the variety of scenes and lighting conditions that a human can.
Simple pyramid processing structures, commonly used in computer vision, arc described in 
Section 7.4.4. The image transform performed can be considered as image coding and performed 
by an image pyramid. Pyramids, introduced by Tanimoto and Pavlidis (170], filter the image into 
several levels of resolution. At the bottom is the highest resolution image. This is subsampled to 
produce a lower resolution image at the next highest level in the pyramid, and so on, until at the 
highest level is an image with the lowest resolution. The aim of Watson and Ahumada was to model 
the transform in the human cortex with a pyramid constructed from elements that were themselves 
modeled on known physiological components. The pyramid had a hexagonal lattice input layer, the 
transform was invertible, and the overall process was found to be efficient.
Figure 2.3: Tiling with Hcxagonally Shaped Local Areas, a Seven Element Local Area That 
Produces one Value in the Reduced Resolution image is Shaded.
The input image is passed on by the retinal ganglion cells to the lowest level of the pyramid. 
This level can be considered to be tiled with hcxagonally shaped picture elements, known as pixels, 
as shown in Figure 2.3. The transformation to the next highest level in the pyramid involves taking 
a group of seven of these pixels, the shaded area in Figure 2.3, and producing one output pixel 
that contains a vector of values from a set o f seven kernels, one of which produces the average 
brightness value of the local area, and the other six of which arc bandpass and localised in space.
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spatial frequency, orientation, and phase. Each low level pixel only contributes to one next level 
pixel, so the next level contains only 1 /7  the number of pixels, and so on until the apex of the 
pyramid is reached. The resulting hexagonal pyramid structure is shown in Figure 2.4. In this 
figure, the input image lattice is represented by the vertices and centres of the smallest hexagons and 
the highest level, which is also the lowest resolution image, is represented by the largest, thickest 
line hexagon.
Figure 2.4: The hexagonal pyramid structure. Generated using the program listed in the 
appendix o f Watson and Ahumada 's paper [ 184],
At the highest level there may only be one pixel, but the vector associated with it encodes all the 
image information and can be decoded back down the pyramid to reconstruct the original image.
Watson and Ahumada have developed a model o f an image process that occurs within the visual 
cortex. The model produces results that agree reasonably closely with physiological measurements, 
but some modifications, such as using larger kernels arc needed. These will increase the complexity
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of ihe model. The transform developed is a low level visual pioccss. and is only pan of the 
process of producing Marr's Primal Sketch. Human vision is very general purpose and processes 
arc accomplished in real-time. The retina, visual cortex and visual brain have evolved to be 
highly developed, complicated organs. In the past studies of human vision have prompted the 
development of algorithms for computer vision, however, only a small consideration has been given 
to the hexagonal packing of machine vision sensors and the processing of the resulting hcxagonally 
sampled images.
2.3 Computer and Machine Vision.
2.3.1 General Purpose Systems.
A general purpose computer vision system would include all the functions of human vision, and 
ideally, would compute in real-time. Here, real-time means that the machine of which the vision 
system is a pan. can operate at its designed rate. Additionally, as noted by Horn [81] it would also 
have to reason about the physical world. There has been much research specifically towards the 
goal of the general purpose system, one approach has been to implement a system within Marr’s 
processing framework ( See Section 2.2.3 ). Such a study was undertaken in the UK as pan of the 
Alvey Programme [3].
The core of a general purpose vision framework should be implcmcntable on any hardware 
system, whether a biological system or an electronic computer. Differences occur at the input and 
output stages. In computer vision, the image input sensor could be one or more from a widely 
divergent set including:- monochrome and colour TV cameras, line scan cameras and multiple 
frequency band detectors such as those used for remote sensing [68], System output will depend on 
the environment, and on the overall function of the machine o f which the vision processor is a part.
For a computer vision system, the choice of architecture is an important consideration. The more
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general purpose a system is. the higher the computation load. Additional constraints arc imposed 
by the time available for the computation and the financial cost of the system. Image input systems 
usually provide a 2-D image, exceptions include line and raster scanned input devices which produce
1-D information, but lines of data arc associated with one another and the overall data set is 2-D. 
Some devices such as nuclear magnetic resonance scanners and laser range finders (91.90] produce 
3-D or 2.5-D information directly. Processes within the system can produce multidimensional data 
sets and other data sets such as knowledge bases will also need to be operated on. Roscnfcld [153] 
lists commonly used architectures. The basis of the list is included here with some additions:-
•  Single processor systems, these operate on one data byte at a time.
• Multi-processor systems, these operate on several bytes in parallel. A sub-list o f types 
follows:-
-  Pipelined systems. 1-D arrays of processors performing a sequence of operations on a 
stream of data passing along the array.
-  Systolic arrays. One or more dimensional arrays of processors performing the same 
operation on every datum in the array [55]. Note, alternative definitions exist.
-  Mesh connected systems. 2-D arrays that can perform local operations on the whole 
image simultaneously.
-  Trees and Pyramids. These can perform global and local kernel operations on the data. 
The lowest level processors in the architecture arc associated with small sections of the 
image. Groups of these processors communicate upwards with a reduced number of 
processors at the next highest level, and so on, until at the highest level a single processor 
contains the final result of the image process. A variation of the architecture also allows 
data flow in a downwards direction. Such systems are often used for multi-resolution
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image processing. Mulii-rcsoiution processing forms a part of Marr's [113] overall 
processing framework.
-  Hypcrcubcs. These combine the advantages of meshes and pyramids. The topology of 
the network consists of a Boolean n cube.
-  Shared memory machines. Use an interconnection network between the processors and 
common memory. They can simulate other architectures.
-  Artificial neural networks.
Some of these architectures employ three or multidimensional arrays of processors, but there 
is an interconnection limitation with such systems. Gosely packed 3-D arrays of interconnected 
neurons exist within the human visual cortex, but it is not possible to effect such interconnections 
on integrated circuit devices. Connections arc limited to a 2-D plane. Nudd [130] reports a 
compact system using current technology to interconnect a stack of wafer scale integrated processors. 
Each wafer contains an array of 32x32 processors, and typically seven wafers containing different 
processor types may be required for a simple image operation. Data is loaded serially into the top 
wafer in the stack, processed, and then transferred vertically to the corresponding processor in the 
wafer below. It may be possible to make the top wafer a CCD device that could accept direct light 
input. With systems for larger, say 512x512 images, the number of interconnections may make 
such a stack difficult to implement.
A general purpose computer vision system would be most likely to succeed, if implemented 
on a highly parallel machine, as these architectures maximise processing rate. From the above 
list, pyramid, hypcrcubc and artificial neural networks appear most suitable. However, practical 
systems tend to have more modest specifications, and the requirement to be cost effective leads to 
implemented systems with a wide variety of architectures.
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2.3.2 Machine Vision.
A machine vision system must produce a symbolic description of the scene being imaged. The 
description can then be used to direct the operation of a robot, a production machine, a production 
line, or a vehicle etc. If machine vision is classed as a sub-category of computer vision then there 
are several other sub-categories relating to this field. These are listed by Hom[81) and are included 
with explanation hcrc:-
•  Image Processing. The input image is transformed to a new output image. The output image 
is often enhanced in some respect, for example several images may be averaged to remove 
noise, or the contrast may be stretched to spread grey levels more evenly through the available 
range! 63]. These types of operation make it easier for humans to obtain information from the 
image.
• Pattern Classification. Features in a prcproccsscd input image arc extracted and then classified 
by the required metric. For example a surface defect can be classified by size, or a printed 
character by a code such as ASCII[30],
• Scene Analysis. This is the transformation of simple analysis such as the output of an edge 
detector into a more elaborate one suitable for the particular task. For example, the analysis 
may need to determine if a particular set o f edges represents a particular object.
Research described in this thesis is relevant to each of these sub-categories. Machine vision 
encompasses a range of applications, some of which will be further explored below, and draws on 
a number of computer vision techniques. The major classes of machine vision arc now reviewed.
2.3.2.1 Robot Vision.
A robot vision system is defined as being a vision system that is part of the control mechanism for 
the robot!81 ]. Consider a robot arm and manipulator that has to pick pans from a conveyor bell.
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The vision system images the pan and obtains information on its type, its position and orientation 
in 3-D space, and its rate of movement. This information is used to position the robot's manipulator 
and to enable it to grasp the pan. The vision system will be continually updating this information 
as the arm moves the manipulator to intercept the part. It can then guide the arm to deliver the part 
to its destination.
The vision system must employ many algorithms to effect these tasks. An overview of these is 
given by Hall and Nurrc (133]. At the lowest level, the scene must be separated into its component 
segments, ic. to distinguish the part from the background and other unwanted parts. 3-D positional 
information must be obtained (see (128. 142]), perhaps from stereo pairs of images and a model 
of the camera geometry (see (176]). This positional information must be related to the robot’s 
geometry and the results communicated to the rest of the system. All these results have to be 
calculated in real-time. The time available is a function of the operating speeds of the robot and the 
conveyor.
Mobile robots can be "on the road", for an example see [104], or "all terrain", see (50]. The first 
category includes robots that use the sides of a road, or markers, to sense their position and plan their 
routes along the road, whereas the all terrain vehicle can move freely in a 2-D plane. Additional 
algorithms are required to detect the robots position, for navigation, and obstacle avoidance etc.
2.3.2.2 Visual Inspection.
The topic has been reviewed by several authors:- Chin and Harlow[26] (1982), Wallace! 182] (1988), 
and Chin|25] (1988), arc comprehensive works. An introductory textbook containing industrial 
examples has been written by Batchelor, Hill and Hodgson) 11] (1985).
Two classes of visual inspection system can be distinguished. In the first, the inspection machine
reports information to a human operator, and in the second, known as automated visual inspection,
the machine acts on the information autonomously. The first class includes medical applications
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such as digital radiography, computerised axial tomography, the gamma camera, and ultrasound 
imaging devices. Other examples can be found in industry. In manufacture, where many o f the 
techniques above arc also used, there is an example of a real-time system to aid glass blowers 
in maintaining the quality of their product! 129], In the security industry, there are systems using 
movement detection to scan for the presence of intruders. Many of these systems could be classed 
as image processing machines in that they enhance images or reconstruct the image from a set o f 
transmission measurements, but often facilities are provided so that measurements can be made. 
For example, plots of kidney function can be obtained from repeated gamma camera images 1136].
With automated inspection, the vision system makes the choice between a good and a bad 
anifact. More complex machines are able to grade at more than two levels, while others can be pan 
of a feedback loop controlling a process.
An example of binary selection is given in [173] where a vision system selects potatoes for 
marketing as baking quality. Such a potato must be large, o f good shape, and free of surface defects. 
Letter post code reading machines grade the letters at many levels, so that a letter is directed to one 
of several million locations[60]. The following are examples where the inspection system forms 
pan of a feedback mcchanism:-
•  Piece work quality checking. With piece work, a human assembly worker is paid for each 
piece produced. The incentive is to produce as many items as possible, but quality must be 
maintained. In one system, involving mechanical sub-assemblies, the operator is prevented 
from removing the item from the assembly jig until the vision system has checked the correct 
location of each componcnt(6].
• Seam welding. As welding progresses, the vision system identifies the gap position and 
checks the width of the wcldl 149],
Some examples such as those above could be classified as robot vision applications, but others
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involve the control of a complete plant, in that quality information obtained from the vision system 
may effect automatic adjustments to a number of machines.
The following is a short survey of practical automated visual inspection systems listed under 
the industrial area in which they occur. Only a few industries arc considered, but hopefully an 
appreciation of the wide range of applications can be obtained. For each system the most important 
considerations in the inspection process arc the defect detections reliability, the operating speed, 
and the system cost.
The electronics industry.
• Printed circuit board (PCB) tracks. The vision system inspects the boards for broken and thin 
tracks, missing pads, unwanted connections, and missing drilled holes. Line scan cameras 
are often used and images containing 108 or 109 picture elements (pixels) accumulated. Pro­
cessing can involve referencing the captured image with an electronic data base image[172] 
or searching for generic defects! 1101. Input images arc thresholded to produce binary repre­
sentations which are then processed by parallel processors. Pipeline processors comprising 
hundreds of processor elements arc often used! 147].
• PCB component position checking. Correct insertion and labelling o f  components can be 
checked! 1391.
•  VLSI photomask checking. Masks contain many elements, but patterns are often repeated 
many times. Huang! 83] and Akiyama[2] describe techniques for alignment and inspection of 
the mask based on cross correlation with a reference image.
•  Wire thickness. Wire is spooled at high speed past a line scan camera and thickness measure­
ments performed. System optics are critical! 1251.
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The food industry. A wide variety of system applications exist, a few arc listed hcrc:-
•  To check packaging. For example the health warning labels on cigarette packcts[231.
•  To check the quality of fruit and vegetables. For example kiwi fmit(79] and potatoes! 173]. 
Size, shape and surface blemishes arc checked.
•  To check production line foodstuffs. For example biscuits!38] for such parameters as size, 
defects, and thickness of chocolate. Production line products may overlap or touch which 
complicates processing.
The automobile industry. The applications in this area are very varied, ranging from small part 
location and inspection) 138], to inspection of complete assemblies! 177]. A few examples are 
listed:-
•  Car body dimensions. In one application developed by Aulomalix{6], several laser stripes 
are directed onto the body work and from their position and deformation certain critical 
dimensions can be checked.
• Correct assembly of drum brakes. With this system, developed for Volkswagen and described 
in(80], the system checks for correct component insertion and positioning. A Fourier tech­
nique can even check for the correct return spring by checking for the correct frequency 
transformed from the spatial position of the coils.
•  Inspection of cylinder bores. West and Stocker{187] describe a system using laser light to 
check the surface quality of cylinder bores.
• Paint finish. The characteristic "orange peel effect" of incorrect paint spraying can be 
spotted (11].
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• Instrument and warning light operation. Systems have been developed from meter reading 
techniques, as described in[ 175], to check the cars' instrumentation.
•  Component cracks. Many techniques exist, for example by magnetic liquid penetration[62] 
and by Xray|168].
2.3.23  Other Applications
Some applications may not fit into the above categories or be better classified under fields closely 
related to machine vision (see Section 2.3.2). Such applications include document reading where 
documents arc imaged and transformed to computer text files. Visual database acquisition, for 
example the building of finger print libraries, is another application.
2.4 Industrial Inspection, Engineering Considerations.
2.4.1 Reliability, Processing Rate, and Cost Effectiveness.
Practical automated visual inspection systems need to be reliable, quick in operation, and cost 
effective. Reliability refers here to the success rate of the system in performing the required task. 
For example will a particular defect be detected every time it occurs?
The image processing must be performed at least at the operating speed of the machine or 
production line. This is by no means easy, as after digitisation a typical image may contain a 
quarterof a million data bytes, and be updated every 20ms. Together with the low level processes of 
extracting information on actual objects from within the scene, the high level tasks of characterisation 
and measurement of objects will require a considerable amount of computation.
A vision system will enhance a production machines operation, but total system cost is a very 
important factor. In ihc UK the average price of an installed industrial robot was £20,000 in 1985. 
This figure is higher in other countries, but even at the research stage the eventual system cost needs
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to be considered. An automated visual inspection system will not be installed in a competitive 
industry unless it is cost effective.
Processing reliability can be increased by a careful choice of illumination, processing algorithms 
and image sampling scheme. To obtain an acceptable reliability at the real-time part rates of a typical 
production line will probably require a computer system employing a parallel architecture. The 
choice o f architecture has an imponant effect on the cost o f the system and is considered further in 
Chapter 7. The illumination technique can also be used to simplify the processing task, for example, 
back lighting could be used to enable efficient thresholding of the image of an item that is being 
checked for perimeter defects. Thresholding produces a binary image that is easier to process! 11]. 
The illumination method for a particular task is usually decided on alter some experimentation, 
and depends on the experience of the designer. Batchclor[8] has devised an expert system lighting 
advisor. Arranging for the part to be presented at a known position and orientation can also reduce 
the image processing task. This could involve the use of a simple mechanical deflector on a conveyor 
belt, or a more expensive robot manipulator) 1 ].
As with illumination, processing algorithms tend to be chosen by the system designer from 
experience. Vision development systems such as the Automatix AI90[6] and the Contex Vision 
GOP300129] arc widely used in industry. These contain many image processing algorithms that were 
installed by the manufacturer, and also macros of these that have been assembled by experienced 
vision system designers. New algorithms will be incorporated into the development systems when 
the existing ones fail to solve problems. In the same way more powerful computers, which may 
contain parallel processors, can be added if the existing hardware docs not operate quickly enough.
The transfer from the development system to an embedded system forming part o f the production 
system usually involves running the application software on a rugged version of the same hardware. 
If parallel architectures arc to be used, they must be flexible for general inclusion within the 
development system, or available as a variety of plug in optional extras. As described in Chapter 8
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of the thesis, the flexibility of the programmable pipeline processing element proposed in this project 
makes it suitable for inclusion in both development and embedded image processing systems.
The sampling schemes most widely used arc square and rectangular arrays of sampling points. 
Each point usually his a small tile or picture element (pixel) associated with it. The pixels fit 
together to enable a continuous display of the image. In the square scheme, samples arc equally 
spaced on horizontal and vertical lines. The pixels, and often the overall image, arc square in 
shape. In the rectangular scheme, samples are again constrained to lie on horizontal and vertical 
lines, but the horizontal and vertical spacings differ. The horizontal spacing is usually the larger, 
enabling images with the same number of horizontal and vertical samples to fill a 4x3 aspect ratio 
TV screen. Hexagonal sampling schemes show advantages over other schemes (these are discussed 
in Chapters 3 and 4) but when they will be able to break in to the commercial development system 
evolutionary cycle is uncertain.
2.4.2 Automated Surface Inspection.
In Section 2.3.2.2, automated inspection examples were classified according to industry. Here a 
classification is presented according to function. This classification is useful as within a class, 
certain parameters such as the method of illumination, basic algorithms, and the presentation of 
data tend to be common. The classification follows:-
• Inspection for item identification.
• Inspection for item shape.
• Inspection for correct assembly.
• Dimensional inspection of items.
• Surface inspection. For defects, finish quality, and surface features such as PCB tracks and 
printed characters.
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• Sub-surfacc inspection.
Surface inspection is the area from which the processing examples in the remainder of this thesis 
originate, and so will now be reviewed under the following sub-headings.
2.4.2.1 Surface Defects and Finish Quality.
A surface defect can be a pit, scratch, crack, or raised bump on an otherwise smooth surface, 
or, a discontinuity in a pattern or texture. Defects can occur randomly or in groups, can be o f a 
characteristic size and shape, or of a random dimension. The surface may be Hat or curved. Curved 
surfaces cause problems with specular reflections, shadows, and illumination gradients across the 
surface arc more difficult to accommodate. Graham|66) has designed an illumination system to 
compensate partly for these problems. Several surfaces may need to be inspected on a particular 
3-D object, requiring multiple views or manipulation of the pan(l|. Additionally the inspection 
may be of an internal surface, as with cylinder bores! 187).
A defect may be detected by comparing the image of an object with a perfect model of the object. 
The model may be obtained during a teaching phase!76, 115], or by direct input from a computer 
aided design - computer aided manufacture (CAD-CAM) system! 132]. With this approach a defect 
is any feature that is not included in the perfect model of the object and false defect detections may 
result from image noise being detected. An alternative is to compare the image with models of 
known defects, but this assumes the defects arc always of a constant size and orientation. Another 
detection approach is to search the image for generic features associated with the defect. With 
this approach there is a possibility that unexpected defects will be missed, however, detection is 
independant of the defect's size and the technique is widely used in industry. This final approach 
is the basis of methods using mathematical morphology, statistical, and Fourier plane techniques. 
Examples using morphology arc given by:- (a) Serra! 157], in which he describes analysis o f the 
crystalline surface structures in materials, (b) Batchelor and Cotter! 10] who describe a system for
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analysing cracks in noisy surfaces, and (c) Mandcvillcl 110) who describes a system for inspection 
ofPCBs.
An introduction to statistical analysis in pattern classification is given by Duda and Hartl46). 
Examples of its use for defect detection can be found in the following:- (a) Suresh ct al.[ 169) have 
developed a complete system including architecture and algorithms for detecting and classifying 
imperfections in the surfaces of hot steel slabs. A statistical binary tree classifier makes decisions 
such as:- Is this feature noise or a defect? Or, is this crack horizontal or vertical? (b) A statistical 
analysis is used by Conners ct al.|28| in the inspection of wood for knots. Grey level tonal qualities 
arc measured in local areas and ihc mean, variance and skewness of the levels obtained. Textural 
methods based on co-occurrence matriccs|73| arc also employed. Fourier plane analysis can be used 
to detect repeating defects in patterns printed on textiles) 178) and ripple effects in spray painted 
surfaces) 11 ].
3-D information will be required for certain applications, for instance, the volume of a pit, or 
the depth of a scratch can be measured using laser range findcr[90], stereo pair) 160), depth from 
shading|81). or structured lighting) 132] techniques.
Surface finish quality measurements can be made. In an example involving metal surface rough­
ness measurements, Don and Fu ct al.[44) inspect for surface profile parameters. A mathematical 
model of a surface profile is developed which relates image variables to the surface parameters.
Finally, Ozaki cl al.[137] has produced an automatic visual inspection system for checking print 
quality. This leads to the next sub-section on optical character recognition.
2.4.2.2 Handwritten and Printed Character Reading.
This is one of the lower level processes that form part o f the operation of document reading. It 
involves transforming character shapes to, say, ASCII codes. Previous processes will have divided 
the scanned document into blocks. Each block contains one word and the relative block positions arc
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known within the page. Words arc then separated into letters. This is easier to achieve with machine 
printed characters as gaps arc maintained between them. With handwritten text, clues are used, 
such as the way two cusps join|60, 15] to separate the letters. Even with printed characters, there 
exists large variations in typeface and size, and simple template matching would not accommodate 
these.
Most recognition algorithms firstly thin the character to a single pixel wide skeleton represen­
tation, and then investigate this for generic features such as end points, junctions and deflections. 
Knowing the relative position of these, a tree structure can be searched and the character recognised. 
Thinning algorithms for characters have been extensively surveyed by Smith] 164], and character 
structure is investigated by Kcrrick and Bovik[95], This structural recognition method has been 
extended to hand printed characters, but more feature types have to be recognised(24). Recent alter­
native approaches include:- (a) Masih and Stonham’sfl 15] proposed anificial neural network. The 
network would be trained to produce the ASCII code for each character, (b) Gillcs ct al.[60] have 
investigated the relative position o f cavities in the characters as the staning point for recognition. 
A cavity is a space enclosed on three of four sides. Open cavities are classed as north, south, east 
or west facing. They applied the method to hand written ZIP code (Post codes as used in the USA.) 
reading. Note that ZIP codes contain only numerical characters.
Commercial systems usually employ line scan cameras, and allow the document to be digitised 
with a typical resolution of 300 lines per inch. Parallel processor architectures arc often used to 
enable reading at a reasonable page rate. Crimminsand Brown[31] have described the implementa­
tion of morphologic character recognition algorithms on the "Cyto Computer", a pipeline processor. 
Gillies'[60] ZIP code reading algorithms were also implemented on this machine. Chin[27] de­
scribed a skeletonising algorithm for a pipeline processor, and developed a processor element design 
based on combinational logic elements.
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2.5 Conclusions.
The first section of this chapter concerned human vision. In particular the hexagonal packing of 
sensors in the human eye, and the result o f this spatial arrangement on the low level image processing 
was noted. This evolutionary evidence is the first evidence presented in the thesis for the possible 
superiority o f the hexagonal scheme. Much computer vision research is based on studies of human 
vision, and research in these two branches of science tend to complement each other.
In the section on computer and machine vision the idea of a general purpose machine, combining 
both low and high level processes, that aims to perform as the human eye does is presented. Such 
a machine would have to extract information from many different types of scene, under various 
lighting conditions, and operate at the same speed as a human docs. The discussion on hexagonal 
sampling schemes in later chapters of the thesis arc applicable to such general computer vision 
research, but the results presented on the performance of various image processing operators, and 
the pipeline processor architecture are more suitable for industrial image processing systems.
The final section of this introductory chapter concentrates on examples of image processing 
found in industry. Even in this relatively narrow area of applications there are systems providing 
many different types of high level information. Each has as input 1,2, or 2.5D images, but the output 
may be controlling a robot that operates in a 3D space, making quality adjustments to a production 
line, or be a computer coded version of a section of printed text. Many of the applications reported 
here utilise 2D arrays of sensors or ID arrays scanned across the picture to build up a 2D image.
Common to applications from all o f the industries surveyed here, researchers have tried to 
maximise the signal to noise ratio of the image by arranging for the scenes to be optimally lit and 
for the sensors to be the most appropriate. In industrial situations the number of different types 
of object that will be presented to the image processor in any one application is usually from a 
limited set, and if possible, objects arc presented to the image processor in a known orientation
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and separated from other objects. When the above points are considered both low and high level 
operations arc simplified and inexpensive image processors that reliably perform their tasks can 
result. Low level image operators that are often used for industrial image processing are explored 
further in Chapter 4. In industry, the time available for the image processing to be completed is 
often limited by the speed of a production line. An appropriate computer architecture, a pipeline, 
for industrial image processing is investigated in Chapters 7, 8, and 9.
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C hapter 3
Image Sampling.
3.1 Sampling Theory.
Before a digital computer can process an image, the image must be sampled, and then the quantity 
sampled digitised. The images considered here are 2D brightness fields. Nyquist’s sampling 
theorem! 134. 146) applies, and is given here in terms of wavelength, as the more usual frequency 
definition can strictly only apply to time varying signals. The theorem states that the sampling 
interval must be less than or equal to half the shortest wavelength present in the image, for the 
analogue image to be exactly reconstructed from the sampled values. However many textbooks 
and papers concerning image processing and multidimensional signal processing define the term 
"frequency" to be the reciprocal of the wavelength multiplied by rr. This definition will be used in 
the remainder of this thesis to simplify cross references to these other works. All future references 
to band-limited signals, low pass filters, and high pass filters use this definition of frequency.
In practice, the highest required image frequency is chosen and the analogue signal is frequency 
band limited to that frequency. Ideal filters arc not realisable and so the sampling frequency will 
always be greater than twice the highest required image frequency. Quantisation error is introduced 
by the digitisation of the sampled quantity. The precision of the quantised word is an important
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design consideration. Other errors in the process include sample point position error, and error 
in determining the quantity being sampled. For instance, is the quantity sampled the average 
value of the signal in a local area surrounding the sampling point? In the reconstruction of the 
analogue brightness signal from the digital representation, the binary word is converted back to 
an analogue value to represent the signal at the particular sampling point. The signal between 
sampling points is reconstructed by an interpolation process involving contributions from up to n 
surrounding points. Such an interpolation was used by Shannon! 159]. Workers such as Nyquist 
and Shannon were concerned with 1 -D functions of time, and. in the early nineteen sixties, Petersen 
and Middleton! 1411 extended the theory for the sampling and reconstruction of frequency band 
limited functions in N-Dimcnsional spaces. More recently (1990), Oakley and Cunningham! 135] 
have designed a set of reconstruction filters for N-D images. An ideal filter would reproduce the 
original signal exactly between the sampling points. Petersen and Middleton's reconstruction filter 
is optimum for randomly occurring images, whereas Oakley and Cunningham’s is optimised for 
each individual image. However for image processing applications, the reconstruction process is 
usually limited to simply holding the present sampling point value until the next is available, or 
to the use of a simple low pass filter to smooth the brightness transition between sampling points. 
These simple methods arc often adequate for human viewing as images arc usually reconstructed 
from a large number of sampled values. Further consideration here is limited to 2-D space.
A system for processing analogue images will comprise a sensor to convert, say, the brightness 
to an electrical signal, followed by an analogue to digital convener, and then a digital processor. 
Eventually, a digital to analogue converter can reconstruct an analogue signal, which can be viewed 
on a display system.
The image will be sampled at a number of points, at known positions, distributed throughout the
image. It is easier to record the sampling point’s positions and to address them if they arc arranged
in a simple pattern. Various patterns arc examined in Section 3.2.1 and image sensors arc discussed
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in Section 3.3.
Image processing is performed on the arrays of numbers that comprise the digitised images. Each 
number is a measurement of brightness at a particular sampling point. Usually for image display, 
and sometimes conceptually for processing algorithm development, the image is considered to be 
tiled by pixels (picture elements). Pixel shapes should fit together to produce a continuous tiling of 
the image, and for simplicity, the sampling point should be located at the centre of the pixel. The 
need to tile the image constrains the variety of sampling schemes considered here. Display systems 
arc considered further in Section 3.4.
3.2 Sampling Schemes.
3.2.1 The Square Scheme.
Figure 3.1 shows the conventional square grid pattern of sampling points. The points are ar­
ranged in equally spaced rows and columns, and the row spacing is equal to the column spac­
ing. Merscreaul 124] and Prcston|144] suggest that this system was the initial choice for the 
sampling of 2-D signals as it is conceptually easy to generalise processing algorithms from the 
1-D case. This grid, and its more general ease, the rectangular grid (Section 3.2.2), have been 
chosen for virtually all implementations in image processing. However, it is not the most ef­
ficient scheme in terms of the number of sampling points required for equal high frequency 
resolution! 109. 124. 126, 135. 141. 144, 188],
The definition o f a circularly frequency band limited 2-D spatial signal, is that the highest 
frequency within the signal is equal for all directions within the spatial plane in which it lies. If 
the signal is transformed to the Fourier plane, and zero frequency, —o. is shifted to the centre of the 
plane, then such hand limiting is represented by a circle, centre ~.-o. radius All frequency
components of the signal lie within this circle.
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Figure 3.1: A Square Grid of Sampling Points The Area is Tiled with Square Shaped Pixels.
As shown in Figure 3.2. square sampling permits a square tessellation of the Fourier plane) 124). 
The first square, centred at the origin, represents the non-aliascd band region permitted by square 
sampling. The extent of the square along the fii axis represents the maximum non-aliased frequency 
in the spatial x (Figure 3.1) direction. Likewise, the extent along the ft2 axis represents the maximum 
frequency in the spatial y direction. It can be seen that higher non-aliased frequencies could be 
represented in all other directions. The surrounding squares in Figure 3.2 are periodic extensions 
to the fundamental square band region. If an image is circularly frequency band limited, then high 
frequency information will be processed equally, independently of the scene or object orientation. 
This is imponant for repeatable results in industrial inspection applications.
For an analogue signal, F(.r.y), square sampling can be represented by Equation 3.1. All of 
the equations included in this section are proved by Merscrcau(124).
/ ( » | .» 2 )  = F (n i.T i,n 2.T \) (3.1)
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Figure 3.2: A Tiling of the Fourier Plane with Square Band Limit Regions.
Where T\ is the sampling interval as shown in Figure 3.1, and ni and n2 arc the horizontal and 
vertical sampling addresses. F(.r. y) is frequency band limited by a band region R if its transform 
to the Fourier plane .F (n i. il2), satisfies Equation 3.2.
-F(ft,.n2) =  o. (R ,.n2) *A  (3.2)
For square sampling, if T\ < w/ uj\ is satisfied, then F(x. y)  can be exactly recovered from the 
sampled values. Where ~'| is the horizontal and the vertical bandwidth (sec Figure 3.2).
3.2.2 The Rectangular Scheme.
The square sampling scheme is a special ease of the general rectangular scheme. With rectangular 
sampling, the horizontal and vertical sampling intervals arc not necessarily equal. Figure 3.3 shows 
an r  interval of T\ and a y interval of T2. The sampling equation generalises to Equation 3.3, and 
Fix:  y) can be exactly recovered from the sampled values if T\ < k /*j \ and 72 < tr/u>2
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Figure 3.3: A Rectangular Grid of Sampling Points The Area is Tiled with Rectangular Shaped
Pixels.
/ ( n , . n 2) =  F(in.Tunt.T2) (3.3)
Where w'i is the horizontal and is the vertical bandwidth. Square and rectangular band 
regions arc shown in Figure 3.4. an optimum circular band region is superimposed on each. For 
circularly band limited signals, it can be seen that square sampling is optimal in the sense of the 
density of sampling points required to reconstruct the signal exactly. This follow* fiom the square 
having equal .r and y dimensions. Rectangular sampling schemes arc sometimes used for digitising 
4:3 aspect ratio TV images. The scheme allows for an equal number of horizontal and vertical 
points.
3.2.3 The Hexagonal Scheme.
Figure 3.5 shows a regular hexagonal grid o f sampling points. With a regular hexagonal grid, each 
point is equidistant from each of its six nearest neighbours, and points on alternate lines arc shifted
« 2
Figure 3.4: Square and Rectangular Band Regions Containing Maximal Circular Band Regions.
Figure 3.5: A Hexagonal Grid of Sampling Points The Area is Tiled with Rectangular Shaped 
Pixels.
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by half the horizontal sampling distance. In this arrangement, horizontal nearest neighbours exist, 
but not vertical ones. Alternatively, the pattern can be rotated to give vertical, but not horizontal, 
nearest neighbours. Here, rectangular pixels arc shown. Such a tiling is advantageous if raster 
scanned input and output devices arc employed, as described in Section 3.3.
Figure 3.6: A Hexagonal Grid of Sampling Points The Area is Tiled with Hexagon Shaped 
Pixels.
A hexagonal riling is shown in Figure 3.6. Here a non-orthogonal y  axis has been chosen to 
ease indexing of the grid points. An alternative axis at jt/ 3 to the +*  axis could be chosen, but 
for positive indexing of overall rectangular scenes, the 2ir/3 axis is required. Using this y axis, 
hexagonal sampling can be described by Equation 3.4, and F(x,y) ,  for a general hexagon, can be 
exactly recovered from the sampled values if  Equation 3.5 is satisfied.
Ti —•»
(3.4)
Ti < Jr/W2 (3.5)
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V a r i a b l e s ^ . and arc defined in Figure 3.7. If regular hexagonal sampling is employed, 
then =  —'3 =  2^ 2 / v/3. If a signal is circularly band limited to frequencies below u  radians.s-1 , 
then for a rectangular system the maximum sampling period is T\ =  i r /u .T i  -  ir/u>, and for 
a regular hexagonal system. T\ =  2jt/ \ / 3u>.72 = ir/u;. For the hexagonal system, period T\ is 
increased. Mcrscrcaul 124] calculated that 13.4% fewer samples were required to meet the Nyquist 
criterion.
r*— (1)3 —
Figure 3.7: A Hexagonal Band Region Containing A Maximal Circular Band Region.
3.2.4 Other Schemes.
In Section 3.2.3. the hexagonal scheme was shown to be more efficient than the square. The 
optimum scheme will have a band region which is as close as possible to the band limit region of 
the 2-D input signal. For a circular band limited signal, Petersen and Middleton[141] show the 
regular hexagonal scheme to be the optimum scheme, and calculate its efficiency to be 90.8%. The 
comparable square lattice efficiency is 78.5%.
Other schemes exist. Whiichousc and Phillips] 188) describe a trigonal arrangement, where each 
point is surrounded by three nearest neighbours. Their application was the measurement of surface
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roughness with point contact probes. The scheme enabled a mechanical probe to be positioned and 
a measurement taken in a minimum time, but it is not as efficient as the hexagonal scheme for the 
raster scanning of image processing sensors.
3.3 Image Sensors.
In a computer vision system, the image sensor converts electro-magnetic radiation (often light) into 
an electrical signal that represents the image. This signal is sampled and then digitised. Sensors 
can be single point sensors that are mechanically scanned across the image, or arrangements that 
are electronically scanned, such as in the TV camera. Other systems may use a single sensor and a 
scanned light beam, as with the laser range findcr(90].
Sensors have finite cross sectional areas. The position of the sampling point within the sensor 
is uncertain. Kamgar-Parsi and Kamgar-Parsi(92] have developed a model for estimating the 
average error due to quantisation with square sampling systems. They have extended this so that the 
probability of an error being within a particular range can be obtained. It is then possible to determine 
whether the quantisation noise is acceptable for a particular application. Subscqucntly[93], they 
have extended the model to include hexagonal sampling, and from their mathematical analysis have 
concluded that hcxagonally shaped sensor elements yield smaller quantisation errors.
3.3.1 T V  Cameras.
3.3.1.1 Raster Scanned Devices and Image Sampling.
With these devices, the 2-D image sensor is scanned a row at a time and the information transferred 
sequentially. In the terminology of TV technology, the scan lines are equal to the rows of the image 
array. Each line is initialised electrically by a synchronisation pulse. The set of lines that completely 
scan the image in one pass arc referred to as a frame. In the European standard! 1181. 625 lines
constitute a frame, and a new frame is initialised by a frame synchronisation pulse. Many cameras 
operate in an interlaced line scan mode in which the set of odd numbered lines, known as the odd 
field, are scanned first, before the even field. This facilitates lower band-width transmission.
It is possible to construct cameras with differing numbers of lines and different scanning 
geometries. It is usual for the overall sensing area to be of rectangular shape with a 4:3 aspect ratio, 
but 1:1 ratio cameras arc available, and designs exist for programmable picture warp camcras(67].
The raster scan camera effectively initiates the sampling process as it sections the image into 
rows. The scanning electronics arc simplified if the line spacing is constant. All the sampling 
schemes considered in Section 3.2 can be sampled by a constant line spaced raster. Sampling is 
completed by a 1-D process, synchronised by a master clock, that divides each line into a number 
of samples. This clock may increment the address to a CCD (Charged coupled device) sensor array 
and time the A-D (Analogue to digital) conversion process, or for a fully analogue camera, simply 
time the A-D converter. Convened words arc then stored or processed. An alternative camera, the 
line scan camera, consists of a 1 -D array of CCD sensors. The object is moved in front of the array 
so that a 2-D image in built up.
For cqui-spaccd scanning o f rectangular arrays, scan lines are normally arranged to coincide 
with the horizontal rows of required sampling points. The value at the first point is converted 
at a fixed time after the line synchronisation pulse for each line. Hom|81), notes that hexagonal 
sampling can be realised in the same way, but that the delay between the synchronisation pulse 
and the first sampling point, needs to be increased by half the sampling period on alternate lines. 
Regular hexagonal and square geometries arc realised by calculating the sampling period so that 
the required horizontal physical spacing results. For hexagonal sampling, an alternative scanning 
scheme would be to scan parallel to the non-onhogonal y axis, as shown in Figure 3.6.
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3.3.1.2 Camera Technology and Image Sampling.
In the iconoscope vacuum tube camera, light falls on a photosensitive mosaic formed by the 
deposition of millions of silver globules. Each globule forms a capacitor with a common electrode 
provided in the construction of the sensor. A charge is induced in each capacitor proportional to the 
light intensity falling on it. The charges arc then interrogated by an electron beam scanned across 
the mosaic target. Modem tubes have more sensitive targets than the iconoscope! 11]. The image 
has been sampled by the mosaic of capacitors, but the relatively wide electron beam reconstructs a 
1-D analogue signal that is circularly band limited.
With solid state cameras, the sensor is a 2-D array of say CCD (Charge coupled devices). A typ­
ical array size is 512x512 elements, although a more sophisticated device may have a programmable 
resolution of up to 3000x2300196] pixels. The overall sensor area is typically rectangular or square. 
Rows of analogue pixel values are transferred, in turn, to a line shift register, and then shifted out 
at a master clock rate to produce a raster scanned TV signal to a particular standard. CCD array 
resolutions arc comparable to the resolutions required for computer vision. Two image sampling 
strategies exist.
In the first strategy, the line shift register (or pixel) clock can be synchronised with the A-D 
converter so that the analogue pixel value is digitised while it is stable. Sampling is effected by 
the CCD array and depends on the array geometry. Many arrays are available for rectangular and 
square sampling, but these geometries should not be assumed to always be the case, as it is less 
expensive to fabricate devices on a hexagonal grid! 120]. The Kontron ProgRcs 3000 [961 camera 
ovcrsamplcs the image. This allows forthc output samples to be programmed for rectangular, square 
or hexagonal grids. The acquisition system from light input to digital output has been studied by 
McClellan! 121]. He finds non-ideal characteristics which include variations in transfer function 
from pixel to pixel, non-linear pixel response to illumination, and the diffusion of light within the
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array. He suggests a correction procedure, but it is limited to correcting linear differences in the 
brightness responses of the individual pixels. At present this would appear to be the only correction 
procedure available for applications operating at the video rate.
In the second strategy, the CCD array pixel clock and the A-D converter arc not synchronised. 
The signal is resampled at the converter. Errors will occur as the camera output signal will not 
be perfectly reconstructed (Oakley and Cunningham! 135]). but the choice of sampling scheme is 
independent of the array geometry.
For CCD sensors the output signals cannot be considered to be circularly band limited as the 
array elements arc often square or rectangular in shape. However, errors will be introduced if they 
are considered to provide a complete square or rectangular tiling of the image plane as gaps often 
exist between elements, and the response to illumination of different areas within the element may 
be uneven.
3.4 Image Storage and Display.
3.4.1 Memory Size.
After digitisation, the sampled values arc often stored in image frame sized blocks. One or more 
memory locations arc required for each value. As shown in Section 3.2.3, hexagonal sampling is 
the most efficient scheme. As stated by Mersercau [124). for equal frequency information. 13.4% 
fewer locations will be required for a hexagonal than for a square sampled image.
3.4.2 Addressing of Memory in the Rectangular and Hexagonal Systems.
If the computer's memory is sufficient, the image can be read by the programme into a 2-D array. 
Increments along one image axis can be mapped "one to one" onto the first array subscript, and 
increments along the other axis onto the second array subscript. With the rectangular and the square
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sampling systems, an increment of the array subscript corresponds to a step to the next sampled 
value. The corresponding distance traversed on the image is proportional to the number of times 
the subscript is incremented.
(a) (b) (c)
Figure 3.8: The Array Positions of the 6 Hexagonal Nearest Neighbours, (a) The Logical 
Positions, (b) The Odd Row Array Positions, (c) The Even Row Array Positions.
Reading a hcxagonally sampled image efficiently into an array that maintains the sampling grid 
geometry is more difficult. The image could be read into a double sized array and half the locations 
left redundant, or two other schemes can be followed. In the first scheme, samples arc mapped 
into a rectangular array, equal in size to the number of sampling points, in such a way as to fill 
the leftmost clement of each row first. This fills memory efficiently, but the indexing of the array 
subscripts to step to a particular nearest neighbour is different, depending on whether the neighbour 
is on an odd or even row. Figure 3.8 shows the array positions of the six nearest neighbours on odd 
and even rows. Calculating the distance between two image points will be equally complicated. 
Figure 3.9 shows the image pixels annotated with their corresponding array subscripts.
In the second scheme, samples are again mapped into a rectangular array, but the indexing is 
referred to a 60 degree or 120 degree oblique axis. The scheme is illustrated in Figure 3.10. If the 
input image is rectangular in overall shape, some addresses close to the y axis (120 degrees) will be 
redundant and the address of the first pixel in each row must be calculated. Another disadvantage 
occurs if the picture boundary position must be checked during image processing. The scheme has 
the advantage that general pixel address calculation is independent o f row number.
Figure 3.9: Hexagonal Pixel and Array Subscript Mapping. Scheme 1.
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As seen in Figure 3.10. neighbouring pixel addresses can be straightforwardly found.
2-D arrays may not be the best way of associating adjacent pixels especially with the hexagonal 
sampling system. There is a solution using list processing, in which pointers arc used in a 1-D 
array to associate hexagonal neighbours. This scheme was used in the processor element simulation 
presented in Chapter 9.
3.4.3 Computer Graphics.
Image processing on a hexagonal grid is covered in Chapter 4. Graphics is included here as part of 
the section on display. Images arc often displayed by mapping thcirpixcls one to one onto an output 
plane, but some image processes, such as the Hough transform (Section 4.5.1), can output position 
vectors, and line or curve equations. Translation and rotation transformations arc also considered 
here.
The graphical output plane can be considered to contain a rectangular or hexagonal grid of points 
onto which the image locks. As noted by Serra [ 157], with a square grid, only image rotations of 
rnr/2, where n is an integer, can be locked, without distortion, onto the new grid points. With a 
hexagonal grid, distortionless rotations o f nrr/3 arc permissible.
With both grids, an aliasing problem can produce aberrations such as edge staircasing and 
the scintillation of small objects. These aberrations can be reduced if computations arc made 
on a high resolution grid, and if the resulting image is low pass filtered and displayed on a 
standard resolution grid. Lcsior and Sandor (101 ] compare the implementation of this technique on 
rectangular and hexagonal grids and conclude that, for negligible additional computational effort, 
hexagonal processing results in a reduction in the aliasing of vertical and near vertical features. 
Aliasing of features at other orientations remain unchanged.
Bell ct al ]13] have developed a method, based on complex numbers, that permits integer 
addressing of hexagonal grids with 60 degree oblique axes. They continue to describe a general
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method for producing geometrical algorithms for such axes. Algorithms for simple shape drawing, 
translation, rotation and scaling arc presented. These could easily be modified for 120 degree axes.
A combination of these techniques, together with the reduced number of points required with 
hexagonal grids, could result in a graphics system with reduced aliasing anifacts and higher com­
putational efficiency than can be achieved with a rectangular grid.
3.5 Conclusions.
Sampling. Various sampling grid schemes can be employed when 2D images arc digitised. In 
accordance with the sampling theorem, the spacing of the samples determines the highest "spatial 
frequency" that can be correctly processed by the system. For an image processing system that is 
used to process tine detail it can be important to circularly band-limit the image before sampling. 
A 2D circular band-limiting of the signal will result in the spatial resolution of the system being 
equal for all orientations of the object being imaged. For example in a system designed to detect 
scratches in a surface, fine scratches will be equally detectable, independently of their orientation.
If 2D signals are circularly band-limited then the hexagonal sampling grid is more efficient than 
the square as 13.4% fewer samples arc required for equal high frequency information.
Sometimes it is convenient to consider images to be tiled by pixels where each pixel contains 
a sampling point at its geometric centre. Pixels can be conceptually useful during processing 
algorithm development and can be used as simple models of scenes or display transducers. They 
are only simple models as it assumed that they exhibit uniform intensity throughout their area, and 
that they join together at zero thickness opaque boundaries. In Chapters 5 and 6 computer generated 
images are used to test edge and defect detectors. In each case the initial computer generated images 
are produced by a program that tiles a continuous image field with pixels, and then calculates the 
sampling point value by averaging the brightness field contained within the pixel. Significantly
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different results arc obtained when a more sophisticated sensor model is used in the sampling point 
value calculation.
Sensors. Some image sensors have been reviewed. In the vacuum tube TV camera the sensor 
comprises of a large number of phosphor dots that arc scanned by an electron beam with a circular 
cross sectional area. Such a process is likely to produce a circularly band-limited signal. However, 
the frequency response of this band-limiting is difficult to determine. The phosphor dot density is 
high, and so the major factor limiting the frequency response is likely to be the width of the scanning 
electron beam. It is likely that the camera manufacturer will design the diameter of the beam to 
be similar to the scan line spacing. The band-limiting produced is likely to be most suitable for 
systems with a sampling point spacing equal to the scan line spacing.
A simple model of a CCD camera is one in which the sensing area is tiled by pixels. The 
band-limiting is then a function of the pixel shape. For instance a rectangular CCD cell would 
produce a rectangular band-limit region in the Fourier plane similar to the one shown in Figure 3.4. 
The shape of the cell is likely to have the greatest effect on the shape of the band-limit region. 
Other researchers have shown that the boundaries between CCD cells arc not opaque, that several 
cells would respond to a narrow beam of light falling on a single cell, and that the response of cells 
are not uniform over their entire area. CCD manufacturers could strive to produce devices which 
circularly band-limit the image, or band-limit the image as a perfect function of pixel shape. A 
hexagonal sensor shape will enable a good approximation to a circular band-limited signal, whereas 
a square element that produces a square band-limit region would be difficult to achieve. Kamgar 
Parsi et al's (93) proof that the hexagonal pixel shape results in a lower positional quantisation error 
is also an important consideration in sensor design. Some cameras reconstruct a 1D analogue signal 
for output. Such a signal can be re-sampled to produce a hexagonal grid of points. CCD cells must 
be arranged on a hexagonal grid to enable a direct output of the sampled values for a hexagonal
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system.
Storage. Hcxagonally sampled images can be efficiently stored as 13.4% fewer memory locations 
arc required. Various schemes have been presented to enable easy indexing of the hexagonal grid. 
The complex integer number scheme is best suited to global image or graphics operations as distance 
calculations between points can more easily be achieved. The simple scheme that recognises the 
ofTset of pixels on alternate lines is best suited to local image processes as membership of the local 
area can more easily be defined, and is used in the pipeline processor proposed in Chapter 8 of the 
thesis.
Display. Hexagonal grids or points can lead to advantages for graphics display systems. There 
arc six as opposed to four locations on to which the image can lock, and researchers have shown 
there can be less aliasing of features with the hexagonal grid for equal computational effort. This 
can be important for image processing as often a system's output will be a binary map of features 
presented for human observation.
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C hapter 4
Image Processing.
4.1 Introduction.
In this chapter image processing is reviewed. Firstly processes are classified as being cither high, 
mid, or low level. These levels are defined below. The discussion then centres largely on low 
level processes; that is those processes that operate on the image pixels and produce modified pixel 
outputs, as opposed to symbolic outputs such as a description of a feature.
Low level processes arc then divided again into those that are global or require a large area of 
support, and those that arc local requiring only a small area of support. Work presented by other 
researchers on global techniques for square and hcxagonally sampled images is reviewed and the 
advantages of the hexagonal system processes that can produce memory savings of up to 58% and 
result in increased computational efficiency noted.
Local processes arc widely used for industrial applications as lighting levels can be controlled to 
ensure a good signal to noise ratio and reliable processing with these simpler operators. Again the 
advantages of operators designed for hcxagonally sampled images are considered. The hexagonal 
implementation of a small local area Gaussian filter was designed as a pan of this project, as was 
a hexagonal system edge detector. The edge detector was compared extensively with the square
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system Sobcl detector, which has similar design criterion with respect to computational efficiency, 
edge magnitude, and angular accuracy. The results of this study can be found in the next chapter. 
Finally some advanced edge detectors that arc more suitable for general computer vision applications 
and require areas of support varying in size from 11x11 to 500x500 pixels arc reviewed together 
with some mid level processes that are useful for small defect detection and categorisation.
4.2 High, Mid and Low Level Processes.
Marr (1131 presents a four level framework for vision, and this is discussed in Section 2.2.3. In 
this chapter, image processing, a subset of vision, is partitioned into three levels:- High, Mid, and 
Low level processes. Luck 1108| also presents this partition and gives examples of processes that 
fit each level. Low level processes include the primal sketch and image pre-processing. Mid level 
includes the 2.5D sketch and feature extraction. High level includes 3D representation and feature 
classification. This partitioning is also useful in the discussion of computer architecture (Chapter 7), 
where certain architectures are suitable for processes at a particular level, and others for all levels.
Several low level processes arc considered in the remaining sections of this chapter, and 
comparisons made between implementations on square and hexagonal sampling grids. Some mid 
level processes concerned with feature extraction, such as the Hough transform, are discussed in 
relation to the specific case studies presented in Chapter 6.
4.3 Global Low Level Processes.
4.3.1 (General.
A global process requires infomiation from all points within the image. For a process that calculates 
a new value for a particular pixel, the new value will be a function of all the image pixel values. 
Processes requiring large areas of support arc also described in this section. The transform of an
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image to the Fourier plane is a global process. It may be more computationally efficient to use the 
following FFT (Fast Fourier transform) processes if convolutions which require large local areas 
for support, are to be applied to the image.
Image filtering can be a convolution process. Consider an image to be a discrete function 
f ( x , y ) ,  that is processed by a filter with global support, h(x.y) .  The filter output will be a function 
g(x,y) ,  where, if : represents convolulion:-
g( x, y)  = f ( x , y ) ® h ( x . y )
If g(x,  y), /( .v. y ), and h(.r. y ), arc transformed to the Foqrier plane, then:-
G(u, v) =  F( u. r)H(u.  r)
Using efficient FFT algorithms, it may be possible to reduce the computational problem. For 
example, if a 2-D. 3x3 low pass filter template such as:-
2
h( x .y)  = 2 4
2
is convolved with the image, /(  r. y), in the spatial plane, and assuming that the image borders are 
padded with zeros so that the complete image can be processed, then K .L .M .X  multiplications arc 
required for the convolution, where f [ x .  y) contains I \ .L  pixels and h(x.  y) contains M .N  pixels. 
Here M  = .V =  3. For a particular, efficient, FFT algorithm employing sharing of intermediate 
terms, Horn [81] reports that 4/v'./.log2 K.L  multiplications arc required to perform the process 
using the Fourier plane. Comparing the two methods for a I\ =  L = 512 image, if M . N  > 72 
then the FFT method will require fewer multiplications than the direct method. However, integer 
multiplications arc required by the spatial plane method, and complex floating point multiplications 
by the Fourier plane method. The choice is complicated by the type of computer architecture. 
Firstly, integer multiplications arc likely to be performed more quickly than complex floating point
1
2
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multiplications. Secondly, many parallel hardware configurations often favour the spatial plane 
convolution method [81]. Thirdly, if semiconductor memory is limited, data swapping to disk 
will slow the process. The efficiency of the spatial plane methods can be increased if  h(x, y) is 
separable, as it is in this example. The convolution can be performed by firstly applying
to each image point. The number of multiplications is then reduced to I i.L( M  + N ) .
43 .2  FF T  of Square and Hexagonally Sampled Data.
A hexagonal Fourier transform and HFFT (Hexagonal fast Fourier transform) have been developed 
by Mersereau [124,47]. The HFFT requires 25% less storage o f complex variables than the RFFT 
(Rectangular fast Fourier transform) and also computes more efficiently. The algorithm is based 
on the Rivard [150] procedure, rather than the more conventional decomposition o f  the 2-D kernel 
into 1-D FFTs method. Decomposition to 1-D FFTs is not possible in the hexagonal case. This 
alternative procedure is a direct extension of the 1-D FFT algorithm to the 2-D case, and can increase 
the computational efficiency of the RFFT by 25%. Mersereau has shown that his HFFT increased 
computational efficiency by a further 25% in comparison to the Rivard RFFT.
4.33  A  Comparison of Filters Operating in Each System.
In his paper, Mersercau [124], also develops a series of hexagonal FIR (finite impulse response) 
filters, and compares these to rectangular filters with comparable frequency responses. He found 
the hexagonal filters to be superior in terms of computational efficiency, and also, since they could 
be designed with twelve fold symmetry, they had a more circular frequency response.
and then M y )  = 2
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Mersereau was considering 2-D signal processing in general as opposed to just image processing. 
He adapted many FIR filter design algorithms to the hexagonal sampling system. Mersereau 
considered in detail window, cquiripple (Chebyshev) and transform designs. Window designed 
Gaussian filters arc widely used for image processing applications, these can easily be adapted to 
operate on hexagonally sampled images. The 12 fold symmetry inherent in the sampling system 
eases the design procedure and leads to efficient computation. FIR filters can be implemented 
using direct convolution or FFT algorithms. Mersereau reports savings of up to 58% in memory 
and similar gains in computational efficiency for hexagonal filters compared to their rectangular 
counterparts.
4.4 Local Processes.
A local process is one that requires support from only a small part of the image. These include 
convolutions that are more efficiently processed by a direct spatial plane method, some classes 
of non-linear transforms, a class of distance metrics, and a set of connectivity operators. These 
processes arc listed in the following sections under the function for which they are used. Operators 
for both binary and grey level images are considered here.
4.4.1 Processes Implemented on Square and Hexagonal Systems.
4.4.1.1 Connectivity.
In determining if a group of, say, binary valued pixels are connected together to form an object, 
a definition of connectivity must first be stated. On a hexagonal grid, all neighbouring sampling 
points, with associated pixels touching a central pixel, are equidistant from the central sampling 
point. If the pixel shape is hexagonal then all the nearest neighbours touch the central pixel along 
equal length sides. This scheme is known as six-connectedness. Hexagonal grids with rectangular
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pixels, as shown in Figure 3.5 can also be defined as six-connected.
On a rectangular grid, there are four nearest neighbouring pixels, but four additional pixels 
touch the central pixel at each comer. There are two definitions of connectivity:-
•  Four-connectedness, where only edge adjacent pixels are neighbours.
•  Eight-connectedness, where comer adjacent pixels arc also considered as neighbours.
A problem arises since the connectivity of the background pixels can also be considered. Now. 
if the four-connected definition is used on both foreground and background, some pixels will not 
appear in either set. A simple closed curve should be able to separate the background and object 
into distinct, connected regions, but this is not the case. Again, if the eight-connected definition is 
used, some pixels will appear in both sets. One solution is to use four-connectedness for the object, 
and eight connectedness for the background. Another is to define a six connectedness that involves 
just two comers.
The hexagonal systems’ unambiguous definition is more convenient. Connectivity is an impor­
tant consideration in many image processes, especially where groups of pixels arc being considered 
for membership of a particular feature, or the edges of a feature arc being traced out and coded. 
Roscnfcld [152] explores the use of connectivity in shrinking and edge following algorithms. In 
a more mathematical paper. Mylopoulis and Pavlidis [126] consider the more general topological 
propenics of digitised spaces, and in panicular connectivity and the order of connectivity.
4.4.1.2 Filters.
Filters can be classified according to the algorithm used to generate them, the band of frequencies 
passed, the filter order, the region of support, linearity, whether they are discrete or continuous. FIR 
or HR, etc etc.
Some of the types, commonly used for image processing, are listed here by image processing
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function. Comparisons are made between rectangular and hexagonal implementation. In general, 
the regular hexagonal structure leads to easy spatial plane local operator design. The local area can 
be defined to include the central pixel and any number of concentric "shells" o f pixels at increasing 
distances from the centre. All the members of a particular shell are equidistant from the centre and 
can be assigned equal weighting factors in many local operator designs. For example, consider 
a local Gaussian approximation filter The application of such a filter to an image was considered 
earlier in Section 4.3.1. For a three shell filter operating on a hexagonal grid, three weighting 
factors arc initially calculated, as shown in Figure 4.1, and the final algorithm will be o f the form of 
Equation 4.1. In comparison a similar filter on a square grid (5x5) requires six different weighting 
factors and a correspondingly more complicated algorithm of the form of Equation 4.2.
» rn m f e d e f
m 1 l m e c b c e
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m 1 l m t c b c «
m m m / e d e /
Figure 4.1: 3 Shell Hexagonal and 6 Shell Square Local operators.
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F / / =  t r ' i . i + / ^ r 2 . P + m ^ Ì 3 . ,  (4.1)
p= l 9=1
Where k, /, and m are filter weights associated with the three shells, and i arc image points. 
Three multiplications and nineteen additions arc required for the computation of each output pixel.
Ps =  « * l,l  +  b ¿2,p +  C ¿ j  *3,p +  clY l  *4.p +  e  »5,P +  f Y Ì  «6.P (4 .2 )
Where a .b .c .d . t .  and /  arc filter weights associated with the six shells. Six multiplications
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and twenty five additions arc required for the computation of each output pixel.
Both filters have a similar region of support, but, in general, 13.4% fewer points will be required 
for the hexagonal filter than for the square. However, in this case, the square system operator kernel 
is separable, giving an alternative computation algorithm of the form of Equation 4.3.
p s  — [at'i.1 +  ¿>(«2.1 +  *2.3) +  d ( i4.1 +  M3 ] ® +  *2 ,4 ) +  <*(‘4,2 +  *4,4] (4.3)
Now, six multiplications and eight additions are required for the computation of each output 
pixel. The hexagonal operator requires only three multiplications, compared with six for both 
rectangular algorithms, but the number of additions is larger than that for the separable kernel rect­
angular method. Computational efficiency will be determined by the architecture of the computer’s 
arithmetic and logic unit, and depend upon whether the filter coefficients arc integer or real numbers.
Low Pass Linear Filters. Low pass filters are used to suppress image noise, and to remove detail 
in multi-resolution images, such as those used in pyramid processors (see Section 7.4.4). In the 
simplest low pass filter, the new output pixel is the average of the points in a local area surrounding 
the old pixel value. However, as illustrated graphically by Gonzalez and Wintz [65], this results 
in "ringing", a wavelike intensity superposition, within the image. More sophisticated designs, 
for example the Gaussian filter, remove this effect. Examination of the Gaussian filter profile 
indicates that the filter requires infinite support, but here, we are concerned with the identification 
of approximate filters for local areas of both square and hexagonal grids. Davies [37] has designed 
optimum Gaussian filters for both 3x3 and 5x5 square grids. His methods can be adapted for 
different sized regions, and to design filters for hexagonal regions. The effect of a larger filter can 
be achieved by repeated application of the smaller filter. However, any errors in the smaller filters
61
will be compounded.
Davies observes that the 2-D, isotropic, Gaussian operator does not match well to a digital 
lattice. Two problems occur. Firstly, the filter support outside the local area must be truncated, 
and secondly, the Gaussian profile can vary rapidly within the space of the individual pixels. The 
magnitude of these problems depends on the width or standard deviation of the profile. If a general 
3x3 Gaussian filter is represented by Go, then a measure o f the width can be given by the ratio a/b.
c b c
Go — b a b
c b c
Davies calculates an optimum filter, with a moderate standard deviation, that minimises the 
effect of these two divergent problems. This filter has an a/b ratio of 2.22. By relaxing these 
optimum filter coefficients, Davies identifies an optimum, integer coefficient only, filter. This is 
included herc:-
1 2 1
G \ =  2 4 2
1 2 1
Filter isotropy is an important consideration. The filter must cause minimal distortion of image 
features, such as edges and lines. Davies continued to calculate a set of filter coefficients that will 
minimise anisotropic errors. This filter has an a/b ratio of 2.33. The integer form of this filter is 
included herc:-
3 7 3
G j  =  7 16 7
3 7 3
62
Davies states that either G'i o r G i  would be sufficient for most applications. In the case studies 
presented in Section 6, G\ was used mostly, as defect detection was paramount, rather than defect 
measurement. Two non-optimised hexagonal filters were used, the first had the same a/b ratio as
G\  =  2.22:-
2 2
G i  =  2 5 2
2 2
It should be noted that the pixel spacing is a factor of 2/v/3 larger on the hexagonal grid. 
The second filter was less accurate but slightly quicker to compute as only one multiplication was 
required:-
1 1
Ga = 1 3 1
1 1
The filter outputs G\ — G* were usually divided by the sum of the coefficients to ensure that the 
output image values remained within the same range as those of the input image. Filter G\ can be 
applied more efficiently if its kernel is separated into the one dimensional array ^ j 2 1 ^ • Th‘s 
is then applied sequentially, horizontally and vertically to the image. This requires 2 multiplications 
and 4 additions per pixel. G'3 requires 2 multiplications and 6 additions, whereas, G4 requires one 
less multiplication. Here, the G'i square filter is more computationally efficient per pixel than the 
hexagonal, although there arc 13.4% fewer pixels required with the hexagonal grid. Anisotropic 
errors will be less for the hexagonal design as there are more axes of symmetry.
Hexagonal equivalents to Davies 5x5 filters were not developed, instead G3 and G4 were
multiply applied to produce the same result.
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High Pass Linear Filters. Local high pass linear filters are discussed in text books such as 
Gonzalez and Wintz [65] and Batchelor et al [ 11], and can be used to enhance object boundaries to 
make features stand out from the background. Designs presented there can be readily adapted for 
use on hexagonal grids.
Non-Linear Filters. This class of filters includes designs such as the Median filter, discussed 
below, and Morphologic filters, which are discussed in Section 4.4.1.5.
Median Filters. Pre-filtering noisy image data with this type of filter is a useful technique, but they 
can only be applied in the spatial domain. False edge detections due to image noise arc reduced, and 
distortions of edge position minimised. A small area surrounding the central pixel is investigated 
and the members of the area ordered in terms of brightness. The median or central clement of the 
ordered string is used to replace the central pixel value. Bovik et al [16] have reported the history 
of the technique and investigated the shape and size o f the local area required for square sampled 
images. For images containing a preponderance of edges that do not line up preferentially with any 
particular direction, they found an isotropic, square area to be best. Whereas, a "+" shaped area was 
better for images with a preponderance of vertical and horizontal edges, and a "x" shaped area for 
images with a preponderance ol diagonal edges.
Sorting the pixel values to find the median is a sequential procedure for each value, and is 
computationally intensive. Pseudo median algorithms, that avoid the search, such as one developed 
by Pratt [143], have been proposed and found to work reasonably well. Various authors have 
suggested algorithms to speed up sorting. Huang [84] developed a running median method, that 
starts with a value based on previous pixel calculations. However, if there is a large high frequency 
component in the image, the algorithm may be no faster than a conventional sort. Algorithms based 
on examining the bit content of variables, and successive approximation techniques, have been
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refined by Danielsson 133]. His algorithm speeds computation significantly and can be implemented 
on special purpose parallel hardware. This hardware is discussed further in Section 8.2.3.4.
Hexagonal grid, median filters, should be more computationally efficient than their square grid 
counterparts, as. for the same area of support, 13.4% fewer values exist. This will significantly 
simplify the sorting procedure.
4.4.1.3 Edge Detectors.
Edges correspond to intensity discontinuities in the image. These discontinuities may correspond 
to the edges of an object, but unfortunately, sometimes they do not. For example the edge of a 
shadow is likely to be detected.
Differential Operators. Differential operators model local edges by fitting the best plane over a 
convenient size of neighbourhood. In square arrays two orthogonal operators are applied to a pixel 
and from the response o f these, the magnitude, m. o f the gradient of the plane and the edge angle, 
a, can be calculated. The magnitude depends on the brightness difference from one side of the edge 
to the other and measures the significance of the edge. The edge angle is the angle the edge of the 
feature makes with the horizontal image axis.
m  =  (th1 + tv1)'*2 (4.4)
a = arctan(ir/<fi) (4-5)
Where tv  and tl) are the responses of operators designed to respond maximally to vertical and 
horizontal edges. Figure 4.2 shows two such operators designed to be convolved with a 3x3 area of 
the image. For edge detection, the response magnitude is compared with a threshold to determine if
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a significant edge exists. Automatic thresholding techniques have been comprehensively surveyed 
by Weska [ 186], for both global and local image areas. She discusses the application of the methods 
to the automatic thresholding of the edge detector magnitude output. For the edge detection results 
presented later in this thesis a manual technique was used in which the threshold level was set so 
that connected edges resulted that were of the minimum width possible. This technique allowed the 
edge detector to be evaluated in isolation from any automatic thresholding algorithm.
1 2  1 1 0 - 1
0 0 0 2 0 -2  
- 1  - 2 - 1  1 0  -1
Figure 4.2: 3x3 Sobcl Differential Operators.
Much has been published on the design of square local operators [35, 71, 58]. Each author 
offers an optimal set o f weighting factors. In particular, Davies [35] develops a principle for the 
design of accurate edge orientation operators and proves the Sobcl [154] operator to be very nearly 
optimal. The Sobcl operator was extensively used during this project and was found to consistently 
produce good edge detection results. It would appear to be the optimum square system operator 
for use in controlled lighting conditions. The advanced edge detectors discussed in Section 4.4.2.1 
perform better in lighting conditions that arc not ideal or where sub-pixel edge positional accuracy 
is required. The Sobcl operator has a computational processing time advantage over some other 
operators as only integer arithmetic is required and the local area in which it operates is relatively 
small.
Template Matching Operators. A set of masks which respond maximally to edges at various 
orientations arc applied to the local area. The mask with the maximum response, rn, gives the 
magnitude and orientation of the edge.
6 6
m = m ax(|m ,|: i =  1 —* n) (4.6)
Where n is the number of masks. For the square system, a set of square masks based on the 
Sobel operator, exist which will respond maximally to edges at 0, 45, 90 and 135 degrees to the 
horizontal [186]. The angular error can be 22.5 degrees and, even for a well designed template, 
the magnitude response can be a l/(2 '^ 2) underestimate. As reported in Section 5.1.3 differential 
operators can have an angular accuracy that is an order of magnitude better than this, and enable an 
appreciably more accurate magnitude response measurement.
Hexagonal Local Edge Detection Operators. The regular hexagonal data structure leads to easy 
local operator design. The central element of the local area is surrounded by shells o f elements. 
Figure 4.3 shows a set of edge detection operators exploiting only the inner shell of neighbours, 
and these arc of a comparable order to the 3x3 operators in Figure 4.2. These hexagonal operators 
will respond maximally to edges at 60 degree angular intervals from the horizontal. The weighting 
functions of the shell elements arc chosen as 1 or -1 to reflect the regular structure of the grid of 
sampling points. As calculated in Section 5.1.2.2, Davies’ [35] design principle also indicates "1” 
to be nearly optimal. Again only integer arithmetic is required for computation. If these masks are 
used as differential operators, the slope magnitude, m becomes relatively complicated compared 
with Equation 4.4. The equation of m is derived as follows.
The output of each of the three hexagonal operators, as shown in Figure 4.3, can be represented 
as a vector. An edge can be modelled by a plane [71], and the three vectors, t¡, tj, <3. lie within 
this plane. Assuming orthogonal x and y axes, fj is aligned with the y  axis, is at 60 degrees to 
<3, and i l at 60 degrees to <7- The resultant vector, rñ, can be foundi­
n'» =  /7 +  <2 + h  (4.7)
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Examination of Figure 4.3 indicates the simple relationship <3 =  <1 -  <2. givitig:-
(4.8)
The slope magnitude, m is:-
m (4.9)
The angle that m  makes with the r  axis is known as the edge angle, a:-
(4.10)
In template matching operations the three masks give an angular accuracy o f between +30 
degrees and -30 degrees and the magnitude response can as much as \/3 /2  times underestimated.
Figure 4.3: Hexagonal Differential Edge Detection Operators.
A comparison between the computational efficiency and accuracy of local edge detection opera­
tors in the two systems is made in Chapter 5. The hexagonal system detector was found to compute 
more efficiently than the square system So be! detector as the m ask weights arc fewer in number and 
all unity. The accuracy of the two detectors were found to be equivalent, with the hexagonal being 
more accurate with one type of sensor model, and the square m ore accurate with a second.
Visual Appearance of Edges. An edge can be displayed by highlightingthe pixels through which 
it passes. In a square system, highlight pixels will connect edge to edge, or comer to comer, whereas 
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0 1 - 1  0
-1 0 -1 0 0 0 0
- 1  0 0 1 - 1  -1
in a hexagonal system connection is either end to end, or half edge to half edge. This can be seen 
in Figure 3.5. A human observing a vertical edge in the hexagonal system will see a ragged edge, 
but the easily defined pixel connectivity will simplify machine edge extraction.
4.4.1.4 Line Thinning and the Skeleton of an Object.
The skeleton or medial axis o f a shape can be used as a basis for object recognition. In particular 
it is often used in optical character recognition systems. There are several steps involved in the 
process:-
• Thresholding: The grey-level image is converted to a binary image in such a way as to 
maintain the shape.
• Thinning: The shape, which may have a width of several pixels, is analysed, or eroded, to 
find a one pixel thick line that fits centrally within it.
• Line tracking: The thinned lines arc chain coded.
•  Line segmentation: The chain coded information is converted to vector form. This point 
is the limit of the skeleton forming process. Subsequent processes analyse the vectors to 
identify junctions and then the object.
Variations on this procedure exist and a large number of algorithms have been developed for the 
processes at each step. Smith [164] has surveyed and categorised many of these algorithms. In the 
remainder of this section, algorithms developed for hexagonal grids are reviewed, with particular 
reference to thinning algorithms. An example of equivalent thinning algorithms operating on square 
and hexagonal grids is included in Section 6.3. Two main classes of thinning algorithm exist [164], 
iterative and methodical. In iterative methods, such as Chin’s [27], a local area on the edge of 
the object is examined, and the central pixel of the area removed if  certain rules, designed to
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preserve the connectivity of the final skeleton arc, obeyed. The process is repeated on the image in 
a way that removes pixels equally from both sides of the object until no further pixels arc changed. 
The resulting skeleton is connected, a subset of the original objects pixels, and can be sufficient 
for many recognition tasks. Jang and Chin [891 have used mathematical morphology to formally 
define thinning, and have produced a set o f operators that arc proved to produce single pixel thick, 
connected skeletons. However, this resulting skeleton may lie only approximately in die correct 
place. A second set of algorithms, known as methodical algorithms, aim to ensure a correctly 
positioned skeleton.
Methodical algorithms start with a formal definition of a skeleton. The shape of the perimeter 
is found, and then rules applied to identify skeletal points. However, the resulting skeleton may 
be disconnected, and so Davies and Plummer [39] have developed an algorithm with an initial 
methodical stage, followed by an iterative process on the original image to fill in gaps in the skeleton. 
The purely iterative methods can produce sufficiently accurate skeletons for most applications and 
as they compute efficiently and can be easily realised using local operators, they have been applied 
to many of the problems reported later in the thesis.
Dcutsch [43] reports similar thinning algorithms developed for use with rectangular, hexagonal, 
and triangular arrays, and has compared their operation. The "triangular" algorithm produced a 
skeleton with the least number of points, but was sensitive to noise and image irregularities. The 
"hexagonal" algorithm was the most computationally efficient, produced a skeleton with fewer points 
than the "rectangular", and was easily chain coded. He concluded that of the three algorithms, the 
"hexagonal" was optimal. His conclusions arc confirmed in Section 6.3, where Chin’s [27] algorithm 
implemented on a rectangular grid, is compared with a new version implemented on a hexagonal 
grid that was developed as a pan of this project. A further conclusion that the "hexagonal" algorithm 
can be less sensitive to image irregularities is made.
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4.4.1.5 Morphological Operators.
These operators provide important additions to the tool box of local image operators available for 
machine vision applications. In this thesis their only application is to provide a smoothing filter 
prior to a line thinning process reported in Chapter 6, but their wider use in applications such as 
printed circuit board analysis [110] is well established.
Mathematical morphology is an approach to computer vision based on searching for the shape of 
an object or the texture of a surface. Morphological operators are repeatedly applied to the image to 
remove irrelevant information and enhance the essential shape of the objects within the scene. These 
methods arc based on set theory. Highly mathematical justi fications of the methods are presented by 
Mathcron [116] and by Serra [157, 158], An easier introduction is provided by Haralick ct al [72] 
which concentrates on computer vision and visual inspection. Haralick's formalism, which uses a 
minimum of the available set operator symbols is reported here.
The scene, continuous or discrete, binary or grey-level, is one set. A typical morphological 
transform will take a small set, the members of which form a particular shape, known as a structuring 
element, and apply this as an operator throughout the image. Typical set operations performed at 
these points include dilation and erosion.
In dilation, two sets A and B, arc combined using vector addition. Assuming the sets are in N  
space ( E n ), and have elements a € {«i. • • •. n.v} and b e  {¿m , • • •, 6jv), then the dilation of A by 
B, A  © B , is defined by:-
A © B  = {c e  E n \c = a + b fo r  some a G A and b € b J  (4.11)
As an example,consider A = {(0,1 ).(1 .0 ),(2 ,1 ) ,(2 ,2 ), (3.2)}dilatedby B  =  {(0,0), (0,1)}.
A ®  B  = { (0 ,1 ) ,(0 ,2 ),(1 .0 ).(1 ,1 ).(2 .1 ).(2 ,2 ) .(2 ,3 ),(3 ,2 ),(3 ,3 )}
This can be shown graphically ((0 ,0) is at the top left comer of each array):-
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• • •
•
©  ( • • ] -
• •
• • • • •
• • •
The dilation has added an extra •  to the right of each original •. With binary image processing, 
the structuring element, " B", is often square or disc shaped, in a 3x3 square or similar sized 
hexagonal area. This allows an isotropic expansion of image objects.
Erosion is the morphological dual of dilation, here the two sets A and B, are combined using 
vector subtraction. Erosion, A 0 B, is defined as:-
A e B  =  {* € E N\x  + b e  A fo r  every b e  b } (4.12)
As an example, consider A = { (l.O ).(l. 1 ).(1 ,2), (1 ,3 ) ,(0 ,2 ),(3 ,2 ),(4 ,2 )}  
eroded by B  =  {(0.0), (0,1)}.
A Q B  =  {(1 .0),(1 ,1),(1 .2)}
This can be shown graphically ((0.0) is at the top left comer of each array):-
©I. .1=
The erosion has removed each •  that docs not have a •  to the right of it. Again, with binary 
image processing, the structuring element, is often square or disc shaped, in a 3x3 square or 
similar sized hexagonal area. This allows an isotropic contraction of image objects.
Openings and closings arc morphological filters that eliminate detail, but leave the major image
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features unaltered. Opening an image with a disc structuring element smooths an object’s perimeter, 
breaks narrow isthmuses, and removes small blobs and spikes. Such a filter, implemented for both a 
hexagonal and a square system, is used in the printed character recognition example, in Section 6.3, 
to remove spikes prior to skclctonisation. Opening is performed by eroding and then dilating the 
image, and is defined, for an image A, and a structuring element A', as:-
A o  l\ = (A Q K )  ® K  (4.13)
Closing an image with a disc structuring element smooths anobjccts perimeter, bridges narrow 
gaps, and fills small holes and perimeter cracks. Closing is performed by dilating and then eroding 
the image, and is defined, for an image A, and a structuring element K ,  as:-
A *  K = (A ®  K )Q  K  (4.14)
Grey-level Morphology. The binary operations listed previously can be extended to grey-level 
images. Haralick et al [72] have introduced the basic concepts, and Sternberg [165] provides a 
comprehensive review of grey-level operators. Some operators, for instance the local maximum and 
minimum operators, have similar implementation algorithms to rank order filters. Maragos [111] 
presents a unifying theory for some morphological and signal processing operators. Shih and 
Mitchel [161] note that some grey-level operators arc difficult to implement in real-time. They 
present a method for decomposing the image into multiple binary signals, which allows for parallel 
processing of the signals with binary logic gates integrated on VLSI devices. The results arc then 
recombined to produce a grey-level result.
Morphology and Hexagonal Sampling Grids. Hexagonal sampling grids and morphological 
image processing have been strongly linked since their first inception. Golay [63] and Preston [144]
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present work published in 1969 and 1971 on hexagonal parallel pattern transformations involving 
morphological operations. Their main reason for choosing hexagonal sampling was to avoid the 
ambiguous connectivity definitions between pixels on a square array. Serra [157, 158] makes 
extensive use of the hexagonal grid, preferring it to the square owing to the connectivity definition, 
its large possible rotation group on the grid, and the simple processing algorithms that result.
4.4.1.6 Distance Functions.
Distance metrics on digital pictures have been devised by Roscnfcld and Phaltz [155]. The functions 
are local operations that can be performed in parallel on every pixel, and are used to identify blobs 
and dissect a region into sub-regions. In a following paper, Luc/ak and Rosenfcld [109] extend 
the theory to the hexagonal grid and conclude that the resulting simpler functions compute more 
efficiently and produce more accurate results.
4.4.2 Processes O nly Im plem ented on th e  S quare  System.
4.4.2.1 Advanced Edge Detectors.
Analysing the edge detection problem, it can be seen that an edge, a boundary between different 
segments o f an image, is required to be accurately known, to be detected in the presense of noise 
introduced by the sensor and digitisation process, and to be continuous along the boundary, even as 
the surface illumination changes throughout the image. Edges due to specular reflections, shadows, 
or changes in surface reflectance may not be required. The spatial position may need to be known 
to sub-pixel accuracy.
The operators described in Section 4.4.1.3 were first order operators that included a certain 
amount o f smoothing. They require support from only a small local area and compute efficiently, 
but they tend to produce false edges, require a thresholding stage, and produce double pixel thick 
lines even when the threshold value is optimum. Industrially, the signal to noise ratio of the image
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can usually be improved by careful illumination design, and so these operators arc widely used. 
More advanced edge detectors are introduced in the rcmaindcrof this section so that their implication 
to computer architecture can be assessed.
Recent authors have studied the edge detection problem and suggest a variety of solutions. 
However there arc some common themes. Many authors suggest the use of optimum smoothing 
before or in conjunction with the detection process. Marr and Hildreth [114], and Canny [21, 20] 
describe the Gaussian filter to be optimum, and Torre and Poggio [174] describe it as being nearly 
optimum. As noted by Horn [81], it is the only rotationally symmetric operator that is the product 
of two 1-D operators, and so is computationally convenient. Conversely, Nalwa and Binford [127] 
claim that simple averaging is more efficient for smoothing when, as is usually the ease, additive 
Gaussian distributed noise is present in the image. However, to avoid large errors resulting from 
Gibb’s phenomenon the averaging must be performed parallel to the edge and not across it. This 
approach then has the added advantage that the edge profile itself is not smoothed. However, another 
stage has been added to the edge detection process, the orientation and position must be estimated 
before the filtering and final detection stages.
Second derivative edge operators arc widely used in advanced detectors as their output is 
zero where the edge is located. Marr and Hildreth [ 114] use a Laplacian operator combined with a 
Gaussian smoothing filtcrto produce a rotationally symmetric operator. Subsequent researchers [81, 
174] claim that the detected edges do not locate correctly with the relevant image features. Marr and 
Hildreth recommend support for the operator from 500 pixel wide regions. Huertas and Medioni [85] 
developed the Laplacian of Gaussian mask further by realising an exactly separable operator. A 
typical operator would require a support region with a width of 12 pixels and sub-pixel accuracy is 
obtained by using a facet model. This model is applied after the zero crossings, which give good 
localisation of the edges, have been detected. The facet operators arc interpolation functions. With 
its relatively small support region and exactly separable operator, their detector would appear to be
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more easy to implement efficiently than the others reported in this section.
Nalwa and Binford [1271 use a variant of a surface fitting approach in which 1-D oriented 
surfaces are fitted, in a least squares sense, to the edge. Edge-lets, that arc not locked to the pixel 
grid, arc then identified. The method permits sub-pixel resolution, and computationally efficient 
implementation. Their paper covers the entire edge detection process and contains novel processes 
for filtering, measurement and exact position finding stages.
Canny [20] developed an operator with an optimal trade off between localisation and detection. 
Detection of an ideal step edge is favoured by a broad filter, whereas localisation is favoured by a 
small filter. For 2-D step edges. Canny uses directional operators of varying width, location, and 
length, together with an adaptive thresholding scheme. These operators cope with different signal 
to noise ratios in the image. The operator outputs arc then fine to coarse integrated to produce the 
final output information.
Michcli et al [411 analyse two aspects of edge detection, localisation accuracy and noise sensi­
tivity. In particular they investigate the detection of comers and trihedral vertices. They confirm 
that for indoor scenes, or scenes where the lighting conditions are controlled, the signal to noise 
ratio of the images arc high, and that small support region filters arc sufficient for smoothing.
Many of the authors of the papers discussed in this section have claimed their particular edge 
detection method to be optimum. They may mean optimum in the accuracy of the position of the 
edge, the height of the edge, or the angular orientation of the edge. For an application requiring 
sub-pixel positional accuracy, the most computationally efficient method that will give the required 
accuracy and be robust in the presence of the expected image noise level must be chosen. The 
Canny [20] detector would appear to be a likely candidate to investigate initially, as the reasons 
for his choice of operator at the individual processing stages have been compellingly argued with 
regard to practical image problems.
However, none of these advanced detectors have been implemented as a part o f  this project.
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Michcli ct al’s [41] argument was accepted that in a controlled lighting environment, the signal to 
noise ratio of the image is high enough for detectors such as the Sobcl, which require only small 
support regions, to be sufficient. The practical results presented in later chapters of this thesis 
indicate this view to be correct.
4.5 Mid Level Processes.
The mid level processes surveyed in this thesis arc all concerned with feature extraction. In 
Chapter 6, which includes two case studies, mid level processes concerning optical character 
recognition and surface defect detection arc discussed. Connected component counting and the 
Hough transform were implemented in the defect detection example.
4.5.1 T he H ough T ransform .
The Hough transform is a method for detecting lines, curves of complicated shapes in binary or 
grey-level image data. When this data is transformed to the Hough plane, with a transform specific 
to the shape being sought, the x-y plane pixels, comprising the shape, form a peak point in the 
Hough plane. Detection is then a matter of peak or point finding in this plane. The method is 
tolerant of image noise and missing data. The Hough transform has been surveyed by Illingworth 
and Kittlcr [86]. Some points relevant to this thesis arc included here.
The Detection of Straight Lines in Binary Images. The original method due to Hough [82] 
involves transforming each x-y point into a straight line in the Hough plane. If a set of x-y points 
forming a straight line, are transformed to the Hough plane, the resulting set of lines will intersect 
at a point. The Hough plane is implemented as an array of accumulators, so that each line that 
passes through an accumulator will increment it. Points of intersection arc detected by thresholding 
the Hough plane accumulators. Hough’s original transform was based on an m-c parameterisation,
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where m and c arc given by the straight line equation y = mx + c. However, this has a singularity for 
lines where m —* oo. Duda and Hart (451 suggest a p -  8 paramctcrisalion to avoid this problem. 
Where p  is the length of the normal to the line in the x-y plane, that passes through the origin, 
between the origin and the line, and 8 is the angle of the normal to the horizontal. 8 can be found 
from the angle of the line, and p  is given by equation 4.15.
p = xcosO +  ¡/sin0 (4-15)
Now each point in the x-y plane transforms into a sinusoid in the p -  0 plane. Again, intersection 
points in the p  — 8 plane indicate straight lines in the x-y plane. Design problems include the choice 
of resolution of the p -  8 plane and the peak finding technique. A simple threshold was used to 
detect peaks in the sand core example in Section 6.2. Detected peaks can then be transformed back 
to the x-y plane and overlaid on the original image. Figure 6.19, which highlights the detected 
long straight lines of an object’s edges to distinguish them from the shorter lines comprising some 
surface defects, is an example o f  such a display. With the length of line, x-y, and p  — 8 resolutions 
in this example, the detected line angle was accurate to ±5 degrees and the line position to within 
± 2  pixels.
The Detection of Curves and Shapes in Binary Images. Duda and Hart [45] continue to 
consider circle detection using a parametric representation that transforms x-y points to surfaces 
in a 3-D Hough plane. A point where several surfaces interconnect will indicate a circle. Yuen ct 
al. [190] present a comparative study of Hough circle finding methods. Sklansky [163] developed 
the technique further to the detection of any specified subset of points or an arbitrary translation 
of the subset. He continued to generalise this procedure to grey-level images. Stockman and 
Agrawala [166] have shown that Hough curve detection is equivalent to template matching.
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T he Generalised Hough Transform. The transform has been generalised to detect lines, circles, 
and parabolas in grey-level images, and Ballard [7] presents a generalisation to detect arbitrary 
shapes. Ballard starts with the binary edge detected image, but retains the magnitude and orientation 
information obtained by the edge detection operator. The directional information makes computation 
more efficient and improves the accuracy of the technique. The grey-level gradient components gx 
and gv enable one to one mappings between the x-y and Hough planes, as opposed to the one to 
multidimensional surface mappings common in previous schemes. Davies [36] presents a transform 
for straight edge detection that produces a parameter space that is congruent with the image space. 
By exploiting various techniques, he obtains a line orientation accuracy o f ±1 to 2 degrees and line 
location to within one pixel accuracy. However Ballard’s original, or another suitable transform 
m ust be reverted to if  features that are not straight arc to be detected.
4.6 Conclusions.
Image processes can be arranged into high, mid, or low level groups. Higher level processes provide 
descriptions and classifications of image features, whereas low level processes calculate new values 
for pixels within the original, or a different resolution spatial grid. Mid level processes, such as the 
Hough transform, take pixel values as inputs and produce information that high level processes can 
efficiently operate on. Higher level processes have only been included in this chapter if they are 
used in examples reported later in this thesis. This chapter concentrates on low level processes as 
their operation and performance depends on the sampling grid employed.
Low level processes can be divided into global and local groups. Global processes require 
information from all the pixels within an image to calculate each new pixel value. Previous 
researchers have developed hexagonal grid global processes, such as an FFT and various filters, that 
arc more efficient than their square system equivalents. Local processes only require information
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from a small area of pixels surrounding the pixel to be modified. Many square grid local operators 
exist, but previously gaps existed in the range of hexagonal grid operators available. Several 
new hexagonal grid operators have been reported here. Local operators are appropriate for use in 
controlled lighting conditions such as arc often found in industrial environments. In these conditions 
the signal to noise ratio o f the image is likely to be high and the changes in illumination throughout 
the scene minimal. Local operators arc usually easier to calculate than their global equivalents and 
this results in lower computational overheads.
Generally, hexagonal low level local operators were found to be easier to design than their 
square grid equivalents as there is only one connectivity definition, there are fewer equidistant 
shells of neighbouring pixels within a given local area resulting is a smaller set of coefficient values, 
and there are more axes of symmetry within the grid.
Local low pass filters arc likely to be used before an edge detection operation to reduce the effect 
of noise which can lead to false edges being detected, or in image enhancement operations. Many 
authors of papers on advanced edge detectors argue that a Gaussian profile filter is optimum for 
removing noise while maintaining the positional and height accuracy of the subsequently detected 
edge. Local operator approximations to Gaussian filters exist. Two 3x3 square grid filters with 
different coefficient values have been reported and hexagonal grid equivalents developed. Results of 
tests on these filters arc presented in Section 9.4.1 where it is concluded that the local area Gaussian 
filters can remove noise optimally for many image processing applications. An alternative local 
low pass filter, the median filter, may perform optimally in certain applications, especially if there 
is a predominance of edges of a single orientation in the image. If this is the case the local area can 
be limited to a "+" or "x" shape to help preserve the edge information while removing the image 
noise. High pass filters are likely only to be required for image enhancement operations.
The local area Gaussian and Median filters together with the high pass filters discussed in this
Edge detectors. An edge detector must reliably detect edges between features within the image 
in the presence of image noise. The edge position must be accurately detected and idealy no gaps 
should exist in the detected edge that surrounds the particular feature. Certain mid-level processes 
such as the Hough transform also require the edge height (brightness differential across the edge) 
and the angle the edge makes with a reference axis to be accurately measured. Much research has 
been conducted into detectors that are classified as advanced edge detectors in this thesis. These 
arc suitable for use in naturally light and noisy environments, and usually give the edge position 
accurate to within one pixel width. However, they require global areas, or large local areas to 
suppon their calculation. The smallest local area reported here for such a detector was 11x11 
pixels, and all o f the detectors surveyed required many computational steps in their calculation.
As reported in this chapter, in controlled lighting conditions, such as those that arc often found 
in industrially captured images, edge detectors that require only small local areas for support and 
thus arc more easily calculated arc often sufficient. Their design has been studied further. The 
Sobcl detector requires a 3x3 local area for suppon. This local area size implies that some low 
pass filtering is also being performed by the process. A differential detector with no smoothing 
would simply contain two complementary coefficient values. The Sobel detector has been found 
by previous researchers, and in the results presented in following chapters of this thesis, to perform 
adequately in the presence of typical image noise levels found in industrial images.
Other edge detectors requiring 3x3 local areas exist, but the Sobcl detector has been shown 
by Davies [35] to produce the most accurate measurement of the edge angle and highly accurate 
measurement of the edge height. The Sobcl detector was therefore considered further for use with 
the applications reported later in this thesis, and a hexagonal grid equivalent designed. Details of 
the design and results of performance comparisons with the square grid Sobcl detector are presented
chapter should be implemented by a processor designed for industrial image processing.
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in the following chapter. The Sobcl and hexagonal grid detector’s mask coefficient values are all 
integer numbers, and this can lead to fast operator calculation. The implementation of the Sobcl 
detector was a primary requirement of the image processor architecture reported later in the thesis.
Morphological Operators are another group of operators that are widely used for the processing 
of industrially derived images. Many such images arc binary, and morphological techniques are 
often used to search for panicular features within the image or to remove unwanted detail. For 
example a binary image of a printed circuit board can be obtained and tracks that arc too close 
together searched for. The output of the edge detection process' may be a binary edge map. With 
simple edge detectors the lines in the edge map may be several pixels thick. Binary morphological 
techniques can be used to thin these to single pixel thick line or to fill in small gaps in otherwise 
connected lines. Grey-level morphological operators provide similar functions for direct use on 
grey-level images.
The unambiguous connectivity definition has resulted in many researchers working with hexag­
onal grids in this area. Morphological operators should be able to be performed by a processor 
designed for industrial image processing.
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C hapter 5
A Comparison Between Local Edge 
Detection Operators in Square and 
Hexagonal Data Structures.
5.1 System Implementation.
Comparisons arc made here between the computational efficiency and accuracy of edge detectors 
operating within the two systems. Accuracy, which is discussed later in the chapter, is dependent on 
the pixel weightings of the operators [35]. These weighting values arc calculated here. For template 
matching techniques the accuracy is dependent on the number of templates. Computation time is a 
function of the number of sampling points within the local area, the complexity o f  the operators, and 
the complexity of the subsequent processes. The hexagonal system is only at a disadvantage in the 
third of these cases, as indicated by the relative lengths of Equations 4.4 and 4.9. If a fast algorithm 
and a processor with a fast multiply instruction arc used this is minimised. It will be shown that for 
some processors the overall processing time is less for edge detection with the hexagonal system.
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Local operators requiring only a small area of support are not the most accurate for detecting 
edges in images as discussed in Section 4.4.2.1 on advanced edge detectors. However, they have 
been found to perform adequately for images captured in controlled lighting conditions where the 
signal to noise ratio is high. The small area of support enables them to be efficiently implemented on 
digital computers. Where a fast, economical solution is required, they may be advantageous. The 
tests on the square and hexagonal system edge detectors were performed on a personal computer 
with an Intel 80286 central processing unit. This had a fast integer multiply instruction.
Tinting Routines. The edge detection task involves several processes, which arc listed below, 
only the first three arc dependent on the data structure and so only these were implemented.
• Address the pixel
• Apply the operators
•  Calculate the edge response from operator information
•  Threshold the response
•  Identify the edge pixel
O perator Application. For both systems, optimum operators, as described earlier, were 
applied. These were for the hexagonal system, 11 and /2 from Figure 4.3, and for the square system 
the Sobcl operators from Figure 4.2. Both sets of operators use only integer arithmetic.
Edge Response. Three edge magnitude measures were implemented for each system. Firstly, 
the true magnitude was found from Equations S.l, and 5.2. These equations arc developed from 
Equations 4.4, and 4.9.
M = •! + ll (5.1)
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M =  t\ + t\ -  <|<2 (5.2 )
Secondly, an approximate method using absolute values, as outlined by Gonzalez, and Wintz [65] 
was tried. As before I3 is replaced by <1 -  <2-
A/ =  |t* | +  |l„| (5.3)
A/ *  Ui| +  |f j | +  1*1 -  <al (5.4)
And thirdly, template matching equations were developed from Equation 4.6.
A/ = m a x (|/ ,|. |/2 |,|< j |)  (5.5)
A# = m ax (|l ,|. |i2 |.|< ,|. |l4|) (5.6)
5.1.1 O verall C om p u la lio n a l Processing Tim e.
Table 5.1 shows (he computation time per pixel for the above equations. The hexagonal system is 
faster than the square at every point of comparison, due to the faster local operator calculation. For 
both systems, with this processor, the approximate magnitude and template matching approaches 
give no computational advantage, and the true magnitude calculation gives better accuracy and 
computes in less time. Together, the quicker processing time per pixel ( 31.4% ) and the reduced 
number of pixels required ( 13.4% ), gives a 44.8% time saving for true magnitude calculations 
in the hexagonal system. If a maths co-processor had been available, all o f the times displayed 
in Table 5.1 could have been reduced, and non-integer coefficients could probably have been used
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efficiently.
Edge Vector Magnitude Square
0«)
Hexagonal
0*s)
Differential Operators 
True ( Equations 5.1,5.2) 
Approximate ( Equations 5.3, 5.4)
41.31
39.79
28.33
25.28
Template Matching Operators
3 templates ( Equation 5.5 )
4 templates ( Equation 5.6 ) 84.81
35.20
Table 5.1: Edge Magnitude Computation Time for Each Pixel. Computer: Olivetti M28 with 
Intel 80286 Processor and no Maths Co-processor. Clock rate 8 MHz.
5.1.2 Calculation of the Edge Operator M a sk  Weights.
5.1.2.1 Square (¡rid System.
Davies |35| has developed the idea of a circular edge detection operator and used it to explain the 
high accuracy of the Sobcl operator. An edge detector must be able to measure the edge height 
and orientation accurately. These parameters arc required by mid-level image processes such as 
the Hough transform (Section 4.5.1). His method involves the concept o f closed concentric bands 
of pixels that together fomi near circular local neighbourhoods. The radius of the circle can be 
increased so that the neighbourhoods encircling from 3x3 pixels upwards can be considered. Edge 
detection involves the filling of a plane to the edge profile. For the worst ease edge the edge profile 
is a step function. Davies has shown theoretically that a circular neighbourhood is optimum as in the 
analogue ease there is only one way to fit a plane to a step edge within such an area, assuming both 
pass through the same central point. He continues to show that for the analogue ease zero angular 
errors will result from fitting a plane to an edge o f any profile within a circular neighbourhood. 
Angular errors arc however present in the spatially discrete ease. Davies attempts to minimise these 
in the way that the circular neighbourhood is fitted to the discrete lattice.
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Davies considers the image to be tiled by square pixels and the image brightness to be equal
throughout each pixel. Actual image data consists of a set o f brightness values constrained at the 
sampling points, and it is the discontinuities at the pixel boundaries in Davies’ model that lead to 
the errors. Figure 5.1 shows two possible choices of radii for a 3x3 circular neighbourhood. The 
mask weights arc calculated from the area of each pixel that lies within the circle. In Figure 5.1 the 
ratio between the weights for the comer elements and the other non-central elements varies with 
the radius r.
Figure 5.1: Circular Neighbourhoods of Radius 1.500 and 1.581 Imposed on 3x3 Square Pixel
Davies then calculates the values of radius /• that give minimum angular errors for neighbour­
hoods from 3x3 to 7x7 pixels. He achieves this by applying the resulting mask for each value of r 
to a set of modelled edges at orientations from 0° to 90°. The edges arc modelled as step edges in 
an image in which each pixel has been divided into 51x51 sub-pixels. Sub-pixels on one side of the 
edge arc given one brightness value, and those on the other side, a different value. The sub-pixel 
values within each pixel arc then averaged to give the pixel value. As r increases the angular errors 
arc minimised at certain values. Appropriate mask weights for the various neighbourhood sizes 
have then been chosen. For a 3x3 operator Davies publishes the following coefficient values.
-0 .464 0.000 0.464
-0 .959  O.(XX) 0.959
-0 .464 0.000 0.464
(a) r ■ 1.500 ( b ) r -  1.581
Areas.
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These results have been staled as being achieved with radius r  =  1.5(X). When they arc rescaled, 
these values arc very close to the Sobcl integer weights of 1 and 2, and so the Sobcl detector is 
considered as near optimal. Davies' results have been largely verified here. A comparison of results 
is given in Table 5.2 for r  =  1.500. The weights in the column labelled "Analogue" were calculated 
by analysing the geometry of the arrangement, which is easy to do at this radius, and confirm the 
results in the previous columns.
| Davies (51x51 sub-pixels) Staunton (65x65 sub-pixels) Staunton (Analogue)
Weight (a) 1 0.464 0.543 0.545
Weight (b) | 0.959 0.971 0.971
Table 5.2: Edge Detector Mask Weights for a 3x3 Operator, radius /• =  1.500.
Staunton has used a 65x65 array of sub-pixels to minimisccrrors in the hexagonal system weight 
calculations reported below. The small discrepancy in the value of the weights calculated by Davies 
and Staunton is possibly not just a result o f the difference in the number of sub-pixels used, but 
could result from a reporting mistake by Davies. The minimum errors occur at radius r  =  1.460 
and not at r  =  1.500 as Davies reports. If Figure 3 o f Davies’ paper (35] is examined it can be seen 
that the local minimum error occurs when r is slightly less than 1.500. However, the differences 
in the calculated values of the weights arc small and the important result is that the Sobcl mask 
weights arc close to optimum for edge angle measurement. A comparison of results is given in 
Table 5.3 for r =  1.460.
Davies
(51x51 sub-pixels)
Davies
(sealed)
Staunton
(65x65 sub-pixels)
Staunton
(sealed)
Sobcl
Weight (a) 0.464 1 .(XX) 0.492 1.000 1
Weight (b) 0.959 2.067 0.933 1.896 2
Table 5.3: Edge Detector Mask Weights for a 3x3 Operator, radius r  =  1.460.
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5.1.2.2 Hexagonal (»rid System.
Davies’ edge operator design principle was applied here to the design of a hexagonal system operator. 
The pixel shape chosen was rectangular and the size chosen to tile a rectangular hexagonal grid. 
As discussed in Section 3.2.3 this resulted in pixels with an aspect ratio of 2 / \/3 to 1. As for the 
square grid system, the circular neighbourhood was centred at the centre of the central pixel and it s 
radius r increased in small steps. At each step a new set o f mask weights were calculated and the set 
that produced the minimum angular errors identified. Figure 5.2 shows the circular neighbourhood 
imposed on the seven member hexagonal pixel arrangement.
Figure 5.2: A Circular Neighbourhood Imposed on a Seven Element Hexagonal Grid Pixel 
Area.
The symmetry of the arrangement results in a calculation of only two mask coefficients (A and 
B of Figure 5.2) to give all those required. Similarly only two need be calculated for the 3x3 square 
operator. For the edge angle tests, each pixel was divided into 75x65 sub-pixels, as these integer 
numbers fit the aspect ratio almost exactly. This division results in errors in pixel area calculation 
of less than 0.1%. As for the square system tests the radius r was increased from near 0 and minima 
searched for in the angular errors produced as the edge was rotated from 0° to 90° at each r value.
Figure 5.3 shows minimum angular errors at r =  1.35 and when r  >  1.75. The graph only 
covers a small range of r  values compared to Davies' graph |35) for the square grid system as 
only a seven element operator is under consideration here. However, a similar pattern of peaks and 
troughs in the plot is emerging. Here the plot levels out for r  > 1.75 as the circle now completely 
encloses all seven elements. For values of r > 1.75 the maximum angular error is 5.13°. To reduce
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Figure 5.3: Variation in the Magnitude of the Maximum Angular Error as a Function of the 
Radius of the Circular Neighbourhood.
this further, elements surrounding the group of seven would have to be included and an appropriate 
value o f r  chosen. Table 5.4 lists the edge detector mask weights for a seven element operator at 
the two local minimum error points in Figure 5.3.
65x65 sub-pixels 65x65 sub-pixels
r  = 1.35 r  =  1.75
Weight A 0.68 1.00
Weight B 0.67 1.00
Max. Angular Error 5.31" 5.13°
Table 5.4: Edge Detector Mask Weights for a Seven Element Operator as Indicated by the 
Circularity Principle.
Davies’ design principle has suggested that the weights should be nearly equal. For this simple 
operator there is only one degree of freedom in the calculation of the ratio between the weights. If 
the circular neighbourhood criterion is relaxed so that the operator symmetry is kept and weight A 
is fixed at 1.00 while weight B is altered, then the angular errors can be further reduced as presented 
in Table 5.5.
This maximum angular error of 5.06° is very close to the error of 5.13° resulting when the 
♦
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65x65 sub-pixels
Weight A 1.000
Weight B 1.004
Max. Angular Error 5.06°
Tabic 5.5: Edge Detector Mask Weights for a Seven Element Operator as Indicated by a 
Numerical Method.
circularity principle weights arc used. In both eases both the weights arc very close to the integer 
value of 1, and so the use o f integer 1 in the mask calculations would appear to be appropriate and 
introduce only very small errors.
5.1.2.3 Summary of Edge Detector Mask Weights.
Table 5.6 displays the optimum real and integer number mask weights that have been calculated 
here for the 3x3 square grid and the seven element hexagonal grid edge detection operators. The 
integer values have been used for all the following calculations reported in the thesis for the Sobel 
and equivalent hexagonal edge detectors.
Weight Á 
Weight B
Square grid Hexagonal grid
real no. integer no. real no. integer no.
l.(XX) 
1.896
1
2
1 .(XX) 
1.004
I
1
Table 5.6: Final Edge Detector Mask Weights for Both Systems.
5.1.3 Edge Accuracy.
Tests were performed to determine the magnitude and angular accuracy of the hexagonal edge 
detection operator employing integer only mask coefficients, and to compare these results with 
those obtained from the application of the near optimum integer coefficient Sobcl operator on 
equivalent image data in the square system. Davis |40) identifies several possible edge models. The
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one chosen for these tests was of a "sudden" step edge of height 10 units in a system with an intensity 
range of 256 units. In a real image, an edge is likely to have a slanted profile, or the operator may 
even be calculating from planar data. Theoretically, apart from quantisation error, neither operator 
will exhibit errors on planar intensity data. This was found to be true in practice. The "sudden" step 
edge is considered to constitute the worst ease situation [35], and so is implemented here.
The model was implemented by a computer program. For the square sampling grid the pixel 
shape was square, and for the hexagonal grid, rectangular. The edge position was limited so that 
it could pass only through the centre of the central pixel. The area of this, and each surrounding 
pixel, situated on either side of the edge, was then calculated, together with the resulting intensity 
value. The appropriate operator was then applied to this data and the magnitude and angle results 
compared with the values used to generate the model data. The process was repeated for different 
orientations of the edge in one degree angular steps from 0 to 90 degrees. The gradient of the step 
edge, here with a height o f 10 units, is measured by a difference procedure at two points separated 
by 2 spatial units. Hence theoretically, the gradient measured should be 5. The results arc shown in 
Figures 5.4 and 5.5. These do not include intensity quantisation noise, which can add an additional 
2 degrees of uncertainty to the angular results (256 quantisation levels).
Both the operators produce only positive magnitude errors, but both were designed to minimise 
angular errors. A different operator design could shift the mean error to zero. The hexagonal 
operator peak errors arc larger than those of the square, but the errors for both systems will probably 
be low enough for many practical applications.
The mean value of the angular errors in both systems is zero. Again the errors in the hexagonal 
system arc larger. The larger edge magnitude and angular errors in the hexagonal system possibly 
result from the reduced radius of the circular neighbourhood that can be completely enclosed within 
the seven rectangular pixel area in comparison to the nine square pixel area. Figure 5.1 shows that 
a circle of radius 1.500 can be completely enclosed within the nine element area, while the
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Figure 5.4: Operator Edge Gradient Response, for Edges, Gradient = 5.0, Oriented 0 => 90°. 
Key: — Square. —  Hexagonal System.
Edge Angle (degree!)
Figure 5.5: Operator Angular Error for Edges Oriented 0 =>■ 90°.
Key: — Square. - - - Hexagonal System.
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equivalent radius for the seven element area shown in Figure 5.2 is 1.258. If the radius of the circle 
is increased beyond this, as shown in Figure 5.2, then, in the first instance, four additional pixels at 
the comers of the present local area should be included in the edge detection masks. Including these 
extra pixels, whilst reducing errors, will increase the complexity of the edge detection calculations. 
The extra pixels may not in practice be necessary when a practical image sensor model is included 
in the edge modelling program as discussed in the next section.
5.1.4 C ircular Band-Limiting of the Modelled Edge Data.
The previous results were obtained with an edge model that produced data that was not circularly 
band-limited. A step edge was constructed in a high resolution 230x230 square pixel image. To 
obtain the 3x3 pixel image data on which to test the Sobcl detector, an appropriate square area of 
65x65 high resolution pixels were averaged to give a value for each of the 9 pixels. Figure 5.6 shows 
such a step edge and 9 pixel area. The same high resolution data was averaged over appropriate 
75x65 rectangular areas to give values for each of the 7 hexagonal system pixels. Referring back to 
Section 3.2 on sampling schemes, this corresponds to tiling the frequency plane with pixel shaped 
band regions as shown in Figure 3.4. The square grid system appears to gain an advantage from 
such a band region geometry, as the frequency response in each angular direction remains more 
constant than for the rectangular band-limit regions in the hexagonal system.
Image sensors have been discussed in Section 3.3, and it was noted that it is not always 
appropriate to model the sensor elements by a square or rectangular area in which each point within 
such an area contributes equally to the sensor's output value. Additionally, before spatial sampling, 
which is achieved by the sensors in systems containing 2-D arrays o f  sensors, band-limiting of 
the analogue signal is required to comply with the sampling theorem (Section 3.1). With circular 
band-limiting the frequency response of the system is equal for all spatial directions within the 
image. Circular band-limiting is important in, for example, industrial inspection applications where
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(A)
Figure 5.6: A Step Edge of Height 10 Units. (A) Profile. (B) The 2-D Image Data Resulting 
from Such an Edge, Oriented at 135°, Passing Through a 3x3 Pixel Area . The 
Pixel Values Have Been Calculated by Averaging Over a Pixel Size Square Area.
a small defect may be required to be detected independently of the object’s orientation. The edge 
modelling program was modified so that the pixel values were calculated from circular spatial areas. 
Such circular areas in the spatial plane lead to circular tilings of the frequency plane and hence 
circular band-limiting of the image data. The diameter of these circular areas could be chosen from 
0.01 to 2.00 of the square grid horizontal sampling point distance.
Figure 5.7 shows the square and hexagonal operator edge gradient responses when the diameter 
has been limited to 1.00 units. With this diameter the circular area just fits within one square grid 
pixel. The overall shape of the curves are the same as the original curves shown in Figure 5.4. The 
positive peak errors are larger, but the trough errors are the same as those in the original curves. At 
an edge angle of 45°. the square grid gradient magnitude error is 5.3, the same as with the original 
band-limiting scheme. If the square system measurements were in fact gaining an advantage from 
the increased band-width at 45°, then this error would have been greater for the circularly band 
limited case.
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lidge Angle (degrees)
Figure 5.7: Circular Spatial Region, Diameter 1.00 Times Square Grid Horizontal Sampling 
Distance. Operator Edge Gradient Response, for Edges, Gradient = 5.0, Oriented 
0 => 90“. Key: — Square, - - - Hexagonal System.
Edge Angle (degrees)
Figure 5.8: Circular Spatial Region, Diameter 1.00 Times Square Grid Horizontal Sam­
pling Distance. Operator Angular Error for Edges Oriented 0 => 90".
Key: — Square. —  Hexagonal System.
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It is concluded that other features inherent in the edge detection operator design arc responsible 
for the errors measured. Figure 5.8 shows die square and hexagonal operator edge angle errors. 
Generally these arc approximately 25% larger than for the original band-limiting scheme, but for 
the square grid, large errors arc exhibited for angles between 0° and 25°, and between 65° and 90°, 
where no errors could be detected with the original band-limiting scheme. This probably results 
from Davies’ observation |351 that the Sobcl detector is the optimal design for minimising angular 
errors with square spatial support regions.
As shown in Figure 5.9, when the diameter of the circular spatial area surrounding the sampling 
point is increased to 1.50 units, the peak magnitude errors found in the square and hexagonal systems 
reduce and become almost equal. It should be noted that the vertical scale on the graph has been 
changed. Figure 5.10 shows the corresponding angular errors. For the square ease, the maximum 
errors arc slightly larger than before, but for the hexagonal ease the errors arc much reduced, and 
arc now less than those measured for the square case.
Figures 5.11 and 5.12 show the edge gradient magnitude and the angular error when the diameter 
is increased to 2.(X) units. Now both the magnitude and the angular errors arc less for the hexagonal 
than for the square system.
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Figure 5.9: Circular Spatial Region, Diameter 1.50 Times Square Grid Horizontal Sampling 
Distance. Operator Edge Gradient Response, for Edges, Gradient = 5.0, Oriented 
0 ==» 90‘'. Key: -  Square, - - - Hexagonal System.
Itfge Angle (degrees)
Figure 5.10: Circular Spatial Region. Diameter 1.50 Times Square Grid Horizontal Sam­
pling Distance. Operator Angular Error for Edges Oriented 0 ^  90°.
Key: — Square, - - - Hexagonal System.
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Figure 5.11: Circular Spaiial Region, Diameter 2.(X) Times Square Grid Horizontal Sampling 
Distance. Operator Edge Gradient Response, for Edges, Gradient = 5.0, Oriented 
0 => 90'. Key: — Square, - - - Hexagonal System.
Figure 5.12: Circular Spaiial Region, Diameter 2.00 Times Square Grid Horizontal Sam­
pling Distance. Operator Angular Error for Edges Oriented 0 => 90°.
Key: — Square, —  Hexagonal System.
99
In summary, both ihc square and hexagonal edge detection operators were designed to produce 
minimum edge orientation errors lor schemes where the sampling point value was calculated by 
averaging the brightness values in the area of the associated pixel. The operator weights were 
calculated exactly and then these values relaxed so that integer only arithmetic needed to be 
performed. This gave a processing advantage.
This technique assumes the sensor’s active area to be pixel shaped, and its response to be 
an unbiased average of the light intensity distributed across its surface. However, for practical 
sensors, even if the sensor element is pixel shaped, it is unlikely to exhibit this ideal response. 
Some sensors such as as a vacuum tube TV camera will produce good approximations to circularly 
band-limited signals, whereas others such as CCD arrays may not. Individual CCD elements may 
be square or rectangular in shape, but as noted in Section 3.3.1.2 researchers have concluded that 
modelling the signals as square or rectangular band-limited signals can be inaccurate. Additionally, 
in a practical image sampling device the signals arc likely to be band-limited before sampling so 
that the Nyquist sampling criterion can be met. Circular band-limiting is preferable, but practical 
considerations, such as those inherent in CCD array design, may lead to non-optimal limiting. 
Hexagonal CCD grid arrays of rectangularly shaped elements have been produced for TV cameras, 
but for hexagonal image processing with the operators developed here, and to obtain the advantage 
of equal high frequency information at all orientations, a hcxagonally shaped element will produce 
the best approximation to a circularly band-limited signal.
Different edge detection operators may perform optimally on images captured by practical sensor 
systems, but the hexagonal edge detector designed here has been shown to produce small errors 
when used on signals derived from circular spatial areas with diameters larger than the sampling 
point spacing. These areas produce simulated signals that arc a reasonably good approximation 
to circularly band-limited signals. A more sophisticated model could weight contributions to the 
sampled value as a function of the inverse of the distance from the sampling point.
I(X)
5.1.5 Edge Position W ithin a Pixel.
The previous results were all obtained for edges that passed through the centre of the central pixel 
of the local area. In this section families of edges with orientations from 0° to 90° arc modelled and 
detected for both the square and hexagonal grid systems to see if any extra errors arc introduced. 
This has been done for live points within the central pixel for each grid system. Points arc situated 
on either side, and above and below the pixel's central point, and at various distances from it. 
Figure 5.13 shows the five curves for the measured edge gradients for the set o f edges at each point 
in the square grid system. These are plotted together with the original central common point curve. 
The edge model employing sampling points with support from square spatial regions has been 
used. Interestingly, the curve for the edges through the original central point exhibits the maximum 
magnitude error o f  0.4 units. The other curves diverge from this curve at various edge angles, but 
the error magnitudes arc less. In contrast, the curves plotted in Figure 5.14 show minimum angular 
errors for the family of edges passing through the central point. This is as expected, as the Sobcl 
edge detector has been designed to minimise angular errors.
Figures 5.15. 5.16, 5.17 and 5.18 show the corresponding families of curves for the hexagonal 
system. In Figures 5.15 and 5.16 the sampling point values have been calculated from the average 
over rectangularly shaped local areas by the edge image modelling program. Here the magnitude of 
the gradient errors can be greater for the non-central edges. In Figures 5.17 and 5.18 the sampling 
point values have been calculated by an averaging over a circularly shaped local area by the edge 
image modelling program. Now the peak magnitude of the gradient errors for the non-central edges 
arc less than the magnitude of the peak errors for the central edges, and the peak magnitude of the 
angular errors for the edges at all the points arc reduced.
lidgc Angle (degrees)
Figure 5.13: Sobcl Operator Edge Gradient Responses, for Families of Edges. Through 
Various Common Points Within The Central Pixel. Gradient = 
5.0, Oriented 0  => 90". Square Sampling Point Support Region.
Key: - - - Central Common Edge Point. — Non Central Common Edge Point.
Figure 5.14: Sobcl Operator Edge Orientation Errors, for Families of Edges, Through 
Various Common Points Within The Central Pixel. Gradient = 
5.0, Oriented 0 => 90", Square Sampling Point Support Region.
Key: - - - Central Common Edge Point, — Non Central Common Edge Point.
102
Figure 5.15:
Figure 5.16:
Itdgc Angle (degrees)
Hexagonal Operator Edge Gradient Responses, for Families of Edges, 
Through Various Common Points Within The Central Pixel. Gradient 
= 5.0. Oriented 0 => 90", Rectangular Sampling Point Support Region. 
Key: - - - Central Common Edge Point, —  Non Central Common Edge Point.
Hexagonal Operator Edge Orientation Errors, for Families of Edges, 
Through Various Common Points Within The Central Pixel. Gradient 
= 5.0, Oriented 0 => 90", Rectangular Sampling Point Support Region. 
Key: - - - Central Common Edge Point, —  Non Central Common Edge Point.
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Figure 5.17: Hexagonal Opcraior Edge Gradient Responses, for Families of Edges, Through 
Various Common Points Within The Central Pixel. Gradient = 5.0, Ori­
ented 0 => 90 . Circular Sampling Point Support Region, Diameter 1.5 units. 
Key: —  Central Common Edge Point, — Non Central Common Edge Point.
Figure 5.18: Hexagonal Operator Edge Orientation Errors, for Families of Edges, Through 
Various Common Points Within The Central Pixel. Gradient = 5.0, Ori­
ented 0 => 9 0 '. Circular Sampling Point Support Region, Diameter 1.5 units. 
Key: - - - Central Common Edge Point, — Non Central Common Edge Point.
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In summary, generally, for a square grid, the edge angle errors increase for edges that do not pass 
through the central point of the central pixel of the local area. The magnitude of the edge gradient 
errors for non-central edges generally stay within the boundaries for the central edge errors. This 
is not so for edges modelled on a hexagonal grid where the sampling point values arc calculated by 
averaging over a rectangular spatial support region. If a circular spatial support region is chosen, 
then the hexagonal system errors arc comparable to those exhibited by the square system.
5.2 Conclusions.
The high symmetry of the hexagonal grid led to the design of simple, accurate, edge detection local 
operators, compared to those used in rectangular grid systems.
Comparable magnitude and angular accuracy can be achieved with well designed differential 
operators in both systems. However, whereas the square system Sobcl operator produced low 
errors with image sampling points that were calculated by averaging square spatial support regions, 
the hexagonal operator produced low errors when the sampling point values were calculated by 
averaging circular spatial support regions. It was noted that circular band-limiting is advantageous 
for image processing as equal high frequency information is contained in the sampled image in 
all directions, and thus for example, if a small feature can be detected at one orientation, it will 
be detectable at all other orientations. The ease of producing circularly band-limited signals from 
sensors with circular active areas was noted. The simpler operator used with the hexagonal system 
led to faster processing, and together with a reduced number of sampling points required with the 
hexagonal grid, a processing time saving approaching 44% was demonstrated.
The computation processing lime savings arc very machine dependent, and the edge detector 
accuracy is dependent on how the signals arc band-limited, but the ease has been made that hexagonal 
sampling grids should be considered when machine vision systems arc being designed.
105
Chapter 6
Case Studies: Comparison of Square 
and Hexagonal System Algorithms.
At an early stage in the design of the processor architecture, it was decided to identify which was 
the optimum sampling system, and which was a useful set of image processing operators for general 
industrial use. Many examples needed to be explored before these questions could be satisfactorily 
answered. Two different examples, one involving the detection of surface defects in sand cores used 
for automobile engine castings, and the other dealing with the recognition of printed characters, 
arc presented below. The sand core example involves the grey-level processing of images with 
techniques such as edge detectors, while the printed character example explores the different area 
of binary image processing, and in panicular the formation of skeletal representations of shapes.
The pipelined processor architecture, pursued in Chapter 8, can easily accommodate local 
operators, and so these arc used were ever possible in the studies presented here. The pipeline 
simulation program, developed in Chapter 9, was extensively used for the image processing.
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6.1 The Simulation of Hexagonally Sampled Images.
In the following examples, real world images, digitised and captured by a PIP-512 1117] frame 
grabber were processed. This board digitises images on a rectangular 512x512 matrix of sampling 
points, but with a 4:3 aspect ratio. The pixels were therefore rectangular. To make comparisons 
between the rectangular and hexagonal sampling systems, the resolution was reduced to 256x256 
and neighbouring pixels averaged in such a way as to produce one image on a rectangular grid, 
and one on a hexagonal grid. Both the rectangular pixels and the hexagonal pixels were of equal 
size, and had a 4:3 aspect ratio. The hexagonal pixels were, however, offset by half the sampling 
distance on alternate lines.
It should be noted that these images were processed by operators designed to be optimum 
for square and regular hexagonal systems. True square and regular hexagonal images have been 
computer simulated where necessary to enable more exact comparisons to be made. An alternative 
would have been to resample the signals, o r to obtain a new frame grabber. Both alternatives 
however, would have been expensive in terms o f  time or money.
6.2 Surface Defect Detection in Sand Cores used for Automobile Engine 
Castings.
Sand cores are used as pan of metal casting processes. The core is constructed from sand and is 
bound together by a resin. Such a core, used in the casting of a multi-port internal combustion 
engine inlet manifold, is shown in Figure 6.1. Delects can be large, as with the missing "finger", 
or small. Figure 6.2 shows detail o f the second finger pair from the right of the sand core image. 
Three small surface scratch delects exist in this pair and these can also be seen in the corresponding 
"hexagonal" image. Figure 6.3. The illumination employed divided the image of each defect into
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a bright and a dark (shadow) segment. There is one large circular defect, a long thin defect, and 
a small defect with dimensions comparable with the pixel size. The core is 35cm long and 14cm 
high. The large circular defect has a diameter of 6mm, the long thin scratch has dimensions 30mm 
by 2mm, and the small circular defect has a diameter of 1mm.
Figure 6.1: Rectangular Sampled Sand Core Image, 512x512 Resolution.
On comparing the square and hexagonal images in Figures 6.2 and 6.3, the defects can generally 
be seen more clearly in the hexagonal. The offsetting of pixels on alternate lines enables the 
eye to trace their outlines more readily at this resolution. The large circular defect appears more 
circular, and the light and dark segments arc more easily discerned. The long thin defect is more 
easily discernible as a connected component. The object’s edges, which in these examples arc near 
vertical, arc easier to localise in the hexagonal image. Long repeating brightness step sequences are 
observed in the rectangular image, whereas, a small castellated effect is observed in the hexagonal. 
In an attempt to segment the defects from the remainder of the image, the two images were 
then edge detected using the optimum Sobcl and corresponding hexagonal operators introduced in 
Section 4.4.1.3. The threshold level was set manually so that the resulting edge images contained.
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Figure 6.2: Rectangular Sampled Sand Core Image Zoomed, 64x64 Resolution.
Figure 6.3: Hexagonal Sampled Sand Core Image Zoomed, 64x64 Resolution.
where possible, connected edges around the defects, and so that the number of false detections 
was minimised.
Figure 6.4 shows the resulting square edge detected image, and Figure 6.5 the resulting hexagonal 
image. The large circular defect appears to be square in overall shape in the rectangular image and 
there is a small disconnection in the outline. In the hexagonal image, it appears more circular, and 
the structure, such as the central dividing line between the light and dark segments, is more easily 
discerned. There is also a small gap in the outline. The long thin defect has a break in its outline in 
the square image, whereas the outline is complete in the hexagonal. The equal width of this defect 
along its length is more discernible in the hexagonal image. The small defect’s presence is indicated 
by a small group of edge pixels in each image. There are also more detected false edge points in 
the square image. These are seen as unconnected black pixels in various parts o f the image.
Figure 6.6 and Figure 6.7 show the square and hexagonal edge detected images after thinning. 
The same points as above, concerning the defects, are still evident. The near vertical object edges 
appear as gradually increasing steps in the rectangular image, whereas in the hexagonal a castellated 
effect is visible.
Human Interpretation. Interpretation of the images depends on the individual observer, and the 
resolution of the image being viewed. At the low, 64x64 resolution of the above images, features are 
easily discerned in the hexagonal images, and their true shapes, whether circular or rectangular, can 
be more easily estimated. At the higher resolutions of 256x256 and 512x512, the aliasing effects at 
the object edges are less troubling to the eye and may be undiscemible at even higher resolutions. 
With the offsetting of pixels on alternate lines in the hexagonal system, the human eye may be able 
to estimate the boundaries between features more accurately as the pixel boundaries do not align to 
form long vertical features as in the square system. These vertical pixel boundaries structures may 
bias the eye into perceiving a near vertical feature to be perfectly vertical rather than allowing
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Figure 6.4: Rectangular Sampled Sand Core Image Edge Detected, 64x64 Resolution.
Figure 6.5: Hexagonal Sampled Sand Core Image Edge Detected, 64x64 Resolution.
Figure 6.6: Rectangular Sampled Sand Core Image, Thinned, 64x64 Resolution.
Figure 6.7: Hexagonal Sampled Sand Core Image, Thinned, 64x64 Resolution.
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a more realistic estimation of the feature’s angle. The effects are discussed further in Section 3.4.3.
Small Defect Detection. In the above study, the small circular defect (diameter, 1mm) was the 
smallest significant defect. For defect detection, as opposed to measurement, the most efficient 
system will be one that detects a sufficient percentage o f defects, while covering the objects by the 
smallest number of images. Once a defect has been detected, subsequent, higher resolution systems 
can be used for measurement. In the following sections, the problem of detecting small defects is 
investigated.
6.2.1 Defect M odeling.
In the section above, the rectangular and hexagonal grid images, simulated from the original 4:3 
aspect ratio image, were not optimum for use with the chosen edge detectors. The results from the 
sand core images appeared to show some advantages for hexagonal processing, but these advantages 
must be shown on true square and regular hexagonally sampled images as the edge detectors and 
other operators have been optimally designed for these. Similar defects have been simulated, from 
mathematical models, on these grid systems as described below.
The Model. The model was implemented on a computer. Its aim was to produce two output im­
ages, one on a square 16x16 grid, and the other on a 13x 16 hexagonal grid, that were representations 
of a precisely positioned and sized shape, the dimensions of which had been input at the start of the 
program. At present, two defect shapes have been implemented, a circle and a rectangle. These 
can be of arbitrary size and position in the output images to within an accuracy of 0.03 of the length 
of a square pixel side. These shapes were chosen because they are representative of a broad range 
of image features. For example they closely represent the defects found in the sand core image, a 
scratch being a long thin rectangle. Other shapes can be easily implemented as required.
Within the computer model the outline of the requested shape was plotted on a 312x512 square
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pixel grid and then each pixel was modified by other parameters such as background and defect 
brightness. When completed, this defect image was averaged to produce the output images. A local 
area of 32x32 pixels was averaged to produce one square output pixel and an area of 37x32 pixels 
to produce one hexagonal output pixel. With images of this resolution, averaging of an integral 
number of pixels produced no distortion to the square and only very little to the hexagonal grid. 
This method produced a pair of almost exactly comparable images with which to test the square 
and hexagonal systems. The total area covered by the hexagonal image was slightly less than that 
covered by the square image.
A simple model will contain the specified shape with the background brightness set at one 
value, and the defect brightness set to another. Where a pixel straddles the background-defect 
border it will take an intermediate brightness value. The pixel's brightness value is determined by 
a simple averaging of the values of the sub-pixels within the area of the pixel. As discussed in 
Section 5.1.4 such a calculation will generally favour the square system edge detection process, 
but is more appropriate than averaging over a circular area, which favours the hexagonal process, 
for the comparison tests described here. A 3-D plot of such a defect is shown in Figure 6.8. A 
close examination of actual delects revealed the defects’ edges to be spread over several pixels 
in the transition front defect to background brightness. This effect was recreated in the model by 
smoothing the defect data in the high resolution image, before the low resolution output images 
were produced. Real images are noisy, and so noise of a predetermined variance can be added to 
the model data. A 3-D plot of a defect, as in Figure 6.8, but which has had its edges smoothed and 
noise added, is shown in Figure 6.9. A further sophistication can be added by dividing the defect 
into two segments, one which is brighter than the background and one darker. This models oblique 
illumination from one side of the object.
Applying edge detectors to the various modelled defects revealed results in close agreement with 
those obtained from the sand core images in Section 6.2. However, many variables in the detection 
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Figure 6.8: A Simple Circular Defect Model.
process were identified and the overall question remains: Will a hcxagonally sampled system enable 
quicker and more exact detection for a large class of defects? In a noise free environment, even a 
sub-pixel size defect casting a shadow may have a detectable effect on the value of a pixel, but in 
a noisy environment false acccpt-reject decisions will occur. Slightly larger defects may produce 
effects in a group of neighbouring pixels, this group may still be unconnected, but their proximity 
can be used to decrease the number of incorrect acccpt-rcjcct decisions. Still larger defects may 
be detected as bounded regions and measurements of area and shape made to aid the acccpt-rcject 
decisions and provide diagnostic information for the industrial process. Theoretically the hexagonal 
system should show advantages with small defect detection. Firstly, as the local operators used are 
more compact, they should follow tightly curved edges more easily, and secondly, the connectivity 
definition should enable easier outlining. The definition of defect detection used is task dependent, 
and additionally many other variables arc introduced by the processes used to achieve the detection. 
These variables have to be considered before a comparison can be made between defect detection on 
square and hexagonal grid images. For a detection scheme that involves defect outlining, variables 
include :- (1) The edge detector type, (2) the defect position and size, (3) the connectivity definition,
Figure 6.9: A Simple Circular Defect Model with Noise Added and Edge Smoothing.
(4) the environmental and system noise, (5) the detection criterion, and (6) the threshold method 
and value. These points are expanded bclow:-
1. The edge detector. The square and hexagonal detectors used in the preliminary studies are 
equivalent for use in both systems, but they were designed to be optimal for straight step 
edges. With defects, tightly curved non-step edges arc likely to predominate, and this may 
lead to different detectors being designed. Step edges arc defined by Haralick [71].
2. The defect position and size. If the unsmoothed defect models arc used, the position and 
size o f small defects with respect to the digitisation grid makes a large difference to the edge 
detector output. A defect at a particular position may line up more optimally with, say, the 
square grid than the hexagonal grid of sampling points. However, the signals representing 
real defects arc band-limited, and therefore the edges arc slowly changing relative to the pixel 
spacing.
3. The connectivity definition. Several definitions are available for the square system as 
discussed in Section 4.4.
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4. The environmental and system noise. Noise will add uncertainty to the detection processes. 
System noise includes the noise introduced by analogue electronic circuit components, optical 
components, and quantisation noise. In some cases, image filtering stages will need to be 
employed.
5. The detection criterion. This is defined here as the percentage of complete outline necessary 
for detection. It may be possible to detect a defect and estimate its area and position without 
complete connectivity having been achieved.
6. The threshold method and value. The process may not be able to use optimum values.
To consider the effects o f these variables, a "Defect Detection Figure of Merit" algorithm 
(DDFOM) could be designed. A figure of merit method has been developed by van dcr Heydcn (181] 
for edge detectors, which involves applying detectors to randomly generated images of straight edges 
and curves. It may be possible to derive a DDFOM from the detection o f a scries of randomly 
generated defect images and to link this with computation cost figures.
6.2.1.1 Circular Defects.
Examining the large circular defect in detail. Figure 6.2 indicates the diameter to be about 6 pixels. 
Figure 6.10 is a 3-D plot of the area of the defect, the dark segment is easily distinguished as a 
slot in the centre of the plot, whereas the bright segment stands only slightly proud of the surface. 
Examining this plot, and the actual pixel values, a circular defect with a diameter of 6 pixels was 
modelled. Three models of the defect were used to generate defect images. Each subsequent model 
included a further sophistication that resulted in images that more closely resembled the actual 
defect. For the first model the circle’s edges were not smoothed and no noise was added, for the 
second the edges were smoothed by the extent indicated by the data in the real image, and finally, in 
the third the edges were smoothed as in the second model and random noise was added to produce
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Figure 6.10: A 3D Plot of the Sand Core Large Circular Defect Image.
a modelled image that resembled the real image in most respects.
Sobcl and equivalent hexagonal edge detectors were then applied to the modelled defect images, 
and a maximum threshold level identified so that a completely connected line o f highlight pixels 
encircled the defect. Eight-connectedness was allowed for the square grid images. For edge 
detection there is an advantage in using the highest threshold value that still results in a connected 
edge, as the thickness of the edge, and the number o f  false edge points due to noise arc then both 
minimised.
Simple Circular Defect Model. Figures 6.11 and 6.12 show the results for the set of modelled 
defects for which the edges were not smoothed and no noise had been added. Figure 6.11 shows the 
results for a circular defect with a diameter of 6.0 square sampling point spacing units. The circle’s 
centre has been moved in 0.1 unit steps along a line parallel to the X axis through both the 16x16 
square sampled image and the corresponding hexagonal image.
7 7 | 7.2 7.3 7.« 7.5 7.6 7.7 76 7.9 ■
X Co-onimole of Circle Cense. Y •  8.0
Figure 6.11: The Threshold Values for Circles, Diameter 6.0 Units, Centred at Various Positions. 
Key: — Square, - - - Hexagonal System.
Figure 6.12: The Threshold Values for Circles of Various Diameter, Centred at 7.2.8.O. 
Key: — Square. - - - Hexagonal System.
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The resulting threshold values vary as the circle is moved within the image. A high threshold 
results if the circle locks on to the grid points within the image, as can be seen on the square system 
curves when the centre X = 7.0 and 8.0 units. The circle in the square grid image locks on to the 
grid more frequently than the circle in the hexagonal grid image as the circle’s diameter is an exact 
multiple of the sampling point spacing, and the centre points that the circle can take have also been 
synchronised with the square grid. Even so, for one centre point the hexagonal system detection 
results in a higher threshold value than the square. The main conclusion here is that with these 
circular defects that have not been modelled with smoothed edges, the threshold value is dependent 
on the position o f the defect with respect to the sampling grid.
In Figure 6.12 the centre of the circle has been fixed and the diameter of the circle allowed to 
change from 3.0 to 9.0 units in 0.1 unit steps. Again the threshold value changes as the position of 
the circle's edge changes with respect to the sampling grid.
Circular Defect Model with Smoothed Edges, but Without Added Noise. Figures 6.13 and 6.14
show the results for the set o f modelled circles for which the edges had been smoothed, but no noise 
added. The resulting threshold values are lower than for the unsinoothcd images as the edges arc 
not modelled as step functions, but are more gradually rising. The spread of the threshold values 
for these circles of diameter 6.0 units is 3 threshold units and is reduced in comparison to the spread 
of 7 threshold units for the unsmoothed circles. This reduced spread results as there is a reduced 
locking clfcct between the grids and these smoothed circles.
If a suitable threshold value were to be chosen for circular feature detection (diameter 6.0 units) 
then the minimum values, from the above tests, of 31 for the square and 30 for the hexagonal grid 
system would be appropriate. It is concluded that for these modelled, smoothed circular features 
the two systems perform equally.
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X Gw.rdin.ic of Circle Centre. Y • 8.0
Figure 6.13: The Threshold Values for Smoothed Circles, Diameter 6.0 Units, Centred at Various 
Positions. Key: — Square, - - - Hexagonal System.
Figure 6.14: The Threshold Values for Smoothed Circles of Various Diameter, Centred at 7.2,8.0. 
Key: — Square. —  Hexagonal System.
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Circular Defect Model with Smoothed Edges and Added Noise. Tabic 6.1 shows the results 
for the third set of modelled circular features. In this set the edges have been smoothed and random 
noise has been added to the image data. The centre of the circles have been randomly positioned 
in the initial high resolution image so that they will lie between 7 and 8 square system spatial units 
(the pixel width) from the lcii hand and top edges of the resulting 16x16 square system image. The 
diameters of the circles have been randomly chosen to lie within the range 4 to 8 units. Equivalent 
square and hexagonal images have then been calculated and random noise with zero mean, a uniform 
probability distribution, and a variance of 4(X), superimposed on the circle images. By inspection, 
addition of noise at this level produced simulated defects that closely resembled the circular defects 
in the original sand core images.
Minimum Maximum Mean
Square System 17 34 25.9
| Hexagonal System 17 39 25.1
Table 6.1: Threshold Value Statistics for 50 Random Circular Defects.
Fifty such random circular defects were produced in each system, and the threshold value that 
resulted in a completely connected outline for each circle recorded. The mean, maximum, and 
minimum thresholds for the two groups of circles arc presented in Table 6.1. The mean threshold 
value was 25.9 for the square and 25.1 for the hexagonal system. For processing systems required 
to produce a completely connected outline for the majority of defects the minimum threshold value 
from the set of tests should be chosen. This was a value of 17 for each system. It is concluded that 
for these modelled, smoothed, noisy circular defects the two systems perform equally.
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6.2.1.2 Rectangular Defects.
Several rectangular defects o f various size and orientation were edge detected and similar compar­
isons as above made between the two systems. Three models of each were produced. For the first 
set of models the edges were not smoothed and noise was not added. For the second set the edges 
were smoothed by the extent indicated by the data in the real sand core image. Finally, in the third 
set the edges were smoothed as in the second set and random noise was added to produce modelled 
images that resembled the real image in most respects. Sobcl and equivalent hexagonal edge detec­
tors were then applied to the modelled defect images, and a maximum threshold level identified so 
that a completely connected line o f highlight pixels encircled the defect. Eight-connectedness was 
allowed for the square grid images, i.e. diagonal elements were included.
Figure 6.15: The Threshold Values for 5x5 Unsnioothcd Rectangles with no Added Noise, 
Centred at 8.0, 8.0 on the Rectangular and a Corresponding Point on the Hexagonal 
Grid, and with Their Base Lines at Angles Between 0 and 90 Degrees to the 
Horizontal. Key: — Square, - - - Hexagonal System.
Simple Rectangular Defect Model. Figure 6.15 shows the results for a set o f unsmoothed
rectangular defects with no added noise. The rectangles were each of size 5x5 square system pixel
units and centred at 8.0, 8.0 on the 16x16 square system grid. The base line of each successive
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rectangle was oriented in 5° steps from 0° to 90°. The rectangles in the hexagonal grid system 
were each equivalent to one of the square system rectangles in size and position. In the square grid 
system the geometric centre of the rectangles arc located at one o f  the grid points and the graph is 
symmetric about a 45° base line angle. This is with the exception o f a one threshold unit difference 
between the values at 5° and 85° that probably results from a rounding error in either the modelling 
or detection program. In contrast the rectangles on the hexagonal grid arc not centred at a sampling 
point and no symmetry about any point is observed in the graph. The threshold values for the 
rectangles in the hexagonal system arc generally lower than those in the square system. This results 
from the ease with which the square system rectangles, with their dimensions equal to an integral 
number of square system pixels and their grid locked centres, lock on more readily to the grid points 
throughout the square system image. However by chance, the hexagonal system rectangle at 20° 
does lock well with the hexagonal grid and results in a threshold value of 42 units. It is concluded 
that for these basic unsmoothed models the locking of the feature with the grid is a large factor in 
the value obtained by the thresholding process.
Rectangular Defect Model with Smoothed Edges, but without Added Noise. Figure 6.16 
shows the results for a similar set of rectangles to the above, but that have been smoothed. Noise 
has not been added to these modelled images. The degree of smoothing was as indicated by the 
smoothing found in the real sand core defects. As for the corresponding set o f circular defect models 
the resulting threshold values were lower than for the unsmoothed images as the edges arc no longer 
modelled as step functions, but arc more gradually rising. The spread of the threshold values is 
more narrow than for the unsmoothed rectangles although some peak values due to the locking of 
the feature with the grid can still be observed. The mean value for the square grid results is 30.S 
threshold units, and the mean value for the hexagonal grid 29.0 units. This small difference in the 
threshold values is attributed to the grid locking effect which has not been fully filtered out.
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Figure 6.16: The Threshold Values for 5x5 Smoothed Rectangles with no Added Noise, Centred 
at 8.0, 8.0 on the Rectangular and a Corresponding Point on the Hexagonal Grid, 
and with Their Base Lines at Angles Between 0 and 90 Degrees to the Horizontal. 
Key: — Square, - - - Hexagonal System.
Rectangular Defect Model with Smoothed Edges and Added Noise. Table 6.2 shows the results 
for the third set o f modelled rectangular features. In this set the edges have been smoothed and 
random noise has been added to the image data. The centres of the rectangles have been randomly 
positioned in the initial high resolution image so that they will lie between 7 and 8 square system 
spatial units (the pixel width) from the left hand and top edges of the resulting 16x16 square system 
image. The length of the major and minor axes have been randomly chosen to lie within the range 
4 to 6 units, and the angle that the base line makes with the horizontal has been randomly chosen 
between 0° and 90°. Equivalent square and hexagonal images have then been calculated and random 
noise with zero mean, a uniform probability distribution, and a variance of 4CX), superimposed on 
the images of the rectangles. By inspection, addition of noise at this level produced simulated 
defects that closely resembled the rectangular defects in the original sand core images.
Fifty such random rectangular defects were produced in each system, and the threshold value that 
resulted in a completely connected outline for each rectangle recorded. The mean, maximum, and 
minimum thresholds for the two groups of rectangles arc presented in Table 6.2. The mean threshold
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Minimum Mean
Square System 16 38“  ' 25.4
Hexagonal System 16 35 25.7
Table 6.2: Threshold Value Statistics for 50 Random Rectangular Defects, 
value was 25.4 for the square and 25.7 for the hexagonal system. For processing systems required 
to produce a completely connected outline for the majority of defects the minimum threshold value 
from the set of tests should be chosen. This was a value of 16 for each system. The random choice 
of each rectangle's size and position has removed the grid locking effects that were observed in the 
previous sets o f data. It is concluded that for these modelled, smoothed, noisy rectangular defects 
the two systems perform equally.
6.2.1.3 Long Thin Defects.
Long thin defects have been modelled as rectangles with high major to minor axis ratios. The long 
thin defect in the original sand core image (Figure 6.2) has been modelled as a rectangle with a 
major axis of length 8 and a minor axis of length 2 square pixel units. The major axis was inclined 
at 60° to the horizontal. Initially the background pixel values were set to 120 and the defect pixel 
values to 30 brightness units (0 to 255 unit system range). These values were then smoothed by a 
filter in the high resolution image before a pair o f equivalent low resolution square and hexagonal 
images were formed. Random noise with zero mean and variance 400 was then superimposed on 
each low resolution image. Figures 6.17 and 6.18 show a pair of square and hcxagonally sampled 
images that were produced by the rectangle modelling program from this set of starting conditions. 
The edge detected images arc also shown.
Twenty live such defects were modelled, each with a randomly chosen geometric centre with 
co-ordinates in the range 7.0 to 8.0 square system spatial units (the pixel width) from the left hand
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Figure 6.17: Modelled Rectangular Defect, Square Sampled. Size: 8x2 Pixels, Major Axis at 60 
Degrees to the Horizontal, and Noise Added with a Variance o f400. (a) Grey-level 
Image, (b) Edge Detected Image.
(a) (b)
Figure 6.18: Modelled Rcciangular Defect. Hexagonal Sampled. Size: Equal to the Corre­
sponding Square Sampled Defect, and Noise Added with a Variance o f 400. (a) 
Grey-level Image, (b) Edge Detected Image.
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Minimum Maximum Mean
Square System 13 25 18.0
Hexagonal System 16 27 20.4
Tabic 6.3: Threshold Value Statistics for 25 Random Long Thin Defects, 
and top edges of the resulting 16x16 square system image. A different set of random noise values 
were added to each modelled image. The modelled images were found to resemble numerically and 
visually the original sand core defect image. Table 6.3 presents the mean, maximum and minimum 
threshold values for the two groups of defects. The threshold value for each image was chosen so 
that a completely connected delect outline was formed. Care was taken to ensure the outline was 
not shortened in the direction of the major axis by the choice of too high a threshold value.
The mean threshold value was 18.0 for the square and 20.4 for the hexagonal system. For 
processing systems required to produce a completely connected outline for the majority of defects 
the minimum threshold value from the set of tests should be chosen. This was a value of 13 for the 
square and 16 for the hexagonal system. For this particular defect which models an actual defect 
in the sand core, a quality advantage exists for processing in the hexagonal system as a higher 
threshold value can be set. A higher threshold value will result in fewer noise induced edge pixels 
being detected.
6.2.2 Alternative Methods.
In some applications, it may be possible simply to threshold images to identify defects. This was 
not possible in the sand core example as the surfaces arc curved, resulting in large illumination 
gradients across the image.
In this example, the defect was considered detected if a group o f connected edge pixels were 
found. This procedure could be formalised by employing distance functions as described in 
Section 4.4.1.6, or a Hough transform method, as described in Section 4.5.1. A Hough space could
128
Figure 6.19: Isolation of Object Edges using a Hough Transform Technique, 
be chosen that would accept data from either the square or hexagonal grid, however, the Hough 
method will only respond to a known shape, and will require a large defect perimeter to be effective. 
A Hough transform method was used to produce the image shown in Figure 6.19, in which the 
straight line boundary pixels have been identifled by darker lines than the other edges. If these 
object boundary regions were now relaxed a little, the defect and noise pixels could be isolated. An 
alternative defect isolation technique would be to correlate the image outline with a perfect model 
outline.
6.2.3 Sand Core Study Conclusions.
Although a subjective judgement, the visual appearance as judged by a human observer of the 
hcxagonally sampled sand core images made the task of defining object and defect boundaries easier 
in the grey level images. Once edge detected, the outline o f the defects gave a more geometrically 
correct interpretation of the perimeter in the hexagonal system. This can be important for defect 
measurement applications.
Detection reliability was investigated further by modelling the same defects on both the true
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square and hexagonal grids. Ii was initially thought that the hexagonal operators would produce 
more robust small detect outlines as the operators arc more compact and therefore capable of 
following tight curves more easily. In practice the extra sampling points in the square system 
cancelled the advantage out, and equal detection reliability was observed.
Simple models o f features that have edges modelled as step functions were found to lock on to 
the sampling grid when they were of a certain size and position. For these simple models the effects 
on the choice of edge detection threshold value of these grid locking effects was found to be greater 
than the effects attributable to the different square and hexagonal edge detection processes used.
A more sophisticated delect model was developed in which the step edges in the original model 
were smoothed. The degree of smoothing applied to the edge was variable and in practice chosen 
to give a brightness gradient across the edge equivalent to that found in a real defect image. The 
effects on the threshold value attributable to the locking of the image features with the sampling 
point grid were greatly reduced with these models, and it was possible to conclude that the threshold 
values required for a range of equivalent defects in the square and hexagonal systems were almost 
equal. The threshold value was considered as a measure of quality with which to compare the 
square and hexagonal edge detection processes. To produce a high quality edge map image the 
threshold value must be chosen high enough so that thin edge lines result and so that the number 
of edge points attributable to image noise is reduced, while being low enough so that a continuous 
edge line results around a feature. Using the threshold value as a measure of quality the processes 
operating in square and hexagonal systems have been shown to produce equivalent results.
A third defect model was developed in which the feature’s edges were smoothed as before, 
and then random noise was added to each image point. The threshold levels required were lower 
than for those in the previous model, but again were found to be almost equal for the square and 
hexagonal processing systems.
Finally the long thin defect in the original sand core image was modelled. The threshold value
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was adjusted for each test image until a completely connected edge outline covering the entire area 
o f the defect resulted. The hexagonal system produced better results for this particular defect.
The production of a general "defect detection figure of merit" for a particular sampling system 
or edge detection process was found to be difficult to achieve as each problem exhibited a different 
set of defects, lighting conditions and surface reflectance properties etc. However the technique 
of examining a small defect and then modelling it had some practical use as the modelled defect 
can then be scaled, moved, or oriented differently with respect to the sampling grid, and a more 
confident figure for detection reliability obtained for any particular edge detection operator.
6.3 Printed Character Recognition.
This topic has been reviewed in Section 4.4.1.4. Here a comparison is made between similar thinning 
algorithms applied to equivalent data in square and hexagonal grid systems. 2-D images of sections 
o f printed text were captured by a grey-level frame grabber, averaged to produce rectangular and 
hexagonal images, and then thrcsholdcd to produce binary images such as those shown in Figure 6.20 
and Figure 6.21. The threshold value was set at a level indicated by the valley between the dark and 
bright peaks of a histogram of the pixel values of each image. Such a bimodal histogram is likely 
to result from black printing on white paper. The thinning operators used below operate equally on 
4:3 aspect ratio images, and square or regular hcxagonally sampled images.
The Rectangular Thinner. An iterative thinner, as developed by Chin et al [27], was used on the 
rectangular image. This algorithm was chosen as the operators were always applied to the image 
matrix in the same pixel order. Usually this meant starting at the top left comer and scanning along 
each image line, left to right, until the last line was reached. This arrangement suited the pipeline 
architecture presented in the following chapters of this thesis, in that the operators were local, and 
no intermediate state frame buffering was required.
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PROG
Figure 6.20: Threshold«! Rectangular System Text.
PROG
Figure 6.21: Thrcsholdcd Hexagonal System Text.
The algorithm involves the application of a set of 8 thinning templates, and 2 restoring templates, 
as shown in Figure 6.22. The thinning templates switch the centre pixel to 0 if all the 0.1 conditions 
in that template arc true. The restoring templates ensure that the skeleton is not broken. The 
templates are applied in parallel to each image pixel in turn, and repeatedly to the image until no 
further changes occur. The final result is the skeleton. Figure 6.23 shows the result of applying this 
algorithm to the text in Figure 6.20. The characters are thinned, but several "spurs" are evident, 
especially on the apex of the P and on the G. The spurs arc caused, in most cases, by single 
dark pixels protruding from the edge of the character. This can be verified by referring back to 
Figure 6.20. However, the lower right spur on the G is produced by the foot of the letter. All but 
the last mentioned spur could be removed by a morphological filter.
0 0 0 1 [ 0 1 x 1 [ x 1 «1 fx 1 o'
1 1 1  O i l  1 1 1  1 1 0
X 1 x J [  0 1 x J [ 0  0 0 J [ x 1 0
x O O  O O x  x l x  x l x
1 1 0  O i l  O i l  1 1 0
x l x  x l x  O O x  x O O
(a)
x 0 x '
X 1 X
X 1 X 
X 0 X
(b)
Figure 6.22: (a) Chin's Thinning Templates, (b) Chin's Restoring Templates, x = don’t care.
Figure 6.23: Rectangular System Text Thinned Without Morphological Smoothing.
The Morphological Edge Smoothing Filter. The edge pixels that caused the unwanted spurs in 
the thinned character images can be removed by morphologically opening the image with a square 
3x3 structuring element. Morphologic openings arc discussed in Section 4.4.1.5. The structuring 
element appears as in Figure 6.24, but note that the image was inverted before this l ’s element 
was applied. An alternative would have been to close the non-inverted image with this structuring 
element.
This opening removed one and two pixel wide spikes as shown in Figure 6.25. When the 
thinning routine was then applied, the resulting image was spur free, as shown in Figure 6.26. The
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Figure 6.24: The Square 3x3 Structuring Element.
hexagonal image can be smoothed by a hexagonal structuring element as shown in Figure 6.27. but 
this was found to be unnecessary.
Figure 6.26: Rectangular System Text, Morphologically Smoothed and Thinned.
The Hexagonal Thinner. A similar iterative thinner to Chin's was developed for use on the 
hexagonal image. Here 6 thinning templates and 3 restoring templates arc required as shown in 
Figure 6.28. As with the square thinner, the thinning templates switch the centre pixel to ”0" if 
all the "0" and " 1" conditions in that template arc true, and the restoring templates ensure that the 
skeleton is not broken. The thinning templates test for pixels on the edges of features. Every pass
PROG
Figure 6.25: Rectangular System Text. Morphologically Smoothed.
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Figure 6.27: The Hexagonal Structuring Element.
of the thinning templates through the image removes a layer of value "1" pixels from each edge of 
the feature.
The templates presented in Figure 6.28 are logical operation templates. With some processors 
it may be advantageous to replace them with convolution templates, where, logic 1 becomes +1, 
logic 0 becomes -1, and logic x becomes 0. With the convolution set of templates, F¡ =  - T j ,  T2 = 
-T 4. Ti =  -T é. and so only the thinning templates [Ti, T2, Tj] need to be applied to each image 
point, if the magnitude of the template operator is compared with the threshold value of 3. However, 
as described in Section 3.4.2 on the addressing of memory in the rectangular and hexagonal systems, 
if orthogonal axes arc used to address pixels, then two sets of templates will need to be stored for 
use on alternate lines. As observed in Figure 6.29, these templates are able to thin the text correctly 
without the need for pre-filtering. The spur, caused by the foot of the "G" in the rectangular image, 
docs not occur. This could be advantageous, as the feature is probably type-face dependent. Chin 
et al [27] observe that the skeleton produced by their algorithm departs from the ideal skeleton at 
sharp comers, in that the skeleton is biased towards the inside of the comer. This effect is less 
pronounced with the hexagonal algorithm, as can be seen in the "G" of the comparable images.
Restoring template T7 prevents the erasure of vertical and near vertical lines. It is the simplest 
of the restoring templates and is applied to the image pixel under test so that the pixel locates with 
the left-most" 1" o f the template. If the pattern 0110 exists the leftmost "1" will be preserved and 
the thinning process will move on to the right-most" 1 ” which T? will not be able to preserve as the 
pattern will now be 110i/ where // is either "0" or " 1". In this way single pixel thick vertical skeletal
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Figure 6.29: Hexagonal System Text Thinned Without Morphological Smoothing.
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features arc preserved.
Tg and T» are more complicated than Tt. They operate at +60° and —60° to the horizontal 
as shown in the vector diagram inserted in Figure 6.28. The 0110 decision as with T) still exists 
at the centre of the templates but the extra constraints of the two "Is" on either side of the 0110 
structure have been added to limit the effectiveness of these restoring templates. In Tg and Tg the 
central element is placed over the pixel about which the decision is to be made. A pixel value of 
”1" is retained if all the "0,1" conditions arc met. The 7g and Tg values were chosen after some 
experimentation. If the simple 0110 decisions had been retained, double pixel thickness lines can 
occur at some positions within the skeleton as shown in Figure 6.30. The restoring templates shown 
in Figure 6.28 were found to be the simplest that ensured connected, single pixel width skeletons. 
It was not necessary to increase the complexity of Ti.
Figure 6.30: Hexagonal System Text Thinned Without Morphological Smoothing, but Utilising
A Comparison of the Hexagonal and Square System Text Thinning Techniques. High res­
olution images of printed text were captured and then processed to produce equivalent 256x256 
resolution images of square and hcxagonally sampled text. Some of these texts contained the 
complete alphabet for a particular typeface, and others samples of English words. The smallest 
characters contained strokes with an average width of two pixels, whereas the largest contained 
strokes that were up to thirty pixels thick.
ROG
Simplified Restoring templates.
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No. bro­
ken before 
processing
No. bro­
ken by 
processing
No. incor­
rectly 
thinned
No. obvi­
ously 
better than 
in the other 
system
No. of 
spikes
No. cor­
rectly 
thinned
Hexagonal 4 0 1 5 0 149
Square 3 0 7 1 3 143
Tabic 6.4: A Comparison o f 150 Small Characters.
Table 6.4 provides statistics from a comparison of 150 of the smallest characters thinned. 
Several characters contained breaks attributable to the digitisation process. It is unlikely that 
characters smaller than these would need to be processed by a practical text reading system. The 
number processed correctly was high in both cases. For the hexagonal system the letter "t” was 
incorrectly processed to a skeleton that resembled an "1”, while in the square system, three capital 
letters contained unwanted spikes that could not be removed by morphological smoothing in a 
preprocessing stage as this process removes lines with a pixel width of less than three pixels. 
Additionally, in the square system, four lower case letters contained errors that could not be 
attributable to any cause. It was concluded that for both systems thinning can be accomplished 
correctly for the majority of such small characters, but that for the square system the unwanted 
spikes resulting from single pixel deviations in the character perimeters cannot be removed by the 
previously discussed morphological smoothing technique. These spikes can occur randomly in any 
letter and introduce additional junctions in the skeleton that will inhibit the correct operation of 
character recognition processes that arc based on the analysis of the relative position and type of 
such junctions.
Table 6.5 provides statistics for a comparison of 150 large characters. These contained strokes 
with widths of at least four pixels. With these characters no gaps occurred within the digitised 
characters and no errors were detected in any of the digitised skeletons apart from the square system
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No. bro­
ken before 
processing
No. bro­
ken by 
processing
No. incor­
rectly 
thinned
No. obvi­
ously 
better than 
in the other 
system
No. of 
spikes
No. cor­
rectly 
thinned
Hexagonal 0 0 0 0 0 150
Square | 0 0 0 0 204 150
Tabic 6.5: A Comparison of 150 Large Characters.
"spikes" which occur more frequently in large characters. After these spikes had been removed by 
a morphological smoothing filter the square system characters were all processed to their correct 
skeletons as noted in the rightmost column of Table 6.5. It was concluded that for both systems 
thinning can be accomplished correctly for characters, but that for the square system a morphological 
preprocessing stage must be included.
M
Figure 6.31: The Letter "E" with Superimposed Skeletons, (a) Square Sampled, (b) Hcxagonally 
Sampled.
In a further test the quality of the skeletons resulting from the square and hexagonal processing 
were evaluated. The tests were performed on images of a Times Roman character set of 62 upper 
case, lower case and numerical characters. The character set contained features such as vertical, 
horizontal and angled strokes, tails, and a variety of curves that can be found in most character 
sets. Figure 6.31 shows an unprocessed letter "E" with a processed skeleton superimposed on it for 
both systems. The resulting skeletal features displayed in this figure arc typical of those found in
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the other characters in the set. The points of comparison included:- (a) The position of the major 
skeletal lines with respect to the medial axis of the strokes in which they lay. (b) The correct position 
of skeletal junctions, (c) The biasing of the skeleton towards the inside edge of curves.
(a) The skeletal lines processed from the tong strokes that go to make up the individual characters 
were checked for correctness of position with respect to the observable medial axis of each stroke. 
These skeletal lines were found to be positioned to withinone pixel of the medial axis in both systems 
for all but one stroke in the hexagonal and four strokes in the square system. Table 6.6 details the 
results. These deviations from the perfect skeleton were few in number and not considered to be 
large enough to affect the subsequent character recognition processes in either system.
System No. of characters No. of strokes No. better than in other 
system
Square 62 147 1
Hexagonal 62 147 3
Table 6.6: Analysis of the Skeletal Lines of Character Strokes.
(b) The positions of the skeletal junctions, which arc formed where the skeletal lines relating 
to the character strokes meet, were evaluated for each grid system. Such junctions arc marked 
"A" in Figure 6.31. The type and relative positions of junctions form the basis of many character 
recognition systems. The junction points were found to be placed closer to the geometric centre of 
the section of the original character in their locality with the hexagonal system.
System No. of characters No. of junctions No. better than in other 
system
Square 62 150 1
Hexagonal 62 150 78
Table 6.7: Analysis of Skeletal Junctions.
Table 6.7 details the results. More than 50% of the junctions were more optimally placed in the 
hexagonal system than their counterparts in the square system. Only one junction was found to be
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more optimally placed in the square system than its counterpart in the hexagonal system.
(c) As discussed previously in this section, the square system thinner was found by Chin [27] 
to produce skeletons that are biased towards the inside o f tight curves and comers. Such points 
have been marked "B" in Figure 6.31. A similar biasing was evident in the skeletons produced by 
the hexagonal system, but was less pronounced than in the square system. Table 6.8 details the 
results. More than 50% of the skeletons were less biased towards tight curves in the hexagonal 
system characters than their counterparts in the square system. Only one instance where the square 
system performed more optimally could be found.
System No. of characters No. of tight curves No. better than in other 
system
Square 62 136 1
Hexagonal 62 136 73
Table 6.8: Analysis of Tight Skeletal Curves.
These results have shown (hat the hexagonal character thinner produces skeletons which main­
tain a better representation of the elements of the character's shape than the square system thinner.
Implications for the Processor Architecture. Chin et al [27] suggest a pipeline proccssorelcment 
(PE) to implement the 10 templates in their scheme. The pipeline comprises a PE for each iterative 
step, and so sufficient PEs must be provided for a given thickness of line to be thinned. Pipeline 
processors arc discussed in Chapter 8. Chin’s PE contains 3 video line delays to assemble the 
4x4 local area required by the templates. The templates arc applied, in parallel, by a number of 
combinational logic gates, and the new value for the central pixel of the local area is put onto the 
output stream. The hexagonal scheme presented here requires only 9 templates, but 4 video line 
delays arc required to assemble the 5x5 local area. Some address switching will also be required 
between alternate video lines.
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6.3.1 Printed Character Study Conclusions.
The hexagonal thinning algorithm was found to maintain the essence of the characters’ shapes better 
than the rectangular algorithm, with less bias of the skeleton to the inside of sharp comers, and a 
more exact positioning of the skeletal junctions. The hexagonal grid results in 13.4% fewer pixels 
and no morphological pre-filtering was required. The morphological "opening" pre-filter, used with 
the square system to remove unwanted spikes, can cause breaks in the character if the number of 
pixels in a line element is less than three. This can happen if the local area enclosing the character is 
allowed to become too small. Hcxagonally processed characters do not exhibit these spikes and so 
the pre-filter is not required and these small characters can be successfully processed without breaks 
being introduced in their skeletons. There arc 9 templates to be tested in the hexagonal system as 
opposed to 12 for the square system. Overall, fewer bits need to be tested for the hexagonal images, 
but an extra video line delay is required. Most commercial document readers incorporate a line 
scan camera as the image sensor. A dual-line scan camera, or an electro-optic deflector would need 
to be developed if hexagonal character processing were to be incorporated in such a reader.
6.4 Final Conclusions.
Detailed conclusions for the sand core case study arc included in Section 6.2.3, and for the printed 
character processing case study in Section 6.3.1. Several of the hexagonally sampled images were 
found to be easier to interpret by a human observer than their square system counterparts.
For many of the square and hexagonal algorithm comparisons reported in this chapter the two 
systems produced equivalently accurate results. The hexagonal system processed long thin defects 
and printed character skeletons to a higher quality, but the main advantage of the hexagonal system 
is that a comparable processed image quality can be achieved with 13.4% fewer sampling points 
per unit image area, and with simpler processing templates.
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C hapter 7
Computer Architectures for Machine 
Vision.
7.1 Introduction.
This chapter contains a survey of the computer architectures that are commonly used for computer 
vision. The advantages of pipeline architectures that perform low level local operations in controlled 
lighting conditions arc given. Such conditions often exist in an industrial environment.
Processors are classified, and the advantages of each type listed. Two and multidimensional 
arrays arc explored further with an explanation of fine and coarse grain processor arrays. Fine 
grain arrays and processors within a pyramid arc sometimes interconnected hexagonally to their 
nearest neighbours, if hexagonal operations arc to be performed. Several practical machines arc 
investigated.
One dimensional vector arrays and pipeline processors are discussed and examples of their use 
in image processing given. Pipeline processors arc subdivided into real-time processors that can 
operate at the data rate of the sensors, and recirculating systems that store partial results in image 
frame stores and process the image by passing the data several times through the same short pipeline.
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7.2 The Parallel Processing of Images.
Images can be one or multidimensional, but the sensing process when an image is quantised, is 
often two dimensional or less. The multidimensional image data is built up over a period of time, 
and often stored in a memory device of equal or lower dimensional organisation.
The majority of computers at the present time employ processors that can compute a single 
instruction on a single data at any one period of time. Image processing on this type of architecture 
involves organising a 1-D stream of data and instructions from memory, through the processor, and 
back to memory again in such a way that efficient processing results. The image processing rate 
is limited by the switching speed of the devices contained within the computer processor and the 
memory.
Most image processes require several computer instructions to complete for each image pixel, 
and may need support from several additional pixels. An example of such processes arc the local 
convolution filters presented in Section 4.4.1.2. Equation 4.2, reproduced here, is used to calculate 
the value o f the output pixel Ps.
4 4 4 4 4
Ps =  0*1,1 +  1» *2.p +  f  '3 ,p  + <I Y 1  *4,p +  r  II *5,p +  /  *6-P (7>1)
Where a ,b ,c ,d ,r , and /  arc filter weights associated with the six shells, im,„ are the local area 
pixel values, and p  is an integer number from 1 to 4. Six multiplications and twenty five additions 
are required for the computation of each output pixel. If we consider a computational instruction -  
data space, the dimensionality of this space will be a function of the dimensionality of the data, any 
local area specified within the data, and the complexity of the calculation.
Parallel processing involves the use of two or more processors operating within this space. The 
image processing rate is now a function of the number of processors. This function is not linear 
as communication overheads between a processor and memory, or another processor, increase with
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the number of processors. Parallel processing can offer a faster processing of images, or a more 
cost effective solution at the same rate if a less expensive processor fabrication technology is used.
7.3 The Classification of Processors.
Flynn [54] classified processors into four groups:-
• Single instruction stream -  single data stream (SISD).
•  Multiple instruction stream -  single data stream (MISD).
• Single instruction stream -  multiple data stream (SIMD).
• Multiple instruction stream -  multiple data stream (M1MD).
The term stream refers to the flow of data or instructions through the processor during program 
execution.
SISD. This type of processor is used in the classical architecture in wide use today. The processor 
communicates with the memory and input - output devices via data and address busses. Instructions 
and data arc sequenced into a single stream through the processor by the computer program. The 
program is relatively easy to write as all events arc separated in time.
MISD. Here there is a single stream of data from the memory, but the stream passes through 
several processor elements (PEs), each of which performs a different operation on the data before 
the data is sent to its destination. This arrangement of PEs can be thought of as a pipeline, data 
enters one end of the pipe, is processed by each pipe segment as it flows through, and then emerges 
processed, at the far end of the pipe. This is shown diagrammatically in Figure 7.1. At a panicular 
time PE3 is operating on dataO, PE2 is operating on datal, and PEI is operating on data2.
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Figure 7.1: A MISD Pipeline.
The pipeline is a group of PEs operating in the data -  instruction space, and so can be termed a 
parallel processor. Programming flexibility can be compromised by such an arrangement. Events 
are separated in time, as with the SISD processor, but the sequence of instructions performed in a 
single pipe docs not allow branching or easy rescheduling of instruction order. Efficient computation 
is achieved by applications where the same set of instructions need to be applied to large sets of
SIMD. These processors again contain several PEs, but here each PE has direct access to at least 
part o f the memory. In some cases the PE may incorporate a memory element or group of elements. 
Each PE in the processor will be performing the same instruction at the same time. The PEs are 
processing the data in parallel.
Being so closely associated with memory the PEs tend to be formed into arrays of the same 
dimension as the memory organisation. The dimensionality is no longer simply a matter of the 
way the memory is addressed, but also indicates which PEs arc near neighbours and may need 
to communicate with each other. In an alternative architecture the PEs arc formed into a lower 
dimensional array through which the data is streamed in parallel. In both cases each PE in the array 
is a SISD processor, but in many applications the arrays tend to be large and the PEs simple so that 
many can be integrated onto a single VLSI device. The next instruction for all the PEs to operate on 
is broadcast to each PE simultaneously from a system controller. The controller is programmed so 
that the PE array will process the data. Efficient computation is achieved by applications requiring
146
the same instruction to be applied to every data point simultaneously.
MIMD. As with SIMD processors each PE has direct access to at least part of the memory, but 
each PE can be executing a different instruction at any one time. There is a tendency for the PE to be 
more complex than the SIMD PE, and for it to access a larger local area of memory. A wide variety 
of applications can be run on such a processor. The programmer must divide the task between PEs 
so that the process will run efficiently.
Bandwidth and Latency. Flynn [54] defines computational or execution bandwidth as the number 
of instructions processed per second, and the storage bandwidth as the retrieval rate of data from 
memory. He defines latency as the total time associated with a process from excitation to response 
for a particular data. In practical terms, the latency is the number of processor clock cycles that 
elapse between the input of a datum and the output of the processed result.
Processor Architectures. These characterisations and definitions are used in the following de­
scriptions of image processing architectures. The architectures are grouped according to the dimen­
sionality of the arrays in which the PEs reside.
7.4 Two and Multi-Dimensional Processor Arrays.
7.4.1 Introduction.
An array of PEs is a group of elements that operate in parallel to process a set of data. Consider 
initially a simple image intensity transform where each member o f a data set j  is multiplied by 
a scaling constant A'. Each transformed pixel a,,j =  A'6,j. An array of PEs of size i x j .  could 
transform the entire array in one operation time period. However, in many image processing prob­
lems, di'j would be a function of pixels within a local or global area. To facilitate these operations,
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interconnection is provided between PEs. The topology of the interconnections determines the 
dimensionality of the PE array. Figure 7.2 shows two examples of 2-D interconnection topology.
Figure 7.2: 2-D Processor Array Interconnection Topology, (a) Rectangular, (b) Hexagonal.
3-D interconnection involves the vertical stacking of such 2-D planes, or the formation of toruscs 
etc, as with Li and Maresca’s [ 1031 polymorphic torus. Multidimensional interconnection topologies 
are also realisable. The PEs in an array can be S1MD or M1MD. MIMD implies a high level of 
processor autonomy, but some autonomy is possible for PEs within the SIMD definition [112], for 
example, some PEs may be switched off during a processing stage, or several array controllers may 
exist enabling separate tasks to be performed in different areas of the array. Autonomy in other 
forms is realisable, for example connection autonomy and addressing autonomy. Fountain [551 
suggests that Flynn’s [54] original taxonomy is unable to deal with the various PE autonomy issues. 
Maresca ct al. [112] have published a tree structured taxonomy with Flynn’s MIMD, MISD, and 
SIMD definitions as roots, the various autonomy and topological connection definitions as branches, 
and implemented examples as leaves. A taxonomy generalised for parallel computers in all data 
processing fields is provided by Skillicom [162].
It is through a study of the history of implemented architectures that an understanding of 
processor arrays can be obtained. Fountain [55] provides an in depth study of such systems up to 
1986. A special issue of the Proceedings of the IEEE on computer vision, 1988, edited by Li and 
Render [102], provides survey papers on architecture by Cantoni an Lcvialdi [22], and by Maresca
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et al. [112]. More recently, 1989, there has appeared a special section in the IEEE Transactions on 
Pattern Analysis and Machine Intelligence, on computer architecture, edited by Dyer [51]. Some 
of the main points are examined in the following sections.
7.4.2 Fine G ra in  Arrays.
Fine grain arrays arc more likely to be used for low level image processing where there is an 
advantage in associating the array structure with the original data structure and applying connections 
between elements in local areas. Hexagonal interconnections where each processor connects to its 
six nearest neighbours are often realised, especially in systems designed for morphological image 
processing. Simple SIMD PEs arc often used because arrays are large, many PEs can be integrated 
on to each VLSI device, and the single instruction processing reduces communication overheads. 
Figure 7.3 shows a fine grain array together with some of the other units required to realise a system.
Figure 7.3: A Fine Grain Array System.
The control unit broadcasts image processing instructions to the PEs in the array, and receives 
back busy -  finished signals from each. Many array processors arc used with a raster scanned input 
device such as a TV camera. The TV picture is captured by a frame grabber and then reformatted so 
that efficient array loading can be achieved. Loading such images requires the hardware overhead 
of the reformatting logic, and a loading time overhead. Loading is often achieved by transferring a
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complete column of data from the reformatting logic to the array, and rippling this and subsequent 
columns across the array until all columns arc filled. In the Clip4 array [55] the data and control 
paths arc separated so that image loading can be performed concurrently with image processing. 
This requires an additional hardware overhead. Direct light input to the array has been investigated 
in the UCPR1 [49] system. This had a 20x20 array of PEs each with a photodiode input. The 
Hughes wafer stack [130] has a front end wafer comprising an array of sensor elements.
The University College Clip4. The Clip4 system [55] is a fine grain SIMD processor that 
embodies the features of Figure 7.3. The Clip4 chip, which is used to assemble the array, was 
designed in 1974, and was limited by the fabrication technology available. Limitations included 
the number of transistors per device (5000), the packaging (40pin), and the clock speed (5MHz). 
The resulting device contained 8 PEs and has been used to build arrays of from 32x32 to 128x128 
elements. The arrays can be connected in square or hexagonal 2-D meshes. T he processor 
data width is 1-bit, and as a processing speed example, an 8-bit addition can be performed in 
80/iS. The processor can perform Boolean operations, a 32-bit RAM is provided in each PE, and 
input gating is used on the near neighbour input connections to facilitate efficient morphological 
operator implementation. Individual PEs can be switched off by certain processes, and a global 
propagation function allows data to be passed through the array 50 times more efficiently than if 
propagation is limited to near neighbour only communication. Clip4 arrays have been used for 
many applications [48]. A process involving the measurement of the rate of growth o f  biological 
cell cultures was possible, for a large number of samples, as computation could be performed in 
less time than it took physically to change the sample [55].
The Goodyear MPP. Improved specification SIMD PEs have followed the Clip4, for example 
the Goodyear MPP [12]. The MPP system employs an array of 128x128 PEs. Each PE has separate
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logic and arithmetic processing units, enabling much faster arithmetic processing than is possible 
with Gip4. For example, an 8 bit multiplication can be performed in 10ftS  as opposed to 2mS 
for G ip4. 8 PEs arc integrated on each chip, the clock rate is 10MHz, the pin out is 52, and each 
PE can be associated with external RAM. MPP systems have been used to process Landsat images. 
Here, the program is based on a sophisticated clustering algorithm. The final cluster of like valued 
pixels represents a feature.
The GEC GRID. A big step in SIMD technology has been the provision of autonomy in in­
terconnection topology. The GRID [151] array system has a nearest neighbour switching facility, 
normally PEs arc connected in a square mesh to their 4 nearest neighbours, but switching to the 4 
comer neighbours is possible within one instruction cycle. For enhanced global calculations, such 
as histograming, the "E" register in each PE is connected to the "E" register in the other PEs to form 
a large, single, shift register. Other registers enable the efficient rank ordering of values in a local 
area.
The M IT Connection Machine. The connection machine, reported by Hillis [77], provides 
greater PE connection autonomy. The first system comprised o f4096 VLSI devices, each containing 
16 PEs, and a sophisticated message router. Two interconnection networks were incorporated in the 
array, a 4-way nearest neighbour connection, and using the router, and message packet switching, a 
12-D Boolean n-cube was superimposed on the nearest neighbour mesh. However, there was only 
one router for each group of 16 PEs, and so only groups were connected by the n-cube network. 
Much of the PE function was involved with interconnection. The interconnection flexibility should 
improve the efficiency of global calculations, and the efficiency o f high level processes that do not 
map so readily to the fine grain array -  input data architecture.
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7.4.3 Coarse G ra in  Arrays.
With coarse grain arrays, one PE will be associated with many data, or large local areas of pixels. 
In some systems memory may be shared among PEs. The PEs arc likely to be sophisticated 
micro-computers, and considerable processing and communication autonomy will be devolved to 
them. The array is likely to be a MIMD processor. Communication overheads limit the number of 
processors that can be inserted in an array to obtain faster processing. For some processes, such as 
low level image processes, it may be advantageous to divide the image space and associate one PE 
to each local area. For higher level processes, the computer programmer may perceive an advantage 
in redistributing the processing in a different way across the array. This is easier with a shared 
memory system. The following arc examples of coarse grain systems.
The Transputer. The transputer PE |87] is a sophisticated micro-processor and communication 
device integrated on a chip. It has 4 high band-width serial ports that enable it to be connected to its 
neighbours to form a 2-D array. Other interconnection topologies arc possible [51. Various devices 
arc available within the family offering options such as floating point processing and large local on 
chip RAM. Even additional externally connected RAM is considered as being local to the PE. Its 
price is too high for it to be a fine grain array element. It is used in various coarse grain arrays, 
and as a high level processor array element in systems incorporating a low level pre-processor. For 
example. Valkcnburg ct al. 1180] arc developing a system with a pipeline low level processor front 
end that feeds a transputer array, and Nudd ct al. [131] arc developing a 4 level pyramid machine 
with an 8x8 transputer array at the second highest level.
The Hypercube. A computer with n2 PEs. each with a direct connection to log(n2) others. The 
connection machine, discussed in Section 7.4.2 is such an architecture. MIMD cubes also exist 
such as the Intel iPSC (88).
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The PRAM. The parallel random access machine is where there is a global stored memory access 
by all of the PEs. Variations exist with machines that allow PEs either to read from or write to the 
same memory locations simultaneously. PRAMs are discussed by Stout [167].
7.4.4 P yram id  Processors.
A pyramid architecture is shown in Figure 7.4. At the base of the pyramid, level 1, is the input 
image. This is connected upwards to level 2 so that four level 1 pixels connect to one level 2 pixel. 
This is known as a quadrature pyramid, binary, hexagonal, 16-way, and other connection systems 
have also been realised. In its simplest form the structure may be a pyramid of memory elements so 
that reduced resolution images are stored at each level, as with the pipelined parallel machine [19].
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Pyramids of PEs arc also realisable, with architectural variations in the types of PE at each level, and 
in the autonomy of control. PEs communicate between neighbours within their level, and also pass 
data upwards to their associated PEs at the higher level. Some processes require that data passes 
both up and down the pyramid, as with Watson and Ahumada’s [184] data compression pyramid. 
PEs can work autonomously within the pyramid, or control can be passed down layer to layer from 
the apex.
In one type of pyramid, the PEs are of the same type in each level, the arrays can be coarse 
grained [70], or more usually fine grained [171]. In another type, different PEs will be incorporated 
at the different levels, as with Nudd ct al [131], where level 1 is populated by a 256x256 array of 
SIMD PEs, level 2 by a 16x16 MIMD array, level 3 by a 8x8 transputer array, and level 4 by a host 
Sun workstation. Pyramid processors are efficient architectures for image understanding systems. 
The input is any general image at level 1 and the output would be a description of the scene in 
the form of say a list o f objects at the highest level. This is the goal of computer vision and is 
currently beyond the scope of existing machines. It may be possible to map Marr’s three stage 
representational framework (Section 2.2.3) onto such a pyramid, or perform 2-D scene analysis 
with low level processes performed in level 1, and mid level processes in level 2 etc.
Hexagonal Pyramids. Hartman and Tanimoto [74] investigated a hexagonal pyramid data struc­
ture for image processing. Level 1 (taking 1 as the lowest level) was tiled with hexagons, but each 
hexagon was subdivided into 6 equilateral triangular pixels. 4 triangles were then combined to 
give a single equilateral triangle at the next level, as shown in Figure 7.5, where level 1 triangles: 
[a,b,c,d] combine to give a level 2 triangle: [A]. PEs could also be arranged in such a scheme, 
but the basic triangular pixel scheme is difficult to sample directly with a raster scanned device as 
the image line spacings would be uneven. Resampling hcxagonally sampled data to the triangular 
scheme could be achieved relatively easily.
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Watson and Ahumada [184) present a hexagonal pyramid structure that models the processing
structure in the human eye. Their technique is described in Section 2.2.3.1.
Figure 7.5: Hartman and Tanimoto’s Pyramid Structure.
7.5 One Dimensional Arrays.
As described in Section 7.4.2,2-D arrays of PEs map efficiently to 2-D images, but often the image 
sensor is a device producing a 1 -D data st ream. A 1 -D array of PEs, operating on the data stream 
produced by the sensor may be more efficient for some processes as no reformatter buffer or array 
loading is required. Alternatively, a 1-D vector array of PEs can be swept through the 2-D image 
data. Only n PEs arc required, as opposed to n2 for a 2-D array.
A 1-D systolic array is shown in Figure 7.6. Here, each PE is operating the same instruction. 
There arc two streams o f input data. X and Y. and one output stream, Z. Stream X could represent 
image data, and Y, filter coefficients. Stream Z would be the filtered image output.
A pipeline processor can be similar to a 1-D systolic array in that the PEs can be performing 
the same instruction, but often each PE performs a different instruction. The input and output data 
streams arc always pipelined. Data transfers between PEs arc highly synchronised, but often in a 
pipeline of autonomous PEs, the longest process will determine the data rate through the pipeline.
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Figure 7.6: A Typical 1-D Systolic Array.
Figure 7.7: A Typical Pipeline Processor.
Often a pipeline has only one input data stream, the filter coefficients etc. arc pre-programmed.
7.5.1 Vector Arrays.
Clip7A. This system is described by Fountain [55], it is a systolic linear array of 256 pairs of 
Clip7 PEs. The Clip7 was developed from the Clip4, but contains 8-bit input/output registers, 16-bit 
internal registers and ALU, and an external RAM interface on a single chip. Each PE can operate 
autonomously within the array, but the data streams, which arc conceptually similar to those in 
Figure 7.6, enable the system to keep within the classification of a systolic array. Data is loaded 
serially into the array of PEs and stored in local memory associated with each PE. The array can
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emulate a 2-D array of PEs, and at a higher processing level can be more appropriate for processing 
symbolic data sets. Clip7A has been used to simulate a 256x256 PE SIMD array and the concurrent 
processing of several smaller arrays. Locally directed database processing can be performed by the 
array and this is a pre-requisite to object identification. Figure 7.8 shows an application in which 
a 256 PE array is scanned through an image space containing two separate images. One string of 
PEs is processing image A and another string image B.
Processors operating on A Processors acting on B
Figure 7.8: A Clip7A Linear Array Operating on Two Sub-images, A and B.
WARP. This 1-D array processor is classified by Marcsca ct al. [112) as a MIMD machine, with a 
linear network topology, and a floating point calculation capability. The system is a programmable 
systolic array processor. One of its design specifications was that it should support computer 
vision research. Warp was designed at Camcgie-Mcllon University, USA, and the basic system 
is described by Gross ct al. [69]. The array can be of 10 or more PEs, with each PE constructed 
from commercially available devices on a separate circuit board. It includes Weitex floating point 
multiplier and ALU devices. The PE internal architecture is explained further by Kung [97]. A 
VLSI version of the PE is planned.
The system was designed to process most low level vision algorithms. A library o f200 low level
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algorithms was consulted to ensure that this was possible. Local operations such as convolution, 
and global operations such as the FFT and the Hough transform can be performed. Kung and 
Webb [99] describe the mapping of image processing algorithms onto the array.
The 10 PEs connect to a host computer that controls how the PEs will operate, and how they 
will be interconnected for a particular task. All 10 PEs can be connected in a pipeline with each 
PE performing the same or different operations, or the PEs can be connected to form several short 
pipelines. The PEs contain local storage for partial results which may be required by later stages of 
the algorithm execution. The interconnection topology and PE internal architecture are very flexible 
to allow for the wide variety of algorithms that can be processed. This flexibility also requires that 
address information must be transmitted along with the data through the array. The Warp system 
is a very fast processor, but some processes will give a larger performance increase over a SISD 
computer than others, depending on how efficiently the process can be mapped onto the hardware. 
Warp’s architecture and its implementation arc discussed further by Annaratonc et al. [4]. The use 
of the Warp array together with a host computer for the control of an autonomous land vehicle is 
described by Crisman and Webb [32],
7.5.2 Pipelined Processors.
A typical industrial vision system might use a raster-scan TV camera and a converter to produce a 
512 x 512 pixel picture, 50 or 60 times a second. Ideally, the image processing system should be 
able to process one frame of a picture before the next frame is available giving maximum system 
throughput. Such a system is referred to here as a ‘real-time’ system. Such a bandwidth may not be 
required for a particular application. Very fast processing can be achieved using SIMD and MIMD 
array processors. However, the cost and complexity of 2D arrays of PEs for industrial systems 
can be high. Many PEs arc required for real-time processing, and large random access memories 
may be needed at each PE to store image and program data. Additionally, these systems must
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employ a frame store and data reformating logic which introduces a delay of one video frame time, 
unless extra hardware facilities that allow array loading during processing of the previous image 
are provided (as with Clip4 [S5]), or the problems of optical image input and output to each PE can 
be solved [55].
As discussed in Section 4.4.2.1, with industrially derived images, or images captured under 
controlled lighting conditions, local image processing operations can be sufficient. Local image 
processing operations do not require a knowledge of the complete frame of an image, but only of a 
group of adjacent pixels. If these operations arc performed on a pipeline processor there is no need 
to store a complete image. Such a processor may operate directly on the serial data stream from 
the digitised output of a raster-scanned device. The PEs must operate in real-time, but since the 
operations are very simple only a few lines of the image need be stored in line length shift registers 
within each PE. Figure 7.9 shows a pipeline processing element which stores two lines of the video 
image.
Figure 7.9: A Pipeline Processor Element.
In this example, three bytes of each of the two line storage registers, together with three bytes 
from the previous line, form a 3x3 local image area on which processing is performed. Real-time
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processing operations arc performed on this array of elements and a new value for the centre pixel 
is calculated and output to form the output video stream. Storing more lines of an image enables 
larger local areas to be used. For example a 5x5 pixel area could be used by storing four video lines. 
Processes of increased complexity can be achieved by cascading a number of PEs in a string.
Many pipelined image processing machines containing PE architectures based on that of Fig­
ure 7.9 have been rcponcd in the literature. Few arc limited to contain just this simple PE design 
but also have general purpose ALU and lookup table elements. If the Warp system, described in 
Section 7.5, is considered as a pipeline, then each PE can also contain local memory to aid multi-pass 
algorithm calculation. However, this feature causes Warp to be classified as a 1-D MIMD array. 
Some of these existing systems are now reviewed under the headings of Real-Time Pipelines and 
Re-Circulating Pipelines.
7.5.2.1 Real-Time Pipelines.
Figure 7.10: A Real-Time Pipelined Image Processor.
Figure 7.10 shows a typical real-time pipeline processor arrangement. A video source provides 
analogue video and TV synchronisation signals which arc digitised by an analogue to digital 
converter (a.d.c.). These arc fed into a pipeline o f PEs. Each PE performs a separate operation on 
the data, and then at the end of the pipeline, the signal is converted back to an analogue signal by 
the digital to analogue converter (d.a.c.). In this case the TV synchronisation signals have also been 
passed down the pipeline and delayed equally with the data in each PE. The processed image can
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be viewed on a TV monitor. The bandwidth of the system is a function of the number of pixels per 
TV line. This could typically be 512. The output rate of processed images is the same as the TV 
frame rate, and so such a system is classified as being a video rate, real-time system. There will, 
however, be some image latency in the system, depending on how many TV scan lines are stored 
in each PE and the number of PEs. This latency may limit the rate at which an object can be moved 
in an application where an image is enhanced for a human operator. In an alternative mode of use 
the pipeline could form a pre-processor for a host computer. The interface would probably contain 
a frame store buffer.
Early pipelined image processors are reported by Preston ct al. [145] in a review paper published 
in 1979. The basic PE architecture of Figure 7.9 is evident in these systems, but at that time only 
the Cytocomputer was capable of real-time processing.
The Cytocomputcr architecture is described by Loughccd and McCubbrcy [106]. The PE design 
conforms closely to Figure 7.9, but with a programmable operator function. The PEs in the pipeline 
are hardware identical, but programmed for differing operations. The operator processor is limited 
to morphological and logical operations on a 3x3 local area. Scan line lengths up to 2048 pixels 
can be accommodated, and PEs arc constructed on individual circuit boards from LSI and VLSI 
components.
The PIPE system developed by Luck [107, 108] is usually configured with from three to eight 
PEs. Each PE contains three look-up table operators, image combining units, a 3x3 arithmetic or 
Boolean local operator, and output crossbar switching logic. Images with resolutions from 256x256 
to 1024x1024 can be processed. The pipeline forms pan of a low level processing system, with 
an interface to a SISD computer which is used for high level processes. Other system components 
arc four frame buffers, a global histogram processor, a video interface, and a system controller. 
The crossbar switching enables data to process normally along the pipeline, for data to be switched 
in reverse direction along the pipe, or for the PEs to operate independently. Morphological and
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filtering operations arc possible.
A University of California machine is reported by Ruetz. and Brodsen [156]. This system 
provides a custom chip set for the designer. Each PE function is realised by a different VLSI chip. 
Advantages include real-time operation and potential cost reduction through the use of VLSI, but 
the non programmability of PEs has led to a dynamic inflexibility and a requirement to design a 
different chip for each PE function. The PE chips produced include a 3x3 convolver, a 3x3 soning 
filter, an edge detector, a morphological operator and a contour tracer which locates closed contours 
after the edge detection stage.
A pipeline system designed at the University of Strathclyde is reported by McCaffcrty et 
al. [119]. The system uses LSI components, operates in real-time and employs sophisticated image 
processing algorithms. Unfortunately the system is limited to edge detection.
Mcllroy et al. [123] have designed a real-time PE using LSI logic devices that performs the 
Roberts edge detection algorithm.
Lenoir et al. [100] have designed a PE. implemented on a gate array, capable of several binary 
and grey level morphological operations. The local operator size is 4x3 pixels.
Goldstein and Naglcr [64] have designed a pipeline processor system for detecting surface 
defects in metal parts. Defects include scratches, splits, scale, dents, dirt, corrosion, and perforations 
in ammunition cases. Some defects arc more severe than others for equal size, and so the system 
must identify the type. Each PE is a single board SIMD computer. The first PE is a morphological 
processor, the second a convolver, and the third an ALU. High level processes arc performed by a 
host computer.
Various programmable single chip filters based on the architecture also exist, such as the Inmos 
A110 [87,14], This is a programmable device, with programmable line delays of up to 1120 stages, 
and a data throughput rate of 20MHz. It is cabablc of a range of operations. Template matching, 
2-D convolution (3x7 local area), and image translations can be performed within a single PE.
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However, it is not able, as a single chip, to perform such operations as the Sobcl edge detector and 
the application of templates in parallel. The device contains 21 multiply and accumulate stages. 
These are arranged to implement convolution operations efficiently, but are unsuitable for operations 
such as those in grey-level morphology where each member of the local image area is multiplied 
by a separate coefficient value before a rank ordered selection is made.
1S.1.1 Re-Circulating Pipelines.
video busses
Figure 7.11: A Re-Circulating Pipeline System.
The systems described here arc characterised by having only short pipelines o f PEs, and by individual 
PEs in the line being of a different hardware construction. Frame stores are used to enable data to 
be re-circulated through the pipeline as shown in Figure 7.11, and many video and system busses 
are employed for data communication and system control. Systems are comprised of many separate 
function boards. These systems arc however capable of performing a wide variety of complicated 
image processes, some of which can be classified as being in the mid level vision range. For 
example the convex hull process has been realised by Bowman 117) on a pipeline processor. First 
data is scanned horizontally out of one frame store, processed, and re-stored in the second frame 
store. The data is then scanned vertically out of the second frame store, processed, and rc-stored in 
the original frame store.
The Cyto-HSS is a system, developed by McCubbrcy and Loughecd [105], that is based on a
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pipeline of one or more Cytocomputcr PEs. Other system components include a host computer, a 
video digitiser, a multiple frame store, an image combiner and auxiliary processors. The pipeline 
is capable of performing Boolean and morphological operations. McCubbrcy and Loughccd [122] 
have reported its use for morphological image analysis, as have Crimmins and Brown [31].
Batchelor and Bowman ct al. [9] review developments in image processing for industrial 
inspection, and consider the suitability of arrays, pipeline and SISD processors. They conclude 
that pipeline systems are likely to be the most cost effective. Bowman and Batchelor [18] have 
developed a system called Kiwivision. The standard system has a pipeline of three PEs, each 
performing a different set o f operations. The first PE is a 16-bit ALU, the second a general purpose 
local filter, operating on a 3x3 local area, and the third a look-up table processor. Input/output 
modules and two 256x256 frame stores arc employed. Memory addresses are passed through the 
pipeline and delayed equally with the data. The modules are linked by five sixteen bit busses 
together with a VME bus which also communicates with a 68000 based computer. This computer 
provides system control and high level processing.
Valkcnburg and Bowman [179] describe a new system, Kiwivision II, which consists of a 
pipeline section for low level operations and an array architecture section for high level operations. 
The anay is comprised of Inmos transputers, and the pipeline section of commercially available 
pipeline module boards. They intend to interface the PEs to the standard transputer communication 
links to enable high level control.
Datacubc [34] have produced a series of single board processing modules that can be configured 
as a recirculating pipeline. The low level operation pipeline of Kiwivision II is constructed from 
these boards. The system is expensive, but its flexibility makes it an ideal tool for pipeline research.
In the PREP system developed by Wchncr [185], several parallel recirculating pipelines arc 
used to speed processing, by operating on distinct areas of the image. The system is used for 
morphological and image algebraic operations. The PEs arc simple, only 16-bit integer arithmetic
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is performed, but they have been realised in gate array technology.
7.6 The Choice of Architecture for an Industrial Vision System.
7.6.1 Introduction.
The reasons forchosing a pipeline pre-processor architecture for further development arc explored. 
As stated in Section 2.4.1 an industrial vision system must be cost effective, fast and reliable.
A robot will only be installed on a production line if it can be calculated that over its lifetime it 
will be more cost effective than an alternative method. A robot with vision is more versatile than a 
sightless robot, but to be cost effective the vision system must not add too much to the cost of the 
robot. The cost o f a vision system can be divided into two parts, the basic hardware and software 
costs, and the application development costs. At a research stage, for systems biased towards 
industrial applications, the eventual minimisation of these costs and the ease of technology transfer 
need to be considered. As discussed in Section 7.6.3 it is expected with the proposed pipeline 
system to map one easily defined image processing operation on to each PE in the line. This will 
make the system easy to understand and lead to the fast development of applications. Assuming 
that a versatile system would be widely used in industry, and even used in the home, the use of VLSI 
components would be appropriate. Costs may be further reduced if the variety of VLSI components 
is minimised by designing re-configurable devices.
The VLSI components will eventually be assembled on circuit boards to realise complete 
systems or subsystems. Such circuit boards should be versatile enough to be programmed for a 
wide range of applications. The applications engineer needs to be presented with a development 
station which provides an interface between the high-order processes that arc required, and the 
low-order programming of the hardware. It would be useful if the computation time for a process 
could be easily discernible by the application engineer at the original design stage rather than at the
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simulation or testing stages.
For a simple vision application involving a low part presentation rate, a conventional SISD 
architecture computer may be sufficient. For applications requiring more complicated processing 
or a higher part rate, a parallel architecture may be a more economic or the only solution. Real­
time processing is discussed in more detail in Section 7.6.2, but the economic considerations are 
discussed here.
A 2-D  array of SIMD processors requires one PE for each data element. Simple PEs have 
been assembled in arrays of up to 256x256 elements (date 1987) [55], whereas, pipeline processors 
have been realised that can process image sizes of over 1000x1000 elements. For a 2-D array an 
increase in resolution of two times in each dimension requires a four fold increase in the number 
of PEs. The number o f SIMD PEs that can be integrated on a single device has been limited in 
the past by the fabrication and pin-out technology [55]. Even with the large pin-out capability of 
modem devices, the number of integrated PEs will be small compared to the overall array size. 
Local PE interconnections are provided with various topological patterns enabling efficient local 
operator implementation, however global communications such as image loading arc less easily 
performed. The Connection Machine [77], a composite of SIMD and MIMD processors, solves 
many o f  the communication problems, but as noted by Bowman [ 18] the cost precludes its use in 
industrial machine vision applications. Each of the processes identified in Chapters 4 and 6 could 
be implemented on a SIMD array, but as the PEs tend to be simple to reduce chip area, the time 
taken to  calculate the more complicated operations such as the Sobcl edge detector or a rank order 
selection will be long.
2-D  arrays of MIMD processors can be used to compute low level operations in less time 
than an equivalent SISD processor. The programmer simply divides up the task between PEs. 
However as arrays become large, communications overheads become prohibitive. MIMD arrays 
are likely to be effective for high level processes that require global image decisions, data base
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searches, or symbolic data processing. Valkcnburg ct al. |180) arc researching a system which 
comprises a pipeline processor to provide low level image processing, and an array of transputers 
(MIMD devices) to provide high level processing. The pyramid processor is another system that 
comprises separate hardware for low and high level processes. The low level processes are often 
accomplished on a SIMD array at the lowest level of the pyramid, and the higher level processes 
by MIMD arrays at higher pyramid levels. The top level is often a SISD computer through which 
results are reported. Such a pyramid has been researched by Nudd ct al. [131], The large number 
of PEs required makes the cost of pyramids high and the problems of loading the image into the 
lowest level arc the same as those for loading 2-D arrays. However, pyramids are very flexible 
machines and arc capable of performing a wide range of image processes. For the processing of 
images captured in controlled lighting conditions the range of image processes required is reduced. 
A system comprising a pipeline processor for low level operations and a MIMD processor array for 
high level operations should be sufficient.
Of the 1-D arrays reviewed in Section 7.5 each looked promising for use in industrial inspection 
image processing. The systolic array, Clip7A, requires two PEs for every sampling point along the 
configuration dimension of the array. Each PE requires up to 64k bytes of local memory. One PE 
at each array position is used to access memory while the other processes the image. A minimum 
system for a 256x256 resolution image requires 512 PE and 256 local memory devices, with each 
PE integrated as an individual device. The device count is high, but the system can perform both 
high and low level operations.
The WARP system, reviewed in Section 7.5.1, was developed to be used in a research envi­
ronment and is capable of a wide range of low level local and global operations. The cost of the 
system is high but may reduce if a VLSI PE version is produced in large quantities. Many of the 
image processing operations that WARP is capable of, such as the FFT are unlikely to be required 
to process images captured in controlled lighting conditions.
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Pipeline processors arc ideal for low level local processes, but have been inflexible in the past 
as a different PE design has been required at each stage in the line. Recirculating pipelines have 
overcome some of the inflexibility, but have reduced the processing rate of systems as the PEs must 
be repeatedly used to process the current image before the next is entered. If a single programmable 
PE could be identified and realised as a VLSI device, then long rcconfigurablc pipelines of PEs 
working at real-time rates on the direct video data stream could be economically realised. The length 
of the pipeline would be a function of the complexity of the process, and thus a more economic 
solution may be possible than with 1-D arrays such as the Qip7A. However it may not be possible 
to design a single PE capable of a wide enough range of processes. Such a PE design is considered 
in more detail in Chapter 8. System design can be simplified as ideally each processing operation 
selected by an applications engineer would be run on a single PE in the pipeline, the system would 
thus be clearly understood, and the total processing time estimated using straightforward techniques.
7.6.2 Real-Time Processing.
A real-time system can be defined as one that processes at the image input rate, o r for an industrial 
system one that processes at the object presentation rate. Images acquired by a TV camera arc 
usually updated 25 times a second, the frame rate of the most commonly used European system. 
A processor would need to complete operations on one image within 40ms. On a production line 
object rates arc usually less than this video rate.
As discussed in Section 7.5.2.1 it is possible to realise a real-time pipeline processor that operates 
on the raster scanned data stream from a TV camera once it has been digitised. As many operations 
as there arc PEs in the line can be accomplished in real-time, however there is a latency period 
before the processed image exits from the pipeline which depends on the number of TV lines stored 
in each PE, and the number of PEs in the pipeline. Long latency periods are often acceptable in 
industrial production line environments. For example an actuator used to remove a faulty object
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may be located at a position further down the line from the visual inspection station.
With 2-D arrays, 1-D systolic arrays and recirculating pipelines, the object visual inspection 
rate is a function of the complexity of the inspection algorithm. Higher object rates can sometimes 
be achieved by adding more PEs, using faster PEs, or quite simply by reducing the complexity of 
the algorithm by changing the lighting conditions for example. Processing rate is increased in the 
Gip7A array by using two PEs per pixel, one to access memory and the other to process the data. 
Increasing the length of a recirculating pipeline may increase its speed. The ability to load a new 
image while the previous one is being processed can increase the image processing rate of a 2-D 
array. The most expensive option to increase the processing speed is to redesign the PE in a new 
technology.
Video rate real-time examples include an aid for glass blowers developed by Nixon [129]. He 
has implemented a shape comparison algorithm on a pipeline processor. The outline of the glass 
being blown is superimposed on a perfect outline and displayed on a TV monitor.
If processing time permits, a wider variety of algorithms can be realised on 2-D arrays, 1- 
D systolic, and recirculating pipelines than on a real-time pipeline. For industrial use, where the 
latency period introduced by a pipeline may not be significant, a pipeline PE that can be incorporated 
in a video rate real-time pipeline, or a recirculating pipeline appears attractive to research.
7.6.3 The Reliability of the Image Processes.
In a totally reliable system all measurements will be made to the required tolerance, and all objects 
or defects will be detected. As wide a range o f processing algorithms should be implcmentable 
on the hardware as possible to enable this ideal to be approached. Considering the two classes of 
algorithms, local and global, most local algorithms have been implemented at some time on 2-D 
arrays, 1 -D arrays, and pipeline processors, but global algorithms arc more suitable for computation 
on 2-D MIMD arrays or 1 -D arrays such as Gip7A or WARP. However as discussed in Section 7.6
169
the intercommunications overheads incurred with large 2-D MIMD arrays make them less suitable 
for use with low level processes.
The WARP machine has been designed with an architecture and large locally addressable 
memory (up to one mega-word per PE) so that global operations can be performed. Kung and 
Webb [98] report on the implementation of histogram, FFT, sorting. Hough transform and component 
labeling algorithms. The host makes global decisions, controls the process and prepares data streams 
for WARP to process. No processing times for these algorithms are given.
As yet there arc few published global algorithms that work with Clip7A. Fountain [57] states that 
software will be upwardly compatible with Clip4 and outlines an algorithm for correcting spatial 
image distortions. Gip7A’s major advance is that it can process some high level algorithms [56],
Pipeline processors, as presented in Section 7.5.2, have been built that arc capable of performing 
many low level local operations. In an industrial inspection environment it should be possible to 
minimise the use of global low level operators. The FFT is a useful tool, but as stated by Micheli et 
al. [41 ] only simple filters and processes arc required in situations where the lighting is controlled. 
There is unlikely to be any advantage in transforming processes to the Fourier plane. Brightness 
histogram evaluation can enable automatic threshold level calculation. This allows grey level 
images to be converted to binary images optimally. In applications where light levels change 
rapidly, such as in naturally light scenes, real-time histogram evaluation may be necessary, but 
for an industrial inspection, under controlled lighting conditions, the threshold level will need 
evaluating only infrequently. This task can be left to the host computer as a service routine.
Hough plane techniques can be aided by a pipeline in that edge points can be found and addresses 
for the Hough plane calculated, but the Hough plane will need to be managed and evaluated by 
the host computer. A powerful host comprising a MIMD array as suggested by Valkcnburg and 
Bowman [179] would seem appropriate.
Distortion corrections and translation or rotation transformations can be performed on the host
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computer. Translation and rotation transforms could be performed on a recirculating pipeline that 
allowed both vertical and horizontal scanning of a frame store. If necessary a specialist co-processor 
can be attached to the system to provide these functions. Suitable VLSI devices can be found in 
Yencharis’ survey [189], Hough transform and FFT transform co-processors also exist. Fisher and 
Highnam [53] present a linear scan line array architecture of SIMD PEs for a line finding Hough 
transform device. The device will be capable of line finding on a 512x512 image within 2 to 3 frame 
times. A wafer scale Hough transform processor is presented by Rhodes et al. [148]. Toshiba’s 
IP9506 device [189] is capable of a Ik x lk FFT with 32bit precision within 2ms.
7.7 Conclusions.
Many of the image processing systems surveyed in this chapter are expensive machines. They were 
conceived and built for the task o f advancing the frontiers of computer vision research. For images 
captured in controlled lighting conditions, such as those often found in industrial environments, 
the range of low level image processing operators required can be limited to those that operate on 
small local image areas. The use of pipelines of PEs for the cost efficient processing of local area 
operators has been discussed. Apart from the reduced cost of the pipelined system other advantages 
of pipeline processors includc:-
•  The direct input of digitised data from a raster scanned sensor device such as a TV camera. 
There is no requirement for reformatting logic, additional circuits and extra communication 
channels to enable the loading of images as with 2-D arrays and some 1 -D arrays.
•  For a video rate, real-time pipeline processor the direct video input removes the need for the 
TV frame buffers that arc required with many other architectures. This reduces the cost of the 
system funher and can also increase the processing rate as the frame buffering process can 
introduce a frame time delay. The cost of a frame buffer is not high, but all cost reductions
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that do not reduce performance will make a system more attractive for use by industry.
•  The number o f PE’s in a non-recirculating pipeline is a function of the complexity o f  the 
problem, whereas with 2-D SIMD arrays and some 1-D arrays the number of PEs is a 
function o f the spatial resolution of the images. For the pipeline the picture processing rate 
is independent of the complexity of the image processes, this is not the case with the other 
architectures discussed in this chapter.
•  Pipeline technology can be easily transferred to the industrial applications development sector 
as the mapping of image processing operators to the PEs in the pipeline can be achieved on 
a one to one basis. This will enable systems to be easily understood. In the application 
development cycle the time taken for a result to emerge from the pipeline can be calculated 
as soon as the required operators have been identified. This time is constant, and is equal 
to the number of PEs times the individual PE latency. This may be calculated early in the 
development cycle.
The pipeline processors surveyed are only suitable for low level image processing operations. 
A system comprising a pipeline for low level operations and a MIMD array of, say transputers, 
for high level processing was identified as being suitable for the complete processing o f images 
captured in an industrial environment.
Real-time and re-circulating pipelines were discussed. Real-time pipelines have a higher picture 
processing rate, but re-circulating pipelines arc capable of a wider range of operations, as images 
can be scanned in various orientations before being processed by the pipeline. It is proposed that a 
PE that can be connected in either of these pipeline architectures should be designed.
The next chapter presents the design of a re-configurable pipeline processor element that main­
tains a maximum of operation flexibility and operates at a high data rate, while being inexpensive 
to produce.
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C hapter 8
A Pipeline Processor Element.
8.1 Introduction.
A PE has been designed at a functional level that can be assembled into pipeline configurations to 
provide low level image processing. The images processed by such a pipeline would be able to be 
viewed directly on a TV monitor or transferred to a computer for high level image processing. The 
PE has been designed to operate at the video rate for a 512x512 sampled image.
Figure 8.1 shows a simple pipeline comprising an analogue to digital converter, two PEs, a 
digital to analogue converter and a control unit. PE (1) is performing edge detection and PE (2) 
binary line thinning. A novel feature of the PE design is that an image processing operation such 
as convolution, edge detection, median filtering, grey-level morphological, or a binary operation 
can be completely performed with a single PE in one pass of the image data. It is expected that the 
diverse range of image processing operations listed above will be able to be performed by a single 
re-configurable PE circuit design that can be fabricated as a VLSI device.
In the remaining sections of this chapter the details of a basic PE design are given, followed 
by suggested enhancements to allow the processing o f hexagonally sampled images and additional 
image processing operations. Finally some new pipeline architectures that it will be possible to
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Figure 8.1: A Simple Pipeline Processor Consisting of two PEs.
construct with this PE design arc discussed.
8.2 A Basic PE Design.
A basic PE which incorporates modules for processing many kinds of industrially derived square 
sampled images, but excludes modules that may be infrequently used, is now described. Possible 
enhancements to the basic design arc discussed in Section 8.3.
8.2.1 The P E  External Interconnections.
Figure 8.2 shows the PE input and output signals. The clock is at the pixel rate. There are two 8 
bit image data input channels to each PE. In the figure, one channel is connected to the output of 
the previous PE in the pipeline, and the other to a second source which could possibly be the output 
from a second pipeline. The two channels arc arithmetically combined inside the PE. Within the 
PE the image datum arc clocked at the pixel rate through the various processing stages. A pair of 
unprocessed data arc clocked in, and a processed datum clocked out from the PE with every clock 
pulse. The bandwidth of the PE is equal to the video rate, but the pipelining of the processes within
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the PE introduces a latency equal to an integer number of pixel clock periods.
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Figure 8.2: PE Input and Output Signals.
Signals derived from the TV line and frame synchronisation are piped along with the image 
data through the system. The PE delays these signals equally with the image data so that in a video 
rate pipeline the processed images can be viewed directly on a TV monitor. For images emanating 
from a host computer a frame synchronisation signal is used to indicate the start of a new image.
The control data is sent serially to the PE from a central pipeline control unit. A high bandwidth 
communication link allows the PEs to be rc-programmcd during the image inter-frame time. The 
network used for the control communications is a ring in which the control unit connects to the 
first PE. This then rc-transmits the signal from a separate output to the next PE and so on along 
the pipeline until the last PE rc-transmits back to the control unit. Each PE has a separate address, 
which is set by a power on -  reset initialisation routine. During this routine, the first PE receives 
an address from the control unit, stores it, increments it, and then passes it on to the next PE in 
the pipeline. Eventually the control unit can calculate the number of PEs in the line. In normal 
operation the control unit would circulate the addressed packets of control information around the
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system. The addressed PE temporarily stores the control information until a frame synchronisation 
pulse is detected. The new control information can then safely re-program the PE.
The input and output video ports arc 8 bit wide as this word width would appear to have 
become a standard amongst manufacturers of peripheral equipment such as frame stores. Computer 
memory is also usually organised in 8 bit bytes. Studies of the number of grey levels a trained 
human observer can distinguish in a monochrome image indicate this to be 26 = 64. The 28 = 256 
levels in an 8 bit system arc therefore adequate. Many of the PE’s internal connection paths have 
been allowed to have greater widths to maintain accuracy during numerical calculations.
8.2.2 Processor Features.
8.2.2.1 Real-Time Processing.
A real-time system can be defined as one that processes at the image input rate, or for an industrial 
system one that processes at the object presentation rate. Images acquired by a TV camera are 
usually updated 25 times a second, the frumc rate of the most commonly used European system. 
A processor would need to complete operations on one image within 40ms. On a production line 
object rates arc usually less than this video rate.
The image resolution has nominally been limited to 512x512 for a square sampled image with 
an overall square shape. The system is designed for compatibility with timing signals and data rates 
produced by cameras employing the non-interlaced 625 line, European TV monitor standard [118]. 
The system control unit provides sampling signals to the analogue to digital converter at a rate so 
as to maintain the square or rectangular spatial grid of points. However the PE will process data 
captured from cameras employing similar TV standards so long as the data rate is not too high. For 
512x512 resolution video rate processing, it is simplest to allow the vertical pixel spacing to be 
one TV line, and so the vertical resolution nominally extends to 625 for this TV standard. The TV
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aspect ratio is 4:3, and so the number of pixels on one TV line becomes 625 ♦ 4 /3  =  833. Each 
TV line lasts for 64/4« and so traverses each pixel in 64/833 = 76.8ns. The PE input data rate is 
therefore 13.0MBytcs.s- ' . For a re-circulating pipeline it is advantageous to process the data as fast 
as possible, but for this initial device the specification of the data rate is limited to 13.0MBytes.«_I. 
The brightness of each input pixel is binary coded as an 8 bit byte giving a brightness range from 0 
to 255. In summary:-
•  Image resolution: Up to 833x625.
• PE data rate: 13.0 MBytcs.s-1 .
•  Brightness range: 0 to 255.
8.2.2.2 Image Processes to be Implemented.
For this basic design the local image area operated on by the image processes is limited to a 3x3 
square area. With such an area the range of image processes identified in Chapters 4 and 6 as 
being useful in a controlled lighting environment can be investigated without too much repetition 
of cellular hardware blocks such as TV line delays and multipliers. This enables ideas for circuit 
modules to be tested at a lower cost. Design problems associated with expanding the device’s 
capabilities at a later stage are considered in Section 8.3. The image processes to be implemented 
have been grouped together below. All the members of a particular group require similar hardware 
to execute the process.
Convolution operators. Convolution operators have been introduced in Section 4.4.1.2. They
require the 3x3 local image area to be convolved with a 3x3 array of coefficient values. Low and
high pass filters, and point and edge enhancement operators arc included in this category.
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Edge detection operators. Edge detection operators have been described in Section 4.4.1.3. They 
require the 3x3 local image area to be convolved with two 3x3 arrays of coefficient values. Each 
convolution produces an edge response vector that is orthogonal to the other. The magnitude of the 
edge vector can then be calculated, for example by Equation 4.4, and the edge angle by Equation 4.5. 
The edge magnitude can be output to implement an orientation non-specific edge enhancement filter, 
or for edge detection, it can be compared to a threshold value to determine if  a significant edge 
exists. The edge detector has a binary output, where 255 indicates the presence of an edge, and 
0 no edge. The Sobcl detector, described in Section 4.4.1.3, has been implemented as it requires 
integer only coefficients, and has been shown in Chapter 5 to produce accurate results. Only the 
edge magnitude can be calculaicd by this basic PE. The edge angle is required by some mid-level 
processes, and it is envisaged ihat this information could be calculated and output as a separate 
channel in a later PE design. The basic hardware will also permit the use of other edge detectors 
employing differently valued convolution arrays.
Sort and select operators. Here, sort and select operators include median filters, introduced in 
Section 4.4.1.2, and grey level morphological operators, introduced in Section 4.4.1.5. With median 
filters the local area is first masked to identify a sub-set of local area pixels. Often the median of the 
entire 3x3 local image area is required, but, as noted by Bovik et al. [ 16], sometimes a "+" or a "x" 
shaped local area is required if  edges of a particular orientation are to be preferentially preserved. 
The sub-set o f the local image area can be selected by multiplying the local area with an array of 
appropriate 0 and 1 valued coefficients. The median of the values in the sub-set o f the local image 
area is then selected.
With grey-level morphological operators a 3-D structuring element is applied to the local area 
and then the required rank ordered value is selected as the output value. The application of the 
structuring element involves array multiplying the local image area with an array of coefficient
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values.
Parallel binary morphological operators. Binary morphological operators have been described 
in Section 4.4.1.5. Some of these operators require several masks to be applied to the local area 
in parallel, as for example in line thinning where vertical and horizontal thinning masks need 
to be applied, or with the optical character thinner devised by Chin ct al. [27) and discussed in 
Section 6.3 where ten masks must be applied. It should be noted that Chin’s masks require a 4x4 
local image area to be assembled. Modifications to the basic PE design to achieve this are discussed 
in Section 8.2.3.4. The masks contain 1,0 and don’t care values, and the local image area contains 
binary values 0 and 255. The masks arc applied in three stages, firstly the local image area is 
processed by a sub-mask to switch the don’t care conditions to 0 and then logical operations are 
performed to determine which masks fit the image data patterns. Finally further logical operations 
combine the mask outputs to produce a single binary output value.
In summary.
• Local area size: 3x3.
•  Convolution operators have been implemented.
•  Edge detection operators have been implemented.
• Sort and select operators have been implemented.
•  Parallel binary operators have been implemented.
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8.2.3 A  Functional Description of the P E  Hardware.
8.2.3.1 System Overview.
The PE hardware is based on that shown in Figure 7.9 of a simple pipeline processing clement. A 
block diagram of the basic PE designed here is shown in Figure 8.3. The video image enters the 
PE as a raster scanned 1-D stream and the 3x3 local image area is assembled by employing two TV 
line length, 8 bit wide, digital shift registers. The image adder allows two separate images to be 
combined at the PE input.
The information in the 3x3 local image array consists of 9x8 bit values, these arc input to 
multiplier array (A) and, for edge detection operators, to multiplier array (B). In the multiplier 
arrays the individual pixel values in the local area arc multiplied by the coefficient values in an array 
that is pre-loaded into the PE via the control information communication channel.
Up to this point the hardware modules arc identical for the processing of each of the 4 groups of 
operator types listed in Section S.2.2.2 except for multiplier array (B) which only needs to operate 
during edge detection processes. The next block in Figure 8.3 is labelled "Selectable operator”. 
Here a different hardware sub-module is switched in to the circuit depending on which of the 4 
processing groups the required image processing operator is a member of.
The final module in the video processing path of the PE before the data is output contains the 
image post processes. These arc selectable and common to all the image processes. The post 
processes implemented arc a thrcsholdcr, an image inverter, and an image lateral shifter.
The TV synchronisation delay module is a 1 bit wide shift register that introduces a delay to 
the synchronisation signals equal to the delay of the video data as it passes through the PE. The PE 
control module interfaces to the control communications ring. If a packet is intended for the PE it is 
loaded into a holding register before being transferred to a control register during the image frame 
synchronisation period. Signals from the control register control the other modules within the PE.
180
Sync _*[ 
Input I-
TV Sync Delay
control
h Sync Output
Control
information 2 bit
PE Control
2 bit
Control
information
Figure 8.3: A Block Diagram of the Pipeline Processor Element.
8.2.3.2 The Local Area, Line Delays, and Associated Modules.
The Image Input Section. The image input section includes the input image combining ALU 
and the TV line delays required to assemble the 3x3 pixel local image area as shown in Figure 8.4. 
Two 8 bit wide line delays, each o f 833 pixels each are required. Programmable taps are inserted 
in the line delays to enable lower resolution video real-time images to be processed, and for more 
efficient processing of pre-stored images in re-circulating pipeline applications.
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Figure 8.4: The PE Input Section, Line Delays and Local Area.
The PE can be used to process 833x625 images, the extra resolution has been included so that 
square real-time video images can be processed. Outside the required 512x512 image data-set, 
pixel values can be zeroed, but the PE will process these pixels exactly as if they were normal 
image pixels. A datum entering the PE must wail a latency period of more than that introduced 
by one scan line delay before it reaches the centre of the local area and can be modified. The 
modification processes arc also highly pipelined, before an 833x625 data set completely exits from 
the PE the next set will already be being processed. If images were presented to the PE without 
padding data between images and at the end of scan lines, then the PE would operate on image edge
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pixels producing modified pixels that were a function of the pixel’s values in the current image and 
a neighbouring image, or a function of pixels on die opposite side of the image. Line and frame 
synchronisation signals enter each PE and could have been used to switch to a no operation state 
in the region of the image edges, but this would be complicated in such a PE containing many 
pipelined sub-modules.
With this PE design, processing 512x512 images, padding pixels can be added in up to 113 
lines vertically and up to 321 pixels horizontally. In real-time video applications these would all be 
processed by the PE, and generated as a separate stream or accepted directly from the analogue to 
digital converter. In re-circulating systems the frame processing rate can be increased by minimising 
the number of padding pixels. Various processing possibilities exist:- Padding pixels can be set to 0, 
255 or the edge pixel value can be extended outwards. In a long pipeline of, say, Gaussian filtering 
stages the effects due to an edge discontinuity may propagate significantly into the processed image 
area, whereas, with other processes such as median filtering, this will not occur. With edge detection 
operators a discontinuity at the edge will lead to a border around the image. The image resolution, 
the choice of the extent of the padding, and the padding values can be left to the application engineer 
as program selectable multiple laps arc provided in the line delays. For this basic PE taps are inserted 
at 833, 562 (ic 512 + 50 padding pixels), and 70 (ic 64 + 6 padding pixels).
The Input ALU. The input ALU is used to combine two input images. A wide choice of 
combining operators could be provided, for example addition, subtraction, logical, or scale and then 
combine operators arc possible, but for PE simplicity only image addition followed by division by 
two to scale the result back to 8 bits is provided. Other functions can be obtained by scaling or 
inverting the images in earlier PEs.
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The Synchronisation Signals. The synchronisation delay line is one bit wide and conveys both 
frame and line synchronisation pulses. These pulses are obtained from the video source, or from 
the pipeline system control unit in a re-circulating system. A simple combinational logic circuit 
is required to recognise the frame synchronisation pulse, which is relatively wide compared to the 
line synchronisation pulse, and latch new control configuration information into the PE during this 
period. At this time false output images due to re-configuration during the passage of a frame of data 
will not occur. Selectable taps arc provided in conjunction with the line delay taps to enable various 
image resolutions etc. The exact length of this delay line cannot be determined until the entire 
PE is fully designed for implementation in a particular technology and the depth of the pipelined 
processing stages known.
8.2.3.3 The Multiplier Arrays.
There arc two 3x3 multiplier arrays labelled Array (A) and Array (B) in Figure 8.3. Multiplier array 
(A) is used by all of the image processing operators implemented within the PE, whereas multiplier 
array (B) is required only by the edge detection operators. Within each multiplier array each of 
the nine, eight bit values assembled in the local image area are multiplied by each of nine signed 
six bit fractional coefficients that have previously been loaded into the PE via the communications 
channel. The use of fractional numbers for the coefficients enables the scaling of the multiplier 
outputs to be achieved simply by rounding and truncating them to nine bit signed numbers. These 
output numbers can also be considered as being fractional as the image data can be considered as 
fractional. The precision of these values have been shown by the high level simulation presented in 
Chapter 9 to be adequate for the image processes involved.
Figure 8.5 shows a nine element multiplier array together with a definition of the input and 
output signals. The inputs come from latches in the delay lines or from storage latches in the PE 
control circuit. A latch clocked at the pixel rate is included at the output of each multiplier to
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Figure 8.5: The Multiplier Arrays.
temporarily store the result. This latching arrangement sets the operation lime o f the multiplier to 
be equal to one pixel clock period. The pixel clock period is at least 70nS.
8.2.3.4 The Selectable Operator.
As can be seen in Figure 8.3 the selectable operators have as inputs the two groups o f 9x9 bit signed 
fractional numbers from the multiplier arrays. The four operator modules are shown in Figure 8.6. 
Except for edge detection, only one of the four is used by each of the image processing operators that 
can be processed by the PE. The types of image process performed by each module arc discussed
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in Section 8.2.2.2. Each module produces a single 8 bit unsigned output word for every pixel rate 
clock pulse applied to it.
Input from multiplier 
array A. 9x9 bit _  
signed fractional nos.
Parallel
Binary
Input from multiplier 
array B. 9x9 bit — 
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Output to
post processes 
8 bits
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Figure 8.6: The Selectable Operators.
The Convolution O perator Module. Within the PE, 2-D convolution involves the array mul­
tiplication of the 3x3 local image area with a 3x3 array of convolution coefficients in multiplier 
array (A), followed by the addition of the nine multiplier array outputs and a scaling operation both 
performed within this module. Figure 8.7 is a block diagram of the module.
The module inputs arc labelled Ary and arc nine bit fractional numbers from multiplier array 
(A). The adder tree produces the 13 bit signed result .V = A n +  A \i  +  A n +  A21 +  A22 +  ^23 + 
A 31 +  A32 +  A 33 within one pixel clock period. This result is then latched. Nexta 13x6 bit multiplier 
scales the result. The signed 6 bit scaling coefficient is stored within the PE after being transmitted 
to the PE via the communications channel. The 9 bit result from the multiplier can now take one 
of two routes, it can be sent to the edge detection module where it is further processed as detailed
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Figure 8.7: The Convolution Operator Module.
below, or it can be clipped to an 8 bit unsigned value in the range 0 to 255 and latched before being 
output to the post processing module.
The scaling introduced by the multiplier and the selection of the most significant bits to produce 
a signed 9 bit output have been shown by the simulation results reported in Chapter 9 to produce 
sufficiently accurate results for the majority of the required image processes. During the simulation 
it was found to be useful to report instances when the clipper module had to limit values to 0 or 255. 
Such information is sent to the PE control unit for communication to the overall pipeline control 
unit.
The Edge Detection Module. Edge detection operators have been described in Section 4.4.1.3. 
Three stages are involved in their calculalion:-
• Convolution with two masks to provide, for a square sampled image, two orthogonal edge 
response vectors. Masks developed by Sobcl, and described in Section 4.4.1.3, were shown 
in Chapter 5 to produce accurate results.
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•  Magnitude calculation. For a square sampled image, the edge magnitude can be calculated 
from the two orthogonal edge response vectors using Equation 4.4. This is repeated here, 
where //,, <„ are template rcsponscs:-
m =  ( t \  +  <2 ) '/2
• Magnitude thresholding. The edge magnitude is compared to a threshold value that has been 
stored in the PE to dctcmiine if a significant edge exists.
Within the PE these three stages arc calculated in different modules. One convolution is 
performed in multiplier array (A) followed by the selectable convolution operator module, and 
the second by multiplier array (B) followed by an additional convolution operator module. The 
magnitude calculation is performed by a sub-module, which together with the additional convolution 
operator, and an output latch clocked at the pixel rate, form the selectable edge detection module. 
The thresholding is pcrfomicd by a module in the post-process unit, as described in Section 8.2.3.5. 
Figure 8.8 shows a block diagram of the edge detection modules.
To implement Equation 4.4 directly two multiplication, an addition, and a square root function 
arc required. The multiplication and addition functions can be easily achieved, but the square root 
function is more difficult. As noted in Section 9.4.2.3, for relative magnitude comparison m'^2 is 
not required, but for edge enhancement filters it as. An efficient complex number to magnitude 
approximation, based on the four region approximation algorithm, is given by Filip [52]. The 
magnitude is given by :-
m = max { ( , .  {lx +  j l ,  . j I ,  +  ¡1 , ,! ,}
Where and /, are positive. This can be written:-
m = m a x { « ,J C + J i }
where
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Figure 8.8: The Edge Detection Selectable Operator.
G -  max 
L — min {th .tr}
A simulation of 500 pairs of 0, and f„ values randomly chosen in the range 0 to 255 produced 
a maximum error of 3.2%. A higher accuracy could be obtained by including more regions in the 
approximation. A signal flow diagram of the algorithm is given by Denyer and Renshaw [42], This 
has been reproduced in Figure 8.8. The first blocks produce the absolute values of inputs t* and tv. 
The leftmost "order" block selects G  and The value of |G ,  j G' +  is then calculated, and 
finally the rightmost "order" block selects the value to be output as m. It is expected that this signal 
flow graph will be able to be efficiently implemented as a circuit.
The Sort and Select Module. This is used by median and grey-level morphological filters which 
arc described in Section 4.4.1.2. The pixels of the local image area must be sorted in order of
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magnitude so that the mean, maximum, minimum, or other ordered value can be found.
An efficient sort and select algorithm has been developed by Daniclsson [33] based on an 
examination of the bit content of variables and successive approximation techniques. An example 
is used to explain its operation. The following variables are involved:-
T = The rank order number of the wanted value.
.....*„> = The set o f input arguments.
{B x,B 2. .....«») = The column bit vectors of the A. ’s.
Bo = The initial column vector.
N - The accumulated sum of arguments considered to be converging to­
wards T.
{ 5 ,,5 2. ......S»> = The bit vector indicating the discarded arguments in different steps of 
the algorithm.
.....» ,) “ A vector indicating bit differences between Bj and B j - 1 in input 
arguments that arc not indicated as discarded by Sj.
Count = The number of bits valued true or "1" in nj.
For this example let T  =  5 and the arguments be seven four bit numbers {3,13,12,6,8,6,14}. 
The relationship between these numbers, .4,, and Bj is given in Table 8.1. If the vector B\ of 
the most significant bits is inspected, the number of arguments staning with "0" is seen to be 3, 
which is less than 7 =5. This allows the set of arguments { 4 |, Aj, A&} to be removed from further 
consideration. This is the basis of how the algorithm works, the {B \,B i,. . . . ,B k }  vectors are 
successively examined and A, arguments removed if certain rules arc satisfied. After the inspection 
of each Bj only one argument, the rank ordered value, remains.
Table 8.2 details the process for this example. The four Bj columns of Table 8.1 have been 
expanded by the addition of /#, and S, vectors and a left hand column has been added, labelled 
BqSo, containing vectors with each bit initialised to logic "1". The variables Count and N  together 
with the results of the test .V < /' arc included at the foot of the table for each column. Each bit in 
rij is calculated by the Boolean equation:-
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B\ b 2 Bi 04 Decimal
At 0 0 1 1 3
M 1 1 0 1 13
Aj 1 1 0 0 12
I4 0 1 1 0 6
As 1 0 0 0 8
A* 0 1 1 0 6
a 7 1 1 1 0 14
Tabic 8.1: The Arguments to be Sorted, A,, and the Corresponding Bit Vectors, B3.
Table 8.2: The Rank Ordering Process.
nj =  (B j - i  & Bj) .S j- t  (8.1)
Initially »/) is calculated from the values in vectors Bo,So,andBi. For this column if a "0" 
existed in B\ then a ”1" will now exist in n\. The number of " l ’s" in n\ is then counted and 
displayed in the table as variable Count. Here Count = 3 . Count is then added to the accumulated 
count in variable A '. N  = 0 + C ount = 3 . A 'is then compared with the required rank order number, 
T  — 5. Here .V < T  and so the most significant bit of the rank ordered result is a "1". If AT >  T 
then it would have been a "0 ". The set of arguments {A j , A 4, A$} have been removed from further
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consideration as they each start with a "0", and the set o f possible arguments that will provide the 
solution is {A 2 , A3, -47}- The vector ¿'1 can now be calculated:-
S , = tT T T T - r  B jJ .S , . ,  (8.2)
A "0" in S j indicates that the A, argument contributing to the corresponding Bj has been 
removed from further consideration. The accumulation o f N  in the remaining stages is dependent 
on the result of the comparison Ar <  T  in the previous stage.
I f  (N  < T )  Then N  =  N  +  Count Else N  = N  -  Count (8.3)
Moving to the next column, 112. Count, N, N < T , andS '2 can now be calculated. In Table 8.2 
B2 bits that arc indicated by .S'i as removed from consideration have not been printed. The result 
N  = 4 is less than T  = 5 and so the second most significant bit of the sorted value is a "1". The 
calculation of S 2 indicates that the set of possible values for the solution is now { A2, A3, A j).
For the next column, A' =  6 and N  > T  so the third most significant bit o f the sorted value is 
"0". The calculation of .S'3 indicates that the set of possible values for the solution is now {A2, A3}.
For the final column Count =  1 but equation N  = N  -  Count applies, as in the previous 
column N  > T. Now N = T  so the least significant bit o f the sorted value is ”0". The final sorted 
value is "1100" or decimal 12. This was the third value in the original set of A, arguments. S4 
now contains a single "1". The position of the "1" can be used to point to the ordered value as an 
alternative to assembling it from the .V < T  decision values at each stage.
Daniclsson (33) docs not provide a formal proof of the method or develop Equations 8.1, 8.2, 
or 8.3. Within the PE the number of eight bit arguments in the local area from which the rank
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ordered value can be selected is nine. A computer simulation of the algorithm with processing steps 
based of the circuit blocks presented in Figure 8.12, and configured for the rank ordering of the 
nine, eight bit arguments was run. Ten thousand randomly selected sets of nine arguments were 
soned in rank order ( ie the program was run nine times with T  =  1 — 9 on each of the 10,000 
sets), and the results compared with those produced by a computer library function son routine. No 
differences were found between the orderings produced by each method, and it was concluded that 
Daniclsson’s algorithm performs correctly with typical pixel values to be found within the PE.
Daniclsson presented three circuits that implement the algorithm, each employing progressively 
more parallelism. The higher the parallelism, the quicker the operation, but the number of circuit 
components required is larger. If » is the number of input arguments and ¿ is the length of an 
argument in bits, then for the first scheme two ¿-bit shift registers, an /»-bit zeros counter, a one bit 
subtracter, and a few simple combinational gates are required. The calculation time is proportional 
to n.k. The second scheme requires », ¿-bit shift registers to sequence the arguments in parallel 
through the sort and select hardware which comprises two ;i-bit registers, an »-bit adder-subtracter, 
and an n-bit counter. The calculation time is proportional to k. In the third scheme the n, ¿-bit shift 
registers arc retained as a means of loading the arguments, but their outputs are now available in 
parallel and connected to » copies of the remainder of the basic scheme 2 circuit. The calculation 
time is now independent of both » and k. For this PE scheme 3 is likely to necessary to calculate 
the rank order within the inter-pixel input time.
Daniclsson’s block diagram for the scheme 3 hardware is shown in Figure 8.9 with the addition 
of word widths relevant to the PE. A diagram of his logic cell, nine of which arc included in the 
Figure 8.9 block marked "logic", is shown in Figure 8.10. There arc errors in both these circuits that 
prevent them from implementing the algorithm. In Figure 8.9, N < T  is calculated in each stage 
and then output to the "logic" block in the following stage to be used in the calculation of Sj+j. To 
operate the algorithm correctly, N < T  must be connected to the "logic" block in the current stage.
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STAGE 1
DaU input
1 T BO SO / -------------------
Figure 8.9: Daniclsson’s Circuit to Perform the Rank Ordering Algorithm.
and used to calculate Sj.
Several errors exist in the logic cell diagram of Figure 8.10. The Bj and Bj-\  inputs have been 
swapped. Sj  is used in the calculation of iij instead of S j - 1, and errors exist in the calculation 
of Sj.  A corrected logic cell is presented in Figure 8.11. The operation of this cell conforms to 
Equations 8.1 and 8.2 for the calculation of iij and Sj.
Figure 8.12 shows a corrected processing stage for level j. The corrected logic cell has been 
split into nj and Su subcclls and combined for nine bit operation in "Logic Blocks 1 and 2". As 
described previously in this section, the functional operation of the circuit has been proved to be 
correct by the use of a computer programmed high level simulation.
194

Figure 8.12: A Corrected Stage of the Circuit to Perform the Rank Order Algorithm.
The logic depth o f the circuit is high and it will need to be pipelined in order to operate at the 
pixel rate. Latches, clocked at the pixel rate can be placed in the output lines from each of the eight 
stages. This will require between 23 and 85 latches per stage depending on the stage level. If the 
fabrication technology requires it pipelining can also be introduced within each stage.
The Parallel Binary O perator Module. This is used by binary morphological filters, described 
in Section 4.4.1.5. and by operators such as optical character thinners, described in Section 6.3, that 
require several templates to be applied to the local area before a decision on the value the output 
pixel will take can be made. Some of these operators require a local area of up to 5x5 pixels to be 
assembled, whereas in this PE the local area is limited to 3x3 pixels. In Section 8.3.3.2 a method 
of assembling a 5x5 binary pixel local area which requires little extra hardware is described. The 
binary image data must enter the PE in the least significant bit of the pixel value. Up to ten parallel 
templates can be applied in parallel, and these can be divided into two groups. If one of the action
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group of templates is true then an action such as thinning is initiated, but if  one of the restore group 
is true then the action will be overruled.
Figure 8.13: The Parallel Binary Operator.
Figure 8.13 is a block diagram of the programmable logic that applies the ten parallel templates. 
The templates contain " 1", "0". and "don’t care (dcare)" values. The following sequence of events 
arc performed
• Each template is split into one template containing don’t care conditions, and one containing 
” 1 ’s" and "0’s". The template pairs arc then applied in ten identical logic circuits. The circuit 
for template 1 is shown expanded in Figure 8.13.
• The outputs of the template application circuits can be switched to cither of two gates, "Gate2" 
or "Gatc3". "Gatc2" detects the outputs from the action templates and "Gate3" the outputs 
from the restoring templates.
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•  Finally ihc value of the output pixel is determined by Gatc4.
At each of the stages listed above the operation of the circuit is programmable. Control 
information received from the communications channel is used to configure the logic. Examining 
the Template 1 calculation circuit in Figure 8.13, the leftmost column of nine AND gates are used 
to apply the "don’t care” condition sub-template. If dcare =  1, then the pixel value is reset to ”0”. 
The next column of nine exclusive OR gates arc used to switch expected "0” value pixels to T s " .  
If a template fits the pixel data then the output of each of these gates will be "1" as will the output 
of the nine input AND gate labelled G l. The output of G1 can be connected to the action gate, 
Galc2, or to the restore gate, Gatc3. It is also possible to invert this signal under program control 
in the XOR gates in the input lines to Gatc2 and Gate3.
The Template 1 signals arc ANDed with the other nine template signals in Gatc2 and Gatc3. 
The gate output signals can be inverted under program control before they are ANDed in Gatc4. 
The ANDed signal can be output or used to toggle the original centre pixel value.
8.2.3.S The Output Post Processes.
The post processes are selectable and common to all of the processing groups. The post processes 
arc located between the selectable operator modules and the PE output. A thresholder, an image 
inverter, and an image lateral shifter arc to be implemented. Figure 8.14 is a block diagram of the 
module. Each sub-module takes one pixel as an input and produces a single pixel output for every 
pixel rate clock pulse.
The Thresholder. The thrcsholdcr is one of the sub-modules shown in Figure 8.14. The input 
datum is compared with an 8 bit value (range 0 to 255) that has been pre-programmed via the control 
unit. If the value is zero then the output datum is not modified, otherwise if the input datum is 
greater than or equal to the threshold the output datum is set to 255, and if it is below the threshold
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Figure 8.14: The Output Sub-Processors, 
the output is set to 0.
The Image Inverter. If inversion is requested via the 1 bit control input then the 8 bit datum is 
logically inverted.
The Programm able Delay. Under the control of a signed 5 bit number the image datum can be 
delayed so as to shift the image horizontally to the right (positive control number) or to the left 
(negative control number). The shift is limited to 16 steps in either direction and for this initial 
design the host computer is designated to deal with data shifted outside the frame boundaries.
8.2.3.6 The Control Unit.
Figure 8.15 shows a diagram of the unit annotated with the input and output signals. The unit is 
programmed by a serial stream of data applied to the "program in" input.
Programming information is sent in fixed length blocks headed by a unique PE address that is 
recognised by the individual PE control unit. Communications are synchronised by a "communi­
cations clock", and a "start o f program frame" signal indicates that the current received word is a 
PE address. Data is coded in pure binary. More robust codes such as "Non Return to Zero" [30] 
are not thought necessary in the first PE design as systems arc likely to be constructed on compact, 
single circuit boards, and the data rate can be kept low. The "program" and "start of program frame"
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Figure 8.15: The Comrol Unii.
signals arc retransmitted from each unit to avoid line loading problems, to enable automatic PE 
address generation as described in Section 8.4.1, and to enable communication from the PEs to 
the system control unit in future systems. A "pixel rate clock" is also received by the unit. The 
"latch new program" signal is derived from a tap in the PEs synchronisation delay line. Initially 
new program data is stored in holding registers until the current image frame has been completely 
processed. The PE control signals that form a frame of communication data arc listed Table 8.3.
The PE Control Data Frame. This frame of data is sent from the host computer to the PE via the 
serial communication link. Extra information for a dual square-hexagonal PE is included to allow 
for future expansion. Table 8.3 shows a frame of control data to program, fully, one 3x3 local area 
PE in the pipeline. The first of the 23 entries is the PE address. The number of bits required by the 
control parameter is given followed by comments on the nature of the parameter. The word width 
for the address is 8 bits giving an address range from 0 to 255. The next group of control words, 
items 2 to 4, describe the images that arc to be processed. Item 2 sets the length of the delay lines to 
suit the image resolution, item 3 sets square or hexagonal processing, and item 4 sets up the ALU
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to combine two images.
Item 5 contains the four arrays of convolution coefficients. The coefficients arc in the range 
132 so a signed 6 bit number is required to specify them. This example is for a 3x3 local area and 
so in total 4x9 six bit words arc required to specify the arrays. Two coefficient arrays are required 
for square system processing and four for hexagonal system processing.
Item 6 is decoded to connect the hardware modules for the operation selected. The choice is 
from convolution, edge detection, sort and select, or the parallel logical operator. Item 7 selects 
which of the pixel values graded during a son and select operation is to be put on to the output 
stream. The next set of items, 8 to 16, set up the parallel logical processor operations. The don’t 
care and gate G1 input invert masks operate on each member of the ten parallel local areas, and 
so ten 9 bit words arc required. Items 10 to 13 control the gale G1 outputs and the gate G2 and 
G3 inputs. Ten one bit control words arc required. Items 14 to 16 control the gate G2, G3 and G4 
outputs, each item is a one bit word.
Item 17 conveys the scaling factor that is used in convolution and edge detection operators. A 
positive number indicates a division and a negative number a multiplication. Item 18 contains a 
threshold level that can be set in the range 0 to 255. Item 19 requests inversion of the brightness 
values, and this results in a negative image. Item 20 requests a delay o f up to 16 pixels in the output 
stream, and is used to translate the image to the left of right.
The final item, number 21, contains the values for an output look up table. It contains 256 eight 
bit words. In total the frame length is 2538 bits if the look up table module is included, and 490 bits 
if it is rejected. The look up table will be used in few applications and is therefore rejected in this 
initial PE model.
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No. Name Word Width Comment
1 PE address 8 bit Address range 0 to 255
2 Image resolution eg 833x625 8 bit To set up line delay taps
3 Square - hexagonal 1 bit 0-square, 1-hexagonal
4 ALU 1 bit 0-no addition, 1-addition
5 Four arrays of convolution cocffi- 4 x 9 x 6 bit 9 signed 6 bit numbers per array. 2
dents arrays for square and 4 for hexago­
nal, but 4 arrays always transmitted
6 Select Operator 1-2-3 type 2 bit 00 - convolution,
01 - edge detection,
10 - sort and select,
11 - parallel logical operator
7 Select max, min, mean etc after sort 4 bit Select output after sorting operation. 
Decimal 1 selects min and decimal 9
max.
Set up the parallel logical processing 
operations
8 Don’t care condition masks 10x9 bit 10 parallel operators, 0-no operation, 
1-don’t care
9 Invert gate G 1 inputs 10x 9  bit Binary pattern, 0-non invert, 1-
invert
10 Gate Gl outputs connected to gate 
G2
10 x 1 bit 0-unconnectcd 1-connected
11 Gate Gl outputs connected to gate 
G3
10 x 1 bit 0-unconnccted 1 -connected
12 Invert gate G2 inputs 10 x 1 bit Binary pattern, 0-non invert, 1- 
invert
13 Invert gate G3 inputs 10 x 1 bit Binary pattern, 0-non invert, 1-
invert
14 Invert gate G2 output 1 bit 0-non invert, 1 -invert
15 Invert gate G3 output 1 bit 0-non invert, 1-invert
16 XOR gate G4 output with centre 
pixel
1 bit 0-centrc pixel not used, 1-XOR
17 Scaling 6 bit Range -32 to +31
18 Threshold level 8 bit Decimal range 0 to 255
19 Image invert 1 bit 0-non invert, 1-invert
20 Programmable delay 5 bit Signed number, positive - shift right, 
negative - shift left
21 Look up table 256x8 bit Not implemented
Tabic 8.3: Control Signals for a PE Capable of Processing Square and Hcxagonally Sampled 
Images. The Word Widths Given arc for a 3x3 Pixel Local Area.
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8.3 Possible Options and Modifications That Enhance the Basic PE.
8.3.1 The Processing of Hexagonally Sampled Images.
8.3.1.1 Pipeline System Modification.
If the digitised signal from a non-interlaced, analogue TV camera is to be the input device to the 
pipeline, a few system modifications are required to enable hexagonal digitisation of the signal. 
The signal must be circularly band limited at the same frequency as for an equal resolution square 
system, and as with square sampling, the vertical sampling point spacing is set to an integral number 
of scan lines, say 625. The horizontal sampling spacing is increased by a factor of 2 /\/3 . and the 
first sampling point on alternate lines delayed by half a point spacing. By definition only even 
numbered scan lines are delayed and the first image line is numbered one. The number of points per 
scan line is reduced by the 2/v/3 factor, giving typical image sizes of 721x625 or 443x512 pixels 
in comparison with the equal resolution square sampled image sizes of 833x625 and 512x512. 
With hexagonal sampling the data rate is reduced by the 2/v/3 factor from 13.0MBytes.d~1 to 
ll.3M Bytes.a-'.
The pipeline architecture is a synchronous system, data input must be synchronised with the 
clock that pulses the line of processors which operate on the stream of data as it passes through. 
Fewer modifications to the PE result if the input data is arranged to synchronise with the PE as 
designed for square sampling. This is achieved if an A to D converter that converts in half the 
hexagonal sampling point spacing time is used. The converter samples at times so as to effect 
hexagonal sampling, but data is read at times to effect a rectangular array. This is illustrated in 
Figure 8.16. Simple circuitry is used to rc-synchronisc the pipeline output data for display on a TV 
monitor. For re-circulating pipelines the only system modifications arc to the initial image frame 
grabbing module. Data can be processed by the pipeline at the designed 13.0MBytcs.s_l rate and 
so hexagonally sampled images can be processed in 13.4% less time than equivalent square images.
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Figure 8.16: A to D Convener Sample and Data Read Timing.
8.3.1.2 PE Modification.
Changes to the PE architecture arc minimal, extra taps are added to the line delays to reflect the 
reduced number of pixels per line. This will add another bit to the associated control word and 
increase the control unit demultiplexing circuit. Imponantly, the length o f the line delays does not 
need increasing. The operator processor must also be modified. For square sampled data, some 
operations pcrfomicd by the processor require the convolution of the nine image pixels comprising 
the local area with one or more 3x3 arrays of constants stored within the processor. The equivalent 
for hcxagonally sampled data requires convolution with a seven element array, ic. a central element 
together with six surrounding elements. With the above system modifications for hexagonal data, 
the position of the central pixel with respect to the six neighbours changes within the grid of nine 
input pixels on alternate scan lines. This is illustrated in Figure 8.17.
It is necessary to store an extra set of convolution coefficient arrays within the PE’s operator 
processor and to toggle between sets on alternate lines. This will require the line synchronisation 
signals to be detected and the extra control signal to be processed by the control unit. The two 
unwanted elements in each array arc set to zero. The convolution coefficient magnitude range will
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Figure 8.17: The Relationship Between the 9 Input Pixels and the 6 Hexagonal Nearest Neigh-
bc identical to the square range as will the scaling capability provided. In practice the amount of 
scaling will be less as fewer coefficients are employed.
For the processing of the hexagonal edge detector developed in Section 4.4.1.3 changes will 
need to be made to the square system edge detection hardware module presented in Section 8.2.3.4. 
The magnitude equations developed in Section 4.4.1.3 arc, for the square system Equation 4.4, and 
for the hexagonal system Equation 4.9. These equations arc reproduced here.
The square system edge magnitude, m s  is:-
Where tv. th. t \,a n d t2 arc template responses. Only two template responses arc required for the 
magnitude calculation in each system. Forthc square system the templates delect orthogonal vectors, 
whereas for the hexagonal system the vectors arc at an angle of 60“ to each other, and the resulting 
magnitude equation is more complicated. A new hexagonal system magnitude approximation
bours on Alternate Scan Lines, (a) The 9 Input Pixels, (b) Logical Central Pixel A 
and 6 Nearest Neighbours, (c) Physical Set of 7 Pixels, Scan Line 1, (d) Physical 
Set of 7 Pixels, Scan Line 2.
(8.4)
The hexagonal system edge magnitude, nifi is:-
m H =  [3(/? + ^-t|< 2)l,/2 (8.5)
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circuit will need to be designed based on the four region approximation algorithm presented in 
Section 8.2.3.4, but which operates on vectors at 60° instead of 90° to each other. This hexagonal 
system circuit will be connected in parallel with the square system circuit shown in Figure 8.8.
For the grey-level morphological and median filter operator the two unwanted data bytes, from 
the square group o f nine, will need to be removed from the routine that sorts the group of 7 
neighbours. These two bytes change position on alternate lines but arc reset to zero in the multiplier 
array module. If the rank order value is increased by two before transmission to the PE then the 
presence of these two zero values will be ignored.
No modification to the parallel logical operator is required as the "don't care" masks can be used 
to reduce the set o f input variables to 7 per operator. However, some switching will be required on 
alternate lines to ensure the correct set of 7.
The post-processing sub-modules all operate on only one image byte and therefore require no 
modification for hcxagonally sampled image processing.
8.3.1.3 Comment.
With a pipeline processor, the processing time for a real-time video image will be unaltered for a 
particular operation whether square or hexagonal digitisation is employed. One image is processed 
in one frame time, although a latency delay period is introduced by the string of PEs in the 
pipeline. Even so there arc still advantages for hexagonal digitisation in pipelined systems despite 
the requirement of some extra control information. The line delays can be reduced in length by 
13.4% and the PE master clock can be reduced by the same factor. The shorter line delays reduce 
process latency and the size of the circuit. In a re-circulating pipeline system hcxagonally sampled 
images will be able to be pmccsscd in 13.4% less time than square sampled images. As the local 
image area contains only seven elements for a hcxagonally sampled image many of the processing 
modules would be simpler than for a square system PE. For example only seven multipliers would
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be required as opposed to nine in each multiplier array module. The edge magnitude calculation 
module is the only module in the hexagonal system PE that is likely to be more complicated than 
the corresponding module in the square system PE. The small advantages with a hexagonal system 
PE will not greatly affect the final cost o f a VLSI device, and the argument has to be that, as 
square system processing is so well established, a square only or a dual standard device looks more 
attractive to fabricate than a hexagonal only device. The dual standard device will enable easy 
comparison of the quality of image processes implemented with the two sampling systems.
8.3.2 Alternative Circuits to Reduce the Number of Multipliers in the Multiplier 
Arrays.
8.3.2.1 Separable Operators.
In the proposed basic PE circuit there arc a total o f eighteen 8x6 bit multipliers in multiplier arrays
(A) and (B). These arrays and the line delays arc likely to be amongst the modules requiring the 
largest area of silicon in any VLSI implementation. The following scheme based on the separability 
of some of the convolution and edge detection operators used with square sampled images can 
reduce the number of multipliers to six of size 8x6 bit and six of size 11x6 bit. The addition tree 
of Figure 8.7 is also simplified. The reduction in the number of multipliers is at the expense of the 
word width of the line delays which must be increased from 8 to 11 bits to maintain accuracy.
The alternative hardware is only suitable for image processing operations requiring a convolution 
stage. It is unable to perfonn the array multiplications required by many of the sort and select 
operations in which each member of the local image area is multiplied by a separate coefficient 
value before the selection process. A possible compromise would be to construct multiplier array
(B) with this new circuit, as it is only used in convolution calculations, and to keep the original, 
more general purpose circuit, for multiplier array (A).
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Figure 8.18: The Alternative Convolution Module Circuit. The Latches arc Clocked at the Pixel 
Rate. Horizontal coefficient array {A B C}, vertical coefficient array {X Y Z}.
Separable operators arc described and illustrated in Section 4.3. For the PE, instead of convolv­
ing the image with a 3x3 array of coefficients, it is first convolved with a 3x1 horizontal array, and 
then by a 1 x3 vertical array. If the operator is separable, and the coefficient values correctly chosen, 
then the overall result will be the same as a single pass of the original 3x3 array. Figure 8.18 shows 
a suitable circuit for the module. The input data stream is clocked through a scries o f three 1x8 
bit latches. The values in the latches arc multiplied by the horizontal "row" coefficient values and 
added together. The result is then passed to a pair of TV line length delays with an 11 bit word 
width. These delays enable a "column" of partially processed results to be assembled with which
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the 1x3 vertical array can be multiplied. The outputs of the "vertical" group of 11x6 bit multipliers
are then added and the result latched before output.
The circuit will only work with separable operators. Not all square system, and no hexagonal 
system operators arc separable. This is a severe limitation. It is unlikely that the trade off between 
a reduced chip area for the multipliers, and an increased area for the wider delay lines would give a 
worthwhile advantage.
S.3.2.2 Simplified Multiplier Array (B).
Multiplier array (B) is only used by edge detection operators. If only the Sobcl detector, the 
equivalent hexagonal system detector, and the Robert’s detector are required, then the complete set 
o f convolution coefficients used by this multiplier array is {2, 1,0, -1, -2}. These can be applied to 
the local image area by addcr/subtractorcircuits rather than by the 8x6 bit multipliers in the original 
circuit o f Figure 8.6.
8.3.3 5x5 Pixel Local Image Areas.
8.3.3.1 In (ienerul.
The size of the local image area assembled within the PE can be increased by providing more line 
delays. Even sized arrays can be realised but it is not obvious which processed pixel position should 
form the output stream. For example in the following 4x4 array cither F, G, J, or K could be chosen 
for output.
A B C 1)
E F G I I
I J I< L
M N O p
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With an odd sized array there is one central pixel. Even sized operator arrays can easily be 
embedded within the next largest odd sized array. The number of line delays required is one less 
than the vertical array size, however, the multiplier arrays and much of the selectable operator 
modules will require an increase in component numbers proportional to the increase in local area 
size.
8.3.3.2 A  5x5 Local Image Area for Parallel Binary Operations Within a Normal 3x3 PE.
With the proposed circuit of Figure 8.13 for parallel binary operations, multiplier array (A) is 
not necessarily required. It simply provides a global method of masking bits in the local area. 
This masking could be performed in each o f the current parallel operators. The image information 
contains only binary values, whereas the line delays arc 8 bits wide. It would be possible to assemble 
a 5x5 binary local area within a 3x3 PE by circulating the image data through different bit levels in 
the current line delays. This could be achieved by simple switching. Apart from this switching, the 
circuits in Figure 8.13 for applying the templates would have to be increased to accommodate 25 as 
opposed to 9 binary inputs. The TV synchronisation signals would also need to be further delayed 
in unused bit levels of the TV line delays.
8.4 Image Processing Pipeline Systems Using the Basic PE.
8.4.1 A Flexible P rogram m able V ideo R ate  Pipeline.
Figure 8.19 shows a typical video rate real-time programmable pipeline. The high level processor 
communicates with the pipeline control which instructs the PEs to perform the required processing 
functions. In a controlled environment, such as in many industrial inspection applications, the PEs 
will only need programming when the item type is changed and on initial switch on. On the other 
hand in a naturally light, constantly changing scene, some re-programming may be required every
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Figure 8.19: A Programmable Video Rate Pipeline, 
video frame.
It is envisaged that individual PEs will be encapsulated in small packages, and that many 
such devices could be installed on single circuit boards together with the ADC, DAC and signal 
conditioning circuits.
8.4.2 Topological Interconnection Possibilities.
Figure 8.20: A Programmable Re-circulating Pipeline.
The PE as described can be used in re-circulating pipeline architectures as shown in Figure 8.20. 
The control unit is not shown separately from the host here. PEI can be programmed for any 
function and can combine images from the two frame stores. The other PEs arc hardware identical
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to PEI and arc also programmable.
If the PE delay is kept equal, independent of the programmed function, then several intercon­
nection alternatives exist. Small delays introduced to shift images spatially would be acceptable.
------computer bus
.....  P E  control
Figure 8.21: A Multi-pipeline Re-circulating System.
Re-circulating pipeline systems employing many frame stores, each interconnected by pipelines 
of PEs, could be constructed, as shown in Figure 8.21. Links could be made between pipelines to 
the second PE input ports.
Video rate real-time systems could be constructed with several parallel pipelines employing 
many cross interconnections from PE outputs in one line, to the second video input of PEs in other 
lines. A simple example is shown in Figure 8.22. Here the top pipeline produces an edge detected 
and thinned line image which is then superimposed on the original grey level image that has been 
equally delayed by the lower pipeline of PE’s.
8.4.3 Towards Adaptive Control.
With an adaptive control mechanism various parameters produced by a system arc measured and 
new coefficients or operator configurations calculated to optimise the system performance. No
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Figure 8.22: A Multi-pipeline Arrangement to Produce an Edge Overlay on an Image.
research has been performed to identify adaptive control algorithms for any specific applications 
of this pipeline architecture, but the features of the architecture that may allow adaptive control are 
outlined below.
In an industrial inspection environment adaptive control algorithms may be simple. For example 
the type of object on a conveyor may change, the new shape could be recognised by the host 
computer, and the pipeline re-programmed to perform optimum tests on the new object. For a 
naturally light, out-of-doors scene, many parameters may need to be measured at points along 
the pipeline, in co-processors such as histogram sub-modules, or by the host computer. Separate 
pipelines may be constructed in parallel with the main pipeline to facilitate control parameter 
measurements. Individual PEs could also report results via the control communications ring, but 
these would need to be identified at the PE design stage. The control algorithm would be able to 
change coefficient values or the order or type o f operation being performed in each PE. The host 
computer would control the point in time at which re-programming would occur, together with the 
detection of the frame synchronisation pulse in each PE.
Such out o f doors, general scenes may require a different set of processing operations to be 
applied for different spatial regions of the image. For instance pan of a scene may be in shadow, 
but detail within this region may be required. The best solution, as realised by a camera reported 
by Ginosar et al. [61 ], would be to control locally the sensitivity of the sensor elements covering 
this region. Another solution would be for the adaptive control algorithm of a multi-pipeline
2 1 3
architecture to program different algorithms in each pipeline, that would each process the entire 
image, but optimally for the different regions. The host computer together with the frame store 
address counters would then select particular regions from each pipe to assemble the output image.
8.5 Conclusions.
The design of a basic PE that will process operations from fourdifTerent image processing groups has 
been discussed. A basic PE has been proposed as it is easier to understand the various processing 
modules involved, and many system and circuit problems can be identified before the design is 
scaled up to provide more features and a larger local image area.
The basic PE will process square sampled images with spatial resolutions of up to 833x625 
pixels. A 3x3 local area is assembled within the PE. The four image processing groups implemented 
arc a convolution group, an edge detection and enhancement group, a sort and select group, and a 
parallel binary operation group. These groups contain operators that have been shown in the image 
processing chapters of this thesis to be useful in industrial and controlled lighting environments. 
The four groups require different hardware for their implementation.
The single PE design contains modules that enable image operations from each of the four 
groups to be processed completely within just one PE. The PE is configured by a host computer for 
the operation it is to perform, and can be reconfigured during the image interframe time. A typical 
pipeline may contain a first PE configured as a low pass Gaussian filter for noise reduction, a second 
stage PE configured for edge detection that outputs thick binary lines where an edge exists, and a 
series of say three PE’s, each providing a line thinning function of single pixel removal from either 
side of the line. If the threshold value set in the edge detection PE is well chosen, then the pipeline 
output will be an edge map containing single pixel thick lines.
Functional block diagrams of the processing modules within the PE have been presented that it is
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expected will lead to a minimum hardware implementation. The more complicated circuit modules 
have been simulated by programs written in a high level language and found to be functionally 
correct. The complete PE has been simulated, and the results presented in the next chapter. 
This simulation provided information that was used to select the internal word widths of the PE. 
Minimising these word widths, while maintaining a sufficient accuracy for the image processing 
operators helps to minimise the hardware requirements of the PE.
A modification to the basic PE to enable hcxagonally sampled images to be processed has 
been presented. Few extra circuits were found to be required if a dual standard square-hexagonal 
PE were to be produced. The extra circuits arc required to store two extra arrays of convolution 
coefficients for use on alternate TV scan lines, to provide switching of taps in the delay lines and 
between arrays of convolution coefficients, and to provide a new magnitude calculation circuit in 
the edge detection module. In a video rate system, hcxagonally sampled images will be processed 
at a 13.4% lower pixel clock rale, and the processor latency will be reduced by the same factor in 
comparison to square sampled images. In a recirculating pipeline the hcxagonally sampled images 
will be processed with a time saving of 13.4%.
A modification to the basic PE to enable a 5x5 local area for parallel binary operations to be 
performed within the basic 3x3 PE has been presented. It’s implementation would allow Chin’s [27] 
optical character thinning operations to be performed.
Some suggestions to reduce the number of multipliers in the multiplier arrays have been made. 
These should only be considered if it is found to be too difficult to assemble all 18 multipliers on 
the one VLSI device as they impose restrictions on the image processes that can be performed.
Various pipeline architectures that can be constructed using the proposed PE have been discussed. 
These included video rate and recirculating pipelines, and also a branching and merging multiple 
pipeline that it will be possible to construct if the PE latency is kept independent of the selected PE 
operation.
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Chapter 9
The Simulation of the Pipeline Processor 
Element.
9.1 Introduction.
A pipeline system based on a proposed processor element (PE) has been presented in Chapter 8. In 
this chapter the results from a simulated pipeline o f simulated PEs are presented. The simulation, 
within its limitations, is used to evaluate the PE specification with respect to the range o f operators 
implemented, the scaling of partial results, and inter-device communication. Comparisons are made 
between similar function operators that have been realised with different PE sub-modules so that any 
redundant sub-modules can be identified. Sub-modules for hcxagonally sampled image processing 
have been developed with a minimum of changes from the corresponding "square" ones. This 
attempt here at maximum compatibility will result in more integrated and hence smaller hardware 
circuit modules. The results provide a further comparison between the quality of similar processes 
performed on hexagonal and square sampled images.
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9.2 The Simulation of Complete Pipelines.
Many computer operating systems allow the standard output of one program to be piped into the 
standard input of the next. This technique is explained by Kemighan and Ritchie 194]. A PE 
simulation program was written and assembled into pipelines of PEs and support programs by 
operating system commands.
The pipeline support programs include data conversion, data preparation and additive noise 
generator programs. The pipeline input data conversion program converts data from various image 
types to decimal number strings, which is a useful format to use during the development of the PE 
simulation program, as it allows the pipeline to be broken and partial results to be displayed on the 
user terminal. The output data conversion program converts the processed data, which can be in an 
array of any size, to a 512x512 byte array for display.
The simulation docs not operate at video rate, but on stored images. Two data preparation 
programs arc usually required in the pipeline. The first is located immediately before the first PE 
and attaches a number of zeros to the borders of the image. These padding pixels are normally 
associated with real-time video images, and. as discussed in Section 8.2.3.2, provide a separation 
between images so that processing can continue without cross image interference. The second data 
preparation program removes the border padding pixels before the output image is displayed or 
stored.
The additive noise generator pipeline element adds randomly generated noise values, which as 
a set have a mean value of zero and a predetermined variance, to the image pixel values before they 
enter the PE section. It was used on computer generated images rather than on real world images in 
order to create more realistic images on which to test subsequent processes.
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9.3 The Processor Element Simulation.
The simulation verifies the design of the PE presented in Chapter 8. A set o f low level, local image 
processes, that have been identified in Chapter 4 as being commonly used in controlled lighting 
applications, are tested on actual and simulated industrial images. The processes within the PE 
simulation programs are modular, with each module representing a block diagram component as 
presented in the many figures in Chapter 8. Most of the PE modules have been simulated exactly as 
in the specification, with the exception of those listed below. The simulation is only functional, and 
runs on a conventional SISD computer. It was not possible to model each circuit block as it might 
be designed for hardware implementation. At a later design stage, a logic level simulation package 
such as Hilo [59] could be used to simulate the modules at a lower level. Its execution speed would, 
however, be too slow for it to be used for simulations of complete PEs or pipelines. This high level 
simulation would be able to provide and analyse test data from the later logic level simulations.
The simulation does not incorporate all o f the characteristics of the final design. The transmission 
of video synchronisation signals through the line delays, and the input video stream ALU are omitted. 
The ALU function is provided by a service program. The simulation will handle local area sizes 
of odd dimension from 3x3 upwards, however the local area for parallel logical operators must not 
exceed 5x5.
Line synchronisation of data was necessary within the PE simulation as near neighbour pixels 
on various lines have to be assembled into local areas. The control signals provide information on 
the line lengths of the stored image, but a separate data preparation program, at the front end of 
the pipeline, extends the line lengths with padding pixels as described in Section 9.2. The number 
of padding pixels is a function of the image line length. For the simulation it was simpler to 
separate the image size and square -  hexagonal flag from the other control signals and store them 
as a header in the image file. These fixed length headers are then read before any image data by
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every program in the pipeline. The headers remove the necessity of sending a control data frame 
to the data preparation programs, and of providing separate control data frames for differing sized 
images. The data padding program generates further control signals that arc added to the image 
header, indicating the expanded image size. The PE uses these for synchronisation.
The local areas were limited to odd sizes so that the central pixel could be unambiguously 
defined. Operators requiring even sized areas were embedded within the next largest odd area. 
The local area size for the parallel logical operators was limited to reduce the quantity of control 
information.
The simulation program can be split into four sections:- data input, main processes, post 
processes, and data output.
93.1 Data Input.
The Control Data Frame is read by the simulation program from a separate file before the image 
data is streamed in, and thus, as in the theoretical design, can only re-program the PE at the start of 
a new frame. For each process which the program has to perform, a separate control file is required. 
The format of the control frame is as defined in Section 8.2.3.6 apart from the exemptions listed in 
Section 9.3. Here the file contains decimal number strings.
The Line Delays are modelled by a one dimensional dynamically allocated buffer, the size of 
which is calculated from the image size and the local area size data contained in the control data 
frame. A pointer indicates the next available location within the buffer and other variables indicate 
the line length and manage the prcloading of the image into the buffer and the (lushing of the buffer 
after all the image pixels have been processed.
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9.3.2 T he M ain Processes.
The program contains several subroutines, each of which performs a function identical to one 
performed by the corresponding modules defined in the specification given in Chapter 8. The 
operation requested in the control file calls the subroutines in the correct order to carry out this 
operation on the image pixel that is currently at the centre of the local area. The subroutines includc:-
•  Convolution. The local area is matrix convoluted in turn with each of the four coefficient 
arrays specified in the control data frame. The routine can be used with both square and 
hcxagonally sampled data. The input parameters are the local area pixel values and the 
coefficient values. These arc all integer. The four output values are all integers. This 
subroutine calls the distributed scaling subroutines Scalc.l and Scaled.
•  Array multiplication. The local area is matrix multiplied with the first and third of the 
coefficient arrays to produce two new arrays. The routine can be used with square and 
hcxagonally sampled data. The input parameters are the local area pixel values and the 
coefficient values. These arc all integer. The output arrays arc the same size as the input 
arrays and the values are all integers. This subroutine calls the distributed scaling subroutine 
Scale. 1.
• Convolution -  selection, square sampled data. This routine selects the convolution sum 
obtained with the first control file coefficient array for output. The four input values and the 
output value are all integers.
•  Convolution -  selection, hexagonally sampled data. The convolution sum obtained with the 
first coefficient array for output is selected when the central pixel of the local area is on an 
odd line, whereas the convolution sum obtained with the third coefficient array for output is 
chosen when the central pixel is on an even line. The four input values and the output value
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are all integers.
Edge detection, square sampled data. This routine calculates the magnitude of the edge 
gradient for the pixel at centre of the local area from the responses of the convolutions with 
the first and second coefficient arrays. The four input values and the output value arc all 
integers. This subroutine calls the distributed scaling subroutine Scalc.3.
Edge detection, hexagonally sampled data. The magnitude o f the edge gradient is calculated 
for the local area from the response of the convolutions with the first and second coefficient 
arrays when the central pixel of the local area is on an odd line, and with the third and fourth 
arrays when the central pixel of the local area is on an even line. The four input values and the 
output value arc all integers. This subroutine calls the distributed scaling subroutine Scalc.3.
Sort, square sampled data. The local area values arc ordered by magnitude, and the one 
requested in the control file is selected foroutput. TVpically the minimum,mean, ormaximum 
value is requested. The input parameters arc the local area pixel values and the selection 
parameter from the control data frame. These are all integer. The output value is an integer.
Sort, hexagonally sampled data. The same operation as the square sort routine is carried out 
for the small hexagonal local areas. A different subset of the local area pixels arc sorted on 
alternate scan lines. The input parameters are the local area pixel values and the selection 
parameter from the control data frame. These are all integer. The output value is an integer.
Parallel logical operation, square sampled data. This provides the ten parallel operations on 
the least significant bits of the data in the local area. The image data can thus be coded with 
logical one represented by 255 or 1, and logical zero by 0. The logical operations performed 
arc those identified in Section 8.2.2.2. The simulation is limited to local area sizes of up to 
5x5. Such a limit is  appropriate for hardware implementation in order to restrict the size of
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the operators. As a change to the device specification as presented in Table 8.3, the input 
don’t care and input invert control information is entered in the control data frame, and stored, 
as 10 single integers for each of the 10 parallel operators. Each integer codes a binary string 
comprising one bit for each pixel in the local area. The remainder of the control information 
is entered as single bit variables. The input parameters arc the local area pixel values and the 
parallel logical operator control parameters from the control data frame. These are all integer. 
The output value is an integer that can take the value 0 or 255.
• Parallel logical operation, hexagonally sampled data. Ten parallel operations on hexagonal 
local areas arc provided. The subroutine is similar in operation to the square routine, except 
that here the local area size is limited to 7 or 19 elements. As an alternative to switching 
between two sets of control data for use on odd and even lines, as is done with the convolution 
operators, switches arc used to assemble the correct limited local areas in each case, and to 
operate on these with one control set. The input parameters arc the local area pixel values 
and the parallel logical operator control parameters from the control data frame. These arc 
all integer. The output value is an integer that can take the value 0 or 255.
9.3.2.1 The .Scaling Routines.
Three routines limit the magnitude of the results obtained during these processes. They simulate 
the distributed scaling scheme described in Sections 8.2.3.3 and 8.2.3.4 which was introduced to 
lim it the hardware size of the PE by reducing the word widths of the various operator stages under 
program control. The routines divide the integer value at a particular point by a predetermined 
control file variable, and then limit the word width to a value set within the program. Values that 
exceed this limit arc clipped. This arrangement enabled the effects of limiting to various word 
widths to be observed.
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•  Scale.1. This is applied at ihc stage where the local area data arc multiplied with the 
convolution coefficients to limit the individual results. The scaling value chosen reflects the 
maximum result expected for a particular problem. Scalc.l is called by subroutinc:Convolve 
and subroutinc:Array multiplication. The input parameters arc the value to be sealed and the 
scaling value from the control data frame. These are both integers. The output value is an 
integer.
•  Scale.2. This is applied at the stage where the convolution sums arc formed to limit the 
results. Again, the scaling value chosen reflects the maximum value expected at this point. 
Scaled is called by subroutinc:Convolvc. The input parameters ate the value to be sealed 
and the scaling value from the control data frame. These are both integers. The output value 
is an integer.
•  Scale J .  This is applied during the edge detection operations to limit the word widths during 
the magnitude calculation phase. Scalc.3 is called by the two edge detection subroutines. 
The input parameters are the value to be sealed and the scaling value from the control data 
frame. These arc both integers. The output value is an integer.
A second version of the simulation program has been developed with the scaling routines 
removed so that degradation caused to the operator quality by the scaling can be observed.
9.3.3 The Post Processes.
In the hardware PE design, the data arc passed through a pipeline of simple post processes after the 
main processes have been applied. For each post process, the output is a function of the central 
pixel and the relevant control data frame values. An equivalent line of processes has been simulated 
here.
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• Scale factor. This process is only included in the version of the program without distributed 
scaling. It reduces the output to a range suitable for display.
• Threshold. The central pixel value is compared to a value entered via the control file. If the 
value is above the threshold, logic 1 is set, otherwise logic 0  is set.
• Limit. The output is limited to be within the range 0  to 255. Values outside this range arc 
clipped to the limiting value.
•  Image inversion. If the control file flag is set the negative of the image is calculated. The 
new pixel value is equal to 255 minus the old value.
9.3.4 Data Output.
After post processing, the data is put onto the standard output stream. A second channel is used 
to output messages to the terminal that might form the basis of messages returned to the hardware 
control unit via the communication ring. Examples of such messages are:-
•  Logical operator activity. The thinning routines employed arc iterative. A counter is incre­
mented every time a pixel value is modified and the counter value displayed after the frame 
has finished processing. A zero count value indicates that no further thinning is possible.
•  Pixel value outside limit. This indicates an inappropriate scaling value has been chosen. The 
message conveys which scaling routine caused the error. However if an incorrect scaling 
value is chosen, the number of errors, and hence the volume of communication data tends to 
become large.
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9.4 The Simulation Results.
The results show the ability of the pipeline o f PEs to process a stream of image data from a stored 
file, and that sufficient functional blocks have been incorporated in the PE design to achieve the 
four general algorithmic groups of
•  Convolution operators.
•  Edge detection operators.
•  Son and select operators.
•  Parallel logical operators.
The following four subsections each contain the results obtained from one o f the above four 
groups of operators. The results indicate the ability of the PE to perform the operation. Within each 
group similar operators arc compared and the numerical differences in their performance analysed. 
If the differences arc insignificant then the PE design can be simplified and its size and cost reduced. 
In panicular if the local area size, or if the range of the convolution coefficient values can be reduced, 
then the size of the hardware multiplication devices can also be reduced. Distributed scaling options 
are examined in detail so that the minimum acceptable word width can be identified. Minimising 
the word width will minimise the size of the hardware modules throughout the fabricated PE.
Some of the results presented require the pipelining of several PEs. This enables simulated 
pipeline systems to be tested and the usefulness of such systems for controlled illumination and 
industrial applications to be evaluated.
9.4.1 Convolution Operators.
These operators arc used here to construct spatial filters. The design of such filters was discussed 
in Section 4.4.1.2. Firstly two square system Gaussian low pass filters arc compared. The first G\
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has a smaller range of coefficient values than the second (72, and so will be easier to implement 
in hardware. The filters arc then compared when distributed scaling is applied, and choices of the 
optimum filter and the optimum word width made. A high pass point enhancement filter is then 
investigated to asccnain the optimum word width. Finally filtered hexagonal system images are 
evaluated both with and without distributed scaling.
The convolution operator is specified by a control data frame variable. Three of the main 
processing routines, as outlined in Section 9.3.2, arc used together with two of the scaling routines. 
The main processes are convolution and cither convolution -  selection (square) or convolution -  
selection (hexagonal). Tests were made without distributed scaling, and with distributed scaling 
routines scale.1 and scaled  limiting the word widths to both 8 and then 9 bits for comparison. 
A single coefficient array is required for square sampled images and two coefficient arrays for 
hcxagonally sampled ones.
9.4.1.1 Square Sampled Images.
Low Pass Filters. From the theoretical discussion presented in Section 4.4.1.2 on low pass filters, 
two square system Gaussian approximation convolution templates have been chosen for comparison.
1 2 1 3 7 3
G\ = 2 4 2 G2 = 7 16 7
1 2 1 3 7 3
Both are approximations in that they receive support from a small local area and contain integer 
only coefficients. Both filters were presented by Davies [37], who states that Gi is theoretically 
better for defect detection and Cl2 for defect measurement applications, but that in most cases the 
differences are not apparent. The two filters were first applied to several images in a PE without 
distributed scaling, then in a PE with scaling to limit the word widths to 8 bits, and then in a PE with 
distributed scaling to limit the word widths to 9 bits. Figure 9.1 shows an original image and an
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image filtered by G\ with distributed scaling limiting values to 8 bit word widths. In ideal viewing 
conditions, on a monochrome TV monitor, no differences could be observed between the G \ and 
C?2 filtered images with or without distributed scaling. However the human eye is only capable 
of detecting grey level brightness changes in a 6 bit resolution system, and so further tests were 
performed to check for numerical differences in the processed image brightness data and for object 
edge distortion. The sand core test image in Figure 9.1 is too complicated for this task and so a test 
image was constructed.
Figure 9.1: 64 x 64 image. Unsmoothcd and Smoothed by G\ with Distributed Scaling.
A test image was constructed containing a rectangle with brightness 50 in a 16x16 background 
area with brightness 0 (system brightness range 0 to 255). The rectangle was oriented so that its 
edges did not align with the sampling grid. Figure 9.2 shows the resulting low contrast image 
together with the numerical pixel values in the vicinity of the leftmost comer. The values displayed 
for this comer arc typical of the values distributed throughout the remainder of the image.
Differences between the effects of applying G\ and G i to the images, without distributed scaling 
can be observed in Figure 9.3. The differences arc small, the observer is hard pressed to determine 
which filter has the largest a/b ratio (width) as defined in Section 4.4.1.2. The numerical differences 
arc limited to changes in one digit.
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Figure 9.2: The Low Contrast Test Image and the Brightness Values in the Vicinity of the 
Leftmost Comer.
1 10 30 45 45
5 22 41 49 49
0 0 1 14
0 0 3 16
0 10 31 45 45
4 21 41 49 49
13 34 47 50 50
25 43 49 50 50
48 50 50 50
46 49 SO SO
18 32 42 47 49
Figure 9.3: The Application of G\ and G2 to the Image Without Distributed Scaling.
Figure 9.4 shows the effects of applying G\ when distributed scaling is used to limit the word 
widths to 8 bits, and applying G2 when distributed scaling is used to limit the word widths to 9 bits. 
Limiting the word widths to 9 here allows a distributed scaling value of 8 to be applied by the first 
sealer: scale.I, and of 7 by the second sealer scaled, giving an output range of 0 to 255. If the 
word width had been limited to 8 bits, and integer only scaling allowed, then a scaling of 16 would 
be needed at scale.l and of 4 at scale J ,  resulting in an overall scaling o f 64 and an output in the 
range 0 to 223. Again the numerical differences between the images in Figure 9.3 and Figure 9.4 
arc limited to changes in one digit, as arc the differences if the convolution with G2 is performed
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in a PE which limits the word widths to 8 bits. Tests with high contrast images produced similar 
results.
o o o o o o o o oo o o o o o o t o
0 0 0 0  0  0 5 11 9
0 0 0  0  0 4 17 31 29
0  0 0  0  1 10 30 45 45
0  0 0  0  5 22 41 49 49
0  0 0 2 13 34 47 49 49
0  0 0 7  25 43 49 49 49
0  0 2 15 36 48 49 49 49
0  0 3 16 35 46 49 49 49
0 0 1 7  18 31 41 47 49
0 0  0 1 4 11 23 34 43
0 0 0 0  0  1 5 14 26
0 0 0 0 0 0 0 2 8  
o o o o o o o o o  
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0 0 0 0 0 0 0  1 0
0 0 0 0 0  1 5 11 9
0 0 0 0 0 3 17 32 30
0 0 0 0 1 10 3l  46 46
0 0 0 0 5 22 42 50 50
0 0 0 2 13 35 48 50 50
0 0 0 7 25 44 50 50 50
0 0 2 15 37 49 50 50 50
0 0 3 16 36 47 50 50 50
0 0 1 7 19 32 42 48 50
0 0 0 1 4 11 23 35 44
0 0 0 0 0  1 5 14 26
0 0 0 0 0 0 0 2 7  
O O O O O O O O O  
O O O O O O O O O
Figure 9.4: The Applicalion of G\ and CI2 to the Image With Distributed Scaling.
The low contrast filtered images were ihen edge delected by a Sobcl type detector. The detector 
was not subjected to distributed scaling as the test here is for edge distortion caused by the application 
of the filter. Initially the detector threshold was set high so that a thin connected outline of the 
rectangle resulted, as shown in Figure 9.5. Regardless of the filter type or the scaling used, the 
detected outline was identical. No distortion resulted. The test was repeated with a relatively low 
detector threshold that produced a thick outline over the regions of the smoothed edges. Again no 
edge distortion was observed. Such an edge image is shown in Figure 9.5.
(•) (b)
Figure 9.5: Edge Detected Rectangular Image, (a) High Threshold, (b) Low Threshold.
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Conclusions. The PE applied these square system low pass filters correctly. Davies’ [37] conclu­
sion that there is little difference between the results of applying the G \ and G 2 filters is confirmed. 
G \ requires coefficients with values between 1 and 4, while G% requires coefficients with values 
between 3 and 16, a larger range. The <7i coefficients arc also all powers of 2 and so all o f  the multi­
plications could be performed by shift left operations. Whether the multiplications arc achieved by 
shift operations or by a general purpose multiplier, G\ requires less hardware to implement. There 
is no need to implement G2, the PE design can therefore be simplified unless the simplification 
conflicts with the requirements of any of the following operators.
Distributed scaling with a PE that limits the word widths to 8 bits with rounding, produces 
errors of the same magnitude as the differences between (7| and G2, while such scaling with a PE 
that limits the word widths to 9 bits, with rounding, produces errors of less magnitude. No edge 
distortions could be attributed to either filter or either distributed scaling option. The conclusion is 
made that for the majority of eases only filter G\ need be used, and that, for 8 bit image data, a PE 
that rounds the word widths to 8 bits will not introduce any significant errors.
High Pass Filters. Various high pass filters arc achievable. Here a point enhancement filter is 
studied to investigate the effects of distributed scaling and of limiting the internal word widths to 8 
and 9 bits. The template G$ is presented by Gonzalez and Wintz [65].
- 1  - 1  -1
Gj =  - 1  8 -1
- 1  - 1  -1
The largest coefficient value is 8. If the word width is limited to 8 bits, then distributed scaling 
of a division by 8 must be applied, by subroutinc:.rca/e-/, after the coefficient multiplication. The 
remaining coefficient values arc all -1. For a practical situation a multiplication by up to 8 could 
be applied by scale.2 to obtain an image with a suitable average brightness level fo r viewing.
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Some resulting pixel brightness values may then be out of range and need clipping by the scaling 
subroutine. The simulation inteiprcts a negative scale factor to indicate multiplication by the 
modulus of the factor.
Figure 9.6 shows (a) the low contrast rectangle image discussed earlier, (b) the resulting high 
pass filtered image, (c) the numerical representation at the leftmost comer of the high pass filtered 
image with no distributed scaling applied, and (d) the numerical representation when distributed 
scaling has been applied. The values displayed for this comer arc typical of the values distributed 
throughout the remainder of the image.
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The differences between the two filtered images are quite large and within the range t l 6  
brightness units. However m ost applications of the filter will involve the addition of the high pass 
filter output to the original image, to produce a point or edge enhanced image for human viewing. 
Such applications do not require high multiplicative distributed scaling factors and so the errors 
introduced by the scaling will be reduced, and will generally be acceptable for human viewing. 
Being a point enhancement filter, G3 ovcr-cnhanccs the comers o f the rectangle. The high pass filter 
in Section 9.4.2 enhances edge gradients and would enhance the rectangle’s edges more evenly.
9.4.1.2 Hexagonally Sam pled Images.
Here a hexagonal system low pass filter with similar characteristics to the square system (7j and G% 
filters has been applied to the hcxagonally sampled sand core and low contrast rectangle images. 
These images are directly equivalent to their square system counterparts. The results demonstrate 
the correct operation of the simulation with hcxagonally sampled images, and show the effects of 
distributed scaling and limiting the word width. In the theoretical discussion of Section 4.4.1.2, a 
hexagonal system, Gaussian approximation convolution template, G4 was developed.
1 1
G* =  1 3 1
1 1
Figure 9.7 shows the original sand core image, and the image after smoothing by G 4 when 
distributed scaling has been applied in a PE that limits the word width to 8 bits after rounding. 
Comparisons can be made between these images and the corresponding square sampled images of 
Figure 9.1, but all that can be deduced is that they both exhibit smoothing.
The differences between the effects of applying (74 with and without distributed scaling can be 
observed in the low contrast rectangle images in Figure 9.8. As with the square sampling system 
filters, the difference is small and limited to changes in one digit. It is concluded that, for the
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Figure 9.8: The Application of C 4 to the Hcxagonally Sampled Low Contrast Rectangle Image, 
Without and With Distributed Scaling.
majority of cases, the errors introduced by the distributed scaling and the 8 bit word width limit 
would be acceptable.
9.4.2 Edge Detection Operators.
Tests are performed on edge detectors designed for use on both square and hcxagonally sampled 
images. The design of these operators is described in Section 4.4.1.3. The Sobcl detector and the 
equivalent hexagonal sampling system detector developed as part o f this project arc compared with 
each other, both with and without the application of distributed scaling. Distributed scaling routines 
scale J , scaled  and scale J  arc used. The edge detection operation is selected by a control data
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frame variable which sets up a processing path within the PE consisting of the convolution, and 
the edge detection (square) or edge detection (hexagonal) routines. The threshold post process is 
usually used to produce a binary edge map. hut if the threshold control variable is set to zero, an 
edge enhanced image is output.
9.4.2.1 Square Sampled Images.
To test for edge distortion the low contrast rectangle image is detected both in a PE without 
distributed scaling, and in a PE with distributed scaling that limits the word widths to 8 bits. In 
the first test the detector threshold level is set at the highest level that still results in a connected 
edge outline. This threshold level is independent of whether distributed scaling is applied. The 
resulting edge map images arc also identical. In the second test the detector threshold level has 
been reduced to a level that is more likely to be used in a practical application. This results in a 
wider edge, but again the resulting images arc identical. One comer of the unprocessed image is 
displayed in Figure 9.9 together with the processed images. No edge distortion can be attributed to 
either the edge detection or to the distributed scaling processes. Distortions due to sampling, and in 
a practical situation, noise, arc likely to be larger.
Further tests were performed on simulated edges at angles between 0 and 90 degrees in 2 degree 
steps to measure edge magnitude accuracy. The original test is presented in Section 4.4.1.3 where 
the results were used to compare the square and hexagonal system edge detectors. The comparison 
here is between edge detection without distributed scaling, with distributed scaling which limits the 
word width to 8 bits, and with distributed scaling which limits the word widths to 9 bits. By setting 
the PE threshold level to 0, the magnitude of the edge detection is output as an 8 bit integer value 
without a thresholding process being applied. The edge height is 10 brightness units in each case 
and the detector width is 2 pixels, so the gradient output should be 5. All the PE simulation models
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Figure 9.9: (a) The Low Conirasl Rectangle Image, (b) Edge Image with High Threshold 
Level (c) Edge Image with High Threshold Level and Distributed Scaling (d) Edge 
Image with Low Threshold Level (e) Edge Image with Low Threshold Level and 
Distributed Scaling.
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produce the correct integer output for each orientation of this edge. However by modifying the 
simulation programs to output double precision floating point magnitude values for each edge, a 
more exact measure of the errors introduced by the distributed scaling can be obtained. These
Figure 9.10: Square Operator Edge Gradient Response for Edges, Gradient = 5.0, Oriented 
0 => 90°. Key: * Without Distributed Scaling, + With Distributed Scaling and a 
Word Width of 8 Bits.
Continuous curves cannot be drawn in this figure as, apart from at the output, the PE’s internal 
integer-only arithmetic has introduced discontinuities in the data. The curve in Figure 5.4 was 
obtained by a program which used double precision arithmetic throughout. However, without 
distributed scaling, the points plotted in Figure 9.10 correspond to the equivalent points on the 
curve of Figure 5.4 closely, the error magnitudes here being up to 0.1 of a brightness unit larger. 
This extra error is also attributed to the PE's integer only arithmetic. In Figure 9.10 the points 
plotted when the distributed scaling subroutine limits the word widths to 8 bits, exhibit lower 
magnitude errors in comparison to the points without distributed scaling. The discrepancy is up to 
-0.4 brightness units. In this example the word width limiting errors compensate for the detector 
errors, but in general they should be considered as corrupting the image by a magnitude similar to
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that caused by the detector. The points plotted when the distributed scaling subroutine limits the 
word widths to 9 bits arc identical to the points plotted with no distributed scaling. A 9 bit wore! 
width limit is therefore preferable, but an 8 bit limit will be less expensive to implement. The 
additional errors introduced by the 8 bit scheme arc small and so the results from this part of the 
study indicate the 8 bit limit to be sufficient.
High Pass Edge Filter. The edge magnitude values produced when the threshold level is set to 0 
can be used to produce edge enhanced images, either by themselves or by combining the enhanced 
information with the original image in a subsequent PE. Directional edge filters can also be realised 
by omitting one of the onhogonal pair o f detectors, or by designing a detector for 145° edges. 
Figure 9.11 shows an edge magnitude image produced by two orthogonal detectors. Comparison 
with the image produced by the point enhancement filter in Figure 9.6 shows a more even edge 
enhancement with this new filter.
Figure 9.11: High Pass Edge Filtered Version of the Low Contrast Rectangle.
9.4.2.2 Hexagonally Sampled Images.
The same tests for edge distortion and edge gradient magnitude accuracy were performed for 
hcxagonally sampled images. Distortion comparison, with and without distributed scaling, was 
performed on the hcxagonally sampled version of the low contrast rectangle image. Figure 9.12
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Figure 9.12: (a) The Low Contrast Rectangle Image, (b) Edge Image with High Threshold 
Level (c) Edge Image with High Threshold Level and Distributed Scaling (d) Edge 
Image with Low Threshold Level (e) Edge Image with Low Threshold Level and 
Distributed Scaling.
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shows one comer of this image together with a pair of edge detected images that have been formed 
with the threshold level set as high as possible while still maintaining a connected image, and a pair 
with a lower threshold level. The latter results in a thicker edge, but is more likely to be used in 
practice, perhaps followed by a line thinning operator. The top left edge aligns well with the grid 
of sampling points and has lead to a strong response in all the edge detected images. In contrast 
the lower left edge has not aligned well and some aliasing can be observed in all the images. The 
edges have not been distorted by the operation, or to any significant degree, by the sampling grid. 
The left hand pair of edge images, formed without distributed scaling, are identical to the right hand 
pair that were formed with 8 bit distributed scaling.
Further tests were performed on simulated edges at angles between 0 and 90 degrees in 2 
degree steps to measure edge magnitude accuracy. The original test is presented in Section 4.4.1.3 
where the results were used to compare the square and hexagonal system edge detectors. Here the 
comparison is between edge detection in PEs without distributed scaling, with distributed scaling 
limiting the word widths to 8 bits, and with distributed scaling limiting the word widths to 9 bits. By 
setting the PE threshold level to 0, the magnitude of the detected edge is output as an 8 bit integer 
value without a thresholding process being applied. The edge height is 10 brightness units in each 
case and the detector width is 2 pixels, so the gradient output should be 5. The edge gradient points 
for the PE without distributed scaling arc plotted in Figure 9.13. The edge gradient points for all 
three PEs arc identical. The plotted points arc of similar value to those on the curve plotted in in 
Figure 5.4. This was obtained by a program employing double precision arithmetic throughout, 
whereas here the PE arithmetic is mostly integer. This explains the small differences between the 
two figures. Distributed scaling with the word widths limited to 8 bits appears to be optimum for 
the hexagonal detector.
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Figure 9.13: Hexagonal Operator Edge Gradient Response for Edges, Gradient = 5.0, Oriented 
0 => 90°. Key: * Without Distributed Scaling.
9.4.23  An Alternative Thresholding Strategy.
With the previous scheme, for square sampled images, the edge gradient magnitude is calculated 
as the square root of the sum of the squares o f the responses of the two detection templates. A 
similar calculation is used on hcxagonally sampled images. The square root operator is necessary 
if high pass edge filters are to be realised, but an alternative of comparing the square of the gradient 
magnitude with the square of the threshold exists if  they are not. The design o f the scaling modules 
forces values that exceed the permitted range to take the end value of the range, but with the 
thresholding operation, outputs arc set to one level if  the input is above the threshold, or the other 
level if  the input is below it. The input can be the nonlinear magnitude squared signal described 
above, if  the scale J  and threshold squared constants arc chosen correctly. This results in the errors 
introduced by the square root approximation module described in Section 8.2.3.4 being eliminated. 
This method is described graphically in Figure 9.14.
The PE simulation incorporating 8 bit distributed scaling was modified to incorporate this
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Figure 9.14: A Typical Gradient Magnitude Squared to Threshold Transformation, 
thresholding technique. It is easy to implement in practice. Figure 9.15 shows the edge detected 
low contrast rectangle image. The result is nearly identical to that of image (e) in Figure 9.9 which 
was produced using the conventional thresholding technique.
Alternative Threshold Procc-
9.4.2.4 Discussion.
None of the tests applied to the PEs with images sampled on either grid, or with any word width 
limiting alternatives tried, reveal any edge discontinuities or edge distortions due to the edge 
detection operators. The more precise edge magnitude measurements indicate that for the square 
system detector, a word width limit of 9 bits is required if the PE is to produce identical results to
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a non sealed output PE. However the errors introduced by an 8 bit limit arc small and likely to be 
acceptable in the majority of applications. For the hexagonal detector an 8 bit word width appears 
optimum. It is not a general result that the word width can be limited more for a hexagonal than 
for a square process. For these edge detection operators, less scaling is required with the hexagonal 
detector where the total scaling requires a division by 6, distributed as 1 2 3, as opposed to the 
square detector where the total scaling requires a division by 8, distributed as 2 2 2. Scaling only 
operates on single pixels and so docs not depend on the sampling scheme, but the hexagonal local 
operators used during this project have fewer members in their regions of support, and consequently 
require less scaling. As the edge step size is increased, the errors due to the detectors increase 
proportionately, whereas the scaling errors remain constant. The step size of 10 (total system 
resolution 255), used to produce the results above, was thought to be the smallest that will need to 
be detected in practice. Eight bit scaling produces good results with such an edge, but for lower 
edges, the inherent fixed magnitude errors which arc produced may require a nine bit word width 
PE to be used. The alternative thresholding procedure, in which the square o f the edge magnitude 
is compared with a threshold value, works satisfactorily, and the edge enhancement filter presented 
in this section enhances edges more evenly than the point enhancement filter o f Section 9.4.1.
9.4.3 Sort and Select Operators.
Median filters and grey scale morphological operators arc used to test the PE simulation for this class 
o f operators. Median filters arc described in Section 4.4.1.2, and grey scale morphological operators 
in Section 4.4.1.5. These operations arc specified by a control data frame variable which sets up a 
processing path within the PE consisting of the array multiplication, and the sort-square sampled 
data  o r sort-hexagonally sampled data subroutines. The distributed scaling routine: scaleJ  is 
always tun, but usually the multiplication coefficients take values of 1 or 0, and so the scaling has 
no effect. However, certain grey scale morphological structuring elements may require a 3-D shape,
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with brightness being the 3rd dimension, which will require the scaling routine to be implemented.
9.4.3.1 Median Filters.
The median technique implemented in the simulation is the standard true median algorithm as 
opposed to a pseudo-median algorithm. As the scaling routine is passive, the results here are 
the same as those obtained by any other implementation. Only a simple comparison between 
equivalent square and hcxagonally filtered images is included here. The array multiplication allows 
masks to limit the local area that will produce the median value so that the various edge preserving 
techniques described by Bovik ct al. [16] can be implemented. Figure 9.16 shows an unsmoothed 
square sampled image together with a median filtered version. The local area was a 3x3 square. In 
comparison Figure 9.17 shows an unsmoothed hexagonally sampled image together with a median 
filtered version. The local area contained 7 elements arranged hcxagonally. The results show 
smoothing as expected.
Figure 9.16: Square Sampled 64 x 64 image, Unsmoothed and Smoothed by a Square 3x3 
Median Filter.
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Figure 9.17: Hcxagonally Sampled 64 x 64 image. Unsmoothed and Smoothed by a 7 Element 
Median Filter.
9.43.2  G rey Level Morphology.
Using the sort and select operator it is possible to perform grey level morphological erosions 
and dilations with the PE. Then by following one operation by the other in subsequent PE's, 
morphological grey level opening and closing can be performed. The structuring element can be 
shaped in 3-D and is applied at the array multiplication stage. The resulting data arc then sorted and a 
control data frame variable used to select the maximum value of the set for dilation, or the minimum 
value for erosion. Figure 9.18 shows a grey level test image consisting of five unconnected items. 
After closing with a uniform brightness 3x3 structuring element, the five items have merged into 
two major items indicating the presence of two objects within the image.
Figure 9.18: Square Sampled Five Item Input Image Together With Grey Level Morphologically 
Closed Version.
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Figure 9.19 shows a hcxagonally sampled test image, again consisting of five unconnected items. 
The next image in the sequence shows the test image after dilation by a seven pixel structuring 
element, and the final image is the closure of the test image by the structuring element. Again the 
five items have merged to indicate the presence of two objects.
(c)
Figure 9.19: (a) Hexagonally Sampled Five Item Input Image, (b) Grey Level Morphologically 
Dilated Version, (c) Grey Level Morphologically Closed Version.
9.4.3.3 Discussion.
The results show the correct implementation of these operators by the simulation, on both square 
and hcxagonally sampled data.
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9.4.4 Parallel Logical Operalors.
The results show that the logical units and the flexible interconnections implemented are sufficient 
to provide morphological and line thinning operations on both square and hexagonally sampled 
data.
This operator provides up to ten parallel binary operations on the local area pixels. The results 
of these are then combined logically to produce an output pixel or to toggle the central pixel o f the 
local area and output its new value. The operation is selected by a control data frame variable which 
sets up a processing path within the PE consisting of the parallel logical operation (square) or the 
parallel logical operation (hexagonal) routines. The distributed scaling routines are not called as 
all results arc binary and limited to 1 bit except for the output which is expanded to take the value 
0  or 255.
An array of control data frame variables configure the logical units of the operator as illustrated 
in Figure 8.13. The control variables were calculated and the parallel operations individually 
tested before the final results presented below were produced. The execution is illustrated here by 
morphological and thinning operations.
9.4.4.1 Binary Morphological Operations.
For both square and hcxagonally sampled images the dilation and erosion operators have been 
realised. For the square system a square 3x3 structuring clement is used and for the hexagonal a 
seven pixel structuring clement. In each case only one of the parallel operators is required as these 
are simple operators. As with the grey level morphological operators opening and closing can be 
performed by two PEs. Figure 9.20 (a) shows a letter "P" with a single pixel protrusion and a single 
pixel indent on its perimeter. This image is shown dilated in part (b) and then, after opening, in part 
(c). The opening has removed the indent. Pan (d) shows the original image eroded, and part (e) the
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closed image. After closing the protrusion has been removed.
(a) <b) (c)n m
■ Æ
(d) (e)
Figure 9.20: (a) Binary Image, (b) Morphologically Dilated, (c) Morphologically Closed, (d) 
Morphologically Eroded, (c) Morphologically Opened.
9.4.4.2 Thinning Operations.
These operators are introduced in Section 4.4.1.4 and in Section 8.2.2.2 the "Thin-OPTA" algorithm 
developed by Chin et al. [27] is presented as being suitable for pipeline processing. A similar 
thinning algorithm for use with hcxagonally sampled images was developed in Section 6.3. The 
Thin-OPTA algorithm and its hexagonal equivalent have been realised as parallel logical operators 
and simulated.
Thin-OPTA Implementation. The algorithm requires the application of eight 3x3 thinning tem­
plates, a 4x3 restoring template, and a 3x4 restoring template to the local area surrounding each 
pixel. This requires a PE with a 5x5 local area capability because a 4x4, even sized, local area cannot 
be formed with this simulation. The templates contain logic 1, logic 0, and don’t care conditions. 
Further don’t care conditions arc used to pad the operators out to the 5x5 area. A series of ten 
control file variables are set to change the local area pixels to logic 1 in the don't care positions. The 
next series of ten control file variables arc used to invert the local area pixels in the logic 0 positions
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so that any pixel logic 0  values become logic Is. Referring back to Figure 8.13. the first scries of 
AND gates operate for each template, and a logic 1 output results if the data pattern specified by the 
template exists. The outputs from the eight thinning template operators arc then ORcd to produce a 
"Thin" signal and the outputs from the two restoring templates ORcd to produce a "Restore" signal 
that, if true, prevents the "Thin" signal from switching the local area central pixel to zero before 
output.
Figure 9.21 shows an edge detected sand core image and an image that has been thinned by 
a series of five PEs running the Thin-OPTA program. The resulting skeleton contains no gaps 
attributable to Thin-OPTA and is a good fit to the medial axis of the original image.
Figure 9.22: Original Square Sampled Text Image Together With Thin-OPTA Image.
With printed character thinning the PE simulation produced identical results to the Thin-OPTA
program used to produce the results obtained in Section 6.3. by a non pipelined implementation
of the algorithm. The thinning demonstrated in Figure 9.22 required an initial morphological
Figure 9.21: Edge Detected Sand Core Image Together With Thin-OPTA Image.
PROG
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smoothing followed by 14 Thin-OPTA PE stages to produce the skeleton. This pipeline assembly 
demonstrates the ability to mix PEs of different local area size, the morphological operators having 
3x3 local areas, and the Thin-OPTA PEs having 5x5 local areas.
Hexagonal Thinner Implementation. This algorithm requires the application of six, seven el­
ement, thinning templates and three restoring templates that require up to five rows of elements. 
This requires a PE with a 5x5 local area capability. Figure 9.23 shows an edge detected sand core 
image and an image that has been thinned by a series of five PEs running the hexagonal thinning 
program. The resulting skeleton contains no gaps attributable to the program and it is a good fit to 
the medial axis of the original image.
Figure 9.23: Hexagonally Sampled Edge Detected Sand Core Image Together With Thinned 
Image.
As for the square sampled print image, the pipeline produces identical results to the program 
used to obtain the results in Section 6.3. As with that implementation, the morphological smoothing 
before thinning is unnecessary with the hexagonal algorithm. 13 PE stages arc required to produce 
the skeleton displayed in Figure 9.24.
Conclusions. The parallel template application within the single PE design reduces the number of
PEs required for a thinning operation. The sand core image required 5 PEs and the printed character
image 14 PEs to effect thinning. Ten times as many PEs would be required if the parallel logical
249
PROG P RO G
Figure 9.24: Original Hexagonally Sampled Text Image Together With Thinned Image, 
operators were not available. The number of PEs required to thin a binary image is a function of 
the thickness and complexity of the features within the image. A modification to the simulation 
enabled a count of the thinning activity to be output to the user terminal. A similar feature should 
be incorporated in the hardware PE so that it can report thinning activity to the control computer 
via the communications channel, enabling the control computer to tailor the length of the pipeline 
accordingly.
9.5 Conclusions.
The PE simulation shows that the PE described in Chapter 8 can perform the range of image 
processes identified in Chapter 4 as being required for controlled lighting and industrial image 
processing. The simulation has confirmed the overall system specification, showing that processing 
can be performed on a stream of data passing along a pipeline of individually programmed PEs 
arranged as a pipeline. Various sizes of images were processed successfully, and the scheme of 
padding the surrounds of images with null pixel values to avoid inter-image interference was shown 
to be correct. PEs incorporating 3x3 and 3x5 local areas can be realised and mixed together 
successfully in single pipelines.
The internal modules within the PE have been simulated as separate subroutines and are func­
tionally correct. The PE simulation is able to assemble square and hexagonal local areas using a 
one dimensional buffer to represent the line delays. The main processes to be used for a particular
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application are selected by an appropriate control data frame variable. The main processes arc suf­
ficient to process the diverse set of applications presented in this chapter. The differences between 
the square and hexagonal versions of the processes arc small, and so the hardware devices will 
require little extra circuit area to process images on the two sampling grids.
The distributed scaling routines have been implemented in two versions. One limits the word 
width to 8 bits, and the other to 9 bits. The 8 bit word width limit is satisfactory for use with most 
operators, but introduced some errors of equivalent magnitude to the image operator errors, with the 
convolution operators on the square grid system. In addition, with these operators, it is sometimes 
more difficult to distribute the scaling factors and to maintain the correct overall scaling with the 8 
bit limit than with the 9 bit limit. The 9 bit word limit introduces few errors to the square system 
processes tested. For hexagonal system processes few errors are introduced by either the 8 or 9 bit 
word width limit.
The post processes implemented arc all necessary except for the look up table, which may be 
useful to correct for overall scaling errors introduced by distributed scaling with an 8 bit word 
width, but these errors arc better corrected by implementing a 9 bit word width limit. Two output 
messages, that can provide useful information to the host control computer, are a parallel logical 
operator activity count, and a count of the number of pixels that arc outside the normal 0 to 255 
range during the processing of a complete image. The control data frame specified in Chapter 8 has 
been shown to be appropriate.
Four distinct groups of main processes arc implemented:- Convolution, edge detection, sort and 
select, and parallel logical. Often within a group, several similar operators have been compared, as 
have operators for the square and hexagonal sampling grids.
Convolution operators. On the square grid two Gaussian low pass spatial filters have been 
implemented, Gi with coefficients from the set {1.2,4} and Cl 2 with coefficients from the set
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{3,7,16}. Small numerical differences can be seen in the image data processed by the 2 filters, 
and further differences when the word widths are limited to 8 or 9 bits. No distonions could be 
attributable to either word width limit. The numerical differences are so small they cannot be 
observed in images displayed on a TV monitor. It is concluded that the simpler G\ operator with 
its lower coefficient values, and the 8 bit word width limit are all that need be implemented in an 
eventual PE fabrication. On the hexagonal sampling grid a single filter, G4, has been implemented. 
Its performance was similar to that o f the square system filters. A high pass filter has been 
implemented with an 8 bit word width limit. It produces larger numerical errors than the low pass 
filters, but these are acceptable for human viewing. A 9 bit word width limit PE would produce 
more accurate results for a machine vision application, but it is unlikely that such a filter would be 
required in practice.
Edge detection operators. Operators have been implemented on equivalent square and hexagonal 
image data, both with and without distributed scaling. Results with word width limits of both 8 
and 9 bits are presented. The operators implemented on the PE produced similar results to those 
obtained by other means in Chapter 5. No distortion or gaps in edges could be attributed to the 
distributed scaling technique or to the word width limits.
Further tests on edge magnitude values reveal that for the square system, the word width must 
not be limited to below 9 bits, if the limiting is not to effect the results. For the hexagonal system 
the word width must be at least 8 bits. However, if a word width of 8 bits is used with the square 
system, for edges with a height greater than 10 brightness units in a 255 unit system, then the errors 
are small compared to the other errors inherent in the detection process.
The edge enhancement filter produced visibly acceptable results, but the 8 bit word width limit 
introduced some numerical errors in the processed output images. Both this edge enhancement 
filter and the point enhancement filter presented earlier will be implemented in the final PE design
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as cither may be optimal for a particular application.
Sort and select operators. The results show the correct implementation of the median and grey 
scale morphological operators by the PE simulation on both square and hexagonally sampled data.
Parallel logical operators have been implemented on both the square and hexagonal systems. A 
binary morphological operator requiring a 3x3 local area was implemented together with a 5x5 local 
area thinning operator. The simulations demonstrate the correct implementations of the algorithms, 
and the compact nature of the pipeline when algorithms, such as those for thinning which require 
the application of many templates, arc processed in parallel. The parallel logical operator circuit 
that was developed in Chapter 8 is thought to be adequate for most applications.
Summary. The simulation results show that all the required operators are achievable, but that 
the more complicated Gaussian Gz filter is redundant. It would thus be possible to reduce the 
coefficient word width to 5 bits, but this would limit possible future uses of the device, and should 
only be considered at the fabrication stage if the device is becoming too large. An 8 bit word width 
has been shown to be adequate, but a 9 bit width produces slightly more accurate results. It is 
easier to achieve the correct overall scaling with a 9 bit device, but this advantage disappears if the 
coefficient word width is kept to 6 bits with the remaining operators. An 8 bit word width PE is 
therefore considered funher in the fabrication chapter, but if space on the device permits, the design 
can be upgraded to 9 bits.
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Chapter 10
Conclusions and Further Work.
The work presented in this thesis has covered the three main areas of the processing of hexagonally 
sampled images, the processing of images from an industrial or a controlled lighting environment, 
and the design of a computer architecture for the fast, economic, and reliable processing of both 
hexagonal and square sampled images.
10.1 Conclusions.
10.1.1 The Hexagonal Sampling of Images and Their Processing.
10.1.1.1 Sampling.
Efficient biological vision systems have evolved that sample images with hexagonal arrays of 
sensors. Earlier image processing workers have shown that for 2D circularly band limited signals 
of equal high frequency resolution, about 13% fewer samples arc required if the sampling points 
are arranged in a regular hexagonal grid, than if they are in a square grid pattern. This spatial 
relationship between sensors leads to a hexagonal interconnection of processing elements in the 
initial stages of the image processing. These initial stages, where the outputs of a visual process are 
still related to the geometry o f the sensor grid have been referred to as low level operations.
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The earlier chapters of the thesis have reviewed image sampling and low level processing. 
Hexagonal, square, and rectangular sampling grid geometries have been explained, and the various 
pixel shapes that can be associated with the individual sampling points, and used to tile completely 
the image area, have been presented. Tiles that completely cover the image without gaps are useful 
for display devices. With raster scanned devices such as the TV monitor, square and rectangular 
shaped pixels can he used to build up the image, for display, line by line. Such pixels arc considered 
to exhibit equal brightness over their entire area, whereas a sophisticated image reconstruction 
scheme may interpolate the values between the sampling points. As discussed in Section 3.4.3, 
advantages exist for computer graphics routines operating on hexagonal grids as there arc more 
axes of symmetry and the aliasing of straight line features can be reduced in comparison to square 
grid routines. The human interpretation of both straight line and circular features is easier with 
hexagonal grid sampled images. This is discussed in Section 6.2.
As observed in Section 3.3.1.2, the active area of the image sensor may or may not be equal to 
the pixel shape used when the image is displayed. Even if it is, the response within the area of the 
sensor m ay not be uniform. For a 2D array of sensors, the signal band-limiting will be a function 
of the size of the sensor area, the transfer function of the sensor with respect to the position within 
the active area, the optical components before the sensors, and the electronic processing after the 
sensors. As discussed in Chapter 3, circularly band-limited signals exhibit equal high frequency 
resolution in all spatial directions. A system constructed with sensors which produce circularly 
band-limited signals will process an image with equal quality, independently of its orientation with 
respect to the array of sensors. It is concluded that this could be important for many applications, 
such as a ease where small defects must be detected in a series of randomly oriented parts on a 
production line.
Some sensors such as the vacuum tube TV camera will produce a good approximation to 
a circularly band-limited signal, whereas others such as CCD arrays may not. Individual CCD
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elements may be square or rectangular in shape, but it is concluded that modelling the signals as 
square or rectangular hand-limited signals can be inaccurate. For many applications the relationship 
between the sampling point geometry and the precise value sampled will be unimportant, but where 
precise distance measurements, precise measurement of edge angle or magnitude, or the detection 
of small features is requited, then consideration of this relationship should be given.
It is concluded that the ideal sensing system should sample the image on a 2D hexagonal grid, 
as a minimum number of sampling points are required, and that the signals should be circularly 
band limited before sampling so that equal high frequency resolution can be achieved in all spatial 
directions.
10.1.1.2 Processing.
Having identified regular hexagonal sampling as being an efficient scheme, low level image pro­
cesses that would operate on such a scheme were evaluated. As discussed in Chapter 4 hexagonal 
morphological, distance measuring, and some Fourier plane image processes have been developed 
by previous researchers.
For the processing of images from controlled lighting environments such as are found in many 
industrial situations, image processing operations which require only a small local image area for 
support are often sufficient. A group of efficient and accurate operators for use on square grid 
sampled images has been identified, and equivalent hexagonal scheme operators designed and 
compared with them as a part o f this project. It was found that the symmetry of the hexagonal grid 
leads to the formation of highly populated concentric shells of equidistant neighbours surrounding 
the central pixel of a local area. This was found to make operator design and coefficient calculation 
easy compared with designs for the square grid. The basic operators designed include Gaussian 
filters, median filters, point enhancement filters, and edge detectors. These were easy to design 
and were found to performed equally as well as their square system counterparts. In general they
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require about 13% fewer members for a given physical local area, and, additionally, are quicker to 
compute as fewer individual coefficient values are required than with the square scheme.
In Chapter 5 the new hexagonal scheme edge detector was extensively compared with the square 
system So bel detector. For both detectors, implemented on a modem computer, it was found that the 
exact magnitude could be calculated in less time than that required by the approximate magnitude 
calculation used by some researchers to reduce processing time. The simpler operators used with 
the hexagonal scheme were found to lead to faster processing, and, together with a reduced number 
of sampling points required with the hexagonal grid, to a processing time saving approaching 44% 
as compared to the square grid operators. This time saving is, however, machine dependent.
Comparable magnitude and angular accuracy was demonstrated for the edge detection operators 
on both sampling schemes. However, whereas the square system So bel operator produced low errors 
with sampled values that were calculated by averaging square spatial suppon regions, the hexagonal 
operator produced low errors when the sampled values were calculated by averaging circular spatial 
support regions. When designing high accuracy processing systems, the characteristics of the 
sensors should be investigated. It is likely that sensors producing circularly band-limited signals 
will be easier to design than sensors processing an average value for the intensity over a pixel shaped 
region. This should lead to an advantage for the processing of hcxagonally sampled images.
A new binary hexagonal image processing operator was developed as an equivalent to the square 
sampling scheme thinning operator designed by Chin (27]. The hexagonal operator can be coded 
to compute in less time than the square, as there are fewer templates required. The quality of the 
results is discussed in Section 10.1.2.3.
10.1.2 Image Processing in Industrial or Controlled Lighting Environments.
To be accepted for use by a competitive industry, a vision system must be reliable, quick in 
operation, and cost effective. The local image processing operators that have been designed for use
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with hexagonally sampled images, have been shown to process images obtained in an industrial 
environment both efficiently and reliably in comparison to the equivalent square system processes.
10.1.2.1 Image Processing Operators.
The reliable processing of images captured in controlled lighting conditions can be obtained by 
using operators with support from small local areas. This point is widely accepted by industry 
where a good illumination system design can reduce the complexity of the image processing and 
thus result in a less expensive computer system. For controlled lighting conditions, the signal to 
noise ratio of images is high, and small suppon region operators were found to be sufficient for the 
examples reported in this thesis.
In Chapter 6, following extensive studies of the individual operators in Chapters 4 and 5, two 
industrial examples were studied to ascertain a useful set of processing operators that would form 
the basis of the operators implemented by a pipeline processor. The first concerned grey-level 
image processing to identify small defects in the surfaces of sand cores used in automobile engine 
casting, and the second concerned printed character processing. Comparisons were made between 
similar processes implemented on square and hcxagonally sampled images. The simpler hexagonal 
operators and the reduced number of sampling points lead to faster processing of the hexagonally 
sampled images, and their quality was often found to be superior to the equivalently processed 
square images.
10.1.2.2 Surface Defect Detection in Sand Cores.
It is observed, in the thesis, that for a defect detection system, it is efficient to cover the surface with 
the lowest resolution images that will allow the minimum sized significant defect to be detected 
reliably, as a minimum number of images will then require processing for a given sized object. If 
defect categorisation is required, further images can then be obtained.
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For this example it was required to detect small defects in the surfaces of the cores. The 
captured images were not ideal in that the pixel aspect ratio was 4:3 as opposed to 1:1 or the 
regular hexagonal equivalent, but the hexagonal images were easier for human interpretation, and 
the processed hexagonal images produced better representations of the defect’s size and shape. The 
hexagonal processing was found to be more resistant to image noise and provided more complete 
defect outlines.
Detection reliability was investigated further by modelling the same defects on both the true 
square and hexagonal grids. A model was developed in which the smoothly changing edges of 
the real defects were reproduced. In general with this model, and with a further enhancement to 
the model that superimposed random noise on to the image data, there were only small effects 
attributable to the locking of the defect shapes with the two sampling grids, and it was shown 
that the square and hexagonal sampling systems were able to perform defect detection with equal 
reliability. The hexagonal system was thus shown to be advantageous as equal detection reliability 
was obtained with 13% fewer sampling points and simpler image processing operators that could 
complete the detection process in less time. In a specific detection example in which a long thin 
defect caused by a scratch in the sand cote’s surface was modelled, the hexagonal grid system was 
found to operate more optimally than the square in that the connectivity of the defect’s outline could 
be more easily maintained at the ends of the defect where tight curves existed.
The technique of examining a small defect, and then modelling it, has the additional use that 
the modelled defect can then be scaled, moved, or oriented differently with respect to the sampling 
grid, and that a more confident figure for detection reliability can be obtained.
10.1.2.3 Printed Character Processing.
Printed character processing was chosen as an example with which to test a new hexagonal thinning 
and skeleton forming algorithm with Chin’s |27] well known square system algorithm. The hexag­
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onal processing was found to be superior with respect to both computation time and the quality of 
the resulting skeleton. The hexagonal skeletons were positioned more closely to the medial axes 
of the shapes and the hexagonal algorithm did not require a morphological pre-filtering stage. The 
algorithms are both recursive, and so the reduced number o f sampling points within a hexagonal 
image results in fewer passes of the operators through the image. This saving is in addition to those 
resulting from the simpler hexagonal operators.
10.1.3 Computer Architecture.
Having identified a set o f image processing operators for use with images derived from industrial 
and controlled lighting environments, various pipeline architectures, some of which were novel 
arrangements, were designed to provide cost effective real-time image processing for industrial 
applications in particular. A flexible, programmable PE has been designed that, as a single device, 
can perform all of the hexagonal and square operations that have been identified during this project 
as being required for industrial image processing.
10.1.3.1 Pipeline Architectures.
The pipeline architecture was chosen because the resulting processor can operate directly on the 
digitised raster scanned output of a TV camera or a similar sensing device. The image frame 
store and reformatting logic, necessary with other architectures, are not always required. Small 
local image areas can easily be assembled within the individual PEs, and small areas are all that arc 
required by the image processing operators identi fled earlier. A wide variety of pipeline architectures 
can be achieved using this PE including:-
• Single video rate pipelines in which each PE is programmed to perform a different operation 
as a part of the overall process.
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•  Video rale branching and merging pipelines in which pipelines of PEs can be connected in 
parallel and partial results combined by a following PE’s input ALU.
•  Recirculating pipelines in which data has to be passed several times through a pipeline situated 
between two image frame stores to effect complete processing. With this system image data 
can be scanned in different patterns and passed through the pipeline.
•  Multiple recirculating pipelines which provide several pipeline processing interconnections 
between frame stores. This improves the image processing rate.
No previous PE design has been flexible enough to be suitable for all of these architectures. The 
expected low cost and small size of the PE will allow the above architectures to be realised as single 
circuit board components. These flexible pipelines can act as low level pre-processors for a host 
computer that provides the higher level image processes. The host can provide the programming 
information for the PEs in the pipeline, and transmit this via the serial communications link. The 
PEs can also send information back to the control unit. This, together with information derived from 
the high level processing stages and from low level co-processors (such as histogram and Hough 
transform co-processors), can be used to calculate modifications to the PE programs and adaptively 
control the pipeline.
The video rate processing capability of the proposed non-recirculating pipelines can be used 
in real-time systems involving human interaction where the image processing enhances an image 
of the object being worked on. With such systems the PE latency must be minimised so that 
unacceptable delays between the initialisation of an action by the human and the feedback arc not 
introduced. The most significant latency introduced by the proposed PE is the delay required in 
order to assemble the local area. This delay is equal to the scan time of only a few image lines, 
whereas for systems employing a frame store, frame time delays arc introduced which arc two 
orders of magnitude greater.
261
For an industrial machine vision inspection system, the real-time rate may be as high as the 
video rate, but commonly, the rate is determined by the object part rate. Latency may not be such a 
constraint on the pipeline design as it is with human interactive systems, because the vision system 
can be placed at one point on the line and the required action taken at some time later. With such a 
system it may be possible to use a vision system employing a recirculating pipeline.
A unique feature of the proposed PE is that the latency introduced is independent of the process 
being performed. This feature will simplify production line design and simulations as the latency 
can be calculated before the image processing application program has been completely designed. 
The latency is simply the number of PEs on the pipeline processor circuit board multiplied by the 
unit delay.
10.1.3.2 The Design o f the PE.
A dual device capable of processing both square and hcxagonally sampled images has been proposed 
and simulated. It would appear a better prospect to construct than a single sampling standard device. 
Hexagonal operators have been shown to be superior in many respects, but a pipeline processor 
may be required as an enhancement for applications already developed for the square system, or for 
use with sensors that adapt more readily to the square sampling grid.
Specification. A device has heen proposed in Chapter 8 that will process images with sizes of up 
to 833x625 pixels, at the video rate. A basic device has been specified in which a square 3x3 or 
equivalent hexagonal local image area is assembled. The PE has two 8 bit image data inputs that 
are combined by the input ALU, and a single 8 bit output. This device is sufficient for most of the 
required image processing operators, and the design can be easily expanded for larger local area 
sizes. The required operators have characteristics that separate them into the four distinct groups 
of convolution, sort and select, parallel logical, and edge operators. To process these operators the
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PE first multiplies the members of the local image area with two sets of filter coefficients and then 
further processes these results in one of four operator modulcs:-
•  The convolution operator. The outputs from the multipliers arc added and scaled to produce a 
new output value. This is performed by a tree of adders as shown in Figure 8.7. The precision 
of the results at each level of this tree structure has been carefully chosen to limit the size of 
the subsequent adders in the tree.
•  The son and select operator. An efficient algorithm was identified based on a successive 
approximation operation on the individual bits o f the pixel values in the local area. The 
algorithm was developed by Daniclsson [33), but an improved implementation was developed 
as a pan of this project as shown in Figure 8.12.
•  The parallel binary operator. Many logical operations can be performed on the local image 
area under the control of signals sent from the pipeline's host computer. The circuit is shown 
in Figure 8.13.
•  The edge detection operator. The module produces an enhanced grey-level, or an edge map 
output. The circuit is shown in Figure 8.8. The magnitude operator is described by Denyer 
and Renshaw [42] and its application, as described in the thesis, for image processing will 
result in an accurate edge detection circuit.
After the above four selectable processing modules, a series of common post processes may be 
applied to provide thresholding, brightness inversion, and lateral shifting to the partially processed 
images. Programming information is input to the PE's control unit and this selects which modules 
are to be used and provides various coefficients for the operator calculations.
Each of the above circuit modules will operate at the video rate and they have been designed to 
occupy a minimum of VLSI device area. Little extra circuitry is required to realise the processing
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of both square and hcxagonally sampled data. For video rate processing the frame rate is identical 
for hexagonal and square image processes, however, the pixel rate is reduced by over 13% for 
hexagonal processes. For processes that are not real-time the clock rate can be kept the same, and 
the frame rate increased by this factor for hexagonal image processing.
Simulation. The PE has been functionally simulated and test images processed, firstly, to check 
the specification, secondly, as further confirmation that the set of operators identified earlier were 
all required, thirdly, to confirm the required control information, and finally, to compare the square 
and hexagonal image processing results. Distributed scaling routines that additionally include the 
limiting of the precision of the arithmetic operations at various points within the PE have been used. 
By limiting the precision, the data word widths and the size of subsequent processing modules are 
also limited. However, this limiting of the precision leads to errors in the processed images. The 
simulation has been used to find an optimum word width limit that allows accurate results for the 
majority of processes, while minimising the PE circuit size. An 8 bit word limit was found to 
be acceptable. Both hexagonal and square processes produced high quality output images. Some 
operators were found to be redundant, and their omission from the final design has allowed the 
range of the convolution coefficients to be reduced, resulting in a simpler design.
10.2 Further Work.
10.2.1 Com puter Vision and Hexagonal Sam p ling Grids.
10.2.1.1 Operators Requiring Large Areas of Support.
The hexagonal image operators that have been implemented all receive support from only small 
local areas. These operators are more efficient than their square sampling grid counterparts as fewer 
points arc required for a given area, fewer different coefficient values are involved, and there are
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more axes of symmetry. The use of hexagonal operators requiring larger areas of support should 
be explored. With such square system processes, the operators are often separable which leads to 
more efficient processing. Hexagonal operators arc not separable, but highly efficient processing 
can be achieved as with Mcrscrcau's [124) HFFT. A hexagonal sub-pixel accuracy edge detector 
may perform optimally when compared to a square system equivalent, as the estimation of edge 
points on such a regular grid with equal high frequency information coded in all directions should 
result in greater accuracy in specifying the edge position.
10.2.1.2 The Design and Response of Sensor Elements.
Further work should be undenaken concerning the design o f sensor elements, such as CCD arrays, 
for hexagonal sampling. Additionally the responses of single elements, and individual elements 
within an array, need to be measured to determine the band limiting of the signals within the 2D 
image plane. Sensor designs can then be optimised for the panicular sampling geometry. Hexagonal 
or circular band limiting is optimum for the hexagonal sampling grid, and square band limiting for 
the square grid. The hexagonal arrangement of rectangular shaped elements in a CCD array is easily 
achieved, and such arrays arc less expensive to manufacture than square arrays. Inexpensive TV 
cameras for domestic use have been produced with hexagonal CCD arrays. A high quality camera 
now needs to be designed.
10.2.1.3 Additional Case Studies.
The images in the ease studies that have been described in Chapter 6 and some of the images used 
to test the pipeline processor simulation were from diverse application areas. Even so, further ease 
studies need to be pursued to help build libraries of relevant processes. These can be pursued with 
the PE simulation, but research and development will be hastened once a hardware PE has been 
realised.
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10.2.1.4 The Adoption of Hexagonal Im age Sampling.
Several advantages have been found for hexagonal processing. The number of sampling points 
required to cover an area is 13.4% less, computation time savings in excess of 44% have been 
demonstrated, higher quality processed images can result, and human interpretation of the images 
can be easier, than with the square equivalents. However, equipment manufacturers, researchers, 
and application engineers may be reluctant to change to hexagonal sampling because new sampling 
equipment and low level image processing software, together with the interfacing of these to higher 
level processors and processes, will need to be engineered and introduced concurrently. Whole 
libraries of low level processing routines that have been written and tested for use with development 
systems, and trusted macro programs containing combinations of operators will need to be rewritten. 
For a new manufacturer entering the field without any commitment to previous products, the 
advantages offered by hexagonal processing will provide their products with a competitive edge.
Some products, such as document readers, arc mass produced for a highly competitive maricet. 
The hardware and software for such products is likely to be rc-dcsigncd for each new system. For 
such products the change to hexagonal sampling and processing will enhance its profitability.
10.2.2 Pipeline Processors.
10.2.2.1 The Completion of the PE Design and Fabrication.
To date the PE has been specified and block diagrams of its overall structure and internal processing 
modules produced. These diagrams can be found in Chapter 8. The design of these modules 
have been taken to a level where individual functional components such as multipliers, adders 
and latches have been identified. Both the individual modules and the complete PE have been 
functionally simulated using programs written in a high level language. The circuits for each of 
these modules now need to be investigated for VLSI implementation. It is expected that the PE will
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be able to be fabricated as a single VLSI device.
The PE circuit elements that will require the largest areas of silicon for their fabrication are 
likely to be the line delays and the multiplier arrays. There are two commercially available VLSI 
devices that contain such circuit elements and operate at the video rate. The Hitachi HM6302 [78] 
is an inexpensive integrated device that can store two eight bit wide digitised video lines of variable 
length up to 1024 bytes long, and the Inmos A110 [14, 87] is a programmable single chip filter, 
described in Section 7.5.2.1, that contains three 1120 byte programmable length line delays and 
twenty one 8x8 bit multipliers. The PE device proposed in this thesis requires two 8 bit wide video 
line delays with programmable lengths of up to 833 bytes each. Being shorter, these will require 
less silicon area than the line delays in either the HM6302 or the A110 device. The number of 
multipliers in the proposed PE is eighteen of size 8x6 bits located in the multiplier arrays, and two 
of 13x6 bits located in the convolution modules. These should occupy less silicon area than the 
larger and more numerous multipliers included in the A110 device, but if a reduced specification 
PE device occupying a smaller area is required, then the number of multipliers can be reduced by 
nine if the alternative edge detection module proposed in Section 8.3.2.2 is used. The existence 
of these two commercial VLSI devices indicate that it should be possible to construct the PE as a 
single integrated device that will operate at the video rate.
The fabricated device will operate several orders of magnitude faster than the PE simulation, 
and enable complicated image processes to be evaluated within a reasonable time period.
10.2.2.2 The Host Computer.
The host computer originates the control signals for the pipeline, provides the higher level process­
ing, and reports the information obtained to a human operator or further systems. The image data 
interface between the pipeline and the host will need careful design. The data rate will have been 
reduced by the pipeline in that grey level information will probably have been reduced to binary
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information. Further reduction could be achieved by including a chain coding device operating on 
the pipeline output data stream within the interface, but probably one or more image frame stores 
capable of storing complete images should be incorporated.
The high level processes will take the information from the low level processes computed in 
the pipeline, and from these spatially related data, produce results that arc no longer ordered as 
in the original sampling grid. A pipeline processor is not appropriate for high level tasks. A 
SISD computer, a MIMD array, or a pyramid processor would be more appropriate. Valkcnburg et 
al. [179] are researching a MIMD, transputer based array, as a high level processor that is interfaced 
to a pipeline. Such a machine could form the basis of the host computer for many of the pipeline 
architectures reported here.
10.2.2J Adaptive Pipeline Control.
The control computer will choose both the parameter values that an operator will use, together with 
the operator function, for every PE within a pipeline. An adaptive control mechanism will allow 
various parameters, measured by the system, to be used in the calculation of new coefficients and 
operator configurations for system optimisation. The high speed control communication possible 
within the system will allow such control to be performed in real-time. Initially simple adaptive 
control algorithms will be developed. For example, a system that adapts to changes in lighting 
level, or a system that chooses the shape of the local area required by a median Alter so that it 
can preserve edge information, could readily be developed. Eventually more complicated adaptive 
control mechanisms could be researched, perhaps with an artificial neural network control computer 
that can be trained to respond correctly to the differing conditions.
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10.3 In Summary.
To be accepted for use by industry an image processing system must be fast, reliable and cost 
effective. Each of these requirements has been addressed in this thesis. Improvements in pro­
cessing speed have been achieved by using the hexagonal image sampling grid and the hexagonal 
processing operators designed for use with it. Further improvements can result with the use of 
the video rate pipeline processors presented. The set of processing operators assembled have been 
shown to reliably process images captured under controlled lighting conditions, and additionally 
hexagonal operators have been shown to process noisy images more reliably than their square 
system counterparts. Finally the proposed PE, when fabricated as a VLSI device, will enable cost 
effective systems to be constructed.
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