Activity coefficients, which are a measure of the non-ideality of liquid mixtures, are a key property in chemical engineering with relevance to modeling chemical and phase equilibria as well as transport processes. Although experimental data on thousands of binary mixtures are available, prediction methods are needed to calculate the activity coefficients in many relevant mixtures that have not been explored to-date. In this report, we propose a probabilistic matrix factorization model for predicting the activity coefficients in arbitrary binary mixtures. Although no physical descriptors for the considered components were used, our method outperforms the state-of-the-art method that has been refined over three decades while requiring much less training effort. This opens perspectives to novel methods for predicting physico-chemical properties of binary mixtures with the potential to revolutionize modeling and simulation in chemical engineering.
. Schematic depiction of the matrix representing all possible binary mixtures of the studied 240 solutes and 250 solvents. The black squares indicate mixtures for which experimental data on the activity coefficients at infinite dilution   ij at 298.15 (±1) K are available in the 2019 version of the DDB 13 . Matrix completion is well studied in ML and has become popular through the Netflix Prize 18 , an open competition by Netflix that aimed at improving their recommender system for movies and TV shows. Subsequently, several matrix completion methods have been proposed and applied for various purposes [19] [20] [21] [22] [23] .
Matrix completion problems can be addressed with different approaches. One distinguishes between content-based filtering methods 24 and collaborative filtering methods 25 . Besides the observed entries of the matrix, content-based filtering employs descriptors of the considered systems to complete the matrix. Collaborative filtering, by contrast, solely learns from the observed entries of the matrix, relying on pattern-recognition techniques to find similarities within the rows and the columns, to predict the missing entries of the partially observed matrix.
In this work, we use a collaborative filtering approach to matrix completion. Hence, we predict   ij for the unobserved mixtures based only on   ij of the observed mixtures, i.e., the mixtures for which experimental data are available. Furthermore, our matrix completion method follows the Bayesian approach and consists of three steps. In the first step, a generative probabilistic model of the data, i.e.,   ij , as a function of initially unknown features of the components i and j is formulated. This generative model poses a probability distribution over all   ij based on the component features. In the second step, the initially unknown component features are inferred by training the model to the observed   ij . This step is called 'inference' and requires the inversion of the generative model. Since our generative model is probabilistic, its inverse is also probabilistic and Bayesian inference yields the so-called 'posterior probability distribution', or short 'posterior', of the component features. From the posterior, among others, the most probable numbers for the features to describe the data are obtained. Since exact Bayesian inference is infeasible in nontrivial generative models, we resort to variational inference [26] [27] [28] for an efficient approximation. We use the Stan framework 29 , a so-called probabilistic programming language, which automates the task of approximate Bayesian inference in a user-defined generative model. In the last step, the inferred component features are inserted in the generative model to obtain predictions for unobserved   ij .
All modeling details, including the source code to run the Stan model, can be found in the Supporting Information. We emphasize the simplicity of the modeling framework, which can be extended in many ways.
For training the MCM, data on   ij at 298.15 (±1) K for mixtures of molecular components were taken from the present version (2019) of the Dortmund Data Bank (DDB) 13 . To allow an evaluation of the proposed MCM as described below, we considered only solutes i and solvents j for which at least two data points, i.e., data for at least two different mixtures, are available. This results in a data set with I = 240 solutes and J = 250 solvents. These were arranged in an  IJ matrix with 60000 elements, corresponding to all possible binary solute-solvent combinations, cf. Figure 1 .
For 4094 entries, i.e., different binary mixtures, data are available in the present version of the DDB, which corresponds to 6.8% of all elements of the matrix. The remaining 55906 entries were predicted by the MCM based on the available entries. The study was carried out using ln( )
This document is the unedited authors' version of a submitted work that was subsequently accepted for publication in The Journal of Physical Chemistry Letters, copyright © American Chemical Society after peer review. To access the final edited and published work see https://pubs.acs.org/articlesonrequest/AOR-Kre2YZFgCxIYvY38FQUn 5 rather than   ij for scaling purposes. Figure S1 in the Supporting Information shows the distribution of the ln( )   ij values in the data set. A list of the considered solutes and solvents is given in Tables S2 and S3 in the Supporting Information, respectively. To evaluate the predictions of the MCM, we applied leave-one-out cross-validation 30 . Therefore, the MCM was trained on all observed entries except for one. This left-out entry was then predicted by matrix completion and compared to its experimental value reported in the DDB. This procedure was repeated for all observed entries. Figure 2 shows the predictions obtained with the MCM in a parity plot over the experimental data. A histogram representation of the results is given in Figure S4 in the Supporting Information. For about 48.1% of the data, ln( )   ij is predicted with an absolute error below 0.1; about 79.6% the data are predicted with an absolute error below 0.3. This performance is remarkable, especially considering that no physical descriptors of the components were used and that the experimental uncertainty of ln( )   ij is typically 0.1 to 0.2. In the following, we compare the proposed MCM with one of the highly developed physical methods for predicting activity coefficients. Modified UNIFAC (Dortmund) 31, 32 , referred to simply as UNIFAC in the following, is the most successful of these methods and has been considered as the gold standard for more than 30 years. In UNIFAC, the properties of a mixture With its present published parameterization, UNIFAC is able to predict the activity coefficients for 3342 of the 4094 solute-solvent combinations that are considered here. In Figure 3 , we compare the predictions for this subset obtained with the proposed MCM with those from UNIFAC in a histogram. The corresponding parity plot is given in Figure S5 in the Supporting Information. The results demonstrate a better performance of the proposed MCM. As an example, the absolute error is below 0.1 for 37.4% of the predictions with UNIFAC, whereas the proposed MCM achieves the same accuracy for 50.0% of the predictions. The MCM also clearly outperforms UNIFAC in terms of mean absolute deviation and mean square error, cf. Table S1 in the Supporting Information. 
. N represents the number of binary mixtures ij for which the differences are within the given intervals. The depicted range includes results for 96.9% of the total data set for both methods.
Besides the better performance, the proposed MCM has two additional clear advantages over UNIFAC. First, the further development of UNIFAC is extremely elaborate. UNIFAC is based on the segmentation of components into groups. Choosing these groups and determining the group parameters as well as the group interaction parameters from selected data sets is an art that is practiced by only a few specialists, several generations of which have been working on the method since it was first introduced in 1975. By contrast, matrix completion is a general concept that is easy to use, and that can be improved simply by retraining on a larger data set whenever new experimental data become available. Second, the application of UNIFAC to predict   ij is limited by the availability of the required group parameters, which are elaborate to obtain as described above. For the solutes and solvents considered here,   ij for less than two thirds of all binary mixtures can be predicted with UNIFAC, cf. Figure S2 in the Supporting Information. With the proposed MCM,   ij for all possible combinations of the studied components can be predicted, i.e., all gaps in the matrix can be filled.
Our results demonstrate the potential of using matrix completion to predict   ij in binary mixtures, but should be considered as only the first step towards using MCM for predicting physico-chemical properties of binary mixtures in general. In future work, physical descriptors will be included in the MCM algorithm. These physical descriptors could, for example, contain information on the chemical groups of the components, as they are used in UNIFAC. Further iterations could also consider other choices, such as  -profiles of the components, as they are used in COSMO-RS 17 . It can be expected that adding such information will lead to significant improvements. A feature analysis of the MCM results could reveal structures in the data that could provide further insight to physical structure-property relations. Furthermore, the approach will be extended to other temperatures and properties. Ultimately, we conjecture that our approach only scratched the surface of what is possible and may inspire the next generation of prediction methods in chemical engineering.
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Experimental Data and Preprocessing
All data for training and evaluation of the proposed matrix completion method (MCM) were taken from the current version (2019) of the Dortmund Data Bank (DDB) 1 . All data for activity coefficients at infinite dilution   ij in binary mixtures at temperatures ranging from 297.15 to 299.15 K, i.e., at 298.15 (±1) K, were adopted. The temperature dependence of activity coefficients in such narrow temperature ranges is in general small and is therefore not considered here. For several solute i -solvent j combinations, multiple results on   ij in the considered temperature range are available in the DDB. For these combinations, the arithmetic mean of all available data was used for training and evaluation. The data set was further modified as follows: only molecular components were considered. Non-molecular solutes and solvents, mainly salts and ionic liquids, but also metals and components for which no molecular formula was available, were eliminated from the data set. This restriction is not mandatory, but we consider the excluded components substantially different such that it is not reasonable to model them alongside the studied components. Furthermore, to be able to evaluate the predictions of the proposed MCM by leaveone-out cross-validation, all solutes and solvents for which only data on   ij in a single mixture were available were eliminated from the data set. In total, 240 solutes and 250 solvents complied with the above stated conditions and were considered in the present study. Figure S1 is modeled in terms of the product of a (smaller) tall matrix, whose rows are the solute feature vectors ui, and a narrow matrix, whose columns are the solvent feature vectors vj.
The parameters σ0 and λ were set by cross-validation to σ0 = 0.8 and λ = 0.15. Figure S3 shows our implementation of the generative model in the probabilistic programming language Stan 4 , which automates the task of approximate Bayesian inference in a user-defined generative model. We also fitted a model where we replaced the Cauchy distribution by a normal distribution, see Section 'Additional Results' below.
S6 Figure S3 . Stan code for the proposed matrix completion method, adapted from Kucukelbir et al. 5 Line 26 ensures that the method is only trained to the observed entries of the matrix, since all unobserved entries were set to -99 prior to the training. In an alternative model, a normal distribution was used as likelihood (line 27), cf. Section 'Additional Results' below.
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Variational Inference
The inference algorithm fits the probabilistic model to the observed data by calculating the socalled posterior probability distribution, i.e., the probability distribution over the latent feature vectors ui and vj conditioned on the observed activity coefficients. As exact posterior inference is infeasible, we resort to Gaussian mean field variational inference [5] [6] [7] (VI), which approximates the exact posterior distribution by a normal distribution for each latent feature. This process is automated by the Stan framework. In detail, VI poses a so-called variational family, i.e., a family of probability distributions over the latent feature vectors that are parameterized by so-called variational parameters, and that are considered candidates for an approximate posterior. In Gaussian mean-field VI, the variational family consists of all fully factorized normal distributions, and the variational parameters are the means and standard deviations along each coordinate of the latent space. VI then finds the element of the variational family that most closely matches the true posterior distribution by numerically minimizing the so-called Kullback-Leibler divergence from the true posterior to the approximate posterior. This can be done without having to explicitly calculate the true posterior, which would be numerically infeasible. We refer to the literature 6,7 for more background on VI.
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Calculation of Model Predictions
To predict ln( )   ij for a given previously unknown solute i -solvent j combination, we take the means of the corresponding feature vectors ui and vj under the approximate posterior distribution that were obtained by training the model to the data. We also experimented with a variant of this method that takes the mode instead of the mean under the posterior distribution, i.e., the values for ui and vj with highest posterior probability. This so-called maximum a-posteriori (MAP) approximation is conceptionally simpler than posterior means because searching for the MAP solution can be implemented without explicitly keeping track of uncertainties. However, we found posterior means to be more robust to outliers in the data set than MAP. Improved robustness compared to MAP is a known property of VI 8 . When we report predictions for ln( )
work, the prediction is always based on a model where the solute i -solvent j combination that we predict was excluded from the observed data in the inference process. This ensures that the method cannot cheat by predicting the value of ln( )   ij from the training data.
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Additional Results Figure S4 shows a histogram of the differences of the predictions for ln( )   ij with the proposed MCM and the corresponding experimental values from the DDB for the complete data set. Figure S4 is an alternative representation of the results shown in Figure 2 in the manuscript. 
N represents the number of binary mixtures ij for which the differences are within the given intervals. The depicted range includes results for 96.6% of the total data set. Figure S5 is an alternative representation of the results shown in Figure 3 in the manuscript. S22 Table S3 . Overview of the components that were considered as solvents in the present work. All information is adopted from the Dortmund Data Bank (DDB) 1 
