Techniques for approximating the dynamics of deterministic systems based on a discrete Markov chain are well known and have been successfully used in the past. We now extend these techniques to random dynamical systems by de ning a suitably averaged Markov model. These constructions are often numerically superior to iterative orbit based methods and provide greater theoretical control.
Introduction and Motivation
By a random dynamical system, we mean a random composition of mappings taken from a collection fT k g r k=1 . For the most part, we will assume that each T k is a continuous mapping on a compact subset M of R d . One de nes a random orbit fx N g 1 N=0 by x N = x N (k N?1 ; : : : ; k 1 ; k 0 ; x 0 ) := T k N? 1 T k 1 T k 0 x 0 , where the sequence k 0 ; k 1 ; : : : is produced by some stationary stochastic process, with k i 2 f1; 2; : : : ; rg for all i 0. We will be concerned with the situations where the random sequence of indices arise as either an iid or Markov process. This amounts to our random system being de ned by an iid or Markov random composition of mappings. Example 1.1: (i) De ne T k x = Tx+ k , where k 2 R d is small, so that each T k is a small perturbation of some xed map T. A random iid composition of the fT k g models a deterministic system subjected to small iid perturbations. (ii) A dynamical system may be subjected to external random inputs or stimulations. Di erent inputs produce di erent dynamics, so that e ectively a di erent map is applied for each possible input. Very general input structures may be modelled using Markov compositions of maps.
Our goal is to perform some ergodic-theoretical analysis on such random dynamical systems. The central object of such a study is a suitably de ned invariant measure for the random system; this invariant measure should describe the distribution of typical 1 orbits in phase space. By using this reference measure, one may de ne several important dynamical indicators such as Lyapunov exponents, entropy and the rate of decay of correlations, and talk about things such as the statistics of return times. 1 It is sometimes the case that trajectories fxig N i=0 starting in di erent regions of phase space will have di erent asymptotic behaviours, with each of these limiting behaviours corresponding to a di erent invariant measure. In such a case, we will restrict ourselves to a region of phase space for which almost all points have the same long term behaviour We approach our analysis from the following viewpoint. The most common method of analysing random systems is to simulate random trajectories on a computer, and to perform analyses directly from these ( nite) orbits. Under the (often implicit) assumption that almost all random orbits distribute themselves according to some distinguished invariant measure, it seems reasonable to (again, often implicitly) de ne an approximate invariant measure as N := The latter two points are essentially a result of not being able to well enough control the two types of statistical uctuations.
To overcome these problems, we encode all of the information about how the random system evolves into a single linear operator on the space of probability measures. This evolution operator acts on probability measures in the same way that the maps T k act on individual points x 2 M.
The fact that our underlying stochastic processes have very short memories (no memory for iid processes, and one-step memory for Markovian processes) allow us \average out" all or most of the \past", and to produce a very concise representation of this evolution operator. This averaging process also immediately removes the problem (ii) alluded to above. Of course, for numerical calculations, we cannot work with the exact evolution operator, and instead produce a nitedimensional approximation (a matrix). In a sense, this approximate evolution is a trade-o with problem (i). However, we have better control of the approximate evolution, and in some cases are able to provide convergence rates and error bounds, to solve problems (iii) and (iv) (see 4, 6] ).
Averaged evolution operators
In the case of a single deterministic mapping T, the relevant evolution operator on the space of 3 Constructing approximate averaged evolution operators
We now outline the numerical method by which we construct an approximate averaged evolution operator. Partition the state space M (or the region of M for which orbits display the same asymptotic behaviour) into a nite number of connected sets with non-empty interior, and denote this partition as P n := fA 1 ; A 2 ; : : : ; A n g. Later we intend to re ne this partition so as to decrease the diameter of the partition sets, and study the quality of the resulting approximate evolution operators as n ! 1.
For each map T k , construct a stochastic n n matrix:
The matrix P n (k) is a nite dimensional approximation of the action of T k ; see 10]. One may think of P n;ij (k) as the probability that a typical point in A i moves into A j under the action of T k . Numerical approaches for computing the P n (k) are summarised in 3]. How the matrices P n (1); : : : ; P n (r) are put together depends on whether the underlying stochastic process is iid or Markov.
iid case By (1), the natural nite-dimensional approximation of T iid is P n = r X k=1 w k P n (k) (4) The value P n;ij may be thought of as the probability that a typical point in A i moves into A j \on average" under one iteration of the random system. Markov case Similarly, using (2) 
4 What can be done? Algorithms and theory
Invariant measures
An invariant measure 3 of our random system will be derived from xed points of our averaged evolution operators. An obvious choice for approximate invariant measures are xed points of our approximate averaged evolution operators. iid case A xed point of the stochastic matrix P n is simply a vector p n satisfying p n P n = p n ; we always normalise p n so that P r i=1 p n;i = 1. The i th entry of p n corresponds to the set A i , and we de ne an approximate invariant measure on M by n (A i ) = p n;i : (6) How the mass contained within A i is distributed is relatively unimportant.
Markov case We again nd a xed left eigenvector s n of S n , and write this as s (1) js (2) j js (r) ], where each s (k) is a 1 n vector, normalised so that P n i=1 s (k) n;i = 1 for k = 1 : : : ; r. We de ne an approximate invariant measure on M by n (A i ) = r X k=1 w k s (k) n;i ; (7) where w is the xed 1 r left eigenvector of W.
Our random system may have in nitely many invariant measures, but we are interested in the measure of physical signi cance, in the sense that it describes the distribution of almost all random trajectories. It is important to know that the measures n approximate this distinguished physical measure, and not some other non-physical measure.
We give a rigorous de nition of a physical measure, and then present a partial, but relatively general result in this direction.
De nition 4.1: We will say that a probability measure on M is a physical invariant measure if for every continuous function g : M ! R, for Lebesgue almost all x 2 M and almost all random sequences. In this sense, the probability measure is of physical signi cance. By re ning our partition, we may produce a sequence of approximate invariant measures f n g 1 n=n 0 . Compactness of M allows us to always nd at least one (weak) limit of this sequence, taking convergent subsequences if necessary. We denote this limiting measure by .
Theorem 4.2: Suppose that each T k is continuous, k = 1; : : : ; r, and let be a physical measure for our random dynamical system. Set S 1 = \ 1 n=n 0 supp n , where supp n is the support of n (the smallest closed set with full n measure). Then (i) is an invariant measure for the random dynamical system.
(ii) supp supp n for all n 0, and so supp S 1 , (iii) supp supp n for all n 0, and so supp S 1 , Proof: The proofs of (i) and (iii) are relatively simple extensions of ideas from 8] and 11], respectively. Part (ii) is a straightforward consequence of weak convergence. 1 is the coe cient of restitution of the ball. To create a random system, we assume that our ball has a hard side and a soft side, with coe cients = 0:5 and = 0:1 respectively. We suppose that once landing on the hard side, there is a 50/50 chance of which side is next impacted upon, and after landing on the soft side, the next impact is surely on the hard side. This leads to an underlying 2-state Markov process governed by the transition matrix W = 1=2 1=2 1 0 . A simulated orbit is shown in Figure 1 and a xed point of an approximate averaged evolution operator in Figure 2 . There is good agreement in the mass distributions of the two gures. Naively, we approximate the spectrum and corresponding eigenfunctions of these linear operators by eigenvalues and eigenvectors 5 of the matrices P n and S n . In the iid case, one simply nds an eigenvector q n such that q n P n = n q n , and de nes a signed measure n as in (6), substituting n $ n and p n;i $ q n;i . In the Markov case, one nds an eigenvector t n with t n S n = n t n and de nes n as in (7) substituting n $ n and s (k) n;i $ t (k) n;i . Figures 3 and 4 show the positive and negative parts of the eigenvector corresponding to an eigenvalue = ?0:5 for Example 4.3. The negative sign of indicates a 2-cycle, and in fact there is an exchange of mass between the high density regions in Figures 3 and 4 ; note that these regions also correspond to high densitiy areas of Figure 2 . The three small high density regions (left, centre, and right) of Figure 3 are approximately mapped to the single large high density region (leftish) of The evolution operator approach also allows considerable exibility if the underlying stochastic process is altered while the collection of maps fT k g is retained, as the matrices P n (k), k = 1; : : : ; r need not be recomputed. A new matrix P n or S n can be quickly reconstructed allowing for rapid analyses under changing stochastic processes. Iterative orbit-based methods, in contrast, require new simulations for every new random driving process.
