Abstract-In this paper, an objective function based on minimal spanning tree (MST) of data points is proposed for clustering and a density-based clustering technique has been used in an attempt to optimize the specified objective function in order to detect the "natural grouping" present in a given data set. A threshold based on MST of data points of each cluster thus found is used to remove noise (if any present in the data) from the final clustering.
I. INTRODUCTION
A lot of scientific effort has already been dedicated to cluster analysis problems, which attempts to extract the "natural grouping", present in a given data set.
Hence, clustering is useful in that it can lead to the discovery of previously unknown groups within the data. The intuition behind the phrase "natural groups" is explained below in the context of data set in ℜ 2 . For a given data set S = {X 1 , X 2 , … … … … , X n } R m . what one perceives to be the groups present in S by viewing the scatter diagram of S, is termed as natural groups of S. Clustering techniques [1, 2, 3, 4, 5] aim to extract such natural groups present in a given data set and each such group is termed as a cluster. So we shall use the term "cluster" or "group" interchangeably in this paper. The existing clustering techniques may not always find the natural grouping.
In this paper, we have proposed an objective function for clustering based on MST of data points for each group and a density-based clustering technique has been used in an attempt to optimize the specified objective function in order to detect the "natural grouping" present in a given data set. The method for obtaining the natural groups in ℜ 2 can also be extended toℜ ( > 2). Most of the real life data sets exhibit overlapping clusters. Thus we have applied this method on synthetic data sets in ℜ 2 andℜ 3 , and obtained good results. Note that the perception of natural groups in a data set is not possible for higher dimensional data. But the concept used for detecting the groups in ℜ 2 may also be applicable to higher dimensional data to obtain a "meaningful" grouping.
In most of the real-life problems, sometimes a large variation in feature measurements are found and noise effect involved in the measuring instruments cannot be avoided. Quite often, an outlier is due to noise in the measurement process or error in data coding. Thus elimination of noise and outliers is one of the important tasks in clustering. Most of the widely used algorithms in partitional clustering such as -means and basic Isodata cannot take care of this problem. Thus noise is retained in the final clustered output of such algorithms. The proposed clustering method using modified DBSCAN algorithm presented in this paper uses a parameter ε based on the sum of edge weights of MST of data points to remove noise from final clustering.
The next section describes the original DBSCAN algorithm proposed by Martin Ester et al., along with all the proposed modification of the standard algorithm by different researcher.
The formulation of the problem is presented in the section III. Section IV describes DBSCAN algorithm. Our proposed method is presented in the form of an algorithm in section V. Experimental results can be found in section VI. Concluding remarks have been incorporated in section VII. [13] proposed CLARANS (Clustering Large Applications based on Randomized Search) can be use to partition a data set. SNN density-based clustering algorithm [14] is also based on DBSCAN and it is applicable to highdimensional data consisting of time series data of atmospheric pressure at various points on the earth. KIDBSCAN [15] locates the high-density areas using kmeans and introduces core points with respect to density rankings. ST-DBSCAN [16] is based on extensions to DBSCAN related with the identification of (i) core objects, (ii) noise objects, and (iii) adjacent clusters. In contrast to the existing density-based clustering algorithms, this algorithm has the ability of discovering clusters according to non-spatial, spatial and temporal values of the objects. Rough-DBSCAN [17] employs the well-known Leader clustering algorithm and rough set theory for sampling and then producing approximate clusters. Using low sampling rates for obtaining good execution time can degrade the accuracy substantially. SPARROW (Spatial Clustering Algorithm through Swarm Intelligence) [18] reduces the number of core points using a method that is inspired by the flocking mechanism of birds. The MEDBSCAN [19] algorithm has been proposed recently to improve the performance of DBSCAN algorithm, at the same time without losing the result accuracy. An Optimized Density Based Clustering Algorithm [20] has been used to overcome the problem of the performance issue which exists in the density based clustering algorithms. [26] , proposed a DBSCAN method to cluster the gene expression data. This algorithm solves quadratic computational complexity of DBSCAN by using the prototypes produced from a squared error clustering method such as K-means. Then, the DBSCAN technique is applied efficiently using these prototypes. Tran et al. 2012 [27] proposed a revised DBSCAN algorithm to cluster data with dense adjacent clusters. It retains the key properties of the original DBSCAN algorithm and in addition it has the potential to improve clustering results by solving the issue of border objects. After the detection of all clusters, border objects are assigned to their closest core-densityreachable chains that represent a given cluster.
II. A REVIEW

III. DESCRIPTION OF THE PROBLEM
Clustering is an unsupervised technique used in discovering inherent structure present in the set of objects [1] . Clustering algorithms attempt to organize unlabeled pattern vectors into clusters or "natural groups" such that points within a cluster are more similar to each other than to points belonging to different clusters.
Let the set of patterns be Clustering techniques may broadly be divided into two categories: hierarchical and non-hierarchical [1] . The non-hierarchical or partitional clustering problem deals with obtaining an optimal partition of into subsets such that some clustering criterion is satisfied. Among the non-hierarchical clustering techniques, the -means (or C-means or basic Isodata) algorithm has been one of the more widely used algorithms. DBSCAN algorithm makes use of the concept of density-reach-ability to extend a particular cluster. A cluster is formed by DBSCAN for all points that are density reachable.
In the clustering process, DBSCAN starts with an arbitrary point p and retrieves all points density-reachable from point p with respect to a given eps and MinPts. The said two parameters are given arbitrary values initially.
Because the process of expanding a cluster or merging clusters in DBSCAN relies on the density-reach-ability mechanism, some of the resulting clusters may be in nonconvex or elongated shape. The proposed algorithm is also able to form clusters in non-convex and elongated shapes, but it removes the problem of varying density in DBSCAN [2] . It was also reported that our proposed algorithm has outperformed DBSCAN in a number of data set [2] .
A cluster is formed when all of these points are density-reachable, although some points are not directly density-reachable by some other points. For instance in Fig.1,the points 1 , 2 , … … … … , 12 ,and q is not directly density-reachable by the point p. Centering at the point p, a circle defined by a given eps-neighborhood containing at least two other points The point 1 is directly densityreachable from p, and it is used as a center point to draw the next circle with the same eps-neighborhood. The same neighborhood-forming mechanism repeatedly applies to point p2 (which is directly density-reachable from p1) 3 , … … … … , 12 and q in sequence, as shown by the gray circles. However, in Web opinion clustering [30] , it may create problems. Some of the Web opinions may be directly density-reachable to other Web opinions due to some connection in the weak concepts; that is, two clusters may be put together even though they are not as relevant to each other. The standard DBSCAN algorithm is presented in the next section.
IV. DBSCAN (DENSITY BASED SPATIAL CLUSTERING OF APPLICATIONS) ALGORITHM
The algorithm is designed to discover the clusters and the noise in a spatial database. To find a cluster, DBSCAN starts with an arbitrary point p and retrieves all points density-reachable from p with respect to epsneighbourhood and MinPts.
Algorithm: DBSCAN:
A density-based clustering algorithm.
Input:
D: a data set containing n objects, eps-neighborhood: the radius parameter, and MinPts: the neighborhood density threshold.
Output: A set of density-based clusters.
Method:
(1) mark all objects as unvisited; (2) do (3) randomly select an unvisited object p; (4) mark p as visited; (5 (6) create a new cluster C, and add p to C; (7) let N be the set of objects in the epsneighborhood of p; (8) for each point p' in N (9) if p' is unvisited (10) mark p' as visited; (11) if the eps-neighborhood of p' has at least MinPts points, add those points to N; (12) if p'
is not yet a member of any cluster, add p' to C; (13) end for (14) output C; (15) else mark p as noise; (16) until no object is unvisited;
The next section describes the proposed modified version of the DBSCAN algorithm (MDBSCAN).
V. THE PROPOSED ALGORITHM (MDBSCAN)
There are several ways in which a given data set can be clustered. In this paper, we have presented a modified version of DBSCAN algorithm where we have taken the value of eps-neighborhood to be (2.5*t), where = ( ⁄ ) 1 ⁄ where = sum of edge weights of MST, N= number of data points and p is the dimensionality. We have taken the value of another important parameter namely MinPts to be 5% of N.
, where initially all data objects are marked "unvisited".
Repeat: 2. We randomly select an unvisited object p and mark p as "visited" and check whether the epsneighborhood of p contains at least Minpts objects, "visited" or "unvisited". i. If not, , where NS is a noise set. ii. Otherwise, all objects in all ε-neighborhood of p are marked as "visited" and a. A new clusterC = { 1 , 2 , … … … , , } ℜ , is created for p if the objects in eps-neighborhood of p do not overlap with any clusters previously generated. b. Else objects in eps-neighborhood of p are merged with the previously obtained cluster. 3. Objects in the noise set NS are excluded from the set if they belong in the eps-neighborhood of an "unvisited" core point.
Until all objects in the dataset D are "visited". 4. Objects that remain in the noise set are finally termed as noise points.
VI. EXPERIMENTAL RESULT
The experimental results of the proposed method on various synthetic data sets are presented in this section. Fig. 2(a) shows a data set of size 1200 where data points are generated from two clusters. One cluster is having the shape of a rectangle while the other is having the shape of the English letter 'P' enclosed within that rectangle. The clustering provided by the proposed method is as shown in Fig. 2(b) . It can be seen from Fig. 2(b) that the proposed method has indeed detected the two natural groups present in the given data set. Note that the proposed method is also successful in removing noise from the given data. Fig. 3(a) shows a data distribution of size 800 where data points are generated from two clusters. Both the clusters are having the shape the English letter 'C'. The clustering provided by the proposed method is as shown in Fig. 3(b) . From Fig. 3(b) it is evident that the proposed method has successfully detected the two natural groups present in the given data set and the final clustering thus obtained does not contain the noise that was present in the input data. Fig. 4 (a) shows a data set of size 1000 where data points are generated from two clusters. One cluster is having the shape of the English letter 'C' while the other is having the shape of a circular disk. The clustering provided by the proposed method is as shown in Fig. 4(b) . By viewing the grouping shown in Fig. 4(b) one can conclude that the proposed method is able to detect the two natural groups present in the given data set. Note that the proposed method is also successful in removing noise from the given data.
The proposed algorithm is also run on a synthetic data distribution in ℜ 3 of size 450. Here data points are generated from three sets It is found that after applying the proposed method the desired cluster configuration has been obtained.
Experiments with two real life data sets have also been conducted using the proposed method. The proposed algorithm has been implemented on a set of 150 four dimensional pattern vectors, (Fishers' Iris Data) where the four dimensions represent the four features (Sepal Length, Sepal Width, Petal Length, Petal Width) of flowers originating from three classes [28] . Crude-oil data [29] , having 56 data points, 5 features and 3 classes has also been chosen for experimentation. It may be noted that some of the clusters are overlapping in these real life data sets. However our proposed method could successfully group 92.5 % of the crude-oil data and 91.6 % of the iris data. The aim of this work is to observe whether the proposed values of eps-neighbourhood and MinPts based on the MST of data points in DBSCAN algorithm can lead to detection of natural groups present in a given data. Note that the proposed modified version of the DBSCAN algorithm has successfully provided the natural group present in all the synthetic data set considered for experimentation. The method has also provided good results for the two real life data set used to check the validity of the method. It can also be noted that the proposed method can also remove noise if any to provide the final clustering. So we can conclude that the proposed method has been found to be successful to provide good results for all the synthetic and real life data sets considered for experimentation.
