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ABSTRACT 
Recent work of Pevlov suggests the following definition: positive integers 
p1 <pa < . . . form 811 interpoletion sequence if 8 certain kind of interpolation 
problem on the sequenoe always hes 8 solution in a class of entire functions of 
restricted growth, corresponding to order one, convergence type. We cell 8 set of 
powers (2%) strongly nonsp8mi+ if the approximation, by linear combinetions, 
to positive idBgr81 powers not in the sequence is uniformly bed for 8h curves 
extending from one oircle ebout the origin to another; there is 8 related notion of 
strongly free sets. It is shown that for an interpolation sequence, the corresponding 
powers 8re strongly free snd strongly nonspanning. As one oorollq (implicit in 
Pavlov’s work), 8n interpolation sequence {p,,} is 8 %ointyre sequence: 8 non- 
constant entire function 2 a& c8n not be bounded on 8 curve going to infinity. 
Our interpolation sequences include the sequences of exponents which Kijv8ri end 
Pavlov have identified 8s Macintyre sequences. 
1. INTRODUCTION 
In the following, pl, pz, . . . will always be a strictly increasing sequence 
of positive integers, and PO= 0. 
1.1 M~NTZ-APPROXIMATION ON ARUS. By Miintz’s theorem [ll], every 
continuous function on [0, l] can be uniformly approximated by linear 
* Work of seoond euthor supported by 8 grant from the Netherlands’ research 
organizetion Z.W.O. 
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combinations of the powers xpn, n= 0, 1, . . . if and only if 
(1.1) ; l/pn=cO. 
This condition is also necessary and sufficient in order that the powers 
x%2, n= 1, 2, . . . span the space C[a, b], O< a< b (Clarkson-Erdijs [2], 
Schwartz [14]). 
Although the powers zn, n= 0, 1, . . . span C(y) for every Jordan arc y 
in the plane (Walsh [lS]), no Miintz-type theorem is possible for arbitrary 
Jordan arcs. For example, if y contains the points zl# 0 and zz=e~%, 
where k is a positive integer, then the powers zkn, n= 0, 1, . . . can not 
span C(y). However, for piece-wise smooth arcs y which make an angle 
> E > 0 with every circle around 0 that they meet, condition (1.1) is sufficient 
in order that the powers 2% n= 0, 1, . . . span C(y) (a proof for the case 
~>7~/4 may be found in Korevaar [5]). In the other direction, it is essen- 
tially known only for analytic arcs y that the condition 
(1.2) 2 l/pn<m 
1 
assures a nonspanning family A, n= 0, 1, . . . in C(y) (Malliavin-Siddiqi 
[lo], Korevaar [5]). 
1.2 A CONJECTURE OF MACINTYRE. There is a related problem involving 
boundedness along curves to co of entire functions with gap power series, 
(1.3) f(z)= $ a,zpn. 
We will call the exponents pl, ~2, . . . Mmintyre exponents (or a Macintyre 
sequence) if 120 nonconstant entire function of the form (1.3) is bounded on 
a curve going to 00. Macintyre exponents must satisfy (1.2) [9], and an 
unsettled conjecture of Macinfyre [9] asserts that every sequence satisfying 
(1.2) is a Macintyre sequence. The conjecture is true for entire functions 
of f!nit,e order (PSlya [13]) or finite lower order (Sons [15]). On the general 
problem Kiivari [S, 71 has shown that “KGvari exponents”, 
(1.4) p,~cnlogn(loglogn)2+6, c,d>O, n>3 
are Macintyre exponents. (His complete results on the growth of entire 
functions satisfying (1.3) and (1.4) say somewhat more than this.) More 
recently, Pavlov [12] proved that, “Pavlov exponents” pl, ~2, . . . : 
(1.5) pn/n t, 2 l/pn<~ 
are Macintyre exponents (also in a rather strong sense). 
1.3 STRONGLY NONSPANNINB SETS OF POWERS. we Cdl & Set Of POWerS 
(1.6) zpn, n=l, 2, . . . 
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strongly nonspanning if for every O<at b and every positive integer 
P#dl Pn, 
(1.7) inf inf ]]zr - 2 c,zP$ = ep = +(a, b, {pm}) > 0, 
Y(o.6) G 
where the inner infimum is taken over all tlnite sums 2 c&n and the 
outer infimum over all curves Y= y(a, b) extending from a point on the 
circle C(0, a) to a point on C(0, b). Similarly, we call the set (1.6) strongly 
free if for every 0ca-c b and every k, 
W) inf inf ~]zQ - 2 c,,z~$ = 6t = &(a, b, {pm}) > 0. 
?‘(a.b) c n+lc 
The exponents in a strongly free set (1.6) form a Macintyre sequence (see 
section 4.2). 
1.4 INTERPOLATION SEQUENCES. For the study of strongly nonspanning 
and strongly free sets (1.6, we introduce (Pavlov) interpolation sequences 
p1, pz, *** defined by the following property (such a definition is implicit 
in Pavlov [12]) : there exists a positive increasing function o(x) = o(x, bm}) 
on (0, ~0) satisfying 
(1.9) 7 x-so(x)& < 00, 0(X)/X 4 
1 
and such that for every sequence {b It o complex numbers bounded by 1, > f 
there is an entire function 4(z) (of exponential type zero) for which 
(1.10) +(pn)=bn, n=l, 2, . . . . M(r,$)= max l&z)I<em(r). 
Ill-I 
Clearly, subsequences of interpolation sequences are also interpolation 
sequences. In the other direction we will prove the following (section 2, 
lemma 8): if {pn} is an interpolation sequence and p a positive integer 
# all pn, then the sequence obtained from {p,,> by adjoining the element p 
(in the proper place) is also an interpolation sequence. It is not difficult 
to see that interpolation sequences must satisfy (1.2) (cf. theorem 1 below). 
1.5 PRINCIPAL RESULTS. (For the proofs, see section 4.) 
THEOREM 1. When the exponents p% form an interpolation sequence, the 
set of powers (1.6) is strongly free and strongly nowpanning. 
COROLLARY 1. Interpolation sequences are Macintyre sequences (this 
result would also follow from Pavlov [12]). 
THEOREM 2. The following kinds of exponents are interpolation sequences : 
(i) Pavlov exponents (1.5) (cf. [12]); 
(ii) generalized K6vari exponents : 
(1.11) pnsn-W), n>no, 
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where L(t) is increasing, 2 e and such that 
(1.12) 7 g)at<c%J. 
1 
COROLLARY 2. Kiivari exponents (1.4) form an interpolation sequence. 
Berndtsson [l] has constructed a sequence &I~} with 
ps > n log n(log log n)2 
which is not an interpolation sequence. His method shows that condition 
(1.11) with (1.12) is the best of its kind. However, by combining inter- 
polation with a different technique, we have been able to show that 
every set of powers (1.6) with pn>nL(n), where L(t) is increacsing, > 1 and 
such that 
fails to span C(y) f or every (piece-wise) smooth arc y. A proof of this result 
will be published elsewhere. 
The proof of theorem 1 provides the following precise form of the 
estimate (1.8) : for an interpolation sequence {pn} there is a constant 
E = e(b/a, (~~1) > 0 such that 
inf inf \\zPk-- 2 c,$‘+>&a~k, k=l, 2, . . . . 
Y(5.b) e R*k 
As a consequence we have the following analyticity theorem related to 
that of Clarkson-Erdos [2] and Schwartz [14] for the case of the interval 
LO, 11: 
THEOREm 3. Let r be any curve in D(O, 1) which meets but is not a 
subset of C(0, 1). Assume {pn} is an interpolation sequence. Then every 
function f in the closed span of the powers 2% on I’ has an extension F to 
D(0, 1) u r which is analytic on D(0, 1) and there has the form F(z)= 
=c a&k 
Earlier, we obtained a corresponding result for more general non- 
spanning sets of powers on piece-wise smooth curves [3]. 
2. LEMIWAS 
The lemmas in this section will be used in the proofs of our main 
theorems. 
LEMWA 1 (Carleman-Milloux, cf. Polya [13]). Let g be h&morphic on 
the closed disc &Q, R), and let y be a curve joining q to a point on the circle 
C(Z,J, R). Writing M= max ]g(z)] on is(a, R), m= max /g(z)] on y, one iLas 
Ig(z)l <m*M* throughout B(z+ 3 R/6). 
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In the proof one may assume ZQ= 0. Using harmonic measure, it is 
easy to obtain the bound (mM)* for g on the smaller disc when y= [0, R]. 
If y is an arbitrary curve on D(O, R) from 0 to R one may observe that 
the product g(z)g(E) is bounded by mM on y u p, hence on [0, R]. 
In the following lemmaa we consider an entire function d(z) of exponential 
type zero. The corresponding series 
(2.1) w = jgo 5445~ 
will converge on D(0, 1). 
LEMMA 2. For any polynomial f(z) = 2 akz', one ha8 
where r is an arbitrary positively oriented Jordan curve in D(0, 1) around 
the point 0. 
We will need the Borel transform B# of 4. For complex s# 0, 
(2.2) B&s) = j qQ)e-BZdz, 
L 
where L = Ld may be any ray z = ee@, 0 G e =C 00, in the angle larg z+ 
+arg 81 <n/2. The function B# is holomorphic on C*\(O) and vanishes 
at 00. The relationship between 0 and B$ is expressed by 
where r is as in lemma 2, and such that ][e8] < 1 for all s E r. By means 
of (2.3) one can extend @ to a holomorphic function on C*\(l): taking 
J’ to be the circle C(0, q)+, q small, one has for ]I--[] > 27, 
5 A, (+--c)', 
n-0 
A, = & [ &(8)(ee- l)nds. 
Moreover, one readily verifies 
LEMMA 3 (cf. Gel’fond [4]). For O-cd< l/3, O=cll--tJ<6, 
l@(C)1 c 2 m&x P&4 I, M(r, B$) Q s” Jf@, qWfzd~. Id-Ml- Cl 0 
In order to deal with certain integrals of the latter form we will use 
LEMMA 4. Let w(x) be a positive increasing function on (0, cw) such that 
bo 
(2.4) s x-%o(x)dx<oo, 
1 
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Then the strictly decreasing function 
(2.6) H(r)= 7 e@@)-‘xdx, O<r<m 
0 
tendstoOasr-tcroandtoooasrJ,O.Ta~~~d~OsosmaElthatH(d)=e 
one ha.3 
(2.7) { log log H(r)&<-. 
0 
PROOF. The conditions on o imply that it is continuous and o(z)/% 4 0 
as x -+ 00. Thus H(r) is linite for O<r < 00. Adding a small positive 
constant to o if necessary, we may assume that W(X)/X is strictly de- 
creasing. For small 6 > 0 and O< r g 6 we let x= h(r) 2 1 be the solution 
of the equation o(x)/x=r/2; clearly, h(r) f 00 as r 4 0. For these small r, 
h(s) 
H(r) = J + 7 < exp [w(h(r)}] y’e-rz dX+ bi e-yxi2 dX 
0 h(r) 0 
hence 
< exp {+rh(r)}/r + 2/r < 3 exp {bh(r)}/r, 
log log H(r) < log (36 log 3) + log h(r) + log log (l/r). 
Inequality (2.7) will follow if we show that Ji log h(r)& is finite. Now 
for O<s<B, 
{ log h(r)& < 6 log h(S) + 4 - rdh(r)/h(r), 
8 8 
and by the definition of h(r) the last integral is equal to 
h(s) 
2 j x-20(2)ax. 
h(d) 
By (2.4) this final integral remains bounded as E $ 0. 
LEE 5. Assuming that O<p1<p~< . . . and 2 I/p,<00 (here the pm 
need not be integers) we de$ne 
Then there is a positive increa.Gng fun&on w satisfying (2.4) such that 
Jf(r, P)9 exp {4@}. 
Under the additional hypothesis p,& t, we can choose o so that (2.5) is 
satisJied a8 well. 
PROOF. Clearly, log M(r, F) is equal to 
we(r) = g log (1 + rs/& = 2rs 
1 
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where n(t) is the counting function for the I)~‘s. The function 00 is positive, 
increasing and it satisfies (2.4), which for 00 is equivalent to the con- 
vergence of J,” t-%(t)& = 2 l/p%. 
Suppose now that pn/n f. The above function cr)o need not satisfy (2.5) 
because n(t)/t is not everywhere decreasing. However, this defect can be 
remedied by introducing the simple majorant m(t) of n(t) defined by 
nl(O)=O, n&p)k)=n(pk)=k, k=l, 2, . . . . 
nl(t) is linear on [0, pi], [PI, p2], . . . . 
The condition n/pm 4 implies that nl(t)/t is decreasing (the derivative is 
nonpositive wherever it exists). We now define 
w(r) = 2r2 j - O” m(t) at, 
0 t(t2 + 9) 
It is easily seen that o(r)/r is decreasing: 
That (2.4) holds for co follows from the convergence of g t-%(t)&. 
We will need precise lower bounds for 
P-8) bcl~‘(Pk)l= -Ik 11 -P&4. 
Assuming only n/r)% -+ 62 0, one knows that for every E > 0, 
&ptl~‘(pk)I > emqk, k 2 Jc0(4 
(cf. Levinson [S] p. 93). 
LEMJMA 6 (cf. Pavlov [ 121). Swppose p,& t. Then 
#p)klF’(p)k)l >e-Sk, k= 1, 2, . . . . 
For the proof one splits the product in (2.8) into three parts : the part 
nl where Pn<$&, the part 11 2 where r)k<$%&< 2pk, and the part ns 
where P,,Z 2pk. In the first two parts one may estimate 11 --&&I from 
below by 11 -pk/pnI. 
LEMMA 7. Let {pn} be a strictly increasing sequence of positive integers 
such that 
O<clnL(n)gp,<cznL(n), n> 1, 
where L(t) is an increasing function > e. Then there is a constant C> 0 
such that 
#p)klEll(pk)I > exp {-Cklog L(k)}, k= 1, 2, . . . . 
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PROOF. Splitting as in the case of lemma, 6 one has 
hence 
log nl > k log (k/epk) > - k log L(k) - csk. 
The number of factors in HZ, where pk<p)n< 2pk, is bounded by Bk 
because of the inequalities for pa. Thus 
IMql-3 z fj (l--&q, 
hence 
log -j-J2 > Bk log > - Bk log L(k) - cqk. 
In JJs, finally, pa> -??k, hence 
log nap -&v:) > - 2 *Fk ~21~: > - d2L2(k) ZI &) ’ -csk. 
e-k 
LEMMA 8. Let {pn} be an interpolation sequence and let p be a positive 
integer # all p,,. Then the sequence obtained from (pn} by adjoining the 
element p is also an interpolation sequence. 
PROOF. Let wo be the function which dominates log M(#) for inter- 
polating functions 4 on the sequence p%. In addition to WO, the functions 
01 and o introduced below will satisfy the conditions stated in lemma 4. 
We lirst prove the existence of an entire function 41 such that 
$l(p)=l, #l(pn)=O, n=l, 2, . . . . JQh)<e"l. 
Select an entire function 40 such that 
$~(pl)=l, #O(pn)=O, n=2, 3, . . . . Jf(+O)~emo. 
If c$&D)#O we take 
~1(4=C(~-P1)~0(~), w@)= log {IcI(“+pd)+~o(4 
with appropriate c. If p is a zero of I$O of multiplicity rn> 1 we take 
dlc4 = ( > z m +0(z), w(z) =log 214 + m&x (00(A), 00(2)} 
where A is so large that for IzI > A, the m-th power is bounded by 2. 
Now let bl, bz, . . . . b be arbitraxy given complex numbers of absolute 
value Q 1. Choosing an entire function 4 such that 
$(p,,) = b,, n = 1, 2, . . ., M(J) < e”O 
250 
we define 
$=fj+{b-&p)}#~, O=COO+ log {l+emOcp’)+wi+ log 2. 
Then 
3. THE KEY THEOREM 
In this section we will prove the following 
BASIC THEOREM. Let p1,pz, **a be an interpolation sequence, o = o(x) = 
=0(x, {l)n)) the associated function satisfying the conditions of section 1.4 
or lemma 4. Let 0 <a < b. Then there is a constant E = s(b/a, w) > 0 such that 
(3-l) inf inf llzPk-- 2 c,z%ll,>&aPk, k=l, 2, . . . 
y(a.b) c n+k 
for all curves y= y(a, b) extending from a point on C(0, a) to a point on 
W, b). 
PROOF. Let g be a polynomial of the form 
(3.2) g(z) =g.,&) = 2 an zp* with ak = i a-Q 
for some fixed (but arbitrary) k> 1. In order to prove (3.1) we suppose 
that for some curve y from C(0, a) to C(0, b), E > 0 and coefficients a, 
(with ak as specified in (3.2)) we have 
(3.3) ll%&)llY 4 1. 
It will be shown that (3.3) leads to a contradiction if E is sufficiently small. 
The proof consists of several steps ; throughout we write 
Je) = m-3 9) = yp Ida * 
(i) A bound for g on B(+, r&/6). Let zr=re”Br, a<rt b belong to y. 
We consider g on the disc ~=&z+, r&), where &> 0 (to be specified later) 
will be chosen such that &< 1 and red, < b (cf. Fig. 1). Since g is bounded 
by M(redq) on n and by 1 on y, lemma 1 shows that 
(3.4) [g(z)\ g Wredf)f on Wr, &/6). 
(ii) A bound for g on C(0, r). We will use lemma 2 and interpolation 
to obtain an estimate for 
g”(r) = 2 lanlrPn = I: an exp { - +g an +z-b&)}z~ 
(which bounds M(r)) in terms of the bound in (3.4). Accordingly, let + 
be an entire function such that 
#pn) = exp { - i(arg aa +p&)), n = 1, 2, . . . ; M@, $1 Q f7+) 
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a r % re b 
Fig. 1. 
with w(z) as in section 1.4. Then in terms of the associated function @ 
(2.1, 2.3), lemma 2 gives 
(3.5) g”(r) = L: a, &J&~~= & i sbr/c)@(5)a/c, 
where r is a positively oriented Jordan curve in D(0, 1) around 0. 
The function g(z&)@([) is holomorphic on C*\(l) and vanishes at 00. 
We may therefore replace I’ in (3.5) by the negatively oriented circle 
C(1, a/7). For I; on this circle, z,/5 will belong to D(z+, r&/6), hence by 
(3.5) and (3.4), 
(3.6) M(r)gg”(r)~~M(red~)f- max j@(c)I. 
IC-ll+/7 
(iii) Relation between M(re’r) alzd M(r). From (3.5) we obtain by 
lemma 3 that 
M(r) Q M(redr)*M(&/14, B4) < M(redr)t 7 M(z, +) exp ( --8,x/14)& 
0 
Thus since M(z, 4) G exp (o(z)}, 
(3.7) M(r) gM(red~)*H(&/14), 
where H(r) is given by (2.6). 
Recalling that H(r) is strictly decreasing and maps (0,oo) onto (00, 0), 
we may dejine 8,. by the relation 
(3.8) q&/la) = Aqrp. 
Since 
(3.9) M(r)>wPk> l/E, r>a, 
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we can assure that &< 1 by taking E <H( l/14)-8. We can similarly assure 
that redr<b. From (3.7) and (3.8) we then have the basic inequulity 
(3.10) M(redf)>M(r)718. 
(iv) Contradiction for small E. In order to iterate (3.10) and arrive 
at a contradiction we determine an infinite sequence 
a=ro<rl<r2< . . . <b 
such that 
(3.11) fk+l=rs exp (b,), drn< 1. 
We show below that such r, exist if E is small enough. Assuming this 
for the moment, (3.10) and (3.11) imply that for 
pn=p(rn)= loglogM(r,), n=O, 1, . . . 
one has pm+1 >pn + l/7. Hence 
(3.12) loglogM(b)>~u,>~0+~/7= loglogH(a)+v/7 
for all v z 1, which is clearly impossible. 
BY (3.8) 
log 8 + log log E1(6,/14) = log log M(r) =&), 
hence if we let S= K(t) denote the (decreasing) inverse of the function 
t= log 8+ log log LI(s/14), then 
Thus by (3.12) 
n-1 
(3.13) 2 &= m&.$)<7 7 K(t)&; /X0> loglog l/E. 
0 0 &)-l/7 
By lemma 4 one has g log log H(&Zc, < 00 where H(d) = e. It follows that 
also JEgp R(t)&<oo, hence if we choose E so small that the third member 
in (3.13) does not exceed log (b/a), then 
n-1 
r,=aexp ( 2 8,,)<b, n=l, 2, . . . . 
0 
4. PROOFS OF THEOREMS 1-3 AND COROLLARIES 
4.1 DERIVATION OF THEOREM 1. Let ~1, ~2, . . . be an interpolation se- 
quence. Then by our basic theorem the set of powers {z%} is strongly 
free : (3.1) implies (1.8). Now take any positive integer r, #all pn. By 
lemma 8 the sequence {qm} obtained from (llB} by adjoining the element 
r, is also an interpolation sequence. Thus by what we just proved, the 
set of powers {z”“} is strongly free. In particular HJ will be poorly approxi- 
mable by linear combinations of the powers zpn in the sense of (1.7). 
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Since this holds for every pf all P,,, the set of powers {A) is strongly 
rurn8j9anning. 
REMARK. If pi, $32, . . . is an interpolation sequence then 0,1pi, ps, . . . 
is also, provided we use the logicctl extension of our detition to non- 
negative integers. Thus zs = 1 will be poorly spproximltble in the sense 
of (1.7) as well. 
4.2 PROOF OF COROLLARY 1. Given thrtt the set (zpn} is strongly free, 
we will show that the exponents r),, fomz a ikfacintyre sequence. 
Suppose, on the contrrtry, that 
f(z) --a~ = $ a,zpn 
is s nonconstant entire function which is bounded by dl on a, curve r 
extending to 00. We may assume thrtt alf 0 and even, al = 1. For each 
large R> 0, there will then be s subarc QR, 2R) of r which extends 
from C(0, R) to C(0, 2R), and on which 
Increasing the right-hand side to 261, we may replace the in&rite sum 
by & pslrtiA sum x, N= N R. Pulling r(R, 2R) beck by setting z = RT 
we conclude that 
(4.1) 115*1- 3 ( --n)Rpn-p1sPnllyR(1,2) <2M/RP1, R>Ro, 
2 
where y~(l, 2) = {QRC E I’(R, 2R)) extends from C(0, 1) to C(0, 2). 
It is clear that (4.1) contrctdicts (1.7). Hence, there is no nonconstant 
entire function f(x) as above which is bounded on 8 curve going to 00: 
the pn are MAntyre exponents. 
4.3 PROOF OF THEOREM 2, case (i). Supposing at fhst only that 2 l/p,, < 00, 
we define 
P(z)= $ (1 -x2/&. 
Given a;n arbitrary sequence of complex numbers {&} bounded by 1, 
we form the interpolating function 
(4.2) 464 = g bk I’(p-$)-pk) (;),,, , 
where the positive integers mk are chosen such that 
(4.3) #fpklp'(pk)l>e-2k"k 
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(cf. the inequality following (2.8)). Thus the series will converge uniformly 
on every bounded disc, and +(pll) =b%, n= 1, 2, . . . . We now investigate 
the growth of 4. 
For /z---I)~[ = +p,n one has in terms of r= 1x1, 
I I F(z) < 2W3ml2, F, < zM(3r 3) z--j’k L?‘k pk ’ * 
By the maximum principle the same bound holds throughout 1.z -PRI < &n~, 
and it clearly also holds for Ix--~)RI > &pk. It follows that 
(4.4) bk FM 
z 2k"'k 
F’(?‘k)@--d (prz 0 I 
. 
Pavlov exponents. We now suppose in addition that p& f. Then by 
lemma 6 we may take !?i%k= 2. Thus by (4.2) and (4.4), 
M(r, 4) <M(3r, F) 8 gM(3r, F)fi 1+ 
1 ( 
<M(3r, F) fj I+ 1 ( (;y)” =M(3r,F)3. 
Hence in terms of the bound w for log M(F) obtained in lemma 6, 
log M(r, 4) <m(r) = 3w(3r), 
and since w satisfies the conditions laid down in section 1.4, so does w. 
The conclusion is that (pA} is an interpolation sequence. 
4.4 PROOF OF THEOREM 2, ca8e (ii). We now suppose that the pn are 
generalized K&ari exponents: pn > nL(n), n> no, where L(t) is > e, in- 
creasing and such that 
(4.5) y l~&<oo. 
We observe first that it is no restriction to a.sswne 
(4.6) L(t)<4L(t’), t>O; L(t)=e, t<e. 
Indeed, if necessary we can replace the given function L by 
E(t)= min {L(t), 4Z(t+)}, t>e; Z(t)=e, t<e. 
Such modification does not affect the validity of (4.5). For convenient 
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verification, one may consider L(U) =L(eu) and the corresponding modi- 
fied function xl(u) =E(eu); for Zk<u< 2f+l, k= 0, 1, . . . one has 
El(u) = min {Lr(u), 4&(u/2), . . . . 4kLl(u/2fi), 4k+le}, 
so that 
log I&U) g log &(u) + log 4Lr(u/2) + 
Lo4 4&(u/2) “’ 
+ log @LI(u/~~) + log 4k+le 
-w) 4kLI(u/2k) @+le . 
For our (modified) function L we have by (4.6) 
L(t) < 4e log2 t < 4tf, t > tl. 
We deduce that the counting function n(t) for the numbers r)k satisfies 
the inequality 
(4.7) n(t) < 1 + 4t/L(t), t > t2 = max (tl, d). 
Indeed, take k= 1+ [4t/L(t)], t>tz. Then k> tf, hence L(k)>L(t’) >L(t)/4 
and thus 
pkakL(k)>t or n(t)<k. 
We next show that by augmenting our sequence (pn} if necessary, 
we may assume inequalities of the form 
(4.8) O<cmL(n)Gp,gc2nL(n), n= 1, 2, . . . . 
The argument goes as follows. Starting at t = 1, we adjoin a minimum 
number of new positive integers to the sequence {pn} on each interval 
[l, t] to assure that the new counting function n’(t) exceeds t/L(t), t > 1. 
The number of additional elements <t will always be < 1 + t/L(t). Thus 
by (4.7), 
t/L(t) <n’(t) < Gt/L(t), t > ts. 
These inequalities imply (4.8) for the augmented sequence tin}. We check 
one part. Letting t=4kL(k), k>kl, we have n’(t)>4kL(k)/L(t) and also 
t<k2, hence L(t)<4L(k). Thus n’(t)> k or 
p*<t=4kL(k), k>kI. 
Having (4.8) we can apply lemma 7. Starting as in section 4.3, it follows 
that in (4.2)-(4.4) we may take mk= [A log L(k)]. We now introduce an 
auxiliary sequence of positive real numbers 
qn=dnL(n)/logL(n), n=l, 2, . . . . 
where 6 > 0 will be specified later. Because of (4.5) and the monotonicity 
of L(t)/log L(t) we have 2 l/qn< 00 and (m/n t. Thus lemma 5 may be 
applied to 
G(z) = fi (1 -G/a”n). 
256 
By (4.8) we have qn <p)k whenever 
GnL(n)/log L(n) < ClkL(k). 
We set 8 =c1/4A and consider those n for which 
(4.9) n< & kmk=kma. 
Clearly, (4.9) implies n Q Ak log L(k) Q k2, provided k> ko(A). Thus 
6nL(n)/log L(n) G -$ Ak{log L(k)}L(n)/log L(n) 
< &lk(log L(k)}L(kz)/log L(k2) 
< &lkL(k2) <c&L(k), 
the last inequality by (4.6). We conclude that for k>h(A), (4.9) implies 
q,,Qpk. By making s smaller we may assure that 
(4.10) ql, q2, -.-, qkmk<pk 
holds for all k. In particular then, @<r)k so that M(B) <M(G). 
Using (4.2) and (4.4) we obtain from (4.10) 
The conclusion is that the. augmented sequence (pm} is an interpolation 
sequence, hence so was the original sequence. 
4.5 DERIVATION OF THEOREM 3. Let {pm> be an interpolation sequence, 
I’ a curve on B(O, 1) which meets but is not part of C(0, l), f,(z) =z aGn@n 
a sequence of finite linear combinations of powers 2% which converges 
uniformly on .F to a function f(z). For every a E (0, 1) sufficiently close 
to 1 there is a subarc y = JJ~ of r which extends from C(0, a) to C(0, 1). 
By our basic theorem (section 3), there is a constant E = a(a) > 0 such that 
and the result holds also if a&j= 0. Similarly 
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From (4.13) and the positivity of &, 
a@+8 limit ak 88 j-z-00, k=l,2, . . . . 
By (4.11), (4.12) and the fact that Ilf& + llflb we haxe 
bkl Q lIfll@k/&. 
It follows that the power series 2 akzPk converges on D(0, a) ; since a 
may be arbitrarily close to 1, the series defines & holomorphic function 
P(Z) = 2 a&k, 2 E D(o, 1). 
Finally, letting i + oo in (4.13) and using (4.11) we hrtve 
lakmakd < ~lf-hlbPk/% 
so that f, -+ P uniformly on D(0, Q) for each e < 1. Thus P = f on 
qo, 1) n I-I 
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