Abstract. In this paper the dependence of the constant C in the inequality
Introduction
It is well known that the inequality
2 dx (Friedrich's inequality) (1) holds, where the function u satisfies the following conditions:
and D is a domain in R n . The constant C depends only on a domain D. Sometimes inequalities of this type are called Poincaré inequalities and sometimes the name of Nirenberg is included.
Inequalities of the form (1) have received considerable attention in the literature because of their fundamental role in the theory of partial differential equations and various applications. For details, we refer to the books by Courant and Hilbert [2] , Friedman [4] , Ladyzhenskaya and Ural'tseva [5] , S.G. Mihlin [6] . In this paper we consider the case n = 2 i.e. D ⊂ R 2 . In that case, the best possible constant C in (1) In some situations we need to estimate the integral G |u|
where G ⊂ D ⊂ R 2 is a simply connected domain. The questions arises in which way the constant
depends on the size of G.
Results
Let G and D be bounded simply connected domains in R 2 with piecewise smooth boundaries and G ⊂ D.
holds (λ 1 (D) and λ 1 (G) are the smallest eigenvalues of the boundary value problems −∆u = λu, u | ∂D = 0, and
Proof. To prove this theorem we need the following lemma from [3]
is a bounded simply connected domain) and
where λ 1 is the smallest eigenvalue of the boundary value problem −∆u = λu, u | ∂D = 0 .
Consider now the Cauchy integral operator
dA (ξ) = dp dq, ξ = p + iq.
Applying the Lemma (case α = 1 2 ) we obtain
From this inequality and (2) we get
for every f ∈ L 2 (D) . Let u be a real function such that u ∈ C 1 D and u | ∂D = 0. By the CauchyGreen formula [7] we have
From (3) and (4) we get
is the best possible one in the sense that there exists a smooth function u 0 such that
if the domain G tends to the domain D. Indeed, for G r (G r = ϕ (u r ) , u r = {z : |z| < r < 1} , ϕ is a conformal mapping of the unit disc {z : |z| < 1} on D ) we have λ 1 (G r ) → λ 1 (D) when r → 1. (That follows from min-max principle.)
If u 0 is the eigenfunction associated with the first eigenvalue of the problem −∆u = λu,
when r → 1 because −∆u 0 = λ 1 (D) u 0 and u 0 | ∂D = 0. 
