Non-reciprocal devices effectively mimic the breaking of time-reversal symmetry for the subspace of dynamical variables that it couples, and they can be used to create chiral information processing networks. We study how to systematically include ideal gyrators and circulators into Lagrangian and Hamiltonian descriptions of lumped-element electrical networks. The proposed theory is of wide applicability in general non-reciprocal networks on the quantum regime. We apply it to useful and pedagogical examples of circuits containing Josephson junctions and non-reciprocal ideal elements described by admittance matrices, and compare it with the more involved treatment of circuits based on non-reciprocal devices characterized by impedance and/or scattering matrices. Finally, we discuss the dual quantization of circuits containing phase-slip junctions and non-reciprocal devices.
Low-temperature superconducting technology [1] is on the verge of building quantum information processors [2] ; machines predicted to overcome the computational power of classical computers by an exponential gain in resources [3] [4] [5] [6] . The development of this field has produced notable results in the path to build a universal quantum computer, e.g. the simulation of fundamental quantum models and molecules [7] [8] [9] [10] [11] .
In an electrical network, reciprocity is equivalent to the invariance of the system response under inversion of source and detector. Non-reciprocal (NR) elements such as gyrators and circulators [12] have been mainly used in this platform as noise isolators and classical information routers, i.e. out of the quantum regime, due to the size of currently available devices. Lately, there have been several proposals for building scalable NR devices on chips based on Josephson junctionnetworks [13] [14] [15] , parametric permittivity modulation [16] , quantum Hall effect [17, 18] and mechanical resonators [19] . With the addition of such elements to chips, it is expected that their non-reciprocal behaviour will present quantum coherence properties [18] with novel applications in the nontrivial routing of quantum information [20] [21] [22] . Thus, there is a great interest in building a general framework to describe networks working fully on the quantum regime [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] .
In this Letter, we use network graph theory to derive Hamiltonians of superconducting networks that contain both non-linear Josephson junctions and ideal NR devices with frequency-independent response [36] . The correct treatment of such ideal devices will provide us with building blocks to describe more complex non-reciprocal linear devices [37] that can be treated as black-boxes [24, [28] [29] [30] . We focus and extend the analyses of lumped-element networks of Devoret [23] , Burkard-Koch-DiVincenzo (BKD) [25] , Burkard [26] and Solgun and DiVincenzo (SD) [30] , adding ideal gyrators and circulators described by an admittance (Y) matrix to obtain generic prescriptions to derive Hamiltonians with a countable number of flux degrees of freedom. As we will see, a bias towards a specific matrix description of NR devices (NRD) appears useful when we want the Euler-Lagrange equations of motion to be current Kirchhoff equations in terms of flux variables. We show how adding ideal NRD described by impedance (Z) or scattering (S) matrices requires a more involved treatment, in that the system of equations must be first properly reduced. Finally, we also address canonical quantization with charge variables to treat dual circuits with Zcirculators; see [38] for a detailed description on circuit quantization with loop charges. In microwave engineering, a multi-port linear (black-box) device can be always described by its scattering matrix parameters S(ω) [39] , that relate voltages and currents at its ports b = Sa, with b k = (V k − Z symbols in electrical engineering. When ports are impedancematched to output transmission lines (a) a 2-port (4-terminal) ideal gyrator behaves as a perfect π-phase directional shifter, i. e. b 2 = a 1 and b 1 = −a 2 , and (b) a 3-port (6-terminal) ideal circulator achieves perfect signal circulation, e.g. b k = a k−1 [37] . Other useful descriptions of multi-port devices are the impedance Z(ω) = R(1 − S(ω)) −1 (1 + S(ω)) and admittance Y(ω) = Z −1 (ω) matrices that relate port voltages and currents as V = Z I and I = Y V respectively [39] . Although sometimes more useful, immittance descriptions of linear devices do not always exist, and working with S can be unavoidable [37, 39] .
Network graph theory. A lumped-element electrical network is an oriented multigraph [23, 25] . Each branch of the graph represents a two-terminal element that connects two nodes and has a direction chosen (arbitrary for symmetric elements) to be that of the current passing through it. Thus, N -port elements like the circulator are represented by N branches connecting 2N nodes pairwise [37] , see Fig. 1 . A tree of the graph is a set of branches that connects all nodes without creating loops. The set of branches in the tree are called tree branches and all others chord branches. Making a choice for tree and chord branches in an electrical network, we separate the currents I T = (I T tr , I
T ch ) and voltages
to write Kirchhoff's equations as
where F is the reduced fundamental loop matrix describing the topology of the graph. It contains only {0, −1, 1} entries; see [25, 26] for details on graph theory applied to superconducting circuits. The vector of external fluxes Φ ex corresponds to the set of external fluxes threading each of the loops of the system. The branch charge and flux variables are defined as I X (t) =Q X (t) and V X (t) =Φ X (t), where the subscript X = C, L, J, G, T , R, Z, V , B denotes capacitors, inductors, Josephson junctions, non-reciprocal element branches, transformer branches, resistors, two-terminal impedances, voltage sources and current sources respectively. For the sake of simplicity we focus here on networks with passive and lossless elements, i.e. capacitors, inductors, Josephson junctions, non-reciprocal element branches and transformer branches. We forward the reader to [25, 26, 29, 30] for the inclusion of two-terminal impedances and voltage and current sources.
The constitutive equations of capacitors (C), inductors (L) and Josephson junctions (J) are
where I c sin(ϕ J ) is the column vector with I ci sin(ϕ Ji ) entries, I c the critical current of a junction and Φ 0 the flux quantum. General multi-port transformers (Belevitch transformers [41] ) have been previously added to the Burkard analysis in [30] . They add voltage and current constraints on the right ports in terms of its left ports and vice versa
where N is the turns ratios matrix and both left and right current directions are pointing inwards. Dual tranformers exist where the left-right equations (5) are inverted [30, 41] . The general constitutive equation for the ideal (frequency independent) non-reciprocal element branches can be retrieved from the scattering matrix definition
with R a constant in resistance units. In order to carry out canonical quantization in circuits we have to simplify Kirchhoff's laws together with the constitutive relations to a set of classical Euler-Lagrange (E-L) equations, from which Hamiltonian equations can be derived through a Legendre transformation, and canonically conjugate variables can be identified. In trivial cases, this reduces to having a kinetic matrix that is non-singular. Given that Josephson junctions are non-linear devices, E-L equations have been systematically derived in flux variablesso as to have a purely quadratic kinetic sector, e.g. [23, 25, 26, 29, 30] . In particular, BKD and Burkard quantization methods are constrained, with respect to Devoret's approach, to specific topological classes of circuits to make the Hamiltonian derivation even more systematic. Those approaches can easily incorporate ideal NR elements described by the admittance matrix (Y-devices) with the realistic assumption that all of their branches are independently shunted by (parasitic) capacitors. For instance, the BKD formalism can be extended by assuming that all ideal NR (G) branches are chord branches. In BKD, all capacitors of the mesh have to be in the tree branches whereas Josephson junctions, which are always in parallel to at least one capacitor, are chosen to be chord branches. Inductors can be both in the tree (K) or in the chord (L) set. In the following, we sketch the derivation where all inductors are chord inductors. For pedagogical purposes, we derive a Burkard circuit class extension in the Supplemementary Material (SM) [40] . Following [30] , we also include Belevitch transformers in this analysis. The fundamental loop matrix of a simplified BKD circuit can be written as
Real Josephson junctions are always in parallel to capacitors, so that F T tr J = 0. On the other hand, if all transformer left branches can be included in the tree, while transformer right branches are in the chord, then F T L T R = F T tr T ch = 0. We can integrate out the voltages and currents in the transfomer branches [30] inserting (5) into Kirchoff's equations (1, 2) and write an effective loop matrix
with
We insert the constitutive equations (3) and the admittance version of (6), I G = Y G V G , into the reduced current equation to get a second order equation in flux variables
where
T and ϕ C J = ϕ J is the vector of capacitor branch phases (related to the fluxes by (4)) in parallel with the junctions. Y G is a skewsymmetric matrix, and by construction so is G. These second order equations have a non-singular kinetic matrix and can be derived from Lagrangian
The conjugate charge variables are Q C = ∂L/∂Φ C = CΦ C + 1 2 GΦ C and not those of equation (3) . Promoting the variables to operators with canonical commutation relations [Φ Cn ,Q Cm ] = i δ nm , we derive the quantum Hamiltonian
The non linear potential is defined as U (φ C J ) = − i E Ji cos(φ Ji ) and the Josephson energy of each junction is E Ji = I ci Φ 0 /(2π). Given the velocity-position coupling arising from the G matrix, a form of the coupling term first devised in [36] , a diagonalization of the harmonic sector requires a symplectic transformation, that can be carried out either in the classical variables or after the canonical quantization procedure; see SM [40] for the general procedure. Notice the similarity of the G terms to a magnetic field, and their breaking time reversal invariance. Circuit example. The above analysis can be directly applied to the quantization of a two-port non-reciprocal lossless impedance [43] capacitively coupled to two charge qubits at its ports, see Fig. 2 . This is a generalization of the Foster reactance-function synthesis for the 1-port reciprocal impedance Z(s), with s = iω, and a simplified version of the Brune multi-port impedance expansion in [30, 44] . In general, a lossless multi-port impedance matrix can be fractionexpanded in the following terms
It is easy to synthesize a lumped-element circuit that has this impedance to the desired level of accuracy, see Sec. (7) in [43] . All A matrices are symmetric and are implemented by reciprocal elements while B matrices are anti-symmetric, and can be decomposed into networks with gyrators. The general circuit that implements Z(s) contains Belevitch transformers [41] and gyrators. We can eliminate the ideal transformer branches and apply the BKD method to derive a canonical Hamiltonian [30] . An analysis of a lossless multi-port network without the anti-symmetric terms can be found in [35] . The tree and chord branch sets are divided in I 
Two charge qubits capacitively coupled to a nonreciprocal lossless impedance. The anti-symmetric pole at infinity B∞ can be implemented with a gyrator R0. The second network connected by a gyrator implements the term (sA1 + B1)/(s 2 + Ω 2 1 ), and the last one, a reciprocal A2. On the other hand, terms A0 and A∞ would correspond to the limits L2 → ∞ and C2 → 0 respectively in a reciprocal stage. The analysis with A∞ requires special treatment as the capacitance matrix becomes non-invertible, and is beyond the scope of this analysis. See expansion theorem in [43] for the full derivation of the synthesized circuit.
We calculate with it the effective loop matrix (8) and obtain Hamiltonian (11) .
The capacitance matrix is by construction full rank and hence invertible,
. Inductive M 0 and gyration G matrices are computed using the turn ratios matrix N and the effective loop submatrices F eff CL , F eff CG in (8), see SM [40] for an implicit form of the matrices. We recall that this analysis can be completed because the constitutive equation of the non-reciprocal elements (6) 
T and
with Y Gi the admittance matrix for each gyrator i ∈ {0, 1}. See another example of the theory to quantize two Josephson junctions coupled to a quantum Hall effect gyrator characterized by the Viola-DiVincenzo's model [17] in the SM [40] . Ideal NRD without an admittance description. The rules described above are useful to derive Hamiltonians of circuits containing non-reciprocal ideal devices characterized by a constant skew-symmetric Y matrix. However, linear systems cannot be described by admittance matrices when their S matrix has an eigenvalue −1. For example, ideal circulators with even (odd) number of ports, even (odd) number of "−1" entries and even (even) number of "1" entries in their scattering matrix admit only S-constitutive equations as in Eq. (6) (both S and Z equations) [37] .
We illustrate the problems arising when including circulators without Y-descriptions with simple circuits containing 3-and 4-port circulators shunted by Josephson junctions, see cir-cuit in Fig. 3(a) . Let us assume for concreteness that the Nport circulator is described by the scattering matrix
where the blank elements are zero. This family of circulators cannot be assigned a Y-matrix, nor do they have a Zdescription for even N . We depart from BKD and Burkard rules and choose as tree branches the circulator branches, I tr = I G , and capacitors and Josephson junction branches as chord branches I Introducing Kirchhoff's and constitutive equations for capacitors (I C = CΦ) and junctions (I J = ∇ Φ U (Φ)) into the voltage-current equation of the non-reciprocal element (6) results in
be the projector onto the eigenspace of S such that PS = −P, as it is the case for the family of matrices (15) . Eq. (16) implies PΦ = 0; i.e. there is a frozen combination of fluxes, which corresponds to a degenerate kinetic matrix that makes the Legendre transformation impossible to perform. A simple solution is to change coordinates to single out the frozen variable from the dynamical ones; and remove it through a projection of Eqs. (16) into Q = 1 − P. Integrating the frozen variable, we can express
n=1 w n f n , where {w n } is a real basis expanding the projector Q, α an initialvalue flux constant, and {f n } the reduced set of degrees of freedom. After few arithmetic manipulations, we have, for the four port case, the following systems of equations, v T −1Φ = 0 and
with the definitionŨ α (f ) = U (Φ(α, f )) and f = (f 1 , f 2 , f 3 ). A similar system of equations can be derived for the three port case except for (17), associated with the eigenvector v 1 with eigenvalue λ = 1 and only appearing in the four port case; see SM for an complete derivation of the general case with N ports [40] . We write now a Lagrangian without constraints and full-rank kinetic matrix with such equations of motion
Tḟ + 1 2ḟ
where the skew-symmetric matrix is
Finally, the quantized Hamiltonian iŝ
with Q = ∂L/∂ḟ the conjugated charge variables. The final Hamiltonian presents fully dynamical variables, after having eliminated the frozen one. Had −1 not been an eigenvalue of S, all initial variables would have been dynamical. Generally, there is a coordinate transformation for any ideal circulator such that G is block diagonal, with 2×2 blocks, and, possibly, one zero in the diagonal, i.e. the transformed set of variables will couple through G in pairs, but for those associated with eigenvalue +1 [40] . The procedures above explained are useful to derive Lagrangians with flux variables as positions in a mechanical system. Equivalent descriptions of linear systems are possible with charge-position variables, for which Lagrangian equations would be Kirchhoff's voltage equations, or with a mixed combination of both flux and charge variables. Indeed, fluxes have been used as position variables in the context of superconducting qubits because the Josephson junction has a nonlinear current-voltage constitutive equation (4) . Thus, the Lagrangian of a circuit with Josephson junctions and Z-NR elements in charge variables would result in non-linear kinetic terms. Although possible, dealing with such terms is usually more cumbersome. In recent years, the phase-slip (PS) junction [45, 46] , a new non-linear low-dissipative element in charge variable, has been implemented in superconducting quantum technology [47] [48] [49] . This element has a constitutive equation dual to that of the Josephson junction, i.e. its voltage drop is V P (t) = V c sin(πQ P /e), and it is usually represented as in Fig. 3(b) in red. Quantization of circuits with PS junctions and ideal Z-NR elements in charge variables can be implemented directly, using the constitutive equation
For example, the circuit in Fig. 3(b) with a Z G -circulator, the dual circuit of Fig. 3(a) for the 3-port case, has the dual Lagrangian interaction term L G = (1/2)QZ G Q and the quantum Hamiltonian
where L is the diagonal inductance matrix and U (Q) = − i E Si cos(πQ i /e). We forward the reader to [38] for a systematic quantization method of circuits with loop charges. Conclusions. We have presented a framework to canonically quantize superconducting circuits with Josephson junctions and non-reciprocal ideal devices. We have shown systematic rules for quantizing certain classes of circuits with ideal Y-described NRD. With such a scheme we have derived the Hamiltonian of a linear non-reciprocal 2-port blackbox capacitively coupled to Josephson junctions at its ports. The more general problem of quantization with ideal S-or Z-NRD requires ad-hoc treatment to eliminate frozen variables. We have given an explicit method to quantize N-port ideal S-circulators shunted by Josephson junctions. Finally, we discussed the straightforward extension of the procedures here studied to quantize circuits in terms of charge variables. Such dual procedure would be of special importance when dealing with circuits containing non-reciprocal elements and phase-slip junctions. Further works will be required to add distributed elements, e.g. infinite transmission lines, to the analysis of networks with non-reciprocal devices.
Supplementary Material: Canonical Circuit Quantization with Non-Reciprocal Devices
S1. EXTENDED BURKARD ANALYSIS
We extend Burkard [26] and Solgun-DiVincenzo [30] analyses to include ideal multi-port NR Y-devices under the assumption that each branch of a NRD is shunted by a capacitor in the circuit independently. In oppostion to the BKD analysis, we allow non-reciprocal branches to appear both in the tree and in the chord set. We divide the tree and chord currents and voltages for the different components of the circuit in the following way
where we have added gyrator branches to both branch sets. We can write the Kirchhoff's current laws, without external fluxes for simplicity,
making use of the fundamental loop matrix F, see [25, 26] for a detailed analysis on graph theory applied to superconducting circuits, that can be partioned as
We eliminate ideal transformer branches
, which do not store energy and are not degrees of freedom of the system, by making use of Kirchhoff current law for tree transformer branches and the current constraint equation of the transformer (5)
with N the turns ratios matrix. Here we have assumed that transformer tree (left) branches are not shunted by transformer chord (right) branches, i.e. F T tr T ch = 0 [30, 41] . We can thus express the current in the right branches of Belevitch transformer as
We write tree Josephson, inductor and NR tree branch currents as a function of only capacitor and NR chord branch currents
Here, we have defined effective loop sub-matrices [30]
with X = {J, L, G tr }, that have real entries instead of the usual ternary set {−1, 1, 0} for branches with currents in the same or opposite direction, or out of the loop respectively.
Using Kirchhoff current law and capacitor constitutive equation, we write the inductors in terms of the junction and inductor voltages
We rewrite again current-voltage constitutive relations for inductors and junctions (3) (4) in the main text (MT) for the symmetric elements
while that for the Y-NR branches (6) can be decomposed into
Introducing Kirchhoff's voltage law in the current-voltage relation for chord NR branches we derive
Substituting Eqs. (S18-S21) in (S11, S12 and S13) we have the equations of motion of the circuit that can be derived from the Lagrangian
The symmetric capacitive and inductive matrices read
where we defined
and X = {C, G ch }. The skew-symmetric matrix is
where we have defined
Explicitly,
The Hamiltonian of this system is
where Q = ∂L/∂Φ are the conjugate charges to the flux variables. Canonical quantization follows promoting the variables to operators with commutation relations [Φ i , Q j ] = i .
S2. CIRCUIT EXAMPLES A. NR Multiport Lossless Impedance coupled to Josephson junctions
We explicitly compute matrices of Hamiltonian (11) for circuit in Fig. 2 , both in MT, of a non-reciprocal 2-port lossless impedance [43] 
We will calculate with it the effective loop matrix (8) and get Hamiltonian (11), in main text. The capacitance matrix is full rank
where the elements in blank of the matrix are zero. Inductive M 0 matrix can be computed with the loop submatrix
where M = J + g + G1 + L. {J, g, G1, L} are, respectively, the number of: (i) Josephson junctions (2), (ii) coupling capacitors (2), (iii) gyrator-shunted capacitors (2) and (iv) inductors (L). 0 M represents a zero square matrix of M dimension. The skew-symmetric gyration matrix G can be computed using the effective loop sub-matrix
which is calculated through the turn ratios matrix N and the 
We recall that this analysis can be completed because the constitutive equation of the non-reciprocal elements (6) in MT could be simplified to
the admittance matrix for each gyrator i ∈ {0, 1}. The final gyration matrix is
B. Hall Effect NR device
The Hall effect has been proposed as instrumental to the implementation of non-reciprocal devices. In Ref. [17] , capacitively coupled Hall effect devices were studied by Viola and DiVincenzo in order to break time symmetry while keeping the losses of the device negligible. This 2-port capacitively coupled Hall bar has an admittance matrix description [17] 
equivalent to that of an ideal gyrator connected to two transmission line resonators in series, see Fig. S1 . Lumpedelement Foster expansions of the transmission line resonators can approximate the behavior of such a device when coupled to other lumped-element networks at its ports.
FIG. S1. The VD Hall effect gyrator capacitively coupled to Josephson junctions. The Hall effect gyrator proposed by Viola and DiVincenzo is coupled to transmission lines by finite-length capacitors at its ports. However, the total equivalent admittance matrix and circuit in the figure does not contain explicitly those capacitors. (a) The exact synthesized circuit to the admittance matrix (S42) and (b) its discrete approximation based on a lumped element expansion of the transmission lines [39] .
To analyse this circuit we apply the above extension of Burkard [26] systematic approach in the Supplementary Material section S1. The Lagrangian is written in terms of the tree flux branch variables Φ
. The flux variables of at the ports of the gyrators are rewritten in terms of the rest of variables
LG Φ L , where
are the fundamental junctions-gyrator and inductors-gyrator sub-matrices respectively, and 1 N a column vector with N ones. Explicitly, the three matrices describing the harmonic sector are
with N the number of oscillators to which we truncate the resonators. Blank elements of the matrices correspond to zeroes.
The Hamiltonian (S30) can be readily computed and the canonical variables promoted to quantum operators. The diagonalization of the harmonic sector can be implemented through a symplectic transformation both before or after the quantization of variables following the section below S3.
S3. SYMPLECTIC DIAGONALIZATION
We discuss now the procedure to diagonalize the quadratic sector of Hamiltonian (11) . We can perform a canonical change of variables
T f such that we diagonalize the pure capacitive and inductive sectors of the Hamiltonian
The presence of the antisymmetric matrix Γ in the harmonic part of the Hamiltonian leads to new normal frequencies that are greater or equal to those without it. In order to carry out canonical quantization of this Hamiltonian it is convenient to proceed with the symplectic diagonalization of the harmonic part. Consider thus the matrix
Since this matrix is symmetric and definite positive, the corresponding theorem of Williamson [50] holds that it can be brought to the canonical form D = diag (Λ, Λ), with Λ a definite positive diagonal matrix, by a symplectic transformation S. That is, S T H h S = D with symplectic matrix S. The determination of the symplectic eigenvalues and of the canonical symplectic transformation can be achieved by considering the matrix H h J, with
Its eigenvalues form conjugate pure imaginary pairs, ±iλ j , where the positive numbers λ j are the diagonal elements of Λ. Choose an eigenvector v j corresponding to iλ j . Its complex conjugate, v * j , is an eigenvector with −iλ j eigenvalue. Organize the column eigenvectors in a matrix
Normalize the vectors by the condition FF † = H h . Define a matrix function S V = F † −1 VD 1/2 acting on unitaries V. It is clearly the case that, for all unitaries V and phase choices for the eigenvectors v j ,
determined by the requirement that it provide us with a symplectic matrix, S T JS = J. Inter alia, this means that S be real. In fact, the choice
achieves this objective. This can be readily checked by noticing that
is explicitly real in this case, so
† is seen to be real. Furthermore, this choice also determines S as symplectic.
In the new variables,
quadratic part of the hamiltonian is diagonal. They can now be canonically quantized, in the form
S4. REDUCTION OF VARIABLES IN CIRCUITS WITHOUT Y IDEAL NRD
We formalize and generalize the problem of the quantization of circuits in flux variables with linear NR devices that are only described by a constitutive equation through S. Further below, we apply this method to the derivation of the circuits in Fig. (3)(a) in the main text.
We start from the equation of motion (16) of the main text, that we rewrite as
C is a non-degenerate capacitance matrix. An ideal N-port circulator can always be described by a scattering matrix
where each non-zero element can only be s k = ±1. By a correct choice of terminals, it can be proven that there are only two canonical types of ideal N-port circulators: those with values (s k = 1) in all their entries, and others with all (s k = 1), except for one (s j = −1), see [37] for further details. The eigenvalue equation of the scattering matrix can be retrived noticing that S
The eigenvalues of the scattering matrix lie on the unit circle, e i π/N e 2iπn/N with n ∈ {0, N − 1}, and either 0 or 1. The eigenvalue λ = −1 appears with multiplicity one for N even (N odd) with s k = 1 ( s k = −1). On the other hand, the eigenvalue λ = 1 is present also with multiplicity one for N both even and odd when s k = +1. All other eigenvalues come in pairs of complex conjugate values (λ k and λ * k ). Let us assume that S presents eigenvalue −1. We define the projector P = v −1 v T −1 such that SP = −P = PS, where v −1 is the normalized eigenvector corresponding to the eigenvalue −1. We complete the identity with the projector Q = 1 − P, which also commutes with S; [S, Q] = [S, P] = 0. It is trivial to prove that P is real and that thus so it is Q. If −1 is an eigenvalue, it always has multiplicity 1. Then, given that S = S * ,
The above two equations can only be true if v −1 = v * −1 . Then, applying P to equation (S53), we have
This equation can be integrated, so that the flux variable vector is expressed as
where we defined Ψ = QΦ, and α is an initial-value constant in flux units. Inserting the above expression in the equation of motion and applying Q on the left, we have
with C Q = QCQ a new symmetric reduced capacitance matrix, andŨ α (Ψ) = U (QΦ + αv −1 ) the new potential. The differential nabla operator on the original flux variables becomes ∇ Φ = Q∇ Ψ + v −1 ∂ α . In this new N − 1 dimensional space, the remnant of Q (1 + S) Q is invertible. Formally, we derive in this reduced space the Euler-Lagrange equation
with G Q = R −1 (Q (1 + S) Q) −1 (Q (1 − S) Q), again understood in the reduced space. There, G Q is the Cayley transform of an orthogonal matrix, and thus a skew-symmetric matrix.
Let us illustrate the procedure with the choice of a specific decomposition of the real projector Q. Consider v k and its complex conjugate v * k be orthogonal vectors in the subspace complementary to P. It is then easy to prove that real {v k } = (v k + v * k )/2 and imaginary parts {v k } = −i(v k − v * k )/2 are orthogonal vectors, again orthogonal to the P eigenspace. This assumption will hold if the vector v k is an eigenvector of S with complex eigenvalue. If the eigenvalue λ = 1 is present, its associated eigenvector is also real; the proof is completely analogous to the above for the eigenvector v −1 . Normalizing all vectors, we can write
with x k = {v k }/|| {v k }|| and y k = {v k }/|| {v k }||, k running through all the vectors coming in complex conjugate pairs. In general, let us denote by w n those real orthonormal vectors spanning the orthogonal space. Using this nomenclature and Eq. (S59) we write
with f n = w 
EXAMPLES
Let us now use this general theory to quantize the specific cases illustrated in the main text. The scattering matrix of the circuits in Fig. 3(a) ,
has −1 eigenvalues for all N and +1 eigenvalues for even N number of ports. Notice that in the analysis of the equations of motion above we have not made use of the canonical form of S matrices mentioned earlier, and indeed this example does not and needs not conform to that canonical presentation.
