Abstract. Let G be a subgroup of S 6
§1. Introduction
First of all, note that we don't know whether k(x 1 , . . . , x 6 ) A 6 is k-rational or not. A second remark is that, as abstract groups, P SL 2 ( 5 ) (resp. P GL 2 ( 5 )) is isomorphic to A 5 (resp. S 5 ). However, the group P GL 2 ( 5 ) embedded in S 6 as a transitive subgroup (see the second paragraph of Section 3) provides a 6-dimensional reducible representation of S 5 .
Since many transitive subgroups of S 6 are of the forms of wreath products H ≀ G where H ⊂ S 2 , G ⊂ S 3 or H ⊂ S 3 , G ⊂ S 2 (see Section 3), we embark on a study of invariant theory of wreath products in Section 2 before the proof of Theorem 1.2. Here is a convenient criterion for group actions of wreath products. Theorem 1.3 Let k be any field, G ⊂ S m , H ⊂ S n . Then the wreath product G := H ≀ G can be regarded as a subgroup of S mn . If k(x 1 , . . . , x m )
G and k(y 1 , . . . , y n ) H are k-rational, then k(z 1 , . . . , z mn )
G is also k-rational.
An application of the above theorem is the following theorem; note that our proof is different from the original proof of Tsunogai [Ts] . Theorem 1.4 (Tsunogai [Ts] ) Let k be any field, p be a prime number. For any integer n ≥ 2, let P be a p-Sylow subgroup of S n . If k(C p ) is k-rational, then k(x 1 , . . . , x n ) P is also k-rational.
The following lemma helps to clarify the relationship of rationality of k(x 1 , . . . , x n ) G and k(G) when G is a transitive subgroup of S n . Lemma 1.5 Suppose that G is a transitive subgroup of S n acting naturally on the rational function field k(x 1 , · · · , x n ). Let G → GL(V reg ) be the regular representation over a field k, and {x(g) : g ∈ G} be a dual basis of V reg . Then there is a G-equivariant embedding Φ :
1≤i≤n k · x i → g∈G k · x(g). In particular, k(G) is rational over k(x 1 , . . . , x n ) G .
Proof. Note that k(V reg ) = k(x(g) : g ∈ G) with h · x(g) = x(hg) for any h, g ∈ G.
Define H = {g ∈ G : g(1) = 1}. Choose a coset decomposition G = ∪ 1≤i≤n g i H such that, for any g ∈ G, g · g i H = g j H if and only if g(i) = j.
Define a k-linear map Φ : 1≤i≤n k ·g i H → g∈G k ·x(g) by Φ(g i H) = h∈H x(g i h) ∈ g∈G k · x(g).
Φ is a G-equivariant map. It is not difficult to show that Φ is injective. Consider the action of G on the field k(x 1 , · · · , x n ). Identify the cosets g i H with x i . It follows that, via Φ, the G-field k(x 1 , . . . , x n ) is linearly embedded into k(x(g) : g ∈ G). By applying Part (1) of [KW, Theorem 2 .1], we find that k(G) is rational over k(x 1 , . . . , x n ) G .
Remark. If G is a subgroup of S n and it is possible to embed 1≤i≤n k · x i into g∈G k · x(g), then G is a transitive subgroup. For, suppose that T 1 , · · · , T t are the G-orbits of the set {x 1 , · · · , x n } with t ≥ 2. Each T i contributes a trivial representation of G, but the regular representation contains only one trivial representation. Thus it is impossible that such a G-embedding exists.
One may consider the rationality problem of k(x 1 , . . . , x 8 ) G where G is a transitive subgroup of S 8 . If k contains enough roots of unity, e.g. ζ 8 ∈ k, then it is not very difficult to show that k(x 1 , . . . , x 8 ) G is k-rational for many such groups G by standard methods and previously known results (except possibly when G is a non-abelian simple group). However, if k is any field and g = σ where σ = (1, 2, · · · , 8), by Endo-Miyata's Theorem, it is known that k(x 1 , . . . , x 8 )
G is k-rational if and only if k(ζ 8 ) is cyclic over k or char k = 2 ( [EM, Corollary 3.10; Le] ; see also [Ka, Theorem 1.8] ). The proof of the above result is non-trivial; similar complicated situations may happen in other subgroups of S 8 .
We organize this article as follows. A detailed discussion of wreath products will be given in Section 2. Our method is applicable not only in the Noether problem (i.e. the rational invariants), but also in the polynomial invariants (see Theorem 2.8). The proof of Theorem 1.2 will be given in Section 3.
Standing terminology. Throughout the paper, we denote by S n , A n , C n , D n the symmetric group of degree n, the alternating group of degree n, the cyclic group of order n, and the dihedral group of order 2n respectively. If k is any field, k(x 1 , . . . , x m ) denotes the rational function field of m variables over k; similarly for k(y 1 , . . . , y n ) and k(z 1 , . . . , z l ). When ρ : G → GL(V ) is a representation of G over a field k, then k(V ) denotes the rational function field k(x 1 , . . . , x n ) with the induced action of G where {x 1 , . . . , x n } is a basis of the dual space V * of V . In particular, when V = V reg is the regular representation space, denote by {x(g) : g ∈ G} a dual basis of V reg ; then
G . When G is a subgroup of S n , we say that G acts naturally on the rational function field k(x 1 , . . . , x n ) by k-automorphisms if σ · x i = x σ(i) for any σ ∈ G, any 1 ≤ i ≤ n.
If σ is a k-automorphism of the rational function field k(x 1 , . . . , x n ), it is called a monomial automorphism if σ(
where (a ij ) 1≤i,j≤n ∈ GL n ( ), and b j (σ) ∈ k × . If b j (σ) = 1, the automorphism σ is called purely monomial. The group action of a finite group G acting on k(x 1 , . . . , x n ) is called a monomial action (resp. a purely monomial action) if σ acts on k(x 1 , . . . , x n ) by a monomial (resp. purely monomial) k-automorphism for all σ ∈ G.
In discussing wreath products, we denote by X or Y any set without extra structures unless otherwise specified. The set X m is a finite set of m elements; thus we write X m = {1, 2, . . . , m}. Similarly we write Y n = {1, 2, . . . , n}.
As mentioned before, this article is a continuation of [KW] . Thus we will cite repeatedly the rationality criteria listed in Section 2 of [KW] . §2. Wreath products Recall the definition of wreath products H ≀ G (or more precisely H ≀ X G) in [Ro, page 32, page 313; Is, page 73; DM, .
Definition 2.1 Let G and H be groups and G act on a set X from the left such that (g 1 g 2 ) · x = g 1 · (g 2 · x), 1 · x = x for any x ∈ X, any g 1 , g 2 ∈ G. Let A be the set of all functions from X to H; A is a group by defining α · β(x) := α(x) · β(x) for any α, β ∈ A, any x ∈ X.
In case X is a finite set and |X| = m, we will write X = X m = {1, 2, . . . , m} and A = 1≤i≤m H i . Elements in 1≤i≤m H i are of the form α = (α 1 , . . . , α m ) where each α i ∈ H and α = (α 1 , . . . , α m ) corresponds to the element α ∈ A satisfying α(i) = α i for 1 ≤ i ≤ m.
The group G acts on A by (
It is easy to verify that
The wreath product H ≀ X G is the semi-direct product A ⋊ G defined by (α; g 1 ) · (β; g 2 ) = (α · g 1 β; g 1 g 2 ) for any α, β ∈ A, any g 1 , g 2 ∈ G. Sometimes we will write H ≀ G for H ≀ X G if the set X is understood from the context. In particular, if X = G and G acts on X by the left regular representation.
Since G and A may be identified as subgroups of A ⋊ G = H ≀ X G, we will identify g ∈ G and α ∈ A as elements in H ≀ X G.
Definition 2.2 Let G and H be groups acting on the sets X and Y from the left respectively. Then the wreath product H ≀ X G acts on the set Y × X by defining
If Y is the polynomial ring k[y 1 , . . . , y n ] over a field k, we require the action of H on Y satisfies an extra condition that, for any h ∈ H, the map
Example 2.3 Let G ⊂ S m , H ⊂ S n . Then G acts on X m = {1, 2, . . . , m} and H acts on Y n = {1, 2, . . . , n}. Thus H ≀ Xm G acts faithfully on Y n × X m by,
Example 2.4 Let p be a prime number and G, H ⊂ S p . We denote λ = (1, 2, . . . , p) ∈ S p and identify the set Y p × X p with the set X p 2 by the function
where the elements in X p 2 are taken modulo p 2 . Let G = λ , H = λ act naturally on X p and Y p respectively. Then H ≀ Xp G is a group of order p 1+p acting on X p 2 by identifying σ = α (1) (λ) and τ = λ with
If n is a positive integer and write n = n 0 +n 1 p+n 2 p 2 +· · ·+n t p t where 0 ≤ n i ≤ p−1 and n < p t+1 , then a p-Sylow subgroup of S n is isomorphic to
where each P i is isomorphic to a p-Sylow subgroup of
We reformulate Theorem 1.3 as the following theorem.
Theorem 2.5 Let k be any field, G ⊂ S m and H ⊂ S n . Let G and H act on the rational function fields k(x 1 , . . . , x m ) and k(y 1 , . . . , y n ) respectively via k-automorphisms defined by
Proof. Adopt the notations in Example 2.3.
Then we find that, for any g ∈ G, any α (l) (h), the actions are given by
It follows that k(
P is also k-rational. Without loss of generality, we may assume that P is the p-Sylow subgroup constructed in Example 2.4.
Step 1. Consider the case n = p t first. Then the p-Sylow subgroup P t is of the form P t = H ≀ X p t−1 G where H = λ ≃ C p (with λ = (1, 2, . . . , p) ∈ S p ), and
G is also k-rational. Applying Theorem 2.5, it follows that
Pt is k-rational.
Step 2. Suppose that G 1 ⊂ S m and G 2 ⊂ S n . Thus G 1 acts on k(x 1 , . . . , x m ) and
Step 3. Consider the general case. As in Example 2.4, write n = n 0 + n 1 p + n 2 p 2 + · · · + n t p t where 0 ≤ n i ≤ p − 1 and n < p t+1 . By Step 1, k(x 1 , . . . ,
Remark. In [KP, Theorem 1.7] , it was proved that, if k(G) and k(H) are k-rational, then so is k(H ≀ G) where the group H ≀ G is actually H ≀ X G with X = G and G acting on X by the left regular representation. We remark that this result follows from Theorem 2.5 and Lemma 1.5 if G and H are transitive subgroups of S m and S n respectively. Similarly, it was proved that, if k(G 1 ) and [KP, Theorem 1.3] . This result may be generalized to representations other than the regular representation as follows.
Proof. Define an action of G on the rational function field k(x i , y j :
It is easy to adapt the proof of the above theorem to the following theorem.
Theorem 2.7 Let G 1 , G 2 be finite groups,
Assume that (i) V and W contain a trivial representation, and (ii) k(V )
Proof. Define a suitable action of G on V ⊕ W as in the proof of Theorem 2.6. Let V * and W * be the dual spaces of V and W respectively. Since V contains a trivial representation, it is possible to find a non-zero element v 0 ∈ V * such that
Define the embedding Φ :
The remaining proof is omitted. Now let's turn to the polynomial invariants of wreath products. Suppose that a group H acts on Y which is a finitely generated commutative algebra over a field k. In this case, we require that, for any h ∈ H, the map ϕ h : Y → Y , defined by ϕ h (y) = h · y for any y ∈ Y , is a k-algebra morphism. In Theorem 2.8, we take Y = k[y j : 1 ≤ j ≤ n] a polynomial ring; in that situation we require furthermore that ϕ h (y j ) = 1≤l≤n b lj (h)y l where (b lj (h)) 1≤l,j≤n ∈ GL n (k).
The method presented in Theorem 2.8 is valid for a more general setting, e.g. H is a reductive group over a field k and Y is a finitely generated commutative k-algebra. In order to highlight the crucial idea of our method, we choose to formulate the results for some special cases only.
From now on till the end of this section, G ⊂ S m and H is a finite group such that G acts on X m = {1, 2, . . . , m} and H acts on the polynomial ring k[y j : 1 ≤ j ≤ n] over a field k and ϕ h (y j ) = 1≤l≤n b lj (h)y l for any h ∈ H, any 1 ≤ j ≤ n with (b lj (h)) 1≤l,j≤n ∈ GL n (k). Define G := H ≀ Xm G which acts on the polynomial ring
where g ∈ G, α (l) (h) ∈ A. The goal is to find the ring of invariants k[
Theorem 2.8 Let k be a field, G := H ≀ Xm G act on the polynomial ring k[x ij : 1 ≤ i ≤ m, 1 ≤ j ≤ n] as above. Assume that gcd{|G|, char k} = 1. Suppose that
Remark. Even without the assumption gcd{|G|, char k} = 1, it is still known that
G is finitely generated over k. With the assumption gcd{|G|, char k} = 1, the ring of invariants k[
G can be computed effectively (see Example 2.9).
. On the other hand, from the definition of F 1 (y), . . . , F N (y), it is clear that k[x ij :
Step 2. It is clear that Φ is an equivariant G-map.
G , it follows that h belongs to the image of k[
Example 2.9 Let G = S m act on the polynomial ring k[
Let f 1 , . . . , f m be the elementary symmetric functions of X 1 , . . . , X m , i.e.
The polarized polynomials of f 2 with respect to the variables X i1 and X i2 where
Similarly we may define the polarized polynomials of f 2 with respect to the variables X i1 , X i2 , X i3 , . . . , X im where 1 ≤ i ≤ N. See [Sm, for details.
Assume
Sm is generated over k by all the polarized polynomials of f 1 , . . . , f m (see [Sm, page 68, Theorem 3.4 
.1]).
If we assume only that 1/|G| ∈ k and G ⊂ GL m (k) is a finite group, it is still possible to compute k[
G effectively. See [Fl; Fo] for details.
Example 2.10 Let σ = (1, 2), G = σ acting on X 2 = {1, 2}. Also let H = τ ≃ C 3 acting on [y 1 , y 2 , y 3 ] by τ : y 1 → y 1 , y 2 → ωy 2 , y 3 → ω 2 y 3 where ω = e 2π √ −1/3 . Define
Define X it (where 1 ≤ i ≤ 2, 1 ≤ t ≤ 4) as in Theorem 2.8 with σ : X ij ↔ X σ(i),j . It is easy to verify that [
Let G be a subgroup of S 6 acting naturally on k(x 1 , . . . , x 6 ). We will study the rationality of k(x 1 , . . . , x 6 ) G . As in the first paragraph in the proof of Theorem 3.4 of [KW] , we may assume that G is a transitive subgroup without loss of generality. According to [DM, page 60] , such a group is conjugate to one of the following 16 groups: 2, 3, 4, 5, 6 ) ≃ C 6 , G 2 = (1, 2)(3, 4)(5, 6), (1, 3, 5)(2, 6, 4) ≃ S 3 , G 3 = (1, 2, 3, 4, 5, 6), (1, 6)(2, 5)(3, 4) ≃ D 6 , G 4 = (1, 2, 3)(4, 5, 6), (1, 2)(4, 5), (1, 4) ≃ S 2 ≀ X 3 S 3 , G 5 = (1, 2, 3)(4, 5, 6), (1, 2)(4, 5), (1, 4)(2, 5) = G 4 ∩ A 6 , G 6 = (1, 2, 3)(4, 5, 6), (1, 5, 4, 2) ≃ S 4 , G 7 = (1, 2, 3)(4, 5, 6), (1, 4)(2, 5) = G 6 ∩ A 6 , G 8 = (1, 2, 3)(4, 5, 6), (1, 4) ≃ C 2 ≀ X 3 C 3 , G 9 = (1, 2, 3), (1, 2), (1, 4)(2, 5)(3, 6) ≃ S 3 ≀ X 2 C 2 , G 10 = (1, 2, 3), (1, 4, 2, 5)(3, 6), (1, 2)(4, 5) = G 9 ∩ A 6 , G 11 = (1, 2, 3), (1, 2)(4, 5), (1, 4)(2, 5)(3, 6) ≃ C 2 3 ⋊ C 2 2 , G 12 = (1, 2, 3), (1, 4)(2, 5)(3, 6) ≃ C 3 ≀ X 2 C 2 , G 13 = (0, 1, 2, 3, 4), (0, ∞)(1, 4)(1, 2, 4, 3) ≃ P GL 2 ( 5 ),
Be aware that the above descriptions of the groups G 2 , G 4 and G 10 are different from those in [DM, page 60] , because the presentation there contains some minor mistakes.
Note that, the rationality of k(x 1 , . . . , x 6 ) G 16 is easy. On the other hand, the rationality of k(x 1 , . . . , x 6 ) G 15 is still an open problem. When G = G 9 , G 10 , G 11 or G 12 , the rationality of k(x 1 , . . . , x 6 ) G was proved in [Zh, Section 3] . When G = G 4 , G 8 , G 9 or G 12 , the group is a wreath product. We may apply Theorem 2.5, because k(x 1 , x 2 , x 3 ) S 3 , k(C 2 ), k(C 3 ) are k-rational by Theorem 1.1. For example, consider the case G = G 4 . Note that S 3 acts transitively on X 3 = {1, 2, 3}.
In the notation of Section 2, we have A = 1≤i≤3 H i where each
Thus it remains to study the rationality of k(x 1 , . . . ,
, G 13 and G 14 . We study the case G 13 and G 14 first.
G is -rational, and k(x 1 , . . . , x 6 ) G is stably k-rational where k is any field.
Proof. We will prove the G 13 is isomorphic to S 5 as abstract groups. Then it will be shown that the permutation representation of G 13 as a subgroup of S 6 is equivalent to the direct sum of the trivial representation and a 5-dimensional irreducible representation of S 5 over É. Then we will apply the results of [Sh] .
Step 1. Since G 13 = P GL 2 ( 5 ) is the automorphism group of the projective line over 5 , it acts naturally on 5 ∪ {∞}. For examples, the fractional linear transformations x → x + 1, x → 2/x and x → 4/x correspond to the permutations (0, 1, 2, 3, 4), (0, ∞)(1, 4)(1, 2, 4, 3)(= (0, ∞)(1, 2)(3, 4)) and (0, ∞)(1, 4) respectively.
We rewrite the points 0, 1, 2, 3, 4, ∞ as 1, 2, 3, 4, 5, 6. Thus G 13 and G 14 are defined by G 13 = (1, 2, 3, 4, 5), (1, 6)(2, 3)(4, 5) ⊂ S 6 , G 14 = (1, 2, 3, 4, 5), (1, 6)(2, 5) ⊂ S 6 .
Define a group homomorphism ρ : S 5 → S 6 by ρ : (1, 2) → (1, 6)(2, 3)(4, 5), (2, 3) → (1, 5)(2, 6)(3, 4), (3, 4) → (1, 2)(3, 6)(4, 5), (4, 5) → (1, 5)(2, 3)(4, 6).
Note that the group S 5 is defined by generators {(i, i + 1) : 1 ≤ i ≤ 4} with relations (i, i + 1) 2 = 1 (for 1 ≤ i ≤ 4), ((i, i + 1)(i + 1, i + 2)) 3 = 1 (for 1 ≤ i ≤ 3), ((i, i + 1)(j, j + 1)) 2 = 1 if |j − i| ≥ 2. These relations are preserved by {ρ((i, i + 1)) : 1 ≤ i ≤ 4}. Hence ρ is a well-defined group homomorphism.
We will show that ρ(S 5 ) = G 13 and Ker(ρ) = {1}, i.e. S 5 ≃ G 13 as abstract groups. By the definition of ρ, it is easy to verify that ρ((1, 2, 3, 4, 5)) = (1, 2, 3, 4, 5) ∈ S 6 . Since S 5 = (1, 2, 3, 4, 5), (1, 2) and ρ((1, 2, 3, 4, 5)), ρ((12)) ∈ G 13 . It follows that ρ(S 5 ) ⊂ G 13 . Since A 5 ⊂ Ker(ρ), it follows that ρ is injective and ρ(S 5 ) = G 13 because |S 5 | = 120 = |G 13 |.
Since G 2 acts on k(y 1 , y 2 , y 3 ) by purely monomial k-automorphisms, we may apply [KW, Theorem 2.5] . Hence k(y 1 , y 2 , y 3 ) G 2 is k-rational.
Case 3. G = G 3 = (1, 2, 3, 4, 5, 6), (1, 6)(2, 5)(3, 4) . Write σ = (1, 2, 3, 4, 5, 6), τ = (1, 6)(2, 5)(3, 4). Then σ and τ act on k(x 1 , . . . , x 6 ) by
Then k(x 1 , . . . , x 6 ) = k(y 1 , . . . , y 6 ) and σ : y 1 → y 2 → y 3 → −y 1 , y 4 → y 5 → y 6 → y 4 , τ : y 1 → −y 3 , y 2 → −y 2 , y 3 → −y 1 , y 4 ↔ y 6 , y 5 → y 5 .
Apply Part (1) of [KW, Theorem 2.1] . We get k(y 1 , . . . , y 6 )
Write k(y 1 , y 2 , y 3 ) = k(y 1 /y 3 , y 2 /y 3 , y 3 ). Apply [KW, Theorem 2.2] . We get k(y 1 /y 3 , y 2 /y 3 , y 3 )
where σ(t) = τ (t) = t. Note that G 3 acts on y 1 /y 3 and y 2 /y 3 by monomial k-automorphisms. By Hajja's Theorem [Ha] , k(y 1 /y 3 , y 2 /y 3 ) G 3 is k-rational.
Subcase 3.2 char k = 2. Define y 1 = x 1 /(x 1 + x 4 ), y 2 = x 2 /(x 2 + x 5 ), y 3 = x 3 /(x 3 + x 6 ), y 4 = x 1 + x 4 , y 5 = x 2 + x 5 , y 6 = x 3 + x 6 . Then k(x 1 , . . . , x 6 ) = k(y 1 , . . . , y 6 ) and σ : y 1 → y 2 → y 3 → y 1 + 1, y 4 → y 5 → y 6 → y 4 , τ : y 1 → y 3 + 1, y 2 → y 2 + 1, y 3 → y 1 + 1, y 4 ↔ y 6 , y 5 → y 5 .
Define z 1 = y 1 (y 1 + 1), z 2 = y 1 + y 2 , z 3 = y 2 + y 3 . Then k(y 1 , y 2 , y 3 ) σ 3 = k(z 1 , z 2 , z 3 ) and
Apply [KW, Theorem 2.2] 
where σ(t) = τ (t) = t. Define z 4 = z 2 + z 3 + 1. Then z 2 + z 3 + z 4 = 1 and σ : z 2 → z 3 → z 4 → z 2 , τ : z 2 ↔ z 3 , z 4 → z 4 . Thus σ, τ ≃ S 3 on k(z 2 , z 3 , z 4 ) with z 2 + z 3 + z 4 = 1.
Case 4. G = G 5 = (1, 2, 3)(4, 5, 6), (1, 2)(4, 5), (1, 4)(2, 5) . Write σ = (1, 2, 3)(4, 5, 6), τ = (1, 2)(4, 5), λ 1 = (1, 4)(2, 5), λ 2 = σλ 1 σ −1 = (2, 5)(3, 6). Note that λ 1 , λ 2 ≃ C 2 × C 2 . The action of G 5 is given by
Then k(x 1 , . . . , x 6 ) = k(y 1 , . . . , y 6 ) and λ 1 : y 1 → −y 1 , y 2 → −y 2 , y 3 → y 3 , y 4 → y 4 , y 5 → y 5 , y 6 → y 6 , λ 2 : y 1 → y 1 , y 2 → −y 2 , y 3 → −y 3 , y 4 → y 4 , y 5 → y 5 , y 6 → y 6 , σ : y 1 → y 2 → y 3 → y 1 , y 4 → y 5 → y 6 → y 4 , τ : y 1 ↔ y 2 , y 3 → y 3 , y 4 ↔ y 5 , y 6 → y 6 .
Apply Part (1) of [KW, Theorem 2.1]. We get k(x 1 , . . . , x 6 ) G 5 = k(y 1 , . . . , y 6 ) G 5 = k(y 1 , y 2 , y 3 ) G 5 (t 1 , t 2 , t 3 ) where g(t i ) = t i for any g ∈ G 5 , any 1 ≤ i ≤ 3. Define z 1 = y 2 y 3 /y 1 , z 2 = y 1 y 3 /y 2 , z 3 = y 1 y 2 /y 3 . It is not difficult to show that k(y 1 , y 2 , y 3 ) λ 1 ,λ 2 = k(z 1 , z 2 , z 3 ) and the actions of σ and τ are given by
is k-rational where s 1 , s 2 , s 3 are the elementary symmetric functions in z 1 , z 2 , z 3 . Subcase 4.2 char k = 2. Define y 1 = x 1 /(x 1 + x 4 ), y 2 = x 2 /(x 2 + x 5 ), y 3 = x 3 /(x 3 + x 6 ), y 4 = x 1 + x 4 , y 5 = x 2 + x 5 , y 6 = x 3 + x 6 . Then k(x 1 , . . . , x 6 ) = k(y 1 , . . . , y 6 ) and λ 1 : y 1 → y 1 + 1, y 2 → y 2 + 1, y 3 → y 3 , y 4 → y 4 , y 5 → y 5 , y 6 → y 6 , λ 2 : y 1 → y 1 , y 2 → y 2 + 1, y 3 → y 3 + 1, y 4 → y 4 , y 5 → y 5 , y 6 → y 6 , σ : y 1 → y 2 → y 3 → y 1 , y 4 → y 5 → y 6 → y 4 , τ : y 1 ↔ y 2 , y 3 → y 3 , y 4 ↔ y 5 , y 6 → y 6 .
(t 1 , t 2 , t 3 ) where g(t i ) = t i for any g ∈ G 5 , any 1 ≤ i ≤ 3. Define z 1 = y 1 (y 1 + 1), z 2 = y 2 (y 2 + 1), z 3 = y 1 + y 2 + y 3 . It is not difficult to verify that k(y 1 , y 2 , y 3 ) λ 1 ,λ 2 = k(z 1 , z 2 , z 3 ) and
Case 5. G = G 6 or G 7 , where G 6 = (1, 2, 3)(4, 5, 6), (1, 5, 4, 2) , and G 7 = (1, 2, 3) (4, 5, 6), (1, 4)(2, 5) .
Write σ = (1, 2, 3)(4, 5, 6), τ = (1, 5, 4, 2),
. . , x 6 ) λ 1 ,λ 2 ,σ and the actions are given by
The proof is similar to the proof of Case 4.
Subcase 5.1 char k = 2. Define y 1 = x 1 − x 4 , y 2 = x 2 − x 5 , y 3 = x 3 − x 6 , y 4 = x 1 + x 4 , y 5 = x 2 + x 5 , y 6 = x 3 + x 6 . Then we find that λ 1 : y 1 → −y 1 , y 2 → −y 2 , y 3 → y 3 , y 4 → y 4 , y 5 → y 5 , y 6 → y 6 , λ 2 : y 1 → y 1 , y 2 → −y 2 , y 3 → −y 3 , y 4 → y 4 , y 5 → y 5 , y 6 → y 6 , σ : y 1 → y 2 → y 3 → y 1 , y 4 → y 5 → y 6 → y 4 , τ : y 1 → −y 2 , y 2 → y 1 , y 3 → y 3 , y 4 ↔ y 5 , y 6 → y 6 .
Apply Part (1) of [KW, Theorem 2.1] . It remains to prove that k(y 1 , y 2 , y 3 )
G is k-rational where G = G 6 or G 7 .
Define z 1 = y 2 y 3 /y 1 , z 2 = y 1 y 3 /y 2 , z 3 = y 1 y 2 /y 3 . Then k(y 1 , y 2 , y 3 ) λ 1 ,λ 2 = k(z 1 , z 2 , z 3 ) and σ : z 1 → z 2 → z 3 → z 1 , τ : z 1 → −z 2 , z 2 → −z 1 , z 3 → −z 3 .
It follows that k(z 1 , z 2 , z 3 ) σ = k(C 3 ) is k-rational by [KW, Theorem 2.8] . Hence k(x 1 , . . . , x 6 ) G 7 is k-rational.
For k(x 1 , . . . , x 6 ) G 6 , note that k(z 1 , z 2 , z 3 ) σ,τ = k(z 1 /z 3 , z 2 /z 3 , z 3 ) σ,τ . Apply [KW, Theorem 2.2] . We have k(z 1 /z 3 , z 2 /z 3 , z 3 ) σ,τ = k(z 1 /z 3 , z 2 /z 3 ) σ,τ (t) where σ(t) = τ (t) = t.
On the other hand, in the last part of Subcase 4.1, we have k(z 1 , z 2 , z 3 ) σ,τ (see Equation (3.1)). By the same method as above, we have k(z 1 , z 2 , z 3 ) σ,τ = k(z 1 /z 3 , z 2 /z 3 ) σ,τ (s) where σ(s) = τ (s) = s. Note that the actions of σ, τ on z 1 /z 3 and z 2 /z 3 in (3.1) and in the present situation are the same. Since k(z 1 , z 2 , z 3 ) σ,τ is k-rational in Subcase 4.1, so is k(z 1 , z 2 , z 3 ) σ,τ in the present case.
Subcase 5.2 char k = 2. Define y 1 = x 1 /(x 1 + x 4 ), y 2 = x 2 /(x 2 + x 5 ), y 3 = x 3 /(x 3 + x 6 ), y 4 = x 1 + x 4 , y 5 = x 2 + x 5 , y 6 = x 3 + x 6 . Then we have λ 1 : y 1 → y 1 + 1, y 2 → y 2 + 1, y 3 → y 3 , y 4 → y 4 , y 5 → y 5 , y 6 → y 6 , λ 2 : y 1 → y 1 , y 2 → y 2 + 1, y 3 → y 3 + 1, y 4 → y 4 , y 5 → y 5 , y 6 → y 6 , σ : y 1 → y 2 → y 3 → y 1 , y 4 → y 5 → y 6 → y 4 , τ : y 1 → y 2 + 1, y 2 → y 1 , y 3 → y 3 , y 4 ↔ y 5 , y 6 → y 6 .
Define z 1 = y 1 (y 1 + 1), z 2 = y 2 (y 2 + 1), z 3 = y 1 + y 2 + y 3 . Then k(y 1 , y 2 , y 3 ) λ 1 ,λ 2 = k(z 1 , z 2 , z 3 ) and σ : z 1 → z 2 → z 1 + z 2 + z 2 3 + z 3 , z 3 → z 3 , τ : z 1 ↔ z 2 , z 3 → z 3 + 1.
Define z 4 = z 1 + z 2 3 + z 3 , z 5 = z 2 + z 2 3 + z 3 . Then k(z 1 , z 2 , z 3 ) = k(z 3 , z 4 , z 5 ) and σ : z 3 → z 3 , z 4 → z 5 → z 4 + z 5 , τ : z 3 → z 3 + 1, z 4 ↔ z 5 .
Apply [KW, Theorem 2.2] . We get k(z 3 , z 4 , z 5 ) = k(z 4 , z 5 )(t) where σ(t) = τ (t) = t. Thus it remains to consider k(z 4 , z 5 ) σ and k(z 4 , z 5 ) σ,τ . Note that σ, τ ≃ S 3 on k(z 4 , z 5 ). Let t 1 , t 2 , t 3 be the elementary symmetric functions of z 4 , z 5 and z 4 + z 5 . Be aware that t 1 = z 4 + z 5 + (z 4 + z 5 ) = 0. It is easy to see that k(z 4 , z 5 ) σ,τ = k(t 2 , t 3 ) is k-rational. Hence k(x 1 , . . . , x 6 ) G 6 is k-rational. Consider k(z 4 , z 5 ) σ = k(z 4 /z 5 , z 5 ) σ . Apply [KW, Theorem 2.2] . We get k(z 4 /z 5 , z 5 ) σ = k(z 4 /z 5 ) σ (s) where σ(s) = s. Since k(z 4 /z 5 ) σ is k-rational by Lüroth's Theorem. Thus k(x 1 , . . . , x 6 ) G 7 is k-rational.
