Let H(N ) denote the set of all polynomials with positive integer coefficients which have their zeros in the open left half-plane. We are looking for polynomials in H(N ) whose largest coefficients are as small as possible and also for polynomials in H(N ) with minimal sum of the coefficients. Let h(N ) and s(N ) denote these minimal values. Using Fekete's subadditive lemma we show that the N th square roots of h(N ) and s(N ) have a limit as N goes to infinity and that these two limits coincide. We also derive tight bounds for the common value of the limits. polynomial p(z), forms the product f (z) = p(−z)p(z), applies the algorithm to get a factorization f (z) ≈ q(−z)q(z), and finally one measures the error q(z) − p(z). It is easy to produce nice Schur stable polynomials of arbitrary degree. For instance, Bini, Fiorentino, Gemignani, and Meini [1] introduced the beautiful polynomials
Introduction
A polynomial p(z) = p N z N +· · ·+p 0 with real coefficients is called Schur stable if all its zeros are in the open unit disk and is said to be Hurwitz stable if its zeros are all located in the left open half plane. Such polynomials appear as the result of Wiener-Hopf and spectral factorizations. To test numerical algorithms for these factorizations, it is desirable to have some supply of Schur and Hurwitz stable polynomials. For example, one starts with a Hurwitz stable polynomial p(z), forms the product f (z) = p(−z)p(z), applies the algorithm to get a factorization f (z) ≈ q(−z)q(z), and finally one measures the error q(z) − p(z). It is easy to produce nice Schur stable polynomials of arbitrary degree. For instance, Bini, Fiorentino, Gemignani, and Meini [1] introduced the beautiful polynomials p(z) = 1 + z + · · · + z N −1 + 2z N .
To reveal that p(z) is Schur stable, we show that the reverse polynomial = 184756. The choice p(z) = (z + µ) N with 0 < µ < 1 is also critical, since then the constant term p 0 = µ N may become the machine zero. Thus, I pose the following as a test: find a Hurwitz stable polynomial of degree 20 with positive integer coefficients such that the largest coefficient is about a hundred times better than 184756, that is, such that it does not exceed 2000.
Möbius transformation
A point z lies in the left open half-plane if and only if its distance to −1 is smaller than that to 1, that is, if and only if |1 − z|/|1 + z| > 1. Consequently, if u(z) has degree N and all zeros of u(z) are of modulus greater than 1, then (1 + z) N u
1−z 1+z
is a Hurwitz stable polynomial of degree N. Let u(z) = 2 + z + · · · + z N be the reverse of the polynomial we encountered in the introduction. Then, for z = 0,
Thus, ℓ N (z) is a Hurwitz stable polynomial of degree N. In what follows we frequently represent polynomials by their coefficient vectors as in Matlab, that is, we write the
. For even N, the coefficients of the polynomials (1) are all even, and hence we divide them by 2. The first polynomials are 
The inequality of Beauzamy
The following is a slight improvement of an inequality which, for v = 1, is stated (without proof) and attributed to Beauzamy in [5] .
be a Hurwitz stable polynomial of even degree with p N ≥ 1 and p 0 ≥ 1. Then for every real number v ≥ 1,
Proof. Suppose p N (z) has exactly n real zeros and exactly m pairs of genuinely complex conjugate zeros, multiplicities taken into account. Then N = n + 2m and we may write
with µ 1 , . . . , µ n > 0 and with
Clearly, all coefficients of (2) are positive. We have
It follows that
where
terms and each ϕ j occurs exactly
times in s k . The inequality between the arithmetic and geometric means therefore gives
Thus, using the binomial theorem and taking into account that
be a Hurwitz stable polynomial of even degree with p N ≥ 1 and p 0 ≥ 1. Then the sum of the coefficients is greater than or equal to 2 N/2 and at least one of the coefficients is greater than or equal to 2 N/2 /(N + 1).
Proof. The sum of the coefficients is p N (1), and this is at least 2 N/2 by Theorem 3.1 with v = 1. The polynomial has N + 1 coefficients, and denoting the maximum of the coefficients by p max , we have p N (1) ≤ (N + 1)p max , which implies the asserted estimate p max ≥ 2 N/2 /(N + 1).
The previous corollary provides us with a very crude lower bound for the largest coefficient. I conjecture that the N + 1 can be replaced by its square root, possibly with a multiplicative constant. However, this is not the point for our purpose. Note that q 20 (z) has moderately sized coefficients which, in contrast to those of p 20 (z), are precisely given within the machine precision. Figure 2 shows the zeros of p 20 (z) and q 20 (z) as they are given by Matlab. Thus, the polynomial q 20 (z) has six zeros in the right half-plane and is therefore not Hurwitz stable! 
Integer coefficients
We consider Hurwitz stable polynomials p(z) whose coefficients are positive integers. The degree is denoted by N, the maximal coefficient by p max , the sum of the coefficients by σ, and the maximum of the real parts of the roots (= spectral abscissa) by α. For each degree N, there are two kinds of optimal polynomials: the polynomials with minimal largest coefficient and the polynomials with minimal sum σ of the coefficients. We call these polynomials c-optimal and σ-optimal. Small degrees N are easy, because all possible cases can be checked by Matlab.
is optimal on all accounts. Its spectral abscissa is −1/2. N = 3. The five c-optimal polynomials are
and the first two of them are the σ-optimal polynomials. N = 4. The list of the nine c-optimal polynomials is
The only σ-optimal polynomial is a 4 (z). N = 5. The nine c-optimal polynomials are
and the σ-optimal polynomials are b 5 (z) and c 5 (z). Of course, it might be that there exist σ-optimal polynomials with p max ≥ 5 and σ ≤ 11. However, the coefficients of such polynomials are either a permutation of 6, 1, 1, 1, 1, 1 or a permutation of 5, 2, 1, 1, 1, 1, and none of these 36 polynomials is Hurwitz stable. Consequently, these are the c-optimal polynomials of degree 7. Note that each of the two polynomials is the reverse of the other one. These two polynomials are not σ-optimal, because, for example, we also have the polynomials 
Higher degrees
Let N be even. From Theorem 3.1 we infer that if p N (z) = p N z N + · · · + p 0 is Hurwitz stable with p N ≥ 1 and p 0 ≥ 1, then the sum of the coefficients always satisfies p N (1) ≥ 2 N/2 . The polynomials p N (z) = (z 2 + 2xz + 1) N/2 with sufficiently small x > 0 show that Theorem 3.1 is sharp. In particular, given any ε > 0, there is such a polynomial for which p N (1) < (2 + ε) N/2 . But what happens if the coefficients are required to be integers? Let p max (N) denote the minimum of the largest coefficients and let σ(N) be the minimum of the sum of the coefficients of the Hurwitz stable polynomials of degree N with positive integer coefficients. Equivalently, p max (N) is the largest coefficient of the c-optimal polynomials and σ(N) is the sum of the coefficients of the σ-optimal polynomials. From the previous section we know the following. 
Proof. Since the product of Hurwitz stable polynomials is again Hurwitz stable, it follows that
Fekete's subadditive lemma, for which see [2] * or [3, p. 16], therefore implies that the limit of σ(N) 1/N exists and coincides with the infimum of σ(N) 1/N for N ≥ 1. For every polynomial p N (z) of degree N with positive coefficients, the inequalities
hold, where σ is the sum and p max is the maximum of the coefficients. If p N (z) is σ-optimal, then σ = σ(N) and hence
In case p N (z) is c-optimal, we have p max = p max (N) and consequently, (1) ) N . * Interestingly, in their equally titled papers [2] , [4] , Schur and Fekete considered the problem whether there are infinitely many polynomials with integer coefficients and given leading coefficient whose zeros are all simple and lie in a compact subset E of the plane. For example, in the case where E is a half-disk with diameter 2R < 3 √ 3/2 = 2.5981 . . . , Fekete showed that the number of such polynomials must be finite. We here are concerned with the case where E is the open left half-plane, which is neither bounded nor closed. And indeed, the polynomials (z + j) . . . (z + j + N ) (j = 1, 2, . . .) constitute an infinite family of monic polynomials of even fixed degree with integer coefficients whose zeros are all simple and are located in E.
Proof. Let N = nk and consider
The best results from Proposition 5.2 are delivered by taking σ-optimal polynomials, in which case p k (1) = σ(k). Here are the numbers. 
Lemma 5.5
We have √ n + 1 < v n < 2 √ n for n ≥ 2 and
Proof. We prove the inequalities √ n + 1 < v n ≤ 2 √ n by induction on n. They are obviously true for n = 2. So suppose they hold for n. We then have
In the same vein,
This completes the proof of the inequalities. To prove the asymptotics, note first that the numbers v n satisfy v
On the other hand,
and so on, which eventually gives
As v k > √ 2k, we conclude that
and hence
This estimate in conjunction with the inequality v n > √ 2n proves the lemma.
We define Proof. We have
and since
we get a N (1) = (v n + 1)e γnN . The upper bound (2 √ n + 1)e γN follows from Lemma 5.5. To prove the asymptotics, we write log a N (1) = log(v n + 1) + 2 n γ n = log(v n + 1) + 2 n γ − r n , r n = ∞ j=0 log v n+j 2 j+1 .
By Lemma 5.5,
The first sum in (4) is (1/4) log 2. Using that log(1 + x) < x for x > 0, the second sum can be estimated as follows:
Multiplying the jth term in the third sum by n/ log n, it becomes log(n + j) log n n n + j 1 2 j+1 = log n + log(1 + j/n) log n n n + j 1 2 j+1 < 1 + j n log n 1 2 j+1 , and as this is smaller than (1 + j)/2 j+1 , we arrive at the conclusion that the third term in (4) is O((log n)/n). Putting things together we obtain a N (1) = (v n + 1)e γN e −(1/4) log n e −(1/4) log 2 1 + O log n n .
From Lemma 5.5 we infer that
What finally results is
which is equivalent to the assertion.
Here is a slight improvement of Corollary 5.3.
Corollary 5.7 We have
As ε > 0 was arbitrary, we conclude that β ≤ e γ .
A polynomial p N (z) = p N z N +· · ·+p 0 of even degree N is called symmetric if p j = p N −j for all j. In that case there is a unique polynomial p N/2 (z) of degree N/2 such that p N (z) = z N/2 p N/2 (z +1/z). The polynomial p N/2 (z) is Hurwitz stable if and only if so is p N (z), and p N/2 (z) has integer coefficients if and only if p N (z) has integer coefficients. If N/2 is also even and p N/2 (z) is symmetric, we call p N (z) a 2-fold symmetric polynomial. We then have p N/2 (z) = z N/4 p N/4 (z). If N/4 is even and p N/4 (z) is symmetric, then p N (z) is said to be 3-fold symmetric and so on. In other words, a polynomial is k-fold symmetric if and only if it results after k doubling procedures from another polynomial. Symmetry is 1-fold symmetry in this context. We denote by σ k (N) the minimum of the sum of the coefficients among all Hurwitz stable k-fold symmetric polynomials of degree N with positive integer coefficients.
m is k-fold symmetric and hence σ k (N) ≤ p N (1). From Lemma 5.6 we therefore obtain that
which proves the upper estimate for σ k (N). To get the lower estimate, let p N (z) be an arbitrary k-fold symmetric Hurwitz stable polynomial of degree N with positive integer coefficients. We then have
and so on, terminating with
which is the same as log p
Taking the exponential we arrive at the asserted lower estimates.
For k = 1, 2, 3 the bounds provided by Theorem 5.8 read as follows.
Clearly, the k-fold sigmas σ k (N) also satisfy the inequality Proof. The only thing we need to prove is the upper bound for σ k (N). So fix k and take N = 2 k+ℓ with ℓ = 0, 1, 2, . . .. Then σ k (N) ≤ a 2 k+ℓ (1), and Lemma 5.6 tells us that, given any ε > 0,
whenever ℓ is large enough. This shows that the limit of σ k (N) 1/N does not exceed e γ , as desired. (Actually f (x) > 0 for all x, but we don't need this.) We have f (0) = 7167 =: σ and the function f (x) σ = c 10 σ + 2c 9 σ cos(x) + · · · + 2c 0 σ cos(10x) satisfies 0 < f (x)/σ ≤ e −3.5x 2 for |x| < 1 and |f (x)/σ| < 1/2 for 1 ≤ |x| < π. Figure 5 shows the graphs of f (x)/σ and e −3.5x 2 .
Consequently, In summary we have
Inserting k = N/20 and σ = 7167 and taking into account that 7167 1/20 < 1.56 and 0.5 1/20 < 0.97, we arrive at the asserted upper bound.
Remark 5.11
It is easy to find the asymptotics of the largest coefficient of the polynomials used in the preceding proof. which is in accordance with Theorem 5.10. The number 3.5 we used in the proof of Theorem 5.10 comes from the estimate 3.5 < τ = 3.6714 . . ..
