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Abstract
A colloidal particle immersed in a bath of bacteria is a typical example of a passive
particle in an active bath. To model this, we take an overdamped harmonically trapped
particle subjected to a thermal and a non-equilibrium noise arising from the active bath.
The harmonic well can be attributed to a laser trap or to the small amplitude motion of the
sedimented colloid at the bottom of the capillary. In the long time, the system reaches a
non-equilibrium steady state that can be described by an effective temperature. By adopting
this notion of effective temperature, we investigate whether fluctuation relations for entropy
hold. In addition, when subjected to a deterministic time dependent drag, we find that
transient fluctuation theorem for work cannot be applied in conventional form. However, a
steady state fluctuation relation for work emerges out with a renormalized temperature.
I. INTRODUCTION
Mesoscopic objects such as colloidal particles, proteins etc. in a fluid medium undergo
random motion due to bombardment from the surrounding fluid particles. These are exam-
ples of dynamics within equilibrium description and can be described in the framework of
Brownian Motion [1]. However the situation is quite different if the particle is suspended in
a bath of active particles such as bacteria [2, 3]. Recently Maggi et al. experimentally and
numerically investigated the dynamics of colloidal beads in a bath of swimming E.coli bacte-
ria [4]. They found that, collisions from the swimming bacteria result enhanced diffusion of
the colloid. In case of a polymer in a bacteria bath, it has been shown theoretically that the
MSD of a tagged monomer grows faster and the polymer undergoes swelling [5–11]. These
2are examples of passive particles in active bath. Other examples of active processes include
polar pattern formation in driven filament systems [12], the motion of the cytoskeleton inside
cells controlled by ATP driven motor proteins [13], biological membranes constantly main-
tained out of equilibrium by active proteins inside the membrane [14] etc. Getting inspired
by these active processes, attempts have been made to develop theories on model systems
such as a single colloid or a single polymer in an active bath [5–11, 15, 16]. In a very recent
work, Clausius inequality for active particles has been proposed [17, 18]. It is obvious that
the presence of active particles drives the system also away from equilibrium and cannot be
described using equilibrium theories of passive Brownian motion.
In general, fluctuation relations [19–25] hold for the mesoscopic systems driven away from
thermal equilibrium. In such cases, work, heat and entropy are fluctuating quantities and
that may lead to an apparent violation of second law of thermodynamics. However the second
law of thermodynamics is recovered by taking averages over many trajectories. Considering a
system which is intially at thermal equilibrium and then driven away by an external force for
a finite time interval, transient fluctuation theorem (TFT) states PF (S)
PR(−S)
= e
S
kB ,where PF (S)
and PR(S) are the probabilities of entropy production in forward and time reversed processes
respectively [26–28]. If the system is already in a non-equilibrium steady state throughout
under constant driving, then steady-state fluctuation theorem (SSFT) holds [29, 30]. In all
these situations, entropy production is associated to the heat bath and there is an unique
ambient temperature T , the temperature of the bath [27, 31]. If one includes the entropy
change of the system, then total entropy production along a single trajectory follow the
integral fluctuation theorem (IFT),
〈
e
−
∆Stot
kB
〉
= 1 [32]. Experimentally these relations have
been extensively verified on colloidal particle driven by a constant force along a periodic
potential [33], the circuit of an electric dipole in electric potential bias [34], and a single
molecule of RNA under mechanical stretch [35, 36]. On the other hand, it has been shown
both analytically and numerically that fluctuation relations can not be applied in some cases
[37–42]. However for both glassy and Gaussian stochastic dynamics, the functional form of
fluctuation relation has been recovered by replacing the ambient thermal temperature T
with the nonequilibrium effective temperature [43–45].
The immediate question arises whether the fluctuation relations can also be applied to
these active systems. Along this direction, very recently, the fluctuation relations and
stochastic thermodynamics of active systems such as single enzymes and molecular mo-
3tors have gained much attention [46–48]. In addition, entropy production has also been
investigated for active brownian particles [49–51]. In a very recent experiment Argun et al.
[2] have shown that Crooks fluctuation theorem [28], the Jarzynski equality [52, 53], and
the integral fluctuation theorem [32] cannot be applied to active baths. They also showed
that if the trap relaxation time is comparable to or shorter than the characteristic time
scale associated with the active noise, then non-Gaussian statistics emerges. Independently,
Krishnamurthy et al. have shown that the displacement statistics of a colloidal particle in
a time-varying optical potential across bacterial baths becomes increasingly non-Gaussian
with the activity of the bacterial bath [3]. However at very low bacteria concentration, the
dynamics of the colloidal particle is expected to be Gaussian [4, 54]. These active fluctua-
tions arising due to motion of bacteria or molecular motors, have been theoretically modeled
using Gaussian random variable with zero mean and an exponentially decaying temporal
correlation [7, 55, 56]. In addition, it has been experimentally shown that the displacement
of a tracer bead immersed in a actomyosin network has a Gaussian distribution superim-
posed with fat exponential tails [57, 58]. For low myosin concentrations the distribution is
purely Gaussian [59].
In this paper, we deal with an exactly solvable model of the dynamics of a passive tracer in
a harmonic well coupled to a thermal and an active bath. In case of weak trapping and high
viscous medium such as inside a biological cell, the characteristic time scale of the harmonic
trap is longer than the correlation time of the active noise, then the process can be considered
as Gaussian and our model would fit in. The presence of Gaussian active noise then can
be attributed to an effective temperature as done in the previous studies [6, 7, 60]. Here
we check the validity of transient and steady state work fluctuation theorem for a dragged
harmonic oscillator in the presence of a Gaussian active noise. We also analyze entropy
production and find that the fluctuation relation for entropy production cannot be applied.
On the other hand, by invoking the notion of an effective temperature, we show that the
transient fluctuation theorem (TFT) for work cannot be applied in this case. But a steady
state fluctuation theorem for work, emerges out with a renormalized inverse temperature
(α) different from β
(
= 1
kBT
)
.
4II. ENTROPY PRODUCTION IN ACTIVE BATH WITHOUT EXTERNAL
TIME DEPENDENT PROTOCOL
We consider a Brownian particle in a one dimensional harmonic well in contact with a
heat bath at temperature T . The harmonic well mimics the laser trap as used by Argun
et al.[2] or in a different experimental set up, accounts for the small amplitude motion of
the sedimented colloid at the bottom of the capillary [4]. The effects of active bath enters in
the particle’s motion through an extra noise, ηA(t). Active Bio-systems are associated with
low Reynolds numbers for which m
γ
→ 0 [55].
So the dynamics is best described by an overdamped Langevin equation
γ
dx
dt
= −kx+ ξ(t) + ηA(t) (1)
Where γ is the friction coefficient and k is the spring constant for the harmonic trap. ξ(t)
is the Gaussian thermal noise with the statistical properties [1]
〈ξ(t)〉 = 0, 〈ξ(t)ξ(t′)〉 = 2γkBTδ(t− t′) (2)
The statistical properties of ηA(t) which also has a Gaussian distribution are
〈ηA(t)〉 = 0, 〈ηA(t)ηA(t′)〉 = Ce−
|t−t′|
τA (3)
C refers to the strength of the of the active noise and τa is the persistence time of the
bacterial forces acting on the particle associated with a persistence length La and C =
L2a
τ2a
[2]. Here the active noise ηA(t) does not follow any fluctuation-dissipation relation [6, 7].
This exponential correlation is a reminiscent of active dynamics such as Run-and-Tumble
particles, active Brownian particles, and active OrnsteinUhlenbeck motion [61]. In case of a
weak trapping and highly viscous medium, the trap relaxation time
(
γ
k
)
is longer than the
bacterial correlation time τA causing a complete separation of the time scales. This allows
us to model the active noise, ηA(t) as a Gaussian random variable [2, 3, 62]. In addition, a
series of theoretical studies have been performed by treating the active noise as a Gaussian
random variable [6, 7, 18, 55, 56, 60].
Initially, the system is in equilibrium with the thermal bath so the initial position x0 is
chosen from the Boltzmann distribution
P (x0, 0) =
√
k
2pikBT
exp
(
−
1
2
kx20
kBT
)
(4)
5Then we can write 〈x0〉 = 0 and 12k 〈x20〉 = 12kBT , where T is the temperature of the bath .
Using Laplace’s transformation, we get the solution of Eq.(1) for t > 0
x(t) = x0e
− k
γ
t +
1
γ
∫ t
0
dt′e−
k
γ
(t−t′) (ξ(t′) + ηA(t
′)) (5)
At any time t (t > 0), the probability distribution is
P (x, t) =
√
1
2pi 〈x2〉 exp
(
− x
2
2 〈x2〉
)
(6)
where 〈x2〉 can be written as
〈
x2
〉
=
kBT
k
+
kBTact
k
(
1− e−2 kγ t
)
− 2C
γ2( k
2
γ2
− 1
τ2A
)
(
e
−( k
γ
+ 1
τA
)t − e−2 kγ t
)
(7)
In the long time limit, one gets lim
t→∞
1
2
k
〈
x2
〉
=
1
2
kB(T + Tact) where Tact =
C
kBγ(
k
γ
+ 1
τA
)
This is the generalized energy equipartition theorem in active bath [4, 6]. From this we
can say, at long times, the system reaches a non-equilibrium steady state with an effective
temperature Teff = (T + Tact) [6, 7] as observed in earlier studies for Brownian particles
[63, 64] , where Tact =
C
kBγ(
k
γ
+ 1
τA
)
is the effective temperature as obtained by Szamel for a
harmonically trapped, self-driven, athermal particle [65]. But in our case we have a thermal
system to begin with and then it is driven away from equilibrium. The readers are refereed
to Appendix 1 for a detailed calculations.
A. Integral fluctuation theorem
In the framework of stochastic thermodynamics, the first law is Q = WJ − ∆U , where
Q is the heat being dissipated to the bath, ∆U is the change in internal energy and WJ
is the Jarzynski’s work depends on external time dependent protocol [66]. In the same
context, Seifert generalized the concept of entropy as the total entropy production along a
single trajectory for a system driven out of equilibrium by time-dependent forces obeys the
integral fluctuation theorem (IFT),
〈
e
−
∆Stot
kB
〉
= 1. In our case, ∆U = 1
2
kx2 − 1
2
kx20 and
WJ = 0 for no external force. The change of entropy in the medium is ∆Sm = −∆UT where T
is the unique ambient temperature of the medium, this definition holds even in the presence
of active noise [67].
6The change of entropy in the medium over the time interval t
∆Sm = −
[ 1
2
kx2 − 1
2
kx20
T
]
(8)
The non-equilibrium entropy (S(t)) of the system is [67, 68]
S(t) = −kB
∫
dxP (x, t) lnP (x, t) = 〈s(t)〉 (9)
where s(t) is the trajectory-dependent entropy of the system
s(t) = −kB lnP (x(t), t) (10)
So the change in the entropy of the system for a trajectory during time t
∆s = −kB ln
[
P (x, t)
P (x0, 0)
]
= −kB ln


√
1
2pi〈x2〉
exp
(
− x2
2〈x2〉
)
√
k
2pikBT
exp
(
− kx20
2kBT
)

 (11)
Total change in entropy ∆Stot = ∆Sm +∆s
= −kB
2
ln
(
kBT
k 〈x2〉
)
+
(
kB
〈x2〉 −
k
T
)
1
2
x2
= a− bx
2
2
(12)
where a = −kB
2
ln
(
kBT
k〈x2〉
)
and b =
(
k
T
− kB
〈x2〉
)
So the total entropy production is quadratic function of x and hence ∆Stot is not Gaussian.
One can write P (∆Stot, t) =
∫∞
−∞
dxP (x, t)δ
[
∆Stot −
(
a− bx2
2
)]
Analytical expression for the exact distribution of P (∆Stot, t) is difficult. But the character-
istic function of P (∆Stot, t) can easily be found. The characteristic form of the P (∆Stot, t)
is defined as
P˜ (R, t) ≡
∫ ∞
−∞
d∆Stote
iR∆StotP (∆Stot, t) (13)
From that we can get the IFT as
〈
e
−∆Stot
kB
〉
= P˜ (i/kB, t) = 1 [67, 69].
Thus we get P˜ (R, t) = eiRa
√
1
(1+iRb〈x2〉)
7For a detailed calculation see Appendix 2.
So P˜ (i/kB, t) = e
− a
kB
√√√√ 1(
1− b〈x2(t)〉
kB
)
=
[
kBT
k 〈x2(t)〉
]
×
[
2kBT
k 〈x2(t)〉 − 1
]− 1
2
6= 1
(14)
Thus, IFT cannot be applied in our case. But at t = 0, the system is in thermal equilibrium
with the medium and x = x0. Using the equipartition theorem at thermal equilibrium
〈x20〉 = kBTk in Eq.(14), we get P˜ (−i/kB, t) = 1 and IFT is recovered.
III. WORK DISTRIBUTION FOR A COLLOIDAL PARTICLE IN AN ACTIVE
BATH SUBJECTED TO A CONSTANT DRAG
Here we consider a protocol in which the center of the harmonic well is moved with a
constant velocity u. In this case the Hamiltonian of the system is time dependent
H(t) =
p2
2m
+
1
2
k(x− f(t))2 (15)
Where f(t) = ut is the external time-dependent protocol and the dynamics of the particle
is governed by the overdamped Langevin equation
γx˙ = −k(x− f(t)) + ξ(t) + ηA(t) (16)
This type of model has been studied theoretically [70] as well as has an experimental rele-
vance [2, 4, 71].
Initially at time t = 0, the system is in equilibrium with the thermal bath so the initial
position x0 is chosen from the Boltzmann distribution P (x0) ∼ e−βH0 where H0 = 12kx20,
β = 1
kBT
. This ensures 〈x0〉 = 0 and 12k 〈x20〉 = 12kBT , is the equipartition theorem.
Using Laplace’s transformation, we get the solution of Eq.(16) for t > 0
x(t) = x0e
− k
γ
t +
1
γ
∫ t
0
dt′e−
k
γ
(t−t′) (kf(t′) + ξ(t′) + ηA(t
′))
= x0e
− k
γ
t +
1
γ
∫ t
0
dt′e−
k
γ
(t−t′) (kut′ + ξ(t′) + ηA(t
′))
(17)
The average position 〈x(t)〉 = ku
γ
∫ t
0
dt′e−
k
γ
(t−t′)t′
8A. Jarzynski’s work
Following the definition of Jarzynski’s work done as used in the context of stochastic
thermodynamics subjected to the above mentioned protocol over a finite duration t [52] we
can write
WJ =
∫ t
0
∂H
∂f(t′)
f˙(t′)dt′
= k
∫ t
0
dt′f˙(t′)f(t′)− k
∫ t
0
dt′f˙(t′)x(t′)
(18)
In our case this is equal to the mechanical work (Wm =
∫ t
0
dt′f(t′)x˙(t′)) done on the particle
[72]. Thus, WJ = Wm = W is the work done on the particle. The full calculation can be
found in Appendix 3.
Here x0, ξ and ηA are Gaussian random variables. The work (W ) is a linear functional
of x and x is a linear combination stochastic variables are x0, ξ and ηA. Therefore the work
distribution function is Gaussian and the mean and variance is sufficient to find the exact
distribution.
B. Transient work fluctuation theorem
The conventional form of transient work fluctuation relation is P (W )
P (−W )
= eAW where A is
a constant which depends neither on t, nor onW [38]. In case of an unique ambient medium
temperature T , A reduces to conventional β
(
= 1
kBT
)
[73, 74]. The distribution functions
for the positive and the negative work respectively are P (W ) = 1√
2piσ2W
exp
[
− (W−〈W 〉)2
2σ2W
]
and P (−W ) = 1√
2piσ2W
exp
[
− (W+〈W 〉)2
2σ2W
]
, which immediately leads to P (W )
P (−W )
= exp
[
2〈W 〉W
σ2W
]
.
For Gaussian work distributions, the condition for variance, σ2W = 2kBT 〈W 〉, guarantees
transient fluctuation theorem in conventional form, P (W )
P (−W )
= e
W
kBT [20]
The average work for the time duration t,
〈W 〉 = u2γ
[
t+
γ
k
(
e−
k
γ
t − 1
)]
(19)
9For a detailed calculation see Appendix 4.
The variance for work σ2W =
〈
(W − 〈W 〉)2〉
= k2u2
∫ t
0
dt1
∫ t
0
dt2 〈∆x(t1)∆x(t2)〉
= k2u2
∫ t
0
dt1
∫ t
0
dt2h(t1, t2)
(20)
here ∆x(t1) = x(t1)− 〈x(t1)〉 and h(t1, t2) = 〈∆x(t1)∆x(t2)〉
where h(t1, t2) = e
− k
γ
(t1+t2)
〈
x20
〉
+
1
γ2
∫ t1
0
dt′e−
k
γ
(t1−t′)
∫ t2
0
dt′′e−
k
γ
(t2−t′′) 〈ξ(t′)ξ(t′′)〉
+
1
γ2
∫ t1
0
dt′e−
k
γ
(t1−t′)
∫ t2
0
dt′′e−
k
γ
(t2−t′′) 〈ηA(t′)ηA(t′′)〉
= e−
k
γ
(t1+t2)
〈
x20
〉
+
2kBTγ
γ2
∫ t1
0
dt′e−
k
γ
(t1−t′)
∫ t2
0
dt′′e−
k
γ
(t2−t′′)δ(t′ − t′′)
+
C
γ2
∫ t1
0
dt′e−
k
γ
(t1−t′)
∫ t2
0
dt′′e−
k
γ
(t2−t′′)e
− |t
′−t′′|
τA
=
kBT
k
e−
k
γ
(t1−t2) +
C
γ2
[
e
− 1
τA
(t1−t2) − e− kγ (t1−t2) − e−( kγ t2+ 1τA t1) − e−( kγ t1+ 1τA t2)
( k
γ
− 1
τA
)( k
γ
+ 1
τA
)
+
e−
k
γ
(t1−t2)
k
γ
( k
γ
+ 1
τA
)
+
e−
k
γ
(t1+t2)
k
γ
(
k
γ
− 1
τA
)
]
(21)
For a detailed calculation see Appendix 5.
Substituing Eq.(21) in Eq.(20) we get
σ2W = k
2u2
∫ t
0
dt1
∫ t
0
dt2h(t1, t2)
= 2kBTeff 〈W 〉+ 2k
2u2C
γ2( k
γ
− 1
τA
)( k
γ
+ 1
τA
)
[
γτA
k
(
k
γ
− 1
τA
)
t+
(
τ 2Ae
− 1
τA
t − γ
2
k2
e−
k
γ
t
)
−
(
τ 2A −
γ2
k2
)
− γτA
k
e
−( k
γ
+ 1
τA
)t
+
γτA
k
(
e
− 1
τA
t
+ e−
k
γ
t
)
− γτA
k
]
+
γ
k
u2C
( k
γ
− 1
τA
)
(
e−2
k
γ
t − 1
)
− γ
k
2u2C
( k
γ
− 1
τA
)
(
e−
k
γ
t − 1
)
= 2kBTeff 〈W 〉+ Z(t)
(22)
10
Where Z(t) =
2k2u2C
γ2( k
γ
− 1
τA
)( k
γ
+ 1
τA
)
[
γτA
k
(
k
γ
− 1
τA
)
t+
(
τ 2Ae
− 1
τA
t − γ
2
k2
e−
k
γ
t
)
−
(
τ 2A −
γ2
k2
)
− γτA
k
e
−( k
γ
+ 1
τA
)t
+
γτA
k
(
e
− 1
τA
t
+ e−
k
γ
t
)
− γτA
k
]
+
γ
k
u2C
( k
γ
− 1
τA
)
(
e−2
k
γ
t − 1
)
− γ
k
2u2C
( k
γ
− 1
τA
)
(
e−
k
γ
t − 1
)
(23)
For a detailed calculation see Appendix 6.
This results
P (W )
P (−W ) = e
2〈W 〉W
σ2
W
= e
2〈W 〉W
2kBTeff 〈W 〉+Z(t)
= eI(t)W
(24)
where I(t) = 2〈W 〉
2kBTeff 〈W 〉+Z(t)
So the conventional TFT for work cannot be applied in this case. This is again a consequence
of the fact that the initial states for the forward and the backward processes are sampled
from different distributions.
C. Steady state work fluctuation theorem
To investigate the SSFT, we consider an arbitrary time t0 when the system is in an
arbitrary initial condition and then drive the system to a steady state [75].
Using Eq.(17) and Eq.(18) the average work for a time duration t,
〈W 〉 = k
∫ t+t0
t0
dt′
d
dt′
(
f 2(t′)
2
)
− ku
∫ t+t0
t0
dt′ 〈x(t′)〉
= u2γt+
γ2u2
k
(
e−
k
γ
(t+t0) − e− kγ t0
) (25)
The initial time t0 is sufficiently large so the particle is perpetually in the steady state
lim
t0→∞
〈W 〉 = u2γt (26)
Similar to the section III.B, the variance for work is given by
σ2Wss =
〈
(W − 〈W 〉)2〉
= k2u2
∫ t+t0
t0
dt1
∫ t+t0
t0
dt2h(t1, t2)
= k2u2
∫ t
0
dt1
∫ t
0
dt2h(t1 + t0, t2 + t0)
(27)
11
Now h(t1, t2) = e
− k
γ
(t1+t2)
(〈
x20
〉− kBT
k
)
+
kBT
k
e−
k
γ
(t1−t2)
+
C
γ2
e−
k
γ
(t1+t2)
∫ t1
0
dt′
∫ t2
0
dt′′e
k
γ
(t′+t′′)e
−
|t′−t′′|
τA
= e−
k
γ
(t1+t2)
(〈
x20
〉− kBT
k
)
+
kBT
k
e−
k
γ
(t1−t2)
+
C
γ2
[
e
− 1
τA
(t1−t2) − e− kγ (t1−t2) − e−( kγ t2+ 1τA t1) − e−( kγ t1+ 1τA t2)
( k
γ
− 1
τA
)( k
γ
+ 1
τA
)
+
e−
k
γ
(t1−t2)
k
γ
( k
γ
+ 1
τA
)
+
e−
k
γ
(t1+t2)
k
γ
(
k
γ
− 1
τA
)
]
(28)
Again h(t1 + t0, t2 + t0) = e
− k
γ
(t1+t0+t2+t0)
(〈
x20
〉− kBT
k
)
+
kBT
k
e−
k
γ
(t1−t2)
+ Cγ2
[
e
− 1
τA
(t1−t2) − e− kγ (t1−t2) − e−( kγ (t2+t0)+ 1τA (t1+t0)) − e−( kγ (t1+t0)+ 1τA (t2+t0))
( k
γ
− 1
τA
)( k
γ
+ 1
τA
)
+
e−
k
γ
(t1−t2)
k
γ
( k
γ
+ 1
τA
)
+
e−
k
γ
(t1+t0+t2+t0)
k
γ
(
k
γ
− 1
τA
)
]
(29)
In the limit t0 →∞
h(t1 + t0, t2 + t0) =
kBT
k
e−
k
γ
(t1−t2) +
C
γ2
[
e
− 1
τA
(t1−t2) − e− kγ (t1−t2)
( k
γ
− 1
τA
)( k
γ
+ 1
τA
)
+
e−
k
γ
(t1−t2)
k
γ
( k
γ
+ 1
τA
)
]
=
kBT
k
e−
k
γ
(t1−t2) +
C
γ( k
γ
+ 1
τA
)( k
γ
− 1
τA
)
[
e
− 1
τA
(t1−t2)
γ
− e
− k
γ
(t1−t2)
kτA
] (30)
Now, σ2Wss = k
2u2
∫ t
0
dt1
∫ t
0
dt2h(t1 + t0, t2 + t0)
= k2u2
∫ t
0
dt1
∫ t
0
dt2
[
kBT
k
e−
k
γ
(t1−t2) +
C
γ( k
γ
+ 1
τA
)( k
γ
− 1
τA
)
(
e
− 1
τA
(t1−t2)
γ
− e
− k
γ
(t1−t2)
kτA
)]
= 2kBTu
2γt
[
1− γ
kt
(
e−
k
γ
t − 1
)]
+
2k2u2τACt
γ2( k
γ
+ 1
τA
)( k
γ
− 1
τA
)
[
1− 1
tτA
(
e
− 1
τA
t − 1
)]
− 2u
2γCt
γτA(
k
γ
+ 1
τA
)( k
γ
− 1
τA
)
[
1− γ
kt
(
e−
k
γ
t − 1
)]]
(31)
12
For a detailed calculation see Appendix 7.
In the long time limit t→∞,
σ2Wss = 2kBTu
2γt+
2k2u2τACt
γ2( k
γ
+ 1
τA
)( k
γ
− 1
τA
)
− 2u
2γCt
γτA(
k
γ
+ 1
τA
)( k
γ
− 1
τA
)
= 2
[
kBT +
CτA
γ
]
u2γt
= 2
[
kBT +
CτA
γ
]
〈W 〉
(32)
Let ω =
W
t
, Then Ps(ω) = tP (W )
=
t√
2piσ2W
exp
[
−(ω − 〈ω〉)
2t
2
σ2W
t
]
(33)
This means P (ω)
P (−ω)
= e
2 〈ω〉
σ2
W
/t
ωt
and in the limit t→∞, one gets
lim
t→∞
1
t
ln
P (ω)
P (−ω) = 2
〈ω〉
σ2W/t
ω
= 2
〈W 〉 /t
σ2W/t
ω
=
ω
kB
[
T + CτA
kBγ
]
= ωα
(34)
Where α = 1
kB
[
T+
CτA
kBγ
] . Notice that α is nothing but the effective inverse temperature with
no trapping (k = 0) [54]. We believe that a properly designed experiment should be able to
verify this in future. We also like to point out that Sen et al had arrived at a similar result
but in a different context [76]. In absence of active noise (C = 0), α reduced to β = 1
kBT
and we recover the steady state fluctuation theorem of Gallavoti and Cohen [29].
IV. CONCLUSIONS
Motivated by recent claims [2] that fluctuation relations cannot be directly applied in case
of a passive colloid in an active bath, here we consider a model system of a harmonically
trapped particle subjected to a thermal and an active noise. In our model, the active
forces are characterized by Gaussian random variable with zero mean and an exponentially
decaying temporal correlation. At long times, the system reaches a non-equilibrium steady
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state which can be described using a Boltzmann type distribution but with an effective
temperature different from the ambient temperature. We obtain analytical expressions of
the probability density function for work subjected to constant dragging (Gaussian) and
entropy in the absence of dragging (non-Gaussian). Our analysis shows that if the system
is initially at thermal equilibrium, then by adding active particles in the medium, entropy
is continuously produced. In this case, the active force cannot be connected to the friction
because of the absence of any fluctuation-dissipation theorem. The key finding of our work
is that IFT for entropy and TFT for work cannot be applied for this system similar to the
case of Levy noise [38]. However SSFT for work exists with β
(
= 1
kBT
)
being renormalized
to α
(
=
[
kB
(
T + CτA
kBγ
)]−1)
. This is because of generalized energy equipartition theorem
for active systems in steady state [4, 76].
We would like to point out that, if the trap relaxation time (γ
k
) is greater than the bacterial
correlation time (τA) such as in case of weak trapping or high viscosity, we can apply the
Gaussian approximation to the active forces as the higher moments are not important in
this case. But if the two time scales are comparable or the bacterial correlation time is
higher than the trap relaxation time, then the active forces are no longer Gaussian. One
can still define the effective temperature for active systems with non-Gaussian distribution
as Teff =
k〈x2〉
kB
where 〈x2〉 is the variance of that non-Gaussian distribution [3]. A further
challenge would be to come up with the notion of effective temperature for a energy landscape
with multiple minima, each of which corresponds to a steady state (metastable). In a future
work, it will be interesting to investigate this regime of non-Gaussian fluctuations.
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VI. APPENDIX
1. Calculation of MSD
〈
x2(t)
〉
=
〈
x20
〉
e−2
k
γ
t +
1
γ2
∫ t
0
dt′e−
k
γ
(t−t′)
∫ t
0
dt′′e−
k
γ
(t−t′′) [〈ξ(t′)ξ(t′′)〉+ 〈ηA(t′)ηA(t′′)〉]
=
kBT
k
e−2
k
γ
t +
2kBTγe
−2 k
γ
t
γ2
∫ t
0
dt′
∫ t
0
dt′′e
k
γ
(t′+t′′)δ(t′ − t′′)
+
Ce−2
k
γ
t
γ2
∫ t
0
dt′
∫ t
0
dt′′e
k
γ
(t′+t′′)e
− |t
′−t′′|
τA
=
kBT
k
+
C
kγ( k
γ
+ 1
τA
)
(
1− e−2 kγ t
)
− 2C
γ2( k
2
γ2
− 1
τ2A
)
(
e
−( k
γ
+ 1
τA
)t − e−2 kγ t
)
=
kBT
k
+
kBTact
k
(
1− e−2 kγ t
)
− 2C
γ2( k
2
γ2
− 1
τ2A
)
(
e
−( k
γ
+ 1
τA
)t − e−2 kγ t
)
(35)
Where Tact =
C
kBγ(
k
γ
+ 1
τA
)
Then limt→∞ 〈x2(t)〉 = kBTk + kBTactk =
kBTeff
k
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2. Calculation of characteristic function of P (∆Stot, t)
P˜ (R, t) ≡
∫ ∞
−∞
d∆Stote
iR∆StotP (∆Stot, t)
=
∫ ∞
−∞
d∆Stote
iR∆Stot
∫ ∞
−∞
dxP (x, t)δ
[
∆Stot − (a− bx
2
2
)
]
=
∫ ∞
−∞
dxP (x, t)
∫ ∞
−∞
d∆Stote
iR∆Stotδ
[
∆Stot − (a− bx
2
2
)
]
=
∫ ∞
−∞
dxP (x, t)eiR(a−
bx2
2
)
= eiRa
∫ ∞
−∞
dxP (x, t)e−
iRbx2
2
= eiRa
√
1
2pi 〈x2〉
∫ ∞
−∞
dx exp
[
−1
2
(
1
〈x2〉 + iRb
)
x2
]
= eiRa
√
1
2pi 〈x2〉
√√√√ 2pi(
1
〈x2〉
+ iRb
) , b > 0
= eiRa
√
1
(1 + iRb 〈x2〉)
(36)
3. Calculation of Jarzynski’s work and mechanical work
For a dragged harmonic oscillator, the Jarzynski’s work is given by
WJ =
∫ t
0
∂H
∂f(t′)
f˙(t′)dt′
= −k
∫ t
0
f˙(t′)(x− f(t′))dt′
= k
∫ t
0
dt′f˙(t′)f(t′)− k
∫ t
0
dt′f˙(t′)x(t′)
(37)
The mechanical work done on the particle is given by
Wm =
∫ t
0
dt′f(t′)x˙(t′)
= −
∫ t
0
dt′x˙(t′)∂xH
= −
∫ t
0
dt′∂tH
= k
∫ t
0
dt′f˙(t′)f(t′)− k
∫ t
0
dt′f˙(t′)x(t′)
(38)
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So WJ = Wm.
4. Calculation of average position and average work
〈x(t)〉 = 1
γ
∫ t
0
dt′e−
k
γ
(t−t′)kf(t′)
=
ku
γ
∫ t
0
dt′e−
k
γ
(t−t′)t′
=
ku
γ
e−
k
γ
t
∫ t
0
dt′e
k
γ
t′t′
=
ku
γ
e−
k
γ
t
[
γ
k
(
t′e−
k
γ
t′
)t
0
− γ
2
k2
(
e
k
γ
t′ − 1
)t
0
]
= ut− γu
k
+
γu
k
e−
k
γ
t
(39)
〈W 〉 = k
∫ t
0
dt′f˙(t′)f(t′)− k
∫ t
0
dt′f˙(t′) 〈x(t′)〉
= k
∫ t
0
dt′
d
dt′
(
f 2(t′)
2
)
− ku
∫ t
0
dt′ 〈x(t′)〉
=
k
2
[
f 2(t)− f 2(0)]− ku ∫ t
0
dt′
[
ut′ − γu
k
+
γu
k
e−
k
γ
t′
]
=
ku2t2
2
− ku
2t2
2
+ u2γt+
γ2u2
k
[
e−
k
γ
t − 1
]
= u2γ
[
t+
γ
k
(
e−
k
γ
t − 1
)]
(40)
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5. Calculation of the two point correlation function
The two point correlation function of the position of Brownian particle, h(t1, t2), is given
by
h(t1, t2) = 〈(x(t1)− 〈x(t1)〉)(x(t2)− 〈x(t2)〉)〉
=
〈[
x0e
− k
γ
t1 +
1
γ
∫ t1
0
dt′e−
k
γ
(t1−t′) (ξ(t′) + ηA(t
′))
]
×
[
x0e
− k
γ
t2 +
1
γ
∫ t2
0
dt′′e−
k
γ
(t2−t′′) (ξ(t′′) + ηA(t
′′))
]〉
= e−
k
γ
(t1+t2)
〈
x20
〉
+
1
γ2
∫ t1
0
dt′e−
k
γ
(t1−t′)
∫ t2
0
dt′′e−
k
γ
(t2−t′′) 〈ξ(t′)ξ(t′′)〉
+
1
γ2
∫ t1
0
dt′e−
k
γ
(t1−t′)
∫ t2
0
dt′′e−
k
γ
(t2−t′′) 〈ηA(t′)ηA(t′′)〉
= e−
k
γ
(t1+t2)
〈
x20
〉
+
2kBTγ
γ2
∫ t1
0
dt′e−
k
γ
(t1−t′)
∫ t2
0
dt′′e−
k
γ
(t2−t′′)δ(t′ − t′′)
+
C
γ2
∫ t1
0
dt′e−
k
γ
(t1−t′)
∫ t2
0
dt′′e−
k
γ
(t2−t′′)e
− |t
′−t′′|
τA
=
kBT
k
e−
k
γ
(t1−t2) +
C
γ2
e−
k
γ
(t1+t2)
∫ t1
0
dt′
∫ t2
0
dt′′e
k
γ
(t′+t′′)e
−
|t′−t′′|
τA
=
kBT
k
e−
k
γ
(t1−t2) +
C
γ2
e−
k
γ
(t1+t2) ×K
(41)
Where K =
∫ t1
0
dt′
∫ t2
0
dt′′e
k
γ
(t′+t′′)e
−
|t′−t′′|
τA
Let’s take t1 > t2 for calculating K
K =
∫ t1
0
dt′
∫ t2
0
dt′′e
k
γ
(t′+t′′)e
−
|t′−t′′|
τA
=
∫ t1
t2
dt′
∫ t2
0
dt′′e
k
γ
(t′+t′′)e
−
|t′−t′′|
τA +
∫ t2
0
dt′
∫ t2
0
dt′′e
k
γ
(t′+t′′)e
−
|t′−t′′|
τA
=
∫ t1
t2
dt′
∫ t2
0
dt′′e
k
γ
(t′+t′′)e
−
(t′−t′′)
τA + 2
∫ t2
0
dt′
∫ t′
0
dt′′e
k
γ
(t′+t′′)e
−
(t′−t′′)
τA
=
e
( k
γ
− 1
τA
)t1+(
k
γ
+ 1
τA
)t2 − e2 kγ t2 − e( kγ− 1τA )t1 − e( kγ− 1τA )t2
( k
γ
− 1
τA
)( k
γ
+ 1
τA
)
+
e2
k
γ
t2
k
γ
( k
γ
+ 1
τA
)
+
1
k
γ
(
k
γ
− 1
τA
)
(42)
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Substituting Eq.(42) in Eq.(41), we get
h(t1, t2) =
kBT
k
e−
k
γ
(t1−t2) +
C
γ2
e−
k
γ
(t1+t2) ×K
=
kBT
k
e−
k
γ
(t1−t2) +
C
γ2
e−
k
γ
(t1+t2)
[
e
( k
γ
− 1
τA
)t1+(
k
γ
+ 1
τA
)t2 − e2 kγ t2 − e( kγ− 1τA )t1
( k
γ
− 1
τA
)( k
γ
+ 1
τA
)
− e
( k
γ
− 1
τA
)t2
( k
γ
− 1
τA
)( k
γ
+ 1
τA
)
+
e2
k
γ
t2
k
γ
( k
γ
+ 1
τA
)
+
1
k
γ
(
k
γ
− 1
τA
)
]
=
kBT
k
e−
k
γ
(t1−t2) +
C
γ2
[
e
− 1
τA
(t1−t2) − e− kγ (t1−t2) − e−( kγ t2+ 1τA t1) − e−( kγ t1+ 1τA t2)
( k
γ
− 1
τA
)( k
γ
+ 1
τA
)
+
e−
k
γ
(t1−t2)
k
γ
( k
γ
+ 1
τA
)
+
e−
k
γ
(t1+t2)
k
γ
(
k
γ
− 1
τA
)
]
(43)
6. Calculation of variance of work
(
σ2W
)
for transient work fluctuation theorem
σ2W = k
2u2
∫ t
0
dt1
∫ t
0
dt2h(t1, t2)
= k2u2
∫ t
0
dt1
∫ t
0
dt2
[
kBT
k
e−
k
γ
(t1−t2)
+
C
γ2
(
e
− 1
τA
(t1−t2) − e− kγ (t1−t2) − e−( kγ t2+ 1τA t1) − e−( kγ t1+ 1τA t2)
( k
γ
− 1
τA
)( k
γ
+ 1
τA
)
+
e−
k
γ
(t1−t2)
k
γ
( k
γ
+ 1
τA
)
+
e−
k
γ
(t1+t2)
k
γ
(
k
γ
− 1
τA
)
)]
= 2kBTku
2
∫ t
0
dt1
∫ t1
0
dt2e
− k
γ
(t1−t2)
+
2k2u2C
γ2
∫ t
0
dt1
∫ t1
0
dt2
(
e
− 1
τA
(t1−t2) − e− kγ (t1−t2) − e−( kγ t2+ 1τA t1) − e−( kγ t1+ 1τA t2)
( k
γ
− 1
τA
)( k
γ
+ 1
τA
)
+
e−
k
γ
(t1−t2)
k
γ
( k
γ
+ 1
τA
)
+
e−
k
γ
(t1+t2)
k
γ
(
k
γ
− 1
τA
)
)
(44)
19
After integrating Eq.(44) and substituting the values of 〈W 〉 and Teff , we get
σ2W = 2kBTeff 〈W 〉+
2k2u2C
γ2( k
γ
− 1
τA
)( k
γ
+ 1
τA
)
[
γτA
k
(
k
γ
− 1
τA
)
t+
(
τ 2Ae
− 1
τA
t − γ
2
k2
e−
k
γ
t
)
−
(
τ 2A −
γ2
k2
)
− γτA
k
e
−( k
γ
+ 1
τA
)t
+
γτA
k
(
e
− 1
τA
t
+ e−
k
γ
t
)
− γτA
k
]
+
γ
k
u2C
( k
γ
− 1
τA
)
(
e−2
k
γ
t − 1
)
− γ
k
2u2C
( k
γ
− 1
τA
)
(
e−
k
γ
t − 1
)
(45)
7. Calculation of variance of work
(
σ2Wss
)
for Steady state work fluctuation theorem
Now, σ2Wss = k
2u2
∫ t
0
dt1
∫ t
0
dt2h(t1 + t0, t2 + t0)
= k2u2
∫ t
0
dt1
∫ t
0
dt2
[
kBT
k
e−
k
γ
(t1−t2) +
kBTact
( k
γ
− 1
τA
)
(
e
− 1
τA
(t1−t2)
γ
− e
− k
γ
(t1−t2)
kτA
)]
= 2k2u2
∫ t
0
dt2
∫ t2
0
dt1
(
kBT
k
e−
k
γ
(t1−t2)
)
+
2k2u2kBTact
( k
γ
− 1
τA
)
[
1
γ
∫ t
0
dt1
∫ t1
0
dt2e
− 1
τA
(t1−t2)
− 1
kτA
∫ t
0
dt1
∫ t1
0
dt2e
− k
γ
(t1−t2)
]
= 2kBTu
2γt
[
1− γ
kt
(
e−
k
γ
t − 1
)]
+
2k2u2τAkBTactt
γ( k
γ
− 1
τA
)
[
1− 1
tτA
(
e
− 1
τA
t − 1
)]
− 2u
2γkBTactt
τA(
k
γ
− 1
τA
)
[
1− γ
kt
(
e−
k
γ
t − 1
)]]
(46)
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