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A number of experimental small-angle scattering (SAS) data are characterized by a succession of
power-law decays with arbitrarily decreasing values of scattering exponents. To describe such data,
here we develop a new theoretical model based on 3D fat fractals (sets with fractal structure, but
nonzero volume) and show how one can extract structural information about the underlying fractal
structure. We calculate analytically the monodisperse and polydisperse SAS intensity (fractal form
factor and structure factor) of a newly introduced model of fat fractals and study its properties
in momentum space. The system is a 3D deterministic mass fractal built on an extension of the
well-known Cantor fractal. The model allows us to explain a succession of power-law decays and
respectively, of generalized power-law decays (superposition of maxima and minima on a power-law
decay) with arbitrarily decreasing scattering exponents in the range from zero to three. We show
that within the model, the present analysis allows us to obtain the edges of all the fractal regions in
the momentum space, the number of fractal iteration and the fractal dimensions and scaling factors
at each structural level in the fractal. We applied our model to calculate an analytical expression
for the radius of gyration of the fractal. The obtained quantities characterizing the fat fractal are
correlated to variation of scaling factor with the iteration number.
PACS numbers: 61.05.fg, 61.05.cf, 61.43.-j
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I. INTRODUCTION
The small-angle scattering (SAS; X-rays, neutrons,
light) [1, 2] has been established as a powerful exper-
imental technique for structural investigations of vari-
ous types of disordered systems (biological, polymeric)
at nano- and microscale. The technique yields the differ-
ential elastic cross section per unit solid angle as a func-
tion of the momentum transfer which describes, through
a Fourier transform, the spatial density-density correla-
tions of the system. Since a large class of systems show
the property of self-similarity across the scales, the con-
cept of fractal geometry [3, 4] is very useful in modeling
their structure and in describing the correlations between
the microscopic and macroscopic properties. The effec-
tiveness of the SAS method in investigating the fractal
microstructure arise from the ability to differentiate be-
tween surface and mass fractals [5, 6]. The difference is
accounted through the value of the scattering exponent
of the power-law decay of SAS intensity in the fractal re-
gion, with I(q) ∝ q−τ , where τ = Dm for mass fractals
and τ = 6−Ds for surface fractals. Here Dm and Ds are
the mass and, respectively, surface fractal dimension [3]
and lie within 0 < Dm < 3 for a mass fractal [7], and
within 2 < Ds < 3 for a surface fractal [5, 6].
Experimental SAS data can show a succession of mass
and/or surface fractal power-law regions, whose scatter-
ing exponents take arbitrarily decreasing values [8–10]
and the existing theoretical models either provide an in-
sufficient microstructural description from this type of
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SAS data, either they can not describe the full spec-
trum (note that the case of increasing values of scattering
exponents can be explained in the framework of multi-
phase systems [11]). SAS data modeled by the classi-
cal Beaucage model [12] can explain only a succession
of power-law decays and involve a generic hierarchical
structure linked to the fractal power-law regime. It gives
fractal dimensions and the size of each structural, to-
gether with the specific surface when the Porod region
(I(q) ∝ q−4) is present. These parameters provide
important informations about the spatial organization
of the fractals, but a more complete characterization is
needed since to a large number of structures may cor-
respond a given set of fractal dimensions. In addition,
recent technological progress has allowed the develop-
ment of deterministic fractal structures at nano/micro
scales [13–15]. These type of structures are characterized
by a generalized power-law decay (superposition of max-
ima and minima on a power-law decay, with the scatter-
ing exponent equal to the fractal dimension of the fractal)
in momentum space and therefore due to log-oscillations,
additional information can be obtained about the frac-
tals describing the hierarchical structures, such as fractal
iteration number, scaling factor and the number of struc-
tural units of which the fractal is composed, thus greatly
improving our understanding on their structural proper-
ties [7, 16].
To explain such a succession of (generalized) power-
law decays and illustrate the SAS properties we have
calculated analytically the fractal form and structure fac-
tor from a system of randomly oriented, non-interacting,
monodisperse and polydisperse deterministic 3D fat frac-
tals (in mathematics known also as ǫ-Cantor sets [17]),
which are sets with fractal structure, but nonzero volume
2(positive Lebesgue measure). The method is based on the
theoretical approach which was successfully employed to
describe SAS from thin fractals (known in literature sim-
ply as fractals) [7, 16, 18, 19]. In the case of monodisperse
fractals it gives a generalized power-law decay. The poly-
dispersity smooths the scattering intensity and leads to
the simple power-law behavior observed in experimental
data. The fat fractal system suggested here is built by a
set of iterative rules, with the scaling factor increased as
a function of the iteration number which, in turn, give
rise to various fractal regions with different lengths and
scattering exponents.
In this paper, it is shown that scattering intensity from
deterministic fat fractals includes successive fractal re-
gions with arbitrarily decreasing values of the scattering
exponents and allows us to take full advantage of the
properties of deterministic thin fractals [7, 16]. We de-
rive analytically the main properties in momentum space:
fractal form and structure factor, and explain how to
extract the main structural characteristics of mono and
polydisperse fat fractals from SAS data. In particular,
we focus on determining the edges of the fractal regions,
fractal dimensions and scaling factors at each structural
level, and the fractal radius of gyration.
II. THEORETICAL BACKGROUND
A. Fat fractals
Fat fractals are characterized by the dependence of
their apparent size on the scale resolution and they are
quite different from the familiar thin fractals. To make
the distinction between fat and thin fractals more clear,
we consider the well-known 3D Cantor set [7]. In the
later case, the initial cube (m = 0; m being the frac-
tal iteration number) is divided into 27 parts, the eight
cubes are left in the corners (m = 1), with side length
1/3 from the initial cube, and the 19 parallelepipeds are
removed. Then we repeat the same operation on each of
the remaining eight cubes, thus leaving 64 cubes of side
length 1/32 (m = 2) and so on. The thin Cantor fractal
is obtained in the limit m → ∞ and has zero volume
(Lebesgue measure) and fractal dimension log 8/ log 3.
The ”fattened” version of this thin fractal is obtained
by keeping the cubes instead of side length 1/3 (m = 1),
then 1/32 (m = 2), then 1/33 (m = 3), etc. The resulting
fractal is topologically equivalent to the thin Cantor frac-
tal, but the holes decrease in size sufficiently fast so that,
when m→∞, the fractal has nonzero and finite volume,
and fractal dimension 3 (see below). The resolution de-
pendent volume V (ǫ) can be calculated by covering the
fractal with balls of size ǫ. Then the volume can be writ-
ten [20]
V (ǫ) ≈ V (0) +Aǫη, (1)
where A is a constant which depends on the units used
and V (0) is the volume in the limit ǫ→ 0. Using Eq. (1)
one can define the scaling exponent η in the following
way [20]
η = lim
ǫ→0
log(V (ǫ)− V (0))
log(ǫ)
, (2)
where, by definition 0 ≤ η ≤ ∞ (η is equal to ∞ for
non-fractal sets and is finite for fractal sets) and pro-
vides a useful way to quantifies the fractal properties as
opposed to the fractal dimension, since the fat fractal
definition implies they have an integer fractal dimension.
Although it is an essential parameter from which we can
distinguish fat fractals (η is independent of d) from thin
fractals (η = 3− d) [20, 21] where d is the fractal dimen-
sion, the connection between this scaling exponent and
the small-angle scattering is beyond the scope of this pa-
per.
B. Small-angle scattering
We revise in this Section the theoretical formalism
of SAS scattering (neutron, X-ray, light, or electron
diffraction) from a two-phase sample consisting of mi-
croscopic objects with the scattering length bj and scat-
tering length density (SLD) ρm immersed into a solid
matrix of SLD ρp, and neglect multiple scattering. Then
the total cross section is given by [2] dσ/dΩ = |A(q)|2,
where A(q) ≡
∫
V ′ ρs(r)e
iq·rd3r is the total scattering
amplitude and V ′ is the total volume irradiated by the
incident beam. The SLD can be defined with the help of
Dirac’s δ-function as ρs(r) =
∑
j bjδ(r − rj), where rj
are the microscopic object positions.
In practice, it is convenient to represent the total scat-
tering amplitude as a sum of amplitudes of rigid objects.
For instance, considering the scattering from stiff frac-
tals, whose spatial positions and orientations are uncor-
related, one can choose them as the objects. Then the
scattering intensity (that is, the cross section per unit
volume of the sample) is given by
I(q) = n|∆ρ|2V 2
〈
|F (q)|
2
〉
, (3)
where n is the fractal concentration, V is the volume of
each fractal, ∆ρ = ρm− ρp is the scattering contrast and
F (q) is the normalized form factor
F (q) =
1
V
∫
V
e−iq·rdr, (4)
obeying the condition F (0) ≡ 1. The brackets 〈· · · 〉 stand
for the ensemble averaging over all orientations of the
fractals. If the probability of any orientation is the same,
then it can be calculated by averaging over all directions
n of the momentum transfer q = qn, that is, by inte-
grating over the solid angle in the spherical coordinates
qx = q cosϕ sinϑ, qy = q sinϕ sinϑ and qz = q cosϑ
〈f(qx, qy, qz)〉 ≡
1
4π
∫ π
0
dϑ sinϑ
∫ 2π
0
dϕf(q, ϑ, ϕ). (5)
3Once a deterministic fractal is composed ofNm objects
(e.g. of the same radius R), then the form factor can be
written as
F (q) = ρqF0(qR)/Nm, (6)
where ρq =
∑
j e
−iqrj is the Fourier transform of the
density of ball centers, rj are the center-of-mass positions
of balls and m is the iteration number. Then, by using
Eq. (3), the scattering intensity becomes [16]
I(q) = I(0)S(q)|F0(qR)|
2/Nm, (7)
where I(0) = n|∆ρ|2V 2 is the intensity in zero angle,
F0(qR) is the subunit form factor and S(q) is the fractal
structure factor defined by
S(q) ≡ 〈ρqρ−q〉/Nm. (8)
The choice of the subunit form factor F0(qR) and of the
fractal structure factor S(q) is rather arbitrarily and de-
pends on the shape of the scattering units and, respec-
tively, on their relative positioning.
In a physical system scatterers almost always have
different sizes. Therefore, a more realistic description
should involve size polydispersity. Here we consider an
ensemble of fractals with various sizes and forms. The
distribution function DN(l) of the scatterer sizes is de-
fined in such a way that DN(l)dl gives the probability
of finding a fractal whose size falls within the interval
(l, l + dl). Specifically, we choose the log-normal distri-
bution (see Ref. [16] for details) where the mean length
l0 and its relative variance σr are given by
l0 ≡ 〈l〉D , σr ≡
(
〈l2〉D − l
2
0
)1/2
/l0, (9)
Thus, the average in Eq. (3) is taken both over angles
and sizes. Polydispersity obviously smears the intensity
curves, and the oscillations become smoother [16].
III. CONSTRUCTION OF THE FAT FRACTAL
The scattering exponents τ in SAS intensities, as al-
ready mentioned before, are related to the fractal dimen-
sions of the system. Therefore, in order to describe suc-
cessive power-law regimes with decreasing values of the
scattering exponents, the model based on deterministic
fractals shall be specified by taking into consideration in-
creasing values of the scaling factors with the iteration
number, not after each iteration, but after a given num-
ber of iterations (every second, every third iteration etc).
The construction process of the fat fractal, embedded
into 3D space, is very similar to that of mass general-
ized thin Cantor fractals [7] and of mass generalized thin
Vicsek fractals [16]. One follow a top-down approach in
which an initial structure is repeatedly divided into a set
of smaller structures of the same type, according to a
given rule [22]. One and the same rule is kept from one
iteration to another but the scaling factor is increased
after every second iteration.
We start with a cube of edge l0 (called zero-order iter-
ation or initiator) and specify it in Cartesian coordinates
as a set of points satisfying the conditions −l0/2 ≤ x ≤
l0/2, −l0/2 ≤ y ≤ l0/2, −l0/2 ≤ z ≤ l0/2. The origin lies
in the cube center, and the axes are parallel to the cube
edges. The iteration rule (generator) is to replace the
initial cube by eight cubes of edge β
(1)
s l0 (m = 1). The
center of the eight cubes are shifted from the origin by
the vectors aj = {±β
(1)
t l0,±β
(1)
t l0,±β
(1)
t l0} with all the
combinations of the signs, where β
(1)
t ≡ (1− β
(1)
s )/2 and
β
(1)
s is a dimensionless positive parameter for the first
iteration, obeying the condition 0 < β
(1)
s < 1/2. The
second iteration (m = 2) is obtained by performing an
analogous operation to each cube of the first iteration and
with the same scaling factor β
(1)
s . For each subsequent
iterations we repeat the same operation but for m = 3
and m = 4 we take the scaling factor β
(2)
s , for m = 5 and
m = 6 we take the scaling factor β
(3)
s and so on. If one
consider that the edge of the removed parallelepiped at
iteration m is
γm = α
pm , (10)
where 0 < α < 1 and the exponent pm is defined as
pm ≡
⌊
1 +m
2
⌋
, (11)
where m = 1, 2, · · · , and the symbol ⌊ ⌋ stands for the
floor function, then the scaling factor at themth iteration
can be written such as
β(m)s =
1− γm
2
. (12)
The characteristics of the model, together with Eq. (10)
show that at the mth iteration the number of cubes is
Nm = 8
m. (13)
The side length of each cube is given by
lm =
l0
2m
m∏
i=1
(1− γi). (14)
Therefore, the components of the aj vectors, for arbitrar-
ily m, can now be written as
β
(m)
t = lm−1
1 + γm
4
. (15)
The fractal dimension of the set can be determined,
in the limit of large number of iterations, from relation
(using Eqs. (13 and 14))
D = lim
m→+∞
lnNm
ln(l0/lm)
= 3. (16)
42
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1m = 2
m = 4
m = 3
FIG. 1. First five iterations for 1D fat fractal with α = 1/3.
The dimensionless parameter γm and the scaling factor β
(m)
s
are decreased and, respectively, increased at every second it-
eration.
In addition, denoting v1 the volume removed atm = 1, v2
the relative volume removed at m = 2 and so on, we find
that the total volume remaining after the mth iteration
(Lebesgue measure) is Vm =
∏m
i=1 (1 − vi), which has the
property that Vm > 0 if
∑
∞
i=1 vi < ∞ and therefore the
model fulfills the defining properties of fat fractals [20,
21]. Fig. 1 shows the construction process for the first five
iterations of 1D projection of the fat fractal at α = 1/3.
According to Eq. (11), the dimensionless parameter γm
and the scaling factor are decreased and, respectively, in-
creased at every second iteration. Since the construction
assumes equal values of the scaling factors for two con-
secutive iterations, the structure is in fact a deterministic
thin fractal structure in this “range” of iterations, each
one having a different fractal dimension, given by [7]
Dm(= τ) = −
3 ln 2
lnβ
(m)
s
. (17)
IV. FRACTAL FORM AND STRUCTURE
FACTOR
We consider as basic subunits of the fractal, cubes with
initial edge length l0. Therefore, the subunit form factor
can be written as [2]
F0(ql0) =
sin(qxl0/2)
qxl0/2
sin(qyl0/2)
qyl0/2
sin(qzl0/2)
qzl0/2
. (18)
In order to calculate the fractal form factor, we apply
here the analytical method developed in [7, 16] for calcu-
lating the fractal form factor of thin fractals. We could
use, in principle, the standard Debye formula [2] but its
application to deterministic fractals can be cumbersome
even for iteration as low as m = 3, since the number
of subunits in the fractal increase exponentially with the
iteration number.
The fractal form factor at the ith generation is calcu-
lated analytically by means of the generative function,
which is determined by the positions of the centers of
cubes inside the fractal for each iteration. We consider
that the position correspond to a GCF [7] structure, and
therefore the generative function reads as
Gi(q) = cos(qxui) cos(qyui) cos(qzui), (19)
where G0(q) ≡ 1 and the coefficients are given by
ui = l0β
(i)
t
i−1∏
j=1
β(j)s . (20)
The coefficients ui properly takes into account, both, the
sizes of subunites through β
(i)
s and, respectively, their
position through β
(i)
t . Then we can write the fractal form
factor as
Fm(q) = F0(q
m∏
i=1
β(i)s )
m∏
i=1
Gi(qui). (21)
Finally, by introducing Eq. (21) into Eq. (3), and av-
eraging according to Eq. (5), the normalized scattering
intensity can be written as
Im(q)/Im(0) = 〈|Fm(q)|
2〉. (22)
The Fourier component of the density of cubes centers
are obtained from Eq. (6) and Eq. (21)
ρq = Nm
m∏
i=1
Gi(qui). (23)
Then, the structure factor is obtained by introducing
Eq. (23) into Eq. (8) which results in
S(q) = Nm
〈
m∏
i=1
|Gi(qui)|
2
〉
. (24)
V. RESULTS AND DISCUSSION
The numerical results for several iterations for both
monodisperse and polydisperse fractal form and struc-
ture factor, at fixed γ, are shown in Fig. (2) and, respec-
tively, in Fig. (3). At low and intermediate values of q
the common feature for the scattering intensities is the
appearance of all the regions as seen in SAS experimen-
tal data: Guinier at low q and a succession of power-law
regimes with decreasing values of the scattering expo-
nents at intermediate q. However, at high q, the scatter-
ing intensity (Eq. (22)) shows a Porod region while the
fractal structure factor (Eq. (24)) shows an asymptotic
region.
5The Guinier region (a plateau on a double logarithmic
scale) is determined by the overall fractal size and can
be seen in the region where ql0 <∼ 1. In this region the
scattering intensity can be approximated by [2]
I(q) = I(0)(1− q2R2g/3 + · · · ). (25)
The fractal radius of gyration R
(m)
g at the mth iteration
can be determined by expanding the form factor given
by Eq. (21) in power series in ql0 and substituting the
result in Eq. (22). Therefore, we obtain
R(m)g =
√√√√R2g0
m∏
i=1
(
β
(i)
s
)2
+ 3l20
m∑
i=1
(
β
(i)
t
)2 i−1∏
k=1
(
β
(k)
s
)2
,
(26)
where Rg0 = l0/2 for a uniform cube. When all the
scaling factors β
(i)
s and the coefficients β
(i)
t are equal,
Eq. (26) reduces to the well-known expression for the
radius of gyration of thin Cantor fractals [7].
The succession of power-law regimes (the fractal re-
gion of the fat fractal) is determined by the maximal and
minimal distances between the cube centers. Since the
smallest distances are of the order of um (Eq. (20)) then,
the beginning of the first power-law regime and the end
of the last power-law regime will be found in
1 <∼ ql0
<
∼ l0/um. (27)
In particular, for the monodisperse case (Fig. (2a) and
Fig. (3a)), we have a succession of generalized power-law
decays, while for the polydisperse case (Fig. (2b) and
Fig. (3b)), one obtains a succession of simple power-law
decays common to experimental SAS data, where the
minima and maxima are smeared out [7, 16]. Then the
scaling factor at each structural level (iterations with con-
stant scaling factor) can be determined from the periodic-
ity in double logarithmic scale of the quantity I(q)qDm vs.
q while the number of fractal iteration can be obtained
from the number of periods of the function I(q)qDm [16].
In the fractal region of the fat fractal, the structure
factor (Eq. (8)) approximates very well the scattering
intensity (Eq. (7)), since in this region F0(q
∏m
i=1 β
(i)
s ) ≃
1. The position of minima are obtained when the cubes
inside the fractal interfere out of phase, and since the
most common distances between the center of mass of
the cubes are given by 2um, we have the condition 2um =
π/q, which gives the position for the minima (vertical
lines in Fig. (2a) and Fig. (3a)
qkl0 ≃
π
2β
(k)
t
∏k
i=1 β
(i)
s
, (28)
with k = 1, · · · ,m.
The scattering intensities in Fig. (2) and Fig. (3) have
three main characteristics specific to fat fractal struc-
tures, which result from the property that the values of
the scaling factors increase with iteration number, ac-
cording to Eq. (12). First, the length of each subsequent
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FIG. 2. Scattering intensities (Eq. (22)) for the second,
fourth and sixth iterations of the fat fractal composed of
cubes with initial edge length l0; a) Intensity from monodis-
perse fractals (the position of minima indicated by vertical
dotted-lines are estimated from Eq. (28)). The values of the
scattering intensity for m = 4 and m = 2 are scaled up for
clarity with a factor of 103 and, respectively 106. b) Intensity
from polydisperse fractals with σr = 0.4 (Eq. (9)).
power-law regime, in momentum space, decreases. This
behavior can be clearly seen in Fig. (2b) and Fig. (3b).
Second, the transition between consecutive power-law
regimes is through a ”knee”. This is due to the fact
that the values of the coefficients βt in Eq. (15), which
are responsible for the distances between cubes (see
Eq. (19)), also decrease. This is in contrast with scatter-
ing from multiphase systems, where the ”knee” position
depends on the scattering length density of each com-
ponent phase [11, 23]. Third, since the values of β
(m)
s
depend on the initial value β
(1)
s , the fractal dimension
for each range can be determined only by specifying the
fractal dimension at m = 1, 2 and the value of γ1 in
Eq. (10).
Beyond the last power-law regime (or the last GPLD
in the monodisperse case) we have q >∼ 1/um. In this
region the fractal structure factor in Eq. (24) is S(q) ≃
1 [16] and therefore we find that the asymptotic values
6100 101 102 103 104
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S m
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FIG. 3. The fractal structure factor (Eq. (24)) for the sec-
ond, fourth and sixth iterations of the fat fractal composed of
cubes with initial edge length l0, in units of Nm (Eq. (13)).
a) Monodisperse fractals (the position of minima indicated by
vertical dotted-lines are estimated from Eq. (28)); b) Polydis-
perse fractals with σr = 0.4 (Eq. (9)). The horizontal dotted-
lines represent the asymptotes of the structure factor.
tend to 1/Nm (Fig. (3a) and Fig. 3b)), as for the case of
thin fractals [7, 16]. From another hand, in this region,
the scattering intensity (Eq. (22)) follows the Porod law
(Fig. (2a) and Fig. 3b)), since the size of the initiator
is of the same order as l0. The beginning of the Porod
region allows us to obtain the size of the smallest unit
(here cube) constituting the fractal.
VI. CONCLUSIONS
We develop a fat fractal model based on an extension
of the generalized Cantor fractal [7], and which allows us
to explain experimental SAS data showing a succession
of power-law regimes (or GPLD regimes in the monodis-
perse case) with arbitrarily decreasing values of the scat-
tering exponents in the range from zero to three. The
main feature of the model, which allows to explain such
type of data, is the increase of the scaling factor after a
given number of iterations (here, every second iteration)
which, in turn, implies arbitrarily decreasing values of
the fractal dimensions. We derive an analytical expres-
sion for the form and structure factor, which describe
scattering from non-interacting, mono- and polydisperse,
randomly oriented, 3D fat fractals. We have calculated
analytically the radius of gyration of the fractal.
We have shown that the present analysis allows us to
obtain three main structural characteristics of fat frac-
tals. First, the edges of all the fractal regions (through
the positions of minima in Eq. (28)), which can indepen-
dently be controlled by choosing various expressions for
the floor function pm defined in Eq. (11). Second, the
fractal dimensions and the scaling factors corresponding
to each structural level, which can be controlled by the
parameter α in Eq. (10). Third, the number of particles
composing the fractal, from the asymptote of the struc-
ture factor in Eq. (24), and which can be controlled by
a different definition of the iterative operation (genera-
tor). In addition, from the calculated radius of gyration
(Eq. (26)) and from the scattering intensity (Eq. (22))
one can obtain information about the overall size of the
fractal and respectively, about the sizes of the smallest
units composing the fractal.
The model could serve to describe and analyze growth
phenomena of biological objects or clusters at nano- and
micro scales.
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