Abstract -
INTRODUCTION
G overnment policies that affect smoking behavior are of significant consequence, for public health, for economic efficiency, and for state revenue purposes. Perhaps the most important such policy is tobacco taxation, which meets the twin objectives of reducing cigarette consumption and raising revenues. As a result, there have been many studies of the demand for cigarettes, and, more specifically, of the effects of taxation on cigarette consumption. For at least partially similar reasons, there have also been studies of the effects of other government policies on smoking, including antismoking regulations, antismoking education campaigns, and, less obviously, formal education (schooling), which has often been found to reduce smoking, and, more generally, to increase healthy behavior. Many such studies have been cross-sectional in nature, over either states or people, or have used panels of states or people over time.
Cross-sectional analysis, however, has a serious drawback which has so far been researched very little, though the seriousness of the problem has been noted. 1 Consider first the problem of analyzing the effects of taxes with a cross section of states or individuals. Suppose that states which charge the lowest excise taxes on cigarettes are the ones with the stron-gest pro-smoking sentiment (such as the tobacco-producing states), whereas states which levy the highest cigarette taxes are ones with strong antismoking sentiment. Then, if the variable reflecting antismoking sentiment is omitted from a cross-sectional (or panel) regression, the estimated effect of the tax will be biased away from zero, because some of the apparent response to the tax will stem from antismoking sentiment in high tax states.
The present paper is an effort to correct for omitted-variable bias. In it, we use a method devised to control for omittedvariable bias (by Chamberlain, 1984, and others) to control for the omitted variable of public sentiment in the estimation of the effects of tobacco taxation, using annual data for the panel of U. S. states over the period . By comparing the results of the application of the Chamberlain technique with more conventional estimates of the effects of taxation on cigarette demand, we can estimate the extent to which omitted variable bias has affected previous results.
The same technique of controlling for omitted-variable bias is also useful for better understanding the relationship between formal education (schooling) and smoking. The question addressed here is also an important one, because the health benefits of education are very large. Indeed, Feldstein (1993, Chapter 2) calculates that the marginal health benefits of a dollar spent on education in the U. S. today are substantially greater than the health benefits of a dollar spent on medical care. Yet there is much controversy as to whether the higher levels of education actually cause higher levels of health, or whether the observed effect is the result of spurious correlation.
By controlling for omitted-variable bias in both schooling and taxation, the present paper sheds new light on the relationship between cigarette consumption and tobacco prices (and taxation) , and between cigarette consumption and schooling. The next section provides a review of the literature on the effects of prices and schooling on the demand for cigarettes, to put our results into the context of the existing literature. The second section presents our model and data used, the third section presents the statistical procedures and results, and the final section presents our conclusions and implications for health policy.
PREVIOUS EVIDENCE: CIGARETTE CONSUMPTION, PRICES, AND SCHOOLING

Prices, Taxes, and the Demand for Cigarettes
Cigarette taxation is both an important source of revenue for state and Federal governments (in the U. S. and elsewhere, as well), and a deterrent to smoking. From a public health perspective, taxation is a more powerful weapon against the adverse health consequences of smoking (which are well known and documented), the more price-elastic the demand, because tobacco taxes are roughly passed on (either by slightly more or slightly less than 100 percent, according to most studies), 2 and hence reflected in higher prices for the cigarettes. A more elastic demand obviously means that a given tax will be more effective in reducing cigarette consumption, all other things equal.
Estimates of the price elasticity of demand for cigarettes have varied, both over time and depending on the data set used. Current debates about the price elasticity of demand focus on the period since the late 1970s, because estimates of elasticity found during earlier periods may have been the results of substantially different tastes, and at least one survey of the literature has argued that estimates of price elasticity are lower from studies focusing on the relatively recent past than for much earlier studies (U. S. Department of Health and Human Services, 1989, pp. 533-38) . Studies based on data from the late 1970s to the early 1990s have found elasticity ranging from -.2 or even less, up to longrun estimates of -.7, with an average, or consensus, long-run value of about -.4. Two influential surveys from the late 1980s (Harris, 1987; and U. S. Department of Health and Human Services, 1989) argued that the long-run price elasticity of demand for cigarettes is somewhere around -.4, and many more recent studies agree. For example, Keeler, et. al., (1993) and Sung, et. al. (1994) find similar elasticities, in the range of -.4 to -.5. One study, that of Wasserman, et al. (1991) , finds a price elasticity of zero to -.3, and another, by Becker, Grossman, and Murphy (1994) , finds a long-run demand elasticity of -.7. It is worth noting, however, that the Becker-Grossman-Murphy elasticity estimate is based on an assumed constant elasticity of demand from the 1950s through the 1980s. Their results are thus to some degree based on earlier evidence.
To summarize then, the evidence combined would suggest a long-run price elasticity of demand of somewhere around -.4. However, the studies just mentioned have not controlled for the omitted-variable bias mentioned above, and, as a result, they may (as warned by Wasserman, et. al., 1991) overstate the response of cigarette smokers to increases in price.
It is worth asking, though, what prior evidence there might be as to the existence of omitted variable bias. If our argument is correct, states that tax cigarettes most heavily are the ones in which antismoking sentiment among the population is strongest. It is obviously difficult to measure antismoking sentiment with much precision. Nevertheless, Table 1 presents some suggestive evidence, including tax rates, prices, and cigarette consumption per capita in 1960, the first year in our sample, and 1990, the last. One of the most striking results is that, indeed, in both years, the tobacco growing states of Kentucky, North Carolina, and Virginia all have exceedingly low taxes and high cigarette consumption, and one would expect that public sentiment toward smoking would also be more permissive. At the opposite end of the spectrum are large, urbanized states, in the Northeast and on the West Coast (especially by 1990), which tax tobacco highly, and in which one would suspect antismoking sentiment is higher.
It must be emphasized that this a priori evidence is only suggestive. Nevertheless, at least one previous study, that of Benjamin and Dougan (1997) has noted that both the political climate in a state and the power of the tobacco lobby in that state have a strong effect on the level of the tobacco tax.
To the extent, then, that there is indeed stronger antismoking sentiment in states with higher cigarette taxes, that would indicate a potential that omitted-variable bias could affect cross-sectional estimates of the price elasticity of demand for cigarettes. Additionally, to the extent that antismoking sentiment changes over time, there is also potential for long-term time series estimates to have the same problem. Grossman (1972 Grossman ( , 1975 hypothesizes that a correlation between schooling and healthy behavior occurs because education enhances the efficiency of health production, which would be consistent with healthier behavior, i.e., less cigarette consumption. Yet and Farrell and Fuchs (1982) have raised the question as to whether such healthy behaviors represent true benefits of education. Indeed, Population, 1970 and they present a plausible story in which a "low subjective discount rate" induces individuals to plan for the future and to be willing to sacrifice current pleasure for future rewards. Such people will be inclined to invest in both education and health, so that education will be correlated with health, but it will not cause it. Farrell and Fuchs present evidence from a 1978 survey of high school students indicating that, indeed, high school dropouts tend to smoke more than their counterparts who stay in school, but that the dropouts often make the decision to smoke before they drop out. Their results, of course, make it highly questionable that the lack of education of the dropouts is the cause of their smoking.
Schooling and Cigarette Consumption
On the other hand, it is also clear that education has benefits in health improvement, stemming not only from the direct effects of health education, but also from the fact that a good education allows individuals to effectively process and filter more information than less educated people (Grossman, 1972 (Grossman, , 1975 . The ability to process information can clearly lead to improved health.
After Farrell and Fuchs's study, there have been several additional important studies attempting to analyze whether the relationship between education and health is a cause-effect relationship, including Berger and Leigh (1989) , Kenkel (1991), and Sander (1995) . All have been left with some ambiguity, however, as to whether formal education was causing reduced smoking, or whether a third, omitted variable was causing both.
3 Yet the methods used here, designed to correct for such omitted-variable bias, have not been used to analyze the relationship between education and smoking. 4 
MODEL, ESTIMATION, AND DATA
We now discuss the general issue of controlling for omitted-variable bias, in the context of the present set of questions and data, and then more specifically with the matter of specification for the present model.
The panel data that we use are for each of the years from 1960 through 1990, for the panel of fifty U. S. states plus the District of Columbia, discussed further below. Before discussing estimators to control for omitted variable bias, we address a more basic issue, that of fixed versus random effects. In response to that concern, a Hausman specification test was conducted, concerned with whether the specification should entail fixed or random effects. This test confirmed that a simple fixed effects model dominates over a random effects model with no attempt to correct for heterogeneity.
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Controlling for Omitted Variable Bias
We have argued on a prior basis that omitted variables will likely cause biased estimates of price and education effects in the demand for cigarettes. That is, there is prior reason to believe that the error term (further discussed below) in the equations we estimate is correlated with the error, because of omitted variables.
To control for omitted variables, we use two alternative methods, both employing panel data. The first method is based on five-year differencing of the data. That is, the estimated equations are based on fiveyear differences between the data. The second method is that of many fixed effects, allowing for just about as many fixed effects (split up by period and state) as the data will allow. We describe each in turn, including theoretical models, specification, and estimation techniques.
Five-year First Differences
Our method entails working with panel data. 6 The intuitive rationale for the method is that, over time, there is likely to be some degree of stability to the effects of the omitted variable in the panel.
In this study, the variables in question are antismoking sentiment in a given state, which may be causing variation in both smoking behavior and taxes, and the motivation or ability of an average individual in each state, which may be causing both the tendency to acquire a formal education for such an average person and the tendency to engage in healthy behavior (such as not smoking). In each case, we use a panel data set to identify the separate effects of the variables of interest (cigarette prices and education) and the omitted variables.
To present this method, let us assume a random effects model, based on two cross sections, one for year one and one for year two. This assumption will be modified below to include fixed effects. Let the vector y 1 represent the vector of observations on log of cigarette consumption per capita in year one, and y 2 the vector of those observations for year two. Similarly, let x 1 be the vector of independent variables for year one and x 2 the vector of those variables for year two (percent of the population with high school and college educations represents the two variables). Let α be the vector of coefficients for year one and β the vector of coefficients for year two. Then the model can be written:
We then assume an equation describing the omitted variables, where the u i term is taken to be correlated with the x's: 
Thus, if there is omitted-variable bias (consistent with the assumptions of this model, at least), it will manifest itself in significant estimates of λ j1 and λ j2 . In short, if variables dated year two (year one) are significant explanatory variables for cigarette consumption in year one (year two), then a pure cross-section analysis will suffer from omitted-variable bias.
One efficient method of estimating [4] and [5] is to first-difference them, generating the following equation:
Note that, if there are any fixed effects by state, as long as they stay constant over time, they will disappear from the firstdifferenced equations. Therefore, the method of long differences will control for omitted-variable bias with either fixed or random effects.
For our first-differenced analysis of the effects of taxation and education and smoking, we are concerned here about long-run effects, 7 but, at the same time, we do not want to first-difference over such a long period that it reduces degrees of freedom substantially. We have therefore chosen to first-difference over fiveyear periods. Thus, the first equation estimated represents a first-difference between 1960 and 1965; the second is between 1961 and 1966, and so on, until the final first difference between 1985 and 1990.
To gain degrees of freedom, we estimate the 26 equations jointly, using three-stage least squares, which are simultaneousequations extension of Zellner's (1962) method of seemingly unrelated coefficients to jointly estimate many equations. Three-stage least squares are appropriate for the following reasons. First, the 26 equations can be estimated jointly, because it is logical to expect the error terms of the cross-sectional first-difference equations to be correlated over time, because a state which experiences rapid unexplained growth (or shrinkage) in cigarettes consumed over one period will likely experience it over adjacent periods, as well. 8 The phenomenon of a disturbance term correlated across equations would justify use of Zellner 's (1962) technique of seemingly unrelated coefficients.
However, in the estimation of a demand equation such as this one, it is also necessary to take account of the likely endogeneity of the price variable. This endogeneity will occur in any situation in which the price of a good and the quantity consumed are simultaneously determined. Any occurrence which could cause a disturbance in the price of cigarettes (such as, say, a brief but pronounced change of weather affecting both the supply and demand for tobacco) could also have an effect on the quantity of cigarettes consumed. This could cause correlation between the price variable and the error term, and, hence, a biased estimate of the price coefficient. For this reason, use of Zellner's technique alone would generate biased estimates of the price coefficient. Therefore, we use three-stage least squares with instrumental variables for price discussed below.
As mentioned above, demand elasticities have decreased over time. Because our sample spans the period from 1960 through 1990, it is important that we allow for the possibility of these shifts in demand elasticities.
We do so by allowing estimated parameters to vary by each decade. Thus, in the differenced equations above, the coefficient for the price variable is allowed to be different, with separate price coefficients for the 1960s, the 1970s, and the 1980s. In other words, the α's and β's in the equations above are constrained to be the same with a given decade, but allowed to vary among different decades.
The Method of Many Fixed Effects
The second method used here to control for bias from omitted variables is based on the simple premise that fixed effects control for heterogeneity, and that more fixed effects will better control for it. Following this line of thought, we use a model based on a large number of fixed effects, specifically, a separate fixed effect for each state for each two-year period. Thus, Alabama in 1960 and 1961 gets one fixed effect, equal to one for that state in those two years and zero otherwise; Alabama in 1962-63 gets a second fixed effect; Alaska in 1960 and 1961 gets one fixed effect; and so on. The only exception to this is for the years 1987-90, where each state has a separate effect for three years; this is necessary because the sample includes 31 years, an odd number, and singularity of the data would exist if the year 1990 had a separate dummy for each state.
The model of many fixed effects does not entail seemingly unrelated coefficients, but it still does entail potential simultaneous equation bias. As a result, it is estimated using instrumental variables techniques, with the cigarette price variable instrumented, as described below under our discussion of variables used in the equations. In order to allow for variations over time in the coefficients (discussed above), we also estimate the equations with many fixed effects using data stratified by decade, for the 1960s, 1970s, and 1980s, as well as with the coefficients constrained to be equal over the entire 31-year period.
Conventional Fixed Effects (No Correction for Omitted-Variable Bias)
To test whether omitted-variable bias is at work, we also estimate a "simple" fixed-effects equation, with a single dummy variable for each year and each state. If the coefficients differ between the estimation procedures, it could be taken as an indication that omitted-variable bias may have been at work in the more conventional fixed-effects equations, used in the previous literature. In order to allow for variations over time in the coefficients, we again estimate the simple fixed-effect equations with data stratified by decade, between the 1960s, 1970s, and 1980s.
The fixed-effects equations are estimated using instrumental variables (twostage least squares) to account for the endogeneity of the price variable, as in the case of the "many" fixed effects model, discussed above.
All equations are estimated with statelevel data, using data from the following sources. Cigarette sales data are from the Tobacco Institute; education and other demographic data are from the U. S. Census.
Specification of the Model
Given that the equations to be estimated are indeed consistent with fixed effects, as well as control for omitted-variable bias, note that many demographic effects associated with state consumption of cigarettes likely to be associated with such fixed effects need not be included in the equations. Nevertheless, the equations to be estimated are demand equations in essence. Therefore, cigarette consumption per capita is assumed to be associated with the price of cigarettes (determined partially by state excise tax rates on cigarettes), with income, and with incentives to import and export cigarettes between states. The importance of controlling for bootlegging is highlighted by Coats (1995); Becker, Grossman, and Murphy (1994) have shown that it is not necessary to include both import and export incentive variables in an equation-one is enough; we include only an export incentive variable.
In order to account for the likely endogeneity of price in our estimated demand equations, we have used instrumental variables for all estimation procedures. Several instruments suggest themselves. Prices are likely to be a function of state taxes, Federal taxes, production costs, manufacturer market power, transport costs, and retailing costs. A model of cigarette pricing, incorporating all such variables, is developed in Keeler, et. al. (1996) . However, our estimates in all cases allow for both annual and state fixed effects, which should capture annual changes and interstate variations in a very large part of variables otherwise not incorporated, including Federal taxes, manufacturing costs, and distance from the manufacturer. As a result, our instrumental variables, used in both two-stage and three-stage least squares, include only a price-related variable whose effects can be identified net of the included fixed effects. Specifically, we have used the real state tax per pack of cigarettes as the instrument for price.
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Variables
The variable we seek to explain is Q, the quantity of cigarettes consumed per adult in each state and year; there are sound statistical reasons why it should be in logs.
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The price variable, already discussed, is the average retail price per pack, including taxes, in each state and year; it is a real price, in 1982-84 cents. We also include an income variable, real per-capita income in constant 1982-84 dollars.
The export-incentive variable (mentioned above) is an index of the incentive to export (i.e., bootleg) cigarettes from one state to another. It is, more specifically, an incentive variable for short-distance export bootlegging, measured by a weighted average of differences between the exporting (low-tax) state's real state cigarette tax and the importing neighboring states' real cigarette tax. Because most states border more than one other state, it is necessary to base this index on more than one state. Our index is a weighted average of tax differentials, with weights based on the population living within a 20-mile radius of the exporting state's borders. This variable is thus calculated by multiplying the difference between a state's tax and a neighboring state's tax by the percent of the population in the 20-mile radius around the state living in the particular neighboring state. The variable is scaled to be negative, so that the state with the least incentive for exports is scaled at zero, and the stronger the index, the greater the export incentive. Means and standard deviations are as shown in Table 2 . Thus, the expected sign of the export incentive index is negative, because the lower the value of the index, the greater the incentive to export cigarettes. This index is calculated in the same way as that used in Keeler, et. al. (1996) and Sung, et. al. (1994) .
Consistent with our discussion above, we have included two education variables, one being the percent of the population over 25 years old having completed 9 Some additional instruments were used in alternative specifications, including real wholesale wages, real retail wages, and hotel revenues per capita. The results using these added instruments were quite similar to the ones reported here. As regards the validity of the state tax as an instrument, we have argued elsewhere (Keeler, et. al., 1996, footnote 16) , based on the findings of Poterba (1994) , that state taxes may be quite reasonably be treated as exogenous in the estimation of cigarette demand. 10 Because the demand for cigarettes per person represents, in essence, a count variable, the process generating the demand function can be thought of as a Poisson-like process, making appropriate an estimator from a family of General Linear Models relating to a Poisson-like process. One simple but reliable way of incorporating the Poisson-like nature of the process into the demand equation (Pakes and Griliches, 1980; Cook and Tauchen, 1984 , Keeler, et. al., 1993 , Keeler, 1994 ) is via a semilogarithmic specification, wherein the dependent variable is incorporated in logarithmic form, and the independent variables are untransformed.
high school, and another representing the percent of the population over 25 with a college degree or more.
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Additionally, previous studies of smoking behavior have found that other demographic characteristics of the population affect its propensity to smoke. Among religions groups, Mormons are less likely to smoke than members of other denominations, and conservative Baptists are thought to be less likely to smoke than members of other denominations, as well. To account for such religious differences, we include variables reflecting the percent of the population in each state accounted for by Mormons, Baptists, and Roman Catholics. Previous studies have found that women have different smoking patterns from men, that African-Americans smoke less than Caucasians, and that people who are widowed and divorced smoke more, all other things equal, than individuals who are married. Finally, the elderly who survive to an old age are thought to be less likely to smoke than the general population. We have therefore included all the variables just mentioned. Quinn, et. al., (1982); and Whitman and Trimble (1956) . Exponential interpolations were done for years for which data were not available. The basis for calculation of the export index is described in the text.
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Mean
Standard Deviation Minimum Maximum Dimension 11 As discussed below in our summary of results, working with individual data (rather than state averages) would represent a superior way of analyzing the relationship between education and smoking, and definitive results await disaggregated studies on this topic. Nevertheless, we believe that our results are at least suggestive of broad tendencies concerning the relationship between education and smoking. 12 Another control variable often included in equations such as this one is an index of antismoking regulation in a given state (Warner, 1981; Wasserman, et. al., 1991; Keeler, et. al., 1993 , Keeler, et. al., 1996 . Because the value of this variable is zero over most of the period (and for most of the states) studied here, its effect is not identified in the first-difference equations. However, we do not believe this is a problem, for at least two reasons:
However, not all studies include so many demographic variables in their analyses, and it is worth determining the robustness of the results to their inclusion or exclusion. In order to do so, we include one set of regressions of each type based on inclusion of all the demographic control variables (ethnicity, sex, age, religion, etc.), and one set excluding all variables but the relevant economic ones (price, income, education, and export incentives). Means and standard deviations of the variables, as well as data sources, are shown in Table 2 .
An additional concern for estimation of equations with logged dependent variables is that of heteroscedasticity. Manning (1998) argues that, with logged dependent variables, heteroscedasticity can cause biased regression coefficients, unlike the case of strictly linear models. It is therefore of some importance whether heteroscedasticity exists in the present equations, especially if the estimated variance of the error term is correlated with any of the coefficients of interest here (i.e., cigarette prices or schooling). Extensive tests for heteroscedasticity were made on the equations estimated here, and no evidence of it was found (at a meaningful level of significance), with respect to any of the variables of interest, for any of the three subperiods studied.
13 Thus, we can be reasonably confident that, over each of the three decades for which coefficients have been estimated, heteroscedasticity has not caused bias in our coefficients.
RESULTS
Regression results are shown in Table 3 . The results for each period and specification are shown together for the two alternative estimation methods, to facilitate comparison of results with and without correction for omitted-variable bias. Alternative results are also shown with coefficients allowed to differ between the 1960s, 1970s, and 1980s, and with the coefficients constrained to be equal over the full period. Overall goodness-of-fit statistics are not shown, because their meaning is questionable in the case of three-stage least squares.
All coefficients are both significant and of the expected sign, with the possible exception of high school education, for the variables of concern (i.e., price, income, education, and export incentives). Furthermore, our results (with correction for omitted-variable bias) are reasonably robust to inclusion or exclusion of the demographic control variables. first, as of 1990, one of the first years for which such regulations were widespread, the correlation of an index of antismoking regulations with state prices of cigarettes was weak. Using the measure of regulations used in Keeler, et. al., 1996 , we find a correlation in 1990 with cigarette prices across states of .2. The second reason is that state fixed effects allow for such differences, especially in the case of the fixed effects in the model correcting for omitted-variable bias, which are allowed to change state by state over time. 13 In general, problems presented by heteroscedasticity are of a second-order concern, providing less than the most efficient available estimates of parameters and inconsistent estimates of standard errors. However, Manning (1998) has shown that, under some circumstances with transformed left-hand variables, heteroscedasticity can cause more serious problems. In the present case, tests for heteroscedasticity were feasible and straightforward for the cases of both simple fixed effects and many fixed effects. For our equations with conventional fixed effects and with many fixed effects, we performed a heteroscedasticity of the sort suggested in Park (1966) . Specifically, we ran a second regression for each equation, relating the log of the squared residual to all the independent variables in that equation (state taxes were used as proxies for price, since they are the exogenous instruments for price). In the case of simple fixed effects, the state tax, college, and high school variables were all insignificant at the 20 percent level or greater. In the aggregated equation, the tax variable was insignificant at even the 90 percent level. In the case of many fixed effects, we found the tax variable and the high school and college variable to be insignificant at the 23 percent level or greater in explaining the squared residual, indicating that homoscedasticity cannot be rejected at a rather high level. The only exception was the aggregated 1960-90 equation with many fixed effects. However, one possible strategy for dealing with heteroscedasticity is to stratify the sample into subsamples in which the error term is homoscedastic, and that is what we have done here. Concerning significance, it is worth noting that the overlapping five-year differences used in the three-stage least squares estimates overstate the degrees of freedom. Because the standard error of an estimate varies with the square root of degrees of freedom, and because five-year overlapping observations are used, one could correct the standard errors by multiplying them by √5, or 2.24, or dividing the t-statistics by the same number. For the most part, the price, income, and college education coefficients remain significant at the 5 percent level after this correction, just as the coefficients of the specification with many fixed effects are significant without correction. We now consider the results in more detail.
Results on Price Effects
All price coefficients are significant and of the expected negative sign. Table 4 shows estimates of price and income elasticities of demand deriving from our various specifications, methods, and parts of -13.13) the sample (see the footnote to Table 4 for the method used to calculate these elasticities).
The estimates of price elasticity of demand based on more conventional estimation (instrumental variables with fixed effects) are quite consistent with most of the existing literature. Specifically, they indicate a demand elasticity of -.39 to -.45 for the 1980s, which is quite consistent with results provided in literature surveys by Harris (1987) and the U. S. Department of Health and Human Services (1989) .
Also consistent with the literature, as surveyed by the U. S. Department of Health and Human Services (1989) , is the result from the conventional specification that the price elasticity of demand for cigarettes fell from the 1960s to the 1980s. Our results from conventional estimation show a change in the price elasticity from about -.8 in the 1960s to the range of -.3 to -.5 in the 1980s, a result thought to have happened because, as more and more people have quit smoking, remaining smokers are more likely to be "hard-core" smokers, who are less Source: Elasticities are calculated from the coefficients shown in Table 3 , based on the following method. Note that the form estimated for the equations estimated is semi-log linear, so that:
This is algebraically equivalent to:
Therefore, the price elasticity of demand is:
(Price/Quantity) (∂Quantity/∂Price) = b 1 Price.
The price elasticity of demand was therefore calculated as the coefficient for price (b 1 ) times the mean value for the price variable over the relevant period shown. Income and education elasticities were calculated in a similar way.
price sensitive than people who have quit (see, for example, Becker, Grossman, and Murphy, 1994) . Although our conventional specification yields results agreeing with the conventional wisdom on values of the price elasticity and in changes of it over time, our results corrected for omitted-variable bias do not agree with the conventional wisdom on either count. As Tables 3 and 4 show, correction for omitted-variable bias causes the results to change quite substantially, and, consistent with the theoretical discussion earlier in the paper, correction for this bias makes cigarettes considerably less price-elastic than most previous estimates have found. For the 1960s, the elasticity changes from the range between -.7 and -.8 to the range between -.2 and -.4 as a result of the correction; for the 1970s, it changes from a value of approximately -.6 to -.3. For the 1980s, the elasticity changes from the range of -.4 to -.5 to approximately -.2. On average for the entire 1960-90 period, it changes from about -.8 to the range -.2 to -.3.
Furthermore, our correction for omitted-variable bias also modifies the conventional wisdom concerning changes in the price elasticity of demand for cigarettes over time. Once we control for antismoking sentiment, we find that there was less change in the price elasticity of demand. It ranged between -.2 and -.4 over the entire period. It is certainly plausible that control for the omitted variable of antismoking sentiment would increase the stability of estimated elasticities over time, and that appears to be what has happened.
Our correction for omitted-variable bias, then, would indicate that the price elasticity of demand for cigarettes is lower than many previous estimates, and that it has been more stable over time, as well. One other study, by Wasserman, et. al., (1991) , also found a similarly low price elasticity of demand. The paper by Wasserman, et. al. , may come closer than most to providing accurate estimates of the price elasticity of demand, because it controls for antismoking sentiment more completely than many previous studies, though not in the way or to the extent that it is controlled here. 14 As regards income elasticity, our results consistently imply a positive elasticity, though a small one (most of the estimates are in the range of .2 to .3, and these results would seem less sensitive overall to corrections for omitted-variable bias). Studies (such as Keeler, et. al., 1993 ) that have found a negative income elasticity for recent years (such as the 1980s) may have done so because they did not include a variable to control for education effects, which are, of course, controlled for here.
Education Effects
The coefficients of the education variables must be interpreted with some caution, because they are based on relatively aggregated data, and many researchers on the relationship between schooling and health believe that disaggregated data are necessary to best understand this relationship. Nevertheless, we believe our results are suggestive of at least broad tendencies relating to education and smoking.
The education coefficients and elasticities shown are based on a classification of high school graduates as including only people who have not graduated from college, as well. The base group for all calculations is those who drop out before receiving a high school diploma.
Thus, the coefficient and elasticity shown for percent college educated represents the effects of a change from being an early dropout to a college graduate; the high school coefficient represents the effects of a change from being an early dropout to someone with a high school diploma, plus possibly some college, short of a degree.
The results (with and without correction for omitted-variable bias) indicate that a change from no high school diploma to a college degree entails a significant reduction in smoking. On the other hand, completion of a high school diploma alone results in increased smoking. Again, this is found with or without correction for selection bias, though this second relationship is not always statistically significant. In each case, the effect is generally reduced, but by no means eliminated, with correction for selection bias. This reduction, however, occurs mainly with the correction using five-year differences, rather than the correction using many fixed effects.
The positive effect of high school education on smoking is not consistent with all the findings of other research, though it is very much consistent with the results of Farrell and Fuchs (1982) , who found that, once they endeavored to control for omitted-variable bias, there was certainly no negative effect of a high school education on smoking.
The evidence on the effects of a college education on smoking is consistent with results of previous research. Furthermore, they also indicate that, even with control for selection bias, the relationship persists, and it is still a strong one even after correction for bias.
Nevertheless, our results concerning corrections for omitted-variable bias are less robust for education than for prices: specifically, the estimated effects of a college degree on smoking are not robust to the method used for correction of omitted-variable bias. The effects are as strong with many fixed effects as they are with conventional fixed effects. Only use of five-year differences reduces them substantially.
Our most important conclusion concerning the effects of correction for omitted-variable bias on the relationship between education and smoking is that the effects remain significant, as well, regardless of the method used for correction. More accurate results on the relationship between education and smoking will likely await a less aggregated study of this topic, using individual-level panel data.
CONCLUSIONS
The results of the research reported here imply that, once omitted-variable bias is controlled for, the price elasticity of demand may be lower than most previous studies have found. The implications are a double-edged sword for public policy: a tobacco tax increase will, all other things equal, raise more revenues than previous studies have found, but it will also have a lower public health impact in reducing smoking. Therefore, for tobacco control, other policies entailing restriction of smoking or antismoking education and media campaigns, might also be an important part of tobacco control policies.
Further research is needed, however, on at least one aspect of the problem, and that is the effect of price on the demand for cigarettes among youth. This is an especially important question, because many people become addicted to cigarettes as teenagers or young adults, and if higher prices for cigarettes could deter significant amounts of smoking by youth, that could substantially reduce the long-run prevalence of smoking.
The first studies of the demand for cigarettes by this group found that young people are more price responsive than adults in their demand for cigarettes (Lewit, Coate, and Grossman 1981; and Lewit and Coate, 1982) . On the other hand, studies from the early 1990s, based on data from the 1980s, indicated no more price responsiveness among young people than among adults. These include Chaloupka (1991) and Wasserman, et. al. (1991) . However, the most recent studies of demand for cigarettes by young people (from the period after 1995) are consistent with the first studies: they find that young people are more responsive to the price of cigarettes than are adults (these include Chaloupka and Wechsler, 1997; and Evans, and Farrelly, 1998). 15 It is thus an important and unresolved question as to whether correcting for omitted-variable bias, as done here, would affect the estimated price elasticity of demand for young people. The present data set does not allow us to estimate a separate demand elasticity for young people, while at the same time controlling for omitted-variable bias; other, future data sets should allow for such research.
As regards income and schooling, our results imply that greater affluence or more high school completions are not adequate to reduce smoking. Concerning income effects, our results are consistent with a long line of studies going back to Auster, Leveson, and Sarachek (1969) , indicating that often, when people become affluent without corresponding increases in education, they may become less, rather than more healthy, because of rich food, fast cars, more smoking, etc. And, consistent with the results of Farrell and Fuchs (1982) , our results show that a high school education is also not enough to induce healthy behavior. However, our results also are not consistent with the argument that there is no true effect of schooling on health. Our evidence indicates that healthy behavior requires more than a high school education.
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Although public health concerns are seldom used as a justification for making higher education available to more people, our results (and the results of Keeler, 1994 , for highway fatalities) show that such public health concerns are a potentially important element of such a justification. Certainly, both political parties in the U.S. have proposals to expand availability of higher education to more of the U.S. population.
Further research is certainly justified for analysis of both price effects and education effects on cigarette consumption, and on (un)healthy behavior more generally, especially with less aggregated data. We believe our results show clearly, however, the importance of controlling for omittedvariable bias in any such future research.
