We consider a rough differential equation indexed by a small parameter ε > 0. When the rough differential equation is driven by fractional Brownian motion with Hurst parameter H (1/4 < H < 1/2), we prove the Laplace-type asymptotics for the solution as the parameter ε tends to zero.
Introduction
The rough path theory was invented by T. Lyons in [26] and summarized in a book [28] with Z. Qian. See also [24, 14, 27] . Roughly speaking, a rough path is a path coupled with its iterated integrals. T. Lyons generalized the line integral of one-form along a path to the one along a rough path. This is a pathwise integral theory and no probability measure is involved. In a natural way, an ordinary differential equation (ODE) is generalized. This is called a rough differential equation (RDE) in this paper. The corresponding Itô map is not only everywhere defined, but is also locally Lipschitz continuous with respect to the topology of geometric rough path space (Lyons' continuity theorem). If a Wienerlike measure is given on the geometric rough path space, or, in other words, if Brownian rough path is mapped by the Itô map, then the solution of corresponding stochastic differential equation (SDE) of Stratonovich-type is recovered via rough paths. In order to investigate the Brownian motion, one only needs the double integral (i.e., the second level path) as well as the path itself (i.e., the first level path). In short, we can obtain the solution of an SDE as the image of a continuous map. This is basically impossible in the framework of the usual stochastic calculus. Recall that, in the usual stochastic calculus, stochastic integrals and SDEs are defined by the martingale integration theory, which is quite probabilistic by definition. Therefore, those objects have no pointwise meaning. The main pupose of this paper is to prove the Laplace approximation for (the first level path of) Y ε as ε ց 0. The precise statement is in Theorem 2.1 below. Apparently, in none of (1)- (4) , has the Laplace approximation been proved for the solution of SDE (or RDE) driven by the scaled fBm. Note that it is a precise asymptotics of the large deviation. In this paper, we will prove it in the framework of the rough path theory for H ∈ (1/4, 1/2).
The history of this kind of problem is long. A partial list could be as follows. First, Azencott [4] showed this kind of asymptotics for finite dimensional SDEs, which is followed by Ben Arous [6] . There are similar results for infinite dimensional SDEs (e.g., AlbeverioRöckle-Steblovskaya [3] ) as well as SPDEs (e.g., Rovira-Tindel [33] ). In the framework of the Malliavin calculus, there are deep results on the asymptotics of the generalized expectation of generalized Wiener functionals (Takanobu-Watanabe [34] , Kusuoka-Stroock [21, 22] , Kusuoka-Osajima [20] ), which have applications to the asymptotics for the heat kernels on Riemannian manifolds.
In the framework of the rough path theory, Aida studied this problem for finite dimensional Brownian rough paths and gave a new proof for the results in [4, 6] . The same problem for infinite dimensional Brownian rough paths was studied in [16, 18] , which has an application to Brownian motion over loop groups.
The organization of this paper is as follows: In Section 2, we give a precise statement of our main result. In Section 3, we review the rough path theory and fractional Brownian rough path. In Section 4, we prove the Hilbert-Schimdt property of the Hessian of the Itô map restricted on the Cameron-Martin space of fBm. For those who understand the proof of Laplace approximation for Brownian rough path as in [2, 16, 18] , this is the most difficult part, because the Cameron-Martin space of fBm is not understood very well. However, thanks to Friz-Victoir's result (Proposition 3.4), such Cameron-Martin paths are Young integrable and therefore the Hessian is computable. In Section 5 we give a probabilistic representation of (the stocastic extension of) the Hessian. In Section 6 we give a proof of the main theorem. In Section 7 we consider the Laplace approximation for an RDE, which involves a fractional order terms of ε > 0. This has an application to the short time asymptotics of integral quantities of the solution of a fixed RDE driven by fBm. (Similar problems were studied in [5, 31] ). In Appendix (1) we explain the "shift" and the "pairing" on the geometric rough path space, which is actually a well-known fact. (2) we show that fractional Brownian rough path is scale invariant as fBm is. This fact does not seem completely obvious since the definition of the lift of fBm is related to the dyadic partitions. Although one can easily guess it, we still need a proof.
Assumption and Main Result
In this section we state our main results in this paper. Throughout this paper, the time interval is [0, 1] except otherwise stated. Let 1/4 < H < 1/2 and let H H be the Cameron-Martin subspace of the d-dimensional fBm (w H t ) 0≤t≤1 . By Friz-Victoir's result, which will be explained in Proposition 3.4 below, k ∈ H H is of finite q-variation for any (H + 1/2) −1 < q < 2. Hence, the following ODE makes sense in the q-variational setting in the sense of the Young integration; dy t = σ(y t )dk t + β(0, y t )dt, y 0 = 0.
Note that y is again of finite q-variation and we will write y = Ψ(k). Now we set the following assumptions. In short, we assume that there is only one point that attains minimum of F Λ and the Hessian at the point is non-degenerate. These are typical assumptions for Laplace's method of this kind. The space of continuous paths in R n with finite p ′ -variation starting at 0 is denoted by C
Note that the selfadjoint operator A in the fourth assumption turns out to be Hilbert-Schmidt in Theorem 4.1 below.
(H1): F and G are real-valued bounded continuous function on C
H H /2 attains its minimum at a unique point γ ∈ H H . We will write φ 0 = Ψ(γ).
(H3): F and G are n + 3 and n + 1 times Fréchet differentiable on a neighborhood
hold for any η ∈ U(φ 0 ) and z ∈ C 
, we have the following asymptotic expansion as ε ց 0; there are real constants c and α 0 , α 1 , . . . such that
for any m ≥ 0.
Remark 2.2
The only reason for the boundedness assumption for σ and b is for safety. It is an important and difficult problem whether Lyons' continuity theorem holds for unbounded coefficients under a mild growth condition. (One of such attempts can be found in [15] ). If we have such an extension of the continuity theorem, then Theorem 2.1 could easily be generalized because localization around γ is crucially used in the proof (see Section 6 below).
A review of fractional Brownian rough paths
In this section we recall that d-dimensional fBm (w H t ) 0≤t≤1 with Hurst parameter H ∈ (1/4, 1/2) can be lifted as a random variable on the geometric rough path space GΩ p (R d ) for 1/H < p < [1/H] + 1 (Coutin-Qian [9] or Section 4.5 of Lyons-Qian [28] ). When H ∈ (1/4, 1/3], not only the first and the second level paths, but also the third level paths play a role.
Geometric rough paths, Lyons' continuity theorem and Taylor expansion of Itô maps
In this subsection, we recall definitions of geometric rough paths, and a rough differential equation (RDE) and Lyons' continuity theorem for Itô map. We also review (stochastic)
Taylor expansion for Itô maps around a "nice" path, which was shown in [17] . It plays a crucial role in the proof of the Laplace asymptotic expansion. Note that no probability measure is involved in this subsection. No new results are presented in this subsection. Before inroducing the rough path space, let us first introduce some path spaces in the usual sense and norms on them. Let V be a real Banach space. Throughout this paper, we assume dim V < ∞ and the time interval is [0, 1] . In almost all applications in later sections, either
be the space of V-valued continuous functions with the usual sup-norm. For 0 < α < 1, let C α−hldr be the set of k ∈ C such that
Similarly, for p ≥ 1, C p−var is the set of k ∈ C such that
where P runs over all the finite partition of [0, 1] . If p, q ≥ 1 with 1/p + 1/q > 1 and
is well-defined. Here, L(V, W) is the set of linear maps from V to W and P = {s
In particular, ifl ∈ C p−var (V) andk ∈ C q−var (W) with 1/p + 1/q > 1, then t sk u ⊗ dl u is well-defined.
Next we introduce the Besov space W δ,p for p > 1 and 0 < δ < 1. For a mesurable function k :
The Besov space W δ,p is the totality of k's such that k W δ,p < ∞. When 1/p < δ, this Banach space is continuously imbedded in C and basically we only consider such a case.
The subspace of functions which start at 0 (i.e., k 0 = 0) is denoted by C 0 , C Now we introduce the geometric rough path space. Let p ≥ 1 for a while. (In later sections, however, only the case 2 < p < 4 will be considered.) Set △ = {(s, t) | 0 ≤ s ≤ t ≤ 1}. The p-variation norm of a continuous map A form △ to a real finite dimensional Banach space V is defined by
where P runs over all the finite partition of [0, 1] . A continuous map
is said to be a V-valued rough path of roughness p if it satisfies the following conditions;
(a): For any s ≤ u ≤ t, X s,t = X s,u ⊗ X u,t , where ⊗ denotes the tensor operation in the truncated tensor algebra
. This is called Chen's identity.
We usually omit the 0th component 1 and simply write X = (X 1 , . . . , X [p] ). The first level path of X is naturally regarded as an element in C 
We say X is the smooth rough path lying above x. It is well-known that the injection x → X ∈ Ω p (V) is continuous with respect to the 1-variation norm. The space of geometric rough path GΩ p (V) is the closure of C 1−var 0 (V) with respect to d p . Since V is separable, GΩ p (V) is a complete separable metric space.
Let us recall some properties of q-variational path for 1 ≤ q < 2. For the facts presented below, see Section 3.3.2 in Lyons-Qian [28] or Inahama [17] for example. Since k ∈ C q−var 0 (V) is Young integrable with respect to itself, the iterated integral in (3.2) still well-defined and k can be lifted to an element K ∈ GΩ p (V) if p ≥ 2. This injection C q−var 0 (V) ֒→ GΩ p (V) is continuous. For any m = 1, 2, . . . and any k ∈ C 0 (V), the mth dyadic piecewise linear approximation k(m) is defined by
If k is of q-variation (q ≥ 1), then k(m) converges to k in (q + ε)-variation norm for any ε > 0. It implies that, if p ≥ 2 and k ∈ C q−var 0
Suppose that if p ≥ 2, 1 ≤ q < 2, and 1/p + 1/q > 1, then the shift
is well-defined by Young integral and this map is continuous. Similarly,
is well-defined and continuous. See subsection 8.1 in Appendix below. Let V and W be two finite dimensional real Banach spaces and let σ : W → L(V, W) with some regularity condition, which will be specified later. We consider the following differential equation in the rough path sense (rough differential equation or RDE);
When there is a unique solution Y for given X, it is denoted by Y = Φ(X) and the map Φ :
The following is called Lyons' continuity theorem (or universal limit theorem) and is most important in the rough path theory. (See Section 6.3, Lyons-Qian [28] . For a proof of continuity when the coefficient σ also varies, see Inahama [17] for example.) (V, W). Then, for given X ∈ GΩ p (V) and a initial value y 0 ∈ W, there is a unique solution Y ∈ GΩ p (W) of RDE (3.3). Moreover, there is a constant C M > 0 for M > 0 such that, if
for some constant M > 0 and
In this paper, we consider the following RDE indexed by small parameter ε > 0. Let
(This is the same RDE as in (1.1) ). If we defineσ ε : R n , Mat(n, d + 1) bŷ
is Itô map which corresponds to σ ε . Note that σ ε converges to σ ε ′ in the sense of Theorem 3.1 (ii) as ε → ε ′ . Now we consider the (stochastic) Taylor expansion around γ ∈ C q−var 0 (R d ) with 1/p + 1/q > 1. ConsiderΦ ε (εX + γ, λ), or equivalently the solution of the following RDE;
We will write φ (ε) = (Ỹ ε ) 1 (the first level path). Note thatΦ 0 (γ, λ) is lying above
In the following theorem, we consider the asymptotic expansion of φ (ε) − φ 0 . By formally operating (m!) −1 (d/dε) m | ε=0 the both sides of (3.5), we get an RDE for the mth term φ m (see [17] for detail). Note that φ m depends on X, γ (although γ is basically fixed in this paper), but independent of ε. (The superscript m does not denote the level of the path φ m . Here we only consider the usual paths or the first level paths.) In what follows, we will use the following notation; for a geometric rough path X of roughness p,
Theorem 3.2 Let p ≥ 2, 1 ≤ q < 2 with 1/p + 1/q > 1 and let the notations be as above. Then, for any m = 1, 2, . . ., we have the following expansion;
Moreover, the following estimates (a), (b) hold; (a) For any r 1 > 0, there exists C 1 > 0 which depends only on r 1 such that, if
For any r 2 , r 3 > 0, there exists C 2 > 0 which depends only on r 2 , r 3 such that, if γ q−var ≤ r 2 and ξ(εX) ≤ r 3 , then R m+1 ε p−var ≤ C 2 (ε + ξ(εX)) m+1 holds.
Fractional Brownian rough paths
First we introduce fractional Brownian motion (fBm for short) of Hurst parameter H. There are several books and surveys on fBm (see [7, 8, 30] , for example). In this paper we only consider the case 1/4 < H < 1/2. A real-valued continuous stochastic process (w H t ) t≥0 starting at 0 is said to a fBm of Hurst parameter H if it is a centered Gaussian process with
This process has stationary increments E[(w 
H is a probability measure on
H be the Volterra kernel given by
Here, F denotes the Gauss hypergeometric function. For a d-dimensional standard Brownian motion (b t ) t≥0 , the process
becomes a d-dimensional fBm with Hurst parameter H (see ). Let H ∈ (1/4, 1/2). The existence of fractional Brownian rough path (fBRP for short) was shown by Coutin-Qian [9] as an almost sure limit of W H (m) as m → ∞, where W H (m) is the smooth rough path lying above w
More precisely, they proved
Now we prove a theorem of Fernique-type for fBRP for later use. Essentially the same theorem is shown in [12] , but with respect to a different norm. Therefore, we give a proof here for readers' convenience by using a useful estimate in Millet and Sanz-Sole [29] . (The case H = 1/2 is shown in [16] , for example.) 
where ξ is given in (3.7) and P H denotes the law of W H . (2). For any r > 0 and
Proof. In this proof, c 1 , c 2 , . . . are positive constants which may change from line to line. For a rough path X of roughness p and γ > p − 1, set
When Y = 0, we write D j,p (X) = D j,p (X, Y ) for simplicity. From Section 4.1 in LyonsQian [28] , the following estimates hold;
Proposition 2 in [29] states that, there is a sequence {a m } of positive numbers converging to 0 such that, for any r > p,
holds. For simplicity, set
Then, from the above inequality,
for N = 4, 5, . . .. Therefore,
For given c > 0, there exists m 0 such that m ≥ m 0 implies c + log c 2 − log a m < 0. Thus, we obtain sup
On the other hand, it is easy to see that, for each fixed m 0 , there is a constant c
Hence, the usual Fernique theorem for Guassian measures applies and D j,p (W H (m 0 )) 1/j is square exponentially integrable. Using (3.8) and the triangle inequality for D j,p , we prove (1). In a simlar way, we see that
This implies (2).
Let us introduce Cameron-Martin subspace
It is known that k := Uh ∈ H H and the map
H have a similar nice property in terms of variation norm? The following theorem answers this question. As a result, H H is continuously (and compactly) embedded in
Proposition 3.4 (Friz-Victior [13] ) (i) Let 0 < δ < 1 and p ≥ 1 such that α = δ − 1/p > 0 and set q = 1/δ. Then, we have a continuous embedding
becomes a control function in the sense of Lyons-Qian [28] , p. 16, and h is controlled by a constant multiple of ω (i.e.,
(compact embedding). Therefore, for any α ∈ (0, H) and q ∈ ((H + 1/2) −1 , 2),
We give a theorem of Cameron-Martin type for fBRP W H . (For BRP, see [16] for example.) Let 1/4 < H < 1/2 and 1/H < p < [1/H] + 1. Then, fBRP W H exists on GΩ p (R d ) and its law is a probability measure on 
Here, k, X 1 is the measurable linear functional associated with k ∈ H H = (H H ) * for the fBm t → X 1 0,t (i.e., the element of the first Wiener chaos of the fBm X 1 associated with k).
Hence, the problem reduces to the usual Cameron-Martin theorem for fBm w H .
In the end of this subsection we give a Schilder-type large deviation principle for the law of εW H as ε ց 0. This was shown by Millet and Sanz-Sole [29] (and by Friz-Victoir [13, 12] ). Proposition 3.6 Let P H ε be the law of εW H as above (1/4 < H < 1/2). Then, as ε ց 0, {P H ε } ε>0 satisfies a large deviation principle with a good rate function I, which is given by
.
Hilbert-Schmidt property of Hessian
In this section we consider the Itô map restricted on the Cameron-Martin space H H of the fBm with Hurst parameter H ∈ (1/4, 1/2) and prove that its Hessian is symmetric Hilbert-Schmidt bilinear form.
Throughout this section we set β 0 (y) = β(0, y) for simplicity. Consider the following RDE;
Here, K is a geometric rough path lying above k and λ t = t. (Since k is of finite q-variation for some q < 2, as we will see below, this is well-defined. Regularity of k ∈ H H in p-variational setting is studied by Friz-Victoir [13] . Fortunately, h is of finite q-variation for some q < 2 and, hence, the Young integral is possible.)
The aim of this section is to prove the following therem. Let F and p ′ be as in Assumption (H1).
Note that
ODEs for ∇Ψ(γ) k and ∇ 2 Ψ(γ) f, k will be given in (4.3)-(4.5) below. Now we set conditions on parameters. First we have the Hurst parameter H ∈ (1/4, 1/2). Then, we can choose p and q = δ −1 such that
For example, 1/p = H − 2ε and 1/q = H + 1/2 − ε for sufficiently small ε > 0 satisfy (4.2). Indeed, 1 p
For this p and q = δ −1 , the fBm with the Hurst parameter H can be lifted to GΩ p (R d ) and its Cameron-Martin space H H satisfies Proposition 3.4 above. In particular, the Young integral of k ∈ H H with respect to itself is possible since q < 2. The shift and the pairing of X ∈ GΩ p (R d ) by k ∈ H H can be defined since 1/p + 1/q > 1. In what follows we always assume (4.2).
The Banach space W δ,p is defined by (3.1). In Adams [1] , its original definition is given by a kind of real interpolation (precisely, the trace space of J. L. Lions. see paragraph 7. 
Here, {e 1 , . . . , e d } is the canonical orthonormal basis of R d .
Proof. It is sufficient to prove the case d = 1. Note that
Similarly,
Thus, the problem is reduced to the complex interpolation of two Hilbert spaces of sequences. A simple calculation shows that [l
2 . This implies
, which ends the proof.
We compute p-variation norm of cosine functions. The following lemma is taken from Nate Eldredge's unpublished manuscripts [11] . Before stating it, we introduce some definitions. Let x be a one-dimensional continuous path with x 0 = 0. We say that s ∈ [0, 1] is a forward maximum (or forward minimum) if x s = max x| [s,1] (or x s = min x| [s,1] , respectively). Suppose x is piecewise monotone with local extrema {0 = s 0 < s 1 < s 2 < · · · < s n = 1}. (For simplicity, we assume s 0 , s 2 , . . . are local minima and s 1 , s 3 , . . . are local maxima. The reverse case is easily dealt with by just replacing x with −x.) If s 2 , s 4 , . . . are not only local minima but also forward minima, and s 1 , s 3 , . . . are not only local maxima but also forward maxima, then we say x is jog-free. (Note that x 0 is not required to be a forward extremum.) Proposition 4.3 Let p ≥ 1. (i) If a one-dimensional continuous path x with x 0 = 0 is jog-free with extrema {0 = s 0 < s 1 < s 2 < · · · < s n = 1}, then
(ii) In particular, p-variation norm of c n (t) = cos(nπt) − 1 is given by c n p−var = 2n 1/p .
Proof. (ii) is immediate from (i). We show (i). For a contiunous path y and a partition
Let x be jog-free with extrema Q = {0 = s 0 < s 1 < s 2 < · · · < s n = 1} as in the statement of (i) and let P = {0 = t 0 < t 1 < t 2 < · · · < t n = 1} be a partition which does not include all the s j 's. We will show below that there exists an s j such that
Let s j be the first exteremum not contained in P. (For simplicity we assume it is local and forward maximum.) Let t i be the last element of P less than s j . Then,
which yields that
For any ε > 0, there exists P such that V p,P (x) ≥ x p−var − ε. First by adding all the s j 's, then by removing all the intermediate points (i.e., t i 's which are not one of s j 's), we get V p,Q (x) ≥ x p−var − ε. Letting ε ց 0, we complete the proof of (i). Now we calculate the Hessian of Ψ, which is defined in (4.1). For q < 2, ODE like (4.1) is well-defined in q-variation sense, thanks to the Young integral. The continuity of Ψ is well-known. Smoothness of the Itô map in q(< 2)-variation setting is studied in Li-Lyons [25] . The explicit form of the derivatives are obtained in a similar way to the case of (stochastic) Taylor expansion.
Let q ∈ [1, 2) for a while and fix γ ∈ C q−var 0
. Then φ 0 = Ψ(γ) is also of finite q-variation, which takes values in R n . Set
Then, Ω is an End(R n )-valued path of finite q-variation. Next, consider the following End(R n )-valued ODE in q-variation sense;
Its inverse satisfies a similar ODE;
Although the coefficients of these ODEs are not bounded, thanks to their special forms, a unique solution exists and the Itô map in the q-variational setting is locally Lipschitz continuous. More precisely, if γ is controlled by a control function ω, then M and M are controlled by a constant multiple ofω, whereω(s, t) = ω(s, t) + (t − s).
Set χ(k) = (∇Ψ)(γ) k for simplicity, which a continuous path of finite q-variation, again. Then, it satisfies an R n -valued ODE;
From this, we can obtain an explicit expression as follows;
In a similar way, ψ t = ∇ 2 Ψ(γ) k, k t satisfies the following ODE;
From this and by polarization, we see that
It is obvious that
is a symmetric bounded bilinear functional. 
Proof. Since t → M t and t → M (R n ), thanks to the Young integral. By using the Young integral again, we see that (h, k) → V 2 (h, k) extends to a bounded bilinear map from C p−var 0 
The rest of this section is devoted to proving this lemma. An integration by parts yields that
where
Lemma 4.6 Let R 2 be as above and α ∈ C p−var 0 (R n ) * . Then, as a bilinear form on H H , α•R 2 is of trace class. Moreover, if α l is weak* convergent to α as l → ∞ in C
Proof. We use the Young integral. Since
Thus, (f, k) → R 2 h, k is a bounded bilinear map from C p−var 0
In particular, α • R 2 is a bounded bilinear form on C . We will show that, for an ONB 
for some constant c > 0. From this and (4.7), 
By the dominated convergence theorem,
(The norm denotes the Hilbert-Schmidt norm.) This implies that
real denotes the inclusion.
Lemma 4.7 Let R 1 be as above and α ∈ C p−var 0 (R n ) * . Then, as a bilinear form on
Proof. The proof is similar to the one for Lemma 4.6. It is sufficient to show that
In this proof, c > 0 is a constant which may change from line to line.
It is easy to see that, if
′ . First, we consider the case m = m ′ .
By the Young integral and Proposition 4.3, we see that
Next we consider the case m = m ′ .
By using the estimate for the Young integral again, we see that
It is easy to see that 2/q > 1 and 2(1 − 1/p) > 1 hold. From (4.2), 2(1/q − 1/p) > 1 and 4(1/q − 1/2) > 1. (The condition 1/q > 3/4 is used here.) Therefore,
(4.10)
In the same way as above,
From (4.9), (4.10), and (4.11), we have (4.8), which competes the proof.
A probabilistic representation of Hessian
Throughout this section we assume (4. 
where (b t ) 0≤t≤1 is the canonical realization of the Brownian motion. For cylinder function
. . , h m , b ), where f : R m → R is a bounded smooth function with bounded derivatives, we set
and
be as above and set
Here, K H is the Volterra kernel (see [10, 7, 8, 30] 
It is known that k := Uh ∈ H H and the map h → k = Uh is unitary from L 2 to H H . For simplicity we also write w H = Ub. By closability of the derivative D,
Let C n (µ) and C n (µ H ) (n = 0, 1, 2, . . .) be the nth Wiener chaos of b and w H , respectively. It is well-known that C n (µ) are mutually orthogonal and L 2 (µ) = ⊕ ∞ n=0 C n (µ). Similar facts hold for C n (µ H ), too. The map U induces a unitary isometry C n (µ) ∼ = C n (µ H ) for all n. The second Wiener chaos C 2 (µ) is unitarily isometric with the space of symmetric Hilbert-Schmidt operators (or symmetric Hilbert-Schmidt bilinear forms)
Lemma 5.1 Let V 1 be as in (4.6) and consider
Here, k = Uh,k = Uĥ ∈ H H . Moreover, as m → ∞, the right hand sides of the above equations converge to
almost surely and in L 2 (µ). (Note that the above quantities are well-defined since w H is of finite p-variation and k,k is of finite q-variation with 1/p + 1/q > 1. Since, k,k are of finite (q − ε)-variation for sufficinetly small ε > 0, k(m),k(m) converge to k,k in q-variation norm, respectively.)
From this, we see that
(It is possible to replace q with q − ε for sufficiently small ε > 0 so that k ∈ C (q−ε)−var 0 still holds.) In a similar way,
Since w H (m) − w H p−var → 0 as m → ∞ almost surely and in L r (µ) for any r > 0 (see [29] 
which is non-random and clearly converges to V 1 (k,k) t as m → ∞. 
Here, Θ i t is an element in C 2 (µ) which corresponds to the symmetric Hilbert-Schmidt bilinear form
Proof. First note that V 1 (x, x) has a rough path representation. Recall the (stochastic) Taylor expansion of Itô map (4.1) around γ. Then, V 1 (x, x) is calculated in computation of the second Taylor term. There is a continuous map
Here, the superscript means the first level path and X ∈ GΩ p (R d ) is the lift of x. Moreover, since the integral that defines V 1 or V ′ in (4.6) is of second order, V ′ has the following property; there exists a constant c > 0 such that, for all X, Y ∈ GΩ p (R d ),
Here, ξ(X) =
. Then, we easily see from these and Hölder's inequality that
This implies the
shows that Λ is of finite p-variation.
By Lemma 5.1 and the closability of the derivative operator D in L 2 (µ),
where the superscript i denotes the ith component of R n . These equality imply that
be as in Proposition 5.2. Then, ∇F (φ 0 ) Θ ∈ C 2 (µ H ) which corresponds to the symmetric Hilbert-Schmidt bilinear form
Proof. Denote by g K the element of C 2 (µ H ) which corresponds to a symmetric HilbertSchmidt bilinear form (or equivalently, operator) K and set
Obviously, M is a linear subspace. Moreover, from Lemma 4.5, M is closed under weak*-limit. By Lemma 5.2, the evaluation map ev 
Let A 1 be a self-adjoint Hilbert-Schimidt operator on H H which corresponds to
Then, A − A 1 is a self-adjoint Hilbert-Schimidt operator on H H which corresponds to
Obviously, this bilinear form extends to a one on C p−var 0 (R d ) and, hence, is of trace class by Goodman's theorem. See (4.6) for the definition of V 1 , V 2 . Combining these all, we see that
extends to a continuous map on GΩ p (R d ) and we denote it by AX, X for X ∈ GΩ p (R d ).
6 A proof of Laplace approximation 6.1 Large deviation for the law of Y ε as ε ց 0
In this section we prove the main theorem (Theorem 2.1). Let Y ε be a solution of RDE (3.4). The law of (Y ε ) 1 = Y ε,1 is the probability measure on C p−var 0 (R n ) for any p > 1/H. Then, by Theorem 3.1 and Proposition 3.6 we can use the contraction principle to see that the law of {Y ε,1 } ε>0 satisfies large deviation as ε ց 0. The good rate function is given as follows;
Here,Φ ε is the Itô map correspondng to RDE (3.4) and λ t = t. For a bounded continuous function
Now, let us consider Laplace's method, i.e., the precise asymptotic behaviour of the following integral
as ε ց 0 under assumptions (H1)-(H4).
This decays very fast and does not contribute to the asmptotic expansion.
Computation of α 0
In this subsection we compute the first term α 0 in the asymptotic expansion when G ≡ 1 (constant) and show α 0 > 0. To do so, we need the (stochastic) Taylor expansion (Theorem 3.2) up to order m = 2. Once this is done, expansion up to higher order terms can be obtained rather easily.
where ξ is given in (3.7). Then, taking O = γ + U ρ , we see from the theorem of Cameron-Martin type (Proposition 3.5) that
As we will see, γ, · extends to a continuous linear functional on C p−var 0 (R d ) and in particular everywhere defined.
For sufficiently small ρ (i.e., ρ ≤ ρ 0 for some ρ 0 ), φ (ε) is in the neighborhood of φ 0 as in Assumption (H3). So, from Taylor expansion for F ,
Here, the remainder term Q 3 ε satisfies the following estimates; there exists a positive constant C = C(ρ 0 ) such that
Note that C is independent of the choice of ρ (ρ ≤ ρ 0 ). Now we compute the shoulder of exp on the right hand side of (6.1). Terms of order −2 are computed as follows;
H H /2 takes its minimum at k = γ, we see that
where χ(k) is given by (4.3) or (4.4). By (4.4) and the Young integral, k → ∇F (φ 0 ) χ(k) extends to a continuous linear map from C p−var 0 (R d ) and so does γ, · H H . Hence, the measurable linear functional (i.e., the first Wiener chaos) associated with γ is this continuous extension. An ODE for φ 1 = φ 1 (k) is as follows;
Note that both φ 1 and χ extends to a continuous map from GΩ p (R d ). The difference θ 1 t := φ 1 t (X) − χ t (X) is independent of X (i.e., non-random), of finite variation, and satisfies
Hence, terms of order −1 are computed as follows;
Now we compute terms of order 0. The second term φ 2 in the expansion in Theorem 3.2 satisfies the following ODE (see [17] for example);
Let χ and ψ be as in (4.3) and (4.5), respectively. By the same argument for (stochastic) Taylor expansion (Theorem 3.2), those extend to continuous maps from GΩ p (R d ) and we write χ(X) and ψ(X) = ψ(X, X). If we set θ 2 (X) := φ 2 (X) − ψ(X), then θ 2 satisfies the following ODE;
Therefore, θ 2 is of first order, that is, for some constant C > 0, θ 2 (X) p−var ≤ C(1+ξ(X)) holds for any X ∈ GΩ p (R d ). In particular, by the Fernique-type theorem (Proposition 3.3), (a constant multiple of) θ 2 is exponentially integrable. Hence, terms of order 0 on the shoulder of exp on the right hand side of (6.1) is as follows;
Note that the last three terms on the right hand side are dominated by C(1 + ξ(X)) and that the first term is ψ(X, X) = AX, X as in Lemma 5.4. By Proposition 3.3 and Lemma 5.4,
We easily see that, if ε ≤ ρ,
Note that if ρ > 0 is chosen sufficiently small, then the right hand side is integrable and independent of ε. (We determine ρ, here.) So, we may use the dominated convergence theorem to obtain that
By Lemma 5.4, the right hand side exists. Thus, we have computed (the asymptoitcs of) (6.1) up to α 0 .
Asymptotic expansion up to any order
In this subsection we obtain the Laplace asymptotic expansion up to any order. Since this is a routine once α 0 is obtained, we only give a sketch of proof. By combining the (stochastic) Taylor expansions for F, G, and φ (ε) , we get
Here, the remainder terms Q n+1 ε ,Q n+1 ε satisfy a simlar estimates to (6.2) . From this we see that
can easily be expanded. Note that
. Thus we have shown the main theorem (Theorem 2.1).
Let H ∈ (1/4, 1/3) ∪ (1/3, 1/2). For simplicity, we consider the following RDE;
Here, σ is as in Theorem 2.1, but we assume that a C ∞ b -functionβ : R n → R n and the drift term is of this special form in this case. Set β(ε, y) = ε 1/Hβ (y). We also consider the following RDE, which is independent of ε;
Basically, when we introduce randomness, we always set X = W H in (7.1) and (7.2 
let 0 = κ 0 < κ 1 < κ 2 < · · · be all elements of M in increasing order. More concretely, leading terms are as follows;
As in the previous sections we write Y ε =Φ ε (εX),Ỹ ε =Φ ε (εX + γ), and φ ε = (Ỹ ε )
1 for the solution of (7.1). By slightly modifying Theorem 3.2, we can prove the (stochastic) taylor expansion (around γ) for
In this case, φ 0 satisfies the following ODE (in q-variation sense);
does not operate on the right hand side of the following (formal) ODE
the proof of expansion in [17] , which is similar to Azencott's argument in [4] , does not use ε-derivative and can be easily modified to our case.
Roughly and formally speaking, the proof goes as follows. 1, 2, . . .) . Then, we obtain a very simple ODE of first order for φ κm recursively. This, in turn, can be used to rigorously define φ κm . In the end, we prove growth of the remainder term is of expected order. (This part is non-trivial and requires much computation.) Note that this method can be used both in integer order and in fractional order cases.
In the same way as in the previous sections, we have the following modification of the main theorem (Theorem 2.1). for any m ≥ 0.
Remark 7.3
It is important to note that, in (7.3), indices up to degree two (i.e., κ 0 , κ 1 , κ 2 ) are the same as in the previous sections. The most difficult part of the proof of Theorem 2.1 is obtaining α 0 (or checking that α 0 ∈ (0, ∞) when G ≡ 1), in which the (stochastic) Taylor expansion of φ (ε) up to φ 2 is used (see Subsection 6.2). Therefore, the proof in Subsection 6.2 holds true without modification in this case, too. Higher order terms are different in the fractional order case. But, the argument in Subsection 6.3 is simple anyway and can easily be modified. Thus, we can prove Theorem 7.2 without much difficulty.
As a corollary, we have the following short time expansion. In the following, ev 1 denotes the evaluation map at time 1, i.e., ev 1 (x) = x 1 for an R n -valued path x. On the right hand side, integration is over {s < u 1 < u 2 < t, s < τ < u 2 < t}. But, modulo Lebesgue measure-zero-set, this set is equal to {s < τ < u 1 < u 2 < t} ∪ {s < u 1 < τ < u 2 < t} (disjoint union). Therefore, In a similar way as above, integrals on the right hand side extend to the Young sense.
For general x and k, one should just take limits. The proof for remaining components, namely, (1, 2, 2), (2, 1, 2), (2, 2, 1), are easier and omitted. Note that all the (i, j, l)-components except (1, 1, 1) is of finite 1-variation.
The scale invariance of fractional Brownian rough paths
In this subsection we prove the scale invariance of fBRP. Since construction of fBRP is related to the dyadic partition of [0, 1], this is not so obvious from the scale invariance of fBm.
Let (w The rest of this subsection is devoted to proving of Proposition 8.1. Let us generalize the (semi)norm D j,p . Fix an integer K ≥ 2. For each sequence of integers (η 1 , η 2 , η 3 , . . .) such that 2 ≤ η i ≤ K for all i, we set M n = η 1 η 2 · · · η n . We consider the following partitions of [0, 1];
Q n = {0 = t n 0 < t n 1 < · · · < t Clearly, Q n ⊂ Q n+1 for all n and the mesh tends to zero as n → ∞. When K = 2 and η i = 2 for all i, these are the dyadic partitions. Finally, we consider the third level paths. In this case, 3 ≤ 1/H < p < 4. When n ≥ m, we can use (8.4) for j = 3 to obtain
where the sum inside runs over all ξ, ξ ′ such that ξ < ξ ′ and I
