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Abstract
Background: Bacteriophage (viruses that infect bacteria) are of key importance in ecological processes at scales from
bioﬁlms to biogeochemical cycles. Close interaction can lead to antagonistic coevolution of phage and their hosts.
Selection pressures imposed by phage are often frequency-dependent, such that rare phenotypes are favoured; this
occurs when infection depends on some form of genetic matching. Also, resistance to phage often aﬀects host ﬁtness
by pleiotropy (whereby mutations conferring resistance aﬀect the function of other traits) and/or direct costs of
resistance mechanisms.
Results: Here a simple model of bacteria and bacteriophage coevolving in a resource-limited chemostat is used to
study the eﬀect of coevolving phage on the evolution of bacterial hosts. Density-dependent mortality from phage
predation limits the density of any single bacterial strain, preventing competitive exclusion by faster-growing strains.
Thus multiple strains can coexist by partitioning resources and stable high diversity is created by negative
frequency-dependent selection from phage. Standing bacterial diversity promotes adaptation in dynamic
environments, since it increases the likelihood of a pre-existing genotype being suited to altered conditions. In
addition, frequency-dependent selection for resistance creates transient local trade-oﬀs between growth rate and
resistance that allow bacterial strains to adapt across ﬁtness valleys. Thus bacterial populations that (in the absence of
phage) would have been trapped at sub-optimal local peaks in the adaptive landscape are able (in the presence of
phage) to reach alternate higher peaks than could have been reached by mutation alone.
Conclusions: This study shows that reasonable assumptions for coevolution of bacteria and phage create conditions
in which phage increase the evolutionary potential of their hosts. Thus phage, in contrast to their deleterious eﬀects
on individual host cells, can confer an evolutionary beneﬁt to bacterial populations. These ﬁndings have implications
for the role of phage in ecosystem processes, where they have mainly been considered as a mortality factor; these
results suggest that on long timescales phage may actually increase bacterial productivity by aiding the evolution of
faster-growing strains. Furthermore, these results suggest that the therapeutic use of phage to treat bacterial
infections (phage therapy) could have unintended negative side-eﬀects.
Background
Bacteriophage (viruses that infect bacteria) are the most
abundant replicating entities on Earth, involved in pro-
cesses at scales from global biogeochemical cycles [1,2] to
the human gut [3] to the control of bacterial infection in
medical [4-6] and industrial [7] applications. Rapid evo-
lution of phage and their hosts imply that evolutionary
dynamics are likely to be a factor in many natural and
applied scenarios; thus understanding how phage aﬀect
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the evolution of host bacteria is of key importance. Close
interaction between phage and their hosts often leads
to signiﬁcant antagonistic coevolution [8-10]. While it is
hard to generalise, there is good empirical [11-15] and
theoretical [16,17] evidence that in many cases coevo-
lution between bacteria and bacteriophage leads to host
diversiﬁcation. This raises the question of how such diver-
siﬁcation aﬀects the overall evolutionary trajectory of host
bacteria that are also evolving under other selection pres-
sures, e.g., from environmental conditions and resource
competition. When coevolving traits do not aﬀect other
functions, coevolution and evolution of functional traits
may be orthogonal and proceed independently. However,
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coevolving traits often appear to have a signiﬁcant impact
on host growth and/or reproductive rate [11,12,14,18], so
that coevolutionary and evolutionary processes interact.
Evolution is often visualised as movement of a popu-
lation on an ‘adaptive landscape’ [19] which associates a
ﬁtness value with each genotype in some genetic space. A
commonly discussed phenomenon is that populations can
become converged on local peaks in the adaptive land-
scape and thus prevented from reaching higher peaks by
intervening ‘ﬁtness valleys’. Here it is proposed that the
diversifying eﬀect of specialist phage oﬀers a mechanism
by which host populations can adapt across ﬁtness val-
leys to reach globally higher levels of ﬁtness. This can be
visualised by the thought experiment shown in Figure 1,
which shows how phage-driven diversiﬁcation might alter
host adaptive dynamics. Diversiﬁcation in response to
phage action allows the host community to sample a larger
region of the adaptive landscape than mutation alone,
increasing the likelihood of discovering higher ﬁtness
peaks. The pre-conditions for this mechanism to oper-
ate are (i) diversifying selection from phage, and (ii) some
form of genetic linkage between resistance and ﬁtness.
Diversiﬁcation of bacteria in response to phage preda-
tion has been hypothesised as a possible explanation for
naturally observed high prokaryote diversity [13,15,20-24]
and inferred from laboratory studies and genomic data
[11,13,14]. Theoretical models of planktonic food-web
ecology predict that selective viral predation can main-
tain host diversity by preventing dominance of host types
that would otherwise monopolise available resources (the
‘kill-the-winner’ model [20,21]). The creation andmainte-
nance of host diversity can be facilitated by high speciﬁcity
of phage infection, whereby each phage strain is spe-
cialised on a limited range of hosts. This creates negative
frequency-dependent selection that favours rare host
genotypes. Theoretical models showing diversifying selec-
tion include matching-alleles models of infection genetics
[16] and lock-and-key models of coevolutionary adap-
tive dynamics [17]. Empirical evidence for phage-induced
diversiﬁcation of bacteria comes from recent studies
demonstrating ﬂuctuating selection dynamics [25], in
which there is continual reciprocal adaptation of both
partners without directional change in overall infectivity
or resistance [24,26]. Other laboratory coevolution stud-
ies have shown that phage can increase allopatric diver-
sity in spatially structured host populations due to local
adaptation [22,27,28].
Meanwhile, empirical data shows that resistance is
often linked to host growth and/or reproductive rate
[11,12,14,18,29], so that diﬀerent resistance phenotypes
have diﬀering ﬁtness in the absence of phage. There are
two ways in which host traits involved in resistance might
aﬀect growth rate: (i) pleiotropy at related genetic loci, and
(ii) costs associated with resistance mechanisms. If coe-
volving traits are subject to pleiotropy, then diversiﬁcation
of resistance traits will also create diversity in linked traits.
Alternatively, if diﬀerent resistance phenotypes have dif-
ferent growth costs, diversiﬁcation will lead to selectable
variation in replication rate. Either way, growth rate and
resistance make distinct (though linked) contributions to
overall ﬁtness, and the diversifying eﬀect of specialised
phage might aﬀect evolution of growth-related traits.
The scientiﬁc question addressed by this paper is how
phage-host coevolution aﬀects host evolutionary dynam-
ics when specialist phage impose frequency-dependent
selection. The coevolutionary study is based on an eco-
logical model of bacteria and phage in a resource-limited
chemostat, linked to an evolutionary model (inspired by
BA
Figure 1 How frequency-dependent selection from specialist phage might aﬀect host adaptation when resistance and growth rate are
pleiotropically linked. Dots show the location of host strains on an underlying adaptive landscape shown by the contour lines. A: In the absence
of phage, resource competition leads to a host population tightly converged on a suboptimal local peak in the adaptive landscape. Although a
higher peak exists, hosts are unable to reach it due to an intervening ﬁtness valley. B: Density-dependent phage predation creates
frequency-dependent selection that causes hosts to diversify, so that the host community explores the adaptive landscape. Some strains cross the
ﬁtness valley and can now adapt to the higher peak.
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the natural example of bacterial uptake receptors that are
attachment sites for bacteriophage) in which host growth
rate and resistance traits are pleiotropically linked [17,30].
This model is described in the next section. Results are
then given showing that frequency-dependent selection
from phage creates stable high diversity in hosts, whereby
resources are partitioned between multiple subpopula-
tions maintained by the balance between resource compe-
tition and predation. The standing diversity thus created
allows the host community to respond quickly to environ-
mental changes, improving adaptive capacity in dynamic
environments. Furthermore, local trade-oﬀs between
resistance and growth allow host strains to adapt across
ﬁtness valleys to reach higher ﬁtness peaks, thus improv-
ing adaptation on rugged adaptive landscapes. Finally,
some implications of these ﬁndings are discussed in the
broader context of ecological and evolutionary theory.
Methods
The model used represents bacteria and bacteriophage
coevolving in a resource-limited chemostat, where infec-
tion rate is based on genetic similarity. Host resistance and
growth rate are pleiotropically linked, inspired by (e.g.)
bacterial uptake receptors that are also phage attachment
sites. Random mutations introduce new strains into the
ecological dynamics. This model is studied for several
diﬀerent underlying relationships between growth rate
and resistance phenotypes. Dynamics of the model are
numerically resolved. In contrast to analytical approaches
to adaptive dynamics [17,31-33], and in accordance with
observed rapid evolution of bacteria and phage [34],
ecological and evolutionary timescales are not explicitly
separated. Additional details on methods are given in
Appendix A. All symbol deﬁnitions and parameter values
are given in Table 1.
Multi-strain chemostat model
The model represents the growth and interaction of a
diverse community of bacteria and bacteriophage grow-
ing in a well-mixed single-resource chemostat. The model
scheme is a variant of a reasonably well-studied type orig-
inally formulated for single-strain studies (e.g. [12,35]).
Here a multi-strain formulation is used in which muta-
tions can introduce new variants of bacteria and phage,
while uncompetitive strains are eventually removed by
chemostat dilution (cf. [17,30]). This creates a simple
model in which bacteria and phage phenotypes can evolve
by natural selection.
Ecological state dynamics for resource concentration R
and the density of each host Ni and phage Vj population
in the chemostat are governed by the following equations:
dR
dt = −ω(R − R0) −
∑
i
εγ
RNiδi
R + K (1)
dNi
dt = −ωNi + γ
RNiδi
R + K −
∑
j
θijNiVj (2)
dVj
dt = −ωVj +
∑
i
βθijNiVj (3)
Resource concentration is determined by supply concen-
tration R0, chemostat ﬂow rate ω, and by the total uptake
of resource by all bacterial populations (determined by
their growth rate scaled by a resource conversion con-
stant ε). The density Ni of the ith bacterial population is
controlled by washout, growth, and mortality from phage
(lysis). A Monod-form uptake-limited growth model is
used whereby population growth is determined as a func-
tion of resource concentration, maximum uptake rate γ ,
half-saturation constant K, and a genetically encoded scal-
ing factor δi. The density Vj of the jth phage population
is determined by washout and production. Phage pro-
duction is determined as the sum of production on all
available hosts, assuming ﬁxed burst size β and adsorption
rate θij for phage j on host i (burst size is the number of
new phage particles produced at each lysis event, adsorp-
tion is phage attachment to an uninfected cell). Only
single infections are permitted and lysis is instantaneous,
i.e., there is no latent period.
Evolutionary process
The evolutionary model incorporates a stochastic muta-
tion process into the deterministic ecological dynamics
described above. Each distinct bacterial genotype hi and
phage genotype vj in the current community is instan-
tiated as a population. Bacteria and phage both evolve
within a one-dimensional genetic space, i.e., each distinct
genotype can be represented by a point on a line and
adaptation occurs by movement along the line. Normally
distributed mutations are applied to every new cell and
phage particle (see Appendix A). Since diversity is binned
and standard deviations are small, most mutations have
zero eﬀect and oﬀspring inherit the parental genotype.
Following mutation, a new population that instantiates
the novel genotype is added to the system. If the density
of any population falls below 1 cell ml−1 or 1 virionml−1
(possible due to the continuous nature of the mathemati-
cal abstraction), that population is assumed to be lost and
is removed from the system. Thus the ecological dynam-
ics of the chemostat determine which genotypes invade
or go extinct, based on phenotypic traits, without explicit
separation of evolutionary and ecological timescales.
Bacterial resistance and growth rate traits, and phage
infection traits, are allowed to evolve during each sim-
ulation. All other traits are universally ﬁxed, although
some are experimentally manipulated between simula-
tions. Bacterial genotypes h are mapped to phenotypic
traits for resistance hˆ and growth rate δ. Phage genotypes
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Table 1 Model parameters and variable deﬁnitions
Symbol Description Value Unit
R Resource concentration Variable μgml−1
Ni Density of host strain i Variable cells ml−1
Vi Density of virus strain i Variable virionsml−1
Ninit Initial host density 4.6 × 104 cells ml−1
Vinit Initial virus density 8.1 × 105 virionsml−1
ω Chemostat dilution rate 0.0033 min−1
R0 Resource supply concentration 2.2 μgml−1
ε Resource conversion rate 2.6 × 10−6 μg cell−1
γ Maximum resource uptake rate 0.0123 μgmin−1
K Half-saturation constant 4 μgml−1
δi Growth scaling for host hi Range [ δmin , δmax ] scalar
δmin Min. growth scaling factor 0.8 scalar
δmax Max. growth scaling factor 1.2 scalar
φ Maximum adsorption rate 0.104 × 10−8 ml(min cell)−1
θij Ads. scaling for vj on hi Range [ 0,φ] scalar
β Burst size 71 virions
hi Genotype of bacteria i Range [ 0, 1] scalar
vj Genotype of phage j Range [ 0, 1] scalar
hˆi Resistance phenotype of bacteria i Range [ 0, 1] scalar
vˆj Infection phenotype of phage j Range [ 0, 1] scalar
hinit Initial bacteria genotype 0.2 scalar
vinit Initial phage genotype 0.2 scalar
s Speciﬁcity of phage 100 scalar
MB Host mutation rate 10−6 cell−1
MV Virus mutation rate 10−6 virion−1
σB Std. dev. of host mut. range 0.01 scalar
σV Std. dev. of virus mut. range 0.01 scalar
μB Bacterial mutation size Random variable scalar
μV Phage mutation size Random variable scalar

t Integration timestep 10 min
T Simulation duration 20 × 106 min
ρ Resolution of genotype diversity 0.01 scalar
L Chemostat volume 1 ml
Variables can change during a simulation, derived values are deterministically calculated from other variables/parameters. Numerical values are parameters ﬁxed for
the duration of a simulation.
vmap to an infection trait vˆ. See Appendix A for details of
the genotype-phenotype mapping.
Growth rate is derived from genotype using several dif-
ferent mappings to test model behaviour in diﬀerent sce-
narios. All mappings create a growth rate landscape that
determines the growth rate scaling factor δ as a function of
genotype h. Manipulations include varying the number of
peaks in the growth rate landscape and varying the relative
height of diﬀerent peaks. Localised ruggedness is intro-
duced (when used) by adding a random noise signal and
smoothing the result to diﬀering degrees. Details of how
landscapes are derived are described fully in Appendix A
and also where appropriate in the presentation of results.
Infection model
The infection model assumes that the likelihood of infec-
tion of a bacterial host with genotype hi by a phage with
genotype vj following contact depends on their genetic
similarity; infection rate is maximised when hi = vj and
decreases as genetic distance |hi − vj| increases. This
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model can be viewed as instantiating phenotypic coevo-
lution corresponding to a ‘relaxed lock-and-key’ scheme
in which infection can occur with some degree of genetic
dissimilarity [17].
The rate of infection is calculated as a Gaussian func-
tion of the distance between the resistance hˆ and infection
vˆ traits. Thus the adsorption coeﬃcient θij, which sets
the adsorption rate for phage vj on bacterial host hi, is
calculated as:
θij = φe−s(hˆi−vˆj)2 (4)
where φ is the maximum possible adsorption rate and s is
a sensitivity parameter that controls the host speciﬁcity of
phage. Tuning the value of s alters the rate of decline in
adsorption rate as dissimilarity increases. Every success-
ful adsorption event is assumed to result in infection and
instantaneous cell lysis, releasing a burst of β new phage
particles.
Results
The primary results presented here are from numerical
simulations of the model described above, supported by
steady-state analysis (given in Appendix B) where appro-
priate. This section ﬁrst addresses the diversifying eﬀect of
phage on the bacterial population, which underpins sub-
sequent examination of the evolvability beneﬁts conferred
on bacteria by coevolving phage, and their sensitivity
to model parameters. Full sensitivity analysis of model
parameters is given in Appendix C.
Bacterial diversity from density-dependent phage
predation
To illustrate the negative frequency-dependent selection
pressure imposed on bacteria by density-dependent phage
predation, simulations were performed in which bacte-
ria evolved on a smooth single-peak adaptive landscape.
Figure 2 shows timeseries of resource concentration, total
bacteria and phage density, and the density distribution of
bacteria and phage in genotype space, together with ﬁelds
showing bacteria/phage ﬁtness landscapes over time, for
an exemplar case study simulation. The simulation was
initialised with a single bacterial host and perfect-match
infectious phage (with genotype hinit = vinit = 0.2)
and run for a duration of T = 20 × 106min. Simulation
parameters are given in Table 1.
The striking overall feature of this scenario is that
there is rapid diversiﬁcation of bacteria and correlated
diversiﬁcation of phage, corresponding to a pattern of
frequency-dependent coevolution (Figure 2C). Consistent
with ‘kill-the-winner’ ecological dynamics [20,21], spe-
cialised phage limit host density, preventing competitive
exclusion and maintaining diversity, with resources parti-
tioned between multiple strains. Phage predation selects
for bacterial mutants with reduced susceptibility to infec-
tion by current dominant phage types. This creates diver-
sifying selection on bacteria that leads to branching of the
population into distinct clusters (hereafter strains) sep-
arated in genetic space by intervening regions in which
mutants are susceptible to multiple phage strains and
thus maladaptive. Host diversiﬁcation selects for phage
mutants that maintain infectivity by increasing genetic
similarity to dominant bacterial strains. Phage therefore
diversify to track their evolving hosts. Overall, bacterial
populations act as attractors for phage in genetic space,
while phage populations act as repellors for bacteria; the
balance between these forces leads to the genetic dispersal
of strains.
Diversiﬁcation is ultimately limited by resource compe-
tition. As hosts diversify, the total host density increases
substantially, with associated draw-down of resource
concentrations (Figures 2A&2B). Without adaptation,
the population density of a single bacterial host strain
infected by perfect-match phage will tend to a lysis-
limited steady state density that is signiﬁcantly below the
potential resource-limited carrying capacity of the sys-
tem (Appendix B). However, resource partitioning allows
multiple bacterial strains to coexist and collectively draw
down resource to limiting levels (Appendix B). The value
of R∗ plotted in Figure 2A shows the resource concen-
tration at which the fastest-growing (highest δ) bacterial
strain would become resource-limited in the absence of
phage (calculated using the method given in Appendix B).
Observed resource concentrations do not reach this the-
oretical minimum level, since the diverse community
includes many strains with slower growth rates (and
hence higher limiting concentrations) andmost strains are
phage-limited. However, total bacterial productivity is still
ultimately limited by resource supply, when the slowest-
growing (lowest δ) strain in the community (which does
not reach suﬃcient density to support associated phage)
reaches a resource-limited steady state. Strain diversity at
steady-state depends on system parameters and is posi-
tively related to resource supply (Appendix B).
Figures 2D and 2G show the ﬁtness landscapes for
bacteria and phage over time, found by calculating the
growth rates of hypothetical genotypes in the current
biotic and resource environment at each timepoint (see
Appendix A). Fitness landscapes for both bacteria and
phage are highly dynamic, changing as a function of
resource levels and the biotic environment. The overall
selection pressure imposed on bacteria (visualised by gra-
dients in the net rate of density change, dNdt , Figure 2D)
is determined by contributions from growth phenotype δ
(selected via resource competition, Figure 2E) and resis-
tance phenotype hˆ (selected via lysis, Figure 2F). The
phage ﬁtness landscape (visualised by gradients in the net
rate of density change, dVdt , Figure 2G) reﬂects the density
Williams BMC Evolutionary Biology 2013, 13:17 Page 6 of 17
http://www.biomedcentral.com/1471-2148/13/17
Figure 2 Coevolution leads to diversiﬁcation of bacteria and phage. Plots show time series (A-C), adaptive landscapes with superimposed
genotype density distributions (D-G), growth rate function (H), and growth-lysis correlations (I). A: Resource concentration R, supply R0, and R∗ for
optimal growth phenotype. B: Total bacteria/phage density. C: Density distribution of bacteria and phage genotypes. D: Rate of change of bacterial
genotype density ( dNdt ). E: Bacterial genotype growth rate (δγ
R
R+K ). F: Bacterial genotype lysis rate (
∑
j
θjVj). G: Rate of change of phage genotype
density ( dVdt ). H: Growth rate for bacterial genotypes. I: Correlation between growth and lysis rates for all bacterial strains forming > 1% of total cell
density, measured in three time intervals. All correlations (r) are signiﬁcant with p < 10−19 in all cases. Parameter settings as Table 1.
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distribution of bacteria, with positive growth only possible
for phage genotypes with abundant hosts.
Within the evolutionary dynamics, three qualitatively
diﬀerent phases can be distinguished. Early in the simu-
lation, bacteria can both increase growth rate and escape
phage by adapting towards the fastest-growing phenotype
(arbitrarily positioned at h = 0.5, Figure 2H). This syn-
ergy drives rapid adaptation of bacteria, tracked by rapid
adaptation of phage. When bacteria reach the optimal
growth phenotype, they can only escape phage by adapt-
ing downhill in terms of growth rate (Figure 2E). This cre-
ates an evolutionary trade-oﬀ that allows diversiﬁcation
and coexistence of multiple strains. During this phase,
repeated host divergence and phage counter-adaptation
are observed, so that diversity of both phage and bacteria
strains increases. Finally, as the system approaches steady
state, there are no signiﬁcant ﬁtness gradients to drive
adaptation of either bacteria or phage (i.e. dNdt → 0 and
dV
dt → 0 for all genotypes) and the genotype distributions
are relatively constant over time (Figures 2D&2G).
The rate of bacterial adaptation (rate of change of geno-
type frequencies) is proportional to the deviation from a
perfect linear correlation between growth and lysis across
the bacterial community; the form of Equation 2 means
that genotype density only changes when there is an
imbalance between growth and lysis rates. This can be
seen in Figure 2I, which shows the correlation between
lysis and growth rates for all bacterial strains forming
> 1% of total density, observed during three time inter-
vals at the beginning, middle, and end of the simulation.
Imbalances can occur when mutation adds new bacte-
ria/phage strains (e.g. if a novel bacterial strain arises with
reduced susceptibility to current phage) but are reduced
over time by ecological dynamics. Correlations increase
over time, until at steady state, variation in growth rates is
tightly correlated with variation in lysis rates, such that no
net variation in ﬁtness (net density change) is observed.
In general, strong positive correlations are universally
observed, showing that faster-growing host phenotypes
experience greater levels of lysis; this highlights an ecolog-
ical trade-oﬀ that allows multiple bacterial strains to coex-
ist. Coexisting strains have varying growth rates, but any
selective beneﬁt from increased growth rate is balanced
by a cost from increased lysis, resulting in kill-the-winner
dynamics [20,21].
Two evolvability beneﬁts to hosts of specialised phage
Having established the diversifying eﬀect of specialist
phage on host bacteria, the impact of diversiﬁcation on
bacterial evolution was explored. Figure 3 shows evo-
lutionary dynamics for paired case study simulations of
bacterial evolution with and without coevolving phage.
Simulations are initialised with hinit = vinit = 0.2 in each
case; the only parameter diﬀerence is the initial density of
phage (set to Vinit = 0 for the no-phage case). Two forms
of adaptive landscape were used to demonstrate two dis-
tinct evolvability beneﬁts to hosts of diversiﬁcation driven
by coevolving phage. In the absence of phage, bacteria are
selected by resource competition to maximise growth rate
and thus increase ﬁtness by local hillclimbing. Thus pop-
ulations tend to become tightly converged on the nearest
peak in the adaptive landscape. This leaves them unable to
cross ﬁtness valleys and on landscapes withmultiple peaks
they can become trapped on suboptimal local maxima.
However, when forced to diversify by coevolving phage, it
was found that: (i) standing diversity facilitates adaptation
in dynamic environments, and (ii) local trade-oﬀs between
resistance and growth allow populations to adapt across
ﬁtness valleys.
Standing diversity facilitates adaptation in dynamic
environments
The ﬁrst scenario that was explored was bacteria evolv-
ing in a dynamic environment, using an adaptive land-
scape in which a second peak that sequentially increases
in height was introduced alongside a static initial peak.
Figure 3A visualises this dynamic landscape by colour-
coding the landscape proﬁle used at diﬀerent timepoints
(see Appendix A). On the dynamic landscape, bacteria
evolving alone and coevolving with phage quickly adapt to
the initial peak. When evolving alone, the bacterial popu-
lation is tightly converged on the initial peak, with a small
amount of diversity provided by mutation-selection bal-
ance. When coevolving with phage, bacteria diversify to
form a set of distinct strains distributed symmetrically
around the peak.
The standing diversity produced and maintained by
specialist phage can facilitate more rapid opportunistic
adaptation to novel environments. As the second peak is
introduced, a ﬁtness valley is formed that separates the
initial static peak from the new dynamic peak. As the rel-
ative height of the new peak is sequentially increased over
time, eventually it reaches a stage where one of slowest-
growing strains of the bacterial community is within
mutation range of the lower slopes of the new peak. This
strain then adapts rapidly towards the new peak, driven by
synergistic selection pressures for increasing growth rate
and reducing phage predation. A new diverse community
then forms around the second peak, ultimately displac-
ing the community around the initial peak due to resource
competition. In contrast, the bacterial population evolv-
ing alone is unable to access the second peak until the
ﬁtness valley is completely removed, remaining trapped at
the initial peak even when it becomes sub-optimal.
It is important to note that this is a beneﬁt of diver-
sity per se and is not unique to diversity created by
phage; alternative mechanisms that preserve diversity
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Figure 3 Two evolvability beneﬁts of coevolving phage. Bacterial evolution on diﬀerent adaptive landscapes with/without coevolving phage.
A: Standing diversity aids adaptation in dynamic environments (colours show landscape change over time). B: Local trade-oﬀs allow adaptation
across ﬁtness valleys on landscapes with multiple peaks. Top: Growth rate function, plotting maximum growth rate (δγ ) as a function of genotype.
Middle: Density contours showing distribution of bacterial and phage genotypes over time, for bacteria evolving alone (yellow), and for bacteria
(blue) coevolving with phage (red). Bottom: Fitness landscape for bacteria coevolving with phage, plotting density contour (black) over ﬁeld for rate
of density change ( dNdt ). Parameter settings as Table 1 except forMV = 10−5 and Vinit = 0 for no-phage treatments.
might achieve a similar beneﬁt. However, one particu-
lar advantage of phage-produced diversity is that it is
maintained at steady-state by kill-the-winner ecological
dynamics, whereas some other diversity-producingmech-
anisms (e.g., environmental change) might oﬀer only tran-
sient diversity increases.
Local trade-oﬀs between resistance and growth allow
populations to adapt across ﬁtness valleys
The next scenario was bacterial evolution on a rugged
adaptive landscape, with multiple local peaks separated
by ﬁtness valleys on a slope of globally increasing growth
rate (Figure 3B). As in the single-peak landscape example
shown in Figure 2, the ﬁtness beneﬁt of escaping phage
can counterbalance the ﬁtness cost of moving downhill in
terms of growth rate, allowing valleys to be traversed. On
the multiple-peak landscape, bacteria diversify to form a
ﬁtness-neutral distribution in which most strains expe-
rience negligible selective gradients and do not adapt
signiﬁcantly once they arise. The only signiﬁcant posi-
tive gradients are observed at the leading (uphill) edges
of the strain distribution and this is where most adapta-
tion (in the sense of a coherent subpopulation shifting its
genetic composition) is observed, with the initial strain
adapting steadily towards higher growth rates while new
strains sequentially branch oﬀ. As the bacteria community
climbs the landscape, slow-growing strains are lost at the
trailing edge due to resource competition. As growth rates
increase, more strains can enter the population (since
higher growth rates enable growth at progressively lower
resource concentrations) and bacterial strain diversity
rises.
The proximate mechanism by which ﬁtness valleys are
crossed in this case study is a trade-oﬀ between local
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resistance and growth rate that allows host strains to
adapt downhill in terms of growth rate. Eﬀectively, the
host population is pursued across the valley by coevolv-
ing phage; at each stage, the transient beneﬁt of escap-
ing phage outweighs the cost of reduced growth rate.
The population always follows positive local gradients in
the net rate of density change. While crossing a valley,
this implies decreasing growth rates, compensated by the
decreased lysis rates that result from reduced suscepti-
bility to dominant phage. This mechanism is a dynamic
(non-steady-state) eﬀect of ecological trade-oﬀs, and is
distinct from the intrinsic beneﬁt of steady-state diversity
that is identiﬁed above.
Controls on host diversiﬁcation and evolvability
The ability to respond to a changed environment depends
on the diversity of bacterial genotypes at steady state,
which is determined by the balance between resource
competition and phage predation; bacteria minimise dis-
persal away from the optimal growth phenotype, within
the constraint of reducing phage infection (Appendix B).
Figure 4 shows the sensitivity of community-wide
bacterial genotype variation with respect to resource sup-
ply (R0), the slope of the adaptive landscape (manipu-
lated using δmin), and the host speciﬁcity (s) of phage.
Variation was measured from coevolutionary simulations
on smooth single-peak landscape (e.g. Figure 2H) using
ensembles of simulation runs to account for stochastic
eﬀects. Simulations were initialised with a single bacte-
rial genotype and matched phage genotype at the optimal
growth phenotype (hinit = vinit = 0.5) and run for T =
5 × 106min. Variation was measured as the total range of
genotypes (hmax − hmin) in the ﬁnal bacterial community
for which the corresponding strain density represented
> 1% of the total community. The range of host geno-
types at steady state is positively related to resource supply
R0; more strains can be supported with greater avail-
able resource. Since the separation between strains is
held roughly constant, addingmore strains implies greater
overall variation. Genotype range is negatively related to
the gradient of the landscape. Thus for a ﬁxed maximum
growth rate δmax it is positively related to the minimum
growth rate δmin, which controls the cost of diversifying
away from the optimal growth phenotype. Host genotype
range is negatively related to the speciﬁcity s of the phage,
i.e. negatively related to the rate of decline in infection rate
with genetic dissimilarity.
To quantify the ability of phage to drive bacteria across
ﬁtness valleys using local trade-oﬀs, ensembles of simula-
tions were performed on rugged-slope landscapes formed
by adding a uniform-random noise signal to a smooth
linear slope (see examples in Figure 5), measuring sensi-
tivity of bacterial adaptation to speciﬁcity of phage (s) and
the ruggedness of the landscape (manipulated by varying
1.7 2.2 2.7
0.15
0.4
0.65
Resource supply (R0)
G
en
ot
yp
e 
ra
ng
e
0.8 0.9 1
0.35
0.45
0.55
Min. growth rate (δ
min)
G
en
ot
yp
e 
ra
ng
e
100 500 1000
0.3
0.4
0.5
0.6
Specificity of phage (s)
G
en
ot
yp
e 
ra
ng
e
Figure 4 Sensitivity of host genotype variation to resource
supply R0, minimum growth rate δmin, and speciﬁcity of phage s.
Genotype range measured as diﬀerence between maximum and
minimum values in ﬁnal bacterial community from coevolutionary
simulations on a single-peak landscape (e.g. Figure 2);mean ± 1s.d.
plotted for 10-run ensembles for each parameter combination.
Parameter settings as Table 1 except for manipulated variables
R0 ∈ {1.7, 2.2, 2.7}, δmin ∈ {0.8, 0.9, 1},s ∈ {100, 200, ..., 1000} and
hinit = vinit = 0.5, T = 5 × 106min,MB = MV = 10−5.
the size span of the moving-average smoothing window
used to create the landscape; see Appendix A). For each
value of span, an ensemble of landscapes was generated.
On each landscape, a simulation was then performed with
bacteria evolving alone, followed by multiple coevolution-
ary simulations varying the speciﬁcity parameter s. All
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Figure 5 Sensitivity of bacterial adaptation on rugged-slope landscapes to presence and speciﬁcity of coevolving phage. Rows from
top-to-bottom show increasing ruggedness (decreasing span). In each row, plots show: Left: Example of adaptive landscape, plotting maximum
growth rate (δγ ) as a function of genotype (blue solid line) and the growth rate of the initial bacterial genotype (black dashed line).Middle:
Frequency distribution of highest maximum growth rates in ﬁnal populations for bacteria evolving alone. Right: Frequency distribution of highest
maximum growth rates in ﬁnal populations for bacteria coevolving with phage, as a function of speciﬁcity of phage (s). See text for details of
method. Ensemble sizes {35, 33, 20, 20} for span = {1, 3, 5, 7} respectively. Parameter settings as Table 1 except for manipulated s,MB = MV = 10−5
and Vinit = 0 for no-phage treatments.
simulations were initialised with the same seed strains
(hinit = vinit = 0.2) and run for T = 20 × 106min. Adap-
tation was measured by recording the maximum growth
rate (highest δ) in the ﬁnal bacterial community at the end
of each simulation.
Figure 5 shows examples of the adaptive landscapes
used and the frequency distribution of ﬁnal maximum
growth rates across each associated ensemble. For all lev-
els of ruggedness (all values of span), bacteria evolving
alone were able to achieve only a modest increase in max-
imum growth rate above the initial condition, typically
becoming trapped at suboptimal local maxima. For almost
all parameter combinations, the presence of coevolving
phage oﬀered a substantial improvement in adaptive per-
formance, showing a signiﬁcant shift towards a greater
frequency of higher growth rates. For the smoother land-
scapes (higher span) the presence of phage often allowed
the bacteria to reach the maximum possible growth
rate. For the more rugged landscapes (lower span), the
presence of phage increased the frequency of high growth
rates, though instances still occurred when the population
became trapped at suboptimal local peaks and perfor-
mance was not signiﬁcantly better than bacteria evolving
alone. The most generalist phage (e.g. s = {100, 200})
oﬀered little adaptive beneﬁt on the most rugged land-
scapes, explained by the shallow gradient in lysis rates
with increasing genetic distance relative to the steep local
gradients in growth rate.
Overall, standing diversity (hence adaptive capacity in
dynamic environments) is increased by generalist phage
(that increase strain separation) and shallow growth rate
gradients (that reduce the costs of diversifying away
from the fastest-growing genotype). However, specialist
phage oﬀer the greatest evolvability beneﬁt on rugged
landscapes, since they can drive host populations across
deeper ﬁtness valleys.
Williams BMC Evolutionary Biology 2013, 13:17 Page 11 of 17
http://www.biomedcentral.com/1471-2148/13/17
Discussion
The phage-driven establishment and maintenance at
steady state of high bacterial diversity recapitulates kill-
the-winner ecological dynamics [20,21], supporting argu-
ments that such dynamics can arise by coevolution [13].
In the model used here, bacteria and phage coevolve
until variation in lysis rates balances variation in growth
rates, so that negative frequency-dependent selection
gives way to emergent ﬁtness neutrality at steady state.
This can be seen in Figure 2, which shows that most
bacteria/phage strains experience ﬁtness gradients close
to zero as steady state is approached, with tight corre-
lations between growth and lysis rates. However, kill-
the-winner dynamics are ongoing and do not require
coevolutionary steady-state; Figure 2 also shows that
there is always a strong correlation between growth
and lysis, even during periods of rapid evolutionary
change.
The high bacterial diversity maintained by phage at
steady state in this model is consistent with explanations
of observed hyper-variable regions in marine prokaryote
genomes as the product of selection by phage predation
[11,13,14,23,36]. The prediction of host diversiﬁcation
caused by phage is also supported by results from labo-
ratory studies with coevolving bacteria and phage (e.g.,
[27,28]). However, in its current form (well-mixed, non-
spatial) the model does not address the interesting fur-
ther questions of how population structure, environmenal
heterogeneity and dispersal might aﬀect coevolutionary
diversiﬁcation [22,27,28].
Monotonic trade-oﬀs between resistance and growth
rate can occur in directional coevolution (e.g. when resis-
tance is a generalised competence with a cost propor-
tional to the range of phage strains resisted). In such
scenarios, coevolving phage can only drive a decrease in
host growth rates; as hosts evolve to become more resis-
tant, their growth rate is reduced. Frequency-dependent
coevolution does not permit monotonic trade-oﬀs due to
the speciﬁcity of infection and resistance; any increase
in resistance to a given phage implies decreased resis-
tance to other phage. However, here transient eco-
logical trade-oﬀs between growth rate and resistance
relative to the current phage population were observed.
Host mutants could temporarily reduce their suscep-
tibility to phage predation, to an extent that per-
mitted bacterial subpopulations to adapt downhill in
terms of growth rate and cross valleys in the adap-
tive landscape. Furthermore, the local trade-oﬀs that
were observed allowed hosts to increase resistance
by mutating in any direction that increased genetic
distance, suggesting that selection for avoiding density-
dependent phage predation should drive host explo-
ration – and ultimately adaptation – on any underlying
adaptive landscape.
Here specialised phage remove ruggedness in the
local ﬁtness landscape and allow coexistence of multiple
ﬁtness-neutral host strains. It is interesting to speculate
that this ecologically mediated ﬁtness neutrality might
perform a similar role to neutrality in the genotype-
phenotype map in molecular evolution, where the
existence of multiple genotypes coding for the same
phenotype improves evolvability by increasing the size
of the single-mutation genetic neighbourhood and thus
expanding the set of adjacent phenotypes [37,38]. Similar
evolvability advantages might be gained in the coevolu-
tionary scenario described here, where the ﬁtness-neutral
strain assemblages that result from frequency-dependent
coevolution increase the set of adjacent genotypes by
virtue of their genetic diversity.
The results presented here also have echoes of Sewall
Wright’s hypothesised eﬀect of “mass selection under
changing conditions” [39], in which adaptation towards
a novel adaptive peak in a changed environment cre-
ates a persistent genetic shift that orients the population
towards an alternate peak when the original adaptive
landscape is restored. Here the “changing condition” is
the introduction of phage (or the introduction of novel
phage), which degrade existing adaptive peaks due to the
negative frequency-dependent selection they impose. If
phage were removed from the coevolutionary scenario,
the bacterial community would converge to the highest
peak in the explored region of the adaptive landscape,
consistent with Sewall Wright’s hypothesised mechanism.
This theoretical prediction may be suitable for experi-
mental testing; although previous attempts [40,41] did not
observe a clear shift to a new ﬁtness peak, the mechanistic
reasons for this were not fully explored.
Biological evolution is far more complex than the sim-
ple model presented here, yet biological ﬁtness landscapes
are known to be highly dynamic and to often display mul-
tiple local optima, neutrality, and ruggedness. Here the
presence of specialist phage performs a local smooth-
ing of the ﬁtness landscape, with diﬀerential predation
increasing or reducing ﬁtness from the baseline given
by growth rate. This dynamic smoothing prevents the
population from becoming trapped at local maxima in
the adaptive landscape and thereby permits more eﬀec-
tive adaptation towards global maxima. In addition, high
standing diversity (maintained by frequency-dependent
selection from phage predation) aids adaptation to chang-
ing environments. Thus over time the evolving bacterial
community is able to discover progressively higher growth
rates, which would be selectively favoured even in the
absence of phage, but which could not have been dis-
covered without the presence of coevolving phage. Thus
coevolution with phage oﬀers an ‘adaptive bridge’ to
higher absolute growth rates that would not otherwise
be reached.
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Conclusions
A simple model of coevolution between bacteria and
bacteriophage was used to explore the impact of phage-
driven diversiﬁcation on bacterial evolution. Diversiﬁca-
tion of host resistance phenotypes signiﬁcantly altered
evolutionary dynamics of pleiotropically linked growth
phenotypes, oﬀering two distinct evolvability beneﬁts: (i)
the intrinsic beneﬁt of higher diversity in adapting to
novel environmental conditions, and (ii) a speciﬁc beneﬁt
from local trade-oﬀs between resistance and growth that
allowed adaptation across ﬁtness valleys. Thus in scenar-
ios where the key assumptions of the model are satisiﬁed
(frequency-dependent selection from phage predation,
genetic linkage of growth and resistance), phage can con-
fer an evolutionary beneﬁt on host populations. These
ﬁndings have implications for the role of phage in ecosys-
tem processes, since they predict that over long timescales
the presence of phage would enable host bacteria to dis-
cover ﬁtter genotypes with higher growth rates, with
subsequent impacts on productivity, nutrient dynamics
and biogeochemical cycles. The results also suggest that
the use of phage to control bacterial infections in thera-
peutic or industrial applications might have unintended
negative consequences by promoting more rapid bacterial
adaptation.
Appendix A: Supplementary Methods
Mutation
At each integration timestep, the number of mutations
is calculated based on the instantaneous production rate
of new particles and the mutation rate (MB and MV for
bacteria and phage respectively), scaled by chemostat vol-
ume L . Thus for bacterial genotype hi, the number of
new mutants at each integration timestep is found as
MBL γRNiδiR+K , while for viral genotype vj the number of new
mutants is MVL
∑
i βθijNiVj. For each new cell or virion
produced, the oﬀspring genotype is found by adding a
normal deviate to the parental genotype, that is, hmut =
hi + μh (or vmut = vi + μv) where μh (μv) is a random
value drawn from a normal distribution with mean 0 and
standard deviation σB (σV ).
Genotype-phenotype mapping
Bacterial genotypes h are mapped to phenotypic traits for
resistance hˆ and growth rate δ. Phage genotypes v map
to an infection trait vˆ. Thus h → {hˆ, δ} and v → vˆ. The
mappings for resistance/infection traits are simple: hˆ = h
and vˆ = v. In the absence of suﬃcient empirical data to
generalise the relationship between host resistance and
growth rate, this relationship is experimentally manip-
ulated to explore associated coevolutionary dynamics.
In all cases, a landscape is created that associates a
growth rate with every bacterial genotype; this is done by
mapping genotype hi ∈[ 0, 1] to growth rate scaling factor
δi ∈[ δmax, δmin], that is, δ = f (h) for some landscape
function f.
Four kinds of adaptive landscape were used: smooth
single-peak, dynamic two-peak, multiple-peak, and
rugged-slope. The smooth single-peak landscape (see
Figure 2) is a piecewise linear function of h, created by
drawing straight lines on the (h, δ) axes to join point
(0, δmin) to (0.5, δmax) to (1, δmin). The dynamic two-peak
landscape (see Figure 3A) is found by taking the max-
imum value from two single-peak landscapes found as
before; the second landscape becomes sequentially higher
over time. The multiple-peak landscape (see Figure 3B) is
created by composing the landscape of n repeated blocks.
In each block, the mapping follows an up-down-up motif,
i.e. within each block, straight lines join the points (0, 0)
to ( bw3 , bh) to (
2bw
3 , 0) to (bw, bh), where bw = 1n is the
block width and bh = δmax−δminn is the block height. The
last point in each block is ﬁrst point in the next, creat-
ing a saw-toothed increasing gradient. The rugged-slope
landscapes (see Figure 4) are created by adding a uniform
random noise signal (amplitude 0.2) to a smooth linear
gradient from (0, δmin) to (1, δmax), then smoothing the
result using a moving-average window of width span.
Numerical method
Model code, integration and visualisation are performed
in MATLAB; code is available on request. Simulations are
initialised with a single bacterial population and infec-
tious phage, then integrated forward for T minutes using
a 4th order Runge-Kutta method with timestep 
t. Geno-
type diversity for both bacteria and phage is binned at
a resolution of ρ, setting the minimum distinguishable
genetic variation. The working range of possible geno-
types for both bacteria and phage is set to be h, v ∈[ 0, 1];
simulation parameters are chosen such that genotype dis-
tributions stay within this range and simulations in which
range edges are reached by mutation are discarded to
avoid artefactual results.
Calculating ﬁtness landscapes
Figures 2 and 3 include plots of the ﬁtness landscapes on
which bacteria and phage evolve during the case study
simulations. These are found by calculating the hypothet-
ical net population growth rate for all possible genotypes
at each timestep, to generate a ﬁeld showing the expected
rate of change of density for any genotype in the cur-
rent environment over time. Assuming that the rate of
change of genotype density is a measure for ﬁtness, these
ﬁelds correspond to time-dependent ﬁtness landscapes
for bacteria and phage.
The net rate of genotype density change for hypotheti-
cal bacterial genotype hx at time t = t′ are calculated as
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a function of cell growth rate, lysis and washout for the
current resource concentration and virus community, i.e.
using Equation 2 to evaluate dNxdt
∣∣∣
t=t′ with values R(t
′) and
Vj(t′). Growth rates are calculated as δxγR(t
′)
R(t′)+K and expected
lysis rates are calculated as
∑
j
θxjVj(t′). Similarly the net
rate of genotype density change for hypothetical phage
genotype vx is predicted as a function of production and
washout based on the current bacterial community com-
position, i.e. using Equation 3 to evaluate dVxdt
∣∣∣
t=t′ with
values Ni(t′).
The overlayed density contour shows the distribution
of the bacteria and phage communities in the landscape,
showing how they adapt over time in response to the
dynamic ﬁtness landscapes.
Appendix B: Steady-state analysis
Steady state density for a single bacteria strain without
phage
For a single strain of bacteria in the absence of phage,
Equations 1 and 2 simplify to:
dR
dt = −ω(R − R0) − εγ
RNδ
R + K (5)
dN
dt = −ωN + γ
RNδ
R + K (6)
Setting dNdt = 0 yields:
R¯ = ωK
γ δ − ω (7)
as the steady-state value for R. Setting dRdt = 0 yields:
N¯ =
−ω
(
ωK
γ δ−ω − R0
) (
ωK
γ δ−ω + K
)
εγ δ
(
ωK
γ δ−ω
) (8)
as the steady-state value for N. For δ = δmax, this gives
the lowest possible value of R¯ (here deﬁned as R∗) and the
highest possible value for N¯ (here deﬁned asN∗).N∗ is the
resource-limited carrying capacity of the system and R∗ is
the limiting resource concentration when it is reached.
Steady state density of a single bacterial strain with phage
For a single strain of bacteria with associated perfect-
match phage, Equations 2 and 3 simplify to:
dN
dt = −ωN + γ
RNδ
R + K − θNV (9)
dV
dt = −ωV + βθNV (10)
Solving dVdt = 0 for N gives:
Nˆ = ω
βθ
(11)
as the steady-state density of bacteria limited by phage
predation. Substitution of parameter values from Table 1
shows that Nˆ < N¯ , thus phage limit bacterial growth
below the resource-limited carrying capacity for reason-
able values of R0. Equation 9 can also be solved for dNdt = 0
to give:
Vˆ = −ω
θ
+ γ
θ
Rδ
R + K (12)
showing that phage density is correlated with host growth
rate at steady state.
Steady state density for multiple bacterial strains with
phage
To examine steady state densities for the multi-strain
model, the system was simpliﬁed so that infection
depends on a perfect genetic match, i.e., Equation 4 was
replaced with:
θij =
{
φ if hˆ = vˆ
0 otherwise
(13)
Then Equations 1, 2 and 3 become:
dR
dt = −ω(R − R0) −
∑
i
εγ
RNiδi
R + K (14)
dNi
dt = −ωNi + γ
RNiδi
R + K − φNiVi (15)
dVj
dt = −ωVj + βφNjVj (16)
By Equation 11 we have:
Nˆj = Nˆ = ω
βφ
(17)
Note that Nˆ is a constant and holds for any bacterial
strain with an associated phage, i.e. all hosts with infec-
tious phage will have an equal density at steady state.
Solving Equation 15 for dNidt = 0 gives:
Vi = −ω
φ
+ γ
φ
Rδi
R + K (18)
Since R is ﬁxed at equilibrium, this shows that host
density is constant for all δi, while phage density varies
positively with host growth rate.
Calculating diversity at steady state
From the analysis above, the limiting resource concentra-
tion for a single strain hi is given as R¯i = ωKγ δi−ω . If strain
hi is introduced to the system, it can establish a popula-
tion if R > R¯i, and will then (in the absence of infectious
phage) draw down resource to the limiting concentration
R¯i. Thus strain hi will competitively exclude any strain hj
where R¯i < R¯j (i.e. where δi > δj).
Now suppose there exists a set ofH possible host strains
that each have unique growth rate scaling factors, labelled
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h1, ..., hH such that δ1 > δ2 > ... > δH . Since R¯i depends
inversely on δi, it follows that R¯1 < R¯2 < ... < R¯H .
Thus in the absence of phage, strain h1 should competi-
tively exclude all other strains. However, in the presence
of infectious phage, the density of strain hi is limited to Nˆ
and thus strain hi is unable to draw down resource con-
centrations to R¯i. Instead, resource concentration will sta-
bilise at some R′ > R¯i and strain hi will only competitively
exclude other strains hj where R′ < R¯j.
For simplicity andwithout loss of generality, assume that
(i) host strains are introduced into the system in order
of decreasing growth rate, and (ii) novel strains quickly
acquire an associated phage. Then strain h1 can enter the
system if R0 > R¯1 and will grow to phage-limited den-
sity N1 = Nˆ , drawing down resource to a phage-limited
equilibrium concentration, here labelled Rˆ1. Then strain
h2 can enter the system if Rˆ1 > R¯2, drawing down resource
further to concentration Rˆ2, and so on. To generalise, let
Rˆi be the equilibrium resource concentration when all
strains h1, h2, ..., hi have all established in the system and
reached their phage-limited equilibrium density, such that
N1 = N2 = ... = Ni = Nˆ . The value of Rˆi can be found
by solving Equation 14 at equilibrium for the conditions
N1 = N2 = ... = Ni = Nˆ = ωβφ and Ni+1 = ... = NH = 0.
This gives a quadratic in Rˆi which has one positive root
given by:
Rˆi=
(
R0−K− εγ
∑i
j=1 δj
βφ
)
+
√(
R0−K− εγ
∑i
j=1 δj
βφ
)2
+4R0K
2
(19)
Now suppose strains are added sequentially until the
system reaches steady state and no further strains can
invade. Let x be the number of coexisting host strains at
steady state. Then strain hx is the slowest-growing strain
in the ﬁnal host community and it follows that Nx < Nˆ
(since if Nx ≥ Nˆ , strain hx would support an associated
phage population and become phage-limited at Nx = Nˆ ,
thereby creating a niche for a slower-growing strain hx+1).
It also follows that Rˆx−1 > R¯x > Rˆx. The expressions
for Rˆi and R¯i can be used to ﬁnd x by iteratively compar-
ing Rˆi and R¯i for i = 1, 2, ... until the case is found where
R¯i > Rˆi, which corresponds to strain hi establishing a
resource-limited population with Ni < Nˆ , i.e. hi = hx and
x = i.
Note that this method does not depend on the order
in which species are originally introduced; eventually
the system will converge to the equilibrium condition
described here, though transient dynamics would vary.
To conﬁrm this observation, suppose that there are two
strains ha and hb that coexist at equilibrium. To show that
the order in which ha and hb were introduced does not
matter, we need to show that ha can establish in the sys-
temwhen hb is already present, and vice versa. Let Rˆa+b be
the equilibrium resource concentration when both strains
are present and limited by phage. Let Rˆa and Rˆb be the
phage-limited equilibrium resource concentrations for the
system with ha alone and hb alone respectively. By the
form of Equation 19 we know that Rˆa > Rˆa+b and Rˆb >
Rˆa+b. We know that R¯a < Rˆa+b, and also that R¯b < Rˆa+b,
since if this were not true then the species would not
coexist at equilibrium. Then by transitivity we have that
R¯a < Rˆa+b < Rˆb and also R¯b < Rˆa+b < Rˆa, meaning
that either strain can establish a population at the phage-
limited equilibrium resource concentration imposed by
the other. Thus the order of introduction does not matter.
Figure 6A shows the sequential introduction method
graphically, where x can be read as the minimum (inte-
ger) value of i for which R¯i > Rˆi. Figure 6B shows
steady state diversity found using this method for diﬀerent
values of R0 with an arbitrary set of candidate bacte-
rial strains h1, ..., h11 with {δ1, δ2, ..., δ10, δ11} = {δmax =
1.2, 1.16, ..., 0.84, δmin = 0.8}, where δmin, δmax and other
parameter values are as used for the simulations described
in the main text (see Table 1). These results show that
diversity is positively related to resource supply R0. The
predicted diversity is 6 host strains for R0 = 2.2μg ml−1
as used for the main text, which is similar to the number
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Figure 6 Steady-state host strain diversity. Plots show: Left: Graphical interpretation of the method for ﬁnding steady-state host strain diversity x
as x = i where i is the lowest integer such that R¯i > Rˆi . Dashed line shows the calculated bacterial diversity. Right: Steady-state host strain diversity x
as a function of resource supply R0. Dashed line shows diversity for R0 = 2.2μgml−1. Both plots assume a pool of potential host strains h1, ..., h11
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of strains seen in Figure 2; however, the strict lock-and-
key analysed here and the relaxed lock-and-key used in the
main text simulations are not directly comparable.
Stable coexistence with strict lock-and-key infection
requires variation in host growth rates
As an interesting corollary, consider the case where all
bacterial growth rates are equal, i.e., where δ1 = δ2 = ... =
δH . Then R¯1 = R¯2 = ... = R¯H = R¯. As before, a novel
host strains can establish a population when R > R¯. The
method above can be used to calculate the maximum host
diversity for the case in which all strains support phage.
However, consider the ﬁrst strain hx that enters the system
and reaches a resource-limited steady state with Nx < Nˆ ,
i.e. the ﬁrst strain that becomes established but does not
reach suﬃcient density to support phage. This strain will
draw down resource to R¯x = R¯, at which point dNidt < 0
for any strain with infectious phage, i.e. for all i < x, since
all strains hi<x have associated phage populations which
reduce their density. Thus their density will fall, so that
Ni<x < Nˆ and dVidt < 0 for associated phage. Eventu-
ally either the host or the associated phage will go extinct,
so that the only remaining bacterial strains are phage
free. Thus the strict lock-and-key model implies that sta-
ble coexistence of hosts and phage cannot be achieved
without variation in host growth rates.
Appendix C: Sensitivity analysis
Here we present some sensitivity analysis on model
parameters. Figure 7 shows how values of system state
variables (resource concentration R, total bacterial density
N, total phage density V, host strain diversity #b, phage
strain diversity #p) are aﬀected by increasing or decreas-
ing various parameters (resource supply concentration R0,
maximum resource uptake rate γ , half-saturation con-
stant K, dilution rate ω, resource conversion rate ε, burst
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Figure 7 Sensitivity of system state to model parameters. Plots show sensitivity of system state variables to model parameters. Sensitivity
shown as alteration of ﬁnal state value normalised relative to benchmark parameters given in Table 1. Data shown are mean values (±1 std.dev.)
from 10-run ensembles for each parameter set. State variables (left-to-right): resource concentration R, total bacterial density N, total phage density
V, bacterial strain richness #b, phage strain richness #p. Model parameters (top-to-bottom): resource supply concentration R0, maximum resource
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size β , maximum adsorption rate φ). These values were
calculated as the ensemble mean across 10 runs with each
parameterisation (to account for variation due to stochas-
ticity in coevolutionary dynamics), taking the ﬁnal value
of each variable after a run of 20×106 minutes. Results are
shown relative to a benchmark parameterisation using the
values given in Table 1. While some systematic quantita-
tive eﬀects of parameter variation are observed (Figure 7),
no qualitative diﬀerences in the overall pattern of coevo-
lution was observed. In all cases, coevolution lead to
branching of both hosts and phage, with stable high diver-
sity at steady state. Thus we conclude that the model
results presented in the main text are robust to these
parameter changes.
Another sensitivity test was performed on the mutation
rates of bacteria MB and phage MV . It was found (results
not shown) that the pattern of coevolutionary branching
and stable coexistence was conserved over wide ranges
of values for MB and MV . The only case when this pat-
tern was disrupted was for MV << MB (e.g. MV =
10−7,MB = 10−5); in this case the phage were unable to
adapt fast enough to maintain infectivity on their evolv-
ing hosts. Eventually this resulted in phage extinction and
reduction in host diversity by resource competition. The
rate of bacterial mutation (MB) aﬀected the time taken
for the system to reach an evolutionary steady state, with
lower values increasing the time to convergence.
A brief survey of mutation rates measured for bacteria
and bacteriophage in the literature suggests that in natural
systems, mutation rates for phage are typically orders of
magnitude faster than those of their hosts [42,43]. Inter-
estingly given the instability of coexistence in the current
model when MV << MB, experimental coevolution has
shown that bacteria may increase their mutation rates in
the presence of coevolving phage, with an eﬀect of causing
phage to go extinct [42]. However, for biologically plausi-
ble relative rates of host and phage mutation, we conclude
that the results presented in the main text are robust.
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