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Abstrat
The p-adi numbers have found appliations in a wide range of diverse
elds of sienti researh. In some appliations the algebrai properties
of p-adis enter as an indispensable ingredient of the theory. Another
lass of appliations has to do with hierarhial tree like systems. In this
ontext the appliations are based on the well known orrespondene be-
tween p-adis and the trees with p branhes emerging from every branh-
ing point. Then the algebrai struture does not enter and p-adis are used
merely as a labeling system for the tree branhes. We introdue a spae
of sequenes denoted by SB suitable for labeling the trees with varying
number of branhes emerging from the branhing points. We introdue a
non Arhimedean metri in SB and desribe the basi topologial prop-
erties of SB. We also demonstrate that the known onstrutions of the
stohasti proesses on p-adis arry over to the stohasti proesses on
SB and hene on the orresponding trees.
Keywords:p-adis, trees, stohasti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esses, jump proesses, ultrametri spaes.
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1 Introdution
Over the last twenty years a growing interest in p-adi numbers, see, e.g. [24℄
and more generally in loal elds an be observed also in onnetion with various
appliations beside those in number theory where they originated. In fat there
is intensive researh using p-adis in physis [25℄, [29℄, [31℄, [20℄, neural net-
works [9℄, ognitive systems [21℄, [22℄ and in the theory of stohasti proesses
[14℄, [15℄, [2℄, [23℄, [13℄, [19℄, [3℄, [18℄, [32℄ and other elds involving hierarhial
systems [8℄, [28℄. When analysing dierent lines of investigations one realizes
that some of them like for instane appliations in string theory [31℄, and in
theory of p-adi distributions [4℄, [5℄, [6℄,[20℄, [21℄, [7℄ rely on algebrai and
topologial properties of the loal elds. On the other hand in suh appliations
∗
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as the study of spin glasses [29℄, neural networks [9℄, and turbulene [25℄ the
p-adi numbers appear as a well elaborated simple framework for desribing a
hierarhial struture. The algebrai properties of p-adis either do not enter
into onsideration at all, or play rather the role of a onvenient but dispensable
tehnial assumption.
There is a well known relation between the p-adis and a lass of tree like
graphs. Given a prime number p the tree orresponding to the p-adi eld Qp
has exatly p branhes emerging from every branhing point. If a system under
onsideration displays a hierarhial struture, then it is natural to represent
it by a tree, and then the trees related to p-adis appear as handy andidates.
In suh a situation p-adi numbers merely serve as labels for the tree branhes.
The advantage of using p-adis as the labels is that the distanes between the
ends of the branhes are given by the p-adi metri.
In reality the struture of a hierarhial system may orrespond to a tree whih
is more ompliated than those labeled by p-adis. The number of branhes
emerging from branhing points of the suitable tree may vary, and does not
have to be a prime number. In order to arry over the investigations originally
based on p-adi trees to the more ompliated ases one needs an appropriate
labeling system.
In this note we introdue suh a system and argue that the results obtained
for p-adis whih do not rely on the algebrai struture of Qp an indeed be
extended to the more general lass of trees. To support our laim we extend
the results of [2℄ to the ase of general trees. It is remarkable that although the
proedure is more ompliated the main line of reasoning arry over without
major hanges, yielding essentially the same output of "rather expliit results"
whih was the main advantage of the approah presented in [2℄ for the p-adis
ase. Let us remark that haoti proesses on trees have been studied by other
means (e.g. as partiular ases of stohasti proesses on metri spaes [1℄, [16℄,
[17℄, [26℄, [30℄, and in onnetion with statistial mehanial problems like in
perolation theory [11℄). Our approah is more diret and permits e.g. to om-
pute spetra of the generators.
The paper is organized as follows: In setion 2. we introdue a lass of se-
quene spaes denoted by SB. The subsript B stands for a numerial funtion
dened on sequenes. A non Arhimedean metri is dened on every SB and
basi topologial properties of SB are proved. We also establish a one to one
orrespondene between the spaes SB and the trees with a nite number of
branhes emerging from the branhing points.
In setion 3. we formulate and solve the Chapman-Kolmogorov equations and
nd the transition funtions for a lass of stohasti proesses on SB . In setion
4. we onsider the orresponding Markovian semigroup and provide a omplete
spetral desription of their generators. We also give expliit formulae for the
orresponding Dirihlet form.
2 The state spae
As usual we denote by Z, N and N0 the set of integers, positive integers and
non-negative integers respetively. For any k ∈ Z let Sk be the family of all
sequenes {αi}i≤k suh that αi ∈ N0 and αi = 0 for all i ≤ N for some N ≤ k,
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N ∈ Z. Put
S =
⋃
k∈Z
Sk.
Let αk+1 ∈ N0. Then the produt {αi}i≤k × {αk+1} an be identied with
{αi}i≤k+1,
{αi}i≤k × {αk+1} = {αi}i≤k+1. (2.1)
To simplify notations we put
{α}k := {αi}i≤k.
If αi = 0 for all i ≤ k then we write {α}k = {0}k.
Denition 2.1. Let B{α}k be a funtion dened on S with values in N \ {1}.
1. We say that {α}k+1 is the B-produt of {α}k and {αk+1} i
{α}k+1 = {α}k × {αk+1} (2.2)
and
0 ≤ αk+1 ≤ B{α}k − 1. (2.3)
2. We say that {α}k+l, l ∈ N is the B-produt of {α}k and the ordered l-tuple
{αk+1, . . . , αk+l}
{α}k+l = {α}k × {αk+1, . . . , αk+l}
i
{α}k+l = (. . . (({α}k × {αk+1})× {αk+2})× · · · × {αk+l}), (2.4)
where all produts are B-produts in the sense of 1. We then write
{α}k+l = {α}k × {αk+1} × · · · × {αk+l}. (2.5)
Remark 2.2. Whenever we write a formula like the right side of (2.5) we
always mean the B-produt.
Denition 2.3. Given a funtion B{α}k as in Def. 2.1, we dene SB ⊂ S by
1. {0}k ∈ SB for all k ∈ Z,
2. {α}k+1 ∈ SB i {α}k+1 = {α}k × {αk+1}, where {α}k ∈ SB.
It is easy to see that the following proposition holds:
Proposition 2.4. {α}k ∈ SB i there is l ∈ N suh that
{α}k = {0}k−l × {αk−l+1} × · · · × {αk}.
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Denition 2.5. We say that a sequene {αi}i∈Z belongs to the set SB i {α}k ∈
SB for all k ∈ Z.
To simplify notations we write
α := {αi}i∈Z. (2.6)
Let q be a real number, q > 1. For any pair α, β ∈ SB we dene
ρq(α, α) = 0
ρq(α, β) = q
−i0 ,
(2.7)
where i0 is suh that αi0 6= βi0 and αi = βi if i < i0. It is easy to see that
the following proposition holds:
Proposition 2.6. ρq is a metri on SB satisfying the non-Arhimedean triangle
inequality
ρq(α, β) ≤ max{ρq(α, γ), ρq(γ, β)}. (2.8)
It is lear that for any q, q′ > 1 the metris ρq and ρq′ are equivalent. Thus
we x a real number q > 1 throughout the paper and drop the subsript q. Set
SkB := {α ∈ SB;αi = 0 for i ≥ k}, (2.9)
and
SB,0 :=
⋃
k∈Z
SkB. (2.10)
Remark 2.7. Sine (SB, ρ) are going to onstitute the basi state spae of our
stohasti proesses it might be useful to have in mind an intuitive piture of
it. SB is a spae of sequenes {αk}, whih an be thought of as leaves at the
ends of branhes of a tree. The distane ρ(α, β) between two leaves α and β an
be thought of as the length of the branh from α to the nearest branhing point
onneting α and β and then down to β (where the tree is visualized vertially
with its origin at the top). Preise relations between SB`s and the trees will be
provided later in this setion.
Proposition 2.8. SB equipped with the metri ρ is a omplete metri spae and
SB,0 is a dense subset of it.
Proof. Let αn ∈ SB, n ∈ N be a Cauhy sequene in the metri ρ. Then for
any k ∈ N there is Nk ∈ N suh that ρ(αn, αm) < q−k for all n,m > Nk. It
follows that {αn}k = {αm}k. Without loss of generality we an assume Nk to
be inreasing. For any k ∈ N hoose nk > Nk. Then
{αnk}k = {α
nk+1}k
and
{αnk+1}k+1 = {α
nk}k × {α
nk+1
k+1 }. (2.11)
Dene α = {αi}i∈Z by
{α}l = {α
n1}l for l ≤ 1 (2.12)
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and
{α}l = {α
n1}1 × {α
n2}2 × · · · × {α
nl
l } = {α
nl}l for l > 1. (2.13)
Sine αn ∈ SB it follows from (2.11), (2.12), (2.13) that α ∈ SB. Let n >
Nk. Then ρ(α
nk , αn) < q−k and by (2.13) ρ(α, αnk) ≤ q−(k+1). Consequently
ρ(α, αn) ≤ max{ρ(α, αnk), ρ(αnk , αn)} ≤ q−k, whih shows that αn onverges
to α in the metri ρ. Thus SB is omplete. Let now α ∈ SB. Dene αn =
{α}n × {0} × . . . . Clearly α
n ∈ SB,0 and α
n → α in the metri ρ as n → ∞,
whih proves that SB,0 is dense in SB .
Given α ∈ SB and N ∈ Z the set
K(α, qN ) = {β ∈ SB; ρ(α, β) ≤ q
N} (2.14)
will be alled a ball of radius qN entered at α. As onsequenes of (2.8) we
have
1. If β ∈ K(α, qN ) then K(β, qN ) = K(α, qN ).
2. K(α, qN ),K(β, qN ) are either disjoint or idential, for any α, β ∈ SB .
3. If α ∈ SB and αi = 0 for i < −N , then K(α, qN ) = K(0, qN).
It follows from (2.14) that K(α, qN ) is uniquely dened by {α}−(N+1) and thus
we an identify
{α}−(N+1) = K(α, q
N ). (2.15)
With this notation one easily sees that
4.
K(α, qN+1) = {α}−(N+2) =
⋃
γ
{α}−(N+2) × {γ}. (2.16)
By onstrution the union is taken over the values of γ satisfying: 0 ≤ γ ≤
B{α}−(N+2) − 1. Thus the ball K(α, q
(N+1)) is the union of B{α}−(N+2) disjoint
balls of radius qN . Take N,M ∈ Z, N > M . Iterating formula (2.16) we nd
a family of disjoint balls of radius qM suh that K(α, qN ) an be expressed as
their union. When the funtion B{α}k is dened, this family depends on α ∈ SB
and the numbers N,M . We denote this family by K(α,N,M) and denote by
n(α,N,M) the number of balls in it. Note that K(α,N,M) ( K(α,N + 1,M).
Consequently n(α,N,M) inreases to innity as N varies from M + 1 to +∞.
Let M ∈ Z be given. Then aording to 3) for any β ∈ SB there is N > M suh
that β ∈ K(0, qN). Thus
SB =
⋃
N>M
K(0, qN) (2.17)
On the other hand β ∈ K(0, qN) implies that β belongs to one of the balls in
the family K(0, N,M). Set
K(M) :=
⋃
N>M
K(0, N,M). (2.18)
Then K(M) is a ountable family of disjoint balls of radius qM
K(M) = {KMi }i∈N, (2.19)
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where KMi is a ball of radius q
M
and KMi ∩K
M
j = ∅ i i 6= j. As a onsequene
of (2.16), (2.17) we have
SB =
⋃
i∈N
KMi . (2.20)
We onlude this setion with following observations. Let p be a prime number
and dene B{α}k = p for all {α}k ∈ S. Then SB is idential with the set of
p-adi numbers Qp. If we put q = p then the SB metri oinides with the Qp
metri. It is well known that any p-adi ball is both open and ompat. The
same is true for the balls in SB in general.
Proposition 2.9. A ball in SB is both open and ompat.
Proof. Let α ∈ SB and k ∈ Z. Then
{α}−(k+1) =
{
β ∈ SB; ρ(α, β) ≤ q
k
}
=
{
β ∈ SB; ρ(α, β) < q
k+1
}
.
Aording to the general denition of topology in metri spaes the right hand
side denotes an open ball in SB. Thus {α}−(k+1) is open.
Consider a sequene βn, n ∈ N of elements belonging to the ball {α}−(k+1).
Sine {α}−(k+1) = ∪γ1{α}−(k+1) × {γ1}, where 0 ≤ γ1 ≤ B{α}−(k+1) − 1, there
is a value of γ1 suh that innitely many elements of the sequene β
n
belong
to the ball {α}−(k+1) × {γ1}. We hoose one of these elements and denote
it by βn1 . Iterating this proedure we obtain a desending sequene of balls
{α}−(k+1) × {γ1} × {γ2} × · · · × {γi} and a subsequene of β
n :
βni ∈ {α}−(k+1) × {γ1} × · · · {γi}.
The intersetion ∩i∈N{α}−(k+1)×{γ1}×· · ·×{γi} ontains exatly one element
β =
{
. . . , α−(k+2), α−(k+1), γ1, γ2, . . .
}
and learly βni → β as i → ∞. Hene
by the Bolzano-Weierstrass theorem the ball {α}−(k+1) is ompat.
Put {xn}n∈Z for a sequene of points in R2, then we have (xn ∈ R2). Dene
a family X of sequenes by
X = {X ⊂ R2;X = {xn}n∈Z,
∣∣xn+1 − xn∣∣ = 2−(n+3)}. (2.21)
If X ∈ X then the set
lX =
⋃
n∈Z
{sxn+1 + (1 − s)xn, 0 < s ≤ 1}, X = {xn}n∈Z (2.22)
is a ontinuous planar line omposed of segments with the ends xn, xn+1. We
shall dene a tree as the union of the lines lX⋃
X∈T
lX . (2.23)
The set T ⊂ X is dened as follows. Let X0 = {xn0}n∈Z ∈ X be suh that lX0
is a vertial semi axis direted upright. Then
1. X0 ∈ T ,
2. If X ∈ T then there is N ∈ Z suh that xn = x0n for all n < N . Moreover
xn, n ∈ Z is loated either on the line lX0 or to the right from lX0 .
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For any X ∈ T and M ∈ Z dene
FXM = {Y ∈ T ;y
n = xn, n < M}. (2.24)
3. Given X ∈ T and M ∈ Z there are k ∈ N and pairwise dierent points
y0 = x
M ,y1,...,yk suh that for any i ∈ {0, 1, ..., k} there is Y ∈ FXM
suh that yM = yi. Conversely if Y ∈ FXM then yM = yi for some
i ∈ {0, 1, ..., k}.
Under onditions 1-3 the identiation of a tree with (2.23) is onsistent with
the intuitive piture of a tree. For any X ∈ T and n ∈ Z there is a branhing
at xn. The number of branhes emerging from xn is nite and not less than 2.
Note that the onditions 1), 2), 3) determine the tree struture rather than the
exat loations of its branhes.
Let a spae SB be given as above. We hoose the metri ρq with q = 2. We
shall onstrut a tree by dening an injetion L : SB −→ X . It will be required
that if Lα = X,α ∈ SB then xn+1(α) = xn+1({α}n+1).
Then the map L : SB −→ X is dened reursively by
•
L{0} = X0
• If X = Lα, α ∈ SB then xn, n ∈ Z is a branhing point with B{α}−(n)
branhes emerging from it. The points
xn+1({α}n, 0),x
n+1({α}n, 1), ...,x
n+1({α}n, B{α}−(n) − 1) (2.25)
are loated in the order (2.25) from left to right and satisfy∣∣xn({α}n−1, αn)− xn+1({α}n, i)∣∣ = 2−(n+3), i = 0, 1, ..., B{α}−(n) .
(2.26)
Thus every α ∈ SB denes a sequene X = {xn}n∈Z. Due to (2.26) the sequene
xn({α}n, αn+1) onverges in the R2 norm as n→∞ to a point x. We shall say
that x is a leave at the end of the branh lX . The distane from x
n
to x along
lX equals 2
−(n+2). Let X,Y ∈ T and x,y ∈ R2 be the leaves of lX and lY
respetively. If n0 is the maximal value of n ∈ Z suh that xn0 ∈ lX ∩ lY then
the distane ρtree(x,y) between x and y is dened as the distane from x to
xn0 along lX plus the distane from x
n0
to y along lY hene it equals 2
−(n0+1)
:
ρtree(x,y) = 2
−(n0+1). (2.27)
If X = Lα and Y = Lβ then {α}n0 = {β}n0 and αn0+1 6= βn0+1. Thus ρ(α, β) =
2−(n0+1). To summarize if X = Lα, Y = Lβ and x,y are the leaves of lX ,lY
respetively then
ρtree(x,y) = ρ(α, β). (2.28)
In this note we disuss random proesses with SB as the state spae. By the
above disussion it is equivalent to say that the state spae is the set of branhes
lX or the set of leaves x = limn→∞ x
n
. This observation explains why in the
title of the paper we used the onept of "leaves on multibranhing trees".
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3 Stohasti proesses on SB
In this setion we shall onstrut a lass of stohasti proesses on SB. The
main step in this diretion will be a onstrution of the proesses on K(M). Let
αi ∈ KMi , i ∈ N. Then aording to (2.15)
KMi = K(α
i, qM ) = {αi}−(M+1). (3.1)
Put P{αi}−(M+1){αj}−(M+1)(t), t ∈ R+ for the transition probability from K
M
i to
KMj in time t. Whenever possible we shall use the simplied notation
P
M,M
ij := P{αi}−(M+1){αj}−(M+1)(t). (3.2)
Thus the forward and bakward Chapman-Kolmogorov equations read:
P˙
M,M
ij (t) = −a˜jP
M,M
ij (t) +
∞∑
l=1
l 6=j
u˜ljP
M,M
il , (3.3a)
P˙
M,M
ij (t) = −a˜jP
M,M
ij (t) +
∞∑
l=1
l 6=j
u˜ilP
M,M
lj , (3.3b)
i, j ∈ N. We impose the initial ondition
P
M,M
ij (0) = δij . (3.4)
The oeients a˜j and u˜lj will be dened aording to the following intuitive
requirements. If the proess is in the ball K(α, qN ) at time t then, for small
real positive ∆t, the probability that at time t+∆t > t the proess is outside of
K(α, qN ) is set equal to a(α,N)∆t. We all a(α,N) the intensity of the state
K(α, qN ) and assume
(i). The intensity of the state K(α, qN ) depends only on the radius of the ball,
i.e. on N, and is independent of α. Hene
P
(
Xt+∆t ∈ (SB −K(α, q
N ))|Xt ∈ K(α, q
N )
)
= a(N)∆t.
(ii). The probability that during the short time ∆t the proess jumps over a
distane qN and reahes a state inK(α, qN
′
) is the same as the probability
to reah a state in K(β, qN
′
) where M ≤ N ′ < N and ρ(α, β) = qN
′+1.
(iii). The oeients a˜j satisfy the following relation:
a˜j =
∞∑
l=1
l 6=j
u˜jl. (3.5)
To meet requirement (i) we proeed as follows. We dene a sequene a(N),
N ∈ Z suh that
a(N) ≥ a(N + 1) (3.6a)
and
lim
N→∞
a(N) = 0, lim
N→−∞
a(N) = W, (3.6b)
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where W is either a positive real number or +∞. Put
U(N + 1) = a(N)− a(N + 1). (3.7)
Then U(N +1)∆t is the probability that the proess leaves a ball K(α, qN ) but
stays in the ball K(α, qN+1) i.e. it jumps to one of the balls
{α}−(N+2) × {γ}, γ = 0, . . . , B{α}−(N+2) − 1, γ 6= α−(N+1). (3.8)
Let ρ(αl, αj) = qN+m, m ∈ N. Dene
B(αj ,m,M) = (B{αj}−(M+m+1) − 1)B{αj}−(M+m) · · ·B{αj}−(M+2) (3.9)
Set
u(αj ,m,M) := B−1(αj ,m,M)U(M +m). (3.10)
It follows from (i), (ii) that u(αj ,m,M)∆t is the probability that the proess
jumps from {αl}−(M+1) to {α
j}−(M+1) during the time ∆t. Thus we dene
u˜lj = u(α
j ,m,M). (3.11)
To underline the fat that the elementary balls have radius qM we write
a˜j = a˜j(M). (3.12)
Lemma 3.1.
a˜j(M) = a(M). (3.13)
Proof. Aording to (3.5) we have a˜j(M) =
∑∞
l=1 u˜jl. We shall ompute the
right hand side with u˜lj = u(α
j ,m,M) as dened by (3.10), (3.11). We have
∞∑
l=1
l 6=j
u˜lj =
∞∑
m=1
(∑
l
u(αl,m,M)
)
, (3.14)
where the summation in the braket runs over l ∈ N suh that ρ(αj , αl) = qM+m.
Then
{αl}−(M+1) = {α
j}−(M+m+1) × {γm} × · · · × {γ1} (3.15)
where the admissible m-tuples {γm, . . . , γ1} are suh that (3.15) is a B-produt.
Moreover γm 6= α
j
−(M+m). Hene by (3.9) and (3.10)∑
l
u(αl,m,M) =
∑
γm 6=α
j
−(M+m)
∑
γm−1
· · ·
∑
γ1
u(αl,m,M) = U(M +m)
and
a˜j(M) =
∞∑
m=1
(∑
l
u(αl,m,M)
)
=
∞∑
m=1
U(M +m) = a(M).
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Our next observation follows diretly from (3.9) and (3.10). Namely ifm ≥ 2
then
B{αj}−(M+2)u(α
j ,m,M) = u(αj ,m− 1,M + 1). (3.16)
Let us turn to the problem of solving equations (3.3). For this we need some
preparations. Aording to (3.9)-(3.11) u˜lj depend expliitly on {αj}−(M+2) and
thus u˜lj is the same for all target states {αj}−(M+2)×{γ}. The dependene on
the initial state enters only via the distane ρ(αl, αj). Thus u˜lj = u(α
j ,m,M)
is the same for all l suh that
ρ(αl, αj) = qM+m, (3.17)
and we an write (3.3a) in the form
P˙
M,M
ij (t) = −a(M)P
M,M
ij +
∞∑
m=1
u(αj ,m,M)
∑
l
P
M,M
il , (3.18)
where the index l in
∑
l P
M,M
il satises (3.17) for the orresponding value of m.
In view of (2.16) and (3.15) we have⋃
l,0≤ρ(αl,αj)≤qM+m
{
αl
}
=
{
αj
}
−(M+m+1), (3.19)
whih suggests the notation
P
M,M+m
ij := P{αi}−(M+1){αj}−(M+m+1)
:=
∑
l,0≤ρ(αl,αj)≤qM+m
P{αi}−(M+1){αl}−(M+1) . (3.20)
With this notation (3.18) an be written in the form
P˙
M,M
ij (t) = −
(
a(M) + u(αj , 1,M)
)
P
M,M
ij
+
∞∑
m=1
(
u(αj ,m,M)− u(αj , 1,M)
)
P
M,M+m
ij . (3.21)
Let i be xed and set {αj
′
}−(M+1) = {α
j}−(M+2) × {γ}. Insert j
′
for j in
(3.21) and sum the equations over γ. Sine 0 ≤ γ ≤ B{αj}−(M+2) − 1 we add
B{αj}−(M+2) equations. We obtain
P˙
M,M+1
ij
= −
[
a(M) + u(αj , 1,M)−B{αj}−(M+2)
(
u(αj , 1,M)− u(αj , 2,M)
)]
P
M,M+2
ij
+B{αj}−(M+2)
∞∑
m=2
(
u(αj ,m,M)− u(αj ,m+ 1,M)
)
P
M,M+m
ij . (3.22)
In view of (3.7), (3.10) and (3.16)
a(M) + u(αj , 1,M)−B{αj}−(M+2)(u(α
j , 1,M)− u(αj , 2,M))
= a(M + 1) + u(αj , 1,M + 1). (3.23)
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Thus (3.22) beomes
P˙
M,M+1
ij = −
(
a(M + 1) + u(αj , 1,M + 1)
)
P
M,M+1
ij
+B{αj}−(M+2)
∞∑
m=2
(
u(αj ,m,M)− u(αj ,m+ 1,M)
)
P
M,M+m
ij . (3.24)
Iterating this proedure we obtain for k ∈ N
P˙
M,M+k
ij = −
(
a(M + k) + u(αj , 1,M + k)
)
P
M,M+k
ij
+B{αj}−(M+2) · · ·B{αj}−(M+k+1)
∞∑
m=k+1
(
u(αj ,m,M)− u(αj ,m+ 1,M)
)
P
M,M+m
ij .
(3.25)
After multiple appliation of (3.16) this an be written as
P˙
M,M+k
ij = −
(
a(M + k) + u(αj , 1,M + k)
)
P
M,M+k
ij
+
∞∑
m=1
(
u(αj ,m,M + k)− u(αj ,m+ 1,M + k)
)
P
M,M+k+m
ij . (3.26)
We proved this formula for k ∈ N, but it is also valid for k = 0 in the sense that
for k = 0 it redues to (3.21). As a result of (3.4) and (3.20) we have
P
M,M+k
ij (0) = δ{αi}−(M+k+1){αj}−(M+k+1) . (3.27)
The oeients u on the right side of (3.26) depend on {αj}−(M+k+2). Thus
the funtions
P
M,M+k
ij = P{αi}−(M+1){αj′}−(M+k+1) ,
where
{αj
′
}−(M+k+2) = {α
j}−(M+k+2)
i.e.
{αj
′
}−(M+k+1) = {α
j}−(M+k+2) × {γ}
satisfy the same system of equations for every value of γ:
0 ≤ γ ≤ B{αj}−(M+k+2) − 1. This together with the initial onditions (3.27) and
the uniqueness of the solution yields
Proposition 3.2. Let P
M,M+k
ij be the solution of (3.26) satisfying the initial
onditions (3.27) and {αj
′
}−(M+k+1) = {α
j}−(M+k+2) × {γ} where 0 ≤ γ ≤
B{αj}−(M+k+2) − 1. If ρ(α
i, αj) = qM+k+1 then all funtions PM,M+kij with
γ 6= αi−(M+k+1) oinide. If ρ(α
i, αj) > q(M+k+1) then all funtions PM,M+kij′
oinide and are equal to P
M,M+k
ij .
We also have
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Proposition 3.3. Put N = M + k.Then the funtions PN,Nij satisfy the equa-
tions
P˙
N,N
ij = −
(
a(N) + u(αj , 1, N)
)
P
N,N
ij
+
∞∑
m=1
(
u(αj ,m,N)− u(αj ,m+ 1, N)
)
P
N,N+M
ij , (3.28)
idential with the equations (3.26) and the initial onditions
P
N,N
ij (0) = δij (3.29)
whih oinide with the initial onditions (3.27).
It follows from (3.26) that
B{αj}−(M+k+2) P˙
M,M+k
ij − P˙
M,M+k+1
ij
= −
(
a(M + k) + u(αj , 1,M + k)
) (
B{αj}−(M+k+2)P
M,M+k
ij − P
M,M+k+1
ij
)
.
(3.30)
Let us onentrate on the ase i = j. Then the solution of eq. (3.30) with the
initial ondition (3.27) reads
B{αi}−(M+k+2)P
M,M+k
ii − P
M,M+k+1
ii
=
(
B{αi}−(M+k+2) − 1
)
exp
{
−
(
a(M + k) + u(αi, 1,M + k)
)
t
}
, (3.31)
or
P
M,M+k
ii −B
−1
{αi}−(M+k+2)
P
M,M+k+1
ii
= B−1{αi}−(M+k+2)
(
B{αi}−(M+k+2) − 1
)
exp
{
−
(
a(M + k) + u(αi, 1,M + k)
)
t
}
.
(3.32)
The following formula is a diret onsequene of (3.32)
(
B{αi}−(M+k+n+1) · · ·B{αi}−(M+k+2)
)−1
P
M,M+k+n
ii
−
(
B{αi}−(M+k+n+2) · · ·B{αi}−(M+k+2)
)−1
P
M,M+k+n+1
ii
=
(
B{αi}−(M+k+n+2) · · ·B{αi}−(M+k+2)
)−1 (
B{αi}−(M+k+n+2) − 1
)
exp
{
−
(
a(M + k + n) + u(αi, 1,M + k + n)
)
t
}
. (3.33)
This formula is valid for n ∈ N, but we extend it for n = 0 to be (3.32). Summing
equations (3.33) over n from n = 0 to n = m− 1 we obtain
P
M,M+k
ii =
(
B{αj}−(M+k+m+1) · · ·B{αi}−(M+k+2)
)−1
P
M,M+k+m
ii
+
m−1∑
n=0
(
B{αi}−(M+k+n+2) · · ·B{αi}−(M+k+2)
)−1 (
B{αi}−(M+k+n+2) − 1
)
exp
{
−
(
a(M + k + n) + u(αi, 1,M + k + n)
)
t
}
. (3.34)
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The right hand side is split in two parts. The splitting depends on m. Sine
B{α}N ≥ 2 the limit as m→∞ yields
P
M,M+k
ii (t) =
∞∑
n=0
(
B{αi}−(M+k+n+2) · · ·B{αi}−(M+k+2)
)−1
(
B{αi}−(M+k+n+2) − 1
)
exp
{
−
(
a(M + k + n) + u(αi, 1,M + k + n)
)
t
}
.
(3.35)
Now we are ready to nd the solution of (3.3a) satisfying the initial onditions
(3.4). The funtion P
M,M
ii is given by (3.35) with k = 0 i.e.
P
M,M
ii =
∞∑
n=0
(
B{αi}−(M+n+2) · · ·B{αi}−(M+2)
)−1 (
B{αi}−(M+n+2) − 1
)
exp
{
−
(
a(M + n) + u(αi, 1,M + n)
)
t
}
. (3.36)
If ρ(αi, αj) = qM+k, k ∈ N then by multiple appliation of prop. 3.2 we obtain
P
M,M
ij (t) = B
−1(αj , k,M)
(
PijM,M+k − PM,M+k−1ij
)
= B−1(αj , k,M)B−1{αi}−(M+k+1)
(
B{αi}−(M+k+1) − 1
)
[
∞∑
n=0
(
B{αi}−(M+k+n+2) · · ·B{αi}−(M+k+2)
)−1 (
B{αi}−(M+k+n+2) − 1
)
exp
{
−
(
a(M + k + n) + u(αi, 1,M + k + n)
)
t
}
− exp
{
−
(
a(M + k − 1) + u(αi, 1,M + k − 1)
)
t
}
]. (3.37)
Formulas (3.36), (3.37) omplete our task to onstrut transition funtions
P
M,M
ij for a lass of proesses on K(M). The next step of our disussion will be
to onstrut the transition funtions on SB . This an be done as follows:
Let α, β ∈ SB . Then {α}−(M+1) = {α
i}−(M+1) and {β}−(M+1) = {α
j}−(M+1)
for some i, j ∈ N. Set P{α}−(M+1){β}−(M+1)(t) = Pij(t). Then by (3.36), (3.37)
we have
P{α}−(M+1){α}−(M+1)(t)
=
∞∑
n=0
(
B{α}−(M+n+2) · · ·B{α}−(M+2)
)−1 (
B{α}−(M+n+2) − 1
)
× exp {− (a(M + n) + u(α, 1,M + n)) t} (3.38)
and
P{α}−(M+1){β}−(M+1)(t) = B
−1(β, k,M)B−1{α}−(M+k+1)
(
B{α}−(M+k+1) − 1
)
[
∞∑
n=0
(
B{α}−(M+k+n+2) · · ·B{α}−(m+k+2)
)−1 (
B{α}−(M+k+n+2) − 1
)
× exp {− (a(M + k + n) + u(α, 1,m+ k + n)) t}
− exp {− (a(M + k − 1) + u(α, 1,M + k − 1)) t}], (3.39)
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when ρ(α, β) = qM+k. Let M,N ∈ Z and M ≤ N . Then {β}−(N+1) is an union
of the balls of radius qM i.e.
{β}−(N+1) =
⋃
γ
{β}−(N+1) × {γ−N} × · · · {γ−(M+1)}, (3.40)
where the union runs over all B-produts of {β}−(N+1) and the (N −M)-tuples
γ. Then we dene
P{α}−(M+1){β}−(N+1)(t) =
∑
γ
P{α}−(M+1){β}−(N+1)×{γ−N}×···×{γ−(M+1)}(t).
(3.41)
By prop. 3.2 the funtion (3.41) does not depend onM providedM ≤ N . Sine
α = ∩M≤N{α}−(M+1) we set
P (α, {β}−(N+1), t) = P{α}−(M+1){β}−(N+1)(t) (3.42)
We shall show in the next setion that (3.42) denes the transition funtion
for a stohasti proess on SB.
4 Markovian Semigroup and its Generator
In this setion we shall dene a Borel measure on SB and show that
P (α, {β}−(N+1), t) disussed in the previous setion denes a Markovian semi-
group. We reall that K(M) dened by (2.18) is the family of all disjoint balls
of radius qM . Then
K :=
⋃
M∈Z
K(M)
is the family of all balls in SB. We dene a set funtion µ on K as follows
µ({0}−1) = 1, (4.1)
and
µ({α}−(M+1)) = B{α}−(M+1)µ({α}−M ) (4.2)
for all α ∈ SB and M ∈ Z.
It follows from (4.2) that the numbers µ({α}−(M+1)×{γ}), 0 ≤ γ ≤ B{α}−(M+1)−
1 are equal. By standard arguments [12℄ µ an be extended to a Borel measure
on SB. Similarly for any α ∈ SB and t > 0, P (α, {β}−(k+1), t) denes a set
funtion on K and an be extended to a Borel measure on SB. Given a ball
{β}−(k+1) and t > 0 then P (α, {β}−(k+1), t) is a funtion of α ∈ SB and by
prop. 3.2 and (3.42) it is onstant on every ball {α}−(k+1). It follows that for
any Borel set A ⊂ SB, P (α,A, t) is a µ-measurable funtion. Thus P (α,A, t) is
a family of positive integral kernels. For a real valued Borel funtion u on SB
put ptu(η) =
∫
SB
P (η, dξ, t)u(ξ) whenever the integral makes sense.
Proposition 4.1. P (η,A, t) has following properties
(i). The integral kernel P (η,A, t) is µ-symmetri in the sense of Fukushima
[16℄,[17℄ i.e. for any pair of nonnegative Borel funtions u, v∫
SB
u(η)
(∫
SB
v(ξ)P (η, dξ, t)
)
µ(dη)
=
∫
SB
(∫
SB
u(η)P (ξ, dη, t)
)
v(ξ)µ(dξ) ≤ ∞. (4.3)
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(ii). P (η, SB, t) = 1 for all η ∈ SB and t > 0.
(iii). pt(psu(η)) = pt+su(η) for t, s > 0 and u any bounded Borel funtion.
Proof. (i). It is suient to prove (4.3) for u = χ{αi}−(M+1) , v = χ{αj}−(M+1) .
Then ∫
SB
χ{αj}−(M+1)(η)P (ξ, dη, t) = P (ξ, {α
j}−(M+1), t).
If ξ ∈ {αi}−(M+1) then by (3.42)
P (ξ, {αj}−(M+1), t) = P{αi}−(M+1){αj}−(M+1)(t) = Pij(t).
Thus∫
SB
χ{αi}−(M+1)(ξ)P (ξ, {α
j}−(M+1), t)µ(dξ) = µ
(
{αi}−(M+1)
)
Pij(t).
Similarly∫
SB
χ{αj}−(M+1)(ξ)
(∫
SB
χ{αi}(η)P (ξ, dη, t)
)
µ(dξ)
= µ({αj}−(M+1))Pji(t).
If ρ(αj , αi) = qM+k, k ≥ 1, then aording to (4.2) we have
µ({αj}−(M+k+1)) = B{αj}−(M+k+1) · · ·B{αj}−(M+2)µ({α
j}−(M+1)),
and by (3.9) and the fat that {αj}−(M+k+1) = {α
i}−(M+k+1) we get
µ({αj}−(M+1)) = B
−1(αj , k,M)
B{αi}−(M+k+1) − 1
B{αi}−(M+k+1)
µ({αj}−(M+k+1)).
Similarly
µ({αi}−(M+1)) = B
−1(αi, k,M)
B{αi}−(M+k+1) − 1
B{αi}−(M+k+1)
µ({αj}−(M+k+1)).
Finally using (3.37) we obtain
µ
(
{αi}−(M+1)
)
Pij(t) =
B−1(αi, k,M)B−1(αj , k,M)
(
B{αi}−(M+k+1) − 1
B{αi}−(M+k+1)
)2
Ai(t)µ({α
j}−(M+k+1)),
µ
(
{αj}−(M+1)
)
Pji(t)
= B−1(αj , k,M)B−1(αi, k,M)
(
B{αi}−(M+k+1) − 1
B{αi}−(M+k+1)
)2
Aj(t)µ(α
j}−(M+k+1)),
where Ai(t) resp. Aj(t) is the time dependent fator in the square braket
in (3.37). We onlude the proof observing that Ai(t) = Aj(t) and thus
µ({αi}−(M+1))Pij(t) = µ({α
j}−(M+1))Pji(t).
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(ii). We have P (η, SB, t) = lim
k→∞
P
M,M+k
ii (t) where η ∈ K
M
i . Taking into a-
ount that
u(αj , 1, N) = (B{αj}−(N+2) − 1)
−1(a(N)− a(N + 1)) ≤ a(N)− a(N + 1)
and using (3.35) we nd
P
M,M+k
ii (0) =
∞∑
n=0
(B{αi}−(M+k+n+2) · · ·B{αi}−(M+k+2))
−1(B{αi}−(M+k+n+2)−1)
= 1 ≥ PM,M+kii (t) ≥ exp{−(2a(M + k)− a(M + k + 1))t} →
k→∞
1.
(iii). It is suient to prove the statement for u = χ{αi}−(M+1) . The funtions
Pij
M,M (t) dened by (3.36),(3.37) solve the Chapman-Kolmogorov equa-
tions (3.3) and hene posses the semigroup property
∞∑
l=1
P
M,M
il (s)P
M,M
lj (t) = P
M,M
ij (s+ t). (4.4)
In the notation of Setion 3 (4.4) reads∫
SB
Ps(ξ, dη)Pt(η,K
M
j ) =
∑∞
l=1
∫
KM
l
Ps(ξ, dη)P (η,K
M
j ) = Ps+t(ξ,K
M
j ).
(4.5)
Let M ≤ N ∈ Z. Then by Propositions 3.2 and 3.3 Pt(ξ,KNj ) an be
dened equivalently either by (3.42) with the right hand side given by
(3.41) or by
Pt(ξ,K
N
j ) = P
N
ij (t), ξ ∈ K
N
i , (4.6)
where PNij (t) is a solution of the Chapman-Kolmogorov equation over the
state spae KN . Consequently (4.5) holds for any M ∈ Z.
As an immediate onsequene of proposition 4.1 pt extends uniquely to a
self adjoint Markovian semigroup Tt, t > 0 ating in L
2(SB , µ).
Proposition 4.2. The Markovian semigroup Tt, t > 0 ating in L
2(SB , µ) de-
ned by pt, t > 0 is strongly ontinuous.
Proof. Due to the ontrativity of Tt it will be suient to show that lim
t↓0
‖Ttf − f‖ = 0
for f of the form f =
∑n
i=1 fiχKi . But using the self-adjointness of Tt and the
initial ondition Pij(0) = δij we obtain indeed
‖Ttf − f‖
2 − (
∑
i
fiχKi , T2t
∑
j
fjχKj )− 2(Tt
∑
i
fiχKi ,
∑
j
fjχKj )
+ (
∑
i
fiχKi ,
∑
j
fjχKj ) =
∑
i,j
fifj(µ(Ki)Pij(2t)− 2µ(Kj)Pji(t)
+ δijµ(χKj )) →
t↓0
∑
i
f2i (µ(Ki)− 2µ(Ki) + µ(Ki)) = 0.
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To summarize Tt, t > 0 is a strongly ontinuous self adjoint ontration
semigroup ating in L2(SB, µ) and hene it has the representation
Tt = e
−Ht, t ≥ 0
where H is a non-negative self-adjoint operator ating in L2(SB , µ). Let f ∈
L2(SB, µ). Then by denition
(Hf)(η) = lim
t↓0
t−1 [f(η)− (Ttf) (η)] = lim
t↓0
t−1
[
f(η)−
∫
SB
f(ξ)P (η, dξ, t)
]
whenever the strong limit exists. To nd the expliit formula for H we proeed
as follows. Take f = χ{α}−(M+1) . If η ∈ {α}−(M+1) then
Hχ{α}−(M+1)(η) = lim
t↓0
t−1
[
1− P (η, {α}−(M+1), t)
]
= a(M).
Indeed
1
t
[
1− P (η, {α}−(M+1))
]
=
∞∑
n=0
(
B{α}−(M+n+2) · · ·B{α}−(M+2)
)−1 (
B{α}−(M+n+2) − 1
)
×
(
1− exp
{
−
(
a(M + n) + u(αi, 1,M + n)
)
t
}) 1
t
→
t→0
∞∑
n=0
(
B{α}−(M+n+2) · · ·B{α}−(M+2)
)−1 (
B{α}−(M+n+2) − 1
)
×
[
a(M + n) +
(
B{α}−(M+n+2) − 1
)−1
(a(M + n)− a(M + n+ 1))
]
=
∞∑
n=0
(
B{α}−(M+n+2) · · ·B{α}−(M+2)
)−1 (
B{α}−(M+n+2)a(M + n)− a(M + n+ 1)
)
= a(M).
If ρ(η, α) = qM+k, k ∈ N then we have by (3.39)
Hχ{α}−(M+1)(η) = − lim
t↓0
t−1P (η, {α}−(M+1), t)
= B−1(α, k,M)B−1{η}−(M+k+1)
(
B{η}−(M+k+1) − 1
)
× [
∞∑
n=0
(
B{η}−(M+k+n+2) · · ·B{η}−(M+k+2)
)−1 (
B{η}−(M+k+n+2) − 1
)
× (a(M + k + n) + u(η, 1,M + k + n))− (a(M + k − 1) + u(η, 1,M + k − 1))]
= −B−1(α, k,M) (a(M + k − 1)− a(M + k)) .
Thus we have proved the formula
Hχ{α}−(M+1)(η) =


a(M) if η ∈ {α}−(M+1),
−B−1(α, k,M) (a(M + k − 1)− a(M + k))
if ρ(η, α) = qM+k.
(4.7)
17
This formula is valid for all α ∈ SB and M ∈ Z. Note that by (4.2)
µ({α}−(M+k+1) \ {α}−(M+k)) = B(α, k,M)µ({α}−(M+1)).
Thus∥∥∥Hχ{α}−(M+1)∥∥∥2
= µ({α}−(M+1))[a(M)
2 +
∞∑
k=1
B−1(α, k,M)[a(M + k − 1)− a(M + k)]2]
(4.8)
is nite beause B−1(α, k,M) −→ 0 and a(N) −→ 0 as N −→∞. Consequently
the harateristi funtions of the balls in SB belong to the domain D(H) of H .
The spetral properties of H are desribed by
Theorem 4.3. Let −H denote as above the generator of the strongly ontinuous
semigroup Tt with the kernel dened by (3.42).
Then
(a). For any M ∈ Z suh that a(M) > 0 and α ∈ SB there orresponds an
eigenvalue hM,α of H given by
hM,α =
(
B{α}−(M+2) − 1
)−1 (
B{α}−(M+2)a(M)− a(M + 1)
)
(4.9)
and a B{α}−(M+2) − 1 dimensional eigenspae spanned by vetors of the
form
eM,α =
s∑
γ=0
bγχ{α}−(M+2)×{γ}, (4.10)
where
s∑
γ=0
bγ = 0 and s = B{α}−(M+2) − 1. (4.11)
If a(M) = 0 then χ{α}−(M+1) is an eigenvetor of H to the eigenvalue 0.
(b). The linear hull spanned by the vetors eM,α, M ∈ Z, α ∈ SB is dense in
L2(SB , µ).
Proof. The proof of (a) follows the proof of an analogous statement in [2℄ with
minor hanges:
Let a(M) > 0 and put eM,α =
∑s
γ=0 bγχ{α}−(M+2)×{γ} where bγ ∈ R and
s = B{α}−(M+2) − 1. Then supp eM,α ⊂ {α}−(M+2).
Let ρ(ξ, α) = qM+k+1, k ∈ N. Then by (4.7)
HeM,α(ξ) = −B
−1(α, k + 1,M)(a(M + k)− a(M + k + 1))
s∑
γ=0
bγ . (4.12)
This is zero if either a(M + 1) = 0 and then all a(M + k) = 0 or∑s
γ=0 bγ = 0. In either ase we have supp (HeM,α) ⊂ {α}−(M+2). The ondition
HeM,α = hM,αeM,α (4.13)
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is equivalent to the system of algebrai equations
s∑
γ=0
aβγbγ = 0, β = 0, . . . , s (4.14)
where aββ = a(M)− hM,α , β = 0, . . . , s
and aβγ = −B−1(α, 1,M) (a(M)− a(M + 1)). If a(M + 1) = 0 then (4.14) is
solved by b0 = b1 = . . . = bs with hM,α = 0 or by bγ satisfying
s∑
γ
bγ = 0 (4.15)
with
hM,α =
(
B{α}−(M+2) − 1
)−1 (
B{α}−(M+2)a(M)− a(M + 1)
)
. (4.16)
If a(M + 1) > 0 then (4.12) vanish only if (4.15) holds. In this ase (4.14) is
solved with hM,α given by (4.16). If a(M) = 0 then a(M + k) = 0 for all k ∈ N
and by (4.7) χ{α}−(M+1) is an eigenvetor of H to the eigenvalue 0. This proves
part (a).
To prove (b) it is suient to show that for any β ∈ SB and N ∈ Z the funtion
χ{β}−(N+1) an be approximated by the vetors eM,α. Aording to (a) any pair
α ∈ SB, M ∈ Z denes an eigenvalue hM,α and a orresponding B{α}−(M+2) − 1
dimensional eigenspae.
For k = 0, 1, . . . , B{α}−(M+2) − 2 set
bkγ,M =


1; γ = α−(M+1), α−(M+1) + 1, . . . , α−(M+1) + k
−(k + 1); γ = k + 1 + α−(M+1)
0; otherwise
γ is taken modulo B{α}−(M+2) . Then
∑s
γ=0 b
k
γ,M = 0 and the vetors
ekM,α =
s∑
γ=0
bkγ,Mχ{α}−(M+2)×{γ}
are pairwise orthogonal. We then have by (4.2)
∥∥ekM,α∥∥2 = µ ({α}−(M+2))B−1{α}−(m+2)(k + 1)(k + 2)
and
(
χ{α}−(N+1) , e
k
M,α
)
= µ
(
{α}−(N+1)
)
for M ≥ N.
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Thus
∞∑
M=N
sM∑
k=0
∣∣∣(χ{α}−(N+1) , ekM,α) ∥∥ekM,α∥∥−1∣∣∣2
=
(
µ
(
{α}−(N+1)
))2 ∞∑
M=N
(
µ
(
{α}−(M+2)
))−1
B{α}−(M+2)
sM∑
k=0
1
(k+1)(k+2)
=
(
µ
(
{α}−(N+1)
))2 ∞∑
M=N
(
µ
(
{α}−(M+2)
))−1 (
B{α}−(M+2) − 1
)
= µ
(
{α}−(N+1)
) ∞∑
M=N
(
B{α}−(M+2) · · ·B{α}−(N+2)
)−1 (
B{α}−(M+2) − 1
)
= µ
(
{α}−(N+1)
)
=
∥∥∥χ{α}−(N+1)∥∥∥2 .
We have seen that χ{α}−(M+1) ∈ D(H) for all α ∈ SB and M ∈ Z. Put
D0 for the linear hull spanned by all χ{α}−(M+1) . Then D0 ⊂ D(H). Indeed, it
follows from Theorem 4.3, b) that the eigenfuntions ekM,α
∥∥ekM,α∥∥−1 of H form
an orthonormal basis in L2(SB , µ). Sine e
k
M,α are dened as linear ombinations
of the harateristi funtions for the balls we have ekM,α ∈ D0 and onsequently
D0 is dense in D(H) in the graph norm. Thus we have proved
Corollary 4.4. D0 is an operator ore for H in L
2(SB, µ).
Let as before −H be the generator of the strongly ontinuous Markov semi-
group Tt, t > 0 onstruted above. Then
E(f, g) =
(
H
1
2 f,H
1
2 g
)
dened for all f, g ∈ D[E ] = D(H
1
2 ) is aording to [16℄, [17℄ a losed, symmetri
Markovian quadrati form i.e. a Dirihlet form in L2(SB , µ).
Sine D0 is a ore for H it is also a ore for H
1
2
i.e.
(a). D0 is dense in D[E ] in the norm (E1(·, ·))
1
2 = [E(·, ·) + (·, ·)]
1
2
.
Put C0(SB) for the spae of real valued ontinuous funtions of ompat support
on SB . Then by the Weierstrass-Stone theorem
(b). D0 is dense in C0(SB) in the uniform norm topology.
In the Fukushima terminology a set D0 ⊂ D[E ] ∩ C0(SB) enjoying properties
(a) and (b) is alled a ore for E and a Dirihlet form whih has suh a ore is
alled regular. The regular Dirihlet forms an be expressed uniquely in terms
of the Beurling-Deny representation. Thus we have the representation
E(u, v) = E(c)(u, v) +
∫ ∫
SB×SB\d
(u(η)− u(ξ))(v(η) − v(ξ))J(dη, dξ)
+
∫
SB
u(ξ)v(ξ)k(dξ) (4.17)
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for u, v ∈ D[E ] ∩ C0(SB).
Here E(c) is a symmetri form satisfying E(c)(u, v) = 0 if v is onstant on a
neighborhood of suppu, J(dη, dξ) is a symmetri positive Borel measure on
SB × SB o the diagonal d and k a positive Borel measure on SB . It turns
out however that in our ase E(c) and k vanish identially. Indeed put u =
χ{α}−(M+1) and v = χ{β}−(M+1) . Then for all α, β ∈ SB and M ∈ Z the funtion
χ{β}−(M+1) is onstant on {α}−(M+1) = suppχ{α}−(M+1) . By Proposition 2.6
{α}−(M+1) is open and thus a neighborhood of itself. Aordingly
E(c)
(
χ{α}−(M+1) , χ{β}−(M+1)
)
= 0
and onsequently E(c) vanishes identially.
Let ρ(α, β) = qM+k, M ∈ Z, k ∈ N. Then
suppχ{α}−(M+1) ∪ suppχ{β}−(M+1) = ∅
and
E
(
χ{α}−(M+1) , χ{β}−(M+1)
)
=
∫ ∫
SB×SB\d
(
χ{α}−(M+1)(ξ)− χ{α}−(M+1)(η)
) (
χ{β}−(M+1)(ξ)− χ{β}−(M+1)(η)
)
J(dξ, dη)
= −2
∫ ∫
SB×SB\d
χ{α}−(M+1)(ξ)χ{β}−(M+1)(η)J(dξ, dη)
= −2J
(
{α}−(M+1), {β}−(M+1)
)
.
On the other hand by (4.7)
E
(
χ{α}−(M+1) , χ{β}−(M+1)
)
=
(
H
1
2χ{α}−(M+1) , H
1
2χ{β}−(M+1)
)
=
(
χ{α}−(M+1) , Hχ{β}−(M+1)
)
= −µ
(
{α}−(M+1)B
−1(β, k,M) (a(M + k + 1)− a(M + k))
)
Thus
J
(
{α}−(M+1), {β}−(M+1)
)
= 12µ
(
{α}−(M+1)
)
×B−1(β, k,M) (a(M + k + 1)− a(M + k)) (4.18)
whih determines the measure J uniquely.
Remark. The formula (4.18) seems to ontradit the symmetry of J . However
a diret omputation shows that
µ
(
{α}−(M+1)
)
B−1(β, k,M) = µ
(
{β}−(M+1)
)
B−1(α, k,M)
so that after all J is symmetri.
To see that k = 0 observe that by (4.7)
E
(
χ{α}−(M+1) , χ{α}−(M+1)
)
= a(M)µ
(
{α}−(M+1)
)
.
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Sine E(c) = 0 it follows from (4.17) that
∫
SB
χ{α}−(M+1)(ξ)k(dξ) = k
(
{α}−(M+1)
)
= a(M)µ
(
{α}−(M+1)
)
−
∫ ∫
SB×SB
∣∣∣χ{α}−(M+1)(ξ)− χ{α}−(M+1)(η)∣∣∣2 J(dξ, dη) (4.19)
To ompute the latter integral we observe that the integrand is dierent from
zero (and then equals 1) only if either ξ ∈ {α}−(M+1) and η 6∈ {α}−(M+1) or
η ∈ {α}−(M+1) and ξ 6∈ {α}−(M+1).Thus
∫ ∫
SB×SB\d
∣∣∣χ{α}−(M+1)(ξ)− χ{α}−(M+1)(η)∣∣∣2 J(dξ, dη)
= 2
∞∑
k=1
∑
β
J
(
{α}−(M+1), {β}−(M+1)
)
, (4.20)
where the seond sum runs over all the balls {β}−(M+1) suh that ρ(α, β) =
qM+k. We have then
∑
β
J
(
{α}−(M+1), {β}−(M+1)
)
=
∑
β
1
2µ
(
{α}−(M+1)
)
×B−1(β, k,M) (a(M + k + 1)− a(M + k)) = 12µ
(
{α}−(M+1)
)
(a(M + k + 1)− a(M + k)) .
and (4.20) equals
µ
(
{α}−(M+1)
) ∞∑
k=1
(a(M + k + 1)− a(m+ k)) = a(M)µ
(
{α}−(M+1)
)
,
and by (4.19) the measure k must vanish. As is well known the three terms in
the Beurling-Deny representation have an interpretation in terms of orrespond-
ing stohasti proess. Namely, E(c) is assoiated with a diusion proess, J the
jump measure for a jump proess and k the killing measure. Our disussion
shows that the proess dened by the transition funtion (3.42) onstruted in
setion 3 is a purely jump proess. The fat that the killing measure vanish
is a result of the onstrution we applied. For similar onstrution on p-adis
yielding also the killing measure see [27℄. The absene of the diusion part is a
onsequene of the fat that SB is totally disonneted.
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