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Abstract
This thesis uses the HTC Vive in Unity to compare two different types of object interaction systems
in order to determine the effectiveness of physics based interaction systems in a virtual environment.
The research problem that motivates this project is the fact that there is no standardized method for
defining successful object interaction techniques in VR. There are numerous interaction techniques
in VR that fall short of simulating realistic object interaction. This project explores a physics based
interaction system and examines how effective it is by comparing it to a non-physics based system.
A model house with various interactable objects is created to compare the two interaction systems.
The first system, the naive interaction system, parents an object to the controller model, allowing the
user to pick up and throw things in a very simple fashion. This system is compared to a physics
based Newtonian system that takes into account mass and velocity during object interactions. The
Newtonian system promotes a much deeper sense of immersion for a user due to how accurately
the system simulates real life physical interactions. It is clear that creating a high level of mental
and physical presence is crucial for a VR experience. Object interaction systems are an integral
component of a VR experience that directly contribute to the realism and levels of virtual presence
that a user achieves within a virtual environment. The results of this project conclude that physics
based interaction systems provide levels of realism and immersion that the naive systems currently
cannot achieve The results of this project are beneficial because they demonstrate the positive impact
physics based interaction systems have on a VR experience and the need for improved physics
systems for the future of VR development.
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CHAPTER 1
Introduction
One of the largest roadblocks to virtual reality (VR) is creating a successfully immersive experience
for a user. The key elements that bring a virtual reality to life are a virtual world, immersion,
sensory feedback and interactivity [43]. This paper focuses on sensory feedback and interactivity,
specifically interaction systems within a virtual environment that use haptic feedback technology.
This chapter provides a brief history of VR and its applications; immersion is explained followed by
an introduction of human perception (touch, sight and sound). After an introduction to VR and the
role touch, sight and sound play in creating virtual presence, two interaction systems are described
that are used with haptic controllers in Unity to create immersion through object interaction. A
VR application is created to demonstrate the effect a Newtonian object interaction system has in a
virtual environment and its effectiveness in promoting an immersive experience for the user. The
goal of this project is to collect the theory regarding human biological and cognitive interaction
systems and transfer this knowledge into making a successfully immersive VR application using
Unity 5 and the HTC Vive head-mounted display and haptic hardware.
1.1 Defining Virtual Reality
As a growing field, the definition of virtual reality is still in flux and has grown to mean different
things in certain contexts. Users of VR naturally have their own interpretations, which differ based
on their levels of familiarity with the field. Therefore, it is important to keep the reader grounded to
one formal definition of VR in the context of this paper that can be used as a frame of reference. A
formal definition is as follows:
A medium composed of interactive computer simulations that sense the participant’s
1
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position and actions, providing synthetic feedback to one or more senses, giving the
feeling of being immersed or being present in the simulation [19].
In other words, virtual reality is a place that exists that we can interact with and experience. In
order to create a virtual reality, a virtual world is presented that appeals to our senses and is similar
to physical reality. VR’s singular goal is to display an illusion so successful that the user believes
they are somewhere else entirely. Understanding the history and progression of virtual reality sheds
light on how fast VR technologies have advanced, how far they have come, and just how close they
are to achieving this vision.
1.2 History
Although VR seems like a fairly new science, the concept stretches all the way back to the 1930’s.
Aldus Huxley and Stanley Weinbaum wrote books imagining movies that extend past just sight and
sound to include taste, smell and even touch [36]. These sensory additions work to displace the
viewer from their current reality and immerse them in another.
The first concepts of VR were brought to life around 20 years later by a man named Morton Heilig.
Heilig created a machine called the Sensorama, which offered a virtual bicycle riding experience [36].
This machine enabled the user to observe a three-dimensional display while listening to sounds of a
city and experiencing the wind, vibrations and even smells that one would perceive on a real bike
ride.
In 1976, this innovative technology led Ivan Sutherland to create the first head mounted display
that was connected to a virtual environment, as seen in Figure 1.1. Similar to modern virtual
hardware, Sutherland’s display consisted of glasses with two small screens that created the illusion of
three-dimensional vision. The display allows the user to change what they observe by moving their
head. This technology required a complex motion tracking system attached to the ceiling. Although
groundbreaking, Sutherland’s device did not let the user interact with the virtual environment.
Even though the technology did not exist, Sutherland had a vision of an ultimate stage of VR
development, and how it could be achieved. A challenge was set that has motivated the progress of
VR ever since:
The screen is a window through which ones sees a virtual world. The challenge is to make that
world look real, act real, sound real, and feel real [24].
1. Introduction 3
Figure 1.1: Sutherland’s head mounted display [13].
The challenge was accepted by a man named Myron Kreuger, who coined the term artificial
reality around 1970. Krueger created the first virtual system that allowed a user to interact with
objects in a virtual environment. Through various sensors, the user’s activities were monitored,
allowing feedback within the program. Virtual object interaction was a major advancement towards
completing Sutherland’s challenge and inspired many new technologies to follow suit.
Since Kreuger, VR development has continued to grow and become more popular, seeing many
new innovations. VR in the media played a huge part in the popularization of the term. Movies like
Tron and the Matrix imagined virtual worlds so advanced that distinguishing them from reality
became nearly impossible. Though VR technology advancements continued through the 70’s and
80’s, Sutherland’s challenge had only been achieved through film and imagination. In the 1990’s, the
Cave Automatic Virtual Environment, or CAVE was created, seen in Figure 1.2.
CAVE is a large room full of screens that display a virtual environment, taking a different
approach to VR hardware [36]. One can also wear special glasses that make objects seem more
three-dimensional in the eyes of the user. In addition, special sensors and surround sound are also
used to promote immersion. Something else unique about this hardware is that multiple users can
fit inside the CAVE, enabling collaboration within the virtual environment. In just 60 years, the
concept of VR was born and turned into a reality. Today, perfectly immersive virtual worlds have
yet to be achieved, but the advancements and uses of VR have reached heights previously thought
impossible.
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Figure 1.2: CAVE: four screens with four stereoscopic projectors [34].
1.3 Applications
Virtual Reality enables people’s imaginations to run wild. Although the age of consumer VR is just
beginning, the current range of applications is tremendous. One of the most prevalent areas of VR is
within the gaming industry. Virtual reality gives gaming the potential for a user to become immersed
in the virtual world. In lieu of a keyboard and mouse, haptic hardware gives users the opportunity
to interact with virtual objects on a whole different level, changing immersive gaming as we know it.
The potential for deep immersion, virtual presence and the production value VR has to offer as an
industry is driving developers and manufacturers to take part in the emerging field [40].
Figure 1.3: Virtual reality medical applications [42].
However, new haptic and visual technology are not just being used for entertainment. Virtual
reality is already successfully being used in many other applications, some of which are seen in
1. Introduction 5
Figure 1.3. The creation of immersive 3D virtual environments has enabled VR to be used in military
training, medical training, and all types of design and engineering. These examples are just the
beginning. The potential for VR in our modern day society is endless, ranging from interactive
tourism to psychotherapy. With more and more foreseeable applications in today’s society, the
demand and technological innovations will just continue to increase, making VR development even
more prevalent and expansive.
1.4 Virtual Presence
VR is a unique form of media quite unlike other medias such as books or movies and should be
dealt with as such. To acquire virtual presence while reading a book, the reader must leave their
current reality behind to enter the reality of the text [36]. VR requires the opposite. With VR, the
user is placed into an environment and is meant to perceive and respond to it as though it were
real. Virtual presence is the feeling of actually existing within a a virtual environment. In the words
of Albert Einstein, reality is merely an illusion, albeit a very persistent one. Creating a successful
virtual environment requires the creation of a successful illusion. An effective illusion is made
possible through a strong virtual presence. Virtual presence is achieved mentally, physically, or by a
combination of the two.
1.4.1 Physical Presence
Physical presence is an essential part of VR and takes place when the user’s body physically enters
the simulation or environment. It is truly what sets VR apart from other media. In response to the
user’s actions, select stimuli are presented to the user that affect their perception of the environment.
Specifically, virtual environments are described through sight, sound and touch. These sensory
perceptions define user interaction in a virtual world and are described in greater detail in the
following section.
The goal to obtaining optimal virtual presence is reducing as much real world stimuli as possible.
When immersed in the environment, virtual stimuli work to replace the user’s exposure to real
stimuli, decreasing mental and physical presence in the real world. Physical and mental presence go
hand in hand. If physical stimuli tricks you into thinking you are present in a different environment,
your mental presence in that environment also increases.
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Figure 1.4: Virtual Presence: fear of heights - save the cat or die trying [33].
1.4.2 Mental Presence
It is possible for a user to be so immersed in a virtual world that it becomes their reality. Figure
1.4 is an example of a game that challenges the user to save a cat from a wooden plank suspended
thousands of feet in the air. This game creates mental presence by provoking very real fear among its
users, so real that many are not able to save the cat successfully. Mental presence is the non-physical
state of engagement felt after entering a virtual world. Achieving and maintaining mental presence
is a very delicate and complicated process. There are many factors that affect mental presence. This
also means many factors can destroy an immersive process. For example, a sense of virtual realism
can be destroyed by small environmental defects because they distract the user from perceiving the
scene as legitimate. The level of mental presence is affected by the virtual scenario, the quality of
realism, the number of senses stimulated, and the delay between the user’s actions and its effect on
the virtual world. Mental presence within a virtual reality is difficult to achieve because all of these
factors must be taken into account. In order to successfully obtain virtual presence, a minimum level
of physical and mental presence is key.
1.5 Conclusion
Virtual reality has a rich history and a bright future. The technological advances VR has made in the
past 60 years and the current range of applications show the incredible potential of this growing
field. For a virtual environment to be immersive, both the mind and body must believe they left
their world behind and entered a new one. Physical and mental presence are crucial for a virtual
space to be successful. The next chapter dives into the human sensory system and why it must be
understood in order to model immersive environments that successfully capture the physical and
mental presence of a user.
CHAPTER 2
Human Sensory Perception: Biological and Cognitive
VR is created through an exchange of information between the user and the virtual environment.
For VR to be realistic, there must be a certain degree of responsiveness to a user’s actions or inputs.
Interaction within a virtual environment can be broken down into three categories: manipulation,
navigation, and communication. Manipulation allows the user to interact and make modifications
to the virtual world and the objects within it. This interaction increases mental presence within an
environment by promoting creativity and expression. Navigation permits the user to maneuver
through the world, giving an illusion of depth within an environment. Effective navigation techniques
require the user to create a mental picture of the environment, inherently promoting mental presence.
Communication enables interaction between users and intermediaries in a virtual environment.
Having multiple users in an environment enables an exchange of information and experiences [36].
2.1 Human Visual System
Visual perception is considered to be the most dominant sense. Human cognition is oriented around
vision, demonstrated by the fact that the visual system is given precedence over the other senses
when conflicting inputs are present [24]. A large area of the brain is dedicated to interpreting
how we process the information gained from visible light. Because human behavior is so visually
oriented, visual perception is given the utmost priority during any virtual experience. Due to the
significance of visual perception, the frequency at which intermittent stimulus appear to be steady
and in constant motion, or the critical fusion frequency, is an integral aspect of the visual system.
Light perception, color perception, depth perception, field-of-view, and critical fusion frequency
are vital components of the visual system and are discussed briefly in the next subsections with an
emphasis on depth perception.
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2.1.1 Light Perception
It is important to understand exactly how light perception works. Figure 2.1 is useful for the following
description. First, visible light from the environment enters the eye through the transparent cornea.
The light intensity is controlled via the pupil, which can limit the amount of light entering the eye by
dilating or contracting. Behind the pupil is the lens, whose job it is to focus light on the retina. The
lens, which is attached and controlled by the ciliary muscle, is able to contract in order to change its
thickness. Changing the thickness of the lens enables objects at different distances from the eye to be
clearly seen [36].
Figure 2.1: The human eye [36].
The retina contains photoreceptors that are specialized light-sensing nerve endings. Photorecep-
tors can be divided into cones and rods. Cones sense colors, react quickly to light intensity changes,
and are less sensitive to light. Rods do not sense color, are more sensitive to light, and allow sight
during conditions with low levels of light. The light picked up by these receptors is then converted
into an electrochemical signal that travels across the optic nerve. The optic nerve connects to the
visual cortex in the brain, which turns the incoming signals into the images we then see [36].
2.1.2 Color Perception
Using the cones in the retina, the human eye is able to sense varying levels of color. There are three
types of cones in the eye that are able to pick up different wavelengths of light. The tiny wavelengths
of visible light that humans can "see" range from 380 to 700 billionths of a meter, expressed as
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nanometers or nm. The first cone type senses red light (564-580nm), the second type senses green
light (534-545nm), and the third type of cone picks up blue light (420-440nm) [36]. The shorter
wavelengths are known as ultraviolet light and the longer wavelengths are called infrared light.
Figure 2.2: Representation of the RGB model [11].
In virtual environments, modeling is usually done using these primary colors in order to match
the three types of cones in the human eye. The most frequently used model is the RGB model,
representing red, green and blue colors. This model, seen in Figure 2.2, allows any combination of
colors to be created simply by combining a mixture of the three primary colors detectable by the
human eye.
2.1.3 Depth Perception
One of the most important functions of the human visual system is its ability to determine the
distance to particular objects. This concept, known as depth perception, is extremely important in
virtual reality. Since virtual displays do not always incorporate depth into a scene, VR designers
must understand depth cues in order to fool the human senses and create a virtual illusion of depth.
The human mechanisms for determining depth can be divided into monoscopic and stereoscopic
depth cues.
Monoscopic depth cues are received by just one eye and exist in two-dimensional images. From
[36], monoscopic depth cues include those listed below and several are depicted in Figure 2.3.
1. Occlusions: Objects in the foreground obstruct those in the background.
2. Shading: Shading indicates the relative size of different objects and offers an estimate of their
shape.
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3. Size: Size allows comparisons between objects of different sizes, allowing us to gauge their
relative distance.
4. Linear Perspective: Parallel lines appear to converge at a point as they recede into the distance.
This can be used to determine the relative size, shape or position of an object by imagining or
drawing these lines.
5. Surface Texture: Since the human eye cannot pick up subtle detail at great distances, objects
farther away have a less sharply defined texture than those that are closer.
6. Accommodation: Accommodation is the dilation or contraction of the lens in order to keep an
object in focus as its distance from the eye varies. This process allows the brain to estimate the
distance to an object based on the lens thickness.
7. Parallax: When the viewer is in motion, objects further away appear to move less in the field of
view than objects that are closer to the view.
8. Movement of the view object: When objects move further away from the viewer, they appear to
grow smaller. When objects move closer to the viewer, they appear to become larger. This
information allows the brain to estimate how long an approaching object has before it collides
with the viewer.
Figure 2.3: Depth perception cues [28][12][20][14].
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On the other hand, stereoscopic depth cues combine the information gathered from both eyes.
Stereoscopic viewing is the primary way the visual system perceives depth. As objects become
farther than 30 meters away, many of the geometric benefits of stereopsis fade [24]. This makes
stereoscopic depth cues extremely effective for observing objects that are at closer distances. From
[36], the stereoscopic depth cues are the following:
1. Convergence: The process where the eye turns inward toward an object in order to focus on
that object, pictured in Figure 2.4. This process allows the brain to judge the perceived depth
of that object.
2. Stereopsis: A process that allows depth to be estimated based on the difference between what
the left and right eye perceive.
Figure 2.4: The process of convergence [36].
If there are conflicts between different depth cues, stereopsis takes precedence over all others [35].
A virtual environment can be designed using any of these cues to create a perceived feeling of depth.
The more cues that are incorporated into a scene, the more realistic the illusion of depth becomes.
2.1.4 Field Of View And Critical Fusion Frequency
Field-of-view, and critical fusion frequency also have an important role on the visual experience
of immersive virtual scenes. The complete field of view for human eyes is around 180 degrees
horizontally, and over 120 degrees vertically. Therefore, in order to create a successful optical illusion,
the field of view should be 90 to 110 degrees [24]. Different head mounted displays offer varying
fields of views. As seen in Figure 2.5, the HTC Vive offers 110 degrees, an optimal field of view for
VR applications.
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Figure 2.5: Field of view comparisons [32].
The critical fusion frequency is the rate that humans can distinguish between successive visual
stimuli. For example, when the frequency is too small, object movement is choppy and no longer
fluid. In computer graphics, a rate below 30-60 Hz results in this effect. A narrow field of view and
low frame rates in VR cause distraction and remind the user of their presence in a virtual setting.
Visual displays, like the VIVE, require stereoscopic vision and must deliver stimuli of acceptable
resolution, high-quality motion representations, and satisfactory levels of brightness [24]. Given
the significance of the visual system, visual displays have become the most important piece of VR
hardware. However, head mounted displays are not always enough. Virtual environments should
not only engage a user’s visual and auditory senses, but also offer user interaction mechanisms.
Haptic hardware is able to create interactive connections between the user and their environment,
an aspect absolutely critical in achieving an immersive application.
Figure 2.6: HTC Vive with hardware - including haptic controllers [45].
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2.2 Human Haptic System
The word haptic comes from the Greek verb hapto, meaning to touch. Haptic refers to the exploration
and process of identifying objects through touch [35]. An effective VR system utilizes haptic devices
to enable a user to interact with objects in a virtual environment through gestures. Figure 2.6 shows
the HTC Vive, an example of a commercially popular head tracking system that is also equipped
with haptic controllers. A haptic device mimics tasks that would normally be performed in the
real world, such as gathering information about an object and its properties. A haptic interface is a
device that measures a position or contact force and displays that contact force or position to the
user. To put it even more simply, a haptic interface receives motor commands from the user and
displays haptic images back to the user [35]. The human hand allows a user to push, grasp, squeeze
or hit objects. When transfered into a virtual space, being able to touch, feel, and manipulate objects
results in a level of immersion that is not possible without a haptic system. Haptic hardware in VR
allows the user to perceive information about the virtual world, and the rules that govern it. Many
new games use haptic hardware that allows the user to interact and manipulate objects in the virtual
world. A game called Job Simulator, illustrated in Figure 2.7, implements these strategies to allow
the user to interact with objects as part of the storyline. The inability to have this level of interaction
within an environment makes it impossible for a user to truly perceive a virtual world as real.
Figure 2.7: Job Simulator: an interactive game that uses haptic hardware and object manipulation as
it’s primary tool for creating an immersive experience [6].
Haptic perception is different from vision and sound because it provides the ability to sense and
also act upon an environment. Through touch, different types of information can be gathered when
manipulating objects in the environment. The human haptic system is divided into three subsystems
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made up of sensory capabilities, motor capabilities, and cognitive capabilities. Sensory capabilities
use kinesthetic and tactile senses to derive information about the environment through touch. In VR,
sensory capabilities can be used to give the user cues and insight into the virtual world and its rules.
Motor capabilities use the musculoskeletal system to gain information about and manipulate objects
through interaction. Cognitive capabilities use the central nervous system to analyze information
gathered from an environment and plan motor functions based on the objectives of the tasks. When
designing haptic interfaces, understanding the haptic system is imperative.
2.2.1 Sensory System
Sensory information can be broken further into subclasses consisting of tactile and kinesthetic
information. Tactile sensors transmit information to the brain about an object when initial contact
is made. This information is gathered by low-threshhold mechanoreceptors in the skin such as a
fingertip [35]. When the hand is stationary and comes into contact with an object, tactile sensors are
the ones to transmit information concerning that object. The type of information gathered by tactile
sensors can range from the fine texture, size, softness, slipperiness, and temperature of an object. On
the other hand, kinesthetic information conveys the position, movement, and forces acting on a limb
[35]. When an arm or other limb is active in free space, this kinesthetic information gives insight
regarding the natural shape, compliance, and stiffness of surrounding objects. During any active
task, sensory information is simultaneously gathered from both types of sensors, giving the brain
constant feedback.
2.2.1.1 Kinesthetic Perception
The Kinesthetic system is primarily used to acquire information about the forces generated by
certain muscles, and the resulting movement of limbs. However, kinesthetics also refers to the
perception of force, an aspect extremely relevant in the topic of haptic interaction systems within
virtual reality. Mechanoreceptors provide information to the central nervous system about static
muscle length, muscle contraction velocity, and forces generated by muscles [35]. Other sensory
information regarding the change of limb position are acquired from receptors in the joints and
skin. The receptors in the skin play an important role in tactile exploration and interpreting the
position and movement of the arms. This subsection gives an overview of the kinesthetic receptors,
specifically mechanoreceptors, which are responsible for the perception of movement, force, and the
position of limbs.
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Mechanoreceptors are found in muscle spindles and are classified as primary and secondary
receptors. Seen in Figure 2.8, muscle spindles, found in muscles, are .5-10 mm in length and made
up of bundles of muscle fibers [35]. Muscle fibers are attached at both ends to muscle or tendon
fibers and are responsible for generating muscle force. These spindles identify changes of tension
and length within muscle fibers. The primary role of muscle spindles is to act as an automatic safety
device for the muscles. When the muscle is overly stretched, the spindles respond by stimulating
a muscle contraction in order to prevent the muscle from extending or stretching too far. These
automatic muscle contractions, or reflexes, are important for controlling movement and balance.
Figure 2.8: Kinesthetic receptors [8].
Each mechanoreceptor, primary and secondary, reacts to a change in muscle length and acts
accordingly. The primary spindle receptors dynamically respond to changes in muscle length by
dealing with the velocity and acceleration aspects of movement. The job of the primary receptors
is to modify the sensitivity of muscle spindles based on the muscle’s length, contraction history,
and current velocity of muscle contractions [35]. Primary receptors actively influence the velocity,
direction and movement of a limb. In contrast, the secondary receptor’s job is to output a constant
static measurement of muscle length and position of the limb. Normally, an area with a high density
of mechanoreceptors means a highly functional tactile system. However, in a kinesthetic system, a
higher density of receptors does not always mean better kinesthetic capabilities [35]. Instead, the
size of the muscle, not the functionality, dictates the number of muscle spindles present.
In addition to spindle receptors, there are other types of mechanoreceptors used within the
human haptic system, displayed in Figure 2.9. Located where the tendon attaches to the bundle
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Figure 2.9: Ruffini endings and pacinian corpuscles [21].
of muscle fibers, the Golgi tendon organ provides information about force exerted by muscles
[35]. The Golgi tendon organ essentially serves as a safety mechanism by reducing muscle tension
when the muscle is under an excessive load. Ruffini endings and the Pacinian corpuscles are other
mechanoreceptors found in the joints. The Ruffini endings sense angle and angular velocity of the
joint movements. The Pacinian corpuscles are used to estimate joint acceleration and have a natural
sensitivity that responds to both vibration and pressure [35].
2.2.1.2 Tactile Perception
While the kinesthetic system works to acquire information regarding force and the movement of
limbs, the tactile system defines and interprets sensations acquired through touch. The various and
complex sensations generated during object interaction are made up of a few specific components.
Roughness, lateral skin stretch, relative tangential movement, and vibrations make up the sensations
we receive when interacting with these objects [35]. The mechanoreceptors in the skin define the
texture, shape, compliance, and temperature that are all perceived through touch. Specifically, the
Meissner’s corpuscles, Pacinian corpuscles, Markel’s disks, and Ruffini corpuscles are the sensory
organs in the skin that define a sensory experience. These sensory organs and their properties are
displayed in Figure 2.10
These four types of mechanoreceptors differ in size, receptive fields, rate of adaptation, location
in the skin, and physiological properties. Spatial resolution depends on where the receptors are
located in the skin. Certain receptors have large receptive fields, which means they have a low
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Figure 2.10: Properties of mechanoreceptors [35].
spatial resolution. Others have small receptive fields, meaning they have a good spacial resolution.
Each receptor also has a different rate of adaptation. When a receptor has fast adaptation, it detects
short pules of sensory information. An example of fast adaptation is the initial contact with an object
or the detection of a vibration. A slow speed of adaptation means the receptor detects a constant
stimulus, like a constant pressure. Figure 2.10 displays the rate of adaptation of receptors in the skin.
Just as with color perception, the quality of a sensory experience is determined by a combination
of responses from different receptors. Receptors are able to achieve a wide detection range for
detecting vibrations and frequencies ranging from 0.4 to 1000Hz [35]. Frequencies over 500Hz are
no longer felt as vibrations, but as having textural qualities. Given the properties of a tactile system,
specifically the perception area, duration, and frequencies are important for modeling interaction
systems in virtual environments.
2.2.2 Motor and Cognitive Systems
In addition to sensory capabilities, the motor system and the cognitive system make up the human
haptic system. The motor system allows for active exploration of an environment and manipulation
of objects within it. The cognitive system associates action with perception [35]. When designing a
haptic experience in VR, understanding how these different haptic subsystems function and work
enables a designer to build an interactive and realistic virtual environment. Figure 2.11 displays
how the haptic subsystems work together with a haptic hardware device to control the position of
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Figure 2.11: Human-machine haptic interaction [23].
the hand and exert forces to simulate contact with a virtual object. The sensory, motor, and cognitive
systems all work together to construct a haptic experience. Both tactile and kinesthetic sensory
information compose contact perception, while motor commands allow movement and navigation
through an environment based on the cognitive objectives [35]. The more haptic subsystems used to
define a virtual experience, the more a user feels engaged and immersed within that experience.
2.3 Aural System
While vision is primarily used for virtual perception and haptic controllers provide interaction
systems, the use of sound is invaluable. Visual systems provide spatial information about an
environment that exist in both space and time. In contrast, aural systems provide temporal
information in a virtual space that exists in time and not space. The timing of sound presentation is
therefore even more critical than the timing of image presentation in VR [35]. In addition, since sound
is perceived the same no matter what direction a user is facing, sound is not limited by the orientation
of the head. When realistically implemented, sound increases the feeling of mental immersion and
provides informative cues about a virtual environment. Hearing and sound perception allow for
verbal communication. Verbal communication increases situational awareness, cues visual attention,
and presents complex information that vision cannot always provide us. Audio perception requires
the ability to synthesize sound and to locate and pinpoint auditory stimuli within a 3D space. The
most efficient hearing frequency in humans occurs between 1000 and 4000 Hz [24]. Hearing is
classified as a remote sense because it is used to detect the position of objects relative to a user.
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Given that VR exists in three-dimensional space, three-dimensional sound must be implemented.
A concept called sound localization represents a phenomenon that allows users to identify the distance
and direction of a detected sound source [35]. Within a virtual environment, auditory stimuli
can be generated using location-dependent filters to enhance a user’s virtual presence. In such
environments, stereo or auditory clues can be given for the users to evaluate. These stereo clues can
exist to make determinations on elevational changes or direction [24]. Sounds can also be generated
to approximate distance. Since sound decays the further away it is, the amplitude of a sound can
be used as a distance cue. Creating an illusion that sound originates from specific points in virtual
environment creates a sense of realism for the user.
Figure 2.12: The complex nature of auditory processing [38].
The challenge for auditory implementation in virtual environments stems from the complexity
of auditory perception, illustrated in Figure 2.12. Different types of sounds attract different types of
attention. Ambient sounds give clues about the size and nature of an environment. The desired
mood of an virtual environment is constructed through different ambient sounds. Individual objects
can have sounds associated with them to give an understanding of each object and to demonstrate
different possible actions that can be accomplished with an object. Auditory processing is absolutely
crucial but often overlooked in virtual settings due to the complexity of implementation.
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2.4 Conclusion
When designing a virtual reality experience, a high level understanding of the human sensory
system can go a long way. The realism of a virtual experience depends on visual, haptic, and aural
feedback. A developer who understands and incorporates the visual, haptic, and aural systems can
communicate and express ideas in a fluid and immersive manner. The following section dives into
the medium of virtual reality and demonstrates how knowledge of the human sensory system is
used to model an immersive and realistic VR narrative.
CHAPTER 3
VR: A Medium For Expression
The following content is paraphrased from Understanding Virtual Reality, by William Sherman and
Alan Craig [43]. This source gives an outstanding summary of the medium of VR and the following
discussion is based on this source. For additional coverage of this topic, refer to sources [19], [22],
[24], [30], [39], and [40].
3.1 Creating a VR Experience
When creating a virtual reality experience, there are four components that must be implemented.
Virtual reality contains a virtual world, some level of immersion, sensory feedback that responds
to user input, and interactivity. These are the integral elements of virtual reality that set it apart
from other types of media. Any successful virtual reality experience relies on understanding these
concepts. The following subsections briefly touch on each concept and its role as a building block of
virtual reality systems.
3.1.1 Virtual World
A virtual world is an imaginary space often manifested through a medium. In other words, a
virtual world is the collection of content or objects and the rules and relationships for those objects.
The virtual world is the space where the experience is brought to life. Without a virtual world,
virtual reality is void of any meaningful experience, removing the possibility for any immersion or
interaction to take place.
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3.1.2 Immersion
Virtual reality allows a user to become immersed into a reality or point of view that exists inde-
pendently of the world they currently exist in. Becoming immersed in a virtual world allows an
emotional or mental state to develop, making the content and world appear real. This suspension of
disbelief leads to a feeling of involvement in the experience. Immersion into an alternate reality can
be accomplished with either a mental state, or a physical one. Mental and physical immersion can
occur independently or be achieved simultaneously for an incredibly immersive experience. As
previously mentioned, mental immersion is a state where one feels deeply engaged in an experience,
temporarily suspending all disbelief that the alternate reality is anything but real. Physical immersion
is a state where the body enters the medium, allowing many or all bodily senses to be stimulated
and immersed in the interactive experience. A term that is frequently used to describe mental and
physical immersion is presence, or a sense presence. Presence is simply the feeling of being immersed.
3.1.3 Sensory Feedback
Virtual reality can allow the participant to effect events and content within a virtual world. Sensory
feedback allows the user to feel involved in an experience. After an event is triggered or an object
is manipulated, if no sensory feedback exists, the user will not feel immersed in the experience.
Position tracking computationally tracks the position and orientation of an object or body part,
allowing feedback to be created. Based on a user’s physical position, direct feedback should be
provided by the VR system to make the experience more compelling. For example, in a Newtonian
world, if the user touches an object, it is only natural that the object responds accordingly to the
collision. In most applications, it is the visual and auditory senses that receive sensory feedback,
although haptic feedback is becoming increasingly popular and available.
3.1.4 Interactivity
In order to have sensory feedback, the virtual world must be interactive and responsive. Part of
what makes virtual reality so magical is that it allows us to participate in an imagined experience
similar to our physical reality. Thus, for a virtual world to seem authentic, it requires an environment
that responds to a user’s actions. A user should be able to engage the world by changing locations,
picking up objects, and triggering events via their tracked physical motions. If a user can move
physically and interact with the virtual world with suitable responsive feedback, that immediately
promotes a sense of presence for the user.
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3.2 Communicating Through A Virtual Medium
Virtual reality is a medium used to express and transmit ideas from a communicant to a recipient.
In order to effectually communicate ideas through a medium, the communicant must be literate
and well versed in the medium. Becoming literate in the medium of VR requires knowledge of
its history, language, narrative, forms, genres, and interfaces. Understanding virtual reality as a
medium allows the communicant to successfully manifest ideas to an audience without the original
content being lost in the translation.
3.2.1 Transmitting Ideas
The first step in communication is forming an idea and physically representing it using a medium
such as virtual reality. In any medium, ideas are taken from the communicant’s mental model and
composed with different styles, forms, and genres that are eventually brought to life. The process of
transmitting ideas via virtual reality is not so different from other mediums such as music, art, or
theater. After a medium is chosen, the communicant forms a mental model of the ideas they want
to transmit to a recipient. Next, a physical representation is presented that the recipient uses to
formulate a mental model. Just as a dramatist uses actors to represent and later transmit their vision
upon the stage, representing a VR experience follows a similar model. Instead of performers, the
computer creates a manifestation of a virtual world that the user interacts and participates with, in
doing so, becoming part of the performance and forming their own mental model of what they have
experienced.
The quality of a physical representation and certain limitations on carrier and storage media
influence how a virtual world is manifested and received by an audience. As with a dramatist, if a
communicant unsuccessfully converts an idea into a chosen medium, the experience can be perceived
very differently than intended. Other factors such as the setting and the recipient’s mindset, previous
experiences, and even culture can affect how content is received. Perhaps the most important aspect
of a virtual reality experience is the recipient’s ability to interact with the virtual world. If the world
is successfully interactive, the audience, or user, becomes a coauthor of the experience.
3.2.2 Creating Narrative in Virtual Reality
Virtual reality applications can focus on transmitting a truth or idea, but others focus on creating an
experience. Saying that some virtual reality applications focus on creating an experience is too vague
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for the purpose of this paper. Every virtual world has a different style of narrative that works to
advance some plot, or series of events. In virtual reality, the developer can choose different methods
of presenting information or an experience. There are essentially two different ways to present a
story: directed and undirected narratives. In an undirected narrative, the user has complete control
over the outcome, or plot. This type of narrative can be tricky because there is no real way to ensure
that the entire narrative is experienced. Directed narratives implement a plot based story where the
user is oriented towards a specific goal or outcome. Although directed narratives have linear story
lines that the user must follow, allowing the user to make his or her own choices within the world is
certainly possible. Many directed story lines are interactive and can change plot themes depending
on the user’s actions or choices made during different scenes. Call of the Starseed, shown in Figure
3.1, is an example of this style of story line. However, there are always essential elements of the plot
that the user must experience regardless of the choices they make. Although directed narratives are
popular in many types of media, studies are still unclear whether directed narratives are suitable
for virtual reality experiences. Many people agree that virtual reality content should not exist as a
storyline, but as a place to be explored.
Figure 3.1: Call of the Starseed: a puzzle-based first-person adventure game that is an excellent
example of a story based narrative [26].
Many virtual worlds present a free-form, undirected narrative that allows the user to make their
own decisions and shape their own narratives within the experience, all the while following a basic
storyline. Similar to directed narratives, free-form narratives that contain a story, or an event based
plot, help expose different aspects of the virtual world and give the user a direction and purpose.
In undirected narratives, the user must discover how to progress through the story, without direct
instructions, using their own intuition and observation of the world. When a user is able to make
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independent decisions that result in the completion of a goal or narrative, they feel satisfied and
involved with the experience.
An interactive and unguided narrative also presents an unbiased perspective of the underlying
information that is being presented, letting the user form their own impression. When a user
must create his or her own mental model of the game, they become mentally immersed in the
content. Narratives are far more effective if the virtual world is interactive. The more interactive the
experience, the more control the recipient has. Interactive stories may begin by presenting a basic
premise or goal, but allow the narrative to take detours based on the user’s actions and input. When
placed into a foreign virtual world, the participant is an outsider, temporarily unsure of their purpose
or direction. Having control over your narrative creates a less foreign environment, granting the
freedom and confidence to explore and dive deeper into the experience.
3.2.3 Design Choices
Every story and narrative has a specific form and genre. When designing a virtual experience,
it is important to consider how the content of your story is presented and what ideas are being
communicated. A genre is a way to categorize a medium based on its style. In other words, a genre
usually describes the class of problem being addressed. Virtual reality has the potential to redefine
many of the most popular genres in today’s media. Examples of popular virtual reality game genres
are racing games, shooters, horror, and flight simulations. The horror and thriller games have become
increasingly prevalent in the VR industry, with many popular titles. Arizona Sunshine, pictured
in Figure 3.2, is a first person shooter that places the user in the middle of a zombie apocalypse
desperately trying to survive waves of zombies and the scorching heat of Arizona.
In terms of virtual reality, form is how one chooses to construct and then present their narrative
to an audience. One of the most important elements when designing a virtual reality experience is
choosing the style of interface that represents the content. The form of a virtual experience is defined
by the type of interface and what type of communication it allows. The user interface controls the
flow of ideas between the audience and the virtual world, influencing how the entire narrative
is perceived. In VR applications, a graphical user interface (GUI) can be implemented to present
information to the user. A GUI refers to two-dimensional on screen graphics that overlay the main
gameplay and present messages, gauges, or input controls such as menus buttons or sliders [30]. In
typical non-VR games, a user interface is rendered in screen space, which statically rests somewhere
on the screen as an overlay, such as at a screen edge. In virtual reality, there are no screen edges, and
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Figure 3.2: Arizona Sunshine: an example of two genres; shooter and horror games, combined into
one thrilling VR experience [9].
the GUI must be rendered in what is called the World Space. Figure 3.3 shows a common approach
taken by Oculus to display a main game menu. Although somewhat intrusive to the central scene,
this style and placement for a GUI is easy to access and a great alternative to a static main menu
screen. An interface that is not carefully designed can impede flow, affecting how the user interprets
the content. The form of an experience can also refer to how a participant is able to interact with the
world. Different forms of interaction can range from how the user is able to move through the world,
to the ways they can interact and communicate with objects.
Figure 3.3: VR game menu - world space [25].
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3.3 Designing a VR Experience
One of the most significant decisions when designing a virtual experience, is how to represent the
world. The first step is to formulate an idea based on the type of information the designer wishes
to convey. The next step is to decide the best way to transfer this information to the participant
through the medium of VR. Choices must be made regarding how your world is presented to the
viewer, how it is rendered, and what senses are stimulated. Using visual, aural, and haptic sensory
feedback presents rich content that provides a deep sense of realism. The ultimate goal of immersion
is for the user to trust the consistency and accuracy of the rules that govern the world. Therefore,
when implementing multiple senses, one must be careful not to misrepresent the virtual world.
When sensory feedback is misrepresented, the participant loses trust in the world. Implementing
multimodel sensory input or output can sometimes do more harm than good. Stimulating multiple
senses makes the world seem more realistic, but causes the flaws in content to stand out when
inaccurately implemented. If the visual, haptic, and aural senses do not naturally work together,
then confusion, loss of realism, and even nausea can result. Understanding the human visual, haptic,
and aural system insures that the designer represents information accurately and effectively.
3.3.1 Depicting Realism
Representing information through a virtual medium requires many strategic design choices. One
choice involves determining how realistic the virtual world should appear. There is a term that
embodies this concept, verisimilitude. In a VR context, verisimilitude refers to the appearance of truth
or depicted realism embodied in a virtual world. When designing an application, determining the
verisimilitude of the virtual world is an important creative choice that impacts how the experience is
portrayed. Some applications choose to depict fantastical worlds that do not obey physical rules.
Other applications follow the properties and rules of the real world.
When a virtual world is made in the reflection of the real world, it is called mimetic. In order
for a user to trust that a virtual world is real, that world must be consistent. A concept embodying
this, called diegesis, increases the mimesis, or degree of realism, and ultimately the verisimilitude of a
virtual world. Formally, diegesis is the implied consistency within a virtual world. The consistency
of a world does not just refer to the ways in which objects are manipulated or senses are stimulated.
Diegesis also includes events and places that are expected to occur based on the information
presented to the user. For this reason, one of the most important reasons to establish diegesis is so
the user believes the world will remain consistent during the remainder of the experience.
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Figure 3.4: A classic example of closure in the medium of comics [18].
When a participant is able to trust the accuracy and consistency of the world, they become
mentally immersed in the experience, enabling their imagination to run wild. A classic and effective
tactic that is used in many different types of media is called closure. Closure is when a specific part
of a scene, perhaps the death of a character, is intentionally left out. This forces the user to fill in
the blanks using their imagination and understanding of the world. This tactic invites the user to
truly participate in an experience. Given that every mind is different, every participant recreates a
different mental depiction, slowly making the experience feel more individually tailored, genuine
and unique.
3.3.2 Generalization
Something to keep in mind while designing a virtual experience is our unique ability to generalize.
This can be an asset in multiple ways. When representing content, using universally understood
symbols or representations of objects makes the experience accessible to a wide audience. Gener-
alization can also be used in a different way to dramatically increase realism and make the world
seem believable without expending extra resources. If objects all follow the same rules and have the
same characteristics, it leads the user to conclude that all objects share these properties. A simple
example is to have the first monster the user encounters be hostile and aggressive. The user now
assumes all monsters of the same type are hostile and frightening. The user begins to construct a
mental model of the world, being more immersed in the content. If done consistently, generalizing
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tricks the user into believing whatever rules govern the objects that he or she has interacted with,
govern all objects throughout the world.
Figure 3.5: Abstract Representation of a Spring Day [27].
The depicted realism of a world affects how information is interpreted and received. Every
virtual reality experience falls somewhere on a spectrum between real and abstract. As mentioned,
verisimilar representations depict virtual environments striving to achieve realism. On the other
end of the spectrum, iconic representations use simplified concepts and objects to depict the virtual
world. Using generalized concepts, rules, and analogies has become a popular design strategy.
Low-poly worlds are an example of how generalizing content can make it more understandable
and user friendly. These worlds are represented more symbolically, allowing the using to become
familiar with the rules that govern the world very quickly. An example of a low-poly scene is shown
in Figure 3.5. When representations are portrayed abstractly, they become more generic and fit into
a broader classification of objects that the user is more likely to identify.
3.3.3 Modeling Physical Reality
Every virtual world consists of "stuff" that the user interacts with, and physical rules that govern
those interactions. By default, a virtual world does not abide by any laws of physics. Modifying the
laws of nature changes everything about how one perceives and interacts with a virtual world. As
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mentioned, an author of a virtual experience can choose to model their world to mimic physical
reality. They also have the choice to create their own imaginary worlds with unique physical
rules and properties. There are many different types of virtual world physics, but this paper
and accompanying project explores how to effectively model Newtonian physics. Put simply, a
Newtonian world approximates and ultimately attempts to replicate our physical world. That
being said, not all Newtonian worlds must appear visually like the real world. Many experiences
aim to implement Newtonian physics in magically fantastic worlds that are quite unlike the real
world. Similar to the rules that govern our reality, Newtonian worlds implement gravity, mass, and
acceleration. In Newtonian physics, objects fall at 9.8m/s/s, object collisions transfer momentum, and
an object’s mass and velocity affect different object transformations. Accurately modeled natural
laws within a virtual world creates a more realistic, interactive mental model.
Figure 3.6: Crytek’s The Climb, is a VR rock-climbing game that models the laws of physics so
effectively that the very thought of free falling exhilarates and terrifies its users [44].
When modeling a Newtonian world, one must take into account the substance, or "stuff" that
makes up the world, and how it is affected by these rules. After all, a virtual space is just a collection
of its contents. One or more of our senses are stimulated by each type of substance. The laws of
nature in a virtual world directly affect each type of substance based on its given properties. An
object’s shape, mass, texture, and density, among other properties, influence how different physical
rules affect them. When an object is interacted with, the result of that interaction is defined by the
laws of the world in conjunction with the properties assigned to that object.
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The substances of a world can be broken up into the world geography, objects, agents, and user
interface elements. World geography is the terrain, or physical world that the user travels through.
Different regions of the world can have different properties and appearances. In most cases, the
physical properties and rules that govern each region remain consistent. Objects are the common
items that make up most of the content in a virtual world. In an interactive experience, objects can be
manipulated and are often given unique physical properties differentiating them from one another.
Agents are the occupants of the virtual world. These characters can be controlled by the player or
intelligently react to certain events in a realistic manner. User interface elements act as a tool for
the user to perceive and interact with the world. At times, different types of interfaces are hard to
categorize, as they often behave like objects.
3.3.4 Creating a VR Application
After learning about the medium and understanding its capabilities, the next step is to begin
actually designing the experience. To create successful content, an experience should be designed
to accommodate the user, not the programmer. Many developers are well versed in technology,
but lack the proper understanding of basic human needs, behaviors and capabilities [39]. A good
designer understands technology, the medium of VR, and the needs and capabilities of the intended
audience. Implementing globally accepted interfaces and representations allows the user to learn the
content quickly and easily adapt to the virtual world. When VR applications have a human-centered
design, the participants should naturally be able to progress through the content or storyline.
Figure 3.7: Keep Talking and Nobody Explodes: An original twist on VR bomb diffusal [17].
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Every VR experience contains both a user objective and an ending. If an experience does not have
a clear direction, the participant quickly loses focus. The type and frequency of a user interface that
directs the user should vary based on the experience and audience. Some experiences do not have a
concrete ending. Some experiences allow the user to explore and play in a virtual world indefinitely.
If, however, an objective is clear and the content is finite, the user eventually expects some sort of end
to the experience. Generally, there are three ways an experience can end: the time expires, a terminal
event, or an early user termination. An example of a game with a countdown mechanism is Keep
Talking and Nobody Explodes, by Steel Crate Games, pictured in Figure 3.7. This game implements
two of the game ending categories mentioned: time expiration and terminal event, with several
unique ending possibilities. The game either ends by the user completing the objective, running
out of time, or making a mistake in the bomb diffusal process. This game is a perfect example of
different VR experiences that provide unique user objectives and game endings.
3.3.5 VR Motion Sickness
Despite the wonders of VR immersion, it is also known to cause feelings similar to motion sickness
such as disorientation and nausea. VR motion sickness is a fairly substantial concern and is studied
by many researchers, physiologists and technologists to find the underlying causes. We do know
that lag caused by screen updates and synchronization problems when moving the head are a major
contributing issue. Optimizing the rendering performance of virtual reality applications must be at
the front of any developer’s mind due to the potential impact on frames per second and latency.
Although these are the major issues corresponding to virtual reality motion sickness, there are a few
others we should consider [30]:
1. Don’t move too fast.
2. Look forward when moving through a scene.
3. Avoid turning head too quickly.
4. Use a third-person camera in certain settings.
5. Provide visual cues to keep user grounded.
6. Provide an option to recenter the view.
7. Limit cut scenes and transitions.
8. Optimize rendering performance wherever possible.
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3.3.6 Conclusion
Virtual reality is simply a form of communication through a unique and relatively new medium.
When understood, this medium can be utilized to create and deliver an informative experience to a
given audience. The first step in VR design, is to step back and remember the key elements that
make up a virtual reality experience: a virtual world, immersion, sensory feedback, and interactivity.
Familiarizing oneself with all the components that go into creating an immersive experience is just
the first step of the process. Each element of a virtual reality experience is used to communicate ideas
and to eventually construct a narrative that gives the illusion of realism. The way a virtual world is
represented, the governing laws of nature, the substance each world contains, and the methods of
interaction are all design choices that allow different types of communication through the medium
of virtual reality.
CHAPTER 4
Interaction Systems
4.1 Introduction to Unity
Unity [4] is a professional game engine that is used to create video games and virtual environments for
a variety of platforms. Unity has two distinct advantages over other game development environments.
The first is Unity’s extremely user friendly visual work flow. Other game development tools are often
overly complicated and require the user to set up their own integrated development environment,
or IDE. Unity’s visual editor is both sophisticated and extremely productive, allowing high quality
games to be produced with relative ease and efficiency. The second advantage is Unity’s wide
array of cross-platform support. There are very few game engines that offer as many deployment
targets; the PC, web, and mobile to gaming consoles. Unity also makes deploying to these platforms
extremely simple. Unity stands in a fantastic middle ground between other game engines in terms
of its learning curve and desired high end capabilities. Unity has become the engine of choice for
many developers and is used for this project.
4.1.1 Unity’s User Interface
Unity’s user interface, Figure 4.1 is split up into different tabs and sections as seen in Figure 4.2.
Specifically, the Project tab, displayed in panel C, is used to view and access all the files in your
project. The Project tab can contain asset packs, prefabs, scripts, scenes, audio files, and any other
imported content. The Console tab, also in panel C, is available to display errors, warnings and
messages generated within Unity. The Scene tab, located in panel A, allows a user to view the objects
placed in the 3D scene and the Game tab lets you view the 3D scene as though the game is being
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Figure 4.1: Unity’s user interface.
played. Within the Scene view, the world can be easily navigated using your mouse, the Toolbar,
and "WASD" keys. In contrast, the Game tab’s view can only be changed by physically moving the
camera this is present in the scene. The Hierarchy tab in panel B shows a list of all the objects in the
scene. By default, the objects are listed in the order they are created. However, these objects can be
rearranged into groups, a process called parenting. Figure 4.3 shows an example of a grouping of
objects within the Hierarchy tab.
The Inspector tab in panel D of Figure 4.2 displays information about the object selected and
lets you change its properties. The Inspector tab is where scripts, such as the NVRPlayer script are
attached to objects, providing functionality. The Toolbar provides scene navigation, including Move,
Orbit, and Zoom functions. Unity’s interface allows the user to easily create a 3D scene.
4.1.2 Unity Scripting
Scripting, or writing code, in Unity is what makes the game interactive. The game objects in Unity
are built as a collection of components. This collection often includes scripts, which refer to code
files. Another nice aspect of Unity is that code is not compiled and run as a separate executable,
but instead is executed within the Unity engine itself. Being able to test your game in a separate
window without the inconvenience of having to create builds is very convenient. Unity supports
both Javascript and C# programming languages, although C# is often preferred because it is strongly
typed. When it comes time to write scripts, picking an ideal IDE or text editor is important. Unity
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Figure 4.2: Unity’s user interface broken down into different sections.
comes bundled with MonoDevelop [7], which is the IDE of choice because it is open source and
offers cross-platform support for C#.
4.2 Creating VR Through Unity
A distinct difference between virtual reality and an average game is the fact that when immersed in
a virtual environment, quality is not just physical appearance, but is also based on physical behavior.
Building an environment in Unity is one thing, but turning it into virtual reality involves a few extra
steps.
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Figure 4.3: Organizing objects within the hierarchy tab.
4.2.1 Vive Controller Mappings
With a virtual reality application, different hardware is required, often with different types of input.
With the HTC Vive, an effective user interface and realistic interaction systems must be implemented
using the motion tracking capabilities and various input buttons on the Vive’s controllers. Figure 4.4
displays all the inputs that can be utilized with the controllers. It is often the case that similar VR
game genres use similar button mapping conventions. In an adventurer or role playing game where
movement is necessary, the trackpad is used to teleport the user around the world. Similarly, the
trigger or grip buttons are often used to interact with objects, entities, or the environment based
on the experience. In addition to VR enabling hardware, certain software is also needed when
developing an interactable VR application, specifically in Unity.
4.2.2 Project Dependent Assets
In order to begin creating an interactive VR environment in Unity, pertinent scripting assets from
the asset store provide the VR capabilities necessary to begin development. Specifically, there are
three VR SDK’s this project utilizes: SteamVR [3], NewtonVR [2], and the Virtual Reality Toolkit
(VRTK) [5]. Each asset is unique in terms of the VR compatibility, movement, and object interaction
techniques it offers. The steamVR SDK works with all major VR hardware and offers device tracking
functionality as well as several render models for the tracked devices. SteamVR comes bundled
with a VR-ready player prefab, containing a headset and left and right controller objects. This
makes it easy to set up a VR scene. SteamVR also allows the content being viewed on the VR
headset to be displayed on the computer monitor for anyone not wearing the headset to see. This
feature makes user testing especially effective because you can monitor and observe what the tester
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Figure 4.4: Vive controller inputs [10].
is seeing and doing in VR. The NewtonVR SDK provides a toolkit for implementing Newtonian
interaction systems in a virtual world. The Virtual Reality Tool Kit SDK provides different methods
of movement and teleportation that are implemented in this project. The NewtonVR and VRTK
SDK’s are explained in greater depth later, when their roles in this project are introduced.
4.3 Naive Physics System
Interaction systems connect user input to objects within a virtual environment. In short, an effective
interaction system leads to a successful, immersive experience, and an unsuccessful one does not.
Ideally, picking up and manipulating objects in a virtual space should replicate similar actions
performed in the real world. The Naive physics system is an example of an extremely simple,
non-newtonian interaction system that allows for basic human-object interaction with little potential
to create a realistic experience for the user.
4.3.1 Allowances
The Naive system allows a user to pick up, put down, and throw objects. Through the Naive system,
when an object is picked up, it is parented to the controller and set as kinematic. This method parents
the object’s position and rotation to the position and rotation of the Vive controller. This gives the
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user the impression that the object is temporarily glued to their hand. Non-physics based systems
lack the rules to accurately simulate the physics of interacting with real-world objects. The major
impetus for using this system is its ease of implementation. Lines 4-16 of Listing 4.1 demonstrate an
implementation of a Naive physics interaction system to pick up a virtual object using the trigger
button on a Vive controller. This implementation is effective because any object with a rigid body
that is tagged as "grabbable" becomes interactable through this script.
1 void OnTriggerStay ( C o l l i d e r c o l )
2 {
3 / / Detect when the Vive t r i g g e r i s c l i c k e d :
4 i f ( device . GetTouch ( SteamVR_Controller . ButtonMask . Tr igger ) )
5 {
6 Transform myObject ;
7
8 / / I f the o b j e c t ’ s tag i s s e t to " grabbable , " then a t t a c h .
9 i f ( c o l . tag == " grabbable " )
10 {
11 myObject = c o l . gameObject . transform ;
12 c o l . attachedRigidbody . isKinemat ic = t rue ;
13 c o l . gameObject . transform . SetParent ( gameObject . transform ) ;
14 }
15
16 }
17
18 . . .
19
20 }
Listing 4.1: Naive System: picking up and manipulating objects.
When the player releases the trigger, the object is released, re-parented to its original parent, and set
to be non-kinematic. By default, this object now has zero velocity and falls to the floor. In order to
toss an object, force must be added when the object is released. The function TossObject, called in
line 15 of Listing 4.2, adds velocity by setting the object’s velocity to match that of the controller’s.
The simplicity of the Naive system is elegant, but leads to inconsistent object behavior.
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1 void OnTriggerStay ( C o l l i d e r c o l )
2 {
3
4 . . .
5
6 / / Detect when the Vive t r i g g e r i s r e l e a s e d :
7 i f ( device . GetTouchUp ( SteamVR_Controller . ButtonMask . Tr igger ) )
8 {
9
10 / / I f the o b j e c t ’ s tag i s s e t to " grabbable , " then drop or throw
o b j e c t , based on c o n t r o l l e r movement .
11 i f ( c o l . tag == " grabbable " )
12 {
13 c o l . gameObject . transform . SetParent ( n u l l ) ;
14 c o l . attachedRigidbody . isKinemat ic = f a l s e ;
15 t o s s O b j e c t ( c o l . attachedRigidbody ) ;
16 }
17 }
18 }
Listing 4.2: Naive System: applying simple velocity to released objects.
4.3.2 Problems and Inconsistencies
The biggest shortcoming of the Naive system is its lack of physical rules. Interactable objects are not
affected by gravitational forces, collisions or hinges due to the fact that an object is made kinematic
only after being picked up. A major problem that stems from toggling the kinematics of an object is
how that object interacts with other world objects. While being manipulated, a kinematic object
can apply forces to other objects with rigid bodies but can intersect non-kinematic objects with
rigid bodies. An object being held by the user passes through other solid objects, as seen in Figure
4.5. Additionally, the naive system does not take the mass or velocity of an object into account
when an object is manipulated by the user or another object. In other words, the Naive system is
non-Newtonian. It is important in a virtual environment that whatever virtual laws exist, they exist
consistently. If a virtual world has inconsistent object interactions, the user is not able to suspend
their disbelief and all realism is lost.
4.3.3 Improvements
The Naive system is a good start towards an interaction system. For a user to believe a virtual object
is real, it should look and behave as if it were. In a virtual environment, the small or subtle details
make all the difference for an immersive experience. A world where object manipulation does not
take mass into account does not feel natural. For example, a small book should not be able to send a
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Figure 4.5: Naive system inconsistencies: object clipping.
chair toppling over if the two collide. The next section covers a new open source Newtonian based
physics system that corrects the problems and inconsistencies of the Naive system. This system,
created by Tomorrow Labs Today [1], is explained and employed in this project.
4.4 Newtonian System
The Naive physics system fails to create a realistic experience due to the fact that it does not
consistently replicate the laws of physics. The NewtonVR system creates a system fully grounded
in physics by incorporating mass, gravitational forces, and velocity to control objects. Unlike the
Naive system, objects in the Newtonian system are never re-parented or made kinematic. This
eliminates many of the inconsistencies and problems of the Naive system regarding inter object
intersection. When an object is picked up and the user attempts to push it through a solid object, the
object collides with the object and does not pass through. This is seen in Figure 4.6. An additional
advantage of the Newtonian system is that items held by the user interact with other rigid bodies,
taking into account mass and gravitational forces. Specifically, objects with equal mass push each
other equally, but an object with considerably smaller mass requires more force to budge an object
with greater mass. For example, a scene in this project includes a living room with certain props
such as chairs, tables, lanterns, books, cups, and a wine bottle. With the Newtonian system, if the
user picks up a cup and tries to push over a chair or table with the cup, it requires more force than
using an object with a greater mass, such as a lantern.
Another feature the NewtonVR system provides is the ability to dynamically change the physical
state of the Vive controllers. In other words, squeezing the Vive controller while it is outside an
object turns the virtual controller into a physical object that can be used to interact with other rigid
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Figure 4.6: NewtonVR system: objects no longer clip through solid objects.
bodies as if it were a held object. This creates an understanding that the controller is an extension of
your hand. In a virtual environment, wielding a physical controller allows the user to push buttons,
switch leavers, open doors, and apply forces to objects using only their hands. Using the controller
to virtually push or manipulate objects in this fashion makes the experience far more immersive.
This functionality takes virtual reality to a new level of interactivity that other systems simply
cannot achieve. The following sections dive into the implementation of the Newtonian system with
screenshots from the project and execution flowcharts to aid explanation.
4.4.1 System Structure: Inputs
The NewtonVR interaction system takes four different inputs, each with their own unique outputs.
A high level flow chart, seen in Figure 4.7, describes the NewtonVR physics system. The inputs this
system utilizes are the Grip and Trackpad buttons on the Vive Controller. From these buttons, four
inputs are possible, grip press, grip release, trackpad press, and trackpad release. The fifth input,
tracked headset, is beyond the scope of this project and is not described further. For this project, the
grip buttons are used to grab and interact with objects and the trackpad button is used to teleport the
player around the map. If any input is triggered, the event loop detects an input and acts accordingly.
More specifically, each input updates the scene data and the scene model is re-rendered. After the
scene has been re-rendered, the event loop waits for the next input. It is important to note that each
pressed input is eventually followed by a released input. To understand the inner workings of the
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system, each class of input is evaluated individually and described through similar high level flow
diagrams.
Figure 4.7: High level description of the NewtonVR state diagram.
4.4.1.1 Grip Press
Each input has a unique output that updates the scene model differently depending on several
factors, as seen in figure 4.8. When the grip button is pressed, the output depends on whether the
controller is inside or outside an object. If the controller is inside an object, a decision must be made
based on the object’s attributes. While inside an object, the controller gently vibrates to signify that
the object can be picked up. An object with the NVRInteractableObject script, described later in
the section, and a rigid body is "interactable." An object that does not contain a rigid body or this
script is not interactable. If the object is not interactable, then the controller does not attach and the
input ends. After an input finishes, the event loop is re-entered. If an object is interactable, then the
controller attaches to that object. When the controller is moved, the object is transformed based on
the object type. Objects that rest on a hinge, like a door, rotate over an axis. Normal objects, such as
a book, mirror the path of the controller, making the object appear as if it is held by the controller.
These objects continue to rotate or transform until the grip is released.
Another possibility is that the controller is released when it is outside of an object. If the controller
is outside an object, the controller turns into a physical object and is able to interact with objects,
depending on their type. This is illustrated on the right decision branch of Figure 4.8. If the object is
not on a hinge, the resulting interaction depends on whether the object has a collider or rigid body. If
the object has both a collider and a rigid body, the controller collides with the object and the object’s
position is updated based on the angle and velocity of the collision. If the object struck has a collider
but no rigid body, the controller collides with the object and stops moving. Rigid body or not, the
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Figure 4.8: Diagram describing the different internal decisions that are made in order to produce an
output when the grip button is pressed.
controller collides with the object. If the controller pushes an object on a hinge, the object swings
on the hinge axis up to 45 degrees from its original position. The controller swings the object on
the hinge as long as the grip button is pressed. When the grip is released, the "Grip Press" ends,
returning to the event loop and the "Grip Release" input is immediately cued.
4.4.1.2 Grip Release
When the user releases the grip button, the event loop updates and the Grip Release input becomes
active. Unlike the Grip Press input that stays active until the user stops pressing the button, the Grip
Release output is immediately serviced based on several conditions as seen in Figure 4.9. As soon as
the grip button is released, the system decides whether the button is released inside or outside of an
object, similar to to Grip Press input. If the grip is released outside an object, the controller returns to
its non-physical transparent state and the process ends, returning to the event loop.
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Figure 4.9: Diagram describing the different internal decisions that are made in order to produce an
output when the grip button is released.
If the button is released inside an object, meaning the user was holding an object, the output is
determined by the object type. If the object is on a hinge and the controller is in motion when the
button is released, the object continues to swing until it either hits an object or reaches the maximum
range it can swing, 90 degrees from start position. If the hinged object is released while the controller
is stationary, the object simply remains still. Similarly, if a non-hinged object is released while the
controller is in motion, the object is thrown with a specific velocity and rotation. The speed, direction,
and rotation of the object are determined by the velocity and rotation of the controller before it is
released. If the controller is stationary when the object is released, gravity is applied and the object
falls to the floor. In addition to an object’s mass, the drag and angular drag of an object affects the
trajectory of the object after it is released. Drag and angular drag refer to air resistance on the object,
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both dampen velocity and rotation. The drag of an object is how much air resistance affects the object
when it is released. The angular drag of an object is how much air resistance affects the rotation of
the object when it is tossed. After the object is released, the grip release state ends and execution
returns to the event loop.
4.4.1.3 Trackpad Press
This project uses the Virtual Reality Toolkit SDK for movement in the scene. The scripts in this asset
allow the user to teleport within the environment by pressing the trackpad button. Given that the
scope of this project focuses on object interaction techniques and not movement techniques, only a
high level explanation of the trackpad inputs is given, as seen in Figure 4.10. To move around, the
Figure 4.10: Diagram describing the different internal decisions that are made in order to produce
an output when the trackpad button is pressed.
user points the controller to a desired location and clicks the trackpad button. When the trackpad
button is clicked, a beam of light extends from the controller to the location the user is pointing.
The color of the beam indicates whether the user is pointing to an eligible spot for movement. A
red beam means the spot is out of bounds. A blue beam represents an area that is in bounds. An
out of bounds indicator means the player is either pointing towards a spot too far away too move,
or towards a surface, like a wall, that the player will collide with. The user may hold down the
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trackpad as long as they want to find a location. After the trackpad button is released, the Trackpad
Press state is finished, and the Trackpad Release input state begins.
4.4.1.4 Trackpad Release
After the player determines where they would like to move and releases the trackpad, the trackpad
release input begins. If the player is pointing the controller within acceptable bounds, the player
is moved to that location. If, when the trackpad is released, the player’s cursor is pointed out of
bounds, they will not move. This process is shown in Figure 4.11. It is important to note that the
player may release the trackpad while they are facing any direction, but moving towards a location
while looking in a different direction may cause nausea.
Figure 4.11: Diagram describing the different internal decisions that are made in order to produce
an output when the trackpad button is released.
4.4.2 Implementation
When implementing the NewtonVR physics system, several scripts and prefabs are used to implement
a VR Player camera and allow object interaction.
4.4.2.1 VR Camera Rig
The goal of the VRCameraRig is to set up a single camera for device tracking capabilities. The base
rig, NVRPlayer, contains the player’s headset and the two tracked controllers, shown in Figure 4.12.
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Figure 4.12: NVRPlayer setup in object hierarchy.
For ease of access, the rig also contains many of the NewtonVR settings. The NewtonVR system
sets up the VR camera rig effectively because when customizing, changing controller models, or
adding scripts, everything is in one location in the hierarchy. In terms of SDK integration, NewtonVR
supports both Oculus and SteamVR SDK’s. Since this project runs on the Vive, SteamVR is used.
The NVRPlayer rig allows the user to check a box that indicates which SDK they are using for their
project. The NVRPlayer also supports hand model overrides. To add a different controller model,
simply check the "Override hand Models for all SDK’s" checkbox in the NVR Player script and drag
the new models into the given override slot, seen in Figure 4.13.
Figure 4.13: Controller model override.
The NVRPlayer also allows the user to make minor tweaks to the controller interaction settings.
For instance, a VR developer may prefer that the virtual controllers become invisible after picking
up certain objects. For example, this project allows a user to remove the gas lanterns from the wall
and carry them around to illuminate different areas of the scene. For an object such as a lantern, the
designer may feel it is more realistic if the controllers disappear when holding an object. NewtonVR
gives you this option by simply checking the "Make controller invisible on interaction" checkbox.
4. Interaction Systems 49
Another convenient option the system provides is making the controller transparent as an indicator
that it is not a physical object, and opaque when it is. This is a great visual cue for the user because
when they squeeze the controller, they are given immediate visual feedback that their controller is
now a physical object. If the controller is not being squeezed and inserted into an interactable object
(with a rigid body), the controller begins to softly vibrate by default. This acts as another form of
great feedback for the user indicating that if they squeeze the controller, the object they are currently
inside of can be picked up. If the user or application developer does not wish to have transparent
or vibrating controller models, they can always uncheck either the "Automatically set controller
transparency" or "Vibrate on hover" options within the NVR Player script in the main rig, seen again
in Figure 4.13.
4.4.2.2 Generic Interactable Objects
An interactable object in the NewtonVR System must have a collider, a rigidbody component, and
the NVRInteractableItem script. Other scripts such as BLANK are not necessary, but add increased
functionality and realism to user-object interaction. This script allows an object to be picked up,
manipulated and thrown. Objects with rigid bodies but no NVRInteractableItem script can still
be manipulated by physical controllers or other objects but they cannot be picked up. This aspect
of the system is heavily utilized in this project. For example, smaller props or furniture such as
books, bottles or silverware all contain the NVRInteractableItem script and can be picked up and
manipulated. However, larger objects such as chairs or tables that can not realistically be picked
up and waved around in real life do not contain the NVRInteractableItem script and can only be
pushed by the physical controllers.
As mentioned, an interactable object must have a collider, a rigid body and the NVRInter-
actableItem script. Figure 4.14 is an example of an interactable object, a book, with all these necessary
components. There are multiple types of colliders that can be added to an object. This project uses
a combination of box and mesh colliders. For a simple object, such as the book in Figure 4.14, a
box collider is all that is required. The size and center of a box collider can be adjusted to fit many
different types of objects. Other objects, such as a chair or bookshelf, have far more complex collision
parameters than a rectangular object. For example, if an arm chair is embedded in a rectangular
collider, the collision detection is very inaccurate and misrepresented. The mesh collider builds a
collision representation based on the visible mesh of the object; this is computationally expensive,
but a far more effective method for VR collision. To add a collider, simply click the "add component"
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at the bottom of the inspector, select the necessary collider and adjust the size if it does not match
the object’s mesh.
Figure 4.14: A prop book that can be picked up, manipulated, and thrown.
Whether an object can be grabbed or not, a rigid body is required so it can be pushed around
or manipulated. Rigid bodies are essential in an interactable, physics based virtual environment
because they control an object’s position based on the physical laws of the world. Rigid bodies
do not require any additional coding because Unity’s physics engine calculates any gravitational
forces or collisions (given it has a proper collider) affecting objects. To add a rigid body, click add
component and select the rigid body component. After a rigid body is attached to the object, adjust
the mass, drag, and angular drag based on the size and estimated weight of the object. Each type of
object in this project has unique rigid body attributes, allowing each object to react appropriately to
collisions and gravity.
The final component of an interactable object is the NVRInteractableItem script. Applying scripts
to a game object is very straight forward. To place a script with an object, search for the given
script in the project tab. Once a script has been found, drag it onto the object’s inspector to attach it.
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Figure 4.15: Attached NVRInteractableItem script.
The NVRInteractableItem script gives several options that the programmer can modify to change
interaction mechanics, as seen in Figure 4.15. The following settings are extremely powerful and can
be used in an assortment of ways to affect the properties of objects after they are released. After
adding the NVRInteractableItem script to an object, the "Can Attach" option can either be checked or
unchecked. This enables an item to contain this script but be immediately interactable. Note that this
check box could be toggled on and off during the game to affect the interactable state of the object.
The "Disable Kinematic On Attach" allows the user to pick up objects that may need to be kinematic
while resting. It also gives the developer an option to set an object back to being kinematic after it
is detached. Another functional attribute of this script is whether the object should be effected by
gravity after it is released. These changeable properties make the script very versatile in terms of the
type of object to which it can be applied. This script also allows an object to be picked up and held
from a specific interaction point. This can be applied to objects to restrict where they can be held.
For example, objects such as a lantern should not be held anywhere near the hot glass, but rather by
the handle. Implementing interaction points is described in greater depth within the next section.
4.4.2.3 Interactive Door
Since doors are not meant to be picked up and manipulated, they do not require any scripts. However,
implementing an interactive door in VR requires the following setup. The first step is to make sure
the door frame has a collider that does not impede the path of the rotating door. This is done by
using a custom collider composed of multiple box colliders, as seen in panel A from Figure 4.16, or
by using a mesh collider. After the door frame is properly configured, the next step is to set up the
door itself. The door does not require an NVRInteractableItem script but does require a collider
and a hinge joint, as shown in panel B of Figure 4.16. To set up a hinge joint, an anchor must be
configured. The anchor is the location of a hinge, the point of rotation for the object. The anchor,
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Figure 4.16: Setting up an interactive door.
circled in red, is displayed in Figure 4.16, Panel B and represented by two vertical arrows yellow
arrows. The first arrow on the left signifies the point where the hinge joint is located on the door and
the second arrow on the right is the location of the hinge on the door frame. For a door hinge, the
arrows point vertically upwards, signaling that the door stays upright when it rotates around the
vertical z axis. The door can now be pushed open if the user pushes the door while the grip button
is pressed. In order to give the user the ability to open and close the door, an interactive doorknob
is created. To create a doorknob, a sphere with no mesh renderer is created that contains a rigid
body and the NVRInteractableItem script, as seen in Figure 4.17. The final step is duplicating the
interactive doorknob so that the doorknobs on both sides of the door can be grabbed. At this point,
the door can be pushed by the controllers or opened and closed by grabbing the door knob.
4.4.2.4 Interactive Lantern
This project has many different light sources that illuminate the environment, providing depth and
realism. Among these these light sources are the gas and candle lit lanterns that hang on the walls of
most rooms. However, these lanterns are slightly different from the other light fixtures throughout
the house. The gas lanterns are actually interactable objects that can be removed from the wall and
carried around the house to illuminate the darker areas. The candle lit lanterns cannot be removed
from the wall, but can swing on a hinge joint, similar to the interactive door. To set up the removable
gas lantern, it must contain a rigid body, an interactable object script, and a fixed joint component,
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Figure 4.17: Configuring a doorknob that the user can grab and pull or push.
demonstrated in panel D of Figure 4.18. However, some changes must be made so that only the
physical lantern and not the wall mount can be removed from the wall. Panel A of Figure 4.18
shows the entire object mesh of the interactable lantern. This object is the parent of the other lantern
components, displayed in panel B and C. Since we do not want the user to be able to tear down the
wall mount that holds up the lantern, it should only be given a collider and a rigid body, not an
interactable object script.
Figure 4.18: Setting up a gas powered lantern that the user can remove from the wall.
The first step is to separate the lantern from the base so it can be effected independently of the wall
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mount that holds it. The next step is to attach a rigid body, mesh collider and NVRInteractableItem
to this newly created object, allowing it to be grabbed by the user. After this is done, a fixed joint is
set up. A fixed joint restricts the movement of an object until a specific amount of force is applied,
giving the illusion that the lantern is connected to the base until it is torn or knocked off. To set up a
fixed joint, the lantern from Panel A’s rigid body is placed into the slot labeled "connecting body"
within the fixed joint component, demonstrated in panel D. In addition, the fixed joint component
gives several properties that can be altered to affect the behavior of the joint. Break force and break
torque specify the force and torque required for an object to become detached from its connecting
body, which is the lantern base.
The last step is to define an interaction point for the lantern so that the user can grab it by the
top of the object. To set up an interaction point, create an empty game object positioned where the
object should be grabbed. In order to make the held position of lantern seem more realistic, the
interaction point is rotated upwards, as seen in panel C of Figure 4.18. Figure 4.19 displays the effect
an interaction point has on an object when rendered in VR.
Figure 4.19: Fixed interaction point example.
4.4.3 Integration
This subsection takes a closer look at the scripts introduced in the previous sections. Now that it
is clear how to implement the NVRInteractableItem script, it is important to understand the code
providing its functionality. Many of the customizable options in the interactable item script are
implemented using fairly straight forward code. A deeper understanding of this script’s inner
workings allows a user to create and customize their own interactable item scripts.
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4.4.3.1 Adding Velocities to Objects
1
2 protec ted v i r t u a l void FixedUpdate ( )
3 {
4
5 i f ( IsAttached == t rue )
6 {
7 bool dropped = CheckForDrop ( ) ;
8
9 i f ( dropped == f a l s e )
10 {
11 UpdateVeloc i t ies ( ) ;
12 }
13 }
14
15 AddExternalVeloc i t ies ( ) ;
16 }
Listing 4.3: Can attach script.
Before updating an object’s velocities, the NVRInteractableItem script checks to see whether the
object is currently attached to a controller. The UpdateVelocities() function, displayed in Listing
4.3, demonstrates this concept. If an object is picked up by the user and if the user has not yet
dropped the object then the velocities are updated. Listing 4.4 demonstrates how these velocities
are updated after an object is picked up. The UpdateVelocities() function calculates the Angular
Velocity target as well as the Velocity target (where the object should move) and adds the respective
velocities to the rigid body of the object based on these calculations. Lines 14 and 22 demonstrate
how the function adds velocities to the object’s rigid body using the Vector3.MoveTowards() function.
Specifically, the MoveTowards() function on line 23 takes in the current vector3 position of the object
(this.Rigidbody.velocity), the vector3 target destination of an object (velocityTarget), and a float
MaxDistanceDelta (MaxVelocityChange). MaxDistanceDelta is a point along a line between the
current destination and the target and ensures the movement of an object does not overshoot the
target destination. This is the value returned by the function.
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1
2 protec ted v i r t u a l void UpdateVeloc i t ies ( )
3 {
4 . . .
5
6 i f ( angle != 0)
7 {
8 Vector3 angularTarget = angle ∗ a x i s ;
9
10 i f ( f l o a t . IsNaN ( angularTarget . x ) == f a l s e )
11 {
12 angularTarget = ( angularTarget ∗ angularVelocityMagic ) ∗ Time .
deltaTime ;
13
14 t h i s . Rigidbody . angularVeloc i ty = Vector3 . MoveTowards ( t h i s .
Rigidbody . angularVeloc i ty , angularTarget , MaxAngularVelocityChange ) ;
15 }
16 }
17
18 Vector3 v e l o c i t y T a r g e t = ( p o s i t i o n D e l t a ∗ veloci tyMagic ) ∗ Time .
deltaTime ;
19
20 i f ( f l o a t . IsNaN ( v e l o c i t y T a r g e t . x ) == f a l s e )
21 {
22 t h i s . Rigidbody . v e l o c i t y = Vector3 . MoveTowards ( t h i s . Rigidbody .
v e l o c i t y , v e l o c i t y T a r g e t , MaxVelocityChange ) ;
23 }
24
25 . . .
26 }
Listing 4.4: Adding velocities.
Even if an object has not yet been picked up, the object’s external velocities are consistently
updated, shown in listing 4.5. The AddExternalVelocities() function uses a similar mechanism
to update a rigid body’s velocity. Instead of using Vector3.MoveTowards() function, it uses the
Vector3.Lerp() function. The Lerp function linearly interpolates between vector a and vector b with
an interpolant of float t. Referencing lines 6 and 13 from listing 4.5, vector a is the velocity of the
object’s rigid body and vector b is the ExternalVelocity. The interpolant is the step amount and is
used to move the object gradually between the two vectors.
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1
2 protec ted v i r t u a l void AddExternalVeloc i t ies ( )
3 {
4 i f ( E x t e r n a l V e l o c i t y != Vector3 . zero )
5 {
6 t h i s . Rigidbody . v e l o c i t y = Vector3 . Lerp ( t h i s . Rigidbody . v e l o c i t y ,
Ex terna lVe loc i ty , 0 . 5 f ) ;
7
8 E x t e r n a l V e l o c i t y = Vector3 . zero ;
9 }
10
11 i f ( ExternalAngularVeloc i ty != Vector3 . zero )
12 {
13 t h i s . Rigidbody . angularVeloc i ty = Vector3 . Lerp ( t h i s . Rigidbody .
angularVeloc i ty , ExternalAngularVeloci ty , 0 . 5 f ) ;
14
15 ExternalAngularVeloc i ty = Vector3 . zero ;
16 }
17 }
Listing 4.5: Adding external velocities.
4.4.4 onAttach and onDetatch Configurations
The NVRInteractableItem script allows the developer to change different properties of the object
when it is attached or detached from the controller. These configurations are adjusted by simple
functions that change the kinematic state of an object and how it is affected by gravity. Listings 4.6
and 4.7 show how disabling and enabling kinematics based on the attach state are implemented.
The function BeginInteraction() sets different properties of an object’s rigid body after it has been
attached to a controller. As seen on line 6, the function checks if the "DisableKinematicOnAttach"
box is checked on the script attached to an object. If the box is checked, the function disables the
kinematics of that object after it has been picked up, as seen on line 8 of Listing 4.6.
1
2 publ ic v i r t u a l void B e g i n I n t e r a c t i o n (NVRHand hand )
3 {
4 AttachedHand = hand ;
5
6 i f ( DisableKinematicOnAttach == t rue )
7 {
8 Rigidbody . isKinemat ic = f a l s e ;
9 }
10 }
11
Listing 4.6: On attach configurations.
The function EndInteraction() changes various object properties after interaction with an object
is complete. Line 6 and 8, in Listing 4.7, sets an object to be kinematic after it is released only if
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"EnableKinematicOnDetach" is checked on the script component attached to a given object. Similarly,
lines 11 through 13 in Listing 4.7 enable an object to be affected by gravity when detached only if
"EnableGravityOnDetach" is checked. If either of these boxes is unchecked on the script component,
the object remains in its current state when detached.
1
2 publ ic v i r t u a l void EndInterac t ion ( )
3 {
4 . . .
5
6 i f ( EnableKinematicOnDetach == t rue )
7 {
8 Rigidbody . isKinemat ic = t rue ;
9 }
10
11 i f ( EnableGravityOnDetach == t rue )
12 {
13 Rigidbody . useGravity = t rue ;
14 }
15 }
16
Listing 4.7: On detach configurations.
4.4.4.1 Interaction Point Configuration
Updating the velocity of an object with a custom interaction point is different from updating the
velocity of an object that is transformed to a specific position after being grabbed. The first step is to
check whether an object has an interaction point, demonstrated on line 5 of Listing 4.8. If the object
has an interaction point, the object’s rotation is calculated by multiplying the hand rotation by the
inverse of the interaction point’s rotation, seen in line 7. To update the position of an object, one
must subtract the interaction point’s position from the transform position of the controller, as seen in
line 9 of Listing 4.8.
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1 protec ted v i r t u a l void UpdateVeloc i t ies ( )
2 {
3 . . .
4
5 i f ( I n t e r a c t i o n P o i n t != n u l l | | PickupTransform == n u l l )
6 {
7 r o t a t i o n D e l t a = AttachedHand . transform . r o t a t i o n ∗ Quaternion .
Inverse ( I n t e r a c t i o n P o i n t . r o t a t i o n ) ;
8
9 p o s i t i o n D e l t a = ( AttachedHand . transform . p o s i t i o n −
I n t e r a c t i o n P o i n t . p o s i t i o n ) ;
10 }
11
12 . . .
13 }
14
Listing 4.8: Setting up an interaction point.
4.4.5 Conclusion
This section begins by giving a general overview of Unity’s user interface and scripting methods. It
then speaks about the hardware SDK’s that allow the player to move around a virtual environment
and interact with objects in the scene. Two different object interaction systems are explained and
compared: the Naive physics system and the NewtonVR physics system. High level flow charts
are given that explain the inputs the NewtonVR system is capable of receiving and the results
of those inputs on the environment. The process of implementing each system and the code for
important scripts are reviewed. Other scripts such as the NVRInteractableRotator, NVRLetterSpinner,
NVRSlider, NVRButton, NVRSwitch and NVRExampleGun provide various other functionalities to
objects but are not implemented in this project. See [16] for a more in depth description of these
scripts.
CHAPTER 5
Conclusion
5.1 Final Application Results
This project creates a large, two story low-poly home with an elegant and fantasy inspired aesthetic.
The mystical house is optimized for virtual reality and uses the NewtonVR physics system to make
every object in the house interactable. The props, food, furniture, and lights are purchased from
the PolyWorld: Low Poly Fantasy Interiors asset pack [41]. The interior room designs and prop
placement are not taken from the asset pack demo, but designed specifically for this project by the
author.
5.1.1 Low Poly Magical House
Figure 5.1: Bird’s-eye view of the house.
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The house designed for this project is two stories with a downstairs and an upstairs. A bird’s-eye
view of the house from the Unity scene tab is shown in Figure 5.1. The downstairs quarters consists
of an entrance hall, dining room, living room, and wine cellar. The upstairs contains a landing,
grand hall, master bedroom, balcony, and upstairs hallway leading from the landing towards the
master bedroom. The contents and structure of each room in the house are elaborated on in the
following subsections. Each room contains furniture, props, and light sources. In general, the
furniture can be pushed over or manipulated but cannot be picked up, while the props all contain
the NVRInteractableItem script and can be picked up and thrown. The only light sources that can
be picked up, swung, or manipulated are the gas and candle lit lanterns. The gas lanterns can be
removed from the wall and carried, while the candle lantern can only be swung on an axis.
5.1.2 The Living Room
The living room is a small, cozy room with three pieces of furniture, many different light sources, and
several different props, as seen in Figure 5.2. Two chairs, positioned around a small coffee table, face
towards an empty fireplace. As mentioned, the furniture can be pushed around and manipulated
by other objects or the controllers, but not picked up or thrown. Several props including a book,
candle, wine glass, and wine bottle are placed on top of the coffee table. These props contain the
NVRInteractableItem scripts and can be manipulated by the physical controller or other objects as
well as picked up, dropped, and thrown by the user. Other interactable props in this room include
books, paintings, curtains, money bags, wood carvings, a safe deposit box and a rug, as seen in
Figure 5.2. All the props can be manipulated except for the paintings and wood carvings, which are
plastered to the wall. Each wall with a bookshelf contains a default box collider that is configured in
such a way that items cannot rest within the shelves without falling through the collider. Therefore,
a mesh collider is made so that the books can rest in the shelf without falling through the collider.
The light sources in the room include gas lanterns, chandeliers, a candle, and the blue light
coming through each window. Each lantern in the room can be removed from the wall and carried
by the user. After a lantern is removed from its mount, it cannot be remounted. The living room has
two interactable doors, one leading to the entrance hall and the other to the wine cellar.
5.1.3 The Wine Cellar
The wine cellar is a small room that connects to the living room and is used to store and serve wine,
and is displayed in Figure 5.3. The cellar has three pieces of furniture, including two wine racks and
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Figure 5.2: The living room.
a side table. On the side table is a platter of cheese accompanied by bread, candles, a fork and knife,
wine glasses, and of course, wine. These objects are assigned an extremely small mass to reflect their
size. The room contains money bags as well as several large, heavy, wine barrels that can be rolled
around the room. The wine barrels are solid mesh objects that cannot be opened or poured out by
the user. There are six light sources in the room, including two gas lanterns, one candle lantern, two
sources of blue window light, and a set of candles on the table.
5.1.4 Dining Room
The dining room is a small room connected to the entrance hall, as seen in Figure 5.4. The focal
point of the room is a large family dining table. Other pieces of furniture in the room are the four
chairs that surround the eating table as well as a dresser, side table, and bench near the windows.
For aesthetic purposes, there is a mysterious door across from the table that cannot be opened. The
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Figure 5.3: The wine cellar.
furniture can be knocked around and flipped over with the exception of the dining table, which can
barely be budged by other objects or the controllers due to its large mass. The majority of the light in
the room comes from the windows, but there is a dimly lit chandelier that hangs from the ceiling as
well as a lantern mounted by the door.
Figure 5.4: The dinning room.
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5.1.5 Entrance Hall
The entrance hall a very open, two story space that connects each of the downstairs rooms and leads
to the upstairs landing, as seen in Figure 5.5. The only door in the space that can be physically
opened and shut is the door leading to the living room. While in the hall, the user can look upwards
to get a glimpse of the upstairs landing and balcony. The entrance hall contains two pieces of
furniture, a small table and a sitting bench. On the table rests a candle lantern that can be picked
up by the user. Two walls in the room contain bookshelves where several books and a candle rest.
There are several lanterns hanging from the walls and many windows that illuminate the room.
Figure 5.5: The entrance hall.
5.1.6 Upstairs Landing, Hallway, and Balcony
After walking up the staircase from the entrance hall, you arrive at the upstairs landing. The landing
contains a dimly lit fireplace and little table that overlooks the downstairs hall as seen in Figure
5.6. The landing leads to a small hallway, connecting the landing and the balcony. The connecting
hallway contains two benches beneath the windows and a dresser. On the dresser are some candles
and a vase with flowers. The hallway leads to the balcony that overlooks the entrance hall. The
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primary objects on the balcony are a huge portrait as well as a reading chair. The upstairs landing
and hallway are bounded by massive windows that light up the area with an eerie blue light due to
the stained glass. There are also chandeliers that hang from the ceiling every few feet, creating a
path to the grand hall.
Figure 5.6: The upstairs landing and hallway.
5.1.7 Grand Hall
The grand hall is an enormous two story room with two staircases leading to the master bed room.
This room has a very mysterious aura due to the massive dungeon door underneath the staircase,
as seen in figure 5.7. Next to the door there is a chair with a book propped against it, giving the
impression that the door is usually monitored. Faintly lit portraits line the second story walls and
stain glass windows emit a faint blue light throughout the room. There are two benches that sit
beneath large concave windows and several lanterns that line the walls leading to the staircases.
The staircases lead to a landing where there is a large table with a key that appears to unlock the
master bedroom door, as seen in Figure 5.7.
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Figure 5.7: The grand hall.
5.1.8 Master Bedroom
Like the grand hall, the master bedroom has a somewhat mysterious and eerie atmosphere. The focal
point of the bedroom is an enormous bed surrounded by many candles. The room has high ceilings,
many windows, several bed stands, dressers, and a large table. There is a small nook on the left side
of the room where a large table sits. There is a small assortment of objects on the table that give the
impression that whoever was there previously left in a hurry. The bedroom is depicted in Figure 5.8.
5.2 Anecdotal User feedback
In order to validate the theory presented in the previous chapters describing the importance of
effective user interaction in a virtual space, additional user feedback is received and analyzed. A
comparative usability test is designed and implemented with an accompanying series of pre-test and
post-test survey questions. The Naive and NewtonVR interaction systems are compared by different
users, specifically looking at whether physics based interactions improve the immersion and realism
of a virtual experience. The goal of this user study is to compare the NewtonVR physics system to
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Figure 5.8: The master bedroom.
the Naive system. We expect that users will feel that the Newtonian physics system creates a more
realistic and immersive virtual environment when implemented. A house filled with interactable
objects is created to compare the two interaction systems.
5.2.1 Experimental Design
The users participating in the usability tests are put into two different virtual scenes, one at a time.
The first scene implements the Naive parent based interaction system, and the second uses the
NewtonVR physics based system. For testing purposes, only the living room and wine cellar are
used, found in Figures 5.2 and 5.3. It is important to keep the user isolated in a small space so
they do not get overwhelmed or side tracked during testing. The living room and wine cellar are
used because they are the smallest rooms containing the largest amount of interactable objects
with differing sizes, weights, and functionalities. The only things that change between scenes are
the interaction systems implemented, controller mappings, and collision sounds. Since the goal
of the user testing is to compare the two interaction methods, each scene is identical in terms of
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the movement, layout, aesthetics, lighting, and background noises. This ensures that the user’s
perception of the interaction systems implemented in each scene are not influenced or obstructed by
any inconsistencies between the scenes.
The first difference between the two scenes is the player controls. For the Naive system, the right
controller allows the user to teleport around the environment by pressing the touch pad and also acts
as a physical object that can be used to manipulate objects. The left controller is a non-physical object
and is used to pick up objects by inserting the controller into an object and squeezing the trigger. For
the NewtonVR system, both controllers have identical functionalities. On each controller, the touch
pad is used to teleport around the room, and the grip buttons are used to either pick up objects or
turn the controllers into physical objects if pressed outside an object. The only other differences
between scenes are from certain accordances that the NewtonVR is able to support. The NewtonVR
system supports collision sounds while the Naive system does not. While in the NewtonVR system,
objects produce collision sounds based on their material. Every object in the scene is classified as
either wood, glass, or default and makes collision sounds based on these classifications.
5.2.2 Procedure
Participants were 15 students at the College of Wooster who volunteered to take part in the user
testing. The participants are not told which interaction system they are using before testing. Prior to
playing the game, the participants are asked to answer several pre-testing survey questions, found in
Appendix A. Among the users, 9 were male, and 6 were female. The participants all had extremely
diverse majors, backgrounds, interests, and exposure to virtual reality. Of the 15 volunteers, only
two people shared a major in Communication Sciences and Disorders and two others majored in
Spanish. The remaining users all majored in different fields, ranging from Physics and Computer
Science, Studio Art, Neuroscience, and Business Economics. When asked how many hours per
week each user spends playing video games, the responses indicated that each user has varying
gaming experience, as seen in Figure 5.9. Having this healthy mix of frequent and casual gamers
insures that the results are not influenced by prior gaming experience. When asked what type
of game they enjoy playing, the top two results were adventure and shooting games, as seen in
Figure 5.10. This data is interesting and possibly significant because VR physics systems such as the
NewtonVR system could stand to benefit these two genres the most when implemented in VR. This
could show that since a majority of the users prefer these genres that rely on effective interaction
systems, the users recognize the significance of interaction systems in non virtual reality gaming. It
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Figure 5.9: Pre-Testing Survey: Survey Question 3.
was also seen from the pre-testing questions that just over half of the users have never experienced
virtual reality. Among those who have experienced VR, 80% have never used the HTC Vive or other
VR systems with physical controllers that allow the user to interact with the virtual world. This
means that the participants began testing with no previous knowledge or bias. Overall, the fact that
the participant’s have very diverse fields of study, gaming preferences, and limited virtual reality
exposure makes them excellent candidates for this study. After completing the pre-testing survey,
Figure 5.10: Pre-Testing Survey: Survey Question 5.
the participants are directed to the enclosed room where the Vive is already calibrated and ready for
testing. Before beginning the tests, the different button mappings and controls are explained for
both systems, the Naive system (system one) and the NewtonVR system (system two). After the
controls are explained, the user is equipped with the Vive headset, headphones, and a left and right
controller. The user then enters the virtual house and is given certain tasks by the test director.
Before assigning the participant the first task, they are asked to practice moving around the room
to ensure they understand the basic controls. After the user is comfortable with the controls, they
are told to move towards the small table and stand between the two chairs. After they successfully
find their way to this location, the user is asked to knock over one of the chairs with the physical
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controller. Most of the users are able to easily flip the chair right over. After they push over the chair,
they are asked to pick up a wine bottle and use it to push over the other chair. In most cases, the wine
bottle sent the chair toppling over with relative ease. During testing, many of the users confused
which controller was meant to be used to pick up the object and instead ended up knocking over
the wine bottle with their physical controller. After the users flip over both chairs, they are asked
the push over the coffee table containing the candle, book, and wine glass. At this point the users
feel relatively confident with the controls. The next task is for the user to approach one of the book
shelves and pick up a book. They are then instructed to push the book through the wall and notice
that the book intersects the wall. After, they are told to throw the book at the same wall and notice
the inconsistencies of how the book collides with the wall after being released. After these tasks in
the living room are completed, the user is instructed to move into the wine cellar for further testing.
After entering the wine cellar, the user is asked to approach the table on the far end of the room
with the candle lit lantern above it. Once there, they are asked to jiggle the table with their controller
to notice how the objects on the table respond. They are then asked to pick up the platter containing
fork, knife, cheese, and bread and shake off the contents. In most cases, multiple objects remained
stuck to the platter. After attempting to rid the platter of its contents, they are asked to push the
platter through the table and notice what happens. When the platter is pushed through the table,
it either vibrates profoundly or flies across the room due to the platter’s unnatural ability to clip
through the collider of the table. After this task is complete, the user is instructed to turn around and
approach a similar table set up for testing purposes near the wine barrels. This table contains three
forks, just in case the user drops one, and another loaf of bread. After arriving at the table, they are
instructed to pick up a fork and poke the nearest barrel. Afterwards, they pick up the bread and hit
the barrel in a similar fashion. Last, they use their physical controller to hit the barrel and notice how
similar the barrel reacted to all three interactions. The user then approaches the wine rack, grabs
a wine bottle, and waves it around inside the wine rack. This results in the wine bottle clipping
through the barriers of the wine rack and frequently having multiple bottles become permanently
stuck to the users hand. At this point, all the tasks within the first interaction system are complete.
After the user completes all the tasks in the Naive system, they are placed in the scene with
the second system that implements the NewtonVR system. The user is given a couple minutes to
test of the new controls and practice moving around the room, similar to the first test. The testing
procedure is almost identical to the first test, but contains several additional tasks for the user to
perform. When asked to flip over the chair with the controllers and wine bottle, the users notice that
the chair appears much heavier and takes additional force to push over. When approaching the
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bookshelf, the user is asked to knock the books out of the shelf, noticing that they no longer clip
through the boundaries of the shelf. Afterwards, the users knock down one of the lanterns, pick
it up, and throw it. After finishing all the tasks in the living room, they approach the wine cellar
and notice that this time the door leading into the room is shut. The user is instructed to use their
physical controllers to push open the door.
Similar to the first test, the user is asked to approach the table on the other side of the room.
Once there, they jiggle the table with their controllers and notice that it is harder to budge since it is
given an accurate mass based on its estimated size and weight. After moving the table, the user
picks up the platter and successfully rids it of its contents without any of the objects sticking to the
platter. The user then attempts to push the platter through the table, resulting in a realistic collision.
After, the user is once again directed to the table next to the barrels containing some forks and a
loaf of bread. Since each controller can now pick up separate objects, the user is instructed to pick
up a fork in each hand and note this change in controller functionality. The user takes these forks
and pokes the barrel, realizing that they are too light to significantly move the heavy barrel . Before
releasing the forks, they are asked to poke the bread with the forks, in order to notice that the forks
are able to move the bread due to its small mass. The user then attempts to move the barrel with
the slightly heavier bread, still unable to move the barrel. The user is then instructed to use both
controllers to push the barrel, noticing that with both controllers they are able to push the barrel on
its side. The user is asked to make a mental note of the difference between these three interactions
and then approaches the wine stand. After teleporting near the wine stand, they are asked to take a
wine bottle from the case and notice that the bottle no longer clips through the wood. After this
task is complete, the second test is concluded and the user is asked to complete several post-testing
survey questions comparing the two systems. The post-experiment survey questions are found in
Appendix B.
5.2.3 Results
The post testing questions were split into three sections. For the majority of the questions, the
user responds on a scale of 1-10, 1 meaning they strongly disagreed with the question and 10
meaning they strongly agreed with the question. The first part of the survey consists of 13 questions
and asks the user to evaluate the realism of the first system in terms of the controls and how
accurately the system implemented the laws of physics. When asked whether the users found the
controls of the first system intuitive, the majority found them to be relatively straight forward. A
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graph of the users responses is seen in Figure 5.11. It was evident during testing that some users
Figure 5.11: System One: Survey Question 1.
immediately understood the controls, while others took longer to remember which controller was
meant for grabbing and which was always a physical object. When the participants are asked if
they accidentally confused the controllers and bumped into an object when they meant to grab it
with the other controller, the answers varied significantly. These responses are displayed in Figure
5.12. The wide range of responses could be due to the fact that part of the testing group were more
Figure 5.12: System One: Survey Question 3.
experienced gamers and had used virtual reality in the past, while other had not.
In terms of the physics of the system, the remaining test responses showed that most users did
not feel as though system one represented accurate physical laws. One of the Naive system’s biggest
defects is the fact that held objects clip through walls when they are held. When asked whether or
not this quality of the Naive system effected the realism of the world, the majority of the testers felt
it did, displayed in Figure 5.13. Another defect of the Naive system is that if an object is picked up
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Figure 5.13: System One: Survey Question 9.
and passed through other "grabbable" objects, they also become parented to the controller. When
asked whether they found it realistic that multiple objects could stick to the controller at once, the
majority of the participants found this unrealistic. These results are seen in Figure 5.14.
Figure 5.14: System One: Survey Question 10.
The most significant responses came from the last question which directly asked the users whether
or not they thought the first interaction system effectively implemented accurate laws of physics.
The results of the questions showed that all the users felt that the first interaction system did not
accurately simulate the laws of physics, as seen in Figure 5.15. More specifically, the users felt that
the first system did not correctly incorporate an object’s mass and velocity when it was pushed or
thrown. Therefore, the fact that the Naive system does not implement mass or velocity clearly stood
out to the users testing the first system.
The second part of the survey consists of 17 questions, and asks the user to critique the system
similarly to part one of the post-testing survey. The first set of questions focus on how intuitive and
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Figure 5.15: System One: Survey Question 12.
realistic the controls felt for each user. The advantage of the NewtonVR system is that the user can
use either controller for teleporting, colliding, and picking up objects. When asked whether the
controls of the second system were intuitive, almost every user strongly agreed, as seen in Figure
5.16. Many participants commented that the controls in system two felt more "hand-like" because of
Figure 5.16: System Two: Survey Question 1.
the ability to user either controller to complete an action. System two reduced the complexity of the
controls by letting the grip button either pick up objects when the controller was inside an object or
become a physical button if pressed outside. The ability to choose when the controller became a
physical object gave the user more freedom and also avoided accidental bumping of objects with
the permanently physical controller. As seen in Figure 5.17, the users liked the ability to choose
when their controllers became physical objects. Overall, users found the controls in system two less
complex, distracting and more realistic than system one.
The remaining questions in the second part of the survey focus on the physics and realism of the
second interaction system. Unlike the Naive system, the NewtonVR system implements mass and
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Figure 5.17: System Two: Survey Question 2.
velocity when interacting with objects. The presumption was that users would notice the integration
of physics during testing and acknowledge this during questioning. The major difference from
the first system that the users noticed was that objects no longer clipped through walls while held.
When the participants are asked whether they thought this characteristic of system two was realistic,
almost every user strongly agreed. The graph of their responses is shown in Figure 5.18. The second
Figure 5.18: System Two: Survey Question 8.
thing users noticed right away is that when they picked up small objects it was difficult to use those
objects to knock over heavier objects. By incorporating an object’s mass into object interactions, the
second system gives the illusion that objects have virtual weight. When the participants are asked if
they found it realistic that light-weight objects they picked up during the testing struggled to knock
over heavier objects, they all strongly agreed. This is seen in Figure 5.19.
Overall, the users thought that it was more realistic that the difficulty to move or push over an
object depended on its size and weight. This is demonstrated by the graph in Figure 5.20. Since
the virtual objects in system two have a simulated weight, it requires greater force to push these
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Figure 5.19: System Two: Survey Question 10.
objects over. There are two ways objects could effectively knock over heavier objects. The first is to
increase the object’s mass, the second way is by applying more velocity to the object. When an object
or controller is swung or pressed harder through a an object, it generates more force and eventually
budges or tips over the object. Based on the user responses, it appears that the participants feel
Figure 5.20: System Two: Survey Question 12.
the second interaction system did an accurate job of simulating the laws of physics. The responses
show that the users found it realistic that an object’s mass and velocity were incorporated when
it was pushed or thrown. When specifically asked whether they thought the second interaction
system effectively implemented accurate laws of physics, they strongly agreed. These responses are
depicted in Figure 5.21. Since it is clear to the users that the second interaction system implemented
physics, it is hypothesized that integrating a consistent, physics based environment increases the
realism of this virtual world. The third part of the survey asks several questions regarding this
hypothesis.
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Figure 5.21: System Two: Survey Question 16.
The third part of the survey directly compares system one and two and determines the impact of
physics, or the lack thereof, on immersion and realism within a virtual world. One of the goals of this
usability test is to determine whether an interactable physics based environment increases physical
and mental immersion for the participant. To test this, the first question of part three asks the user if
they found the use of physics important when interacting in this virtual environment. The users are
also asked whether they thought the use of physics added to the realism of this virtual environment.
The participant responses, in Figure 5.22, show that the users agreed with both statements. Therefore,
the users thought that the inclusion of a physics based system was important in this specific virtual
environment and did indeed add an element of realism to the world. The next two questions ask the
participants whether certain physical inconsistencies effected their experience and their perception
of the environment. Specifically, the third question asks about certain instances when physical laws
were inconsistent or broken, and whether or not it made the virtual world less believable or realistic.
The fourth question asks more generally whether or not small physical inconsistencies take away
from the overall experience and realism of a virtual world. Although the majority of users agreed to
both, the responses are much less concentrated and more spread out, as seen in Figure 5.23. This
implies that each user had a very different opinion on how inconsistencies effected their experience.
This also suggests that although the participants found that the use of physics brought realism to the
environment, a physically consistent environment did not make or break the overall experience of
realism for some of the users. The last two questions directly compare system one and two. The first
asks which system made the user feel more mentally and physically immersed in the content, while
the second question asks which interactive system was overall, most believable. The results of these
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Figure 5.22: System Comparisons: Survey Questions 1 and 3.
questions, shown in Figure 5.24, almost unanimously agree that system two is the most immersive
and believable, matching the original hypothesis of the usability testing.
Ultimately, the consistency of their survey responses matched the expected findings. Although
the users all had different interests, areas of study, and mixed exposure to video games and virtual
reality, they all concluded that the NewtonVR physics based system was a more realistic and
immersive experience than the Naive system. In general, it is clear that the users believed that
system one was certainly able to realistically portray certain aspects of the world, but failed to
realistically portray the weight of items as well as the limits of the walls and tables. User 5 stated,
"the first interaction system was not bad in terms of immersion and accessibility. The controls were
simple and easy to understand and picking up objects felt seemingly realistic. However, there were
problems such as objects going through walls and smaller objects weighing the same as larger objects
and moving just as easily." Although many users found the first system playable, it was system two
that provided a realistic, immersive, enjoyable, and playable experience for the user.
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Figure 5.23: System Comparisons: Survey Questions 2 and 4.
When testing system two, users immediately picked up on the many advantages the NewtonVR
system provided. These include its ability to take an object’s size and weight into account, allowing
the user to pick up and push objects with both controllers, and removing the ability for objects to clip
through barriers while held. In fact, when asked how they thought system one and two compared,
user 10 responded with the following. "System two definitely was a more enjoyable and realistic
system to take part in as it took the weight and size of the objects into account. Along with the
weight and size, it did not allow objects or my hands to go though walls or tables, which is also
more realistic." Additionally, the users who had not experienced virtual reality had a preconceived
notion about how an object in real life should act, and enjoyed that system two was able to accurately
replicate those real world interactions. User 14 noted "System two felt far more comfortable and
natural, with objects reacting as they would in real life, immersing me far more effectively." In
conclusion, the usability test was a success in determining that, in terms of this specific testing
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Figure 5.24: System Comparisons: Survey Questions 6 and 7.
environment, implementing a consistent and physics based interaction system is more realistic and
immersive than implementing a system that does not.
5.2.4 Future Work
The goal of this project is to create an interactable physics based environment. A magical house
is designed and created with hundreds of interactable objects of differing size, shape and weight
using the NewtonVR SDK. Although the house provided an excellent space for comparing the two
interaction systems, there are plenty of uses for this virtual space that go far beyond the scope of
this project. This project sets up a strong base that others could expand upon in multiple ways.
One could extend this project by adding more complex sound mappings, realistic path finding, a
more elaborate story line, character animation, more types of interactable objects, or extending the
NewtonVR scripts to increase their functionality and performance.
Sound plays a very important role in a VR environment. Since this project did not focus on
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adding elaborate sounds mappings, there are multiple ways these could be integrated. One way
sound could be added to this project is adding more realistic noises for specific objects, collisions,
teleportation, opening and closing doors, fire crackling, and even alternating background or regular
noises based on the room or different active events.
Another aspect of this project that could be improved is its movement system. The movement
system currently implemented is functional but is far from perfect. The movement system could be
improved to make the teleportation bounds more accurate based on the environment, or by changing
the method of movement to something more immersive than basic teleportation.
This project could also be extended by rigging and animating different player hand models
instead of using the generic Vive controller models. Creating a low-poly hand to replace the
controllers would mesh well with the current interactive game play. One could add more low-poly
objects that the player could interact with. For example, the current objects in the asset pack do not
allow any objects to be opened or closed such as a drawer, cupboard, or chest. Adding these items
would enhance the depth of the game and allow new story lines and objectives to be created.
Lastly, given the scope of this project, there was not enough time to expand or improve to the
NewtonVR scripts. Someone well versed in Unity scripting and physics could compare the existing
NewtonVR system this project implements with their own physics system. It is clear that this project
provides a very flexible environment that can be easily expanded in various directions.
Creating this project was an absolutely incredible learning experience and one can only hope it
will be used by other students to create even more extraordinary projects in the future.
Appendices
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APPENDIX A
Appendix: Pre Game Questions
1. What gender do you identify as?
2. What is your major?
3. How many hours per week to you spend playing video games?
4. What platform do you play video games on?
5. What type of games are your favorite to play?
6. Have you ever experienced Virtual Reality (VR)?
7. If yes, have you ever used the HTC Vive?
8. If not, have you used any other Virtual Reality systems?
Figure A.1: Pre Testing Question Responses.
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APPENDIX B
Appendix: Post Game Questions
System One Questions:
1. I found the controls intuitive.
2. I liked having one controller always act as a solid object.
3. I found myself accidentally confusing my controllers and bumping into an object when I meant
to grab it with the other controller.
4. I found it realistic that light weight objects I picked up could easily knock over large objects.
5. I found it realistic that heavier objects I picked up could knock over objects just as easily as the
light weight objects I picked up.
6. Picking up an object and using it to push over other objects accurately simulated the laws of
physics.
7. I thought my physical controller acted like a real hand when interacting or pushing over
objects.
8. I thought it was realistic that my physical controller knocked over objects so easily.
9. I thought it was realistic that objects could go (or clip) through walls when I was holding them.
10. I found it realistic that multiple objects could stick to my hands at once.
11. I found it realistic that the lanterns could not be picked up.
12. I thought the first interaction system effectively implemented accurate laws of physics.
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13. I thought the first interaction system did a successful job incorporating an object’s mass and
velocity when it was pushed or thrown.
Figure B.1: System One Responses.
System Two Questions:
1. I found the controls intuitive.
2. I liked being able to choose when my controllers became physical objects (by squeezing the
grip button)
3. I found it realistic that I could grab objects with either my left or right controller.
4. I thought my physical controller acted like a realistic hand when interacting or pushing over
objects.
5. I found it useful that my controller vibrated in order to signify that an object was interactable.
6. I thought that being able to grab lanterns off the wall was realistic.
7. I liked that I could physically push open the door.
8. I thought it was realistic that objects I held collided with walls and did not go (clip) through
them.
9. Picking up an object and using it to push over other objects accurately simulated the laws of
physics.
10. I found it realistic that light weight objects I picked up struggled to knock over heavier objects.
11. I found it realistic that heavier objects I picked up did not struggle to knock over heavier
objects.
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12. I thought it was realistic that I had to use greater force (with my controller or an object) to
move heavier objects.
13. I found it realistic that the difficulty to move or push over an object depended on its size and
weight.
14. I found it realistic that the harder I threw an object the faster it was thrown and the greater
impact force it had.
15. I found that collision noises made the experience more believable and realistic.
16. I thought the second interaction system effectively implemented accurate laws of physics.
17. I thought the second interaction system did a successful job incorporating an object’s mass and
velocity when it was pushed or thrown.
Figure B.2: System Two Responses.
Comparative System Questions:
1. I found the use of physics important when interacting in this virtual environment.
2. Small physical inconsistencies take away from the overall experience and realism of a virtual
world.
3. I found the use of physics added to the realism of this virtual environment.
4. When the physical laws were inconsistent or broken, I felt like the virtual world was less
believable or realistic.
5. Confusing or non-intuitive controls make a virtual experience much less immersive and
realistic.
B. Appendix: Post Game Questions 87
6. Which interaction system made you feel more physically and mentally immersed in the content.
7. Which interaction system seemed the most believable or realistic.
8. I was nauseous after I was done testing (10 meaning no nausea and 0 meaning very nauseous).
Figure B.3: System Comparison Responses.
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