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Abstract
Let X and Y be generic n by n matrices of indeterminates x1, . . . , xr , y1, . . . , yr . Let S =
k[x1, . . . , xr , y1, . . . , yr ] where k is a field and r = n2. Let I ⊂ S be the ideal generated by the entries of
the matrix XY − Y X . We will show how an old result on a good term order for this ideal can be improved
using elementary methods.
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1. Introduction
Let X and Y be generic n by n matrices of indeterminates x1, . . . , xr , y1, . . . yr . Let S =
k[x1, . . . , xr , y1, . . . , yr ] where k is a field and r = n2. Let I ⊂ S be the ideal generated by the
entries of the matrix XY − Y X . It has been conjectured that the ring S/I is Cohen–Macaulay.
There are several other conjectures and results regarding this family of rings; see a discussion
on commuting varieties in Vasconcelos (1994) and results and conjectures in Hreinsdo´ttir (1998)
and Hreinsdo´ttir (in press). It was shown that the ring is Cohen–Macaulay for n = 3 in Bayer
et al. (1989) and for n = 4 in Hreinsdo´ttir (1994). In both cases the computer program
Macaulay (Bayer and Stillman, 1989) was used. The computation in Hreinsdo´ttir (1994) used
a product order that resulted in a Gro¨bner basis with 293 elements. In this article we will show
how we find a term order that resulted in a Gro¨bner basis with only 51 elements.
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2. Old result
We write the matrices in the form
X =

x1 x2 x3 x4
x5 x6 x7 x8
x9 x10 x11 x12
x13 x14 x15 x16
 and Y =

y1 y2 y3 y4
y5 y6 y7 y8
y9 y10 y11 y12
y13 y14 y15 y16

and denote the entries of Z = XY−Y X by f1, . . . , fr . For future reference we give the elements
of Z below:
z11 = −x5y2 − x9y3 − x13y4 + x2y5 + x3y9 + x4y13
z12 = −x2y1 + x1y2 − x6y2 − x10y3 − x14y4 + x2y6 + x3y10 + x4y14
z13 = −x3y1 − x7y2 + x1y3 − x11y3 − x15y4 + x2y7 + x3y11 + x4y15
z14 = −x4y1 − x8y2 − x12y3 + x1y4 − x16y4 + x2y8 + x3y12 + x4y16
z21 = x5y1 − x1y5 + x6y5 − x5y6 − x9y7 − x13y8 + x7y9 + x8y13
z22 = x5y2 − x2y5 − x10y7 − x14y8 + x7y10 + x8y14
z23 = x5y3 − x3y5 − x7y6 + x6y7 − x11y7 − x15y8 + x7y11 + x8y15
z24 = x5y4 − x4y5 − x8y6 − x12y7 + x6y8 − x16y8 + x7y12 + x8y16
z31 = x9y1 + x10y5 − x1y9 + x11y9 − x5y10 − x9y11 − x13y12 + x12y13
z32 = x9y2 + x10y6 − x2y9 − x6y10 + x11y10 − x10y11 − x14y12 + x12y14
z33 = x9y3 + x10y7 − x3y9 − x7y10 − x15y12 + x12y15
z34 = x9y4 + x10y8 − x4y9 − x8y10 − x12y11 + x11y12 − x16y12 + x12y16
z41 = x13y1 + x14y5 + x15y9 − x1y13 + x16y13 − x5y14 − x9y15 − x13y16
z42 = x13y2 + x14y6 + x15y10 − x2y13 − x6y14 + x16y14 − x10y15 − x14y16
z43 = x13y3 + x14y7 + x15y11 − x3y13 − x7y14 − x11y15 + x16y15 − x15y16
z44 = x13y4 + x14y8 + x15y12 − x4y13 − x8y14 − x12y15.
When the work of (Hreinsdo´ttir, 1994) was done it was not possible to compute the Gro¨bner
basis using the reverse lexicographic ordering, so we found another term ordering using blocks
and then reverse lexicographic ordering within each block (see e.g. Fro¨berg (1997) for definitions
of term orderings and blocks).
This term ordering was found using the following considerations: if the leading terms of two
polynomials are relatively prime then their S-polynomial reduces to zero; see e.g. Cox et al.
(1993). So we tried to pick a term order such that this is accomplished for as “many” pairs
of generators ( fi , f j ) as possible. All the generators are of degree 2, so in the first step of
Buchberger’s algorithm we have 15 initial terms of degree 2. To make “many” pairs relatively
prime we try to make as many different variables as possible occur in the leading terms.
When viewing the generators of the ideal we see that each monomial occurring in the
off-diagonal entries of Z occurs only once, so none of these generators can be written as a
combination of the others. In the diagonal entries, z11, z22, z33, z44, each monomial occurs
exactly twice. Since tr(XY − Y X) = 0 we have that z11 + z22 + z33 + z44 = 0 so to get a
minimal generating set we throw away one generator that comes from the diagonal.
After picking a minimal generating set we counted how often each variable occurs and this
resulted in 3 possible frequencies with 8, 12 and 12 variables of each frequency. We then divided
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the variables into blocks by putting the ones that occur most seldom as the biggest. We used the
reverse lexicographic ordering within each block. It is wrongly stated in Hreinsdo´ttir (1994) that
this is a variation of the method used in Bo¨ge et al. (1986); in fact, using that method would
imply, for this example, making the variables that occur with the highest frequency the largest
ones. This is the opposite of what we do.
This resulted in a Gro¨bner basis with 294 elements. Various experiments with permutations
within each block gave Gro¨bner bases with 150–300 elements.
3. Reverse lexicographic term ordering
The Gro¨bner basis of the ideal generated by f1, . . . , fr can now be computed with respect
to the reverse lexicographic ordering. Using the computer program Macaulay2 (Grayson and
Stillman) this took several hours and resulted in a Gro¨bner basis with 563 elements. The
following table gives the number of elements in each degree of the Gro¨bner basis:
Degree 2 3 4 5 6 7 8 9 10 11 12 13
Elements 15 40 82 83 139 82 44 28 13 18 13 6
So the Gro¨bner basis is quite large and has generators in high degrees.
4. Improvements
Through various experiments with different term orders we have noticed that it generally
seems to be a good idea to make the diagonal variables the biggest. So we decided to put in block
1 the variables with indices 1, 6, 11, 16. One of the reasons for this is that in the first step of the
Buchberger algorithm we get “many” cancellations in the S-polynomials if certain monomials
are the leading terms. Consider
z12 = x1y2 + x2y6 + x3y10 + x4y14 − x2y1 − x6y2 − x10y3 − x14y4
and
z21 = x5y1 + x6y5 + x7y9 + x8y13 − x1y5 − x5y6 − x9y7 − x13y8
if the term order is such that the S-polynomial of z12 and z21 does not automatically reduce to
0; then we get an element of degree 3 that is a sum of ≤ 14 monomials. If we pick a term order
such that LT (z12) = x1y2 and LT (z21) = x1y5 then 4 terms cancel in S(z12, z21) resulting in an
element of degree 3 that is a sum of 12 monomials. To make sure that these are the leading terms
of z12 and z21 we divide into blocks as shown below, where i stands for the variables xi , yi
block 1: 1, 6, 11, 16, and at most one in each of the following pairs: (3, 10), (4, 14), (7, 9), (8,13)
block 2: 2.
We put 2 in block 2 because given that 1, 6, 11, 16 are the largest variables in block 1 we get
LT (z12) = x2y1 if 2 is in block 1.
Consider now the generator z13 = x1y3−x3y1+. . .. If 3 is not in block 1 then LT (z13) = x1y3
and if 3 is in block 1 then LT (z13) = −x3y1. So to make LT (z12) = x1y2 and LT (z13) relatively
prime we put 3 in block 1. Then 10 has to be in block 2 by what we found earlier. As with the
pair z12, z21 we get many cancellations in S(z13, z31) if LT (z31) = y1x9. For this reason we put
9 in block 1 and 7 in block 2.
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Similar considerations for the other generators lead to the following choice of blocks:
block 1: 1, 6, 11, 16, 3, 9, 12, 15, 4, 13
block 2: 8, 14, 2, 5, 7, 10.
We use reverse lexicographic ordering within each block. This resulted in a Gro¨bner basis
with 51 elements whose degrees are given by the following:
Degree 2 3 4 5 6
Elements 15 14 13 3 6
We do not know whether this is the smallest Gro¨bner basis. With this term ordering the leading
terms of the generators have an almost symmetrical pattern when viewed in terms of their position
in the matrix Z ; i.e., we have
LT (Z) =

y3x9 x1y2 y1x3 y3x12
x1y5 y8x14 x6y7 x6y8
y1x9 x6y10 x15y12 y11x12
y9x15 x6y14 y11x15

and there is nothing in the lower left corner of the matrix since the ideal is minimally generated
by 15 elements. We see that, apart from the elements LT (z14), LT (z41), elements in opposite
places in the matrix have a common variable and thus their S-polynomial has to be computed.
We have tried to find a term ordering that would make the leading terms of z14, z41 symmetric
but have been unable to do this.
Despite several attempts to compute the Gro¨bner basis in the 5 × 5 case with term orderings
that are similar to the one above, we have not been able to do that. On a computer with 4 gigabytes
of memory we run out of memory when the computation is in degree 10.
The 3 × 3 case is easy; with respect to the reverse lexicographic ordering the Gro¨bner basis
has 26 elements. However we can find a product ordering that gives a basis with 11 elements, the
8 generators and 3 more elements in degree 3; see Hreinsdo´ttir (1997).
5. Other examples
Counting how often the variables occur and putting them in blocks by frequency, with the least
frequent as the biggest ones, has been tested for other examples. In Bartoszek (2005) Bartozsek
tested this idea for Jacobian ideals of trilinear forms which are defined as follows: For a trilinear
form
A =
∑
0≤ j≤m−1
0≤k≤p−1
x j+k y j zk
and its Jacobian ideal is the ideal generated by
∂A
∂xi
=
min(m−1,i)∑
j=max(0,i−p+1)
y j zi− j ,
∂A
∂y j
=
p−1∑
k=0
xk+ j zk,
∂A
∂zk
=
m−1∑
j=0
x j+k y j (1)
in the polynomial ring k[x0, . . . , xm+p−2, y0, . . . , ym−1, z0, . . . , z p−1].
This testing showed that the Gro¨bner basis for these ideals can in some cases by reduced by
half by using a term ordering found this way.
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