In this paper we improve some classical bounds on the greatest eigenvalue of the adjuacency matrix of a graph. We also give inequalities between the eigenvalues and some other parameters. These results allow us to prove some conjectures of the program Graffiti written by Fajtlowicz. Moreover, the study of the spectrum of graphs obtained by some simple constructions yields infinite families of counterexamples for other conjectures of this program.
Introduction

DeJinitions
The computer program Graffiti written by Fajtlowicz [6] gives a lot of conjectures involving graph parameters, some of which are classical, others needing new definitions. Let G=( V, E) be a simple graph of order n, size m, minimum degree 6 and maximum degree A.
An induced subgraph of G is a graph G' = ( V', E'), where I/' is a subset of V and E' is the subset of all the edges of E which are incident to two vertices of V'. We also call G' the subgraph induced by V'. A partial subgraph of G is a graph G' = ( V', E'), where E' is a subset of E and V' is the subset of the vertices of V which are incident to at least one edge of E'. Note that V' may be equal to V.
A matching of G is a set of mutually nonincident edges. The matching number v is the largest size of a matching. A perfect matching of G is a matching spanning V.
An independent set of G is a set of mutually nonadjacent vertices. The independence number c( is the maximum order of an independent set. The chromatic number x of G is the smallest number of classes into a partition of Vin independent sets.
We denote by w the maximum order of a clique of G.
The dual degree of the vertex x is the mean of the degrees of the neighbours of x. The Dual Degree of G is the vector the components of which are the dual degrees of the vertices.
The residue R of a graph G of degree sequence S: dl ad2 3 ... >d, is the number of zeros obtained by the iterative process consisting of deleting the first term dl of S, subtracting 1 from the d, following ones and re-sorting the new sequence in decreasing order. The depth is the number n-R of steps in this algorithm.
The Randic of G is the number given by the formula Rc=xXySE l/,/m, where d(x) is the degree of the vertex x.
The Harmonic of G is the number given by the formula Hc =CxysE 2/[d(x) + d(y)].
The girth of a graph is the length of a smallest cycle.
The distance d(x, y) between two vertices of a connected graph G is the length of a shortest path joining x and y. The diameter D of G is the maximum of the distances between any two vertices. The mean distance p of G is the average value l/n(nl)C,,,,
V d(x, y) taken over all the ordered pairs of vertices. The eccentricity of a vertex x is e(x)=maxYEV d(x, y). The radius of G is r=min,,,e(x).
Given an arbitrary enumeration of the vertices of a connected graph G, let even(i) be the number of vertices j such that d( i, j) is an even (including 0) integer. The resulting vector is called Even. Similarly, one can define Odd of G.
The range of a vector is the number of distinct components of this vector. The scope of a vector is the difference between the largest and the smallest component.
The mode of a vector is the component which occurs most often. The derivative V' of a nonincreasing vector V is the vector of components
V'(i)= V(i)-V(i+ 1).
If G is a simple graph of order n with vertices labelled 1,. . . , n, the adjacency matrix A of G is the symmetric matrix with entries aij= 1 or 0, according as ij is or is not an edge of G. The eigenvalues of G are those of A, and their set is independent of the labelling of the vertices. Since A is real and symmetric, these eigenvalues are real numbers and we label them in decreasing order: 3.i 2 ... >A,. The separator of a graph is the difference between the largest and the second largest eigenvalues of its adjacency matrix.
If the name of an invariant
A4 is preceded by the prefix mis then it denotes the value M of M computed for the complement G of G. The notation bi-M denotes M + mis-M. The only exception is the notation C? for the average degree 2m/n of G.
We are interested, in this paper, in proving or disproving some conjectures related to the eigenvalues of a graph. These conjectures are stated as inequalities involving eigenvalues and other parameters. Most often, we establish general properties, from which we deduce the conjecture as a particular case. When possible, we study the graphs realizing equality.
First of all, let us recall some definitions and results about eigenvalues, in general, and about the spectrum of a graph in particular. Most parts of these statements can be found in [3] , the relevant pages of which we quote for convenience.
Known results about eigenvalues of a graph
Note that the spectrum of a disconnected graph is simply the disjoint union of the spectra of its components; so, in many cases one may restrict one's study to connected graphs. Recall that the spectrum of an empty graph of order n is i1 = ... = I., = 0, the spectrum of a clique K, is I,=n-1, AZ= ... = A,= -1, and that of a complete If G is not connected, one needs the stricter hypothesis that the spectrum is symmetric to conclude that G is bipartite. Nevertheless, R, = -i1 implies at least that G has a bipartite component.
Some results on eigenvalues are peculiar to regular graphs. 
Theorem 1.10 (cf Edwards and Elphick [4]). For any graph, A1 dJ2m(x_1)lx.
Other inequalities use more elaborate theorems, the basis of which is the principle of interlacing. This principle derives from the fact that subspaces of R", with dimensions p and q such that p+q>n+ 1, have necessarily a unit vector in common; thus, by application of Proposition 1.1, we obtain the following theorem. This property allows us to define new terms, which were first introduced by Fajtlowicz [6] . We say that a graph G is a heliotropic 
Proofs of conjectures and other results
The first result provides bounds for A, which improve the inequality of Proposition 1.6. Note that since the characteristic polynomial can have only integers as rational roots, a dual-degree-regular graph has integer dual degree. We have no characterization of such graphs. As an example of a dual-degree-regular graph, consider a disjoint union of cycles of total order p and denote the vertices as x1,..., xp. Next, partition in an arbitrary way the vertices of p copies of K2 into p subsets X1,. . . , X, of two vertices, then join every Xi to the two vertices of Xi. The graph obtained in this way is of dual degree 3 in each vertex without being regular. A generalization of this construction may be described in the following manner: let di=aidj, i= 1, 2, be factorizations of two integers such that a, #az. Let k, =a,d;
and kZ=azd; and take, for i= 1,2, a di-regular graph Gi of order ni with k,n, = kI nz. By adding edges between the two graphs in such a way that every vertex of Gi is joined to exactly ki vertices of the other graph, we obtain a graph of dual degree d, +d, which is not regular.
Note that if we proceed further in the process defining the dual degree, that is, if we calculate for every vertex the average dual degree of its neighbours and so on, we never achieve a constant average if the graph is not dual-degree-regular.
In The graphs having such a property are characterized in the following lemma.
Lemma 2.4. Let a be a nonzero real number and let G be a graph such that, for every nonisolated vertex i, the quantity (l/di)CjEN(i)(didj)', where N(i) denotes the neighbourhood of i, is a constant k. Then, for every edge ij, the quantity didj is a constant C = k"" and the components of G are either ,&-regular or bipartite semiregular.
Proof. We only give the proof in the case where a>0 since it is similar in the other case. Let us consider a connected component G' of G. If i is a vertex of minimum degree 6 we find
whereas if i is of maximum degree we find k>(6A)".
Thus, k=(SA) ' and every neighbourhood of a vertex of minimum degree is d-regular and conversely. Since G' is connected, proceeding from one vertex to any neighbour shows that every vertex is of degree either 6 or A, with neighbourhood regular of the other degree. 0
For a= 1, the hypothesis means that G is dd *-regular. Thus, the set of connected dd*-regular graphs is the union of the set of regular connected graphs and of the set of bipartite semiregular ones. Note that, if ti denotes the number of triangles in G having i as one of its vertices, we have did: <m + ti. Thus, as a Corollary of 2.3, we again obtain a result of Nosal [13] (cf. also [3, p. 861).
Corollary 2.5. For any K,-free graph, 1, <&.
If G is, furthermore, of girth g> 5 we have did: <n-1 since i is the only common neighbour of its neighbours.
Therefore, we obtain the following corollary.
Corollary 2.6. For any graph with g&5, A1 <Jn-1.
Equality holds if and only if G is of diameter 2 and is, moreover, regular or bipartite semiregular according to the previous lemma applied with a =3. The only cases of equality are, thus, the graphs isomorphic to K,,, or to one of the Moore graphs of diameter 2: the cycle Cg, the Petersen graph, the Hoffmann-Singleton graph, and the 57-regular graph on 3250 vertices, if it exists.
Combining the result of Corollary 2.6 with Proposition 1.7, we obtain an upper bound on the size of a graph of girth g> 5 which can be compared to the bound 1 + n+(n/2)$ for the graphs without cycles of length 4, given in [I]. Let Sri(p) consist of a path of length p on the vertices x1, . . ..x.+ 1 and p-1 extra vertices x,+ 2,. . , xzp, each of them adjacent to x,, 1. We obtain a tree of order n = 2p, Thus, b2 <b, for p sufficiently large.
On the other hand, consider two K,'s and a path on 2p + 2 vertices. We identify one extremity of the path with one vertex of a clique and the second extremity with one vertex of the other clique in order to obtain a barbell G. This graph is of order n = 4p by summation on the set of vertices, we obtain xieV d: =Cie,, did:> n(n-1). The corollary now results from the first inequality of Proposition 2.8. 0
It is interesting to connect this result to that of Corollary 2.6. The cases of equality are obviously the same. Proof. Since G is not a stable set, IA,,1 3 1 and, from the previous theorem, we obtain a scope of eigenvalues 3JFi+ 1 >JTI. 0
Equality never holds for a graph of diameter 2. Proof. This follows immediately from the theorem since m(G1)<Ln2/41. q Equality holds if and only if G is a complete bipartite graph Kni2, n,2 with n even, or K,,-1)/2,(n+l)i2 with n odd. As a corollary we obtain the inequality of Conjecture 199, which says that -I.,, < mean (Even) when 1 (Odd) < 1 (Even). Proof. Using Propositions 1.5 and 1.2 yields -A, <Ai =d, and -%, =A; + 1~
The cases of equality -%,,=Ln/21 are the following: . If n is even, --&=n/2=ibI =d and G-Kn,2,n,2.
. If n is odd, -A,=(n-I)/2 and either d=(n-1)/2 or d=(n+1)/2. But the first case is impossible and then the case of equality is described by I'(G)=(xl,...,x(,_ 1),2, y, ,..., y(n+ll),z}, with n-3 (mod4) and E(G) contains all the edges Xiyj and the edges ykyk+ 1 only for k odd. We also obtain a result similar to the previous one. Proof. In this proof and that of the following lemma, we may obviously suppose that G has no isolated vertices.
Lemma. 2.26. For any graph, A1 < 2mlco.
Proof of the Lemma. If G is a clique, 2m/w = w -1 = J.l. Otherwise, by the interlacing theorem, we have, for n -LU + 2 < i < n, ii < -1. Moreover, either G contains a disjoint union of two cliques, in which case i., _ LI) + 1 = -1, either G contains a path P2 of length 2 as induced subgraph and &, < -4 = A2(P2) by the interlacing Corollary 1.12. In both cases we have 3.: <2m-w and the result is immediate. 0
Equality holds if and only if G is a clique or a union of a clique and a stable set. Let use now prove the theorem. First of all we prove it for the case w = 2. We have, by Corollaries 2.12 and 2.14, (&+ Ii_,,1)/2<(n-1)/2, which is at most m/2 if G is connected. If G is not connected, but if & and 2, belong to the spectrum of the same component G1 of size m,, the result is afortiori true. Otherwise, let %, belong to the spectrum of a component G1 of size m,, and & belong to that of Gz of size m2. We deduce from the previous lemma that A2<A1(G1)<m,/2, l&l<Al(G2)<m2/2; therefore, (jV2 + [&I)/2 <(ml +m,)/2 <m/2 and the proof is complete in the case w=2.
Suppose now that we have 033. From Corollary 1.12 applied to the induced subgraph K, of G, we get 13,3w-1 and did -1 for n-w+2<i<n-1; therefore, ;1$+i_,2<2m-(w-1)2-(o-2)=2m-w2+~+1 and, finally, ((A,+ 1&1)/2)2< t(i:+j_i)<m-(w2-w-l)/2, which is <m2/w2 for ~33. i?
Corollary 2.29 of the next theorem gives a partial answer to Conjecture 27, which says that, for any graph, the deviation of the Degree is at most the Randic.
Theorem 2.27. Let Q be a real quadratic form with polar form B, A1 the largest and A,, the smallest eigenvalues of Q. Let II -11 denote the euclidean norm in IR" and ( ., .) the associated scalar product. Zf (X, Y)=O then IB(X, Y)j<(A1-A,)/2
IlXII Ij YIj. On the other hand, ~Ql(xleno~$(Ql(X)+Q.(X))=~(1U1-;ln)IjX112. Thus, we obtain the desired inequality. 0
Proof. The quadratic forms Q1(X)=3_, jlX/I '-Q(X) and Q,,(X)=Q(X)-&llXIl
Corollary 2.28. For any graph G, deviation(Degree) <+(A1 -A,).
Proof. Let us consider the quadratic form associated to the adjacency matrix of G. Proof. By the definition of the mischromatic number, there exists a partition of Pinto X sets K such that the induced subgraphs G ( 6) Proof. Since X < n -v for any graph, Theorem 2.30 gives a better lower bound for the sum of positive eigenvalues, namely n-j. 0
Note that, in any graph, n-j < n -LX Since, by Proposition 1.13, the number p+ of positive eigenvalues is at most equal to n -cx, Corollary 2.3 1 is a partial answer, in the case X = CI, to Conjecture 20, which asks if the sum of the positive eigenvalues is at least equal to their number. Another partial result was proved by Fajtlowicz [S] , who established that the sum of the absolute values of the nonzero eigenvalues is at least equal to their number.
Other conjectures concern the number p+ of positive eigenvalues, among which we prove the following theorem.
Theorem 2.32 (Conjecture 258). For any graph G, p+ <v+ ii.
Proof. If p+ =O, G is a stable set and the result is obvious. If p+ = 1, G is not a stable set; so, v3 1 and the result is also true. Suppose now p+ 32. By Proposition 1.13 p + < n -cx and, since the complement of the set of vertices saturated by a maximum matching is a stable set, n-a < 2v. By Corollary 1.16, we have, for i > 2, the inequalities 3.i 6 -1*; + 2 _ i -1 relating the eigenvalues of G and its complement G. Since p+ 22, we obtain O<i,+ <-nA+,_,+ -1, implying $,+2-p+ < -1~0. Thus, the number of negative eigenvalues of G is at least p + -1 and we have p+ -l<n-6<2<. So, we get 2p+ -1 d 2(v+ V) but, since the two sides are integers of different parities, we obtain 2p + < 2( v + V) and the proof is complete. 0
The end of this section is devoted to some properties of the Laplacian spectrum. Let us first remark that Conjecture 297, saying that in a tree, A, <n/cc, is obvious since il, d 1 (see [12] Proof. This results from the previous one and from Wei's theorem a2n/(a+ 1). 0 (This conjecture was proposed for a particular class of graphs, but is always true.) The last two conjectures involve the deviation of eigenvalues of the Laplacian of a graph. Actually, the value of this parameter can be obtained by simply knowing the degree sequence. In fact, the sum of eigenvalues of the Laplacian, equal to its trace, is 2m and the sum of the squares is similarly, CieV df + 2m. Thus, we have which is the first lower bound on 1-r given in Corollary 2.7.
Theorem 2.36. For any graph, CT(A) < n/2.
Proof. It is obvious that CitV
dfd(n- l)CiEV di=2m(n- 1); therefore, a(A)<((n-l)~+d-Z2)112=(d(n-d))"2<n/2. 0
Corollary 2.37 (Conjecture 190). For every graph such that C(Odd)<C(Euen), a(A) d mean(Euen).
By Corollary 2.2, we have also Ai dmax(Dua1 Degree) and in this case we are done. If G has k isolated vertices we take 0 as the value of their dual degree. The previous proof now remains valid since we have (l/n) xi." df +d-J2< l/(n-k) CipV d;. 0
Some particular spectra
Many counterexamples which are given in the following section involve simple constructions on graphs having known spectra. Such constructions make possible the calculation of the spectrum of the resulting graph. For instance, let us recall the known result on the Cartesian sum. Let G' and G" be two graphs. Their Cartesian sum G'+ G" is the graph with vertex set V' x Y" in which ((i', i") (j', j")) is an edge if and only if either i'=j' and i"j"EE" or Y=j" and i'j'eE'.
Proposition 3.1. The spectrum of G'+G" is the set {;l'+I_"I A'ESpec(G'), 2"~ Spec( G")}.
Proof. Let X'=(x; ,..., xb) (X"=(x; ,..., xi)) be an eigenvector associated with A' (A"). Then it is easy to verify that the vector of coordinates xix; is an eigenvector for G'+ G" associated with A'+ A". 0
We define the complete product G' * G" of two graphs to be the graph obtained from their disjoint union by adding all the edges between them. In the case when the two graphs are regular, one obtains a simple result [9] (see also [3, p. 573) . For the sake of convenience, we denote by Spec'(G) the set {&(G),...,i,(G)}.
Proposition 3.2. Let G' (G") be a d/-regular (d"-regular) graph of order n' (n"). The spectrum of their complete product is the union of Spec'( G') and Spec'( G") together with the two roots of the polynomial P(x)=x'-(d'+d")x+(d'd"-n'n").
Proof. Similarly, by letting xi = 0, one obtains the eigenvalues of Spec'( G"). The remaining eigenvectors are in the orthogonal subspace xi=x', x; =x", in which the system reduces to
thus, giving as eigenvalues the roots of P(x), which is the characteristic polynomial of the matrix
n" is negative, the positive root of P is greater than d'+d"; thus, by Proposition 1.5, this root is i,(G). The second root is negative but not necessarily equal to the smallest eigenvalue of G.
Similar methods can be used to prove the following two results. Details may be found in [S] . 
Disproved conjectures
We shall describe some infinite families of graphs, each of which disproves one or more conjectures.
Details may be found in [S] .
The family Cn,k. We denote by Cn,k with 2 <k < n -2, the complete product of a clique K, and an independent set Knek. We have even (x) equal to 1 for k vertices and to n-k for the others, giving C(Even)=k+(n-k)2, whereas C(Odd)=n2-C(Even). Thus, C(Even)<C(Odd) if andonlyiff(k)dO,withf(k)=2k2-2(2n-1)k+n2,thatis,ifandonlyifkisbetween the two positive roots k0 and kI off(k). Note that, for n 3 10,3 < k0 <n/2 -1 < n < kI .
From Proposition 3.2 the spectrum consists of -1 with multiplicity k-1, 0 with multiplicity n-k-1, and the roots of
These two roots are 1i and 2, since they do not belong to the interval [-l,O].
Conjecture 207. In every graph such that C Even <C Odd, -2, d v.
As a counterexample, we consider the previously described graph C+ with n>22 and kE[kO,(n+ 1)/3[.
The family JP,4. Let JP,4 be the graph obtained from K,uK1,,
by adding a dominating vertex x. Let u denote the centre of the K,,,.
Note that n=p+q+2, 2m=p2+p+4q+2, Let us consider the graph B,,,,z. Since we have only two positive eigenvalues, the separator is equal to the minimum of derivative of positive eigenvalues and is greater than p-1-m.
As p-+co, we have ,u +y and these conjectures are false for p sufficiently large. The complementary graph fip with p even, ~36, the spectrum of which is given by Proposition 1.5, yields a counterexample to the following conjectures (recall that p+ ,p-denote the numbers of positive and negative eigenvalues and p. is the multiplicity of 0 as eigenvalue of the graph).
Conjecture 663. For every graph such that C(Even)<C(Odd), p+ <p_.
Conjecture 664. For every graph such that C(Even) < C(Odd), p + < I+ j.
Conjecture 420. For every graph such that p_ G p + , min( Odd) < X. Conjecture 630. For any graph of diameter 2, m/( ii -A,) < x1= I 1 ~~i(.
Note that this family also disproves Conjectures 186 (cf. HP) and 627 (cf. J,,,).
The family Cir(t).
Let Cir(t) be the circulant graph of order n = 6t -1, with t 2 1, in which vertex i is adjacent to {i+l,...,i+3k+l,...,i+6t-2}, where the labels are taken modulo n. This graph is 2t-regular of diameter 2 and has a=2t, x= 3 since we can easily partition Vinto three stable sets Si= {x~~+~(O<~<K~~, where i= 1,2,3 and K1 = K2 = 2t -1, K3 = 2t -2. We also have 2: = n -v = 3t since this graph is K, -free.
The spectrum of a circulant graph is known. In this case we have A1 =2t of multiplicity 1 and the other eigenvalues of multiplicity 2 are given by the values 21',= 1 cos 2k(3p-2)x/n for k= 1 to n-1. The spectrum can be written as 2, =2t, VkE[1,2t- Conjecture 408. For every graph such that p-<p+, n-a<x+j.
Conjecture 419.
For every graph such that p-dp,, max(Even)dX+X.
Conjecture 343. For any plant, Ai --&<x+~.
For the graph Cir(t), we obtain by Taylor expansion Ai -1, z 3.6.X which is greater than x + 1( = 3t + 3, and the conjecture is disproved for t sufficiently large. and, thus, is of order In t, whereas the average of the squares of the positive eigenvalues is at least Af/(4t--l)> t. Thus, the variance is at least t as t goes to infinity and the conjecture is disproved for t sufficiently large.
Thefamily Sn(P). Let Sri(p) consist of a path of length p on the vertices x1,. . . , xp+ 1 and p -1 extra vertices xpfZ,.
, xlp, each of them adjacent to xp+ 1. We obtain a tree of order n = 2p, with a K,+ 1 induced subgraph; thus, by the interlacing Corollary 1.12, Conjecture 414. For every graph such that p-<p+ , Ai P <m.
The family Qz(p).
Let Qz(p) consist of a path Pzp on 2p vertices labelled from 1 to 2p and p Kz dominated by the vertex 2p. We have m = 5p -1, A = 2p + 1 and we know from Corollary 1.9 that E., >Jd=Jm. In the same way as for the family Sn(p), we obtain P 3 p/6. Thus, for sufficiently large p, the following conjecture is disproved.
Conjecture 332. For any graph with a perfect matching, /2,p<m.
The family KS(n).
Let Ks(n) be obtained from a K, with n even 3 8 by deleting two adjacent edges. From Proposition 1.7, A1 3 d= (n(n -1) -4)/n > it -2 and A2 is positive since it is not a complete multipartite graph. On the other hand, the smallest eigenvalue of its complement is equal to -$; therefore, by Corollary 1.16, A2 <a-1 and then the scope of positive eigenvalues is >A1 -A2 > n -3, whereas \I+ V= n/2 + 1. Thus the following conjecture is disproved. 
