Abstract-Generating function techniques for analyzing the error event and the bit-error probabilities for trellis codes are considered. The conventional state diagram approach for linear codes where the number of states is equal to the number of trellis states cannot be applied directly to arbitrary trellis codes, and instead, a state diagram where the number of states is equal to the square of the number of trellis states must be used. It is shown that for an interesting class of trellis codes a modified generating function can be defined for which the number of states is equal to the number of trellis states. The class of codes considered includes trellis codes of rate R = (n -1)/n based upon set partitioning whenever the first partition breaks the signal constellation into two subsets which have the same "configuration matrix," i.e., the same ordered set of mutual distances. The complexity of calculating this modified generating function is the same as for the ordinary generating function of a convolutional code with the same number of trellis states. Bounds on the performance of some interesting codes are given based upon this method.
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I. INTR~DuOTION
I N THIS PAPER a new method of computing the error weight distribution for a certain class of trellis codes is discussed and will be used to derive upper bounds on the error-event probability and bit-error rate for these codes. The method is based on the generating function approach. This approach [7] , [8] , which has been extensively applied in the evaluation of the performance of convolutional codes, involves finding a generating function for the code which, when combined with a union bound, upper-bounds the probability of error attainable by the code.
The generating function, usually denoted by T( W, L, I), is derived from the state diagram of the code and contains in a closed form all of the weight distribution properties of the code. When the code is linear, the all-zeros codeword is assumed, without loss of generality, to be the correct codeword. The generating function enumerates the distance, length, and number of errors on any incorrect path (as compared with the correct path) at any step of the Viterbi decoding algorithm.
The picture is different for arbitrary (i.e., nonlinear) trellis codes. The Euclidean distance between any incorrect path and the correct path is dependent upon the correct path. Bounds on the error-bit and error-event probabilities still can be derived by two methods: one previously described in [l] and a new method to be described here. The new method, however, does not apply to all trellis codes but only to trellis codes having certain symmetries.
The first method (the method of pairwise states [l]) involves a (generalized) generating function which enumerates all possible incorrect paths for all possible correct paths (not only the all-zero path). The generalized generating function can be obtained as the transfer function of a state diagram regarded as a signal flow graph. The state diagram is defined over an expanded set of states, namely 22v, where 2" is the number of states in the trellis and v is the memory of the code. Since the number of states now grows exponentially with 2v rather than v, this method is only useful for very simple codes. For example, a code with eight trellis states requires 64 states for computing the generalized generating function.
A second method will be applied to a special class of trellis codes to be defined later. For this class the error weight distribution, the error-event probability, and the bit-error probability can be bounded by a generating function which is obtained as a transfer function of a state diagram containing 2" states. Instead of averaging the generating function over all possible correct paths 'and incorrect paths, we assume that the correct path and the incorrect path diverge from any state and can remerge in any state. The symmetrical structure of the codes, as we will prove later, enables us to use only 2" states in the state diagram in enumerating all possible error sequences. In Section II we define the model of a communication system that uses a trellis code. Based on this model and under certain conditions on the trellis code, a procedure for deriving the generating function (for the error weight distribution) using only 2" states is discussed in Section III. The class of trellis codes to which our results apply include many important codes, including Ungerboeck codes [5] and Calderbank-Mazo codes [2] . The generating function approach can also be used to optimize certain parameters in the signal design as shown by a simple example in Section IV. In addition, an upper bound on the error performance of Ungerboeck codes for four-level AM signals is given.
II. NOTATION AND DEFINITION
The basic model for combined encoding and modulation discussed in this paper is depicted in Fig. 1 . We represent the binary (0,l) input and the binary output sequences of 
respectively, where Xi is the (n -l)-tuple of the input digits at time i, xj is jth digit in this (n -l)-tuple, and similarly for the output sequence. The transform of the input sequence is written as an (n -l)-tuple where Xj(D)=x,?+x~D+x~D2+~~~, l<j<n-1. The transform of the output sequence is written in a similar way. The convolutional encoder is represented by a set of polynomials g,JD), i = 1; . f , n -1, j = 1; . *, n. These polynomials are called generator polynomials of the code. The generator polynomials can be organized as an (n -1) by n matrix of generator polynomials G(D), the (i, j)th term in this matrix being g,JD). The constraint length of the code is given by
The encoder operation can now be described compactly as the vector-matrix product (modulo 2)
The n-tuple Cj, which is the output of the encoder at time j, is fed into a modulator which produces zj, one of 2" channel signals. The mapping, written M, is one to one. Thus
The channel produces at the output a noisy discrete-time sequence {q} where rj = zj + nj and the { nj} are statistically independent Gaussian random variables with zero mean and variance No/2. From { 5} a maximum-likelihood sequence decoder employs the Viterbi algorithm to determine the most-likely binary sequence X transmitted.
As mentioned before, for linear codes the error performance can be evaluated by the generating function approach. In this case the generating function can be obtained as the transfer function of the state diagram of the code regarded as a signal flow graph. The state transitions are then labeled as L'IjW' where i denotes the number of channel symbols corresponding to the state transition, j denotes the number of data bit errors corresponding to the state transition, and r denotes the Hamming distance between the error path corresponding to the state transition and the correct path corresponding to the all-zeros codeword. We will prove in Theorem 1 that under certain conditions the same state diagram (but with different labels) can be used to compute the error weight distribution of a class of trellis codes. The following definitions are useful in the discussion to follow.
Definition 1: Let EP be a binary n-tuple given by <e,P, 4; * -, ei). Then the squared Euclidean error weight of the encoder output CP = (ciP, Cam,. . . , c,~) (or equivalently, the channel signal zP = M(CP)) with respect to EP, denoted d2(Cf'; EP), is given as
where I[( .) 11 2 is the squared Euclidean norm of ( .). Note that d2(Cp; EP) can take on at most respect to a given vector EP, denoted F(B, EP, W), is given as
where a, is the number of channel signals in the set that have a squared Euclidean error weight (Y with respect to EP and the sum is taken over all possible values of the squared Euclidean error weight with respect to EP. The trellis code structure is made evident in the example shown in Fig. 2 where n = 2 and v = 2 and the generating function matrix is G(D) = (1, D/(1 + D*)). If the encoder is in state (00) at time j and the next input is a 1, the encoder transmits the signal M(lO) and moves to state (10). We proceed further with this example by assuming that the channel signals zj are from the set { f8, f l} (asymmetric 4-AM) and the mapping from encoder output sequences to channel signals is as given in Table I . The encoder state diagram is given in Fig. 3 . Table II gives the squared Euclidean error weight of all channel signals with respect to all possible values of EP for our example. Table  III gives the weight profile for the subsets of channel symbols A, and a,, where A, = { -8, l} and a, = (6, -l} for every E P. Note that both subsets A, and 2, have the same weight profile with respect to every EP. This fact is important since for a given binary error vector EP, the weight profile is not a function of the subset of channel signals under consideration. We now develop a new generating function (which we call the modified generating function) for enumerating the distance, length, and data bit errors of any path (as com- pared with the correct path) for a certain class of trellis codes based on (linear) convolutional codes. For this class of codes, upper bounds on the error-event probability and error-bit probability will be derived in terms of this modified generating function. Since these trellis codes are based on (linear) binary convolutional codes, the relationship between the encoder states, the channel signal sets, and the data can simplify the computation of the generating function. In the lemmas that follow these basic properties will be explored. Based on these lemmas it is proven that for certain codes the number of states required in the state diagram needed to compute the generating function is only 2". Lemma 1: Given a (linear) convolutional code, the set of 2"-l output n-tuples from state S, (the all-zero state) forms a group under the operation of addition of vectors over GF(2). Furthermore, the set of 2"-l output n-tuples generated from any other state is either that group or the coset of that group. (Only one coset exists.)
Proof: If the encoder is in the all-zero state denoted S,, each of the n outputs is the modulo two summation of some subset of the (n -1) inputs. The sum of any two (n -1)-tuple inputs produce the corresponding sum of the outputs, so we have closure. Since each n-tuple is its own inverse, the n-tuples form a subgroup. Let us call this set G. If the encoder is in any other state, the 2"-' output n-tuples are found by adding a fixed n-tuple to each of the n-tuples in G. Thus this new set is either the set G or a coset of G. Only one such coset exists denoted G, since the intersection of G and G is an empty set and the union of G and G has cardinality 2".
2) If EP E G, then the outputs corresponding to the correct path and the incorrect path come from different subsets, i.e., one belongs to A, and the tances between all the possible correct paths and all paths The problem we consider involves certain distance prop-which have diverged from them can be computed from a erties of trellis codes. Optimum decoding involves finding modified flow diagram which has only 2" states where v is the most likely path through the trellis conditioned on the the constraint length of the encoder. received sequence. Sometimes the path chosen will not coincide with the correct path but will diverge from it and remerge with it at a later time. This is called an error event. An error event of length r lasts from time i to time i + r, the decoder having decided upon the channel signals zi, 2; + 1; * *, fi + r instead of the correct sequence zi, zi + 1; * *, zi + r. The normalized squared Euclidean distance di between the two paths is given by 
where=fi,-., EP;.., Ei+')
-' is the inverse mapping of M. The mapping from error events to such binary vectors E is not one to one. In addition, not every sequence E is an error event. There are 2"+r(n-1) error events with the same binary representation. This can be seen since from any of the 2" states there are 2r(n-1) possible correct paths, and the incorrect path is uniquely defined by the correct path and by the error vector E. EP is a binary vector equal to the modulo two summation of the correct output of the encoder and the output of the decoder corresponding to the decoded (incorrect) path at time p. The main idea is to compute the generating function by using the sequence El, E*,.'. ., EP . . . . path is in state S and the incorrect path is in state S'. For
The error branch E' is labeled LF( B, E', W)Ir, where r a given error frame EP the correct path can correspond to any channel signal from the set A,(or A,) if S E A (or is the number of data bits in error corresponding to the S E A), respectively. Therefor:, this error frame has weight profile F ( A,, EP, W) or F(A,: EP, W). However, by aserror branch E'. Let us assume that at time p the correct sumption F(A,, EP, W) = F(A,, EP, W), so we can label the branch by LF( B, EP, W)I'. Thus the flow diagram has only 2" states since the binary convolutional encoder has 2" states in the flow diagram for all possible binary error events.
Lemma 2: If the binary error vector between the correct path and the incorrect path at time p is EP, then exactly two possibilities exist. 1) If EP E G, then the outputs corresponding to the correct path and the incorrect path belong to the same subset of channel signals, i.e., either both belong to A, or both belong to a,.
It should be evident at this point that for a trellis code of rate R = n -l/n the nonlinearity of the mapping from encoder output symbols is irrelevant to the distance distribution of the code whenever the first partition of channel signals in the signal space is into two signal sets which have the same configuration matrix, i.e., the same ordered set of mutual distances. Furthermore, the performance is a function of relative distance among channel signal sequences, which may be determined from the modified generating function.
Let T( W, L, 1) be the modified generating function of a trellis code given by T( W, L, I) = Ca+, jLiIjWa where aai j is the number of error events that have 1 1 squared Euclidean error weight (Y, length i, and j data bit errors.
Theorem 2: For any trellis code which satisfies Theorem 1 the error-event probability P, and the error-bit probability Pb are upper-bounded by . sumed to be S, is then split; the result is shown in Fig. 4 . where d? is the minimum squared free Euclidean distance Denote the minimum free Euclidean distance of this trellis of the code and Es denotes the average energy of a channel symbol.
code as df. Then its square, expressed as a function of 8, is given by The proof of this theorem is based on the union bound approach and is given in the Appendix. Note that the expressions for the bounds are actually different from those derived in [7] in which transmission by phase modulation was considered and the Hamming weight was used as a distance measure. Here the more general Euclidean distance is considered. The conditions of Theorem 1 limit the class of trellis codes for which this approach is applicable. This class includes many interesting codes, including the trellis codes of Ungerboeck obtained by set partitioning [5] . For any arbitrary trellis code, however, we can obtain an upper bound on the probability of error by choosing for every error frame EP and for a given signal-to-noise ratio the weight profile (F(A,, EP, W) or F(a,, EP, W)) which gives the maximum probability ofA error. Note that if EP E G, then F(A,, EP, W) = F(A,, EP, W) for any set partition according to Lemma 2. Since F(A,, EJ', W) is the set of mutual distances between the sets A, and A, with respect to EP, the bound can be very close to the true value obtained from the generalized generating function. Using this technique, the computation of the generating function is of the same order of complexity as it is for an encoder without the mapping to channel signals.
The coding gain (CG) of the trellis code with respect to an uncoded two-level AM signal is then IV. EXAMPLES AND DISCUSSION Ungerboeck [5] described his codes under the assumption that 8 = l/3, and his codes provide 2.5 dB of coding gain. However, if 8 = 1 -/I with 0 < /3 << 1, then a coding gain of almost 3 dB becomes theoretically possible for very high signal-to-noise ratios. It seems that the communication system can adjust 8 as a function of the signal-to-noise ratio to optimize the performance of the system. This result implies that it may be possible to improve other codes by finding the optimal value of B for a given trellis code and a given signal-to-noise ratio. A similar result was obtained in another way by Simon and Divsalar for asymmetric multiple phase-shift keyed (MPSK) modulation [4] and asymmetric AM modulation [lo] .
The procedure required to derive the generating function based on this approach will now be explained in detail by using the previous example. The branches of the state diagram (see Fig. 3 ) are labeled as LI'F(A,, EP, W). The
Let us now evaluate the error performance of Ungerboeck's codes for amplitude modulation with four levels. Ungerboeck's codes presented in [5] consist of encoding one information bit every T seconds into two bits by means of a rate R = l/2 convolutional encoder. These For amplitude modulation Ungerboeck used the mapping shown in Table I with 8 = l/3. The parity check polynomials are chosen according to [5, table I ]. An error event is shown in Fig. 5 . In Fig. 6 the upper bound to the error-event probability for various values of v is given as a function of Es/N,,. Also shown in Fig. 6 is the performance of uncoded 2-AM. The computation time is not a function of the code rate or the mapping and depends only on the constraint length of the code. Since all of Ungerboeck's codes satisfy Theorem 1, one can use this method to optimize these codes.
2 bits are then used to select one of the 22 symbols of some standard signal constellation, according to certain rules called "mapping by set partition." The first partition of the channel signals is into two sets which have the same signal constellation except for a translation. Therefore, these codes satisfy Theorem 1, and the modified generating function can be used to upper-bound the error event and the bit error probabilities. Using the polynomial notation (as in [5] ), the binary output sequence C(D) satisfies the following parity check equation:
where H'(D), i = 1, 2, are parity check polynomials. The code sequences can also be generated by an equivalent systematic encoder with feedback described as where fi( D) represents a scrambled version of X,(D), the input to the feedback-free encoder. Error-event probability
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V. CONCLUSION A new method to obtain an upper bound for the errorevent and the bit-error probabilities of a given trellis code has been presented. Using the well-known generating function approach, we have derived a simple way to compute these bounds using a modified generating function. The complexity of this technique is independent of the mapping function and is proportional to the complexity of the best algorithm to invert a square matrix of order 2". The method is suited to computing the error performance of many trellis codes which are based on set partitioning, including the Calderbank-Mazo codes [2] . In [2] the authors give an analytical, rather than graphical, description for trellis codes. Since the same codes can also be described as a binary convolutional code followed by a mapping function, the restriction to integer values of the channel signals is not necessary. It can easily be shown Note that each term of the inner sum is the pairwise error that the first code in [2, table I] can be derived by the same probability for two code vectors over an unmerged segment. For encoder as used in our example with the mapping (0,l) + 8 the additive white Gaussian noise channel the pairwise error and (1,l) + -1, 0 = 0.5. The modified generating funcprobability for code vectors at Euclidean distance d2Es is given tion can be used as a tool to optimize a given trellis code by and to compute the minimum signal-to-noise ratio for which this code is still the best code. Therefore, it can be (14 used to optimize phase-shift keyed signals by using the Pd = Q( ( d2Es/2No)1'2).
angle between the two set partitions as a parameter [4] . The error performance of convolutional codes used for a partial response channel can also be upper-bounded by a modified generating function which takes into account the mapping between the encoder output and the channel output [9] .
For a given binary error sequence of length n*r, there are 2("-')' pairs of correct and incorrect paths which satisfy (7). Over the ensemble of all equally likely source sequences, every correct path sequence has an a priori probability of 2('-")" of being transmitted. Therefore, applying techniques used in [8], the average of the conditional probability in ( 
PROOFOFTHEOREM~
We consider initially the error event probability which we denote P,. In Fig. 5 we show (as solid lines) two paths through the code trellis that diverge at state ,!$ and remerge at state SJ+k. Without loss of generality, we take the upper path to be correct and the lower path to be that chosen by the maximum-likelihood decoder. For this to occur the correct path metric increments over the unmerged segments must be lower than those of the incorrect (lower solid line) path shown. Let us refer to these error events as a node error at node j written P,(j). The probability of node error at node j is upper-bounded by the probability that any path diverging from the correct path at node j accumulates a higher total metric than the correct path over the unmerged span of the path. Averaging over the ensemble of all equally likely correct paths we obtain where C, is an incorrect path diverging from the correct path at node j, rij, C,) is the set of all such paths for a given CJ, and AM(Cj, Cj) is the difference between the metric increments of the incorrect path and the correct path C; over the unmerged segment. Employing the union bound, we obtain the more convenient, although looser, form Let us simplify the computation by changing the order of summation by fixing the error sequence E (See (7)). Now the error probability per node can be computed by averaging over all possible correct paths given E and then by summing over all possible error sequences E. Doing so we obtain = c P,(E). By summing over all possible binary error sequences we obtain (8). Since the modified generating function is the same for all nodes j, this is an upper bound to the probability of error event for any initial state S,. By using the same approach for bit-error probability as in [8] and [9] , we obtain (9). 
