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Introduction
Let S be a locally noetherian scheme and R an N-graded O S -algebra of finite type. We say that X = Spec R is a homogeneous variety over S. In this paper we prove that the functor HomHilb X/S :
Locally noetherian S-schemes Sets T closed subschemes of X × S T which are flat and homogeneous over T is representable by an S-scheme which is a disjoint union of locally projective schemes over S (Theorem 1.9). This scheme is called "Homogeneous Hilbert scheme of X". The proof is very simple and it only makes use of the theory of graded modules and standard flatness criteria. Let P(X) = Proj R. From the construction of the Homogeneous Hilbert scheme of X one obtains easily the construction of the Hilbert scheme of P(X). This construction is very simple and does not make use of cohomology.
Grothendieck introduced the Hilbert scheme of a projective variety in [G] . The central point of the standard constructions of the Hilbert scheme is based on the following version of Serre's Vanishing Theorem:
Theorem 1: Let p(n) ∈ Q [n] . There exists r ∈ N such that for every closed subscheme C ⊂ P m of Hilbert polynomial p(n),
(1) H i (P m , O C (n)) = 0 and H i (P m , p C (n)) = 0, for all i > 0 and n ≥ r. (2) The multiplicative morphisms
are surjective, for all n ≥ 0. (3) p C (r) is generated by its global sections.
This theorem is proved with the aid of m-regular sheaves [Mu] , or in an elaborate proof in [V] or [K] . However, it is easily proved as a consequence of the standard Serre's and Grauert's vanishing theorems, once one has constructed the Hilbert scheme as we have done.
In this paper the main theorem (1.5) is:
. There exists r ∈ N such that, for every homogeneous ideal I ⊆ k[x 0 , . . . , x m ] with Samuel polynomial p(n), one has
(1) I is generated by its homogeneous components of degree ≤ r.
This theorem is easily proved by induction on the degree of p(n) and it does not make use of cohomology.
The construction of the Homogeneous Hilbert scheme of X is reduced, by standard arguments, to the case X = A m . Now, the construction of the Homogeneous Hilbert scheme of A m (with Hilbert polynomial p(n)) is done in two ways. First, we construct it as the inverse limit of the "homogeneous" (n) . For this, we use the Grothendieck's "flatenning stratification theorem" ( [Mu] lecture 8). In fact, we give a slight generalization of this theorem (2.2), which is proved immediately by the only use of the theory of graded modules and elementary flatness criteria.
1. Homogeneous Hilbert Scheme and Hilbert Scheme 1.1. The Main Theorem.
Let A be a commutative ring (associative and with unit), R = A[x 0 , . . . , x m ], (x 0 , . . . , x m ) the irrelevant ideal and P m A = Proj R the projective space of dimension m over A. Given a graded R-module M we denote by M n the A-submodule of the homogeneous elements of degree n of M . Given f ∈ R, M f denotes the localization of M with respect to the multiplicative set {1, f, f 2 , . . .}. Each homogeneous ideal I ⊂ R defines the closed subscheme C I = Proj R/I → P m A . Two homogeneous ideals I and I define the same closed subscheme if and only if I n = I n for all n ≥ m, for some m. Two homogeneous ideals I and I define the same closed subscheme if and only if I xi = I xi for all i. We say that two homogeneous ideals defining the same closed scheme are equivalent. We say that a homogenous ideal I is saturated if it is the biggest of all the homogeneous ideals equivalent to I. This ideal coincides with the homogeneous ideal of all the polynomials vanishing on C I . The quotient R/I is called the ring of homogeneous polynomials of C I . Finally, we say that a homogeneous ideal I is proper if C I = ∅.
¿From now on and until the end of this subsection, A = k is a field. Proof. Let I = q 1 ∩ · · · ∩ q n ∩ q be a shortest primary decomposition, where q i are homogeneous ideals and the radical of q is (x 0 , . . . , x n ). I is equivalent to I if and only if either I = q 1 ∩ · · · ∩ q n ∩ q , where the radical of q is (x 0 , . . . , x n ) or I = q 1 ∩ · · · ∩ q n , because I is equivalent to I if and only if I x i = I x i , for all i. Hence, the saturated ideal which is equivalent to I is q 1 ∩ · · · ∩ q n .
Primary decompositions localize. Therefore, we can define the primary components (either isolated or embedded) of a noetherian scheme.
Given a saturated homogeneous ideal I and a shortest homogeneous primary
Therefore, the primary components of C I = Proj R/I are equal to the projectivization of the primary components of the "cone" Spec R/I. Definition 1.2. Let I ⊂ R be a saturated homogeneous ideal. Given a homogeneous polynomial f ∈ R, we say that
If k is an infinite set, then there exists a hyperplane which meets C I transversally. 
. There exists r ∈ N such that, for every homoge-
(1) I is generated by its homogeneous elements of degree ≤ r. In other words, every homogeneous function of I of degree m > r is an R-linear combination of homogeneous functions of I of degree r.
(2) The Samuel function of I is a polynomial from r.
Proof. Under base change of k, we can assume k to be algebraically closed. We proceed by induction on s = degree of p(n). If s = 0, then [R/I] i = 0 for some i ≤ p(0) and it suffices to take r = p(0). Let s ≥ 1 and let us assume that the theorem holds for any polynomial p(n) of degree ≤ s − 1.
Let I be the saturated homogeneous ideal which is equivalent to I. The Samuel polynomial of I is p(n)−a, with a ∈ N, and its Hilbert polynomial is p(n)−p(n−1).
Let H f be a hyperplane meeting C I transversally. The rows and columns of the diagram
are exact (the third column is exact by the snake lemma). ( * ) From the third row we obtain that the Samuel polynomial of (I , f ) is the Hilbert polynomial of I . By induction, there exists r such that (I , f ) is generated by its homogeneous elements of degree ≤ r and its Samuel function is a polynomial from r . Therefore, the Samuel function of I is a polynomial from r . Moreover, I /f I is generated by its homogeneous elements of degree ≤ r . Applying Nakayama's Lemma for graded modules to the first row we obtain that I is generated by its homogeneous elements of degree ≤ r .
, so I is generated by its homogeneous elements of degree ≤ r = r + p(r ) (determined by p(n)) and its Samuel function is a polynomial from r = r + p(r ).
. , x m ] with Hilbert polynomial p(n) one has
(1) I is generated by its homogeneous elements of degree ≤ r.
(2) The Hilbert function of I is a polynomial from r.
Proof. Argue as in ( * ) (in the proof 1.5) replacing the sentence "by induction" by the sentence "by 1.5". Remark 1.7. The r in 1.5 coincides with the one in 1.6, and the r assigned to p(n) is bigger than the one assigned to p(n) − p(n − 1). Remark: Let X = Spec R be a homogeneous affine variety over Spec A. Assume that R is A-flat and Spec A is connected. Then, R n is a locally free finite A-module and the map A m+1 /S is representable. Let r ∈ N be as in Theorem 1.5 (where p(n) is the Samuel polynomial defined by ϕ(n)). We give two proofs of the representability of HomHilb
, which is a closed subscheme of the Grassmannian of B n , Grass(B n ). Let G (B n ) be the moduli of A-flat closed subschemes of Spec B n , which is a closed subscheme of
Then we have an obvious sequence of proper morphisms
whose inverse limit is the functor HomHilb
) be the intersection of the schematic images of the morphisms Consequently, the geometric points of C i+1 coincide with the geometric points of C i , for all i ≥ r. The morphisms of functors C i+1 → C i are injective, for all i ≥ r, because the homogeneous elements of degree i + 1 of an ideal are generated by the homogeneous elements of degree i, since this is true in fibers.
By Zariski's Main Theorem ([H] III. 11.5) C i+1 = C i for all i ≥ r, and it coincides with the inverse limit.
Remark 1: For n >> r we have an epimorphism G(B n ) → C r and C r is the schematic image of π. Again, this morphism (of functors) is injective, and 
. , x m ]/(I) and φ(n) := ϕ(n) − ϕ(n − 1). Then the functor F φ of Theorem 2.2 coincides with HomHilb ϕ(n)
A m+1 /S and one concludes by Theorem 2.2. Remark 2: Using 3. of 2.2, we obtain again the above remark 1.
Hilbert scheme.
First of all, let us characterize the flat parameterizations of closed subschemes of P m . Let A be a noetherian ring and C a closed subscheme of P Proof. If the reader assumes the vanishing theorems of Grauert and Serre ( [H] III. 8.8, 12.11), then he needs only to read the section 2 of the following proof; however, in order to emphasize that only elementary theory of graded modules is required, we give a proof that does not make use of those vanishing theorems.
By faithfully base change we can assume that the residual field of A has infinite elements.
Let For n > s the exact sequences
Moreover, the rank of B t is p(t), for t >> 0, as it is deduced by taking the fiber at x.
2. Let us prove that B n is a free module of rank p(n), for n ≥ r, by decreasing induction on n:
Let B x be the ring of homogeneous functions of
Consider the diagram of exact rows (for n ≥ r)
(where k(x) is the residual field of A). Therefore, tensoring the superior exact row by Proof. Since the Hilbert functor is a sheaf in the Zariski topology, we can assume that S = Spec A is an affine, connected, noetherian scheme and X → S is a projective morphism. Consider a closed immersion X → P 
We have a natural morphism π : HomHilb
P m /S , which assigns to each homogeneous variety its projectivization, i.e., to each homogeneous ideal I the projective subscheme C I . This morphism has an inverse Hilb
which assigns to each projective subscheme C the homogeneous ideal
, (I n = 0 for n < r).
Since HomHilb ϕ(n)
A m+1 /S is representable, so is Hilb
In the remarks 1 and 2 of 1.9, we have obtained the equations of HomHilb
ϕ(n)
A m+1 /S . In particular, one obtains the equations of Hilb p(n) P m /S . This last result was obtained in [CK] 2. Flattening Stratification Theorem Proof. Let us prove that U satisfies the two conditions of the Nagata's topological flatness criterion ( [M] theorem 24.2):
(
It is obvious that U satisfies (1). Let us see that it satisfies (2). Let x ∈ U and y ∈x. Given two maps φ 1 , φ 2 : N → N, we say that φ 1 < φ 2 if there exists n ∈ N such that φ 1 (n) < φ 2 (n) and φ 1 (m) ≤ φ 2 (m), for all m > n. The set of maps from N to N which are polynomials for n >> 0 is a totally ordered set with this relation.
Let A be a noetherian ring, R an N-graded A-algebra of finite type and φ : N → N a map. Let us define a functor F φ from the category of rings (or affine schemes) to the category of sets in the following way: for any ring B
locally free B-module of rank φ(n), for any n ∈ N. is easy to prove (by the theory of Fitting ideals) that ϕ factors through C. Hence, we can assume that C = Spec A. Let I n be the φ(n)-th Fitting ideal of R n . If x ∈ Im ϕ, then x ∈ Spec A − (I n ) 0 , for all n; hence, (R n ) x is a flat A x -module (again by the theory of Fitting ideals). By the previous lemma, R is a flat A-module over a connected open neighborhood of x. Then R n is a locally free module of rank φ(n) over all the points of this connected open neighborhood, for all n. In conclusion, the set of points of Spec A such that each R n is a free module of rank φ(n), for all n, is an open set which represents F φ .
2. For each point x ∈ Spec A, either closed or not, let us define the function φ x (n) := dim k(x) R n ⊗ A k(x). It is obvious that x ∈ X φx . By standard noetherian arguments there exist functions φ 1 , . . . , φ m such that Spec A = i X φ i . Reordering, we can write φ 1 < . . . < φ m . Then, there exist n 2 , . . . , n m ∈ N such that φ 1 (n i ) < φ i (n i ). So, given x ∈ X φ1 , there exist open neighborhoods U i of x such that U i ∩ X φ i = ∅. Hence, X φ 1 is an open set. Let C 1 = Spec A − X φ 1 . Restricting F φ 2 to C 1 , one constructs C 2 in the same way, and so on. 
