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In this paper, a deep-learning-based method for sound field reconstruction is proposed. It is
shown the possibility to reconstruct the magnitude of the sound pressure in the frequency
band 30-300 Hz for an entire room by using a very low number of irregularly distributed
microphones arbitrarily arranged. Moreover, the approach is agnostic to the location of the
measurements in the Euclidean space. In particular, the presented approach uses a limited
number of arbitrary discrete measurements of the magnitude of the sound field pressure in
order to extrapolate this field to a higher-resolution grid of discrete points in space with a low
computational complexity. The method is based on a U-net-like neural network with par-
tial convolutions trained solely on simulated data, which itself is constructed from numerical
simulations of Green’s function across thousands of common rectangular rooms. Although ex-
tensible to three dimensions and different room shapes, the method focuses on reconstructing
a two-dimensional plane of a rectangular room from measurements of the three-dimensional
sound field. Experiments using simulated data together with an experimental validation
in a real listening room are shown. The results suggest a performance which may exceed
conventional reconstruction techniques for a low number of microphones and computational
requirements.
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I. INTRODUCTION
The functions describing sound propagation, such as
sound pressure or particle velocity, operate scalar and
vector values respectively which vary across the tem-
poral and spatial dimensions. There are many appli-
cations where knowledge of the spatial variation of the
sound field is of paramount interest, for example, sound
field navigation for virtual reality environments1,2, ac-
curate spatial sound field reproduction over predefined
regions of space3–5, or sound field control in reverberant
environments6,7.
The different reconstruction scenarios are deter-
mined by the type of information gathered from the
sound field. Depending on the type of acquisition, several
techniques are used, ranging for example, from acous-
tic holography8, acousto-optic methods9,10, or traditional
discrete sets of spatial samples11. The latter is particu-
larly convenient in practice since it requires simple mi-
crophones.
In the case of sound field reconstruction in rooms,
there exist several methods in the literature. In partic-
ular, model-based approaches based on samples of the
sound pressure at a discrete set of locations tend to
dominate the area. Results using classical sampling11,
i.e. based on bandwidth analysis, build upon the image
alluis-salvado@mdw.ac.at
source method to characterize the sound field in a room in
order to derive bounds on the aliasing error for a given
sampling density. This leads to an impractically high
density of microphones for an acceptable reconstruction
error. Another approach to simplify the model and the
number of measurements is based on parameterizing the
room impulse response as a pole-zero system12.
Compressive sensing approaches have been effective
in reducing the number of measurements compared to
these previous methods. They inherently require an un-
derlying assumption of the sparsity of the chosen room
acoustics model. Utilizing modal theory, it is possible to
consider a plane wave approximation of the sound field13
in a room in order to describe it spatially as a sparse lin-
ear combination of damped complex exponentials14–16.
Dictionaries tend to be large, performance degrades at
high frequencies, and the interpolated location should
be, in general, in the far field with respect to the source.
Under the image source method, estimation of the early
part of the room impulse response is also possible assum-
ing a few dominant image sources17. These techniques
are in general sensitive to the choice of sampling scheme
used in order to guarantee meaningful solutions and well-
conditioned problems. Empirical methods for the latter
are commonly adopted leading to some restrictions in
the arrangement of microphones. Exploiting information
about the modal frequencies may allow a more general
microphone arrangement18 at the expense of sensitivity
to source location, modal density, and accurate modal
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frequencies estimation. Additionally, finding solutions to
these sparse inverse problems is typically computation-
ally demanding19.
In this paper, we adopt a data-driven approach to
the problem of sound field sampling and reconstruction,
which, for the present application, appears to be unex-
plored. For clarity of exposition, we focus on a two-
dimensional horizontal plane of three-dimensional rect-
angular rooms. We consider a very low number of irregu-
larly and arbitrarily distributed measurements to recover
the magnitude of the sound pressure in a room across the
spatial dimension for the frequency range 30-300 Hz. In
contrast to previous methods, our approach is location
agnostic in the sense that it does not require knowledge
of the microphone positions or the interpolation points in
the Euclidean space. These characteristics can contribute
to designing more practical sampling and reconstruction
procedures. The goal of the paper is then threefold: use
a very low number of microphones, accommodate irreg-
ular and location agnostic microphone distributions, and
carry out inference that is computationally efficient.
We first view the sound field as a two-dimensional
discrete signal. The acquisition step can be interpreted
as producing a low-resolution signal with missing sam-
ples. Then, the recovery step consists of filling the miss-
ing data of a high-resolution two-dimensional signal. We
show how this process can be viewed as jointly perform-
ing inpainting20,21 and super-resolution22,23, both well-
known techniques in image processing with a good per-
formance using deep learning methods. In particular, we
use a U-net neural network24 with partial convolutions21
trained on simulated data that simultaneously performs
inpainting and super-resolution. Under this framework,
we show how it is possible to recover a high-resolution
field from a very low number of irregular and location-
agnostic measurements with low computational complex-
ity in the inference process.
The paper is organized as follows: Section II estab-
lishes the conceptual framework under which the recon-
struction problem is addressed, i.e. as a learning al-
gorithm drawing upon inpainting and super-resolution
techniques. The details about the neural network ar-
chitecture and the training procedure used for recovery
are explained in Section III. Section IV presents results
concerning the reconstruction accuracy of the proposed
algorithm both in simulated and experimental settings,
i.e. in real rooms.
II. PROBLEM DESCRIPTION
We frame the problem of sound field reconstruction
within a data-driven approach, i.e. we aim at devel-
oping a recovery algorithm that directly and progres-
sively learns from raw sound field data. The machine
learning methods that have been particularly successful
in this regard fall under deep learning systems. These
have significantly outperformed model-based approaches
in tasks such as, but not limited to, image classification,
analysis, and restoration25,26; or speech recognition and
synthesis27,28.
The novelty of the present approach lies in the ob-
servation that the magnitude of the sound pressure in
a room can be interpreted as a two-dimensional dis-
crete function defined on a rectangular grid of points
in space, i.e. in the same way a raster image is repre-
sented by a rectangular grid of pixels. This allows us
to exploit the effectiveness of deep learning techniques
in image processing. Although the principles governing
the proposed algorithm can, in principle, be extended to
three-dimensional regions, we focus on reconstructing the
three-dimensional field in a two-dimensional plane for the
sake of simplicity. We further assume that the enclosures
of interest consist of rectangular rooms corresponding to
domestic standards29. Note that the method described
here could also be extended to different room shapes.
In particular, the function that we sample and recon-
struct is a discrete version of the magnitude of the Fourier
transform of the sound field in a given frequency band.
We show in the following how reconstructing this func-
tion is connected to the well-known concepts of image
inpainting and super-resolution. Let us first denote the
spatio-temporal sound field in a three-dimensional rect-
angular room as p(r, t) where R = (0, lx)×(0, ly)×(0, lz)
for some lx, ly, lz > 0 and r ∈ R. The magnitude of its
Fourier transform is given by
s(r, ω) :=
∣∣∣ ∫
R
p(r, t)e−jωtdt
∣∣∣ (1)
for ω ∈ R and r ∈ R.
Initially, given a room, we can define the following
rectangular grid as a set on an arbitrary two-dimensional
plane, i.e.
Do :=
{(
i
lx
I − 1 , j
ly
J − 1 , zo
)}
i,j
(2)
for zo ∈ (0, lz), i = 0, . . . , I − 1, j = 0, . . . , J − 1, and
some integers I, J ≥ 2. Then, the available spatial sam-
ple points, denoted as So, consist of a subset of Do. It
is important to observe that there is no constraint what-
soever with regard to the pattern that So has to form
within Do. This allows us to have, for example, irregu-
larly distributed spatial sample points within the room.
For a given excitation frequency, the available samples
can then be expressed as follows
{s(r, ω)}r∈So⊆Do . (3)
Note that the problem of interpolating s(r, ω) to the en-
tire domain Do from known values in So can be viewed
as image inpainting, i.e. filling in the missing holes of a
raster image. This is motivated by the irregular nature
of the sampling pattern.
However, we are interested in reconstruction on an
even finer rectangular grid in order to capture the small-
scale spatial variations of the sound field. In order to do
so, we eventually interpolate the sound field to a grid of
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FIG. 1. Illustration of the spatial points considered for recon-
struction of the function s(r, ω) for a given frequency. The
set Do consists of the solid black and gray circles where the
former, for example, can be interpreted as So. The set DL,Po
is then given by all the points depicted where inpainting and
super-resolution is jointly performed from knowledge of the
function in So. Note that here L = P = 4. (Color online.)
points corresponding to an upsampled version of the set
Do, i.e.
DL,Po :=
{(
i
lx
(I − 1)L, j
ly
(J − 1)P , zo
)}
i,j
(4)
where i = 0, . . . , (I − 1)L, j = 0, . . . , (J − 1)P , and some
integers L,P ≥ 1. In the signal processing community,
reconstructing a function on the domain DL,Po (the high
resolution signal) from knowledge of the function on Do
(the low resolution signal) is known as super-resolution.
Fig. 1 illustrates how the different sets Do, DL,Po , and
So are placed under the inpainting and super-resolution
framework.
In summary, we aim at designing an estimator gw
with the structure of a neural network where its param-
eters are real-valued weights w learned from simulated
data. In particular, for a given set of frequencies of in-
terest {ωk}Kk=1, the estimator is defined as follows
gw : R|S0|K → R|D
L,P
0 |K
{s(r, ωk)}r∈So,k 7→ {sˆ(r, ωk)}r∈DL,Po ,k. (5)
The goal is then that the error∑
r∈DL,Po |s(r, ωk)− sˆ(r, ωk)|2∑
r∈DL,Po |s(r, ωk)|2
(6)
is reduced for each frequency point.
It is important to note that the actual input to the
neural network will represent the values {s(r, ωk)}r∈Do,k
in the rectangular grid Do as a tensor—the missing val-
ues will be included by means of a mask on the original
grid. For each frequency, this can be seen as a matrix.
This implies that there is no information whatsoever pro-
vided at the input about the location of these values in
the Euclidean coordinate system, i.e. the algorithm is lo-
cation agnostic. In other words, irrespective of the room
dimensions, we assume that our algorithm accepts mea-
surements from a rectangular grid, whose absolute size
FIG. 2. Example of the location agnostic property. Two
rooms with different sizes lead to different rectangular grids in
the Euclidean space, i.e. D(1)o 6= D(2)o . For a given frequency,
we use a matrix to represent the input to the network. How-
ever, the measured and missing values in both cases (in black
and red respectively) are placed at the same matrix entries.
This essentially disregards any information about their loca-
tions in the Euclidean space. Similarly, the source location is
considered unknown. (Color online.)
depends on the room size. In the same way an image
reconstruction algorithm would learn to recover images
that have been stretched, shrunk, or zoomed in or out
(see Fig. 2). Thus, the absolute separation of points along
each dimension is not the same. For example, in a room
with dimensions lx × ly, input points will be at distance
of lxI and
ly
J .
We will occasionally use tensors in order to represent
function values on discrete spatial and frequency domains
and as the data structure for the neural network opera-
tions. In particular, tensors, irrespective of their order,
are denoted by bold uppercase letters, e.g. matrices can
be denoted by A ∈ Rn1×n2 for n1, n2 ∈ N. Regard-
ing function values, we interchangeably use the tensor
representation. For example, consider {s(r, ωk)}r∈DL,Po ,k,
then it possible to arrange its values into a tensor S ∈
RIL×JP×K whose elements are given by
Si+1,j+1,k := s
(
i
lx
(I − 1)L, j
ly
(J − 1)P , ωk
)
. (7)
III. APPROACH
We propose a learning algorithm capable of esti-
mating the magnitude of the spatial sound field, for a
given frequency range, at a predefined number of loca-
tions based on very few measurements from irregularly
distributed microphones. The microphones are assumed
to provide the room transfer functions (RTFs) at those
particular locations for a given frequency range. It is as-
sumed that these microphones are located in a rectangu-
lar grid with a predefined number of points irrespective of
the room size (see Fig. 2). Note that the source location
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is also considered unknown. The prediction algorithm
then provides an estimate of the corresponding RTFs at
the desired locations.
The approach is to train an artificial neural network
that learns the structure of these sound fields from thou-
sands of different examples of common domestic rectan-
gular rooms. The main parts of the algorithm, which we
describe in detail in the following sections, and illustrate
in Fig. 3, can be briefly summarized as follows:
• Dataset: we simulate three-dimensional sound
fields, in the frequency band [30,300] Hz, for thou-
sands of common rectangular rooms. The magni-
tude of the pressure in the available spatial sample
points So serves as input to the network after a pre-
processing step. The magnitude of the pressure in
the finer rectangular grid, i.e. {s(r, ωk)}r∈DL,Po ,k,
is then used to train the network in a supervised
manner.
• Data Preprocessing: from {s(r, ωk)}r∈So,k, we
generate a grid version, defined on DL,Po , consisting
of the observed samples and a mask that encodes
the information about the locations of these mea-
surements. This preprocessing step involves com-
pletion, scaling, and upsampling operations.
• Neural Network: The architecture learns to pre-
dict a scaled version of the two-dimensional func-
tion {s(r, ωk)}r∈DL,Po ,k from the preprocessed ob-
served sample values {s(r, ωk)}r∈So,k and the mask.
• Data Postprocessing: Estimates the appropriate
scaling in order to restore the predicted values to
the range of the source data.
The data and code of the proposed algorithm is freely
available online30.
A. Dataset
The sound field in a lightly damped rectangular room
can be approximated using Green’s function expressing
the solution as an infinite summation of room modes
(or standing waves) in the x-,y-, and z-dimension of the
room31
G(r, r0, w) ≈ − 1
V
∑
N
ψN (r)ψN (r0)
(ω/c)2 − (ωN/c)2 − jω/τN . (8)
Here, for compactness
∑
N denotes a triple summation
across the modal order in each dimension of the room
i.e.
∑
N =
∑∞
nx=0
∑∞
ny=0
∑∞
nz=0
and correspondingly N
represents the triplet of integers nx, ny, nz. The volume
of the room is denoted V , ψN (·) is the mode shape as-
sociated with a specific N , ωN is the angular resonance
frequency of the mode, τN is the time constant of the
mode, and c is the speed of sound. The room shape is
here determined assuming rigid boundaries leading to the
expression
ψN (x) = ΛN cos
(
nxpix
lx
)
cos
(
nypiy
ly
)
cos
(
nzpiz
lz
)
,
(9)
where ΛN =
√
nxnynz are normalization constants
with 0 = 1, 1 = 2 = . . . = 2.
Throughout this work, the focus is to predict the
variation of the sound field in a single xy-plane, hence,
we seek to train a model which can predict the variation
of the sound pressure in the plane. With the purpose to
generalize for any xy-plane, we remove the height varia-
tion in the Dataset by setting nz = 0. The time constants
of each mode are determined from the absorption coeffi-
cient calculated using Sabine’s equation and assuming a
reverberation time T60 of 0.6 s and uniform distribution
of absorption on the surfaces of the room.
We use this model to simulate point source radia-
tion in 5 000 rectangular rooms. Room size and room
proportions are randomly created following the recom-
mendation for listening room dimensions for audio re-
production in the standard ITU - R BS.1116 - 329. The
floor area ranges from 20 m2 to 60 m2 and the dimension
ratios follow:
1.1
ly
lz
≤ lx
lz
≤ 4.5 ly
lz
− 4 (10)
where lx, ly, and lz correspond to length, width, and
height respectively. In addition, the source is placed at
a random xy-location, i.e. (xo, yo, 0) for xo ∈ (0, lx) and
yo ∈ (0, ly). Both the dimensions and source location are
sampled uniformly.
The magnitude of the sound field pressure is acquired
in the finer rectangular grid DL,Po with L = P = 4 and
I = J = 8. This essentially divides the room into a
grid of 32 by 32 uniformly-spaced points independently
of its dimensions. We analyze the results with 1/12th
octave frequency resolution in the range [30, 300] Hz in-
cluding all room modes with a resonance frequency below
400 Hz. This gives K = 40 frequency points. The sound
fields generated using this technique are referred to as
ground truth sound fields, i.e. sGT (r, ωk) := s(r, ωk)
for r ∈ DL,Po and k = 1, . . .K. A subset of sGT (r, ωk)
containing the observed samples captured by the micro-
phones, {sGT (r, ωk)}r∈So,k, is used in the preprocessing
part.
B. Preprocessing
This part addresses the processing stage necessary to
handle the arbitrary nature of the sampling distribution.
In particular, the raw input data is allowed to be variable
in size and sampling location. In order to address this,
we complete the input data to take values on Do. This is
followed by a scaling operation in order to generalize the
predictions for arbitrary sources and receivers. The ac-
tual information of where the samples are located within
DL,Po is encoded into a mask-like function. An upsam-
pled version of this processed input data together with
this mask comprises the final input to the network.
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Completion Scaling Mask Generator
Scaling
Neural Network
Predicted Reconstructed
Dataset
Data Preprocessing
Neural Network
Data Postprocessing
Room
Room Upsampling
loss
Training Ground Truth
FIG. 3. Diagram showing the different steps of the algorithm design. The data is assumed to be represented as third-order
tensors in order to include the frequency dimension and the spatial dimensions; however, for the sake of illustration, the former
is not shown. The preprocessing stage generates the input mask together with an upsampled and scaled version of the observed
samples. The training examples are also scaled. For our choice of parameters, the two input tensors and the training examples
take values in [0, 1]32×32×40. During training, the observed sample values are drawn from our simulated dataset of sound fields
in rooms. (Color online.)
1. Completion
We assume that the possible observed pressure val-
ues correspond to locations within the coarser grid Do,
which also covers the whole room area. In this paper,
the choice of parameters results in Do being a grid of
8 by 8 points. The samples observed are then given by
{sGT (r, ωk)}r∈So,k. Irrespective of the structure of So,
i.e. the number and pattern of observed samples, the
neural network is designed so that the size of the input
data is fixed. In order to address this, we introduce a
function defined on Do that, in a sense, completes the
acquired data, i.e.
sc(r, ωk) :=
{
sGT (r, ωk) if r ∈ So
maxr′∈So sGT (r
′, ωk) if r 6∈ So. (11)
for each ωk. In other words, for the locations where no
samples are provided, i.e. no microphone is present, sc
is chosen arbitrarily to take the maximum value.
2. Scaling
We want the proposed method to be independent
of the gain in the measurement equipment and the re-
production system. Thus, we introduce a scaling for the
sample values sc in such a way that the range is restricted
to [0,1], i.e.
ss(r, ωk) :=
sc(r, ωk)−minr∈So sc(r, ωk)
maxr∈So sc(r, ωk)−minr∈So sc(r, ωk)
(12)
for each ωk. Consequently, the neural network will learn
to predict the sound field values in [0,1]. A postpro-
cessing stage will be added so that the predictions are
restored to the original range.
3. Upsampling
Since we are interested in predicting values in the
finer rectangular grid, DL,Po , we transform ss ∈ R8×8×40
to a function sirr ∈ R32×32×40 by means of an upsam-
pling operation. This new function sirr consists of a
scaled version of the irregularly-distributed microphone
measurements. In particular, we have that
sirr(r, ωk) :=
{
ss(r, ωk) if r ∈ Do
1 if r ∈ DL,Po \ Do
(13)
for each ωk. The original measurements are incorporated
into sc, however, the actual input values to the network
are given by sirr. Note that the value of sirr for r ∈
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FIG. 4. Schematic diagram of the neural network architecture
proposed in this paper. This diagram is not exhaustive in
terms of all the operations involved. For further details, the
reader can refer to the text. (Color online.)
DL,Po \ Do can be arbitrarily chosen due to the mask-
related operation that follows.
4.Mask generator
The function sirr does not provide any information
about which values have been originally observed. Thus,
we simultaneously generate a mask, defined on the finer
grid DL,Po , that carries information about the spatial lo-
cations of the measurements. This mask takes the value
1 at each available spatial sample point and 0 otherwise,
i.e.
m(r, ωk) :=
{
1 if r ∈ So
0 if r ∈ DL,Po \ So
(14)
for all ωk. Clearly, the mask must be the same for every
frequency point.
5. Input
The input data to the network consists of third-
order tensors representing the frequency dimension and
the two spatial dimensions, i.e. M ∈ [0, 1]32×32×40 and
Sirr ∈ [0, 1]32×32×40. It is important to emphasize that
the network performs convolutions considering the three
dimensions in order to learn the relationships within and
between frequency and space.
C. Neural Network
1. Architecture
We propose a U-Net-like deep neural network24 with
partial convolutions21 in order to predict the magnitude
of the sound field pressure in a room. U-Net was first
introduced for the task of biomedical image segmenta-
tion and since then it has been successfully used in many
cases.
The U-Net encoder-decoder structure can learn
multi-resolution features of the sound field in the
frequency-space domain, i.e. it can capture the sound
field variations at different scales in both domains. This
is carried out by the encoder which halves the feature
maps by using a stride of 2 and doubling the filter size in
each partial convolution. The decoder then reverses this
procedure by upsampling the feature maps and reduc-
ing by 2 the filter size. After each partial convolution,
the encoder uses a ReLU activation while the decoder
uses a Leaky ReLU activation with a negative slope co-
efficient of 0.2. Furthermore, the decoder, through con-
catenation, incorporates at the same hierarchical level
the feature maps and masks computed by the encoder.
In other words, the features from different resolutions in
the frequency-space domain are also utilized as an in-
put in the upsampling layers of the decoder. Finally, a
1×1 convolution with a sigmoid activation projects the
last feature map to generate the predicted sound field Sˆp.
Fig. 4 shows a schematic diagram of the architecture.
Although there are similarities between U-Net and
a standard encoder-decoder architecture, their skip con-
nections are paramount in order to attain better perfor-
mance. This has been shown by ablation studies in image
segmentation32 and label-to-image33 tasks. Skip connec-
tions allow U-Net to access low-level information that
may be lost when propagated through the network. In
the current case, skip connections help to recover spatial
information lost during downsampling which corresponds
to the initial arrangement of measurements.
2. Partial Convolutions
Unlike traditional convolutions, partial
convolutions21 allow us to compute the output fea-
ture maps based solely on the available spatial sample
points from the input feature maps. This provides the
necessary flexibility to use any number of microphones
at irregularly distributed locations. Let w be the sliding
convolutional window with size kh×kt. Consider further
Iw ∈ Rkh×kt×C and Mw ∈ [0, 1]kh×kt×C as correspond-
ing to the C-channel input feature maps and mask
within w respectively. The tensor W ∈ Rkh×kt×C′×C
respresents the filter weights and b ∈ RC′ is the bias.
Partial convolution computes each spatial location value
o′w ∈ RC
′
in the C ′-channel output feature maps as
o′w :=
{
W · (Iw Mw) sum(1)sum(Mw) + b if sum(Mw) > 0
0 otherwise
(15)
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where sum(·) receives a tensor as an argument and pro-
vides the summation of its elements,  is the Hadamard
product, and · is a combination, in different dimensions,
of matrix dot products and element-wise summations21.
The scaling factor sum(1)sum(Mw) can be interpreted as a mea-
sure of the amount of known information in the input
feature maps. Then, the mask Mw is updated at each
spatial location m′ ∈ RC′ as follows:
m′ =
{
1 if sum(Mw) > 0
0 otherwise.
(16)
3. Loss Function
In order to train the model in a supervised manner,
we also use a scaled version of the ground truth in order to
be consistent with the output data before postprocessing.
The assumption is that this process may also assist the
learning process. The scaling is given by
s¯GT :=
sGT (r, ωk)−min sGT (r, ωk)
max sGT (r, ωk)−min sGT (r, ωk) (17)
for r ∈ DL,Po and k = 1, . . . ,K. It is clear then that
s¯GT (r, ωk) ∈ [0, 1].
As a loss function, we use two terms in order to dis-
tinguish between predicted values in the available spatial
sample points So and its complement under DL,Po . We
first define
LSo :=
sum
(∣∣M (Sˆp − S¯)∣∣)
IL× JP ×K (18)
and then
LDL,Po \So :=
sum
(∣∣(1−M) (Sˆp − S¯GT )∣∣)
IL× JP ×K (19)
where 1 ∈ R32×32×40 with all entries equal to 1, and
sum(| · |) acting on a tensor is the summation of the ab-
solute value of its elements. The combined loss function
finally takes the form
L := LSo + 12LDL,Po \So . (20)
The factors in (20) were chosen as the best performing
ones after analyzing the performance on 1 000 validation
rooms.
4. Training Procedure
The model is trained in two different stages using su-
pervised learning. We use 75% of the dataset for training
purposes and the remaining 25% is used for validation.
For both stages, the model is trained during 400 epochs
and the weights with less validation loss are selected. In
the first stage, the learning rate is set to 2 · 10−4 and
batch normalization is enabled in all layers. For the sec-
ond stage, the learning rate is set to 5 · 10−5 with batch
normalization disabled in all encoding layers. Training
the model in multiple stages helps to overcome the er-
ror generated by batch normalization when computing,
in the first stage, the mean and variance for all input
values, corresponding to known and unknown locations.
In addition, faster convergence is achieved.
D. Postprocessing
We use linear regression to restore the output of the
neural network sˆp to its original range. Thus, the rescaled
version takes the form
sˆ(r, ωk) = ak · sˆp(r, ωk) + bk (21)
for all r ∈ DL,Po and k = 1, . . . ,K, where the values
ak, bk ∈ R are determined through the following opti-
mization problem
min
ak,bk∈R
∑
r∈So
|ak · sˆp(r, ωk) + bk − sc(r, ωk)|2 (22)
for each k = 1, . . . ,K. Note that the rescaling oper-
ation could be implemented as another neural network
that learns the mapping function. However, experiments
showed that linear regression provided reasonable perfor-
mance.
IV. RESULTS
A. Evaluation Metrics
We use two different measures of performance for
the proposed method. First, we consider the normalized
mean square error (NMSE) computed for each frequency
point, i.e.
NMSEk =
∑
r∈DL,Po |s(r, ωk)− sˆ(r, ωk)|2∑
r∈DL,Po |s(r, ωk)|2
. (23)
The NMSE mainly provides an average absolute squared
error over all locations between the reconstructed and
the original signals. As a consequence, a high NMSE
value may result from a poor performance locally while
performing individually well in the remaining spatial lo-
cations.
Therefore, we use the concept of mean structural
similarity34 (MSSIM) from image processing. This eval-
uates how the model predicts the overall shape of the
pressure distribution for each frequency point. Moreover,
it also provides a measure of performance that is inde-
pendent of the scaling chosen. Let us first introduce the
structural similarity index (SSIM) between two matrices
A,B ∈ Rn×n as follows
SSIM(A,B) =
(2µAµB + c1)(2σAB + c2)
(µ2A + µ
2
B + c1)(σ
2
A + σ
2
B + c2)
(24)
where µ is the mean of the corresponding matrix entries,
σ2 the estimate of the variance of the entries, and σAB
is the covariance estimate between the entries of A and
B. The constants c1 = (h1R)
2 and c2 = (h2R)
2, where
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FIG. 5. Normalized mean squared error (NMSE) estimated
from simulated data. The results are reported for different
number of microphone observations nmic, i.e. ( ):nmic = 5,
( ):nmic = 15, ( ):nmic = 35, and ( ):nmic = 55. (Color
online.)
R is the dynamic range of the entry values, are meant to
stabilize the division with a weak denominator. We set h1
and h2 to the standard values 0.01 and 0.03 respectively.
In our scenario, we consider the individual matri-
ces Sk ∈ RIL×JP , i.e. the k-th matrix of tensor S ∈
RIL×JP×K . Now, let {Snk (η)}Nn=1 denote the set of all
possible windowed versions of Sk of size η×η. The mean
structural similarity is then given by
MSSIM(Sk, Sˆk) :=
1
N
N∑
n=1
SSIM(Snk (η), Sˆ
n
k (η)) (25)
for each frequency point. In the results presented, we
have used η = 7.
B. Simulated Data
We asses the reconstruction performance of the pro-
posed method, i.e. the generalization error, by using
sound fields in 30 different rooms. These have been
simulated identically to the training data and have not
been previously seen by the network. We are interested
in evaluating the performance with regard to the num-
ber of irregularly placed microphones, denoted by nmic.
Thus, given nmic, we analyze the reconstruction in each
room placing the microphones in 10 000 different arrange-
ments, i.e. each realization corresponds to a different So.
Figures 5 and 6 show, as a function of frequency, the aver-
age NMSE in dB and MSSIM for all rooms and locations
tested and different number of available microphones.
Results show a general improved performance in
sound field reconstruction as the number of available mi-
crophones is increased. At the same time, performance
degrades as the frequency increases. This is in agreement
with theoretical results that, given a maximum frequency
content, require a higher sampling density for a more
robust reconstruction and, given a reconstruction error,
the sampling density constraints also increase whenever
higher frequency content is available11,35. This suggests
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FIG. 6. Mean structural similarity index (MSSIM) estimated
from simulated data. The results are reported for different
number of microphone observations nmic, i.e. ( ):nmic = 5,
( ):nmic = 15, ( ):nmic = 35, and ( ):nmic = 55. (Color
online.)
that the neural network capacity is subject to the same
physical limitations as classical methods when learning
the spatial variations of the pressure distribution. In
other words, at high frequencies it is hindered by under-
sampling and also requires more observations to improve
robustness. For example, the relative improvement as
the number of microphones increase is higher at lower
frequencies as opposed to the high-frequency range. It is
at this high frequency range where more observations do
not provide a big impact on performance. However, the
requirements in terms of sampling density for a particular
performance seem to be less stringent than other meth-
ods present in the literature. For example, only nmic = 5
microphones are able to provide an NMSE below −5 dB
for the frequency range considered in common domestic
rooms.
It is also important to observe that the loss functions
defined in Eq. 18 and Eq. 19 are suitable for prediction at
low frequencies but they underperform at high frequen-
cies. These commonly result in predictions that empha-
size the median value in order to reduce the overall error.
This can explain, in the frequency range 100-300 Hz, the
more abrupt changes in performance of the MSSIM as
opposed to the NMSE.
C. Experimental Data
We test the model optimized for simulated data in
a real listening room. The RTFs are estimated for two
different source locations on a two-dimensional grid con-
sisting of 32 by 32 points uniformly spaced along the cor-
responding dimensions. In particular, impulse response
measurements were conducted from two 10” loudspeak-
ers on a grid one meter above the floor in a rectangular
room of dimensions 4.16 × 6.46 × 2.3 m. The measure-
ments were performed using 4-second duration exponen-
tial sweeps from 0.1 Hz to 24 kHz at a sampling frequency
of 48 kHz36. These measurements were performed with
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FIG. 7. Normalized mean square error (NMSE) in dB esti-
mated from experimental data. Top and bottom plots cor-
respond to different source locations. The results are re-
ported for different number of microphone observations nmic,
i.e. ( ):nmic = 5, ( ):nmic = 15, ( ):nmic = 35, and
( ):nmic = 55. (Color online.)
two microphones, each covering roughly half of the grid.
The microphones were a Bru¨el & Kjær (B&K) 4192 and a
B&K 4133 12” condenser microphone connected to a B&K
Nexus conditioning amplifier and recorded with an RME
Fireface UFX+ sound card. Both microphones were level
calibrated at 1 kHz using a B&K 4231 calibrator prior to
the measurements. The reverberation time of the room,
specified as the arithmetic average of the 1/3 octave T20
estimates37 in the range of 32 Hz to 316 Hz, was 0.46 s.
Similar to the previous scenario, we investigate the
performance of the model with regard to the number of
microphones placed in the room. We are particularly in-
terested in assessing the performance when using very
few observations. Thus, for each predefined source loca-
tion, we also use here 5, 15, 35, and 55 microphones in
10 000 different arrangements and analyze the mean per-
formance with a 95% confidence interval. These results
are reported in Figures 7 and 8.
It is important to emphasize that the model was
trained using simulated data. Moreover, the simulations
were simplified by assuming mode shapes equal to rigid
walls and removing all room modes including height vari-
ation, neither of which is true for the experimental data.
It can be observed that, given nmic, the NMSE improves
for decreasing frequencies as a general trend although
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FIG. 8. Mean structural similarity (MSSIM) estimated from
experimental data. Top and bottom plots correspond to dif-
ferent source locations. The results are reported for different
number of microphone observations nmic, i.e. ( ):nmic = 5,
( ):nmic = 15, ( ):nmic = 35, and ( ):nmic = 55. (Color
online.)
there exist inconsistencies at a local level, i.e. adjacent
frequencies may present abrupt changes in performance.
The same interpretation applies to the MSSIM. In par-
ticular, there are two specific frequencies acting as out-
liers, i.e. 82 Hz and 157 Hz for the two different source
locations. In this case, this is likely to be caused by
the sources being positioned at nulls of the room modes.
Fig. 9 depicts a representation of the magnitude of the
sound field when the reconstruction is performed using
only 5 microphones.
D. Computational Complexity
Apart from the reduced number of microphones used,
another advantage of the proposed method is the com-
putational complexity regarding the inference operation.
The training stage is usually time consuming, but it can
often be run offline. The model size is relatively small
with 3.9 million parameters resulting in a determinis-
tic inference time of approximately 0.05 s on a Nvidia
GeForce GTX 1080 Ti GPU (value estimated from 100
different room predictions).
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FIG. 9. Visualization of the model reconstruction when using 5 microphones arbitrarily placed. The results are shown for
different frequencies in a real room where the source location is the same as the top plots in Figures 7 and 8. (Color online.)
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FIG. 10. Best and worst performing sampling distributions
for 6 microphones in terms of NMSE performance. The results
are shown for different frequencies in a real room where the
source location is the same as the top plots in Figures 7 and
8. Symbol (◦) represents the microphone locations. (Color
online.)
E. Microphone Distribution
In our analysis, we have mainly focused on the per-
formance based on the number of observations. However,
we are also interested in studying the impact that partic-
ular microphone distributions have on the performance.
Fig. 10 shows an illustration of the best and worst per-
forming microphone distributions in terms of the NMSE.
It can be observed that a better reconstruction at a spe-
cific frequency is achieved when the microphones capture
the maximum variation of the pressure values. On the
contrary, if the observations consist solely of the dip-like
part of the room modes, the reconstruction degrades sig-
nificantly. Evidently, this effect is frequency dependent,
thus there is not a microphone setup that performs well
across all frequencies. However, this also suggests that
an unstructured microphone arrangement may be more
likely to avoid these sampling issues caused by the modal
structure.
V. DISCUSSION
The work presented here indicates the potential for
applying neural networks to predict sound field variations
in an entire room from few microphone observations in a
location agnostic manner. The training data was based
on simplifying assumptions e.g. near-rigid walls, no room
modes with height variation, and perfectly rectangular
room shape. Despite the mismatch between the training
and test scenarios, the network shows promising results
under unseen data. This can be understood in relation
to the literature where it has been shown that the struc-
ture of convolutional neural networks represents a prior
which conditions the network to perform well for image-
like signals38. The magnitude of the spatial sound field
naturally fits the latter. Further, the results can be inter-
preted as a transfer learning39 approach where the archi-
tecture itself helps to generalize well in the experimental
scenario from weights only learned with simulated data.
Despite the discrepancy between training data and
the experimental measurements, the extrapolation re-
sults are encouraging. It is, therefore, expected that the
method could be extended to more complicated scenar-
ios like non-rectangular rooms with complex boundary
conditions given the appropriate training data.
VI. CONCLUSIONS
In this paper, a deep-learning-based method for
sound field reconstruction in rectangular rooms has been
proposed and examined. The method jointly performs
inpainting and super-resolution in order to reconstruct
the magnitude of the sound pressure in a two-dimensional
plane of a three-dimensional room. The focus of this work
is threefold: use a very low number of microphones, ac-
commodate irregular and location agnostic microphone
distributions, and carry out inference that is compu-
tationally efficient. The results suggest a performance
which offers advantages in these three directions, e.g.
even using 5 microphones arbitrarily placed the method
provides an acceptable reconstruction error with a low
inference time.
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Regarding future work, the study of generative ad-
versarial networks as discriminators may help to increase
the performance at high frequencies. In addition, us-
ing more complex acoustic simulation models during the
training stage could overcome performance inconsisten-
cies at a local level as well as providing a lower general-
ization error when using experimental data.
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