In this paper, we present a test for the maximal rank of the volatility process in continuous diffusion models observed with noise. Such models are typically applied in mathematical finance, where latent price processes are corrupted by microstructure noise at ultra high frequencies. Using high frequency observations we construct a test statistic for the maximal rank of the time varying stochastic volatility process. Our methodology is based upon a combination of a matrix perturbation approach and pre-averaging. We will show the asymptotic mixed normality of the test statistic and obtain a consistent testing procedure.
Introduction
In the last twenty years, asymptotic theory for high frequency data has received a great deal of attention in probability and statistics. This is mainly motivated by financial applications, where observations of stock prices are recorded very frequently. In an ideal world, i.e. under no-arbitrage conditions, price processes must follow an Itô semimartingale, which is a celebrated result of Delbaen and Schachermayer [4] . We refer to a monograph [8] for a comprehensive study of limit theorems for Itô semimartingales and their manifold applications in statistics. misprints. One of the standard models for the microstructure noise is an additive i.i.d. process independent of the latent price (see e.g. [3, 14] among many others; an extension of this model can be found in [6] ). More formally, the model is given as We are in the framework of infill asymptotics, i.e. ∆ n → 0 while T remains fixed. This paper is devoted to the test for the maximal rank of the co-volatility matrix c t = σ t σ t of the unobserved diffusion process X. We remark that this is an equivalent formulation of the following problem: What is the minimal amount of independent Brownian motions required for modeling the d-dimensional diffusion X? Answering this question might give a direct economical interpretation of the financial data at hand. Furthermore, testing for the full rank of c t is connected to testing for completeness of financial markets.
In a recent paper [7] , the described statistical problem has been solved in a continuous diffusion setting without noise (we also refer to an earlier article [5] for a related problem). The main idea is based upon a matrix perturbation method, which helps to identify the rank of a given matrix. The maximal rank of the stochastic co-volatility process (c t ) t∈[0,T ] is then asymptotically identified via a certain ratio statistic, which uses the scaling property of a Brownian motion. Clearly, the test statistic becomes invalid in the framework of continuous diffusion models observed with noise. To overcome this problem we apply the pre-averaging approach, which has been originally proposed in [6, 11] . As the name suggests, weighted averages of increments of the process Y are built over a certain window in order to eliminate the influence of the noise to some extent. This in turn gives the possibility to infer the co-volatility process (c t ) t∈ [0,T ] . The size of the preaveraging window k n is typically chosen as k n = O(∆ −1/2 n ) and objects as the integrated co-volatility on matrix perturbation and pre-averaging method is demonstrated in Section 3. Section 4 presents the main results of the paper. Section 5 is concerned with a simulation study. All proofs are collected in Section 6.
The setting and main assumptions
We start with a filtered probability space (Ω, F, (F t ) t∈[0,T ] , P), on which all stochastic processes are defined. As indicated at (1.1) we observe the d-dimensional process Y = X+ε at time points i∆ n , i = 0, 1, . . . , [T /∆ n ]. The process X is given via We need more structural assumptions on the processes b and σ. where b t and a t are R d -valued, σ t , a t and v t are R d×q -valued, v t and a t are R d×q×q -valued, and v t is R d×q×q×q -valued, all those processes being adapted. Finally, the processes a t , v t , v t are càdlàg and the processes a t , a t are locally bounded. 2
Notice that (A) is exactly the same assumption, which has been imposed in [7] . We remark that, by enlarging the dimension q of the Brownian motion W if necessary, we may assume without loss of generality that all processes X, b, σ, v are driven by the same Brownian motion. In the framework of a stochastic differential equation, i.e. when b t = h 1 (X t ) and σ t = h 2 (X t ), assumption (A) is automatically satisfied whenever h 1 ∈ C 2 (R) and h 2 ∈ C 4 (R) (due to Itô's formula). We also remark that assumption (A) is rather unusual in the literature. Indeed, for classical high frequency statistics, such as e.g. power variations (cf. [2] ), only the first line of (2.2) is required. However, when R T < d our test statistic, which will be introduced in Section 4, turns out to be degenerate and, in contrast to classical cases, we require a higher order stochastic expansion of the increments of X. This explains the role of the second and third line of (2.2). Finally, we specify our assumptions on the noise process ε introduced at (1.2).
Assumption (E): The i.i.d. process (ε) t∈[0,T ] is (F t )-adapted and independent of a, a , a , v , v , W , hence also independent of b, σ and X. Furthermore, it is Gaussian, meaning that ε t ∼ N d (0, Σ) and E[ε s ε t ] = 0 for all s, t ∈ [0, T ] with s = t.
2
Remark 2.1. Theoretically, we could discuss a more general structure of the noise. In particular, we could give up the assumption of the Gaussianity. What we really require is the mutual independence of the noise at different times as well as the existence of the moments up to a certain order. Also the independence assumption between the noise ε and the semimartingale X could be generalized; see e.g. [6, 10] for an exposition of the details. 2
Now, for any r ∈ {0, 1, . . . , d}, we introduce the following subsets of Ω:
Notice that the sets Ω r T and Ω ≤r T are indeed F T -measurable. This can be justified as follows. The rank r t is the biggest integer r ≤ d such that the sum of the determinants of the matrices (c ij t ) i,j∈J , where J runs through all subsets of {1, . . . , d} with r points, is positive; see e.g. [5, Lemma 3] . Since the mapping t → c t is continuous by assumption (A), this implies that for any r the random set {t : r t (ω) > r} is open in [0, T ), so the mapping t → r t is lower semi-continuous. The very same argument proves that the random set {t ∈ [0, T ) : R T (ω) = r t (ω)} is non-empty and open for each ω ∈ Ω. Hence, this set has a positive Lebesgue measure, which helps to statistically identify the maximal rank R T (in contrast to lower ranks r t < R T , which might be attained at a single point on the interval [0, T ]).
The following discussion is devoted to testing the null hypothesis H 0 : R T = r against the alternative H 1 : R T = r (or H 0 : R T ≤ r against H 1 : R T > r). Notice that this a pathwise hypothesis, since we test whether a given path ω belongs to Ω r T (or Ω ≤r T ) or not. It is in general impossible to know whether this hypothesis holds for another path ω ∈ Ω.
3 Matrix perturbation and pre-averaging approach
Matrix perturbation method
The matrix perturbation method is a numerical approach to the computation of the rank of a given matrix. It has been introduced in [7] in the context of rank testing. To explain the main idea of our method, we need to introduce some notation. Recall that d and q are the dimensions of X and W , respectively. Let M denote the set of all d × d matrices and M r , r ∈ {0, . . . , d}, the set of all matrices in M with rank r. Furthermore, let M be the set of all d × q matrices. For any matrix A we denote by A i the ith column of A; for any vectors x 1 , . . . , x d in R d , we write mat(x 1 , · · · , x d ) for the matrix in M whose ith column is the column vector x i . For r ∈ {0, . . . , d} and A, B ∈ M we define the quantity
In other words, M r A,B is the set of all matrices G ∈ M with r columns equal to those of A and the remaining d − r ones equal to those of B (all of them being at their original places). We also define the number
We demonstrate the main ideas of the matrix perturbation approach for a deterministic problem first. Let A ∈ M be an unknown matrix with rank r. Assume that, although A is unknown, we have a way of computing det(A + λB) for all λ > 0 and some given matrix B ∈ M d . The multi-linearity property of the determinant implies the following asymptotic expansion
This expansion is the key to identification of the unknown rank r. Indeed, when γ r (A, B) = 0 we deduce that
However, it is impossible to choose a matrix B ∈ M which guarantees γ r (A, B) = 0 for all A ∈ M r . To solve this problem, we can use a random perturbation. As it has been shown in [7] , for any A ∈ M r we have γ r (A, B) = 0 almost surely when B is the random matrix whose entries are independent standard normal (in fact, the random variable γ r (A, B) has a Lebesgue density). This is intuitively clear, because the multivariate standard normal distribution does not prefer directions. It is exactly this idea which will be the core of our testing procedure.
Pre-averaging approach
In this subsection, we briefly introduce the pre-averaging method; we refer to e.g. [6, 11] for a more detailed exposition.
Let g : [0, 1] → R be a weight function with g(0) = g(1) = 0, which is continuous, piecewise C 1 with piecewise Lipschitz derivative g and 1 0 g 2 (x)dx > 0. A canonical choice of such a function is given by g(x) = min(x, 1 − x); see [6] for its interpretation. Now, let (k n ) n≥1 be a sequence of positive integers representing the window size such that k n → ∞ and u n := k n ∆ n → 0. For any stochastic process V , we define the pre-averaged increments via
where ∆ n i V := V i∆n − V (i−1)∆n . Roughly speaking, this local averaging procedure reduces the influence of the noise process when we apply it to the noisy diffusion process Y defined at (1.1). Indeed, we may show that
where the first approximation is essentially justified by the independence of the increments of W and the first identity of (3.4), and the second approximation follows from the i.i.d. structure of the noise process and the second identity of (3.4). We clearly see that a large k n increases the influence of the diffusion part X and diminishes the influence of the noise part ε. However, in standard statistical problems, e.g. estimation of quadratic variation, the optimal rate of convergence is obtained when the contributions of both terms are balanced. This results in the choice of the window size k n with k n
n ), where θ ∈ (0, ∞). With this window size we deduce for instance that
where the constants ψ 1 and ψ 2 are defined by
(cf. [6] ). The bias can be corrected via
and the statistic C n t becomes a consistent estimator of the quadratic covariation of X with convergence rate ∆ −1/4 n . This rate is known to be optimal.
As explained in the introduction, the optimal choice of the window size k n as introduced above would not lead to a feasible testing procedure for the maximal rank R T . Due to the complex structure of the test statistic, which will be introduced in Section 4, there is no de-biasing procedure as above (when there are no further restrictions on the rank of the covariance matrix Σ). For this reason we introduce the following window size k n :
Within the framework of our test statistic, this choice of k n leads to an optimal rate of convergence, which becomes ∆ −1/6 n (although better rates of convergence are theoretically possible when using alternative test statistics). We show the intuition behind this choice in the next section. We remark that an easier choice of the window size would be k n = O(∆ −3/4 n ), which would completely eliminate the influence of the noise process on the central limit theorem. However, this would lead to a slower rate of convergence ∆ −1/8 n . For this reason we dispense with the exact exposition of this case.
Main results

Test statistic
In this subsection, we introduce a random perturbation of the original data and define the main statistics. Following the basic ideas of [7] and the motivation of Subsection 3.1, we define a d-dimensional 'perturbation' process X by
where σ is a positive definite deterministic d×d matrix and W is a d-dimensional Brownian motion. Without loss of generality, we may assume that W is also defined on the filtered probability space (Ω, F, (F t ) t∈[0,T ] , P). Let G ⊂ F be the sub-σ-algebra, which is generated by all processes appearing in (A) and by the noise process ε. We assume that W is independent of G. Now, we use X to define the perturbed process
where κ = 1, 2 and the sequence u n is defined at (3.5). In some sense, the perturbation process X t plays the role of the random perturbation matrix B introduced after (3.3). As we will see below, our two main statistics will be constructed at two different frequencies ∆ n and 2∆ n , which will be indicated by the constant κ = 1, 2.
Recall the definition of the pre-averaged quantity V n i introduced in (3.4) for a stochastic process V . We sometimes write V (g) n i instead of V n i if we want to stress the dependency of the term V n i on the weight function g. Furthermore, we use the notation V (g) n,κ i to indicate that the quantity V (g) n i is built using frequency κ∆ n with κ = 1, 2, i.e.
If V = Z n,κ defined at (4.1), we will slightly abuse the notation introduced in (4.2) and use the convention Z(g)
i . Now, we define our main test statistics via
3)
Note that the summands in (4.3) use non-overlapping increments of the process Z n,κ , and also the statistics Z n,1 and Z n,2 are based on distinct increments.
T is similar in spirit to the one introduced in [7] , where a d-dimensional continuous Itô semimartingale without noise has been considered. Therein, the statistics S n,κ T defined in [7, Equation (2.13) ], which use the raw increments instead of pre-averaged ones, satisfy the following law of large numbers
This should be compared with the motivation described at (3.3). The latter convergence asymptotically identifies the maximal rank R T . The crucial difference to our framework is that this convergence is no longer valid when we use the statistics S(g) n,κ T introduced in (4.3). It relies on the fact that the noise process ε does not have the scaling property of the driving Brownian motion W . To overcome this issue, we will not only use different frequencies ∆ n and 2∆ n , but also two different weight functions g and h, which are connected through certain identities. For this purpose a very thorough analysis of the asymptotic behaviour of S(g)
Remark 4.2. Let us explain the choice of the window size k n introduced at (3.5) and the perturbation rate √ κu n . Under assumptions (A) and (E) we will prove the following
where the R d×d -valued sequences A(g) 
comes solely from the perturbation X and B (3, g) n,κ i is associated with the noise process ε (the third order term C(g) n,κ i is connected to a, v , v and the term D(g)
T is degenerate in the sense that the second order term enters the law of large numbers. At this stage, we realize that the choice of the window size k n = O(∆ −2/3 n ) and the perturbation rate √ κu n creates a balance between the second order term B(g) n,κ i in the stochastic expansion coming from the diffusion process, the noise process ε and the perturbation process X . The classical choice k n = O(∆ −1/2 n ) would make the noise part one of the dominating terms, but in this case, the estimation of the maximal rank R T would be virtually impossible since we impose no assumptions on the covariance matrix Σ of the noise. On the other hand, when k n = O(∆ −3/4 n ) the noise part would enter the third order term and thus would not influence the limit theory. Although the asymptotic results become much easier in the latter case, the convergence rate gets rather low (∆ −1/8 n ). Hence, within the framework of our test statistic, the choice k n = O(∆ −2/3 n ) meets the balance between feasibility of the testing procedure and the optimal rate of convergence.
Clearly, B(g)
n,κ i plays the role of the perturbation matrix B defined in section 3.1 while λ = √ κu n . Since it is impossible to guarantee that the matrices B(1, g) n,κ i and B(3, g)
have full rank, we require the presence of the matrix B(2, g)
to insure almost sure invertibility of the sum. Thus, the perturbation process X plays the role of regularization. 2
Notation
In order to state the limit theory for the statistics S(g) n,κ T , we need to introduce some notation. For any weight function g we define the quantities
For r ∈ {0, 1, . . . , d}, we define the function
where γ r was introduced at (3.1). Let W and W be Brownian motions of dimension q and d, respectively, and let Θ = (Θ i ) i≥1 be a i.i.d. sequences of d-dimensional standard normal random variables. W , W , and Θ are defined on some filtered probability space (Ω, F, (F t ) t≥0 , P) and are assumed to be independent. Let M ≥0 be the space of all symmetric positive-semidefinite matrices ϕ ∈ M. We introduce the space
, and let u = (α, β, γ, a, ϕ) ∈ U. By ϕ 1/2 ∈ M we denote the matrix root of ϕ.
Now, for κ = 1, 2, we define the 2d-dimensional variables (explicitly writing the components with l ∈ {1, . . . , d})
Some explanations are in order to understand these definitions.
Remark 4.3. To get an intuition for the notation we remark that the components of u ∈ U account for the processes in assumption (A) that will appear in the limit. This means that α is related to σ t , β to σ, γ to v t and a to b t . Finally, ϕ accounts for the covariance structure of the noise and is associated with Σ. As motivated above we use different rates in our procedure. Therefore, we also have to define the limit for the two cases κ = 1, 2. 2
Remark 4.4. Note that the random-vectors Ψ(u, g, κ) i and Ψ(u, g, κ) j are uncorrelated whenever i = j. 2
Using the notation at (4.7), we define for a weight function g, u = (α, β, γ, a, ϕ) ∈ U and κ = 1, 2 the real-valued random variables
and set
Remark 4.5. Under the special assumption that ϕ = 0 (which corresponds to the situation without noise), the sequences (Ψ(u, g, 1) j ) j≥1 and (Ψ(u, g, 2) j ) j≥1 have the same global law which implies also that Γ r (u, g, 1) = Γ r (u, g, 2) and Γ r (u, g, 1) = Γ r (u, g, 2). This is not the case when ϕ = 0. Proposition 4.9 will demonstrate under which conditions one can find another weight function h such that Γ r (u, g, 1) = Γ r (u, h, 2) and Γ r (u, g, 1) = Γ r (u, h, 2) even in the general situation that ϕ = 0. 2 Remark 4.6. We have introduced the random variables Ψ(u, g, κ) j only for weight functions, implying that g is continuous and piecewise C 1 with a piecewise Lipschitz derivative g . As a matter of fact, we will often work with a discretized version g n of g defined as
Note that g n (0) = g n (1) = 0 and that g n converges to g uniformly on [0, 1]. By definition, g n fails to be a weight function as it is not continuous. Nevertheless, the integrals
s still make sense. This corresponds to the fact that ψ l (g n ) introduced at (4.6) is well-defined for l = 2, 3, 4. Moreover, we have by a Riemann approximation argument that
For ψ 1 (g n ), we must approximate the derivative and set 12) where the second identity follows again by a Riemann approximation argument. With this convention, we can extend the notation and write Ψ(u, g n , κ) j , F r (u, g n , κ), Γ r (u, g n , κ) and Γ r (u, g n , κ), respectively. 2
Law of large numbers
In this subsection, we present the law of large numbers for the statistic S(g) n,κ
T . The quantity Γ r (u, g, κ) defined at (4.10) will essentially determine the limit. First, we demonstrate how the terms Γ r (u, g, κ) and Γ r (u, g, κ) depend on the rank of the argument α. The following lemma has been shown in [7, Lemma 3.1] .
Lemma 4.7. Let u = (α, β, γ, a, ϕ) ∈ U with β ∈ M d and g be a weight function. Then, if r ∈ {0, . . . , d} and κ = 1, 2, we deduce that
14)
The law of large numbers is as follows.
Theorem 4.8. Assume that conditions (A) and (E) hold. Let r ∈ {0, . . . , d} and g be a weight function. Then, on Ω r T and for κ = 1, 2, we obtain the convergence
In view of Remark 4.1, Theorem 4.8 is not directly applicable since the limit S(r, g) κ T crucially depends on κ, meaning that generally S(r, g) 1 T = S(r, g) 2 T . In particular, the ratio statistics S(g)
T does not contain any information about the unknown maximal rank R T . To make use of Theorem 4.8 we need a better understanding of the structure of the functional Γ r . The following proposition is absolutely crucial for our testing procedure. Proposition 4.9. (i) Fix r ∈ {0, . . . , d}, u ∈ U and κ = 1, 2. Then there exist C ∞ -functions τ r,u,κ , τ r,u,κ : R 4 → R such that
for any weight function g.
(ii) Let g and h be weight functions such that ψ 1 (h) = 4ψ 1 (g) and ψ l (h) = ψ l (g) for l = 2, 3, 4. Then, for any r ∈ {0, . . . , d} and any u ∈ U, we obtain that
Proposition 4.9(i) says that the quantity Γ r (u, g, κ) does not depend on the entire function g, but only on the quantities ψ l (g), l = 1, . . . , 4. But most importantly, Proposition 4.9(ii) and Theorem 4.8 imply the convergence whenever the pair of weight functions g, h satisfies the conditions of Proposition 4.9(ii). This opens the door to hypothesis testing. We now give an example of a pair of weight function g, h which fulfills the conditions of Proposition 4.9(ii). (see Figure 1) . Indeed, for c ≥ 1, we obtain that
and for c =
8+
√ 3 8 , we have
. 2
Remark 4.11. From a statistical point of view and regarding the definition of the preaveraged increments in (3.4), we see that it is certainly not ideal to chose weight functions which are locally constant. Nevertheless, Example 4.10 is an attempt to reduce the parts where the weight functions are constant while still sticking to a rather simple 'triangular' form. 2
Central limit theorem and testing procedure
In order to provide a formal testing procedure associated with the convergence in probability at (4.17) we need to show a joint stable central limit theorem for the statistics (S(g)
T ). We say that a sequence of random variables H n converges stably in law to H (H n dst −→ H), where H is defined on an extension ( Ω, F, P) of the original probability space (Ω, F, P), if and only if
for any bounded and continuous function φ and any bounded F-measurable random variable Z. We refer to [1] , [9] or [12] for a detailed study of stable convergence. Note that stable convergence is a stronger mode of convergence than weak convergence, but it is weaker than convergence in probability. Now, let g and h be two weight functions satisfying the conditions of Proposition 4.9(ii). We define the statistic U (r, g, h) n T = (U (r, g, h)
The following theorem is one of the most important results of the paper.
Theorem 4.12. Assume that conditions (A) and (E) are satisfied, the weight functions g, h fulfill the assumptions of Proposition 4.9(ii) and R T (ω) ≤ r for some r ∈ {0, . . . d}.
Then we obtain the stable convergence
where
Note that the rate of convergence u −1/2 n corresponds to ∆ −1/6 n for our choice of the window size k n at (3.5). We remark that due to Proposition 4.9(ii), we know that S(r, g) 1 T = S(r, h) 2 T such that the same centering term appears in both components on the right-hand side of (4.18). Again thanks to Proposition 4.9(ii) we see that the two diagonal elements of V (r, g, h) T coincide. In order to obtain a feasible version of the stable convergence in (4.19), we need to construct a consistent estimator of the G-conditional covariance matrix V (r, g, h) T . To this end, we define the following estimators for the 'second moments':
where f is given at (4.4). Following the intuition from (4.17) we define an estimator
Now, we obtain the following proposition. 
(ii) We have the (stable) central limit theorem
where Φ is defined on an extension ( Ω, F, P) of the original probability space (Ω, F, P) and is independent of the σ-algebra G. The random variable V (n, T, g, h) is defined via
We remark that Proposition 4.13(ii) follows directly from Theorem 4.12, Proposition 4.13(i) and the delta method for stable convergence. For this, it is essential to realize that, even though the estimator V (n, T, g, h) for the conditional variance is not G-measurable, it converges to a G-measurable limit due to Proposition 4.13(i) and Theorem 4.8.
Notice also that due to Proposition 4.9(ii) the right-hand side of (4.25) and (4.26) coincide and, moreover, that the right-hand side of (4.27) can be written as
Remark 4.14. Instead of using the estimators for the second moments given in (4.21) till (4.23), we could also use a more direct approach and consider
(4.30)
Notice that similar to Proposition 4.13(i) we have that
Then (4.28) also holds upon replacing V (n, T, g, h) defined at (4.29) by
The feasible central limit theorem at (4.28) opens the door to hypothesis testing. Let us define the rejection regions via 
Furthermore, the test is consistent, i.e.
(ii) The test defined through (4.34) has asymptotic level at most α in the sense that
(4.38)
Simulations
In this section, we want to examine how well the testing procedure for the maximal rank performs in finite samples. The main focus lies on considering the convergence results in (4.28), (4.35) and (4.36). Complementing these results, we examine how well the estimator R(g, h) n T works to estimate the maximal rank R T (using the law of large numbers which is implicitly given by (4.28)). To this end, we consider the integer-valued modification of R(g, h) n T defined as
We emphasize that due to the rate of convergence of ∆ −1/6 n we expect a worse performance in finite samples in comparison to the simulation study in [7] (there, the rate of convergence is ∆ −1/2 n ).
Results
All processes are simulated on the interval [0, 1] and we use four different frequencies ∆ n = 10 −4 , 10 −5 , 10 −6 , and 10 −7 . We remark that even the highest frequency ∆ n = 10 −7 is nowadays available for liquid assets. Following the simulation study in [7] , we set σ = 2I d and due to [6] we use θ = 1/3 for the pre-averaging procedure. This results in window sizes of k n = 157, 718, 3 333, and 15 471, respectively. We use the weight functions g, h explicitly constructed in Example 4.10. We perform 500 repetitions to uncover the finite sample properties. The following quantities are reported • ∆ n : the sampling frequency;
• [1/3du n ] : the number of big blocks;
• the first four moments of the test statistic
defined at (4.28) to check for the normal approximation;
• Ω r 1 : the proportion of rejection for the possible null hypotheses Ω r 1 with r ∈ {0, . . . , d} defined at (2.3) at level α = 0.05;
• R int (g, h) n 1 : the proportion of the event that the estimator R int (g, h) n 1 defined at (5.1) coincides with R 1 .
We conduct the simulation study for the cases d = 1, 2, 3. For each of them, we examine different models for the semimartingale X. We are interested in how robust our testing procedure is with respect to a violation of assumption (A). This can be seen in case 3, respectively, where the volatility σ t is not continuous. For the noise part, we always assume the covariance structure of Σ = 0.0005I d .
d = 1
We consider the following four models: (i) Model 1: We have vanishing drift b t = 0 and constant volatility σ t = 1, implying R 1 = 1.
(ii) Model 2: We observe pure noise, so b t = 0 and σ t = 0, implying R 1 = 0.
(iii) Model 3: We have a constant drift of b t = 1 and a volatility of σ t = 1 {t≤0.5} , implying R 1 = 1.
(iv) Model 4: We have a drift of b t = 1 + sin(2tπ) and a volatility of σ t = cos(2tπ), implying R 1 = 1.
The results for the four models are summarized in the following 
We consider the following four models:
We have vanishing drift b t = 0 and constant volatility σ t = I 2 , implying R 1 = 2.
(ii) Model 2: We have pure noise, so R 1 = 0.
(iii) 
d = 3
(i) Model 1: We have vanishing drift b t = 0 and constant volatility σ t = I 3 . Hence, the maximal rank is R 1 = 3.
(ii) Model 2: We have pure noise, so R 1 = 0. The results for the four models are summarized in the following 
Summary
According to our theoretical results, the empirical counterpart of the first four moments, level and power seem to converge to their theoretical analogues as ∆ n → 0. However, the speed of convergence depends on the particular model and the dimension d.
First, we observe that higher moments seem to converge much slower than lower moments. An extreme example is d = 3, Model 4, where the simulated fourth moment equals 2873.157 at frequency ∆ n = 10 −4 . This effect appears to be stronger for higher dimensions. It can be explained by the fact that the true rate of convergence is [T /3du n ] 1/2 rather than ∆ −1/6 n , which decreases when d is growing. Furthermore, there are several small order terms in the expansion of the main statistic, which seem to influence the finite sample performance at relatively low frequencies. This is confirmed by the observation that we get the best simulation results for constant volatility and vanishing drift, where these lower order terms do not appear.
The approximation of power again depends on the complexity of time-varying coefficients of the model and the dimension d. Quite intuitively, we observe a better power performance for alternative hypotheses, which are more distant to the true one. For instance, for d = 3 and Model 1, where the maximal rank is 3, the simulated powers for Ω 2 1 , Ω 1 1 and Ω 0 1 at frequency ∆ n = 10 −7 are 0.414, 0.87 and 0.988, respectively. Finally, we remark that, although Model 3 (d = 1, 2, 3) does not satisfy our assumptions since the volatility process is not continuous, the power and level performance is well comparable with other simulated models.
Proofs
Before presenting the proofs in detail, let us briefly outline the roadmap of this section. In Subsection 6.1 we introduce some technical results about expansions of determinants. We justify the asymptotic expansion at (3.2) and also show some more involved results.
In Subsection 6.2, we show that -using a standard localization procedure -we obtain the stochastic decomposition explained in Remark 4.2. Moreover, we show how the law of the dominating term in the expansion can be expressed in terms of the notation introduced in Subsection 4.2. Subsection 6.3 is especially concerned with the proof of Proposition 4.9. To this end, we perform a very detailed analysis of the terms Γ r and Γ r introduced at (4.10) and their dependency on the weight function g. This mainly relies on an application of the Leibniz rule for the calculation of the determinants and a repeated use of the Itô isometry to calculate the expectations. The proof of Corollary 4.15 is essentially a consequence of the stable convergence at (4.28) and is referred to Subsection 6.5.
Expansion of determinants
Due to Subsection 3.1, the key to identifying the unknown rank of a matrix A ∈ M is the matrix perturbation method which results in the expansion at (3.2). While we could show the law of large numbers at (4.15) with an expansion like the one at (3.2), we need a higher order expansion of the determinant to derive the central limit theorem at (4.19). Therefore, we shall introduce some additional notation to the one in Subsection 3.1 which is similar to the one introduced in [7] .
In the sequel, A denotes the Euclidean norm of a matrix A ∈ M. For any positive integer m ≥ 1 we denote with P m the set of all multi-integers p = (p 1 , . . . , p m ) with p j ≥ 0 and p 1 + · · · + p m = d, and I p the set of all partitions I = (I 1 , . . . , I m ) of {0, . . . , d} such that I j contains exactly p j points. For p ∈ P m , I ∈ I p and A 1 , . . . , A m ∈ M, we call G I A 1 ,...,Am the matrix in M whose ith column is the ith column of A j when j ∈ I j . Due to the multi-linearity property of the determinant we have the following identity .1) we obtain the asymptotic expansion
This observation gives rise to the following lemma (see also [7, Lemma 6.2] ).
Lemma 6.1. There is a constant K > 0 such that for all r ∈ {0, . . . , d}, all λ ∈ (0, 1] and all A, B, C, D ∈ M with rank(A) ≤ r we have with
Proof. The inequalities at (6.5) and (6.7) essentially follow from the asymptotic expansion at (6.4) and the fact that there is a K > 0 such that for any p ∈ P 4 , I ∈ I p and λ ∈ (0, 1] 
The stochastic decomposition
Under assumption (A) and by a standard localization procedure (see e.g. [2, Section 3]), it is no restriction to make the following technical assumption.
Assumption (A1): Assumption (A) holds and the processes X t , b t , σ t , a t , v t , a t , v t , a t , v t defined at (2.1) and (2.2) are uniformly bounded in (ω, t). 2
We make the convention that all constants are denoted by K, or K p if they depend on an additional parameter p. The constants never depend on T, t, n, i, j. To ease notation, we use generic constants that may change from line to line. We introduce the filtration
where σ(ε) is the σ-field generated by the whole process (ε) t∈[0,T ] . For any process V and for the filtrations (F t ) t∈[0,T ] , (H t ) t∈[0,T ] and κ = 1, 2, we will use the simplifying notation
Note that we have the 'nesting property'
i , respectively. Now, we show that under (A) we can obtain the stochastic decomposition at (4.5) explained in Remark 4.2. To do so, we notice (see [7, Section 6] ) that under (A), and for any z ≤ t ≤ s, we have the following expansion for the increment X s − X t = s t b u ds + s t σ s dW s (using vector notation):
By the Burkholder-Gundy inequality (see e.g. [13] ) we have under (A1) for all p, t, s > 0 and for V = X, σ, b, v that
We set
Using the Burkholder-Gundy inequality and Hölder inequality leads to (recall that z ≤ s)
Let g be a weight function (see Subsection 3.2) and g n its discretization introduced at (4.11). For κ = 1, 2 we define the function
Using (6.9) with z = (3i+κ−1)du n , t = ((3i+κ−1)d+κ(j−1))u n , s = ((3i+κ−1)d+κj)u n with i ∈ {0, . . . , [T /3du n ] − 1}, j ∈ {1, . . . , d} and κ = 1, 2 we then obtain the stochastic decomposition at (4.5), namely
where (using vector notation)
and D(g) n,κ i,j is the remainder term. In the sequel, we will make the convention that B(g) n,κ i := B (1, g) n,κ i + B (2, g) n,κ i + B (3, g) n,κ i . With the following lemma, we can deduce that under assumption (A1) the R d×d -valued sequences A(g)
are tight (see also equation (6.15) in [7] ). Lemma 6.2. Let the assumptions (A1) and (E) be statisfied. For p ≥ 1 there is a K p > 0 such that we have the following estimates
Proof. To show the estimate for the term B(3, g)
, such that the claim follows by recalling (3.5).
For the remaining terms we use (6.11) with z = (3i + κ − 1)du n , t = ((3i + κ − 1)d + κ(j − 1))u n , s = ((3i + κ − 1)d + κj)u n plus the fact that g n,κ is uniformly bounded in n.
2 Lemma 6.3. Assume (A1) and (E). Then
Proof. The proof follows along the lines of the proof of Lemma 6.3 in [7] . 2 Lemma 6.4. Let the assumptions (A1) and (E) be satisfied. Fix a weight function g. Then, for any r ∈ {0, . . . , d}, i = 0, .
Then define Θ implicitly, such that
Indeed, we know that B (3, g) n,κ i,j is a centered Gaussian random variable with covariance matrix
where ψ 1 (g n ) is defined at (4.12). We also remark that due to (3.5) we obtain that
As a direct consequence of Lemma 6.4 we can deduce that
(6.14)
6. Proof of Proposition 4.9. We start with the proof of part (i). Let r ∈ {0, . . . , d}, u = (α, β, γ, a, ϕ) ∈ U, κ = 1, 2 and g be any weight function. Using the notation at (4.8) and (4.9), we define the matrices
, being elements of M. Furthermore, for I ∈ I (r,d−r) we will use the notation
.
Then, developing the determinant with the Leibniz rule, we obtain the identity Thus, for fixed r ∈ {0, . . . , d} and κ = 1, 2, the mapping (u, g) → Γ r (u, g, κ) can be considered as a polynomial in
where I, I ∈ I (r,d−r) , π, π ∈ S d and i = 1, . . . , d. Using Itô's isometry, (6.16) takes one of the following three forms with l, l ∈ {1, . . . , d}:
Hence, if we additionally fix u ∈ U, then there is a polynomial τ r,u,κ : R 4 → R such that the mapping g → Γ r (u, g, κ) can be written as
This shows the first part of (4.16). To show the second part, we use the relationship
By a similar calculation as in (6.15) we obtain that E γ r (A(u, g, κ) , B(u, g, κ))
Proof of Theorem 4.12 and Proposition 4.13
Let g be a weight function. We begin by constructing approximations for the main test statistics S(g) n,κ T defined at (4.3) and V (g, h)
n,κκ T
given at (4.21), (4.22) and (4.23). The approximations are discretized versions of S(r, g) κ T (see (4.15) ) and the right-hand sides of (4.25) to (4.27)
The lemma is based on the asymptotic expansion at (6.4).
Lemma 6.5. Assume (A1), (E), let r ∈ {0, . . . , d}, κ, κ = 1, 2 and g, h be two weight functions (not necessarily satisfying the conditions of Proposition 4.9(ii)). Then, on Ω ≤r T , we have that
Proof. The proof is an adaption of the proof of [7, Lemma 6.4] . Let ξ(g) n,κ i denote the ith summand on the right-hand side of (4.3). We start by showing (6.19) . To this end, we use the fact that rank(A(g) n,κ i ) ≤ r for all i to apply the inequality at (6.6) with λ = √ κu n to obtain
where with the Cauchy-Schwarz inequality (using the conventions after (6.3))
Applying Lemma 6.3, we deduce that ζ(g) n,κ i P −→ 0. To this end, we consider the decomposition ζ(g)
We obtain
where the second identity follows from the fact that ζ (g)
i+1 -measurable and the last estimate is a consequence of Lemma 6.2 and the fact that γ r and γ r are continuous functions. Hence, we know that u n
n,κ i = 0, or the even stronger result that
where σ(W ) is the σ-field generated by the whole process W and H n,κ i was introduced before and in (6.8) . Recalling the definitions at (6.2) and (6.3), equation (6.22) follows by the implication
is invariant under the map x → −x on C(R + , R q ), which implies (6.23), and hence (6.22).
The proof of (6.20) is more direct. We apply the estimate at (6.7) with λ = √ κu n , λ = √ κ u n . With the previous notation and Lemma 6.2 we obtain
With respect to Lemma 6.5, Theorem 4.12 follows by showing the following lemma.
Lemma 6.6. Assume (A1), (E). Let r ∈ {0, . . . , d} and g, h be two weight function satisfying the conditions of Proposition 4.9(ii). Then, on Ω ≤r T , we have the stable convergence
where V (r, g, h) T is defined at (4.20) and the two-dimensional statistic U (r, g, h) n T = (U (r, g, h)
We will do the proof of Lemma 6.6 in three steps:
(i) Recall that due to Proposition 4.9(ii) we have that S(r, g) 1 T = S(r, h) 2 T . By a Riemann approximation argument, one can show that
More precisely, we use the fact that for a fixed weight function g and κ = 1, 2, the map U u → Γ r (u, g, κ) is a polynomial (and hence C ∞ ) as well as the fact that thanks to assumption (A) the processes σ, v and b are Itô semimartingales and hence càdlàg (see section 8 in [2] for more details).
(ii) We identify the limit by proving that
(6.27) (iii) We prove the stable convergence
n,2 T ) with components
n,2 T = 3d
The following lemma is concerned with the convergence at (6.26) and (6.27), respectively.
Lemma 6.7. Assume (A1), (E). Let r ∈ {0, . . . , d}, κ = 1, 2 and g be a weight function. Then, on Ω Now, we apply assumption (A1) to deduce that
and hence
which implies (6.29). 2
The next lemma deals with the stable convergence at (6.28).
Lemma 6.8. Assume (A1), (E). Let r ∈ {0, . . . , d} and g, h be two weight function satisfying the conditions of Proposition 4.9(ii). Then, on Ω ≤r T , we have the stable convergence
T ) is given after (6.28).
Proof. We apply a simplified version of Theorem IX.7.28 in [9] . To this end, we introduce the two-dimensional variables ξ n i with components
We must prove the following five statements where κ, κ = 1, 2: where W m is any of the components of W and N is a one-dimensional bounded martingale, orthogonal to (W, W ) in the sense that the covariation between N and W m , as well as the covariation between N and W m vanishes. We will later specify the conditions on N . If (6.30) to (6.34) hold, then Theorem IX.7.28 in [9] yields that U (r, g, h)
n T dst −→ U (r, g, h) T , where the random random variable U (r, g, h) T is defined on an extension ( Ω, F, P) of the original probability space (Ω, F, P). It can be realized as
where W is a d-dimensional Brownian motion independent of F, and -for fixed σ, Σ, g, h -y and z are càdlàg processes with values in R d×d which are adapted to the filtration generated by σ, b, v. Moreover, y and z can be characterized by Since W and W are independent of G and y, z are G-measurable, (6.35) yields that U (r, g, h) T is mixed normal with G-conditional mean 0 and G-conditional covariance V (r, g, h) T . Now, we turn to the proof of (6.30) to (6.34). 
