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Biotic and abiotic factors 
investigated in two Drosophila 
species – evidence of both negative 
and positive effects of interactions 
on performance
Michael Ørsted1, Mads Fristrup Schou2 & Torsten Nygaard Kristensen1,2
Multiple environmental factors acting in concert can interact and strongly influence population fitness 
and ecosystem composition. Studies investigating interactions usually involve only two environmental 
factors; most frequently a chemical and another abiotic factor such as a stressful temperature. Here we 
investigate the effects of three environmental factors: temperature, an insecticide (dimethoate) and 
interspecific co-occurrence. We expose two naturally co-occurring species of Drosophila (D. hydei and 
D. melanogaster) to the different environments during development and examine the consequences on 
several performance measures. Results are highly species and trait specific with evidence of two- and 
three-way interactions in approximately 30% of all cases, suggesting that additive effects of combined 
environmental factors are most common, and that interactions are not universal. To provide more 
informative descriptions of complex interactions we implemented re-conceptualised definitions of 
synergism and antagonism. We found approximately equal proportions of synergistic and antagonistic 
interactions in both species, however the effects of interactions on performance differed between the 
two. Furthermore, we found negative impacts on performance in only 60% of interactions, thus our 
study also reveals a high proportion of cases with positive effects of interactions.
Natural populations are exposed to multiple environmental stimuli simultaneously1,2. The impact of environ-
mental factors may vary, and this is especially pronounced in seasonally fluctuating environments, e.g. during 
winter3. Environmental factors may interact in their impact on organisms resulting in fitness consequences that 
are different from what would be expected when considering each factor individually1.
Interactions between environmental factors, both within and between biotic and abiotic factors, play an 
important role in determining species composition of communities and ecosystems4,5. Indeed, such interactions 
can be more important than abiotic habitat requirements when predicting community assemblies6, highlight-
ing the importance of integrating interactions in ecological prediction models. Environmental factors may also 
interact with the genotype of individuals and the genetic constitution of populations. For instance, fitness con-
sequences of inbreeding is typically exacerbated under stressful environmental conditions7, with proposed large 
implications for small and fragmented populations suffering from inbreeding and genetic drift7–9. Neglecting 
fitness consequences of interactions within and between biotic and abiotic interactions can have considerable 
undesirable consequences. This may result in underestimating the effect of multiple environmental factors on 
population persistency and the stability of communities4, a risk exemplified by the combination of thermal 
extremes and drought stress resulting from climate change10. The predictability and generalizability of responses 
to multiple environmental factors should be incorporated in general global climate change models11, and in eco-
logical risk assessments2,12 for increased accuracy and prediction power of community assembly modelling6.
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When the combination of deleterious environmental factors is more harmful to the organism than the sum 
of individual factors, this has traditionally been referred to as a “synergistic” interaction, e.g. higher tempera-
ture exacerbating the harmful effect of a pesticide13,14. If the combination of two or more factors is less harmful 
than the sum of individual factors, the interaction is traditionally termed “antagonistic”, e.g. insect herbivory 
reducing harmful effects of plant competition15. However, the validity of these relatively simple terms has been 
debated1,16,17, and several authors have proposed a reconceptualization of the typical classifications, enabling an 
inclusion of, e.g., interactions between individual environmental factors with opposing directions18,19.
Studies of interactions typically investigate only two environmental factors, and among these the most fre-
quently investigated factors are different temperatures and presence or absence of a chemical20. Among more than 
150 studies investigating two-way interactions between a chemical and another environmental factor, 74% find 
an interaction, with 93% of these interactions being synergistic and 7% antagonistic2. Interactions have also been 
identified when assessing fitness consequences of chemicals in combination with biotic stressors, e.g. interspecific 
competition21, starvation22, pathogens/parasites23 and predation24. In general, studies performed so far are highly 
biased towards assessing pesticides or other chemical compounds and typically involve only one species or several 
species investigated separately2,25,26.
In this study, we investigate consequences of exposure to biotic and abiotic factors, that are potentially stressful 
in isolation or in combination, in two cosmopolitan Drosophila species; Drosophila hydei and Drosophila mela-
nogaster. The effects of three environmental factors were investigated; low, intermediate and high developmental 
temperatures, presence or absence of the organophosphate insecticide dimethoate, and presence or absence of a 
co-occurring species. We combined all environmental factors in a full factorial manner, and analysed potential 
synergistic and antagonistic interactions (Fig. 1). The effects of the three environmental factors were investigated 
by assessing egg-to-adult viability, developmental time, upper and lower thermal limits and a behavioural trait. A 
composite measure of performance across traits was also computed. Responses to unfavourable environmental 
conditions can be highly sex-specific27,28 and therefore both females and males were assayed. Based on recent 
reviews suggesting a high frequency of interactions, as well as the seemingly prevalent notion, that synergistic 
interactions typically have negative impacts on performance, we hypothesised to find 1) multiple environmental 
factors primarily interact in their effect on performance, 2) interactions are primarily synergistic, 3) the effects 
of interactions are mostly negative, and 4) the frequency and direction of interactions are both trait and species 
specific.
Results
Given the large amount of data and high number of potential interactions, we aimed at quantifying general pat-
terns of responses to individual and combined environmental factors. We will refer to the environment experi-
enced by the flies as the treatment, which is thus composed of up to three manipulated environmental factors. 
The consequences of the different treatments on individual traits as well as on the composite performance are 
summarized in Table 1. In order to achieve an overall picture of interactions we constructed linear models and 
extracted the standardised model coefficients of all treatments on the different traits, which are summarized for 
D. hydei in Fig. 2 and for D. melanogaster in Fig. 3.
Across all traits we observed both benefits and costs of exposure to potentially stressful environments 
(Table 1). We observed large variation in the composite performance measure both within and across the treat-
ments (Table 1). In D. hydei, co-occurrence with D. melanogaster caused a significantly improved performance in 
all traits except for Critical Thermal minimum (CTmin). Conversely, D. melanogaster was largely unaffected by the 
presence of D. hydei. Dimethoate affected negative geotaxis behaviour as the sole trait in D. melanogaster, while in 
D. hydei, the presence of dimethoate significantly affected egg-to-adult viability, developmental time, and negative 
geotaxis behaviour. Egg-to-adult viability of D. melanogaster was largely unaffected by developmental tempera-
ture, whereas in D. hydei this trait was greatly impacted by heat alone, and also by cold when combined with other 
environmental factors (Table 1). In terms of the effect of developmental temperature on thermal tolerance, we also 
found different results in the two species. While a low developmental temperature resulted in a high cold toler-
ance and low heat tolerance in D. melanogaster, exposure of D. hydei to low developmental temperature resulted 
in significantly higher cold tolerance and unaltered heat tolerance compared to flies developed at an intermediate 
temperature, confirming results from other studies providing evidence for thermal acclimation29. The two species 
responded similarly in cold and heat tolerance to development at a high temperature, i.e. in both species high 
developmental temperature resulted in decreased CTmin but increased CTmax. Overall, the consequences of the 
different factors were both species and trait specific, and in a few cases sex specific (Table 1).
In D. hydei 37% of all tests resulted in significant two- or three-way interactions (Table 2). In D. melano-
gaster we found significant interactions in only 19% of the cases. These interactions were almost equally distrib-
uted between synergistic and antagonistic interactions in both species. The proportion of positive and negative 
synergistic interactions was approximately equally frequent in both species, whereas the pattern of antagonistic 
interactions differed more between the two species. The majority of antagonistic interactions for D. hydei were 
positive antagonistic (80%), i.e. less positive than expected additively, whereas negative antagonistic interactions 
were the most frequent type of antagonism in D. melanogaster (80%). This resulted in differences in the effects of 
interactions on performance. For D. hydei, most interactions had a negative effect (72%), while in D. melanogaster 
the majority of interactions had a positive effect (67%). Overall, we found more interactions that affected perfor-
mance negatively. When we observed a significant interaction in both sexes it was always of the same interaction 
type, however we also found some interactions that only affected one sex (Figs 2 and 3). In D. melanogaster in 
particular, the effects of interactions on developmental time and negative geotaxis seemed to differ between sexes 
(Fig. 3).
For all traits where the response to co-occurrence was significantly different from that of the control (25 °C, 
no co-occurrence and no dimethoate), co-occurrence was beneficial to D. hydei, whereas D. melanogaster was 
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Figure 1. Illustration of our conceptual definitions of interaction types. Our definitions combine the magnitude 
and response direction of the interaction effect. Treatments in the factorial design include control (CT), with 
individual factors A, B, and C and with two factors (AB) or three factors (ABC). Directional interaction classes are 
+ Synergistic (S+ ), − Synergistic (S− ), + Antagonistic (A+ ), and − Antagonistic (A− ) which depend on the effect 
of multiple factors (AB or ABC) compared to the additive sum (AD) of the individual effects of A and B (and C) 
relative to the control (CT). Height of the bars represents the absolute value of the response to each treatment. Grey 
shaded bars represent control treatment and the individual factors A, B, and C. Solid horizontal lines illustrate the 
additive sum for reference. The dashed horizontal lines represent the individual factor with the lowest response. 
The three plots illustrate interactions types in situations where the effects of individual environmental factors are all 
negative (a), opposing (b), and all positive (c) on the trait in question. An X indicates that the interaction class is not 
applicable in a given situation. Redrawn from refs 18, 19.
www.nature.com/scientificreports/
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largely unaffected by co-occurrence (Table 1). Interestingly, in terms of composite performance, combinations of 
factors involving co-occurrence were mostly positive in both species, albeit highly variable between treatments. 
The effect of co-occurrence was typically dependent on other factors, e.g. for egg-to-adult viability of D. hydei 
co-occurrence of D. melanogaster increased the proportion of surviving adults at both 25 and 13 °C, but not at 
31 °C (Fig. 4). However, at both 25 and 13 °C the addition of dimethoate resulted in lower egg-to-adult survival 
than expected from the effects of dimethoate alone at these temperatures, i.e. there were strong negative synergis-
tic interactions (S− ; Fig. 2). Heat (31 °C) reduced egg-to-adult viability but neither co-occurrence or dimethoate 
alone had a strong effect on survival at this temperature, however, when combined the resulting survival was com-
parable to that of the control treatment (Fig. 4). The interaction between heat, co-occurrence and dimethoate in 
D. hydei was classified as a negative antagonistic interaction (A− ) as it was less negative than predicted additively, 
i.e. the interaction itself was beneficial in terms of survival (Fig. 2).
Dimethoate decreased the egg-to-adult survival of D. hydei, but was beneficial in terms of shortened devel-
opmental time and increased negative geotaxis behaviour. The egg-to-adult survival of D. melanogaster was not 
significantly decreased, and most other traits were also unaffected by the presence of dimethoate. Interestingly, 
 Treatment
Egg-to-adult 
viability (%) Developmental time (days) CTmin (°C) CTmax (°C) Negative geotaxis (cm) Composite performance
M/F M F M F M F M F M F
D. hydei
Control (25 °C) 34.8 ± 2.5 23.4 ± 0.19 22.4 ± 0.23 4.47 ± 0.08 4.85 ± 0.10 39.0 ± 0.13 39.0 ± 0.09 2.35 ± 0.09 2.4 ± 0.13 − 0.11 ± 0.27 − 0.10 ± 0.26
Co-occur. 51.2 ± 5.0** 19.4 ± 0.23** 19.9 ± 0.23** 4.56 ± 0.10 4.76 ± 0.09 39.4 ± 0.05** 39.5 ± 0.03** 4.63 ± 0.08** 4.5 ± 0.10** 0.50 ± 0.24 0.57 ± 0.24
Dim. 25.6 ± 1.4** 20.6 ± 0.21** 20.1 ± 0.22** 4.49 ± 0.07 4.46 ± 0.07** 39.3 ± 0.06 39.2 ± 0.06 4.35 ± 0.10** 3.8 ± 0.09** 0.20 ± 0.18 0.16 ± 0.19
Co-occur. + Dim. 16.6 ± 2.5** 18.6 ± 0.20** 18.4 ± 0.21** 4.59 ± 0.08 4.53 ± 0.07** 39.4 ± 0.04* 39.6 ± 0.04** 4.37 ± 0.14** 4.3 ± 0.11** 0.20 ± 0.18 0.31 ± 0.20
Cold 31.8 ± 2.5 80.9 ± 0.54** 80.0 ± 0.51** 1.82 ± 0.12** 2.48 ± 0.18** 39.5 ± 0.04** 39.2 ± 0.14 0.75 ± 0.05** 0.8 ± 0.06** − 0.10 ± 0.55 −0.29 ± 0.49
Cold + Co-occur. 51.5 ± 3.9** 78.2 ± 0.72** 77.0 ± 0.77** 2.30 ± 0.13** 2.49 ± 0.15** 39.2 ± 0.10 39.3 ± 0.12 4.30 ± 0.11** NA 0.29 ± 0.48 0.23 ± 0.53
Cold + Dim. 6.5 ± 0.9** 68.1 ± 0.60** 65.6 ± 0.64** 2.17 ± 0.15** 2.42 ± 0.17** 39.1 ± 0.10 39.2 ± 0.15 1.49 ± 0.07** NA − 0.42 ± 0.44 − 0.22 ± 0.45
Cold + Co-occur. + Dim.a 1.3 ± 0.4** NA 67.7 ± 1.73** NA NA NA NA NA NA 0.95 ± 0.00 − 0.99± 0.02
Heat 10.5 ± 2.5** 12.8 ± 0.14** 13.0 ± 0.13** 6.38 ± 0.18** 6.29 ± 0.12** 39.8 ± 0.09** 39.9 ± 0.08** NA 1.3 ± 0.11** 0.01 ± 0.43 − 0.19 ± 0.41
Heat + Co-occur. 14.8 ± 3.4** 13.5 ± 0.22** 13.6 ± 0.19** 6.10 ± 0.09** 6.18 ± 0.14** 39.9 ± 0.07** 39.8 ± 0.11** NA NA 0.17 ± 0.42 − 0.02 ± 0.36
Heat + Dim. 8.3 ± 1.3** 13.7 ± 0.17** 13.8 ± 0.19** 6.11 ± 0.18** 6.28 ± 0.31** 39.6 ± 0.14** 39.7 ± 0.09** 2.74 ± 0.14* NA − 0.14 ± 0.32 − 0.14 ± 0.37
Heat + Co-occur. + Dim. 29.5 ± 4.4 12.8 ± 0.15** 12.6 ± 0.17** 6.35 ± 0.11** 6.06 ± 0.09** 39.8 ± 0.05** 40.0 ± 0.07** 3.37 ± 0.09** 3.2 ± 0.07** 0.18 ± 0.35 0.28 ± 0.34
D. melanogaster
Control (25 °C) 80.0 ± 2.5 12.4 ± 0.10 12.3 ± 0.10 6.6 ± 0.07 6.6 ± 0.08 39.9 ± 0.08 40.1 ± 0.04 5.48 ± 0.10 4.0 ± 0.10 0.23 ± 0.17 0.13 ± 0.15
Co-occur. 83.8 ± 2.8 13.8 ± 0.28** 11.8 ± 0.11** 6.4 ± 0.07 6.4 ± 0.10 39.9 ± 0.05 40.0 ± 0.06 5.62 ± 0.10 4.3 ± 0.08* 0.30 ± 0.15 0.23 ± 0.15
Dim. 70.3 ± 4.8 12.4 ± 0.10 12.1 ± 0.10* 6.6 ± 0.11 6.7 ± 0.07 39.9 ± 0.06 40.1 ± 0.04 5.73 ± 0.08* 3.6 ± 0.11** 0.13 ± 0.23 − 0.07 ± 0.20
Co-occur. + Dim. 89.1 ± 1.5** 12.2 ± 0.08* 12.0 ± 0.08** 6.3 ± 0.07** 6.5 ± 0.08 40.0 ± 0.04 40.0 ± 0.05 5.51 ± 0.09 4.6 ± 0.10** 0.42 ± 0.16 0.34 ± 0.19
Cold 79.7 ± 1.9 51.3 ± 0.28** 48.8 ± 0.23** 4.1 ± 0.11** 3.7 ± 0.08** 39.1 ± 0.04** 39.4 ± 0.09** 4.31 ± 0.11** 3.5 ± 0.09** − 0.33 ± 0.43 − 0.26 ± 0.42
Cold + Co-occur. 69.5 ± 3.3* 50.1 ± 0.37** 48.3 ± 0.40** 3.9 ± 0.14** 3.6 ± 0.09** 39.3 ± 0.07** 39.3 ± 0.09** 4.27 ± 0.16** 4.2 ± 0.09 − 0.34 ± 0.42 − 0.26 ± 0.45
Cold + Dim. 72.3 ± 1.9* 52.6 ± 0.29** 51.3 ± 0.30** 4.0 ± 0.12** 3.9 ± 0.09** 39.1 ± 0.08** 39.2 ± 0.06** 4.14 ± 0.13** 3.8 ± 0.07** − 0.44 ± 0.43 − 0.39 ± 0.44
Cold + Co-occur. + Dim. 77.3 ± 2.5 49.1 ± 0.23** 46.3 ± 0.20** 4.0 ± 0.10** 3.6 ± 0.09** 39.2 ± 0.07** 39.3 ± 0.11** 3.91 ± 0.13** 3.6 ± 0.09** − 0.34 ± 0.42 − 0.27 ± 0.43
Heat 80.5 ± 2.1 9.5 ± 0.06** 9.3 ± 0.06** 7.3 ± 0.06** 7.2 ± 0.11** 40.2 ± 0.13 40.5 ± 0.06** 5.04 ± 0.08** 4.1 ± 0.09 0.18 ± 0.28 0.23 ± 0.28
Heat + Co-occur. 75.0 ± 2.4 10.1 ± 0.11** 9.8 ± 0.10** 7.3 ± 0.08** 7.2 ± 0.07** 39.9 ± 0.13 40.6 ± 0.06** 5.02 ± 0.10** 3.1 ± 0.14** 0.02 ± 0.25 − 0.05 ± 0.33
Heat + Dim. 82.3 ± 1.2 9.4 ± 0.10** 9.2 ± 0.10** 7.5 ± 0.06** 7.3 ± 0.05** 40.2 ± 0.11 40.5 ± 0.07** 4.70 ± 0.12** 4.0 ± 0.08 0.16 ± 0.32 0.22 ± 0.28
Heat + Co-occur. + Dim. 78.3 ± 2.4 9.1 ± 0.09** 8.8 ± 0.08** 7.1 ± 0.07** 7.5 ± 0.11** 40.0 ± 0.14 40.6 ± 0.05** 4.27 ± 0.10** 2.8 ± 0.11** 0.003 ± 0.26 − 0.01 ± 0.38
Table 1. Results for the effects of each treatment on egg-to-adult viability, developmental time, CTmin, 
CTmax, negative geotaxis (RING assay) and overall composite performance in D. hydei and D. melanogaster. 
Dim.: dimethoate. Co-occur.: co-occurrence. Values are expressed as means ± S.E. for males (M) and females (F). 
The direction of the effect of a given treatment on a trait in relation to performance compared to the control 
environment (25 °C, no dimethoate, no co-occurrence) for that trait is indicated; bold numbers indicate a 
performance advantage, numbers not in bold a disadvantage. Asterisks indicate significant difference from 
control: *p < 0.05, **p < 0.01 (Welch’s t-test). Note that these pairwise comparisons only reflect the effects on 
performance of the treatment, not the interaction between the two or three involved factors. Some treatments did 
not yield enough live adult flies for assessing all traits or did not exceed the minimum number of flies accepted 
for assessing a trait. These are indicated as NA. The number of flies (n) that each value is based on, as well as the 
minimum number of flies accepted for a given trait, can be found in Supplementary Table S2. The composite 
performance is calculated as the average effect of each treatment after standardising the responses within each 
trait, and thus represents the average performance effect of the different treatments across the five traits (± S.E., 
n = 5) for each sex. Thus, the direction of the effect of composite performance is not relative to the control. Bold 
numbers here represent a positive composite performance measure, and numbers that are not in bold represent 
a negative composite performance measure. Egg-to-adult viability is included in the estimate of composite 
performance of both males and females as sex-differentiation was not performed for this trait. aThis treatment 
yielded only few surviving females and not enough flies to assess thermal tolerance or negative geotaxis.
www.nature.com/scientificreports/
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in D. melanogaster the two sexes responded quite differently to dimethoate in their negative geotaxis behaviour 
response. Males showed an increased activity in the geotaxis assay, whereas females had a lower activity com-
pared to the control treatment (Table 1). Lastly, the consequences of heat and cold were highly species and trait 
specific. For instance, D. melanogaster responded negatively to cold in all traits except egg-to-adult viability and 
CTmin. Developmental temperature seemed to have the greatest impact on developmental time, CTmin, and CTmax 
responses regardless of the co-occurrence and dimethoate status of the treatment (Table 1).
Discussion
The main aim of this study was to quantify the frequency, magnitude and direction of interactions between a set 
of environmental factors. This was investigated by exposing D. hydei and D. melanogaster to different develop-
mental temperatures, the insecticide dimethoate and co-occurrence of the two species. The effects of these envi-
ronmental factors were investigated on a range of traits in a full factorial manner.
We found that the effects of individual environmental factors as well as effects of the combinations were highly 
species specific (Figs 2 and 3). This is in agreement with other studies finding species specific effects of multiple 
stressors30,31, suggesting that the exact effects of interactions depend on the experimental setup, as well as on the 
species investigated. This highlights the potential problems of extrapolating results from studies investigating 
interactions on one species to, e.g., community scale or to ecological risk assessments12, and thereby emphasizing 
the need for further studies using standardised methods and/or multiple species. Interestingly, we found that the 
effects of the different treatments on composite performance were largely similar in the two species (Table 1), 
albeit highly variable between treatments. The calculation of a composite overall performance measure allows for 
an unbiased comparison of treatments in relation to fitness32,33. However, care must be taken when interpreting 
such a measure as a component of fitness as it can be questioned whether some traits contribute more to fitness 
than others (in our calculations all traits were given the same weight).
Figure 2. Heat map of interactions in D. hydei. Heat map showing the direction and magnitude of the model 
coefficients reflecting the effects of treatments on egg-to-adult viability, developmental time, CTmin, CTmax and 
negative geotaxis (RING assay) in D. hydei. The effects are shown for both sexes in all traits except egg-to-
adult viability. Positive coefficients represent positive deviation from the additive expectation, and can thus be 
interpreted as a performance advantage of the interaction itself, regardless of whether the treatment overall was 
beneficial in terms of performance when compared to the control. Contrary, a negative coefficient implies a 
negative deviation from additivity and that the interaction itself is detrimental to performance for a given trait. 
The direction of the effect is illustrated by colour shading from blue (negative) to red (positive) and the values 
indicate the strength of the effects. The upper part includes all two- and three-way interactions between heat or 
cold, co-occurrence (Co-occur.), and dimethoate (Dim.). The lower part includes all effects of the individual 
factors. Within each part the treatments (rows) have been sorted by the average total effect, i.e. the average effect 
across traits ± S.E., in descending order. An asterisk indicates a significant interaction, or a significant effect of 
the individual environmental factor. S+ and S− designate interactions that are classified as positive or negative 
synergistic, respectively, as described in the text. A+ and A− designate interactions that are classified as positive 
or negative antagonistic, respectively. Some treatments did not yield enough live adult flies for assessing all 
traits or did not exceed the minimum number of flies accepted for assessing a trait. In a few traits the effect 
of an individual environmental factor could therefore not be determined, and the interactions involving the 
particular factor were omitted from the model. Both cases are designated NA.
www.nature.com/scientificreports/
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Figure 3. Heat map of interactions in D. melanogaster. Heat map showing the direction and magnitude of 
the model coefficients reflecting the effects of treatments on egg-to-adult viability, developmental time, CTmin, 
CTmax and negative geotaxis (RING assay) in D. melanogaster. The effects are shown for both sexes in all traits 
except egg-to-adult viability. Positive coefficients represent positive deviation from the additive expectation, and 
can thus be interpreted as a performance advantage of the interaction itself, regardless of whether the treatment 
overall was beneficial in terms of performance when compared to the control. Contrary, a negative coefficient 
implies a negative deviation from additivity and that the interaction itself is detrimental to performance for 
a given trait. The direction of the effect is illustrated by colour shading from blue (negative) to red (positive) 
and the values indicate the strength of the effects. The upper part includes all two- and three-way interactions 
between heat or cold, co-occurrence (Co-occur.), and dimethoate (Dim.). The lower part includes all effects of 
the individual factors. Within each part the treatments (rows) have been sorted by the average total effect, i.e. 
the average effect across traits ± S.E., in descending order. An asterisk indicates a significant interaction, or a 
significant effect of the individual environmental factor. S+ and S− designate interactions that are classified as 
positive or negative synergistic, respectively, as described in the text. A+ and A− designate interactions that are 
classified as positive or negative antagonistic, respectively.
 D. hydei D. melanogaster Total
Number of interactions
Total 18 (37) 12 (19) 30 (27)
Two-way 13 (72) 9 (75) 22 (73)
Three-way 5 (28) 3 (25) 8 (27)
Interaction classification
Synergistic 8 (44) 7 (58) 15 (50)
S+ 3 (16) 4 (33) 7 (23)
S− 5 (28) 3 (25) 8 (27)
Antagonistic 10 (56) 5 (42) 15 (50)
A+ 8 (45) 1 (9) 9 (30)
A− 2 (11) 4 (33) 6 (20)
Performance effect of interaction
Positive 5 (28) 8 (67) 13 (43)
Negative 13 (72) 4 (33) 17 (57)
Table 2.  Number of significant interactions in all combinations of trait and sex for all treatments in both 
species showing the number of two- and three-way interactions, the classification of the interactions and 
the fitness effect of the interactions. Classification of interactions into positive and negative synergism (S+ 
and S− , respectively) and positive and negative antagonism (A+ and A− , respectively) is described in the 
text. A positive effect of an interaction on performance is defined as when the interaction is more positive 
than predicted additively and thus beneficial. Similarly, an interaction is defined as having a negative effect on 
performance when the interaction is more negative than predicted additively and therefore detrimental. The 
percentage of total interactions is given in parentheses after each number. For the ‘total’ row the number in 
parentheses designates the proportion of significant interactions among all tested potential interactions.
www.nature.com/scientificreports/
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In accordance with other studies our study provides evidence for the interaction of multiple environmental 
factors in their impact on fitness components2,4,34 (Figs 2 and 3 and Table 2). However, significant interactions 
were not the rule and in roughly 70% of all cases interactions were not observed, thus additive effects of mul-
tiple factors were the most frequent observation in this study. This is in contrast with the seemingly prevalent 
notion that interactions are more common than additive effects2,18,34,35. In the review by Holmstrup et al.2 of 
> 150 studies investigating two-way interactions between a chemical and another environmental factor, 74% of 
the studies found interactions, and these were primarily synergistic. In a review by Crain et al.18 of > 170 studies 
manipulating two or more environmental factors in coastal and marine ecosystems, interactions were similarly 
found in 74% of the studies, approximately equally distributed between synergistic and antagonistic interactions. 
Furthermore, there seems to be a bias towards investigating and reporting the interactive effects of two or more 
adverse individual environmental factors, i.e. of the all-negative interaction type (Fig. 1a), in ecological research 
and toxicology (e.g. reviewed in refs 34, 36 and 37). In general researchers tend to be biased towards publishing 
“positive” results, i.e. showing interactions rather than additive effects2, which could incorrectly reflect the fre-
quency of interactions in nature and in laboratory studies.
The majority of studies investigating the effects of environmental factors and their potential interactions have 
used survival as a metric34,35. Less frequently, researchers have examined the effects of interactions on sub-lethal 
parameters such as growth, reproduction, behaviour or biochemical biomarkers, in which effects can potentially 
be detected before they affect survival14,38. We found that the effects of individual and combined environmental 
factors varied greatly depending on the trait being investigated (Figs 2 and 3), and consequently the overall per-
formance measure was highly variable. In both species we found examples of significant effects of treatment on 
developmental time, thermal tolerances and behaviour without a notable effect on egg-to-adult survival. This 
context dependency raises concerns about drawing conclusions about the severity of interactions in studies that 
are based solely on mortality assays.
In our study, D. hydei benefitted strongly in almost all traits, including composite performance, from 
co-occurring with D. melanogaster, which to a lesser extent benefitted from developing with D. hydei. Studies on 
co-occurrence and interspecific competition in Drosophila are relatively scarce (but see e.g. refs 39, 40 and 41) 
and we have been unable to find studies investigating the interactions between co-occurrence or competition and 
other environmental variables in Drosophila. The egg-to-adult viability data for D. hydei suggests that the envi-
ronmental conditions are suboptimal for full development in the control treatment (35% egg-to-adult survival), 
but when co-occurring with D. melanogaster (except at 31 °C) survival is significantly higher. We propose that 
D. melanogaster enhances the medium for the slower developing D. hydei, e.g. by increasing porosity or nutrient 
availability, thus resulting in positive effects of co-occurrence. These patterns were also evident in the composite 
performance measure, which was positive in the majority of cases, especially for D. hydei.
With the increasing realization of the importance of complex interactions in ecological contexts, it has become 
clear that despite the common use of the terms synergism and antagonism in the scientific literature to describe 
interactions, consensus seems to be lacking regarding an operational definition1,2,16–19,35,42. Synergism is normally 
used to define a cumulative effect greater than the additive sum of individual effects, whereas antagonism defines 
a cumulative effect that is less than additive1. Traditionally, the differentiation between synergism and antago-
nism has been relatively straightforward when individual factors are unidirectional, i.e. all-negative or all-positive 
(Fig. 1a–c 1,16), however problems arise when individual factors are of opposite directions (Fig. 1b).
Because of the challenges arising from 1) the typical direction-independent classifications, and 2) opposing 
individual effects, we employed an alternative approach that systematically defines synergism and antagonism 
based on the direction and magnitude of the cumulative effect (Fig. 1), as proposed by Piggott et al.19. To highlight 
Figure 4. Example of combined effects of treatments. An example of the combined effects of temperature, co-
occurrence (co-occur) and dimethoate on egg-to-adult viability (%) in D. hydei. Black lines represent 25 °C, blue 
are 13 °C, and red are 31 °C. Solid lines show the effects of temperature in the absence or presence of dimethoate 
(75 ppm). Dashed lines show the combined effects of temperature and co-occurrence in the absence or presence 
of dimethoate. Error bars represent standard error (S.E., n = 30–40).
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the specific challenges faced in the traditional interaction framework, we attempted to re-designate interactions 
in our dataset by the classic definitions, and elaborated on situations where the challenge in using such terms 
can be circumvented by the re-conceptualised ideas (see Supplementary Figures S4 and S5 and accompanying 
discussion). In contrast to classic definitions, the proposed re-conceptualised model applies positive or negative 
to synergism or antagonism, representing situations where cumulative effects are more positive or more negative 
than additive (for synergistic interactions) or less positive or less negative than additive (for antagonistic interac-
tions) providing additional information of the direction of interactions. We emphasize that the prefixes positive 
and negative do not describe the performance or fitness effect of the interaction, e.g. a positive antagonism is not 
necessarily beneficial to the organism, partly because it can be difficult to establish whether an effect direction 
is beneficial or detrimental to fitness in some traits, e.g. as in the case of developmental time43. We expanded 
on the original reconceptualization of these classic terms by applying them to three-way interactions (Fig. 1). 
Such second-order interactions of three or more factors have rarely been investigated (but see refs 11, 44 and 45) 
perhaps due to complicated experimental designs and complex interpretation of such interactions35. The new 
directional interaction type approach overcomes some of the problems of the traditional framework. We argue 
that despite looking complex at first, this approach translates into more informative descriptions and eases 
interpretation18,19.
In this study we found a large proportion of treatments that were beneficial relative to the control treatment. 
Often treatments had negative effects on some traits, but led to performance benefits in others, i.e. highly context 
dependent, complicating the traditional assumption of detrimental synergy in situations of opposing individ-
ual factors18. Our finding of positive effects of interactions on performance is in accordance with other studies 
showing that the frequency of interactions with a beneficial effect can increase with the amount of detrimental 
environmental factors and that positive rather than negative effects of interactions dominate in certain natural 
communities46,47. Moreover, positive interactions can maintain the diversity of harsh environments where mutu-
alistic relationships between species often govern survival48,49. Thus, our study adds to the growing realization of 
the importance of positive interactions in ecology which should be taken into account in ecological models and 
predictions. Furthermore, we identified several situations where an environmental factor, when applied alone, 
had little or no effect on performance, but when combined with other environmental factors resulted in a signif-
icant effect on performance. In (eco)toxicology this is sometimes referred to as potentiation or sensitisation50. 
Such interactions are of great interest, especially in environmental risk assessments, because factors that are seem-
ingly harmless can, when combined, have tremendous unpredictable effects2,19,35.
Conclusion
In this study we investigated effects of three environmental factors (temperature, dimethoate and species 
co-occurrence) and their interactions on several life history traits, thermal resistance and a behavioural trait 
in both sexes of two Drosophila species. We expand on the scarce knowledge on consequences of interactions 
between more than two environmental factors. In doing so, we take novel steps to provide more informative 
descriptions of consequences of such complex interactions on fitness components. Results suggest that although 
interactions do occur they are not omnipresent and additivity is more often observed. Further extrapolating 
results from one species, trait or sex to others might yield misleading results. Lastly, our study also highlights the 
importance of considering positive interactions in ecological contexts.
Methods
Fly stocks and preparation. D. hydei and D. melanogaster mass bred populations were established from 
flies caught at an apple heap in Karensminde orchard at the Danish peninsula of Jutland in September 2014 and 
November 2013 respectively (for details on location and habitat see ref. 51). Wild caught inseminated females 
(n = 25) contributed with an equal number of offspring to the establishment of mass bred populations. Each 
population was maintained at a population size of minimum 1000 individuals per generation at 25 °C in a 
12:12 light:dark photoperiod for 8 (D. hydei) and 37 (D. melanogaster) generations prior to the experiment. The 
medium used for maintenance of flies was a standard Drosophila medium consisting of yeast (16 g/L), soy flour 
(9 g/L), cornmeal (66 g/L), agar (5 g/L), and glucose syrup (100 g/L) mixed with tap water. To control fungal 
growth, nipagen (9 mL/L) and 80% acetic acid (1 mL/L) were added to the medium. Parental flies were density 
controlled during development by controlled egg-laying time (24 h period) of 200 flies in five 175 mL bottles with 
35 mL medium. To density control the development of experimental flies, we collected eggs produced by paren-
tal flies (12–14 days old for D. hydei and 3–4 days old for D. melanogaster) on three consecutive days using the 
following approach: Twenty parental flies were distributed into each of 50 vials at 25 °C, each containing a spoon 
with 1.5 mL of Drosophila medium with dry yeast. Approximately 12 h later, eggs were transferred in groups of 40 
to vials containing 9 mL Formula 4–24® Instant Drosophila Medium Blue (Carolina Biological Supply Company, 
Burlington, NC, USA). This medium was mixed the day before egg collection and consisted of 1.6 g Formula 
4–24® instant medium and 7.5 mL demineralised water (with or without dimethoate), and was kept at 10 °C until 
use. Instant medium was used in all treatments, regardless of dimethoate status.
Experimental setup. We investigated the effects of three different developmental environmental factors and 
the potential interactions between these factors on multiple traits, by exposing developing flies to different tem-
peratures, an insecticide and co-occurrence in a full factorial design (Supplementary Table S1). Co-occurrence 
in this case does not necessarily imply competition between the two species and thus potentially fitness costs, 
so in this study we simply refer to this situation as co-occurrence. Flies were exposed to either of three constant 
temperatures during the development from egg to adult; 13 (cold), 25 (intermediate) and 31 °C (warm). This 
was done by transferring medium vials, immediately after egg collection, to climate incubators (Binder model 
KBWF 720 E5.3, Binder, Tuttlingen, Germany) maintaining an average (± s.d.) temperature of 13 ± 0.2, 25 ± 0.5 
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or 31 ± 0.5 °C, 40–60%RH and a 12:12 light:dark photoperiod under cool white-fluorescent light. D. hydei and D. 
melanogaster are cosmopolitan species that can be found consistently from latitudes − 46.2 °S to + 73.4 °N and 
− 54.5 °S to + 73.4 °N, respectively (TaxoDros database: v.1.04, http://www.taxodros.uzh.ch). Within these distri-
butional ranges they can experience temperatures in the range of − 8.4 °C to + 33.5 °C and − 9.0 °C to + 33.6 °C, 
for D. hydei and D. melanogaster, respectively (WorldClim database: v.1.4, http://www.worldclim.org)52. Climatic 
temperature ranges were 10% quantile of minimum temperature in coldest month and 90% quantile of maximum 
temperature in warmest month. Data was treated and cross-referenced using methods described in Schou et al. 
(in press)29. Thus the thermal regimes employed in this study are well within the range of what the two species will 
experience in their natural habitats.
As a chemical abiotic environmental factor we used dimethoate (analytical grade 99.5%, CAS: 60-51-5, 
Sigma-Aldrich, Seelze, Germany; for more information on dimethoate e.g. rates of breakdown and acidity see 
Kristensen et al.53 and references therein). A 10 ng μ L−1 stock solution of dimethoate was prepared in demineral-
ised water the day before the experiments, and mixed with the developmental medium for a nominal concentra-
tion in the medium of 75 μ g L−1 (ppb). This concentration was based on data from Kristensen et al.53 and a series 
of preliminary range-finding tests assessing egg-to-adult viability and developmental time. D. hydei and D. mel-
anogaster showed dissimilar responses both in terms of viability and developmental time in preliminary exper-
iments, and we therefore selected an intermediate concentration (Supplementary Figures S1 and S2). Although 
dimethoate has been banned by the European Union and the US Environmental Protection Agency54, it is still 
widely used, especially in developing countries and illegally in Southern Europe54,55, where concentrations of up 
to 120 ppb have been found in olives55. Thus, the concentration used in this study is considered ecologically rele-
vant, i.e. it is within those concentrations encountered by insects in the field.
Co-occurrence during development was imposed by placing an equal number of eggs from D. hydei and 
D. melanogaster simultaneously in the vials (Supplementary Table S1). The total number of eggs was the same as 
in treatments without co-occurrence, reducing potential density-dependent effects during development. We refer 
to the 25 °C, no co-occurrence and no dimethoate treatment as the control treatment. For most treatments, we 
collected eggs into 30 vials per treatment, and for some treatments, which were expected to yield few surviving 
adult flies, we collected eggs into 40 vials per treatment (Supplementary Table S1). In total 24,000 eggs were dis-
tributed to 600 vials. The vials were placed randomly in racks and the racks within each incubator were shuffled 
randomly every day until emergence of adult flies. The combination of three temperatures (13, 25 and 31 °C), two 
dimethoate levels (0 and 75 μ g L−1 (ppb)), and two co-occurrence levels (no co-occurrence and co-occurrence) 
resulted in a total of 12 treatments per species. The vials from each developmental rearing regime were checked 
daily at 08:00 a.m. for emerged flies. Emerged flies were anaesthetised with CO2, sexed and counted to esti-
mate egg-to-adult viability and developmental time. Flies needed for phenotypic assessments were transferred 
in groups of 40 flies to separate vials for each sex and to a common environment two days prior to assessments. 
In the common environment, adult flies from the two species were kept separately at 7 mL standard Drosophila 
medium (same as used for maintenance) without dimethoate and at 25 °C.
Phenotypes assessed. Egg-to-adult viability and developmental time. Egg-to-adult viability was deter-
mined as the proportion of eggs in a vial developing successfully into the adult life stage. Flies that had died dur-
ing emergence from the pupae were not counted as a surviving adult fly. Developmental time was assessed every 
24 h as the difference between time of emergence and time of egg collection. The assessment of developmental 
time of flies of a given treatment ceased when no flies had emerged for two consecutive days (four days for cold 
treatments). We defined a decreased egg-to-adult viability as a fitness disadvantage and interpreted a decreased 
developmental time (higher rate of development) as a fitness benefit. The ‘faster is better’ interpretation is debat-
able, as fast growth can be associated with trade-offs with other fitness components such as decreased efficiency 
of the immune system43, and costs and benefits associated with fast development is likely environment specific.
Thermal limits. Flies from each treatment were assessed for critical thermal minimum (CTmin) and critical ther-
mal maximum (CTmax), i.e. their ability to tolerate low and high temperatures, respectively. These standardised 
procedures of gradual cooling or heating have been suggested to be more ecologically relevant than procedures 
using abrupt temperature changes56,57. We defined CTmin as the temperature at which absolutely no movement 
of the body or appendages of flies is observed (see e.g. ref. 56 for details), as a result of the flies entering chill 
coma. Similarly, CTmax or knockdown temperature is defined as the temperature at which a complete cessation 
of movement of the flies occurs, due to heating. From each sex and each treatment, 20 flies (for exact numbers 
see Supplementary Table S2) of age 60 ± 12 h were transferred to individual small glass vials (45 × 15 mm) and 
randomly placed in a metal rack, which was submerged in a water bath pre-set at 25 °C. When assessing CTmin, 
the temperature in the water bath was decreased at a rate of 0.1 °C/min and the temperature, at which the flies 
was completely immobilised due to chill coma, was recorded. When assessing CTmax the temperature in the water 
bath was increased at a rate of 0.1 °C/min and temperature at which absolutely no movement was observed was 
recorded. Movement was stimulated by shining a flashlight and gently prodding the vials with a metal rod. We 
defined an increased CTmax i.e. higher heat tolerance as beneficial to performance, as evident in other studies57,58. 
Similarly congruent with other studies, we defined decreased CTmin i.e. higher cold tolerance as advantageous in 
terms of performance, because there seems to be only few costs associated with higher cold tolerance59–61.
Negative geotaxis. In order to assess the effects of the different environmental factors on behaviour, we investi-
gated the negative geotaxis behaviour of the flies. Negative geotaxis is an innate escape response where flies move 
in opposite direction of the force of gravity. The behaviour is typically elicited via mechanical stimulation by 
tapping the flies to the bottom of an empty vial and assessed as the velocity or distance moved by the flies when 
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ascending the walls of the container. For this purpose, we utilized a modified version of the high-throughput 
Rapid Iterative Negative Geotaxis (RING) assay, developed by Gargano et al.62. In this assay digital photography 
is used to document negative geotaxis behaviour in multiple groups of flies simultaneously (for details on our 
version of the RING apparatus see Supplementary Figure S3). To assess negative geotaxis, 10 flies were trans-
ferred into each of 10 empty vials. Fresh new vials were used for each treatment as Nichols et al.63 found that flies 
in previously used vials will not climb to the same extent as in new vials. In total 20 flies of each sex from each 
treatment at age 60 ± 12 h were assessed in the RING assay. Ten minutes after the flies had been transferred to the 
vials all ten vials were loaded into the apparatus. One minute later the RING apparatus was forcefully knocked 
down three times in rapid succession to initiate the geotaxis response. A photo of the vertical position of the flies 
was captured exactly 3 s after eliciting the behaviour. Preliminary tests found the most differentiated response 
after 3 s, as after 5 s almost all flies had reached the top of the vials. This was performed a total of 5 times with 30 s 
pause in between. The vials were then rotated within the rack, and a trial of 5 images were captured at each posi-
tion as described above, resulting in a total of 50 images of each vial. Images of the flies’ positions were captured 
with the camera of an iPhone 5 s with default camera timer options (8 Mp; Apple Inc., Cupertino, CA, USA). The 
camera was mounted 30 cm from the apparatus in all experiments. The median height of the flies within each vial 
was measured using ImageJ software (version 1.48; ref. 64). All RING experiments were conducted in a climate 
controlled room at 25 °C, 50%RH and at constant light. Negative geotaxis behaviour was assessed between 08:00 
and 10:00 a.m. on each test day, as the locomotor activity in Drosophila exhibits a distinct circadian rhythm65. 
An increased negative geotaxis behaviour, i.e. the flies crawled higher, was interpreted as beneficial, because the 
ability to escape a potential stressful environment is of key importance for fitness66.
Composite performance. As a combined measure of overall performance of the treatments we calculated 
a composite performance measure based on all the traits expressed as a single value. This was done by standard-
izing the response of the different treatments within each trait, thus expressing the response to a treatment in 
terms of standard deviations from the mean of all treatments within a specific trait (negative and positive devia-
tions were assigned according to the interpretations of how each trait relates to performance). We then averaged 
these deviations of each treatment across traits. We did this separately for each sex except for viability where 
sex-differentiation is not possible. By doing this we give equal weight to all traits, and thus we obtain an unbiased 
estimate of overall performance, which we assume constitute a component of fitness. This use of a composite 
performance/fitness measure is similarly employed in other studies32,33.
Statistical analysis. To estimate the two-way and three-way interactions including the cold treatment, we 
constructed a linear model (cold model) for each trait with the factorial fixed effects temperature (two levels: 
benign and cold), dimethoate (two levels: 0 and 75 ppm) and co-occurrence (two levels: presence/absence), 
as well as all two- and three-way interactions. To compare cold model interactions with interactions involving 
heat exposure, we constructed parallel models including the heat treatment instead of the cold exposure (heat 
model). Individual and interaction effects of dimethoate and co-occurrence were included in both models, and 
thus extracted from one of the two models. In all traits, the response variable was scaled to a z-distribution to ease 
comparability across traits. The purpose of these models was to obtain a standardized measure of single and inter-
action coefficients as well as corresponding 95% confidence intervals. Given the large amount of data and models 
as well as our aim of obtaining a quantification of general patterns, we found this to be an appropriate approach, 
as opposed to model reduction and p-value estimation. Significance of an interaction was defined as when the 
confidence interval did not overlap with 0. To ease the comparison of interactions among treatments and traits, 
we produced heat maps of the estimated coefficients using the R-package ‘gplots’67.
A positive coefficient represents a positive deviation from the additive expectation, and can thus be interpreted 
as a performance advantage of the interaction itself, regardless of whether the treatment overall was beneficial 
in terms of performance when compared to the control. Thus although the flies from a particular treatment may 
be performing worse than the control group flies, the positive interaction is a benefit, compared to the expected 
value without the interaction. Contrary, a negative coefficient implies that the interaction itself is detrimental to 
performance.
If no flies had emerged from a given treatment (e.g. “cold + dimethoate + co-occurrence”) the corresponding 
benign temperature treatment (“benign + dimethoate + co-occurrence”) was removed from the model to create 
a balanced model. In this case the model included only two two-way interactions: temperature*dimethoate and 
temperature*co-occurrence. For CTmin and CTmax, data were analysed with a general linear model. Egg-to-adult 
viability data were analysed with a generalised linear model with a logit link function. We detected overdisper-
sion in the model and corrected for this using a quasi-generalised linear model. Developmental time data were 
analysed with a generalised linear mixed effect model with a Poisson distribution. Replicate vials were included as 
a random effect, as flies from the same vial were not independent. RING data were analysed with a general linear 
mixed model with replicate vial, position of the vial in the rack and number of replicate picture (trial number) 
included as random effects. All statistical analyses were performed in R68 (v. 3.1.2), and mixed models were per-
formed using the R-package ‘lme4’69. For a straightforward representation of the effects on performance of each 
individual treatment relative to the control, we used a simple pairwise comparison (Welch’s t-test). These results 
will serve as background information when interpreting the results of the analysis of interactions presented above. 
CTmax data were anti-log transformed to fulfil assumptions of parametric analysis.
Classification of synergism and antagonism. In contrast to the traditional direction-independent 
framework1 we use a classification system based on that of Piggott et al.19, which combines the magnitude and 
response direction (+ or − ) of interaction effects to define synergism and antagonism (Fig. 1). Our definition 
can be illustrated by assigning a positive effect of an individual effect as + 1 and a negative effect as − 1. We define 
www.nature.com/scientificreports/
1 1Scientific RepoRts | 7:40132 | DOI: 10.1038/srep40132
a deviation from additive that is greater than the sum of individual environmental factors and greater than any 
individual effect in the same direction or an interaction effect greater than both individual effects in absolute 
terms as synergistic. We classify it as positive synergistic (S+ ) i.e. more positive than predicted additively when 
+ 1 + 1 > + 2 or − 1 + 1 > 1 or − 1 + − 1 > 0, or negative synergistic (S− ) i.e. more negative than predicted addi-
tively when − 1 + − 1 < − 2 or − 1 + 1 < − 1 or + 1 + 1 < 0. If an interaction deviates from additivity and is less 
than the sum of individual factors or less-than-or-equal-to any individual effect in the same direction we define 
the interaction as antagonistic. We classify it as positive antagonistic (A+ ) i.e. less positive than predicted addi-
tively when + 1 + 1 is between 0 and 2 or − 1 + 1 is between − 1 and 0 (or equal − 1), or negative antagonistic 
(A− ) i.e. less negative than predicted additively when − 1 + − 1 is between − 2 and 0 or − 1 + 1 is between 0 and 1 
(or equal 1). The terms ‘more or less positive’ and ‘more or less negative’ also apply to situations where one indi-
vidual environmental factor has no effect, and the definitions are also easily applied to three-way interactions 
(Fig. 1). With this definition synergistic and antagonistic does not relate to whether or not the interaction itself 
constitutes a performance benefit. To assess this, we determine whether the deviation from additivity is positive 
(performance advantage) or negative (performance disadvantage) based on the model coefficients as described 
above. In any case a significant interaction can be directly interpreted as an ecological interaction between the 
individual environmental factors.
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