We present a new methodology towards interactive seismic imaging. A first seismic image is obtained with a prestack depth migration code run in a reference velocity model. The objective is to efficiently derive what the migrated section would be in a perturbed velocity model. Instead of migrating the full input data in the second velocity model, the reference migrated section is first decomposed in the curvelet domain. This provides coefficients associated to the representation of local plane waves and described by two positions, a direction and a central frequency. Perturbing the velocity model consists of de-migrating the local plane waves by ray tracing and re-migrating them in the second model. In practice, this simply leads to the shift of coefficients in the curvelet domain. Only the coefficients affected by the velocity perturbations have to be considered. The final section is then obtained by applying the inverse curvelet transform. As an initial example, this methodology is used on a 2-D zero-offset section migrated in a heterogeneous model. It allows for better understanding the sensitivity of a seismic image with respect to the velocity model used for migration.
Introduction. The construction of prestack depth images, whatever the migration codes (Kirchhoff or wave-equation migration types) requires a reliable velocity model that focuses energy in the sub-surface at the right position. The determination of the velocity model for proper seismic depth imaging still remains a challenge in difficult area. A current issue that interpreters have to deal with is the following: given a migrated section, they would like to know how the migrated image would be distorted if the velocity model is modified. The obvious solution is to re-migrate the full section, but this could be expensive for large data sets despite growing available CPU-capacities. An alternative proposed in the recent years is to distort a given migrated section without remigrating the input data. This is known as "image waves" (Hubral et al., 1996; Fomel, 2003) or "Kirchhoff image propagation" (Adler, 2002) . These approaches are based on previous works proposed by (Stolt, 1996; Sava, 2003) . Only (Adler, 2002) considers depth migration in heterogeneous models. We propose here to combine this approach with some ideas related to beam migration (Hill, 2001) . Many authors suggested to speed-up migration by decomposing the wavefield into local plane waves, namely beams, and to propagate the energy along the beams, instead of smearing energy along isochrones. The gain in efficiency mainly consists of selecting a few beams to get a satisfactory image (Sun et al., 2000; Sun and Schuster, 2003; Hua and McMechan, 2003) . A modification has been recently proposed by Gao et al., 2006 where they incorporate the notion of wavelets into the beam.
Fig. 1: reference velocity model v1 used for migration (left), perturbation dv added to the reference velocity model (middle) and perturbed velocity model v2=v1+dv (right).The vertical axis is the depth (in km)
. We generalize this approach by using curvelets (Candès and Donoho, 2002; Do, 2001 ) that automatically decompose the wavefield into local plane waves. For smooth images with smooth discontinuities, such as seismic images, the decomposition is almost optimal. More details on the curvelet transform are given below. Contrary to (Gao et al., 2006) , we do not apply the plane wave decomposition onto the time input seismic data, but on the depth section migrated with a reference velocity model and operate the image distortion in the curvelet domain as detailed below. We explain the methodology through an application on a 2-D synthetic data set. The seismic input data, namely a zero-offset section, was generated with the ray+Born approximation, using the original Marmousi reflectivity and a smooth version of the velocity model (Versteeg and Grau, 1991) . For two velocity models ( Fig. 1) , the associated migrated images are displayed on figure 2. The methodology developed here allows for predicting the second migration image from the first one. As it is based on curvelets, we first describe what curvelets are, and then show how curvelets can be used to efficiently distort a migrated image.
The curvelets transform. Curvelets can be seen as an extension of wavelets for multidimensional data. They recently appeared, keeping the multi-resolution and localization aspects of the wavelets (Candès and Donoho, 2002; Do, 2001 ). They were initially designed for (non-seismic) image compression and denoising, whenever the data contains some geometrical structures. The key difference between wavelets and curvelets is that only curvelets are really directional: the basis functions have elongated shapes, the width being proportional to the square of the length at the fine scale (Fig. 3) . From a geophysical point of view, curvelets can be seen as describing local plane waves characterized in 2-D by two positions, a direction and a central frequency (Fig. 3) . They seem to be very attractive for seismic imaging, at least at first glance, for two reasons: they provide an efficient decomposition of local seismic events and are almost invariant under the migration operator (Candès and Donoho, 2002; Herrmann, 2003; Douma and de Hoop, 2006; Chauris, 2006) . The construction of digital curvelets is explained in or Chauris, 2006 . We do not use here curvelet for migration (in that case, we would decompose the input time section and perform the migration in the curvelet domain as proposed in (Chauris, 2006) ). We rather decompose a migrated section in the curvelet domain, do the de-migration/re-migration operation in the curvelet domain as explained below and finally apply the inverse curvelet transform to get the final result.
Principle of de-migration/re-migration. The theory for de-migration followed by a remigration in a perturbed velocity model has already been established for depth migration schemes and locally coherent events (Adler, 2002; Chauris et al., 2002) . Let us for simplicity consider the zero-offset case in a smooth heterogeneous velocity model. A single curvelet coefficient is characterized by two positions (x i ,z i ), a dip tanξ i and a central frequency content fi in the reference image. The initial conditions (position and dip) allows for shooting a ray up to the surface (Fig. 4) . The mid-point position m, the total travel time t and the horizontal component of the ray px at the surface do not depend on the velocity model used for migration (Adler, 2002; Chauris et al., 2002) . These parameters are used to simulate the migration, by shooting downwards a new ray in the perturbed velocity model. The final ray ends at the positions (xf,zf) with the dip ξf (Fig. 4) . The new central frequency f f is modified by the new velocity model, e.g. lowered by higher velocities. The four parameters (x f ,z f ,ξ f ,f f ) are the new coordinates of the curvelet coefficient. In a first-order approximation, the de-migration/remigration operation simply consists of shifting the coefficients in the curvelet domain. If the velocity perturbation dv is small compared to the reference velocity models, the shift in position and dip can then be estimated by paraxial ray tracing. Otherwise, two rays are shot, one towards the surface and the second from the surface.
Fig. 4: Principle for image distortion (zero-offset case). The migrated image is decomposed in the curvelet domain. Each curvelet is associated to a position (x,z) and a dip tanξ.
This data is first demigrated using the reference velocity model and re-migrated in the perturbed velocity model.
Application on a 2-D synthetic data set (heterogeneous velocity model).
We now apply the de-migration/re-migration in the curvelet domain, starting from the section migrated in the reference velocity model (Fig. 2, left) .
Fig. 5: Non perturbed image (left) and perturbed migrated image (right). Both images are derived from the reference image (Fig. 2, left).
This gather is decomposed in the curvelet domain. For each coefficient, two rays are shot to simulate the de-migration in the reference model and the re-migration in the perturbed model (Fig. 4) . If the final position (x f ,z f ,ξ f ,f f ) is close enough to the initial position (x i ,z i ,ξ i ,f i ), then the curvelet coefficient is not modified. This is the case of 72% of the data. The associated reconstructed image is displayed on figure 5 (left) . If the final position differs, then the coefficient is simply shift to another position, instead of being smeared along isochrones as in a classical Kirchhoff migration scheme. Because of the use of digital curvelets, the position has to be interpolated in the curvelet domain (as proposed for example in Chauris, 2006) . The reconstructed image is displayed on figure 5 (right). As expected, the perturbation is located below the velocity change (Fig. 1, middle) . (Fig. 2, right) .
The final migrated image (Fig. 6 ) is simply the sum of the two images (Fig. 5) . Note that if the velocity perturbation is not too large, then the induced curvature of the curvelet (seen as a local plane wave) is not really crucial even for heterogeneous reference velocity models as illustrated here: the migrated section on figure 6 is almost identical to the one displayed on figure 2 (right). The re-migration indeed undoes most of the curvature induced by the de-migration. In this particular case, the number of operations required to shift and interpolate curvelet coefficients represents 10% of the number of operations for Kirchhoff migration. This does not include the ray tracing part nor the two forward and inverse curvelet transforms, but takes into account the interpolation part and the redundancy of the curvelet transform.
Conclusions.
Instead of re-migrating the full data set with another velocity model, we have shown how to use the reference image to predict what the migration result would be in the perturbed velocity model. This is an a priori very efficient scheme as the energy is not smearing along isochrones: the prediction simply consists of shifting the affected coefficients in the curvelet domain. The next step consists of extending the method to non-zero offset migrated sections and test it on real data, especially for sub-salt imaging. More work has also to be done on the optimal selection of representative curvelet coefficients.
