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Zusammenfassung
Die vorgelegte Dissertation beschreibt ein System zur automatischen Erzeugung dreidimensionaler inter-
individueller Modelle biologischer Objekte aus zweidimensionalen Bilddaten. Neben der grundlegenden
wissenschaftlichen Relevanz, Morphologie und Histologie von pflanzlichen oder tierischen Proben in
ihrer räumlichen Zusammensetzung untersuchen zu können, steht im Rahmen dieser Arbeit die techni-
sche Problemlösung zur Steuerung einer vollautomatischen Probenpräparation mittels dreidimensionaler
Laser-Mikrodissektion tiefgefrorener mikroskopischer Probeobjekte im Vordergrund. Mit der Entwick-
lung dieses neuen Verfahrens werden die Limitationen bestehender Ansätze aufgehoben, und so die Un-
tersuchung gewebereiner Präparate mit dem gesamten heute verfügbaren Stand molekularbiologischer
Analysemethoden ermöglicht. Für die biologische Forschung liefert dies die Möglichkeit, vor allem die
Beziehung von Funktion und Struktur in Organismen sehr viel gezielter zu untersuchen als mit bestehen-
den Methoden.
Aus Sicht der Automatisierung und Informationsverarbeitung ist hierbei vor allem die Steuerung der
automatischen Dissektion relevant. Die automatische Erstellung der dazu notwendigen Gewebemodelle
auf Basis hochaufgelöster Schnittbilder und deren Integration in das technische System sind Gegenstand
der vorgelegten Arbeit. Die dazu entwickelten Methoden befassen sich daher mit der Rekonstruktion und
Segmentierung von Bildstapeln, daß heißt mit der Wiederherstellung des räumlichen Zusammenhangs
und der Erkennung unterschiedlicher Gewebetypen darin. Eingangs werden dazu die Eigenschaften des
Bildmaterials untersucht und Ansätze zur notwendigen Qualitätsverbesserung und Standardisierung be-
schrieben. Für die dreidimensionale Rekonstruktion der Probeobjekte werden Methoden der Bildregis-
trierung entwickelt. Um die für die Rekonstruktion mehrere tausend Einzelbilder umfassenden Datensät-
ze nötige Fehlerrobustheit sicherzustellen, wird ein rekursiver Algorithmus zur Bildstapelregistrierung
entwickelt, der eine statistische Rückweisung fehlerhafter Registrierungen liefert.
Die Erkennung der vorliegenden Gewetypen in Bilddaten erfordert biologisches Expertenwissen. Zentra-
le Herausforderung für das Gesamtsystem ist daher die Abbildung der menschlichen Kognition in nume-
risch effizienten Segmentierungsalgorithmen. Dazu wird ein neuer Algorithmus vorgestellt, welcher auf
einer wechselseitigen Registrierung und Segmentierung von Bildstapeln basiert, und beide Teilaufgaben
iterativ optimiert. Im Vergleich zu bestehenden Ansätzen wird damit eine signifikant höhere Segmen-
tierungsgenauigkeit von über 95% bei gleichzeitiger Reduzierung der Laufzeitkomplexität erreicht. Der
Ansatz basiert unter anderem auf der Lösung eines regularisierten Deformationsproblems, durch Ap-
proximation der Ableitungsmatrix als Bandmatrix wird dabei eine Komplexität von O(n) je Iteration
erhalten, was den Ansatz für die Verarbeitung mehrere Gigabyte großer Bildstapel besonders eignet.
Auf Segmentierungsebene erfolgt die Bildung statistischer Durchschnittsmodelle, welche sowohl aus
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biologischer Sicht, als auch für die technische Aufgabenstellung eine geeignete Modellierung als stochas-
tische Bildvolumen liefern. Für die im biologischen Kontext relevante Funktion von Strukturmodellen
als Rahmenwerk für die Integration funktionaler Messdaten wird eine neue Methode zur inter-modalen
Registrierung vorgestellt, welche in Experimenten eine wesentliche Verbesserung von Laufzeit und Ro-
bustheit gegenüber dem Standartverfahren liefert. Der letztenendliche Brückenschlag zurück zu realen
Probeobjekten in der Dissektionsanwendung wird mittels Structure-from-Motion Verfahren und Oberflä-
chenregistrierung der Zielvolumina aus Modelldaten als Anfahrkoordinaten für das technische System
erhalten.
Die damit geschaffene Möglichkeit zur vollautomatischen mikroskopischen Probenpräparation liefert
damit einen wichtigen ingenieurstechnischen Beitrag zur Methodenentwicklung in den Lebenswissen-
schaften. Die vorgeschlagenen Methoden sind dabei allgemeingültig und stellen einen Beitrag zum Stand
der Technik in der Bild- und Informationsvearbeitung dar.
Abstract
This thesis describes a system for the automatic generation of three-dimensional inter-individual mo-
dels of biological objects based on two-dimensional image data. The foremost interest of this work,
besides the scientific relevance of observing morphology and histology of either plant or animal speci-
men in its natural spatial extension, is to provide a technical solution for automatic sample preparation
by means of three-dimensional laser-microdissection of deep-frozen microscopic objects. The develop-
ment of this new preparation technique addresses the shortcomings of existing approaches towards the
applicability of state-of-the-art biochemical assays for pure tissue material. Regarding data processing,
steering the dissection process is the most relevant task. The work presented here describes generation
of three-dimensional tissue-models based on high-resolution two-dimensional images and integration of
these into the technical system, necessary for controlling automated preparation. Developed methods
address the reconstruction and segmentation of image-stacks, for restoration of spatially intact volume
data and recognition of different tissues therein. Properties of the prevailing image data and methods for
enhancement and standardization are investigated initially. Images registration methods are employed
for three-dimensional reconstruction of specimen. To provide a high degree of robustness for the task at
hand, reconstructing stack of several thousand images, a recursive reconstruction algorithm was develo-
ped, which allows the statistical rejection of registration errors.
The recognition of prevailing tissue types in image data requires biological expert-knowledge. The funda-
mental problem for the model-generation therefore is the replication of human cognition with numerical
efficient segmentation algorithms. This is achieved with a novel algorithm for interleaved registration and
segmentation, which iteratively optimizes both sub-tasks. In benchmarks against existing approaches a
significantly higher segmentation accuracy of more than 95% is achieved along with reduced runtime.
The approach is based on solving a regularized deformation formulation, by employing a band-structure
approximation of the differential, a numerical complexity ofO(n) per iteration is achieved, which makes
the algorithm particularly applicable for the processing of gigabyte-sized datasets.
Average-models are based on the computed tissue-maps, where stochastic images-volumes provide a
representation advantageous for both biologically inspired question and visualization, and technical ne-
cessities. For the biological relevance of investigating structure-function relationships, averaging models
can serve as a framework for the integration of functional data. Here, a new algorithm for inter-modal
registration of images is presented. In experiments, superior performance regarding robustness and run-
time compared to standard methods is observed. The connection to physical specimen in the dissection-
application is accomplished by structure-from-motion and surface registration methods for registering
target volumes and export of coordinates for the steering the technical system. In summary, this work
v
provides the preliminaries for fully automatic sample dissection, and thereby delivers a significant con-
tribution for the development and engineering of new methods in life-sciences. The proposed methods
and algorithms are universal and contribute to the state-of-art in signal- and image-processing.
Meinen lieben Eltern, Georg und Ida Bollenbeck.
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Kapitel 1
Einleitung
1.1 Biologische Fragestellung und wissenschaftlicher Ansatz
Wachstum und Entwicklung von Organismen basieren auf dem Zusammenspiel unterschiedlicher Ge-
webe mit unterschiedlichen Funktionen, dabei werden die Eigenschaften des adulten Organismus bezie-
hungsweise das weitere Wachstum bereits in frühen Entwicklungsphasen festgelegt. Aus biologischer
Sicht ist die Untersuchung solcher Prozesse von großem Interesse, besonders vor dem Hintergrund, ge-
netische oder physiologische Einflussgrößen zu finden, die Art und Gestalt der Entwicklung steuern
und letztlich den adulten Phänotyp bestimmen. Dies kann jedoch auch Überdauerungsformen eines Ent-
wicklungszustandes betreffen, wie beispielsweise Getreidekörner (Karyopsen) als die Nachkommen der
Getreidepflanze, deren Gestalt und chemische Zusammensetzung wiederum für Grundlagenforschung,
Züchtung und Landwirtschaft von großer Bedeutung ist. Unabhängig vom tatsächlich beobachteten Pro-
beobjekt und Entwicklungszeitpunkt stellt sich daher bei der biologischen Untersuchung von Entwick-
lungsprozessen immer die Frage nach dem Zusammenhang von Funktion und Struktur im Organismus.
Das heißt auf der einen Seite Morphologie und Histologie von Organen und Zellen und auf der ande-
ren Seite genetische und biochemische Funktionen und Eigenschaften. Eine wichtige Grundlage für das
Verständnis von Wachstum und Entwicklung ist daher die Zuordnung von Vorgängen auf molekularer
Ebene zu unterschiedlichen Zellen, Strukturen oder Geweben. Dafür stehen der Biologie leistungsfähi-
ge Werkzeuge zur Verfügung, die eine quantitative Bestimmung der vorliegenden Transkripte, Proteine
und Metaboliten ermöglichen und dabei auf der Analyse von aufgeschlossenem Zellmaterial beruhen.
Parallel dazu können unterschiedliche Zell- und Gewebetypen vom biologischen Experten in Präparaten
und Bildgebungen des Probeobjekts identifiziert werden. Eine ideale Funktion-Struktur-Untersuchung
würde daher die Klassifizierung und funktionale Charakterisierung aller im Organismus vorliegenden
Zellen darstellen. Um eine solche Untersuchung zu vereinfachen, können nun Zellen zu Gewebeklassen
in einem histolgischen Modell zur Untersuchung der Morphologie zusammengefasst und funktionel-
le Untersuchungen für die unterschiedlichen Gewebetypen anhand von gewebereinen Zellaufschlüssen
ausgeführt werden.
Auf Basis dieser Betrachtungen sind zunächst zwei Dinge wünschenswert:
Strukturmodelle, die sich differenzierende Gewebe und biologischen Materialien abbilden. Diese Unter-
suchung der Struktur sollte in ihrer natürlichen räumlichen Ausdehnung erfolgen, also anhand dreidimen-
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sionaler Modelle, und dabei unterschiedliche Entwicklungszeitpunkte berücksichtigen. Die Möglichkeit,
strukturelle Veränderung und Entwicklung zu beobachten, liefert letztlich die Grundlage für eine gezielte
biochemische Untersuchung auf molekularer Ebene.
Die Entnahme beziehungsweise Dissektion von Gewebematerial eines bestimmten Typs ist bei makro-
skopischen Untersuchungsobjekten unproblematisch und kann am toten oder lebenden Probeobjekt ma-
nuell erfolgen. Für mikroskopische Objekte ist dies im Allgemeinen nicht manuell möglich und muss
mit technischen Hilfsmitteln gelöst werden. Mechanische Verfahren scheiden für die mikroskopische
Materialbearbeitung und -entnahme aus, Dissektion auf mikroskopischer Ebene hat sich daher in der
jüngeren Vergangenheit als Lasermikrodissektion (LMD) [EMMERT-BUCK et al., 1996] etabliert; Mate-
rialbearbeitung und -entnahmen erfolgen dabei mittels Licht. Die Verwendung von gepulstem Laserlicht
ermöglicht dabei eine präzise Gewebezerstörung und -manipulation beziehungsweise Bewegung ausge-
schnittener Objekte im Mikrometerbereich, das heißt auch einzelner Zellen. In bestehenden Systemen
werden entsprechende Laserlichtquellen in Mikroskopsysteme integriert (Leica LMD 7000, Zeiss PALM
Systeme, MMI CellCut). Die Auswahl der Dissektionsobjekte kann dann direkt anhand des Livebilds der
Mikroskopkamera erfolgen. Die eigentliche Dissektion erfolgt dann automatisiert durch Bewegung des
Probeobjektes mittels motorisiertem Translationstisch gegenüber der Laserlichtquelle, die Entnahme des
Probematerials über Fixierung an eine Membran oder Aufnahme in ein Probegefäß. Durch die Verwen-
dung sehr kurzer, hochenergetischer Pulse wird beim Ausschneiden das Probematerial nicht carbonisiert,
sondern Valenzbindungen durch Einbringen entsprechender Energiemengen direkt ionisiert.
Der so erhaltene Ansatz ermöglicht zunächst die Erstellung gewebereiner Proben für weitere Analysen,
dabei werden neben der notwendigen manuellen Interaktion jedoch zwei gravierende Nachteile erhalten:
Die Dissektion erfolgt aus einem flächigen Präparat im Lichtmikroskop, um einerseits anhand des Mi-
kroskopbildes die Gewebeidentifizierung und -markierung zu gestatten und andererseits um ein „Durch-
schneiden” mittels Lichtpulsen bis zu einer bestimmten Dicke zu ermöglichen.
In dieser technischen Konfiguration kann Probenmaterial lediglich bei Raumtemperatur entnommen wer-
den. Bei Probevolumina von wenigen µl ist damit durch unweigerliches Auftauen des Präparats keine an-
schließende biochemische Quantifizierung von flüchtigen Molekülen, beispielsweise bestimmter Meta-
boliten möglich. Die nachfolgenden Analysen sind auf Transkriptomuntersuchungen und bestimmte Pro-
teinassays beschränkt [THIEL et al., 2010, KASPAR et al., 2010]. Durch das Vorliegen von Dünnschnitt-
präparaten werden ferner geringe Probenmengen erhalten, besonders bei Pflanzenmaterial (∼ 50µm),
was beispielsweise für quantitativen Transkript- und vor allem Metabolituntersuchungen limitierend sein
kann.
Die im Rahmen dieser Arbeit entwickelten Methoden zur automatischen 3-D Modellerstellung dienen
unter anderem zur Erstellung von Anfahrkoordinaten beziehungsweise Zielvolumina für ein neues, voll-
automatisches Verfahren zur Lasermikrodissektion (Cryo 3D-LMD, MMI Molecular Machines & Indus-
tries AG, Glattbrugg, CH, Schutzrechte [MMI, 2006, MMI, 2008]), welches die oben beschriebenen
Schwachstellen adressiert: Die Dissektion findet als Ablation am intakten, während des Prozesses voll-
ständig tiefgefroren gehaltenen Objektes statt. Die Bewegung der Probe relativ zum Laser erfolgt dabei
in Raumkoordinaten, das heißt dreidimensional und vollautomatisch: Die Markierung von Zielgeweben
durch den Nutzer entfällt und wird stattdessen auf Basis bestehender Modelldaten für die vorliegenden
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Objekte und daraus erstellten Vorhersagen der Gewebeverteilung relativ zur (äußeren) Geometrie des
Probeobjektes erhalten.
Anhand dessen sollen die Limitationen der herkömmlichen 2-D LMD aufgehoben werden, insbesondere
soll durch die automatische Cryo-3D-LMD
• die Entnahme von ausreichend Probematerial aus einem Präparat ermöglicht werden und
• der gesamte Dissektionsprozess im tiefgekühlten Zustand erfolgen.
Damit wird für die nachfolgenden (sog. Downstream-) Analysen der gewebereinen Dissektate die volle
Sensitivität, insbesondere für schnell umgesetzte Metabolite und instabile Proteine usw., der chemischen
Analytik, etwa Massenspektrometrie oder Flüssigchromatographie, erhalten; durch die ununterbrochene
Tiefkühlung also eine „Aufnahme” des in vivo Zustandes der Probe erhalten.
Im Rahmen der Entwicklung und Validierung des Verfahrens werden dazu als Untersuchungsobjekt Ka-
ryopsen der Kulturgerste (Hordeum vulgare) an unterschiedlichen Zeitpunkten (Tage nach der Bestäu-
bung, days after flowering, DAF) in ihrer Entwicklung zur Reife betrachtet. Hordeum besitzt zum einen
eine große wirtschaftliche Bedeutung als Nutzpflanze und ist daneben ein gut untersuchtes System in der
Pflanzenbiologie [SREENIVASULU et al., 2010].
Zur Anwendung der Cryo-3D-LMD Methodik müssen neben einer grundlagenwissenschaftlichen Frage-
stellung Methoden zur Erstellung von dreidimensionalen Gewebemodellen für mikroskopische Objekte
zur Verfügung stehen. Diese Modelle müssen dabei die phänotypischen Varianzen innerhalb einer Menge
von Individuen eines Entwicklungszeitpunktes berücksichtigen und werden dementsprechend als inter-
individuelle Modelle bezeichnet.
Aufgrund der Notwendigkeit, einerseits genaue Gewebebeschreibungen für die Steuerung des LMD Sys-
tems im Mikrometerbereich zu erhalten und gleichzeitig eine Stichprobe mehrerer Individuen je Zeit-
punkt zur Abbildung der Varianz zu erhalten, werden für solche Strukturmodelle Datenmengen erhalten,
für die eine automatische Verarbeitung verpflichtend ist. Daneben ist eine automatische Modellerstel-
lung aus Gründen der Objektivität und Reproduzierbarkeit vorteilhaft, eine manuelle Interaktion in das
Gesamtsystem soll auf ein Minimum reduziert werden. Die Basis für die Erstellung von interindividu-
ellen Modellen sind dann beispielsweise Hellfeld-Mikroskopbilder. Diese liefern, mit entsprechenden
histologischen Färbungen, die notwendige Auflösung der vorliegenden Zell- beziehungsweise Gewe-
bestrukturen, das heißt der Histologie der Probe [GUBATZ et al., 2007]. Um ein dreidimensionales,
annähernd isotropes Bildvolumen zu erhalten, werden serielle Dünnschnitte mittels eines Mikrotoms
erstellt, das Probeobjekt wird zur Digitalisierung vollständig zerstört. Für Durchlichtaufnahmen kann
dabei nicht die am Objekt verbleibende Schnittfläche aufgenommen (sog. Blockface-Methoden) wer-
den, sondern es müssen einzelne Schnitte auf Objektträger aufgebracht und digitalisiert werden. Das so
erhaltene Bildmaterial liefert dabei einen sehr hohen Detailgrad und im Rahmen der Mikroskopoptik
eine hohe räumliche Auflösung. Durch diese Präparation und Digitalisierung geht der dreidimensionale
Zusammenhang konsekutiver Schnitte vollständig verloren, das Bildvolumen des ursprünglichen Objekts
muss anhand der Bildinhalte rekonstruiert werden. Dass anhand dieses Verfahrens qualitativ hochwertige
Bildvolumen und Gewebemodelle individueller Probeobjekte erstellt werden können, ist gezeigt worden
[GUBATZ et al., 2007], allerdings mit einem sehr zeitaufwendigen manuellen Ansatz.
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Abbildung 1.1: Übersicht Cryo-3-D-LMD Verfahren (aus [MMI, 2008]): Die Steuerung der xyz-
Bewegung (V,H,R) und Ablation der Probe (Seed) mittels eingekoppelter Laserspulsen (6) findet anhand
der Modelldaten in Bezug zum 2-D Livebild (4) statt.
Ziel dieser Arbeit ist daher die Entwicklung eines automatischen Systems zur Erstellung dreidimensio-
naler interindividueller Modelle aus Schnittbildaufnahmen.
Die Entwicklung der Methoden wurde dabei primär anhand von Bilddaten von Hordeum Karyopsen
durchgeführt. Dabei werden unterschiedliche Zeitpunkte in der frühen Entwicklung der Gerstenkörner
betrachtet, der Phase, in der der pflanzliche Stoffwechsel die Akkumulation der Speicherstoffe, Stärke
und Proteine determiniert. Für die betrachteten Zeitpunkte und unterschiedliche, als biologisch relevant
eingestuften Gewebe sollten nun dreidimensionale Interindividualmodelle erstellt werden. Gewebetypen
stehen in Bezug zum Wachstum und Speicherstoffaggregation in der Karyopse, wie Leit- und Speicher-
gewebe, dabei liegen innerhalb der Karyopse Zellen zwei grundlegend unterschiedlicher Genotypen vor,
die der Mutterpflanze (maternal) und des Embryos und augmentierender Strukturen (filial) als neue Ge-
neration.
Darüber hinaus werden im Rahmen der Arbeit weitere Probeobjekte und Bildgebungen untersucht, um
eine allgemeinere Anwendbarkeit der entwickelten Methoden sicherzustellen. Als weiterer pflanzlicher
Vertreter werden Tabakpflanzen (Nicotiana benthamiana) betrachtet. Nicotiana ist eine gebräuchliche
Modellpflanze in der Biologie und damit auch für die Anwendung der beschriebenen LMD-Methodik
von großen Interesse für die Wissenschaft. Untersucht werden dabei die Organisation der Leitgewebe in
Blattstielen und die darin organisierten Gewebestrukturen zum Transport von Nähr- und Speicherstof-
fen. Dabei werden unterschiedliche Mikroskopieverfahren, Hellfeld- und Konfokalmikroskopie benutzt,
um die Eignung zur Struktur- beziehungsweise Histologiebeschreibung zu untersuchen und entwickelte
Methoden an unterschiedlichem Bildmaterial zu validieren.
Als tierische Präparate werden Mausgehirne untersucht. Hier werden biologisch relevante Strukturen
beziehungweise Zielgewebe nicht anhand ihrer Zellstruktur oder Histologie sichtbar gemacht, sondern
durch das Vorliegen bestimmter Metabolite im Stoffwechsel. Die räumliche Verteilung wird dabei durch
4
KAPITEL 1. EINLEITUNG
Einbringen von isotopendotierten Molekülen in den lebenden Organismus und Detektion der emittierten
α-Strahlung vom seriell geschnittenen Präparaten als Autoradiogramm erhalten.
Im Sinne der wissenschaftlichen Fragestellung ist es daher das Ziel, ein System zu entwickeln, welches
eine automatische Erzeugung geometrischer, dreidimensionaler Durchschnittsmodelle aus zweidimen-
sionalen Schnittbildern realisiert. Die Verarbeitung soll dabei automatisch erfolgen, die Rekonstruktion
des Probeobjektes und die Erkennung der darin vorliegenden Gewebe und Strukturen ermöglichen und
dabei robust gegenüber Störungen und Artefakten aus Bildgebung und Präparation sein.
1.2 Technische Problemstellung
Aus der Serienschnittbildgebung werden zunächst Stapel konsekutiver, zweidimensionaler Aufnahmen
der jeweiligen Schnittebene erhalten. Um eine parallele Schnittrichtung zu erhalten und entsprechen-
de Schnittdicken zu realisieren, erfolgt die Bearbeitung der fixierten Probe in einem Mikrotom. Die
erhaltenen Bildaten sollen im Sinne einer dreidimensionalen Rekonstruktion isotrop in der räumlichen
Auflösung sein, das heißt, die Schnittdicke richtet sich nach der räumlichen Auflösung der anschließen-
den Bildaufnahme. Dies können dann, wie beispielsweise bei Mäuseradiogrammen, mit einer lateralen
räumlichen Auflösung im Bereich von∼ 100µm/px lediglich wenige hundert bis hin zu einigen tausend
Schnitten bei detaillierten Hellfeldmikrographen, wie beispielsweise bei Karyopsen sein.
Die erhaltenen Einzelbilder erhalten nun in der Summe zwar ein vollständiges Abbild des dreidimensio-
nalen Objektes, jedoch ist die räumliche Korrespondenz der Bildinhalte nicht mehr gegeben. Daneben
werden durch manuellen Probentransfer und Bildaufnahme Störungen und Artefakte jeweils unabhän-
gig in einzelne Aufnahmen eingebracht. Daraus entsteht vor der eigentlichen Gewebeerkennung und
-modellierung ein komplexeres Problem für die Rekonstruktion der Objekte. Dies gilt insbesonders bei
großen Datensätzen mit mehreren tausend Einzelschnitten, nicht notwendigerweise aufgrund der zu pro-
zessierenden Datenmengen, sondern durch die intrinsische Abhängigkeit der Einzelbilder in der Rekon-
struktion. Für eine systematische Problembearbeitung muss daher zunächst geprüft werden, ob auf die
„destruktive” Schnittbildgebung zugunsten eines nativ dreidimensionalen Bildgebungsverfahrens ver-
zichtet und damit das Problem der Rekonstruktion umgangen werden kann.
1.2.1 Dreidimensionale Bildgebung in der Biologie
Dem Leser soll an dieser Stelle ein kurzer Überblick über bestehende Methoden zur (zerstörungsfreien)
dreidimensionalen Bildgebung in der Biologie gegeben werden, im Sinne einer skizzenhaften Beschrei-
bung, um die Notwendigkeit der mikroskopischen Schnittbildgebung zu motivieren und sowohl den prä-
parativ als auch rechnerisch hohen Aufwand zu begründen.
Um ein dreidimensionales Bildvolumen eines Objekts zu erhalten, sind prinzipiell zwei Ansätze möglich:
• Tomographische Verfahren, das heißt die Rücktransformation aus Projektionen durch einzelne
Ebenen
• Scanning-Verfahren, das heißt die sequentielle Abtastung von Punkten im Raum.
Zur ersten Kategorie zählen zum Beispiel OPT, Röntgen-CT, (f)MRT, PET als tomographische Verfah-
ren, basierend auf Licht- und β-Strahlung, Magnetresonanz(feldern), und α-Strahlung, aufgezählt nach
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ungefährer, absteigender räumlicher Auflösung [KRAMME, 2002]. Dabei stellt sich für eine gegebene
Klasse von Probeobjekten, Organismen oder Organen neben der Frage, wie detailliert aufgelöst werden
kann, das Problem, was anhand der jeweiligen physikalische Größe in der Probe beobachtet wird. Bei
höheren Tieren oder Menschen wird, beispielsweise mittels MRT oder CT der durch die Skelettstruk-
tur gegebene hohe Organisationsgrad des Organismus abgebildet, die Darstellung von Organen (-teilen),
Muskulatur, Knochen usw., resultierend aus unterschiedlichen Bindungen und Mengen von Atomen be-
ziehungsweise unterschiedlicher Absorption von γ-Strahlen. Unterschiedliche Gewebe oder Materialien
werden also indirekt mittels in größeren Bereichen einheitlichen Eigenschaften erkannt und nicht über
eine Bestimmung, ob nun tatsächlich Zellen des jeweiligen Gewebes vorliegen.
Die Organisation und Strukturbildung bei Pflanzen basiert auf Zellwänden, die Erkennung unterschied-
licher Gewebetypen mittels tomographischer Verfahren ist daher prinzipiell anders gelagert. Dabei ist
vor allem die zu geringe Ortsauflösung für die MRT limitierender Faktor (ca. 10-fach über der Größe
einzelner Zellen), so dass keine Darstellung einzelner Zellen und damit auch keine Gewebespezifika er-
halten werden. Dies gilt auch für die Verwendung spezieller Geräte für kleine Objekte wie beispielsweise
Hordeum Karyopsen [GLIDEWELL, 2006]. Gleiches gilt für Röntgen-CT-Verfahren, für die hochauflö-
sende Röntgentomographie (HCRT) wird beispielsweise eine Auflösung von 50µm bei der Untersu-
chung von Pflanzenorganen erhalten [STUPPY et al., 2003].
Interessante Neuentwicklungen stellen die optischen Tomographieverfahren OPT (optical projection to-
mography) und OCT (optical coherence tomography) dar: Für die Untersuchung von Entwicklungspro-
zessen in Pflanzen ist dabei insbesondere Transmissions-OPT [LEE et al., 2006] mit sichtbarem Licht
geeignet. Dabei muss jedoch eine bestimmte Lichtdurchlässigkeit des Probeobjektes gegeben sein, was
auch für optische Kohärenztomographie gilt. Die optische Tomographie liefert dabei eine wesentlich hö-
here Auflösung als beispielsweise MRT, bis hin zu wenigen µm. Verschiedene Implementierungen sind
dabei noch in der Entwicklung.
Die zweite Klasse bilden Scanning-Methoden, in erster Linie optische Messungen beziehungsweise Ex-
zitation des Probenmaterials zur Fluoreszenzbestimmung. Ein etabliertes Verfahren ist die konfokale
Laserscanning-Mikroskopie (CLSM): Mittels einer konfokalen Optik wird die Fokustiefe der Aufnah-
me festgelegt, die punktweise Beleuchtung durch eine Laserlichtquelle wird nun durch das Probeob-
jekt bewegt, um ein Volumenbild zu erhalten. Dabei kann sowohl die Autofluoreszenz der vorliegenden
Strukturen detektiert werden als auch differentielle Färbungen mit definierten Exzitationsbanden. Die
dabei erhaltene Auflösung kann bis in den Sub-Mikrometerbereich gesenkt werden, limitierend für die
Aufnahme vollständiger Probeobjekte ist dabei jedoch die Eindringtiefe der Beleuchtung. Besonders die
Autofluoreszenz der Zellwände bei Pflanzenproben für bestimmten Wellenlängenbereiche gestattet da-
bei lediglich wenige 100µm „Reichweite”. Dazu kommt es bei tiefen Fokusebenen verstärkt zu einem
„Ausbleichen” (photobleaching) der Probe, da die höheren Fokusebenen wiederholt (mit)belichtet wer-
den, was in der Summe die Darstellung histologischer Details schwierig macht.
Anhand dieses kurzen „Rundumblicks” kann gefolgert werden, dass für die Erstellung genauer, drei-
dimensionaler Gewebesegmentierungen von mikroskopischen Pflanzenobjekten die Serienschnittbildge-
bung beziehungsweise eine Modellerstellung auf Basis zweidimensionaler, histologischer Bilder not-
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wendig ist. Die Aufnahme der Schnitte selbst kann dabei mit unterschiedlichen Verfahren erfolgen. Die
Aufnahme von Hellfeldmikrographen in Verbindung mit nicht-differentiellen Färbungen ist naheliegend,
vor allem wenn bei großen Proben die Mikroskopierzeiten je Schnitt ins Gewicht fallen. Daneben können
auch mit konfokalen zweidimensionalen Aufnahmen sehr kontrastreiche Bilder erhalten werden. Nativ
dreidimensionale Bildgebungen können nach den angestellten Betrachtungen höchstens komplementär
zur Schnittbildgebung eingesetzt beziehungsweise zur Beantwortung weiterer Fragestellungen betrachtet
werden.
1.2.2 Histologische Bilddaten sich entwickelnder Hordeum vulgare Karyopsen
Im Folgenden soll kurz die Vorbereitung und Digitalisierung von Mikroskopbildern von Gerstenkary-
opsen vorgestellt werden, und zwar aus zwei Gründen: Zum einen sind diese Daten vom Umfang her
wesentlich für die Entwicklung und Validierung der entwickelten Methoden, dem Leser soll deswegen
ein Eindruck von der Gestalt des Bildmaterials gegeben werden. Daneben wird die Begründung für die
Notwendigkeit der Erstellung von Interindividualmodellen für die Gewebe anhand der gefundenen Vari-
anzen der Phänotypen dargelegt.
Gerstenkaryopsen, als Nussfrucht der Kulturgerstenpflanze Hordeum vulgare, reifen in der Ähre nach der
Bestäubung innerhalb von rund 30− 40 Tagen zum reifen Korn als Überdauerungszustand der nachfol-
genden Generation respektive als Ernteobjekt. Die Karyopse enthält in Volumenanteilen in erster Linie
Speicherstoffe, neben dem eigentlichen Embryo, zur Versorgung des Keimlings. Aus der Pflanzenbiolo-
gie ist bekannt [RADCHUK et al., 2009], dass die chemische Zusammensetzung des reifen Korns in der
frühen Entwicklung (3 − 14 DAF) determiniert wird, daneben sind für die Akkumulation der Speicher-
stoffe relevante Gewebe identifiziert [WEBER et al., 2010], Transport- und Leitgewebe, Speichergewebe
usw. . Zur Probengewinnung werden Karyopsen unter standardisierten Bedingungen gezogener Pflanzen
einer Varietät zu definierten Zeitpunkten geerntet. Dabei wird nun trotz homogener Wachstumsbedin-
gungen im Phänotyp eine bestimmte Varianz oder Biodiversität gefunden.
Für eine valide interindividuelle Modellierung muss die dabei vorliegende Diversität quantifiziert und
die gefundenen Varianzen einer Stichprobenzusammenstellung zugrunde gelegt werden. Im vorliegen-
den Fall wurden dabei die Gewichte der lediglich wenige Millimeter großen Karyopsen an den jeweili-
gen Entwicklungszeitpunkten als Kriterium verwendet. Basis sind dabei die für eine wesentlich größere
Stichprobe beobachteten Gewichtsperzentile, die Modellstichprobe wird dann entsprechend einer Abde-
ckung des 75%-Perzentils zusammengestellt.
Die eigentliche Präparation und Bildaufnahme erfolgt nun für einzelne Karyopsen. Um einen ausreichen-
den Kontrast bei der Bildaufnahme zu erhalten, ist Färbung notwendig. Neben klassischen Farbstoffen
wie Toluenblau kann mit anorganischen Kontrastmitteln, wie beispielsweise OsO4 eine sehr gute Penetra-
tion der Probe vor dem Schneiden erreicht werden. Das reduzierte Osmium verbleibt nach Waschung der
Probe als Kontrastierung in Zellwänden. Um eine Verformung während des Schneidens zu verhindern
und die Stabilität der Schnitte sicherzustellen, wird die Probe in Expoxidharz eingebettet. Die eigent-
liche Zerschneidung der Probe erfolgt in einem Mikrotom. Bei einer für die Bildaufnahme gewählten
räumlichen Auflösung etwa von 1.83µ px (bei 5-facher Vergrößerung), Schnittdicke von 3µm wird ei-
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Abbildung 1.2: Probeobjekte und Präparation: 1.2a Hordeum Karyopse vor der Präparation (7 DAF,
Balken 500µm ), 1.2b Ansicht eines Mikrotoms zur Erzeugung von Schnitten im Mikrometerbereich.
1.2c Ablation einer Karyopse (7 DAF) anhand von Modelldaten im Nutzerinterface des Herstellers. 1.2d
Gewichtsverteilung von Hordeum Karyopsen zu unterschiedlichen Entwicklungszeitpunkten.
ne Isotropie der Volumendaten ausreichend angenähert. Einzelne Einzüge der Mikroskopkamera liefern
dann wahlweise Graustufen- oder RGB-Bilder in 12 Bit je Kanal (1200 × 1600 Bildpunkte). Je nach
Größe müssen dabei je Schnitt zwei Einzüge aufgenommen werden.
Aus der Perspektive einer Automatisierung beziehungsweise automatischen Informationsverarbeitung
ist, neben großen Datenvolumen, bei Ansicht des Rohbildmaterials festzustellen, dass Qualitätsschwan-
kungen vorliegen. Die bei biologischen, „realen” Messungen inhärenten Schwankungen werden durch
die manuelle Handhabung der Proben verschärft, die Aufnahmen enthalten einen signifikanten Anteil
Artefakte und Störungen. Daneben werden durch die langen Mikroskopierzeiten für eine gesamte Probe
teilweise stark inhomogene Beleuchtungen beziehungsweise Hintergründe erhalten. Die Bildanteile der
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Abbildung 1.3: Rohbildansichten von Hordeum-Schnitten, dargestellt sind zeilenweise konsekutive
Schnittbilder aus dem Nabenbereich bei 3µm Schnittdicke und 1.84µm/px lateraler Auflösung (5 DAF
I1456 − I1504, 12-Bit Graustufen).
eigentlichen Probe zeigen dabei einen hohen Detaillierungsgrad, die Bildfunktionen sind hier keineswegs
glatt, sondern texturiert, was für mehrere Problemstellungen relevant ist.
1.3 Zielstellung und Lösungsansatz
Anhand der wissenschaftlichen Fragestellung und dieser initialen Ansicht des Bildmaterials können im
Folgenden das weitere Vorgehen und der Ansatz zur Lösung vorgeschlagen werden. Für den Verarbei-
tungsfluss des Gesamtsystems ergibt sich daher zunächst ein Schema hin zur schrittweisen Abstraktion
des Datenmaterials: von den unmittelbaren Rohbildaufnahmen zum rekonstruierten Probeobjekt, zu ei-
nem Gewebemodell und aus mehreren Gewebemodellen die Erzeugung eines Durchschnittsmodell, das
für die gesamte Probeobjektklasse Gültigkeit haben soll. Dabei sind einzelne Schritte nicht nur in Form
von „Zwischenergebnissen” relevant, sondern tragen im Rahmen der wissenschaftlichen Fragestellung
wichtige Informationen. So eröffnen beispielsweise rekonstruierte Schnittbildvolumen die Möglichkeit
einer virtuellen dreidimensionalen Mikroskopie an der intakten dreidimensionalen Probe in einer Auf-
lösung, die mit anderen Verfahren nicht zu erreichen ist (s. oben). Gleiches gilt für individuelle Ge-
webemodelle: Die grundlegende Organisation, beispielsweise der Gerstenkaryopsen, ist bekannt, ein
dreidimensionales Gewebemodell ermöglicht jedoch wesentlich genauere Ansichten und Untersuchun-
gen. Anhand des jetzigen Stands lassen sich demnach für ein System zur automatischen Erzeugung aus
Schnittbilddaten drei wesentliche Leistungsmerkmale bestimmen:
• Bildaufbereitung und Rekonstruktion eines intakten Probeobjektes:
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Abbildung 1.4: Übersicht des gesamten Verarbeitungsflusses: Die Modellbildung erfolgt anhand einer
Stichprobe. Aus den rekonstruierten Datensätzen werden Gewebemodelle, erstellt die dann in einem
interindividuellen Durchschnittsmodell zur statistischen Gewebevorhersage über die Stichprobe hinaus-
gehend verwendet werden.
– Entfernung von Bildstörungen und Artefakten und Herstellung homogener Bildeigenschaften
– Rekonstruktion des vollständigens dreidimensionalen Mikroskopbilds aus (vorverarbeiteten)
Einzelschnitten (Registrierung)
• Erkennung und Markierung von Gewebetypen im gesamten Volumen:
– Automatische Markierung vorliegender Gewebe in Schnittbildern
– Herstellung eines vollständigen, dichten Labelings auf Basis der Volumendaten (Segmentie-
rung)
– Gewebearten sind applikationsspezifisch anpassbar in Form von Referenzdaten
• Fusion individueller Daten auf Basis einzelner Gewebemodelle in ein Interindividualmodell:
– Integration von multiplen dreidimensionalen Gewebemodellen
– Herstellung statistischer Interindividualmodelle zur Gewebevorhersage
– Herstellung der Korrespondenz zu der Geometrie neuer Probeobjekte für LMD-Applikation
– (Nutzung oder Integration komplementärer Bilddaten)
Anhand der zu erwartenden Datenmengen von bis zu mehreren tausend Schnittbildern je Probeobjekt
besteht für alle Teilprobleme die Herausforderung, dass für mögliche Lösungsansätze und -verfahren
neben vorteilhaften theoretischen Eigenschaften vor allem eine Einstellung für den tatsächlichen prakti-
schen Einsatz gefunden werden kann, die heißt eine sichere, homogene und reproduzierbare Verarbeitung
mehrerer tausend Bilder innerhalb eines Datensatzes geleistet wird. Für eine Vorverarbeitung bedeutet
dies in erster Linie die Entfernung von Bildstörungen und Artefakten im aufgenommenen Präparat so-
wie der Ausgleich von Inhomogenitäten aus der Bildaufnahme selbst. Diese Schritte sind, neben der
Relevanz, aus biologischer Sicht „gute” Mikrographen zu erhalten, besonders für die Wiederherstel-
lung der Korrespondenz der Bildinhalte durch Registrierung der Schnitte wichtig: Aufgrund fehlender
geometrischer Information muss die Beziehung aus den Bildinhalten bestimmt werden, dass heißt, die
vorliegenden Intensitätswerte verglichen werden müssen und im gesamten Datensatz zueinander in Be-
ziehung gesetzt werden.
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Hauptaufgabe im Rahmen der angestrebten Automatisierung ist die Erkennung der vorliegenden Gewe-
betypen. Hier muss biologisches Expertenwissen durch geeignete Algorithmen für eine Segmentierung
nachgebildet werden, aufgrund der Datengestalt und Anzahl unterschiedlicher Gewebe ist zu erwarten,
dass mit „einfachen” Segmentierungsverfahren keine zufriedenstellenden Ergebnisse erzielt werden kön-
nen. Mögliche Ansätze müssen sowohl die lokale Gestalt von Zellen und Strukturen berücksichtigen als
auch die globale Struktur im Sinne der Organisation der Gewebe in der Probe. Dabei liegt durch die
Größe der Datensätze die Notwendigkeit für möglichst laufzeiteffiziente Algorithmen zur Gewebeseg-
mentierung vor.
Dazu wird im zweiten Teil der Arbeit, als zentraler Bestandteil des Systems, ein Modell vorgestellt, das
gegenüber bestehenden Ansätzen im Wesentlichen zwei Punkte für die Verarbeitung großer Bildstapel
adressiert: Segmentierungsrobustheit und Laufzeitkomplexität. Ausgehend von überwachten merkmals-
basierten Lernverfahren zur Gewebeerkennung und -segmentierung wird ein alternatives Modell vor-
geschlagen, das auf einer konstruktiven Beschreibung der Bildfunktion basiert. Durch diesen Ansatz
wird zunächst ein allgemeines Modell zur wechselseitigen Segmentierung und Registrierung von Bild-
stapeln entwickelt, welches eine signifikant verbesserte Segmentierungsgenauigkeit und Laufzeitkom-
plexität gegenüber dem Ausgangspunkt „überwachte Klassifikation” besitzt. Dabei wird der Bezug zu
Referenzdaten durch nicht-parametrische Deformationen beschrieben, deren Entwicklung anhand einer
Energiefunktion der lokalen Bildinhalte und einer Modellregularisierung durch einen Diffusionsansatz
gefasst und iterativ gelöst werden können. Der so gewonnene Ansatz kann daneben mit einer merkmals-
basierten Klassifikation kombiniert werden und so die Vorteile der beiden Verfahren vereinen. Durch eine
Erweiterung des Algorithmus wird die Verarbeitung nicht-rekonstruierter Eingangsdaten adressiert, und
so eine gleichzeitige Rekonstruktion und Segmentierung zur Erstellung von Gewebemodellen möglich.
Liegen Gewebemodelle vor, stellt sich die Frage nach einer geeigneten Abbildung der gefundenen struk-
turellen Varianzen: Dazu wird im letzten Teil der Arbeit eine statistische Beschreibung der dreidimensio-
nalen Gewebeverteilung auf Basis der individuellen Gewebemodelle erstellt, welche eine Vorhersage für
unbekannte Probeobjekte und eine quantitative Aussage über die Sicherheit der Gewebevorhersage lie-
fern. Dazu wird zunächst das grundlegende das Problem gelöst, dreidimensionale Gewebesegmentierun-
gen der individuellen Proben räumlich in Beziehung zu setzen. Daneben ermöglicht die vorgeschlagene
Fassung der morphologischen Diversitäten eine geeignete räumliche Visualisierung zur Beantwortung
grundlegender biologischer Fragestellungen.
Die primäre technische Anwendung ist jedoch die Ausgabe von Steuerkoordinaten für die 3-D-LMD.
Dazu müssen die Modelldaten einen Bezug zu einer realen, ungesehenen Probe erhalten, von der le-
diglich zweidimensionale Ansichten vorliegen. Vorraussetzung für die Nutzung statistischer Gewebe-
vorhersagen ist also eine finale Geometrierekonstruktion aus 2-D Bilddaten der realen Probe und deren
Registrierung mit virtuellen Modelldaten, um damit am Ende der Verarbeitungskette die Brücke zurück
„zur Realität” zu schlagen.
Daneben wurde bereits eine allgemeine, biologische Relevanz von Gewebemodellen genannt. Dies kann
beispielsweise durch Darstellung geometrischer, oberflächenbasierter 3-D Darstellung adressiert wer-
den. Die Möglichkeit, Modelldaten um komplementäre, funktionale Bildgebungen zu erweitern, ist vor
dem gleichen Hintergrund interessant, eine Datenintegration sollte dann auch automatisch erfolgen. Da-
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zu werden im letzten Kapitel der Arbeit zwei Ansätze zur Integration unterschiedlicher Bildgebungen
untersucht; ein etabliertes Verfahren und ein im Rahmen der Arbeit neu entwickelter Ansatz.
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Kapitel 2
Vorverarbeitung und Standardisierung
von Mikroskopbildern
Nach der beschriebenen Problemstellung und den gewünschten Eigenschaften einer Lösung für ein Sys-
tem zur automatischen Modellerzeugung aus zweidimensionalen Schnittbilddaten werden im folgen-
den Kapitel die Eigenschaften des vorliegenden Bildmaterials näher untersucht. Dabei stellt sich für
die Entwicklung des Gesamtsystems besonders die Frage nach der Datenqualität beziehungsweise einer
notwendigen Vorverarbeitung und Standardisierung der Rohbilder. In den folgenden Abschnitten wird
daher auf vorliegende Probleme im Bildmaterial eingegangen, die verwendeten Ansätze sind dabei für
unterschiedliche Bildgebungsverfahren und Probeobjekte anwendbar. Durch die Vorverarbeitung sollen
insbesondere zwei Ziele adressiert werden:
1. Verbesserung der Bildqualität zur Beantwortung der biologischen Fragestellung.
2. Standardisierung der Datenqualität für die Optimierung der automatischen Verarbeitung bezie-
hungsweise, um diese zu ermöglichen.
Im Bildmaterial liegen unterschiedliche Arten von Störungen vor, die aus Präparation, Probenbehand-
lung und Bildaufnahme resultieren. Im Folgenden wird zunächst darauf eingegangen, wie Bilder in eine
geeignete Form für die Weiterverarbeitung überführt werden können.
Elementar ist dabei eine optimale Quantisierung der Dynamik der Bildintensitäten, die durch eine bimo-
dale Histogrammanpassung erreicht wird. Ein essentieller Schritt ist die Bildkomposition der vollstän-
digen Objektaufnahmen aus Teilbildern. Anhand der Phasenkorrelation wird der zunächst unbekannte
Versatz aus den Bildinhalten bestimmt und zur korrekten Abbildung der Bildteile benutzt. Eine artefakt-
freie Bildkomposition wird anschließend durch eine Waveletsynthese aus unterschiedlichen Signalantei-
len der Teilbilder erzielt.
Die Trennung von Bildhintergrund gegenüber dem eigentlichen Probeobjekt stellt vor allem bezüglich
Punkt 2 einen wichtigen Schritt für die Lösung der Probleme Rekonstruktion und Segmentierung dar.
Hier wurden zwei unterschiedliche Ansätze verfolgt: Eine Segmentierung mittels morphologischer Ope-
ratoren und vorhergehender Kantendetektion [BOLLENBECK und SEIFFERT, 2008] und durch aktive
Konturmodelle in einem variationellen Ansatz [BOLLENBECK und SEIFFERT, 2009]. Dabei wird ein
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Mehrskalenansatz eingesetzt, um die nötige Laufzeiteffizienz des Verfahrens im Vergleich zum filterba-
sierten Ansatz zu erhalten.
Allgemein bestehen für alle Verarbeitungsschritte hohe Anforderungen an die Verarbeitungsgeschwin-
digkeit, da auch bei paralleler Verarbeitung die typischen Datensatzgrößen im Gigabytebereich zu inak-
zeptablen Laufzeiten führen können. Durch die intrinsische Abhängigkeit der Daten liegt darüber hin-
aus besonderes Augenmerk auf der Sicherheit beziehungsweise der Robustheit der Verarbeitungschritte:
Während in Auswertungssystemen Fehlerraten von 1% meist als akzeptabel betrachtet werden können,
werden in der Modellerzeugung Fehler in Einzelbildern in die dreidimensionalen Daten propagiert, so
dass einzelne „schlechte” Präparate oder Aufnahmen in einem Datensatz mehrerer tausend Bilder bereits
zu einer stark reduzierten Qualität des Gesamtergebnisses führen können. Durch die Standardisierung
der Objektgeometrien wird abschließend dann bereits auf das Problem der dreidimensionalen Rekon-
struktion und der Gewebesegmentierung übergeleitet, welches Gegenstand der darauf folgenden Kapitel
sein wird.
2.1 Abbildung und Ausgleich von RGB-Bildern
Beim Einsatz bildgebender Verfahren zur Beantwortung einer wissenschaftlichen Fragestellung sollte
versucht werden, ein maximal vollständiges Abbild der experimentellen Realität zu erhalten, welches
im Rahmen des Bildgebungsverfahrens möglich ist. Da in dieser Arbeit zu einem großen Teil Hellfeld-
Mikroskopiedaten behandelt werden, werden im Folgenden Bildaufnahmen sichtbaren Lichts betrachtet.
Wird also elektromagnetische Strahlung zwischen 380 und 780 nm Wellenlänge aufgenommen, so wür-
de eine ideale „realitätsgetreue” Abbildung aus einer beliebig detaillierten räumlichen Verteilung spek-
traler Leistungsdichten über einem kontinuierlichen Wellenlängenbereich der vom aufgenommenen Ob-
jekt ausgehenden Strahldichte oder Radianz bestehen.
Diese Abbildung ist natürlich nicht verfügbar: Räumliche, optische und spektrale Auflösung sind be-
grenzt und das „Realitätsabbild” besteht tatsächlich aus einer begrenzten Zahl spektraler Bänder, deren
Strahldichte höchstens innerhalb der Abbe’schen Auflösungsgrenze räumlich abgetastet und in diskreten
Stufen quantisiert wird. In üblichen Systemen verfügbare Sensoren, etwa CMOS- oder CCD-Wandler
des Bayer-Typs, nehmen RGB-Bilder auf, in denen die spektrale Zusammensetzung des Lichtes, wel-
che beim Menschen die Farbempfindung hervorruft, in drei Kanälen für rote, grüne und blaue Anteile
approximiert ist (Abb. 2.1). Aus Sicht des Experimentators ist es sinnvoll, daher zunächst diese schon
stark verkürzende Repräsentation zu verwenden, und Farbbilder aufzunehmen unabhängig davon, ob das
betrachtete Objekt und dessen Digitalisierung innerhalb der spektralen Zusammensetzung tatsächlich re-
levante Informationen birgt.
Der Prozess der Digitalisierung der gefundenen Strahlung selbst, als ein „Abbilden” auf eine digitale
Speicherungsform, ist variabel: zum einen in der numerischen Beschreibung der physikalischen Beob-
achtung, zum anderen durch Störungen und Schwankungen im bildgebenden System. Der diskrete Dy-
namikbereich, auf die ein Sensor abbildet, muss daher eine optimale Darstellung im betrachteten Wellen-
längenbereich liefern, vor allem, um die Homogenität zwischen Daten, die mit identischen Parametern
erfasst werden sollen, für die weitere Verarbeitung sicherzustellen. In der Bildvorverarbeitung sollte da-
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Abbildung 2.1: Phänomen Farbsehen: Spektrale Leistungsdichten rufen bei Menschen Farbempfindun-
gen hervor. Die CIE-Normwertkurven1 2.1a sind Referenz für drei Grundfarben, anhand derer die tat-
sächliche spektrale Zusammensetzung 2.1b approximiert wird. Hier dargestellt durch einige Bildpunkt-
spektren einer Hyperspektralaufnahme eines Blattes mit 160 Spektralbändern und das anhand der CIE-
Norm daraus errechnete dreikanalige RGB-Farbbild 2.1c.
her untersucht werden, ob und gegebenenfalls wie eine Korrektur der aufgenommenen Bildintensitäten
erfolgen kann.
2.1.1 Farbraumanalyse
Ob Farbinformationen für die weitere Verarbeitung relevant sind, ist stark applikationspezifisch. Werden
in der Biologie etwa differentielle Färbungen zur Präparation verwendet, sind Farbbilder in der Verar-
beitung natürlich zwingend. In nicht-differentiellen Färbungen oder Kontrastierung von Präparaten muss
Farbe nicht notwendigerweise ein Informationsträger sein, sondern lediglich die über alle Bänder aggre-
gierte Strahlungsintensität im entsprechenden einkanaligen Graustufenbild.
Allgemein stellt die Farbbildverarbeitung die Herausforderung, dass ihre Grundelemente vektorwertig
sind und daher keine Ordnungsrelation besitzen. Da das Mehr oder Weniger jedoch die Grundlage vie-
ler Fragestellungen und algorithmischer Ansätze ist, muss die mathematische Fassung vieler Probleme
auf zusätzliche Konstrukte, mit denen eine Ordnungsrelation hergestellt wird, zurückgreifen. Für vektor-
oder auch für tensorwertige Bilder sind solche Funktionen vorgeschlagen worden, um Operationen, die
einen Ordnungskegel benötigen, zu realisieren [STRICKER und ORENGO, 1995, WEICKERT und HA-
GEN, 2006]. Diese sind jedoch im Allgemeinen applikationsspezifisch.
Sind Farbinformationen irrelevant, sind daher skalare Intensitäts- oder Grauwertdarstellungen für eine
weitere Verarbeitung vorteilhaft. Daher sollten im Sinne einer objektiven und unvohereingenommenen
Herangehensweise zunächst Farbbilder aufgenommen und dann untersucht werden, ob und gegebenen-
falls in welchem Umfang die spektrale Zusammensetzung Information im Rahmen der Fragestellung
trägt. Anhand der Aufnahmen von seriellen Dünnschnitten sich entwickelnder Hordeum vulgare Kary-
opsen soll im Folgenden beispielhaft untersucht werden, inwieweit der sogenannte Farbraum informativ
1Commission Internationale de l’Éclairage, internationaler Standard für Colormetrie und Farbdarstellung,
http://www.cie.co.at/, Stand Aug. 2010
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ist, und wie gegebenenfalls eine sinnvolle Transformation in eine skalare Bildfunktion erfolgen kann.
Die Gesamtheit der in den Abtastpunkten des Bildbereichs Ω vorliegenden Farbwerte, etwa in RGB-
Repräsentation I : Ω 7→ R3, besitzt, unabhängig von dem räumlichen Zusammenhang der Abtastpunkte,
eine Verteilung im Farbraum. Es existiert also eine multivariate Dichte, die für grundlegende Aussagen
über Farbinformation betrachtet werden muss: Eine starke Korrelation der einzelnen Farbkanäle deutet
grundlegend darauf hin, dass ein geringer Informationsgehalt vorliegt und eine Transformation des Bil-
des auf eine eindimensionale Darstellung zu einem geringen Informationsverlust führt.
Abbildung 2.2 zeigt die Verteilung der Bildpunkte einer Hordeum Aufnahme im RGB-Farbraum. Hier
wird zunächst visuell erkennbar, dass die Farbkanäle im gesamten Intervall stark korreliert sind, und so-
mit lediglich die Gesamtintensität der aufgenommenen Strahlung informativ ist. Entsprechend wird eine
hohe Korrelation als linearer Korrelationskoeffizient von mindestens rij ≥ 0.985 zwischen den Punkten
in den einzelnen Farbkanälen i, j dieses Bildes erhalten.
Eine Transformation in eine skalares (Graustufen-)Bild für die weitere Verarbeitung ist damit mit einem
geringen Informationsverlust verbunden und wünschenswert. Allgemein ist eine solche Abbildung als
Projektion der Punkte aus R3 auf eine Gerade nicht eindeutig bestimmt. Beispielsweise kann eine opti-
male Darstellung durch eine abbildende Gerade mit minimalem mittlerem Abstand zu denRGB-Werten
erhalten werden, wie in Abbildung 2.2b dargestellt. Hinsichtlich der Erhaltung der Varianz ist diese Ab-
bildung günstig, jedoch für jedes einzelne Bild spezifisch.
Die Transformation der RGB-Darstellung in den sogenannten YUV Farbraum realisiert eine Trennung
der Bildanteile in Kanäle für je die Intensitäts- oder Helligkeitskomponente und der Farbinformation
in die sogenannten Luminanz- und Chrominanz-Anteile [VALENSI, 1958] 2. Die RGB- und YAB-Farb-
raumdarstellung sind theoretisch durch lineare Abbildung ineinander überführbar. Tatsächlich liefern
heute digitale Sensoren jedoch keine lineare Quantisierung der vorliegenden Leuchtdichten, sondern nut-
zen zur Dynamikerhöhung eine exponentielle Intensitätsskala, die zunächst ausgeglichen werden muss
[POYNTON, 2003, JÄHNE, 2005]; korrekt wird der Helligkeitswert daher mit Luma Y ′ und die Farbinfor-
mation mit CB, CR bezeichnet. Für Y ′, als Linearkombination der RGB-Werte, und einer differentiellen
Farbrepräsentation aus den drei RGB-Kanälen in CB, CR ergibt sich für die Abbildung zwischen beiden
Räumen  Y
′
CB
CR

 1.0000 0.9560 0.62101.0000 −0.2720 −0.6470
1.0000 −1.1060 1.7030
 :=
 RG
B
 (2.1)
beziehungsweise IRGBT−1 = IY ′CBCR für die inverse Abbildung. Die Lumakomponente
Y ′ := 0.2989R+ 0.5870G+ 0.1140B (2.2)
als approximierte Luminanz liefert dann die Projektion der RGB-Darstellung auf ein skalares Graustu-
fenbild. Der Informationsverlust bei der Abbildung auf Y ′ ist meist nicht minimal, wie in Abbildung
2VALENSI hat mit der Erfindung eines mit beiden Darstellungen kompatiblen Signals wahrscheinlich maßgeblich die Ver-
breitung des Farbfernsehens gegenüber dem Schwarzweißsehen befördert.
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(a) (b)
Abbildung 2.2: Verteilung der Bildpunkte im RGB-Farbraum: 2.2a und 2.2b zeigen Farbe und Position
der Bildpunkte einer Hordeum-Aufnahme im RGB-Raum. 2.2a optimale Abbildung, 2.2b Abbildung
auf Luma-Komponente der YAB-Repräsentation. Zur Verdeutlichung der Dichten sind Hilfspunkte mit
gleichabständiger Varianz dargestellt.
2.2 dargestellt. Durch eine solche konstante Transformation wird jedoch die Vergleichbarkeit zwischen
einzelnen Bildern gewährleistet und zudem eine der menschlichen Wahrnehmung geeignete Darstellung
erhalten.
2.1.2 Intensitätsausgleich
Die in digitalen Bildern durch den Sensor auf die Abtastpunkte integrierten Quantitäten, etwa von Quan-
ten elektromagnetischer Strahlung bei der Lichtmikroskopie oder Radiogrammen, oder auch indirekt
ermittelte Größen wie etwa bei Magnetresonanztomographen oder Massenspektrometriebildern (s. Ka-
pitel 7) besitzen einen bestimmten Dynamikumfang. Auch bei optimalen Parametern des bildgebenden
Systems, von Optiken, Belichtungs- und Integrationszeiten des Sensors usw., besteht generell die Mög-
lichkeit, dass der dynamische Bereich der relevanten Messwerte den dynamischen Bereich der Digita-
lisierung nicht voll ausschöpft. Bei einer gegebenen Anzahl Quantisierungsstufen, etwa 12 oder 16 Bit,
steht dann für die eigentliche Bildinformation eine wesentlich reduzierte Auflösung zur Verfügung. Für
eine maschinelle Weiterverarbeitung, die mit dem technisch gegebenen Quantisierungintervall erfolgt,
sind dann große Bereiche der Auflösung bestenfalls uninformativ beziehungsweise nachteilig, wenn zu-
sätzlich zwischen einzelnen Bildern Schwankungen existieren. Wünschenswert sind daher Operatoren,
die Intensitäten so transformieren, dass der gesamte dynamische Bereich der digitalen Bildrepräsentation
ausgenutzt wird.
Interessiert zunächst nur die Grauwertedynamik selbst, ist die Transformation, unabhängig von der Po-
sition und Nachbarschaft des Bildpunktes, ein homogener Punktoperator
I∗(x) = r∗ = T (r) = T (I(x)). (2.3)
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Solche homogenen Transformationen sind allgemein monoton über dem Grauwertbereich, z.B. lineare
oder Potenzfunktionen (als sogenannte γ-Korrektur), aber nicht notwendigerweise umkehrbar. Im Dis-
kreten wird durch Darstellung der Transformationsfunktion, der sogenannten Transformationskennlinie,
über dem Bildhistogramm des Bildes das Verhalten der entsprechenden Punktoperation beschrieben.
Soll der zur Verfügung stehende Dynamikbereich nicht nur voll ausgeschöpft, wie etwa bei einer Histo-
grammspreizung mit linearer oder logarithmischer Transformationskennlinie, sondern optimal zur Quan-
tisierung ausgenutzt werden, müssen die Häufigkeiten der auftretenden Grauwerte in der Transformati-
onsfunktion berücksichtigt werden – das heißt, Graustufen, die entsprechend große Bereiche im Bild
ausmachen, aber lediglich eine geringe Dynamik aufweisen, werden gespreizt und umgekehrt gestaucht.
Betrachtet man dazu zunächst kontinuierliche Grauwerte r ∈ [0, 1] als Zufallsvariable mit der Wahr-
scheinlichkeitsdichte pr(r) ihres Auftretens im Bild und setzt die kumulierte Verteilung selbst als Trans-
formationsfunktion
r∗ = T (r) =
∫ r
0
pr(ω)dω (2.4)
wird für die Dichte der transformierten Grauwerte pr∗ = pr |dr/dr∗| gerade eine Gleichverteilung er-
halten, das Intervall [0, 1] wird also optimal zur Quantisierung genutzt [GONZALEZ und WOODS, 2007].
Für diskrete Grauwerte r ∈ {0, . . . , Q} wird die Transformation direkt aus dem kumulativen Histo-
gramm der Grauwerte erhalten
pr(rk) =
nk
n
k = 1, . . . , Q (2.5)
r∗k = T (rk) =
k∑
j=0
pr(rk). (2.6)
Dieser diskrete Gegenpart der Abbildung aus Gleichung 2.4 erhält nun zunächst nicht mehr die Eigen-
schaft der Gleichverteilung, da durch die Quantisierung Grauwerte bei steilen Steigungen der Transfor-
mationskennlinie nicht entsprechend separiert werden können. Betrachtet man jedoch deren kumulierte
Verteilung, so wird mit der gegebenen Auflösung die Identitätsfunktion als kumulative Verteilung appro-
ximiert, das Histogramm ist tatsächlich ausgeglichen, das heißt, eine Histogrammäquilisation erreicht.
Durch Erhöhung der Quantisierungsauflösung sinkt der mittlere Fehler∑
k
|c (T (rk))− c0| Q→∞= 0 (2.7)
entsprechend asymptotisch.
Die Methode der Histogrammäquilisation kann prinzipiell erweitert werden, so dass durch die Trans-
formation Grauwerte nicht nur eine gleichverteilte, sondern eine beliebige vorgegebene Dichtefunktion
annähern: Für r, r∗ ∈ [0, 1] mit der Dichte pr und der gewünschten Dichte pr∗ des transformierten Bildes
ist
H(r∗) =
∫ r∗
0
pr∗(ω)dω r
∗ =
∫ r
0
pr(ω)dω = T (r), (2.8)
also die Transformation, die die gewünschte Verteilung in eine Gleichverteilte transformiert. Dann wird
durch die inverse Transformation H−1 der gleichverteilt transformierten Grauwerte
r∗ = H−1 (T (r)) (2.9)
20
KAPITEL 2. VORVERARBEITUNG UND STANDARDISIERUNG VON MIKROSKOPBILDERN
0 2550
2
4
6
8
10
12
14 x 10
4
(a)
0 2550
2
4
6
8
10
12
14 x 10
4
(b)
0 2550
2
4
6
8
10
12
14 x 10
4
(c) (d) (e)
Abbildung 2.3: Histogrammanpassung zur Verbesserung der Grauwertdynamiken: 2.3a Histogramm und
kumulative Verteilung des Eingangsbildes (Hordeum vulgare Dünnschnitt), 2.3b die Histogrammequi-
lisation liefert zwar ein der Gleichverteilung angenähertes Histogramm bzw. eine identische kumula-
tive Verteilung, 2.3c durch die „Zweiteilung” der Bildanteile in Vorder- und Hintergrund wird durch
Histogrammanpassung auf eine biomodale Gaußverteilung (ohne Ordinatenbeschr., µ1 = 0.15, σ1 =
0.05, µ2 = 0.75, σ2 = .05, c1 = 0.58, c2 = 0.41) ein besseres Ergebnis erzielt (2.3d vs. 2.3e).
gerade die Dichte pr∗ erhalten. Die diskrete Entsprechung gleicht dann Gleichung 2.6, solange die H
invertierbar, also eine kumulierte Verteilung ist.
Sind mögliche Tendenzen der Grauwerte a priori bekannt, werden mit einem spezifischen Ansatz für
eine solche Histogrammanpassung bessere Ergebnisse erzielt (vgl. [WONGSRITONG et al., 1998]). Lie-
gen beispielsweise zwei distinkte Objekte unterschiedlicher Reflektion oder Vorder- und Hintergrund
im Bild vor, liefert die Abbildung hin auf eine Gleichverteilung dann unzufriedenstellende Ergebnisse.
Durch Annahme einer entsprechend multimodalen Verteilung, beispielsweise einer bimodalen gaußschen
Dichtefunktion
f(r; Φ) :=
2∑
i=1
Pipi(r) =
2∑
i=1
ci
1
σi
√
2pi
e
(
1
2
(
r−µi
σi
)2)
(2.10)
zur Histogrammanpassung, wird eine verbesserte Transformation der Grauwerte hin auf eine optimale
Dynamik in jeweils beiden Bereichen erhalten.
Abbildung 2.3 zeigt die Histogrammanpassung anhand der Transformation eines Durchlichtmikrogra-
phen eines Gerstendünnschnittes mit einem bimodalen Ansatz. Während die Histogrammequalisiation
zwar eine angenäherte Gleichverteilung der Grauwerte liefert (2.3b), werden durch die Histogramman-
passung mittels einer bimodalen Gaußverteilung (2.3c) die tatsächlichen Gegebenheiten im aufgenom-
menen Präparat besser abgebildet (2.3d vs. 2.3e).
Homogene Punktoperatoren können effizient durch Lookup-Tabellen (LUT) implementiert werden:
Durch die Unabhängigkeit der Abbildung von der jeweiligen Bildposition wird die Transformation für
alle Quantisierungsstufen im Vorhinein berechnet, die entsprechende Abbildung besteht dann nur noch
aus dem Nachschlagen des jeweiligen Grauwertes. Durch eine LUT-Anwendung kann dann auch eine
kompakte Möglichkeit zu einer optimalen Unterabtastung des dynamischen Bereiches realisiert werden:
So können beispielsweise proprietäre Bildformate von Bildgebungssystemen (etwa 12-Bit Bilder aus
Mikroskop-Software) in eine (gängigere) optimale 8-Bit Quantisierung transformiert werden.
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2.2 Bildkomposition aus Teilbildern
Bedingt durch die physikalischen Voraussetzungen eines bildgebenden Verfahrens oder Eigenschaften
des spezifischen Sensors, kann eine räumliche oder optische Auflösung des Bildes nicht immer mit-
tels eines einzelnen Einzugs des Sensors erhalten werden. Bei durchlichtmikroskopischen Aufnahmen
können, bei gegebener Vergrößerung und Öffnungswinkel, entsprechend dem gewünschten Abstand der
Bildgitterpunkte und Auflösung des Bildwandlers, Objekte nicht mehr vollständig mit einem einzelnen
Einzug aufgenommen werden: Bei der Aufnahme histologischer Schnitte von Hordeum Karyopsen zu
späteren Entwicklungszeitpunkten (> 10 DAF) werden nicht mehr die vollständigen Querschnitte bei
einer Auflösung von 1.83µm mit einem 1600 × 1200 Bildpunkte großen Einzug der Mikroskopkamera
erfasst.
Das Gesamtbild eines Querschnitts muss in diesem Fall aus Teilbildern unterschiedlicher Aufnahme-
positionen zusammengesetzt werden. Für die Komposition eines Gesamtbildes ist daher zunächst die
Kenntnis der Aufnahmepositionen der Teilbilder und deren Abbildung in das Koordinatensystem des
Gesamtbildes nötig. Im Falle histologischer Schnittbilder werden die Querschnitte auf dem Objektträger
manuell in den Bildbereich gebracht und photographiert. Während eine manuelle Erfassung der Bewe-
gung des Mikroskoptisches zwischen den Aufnahmen zu ungenau und zu zeitaufwendig ist, andererseits
genaue Positionsangaben wie etwa bei motorisierten Tischen für die Bildrekonstruktion nötig sind, müs-
sen die Aufnahmeposition bzw. -verschiebungen aus den Bildinhalten selbst errechnet werden. Voraus-
setzung dafür ist, dass manuelle Aufnahmen mit einem Überlapp aufgenommen werden.
Für die Erstellung solcher Mosaikbilder lautet dann die algorithmische Problemstellung, eine Koordina-
tentransformation zu finden, die gemeinsame Bildinhalte der Teilbilder zur Deckung bringt, um anschlie-
ßend Teilbilder in einen gemeinsamen Bildbereich abzubilden und Bildintensitäten zusammenzuführen.
Da eine Diskrepanz zwischen gewünschter Auflösung und Limitationen der Bildgebung vielen Anwen-
dungen beinahe inhärent ist, gehört die Erstellung von Mosaikbildern zu einem prominenten Problem
und wurde lange vor der Verfügbarkeit digitaler Verarbeitung adressiert (vgl. [WOLF, 1983]). Mit der
Verfügbarkeit digitaler Bilder und deren Verarbeitung sind unterschiedliche Anwendungen und Algo-
rithmen aus dem Problem der Bildkachelung hervorgegangen, zur Abgrenzung der Methodik seien hier
neben eben der Bildsynthese aus Einzelbildern Methoden zur Bewegungsschätzung, Geometrierekon-
struktion usw. aus Bildfolgen erwähnt.
Die Formulierung des Mosaikproblems gliedert sich in drei Komponenten:
• Bestimmung der Transformationsfunktion
• Finden der Transformationsparameter
• Komposition des neuen Gesamtbilds.
Beim vorliegenden Problem bestehen Transformationen, unter der Annahme, dass optische Abbildungs-
fehler vernachlässigbar sind, lediglich aus Translationen t ∈ R2 in der Ebene das heißt ein Bildpunkt
x ∈ Ω ⊂ R2 wird gemäß (
x′
y′
)
=
(
x
y
)
+
(
t1
t2
)
(2.11)
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Abbildung 2.4: Komposition von Mosaikbildern aus überlappenden Teilbildern: zwei typische histologi-
sche Aufnahmen, bestehend aus zwei Teilbildern und entsprechendem Mosaikbilder.
abgebildet.
Zur Schätzung der Transformationsparameter, d.h. zur Registrierung der Teilbilder, schlagen ZITOVÁ et
al. [ZITOVÁ und FLUSSER, 2003] eine Klassifizierung von Algorithmen in flächen- oder merkmalsba-
sierte Ansätze vor: Verfahren, die auf dem Vergleich zwei- oder mehrdimensionaler Bildintensitäten ba-
sieren, gegenüber Ansätzen mittels Erkennung von eindeutigen Objekten oder Landmarken zur Bestim-
mung einer Korrespondenz. Landmarkenbasierte Verfahren besitzen den Vorteil geringer rechnerischer
Komplexität bezüglich der Lösbarkeit des Korrespondenzproblems zwischen den beiden Punktmengen
der Landmarken, die Bestimmung eindeutiger Kontrollpunkte ist jedoch besonders bei biomedizinischen
Bildern aufwendig bzw. fehleranfällig. Intensitätsbasierte Verfahren bieten hier größere Robustheit, da
die direkte Korrespondenz der Bildinhalte maximiert wird.
2.2.1 Phasenkorrelation und Shift-Peak Findung
Bildtransformationen im Ortsraum besitzen ihr entsprechendes Gegenstück im Frequenzraum. Das Re-
gistrierungsproblem kann dementsprechend für die Fourierdarstellung FI1(u),FI2(u) von Bildern
I1(x), I2(x):Ω ⊂ R2 7→ R formuliert werden [KUGLIN und HINES, 1975, DE CASTRO und MORAN-
DI, 1987].
Bestehen Transformationen aus Translationen in der Bildebene, kann der shift (∆x,∆y) aus der Phasen-
korrelation im Frequenzraum (phase correlation method, PCM) erhalten werden: Nach dem Verschie-
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Abbildung 2.5: Phasenkorrelation zur Bestimmung des shifts zwischen zwei Teilbildern aus Abbildung
2.4: Das normalisieren Kreuzleistungsspektrum nimmt sein Maximum bei (∆x,∆y) an. Durch die
Selbstähnlichkeit (d.h. Textur) der Bilder liegt bei weiteren Verschiebungen eine relativ hohe Phasen-
korrelation vor.
bungssatz der Fouriertransformation (Fourier shift theorem, [BRACEWELL und KAHN, 1966]) entspricht
eine (zirkuläre) Verschiebung im Ortsraum der m× n großen Bilder
I1(x, y) = I2 ((x−∆x) mod m, (y −∆y) mod n) (2.12)
einem Phasenfaktor im Frequenzraum
FI1(u, v) = FI2(u, v)e
−2pii(u∆xM + v∆yn )
FI1(u, v)
FI2(u, v)
= e−2pii(
u∆x
M
+ v∆y
n ). (2.13)
Die Verschiebung im Ortsraum ergibt sich aus der inversen Fouriertransformation des normalisierten
Kreuzleistungsspektrums von FI1(u, v) und FI2(u, v), d.h. der Korrelation der Bilder mit |F | = 1
FI1(u, v) ∗ FI2(u, v)
|FI1(u, v) ∗ FI2(u, v)|
= e−2pii(
u∆x
M
+ v∆y
n )
F−1
(
FI1(u, v) ∗ FI2(u, v)
|FI1(u, v) ∗ FI2(u, v)|
)
= F−1
(
e−2pii(
u∆x
M
+ v∆y
n )
)
= δ(∆x,∆y) (2.14)
als Dirac δ-Verteilung um (∆x,∆y). In der Anwendung treten finite Transformationen an die Stelle der
kontinuierlichen Transformationen, und durch die inverse Fouriertransformation wird ein Einheitsimpuls
an (∆x,∆y) erhalten, so dass die Transformationsparameter direkt durch
(∆x,∆y) = argmax
x,y
F−1
(
FI1(u, v)FI2(u, v)
|FI1(u, v) ∗ FI2(u, v)|
)
(2.15)
erhalten werden.
2.2.2 Bildfusion und Komposition von Mikroskopbildern mittels PCM
In der Praxis ist I1 nicht, wie oben angenommen, eine zirkulär verschobene Kopie von I2, sondern ei-
ne lineare Verschiebung eines Teilbildes, d.h. des gemeinsamen Bildbereiches beider Bilder. In diesen
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Fällen erhält die Oberfläche der Korrelationsfunktion nicht mehr die Form einer Deltafunktion. Durch
Einbettung in einen uniformen, flachen Hintergrund so, dass alle Bilddetails vom Rand des Bildbereiches
entfernt liegen, gilt Gleichung 2.15 weiterhin und der shift zwischen überlappenden Mikroskopbildern
aus dem Maximum der Korrelationsfunktion erhalten wird.
Die Bestimmung der geometrischen Korrespondenz von Bildpunkten liefert zunächst nur die grundlegen-
den Informationen für die Rekonstruktion des Gesamtbildes. Für die Zusammenführung der Bildinhalte
in das Gesamtbild müssen Intensitäten aus den jeweiligen Teilbildern auf einen neuen Grauwert abgebil-
det werden. Radiometrische Varianzen aus der Bildgebung führen zu Inkonsistenzen wie etwa Rauschen
oder inhomogenen Bildhintergründen und bei konstanter Superposition der Grauwerte zu Artefakten wie
Kanten und unscharfen Regionen.
Adaptive Intensitätsabbildungen durch sogenanntes blending der Bildintensitäten addressieren eine ar-
tefaktfreie Zusammenführung in das Mosaikbild, das heißt, für überlappende Regionen ω (s. Abb. 2.6)
muss eine Abbildung B : ω ⊂ R2 7→ R zur gewichteten Komposition der Grauwerte im Mosaikbild M
definiert werden
M(x) := B(x′)I1(x) + (1−B(x′))I2(x + ∆x). (2.16)
Abhängig vom Bildbereich von B teilen GRACIAS et al. [GRACIAS et al., 2009] blending Algorithmen
in zwei Gruppen ein: transition smoothing für Funktionen mit kontinuierlichem, und optimal seam fin-
ding mit binärem Bildbereich. Während optimal seam finding die Annahme eindeutiger Objekte oder
Gruppierung der Bildinhalte zur Basis der Bildzusammenführung macht, können transition-smoothing
basierte Ansätze diesbezüglich als unvoreingenommen betrachtet werden, da lediglich die geometrischen
Eigenschaften der Bildgebung als Grundlage dienen und damit für die Verarbeitung und Analyse von
biomedizinischen Bilddaten geeigneter sind.
BURT und ADELSON fordern in ihrer initialen Arbeit zu transition smoothing [BURT und ADELSON,
1983] unterschiedliche Übergangsfunktionen für unterschiedliche Frequenzanteile der Bilder. Teilbil-
der werden dazu zunächst in Bandpass gefilterte Komponentenbilder zerlegt und Bildkomponenten der
jeweiligen Frequenzen im Ortsraum zu einem Mosaikbild zusammengeführt, wobei die Übergangsfunk-
tion proportional der jeweiligen Frequenz parametriert wird. Der Übergang wird so an die Skale entspre-
chender Bildinhalte angepasst; grobe Strukturen können mit Transitionsfunktionen mit großem Support
ineinander überführt werden, ohne dass Details und kleinere Strukturen ungenau dargestellt werden.
Der von BURT und ADELSON zunächst aus der Anschauung im Ortsraum entwickelte Ansatz, Bilder an-
hand von Subbändern oder Skalen zu verarbeiten, ist mit der Wavelettheorie und Wavelettransformation
in der Signalverarbeitung formalisiert worden. Die Waveletdekomposition, basierend auf der Darstellung
eines Signals durch skalierte und translatierte Versionen einer Basisfunktion mit endlichem Träger, hat
durch die Einführung geeigneter Waveletfunktionen [DAUBECHIES, 1988] und Entwicklung der schnel-
len Wavelettransformation (FWT) zur diskreten Multiskalenanalyse durch MEYER [MEYER, 1992] und
DAUBECHIES und COHEN [COHEN et al., 1993] [DAUBECHIES und SWELDENS, 1998] in der Signal-
verarbeitung große Bedeutung erlangt.3
3Für eine Einführung in die Signalverarbeitung mit Wavelets sei der Leser an dieser Stelle zunächst an die Referenz [BERGH
et al., 2007] bzw. an Anhang A verwiesen. Die Waveletzerlegung wird in Abschnitt 4.1.3 erneut im Kontext der Bildsegmen-
tierung aufgegriffen.
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Der Motivation von BURT und ADELSON folgend, ist der Multiskalenansatz auf Basis von Waveletzerle-
gung von HSU und WU [HSU und WU, 1996] für das blending von Bildinhalten vorgeschlagen worden:
Die Sequenzen der erhaltenen Waveletkoeffizienten entsprechenden Skalen und Orientierungen werden
direkt anhand der Multiskalendarstellung einer Blendingfunktion zusammengeführt, und dann zur Syn-
these des fusionierten Bildes benutzt.
SU et al. [SU et al., 2004] umgehen den Einflus des verwendeten Synthesefilter auf die Bildfusion, in-
dem bei einer Multiskalendarstellung Bilder I1(x), I2(x) in die N Unteraumbilder der Skalen 2j , j =
1, . . . , N abgebildet werden und durch Summation der Skalenraumdarstellung das fusionierte Bild er-
halten wird. Eine Zusammenfassung zur Multiskalenanalyse durch diskrete Wavelettransformation ist in
Anhang A zu finden.
Bezeichnen
I1,j(x), I2,j(x+ ∆x), mit x ∈ ω (2.17)
die Skalendarstellungen von I1, I2 in der Region ω der Skale j, wird das fusionierte Bild durch Summa-
tion
M(x′) =
N∑
j=1
Bj(x
′)I1,j(x) + (1−Bj(x′))I2,j(x+ ∆x) (2.18)
erhalten.
Die in der Literatur übliche und in [BURT und ADELSON, 1983, HSU und WU, 1996, SU et al., 2004]
vereinfachende Annahme einer gegebenen links-rechts Anordnung von Teilbildern und entsprechend
eindimensionalen Übergangsfunktionen in der Mosaikregion ω, muß in der Anwendung verallgemeinert
werden.
Der Wertebereich der Bj wird daher aus der Distanztransformation von ω bezüglich R\ω erhalten, das
heißt die Gewichtung der Signalanteile basiert auf dem euklidischen Abstand der Bildpunkte in ω zu den
nicht überlappenden Bereichen von I1 bzw. I2
Bj(x
′) := f
(
d(x′); j
)
mit d(x′) := min
x∈I1\ω
‖x′ − x‖. (2.19)
und
f (x; j) :=

1 für x < − 2j
p,j − 2j < x < + 2j
0 für x > + 2j
(2.20)
mit  := maxx∈ω [d(x)] /2 und p,j : [− 2j , + 2j ] 7→ [0, 1] monoton fallender übergangsfunktion der
Skale j.
Die beschriebene Methodik, durch Phasenkorrelation und multiskalen Bildfusion Mosaikbilder zu er-
stellen besitzt für die praktische Anwendung mit Mikroskopbildern mehrere Vorteile: Die Registrierung
mittels Phasenkorrelation ist relativ robust (vgl. [DE CASTRO und MORANDI, 1987]) sowohl gegenüber
Rauschen als auch unterschiedlich hohen Intensitätsbeträgen der Eingangssignale. Ist das Bildmaterial
mit genügend hohen Auflösungen aufgenommen, sind für praktische Anwendungen sub-pixel genaue
Registrierungen meist unnötig. Durch Verwendung der skalenabhängigen Zusammenführung wird der
Einfluss abweichender Bildanteile reduziert, so daß für die weitere Verarbeitung der Bilddaten möglichst
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(a) (b) (c)
Abbildung 2.6: Bildfusion: 2.6a Schematisch dargestellt eine beliebige Anordnung zweier Teilbilder
R, T mit Überlapp ω (vgl. Abb. 2.4c) und Detailausschnitt (dunkelgrau) des Ergebnisses bei ungewich-
teter (2.6b) Zusammenführung und (2.6c) bei Verwendung des Multiskalenansatzes.
wenig Artefakte entstehen. Schnelle Transformationsalgorithmen (FFT, FWT vgl. [FRIGO und JOHN-
SON, 2005, BEYLKIN et al., 1991]) ermöglichen die Berechnung der Phasenkorrelation bzw. Multi-
skalenanalyse inO(N logN) bzw.O(N) und machen den Ansatz damit numerisch sehr effizient. Somit
wird für die Vorverarbeitung ein effizienter Algorithmus zur robusten, automatischen Bildkachelung er-
halten.
2.3 Hintergrundbereinigung
Durch die biologische Probenpräparation, technische Handhabung und die Modalitäten der Bildaufnah-
me und Digitalisierung entstehen in Bilddaten Artefakte und Bildstörungen. In Abbildung 2.7 sind Roh-
bilder drei unterschiedlicher Bildgebungsmodalitäten dargestellt, um die Hintergrundbereinigung exem-
plarisch zu motivieren. Vorliegende Artefakte in aufgenommenen Präparaten beeinhalten meist hochfre-
quente Störungen durch Staubpartikel, aber auch größere Objekte. In konfokal aufgenommenen Mikro-
graphen werden Artefakte durch Autofluoreszenz von eingebrachten Partikeln usw. erzeugt. Autoradio-
grammbilder besitzen aus der Bildgebung inhärent einen hohen Rauschanteil, den es zu reduzieren gilt.
Für eine automatische Auswertung stellt die Hintergrundbereinigung daher einen elementaren Schritt
dar, da hier erstmals im Sinne eines maschinellen Sehens zwischen im Sinne der Aufgabenstellung in-
formativen und uninformativen Bildinhalten unterschieden wird.
2.3.1 Segmentierung der Regions of Interest
In der weiteren Verarbeitung sollen daher die für die Aufgabenstellung relevanten Bildinformationen von
Störungen und uninformativen Bildanteilen getrennt werden. Die Teilmenge der innerhalb der Anwen-
dung oder Aufgabenstellung relevanten Abtastwerte bezeichnen die sogenannten Regions of Interest oder
den Bildvordergrund; der Bildbereich Ω wird für die weitere Verarbeitung also segmentiert. Durch die
Segmentierung werden unerwünschte Bildanteile identifiziert und können entsprechend maskiert wer-
den. Dadurch ergeben sich für die weitere Prozessierung Vorteile:
• Biologisch und anwendungsspezifisch verfälschende Daten werden entfernt
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(a) (b) (c)
Abbildung 2.7: Ansichten von Rohbildern: 2.7a Durchlichtmikroskopische Aufnahme einer Gersten-
karyopse, 2.7b Autoradiogramm eines Mäusegehirns 2.7c Konfokales Mikrogramm eines Tabaks (in
Falschfarbendarstellung).
• Verbesserung der Genauigkeit der weiteren Verarbeitungsschritte
• Optimierung der Verarbeitungsgeschwindigkeit durch Reduktion der zu verarbeitenden Samples
Als Segmentierungsproblem ist die Aufgabe in den vorliegenden Anwendungen relativ gut gestellt: Die
mögliche Anzahl der ROI ist a priori bekannt und in der menschlichen Wahrnehmung direkt identifi-
zierbar. Nichtsdestrotz ergeben sich einige kritische Punkte, so sind zunächst ROI nicht homogen, et-
wa bezüglich Intensitätswerten oder Textur, das heißt, diese müssen anhand ihrer Objektgrenzen selbst
identifiziert werden. Die im Rahmen dieser Arbeit vorliegenden Bildaten und -modalitäten weisen unter-
schiedliche Charakteristiken auf, welche bei der Hintergrundbereinigung berücksichtigt werden müssen
(siehe Abb. 2.7). Durch die Größe der Datensätze kommt der Laufzeitkomplexität und schnellen Imple-
mentierungen Bedeutung zu. Für die ROI-Segmentierung sind zwei Ansätze unterschiedlicher Problem-
beschreibung und Granularität verfolgt worden:
1. Segmentierung mit morphologischen Operatoren
2. Segmentierung mit geometrischen aktiven Konturmodellen
Die beiden Ansätze stellen eine unterschiedliche Betrachtung oder Fassung des Segmentierungsproblems
dar: Während in ersterem die Segmentierung durch die Aufeinanderfolge mehrerer schneller und ele-
mentarer Operationen sozusagen explizit „konstruiert” wird, liefert das Konturmodell die kompakte Be-
schreibung der Segmentierung in einem Funktional als Variationsproblem.
2.3.2 Segmentierung mit morphologischen Operatoren
Die zunächst allgemeine Annahme, dass Objektgrenzen in Bildern durch starke lokale Intensitätsände-
rung repräsentiert sind, begründet die Bedeutung der Kantendetektion als grundlegenden Operator in der
Bildverarbeitung. Idealerweise sind Kanten demnach Diskontiuitäten einer kontinuierlichen Bildfunk-
tion. Da diskrete, das heißt von vorneherein diskontinuierliche Bildfunktionen vorliegen, müssen die
vorher idealen Kanten durch Modelle angenähert werden - das heißt, die Erkennung von Kanten ist ge-
wissermaßen „Definitionssache” bezüglich der Wahl von Modell und Parametern.
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Abbildung 2.8: Skalenabhängigkeit der Bildableitung und Kantendetektion: Zwei eindimensionale Aus-
schnitte (Abtastung entlang dargestellter Linie) aus einer lichtmikroskopischen Aufnahme 2.8a (Horde-
um Dünnschnitt) und Autoradiogramm 2.8c (Mausgehirn). Aufgetragen sind die Bildfunktion und Ska-
lenraumdarstellungen σ = 2, 8 sowie die Approximationen der Ableitungen Gl. 2.21 und 2.22 auf der
jeweiligen Skale und detektierte Kanten durch Sobel- bzw. Canny-Operator.
Durch Ordnung und Approximation der Ableitungen aus den diskreten Abtastwerten der Bildfunktion
sowie durch die Bestimmung der Signifikanz der Kantenstärke unterscheiden sich Ansätze zur Kantener-
kennung. Allgemein bewirkt die Berechnung der n-ten Ableitung im Frequenzraum eine Multiplikation
der Wellenzahl mit dem Faktor (ik)2. In der Praxis sind Bildbereiche Ω mindestens zweidimensional und
die Funktionen I(x) : Ω ⊂ RN 7→ K reelwertig. Die Kantendetektion in vektor- oder tensorwertigen
Bildern soll hier nicht betrachtet werden (s. Abschnitt 2.1.1). Ausgangspunkt der Kantendetektion sind
daher die Approximationen der Ableitungen
∇I(x) :=
[
∂I
∂x1
,
∂I
∂x2
, . . . ,
∂I
∂xN
]T
(2.21)
und
∆I(x) :=
N∑
i=1
Hii(I(x)) H(I(x)) :=

∂I2
∂x21
∂I2
∂x1x2
. . . ∂I
2
∂x1xN
∂I2
∂x1x2
∂I2
∂x22
. . . ∂I
2
∂x2xN
...
...
. . .
...
∂I2
∂x1xN
∂I2
∂x2xN
. . . ∂I
2
∂x2N
 (2.22)
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Eine Vielzahl digitaler Filter sind vorgeschlagen worden, um die diskreten Versionen von Gradient (2.21)
und Laplace-operator (2.22) zu implementieren und Kanten als Extrema beziehungsweise Nulldurchgän-
ge beider Größen zu detektieren. Wünschenswerte Eigenschaften wie Isotropie und Lokalisierung wer-
den in [JÄHNE, 2005] diskutiert. Als einfache Vertreter seien etwa der Roberts- oder Prewitt-Operator
[ROBERTS, 1965, PREWITT, 1970] genannt, welche |∇I| mittels finiter Differenzen approximieren. Ge-
nau genommen realisieren die Filter noch keine Kantendetektion; diese wird durch Schwellwerthaltung
nachgelagert.
Eine wesentliche Verbesserung beim Entwurf von Filtern zur Kantendetektion ist die Trennung der nume-
rischen Approximation von (2.21) und (2.22) von der Abtastrate der Bilddiskretisierung durch Glättung:
Der Frequenzbereich des Nutzsignals in Bildern ist variabel und abhängig von der Bildaufnahme, daher
muss ein optimaler Kantendetektor auf die Skale oder Frequenzbereich parametrisierbar sein indem das
Nutzsignal vorliegt, um zum Beispiel höhere Frequenzen, in denen Rauschen dominiert, nicht bei der
Detektion von Extrema zu berücksichtigen.
Wie im vorhergehenden Abschnitt (2.2) bereits erwähnt, erzielen Glättungsoperationen eine Unterdrück-
ung hoher Frequenzen, das heißt eine Tiefpassfilterung des Bildsignals, und mit einem Skalenparame-
ter t als Grenzfrequenz des Filter die Skalenraumdarstellung (scale-space representation) eines Bildes
[WITKIN, 1983, KOENDERINK, 1984, LINDEBERG, 1990]. Die signaltheoretischen Zusammenhänge der
Multiskalenanalyse durch Wavelets werden in Anhang A kurz erläutert. Ein verbreitetes physikalisches
Modell der Skalenraumdarstellung ist die Beschreibung der Bildglättung durch einen Diffusionprozess
[KOENDERINK, 1984]. Für ein lineares und isotropes Diffusionsmodell liefert die Faltung mit einer
Gaußfunktion gσ : RN 7→ R
g(x;σ) :=
1
(2piσ2)1/N
e−
x2
2σ2 Iσ(x) := I(x) ∗ g(x;σ) (2.23)
die Lösung der Diffusionsgleichung für den Zeitpunkt t und damit die geglättete Darstellung von I auf
der Skale σ =
√
t.
Die Berücksichtigung der Bildskale wird elementar durch den sogenannten Laplacian-of-Gaussian (kurz
LoG)-Operator nach MARR und HILDRET [MARR und HILDRETH, 1980] realisiert: Das Bild wird auf
der Skale σ geglättet, und darauf der diskrete Laplacefilter angewendet. Durch die Assoziativität der
Faltung können beide Operationen in einer einzigen Filtermaske implementiert werden – eben des („me-
xikanerhutförmigen”) laplacegefilterten Gaußt’schen Glättungskerns:
LoG(I) := ∆Iσ = ∆(I(x) ∗ g(x;σ)) = I(x) ∗ (∆g(x, σ)︸ ︷︷ ︸
=LoG
) (2.24)
LoG2D = ∆g(x, σ) =
1√
2piσ2
e
x21+x
2
2
2σ2 =
∂2g
∂x21
+
∂2g
∂x22
=
1
piσ4
e
x21+x
2
2
2σ2
(
1− x
2
1 + x
2
2
2σ2
)
. (2.25)
Kanten werden entsprechend als Nulldurchgänge dieser approximierten zweiten Ableitung der Skalen-
raumdarstellung des Bildes erhalten. Der Log-Operator produziert jedoch im Allgemeinen einen großen
Anteil falsch positiver Kanten, und die Lokalisierung ist bei gekrümmten Kanten schlecht.
Zur robusten und genauen Kantendetektion ist von CANNY der gleichnamige Filter beziehungsweise Al-
gorithmus vorgeschlagen worden [CANNY, 1986]. Der CANNY-Kantendetektor ist gewissermaßen Stand
der Technik für das Kantenproblem und Vorläufer skalenbasierter merkmalserkennender Verfahren wie
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etwa SIFT (Skaleninvariante Merkmalsextraktion, [LOWE, 1999]). In [CANNY, 1986] werden die Krite-
rien Detektion, Lokalisierung und Eindeutigkeit in einem Funktional beschrieben und der Ansatz einer
zusammengesetzten Exponentialfunktion variationell optimiert. CANNY zeigte, dass diese durch die Ab-
leitungen der Gaußfunktion hinreichend approximiert werden kann, welche zur robusten Schätzung des
Bildgradienten auf der Skalenraumdarstellung Iσ benutzt wird:
∇CannyI(x) :=
[
I(x)σ ∗ ∂gσ
∂x1
, I(x)σ ∗ ∂gσ
∂x2
]T
Φ = arctan
(
I(x)σ ∗ ∂gσ∂x1
I(x)σ ∗ ∂gσ∂x2
)
(2.26)
Anhand Φ wird bestimmt, ob tatsächlich ein lokales Maximum in Richtung des Gradienten vorliegt
(sog. non-maximum suppression), um so eindeutige Kanten der Breite 1 zu erhalten. Eine verbesserte
Detektion hin auf fortlaufende Konturen wird durch eine lokale nachführende Schwellwerthaltung des
Gradientenbetrages
∣∣∇CannyI∣∣ der Maxima erhalten.
Das erhaltene Kantenbild (edge map) liefert die Konturen der regions of interest, allerdings auch die von
Bildstörungen. Um den Bildvordergrund von unerwünschten Bildinhalten zu trennen, sind vergleichende
Operatoren notwendig, die Form und Größe von Objekten berücksichtigen.
(a) (b) (c)
(d) (e)
Abbildung 2.9: Hintergrundsegmentierung durch morphologische Operatoren: 2.9a Durchlicht-
Mikrograph eines Hordeum-Dünnschnittes, 2.9b Edgemap der CANNY-detektierten Kanten (σ = 4, s1 =
0.0063, s2 = 0.0156), 2.9c Zusammenhangskomponenten nach morphologischer Schließung, 2.9d Flä-
che und Exzentrizität von 237 Zusammenhangskomponenten, 2.9e segmentierter Hintergrund nach Klas-
sifikation der Objekte mittels Schwellwert (2 · 105, 0.1)
Morphologische Operatoren sind Filter, welche die Gestalt und Form des Bildinhaltes an der Position der
Filtermaske betrachten. Allgemein sind solche Operatoren Rangordnungsfilter, der Wert des Zielpunktes
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wird aus einer nicht linearen Operation aus den benachbarten Bildpunkten gebildet. Grundlagen und
Implementierungsaspekte werden zum Beispiel in [SOILLE, 1999, VINCENT, 1993] beschrieben. Für
binäre Bilder I : Ω 7→ {0, 1} existieren die beiden elementaren Operationen Dilatation und Erosion:
B M := {p : Mp ⊆ B} ∀p ∈ Ω Erosion (2.27)
B M := {p : Mp ∩B 6= ∅} ∀p ∈ Ω Dilatation (2.28)
mit B := {x : I(x) = 1} und Mp := {x′ + p : S(x′) = 1} des an Position p verschobenen Strukturele-
ments S. Damit lassen sich zwei in der Praxis mächtige Operatoren kompakt schreiben:
B ◦M := (B M)M Morphologisches Öffnung (2.29)
B •M := (B M)M Morphologisches Schließung. (2.30)
Das Öffnen entfernt alle Objekte, die das Strukturelement nicht enthalten, ohne die Größe der übrigen zu
ändern; entsprechend komplementär die morphologische Schließung.
Zusätzliche absolute Lagebeziehungen werden durch die morphologische Rekonstruktion berücksichtigt:
Neben dem Strukturelement wird ein sogenanntes binäres Markerbild als Startpunkt H1 der iterativen
Transformation
Hi+1 := (Hi M) ∩B, ∀Ni=1 N = min{N : HN = HN−1} (2.31)
als „bedingte Dilatation” benutzt. Durch diese Operatoren können verschiedene Problemstellungen adres-
siert werden, zum Beispiel wird mit dem Markerbild:
H1(x) :=
{
¬B(x) x ∈ ∂Ω
0 sonst
(2.32)
eine sukzessive Füllung freistehender Objekte erhalten, das heißt, alle Objekte haben die topologische
oder Euler-Charakteristik 1.
Durch eindeutiges Kennzeichnen solcher Zusammenhangskomponenten auf dem 4- oder 8-verbundenen
Nachbarschaftsgraphen der Bildpunkte in Ω können nun objektspezifische Eigenschaften extrahiert wer-
den [DOUGHERTY, 1993]. Anhand dieser regionalen Deskriptoren oder Features werden zusammenhän-
gende Bildregionen nun als Bildvordergrund selektiert beziehungsweise als Bildstörungen und Artefakte
verworfen und maskiert. Dies können, wenn ein relativ einfaches gelagertes Segmentierungsproblem
vorliegt, zunächst elementare translationsinvariante Merkmale wie Fläche oder Umfang sein. Die merk-
malsbasierte Trennung der Objekte erfolgt dann anhand einer Histogrammschätzung der Verteilung mit
empirischen Schwellwerten, wenn wie hier etwa die Maximalanzahl der Vordergrundobjekte aus der An-
wendung bekannt ist.
Zur Segmentierung der Region of Interest liefern morphologische Operatoren die Möglichkeit einer äu-
ßerst schnellen Implementierung: Bei der Überführung in den Skalenraum kann allgemein die Separier-
barkeit, das heißt die Addition der eindimensionalen Faltungen, des Gaußkerns ausgenutzt werden. Ope-
rationen auf binären Bildern und die Berechnung regionaler Deskiptoren daraus, können sehr hardware-
nah implementiert werden, so dass entsprechend kleine Konstanten für eine Laufzeitasymptote erhalten
32
KAPITEL 2. VORVERARBEITUNG UND STANDARDISIERUNG VON MIKROSKOPBILDERN
werden. Bei hochaufgelösten (N -elementigen) Bildern „lohnt” eine Überführung in den Fourieraum zur
schnellen Faltung meist auch bei verhältnismäßig großen Filtern nicht, zumal die Komplexität der Glät-
tung mit (großen) MaskengrößenM hier durch die erwähnte Separierbarkeit vonO(NM2) aufO(NM)
stark verringert wird. Die große Zahl freier Parameter in Verbindung mit der Laufzeitkomplexität bezie-
hungsweise schnellen Implementierungen eignet den Ansatz vor allem für die Verarbeitung von großen
Datensätzen, in denen Bilder ähnliche Charakteristiken besitzen.
2.3.3 Segmentierung mit geometrischen aktiven Konturmodellen
Die Grundidee hinter aktiven Konturmodellen ist die Entwicklung einer geschlossenen Kurve anhand
eines Bildes I , um in diesem Bild bestimmte Objekte zu erkennen. Der initiale von KASS ET AL. vorge-
schlagene [KASS et al., 1988] Ansatz zur mathematischen Formulierung solcher Konturmodelle basiert
auf der parametrischen Darstellung einer geschlossenen Kurve C(s) : [0, 1] 7→ Ω, etwa in einem zwei-
dimensionalen Bildbereich Ω ⊂ R2. Die Entwicklung oder Bewegung der Kurve hin zum Umfang des
Objektes wird von den Eigenschaften der Kurve selbst und vom Bildinhalt bestimmt, das heißt, das
Konturmodell J bildet für eine optimal segmentierende Kontur abhängig vom Bild I0 und Kurve C ein
Minimum: infC J(C). Das von Kass et al. vorgeschlagene Modell lautet entsprechend
J(C) := α
∫ 1
0
|C ′(s)|2ds+ β
∫ 1
0
C ′′(s)ds+ λ|∇I0(C(s))|2ds (2.33)
mit positiven α, β, λ. Die beiden ersten Terme, das heißt die Glattheit der Kurve, bezeichnen KASS ET
AL. als interne Energie; die Form der Kurve wird abhängig von den Parametern α, β, λ regularisiert.
Der dritte Term wird aus dem Bildinhalt selbst bestimmt und wirkt als externe Energie auf die Form
der Kurve. Entsprechend den zu segmentierenden Objekten wird die Kurve auf diese zubewegt: Die Mi-
nimierung des Funktionals (2.33) strebt die Orte des maximalen Gradienten ∇I0 unter Einhaltung der
Glattheit der Kurve an.
Als allgemeiner Kantendetektor kann die Ableitung der Bildfunktion |∇Gt ∗ I0|p der Skalenraumdarstel-
lung des Bildes als Funktion für die Bestimmung der externen Energie des Modells verwendet werden
(vgl. [KASS et al., 1988, WITKIN et al., 1987]), das heißt, die Energie wird minimal für Nulldurchgänge
der Bildableitung auf der Skale t.
Aus der parametrischen Darstellung der Kontur in Lagrangekoordinaten für die von KASS ET AL. vor-
gestellten Snakes Modelle ergeben sich, unabhängig vom gewählten Lösungsschema, für die praktische
Anwendung zur Bildsegmentierung Nachteile:
• Änderungen der Topologie der Kurve während der Entwicklung sind mit einer parametrischen
Kurve nicht darstellbar.
• Die Approximation der Kontur durch von der Bilddiskretisierung unabhängige Stützstellen ma-
chen Lösungsverfahren anfällig bzgl. Initialisierung und Parameterwahl.
• Die Regularisierungen in Gleichung 2.33 zur Lösung sind restriktiv, das heißt, die Kurve kann
keine Einbuchtungen oder Ecken darstellen.
Eine alternative Darstellung geschlossener Kurven liefert die von SETHIAN und OSHER [OSHER und
SETHIAN, 1988] vorgeschlagene Niveaumengenmethode (Level-Set Methode), als allgemeines Modell
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für sich bewegende Konturen. Der zugrunde liegende zentrale Ansatz ist die Repräsentation der Kontur
C als Niveaumenge (Isokline) einer höherdimensionalen Funktion: Die Kontur wird implizit als die
Nullstellenmenge
C := {x|φ(x) = 0} (2.34)
der so genannten Level-Set Funktion φ definiert. Die Entwicklung der Funktion über die Zeit t mit φ =
φ(x, t) wird allgemein durch die Bewegungsgleichung
∂φ
∂t
+ F∇φ = 0 (2.35)
anhand eines Geschwindigkeitsfelds F beschrieben. Analog zur parametrischen Form in Gleichung 2.33
lautet die Bewegungsgleichung anhand der Krümmung (curvature) div (∇φ(x)/∇|φ(x)|) der Level-Set
Funktion
∂φ
∂t
= g(|∇I0|) |∇φ|div
( ∇φ
|∇φ| + ν
)
︸ ︷︷ ︸
:= curvφ
. (2.36)
Das heißt, die Niveaulinie durch den Punkt x bewegt sich mit der Geschwindigkeit g(|∇I0|)curv(φ)(x)+
ν in Richtung ihrer Normalen und stoppt mit verschwindendem g. Die Konstante ν wirkt als zusätzliche
Kraft, welche die Kurve bei verschwindender oder negativer Krümmung auf die Objektgrenzen hin be-
wegt.
Beide Ansätze zur Konturbewegung, sowohl von KASS’s parametrischer Kurve C, als auch die Kontur
als Niveaumenge {X, φ(x) = 0}, basieren auf dem Bildinhalt am Ort der Kontur. Die Bildableitung
∇G ∗ I0 bestimmt die Bewegung der Kurve, dass heißt, zu erkennenden Objekte müssen entsprechende
Kanten aufweisen, um korrekt umfasst zu werden.
In der Praxis sind die Werte der Bildableitung nach oben beschränkt, was zusätzlich in der Energiefunkti-
on berücksichtigt werden muss. Darüber hinaus werden durch die Anwendung des allgemeinen Kanten-
detektors beziehungsweise Faltung mit Gaußkern bei verrauschten Bildern, vorliegende Kanten weiter
abgeschwächt, was in Anwendung bewirken kann, dass die Kontur eine gewünschte Grenze durchläuft.
Eine wesentliche Verbesserung des Konzepts aktive Kontur ist daher der von CHAN und VESE vorgestell-
te Ansatz [CHAN und VESE, 2001]. Der Ansatz verallgemeinert den Grundgedanken der Konturmodelle
insofern, als dass nicht mehr lediglich die lokalen Bildinhalte bzw. -ableitungen die Konturbewegung
antreiben, sondern ein Energiefunktional der durch die Kontur erhaltenen Segmentierung des gesamten
Bildes der Bewegungsgleichung zugrunde gelegt wird.
Für die Kontur C als Rand ∂ω ⊂ Ω seien ω und Ω\ω der von der Kontur umfasste Bereich beziehungs-
weise der Bereich außerhalb der Kontur. Als Funktion für die Bewertung der Segmentierung kann man
zunächst vereinfachend annehmen, dass die Bildfunktion aus stückweise homogenen Bereichen besteht.
Dann ergibt sich als Funktion für die Güte der Segmentierung
E1 + E2 :=
∫
ω
|I0(x)− c1|2dx +
∫
Ω\ω
|I0(x)− c2|2dx (2.37)
von den Konstanten c1,2 für ω beziehungsweise Ω\ω. Somit ergibt sich als Energiefunktion
JCV := α Länge(C) + β Fläche(C) + λ1
∫
ω
|I0(x)− c1|2dx + λ2
∫
Ω\ω
|I0(x)− c2|2dx. (2.38)
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Für die Darstellung von C durch die Funktion φ beziehungsweise deren Niveaumengen ergibt sich
C = ∂ω = {x ∈ Ω|φx = 0} (2.39)
ω = {x ∈ Ω|φx > 0}
Ω\ω = {x ∈ Ω|φx < 0}.
und mit der Treppenfunktion H über dem 0-Niveau
JCV =α
∫
Ω
|∇H(φ(x))|dx + β
∫
Ω
H(φ(x))dx (2.40)
+λ1
∫
Ω
|I0(x)− c2|2H(φ(x))dx
+λ21
∫
Ω
|I0(x)− c2|2(1−H(φ(x)))dx.
Für festes φ minimieren ci die Energie 2.40 für die Mittelwerte der Bildfunktion Innen und Außen,
das heißt c1 =
∫
Ω I0(x)H(φ(x))dx/
∫
ΩH(φ(x))dx bzw. c1 =
∫
Ω I0(x)(1 − H(φ(x)))dx/
∫
Ω 1 −
H(φ(x))dx. Die Minimierung der Energiefunktion hängt also lediglich von H(φ) ab. Für die entspre-
chende Euler-Lagrange Gleichung wird zur iterativen Lösung eine Zeit t eingeführt und eine differen-
zierbare Approximation der Treppenfunktion H und deren Ableitung δ := ddxH(x) substituiert
∂φ
∂t
= δ(φ)
[
αdiv
( ∇φ
|∇φ|
)
+ β + λ1(I0 − c1)2 + λ2(I0 − c2)
]
. (2.41)
Mit Zeitdiskretisierung wird φn mittels finiter Differenzen (auf den Gitterpunkten der diskreten Bild-
funktion) bis zur stationären Lösung iteriert (Details siehe [CHAN und VESE, 2001]).
Um die Entwicklung von φ numerisch stabiler zu machen (Betrachtungen zum Problem Reinitialisie-
rung von φ siehe [GOMES und FAUGERAS, 2000]), haben LI ET AL. eine zusätzliche Regularisierung
vorgeschlagen [LI et al., 2005], um für φ die Eigenschaft |∇φ| = 1 einer Distanzfunktion zu erhalten.
Entsprechend wird die Energiefunktion erweitert
JLi := JCV +
∫
Ω
1
2
(1− |∇φ|)2dx (2.42)
und die Bewegungsgleichung
∂φ
∂t
= δ(φ)
[
αdiv
( ∇φ
|∇φ|
)
+ β + λ1(I0 − c1)2 + λ2(I0 − c2)
]
+ γ
(
∆φ− div
( ∇φ
|∇φ|
))
(2.43)
erhalten. Aus der Approximation L(φ) der Gleichung 2.43 aus den zentralen Diffenzenquotienten für die
Ortsableitungen und Vorwärtsdifferenzenquotienten mit der Zeitschrittweite τ iterativ gelöst
φt+1 := φt + τL(φt). (2.44)
Durch die Regularisierung von φ im Bewegungsmodell kann eine größere Zeitschrittweite τ als im CV-
Model für die Minimierung gewählt werden; Li et al. nennen ein maximales Verhältnis von γτ = 14 als
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numerisch stabil.
Die Laufzeit des Segmentierungsmodells kann generell an zwei Ansatzstellen optimiert werden: Iterati-
onsanzahl und Komplexität pro Iteration. Die Steuerung der Zeitschrittweiten hin auf schnellstmögliche
Konvergenz birgt das Risiko von Instabilität und falsch lokalisierten Konturen. Die Komplexität pro Ite-
ration ist optimal, d.h. linear in der Größe der Level Set Funktion φ, entsprechend Gleichung 2.37; die
Berechnung der Ableitungen in Gleichung 2.43 wird durch lineare Filteroperation auf dem Bereich der
diskreten Bildfunktion implementiert.
Algorithmus 1 MehrskalenAktiveKontur(I, tmax)
1: // Berechne Skalenraumdarstellung:
2: I(0) := I;
3: for t = (1, . . . tmax) do
4: I(t) := (↓2) (I(t− 1) ∗Gσ=2)
5: end for
6: // Initialisiere φt für I(t):
7: φt(∂ω) = 0, φt(Ω\ω) = k, φt(ω) = −k, k ∈ N
8: for t = tmax downto 1 do
9: while iter<MaxIter do
10: //Berechne Bildenergie
11: E1 := (I(t)− c1)2 + (I(t)− c2)2
12: // Berechne interne Energie
13: E2 := µ · curv(φt)./max(|(curv(φt))|)
14: //Regularisierung Li et al.
15: E3 := γ (∆φt − curv(φt))
16: // Update levelset Funktion
17: φt = φt + τ (E1 + E2 + E3)
18: end while
19: φt−1 := (↑2)φt
20: end for
Um das Laufzeitverhalten zu optimieren, kann die iterative Lösung auf einer Mehr-Skalen Bilddarstel-
lung durchgeführt werden. Dabei wird die Bildfunktion auf größeren Skalen entsprechend der Nyquist-
Frequenz der jeweiligen Stufe unterabgetastet [BOLLENBECK und SEIFFERT, 2009]: Während der Mini-
mierung werden hochfrequente Bildanteile erst dann berücksichtigt, wenn sie die Lokalisierung der Kon-
tur beeinflussen und somit die Komplexität pro Iteration stark reduziert. Entsprechend wird die Minimie-
rung auf einer großen Skale begonnen, durch die zusätzliche Regularisierung von φ kann beim Übergang
auf die nächste Auflösungsststufe ohne die Berechnung einer Distanzfunktion extrapoliert werden. Die
genaue Ausrichtung der Kontur erfolgt auf der ursprünglichen Bildauflösung mit entsprechend hochfre-
quenten Anteilen. Der in [BOLLENBECK und SEIFFERT, 2009] beschriebene Ansatz ist in Algorithmus 5
zusammengefasst. Dadurch kann in der praktischen Anwendung ein wesentlicher Vorteil erzielt werden:
Indem die Vorteile aus dem Level Set Modells mit praktikable Laufzeiten verbunden werden, wird ein
leistungsfähiges Modell zu Vorsegmentierung erhalten und sowohl das Problem wechselnder Topologie,
als auch unterschiedlicher Kanteninformation bei verschiedenen Bildgebungsverfahren gelöst.
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(a) (b)
(c) (d)
Abbildung 2.10: Entwicklung der Level-Set Funktion im Mehrskalenansatz an einem typischen histolo-
gischen Schnittbild einer Hordeum Karyopse (Bildbereichgröße in Pixeln). 2.10a Initiale Kontur auf der
Skale t = 16 (Abtastung 14.64µm/pixel), 2.10b nach 200 Iterationen, Skale t = 4 (7.32µm/pixel),
2.10c nach 50 Iterationen Skale t=2 (3.66µm/pixel), finale Kontur 2.10d nach 300 Iterationen total,
Skale t=1, (1.83µm/pixel; 44.3 sek. total
2.4 Geometrische Standardisierung
Die Verarbeitung von Objekt(-aufnahmen) unabhängig von ihrer geometrischen Orientierung, das heißt
der Ausgleich von starren (affinen) Transformationen wie Rotationen, Translation und Scherung, und die
damit verbundene Theorie der Momentinvarianzen besitzt in der maschinellen Nachbildung von visuel-
len Systemen große Bedeutung. Das Problem der beliebigen Anordnung von Objekten in Szenen oder
Präparaten ist vermutlich allgegenwärtig in unterschiedlichen Anwendungen und schon früh bearbeitet
worden [HU, 1962, TEAGUE, 1980, TEH und CHIN, 1988, FLUSSER und SUK, 1993]. Auch bei der
Akquisition von Bildern in biologischen oder medizinischen Anwendungen liegt fast immer eine unein-
heitliche Orientierung der aufgenommenen Objekte vor, die zunächst vor einer weiteren Verarbeitung
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Abbildung 2.11: Entwicklung der Kontur φ = 0 aus Abbildung 2.10 hinzu zur Umrandung der Regions
of Interest (histologischer Schnitt im Nabenbereich einer einzelnen Hordeum Karyopse.)
standardisiert werden muss, wie beispielsweise in [ALPERT et al., 1990, MAURER und FITZPATRICK,
1993] beschrieben.
Bei den in dieser Arbeit betrachteten Anwendungen resultieren diese Inhomogenitäten zunächst aus ei-
ner manuellen Präparation mikroskopischer Objekte, da automatisierte Lösungen für die entsprechen-
den Präparationstechniken noch nicht flächendeckend verfügbar sind. Die Korrektur solcher Störungen
durch den Präparator selbst ist aus Zeit- und Genauigkeitsgründen nicht akzeptabel. Das daraus entste-
hende Problem der Rekonstruktion ganzer zusammenhängender Bildstapel und entsprechender, algorith-
mischer Ansätze wird detailliert in den nachfolgenden Teilen zur Bildregistrierung und Rekonstruktion
betrachtet. Die geometrische Transformation und Standardisierung von einzelnen Bildern wird hier zu-
nächst im Sinne einer Normalisierung und Vorverarbeitung betrachtet.
2.4.1 Momente
Entsprechend der stochastischen Bedeutung von Momenten (vgl. [PAPOULIS und PILLAI, 2002]) als
Kenngrößen von Verteilungsfunktionen existieren Momente in der Bildverarbeitung zur Charakterisie-
rung der Grauwertverteilung der Bildfunktion I .
Aus der allgemeinen Form des Erwartungswerts einer Zufallsvariable I für eine angenommene Dichte-
funktion f
EI [f ] :=
∫
f(x)I(x)dx∫
I(x)dx
(2.45)
ergibt sich für die Annahme (zweidimensionaler) gaußscher Wahrscheinlichkeitsdichten
G := {gA,b : R2 7→ R|A ∈ R2×2, |A| > 0, b} (2.46)
mit den Dichtefunktionen
gA,b(x) :=
1
2pi
√|A|e(x−b)TA−1(x−b) (2.47)
für die Maximierung des Erwartungswerts (Maximum-Likelihood Methode)
EI [log gA,b] = − log(2pi)− log(|A|)−EI
[
1
2
(x− b)A−1 (x− b)
]
(2.48)
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bezüglich b, A, das heißt durch Setzen von ∂∂bEI = 0 und
∂
∂AEI = 0 gerade Mittelwert b = x¯ und
Kovarianz als A = Cov(I) als Lösung.
Mittels der Definition von Momenten mi,j
mij :=
∫
Ω
xi1x
j
2I(x1, x2)dx1dx2 i, j ∈ N (2.49)
beziehungsweise werden
x¯ :=
1
m00
(m10,m01)
T m̂ij :=
∫
Ω
[
(x1, x2)
T − x¯
]
I(x1, x2)dx1dx2 (2.50)
für die Schätzung der Parameter erhalten
Cov(I) :=
(
m̂20 m̂11
m̂11 m̂02
)
. (2.51)
Äquivalent der Definition des Inertialtensors fester Körper in der Mechanik, erfolgt die Bestimmung der
Kovarianzmatrix als Annährung der Intensitätsverteilung in Bildern mittels Momenten. Die geschätzten
Parameter der Verteilung dienen der Beschreibung der Objekte des Bildes, das heißt Position und Ori-
entierung der Grauwerte im Bildbereich Ω, welche es für die weitere Verarbeitung zu standardisieren
gilt.
2.4.2 Schätzung und Transformation
Als symmetrische Matrix mit |A| > 0 gestattet die multivariate Kovarianz die Eigenwertzerlegung, das
heißt Überführung in die Diagonalform ihrer Eigenwerte durch die zugehörigen Eigenvektoren [GOLUB
und VAN LOAN, 1983]
Cov(I) = D(ρI)ΣID(−ρI). (2.52)
Die Rotationsmatrix D besteht aus den orthogonalen Eigenvektoren in Richtung der Hauptachsen: Geo-
metrisch kommt D einer Rotation relativ zu den Achsen des Koordinatensystems entsprechend der Mo-
mentedefinition (2.50) gleich:
D(ρ) :=
(
cos ρ − sin ρ
sin ρ cos ρ
)
, Σ :=
(
σ21 0
0 σ22
)
(2.53)
Die beiden Hauptachsen werden von (cos ρ sin ρ)T und (− sin ρ cos ρ)T aufgespannt und schneiden in
x¯. Wobei die Eigenwerte spur(Σ) gerade die Standardabweichung der Projektion auf die Richtung der
Eigenvektoren, also die Länge der Hauptachsen darstellen. Durch die fünf Merkmale
(x¯1, x¯2, σ1, σ2, ρ) (2.54)
wird also eine Beschreibung der Geometrie des Bildes erhalten. Die für die geometrische Standardisie-
rung der Bilder gesuchte affine Abbildung φ(x) : R2 7→ R2 der Bildpunkte
φ(x) = Ax + b =
(
a11 a12
a21 a22
)(
x1
x2
)
+
(
b1
b2
)T
(2.55)
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(a) (b) (c)
Abbildung 2.12: Standardisierung der Geometrien anhand der Hauptachsen und Schwerpunkte verschie-
dener Bildmodalitäten: 2.12a Konfokale Aufnahme eines seriellen Dünnschnittes (Nicotiana benthami-
ana), 2.12b und 2.12c I23 und I30 eines Autoradiogrammbildstapels eines Mäusegehirns.
zur Transformation der Bildfunktion I∗(x) := I(Ax + b), so dass für Bilder Ii, Ij x¯∗i = x¯
∗
j und
Cov(I∗i ) = Cov
−1(I∗j ) gilt, wird durch die Singulärwertzerlegung
A := DiΣiUDjΣ
T
j b := x¯i −Ax¯j (2.56)
erhalten.
Die so gewonnene Abbildung ist allerdings nicht eindeutig, durch die Symmetrie der Kovarianzen kön-
nen lediglich 1/2d(d + 1) Parameter bestimmt werden [SCHORMANN und ZILLES, 1997]. Dadurch ist
die Drehrichtung nicht eindeutig bestimmt, was jedoch durch Sortierung der Eigenvektoren hin auf ei-
ne minimale Rotation in der Praxis behoben werden kann. Der Fall identischer Randverteilungen von I
mit entsprechend singulären, nicht eigenwertzerlegbaren Kovarianzen kann in der Praxis ausgeschlos-
sen werden. In der Praxis problematisch ist allerdings die Invarianz gegenüber Bildscherungen, die in
Gleichung 2.56 durch die Matrix U mit dem Scherwinkel α beziehungsweise U(α) dargestellt wird.
Scherungen müssen daher aus der Geometrie der Bildaufnahme ausgeschlossen beziehungsweise geson-
dert adressiert werden [SCHORMANN und ZILLES, 1997, SCHORMANN et al., 1997].
2.5 Ergebnisse und Diskussion
Ziel dieses Abschnittes war es, die für die weitere Verarbeitung notwendige Bildqualität sicherzustellen
und die der Bildaufnahme inhärenten Fehler und Inhomogenitäten zu entfernen oder auszugleichen.
Konkret wurden die aus der Mikroskopsoftware erhaltenen 14-Bit Farbbilder in eine reduzierte 8-Bit Dar-
stellung überführt und Belichtungsvarianzen weitestgehend ausgeglichen. Durch Analyse der Verteilung
im Farbraum wurden geringe Farbinformationen in den vorliegenden Bildern festgestellt, weswegen von
der Verarbeitung von Farbinformation abgesehen wurde, und die für weitere Verarbeitungsschritte vor-
teilhafte, skalare Bildrepräsentation aus der Linearkombination der RGB-Werte zur Y ′AB-Darstellung
und der Luma-Komponente gebildet.
Für die notwendige Rekonstruktion stellt besonders die Entfernung des Bildhintergrunds und der darin
enthaltenen Artefakte eine wichtige Voraussetzung dar. Durch die Einbettung der ROI in einen unifor-
men Hintergrund werden die im folgenden Kapitel behandelte Registrierung und Rekonstruktion der
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Bildstapel sowohl wesentlich robuster, durch Entfernung der im Hintergrund vorliegenden Störungen,
als auch numerisch effizienter durch die Einschränkung des für eine Rekonstruktion relevanten Bildbe-
reichs. Dabei wurden zwei Ansätze verfolgt: Durch Kantendetektion und morphologische Filteroperato-
ren in Verbindung mit einer nachgelagerten einfachen Objektklassifikation wird ein effizientes Verfahren
erhalten. Dieser „konstruktive” Ansatz mehrerer spezifisch parametrisierter Schritte hat sich besonders
für die Verarbeitung großer Datensätze mit identischen Charakteristiken als sinnvoll erwiesen, wie bei-
spielsweise den Anhang B beschriebene Hordeum Datensatz ( > 5 · 106 Einzelbilder). Daneben lieferte
der erweiterten Level-Set Ansatz ein geschlossenes Modell für die ROI-Segmentierung zur exakten Ob-
jektgrenzenbestimmung. Die Entwicklung der Kontur anhand der globalen Intensitätsverteilungen im
gesamten Bild benötigt dabei keine spezifischen Skalenparameter, womit sowohl bei Durchlichtmikro-
graphen (Hordeum, Nicotiana) als auch bei Konfokalaufnahmen (Nicotiana), Autoradiogrammbildern
(Maus) und NMR-Tomographien4 (Hordeum) eine sichere Hintergrundsegmentierung erhalten wurde.
Die Formulierung von Kontur und -entwicklung als Niveaumenge gestattete hierbei die Berücksichtigung
von Topologieänderungen in der Konturentwicklung, die in vorliegenden Datensätzen in Schnittrichtung
existieren. Die Implementierung der Konturentwicklung im Mehrskalenansatz und Unterabtastung lie-
fert im Vergleich zum herkömmlichen Ansatz dabei wesentlich schnellere Laufzeiten.
Druch die Standardisierung der beliebig im Bildbereich ausgerichteten ROI bzw. Probeobjekte durch
momentbasierte Hauptachsentransformation wurde ein erster Schritt in Richtung der dreidimensionalen
Rekonstruktion erhalten. Dabei zeigt sich, dass jedoch keine tatsächliche Alignierung der inneren Struk-
turen erhalten wurde, das heißt die Bestimmung der Momente in einzelnen Bilder für die Rekonstruktion
nicht ausreichend ist, und räumlich benachbarte Bilddaten für die Rekonstruktion herangezogen werden
müssen. Im folgenden Kapitel wird die Rekonstruktion der Probeobjekte auf der Korrespondenz benacht-
barter Bildinhalte, und damit eine erste Wiederherstellung des ursprünglich dreidimensionalen Materials
vorgestellt. Die in diesem Abschnitt vorgestellten Vorverarbeitungsschritte waren hierfür eine wichtige
Voraussetzung.
4NMR-Volumen-Daten werden in Kapitel 7 im Rahmen der intermodalen Registrierung (s. Abschn. 7.1) behandelt.
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Kapitel 3
Registrierung und Rekonstruktion von
Bildstapeln
Ziel dieser Arbeit ist die Entwicklung eines Systems zur automatischen Erzeugung von strukturellen
Gewebemodellen aus zweidimensionalen Schnittbildern und damit die Rekonstruktion dreidimensiona-
ler Bildvolumen biologischer Objekte aus Einzelbildern. Die Bilddaten biologischer Präparate müssen
dazu so verarbeitet werden, dass im Resultat die physikalische Zerlegung des Objektes aus der Präpara-
tion vollständig korrigiert wird und ein intaktes dreidimensionales Bildvolumen mit annähernd isotroper
Auflösung erhalten wird. Eine solche Rekonstruktion aus zweidimensionalen Bildern liefert idealerweise
dann eine intakte dreidimensionale Struktur für beliebig ausgerichtete Schnitte durch das Bildvolumen,
so dass ein dreidimensionales Mikroskopbild mit entsprechend hoher Auflösung aus dem Objekt erhalten
wird.
Eine automatische Verarbeitung der Schnittbilder zur Rekonstruktion soll daher vor allem unter Berück-
sichtigung von zwei Gesichtspunkten betrachtet werden:
• Exakte Wiederherstellung von räumlichen Strukturen in Intensitätsvolumen
• Robustheit/Fehlertoleranz, Reproduzierbarkeit und geringe numerische Komplexität.
Im Folgenden werden diese Anforderungen spezifiziert, mathematisch gefasst und zwei Lösungsansätze
für das Rekonstruktionsproblem präsentiert.
3.1 Rekonstruktion dreidimensionaler Bilder aus seriellen Schnittbildern
Durch die Präparation und die Digitalisierung geht die dreidimensionale Kohärenz der Bildinhalte in
den konsekutiven Schnittbildern verloren, das heißt, nach der Bildaufnahme und Vorverarbeitung liegen
zunächst unalignierte Bildstapel vor. Dieser Nachteil ist allen Ansätzen der Bildgebung aus seriellen
Schnitten gemeinsam, die Vorteile von zweidimensionalen Aufnahmen, etwa der höheren räumlichen
Auflösung der zweidimensionalen Mikroskopbilder, werden gewissermaßen mit dem Nachteil des Ver-
lustes der räumlichen Struktur erkauft. Die Wiederherstellung dieser Strukturen in Schnittrichtung stellt
daher ein grundlegendes Problem dar, welches für die Erstellung des dreidimensionalen Bildvolumens
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gelöst werden muss. Da mechanisch-technische Lösungen nicht verfügbar sind1 und die erhaltenen Bild-
stapel typischerweise, wie auch bei den in dieser Arbeit betrachteten Datensätzen, mehrere hundert bis
tausende Schnittbilder umfassen, stellt die Rekonstruktion ein komplexes Problem in der Verarbeitung
der Serienschnittbildgebung dar. Darüber hinaus liegen in den akquirierten Schnittbildern zudem meist
die genannten Artefakte oder Fehlerquellen vor (vgl. Abschnitt 2.3), die sich aus den Unsicherheiten
der manuellen Präparation und der allgemein bei biologischen Proben vorliegenden Variabilität ergeben;
bei der Rekonstruktion gesamter Bilderstapel ist dann für diese Bildinhalte keine Korrespondenz mehr
gegeben, wodurch der „Gesamtzusammenhang” der Daten erheblich gestört sein kann.
Die Serienschnittbildgebung und -rekonstruktion ist tatsächlich als ältestes Verfahren zur Akquisition
von dreidimensionalen Mikroskopiebildern zu betrachten und damit schon lange vor der Verfügbarkeit
digitaler Bilder und Verarbeitung adressiert worden [BORN, 1883]. Zur Rekonstruktion digitaler Bild-
daten ergeben sich verschiedene Möglichkeiten. Bestehende Ansätze basieren auf manueller [FIALA,
2005], interaktiver [DERCKSEN et al., 2008] und vollautomatischer [OURSELIN et al., 2001, SCHMITT
et al., 2006] Verarbeitung.
Für ein im Rahmen dieser Arbeit erstelltes automatisches System sind die beiden erstgenannten Mög-
lichkeiten insofern interessant, als sich daraus die Notwendigkeiten für eine gewünschte Fehlertoleranz
des Systems ableiten lassen. DERCKSEN und Kollegen beschrieben einen semi-automatischen Ansatz
zur Rekonstruktion [DERCKSEN et al., 2008], in dem eine Nutzerschnittstelle zur Initialisierung der ma-
nuellen Rekonstruktion dient. Fehlerhafte Ergebnisse sollen anschließend durch entsprechende Visuali-
sierung von Strukturüberlagerungen vom Nutzer erkannt und korrigiert werden – diese beiden Punkte
sollen in dem im folgenden beschriebenen Ansatz wieder aufgegriffen werden.
Bestehende Ansätze zur automatischen Rekonstruktion aus Bildstapeln, wie etwa [OURSELIN et al.,
2001], sind teilweise stark an die bearbeiteten Datensätze angepasste Verfahren, beziehungsweise nutzen
zur Rekonstruktion zusätzliche nativ dreidimensionale Daten etwa aus vorhergehenden tomographischen
Aufnahmen. Der von SCHMITT ET AL. beschriebene Algorithmus zur Rekonstruktion von Schnittbildda-
ten basiert auf einem iterativen Zusammensetzen einzelner Schnitte durch Optimierung einer Zielfunk-
tion; worauf auch die hier beschriebene Methode basiert. Dabei wird jedoch keine Korrektur von feh-
lerhaften (Teil-)Ergebnissen vorgenommen; durch die iterative Verarbeitung werden dabei jedoch Fehler
durch den gesamten Datensatz propagiert, und auch kleinere Abweichungen führen in aller Regel zu
insgesamt inakzeptablen Ergebnissen.
In den folgenden Abschnitten wird daher genauer auf die Methodik der Rekonstruktion eingegangen. Um
die genannten Probleme zu lösen, werden zwei Ansätze zur Rekonstruktion großer Bildstapel vorgestellt,
die insbesondere robust gegenüber Bildstörungen sind und eine automatische Korrektur, beziehungswei-
se Rückweisung fehlerhafter Zwischenergebnisse realisieren. Die Leistungsfähigkeit der Verfahren zur
Rekonstruktion soll anhand mehrerer Datensätze diskutiert, und dabei besonders die Fehlertoleranz ge-
genüber Bildstörungen untersucht werden, welche nicht durch die vorangestellte Vorverarbeitung elimi-
niert werden können - bei den verarbeiteten Datenmengen von mehreren zehntausend Schnittbildern ist
eine vollständig ohne Interaktion und menschliche Qualitätskontrolle, eben automatische Lösung wün-
schenswert.
1Die sogenannten block-face Methoden sollen hier nicht zu den Serienschnittverfahren gezählt werden, da die genannten
Vorteile, etwa bezüglich Auflösung für Durchlichtaufnahmen, dort nicht gelten.
44
KAPITEL 3. REGISTRIERUNG UND REKONSTRUKTION VON BILDSTAPELN
3.2 Das Registrierungsproblem
Ein grundlegendes Problem in der digitalen Bildverarbeitung und dem maschinellen Sehen ist das Finden
von Korrespondenzen in Inhalten unterschiedlicher Bilder. Das heißt, die algorithmische Bestimmung
von Punkten, Flächen oder Volumina, die in den aufgenommenen Szenen oder in bio-medizinischen Prä-
paraten tatsächlich identische Strukturen darstellen, die im Koordinatensystem aufgenommener Bilder
jedoch, gewollt oder ungewollt, unterschiedlich, das heißt transformiert abgebildet sind. Dies können so-
wohl räumlich als auch zeitlich unterschiedlich aufgenommene Bilder und Bildsequenzen, Aufnahmen
unterschiedlicher Instanzen einer Klasse oder auch Aufnahmen verschiedener Sensoren (Bildgebungs-
modalitäten) sein. Die algorithmische Bestimmung und evt. der Ausgleich solcher Transformationen
oder Verschiebungen wird im Forschungsfeld der Bildregistrierung bearbeitet. Entsprechend der grund-
legenden Bedeutung der Problemstellung und der obigen Aufzählung unterschiedlicher Konstellationen
ist im Bereich Registrierung eine extensive Methodik entwickelt worden – was eventuell auch in gewis-
sem Maße auf die Unbestimmtheit des Begriffes der Korrespondenz zurückzuführen ist. Im Rahmen der
Arbeit bildet die Bildregistrierung einen zentralen Aspekt in dem entwickelten System zur automatischen
Modellerzeugung, der später auch im Kapitel zur automatischen Gewebeerkennung wieder aufgegriffen
wird. Im nachfolgenden Abschnitt soll eine kurze Exposition bzw. Taxonomie der unterschiedlichen
Methoden der Bildregistrierung versucht werden, um anschließend den hier entwickelten Ansatz zur Re-
gistrierung vorzustellen.
Allen Ansätzen zur Registrierung liegt zunächst ein bestimmtes Transformationsmodell zugrunde, mit
dem die realen oder physikalischen Änderungen zwischen den Bildaufnahmen angenähert und damit die
Beziehung zwischen unterschiedlichen Bildinhalten bestimmt werden soll. Für die Transformation zwi-
schen korrespondierenden Bereichen sind, je nach Applikation, zunächst beliebige Funktionen bestimm-
bar, die zwischen Bildbereichen Ω(I1) und Ω(I2) abbilden. Dies können, wie in Abschnitt 2.2, einfache
Translationen in der Ebene, lineare affine oder projektive Abbildungen, oder auch parametrische, nicht-
lineare Funktionen, wie Spline-, Polynomial- und radiale Basisfunktionen mit entsprechenden Transfor-
mationsparametern sein [ZITOVÁ und FLUSSER, 2003]. Nicht-parametrische Transformationsfunktionen
oder sogenannte Freiformdeformationen ordnen allen Bildpunkten direkt einen Verschiebungsvektor zu,
definieren also ein Vektorfeld über dem gesamten Bildbereich. Hier müssen zusätzliche Funktionen de-
finiert werden, die für diese Transformationen die gewünschten Eigenschaften, beispielsweise ein phy-
sikalisches Deformationsverhalten [BROIT, 1981, BRO-NIELSEN und GRAMKOW, 1996, FISCHER und
MODERSITZKI, 2002], sicherstellen. Eine einordnende Übersicht verschiedener Ansätze und Anwen-
dungen wird in [BROWN, 1992] und in [ZITOVÁ und FLUSSER, 2003] vorgeschlagen.
Das eigentliche Registrierungsproblem lautet nun, für ein bestimmtes Transformationsmodell entspre-
chende Transformationsparameter aus den vorliegenden Bildinhalten zu ermitteln: Die Bestimmung
oder Schätzung soll für eine definierte Transformationsfunktion die Korrespondenz im Sinne einer Güte-
oder Zielfunktion maximieren. Zur Parameterschätzung sind, je nach benutzten Transformationen, un-
terschiedlichste Ansätze vorgeschlagen worden (vgl. [BROWN, 1992, ZITOVÁ und FLUSSER, 2003]).
Diese können sowohl direkt auf Basis der Intensitätswerte der Bildfunktion, auf der Korrespondenz von
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extrahierten Merkmalen, sogenannten Landmarken2, oder auch im Frequenzraum wie in Abschnitt 2.2
erfolgen.
Für eine Transformation Tϕ(x) : Rd 7→ Rd mit Parametern ϕ besteht die Schätzung aus einer Optimie-
rung einer Zielfunktion E : I(d)2 7→ R über die Transformationsparameter
ϕ∗ = argmax
ϕ
E(I1, I2, T (ϕ)) (3.1)
anhand derer die Güte der Üsbereinstimmung quantifiziert wird; die Zielfunktion wird also für die Kor-
respondenz beziehungsweise eine Übereinstimmung der Bildinhalte maximiert, oder minimiert für eine
Funktion der Abstände.
Anhand möglicher Zielfunktionen lassen sich prinzipiell zwei Klassen von Registrierungsansätzen un-
terscheiden:
• merkmalsbasierte Registrierung durch Punktkorrespondenzen
• merkmalslose Registrierung durch Intensitätskorrespondenzen.
Erstgenannte Verfahren abstrahieren von der eigentlich vorliegenden Bildfunktion, indem Merkmale in
Form von Punktkoordinaten aus den unterschiedlichen Bildern extrahiert werden. Diese werden paar-
weise zugeordnet und mittels einer Distanzfunktion die Korrespondenz quantifiziert, dabei liegt durch
die, aus einer Punktzuordnung verfügbare Distanzinformation für Ausdruck 3.1 ein konvexes Optimie-
rungsproblem vor [MODERSITZKI, 2004].
Die automatische Extraktion von geeigneten Merkmalen für die Registrierung ist Gegenstand der For-
schung. Neben der automatischen Erkennung von Korrespondenzpunkten besitzen auch technisch ein-
gebrachte Markerpunkte (fiducial markers) und manuelle Landmarkendefinitionen große Bedeutung, be-
sonders in medizinischen Anwendungen [WEST et al., 2001], was vermutlich die unten beschriebene
Schwierigkeiten der Merkmalsextraktion verdeutlicht. Automatisch werden Merkmale im Allgemeinen
durch die Erkennung von einfachen Strukturen wie etwa Kanten oder Ecken im Bild ermittelt. Dazu
kommen Operatoren wie etwa die CANNY-Kantendetektion [CANNY, 1986] (s. Abschn. 2.3.2) und so-
genannte Interest-Operatoren zur Detektion markanter Punkte, wie etwa der HARRIS-Operator [HARRIS
und STEPHENS, 1988], SIFT-Merkmale nach LOWE [LOWE, 1999] oder stark laufzeitoptimierte Algo-
rithmen, wie der FAST-Operator [ROSTEN und DRUMMOND, 2006] zum Einsatz. Komplexere Merkma-
le, wie ganze Linienzüge oder geometrische Figuren, bedeuten allgemein nicht nur eine aufwendigere
Detektionsphase, sondern auch spezielle Abstandsmaße zur Bestimmung der Übereinstimmung; eine
Aufzählung bestehender Ansätze findet sich beispielsweise in [ZITOVÁ und FLUSSER, 2003].
Da auch bei sehr robusten Merkmalsdetektoren falsch detektierte und lokalisierte Merkmalspunkte meist
nicht mit ausreichender Sicherheit ausgeschlossen werden können, haben für merkmalsbasierte Ansätze
Verfahren zur gezielten Auswahl verlässlicher Merkmale Bedeutung erlangt. Der RANSAC-Algorith-
mus (Random Sample Consensus) nach FISCHER und BOLLES [FISCHLER und BOLLES, 1981] kann
dabei als das grundlegende Verfahren zum Ausschluss von falsch detektierten Merkmalspunkten in Re-
2Der gebrauchte englische Begriff für solche Registrierungsfeatures lautet „landmarks”, was begriffsgeschichtlich wahr-
scheinlich aus der Fernerkundung und Geographie beziehungsweise der Registrierung von Luftaufnahmen herrührt.
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gistrierungsproblemen gelten, für das zahlreiche Erweiterungen vorgeschlagen wurden. Für die mittels
des Operators F bestimmte Menge (vermuteter) korrespondierender Punktepaare in Bildern R, T
M := {(mi, nj)|mi ∈ F(R), nj ∈ F(T )} (3.2)
soll dabei jene Teilmenge ausgewählt werden, welche die Gesamtkorrespondenz innerhalb des Trans-
formationsmodells maximiert. Der stochastische RANSAC-Ansatz wählt dazu zufällige Teilmengen aus
M und bestimmt die Güte der damit geschätzten Transformation mit einem geeigneten Qualitätsmaß.
Auf Basis der bestbewerteten Teilmenge werden dann die letztendlich angewandten Transformationspa-
rameter geschätzt. Das heißt gleichzeitig, dass der Registrierungsprozess für eine sichere Selektion von
Fehlern vollständig wiederholt werden muss. Hybride Ansätze, vor allem aus dem Bereich medizini-
scher Anwendungen, zielen auf die Korrektur von detektierten Merkmalspunkten beziehungsweise Un-
terstützung durch die Betrachtung der lokalen Bildfunktion an detektierten Punkten. ROHR untersucht
in [ROHR, 2001] und Referenzen darin Lokalisierungseigenschaften von Detektoren und Möglichkeiten
zur Berücksichtigung von Unsicherheiten, wobei dazu manuell definierte Punkte eingesetzt werden und
im Transformationsmodell zusätzlich die Bildintensitäten berücksichtigt werden. Große lokale Bildun-
terschiede sollen beispielsweise durch das Setzen von Landmarken in diesen Bereichen besser registriert
werden [WÖRZ und ROHR, 2007], wobei entsprechende Punkte manuell definiert werden.
Merkmalsfreie Verfahren lassen die Extraktion von Merkmalen aus und maximieren die Bildkorrespon-
denz direkt anhand der Intensitätswerte der Bildfunktion. Dabei basieren gegebene Funktionen auf dem
aggregierten Vergleich der Intensitätswerte an superpositionierten Bildpunkten im gesamten Bildbereich
oder Teilen
ϕ∗ = argmax
ϕ
∫
Ω
E(I1, I2, T (ϕ))dx (3.3)
und werden daher allgemein auch als Bildmetriken bezeichnet. Unabhängig von der tatsächlich verwen-
deten Metrik ist bei merkmalslosen Ansätzen die Unsicherheit fehlerhaft extrahierter Merkmale zunächst
vermieden, durch die fehlende geometrische Information in Form von Punktzuordnungen aber auch ein
komplexeres Problem für die Optimierung der Transformationsparameter gegeben.
Merkmalslose Verfahren, die auf Repräsentation des Bildes im Frequenzraum als fouriertransformiertes
Signal basieren, wie in Abschnitt 2.2 die Phasenkorrelationsmethode, benötigen dabei zunächst keine
numerische Optimierung einer Zielfunktion. Über das ursprüngliche PCM-Verfahren [DE CASTRO und
MORANDI, 1987] hinausgehend sind Erweiterungen vorgeschlagen worden, um zusätzlich Skalierungen
und Transformationen mit festem Rotationszentrum berücksichtigen zu können [CHEN et al., 1994].
Mittels iterativer Verfahren können allgemein beliebige Transformationsmodelle für unterschiedliche
Bildmetriken hin auf optimale Parameter bestimmt werden, unabhängig davon, ob eine perfekte Über-
einstimmung tatsächlich vorliegt. Zur Korrespondenzbestimmung kommen dabei abstands- oder ähn-
lichkeitsbasierte Metriken als Zielfunktion der Optimierung in Frage. Wenn zwischen Bildern ähnliche
Grauwertverteilungen zu erwarten, das heißt die absoluten Intensitätswerte aussagekräftig sind, können
mittlere oder summierte quadratische Abstände der jeweiligen Bildpunktwerte als übliche Maße benutzt
werden (summed squared distance, SSD; mean squared error, MSE) [BROWN, 1992]; für binäre oder
indexierte Bilder können, als elementares Abstandsmaß, die Kardinalitäten identischer Bildpunktwerte
(als sog. Overlap-Index) als Bildmetrik dienen.
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Ein direkter Intensitätsvergleich ist nicht mehr als Korrespondenzmaß geeignet, wenn unterschiedliche
Grauwertverteilungen vorliegen, beispielsweise bei unterschiedlicher Beleuchtung von Bildern. Korre-
lationsbasierte Metriken3 dienen daher oft als geeignete Abstandsmaße, wenn unterschiedliche Bilder
zwar mit gleichen Sensoren, jedoch mit unterschiedlichen äußeren Bedingungen oder Parametern auf-
genommen werden [HAJNAL et al., 2001]. Die durch die Autokorrelation beider Bilder normalisierte
Kreuzkorrelation (vgl. [GONZALEZ und WOODS, 2007]) bildet dann ein gegenüber multiplikativen Fak-
toren robustes Abstandsmaß für eine Registrierung.
Über korrelative Zusammenhänge in Intensitätswerten hinausgehende Modelle für Metriken zielen auf
die Registrierung von Bildern unterschiedlicher Sensoren oder Bildgebungsmodalitäten: Dort liefern
identische physikalische Strukturen systematisch unterschiedliche Intensitätsverteilungen. Solche gene-
ralisierten Zusammenhänge können durch statistische Beschreibungen, wie beispielsweise der Kreuzin-
formation (mutual information, MI [VIOLA und WELLS III, 1997, MATTES et al., 2001]), oder durch
Regressionsmodelle (s. Kapitel 7) als Bildmetrik gefasst werden, um damit, etwa in medizinischen An-
wendungen (s. Referenzen in [ZITOVÁ und FLUSSER, 2003] und Kapitel 7), unterschiedliche Bildmoda-
litäten zu registrieren.
Für die Rekonstruktion dreidimensionaler Bilder aus Serienschnitten eignen sich merkmalslose, iterative
Verfahren besonders aus drei Gründen:
• Merkmale können nicht sicher detektiert werden, da typischerweise morphologische und qualita-
tive Varianzen biologischer Präparate vorliegen.
• Sub-Pixel genaue Optimierung einer Zielfunktion ermöglicht die Registrierung bei fehlender, per-
fekter Übereinstimmung, Fehler werden durch die Daten propagiert.
• Eine iterative Parametersuche ermöglicht eine automatische Fehlertoleranz anhand des Verhaltens
der Zielfunktion, während eine manuelle Interaktion oder Korrektur umöglich ist.
Das Registrierungsproblem für die Rekonstruktion von Bildstapeln I = (I1, . . . , Im) aus m Schnittbil-
dern lautet
Φ∗ = argmin
Φ
D(I ◦ Φ) :=
∑
i∈{1,...,m}
∫
Ω
D(Ii ◦ ϕi, Iν(i) ◦ ϕν(i))dx (3.4)
das heißt, es werden Transformationsparameter Φ := (ϕ1, . . . , ϕm)
top , ϕi(x) : R
2 7→ R2 gesucht, wel-
che den Gesamtabstand benachbarter Bilder minimieren. Gleichung 3.4 ist für eine direkte Optimierung,
das heißt für eine gleichzeitige Optimierung aller Transformationsparameter zu instabil, und muss daher
auf eine spezifische Nachbarschaft, etwa ν(i) = i+1, eingeschränkt, das heißt als sequentielles Problem
aufgefasst werden. Neben der erwähnten Problematik der Fehlerfortpflanzung durch die sequentielle Mi-
nimierung ergibt sich davon unabhängig ein grundsätzliches Problem der absoluten Orientierung, welche
Bilder a priori fix gehalten werden, um die optimale Transformation des gesamten Stapels zu bestimmen.
Als Transformationsmodell zur Korrektur von beliebig angeordneten Einzelschnittten werden zunächst
affine Abbildungen x′ = T (x) = Ax + b, detA > 0 zugrunde gelegt. Das Transformationsmodell wird
3Mit einer korrelationsbasierten Metrik als numerische optimierte Zielfunktion, in Abgrenzung zur Matched-Filter Korre-
lationsmethode als äquivalent der Phasenkorrelationsmethode im Ortsraum.
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Abbildung 3.1: Realisierung der Bildtransformation auf diskreten Punktgittern: Durch die Verwendung
der inversen Transformation werden die Interpolationspunkte in einem regelmäßigen Koordinatengitter
bestimmt.
für die Minimierung von Gleichung 3.4 entsprechend parametrisiert als T (ϕ), ϕ = [θ, t, c], θ ∈
[−pi, pi], t, c ∈ R2 (
x′1
x′2
)
=
(
cos θ − sin θ
sin θ cos θ
)
(x− c) + (t + c). (3.5)
Dabei wird das Rotationszentrum c als unabhängige Variable mit in die Optimierung aufgenommen, um
das Konvergenzverhalten zu verbessern4.
In der praktischen Anwendung werden durch die Transformation x ◦ ϕ Bildpunkte von ganzzahligen
Gitterkoordinaten auf kontinuierliche Werte abgebildet. An den Bildpunkten der neuen, transformierten
Bildfunktion müssen daher die Intensitätswerte an den ganzzahligen Bildpunkten interpoliert werden.
Dabei liegen jedoch die vorhandenen, transformierten Intensitäten nun nicht mehr auf einem regelmäßi-
gen Punktgitter vor, was die Interpolation erschwert. Da Bildtransformationen invertierbare Abbildungen
mit T−1(ϕ) := T (ϕ−1) sind, wird das Problem daher durch Ausnutzung der inversen Transformation
oder der sogenannten Rückwärtstransformation5 umgangen. Formal wird für die Berechnung der neu-
en Intensitätswerte daher von der Langrangedarstellung I ′ = I(x ◦ ϕ) in die äquivalenten Eulersche
Darstellung I ′ = I(x′ ◦ ϕ−1) übergegangen, womit die, für die Interpolation nötigen Nachbarpunkte di-
rekt dem ursprünglichen Koordinatengitter entnommen werden können. Für die numerische Interpolation
wird dann beispielsweise ein bilinearer Ansatz
I ′(x) :=
1
A
(
a1I(bx′1c, bx′2c) + a2I(dx′1e, bx′2c) + a3I(bx′1c, dx′2e) + a4I(dx′1e, dx′2e)
)
(3.6)
benutzt um das transformierte Bild zu erhalten (siehe Abbildung 3.1).
3.2.1 Intensitätsbasierte Bildmetrik
Neben dem Transformationsmodell bestimmt vor allem die Zielfunktion in Gleichung 3.4 die Eigen-
schaften der Registrierung: Geeignete Maße für die Bildkorrespondenz sind zentraler Bestandteil der
Lösung und bestimmen auch Optimierungsregime und -verhalten. Die entsprechende Bildmetrik muss
den tatsächlichen Zusammenhang der Bildfunktionen abbilden können, der korrelativer oder allgemeine-
rer statistischer Natur sein kann. Die Bildkorrespondenz wird dann anhand von Korrelationskoeffizient
4Das Erreichen des globalen Minimums in der Optimierung bei vorliegenden Rotationen ist mit festem Zentrum allgemein
durch das überwinden einer hohen Energiebarriere in der Topographie der Kostenfunktion erschwert.
5Die im Englischen gebräuchlichen Begriffe sind forward- und backward transform.
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oder Kreuzinformation quantifiziert und entsprechend als Zielfunktion der Transformation optimiert.
Komplexität und das Abbildungsverhalten dieser Funktionen bestimmen dabei Ansatz und Konvergenz-
eigenschaften für die Optimierung.
Ist die Vergleichbarkeit der absoluten Intensitäten durch homogene Intensitätsverteilungen gegeben, wird
durch die L2-Norm als Summe der quadratischen Abstände (sum of squared differences) der Bildpunkte
DSSD : Img2 :7→ R
DSSD(I1, I2) := ‖I2 − I1‖2 =
∫
Ω
(I2(x)− I1(x))2 dx (3.7)
eine direkte und numerisch optimale Zielfunktion erhalten. D wird entsprechend für die Optimumsuche
der Transformation mit ϕ parametrisiert
DSSD(I1, I2;ϕ) := D
SSD (I1, I2 ◦ ϕ) . (3.8)
Der quadratische Ansatz zur Abstandsbestimmung ist vorteilhaft für die numerische Optimierung selbst:
Zum einen können die Ableitungen der Zielfunktion ohne die Notwendigkeit von Interpolationsansätzen
(s. Abschnitt 7.1) direkt analytisch gefasst werden (s. unten), ferner liefert das quadratische Abstandsmaß
damit eine für gerichtete Suchverfahren sinnvolle Schnittstelle, da die Änderung der Transformationspa-
rameter in einem linearen Zusammenhang zur Metrikänderung steht.
3.2.2 Erweiterung der Bildmetrik
Durch den Ansatz einer sequentiellen Registrierung in Gleichung 3.4 werden mögliche Registrierungs-
fehler während der Rekonstruktion durch den gesamten Datensatz propagiert. Da jeweils nur direkt be-
nachbarte Bilder betrachtet werden, aggregieren dann auch kleinere Bildstörungen und -artefakte zu be-
trächtlichen Fehlern in der Gesamtkorrespondenz des Datensatzes typischerweise liegen dabei in Schnit-
trichtung Fehlrotationen vor.
Um den Einfluss von Störungen in Einzelbildern zu reduzieren, muss daher die Beschränkung auf jeweils
ein adjazentes Bild zur Korrespondenzbestimmung erweitert werden. Die Erweiterung der Bildmetrik auf
mehrere Bildnachbarn ist in erster Linie zur Regularisierung von nicht-linearen Transformationen vorge-
schlagen worden ([JU et al., 2006, DERCKSEN et al., 2008]), wobei eine korrekte lineare Transformation
als vorgegeben beziehungsweise manuell sichergestellt wird. Vorliegende nicht-lineare Deformationen
können so ausgeglichen werden, allerdings werden dabei auch suboptimale, das heißt fehlerhafte lineare
Registrierungen lediglich geglättet und verfälschen möglichweise die tatsächlich vorliegende Morpholo-
gie; fehlerhaft alignierte Strukturen können dann nicht korrigiert werden.
Um die Fehlertoleranz innerhalb der eigentlichen Rekonstruktion des Bildstapels zu erhöhen, wird die
Bestimmung der Korrespondenz durch die Bildmetrik auf ein gewichtetes Mittel innerhalb von d regis-
trierten Nachbarbildern erweitert, das heißt die Bildmetrik wird für jede Transformation des Bilds d-mal
ausgewertet.
Φ∗ = argmin
Φ
D(I ◦ Φ) :=
m∑
i=1
i−1∑
j=max(1,i−d)
∫
Ω
wd(j)D(Ij , Ii ◦ ϕ(i))dx. (3.9)
Der Nachbarschaftsparameter d > 0 ist dabei abhängig von der physikalischen Auflösung des Daten-
satzes, bei näherungsweise isotroper Auflösung des Volumens kann d anhand der Größe der minimal
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Tabelle 3.1: Übersicht von Optimierungsverfahren zur Bestimmung der optimalen Transformationspara-
meter und hier verwendeten Algorithmen (fett).
Ansatz Vorgehen Algorithmen
Systematische Regelmäßige Abtastung Brute-Force
globale Suche des Parameterraums Algorithmus
Gerichtete Ableitungsbasierte Simplex-Algorithmus,
lokale Suche und -freie Verfahren GC-Algorithmus
Gauß-Newton-Algorithmen
Heuristische Genetische Algorithmen, Differential Evolution,
globale Suchstrategien Tunneling-Verfahren STUN
aufgelösten Strukturen bestimmt werden.
Die Wichtungsfaktoren wd(j) sind monoton fallend und normalisiert in [1, d], so dass für d = 1 die
ursprüngliche Form 3.4 besteht. Durch eine sigmoide Funktion
w(j; d) :=
1
1− e−(j−2d) (3.10)
wird beispielsweise sichergestellt, dass bei Inkonsistenzen des direkte Nachbarn ausreichend Information
durch die übrigen Bilder kompensiert wird, um so die Wahrscheinlichkeit von Fehlregistrierungen als
Unstetigkeiten im Verlauf der Bildmetrik über den gesamten Stapel zu reduzieren.
3.2.3 Numerische Optimierung im Transformationsraum
Für die iterative Optimierung der Bildmetrik als Zielfunktion im Raum der Transformationsparame-
ter können zunächst verschiedene Optimierungsverfahren zum Einsatz kommen. Die Topographie der
Zielfunktion besitzt meist mehrere lokale Minima beziehungsweise ist meist nicht glatt. Das Risiko sol-
cher lokaler Minimumseinstellungen ist besonders bei texturierten Bildinhalten beziehungsweise hoher
Entropie in Bildern groß. Durch die Datenvorverarbeitung ist zunächst eine Vorbereitung hin auf die Lö-
sung des Registrierungsproblems hergestellt worden: Erstens werden durch die Hintergrundmaskierung
nur tatsächlich relevante Bildpunkte in der Bildmetrik berücksichtigt und zweitens durch standardisierte
Hauptachsen eine ungenaue Vortransformation als Startpunkt für die Optimierung vorgegeben.
Tabelle 3.1 enthält eine Übersicht unterschiedlicher Ansätze und Algorithmen für die numerische Op-
timierung von Bildmetriken. Systematische, regelmäßige Abtastungen des Parameterraums garantieren
eine Annäherung des globalen Maximums innerhalb der vorgegebenen Schrittweiten. Da Parameter nicht
unabhängig optimiert werden können, liegen bei notwendigen kleinen Schrittweiten, einschränkend ho-
he Laufzeiten vor. Lokale Suchverfahren garantieren per Definition zunächst nicht das Erreichen des
globalen Minimums, bei entsprechender Initialisierung der Parameter ermöglichen diese jedoch eine
effziente, gerichtete Suche und sub-pixel Genauigkeit, intuitive Parameter und Abbruchkriterien und
sind daher für die Bildregistrierung bevorzugte Verfahren. Globale Verfahren, wie beispielsweise nicht-
deterministische, evolutionäre oder genetische Algorithmen, liefern leistungsfähige Optimierungsalgo-
rithmen, für das vorliegende Problem sind dabei jedoch intransparente Parametrisierung und hohen Ite-
rationszahlen nachteilig.
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Für lokale Optimierungsverfahren werden im Allgemeinen ableitungsfreie und Verfahren erster oder
höherer Ordnung in den benutzten Ableitungen unterschieden. Der von NELDER und MEADE vorge-
stellte [NELDER und MEAD, 1965, LAGARIAS et al., 1999] Downhill-Simplex-Algorithmus, kann als
etabliertes, leistungsfähiges direct-search Verfahren gelten, das unempfindlich gegen Unstetigkeiten und
verworfenene Topographien der Zielfunktion ist. Die lokale Kostenfunktion im d-Dimensionalen wird
dabei durch d + 1 Punkte dem sogenannten Simplex angenähert. Anhand der gefundenen Werte wird
das Simplex in Richtung niedrigerer Funktionswerte bewegt, wobei anhand der vorliegenden Werte das
Simplex kontrahiert, komprimiert oder expandiert wird, um den Suchradius anzupassen (vgl. [PRESS
et al., 2007]). Diese adaptive Suche begründet die Robustheit des Verfahrens gegenüber verrauschten
Kostenfunktionen, bis zur Konvergenz wird jedoch im Allgemeinen eine hohe Iterationszahl benötigt,
während das Simplex „amöbenähnlich” durch den Parameterraum wandert.
Wird neben den Metrikwerten auch der Gradient∇f das heißt der Vektor der partiellen Ableitungen der
Metrikfunktion nach den Transformationsparameter benutzt, kann allgemein eine schnellere Konvergenz
in der Optimierung erhalten werden. Gradientenabstiegsverfahren minimieren eine Funktion f anhand
der 1. Ableitung in Richtung des steilsten Abstiegs∇f (steepest descent)
pi+1 := pi − γi∇f(pi) (3.11)
und der eindimensionalen Minimierung in Richtung des Gradienten γi := minγ f
(
pi − γ∇f(pi)
)
. Die
Konvergenz des Gradientenabstiegsverfahrens ist jedoch defizitär: die aus der eindimensionalen Mini-
mierung erhaltenen Vektoren sind zwangsläufig lotrecht zur vorhergehenden Richtung, wodurch unnötig
viele Iterationen zur Minimumseinstellung benötigt werden.
Die Berücksichtigung der Richtung aus vorhergehenden Iterationen wird durch die konjugierte Gradien-
ten Methode (conjugate gradients, GC) erreicht: Der steilste Abstieg wird zugunsten des zur vorherge-
henden Richtungen konjugierten Vektors hi, hi ·A · hj = 0∀i 6= j verworfen das heißt,
pi+1 := pi − γihi (3.12)
und γi := minγ f (pi − γhi) gesetzt. Für die Aktualisierung der konjugierten Richtung sind verschiede-
ne Ansätze vorgeschlagen worden. In der Praxis hat sich hierbei der Ansatz [POLAK, 1971] von POLAK
und RIBIÈRE als robust erwiesen, Verhalten und Varianten werden in [PRESS et al., 2007] untersucht.
Durch das inkrementelle Update von h wird eine Approximation der Zielfunktion durch die quadrati-
schen Form f ≈ c−bx+ 12xAx aufgebaut. Kann die Zielfunktion damit hinreichend genau angenähert
werden, erhält man mit dem GC-Verfahren eine lineare Konvergenz (in der Anzahl der Variablen). Ist
der quadratische Ansatz ungültig, sind die sukzessiv bestimmten Richtungen nicht konjugiert, schlech-
testenfalls wird ein Gradienabstieg erhalten; die quadratische Approximation ist jedoch in vor allem in
der Nähe des Minimums meist gültig und liefert eine signifikante Verbesserung gegenüber dem Gradi-
entabstieg.
Um die Komplexität je Iteration gering zu halten, sollte die Berechnung der Ableitungen der Kosten-
funktion D bezüglich der Transformationsparameter ϕ nicht durch finite Differenzen, sondern durch die
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Algorithmus 2 p∗=GCMin(f,p0)
1: ∆p0 := −∇f(p0)
2: α0 := argminα f(p0 + α∆p0)
3: p1 := p0 + α0∆p0
4: while (‖∇f(pi)‖ < Tol|i < maxIter) do
5: ∆pi := −∇f(pi)
6: //Polak-Ribière Aktualisierung
7: βi :=
∆p>i (∆pi−∆pi−1)
∆p>i−1∆p
>
i−1
8: hi := ∆pi + βihi−1
9: αi := argminα f(p+αhi)
10: pi+1 := pi + αihi
11: end while
analytische Bestimmung der Ableitungsfunktion gebildet werden.
Durch Anwendung der Kettenregel für den quadratischen Abstand als Bildmetrik ergibt sich
∂f(p)
∂p
=
∂DSSD(I1, I2, ϕ)
∂ϕ
= 2
∫
Ω
(I1(x)− I2(x ◦ ϕ)) · ∂I2(x ◦ ϕ)
∂ϕ
dx (3.13)
= 2
∫
Ω
(I1(x)− I2(x ◦ ϕ)) ·
〈
∂I2(x
′)
∂x′
,
∂x′
∂ϕ
〉
dx
= 2
∫
Ω
(I1(x)− I2(x ◦ ϕ)) ·
∑
i
∇(I2 ◦ ϕ) · ∂x
′
∂ϕi
dx
(3.14)
wobei∇(I2 ◦ϕ) den Intensitätsgradienten des transformierten Bilds im transformierten Koordinatensys-
tem bezeichnet. Die Jacobimatrix J = [∂x′j\∂ϕi] der partiellen Ableitungen
J =

∂x′1
∂ϕ1
. . .
∂x′1
∂ϕn
...
. . .
...
∂x′d
∂ϕ1
. . .
∂x′d
∂ϕn
 (3.15)
zeigt an, wie stark sich die Komponenten xi des abgebildeten Punktes für eine Variation der Transfor-
mationsparameter ϕj ändern, das heißt, das Produkt in 3.14 bestimmt, wie stark sich die Bildmetrik für
die Variation eines Bildpunktes ändert.
Die Parametrisierung der translationalen und angularen Komponenten der Transformation respektive
der Zielfunktion besitzt unterschiedliche Wertebereiche: Eine Rotation um 1 Radianten resultiert in einer
wesentlich größeren Änderung als eine Translation um einen Bildpunkt. Diese ungleiche Dynamik äußert
sich in der Kostenfunktion in langen, schmalen „Tälern” um das Optimum.
Die Parameter müssen daher in der Optimierung mit Faktoren F ∈ R|ϕ| skaliert werden. Verfahren
erster Ordnung basieren auf der Annäherung der lokalen Funktionstopologie durch den Gradienten, das
heißt, der zweite Ableitungsterm der Taylorreihenapproximation muss entsprechend klein sein: Bei einer
angularen Schrittweite von 1 sollte die Bildpunktverschiebung im Bildmittel auch 1 betragen. Für die
Transformation aus Gleichung 3.5 ergibt sich dann als Skalierungsfaktor
F = (1/fθ, 1, . . . , 1) mit fθ :=
1
|Ω|
∫
Ω
(x− c)2 dx (3.16)
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Abbildung 3.2: Schematischer Ablauf der Parameterschätzung in der Registrierung anhand der Multis-
kalendarstellung der Eingangsbilder.
für eine verbesserte Konvergenz beziehungsweise Stabilität der Optimierung 6.
3.2.4 Multiskalenansatz zur effizienten Lösung
Ein wichtige Ansatz, um Robustheit und Geschwindigkeit der Optimumsuche neben den eigentlichen nu-
merischen Iterationsverfahren zu verbessern, liefern hierarchische Verfahren. Dabei erfolgt die Suche auf
einer Multiskalendarstellung der Bilder: Die Suche wird auf einer groben Skale begonnen, die dann wäh-
rend der Optimierung sukzessive verringert wird, bis schließlich die Zielfunktion auf der ursprünglichen
Auflösung ausgewertet wird. Dabei wird die Bildfunktion auf der, der jeweiligen Skale entsprechenden
der Grenzfrequenz des Gaußfilter unterabgetastet, so dass eine reduzierte Bildauflösung vorliegt.
Dieses Vorgehen liefert mehrere Vorteile für die Bestimmung der Transformation: Die Robustheit der
Suche bezüglich lokaler Minima wird erhöht, da durch die glatteren Skalenraumdarstellungen der Bilder
die Topologie der Zielfunktion verbessert wird. Dies ermöglicht im es Optimierungsverfahren selbst, grö-
ßere Schrittweiten zu realisieren. Zusammen mit der reduzierten Auflösung kann so wesentlich schneller
in die Region des globalen Optimums fortgeschritten werden, was im Allgemeinen in der Optimierung
den Großteil der Iterationszeit ausmacht (vgl. [PRESS et al., 2007] und Anhang C). Darüber hinaus wird
durch die Unterabtastung eine wesentlich geringere Laufzeit pro Iteration erzielt, das heißt, die „teure”
Suche der großenl Transformationsschritte in die Nähe des Optimums ist weitestgehend entschärft, was
beispielsweise in der praktischen Anwendung die Testung unterschiedlicher Startpunkte möglich macht.
Für den Multiskalenansatz wird das Bildpaar zunächst in seine entsprechende Multiskalendarstellung
I1,2(x, t), mit Skalenparameter t ∈ {1, . . . , tmax} überführt. Dabei stellt sich die Frage nach der ma-
ximalen Skale: Wird eine zu große Skale für den Start der Optimierung gewählt, kann die Zielfunktion
gegebenenfalls für die Bildkorrespondenz nicht mehr informativ sein. Die Optimierung „steckt” dann
auf den nachfolgenden Skalen in einem lokalen Minimum fest. Die systematische Bestimmung der ma-
ximalen Skale respektive der Auflösungsstufen wird in der Literatur zur Registrierung nicht eindeutig
behandelt. Allgemein kann durch die Detektion sogenannter Skalenraummaxima (scale space maxima)
[LINDEBERG, 1990] bis zu welchem tmax innerhalb von Objekten noch informative Bildinhalte erhalten
werden; in der Praxis ist eine direkte Abschätzung anhand der Bildgröße jedoch meist ausreichend.
Bei gegebener Auflösungspyramide liefert das Optimum der Skale t die Initialisierung der jeweils nächs-
ten Stufe t+ 1. Transformationsparameter müssen dabei anhand der physikalischen Auflösung des Dis-
6Aus der Approximation der Ableitungen im Diskreten sind Verfahren 2. Ordnung meist instabil in der Anwendung - vgl.
hierzu auch praktische Überlegungen in [PRESS et al., 2007] und Anhang C
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Abbildung 3.3: Ablaufschema des rekursiven Ansatzes in Algorithmus 3: Registrierte Teilmengen wer-
den in der Rekursionsauflösung zur registrierten Mengen vereinigt, dabei wird in der untersten Rekursi-
onsebene die Verteilung der Metrikwerte geschätzt. Die Gesamtkomplexität bzgl. der Optimierungsläufe
bleibt dabei gleich.
kretisierungsgitters je Stufe skaliert werden und bleiben für den Optimierungsalgorithmus „unsichtbar”;
die Skalierungsfaktoren aus Gleichung 3.16 werden dabei entsprechend pro Auflösungsstufe neu be-
stimmt.
3.2.5 Divide-and-conquer Formulierung zur Fehlerrückweisung
Fehlerhafte Bildregistrierungen können trotz Vorverarbeitung, Ansätzen zur Dämpfung von Bildstörun-
gen und systematischer Verwendung der Optimierungsverfahren nicht sicher ausgeschlossen werden.
Durch die intrinsische Abhängigkeit des Rekonstruktionsproblems führen Fehlregistrierungen zu einem
insgesamt fehlerhaften Ergebnis. Beispielsweise ist eine Fehlerwahrscheinlichkeit von 0.5 · 10−4 bei
den vorliegenden typischen Bildstapelgrößen bereits zu hoch für eine sichere Rekonstruktion. Durch die
Erweiterung der Bildmetrik auf benachbarte Bilder lässt sich eine heuristische Fehlerunterdrückung rea-
lisieren, die in der praktischen Anwendung meist zu guten Ergebnissen führt. Nichtstdestotrotz muss für
die vollautomatische Verarbeitung vor allem auch mit einem Fehlschlagen der Vorverbeitungsschritte
in Abschnitt 2.1-2.3 gerechnet werden: Dies vor allem aufgrund von fehlerhaften Eingangsdaten bezie-
hungsweise fehlgeschlagener Präparation. Damit liegen dann Daten vor, für die letztlich keine fehlerfreie
Registrierung erhalten werden kann, und das Gesamtergebnis damit stark beinträchtigt wird.
Aussagen über die Registrierungsgüte oder den maximalen Korrespondenzgrad werden durch die Ziel-
funktion quantifiziert, da jedoch für vorliegende Bilder kein perfektes Match existiert, liefern die Ab-
solutwerte nur in Bezug zur Verteilung der Metrikwerte über den gesamten Datensatz eine Aussage zur
Identifikation von Registrierungsfehlern, die dann als Ausreißer einer geschätzten Verteilung vorliegen.
In der sequentiellen Formulierung des Rekonstruktionsproblems liegen die für die Schätzung der Ver-
teilung nötigen Metrikwerte jedoch erst am Ende der Verarbeitung des gesamten Datensatzes vor, das
heißt, mögliche Fehlerregistrierungen können nicht während der Rekonstruktion erkannt werden, son-
dern müssten in einer nachgelagerten Verarbeitung adressiert werden, die dann wieder dem gleichen
Problem unterliegt, usf..
Wünschenswert ist daher eine alternative Formulierung des sequentiellen Problems, welche eine:
• statistische sichere Fehlererkennung anhand der Verteilung der Zielfunktionswerte im Datensatz
während der Rekonstruktion ermöglicht
• Rückweisung fehlerhafter Bilder und Korrektur dieser während der Rekonstruktion realisiert
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• Ein datenparallele Prozessierung des Registrierungsproblems bei geringem rechnerischem Mehr-
aufwand ermöglicht.
Dies wird mittels einer alternativen und allgemeingültigen, rekursiven Formulierung des Rekonstrukti-
onsproblems für Bildstapel erreicht: Grundlage hierbei ist eine rekursive Partitionierung des Problems
in Teilprobleme. Dabei wird als Invariante in der Rekursionsauflösung das Zusammenführen bereits re-
gistrierter Teilmengen zur registrierten Vereinigungsmenge, ähnlich divide-and-conquer Ansätzen zur
Sortierung, realisiert. Das Vorgehen ist in Algorithmus 3 zusammengefasst.
Durch die alternative Formulierung werden die oben beschriebenen Eigenschaften erhalten, und dabei
ein vernachlässigbarer rechnerischer Overhead, nämlich die Anwendung der Transformation auf jeweils
alle Elemente im Vereinigungsschritt in Zeile 16 pro Rekursionsebene, in Kauf genommen, der durch
die erhaltene Parallelisierbarkeit jedoch ausgeglichen wird. Die asymptotische Komplexität O(N) be-
züglich der durchgeführten Optimierungsläufe für die Anzahl der Bilder N bleibt dabei gleich, wie im
Flussdiagramm 3.3 angezeigt.
Algorithmus 3 I=RekursivesRegistrieren(I)
1: if (|I| ≥ 2) then
2: I1=RekursivesRegistrieren(I1)
3: I2=RekursivesRegistrieren(I2)
4: end if
5: if ( then|I| = 2)
6: ϕ∗ = argmin
ϕ
DSSD(Ii, Ii+1, ϕ) Ii ∈ I1, Ii+1 ∈ I2 // registriere adjazente Elemente aus I1, I2
7: Hj = DSSD((Ii, Ii+1, ϕ∗)) // Bestimme Verteilung der Metrikwerte
8: else
9: ϕ∗ = argmin
ϕ
DSSD(Ii, Ii+1, ϕ) Ii ∈ I1, Ii+1 ∈ I2
10: while do (Thresh(Hj) < DSSD((Ii, Ii+1, ϕ∗))) // Teste auf Fehlregistrierung
11: ϕ∗ = argmin
ϕ
DSSD(I(i)−−, I(i+1)++, ϕ) Ii ∈ I1, Ii+1 ∈ I2 // Verwerfe Paar für weitere Verarbeitung
12: end while
13: end if
14: // Halte registrierte Teilmengen
15: for (I ∈ I2) do
16: I = I ◦ ϕ∗
17: end for
18: I = [I1, I2] // Zusammenführen
3.3 Ergebnisse und Diskussion
Ziel dieses Abschnittes war es, das aus der Serienschnittbildgebung entspringende Rekonstruktionspro-
blem zu lösen, um damit die Auflösungsvorteile der zweidimensionalen Bildaufnahme in dreidimensio-
nale Bilder zu übertragen. Auf Basis der vorliegenden Bilddaten wurde in dem entsprechenden Regis-
trierungsproblem ein merkmalsloser Ansatz umgesetzt, und so die Fehlerquelle Kontrollpunktdetektion
umgangen. Die in Bilddaten vorliegenden Transformationen wurden dabei durch die Verwendung eines
affinen Transformationsmodells abgebildet, welches zur Minimierung des Intensitätsabstands benutzt
wurde. Durch zwei unterschiedliche Ansätze wurden die bei der Rekonstruktion von großen Bildstapeln
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vordringlichsten Probleme Fehlertoleranz und Verarbeitungsgeschwindigkeit gelöst: Durch i) Erweite-
rung der Bildmetrik auf eine gewichtete Nachbarschaft und ii) durch eine alternative Formulierung des
sequentiellen Problems in einem divide-and-conquer Ansatz. Dazu war neben den in Kapitel 2 beschrie-
benen Operationen die Erweiterung bestehender Ansätze notwendig, um so eine tatsächlich vollautoma-
tische Verarbeitung der Eingangsdaten zu gewährleisten.
Durch die Umformulierung des üblichen Ansatzes wird eine, vor allem für die Verarbeitung großer Da-
tensätze wichtige grobgranulare Parallelisierbarkeit der Rekonstruktion sichergestellt. Beide Verfahren
bestimmen die optimalen Transformationsparameter dabei in einem hierarchischen Mehrskalenansatz.
Das Konvergenzverhalten und auch die Sicherheit der Optimierung gegenüber lokalen Minimumsein-
stellung konnte so verbessert werden (siehe Anhang C). Die eigentliche Optimierung der Bildmetrik
als Zielfunktion wurde mittels Simplex-Algorithmus und GC-Verfahren gelöst. Durch die analytische
Bestimmung der Ableitungen anstelle der Approximation mit finiten Differenzen wird eine Laufzeitop-
timierung, neben den Funktionsausertungen in der Liniensuche pro Iteration erzielt. Newton Methoden
als Verfahren höherer Ordnung unter Verwendung der Hesse-Matrix besitzen zwar bessere theoretische
Konvergenzeigenschaften (das heißt super-lineare Konvergenz), sind jedoch für „wenig glatte” auf dis-
kreten „Messdaten” aufsetzende Zielfunktionen instabil (s. Anhang C und [PRESS et al., 2007]).
Die vorgeschlagenen Methoden wurden zur Rekonstruktion verschiedener Probeobjekte und Bildge-
bungsverfahren validiert, dabei besonders Durchlichtmikrographen, wie etwa von Hordeum Karyopsen
mit 25 Datensätzen mit je zwischen 1200 und 3000 Einzelschnitten, aber auch konfokalen Aufnahmen
(Nicotiana) und Radiogrammen (Maus) (s. Anhang B).
In der Rekonstruktion wurden nicht-lineare Deformation aus zwei Gründen nicht adressiert: Zunächst
konnte solche nicht aus der Bildakquisition beobachtet werden, dies zeigen auch die Rekonstruktions-
ergebnisse. Durch die Verwendung von Polymereinbettungen in der biologischen Probenpräration wird
die Verformung des Objektes während der Sektion offenbar verhindert. Mit den vorgestellten Methoden,
insbesondere Algorithmus 3 können jedoch auch nicht-lineare Transformationsfunktionen zu Registrie-
rung angesetzt werden. Eine Korrektur von Deformationen einzelner Schnitte allein aus den vorliegenden
Daten ist jedoch problematisch: Eine solche Registrierung mittelt dann lediglich lokale Deformationen
anhand der übrigen auch deformiert vorliegenden Referenzbilder. Letztlich werden so in erster Linie vi-
suell zufriedenstellende Ergebnisse erzielt, es besteht jedoch die Gefahr, demgegenüber die tatsächliche
Morphologie zu verfälschen (beispielsweise, als Gedankenexperiment, einen Kegel in einen Zylinder zu
transformieren).
Im folgenden Kapitel sollen, nachdem das Problem der Rekostruktion der Objekte gelößt ist, in diesen
nun relevante Gewebe und Strukturen segmentiert, und damit der eigentliche Schritt in der automatischen
Auswertung des biologischen Bildmaterials und die automatische Modellerzeugung realisiert werden. In
diesem Zusammenhang werden dann auch nicht-linearen Transformationen und Registrierung erneut
betrachtet.
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(a)
(b) (c)
Abbildung 3.4: Ansichten einer rekonstruierten Horduem Karyopse: Beliebige Schnittebenen durch das
rekonstruierte Volumen zeigen intakte histologische Strukturen und Außenhülle (10 DAF, 2979 Schnitt-
bilder, 1800× 1400px, max. 2 Einzelbilder pro Schnitt, 7 Gb total)
(a) (b)
Abbildung 3.5: Detailansicht eines Hordeum Datensatzes (3 DAF, vgl. [DERCKSEN et al., 2008]), 3.5a
sagital, 3.5b transversal.
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Abbildung 3.6: Mittlerer quadratischer Abstand benachbarter Bilder in einem Bildstapel (Hordeum
Schnittbilder, 10 DAF, 2979 Einzelschnitte, s. Abb. 3.4) vor und nach der Rekonstruktion. Die Über-
einstimmung ist nicht perfekt, in Abhängigkeit von der Objektgröße liegt im registrierten Datensatz ein
systematischer Abstand aus der Bildaufnahme vor.
Thresh
(a) (b) (c) (d)
Abbildung 3.7: Automatische Fehlerrückweisung im rekursiven Ansatz: Auf der untersten Rekursions-
ebene wird die Verteilung 3.7a der Metrikwerte im gesamten Datensatz geschätzt, dies ermöglicht die
Bestimmung des ubiquitär vorliegenden Bildabstands (vgl. Abb. 3.6), etwa verursacht durch Varianzen in
der Bildaufnahme, und damit die Identifizierung von Registrierungsfehlern 3.7b. Hier dargestellt anhand
von zwei zurückgewiesenen Bildern fehlerhafter Präparate 3.7c, 3.7d in einem Nicotiana Substapel (150
Schnittbilder, 1200× 1200px, Schwellwert 2σ = 22.55).
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(a) (b) (c)
Abbildung 3.8: Rekonstruktion konfokaler Aufnahmen eines Nicotiana Bildstapels (200 Einzelbilder,
spezifische Färbung der Leitgewebe) .
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Teil II
Segmentierung relevanter Gewebe in
biomedizinischen Bilddaten
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Kapitel 4
Segmentierung durch überwachte
Klassifikation
Als Ergebnis der Registrierung erhalten die Bilddaten nun ein korrektes Abbild der Organisation von Ma-
terialen und Gewebe im realen Probeobjekt. Im Folgenden soll nun untersucht werden, ob und wie diese
Gewebetypen mittels entsprechender Modelle in den Bildern erkannt und segmentiert werden können
und damit die Grundlage für die automatische dreidimensionale Modellgenerierung geschaffen werden
kann. Dazu ist zunächst festzuhalten daß:
• die Erkennung der unterschiedlichen Gewebetypen in Bildern durch den Menschen biologisches
Expertenwissen erfordert und damit, beispielsweise im Vergleich zur binären Aufgabe aus 2.3, ein
„schwieriges” Segmentierungsproblem vorliegt.
• sich daraus auch die Notwendigkeit eines überwachten Ansatzes ableiten lässt: Um eine ausrei-
chende Erkennungsleistung sicherzustellen, muss dieses Expertenwissen geeignet in Modellen zur
Klassifikation und Segmentierung der Gewebetypen berücksichtigt werden.
Neben Referenz- oder Trainingsdaten und dem eigentlichen Segmentierungsmodell kommt besonders
der geeigneten Darstellung und Transformation der Bildinhalte hin auf die Beschreibung der Charakte-
ristiken der jeweiligen Gewebeklassen eine grundlegende Bedeutung zu. Bevor zwei Ansätze zur Seg-
mentierung durch überwachte Klassifikation untersucht werden, müssen daher zunächst Operatoren be-
stimmt werden, mit denen charakteristische Merkmale aus der Bildfunktion bestimmt werden können.
4.1 Merkmalsraum für das Mehrklassenproblem
Aus dem Eingangsbild, der skalarwertigen Bildfunktion, werden Operatoren zur Berechnung eines mehr-
dimensionalen Merkmalsbildes angesetzt: Jedem Punkt im Bildbereich werden ein oder mehrere Werte
zugewiesen, die bezüglich der Anwendung charakteristische lokale Eigenschaften der Bildfunktion quan-
tifizieren. Diese können einfache Eigenschaften, beispielsweise die Bildableitung und allgemeine lineare
Operatoren sein, aber vor allem auch komplexere, aus unterschiedlichen Filtern und Darstellungen be-
stimmte Größen sein. Für das vorliegende Segmentierungsproblem ist hierbei entscheidend, dass nicht
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die Eigenschaften einzelner Bildbestandteile, Kanten, Konturen oder ROI usw. ausreichen, sondern im
gesamten Bildbereich dichte Werte für die Klassifikation der Bildpunkte erhalten werden müssen.
4.1.1 Statistische Merkmale
Die Fassung von semantischen Klassen kann durch die Beschreibung der lokalen Bildinhalte erfolgen,
anhand von Mittelwert, Varianz, Orientierung und Größe durch Rangordnungsfilter. Die lokalen Grau-
wertverteilungen pM(z) der diskreten Zufallsvariable z der Graustufen p(zi), i = 0, . . . , L− 1 werden
dazu in einer definierten NachbarschaftM empirisch aus dem lokalen Histogramm geschätzt, und sind
zunächst unabhängig von der räumlichen Anordnung der Grauwerte innerhalb vonM und damit rotati-
onsinvariant.
Aus den lokalen Grauwertverteilungen lassen sich mittels der Definition von Momenten µn (vgl. Abschn.
2.4) skalare Werte
µn =
L−1∑
i=0
(zi −m)n p(zi) m :=
L−1∑
i=0
zip(zi) (4.1)
als Merkmale des Bildinhaltes innerhalbM bestimmen:
Mit der Varianz σ2(z) = µ2(z) ergibt sich aus
R := 1− 1
1 + σ2(z)
(4.2)
ein normalisiertes Maß als Deskriptor der lokalen Glätte des Bildausschnitts, als Indikator von Textur
gegenüber konstanten Bereichen [GONZALEZ und WOODS, 2007]. Momente höherer Ordnung liefern
weitere Eigenschaften der lokalen Grauwertverteilung, beispielsweise
S :=
µ3
σ3
(4.3)
zur Beschreibung der Neigungsstärke der Verteilung. Die Wölbung oder Kurtosis der
K :=
µ4
σ4
s (4.4)
liefert ein Maß für die Steilheit der vorliegenden Verteilung relativ zur Normalverteilung.
Ein weiteres empirisches Maß liefert die Entropie
E := −
L−1∑
i=0
p(zi) log2 p(zi) (4.5)
als normalisierter Deskriptor der Variabilität oder des Informationsgehalts inM (vgl. Abschnitt 7.1).
Das Range-Filter
R := max (M)−min (M) (4.6)
liefert als elementarer Rangordnungsfilter eine Erkennung von Nachbarschaften mit hoher gegenüber
niedriger Variation von Graustufen inM.
Die Beschreibung des Bildinhalts mit unterschiedlichen MaskengrößenMi und lokalen Grauwertstatis-
tiken erlaubt die Erkennung von unterschiedlichen Skalen und Periodizität des Bildinhaltes, und damit
wichtige Eigenschaften für die Diskriminierung unterschiedlicher Bildinhalte.
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Abbildung 4.1: Textur und Orientierung bei der Merkmalsextraktion: Histogrammmerkmale sind inva-
riant zur räumlichen Orientierung, dargestellt hier beispielhaft anhand eines Bildausschnitts, und der
um 90◦ gedrehten Variante. Graustufenkookuränzen berücksichtigen Skale und Orientierung im entspre-
chenden bivariaten Histogramm.
Die Invarianz gegenüber der Orientierung schränkt Histogrammmerkmale für eine Diskriminierung von
Bildinhalten jedoch ein. Der räumliche Zusammenhang von Grauwerten kann mit generativen Textur-
modellen nach HARALICK [HARALICK, 1979] als sogenannte Graustufenkookuränzen (Gray-Level-Co-
Occurences, GLCM) bestimmt werden: Grundidee ist die statistische Beschreibung der räumlichen Be-
ziehung der Grauwerte, das heißt, für eine gegebene Skale und Orientierung werden bivariate Dichten
bestimmt, aus denen dann skalare Maßzahlen zur Charakterisierung, analog Gleichung 4.2-4.6, bestimmt
werden. Um für die Schätzung des bivariaten Histogramms im Diskreten sowohl die nötige Robustheit
der Schätzung zu sichern als auch der rechnerischen Handhabbarkeit wegen, wird die Bildfunktion dazu
meist auf weniger Graustufen L′, mit |L′| = 8 oder 16 typischerweise, quantisiert.
Der GLCM-Operator G :M 7→ RL′×L′ kann durch Binärbilder Ii(x) := δ (I(x), i) , i = {1, . . . , |L′|}
dargestellt werden
Gi,j(M,∆x) := 1|M|
∫
M
δ
(
Ii(x), Ij(x + ∆x)
)
, (4.7)
wobei ∆x aus gegebener Orientierung θ ∈ pi und Skale d ∈ R+ bestimmt wird (G wird als symmetrisch
betrachtet). Aus der matrixwertigen Abbildung über dem Bildbereich werden anschließend Kennzahlen
zur Beschreibung der bivariaten Verteilung bestimmt, um zu quantifizieren, wie gut die vorgegebene
Strukturbeziehung den lokalen Bildinhalt „trifft”:
U :=
∑
ij
Gij(M,∆)2 Uniformität (4.8)∑
ij
|i− j|2Gij(M,∆) Kontrast
∑
ij
(i− µ1) (j − µ2)Gij(M,∆)
σ1σ2
Korrelation
∑
ij
Gij
1 + |i− j|(M,∆) Homogenität
Die Operatoren werden dabei überlappend durch die Fensterfunktion M im gesamten Bildbereich Ω
angewandt, etwa U(I ◦G(M,∆)) : Ω 7→ R.
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Tabelle 4.1: Übersicht der extrahierten Merkmale zur Gewebeklassifikation und Streuung der Klassen-
zugehörigkeit (Fisher-Score, Gl. 4.20).
Dimension Merkmal Beschreibung Mehrklassen Fisher-Score
f1 I Intensitätsbild 1.1
f2−4 Range(I; {5, 20, 40}) maxI(M)−min I(M)) [1.3, 4.9]
f5−7 Entropie(I; {9, 27, 45}) Entropiefilter [10.7, 14.5]
f8−15 Gabor(I; {8, 16, 32, 65} , Gabor Features [1.8, 6.4]
{pi, pi/2})
f16−18 Std (I; {5, 21, 45}) Std-Filter [1.7, 3.5]
f19−30 GLCM(I) GCLM-Features [0.3, 6.5]
f30−51 WavPak(I) Wavelet-Features [2.1, 2.2]
Die beschriebenen Filter zur Berechnung lokaler Merkmale lassen sich allgemein nicht als Faltungsope-
rationen realisieren (für bestimmte Rangordnungsfilter sind lineare Approximationen vorgeschlagen),
sondern basieren immer auf einer nicht-linearen Sortierungs- beziehungsweise Histogrammoperation
und Komplexität O (|Ω| · |M| log |M|).
4.1.2 Gabor-Filter und -Merkmale
Einen analytischen Ansatz zur Beschreibung von lokalen Bildinhalten liefern Gabor-Filter nach GABOR
[GABOR, 1946]. Grundlage ist hierbei die Beschreibung der lokalen Wellenzahl und Phase des Bilds
durch eine spezielle Funktionenfamilie, die sogenannten Gaborfunktionen. Der Gabor-Filter wirkt da-
bei zunächst als Bandpassfilter, ein bestimmter Wellenzahlbereich wird mittels Gaußfilter selektiert. Als
Quadraturfilter basiert der Gabor-Filter auf der harmonischen Darstellung des zuvor bandpassgefilterten
Signals innerhalb des vom Gaußfilter definierten Fensters, das heißt, die lokale Phase wird durch die
symmetrischen negativen und postiven Anteile des Filter für die entsprechende Phasenverschiebung be-
rechnet.
Die Impulsantwort des Filter ergibt sich also als Harmonische, welche mit der, der Skale entsprechenden
Gaußfunktion gefaltet ist
Gλ,θ,φ(x) = e
−((x′21 +γx′21 )/2σ2) cos
(
2pi
x′1
λ
+ φ
)
, (4.9)
mit x′1 = x1 cos θ + x2 sin θ, x′2 = −x1 sin θ + x2 cos θ, σ = 0.5λ, γ = 0.5. Wobei γ, λ, φ, σ, θ El-
liptizität, Wellenlänge der Cosinusfunktion, Phasenverschiebung, Skale des Gaußfilter und Orientierung
definieren.
Es wird vermutet [DAUGMAN, 1985], dass ein Teil des menschlichen Sehsystems ähnlich einer Kombi-
nation aus den Filterantworten mit symmetrischer und asymetrischer Phasenverschiebung funktioniert.
Ein Merkmal zur Erfassung von Bildinhalten, die den λ, θ für die lokale Phase und Orientierung inner-
halb der Filtermaske entsprechen, wird durch die Filterantwort rλ,θ,φ := I ∗Gλ,θ,φ und
Eλ,θ(x) :=
√
r2λ,θ,0 + r
2
λ,θ,−pi/2 (4.10)
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als sogenannte Gabor-Energie erhalten [DAUGMAN, 1985, GRIGORESCU et al., 2002].
Dem folgend sind Gabor-Filter als Deskriptoren der lokalen Bildfunktion zur Erkennung von Textur vor-
geschlagen worden [JAIN und FARROKHNIA, 1991, GRIGORESCU et al., 2002]. Auf verschiedene Orien-
tierungen und Wellenzahlen parametrisierte Filterfunktionen als Filterbank liefern dann für die vorliegen-
den Bildinhalte eine Menge von Merkmalsbildern beziehungsweise Merkmalsvektoren der jeweiligen
Bildpunkte entsprechend der obigen Kombination in Gleichung 4.10 für unterschiedliche Phasenpara-
meter φ = {0,−1/2pi} als kombiniertes Merkmal. Für unterschiedliche Wellenzahlen und Orientierun-
gen, bespielsweise λ = 2{1,2,3,...,m} Θ = {i(pi/n), i = 1, . . . , n}, werden dann für unterschiedliche
lokale Inhalte entsprechende Filterantworten erhalten, die als Eingabe für die Separation der Bildpunkte
dienen. Im Gegensatz zum Graustufenkookkuränzansatz liefern lineare Filter eine rechnerisch wesent-
lich laufzeiteffizientere Merkmalsextraktion, verschiedene Parameter können im Frequenzraum aus der
einmaligen Fouriertransformation des Bilds bestimmt werden. Prominente Skalen und Orientierungen
der Bildfunktion können aus einem Log-polar transformierten Fourierspektrums bestimmt werden, um
eine initial „gute” Parameterwahl sicherzustellen [GONZALEZ und WOODS, 2007, BOLLENBECK und
SEIFFERT, 2008].
4.1.3 Wavelet-Paket Analyse und Merkmale
Neben den beschriebenen generativen Ansätzen zur Texturbeschreibung mittels GLCM und Gabor-
Filtern, respektive der Bestimmung geeigneter Parameter dafür wird mit geeigneten Basiswechseln der
Bildfunktion versucht, eine systematische Beschreibung unterschiedlicher Bildinhalte zu erhalten. Die
im Abschnitt 2.2 (Appendix A) beschriebene Zerlegung in unterschiedliche Freuquenzanteile, bezie-
hungsweise Bildskalen und Orientierungen durch die Wavelettransformation stellt durch die Lokalisie-
rung der entsprechenden Komponenten im transformierten Bild eine geeignete Repräsentation zur Be-
rechnung diskriminativer Merkmale dar.
Die in Abschnitt 2.2 beschiebene Zerlegung des Bildes als Multiskalenrepräsentation liefert eine optima-
le, nicht-redundante Darstellung des gesamten Signals im Sinne des Abtasttheorems. Sollen jedoch ge-
zielt informative oder diskriminative Signalanteile durch die Zerlegung erhalten werden, ist eine gleich-
mäßige Zerlegung des Skalenraums bzw. gleichbreite Frequenzbänder für eine gegebene Ebenenanzahl
besser geeignet: Durch sogenannte Wavelet-Paket Transformation als Erweiterung der schnellen Wave-
lettransformation werden Frequenzbänder gleicher Breite erhalten, indem Tiefpass- und Bandpasskanal
einer erneuten Zerlegung und Abtastung unterworfen werden – die „Fischgräte” des Zerlegungssche-
mas wird zum vollständigen Binärbaum. Die Darstellung durch die Wavelet-Paket-Transformation hat
sich als geeignet zur Informationsextraktion aus Bildern und deren optimaler Repräsentation im Kon-
text der Bildkompression erwiesen: Informative Skalen und Orientierung werden anhand der Entropie
der jeweiligen Koeffizientenmatrizen bestimmt und liefern so eine optimale Zerlegung [COIFMAN und
WICKERHAUSER, 1992].
Für Waveletpakete als Funktionen
Wj,n,k := 2
−2/jWn(2jx− k) W0(x) := φ(x),W1 = Ψ(x) (4.11)
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mit Skalierungs- φ und Waveletfunktion Ψ [DAUBECHIES, 1992] wird anhand der Koeffizienten
Sj,n,k = 2
j/2
∫ ∞
−∞
f(x)Wn
(
2jx− k) dx (4.12)
die geforderte Zerlegung des Signals in gleich breite Frequenzbänder erhalten. (Die reguläre Wavelet-
zerlegung wird als Spezialfall für die Rekursion mit W1,2 und n = 0 erhalten.) Durch die Orthogonalität
der Wj,n,k (vgl. Anh. A) gilt mit der Definition der Entropie eines Waveletpakets
Ej,n : =
∑
k
∫
Ω
|Sj,n,k(x)|2 log |Sj,n,k(x)|2dx (4.13)
Ej+1,n = E2j,2n + E2j,2n+1
Ej+1,n,m = E2j,2n,2m + E2j,2n,2m+1 + E2j,2n+1,2m + E2j,2n+1,2m+1
respektive für den zweidimensionalen Fall als Tensorprodukt des separablen Wavelets (Gl. A.13).
4.1.4 Analyse und Transformation des Merkmalsraums
Mit der Anwendung der beschriebenen Operatoren steht nun ein hochdimensionaler Merkmalsraum für
die Klassifikation der Bildpunkte zur Verfügung. Trotz systematischer Ansätze und Parameterwahl in der
Merkmalsextraktion ist für das weitere Vorgehen entscheidend, inwieweit die berechneten Merkmalsda-
ten für eine überwachte Segmentierung des Bilds geeignet, bzw. diskriminant für unterschiedliche Gewe-
beklassen sind. Das heißt, die intrinsische Dimensionalität des Merkmalsraums und die Separarierbarkeit
dieser Merkmalskombinationen beschränkt die mögliche Klassifikationsleistung nach oben. Liegen Di-
mensionen oder Merkmalskombinationen vor, die für eine Klassifikation keine Informationen liefern,
wird die Klassifikationsaufgabe zusätzlich erschwert: Das Hinzufügen einer Variable (bzw. Dimension)
zu den Eingangsdaten führt, unabhängig von dem verwendeten Klassifikator, zu einer exponentiellen
Erhöhung der Komplexität des Klassifikationsproblems; als Phänomen des sogenannten Curse of Di-
mensionality [HUGHES, 1968]. Wünschenswert sind daher Ansätze zur Bewertung und Optimierung des
Merkmalsraums, um die Klassifikationsgenauigkeit zu erhöhen und das Klassifikationsproblem, auch
bezüglich der numerischen Komplexität zu vereinfachen.
Ultimatives Kriterium für eine Bewertung des Merkmalsraums ist die Klassifikationsleistung selbst, die
Auswahl einzelner Merkmale (feature selection) bzw. Kombinationen (subset feature selection) kann
daher zunächst als kombinatorisches Problem gefasst werden, welches bezüglich der Klassifikations-
leistung optimiert wird. Die Auswertung der Klassifikationsgenauigkeit als Zielfunktion ist rechnerisch
aufwendig, wird der kleinste optimale Merkmalssatz gefordert, ergibt sich ein kombinatorisches, KP-
ähnliches Problem1, welches dann mittels Heuristiken wie etwa greedy-Ansätzen [FRIEDMAN, 1991]
oder gerichteter Suche [NARENDRA und FUKUNAGA, 2006] adressiert werden kann, wobei immer noch
eine hohe numerische Komplexität verbleibt.
Statistische Ansätze zur Merkmalsanalyse besitzen den Vorteil, daß die eigentlichen Merkmalswerte auf
Parameter von Verteilungsfunkionen kondensiert werden, und die Untersuchung und Transformation des
1Das sogenannte KNAPSACK-Problem bezeichnet in der Komplexitätstheorie ein kombinatorisches Optimierungsproblem
aus der Komplexitätsklasse NP: Aus einer Menge von Objekten mit Gewichten und Nutzwerten soll eine Teilmenge bestimmten
Gewichts mit maximalem Nutzen ausgewählt werden.
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Merkmalsraums so analytisch gefasst werden kann. Zur Abbildung des Merkmalsraumes dienen dabei
lineare, orthogonale Funktionen ΦRM 7→ RN , wobei N < M im oben genannten Sinn gilt, die für
ein Kriterium S(f ′) eine optimale Transformation f ′ := Φf der Merkmale f ∈ RM liefern. Ausge-
hend von einer Stichprobe ω = {f1, . . . , fn} die in K Klassen klassifiziert ist ω =
⋃K
k=1 ωk, ωk =
{fk,1, . . . , fk,Nk} liefern drei grundlegende Kriterien eine Aussage zur Deskriptivität und Diskriminanz
des Merkmalsraums
S1 :=
1
N2
N∑
i=1
N∑
j=1
D
(
f ′i , f
′
j
)
(4.14)
S2 :=
1
K(K − 1)
K∑
k=2
k−1∑
l=1
1
NkNl
Nk∑
i=1
Nl∑
j=1
D
(
f ′k,i, f
′
l,j
)
(4.15)
S3 :=
1
K
K∑
k=1
1
N2
Nk∑
i=1
Nk∑
j=1
D
(
f ′k,i, f
′
k,j
)
(4.16)
als klassenunspezifische Streuung (4.14), und Inter- (4.15) und Intraklassenabstand (4.16) innerhalb der
Stichprobe.
Da lineare Abbildungen zugrunde gelegt werden, ergeben sich optimale Φ, welche die Kriterien Si ma-
ximieren, aus Eigenvektoren und Eigenwertspektrum geeigneter symmetrischer Kernmatrizen [BISHOP,
1995] Qi,
Q1 := R− µµ> R := 1
N
N∑
i=1
ff> (4.17)
Q2 :=
1
K
Rk − 2
k(k − 1)
K∑
k=2
k−1∑
l=1
(
µkµ
>
l − µlµ>k
)
(4.18)
Q3 :=
1
K
K∑
k=1
Rk − µkµ>k , (4.19)
der Eigenwertzerlegung Qi = VλEV> beziehungsweise dem Spektrum der Singulärwerte aus der Sin-
gulärwertzerlegung Qi = USV (etwa nach GOLUB [GOLUB und VAN LOAN, 1983]).
Für das klassenunabhängige Kriterium S1 liefern die Eigenvektoren der Kovarianz Q1 der Stichprobe ω
genau die Kernmatrize, welche den mittleren quadratischen Approximationsfehler für die Abbildung Φ
minimiert; als Verfahren der multivariaten Statistik die zunächst von PEARSON [PEARSON, 1901] be-
schriebene Hauptkomponentenanalyse (Principal Component Analysis, PCA) beziehungsweise als all-
gemeine Darstellung stochastischer Prozesse anhand orthogonaler Varianzdarstellungen als Karhunen-
Loeve-Transformation [LOEVE, 1978]. Damit können für die vorliegende Klassifikationsaufgabe zu-
nächst die Merkmale im Merkmalsraum maximal dekorreliert abgebildet werden, so dass mit Φ eine
varianzerhaltende Reduktion des Merkmalsraums erhalten wird.
Für eine Klassifikation kann S1 lediglich notwendiges Kriterium sein (s. Abb 4.2). Die Berücksichtigung
der Klassenzugehörigkeit entsprechend S2 und S3 ist daher notwendig: Unabhängig vom verwendeten
Klassifikator sinkt die Wahrscheinlichkeit der Falschklassifikation mit geringer Inter- Q2 und hoher In-
traklassenvarianz Q3.
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Das Verhältnis von Inter- und Intraklassenvarianz Q2/Q3 liefert als sogenanntes FISHER-Kriterium
[FISHER et al., 1936] ein Maß für die Diskriminanz der Punkte im Merkmalsraum (vgl. Tabelle 4.1).
Bezogen auf eine lineare Transformation werden mit
J(Φ) =
ΦTQ2Φ
ΦTQ3Φ
(4.20)
für Φ = argmax J(Φ) aus dem Eigenwertansatz maximal K − 1 orthogonale Eigenvektoren erhalten
(Q2 hat als Außenprodukt von K Mittelwertvektoren maximal Rang K − 1); Φ bildet dann K − 1
Skalarprodukte, die jeweils eine Klasse optimal gegen den Rest separieren.
Wünschenswert in Anwendungen, in denen eine lineare Diskriminante nicht die geforderte Klassifika-
tion liefern kann, ist jedoch ein Orthogonalsystem (Φ1, . . .ΦL) von Diskriminanzvektoren, welches die
Abbildung auf einen beliebig dimensionalen Unterraum gestattet.
Für die Klassifikation im vorliegenden Fall ist diese Erweiterung insofern wichtig, als durch die Diskri-
mimanzanalyse uninformative Merkmale für die nachgelagerten Klassifikatoren entfernt werden, aber
nicht davon ausgegangen werden kann, dass das Mehrklassenproblem jeweils klassenweise linear sepa-
rabel ist. Neben der paarweisen Auswertung des FISHER-Kriteriums 4.20 zur Diskriminanzbestimung,
wie in [BOLLENBECK und SEIFFERT, 2008], kann durch den Ansatz
argmaxK(Φ)Φ∈Rm×L,Φ>Φ=En := Q2 −
sp
(
Φ>Q2Φ
)
sp (Φ>Q3Φ)
Q3 (4.21)
und
Φi+1 := eig (K(Φi) Φ0 ∈ Rm×L Φ>0 Φ0 = EL (4.22)
iterativ [WANG et al., 2007] eine Orthonormalbasis Φ ∈ Rm×L zur Abbildung auf L > K Dimensionen
erhalten werden (vgl. auch [DUCHENE und LECLERCQ, 1988]).
Die Schätzung der Größen in Gleichung 4.17-4.19 muss nicht notwendigerweise im ursprünglichen
Raum extrahierter Merkmale erfolgen, sondern kann mittels nichtlinearer Abbildungenϕ in einem höher-
dimensionalen Raum, das heißt für x 7→ ϕ(x)Rp>m, durchgeführt werden. Dabei erfolgt die Berechnung
der Vektorprodukte implizit durch sogenannte Kernfunktionen k, k(x,y) = 〈ϕ(x)>ϕ(y)〉, und daraus
die Qϕi , anhand derer eine Basis φ ∈ Rp bestimmt wird. Somit können zwar zusätzlich nicht-lineare Zu-
sammenhänge gefasst beziehungsweise die Einschränkung auf klassenweise unimodale Verteilung der
Daten aufgehoben werden, andererseits besteht das Risiko der Überanpassung auf die Stichprobe; daher
sollte diese Aufgabe den aufsetzenden Klassifikatoren überlassen werden, die Nicht-Linearitäten berück-
sichtigen und zusätzlich die Generalisierung der Beobachtungen aus der Stichprobe leisten können.
Im vorliegenden Fall wurden mit den Operatoren aus Abschnitt 4.1.1-4.1.3 (s. Tabelle 4.1) leistungsfä-
hige Ansätze aus der Literatur zur Charakterisierung von lokalen Bildinhalten zusammengestellt. Aus
der Analyse des Merkmalsraums mit den beschriebenen Methoden zeigt sich, dass einerseits ein hoch-
dimensionaler Merkmalsraum für die Klassifikation nötig ist und nicht einige bestimmte Merkmale ei-
ne gute Separierbarkeit sicherstellen, und andererseits keine einfache lineare Trennung der Klassen im
Merkmalsraum möglich ist. Daher sind für eine genaue Erkennung und Segmentierung der Gewebe
entsprechende Klassifikatoren notwendig. Zwei grundlegende Ansätze zur nicht-linearen Mehrklassen-
Klassifikation werden daher im Folgenden vorgestellt.
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(a) (b)
(c) (d)
Abbildung 4.2: Analyse des Merkmalsraums: 4.2a Mittels PCA wird durch Reduktion mittels der beiden
größten Eigenwertvektoren 98% der gesamten Varianz erhalten. Die Betrachung der Klasseninformation
4.2b innerhalb der Stichprobe zeigt jedoch, dass diese Transformation wenig geeignet ist (Fishersco-
re (0.66, 1.61)). LDA erhält eine geignete Abbildung zur Reduktion der Merkmalsdaten, geometrisch
sichtbar in den ersten drei Dimensionen 4.2c-4.2b
4.2 Klassifikatoren zur merkmalsbasierten Segmentierung
Für die extrahierten, diskriminativen Merkmale über dem Bildbereich sind nun Klassifikatoren gesucht,
welche Merkmalsdaten auf Gewebeklassen abbilden und damit eine Segmentierung der Bilder rea-
lisieren. Das sollen zunächst allgemein Funktionen F sein, die aus dem Eingaberaum {x} ⊂ Rm
auf die Menge der K Klassen beziehungsweise biologischer Gewebetypen abbilden. Wie eingangs ge-
fordert, wird dabei ein überwachter Ansatz verfolgt: Paramter für F einer bestimmten Modellklas-
se werden anhand einer klassifizierten Stichprobe bestimmt, die im Sinne einer Abbildung als S =
{(x1, y1), . . . ,xn, yn)} | xi ∈ Rm, yi ∈ {1, . . . ,K} bezeichnet, das heißt aus Merkmalsdaten von Bild-
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punkten und deren korrekten Klassenzugehörigkeiten bestehen. Modellklasse und Parameterschätzung,
oder Training stehen daher unter zwei Anforderungen:
1. Die in den Merkmalsdaten enkodierte Information zur ausreichend genauen Klassifikation sepa-
rieren zu können
2. die aus der Stichprobe repräsentierten Varianzen der Daten entsprechend auf nicht klassifizierte
Daten generalisieren zu können.
Diese Anforderungen scheinen zunächst diametral: Ein naives, optimales Modell bezüglich 1. ist die
Stichprobe selbst, dagegen kann die Generalisierbarkeit des Modells nicht aus den Daten selbst herge-
stellt werden, sondern bestimmt sich aus Eigenschaften der Modellklasse und der Komplexität des Mo-
dells. Dies soll im Folgenden durch zwei unterschiedliche Ansätze untersucht werden: i) durch die bio-
logisch inspirierte Informationsverarbeitung und Generalisierung durch künstliche neuronale Netze und
ii) durch die geometrische Fassung der Separierungseigenschaft und Generalisierbarkeit mittels Support-
Vector Maschinen. Beide Ansätze sind im Rahmen des vorliegenden Szenarios besonders vorteilhaft für
die Verarbeitung großer Datensätze und damit für die Segmentierung der Bildstapel, neben der eigentli-
chen Klassifikationsleistung, besonders geeignet.
4.2.1 Mehrschichtperzeptren
Parallel mit der Verfügbarkeit digitaler Signalverarbeitung entstanden schon früh Ansätze, die menschli-
che oder biologische Informationsverarbeitung nachzubilden; als sogenannte künstliche neuronale Net-
ze. Motiv der Entwicklungen waren die aus der Physiologie bekannten Mechanismen Konnektionismus
(mehrfache Eingangsdaten) und Aktivierungspotential (Aktivierungsschwelle) biologischer Neuronen.
Das Perzeptron oder Modellneuron [ROSENBLATT, 1958] liefert dabei die Grundlage der sogenannten
Mehrschichtperzeptren (sog. feed-forward Netze). Für Eingabe x wird mit dem Gewichtsvektor w ein
AktivierungszustandR 3 h = 〈xw〉 bestimmt:
y := σ(x>w − θ) = σ
(
n∑
i=1
wixi − θ
)
= σ
(
m∑
i=0
wixi
)
(4.23)
abhängig von der Aktivierungsfunktion σ, bias θ = w0, x0 = −1 der Ausgangswert bestimmt. Als
Aktivierungsfunktionen dienen dann meist beschränkte, stetig differenzierbare Funktionen
θ : R 7→ [−1, 1], beispielsweise σ(h;β) := tanh(β(h− θ))
Das Modellneuron realisiert lediglich einen linearen Klassifikator, daher erfolgt eine Erweiterung des
Modells auf einen Konnektionismus mit L vollständig verbundenen Schichten aus je Ml, l = 1, . . . , L
Neuronen zum Mehrschichtperzeptron (multi layer perceptron, MLP) [ROSENBLATT, 1962]
yli := σ
Ml−1∑
j=0
wijlxjl
 = σ (〈wil,xl〉)
beziehungsweise je Schicht
yl := σ ◦
(
W>l xl
)
mit Wl := (w1l, . . . ,wMll) (4.24)
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und xl+1 := yl. Zur Klassifikation (vgl. Abschnitt 7.2 zur Regression mittels vorwärtsgekoppelten Net-
zen) im Mehrklassenfall wird daher ML = K gesetzt und y := argmaxi (yL,i) i = 1, . . . ,K als
Entscheidungsregel.
Die Adaption der Parameter Wi erfolgt anhand der Stichprobe mittels einer Fehlerfunktion E hin zu
min
Wi
 ∑
(x,y)∈S
E (y,xL)
 (4.25)
etwa mitE(x, y) := ‖x−y‖2. Der Fehler der Wi bezüglich y kann nicht direkt bestimmt werden. Daher
wird die Ableitung der Fehlerfunktion bezüglich der Parameter ∂E(x)/∂wijl iterativ über S Rückfüh-
rung (backpropagation)
El(x,y) =
(y − xLσ′(h(x)L) für l = L〈El+1Wl+1〉 ◦ σ′(hl) sonst. (4.26)
des Fehlers je Schicht bestimmt [DE RUMELHART und WILLIAMS, 1986]. Anhand des so ermittelten
Fehlers erfolgt dann die eigentliche Anpassung der Parameter.
Als naives Verfahren liefert dabei ein Gradientenabstieg mit fester oder heuristischer Lernschrittweite
∆wijl : Eilxl−1,i schlechte Konvergenz. Erweiterte Optimierungsverfahren mittels line-search Sub-
routinen, etwa konjugierte Gradienten (vgl. Kap. 3), liefern vor allem bei großen Parameterzahlen die
nötigen Konvergenzraten. Für stetig differenzierbar Transferfunktionen σ kann darüber hinaus die Hes-
sematrix ∂E/∂wij∂wlk für Verfahren höherer Ordnung (Quasi-Newton) benutzt werden, um so super-
lineare Konvergenz in O(|W|) zu erreichen. Für quadratische Fehlermaße liefert der LM-Algorithmus
nach LEVENBERG und MARQUART [MARQUARDT, 1963] als hybrider Optimierungsalgorithmus zwi-
schen Verfahren erster und zweiter Ordnung eine besonders robuste Minimumsuche mit geringfügig
schlechterer Konvergenz als Newton-Verfahren, und ist de facto Standard für die Parameteradaption in
feed-forward Netzen (s. [BISHOP, 1995] Kap. 7 zu Optimierungsverfahren für MLP).
Durch die iterative Optimierung der Fehlerfunktion für die Stichprobenelemente erfolgt die Parameter-
adaption nicht geschlossen, eine Steuerung des Lernprozesses ist nötig. Dabei muss für eine hinreichende
Separierung für allgemeine Probleme L ≥ 3 gewählt werden. Daraus resultieren große Parameterzahlen
mit einem komplexen Modell: Externe Mechanismen müssen dann die Generalisierbarkeit sicherstellen,
so dass eine Überanpassung verhindert wird. Effektiv ist hier der Ansatz einer zweiten Stichprobe, wel-
che nicht zur Anpassung der Gewichte dient, sondern der Überwachung der Generalisierungsfähigkeit,
bzw. Abbruch (early stopping) der Minimierung von E dient.
4.2.2 Mehrklassen Support Vektor Maschinen
Der in Abschnitt 4.1.4 beschriebene FISHER’sche Ansatz basierte auf der Bestimmung einer linearen
Funktion im Merkmalsraum, welche eine optimale Trennung der Stichprobe durch Projektion auf eine
Gerade realisiert. Verallgemeinernd dazu kann die (binäre) Trennung der Datenpunkte im Raum durch
lineare Funktionen in Form einer Hyperebene angesetzt werden: Ausgehend von der Normalform der
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Ebene (w,b) imRL werden Punkte x im Raum anhand ihrer Orientierung zur Projektion auf die Ebene
y := sgn (〈w,x〉+ b) (4.27)
in y ∈ {−1, 1} separiert.
VAPNIK forderte für einen solchen Klassifikator optimale Generalisierungseigenschaften entsprechend
dem von ihm postulierten Prinzips der structural risk minimization [VAPNIK und CHERVONENKIS,
1974] für maschinelles Lernen, und zeigte [CORTES und VAPNIK, 1995], dass dies durch eine Ebe-
ne mit maximalem Abstand zu den an die Ebene grenzenden Datenpunkten, den sogenannten support
vectors erhalten wird. Einschließlich der Regularisierung für die nicht linear separierbaren Datenpunkte
durch die sog. Schlupfvariablen2 wird der Ansatz sogenannter support vector maschinen (SVM)
min
w,ξ
(
1
2
‖w2‖+ C
n∑
i=1
ξi
)
mit yi (〈w,xi〉+ b) ≥ 1− ξi ∀ni=1ξi ≥ 0, (4.28)
erhalten beziehungsweise durch Darstellung von w mittels Lagrangemultiplikatoren w =
∑
αiyixi der
klassifizierten Stichprobe als duales Problem die quadratische Form
max
α
 n∑
i=1
αi − 1
2
n∑
i,j=1
αiαjyiyj〈xi,xj〉
 und y := sgn( n∑
i=1
αiyi〈xi,x〉
)
. (4.29)
Für Mehrklassenprobleme kann als elementare Lösung ein Ensemble binärer SVM angesetzt werden:
Jeweils eine Klasse wird gegen K − 1 beziehungsweise kombinatorisch K(K − 1)/2 separiert und
daraus heuristisch das Klassifikationsergebnis bestimmt [BOLLENBECK und SEIFFERT, 2008].
Ein geschlossener Ansatz wird durch Erweiterung von Gleichung 4.28 aufK Ebenen und die Darstellung
yi ∈ {1, . . . ,K}∀ni=1 erhalten [WESTON und WATKINS, 1998]:
min
w,ξ
=
1
2
K∑
k=1
‖wk‖2 + C
n∑
i=1
∑
k 6=yi
ξik (4.30)
und
(〈wyi ,xi〉+ byi) ≥ (〈wm,xi〉+ bm + 2− ξim) (4.31)
ξim ≥ 0, i = 1, . . . , n m ∈ {1, . . . ,K}\yi,
mit der Entscheidungsfunktion
f(x) := argmax
k
(〈wi,x〉+ b) . (4.32)
Für das duale Problem wird, entsprechend der Erweiterung ein zweiter Index für die Lagrangemultipli-
katoren eingeführt und mit Ai :=
∑K
k=1 αik
min
α
−∑
ik
αik +
∑
ijk
(δyijAiAj − αkiαyij + αk,iαk,j) 〈xi,xj〉

2Der ursprüngliche Begriff lautet slack variables (slack, dt. nachlässig, locker).
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f(x) := argmax
k
n∑
i=1
(δikAi − αin)〈xi,x〉+ bk. (4.33)
erhalten. Der Mehrklassenansatz liefert ein kompakteres Modell, es werden insgesamt weniger Support-
vektoren erhalten, und das quadratische Problem in den Stichprobendaten muss lediglich einmal gelöst
werden.
Sowohl Gleichung 4.29 als auch 4.33 enthalten lediglich Skalarprodukte im Eingaberaum und können da-
mit um nicht-lineare Einbettungen k, k(x,y) = 〈ϕ(x), ϕ(y)〉, beispielsweise polynomiale oder Gauß-
sche Kernfunktionen (vgl. [SCHÖLLKOPF und SMOLA, 2001]), erweitert werden und nicht-linear sepa-
rieren.
Für den vorliegenden Merkmalsraum erweisen sich hierbei besonders die von VAPNIK gezeigten Gene-
ralisierungseigenschaften als vorteilhaft: Trotz der Auswertung in einem hochdimensionalen Merkmals-
raum ϕ(x) ∈ Rp>m wird eine Überanpassung des Modells auf die Stichprobe verhindert.
Besonders für große, hochdimensionale Stichproben (|{αi}| ∈ O(n2)!), wie etwa hier (Teil)Mengen
segmentierter Refenzbilder und extrahierter Merkmale, mündet das quadratische Optimierungsproblem
Gl. 4.33 in zu hohen Rechenaufwand, wenn der ursprüngliche, von VAPNIK vorgeschlagene blockbasier-
te (chunking) Algorithmus benutzt wird. Stand der Technik ist der von PLATT vorgeschlagene [PLATT,
1998] iterative SMO-Algorithmus mit linearer Bandkomplextität zur Lösung von Gl. 4.33, der beispiels-
weise in der libSVM Bibliothek [CHANG und LIN, 2001] implementiert ist.
4.2.3 Merkmalsbasierte Segmentierung von Gewebetypen
Mit den beschriebenen Klassifikatoren kann nun eine Erkennung unterschiedlicher biologischer Gewe-
betypen in Bilddaten anhand der extrahierten Merkmalsdaten erfolgen. Dabei sind Anzahl und Art der
unterschiedlichen Gewebeklassen zunächst nicht beschränkt und bestimmen sich aus der Anwendung
beziehungsweise den vorliegenden Daten. Aus den klassifizierten Merkmalsdaten wird dann die Seg-
mentierung, das heißt die Partitionierung des Bildbereichs erhalten; die geschätzte Klassenzugehörigkeit
der Datenpunkte wird zurück in den Bildbereich abgebildet und damit für Bildstapel ein Volumenbild der
Gewebeanordnung erhalten. Die für die Parameteroptimierung benötigte manuell klassifizierte Stichpro-
be wird in Form von vollständig segmentierten Schnittbildern, erhalten: Der biologische Experte muss
anhand der vollständigen Bildinhalte differenzieren können und muss dazu, ähnlich den Operatoren zur
Merkmalsextraktion, die lokalen Nachbarschaften im Bild untersuchen können. Um den gesamten Daten-
satz abzudecken, werden äquidistante Schnitte in die Stichprobe aufgenommen, typischerweise 5− 10%
des Beispieldatensatzes. Durch die Vorverarbeitung und Registrierung der Daten werden für die Extrak-
tion der Merkmale einheitliche absolute Intensitätswerte, Anordnung und Orientierung der Strukturen
sichergestellt, was für die Generalisierung der Klassifikationsleistung auf ungesehene Daten nötig ist.
Um die Leistungsfähigkeit des überwachten Ansatzes zur Klassifikation vollständiger Bildstapel zu be-
stimmen, wurde aus Hordeum-Aufnahmen ein Teilstapel von 80 Bildern durch den biologischen Exper-
ten in K = 6 Materialklassen ((Hintergrund), Pericarp, Endosperm, Nucellare Projektion, Leitbündel,
Transferzellen) segmentiert und Merkmalsdaten berechnet. Aus der Transformation des ursprünglichen
51-dimensionalen Merkmalsraums wurde dabei 21 Dimensionen verworfen und 30 Eingabedimensionen
für die Klassifikation erhalten.
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Tabelle 4.2: Laufzeiten einer Wiederholung der merkmalsbasierten (MLP/SVM) Segmentierung des Re-
ferenzdatensatzes (1xCPU AMD Opteron 2.5GHz, s. Text).
Merkmalsberechnung Transformation Training Klassifikation
Train 360 min 180 sec 87.3/44.7 min 8.2/13.1 min
(15E + 06) Samples
Test 52.5h 24 min - 14, 17h
(134E + 06) Samples
Die Segmentierungsgenauigkeit des Ansatzes wurde dabei im Sinne der Klassifikationsleistung auf unbe-
kannten Daten bestimmt, dabei wurde analog dem Anwendungsfall eine wiederholte, zufällige 90/10%-
Teilung in Test- und Trainingsmenge aller vorliegenden Datenpunkte gezogen. Aus den Trainingsmen-
gen wurden anschließend klassenspezifisch gleichverteilte Datenpunkte gezogen, so dass die Anzahl der
Trainingspunkte nochmals reduziert wurde.
Zur Bewertung muss die Genauigkeit zunächst numerisch gefasst werden, im Mehrklasssenfall erweitern
sich die üblichen elementaren Fehlermaße Sensitivität, Spezifität, Korrektklassifikation und Konfusion-
matrix [DUDA et al., 2001] entsprechend und sind in Abbildung 4.3 dargestellt. Als weiteres, qualitatives
Maß für das Klassifikationsverhalten eines Modells dienen darüber hinaus ROC-Charaktistiken [GREEN
und SWETS, 1966, DUDA et al., 2001] zur statistischen Fassung des Verhaltens von Sensitivität und Spe-
zifität auf den Testdaten (die direkte Erweiterung auf den Mehrklassenfall ist hier wenig intuitiv und wird
daher alsK-mal 1-gegen-Rest gefasst) . Zusammengefasst liefert der Ansatz folgende Ergebnisse für die
Gewebesegmentierung:
• Die Gesamtkorrektklassifikation liegt mit 82.2% (MLP) bzw. 87.0% (SVM) in einer akzeptablen
Größenordnung,
• die Korrektklassifikationsrate der anteilsmäßig kleinen Klassen ist trotz gleichverteilter Stichprobe
unzufriedenstellend,
• die ROC-Verläufe und Konfusionsmatrizen zeigen, dass mit den gegebenen Modellen der klassen-
spezifische Fehler trotz gleichverteilter Trainingssamples auf Unterrepräsentation der „kleinen”
Gewebe zurückzuführen ist.
4.3 Diskussion
Die Segmentierung durch merkmalsbasierte Klassifikation liefert allgemein einen leistungsfähigen An-
satz, Vorteil ist hier vor allem die Möglichkeit, beliebige Eigenschaften der Bildinhalte anhand von Refe-
renzdaten lernen zu können, und kann daher bei schwierigen Segmentierungsproblemen gewissermaßen
als Brute-Force-Ansatz betrachtet werden [BRÜSS et al., 2006b, DERCKSEN et al., 2008]. Die überpro-
portionale Anfälligkeit von kleinen Klassen gegenüber dem stochastischen Klassifikationsfehler kann
evt. durch geeignete a-priori Annahmen weiter gesenkt werden (vgl. Kapitel 5). Inhärent ist jedoch die
Eigenschaft, dass mögliche Klassifikationsfehler nicht räumlich gebunden sind, sondern gespeckelt auf-
treten: Die räumliche Beziehung von Schnitten und Geweben ist hier unberücksichtigt geblieben und
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führt daher auch zu qualitativ schweren Fehlsegmentierungen. Daneben ist die hohe numerische Kom-
plexität dieses universellen Ansatzes eine starke Einschränkung für den praktischen Einsatz beziehungs-
weise die Segmentierung größerer Datensätze. Diese Probleme sollen daher im Folgenden aufgegriffen
und mit entsprechenden Modellen adressiert werden.
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(a) (b)
(c) (d)
Abbildung 4.3: Untersuchung der überwachten Klassifikationsleistung auf dem Referenzdatensatz: Die
Klassifikationsaufgabe ist unbalanciert, trotz gleichverteilter Lernstichprobe senkt der stochastische Feh-
ler die Korrektklassifikationsrate der anteilsmäßig kleinen Klassen bei Klassifikation mit MC-SCM und
MLP stark (16.4, 15.4%). Dies zeigt auch die Aufschlüsselung der Fehlklassifikation in der Konfusions-
matrix: Besonders die großen Klassen werden vom Klassifikator häufig falsch vorhergesagt.
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(a) (b)
Abbildung 4.4: ROC-Verlauf der Klassifikation auf dem Referenzdatensatz (s. Text) für beide Klassifi-
kationsverfahren, aufgetragen jeweils klassenweise. Der Verlauf der abgetragenen Testpunkte zeigt, dass
trotz geeigneter Parameterwahl durch die Unterrepräsentation der kleinen Klassen die Klassifikationsge-
nauigkeit nicht wesentlich erhöht werden kann.
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(a) (b)
(c) (d)
Abbildung 4.5: Segmentierungsergebnisse eines Schnittes aus dem Referenzdatensatz.
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Segmentierung als Registrierungsproblem
Nachdem im vorhergehenden Kapitel einzelne Bildpunkte und zugehörige Merkmalsvektoren als un-
abhängige Datenpunkte betrachtet wurden, sollen im Folgenden, wie in Kapitel 3, vollständige Bilder
wieder als ein Datum, das heißt die vollständige Lagebeziehung der Bildpunkte im Bild zugrunde gelegt
werden. Mit dieser Darstellung soll ein alternatives Modell zur Segmentierung von Gewebetypen er-
stellt werden, um die bei der überwachten Klassifikation von Bildpunkten beobachteten Schwachstellen
zu verbessern: Segmentierungsrobustheit und Laufzeitkomplexität. Das heißt, die Beziehung zwischen
klassifizierten und ungesehenen Daten wird nicht mehr durch Klassifikatoren für bildpunktweise, lokale
Merkmale abgebildet, sondern durch eine Quantifizierung und konstruktive Beschreibung der Bildähn-
lichkeiten zwischen vollständigen Bildern der Referenz- und Teststichprobe; wie in Kapitel 3 sollen also
Abbildungen gefunden werden, welche eine Bildkorrespondenz herstellen, das heißt, Bilder sollen regis-
triert werden.
Grundlage der Formulierung der Bildsegmentierung als Registrierungsproblem ist folgende Beobach-
tung: Sind zwei Bilder perfekt registriert, dann gilt diese Kongruenz auch für deren Segmentierung.
Anders gesagt kann die aus der Registrierung gefundene Transformation auf die Segmentierung eines
Referenzbildes angewandt werden, um damit eine Segmentierung des Testbildes zu erhalten. Um kom-
plexerere Unterschiede zwischen Bildern respektive deren Segmentierungen erfassen zu können, reichen
affine Transformationen im Allgemeinen nicht aus. In den folgendenden Abschnitten werden daher allge-
meinere, nicht parametrische deformierbare Transformationen eingeführt, die ähnlich den aktiven Kon-
turmodellen aus Kapitel 2 eine Formulierung aus externer Energiefunktion und Modellregularisierung
zur Lösung benötigen, und entsprechende Verfahren zur Optimierung untersucht.
Durch einen diffusionsbasierten Registrierungsansatz wurde zunächst ein Modell zur Segmentierung
von Bildstapeln entwickelt, welches eine signifikant verbesserte Segmentierungsgenauigkeit und Lauf-
zeitkomplexität gegenüber dem Klassifikationsansatz besitzt [BOLLENBECK und SEIFFERT, 2008]. Da-
bei werden Unterschiede zwischen Referenz- und Testbildern durch nicht-parametrische Deformationen
beschrieben, deren Entwicklung anhand der lokalen Bildinhalte durch eine Diffusionsgleichung regula-
risiert wird, die iterativ gelöst werden kann. Durch die Verbindung von einem globalen Ansatz mittels
intensitätsbasierter Deformation und der lokalen, merkmalsbasierten Klassifikation in einem Mischmo-
dell können die Vorteile beider Verfahren kombiniert werden: Deformationsfelder und possibilistische
Ausgaben eines MLP-Netzes werden in einem statischen Modell kombiniert und liefern eine Verbesse-
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rung speziell der örtlich gewichteten Segmentierungsgenauigkeit [BOLLENBECK und SEIFFERT, 2009].
Darüber hinaus wird der deformationsbasierte Ansatz zur gleichzeitigen Registrierung und Segmentie-
rung unalignierter Bilddaten untersucht. Das hieraus entwickelte Modell [BOLLENBECK und SEIFFERT,
2010] basiert auf einem Mehrskalenansatz zur iterativen Schätzung von affiner Registrierung der Bild-
daten und Anpassung der Bildsegmentierung.
Stand der Technik zur simultanen Adressierung von Registierungs- und Segmentierungsproblemen ist
unter anderem der von POHL ET AL. für die Verarbeitung von MRT-Volumendaten vorgeschlagene An-
satz [POHL et al., 2005]. Dabei wird für eine a priori gegebene, vollständige Segmentierung des Volu-
mens eine Anpassung an ein MRT-Volumen bestimmt, um dieses geometrisch zu standardisieren und
eine anatomische Zuordnung zu erhalten und gleichzeitig Intensitätsfehler aus der Bildgebung auszu-
gleichen. Für die hier beschriebene Problemstellung ist jedoch eine solche vollständige Segmentierung
nicht gegeben, und es liegen keine nativen 3-D Bilder wie aus der MRT-Bildgebung vor. POHLs Ansatz
basiert auf einer gegenseitigen Verbesserung beider Schritte und ist daher dem hier vorgestellten Ansatz
ähnlich, jedoch ohne unterschiedliche Skalen und unvollständige Referenzdaten zu berücksichtigen. Da-
neben existieren segmentierungsgetriebene Ansätze wie beispielsweise [VEMURI et al., 2003], um aktive
Konturmodelle respektive deren Levelsetfunktionen (s. Kap. 2.3) zu fusionieren und damit eine Regis-
trierung der Bilder zu schätzen. Die Erweiterung auf den Mehrklassenfall ist mit diesen Modellen jedoch
nicht ohne weiteres möglich. Der hier beschriebene Ansatz ist methodisch zwischen beiden genannten
angesiedelt: Mittels unvollständigen a priori Wissens wird eine Segmentierung geschätzt, die durch die
Kongruenz innerhalb der zugrunde liegenden Intensitätsbilder abgesichert und anhand der Bilddifferen-
zen, ähnlich den Konturmodellen, iterativ optimiert wird.
5.1 Deformierbare Registrierung
Der Bestimmung einer Bildkongruenz im Registrierungsproblem können nicht nur lineare Transforma-
tionen zwischen Bildern zugrunde gelegt werden. In der Anwendung sind lineare oder allgemein affine
projektive Abbildungen meist dann zu beobachten, wenn beispielsweise die relative Position des Sensors,
oder einer Kamera zwischen Aufnahmen unterschiedlich ist, das heißt, zwar eine globale Transformation
der Gitterpunkte vorliegt, die Beziehung zwischen einzelnenen Bildpunkten für das gesamte Bild jedoch
homogen bleibt oder zumindest, etwa für projektive Abbildungen, einer globalen Vorschrift folgt. Diese
Annahme kann nicht mehr gelten, wenn innerhalb der Szene oder des Probeobjektes Änderungen von
Lagebeziehungen auftreten: Transformationen müssen dann allgemeinere Änderungen der Punktbezie-
hungen ermöglichen.
Dies können zunächst auch wieder globale parametrische Abbildungen sein, beispielsweise Polynome
zweiten oder dritten Grades in x. Daneben kann durch stückweise definierte Funktion die Einschrän-
kung auf ein globales Verhalten der Abbildung aufgehoben werden. Hier sind zunächst radiale Basis-
funktionen, beispielsweise thin plate spline (TPS) Funktionen [GRIMSON, 1982] zu nennen, welche
im Kontext kontrollpunktbasierter Ansätze große Bedeutung haben (sog. kernel transforms). Die Trans-
formationsvorschrift ist dabei stückweise durch eben die unterschiedlichen Basisfunktionen bestimmt.
Analog sind für die intensitätsbasierte Registrierung bikubische Spline-Funktionen vorgeschlagen wor-
den [RUECKERT et al., 1999]: Für eine Transformation Stützstellengitters werden die Koordinationtrans-
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formationen des Bildgitters mittels zweidimensionalen Splines interpoliert; eine Bildmetrik wird dann
iterativ über die Parameter des Splinegitters optimiert.
Dieser zunächst allgemeingültige Ansatz besitzt jedoch zwei wesentliche Nachteile: Zum einen erfordert
die hohe Anzahl der Parameter bei „indirekter” Optimierung über die Bildmetrik großen numerischen
Aufwand in der Optimierung, daneben entsteht, umgekehrt proportional der Gitterdichte eine Begren-
zung der möglichen Deformationen in der Transformation. Neben anderen (s. [ZITOVÁ und FLUSSER,
2003] und Referenzen darin) zielen parametrische Ansätze darauf, durch explizite Definition der Trans-
formationsvorschrift implizit Eigenschaften wie etwa die Stetigkeit der Transformationen sicherzustel-
len.
Nicht-parametrische Ansätze gestatten zunächst beliebige Verschiebungen der Bildgitterpunkte, und ge-
wünschte Transformationseigenschaften werden dabei explizit in einer Regularisierung der Zielfunktion
gefasst. Daraus wird eine geschlossene Form als Energiefunktional erhalten, welches variationell gelöst
werden kann (vgl. Abschnitt 2.3). Wegweisend ist hier der von BROIT [BROIT, 1981] vorgeschlagene
Ansatz zur elastischen Registrierung von Bildern mittels eines quantitativen Maßes für die Deformation
und die Bildmetrik. BROITs Verfahren basiert auf dem Ansatz eines physikalisch motivierten, elasti-
schen Potentials der Deformation, der Regularisierung der optimalen Transformation damit und Lösung
der entsprechenden Differentialgleichung des Funktionals. Darauf basierend sind weitere Ansätze zu Re-
gularisierung vorgeschlagen worden (s. [MODERSITZKI, 2004] und Referenzen darin), die jedoch alle
auf einer identischen Fassung als Energiefunktional fußen; wie auch der unten beschriebene Ansatz zur
Segmentierung durch deformierbare Modelle.
Wie in Kapitel 3 sind zunächst wieder Transformationen ϕ gesucht, welche eine Bildmetrik zwischen
Bildern I1, I2 optimieren. Transformationen ϕ ∈ Rn×n×d sind nun nicht-parametrisch und ordnen je-
dem Bilpunkt eine Koordinationverschiebung zu. Ohne den identischen Teil der Abbildung wird dabei
die Verschiebung u : Rd 7→ Rd
u(x) := x− ϕ(x) (5.1)
gegenüber dem Eingangskoordinatensystem betrachtet. Dabei wird wieder, wie in Kapitel 3, zur Inter-
polation der Bildfunktion die äquivalente eulersche Darstellung
x = ϕ′(x′) = x′ + u′(x′) und x′ = ϕ(x) = x− u(x) (5.2)
unter der Annahme, dass ϕ stetig umkehrbar ist, mit ϕ = ϕ′−1, u′(x′) = u(x′), der Transformation
benutzt. Auch für nicht-parametrische ϕ soll nun wieder der Bildabstand, gegeben durch eine Bildmetrik
D minimiert werden, das heißt
D (I1, I2; u) = D(I1, I
u
2 ) 7→u min (5.3)
mit
Iu := I(x− u(x)). (5.4)
Die direkte Minimierung von Gl. 5.3 bezüglich u liefert ein schlecht gestelltes Problem und ist nicht
(numerisch) lösbar: Die Lösung ist nicht eindeutig bestimmt und erhaltene Deformationen nicht notwen-
diger kontinuierlich. Daneben soll u stetig umkehrbar sein, sowohl bezüglich Gl. 5.2 als auch im Sinne
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der Anwendung.
Die freie Deformation im Funktional 5.3 muss daher um einen Regularisierungsterm S(u) : Rn×n×d 7→
R zur Bewertung von u erweitert werden
E(u) := D(I1, I2; u) + αS(u) = min α ∈ R+, (5.5)
so dass bestimmte, aus der Anwendung begründete Eigenschaften der Transformation erhalten werden
und das entsprechende Optimierungsproblem numerisch adressiert werden kann.
5.1.1 Regularisierung durch Diffusionstherm
Mögliche Regularisierer können beispielsweise bi-lineare Ansätze S(u) = 1/2a[u,u] sein, so dass mit
den Ableitungen dS(u) und dD(u) eine partielle Differentialgleichung der Form
∇2u(x)− f(x,u(x))) (5.6)
erhalten wird. Neben dem physikalisch motivierten Ansatz der elastischen Registrierung liefert die Re-
gularisierung des Gradienten ∇u möglichst glatte Deformationen, das heißt, starke Schwankungen in
den jeweiligen Dimensionen werden vermieden (vgl. optischer Fluss nach HORN und SCHUNCK [HORN
und SCHUNCK, 1981]). Für S ergibt sich dann die Form
S(u) : =
d∑
i=1
∫
Ω
〈∇ui,∇ui〉 (5.7)
=
1
2
d∑
i=1
‖∇ui‖2 (5.8)
welche als allgemeine Diffusionsgleichung aufgefasst werden kann [FISCHER und MODERSITZKI, 2002].
5.1.2 Lösung der diffusionsbasierten Registrierung
Der numerische Ansatz zur Lösung der diffusionsbasierten Registrierung basiert im Wesentlichen auf
der Diskretisierung des Problems und dessen iterativer Lösung durch Einführung eines Zeitschrittes. Da-
bei wird eine von WEICKERT vorgeschlagene [WEICKERT, 1998] additive Approximation des partiellen
Differentials von u benutzt, welche für die Lösung des Ansatzes einen linear beschränkten Fehler auf-
weist [FISCHER und MODERSITZKI, 2002] .
Der Lösung des Minimierungsproblems Gl. 5.5 liegt die Euler-Lagrange Differentialgleichung
f (x,u(x)) + α∆u(x) = 0 x ∈ Ω (5.9)
mit Laplaceoperator ∆u := (∆u1, . . . ,∆ud) zugrunde. Mit der SSD-Metrik Gl. 3.7 ergibt sich als
Kraftfeld die Beziehung zum Bildinhalt
f (x,u(x)) := (Iu2 (x)− S(x)) · ∇ (Iu2 (x)) . (5.10)
84
KAPITEL 5. SEGMENTIERUNG ALS REGISTRIERUNGSPROBLEM
Als Ansatz zur iterativen Lösung der partiellen Differentialgleichung wird eine Zeit t eingeführt und
mit einer initialen Deformation u(x, t0) = 0 die Gleichgewichtseinstellung ∂tu(x, t) = 0 gesucht (im
Folgenden stehen räumliche und zeitliche Indizes tief), das heißt
∂tu(x, t) = f (x,u) + α∆u(x, t) x ∈ Ω t ≥ 0. (5.11)
Daraus wird eine semi-implizite Euler-Vorschrift [PRESS et al., 2007] für die linearisierte Form
∂tu(x, tk+1)− α∆u(x, tk+1) = f (x,u(x, tk)) k = 0, 1, . . . , (5.12)
erhalten. Dabei ist die linke Seite entkoppelt, und für die i-te Komponente wird die Wärmegleichung
∂tui(x, tk+1)− α∆i(x, tk+1) = fi (x,u(x, tk)) (5.13)
erhalten.
Die Zeitdiskretisierung erfolgt mit Schrittweite τ > 0 und die Diskretisierung des Bildbereiches auf
X = (X1, . . . ,Xd) ∈ Rn×d, mit Xj als j-te Komponente des Bildgitters.
Für die diskrete Form von Gleichung 5.13 wird dann, mit Al als finite Differenzapproximation mittels
zentralen Differenzenquotienten (Stern-Operator) für die Ableitungen 2. Ordnung Ai = α∂jjui(X, τk)
in Dimension j die Gleichung
(Vk+1 −Vk) /τ −
d∑
j=1
AjVk+1 = Fik, (5.14)
mit Kraftfeld Fik := fi (X,u(X, τk)) und Vk := ui(X, τk) erhalten. Aus der Approximation mittels
zentraler Differenzen erhalten dabei die Ai Tridiagonalform.
Umformung liefert die Iteration
VEULk+1 =
(
En − τ
d∑
i=1
Ai
)−1
(Vk + τFjk) , (5.15)
dass heißt, pro Zeitschritt muss ein System mit n Unbekannten gelöst werden. Durch die Bandstruktur
können die Inversen der einzelnen Summanden Ai durch direktes Eliminieren in O(n) (statt in O(n3))
bestimmt werden, was jedoch nicht für die Summe gilt. Idee des additives oparator splitting (AOS)
nach WEICKERT [WEICKERT, 1998] ist nun, die Inverse der Summe gegen die Summe der Inversen zu
substituieren,
VAOSk+1 :=
1
d
d∑
j=1
(En − dτAj)−1
(
Vk + τ fki
)
(5.16)
und dadurch eine Komplexität von O(n) pro Zeitschritt zu erzielen.
Dabei kann gezeigt werden [FISCHER und MODERSITZKI, 2002], dass der Abstand in der Schrittweite
τ ∥∥V EUL − V AOS∥∥ ∈ O(τ2) (5.17)
beschränkt und damit für praktikable Schrittweiten (vgl. 5.2.2) irrelevant ist. Die Bestimmung der opti-
malen Verschiebung u ist in Algorithmus 4 zusammengefasst.
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Algorithmus 4 AOS(I1, I2; τ, α,maxIter)
1: Intialisiere k := 0, Uk := 0
2: for k = 0 to Maxiter do
3: for i = 1 to d do
4: Fki :=
(
I2(X−Uk)− I1
)
∂iI2(X−Uk)
5: for j = 1 to d do
6: Aj := SA ∗Uki
7: Vj := (En − ατAj)−1
(
Uki + τF
k
)
8: end for
9: Setze Uki := 1d
∑d
j=1 Vj
10: end for
11: end for
5.2 Segmentierung durch deformierbare Registrierung
Mit der Diffusions-Registrierung steht nun ein Modell zur Verfügung, welches die Beziehung von Bildin-
halten mittels Deformationsfeldern herstellt. Lokale Verformungen können dabei zunächst beliebige Ge-
stalt annehmen und sind nicht, wie etwa bei parametrischen Ansätzen, auf bestimmte Formen beschränkt.
Die Sinnhaftigkeit der Transformation ist dabei durch die Regularisierung durch den Diffusionstherm ge-
geben, der sicherstellt, dass das Deformationsfeld nicht oszilliert, sich gewissermaßen „gutartig” verhält
und damit das transformierte Bild als Ergebnis einen korrekten Bildinhalt vermittelt. Die Deformation
wird dabei durch die Differenz der Bildfunktionen, das heißt der Intensitätswerte im Bild bestimmt. Im
Gegensatz zu der affinen Registrierung in Kapitel 3 wird dabei bezüglich der Bildmetrik nicht nur eine
bestmögliche globale Übereinstimmung der Bilder erhalten, sondern auch lokale Unterschiede in der
Bildstruktur erfasst und durch Deformation angenähert. Das heißt, auch für (Teil-)Bilder, die eigentlich
keine Übereinstimmung oder Ähnlichkeit aufweisen, wird eine Vorschrift zur „Konstruktion” aus den
Intensitätswerten aus dem Eingangsbild erhalten.
Diese Betrachtung motiviert dann auch die Verwendung der deformierbaren Registrierung zur Segmen-
tierung von Bildern: Die aus den Intensitätswerten berechnete Überführung der Bildinhalte ineinander
muss dann auch für eine auf den Bildinhalten begründete Funktion gelten, die Segmentierung.
In [BOLLENBECK und SEIFFERT, 2008] wird dieser Ansatz zur Segmentierung von Bildstapeln anhand
einer Menge von Referenzsegmentierungen untersucht. Für eine gegebene Referenzsegmentierung wird
die Deformation des zugehörigen Intensitätsbilds zu einem unbekannten Bilddatum mittels des Diffusi-
onsansatzes bestimmt und die erhaltene Transformation auf die Referenzsegmentierung angewandt, um
eine Segmentierung des neuen Bildes zu erhalten. Der Ansatz ist dabei besonders für serielle Schnittbil-
der geeignet, da hier für konsekutive Schnitte eine globale Ähnlichkeit beziehungsweise ähnliche Topo-
logie der Segmentierung, gegenüber lokalen Unterschieden und Formänderungen angenommen werden
kann, wodurch die Bestimmung der Transformation erleichtert wird.
5.2.1 Deformationsfeld und Transformation
Im Gegensatz zum vorhergehenden Kapitel werden nun Segmentierungen nicht als Klassenlabel der ein-
zelnen Bildpunkte aufgefasst, sondern als Funktion über dem Bildbereich, das heißt S : Ω 7→ {1, . . . ,K}
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Si := S(Ω) = i
⋃K
i=1 Si = Ω und Si 6= Sj = ∅, i 6= j auf K Klassen oder Klassenlabels.
Für ein segmentiertes Referenzbild (I1, S1) und unsegmentiertes Testbild I2 wird nun eine Segmentie-
rung S′2 von I2 aus der Deformation von S mittels der zwischen I1 und I2 bestimmten Koordinatenver-
schiebung u erhalten:
S′2 := S1 ◦ u (5.18)
und
u =: argmin
u
1
2
∫
Ω
(I2 − (I1 ◦ u))2 + α
d∑
i=1
∫
Ω
‖ui‖2. (5.19)
Dabei wird die optimale Transformation u zwischen beiden Intensitätsbildern aus der Minimierung mit-
tels des AOS-Ansatzes Alg. 4 bestimmt.
In Algorithmus 4 beziehungsweise auch im vorhergehenden Abschnitt wird lediglich die Diskretisierung
einer kontinuierlichen Bildfunktion eingeführt. Dabei ist jedoch, beispielsweise in Alg. 4, Z. 4 auch die
umgekehrte Richtung wichtig für die Lösung: die Auswertung der kontinuierlichen Verschiebungen über
dem diskreten Bildgitter. Für den beschriebenen Ansatz zur Lösung des Diffusionsproblems genügt im
iterativen Verfahren zunächst wieder ein (bi)linearer Ansatz zur Interpolation, für die Transformation
gemäß Gleichung 5.18 ist eine kontinuierliche Interpolation der Segmentierung jedoch ungeeignet, da
die Klassenzugehörigkeiten keinen ordinalen Zusammenhang besitzen. Für die Berechnung von S ◦ u
muss daher die Interpolation mittels nächster Nachbar-Interpolation erfolgen
S′ := S([u(x)]) mit [x] := ([x1], . . . , [xd]) (5.20)
und Rundungsoperator [ ] : R 7→ Z.
Durch den Registrierungsansatz wird der Bezug zwischen beiden Bildern hergestellt. Im Gegensatz zu
beispielsweise aktiven Konturmodellen ist also die Relation zur Referenzstichprobe explizit gegeben,
dass heißt, das im vorhergehenden Kapitel geforderte überwachte Szenario für die Segmentierung ist
auch hier gegeben, dabei werden vom Experten erstellte Referenzsegmentierungen und -bilder vollstän-
dig verwendet. Die Findung der Deformation wird dabei von den Intensitäten des gesamten Bildes ge-
trieben und nicht wie bei Snake-Modellen lediglich von der lokalen Gestalt der Bildfunktion. So wird
zum einen für die Segmentierung eine wesentliche Verbesserung erzielt, indem die Segmentierung „im
Großen” von vorneherein sichergestellt wird. Zum anderen werden durch die Deformation auch die lo-
kalen Bildinhalte berücksichtigt, die Regularisierung stellt dabei sicher, dass dabei kein „unnatürliches”
Verhalten angenommen wird. Der Diffusionsansatz besitzt dabei jedoch keine direkte physikalische Be-
deutung, wie beispielsweise elastische Modelle. Durch die Regularisierung sind ferner nicht beliebige
Deformationen und damit Segmentierungen, wie beim klassifikationsbasierten Ansatz, möglich.
5.2.2 Einfluss und Wahl der Parameter für die Lösung
Das qualitative Verhalten des Registrierungsansatzes ergibt sich aus der Regularisierung selbst. Für ge-
gebenes Bildmaterial ist daher das Verhalten bei der Gleichgewichtseinstellung beziehungsweise der
numerischen Lösung bezüglich des Regularisierungsparameters α und der Zeitschrittweite τ im Lö-
sungsverfahren selbst interessant. Während die Wahl von α als Gewichtung des Strafterms in gewissen
Grenzen frei wählbar sein sollte, um unterschiedlich glatte Verschiebungsvektorfelder zu erhalten, ist τ
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(a) (b) (c)
(d) (e)
Abbildung 5.1: Bestimmung der Deformation mittels Diffusionsregistrierung zwischen zwei Intensitäts-
bildern 5.1a, 5.1a 5.1a (Hordeum Schnittbilder, 5 DAF) errechnete Deformation (als Gitterdeformation)
5.1c, Referenzsegmentierung 5.1d und transformierte Segmentierung 5.1e
eine eindeutig zu optimierende Variable: Die Zeitschrittweite bestimmt direkt die Anzahl notwendiger
Iterationen bis zur Gleichgewichtseinstellung. Wird eine zu große Schrittweite gewählt, ist das System
natürlich nicht mehr stabil, und die Iteration kann keine Lösung finden, oszilliert usw. . Kleine Schrittwei-
ten resultieren andererseits in großen Iterationszahlen beziehungsweise in der Praxis zur Terminierung
vor der Minimumeinstellung, wie in Abb. 5.2a dargestellt. Da τ nicht linear in die Berechnung des von
Ut (Alg. 4 Z.6) eingeht, ist eine Bestimmung der Schrittweite aus der aktuellen Verschiebung nicht mög-
lich und wird daher fest gewählt.
Die Wahl von α beeinflusst bei angenommener Konvergenz mit festem τ die Bestimmung von U in der
Iteration und ist damit auch vom Kraftfeld und Bildinhalt abhängig. Wird ein zu geringer Wert gesetzt,
ist das Problem wieder schlecht gestellt, die Lösung bleibt in einer „schlechten” Deformation stecken.
Bei zu starker Regularisierung können „notwendige” Deformationen nicht erreicht werden. Neben einer
festen Wahl mit einem geeigneten Wert kann α := α(t) 7→ 0 für t 7→ ∞ parametrisiert werden, das
heißt, zu Iterationsanfang wird die „richtige Richtung” der Deformation sichergestellt, um gegen Ende
wieder ganz beliebige Transformationen zur Minimierung zuzulassen.
5.3 Ein Mischmodell für die Segmentierung
Der registrierungsbasierte Ansatz liefert eine vollständig andere Herangehensweise an das Segmentie-
rungsproblem als der im vorhergehenden Kapitel beschriebene Ansatz durch die überwachte Klassifi-
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(a) (b)
Abbildung 5.2: Einfluss der Parameter τ, α für die Minimierung des Diffusionsansatzes: Kurvenschar für
unterschiedliche Parameter 5.2a α = {2E02, 2E03, 2E04, 2E05}, τ = {5E − 03, 5E − 04, 5E − 05}.
Zu schwache Regularisierung und große Schrittweiten liefern starke Oszillationen, bzw. keine Gleichge-
wichtseinstellung, im anderen Extrem keine Konvergenz in gegebener Zeit. 5.2b Lineares Laufzeitver-
halten für Alg. 4 : n = {16384, 65536, 262144, 1048576}, Laufzeit 100 Iterationen (1 CPU, in Sek.).
kation. Daraus stellt sich die Frage, ob sich durch die Verbindung der diskriminativen Modelle durch
Merkmalsklassifikation und des generativen Modells durch Deformation eine Verbesserung der Klassi-
fikationsleistung erzielen lasssen kann. Dies ist zunächst im Sinne der Anwendung relevant, inwiefern
sich eine verbesserte Modellerzeugung durch Erhöhung der Segmentierungsgenauigkeit erreichen lässt.
Darüber hinaus können so auch mögliche Schwachstellen des registrierungsbasierten Ansatzes quantifi-
ziert werden, beispielsweise bezüglich der aus der Regularisierung entspringenden, Limitationen in der
Abbildung lokaler unstetiger Deformationen.
In [BOLLENBECK und SEIFFERT, 2009] wurde dazu ein Mischmodell zur Kombination der beiden An-
sätze untersucht, das wechselseitig die Unsicherheiten beider Ansätze der Gewebevorhersagen quantifi-
ziert, und die optimale Vorhersagen auf dieser Basis ermittelt.
5.3.1 Globale und lokale Segmentierung
Grundlage sollen zunächst Beobachtungen über die räumliche Verteilung des Segmentierungs- bezie-
hungsweise Klassifikationsfehlers im Bildbereich Ω sein, welche dann die Grundlage einer statistischen
Gewichtung der Vorhersagen beider Modelle ist.
Für das Deformationsmodell, als globales Modell zur Segmentierung, kann die Fehlerwahrscheinlichkeit
zunächst als proportional zum Betrag der Verschiebungsvektoren angenommen werden: Eine identische
Abbildung liegt vor, wenn Bildinhalte beider Bilder identisch sind. Liegen dagegen starke Verschiebun-
gen vor, so sind in Form des Kraftfeldes große Bildunterschiede dargestellt. Kraftfeld und Strafterm
befinden sich jedoch im Gleichgewicht, und etwaige aus, den Intensitäten manifeste Deformationen wer-
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(a)
Abbildung 5.3: Konnektionismus im Mischmodell: Ausgabe des Netzwerkmodells und a priori Gewebe-
wahrscheinlichkeiten aus dem Diffusionsansatz werden in der Ausgabeschicht gewichtet kombiniert.
den aufgrund der Regularisierung unterdrückt, was zu den beschriebenen Segmentierungsfehlern führen
kann.
Die Fehlerwahrscheinlichkeit eines Klassifikators muss als gleichverteilt über Ω angenommen werden,
Merkmalsvektoren werden unabhänig von ihrer Lage im Bild verarbeitet. Ein Maß für die Sicherheit
der Vorhersage respektive des Klassifikationsrisikos muss daher aus einer Wertung des Klassifikators für
den vorliegenden (Merkmals-)Datenpunkt kommen. Dies kann beispielsweise für die im vorhergehen-
den Kapitel beschriebenen SVM der Abstand zur Entscheidungsfläche sein. Für MLP-Modelle kann die
Sicherheit der Vorhersage direkt aus der Netzanwort für ein Datum vor Anwendung der Entscheidungsre-
gel bestimmt werden. Die Komponenten des Ausgabevektors liefern dabei ein probabilistisches Maß der
Klassenzuhörigkeiten [BISHOP, 1995]. In dem vorgeschlagenen Mischmodell können nun die Ausga-
ben beider Modelle kombiniert werden, indem beide Fehlermaße zur Gewichtung der Modellvorhersage
genutzt werden, und damit insgesamt das Fehlklassifikationsrisiko minimiert wird.
5.3.2 Annahmen (Prior) und Modellselektion
Aus diesen Annahmen über die Verteilung des Segmentierungsfehlers werden nun Größen für ein Misch-
modell abgeleitet. Dabei dient die globale, aus der Registrierung entsprungene Segmentierung zur Schät-
zung einer a priori Wahrscheinlichkeit P (S), die dann mit in das neuronale Netz zur tatsächlichen Gewe-
bevorhersage P (S|I) einfließt. Die Vorhersage des globalen Modells kann so auf einfache Art und Weise
in die Architektur des neuronalen Netzes integriert werden, in der Trainingsphase kann dann mit gegebe-
nen a priori Wahrscheinlichkeiten für Referenzdaten eine Netzarchitektur hin zu optimaler Generalisie-
rungsleistung des Mischmodells mit den bestehenden Verfahren gefunden werden: Das neuronale Netz
wird gewissermaßen um eine stochastische Komponente erweitert, die aus der Energieminimierung der
Registrierung geschätzt wird. Die zusätzliche Eingabe sichert dabei gewissermaßen die Netzvorhersage
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ab, indem die globale Übereinstimmung der Bildinhalte und damit sichere Bereiche der Segmentierung
bestimmt werden und so der räumlich nicht gebundene Fehler (Übersegmentierung) der nur bildpunkt-
basierten Klassifikation unterdrückt wird.
Die Wahrscheinlichkeit eine Klassenzugehörigkeit am Punkt x zu beobachten, werden dazu, wie ein-
gangs motiviert, aus U beziehungsweise dem Betrag der Verschiebung ‖U‖ geschätzt
p(S(x = k)|I) :=
{
0 (S(x) ◦ u) 6= k
f(‖U(x)‖) else (5.21)
mit f : R2 7→ [0, 1] aus der empirischen Verteilungsfunktion für die beobachteten Verschiebungsbeträge
‖U‖.
Für die Bewertung der Vorhersage aus dem Netzmodell werden die Komponenten des Ausgabevektors
xL (s. Abschn. 4.2.1) betrachtet: Für das mittels Fehlerrückführung auf minimalen quadratischen Fehler
zwischen Ein- und Ausgabevektoren adaptierte Netzwerk liefern die Ausgaben eine statistische Vor-
hersage bezogen auf den zu erwartetenden Fehler (vgl. [BISHOP, 1995], Kap. 6). Für die Bewertung der
Ausgaben kann nun mittels Shannon-Entropie der Abstand vom gleichverteilten Fehler bestimmt werden
H(x) := −
k∑
i=1
x log2 x, H(x) ∈ [0, 2] (Bits); (5.22)
und damit eine Gewichtung λ = 0.5H(xL) beziehungsweise (1− λ) der Netzausgabe xL und p(SU |I)
respektive als Eingabe in die argmax-Ausgabeschicht zu erhalten.
Für das so konstruierte Modell stellt sich nun die Frage nach der optimalen Architektur des Netzwerkes
für die Segmentierung, das heißt die Anzahl der Schichten, und Neuronen darin deren Transferfunktio-
nen usw. vor der eigentlichen Parameteradaption durch Fehlerrückführung auf den Referenzdaten.
Während eine Vielzahl von Netzen gute Adaption auf den Trainingsdaten liefern kann, sollte eine op-
timale Architektur vor allem gut auf unklassifizierten Daten generalisieren und damit, im Sinne einer
strukturellen Risikominierung, die Adaption mit möglichst wenigen Parametern realisieren. Die auto-
matische Auswahl optimaler Netzarchitektur, anhand Netzausdünnung oder konstruktiver Verfahren, ist
Gegenstand der Forschung [TIBSHIRANI, 1996]. Neben informationstheoretischen Kriterien, die Netz-
werkgröße und -struktur zu regularisieren beziehungsweise Modell- gegen Datenkomplexität zu bewer-
ten [GRÜNWALD et al., 2005], kann mittels Kreuzvalidierung die Generalisierungsfähigkeit unterschied-
licher Netze direkt auf den vorliegenden Daten optimiert werden [ANDERSEN und MARTINEZ, 2002].
Im vorliegenden Fall wurde auf Basis der Merkmalsdaten eine zehnfache Kreuzvalidierung mit unter-
schiedlichen Netzarchitekturen durchgeführt, um damit eine rein datengetriebene Auswahl zu erhalten.
Basierend auf der Annahme, dass die Trainingsdaten ähnlich den Anwendungsdaten verteilt sind, wird
das Modell mit maximaler durchschnittlicher Korrektklassifikationsrate ausgewählt. Die Akkurazitäten
aus Kreuzvalidierung auf den Referenzdaten liegen im Allgemeinen über der tatsächlichen Genauigkeit,
nichtsdestotrotz liefert die Modellselektion auch eine Abschätzung der zu erwartenden Genauigkeiten in
der Anwendung.
Die Untersuchung zur Modellselektion ist in Abb. 5.4 zusammengefasst: Die Expressivität des Netz-
werks mit nur einer versteckten Schicht reicht für eine hinreichende Trennung und Generalisierbarkeit
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nicht aus, während zweischichtige Netze hohe Akkurazitäten auf der Testmenge liefern. Eine weitere
Erhöhung der Neuronenzahl liefert keine Verbesserung.
(a) (b)
(c)
Abbildung 5.4: Mischmodell für die Segmentierung: 5.4a Entropie der MLP-Ausgaben aus der über-
wachten Klassifikation der Merkmalsdaten, 5.4b Betrag der Kordinatenverschiebung und einige Ver-
schiebungsvektoren, Bestimmung der optimalen Netzwerkarchitektur anhand der Korrektklassifikations-
raten für Gewebeklassen in der Kreuzvalidierung.
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5.4 Simultane Rekonstruktion und Segmentierung
Eingangs des Kapitels wurde motiviert, wie die Bildsegmentierung als Registrierungsproblem aufgefasst
werden kann. Basierend auf dieser Beobachtung wurde mit dem AOS-Ansatz ein Modell zur Segmen-
tierung vorgestellt, das auf der deformierbaren Registrierung zweier Bilddaten besteht. Grundlage oder
Eingangsdaten des Verfahrens waren rekonstruierte Bildstapel, so dass eine geometrische (biologische)
Kongruenz angenommen und die vorliegenden Bildunterschiede als unterschiedliche Gewebestrukturen
in der Probe betrachtet werden konnten. Im Folgenden soll untersucht werden, inwieweit mit dem De-
formationsansatz unregistrierte Bildstapel segmentiert werden können beziehungsweise wie weit eine
gleichzeitige Segmentierung und Rekonstruktion der Bildvolumen erreicht werden kann.
Grundlage ist dabei wieder der Zusammenhang zwischen Registrierung und Segmentierung von Bildern,
dabei soll nun für die Verarbeitung von nicht alignierten Bildstapeln auch die „umgekehrte Richtung”
der obigen Schlussfolgerung ausgenutzt werden: Liegen für Bildpaare Segmentierungen vor, so liefert
eine Registrierung anhand beider Segmentierungen eine gültige Registrierung auch für die zugrunde lie-
genden Intensitätsbilder.
In anderer Form ist diese Äquivalenz auch Grundlage einer landmarkenbasierten Registrierung von Bil-
dern mittels automatisch extrahierter Punkte und Deskriptoren durch sogenannte Interest-Operatoren:
Die Detektion eindeutiger Bildinhalte und Koordinaten ist letztlich ein der (unüberwachten) Segmen-
tierung ähnliches Problem. Darüber hinaus sind für die Bestimmung parametrischer Transformationen
keine dichten Koordinatenkorrespondenzen notwendig, das heißt, auch unvollständige „Segmentierun-
gen” genügen für die Bestimmung beispielsweise affiner Transformationen.
Anhand dieser Beobachtungen wurde ein Modell vorgestellt [BOLLENBECK und SEIFFERT, 2010], wel-
ches eine verschränkte, oder wechselseitige Segmentierung und Registrierung von unalignierten Bildsta-
peln liefert. Grundlage oder Motivation des Ansatzes ist, jeweils Segmentierung und Registrierung von
Intensitätsbildern durch Information aus dem jeweils komplementären Schritt zu verbessern, dass heißt,
den Rekonstruktionsschritt mittels verfügbarer, möglicherweise fehlerhaften Segmentierung des Bildes
zu vereinfachen und darauf basierend eine aktualisierte Bildsegmentierung zu bestimmen.
5.4.1 Wechselseitige Formulierung von Registrierung und Segmentierung
Mit dem so motivierten Modell sollen Segmentierungsfehler und Bildmetrik der Grauwerte für die Regis-
trierung gemeinsam minimiert werden. Ziel des Ansatzes ist nun also für eine Menge von Schnittbildern
die Herstellung eines registrierten und segmentierten Bildvolumens V , das heißt als Funktion in Ω ⊂ R3
der Graustufen I und Klassenzugehörigkeiten S
V(~x) = (I(~x),S(~x)) (5.23)
I(~x) : R3 7→ R
S(~x) : R3 7→ {1, . . . ,M}
Der Gesamtfehler für die geschätze Segmentierung S∗ und Registrierung I∗ für einen gegebenen Bild-
stapel ergibt sich entsprechend als Summe
E(V∗) = E1(I∗) + E2(S∗) (5.24)
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beispielsweise der in den vorhergehenden Kapiteln definierten Fehlermaße.
Um nun wieder in ein überwachtes Szenario für die Segmentierung zurückkehren zu können, wird die
Existenz einer unvollständige Referenzsegmentierung für äquidistante Schnittbilder, das heißt
S := {S1, . . . , Sn} S : R×R× {α, . . . , nα} (5.25)
angenommen.
Für die Bestimmung des Segmentierungsfehlers wird auch eine Bildmetrik eingeführt, dabei wird nun
angenommen, dass N(i) auf die nächstgelegene Referenzsegmentierung abbildet:
E1(S∗) : =
∑
k
∫
Ω
D(S1(x), S2(x))dx (5.26)
=
k∑
i=1
D(Si, SN(i)).
Eine solche Metrik für die Bestimmung von E1 kann nun nicht mehr ein numerisches Abstandsmaß wie
im Vorhergehenden sein: Die (Gewebe-)Klassen der Segmentierung sind lediglich eindeutige Bezeichner
und bilden keine Ordinalskale.
Daher wird eine alternative Bildmetrik definiert, welche die Segmentierungsgenauigkeit im Sinne der
Klassifikationsgenauigkeit abbildet. Als Äquivalent zur Akkurazität der Klassifikation wird die Kardi-
nalität der Menge der übereinstimmenden Pixel (cardinality match metric, CMM [ROWLAND, 2007])
DCMM(S1, S2) := − 1|Ω|
∫
Ω
δ (S1(x), S2(x)) dx ∈ [−1, 0] (5.27)
betrachtet.
Als Metrik für die Registrierung der Intensitätsbilder wird wieder der quadratische Abstand
E2(I∗) :=
k∑
i=1
DSSD(Ii, Ii+1;u) (5.28)
benutzt.
Ansatz des Verfahrens ist nun, die jeweiligen Fehlermaße wechselseitig zur Optimierung des gesamten
Fehlers zu verwenden:
1. Minimiere E1 für die Schätzung der affinen Transformation zur Registrierung
2. Benutze E2 für die Schätzung der Deformation u zur Segmentierung.
Durch die Rekonstruktion anhand der aktuellen Segmentierung wird im Vergleich zu der intensitätba-
sierten Registrierung ein numerisch wesentlich robusterer Ansatz erhalten, da Oszillationen der Metrik
weitestgehend unterbunden werden, inbesondere wenn, wie im vorliegenden Fall bei histologischen Fär-
bungen, die Bildfunktionen eine hohe lokale Entropie aufweisen.
Die deformierbare Registrierung ist auf eine affine Vorregistrierung zur Abbildung von globalen Ände-
rungen „angewiesen”: Transformation der Form u = Cx+bwerden durch die Regularisierung der Norm
des Gradienten für C 6= 0 verhindert; dies ist für die Adaption der Segmentierung wünschenswert, was
die direkte Korrespondenzfindung und Segmentierung aber unmöglich macht.
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5.4.2 Iterative Optimierung im Skalenraum
Die bestimmten Fehlermaße sollen nun iterativ optimiert werden, um ein Volumen V∗ mit minimalem
Gesamtfehler zu erhalten. Dazu wird eine Mehrskalenrepräsentation der vorliegenden Bildaten verwen-
det, dabei unterliegt, zusätzlich zu der in Kapitel 3 beschriebenen Auflösungshierarchie, auch die Ver-
arbeitung der Segmentierung einer Unterabtastung. Dadurch sollen, wie vorher, Vorteile sowohl für die
Geschwindigkeit als auch für die Robustheit des Verfahrens erhalten werden:
• Bestimmung größerer Deformation für die Diffusionsregistrierung zu Anfang der Iteration
• Unterdrückung von Details bei der Schätzung der initialen Segmentierungen und deren Registrie-
rung
• Verbesserung der Laufzeit bei fester Laufzeitkomplexität.
Es wird also Skalenparameter t für Intensitätsbilder und entsprechende Unterabtastung der Segmentie-
rungen und Intensitätsbilder für die Fehlermaße eingeführt. Durch die Skalenraumdarstellung mittels
Faltung mit Gaußkernen und Unterabtastung It :=↓
√
t(I ∗ gt), werden Strukturen, deren räumliche
Ausdehnung kleiner
√
t ist, unterdrückt und bleiben in der Segmentierung St :=↓
√
t(S) daher un-
berücksichtigt. So werden zum einen zu Beginn „kleinere” Daten erhalten und zum anderen im oben
genannten Sinn auch glattere Bildfunktionen für die deformierbare Registrierung. Allgemein kann das
„Zurückfallen” auf eine größere Skale als eine Art Initialisierung für die Iteration der nächsten Stufe be-
trachtet werden, wobei jeweils ein entsprechender Fehler für die Schätzung angenommen werden kann.
Die CMM-Bildmetrik liefert zwar wegen der geringen lokalen Varianz der Segmentierung(-sfunktion)
eine wesentlich glattere Funktionsoberfläche im Raum möglicher Transformationen, ist aber aufgrund
der Indikatorfunktion in Gleichung 5.27 nicht mehr (stetig) differenzierbar. Für die Optimierung kön-
nen daher keine ableitungsbasierten Verfahren benutzt werden, die auf einem analytischen Gradienten
basieren, sondern müssen Verfahren 0-ter Ordnung eingesetzt werden, wie beispielsweise der Downhill-
Simplex Algorithmus aus Kapitel 3 nach NELDER und MEADE [NELDER und MEAD, 1965]. Was sich
aber wegen der „Gutmütigkeit” der Zielfunktion gegenüber numerischer Approximation der Ableitungen
als immernoch vorteilhaft erweist.
Als Eingabe wird eine initiale Schätzung der Segmentierung von I2 benötigt. Dazu wird angenommen,
dass auf großen Skalen t analog der Energiefunktion im CHAN-VESE Modell [CHAN und VESE, 2001]
für die aktiven Konturen (Abschn. 2.3.3) eine zunächst ausreichend genaue Approximation der Segmen-
tierung anhand des mittleren Grauwertes der jeweiligen Segmente erhalten werden kann. Das heißt, aus
dem Referenzdatum wird ein Vektor µ = (µ1, . . . , µK) mit
µi :=
∫
Ω δ (i, S(x)) I(x)dx∫
Ω δ (i, S(x)) dx
(5.29)
der klassenbedingten Intensitätswerte geschätzt, der zur Segmentierung des Testdatums mit
S2(x) := argmin
i
(|I2(x)− µi|) i = 1, . . . ,K (5.30)
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benutzt wird.
Nun soll eine affine Abbildung ϕ zur Registrierung (Rekonstruktion) der Intensitätsbilder und ein De-
formationsfeld u zur Segmentierung anhand der gegebenen Referenz bestimmt werden. Das heißt, die
affine Transformation
ϕt := argminϕDCMM
(
S1;t, S
∗
2;t;ϕ
)
(5.31)
wird der Bestimmung des Deformationsfelds zugrunde gelegt
ut := argminφD(I1;t, I2;t ◦ φt;u), (5.32)
welches wiederum die Segmentierung durch
S∗2;t := S1,t ◦ ut t = T, . . . , 1. (5.33)
gestattet.
Um eine gegenseitige Verbesserung von Registrierung und Segmentierung zu erreichen, werden nun
beide Schritte in einer dem expectation-maximization Algorithmus ähnlichen Heuristik über die Skalen-
raumdarstellung der Bilder iteriert: Die Registrierung wird durch eine exaktere Segmentierung verbessert
und umgekehrt. Das gesamte Vorgehen ist in Algorithmus 5 zusammengefasst.
Algorithmus 5 DIF()
1: Berechne Skalenraumdarstellung I1,2 ∗Gt, t = 1, . . . , tmax
2: S2;T = argmini |I2 − µi|
3: for t = tmax downto 1 do
4: φ := argminφDC(S1;t, S2;t;φ) (Nelder-Mead)
5: I2;t := I2;t ◦ φ
6: ut := argminφ
(
D(I1;t, I2;t ◦ φt;u) + α 12
∑ ‖∇ui‖) (AOS)
7: Transformation S∗2;t−1 = S1,t ◦ ut
8: end for
5.5 Segmentierungsergebnisse
Zur genauen Untersuchung wurde wieder eine vollständig klassifizierte Stichprobe als vollständig vom
biolgischen Experten manuell segmentierter Bildstapel eines Hordeum Datums zugrunde gelegt. Durch
die Verwendung dieses rechnerisch handhabbareren Datensatzes wird neben der eigentlichen Anwen-
dung der Verarbeitung der realen Gigabyte großen Daten wieder, wie im vorhergehenden Abschnitt, das
quantitative und qualitative Verhalten der vorher beschriebenen Ansätze zur Segmentierung untersucht.
5.5.1 Konfusionsmatrix
Zunächst soll die Segmentierung wieder im Sinne eines Klassifikationsproblems für die Bildpunkte be-
trachtet werden, um damit einen direkten Leistungsvergleich mit den Methoden aus dem vorhergehenden
Kapitel zu erhalten: Richtig und falsch segmentierte Bildpunkte werden in Bezug zu den Referenzdaten
bestimmt, um die entsprechenden Genauigkeiten wieder in Form der Konfusionsmatrizen zu erhalten.
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Abbildung 5.5: Iterative Rekonstruktion und Segmentierung im Mehrskalenansatz: 5.5a-5.5e Berechne-
te Koordinatenverschiebungen aus dem Diffusionsansatz, 5.5f-5.5j erhaltene Segmentierung, 5.5k-5.5o
entsprechende Registrierung der Intensitätsbilder (Darstellung 12
(
I−11 + I2
)
) für unterschiedliche Skalen
ti.
Die statistische Validierung durch Wiederholung (Kreuzvalidierung und ROC-Kurven) entfällt dabei, da
im registrierungsbasierten Verfahren ein stochastisches Verhalten wie bei den Klassifikatoren durch In-
itialisierung, Stichprobenziehung usw. nicht vorliegt.
Hier zeigt sich, dass besonders bei den anteilsmäßig kleinen Klassen die Segmentierungsgenauigkeit des
diffusionsbasierten Ansatzes wesentlich höher (72%, 71%) liegt als bei beiden Klassifikatoren. Auch für
die unterrepräsentierten Datenpunkte wird durch die Vorgabe einer Segmentierung als deformierbares
„Template” die Klassifikation gewissermaßen abgesichert, indem die bei der Klassifikation vorliegende
stochastische „Wahlfreiheit” im Rahmen der Fehlerrate vermieden wird.
Des weiteren wurde untersucht, inwieweit der Segmentierungsfehler der unterschiedlichen Verfahren zu-
sammenhängt, beziehungsweise die Fehlsegmentierungen komplementär sind: Motivation des Hybrid-
modells aus Abschnitt 5.3 ist es, mögliche Limitationen des Diffusionsalgorithmus zu überwinden. Die
Segmentierungsakkurazität des Hybridmodells liegt dabei auf den Referenzdaten für alle Klassen ge-
ringfügig höher (97.5% vs. 92.4%). Hier ist zu vermuten, dass anhand der punktweisen Klassifikation
lokale Details in der Segmentierung abgebildet werden, die durch die Regularisierung der Verformung
unterbunden werden.
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Abbildung 5.6: Rekonstruktion der Intensitätsvolumen durch den DIF-Ansatz anhand der Segmentie-
rungsinformation: SSD-Abstände aller Bilder eines Datensatzes (Hordeum, 7 DAF) vor und nach der
Transformation.
5.5.2 Hausdorff-Distanz gewichteter Fehler
In der Literatur sind mehr oder minder applikationsspezifische Fassungen einer Segmentierungsqualität
vorgeschlagen worden, die einerseits auf spezifische Bilddaten und Probeobjekte angepasst, beispiels-
weise für medizinische Anwendungen, oder aber für bestimmte Klassen von Verfahren adaptiert sind
(vgl. [SURI et al., 2002]).
Die bildpunktweise Betrachtung, in Form von Akkurazität und Konfusionsmatrix, liefert zunächst einen
fundamentalen Indikator der Segmentierungsgenauigkeit. Durch die uniforme Aggregierung und Mit-
telwertbildung falsch und korrekt klassifizierter Bildpunkte wird jedoch der räumliche Zusammenhang
im Bilddatum vernachlässigt: Ein falsch segmentierter Datenpunkt, der sich räumlich nah zur korrekten
Segment- oder Gewebegrenze befindet, reduziert die Klassifikationsgenauigkeit gleich stark wie einer,
der sich in großer Entfernung zum tatsächlichen Segment befindet und damit einen qualitativ schwerwie-
genderen Fehler darstellen sollte.
Da diese Beobachtung allgemeingültig für Segmentierungsprobleme ist, kann ein erweitertes Akkurazi-
tätsmaß eingeführt werden, welches Segmentierungsfehler mit der Distanz zur Menge der Koordinaten
des tatsächlichen Segments, analog zur Definition der Haussdorff -Distanz zwischen Mengen, gewichtet
und damit eine Quantifizierung, wie falsch die Fehlklassifikation ist, liefert.
Dazu wird die Distanz zum nächsten Punkt (distance to closest point, DCP) als Gewichtung des Fehlers
betrachtet: Für S′(x) = i und S(x) = j der geschätzten und tatsächlichen Segmentierung des Punktes
x ∈ Ω wird mit dem euklidischen Abstand
DCP(x, S) :=
minxˆ∈Sj ‖x− xˆ‖ für S′(x) 6= S′(x)0 sonst (5.34)
mit Sj := {x|S(x) = j}, als Maß zwischen Segmentierungen E(S′, S) := 1N
∫
Ω DCP (S
′(x), S(x)) dx
erhalten, für den klassenweise oder totalen gewichteten Klassifikationsfehler. Neben der universellen
Anwendbarkeit für die Segmentierungsbewertung ist das Maß besonders im vorliegenden Fall nützlich,
um das qualitative Verhalten unterschiedlicher Ansätze zu untersuchen.
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(a) (b)
Abbildung 5.7: Konfusionsmatrizen Deformations- und Mischmodell: Für beide Verfahren wird vor al-
lem bei kleineren Klassen eine signifikant verbesserte Klassifikationsgenauigkeit erhalten.
Die Verteilung der durchschnittlichen DCP-Werte für den klassifikationsbasierten Ansatz zeigt dabei ei-
ne gleichmäïge Streuung des Abstands über dem gesamten Bildbereich respektive den Bildvordergrund.
Dieses Verhalten eines räumlich gleichverteilten Fehlers war unter anderem in der Herleitung des Hy-
bridansatzes erwartet worden und ist der bildpunktbasierten Klassifikation inhärent. Der Abstand fehl-
klassifizierter Punkte ist dagegen für das Mischmodell selber deutlich verringert. Bei niedrigerem Ge-
samtfehler zeigt die Verteilung der Werte gegenüber dem reinen DIF-Ansatz eine etwas stärkere Tendenz
zum „Ausreißen” von Fehlerpunkten, was letztlich auf die schwache Gewichtung der DIF-Vorhersage
in manchen Regionen zurückzuführen ist (µDIF = (3.5307, 3.0013, 2.69, 5.39, 9.13, 12.27) µ = 6.01,
µMLP = (91.76, 79.27, 57.55, 234.25, 163.59, 256.50) , µ = 147.16
µHybrid = (3.68, 3.12, 2.94, 6.01, , 0.31, 14.04) µ = 6.68).
5.6 Diskussion
Eingangs wurde die Erstellung eines alternativen Segmentierungsmodells mit der Erhöhung der Seg-
mentierungsgenauigkeit beziehungsweise Robustheit gegenüber unbalancierten Daten, und einer Ver-
besserung der Laufzeit gegenüber der rechnerisch sehr „teuren” Merkmalsextraktion und -klassifikation
begründet (die Laufzeiten in 4.2 beziehen sich auf das Testdatum aus 80 Bildern). Es ist davon auszuge-
hen, dass sich die Klassifikationsleistung durch eine Erweiterung des Merkmalsvektors weiter erhöhen
lässt, mit entsprechender Verschlechterung der Praktikabilität.
Durch den Deformationsansatz wurde demgegenüber ein kompaktes Modell erhalten, welches hinrei-
chend gute Genauigkeiten auch gegenüber kleinen Geweben leistet. Die Limitationen dieses Ansatz ge-
genüber Segmentierungsdetails war zu erwarten und konnte durch den Ansatz des Mischmodells anhand
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der Fehlermaße bestätigt werden. Die totale Verbesserung der Genauigkeit durch Hinzunahme der Merk-
malsdaten und -klassifikation ist jedoch gering. Eine Reduzierung der Laufzeitkomplexität des Mischmo-
dells gegenüber dem reinen Merkmalsmodell ist möglich, beispielsweise durch ROI-basierte Merkmals-
extraktion, führt aber für die beschriebenen, nicht-linearen Operatoren für eine echte Optimierung zu
erheblichen Anstrengungen für die Implementierung.
Der diffusionsbasierte Ansatz besitzt eine lineare Komplexität O(n) in der Anzahl der Bildpunkte n pro
Iteration. Je nach Konvergenzverhalten auf dem jeweiligen Datum (vgl. Abb. 5.2 und Appendix C) wer-
den pro Bild 10−100 Iterationen bis zur Gleichgewichtseinstellung benötigt und damit eine (notwendige)
drastische Reduktion der Rechenzeiten für die Verarbeitung der Anwendungsdaten mit mehreren tausend
Bildern pro Bildstapel. Darüber hinaus kann zur weiteren Reduktion der Laufzeit die Berechnung des
Deformationsfeldes auf einem unterabgetasteten Bildgitter erfolgen und zur eigentlichen Transformation
extrapoliert werden.
(a) (b)
(c)
Abbildung 5.8: Verteilung der durchschnittlichen DCP-Werte falschklassifizierter Bildpunkte: 5.8a
Merkmalsklassifikation (MLP), 5.8b Deformationansatz (DIF), 5.8c Mischmodell (100 Histogrambins
über dem jeweiligen Wertebereich)
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Mit den beschriebenen Ansätzen stehen nun die Werkzeuge zur Rekonstruktion des Probeobjektes und
die Abstraktion dieser Daten zu einem Volumen der vorliegenden Gewebeklassen vor. Die weiteren
Schritte zur Verarbeitung der dichten Volumendaten hin zu geometrischen 3-D Modellen, die eine Va-
rianz zwischen Probeobjekten berücksichtigen, und deren Nutzung zur technischen Lösung und Beant-
wortung biologischer Fragestellungen ist Inhalt der folgenden Kapitel.
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Kapitel 6
Geometrische Modelle und
interindividuelle 3-D Modellierung
6.1 Modellerstellung aus segmentierten Daten
Mit den entwickelten Methoden, insbesondere des letzten Kapitels, stehen nun die Werkzeuge für die ei-
gentliche Durchschnittsmodellbildung, wie in der Zielstellung in Kapitel 1 gefordert, zur Verfügung: Die
unalignierten, zweidimensionalen Rohbilder der physikalisch zerstörten Proben können zu segmentierten
dreidimensionalen Modellen der relevanten Gewebe rekonstruiert werden. Auf dieser Basis sollen nun
Modelle erhalten werden, die die in der anhand biologischen Vorwissens zusammengestellten Stichpro-
be beobachteten interindividuellen Varianzen berücksichtigen, das heißt, unterschiedliche Gesamtgrößen
der Probeobjekte und davon unabhängige Gewebeverteilungen auf der Segmentierungsebene abbilden.
Ansätze zur Durchschnittsmodellbildung existieren in der medizinischen Bildverarbeitung, im Sinne pro-
totypischer Organ- oder Gewebestrukturen, etwa zur Diagnose pathologischer Größen- und Formverän-
derungen. Unterschiedliche Verfahren seien an dieser Stelle anhand der zugrunde gelegten Eingangsda-
ten unterschieden: Für nicht segmentierte dreidimensionale Intensitätsbilder existieren Ansätze, durch-
schnittliche oder prototypische Volumendaten zu bestimmen. Im Sinne eines mehrfachen Alignments der
Eingangsdaten werden dabei Algorithmen zur iterativen Durchschnittsbestimung für ein visuell zufrie-
denstellendes, prototypisches Intensitätsvolumen vorgeschlagen [GUIMOND et al., 2000].
Daneben existieren Verfahren für die Durchschnittserstellung anhand gegebener Oberflächenmodelle.
Die Modellbildung erfolgt dabei auf der Basis einer geometrischen Darstellung von Gewebe- oder Or-
gangrenzen und zielt auf die Registrierung und Bestimmung einer Durchschnittsoberfläche für die gege-
benen Strukturen [MASCHINO et al., 2006].
Die Zusammenführung der Intensitätsbilder hat den Nachteil, dass ein künstliches oder hypothetisches
Durchschnittsbild entsteht, welches eventuell für bestimmte Bildgebungen eine korrekte a posteriori
Segmentierung zu einem durchschnittlichen Gewebemodell ermöglicht, was aber im Allgemeinen nicht
gegeben sein muss. Die Durchschnittsbildung anhand von vorliegenden geometrischen Strukturmodellen
hat den Nachteil, dass im Mehrklassenfall aus den aneinandergrenzenden Gewebetypen beziehungswei-
se Segmenten überlappende Oberflächen entstehen können. Sowohl durchschnittlichen Intensitätsvolu-
men als auch Durchschnittsoberflächen ist gemeinsam, dass die räumliche Varianz der Morphologie von
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Geweben und Organen nicht mehr rekonstruierbar ist. Dies jedoch aus allgemeiner, biologischer Sicht
relevant und für die Gewebevorhersage zur automatischen Dissektion notwendig.
Im Kontext der vorliegenden Zielstellung liegen zunächst zwei Teilaufgaben vor: die Extraktion von
Oberflächenmodellen zur Darstellung und Exploration der segmentierten Gewebestrukturen und die For-
mulierung eines Modellansatzes zur Fassung der morphologischen Varianzen in vorliegenden Individuen.
Erstgenanntes wird durch etablierte Verfahren der Computergrafik geleistet, die im folgenden kurz be-
schrieben werden und sowohl für die individuellen als auch für die Darstellung der Durchschnittsmodelle
zur Anwendung kommen.
Für die interindividuelle Modellierung wurde ein direkter Ansatz erstellt [BOLLENBECK et al., 2009c],
der auf der geometrischen Standardisierung der individuellen Segmentierungen und der Schätzung der
Gewebewahrscheinlicheiten im gesamten Volumen beruht. Spezifische Fragestellungen, wie beispiels-
weise oberflächenbasierte Visualisierung, Volumetrie oder Gewebevorhersagen zur Dissektionssteue-
rung, können damit jeweils spezifisch in nachgelagerten Schritten beantwortet werden.
6.1.1 Extraktion von Iso-Oberflächen aus Voxeldaten
Die auf einem dichten, dreidimensionalen Gitter definierten Bildfunktionen oder -segmentierungen sol-
len nun in geometrische Modelle überführt werden: Aus der regelmäßigen Abtastung einer Funktion soll
ein parametrische Darstellung durch geometrische Primitive im Raum erfolgen. Dies sollen im Folgen-
den Polygone sein, das heißt, es soll eine geometrische Beschreibung von Grenzflächen erhalten wer-
den - die Voxeldarstellung der Gewebezugehörigkeiten des entsprechenden Bildvolumens wird durch
die entsprechenden Gewebegrenzen ersetzt. Das zugrunde liegende Problem kann also auf den Begriff
einer Oberflächenextraktion (surface extraction) zusammengefasst werden. Da sich Grenzen auf eine
Menge gleicher Werte innerhalb der Volumendaten beziehen, werden die erhaltenen Flächen auch als
Iso-Oberflächen bezeichnet1.
Methodisch liegt ein Extrapolationsproblem vor: Aus der diskreten, das heißt nur an „bestimmten Stel-
len” im Raum definierten Bildfunktion sollen kontinuierliche, wenn auch stückweise definierte Funk-
tionen beziehungsweise Flächen treten. Eine solche Funktion soll dann beispielsweise aus einer Menge
von Dreiecken im Raum eine Darstellung der Grenze durch die im Bildvolumen vorliegenden Werte
liefern. Neben der Definition einzelner Polygone existieren auch stetige parametrische Grenzfllachenbe-
schreibungen [RAMSHAW und CENTER, 1987], beispielsweise durch nicht-uniforme Splinefunktionen
(NURBS) im Raum. Diese entspringen jedoch der Motivation einer de novo Flächendefinition, beispiels-
weise im computer aided design.
Eine analytische, geschlossene Form zur Berechnung dieser Dreiecksmenge existiert zunächst nicht: Es
liegt das diskrete, kombinatorische Problem vor, eine Oberfläche aus einer Menge von Flächenprimitiven
zu konstruieren. Wegweisend für die Oberflächenextraktion aus Volumendaten ist der von LORENSEN
und KLEIN vorgestellte [LORENSEN und CLINE, 1987] marching-cubes Algorithmus, der besonders
1Etymologisch liegt die Segmentierung und Extraktion von Gewebegrenzen in MRT-Volumen als eine der ersten Anwen-
dungen für entsprechende Algorithmen anhand fester, bekannter Schwell- beziehungsweise sogenannter Iso-Werte zugrunde.
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Abbildung 6.1: Primitive der Oberflächenextraktion: Anhand der vorliegenden Konfiguration (und deren
zyklische Rotationen) der Werte in den Gitterpunkten werden Dreiecke der Geometrie hinzgefügt.
aufgrund seiner Einfachheit und schnellen Implementierung weite Verbreitung gefunden hat beziehungs-
weise Ursprung zahlreicher Varianten ist.
Die Heuristik lautet dabei, die Flächenkonstruktion regelbasiert durchzuführen. Dabei werden Würfel
(cubes) aus acht benachbarten Gitterpunkten im Bildbereich als Grundbaustein betrachtet und anhand der
in den Punkten gefundenen Klassenlabel (Intensitätswerte) für die lokale Grenzfläche eine Dreieckskon-
figuration anhand einer vorgegebenen Liste gewählt und lediglich mit den Koordinaten des Würfels ver-
sehen. Für die Iso-Oberfläche ergeben sich im Gitter lediglich zwei relevante Werte für die Bestimmung
der Grenzfläche: 0 und 1 für Werte jeweils größer oder kleiner dem Iso-Wert. Grundlage der schnellen
Implementierung ist nun, das Nachschlagen mittels der {0, 1}8 = 256 Würfelknotenwerte als Indexwert
durchzuführen, das heißt, für jeden Würfel (v1, . . . , v8) wird die Dreiecksanordnung D = (V,E, T ) aus
Knoten- V ∈ [0, 1]3, Kantenkonfiguration E ⊂ V × V und Dreiecksnormalen T ⊂ R3 direkt aus einer
Tabelle T nachgeschlagen
D ← T (S(x1, . . . ,x8)) ◦ x; (6.1)
(für 15 = 2 log(256) − 1, zyklische Binärzahlen bzw. topologisch eindeutige Anordnungen) und dieser
für die Berechnung der vollständigen Oberfläche in einem Durchlauf über das gesamte Volumen ver-
schoben (marching).
Damit wird jedoch lediglich die Oberflächenextraktion bezüglich eines Schwellwertes gelöst. Für die
vorliegenden Daten, wie auch im Allgemeinen, soll jedoch nicht nur eine einzige Grenzfläche bestimmt,
sondern Geometrien für K unterschiedliche Gewebetypen beziehungsweise entsprechende Werte aus
dem Gittervolumen erhalten werden. Eine K-malige Anwendung des binären Schemas liefert dabei
keine zufriedenstellenden Ergebnisse, da der Fall sich berührender Grenzflächen nicht ausgeschlossen
werden kann und diese dann „missverständlich” bezüglich einer erhaltenen Grenze sind. Das bestehende
Schema kann jedoch einfach auf den Mehrklassenfall erweitert werden, indem zunächst nun zusamme-
gesetzte Gitterknoten-Indexwerte der Form {1, . . . ,K}8 zugelassen werden. Dabei wird das Problem
auf die Erstellung entsprechender Dreiecksanordnungen und -Listen reduziert, was dann beispielsweise
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6.1 Modellerstellung aus segmentierten Daten
Abbildung 6.2: Oberflächenreduktion: Kontraktion von Dreiecksknoten für den quadrik-basierten Ansatz
(nach [GARLAND und HECKBERT, 1997]).
mittels Interpolation auf Subvoxelwerte und -gitter addresiert werden kann: Anhand des Subgitters kann
nun K-mal mit dem binären Ansatz Oberflächen bestimmt und zusammengefasst (s. unten) werden (die-
se Tabellenerstellung muss nur einmal ausgeführt werden). Mit dem Marching-Cubes Algorithmus wird
also in O(n), das heißt in einem Lauf über das gesamte Volumen, eine Transformation in ein geometri-
sches Oberflächenmodell aus den segmentierten Volumen erhalten.
6.1.2 Gitterdarstellung und -reduktion
Als Resultat der Oberflächenextraktion werden also geometrische Modelle der Gewebestrukturen im
Probeobjekt erhalten. Diese Oberflächen dienen einer realistischen Darstellung der errechneten Segmen-
tierungen in ihrer tatsächlichen dreidimensionalen Ausdehnung durch Rendering auf Basis von Grafik-
schnittstellen wie beispielsweise OpenGL.
Der Algorithmus liefert aus der Oberflächenextraktion zunächst eine detaillierte Auflösung der Grenz-
flächen: In Abhängigkeit von der jeweiligen Gestalt wird pro Gitterelement des Bildvolumens mindes-
tens ein Dreieck erhalten. Dabei liefern dann entsprechend große Bildvolumina Dreiecksanzahlen, deren
Darstellung erheblichen Rechenaufwand benötigt. Die Darstellung selbst ist dabei jedoch möglicher-
weise redundant: Die Auswahl der Primitive in der Oberflächenextraktion erfolgt unabhängig von den
Konfigurationen in der Nachbarschaft, auch wenn für größere Bereiche identische Voxelkonfigurationen
vorliegen, werden diese aus einer Vielzahl identischer Primitive konstruiert, das heißt, die Grenzober-
flächen sind zunächst genau der Auflösung des Bildgitters unterworfen und die eingangs motivierten
kontinuierliche Darstellung der Gewebegrenzen im Raum damit nicht hergestellt.
Die Geometrien müssen daher adaptiv von der erhaltenen Gitterstruktur in eine für Grenzflächen opti-
male Form überführt werden. Die Herstellung optimaler Geometrien wird durch Reduktionsalgorithmen,
sogenannte remeshing oder surface-reduction Verfahren erzielt. Ziel ist dabei die Transformation auf eine
optimale, nicht-redundante Darstellung der Oberfläche:
• eine realitätsgetreuere Darstellung als Annäherung kontinuierlicher Grenzverläufe zu erhalten,
• erwünschte Details gegenüber unerwünschten Artefakten (Aliasing aus den Marching Cubes) zu
erhalten,
• die Datenmenge der Darstellung zu reduzieren.
Um dabei keine Informationen zu verlieren, sollte eine Reduktion nicht anhand von Heuristiken, son-
dern unter Berücksichtigung eines quantitativen Fehlermaßes erfolgen. Wegweisend ist hier der von
GARLAND und HECKBERT vorgeschlagene [GARLAND und HECKBERT, 1997] Ansatz einer adaptiven
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Oberflächenkonstruktion anhand von Quadriken und darauf basierenden Abstandsmaßen. Der Algorith-
mus von GARLAND und HECKBERT basiert dabei auf einem iterativen Zusammenfassen von Dreiecken
durch Knotenkontraktion: Für die Zusammenfassung von Knoten v1,v2 zu v¯ wird der Abstand
D2 = (nv¯ + d)2 (6.2)
zur ursprünglichen Fläche (Dreieck) n1v + d = 0 durch die Quadrik
Q(v¯) = vA+ 2b + c A ∈ R3×3 (6.3)
beschrieben, die additiv ist, dass heißt, für die Kosten der Kontraktion v1,v2 7→ v¯ gilt Q(v¯) = Q1(v¯ +
Q2(v¯). Aus der Menge aller Kontraktionen der ursprünglichen Dreicksmenge wird dann die Kontraktion
mit geringstem Fehler bis zum Erreichen einer Fehlerschranke oder Dreiecksanzahl ausgewählt. Durch
die Greedy-Strategie wird ein effizienter Algorithmus erhalten. Die Implementierung der Autoren ist in
der Bibliothek QSlim [GARLAND, 2009] verfügbar.
6.2 Statistische dreidimensionale Modellierung von Gewebestrukturen
Anhand der eingangs des Kapitels gemachten Beobachtungen sollte eine statistische Fassung auf Seg-
mentierungsebene erfolgen, auf Basis der dichten Gewebezuordnungen innerhalb des Bildvolumens
(bzw. -Gitters). Dabei soll sowohl eine Darstellung der Varianzen, im Sinne von „wo variieren Gewe-
be, gegeben die Stichprobe wie stark”, möglich sein wie auch andererseits eine eindeutige Zuordnung
jedes Gitterpunktes zum wahrscheinlichsten Gewebe im Sinne eines prototypischen Probeobjekts.
6.2.1 Interindividuelle Atlanten zur Gewebevorhersage
Die mit diesen Eigenschaften ausgestatteten Interindividualmodelle sollen die Funktionalität als Gewebe-
atlas erfüllen: Für Proben eines bestimmten Entwicklungszeitpunktes liefert das dazugehörige Modell
eine allgemeingültige Vorhersage der Gewebeverteilungen. Die Vorhersage kann dabei nicht für jeden
beliebigen Punkt sicher erfolgen, jedoch sollen für alle Gewebetypen ubiquitäre Regionen gefunden
werden können: Die Identifizierung dieser Regionen ist, neben dem grundlegenden, biologischen In-
formationsgehalt, in Form von morphologischen Regelmäßigkeiten oder Motiven von Gewebewachstum
und -differenzierung, Grundlage für eine automatisierte dreidimensionale Dissektion von Objekten, be-
ziehungsweise die Bestimmung von Zielvolumina für die Präparation einer gewebereinen Probe.
Sowohl aus biologischer als auch aus technischer Sicht sollte daher bei der Erstellung des Atlasmodells
keine Information über die Gewebeverteilung selbst genutzt werden: aus biologischer Sicht nicht, weil
die Organisation im Inneren der Probe relativ gerade die zu untersuchende morphologische Varianz dar-
stellt, und aus technischer Sicht nicht, weil für die Präparation einer ungesehenen Instanz, für die keine
Gewebeinformationen vorliegen, folglich dann auch keine Beziehung zur Referenz hergestellt werden
kann.
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6.2.2 Abbildung in ein gemeinsames Koordinatensystem
Zur mathematischen Beschreibung von Übereinstimmung und Varianzen innerhalb der Gewebestruktu-
ren in Probeobjekten muss eine geometrische Korrespondenz der Gewebevolumen hergestellt werden.
Individuen müssen gewissenmaßen standardisiert im Raum ausgerichtet werden. Dabei liegt nun explizit
kein Registrierungsproblem vor: Die vorliegenden Segmentierungen sollen nicht, etwa durch Minimie-
rung eines Fehlermaßes, in Übereinstimmung gebracht werden, da der beobachtete Fehler respektive die
Abweichung zwischen den Gewebedaten gerade die zu beobachtende Größe ist.
Die im Folgenden beschriebene Methodik ist, wie schon im Kapitel 2 zur Registrierung von medizini-
schen Volumendaten vorgeschlagen worden [ALPERT et al., 1990], in der hier beschriebenen Formulie-
rung wird jedoch kein expliziter Zusammenhang zwischen den individuellen Daten hergestellt, sondern
eine Standardisierung bezüglich der räumlichen Ausdehnung in ein gemeinsames Koordinatensystem.
Daneben soll für die Standardisierung aus dem gleichen Grund auch keine Information über die Ge-
webeverteilungen selbst zum Tragen kommen, vorhandene Volumensegmentierungen im Bildbereich
können lediglich im Sinne „Probeobjekt” und „kein Probeobjekt” benutzt werden. Dies ist für die Gül-
tigkeit der statistischen Durchschnittsmodelle entscheidend und final auch in der Anwendung von großer
Bedeutung: Beim „Brückenschlag” von den virtuellen Modelldaten zurück zu physisch vorliegenden
Probeobjekten in der Mikrodissektionsanwendung sind außer den rekonstruierten äußeren Geometrien
keine weiteren Daten bekannt, so dass eine gültige Referenzierung und Gewebevorhersage auch lediglich
anhand dieser Daten erfolgen kann.
Die vorhandenen Segmentierungen S werden also bezüglich der Gewebetypen als binär betrachtet, mit
S(x = 0) als Hintergrundklasse und entsprechender Momentedefinition
mijk :=
∫
Ω
xi1x
j
2x
k
3 (1− δ(S(x), 0)) dxi1xj2xk3. (6.4)
Mit dem Schwerpunkt x¯ und den damit zentrierten Momenten mˆ wieder wie in Kapitel 2.4 wird
T :=
1
mˆ000
 mˆ200 mˆ110 mˆ101mˆ110 mˆ020 mˆ011
mˆ101 mˆ011 mˆ002
 (6.5)
als Momententensor des Probeobjektes im Raum erhalten.
Nun erfolgt die Bestimmung einer orthogonalen Transformation R mittels Eigenwertzerlegung, so dass
T ′ = R−1TR Diagonalform erhält das heißt, die Hauptachsen des Objektes in Achsen des Koordinaten-
system gelegt werden. Die Koordinatentransformation R wird also aus den Eigenvektoren des Trägheits-
tensors erhalten.
Die erhaltene MatrixR ist dabei eine verkettete Rotationsmatrix von drei Rotationswinkeln (α1, α2, α3),
110
KAPITEL 6. GEOMETRISCHE MODELLE UND INTERINDIVIDUELLE 3-D MODELLIERUNG
als Eulerwinkel um die drei Hauptachsen des Objektes. Das als Abbildung für die Koordinatentransfor-
mation wird
ϕ : = R(φ)R(θ)R(ψ)(x− x¯) + x¯ (6.6)
=
 cos θ cosψ − cosφ sinψ + sinφ sin θ cosψ sinφ sinψ + cosφ sin θ cosψcos θ sinψ cosφ cosψ + sinφ sin θ sinψ − sinφ cosψ + cosφ sin θ sinψ
− sin θ sinφ cos θ cosφ cos θ
 (6.7)
· (x− x¯) + x¯ (6.8)
erhalten.
Die aus den Eigenwerten bestimmte Transformationsmatrix liefert im Allgemeinen jedoch keine Trans-
formation der Hauptachsen in die Achsen des Koordinatensystems, da aus der Eigenwertzerlegung zwar
ein Orthogonalsystem für den Momententensor erhalten wird, aber keine Zuordnung dieser zu den Ach-
sen des Koordinatensystems. Zur Bestimmung der „richtigen” Anordnung der Spaltenvektoren von R
kann nun davon ausgegangen werden, dass der minimale gesamte Rotationswinkel die korrekte Abbil-
dung darstellt2. Die entsprechende Anordnung der Eigenvektoren ri kann dann durch „Ausprobieren”
anhand des Rotationswinkels für die Spalten der Einheitsmatrix ej
αi = arccos
〈riej〉
|riej | (6.9)
als min
∑
αi erhalten werden.
Für die Transformation einer Menge S = {S1, . . . ,SI} von segmentierten Objekten wird eine Sortie-
rung der Koordinatensysteme der I individuellen Bildbereiche (1, . . . , I)||Ω1| > . . . |ΩI | erstellt und die
Berechnung im Koordinatensystem von Ω1, das heißt ϕi := Ri(x − x¯i) + x¯1 zur Standardisierung des
Schwerpunktes, durchgeführt. Die im gemeinsamen Koordinatensystem so standardisierten Gewebevo-
lumina werden damit als
S ′ = {S1 ◦ ϕi, . . . ,SI ◦ ϕI} (6.10)
erhalten.
6.2.3 Statistische Modellierung der interindividuellen Streuung
Mittels der so standardisierten Gewebesegmentierung kann nun eine Schätzung der interindividuellen
Varianzen der Probeobjekte erfolgen. Ein Modell im Sinne eines Durchschnittsmodells einer Menge von
Individuen soll dabei eine räumliche Auflösung dieser Varianzen für alle Gewebetypen liefern.
Die eindeutige Segmentierung eines Objektes soll gegen eine statistische Segmentierung auf Basis meh-
rerer Objekte substituiert werden. Mit diesem Modell soll für jeden Punkt im (standardisierten) Koor-
dinatensystem eine Vorhersage erhalten werden, wie wahrscheinlich das Vorfinden eines Gewebetyps
k ∈ {1, . . . ,K} an diesem Ort ist, das heißt
px(k) :=
1
|S|
I∑
i=1
δ (Si(x), k) ∀Kk=1 (6.11)
2Die allgemeine Uneindeutigkeit der Rotationswinkel aus dem Momententensors wurde bereits in Kapitel 2.4 beschrieben,
die Annahme der „kleinsten” Drehung als korrekte Transformation ist für die praktische Anwendunge gültig, meist liegen
Drehungen kleiner 45◦ vor.
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(a) (b) (c) (d)
Abbildung 6.3: Bilder I1, I7, I43, I63 unterschiedlicher Rotationswinkel 5.7◦, 40◦, 245.7◦, 348.5◦ einer
Bildsequenz des Probeobjektes in der Ablationskammer.
Für jeden Punkt im Bildbereich wird also ein Vektor (p1, . . . , pK) erhalten, der die empirische Wahr-
scheinlichkeit für die hier gefundenen Gewebe liefert beziehungsweise ein vektorwertiges, stochastisches
Bildvolumen P : Ω 7→ [0, 1]K , ∑k P (x) = 1 für den gesamten Bildbereich.
6.3 Integration der geometrischen Modelle in ein automatisches Mikro-
dissektionssystem
Für die Nutzung der geometrischen interindividual Modelle in einem System zur robotisierten Kryo-
LMD müssen die Geometrien dem Ablationssystem und -algorithmus verfügbar gemacht werden. Die
Steuerung der Laser- beziehungsweise Objektbewegung ist nicht Teil dieser Arbeit, wohl aber die Bereit-
stellung der physikalischen räumlichen Koordinaten der Zielvolumen für den Ablationsprozess. Neben
der Darstellung in dichten, physikalischen Koordinaten, stellt sich vor allem die Herausforderung der
Einpassung der virtuellen Modelldaten in die Geometrie einer realen Probe: Um die Laserbewegung kor-
rekt steuern zu können, müssen Probe- und Modellgeometrie in Übereinstimmung gebacht, das heißt die
Geometrien miteinander registriert werden. Für das in der Ablationskammer fixierte Probeobjekt sind
jedoch keine Geometriedaten vorhanden, die zur Registrierung genutzt werden könnten. Eine Auflösung
der inneren Strukturen ist nicht möglich, als Informationsquelle liegen lediglich die aus der eingekop-
pelten RGB-Kamera verfügbaren 2-D Bilder vor. Die dreidimensionale Struktur des Probeobjekts muß
daher aus Sequenzen zweidimensionaler Bildern rekonstruiert, und Modelldaten der Gewebestrukturen
als Zielvolumina in diese rekonstruierte Geometrie registriert und entsprechend abgebildet werden.
Die Rekonstruktion von 3-D Struktur aus Mengen zweidimensionaler Ansichten bezeichnen sogenann-
te Structure-From-Motion (SFM) Verfahren. Dabei werden für ein angenommenes Kameramodell die
entsprechenden Transformationsparameter der Kamerabewegung zwischen unterschiedlichen Aufnah-
men geschätzt und anhand dieser detektierte Strukturmerkmale der Objekte im Bild, wie Punkte oder
Konturen, zurück in den R3 projiziert. Das Lochkameramodell ist dabei das Standardmodell der SFM-
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Methodik und die damit verbundene Epipolargeometrie der Kamerabewegung: Seien P = K [Rt] ∈
R
3×4, α ∈ R, dann bestimmt
α
 uv
1
 = P

X
Y
Z
1
 (6.12)
die skalierungsinvariante Projektion der Szene auf das zweidimensionale Bild die sogenannte Projekti-
onsmatrix P , mit Kalibrationsmatrix K ∈ R3×3, Rotationsmatrix R ∈ R3×3 und Translationsvektor
t ∈ R3. Die sogenannten extrinsischen Parameter R, t sind abhängig von der Bewegung der Kame-
ra(position) im Raum, während die Kalibrationsmatrix K als intrinsische das Abbildungsverhalten der
Kamera selbst beschreiben, das heißt Brennweite, Brennpunkt, Achsschrägung und -verhältnis. Die Be-
stimmung der extrinsischen und intrinsischen Parameter wird als Kalibrierung der Kamera bezeichnet.
Während die intrinsischen Kameraparameter bei SFM-Problemen meist unabhängig vorab bestimmt wer-
den, wird mit dem Teilproblem Motion die Schätzung der Kamerabewegung im Raum adressiert. In der
epipolaren Geometrie der Abbildungen wird der Zusammenhang zwischen zwei Projektionen des Punk-
tes X ∈ R3 in Ii, Ij als sogenannte Fundamentalmatrix F bestimmt. Sind die intrinsischen Parameter
Ki,Kj bekannt, kann aus F die essentielle Matrix E = KTj FKi bestimmt werden; E = [t]×R be-
schreibt also die relative Rotation und Translation zwischen Pi und Pj und damit die Grundlage der Re-
konstruktion, beziehungsweise die Abbildung der Projektion zurück in den Raum. Die Schätzung von F
und E wird in der vorliegenden Anwendung stark vereinfacht, da aus xyz-Steuerung die aktuellen Werte
im Koordinatensystem der Maschine bekannt sind. Die Optiken der Kamera gestatten keine Gesamtan-
sicht der Probe, daher müssen Einzelbilder zum Gesamtbild gekachelt werden. Eine Gesamtsequenz der
Kamerafahrt ähnelt sinnbildlich einem „Apfelschälen” (siehe Abb. 6.3).
Grundlage der Rekonstruktion der äußeren Geometrie des Probeobjektes ist die Menge der Silhouetten
bei unterschiedlichen Kamerapositionen, das Objekt wird daher als sogenannter Konturgenerator be-
zeichnet. Aus den RGB-Bildern der Ablationskamera werden die Silhouetten daher als Objektgrenzen
segmentiert, wofür unterschiedliche Verfahren zum Einsatz kommen können: Es zeigt sich, dass eine
hinreichend genaue3 Segmentierung bereits mittels Schwellwerthaltung im hue-Kanal in den Farbbil-
dern erhalten werden kann. Eine genauere Segmentierung und Lokalisierung der Objektkonturen wird
mittels der in Abschnitt 2.3 beschriebenen aktiven Konturmodelle erhalten. Dazu wird die Bestimmung
der externen Energie in Gleichung 2.37 für die vorliegenden RGB-Farbbilder auf den durchschnittlichen
Abstand zum Mittelwertvektor über alle Farbkanäle erweitert [CHAN et al., 2000].
Für die geschätzten Projektionen Pi des Objekts in die Sequenzbilder Ii muss nun umgekehrt die Rück-
projektion in den R3 als Grundlage der Geometrierekonstruktion aus den unterschiedlichen Aufnahme-
positionen erfolgen. Dabei wird, analog der 2-D Bilder, der Raum als Quader mit einem regelmäßigen
Gitter angenommen. Einen intuitiven Ansatz, aus projizierten Objektkonturen einen soliden Körper zur
Oberflächenextraktion zu erhalten, bildet die Methode der projizierenden Kegel (projecting cones), um
die Tangenten des Körpers anhand der Schnittmenge der in die Blickrichtungen replizierten Konturen zu
3Bezüglich der Anfahrgenauigkeiten des xyz-Tisches des Ablationsgerätes von ∼ 10µm
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approximieren [GIBLIN und WEISS, 1987]. Einen effizienteren Ansatz liefert das von WONG [WONG,
2001] vorgeschlagene Verfahren zur Geometrieerzeugung: Dabei werden nun nicht mehr die Kontur-
punkte mittels der inversen Projektion P−1i in den Raum abgebildet, sondern umgekehrt die Gitterzellen
des Raums auf die Kontur projiziert. Der Vorteil des Verfahrens ist, dass so a priori bekannt ist, ob eine
Teilmenge des Volumens ein Kontursegment enthält. Damit kann eine hierarchische oct-tree Struktur des
Gitters für die Abbildung verwendet werden, so dass Bereiche, die keine Konturinformation enthalten,
von der weiteren Prozessierung ausgeschlossen werden können. Die erhaltene Baumstruktur kann an-
schließend für die Oberflächenextraktion genutzt werden (siehe Abschn. 6.1.1), als Resultat wird eine
triangulierte Oberflächen der Geometrie der vorliegenden Probe erhalten (das Verfahren ist detailliert in
[WONG, 2001] beschrieben).
Anhand der Life-Geometrien ist nun die exakte Ausrichtung der Modelldaten in das Koordinatensys-
tem der xyz-Steuerung der Ablationskammer beziehungsweise der vorliegenden Probe bestimmbar: Die
Modelldaten müssen in die Life-Geometrie registriert und entsprechend abgebildet werden. Dazu wer-
den die jeweiligen, allgemein unterschiedlich mächtigen KnotenmengenM, T ⊂ R3 der triangulierten
Oberflächen von Life- und Modellgeometrie hin auf minimale, paarweise Distanzen transformiert. Dem
Registrierungsproblem liegen dabei zwei abhängige Teilprobleme zugrunde
1. Finden der optimalen Punktzuordnung
N = (~mi,~tj) := {~mi ∈M, ~tj ∈ T |~tj = argmin
~tj
(
D(~mi,~tj)
)
, ∀~tj ∈ T } (6.13)
2. Finden der optimalen Transformation gegebener Punktepaare
ϕ∗ = argmin
~tj
D(~mj ,~tj ◦ ϕ) (6.14)
Standardverfahren für die Registrierung von Punktwolken ist der von BESL und MCKAY vorgeschlage-
ne Iterative-Closest-Point (ICP) Algorithmus [BESL und MCKAY, 1992], der eine iterative Optimierung
beider Probleme realisiert: Für eine gegebene Transformation der Punkte N i wird eine Zuordnung ent-
sprechend Gleichung 6.13 bestimmt. Für diese Punktordnung wird die mittlere Paar-Distanz minimiert,
beispielsweise mittels Gradientenabstieg oder Quasi-Newton-Methoden [PRESS et al., 2007], und für
N i+1 = T i ◦ ϕ∗ ϕ = (ρx, ρy, ρz,∆x,∆y,∆z) eine neue Zuordnung bestimmmt. Erweiterungen des
ICP-Algorithmus (s. [RUSINKIEWICZ und LEVOY, 2001]) zielen vor allem auf Laufzeitoptimierung der
Bestimmung der nächsten Nachbarn in Schritt 1, wie hier durch Zerlegung des Koordinatenvolumens
mittels einer k-d-Baumstruktur [BENTLEY, 1975].
Durch den SFM-Ansatz wird somit die technische Problemstellung, bestehende Modelle für eine au-
tomatische Ablationssteuerung verfügbar zu machen, gelöst und damit die wichtige Verbindung vom
Modell zurück zur realen Probe geschlagen.
6.4 Ergebnisse und Darstellung
Die Atlaserstellung erfolgt in der Anwendung, wie beispielsweise für die vorliegenden Hordeum Daten-
sätze, zeitpunktspezifisch für die jeweilige Stichprobe der Individuen (für Hordeum 3, 5, 7, 10, 14DAF
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(a) (b)
Abbildung 6.4: Integration der Modelldaten in die Life-Geometrien zur Ablationssteuerung. 6.4a Berech-
nete Life-Geometrie und Modellgeometrien zur ICP-Registrierung der Knotenmengen: Orientierung im
Raum vor der Registrierung, für 10% der Punkte sind die entsprechenden Punktpaarungen eingezeichnet.
6.4b Rendering von registriertem Zielvolumen und Life-Geometrie über Life-Ansicht (die Gesamtansicht
wird aufgrund der Kamera im Gerät aus drei registrierten Einzelbildern gekachelt).
mit je 5 Individuen, s. Anhang B), das heißt, die individuellen Segmentierungen eines Zeitpunktes wer-
den zur Schätzung der Wahrscheinlichkeiten herangezogen.
Anhand dieses relativ einfachen statistischen Modellansatzes werden nun die eingangs geforderten Ei-
genschaften für die Beantwortung der spezifischen Teilfragen getroffen:
• Welcher Gestalt ist die räumliche Varianz unterschiedlicher Gewebe
• Wie stellen sich Volumenverhältnisse unterschiedlicher Gewebe dar
• Ob, und in welcher Gestalt existieren ubiquitäre Regionen der Gewebe als Zielvolumen für eine
Dissektion?
Für eine Visualisierung der Gewebewahrscheinlichkeiten in den Atlasdaten kann dann beispielsweise ein
kombiniertes Rendering wie in Abb. 6.5 benutzt werden: Die Verteilung der Wahrscheinlichkeit für ein
Gewebe k im Raum wird durch Volumen-Rendering mit Transparenz und Sättigung proportional zum
vorliegenden Wert px(k) ∈ [0, 1] dargestellt. Zur deutlicheren Darstellung kann gleichzeitig für den ubi-
quitären Bereich px(k) = 1 aus dem Atlas die entsprechende Oberfläche extrahiert werden.
Mit dieser Darstellung kann neben einer biologischen Relevanz geklärt werden, inwiefern für Dissekti-
on topologisch einfachere Gebiete mit px(k) < 1 als Zielkoordinaten und Registrierung mit dem Life-
Modell übergeben werden können. Anhand einer vorgegebenen Wahrscheinlichkeit werden die Zielvolu-
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men beziehungsweise deren Knotenmenge aus der Oberflächenextraktion für den entsprechenden Wahr-
scheinlichkeitswert in Pk erhalten. Die Koordinaten des Zielvolumens stehen in fester Beziehung zu de-
nen der Objekthülle und werden daher mit den gefundenen Paramtern „mittransformiert”. Als Objekthül-
le selbst wird zur Registrierung mit den SFM-Geometrien dabei die Durchschnittsoberfläche extrahiert,
das heißt für das Volumen min |P0(x− .5)|, und als Ausgabe dann die Punktwolken der SFM-Geometrie
und der transformierten Zielgewebeknoten erhalten, dieses Vorgehen konnte in prototypischen Anwen-
dungen der automatischen Laserablation validiert werden.
Mit dem Ansatz wird ein intuitives Interindividualmodell erhalten, sowohl für die Beantwortung biolo-
gischer Fragestellungen als auch für die geschilderte technische Problemstellung. Der Ansatz fußt dabei
jedoch auf der Annahme kompakter, überlappender Segmente und ist beispielsweise für die Modellie-
rung von Gefäßen nicht geeignet. Entsprechende Einschränkungen gelten auch für andere Modellansät-
ze, wie beispielsweise temporale Durchschnittsmodelle. Vorteilhaft ist jedoch, dass die Annahme einer
strukturellen Ähnlichkeit direkt etwa durch die beschriebene Visualisierung validiert werden kann.
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(a) (b)
(c) (d)
Abbildung 6.5: Interindividualmodell: Visualisierung der Gewebeverteilungen durch Volumenrendering
(Transparenz und Sättigung proportional zur Wahrscheinlichkeit) und extrahierter Oberfläche der ein-
deutigen Regionen. 6.5a: Nucellare Projektion, 6.5b: Endosperm, 6.5c: Transferzellen, 6.5d: Hauptleit-
bündel.
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Kapitel 7
Automatische Integration funktionaler
Daten
Im vorhergehenden Kapitel wurde unter anderem die Verwendung der automatisch erstellten Modelle
zur technischen Problemlösung im Rahmen eines automatisierten Dissektionssystems geschildert. Im
Folgenden soll noch ein anderer Aspekt der Modellerstellung und -verwendung untersucht werden: die
Verwendung als Referenzrahmen für die Analyse von funktionellen Daten. Damit seien fortan (Bild-
)Daten bezeichnet, deren zugehöriges Bildgebungsverfahren explizit nicht auf die Abbildung physischer
Strukturen in der Probe abzielt, sondern auf die Darstellung biochemischer Funktionen und Abläufe dar-
in.
Die grundlegende wissenschaftliche Motivation für eine Integration solcher Daten in Gewebemodelle
ist damit offenkundig: Durch die Zusammenführung wird der Zusammenhang zwischen Struktur und
Funktion hergestellt und damit eine elementare biologische Fragestellung adressiert. Dazu werden zwei
allgemeingültige Verfahren zur algorithmischen Lösung des Problems betrachtet und deren Funktion je-
weils anhand einer bestimmten Bildgebung demonstriert.
Mittels eines etablierten Verfahrens wurde die Integration hochdimensionaler funktionaler Bilddaten in
dreidimensionale Modelle untersucht [BOLLENBECK et al., 2009a], und dadurch ein Ansatz zur Aus-
wertung beziehungsweise zur Bestimmung biologisch relevanter Messwerte in diesen Daten erhalten.
Daneben wurde ein Modell entwickelt [BOLLENBECK et al., 2009b], welches die Nachteile des de facto
Standardverfahrens zur Integration unterschiedlicher Bildgebungsverfahren durch Verwendung neurona-
ler Netze zur Lösung eines Regressionsproblems adressiert.
7.1 Inter-Modale Registrierung durch informationsbasierte
Bildmetriken
Da sowohl die bisher betrachteten Bildvolumen als auch die jetzt untersuchten funktionellen Bilder
Messwerte an Punkten im Raum darstellen, stellt sich für eine Integration von Daten zuallererst die
Frage nach der Korrespondenz dieser Koordinaten, es liegt ein Registrierungsproblem vor. Da die Regis-
trierung automatisch anhand der vorliegenden Bildinhalte erfolgen sollte, muss daher zunächst geklärt
werden, wie zwei oder mehrere Bildgebungen „verglichen” werden können. Aus der medizinischen Bild-
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verarbeitung kommend hat sich hier der Begriff inter-modale Registrierung durchgesetzt, in Anlehnung
an die Bezeichnung unterschiedlicher Geräte in der bildgebenden Diagnostik.
Prinzipiell liegt also wieder das gleiche Problem wie in Kapitel 3 vor: Für eine bestimmte Klasse von
Transformationen sollen Parameter gefunden werden, die die Ähnlichkeit der vorliegenden Bildinhalte
in Form einer Bildmetrik maximieren. Als Metriken konnten bis jetzt für den intra-modalen Fall einfa-
che Abstandsmaße benutzt werden: Abgebildete Strukturen liefern gleiche Charakteristiken der entspre-
chenden Bildintensitäten, durch Vorverarbeitung und Standardisierung lieferte die absolute Differenz ein
ausreichendes Maß. Dies gilt im inter-modalen Fall nun nicht mehr: Die aus den Bildgebungen erhalte-
nen Intensitäten stehen nun in keiner direkten, absoluten Beziehung mehr, sondern es wird, für plausible
Messungen, ein allgemeinerer gelagerter Zusammenhang angenommen. Ein grundlegendes Problem der
inter-modalen Registrierung ist daher die Bestimmung von Metriken, die die jeweiligen Intensitätscha-
rakteristiken, im Sinne eines gegenseitigen Informationsgehaltes, quantifizieren.
7.1.1 Integration von Mass Spectrometric Imaging (MSI) Daten
Im Folgenden werden als funktionale Bilddaten räumlich aufgelöste Massenspektrometriedaten aus dem
MALDI (Matrix-unterstützte Laser-Desorption/Ionisation, Matrix-assisted Laser Desorption/Ionization,
MALDI) Verfahren, sogenannten MALDI-IMS (MALDI as a mass spectrometry imaging) Bilder be-
trachtet. Mit dem Verfahren wird durch gerasterte Ionisierung einer Probe eine räumlich aufgelöste Ver-
teilung der Masse-Ladungsverhältnisse (m/z in Dalton) der Moleküle darin erhalten. Die Probe selber
liegt dabei als flächiges Präparat vor, das dann entsprechend zur Ionisierung und Ionendetektion abge-
rastert wird, die erhaltenen Daten besitzen also eine zweidimensionale Geometrie. Ein Bildpunkt erhält
dabei jedoch ein vollständiges Massenspektrum der detektierten Ionen, in dem je nach Auflösungsfähig-
keit des Spektrometers mehrere tausend m/z-Werte erhalten werden. Die räumliche Auflösung unter-
liegt dabei den Limitationen der Matrixaufbringung auf die Probe und beträgt typerweise zwischen 50
und 100µm. Für mikroskopische Objekte, wie beispielsweise die Hordeum Karyopsen (∼ 1.5− 5.0mm
lateral), ist die massenspektrale Dimension dabei also wesentlich größer als die räumliche.
Mit dem Verfahren kann so also zunächst ein relativ-quantitatives Abbild der biochemischen Prozesse in
der Präparationsebene erhalten werden, und damit ein für die Untersuchung der dynamischen Prozesse
im Organismus mächtiges Werkzeug. Anforderungen an die algorithmische Betrachtung einer Auswer-
tung und Integration ergeben sich besonders aufgrund von zwei biologischen Fragestellungen:
• Welche Quantitäten liegen für bestimmte bekannte Stoffe, respektive deren Massen in den unter-
schiedlichen Geweben vor,
• Welche unbekannten Massen besitzen differentielle Verteilungen in unterschiedlichen Geweben-
typen?
Beide Fragestellungen lassen sich also beantworten, indem die funktionalen Daten in eine strukturelle
Referenz beziehungsweise ein räumliches Modell der tatsächlichen Gewebeverteilung integriert werden,
und anhand dieser kombinierten Daten eine gewebespezifische Betrachtung mit mathematischen Metho-
den möglich wird.
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7.1.2 2-D-3-D Registrierung durch Mutual Information
Für die beschriebenen Daten liegt also ein 2-D zu 3-D intermodales Registrierungsproblem vor. Die
Schnittebene aus der Präparation für die MALDI-Messung ist dabei unbekannt und soll aus der Regis-
trierung bestimmt werden. Dazu können als starre Transformationen der Form
T (ϕ) := Rx + t (7.1)
ϕ ∈ R6 mit drei Drehwinkeln und Translation im Raum (wie oben) zugrunde gelegt werden (die 2-D
Koordinaten werden x := (x1, x2, c) augmentiert). Dabei wird lediglich die Koordinatenmenge des 2-D
Bildes transformiert und zur Abtastung der 3-D Bildfunktion benutzt.
Für die Metrik zur Quantifizierung der Bildähnlichkeit können a priori keine Annahmen über die Bild-
intensitäten gemacht werden. Zur Fassung eines allgemeinen Zusammenhangs werden Intensitäten im
Bild I (etwa a ∈ 2N ) an Bildpunkten als Zufallsvariablen P (a) betrachtet und auf den Dichten die
Entropie
H(I) := −
∫
pI(a) log pI(a)da, (7.2)
und mit der Verbundwahrscheinlichkeit P (a, b) von Intensitätswerten (a, b) mit den Dichten p(a, b) die
Verbundentropie zweier Bilder I1, I2
H(I1, I2) :=
∫
p(I1,I2)(a, b) log p(I1,I2)dadb (7.3)
definiert. Die Verbundentropie liefert ein beschränktes Maß für die Unsicherheit zwischen zwei Zufalls-
variablen, aufgrund der Beschränktheit gilt
H(I1, I2) < H(I1) +H(I2), (7.4)
und damit als Maß für einen allgemeinen Zusammenhang der Intensitäten beider Modalitäten
DMI(I1, I2) := H(I1) +H(I2)−H(I1, H2). (7.5)
als zu maximierende Transinformation (Mutual Information, MI) zwischen Bildern, und ist von VIOLA
und WELLS für die Registrierung vorgeschlagen [VIOLA und WELLS III, 1997] worden.
Mit dieser Definition kann nun theoretisch die inter-modale Bildregistrierung wieder im gleichen Rah-
menwerk betrieben werden, wie in Kapitel 3 beziehungsweise wie im Flussdiagramm Abb. 3.2 darge-
stellt.
Bezüglich der Numerik des Verfahrens ergeben sich jedoch einige Implikationen: Die Schätzung der
gemeinsamen und marginalen Wahrscheinlichkeitsdichten im direkten Ansatz aus dem Verbundhisto-
gramm ist sehr rechenzeitaufwendig, die für die Nutzung gradientenbasierter Optimierungsverfahren
notwendige Ableitung der Metrik ∂D/∂ϕi beziehungsweise H nach den Transformationsparametern
benötigt eine hinreichend glatte Darstellung der Verbundwahrscheinlichkeiten. Die Wahrscheinlichkeits-
dichten müssen daher aus einer Menge S zufällig abgetasteter Bildpunkte durch Kerndichteschätzung
pI(a) :=
1
S
|S|∑
i=1
k(a− si) (7.6)
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mit entsprechenden Kernfunktionen k bestimmt (s. [PLUIM et al., 2003] und Referenzen darin) werden1.
Insgesamt liefert die Registrierung mittels Transformation einen wesentlich weniger robusten Ansatz
als direkte Bildmetriken: Durch die zufällige Bildpunktziehung wird die Metrik stochastisch, durch die
iterierte Schätzung der Dichten auf der (transformierten) Stichprobe der Metrikverlauf unstetig (vgl.
[MAES et al., 1999] für eine Untersuchung der Konvergenzeigenschaften). Dies resultiert in der prakti-
schen Anwendung in erhöhten Iterationszahlen und erhöhter Anfälligkeit gegenüber lokaler Minimum-
seinstellung.
7.2 Inter-Modale Registrierung durch Regression im Merkmalsraum
Die Transinformation als Bildmetrik liefert durch den statistischen Ansatz zunächst ein allgemeingültiges
Schema für die Registrierung multi-modaler Daten. Der Vorteil, beliebig gelagerte, statistische Zusam-
menhänge der Intensitätenverteilungen quantifizieren zu können, wird jedoch mit Nachteilen in punkto
Stabilität und Geschwindigkeit in der Transformationsparametersuche „erkauft”. In der Anwendung des
Verfahrens ergeben sich daraus Nachteile: Soll in der Verarbeitung großer Datensätze die Möglichkeit
von Fehlregistrierung und lokaler Minimumseinstellung mit großer Wahrscheinlichkeit ausgeschlossen
werden, im Sinne einer verlässlichen, automatischen und wiederholten Registrierung, müssen beispiels-
weise Multistart-Ansätze in der Optimierung verwendetet werden, was die Laufzeit weiter erhöht.
Die Annahme, dass bezüglich der Intensitätscharakteristiken der Modalitäten nichts bekannt ist, ist zu
stark: Die Grundlage und Motivation der MI-Metrik durch eine „Regelmäßigkeit” aus den Bildgebungs-
verfahren gilt, das heißt, auch für „ähnliche” Probeobjekte kann entsprechend die Ähnlichkeit der er-
haltenen Intensitätsverteilungen in Bezug zum Bildinhalt angenommen werden, und damit auch für eine
zumindest für eine Klasse von Probeobjekten gültige, feste Beziehung zwischen den Modalitäten.
Damit ist zunächst über die Gestalt der Beziehung wieder nichts bekannt, die Grundlage für ein „Lernen”
eines mathematischen Modells ist jedoch gegeben. Dies kann nun in Form eines überwachten Ansatzes
geschehen: Die Existenz von manuellen Registrierungen durch den Experten als Referenzen wird in
Studien als gegeben angenommen und diese können, innerhalb eines subjektiven Fehlers als tatsäch-
lich korrekt betrachtet werden. Aufgrund der Tatsache, dass lediglich eine Referenzstichprobe vorliegt,
welche wiederum den Varianzen der Bildgebung selber unterliegt, sollte das Modell selbst Unsicherhei-
ten darin berücksichtigen und die beobachteten Beziehungen generalisieren können. Sind Modell und
-parameter bestimmt, kann dieses zur Transformation der multi-modalen Eingangsdaten benutzt werden,
um in der eigentlichen Registrierung robustere, uni-modale Bildmetriken zu benutzen, das intra-modale
Registrierungsproblem wird auf ein einfachereres inter-modales zurückgeführt.
7.2.1 Intensitätsvorhersage aus Gabor-Bildrepräsentationen durch neuronale Netze
Anhand dieser Beschreibung liegt dem Lernen einer solchen Beziehung ein Problem der Funktionsap-
proximation zugrunde: Anhand unregelmäßig abgetasteter Werte soll eine möglichst allgemeingültige
Funktion über den gesamten Wertebereich der Intensitäten gefunden werden. Um das Problem sinnvoll
1In der frei verfügbaren ITK Bibliothek [IBANEZ et al., 2005] sind unterschiedliche Varianten zur Dichteschätzung für die
Transinformation zwischen Bildern implementiert.
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numerisch adressieren zu können, muss eine Klasse beziehungsweise ein Funktionenmodell zugrunde
gelegt werden. Das daraus resultierende Regressionsproblem lautet nun, anhand einer gegebenen Stich-
probe eine optimale Modellanpassung vorzunehmen, um die vorliegenden Daten zu erklären. Die Qua-
lität oder Sicherheit einer Vorhersage für unbekannte Daten bestimmt sich dabei aus der Modellklasse,
das heißt für angenommene optimale Parameter und gegebene Expressivität, im Sinne der Erklärung der
Stichprobe, aus der Generalisierungsfähigkeit eines Modells f . Als Regressionsproblem liegt also für die
Regressor- X und Kriteriumvariable Y , als Intensitäten aus der jeweiligen Modalität, ein Problem
Y := f(X) +  (7.7)
beziehungsweise
f := min
f∈F
X,Y,f (7.8)
vor.
Die Vorhersage wird nun auf Basis einer transformierten Darstellung des Eingabebildes erfolgen. Durch
die Transformation soll idealerweise eine Zerlegung des Bildes dergestalt erhalten werden, dass unter-
schiedliche Signalanteile besser in Beziehung zu den Vorhersagewerten gesetzt werden können. Der
Ansatz steht in direkter Verbindung zu Kapitel 4, dort wurden extrahierte Merkmale (-sbilder) als Einga-
be zur Abbildung auf die Modalität „Gewebeklassen” benutzt.
Dabei soll keine tatsächliche Zerlegung, wie etwa die durch die Waveletzerlegung erfolgen, da das Ein-
gangsignal nicht rekonstruiert werden muss. In diesem Sinne kann eine Auswahl bestimmter Skalen und
Orientierungen in Bildern durch den Ansatz von Gabor-Filtern erhalten werden (vgl. Abschn. 4.1), durch
die Implementierung als Filterbank wird eine niedrige Laufzeitkomplexität und ein expliziterer Zugang
zum Skalen- und Orientierungsparameter im Vergleich zur Waveletzerlegung erhalten.
Für f, θ, γ, η als Sinusfrequenz, Rotation von Gauß- und Sinusfunktion, und Filterbreite wird mit
ψ(x, y; f, θ) =
f2
piγη
exp
−
(
f2
γ2
x′2
)
+
(
f2
η2
y′2
)
x′ = x cos θ + y sin θ y′ = −x sin θ + y sin θ (7.9)
und Faltung
RI(~x; f, θ) = ψ(~x; f, θ) ∗ I(x) (7.10)
für unterschiedliche Parameter die Gabor-Repräsentation G : Ω 7→ Rp
G(~x) =

R(~x; f0, θ0)
R(~x; f0, θ1)
...
R(~x; f0, θn−1)
...
R(~x; fm−1, θ0)
...
R(~x; fm−1, θn−2)
R(~x; fm−1, θn−1)

(7.11)
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des Bilds I erhalten.
Ein Modell für die Regression beziehungsweise Intensitätsvorhersage aus dem transformierten Ein-
gangsbild sollte nun nicht-parametrisch sein und aus den Daten selbst gelernt werden. MLP-Netze (s.
Abschnitt 4.2) liefern für die nicht-parametrische Regression einen mächtigen Ansatz: Durch die Ad-
aptivität des Konnektionismus kann eine Modellanpassung für Y anhand einer Stichprobe erklärenden
Variable xi auch für komplexe Zusammenhänge gefunden werden, die eine geschlossene, parametrische
Bestimmung nicht ermöglichen (vgl. [STERN, 1996, WHITE, 1990]). Das Netzwerkmodell liefert dabei
durch die Transferfunktionen eine Basis aus logistischen Funktionen, aus denen in der Einstellung der
Gewichtungen ein optimales Modell konstruiert werden kann (Theorem von KOLMOGOROV, bspw. in
[KURKOVA, 1992]).
Für ein feed-forward Netzwerk, analog der Definition in Abschnitt 4.2.1 Gl. 4.23 ff. aus L Schichten und
Ml = 1, . . . , L − 1 Neuronen je Schicht, und logistische Transferfunktionen ψ : R 7→ [0, 1] ψ(x) :=
1/(1 + ex), wird das Regressionsmodell durch die Ausgabe F (x) := yL erhalten, das heißt
Y ′ := F (x) + . (7.12)
Für eine Stichprobe gepaarter Beobachtungen (X,Y ) := {(x1,y1), . . . , (xM ,yM )}|xi ∈ Rm,Rn muss
das Regressionsmodell nun Y mittels X erklären, so dass
 = ‖Y − Y ′‖ und  7→ min . (7.13)
gilt, durch Fehlerrückführung und Adaption der Gewichte Wi.
Für registrierte Bilder I1, I2 zweier Modalitäten M1,M2 wird mit
I˜1 = F (G(I1)) + E (7.14)
dann genau eine Intensitätsvorhersage für die Beobachtung von I1 mittels M2 getroffen, wenn F bezüg-
lich einer Stichprobe S ⊂ (G (I1(x)) , I2(x)) adaptiert ist. Hierbei ist festzuhalten, dass die Eingaben
G(I(x)) zwar bildpunktweise berechnet aber unabhängig von ihren Bildkoordinaten sind, was für die
Vorhersage von unregistrierten Bildern Voraussetzung ist.
In der Anwendung wird, unter der Annahme der Generalisierung der Vorhersage, entsprechend der intra-
modale Ansatz
ϕ∗ := argmin
ϕ
DSSD
(
I˜ ′1, I
′
2 ◦ ϕ
)
(7.15)
für unregistrierte I ′1 ∈M1, I ′2 ∈M2 benutzt.
7.2.2 Integration von NMRi Daten
Aus biologischer Sicht sind für die Untersuchung von Differentiations- und Entwicklungsprozessen
Verteilungen von Protonen beziehungsweise Wasserstoffatomkernen relevant, da sich hierdurch Rück-
schlüsse auf den vorliegenden Stoffwechsel ziehen lassen. Protonenverteilungen lassen sich mittels 1H-
NMRi (nuclear magnetic resonance imaging)2 und tomographische Verfahren dreidimensional Auflösen
2Das Verfahren ist identisch mit der MRT-Modalität (Magnetresonanztomographie) in der medizinischen Diagnostik, wobei
Magnetresonanz nicht die physikalisch korrekte Bezeichnung ist und das Präfix „Nuklear” aus Akzeptanzgründen vernachläs-
sigt wird [HORNAK, 2010].
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[STARK et al., 2007]. Dabei wird für mikroskopisch kleine Objekte in speziellen Detektoren eine räumli-
che Auflösung von 10− 20µm erzielt. Die erhaltenen Bildvolumen lassen dabei keinen Rückschluss auf
unterschiedliche Gewebeklassen wie in medizinischen Anwendungen zu. Zur systematischen Auswer-
tung beziehungsweise Erfassung von Tendenzen in der Protonenverteilung in Probeobjekten ist daher im
oben genannten Sinn externe Gewebe- und Strukturinformation nötig.
Der Regressionsansatz wurde dabei anhand von 1H-NMRi- (M2, 16µm/px) und histologischen Schnitt-
bildern (M1) von Hordeum Karyopsen (7 DAF) validiert, wobei aus Gründen der rechnerischen Hand-
habbarkeit zunächst 2-D Bilder betrachtet wurden. Für die Transformation der Eingangsdaten (nach Ab-
tastung auf identischem Bildgitter) wurde mittels Gabor-Filtern die Darstellung für unterschiedliche
Skalen ({1, 12 , 14 , 18 , 116 , 132 , 164 1128 , 1256}), und Orientierungen ({0◦, 45◦, 90◦, 135◦}) erhalten (G ∈ R36).
Dabei konnte gezeigt werden, dass mittels des MLP (L = 1,M1 = 20) in 10-facher Kreuzvalidierung
des Refenzdatums mit einem durchschnittlichen quadratischen Fehler von 4.15 (∈ [0255]) eine gute Vor-
hersage erhalten werden kann, die erwartete Verbesserung gegenüber dem MI Ansatz in puncto Stabilität
und Laufzeit wurde dann mit dem Ansatz Gl. 7.15 erhalten (s.a. Anhang C, Tab. C.4 ff.).
7.3 Diskussion
Die automatische Integration funktionaler Bilddaten in Strukturdaten und -modelle liefert die Grund-
lage für eine biologische Auswertung im Sinne einer quantitativen, mathematischen Beschreibung der
vorliegenden Messwerte. Dies konnte zunächst durch die Verwendung eines etablierten Verfahrens für
Integration und gewebespezifische Analyse von MALDI-IMS Daten und die Findung von Kandidaten für
eine weitere Untersuchung in Hordeum Karyopsen gezeigt werden. Dabei kann durch die Verwendung
von Durchschnittsmodellen insbesondere die Tatsache adressiert werden, dass für die Erhebung funktio-
neller und struktureller Daten im Allgemeinen nicht dasselbe Probeobjekt betrachtet werden kann.
Durch die alternative Formulierung des Standardansatzes als Regressionsproblem mittels neuronaler
Netze und der Transformation der Eingangsdaten wurde eine signifikante Verbesserung der Stabilität
der Registrierung von multi-modalen Daten erhalten: Die Unsicherheiten in der Findung einer Inten-
sitätsbeziehung und die eigentliche Optimierung der Transformationsparameter werden gewissermaßen
entkoppelt. Der dabei entstehende Mehraufwand durch die Transformation und Abbildung ist durch die
Implementierung als Faltung und Netzmodell in Anbetracht der „leichteren” Optimierung und vor allem
der Robustheit des Verfahrens gerechtfertigt. Die Anwendung für weitere Modalitäten bleibt zu untersu-
chen. Der Ansatz selbst ist zunächst universell, jedoch ist davon auszugehen, dass für andere Daten evt.
andere Transformationen, Netzmodelle usw. verwendet werden müssen. In Anhang C sind beispielhaft
weitere Anwendungen dargestellt.
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Abbildung 7.1: Integration von MALDI-IMS in Gewebedaten durch Maximierung der Mutual Infor-
mation: Verbundhistogramm (rediskretisiert auf 24 Graustufen) vor 7.1b und nach der Registrierung
der MALDI Daten. Rendering des registrierten MALDI 2-D Bildes im Gewebeatlas. 7.1d Nutzung der
Strukturinformation der Auswertung: differentielle Verteilung des unbekannten Molekül(fragments) mit
m/z 9595 in den maternalen und filialen Geweben in Hordeum Karyopsen.
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Abbildung 7.2: Multimodale Registrierung durch Regression: 7.2a-7.2b Histologiebild (lichtmikrosko-
pisch, LM), Protonendichten im NMRi-Ausschnitt und Darstellung eines Registrierungsergebnisses. In-
tensitätsvorhersage: Verbundhistogramme von (I1, I2) (7.2d) und (I˜1, I2) (7.2e) eines Referenzdatums.
Vergleich mit MI-Ansatz in der Registrierung (10 Wiederholungen): Optimierung im Transformations-
raum, MI 7.2f und Regression-SSD 7.2g zur tatsächlichen Transformation (unterschiedliche Achsen-
beschriftung) zeigt die erwartete Verbesserung bezüglich Laufzeit, lokaler Minima (7.2f u. rechts) und
Stabilität (vgl. Tab. C.4).
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Kapitel 8
Zusammenfassung und Ausblick
Die vorgestellten Arbeiten und Methoden stehen im Zusammenhang mit einem Forschungsprojekt und
Entwicklungsanstrengungen die Nachteile herkömmlicher Laserpräparationstechniken aufzuheben. Um
biologische Fragestellungen nach Funktion und Struktur gezielter als bisher untersuchen zu können ist
dazu einerseits mit den Methoden der Biochemie die Möglichkeit von gewebereinen Aufschlussanalysen,
und andererseits die Frage nach den phänotypischen morphologischen Varianzen der Gewebestrukturen
maßgeblich. Dazu wurde ein prototypischer Aufbau eines 3-D-Cryo-LMD Systems mittels Ultrakurz-
puls-Lasern entwickelt. In Tests konnten die angestrebten Dissektionsergebnisse mit der modellbasierten
Ablationsteuerung erreicht werden, womit die Grundlagen für eine Produktentwicklung besteht. Der
Informationsverarbeitung kommt in diesem Rahmen die Aufgabe zu, für solche automatischen motori-
sierten Präparationsysteme eine Schnittstelle zwischen Biologie und Maschinensteuerung herzustellen.
Die vorliegende Dissertation beschreibt in diesem Zusammenhang die dazu notwendigen Methoden zur
Erstellung dreidimensionaler geometrischer Modelle von Gewebestrukturen innerhalb von Probeobjek-
ten. Die hierin beschriebenen Entwicklung dabei zunächst im oben genannten Zusammenhang motiviert,
jedoch aus Sicht der digitalen Bild- und Informationsverarbeitung allgemeingültig. Für die Herstellung
der Schnittstelle im oben genannten Sinn steht dabei auf der einen Seite zunächst die Beschreibung der
Histologie, mit Strukturen und Gewebeorganisation in mikroskopischen Größenordnungen und auf an-
deren Seite die Notwendigkeit, Positionen im Raum entsprechend mikrometergenau anzufahren. Die für
die gewebereine Probenpräperation notwendige Auflösung der Strukturen konnte nicht mit 3-D Bildge-
bebungen erreicht werden, die automatische Modellerstellung muss daher auf der Basis von 2-D Seri-
enschnittbildern erfolgen. Aus den beobachteten biologischen Varianzen entspringt dabei die Notwen-
digkeit, für die Modellbildung unterschiedliche Zeitpunkte und darin Stichproben mehrere Individuen
zur Erstellung von Interindividualmodellen zur statistischen Vorhersage in der Modellbildung zu berück-
sichtigen. Zur Rationalisierung und Zeitersparnis im wissenschaftlichen Arbeiten, aber auch um eine
objektive und reproduzierbare Informationsverarbeitung sicherzustellen, kann die Modellerstellung da-
her nicht manuell oder interaktiv, sondern muss maximal automatisiert realisiert werden.
Im ersten Teil der Arbeit werden in Kapitel 2 zunächst die Eigenschaften des Datenmaterials näher
untersucht. Ob Farb- oder Graustufenbilder verwendet werden müssen, ist für das weitere Vorgehen
entscheidend, dazu konnte mittels Farbraumanalyse für die vorliegenden Hordeum-Bilddaten und die
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entsprechenden Präparations- und Kontrastierungsprotokolle gezeigt werden, dass mit Farbinformation
kein Vorteil in der Verarbeitung zu erwarten ist. Daneben kommt der Anpassung der Bildintensitäten
große Bedeutung zu: Da während der Aufnahme mehrerer tausend Schnittbilder eines Probeobjektes un-
weigerlich Schwankungen in der Beleuchtung beziehungweise Mikroskopeigenschaften auftreten, muss
durch adaptive Histogrammanpassung die homogene Quantisierung der Bilddaten sichergestellt werden.
Diese Schwankungen begründen daneben auch die Notwendigkeit der inhaltsadaptiven Bildfusion beim
erstellen von Mosaikbildern; das hierzu verwendete Werkzeug Multiskalenanalyse wird bei der Lösung
unterschiedlicher Teilprobleme in dieser Arbeit mehrfach benutzt.
Die in Rohbildern auftretenden Störungen und Qualitätsschwankungen sind bei manueller Präparation
unvermeidlich und wurden bei allen Bildgebungsmodalitäten beobachtet. Für die Segmentierung der
Proben-ROI gegen den Bildhintergrund wurden zwei unterschiedliche Modelle entwickelt. Die Verwen-
dung von Kantendetektoren, morphologischen Operatoren und nachgelagerter Objektklassifikation mit-
tels einfachen Schwellwerten liefern als Verkettung von low-level Operatoren ein rechnerisch schnelles
Verfahren, was jedoch sensitiv gegenüber der Parameterwahl, insbesondere in der Kantendetektion, be-
ziehungsweise an die jeweilige Bildgebung angepasst ist. Als geschlossenes Modell erweist sich die
varationelle Fassung mit aktiven Konturmodellen demgegenüber als wesentlich universeller. Um dane-
ben praktikabel niedrige Laufzeiten in der Bildvorverarbeitung zu erhalten, wurde die Konturentwick-
lung in einem Mehrskalenmodell gefasst. Durch die Verwendung einer zusätzlichen Regularisierung der
level-set Funktion wird in dem beschriebenen Ansatz die Iteration auf unterschiedlichen Auflösungsebe-
nen der jeweiligen Skalen bestimmt, und so die Laufzeit stark verbessert. Durch die Implementierung
der Konturen als Niveaumenge wird gegenüber der klassischen parametrischen Darstellung ein Modell
erhalten, welches Topologieänderung während der Segmentierung gestattet. Da das verwendete Energie-
funktional unabhängig vom Vorhandensein von skalenabhängiger Kanteninformation im Bild ist, wird
auch bei „glatten” Bildgebungen, wie beispielsweise den untersuchten Autoradiogrammen, eine präzise
Vordergrundsegmentierung erhalten.
In Kapitel 3 wird dann erstmals die eigentliche Rekonstruktion dreidimensionaler Volumendaten aus
Schnittbildstapeln betrachtet, und damit das ursprüngliche Probeobjekt mit den Genauigkeiten der zwei-
dimensionalen Mikroskopie wiederhergestellt. Aufgrund des Bildmaterials wurde die Identifikation ein-
deutiger Punkte oder Landmarken zur Registrierung zugunsten des intensitätsbasierten Registrierungan-
satzes verworfen; die Optimierung der verwendeten SSD-Bildmetrik im Transformationsraum wird dabei
in einem Mehrskalenansatz durchgeführt. Für den praktischen Einsatz ist die Robustheit des Verfahrens
gegenüber Fehlregistrierungen, die aus Artefakten in Bildern, beziehungsweise Korrepondenzfehlern und
entsprechende lokale Minimaeinstellungen in der Optimierung der Metrik resultieren entscheidend. Das
Problem wurde durch zwei unterschiedliche Ansätze adressiert: Durch den heuristischen Ansatz, das
Problem auf eine gewichtete Nachbarschaft zu erweitern, wird die Fehlerwahrscheinlichkeit reduziert.
Durch die Fassung des sequentiellen Problems in einer rekurisven divide-and-conquer Formulierung
können Registrierungsfehler systematisch erfasst und Fehlregistrierungen, beziehungsweise fehlerhafte
Einzelbilder einer Rückweisungsklasse zugeordnet, und die gesamte Rekonstruktion so gegen Fehler ab-
gesichert werden. Die numerische Komplexität ist dabei nur geringfügig erhöht, beziehungsweise bleibt
asymptotisch gleich der konventionellen Fassung. Anhand der Rekonstruktionsergebnisse, insbesondere
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bei den mehrere tausend Einzelbilder umfassenden Hordeum Proben konnte gezeigt werden, dass mit
den entwickelten Methoden eine vollautomatische Rekonstruktion geleistet wird und die Notwendigkeit
einer Nutzerinteraktion wie in bestehenden Ansätzen entfällt.
Zentrale Bedeutung des im Rahmen dieser Arbeit entwickelten Systems kommt dem in Kapitel 5 vorge-
stellten Segmentierungsalgorithmus zu. Die Erkennung unterschiedlicher Gewebeklassen im vorliegen-
den Bildmaterial wird in Kapitel 4 zunächst anhand einer merkmalsbasierten überwachten Klassifikation
durchgeführt. In der Segmentierung der Bildaten durch bildpunktweise Klassifikation mittels Support
Vector Maschinen und Mehrschichtperzeptren in einem hochdimensionalen Merkmalsraum wurden zwei
wesentliche Schwachstellen beobachtet: Das räumlich ungebunde Risiko einer Falschklassifikation und
die hohe Laufzeitkomplexität in der Berechnung der Merkmalsdaten und deren Klassifikation.
Der neu entwickelte Ansatz basiert auf der wechselseitigen Registrierung und Segmentierung von Bild-
stapeln und der Bestimmung der Ähnlichkeit zu Referenzsegmentierungen anhand von Deformationsfel-
dern. Zur Lösung des mit einem Diffusionstherm regularisierten Registrierungsproblem wird dabei eine
Approximation der invertierten Ableitungsmatrix des Deformationsfeldes benutzt, und so eine Kom-
plexität von O(N) je Iteration erhalten. In der Evaluierung auf Referenzdatensttzen zeigt sich, dass
gegenüber den bestehenden bildpunkbasierten Verfahren mit dem entwickelten Algorithmus eine signi-
fikant verbesserte Segmentierungsgenauigkeit von über 95% erreicht werden konnte, und damit, die für
eine automatische Verarbeitung notwendigen Genauigkeiten hergestellt werden. Durch den Ansatz eines
Mischmodells aus globaler deformationsbasierter Segmentierung und lokaler überwachter Bildpunkt-
klassifikation wurden die Segmentierungsunsicherheiten beider Verfahren quantifiziert und entsprechend
des geringstenmöglichen Fehler in einem Mischmodell gewichtet, und damit eine nochmalige Verbes-
serung der Genauigkeit erreicht. Bei der detaillierten Untersuchung des verbleibenden Fehlers mittels
einer distanzbasierten Gewichtung der Genauigkeit konnte gezeigt werden, dass durch den Deformati-
onsansatz vor allem die wichtige räumliche Bindung des Segmentierungsfehlers erreicht wird. Insge-
samt wird so, zusammen mit der numerischen Effizienz des Verfahrens die automatische Erstellung von
Gewebemodellen ermöglicht, die letztlich Grundlage für die Zusammenführung zu interindividuellen
Durchschnittsmodellen zur Beschreibung der morphologischen Varianzen der Gewebeverteilungen im
Phänotyp der Probeobjekte ist.
Im letzten Teil der Arbeit werden die notwendigen Schritte und Methoden vorgestellt, um einerseits eine
interindividuelle statistische Beschreibung der nun vorliegenden vollständig segmentierten Bildvolumen
zur erhalten, und andererseits diese der technischen Anwendung verfügbar zu machen. Die primäre inge-
nieurstechnische Verwendung des vorgestellten Systems liegt in der Bereitstellung mikrometergenauer
Anfahrkoordinaten zur Steuerung motorisierten Ablation in der 3-D-Cryo-LMD. Durch die Registrie-
rung in ein gemeinsames Koordinatensystem anhand des Momentetensors und die Beschreibung der in-
terindividuellen Morphologie auf Basis eines stochastischen Bildvolumens wird sowohl für biologische
motivierte Fragestellungen, wie 3-D Verteilungen und Volumetrie, als auch für die technische Aufgaben-
stellung gewebereiner Dissektate statistisch sichere Zielvolumen zu erhalten, eine geeignete Darstellung
entwickelt. Durch den SFM-Ansatz können diese Zielvolumina aus dem Modellen in der LMD Anwen-
dung zu den Geometrien der realen Probe in Beziehung gesetzt, und damit die wichtige Verbindung von
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Modell zurück zur realen Biologie hergestellt werden.
Die aus biologischer Sicht wichtige Untersuchung von Struktur-Funktion Beziehungen wird abschlie-
ßend im letzten Kapitel behandelt: Die entwickelten Algorithmen zur Erstellung hochaufgelöster Gewe-
bemodelle eröffnet die Möglichkeit, funktionale Messdaten wie MALDI-IMS und NMRi zur Verteilung
von Metaboliten und Proteinen räumlich und gewebespezifisch auszuwerten. Durch statistische Bild-
metriken zur inter-modalen 2-D/3-D Registrierung wurde dabei anhand von MALDI-IMS Aufnahmen
zunächst die biologische Relevanz und Gültigkeit des Ansatzes gezeigt. Die dabei beobachten Nach-
teile in punkto Stabilität und Laufzeit wurden durch einen neu entwickelten Ansatz zur inter-modalen
Registrierung durch Regression mittels neuronaler Netze aufgehoben, und eine damit die automatische
Datenintegration erheblich verbessert.
Zusammenfassend wird mit den im Rahmen der Arbeit entwickelten Methoden ein System erhalten, das
die gesamte Verarbeitung zweidimensionaler Bilddaten hin zu dreidimensionalen Modellen der vorlie-
genden Gewebe, darauf basierende statistische Vorhersagen und den Bezug dieser zu realen, ungesehen
Proben realisiert. Durch die Möglichkeit, interindividuelle Gewebemodelle zu erstellen ist, neben der
rein biologischen Relevanz, damit die technische Voraussetzung für eine neuen Verfahren zur vollauto-
matischen mikroskopischen Probenpräparation gegeben, und damit ein wichtiger ingenieurstechnischer
Beitrag zur Methodenentwicklung in den Lebenswissenschaften. Die hier vorgeschlagenen und getes-
teten Algorithmen, insbesondere zu wechselseitigen Registrierung und Segmentierung sind dabei allge-
meingültig, und stellen einen Beitrag zum Stand der Technik in der Bild- und Informationsvearbeitung
dar.
Ausblickend lassen sich für Verbesserung und Erweiterungen zwei Stoßrichtungen für aktuelle und zu-
künftige Arbeiten ausmachen: eine Optimierung der Implementierung der entwickelten Algorithmen,
und Erweiterung der Methoden als solche. Erstgenannte Arbeiten werden zur Zeit im Rahmen eines
drittmittelgeförderten Forschungsprojekts hin auf eine leistungsfähige Programmbibliothek in hardware-
naher paralleler Implementierung unter anderem für die Nutzung seitens des LMD Anbieters unternom-
men. Daneben sind einige Erweiterungen der eigentlichen Methoden denkbar: Die „Unsicherheiten”
beziehungsweise statistische Natur der Gewebeverteilungen innerhalb von Objektstichproben kann auf
einzelne Individuen abgebildet werden: teilweise liegen zu Entwicklungszeitpunkten Gewebe- und Ma-
terialregionen vor, die innerhalb der Entwicklung noch nicht voll zu einer bestimmeten Gewebeklasse
differenziert sind. Hier können stochastische oder fuzzy-Segmentierungen eingesetzt werden, und damit
bereits individuelle Unsicherheiten für die Beschreibung der gesamten Stichprobe berücksichtigt werden.
Dazu sind bereits Untersuchungen erfolgt [BRÜSS et al., 2006a, SEIFFERT und BOLLENBECK, 2008],
für eine praktische Anwendbarkeit im Hochdurchsatz sind hier jedoch noch signifikante Verbesserungen
notwendig. Daneben sind für den Ansatz eines Mischmodells weitere Klassifikatoren einsetzbar. Ausser-
dem bleibt zu prüfen, in wie weit Merkmale und Parameter in einer überwachten Klassifikation jeweils
innerhalb von ganzen Stichproben einer Objektklasse Gültigkeit haben.
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Anhang A
Multiskalenanalyse mittels
Wavelettransformation
Die Multiskalenanalyse basiert auf dem Ansatz, eine Repräsentationwechsel des Signals durchzuführen,
so daß dieses in eine Folge zunehmend glatterer Versionen einer darstellenden Funktion aufgespalten
wird.
Die Zeit- und Frequenzauflösung einer Zerlegung unterliegt dem WKS-Abtasttheorem [LÜKE, 1999]
bzw. der Auflösungsunschärfe
∆t ·∆ν ≥ 1
2
, (A.1)
d.h. die Auflösung im Zeit- bzw. Ortsbereich ist umgekehrt proportional zur Auflösung im Frequenzbe-
reich.
Die Orts- und Frequenzauflösung ist abhänig von der Form des Fensters einer darstellenden Funktion
bei einem Basiswechsel, der Breite im Zeit und Frequenzbereich, die durch Translation und Frequenz-
verschiebung durch Skalierung erhalten wird.
Ziel der Multiskalenanalyse ist eine der oben genannten Unschärferelation entsprechende Darstellung
der Orts- und Frequenzauflösung als Folge von approximierenden Unteräumen Vj als skalierte Versio-
nen des zentralen Unterraumes V0, das heißt.
{0} ⊂ · · ·V2 ⊂ V1 ⊂ V0 ⊂ V−1 ⊂ V−2 · · · ⊂ L2(R2) (A.2)
⋃
j∈Z
Vj = L
2(R2) (A.3)
⋂
j∈Z
Vj = {0} (A.4)
f ∈ Vj ↔ f(2j ·) ∈ V0. (A.5)
∃φ ∈ V0 : φ0,n ist orthornormale Basis in V0
φj,n(x) = 2
−j/2φ(2jx− n) ∀j, n ∈ Z (A.6)
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Die Eigenschaften A.2-A.4 liefern die Basis für eine beliebig genaue Approximation, während die ei-
gentliche multiskale Eigenschaft erst durch A.5 und die Skalierungsfunktion A.6 erhalten wird.
Grundlage der Multiskalen-Waveletanalyse ist nun, daß für eine Menge von Unterräumen mit den Ei-
genschaften A.2-A.4 (und der Invarianz von V0 bezüglich ganzzahligen Verschiebungen) eine Basis or-
thogonaler Waveletfunktionen {ψj.k; j, k ∈ Z}, ψj,k(x) = 2−j/2ψ(2−jx − k) exisistiert, die für alle
Skalen j ∈ Z das orthogonale Komplement Wj von Vj
Vj−1 = Wj ⊕ Vj (A.7)
und damit eine orthogonale Zerlegung der Skalierungsräume Vj
V0 = W1 ⊕ V1 = W1 ⊕W2 ⊕ V2 = . . .
beziehungsweise
VJ ⊕
J−j−1⊕
k=0
WJ−k, j < J (A.8)
und mit A.2-A.3 eine Zerlegung des L2(R)
L2(R) =
⊕
j∈Z
Wj (A.9)
bilden. Die detaillierte Herleitung und Konstruktion von Funktionen ψ mit diesen Eigenschaften findet
sich in [DAUBECHIES, 1992].
Die Konstruktion einer Basis für eine bi-orthogonale Multiskalenanalyse im L2(R2) kann auf die Bil-
dung des Tensorproduktes aus zwei eindimensionalen Multiskalenanalysen zurückgeführt werden. Das
heißt es werden die Unterräume Vj analog A.2-A.3 definiert mit
V0 = V0 ⊕ V0 (A.10)
und das Tensorprodukt der Skalierungsfunktionen
Φj,k,m(x) = 2
−jφ(2−jx− k)φ(2−jy −m) (A.11)
liefert die orthormale Basen der Skalierungsunterräume Vj , und wie im Eindimensionalen deren ortho-
gonales Komplement Wj analog A.7
Vj−1 = Vj−1 ⊕ Vj−1 = (Vj ⊕Wj) (Vj ⊕Wj) (A.12)
= Vj ⊕ Vj ⊕ ((Vj ⊕Wj)⊕ (Wj ⊕ Vj)⊕ (Wj ⊕Wj))
= Vj ⊕Wj.
Der Waveletunterraum Wj besteht also aus den drei Basen ψj,k(x)φj,m(y) , φj,k(x)ψj,m(y) und
ψj,k(x)ψj,m(y) mit entsprechenden Waveletfunktionen
ΨHj;k,m(x) = 2
−jφ(2−jx− k)ψ(2−jy −m) (A.13)
ΨVj;k,m(x) = 2
−jψ(2−jx− k)φ(2−jy −m)
ΨDj;k,m(x) = 2
−jψ(2−jx− k)ψ(2−jy −m)
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wobei {H,V,D} eben genau die Zerlegung in horizontale, vertikale, und diagonale Komponenten im
Zweidimensionalen anzeigt. Basierend auf der Wavelettheorie wird das Signal in einer N Multiskalen-
analyse in den j-ten Skalenraum abgebildet
fj(x) :=

∑
k,m〈f(x), Φ˜N ;k,m(x)〉ΦN ;k,m(x) für j = 0∑
k,m
(
〈f(x), Ψ˜Hj;k,m(x)〉ΨHj;k,m(x) + 〈f(x), Ψ˜Vj;k,m(x)〉ΨVj;k,m(x)
+〈f(x), Ψ˜Dj;k,m(x)〉ΨDj;k,m(x)
)
für j = 1, . . . , N
(A.14)
mit der Darstellung von f durch die entsprechenden Skalierungs- und Waveletfunktionen
〈
f(x),ΦN ;k,m(x)
〉
=
∫ ∫ ∞
−∞
f(x)Φ˜N ;k,m(x)dx (A.15)
〈f(x),ΨN ;k,m(x)〉 =
∫ ∫ ∞
−∞
f(x)Ψ˜N ;k,m(x)dx,
wird das rekonstruierte Signal durch Summation
f(x) =
N∑
j=1
fj(x) (A.16)
erhalten. Für eine ortsdiskrete Zerlegung können die obigen Integrale durch diskrete Faltung mit den so-
gannenten Entwicklungskoeffizienten der Waveletfunktionen berechnet werden (s. [DAUBECHIES, 1992]).
Zusammen mit den Eigenschaften aus der Skalierungsfunktionen ermöglicht den Ansatz der schnellen
Wavelettransformation (fast wavelet transform, FWT). Die Entwicklungskoeffizienten der Skalierungs-
und Waveletfunktionen werden zur Berechnung der Skalierungs- und Waveletkoeffizienten cj , dj durch
diskrete Faltung entsprechend der Orientierungen A.12 benutzt
cj(k) :=
∑
m
hj(m− 2k) · cj+1(m) (A.17)
dj(k) :=
∑
m
gj(m− 2k) · cj+1(m)
wobei die Filterkoeffizienten für g(n) einem Tiefpass und für h(n) einem Hochpass entsprechen. Bei
gegebenen bandpassbeschränkten Eingangsignal erhalten die gewonnenen Koeffizientenfolgen die Ab-
tastraten jeweils für den Hoch- und Bandpassanteil, wenn die Koeffizienten der nächsten Rekursionseben
j − 1 mit dem Faktor 2 unterabgetastet werden
cj(k) :=
1√
2
(↓2)
∑
m
hj(m− 2k) · cj+1(m) (A.18)
dj(k) :=
1√
2
(↓2)
∑
m
gj(m− 2k) · dj+1(m)
was eben genau der geforderten multiskalen Zerlegung der Funktionraumes entspricht.
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(a) (b)
(c) (d)
Abbildung A.1: Schema der zweidimensionalen Wavelettransformation als Tensorprodukt eindimensio-
naler DWT. A.1a: G,H bezeichnen die Tief- und Hochpassanteile des Eingangsignals. Entsprechend
Gleichung A.13 werden die Koeffizienten H,V,D der jeweiligen Skale erhalten. A.1b Zeigt das Re-
sultat der Unterabtastung der Zeilen und Spalten für die Entwicklung auf der jeweiligen Skale j: Die
Anzahl der erhaltenen Koeffizienten ist gleich der Anzahl der Abtastpunkte des Eingangssignals. A.1c-
A.1d: Wavelettransformation des Bildausschnitts aus Abbildung 2.6 für j = 2 Skalen mit db6 Wavelet
([DAUBECHIES, 1992]): Die Detailkoeffizienten dh,v,d1,2 und c2 entsprechend der
1
4 ,
1
8 Unterabtastung.
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Anhang B
Datensätze
Die verwendeten Datensätze zur Untersuchung der entwickelten Methoden werden im Folgenden kurz
beschrieben. Ergebnisse und Darstellung berechneter Modelle und rekonstruierter Volumina sind dabei
beispielhaft dargestellt, auf die vollständige Darstellung der prozessierten Daten muss verzichtet werden.
Die Auflistung soll daher eher die Allgemeingültigkeit der Methoden vermitteln.
Hordeum vulgare Aus sich entwickelnden Gerstenkaryopsen wurde ein umfangreicher Datensatz zur
Untersuchung und Modellierung der biologischen Entwicklung aufgenommen. Bilddaten wurden als
Durchlichtaufnahmen erhalten, das gesamte Probenmaterial wurde histologisch kontrastiert (OsO4) und
mit einer lateralen Auflösung von 1.83 × 1.83µm/px (1200 × 1600) als 12 Bit Graustufenbilder di-
gitalisiert. Dabei wurden 5 Entwicklungszeitpunkte 3, 5, 7, 10, 14 DAF mit je 5 Individuen betrachtet.
Für eine Karyopse wurden dabei zwischen 1020 und 3095 Einzelschnitte erhalten. Ab dem Entwick-
lungstag 10 bestehen Schnitte bei gewählter 5× Vergrößerung aus mehreren Teilbildern. Das Volumen
des aufgenommenen Bildatendmaterials beläuft sich auf rund 100 GB. Der gesamte Datensatz wurde
entsprechend rekonstruiert und in die Gewebetypen Pericarp, Leitbündel, Endosperm, Transferzellen,
Nucellare Projektion segmentiert. Aus den erhaltenen Gewebemodellen wurde dann je Entwicklungs-
zeitpunkt ein Durchschnittsmodell erstellt. Die gefundenen Gewebeverteilungen und deren Geometrien
wurden für intiale 3D-Cryo-LMD Validierung benutzt.
Nicotiana bentamiana Als weiterer pflanzlicher Vertreter wurden Bildaten von Nicotiana benthamia-
na verarbeitet. Dabei wurden neben Durchlichmikrographen auch konfokale Aufnahmen betrachtet. Die
Auflösung aus der Schnittbildgebung wurde hier wesentlich „schlechter” gewählt: Statt einer isotropen
Auflösung wurde reduzierte Schnittanzahlen verwendet, mit 30µm und 50µm transversaler gegenüber
5µm lateraler Auflösung. Für Konfokal- und Durchlichtmikroskopie wurden dabei je Schnittdicke und
Mikroskopie 250 Einzelbilder aufgenommen. In den rekonstruierten Volumen wurden Phloem- und Xy-
lemgewebe segmentiert. Aus den Gewebesegmentierung erstellte geometrische Modelle zeigen, in wie
weit sich die anisotrope Auflösung nachteilig auf die Moedellerstellung auswirkt. In der Oberflächenre-
konstruktion müssen dann große Distanzen extrapoliert werden, was unter Umständen zu Inkosistenzen
im erhaltenen Modell führt.
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Abbildung B.1: 3-D Rendering Hordeum Gewebemodell 7-DAF, 17.4mg, 1.83×1.83×3.0µm/px, 1792
Schnitte: Virtueller Lateralschitt, Gewebe: Pericarp (transparent), Leitbündel (grün),Endosperm (gelb),
Transferzellen (türkis), Nucellare Projektion (blau).
Maus Als tierische Objekte wurden Schnittbilddaten von Mausgehirnen betrachtet. Als Bildgebungs-
verfahren diente dabei detektierte α-Strahlung aus in den lebenden Organismus eignebrachten 13-C Iso-
topen. Diese liefern in den Hirnschnittpräparaten dann Muster der Stoffwechselaktivität. Die räumliche
Auflösung ist dabei mit 16 × 16 × 16µm/px wesentlich größer als bei den ürbigen Aufnahmen. Der
betrachtete Datensatz besteht aus 320 Einzelschnittbildern. Die Autoradiogrammbilder wurden vor der
Verarbeitung einer anwendungsspezifischen Entfaltung unterzogen.
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(a) (b)
Abbildung B.2: Nicotiana Gewebemodell: Lichmikroskopische und konfokale Bildstapel, segmentierte
Phloem- und Xylemgewebe, anisotrope Auflösung 5× 5× 50µm/px, 250 Einzelschnitte.
(a) (b)
Abbildung B.3: Mausautoradiogramme (13-C Isotopenmarkiert) 16.5×16.5×16.5µ, vollständig rekon-
struierter Bildstapel, und Beispielssegmentierung in einem Substapel.
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Anhang C
Laufzeiten und Numerische Experimente
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Tabelle C.1: Vergleich der Laufzeiten der AOS-Approximation gegen direkte Inversion von pro Iteration
in Sekunden. Die tatsächliche Laufzeit skaliert nicht inO(n3) für die direkte Lösung, aktuelle Verfahren
zur Inversion sind etwas schneller. Daneben bringen die Bildverarbeitungsoperationen (Interpolation und
Ableitung) entsprechende Konstanten ein.
Bild I75×100 I150×200 I300×400 I600×800 I1200×1600 I2400×3200
AOS -
∑
(Ai)
−1 2.15 10.24 43.33 161.09 220.40 342.23
Naiv - (
∑
Ai)
−1 4.322 89.937 123.317 163.685 297.44 1638.479
Tabelle C.2: Gewebesegmentierung zur Rekonstruktion in der simultanen Registrierung und Gewebeseg-
mentierungen (DIF): Dargestellt sind die Anzahlen der Zielfunktionsauswertung DCMM und DSSD der
Label- und Intensitätsbilder bis zur Lösungseinstellung für verschiedene Transformationsparameter mit
tmax = 4 Skalenstufen.
Translation/ Rotation Metrik, Bildtyp 0◦ 10◦ 45◦ 90◦ 180◦
(0, 0)
DCMM 39 46 95 12 25
DSSD 40 48 56 328 21
(20, 0)
DCMM 65 71 76 20 55
DSSD 63 78 85 127 50
(0, 20)
DCMM 64 111 102 36 35
DSSD 52 61 91 42 50
(50, 50)
DCMM 51 33 71 31 48
DSSD 66 503 163 136 87
(50,−50) DCMM 45 83 34 88 67
DSSD 244 210 77 189 71
(50, 0)
DCMM 88 96 33 47 44
DSSD 138 130 121 109 120
(0, 50)
DCMM 90 106 55 33 63
DSSD 68 85 634 36 83
Abbildung C.1: Betrachtung verschiedener Optimierungsverfahren: Zwei konsekutive Rohbilder als Ein-
gang für die Rekonstruktion
144
ANHANG C. LAUFZEITEN UND NUMERISCHE EXPERIMENTE
Abbildung C.2: Verhalten verschiedener Optimierungsverfahren aus Tab. 3.1 im Transformationsraum:
Nelder-Meade, konjugierte Grandienten, und Quasi-Newton (BFGS) im Vergleich. Die Abbildungen
zeigen die Bewegung im Transformationsraum für das Bildpaar aus Abb. C.1. Quasi-Newton Verfahren
scheinen für das vorliegenden Bildmaterial nicht geeignet, und sind anfälliger für lokale Minima. Das
GC-Verfahren ist als Kompromiss zwischen Robustheit und Konvergenzrate zu betrachten (4 Skalenstu-
fen, Eingangsbilder 1200× 1600px)
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Abbildung C.3: Deformationsverhalten DIF im Detail für unterschiedliche Parameter, Ausschnitte aus
zwei Schnittbildern, tatsächlichen Segmentierung und Ergebnisse.
Tabelle C.3: Eigenschaften der Deformation ‖U‖ für unterschiedliche Parameter aus Abb. C.3.
α/τ 2.0E − 05 0.0005 0.0002 0.0001 0.002 0.02
50000
µ‖U‖ 0.464 1.089 1.071 0.883 1.0921 1.245
σ‖U‖ ±0.825 ±1.661 ±1.646 ±1.467 ±1.656 ±2.517
20000
µ‖U‖ 0.637 1.435 1.398 1.141 1.382 2.19
σ‖U‖ ±1.091 ±2.103 ±2.043 ±1.856 ±2.230 ±5.131
10000
µ‖U‖ 0.761 1.673 1.588 1.289 1.693 4.147
σ‖U‖ ±1.324 ±2.406 ±2.250 ±2.0385 ±2.399 ±7.521
5000
µ‖U‖ 0.936 1.829 1.694 1.33 2.003 5.721
σ‖U‖ ±1.567 ±2.529 ±2.465 ±2.244 ±2.789 ±9.84
2000
µ‖U‖ 1.18 1.695 1.582 1.452 2.009 8.258
σ‖U‖ ±1.815 ±2.704 ±2.588 ±2.409 ±3.218 ±14.466
1000
µ‖U‖ 1.393 2.045 1.792 1.661 3.104 18.390
σ‖U‖ ±1.991 ±2.946 ±2.765 ±2.599 ±4.426 ±31.302
500
µ‖U‖ 1.830 3.112 2.641 2.251 5.999 44.125
σ‖U‖ ±2.286 ±4.066 ±3.479 ±3.127 ±8.228 ±80.012
50
µ‖U‖ 5.660 32.057 16.372 12.578 76.715 55.740
σ‖U‖ ±4.861 ±26.689 ±15.145 ±10.913 ±86.649 ±159.274
5
µ‖U‖ 9.552 220.816 137.370 60.866 179.536 91.358
σ‖U‖ ±6.470 ±200.387 ±68.473 ±25.101 ±246.713 ±274.222
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Abbildung C.4: NMR Registrierung mit 3-D BSplines: C.4a Integration in das Inderindividualmodell
zur gewebespezifischen Auswertung, die Gewegrenzen sind rot dargestellt (PAT oben B-Splines unten).
Durchschnittliche laterale Protonendichte der Gewebe für PAT C.4c und B-Spline Registrierung C.4a.
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Tabelle C.4: Untersuchung der regressionsbasierten Registierung: Vergleich mit MI für NMRi 2-D Bilder
(10-fach wiederholt).
Bild/Transformation Real MI Regression
T1
[0, 0]µm [1.56, 1.13]µm [0.02, 0.13]µm
±[1.55, 0.84] ±0.0
−5◦ −4.72◦ ± 2.39 −5.02◦ ± 0.0
0 46± 27 29± 0.0
T2
[−5, 15]µm [−4.06, 13.34]µm [−4.99, 14.98]µm
±[1.08, 1.69] ±0.0
0◦ 2.77◦ ± 1.25 −0.04◦ ± 0.0
0 38± 13 29± 0.0
T3
[−5,−15]µm [−3.15,−14.18]µm [−3.81,−15.34]µm
±[0.49, 2.91] ±0.0
−5◦ −3.23◦ ± 1.59 −5.07◦ ± 0.0
0 40± 21 26± 0.0
T4
[0, 0]µm [1.78,−0.27]µm [−0.31, 0.40]µm
±[2.37, 1.51] ±0.0
−180◦ −176.94◦ ± 3.72 −179.68◦ ± 0.0
0 388± 108 19± 0.0
T5
[−50, 50]µm [−48.51, 49.65]µm [−49.92, 49.99]µm
±[1.47, 8.39] ±0.0
0◦ −1.94◦ ± 2.04 0.15◦ ± 0.0
0 321± 137 34± 0.0
T6
[−50, 50]µm [−37.21, 37.88]µm [−46.97, 49.59]µm
±[19.13, 24.67] ±0.0
−180◦ −190.82◦ ± 4.17 −179.53◦ ± 0.0
0 400± 138 45± 0.0
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