We present and compare the method of weighted macro particle tracking and the Perron-Frobenius operator technique for simulating the time evolution of two beams coupled via the collective beam-beam interaction in 2-D and 4-D (transverse) phase space. The coherent dipole modes, with and without lattice nonlinearities and external excitation, are studied by means of the Vlasov-Poisson system.
INTRODUCTION
Simulations of coherent effects in many particle systems traditionally employ Particle-in-Cell (PIC) methods with an ensemble of macro-particles generated by the Monte Carlo method. We have developed two alternative approaches, the discretized Perron-Frobenius method (PF) and weighted macro-particle tracking (WMPT). We have written several codes, a PF/Fokker-Planck code in one degree of freedom (including diffusion and dissipation) and the hadron codes È Ñ (Beam-Beam PerronFrobenius) and ÅÓÑ (Beam-Beam Density and Moments, i.e. WMPT) with Ñ ½ ¾ in Ñ degrees of freedom. The PF/Fokker-Planck code is described in detail in [1] . Here we will concentrate on the completely symplectic hadron codes.
MODELS AND METHODS

The Ring Model
We assume a ring with one IP at ¼ and two counterrotating bunches. We only treat head-on collisions here and our reference point at which the distribution is studied is directly before the IP ( ÑÓ ¾ 
with a model dependent kernel function , a strength parameter and the spatial density ´Õµ Ê Ê Ñ ´Õ Ôµ Ñ Ô.
The ring models described in Eq. (2) are illustrated in Fig.1 , where S.O.D.
refers to sextupole, octupole, decapole, etc. and RFD refers to RF-dipole. For the codes in two degrees of freedom, we plan to implement the Å -interpreter and the map generators from the spin code ËÈÊÁAEÌ [2] and the higher order symplectic integrators described in [3] .
The particle trajectories are propagated turn by turn via
and since the maps are measure preserving, the densities evolve via
+RFD/multip. +IR−sext. kick−lat. kick−lat. kick−lat. Note that the Ì and Ì £ are explicitly distinguished, allowing for different parameter sets describing the starred and the unstarred lattice. Equations (1-6) define a representation of the beam-beam Vlasov-Poisson system using maps.
In highly relativistic beams the beam-beam force for head-on bunch crossings with zero crossing angle is essentially transverse. In this approximation the collective kick is determined by the solution of a 2-D Poisson problem,
¡Ù . The Green function in two dimensions for open boundary conditions is given by
We started our study by analyzing three different limits of the beam-beam interaction giving one degree of freedom. Here we shall discuss only the limit studied by Chao and Ruth (CR) [5] , which is meant to model beams with large horizontal-to-vertical aspect ratio, a case often found in electron machines. The force on a particle in one beam from the other beam is computed as though it came from infinite planes of charge, perpendicular to the vertical (Ý) axis, and distributed in Ý with some density. This force is concentrated in time, however, at the instant of collision.
The motion is in the Ý-direction only. Although not quite appropriate for hadron machines, the model is an attractive starting point because it is the only case in one degree of freedom for which a completely self-consistent calculation can be done with an operation count Ç´AE ÐÓ AEµ in the WMPT method. Similarly, it is particularly easy to implement in the PF method. The Green function of the corresponding Poisson problem is equal to Ý Ý ¼ ¾, while its gradient × Ò´Ý Ý ¼ µ ¾ is proportional to the kernel of Eq. (4). See [5, 6, 4] for more information on the three limits giving one degree of freedom.
The Perron-Frobenius Method
The Perron-Frobenius method [1] and weighted macroparticle tracking are both based on the evolution law (6) for the phase space densities given a measure preserving map. We can rewrite Eq. (6) Ç´AEµ is impossible.
We have developed a Vlasov Fokker-Planck code [1] sen, but at least in 2-D phase space quadratic or cubic interpolation seems sufficient. In Section 2.5 we will compare PF and WMPT simulations in one degree of freedom and see that with properly chosen mesh parameters the methods are in good agreement, at least in principal aspects.
In 4-D phase space unfortunately the number Ò of mesh points in each dimension required to preserve probability to a decent level has to be so large that the 4-D PF algorithm in its serial (single CPU) version is possibly too slow. In particular since the local 4-D interpolation between neighbors along the 4-D mesh axis is not local in the linear memory of the computer, it requires accessing array elements with potentially large stride and thus potentially produces a large amount of cache misses (potentially many more than one per updated mesh point). Note that already in a serial code, domain decomposition of the mesh into blocks smaller but comparable with the cache size of the computer would give some (unfortunately hardware dependent, non-portable) relief. Note that this procedure uses only forward tracking of particles with an additional pre-assigned and a constant "total weight" Ï ¼´ Þ µÛ . Conservation of probability is guaranteed by construction. Also note that the initial mesh structure is lost after the first turn. Thus, in contrast to methods with an explicit mesh (like PF), naive computation of the collective kick is an Ç´AE ¾ µ operation. In the CR case, ordering the trajectories ´Òµ and £ ´Òµ with respect to the spatial coordinate at the cost of Ç´AE ÐÓ AEµ makes the remaining part of the computation of the collective kick Ç´AEµ (see [4] ). In the two degree of freedom case the hybrid fast multipole method (HFMM) [7] allows efficient computation of the kicks (Ç´AE µ with a reasonable order constant !) as long as the distributions of the trajectories in configuration space are sufficiently regular.
Weighted Macro Particle Tracking
An Implementation of HFMM for WMPT
HFMM [7] is a hybrid of the fast multipole method (FMM) developed by Greengard and a PIC based reduction of the number of independent particles developed by Jones for space charge and applied the first time to beambeam simulations by Herr, Zorzano and Jones. FMM is a tree code that allows the computation of the collective force of an ensemble of AE charges on themselves to a given accuracy AE with an operations count Ç´AEµ given that the distribution of the ensemble in configuration space is not too irregular. It employs the fact that the force on a test charge due to a distant localized "clump" of charge is given by a finite order multipole expansion up to precision AE.
The FMM algorithm successively subdivides an outer rectangle in configuration space occupied by the ensemble until, on the finest level of subdivision, no more than a fixed number (typically 40) of particles are in each box. This leads to a tree structure of boxes containing boxes containing boxes and so on, until the boxes on the finest level finally contain a small number of particles. In the non-adaptive version of the scheme all boxes on the same level have the same number of child boxes (weighted tree). We use the adaptive version, which means that a box only branches into child boxes if the box itself still contains too many particles. Then the algorithm computes the multipole (long distance) expansions for all boxes on the finest level explicitly. The next step is to generate multipole expansions around the center of the parent boxes by translating their children's expansions to the center and adding them up so that in the end every box, no matter which level of mesh refinement it belongs to, has its own long distance expansion. Then the far fields inside each box due to all sufficiently well separated boxes are converted to Taylor (local) expansions on each level going down from the coarsest possible level to the finest level. Finally, for each box on the finest level, the forces due to charges in a close vicinity have to be computed directly. The 2-D adaptive routines ( ÈÁ ¾), used in our simulations, were supplied by Greengard. For more details see Greengard in [7] .
Unfortunately, FMM needs about 16-18 times AE Ê Ä ¶ words of workspace and in addition the order constant of this Ç´AEµ algorithm is large enough to be prohibitive for the purpose of multi-turn tracking of many millions of particles.
The original HFMM (Jones) divided the configuration space into core-and halo domains, superimposed a PIC mesh on the core domain, deposited the core charges on the PIC mesh and passed the joint set of the mesh points and halo particles to FMM. The idea is that if the core is populated densely enough, then the approximation of a PIC type charge collection strongly decreases the required computational resources while not strongly affecting the accuracy of the force computation. On the other hand, the halo particles would not be very well represented on a PIC mesh and in addition would need an unreasonably large mesh to cover the halo. Our implementation of HFMM in ÅÓ¾ first determines an outer rectangle in configuration space around the joint starred and unstarred particles. We then divide the rectangle into two parts, a "core" region where the density of particles is high and a "halo" region where the density of particles is small. To do this we divide this rectangle into 
Comparison of PF and WMPT
Both the PF and WMPT methods, in their current implementation in È Ñ and ÅÓÑ , use a uniform (in the case of WMPT initial) mesh, but, in principle, both methods allow more general non-uniform meshes. The uniform (initial) mesh which covers a finite rectangular domain in phase space, typically ¦5 initial beam widths ( ¼ ) for WMPT or ¦6-7 ¼ for PF, treats its inner (core) and outer ("halo") regions equally. Thus in contrast to conventional macro-particle methods, where the initial beam distribution is typically represented by a Monte Carlo generated ensemble of particles of equal weight and concentrated around the core, the two methods used here are expected to simulate the evolution of the higher order beam moments more accurately. A round-Gaussian ensemble in 2-D phase space with 40,000 particles has about 39,600 [4] . In [8] we have introduced an averaged Vlasov equation and linearization around a Gaussian equilibrium of the averaged system yields exactly this value for the Yokoya factor. We don't understand as yet why the agreement is so good. The incoherent continuum due to the single particle motion is more pronounced in the WMPT spectrum, because it keeps track of AE actual trajectories, whereas PF smoothes out the density in each interpolation step. This needs further study. Figure 3 shows the initial emittance growth due to filamentation in an example with a tune split ¡É ¼ ¾ ¼ ¼¼ . The unstarred beam had an initial coherent betatron amplitude of ½ ¼ . All other beam and simulation parameters were the same as in Fig. 2 . Both simulations agree up to the 1% level, but the general impression is that the time evolutions obtained with WMPT are a little more noisy ("wiggly") then those obtained with PF. We conclude here that with properly chosen mesh sizes both methods agree very well qualitatively and also, to a large extent, quantitatively. Nevertheless, in situations where there are neither large amplitude coherent oscillations nor large emittance growths present the PF method in one degree of freedom is slightly more efficient and stable than WMPT.
Simulations in 4-D phase space (2 d.o.f.) are much more computationally expensive. In conventional macro-particle simulations the phase space ensemble is generated by the Monte Carlo method. There one is tempted to use a relatively small number of macro-particles to gain computational speed, because the actual accuracy of the representation of the density in phase space is somewhat hidden at first sight. But looking at the sampling from the point of a uniform (initial) mesh, suggests that following the evolution of a phase space density over a large number of turns in the presence of a collective force requires a large number of macro-particles or mesh points. Let us assume we want a decent representation of the density on a rectan- In the PF case, the interpolation and not the calculation of the collective force determines the performance. With a local cubic 4-D interpolation, the updating of each mesh point touches 256 neighboring mesh points in phase space. As pointed out in Section 2.2, the 4-D structure of the mesh leads to a large amount of cache misses and thus increases the execution time even more. In addition, even with cubic 4-D interpolation and with AE ½ ¡ ½¼ mesh points the conservation of probability is relatively poor.
As an example, a È ¾ run with AE ½ and using cubic 4-D interpolation took over 300h (12 days) for 5000 turns on our ULTRA-80. During this run the density in the outer mesh region degraded so badly that the computed kurtosis actually became negative. Note that the code had been completely inlined and pre-optimized by hand which increased the performance (with the SUN compiler) by a factor of 2. We are working on improved interpolation schemes and other enhancements to speed up the code.
Last but not least, the memory needed to store the main array (the mesh table (PF) or the particle table (WMPT)) for two bunches in Ñ degrees of freedom and in Ê Ä ¶ is
Here Ò is the number of mesh points/particles per dimension, the factor of 16 is 2 bunches times 8 ÝØ ×, the factor of 2 for PF is due to the fact that we have to store 2 instantiations of the mesh for the purpose of interpolation ("old/new") and the factor of ¾Ñ · ½ for WMPT comes from ¾Ñ phase space coordinates plus the total weight Ï of the trajectory.
We will discuss some of our first results with WMPT in 4-D phase space in Section 3.2.
SIMULATIONS
Some Results in One d.o.f.
We have studied extensively the dependence of the coherent dipole modes ( / modes) on the split of the bare machine tunes (¡É ¼ ) and on the ratio of the beam-beam parameters in one degree of freedom. These studies were reported in [4] . In [8] we report on the the existence of quasi-equilibria for the Chao-Ruth limit. Here we only report some new results based on the implementation of RFdipoles and higher order multipoles in the lattice and their interaction with the beam-beam kick. Figure 4 shows the maximum amplitude of the mode (red) and the mode (green) in the CR limit as a function É Ñ . The maximum amplitude is given in units of ¼ . For both modes we find a resonance excitation peak at the frequency predicted in Fig. 2 . (Fig. 6) . Finally when the ½ ¿ resonance is well inside the incoherent tune spread ( ¼ ¼½¾, red), the emittance grows strongly and the amplitudes of both modes are significantly enhanced (Fig. 7) . These observations seem to be consistent with the 4-D PIC simulations presented by Shi and Jin [9] at this workshop.
First Results in Two d.o.f.
We have simulated the coherent dipole modes in 4-D phase space with ÅÓ¾ using the HFMM representation of the collective kick and a linear lattice very close to the difference resonance (É Ü É Ý É ¼ , É £ Ü É £ Ý É £ ¼ ) with É ¼ Ô ¾ and ¡É ¼ ¡½¼ (Fig. 8, 9 ) and ¡É ¼ ¡ ½¼ ¿ (Fig. 10, 11) . The beam-beam tune shift shows the turn by turn evolution of the dipole modes for the above parameters. The mode (red) has a completely stationary amplitude. The mode (green) amplitude drops slightly to about 80% of its initial value but then stays almost constant. The weak but visible low-frequency modulation of the mode amplitude seems to be an artifact of the discretization. It is reduced when the number of particles is increased (not shown). The emittances (also not shown) stay constant to the 1% level. This, in combination with our earlier results in one degree of freedom [4, 8] , indicates that, for a linear lattice, moderate beam-beam parameters and in the absence of external excitation, the dipole modes are neutrally stable. 
SUMMARY AND OUTLOOK
We have developed two methods, PF and WMPT, for the simulation of nonlinear collective effects in beams described by Vlasov-Poisson systems. Both methods are based on the symplecticity of the one turn map, but PF easily allows extension to Vlasov Fokker-Planck systems by means of operator splitting. We have written codes for simulating the beam-beam interaction in the strong-strong model. WMPT and PF show good agreement in the one degree of freedom limits of the beam-beam and we have extended both methods to the more important two degree of freedom case. At present WMPT is more efficient in higher dimensions. We will try to improve on the efficiency of PF in 4-D phase space and we have already started developing a parallel (distributed memory) version of the WMPT code. Moreover, we will include a Å -reader, higher order maps for real beam line elements, and interpolated higher order generating functions (see [3] ) for composed IP-to-IP maps. We will pursue the idea of speeding up of both methods (PF and WMPT) by incorporating our results on averaging [8] .
In one degree of freedom, we have studied the dipole modes and Landau damping [4] . In addition, we have studied the response to external excitations (RF-dipole) and have observed large emittance growth together with a strong increase of the amplitudes of the centroid motion in the presence of lattice nonlinearities (e.g. sextupole) combined with a sufficiently large beam-beam parameter.
We have just begun analyzing the dynamics of the beambeam in 4-D phase space and have begun determining optimal parameter settings for the codes, e.g. Ò , AE, etc. as functions of , £ , the distance of the bare tunes to orbital resonances, the total turn number, etc. First tests clearly resolve the dipole modes and their neutral stability in a linear lattice and with moderate tune shift parameters. They also indicate the possibility of introducing Landau damping via a tune split.
