






代表的なもの: Latent Dirichlet Allocation (Blei+ 2003)
生成プロセス: 各文書ごとに,
1.潜在トピック分布   Dir()を生成
2.各語ごとに,
(a)潜在トピック z  Mult()を選択.








多数の改良の試み (sLDA, CTM, DHDP, Mixed Ran-










–著者の語彙的な癖 (-eousや re-が多い,など) 
単語Simplexの全領域をモデル化できない




































3. CSTM: Continuous Space Topic Model





1. For w = 1   W , (w)  N(0; Id). (wの潜在座標)
2. for d = 1   D
 f  GP(0; K) ; K(v; w) = (v)T(w)
 (wjd) = 0G0(w) exp(f )









–拡張: 文書ラベル (wjd) = 0G0(w)efeTc(d)
–拡張: 単語の特徴 (wjd) = 0G0(w)efeTc(w)
Product model ($ Mixture model)
単語Simplexのほぼ全域をモデル化できる





















































































GP f は直接表現が難しい→補助変数 u  N(0; Id) のと
き, f = uの分布は uを消去して
f j  N(0;T) = N(0; K):
よって, 文書d毎に f = ud として ud とをMCMCで
更新. 0  Ga(a0; b0), kv  N(0; Id), cv  Exp().
5.実験結果
Perplexity
データ CSTM CSTM(+lex) LDA
NIPS 1410.96 – 1648.3
KOS 1632.35 – 1730.7
毎日新聞 473.954 473.273 507.3855
Latent Embedding (NIPS, d=10)



































































































































































































































































p rfo m d
eq




















com ar dpplic i
desir dcross
series





















































r pr se ts
connectionist
r spo s s


































d ter in ffici nt
classifiers
upp rf l
















































a i v dsureddiscussio
covariance
normaltechnical




































































































































































































































































































































dep rt e t
loss




















































































proc s s s l c dvidenc




c nstrai tsi ply
biological














































うかがいまして   
Future Work
Random Poisson intensityとして, HDP/HPYの拡張!
PCFG, nグラムモデル等の潜在空間埋め込み拡張
