The classical Lippmann-Schwinger equation plays an important role in the scattering theory (non-relativistic case, Schrödinger equation). In the present paper we consider the relativistic analogue of the Lippmann-Schwinger equation. We represent the corresponding equation in the integral form. Using this integral equation we investigate the stationary scattering problems (relativistic case, Dirac equation). We consider the dynamical scattering problems (relativistic case, Dirac equation) as well.
Introduction
The classical integral Lippmann-Schwinger equation plays an important role in the scattering theory (non-relativistic case, Schrödinger equation). The relativistic analogue of the Lippmann-Schwinger equation was formulated in the terms of the limit values of the corresponding resolvent. In the present paper we found the limit values of the resolvent in the explicit form. Using this result, we represent relativistic Lippmann-Schwinger equation (RLS equation) as an integral equation (Sections 2 and 3). In Section 4, we consider the dynamical scattering problems (relativistic case, Dirac equation). In Section 5, we show that the integral RLS equation is effective by investigating the stationary scattering problems (relativistic case, Dirac equation).
It is interesting to compare the results of dynamic and stationary scattering theory. The corresponding results for the radial case were obtained in [7] and [9] .
2 RLS equation in the integral form Here p = −i grad, ν is a scalar potential, A is a vector potential, (−e) is the electron charge. Now let us define α = [α 1 , α 2 , α 3 ]. The matrices α k are the 4×4 matrices of the forms
where
The matrices β and I 2 are defined by the relations
2. We consider separately the unperturbed Dirac equation (2.1), (2.2), when ν(r) = 0 and A(r) = 0. The Fourier transform is defined by
The inverse Fourier transform has the form
In the momentum space the unperturbed Dirac equation takes the form (see [1] , Ch.IV):
where H 0 (q) and Φ(q, t) are matrix functions of order 4×4 and 4×1 respectively. Here the matrix H 0 (q) is defined by the relation
The eigenvalues λ k and the corresponding eigenvectors g k of H 0 (q) are important in our theory. We find them below: 
It follows from (2.9) and (2.10) that
Hence we obtain H −1
(2.14)
Let |λ| < |λ 1 (|q|)|. Using (2.13) we have 3. Now we will construct a relativistic analogue of the Lippmann-Schwinger equation (RLS integral equation).
To do it we consider the expression
where λ = λ, |λ| > m. Let us write the following relation (see [4] , formula 721).
where K p (z) is the modified Bessel function. It is known that (see [2] )
According to (2.17) and (2.18) the equality
is valid. Using (2.19) we obtain
Let us calculate the expression
In view of (2.10) and (2.21) we have 
Formulas (2.14), (2.19) and (2.20) imply that
Here rα = r 1 α 1 + r 2 α 2 + r 3 α 3 , matrices α k and β are defined by the relations (2.3)-(2.5). Due to (2.15), (2.16), (2.20) and (2.25) we have
dv is the convolution of F (r) and G(r). Now we can write the equation
Here the vectors g n (k) are defined by the relations (2.11) and (2.12). Equation (2.27) (RLS equation) is relativistic analogue of the LippmannSchwinger equation.
We note that the Lippmann-Schwinger equation play an important role in the non-relativistic scattering theory (see [6] ). Our aim is to show that the constructed RLS integral equation can be effective by solving relativistic scattering problems.
3 Propeties of the RLS integral equation
Further we assume that the matrix V (r) is self-adjoint,
Hence V (r) can be represented in the form
where U(r) is an unitary matrix, D(r) is a diagonal matrix
Let us introduce the diagonal matrices
and
It is easy to see that
is a solution of following modified RLS integral equation:
We note that the operators B ± (λ) act in the Hilbert space L 2 4 (R 3 ) of 4×1 vector functions. Theorem 3.1 Let condition (3.1) be fulfilled, the function V (r) be bounded and belong to the space L 1 (R 3 ). Then the operators B ± (λ) are compact.
Proof. We represent the operators B ± (λ) in the form
Here the 4×4 matrix functions B ± (r, m, λ) are defined by the relations
B ± (r, 2) = Q(r) (3.14)
Formulas (2.23), (2.24) and (3.13) imply that
According to condition of the theorem the function V (r) belongs to the Rolnik class (see [6] ), i.e.
It follows from (3.12), (3.16) and (3.17) that the operator B ± (1, λ) belongs to the Hilbert-Schmidt class. Hence operator B ± (1, λ) is compact. Let us consider the operator B ± (2). In view of (2.25) we have
Hence the operator B ± (2) is bounded (see [8] , section 1.4)and
We represent the kernel B ± (r, 2) in the form B ± (r, 2) = B ± (r, 2, 1)+B ± (r, 2, 2) where B ± (r, 2, 1) = Q(r), 0 < r < ǫ, B ± (r, 2, 1) = 0, r > ǫ, (3.20)
B ± (r, 2, 2) = 0, 0 < r < ǫ, B ± (r, 2, 2) = Q(r), r > ǫ, (3.21)
We introduce the operators
It is easy to see, that the operator B ± (2, 2) belongs to the Hilbert= Schmidt class and
The norm B ± (2, 1) tends to zero when ǫ→0. Hence, it follows from (3.23) that the operator B ± (2) is compact.
To consider the operator B ± (3, λ) we use the inequality
(3.24)
It follows from (3.24) and Adams theorem (see Appendix, Examples 6.2 and 6.3), that 
Wave and scattering operators,dynamical case
We introduce the operator function
The wave operators W ± (L, L 0 ) are defined by the relation (see [6] ).
Here P 0 is orthogonal projector on the absolutely continuous subspace G 0 with respect to the operator L 0 . The limit in (4.2) supposed to be in the sense of strong convergence.
Proof. We use the equality
Thus, to prove the formulated theorem, it is sufficient to show that the following inequality holds
We take such a set S of vector functions Ψ(r) that the corresponding vector functionsΨ(p) belong to the class C ∞ and
Let us consider the case, when t > 0. We have
where Ψ(r) belongs to the set S and J(r, t) = (2π)
Using (4.9) we obtain
We note that µ 1 (p) and µ 2 (p) are the eigenvalues of the matrix H 0 (p), the vectorsΨ k (p) are the corresponding eigenvectors. The stationary-phase points p k (r, t) are the solutions of the equations
Thus, we have r − tp/µ k = 0. (4.14)
When ǫ > 0 is small the stationary-phase points do not belong to the region r ≤tǫ. Hence integrating by parts the right side of (4.11) we have (see [5] ):
We use here the relation V (r) 2 ∈L(R 3 ). Now let us consider the case when r ≥tǫ. It follows from (4.11) that 
The relations (4.10), (4.15) and (4.17) imply inequality (4.5). The theorem is proved.
Remark 4.2 Let condition (3.1) be fulfilled. If the function V (r) is bounded and
5 Stationary scattering problem
1.In section 4 we considered the dynamical scattering problem (t→∞) for Dirac equation (2.1), (2.2) . In the present section we shall investigate the stationary scattering problem for the same equation. It means that we shall investigate asymptotic behavior of ψ + (r, k, n) when |r|→∞.
(The case ψ − (r, k, n) can be investigated similarly).
Definition 5.1 We say that λ∈E is an exceptional value if the equation
We denote by E + the set of exceptional points and we denote by E + the set of such points λ that λ∈E, λ / ∈E + . Using Theorem 3.1 and the Fredholm alternative we obtain Lemma 5.2 Let conditions of Theorem 3.1 be fulfilled. If λ∈E + , then equation (3.9) has one and only one solution
Corollary 5.3 Let conditions of Theorem 3.1 be fulfilled. If λ∈E + , then equation (2.27) has one and only one solution φ + (r, k, n) which satisfies the condition
It can be proved (see [6] ,XI, III) that Lemma 5.4 Let conditions of Theorem 3.1 be fulfilled. The set E + is closed and has Lebesgue measure equal to zero.
2.
Let us consider the case V (r) = 0 separately. Taking into account (2.26) we see that B(r, µ) is defined when ℑµ > 0:
, where
We assume that ℑm 1 (µ) > 0. We introduce the operator
where f (r)∈L 2 (R 3 ). It is easy to see that the operator B 0 (µ) is bounded in the space L 2 (R 3 ). It follows from (5.3) that
We represent the equality (5.4) in the form
Relation (2.2) and (2.16) imply:
It follows from (5.4) and (5.6) that
3.Now we prove the main result of this section.
Theorem 5.5 Let the V (r) = V * (r) and the function V (r) be bounded and belong to the space L 1 (R 3 ). If 8) then the solution φ + (r, k, n) of RLS equation (2.27) has the form
9)
, where λ∈E + , |k| 2 = λ 2 − m 2 , ω = r/|r| and
Proof. The equation (3.9) has one and only one solution ψ + (r, k, n) in the space L 2 (R 3 ). We shall estimate the integral
We divide the space R 3 with respect to s into three parts:
Let us introduce the integrals Then the following relations
are valid. We have used here the inequality Now in the same way as in cases m=1 and m=2 we receive:
So, we have proved the relation
We note that |r − s| 2 = |r| 2 − 2rs + |s| 2 . Hence we have |r − s|∼|r| − sω, ω = r/|r|. Proof. We consider the expression
In the same way as (5.27) we prove that
Using relation (2.27) we have
Now we introduce the class of functions f(r) such that f (r)∈C ∞ and f (r) = 0 when r / ∈Q. Taking into account (5.29) we obtain
According to (5.30) the equality 
Appendix
1. In this section we will consider the integral
f (s) |r − s| λ ds.
(6.1)
Let us formulate a partial case of Adams theorem (see [10] ). where the constant c is independent of f .
Example 6.2 We consider the case when λ = 1, p ′ > 3.
According to Theorem 6.1 we have Then we obtain
12)
The inequality (3.25) follows directly from (6.9) and (6.12).
