In this paper we propose a very convenient way to generate gamma random variables using generalized exponential distribution, when the shape parameter lies between 0 and 1. The new method is compared with the most popular Ahrens & Dieter method and the method proposed by Best. Like Ahrens & Dieter and Best methods our method also uses the acceptance-rejection principle. But it is observed that our method has greater acceptance proportion than Ahrens & Dieter or Best methods.
Introduction
Generating gamma random numbers is an old and very important problem in the statistical literature. Particularly, in the recent days because of the popularity of MCMC techniques it has gained more importance. Several methods are available in the literature to generate gamma random numbers. The book of Johnson et al. [11] provides an extensive list of references of the different methods available today. It is well known that the available algorithms can be divided into two distinct cases. Case 1: Shape parameter < 1; Case 2:
Shape parameter > 1. Although several methods are available for case 2, but for case 1, mainly two methods are well known; (a) the most popular and very simple method proposed by Ahrens & Dieter [1] , (b) the modified Ahrens & Dieter's method proposed by Best [3] , see for example the book by Law and Kelton [12] or Fishman [4] . Both the methods mainly use the majorization functions and the acceptance-rejection principle. It is known that Best's method has lower rejection proportion than Ahrens & Dieter's method. Since now a days particularly for MCMC sampling, often a large number of gamma random numbers needs to be generated, one naturally prefers an acceptance-rejection method which has lower rejection proportion to achieve larger period of the corresponding generator.
Recently generalized exponential (GE) distribution has been proposed and studied quite extensively by Gupta and Kundu [5, 6, 7, 8, 9] . The readers may be referred to some of the related literature on GE distribution by Raqab [13] , Raqab and Ahsanullah [14] , Raqab and Madi [15] and Zheng [16] . The two-parameter GE for α, λ > 0, has the following distribution function;
The corresponding density function is;
Here α and λ are the shape and scale parameters respectively. When α = 1, it coincides with the exponential distribution. If α ≤ 1, the density function of a GE distribution is a strictly decreasing function and for α > 1 it has uni-modal density function. The shape of the density function of the GE distribution for different α can be found in Gupta and
In a recent paper by Gupta and Kundu [10] , it is observed that the distribution functions of the GE and gamma can be very close and it is sometimes very difficult to distinguish between the two distribution functions. In fact using the closeness property, the authors proposed to generate approximate gamma random variables using GE distribution for certain ranges of the shape parameters.
In this paper we mainly consider the generation of gamma random deviates for the shape parameter less than one. We denote the density function of a gamma random variable with scale parameter 1 and shape parameter α as
From now on, we take 0 < α < 1, unless otherwise mentioned. Note that, it is enough to provide the generation for scale parameter equal to 1. It is observed that when the shape parameter is less than one, then a constant multiplication of the GE density function can be used as a majorization function. Therefore, using the acceptance-rejection principle, gamma random deviates can be easily generated using GE random numbers. We further make some simple modifications to the proposed generator. It is observed that our proposed method has greater acceptance proportion than Ahrens & Dieter and Best generators for all 0 < α < 1.
The rest of the paper is organized as follows. In section 2 we briefly describe the two most popular methods. The proposed methods are discussed in section 3. The numerical comparisons are provided in section 4 and finally we conclude the paper in section 5.
The Two Most Popular Methods
In this section we briefly provide the two most popular methods which have been used to generate gamma random numbers when the shape parameter is less than 1. The first method is proposed by Ahrens & Dieter [1] and the second one is by Best [3] . Both the methods are based on the acceptance-rejection principle with proper choice of the majorization functions.
Ahrens & Dieter [1] used the following majorization function;
Since
, therefore it needs to generate random deviate from the following probability density function
and using the standard acceptance-rejection method, the gamma random deviate can be easily obtained. Note that in this case the rejection proportion is c AD − 1.
method, by using the following majorization function;
Here d should be chosen in such a manner such that c B =
can be easily seen that in that case d must satisfy the following non-linear equation
Best has suggested to use an approximation of d as d = 0.07 + 0.75
the acceptance-rejection method can be easily used to generate gamma random deviate using the majorization function (5). It boils down to generate random deviate from the following probability density function
It has been shown theoretically that Best's method has lower rejection proportion that Ahrens & Dieter's method.
Proposed Methodology
In this section, we provide the new gamma random number generator using the generalized exponential distribution. Observe that for all x ≥ 0,
Suppose β = 1 − α, then for all x ≥ 0, using (6), we have
Therefore,
From (8), we obtain
Based on (9), we provide the following algorithm;
Algorithm 1:
1. Generate U from uniform (0, 1).
3. Generate V from uniform (0, 1) independent of U .
Although, (9) is true for all x > 0, it is observed that for 0 < x < 1, the bound provided by (9) is quite sharp, but for 1 < x < ∞, the bound is not very sharp. Therefore, we propose the
where
Note that
We need to generate from the following density function;
which has the following distribution function;
Now we propose the following modified algorithm.
Algorithm 2:
1. Generate U from uniform (0, 1). Note that the majorization function t(x; α) has two part envelop with the change point at 1, similar to the Ahrens and Dieter's [1] algorithm. But it was suggested by Atkinson and Pearce [2] and later implemented by Best [3] that the change point might depend on the shape parameter α and it enhanced the performance. Using that idea, we propose the following majorization function for f GA (x; α) ≤ t 2 (x; α), where
where d α is chosen before. How to choose the optimum d α will be discussed shortly. Note that for d α = 1, t 1 (x; α) = t 2 (x; α). For 0 < α < 1, the majorization is obvious. Now Therefore, we need to generate from the following distribution function
Now we discuss the optimum choice of d α . Note that c 2 ≥ 1 is the normalizing constant and c 2 − 1 denotes the rejection proportion. Therefore, we should choose d α , so that c 2 is minimum for a given α. It has to be obtained iteratively by solving a non-linear equation.
We denote the optimum d α as d 
Therefore, now we have the final algorithm;
Algorithm 3:
. If true return X, otherwise go back to 1.
Numerical Comparison
In this section we compare different methods numerically. Note that all the methods discussed here, are based on the acceptance-rejection principle. We compare different methods in terms of their rejection proportion or equivalently the expected number of the uniform random deviates to be generated to produce one gamma variate, see Law and Kelton [12] .
We report the different expected numbers below:
1. Ahrens and Dieter Method:
.
Best Method:
3. Algorithm 1:
Algorithm 2:
α + αe −1 .
Algorithm 3:
We report Γ(α+1)c for different values of α in Table 1 . We also report Γ ( Figure 2 it is clear that the proposed approximation works very well for 0 < α < 0.9. When α is very close to 1, the approximation is not that good.
Conclusions
In this paper we have proposed a new algorithm of generating gamma variates using generalized exponential distribution for the shape parameter less than 1. It is observed that our algorithm has lower rejection proportion than the popular Ahrens-Dieter or Best method.
Our method is not very difficult to implement also. Moreover, like any other gamma gener- ator for shape parameter less than one, our method also can be used for generating normal random numbers through chi-square generator. 
