Abstract-Model based design is a recommended step in the design of embedded control systems. A formal analysis of models helps in arriving at provably correct designs that meet the necessary functional requirements. Often such analysis needs to look beyond functional correctness to evaluate the margins of behavioral attributes. Our notion of features addresses this requirement. The syntactic fabric of our feature definitions enjoys similarity with assertion languages; however, unlike assertions, the consequent of features are real valued expressions representing the feature value. In this article, we give insights into the extensive work we have done in the formal analysis of features for hybrid models. We describe a methodology for abstract interpretation of features over hybrid automata models, leveraging reachability solvers for extracting feature ranges formally and further demonstrate how Satisfiability Modulo Theory (SMT) solvers can be used for extracting behavioural traces corresponding to corner cases of a feature.
I. INTRODUCTION
The theory of Hybrid Automata (HA) has been extensively studied in the context of designing provably safe designs of embedded hybrid systems [1] , [2] , [3] , [4] , [5] , [6] . There is a growing arsenal of tools [7] , [8] , [9] for analyzing timed and hybrid models of embedded control using a wide spectrum of methods for reachability analysis and model checking. Assertion based verification of HA has also been studied [10] , [11] . It is anticipated that formal safety analysis of hybrid systems will become increasingly significant with wider proliferation of automated control in circuits and systems.
An important component of any formal verification framework is the mechanism for formally specifying the design intent. In the discrete domain, formalisms based on temporal logic have been widely adopted, for example, in the digital circuit domain the use of standard assertion languages, such as SystemVerilog Assertions (SVA) [12] and Property Specification Language (PSL) [13] is almost universal. Analog Mixed-Signal (AMS) extensions of assertions have been explored as well [14] , [15] , [16] , [17] , [18] . Signal Temporal Logic (STL) [16] , [19] and Analog Specification Language (ASL) [18] provide constructs for assertions over real valued attributes. However, assertions in these languages, in and of themselves limit the information carried by their Boolean outcome. Our experiences with AMS designers as well as control engineers indicate that design acceptance in these domains is better expressed in terms of real valued attributes of the design as opposed to purely Boolean specifications.
In this context, we have extended the notion of assertions to create an artifact called features. The formal expression of features is based on the syntactic fabric of assertions, but we overlay the definition of assertions with real valued functions that are computed over matches of underlying logical expressions. This allows us to formally express definitions of standard features like rise time, peak overshoot and settling time, and other design specific features. The language, feature indented assertions (FIA) was presented in our earlier work [20] , where we used features in a simulation environment. This paper deals with the formal interpretation of features on HA.
For instance, rise time is a feature of a Low Dropout Regulator (LDO) that indicates time taken for the terminal voltage to rise from 10% to 90% of its rated voltage, Vterm. The following SVA-like sequence expression captures the intent of the rise time being within 100µs: In the above expression, the notable differences with SVA are the following: 1) Predicates over real valued signals (PORVs) [16] , such as (v>=0.1*Vterm) and (v>=0.9*Vterm), are allowed. 2) @+ is used to denote the positive crossing of PORVs.
Similarly @-may be used for negative crossings of PORVs (not shown in this expression). 3) All intervals of the form ##[a:b] are treated as dense time intervals, as opposed to intervals countable in terms of the number of clock cycles in SVA semantics. The verification of an LDO model against this expression would yield a Boolean outcome. On the other hand, the feature rise time is a real valued artifact representing the time spent between the first event in this expression (namely, @+(v>=0.1*Vterm)) and the second event (namely, @+(v>=0.9*Vterm)). In our language, FIA, this is expressed by overlaying the feature computation over the sequence expression (highlighted in red), and this is done with the use of local variables. Here, B and Vterm are parameters of the feature, and t1 and t2 are local variables which are assigned respectively the time of occurrence of the first and second events. An upperbound on the rise time has to be provided as the parameter B. Variables in FIA that are not parameters or local variables of the feature are variables of the hybrid system and need not arXiv:1711.00669v1 [cs.LO] 2 Nov 2017 be explicitly declared. time is a special variable that refers to real time. In simulation parlance, $time refers to absolute time; however, we use $time to refer to the value of the timer variable time that is continuously evolving. The feature value is defined as a consequent to the match of the sequence expression and is a function (in this case, t2 -t1) of the local variables t1 and t2.
In order to explain the difference between our proposal and the existing body of work on formal property verification, we compare the following two problems: 1) To prove an assertion specifying the range of a feature on the design. This is the well studied formal verification problem which is solved using model checking techniques. 2) To find an abstract range within which the feature value is guaranteed to lie. This is an abstract interpretation problem which requires the feature to be defined as a real valued attribute of some behavior.
The focus of this article is on the latter. In fact, the latter subsumes the former, and from a formal perspective, finding a conservative approximation of the feature range is of more value to the designer than a formal certificate that the features lie within their specified ranges. This is because the feature range serves as an indicator of the robustness of the design with respect to the features concerned, and gives the designer more confidence that the design will work as specified under various non-idealities of the components and the environment, not all of which can be captured in a formal setting.
An important consequent of model based design is the need to ensure that the corners of the design captured in the model are verified in the implementation. For AMS circuits, this involves a tedious exercise of finding stimuli that sensitize corner case scenarios. The ability to design provably correct and feature accurate models, and to be able to leverage such models to generate stimuli for corner cases are important requirements that can bring about significant transformations in the model based design landscape. There is a significant difference between the formal analysis of features vis-a-vis a simulation based analysis for the same purpose. Simulation-based analysis of hybrid systems has the potential to under-approximate the range of target quantities of interest as test-suites may not apply all input variations thereby possibly missing worst-case (WC) corners. Additionally, it is also important to minimize the number of simulation runs involved in covering the verification space. Techniques for WC analyses, including the use of Monte-Carlo techniques have been explored to achieve higher coverage [21] , [22] . Design of Experiments (DoE) as a methodology uses statistical and algebraic techniques to identify sensitivities of target attributes to inputs and system parameters and tailor experiments that better cover the domain of the target attribute [23] . Specifically, [24] explores strategies to handle the influence of variational effects that change over time. All these techniques focus effort on achieving high coverage under the influence of variations in inputs, process parameter variations and other uncertainties. Mechanisms for classifying and modeling uncertainties and their effects on WC analyses has recently been studied in [25] . A formal analysis, as we do in this article, on other hand, unlike simulation, explores an over-approximation of the verification space, enveloping runs contributing to WC scenarios. This article develops on techniques for formal methods, formalizing the notion of target attributes, and develops methods for the WC-analysis of these attributes on formal models of hybrid systems. The repertoire of work presented here is rooted in the use of features. The problems tackled are as follows:
1) A methodology to compute an over-approximation of the range of feature values for all possible runs of the system. 2) A methodology for finding the extremal values of the feature range through successive refinement using SMT. Methodology 2 makes its first appearance in this article. Our initial thoughts on Methodology 1 were reported in [26] , where we outlined a technique for manually transforming models, but only for very specific types of features. A more general technique that works for all types of features was later reported in [27] . Here, we present a different treatment of the computation of the Level Sequenced Hybrid Automaton, which is at the heart of our approach, and present Methodology 1 in its complete form with proofs of theorems. We also present an additional case study from the control domain.
II. FEATURE INDENTED ASSERTIONS
Our language for specifying features is called FIA (feature indented assertions) [20] . This language borrows syntactic sugar from SVA, though its semantic interpretation is very different. FIA formulas do not specify a correctness requirement as in SVA, but a definition of how the feature value is to be computed. The notion of sequence expressions are used to define the scenario at which the feature value is to be computed. An example of a feature was described in the introduction. Section V contains additional examples. The formal syntax follows. FIA uses Predicates Over Real Variables (PORVs) [16] , the definition of which is given below: Definition 1. Predicate over Real Variables: If X={x 1 , x 2 , ..., x n } denotes the set of continuous variables, then a Predicate over Real Variables, P , may be defined as, P ::= f (x 1 , x 2 , ..., x n ) ∼ 0, where f is a mapping, f : R n → R, and ∼ is a relational operator such that ∼ ∈ {>, ≥}. Throughout this article, we consider f to be a linear map.
Other relational operators like <, ≤, and = are derived from ∼ and the propositional connectives. Note that the restrictions on f are attributed to the restrictions imposed by analysis tools for reachability analysis. Definition 2. Events: Events are of the form @ * (P ), where P is a PORV and * ∈ {+, −, }. @ + (P ), @ − (P ), @(P ) are true respectively at the positive edge, negative edge, both positive and negative edge of the truth of P . Therefore, we have @ − (P ) ≡ @ + (P ) and @(P ) ≡ @ + (P ) ∨ @ + (P ).
Due to the impossibility of identifying the exact time and value of a signal 'x' when it crosses a threshold 'a', at this time we allow only events of the form @+(x>=a) and @+(x<=a). Obviously @+(x>=a) ≡ @-(x<a) and @+(x<=a) ≡ @-(x>a).
We formally define a feature using the following syntax,
where, F name is the feature name, L p and L are respectively the list of parameters and the list of local variables used in the body of the feature. We treat F name as a special variable representing a value of the feature assigned to it in the expression F.
S is a sequence expression of the form, s 1 ## τ 1 s 2 ## τ 2 ... ## τ n−1 s n and F is a linear function over L which assigns the feature value. τ i represents a time interval, also referred to as a delay operator, and is of the form [a : b], where a, b ∈ R + , a ≤ b, and additionally b can be the symbol $, representing infinity. Sub-expressions s 1 , s 2 , ..., s n are each of the form: D ∧ E , A where D is a Boolean expression of PORVs in disjunctive normal form, E is an event and A is an optional list of commaseparated local variable assignments. The feature expression S |-> F is interpreted as the computation of F whenever there is a match of the sequence expression S. We use the notation
For instance, for the feature RiseTime, described in the introduction, [20] . However, there are important semantic differences in the version of FIA used here for formal analysis. Here, time is treated as a variable and $time refers to its value, as opposed to it being simulation time in [20] . Additionally, we are not limited by the finiteness of time (as opposed to the simulation semantics), hence we allow right-open delay intervals separating subexpressions in S, expressed as τ = [a, $], a ∈ R + , expressing the English requirement: "after 'a' units of time".
III. FORMAL FEATURE ANALYSIS
The input to our problem is a system defined as a HA H, and a feature F specified in FIA. There may be multiple valuations of F on the runs of H (there can also be a continuum of valuations). Our objective is to find the range of valuations of F over all possible runs of H. This section outlines how this requirement is transformed to a reachability problem. Definition 3. Hybrid Automaton A hybrid automaton [1] is a collection H = (Q, X, Lab, Init, Dom, Edg, Act), where:
• Q = q 1 , q 2 , ... is the set of discrete states also known as locations; is a function ν : X → R. Let V(X) denote the set of valuations over X; • Lab is a finite set of synchronization labels;
This function assigns a set of continuous states, Dom(q) ⊆ R n , to each discrete state q ∈ Q.
• Edg is a set of edges, also called transitions. Each edge e = (p, a, µ, q) consists of a source location p ∈ Q, a target location q ∈ Q, a synchronization label a ∈ Lab, and a transition relation µ ⊆ V(X)×V(X). A transition e is enabled in state (p, ν) if for some valuation ν ∈ V(X), (ν, ν ) ∈ µ. We require that for each location q ∈ Q, there be a stutter transition of the form (q, κ, µ ID , q, ), µ ID = {(ν, ν)|ν ∈ V(X)}.
• Act :
is function that assigns an activity f : R ≥0 → V(X) to a location q ∈ Q. We denote the activity for variable x ∈ X in location q ∈ Q expressed as the first derivative of x with respect to time, i.e. dx/dt, as f low
For an edge e = (p, a, µ, q), e ∈ Edg, G(µ) = {ν|(ν, ν ) ∈ µ}. G(µ) is commonly known as the transition guard and is often represented as a set of predicates over variables in X. Similarly R(µ, ν) = {ν |(ν, ν ) ∈ µ}, is known as the reset relation, and most often appears as a function, i.e. R(µ, ν) = ν , (ν, ν ) ∈ µ. When a system consists of multiple interacting components, each modeled as a HA, the set of synchronization labels for a HA are used to construct the parallel composition of HA [1] , to model the system as a result of the interaction of its constituent components. We assume that a parallel composition of automata is available prior to applying the algorithms presented in this article. The methods discussed in this article are applied on linear hybrid systems that have monotonically increasing or decreasing variable dynamics in each location. Non-linear systems can be approximated by linear or affine systems using techniques such as hybridization [28] that transforms a non-linear system into a piece-wise affine model. Additionally, a location with non-monotonic variable dynamics can be transformed into an equivalent model with location-wise monotonic variable dynamics. The class of linear HA is known to capture a wide spectrum of control applications, including many in the circuit domain.
HA allow for non-determinism along the edges of the automaton. Transitions have non-urgent semantics, that is, a transition guard is simply an enabling condition, that allows the transition to be taken, without enforcing a state that satisfies the guard to take the transition. The HA model for a Li-ion battery charger is shown in Figure 1 . The initial location represents the Off mode. When the battery voltage v drops to 0 the battery is considered dead. At any time, while in the Off or Dead modes, the charger may begin its operation by supplying the battery with a small charging current I precharge , in the mode Precharge (PC). When the battery terminal voltage reaches the fullrate voltage, the charger switches to the Constant Current (CC) mode until the terminal voltage starts approaching the designed voltage. At this time, the charger moves into the Constant Voltage (CV) mode of operation until the battery terminal voltage matches the designed voltage. Thereafter the Maintenance mode of operation takes effect and the charge drops until a restart threshold is reached.
Each location of the HA has a name (indicating the mode of operation), invariants indicating the domain of values of the signals while in the location, and activity functions (also known as the dynamics of the location) which describe the rate of change of each signal.
HA models can be formally analyzed to determine whether bad states (unsafe states) can be reached under any circumstances. For example one may wish to determine whether a battery management system allows the voltage level to drop beyond a level or whether the charging current ever crosses the safe levels. There exists a growing arsenal of tools and methods that can answer such questions [2] , [3] , [4] , [5] , [6] .
On the other hand, our objective is to find the range of valuations of real valued features covering all possible runs of the automaton. Such an analysis not only subsumes the safety analysis but additionally provides valuable information pertaining to the extremal behavior of the system with respect to the specified features.
The feature F is specified using the FIA language. The sequence expression S expresses a temporal sequence of events and predicates over real variables of the hybrid system. The sequence expression also contains local variables that are assigned values as the sequence expression matches. Once fully matched, all local variables must be assigned values and hence the function F, which is a function over local variables and variables of H, can be evaluated. The function F is computed for all matches of S in any run, for all runs ρ, of H. Each match of S contributes a feature value. If f min and f max correspond to the minimum and maximum of all feature values computed, then the feature range is [f min , f max ]. Definition 4. Run of the hybrid system H A run of the hybrid system H, is a finite or infinite sequence
is the state reached after spending t i time in location q i , i.e. before entering state σ i+1 .
Statement 4: The state σ i+1 is a transition successor of the state σ i = (q i , f i (t i )) and σ i = (q i , f i (t i )) is a transition predecessor of σ i+1 . Note that for state σ i in run ρ, T (ρ, σ i ) = i−1 k=0 t k is the cumulative time at which state σ i is entered. The shorthand notation T i is used for T (ρ, σ i ), when the context ρ is known. Definition 5. PORV of an Event E: The PORV of an event E, denoted by P(E), where E = @ * (P ) and * ∈ {+, −, }, is the PORV P . Definition 6. Event Match: An event E matches in a state
We use the notation σ |= ρ E to denote the fact that the event E matches in the state σ of the run ρ.
To extend predicates to be evaluated over locations of the HA, for state σ = (q, ν), a predicate P can also take the form, state = q, where state is a special variable denoting the location label. Definition 7. The notation σ |= ρ s. where σ = (q, f (t)) is extended to conjunctions and disjunctions of PORVs and events recursively, as defined below. Note that s does not have any delay operators.
• σ |= ρ P iff P is a PORV and P is true for signal valuation f (t), or P ≡ (state = q).
a conjunction of PORVs and E is an event iff σ |= ρ D ∧ σ |= ρ E. For the hybrid system H and sub-expression s, we say that q s if for some σ = (q, ν), σ |= ρ s.
f2 · · · of the hybrid system H if and only if there exist σ i1 , σ i2 , ..., σ in , such that i j ≤ i j+1 , where
• and so on ... until, • σ in |= ρ s n and t in−1 + ... + t in−1 ∈ τ n , The match is denoted by M = σ i1 , . . . , σ in . Local variables associated with s j are assigned values from the variable valuations in the state σ ij . It may be noted that there can be multiple matches of S in ρ. Definition 9. Feature value of a Match M = σ M1 , σ M2 , ..., σ Mn on a run ρ, denoted by Eval(M, ρ, F), is the value of the feature expression F computed over the values of the local variables assigned during the match M in the run ρ. Definition 10. Feature Range of a Hybrid Automaton: Given a feature sequence expression S and a feature computation function F, that computes the value of F name , the feature range [F min , F max ] is computed as follows:
match in ρ } Note that max and min is computed over all matches in all runs ρ.
We can now formally define the problem as follows: Given a HA H = (Q, X, Lab, Init, Dom, Edg, Act) and a feature F , we wish to compute F min and F max over all runs ρ of H.
Our methodology consists of three steps: 1) Feature Automaton Construction: The feature specification, F , is converted into a monitoring automaton, M F , called the Feature Automaton. 2) Product Automaton Construction: A product automaton, H F , is constructed from the feature specification represented by the feature automaton, M F , and the HA model of the circuit/system, H. 3) Feature Evaluation: The product automaton, H F , of step 2 can be analyzed to compute the reachable range of values of the feature, that is the set of reachable valuations of the variable F name .
A. Feature Automaton
This section outlines the construction of a feature automaton from the given feature definition. Features represent measurements that go beyond property checking, and hence feature automata incorporate FIA language artifacts including feature local variables used for storing variable values along a match, predicates over location activities, and associated artifacts. The formalism for a feature automaton is as follows: Definition 11. Feature Automaton: A Feature Automaton is a collection M F = (Q, Z, X, V, C, E, q F ), where:
• Q = {q 1 , q 2 , ..., q n , q n+1 , q F } is the set of discrete locations. The initial state is q 1 .; • Z : Z ⊂ Q is a set of pause locations where no variables evolve; • X is the set of real valued external variables;
• V is the set of special real-valued feature variables;
• C = {t, lt} is a set of timers where t measures cumulative time along a match, and lt is a location timer, measuring time spent in a location. All timers are initially 0; • E is a set of edges, also called transitions. These are similar to the transitions of a HA, with the exception that G(µ) may contain PORVs and events. The reset relation,
, is an ordered list of variable resets R 1 , R 2 , ...R m µ , where only the valuation of variables in V ∪ C may be updated. R i , represented as R i (µ, U ) for clarity, is a set of concurrent resets. R i is applied before R i+1 ; • q F : q F is the accepting location of the automaton. A state of M F is given as (q, ν) ∈ Q × V(X ∪ V ∪ C).
The construction of the feature automaton from a feature specification is described below. We first provide the intuition behind the automaton. Each location of the feature automaton represents the match of some feature sub-expression. q i represents that the temporal sequence of events and PORVs leading upto (but not including) the i th sub-expression has been observed. The transition between q i and q i+1 is guarded by the Boolean expression of PORVs and events corresponding to the i th sub-expression; the associated set of assignments to local variables are computed along this transition. Progressing along the transitions between locations of the automaton corresponds to matching each sub-expression, keeping temporal constraints in mind, and assigning values computed to local variables as we move forward.
For a sequence expression having n sub-expressions, a match of the (n − 1) th sub-expression places the automaton in location q n , where it waits for the last sub-expression to match. When the n th sub-expression matches, the entire sequence expression has matched and the automaton transitions to the state q n+1 . At q n+1 , all local variables hold values assigned to them along the match. The feature is computed along the unguarded transition from q n+1 to q F , the final location of the automaton. q F has no outgoing transitions. The semantics of the HA assume that all resets along a transition are applied concurrently. Pause states enable enforcing ordering among interdependent assignments of a sub-expression. Additionally, the feature expression must be evaluated only after the last assignment in the sequence. We enforce such orderings in the following way: Given an ordered list A of individual arithmetic assignment expressions (resets), A 1 , A 2 , ..., A k , to be applied on the transition from location p to r of the feature automaton, as shown in Figure 2a , we modify the automaton as shown in Figure 2b . The list of k assignments is distributed over transitions between the pause states q R1 , q R2 , ..., q R k−1 , added to the set Z, of the feature automaton. A i represents the list assignments associated with sub-expression s i .
Given
.. ## τ n−1 s n and feature computation F, we construct the feature automaton M F = (Q, X, V, C, E, Z, q F ) as follows:
is the set of feature locations. Location q i represents that the sequence expression has matched upto s i−1 and it awaits the match of s i within the time interval τ i−1 . Locations q i R j are added if
For each assignment operation, other than the first, associ- ated with a sub-expression one pause state is added. State q i R j indicates that the j th assignment has been evaluated.
• X = X H .
• V is the set of feature variables, V = L ∪ {F name }.
• C is the set of timers {t, lt} • We augment the assignment list A i for sub-expression s i with the assignment lt:=0 for the location timer lt.
• An event of the form @ * (x ∼ a) is associated with PORVs as follows:
is associated with x == a and f low
is associated with x == a and f low x q < 0 where f low q x is the activity for x in the location q, where the event occurs.
• E is the set of edges defined by the following rules:
where µ F is the feature computation expression F.
• q iRj ∈ Z, for any location q iRj . {q n+1 , q F } ⊆ Z. Example 1. Time to Charge: The time for the battery to charge from volts (completely drained of charge) to the battery's rated voltage. The feature automaton for the feature ChargeTime of Example 1 is depicted in Figure 3 Theorem 1. Given a feature, F in FIA, for HA H, the feature automaton M F = (Q, Z, X, V, C, E, q F ) for F correctly captures the following feature semantics:
A If a run ρ of H yields a match M, then the run ρ is accepted by feature automaton M F with the same valuation as Eval(M, ρ, F). B If a run ρ of H is accepted by M F with valuation γ, then ρ has a match M, such that Eval(M, ρ, F) = γ. Proof. We prove the theorem in two parts as follows:
Part A: Let ρ :
fi+n−1 · · · be a run of H that matches the sequence expression S = s 1 ##τ 1 s 2 ## τ 2 ... ##τ n−1 s n , with match M = σ i1 , . . . , σ in . Let M F be the feature automaton constructed for feature F .
The
) is reachable for all 1 ≤ j ≤ n. Given the reachable state (q j , σ ij ) and the edge (q j , µ j , q j+1 ), we know that σ ij |= ρ s j and G(µ j ) = s j ∧ (t ij−1 + ...
B. Product Construction
The product construction of the HA H and the feature automaton, M F yields a special type of automaton as defined below. In the classical product construction, non-determinism present in the component automata may carry forward into the product. In order to enforce predictable semantics, preventing unintended associations to yield matches for a feature, we introduce the notion of first-match region semantics.
Consider the sequence-expression P1 ##[0:$] P2, where P1 and P2 are PORVs over analog signals x and y respectively, where the designer's intention is to specify the pattern, "P1 is true and thereafter P2 is true". The truth intervals of the PORVs are shown as r 1 , r 2 , r 3 , r 4 and r 5 in Figure 4 . Observe that P1 is true in interval r 1 and P2 is subsequently true in r 2 . Since the observation of P2 in r 3 is not subsequent to observing P1 in r 1 , we match P1s truth in r 1 with P2s truth in r 2 , but not r 3 . r 4 is similarly matched with r 5 . r 3 does not contribute to any match. These semantics are formalized in Definition 12.
Definition 12. First-match Region Semantics
Given a sequence expression, S = s 1 ## τ 1 s 2 ## τ 2 ... ## τ n−1 s n , and M = { σ 11 , σ 12 , . . . , σ 1n , σ 21 , σ 22 , . . . , σ 2n · · · }, the set of all matches of S in run ρ of the hybrid system H, M * = σ i1 , σ i2 , . . . , σ in ∈ M follows first match region semantics if and only if
and (∀ t l ≤t ≤tr σ i1 , . . . , σ k is a match for S j 1 , T k = t ). The restrictions on matches imposed by Definition 12, require the addition of constraints to limit the non-determinism in the resulting product automaton. The product definition presented here ensures that only runs following first match semantics reach the final location in M F . The exclusion of other runs that would have matched in a traditional product is intentional, and imposed so as to accurately embody the semantics of feature computation in FIA in the product generated. Aditionally, the feature automaton doesn't follow the traditional structure of an observer automaton for verification. These reasons taken together motivate the need for a nonstandard product construction.
We
|V ∪C|+1 is the set of initial states, where all feature automaton variables and the variable level are initially zero;
by the following rules:
where q H ∈ Q H and q f ∈ Q S , µ H and µ f are the transition relations µ H ⊆ V(X H ) × V(X H ) and
Note that the initial value of level is zero. • The function Act F assigns activity flow function f low F q x : R ≥0 → R n for each x ∈ X F in location q ∈ Q F as follows:
to enforce first match region semantics, at level f , q H is replaced in Q F according to the transformation in Figure 5 . Herein, q H f is identical to q H and differs only in the invariant as shown. G(µ) is the non-strict complement of the guard for relation µ, i.e. compliments observe De-Morgan's law, except that the compliment of x ≥ a is x ≤ a and viceversa.
For each feature F and HA H, an LSHA is constructed. Hence, to analyze features F 1 , ...F m , F i H, 1 ≤ i ≤ m, are constructed. The product automaton for the feature ChargeTime of Example 1 is shown in Figure 6 . Algorithm 1 describes the steps to reduce the problem of feature computation to a problem of computing the reachable set of states of a HA. Theorem 2. Given a HA H and a feature automaton M F corresponding to feature F , for all matches M of F in all runs ρ, the feature range R F = [F min , F max ] is the set of valuations of variable F name in location q F , where q F is the final state of M F . Proof. The product automaton construction given in Definition 13 tunes the model to the sequential behaviour asserted by the feature sequence-expression. The tuned automaton is called a level-sequenced hybrid automaton.
The tuned model can be thought of as a multi-level automaton, with the current level indicated by the value of the variable level. Level 0 corresponds to the location q 1 of feature automaton M F . At this level, the automaton waits for a match of the first sub-sequence s 1 . When s 1 matches, the control nondeterministically moves up one level or stays in the same level.
µ f has no events over location labels 
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level == 1∧ Fig. 6 : Feature Tuned Battery Charger Hybrid Automaton for feature ChargeTime A constrained form of non-determinism, due to first match region semantics of Definition 12 is applicable at higher levels. When moving up a level, any assignments to the local variables associated with the match are made. The non-determinism in the control allows us to identify a continuum of matches. When the entire feature has matched (ending with the match of the last sub-sequence), control moves to the final location of the feature automaton and the feature is computed.
In general consider the following feature skeleton, where τ i is a delay separating s i and s i+1 .
feature Fname (Lp); begin var L; s1 ##τ1 s2 ##τ2 ... ##τn−1 sn|->F; end Except at Level 0, in accordance with Definition 12, to preserve first match region semantics all locations where subsequence expressions match have outgoing transitions deleted as shown in Figure 5 . At Level 0, all transitions of H are retained (Equation 13.1), allowing all legal start matches to be found. This allows us to take advantage of the nondeterminism in the model allowing overlapping matches to be identified and captured. At any level i, at all locations of H that do not satisfy s i (Definition 7), all outgoing transitions are preserved (Equations 13.2). The non-determinism from the first match region semantics arises out of the semantics of the FIA language, i.e. the non-urgent semantics of PORVs versus the urgent semantics of events, and is in accordance with Definitions 8 and 12, allowing a possible continuum of states that satisfy s i , with valid delays, to match. In Level 0, when s 1 is satisfied, there is a transition to Level 1, at which point assignments that are part of s 1 are made. In Level 1, the analysis proceeds by searching for the location where s 2 is satisfied, at which point, a transition is made to the next level (Equations 13.3, 13.4, 13.5, 13.6). This process of transitioning from one level to the next concludes when the entire sequence expression matches and a transition is made to the final location q F , at which point the feature is computed.
Theorem 1 proves that any run ρ that has a match M = σ 1 , σ 2 , ..., σ n results in acceptance of the run. By construction, the product automaton (LSHA) reaches the final state q F only when M exists in ρ for matches satisfying first match region semantics of Definition 12. On entering q F , F name is computed with local variable valuations corresponding to M.
Therefore, any run ρ of H satisfying Definition 12, having match M, accepted by F , results in the computation of F name on entering the state q F . As per Theorem 1, M F reaches state q F only for runs ρ that match the sequence expression S. Therefore, the range of values of F name in state q F , as per Definition 10 is the feature range for feature F .
We assume that each sub-expression is associated with at most one local variable assignment, the assignment of the feature variable being associated with the last sub-expression. We look at the case of multiple variable assignments later. Theorem 3. For a feature F having n sub-expressions, and a HA model H with k locations, H F has at most k, non-pause locations, and |X H | + |V | + |C| + 1 variables.
Proof. We collapse levels in which a location q H of H may be in, using the variable level. The variable level remains constant while in a location, but may be changed discretely on a transition. level has a value 0 initially representing the fact that no sub-expression has matched. level is reset to i when sub-expression i matches, indicating a move from level i − 1 to level i. Transitions from one level to another assign an appropriate value to level indicative of the subscript of the sub-expression matched. Since the final location is a terminating location, only one such location is required. In the final location, no variables evolve. Thus, one copy of H's locations suffices to represent all levels, and in addition to the other pause locations uses one additional location to represent the final location. Thus, atmost k non-pause locations are required using |X H | + |V | + |C| + 1 variables.
Note that the sub-expressions in F may cause some locations in Q F to split, however, this partitioning represents the same reachable region, as it's sole purpose is to enforce a loose form of urgent semantics, and does not affect the behaviour of H. Additionally, the number of assignment operations has an affect on |Q F |. Consider a feature F having n sub-expressions, and a HA model H with k locations. Since a sub-expression can match in any of k locations of H, a transition from one level to the next can exist at any of k locations, and takes effect through at most max − 1) ). During a reachability analysis, this reduction greatly benefits time and memory utilization allowing reachability tools to better scale with the use of features. By flattening the automaton with the use of variable level, we avoid the quadratic increase in the number of locations, allowing reachability tools to better optimize time and memory from the reduction in the number of symbolic states being stored and analyzed, allowing reachability to yield results faster. For instance without the variable level the vanilla product analyzed by SpaceEx takes 1m:30s and twice the memory with 7 locations as opposed to the 20s with 3 locations and the variable level for the Settle Time feature in Example 3.
C. Feature Evaluation
The product automaton is, by construction, a HA. The location q F captures the intent of feature computation and variable valuations reachable in q F , for the feature variable, represent the reachable region for the feature, i.e. the feature range.
Therefore, the LSHA H F = M F H, can be presented to a reachability analysis tool with attention given to the reachable set for the feature variable in q F .
The variable F name ∈ X F is assigned the value of the feature computation function F, for a feature match. For the reach set R computed in Algorithm 1, the feature range is as [F min , F max ], where:
where η(σ[F name ]) is the valuation of F name in state σ.
It is important to note that the reach set R is symbolically computed and may be represented in terms of flowpipes (convex hulls of reachable states) as polyhedral [2] , [3] , [4] , [5] or support functions [9] ; a support function represents a convex set by attributing to each direction in R n , for n directions, the signed distance of the furthest point in the set to the origin in that direction. R may also be computed from a set of SMT clauses as done in [29] , [30] . In the next section, we dwell on the extremal analysis of R.
IV. FEATURE ANALYSIS OF CORNER CASES
In our past work we demonstrated how reachability analysis tools such as PHAVer and SpaceEx can be used at the back end in our methods for computing features [27] . While this gives us an idea of the feature range, they do not show us how the extremal values can be reached. Additionally, due to over-approximation errors, it is not known if the corners of the feature interval generated by these tools are real. SMT solvers however, are capable of generating reachability proofs for a reachable goal state. For a feature, this would mean that we would be able to construct a proof of how a feature valuef can be realized, in terms of a concrete trace for which the computation of the feature yieldsf . It must be noted that SMT solvers for reals [30] , [31] use decision procedures that, like reachability analysis tools, also use overapproximation techniques. Additionally, the analysis is bounded in the values of the SMT variables and in the number of automaton transitions (a hop bound). Hence the Step + dReal (SMT Solver) 1 1 Fig. 7 : Outline of the Feature Value Search using SMT outcome is an overapproximation of a bounded reachability question. If the bounds used are realistic and sufficiently large, the boundedness is acceptable since for most realistic systems the domains of variables in all locations of the HA model are bounded. To improve reliance on the results obtained, bounds used must come from knowledge of the design and the results must be interpreted in terms of these bounds. Although, due to the overapproximation, the proof of reachability for a goal in SMT could be fictitious, it provides insight to build test cases for simulations to verify the reported scenario. In practice we find that the overapproximation produced by reachability analysis is larger than that produced when using SMT solvers.
It is important to note that the algorithms in Section III, reduce the problem of feature analysis to a reachability question. The generality of the algorithm allows it to be used with a variety of reachability analysis tools.
SMT solvers, by nature, are less inclined to perform flowpipe analysis (which generates an overapproximation of the state-space) and more inclined towards finding a single run that satisfies a goal constraint. This therefore becomes a challenge when we relate the notion of identifying the interval of values a feature can take for the HA, when using SMT solvers. We answer the following questions:
1) How would a reachability question for computing the feature interval be posed as an SMT solver goal? 2) Any such goal will only yield a single feature value, and not a range. How would one then compute the range of feature values? An additional side note, a very important one indeed, is that once the range of feature values is identified using SMT, the SMT solver can also be asked to provide a satisfying trace, thereby solving the input selection problem for analyzing corner cases for features.
We first describe a summary of the methodology used to compute the feature range using SMT as shown in the block diagram of Figure 7 , the feature to be analysed is first expressed in FIA. The HA model along with the feature is taken through the transformation step, wherein the automaton is tuned for feature analysis. The tuned model is an implicit representation of all legal executions of the automaton, biased toward computing the feature attribute.
A typical SMT question about feature value f would be posed as follows:
Is there a run of the automaton that results in feature value f? On the other hand, the Feature Range Analysis must answer the question:
What is the range of feature attribute values for H? To bridge this gap, we use a two pronged reduction described in Sections IV-A and IV-B. 
G2^level We use the SMT tool dReach [29] , which in turn uses the solver dReal [30] for modeling and analyzing hybrid behaviours over reals. Before proceeding, we briefly describe the caveats of the decision outcomes presented by dReach/dReal. dReal solves the δ-decision problem, i.e. is a given formula false or δ-true (or, dually true or δ-false). A formula is δ-true if the formula would be true under δ-bounded perturbations to the formulas syntactic form [31] . For a feature, this would mean that a feature goal is reachable under δ-bounded numerical perturbations to the goal, and the sentences describing the system [29] . Since realistic hybrid systems interact with the physical world, it is impossible to avoid slight perturbations. Hence, this is a very useful result as it gives feature values that are reachable under reasonable choices for δ [32] . The δ-decision problem has been shown to be decidable for first order sentences over bounded reals with arbitrary Type 2 computable functions (real functions that can be approximated numerically, such a polynomials, trignometric functions, and Lipchitz-continuous ODEs) [33] . The theory of dReal guarantees the result of the unsatisfiability of a goal G over K transitions (hops), with δ perturbations on sentences describing the system.
The model is unrolled in terms of number of transitions, upto the given bound K. For instance, if our goal were to reach the location q F in the location graph of Figure 9 , a minimum of five transitions would be required, resulting from an unrolling of the model six times starting with location Closed, to reach the location q F , reachable only when level is 3, as shown below:
The encoding of a HA as SMT clauses for dReal can be found in Ref. [29] . The clauses generated by the tool dReach are evaluated by the solver, dReal [30] . dReal uses the theory of δ-Computability [31] to decide if the goal is δ-true or false.
B. Feature Range Exploration
To compute the extremal feature values and the corresponding traces, search techniques are used to explore the feasible set of feature values and progressively refine the corners of the feature range.
Given that a SMT Solver takes a goal statement as input and responds indicating whether or not the goal is reachable, the search technique employed has to intelligently decide how to explore the goal space (the feature value space) to identify the corners of the feature range. The choice of the transition bound K is of extreme importance because a low value of K can yield a severely underapproximated feature ranges, as a low K would ignore feature values reachable via transition paths longer than K. The value of K is left to the verification engineer to pick. An appropriately large K must be identified to ensure that the feature range safely overapproximates the feature values reachable.
To begin, assuming that no feature value F is initially known, if a behaviour contributing to the feature exists, the feature value will either be positive (including zero), or negative. Therefore, initially the search uses goals F < 0 and F ≥ 0 as pivots about which to begin. The algorithm pushes a pivot as far as possible in each direction to find the corners of the feature range.
The supervisory algorithm is outlined in Algorithm 2. This algorithm uses the algorithm Expand to push the pivot outwards. For pivot value f * , a goal that trivially checks if F < f * may return a feature value very close to f * resulting in repeatedly finding values of f * that are within close proximity of each other. Therefore the algorithm explores the feature space in steps of size 2 i−1 × M , where i is the i th expansion step. M is a search parameter chosen by the designer. For instance, in the computation of the settling time for a buck regulator, M = 10 −6 , because the feature value is in the order of µs. The expansion initially attempts to find a feature value that is further than f by an amount M , and pushes a value found further by a recursive call to itself on the new pivot using a step size of 2 × M . If no new pivot is found, a search ensues to find a feature value within the interval [f ,f + M ] or [f − M ,f ] depending on the direction of search. Expansion is attempted until further expansion is not possible. At such a time a bounded interval search, ETS, that uses a bisection approach of search, is initiated, that refines the interval tapering it towards the corner of the feature range. Figure 10 pictorially depicts this strategy, starting at a pivot f * with boxes indicating steps during the expansion and red circles are new pivots.
analysis of HA using the reachability analysis tools SpaceEx versus using the SMT tool dReach.
A. Models and Features
In this section we present various models and features used in our work. The features are varied and use sequence expressions written over location labels, Boolean combinations of PORVs and events. Local variable assignments are used in interesting ways to capture both timer and variable values. The feature expression computes a function over the local variables. In the following examples we demonstrate the use of sequence expressions and local variables to describe interesting behaviours in the models and how they are computed over runs of the HA. For instance in Example 3, the use of the value assigned to the local variable for measuring settling time is conditional on the output of the buck regulator settling.
The models and features used in our study are as follows: 
2) Buck Regulator
The HA for the two location DC-DC Buck Regulator [34] , [35] , presented in Figure 8 , has a complex behaviour due to its high location switching frequency, yet is simple enough to be used to help explain the notion of feature analysis. There are two variables, one representing the voltage across the load (x 1 ) and one representing the current (x 2 ). Details describing the dynamics of the variables in each mode of operation are shown in Table I 
Constant Value R0 500 R1 540 R2 590 Fig. 11 : HA model of a controller for a Nuclear Reactor [34] |-> overshoot = v1; end Note that the feature range gives us the overshoot, and the peak overshoot is indicated by the right corner of the range.
3) Nuclear Reactor Control
The hybrid model of a dual rod temperature control in an atomic reactor is shown in Figure 11 . The strategy is designed to insert a cooling rod into the reactor with the aim of maintaining the temperature of the reactor below a temperature threshold for meltdown and above a temperature for sustaining the nuclear reaction. Mechanical constraints prevent both rods from being inserted simultaneously, and requires each rod to be given a resting period of 20 time units before re-insertion. The features used for the analysis are as follows: Example 5. Unsafe Operating Temperature: Reactor temperatures that if reached can lead to reactor meltdown. feature unsafe(); begin var temperature; ((c1<=20 && c2<=20 && x>=550)|| (c2<=20 && x>=590)), temperature = x |-> unsafe = temperature; end
The condition of meltdown occurs when the reactor temperature rises above a safe threshold. The reactor can be in a state in which the temperature of the reactor is below this safe threshold, but has crossed a point-of-no-return, i.e. neither control rod can be inserted, inevitably leading to a state of reactor meltdown. A safety property that checks for the safe operation of the reactor, with a traditional model checking approach, would only yield one of the many possible failures. However, it is of greater interest to identify the minimum temperature at which such a failure can occur. Knowledge of this corner enables a designer to design a suitable strategy for managing the rods. A feature analysis, unlike traditional model checking, yields these corner cases. Figure 12 shows one such corner case obtained using the methodologies of Section IV, in which the red bold line marks a point-of-noreturn. Observe that from this point the temperature x rises, passing through safe temperatures and beyond into the unsafe region of meltdown. In this scenario, the timers for both rods are below their thresholds, preventing their insertion.
4) Cruise Control
We further demonstrate the applicability of our work on control systems using the cruise control model benchmark, details of which are available in [36] . The HA models the difference between the target cruise control velocity to be It uses six modes of operation, four of which handle braking (two for strong braking and two for weak braking), one mode to model acceleration, and one to model the cruise state.
The features used for analysis of the cruise control model are listed in the examples below. Example 6. Time for Speed Capture from a precise speed difference, k, between target and actual speed, when using strong braking, to a when the target speed is reached. 
B. Experimental Results
A Feature based formal analysis was performed on the models and features outlined in Section V-A. The results of the feature analysis of these models are described in Table II . We demonstrate the analysis of both strategies for feature analysis on four systems that cover both the AMS domain and the control domain.
Both strategies have been implemented in a unified toolflow. The tool is run on an Intel(R) Core(TM) 2 Duo CPU T6400 having two cores, each running at 2.00Ghz.The machine houses 4GB of DDR2 RAM.
For each system model, the features described in Section V-A are inputs to the tool. The tool computes the feature automaton and uses it to tune the HA for feature analysis. The feature range is first obtained by analyzing the transformed automaton using SpaceEx. The Feature Range Search of Algorithm 2 then recursively computes goal clauses, that are predicates over the feature variable. The feature transformed TABLE II: Results for Formal Feature analysis automaton, together with a goal clause is presented to the SMT solver. Algorithms 3 and 4 refine the goal clauses until a bound on the feature range is obtained. Table II reports the results obtained from this analysis.The size of the transformed automata in terms of the number of locations (in set Q F ) and number of variables (in set X F ) are also shown. The algorithm used to compute the feature range is indicated in the the column titled Algorithm, with "A.1" indicating the use of Algorithm 1 and "A.2" indicating the use of Algorithms 2, 3, 4. For each feature both the minimum and maximum corners of the feature range are reported along with the time taken to compute the range for each methodology. Both SpaceEx and the SMT analysis are bounded, by introducing a global clock with an upperbound on time. The SMT analysis "A.2" used a hop bound (K) of 15 transitions for all test cases except for the Buck Regulator for which a bound of 50 transitions was maintained. These bounds took into account the number of locations (considering also the expected number of switches between locations, for e.g. the Buck Regulator) in the automaton and the number of subexpressions in the feature sequence expression. We reiterate that K is a bound on the discrete transitions of the HA. Within a location a large number of clauses may be generated for the evolution of the HAs continuous variables. It is important to note that the SpaceEx tool computes the feature range in one sweep of the reach set; however, multiple iterations of the SMT tool are involved in computing the feature range using "A.2". Additionally for the feature computing the Unsafe Operation Temperatue, the feature ranges produced by SpaceEx and the SMT tool show errors of 0.1. We attribute this to the precision of representation for floating-point numbers used by the tools.
Note that for the feature "Settle Time" of the Buck Regulator, the methodology using SMT exceeds memory bounds on our systems. We attribute this to the fact that the Buck Regulator is a highly switched circuit and the frequency of switching between modes of the automaton is extremely high. Therefore more than 50 transitions are made within a very short span of time (time from the perspective of the Buck Regulator), but takes an inordinate amount of time for the solver to compute. Additionally, due to the large number of transitions taken, the number of SMT clauses generated becomes too large for the solver to handle. This therefore leads to the solver running out of memory. This interesting observation leads us to conclude that for such systems having a high switching frequency, SpaceEx can be used with a resolution smaller that 10 −6 . Such high resolutions would take SpaceEx in the order of a few seconds to a few minutes to compute the feature range, depending on the chosen resolution.
For the models used here, it is shown that the feature range produced by the SMT solver is typically tighter than the feature range obtained from using SpaceEx. Both methodologies were employed using similar value resolutions. It is notable that the methodology employing the use of the SMT solver requires higher CPU bandwidth as indicated by a higher value for the use of SMT (A.2) in the column for CPU-Time. The feature transformation methodology itself scales well with reachability tools and SMT. The time for analysis is dependent on the tools used. The tool SpaceEx has been used extensively for the analysis of HA and scales well for the models on which we have demonstrated our approach. SpaceEx, in benchmarks has shown to be capable of handling systems with more than 100 variables [9] . The time and memory to compute a feature range grows exponentially with an increase in the hop bound when using SMT to compute the feature range. This is an expected result associated with an equivalent growth in the number of SMT clauses for larger hop bounds.
VI. CONCLUSION
Features capture the designers intent to quantify how well the system behaves. By their nature they therefore subsume assertions. In our past work, we introduced methodologies for feature analysis of AMS circuits through simulation. In this article we presented a compendium of our work on the formal analysis of features for HA. The formal construct of the HA is used to model and analyze a variety of systems from both the AMS and Control Domain. In the control domain, translation of automata based models into control tasks mapped to embedded platforms are becoming increasingly common. For example, automatic code generation from Simulink/Stateflow models is supported in MATLAB. In the circuit domain it is possible to translate HA models to various types of behavioural models, such as VerilogA, VerilogAMS and SPICE [37] . Additionally, in [38] we use feature analysis to tune HA models through user feedback and automatically generate feature-accurate VerilogAMS models. The key aspect of these strategies is in generating a wrapper interface around the model to allow it to be seamlessly integrated into a simulation flow with other modules.
