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Resumo
O estudo da resposta na˜o linear em sistemas cristalinos tem sido palco de diversas discusso˜es e
divergeˆncias entre autores da a´rea. Foram propostos va´rios formalismos distintos que, quer pela
complexidade do problema, quer por problemas inerentes a certas descric¸o˜es, falharam a tarefa
de construir uma ferramenta concreta que pudesse ser considerada padra˜o no ca´lculo destas
respostas. Este trabalho dedica-se a este estudo.
Abstract
A study of the nonlinear response of a crystalline system has been the stage of discussion and
disagreement between authors in the area. Several different formalisms have been proposed,
which, either as a consequence of the problem’s complexity, or as the result of latent problems
in certain descriptions, have failed to create a standard procedure by which these nonlinear
responses could be studied. This is the subject of our work.
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Chapter 1
Introduction
A system’s response to an external electric field is a problem going back to the beginning
of Electrodynamics, to Ohm’s description of an electric circuit and to J.C. Maxwell’s work,
embodied in the famous set of equations that share his name. Nowadays, by successive advances
in both material science and optics, it was possible to extend the study of a system’s response
beyond the realm of linear phenomena, and the superposition principle, into more general and
quite unfamiliar areas. This is exemplified by a brief account of the first nonlinear processes.
1.1 Nonlinear electrical responses
A classical electrodynamics textbook, e.g [1], presents the relation between a current density J
and the external electric field E acting on a system as
J = σE (1.1.1)
This relation is called Ohm’s Law, and the coefficient relating the two quantities is called the
electrical conductivity. This object can also be cast into a more general, tensor form,
Ja = σabEb (1.1.2)
for a, b the cartesian component indices. It is possible, however, to further generalise this ex-
pression, by considering the current to be the sum of the terms of a power series in the electric
field,
Ja = σ
(1)
ab Eb + σ
(2)
abcEbEc + σ
(3)
abcdEbEcEd + (...) (1.1.3)
By adding second and third order terms, the superposition principle is no longer valid, thus
moving us into the realm of nonlinear physics.1
Consider an oscillating electric field
E(t) = E0 (e
iωt + c.c.) (1.1.4)
1Note that these argument can also be presented in terms of the study of another physical quantity, the
induced polarization, P(t) [2]. Since we are chiefly interested in studying a system’s response by means of an
electric current, J(t), we will use this quantity for our preliminary account on nonlinear physics.
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in its usual plane wave decomposition. For a system with nontrivial second order response, the
expression for J(t) now contains2
J (2)a (t) = σ
(2)
abcE0,bE0,c (1 + e
i2ωt + c.c.) (1.1.5)
new components at frequencies, zero (static) and 2ω. Similarly for J
(3)
a (t),
J (3)a (t) = σ
(3)
abcdE0,bE0,cE0,d (e
i3ωt + 3eiωt + c.c.) (1.1.6)
there is the appearence of a nonlinear ω component and a 3ω component.
In general terms, a system’s nonlinear behaviour transforms an input signal with a well-
defined frequency ω into a output comprising of different order contributions at different fre-
quencies.
ω → ω (E1)
→ 0, 2ω (E2)
→ ω, 3ω (E3)
→ (...)
It is therefore reasonable to assume that this type of phenomena could, in principle, play a role
in the description of a system’s physics. What is observed, however, is that the majority of
systems is correctly described by means of a linear treament.
Nonlinearity thus requires at least one of two things: physical systems with very large
σ(n), n > 1 contributions; or alternitavely, a way to expose the physical system to a very large
eletric field E. Whilst the first possibility is restricted to certain materials, endowed with a given
special property, the second one was made possible due to the advent of the laser, consequently
opening up the field of nonlinear physics.
1.2 Motivations behind this work
At the present time it is, however, possible to combine the two aforementioned points. Materials
such as the monolayer graphene have been shown to possess an excellent nonlinear optical
response [3]. Its special property is the ultrarelativistic dispersion relation in the Dirac regime
[4].
ks = s~vF
√
k2x + k
2
y s = ±1 (1.2.1)
In this regime, one expects a intrinsically nonlinear response [5], as demonstrated by a naive
computation of the electric current in an x direction, jx, associated to the motion of a Dirac
2Note that, in general, σ will also be a function of the frequency. This dependence will be neglected throughout
this section, as it is not central to the argument.
3
cone electron, s = +1.
jx = −evx
= −evF
~
∂kc
∂kx
= −evF kx√
k2x + k
2
y
(1.2.2)
By taking the limit where ky → 0,
jx = −evF sgn(kx)
and for kx, the solution of the semi-classical equation of motion involving an external oscillating
electric field, Ex = E0 cos(Ωt),
kx = −eE0~Ω sin(Ωt) (1.2.3)
the system’s response, by means of the electric current jx
jx = −evF sgn(sin(Ωt))
= −4evF
pi
[sin(Ωt) + sin(3Ωt) + sin(5Ωt) + . . .]
is shown to be anharmonic, with the natural appearance of the higher frequencies.
Several different perspectives, using both classical [5, 6] and quantum [7, 8, 9, 10] descriptions
for the graphene’s response, have already been proposed, but a coherent and definitive answer
to this problem is yet to be established. Additionally, one would like to study systems other
than the monolayer graphene, thus requiring a formalism that is applicable in a general way.
On this last point, there have been mainly two approaches, one in which the external electric
field is introduced by means of a scalar potential [11, 12, 13] and another that employs the
minimum coupling to that same purpose [14, 11].
The former approach, to which we shall refer to as the E or scalar potential formalism, was
shown to have two inherent caveats. First, the equations of motion for the reduced density
matrix are nondiagonal in momentum space and thus cannot be solved independently. Second,
it requires the use of sum-rules that relate the intraband part of the position matrix element with
the interband one, as the intraband terms are formally divergent [13]. This second objection was
shown to be a surpassable one, by describing the uniform electric field in terms of a spatially
dependent scalar potential. This comes, however, at a cost, since it adds an extra, spatial,
variable to the problem [10].
The latter, taking the name of A or vector potential formalism, has, on the other hand,
the problem of ascribing nonphysical contributions to physical observables [14]. As mentioned
in [12], this could be solved by application of commutator identities, but the validity of these
identities might be compromised when using certain models or approximations.
Our challenge then was to start afresh and to derive a formalism that could be used to study
a system’s nonlinear response, either for graphene or for the general case.
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This is what we sought to do in this work. We began by taking a comprehensive study of
the core concepts involved in the system’s response to an external electric field, for both the
arbitrary and the crystalline system. We then endeavoured into the study of the vector potential
formalism,3 and have shown that it can be used to derive, in the first three orders, expressions
for the system’s electrical response. The results, for the linear and second order response, are
then compared with the ones obtained by the juxtaposing scalar potential formalism [10], with
the conclusion that, in these orders, both produce the exact same result, thus showing that the
A formalism is indeed free from unphysical contributions. The equivalence between the two
procedures is thus established in both the conceptual level and in terms of the results obtained.
The attention was then turned to the trigger of this discussion: the monolayer graphene,
and to the use of one of its properties: its centrosymmetricity, as a tool that can be used in
simplifying the calculations.
Finally, due to time restrictions, it was impossible for us to obtain the expressions for
graphene’s nonlinear response. Thusly, a recipe for its calculation is developed by means of
an example: the analysis of the first order current in graphene. This analysis also produced the
results found in [5, 6, 8, 7, 9, 10].
3As it is free from the aforementioned problem of the sum rules.
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Chapter 2
Introducing an external field to a
system
A study of nonlinear effects in the electric current, J(t), must begin by exploring the methods
by which an external field is coupled to a physical system (which in Condensed Matter Physics
is usually the crystalline system). In this chapter, two distinct, but equivalent ways of endowing
our system with an external electrical field E will be discussed. They will be named the A and
E procedures.1 This will be, at first, developed in the context of a single particle picture and
then in a second quantization picture. The former will allow the reader to get familiar with the
jargon and expressions commonly presented in texts on this subject while the latter will allow
us to derive expressions for J(t) in a context suitable for many-body physics.
2.1 Electromagnetic fields, vector and scalar potentials
Our study begins with a quick survey of concepts in classical electrodynamics. We recover the
definitions of the electric and magnetic fields, E, B in terms of scalar and vector potentials, φ,
A [1].
E(r, t) = −∇φ(r, t)− ∂A(r, t)
∂t
(2.1.1)
B(r, t) = ∇×A(r, t) (2.1.2)
This provides us with two different approaches to this problem. As we are solely interested in
studying the non-linear frequency mixing for the current J(t) we will consider an E field that is
both spatially uniform and time-dependent, E(t).2 It follows from (2.1.1), that E(t) can be cast
in terms of
E(t) = −∂A(t)
∂t
(2.1.3)
1Or equivalently, the vector potential and scalar potential procedures.
2When studying the effect of an external field on an atomic system, it is common to consider the spatial profile
of the external pulse as being uniform, when its wavelength λ is much larger than a0, the characteristic atomic
size. This is called the long wavelength approximation.
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To the description formulated with A(t), we shall call the A or vector potential formalism.
Alternatively, it is also possible, in a procedure covered in [10], to define E(t) in terms of the
scalar potential, φ.
E(t) = −∇φ(r, t) (2.1.4)
provided that the long wavelength approximation is verified. Both these formalisms are used to
address the same physical field and as a result, must be conceptually equivalent. In principle,
these should also provide us with two different pathways into extracting the same end result.
As we will see, both procedures have their own inherent caveats. Whilst the latter requires
either an extra, spatial variable to be handled,3 or that some sort of sum-rule be enforced, the
former will provide us with lengthy formulas from which physical meaning cannot be immediately
extracted. We will proceed to describe these formalisms by studying how a system is endowed
with the electromagnetic interaction. This means studying the arbitrary system’s Hamiltonian
operator.
2.2 Single particle picture
An arbitrary single-particle system is described by the Hamiltonian,
H0 = p
2
2m
+ V (r) (2.2.1)
composed by the kinetic term p2/2m and some unspecified potential V (r). As mentioned, an
interaction with the external electric field is to be added this problem.
Vector or scalar potential formalism
A vector potential is included in the Hamiltonian by what is commonly called the minimum
coupling procedure.
p→ p− qA(t) (2.2.2)
H0 → HA = (p− qA(t))
2
2m
+ V (r) (2.2.3)
Since we are interested in studying electronic systems, the charge q is to be fixed to the electron
charge throughout the calculations: q = −e. The transformation H0 → HA, can be expressed
in terms of an unitary, time-dependent, local gauge transformation U(r, t)
HA(t) = U†(r, t)H0 U(r, t) = e−i
e
~r·A(t)H0 ei e~r·A(t) (2.2.4)
3The spatial dependence is especially problematic, since it will require some thorough bookkeeping. An example
of this will be produced later on.
7
which is defined as U(r, t) = ei e~r·A(t). We thus obtain
e−i
e
~r·A(t) p ei
e
~r·A(t) = e−i
e
~r·A(t)~
(∇
i
)
ei
e
~r·A(t)
= ~e−i
e
~r·A(t)ei
e
~r·A(t)
(∇
i
+ e~A(t)
)
= p + eA(t) (2.2.5)
while leaving the V (r) portion of the Hamiltonian invariant.
As a consequence of introducing A(t), the Hamiltonian is no longer time-independent. The
evolution of system’s states, |ψA〉, is now described by the time-dependent Schro¨dinger equation:
i~
∂ |ψA〉
∂t
= HA(t) |ψA〉 (2.2.6)
The second procedure, by name of the scalar potential formalism, consists in explictily adding
the dipole-interaction term to H0.
H0 → HE(t) = H0 + eE(t) · r (2.2.7)
which can be expressed in terms of the scalar potential,4
HE(t) = H0 − eφ(r, t) (2.2.8)
The system’s states, |ψE〉, obey the time-dependent Schro¨dinger equation:
i~
∂ |ψE〉
∂t
= HE(t) |ψE〉 (2.2.9)
As mentioned, these procedures should be equivalent. In order to demonstrate this, a state
∣∣ψ¯〉
is defined as follows ∣∣ψ¯〉 = U(r, t) |ψA〉 = ei e~r·A(t) |ψA〉 (2.2.10)
and computing its time derivative, it can be checked
i~
∂
∣∣ψ¯〉
∂t
= i~
∂U(r, t)
∂t
|ψA〉+ i~U(r, t)∂ |ψA〉
∂t
= −e∂A(t)
∂t
· r ∣∣ψ¯〉 + U(r, t)HA(t) |ψA〉
= eE(t) · r ∣∣ψ¯〉+ U(r, t)HA(t)U†(r, t)U(r, t) |ψA〉
= eE(t) · r ∣∣ψ¯〉+ U(r, t)HA(t)U†(r, t) ∣∣ψ¯〉
= (H0 + eE(t) · r)
∣∣ψ¯〉 (2.2.11)
that the right-hand side of the equation is, by definition, HE(t).
It has thus been shown that a local gauge transformation, U(r, t), is the link between the two
4Note the equivalence between Hφ(r, t) and HE(r, t) , since Hφ(r, t) = H0(r, t)− eφ(r, t) = H0(r, t) + eE(t) ·´
dr = HE(r, t) for the spatially independent E. This is the trick that allows Mikhailov to avoid the divergent
matrix elements of the position operator [10].
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descriptions. This result confirms that these two different approaches are completely equivalent.
A relation between observables in the two descriptions is readily obtained. For some operator
Oˆ(r,p), the expectation value in the A states
〈ψE| Oˆ(r,p) |ψE〉 = 〈ψA| U†(r, t) Oˆ(r,p)U†(r, t) |ψA〉
= 〈ψA| Oˆ(r,p + eA) |ψA〉 (2.2.12)
is obtained via the local gauge transformation. Particularly, the velocity operator v = p/m is
written as
1
m
〈ψE|p |ψE〉 = 1
m
〈ψA| (p + eA(t)) |ψA〉 (2.2.13)
2.3 Second quantization picture
A problem involving a many-body system cannot be adequately depicted in the single particle
picture.5 A suitable description has to be rooted in a formalism which describes many-body
systems, that is to say, the second quantization formalism.6
The many-body Hamiltonian in Fock space is expressed in terms of fermionic field operators
ψ(r), ψ†(r),
H0 =
ˆ
ddr ψ†(r)H
(∇
i
, r
)
ψ(r) (2.3.1)
which are endowed with the usual anticommutation algebra,
{ψ(r), ψ(r′)} = 0 (2.3.2)
{ψ†(r), ψ†(r′)} = 0 (2.3.3)
{ψ(r), ψ†(r′)} = δ(r− r′) (2.3.4)
For our crystal system, H
(∇
i , r
)
reads
H
(∇
i
, r
)
=
~2
2m
(∇
i
)2
+ V (r) (2.3.5)
Let us review the procedures by which we can endow this Hamiltonian with an external field.
2.3.1 The vector potential procedure
As before, via minimal coupling,
HA =
ˆ
ddr ψ†(r)H
(∇
i
+
e
~
A(t), r
)
ψ(r) (2.3.6)
5The Hamiltonian would have to be written in terms of every single particle coordinate which would make this
an extremly convoluted problem.
6A thorough description of the formalism can be found in [15, 16].
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the Hamiltonian is endowed with the external field. Following (2.2.4), HA can also be rewritten
as
HA =
ˆ
ddr ψ†(r) e−i
e
~r·A(t)H
(∇
i
, r
)
ei
e
~r·A(t) ψ(r) (2.3.7)
It is essential to check that the relation between H0 and HA still holds. Such a relation now
involves a unitary transformation, U(t), acting on the field operators ψ(r), ψ†(r):
ψ˜(r, t) = U(t)ψ(r)U†(t) = e−i e~r·A(t)ψ(r) (2.3.8)
ψ˜†(r, t) = U(t)ψ†(r)U†(t) = ei e~r·A(t)ψ†(r) (2.3.9)
Note that the local gauge transformation leaves the anticommutation relations, (2.3.2) - (2.3.4),
intact
{ψ˜(r), ψ˜†(r′)} = {U(t)ψ(r)U†(t) ,U(t)ψ†(r)U†(t)} (2.3.10)
= U(t) {ψ(r), ψ†(r′)}U†(t) (2.3.11)
= δ(r− r′) (2.3.12)
So, transforming HA under U(t),
U(t)HA U†(t) =
ˆ
ddr ψ˜†(r, t)H
(∇
i
+
e
~
A(t), r
)
ψ˜(r, t)
=
ˆ
ddr ψ†(r) ei
e
~r·A(t)H
(∇
i
+
e
~
A(t), r
)
e−i
e
~r·A(t) ψ(r)
=
ˆ
ddr ψ†(r)H
(∇
i
, r
)
ψ(r)
= H0 (2.3.13)
we obtain the original Hamiltonian H0. Note that HA can also be written as
HA =
ˆ
ddr ψ†(r)
[
~2
2m
(∇
i
+
e
~
A(t)
)2
+ V (r)
]
ψ(r)
= H0 + eA(t) ·
ˆ
ddr ψ†(r) v
(∇
i
)
ψ(r) +
e2
2m
A2(t)
ˆ
ddr ψ†(r)ψ(r)
(2.3.14)
since the velocity operator v
(∇
i
)
= ~∇/mi. By decomposing HA in this fashion, it is now
immediate that the v ·A(t) and A2(t) terms are the time-dependent perturbations to the system.
When determining the dynamics of our many-body states, the time-dependent contributions
to HA turn this problem into one described by
i~
∂ |ψA〉
∂t
= HA(t) |ψA〉 (2.3.15)
the time-dependent Schro¨dinger equation.
From the knowledge of HA, the expression for the current operator J(t) can be obtained, by
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means of a functional derivative of the Hamiltonian,
JA(t) = − 1
V
δHA
δA(t)
= − e
V
ˆ
ddr ψ†(r) v
(∇
i
+
e
~
A(t)
)
ψ(r) (2.3.16)
This equation will play a central role in our description.
2.3.2 The dipole-interaction procedure
Adding the electrostatic interaction to H,
H → HE
(∇
i
, r, t
)
= H
(∇
i
, r
)
+ eE(t) · r (2.3.17)
the many-body Hamiltonian reads
HE =
ˆ
ddr ψ†(r)
[
H
(∇
i
, r
)
+ eE(t) · r
]
ψ(r) (2.3.18)
= H0 + eE(t) ·
ˆ
ddr ψ†(r) rψ(r) (2.3.19)
where the dipole-interaction term is the time-dependent perturbation.
As we have seen previously, the connection between procedures is the gauge transformation
U(t). Its expression is determined in the appendix A:
U(t) = exp
[
i
e
~
ˆ
ddr r ·A(t)ρ(r)
]
By defining
∣∣ψ¯(t)〉 as the gauge-transformed state,
∣∣ψ¯(t)〉 = U(t) |ψ(t)〉 (2.3.20)
and computing its time derivative,
i~
∂
∣∣ψ¯(t)〉
∂t
= i~
∂U(t)
∂t
|ψ(t)〉+ i~U(t)∂ |ψ(t)〉
∂t
=
[
i~
∂U(t)
∂t
U†(t) + U(t)HAU†(t)
] ∣∣ψ¯(t)〉
=
[
e
ˆ
ddr r ·E(t)ρ(r) + H0
] ∣∣ψ¯(t)〉 (2.3.21)
the equation of motion for the E procedure is obtained, now in the context of the second
quantization formalism. The first term on the right-hand side of the equation is the electrostatic
interaction term, which is no longer written for a point charge, but for an arbitrary charge
distribution.7 This again shows the equivalence between procedures.
The expression for JE(t) can be derived from (2.3.16) by noting that the expectation value
of an observable has to be invariant under an arbitrary unitary transformation, so that it must
7A by-product of the many-body description.
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satisty:
〈ψ(t)|JA(t) |ψ(t)〉 =
〈
ψ¯(t)
∣∣JE(t) ∣∣ψ¯(t)〉 (2.3.22)
Using (2.2.12), the expression for JE(t) is cast as
JE(t) = U(t) JA(t)U†(t)
which, by expanding the left hand side, reads
JE(t) = − e
V
ˆ
ddr U(t)ψ†(r) v
(∇
i
+
e
~
A(t)
)
ψ(r)U†(t)
= − e
V
ˆ
ddr U(t)ψ†(r)U†(t) e−i e~r·A(t) v
(∇
i
)
ei
e
~r·A(t) U(t)ψ(r)U†(t)
= − e
V
ˆ
ddr ψ†(r) ei
e
~r·A(t) e−i
e
~r·A(t) v
(∇
i
)
ei
e
~r·A(t) e−i
e
~r·A(t)ψ(r)
= − e
V
ˆ
ddr ψ†(r) v
(∇
i
)
ψ(r) (2.3.23)
As one would expect, it is simply the many-body version of J = −ev. Note that this procedure
is tantamount to setting A = 0 when computing (2.3.16).
2.4 Hamiltonians and currents in terms of creation and destruc-
tion operators
Having developed a description where both the Hamiltonians: HA,HE and the currents: JA(t), JE(t)
are cast in terms of the field operators, we can promptly re-express these quantities in terms of
the creation and annihilation operators, c†m, cn. This is of key importance, since the system’s
dynamics will be evaluated in terms of the latter ones.
In doing so, the Hamiltonian in the vector potential formalism, HA, is written as
HA = H0 + eA(t) ·
ˆ
ddr ψ†(r) v
(∇
i
)
ψ(r) +
e2
2m
A2(t)
ˆ
ddr ψ†(r)ψ(r)
= H0 + eA(t) ·
∑
p,q
c†pcq
ˆ
ddr φ∗p(r) v
(∇
i
)
φq(r) +
e2
2m
A2(t)Ne
Note that
´
ddr ψ†(r)ψ(r) =
´
ddr ρ(r) = Ne, for Ne the total number of electrons. Defining the
velocity matrix element as
vpq =
ˆ
ddr φ∗p(r) v
(∇
i
)
φq(r) (2.4.1)
HA finally reads as
HA = H0 + eA(t) ·
∑
p,q
vpq c
†
pcq +
e2
2m
A2(t)Ne (2.4.2)
Similarly, by defining the position matrix element as rpq,
rpq =
ˆ
ddr φ∗p(r) rφq(r) (2.4.3)
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the Hamiltonian in the scalar potential formalism, HE , is expressed in terms of
HE = H0 + eE(t) ·
∑
p,q
rpq c
†
pcq (2.4.4)
As for the current operators, JA(t) and JE(t),
JA(t) = − e
V
ˆ
ddr ψ†(r) v
(∇
i
+
e
~
A(t)
)
ψ(r)
= − e~
mV
ˆ
ddr ψ†(r)
[∇
i
+
e
~
A(t)
]
ψ(r)
= − e
V
∑
p,q
vpq c
†
pcq −
e2
mV
Ne A(t) (2.4.5)
JE(t) = − e
V
∑
p,q
vpq c
†
pcq (2.4.6)
they are also concisely written in terms of c†p and cq. The operators time-dependence is left
implied.
It must be noted, since JA(t) and JE(t) are physical observables, that the measurements
of these quantities are to be invariant under gauge transformations. Whilst this is promptly
satisfied by 〈JE(t)〉,8 gauge invariance implies that the second contribution in 〈JA(t)〉,9 exists
in order to absorb the gauge changes coming from the first term of (2.4.5). This means that the
object 〈c†pcq〉 is not the same in both the vector and the scalar potential formalism. This is to
be covered in a subsequent chapter.
As we will see, the vector potential formalism will have its own particular set of subtleties,
gauge invariance being one of them. From the problem of adding an external E(t) to a general
system, we proceed, in the next chapter, to study the problem of introducing E(t) in the crys-
talline one. This will allow us to develop a formalism which is applicable in the study of an large
range of materials.10
8(2.4.6) has no explicit dependence on the gauge field A(t),
9Henceforth called the diamagnetic term.
10The vital motivation coming from the study of graphene, due to its aforementioned properties.
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Chapter 3
Introducing an external field in the
crystalline system
A fundamental object of study in Condensed Matter Physics is the crystalline system. A crys-
talline system is a physical object with periodic structure, i.e., invariant by a set of discrete
translations. In a quantum description, this is expressed by taking V (r), a function with the
crystal’s periodicity called the lattice potential, in the Hamiltonian, H. The periodicity condition
is transcribed as
VL(r) = VL(r + R) (3.0.1)
for {R}, the set of discrete translations. This crystal potential VL(r) is, in principle, hard to
calculate.1 It is usually handled under some approximation or model, e.g., tight-binding models.2
For now, it will suffice to examine Hcrystal in its most general terms.
The following summary covers some central results required to derive the general expressions
for the position and velocity operators, as well as the current operators, JA(t) and JE(t).
3.1 Crystal Hamiltonian and Bloch waves
The single-electron Hamiltonian with a periodical lattice potential reads
H0 = ~
2
2m
(∇
i
)2
+ VL(r) (3.1.1)
for VL(r) fulfilling the (3.0.1) condition. The eigenfunctions of this Hamiltonian are called Bloch
waves,
H0 ψks(r) = ks ψks(r) (3.1.2)
and have the following form,
ψks(r) =
1√
V
eik·r uks(r) (3.1.3)
1It would be the sum of the potential assigned to each atom in the structure, which in macroscopic one, could
comprise of about 1024 atoms.
2For the unfamiliar reader, check[15].
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where uks(r) is a function with the lattice potential’s periodicity,
uks(r) = uks(r + R) (3.1.4)
The parameters labelling the periodic functions, (k, s) are respectively, a vector in the first
Brillouin zone (FBZ) and the band index.3 Replacing ψks(r) in the Schro¨dinger equation, the
eigenvalue problem is now, according to the condition (3.1.4),
Hk uks(r) = ks uks(r) (3.1.5)
defined in the real space unit cell with the respective periodic boundary conditions (PBC). The
k-space Hamiltonian, Hk, reads
Hk = ~
2
2m
(∇
i
+ k
)2
+ VL(r) (3.1.6)
The eigenvalue problem is thus separated into several independent eigenvalue equations, each
for a given value of k. Thus, any given Hk , has its own set of orthogonal eigenfunctions,
〈uks|Hk |uks′〉 = ks δss′ (3.1.7)
for which a scalar product is defined as follows,
〈uks |uks′〉UC =
1
vc
ˆ
UC
d3r u∗ks(r)uks′(r) = δss′ (3.1.8)
with the uks(r) states being normalized in the unit cell.
4 From this equation, the scalar product
between the Block waves is also defined
〈ψks |ψk′s′〉 = 1
V
ˆ
d3r ψ∗ks(r)ψk′s′(r)
=
1
V
ˆ
d3r e−ik·reik
′·r u∗ks(r)uks′(r)
=
1
V
∑
R
eik·Re−ik
′·R
ˆ
UC
d3r u∗ks(r)uks′(r)
= δk,k′
1
vc
ˆ
UC
d3r u∗ks(r)uks′(r)
= δss′ δk,k′ (3.1.9)
where the properties: (3.1.8) and the lattice sum rule,5
1
N
∑
R
ei(k
′−k)·R = δk,k′ (3.1.10)
3Note that, in defining uks, we have made no constraints to the definition of this k label. It is to be considered
a continuous variable. There is however, the problem of boundary conditions for the complete crystal system, in
this case concerning the ψks functions [17].
4The UC label in the scalar products of uks functions will be dropped throughout the text.
5Check Appendix F in [17].
15
were used.
Creation and destruction operators in this description are to be constructed out of the Bloch
eigenfunctions ψks and the field operators, Ψ(r),Ψ
†(r):
cks =
ˆ
d3r ψ∗ks(r)Ψ(r) (3.1.11)
c†ks =
ˆ
d3r ψks(r)Ψ
†(r) (3.1.12)
These operators verify the following anti-commutation relations
{cks, ck′s′} = 0 (3.1.13)
{c†ks, c†k′s′} = 0 (3.1.14)
{cks, c†k′s′} = δss′δkk′ (3.1.15)
by application of the orthogonality condition, (3.1.8), and the relations (2.3.2) - (2.3.4).
The Hamiltonians HA, HE , (2.4.2) and (2.4.4), are expressed in terms of these operators as
HA =
∑
k,s
ks c
†
kscks + eA(t) ·
∑
kk′,s s′
〈ψk′s′ | vˆ |ψks〉 c†k′s′cks
+
e2
2m
A2(t)Ne (3.1.16)
HE =
∑
k,s
ks c
†
kscks + eE(t) ·
∑
kk′,s s′
〈ψk′s′ | rˆ |ψks〉 c†k′s′cks (3.1.17)
In the following sections, the matrix elements of vˆ and rˆ in the Bloch basis will be studied.6
3.2 Matrix elements of the velocity operator
The matrix elements of the velocity operator v in the Bloch basis,
vk′k,s′s = 〈ψk′s′ | p
m
|ψks〉 = 1
V
ˆ
d3r ψ∗k′s′(r)
~
m
(∇
i
)
ψks(r) (3.2.1)
6The hat symbol will be dropped henceforth.
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can be determined directly from the definition,
1
V
ˆ
d3r ψ∗k′s′(r)
~
m
(∇
i
)
ψks(r) =
~
im
1
V
ˆ
d3r e−ik
′·reik·r u∗k′s′(r) (ik +∇)uks(r)
=
~
im
1
V
∑
R
ei(k
′−k)·R
ˆ
d3r u∗k′s′(r) (ik +∇)uks(r)
=
~
im
δk,k′
1
vc
ˆ
UC
d3r u∗k′s′(r) (ik +∇)uks(r)
= δk,k′
~
m
〈uks′ |
(∇
i
+ k
)
|uks〉
= δk,k′ vks′s (3.2.2)
and are shown to be diagonal in k-space. Notice that the lattice sum rule was used from the
second to the third step, and that vk,s′s is now expressed as a matrix element calculated in the
uks basis.
There is however, another, more suitable expression for vk,s′s, which is obtained by a different
process.
Let us begin by differentiating the band energy ks with respect to k.
δs′s (∇kks′) = (∇k 〈uks′ |Hk |uks〉)
= 〈∇k uks′ |Hk |uks〉+ 〈uks′ | (∇kHk) |uks〉+ 〈uks′ |Hk |∇k uks〉
= ks 〈∇k uks′ |uks〉+ ~
2
m
〈uks′ |
(∇
i
+ k
)
|uks〉+ ks′ 〈uks′ |∇k uks〉
(3.2.3)
As we have seen from the second to last line of (3.2.2),
~2
m
〈uks′ |
(∇
i
+ k
)
|uks〉
is, by definition, vks′s, the velocity matrix element. Thus, the equation (3.2.3) can be rewritten
as
vks′s =
1
~
[δs′s (∇kks′)− ks 〈∇k uks′ |uks〉 − ks′ 〈uks′ |∇k uks〉] (3.2.4)
This can be further simplified by recalling that the set of periodic functions, uks, forms an
orthogonal basis, (3.1.8). Hence, probability conservation, i.e.,
(∇k 〈uks′ |uks〉) = (∇kδs′s) = 0 (3.2.5)
ensures that the scalar product satisfies the following property
〈∇k uks′ |uks〉 = −〈uks′ |∇k uks〉 (3.2.6)
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Which allows us to express the velocity matrix element as
vks′s =
1
~
[δs′s (∇kks′) + is′sξks′s] (3.2.7)
by defining the difference of band energies as
ss′ = ks − ks′ (3.2.8)
and a new object, ξks′s,
ξks′s =
i
vc
ˆ
UC
d3r u∗ks′(r) (∇kuks(r)) (3.2.9)
which is called the Berry connection. As we will see, this object is fundamental in the study of
our system’s dynamics. Using the definition of the scalar product of uks, the Berry connection
can also be expressed as
ξks′s = i 〈uks′ |∇k uks〉 (3.2.10)
Note that the matrix elements, vks′s, depend on the particular choice of the system’s eigenstates.
A change in basis, will, in principle, change the matrix elements. It is thus necessary to study
this object’s transformation law.
3.2.1 Phase transformations and the velocity matrix element
Transformations such as,
uks(r)→ u¯ks(r) = eiθks uks(r) (3.2.11)
henceforth called phase transformations, modify the phase of the periodic uks(r) functions.
These transformations, however, are but a basis change in the Hilbert space for each k point,
and thus must leave the physics unaltered. Verifying that our physical quantities are invariant
under phase transformations, will play, across the following chapters, a central role in validating
our description. The first of these studies concerns the velocity matrix element.
By inspection of (3.2.7), we note that, whilst the intraband portion of the matrix element
vkss → v¯kss = 1~ (∇kks) (3.2.12)
is automatically invariant under phase changes in the (k, s) space, the interband part containing
the Berry connection, ξks′s, is not.
ξ¯ks′s =
i
vc
ˆ
UC
d3r u¯∗ks′(r) (∇ku¯ks(r))
=
i
vc
(ei(θks−θks′ ))
ˆ
UC
d3r u∗ks′(r) [∇k + i (∇kθks)]uks(r)
= ei(θks−θks′ )
[
ξk,s′s − δs′s (∇kθks)
]
(3.2.13)
The gradient term, however, will not appear in the matrix element of the velocity operator, vk,s′s,
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since the Berry connection term of the velocity matrix element is by definition nondiagonal
δs′ss′s (∇kθks) = 0
so that v¯k,s′s reads
v¯ks′s =
1
~
ei(θks−θks′ )
[
δs′s (∇kks) + is′sξk,s′s
]
(3.2.14)
This means that vk,s′s transforms exactly as an operator matrix element,
7
v¯ks′s = e
−iθks′ vk,s′s eiθks (3.2.15)
under phase transformations. Note that the a phase change also modifies the creation and
destruction operators,
c¯†ks′ = e
iθks′ c†ks′ (3.2.16)
c¯ks = e
−iθks cks (3.2.17)
so that objects such as the velocity operator∑
k,s′s
vks′s c
†
ks′ cks
are left untouched, i.e., HA and J will be invariant under phase transformations.
3.3 Matrix elements of the position operator
Computing the matrix element of the position operator, rk′k,s′s, posits difficulties that can only
be properly addressed by taking thermodynamic limit of our problem, i.e., the volume of our
crystal, V , is considered to be infinite. In such a limit, we are presented with a continuous
k-space and the elements rk′k,s′s are adequately defined. These issues were covered in detail in
the appendix B.
The matrix element of r is defined as
rk′k,s′s = 〈ψk′s′ | r |ψks〉 =
ˆ
d3r ψ∗k′s′(r) rψks(r) (3.3.1)
From which it follows,
ˆ
d3r ψ∗k′s′(r) rψks(r) =
ˆ
d3r e−ik
′·r u∗k′s′(r) r e
ik·r uks(r)
=
ˆ
d3r e−ik
′·r u∗k′s′(r) (−i)
(
∇keik·r
)
uks(r)
7Notice that the Berry connection itself does not transform as an operator matrix element. This was one of
the comments originally drawn by E.I. Blount in [18].
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Integrating by parts, the expression now reads
rk′k,s′s = (−i)
(
∇k
ˆ
d3r e−ik
′·r u∗k′s′(r)e
ik·ruks(r)
)
+ i
ˆ
d3r e−ik
′·reik·r u∗k′s′(r) (∇kuks(r))
= (−i)δs′s(2pi)3
(∇kδ(k− k′))+ (2pi)3δ(k− k′) i
vc
ˆ
UC
d3r u∗ks′(r) (∇kuks(r))
(3.3.2)
by use of the lattice sum rule in the continuous band limit, (B.0.12). Expressing rk′k,s′s in terms
of the Berry connection, we obtain
rk′k,s′s = (−i)(2pi)3δs′s
(∇kδ(k− k′)) + (2pi)3δ(k− k′) ξks′s (3.3.3)
It is immediate that the intraband term of rk′k,s′s has a singular character
8
δs′s
(∇kδ(k− k′))
In the descriptions using the E formalism [12, 13], sum rules have to be defined in order to
circumvent the problem of addressing the intraband part. As we have seen, the A formalism is
entirely free from those issues.
In the following, we will verify that the E formalism is invariant under a eigenfunctions phase
change.
3.3.1 Phase transformations and the position operator matrix elements
Similarly to the velocity matrix element, the phase transformation (3.2.11), can be applied to
the states in the definition of rk′k,s′s , so that it reads,
r¯k′k,s′s =
ˆ
d3r e−ik
′·r u¯∗k′s′(r) r e
ik·ru¯ks(r)
=
ˆ
d3r e−ik
′·r e−iθk′s′ u∗k′s′(r)(−i)
(
∇keik·r
)
eiθks uks(r)
Now, when we integrate by parts, we have the derivative acting on the extra θks phases.
r¯k′k,s′s = (−i)
(
∇kei(θks−θk′s′ )
ˆ
d3r e−ik
′·r u∗k′s′(r)e
ik·ruks(r)
)
+iei(θks−θk′s′ )
ˆ
d3r e−ik
′·reik·r u∗k′s′(r) [∇k + i (∇kθks)]uks(r)
As before, the integrations can be performed using the lattice sum rule. We thus obtain
r¯k′k,s′s = (−i)(2pi)3δs′s
(
∇kei(θks−θk′s′ )δ(k− k′)
)
+ei(θks−θk′s′ ) (2pi)3δ(k− k′) [ξk,s′s − δs′s (∇kθks)]
= ei(θks−θk′s′ )
[
(−i)(2pi)3δs′s
(∇kδ(k− k′))+ (2pi)3δ(k− k′) ξks′s]
(3.3.4)
8This was, again, first addressed by E.I. Blount [18].
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a cancellation of the gradient factor coming from the Berry connection.
The position matrix element picks up only a couple of phase factors, which means that it is
expressed as
r¯k′k,s′s = e
−iθk′s′ rk′k,s′s eiθks (3.3.5)
i.e., it transforms as an operator matrix element. Thus, the contributions such as the dipole-
interaction term from HE
eE(t) ·
∑
s′s
ˆ
d3k
(2pi)3
ˆ
d3k′
(2pi)3
c†k′s′ rk′k,s′s cks
will also be invariant under phase changes. It has been verified, in both the scalar and the
vector potential formalism, that the objects used to describe the system are unaffected by a
phase transformation acting on our crystal system’s eigenstates. This validates their character
as physical observables. The concept of phase invariance can, in principle, be used to attest the
validity of our expressions and objects.9
3.4 Current operators in the A and E representation
The treatment developed in the last sections is now employed in the derivation of expressions
for JA(t) and JE(t). For a basis of Bloch states, (2.4.5) and (2.4.6) read
JA(t) = − e
V
∑
k,s′s
vks′s c
†
ks′(t) cks(t)−
e2
m
ne A(t) (3.4.1)
JE(t) = − e
V
∑
k,s′s
vks′s c
†
ks′(t) cks(t) (3.4.2)
since v is diagonal in k-space.10 The fermion operators have the anti-commutation relations
listed in (3.1.13) through (3.1.15).
The expressions for the current operators allows one to calculate the measurable physical
quantities, i.e., the expectation values of these observables. Naturally, this will require an
understanding of the bilinear quantity,
〈c†ks′(t) cks(t)〉 (3.4.3)
and the dynamics associated to it.
In the next chapter, a study of these objects will be undertaken. We will see how key
differences between the vector and scalar potential formalisms emerge, and how this is the nec-
essary consequence of the different Hamiltonians, (3.1.16) and (3.1.17), transcribing the system’s
dynamics in each respective case.
9We will see this again, when studying the nonlinear contributions of J.
10Also note that ne = Ne/V .
21
Chapter 4
The Reduced Density Matrix & the
system’s dynamics
In order to compute the physical quantities, 〈JA(t)〉 and 〈JE(t)〉 , we require the knowledge
of both velocity matrix elements vk,s′s, and the expectation value 〈c†ks′cks〉. This section is
dedicated to the study of the latter object.
4.1 The Reduced Density Matrix
The Reduced Density Matrix (RDM), ρss′(k, t), is defined as
ρss′(k, t) = 〈c†ks′(t)cks(t)〉 (4.1.1)
As an object, it is a band-space matrix1 composed by the expectation values of momentum
preserving, i.e., diagonal in k-space, interband, s 6= s′, or intraband, s = s′, transitions in our
system.
In a finite temperature generalization, the expectation value of some operator A is an en-
semble average [16, 19],
〈A〉 = tr [ρA] (4.1.2)
where ρˆ is the full many-body density matrix,
ρ =
∑
i
pi |ψi〉 〈ψi| (4.1.3)
and {|ψi〉} a basis of state vectors. Each state vector has some given probability pi which is
determined by the particular ensemble considered in the calculations. The time evolution of
ρ(t) is governed by the time-evolution of |ψi(t)〉 state vectors. In the Heisenberg representation,
these state vectors are stationary and thus ρ(t) = ρ(0).
From the definition of ensemble average, it follows that
ρss′(k, t) = 〈c†ks′(t)cks(t)〉 = tr
[
ρ(t)c†ks′(t)cks(t)
]
(4.1.4)
1Note the switch in the indices of the RDM.
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Computing the time derivative of (4.1.4),
∂ρss′(k, t)
∂t
= tr
[
∂(ρ(t)c†ks′(t)cks(t))
∂t
]
= tr
[
ρ(0)
∂(c†ks′(t)cks(t))
∂t
]
= tr
[
ρ(0)
1
i~
[
c†ks′cks ,H
]]
(4.1.5)
=
1
i~
〈
[
c†ks′cks ,H
]
〉 (4.1.6)
the equation describing the dynamics of ρss′(k, t) is obtained. Note that the Heisenberg equation
of motion for the c†ks′(t)cks(t) operator was used in the second to last equality. The quantities
〈JA(t)〉 and 〈JE(t)〉 are now expressed as
〈JA(t)〉 = − e
V
∑
k,s′s
vks′s ρ
A
ss′(k, t)−
e2
m
ne A(t)
= − e
V
∑
k
Tr
[
vk ρ
A(k, t)
]− e2
m
ne A(t) (4.1.7)
and
〈JE(t)〉 = − e
V
∑
k,s′s
vks′s ρ
E
ss′(k, t)
= − e
V
∑
k
Tr
[
vk ρ
E(k, t)
]
(4.1.8)
by defining a new trace operation over the band index space,∑
s′s
vk,s′s ρss′(k, t) = Tr [vk ρ(k, t)] (4.1.9)
Note that the currents have been written in terms of different ρAss′(k, t) and ρ
E
ss′(k, t), as these
operators have different Heisenberg equations of motion,
i~
∂ρAss′(k, t)
∂t
= 〈
[
c†ks′cks ,HA
]
〉 (4.1.10)
i~
∂ρEss′(k, t)
∂t
= 〈
[
c†ks′cks ,HE
]
〉 (4.1.11)
for HA, HE , defined in (3.1.16) and (3.1.17), respectively. We proceed to expand the RHS of
these equations.
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4.2 Equation of motion for ρAss′(k, t)
Let us begin by splitting the RHS of (4.1.10) into two distinct contributions,
〈
[
c†ks′cks ,
∑
q,r
qr c
†
qrcqr
]
〉 (4.2.1)
and
〈
c†ks′cks , eA(t) ·∑
q,r′r
vq,r′r c
†
qr′cqr
〉 (4.2.2)
which are computed using rule (A.0.10) and the anti-commutation relations for c, c†. The first
one reads,2
〈
[
c†ks′cks ,
∑
q,r
qr c
†
qrcqr
]
〉 =
∑
q,r
qr
(
δsr δkq 〈c†ks′cqr〉 − δs′r δkq 〈c†qrcks〉
)
= ss′ 〈c†ks′cks〉
= ss′ ρ
A
ss′(k, t) (4.2.3)
whilst the second one,
〈
c†ks′cks , eA(t) ·∑
q,r′r
vqr′r c
†
qr′cqr
〉 = eA(t) ·∑
q,r′r
vqr′r
(
δsr′ δkq 〈c†ks′cqr〉 − δs′r δkq 〈c†qr′ckr〉
)
= eA(t) ·
∑
r
vksr 〈c†ks′cqr〉 − vkrs′ 〈c†krcqs〉 (4.2.4)
= eA(t) · (vk ρA(k, t)− ρA(k, t) vk)ss′
= eA(t) · [vk, ρA(k, t)]ss′ (4.2.5)
reduces to a commutator in band-index space.
Replacing these objects in the RHS of (4.1.10), we obtain the equation of motion (EQM) for
ρAss′(k, t) that reads as
i~
∂ρAss′(k, t)
∂t
= ss′ ρ
A
ss′(k, t) + eA(t) ·
[
vk, ρ
A(k, t)
]
ss′ (4.2.6)
Note that the EQM diagonal (in k-space) character was already encased in the Hamiltonian,
HA.
Additionally, it can be seen, directly from the form of (4.2.6), that the EQM for ρAss′(k, t) is
to be decomposed into distinct equations (which are to be different order in A), with the higher
order solutions being obtained recursively from the lower order ones.3
2Note that we are using the notation introduced in (3.2.8).
3This is a standard procedure in nonlinear physics.
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4.3 Equation of motion for ρEss′(k, t)
The treatment presented above is now repeated for the other equation of motion, (4.1.11). The
RHS is again split into two contributions. The diagonal part of HE (in both k-space and index
space) is the same as the diagonal part of HA, i.e.,
〈
[
c†ks′cks ,
∑
q,r
qr c
†
qrcqr
]
〉 = ss′ ρEss′(k, t) (4.3.1)
whilst the second contribution reads as
〈
[
c†ks′cks , eE(t) ·
∑
r′r
ˆ
d3q
(2pi)3
ˆ
d3q′
(2pi)3
c†q′r′ rq′q,r′r cqr
]
〉 (4.3.2)
This will prove trickier to calculate than the corresponding contribution for the ρA equation
since rq′q,r′r is nondiagonal in k-space. We begin by splitting (4.3.2) into two parts.
4 The first
term reads,
〈
[
c†ks′cks , eE(t) ·
∑
r
ˆ
d3q
(2pi)3
ˆ
d3q′ c†q′r (−i)
(∇qδ(q− q′)) cqr]〉 (4.3.3)
and it can be simplified by taking
∑
r
ˆ
d3q
(2pi)3
ˆ
d3q′ c†q′r (−i)
(∇qδ(q− q′)) cqr = (−i)(∇q∑
r
ˆ
d3q
(2pi)3
ˆ
d3q′ c†q′r δ(q− q′) cqr
)
+i
∑
r
ˆ
d3q
(2pi)3
ˆ
d3q′ δ(q− q′) c†q′r (∇qcqr)
= i
∑
r
ˆ
d3q
(2pi)3
c†qr (∇qcqr) (4.3.4)
and integrating it by parts. This δ term is thus expressed as
〈
[
c†ks′cks , ieE(t) ·
∑
t
ˆ
d3q
(2pi)3
c†qt (∇qcqt)
]
〉 (4.3.5)
The Berry connection term is a simpler contribution
〈
[
c†ks′cks , eE(t) ·
∑
r′r
ˆ
d3q
(2pi)3
c†qr′ ξq,r′r cqr
]
〉 (4.3.6)
and can be computed analogously to the velocity term in the EQM of ρAss′(k, t). We thus obtain
eE(t) · [ξk, ρE(k, t)]ss′ (4.3.7)
4This follows from the direct substitution of (3.3.3).
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As for the δ term, further handling is required. Consider
∑
r
ˆ
d3q
(2pi)3
[
c†ks′cks , c
†
qr (∇qcqr)
]
=
∑
r
ˆ
d3q
(2pi)3
[
c†ks′cks , c
†
qr
]
(∇qcqr) + c†qr
[
c†ks′cks , (∇qcqr)
]
=
∑
r
ˆ
d3q
(2pi)3
(2pi)3
[
δsr δ(k− q)c†ks′ (∇qcqr)
−δs′r c†qr (∇qδ(k− q)ckr)
]
(4.3.8)
which again, by integrating by parts,
∑
r
ˆ
d3q
(2pi)3
[
c†ks′cks , c
†
qr (∇qcqr)
]
=
ˆ
d3q δ(k− q)
[
c†ks′ (∇qcqs) +
(
∇qc†qs′
)
cks
]
=
(
∇kc†ks′cks
)
(4.3.9)
gives out a term which is the scalar product of the electric field with the gradient term of the
RDM
ieE(t) · (∇kρEss′(k, t)) (4.3.10)
Combining (4.3.1), (4.3.7) and (4.3.10) into (4.1.11),
i~
[
∂
∂t
− e
~
E(t) · ∇k
]
ρEss′(k, t) = ss′ρ
E
ss′(k, t) + eE(t) ·
[
ξk, ρ
E(k, t)
]
ss′ (4.3.11)
the equation of motion for ρEss′(k, t) is obtained. Note that this is the result obtained by Cheng
in [9]. Unlike the equation for ρAss′(k, t), this equation is nondiagonal in k.
5 In order to write it
in that fashion, some further treatment is required.
Consider the time-derivative of ρEss′(k, t),
dρEss′(k, t)
dt
=
∂ρEss′(k, t)
∂t
+
∂k
∂t
· (∇kρEss′(k, t)) (4.3.12)
Where k is no longer a constant quantity due to the presence of an electric field.6 The equation
describing the dynamics of k,
~k˙ = −eE(t) (4.3.13)
is the semi-classical equation of motion. We can then write,
dρEss′(k, t)
dt
=
∂ρEss′(k, t)
∂t
− e
~
E(t) · (∇kρEss′(k, t)) (4.3.14)
As mentioned, k is a time-dependent quantity and a solution of (4.3.13)
k˙ = − e
~
E(t)→ k(t) = k0 + e~A(t)
5A consequence of the nondiagonal character of the Hamiltonian, HE.
6A detailed discussion on the semiclassical equations of motion can be found in [15].
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using (2.1.3). So, appropriately translating the vectors in k-space,
ρEss′(k(t), t) = ρ
E
ss′
(
k0 +
e
~
A(t), t
)
= ρ˜Ess′(k0, t) (4.3.15)
and relabelling k0 as k, ρ˜
E
ss′(k, t) has the following equation of motion
i~
∂ρ˜Ess′(k, t)
∂t
= ss′ ρ˜
E
ss′(k, t) + eE(t) ·
[
ξk, ρ˜
E(k, t)
]
ss′ (4.3.16)
This equation is, just as (4.2.6), diagonal in k-space. There is, however, a small caveat in
performing this transformation - it also modifies the expression for 〈JE(t)〉 to
〈JE(t)〉 = − e
V
∑
k
Tr
[
vk− e~A(t) ρ˜
E(k, t)
]
(4.3.17)
since k is to be translated accordingly.
Such a transformation adds an additional obstacle to the computation of 〈JE(t)〉. In order
to decompose 〈JE(t)〉 into different order contributions, an expansion in both the A(t) and E(t)
has to be performed,7 which albeit valid, convolutes the procedure.
Meanwhile, the expression for 〈JA(t)〉 is unaffected by these problems, proving itself to be
a more suitable object to initiate the study of the different order contributions to J. We will,
however, see that the A formalism is entitled to some caveats of its own, the first of which we
will study in the following chapter.
7Such is the treatment performed in [9].
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Chapter 5
Equilibrium distribution ρeq
When studying a physical system’s response to an external field, one major postulate is that the
system’s response, for an absent external field, should be the response in its equilibrium state.
For the absent electric field, the system’s response must be the absence of an electric current.
In order to compute the correct physical measurable, we must ensure that first, the system
has an equilibrium state, i.e., an equilibrium distribution, and secondly that this distribution
is currentless. We will determine ρeq in the scalar and vector potential formalisms, ensuring
that both objects satisfy the vanishing current condition. This task will prove itself easy (even
trivial) in the case of the scalar potential formalism, whilst in the vector potential one, a more
thorough (but also richer) discussion has to be undertaken. It is within this discussion that key
objects in our description will be derived,1 and that the A formalism is validated as a significant
tool in the study of a system’s response to an external electric field.
5.1 Scalar potential and Vector potential
Consider a system described by the scalar potential formalism. For an absent external field, our
system’s RDM is simply the Fermi distribution function.
E = 0→ ρEss′(k) = fks δss′ (5.1.1)
There are no transitions between different bands, and no time-dependence in the problem. This
is the system’s equilibrium distribution, and by using (4.1.8),
〈JE〉 = − e
V
∑
k,ss′
vkss′ fks δss′ (5.1.2)
we show that
〈JE〉 = − e
V
∑
k,s
fks (∇kks)
= 0 (5.1.3)
1Such as the covariant derivative and the canonical commutation relation.
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the distribution is currentless.2 This equates to
E = 0→ ρEss′(k) = ρE,eqss′ (k)→ 〈JE〉 = 0
Undertaking a similar analysis of the vector potential formalism, we recon that fixing the external
fields to zero does not necessarily mean that the vector potential itself is fixed to zero. In general,
A is fixed to a constant. If we naively try to compute 〈JeqA〉,
〈JeqA〉 = −
e
V
∑
k
Tr
[
vkρ
eq
A
]− e2
m
ne A (5.1.4)
using the Fermi distribution, we obtain a nonvanishing equilibrium current, corresponding to
the diamagnetic contribution.
〈JeqA〉 = −
e2
m
ne A (5.1.5)
Obviously, fksδss′ cannot be the equilibrium function for a time-independent A.
3 The equilibrium
RDM for the A formalism must be addressed from the perspective that a time independent vector
potential, A, should simultaneously modify the eigenstates of the problem (a byproduct of the
minimum coupling procedure) and satisfy the vanishing current condition
〈JeqA〉 = 0 (5.1.6)
Note that, in order to do so, the current associated with the first order term of ρeqA must cancel
out the diamagnetic contribution, (5.1.5). We proceed to determine ρeqA , and in particular,
ρ
eq,(1)
A .
4
5.2 Determining ρeq
Similarly to ρss′(k), we begin by defining ρ
eq
ss′(k,A) as
ρeqss′(k,A) = 〈c†ks′ cks〉A (5.2.1)
the expectation value of the bilinear operator, now in an time-independent A endowed system.
This system can be expressed in terms of its vectorless partner by means of a time-independent
gauge transformation,
ρeqss′(k,A) = 〈Uc†ks′ U† Ucks U†〉0 (5.2.2)
= 〈c˜†ks′ c˜ks〉0 (5.2.3)
2The statements: ks = −ks , fks = f−ks; were used to show that the integration is a trivial one due to the
parity of the integrand. Parity arguments will be discussed in detailed in a subsequent chapter.
3It is also important to note that endowing fk with the minimal coupling fk → fk+ e
h
A , will not satisfy the
currentless condition.
4The A index in J and ρeqA will be dropped henceforth.
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The new creation and destruction operators read
c˜†ks = U c†ks′ U† =
ˆ
d3r ψks(r)UΨ†(r)U† =
ˆ
d3r ei
e
~A·r ψks(r) Ψ†(r) (5.2.4)
and
c˜ks =
ˆ
d3r e−i
e
~A·r ψ∗ks(r) Ψ(r) (5.2.5)
by use of (2.3.8) and (2.3.9). The wave function associated with this state is now a function
Φ(r) = ei
e
~A·r ψks(r) (5.2.6)
= ei(k+
e
~A)·r uks(r) (5.2.7)
with Bloch momentum k + e~A. This state cannot be written exactly as a Bloch wave with
momentum k + e~A since the periodic function uks(r) retains the old k label. These can,
however, be decomposed in terms of shifted Bloch waves,5
Φ(r) =
∑
k′s′
〈r ∣∣ψk′+ e~A s′〉〈ψk′+ e~A s′∣∣ Φ〉
=
∑
k′s′
ψk′+ e~A s′(r)
ˆ
d3r′ ψ∗k′+ e~A s′(r
′) ei(k+
e
~A)·r′uks(r′)
=
∑
s′
ψk+ e~A s′(r)
〈
uk+ e~A s′
∣∣uks〉 (5.2.8)
by application of the Bloch states resolution of identity, (B.0.7),∑
ks
|ψks〉 〈ψks| = 1ˆ
and the sum rule (C.0.5). Defining the ζ coefficient as
ζs′s(k
′,k) = 〈uk′s′ | uks〉 (5.2.9)
the scalar product of the periodic uks functions, the operator c˜
†
ks is expressed as
c˜†ks =
∑
s′
ζs′s
(
k +
e
~
A,k
) ˆ
d3r ψk+ e~A s(r) Ψ
†(r)
=
∑
s′
ζs′s
(
k +
e
~
A,k
)
c†k+ e~A s′
(5.2.10)
Similarly, c˜ks reads
c˜ks =
∑
s′
ζss′
(
k,k +
e
~
A
)
ck+ e~A s′ (5.2.11)
5It is this phase shift in the system’s eigenfunctions that causes ρ(eq) to be a more interesting than the proposed
solution, fk+ e~A,s.
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in terms of the old Bloch waves operators. Inserting these definitions in (5.2.3), the equilibrium
distribution ρeqss′(k,A) now reads,
ρeqss′(k,A) =
∑
r′r
ζr′s′
(
k +
e
~
A,k
)
〈c†k+ e~A r′ ck+ e~A r〉0 ζsr
(
k,k +
e
~
A
)
=
∑
r
ζrs′
(
k +
e
~
A,k
)
fr
(
k +
e
~
A
)
ζsr
(
k,k +
e
~
A
)
(5.2.12)
since
〈c†k+ e~A r′ ck+ e~A r〉0 = δrr′ fr
(
k +
e
~
A
)
(5.2.13)
With an expression for ρeqss′ , we can proceed to study the different order (in A) terms. Naturally,
we begin by its linear contribution, ρ
eq,(1)
ss′ .
5.2.1 Determining ρ
eq,(1)
ss′
In order to determine the first nontrivial contribution of ρ
eq,(1)
ss′ , we must expand both ζ coef-
ficients as well as the shifted Fermi distribution function up to order A(1). In doing so, the ζ
coefficient reads
ζsr
(
k,k +
e
~
A
)
=
1
vc
ˆ
UC
d3r u∗ks(r)
[
ukr(r) +
e
~
A · (∇kukr(r)) +O(A2)
]
= δsr − i e~A · ξksr (5.2.14)
whilst the shifted distribution function, fr
(
k + e~A
)
,
fr
(
k +
e
~
A
)
= fr(k) +
e
~
A · (∇kfr(k)) +O(A2) (5.2.15)
gives out the derivative of the Fermi function. The first order contribution to ρeq is then expressed
as
ρ
eq,(1)
ss′ (k,A) =
∑
r
[
δrs′ + i
e
~
A · ξkrs′
] [
δs′r − i e~A · ξksr
]
fkr + δsr
e
~
A · (∇kfr(k))
=⇒ δss′ e~A · (∇kfs(k))− i
e
~
A · ξkss′fs′s (5.2.16)
By defining the Fermi functions factor as
fs′s = fks′ − fks (5.2.17)
The expression for ρ
eq,(1)
ss′ , albeit simple, can be further improved by introducing a clever idea to
the problem: the notion of a covariant derivative. We will see that the benefits of introducing
this notation are twofold. It will first, allow us simplify the expressions containing different
order contributions of ρeq,6 and secondly, it will provide us with a simple proof showing that the
current associated with ρeq,(1) is a paramagnetic current, one that cancels out (5.1.5).
6This will be the subject of a later discussion and of the utmost importance in the computation of 〈J(t)〉.
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5.2.2 The covariant derivative notation
Alternatively to (5.2.16), it is possible to express ρ
eq,(1)
ss′ (k,A) in terms of the commutator
7
ρ
eq,(1)
ss′ (k,A) =
e
~
Aα [Dα, F ]ss′ (5.2.18)
by defining the zeroth order distribution function, Fss′ ,
Fss′ = 〈c†ks′cks〉0
= δss′fks (5.2.19)
and the special derivative
Dαss′ = δss′∂α − iξαss′ (5.2.20)
henceforth called the covariant derivative. Note that we introduced the notation
∂β ≡ ∂
∂kβ
≡ ∇βk
It can be easily seen that the commutator of Dβss′ and an arbitrary Π
α
ss′ ,
8
[
Dβ,Πα
]
ss′
λ =
∑
r
(
DβsrΠ
α
rs′ −ΠαsrDβrs′
)
λ
= (∂βΠ
α
ss′λ)−Παss′ (∂βλ)− i
∑
r
(
ξβsrΠ
α
rs′ −Παsrξβrs′
)
λ
= λ (∂βΠ
α
ss′)− iλ
[
ξβ,Πα
]
ss′
(5.2.21)
has the following expression[
Dβ,Πα
]
ss′
= (∂βΠ
α
ss′)− i
[
ξβ,Πα
]
ss′
(5.2.22)
For the special case of Fss′ , the commutator reads
[Dα, F ]ss′ = δss′ (∂αfks)− iξαkss′fs′s (5.2.23)
The direct substitution of (5.2.23) in (5.2.18) gives out
ρ
eq,(1)
ss′ (k,A) = δss′
e
~
Aα (∂αfks)− i e~A
αξαk,ss′fs′s
the original expression for ρ
eq,(1)
ss′ (k,A).
5.2.3 A further study of the covariant derivative
At first view, this covariant derivative might seem like an artifice created in order to simplify
the notation at use. It has, however, a direct relation to a familiar object: the position matrix
element.
7Note that, from this point forward, we are using Einstein’s summation convention.
8For λ a test function.
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Consider the following commutator,
[Dα,H]ss′ (5.2.24)
where Hss′ is the Hamiltonian in the band-index space,
Hss′ = ks δss′ (5.2.25)
Using the commutation rule, (5.2.22), we obtain
[Dα,H]ss′ = δss′ (∂αks)− is′sξαss′
= ~vαkss′ (5.2.26)
the velocity operator matrix element. This is, apart from an i factor, the crystal version of the
Heisenberg equation for the velocity operator,
v = r˙ =
1
i~
[r,H] (5.2.27)
i.e., the object iDα corresponds to to the position operator in the Bloch formalism.9 This is
followed by a second commutator[
Dβ, vα
]
ss′
= (∂βv
α
kss′)− i
[
ξβ, vαk
]
ss′
= (∂βv
α
kss′)− (∂βvαkss′) +
~
m
δss′δ
αβ
=
(
1
im
)
i~ δss′δαβ (5.2.28)
which, according to the interpretation of iDα as the position operator, is, apart from the 1/m
factor coming from the velocity, identified as the canonical commutation relation in the Bloch
crystal.10 This relation will be a key object in our description.
Another consequence, derived from the connection between iDα and the position operator,
is that the covariant derivative only picks up phase factors under a phase transformation of the
system’s eigenfunctions, i.e., it behaves as an operator matrix element. As we have previously
mentioned, ensuring the invariance of our physical quantities under this type of transformations
is a necessary condition that must be satisfied by our formalism. Expressing our objects in terms
of the covariant derivative, Dα, makes it easier to check this.
Having studied Dα, and having used it to express ρeq,(1), we proceed to compute the linear
term of the equilibrium current, 〈Jeq,(1)〉 and show that it is zero.
9Note that Dα is defined as being diagonal in k-space, while the position operator matrix element, (3.3.3),
retains the delta functions in k-space.
10The commutator
[
vαk , ξ
β
]
ss′ , required to show (5.2.28), was computed in the appendix C.
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5.3 Computing 〈Jeq,(1)〉
Following the definition of 〈Jeq〉, (5.1.5), the first order contribution, 〈Jeq,(1)〉, reads simply
〈Jeq,(1)〉 = − e
V
∑
k
Tr
[
vkρ
eq,(1)
]
− e
2
m
ne A (5.3.1)
Which, by replacing (5.2.18), is expressed as
〈Jeq,(1),α〉 = − e
2
~V
Aβ
∑
k
Tr
[
vαk
[
Dβ, F
]]
− e
2
m
neA
α (5.3.2)
with 〈Jeq,(1)〉 written in terms of the vector’s cartesian components. By application of the cyclic
property of the trace, one shows that
Tr [A [B,C]] = Tr [[A,B]C] (5.3.3)
which means that the commutator can be brought over to the velocity,
Tr
[
vαk
[
Dβ, F
]]
= Tr
[[
Dβ, vαk
]
F
]
(5.3.4)
and thus, (5.3.2) is written
〈Jeq,(1),α〉 = e
2
~V
Aβ
∑
k,s′s
Fss′
[
Dβ, vαk
]
s′s
− e
2
m
neA
α (5.3.5)
in terms of the canonical commutator, (5.2.28). Replacing it in the expression for 〈Jeq,(1),α〉,
along with the definition of Fss′ ,
〈Jeq,(1),α〉 = e
2
mV
Aβδαβ
∑
k,s
fks − e
2
m
neA
α (5.3.6)
we obtain an expression where the k-sum is easily computed
1
V
∑
k,s
fks = ne (5.3.7)
And the first order equilibrium current is thus shown to be zero,
〈Jeq,(1)〉 = e
2
m
neA− e
2
m
neA
= 0 (5.3.8)
the diamagnetic term cancelling out exactly with a paramagnetic term coming from the k-sum.
Furthermore, this result can be improved, and it is extended to all orders by the calculations
presented in the appendix D. We have thus determined the equilbrium distribution in the A
formalism, and have shown that it is currentless.
As we will see, it is this breakthrough, alongside with the covariant derivative and the
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canonical commutation relation, that will allow our formalism to be used as tool for calculating
the different order contributions for 〈J(t)〉.
5.4 Redefining 〈J(t)〉
It is by means of these last comments, that we now define the measurable physical current,
(4.1.7), as
〈J(t)〉 = − e
V
∑
k
Tr [vkδρ(k, t)] (5.4.1)
where δρ(k, t)
δρ(k, t) = ρ(k, t)− ρeq(k,A(t)) (5.4.2)
measures the system’s relative displacement to its equilibrium state. The study of the dynamics
of this new quantity, δρ(k, t), and of the different components of 〈J(t)〉 will be the subject of
the ensuing chapter.
As for this chapter’s final remarks, let us note that these results solidify the statement
that the vector potential formalism is a valid approach to the study of a system’s response
to an external field, being not only a description endowed with a diagonal EQM,11 but also a
description satisfying both gauge and phase invariance.
11Which, as we have seen in (4.3.17), saves us from a complicated expansion in the external fields.
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Chapter 6
Computing currents
We finished the previous chapter by defining
δρ(k, t) = ρ(k, t)− ρeq(k,A(t))
and by expressing our physical observable, 〈J(t)〉, in terms of it. It is therefore necessary that
an equation of motion for δρ(k, t) is derived. In doing so, we can proceed to the study of the
different order contributions of δρ(k, t), which in the end, produces the linear order current,
alongside with the first two nonlinear ones. Additionally, the first and second order components
of the current are shown to be identical to its scalar potential counterparts, obtained by applying
the procedure described in [10]. The equivalence between formalisms is thus extended, from the
initial concepts presented in outset of this text, to the specific physical observables, the electric
currents.
6.1 Equation of Motion for δρ
Consider the equation of motion for ρ(k, t),
i~
∂ρss′(k, t)
∂t
= ss′ ρss′(k, t) + eA(t) · [vk, ρ(k, t)]ss′
previously derived in chapter 4. It is also true that, being a time-independent RDM, ρeq(k,A)
satisfies
0 = ss′ ρ
eq
ss′(k,A) + eA(t) · [vk, ρeq(k,A)]ss′ (6.1.1)
or, equivalently the equilibrium distribution for a given field configuration, A(t).
0 = ss′ ρ
eq
ss′(k,A(t)) + eA(t) · [vk, ρeq(k,A(t))]ss′ (6.1.2)
Subtracting (6.1.2) to the equation of motion of ρ(k, t), we gather
i~
∂ρss′(k, t)
∂t
= ss′ δρss′(k, t) + eA(t) · [vk, δρ(k, t)]ss′ (6.1.3)
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In order to bring δρ into the LHS of (6.1.3), we subtract, on both hands of the equation, the
following quantity
i~
∂ρeqss′(k,A(t))
∂t
= i~
∂A
∂t
· ∂ρ
eq
ss′(k,A(t))
∂A
= i~E(t) · ∂ρ
eq
ss′(k,A(t))
∂A
(6.1.4)
so that
i~
∂δρss′(k, t)
∂t
= ss′ δρss′(k, t) + eA(t) · [vk, δρ(k, t)]ss′
+i~E(t) · ∂ρ
eq
ss′(k,A)
∂A
(6.1.5)
an equation of motion for δρ is obtained. As previously mentioned, the equation of motion for
the RDM can be decomposed into its different order contributions in A, and so can equation
(6.1.5). For the n-th order solution of δρ, the equation of motion reads,
i~
∂δρ
(n)
ss′ (k, t)
∂t
= ss′ δρ
(n)
ss′ (k, t) + eA(t) ·
[
vk, δρ
(n−1)(k, t)
]
ss′
+i~E(t) · ∂ρ
eq,(n)
ss′ (k,A(t))
∂A
(6.1.6)
which exhibits the recursive character of the problem. The linear order solution of (6.1.6) is
promptly obtained by noting that in zeroth order,
δρ
(0)
ss′ = 0 (6.1.7)
δρ vanishes. We will proceed to compute δρ(1) and the linear order current, 〈J(1)〉.
6.2 The linear order solution, δρ
(1)
ss′
As mentioned, the first order equation is simplified due to the vanishing commutator term,
i~
∂δρ
(1)
ss′ (k, t)
∂t
= ss′ δρ
(1)
ss′ (k, t) + i~E(t) ·
∂ρ
eq,(1)
ss′ (k,A(t))
∂A
(6.2.1)
Recall that ρ
eq,(1)
ss′ was already determined in (5.2.18),
ρ
eq,(1)
ss′ (k,A(t)) =
e
~
Aα(t) [Dα, F ]ss′ (6.2.2)
so the direct substituion of (6.2.2) in the EQM reads,
i~
∂δρ
(1)
ss′ (k, t)
∂t
= ss′ δρ
(1)
ss′ (k, t) + ieE
α(t) [Dα, F ]ss′ (6.2.3)
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By Fourier decomposing the time-dependent quantities
δρ
(1)
ss′ (k, t) =
ˆ ∞
−∞
dω δρ
(1)
ss′ (k, ω) e
−iωt (6.2.4)
Eα(t) =
ˆ ∞
−∞
dω Eαω e
−iωt (6.2.5)
we obtain the solution for δρ
(1)
ss′ (k, ω),
1
δρ
(1)
ss′ (k, ω) = ieE
α
ω
[Dα, F ]ss′
~ω − ss′ = ieE
α
ωΘ
α
ss′(ω) (6.2.6)
for
Θαss′(ω) =
[Dα, F ]ss′
~ω − ss′ (6.2.7)
or, similarly,2
δρ
(1)
ss′ (k, ω) = iδss′ eE
α
ω
1
~ω
(∂αfks) + eE
α
ωξ
α
k,ss′
fs′s
~ω − ss′ (6.2.8)
in terms of its intraband and interband contributions. The former expression of δρ
(1)
ss′ (k, ω),
(6.2.6), will be used as an input in the second order solution,3 whilst the latter, (6.2.8), is
already in the form suitable for the computation of the first order current. It is also important
to denote that (6.2.6) will also allow us to promptly identify δρ
(1)
ss′ (k, ω) behaviour under phase
transformations.
6.2.1 δρ(1) , Phase & Gauge transformations
Following the comments on the covariant derivative, it is now trivial to show that δρ
(1)
ss′ behaves
δρ
(1)
ss′ =⇒ ei(µks′−µks)δρ(1)ss′ (6.2.9)
as an operator matrix element under phase transformations. Recall that the covariant derivative
picks up phase factors, whilst following its definition, (5.2.19),
Fss′ = 〈c†ks′cks〉0
=⇒ ei(µks−µks′ )〈c†ks′cks〉0
= δss′ e
i(µks−µks′ )fks
= δss′fks (6.2.10)
1There is a subtle but pertinent point on the subject of turning on the fields by means of an adiabatic switching.
This is covered in the appendix E. For now, the factor of i0+ will be left implied, it will be added explicitly when
we calculate the k-space integrations required to compute the current.
2Note that we are using the notation introduced in (5.2.17).
3Inspect (6.1.6).
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Fss′ is invariant under phase transformations. This implies that Θ
α
ss′(ω),
Θαss′(ω) =
[Dα, F ]ss′
~ω − ss′
transforms as
Θαss′(ω) =⇒ ei(µks′−µks)Θαss′(ω) (6.2.11)
and thus both Θαss′(ω) and
δρ
(1)
ss′ (k, ω) = ieE
α
ωΘ
α
ss′(ω)
follow exactly the same transformation law of vαkss′ . We can immediately check that the object
vαks′sδρ
(1)
ss′ (k, ω) =⇒ ei(µks−µks′ )vαks′s ei(µks′−µks)δρ(1)ss′ (k, ω)
= vαks′sδρ
(1)
ss′ (k, ω) (6.2.12)
is invariant and therefore so it is the first order current.
Additionally, by expressing δρ
(1)
ss′ (k, ω) in terms of the electric field, E
α
ω , δρ
(1)
ss′ (k, ω) and thus
the first order contribution to the current are invariant under gauge transformations.4
6.3 Computing the first order current, 〈J(1)ω 〉
Similarly to δρ(k, t), 〈J(t)〉 can also be Fourier decomposed. By doing so, the frequency-space
current is expressed as follows
〈Jω〉 = − e
V
∑
k
Tr [vk δρ(k, ω)] (6.3.1)
so that the first order contribution reads,
〈J(1)ω 〉 = −
e
V
∑
k
Tr
[
vk δρ
(1)(k, ω)
]
(6.3.2)
This can then be written as
〈J (1),αω 〉 = −i
e2
V
Eβω
∑
k,s′s
vαks′s
[
Dβ, F
]
ss′
~ω − ss′ (6.3.3)
by direct substitution of (6.2.6). As we have seen, the commutator is split into two different
contributions, an intraband one and an interband one, so that
〈Jα,(1)ω 〉 = [σαβ,(1)intra (ω) + σαβ,(1)inter (ω)]Eβω (6.3.4)
4Note that this comment is also valid for the higher order contributions, whenever the expressions are fully
written in terms of the components of the electric field.
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The intraband contribution, σ
αβ,(1)
intra (ω), is defined as
σ
αβ,(1)
intra (ω) = i
e2
~2V
1
ω
∑
k,s
(∂αks) (∂βks)
(
−∂fks
∂ks
)
(6.3.5)
and can be interpreted as a generalized Drude term. As for the interband contribution, σ
αβ,(1)
inter (ω),
it can be cast as the following
σ
αβ,(1)
inter (ω) = −
e2
V
∑
k,sr
vαk,sr ξ
β
k,rs
fsr
~ω − rs (6.3.6)
These are general versions of the expressions obtained in [10], in the limit where γ → 0.5 It has
been shown that, in first order, that the vector potential formalism replicates the results found
in the literature.
Note that the procedure of expressing σ in terms of: ξβkss′ , fks and ks, i.e., the fundamental
quantities in the description of the crystal system’s response to an external perturbation, will
be carried into the nonlinear order calculations.
Although the recursive character of the problem enables us to directly obtain expressions for
δρ(2), by solving (6.1.6) in second order, casting the result in a simple and condensed fashion
requires a great deal of manipulation.6 There is, however, one idea that is essential in simplifying
these expressions: expressing the terms coming from the A derivatives of ρ(eq) in terms of the
covariant derivative. As we will see, the form of the expressions (6.2.6) and (D.0.22) will allow
us to promptly derive δρ(2).
6.4 The second order solution, δρ
(2)
ss′
The second order equation for δρ reads as follows
[
i~
∂
∂t
− ss′
]
δρ
(2)
ss′ (k, t) = eA(t) ·
[
vk, δρ
(1)(k, t)
]
ss′
+ i~E(t) · ∂ρ
eq,(2)
ss′ (k,A(t))
∂A
(6.4.1)
A closer look at the RHS of this equation shows that whilst the first object is a familiar one,
expressed in terms of the velocity vk, and the first order solution, 6.2.6, the second term, the
A-derivative of ρ
eq,(2)
ss′ , is yet to be determined. The study of this last object was conducted in
the second part of the appendix D.
By repeating the procedure of Fourier decomposing the time dependent quantities, the LHS
of equation (6.4.1) takes the form of
ˆ
dΩ [~Ω− ss′ ] δρ(2)ss′ (k,Ω)e−iΩt (6.4.2)
the common energy factor. The LHS, however, is a more complicated object and the sum of two
5The system is considered to be free from scattering.
6A natural consequence of the numerous terms coming from the commutator term and the ρeq term in (6.1.6).
Check the terms listed in (D.0.18).
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terms. The first corresponds to the direct substitution of 6.2.6,
ie2
ˆ
dωadωbE
α
ωb
Aβωa
[
vβk,Θ
α(ω)
]
ss′
e−i(ωa+ωb)t (6.4.3)
and the second one is obtained
i
e2
~
ˆ
dωadωbE
α
ωb
Aβωa
[
Dβ, [Dα, F ]
]
ss′
e−i(ωa+ωb)t (6.4.4)
by application of the result derived in the aforementioned appendix, D.0.22. Multiplying both
hand sides by the plane wave factor of frequency ω¯, eiω¯t, and integrating it over time, we see
that the frequencies are to be fixed to
δ(ω¯ − Ω)
on the LHS and to
δ(ω¯ − ωa − ωb)
on the RHS. This means that Ω is fixed the sum of the two individual frequencies ωa, ωb:
δρ
(2)
ss′ (k,Ω)→ δρ(2)ss′ (k, ωa + ωb) (6.4.5)
Note that there is, however, a second frequency integration on the RHS terms, (6.4.3) and
(6.4.4). Until now, the exact form of our external fields was left unspecified. Following the
general practice in the subject of nonlinear physics, nonlinear phenomena are to be studied
under the assumption that the external field is a monochromatic one, i.e., fixed at a given
specific frequency,7
Aωa → Aω1 δ(ωa − ω1) (6.4.6)
Eωb → Eω2 δ(ωb − ω2) (6.4.7)
Finally, we obtain the following expression for δρ
(2)
ss′ (k, ω12),
[~ω12 − ss′ ] δρ(2)ss′ (k, ω12) = i
e2
~
Eαω2A
β
ω1
([[
Dβ, 
]
,Θα(ω2)
]
ss′
+
[
Dβ, [Dα, F ]
]
ss′
)
(6.4.8)
where we have introduced the notation
ω12 = ω1 + ω2 (6.4.9)
and replaced the expression for the velocity operator, (5.2.26),
vβkss′ =
1
~
[
Dβ, 
]
ss′
Before we explicitly write the solution of the equation, let us further manipulate the RHS of
(6.4.8).
7Note that for more general external fields, such as the Gaussian beam fixed at a specific frequency ω, the
statement that the field is monochromatic is no longer valid.
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6.4.1 Manipulating the RHS of the δρ
(2)
ss′(k, ω12) equation of motion
We begin by noting that by expressing the commutator [Dα, F ]ss′
[Dα, F ]ss′ =
[Dα, F ]ss′
~ω2 − ss′ [~ω2 − ss
′ ]
= Θαss′(ω2) [~ω2 − ss′ ]
= ~ω2Θαss′(ω2) + [Θ
α(ω2), ]ss′ (6.4.10)
in terms of Θαss′(ω2), the second term in the RHS of the equation of motion reads[
Dβ, [Dα, F ]
]
ss′
= ~ω2
[
Dβ,Θα(ω2)
]
ss′
+
[
Dβ, [Θα(ω2), ]
]
ss′
(6.4.11)
Furthermore, the first term in (6.4.8),[[
Dβ, 
]
,Θα(ω2)
]
ss′
(6.4.12)
can, by the direct application of the Jacobi identity,
[A, [B,C]] + [B, [C,A]] + [C, [B,A]] = 0 (6.4.13)
be expressed as[[
Dβ, 
]
,Θα(ω2)
]
ss′
= −
[
Θα(ω2),
[
Dβ, 
]]
ss′
=
[
Dβ, [,Θα(ω2)]
]
ss′
+
[
,
[
Θα(ω2), D
β
]]
ss′
= −
[
Dβ, [Θα(ω2), ]
]
ss′
+
[[
Dβ,Θα(ω2)
]
, 
]
ss′
(6.4.14)
It is immediate that by collecting (6.4.11) and (6.4.14), the[[
Dβ,Θα(ω2)
]
, 
]
ss′
terms cancel out, leaving us with[[
Dβ, 
]
,Θα(ω2)
]
ss′
+
[
Dβ, [Dα, F ]
]
ss′
= ~ω2
[
Dβ,Θα(ω2)
]
+
[[
Dβ,Θα(ω2)
]
, 
]
ss′
= [~ω2 − ss′ ]
[
Dβ,Θα(ω2)
]
ss′
(6.4.15)
a single contribution, already in commutator form. The equation for δρ
(2)
ss′ (k, ω12), (6.4.8),
[~ω12 − ss′ ] δρ(2)ss′ (k, ω12) = e2Eαω2Eβω1
1
~ω1
[~ω2 − ss′ ]
[
Dβ,Θα(ω2)
]
ss′
(6.4.16)
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is cast in terms of a single commutator. The frequency space equivalent of (2.1.3),
Eβω1 = iω1A
β
ω1 (6.4.17)
was used to express δρ
(2)
ss′ in terms of the electric fields. Manipulating the energy factor
1
~ω1
~ω2 − ss′
~ω12 − ss′ =
[
1
~ω1
− 1
~ω12 − ss′
]
(6.4.18)
we obtain δρ
(2)
ss′ (k, ω12) as the commutator of the covariant derivative, D
β, and the key object
in the first order calculation, Θα(ω2),
δρ
(2)
ss′ (k, ω12) = e
2Eαω2E
β
ω1
[
1
~ω1
− 1
~ω12 − ss′
] [
Dβ,Θα(ω2)
]
ss′
(6.4.19)
times the energy factor decomposed in simple fractions. In order to compute the current, it is
useful to split δρ
(2)
ss′ into two contributions,
δρ
(2)
ss′ (k, ω12) = e
2Eαω2E
β
ω1
(
1
~ω1
[
Dβ,Θα(ω2)
]
ss′︸ ︷︷ ︸
A contribution
− 1
~ω12 − ss′
[
Dβ,Θα(ω2)
]
ss′︸ ︷︷ ︸
B contribution
)
(6.4.20)
labelled A and B. Let us note that (6.4.19) is mimicking the structure found in the first order
solution, (6.2.6), albeit with a dependence on a more complex object. This has two obvious
consequences.
The first one, connected to the recursive character of the problem, leads us to the assump-
tion that the sort of manipulations performed in section 6.4.1 will find its way into the next
order solution, δρ
(3)
ss′ . The second one concerns the behaviour of δρ
(2)
ss′ (k, ω12) under phase trans-
formations. It will be shown presently that it contains the same operator character as δρ(1)
.
6.4.2 δρ(2), Phase & Gauge transformations
Analogously to δρ
(1)
ss′ , we can verify that δρ
(2)
ss′ transforms as an operator under phase transfor-
mations,
δρ
(2)
ss′ =⇒ ei(µks−µks′ )δρ(2)ss′ (6.4.21)
Recall that the Θαss′ function
Θαss′(ω2) =⇒ ei(µks′−µks)Θαss′(ω2)
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transforms exactly as such. The commutator in (6.4.20) can be expanded by using (5.2.22),[
Dβ,Θα(ω2)
]
ss′
= (∂βΘ
α
ss′(ω2))− i
∑
r
[
ξβksrΘ
α
rs′ −Θαsrξβkrs′
]
=⇒
(
∂βe
i(µks′−µks)Θαss′(ω2)
)
−i
∑
r
(
ei(µkr−µks)
[
ξβksr − δsr (∂βµks)
]
ei(µks′−µkr)Θαrs′
)
+i
∑
r
(
ei(µkr−µks)Θαsre
i(µks′−µkr)
[
ξβkrs′ − δrs′ (∂βµks′)
])
(6.4.22)
The transformation laws for ξβkss′ and Θ
α
ss′(ω2), (3.2.13) and (6.2.11), were replaced in the last
step. [
Dβ,Θα(ω2)
]
ss′
=⇒ Θαss′(ω2)
(
∂βe
i(µks′−µks)
)
+ ei(µks′−µks) (∂βΘαss′(ω2))
+iΘαss′(ω2)e
i(µks′−µks) (∂β (µks − µks′))
−iei(µks′−µks)
∑
r
[
ξβksrΘ
α
rs′ −Θαsrξβkrs′
]
(6.4.23)
Note that the gradient terms coming the commutator cancel out with the ones coming from the
derivative,
Θαss′(ω2)
(
∂βe
i(µks′−µks)
)
= iΘαss′(ω2)e
i(µks′−µks) (∂β (µks − µks′)) (6.4.24)
so that (6.4.23) finally reads,[
Dβ,Θα(ω2)
]
ss′
=⇒ ei(µks′−µks)
[
Dβ,Θα(ω2)
]
ss′
(6.4.25)
i.e., the transformation law (6.4.21) is indeed verified. We thus conclude that the second order
current is also invariant under these transformations. As before, by expressing δρ
(2)
ss′ in terms of
the electric field, its expression is automatically rendered gauge invariant.
6.5 Computing the second order current, 〈J(2)ω12〉
Extending the Fourier decomposition procedure to the second order current, we immediately
write
〈J(2)ω12〉 = −
e
V
∑
k
Tr
[
vk δρ
(2)(k, ω12)
]
(6.5.1)
We can thus compute the current associated with each of the contributions coming from δρ
(2)
ss′ .
This first portion of 〈J(2)ω12〉, associated with the A contribution of (6.4.20), reads
〈J (2),A,γω12 〉 = −
e3
V
Eαω2E
β
ω1
1
~ω1
∑
k
Tr
[
vγk
[
Dβ,Θα(ω2)
]]
(6.5.2)
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Using the cyclic property of the trace
〈J (2),A,γω12 〉 =
e3
V
Eαω2E
β
ω1
1
~ω1
∑
k
Tr
[[
Dβ, vγk
]
Θα(ω2)
]
(6.5.3)
the commutator is brought over to the first two operators. This allows for the direct application
of the canonical commutator, (5.2.28),
〈J (2),A,γω12 〉 =
e3
V
Eαω2E
β
ω1δ
βγ 1
~ω1
~
m
∑
k
Tr [Θα(ω2)] (6.5.4)
Note that since Θαss(ω2) reads as
Θαss(ω2) =
1
~ω2
[Dα, F ]ss
=
1
~ω2
[(∂αfks)− i [ξα, F ]ss]
then the its trace reduces
Tr[Θα(ω2)] =
1
~ω2
∑
s
(∂αfks) (6.5.5)
by application of the cyclic property in the commutator term.8 The current is thus expressed as
〈J (2),A,γω12 〉 =
e3
V
Eαω2E
β
ω1δ
βγ 1
~ω1
1
~ω2
~
m
∑
k,s
(∂αfks)
=
e3
V
Eαω2E
β
ω1δ
βγ 1
~ω1
1
~ω2
~
m
(
∂α
∑
k,s
fks
)
= 0 (6.5.6)
and naturally, a trivial contribution to the end result.
As for B, it is associated with the following current
〈J (2),B,γω12 〉 =
e3
V
Eαω2E
β
ω1
∑
k,s′s
vγks′s
[
Dβ,Θα(ω2)
]
ss′
~ω12 − ss′ (6.5.7)
As before, we want to express 〈J(2)ω12〉 in the problem’s fundamental quantities. By successive
application of the commutator rule, (5.2.22), the commutator[
Dβ,Θα(ω2)
]
ss′
8We will later see that this a property held, not only by Θα but also by the higher order version of it, Θβα.
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reads as[
Dβ,Θα(ω2)
]
ss′
=
1
~ω2
(∂β∂αfks) δss′ − i
(
∂β
ξαkss′fs′s
~ω2 − ss′
)
− i
~ω2
ξβkss′ (∂αfs′s)
−
∑
r
[
ξβksrξ
α
krs′fs′r
~ω2 − rs′ −
ξαksrξ
β
krs′frs
~ω2 − sr
]
(6.5.8)
Replacing the velocity matrix element, (3.2.7), in 〈J (2),B,γω12 〉, it is seen that, whilst the term in
the first line of (6.5.8) solely picks up the intraband part of vγks′s, the terms coming from the
second line do so for the interband part of vγks′s. Since
〈J (2),A,γω12 〉 = 0
the second order current can be finally expressed as
〈J (2),γω12 〉 =
e3
V
Eαω2E
β
ω1
∑
k,s
(
1
~ω12
1
~ω2
1
~
(∂γks) (∂β∂αfks)
+
1
~
∑
s′
s′sξ
γ
ks′s
~ω12 − ss′
[(
∂β
ξαkss′fs′s
~ω2 − ss′
)
+
1
~ω2
ξβkss′ (∂αfs′s)
]
−
∑
s′r
[
vγks′sξ
β
ksrξ
α
krs′
~ω12 − ss′
fs′r
~ω2 − rs′ −
vγks′sξ
α
ksrξ
β
krs′
~ω12 − ss′
frs
~ω2 − sr
])
(6.5.9)
As before, we can compare the current obtained in our formalism with the one obtained using
Mikhailov’s scalar potential approach.9 It is clear that (6.5.9) and (F.0.24) are the exact same ex-
pression. Both formalisms, although using different procedures, provide the same result, not only
at first but also second order. It has thus been shown that the equivalence between formalisms,
addressed in the initial part of the text, is retained when computing physical observables such
as the electric current.
The easiness in manipulating expressions, developed across this section, will play a capital
role in the study of the next nonlinear contribution, δρ(3).
6.6 Computing the third order solution, δρ
(3)
ss′
The third order equation for δρ reads
[
i~
∂
∂t
− ss′
]
δρ
(3)
ss′ (k, t) = eA(t) ·
[
vk, δρ
(2)(k, t)
]
ss′
+ i~E(t) · ∂ρ
eq,(3)
ss′ (k,A(t))
∂A
(6.6.1)
9This calculation was skipped in [10] due to the author’s focus on graphene, a centrosymmetric material with
a zero second order contribution to the current. We will study this presently. The procedure can, however, be
applied to a general system. This has been replicated in the appendix F.
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The procedure of expressing the EQM in terms of frequency variables, thoroughly described in
the calculation of δρ
(2)
ss′ , is now sensibly omitted. Its result presents as follows
[~ω123 − ss′ ] δρ(3)ss′ (k, ω123) =
e3
~
Eαω3E
β
ω2A
γ
ω1
[[
[Dγ , ] ,Θβα(ω2, ω3)
]
ss′
+
1
~ω2
[
Dγ ,
[
Dβ, [Dα, F ]
]]
ss′
]
(6.6.2)
by defining the object Θβαss′(ω2, ω3), designed to mimic δρ
(2)’s Θαss′(ω2),
Θβαss′(ω2, ω3) =
[
1
~ω2
− 1
~ω23 − ss′
] [
Dβ,Θα(ω3)
]
ss′
(6.6.3)
and by using the result obtained in the appendix D, (D.0.23). Once again, the objects were
expressed in terms of the frequency notation: (6.4.9).
6.6.1 Manipulating the δρ
(3)
ss′(k, ω123) equation
As before, we begin by manipulating the RHS terms of the equation of motion. From (6.4.11),[
Dβ, [Dα, F ]
]
ss′
= ~ω3
[
Dβ,Θα(ω3)
]
ss′
+
[
Dβ, [Θα(ω3), ]
]
ss′
follows that[
Dβ, [Dα, F ]
]
ss′
= ~ω3
[
Dβ,Θα(ω3)
]
ss′
−
[
,
[
Dβ,Θα(ω3)
]]
ss′
−
[
Θα(ω3),
[
,Dβ
]]
ss′
= [~ω3 − ss′ ]
[
Dβ,Θα(ω3)
]
ss′
+
[
Θα(ω3),
[
Dβ, 
]]
ss′
(6.6.4)
by application of the Jacobi identity, (6.4.13). Noting that,
~ω3 − ss′ =
[
1
~ω2
− 1
~ω23 − ss′
]
[~ω23 − ss′ ] ~ω2
(6.6.5)
we can express the first term of (6.6.4) as
[~ω23 − ss′ ] ~ω2Θβαss′(ω2, ω3) (6.6.6)
Replacing it in the latter equation, we obtain[
Dβ, [Dα, F ]
]
ss′
= ~ω23~ω2Θβαss′(ω2, ω3) + ~ω2
[
Θβα(ω2, ω3), 
]
ss′
+
[
Θα(ω3),
[
Dβ, 
]]
ss′
(6.6.7)
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an expression for
[
Dβ, [Dα, F ]
]
ss′ in terms of the object Θ
βα
ss′(ω2, ω3). The ρ
eq contribution of
the EQM is then expressed as
1
~ω2
[
Dγ ,
[
Dβ, [Dα, F ]
]]
ss′
= ~ω23
[
Dγ ,Θβα(ω2, ω3)
]
ss′
+
[
Dγ ,
[
Θβα(ω2, ω3), 
]]
ss′
+
1
~ω2
[
Dγ ,
[
Θα(ω3),
[
Dβ, 
]]]
ss′
(6.6.8)
Although this is not a striking expression, it is cast in such a way that, by applying the Jacobi
identity to the first term of (6.6.2) RHS,[
[Dγ , ] ,Θβα(ω2, ω3)
]
ss′
= −
[[
,Θβα(ω2, ω3)
]
, Dγ
]
ss′
−
[[
Θβα(ω2, ω3), D
γ
]
, 
]
ss′
=
[
Dγ ,
[
,Θβα(ω2, ω3)
]]
ss′
+
[[
Dγ ,Θβα(ω2, ω3)
]
, 
]
ss′
= −
[
Dγ ,
[
Θβα(ω2, ω3), 
]]
ss′
+
[[
Dγ ,Θβα(ω2, ω3)
]
, 
]
ss′
(6.6.9)
it is immediate that the second term in (6.6.8) and the first term in (6.6.9) cancel out. As for
the other terms, they can be collected into
[~ω23 − ss′ ]
[
Dγ ,Θβα(ω2, ω3)
]
ss′
− 1
~ω2
[
Dγ ,
[[
Dβ, 
]
,Θα(ω3)
]]
ss′
two different commutators. The expression for δρ
(3)
ss′ (k, ω123) now reads
[~ω123 − ss′ ] δρ(3)ss′ (k, ω123) = −i
e3
~ω1
Eαω3E
β
ω2E
γ
ω1
(
− 1
~ω2
[
Dγ ,
[[
Dβ, 
]
,Θα(ω3)
]]
ss′
+ [~ω23 − ss′ ]
[
Dγ ,Θβα(ω2, ω3)
]
ss′
)
(6.6.10)
And it can be cast into its final form by noting the following expansions in simple fractions,
1
~ω1
~ω23 − ss′
~ω123 − ss′ =
[
1
~ω1
− 1
~ω123 − ss′
]
(6.6.11)
and also that the first commutator[
Dγ ,
[[
Dβ, 
]
,Θα(ω3)
]]
ss′
= ~
[
Dγ ,
[
vβ,Θα(ω3)
]]
ss′
= ~
[
vβ, [Dγ ,Θα(ω3)]
]
ss′
− ~
[
Θα(ω3),
[
Dγ , vβ
]]
ss′
(6.6.12)
= ~
[
vβ, [Dγ ,Θα(ω3)]
]
ss′
(6.6.13)
can be entirely expressed in terms of (6.6.13) since the second term in (6.6.12)[
Θα(ω3),
[
Dγ , vβ
]]
ss′
=
∑
r
Θαsr(ω3)
[
Dγ , vβ
]
rs′
−
[
Dγ , vβ
]
sr
Θαrs′(ω3)
=
~
m
∑
r
Θαss′(ω3)−Θαss′(ω3)
= 0
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vanishes by direct application of (5.2.28). δρ
(3)
ss′ finally reads as
δρ
(3)
ss′ (k, ω123) = ie
3Eαω3E
β
ω2E
γ
ω1
([
1
~ω123 − ss′ −
1
~ω1
] [
Dγ ,Θβα(ω2, ω3)
]
ss′
+
1
~ω123 − ss′
1
~ω1
~
~ω2
[
vβ, [Dγ ,Θα(ω3)]
]
ss′
)
(6.6.14)
The third order contribution for δρ is, albeit in a rather convoluted form, expressed only as
the sum of two distinct commutators. Note that there is an underlying complicated structure
hidden inside the commutators of (6.6.14).10 Before we proceed to the computation of 〈J(3)ω123〉,
we must first write
δρ
(3)
ss′ (k, ω123) = ie
3Eαω3E
β
ω2E
γ
ω1
(
− 1
~ω1
[
Dγ ,Θβα(ω2, ω3)
]
ss′︸ ︷︷ ︸
A contribution
+
1
~ω123 − ss′
[
Dγ ,Θβα(ω2, ω3)
]
ss′︸ ︷︷ ︸
B contribution
+
1
~ω123 − ss′
1
~ω1
~
~ω2
[
vβ, [Dγ ,Θα(ω3)]
]
ss′︸ ︷︷ ︸
C contribution
)
(6.6.15)
δρ
(3)
ss′ as the sum of three different contributions.
6.6.2 Computing the third order current, 〈J(3)ω123〉
The frequency space third order current reads,
〈J(3)ω123〉 = −
e
V
∑
k
Tr
[
vk δρ
(3)(k, ω123)
]
(6.6.16)
As before, we start by the portion in which we can apply the cyclic property of the trace, that
is to say, the A contribution of (6.6.15). Replacing it in (6.6.16), this contribution to 〈J(3)ω123〉 is
immediately simplified
〈J (3),A,δω123 〉 = i
e4
V
Eαω3E
β
ω2E
γ
ω1
1
~ω1
∑
k
Tr
[
vδk
[
Dγ ,Θβα(ω2, ω3)
]]
= −ie
4
V
Eαω3E
β
ω2E
γ
ω1
1
~ω1
∑
k
Tr
[[
Dγ , vδk
]
,Θβα(ω2, ω3)
]
= −ie
4
V
Eαω3E
β
ω2E
γ
ω1δ
γδ 1
~ω1
~
m
∑
k
Tr
[
Θβα(ω2, ω3)
]
(6.6.17)
10The subject of verifying that δρ
(3)
ss′ transforms exactly as its lowest order counterparts under phase transfor-
mations is skipped, since it follows the procedures from the previous sections.
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by use of the canonical commutator, (5.2.28). We can see from the definition of Θβαss′ , (6.6.3),
that
Θβαss =
[
1
~ω2
− 1
~ω23
] [
Dβ,Θα(ω3)
]
ss
=
[
1
~ω2
− 1
~ω23
] [
(∂αΘ
α
ss(ω3))− i
[
ξβ,Θα(ω3)
]
ss
]
(6.6.18)
similarly to (6.5.5), satisfies the property,
Tr[Θβα(ω2, ω3)] =
[
1
~ω2
− 1
~ω23
]
1
~ω3
(∂β∂αfks) (6.6.19)
〈J (3),A,δω123 〉 is then shown to be
〈J (3),A,δω123 〉 = i
e4
V
Eαω3E
β
ω2E
γ
ω1δ
γδ
[
1
~ω2
− 1
~ω23
]
1
~ω3
1
~ω1
~
m
(
∂β∂α
∑
k,s
fks
)
= 0 (6.6.20)
a trivial contribution to the current, identical to the second order A current.
As for the other contributions, (6.6.15)’s B and C, it will be shown that they provide non-
vanishing terms for 〈J(3)ω123〉.
The B contribution of 〈J(3)ω123〉
We begin by B, which associated current reads
〈J (3),B,δω123 〉 = −i
e4
V
Eαω3E
β
ω2E
γ
ω1
∑
k,s′s
1
~ω123 − ss′ v
δ
s′s
[
Dγ ,Θβα(ω2, ω3)
]
ss′
(6.6.21)
This requires the computation of the commutator[
Dγ ,Θβα(ω2, ω3)
]
ss′
(6.6.22)
which is determined by direct application of the commutation rule, (5.2.28),[
Dγ ,Θβα(ω2, ω3)
]
ss′
=
(
∂γΘ
βα
ss′(ω2, ω3)
)
− i
[
ξγ ,Θβα(ω2, ω3)
]
ss′
(6.6.23)
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Replacing (6.6.22) and Θβαss′ , (6.6.3), in the expression we obtain,
〈J (3),B,δω123 〉 = −i
e4
V
Eαω3E
β
ω2E
γ
ω1
∑
k,s′s
vδs′s
~ω123 − ss′[(
∂γ
[
1
~ω2
− 1
~ω23 − ss′
] [
Dβ,Θα(ω3)
]
ss′
)
+
∑
r′
([
1
~ω2
− 1
~ω23 − r′s′
]
ξγsr′
[
Dβ,Θα(ω3)
]
r′s′
−
[
1
~ω2
− 1
~ω23 − sr′
] [
Dβ,Θα(ω3)
]
sr′
ξγr′s′
)]
(6.6.24)
And, by subsequently replacing
[
Dβ,Θα(ω3)
]
ss′ , written in (6.5.8),
〈J (3),B,δω123 〉 = −i
e4
V
Eαω3E
β
ω2E
γ
ω1
∑
k,s′s
vδs′s
~ω123 − ss′((
∂γ
[
1
~ω2
− 1
~ω23 − ss′
] [
1
~ω3
(∂β∂αfks) δss′ − i
(
∂β
ξαkss′fs′s
~ω3 − ss′
)
− i
~ω3
ξβkss′ (∂αfs′s)−
∑
r
[
ξβksrξ
α
krs′fs′r
~ω3 − rs′ −
ξαksrξ
β
krs′frs
~ω3 − sr
]])
−i
∑
r′
[[
1
~ω2
− 1
~ω23 − r′s′
]
ξγsr′
[
1
~ω3
(∂β∂αfks′) δr′s′ − i
(
∂β
ξαkr′s′fs′r′
~ω3 − r′s′
)
− i
~ω3
ξβkr′s′ (∂αfs′r′)−
∑
r
[
ξβkr′rξ
α
krs′fs′r
~ω3 − rs′ −
ξαkr′rξ
β
krs′frr′
~ω3 − r′r
]]
−
[
1
~ω2
− 1
~ω23 − sr′
] [
1
~ω3
(∂β∂αfks) δsr′ − i
(
∂β
ξαksr′fr′s
~ω3 − sr′
)
− i
~ω3
ξβksr′ (∂αfr′s)−
∑
r
[
ξβksrξ
α
krr′fr′r
~ω3 − rr′ −
ξαksrξ
β
krr′frs
~ω3 − r′r
]
ξγr′s′
]])
(6.6.25)
we obtain, although in a lengthy and convoluted fashion, the contribution expressed in terms of
the so-called fundamental quantities from (6.3).
Lastly, we will compute the current associated with the C contribution in (6.6.15),
〈J (3),C,δω123 〉 = −i~
e4
V
Eαω3E
β
ω2E
γ
ω1
∑
k,s′s
1
~ω123 − ss′
1
~ω1
1
~ω2
vδs′s
[
vβ, [Dγ ,Θα(ω3)]
]
ss′
= −i~e
4
V
Eαω3E
β
ω2E
γ
ω1
∑
k,s′s
1
~ω123 − ss′
1
~ω1
1
~ω2
vδs′s
[
vγ ,
[
Dβ,Θα(ω3)
]]
ss′
(6.6.26)
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which, by expanding the commutator, and replacing
[
Dβ,Θα(ω3)
]
, writes as
〈J (3),C,δω123 〉 = −i~
e4
V
Eαω3E
β
ω2E
γ
ω1
∑
k,r′s′s
vδs′s
~ω123 − ss′
1
~ω1
1
~ω2(
vγsr′
[
1
~ω3
(∂β∂αfks′) δr′s′ − i
(
∂β
ξαkr′s′fs′r′
~ω3 − r′s′
)
− i
~ω3
ξβkr′s′ (∂αfs′r′)
−
∑
r
[
ξβkr′rξ
α
krs′fs′r
~ω3 − rs′ −
ξαkr′rξ
β
krs′frr′
~ω3 − r′r
]]
−
[
1
~ω3
(∂β∂αfks) δsr′ − i
(
∂β
ξαksr′fr′s
~ω3 − sr′
)
− i
~ω3
ξβksr′ (∂αfr′s)
−
∑
r
[
ξβksrξ
α
krr′fr′r
~ω3 − rr′ −
ξαksrξ
β
krr′frs
~ω3 − sr
]]
vγr′s′
)
(6.6.27)
Any further analysis of 〈J(3)ω123〉 requires a simplification of the expressions (6.6.25) and (6.6.27).
In order to do so, the terms in both B and C will be separated according to the number of Berry
connections in each contribution.11 At the moment, we are not altogether interested in replacing
the velocity matrix element, since it is a composed by two different terms and this would further
convolute the procedure. Inspecting the expressions, we see that the B contributions, (6.6.25),
will be sorted from zero to three Berry connections, whilst the C contribution, (6.6.27), from
zero to two.12
The B contributions of 〈J(3)ω123〉
Collecting the terms in (6.6.25) by their number of Berry connections,
〈J (3),B,δω123 〉︸ ︷︷ ︸
(3/0)
= −ie
4
V
Eαω3E
β
ω2E
γ
ω1
1
~ω123
1
~ω23
1
~ω2
∑
k,s
vδss (∂γ∂β∂αfks) (6.6.28)
〈J (3),B,δω123 〉︸ ︷︷ ︸
(2/1)
= −e
4
V
Eαω3E
β
ω2E
γ
ω1
∑
k,s′s
vδs′s
~ω123 − ss′[
1
~ω23
1
~ω3
ξγss′ (∂β∂αfs′s)
+i
(
∂γ
[
1
~ω2
− 1
~ω23 − ss′
](
∂β
ξαkss′fs′s
~ω3 − ss′
))
+
i
~ω3
(
∂γ
[
1
~ω2
− 1
~ω23 − ss′
]
ξβkss′ (∂αfs′s)
)]
(6.6.29)
11It will be shown presently that systems such as the tight-binding graphene have both band energies, ks, and
Berry connections, ξαkss′ , with well-defined parity. By separating the contributions according to this criterium, it
will be possible to, purely by inspection, tell if a contribution is relevant or not. This will be the subject of the
following chapter.
12The notation employed here follows the one used in [10].
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〈J (3),B,δω123 〉︸ ︷︷ ︸
(1/2)
= i
e4
V
Eαω3E
β
ω2E
γ
ω1
∑
k,r s′s
vδs′s
~ω123 − ss′[(
∂γ
[
1
~ω2
− 1
~ω23 − ss′
])[
ξβksrξ
α
krs′fs′r
~ω3 − rs′ −
ξαksrξ
β
krs′frs
~ω3 − sr
]
+
[
1
~ω2
− 1
~ω23 − ss′
] [
ξγksr
(
∂β
ξαkrs′fs′r
~ω3 − rs′
)
−
(
∂β
ξαksrfrs
~ω3 − sr
)
ξγkrs′
]]
(6.6.30)
〈J (3),B,δω123 〉︸ ︷︷ ︸
(0/3)
=
e4
V
Eαω3E
β
ω2E
γ
ω1
∑
k,r′r s′s
vδs′s
~ω123 − ss′[[
1
~ω2
− 1
~ω23 − (kr′ − ks′)
][
ξγksr′ξ
β
kr′rξ
α
krs′fs′r
~ω3 − rs′ −
ξγksr′ξ
α
kr′rξ
β
krs′frr′
~ω3 − r′r
]
−
[
1
~ω2
− 1
~ω23 − sr′
][
ξβksrξ
α
krr′ξ
γ
kr′s′fr′r
~ω3 − rr′ −
ξγksrξ
β
krr′ξ
γ
kr′s′frs
~ω3 − sr
]]
(6.6.31)
we obtain a slightly simplified version of the original expression for 〈J (3),B,δω123 〉. Note that familiar
structures, such as the pure intraband term, (6.6.28), are depicted explicitly by applying the
Berry connection criterium.
The C contributions of 〈J(3)ω123〉
The procedure is also applied to the C contributions, (6.6.27), rendering us
〈J (3),C,δω123 〉︸ ︷︷ ︸
(2/0)
= −i~e
4
V
Eαω3E
β
ω2E
γ
ω1
1
~ω1
1
~ω2
1
~ω3
∑
k,s′s
vδs′sv
γ
ss′
~ω123 − ss′ (∂β∂αfs
′s)
(6.6.32)
〈J (3),C,δω123 〉︸ ︷︷ ︸
(1/1)
= −~e
4
V
Eαω3E
β
ω2E
γ
ω1
1
~ω1
1
~ω2
∑
k,r′s′s
vδs′s
~ω123 − ss′[
vγsr′
(
∂β
ξαkr′s′fs′r′
~ω3 − (kr′ − ks′)
)
+
1
~ω3
vγs′r′ξ
β
kr′s′ (∂αfs′r′)
−
(
∂β
ξαksr′fr′s
~ω3 − sr′
)
vγr′s′ −
1
~ω3
ξβksr′ (∂αfr′s) v
γ
r′s′
]
(6.6.33)
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〈J (3),C,δω123 〉︸ ︷︷ ︸
(0/2)
= i~
e4
V
Eαω3E
β
ω2E
γ
ω1
1
~ω1
1
~ω2
∑
k,r′r s′s
vδs′s
~ω123 − ss′[
vγsr′ξ
β
kr′rξ
α
krs′fs′r
~ω3 − rs′ −
vγsr′ξ
α
kr′rξ
β
krs′frr′
~ω3 − r′r
ξβksrξ
α
krr′v
γ
r′s′fr′r
~ω3 − rr′ −
ξαksrξ
β
krr′v
γ
r′s′frs
~ω3 − sr
]
(6.6.34)
the different contributions that constitute 〈J (3),C,δω123 〉.
6.6.3 Finishing Remarks on the 〈J(3)ω123〉
Although not an astonishing result, these expressions, (6.6.28) - (6.6.34), comprise the different
portions of the third order electrical response for the general system. Their unwieldy character
is the necessary outcome of the general procedure employed in their derivation.
These expressions can, nevertheless, be employed in the study of a system’s nonlinear re-
sponse. In the remainder of this text, it will be our goal to present, not the calculations them-
selves, but suggestions and devices that can be used in the calculation of nonlinear currents for
particular systems. Naturally, one of these systems will be the monolayer graphene.
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Chapter 7
Parity Arguments, k-space
integrations & Graphene
The complexity of the expressions for the nonlinear currents encourages one to look for traits
in a system that might help simplify one’s calculations. It was also mentioned that one of the
primary objects of study would be the two-dimensional system of monolayer graphene.
We will see how several traits of this system simplify the calculations, and provide us with
a concrete example of a system’s nonlinear response. The first, one that is common to all
centrosymmetric materials,1 is presently exposed. We will then proceed to develop the tight-
binding model of the monolayer graphene.
7.1 Mirror symmetry in centrosymmetric materials
It was seen, throughout the previous chapter, that in order to calculate a given, n-th order
component of the electric current, J
(n)
ω , a k-space sum is always to be performed. It was also
seen, in our discussion of the position operator for the crystalline system, that by taking the
thermodynamic limit V (N)→∞, the k-space sum is replaced by the integral in that variable.
1
V
∑
k
θ(k)→
ˆ
d3k
(2pi)3
θ(k) (7.1.1)
For a crystalline system that is described by a Bravais lattice, the FBZ is invariant under k-
parity transformations, which means that for θ(k) odd, integrals such as (7.1.1) are trivial. Thus,
the knowledge of a function’s parity can, in principle, be used to simplify the calculations of
J
(n)
ω . Recall that these currents were expressed in terms of the so-called fundamental quantities:
ξβkss′ , fks and ks. By determining the parity of these objects we can determine which of the
contributions are relevant and which of them are not. We begin by the simplest object, the band
energy, ks.
1That is to say, materials that preserve inversion (mirror) symmetry.
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7.1.1 Parity of ks
The parity transformation is usually described in terms of a parity operator Π, which is defined
by its action on a arbitrary, local in r, operator
A(r)→ ΠA(r) Π† = A(−r) (7.1.2)
or equivalently on a function
Π Ψ(r) = Ψ (−r) (7.1.3)
Note that Π must be Hermitian, and satisfy Π2 = 1. By definition, a centrosymmetric system
(described by an Hamiltonian H0) is invariant under parity transformations so that
H0
(
r,
∇
i
)
= ΠH0
(
r,
∇
i
)
Π† ⇐⇒
[
H0
(
r,
∇
i
)
,Π
]
= 0 (7.1.4)
From the eigenvalue equation for the crystal system,
H0 ψks(r) = ks ψks(r)
it follows, by application of the (7.1.4), that
H0 Πψks(r) = ΠH0 ψks(r) (7.1.5)
H0 ψks(−r) = ks ψks(−r) (7.1.6)
Note that ψks(−r) is a −k labelled state
1√
V
e−ik·r uks(−r)
and therefore a state with energy eigenvalue −ks. This means that both uks(−r) and u−ks(r)
correspond to the same eigenvalue, which implies
u−ks(r) = eiµks uks(−r) (7.1.7)
that they are equal up to an undetermined phase.2 The equation (7.1.5) then reads
−ks = ks (7.1.8)
i.e., the energy eigenvalues are even under k-parity transformations. Consequently,
fks = f(ks) = f(−ks) = f−ks (7.1.9)
the Fermi distribution function is also even under such transformations.
2Which, as we will see, is model-dependent. It must also be noted that the phases must satisfy the following
condition
µks − µ−ks = 2pim, m ∈ Z
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Having determined the parity of both ks and fks, let us proceed to determine the parity of
the Berry connection, ξβkss′ .
7.1.2 Parity of ξβkss′
From its definition, (3.2.9), the Berry connections reads
ξkss′ =
i
vc
ˆ
d3r u∗ks(r)∇k (uks′(r))
Taking k→ −k,
ξ−kss′ =
i
vc
ˆ
UC
d3r u∗−ks(r) (∇−k u−ks′(r))
=
(−i)
vc
ˆ
UC
d3r u∗−ks(r) (∇k u−ks′(r)) (7.1.10)
flips the sign in the k-derivative while the uks functions are replaced by u−ks. From the relation
between mirrored states, (7.1.7), the Berry connection is now expressed as
ξ−k,ss′ =
(−i)
vc
ˆ
UC
d3r e−iµks uks′(−r)
(∇keiµks′ uks(−r))
= ei(µks′−µks)
(−i)
vc
ˆ
UC
d3r uks′(r) [∇k + i (∇kµks′)]uks(−r)
= −ei(µks−µks′ ) [ξk,ss′ − δss′ (∇kµks)] (7.1.11)
thus concluding that the parity of ξk,ss′ is determined by the phase µks, which is model-
dependent. This discussion is to be subsequently narrowed down to the study of the tight-binding
model in graphene.
7.2 Graphene
As detailed in the Introduction, graphene is considered to be an excellent study ground for non-
linear effects. It was seen that the emergence of the multiple harmonics in graphene’s response to
an external field is closely related to its ultrarelativistic dispersion relation. Its linear dispersion
relation, alongside the fact that it is only a two-band material, will alleviate the calculations,
making graphene a prime example in the study of nonlinear responses. Before we do so, let us
review the archetypal description of this material: the nearest neighbour tight-binding model
[4].
7.2.1 The nearest neighbour tight-binding model for graphene
Graphene is a two-dimensional material where carbon atoms are arranged in an honeycomb
lattice, figure 7.1. The structure can be decomposed into a unit cell consisting of two atoms
(usually labelled A and B) that is mapped by discrete translations of two basis vectors, here
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Figure 7.1: Lattice structure of graphene. The basis vectors are labelled a1 and a2, the nearest
neighbours by the δi, i = 1, 2, 3. Image extracted from [4].
defined as
a1 =
a
2
(
3,
√
3
)
(7.2.1)
a2 =
a
2
(
3,−
√
3
)
(7.2.2)
where a is the distance between two consecutive neighbours. As for the nearest-neighbour
vectors, they read
δ1 =
a
2
(
1,
√
3
)
(7.2.3)
δ2 =
a
2
(
1,−
√
3
)
(7.2.4)
δ3 = a (−1, 0) (7.2.5)
It is also necessary to define the honeycomb lattice Brillouin zone, represented in figure 7.2.
Figure 7.2: Brillouin zone of the honeycomb lattice. The dual space basis vectors are labelled
b1 and b2. K and K
′ represent the Dirac points. Image extracted from [4].
with its set of the reciprocal lattice vectors
b1 =
2pi
3a
(
1,
√
3
)
(7.2.6)
b2 =
2pi
3a
(
1,−
√
3
)
(7.2.7)
and two other vectors representing a particular set of points (called Dirac Points) that will be
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studied later on.
K =
(
2pi
3a
,
2pi
3
√
3a
)
(7.2.8)
K′ =
(
2pi
3a
,− 2pi
3
√
3a
)
(7.2.9)
Our description of graphene has its grounds in a nearest neighbour tight-binding (TB) model.
It assumes that the interactions between electrons and lattice potential reduce to an hopping
Hamiltonian, in which the electrons have the freedom to hop into neighbouring sites. In the
Bloch formalism, the eigenfunctions of the Hamiltonian are defined as a linear superposition of
the localized Wannier functions
|Ψks〉 = 1√
N
∑
R
cA,s(k,R) |φA(r−R)〉+ cB,s(k,R) |φB(r−R)〉 (7.2.10)
From Bloch’s theorem [15],
Ψk(r + R) = e
ik·R Ψk(r) (7.2.11)
it follows that the coefficients, cA,s(k,R) and cB,s(k,R), must be expressed as
cA,s(k,R) = e
ik·R cA,s(k) (7.2.12)
cB,s(k,R) = e
ik·R cB,s(k) (7.2.13)
As mentioned, the TB model assumes that only nearest neighbours interactions are relevant.
Let us consider some site A, at some arbitrary lattice position R. Our hopping model states that
the contributions to the Hamiltonian coming from this site can be expressed by three hopping
matrix elements,
〈φB(r−R)|H |φA(r−R)〉 = (−t) (7.2.14)
〈φB(r−R + a1)|H |φA(r−R)〉 = (−t) (7.2.15)
〈φB(r−R + a2)|H |φA(r−R)〉 = (−t) (7.2.16)
and its own on-site energy
〈φA(r−R)|H |φA(r−R)〉 = A (7.2.17)
The relevant matrix elements for an arbitrary site B are determined analogously. Solving the
set of equations
〈φA(r−R)|H |Ψk〉 = cA,s(k)k (7.2.18)
〈φB(r−R)|H |Ψk〉 = cB,s(k)k (7.2.19)
by use of the relations: (7.2.10) and (7.2.14) - (7.2.17),3 one obtains the TB Hamiltonian, Hk,
3For graphene the on-site energies for the A and B atoms are equal.
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as a function of the FBZ parameter, k:
Hk = (−t)
[
0 1 + e−ik·a1 + e−ik·a2
1 + eik·a1 + eik·a2 0
]
= (−t)
[
0 ∆∗(k)
∆(k) 0
]
(7.2.20)
The quantity ∆(k) is expressed as
∆(k) = d1(k) + id2(k) = (−t)
[
1 + eik·a1 + eik·a2
]
(7.2.21)
In order to determine the eigenvalues and eigenvectors, Hk is usually written as
Hk = d(k) · σ (7.2.22)
where d(k) is a three-dimensional vector d(k) defined as
d(k) = (d1(k), d2(k), 0) (7.2.23)
with components
d1(k) = (−t) (1 + cos(k · a1) + cos(k · a2)) (7.2.24)
d2(k) = (−t) (sin(k · a1) + sin(k · a2)) (7.2.25)
while σ = (σ1, σ2, σ3) is the three-dimensional Pauli matrices vector.
4
The eigenvalue equation then reads
[d(k) · σ]ψs(k) = ks ψs(k) (7.2.26)
from which the eigenvalues
ks = s |d(k)| = s |∆(k)| s = ±1 (7.2.27)
are extracted. These correspond to graphene’s two energy bands.5 The eigenvectors of the
two-dimensional TB Hamiltonian read
ψs(k) =
1√
2
[
1
s eiφ(k)
]
(7.2.28)
where s is band index label. The phase φ(k) is defined as follows
eiφ(k) =
∆(k)
|∆(k)| (7.2.29)
4Recall that the Pauli matrices have the following algebra: [σi, σj ] = iijkσk, ; {σi, σj} = 2δij .
5It is common to define the higher s = 1 energy band as the conduction band c, and the lower s = −1 energy
band as the valence band v. The labelling s = ±1 or s = c, v will be used interchangeably.
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and thus, independent from the band index. This encompasses the most relevant concepts in the
nearest neighbour TB model. Further improvements of the model and other relevant topics can
be studied in [4]. In the following section, the focus shall be drawn into the study of the physics
in the vicinity of the two most peculiar points in the graphene’s Brillouin zone: the Dirac points.
7.2.2 The Dirac Point Approximation
In the vicinity of two special points in the FBZ, (7.2.8) and (7.2.9), the band energies, (7.2.27),
for the conduction and the valence band meet, in what is commonly called the Dirac point. For
points k = K + q, |q|  |K|, the Hamiltonian, (7.2.22), can be expanded up to linear terms in
q, thus obtaining a two-dimensional Dirac equation,
Hq = ~vF q · σ (7.2.30)
and
qs = s~vF |q| s = ±1 (7.2.31)
graphene’s hallmark ultrarelativistic dispresion relation.
7.2.3 The TB Berry connection
It follows from the definition of the Berry connection, (3.2.9),
ξks′s =
i
vc
ˆ
UC
d3r u∗ks′(r) (∇kuks(r))
that, in order to compute ξk,s′s, we must first write the system’s periodic functions, uks. Fol-
lowing the definition of the Bloch states, (3.1.3),
Ψks(r) = e
ik·ruks(r)
and combining the equations: (7.2.10), (7.2.12) and (7.2.13), we obtain the expression for uks(r),
uks(r) =
√
V
N
∑
R
e−ik·(r−R) [cA,s(k)φA(r−R) + cB(k)φB,s(r−R)] (7.2.32)
where the cA(k), cB(k) coefficients correspond to the first and second components of the spinor
(7.2.28). The Berry connection is now explicitly written as
ξk,s′s =
i
N
∑
R,R′
ˆ
d3r eik·(r−R
′) [c∗A,s′(k)φ∗A(r−R′) + c∗B,s′(k)φ∗B(r−R′)](
∇ke−ik·(r−R) [cA,s(k)φA(r−R) + cB,s(k)φB(r−R)]
)
(7.2.33)
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Computing the k-derivative,
ξk,s′s =
1
N
∑
R,R′
eik·(R−R
′)
ˆ
d3r
[
c∗A,s′(k)φ
∗
A(r−R′) + c∗B,s′(k)φ∗B(r−R′)
]
[(r−R + i∇k) [cA,s(k)φA(r−R) + cB,s(k)φB(r−R)]] (7.2.34)
we conclude that the Berry connection has two distinct contributions:
ξ
(1)
k,s′s =
1
N
∑
R,R′
eik·(R−R
′
)
ˆ
d3r
[
c∗A,s′(k)φ
∗
A(r−R
′
) + c∗B,s′(k)φ
∗
B(r−R
′
)
]
(r−R) [cA,s(k)φA(r−R) + cB,s(k)φB(r−R)] (7.2.35)
and
ξ
(2)
k,s′s =
1
N
∑
R,R′
eik·(R−R
′) [c∗A(k) 〈φA(r−R′)∣∣+ c∗B(k) 〈φB(r−R′)∣∣]
(i∇k) [cA(k) |φA(r−R)〉+ cB(k) |φB(r−R)〉] (7.2.36)
An appropriate change in variable allows us to write ξ
(1)
k,s′s
ξ
(1)
k,s′s =
1
N
∑
R,R′
eik·(R−R
′)
ˆ
d3r
[
c∗A,s′(k)φ
∗
A(r + R−R′) + c∗B,s′(k)φ∗B(r + R−R′)
]
(r) [cA,s(k)φA(r) + cB,s(k)φB(r)] (7.2.37)
in terms of the matrix elements of the position operator in the Wannier basis. If we consider
well-localized Wannier functions, the terms mixing A and B functions are neglectable and the
integration reduces to
δR,R′
[
c∗A,s′(k)cA,s(k)τAA + c
∗
B,s′(k)cB,s(k)τBB
]
(7.2.38)
for
ταα =
ˆ
d3r φ∗α(r)rφα(r) (7.2.39)
These elements, according to our choice of basis vectors, read
τAA = δ1
τBB = 0
and thus, the first contribution for the Berry connection, ξ
(1)
k,s′s, is written as follows
ξ
(1)
k,s′s =
δ1
2
(7.2.40)
The second contribution can be promptly calculated by computing the k-derivatives of the the
cA(k), cB(k) coefficients.
ξ
(2)
k,s′s = −
s′s
2
(∇kφ(k)) (7.2.41)
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Combining both contributions, the Berry connection for graphene finally reads as
ξk,s′s =
1
2
[
δ1 − s′s (∇kφ(k))
]
(7.2.42)
However, as we are mainly interested in studying the Dirac point physics, we can in such a limit,
neglect the ξ
(1)
k,s′s contribution
6
|∇kφ(k)| ∼ 1|q|  |δ1| (7.2.43)
so that the Berry connection is approximated to
ξk,s′s = −
s′s
2
(∇kφ(k)) (7.2.44)
and expressed solely as the k-gradient of the spinors’ relative phase . We thus conclude that in
the Dirac point regime, the Berry connection can be expressed in terms of the spinor, ψs(k).
ξk,s′s = iψ
†
s′(k) (∇kψs(k)) (7.2.45)
We proceed to determine the parity of this object.
7.2.4 Parity of ξβkss′ in the Dirac regime
If we take k→ −k in (7.2.45), the Berry connection now reads as
ξ−k,s′s = (−i)ψ†s′(−k) (∇kψs(−k)) (7.2.46)
These spinors, ψs(−k), are easily determined in the case of TB graphene,
ψs(−k) = 1√
2
[
1
s eiφ(−k)
]
(7.2.47)
since the phase factor
eiφ(−k) =
∆(−k)
|∆(−k)| =
∆∗(k)
|∆(k)| = e
−iφ(k) (7.2.48)
goes to its complex conjugate under the k→ −k transformation. It thus follows that ξk,s′s,
ξ−k,s′s = −
ss′
2
(∇kφ(k))
= ξk,s′s (7.2.49)
is even under the k-parity transformation. We have thus determined the parity of the so-called
fundamental quantities: (6.3). Parity arguments can now be implemented in the calculation of
graphene’s electrical response. These will be presently used to corroborate the statement that,
due to its centrosymmetricity, graphene has no second order current, (6.5.9), [10]. We will then
end the chapter by resuming the study of the Berry connection in the Dirac regime.
6Since φ(k) is the polar coordinate.
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7.2.5 Parity arguments and graphene’s second order current
As we have seen throughout the text, our description relies on the calculation of the band
energies, ks, and the Berry connections, ξ
β
kss′ , as well as the knowledge of the Fermi function,
fks. Knowing that all three objects have, for the TB graphene, well-defined even parity, we can
proceed to show that 〈J (2),γω12 〉 is necessarily zero in this material. Begin by noting that the parity
of both ks and ξ
β
kss′ implies that the velocity matrix element
vks′s =
1
~
 δs′s (∇kks)︸ ︷︷ ︸
Odd under k→-k
+ is′sξks′s︸ ︷︷ ︸
Even under k→-k
 (7.2.50)
is composed of two distinct terms, with opposite parity.
We can now turn to the elements being summed over in (6.5.9), assess their parity, and
therefore, their relevance. The first contribution, which is entirely intraband,
(∂γks)︸ ︷︷ ︸
Odd
(∂β∂αfks)︸ ︷︷ ︸
Even
→ Odd (7.2.51)
is an odd function and thus its integral is zero. The terms in the second line are, once again,
vanishing contributions, since both are integrals over odd functions.
s′sξ
γ
ks′s
~ω12 − ss′︸ ︷︷ ︸
Even
∂β ξαkss′fs′s~ω2 − ss′︸ ︷︷ ︸
Even

︸ ︷︷ ︸
Odd
→ Odd (7.2.52)
1
~ω2
ξβkss′︸︷︷︸
Even
(∂αfs′s)︸ ︷︷ ︸
Odd
→ Odd (7.2.53)
The two remaining contributions of (6.5.9) have either terms, such as
1
~ω12
1
~
(∂γks)︸ ︷︷ ︸
Odd
fsr
~ω2 − rs ξ
β
ksrξ
α
krs︸ ︷︷ ︸
Even
→ Odd (7.2.54)
which vanish under a k-space integration, or terms such as
i
~
s′sξ
γ
ks′sξ
β
ksrξ
α
krs′
~ω12 − ss′
fs′r
~ω2 − rs′ (7.2.55)
that are explicitly even and thus untouched by the parity arguments. Note however that, since
graphene is a two band material, the indices s′ and r must be fixed to the opposite of s, s¯ and
s, respectively. This means that (7.2.55) reads as
i
~
(ks¯ − ks)ξγks¯sξβkssξαkss¯
~ω12 − (ks − ks¯)
(fks¯ − fks)
~ω2 − (ks − ks¯) (7.2.56)
As we have seen in (3.2.13), the interband part of the Berry connection, ξβkss, does not transform
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as the matrix element of an operator under phase transformations. Thus, in order to ensure that
current is phase invariant, these remaining contributions should also vanish. If that is the case,
the second order response, by means of the current, 〈J (2),γω12 〉, is zero for the monolayer graphene.
7.2.6 Berry connections & the Dirac Point approximation
It was seen in chapter 3, that the Berry connections do not transform properly, i.e., as the matrix
elements of an operator, under phase transformations. The nondiagonal part, however, does
transform adequately, and it is that part that we are chiefly interested in studying.7 Following
(3.2.7),
ξk,s′s =
~
i
1
s′s
vk,s′s (s
′ = s¯) (7.2.57)
we express the relevant Berry connection elements as the interband part of the velocity matrix.
In the Dirac point approximation, the Hamiltonian, Hq, is linear in q, and thus the velocity
operator in a direction, α, is simply
vα = vF σα (7.2.58)
from which the nondiagonal terms are easily extracted,
vcv = ivF z× k (7.2.59)
vvc = −ivF z× k (7.2.60)
where the relative momentum to the Dirac point q is henceforth written as k. The interband
part of the Berry connection then reads
ξk,s¯s =
z× k
2 |k|2 (7.2.61)
With this result, we are left with one single obstacle in the way of completing the set of fun-
damental quantities,8 the form of the Fermi functions fks, which will be a subject for the next
chapter. Subsequently, we turn our attention into the calculation of graphene’s intraband and
interband components of the conductivity tensor.
7The rationale behind this is quite simple and follows the argument presented above. The expressions derived
in the previous chapter, chapter 6, should only retain interband Berry connections, as consequence of phase
invariance.
8 All that is required in order to compute the first and third order currents in the monolayer graphene.
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Chapter 8
Linear Response in Graphene
Graphene’s linear response to an external electric field has been thoroughly studied in the past,
using both classical [5, 6] and quantum [7, 8, 9, 10] descriptions. Consequently, there are two
objectives in this chapter. The first is to demonstrate that our results are consistent with the
results of the aforementioned papers, whilst the second is to exemplify some of the procedures
that will be used in the computation of the graphene’s nonlinear response, i.e., to use the linear
order as a training ground for the higher order calculations.
8.1 Graphene’s first order intraband σ
αβ,(1)
intra (ω) and interband
σ
αβ,(1)
inter (ω) tensors
Following the definitions, (6.3.5) and (6.3.6), graphene’s first order response is determined
σ
αβ,(1)
intra (ω) = i
e2
~2S
1
ω
∑
k,s
(∂αks) (∂βks)
(
−∂fks
∂ks
)
(8.1.1)
σ
αβ,(1)
inter (ω) = −
e2
S
∑
k,sr
vαk,sr ξ
β
k,rs
fks − fkr
~ω − rs (8.1.2)
by direct computation of these two tensors. Replacing the velocity matrix element, (3.2.7), in the
expression for σ
αβ,(1)
inter (ω) shows that the terms coming from the intraband part of v
α
k,sr vanish.
Consequently, the tensor accounting for the interband transitions is written as
σ
αβ,(1)
inter (ω) = −
ie2
~S
∑
k,sr
srξ
α
k,sr ξ
β
k,rs
fks − fkr
~ω − rs (8.1.3)
8.1.1 Graphene’s bands in the Dirac point approximation
As we mentioned in the finishing remarks of the previous chapter, in order to compute the
system’s response to an external field, the specific form of the fks, the function translating the
system’s occupied (or free) states, has to be defined. Following Mikhailov’s cue,1 this calculation
1Stated in [10].
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will be performed on the following assumptions:
• the bulk of the contribution to the k-sums comes from the Dirac points (a factor of two
will be added in order to account for the valley degeneracy, section 7.2.2) thus allowing
one to extend the linear bands indefinitely, i.e., setting
ks = s~vF |k| s = ±1
as valid for all k;
• that the calculation is to be performed in the zero temperature limit, T = 0.
In doing so, our Fermi functions read as
fks =

1 s = v |F| < |kv|
0 s = v |F| > |kv|
0 s = c
(8.1.4)
by choosing a Fermi level laying in the valence band, (F < 0). We can now proceed to the
calculation of σ
αβ,(1)
intra (ω) and σ
αβ,(1)
inter (ω).
8.1.2 Computing σ
αβ,(1)
intra (ω)
After a lengthy description of formalisms and procedures, we proceed to our first concrete
calculation. Following the aforementioned premises, the expression for graphene’s σ
αβ,(1)
intra (ω)
gives out
σ
αβ,(1)
intra (ω) = i
2e2
~2S
1
ω
(~vF)2
∑
k,s
kˆαkˆβ
(
−∂fks
∂ks
)
(8.1.5)
by direct substitution of linear dispersion relation, (7.2.31). Note that kˆ, the k-space unit vector
of components, is defined as follows
kˆ = (cos θk, sin θk) (8.1.6)
As previously mentioned, the sum over a discrete set of k is to be transformed into a integral.
Since graphene is a two dimensional material, the integration is performed over two different
variables, a radial one k ≡ |k| and an angular one, θk. (8.1.5) is thus expressed as
σ
αβ,(1)
intra (ω) = i
2e2
~2ω
(~vF)2
∑
s
ˆ
dk k
(
−∂fks
∂ks
)ˆ 2pi
0
dθkkˆ
αkˆβ (8.1.7)
Following the definition, (8.1.6), the angular integration is promptly computed,
ˆ 2pi
0
dθkkˆ
αkˆβ = piδαβ (8.1.8)
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so that σ
αβ,(1)
intra (ω) is reduced to
σ
αβ,(1)
intra (ω) = 2piiδ
αβ (evF)
2
ω
∑
s
ˆ
dk k
(
−∂fks
∂ks
)
(8.1.9)
an integration over the radial variable, which can then be re-expressed as the integral over
k-space,
σ
αβ,(1)
intra (ω) = 2piiδ
αβ (evF)
2
ω
1
2pi
∑
s
ˆ
d2k
(
−∂fks
∂ks
)
(8.1.10)
This type of integration is re-evaluated in terms of an integration over an energy variable.2 Thus
a new variable ,
 = kv (8.1.11)
has to be defined and the band-sum in (8.1.10) is to be removed. Computing the sum over s,
and noting that the conduction band is vacant, we obtain
∑
s
(
−∂fks
∂ks
)
=
(
−∂fkv
∂
)
=
(
−∂f()
∂
)
(8.1.12)
for  within the boundaries set by (8.1.4). The expression for σ
αβ,(1)
intra (ω) then reads as,
σ
αβ,(1)
intra (ω) =
1
pi
i
ω
( e
~
)2 ˆ F
−∞
d ||
(
−∂f()
∂
)
(8.1.13)
by direct replacement of (G.0.2). In the zero temperature limit, T = 0, the derivative of the
Fermi function reduces to (
−∂f()
∂
)
→ δ(− F) (8.1.14)
a delta function fixed at the Fermi energy [15]. Performing the integration, σ
αβ,(1)
intra (ω) is finally
expressed as
σ
αβ,(1)
intra (ω) = δ
αβ i
pi
( e
~
)2 |F|
ω
(8.1.15)
2In general, these manipulations are written as
ˆ
d2k(...) =
ˆ
dρ2D()(...)
for ρ2D(), the system’s density of states (DoS), defined as
ρ2D,s() =
1
S
∑
k
δ(− ks)
The calculation for graphene’s DoS, in the Dirac point approximation, is presented in the appendix G.
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which reproduces the results from [5, 6, 8, 7, 9, 10]. The linear order intraband tensor σ
αβ,(1)
intra (ω)
can also be cast as
σ
αβ,(1)
intra (ω) = δ
αβσ0
4i
pi
1
Ω
(8.1.16)
= δαβσ0 S
(1)
intra(Ω) (8.1.17)
for
S
(1)
intra(Ω) =
4i
pi
1
Ω
(8.1.18)
by introducing the so-called universal optical conductivity of graphene,
σ0 =
e2
4~
(8.1.19)
and the dimensionless quantity
Ω =
~ω
|F| (8.1.20)
8.1.3 Computing σ
αβ,(1)
inter (ω)
As the term describing the interband contributions for the linear conductivity, (8.1.3), comprises
two band-sums, its computation might seem more difficult than the one we just saw. There is
however, a major simplification to the problem, since the monolayer graphene is a material with
only two energy bands. As such, the Fermi function factor
fks − fkr
reduces to
fks − fks¯
with one of the sums being effectively cancelled out. Note that, subsequently, the energy de-
nominator is to be expressed as
1
~ω + 2s
Separating the integral into its radial and angular parts, we express (8.1.3) as
σ
αβ,(1)
inter (ω) = −
2ie2
~
∑
s
ˆ
dk k 2ks
(fks − fks¯)
~ω + 2ks
ˆ 2pi
0
dθk ξ
α
k,ss¯ ξ
β
k,s¯s (8.1.21)
= −2i~ (evF)2
∑
s
ˆ
dk k
2ks
(2ks)
2
(fks − fks¯)
~ω + 2ks
ˆ 2pi
0
dθk
(
zˆ× kˆ
)α (
zˆ× kˆ
)β
(8.1.22)
where the angular integration
ˆ 2pi
0
dθk
(
zˆ× kˆ
)α (
zˆ× kˆ
)β
= piδαβ (8.1.23)
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reduces to the equation (8.1.8) result. Performing the band-sum, and noting that the conduction
band is vacant, we obtain
σ
αβ,(1)
inter (ω) = −2pii~ (evF)2 δαβ
ˆ
dk k
[
1
2
1
~ω + 2
+
1
2
1
~ω − 2
]
f() (8.1.24)
again, by application of (8.1.11). This is then expressed as an energy integration,
σ
αβ,(1)
inter (ω) =
(−i)
2pi
e2
~
δαβ
ˆ F
−∞
d
[
1
~ω + 2
+
1
~ω − 2
]
(8.1.25)
following the arguments used in the calculation of σ
αβ,(1)
intra (ω). Recalling that the adiabatic
switching modifies the frequency factor by,
ω → ω + i0+
as mentioned on on page 38, the first integral is performed using contour integration in the lower
half plane
ˆ F
−a
d
1
~(ω + i0+) + 2
=
ipi
2
θ (~ω − 2 |F|)− 1
2
[log |~ω + 2|]aF (8.1.26)
for a→∞, whilst the second one reads simply as
ˆ F
−a
d
1
~(ω + i0+)− 2 = −
1
2
[log |−~ω + 2|]F−a (8.1.27)
since no contour integration is required. Note that θ is the step function. Summing the two
integrals we obtain
1
2
log
∣∣∣∣2F + ~ω2F − ~ω
∣∣∣∣+ ipi2 θ (~ω − 2 |F|) (8.1.28)
meaning that we can express σ
αβ,(1)
inter (ω) as
σ
αβ,(1)
inter (ω) = δ
αβ (−i)
4pi
e2
~
[
log
∣∣∣∣2F + ~ω2F − ~ω
∣∣∣∣+ ipiθ(~ω − 2 |F|)] (8.1.29)
which reproduces the result found in [8, 9].3 Using the definitions for σ0 and Ω, we rewrite
σ
αβ,(1)
inter (ω) as
σ
αβ,(1)
inter (ω) = δ
αβσ0S
(1)
Inter(Ω) (8.1.30)
for
S
(1)
inter(Ω) =
(−i)
pi
[
log
∣∣∣∣2 + Ω2− Ω
∣∣∣∣+ ipiθ(Ω− 2)] (8.1.31)
3Mikhailov’s result in [10] is free from the θ function factor since the calculation is performed in the scattering
endowed system.
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Figure 8.1: Graphene’s Linear Conductivity (in units of σ0); The dashed red line correspondes
to Im[σxx,(1)], the black line to Re[σxx,(1)].
The graphene’s linear response as a function of the dimensionless parameter Ω can be seen
graphically, by plotting (8.1.18) and (8.1.31) together, in figure 8.1.
8.2 Recipe for higher order calculations
This study of the linear order response allows us to set out a recipe for the higher order calcu-
lations. It reads as follows:
1. Use parity arguments in order to remove the irrelevant contributions;
2. Split the k-space integration into an integration over a radial and an angular variable.
Proceed to compute the angular integration;
3. Perform the sum over band indices, considering that graphene is a two-band material;
4. Re-express the integration in terms of an energy variable, by introducing the graphene
DoS;
5. Express the integrands in terms of simple fractions;
6. Analyse the pole location and if necessary use contour integration;
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Appendix A
Unitary Transformations in the
Second Quantization Formalism
In the formalism of second quantization, the unitary transformation U(t) has to be expressed
in terms of the ψ(r), ψ†(r) fields. The algebra of these fields is cast, for both the bosonic and
fermionic operators as
[
ψ(r), ψ(r′)
]
± = 0 (A.0.1)[
ψ†(r), ψ†(r′)
]
±
= 0 (A.0.2)[
ψ(r), ψ†(r′)
]
±
= δ(r− r′) (A.0.3)
where1 [
Aˆ, Bˆ
]
±
= AˆBˆ ± BˆAˆ
A general unitary transformation U can be written as U = eiλT , where T is an Hermitian
operator, T = T †, called the generator of the transformation and λ is a given parameter. The
simplest Hermitian operator that we can construct with these variables uses the bilinear quantity,
ψ†(r)ψ(r), which is simply the density operator ρ(r). The transformation U(t) is thus expressed
as
U(t) = exp
[
iλ
ˆ
ddr θ(r, t)ρ(r)
]
(A.0.4)
and must satisfy the following relations
U(t)ψ(r)U†(t) = e−iλθ(r,t)ψ(r) (A.0.5)
U(t)ψ†(r)U†(t) = e+iλθ(r,t)ψ†(r) (A.0.6)
1This notation is interchangeable with the usual choice of brackets for the bosonic operator algebra and curly
brackets for fermionic one.
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By expanding the left-hand side of (A.0.5), we obtain
U(t)ψ(r)U†(t) = ψ(r) + iλ
ˆ
ddr′ θ(r′, t)
[
ρ(r′), ψ(r)
]
− +O(λ2)
= ψ(r) + iλ
ˆ
ddr′ θ(r′, t)
[
ψ†(r′)ψ(r′), ψ(r)
]
−
+O(λ2)
(A.0.7)
That commutator is rewritten as[
ψ†(r′)ψ(r′), ψ(r)
]
−
= ψ†(r′)
[
ψ(r′), ψ(r)
]
− +
[
ψ†(r′), ψ(r)
]
−
ψ(r)
= −δ(r′ − r)ψ(r) (A.0.8)
for bosonic field operators and as[
ψ†(r′)ψ(r′), ψ(r)
]
+
= ψ†(r′)
[
ψ(r′), ψ(r)
]
+
−
[
ψ†(r′), ψ(r)
]
+
ψ(r′)
= −δ(r′ − r)ψ(r) (A.0.9)
for the fermionic field operators, by use of the rule[
Aˆ, BˆCˆ
]
−
=
[
Aˆ, Bˆ
]
+
Cˆ − Bˆ
[
Aˆ, Cˆ
]
+
(A.0.10)
Then, (A.0.7) reads
U(t)ψ(r)U†(t) = ψ(r)− iλ
ˆ
ddr′ δ(r′ − r) θ(r′, t)ψ(r) +O(λ2)
=
(
1− iλθ(r, t) +O(λ2))ψ(r)
=⇒ e−iλθ(r,t)ψ(r) (A.0.11)
Taking the Hermitian conjugate of (A.0.11) we obtain (A.0.6). Thus by knowing θ(r, t), the
unitary transformation U(t) can be explicitly written.
For
θ(r, t) =
e
~
r ·A(t) (A.0.12)
we obtain the gauge transformation
U(t) = exp
[
i
e
~
ˆ
ddr r ·A(t)ρ(r)
]
(A.0.13)
expressed in the second quantization formalism.
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Appendix B
Continuous Limit of a Band
Consider the eigenfunctions of the finite, three-dimensional, free particle system. If we compute
the expectation value of the position operator,
〈
k′
∣∣ rˆ |k〉 = 1
V
ˆ
d3r r ei(k−k
′)·r
=
(∇k
i
)
1
V
ˆ
d3r ei(k−k
′)·r
=
(∇k
i
)
δk,k′ (B.0.1)
we obtain an ill-defined result, considering that for the finite-sized crystal, ki belongs to a set of
discrete values. In order to properly represent the position operator, we will have to study the
continuous limit of a band, that is to say, the thermodynamic limit.
Study of a general Hamiltonian in the continuous band limit
A single particle Hamiltonian is generally expressed in the Bloch basis as
H =
∑
k,s
ksc
†
kscks +
∑
kk′,s s′
〈ψk′s′ | Aˆ |ψks〉 c†k′s′cks (B.0.2)
for Aˆ some general interaction (e.g. electric field, magnetic field,...) In the continuous band
limit, V → ∞ (also called the thermodynamic limit), the sum over k-space is expressed as an
integral over that region ∑
k
(...)→ V
ˆ
d3k
(2pi)3
(...)
The general Hamiltonian then reads,
H = V
∑
s
ˆ
d3k
(2pi)3
ksc
†
kscks + V
2
∑
s,s′
ˆ
d3k
(2pi)3
ˆ
d3k′
(2pi)3
〈ψk′s′ | Aˆ |ψks〉 c†k′s′cks (B.0.3)
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In this limit H should not be expressed as depending explicitly on V . Redefining,
ψ˜k′s′ = V
1/2ψk′s′ → ψ˜k′s′ = eik′·ruk′s′(r) (B.0.4)
c˜k′s′ = V
1/2ck′s′ (B.0.5)
we obtain a V -free Hamiltonian
H =
∑
s
ˆ
d3k
(2pi)3
ksc˜
†
ksc˜ks +
∑
s,s′
ˆ
d3k
(2pi)3
ˆ
d3k′
(2pi)3
〈ψk′s′ | Aˆ |ψks〉 c˜†k′s′ c˜ks (B.0.6)
Algebra of the redefined operators and normalization factors
By defining the c˜ operators, new anticommutation relations have to be derived for the scaled
quantities. We begin with a central one - the resolution of identity.
∑
ks
|ψks〉 〈ψks| = 1 (B.0.7)
When expressed as a k-integral,
∑
ks
|ψks〉 〈ψks| = V
∑
s
ˆ
d3k
(2pi)3
|ψks〉 〈ψks|
=
∑
s
ˆ
d3k
(2pi)3
∣∣∣ψ˜ks〉〈ψ˜ks∣∣∣
we see that it must imply that the states
∣∣∣ψ˜ks〉 have the following normalization,〈
ψ˜ks
∣∣∣ψ˜k′s′〉 = δss′(2pi)3δ(k− k′) (B.0.8)
This (2pi)3 change also affects the anti-commutation relation of the operators c˜k′,s′ , c˜
†
k,s,
{c˜k′,s′ , c˜†k,s} = δss′(2pi)3δ(k− k′) (B.0.9)
Finally, the periodic part of the Bloch state is normalized to the unit cell
ˆ
uc
d3r|uks(r)|2 = V
N
= vc
while the Bloch states are non-normalizable.1
Lattice Sum Rule in the continuous band limit
The lattice sum rule has to be redefine in terms of V -free quantities. For k, k′ in the first
Brillouin zone,
1
N
∑
k
∑
R
ei(k
′−k)·R g(k) =
∑
k
δk,k′ g(k) (B.0.10)
1The tilde label will be dropped in the main text.
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and, taking the limit V →∞, the expression reads
V
N
ˆ
d3k
(2pi)3
∑
R
ei(k
′−k)·Rg(k) = g(k′) (B.0.11)
in order verify the equality, the lattice sum is now expressed as
∑
R
ei(k
′−k)·R =
(2pi)3
vc
δ(k− k′) (B.0.12)
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Appendix C
Computing the commutator
[vαk , ξ
β
k ]ss′
The Berry connection ξβkss′ , defined in (3.2.9),
ξkss′ =
i
vc
ˆ
UC
d3r u∗ks(r)∇k [uks′(r)] (C.0.1)
can be seen as the first term of the q-expansion of the plane wave matrix element
〈ψks| eiq·r |ψk′s′〉 =
1
V
ˆ
d3r ei(k
′+q−k)·r u∗ks(r)uk′s′(r)
=
1
V
ˆ
UC
d3r u∗ks(r)uk′s′(r)
∑
R
ei(k
′+q−k)·R
=
1
vc
ˆ
UC
d3r u∗ks(r)uk′s′(r) δk′,k−q
= δk′,k−q
1
vc
ˆ
UC
d3r u∗ks(r)uk−qs′(r) (C.0.2)
= δk′,k−q 〈uks
∣∣uk−qs′〉 (C.0.3)
in the long wavelength limit, by expanding
uk−qs′(r) = uks′(r)− q · (∇kuks′(r)) +O(q2) (C.0.4)
so that
〈ψks| eiq·r |ψk′s′〉 = δss′ + iq · ξkss′ +O(q2) (C.0.5)
It is this relation between the plane wave matrix element and ξkss′ that shall be used to derive
the intended commutator.
So, by computing [
vα
(∇
i
)
, eiq·r
]
=
~
mi
(∇αeiq·r) = ~
m
qαeiq·r (C.0.6)
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and taking the matrix element in the Bloch basis, we obtain the following equation
〈ψks|
[
vα
(∇
i
)
, eiq·r
]
|ψk′s′〉 = qα
~
m
〈ψks| eiq·r |ψk′s′〉 (C.0.7)
Let us begin by the LHS. Introduce the resolution of identity, (B.0.7), between the operators,
we obtain
〈ψks|
[
vα
(∇
i
)
, eiq·r
]
|ψk′s′〉 =
∑
k′′s′′
(
〈ψks| vα
(∇
i
)
|ψk′′s′′〉 〈ψk′′s′′ | eiq·r |ψk′s′〉
− 〈ψks| eiq·r |ψk′′s′′〉 〈ψk′′s′′ | vα
(∇
i
)
|ψk′s′〉
)
=
∑
s′′
vαkss′′ 〈uks′′
∣∣uk−qs′〉− 〈uks ∣∣uk−qs′′〉 vαk−qs′′s′
(C.0.8)
This is to be expanded up to linear order in q. (C.0.8) then reads∑
s′′
vαkss′′ (δs′′s′ − iq · ξks′′s′)−
(
δss′′ − iq · ξk,ss′′
)
vαk,s′′s′ + δs′′sq
β
(
∂βv
α
k,ss′
)
(C.0.9)
by emplyoing the notation introduced in chapters 3, 4 and 5. The δ terms in (C.0.9) cancel out,
so that, up to linear order, the LHS of (C.0.7) is expressed as
〈ψks|
[
vα(
∇
i
), eiq·r
]
|ψk′s′〉 = −iqβ
(∑
s′′
vαkss′′ξ
β
k,s′′s′ − ξβk,ss′′vαks′′s′ + i
(
∂βv
α
k,ss′
))
= −iqβ
([
vαk , ξ
β
k
]
ss′
+ i
(
∂βv
α
k,ss′
))
(C.0.10)
As for the RHS of the equation, we can see that by replacing up (C.0.5) in
qα
~
m
〈ψks| eiq·r |ψk′s′〉
we obtain
qα
~
m
δss′ (C.0.11)
by taking the linear order terms. Equating the two sides of the equation (C.0.10) and (C.0.11),
we obtain
−iqβ
[
vαk , ξ
β
k
]
ss′
+ qβ
(
∂βv
α
k,ss′
)
= δss′δ
αβ ~
m
qβ
This can then be written as [
vαk , ξ
β
k
]
ss′
= −i ~
m
δss′δ
αβ + i
(
∂βv
α
k,ss′
)
(C.0.12)
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Appendix D
Equilibrium currents and higher
order ρeq,(n)
This appendix is dedicated to the study of the equilibrium density matrix, ρeqss′ . Its first part
concerns the explicit cancelation of 〈Jeq〉 whilst the second deals with the problem of adequatly
expressing the A-derivatives of higher order ρeq,(n).
Equilibrium currents
It was shown in the chapter 5 that the first order term of the equilibrium current is a trivial
one. This will now be extended to all orders. Begin by recalling (5.2.12),
ρeqss′(k,A) =
∑
r
ζrs′
(
k +
e
~
A,k
)
fr
(
k +
e
~
A
)
ζsr
(
k,k +
e
~
A
)
where the ζ coefficients read
ζsr
(
k,k +
e
~
A
)
=
〈
uks
∣∣uk+ e~A r〉
Thus ρeqss′(k) can be expressed
ρeqss′(k) =
∑
r
〈
uk+ e~A r
∣∣uks′〉〈uks∣∣uk+ e~A r〉fr (k + e~A) (D.0.1)
in terms of scalar products of the periodic uks functions and the Fermi distribution function.
Note that vkss′ , the matrix element of the velocity operator
vks′s =
~
m
〈uks′ |
(∇
i
+ k
)
|uks〉 (D.0.2)
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can also be written in terms of the periodic uks functions. It then follows that 〈Jeq〉
〈Jeq〉 = − e
V
∑
kss′
ρeqss′(k) vks′s −
e2
m
neA
= − e
V
~
m
∑
k
∑
s′s r
〈
uk+ e~A r
∣∣uks′〉 〈uks′ |(∇
i
+ k
)
|uks〉
〈
uks
∣∣uk+ e~A r〉fr (k + e~A)
(D.0.3)
is greatly simplified by applying the closure relation of the uks periodic functions,∑
s
|uks〉 〈uks| = 1ˆ (D.0.4)
and expressed as
〈Jeq〉 = − e
V
~
m
∑
kr
〈
uk+ e~A r
∣∣ (∇
i
+ k
) ∣∣uk+ e~A r〉fr (k + e~A)− e2mneA
(D.0.5)
Summing and subtracting a eA/~ factor to (∇i + k),
〈Jeq〉 = − e
V
~
m
∑
kr
〈
uk+ e~A r
∣∣ (∇
i
+ k +
e
~
A
) ∣∣uk+ e~A r〉fr (k + e~A)
+
e2
~V
A
~
m
∑
kr
fr
(
k +
e
~
A
)
− e
2
m
neA (D.0.6)
we obtain, yet again, the cancellation of the diamagnetic term,
e2
~V
~
m
∑
kr
fr
(
k +
e
~
A
)
− e
2
m
neA = 0
by application of (5.3.7). Since the matrix element in the first term of (D.0.6) is, by definition,
the velocity matrix element, (D.0.2),
vk+ e~A rr =
~
m
〈
uk+ e~A r
∣∣ (∇
i
+ k +
e
~
A
) ∣∣uk+ e~A r〉 (D.0.7)
we can, by means of a k-space translation,
k +
e
~
A→ k (D.0.8)
express the only remaining term in 〈Jeq〉 as
− e
V
∑
ks
vkss fs(k) (D.0.9)
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which we have previously shown to be zero. We have thus concluded that
〈Jeq〉 = 0
for any order.
Higher order contributions of ρeqss′(k,A)
In this section we proceed to determine the expressions for the A-derivatives of the higher order
contributions of ρeq. Once again, recall the expression for ρeqss′(k,A), (5.2.12),
ρeqss′(k,A) =
∑
r
ζrs′
(
k +
e
~
A,k
)
fr
(
k +
e
~
A
)
ζsr
(
k,k +
e
~
A
)
Note that the ζ coefficients have different A-dependence. They can be related by use the
following relation
ζrs′
(
k +
e
~
A,k
)
=
〈
uk+ e~A,r
∣∣∣ uk,s′〉
=
(
〈uks′ | uk+ e~Ar
〉)∗
= ζ∗s′r
(
k,k +
e
~
A
)
(D.0.10)
where the vector potential is pushed from the bra to the ket. This allows us to write (5.2.12) as
ρeqss′(k,A) =
∑
r
ζ∗s′r
(
k,k +
e
~
A
)
fr
(
k +
e
~
A
)
ζsr
(
k,k +
e
~
A
)
(D.0.11)
We proceed, as before to expand our quantities in terms of A. Expanding the ζ coefficient up
to A(2), we obtain
ζsr
(
k,k +
e
~
A
)
= δsr +
e
~
Aα 〈uks| ∂αukr〉+ 1
2!
( e
~
)2
AαAβ 〈uks| ∂α∂βukr〉+O(A3)
(D.0.12)
As for the shifted Fermi distribution function,
fr(k +
e
~
A) = fkr +
e
~
Aα (∂αfkr) +
1
2!
( e
~
)2
AαAβ (∂α∂βfkr) +O(A3) (D.0.13)
the result is a simple Taylor expansion. Note that, relatively to ζ, ζ∗ changes the derivatives
and the band indices from the ket to the bra. Taking the order A(2) terms in the expansion,
ρeq,(2) reads
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ρ
eq,(2)
ss′ (k,A) = (
e
~
)2AαAβ
[
1
2
δss′ (∂α∂βfks)
+
1
2
〈uks| ∂α∂βuks′〉 fks′ + 1
2
〈∂α∂βuks| uks′〉 fks
+ 〈∂αuk,s| uks′〉 (∂βfks) + 〈uk,s| ∂βuks′〉 (∂αfks′)
+
∑
r
〈uks| ∂αukr〉 〈∂βukr| uks′〉 fkr
]
(D.0.14)
Note that are chiefly interested in solving the equation of motion for δρ(2), (6.4.1), which means
handling
∂ρ
eq,(2)
ss′ (k,A)
∂Aα
instead of ρ
eq,(2)
ss′ . Direct computation of the derivative results in the following expression
∂ρ
eq,(2)
ss′ (k,A)
∂Aα
= (
e
~
)2Aβ {δss′ (∂α∂βfks)
+ 〈uks| ∂β∂αuks′〉 fks′ + 〈∂β∂αuks| uks′〉 fks
+ 〈uks| ∂αuks′〉 (∂βfks′) + 〈∂βuks| uks′〉 (∂αfks)
+ 〈uks| ∂βuks′〉 (∂αfks′) + 〈∂αuks| uks′〉 (∂βfks)
+
∑
r
[〈uks| ∂αukr〉 〈∂βukr| uks′〉+ 〈uks| ∂βukr〉 〈∂αukr| uks′〉] fkr
}
(D.0.15)
which can be further simplified by noting that the terms with a second derivative acting on the
uks functions can be expressed in terms of the Berry connection, (3.2.10), as follows
1
〈uks| ∂β∂αuks′〉 = (∂β 〈uks| ∂αuks′〉)− 〈∂βuks| ∂αuks′〉
= −i (∂βξαkss′)−
∑
r
〈∂βuks| ukr〉 〈ukr| ∂αuks′〉
= −i (∂βξαkss′) +
∑
r
〈uks| ∂βukr〉 〈ukr| ∂αuks′〉
= −i (∂βξαkss′)−
∑
r
ξβksrξ
α
krs′ (D.0.16)
〈∂α∂βuks| uks′〉 = i (∂βξαkss′)−
∑
r
ξαksrξ
β
krs′ (D.0.17)
By casting the contributions from the third and fourth line in terms of the Berry connection
and adequately collecting the contributions, we obtain
1By application of the fundamental theorem of calculus and the closure relations for the uks functions.
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∂ρ
eq,(2)
ss′ (k,A)
∂Aα
=
( e
~
)2
Aβ {δss′ (∂α∂βfks)− i (∂βξαkss′fs′s)
−iξβkss′ (∂αfs′s)−
∑
r
ξβksrξ
α
krs′fs′r +
∑
r
ξαksrξ
β
krs′frs
}
(D.0.18)
a simplified version of (D.0.15). This can be further simplified by combining both the first line
δss′ (∂β∂αfks)− i (∂βξαkss′fs′s) = (∂β [Dα, F ]ss′) (D.0.19)
and second line contributions
−iξβkss′ (∂αfs′s)−
∑
r
ξβksrξ
α
krs′fs′r +
∑
r
ξαksrξ
β
krs′frs =
−i
∑
r
ξβksr [D
α, F ]rs′ + i
∑
r
[Dα, F ]sr ξ
β
krs′ =
−i
[
ξβ, [Dα, F ]
]
ss′
(D.0.20)
in terms of the covariant derivative. Note that the definitions (5.2.19) and (5.2.22) were used in
the calculation. Summing the two results we obtain
(∂β [D
α, F ]ss′)− i
[
ξβ, [Dα, F ]
]
ss′
=
[
Dβ, [Dα, F ]
]
ss′
(D.0.21)
which means that the A-derivative of ρ
eq,(2)
ss′ can be fully written in terms of commutators of the
covariant derivative,
∂ρ
eq,(2)
ss′ (k,A)
∂Aα
=
( e
~
)2
Aβ
[
Dβ, [Dα, F ]
]
ss′
(D.0.22)
Both the first order, (5.2.18), and second order terms are written in terms of this commutator
structure. This result is further extended to higher orders by casting ρ
eq,(3)
ss′ as
∂ρ
eq,(3)
ss′ (k,A)
∂Aα
=
( e
~
)3
AγAβ
[
Dγ ,
[
Dβ, [Dα, F ]
]]
ss′
(D.0.23)
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Appendix E
Adiabatic Switching
The procedure described here, commonly called the Adiabatic switching, is a procedure by which
the external field acting on a system is turned on by an infinitely slow process. In such a case,
an external oscillating field
F(t) = F0 cos(ωt) (E.0.1)
is modified by a factor, η → 0+,
F(t)→ F˜(t) = e−ηtF(t) (E.0.2)
A system’s response (in terms of a given, locally-independent, vectorial quantity θ(t)) to an
external perturbation is, in linear order, determined by the Kubo’s formula,1
θ(t) =
ˆ +∞
−∞
dt1χ(t− t1)F˜(t1) (E.0.3)
= F0
ˆ +∞
−∞
dt1χ(t− t1)e−ηt
[
eiωt + e−iωt
2
]
= F0
ˆ +∞
−∞
dt1χ(t− t1)
[
ei(ω+iη)t1 + ei(−ω+iη)t1
2
]
Which, following the definition of a Fourier transform,
χ(Ω) =
ˆ +∞
−∞
dt1χ(t− t1)e−iΩt1
can be expressed as
θ(t) = −F0
2
[
χ(−ω − iη)e−iωteηt + χ(ω − iη)eiωteηt] (E.0.4)
= −θ(−ω − iη)e−i(ω+iη)t − θ(ω − iη)ei(ω−iη)t (E.0.5)
for
θ(Ω) =
F0
2
χ(Ω) (E.0.6)
1This calculation follows a procedure that can be found in chapter 6.6 of [16].
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Now, when taking the time derivatives of θ(t),
∂θ(t)
∂t
= i
[
(ω + iη)θ(−ω − iη)e−iωteηt + (−ω + iη)θ(ω − iη)eiωteηt] (E.0.7)
the frequency factor is affected by an extra iη → i0+.
For the problem at hand, the locally-independent, vectorial quantity measuring the system’s
response is the electric current, 〈J(t)〉, which is determined by (5.4.1),
〈J(t)〉 = − e
V
∑
k
Tr [vkδρ(k, t)]
As the velocity operator matrix elements are time-independent, it follows from (E.0.7) that it
is the time derivatives in the equation of motion for δρ(k, t), (6.1.6), that are to be modified
by the adiabatic switching. Thus, the frequency factors ω coming from the time derivatives of
δρ(k, t) must include an extra i0+.
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Appendix F
Mikhailov’s Second Order Current
Following Mikhailov’s description,[10], the second order contribution for the RDM, ρ
(2)
ss′ (k, ω1, ω2),
reads1
ρ
(2)
ss′ (k, ω1, ω2) = e
2
∑
k′,k′′
∑
q1,q2
∑
s′′
φq2ω2φq2ω2
1
k′s′ − ks + ~ω12[
〈ks| eiq1·r ∣∣k′′s′′〉 〈k′′s′′∣∣ eiq2·r ∣∣k′s′〉 fk′s′ − fk′′s′′
k′s′ − k′′s′′ + ~ω2
− 〈ks| eiq2·r ∣∣k′′s′′〉 〈k′′s′′∣∣ eiq1·r ∣∣k′s′〉 fk′′s′′ − fks
k′′s′′ − ks + ~ω2
]
(F.0.1)
The matrix elements of the plane wave factor are expanded up to linear order in q, and expressed
in terms of the Berry connection,2
〈ks| eiq·r ∣∣k′′s′′〉 = δk′′,k−q 〈uks ∣∣uk−qs′′〉
= δk′′,k−q [δss′′ + iqαξαkss′′ +O(q2)] (F.0.2)
Replacing the matrix elements in ρ, we obtain,
ρ
(2)
ss′ (k, ω1, ω2) = e
2
∑
k′,k′′
∑
q1,q2
∑
s′′
φq1ω1φq2ω2
1
k′s′ − ks + ~ω12[
δk′′,k−q1 δk′,k−q2−q1 (δss′′ + iq
β
1 ξ
β
kss′′)(δs′′s′ + iq
α
2 ξ
α
k−q1s′′s′)
fk′s′ − fk′′s′′
k′s′ − k′′s′′ + ~ω2
−δk′′,k−q2 δk′,k−q2−q1 (δss′′ + iqα2 ξαkss′′)(δs′′s′ + iqβ1 ξβk−q2s′′s′)
fk′′s′′ − fks
k′′s′′ − ks + ~ω2
]
(F.0.3)
The rest of the procedure reduces to collecting the terms that have q1q2 factors. Following
Mikhailov’s terminology, the contributions shall be separated according to the number of Kro-
1Note that we removed the scattering contribution from the EQM.
2Note that we are only interested in keeping terms in qα1 q
β
2 so that, in the end of the calculation, we can set
qα2 q
β
1 φq1ω1φq2ω2 =⇒ −Eαω2Eβω1
since Eβω1 = −iqβ1 φq1ω1 .
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necker deltas, i.e., the number of intraband terms.
The (2/0) contribution
The pure intraband contribution reads
e2
∑
q1,q2
φq1ω1φq2ω2
1
~ω12
[
fk−q2−q1s − fk−q1s
k−q2−q1s − k−q2s + ~ω2
− fk−q2s − fks
k−q1s − ks + ~ω2
]
(F.0.4)
Expanding the Fermi functions factor up to linear order in q2, we obtain
− e2
∑
q1,q2
φq1ω1φq2ω2
1
~ω12
[
qα2 ∂α [fk−q2s]
k−q2s − k−q2s + ~ω2
− q
α
2 ∂α [fks]
ks − ks + ~ω2
]
(F.0.5)
and again, in linear order in q1,
e2
∑
q1,q2
φq1ω1φq2ω2
1
~ω12
1
~ω2
qα2 q
β
1 ∂α∂β [fks] (F.0.6)
Finally, taking Eβω1 = −iqβ1φq1ω1 for both scalar potentials, we obtain
− e2Eβω1Eαω2
1
~ω12
1
~ω2
∂β∂α [fks] (F.0.7)
the so-called pure intraband term.
The (1/1) contributions
There are two types of mixed, (1/1), contributions. In the first set of terms, the band indices in
the Fermi functions is the same for both functions
e2
∑
q1,q2
∑
s′′
φq1ω1φq2ω2
δs′′s′ iq
β
1 ξ
β
kss′
ks′ − ks + ~ω12
fk−q2−q1s′ − fk−q1s′
k−q2−q1s′ − k−q2s′ + ~ω2
(F.0.8)
− e2
∑
q1,q2
∑
s′′
φq1ω1φq2ω2
δss′′ iq
β
1 ξ
β
k−q2ss′
ks′ − ks + ~ω12
fk−q2s − fks
k−q1s − ks + ~ω2
(F.0.9)
Expanding (F.0.8) in Taylor series we obtain,
e2
∑
q1,q2
φq1ω1φq2ω2
iqβ1 ξ
β
kss′
ks′ − ks + ~ω12
1
~ω2
qα2 ∂α [fks′ ] (F.0.10)
whilst, for (F.0.9),
− e2
∑
q1,q2
φq1ω1φq2ω2
iqβ1 ξ
β
kss′
ks′ − ks + ~ω12
1
~ω2
qα2 ∂α [fks′ ] (F.0.11)
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Note that after the expansion in Taylor series, q2 is to be fixed to zero in the remaining indices.
Combining the terms and replacing the electric fields, we obtain
ie2Eβω1E
α
ω2
1
ks′ − ks + ~ω12
1
~ω2
ξβkss′ ∂α [fks′ − fks] (F.0.12)
The second set of terms, in which the band indices in the Fermi functions factor are different,
reads
e2
∑
q1,q2
∑
s′′
φq1ω1φq2ω2
δss′′ iq
α
2 ξ
α
k−q2ss′
ks′ − ks + ~ω12
fk−q2−q1s′ − fk−q2s
k−q2−q1s′ − k−q2s + ~ω2
(F.0.13)
− e2
∑
q1,q2
∑
s′′
φq1ω1φq2ω2
δs′′s′ iq
α
2 ξ
α
kss′
ks′ − ks + ~ω12
fk−q1s′ − fks
k−q1s′ − ks + ~ω2
(F.0.14)
Expanding the first term in q1, we obtain
e2
∑
q1,q2
∑
s′′
φq1ω1φq2ω2
[
δss′′ iq
α
2 ξ
α
kss′
ks′ − ks + ~ω12
fk−q1s′ − fks
k−q1s′ − ks + ~ω2
− δss′′ iq
α
1
ks′ − ks + ~ω12 q
β
2 ∂β
(
ξαkss′
fk−q1s′ − fks
k−q1s′ − ks + ~ω2
)]
(F.0.15)
Note that the first factor in (F.0.15) cancels out (F.0.14), so that the sum of the two contributions
reads
− e2
∑
q1,q2
φq1ω1φq2ω2
iqα1 q
β
2
ks′ − ks + ~ω12∂β
[
ξαkss′
fks′ − fks
ks′ − ks + ~ω2
]
(F.0.16)
Replacing the electric fields, the second set reads
ie2Eβω1E
α
ω2
1
ks′ − ks + ~ω12 ∂β
[
ξαkss′
fks′ − fks
ks′ − ks + ~ω2
]
(F.0.17)
The (0/2) contribution
In this case, picking up the Berry connections, automatically fixes the momentum in the Fermi
functions to k. It is easy to see that this term reads,
− e2
∑
q1,q2
∑
s′′
φq1ω1φq2ω2
qβ1 q
α
2 ξ
β
kss′′ξ
α
ks′′s′
ks′ − ks + ~ω12
fks′ − fks′′
ks′ − ks′′ + ~ω2 (F.0.18)
e2
∑
q1,q2
∑
s′′
φq1ω1φq2ω2
qα2 q
β
1 ξ
α
kss′′ξ
β
ks′′s′
ks′ − ks + ~ω12
fks′′ − fks
ks′′ − ks + ~ω2 (F.0.19)
the electric field factors are extracted as before and we obtain
e2Eβω1E
α
ω2
∑
s′′
[
ξβkss′′ξ
α
ks′′s′
ks′ − ks + ~ω12
fks′ − fks′′
ks′ − ks′′ + ~ω2 −
ξαkss′′ξ
β
ks′′s′
ks′ − ks + ~ω12
fks′′ − fks
ks′′ − ks + ~ω2
]
(F.0.20)
Mikhailov’s ρ(2)
Summing the different contributions, we obtain
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ρ
(2)
ss′ = e
2Eαω2E
β
ω1
{
− 1
~ω12
1
~ω2
∂α∂β [fks] δss′
+i
1
ks′ − ks + ~ω12
1
~ω2
ξβkss′ ∂α [fks′ − fks]
+i
1
ks′ − ks + ~ω12 ∂β
[
ξαkss′
fks′ − fks
ks′ − ks + ~ω2
]
+
1
ks′ − ks + ~ω12
∑
r
[
ξβksrξ
α
krs′
ks′ − ks + ~ω12
fks′ − fkr
ks′ − kr + ~ω2
− ξ
α
ksrξ
β
krs′
ks′ − ks + ~ω12
fkr − fks
kr − ks + ~ω2
]}
(F.0.21)
the expression for Mikhailov’s ρ(2).
Computing 〈J(2)〉
Before computing the current, it is important to note that Mikhailov’s expression for the current
differs from the one used in our description. Instead of the matrix elements of the velocity
operator, there is the matrix element of the anticommutator of vˆα with the plane wave factor.
This, however, ends up being only a difference in definition, since the relevant terms to the
current coming from 〈
k′s′
∣∣ {vˆα, eiq·r} |ks〉 (F.0.22)
reduce to the terms coming from zero-th order term in q, vαks′s′ . So, following this statement,
the second order current can be expressed as
〈J (2),γω12 〉 = −
e
V
∑
k
∑
ss′
vγks′s ρ
(2)
ss′ (k, ω1, ω2) (F.0.23)
We can now replace the different contributions for ρ(2) and calculate the different portions of J.
Note that whilst the (2/0) contribution only picks up the intraband part of the velocity matrix
element, the (1/1) terms only pick up the interband ones. Gathering the terms, we obtain
〈J (2),γω12 〉 =
e3
V
Eαω2E
β
ω1
 1~ω12 1~ω2 1~∑
k,s
∂γ [ks] ∂α∂β [fks]
+
1
~ω2
1
~
∑
k,s′s
s′sξ
γ
ks′s
s′s + ~ω12
ξβkss′∂α [fs′s] +
1
~
∑
k,s′s
s′sξ
γ
ks′s
s′s + ~ω12
∂β
[
ξαkss′fs′s
s′s + ~ω2
]
−
∑
k,s′s r
[
vγks′sξ
β
ksrξ
α
krs′
s′s + ~ω12
fs′r
s′r + ~ω2
− v
γ
ks′sξ
α
ksrξ
β
krs′
s′s + ~ω12
frs
rs + ~ω2
] (F.0.24)
the exact same expression as the one obtained using our vector potential formalism.
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Appendix G
The ultrarelativistic 2D DoS
By definition, the two-dimensional DoS for the s band states is expressed as
ρ2D,s() =
gS
S
∑
k
δ(− k) (G.0.1)
the gS factor accounting the spin degeneracy, which for both electrons and holes reads gS = 2.
Working under the premises described in chapter 8, i.e., that we are working in the thermo-
dynamic limit and that the linear dispersion relation is valid throughout all energies, then the
expression for the density of states for graphene in the Dirac regime, ρ2D,s(), reads
ρ2D,s() =
2
(2pi)2
ˆ
d2kδ(− s~vF |k|)
=
2
2pi
ˆ
dk k δ(− s~vFk)
=
2
2pi~vF
ˆ
dk k δ
(
k − 
s~vF
)
=
1
pi (~vF)

s~vF
=
||
pi (~vF)2
(G.0.2)
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