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ABSTRACT. – Let (M,g) be a C∞ compact Riemannian manifold with strictly convex boundary. Let
f ∈ C∞(T ?M ×R) and ϕ ∈ C∞(∂M ×R). Under various hypothesis on f and ϕ, using either continuity
method, iterative procedure or fixed point argument, combined with C2,α a priori estimates, we solve
Monge–Ampère equations, with nonlinear Neumann boundary condition, of the following form:
log(det∇j
i
u)= f (x, du;u) in M, ∂u
∂ν
= ϕ(x,u) on ∂M.
Ó Elsevier, Paris
RÉSUMÉ. – Soit (M,g) une variété riemannienne C∞ à bord strictement convexe. Soient f ∈
C∞(T ?M×R) et ϕ ∈ C∞(∂M×R). Sous diverses hypothèses sur f et ϕ, par des méthodes de continuité,
d’itération et de point fixe, jointes à des estimations a priori dans C2,α(M), on résout des équations de
Monge–Ampère, avec condition de Neumann non linéaire à la frontière, de la forme suivante :
log(det∇j
i
u)= f (x, du;u) sur M, ∂u
∂ν
= ϕ(x,u) au bord.
Ó Elsevier, Paris
Introduction
Soit (M,g) une variété riemannienne compacte connexe C∞ de dimension n dont le bord
∂M est une hypersurface qu’on munit de la métrique induite ; ∇ est la connexion de Levi-Civita
de M .
Soit u ∈ C∞(M). On note 1u=∇ii u et Nu= det∇ij u. C désigne l’ensemble des fonctions u
strictement convexes, c’est-à-dire telles que le tenseur ∇2u soit partout défini positif. Si u ∈ C ,
1 Current address: P. Cherrier, 26 Avenue du Château, 92340 Bourg-la-Reine, France. E. Nonvignon, 18 Avenue du
Pavé Neuf, 93160 Noisy-le-Grand, France.
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uij est le tenseur contravariant d’ordre deux dont les composantes sont les éléments de la matrice
inverse de ∇2u, i.e. uik∇jku= δij ; L= Lu est l’opérateur elliptique uij∇ij .
On suppose M strictement convexe : il existe donc une fonction définissante r ∈ C , partout
6 0, telle que ∂M = r−1(0) ; ν est le champ unitaire normal à ∂M dirigé vers l’intérieur, ∂/∂ν
la dérivation correspondante.
Soient f ∈ C∞(T ?M × R) et ϕ ∈ C∞(∂M × R) (restriction à ∂M × R d’une fonction
C∞ sur M × R encore notée ϕ). Sous diverses hypothèses sur f et ϕ, par des méthodes de
continuité, d’itération et de point fixe, jointes à des estimations a priori dans C2,α(M), on met
en évidence une solution u ∈ C∞(M) (nécessairement strictement convexe) du problème de
Neumann suivant :
logNu= F dansM, ∂u
∂ν
= φ sur ∂M,
où
F(x)= f (x, du(x);u(x)) et φ(x)= ϕ(x,u(x)).
Les estimées des dérivées secondes s’appuient sur une décomposition de ∇2u à la frontière
préconisée par Lions, Trüdinger et Urbas [27] qui ont étudié le cas euclidien ; il n’est toutefois
pas possible d’étendre directement au cas riemannien la méthode de ces auteurs.
L’article comprend trois chapitres. Le premier est consacré à des résultats préliminaires :
notations, propriétés et calculs géométriques, problèmes de Neumann linéaires. Le second traite
d’estimées a priori. La résolution d’équations est présentée dans le dernier chapitre.
Le problème de Dirichlet pour des équations de type Monge–Ampère a fait l’objet de
nombreuses investigations, entre autres [2,5,7–9,13–17,23,25,26].
I. Resultats preliminaires
I.1. Notations
1) Soit ∇ la connexion de Levi-Civita du bord associée à la métrique induite. Soient S et B
l’opérateur de Weingarten et la seconde forme fondamentale de ∂M relatifs au champ normal
unitaire ν.
Par transport parallèle le long des géodésiques de M issues du bord dans la direction ν, on
prolonge ν, S et B en des champs de tenseurs sur un voisinage tubulaireΩ de ∂M dansM . Tout
repère orthonormé local {(ei)16i6(n−1), en = ν} défini sur un voisinage de x ∈ ∂M dans ∂M se
prolonge de la même façon en un repère mobile orthonormé sur un ouvert de M contenant x .
2) SoientX et Y des champs de vecteurs locaux surM dont les restrictions à ∂M sont tangentes
au bord et α une 1-forme locale sur M , α sa restriction à ∂M . Tous les calculs sont effectués sur
∂M . On a donc, d’une part,
SX =−∇Xν et B(X,Y )= 〈SX|Y 〉 = 〈ν|∇XY 〉,
ainsi que
∇XY =∇XY +B(X,Y )ν.
D’autre part,
∇α(X,Y )= 〈∇Xα,Y 〉 = ∇X〈α,Y 〉 − 〈α,∇XY 〉
= ∇X〈α,Y 〉 − 〈α,∇XY 〉 −B(X,Y )〈α|ν〉
= ∇α(X,Y )−B(X,Y )〈α|ν〉.
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Ainsi, quelles que soient les directions tangentielles i, j = 1, . . . , n− 1, les composantes ∇iαj
de la restriction du tenseur ∇α à T∂M × T∂M sont données par
∇iαj =∇iαj −Bijαn.
Evaluons de même ∇α(X,ν). Il vient :
∇α(X,ν)= 〈∇Xα|ν〉 = ∇X〈α|ν〉 − 〈α|∇Xν〉 = LX〈α|ν〉 + 〈α|SX〉,
et donc
∇iαn = Lei αn + αjSji = Lei αn +Bijαj .
En particulier, si α = du où u ∈ C∞(M), et si φ = ∂u/∂ν, on obtient
∇ij u=∇ij u−Bijφ et ∇inu=∇iφ + Sji ∇ju.(1)
3) A toute fonction u ∈ C∞(M), on associe, suivant Lions, Trüdinger et Urbas [27], une
fonction Q = Qu ∈ C∞(TM) de la façon suivante. Si x ∈ ∂M , la restriction de Q à TxM est
la forme quadratique définie, pour tout ξ ∈ TxM , par
Q(ξ)=∇2u(ξ>, ξ>)+∇2u(ξ⊥, ξ⊥),
où ξ> et ξ⊥ sont les composantes tangentielle et normale de ξ ; φ ∈ C∞(M) désignant une
fonction dont la restriction à ∂M est égale à ∂u/∂ν, compte tenu de la seconde identité (1) du
paragraphe 2), on a donc
Q(ξ)=∇2u(ξ, ξ)− 2∇2u(ξ>, ξ⊥)=∇ξξ u− 2ξ iξn∇inu
=∇ξξ u− 2ξ iξn
(∇iφ + Sji ∇j u).
σ ∈C∞(M) désignant une fonction à support compact contenu dans le voisinage tubulaire Ω et
égale à −2 au voisinage de ∂M, on prolonge la définition de Q(ξ) si ξ est un vecteur tangent en
un point arbitraire x de M en posant :
Q(ξ)=∇ξξ u+ σξiξn
(∇iφ + Sji ∇ju).
Pour tout champ de vecteurs X sur un ouvert O de M , on note alors E = Eu = Q ◦ X ∈
C∞(O). Ainsi, E =E1 +E2, où
E1 =∇XXu et E2 = σ 〈X|ν〉
(∇Xφ +B(X,∇u)).
SoitΣ = {ξ ∈ TM; ‖ξ‖ = 1} le fibré unitaire tangent àM . Pour tout x ∈ ∂M , notons que si le
maximum de Q sur Σx =Σ ∩ TxM est atteint en ξ , on peut supposer que ξ est ou bien ν(x) ou
bien tangent en x à ∂M . En effet, si ξ est transverse et s’écrit cosθτ + sin θν où τ ∈ Tx∂M∩Σ et
θ ∈]0, pi2 [ , commeQ(ξ)= cos2 θQ(τ )+ sin2 θQ(ν), Q(τ ) et Q(ν) étant au plus égaux à Q(ξ),
on a nécessairementQ(τ )=Q(ν)=Q(ξ).
4) Construisons maintenant une famille V de champs de vecteurs locaux sur M .
A tout point x ∈ M , associons deux ouverts Ox,O′x de M tels que x ∈ Ox ⊂ Ox ⊂ O′x ,
ainsi qu’un repère mobile orthonormé R(x) = {exi }16i6n sur O′x . Supposons, d’une part, que
si x ∈M \ ∂M , O′x est disjoint de ∂M , d’autre part, que si x ∈ ∂M , en = ν et ∇νei = 0 pour tout
JOURNAL DE MATHÉMATIQUES PURES ET APPLIQUÉES
726 P. CHERRIER, E. NONVIGNON
i 6 n− 1 ; dans le second cas, les restrictions des exi (i 6 n− 1) à O′x ∩ ∂M définissent donc un
repère local tangent à ∂M . Recouvrons la variété compacte M par une famille finie (Oj )j∈J de
tels ouvertsOx , avec Oj =Oxj et Rj =Rxj = {eji }i6n.










Si ξ ∈ Σ˜ est un vecteur tangent en y , choisissons j ∈ J tel que y ∈Oj , et posons Xξ = Xiξ eji ,
où les Xiξ sont les composantes de ξ dans la base orthonorméeRj (y) de TyM ; Xξ est donc un
champ de vecteurs unitaires sur Oj . Puisque ∇kXξ =Xiξ∇keji sur O′j et que Oj est un compact
de O′j pour tout j ∈ J , il est clair que la famille V = {Xξ }ξ∈Σ˜ de champ de vecteurs unitaires
locaux est bornée dans Ck pour tout entier k. En outre, si ξ ∈Σ2, la restriction de Xξ à ∂M est
tangente au bord et ∇νXξ = 0.
I.2. Calculs préliminaires
I.2.1. Géométrie de T ?M ×R et calcul de ∇XXF
Soient u ∈ C∞(M), f ∈ C∞(T ?M×R), γ :M 7→ T ?M×R l’application définie par γ (x)=
(x, du(x);u(x)), et F = f ◦γ . X désignant un champ de vecteurs local surM , il s’agit d’évaluer
∇XXF . Les calculs (de dérivation composée) sont clarifiés si on utilise une connexion convenable
sur T ?M ×R (cf. [29]). Commençons donc par quelques remarques géométriques concernant la
variété T ?M ×R.
i) Soit pi la surjection naturelle de T ?M sur M . Pour toute fonction h ∈ C∞(M), on notera
encore h la fonction h ◦ pi ∈ C∞(T ?M). A tout système de coordonnées (xi) sur un ouvert
U de M correspondent des coordonnées (xi,pj ) sur pi−1(U) : si ξ = (x,p) ∈ pi−1(U), on a
ξ = pj dxj |x . Les notations ∂/∂xi et dxj désignerons indifféremment des champs de vecteurs
et des formes sur U ou pi−1(U).
Soient x ∈ U, ξ = (x,p) ∈ T ?x M et v = vi(∂/∂xi)|x ∈ TxM . Le relèvement horizontal vˆ(ξ)














où Γ kij désignent les symboles de Christoffel de la connexion ∇ dans le système de coordonnées
(xi).
Sur l’ouvert pi−1(U), on considère alors le repère mobile
R= {εi, ε ; i, j = 1, . . . , n},







SiR? = {ωi,ω } est le corepère dual de R, on a donc
ωi = dxi et ω =−pkΓ kij dxi + dpj .
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La métrique g de M détermine une métrique riemannienneG sur T ?M qui s’exprime dans le
repèreR par
G(εi, εj )= gij , G(εı, ε )= gij , G(εi, ε )= 0.
On définit de même, sans ambiguité, une connexion métriqueD sur (T ?M,G) en posant
Dεi εj = Γ kij εk, Dεi ε =−Γ jikεk, Dεı εj =Dεhε = 0;
D n’est pas la connexion de Levi-Civita de (T ?M,G), sa torsion T n’est pas nulle. En effet, R
désignant le tenseur de courbure de (M,g), les composantes de T dans le repère mobileR sont
toutes nulles sauf
T kij =−plRlkij .
Soient ωβα (α,β = 1, . . . , n,1, . . . , n) les formes de connexion deD relatives àR. Par définition,
Deα = ωβα ⊗ eβ , i.e. 〈ωβα |eγ 〉 = 〈ωβ |Deγ eα〉. On a donc
ω
j
i = Γ jkiωk, ωı =−Γ ikjωk, ωi = ωjı = 0.
On prolonge alors de façon naturelle à T ?M ×R tous les objets précédents, repère, corepère,
métrique et connexion, en conservant les mêmes notations. Ainsi, on ajoute ε0 = ∂/∂t à R,
ω0 = dt à R?, on convient que G(ε0, ε0) = 1, G(ε0, εi) = G(ε0, ε ) = 0, et, dès que l’un des
indices a ou b est nul, Dεaεb = 0 et ωba = 0.
ii) Passons à l’expression de ∇F et ∇2F en fonction de Df , D2f , ∇u et ∇2u.
On montre d’abord que les composantes ∇jF de d F dans le corepère dxj sont données par
∇jF =Djf ◦ γ +Dkf ◦ γ ∇jku+ f ′t ◦ γ∇ju.(1)
Notons que Djf ◦ γ dxj et Dkf ◦ γ (∂/∂xk) sont respectivement une forme et un champ de
vecteurs intrinsèquement définis sur M , dont on évalue les dérivées covariantes (relativement à
∇) ; on obtient :
∇i (Djf ◦ γ )=Dijf ◦ γ +Dkjf ◦ γ∇iku+Djf ′t ◦ γ∇iu(2)
et
∇i (Df ◦ γ )=Dif ◦ γ +Dk f ◦ γ ∇iku+Df ′t ◦ γ ∇iu.(3)
On peut alors calculer ∇2F .
On déduit en effet de (1), (2), (3) que
∇ij F = (Dij f ◦ γ +Dkjf ◦ γ∇iku+Djf ′t ◦ γ ∇iu)
+ (Dikf ◦ γ +Dl kf ◦ γ∇ilu+Dkf ′t ◦ γ ∇iu)∇jku+Dkf ◦ γ ∇ijku
+ (Dif ′t ◦ γ +Dkf ′t ◦ γ ∇iku+ f ′′t2 ◦ γ ∇iu)∇ju+ f ′t ◦ γ ∇ij u
et, par conséquent, pour tout champ de vecteurs X,
∇XXF =Dkf ◦ γ ∇XXku+Dk lf ◦ γ ∇Xku∇Xlu
+ 2Dkf ′t ◦ γ ∇Xku∇Xu+ 2XiDikf ◦ γ∇Xku+ f ′t ◦ γ ∇XXu
+ f ′′
t2 ◦ γ (∇Xu)2 + 2XiDif ′t ◦ γ ∇Xu+XiXjDij f ◦ γ.(4)
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I.2.2. Calcul de ∇3u(ν,X,Y )
X et Y désignant deux champs de vecteurs définis au voisinage de x ∈ ∂M et dont les
restrictions à ∂M sont tangentes au bord, il s’agit d’évaluer ∇3u(ν,X,Y ) à la frontière en
fonction de φ = ∂u/∂ν et des dérivées covariantes de u d’ordre6 2.
On se place dans un repère orthonormé local (e1, . . . , en−1, en) tel que la restriction de en à
∂M soit le champ normal unitaire ν. Les indices i, j, k, l variant entre 1 et n− 1, on a
∇ijnu=∇3u(ei, ej , en)=
(∇ei (∇2u))(ej , en)
=∇ei
(∇2u(ej , en))−∇2u(∇ei ej , en)−∇2u(ej ,∇ei en).
Or, d’après le paragraphe 2) de I.1,





(〈dφ|ej 〉 + 〈du|Sej 〉)−∇2u(∇ei ej , en)
−Bij∇2u(en, en)+∇2u(ej , Sei).
On écrit ensuite que
∇ei 〈dφ|ej 〉 = 〈∇ei dφ|ej 〉 + 〈dφ|∇ei ej 〉 = ∇2φ(ei , ej )+ 〈dφ|∇ei ej 〉,
∇ei 〈du|Sej 〉 = 〈∇ei du|Sej 〉 +
〈
du|(∇ei S)(ej )
〉+ 〈du|S(∇ei ej )〉
=∇2u(ei, Sej )+
〈
du|∇S(ei , ej )
〉+ 〈du|S(∇ei ej )〉
et





Il en résulte que




−Bij∇2u(en, en)+∇2u(ej , Sei)
et donc, puisque
∇2u(ei, Sej )=∇2u(ei, Sej )+B(ei , Sej )φ,
∇ijnu= B(ei, Sej )φ +∇2φ(ei , ej )+
〈
du|∇S(ei , ej )
〉
+∇2u(ei, Sej )+∇2u(ej , Sei)−Bij∇2u(en, en).
Cette égalité se met aussi sous la forme suivante :
∇ijnu= BikSkj φ +∇ij φ +∇iSkj∇ku+ Ski ∇jku+ Skj∇iku−Bij∇nnu,
c’est-à-dire
∇ijnu= gklBikBjlφ +∇ij φ +∇iBjk∇ku+Bik∇kj u+Bjk∇ki u−Bij∇nnu.
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L’expression de ∇nij u s’en déduit puisque
∇nij u=∇ijnu−Rajni∇au.
On conclut donc que
∇νXY u=∇3u(ν,X,Y )
=B(X,SY )φ +∇XYφ +
〈
du|∇S(X,Y )〉− 〈du|R(ν,X)Y 〉
+∇X,SY u+∇Y,SXu−B(X,Y )∇ννu.
Notons que cette expression est bien symétrique en X,Y . En effet, d’une part,
B(ei, Sej )= gklBikBjl = B(ej , Sei)
et donc B(X,SY ) = B(Y,SX). D’autre part, l’équation de Codazzi, qui relie la dérivée
covariante de la seconde forme fondamentale B à la courbure de M , s’écrit
∇iBjk −∇jBik = Rnkij =−Rknij ;
par suite, compte tenu de l’identité de Jacobi
Rknij +Rkijn +Rkjni = 0,
∇iBjk −Rkjni = (∇jBik +Rkijn +Rkjni)−Rkjni =∇jBik −Rkinj .
Ainsi,
(∇iBjk −Rkjni)∇ku= (∇jBik −Rkinj )∇ku
et, puisque Rnjni =Rninj , on voit que〈
du|∇S(X,Y )−R(ν,X)Y 〉






avec ∇XXφ =∇XXφ +B(X,X)φ.
I.3. Problèmes de Neumann linéaires
Les lemmes suivants seront utiles dans l’étude de la linéarisation de certaines équations de
Monge–Ampère.
LEMME 1. – Soient f ∈ C∞(M), α et h ∈ C∞(∂M) avec α partout 6= 0, X (resp. Y ) un
champ de vecteurs sur M (resp. ∂M). Il existe une fonction θ = θ(X,α−1Y ) ∈ C∞(M) telle que
le problème :
Lu≡−1u+∇Xu= f sur M, Bαu≡ α∂u
∂ν
+∇Y u= h au bord
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admet une solution (unique à l’addition des fonctions constantes près) si et seulement si∫
M
f θ dV −
∫
∂M
α−1hθ dS = 0.
Preuve. – Elle est classique. On renvoie aux ouvrages [1] et [12].
LEMME 2. – On conserve les notations du lemme précédent. Soit J une mesure de Radon sur
M telle que J (1) 6= 0.
1) Le problème
Lu= f + Ju (resp. Lu= f ) sur M, Bαu= h (resp. Bαu= h+ Ju) au bord
admet une solution et une seule u ∈C∞(M), ainsi que
Lu= f + Ju surM, Bαu= h+ cJu au bord
pour tout réel c 6= 0 tel que sign c=− signα.
2) Soit aij un champ de tenseurs C∞, symétrique, deux fois contravariant, défini positif sur
M et soient µ ∈C∞(M), β ∈ C∞(∂M) deux fonctions partout 6= 0. Le problème
L′u ≡ −aij∇ij u+∇Xu= f +µJu (resp. L′u= f ) sur M,
Bαu = h (resp. Bαu= h+ βJu) au bord
(?)
admet une unique solution u= T (f,h) ∈ C∞(M).
Si les données aij ,X,f et µ ∈ Ck,δ(M),α,Y,h et β ∈ Ck+1,δ(∂M) (0< δ < 1, k entier > 0),
la solution T (f,h) de (?) appartient à Ck+2,δ(M) et l’application T est un isomorphisme de
Ck,δ(M)×Ck+1,δ(∂M) sur Ck+2,δ(M).
Si la fonction αβµ est partout < 0 sur ∂M , on a des résultats analogues pour le problème
L′u= f +µJu sur M, Bαu= h+ βJu au bord.




θ dV et (signα)
∫
∂M
α−1θ dS sont 6= 0 et de même signe ; nous les supposerons > 0.
En effet, si leur produit était 6 0, il existerait deux réels a1 et a2 non nuls tous les deux, tels que




θ dV − a2(signα)
∫
∂M
α−1θ dS = 0.
Il résulterait alors du Lemme 1 que le problème
−1u+∇Xu= a1 sur M, ∂u
∂ν
+∇α−1Y u= (signα)α−1a2 au bord
admettrait une solution u non constante. Si, par exemple, a1 > 0 et donc a2 6 0, d’après le
principe de Hopf, minM u serait atteint en P ∈ ∂M où (∂u/∂ν)(P ) > 0 et ∇α−1Y u(P ) = 0. Or
(signα)α−1(P )a2 6 0, d’oú la contradiction.
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Soient J1 et J2 deux mesures de Radon sur M telles que J1(1) et J2(1) ne soient pas tous les
deux égaux à 0. Considérons l’équation
Lv = f + a1 sur M, Bαv = h+ a2 au bord (a1, a2 ∈R)(1)
qui admet une solution v = v(a1, a2) ∈ C∞(M), unique à l’addition des fonctions constantes










f θ dV +
∫
∂M
α−1hθ dS ≡ γ.(2)
Posons u= v + ρ et cherchons à quelles conditions on peut déterminer les scalaires a1, a2 et ρ
de façon que (1) soit vérifiée avec
a1 = J1u= J1v + ρJ1(1) et a2 = J2u= J2v + ρJ2(1);(3)
u est alors solution de
Lu= f + J1u sur M, Bαu= h+ J2u au bord.(4)











Si J1 et J2 sont toutes deux 6= 0, en éliminant ρ entre les deux égalités (3), on voit qu’il est
nécessaire que
a1J2(1)− a2J1(1)= J1vJ2(1)− J2vJ1(1).(5)
Comme v dépend de a1 et a2, cette relation, jointe à (2), ne détermine pas en général a1 et a2.
Supposons J1 et J2 proportionnelles : J2 = cJ1 (c 6= 0). Le membre de droite de (5) est alors
nul, et a2 = ca1 avec, compte tenu de (2) :
a1 = γ λ−1 où λ=
∫
M




Il convient de supposer λ 6= 0, ce qui est réalisé en particulier si c et α sont de signes opposés,
compte tenu du début du paragraphe 1). Notons que λ = 0 si et seulement si on peut résoudre
Lw = J1(1) sur M, Bαw = J2(1) au bord.
Enfin, dans chacun des cas : une des mesures J1, J2 nulle, J2 = cJ1 avec cα < 0, le
principe du maximum montre que (4) admet une unique solution. Le problème homogène :
Lv = J1v sur M, Bαv = J2v au bord, n’admet en effet que la solution nulle. Si J2 = cJ1, où le
réel c est tel que sign c = − signα, et si J1v > 0, minM v = v(P ) avec P ∈ ∂M et le signe de
Bαv(P ) est celui de α(P ), ce qui contredit signJ2v = sign(cJ1v)=− signα.
2) Passons à l’étude de :
−aij∇ij u+∇Xu= f +µJ1u sur M, α∂u
∂ν
+∇Y u= h+ βJ2u au bord,(6)
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où µ ∈ C∞(M) et β ∈C∞(∂M) sont partout 6= 0. Quitte à changer J1 en −J1, on peut supposer
µ> 0.
Notons g′ la métrique riemannienne définie par g′ikg′jk = δij où g′ik = γ−1aik , par ∇′ la
connexion de Levi-Civita, Γ ′kij les symboles de Christoffel,1′ le laplacien et ν′ le champ normal
au bord unitaire dirigé vers l’intérieur associés à g′. On a, d’une part,
g′ij∇ij u=1′u+X′k∇ku avec X′k = g′ij
(
Γ ′kij − Γ kij
)
,
d’autre part, le champ ν se décompose sous la forme ν = α′ν′ +Y ′, où α′ = g′(ν, ν′) ∈C∞(∂M)
est une fonction partout > 0 et où Y ′ est un champ de vecteurs tangents au bord. u est alors
solution de (6) si et seulement si
−1′u+∇µ−1X−X′u= µ−1f + J1u, sur M,
β−1αα′ ∂u
∂ν′
+ ∇β−1(Y+αY ′)u= β−1h+ J2u au bord.
Il s’agit d’un problème du type étudié au paragraphe 1). On en déduit l’existence et l’unicité
d’une solution u= T (f,h) si l’une des mesures J1 ou J2 est nulle, ou si J2 = cJ1 avec un réel
c 6= 0 de signe opposé à celui de αβ . Enfin, l’assertion du lemme relative à l’isomorphisme T
résulte de la théorie de Schauder.
II. Estimations a priori
II.1. Estimée C1
PROPOSITION 1. – 1) Soient φ ∈C∞(∂M) et u ∈ C une fonction strictement convexe telle que
∂u/∂ν = φ au bord. Pour tout réelA> 0, il existe une constanteC1, telle que, si ‖φ‖C1(∂M) 6A,
on ait
‖∇u‖∞ 6 C1.




pour tout x ∈ ∂M . Quels que soient les réels positifs C0 et A, il existe une constante C′1, ne
dépendant que de (M,g), C0 et A, telle que, si ‖u‖∞ 6 C0 et ‖ϕ‖C1(K) 6 A, où K est le
compact ∂M × [−C0,C0], on ait ‖∇u‖∞ 6 C′1.
Preuve. – 1) Soit C = −min∂M φ. Comme la fonction définissante r de M appartient à C et




Posons v = u−Ar où A= (1+C)δ−1, de sorte que (∂v/∂ν)> 1 au bord.
Considérons la fonctionnelle Γ = 12 |∇v|2 + A′v. Montrons qu’on peut choisir le réel A′ de
sorte que ∂Γ /∂ν soit partout > 0 sur ∂M .
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Soient x ∈ ∂M et {(ea)16a6n−1, en} un repère orthonormé local au voisinage de x tel que la




















∇nv (car∇nnu > 0),




)∣∣∣∣) et C′ = µ214µ,








ChoisissonsA′ >A′0 =Amax∂M ∇nnr+C′ +1 ; comme∇nv > 1, on voit qu’alors (∂Γ /∂ν) > 1
sur le bord.
Le maximum de Γ sur M est donc nécessairement atteint en P ∈ M \ ∂M . Ecrivons que
∇Γ (P) = 0. Dans un repère orthonormé en P diagonalisant le tenseur ∇2v(P ), pour toute
direction i , on a
∇iiv∇i v+A′∇iv = 0,
c’est-à-dire, puisque v = u−Ar ,(∇iiu−A∇ii r +A′)∇iv = 0.
Par conséquent, si A′ >A′1 = Amax(∇ξξ r; ξ ∈ TM, |ξ | = 1)+1, et donc si A′ =max(A′0,A′1),
comme ∇iiu > 0, on a
∇iv(P )= 0 pour tout i, i.e.
∣∣∇v(P )∣∣= 0.




par suite, |∇v|2 6 2A′ oscM v. Comme, d’après le théorème des accroissements finis, oscM v 6
D supM |∇v|, où D désigne le diamètre de M , on obtient
‖∇v‖∞ 6 2A′D et osc
M
v 6 2A′D2.
La majoration a priori de ∇u se déduit de l’inégalité
‖∇u‖∞ 6 ‖∇v‖∞ +A‖∇r‖∞ 6 C1.
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Notons que C1 dépend de min∂M φ, ‖∇φ‖C0(∂M) et de la variété (M,g) (en fait du diamètreD et
de la stricte convexité deM par l’intermédiaire de la normeC2(M) de la fonction définissante r).
2) Passons au cas où φ(x) = ϕ(x,u(x)) avec ϕ ∈ C∞(∂M × R). Supposons u estimée dans
C0(∂M): ‖u‖∞,∂M 6 C0, et notonsK le compact ∂M×[−C0,C0]. SoitC =−minK φ. Comme
précédemment, on choisit A de sorte que, si v = u−Ar , on ait (∂v/∂ν)> 1 sur ∂M .
Le raisonnement du paragraphe 1) ne convient plus si ϕ′t n’est pas partout > 0 sur{(
x,u(x)
);x ∈ ∂M}⊂K
car, dans le calcul de ∇nΓ , le terme ∇aφ∇av dépend quadratiquement du gradient tangentiel
de v. En effet, comme ∇au = ∇av + A∇ar = ∇av (puisque r|∂M = 0 et donc ∇r = 0), si
ϕx = ϕ(•, u(x)), on a
∇aφ∇av =
(∇aϕx + ϕ′t∇au)∇av =∇aϕx∇av + ϕ′t ∣∣∇v∣∣2;
si minK ϕ′t + µ < 0, le terme B(∇v,∇v) du développement de ∇nΓ n’absorbe pas forcément
ϕ′t |∇v|2.
Considérons alors Γ̂ = (|∇v|2+1) exp(2A′v). PourA′ suffisamment grand (ne dépendant que
des données C0, ϕ|K et la convexité de M mais pas de u), on a encore (∂Γ̂ /∂ν) > 0 sur ∂M . En
effet, avec les notations de 1), on a







+B(∇v,∇v)+ (∇nnu−A∇nnr)∇nv+A′(∣∣∇v∣∣2 + 1)∇nv
et, par suite, si µ1 est un majorant de ∣∣∣∣∇(ϕx −A∂r∂ν
)∣∣∣∣
sur K et si µ2 est un minorant de ϕ′t sur K , comme ∇nv > 1 et ∇nnu > 0,
J >−µ1
∣∣∇v∣∣+ (µ−µ2 +A′)∣∣∇v∣∣2 + (A′ −A∇nnr)∇nv.














∣∣∇v∣∣+ ∣∣∇v∣∣2 + µ21
4
+ 1> 1
et, par conséquent, ∇nΓ̂ > 0 sur ∂M .
En un point P ∈M \ ∂M tel que Γ̂ (P )=maxM Γ̂ , on peut alors écrire, dans le repère défini
en 1) et pour toute direction i ,
∇iiv∇iv +A′
(|∇v|2 + 1)∇iv = 0,
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soit (∇iiu−A∇iir +A′|∇v|2 +A′)∇iv = 0.
Par conséquent, ∇iv(P ) = 0 si A′ > A1 = 1 + maxΣ ∇ξξ r , où Σ est le fibré unitaire tangent
de M . Prenons finalement A′ =max(A′0,A′1). Admettant une estimée C0 de u sur la variété M
toute entière : ‖u‖∞ 6 C0, l’estimée C0 de |∇v|, et donc de |∇u|, s’en déduit. En effet, partout




























Remarquons enfin qu’on estime ‖∇u‖∞ en fonction de ‖u‖∞, de la norme C1 de ϕ sur
∂M × [−‖u‖∞,∂M,‖u‖∞,∂M ] et de la géométrie de M (via la métrique g et la norme C2 de
la fonction définissante r).
II.2. Estimée des dérivées secondes mixtes et deux fois normale à la frontière
PROPOSITION 2. – Soit u une fonction admissible telle qu’au bord on ait :
∂u
∂ν
= ϕ(x,u), où ϕ ∈ C∞(M ×R).
1) On suppose que ‖u‖∞,∂M 6 co,‖∇u‖∞,∂M 6 c1 et ‖dϕ‖∞,K 6 c2, où K = ∂M ×
[−c0, c0]. Pour toute direction unitaire X tangente à ∂M , la dérivée seconde mixte ∇2u(ν,X)
est bornée a priori en fonction de la convexité du bord (via le maximum sur ∂M de la plus grande
courbure principale), de c1 et c2.
2) Supposons que ‖u‖∞ 6 C0 et ‖∇u‖∞ 6 C1. Soient K1 ⊂M × R et K2 ⊂ T ?M × R les
compacts définis respectivement par
K1 =M × [−C0,C0] et K2 =
{
(x,p; t); |p|6 C1, |t|6 c0
}
.
Si u est solution, dans M , de l’équation
logNu= f (x, du;u), où f ∈C∞(T ?M ×R),
la dérivée seconde∇2u(ν, ν) est, au bord, majorée a priori en fonction de (M,g),C1, ‖f ‖C1(K2)
et ‖d ϕ‖C1(K1).
Preuve. – Σ est le fibré unitaire tangent de M . ν est un champ de vecteurs sur M dont la
restriction au bord est le champ normal unitaire dirigé vers l’intérieur et tel que ∇νν = 0 sur ∂M .
Pour tout x ∈M , on note ϕx et ϕ′t x les fonctions ϕ(•, u(x)) et ϕ′t (•, u(x)).
1) Soient x ∈ ∂M et {(eα)α6n−1, en = ν(x)} un repère orthonormé en x . Compte tenu de la
condition aux limites satisfaite par u et du paragraphe 2) de I.1, en x , on a :
∇αnu=∇αφ +Bαβ∇βu=∇αϕx + ϕ′t∇αu+Bαβ∇βu.
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Soient c0 (resp. c1) un majorant de ‖u‖∞,∂M (resp. ‖∇u‖∞,∂M ), K le compact {(x, t);x ∈
∂M, |t| 6 c0}, d1 le maximum du gradient tangentiel de ϕ(•, t) sur K , d2 = maxK |ϕ′t | et µ
le maximum sur ∂M de la plus grande courbure principale du bord (i.e. µ=max{B(ξ, ξ); ξ ∈
Σ ∩ T ∂M}). On peut écrire
|∇αnu|6 d1 + (d2 +µ)c1 = Cste.
Ainsi |∇2u(ξ, ν)| est majoré a priori indépendamment de ξ ∈Σ ∩ T ∂M .
2) Passons à la majoration de ∇ννu sur ∂M . C0 et C1 désignant des estimées de ‖u‖∞ et
‖∇u‖∞, nous noterons :
K1 =M × [−C0,C0] et
K2 =
{
(x,p; t) ∈ T ?M ×R; |p|6 C1, |t|6 C0
}
.
Posons Γ =∇νu− ϕ(x,u)+Ar et montrons que, pour A suffisamment grand, le maximum
de Γ sur M est atteint au bord.
Evaluons LΓ en x . Il vient successivement




− ϕ′t∇klu−∇kϕ′t x∇lu− ϕ′′t2∇ku∇lu+A∇klr.
Or, de l’égalité logNu= F , on déduit que
ukl∇klmu= ukl∇mklu− uklRhlkm∇hu=∇mF − uklRhklm∇hu.
Ainsi, puisque ukl∇lmu= δkm, on obtient :
LΓ = ukl∇klΓ = νm∇mF + 2∇mνm − nϕ′t − uklskl +Aukl∇klr,
où le tenseur s = (skl) est défini par




D’une part, compte tenu de l’estimée C1 de u supposée acquise, s est estimé dans C0. En





où c (resp. c′) ne dépend que de ‖D2ϕ‖C0(K1) (resp. de ‖R‖∞ et ‖ν‖C2 ).
D’autre part, toutes les dérivées de f étant évaluées en
γ (x)= (x, du(x); u(x)) ∈ T ?M ×R,
si D désigne la connexion sur T ?M ×R introduite au paragraphe I.2.1, on a
νm∇mF = νmDmf +Dlf∇νlu+ f ′t ∇νu.
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Rappelons que, dans un système de coordonnées (xi,pj ) de T ?M associé à des coordonnées
(xi) sur M ,









Dmf ◦ γ dxm et τ ≡Dlf ◦ γ (∂/∂xl) sont respectivement une 1-forme et un champ de vecteurs
sur M intrinsèquement définis. Remarquons que puisque ‖u‖C1 6 Cste, νmDmf + f ′t ∇νu
est borné a priori par une constante D′2 dépendant de C1, ‖Df ‖C0(K2) et ‖ν‖∞ . De même,‖τ‖C0 6 ‖Df ‖C0(K2).
Enfin, |2∇mνm − nϕ′t |6D′3, où la constante D′3 ne dépend que de ‖ν‖C1(M) et ‖Dϕ‖C0(K1).
On peut alors minorer LΓ de la façon suivante :
LΓ >Aukl∇klr −D′1uklgkl + τ l∇νlu−D′2 −D′3.
Or, comme (Nu)−1 = e−F , l’inégalité arithmético-géométrique implique :








LΓ >Aδuklgkl + τ l∇νlu−D1uklgkl,(2)
où δ = min{∇ξξ r; ξ ∈ Σ} est un réel > 0 déterminé par la stricte convexité de r et où
D1 =D′1 +D−10 (D′2 +D′3) dépend de (M,g), ‖∇u‖∞, ‖f ‖C1(K2), ‖Dϕ‖C1(K1).
Supposons le maximum de Γ atteint en un point x ∈M \ ∂M et montrons que, si A est assez
grand, cette hypothèse conduit à une contradiction. Tous les calculs étant effectués en x , on a
∇Γ = 0 et LΓ 6 0. Ainsi, compte tenu de la définition de Γ ,
∇νlu=−∇lνm∇mu+∇lφ −A∇lr
et, en reportant dans (2),
A
(
δuklgkl − τ l∇lr
)−D1uklgkl + τ l(∇lϕx + ϕ′t∇lu−∇lνm∇mu)6LΓ 6 0.










où D2 dépend des mêmes données que D1. Choisissons A> A0, où A0 = 2δ−1(D2 + 1) ; donc
Aδ/2−D2 > 1 et
A
(
δuklgkl − 2τ l∇lr
)+ 2uklgkl 6 0.
En conséquence, nécessairement δuklgkl − 2τ l∇lr 6 0 et
0< uklgkl 6 2δ−1‖τ‖∞‖∇r‖∞ ≡D3.
Pour toute direction k d’un repère orthonormé diagonalisant ∇2u, on peut alors écrire :
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Si A = max(A0,A′0), où A′0 = δ−1(D4D−10 + D1 + 1), on obtient la contradiction voulue :
uklgkl(x)6 0.
Avec le choix précédent de A, Γ ne peut atteindre son maximum à l’intérieur de M . Comme
Γ ≡ 0 sur ∂M , le maximum de Γ est atteint en tout point du bord, où on peut donc écrire que
∇νΓ 6 0. On obtient la majoration a priori cherchée de ∇ννu :
∇ννu6∇νφ −A∇νr 6 C;
C dépend de (M,g), ‖∇u‖∞, ‖f ‖C1(K2) et ‖Dϕ‖C1(K1).
II.3. Estimée C2
LEMME 3. – i) Pour toute solution u de logNu = F et tout champ de vecteurs local X, si
E1 =∇XXu, on a
LE1 > uikujl∇Xij u∇Xklu+ 4∇kXiukl∇Xilu
−A1uklgkl1u−A2uklgkl − 2Ric(X,X)+∇XXF,(1)
où le réel A1 (resp. A2) est indépendant de u et fonction croissante de ‖X‖C2 et ‖R‖∞ (resp.
‖∇u‖∞, ‖X‖C1 et ‖R‖C1 ).
ii) Soit K un compact de T ?M × R tel que, pour tout x ∈M , γ (x)= (x, du(x); u(x)) ∈K .
Supposons que F = f ◦ γ , où f = f (x,p; t) ∈C∞(T ?M ×R). Notant τ k = (∂f /∂pk) ◦ γ , on a
∇XXF > τ k∇kE1 −A3(1u)2 −A41u−A5.(2)
Les constantes Ai, 3 6 i 6 5, dépendent toutes trois de (M,g), ‖D2f ‖C0(K) et ‖X‖C0 , A4 et
A5 de ‖∇u‖∞, A4 de ‖f ′t ‖C0(K), ‖τ‖C0(K) et ‖X‖C1 . A3 est nulle si f = f (x,p; t) est convexe
en p.
iii) Supposons qu’au bord, (∂u/∂ν) = φ où φ(x) = ϕ(x,u(x)), avec ϕ ∈ C∞(M × R) ; soit
H un compact de M ×R tel que (x,u(x)) ∈H pour tout x ∈M .
Si E2 =E2(X,u) désigne la fonctionnelle définie au paragraphe 3) de I.1, on a
LE2 >−A6uklgkl −A71u−A8,(3)
où les constantes Ai, 6 6 i 6 8, dépendent de (M,g), ‖X‖C2 , ‖∇u‖∞, ‖Dϕ‖C2(H) et
‖Df ‖C0(K).
iv) Avec les notations des alinéas i) à iii), si E =E(X,u)= E1 +E2, l’inégalité suivante est
satisfaite :
LE > uikujl∇Xij u∇Xklu+ 4∇kXiukl∇Xilu+ τ k∇kE1
−Auklgkl1u−A′(1u)2.(4)
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A (resp. A′) dépend de (M,g), ‖X‖C2 , ‖∇u‖∞, ‖f ‖C2(K), ‖Dϕ‖C2(H) (resp. ‖X‖C0 , ‖τ˜‖C0(K)
où τ˜ est le tenseur (∂2f /∂pk∂pl) ◦ γ dxk ⊗ dxl).









= 2ukl∇klXiXj∇ij u+ 2ukl∇lXi∇kXj∇ij u+ 2ukl∇lXiXj∇kij u
+ 2ukl∇kXiXj∇lij u+ uklXiXj∇klij u,
c’est-à-dire
LE1 = 2




LE1 = ukl∇klXXu+ 4∇kXiukl∇Xilu
+ 2(∇klXiXj +∇kXi∇lXj )ukl∇ij u+ 4∇kXiRaiXlukl∇au.(1)




on déduit que :
ukl∇XXklu= uakubl∇Xabu∇Xklu+∇XXF.(2)
Exprimons maintenant ukl∇klXXu en fonction de ukl∇XXklu. Par permutations successives de
dérivées covariantes, on peut écrire :
∇lij u=∇ij lu−Rajli∇au,
∇klij u=∇kij lu−∇k(Rajli∇au)=∇ikj lu−Rajki∇alu−Ralki∇jau−∇k(Rajli∇au)
et, puisque ∇kj lu=∇jklu−Ralkj∇au,
∇klij u=∇ijklu−Ralkj∇iau−Rajki∇lau−Ralki∇jau−Rajli∇kau
− (∇iRa lkj +∇kRajli)∇au;
ainsi
∇klXXu=∇XXklu− 2RalkX∇Xau−RaXkX∇lau−RaXlX∇kau
−XiXj (∇iRalkj +∇kRailj )∇au.
Saturons cette égalité tensorielle en ukl . Compte tenu de ukl∇lau= δka et Rabcd =−Rbacd , on
obtient :
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ukl∇klXXu= ukl∇XXklu+ 2RkalXukl∇Xau
+XiXj (∇iRkalj +∇kRialj )ukl∇au− 2RaXaX.(3)
On élimine alors les dérivées d’ordre 4 de u dans l’égalité (1) en y exprimant, à l’aide de (3)
et (2), ukl∇klXXu en fonction des dérivées covariantes de u d’ordre6 3. On trouve :
LE1 = uikujl∇Xij u∇Xklu+ 4∇kXiukl∇Xilu+ 2RkalXukl∇Xau
+ 2(∇klXiXj +∇kXi∇lXj )ukl∇ij u
+ [XiXj (∇iRkalj +∇kRia lj)+ 4∇kXiRaiXl]ukl∇au
− 2 Ric(X,X)+∇XXF.(4)
La minoration (1) de LE1 du lemme se déduit immédiatement de cette égalité. Quant à la
minoration (2) de ∇XXF , elle résulte de l’identité (4) du paragraphe I.2.1 et de l’inégalité
∇XXku=∇kE1 − 2∇kXiXj∇ij u>∇kE1 −Cste1u,
où la constante dépend de ‖X‖C1 .
2) Passons à la minoration de LE2. Rappelons que, compte tenu de la définition du
paragraphe 3) de I.1, E2 s’écrit sous la forme
E2 = si∇iφ + t i∇iu,
où les champs de vecteurs si et t i dépendent quadratiquement de X, ainsi que de σ et ν, et, dans
le cas de t i , de B . Si x ∈M , pour toute fonction Ψ ∈ C∞(M ×R), on note Ψ x = Ψ (•, u(x)).
Toutes les dérivées de ϕ étant évaluées en (x,u(x)) ∈H , on calcule d’abord successivement au
point x :
∇iφ =∇iϕx + ϕ′t∇iu,
∇liφ =∇liϕx +∇iϕ′t x∇lu+∇lϕ′t x∇iu+ ϕ′′t2∇lu∇iu+ ϕ′t∇liu,
∇kliφ =
[∇kliϕx +∇liϕ′t x∇ku]+ [(∇kiϕ′t x +∇iϕ′′t2x∇ku)∇lu+∇iϕ′t x∇klu]
+ [(∇klϕ′t x +∇lϕ′′t2x∇ku)∇iu+∇lϕ′t x∇kiu]
+ [(∇kϕ′′t2x + ϕ′′′t3∇ku)∇lu∇iu+ ϕ′′t2(∇klu∇iu+∇lu∇kiu)]
+ [(∇kϕ′t x + ϕ′′t2∇ku)∇liu+ ϕ′t∇kliu].
Comme ma :
LE2 = ukl∇kl si∇iφ + 2ukl∇ksi∇liφ + siukl∇kliφ




siϕ′t + t i
)
ukl∇kliu−A′1uklgkl −A′2,(5)
où A′1 (resp. A′2) dépend de ‖s‖C2 , ‖t‖C2 , ‖∇u‖∞, max16j63 ‖Djϕ‖C0(H) (resp. ‖s‖C1 , ‖t‖C1 ,‖∇u‖∞, ‖ϕ′t‖C1(H)).
Or, compte tenu de l’équation logNu= F , on peut écrire :
ukl∇kliu= ukl
(∇iklu−Rmlki∇mu)=∇iF − uklRmkli∇mu
=Dif ◦ γ +Df ◦ γ ∇ij u+ f ′t ◦ γ ∇iu− uklRmkli∇mu,
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d’après l’identité (1) du paragraphe I.2.1 où est définie la connexionD de T ?M×R ; les dérivées
de f sont calculées en γ (x) ∈K . Par conséquent,(
siϕ′t + t i
)
ukl∇kliu>−A′′1uklgkl −A′′21u−A′′3.(6)
Les réels A′′i , 1 6 i 6 3, dépendent de ‖s‖∞,‖t‖∞,‖ϕ′t‖C0(H) ; en outre A′′1 est fonction de‖R‖∞ et ‖∇u‖∞, A′′2 de ‖Df ‖C0(K) (en fait de ‖τ‖∞, où τ est le champ de vecteurs de
composantes (∂f /∂pj ) ◦ γ ), et A′′3 de ‖∇u‖∞ et ‖Df ‖C0(K) ; A′′2 est nul si f ne dépend pas
de p.
La minoration (3) de LE2 du lemme résulte de (5) et (6).
3) Comme Nu = eF , l’inégalité arithmético-géométrique montre que 1u et uklgkl sont
positivement minorés a priori en fonction de ‖f ‖C0(K). En combinant cette remarque avec les
inégalités (1), (2), (3) du lemme, on obtient la minoration visée (4) de LE.
LEMME 4. – Avec les notations du lemme précédent, il existe un tenseur covariant T et des
réels D1, D2 tels que
|∇′E|2 = ukl∇kE∇lE 6EE−11 ukl∇XXku
(∇XXlu+ 4∇ij u∇lXiXj )
+ ‖E2‖∞E−11
∣∣∇′E1∣∣2 − ukl∇kE1Tl +D1|∇E1|
+D2uklgkl(1u)2;
‖E2‖∞ et D1 dépendent de (M,g),‖X‖C0 ,‖ϕ′t‖C0(H). Si c est un majorant de |E|E−11 ,‖T ‖∞
et D2 dépendent de (M,g),‖X‖C1 ,‖∇u‖∞,‖Dϕ‖C1(H), c, ainsi que de ‖f ‖C0(K) dans le cas
de D2.
Preuve. – Une dérivation donne
∇kE =∇kE1 +∇k
(
si∇iφ + t i∇iu
)=∇kE1 + V i∇iku+Wk,
où les tenseurs V et W sont définis par








ϕ′t∇ksi + si∇kϕ′t x +∇kt i
)∇iu
+ si∇ikϕx +∇ksi∇iϕx.(1)
Notons qu’on peut majorer ‖V ‖∞ (resp. ‖W‖∞) en fonction de (M,g), ‖X‖C0 ,‖ϕ′t‖C0(H) (resp.
(M,g), ‖X‖C1 ,‖∇u‖∞,‖Dϕ‖C1(H)). Par suite,
|∇′E|2 = ∣∣∇′E1∣∣2 + 2ukl∇kE1Wl + 2∇kE1V k + V kV l∇klu+ uklWkWl + 2V kWk.(2)
Exprimons |∇′E1|2 en fonction de EE−11 ukl∇XXku∇XXlu. Posant
ρ
ij
k = 2∇kXiXj , A′k =RiXkX∇iu et Ak = ρijk ∇ij u−A′k,(3)
on a
∇kE1 =∇kXXu+ ρijk ∇ij u=∇XXku+Ak.(4)
Puisque ∣∣∇′E1∣∣2 = ukl∇XXku∇XXlu+ 2ukl∇XXkuAl + uklAkAl
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et 1= (E/E1)− (E2/E1), on peut donc écrire |∇′E1|2 sous la forme∣∣∇′E1∣∣2 =EE−11 ukl∇XXku∇XXlu−E2E−11 |∇E1|2 +EE−11 (2ukl∇XXkuAl + uklAkAl).
Or, compte tenu de la définition (3) de Al et de (4),
ukl∇XXkuAl = ukl∇XXku∇ij uρijl − ukl∇XXkuA′l














)+E2E−11 |∇′E1|2 + ukl∇kE1Tl
= 2V k∇kE1 +EE−11 uklAk
(
Al + 2A′l









Or, si |E|E−11 6 c,
E 6 2|V | |∇E1| + c uklgkl |A|
(|A| + 2|A′|)+ uklgkl |W |2 +1u|V |2 + 2|V | |W |(8)
et, d’après (3), C dépendant de ‖X‖C1 ,
|A|6 C1u+ |A′|, |A′|6 |R| |X|2 |∇u|.(9)
La majoration de |∇′E|2 donnée par le lemme se déduit de (6), (8), (9), du fait que 1u et
uklgkl admettant des minorants > 0 fonctions de ‖f ‖C0(K), ainsi que des définitions (1) et (7)
des tenseurs V , W et T .
LEMME 5. – i) Conservant les notations des lemmes 3 et 4, si E > 0, on a
ELE − |∇′E|2 >Eτk∇kE1 − ‖E2‖∞E−11
∣∣∇′E1∣∣2 + ukl∇kE1Tl
−D1|∇E1| −D2uklgkl 1u(1u+E)−D3E(1u)2.
Les constantes Di dépendent de la géométrie de (M,g) et de ‖X‖∞ ; D1 (resp. D3) est en
outre fonction de ‖ϕ′t‖C0(H) (resp. ‖τ˜‖C0(K)) ; D2 dépend aussi de ‖X‖C2 ,‖∇u‖∞,‖f ‖C2(K) et
‖Dϕ‖C2(H).
ii) Il existe une constante D, dépendant de (M,g),‖∇u‖∞ et ‖f ‖C1(K), telle que :
L
(|∇u|2)> 2(1u+∇ij u∇iu τ j −Duklgkl).
Preuve. – 1) Compte tenu de l’inégalité (4) du Lemme 3 et du Lemme 4,
ELE − |∇′E|2 > J1 − J2,(1)
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uikujl∇Xij u∇Xklu−E−11 ukl∇XXku∇XXlu+ τ k∇kE1
− 4E−11 ukl∇XXku∇ij u∇lXiXj + 4ukl∇Xiku∇lXi
)(2)
et
J2 = ‖E2‖∞E−11 |∇′E1|2 − ukl∇kE1Tl +C|∇E1| +C′ uklgkl 1u(1u+E)+C′′E(1u)2,(3)
les constantes C, C′ et C′′ étant estimées (C′′ = 0 si la restriction de f à T ?y M × {t} est convexe
quel que soit (y, t) ∈M ×R, en particulier si f = f (y,p; t) est indépendante de p).
Pour minorer E−1J1, on utilise le carré P suivant :
P = uikujl(∇Xij u+D∇Xiu∇XXju+Cij )(∇Xklu+D∇Xku∇XXlu+Ckl)> 0,
où D et Cij sont précisés plus loin. On a
P = uikujl∇Xij u∇Xklu+ 2Duikujl∇Xku∇Xij u∇XXlu
+D2uikujl∇Xiu∇Xku∇XXju∇XXlu
+ 2uikujl(D∇Xiu∇XXju+∇Xij u)Ckl + uikujlCijCkl;
P apparait comme une somme de six termes. Notant que
uik∇Xku=Xauik∇aku=Xaδia =Xi,
le second terme est donc
II = 2Dujl∇XXju∇XXlu
et le troisième vaut
III =D2∇XXuujl∇XXju∇XXlu.
PrenonsD =−(∇XXu)−1, il vient :
II + III =−(∇XXu)−1ujl∇XXju∇XXlu.
Par conséquent,
P = uikujl∇Xij u∇Xklu−E−11 ukl∇XXku∇XXlu− 2E−11 XkCklujl∇XXju
+ 2uikujlCij∇Xklu+ uikujlCijCkl .(4)
Choisissons Cij = 2∇imu∇jXm et calculons
2XkCklujl∇XXju= 4Xk∇kmu∇l Xm ujl∇XXju= 4ujl∇XXju∇Xmu∇lXm,
2uikujlCij∇Xklu= 4uikujl∇imu∇j Xm∇Xklu= 4ujl∇Xkj u∇lXk,
uikujlCijCkl = 4uikujl∇iau∇jXa ∇kbu∇lXb = 4ujl∇abu∇jXa∇lXb.
Ces trois égalités, jointes à (4) et (2), impliquent :
P =E−1J1 − τ k∇kE1 + uikujlCijCkl
JOURNAL DE MATHÉMATIQUES PURES ET APPLIQUÉES




τ k∇kE1 − 4|∇X|2ukl gkl 1u
)
E.(5)
La minoration de ELE − |∇′E|2 donnée par le lemme se déduit alors de (1), (5) et (3).




(|∇u|2)= ukl∇kliu∇iu+ 21u= ukl∇iklu∇iu− uklRiklj∇iu∇j u+1u
=∇iF∇iu− uklRiklj∇iu∇ju+1u,
compte tenu de l’équation logNu= F . Or, d’après l’égalité (1) du paragraphe I.2.1,
∇iF∇iu=Dif ◦ γ∇iu+∇ij u∇iu τ j + f ′t ◦ γ |∇u|2.




(|∇u|2)−1u−∇ij u∇iu τ j = uklRiklj∇iu∇ju+Dif ◦ γ∇iu+ f ′t ◦ γ |∇u|2
>−D′uklgkl −D′′ >−Duklgkl,
ce qui donne la seconde inégalité du lemme.
THÉORÈME 1. – 1) Soit u une solution de
logNu= f (x, du;u) sur M, ∂u
∂ν
= ϕ(x,u) sur ∂M
telle que ‖u‖∞ 6 C0, ‖du‖∞ 6 C1 et ∂(v− u)/∂ν > 0 sur ∂M , où v est une fonction C2-
admissible. Si
H =M × [−C0,+C0], et K =
{
(x,p; t); |p|6 C1, |t|6 C0
}⊂ T ?M ×R,
il existe une constante C, dépendant de (M,g),C0,C1,‖v‖C2 ,‖f ‖C2(K) et ‖ϕ‖C3(H), telle que
‖∇2u‖∞ 6 C.
2) Sous les hypothèses précédentes, u est estimée a priori dans C2,α(M) quel que soit
α ∈]0,1[ .
Preuve. – Soit η un réel > 0 assez petit pour que v′ ≡ v − ηr ∈ C . Comme ∂(v− u)/∂ν > 0










Posons alors J = α(v′ − u) + β|∇u|2, où α et β sont des réels précisés en cours de
démonstration.Q=Q1 +Q2 ∈ C∞(T ?M) étant définie au paragraphe 3) de I.1, supposons que
le maximum de Q exp (J ◦ pi) ∈ C∞(T ?M) sur le fibré unitaire Σ soit atteint en ξ ∈Σ ∩ TxM .
Soit X le champ de vecteurs de la famille V (construite au paragraphe 4) de I.1) défini sur
un voisinage O de x et égal à ξ au point x ; X est donc borné dans Ck , pour tout entier k,
indépendamment de ξ . Considérons enfin la fonction Γ =E expJ ∈ C∞(O), où E =E(X,u)=
Q ◦X : Γ atteint son maximum en x .
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On va montrer qu’un choix convenable de α et β permet de majorer a prioriE(x). CommeQ2
et J sont estimés en fonction de ‖u‖C1 , ‖v′‖∞, ‖ϕ‖C1(H), α et β , en écrivant que
Q(η) exp[J (pi(η))]6E(x) expJ (x) pour tout η ∈Σ,
on obtient





L’estimée C2 de u, la majoration a priori de 1u et l’équivalence des tenseurs ∇2u et g en
résultent.
Les constantes Ci introduites dans la suite sont estimées, i.e. ne dépendent que des données
du théorème : la géométrie de (M,g), ‖u‖C1 , ‖f ‖C2(K), ‖ϕ‖C3(H), ‖v‖C2 et δ. Tous les calculs
sont effectués au point x . On suppose que E > 1 et E1 > 1 (sinon le théorème est acquis).
Notons d’abord que la restriction de Q à Σx atteint son maximum en ξ . Par suite,
∇ηηu+Q2(η)6E1 +Q2(ξ) pour tout η ∈Σx
et, comme ‖Q2‖∞ 6 c′,
|E −E1|6 c′, ∇ηηu6E1 + 2c′ et E1 61u6 n(E1 + 2c′).
Ainsi, puisque E1 et E sont > 1, il existe une constante c telle que
c−1E1 6E 6 cE1 et 1u6 cE.(1)
Distinguons deux cas, selon que x ∈M \ ∂M ou x ∈ ∂M .
1) Cas x ∈M \ ∂M .
Ecrivons que ∇Γ = 0 et LΓ 6 0 ; il vient :
∇E +E∇J = 0(2)
et LE + ukl∇kE∇lJ +ELJ 6 0, c’est-à-dire, puisque ∇lJ =−E−1∇lE,
ELE − |∇′E|2 +E2LJ 6 0(3)
Or, il résulte du Lemme 5 et de (1) que
ELE − |∇′E|2 >E τk∇kE1 − c′E−11 |∇′E1|2 + ukl∇kE1 T l −C1|∇E1|
−C2uklgklE2 −C3E3
et




)+ β(2E+ 2∇klu∇ku τ l −C4uklgkl),
où τ l et T l sont des tenseurs estimés et où µ est un réel positif, déterminé par la stricte convexité




)+E τk∇kE1 − c′E−11 |∇′E1|2 + ukl∇kE1 Tl −C1|∇E1|
+2βE2∇klu∇ku τ l − (C2 + βC4)E2uklgkl + (2β −C3)E3 6 0.(4)
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Maintenant, compte tenu de (2), on a
∇kE1 =−∇kE2 − αE∇k(v′ − u)− 2βE∇kau∇au.
Par suite, puisque |∇E2|6 CsteE, d’une part,
|∇E1|6 Cste
(|∇E2| + αE + βE2)6 CsteE(α + 1+ βE)(5)
et
2βE2∇kau∇au τ k =−Eτk∇kE1 −Eτk
[∇kE2 + αE∇k(v′ − u)]
>−Eτk∇kE1 −Cste(α + 1)E2,(6)
d’autre part, comme ukl∇kau∇au=∇ lu,
ukl∇kE1 Tl =−
[
ukl∇kE2 + αEukl∇k(v′ − u)+ 2βE∇ lu
]
Tl
>−CsteE[(α + 1)uklgkl + β].(7)
Enfin, puisque ukl∇kau∇au∇lbu∇bu=∇abu∇au∇bu61u|∇u|2 6 CsteE,
|∇′E1|2 6 Cste
(|∇′E2|2 + α2E2uklgkl + β2E3)
et, par conséquent,
E−11 |∇′E1|2 6 CsteE
[(
1+ α2)uklgkl + β2E],(8)
car E 6 cE1 et |∇′E2|2 6 CsteE2uklgkl .
Fixons β = C3/2 et supposons α > 1. Grâce aux inégalités (5) à (8), et au fait que uklgkl
















Ou bien µ/2−E−1αC6 6 µ/4 et donc E 6 4µ−1αC6. Sinon, uklgkl 6 4µ−1C8 et, compte tenu
de l’équation Nu = expF , par l’inégalité arithmético-géométrique, on a E1 6 Cste. Dans les
deux éventualités, E(x) est donc majoré a priori.
2) Cas x ∈ ∂M .
Rappelons que, d’après le paragraphe 3) de I.1, le maximum de la restriction de Q à Σx est
atteint en ν(x) ou en une direction unitaire tangente à ∂M en x . Or, sous les hypothèses du
théorème, d’après la Proposition 2, ∇ννu est estimé. On peut donc supposer que ξ ∈ Tx∂M . Le
champ de vecteurs unitaires X ∈ V associé à ξ est alors tangent à ∂M en tout point du bord, où
d’ailleurs ∇νX = 0.
Ecrivons qu’au point x , où Γ atteint son maximum, ∂Γ /∂ν est 6 0. Avec β fixé et α > α0
conformément à l’étude du cas 1), on a donc
∇νE1 +∇νE2 +E
[
α∇ν(v′ − u)+ β∇ν |∇u|2
]
6 0.(9)
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Choisissons un repère orthonormé {(ei)16i6n−1, en} en x tel que en = ν. Les dérivées
secondes mixtes et deux fois normale étant estimées en fonction de ‖u‖C1 , d’après la




β∇ν |∇u|2 = 2β(∇niu∇iu+∇nnu∇nu)>−C′2.(11)
Ensuite, d’après l’égalité (1) du paragraphe I.2.2 :
∇νE1 =∇νXXu+ 2∇2u(∇νX,X)= B(X,SX)φ +B(X,X)(φ −∇ννu)
+ 〈du|∇S(X,X)−R(ν,X)X〉+∇XXφ + 2∇X,SXu
>∇XXφ + 2∇X,SXu−Cste.
Or,
∇XXφ = ϕ′t∇XXu+ ϕ′′t2(∇Xu)2 + 2∇Xϕ′t x ∇Xu+∇XXϕx > ϕ′tE −Cste
et, d’après (1),
|∇X,SXu|6 (∇XXu)1/2(∇SX,SXu)1/2 6 ‖S‖E1/21 (E + c′)1/2 6 CsteE.
Par conséquent, C′3 dépendant de ‖ϕ′t‖C0(H), ‖S‖∞ et c′, on a
∇νE1 >−C′3E −C′4.(12)




E 6 C′1 +C′4;
donc, dès que α > α′0 = (C′2 +C′3 + 1)δ−1, on a E 6 C′1 +C′4.
En conclusion, l’estimée C2 visée est obtenue si on choisit α = max(α0, α′0). La preuve
de l’estimation a priori de u dans C2,γ (M), 0 < γ < 1, est détaillée dans Lieberman et
Trüdinger [24].
III. Resolution d’equations
Définitions. Soient f ∈ C∞(T ?M × R) et ϕ ∈ C∞(∂M × R). Si u ∈ C∞(M), on
pose F(u) = f (x, du;u) et φ(u) = ϕ(x,u). On appelle sur-solution (resp. sous-solution) du
problème
logNu= F(u) sur M, ∂u
∂ν
= φ(u) au bord(?)
toute fonction strictement convexe u+ (resp. u−) ∈ C∞(M) telle que
logNu+ 6 F(u+) sur M, ∂u
+
∂ν
6 φ(u+) au bord
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Si les conditions au bord sont des égalités, i.e. ∂u±/∂ν = φ(u±), on dit que u+ (resp. u−) est
une sur-solution (resp. sous-solution) forte de (?).
Remarque. Supposons que u− 6 u+. Si u−(x0) = u+(x0) en au moins un point x0 ∈M ,
alors u− et u+ sont égales et vérifient (?) ; en particulier, si ni u−, ni u+ n’est solution de (?),
alors u− < u+ partout sur M .
En effet, soient a =minM u−, b=maxM u+ et λ=max(0, λ1, λ2), où
λ1 =max
{





ϕ′t (x, t); x ∈ ∂M, a 6 t 6 b
}
.
On a, d’une part,
logNu− − logNu+ − λ(u− − u+)> f (x, du−;u−)− f (x, du+;u+)− λ(u− − u+),
c’est-à-dire
logNu− − logNu+ − (f (x, du−;u+)− f (x, du+;u+))− λ(u− − u+)
> λ(u+ − u−)− (f (x, du−;u+)− f (x, du−;u−))
= (λ− f ′t (x, du−; ξ))(u+ − u−),
où, d’après le théorème des accroissements finis, ξ(x) appartient, pour tout x , au segment
]u−(x), u+(x)[⊂ [a, b]. Compte tenu du choix de λ > λ1 et de la positivité de u+ − u−, cette
dernière inégalité s’écrit (L−λ)(u−−u+)> 0, avec λ> 0 etL un opérateur elliptique du second
ordre sans terme d’ordre 0. Or, d’autre part, toujours d’après le théorème des accroissements finis
et le choix de λ> λ2, on a :
∂(u− − u+)
∂ν
− λ(u− − u+)> ϕ(x,u−)− ϕ(x,u+)− λ(u− − u+)
= (λ− ϕ′t (x, η))(u+ − u−)> 0 car η(x) ∈]a, b[ .
Si u−(x0)= u+(x0),maxM(u− − u+)= 0 et, en fait, u− − u+ ≡ 0. Sinon, d’après le principe
du maximum de Hopf, le maximum de u− − u+ serait atteint en P ∈ ∂M où l’on aurait
∂(u− − u+)
∂ν
(P ) < 0;
d’où une contradiction car
∂(u− − u+)
∂ν
(P )> λ(u− − u+)(P )= 0.
Compte tenu des inégalités de définition satisfaites par u− et u+, u≡ u− = u+ est alors solution
de (?).
Les Théorèmes 2 à 6 résolvent des problèmes de Neumann pour l’équation de Monge–Ampère
par la méthode de continuité.
THÉORÈME 2. – Soient f et µ ∈ C∞(M), avec µ partout 6= 0, ϕ ∈ C∞(∂M) et J 6= 0 une
mesure de Radon positive sur M . Si ϕ = ∂ρ/∂ν, où ρ ∈ C , le problème
logNu= f +µJu surM, ∂u
∂ν
= ϕ au bord(?)
admet une solution et une seule u ∈C∞(M).
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Remarque. Si f ∈ C∞(M) et ϕ ∈ C∞(∂M), où ϕ est la dérivée normale d’une fonction
admissible ρ ∈ C , le problème logNu = f sur M , ∂u/∂ν = ϕ au bord, peut ne pas avoir
de solution. En effet, pour toute solution (admissible) u, d’après l’inégalité arithmético-
géométrique,























ϕ dS 6 0,
qui n’est pas forcément satisfaite même si ϕ est partout < 0 (on sait qu’alors on peut écrire







1ρ dV < 0 puisque ρ ∈ C.
Dans certains de ses travaux relatifs aux équations de Monge–Ampère sur les variétés sans
bord, voir entre autres [10], Delanoë a introduit une normalisation analogue à celle du problème






moyenne de u sur M .
Preuve. – On utilise la méthode de continuité en considérant la famille d’équations suivantes,
où s ∈ [0,1] : 
logNu−µJu= sf + (1− s)(logNρ −µJρ)≡ fs sur M,
∂u
∂ν
= ϕ sur ∂M.
(?s )
Soient J l’ensemble des réels s ∈ [0,1] tels que (?s) admet une solution us (et une seule
d’après le principe du maximum), et F = {us; s ∈ J }. Comme ρ est la solution de (?0), J
est non vide. Si Θ désigne l’ensemble des fonctions Ck+2,α admissibles sur M dont la dérivée
normale est égale à ϕ, et si
Γ : [0,1] ×Θ→Ck,α(M)
est défini par
Γ (s,u)= logNu−µJu− fs,
l’opérateur linéarisé dΓu est inversible. En effet, d’après le Lemme 2, quel que soit h ∈ Ck,α(M),
il existe une unique fonction Ψ ∈Ck+2,α(M) telle que
uij∇ijΨ −µJΨ = h sur M, ∂Ψ
∂ν
= 0 sur ∂M.
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Il résulte alors du théorème des fonctions implicites que J est ouvert. On va prouver que F est
borné dans C2,α(M) ; par Ascoli, on en déduit que J est fermé. Ainsi, J = [0,1] et on peut
résoudre (?1), i.e. (?).
Il s’agit de voir que F est borné dans C2,α(M). Dans la suite, u désigne un élément arbitraire
de F . Remarquons d’abord que d’après la Proposition 1, comme ∂u/∂ν = ϕ, ‖∇u‖∞ est majoré







si v ∈ C∞(M), majorons µJu. Puisque logNu = µJu + fs , d’après l’inégalité arithmético-
géométrique, on a






































Par suite, puisque les fonctions fs sont bornées indépendamment de s ∈ [0,1],








Passons à l’estimée C0 de u. Supposons µ > 0 ; si µ < 0, le raisonnement est analogue.
Compte tenu de (?s), on a
logNρ − logNu−µJ(ρ − u)= s(logNρ − f −µJρ).
Quitte à remplacer ρ par ρ − A, où A est un réel assez grand, on peut supposer que logNρ −
f −µJρ est partout > 0 ; ainsi
logNρ − logNu> µJ(ρ − u).(2)
Remarquons qu’on ne peut avoir Ju < Jρ, car alors, compte tenu de (2) et de la positivité de µ,
logNρ − logNu > 0 : la fonction non constante ρ − u atteindrait son maximum en P ∈ ∂M où
∂(ρ − u)
∂ν
(P ) < 0,
d’après le principe du maximum, ce qui contredirait le fait que
∂ρ
∂ν
= ϕ = ∂u
∂ν
.
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Ainsi Ju > Jρ et, puisque Ju 6 Cste d’après (1) et µ > 0, |Ju|6 Cste. Comme ‖∇u‖∞ 6
Cste, on en déduit l’estimée C0 de u. En effet, si (uk) était une suite de F telle que maxM uk 7→
∞, minM uk tendrait vers +∞ (car maxM uk − minM uk 6 (diamM)‖∇uk‖∞) et donc aussi
Juk , puisque Juk > (minM uk)J (1). Par conséquent, maxM u6 Cste et, de même, minM u est
minoré a priori.
Ainsi, F est borné dans C1(M). Comme ∂(ρ − u)/∂ν = 0 quel que soit u ∈F , le Théorème 1
implique que supF ‖u‖C2,α <∞.
THÉORÈME 3. – Soient f ∈ C∞(M), ϕ ∈ C∞(∂M), µ un réel 6= 0, et J 6= 0 une mesure de
Radon positive sur M . Sous la condition (6) de la preuve qui suit, le problème
logNu= f sur M, ∂u
∂ν
= ϕ +µJu au bord(?)
admet une solution C∞ admissible et une seule.
Preuve. – Montrons d’abord qu’il existe un réelA0 tel que, pour toutA>A0, on peut résoudre
logNu= f +A sur M, ∂u
∂ν
= ϕ +µJu au bord.(1)
Soit ε un réel > 0. Puisque max∂M(∂r/∂ν) < 0, on peut déterminer successivement des














logN(ar)− f )= n loga +max
M
(logNr − f ).(3)
Considérons alors la famille d’équations












D’après le principe du maximum, (?s) admet au plus une solution us . Soit Γ l’opérateur défini
par








Le linéarisé d Γ (u) de Γ en tout point u ∈ C est donné par







d’après le Lemme 2, c’est un isomorphisme de Ck+2,α(M) sur Ck,α(M) × Ck+1,α(∂M). Par
suite, Γ est localement inversible en u et, pour résoudre (?1) qui n’est autre que le problème
(?), on peut appliquer la méthode de continuité, l’équation (?0) admettant la solution u0 = ar .
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Il s’agit d’estimer a priori dans C2,α(M) l’ensemble F des solutions éventuelles des équations
(?s) quand s ∈ [0,1]. Toutes les constantes qui suivent sont indépendantes de u ∈F .
Compte tenu de (3), logNu − logN(ar) est > 0 sur M . Par conséquent, u− ar atteint son












En tout point du bord, compte tenu de (4) et du choix (2) de a, on a donc
∂u
∂ν















Ainsi, quel que soit u ∈F , on a
∂(v− u)
∂ν
> 0, où v = εr.(5)










logNu= s(f +A)+ (1− s) logN(ar)6 logN(br) sur M.













Ainsi, vu la majoration (4), |µJu| 6 Cste. On déduit alors de la Proposition 1 que ‖du‖∞ 6
Cste. Cette estimation, jointe au fait que |Ju| 6 Cste, implique ‖u‖∞ 6 Cste, comme le
montre la fin de la preuve du théorème 2. Par conséquent, F est borné dans C1(M) et donc
dans C2,α(M), compte tenu de (5) et du Théorème 1.
Le Théorème 3 est donc démontré si A0 6 0. D’après (2) et (3), ε étant arbitraire, cette






∣∣∣∣ exp[1n minM (f − logNr)
]
.(6)
En conséquence, si ϕ (resp. f ) est donnée, on peut résoudre (?) si minM f (resp. oscϕ) est assez
grand (resp. petite).
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QuandA0 > 0, la solution de (1) qu’on vient de mettre en évidence est une sous-solution forte
de (?).
THÉORÈME 4. – Soient f ∈ C∞(T ?M × R) et ϕ ∈ C∞(∂M). On suppose, d’une part, que
f ′t > 0 et f (x,p; t) 7→ ±∞ quand t 7→ ±∞, d’autre part, qu’il existe une fonction C∞
admissible ρ telle que ϕ 6 ∂ρ/∂ν au bord (condition satisfaite en particulier si ϕ est partout
< 0 sur ∂M). Sous ces hypothèses, le problème
logNu= f (x, du; u) sur M, ∂u
∂ν
= ϕ au bord(?)
admet une unique solution C∞ admissible.












ηr est admissible et ϕ 6 ∂(ηr)/∂ν au bord.
Notons ensuite que, quitte à changer ρ en ρ − εr , on peut supposer que ϕ < ∂ρ/∂ν, puis,
en remplaçant éventuellement ρ par ρ − C, que f (x, dρ;ρ) − logNρ < 0 sur M . En effet,
f (x,p; t) 7→ −∞ lorsque t 7→ −∞, uniformément en (x,p) quand (x,p) parcourt le compact
{(x,p); |p|6 ‖dρ‖∞} ⊂ T ?M .
Considérons la famille d’équations suivante :





+ sϕ au bord, 06 s 6 1.
(?s )
Appliquons la méthode de continuité ; (?0) admet la solution u0 = ρ, (?1) est le problème (?).
Posons J = {s ∈ [0,1]; (?s) admet une solution us} et F = {us; s ∈ J }.




uij∇ij Ψ − ∂f
∂pi





D’après le théorème des fonctions implicites, J est donc ouvert. Pour voir que J est fermé (d’où









compte tenu de la condition aux limites vérifiée par u et de l’hypothèse sur ϕ. D’après le
Théorème 1, l’estimée C2,α visée sera donc établie si on montre que F est borné dans C1.
La première équation (?s) s’écrit :
logNu− logNρ − [f (x, du;ρ)− f (x, dρ;ρ)]− [f (x, du;u)− f (x, du;ρ)]
= s[f (x, dρ;ρ)− logNρ].
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(x, dvτ ; ρ) dτ et C =
1∫
0
f ′t (x, du; vτ ) dτ
où vτ = ρ + τ (u− ρ), et si L désigne l’opérateur elliptique Aij∇ij −Bi∇i −C, pour s 6= 0, on
a donc L(u− ρ) < 0. On en déduit que u− ρ > 0, c’est-à-dire que u est minorée a priori par
ρ. Supposons au contraire que minM(u− ρ) soit 6 0. Comme la fonction u− ρ ne peut être
constante partout égale à γ 6 0 (ce qui impliquerait L(u− ρ)=−Cγ > 0), d’après le principe
de Hopf, minM(u− ρ) est atteint en P ∈ ∂M avec
∂(u− ρ)
∂ν
(P ) > 0;
est impossible car on a vu plus haut que ∂(u− ρ)/∂ν 6 0 au bord.
Compte tenu de (?s), d’une part, d’après la proposition 1, ‖du‖∞ 6 C1 où C1 dépend des
normes C1(∂M) de ϕ et ∂ρ/∂ν. D’autre part,







































Cette inégalité, jointe à l’hypothèse de croissance en t sur (x,p; t) et à la majoration a priori de
‖du‖∞, implique que maxM u6 Cste ; comme u> ρ, u est donc estimée dans C0 et, par suite,
C1. En effet, s’il existait une suite (uk) de F telle que maxM uk 7→ +∞, comme ‖duk‖∞ 6 C1,
on aurait aussi minM uk 7→ +∞. Puisque f (x,p; t) 7→ +∞ quand t 7→ +∞ uniformément sur










On montre enfin que (?) admet au plus une solution à l’aide du principe du maximum, d’une
façon analogue à celle qui a permis de prouver que tout élément u de F est minoré par ρ.
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COROLLAIRE. – 1) Si ϕ ∈ C∞(∂M) est partout < 0, il existe une fonction ρ C∞ admissible
sur M telle que ∂ρ/∂ν = ϕ au bord.
2) La conclusion du Théorème 4 subsiste, sous les mêmes hypothèses sur f , si ϕ = ϕ(x, t) ∈
C∞(∂M × R) est telle que, sur ∂M × R, ϕ est minorée, ϕ 6 ∂ρ/∂ν avec ρ ∈ C∞ admissible,
|∇ϕx | est bornée et ϕ′t > 0.
THÉORÈME 5. – Soit f = f (x,p; t) ∈ C∞(T ?M × R) telle que f ′t > 0 et f (x,p; t)6 h(t)
pour tout (x,p; t) ∈ T ?M × R, où h ∈ C∞(R). Soit ϕ ∈ C∞(∂M × R) telle que ϕ′t > 0 et
ϕ(x, t) 7→ −∞ quand t 7→ −∞ pour tout x ∈ ∂M . On suppose que le problème
logNu= f (x, du;u) sur M, ∂u
∂ν
= ϕ(x,u) au bord(?)
admet une sur-solution forte u+. Alors (?) possède une solution C∞ admissible et une seule.
Preuve. – Utilisons la méthode de continuité et considérons la famille d’équations :
logNu= f [x, du+ + sd(u− u+);u+ + s(u− u+)]
+ (1− s)[ logNu+ − f (x, du+;u+)] sur M,
∂u
∂ν
= ϕ(x,u) au bord, 06 s 6 1.
(?s )
Notons J l’ensemble des réels s ∈ [0,1] tels que (?s) admette une solution us , unique
d’après le principe du maximum vu les hypothèses sur le signe de f ′t et ϕ′t . u+ est la solution
de (?0), (?1) est le problème (?). Compte tenu des propriétés d’inversibilité des linéarisations
des équations (?s), il suffit de montrer que l’ensemble F = {us; s ∈J } est borné dans C2,α(M).
Soit u ∈F . Sur M , u vérifie la relation :
logNu− logNu+
− [f (x, du+ + sd(u− u+);u+ + s(u− u+))− f (x, du+;u+ + s(u− u+))]
− [f (x, du+;u+ + s(u− u+))− f (x, du+;u+)]
= s[f (x, du+;u+)− logNu+]> 0.
On en déduit que, pour s 6= 0, u < u+. D’abord, u− u+ ne peut être une fonction constante
partout égale à 0 (sinon on aurait logNu+ = f (x, du+;u+) et u+ serait solution de (?)) ou à
γ 6= 0 (sinon on aurait
∂u
∂ν




ce qui contredirait le fait que ϕ(x,•) est strictement croissante). Puis, si le maximumµ de u−u+
sur M était > 0, il serait atteint en P ∈ ∂M avec
∂(u− u+)
∂ν
(P ) < 0,




)− ϕ(P,u+(P ))= ϕ(P,u+(P )+µ)− ϕ(P,u+(P ))> 0.
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Ainsi u+ + s(u−u+)6 u+. Or, compte tenu de la première équation (?s), des hypothèses sur
f et du fait que u+ est une sur-solution de (?), on voit que
logNu+ 6 f
[
x, du+ + sd(u− u+);u+]6 h(u+).





logN(ar) (r la fonction définissante de M),













Donc ϕ(Q,u(Q))> Cste et, comme ϕ(x, t) 7→ −∞ quand t 7→ −∞ (nécessairement uniformé-
ment en x), u(Q)> C. Puisque, partout sur M , ar − u6−u(Q), on obtient u> C + aminM r ,
i.e. une minoration a priori de u.




= ϕ(x,u)− ϕ(x,u+)6 0 (car u6 u+ et ϕ′t > 0) avec u+ admissible,
le Théorème 1 implique enfin que supF ‖u‖C2,α <∞.
THÉORÈME 6. – Soient f ∈ C∞(T ?M × R), k et Ψ ∈ C∞(R), α et β ∈ C∞(∂M). On
suppose f ′t > 0, f (x,p; t) 6 k(t) pour tout (x,p; t) ∈ T ?M × R, Ψ ′ > 0,Ψ (0) = 0, Ψ (t)→
±∞ quand t→±∞, et α > 0.
1) Il existe A0 ∈ [−∞,+∞[ , défini en (4), dépendant de α, β et de la fonction définissante r ,
tel que, si f est minorée sur T ?M ×R par un réel µ>A0, le problème
logNu= f (x, du;u) sur M, ∂u
∂ν
= αΨ (u)+ β au bord(?)
admet une unique solution C∞ admissible.
2) Supposons qu’il existe une fonction h ∈ C∞(R) telle que h′ > 0 et h(t) 6 f (x,p; t)
quel que soit (x,p; t) ∈ T ?M × R. Sous la condition (6) portant sur α,β,h et r (réalisée en
particulier si β est constante), le problème (?) admet une unique solution.
Preuve. – 1) D’après le théorème 5, il suffit de mettre en évidence une sur-solution forte
de (?). Suivant une méthode analogue à celle de la preuve du Théorème 3, considérons la famille
d’équations (Es)06s61 suivante :









= 0 au bord,
(?s )
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(?s) admet au plus une solution et ar est la solution de (?0).
Soit u une fonction satisfaisant à (?s) pour une valeur de s ∈ [0,1] ; cherchons à majorer
‖u‖C2,γ (M) indépendamment de u.
Comme A>A1, logNu− logN(ar) est positif sur M et le maximum de u− ar est atteint en
un point P ∈ ∂M où
∂(u− ar)
∂ν










(P )− β(P )
)
.
Puisque Ψ est une fonction croissante, α > 0 et






















































































max∂M ∂u/∂ν admet un majorant a priori négatif et donc, pour ε > 0 assez petit, la fonction
admissible v = εr est telle que
∂(v − u)
∂ν
> 0 au bord.(3)



























Comme Ψ (t)→+∞ quand t→+∞, u(P )=maxM u6 Cste et u est majorée a priori.
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d’où l’existence un réel b > 0 assez grand tel que logN(br)− logNu > 0 sur M . Le maximum




































Puisque Ψ (t)→−∞ quand t→−∞, u(Q)> c et donc, partout sur M , br − u6 br(Q)− c,
i.e. u> bminM r + c= Cste : u est minorée a priori.
Ainsi, ‖u‖∞ 6 Cste. Compte tenu de la condition aux limites satisfaite par u et de la
Proposition 1, ‖du‖∞ 6 Cste. Vu l’inégalité (3), il résulte du Théorème 1 que ‖u‖C2,γ (M) 6
Cste. Par la méthode de continuité, on peut alors résoudre l’équation (?1), dont on note u+ la
solution. On a
logNu+ =A sur M, ∂u
+
∂ν
= αΨ (u+)+ β au bord,



































Si f ∈C∞(T ?M×R) est minorée par un réel µ>A0, u+ est donc une sur-solution forte de (?).
2) Passons maintenant à la preuve du point 2 du théorème. On utilise cette fois la famille
d’équations (E′s)06s61 suivante :
logNu= sh(u)+ (1− s) logN(ar) sur M, Bs(u)= 0 au bord.
On choisit le réel positif a de sorte que h(ar)− logN(ar) > 0 surM . Puisque h est croissante,
si µ=minM r , il suffit que
h(r)− n loga −max
M
(logNr) > 0, 0< a < 1,
c’est-à-dire
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Toute fonction u solution d’une équation de la famille (E′s)06s61 vérifie alors l’inégalité
logNu− logN(ar)− s(h(u)− h(ar))> 0,
ce qui permet d’appliquer le principe du maximum à u− ar .
On raisonne comme au paragraphe 1). Notant que d’une majoration a priori u6 c, on déduit,





















)∣∣∣∣, a0 défini en (5),(6)
on peut résoudre E′s , pour tout s ∈ [0,1], en choisissant a suffisamment proche de a0. En
particulier, quand s = 1, on obtient une fonction v+ solution de
logNv+ = h(v+) dansM, ∂v
+
∂ν
= αΨ (v+)+ β au bord.
Puisque h(v+)6 f (x, dv+; v+), v+ est une sur-solution forte du problème (?) qui admet donc
une solution d’après le Théorème 5.
On utilise une technique itérative pour établir le théorème suivant :
THÉORÈME 7. – Soient f ∈ C∞(T ?M ×R) et ϕ ∈ C∞(∂M ×R), avec ϕ′t > 0 sur ∂M ×R.
Sous l’hypothèse de l’existence d’une sous-solution u− et d’une sur-solution u+ fortes telles que
u− < u+, le problème
logNu= f (x, d u;u) sur M, ∂u
∂ν
= ϕ(x,u) au bord(?)
admet une solution C∞ admissible.
Preuve. – A) On procède par itération en résolvant une suite d’équations approchées dont on
montre que les solutions sont bornées dans C2,α(M).
LEMME 6. – Il existe une suite strictement croissante (uk) de sous-solutions fortes de (?),
définie par récurrence, telle que u0 = u− et, pour tout k > 1,
logNuk = λ(uk − uk−1)+ f (x, duk;uk−1) sur M,
∂uk
∂ν
= ϕ(x,uk) au bord,
(1)
où le réel λ > 0 est précisé en (4).
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Preuve. – 1) Montrons d’abord que le problème
logNv = λ(v − u+)+ f (x, d v;u+) sur M,
∂v
∂ν
= ϕ(x, v) au bord
(2)
admet, pour λ > 0 assez grand précisé en (3), une unique solution C∞ admissible v, sur-solution
forte de (?), telle que u− < v < u+.
On applique la méthode de continuité à la famille (Es)06s61 d’équations suivantes :
logNv − λv = f (x, du+ + sd (v − u+);u+)− λu+
+ (1− s)( logNu+ − f (x, du+;u+)) sur M,
∂v
∂ν
= ϕ(x, v) au bord;
u+ est la solution de (E0). Supposons v solution de (Es), avec 0< s 6 1. Sur M , on a :
logNv − logNu+ − [f (x, du+ + sd(v − u+);u+)− f (x, du+;u+)]− λ(v − u+)
= s[f (x, du+;u+)− logNu+]
c’est-à-dire, puisque u+ est sur-solution de (?),
logNv − logNu+ − sAj∇j (v − u+)− λ(v − u+)> 0,







x, d u+ + std(v − u+);u+)dt.
De cette égalité et des conditions satisfaites au bord par v et u+, on déduit que
µ=max
M
(v − u+) < 0 et donc v < u+ sur M.
En effet, supposons au contraire µ > 0. D’une part, la fonction v − u+ ne peut être constante,
partout égale à µ, car on aurait alors
s
[
f (x, du+;u+)− logNu+]=−λµ6 0,
d’où logNu+ = f (x, du+;u+) sur M et u+ serait solution de (?). D’après le principe du




Or, puisque ϕ′t > 0,
∂(v − u+)
∂ν
(Q)= ϕ(Q,v)− ϕ(Q,u+)= ϕ′t (Q, ξ)(v − u+)(Q)= µϕ′t (Q, ξ)> 0;
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d’où une contradiction.
Comparons maintenant v à u−. Dans M , on a
logNu− − logNv > f (x, du−;u−)+ λ(u+ − v)− f (x, du+ + sd(v − u+);u+),
car u− est sous-solution de (?) et (1− s)[f (x, du+;u+)− logNu+]> 0. Par suite,
logNu− − logNv − λ(u− − v)
> λ(u+ − u−)+ f (x, du−;u−)− f (x, du+ + sd(v − u+);u+).
Ecrivons f (x, du+ + sd(v − u+);u+)− f (x, du−;u−) sous la forme suivante :[
f
(
x, (1− s)du+ + sdv;u+)− f (x, (1− s)du+ + sdu−;u+)]
+ [f (x, sdu− + (1− s)du+;u+)− f (x, sdu− + (1− s)du+;u−)]
+ [f (x, sdu− + (1− s)du+;u−)− f (x, du−;u−)];
L désignant un opérateur elliptique dont le coefficient −λ des termes d’ordre zéro est < 0, on
voit alors que
L(u− − v)≡ logNu− − logNv
− [f (x, (1− s)du+ + sdu−;u+)− f (x, (1− s)du+ + sdv;u+)]
− λ(u− − v)> λ(u+ − u−)
− [f (x, sdu− + (1− s)du+;u+)− f (x, sdu− + (1− s)du+;u−)]
− [f (x, sdu− + (1− s)du+;u−)− f (x, du−;u−)],
c’est-à-dire
L(u− − v)> [λ− f ′t (x, sdu− + (1− s)du+; ξ)(u+ − u−)]
− ∣∣f (x, sdu− + (1− s)du+;u−)∣∣− ∣∣f (x, du−;u−)∣∣,
où, pour tout x ∈M, ξ = ξ(x) ∈]u−(x), u+(x)[ .
On pose a =minM u−, b=maxM u+. Soit C1 un réel, déterminé par la Proposition 1, tel que
‖du‖∞ 6 C1 pour toute fonction admissible u vérifiant a 6 u6 b sur M , ∂u/∂ν = ϕ(x,u) au
bord. On note K le compact de T ?M ×R défini par
K = {(x,p; t); x ∈M, p ∈ T ?x M, |p|6C1, a 6 t 6 b},
µ0 =min
M
(u+ − u−), µ1 =max
K
|f | et µ2 =max
K
|f ′t |.
Puisque ‖sdu− + (1− s)du+‖∞ 6 C1, si on choisit
λ > λ0 ≡ 2µ1
µ0
+µ2,(3)
on voit que L(u− − v) > (λ− µ2)µ0 − 2µ1 > 0. Par conséquent, d’après le principe de Hopf,
u− − v < 0 sur M .
Ainsi, u− < v < u+ et ‖dv‖∞ 6 C1, puisque ∂v/∂ν = ϕ(x, v). Comme
∂(u+ − v)
∂ν
= ϕ(x,u+)− ϕ(x, v)= ϕ′t (x, ξ)(u+ − v)> 0,
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le Théorème 1 montre que l’ensemble des solutions éventuelles des équations (Es) est borné
dans C2,α(M) et qu’on peut donc résoudre (E1), c’est-à-dire (2). Remarquons que la solution v
de (2), unique d’après le principe du maximum, est une sur-solution forte de (?). En effet, compte
tenu du choix (3) de λ,
logNv − f (x, dv; v)= λ(v − u+)+ f (x, dv;u+)− f (x, dv; v)
= (λ− f ′t (x, dv; ξ))(v − u+) < 0,
car v− u+ < 0, v < ξ < u+ et λ− f ′t (x, dv; ξ)> λ−maxK |f ′t | = λ−µ2 > 0.
2) Démontrons maintenant l’existence de la suite (uk) du lemme. Supposons-la définie
jusqu’au rang k, avec u0 = u− < u1 < u2 < · · · < uk < v, uk étant sous-solution forte et non
solution de (?). On détermine uk+1 en considérant la famille (E′s)06s61 d’équations suivantes :
logNu− λu= f (x, duk + sd(u− uk);uk)− λuk
+ (1− s)[ logNuk − f (x, duk;uk)] sur M,
∂u
∂ν
= ϕ(x,u) au bord,
où le réel λ > λ0 est précisé plus loin en (4). uk est la solution de (E′0).





x, duk + sd(u− uk);uk
)− f (x, duk;uk)]− λ(uk − u)





est du signe de uk − u (car ϕ′t > 0), uk n’étant pas solution de (?), on déduit alors du principe du
maximum que uk < u sur M .
Comparons ensuite u à la solution v du problème (1) mise en évidence au paragraphe 1). uk
étant sous-solution de (?), on a
logNu− logNv > λ(u− uk)+ f
(
x, duk + sd(u− uk);uk
)− λ(v − u+)− f (x, dv;u+),
c’est-à-dire
logNu− logNv − λ(u− v)> λ(u+ − uk)
+ [f (x, (1− s)duk + sdu;uk)− f (x, (1− s)duk + sdv;uk)]
+ [f (x, (1− s)duk + sdv;uk)− f (x, dv;u+)].
Cette inégalité se met sous la forme
logNu− logNv − [f (x, (1− s)duk + sdu;uk)− f (x, (1− s)duk + sdv;uk)]




x, (1− s)duk + sdv;uk
)− f (x, (1− s)duk + sdv;u+)]
+ [f (x, (1− s)duk + sdv;u+)− f (x, dv;u+)].
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x, (1− s)duk + sdv; ξ
)]
(u+ − uk)−
∣∣f (x, (1− s)duk + sdv;u+)∣∣
− ∣∣f (x, dv;u+)∣∣,
où ξ = ξ(x) ∈]uk(x),u+(x)[ pour tout x ∈M . Les constantes a, b,C1,µ1 et µ2 étant définies
au paragraphe 1), notons que ‖(1− s)duk + sdv‖∞ 6 C1, a < ξ < b et donc, puisque uk < v,
L(u− v)> (λ−µ2)(u+ − uk)− 2µ1 > (λ−µ2)(u+ − v)− 2µ1.
Par suite, si µ′0 ≡minM(u+ − v) > 0, choisissant λ de sorte que




on a L(u− v) > 0. Compte tenu des conditions aux limites satisfaites par u et v, le lemme de
Hopf implique alors que u < v sur M .




au bord, ‖du‖∞ 6 C1. Puisque
∂(v− u)
∂ν
= ϕ(x, v)− ϕ(x,u)= ϕ′t (x, ξ)(v − u)> 0,
le Théorème 1 implique que l’ensemble des solutions éventuelles des équations (E′s)06s61 est
borné dans C2,α(M). On peut donc résoudre (E′1), dont la solution est la fonction uk+1 cherchée.
On a uk < uk+1 < v et uk+1 est sous-solution forte de (?). En effet,
logNuk+1 − f (x, duk+1;uk+1)= λ(uk+1 − uk)+ f (x, duk+1;uk)− f (x, duk+1;uk+1)
= (λ− f ′t (x, duk+1; ξ))(uk+1 − uk) > 0
car uk < ξ < uk+1,‖duk+1‖∞ 6 C1 et λ−f ′t (x, duk+1; ξ)> λ−maxK |f ′t | = λ−µ2 > 0. Cette
inégalité montre aussi que uk+1 n’est pas solution de (?). Enfin, on a vu plus haut que la fonction




au bord. La preuve du Lemme 6 est achevée.
B) Il s’agit maintenant de prouver que la suite (uk) est bornée dans C2,α(M), en fait
dans C2(M) compte tenu de [24]. Le théorème d’Ascoli permet alors de passer à la limite
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dans l’équation (1) et d’obtenir une solution u de (?). Reprenons, en l’adaptant, la preuve du
Théorème 1.








Quel que soit k > 1, posons
Jk = α(w− uk)+ β|∇uk|2 + γ uk−1,
où α,β, γ sont des réels précisés plus loin. Soit Qk = Q1k + Q2k la fonction C∞ sur TM
associée à uk et définie au paragraphe 3) de I.1. Supposons que le maximum deQk exp (Jk ◦ pi) ∈
C∞(TM) sur le fibré unitaire Σ soit atteint en ξ ∈Σ ∩ TxM . Soit X le champ de vecteurs de
la famille V (cf. paragraphe 4) de I.1) défini sur un voisinage O de x et égal à ξ en x . Notant
Eik =Qik ◦X (i = 1,2) et Ek = E1k + E2k , la fonction Γk = Ek expJk ∈ C∞(O) atteint son
maximum en x .
Un choix convenable de α,β, γ va permettre de majorer a priori Ek(x). On en déduit que
les fonctions uk sont estimées dans C2, puis dans C2,α d’après [24]. Comme la suite croissante
majorée (uk) converge simplement vers une limite u, d’après Ascoli, elle converge vers u dans
C2. En passant à la limite dans (1), on voit alors que u est solution de (?).
Les calculs qui suivent sont effectués en x . Toutes les constantes introduites sont indépen-
dantes de k. On suppose que E1k et Ek sont > 1.
i) Cas x ∈M \ ∂M .
Ecrivant que ∇Γk = 0 et LkΓk 6 0 où Lk = uabk ∇ab, on obtient
∇Ek +Ek∇Jk = 0(6)
et
EkLkEk − uabk ∇aEk∇bEk +E2kLkJk 6 0.(7)
Quand on évalue LkE1k , les calculs du Lemme 3 montrent que des termes d’ordre deux en
uk−1 se présentent dans le développement de ∇XXFk , où





Si D désigne la connexion sur T ?M ×R définie au paragraphe I.2.1, on a :
∇XXFk = λ(∇XXuk −∇XXuk−1)+Daf ◦ γk∇XXauk +Dabf ◦ γk∇Xauk∇Xbuk
+ 2Daf ′t ◦ γk∇Xauk∇Xuk−1 + 2XaDabf ◦ γk∇Xbuk + f ′t ◦ γk∇XXuk−1
+ f ′′
t2 ◦ γk(∇Xuk−1)2 + 2XaDaf ′t ◦ γk∇Xuk−1 +XaXbDabf ◦ γk.
Les termes d’ordre deux en uk−1 qui interviennent sont donc égaux à (f ′t ◦ γk − λ)∇XXuk−1 ;
compte tenu de la valeur de λ, ils sont négatifs et minorés par −D11uk−1.
D’autre part, le développement de LkJk génère le terme γ uabk ∇abuk−1 et, comme on le voit
en se plaçant dans un repère orthonormé qui diagonalise le tenseur ∇2uk−1, uabk ∇abuk−1 >
(1uk)
−11uk−1.
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La condition (7) s’écrit alors sous la forme suivante, analogue de l’inégalité (4) de la preuve
du Théorème 1 :
−αE2k
(
µuabk gab − n
)+ {Ekτa(k)∇aE1k − c′E−11k uabk ∇aE1k∇bE1k
+uabk ∇aE1kT (k)b −C1|∇E1k| + 2βE2k∇abuk∇aukτ b(k)
− (C2 + βC4)E2kuabk gab
}+ (2β −C3)E3k −D1Ek1uk−1




a sont des tenseurs estimés, µ est un réel > 0, déterminé par la stricte convexité de w,
tel que uabk ∇abw> µuabk gab.
Dans (8), les termes en dérivées secondes de uk−1: Ek[γEk(1uk)−1 − D1]1uk−1 sont
minorés par (γ c−1 −D1)Ek1uk−1, où c est une constante telle que 1uk 6 cEk . Choisissons
β = (C3 + 1)/2 et γ = cD1 ; dans ces conditions, la somme des trois derniers termes de (8) est
minorée par E3k . En tenant compte de l’égalité suivante, déduite de (6) on a :
∇aE1k =−∇aE2k −Ek
[
α∇a(w− uk)+ 2β∇abuk∇buk + γ∇auk−1
]
,
on obtient ensuite des inégalités analogues à celles notées (5) à (8) dans la preuve du Théorème 1,
et qui permettent de minorer la somme qui figure entre accolades dans (8) (en particulier, le terme
Ekτ
a
(k)∇aE1k s’élimine). Si α > 1, (8) devient alors
E2k
[(




Supposons α > α0 = max(1,2C5/µ), donc µ/2 > α−1C5. Ou bien Ek < 2αC6/µ. Sinon
Ek > 2αC6/µ, d’où µ/2>E−1k α C6, µ> α−1C5+E−1k αC6 et, compte tenu de (9), Ek 6 αC7.
Par conséquent, pour tout choix de α > α0, Ek(x) est majoré a priori :







ii) Cas x ∈ ∂M .
D’après la Proposition 2, les dérivées secondes mixtes et deux fois normales des uk sont
estimées. Compte tenu des propriétés de la restriction de Q à Σx , on peut supposer que la
restriction de X à ∂M est tangente au bord. β et γ ont les valeurs fixées en i) et α > α0. On









∇νEk >−C′1Ek −C′2 et β∇ν |∇uk|2 + γ∇νuk−1 >−C′3.
Donc, en vertu de (11) et (5), (αδ − C′1 − C′3)Ek 6 C′2. Par conséquent, si α > α′0 = δ−1(C′1 +
C′3 + 1), on a Ek(x)6 C′2.
Choisissons finalement α = max(α0, α′0). En tenant compte de (10) et en notant C′3 un
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Démontrons maintenant, par une méthode de point fixe, le théorème suivant :
THÉORÈME 8. – Soient f ∈ C∞(T ?M × R), µ ∈ C∞(M) partout 6= 0, et J une mesure de
Radon sur M , positive et de masse 1. Soit ϕ = ϕ(x, t) une fonction C∞ bornée sur ∂M × R
ainsi que |∇ϕx |, et telle que ϕ 6 ∂ρ/∂ν où ρ est C∞ admissible sur M . Sous ces hypothèses, le
problème
logNu= f (x, du;u− Ju)+µJu sur M, ∂u
∂ν
= ϕ(x,u) au bord(?)
admet au moins une solution C∞ admissible.
En particulier, si λ ∈ C∞(M) et h ∈ C∞(T ?M), avec λ partout > 0, on peut résoudre le
problème suivant :
logNu=−λu+ h(x, du) sur M, ∂u
∂ν
= ϕ(x,u) au bord.(?′)
Preuve. – A toute fonction v ∈C3,α(M) et à tout réel s ∈ [0,1], on peut, d’après le Théorème
2, associer la solution u= Γ (s, v) ∈C5,α(M) du problème
logNu= µJu+ sf (x, dv; v− Jv) sur M, ∂u
∂ν
= ϕ(x, sv) au bord;(?s )
Γ (0, v) est indépendant de v. Γ est une application compacte de [0,1] × C3,α(M) dans
C3,α(M). Pour pouvoir appliquer le théorème de Leray–Schauder et donc obtenir une solution de
(?1), i.e. de (?), il suffit de montrer que l’ensemble F des points fixes éventuels des applications
(Γ (s,•))06s61 est borné dans C2,α(M).
Soit u ∈F . Il existe donc un réel s ∈ [0,1] tel que
logNu= µJu+ f (x, du;u− Ju) sur M, ∂u
∂ν
= ϕ(x, su) au bord.
Puisque les fonctions ϕ et |∇ϕx | sont bornées sur ∂M ×R, il résulte de la Proposition 1 que
‖du‖∞ 6 C1 et donc oscu6 C2 = C1 diamM . Par suite, comme J est une mesure > 0 sur M























=−oscu, i.e. |u− Ju|6 oscu.
On en déduit que∣∣sf (x, du;u− Ju)∣∣6 C3 =max{f (x,p; t); |p|6 C1, |t|6 C2}.
Intégrons ensuite sur M l’inégalité
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µJu est donc majoré a priori.
Montrons maintenant par l’absurde que µJu est minoré a priori. Supposons qu’il existe une
suite (uk) de F , uk solution de (?sk ), telle que maxM(µJuk) 7→ −∞. Comme skf (x, duk;uk −
Juk)6 C3, on a logNuk 6 µJuk+C3 et maxM(logNuk) 7→ −∞. Par suite, pour k assez grand,










au bord. Ainsi maxM(µJu)> C5. Il existe donc un point R appartenant à M tel que µ(R)Ju>













Ainsi |µJu|6 Cste. D’où |Ju|6 C6 et |u|6 |u− Ju| + |Ju|6 C2 +C6. Comme ‖du‖∞ 6




au bord pour tout u ∈ F avec ρ admissible, il résulte du Théorème 1 que F est borné dans
C2,α(M) et (?) admet au moins une solution.
Si f (x, du;u) est de la forme −λu + h(x, du), où λ ∈ C∞(M) est partout > 0 et h ∈
C∞(T ?M), en prenant µ=−λ, on obtient une solution de (?′).
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