Abstract. We compute the Fourier coefficients of analogues of Kohnen and Zagier's modular forms f k,D of weight 2 and negative discriminant. These functions can also be written as twisted traces of certain weight 2 Poincaré series with evaluations of Niebur-Poincaré series as Fourier coefficients. This allows us to study twisted traces of singular moduli in an integral weight setting. In particular, we recover explicit series expressions for twisted traces of singular moduli and extend algebraicity results by Bengoechea to the weight 2 case. We also compute regularized inner products of these functions, which in the higher weight case have been related to evaluations of higher Green's functions at CM-points.
Introduction
For a positive discriminant D and an integer k > 1, Zagier [21] introduced the weight 2k cusp forms (in a different normalization)
where Q D denotes the set of integral binary quadratic forms of discriminant D. The functions f k,D were extensively studied by Kohnen and Zagier and have several applications. For example, they used these functions to construct the kernel function for the Shimura and Shintani lifts and to prove the non-negativity of twisted central L-values [18] . Furthermore, the even periods
of the f k,D are rational [19] . Bengoechea introduced analogues f k,−d for negative discriminants −d and showed that their Fourier coefficients are algebraic for small k [2] . These functions are no longer holomorphic, but have poles at the CM-points of discriminant −d. They were realized as regularized theta lifts by Bringmann, Kane, and von Pippich [6] and Zemel [23] . Moreover, Bringmann, Kane, and von Pippich related regularized inner products of the f k,−d to evaluations of higher Green's functions at CM-points.
The right-hand side of (1.1) does not converge for k = 1. However, one can use Hecke's trick to obtain weight 2 analogues of the f k,D . These were introduced by Zagier [21] and further studied by Kohnen [17] . The aim of this paper is to analyze these weight 2 analogues for negative discriminants. In contrast to the higher weight case, we obtain a non-holomorphic term in the Fourier expansion of f d,D,N . This parallels the behavior of the non-holomorphic weight 2 Eisenstein series E * 2 (see Subsection 2.1).
We also use a different approach to compute the coefficients of the f d,D,N , writing them as traces of certain Poincaré series denoted by H * N (z, ·) (see Proposition 2.5). The H * N (z, ·) are weight 2 analogues of Petersson's Poincaré series and were introduced by Bringmann and Kane to obtain an explicit version of the Riemann-Roch Theorem in weight 0 [4] . We obtain the following different Fourier expansion of the f d,D,N , realizing their coefficients as twisted traces of the Niebur-Poincaré series j N,n (see Definition 2.1 and Theorem 2.4).
An interesting phenomenon occurs when Γ 0 (N ) has genus 0. Subgroups of this type and their Hauptmoduln play a fundamental role in Monstrous Moonshine (see for example [10] for a classical and [12] for a more modern treatment). When we apply the suitably normalized n-th Hecke operator T n to the Hauptmodul J N for Γ 0 (N ), then the Niebur-Poincaré series j N,n coincides with T n J N , up to an additive constant. Zagier observed that the functions
are weakly holomorphic modular forms for Γ 0 (4N ) of weight 2 in the Kohnen plusspace [22] . Now summing over n instead of D or d, Theorem 1.2 states that the twisted Hecke traces {tr d,D,N (T n J N )} n>0 give rise to Fourier coefficients of the meromorphic modular forms
We give three applications of Theorem 1.2. First, comparing Theorems 1.1 and 1.2, we obtain explicit series expressions for traces of Niebur-Poincaré series. 
The usual inner product f d , f δ for negative discriminants −d, −δ does not converge, so we need to use a regularization by Bringmann, Kane, and von Pippich. Moreover, since the f d do not decay like cusp forms towards i∞, we also have to apply Borecherds's regularization near the cusp i∞. In higher weight, regularized inner products of the f k,−d have been related to evaluations of higher Green's functions at CM-points [6] . Let j := j 1,1 − 24 denote the usual j-function. Since the function log |j(z) − j(z)| behaves like a higher Green's function, apart from the growth at i∞, we can see the following result as an extension to the weight 2 case (see Subsection 2.6 of [6] for a definition of higher Green's functions). Theorem 1.5. Let −d be a negative discriminant and
(iii) We have
The paper is organized as follows: In Section 2, we introduce the necessary notation and definitions. In Section 3, we prove Theorems 1.1, 1.2, and 1.4. Eventually, in Section 4, we compute the regularized inner products, proving Theorem 1.5.
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Definitions and Preliminaries
2.1. General notation. Throughout this paper, we denote variables in the complex upper halfplane H by τ , z, and ρ with v := Im(τ ), y := Im(z), η := Im(ρ) and for w ∈ C we write e(w) := e 2πiw . For a matrix M = a b c d ∈ Γ 0 (N ) and τ ∈ H, we set
For each point ρ ∈ H we let Γ N,ρ denote the stabilizer of ρ in Γ 0 (N ) and set w N,ρ :=
denotes the sixth order root of unity in H, then we have
Furthermore, we define the divisor sum function σ(m) := d|m d and the weight 2 Eisenstein series
as well as its non-holomorphic completion
which transforms like a weight 2 modular form for SL 2 (Z).
2.2.
Quadratic forms and traces of singular moduli. We denote an integral binary quadratic form
The group SL 2 (Z) acts on the set of binary quadratic forms via 
where w N,Q := w N,z Q . Moreover, we call
the Hurwitz class number of discriminants −d and D and level N .
Polar Harmonic Maass
Forms. Now we define polar harmonic Maass forms and study their elliptic expansions.
Definition 2.2. For k ∈ Z, a polar harmonic Maass form of weight k for Γ 0 (N ) is a function F : H → C ∪ {∞} which is real-analytic outside a discrete set of points and satisfies the following conditions: i) For every M ∈ Γ 0 (N ) and τ ∈ H, we have
ii) The function F is annihilated by the weight k hyperbolic Laplacian
iii) For every z ∈ H, there exists an n ∈ N 0 such that (τ − z) n F (τ ) is bounded in some neighborhood of z. iv) The function F grows at most linearly exponentially at the cusps of Γ 0 (N ). We denote by H k (Γ 0 (N )) the space of polar harmonic Maass forms of weight k with respect to Γ 0 (N ).
Polar harmonic Maass forms have elliptic expansions around every point ρ ∈ H, which converge if
X ρ (τ ) := τ − ρ τ − ρ is sufficiently small. These can be seen as counterparts to the more common q-series expansions at the cusps and also break into two pieces.
Proposition 2.3 (Proposition 2.2 of [4], see also Subsection 2.3 of [6]).
A polar harmonic Maass form F of weight k ≤ 0 has an expansion around each point ρ ∈ H of the form F = F + ρ + F − ρ , where the meromorphic part F + ρ is given by
and the non-mermomorphic part
These expressions converge for |X ρ (τ )| ≪ 1. Here, we have that
where the incomplete β-function is defined by β(w; a, b) := w 0 t a−1 (1 − t) b−1 dt. We refer to the terms in (2.3) and (2.4) which grow as τ → ρ as the principal part of F around ρ.
Remark. The hyperbolic Laplacian splits as (2.5)
If F satisfies weight k modularity, then ξ k (F ) is modular of weight 2 − k. Moreover, ξ k annihilates the meromorphic part of a polar harmonic Maass form. Thus ξ k maps weight k polar harmonic Maass forms to weight 2 − k meromorphic modular forms.
Niebur-Poincaré series.
Here we introduce Niebur-Poincaré series and give their explicit Fourier expansion. Following [20] , we define for n > 0
with Γ ∞ := {± ( 1 n 0 1 ) : n ∈ Z}. This series converges absolutely and locally uniformly for Re(s) > 1. The function F N,−n,s is Γ 0 (N )-invariant in z and it is an eigenfunction of the hyperbolic Laplacian with eigenvalue s(1−s). Niebur showed that F N,−n,s is analytic in s and has an analytic continuation to s = 1. The constants c N (n, 0) can be explicitly evaluated. For example, for N = 1 we obtain c 1 (n, 0) = 24σ(n) and for p prime we have
where σ(ℓ) := 0 if ℓ / ∈ Z (see [9] for a similar calculation).
2.5.
Petersson's Poincaré series. For w, s ∈ C, w = 0, we let
and define
These sums converge locally uniformly for Re(s) > 0 and define analytic functions in s. They satisfy modularity of weight 0 in z and of weight 2 in τ . Bringmann and Kane showed that they have an analytic continuation H * N,z to s = 0, which is a polar harmonic Maass form of weight 2 with simple poles at Γ 0 (N )-equivalent points to z [4] . For this, they used a splitting of the sum due to Petersson and for every part obtained an analytic continuation of the Fourier expansion by Poisson summation and locally uniform estimates. 
Furthermore, the function
is a mermomorphic modular form of weight 2 for Γ 0 (N ) with only simple poles at points that are Γ 0 (N )-equivalent to z.
The Fourier coefficients of H * N,z were computed in [5] , where it was shown that they are given by the Niebur-Poincaré series j N,n of Proposition 2.4, evaluated at z. Remark. Note that H * N,z has principal part − w N,z 2πi 1 τ −z at τ = z.
Weight 2 Modular Forms Associated to Imaginary Quadratic Fields
Now we define the weight 2 analogues of Zagier's functions f k,D .
Definition 3.1. For N ∈ N, a negative discriminant −d, a positive discriminant D, and s ∈ C with Re(s) > 0, we let With the trace operation from Definition 2.1, we obtain the following relation.
,N , and the group action defined in (2.1), we have
and
Thus it follows
Taking the trace and analytic continuation at s = 0 then implies the statement.
Theorem 1.2 now follows directly from Proposition 2.6 and Lemma 3.2.
Proof of Theorem 1.1. We follow the approach of Appendix 2 of [21] . For v > √ dD 2 , we obtain by Poisson summation
Here we used that
and that χ D is invariant under translation. Together with
First we consider terms with n = 0. We have to show locally uniform convergence in s of the double sum. For this we will bound the integral locally uniformly for σ := Re(s) > −ε for some ε > 0 and independently of a and n. First we write
Note that the integrand is holomorphic in the region Im(t) > √ dD 2 − v. Thus for n < 0, we may shift the path of integration to R + i∞ and the integral vanishes.
For n > 0, we may fix
and shift the path of integration to R − iα. This yields
Now we apply the estimates
2 for every t,
The last bound is locally uniform for σ > − 1 2 and independent of a and n. Thus the overall sum is uniformly bounded by ≪
Define the half-integral weight Kloosterman sum as 
It has been observed in the remark following Theorem 2.1 of [13] that the Selberg-Kloosterman zeta function
has an analytic continuation to s = . So all in all we obtain that for n > 0, the n-th Fourier coefficient equals
Eventually, it follows from Proposition 2.6 and Lemma 3.2 that the remaining part of the Fourier expansion, i.e. the n = 0 term, equals
Proof of Theorem 1.4. By Theorem 1.2 the n-th Fourier coefficient of f d,D,N is given by tr d,D,N (j N,n ). If Γ 0 (N ) has genus 0, then j N,n is weakly holomorphic on the modular curve X 0 (N ). Lemma 5.1 (v) of [7] states that the twisted Heegner divisor
By Theorem I of [8] , j N,n (z Q ) is an algebraic integer for every quadratic form Q ∈ Q −dD,N . Therefore, also their twisted sum tr d,D,N (j N,n ) is an algebraic integer, which implies the statement.
Regularized Inner Products
In this section we restrict to the full modular group and therefore drop the subscript N throughout. Let f , g be meromorphic modular forms of weight k which decay like cusp forms at i∞ and have poles at z 1 , . . . , z r ∈ SL 2 (Z)\H. We choose a fundamental domain F such that for every j ∈ {1, . . . , r}, the representative of z j in F lies in the interior of Γ z j F. We identify the z 1 , . . . , z r ∈ SL 2 (Z)\H with their representatives in F.
For an analytic function A(s) in s = (s 1 , . . . , s r ), denote by CT s=0 A(s) the constant term of the meromorphic continuation of A(s) around s 1 = · · · = s r = 0. Then the regularized inner product introduced in [6] is given by
Note that, as z → z ℓ , we have X z ℓ (z) → 0, so the integral in (4.1) converges if we have Re(s) ℓ ≫ 0 for every 1 ≤ ℓ ≤ r. One can show that the regularization is independent of the choice of fundamental domain. Since the functions we integrate do not decay like cusp forms, we need to use another regularization by Borcherds's [3] . Namely for holomorphic modular forms f, g of weight k, we define
whenever it exists. Here, for a fundamental domain F and T > 0, we set
To compute the inner products in Theorem 1.5, we split the domain of integration into a part which contains all the poles of the integrands, where we apply the regularization of Bringmann, Kane, and von Pippich, and a part around the cusp i∞, where we apply Borcherds's regularization. Therefore, the regularized integral will look like
where f, g are meromorphic modular forms of weight k and Y > 1 a fixed constant, such that all poles of f and g lie in F Y . Here we can assume that F contains all the poles of f and g as well as
To prepare the proof, we first look at elliptic expansions of certain polar harmonic Maass forms. For X ρ (τ ) ≪ 1, we have
where δ z,ρ is defined to be 1 if z ∈ SL 2 (Z)ρ and 0 otherwise (see also the remark following Proposition 2.6). Furthermore, let
so that ξ 0 G z = H z with ξ 0 as in (2.5).
Lemma 4.1. The function G z is a weight 0 polar harmonic Maass form. For every ρ ∈ H, it has an elliptic expansion
which converges for |X ρ (τ )| ≪ 1. Moreover, we have
Proof. One easily checks that G z is a polar harmonic Maass form of weight 0. By Proposition 2.3, it has for every ρ ∈ H an elliptic expansion
we obtain an elliptic expansion of the shape
Now using
We compare with (4.4) and obtain A − z,ρ (n) = 0 for n > 0,
, and − 4ηnA ρ,z (n) = a ρ,z (−n − 1).
for n < 0. We also have A + z,ρ (n) = 0 for n < 0 since the principal part of G z at ρ comes entirely from the n = 0 term.
For the evaluation of A + z,ρ (0), note that
which equals
which implies the statement.
The following result is similar to Theorem 6.1 of [6] .
Lemma 4.2. For every z, z ∈ H, we have .6). Proof. Applying Stokes's Theorem to the second summand of (4.3), we obtain for Re(s) > 1
Hence, the first summand vanishes as T → ∞ and the limit as T → ∞ third integral has a meromorphic continuation to C with the only pole at s = 1. Therefore the contributions of the first and third summand vanish in the analytic continuation to s = 0. The second summand is analytic in s = 0, so in total we have
To compute the first summand of (4.3), note that the functions H z and H z have simple poles only at z and z. Thus the regularized inner product equals
By Stokes's Theorem, the integral equals
Since there are no poles on F Y , the analytic continuation of the second summand is given by just plugging in (s 1 , s 2 ) = (0, 0). Now note that
which cancels with (4.7). Therefore the contribution from the cusp i∞ vanishes.
We are left to compute the analytic continuation of the first summand of (4.8). For this, we closely follow the proof of Theorem 6.1 in [6] . For δ > 0 and ρ ∈ H, we let B δ (ρ) denote the closed disc of radius δ around ρ and split the domain of integration into B δ (z) ∩ F, B δ (z) ∩ F, and F \ (B δ (z) ∪ B δ (z)). The integral over F \ (B δ (z) ∪ B δ (z)), away from the poles, vanishes at (s 1 , s 2 ) = (0, 0). Similarly, in the integral over B δ (z) (resp. B δ (z)) we can plug in s 2 = 0 (resp. s 1 = 0). By construction of F, the points z and z lie in the interior of Γ z F, resp. Γ z F. For ρ ∈ {z, z}, we decompose B δ (ρ) = (iii) This follows directly from the last two cases of A + z Q ,z Q (0) given in (4.6).
