Abstract. The representation theory of semisimple algebraic groups over the complex numbers (equivalently, semisimple complex Lie algebras or Lie groups, or real compact Lie groups) and the question of whether a given representation is symplectic or orthogonal has been solved over the complex numbers since at least the 1950s. Similar results for Weyl modules of split reductive groups over fields of characteristic different from 2 hold by using similar proofs. This paper considers analogues of these results for simple, induced and tilting modules of split reductive groups over fields of prime characteristic as well as a complete answer for Weyl modules over fields of characteristic 2.
1. Introduction 1.1. The representation theory of semisimple algebraic groups over the complex numbers -equivalently, semisimple complex Lie algebras or Lie
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groups -is well known: the set of isomorphism classes of irreducible representations of the simply connected cover of a group G is in bijection with the cone of dominant weights of the root system of G. Classifying representations of G over C is the same as classifying homomorphisms from G into a group of type A. One can equally well ask about homomorphisms into other groups, for which homomorphisms into groups of type B or D (orthogonal representations) and groups of type C (symplectic representations) play a distinguished role. The basics of this theory were laid out in [Mal50] , were known to Dynkin [Dyn57, as summarized in pp. 254, 255, item C], and a complete solution is clearly described in [GW09, §3.2.4] or [Bou05, §VIII.7.5]. One reduces the problem to studying irreducible representations, then giving an algorithm in terms of the dominant weight λ for determining whether the irreducible representation L(λ) has a nonzero G-invariant symmetric or skew-symmetric bilinear form. The algorithm is proved via restricting the representation to a principal A 1 subgroup of G. This material is now a plank in the foundations of representation theory, where it has applications to determining the subalgebras of semisimple complex Lie algebras [Dyn57] and distinguishing real and quaternionic representations of compact real Lie groups [Bou05, Ch. IX, App. II.2, Prop. 3]. For general k, invariant bilinear forms are used to provide information about the groups, for example throughout the book [KMRT98] , or for bounding the essential dimension of G as in [CS06] or [BC14] , or for controlling Lie subalgebras as in [SF88, §5.8, Exercise 1].
1.2. This paper concerns the generalization of the above theory of symplectic and orthogonal representations to the case of a field k of prime characteristic. The situation is more complicated. There are four classes of representations (each of which is in bijection with the cone of dominant weights) that have a claim to being the natural generalization of the irreducible representation over C with highest weight λ: the irreducible representation L(λ), the induced module H 0 (λ), the Weyl module V (λ), and the tilting module T (λ). The four representations are related by nonzero maps where all four maps are unique up to multiplication by an element of k × (and the diagram commutes up to multiplication by a scalar). The definitions make sense for every field k, and when char k = 0 all the maps in (1.2.1) are isomorphisms. We refer to [Jan03] for information on this subject. In extending the theory of orthogonal and symplectic representations to include the case where char k is prime, two complications arise. First, although the theory of bilinear forms on irreducible representations over C translates easily to irreducible representations and Weyl modules over any k (see Lemma 4.3.2), it does not directly translate to the representations H 0 (λ) and T (λ). For example, when V is irreducible or Weyl, the space of G-invariant bilinear forms is at most 1-dimensional, but for V = H 0 (λ) or T (λ) it can be larger. We give a formula for this dimension in the case of T (λ) in Theorem 6.2.1 and relate it to B-cohomology in the case of H 0 (λ) in Theorem 5.3.1.
Second, when char k = 2, the theory of G-invariant bilinear forms is insufficient to treat homomorphisms of G into groups of type B and D, because such groups are related to the existence of G-invariant quadratic forms. The question of the existence of G-invariant quadratic forms on irreducible representations has previously been studied (cf. [Wil77] , [GW95] , [SW91] ), and there is no known, straightforward necessary and sufficient condition, cf. Section 10. In contrast to this, we completely solve the question of which Weyl modules have a G-invariant quadratic form, see Theorem 9.2.2.
One major feature throughout our paper is the interplay with the admissibility of various G-invariant bilinear forms and the rational cohomology of G. In the final section (Section 11), as a byproduct of our results, we are able to calculate H 1 (G, Λ 2 (V )) for many cases where V is L(λ), T (λ), or H 0 (λ). [KMRT98] , which includes ad hoc constructions of G-invariant quadratic forms on various irreducible representations for various semisimple groups G. These irreducible representations happen to also be Weyl modules, so our Theorem 9.2.2 provides the theoretical context for the ad hoc constructions by giving a necessary and sufficient condition for the existence of such a form. Proposition 8.2.3 gives a new, explicit example of a G-invariant quadratic form that might have been constructed in §10.D of [KMRT98] but was not.
One motivation for the present paper stems from The Book of Involutions,
This paper treats the case where G is split reductive. A sequel work will extend these results to the case where G need not be split.
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2. Background: Representations of split reductive groups 2.1. Notation. We will follow the notation from [Jan03] and [Bou02] . Throughout we consider a field k of characteristic p ≥ 0 and an algebraic group G over k (i.e., a smooth affine group scheme of finite type over k) that is reductive and split. If k is separably closed, then every reductive algebraic k-group is split. We fix in G a pinning, which includes the following data:
• T : a k-split maximal torus in G.
• Φ: the root system of G with respect to T . When referring to short and long roots, when a root system has roots of only one length, all roots shall be considered as both short and long.
• Π = {α 1 , . . . , α n }: the set of simple roots. We adhere to the ordering of the simple roots as given in [Jan03] (following Bourbaki); see (8.2.1) for the numbering for type C.
• α: the maximal root.
• B: a Borel subgroup containing T corresponding to the negative roots.
• W = N G (T )/T : the Weyl group.
• w 0 : longest element in W , relative to the choice of simple roots Π.
• P := Zω 1 ⊕ · · · ⊕ Zω n : the weight lattice, where the fundamental dominant weights ω i are defined by
• ≤ on P : a partial ordering of weights, for λ, µ ∈ P , µ ≤ λ if and only if λ − µ is in Nα 1 + · · · + Nα n .
• P + := Nω 1 + · · · + Nω n : the dominant weights.
• X(T ) + := X(T ) ∩ P + .
• Q := ZΦ: the root lattice.
• F : G → G: the Frobenius morphism.
• G r = ker F r : the rth Frobenius kernel of G.
• M [r] : the module obtained by composing the underlying representation for a rational G-module M with F r .
• H 0 (λ) := ind G B λ, λ ∈ X(T ) + : the induced module whose character is provided by Weyl's character formula.
• V (λ) := H 0 (−w 0 λ) * : the Weyl module.
• L(λ): the irreducible finite dimensional G-module with highest weight λ ∈ X(T ) + .
• T (λ): Ringel's indecomposable tilting module corresponding to λ ∈ X(T ) + , as defined in [Jan03, Prop. E.6].
2.2. Tori. In the case when G is a torus, Φ = ∅, Q = 0, and
G i for T 0 a split torus and G i simple and simply connected. Let T i be a maximal split torus in G i and take T = n i=0 T i ; a pinning of G relative to T is equivalent to fixing a pinning of each G i relative to T i . Then Φ is the union of the root systems of the G i . Setting P i to be the weight lattice of G i , i.e., X(T i ), we find that X(T ) + = P 0 ⊕ i P i = P + .
Lemma 2.3.1. With the notation of the previous paragraph, for λ i ∈ X(T i ) + , we have:
Proof. The claim for H 0 is [Jan03, Lemma I.3.8]. Dualizing gives the claim for V . For L, an irreducible representation of G is a tensor product of irreducible representations of T 0 and of the G i , and inspecting highest weights yields the claim.
2.4. For an arbitrary split reductive group G, there exists a split torus T 0 and split, simple, simply connected groups G 1 , . . . , G n as above and a central isogeny π : T 0 × G i → G, all of which are in some sense unique.
The quotient π relates the chosen pinning of G relative to T to a pinning of T 0 × G i relative to the split maximal torus π −1 (T ) • such that π * X(T ) + = X(T i ) + , and representations of G induce representations of T 0 × G i . In this way, when proving the results in this paper, it is harmless to assume that G is as in Section 2.3.
In later parts of the paper, G 1 will be used to denote the first Frobenius kernel of G; the difference will be clear from context.
Symmetric Tensors and Symmetric Powers
3.1. Let V be a k-vector space.
Definition 3.1.1. The symmetric group Σ n on n letters acts on ⊗ n V by permuting the indices of a tensor
it is the space of symmetric tensors. The symmetrization map s : ⊗ n V → ⊗ n V is defined by s(x) = σ∈Σn σx and
Example 3.1.2 (Bilinear forms). The space
is the vector space of bilinear forms on V , and S ′ 2 (V * ) is the subspace of symmetric bilinear forms. If char k = 2, then S ′′ 2 (V * ) is the span of elements x ⊗ y − y ⊗ x for x, y ∈ V * , i.e., S ′′ 2 (V * ) is the space of alternating bilinear forms.
Regardless of the characteristic of k, we identify ⊗ 2 V * ∼ − → Hom(V, V * ) denoted b →b whereb is defined byb v := b(v, −). Note that, as our vector spaces are finite-dimensional, the canonical inclusion ⊗ n (V * ) ⊆ (⊗ n V ) * is an equality by dimension count, so we omit the unnecessary parentheses from this expression. The (left) radical of b is rad b := kerb.
3.2. Symmetric powers. The n-th symmetric power S n (V ) of V is the image of ⊗ n V in the quotient of ⊕ i≥0 ⊗ i V by the 2-sided ideal generated by all elements of the form v⊗v ′ −v ′ ⊗v for v, v ′ ∈ V ; we write ρ : ⊗ n V ։ S n (V ) for the quotient map. One typically omits the symbol ⊗ when writing elements of S n (V ). If we fix a basis v 1 , . . . , v d of V , then S n (V ) has basis {v
We obtain a commutative diagram (cf. [Bou88, §IV.5.8]) of linear maps
The map ϕ is the multilinearization map ϕ(
Example 3.2.1 (Quadratic forms). The elements of the vector space
are the quadratic forms on V . The multilinearization map ϕ sends a quadratic form q to its polar bilinear form b q := φ(q) given by
If b q = 0, then q is said to be totally singular. The radical of q is rad q := {v ∈ V | v ∈ rad b q and q(v) = 0}.
Evidently rad q is a vector space, and for each extension K of k, rad(q⊗K) ⊇ (rad q) ⊗ K. If char k = 2, then rad q = rad b q and the only totally singular quadratic form is the zero form. We refer to [EKM08] for background concerning quadratic forms over a field, including the case char k = 2.
3.3. Alternating tensors.
and A ′′ n (V ) to be the image of the skew-symmetrization map α :
These subspaces are analogous to the symmetric tensors in Definition 3.1.1.
Evidently, the restriction of α to A ′ n (V ) acts as multiplication by n!. We may identify Λ 2 (V ) with A ′′ 2 (V ) and Λ 2 (V * ) with the space of alternating bilinear forms on V (as Λ 2 (V * ) = Λ 2 (V ) * ), i.e., the forms
is the space of symmetric bilinear forms on V and
are exact. If char k = 2, then both sequences split and encode the direct sum decomposition:
3.4. Representations. If V is a representation of a group G, then so are the vector spaces deduced from V such as S ′′ 2 (V * ). If char k = 2, then replacing V with V * in (3.3.3) gives a direct sum de-
However, when char k = 2 the situation is slightly different. Proof. The exact sequence (3.3.2) yields an exact sequence
and α(b) = mb for some m ∈ k. Writing down a Gram matrix M for b with respect to some basis of V , the equation α(b) = mb says that M −M t = mM , hence m = 0, i.e., b is symmetric. For the second claim, suppose ϕψ(b) = 0. Then the alternating form ϕψ(b) equals nb for some n ∈ k × , thus b is alternating and ψ(b) = 0. This is a contradiction, hence ϕψ(b) = 0.
3.5. Symmetric p-linear forms versus symmetric powers of degree p. We now return to the notions introduced in this section in the special case where k has characteristic p = 0, and compare the symmetrized p-linear tensors, S ′′ p (V ) and the symmetric powers of degree p, S p (V ). Consider, for example, the case where V has basis v 1 , v 2 and p = 3. Then
This contradicts the (erroneous) formula for dim S ′′ p (V ) given in Exercise 5b from Chapter III, §6 of [Bou89]; a correct formula is implicit in the following result.
Proposition 3.5.1. Suppose char k = p. Then the sequence
Proof. For exactness, the only thing to check is exactness at the middle term S p (V ). Fix a basis v 1 , . . . , v d of V and form the corresponding basis B = {v
We may identify V [1] with the k-span of X, because,
and H to be the stabilizer in Σ p of h. Clearly,
, which is divisible by p because no e i is. Hence, p does not divide |H| and ϕ(h) is in k × · σ∈Σp/H σh. For distinct cosets σH and σ ′ H of H, the elements σH · h and σ ′ H · h are linearly independent in ⊗ p V , so it follows that ker ϕ = span(X) = V [1] .
From this argument, the final claim is clear.
Replacing V with V * , we may view sequence (3.5.2) as relating homogeneous polynomials of degree p and symmetric p-linear forms. 
. . , v 1 ) = 0 for some v 1 ∈ V iff with respect to some basis v 1 , . . . , v n of V with dual basis x 1 , . . . , x n , when we write f in terms of the dual basis, we find a nonzero multiple of ⊗ p x 1 . Proposition 3.5.1 gives the claim. Corollary 3.5.5. Suppose char k = p and V is a representation of an algebraic group G.
Part (b), in the special case p = 2, can be found in [Wil77, Satz 2.5].
Proof. Taking the exact sequence (3.5.2), replacing V with V * , and taking fixed submodules gives the exact sequence
Bilinear Forms on Irreducible and Weyl Modules
4.1. Bilinear forms on irreducible modules. The proof in the case k = C given in [GW09, Th. 3.2.13, 3.2.14] shows that, for every field k and every 
Reducible modules.
The material in the preceding subsection is enough to determine (Bil V ) G when V is semisimple. We now consider arbitrary (finite-dimensional) representations V . Recall that the socle, denoted by soc V , is the largest semisimple submodule of V . The head of V , denoted by head V , is the maximal semisimple quotient; the kernel of the map V → head V is the radical of V , denoted by rad V . The following observation has many applications.
so by hypothesisb vanishes on U . Furthermore,b induces a homomorphism head V → head(V * ) → U * , which must also vanish by the hypothesis, hence every element ofb(V ) vanishes on U , andb is in the image of
The general case follows by induction on the length of a composition series for U , because for simple U 0 ⊆ rad V we have rad(V )/U 0 = rad(V /U 0 ) and head(V /U 0 ) = head(V ).
4.3. Weyl modules. For each λ ∈ X(T ) + , the Weyl module V (λ) has head L(λ) and therefore rad V (λ) is the kernel of the map V (λ) → L(λ) from (1.2.1). Note that rad V (λ) = 0 if and only if V (λ) is irreducible, and this is true if and only if all maps in (1.2.1) are isomorphisms. If char k = 0 or if λ is minuscule, then these equivalent conditions hold.
Example 4.3.1. Let G be an adjoint group of type B n over a field k, hence it is SO(V, q) for a quadratic form q on a (2n + 1)-dimensional vector space V by [KMRT98, p. 364]. The G-module V can be identified with the Weyl module V (ω 1 ). If char k = 2, the radical of the bilinear form rad b q (whose definition is recalled in Example 3.1.2) is 1-dimensional, the irreducible representation L(ω 1 ) is V (ω 1 )/ rad b q , and H 0 (λ) = V * has a unique proper submodule, L(ω 1 ).
Proof #2. Apply Lemma 4.2.1 with U = rad V (λ), using Lemma 5.1.1 to see that L(−w 0 λ) is not a composition factor of U .
Definition 4.3.3. We say a representation V of G is symplectic if there is a nonzero G-invariant alternating bilinear form on
can be symplectic or orthogonal or neither, but not both. If char k = 2 and λ = 0, it can be symplectic, both orthogonal and symplectic, or neither.
4.4. Integral models. As G is a split reductive group, there is a split reductive group scheme
We use this convention when we want to emphasize the field of definition. Suppose that λ = −w 0 λ, so V (λ, C) is orthogonal or symplectic; the recipe described in [GW09] will tell which. Because V (λ, Q) is also self-dual, there is a nonzero (G Z × Q)-invariant bilinear form on V (λ, Q), and by clearing denominators we may assume it is indivisible and defined on V (λ, Z) with values in Z. From this we find: when char k = 2, V (λ, k) is orthogonal (resp., symplectic) iff V (λ, C) is orthogonal (resp., symplectic).
For any k, if V (λ, C) is orthogonal, then we can similarly use the symmetric bilinear form on V (λ, Q) to construct a (G Z × Q)-invariant quadratic form that is nonzero and indivisible on V (λ, Z) and so conclude that V (λ, k) is orthogonal. The converse of this is false, see for example Proposition 8.2.3.
Entirely parallel remarks hold for the induced module, H 0 (λ). We now sketch how to determine the isomorphism class of s over any field k. It is harmless to assume that G is simply connected. The roots Φ and simple roots Π index a basis {h δ | δ ∈ Π} ∪ {x α , x −α | α ∈ Φ} for Lie(G). As s is invariant under T , it vanishes on each x ±α , and it quickly follows that s is an orthogonal sum of its restrictions to Lie(T ) and Zx α + Zx −α for each α ∈ Φ. Put r for the square-length ratio of long roots to short roots, so r ∈ {1, 2, 3}. The calculations in [SS70, pp. 180, 181] show that Zx α + Zx −α contributes a zero form to s ⊗ k if α is short and r is zero in k, otherwise it contributes a hyperbolic plane.
As for the restriction to Lie(T ), recall that there is a unique positivedefinite quadratic form q ∨ on the coroot lattice Q ∨ (for the simple root system Φ of G) that takes the value 1 on short coroots and r on long coroots. Since s restricts to a Weyl-invariant form on Lie(T ), the formulas in [SS70] show that the restriction of s to Lie(T ) is q ∨ . In summary, s ⊗ k is an orthogonal sum of hyperbolic planes, a zero form (if char k | r) and q ∨ ⊗ k.
To calculate q ∨ ⊗ k, fix a basis α ∨ 1 , . . . , α ∨ n of simple coroots and set C to be the Cartan matrix with respect to the basis α 1 , . . . , α n of simple roots. For D the diagonal matrix whose i-th diagonal entry is the square-length q ∨ (α ∨ i ) of α ∨ i , the product DC is a symmetric integer matrix with even entries on the diagonal, and
In case char k = 2, formulas for the isometry class of s can be found in [BC14, §3].
4.6. A uniserial example. Let λ, µ ∈ X(T ) + such that µ = −w 0 µ, and let V be a uniserial G-module with composition factors
Note that V does not satisfy the hypotheses of Lemma 4.2.1.
To see why this is so, note that V * is also uniserial with the same composition factors, and that the corresponding module diagrams in the sense of [BC87] are "rigid" by the hypothesis on Ext, so by Proposition 6.5 of ibid. we can read off the elements of Hom G (V, V * ) from the diagrams-clearly Hom G (V, V * ) is 2-dimensional with a basis consisting of an isomorphism and a map that sends V onto soc(V * ).
The following provides a tool to check the Ext hypothesis in the example.
Lemma 4.6.2. If V (λ 2 ) has two composition factors L(λ 2 ) and L(λ 1 ) (with L(λ 1 ) as the socle) and
Proof. Apply Hom G (?, L(λ 1 )) to the exact sequence
Lemma 5.1.1. If λ ∈ P + and −w 0 λ are comparable in the partial ordering on P , then λ = −w 0 λ.
Proof. −w 0 λ = λ+σ for σ a sum of positive roots or a sum of negative roots. Applying −w 0 to both sides and subtracting, we find that σ = w 0 σ, but w 0 interchanges positive and negative roots, hence σ = 0, i.e., λ = −w 0 λ.
Then we find:
Lemma 5.1.2. If H 0 (λ) is reducible, then the pullback
Proof. The dual of head H 0 (λ) is the socle of H 0 (λ) * = V (−w 0 λ). By Lemma 5.1.1, λ cannot be less than −w 0 λ, and therefore L(λ) cannot be a component of the socle. The conclusion follows by Lemma 4.2.1.
4 if char k = 2 and G has type D n for n ≥ 4 and even; 2 if char k = 2 and G has type B n or C n with n ≥ 2; 1 otherwise.
Note that the dimension can be bigger than 1, unlike for irreducible and Weyl modules. To see the claim, we combine Lemma 5.1.2 with the preceding discussion and with the G-module structure of V ( α) = H 0 ( α) * given in [His84] . Put α 0 for the highest short root. Suppose G has type B n or C n for n ≥ 2 and char k = 2. Then
or is uniserial with composition factors k, L(α 0 ), k as in Section 4.6. In the latter case, V (α 0 ) has socle k by [His84] , so Lemma 4.6.2 applies and in both cases we find dim(Bil H 0 ( α)) G = 2 as claimed.
If G has type F 4 and char k = 2, or if G has type G 2 and char k = 3, then
In the remaining cases, writing Z for the scheme-theoretic center of the simply connected cover of G, H 0 ( α)/L( α) ∼ = Lie(Z) * , on which G acts trivially. If Z is notétale, then dim(Bil H 0 ( α)) G = (dim Lie(Z)) 2 , whence the claim.
Note that, in calculating the dimension of (Bil H 0 ( α)) G , we implicitly gave formulas for all of the G-invariant bilinear forms.
We remark that for G of type A, D, or E, H 0 ( α) is the Lie algebra of the adjoint group [Gar09, 3.5(2)]. Proof. On the one hand, the action of the torus T on the representation V = H 0 (λ) or T (λ) turns V * ⊗ V * = Bil(V ) into a graded vector space with grade group X(T ), and the hypothesis gives that 0 is a weight. On the other hand, all weights of V are congruent to λ mod the root lattice Q, hence all weights of Bil(V ) are congruent to −2w 0 λ mod Q, so −2w 0 λ ∈ Q. As −w 0 normalizes Q, the conclusion follows.
Note that −w 0 acts on P/Q as −1, hence the condition λ = −w 0 λ (for the existence of a nonzero G-invariant bilinear form on V (λ) or L(λ)) implies that 2λ ∈ Q.
5.3. The following result demonstrates that the number of G-invariant bilinear forms on the induced module H 0 (λ) is related to the rational Bcohomology. In [HN06] , it was shown that similar B-cohomology calculations for GL n (k) are related to the cohomology of Specht modules for the symmetric group on n letters.
Proof. Recall that H 0 (λ) * = V (−w 0 λ). Furthermore, by using Serre duality [Jan03, II 4.2(9)],
Consider the following spectral sequence [Jan03, I.4.5]
According to Serre duality [Jan03, II.4.2(9)],
By assumption λ ∈ X(T ) + , so by Kempf's vanishing theorem,
This shows that there is only one non-zero row in the spectral sequence, thus the spectral sequence thus collapses and for all i > 0:
The result now follows by specializing to the case when i = 0.
5.4. SL n examples; symmetric powers. Let G = SL n and consider H 0 (dω 1 ) where ω 1 is the first fundamental weight. We have
where V is the natural n-dimensional representation.
Example 5.4.1. 
That is, base change from the integral model as in Section 4.4 provides a nonzero SL 2 -invariant bilinear form on S d (k 2 ), and it is the only one up to a factor in k × .
Example 5.4.2. Let G = SL n where n ≥ 3. The G-modules H 0 (dω 1 ) can have complicated submodule structures. However, one can employ the weight criterion in Corollary 5.2.1 to deduce the following: If n ∤ 2d then 2dω 1 / ∈ ZΦ, and dim(Bil H 0 (dω 1 )) G = 0.
SL 3 examples.
Example 5.5.1. Let G = SL 3 and λ be a generic weight in the lowest p 2 -alcove (see [DS85] ). Then the following are true: (i) the composition factors of H 0 (λ) are multiplicity free and (ii) the head of H 0 (λ) is a single irreducible representation. Moreover, if λ = −w 0 λ then the head of H 0 (λ) is not a composition factor of V (−w 0 λ). Therefore, in this case, dim(Bil H 0 (λ)) G = 0.
Suppose p = char k ≥ 3 and consider the following weights of G = SL 3 expressed in terms of the fundamental weights:
We have indicated how λ j , for j = 1, 2, 3 are linked to (0, 0) under the dot action of the affine Weyl group W p . By using the standard translation functor arguments [Jan03, II.7.19, II.7.20] or employing [DS85] we can deduce the following facts. The representation H 0 (λ 2 ) is uniserial with two composition factors (from head to socle):
For j = 3, 4, H 0 (λ j ) is uniserial with two composition factors (from head to socle):
Example 5.5.3. For j = 2, 3, 4, (Bil H 0 (λ j )) G = (Bil head H 0 (λ j )) G ∼ = k by Lemma 4.2.1. Pulling back along the surjection T (λ 3 ) → H 0 (λ 3 ) from (1.2.1) gives a nonzero G-invariant bilinear form on the tilting module T (λ 3 ) also. (In fact it generates (Bil T (λ 3 )) G by Example 6.3.2 below.) That is, H 0 (λ 3 ) and T (λ 3 ) each have a nonzero G-invariant bilinear form, yet λ 3 = −w 0 λ 3 , in contrast with the situation for simple and Weyl modules described in Section 4.
Bilinear Forms on Tilting Modules

The tilting module T (λ) has both a good and Weyl filtration, and the composition factor of highest weight in T (λ) is L(λ).
We briefly discuss the maps induced by applying the functor V → (Bil V ) G to (1.2.1).
Proof. Assume (Bil V (λ)) G = 0, so λ = −w 0 λ and there exists an isomorphism f : T (λ) ∼ − → T (−w 0 λ) = T (λ) * . As λ and −w 0 λ are weights of T (λ) (and V (λ)) of multiplicity 1, the pullback of f to V (λ) is nonzero, proving the first claim. Commutativity of (1.2.1) and Lemma 5.1.2 give the second claim.
The lemma shows that when T (λ) is reducible:
6.2. We now compute the dimension of the space G-invariant bilinear forms on T (λ) in terms of the good filtration multiplicities. Define [T (λ) : H 0 (µ)] to be the number of times H 0 (µ) appears in a good filtration for T (λ); it equals Hom G (V (µ), T (λ)) by [Jan03, Prop. II.4.16(a)], so it is independent of the choice of good filtration.
Theorem 6.2.1. Let G be a reductive algebraic group. Then for each λ ∈
Proof. (a) According to [Jan03, II 4.13 Proposition], Ext 1 G (V (σ 1 ), H 0 (σ 2 )) = 0 for all σ 1 , σ 2 ∈ X(T ) + . Since T (λ) has a Weyl filtration, it follows that Ext 1 G (T (λ), H 0 (σ)) = 0 for all λ, σ ∈ X(T ) + . Therefore, the functor Hom G (T (λ), −) is exact on short exact sequences of modules that admit good filtrations. Now T (−w 0 λ) admits a good filtration, thus
Because T (λ) = T (λ) τ and H 0 (λ) = V (λ) τ under the duality τ defined in [Jan03, II 2.12, 2.13], Hom G (T (λ), H 0 (µ)) = Hom G (V (µ), T (λ)) and (a) follows. Part (b) follows immediately from (a).
In the sums in Theorem 6.2.1, the µ = λ term contributes 0 if λ = −w 0 λ (by Lemma 5.1.1) and 1 if λ = −w 0 λ. In either case, the sum restricted to µ = λ gives the dimension of the kernel of the pullback (Bil
6.3. SL 3 examples. Let G = SL 3 with p ≥ 3 and let λ j for j = 1, 2, 3, 4 be as in Section 5.5.
Example 6.3.1. The tilting module T (λ 2 ) is uniserial with composition factors (from the head to the socle):
As in Section 4.6, we find that dim(Bil T (λ 2 )) G = 2, which agrees with the 1 2 + 1 2 = 2 provided by Theorem 6.2.1(b), and we find equality in (6.1.2).
Example 6.3.2. The structure of the tilting module T (λ j ) for j = 3, 4 is given by the following diagrams in the style of [BC87] , with the head is on top and the socle is on the bottom:
Therefore, dim(Bil T (λ j )) G = 1 which agrees with Theorem 6.2.1(a) by looking at the structure of the tilting module above with its good filtration factors H 0 (λ j ), H 0 (λ 2 ).
Quadratic Forms on Tilting modules
7.1. Modules with a good filtration. We characterize symmetric Ginvariant p-linear forms for tilting modules and Weyl modules via cohomological vanishing. Proof. By Corollary 3.5.5(b), it suffices to prove that E 1 := H 1 (G, (V * ) [1] ) = 0. Apply the Lyndon-Hochschild-Serre spectral sequence:
with the five term exact sequence 0 → E
2 → E 2 . Since V * admits a good filtration, it follows that E i,0 2 = 0 for i ≥ 1. Therefore,
hence the claim holds apart from the exceptional case. In the exceptional case,
whose dimension equals [V * : H 0 (ω 1 )], so again the claim follows. Proof. As char k = 2, we may write out B as e 1 , . . . , e n , f 1 , . . . , f n such that
Write V Z for a free Z-module of rank 2n whose basis we denote also by B by abuse of notation; we may equally define a symmetric bilinear form b Z on V Z by (8.
is a symmetric bilinear form on Λ r (V Z ) and the map f :
We claim that f always takes even values. As Λ r (V Z ) is generated as an abelian group by symbols whose entries are taken from the symplectic basis, it suffices to verify that f (x) is even when x is such a symbol. But (b Z ) (r) (x, x) can only be nonzero for such an x if for every e i in x there is also a corresponding f i and vice versa. As r is odd, this is impossible and the claim is proved.
As f is a homogeneous polynomial of degree 2 (with integer coefficients) in a basis dual to B, it follows that f is divisible by 2. The desired quadratic form on Λ r (V ) = Λ r (V Z ) ⊗ k is then q (r) := ( 1 2 f ) ⊗ k. By construction, q (r) has polar bilinear form (b Z ) (r) ⊗ k = b (r) , and by the preceding paragraph q (r) vanishes on symbols with entries from B as desired.
Remark 8.1.4. In the case where r is even and 2 ≤ r ≤ dim V , the bilinear form b (r) is symmetric, but it is not alternating because for s = r/2 and
is a nonzero quadratic form on Λ r (V ) which is obviously invariant under Sp(V, b).
Remark 8.1.5. For quadratic forms over fields of characteristic = 2, the exterior powers Λ r q of a nondegenerate quadratic form q are important invariants of q and indeed form a basis for the Witt invariants of the quadratic forms of dimension dim q, see [GMS03, p. 66]. However, for fields of characteristic 2, the preceding remark shows that an SO(V, q)-invariant quadratic form on Λ r (V ) for r even depends only on the alternating form b q and therefore fails to capture important information about q.
8.2. Fundamental Weyl modules for type C. As in [Bou02] , we write ω r for the fundamental dominant weight such that ω r , α j = δ rj , where α j is the simple root numbered j in the diagram
We can see explicitly which of the fundamental Weyl modules V (ω r ) of Sp(V, b) are orthogonal. Some of these are easy: for r even, V (ω r , C) is orthogonal, hence so is V (ω r , k) for every k. For the remaining cases, where r is odd and 3 ≤ r ≤ n, we identify V (ω r ) with the subspace of Λ r (V ) generated by symbols v 1 ∧ · · · ∧ v r such that v 1 , . . . , v r generate a totally isotropic subspace of V as in [GK99, §1] . We take g ∈ Sp(V, b) to be an element of a root subgroup relative to the pinning, so we can decompose V as an orthogonal sum V = U ⊥ U ′ relative to b where g(U ) = U , g is the identity on U ′ , and U consists of s = 1 or 2 of the hyperbolic planes defined by B. We write x = y ∧ y ′ where y ∈ Λ t (U ) and y ′ ∈ Λ r−t (U ′ ) are symbols of generator type and t ≤ s because x has generator type. Writing gy = y i where the y i are symbols in Λ t (U ) with entries from B, we find
As r ≥ 3, r − t ≥ 1, and (8.1.1) shows that b (r) (y i ∧ y ′ , y j ∧ y ′ ) = 0. That is, q(gx) = 0. Furthermore, if g is instead taken to be in the maximal torus of Sp(V, b) defined by the pinning, then it scales x and again q(gx) = 0. It follows from these two calculations that q(gx) = 0 for all g ∈ Sp(V, b), hence q (r) vanishes on symbols of generator type, regardless of whether their entries are drawn from B. Any element z of V (ω r ) can be written as z = z i for z i symbols of generator type. For any g ∈ Sp(V, b), we have
As gz i also has generator type, q (r) (gz i ) = 0. Furthermore, b (r) is canonically determined by b and so is Sp(V, b)-invariant, so it follows that q (r) (gz) = i<j b (r) (z i , z j ) = q (r) (z) as desired.
9. Which Weyl modules are orthogonal when char k = 2?
The goal of this section is to prove Theorem 9.2.2, which determines, in case char k = 2, which Weyl modules have nonzero G-invariant quadratic forms. In case char k = 2, quadratic forms are equivalent to symmetric bilinear forms and the answer is given by the material in Section 4 and the recipe described in [GW09] or [Bou05] .
9.1. Alternating Forms. Composing linear maps defined in Section 3, we obtain, for vector spaces V 1 , V 2 , a linear map,
where the middle isomorphism is
Replacing the first map Id ⊗α with α ⊗ Id does not change ̟. Put e i : ⊗ 2 V i ։ Λ 2 (V i ) for the quotient map.
Lemma 9.1.1 (Tignol's product). The map ̟ vanishes on ker(e 1 ⊗ e 2 ) and induces a linear map
Proof. For i = 1, 2, the map α vanishes on the subspace
Because replacing the first map in the definition of ̟ does not change ̟, ̟ also vanishes on I ′′ 2 (V 1 ) ⊗ (⊗ 2 V 2 ), and we conclude that ̟ vanishes on the kernel of e 1 ⊗ e 2 .
The following proposition in the case char k = 2 can be found in [SW91, §3] . Our proof invokes Tignol's product from Lemma 9.1.1. 
Proof. The alternating form b i determines an element of Λ 2 (V * i ). Plugging Proof. The tensor product V (λ) ⊗ V (µ) has λ + µ as an extreme weight, and so there is a nonzero G-equivariant map π :
The hypothesis on V (λ) and V (µ) gives a G-invariant quadratic form q on the tensor product by Proposition 9.1.2, hence qπ is a G-invariant quadratic form on V (λ + µ), and it suffices to check that qπ is nonzero.
Fix highest weight vectors x + , y + and lowest weight vectors x − , y − of V (λ), V (µ) respectively; note that the bilinear forms are nonzero on the pairs (x + , x − ) and (y + , y − ) as in Lemma 4.3.2. The sum of the highest and lowest weight spaces of V (λ + µ) is identified via π with k(x + ⊗ y + ) + k(x − ⊗ y − ), and q(x + ⊗ y + + x − ⊗ y − ) is nonzero by (9.1.3).
9.2. We continue by providing below some examples for symplectic groups.
Example 9.2.1. Let G be a quotient of T 0 × i G i as in 2.4 such that G j ∼ = Sp 2n for some n ≥ 1 and some j, and λ ∈ X(T ) + such that λ restricts to be zero on T 0 and G i for i = j, but on G j it is ω 1 . Then by Lemma 2.3.1, the restriction of V (λ) to G j is the tautological representation as in Example 8.2.2 and the restriction to T 0 and to (i) rad q = rad V (λ), (Quad L(λ)) G is 1-dimensional and spanned by the quadratic formq induced by q, and rad bq = 0; or (ii) (Quad L(λ)) G = 0, and rad q is a codimension-1 G-submodule of rad V (λ).
Proof. Suppose first that (b) and (c) are false; we prove (a). As in Section 2.4, without loss of generality we can assume that G is of the form T 0 × n i=1 G i where T 0 is a split torus and the G i are simple, split, simply connected algebraic groups over k, and write λ = n i=0 λ i . As λ = −w 0 λ and w 0 is the product of the longest element in the Weyl groups for each of the G i , it follows that λ i has the same property for all i and in particular that λ 0 = 0. If λ i = 0, then V (λ i ) has a nonzero alternating bilinear form by Lemma 4.3.2. Hence if two or more λ i 's are nonzero, Corollary 9.1.4 and Lemma 2.3.1 combine to give (a).
So assume λ = λ 1 . As T 0 and G i for i = 1 act trivially on V (λ), we may assume that G = G 1 , i.e., that G is simple. By hypothesis, (Bil V (λ)) G = 0, and Proposition 7.1.1 completes the proof of (a). Now suppose that (a) holds. Because λ = 0, for V = V (λ) or L(λ), V lacks a codimension-1 submodule, hence polarization gives an injection (Quad V ) G ֒→ Λ 2 (V * ) G by Corollary 3.5.5(a), thus (a) implies not (c) completing the proof of the first claim, and dim(Quad V ) G ≤ 1.
Let q ∈ (Quad V (λ)) G be nonzero. If rad b q = rad q, then the remaining claims in (i) are obvious, so suppose q| rad V (λ) is not identically zero. Recall from Section 2 that G and V (λ) are defined over F 2 . The natural map [Ses77] , so q is the base change from F 2 of a G-invariant quadratic form q 0 on V (λ, F 2 ). We take X 0 to be the kernel of q 0 restricted to the radical of V (λ, F 2 ); it has codimension at most one because F 2 is perfect. Then the radical X of q is a proper subspace of rad V (λ) and contains X 0 ⊗ k, hence dim(rad V (λ)/X) = 1, and the claim is proved.
9.3. In addition to Proposition 8.2.3 above, in some of the other cases where V (λ, C) is symplectic yet V (λ, k) is orthogonal for char k = 2, the G-invariant quadratic form has been described in the literature. For the half-spin representations of type D, see [KMRT98, p. 150] . For the representation Λ r (L(ω 1 )) ∼ = L(ω r ) of SL 2r , see [KMRT98, 10.12] . And for the 56-dimensional representation V (ω 7 ) of E 7 , one notes that the well-known E 7 -invariant quartic on V (ω 7 ) is defined over Z and becomes a square after reduction mod 2 -see [Bro69, p. 87] for an explicit formula.
Example 9.3.1. For G = SO 2n , write ω 1 for the highest weight of the tautological representation V (ω 1 ). As in Section 4.5, V ( α) is the Lie algebra of the simply connected cover Spin 2n . The weight α is a maximal weight of Λ 2 (V (ω 1 )), and so there is a nonzero G-equivariant function f : V ( α) → Λ 2 (V (ω 1 )) unique up to a scalar multiple. If char k = 2, f is an isomorphism, see e.g. [KMRT98, Lemma 45.3(2)]. However, if char k = 2, then the radical rad V ( α) is the 2-dimensional center Lie(µ 2 × µ 2 ) of the Lie algebra; as the natural G-invariant bilinear form on Λ 2 (V (ω 1 )) given by (8.1.1) is nondegenerate, it follows that ker f = rad V ( α).
9.4. Meaning of orthogonality for Weyl modules. If L(λ) is orthogonal, then the action of G on L(λ) is a homomorphism G → SO(q) for some G-invariant quadratic form q, and SO(q) is a semisimple group of type B or D. We now describe the relevant group schemes in the case of a G-invariant quadratic form q on the Weyl module V (λ).
Suppose for the moment that f is a polynomial function on a vector space V and U < V is a subspace such that f (u + v) = f (v) for all u ∈ U and v ∈ V . Then f induces canonically a polynomial functionf onV := V /U , and we define O(f ) to be the closed subgroup scheme of GL(V ) stabilizinḡ f . Similarly, set O(f, U ) to be the sub-group-scheme of GL(V ) leaving both f and U invariant.
Lemma 9.4.1. In the notation of the preceding paragraph, there is a short exact sequence of group schemes
Proof. Choosing any complement U ′ of U in V and writing linear transformations of V in terms of a basis adapted to the decomposition V = U ⊕ U ′ , we find that for every k-algebra S,
Now suppose that q is a quadratic form on V , and that dim(rad b q / rad q) ≤ 1. This holds if char k = 2, or if k is perfect, or by Theorem 9.2.2 if V is a Weyl module for a split reductive group G and q is G-invariant. Then we take U := rad q; the hypothesis on the dimension assures us that for every extension K of k, rad(q ⊗ K) = (rad q) ⊗ K = U ⊗ K, and we find that O(q) = O(q, U ) as group schemes. Therefore, forq the induced quadratic from on V /U , we have an exact sequence
We define SO(q) to be the fiber of SO(q) × SL(U ) in O(q). Clearly, the action of G on V preserving q gives homomorphisms G → SO(q) → SO(q), where SO(q) is semisimple of type B or D. As the case where char k = 2 is treated by Lemma 4.3.2, we assume here that char k = 2, and we know the answer to (a) by Theorem 9.2.2.
For question (b), we have the following sufficient conditions. Let W p = W ⋉ pZΦ be the affine Weyl group, which acts on X(T ) via the dot action. For w ∈ W p and λ ∈ X(T ), the action is denoted by w · λ. The following result provides sufficient conditions to guarantee that L(λ) is orthogonal.
Proposition 10.1.1. Suppose char k = 2, λ = 0, and V (λ) is orthogonal. Among the statements (a) λ is not a sum of positive roots;
Proof. Using [Jan03, II.2.14, II.2.12(4)] we have
It is not hard to find λ ∈ Q but λ ∈ W p · 0, i.e., an example to show that (b) ⇒ (a). The examples in Section 10.2 shows that the converses of each of the other implications can fail. Also, note that condition (b) in Proposition 10.1.1 can be replaced by the statement that "0 is not strongly linked to λ", for strong linkage as described in [Jan03, II Chapter 6].
Example 10.1.2. Let ω be a dominant weight of Sp 2n that is neither a sum of positive roots nor ω 1 . For every field of characteristic 2, the Weyl module V (ω) of Sp 2n is orthogonal by Theorem 9.2.2, and Proposition 10.1.1 says that the irreducible representation L(ω) is orthogonal.
10.2. Adjoint representations. Suppose now that G is a split simple group over a field k of characteristic 2. The highest weight of the adjoint representation is α. We illustrate the proposition by determining whether the irreducible representation L( α) is orthogonal, i.e., whether the reduced Killing form s defined in Example 4.5 vanishes on rad V ( α). According to the description of s in that example, it suffices to first find the radical U of the polar bilinear form of q ∨ ⊗ k, which is the kernel of the linear transformation DC, and then to check if q ∨ ⊗ k as given by (4.5.1) is identically zero on U . These steps involve linear algebra with explicit matrices over F 2 and explicit formulas can be found in [BC14] , so we merely summarize the results in Table 1. Φ restrictions L( α) orthogonal? dim H 1 (G, L( α)) n ≡ 0, 2 mod 4 yes 0 A n n ≡ 1 mod 4 no 1 n ≡ 3 mod 4 yes 1 n ≡ 0 mod 4 yes 1 B n (n ≥ 3) n ≡ 1, 3 mod 4 yes 0 n ≡ 2 mod 4 no 1 n ≡ 0 mod 4 yes 2 D n (n ≥ 4) n ≡ 1, 3 mod 4 yes 1 n ≡ 2 mod 4 no 2 C n or E 7 no 1 E 6 , E 8 , F 4 , or G 2 yes 0 Table 1 . Orthogonality of L( α) for a simple group G over a field of characteristic 2
For types other than C, the orthogonality of L( α) has been determined in [GW95, §3] by a somewhat different argument. Although for type C, we find that L( α) is never orthogonal, which appears to contradict the final sentence of [GW95] : "Our methods can also be applied to the Lie algebra of type C l , but we omit a statement of our findings as they correspond to those obtained for B l ."
In the table, for the convenience of the reader, we also give dim H 1 (G, L( α)). This amounts to identifying the cohomology group with Hom G (rad V ( α), k) and consulting the description of the G-module structure of V ( α, k) given in [His84] . Note that the case of A n with n ≡ 0 mod 4 shows that (c) ⇒ (b) in Proposition 10.1.1 and with n ≡ 3 mod 4 shows that (d) ⇒ (c).
11. Cohomology of Λ 2 of Irreducible and Weyl modules 11.1. We begin with a lemma which gives conditions on V that guarantee H 1 (G, V ⊗ V ) = 0. Recall that G is assumed to be split reductive.
Lemma 11.1.1. Let V be a module admitting a good filtration or V = L(λ) with λ ∈ X(T ) + . Then H 1 (G, V ⊗ V ) = 0.
Proof. If V has a good filtration then V ⊗ V has a good filtration and the result follows, because H 1 (G, H 0 (σ 1 ) ⊗ H 0 (σ 2 )) = 0 for all σ 1 , σ 2 ∈ X(T ) + by [Jan03, II 4.13 Proposition]. Now suppose that V = L(λ), and suppose that H 1 (G, V ⊗ V ), i.e., Ext 1 G (L(−w 0 λ), L(λ)), is not zero. According to [Jan03, II 2.14 Remark], one has either −w 0 λ < λ or λ < −w 0 λ, contradicting Lemma 5.1.1.
11.2. We now calculate H 1 (G, Λ 2 (V )) for some of the modules V we have studied.
Theorem 11.2.1. Let G be a split reductive group and λ ∈ X(T ) + . Then Proof. Taking G-fixed points in (3.3.3) gives an exact sequence
where the last term is zero for V = H 0 (λ), T (λ), or L(λ) by Lemma 11.1.1. If char k = 2, then ρ G is surjective and the claims follow. So suppose char k = 2 and V = H 0 (λ) or L(λ) with λ = 0. If (Quad V * ) G = 0, we are done, so assume otherwise. Then Lemma 4.3.2 implies that ρ G is the zero map, and again we are done.
Example 11.2.2. Suppose V = L(λ) for some λ ∈ X(T ) + ; we claim that (Quad V * ) G ∼ = (Quad V ) G . Indeed, if λ = −w 0 λ, then V ∼ = V * and the claim is trivial. On the other hand, if λ = −w 0 λ, then (Bil V ) G = 0, hence (Quad V ) G consists of totally singular quadratic forms, which are necessarily zero (by Theorem 9.2.2 because λ = 0); the same applies to V * = L(−w 0 λ).
Sin and Willems showed [SW91, Proposition 2.7], in the case where char k = 2 and V = L(λ), that H 1 (G, Λ 2 (V )) = 0 implies that (Quad V ) G = 0. We are able to say more in Theorem 11.2.1 thanks to Lemma 11.1.1.
