Significant progress has been made on the development of modeling approaches for simulating turbulent reacting flows. We are currently in a position where keyphysical aspects of fairly complex combustion processes are reasonably well understood at a qualitative and -in many cases -also at a quantitative level. Examples are the prediction of temperature and major species, statistically stationary flames, gaseous combustion, turbulence/flame coupling, and turbulent scalar transport. However, major challenges arise in capturing transient processes, minor species, multi-phase flows, and multidimensional flame/flow interactions. With this, the question arises what steps need to be taken to elevate the current state of modeling capabilities to address these deficiencies? This paper seeks to address this multifaceted question. For this, we begin by briefly reviewing the current state of combustion model approaches, our quest for improving existing models, and ideas on model evaluations. We then proceed by examining concepts on quantitative model evaluations, requirements on predictability, quantities of interest, and cost/accuracy trade-offs. We close by introducing recent concepts on model evaluations that directly incorporate time-resolved measurements.
I. Introduction
The objective of this paper is to examine open research needs and essential requirements towards the predictive simulation of turbulent combustion. While significant progress has been made on the fundamental understanding of turbulent combustion, the modeling of steady-state combustion processes and the qualitative determination of combustion dynamics, deficiencies remain regarding the quantitative prediction and reliable simulation of combustion processes that involve complex geometries, operating conditions approaching stability margins, pollutants, and the consideration of multiphase flows. Faced with these challenges, questions arise on how to select a particular simulation approach to predict turbulent reacting flows under specific constraints about solution accuracy and time-to-solution, and what are techniques that allow us to assess the accuracy of a turbulent-combustion simulation. These questions are related to the process of verification, validation, and accreditation. 1 Specifically, verification considers the process of determining that a model implementation accurately represents conceptual description and specifications. Validation is the process of determining the degree to which a model is an accurate representation of the real world from the perspective of the intended uses of the model. Accreditation is the certification that a model, simulation, or set of models and simulations is acceptable for use for a specific purpose.
In the following, we consider a simulation approach to consist of the following components: a discretized representation of the flow geometry; initial and boundary conditions; a mathematical model for the numerical solution of the governing equations, such as Reynolds-averaged NavierStokes (RANS), large-eddy simulation (LES), and direct numerical simulation (DNS); a combustion model for the representation of the chemical species and the coupling to density, pressure, and constitutive properties; closure models; and specifications of thermo-chemical quantities and chemical-kinetic mechanism. Furthermore, the selection of a particular simulation approach is constrained by user-specific requirements on the accuracy in predicting certain quantities of interest or combustion events. These requirements have to be considered in the presence of computational resources that impose limitations on the choice of certain simulation approaches and modeling strategies.
In the following, we seek to address several questions with the goals to examine the current state-of-the-art, to identify research gaps, and to stipulate ideas to overcome some of these challenges. Specifically, section II is concerned with the selection of a simulation approach that aligns with the purpose of a simulation. We then proceed by discussing the selection of combustion models and discuss different modeling strategies to represent turbulent combustion. Aspects on the importance of numerical errors and the interaction of these errors with physical models are discussed in section IV. Section V is concerned with the qualitative assessment of the simulation accuracy, and recent developments on the probabilistic analysis and dynamic simulation content are discussed. The question on the augmentation of simulations with experimental data is addressed in section VI, and the paper finishes with a summary in section VII.
II. What is the purpose of a combustion simulation?
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The first and perhaps most important question to ask is in regard to the objective of a particular combustion simulation. The answer to this questions will depend on the field of application (see fig. 1 ): while industrial applications might utilize simulation tools for design optimization with the goal to minimize emissions or to explore new combustion strategies, academia and research laboratories might employ simulations to gain understanding about flame-structure, energy transfer or other fundamental combustion-physical processes, and other applications invoke simulations for trouble-shooting failure modes or risk assessment. As such, it becomes apparent that the specific purpose determines the simulation approach, the model selection, as well as requirements on the accuracy of the simulation and computational resource allocation.
Most common is the prediction of certain quantities of interest (QoIs), such as heat release, fuel conversion, temperature, or pollutants. QoIs are either directly solved for in a simulation or can be determined from the solution. These results are reported in the form of statistical properties, such as mean combustor exit profiles or ensemble-averaged quantities for reciprocating engines. Temperature, heat release and species of CO 2 and H 2 O are primary combustion quantities and can be predicted to good accuracy independent of a particular combustion mode. This, however, is not the case for minor species and pollutants such as CO, NO x , or soot. Since these quantities are heavily regulated in aviation gas turbines, stationary power generation, and automotive applications, their reliable prediction introduces significant modeling challenges.
In contrast to predicting field quantities, the simulation of transient events becomes relevant for determining combustion dynamics, such as ignition, blow-out limits, stability boundaries, onset of engine-knock conditions, extinction, or thermoacoustic instabilities. Since these events of interest (EoIs) are deterministic chaotic phenomena that are characterized by aperiodic long-term behavior with strong sensitivity to initial conditions, probabilistic techniques are most likely more suitable to describe these events.
The purpose of a simulation is linked to specific requirements on solution accuracy, model fidelity, and resource allocation. For instance, the computational exploration of a high-dimensional design-parameter space to optimize the burner performance emphasizes the need for low-order models at the expense of solution accuracy, and targeted simulations of higher fidelity are then conducted to validate the most promising design candidates. Time-to-solution and resource allocation are constraining factors on computational simulations. While it is tempting to utilize simulation techniques of highest fidelity, improvements in solution accuracy might not necessary justify the higher cost. While the computational cost can be estimated reasonably well from the knowledge about the algorithmic complexity, spatio-temporal resolution, and code-scalability, this is not the case for quantifying gains in solution accuracy of a specific model prior to performing the simulation.
Recommendations:
• Establish formal guidelines for selecting simulation approaches to meet user-specific requirements on combustion simulations.
III. How to selection a combustion model?
The computational modeling of turbulent reacting flows is concerned with overcoming challenges of resolving all relevant spatio-temporal scales and the consideration of a large number of chemical species that participate in the combustion. The evolution of the chemical species can be represented by the following advection-diffusion-reaction equation:
where ρ is the density, u ∈ R N d is the velocity vector, φ ∈ R Ns is the vector of species mass fractions, j ∈ R Ns×N d is the mass-diffusion flux, andω ∈ R Ns is the vector of reaction rates.
To overcome the challenge of describing effects that occur at computationally unresolved scales, involving turbulent stresses, turbulent scalar transport, and turbulence/chemistry interaction, eq. (1) is filtered or averaged using a Favre-filtering procedure:
which introduces unclosed terms for subgrid scalar fluxes j sgs φ φ φ and the filtered chemical source term ω φ φ φ that require modeling. Closure models for j sgs φ φ φ are commonly adopted from non-reacting and isothermal flows and corrections are introduced to account for variable transport properties and density variations.
To reduce the chemical complexity, eq. (2) is replaced by transport equations associated with appropriate lower-dimensional manifold methods, in which the chemical state vector is represented in terms of a low-dimensional manifold:
where ψ ∈ R N M is the state vector that is used to parameterize the manifold. The vector ψ may include a subset of species mass fractions, secondary quantities, such as mixture fraction or reaction progress, or other flow-field describing quantities, such as strain rate or scalar dissipation. The topology of the manifold and with this the manifold-spanning quantities depend on a particular combustion model. The evolution of the manifold-spanning state-vector ψ is then obtained as solution to a transport equation:
Therefore, by using the manifold formulation, the number of equations that is solved reduces from N s to N M . In the case that N M = N s , the manifold model recovers the chemical complexity of the complete chemical system. Different modeling approaches have been developed that address the compact description of reaction chemistry and the modeling of the turbulence/chemistry interaction. At a fundamental level, these approaches can be distinguished into topology-free and topology-based combustion models. Examples of topology-free combustion models are finite-rate chemistry models, the eddy-dissipation concept, 2 probability-density function (PDF) methods, 3, 4 and deconvolution methods. [5] [6] [7] These combustion models introduce limited assumptions about the flame structure, and are therefore considered to be applicable to a wide range of combustion problems. Topology-free models enable the incorporation of different combustion-physical processes, but are accompanied by higher computational complexity. In contrast, topology-based combustion models exploit the topological structure of the flame by constructing the manifold from the solution of canonical flame configurations, such as laminar counterflow diffusion flames, freely propagating premixed flames, or one-dimensional embedded flame elements. Examples of topology-based combustion models are premixed and nonpremixed flamelet models, [8] [9] [10] [11] [12] thickened flamelet models, and conditional moment closures.
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Thermo-chem. Processes Common to all models are assumptions that are invoked to make them tractable. These assumptions include the consideration of particular combustion modes, transport properties, chemical complexity, contraction of chemical time-scales, or the omission of multidimensional, non-equilibrium and radiation effects. These models have been examined through a priori analyses or a posteriori comparisons with experimental observations. Model extensions have been proposed to address shortcomings that are encountered in application to new flame configurations, combustion regimes, or operating conditions. However, in these extensions it is critical to ensure that the parent model is a proper subset of the extended model in order to recover the performance of the underlying model (see fig. 2 ). Some examples of model extensions are the consideration of heat-loss effects, 13, 14 radiation, 15 multistream flows, [16] [17] [18] and transient processes. 19 While these model extensions fulfill the requirement on the subset-completeness, the increase in the computational complexity, potential degradation of the model robustness, and increased storage-requirements for the tabulation of the extended manifold representation can impact the numerical accuracy. Combustion models are designed and employed monolithically in simulations, meaning that only a single model is typically employed to describe the entire combustion process encountered in a combustor configuration. While this is certainly appropriate for combustors that operate in the vicinity of asymptotic regimes of premixed, non-premixed, or near-equilibrium conditions, these monolithic modeling strategies introduce challenges for representing complex combustion processes involving multimode combustion, multiphase flows, or the consideration of localized combustion events such as flame/wall interaction, ignition, or flame/turbulence coupling (see fig. 3 ). As such, opportunities arise for combining different combustion models in such a way as to optimally represent specific combustion processes that are encountered in a combustion simulation. This principle is encapsulated in the Pareto-efficient combustion (PEC) framework, 20, 21 in which an optimal combustion-submodel assignment is employed to meet user-specific requirements about solution accuracy on specific QoIs under consideration of computational-cost. This submodel assignment takes advantage of existing combustion models that are readily available in existing CFD-solvers. Key attributes of this PEC-approach are (i) the local adaptation of the model fidelity and computational complexity to the underlying flow-field-specific combustion processes, (ii) the control of the model accuracy and computational cost through the selection of error threshold, model compliance, and quantities of interest, and (iii) the representation of realistic fuel chemistry through detailed and reduced kinetic models. In order to enable the practical application to turbulent combustion required the development of algorithms to take into consideration to robust model selection, error-evaluation, subzone coupling, conservation properties, and considerations in regard to load-balancing and dynamic submodel adaptation.
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Recommendations:
• Develop robust indicators for assessing the compliance of combustion models without violating underlying model assumptions.
• Consider criteria that indicate when models are employed outside its intended applicability.
• Develop hierarchical modeling strategies to meet user-specific requirements on accuracy and model fidelity.
• Formulate closure models that employ consistent principles for the representation of turbulence/chemistry interaction, turbulent scalar fluxes, and turbulent stresses.
IV. What is the impact of the numerical discretization on the combustion simulation?
In simulations of turbulent reacting flows, it is difficult to separate numerical errors from modeling errors. This is attributed to the overlap of mesh-resolution and physical scales of the flow and the non-linear interaction of physical models and filters with the numerical discretization scheme. 22, 23 Commonly employed in simulations of reacting flows are low-order schemes employing finite-difference (FD) or finite-volume (FV) discretization. However, by representing complex geometries that require unstructured and skewed meshes, these schemes can introduce appreciable amounts of numerical dissipation and dispersion errors, which can corrupt the representation of the flame structure and turbulence/chemistry coupling. Mitigating the role of discretization errors is therefore critical to ensure the general behavior of a combustion model that is based on physical principles. Explicitly filtered LES offers opportunities for segregating numerical discretization and models. Success of this method has been demonstrated in a priori and a posteriori studies. 24, 25 More recently, coupling effects between numerical discretization and filtering on numerical errors in LES were investigated. 26 Different spatial discretization schemes were examined in the context of explicitly filtered LES, showing that increasing the filter-to-grid ratio reduces the impact of numerical errors on the simulation results. 27 Two overlapping regions are refined using mesh-adaptation to capture the recirculation zone and polynomial refinement is employed in the shear-layer region.
In addition, high-order methods offer opportunities for mitigating numerical approximation errors by enabling the separation between numerical discretization and physical modeling. In particular, the class of spectral and discontinuous Galerkin (DG) schemes are emerging techniques for simulating multiphysics flows. 28, 29 Compared to standard FV/FD-methods, these high-order methods offer advantages by (i) providing high-order accuracy on unstructured grids and complex geometries, (ii) are well suited for advanced refinement strategies using local mesh adaptation (h-refinement) and refinement in polynomial order (p-refinement), (iii) enable a compact discretization with subcell resolution, (iv) have low numerical dissipation and dispersion, and (v) enable the enrichment of the polynomial solution space to achieve optimal solution representation. Since these variational methods employ an element-local discretization, they are particularly suitable for unstructured meshes, so that these methods can be combined with local mesh refinement and the representation of complex geometries. Formal convergence proofs for DG-methods have been established, showing optimal convergence for general meshes, independent of meshrepresentation and element type. To illustrate the benefit of the DG-method, turbulent combustion simulations of the Volvo bluff-body flame holder are illustrated in fig. 4 using a local hp-adaptation strategy. For this, simulations on an unstructured tetrahedral mesh are performed in which hadaptation is employed to re-solve the recirculation region and p-adaptation is used to resolve the flame-brush. The refinement region is embedded into a first-order-accurate background simulation with polynomial order of p = 0.
• Develop methods to characterize and separate contributions of numerical discretization errors, physical models, and filtering operators.
• Analyze mesh dependence of numerical simulations.
• Explore and quantify merit of high-order discretization techniques for application to turbulent reacting flows.
V. How to assess the simulation accuracy?
Directly connected to the performance evaluation of a combustion model is the quantification of the agreement with measurements and among models. So far, comparisons between simulations and experiments are largely performed by comparing individual scalar quantities. This evaluation of combustion models follows conventional steady-state strategies in which statistical moments (typically mean and root-mean-square) and conditional data are compared along axial and radial locations in the flame. Qualitative comparisons of scatter data are commonly employed to examine whether a particular combustion model is able to capture certain combustion-physical events that are associated with reignition, extinction, or the departure from equilibrium composition.
Another issue that complicates the quantitative comparison of simulation results with measurements is the multitude of experimental techniques for data acquisition, which include single-point data, line measurements, line-of-sight absorption, or multidimensional imaging at acquisition rates ranging from single-shot to high-repetition rate measurements to resolve turbulent dynamics. 30 This data is then processed in the form of statistical results from Favre and Reynolds averaging, conditional data, probability density functions, and scatter data.
Different methods have been proposed to measure model errors, and most common is the linear scalarization and comparison of single-point statistics. Since thermochemical species in chemically reacting flows are strongly coupled, the comparison of individual quantities neglects these interdependencies, often showing that major species and temperature exhibit good qualitative agreement while sensitive quantities and minor species exhibit significant deficiencies. As such, the comparison of individual scalar quantities limits a holistic examination of interscalar dependencies and the identification of correlations between reacting and hydrodynamic flow-field quantities. This has the consequence that these comparisons often only provide an inconclusive assessment of the model performance, and limit a quantitative comparison among different modeling approaches.
Recently, the Wasserstein metric was introduced as a generalized measure for the quantitative evaluation of combustion models. 31 Compared to commonly employed techniques that consider loworder statistical moments, this metric is formulated in distribution space, which enables the direct consideration of instantaneous data that are obtained from transient simulations and high-speed measurements without the need for data reduction to low-order statistical moments. This metric is able to incorporate multidimensional data into a scalar-valued quantity, thereby aggregating model discrepancies for individual quantities. An objective comparison across different modeling approaches is facilitated by normalizing the resulting metric. The generality of this metric allows for application to data that are generated from scatter plots, instantaneous simulation results, or data that is generated from statistical results in the form of empirical distributions. Furthermore, the Wasserstein metric enables the consideration of conditional and multiscalar data, and is equipped with essential properties of metric spaces.
The Wasserstein metric has been employed to assess different modeling approaches in simulating a turbulent jet flame with inhomogeneous inlets. 31, 32 Representative results are illustrated in fig. 5 , showing comparisons of the multiscalar Wasserstein metric for QoIs of mixture fraction, temperature, and species mass fractions of CO 2 and CO. Different granularities of this metric in the form of planar data, axial comparisons, and radial profiles allow for the systematical assessment of simulation results on predicting user-specific QoIs. As such, the Wasserstein metric allows for quantitatively evaluating the influence of boundary conditions and mesh resolution, for isolating regions of physical complexity that demand further experimental probing, for identifying model deficiencies, and for guiding the selection of modeling strategies to meet user-specific requirements on simulation accuracy and computational cost. The metric decomposition allows to assess contributions from each scalar quantity for all axial location. This quantitative validation analysis enables models to be compared objectively. The four bar-graphs from each contribution correspond to axial locations of x/D = {1, 5, 10, 15}.
While the Wasserstein metric targets the assessments of the accuracy in predicting QoIs, metrics for evaluating the accuracy in predicting EoIs require the consideration of the dynamics of a simulation. To this end, the Lyapunov exponent has been introduced as a metric for assessing the chaotic dynamics of LES calculations. 33, 34 The Lyapunov exponent, λ, is amenable to a simple physical interpretation: If a system is chaotic, given an infinitesimal initial perturbation to the solution, two trajectories of the system separate in time exponentially until nonlinear saturation. The average exponential separation is the Lyapunov exponent. As such, the Lyapunov exponent provides a convenient measure of the dynamic nature in turbulent flows, and its reciprocal is related to the predictability horizon of a chaotic solution. The Lyapunov exponent is (i) a robust indicator of chaos, (ii) a global quantity describing the strange attractors, and (iii) relatively simple to calculate. 35, 36 In addition, this method complements the probabilistic Wasserstein metric. In this regard, the Lyapunov exponent can be employed in transient simulations where a statistically stationary flow is not present. Secondly, the calculation of the Lyapunov exponent can be performed on arbitrary meshes or geometries and incorporates information about the numerical discretization, combustion models, and turbulence closures. Finally, the Lyapunov exponent contains non-local information about the turbulence, boundary conditions, and its sensitive to the domain size is directly incorporated into its transient evolution.
Recommendations:
• The probabilistic Wasserstein metric offers a compact representation of model performance at different levels of granularity for quantifying effects of boundary conditions, mesh resolution, combustion models, and subgrid-closures on the simulation accuracy.
• The Lyapunov exponent provides a convenient metric for evaluating the dynamic content and predictability horizon of a simulation; it can be used for examining mesh convergence and solution refinement, and embeds information about the numerical discretization, resolution, combustion models, and turbulence closures.
VI. How to augment simulations with experimental data?
The quantitative prediction of user-specific quantities and events of interest to within specified accuracies introduces significant challenges, arising from the chaotic nature of turbulent reacting flow systems, uncertainties in thermochemical properties, reaction rates and constitutive relations, incomplete specifications of boundary conditions and the initial state, numerical errors that are introduced through the discretization, and closure models to represent the turbulence/chemistry interaction, turbulent scalar fluxes, and subgrid contributions that evolve at the unresolved scales. While improvements in any of these aspects will have a dramatic impact on our ability to predict turbulent flows, we can expect that it will require significant advances and new ideas to resolve all of these aspects.
The enrichment of simulations with data either from experiments or high-fidelity numerical simulations can hereby help to reduce deficiencies of current simulation approaches. In particular, recent progress on the development and the utilization of multi-dimensional high-speed measurement diagnostics has provided quantitative information about instantaneous velocity fields, temperature, and species at acquisition rates and spatial resolutions required to resolve relevant turbulent scales. Although these measurements have been used in evaluating combustion models, this has been done in the context of a posteriori comparisons of statistical results as discussed in section V.
Data assimilation provides opportunities to integrate measurements into numerical simulations, 37 and has been used extensively to produce initial conditions for weather prediction models and to provide representations of the spatio-temporally evolving atmospheric state. 38 Assimilation techniques enable the estimation of the state of a complex, dynamical system by combining incomplete and sparse experimental data with erroneous models. Data assimilation can spread information from observations in space and time to unobserved state quantities, filter the effect of random observation noise from state estimates, provide estimates of observation and model errors, and determine unknown or uncertain model parameters. 
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Different assimilation techniques have been developed 40 that can be categorized into variational techniques such as nudging, adjoint methods, and 3D/4D-Var, and statistical techniques such as optimal interpolation and the class of Kalman-filtering methods.
While variational techniques rely on optimal control theory to minimize a deterministic cost function, statistical techniques incorporate stochastic information in the form of probability distributions of model uncertainties and observation errors. In particular, the ensemble Kalman filter offers advantages for incorporating quantities not contained in the solution vector, the applicability to large-scale problems, and the robust evaluation of the error covariance.
Because of its generality, data assimilation provides interesting opportunities for turbulentcombustion applications in several ways. Specifically, assimilation can be employed for incorporating measurements into simulations under consideration of experimental uncertainties, sparsity in the data since measurements are only collected at specific locations and sample rates, and measurements are only obtained for a subset of quantities. This is illustrated in fig. 6 , where an ensemble Kalman filter (EnKF) was employed to assimilate simultaneous tomographic PIV/OH-PLIF measurements into LES with the goal of capturing local extinction and reignition events. 39 While the application of data assimilation for state estimation is a common approach for atmospheric-flow predictions, forecasting has only limited value for combustion simulations. The main reasons for this are offline measurements and the lack of real-time simulations and analysis tools. More specifically, weather-forecasting is concerned with the prediction of changes in the weather over several hours and significant efforts have been made to achieve real-time simulations. In contrast, reacting flows evolve on significantly shorter time-scales on the order of few milliseconds, and it remains illusive to capture this time horizon in real-time using existing LES-modeling capabilities. Nevertheless, state estimations can be employed for complementing experimental observations with simulations to uncover combustion-physical processes or for spinning up numerical simulations. Another attractive opportunity is to utilize data assimilation for parameter estimations and model evaluation. The merit of this concept was demonstrated in examining the performance of a flamelet-based combustion model in capturing extinction events, 39 showing that the model was required to significantly reduce the mixing rate and attenuate the reactivity in order to reproduce the experimentally observed behavior of the local extinction and reignition sequence (see fig. 6 ).
Recommendations:
• Explore data assimilate techniques to integrate experimental measurements into simulations for state estimation, parameter estimations, and model evaluations.
• Utilize experimental data and simulations for physics-informed learning, to enhance physical models, and for discovery.
VII. Summary and Conclusions
This paper examines requirements towards improving the capability of current simulation and analysis tools for predicting turbulent combustion. Throughout this paper, attempts are made to stipulate progress by offering recommendation for further developments. To this end, specific aspects are identified that are concerned with the selection of a specific simulation approach and combustion models to achieve reliable predictions of quantities and events that are of interest to the user under consideration of specific requirements on accuracy and computational resource allocation. Aspects on the interaction between numerical discretization and physical models are briefly addressed; high-order methods and explicitly filtered LES strategies are discussed that provide opportunities for mitigating numerical approximation errors and for separating numerical discretization from physical modeling. Related to the evaluation of numerical models, we introduce probabilistic and dynamic analysis tools in the form of the Wasserstein metric and the Lyapunov exponent, respectively, in order to support the quantitative analysis of solution accuracy and the estimation of the predictability horizon and dynamic behavior in unsteady combustion simulations. With the increasing availability of high-resolution, time-resolved, and simultaneous measurements, we examine opportunities for utilizing this data to improve computational models, to obtain reliable state estimates, and to identify model deficiencies.
