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I. INTRODUCTION 
Let C c R” be a closed ENR (Euclidean Neighbourhood Retract) and 
let F: [0, w] x C + R” be a continuous function. The aim of this paper is 
to prove the existence of a solution x( .) to the periodic BVP 
x'= F(l, x), (1.1) 
40) =x(o), (1.2) 
such that, for all t E [0, w], x(t) belongs to a certain subset of C. 
As is well known, the periodic problem plays a central role in the 
qualitative theory of ODES for its significance in the physical sciences. The 
case in which C is not the whole space arises in many concrete applications 
to biological models, mathematical economy and hydrodynamics. In par- 
ticular, the case in which the domain is not simply connected is of special 
interest in differential equation models for fluid dynamics (see, e.g. [28]). 
Among the topological methods, two main approaches have been used 
in the case C= R”. We just recall two classical theorems which have been 
widely exploited in the literature. (By clG, frG, we denote, respectively, the 
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closure and the boundary of a set Cc R”). On the one hand, using 
topological degree methods and embedding (1 .l )-( 1.2) in a functional- 
analytic framework (via the Liapunov-Schmidt reduction), J. Mawhin 
proved 
THEOREM A [24]. Let f: [0, co] x R” x [0, I] -+ R” he continuous and let 
G c R” he an open bounded set. Assume 
(al ) for any x( . ) solution of x’ = Af( t, x; A), 1 E (0, l), with 
x(0) =x(w) and x(t) E clG ,for all t, it follows that x(t) E G for all t; 
(a2) f#(z)#O for z~frG, with f “(z) :=(l/w)~;;‘f(s,z;O)ds; 
(a3) degCf#, G, 0) # 0. 
Then, there is a solution x( ) of x’ = f(t, x; 1 ), satisfying (1.2) and such that 
x(t) E clG for all t. 
Another point of view was developed by M. A. Krasnosel’skii; it consists 
of the search of fixed points of the translation operator (Poincare- 
Andronov map) IT,,: x(0) +x(w). In this setting he proved 
THEOREM B [21]. Let f: [0, o] x R” + R” be continuous and such that 
uniqueness and global existence for the solutions of the associated Cauchy 
problems is guaranteed. Assume: 
(bl ) there is no solution x( .) of x’ = f(t, x) such that x(0) = x(k) E frG 
for some O<k<o; 
(b2) f(0, z)#O for zEfrG; 
W) deg(f(O, . ), G, 0) Z 0. 
Then, there is a solution x( .) of x’= f(t, x) satisfying (1.2) and such that 
x(0) E clG. 
Further developments along this direction were achieved by R. Srzed- 
nicki [32] on the line of Waiewski method. 
In recent years, some results were obtained in the case when the under- 
lying space has not a linear structure. For instance, the situations in which 
C is a regular manifold [2, 10, 111, a convex set or a conical shell 
[4, 7, 9, 121 were investigated. More precisely, in [2, 7, 9, 10, 1 l] the 
properties of the Poincare map are used, while in [4, 121 coincidence 
degree arguments in function spaces are employed. In any case, the positive 
(negative) invariance of the set C is a key assumption. 
In this paper we provide an unifying result, both regarding the methods 
we use and with respect to the properties we require for the set C. Indeed, 
we embed our problem in a functional-analytic framework (which, 
however, is different from [24]) and, at the same time, we use the proper- 
ties of the translation operator. On the other hand, since regular manifolds, 
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closed convex sets and conical shells are examples of ENRs, our result 
takes into account all the situations mentioned above. 
As for Srzednicki theorem [32], we are able to deal with a set G c C 
such that clG is a block [5] for a suitable “averaged” system but not 
necessarily a block with respect o the process induced by (1 .l), as required 
in [32] (see Example 3). 
In section II, some preliminaries and definitions are introduced. 
In section III, we prove our main result (Theorem 1). The degree- 
theoretic assumptions like (a3), (b3) are replaced by an hypothesis 
concerning the “index of rest points” of the associated flow used in [31] 
(an analogous index was also introduced by M. Furi and M. P. Pera in 
[ 11 I). Regarding the proof, we just mention that the crucial point is based 
on the study of nonlinear operators in the space of continuous functions 
depending on some processes which are delined from system ( 1.1). 
In section IV, we perform some applications of the main result. In 
particular, Corollaries 1 and 3 extend Theorems A and B to flow-invariant 
ENRs. We remark that if we compare (al) or (bl) with our (analogous) 
transversality conditions, it turns out that only points belonging to the 
boundary of G relative to C are considered. 
In section V, we adapt to the case of ENRs the Krasnosel’skii method of 
guiding functions and we compute an analogue of the “index of non- 
degeneracy” for a potential function (see [21, p. 841). 
In the last part of the paper (Section VI) we present more concrete 
examples which illustrate the range of applicability of our results. More 
precisely, in our first example (suggested by possible applications to 
hydrodynamics [19,28]) we deal with a set C which is a domain with 
holes; then we show, as a simple corollary, a result related to the Floquet 
problem. In our last example, we prove a periodicity theorem for the 
generalized hypercycle equation (see [8, 16, 301). In this case, the set C is 
an (m-l )-dimensional symplex, and therefore all the previously quoted 
theorems are not applicable. 
Finally, we point out that, since the proof of Theorem 1 is based on 
processes, throughout all the paper we need the uniqueness for the 
solutions of the Cauchy problems which are taken into account. Hence, for 
simplicity, we assume that all the considered vector fields are locally 
lipschitzian in the space variable. Such regularity assumption was not 
considered in the papers quoted above (like [4, 11,241). However, we 
point out that in such cases a “continuous” version of our theorems can be 
performed by means of a standard perturbation argument based on 
Weierstrass-Stone and AscoliiArzela’ theorems. 
We also note that, without loss of generality, we can assume (if it is 
convenient) F: [0, co] x A --f R”, with A any open set such that Cc A c R” 
(see Remark 2). 
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II. PRELIMINARIES AND NOTATION 
The m-dimensional real euclidean space R” is endowed with the usual 
inner product, norm I .I = (. / )I” and distance d( ., .). R, denotes the set 
of non-negative reals. Given any metric space Y, we denote by B(x,, R) 
(rev., N-G, R]) the open (resp., closed) ball of center +E Y and radius 
R > 0. For A c Bc Y, by int,A, fr,A, cl,A we mean, respectively, the 
interior, boundary and closure of the set A relatively to B; card A is the 
cardinality of the set A. We omit the subscript in the special case when 
B= Y = R” and we also set S(x,, R) :=fiB(x,, R). Let o >O be a 
fixed constant. For any continuous function y:[O, o] -+ R”, we set 
ly(, :=sup{(y(t)l:t~[O,~]} and (II) :=(l/w)fty(~)ds. 
Let Cc R” be a closed set and f: Jx C + R” be a continuous function, 
where Jc R is a nondegenerate real interval with interior I. 
We denote by 
T(z; C) := {u~R”:Iin~$fd(z+hu, C)/h=O} 
the (Bouligand) tangent cone to C at z (see [ 11). We recall that, according 
to a classical theorem of M. Nagumo [25, 341, for each (to, x0) E Ix C the 
Cauchy problem 
x’=f(t, xl, 
x(t,)=x, 
has a solution x( .): dom x( .) + C, defined on a right maximal 
neighborhood of t,, if and only if 
f(t, z) E T(z; C), for all tt5Z, zEfrC. (2.1) 
Equivalently, if f *: J x R” -+ R m is any continuous extension off, then 
(2.1) ensures that the set C is (weakly) positively invariant with respect o 
the equation x’ =f*(t, x), i.e., for each (t,, x0) E Ix C there is at least a 
solution x( .) of x’=f*(t, x) with x(to) =x,, and such that x(t) E C in its 
right maximal interval of existence. Accordingly, since we are interested in 
solutions lying in the set C, there will be no loss of generality if we assume 
f( t, . ) defined on the whole space R” whenever (2.1) is assumed. 
We point out that the above remark is true if by r( .; .) we denote other 
tangent cones (according e.g., to Bony or Clarke [ 1,271). Thus, when no 
confusion occurs all these different tangent cones will be denoted with the 
same symbol “T.” 
Finally, we recall that a metric space C is an ANR (Absolute 
Neighbourhood Retract) if and only if it is homeomorphic to a 
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neighbourhood retract of a Banach space Y. When Y is finite dimensional, 
we say that C is an ENR (Euclidean Neighbourhood Retract). If C is an 
ANR and I$: cl,U -+ C (with U bounded and open relatively to C) is a 
compact map such that d(x) # x for XE fr,U, we denote by ic(d, U) the 
fixed point index of 4. We refer to [ 13,261 for the main properties of the 
fixed point index. 
By deg(., ., .) we mean the usual Brouwer degree in R”, while x(C) is 
the Euler-Poincare characteristic of C, whenever it is defined. 
III. THE MAIN RESULT 
We deal with the periodic boundary value problem 
x’ = F( t, x), 
x(0)=x(o) (0 > 01, 
where 
(3.1) 
(3.2) 
F(t, x) :=f(t, x; 1) 
and f =f(t, x; 2) := [0, o] x R” x [0, 1 ] + R” is a continuous function 
which is locally lipschitzian in x. Once for all, we point out that such 
assumption is not strictly necessary in our proofs, but it avoids requiring 
the uniqueness of the solutions to all the Cauchy problems which will be 
considered henceforth. 
We also recall that whenever F: R x R” -+ R” is w-periodic in the first 
variable then any solution of (3.1 k(3.2) is the restriction of a classical @?’ 
w-periodic solution of (3.1), defined on the whole real line. 
Let Cc R” be a closed ENR (Euclidean Neighborhood Retract) and 
denote by X the complete metric space of the continuous functions 
x( .): [0, o] + C endowed with the distance d*, d*(x,, x2) := Ix1 -x21 ~. 
From [18, p. 1861, we know that (X, d*) is a (metric) ANR. We want to 
prove the existence of solutions to (3.1)-(3.2) belonging to certain subsets 
of X. To this purpose, we produce a continuation theorem (on the line of 
[23,24]) involving the averaged system 
x’ =f#(x) := (f( ., x; 0)). (3.3) 
Observe that the map f” is locally lipschitzian; accordingly, (3.3) 
induces a local dynamical system x# with phase space R”. We also note 
that if the set C is positively invariant for x’ = f( t, x; 0), then the same 
property is true for rc# (see Lemma 1 below). 
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We further remark that if G c C is a bounded set, open relatively to C, 
such that 
f"(X)ZO for all x E fr,G (3.4) 
holds, then there is E,, > 0 such that the map x,” : x H II(E, x) is fixed point 
free on frcG, for all 0 < E d cO. Therefore, whenever C is positively invariant 
for X# and (3.4) holds, the fixed point index ic(7cE, G) is defined and it is 
constant with respect to E, for all O<E <co. In this situation, according to 
[ll, 311, the integer 
Z(n#, G) := lim i,(~,#, G) (3.5) E-rOf 
is well defined. 
Remark 1. The number Z(rr #, G) is the same as the “index of rest 
points” introduced by R. Srzednicki in [31] for dynamical systems in 
ENRs. An analogous object was defined by M. Furi and M. P. Pera in 
[ 111 for flows on manifolds satisfying suitable assumptions. 
About the computation of the index Z(rc#, G), we consider some special 
situations. 
If G=C (C compact), then 1(7c#, G)=x(C) (see [ll, 311). 
If clG c intC, then Z(n”, G) = ( - 1)” deg(f #, G, 0) (see [21, 311). 
If C is a closed convex set with nonempty interior, then Z(n#, G) = 
i,(r(Z+f”), G), r: R” + C being the canonical projection (see [4]). 
More generally, if B = clG is a block (according to C. Conley [S]), with 
h- the set of “egress points” of B, then Z(n#, G) =x(B)-I, provided 
that B and b - are ENRs (see [3 1, Th. 4.41). Finally, if n # is dissipative, 
i.e., there is a compact set X c C such that for each x E C there is t, 3 0 
with n#(x, t) E X for all t 3 t,, then C is of finite type and Z(rc#, G) = x(C) 
for every G 3 .X (see [31, Th. 6.11). 
Now we are in position to state our main result. We note that in what 
follows points of C are identified with constant functions. 
THEOREM 1. Assume 
(jl ) C is positively invariant for x’ = f(t, x; A), 1 e [0, 11. 
Let Q c X be an open bounded set such that the following conditions are 
satisfied: 
(j2) there is no x( .) E fr,Q, with x(0)=x(o), such that 
x’ = Lf(t, x; A), /2. E (0, 1); C3.1j.) 
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(j3) f”(z)#Ofor all zECnfr,Q; 
(j4) Z(n#,l2nC)#O. 
Then, (3.1)-(3.2) has at least one solution x( .) E c1,8. 
Observe that in the particular case C = R” the assumption (jl) is tri- 
vially verified, while condition (j4) is equivalent to deg(f#, Q n R”, 0) # 0, 
so that we obtain [23, Th. 21. Actually, in [23] the local lipschitzianity of 
f is not supposed; however, in the special case C = R” we can relax such 
regularity assumption on f using a standard perturbation argument. 
The following result is crucial for the proof. 
LEMMA 1. Assume (j 1). Then, for each c(, /? 2 0 and 0 < li d 1, C is 
flow-inoarianl,for x’ = orf(t, x; I.,) + p(f( ., x; &)). 
Proof. At first, we observe that the function olf( t, x; A,) + 
fl(f( ., x; I,)) is locally lipschitzian in x, so that the uniqueness for the 
solutions of the associated Cauchy problems is guaranteed. Recall that, by 
the characterization of flow-invariant sets in terms of tangent cones (see 
[l, 6]), (jl) implies that f(t, z;I)E T(z; C), for all ZE [0, 01, z~frC and 
,I E [0, 11, where T(z; C) is a suitable tangent cone to C at z. Without loss 
of generality (see [27, Th. 3.9]), we can assume that T(z; C) is closed and 
convex (for instance, the Clarke tangent cone can be chosen). Then, by the 
mean value theorem [l, p. 211, (,f( ., z; A)) E T(z; C) for all z ~frC and 
A E [0, 11. Finally, the convexity and the cone property of T(z; C) imply 
that olf(t, z; 2,) + /3(S(., z; I-,)) E T(z; C). 
The proof is complete. i 
Proof of Theorem 1. At first, we prove our result under the supplemen- 
tary assumption that there is a constant A > 0 such that 
IAt, x; AlI 6 A (3.6) 
for all t E [0, 01, x E R”, ,I E [0, 11. The general situation will be examined 
at the end of the proof. Without loss of generality, we also suppose that 
(j2) holds with I E (0, 11 in (3.1,) (otherwise, the result is already proved 
for x E frXQ). 
We begin with some technical preliminaries. Let E E (0, o) be arbitrarily 
small but fixed. We define the following functions: 
s(n) := (no - &)/(fIq -&), E/W d /I Q 1; 
(b(8, t) := [E + 8(0 - E)](t/w), O<d<l,Odtdw; 
g(s, y; 0) := 
f(so/4(O,w),y;1(0)), Od8dl,O~sd~(8,w),y~R~, 
f(Q)> JJ; 4e)), 0 < 8 < 1, s > #(e, w), y E R”. 
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Observe that g: R + x R” x [0, l] -+ R” is continuous and such that 
uniqueness and global existence for the associated Cauchy problems are 
guaranteed. Accordingly, if we denote by u(rr, z, .; 0) the solution of 
Y’ = g(.c y; e) 
y(0) = z, 
(3.7) 
then a one-parameter family of processes is defined. Using (jl), it can be 
easily checked that, for each 0 E [0, 11, the set C is positively invariant for 
the corresponding process u. We further note that, since 
3. = %(e) = tge, w)/w, 
then the function y(s) is a solution of (3.7) for SE [0, d(0, o)] if and only 
if the function 
x(t) := Y($JY& w) t/o) = Y(d(R t)) (3.8) 
is a solution of (3.1 1) with t E [O, 01. 
The existence of solutions to (3.1)-(3.2) will be achieved producing a 
fixed point for a suitable operator defined on X. We will carry out this 
programme using the properties of the fixed point index for compact 
operators in metric ANRs (see [13]); more precisely, some admissible 
homotopies will be constructed. 
As a first step, we introduce a nonlinear operator M defined on 
Xx [0, 1 ] as follows: 
M(X, 0) := 240, X(W), 4(e, 4; e), eE ~0, 11. 
By the flow-invariance of C, M: Xx [0, l] -+ X; moreover, by Ascoli- 
Arzela’ theorem, M is compact on cl,Q x [0, 11. Using the definition of u 
and (3.8), it is immediately seen that x is a fixed point of M( ., 0) for some 
8 E 10, l] if and only if x is a solution of (3.1,) with 1 E [E/W, l] and 
x(0) = x(o). In particular, (3.1)-(3.2) is solvable if and only if M( ., 1) has 
a fixed point. Hence, this claim and assumption (j2) imply that M(x, 0) # x 
for x E fr,Q and 0 E [0, I]. Therefore, M is an admissible homotopy and so 
ix(W., l), Q) = ixcq.7 01, Q). 
Secondly, we denote by v(a, z, .; p) the solution of 
y’=(l -P)f”b)+Pg(~,Y;O), 
y(a) = z, 
with LIZ [0, 11. 
(3.9) 
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As before, a one-parameter family of processes is defined. By Lemma 1 
we have that, for each p E [0, 11, the set C is flow-invariant for the corre- 
sponding process u as well. Now, we consider another nonlinear operator 
N(x, p), defined on Xx [0, 1 ] as follows: 
w-7 P) := 0, x(w), qw, .I; PL). 
Arguing as before, N: Xx [0, l] -+ X and it is compact on cl,Q x [0, 11. 
Moreover, 
N(x, 1) = M(x, 0). 
We want to prove that N is an admissible homotopy. To this end, we 
observe that x is a fixed point of N( ., p) if and only if x( .) is a solution 
of 
x’= (E/W)C(l -P)f”(X)+P.f(~? x; &/~)I 
with x(O) =x(o). 
(3.10) 
We claim that there is s0 > 0 (small enough) such that N(x, p) # x for all 
x E fr,Q and p E [0, 11, provided that E E (0, E,,]. (Recall that the function 
g and, consequently, the operator N depend on the constant E chosen at the 
beginning of the proof). In fact, assume, by contradiction, that for each 
n E N there are E, E [0, o] with lim E, = 0, p,, E [0, l] and x,,~fr~SZ such 
that N(x,, pL,)=x,,. Then, from (3.10) and (3.6) we have: 
l-c Cc G (-%&I A. (3.11) 
Moreover, as Q is bounded there is a constant R >O, independent of n, 
such that (x,1 o. d R. By Ascoli-Arzela’ theorem, we get that there is 
x* E fr,s2 such that (up to a subsequence) x,( .) --* x*( .) in the d*-metric. 
Clearly, x*(t) = constant = x* E C n fr,Q (use (3.11)). We can also 
assume (passing, possibly, to a further subsequence) that limp, = 
CL* E [0, 11. Taking the mean value of (3.10) and dividing by (E,/o), we 
obtain, for each n, 
Passing to the limit as n + + co, we get 
o=(l-p*)f’(x*)+p*; j~f(t,x*:O)dt=fY(x*), with x* E fr,Q. 
Thus, a contradiction with (j3) is reached. Hence, the claim is proved and 
we can write: 
i,(M( ., O), Q) = i,(N( ., l), Sz) = i,(N( ., 0), Q). (3.12) 
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Finally, we define a third homotopy. Let rc#: R” x R -+ R” be the dynami- 
cal system induced by x’ =f#(x) and observe that, with the notation 
introduced along the proof, 
7r#(z, t) = u(0, z, t; 0). 
By Lemma 1, C is positively invariant with respect to n#. A nonlinear 
operator H is defined on Xx [0, 11 as follows: 
W, 1) := ~c#(x(u), (1 -PI 8 + b/W, .)I. 
As before, H: Xx [0, l] -+X and it is compact on clJ2 x [0, 11. 
Moreover, 
N(x, 0) = H(x, 1). 
In this case, XE X is a fixed point of H( ., /3) if and only if 
x(t) = y(( 1 - p) E + PC(@)), with y: [0, E] + C an e-periodic solution of 
Y’ =f#b) 
y(0) = x(u). 
We claim that there is E, E (0, Ed] such that H(x, p) # x for all x E fr,Q 
and /I E [0, 11, provided that E E (0, si]. In fact, assume, by contradiction, 
that for each n E N there are E, E [0, o] with lim E, = 0, /I, E [O, l] and 
x, E fr,Q such that H(x,, /I,) = x,. We consider the auxiliary functions 
z, EX defined by z,(t) := y,(.z,,t/u), where yk =f#(y,) and y,(O)= 
y,(e,) = x,Ju). For such z, we have 
42 = (hJ~)f#(ZJ~ 
z,(O) = z,(u) =xn(@) 
(3.13) 
and 
x,(t)=zn((l -PJw+P,t). (3.14) 
Arguing as in the preceding claim, we easily get \z;j 5 <(&JO) A and 
Iz,(O)l <R (with R>O a suitable constant independent of n), Again, 
Ascoli-Arzela’ theorem implies that (passing, possibly, to subsequences) 
z,( .) -+ z*( .) in the d*-metric, with z*( .) =z* =constant and limp, = 
p* E [0, 11. Furthermore by (3.14) x,( .) -+ z* in the d*-metric, with 
z* E Cnfr,Q. Taking the mean value of (3.13) and dividing by (E,/w) we 
get 
f p(t,(t)) dt = 0; 
S05!83,2-4 
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hence, passing to the limit as n + + co, we have f#(z*) =O, with 
z* E C n fr,Q and a contradiction with (j3) is reached. . 
Therefore, the claim is proved and we can write: 
i,(N( .) O), l2) = i,(H( .) l), J-2) = i,(H( .) O), Q). 
By definition of H, we have: 
(3.15) 
H(x, 0) = TC#(X(O), E) = n,“(x(co)), 
where rc$ is the s-Poincare map (0 < E < si). Hence, since H( ., 0): X-+ C, 
by a standard property of the fixed point index (see [26, p. 27]), we have: 
i,(H( ., 0), L?) = i,(H( ., 0), Q n C) = i,(n,#, f2 n C). (3.16) 
(Observe that, as a consequence of the last claim, rrf is fixed point free on 
frc(4 n C) c Cn fr,Q). 
In conclusion, we have proved that, via (3.9), (3.12), (3.15), and (3.16), 
theinteger ic(M(., l),Q)=i,(n ,” , 0 n C) is constant with respect o E, for 
E > 0 small enough. Then, 
ix(M(., l),Q)= lim iC(71,#,RnC)=l(n#,SZnC). 
E-o+ 
Assumption (j4) provides (see [26]) the existence of a fixed point x E 52 of 
M( ., 1). Therefore, the thesis is achieved. 
In the case when (3.6) is not satisfied, the proof can be repeated for the 
equation 
x’=f(4x; l).P(lXl), (3.17) 
where p: R, + [0, 11 is lipschitzian and such that p(x) = 1 for 1x1 d R, 
p(x) = 0 for 1x1 > 2R and cl,0 c B(0, R). 
Of course, the local flow rr # induced by (3.3) coincides with the flow 
induced by x’= (f(-, x;O)) ~(1x1) in a neighbourhood of Q n C and, 
moreover, any solution of (3.17)-(3.2) such that x E cl&2 is a solution of 
(3.1)-(3.2) too. 
The proof is complete. 1 
Remark 2. As we mentioned in Section II, the flow-invariance condi- 
tion (jl) may be stated in an equivalent geometrical manner using tangent 
cones. Indeed, (jl ) holds if and only if 
thl) ftf, z; 1) E Ttz; C) for all TV [0, 01, z EfrC, ill [0, l] 
is satisfied (see [ 1, 61). Hence, if f(t, x; A) is defined only for x E C, then 
(hl) ensures that all the processes considered in the proof of Theorem 1 are 
defined. 
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A standard situation in which the functionf(t, .; J,) is defined just on the 
set C occurs, for example, when C is a regular manifold; in this case, 
f(t, z; A) E T(z; C) n - T(z; C) whenever f is a tangent vector field and so 
(hl) holds. Accordingly, our result is general enough to be applied to the 
setting considered in [2, 10, 111. 
If C is a convex set like in [4], then (hl) reads as (f(t, z; JU)lr) <O for 
all outer normals to C at z E frC. 
We end this section with the following 
Remark 3. It is possible to obtain a variant of Theorem 1 assuming, 
besides (j2) and (j3), the following conditions which replace (jl) and (j4): 
(j ; ) C is negatively invariant for x’ =f(t, x; A), 2 E [0, I]; 
(j: 1 lim,+,- ic.(n,~,Qnc)#O. 
This can be accomplished by the standard change of variables t H w - t 
which transforms equation (3.1) into x’ = -f(s, x; 1 ), where s = w - t. 
Observe that if, furthermore, the critical set 
z= {ZEC:f#(z)=O) 
is compact and Q n C 1 Z, then lim, _ 0- ic(nT, 52 n C) is exactly x(f” ), 
the “characteristic of the vector field” f” defined in [ 1 I]. It is also clear 
that (j 7 ) is equivalent to 
(h; 1 ./It, z; A) E - Zlz; C) for all tE [O,o], zEfrC, 1e [0, 11, 
so that the situation considered in [ 1 l] tits our hypotheses (see also 
Remark 5 in the next section). 
IV. APPLICATIONS 
In this section we present, as immediate corollaries of Theorem 1, an 
extension to ENRs of two classical results of existence of solutions for the 
periodic problem (3.1 t(3.2). Namely, only a (suitable) different choice of 
the set Sz c X is needed. 
Throughout this section, G c C denotes a bounded set which is open 
relatively to C. Observe that cl,G=clG. 
As a first application, in the line of [24] we can prove the following: 
COROLLARY 1. Assume (j 1) and suppose that the following conditions 
are satisfied: 
(h2) for any x( .), solution of (3.1,)-(3.2) such that x(t)~clG for all 
t E [O, 01, it foElows that x(t) E G for aN t E [0, 01; 
256 CAPIETTO AND ZANOLIN 
(h3) f#(z)#Ofo~ all zEfrcG; 
(h4) I(rr#, G) #O. 
Then, (3.1)-(3.2) has at least one solution x( .) such that x(t) E clG, for all 
t E [O, w-j. 
Proof. In the setting of Theorem 1 we define: 
Q= {x~X:x(t)eG, VtE [O,o]}. 
It can be checked that Q is bounded and open relative to X. Furthermore, 
the following facts hold true: 
sZnG=G; 
cl,Qc(x~X:x(t)~clG,Vt~[O,w]}; 
fr,Q c {x~X:x(t)~clG, Vt and 3, with x(t,)EfrcG}. 
Hence, (h2) and (h4) imply (j2) and (j4), respectively. Finally, (j3) follows 
from (h3) since 
fr,G c C n fr,Q. 
Therefore, Theorem 1 applies and the proof is complete. 1 
Remark 4. Hypothesis (h2) is a transversality condition at boundary 
points as considered in [24]. However, in (h2) not all the boundary is 
concerned, but only points of fr,G are taken into account. This advantage 
is balanced by a weak boundary condition which is implicitly required in 
(j 1). As we already observed in the previous section, the flow-invariance 
assumption (j 1) is equivalent to the cone condition (h 1). However, since in 
Corollary 1 we study solutions lying in cl,G, we realize that it is possible 
to obtain a slight improvement of Corollary 1 by relaxing (hl). Namely, 
we have: 
COROLLARY 1’. Besides (h2), (h3), (h4), assume 
(h;) f(t, z; L)E T(z; C)for all tE [O,o], zEfrCnclG, LE [0, 11. 
Then, the same conclusion of Corollary 1 holds. 
The proof of this result can be achieved via a standard perturbation 
argument based on Ascoli-Arzela’ theorem (see [9] for an analogous 
situation). In the particular case when C is a closed convex set with non- 
empty interior, Corollary 1’ can be seen as a consequence of a more 
general result proved in [4]. 
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A simple application of Corollary 1 is based on the fact that assumption 
(h2) is fulfilled whenever a-priori bounds for the solutions of (3.1,)-(3.2) 
can be produced. Accordingly, we have (recall Remark 3): 
COROLLARY 2. Assume that, for all t E [0, 01, z E frC and A E [0, 11, 
f(4 z; 1") E T(z; C) (respectively, f (t, z; A) e - T(z; C)). 
Suppose that there is a compact set Kc C containing all the solutions of 
(3.1,)-(3.2) and such that {ZE C:f#(z) =0} c K. Let Gc C be a bounded 
set, open relatively to C, such that Kc G and suppose that 
lim i,(n,#, G)#O 
c-o+ 
(respectively, lim i,-(n,# , G) # 0). 
C-O- 
Then, (3.1)-(3.2) has at least one solution with values in K. 
Observe that, by the excision property of the fixed point index, the limits 
lim E+o1 ic-(n,#, G) are independent of the choice of G 3 K. The above 
corollary clearly contains Theorem 2.4 in [ 111; in fact, according to the 
notations introduced in [ 111, lim, +om i,(zn,# , G) = x(f ” ). We note that 
there is no loss of generality, in our setting, if we take K= B[O, R,] n C 
and G= B(0, R)n C for any R> R,. In this way, we obtain a generaliza- 
tion to arbitrary ENRs of a useful principle due to Mawhin [23, Th. 43. 
Finally, we remark that Corollary 2 is suitable for C noncompact. 
Indeed, if C is compact then we can choose K = G = C and 
f (t, x; A) = F( t, x). Accordingly, Corollary 2 recovers a classical result on 
the existence of periodic orbits in compact positively (negatively) invariant 
ENRs with nonzero Euler characteristic (cf. Poincare-Hopf theorem). 
As a second application, by means of another choice of the set Q in 
Theorem 1, we prove two corollaries of our main result which are in the 
line of the well known Krasnosel’skii theorem [21, Th. 6.11. 
COROLLARY 3. Besides (jl), (h3), and (h4), assume further 
(h;) there is no solution of (3.1,)-(3.2) with x(O)~fr=G; 
(h5) ~f(t,x;~)~dA~x~+Bforallt~[O,~],x~C,~~[O,l]. 
Then, (3.1)-(3.2) has at least one solution x( .) such that x(O) E cl,G. 
Proof First of all, we note that (h5) ensures the global existence for all 
the Cauchy problems associated to (3.1,) with initial values in C. 
Then, there is a constant R > 0, independent of 2, such that 1x1 o. < R for 
every x( .) solution of (3.1,) with x(O)~clG. 
In this situation, the appropriate definition of the set 52 (in order to 
apply Theorem 1) is the following: 
Q:={xEX:X(O)EG, Ixja,<R}. 
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Obviously, Q is bounded and open relative to X. Observe that R n C = G 
and fr,Rc {xEX:x(0)EfrcG, 1x1 3. 6 R} u {x E X:x(O) E clG, 1x1 cI: = R}. 
Then, by the choice of R, it is immediately seen that (h;) implies (j2). Since 
fr,G c C n fr,Q, arguing like in the proof of the previous corollary, from 
(h3) and (h4) we obtain (j3) and (j4), respectively. Then we can apply 
Theorem 1 and the proof is complete. 1 
As a consequence of Corollary 3 we immediately get an extension of 
Krasnosel’skii theorem to arbitrary ENRs. Precisely, we consider the 
equation 
x’ = g( t, x) (4.1) 
with g: [0, o] x R” + R” continuous, locally lipschitzian in x and such 
that the (forward) global existence for the solutions of the associated 
Cauchy problems with initial values in C is guaranteed. Then, we have: 
COROLLARY 4. Suppose that the following conditions are satisfied: 
(k 1) C is positively invariant for Eq. (4.1); 
(k2) there is no solution x( .) of (4.1) such that x(0) =x(k) E fr,G, for 
some O<k<w; 
(k3) g(0, z) # 0 for z E fr,G. 
Let x0 be the (local) flow induced by x’ = g(0, x) and assume: 
(k4) Z(rr’, G) # 0. 
Then, (4.1 k(3.2) has at least one solution x( .) with x(0) E clG. 
According to Krasnosel’skii terminology, assumption (k2) means that 
the points of fr,G are of “o-irreversibility.” 
Proof By the global existence, there is a constant R >O such that 
1x1 co < R for every x( .) solution of (4.1) with x(0) E clG. Let p: R” -+ [0, l] 
be a locally lipschitzian function such that p(x) = 1 for 1x1 6 R and p(x) = 0 
for /xl> 2R. 
Now we define, for 2~ [0, 11, f(t, x; 2) :=p(x)g(At, x) and observe that 
(by the choice of R, p(. )) x E X is a solution of (3.1 J-(3.2) with x(0) E fr,G 
if and only if y(t) := x(t/A) is a solution of y’ = g(t, y) with y(O) = 
y(jlw)~fr,G. Then, (hi) follows from (k2). We also remark that (kl) 
implies (j 1) and (k3), (k4) are nothing but (h3), (h4), respectively. Finally, 
(h5) is fulfilled with A=Oand B=sup{)g(t,x)l, tE[O,co], XEC, (xl <R}. 
Then, Corollary 3 applies and the result is achieved. 1 
An analogous result was obtained by Srzednicki in [31, Th. 11, whenever 
g:RxR”-+R m is o-periodic in the t-variable. More precisely, according to 
PERIODIC BOUNDARYVALUE PROBLEM 259 
the notations of [31], let us set P := clG and let p denote the process 
induced by (4.1). Then, the same conclusion of Corollary 4 holds provided 
that, instead of (k2), we assume the existence of a closed subset P- of P 
such that 
However, we point out that Corollary 4 is not contained in [31], as easy 
examples show (see [3, 291). Indeed, it is sufficient to find a set P which 
is a “Waiewski set” for rc” but not for p. 
Remark 5. Straightforward variants of Corollaries 2 and 3 may be 
easily obtained following Remarks 2 and 3. In particular, the case of C 
negatively invariant may be treated as well. 
The above result clearly generalizes [21, Th. 6.11; in the special case in 
which C is a manifold and g is a tangent vector field Corollary 4 reduces 
to an existence result following from Furi and Pera bifurcation 
theorem [ 11, Th. 2.21. 
V. FURTHER RESULTS 
In this section we consider the equation 
x’ = g(t, x), (5.1) 
with g: [0, o] x R” + R” continuous, locally lipschitzian in x and such 
that the global existence for the solutions of the associated Cauchy 
problems, with initial values in C, is guaranteed. Our aim is to obtain a 
consequence of Corollary 4 in which the transversality condition (k2) 
follows by means of some explicit geometrical hypotheses on the vector 
field g. More precisely, we examine an extension to ENRs of the concept 
of guiding function (see [21,22]). 
Now, we introduce the definition of guiding function relative to the 
set C. Let @: R” -+ R be a continuously differentiable function with V@ 
locally lipschitzian on C. We say that @ is a guiding function for Eq. (5.1) 
relative to C if there is R,>O such that B(0, R,) n C# 0 (to avoid 
trivialities) and 
(V@(x) Ig(t, x)1 > 0 (5.2) 
for all t E [0, 01, x E C and 1x1 2 R,. 
In particular, it follows that {x E C:V@(x) = 0} c B(0, R,) n C. We 
confine ourselves to guiding functions satisfying the further condition: 
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(@ 1) C is positively invariant for 
x’ = V@(x). (5.3) 
Then, if we denote by 7c@ the (local) flow induced by (5.3), we have that, 
by (5.2) and (@l), the index Z(rr@, B(0, R,) n C) is defined for any R > R, 
and it is constant with respect to R > R, by the excision property. Hence, 
the integer 
J&O, co) := ,)I, Z(+=), B(0, R)n C) (5.4) 
is well defined. 
Remark 6. Up to now, we have just followed, verbatim, the corre- 
sponding definition of guiding function in R” given by Krasnosel’skii ([21, 
Section 6.3]), modulo the natural modifications due to the more general 
setting. Now, we explain the meaning of (5.4) in some particular cases. If 
C = R”, then (01) is vacuously satisfied and 
J,(@, o-J)=(-l)“y(@‘, co), (5.5) 
where y is the “index of nondegeneracy” of @J, according to [21, p. 841). 
If C is a (regular) manifold, it turns out that 
J,(@, 00)=x(-V@), 
where x( -V@) is the characteristic of the (tangent) vector field -V@, 
according to [ll, p. 3251. If C is compact, then 
J,(@, 00) = zw, C) = x(C), 
where x(C) is the Euler-Poincare characteristic of C. 
For the proof of the next theorem, we need a preliminary result relating 
homotopic fields with the indexes of the corresponding flows. 
Let h = h(x; A): R” x [0, l] + R” be continuous and such that, for each 
1 E [0, 11, the solutions for the Cauchy problems 
x’ = h(x; 1”) (5.6) 
x(0) = z (5.7) 
are unique. We denote by rrl the local flow induced by (5.6). 
Then we have, for G as in section IV: 
LEMMA 2. Assume that, for each ,I E [0, 11, C is positively invariant with 
respect to Eq. (5.6). Zf 
(Ll) h(x;11)#0 holdsfor aZZxEfrc.G andIE [0, 11. 
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Then 
1(x0, G) = I(n’, G). (5.8) 
Particular cases of this result have been already examined in [ 111. 
For the reader’s convenience, we give the complete proof in the general 
situation. 
Proqf: We set 
11 := inf{ lh(z; A)[ :zEfrcG, in [0, I]}; 
by (Ll), v] > 0. We define x(t, z; A) to be the solution of (5.6)-(5.7) and 
observe that, according to the notations previously introduced 
X(&, z; 1”) := n;(z). 
First of all, we note that there is K> 0 such that x( .) is defined on [0, K], 
for each z~fr,G and A E [0, 11. Then, the set 
is a compact subset of C. Finally, let A4 > 0 be such that 
for each WE 98 and A E [0, 11. Fix s0 such that 0 <so < K. Then, for any 
E E (0, ~~1, we have: 
X(E, z; I.) -z = E j-; h(x(&, z; A); A) dtI 
=& J ’ [h(x(tk, z; A); A) - h(z; A)] d0 + ch(z; A). 0 
Since 
Ix(eE, z; I*) - ZJ < EOM 
for every DECO, 11, EE(O,E~], z~fr,G and AE[O, 11, by the uniform 
continuity of h on 49 x [0, l] we have 
lh(x(&, z; A); A) - h(z; A)( < r//2 
for e. small enough. Hence, we obtain 
(l/&J 1.4~ z; lb) - 4 2 14-z; 211 - q/2 3 q/2 
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for all z E fr,G, 1 E [0, 11, E E (0, E,,]. Then, we have proved that 
&.(x(E, .; A), G) = constant 
for all AE [0, 11, E E (0, ~~1. Therefore, (5.8) follows immediately. 1 
Now we are in position to state the main result of this section. 
THEOREM 2. Let @ be a guiding function for Eq. (5.1) relative to C and 
suppose that C is positively invariant for (5.1) and (5.3). Then, there is a 
solution x( .) E X to (5.1)-(3.2), provided that 
(@2) J,(@, 00) # 0. 
Proof. We apply Corollary 4 with respect to the set G = B(0, R) n C, 
where R > R*, and R*:=sup{x(t):t,t,,~[O,~], x’=g(t,x),x(t,)<R,}. 
Then, (k2) and (k3) follow from the definition of guiding function, arguing 
like in [22, p. 481. Finally, we observe that (5.2) implies that the function 
h(x; 1,) := (1 -A) g(0, x) + AV@(x) satisfies (Ll) of Lemma 2, so that 
Z(n”, G) = Z(n”, G) = Z(z’, G) = J,(@, co). 
Then, (@2) implies (k4) and the proof is complete. 1 
Clearly, Theorem 2 is an extension of Krasnosel’skii result [21, Th. 6.51, 
[22, Th. 13.11 to the case of a flow-invariant ENR. In [21,22], various 
criteria are proposed in order to evaluate y(@, co) for C = R”. In 
particular, it is proved that 
Y(@, a)=(-I)“, for lim Q(x) = - co I.r( + + 02 
and 
Y(@, a) = 1, for lim Q(x)= + co. 1x1 ++ J‘ 
On the same line and combining arguments from [ 2 1,3 11, we can prove 
an analogous result for J,(@, co ). 
LEMMA 3. Let @ be a guiding function relative to C, verifying (@l) and 
(@3) lim G(x) = -co. Ix1 + + a; .x t c 
Then, C is of finite type and Jc( @, co ) = x(C). 
Essentially, this result follows from Theorem 6.1 in [31]. However, 
according to our hypotheses, Eq. (5.3) doesn’t induce a dynamical system 
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as required in [31] but just a (local) semi-flow on C. Thus, we give the 
details of the proof for the reader’s convenience. 
Proof Obviously, if C is bounded then (@3) is vacuously satisfied and 
Remark 6 immediately gives the result. Hence, we consider the case of C 
unbounded. First. we observe that 
V@(x) # 0 (5.9) 
for all x E C, 1x12 &. Now, we fix c* E R such that 
c* < inf{ @(x):x E C, 1x1 < R,}. 
Then, for any c 6 c*, we consider the sets: 
K,.:= {XEC@(X)>C}, 
L,.:= {xEC:@(X)=C), 
M, := {xEC:@(X)<C}. 
By (@l), (@3), and (5.9), it follows that, for every c 6 c*, Kc is compact 
and flow-invariant for (5.3), L,. = fr,K, = fr,M, and each x E L, is a strict 
egress point for M, (according to Waiewski [33]). Let x E M,. ; we want 
to show that there is t, > 0 such that rc@(x, t,) E L,.. . Indeed, let us assume 
@(x)=c<c”, then, there is 9 > 0 such that IV@(y)l > r~ for every 
YE K,.\K,... Following [21, Lemma 6.51, the function 4(t) := @(n@(x, t)) is 
such that d(t) > c for all t B 0 and d’(t) 3 q2 for all t 3 0 such that 
n@(x, t) E K,\K,, . Then, arguing by contradiction, it can be seen that the 
solution of (5.3) with initial value x meets L, at a time t,, with 
t, d (c* - c)/y*. Note that such t, is unique. If x E L,*, the claim follows 
with t, = 0. 
By Waiewski Lemma, we know that the map x E M,. H t, is continuous 
(see [S, 333) and so K,.. is a strong deformation retract of C via the 
homotopy 
(x, 2) H n@(x, AJ,), XEM,.. 
(4 2) t-+ x, XE Kc.. 
Then, K,., is a compact ENR (see [ 181) and C and K,.. have the same 
homotopy type. Accordingly, C is of finite type and 
x(C) = XV&) =x(K) 
for every cdc*. 
Now, it is clear that rc@(x, t) # x for every x E M,., and t > 0 (see also the 
proof of Theorem 2); hence, for any E > 0, i,(nf , B(0, R) n C) is defined 
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whenever B(0, R) 3 K,... Fix such an R and let c < c* be such that 
K,. = B[O, R] n C. Then, using the excision and contraction properties, we 
can write 
ic(rrf, B(0, R) n C) = i,(rrf, int,K,.) = i,< (rrf, K,.). 
On the other hand, rcz is homotopic to the identity 1d on K,. (moving the 
points along the semi-orbits); consequently, 
From the above inequalities, letting E -+ O+, R + + cc and recalling the 
definition of Jc(@, co), we have the conclusion. 1 
Remark. 7. A simple application of Lemma 3 can be performed when 
C is convex and flow-invariant with respect o (5.3). Indeed, in such a case 
x(C) = 1 and so (@2) holds. We note that, even in this simple situation, the 
validity of (@2) is not ensured if 
lim Q(x)= + co (5.10) 
1x1 ++ a rtc 
is assumed instead of (@3). For instance, it is easy to prove that when 
C\B(O, R) (R large enough) is contractible, then (@l) and (5.10) imply 
J&Q’, co)=O. 
We finally note that along the proof we have shown that the flow rr@ is 
dissipative; indeed, one can prove (suitably modifying the arguments in 
[31, 171) that 1(Z7, B(0, R) n C) = x(C), for R > 0 large, whenever 17 is a 
dissipative semi-flow on C. 
If, furthermore, g: R, x R” + R” is w-periodic in the t-variable, then, 
with a few changes in the proof of Lemma 3, one can also show that the 
process induced by (5.1) is dissipative on C, provided that (al) and (@3) 
are satisfied. Hence, in such particular case the existence of an w-periodic 
solution may be obtained using some extensions to ENRs of the known 
theorems for periodic dissipative processes (see [ 14, Chap. 41). 
VI. FINAL EXAMPLES 
In this section we present some applications of the previous results to the 
periodic BVP 
x’ = F( 2, x) (6.1) 
x(0) =x(w) (6.2) 
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with F:R+xD-tR” continuous, o-periodic in the first variable and D a 
subset of R”. Obviously, in order to make problem (6.1)-(6.2) meaningful 
we shall further require that x(t) ED; for all TV [0, 01. We recall that 
the solutions of (6.1))(6.2) may be extended to R, as classical o-periodic 
solutions. 
We examine two cases in which Corollary 1 may be applied. In both 
examples, the choice of the set Cc D will be suggested by the nature of the 
model represented by Eq. (6.1) and by the interest of finding solutions 
satisfying some particular properties. 
In order to apply Corollary 1, we suppose that the function F is locally 
lipschitzian in x. However, we stress the fact that all the results contained 
in this section are still true even if F is just continuous (use standard 
perturbation arguments). 
EXAMPLE 1. We examine the case in which it is natural to choose C as 
a domain with holes. Such situation occurs, for instance, in hydrodynamics 
applications (see [ 19,281); for instance, F may denote the velocity field 
of the flow and x= x(a, t) the position vector at various times t of the 
“element” of fluid identified by the label a. 
We are interested in the case in which 
D = A\P, 
where J# c R” is a regular manifold and P c J# is a compact set. Along 
the lines of the Poincare-Hopf theorem, we want to prove the existence of 
solutions to (6.1))(6.2) using topological properties of the set D, combined 
with suitable assumptions on the tangent vector field F. For simplicity, and 
in view of the next application (Corollary 5), we confine ourselves to the 
simple case 
P= {x,, . ..) x,) 
Af = S(0, R). 
(6.3) 
In this situation, we assume 
(F(f, x) I xl = 0, for ZE[O,W], Ixl=R,x$P, (6.4) 
so that F is a vector field tangent to the set D. It is clear that (6.4) ensures 
(via Nagumo’s theorem) the local existence for the solutions of (6.1) with 
initial values in M\P. This case has some independent interest also in view 
of the study of homogeneous vector fields with singularities (see 
Corollary 5 below). For P like in (6.3), we define 
6:=min{Ixi-x,l:i,j=l ,..., n.i#j}. 
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Then, we have: 
PROPOSITION 1. Let AuB={l,..., n}, Ar\B=@, and O<E< 
min{6/2, R/2) be such that 
(F(t, x) Ix - Xi) 3 0 for iEA (6.5) 
(F(t,x)Ix-xX,)<0 for ieB (6.6) 
for all t E [0, 01, XE& and lx-xxii =E. Then, (6.1)-(6.2) has at least one 
solution x( .) with x(t) ED for all t, provided that one of the following 
conditions holds: 
m even, card B # card A (6.7) 
m odd, n # 2. (6.8) 
Roughly speaking, our hypotheses mean that the flow enters in the holes 
surrounding xi, i E B, and escapes from the holes around xi, i E A. In such 
a situation, we only need conditions on the number of such holes. Our 
example is a generalization of a similar one considered in [ 10, p. 1691, 
where A=R3 and n=card B= 1. 
Proof: We apply Corollary 1. First of all, we note that there exist two 
lipschitzian functions 
k: J + R”, p:Jhf* [O, l] 
such that 
k(x) = 
-xi+R-*(X(xJx, for iEA, jx-xxil =E 
xi-R-‘(xlxi)x, for iEB, Ix-xxi\ =E 
if 3i E B: Ix - xi1 < 42, 
if ViEBIx-x,1 >E. 
Then. we define: 
C := A\ u B(xi, E)U u B(xi, e/2) 
iczA ieE > 
> 
and 
f(t, x; ;1) := p(x)(W(t, x) + (1 - A) k(x)). 
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We observe that, using (6.4) (6.5), and the definitions of k and p: 
(f(c x; A) I xl = 0, for x~dh\P (6.9) 
(f(t, x; 2) Ix -xJ 2 0, for iEA, lx-xii =E,xE&! (6.10) 
(f(4x;~)lx-xi)=o, for ieB, Ix-xxi1 =E/~,xE&! (6.11) 
hold for all TV [0, 01, 1~ [0, 11. Then, (6.9) (6.10), and (6.11) imply that 
the set C is positively invariant and (j 1) is satisfied (see also Remark 2). 
We note that 
fr&=-al( ~BS(x.,E)) 
and, by (6.6) and the choice of k and p: 
(f(f, x; 1) Ix - Xi) < 0 for in B, Ix-xxi1 =E,XEd# 
holds for all t E [O, w] and 1 E (0, 1). Hence, the homotopized field Af is 
transversal at fr,G and so, by standard arguments, (h2) is satisfied. 
Moreover, f"(z) = p(z) k(z) = k(z) for all z E fr,G so that (h3) holds. 
Finally, (h4) may be computed by Srzednicki’s formula as clG is a block, 
with fr,G its set of “egress points.” Therefore 
Z(n’, G) = x(clG) - X(fr,G). 
As clG is the sphere S(0, R) with n pairwise nonintersecting holes, we have 
m even 
m odd. 
On the other hand, 
m even 
m odd; 
hence, 
4x’, G)= 
n - 2 card B, m even 
2- 
n, m odd 
and, using (6.7)-(6.8) (h4) is proved. 
Thus, we can apply Corollary 1 and we obtain the existence of a solution 
x( .) of x’ = f (t, x; 1) satisfying (6.2) and such that x(t) E clG for all 
t E [0, w]. At last, we observe that p = 1 on clG, so that f(t, x; 1) = F( t, x) 
and the proof is complete. 1 
268 CAPIETTO AND ZANOLIN 
Remark 8. We point out that Proposition 1 is not contained in 
[4, 21, 241, since int C= 0. Moreover, neither the results in [ 10, 111 can 
be directly applied since our assumptions do not imply the compactness of 
the set of o-periodic solutions for the equation x’ = Af( t, x; A). 
We also remark that it is not difficult to adapt the proof of Proposition 1 
to other choices of the manifold 4. However, the case 4 = S(0, R) is 
suitable for studying systems where the field F is homogeneous in x, as we 
show below. 
EXAMPLE 2. We consider the following problem: 
x’ = g( t, x) 
x(w) = P(O), 
where p E R is a real parameter. 
(6.12) 
(6.13) 
We are interested in proving the existence of a Floquet solution, i.e. a 
solution x(.) to (6.12)-(6.13), corresponding to some p ER\{O}, with 
x(t) # 0 for all t. Such a problem, or its slight variants, has been examined 
in [lS] and, for g positively homogeneous, in [20]. It is easy to find 
examples in which (6.12)-( 6.13) does not possess nontrivial solutions: for 
instance, the system x; =x2, xi = -ax, (a > 0) has a Floquet solution if 
and only if o = kn/(a) I’* for some k EN. We show how Proposition 1 can 
be used in order to treat (6.12)(6.13) in the particular case of (positively) 
homogeneous nonlinearities. On the other hand, our result can be applied 
to the case of vector fields with singularities as well. Accordingly, we 
consider the following situation. 
Let g: R + x #‘” + R” be continuous, w-periodic in the first variable and 
locally lipschitzian in x. We suppose 
w:=R”\ 
c ) 
b 0; , (6.14) 
i=l 
where each (TV is a half line passing through the origin; furthermore, we 
assume 
s(t, kx) = kg(t, xl, forall ?~[0,0],x~“Wandk~R+. (6.15) 
As remarked in [20], any function x(.) satisfying (6.12)-(6.13) may be 
extended to R + as a solution such that x( t + o) = ,ux( t) for all t. In view 
of (6.14)-(6.15), we also observe that it is sufficient o know the behaviour 
of g on the set 
D:=S(O, l)n%‘“=S(O, l)\{w, ,..., w,}, 
where, for each in { 1, . . . . n}, { wj} := din S(0, 1). Then, the following result 
holds. 
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COROLLARY 5. Suppose there is q > 0 such that, for each i = 1, . . . . n, 
either liminf (g( t, w ) 1 w - wi) 3 q, 
W’ +w, 
WED (6.16) 
or limsup (g(t, w)lw-wi)6 -q, 
W’ +w, 
H’ E D 
holds uniformly in t E [0, w] and assume 
lg(~,w)l~c,Iw-wjl~‘+~*, for all t E [O,w], w E D, (6.17) 
with c, , c2 E R + . Let v be the number of indices for which the liminf in (6.16) 
is positive. Then, there is p > 0 such that (6.12)-(6.13) has a solution x( . ) 
with x(t) E W for all t E [0, 01, provided that one of the following conditions 
holds: 
m even, v # 42 (6.18) 
m odd, n # 2. (6.19) 
It is clear, by the homogeneity of g(t, .), that if x( .) is any such solution, 
then Kx( .) is a (Floquet) solution too, for every K> 0. 
Proof: First of all we observe that, since g is homogeneous, x( .) is a 
solution of (6.12) such that x(t) E %‘” for all t if and only if 
x(t) = Ix(t)l (x(t)llx(~)l) = k(t) w(t), 
where the functions k: R + + R and w: R + -+ R” are solutions of 
w’(t) = F(t, w) := g(t, w) - (w Ig(t, w)) w, (6.20) 
k’(t) =k(t)(w Idt, ~11, (6.21) 
respectively, such that w(t) ED, k(t) > 0, for all t. Note that 
F:R+xD+R”. 
We apply Proposition 1 to Eq. (6.20) (in this situation, card A = v). By 
the form of F, it is immediately seen that (6.4) is satisfied. In order to verify 
(6.5)-(6.6) we note that 
(F(t, W)IW-‘+‘i)=(g(f, W)-(WIg(t, W))WIW-Wi) 
= - (gCt3 w, I wi) + tw Igtr, w))(w I w;). 
Adding and subtracting (g(t, w) 1 w), we get: 
(F(t, “‘) I W- Wi) = (g(tv W) I W - Wi) - (1 - (W ( Wi))( g( t, W) 1 W). 
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Using the equality Iw - wi12 = 2( 1 - (W 1 wi)), then it is easily seen that, 
taking the limit as w -+ w,, w E D, (6.16) and (6.17) imply- (6.5)-(6.6), with 
the obvious choice of the sets A and B. Conditions (6.18)-(6.19) are 
equivalent to (6.7)-( 6.8). 
Thus, we can apply Proposition 1 and obtain an o-periodic solution 
w( .) to w’ = F(t, w) such that w(t) E D for all t. Then, we insert it in (6.21) 
and obtain k( .) by direct computation solving (6.21) with the initial condi- 
tion k(0) = k0 > 0. Finally, since w(0) = w(w), (6.13) follows immediately, 
with p = k(w)/k(O) = Ix(o)l/lx(O)l. The proof is complete. 1 
Remark 9. The proof of Corollary 5 can be repeated if, instead of 
(6.16), we assume that { 1, . . . . n}=AuB, AnB=@, cardA=v, and 
liminf (g( t, w) I w - w,)/l w - wil Y 3 q, ieA 
M’ + n,, 
w E D 
limsup (g( t, w) 1 w - wi)/l w - wily G - q, ieB 
w - W’! 
WED 
uniformly in t E [IO, 01, with 0 < y < 2. In this case (6.17) has to be replaced 
by 
Ig(t,w)l6c,Iw-w,l~~+C*, i = 1, . . . . n, P<2-Y, 
for all t E [0, w], w E D. 
Theorem 1 in [20] is a particular case of our Corollary 5 for m odd, 
n = 0; on the other hand, [20, Th. 2, 33 can be straightforwardly obtained 
from Corollary 1 as well. 
EXAMPLE 3. Our third example deals with system: 
X:=Xi(q,(t)+X;-,Ai(f,X)-~(t,X)), i = 1, . . . . m, (6.22) 
where qi: R + + R, Ai: R + x R” -+ R are continuous and o-periodic in t, Ai 
are locally lipschitzian in x and 
@(ty X) := 2 Xi(qi(t) + Xi- 1 Ai(t, X)). 
i=l 
(6.23) 
In (6.22) and (6.23) the indices are counted mod m (m > 2). 
System (6.22) represent a generalization to the time-dependent case of 
the inhomogeneous generalized hypercycle. This equation was introduced 
by M. Eigen and P. Schuster [8] and successively studied by many 
authors for its significance in describing some models arising from the 
theory of self-organization of biological macromolecules, population 
genetics and animal behaviour (see [ 16, 17, 303). 
PERIODIC BOUNDARY VALUE PROBLEM 271 
The peculiarity of system (6.22) lies in the fact that the 
(m - 1 )-dimensional simplex 
S,= XER~:X~~OV~, f x,=1 
i= 1 
is invariant. Moreover, since xi represents the (relative) concentration of 
the ith species, it is interesting to study the behaviour of the solutions in 
s,= {xES,:X;>Ovi}. 
J. Hofbauer [ 161 examined (6.22) in two special cases: qi = constant, 
Ai(t, x) = kj = constant, with ki > 0 (the inhomogeneous hypercycle [ 16, 
Section2.1]), and qi=O, A,(t,x)=A,(x)>k,>O (the generalized 
hypercycle [ 16, Section 2.21). In [ 161, necessary and sufficient conditions 
for permanence are obtained; more precisely, it is proved that the 
inhomogeneous hypercycle admits a compact attractor in 9, if and only if 
there exists an equilibrium point in 3,. Along these lines, we assume 
Ai(t, x)>ki>O (6.24) 
for all t E [0, 01, x E S,, i = 1, . . . . m, and we consider the auxiliary system 
X’i=X,((qi)+X/-1ki-@*(X)), i = 1, . . . . m, (6.25) 
with 
Q*(X) := f Xi((qi)+Xi-Ik,). 
i=l 
If we assume, as in [16, Th. 21, that (6.25) has an equilibrium point 
P&?I, then it is easy to prove the existence of at least one w-periodic 
solution of (6.22) with values in s,, provided that, for all i, 
lq,- (4i)lr: <h sup IAi(.,x)-k;l <6, (6.26) 
XE.sm 
with 6 a sufficiently small constant. This follows by standard arguments 
from degree theory or by considering system (6.22) as a small perturbation 
of the dissipative system (6.25). However, if (6.26) is not satisfied then 
small perturbation techniques cannot be applied. Our result, which is 
“global” in nature, provides an answer to such a problem. Indeed, we have: 
PROPOSITION 2. Assume that (6.25) has an equilibrium point PE s,,,. 
Then, there exists at least one o-periodic solution x( .) of (6.22) such that 
x(t) E S,, for all t E [0, 01. 
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Proof We apply Corollary 1, with C= S,, fj(t, x; A)=xi(qi(t)+ 
~~-~[nA~(t,x)+(l-~)k~]-~(t,x;~)), i=l,..., m, IE[O, 11, where 
&t,x;A):= f xj(ql(t)+x,-,[~A,(t,x)+(l-~)kj]) 
i=l 
and 
G := {x~S,:x~>p, i= 1, . . . . m}, 
with p > 0 a suitable constant which will be chosen along the proof. 
Observe that system 
x:= AfJt, x; A), i = 1, . . . . m (6.22,) 
reduces to (6.22) for A= 1 and that the averaged tieldf”(x) = (f( ., x; 0)) 
is the right-hand side of (6.25). 
By the form of (6.22,) it is immediately seen that assumption (jl) is 
satisfied. Now, we show that there exists a constant p > 0 such that the set 
G defined above is a “bound set” for system (6.22,). 
First of all, we observe that, since p E s,,,, we have 
so that 
@*(P)= (4i) +kiPi-I> (6.27) 
rj :=(@*(p)- max (qi))>O. 
l<i<m 
(6.28) 
Using (6.27) and adding and substracting ;IxikixiP, to the ith equation 
of (6.22,) we see that (6.22,) may be rewritten as 
x~~nxi{C4i(r)~~4i~l+k~Cx~~~~P~-~l 
+nXi-,[Ai(t,X)-kj]+~*(p)-~(t,x;~)}. (6.29) 
Let x( .) be an o-periodic solution of (6.22A) such that x(t) E 3, for each 
t E [0, w] and consider (as in [ 16, p. 2371) the function 
P(t) := fi (Xi(t)pk: 
i=l 
Since P(x(t)) > 0 for all t, we obtain 
P’(t)/P(t) = 
( 
f k,:’ (xi(t))(‘lk+ * .x;(t). fj (xi(t))‘lkj 
i=l ifi )i 
p1 (x;(t)P 
= ,t, x:(r)lkixi(t) 
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=il i k,“[qi(t)-(qi)]+A i Xj-l(t)-n 2 pi-1 
i= 1 i= 1 i= I 
+ I2 f kf” Xi& ,(t)(Ai(ty X)-k;) 
i=l 
+ 3” f k,:’ [Q*(p) - f$(t, x; A)]. 
,=I 
By (6.24) and (6.28) we have 
P’(t)/P(r)2A f k;’ [qj(t)- (qi)] +A f kil 
i= I ,=I 
X C max (Si> + vl- d(C x; 111. I<i<m (6.30) 
We set, for the sake of simplicity, 
a := f k,-‘, 
i= 1 
Q := ,y,ym (qi), 
. . 
M:= Iy$m {A&, x):tE [O, w], XES,}. . . 
Then, taking the mean value on [0, w] in (6.29) and dividing by A> 0, we 
have 
We claim that for every index j = 1, . . . . m there is some rj such that 
Xj (tj) 2 v/M. (6.32) 
Indeed, assume, by contradiction, that there is j such that x,(t) < q/M for 
all t. Let j= i- 1 and take the mean value in [0, o] of the equation 
x:/~;=A(q~(t)+x~-~[L4,+(1-~)k~]-~(t,x;~)). (6.33) 
Then we get (after a division by E. > 0) 
and a contradiction with (6.31) is achieved. Therefore, the claim is proved. 
From (6.32) we also have 
Ix:(~)/xi(t)l G 2(Q* + Ml, (6.34) 
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where 
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Q* := max lqilx. 
I sism 
Then, using (6.32) and (6.34), an easy computation shows that 
xi(t) b ~1 := (q/M) exp( - 2(Q* + M) a), (6.35) 
for all t E [0, 01. By (6.35), we see that the set G previously defined verifies 
condition (h2) for any p such that 0 < p < pl. 
In order to verify (h3)-(h4), it is suflicient to recall that the assumption 
PE S, implies (by Hofbauer’s theorem) the existence of a compact. set 
Kc S, which is an attractor for the “averaged” system (6.25): 
X:=f# (X)=X!{ (qj) +X,-,k,-Q*(X)}, i= 1, . . . . m. 
Then, if we take the constant p in the definition of G small enough (i.e., 
O<~<~~:=rnin,.;., {xi: x E K} ) and we denote by rc # the dynamical 
system induced by (6.25), we have 
I((n#, G) = x(S,) = 1 
(see [31, Th. 6.11). 
Finally, for 0 < p < min{p,, p2}, all the assumptions of Corollary 1 are 
fulfilled and the proof is complete. 1 
Remark 10. We point out that the result proved in Proposition 2 can 
be obtained neither by means of our theorem in [4], since int C= @, nor 
by Theorems A or B, which require G to be an open subset of R”. 
Moreover, also the results in [32] cannot be used since the set G in our 
proof is not a block for system (6.22); we also remark that the results 
in [ 111 cannot be applied as well, since the phase space C = S, is not a 
differentiable manifold. 
Further examples can be produced for differential systems of 
Lotka-Volterra type. In particular, a natural setting for the existence of 
positive periodic solutions is C := Ry (see [4]). Other examples can be 
found in [3]. 
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