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Abstract
We consider the time dependent Schr¨ odinger equation on a Rie-
mannian manifold A with a potential that localizes a certain class of
states close to a ﬁxed submanifold C, the constraint manifold. When
we scale the potential in the directions normal to C by a parameter
ε  1, the solutions concentrate in an ε-neighborhood of the subman-
ifold. We derive an eﬀective Schr¨ odinger equation on the submanifold
C and show that its solutions, suitably lifted to A, approximate the
solutions of the original equation on A up to errors of order ε3|t| at
time t.
Our result holds in the situation where tangential and normal en-
ergies are of the same order, and where exchange between normal
and tangential energies occurs. In earlier results tangential energies
were assumed to be small compared to normal energies, and rather
restrictive assumptions were needed, to ensure that the separation of
energies is maintained during the time evolution. Most importantly,
we can now allow for constraining potentials that change their shape
along the submanifold, which is the typical situation in applications
like molecular dynamics and quantum waveguides.
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1 Introduction
Although the mathematical structure of the linear Schr¨ odinger equation
i∂tψ = −∆ψ + V ψ =: Hψ , ψ|t=0 ∈ L
2(A,dτ) (1)
is quite simple, in many cases the high dimension of the underlying conﬁgu-
ration space A makes even a numerical solution impossible. Therefore it is
important to identify situations where the dimension can be reduced by ap-
proximating the solutions of the original equation (1) on the high dimensional
conﬁguration space A by solutions of an eﬀective equation
i∂tφ = Heﬀφ, φ|t=0 ∈ L
2(C,dµ) (2)
on a lower dimensional conﬁguration space C.
2The physically most straightforward situation where such a dimensional re-
duction is possible are constrained mechanical systems. In these systems
strong forces eﬀectively constrain the system to remain in the vicinity of a
submanifold C of the conﬁguration space A.
For classical Hamiltonian systems there is a straightforward mathematical
reduction procedure. One just projects the Hamiltonian vector ﬁeld from
the tangent bundle of T ∗A to the tangent bundle of T ∗C and then studies
its dynamics on T ∗C. For quantum systems Dirac [9] proposed to quantize
the restricted classical Hamiltonian system on the submanifold following an
“intrinsic” quantization procedure. However, for curved submanifolds C there
is no unique quantization procedure. One natural guess would be an eﬀective
Hamitlonian Heﬀ in (2) of the form
Heﬀ = −∆C + V |C , (3)
where ∆C is the Laplace-Beltrami operator on C with respect to the induced
metric and V |C is the restriction of the potential V : A → R to C.
However, to justify or invalidate the above procedures from ﬁrst principles,
one needs to model the constraining forces within the dynamics (1) on the full
space A. This is done by adding a localizing part to the potential V . Then
one analyzes the behavior of solutions of (1) in the asymptotic limit where the
constraining forces become very strong and tries to extract a suitable limit-
ing equation on C. This limit of strong conﬁning forces has been studied in
classical mechanics and in quantum mechanics many times in the literature.
The classical case was ﬁrst investigated by Rubin-Ungar [30], who found that
in the limiting dynamics an extra potential appears that accounts for the
energy contained in the normal oscillations. Today there is a wide literature
on the subject. We mention the monograph by Bornemann [2] for a result
based on weak convergence and a survey and the book of Hairer, Lubich and
Wanner [15], Section XIV.3, for an approach based on classical adiabatic
invariants.
For the quantum mechanical case Marcus [21] and later on Jensen and Koppe
[17] pointed out that the limiting dynamics depends, in addition, also on the
embedding of the submanifold C into the ambient space A. In the sequel Da
Costa [6] deduced a geometrical condition (often called the no-twist condi-
tion) ensuring that the eﬀective dynamics does not depend on the localizing
potential. This condition is equivalent to the ﬂatness of the normal bundle
of C. It fails to hold for a generic submanifold of dimension and codimension
both strictly greater than one, which is a typical situation when applying
these ideas to molecular dynamics.
Thus the hope to obtain a generic “intrinsic” eﬀective dynamics as in (3),
i.e. a Hamiltonian that depends only on the intrinsic geometry of C and
3the restriciton of the potential V to C, is unfounded. In both, classical
and quantum mechanics, the limiting dynamics on the constraint manifold
depends, in general, on the detailed nature of the constraining forces, on the
embedding of C into A and on the initial data. In our paper we present and
prove a general result concerning the precise form of the limiting dynamics (2)
on C starting from (1) on the ambient space A with a strongly conﬁning
potential V . However, as we explain next, our result generalizes existing
results in the mathematical and physical literature not only on a technical
level, but improves the range of applicability in a deeper sense.
Da Costa’s statement (like the more reﬁned results by Froese-Herbst [13],
Maraner [19] and Mitchell [23], which we discuss in Subsection 1.2) requires
that the constraining potential is the same at each point on the submanifold.
The reason behind this assumption is that the energy stored in the normal
modes diverges in the limit of strong conﬁnement. As in the classical result by
Rubin and Ungar, variations in the constraining potential lead to exchange of
energy between normal and tangential modes, and thus also the energy in the
tangential direction grows in the limit of strong conﬁnement. However, the
problem can be treated without adiabatic methods only for solutions with
bounded kinetic energies in the tangential directions. Therefore the transfer
of energy between normal and tangential modes was excluded in [6, 19, 13,
23] by the assumption that the conﬁning potential has the same shape in
the normal direction at any point of the submanifold. In many important
applications this assumption is violated, for example for the reaction paths
of molecular reactions. The reaction valleys vary in shape depending on the
conﬁguration of the nuclei. In the same applications also the typical normal
and tangential energies are of the same order.
Therefore the most important new aspect of our result is that we allow for
conﬁning potentials that vary in shape and for solutions with normal and
tangential energies of the same order. As a consequence, our limiting dy-
namics on the constraint manifold has a richer structure than earlier results
and resembles, at leading order, the results from classical mechanics. In
the limit of small tangential energies we recover the limiting dynamics by
Mitchell [23].
The key observation for our analysis is that the problem is an adiabatic limit
and has, at least locally, a structure similar to the Born-Oppenheimer ap-
proximation in molecular dynamics. In particular, we transfer ideas from
adiabatic perturbation theory, which were developed by Nenciu-Martinez-
Sordoni and Panati-Spohn-Teufel in [22, 25, 27, 33, 35], to a non-ﬂat geom-
etry. We note that the adiabatic nature of the problem was observed many
times before in the physics literature, e.g. in the context of adiabatic quan-
tum wave guides [5], but we are not aware of any work considering constraint
4manifolds with general geometries in quantum mechanics from this point of
view. In particular, we believe that our eﬀective equations have not been de-
rived or guessed before and are new not only as a mathematical but also as a
physics result. In the mathematics literature we are aware of two predecessor
works: in [35] the problem was solved for constraint manifolds C which are
d-dimensional subspaces of Rd+k, while Dell’Antonio and Tenuta [8] consid-
ered the leading order behavior of semiclassical Gaussian wave packets for
general geometries.
Another result about submanifolds of arbitrary dimension is due to Wittich
[36], who considers the heat equation on thin tubes of manifolds. Finally,
there are related results in the wide literature on thin tubes of quantum
graphs. A good starting point for it is [14] by Grieser, where mathematical
techniques used in this context are reviewed. Both works and the papers cited
there, properly translated, deal with the case of small tangential energies.
We now give a nontechnical and short sketch of the structure of our result.
The detailed statements from Section 2 require some preparation.
We implement the limit of strong conﬁnement by mapping the problem to
the normal bundle NC of C and then scaling one part of the potential in
the normal direction by ε−1. With decreasing ε the normal derivatives of
the potential and thus the constraining forces increase. In order to obtain a
nontrivial scaling behavior of the equation, the Laplacian is multiplied with
a prefactor ε2. The reasoning behind this scaling, which is the same as in
[13, 23], is explained in Section 1.2. With q denoting coordinates on C and ν
denoting normal coordinates our starting equation on NC has, still somewhat
formally, the form
i∂tψ
ε = −ε
2∆NCψ
ε + V (q,ε
−1ν)ψ
ε + W(q,ν)ψ
ε =: H
εψ
ε (4)
for ψε|t=0 ∈ L2(NC). Here ∆NC is the Laplace-Beltrami operator on NC,
where the metric on NC is obtained by pulling back the metric on a tubular
neighborhood of C in A to a tubular neighborhood of the zero section in
NC and then suitably extending it to all of NC. We study the asymptotic
behavior of (4) as ε goes to zero uniformly for initial data with energies
of order one. This means that initial data are allowed to oscillate on a
scale of order ε not only in the normal direction, but also in the tangential
direction, i.e. that tangential kinetic energies are of the same order as the
normal energies. More precisely, we assume that kε∇hψε
0k2 = hψε
0 | −ε2∆hψε
0i
is of order one, in contrast to the earlier works [13, 23], where it was assumed
to be of order ε2. Here ∇h is a suitable horizontal derivative to be introduced
in Deﬁnition 1.
Our ﬁnal result is basically an eﬀective equation of the form (2). It is pre-
sented in two steps. In Theorem 1 we show that on certain subspaces of
5L2(NC) the unitary group exp(−iHεt) generating solutions of (4) is unitarily
equivalent to an “eﬀective” unitary group exp(−iHε
eﬀt) associated to (2) up
to errors of order ε3|t| uniformly for bounded initial energies. In Theorem 2
we compute the asymptotic expansion of Hε
eﬀ up to terms of order ε2, i.e. we
compute Heﬀ,0, Heﬀ,1 and Heﬀ,2 in Heﬀ = Heﬀ,0 + εHeﬀ,1 + ε2Heﬀ,2 + O(ε3).
The ﬁrst step in our proof is the construction of closed inﬁnite dimensional
subspaces of L2(NC) which are invariant under the dynamics (4) up to small
errors and which can be mapped unitarily to L2(C), where the eﬀective dy-
namics takes place. To construct these “almost invariant subspaces”, we
deﬁne at each point q of C a normal Hamiltonian operator Hf(q) acting on
the ﬁbre NqC. If it has a simple eigenvalue band E(q) depending smoothly
on q and being isolated from the rest of the spectrum for all q, then the cor-
responding eigenspaces deﬁne a smooth line bundle over C. Its L2-sections
deﬁne a closed subspace of L2(NC), which after a modiﬁcation of order ε be-
comes the almost invariant subspace associated to the eigenvalue band E(q).
In the end, to each isolated eigenvalue band E(q) there is an associated line
bundle over C, an associated almost invariant subspace and an associated
eﬀective Hamiltonian Hε
eﬀ.
We now come to the form of the eﬀective Hamiltonian associated to an iso-
lated eigenvalue band E(q). For Heﬀ,0 we obtain, as expected, the Laplace-
Beltrami operator of the submanifold as kinetic energy term and as an ad-
ditional eﬀective potential the eigenvalue band E(q),
Heﬀ,0 = −ε
2∆C + E.
Note that V |C is contained in E. This is the quantum version of the classical
mechanics result of Rubin and Ungar [30]. However, the time scale for which
the solutions of (4) propagate along ﬁnite distances are times t of order ε−1.
On this longer time scale the ﬁrst order correction εHeﬀ,1 to the eﬀective
Hamiltonian has eﬀects of order one and must be included in the eﬀective
dynamics. We don’t give the details of Heﬀ,1 here and just mention that
at next to leading order the kinetic energy term, i.e. the Laplace-Beltrami
operator, must be modiﬁed in two ways. First, the metric on C needs to
be changed by terms of order ε depending on exterior curvature, whenever
the center of mass of the normal eigenfunctions does not lie exactly on the
submanifold C. Furthermore, the connection on the trivial line bundle over C
(where the wave function φ takes its values) must be changed from the trivial
to a generalized Berry connection. This is because the normal eigenfunction
may vary in shape along the submanifold and thus the line bundle associated
to the eigenvalue band E(q) inherits a nontrivial induced connection, the
Berry connection. This was already discussed by Mitchell in the case that
the potential (and thus the eigenfunctions) only twists.
6The second order corrections in Heﬀ,2 are quite numerous. In addition to
terms similar to those at ﬁrst order, we ﬁnd generalizations of the Born-
Huang potential and the oﬀ-band coupling both known from the Born-
Oppenheimer setting, and an extra potential depending on inner and ex-
terior curvature, whose occurence lead to Marcus’ reply to Dirac’s proposal.
Finally when the ambient space is not ﬂat, there is another extra potential
already obtained by Mitchell.
Note that in the earlier works it was assumed that −ε2∆C is of order ε2 and
thus of the same size as the terms in Heﬀ,2. This is why the extra potential
depending on curvature appeared at leading order in these works, while it
appears only in Heﬀ,2 for us. And this is also the reason that assumptions
were necessary, assuring that all other terms appearing in our Heﬀ,0 and Heﬀ,1
are of higher order or trivial, including that E(q) ≡ E is constant.
We end this section with some more technical comments concerning our result
and the diﬃculties encountered in its proof.
In this work we present the result only for simple eigenvalues E(q). With
one caveat, it extends to degenerate eigenvalues in a straightforward way.
Our construction requires the complex line bundle associated with E(q) to
be trivializable. For line bundles, triviality follows from the vanishing of
the ﬁrst Chern class. And for real Hamiltonians like Hε in (4) it turns out
that the complex line bundle associated to E(q) always has vanishing ﬁrst
Chern class. However, for degenerate eigenvalue bands no such argument is
available (except for a compact C with dimC ≤ 3, see Panati [26]) and we
would have to add triviality of the associated bundle to our assumptions.
Moreover, for degenerate bands the statements and proofs would become
even more lengthy, which is why we restricted ourselves to the case of simple
eigenvalue bands E(q). Generalizations to not necessary real Hamiltonians
containing also magnetic ﬁelds are in preparation.
Next let us emphasize that we do not assume the potential to become large
away from the submanifold. That means we achieve the conﬁnement solely
through large potential gradients, not through high potential barriers. This
leads to several additional technical diﬃculties, not encountered in other rig-
orous results on the topic that mostly consider harmonic constraints. One
aspect of this is the fact that the normal Hamiltonian Hf(q) has also con-
tinuous spectrum. While its eigenfunctions deﬁning the adiabatic subspaces
decay exponentially, the superadiabatic subspaces, which are relevant for our
analysis, are slightly tilted spectral subspaces with small components in the
continuous spectral subspace.
Let us ﬁnally mention two technical lemmas, which may both be of indepen-
dent interest. After extending the pull back metric from a tubular neigh-
7borhood of C in A to the whole normal bundle, with this metric NC has
curvature increasing linearly with the distance from C. As a consequence we
have to prove weighted elliptic estimates for a manifold of unbounded curva-
ture (Lemmas 9 & 10). Moreover, since we aim at uniform results we need
to introduce energy cutoﬀs. A result of possibly wider applicability is that
the smoothing by energy cutoﬀs preserves polynomial decay (Lemma 13).
1.1 The model
Let (A,G) be a Riemannian manifold of dimension d+k (d,k ∈ N) with asso-
ciated volume measure dτ. Let furthermore C ⊂ A be a smooth submanifold
without boundary and of dimension d/codimension k, which is equipped
with the induced metric g = G|C and volume measure dµ. We will call A the
ambient manifold and C the constraint manifold.
On C there is a natural decomposition TA|C = TC × NC of A’s tangent
bundle into the tangent and the normal bundle of C. We assume that there
exists a tubular neighbourhood B ⊂ A of C with globally ﬁxed diameter,
that is there is δ > 0 such that normal geodesics γ (i.e. γ(0) ∈ C, ˙ γ(0) ∈ NC)
of length δ do not intersect. We will call a tubular neighbourhood of radius
r an r-tube. Furthermore we assume that
B and C are of bounded geometry (5)
(see the appendix for the deﬁnition) and that the embedding
C ,→ A has globally bounded derivatives of any order, (6)
where boundedness is measured by the metric G! In particular, these as-
sumptions are satisﬁed for A = Rd+k and a smoothly embedded C that is (a
covering of) a compact manifold or asymptotically ﬂatly embedded, which
are the cases arising mostly in the applications we are interested in (molecular
dynamics and quantum waveguides).
Let ∆A be the Laplace-Beltrami operator on A. We want to study the
Schr¨ odinger equation
i∂tψ = −∆Aψ + V
ε
Aψ , ψ|t=0 ∈ L
2(A,dτ), (7)
under the assumption that the potential V ε
A localizes at least a certain class
of states in an ε-tube of C with ε  δ. The localization will be realized
by simply imposing that the potential is squeezed like ε−1 in the directions
normal to the submanifold. We emphasize that we will not assume V ε
A to
become large, which makes the proof of localization more diﬃcult.
8In order to actually implement the scaling in the normal direction, we will
now construct a related problem on the normal bundle of C by mapping NC
diﬀeomorphically to the tubular neighbourhood B of C in a speciﬁc way and
then choosing a suitable metric g on NC (considered as a manifold). On
the normal bundle the scaling of the potential in the normal directions is
straightforward. The theorem we prove for the normal bundle will later be
translated back to the original setting. On a ﬁrst reading it may be convenient
to skip the technical construction of g and of the horizontal and vertical
derivatives ∇h and ∇v and to immediately jump to the end of Deﬁniton 1.
The mapping to the normal bundle is done in the following way. There is a
natural diﬀeomorphism from the δ-tube B to the δ-neighbourhood Bδ of the
zero section of the normal bundle NC. This diﬀeomorphism corresponds to
choosing coordinates on B that are geodesic in the directions normal to C.
These coordinates are often called (generalized) Fermi coordinates. They
will be examined in detail in Section 4.2. In the following we will always
identify C with the zero section of the normal bundle. Next we choose any
diﬀeomorphism ˜ Φ ∈ C∞ 
R,(−δ,δ)

which is the identity on (−δ/2,δ/2) and
satisﬁes
∀ j ∈ N ∃ Cj < ∞ ∀ r ∈ R : |˜ Φ
(j)(r)| ≤ Cj (1 + r
2)
−(j+1)/2, (8)
(see Figure 1). Then a diﬀeomorphism Φ ∈ C∞(NC,Bδ) is obtained by
ﬁrst applying ˜ Φ to the radial coordinate on each ﬁbre NqC (which are all
isomorphic to Rk) and then using Fermi coordinate charts.
Φ(r)
r
~
/2 δ
−
−
δ
1/r
1/r ~
~
/2 δ
δ
Figure 1: ˜ Φ converges to ±δ like 1/r.
The important step now is to choose a suitable metric and corresponding
measure on NC. On the one hand we want it to be the pullback of G
on Bδ/4. On the other hand, we require that the distance to C asymptotically
behaves like the radius in each ﬁbre and that the associated volume measure
on NC\Bδ/2 is dµ⊗dν, where dν is the Lebesgue measure on the ﬁbers of NC
and dµ⊗dν is the product measure (the Lebesgue measure and the product
measure are deﬁned after locally choosing an orthonormal trivializing frame
9of NC; they do not depend on the choice of the trivialization because the
Lebesgue measure is isotropic). The latter two requirements will help to
obtain the decay that is needed to translate the result back to A.
A metric satisfying the two latter properties globally is the so-called Sasaki
metric which is deﬁned in the following way (see e.g. [1]): The Levi Civita
connection on A induces a connection ∇ on TC, which is the Levi-Civita
connection on (C,g), and a connection ∇⊥ on NC which is called the normal
connection (see the appendix). Let π : NC → C be the bundle projection
and K : TNC → NC be the connection map induced by the normal connec-
tion ∇⊥. The Sasaki metric is then given by
g
S
(q,ν)(v,w) := gq(Dπ v,Dπ w) + G(q,0)(Kv,Kw). (9)
It was studied by Wittich in [36] in a similar context. Due to the sum
structure, the completeness of (NC,gS) follows from the completeness of the
ﬁbers and the completeness of C. The latter holds, because C is of bounded
geometry. In spite of this (NC,gS) is in general not of bounded geometry,
however, (Bδ,gS) is. Both can be seen directly from the formulas for the
curvature in [1]. Now we simply fade the pullback metric into the Sasaki
metric by deﬁning
g(q,ν)(v,w) := Θ(|ν|)GΦ(q,ν)(DΦv,DΦw) +
 
1 − Θ(|ν|)

g
S
(q,ν)(v,w) (10)
with |ν| :=
p
GΦ(q,0)(DΦν,DΦν) and a cutoﬀ function Θ ∈ C∞([0,∞),[0,1])
satisfying Θ ≡ 1 on [0,δ/4] and Θ ≡ 0 on [δ/2,∞). Then we have
|ν| =
q
g(q,0)(ν,ν). (11)
The Levi-Civita connection on (NC,g) will be denoted by ∇ and the volume
measure associated to g by dµ. We note that C is still isometrically imbedded
and that (NC,g) is complete due to the bounded geometry of (Bδ,G) and
the completeness of (NC,gS). Furthermore g induces the same connections
∇ and ∇⊥ on TC and NC as G.
The volume measure associated to gS is indeed dµ ⊗ dν and its density with
respect to the measure associated to G equals 1 on C (see Section 6.1 of [36]).
Together with the bounded geometry of (Bδ,G) and of (Bδ,gS) we obtain that
dµ
dµ ⊗ dν
  
(NC\Bδ/2)∪C
≡ 1,
dµ
dµ ⊗ dν
∈ C
∞
b (NC),
dµ
dµ ⊗ dν
≥ c > 0, (12)
where C∞
b (NC) is the space of smooth functions on NC with all its derivatives
globally bounded with respect to g.
Since we will think of the functions on NC as mappings from C to the func-
tions on the ﬁbers, the following derivative operators will play a crucial role.
10Deﬁnition 1 Denote by Γ(E) the set of all smooth sections of a bundle E
and by Γb(E) the ones with globally bounded derivatives up to any order.
i) Fix q ∈ C. The ﬁber (NqC,g(q,0)) is isometric to the euclidean Rk. There-
fore there is a canonical identiﬁcation ι of normal vectors at q ∈ C with
tangent vectors at (q,ν) ∈ NqC. The vertical derivative ∇vϕ at (q,ν) is the
pullback via ι of the exterior derivative of ϕ’s restriction to NqC, i.e.
∇
v
ζϕ(q,ν) =
 
dϕ(q,ν)

(ι(ζ))
for ζ ∈ Γ(NC). The Laplacian associated to −
R
NqC g(q,0)(∇vϕ,∇vϕ)dν is
denoted by ∆v and the set of bounded functions with bounded derivatives of
arbitrary order by C∞
b (NqC).
ii) Let E := {(q,ϕ)|q ∈ C, ϕ ∈ C∞
b (NqC)} be the bundle over C which is
obtained by replacing the ﬁbers NqC of the normal bundle with C∞
b (NqC) and
canonically lifting the bundle structure of NC. Let ϕ : C → E be a section,
i.e. ϕq ∈ C∞
b (NqC). The horizontal connection ∇h : Γ(TC) × Γ(E) → Γ(E)
on E is deﬁned by
∇
h
τϕq(ν) :=
d
ds

 
s=0
ϕ(w(s),v(s)), (13)
where τ ∈ Γ(TC) and (w,v) ∈ C1([−1,1],NC) with
w(0) = q, ˙ w(0) = τ(q), & v(0) = ν, ∇
⊥
˙ wv = 0.
Furthermore ∆h is the Bochner Laplacian associated to ∇h:
Z
NC
ψ
∗ ∆hψ dµ ⊗ dν = −
Z
NC
g(∇
hψ
∗,∇
hψ)dµ ⊗ dν,
where we have used the same letter g for the canonical shift of g to the
cotangent bundle. Higher order horizontal derivatives are inductively deﬁned
by
∇
h
τ1,...,τmϕ := ∇
h
τ1∇
h
τ2,...,τmϕ −
m X
j=2
∇
h
τ2,...,∇τ1τj,...,τmϕ
for arbitrary τ1,...,τm ∈ Γ(TC). The set of bounded sections ϕ of E such
that ∇h
τ1,...,τmϕ is also a bounded section for all τ1,...,τm ∈ Γb(TC) is denoted
by Cm
b (C,C∞
b (NqC)).
In the sequel we consider the complex Hilbert space H := L2 
(NC,g),dµ

.
We emphasize that elements of H take values in the trivial complex line
bundle over NC. This will be the case for all functions throughout this paper
11and we will omit this in the deﬁnition of Hilbert spaces. However, there will
come up non-trivial connections on such line bundles! In addition, we notice
that the Riemannian metrics on NC and C have canonical continuations on
the associated trivial complex line bundles.
The scalar product of a Hilbert space H will be denoted by h.|.iH and the
induced norm by k.kH. The upper index ∗ will be used for both the adjoint
of an operator and the conjugation of a function.
Instead of (7) we now consider a Schr¨ odinger equation on the normal bundle
thought of as a Riemannian manifold (NC,g). Here we can immediately
implement the idea of squeezing the potential in the normal directions: Let
V
ε(q,ν) = Vc(q,ε
−1ν) + W(q,ν)
for ﬁxed real-valued potentials Vc,W ∈ C∞
b (C,C∞
b (NqC)). Here we have split
up any Q ∈ NC as (q,ν) where q ∈ C is the base point and ν is a vector in
the ﬁber NqC at q. We allow for an “external potential” W which does not
contribute to the conﬁnement and is not scaled. Then ε  1 corresponds to
the regime of strong conﬁning forces. The setting is sketched in Figure 2.
V C
ε O( )
O(1)
ε
ε V
ν
q
Q
(NC, g)
Figure 2: The width of Vε is ε but it varies on a scale of order one along C.
We will investigate the Schr¨ odinger equation
i∂tψ = H
εψ := −ε
2∆NCψ + V
εψ , ψ|t=0 = ψ
ε
0 ∈ H, (14)
where ∆NC is the Laplace operator on (NC,g), i.e. the operator associated to
−
R
NC g(dψ,dψ)dµ. To ensure proper scaling behavior, we need to multiply
the Laplacian in (14) by ε2. The physical meaning of this is explained at
the end of the next subsection. Here we only emphasize that an analogous
scaling was used implicitly or explicitly in all other previous works on the
problem of constraints in quantum mechanics. The crucial diﬀerence in our
work is, as explained before, that we allow ε-dependent initial data ψε
0 with
tangential kinetic energy hψε
0| − ε2∆hψε
0i of order one instead of order ε2.
12The operator Hε will be called the Hamiltonian. We note that Hε is real,
i.e. it maps real-valued functions to real-valued functions. Furthermore it is
bounded from below because we assumed Vc and W to be bounded. In [32] Hε
is shown to be selfadjoint on the Sobolev space H2(M) (deﬁned by patching
together local Sobolev spaces) for any complete Riemannian manifold M,
thus in particular for (NC,g).
We only need one additional assumption on the potential, that ensures lo-
calization in normal direction. Before we state it, we clarify the structure of
adiabatic separation:
After a unitary transformation Hε can at leading order be split up into
an operator which acts on the ﬁbers only and a horizontal operator. That
unitary transformation Mρ is given by multiplication with the square root
of the relative density ρ :=
dµ
dµ⊗dν of our starting measure and the product
measure on NC that was introduced above. We recall from (12) that this
density is bounded and strictly positive. After the transformation it is helpful
to rescale the normal directions.
Deﬁnition 2 Set H := L2(NC,dµ ⊗ dν) and ρ :=
dµ
dµ⊗dν.
i) The unitary transform Mρ is deﬁned by Mρ : H → H, ψ 7→ ρ
1
2ψ.
ii) The dilation operator Dε is deﬁned by (Dεψ)(q,ν) := ε−k/2 ψ(q,ν/ε).
iii) The dilated Hamiltonian Hε and potential Vε are deﬁned by
Hε := D
∗
εM
∗
ρH
εMρDε, Vε := D
∗
εM
∗
ρV
εMρDε = Vc + D
∗
εWDε .
The index ε will consistently be placed down to denote dilated objects, while
it will placed up to denote objects in the original scale.
The leading order of Hε will turn out to be the sum of −∆v+Vc(q,·)+W(q,0)
and −ε2∆h (for details on Mρ and the expansion of Hε see Lemmas 1 & 4
below). When −ε2∆h acts on functions that are constant on each ﬁbre, it
is simply the Laplace-Beltrami operator on C carrying an ε2. Hereby the
analogy with the Born-Oppenheimer setting is revealed where the kinetic
energy of the nuclei carries the small parameter given by the ratio of the
electron mass and the nucleon mass (see for example [27]).
We need that the family of q-dependent operators −∆v + Vc(q,·) + W(q,0)
has a family of exponentially decaying bound states in order to construct
a class of states that are localized close to the constraint manifold. The
following deﬁnition makes this precise. We note that the conditions are
simpler to verify than one might have thought in the manifold setting, since
the space and the operators involved are euclidean!
13Deﬁnition 3 Let Hf(q) := L2(NqC,dν) and V0(q,ν) := Vc(q,ν) + W(q,0).
The selfadjoint operator (Hf(q),H2(NqC,dν)) with
Hf(q) := −∆v + V0(q,.) (15)
is called the ﬁber Hamiltonian. Its spectrum is denoted by σ
 
Hf(q)

.
i) A function E0 : C → C is called an energy band, if E0(q) ∈ σ
 
Hf(q)

for
all q ∈ C. E0 is called simple, if E0(q) is a simple eigenvalue for all q ∈ C.
ii) An energy band E0 : C → C is called separated, if there are a constant
cgap > 0 and two bounded continuous functions f± : C → R deﬁning an
interval I(q) := [f−(q),f+(q)] such that
E0(q) ⊂ I(q), inf
q∈C
dist
 
σ
 
Hf(q)

\ E0(q),I(q)

= cgap. (16)
iii) A separated energy band E0 is called a constraint energy band, if there
is Λ0 > 0 such that the family of spectral projections P0 : C → L
 
Hf(q)

corresponding to E0 satisﬁes
supq∈C keΛ0hνiP0(q)eΛ0hνikL(Hf(q)) < ∞,
where hνi :=
p
1 + |ν|2 =
q
1 + g(q,0)(ν,ν).
We emphasize that condition ii) is known to imply condition iii) in lots of
cases, for example for eigenvalues below the continuous spectrum (see [16]
for a review of known results). Besides, condition ii) is a uniform but local
condition (see Figure 3).
σ
q
(H ) f
E (q) 0
Figure 3: E0(q) has to be separated by a local gap that is uniform in q.
A family of spectral projections P0 : C → L
 
Hf(q)

of rank one corresponds
to a line bundle over C. If this bundle has a global section ϕ0 : C → Hf(q)
14of normalized eigenfunctions, (P0ψ)(q) = hϕ0|ψiHf(q)(q)ϕ0(q) for all q ∈ C.
Furthermore ϕ0 can be used to deﬁne a unitary mapping U0 between the
corresponding subspace P0H and L2(C,dµ) by
(U0 ψ)(q) := hϕ0|ψiHf(q).
So any ψ ∈ P0H has the product structure ψ = (U0ψ)ϕ0. Since V0 and there-
fore ϕ0 depends on q, such a product will in general not be invariant under
the time evolution. However, it will turn out to be at least approximately
invariant. For short times this follows from the fact that the commutator
[Hε,P0] = [−ε2∆h,P0] + O(ε) is of order ε. For long times this is a conse-
quence of adiabatic decoupling.
On the macroscopic scale the corresponding eigenfunction Dεϕ0 is more and
more localized close to the submanifold: most of its mass is contained in the
ε-tube around C and it decays like eΛ0|ζ|/ε. This is visualized in Figure 4.
V
0 0 O(1)
ν
0 0
0 φ (q)|
V
O(  ) ε
0(q) φ
ν
D*
ε | | |
ν (q,  ) ν (q,  /  ) ε
Figure 4: On the macroscopic level ϕ0 is localized on a scale of oder ε.
Our goal is to obtain an eﬀective equation of motion on the submanifold for
states that are localized close to the submanifold in that sense. More pre-
cisely, for each subspace P0H corresponding to a constraint energy band E0
we will derive an eﬀective equation using the map U0. However, in order to
control errors with higher accuracy we will have to add corrections of order ε
to P0H and U0.
1.2 Comparison with existing results
Since similar settings have been considered several times in the past, we want
to point out the similarities and the diﬀerences with respect to our result.
We mostly focus on the papers by Mitchell [23] and Froese-Herbst [13], since
[23] is the most general one on a theoretical physics level and [13] is the
15only mathematical paper concerned with deriving eﬀective dynamics on the
constraint manifold. Both works deal with a Hamiltonian that is of the form
˜ H
ε = −∆NC + ε
−2V
ε
c + W . (17)
The conﬁning potential V ε
c is chosen to be the same everywhere on C up to
rotations, i.e. in any local bundle chart (q,ν) there exists a smooth family of
rotations R(q) ∈ SO(k) such that
V
ε
c (q,ν) = Vc(q,ε
−1ν) = Vc(q0,ε
−1R(q)ν)
for some ﬁxed point q0 on C. As a consequence, the eigenvalues of the result-
ing ﬁber Hamiltonian Hf(q) = −∆v + Vc(q,·) are constant, E(q) ≡ E. As
our Theorems 1 and 2, the ﬁnal result in [23] and somewhat disguised also
in [13] is about eﬀective Hamiltonians acting on L2(C) which approximate
the full dynamics on corresponding subspaces of L2(NC). In the following we
explain how the results in [13, 23] about (17) are related to our results on the
seemingly diﬀerent problem (14). It turns out that they indeed follow from
our general results under the special assumptions on the conﬁning potential
and in a low energy limit.
To see this and to better understand the meaning of the scaling, note that
when we multiply ˜ Hε by ε2, the resulting Hamiltonian
ε
2 ˜ H
ε = −ε
2∆NC + V
ε
c + ε
2W ,
is the same as Hε in (14), however, with very restrictive assumptions on the
conﬁning part Vc and with a non-conﬁning part of order ε2. As one also has
to multiply the left hand side of the Schr¨ odinger equation (14) by ε2, this
should be interpreted in the following way. Results valid for times of order
one for the group generated by ˜ Hε would be valid for times of order ε−2 for
the group generated by ε2 ˜ Hε. On this time scale our result still yields an
approximation with small errors (of order ε). Thus the results in [13, 23] are
valid on the same physical time scale as ours.
We look at (14) for initial data with horizontal kinetic energies hψε
0|−ε2∆hψε
0i
of order one. This corresponds to horizontal kinetic energies hψε
0|−∆hψε
0i of
order ε−2 in (17), i.e. to the situation where potential and kinetic energies
are of the same order. However, in [13, 19, 23] it is assumed that horizontal
kinetic energies are of order one, i.e. smaller by a factor ε2 than the potential
energies. And to ensure that the horizontal kinetic energies remain bounded
during the time evolution, the huge eﬀective potential ε−2E(q) given by the
normal eigenvalue must be constant. This is achieved in [13, 19, 23] by
assuming that, up to rotations, the conﬁning potential is the same everywhere
on C.
16Technically, the assumption that (in our units) hψε
0|−ε2∆hψε
0i is of order ε2
simpliﬁes the analysis signiﬁcantly. This is because the ﬁrst step in proving
eﬀective dynamics for states in a subspace P0H for times of order ε−2 is to
prove that it is approximately invariant under the time evolution for such
times. Now the above assumption implies that the commutator [Hε,P0] is
of order ε2, and, as a direct consequence, that the subspace P0H is approxi-
mately invariant up to times of order ε−1,
 
e
−iHεt,P0
  = O(ε
2|t|).
To get approximate invariance for times of order ε−2 one still needs an ad-
ditional adiabatic argument, which is missing in [23]. Still, the result in
[23] is correct for the same reason that the textbook derivation of the Born-
Oppenheimer approximation is incomplete but yields the correct result in-
cluding the ﬁrst order Berry connection term. In [13] it is observed that one
either has to assume spherical symmetry of the conﬁning potential, which
implies that [Hε,P0] is of order ε3, or that one has to do an additional av-
eraging argument in order to determine an eﬀective Hamiltonian valid for
times of order ε−2. For our case of large kinetic energies the simple argument
just gives  
e
−iHεt,P0
  = O(ε|t|).
Therefore we need to replace the adiabatic subspaces P0H by so called super-
adiabatic subspaces P εH in order to pass to the relevant time scale.
We end the introduction with a short discussion on the physical meaning of
the scaling. While it is natural to model strong conﬁning forces by dilating
the conﬁning potential in the normal direction, the question remains, why in
(17) there appears the factor ε−2 in front of the conﬁning potential, or, in our
units, why there appears the factor ε2 in front of the Laplacian in (14). The
short answer is that without this factor no solutions of the corresponding
Schr¨ odinger equation would exist that remain ε-close to C. Any solution
initially localized in a ε-tube around C would immediately spread out because
its normal kinetic energy would be of order ε−2, allowing it to overcome
any conﬁning potential of order one. Thus by the prefactor ε−2 in (17) the
conﬁning potential is scaled to the level of normal kinetic energies for ε-
localized solutions, while in (14) we instead bring down the normal kinetic
energy of ε-localized solutions to the level of the ﬁnite potential energies.
The longer answer forces us to look at the physical situation for which we
want to derive asymptotically correct eﬀective equations. The prime exam-
ples where our results are relevant are molecular dynamics, which was the
motivation for [19, 20, 23], and nanotubes and -ﬁlms (see e.g. [5]). In both
cases one is not interested in the situation of inﬁnite conﬁning forces and
17perfect constraints. One rather has a regime where the conﬁning potential is
given and ﬁxed by the physics, but where the variation of all other potentials
and of the geometry is small on the scale deﬁned by the conﬁning potential.
This is exactly the regime described by the asymptotics ε  1 in (14).
2 Main results
2.1 Eﬀective dynamics on the constraint manifold
Since the potential Vc is varying along the submanifold, the normal and
the tangential dynamics do not decouple completely at leading order and,
as explained above, the product structure of states in P0H is not invariant
under the time evolution. In order to get a higher order approximation valid
also for times of order ε−2, we need to work on so-called superadiabatic
subspaces PεH . These are close to the adiabatic subspaces P0H in the sense
that the corresponding projections Pε have an expansion in ε starting with
the projection P0.
Furthermore when there is a global orthonormal frame of the eigenspace
bundle deﬁned by P0(q), the dynamics inside the superadiabatic subspaces
can be mapped unitarily to dynamics on a space over the submanifold only.
We restrict ourselves here to a simple energy band, i.e. with one-dimensional
eigenspaces. This circumvents an eventual topological non-triviality:
Remark 1 If E0 : C → R is a simple constraint energy band (as deﬁned in
Deﬁnition 3), then the corresponding eigenspace bundle has a smooth global
section ϕ0 : C → Hf(q) of normalized eigenfunctions. Furthermore the oper-
ator U0 : H → L2(C,dµ) deﬁned by (U0ψ)(q) := hϕ0|ψi(q) satisﬁes
U
∗
0U0 = P0 & U0U
∗
0 = 1,
where U∗
0 is given by U∗
0ψ = ϕ0ψ for all ψ ∈ L2(C,dµ).
To see this we notice that the eigenfunctions of Hf(q) can be chosen real-
valued because Hf(q) is a real operator for all q ∈ C. So we deal with a
bundle that is the complexiﬁcation of a real bundle. The ﬁrst integer Chern
class of a complexiﬁed bundle always vanishes (see e.g. [3]). For a line bundle
this already means that the bundle is trivializable due to a classical result (see
e.g. 2.1.3. in [4]). That is why we can choose a global normalized section ϕ0.
We mention that Panati [26] showed that for a compact C with d ≤ 3 the
triviality also follows from the vanishing of the ﬁrst integer Chern class.
18Of course we could also simply assume the existence of a trivializing frame.
However, we do not want to overburden the result about the eﬀective Hamil-
tonian (Theorem 2). Generalizations to the case of non-trivializable bundles
are the subject of present work.
Theorem 1 Fix E < ∞. Let Vc,W ∈ C∞
b (C,C∞
b (NqC)) and E0 be a simple
constraint energy band.
Then there are C < ∞ and ε0 > 0 such that for all ε < ε0 there are
• a closed subspace PεH ⊂ H with orthogonal projection Pε,
• a Riemannian metric gε
eﬀ on C with associated measure dµε
eﬀ,
• a unitary mapping Uε : PεH → L2(C,dµε
eﬀ),
• and a self-adjoint operator Hε
eﬀ on L2(C,dµε
eﬀ)
which satisfy

 
e
−iHεt − U
ε∗e
−iHε
eﬀtU
ε
P
εχ(H
ε)
 
L(H) < C ε
3 |t| (18)
for all t ∈ R and each characteristic function χ with suppχ ⊂ (−∞,E].
Here χ(Hε) is deﬁned via the spectral theorem. Furthermore
  
e
−iHεt − U
ε∗
0 e
−iHε
eﬀtU
ε
0

P
ε
0χ(H
ε)
 
L(H) < C ε(ε
2|t| + 1), (19)
where Uε
0 := U0D∗
ε and Pε
0 := DεP0D∗
ε.
The proof of this result can be found in Section 3.1. The result (18) means
that, after cutting oﬀ large energies, the superadiabatic subspace PεH is in-
variant up to errors of order ε3|t| and that on this subspace the unitary group
e−iHεt on L2(NC) is unitarily equivalent to the eﬀective unitary group e−iHε
eﬀt
on L2(C) with the same error. In particular, there is adiabatic decoupling of
the horinzontal and vertical dynamics. We note that the energy cutoﬀ χ(Hε)
is necessary in order to obtain a uniform error estimate, since the adiabatic
decoupling breaks down for large energies because of the quadratic disper-
sion relation. It should be also pointed out here that, while Pεχ(Hε) is not a
projection, kPεχ(Hε)ψk ≥ (1 − cε)kψk for a c < ∞ independent of ε on the
relevant subspace U∗˜ χ(Hε
eﬀ)L2(C,dµε
eﬀ) for ˜ χ with slightly smaller support
than χ (follows from Lemma 6 below).
The result (19) follows from (18) by replacing Pε and Uε by their leading
order expressions Pε
0 and Uε
0, which adds a time independent error of order ε.
While somewhat weaker, the result (19) is much better suited for applica-
tions, since Pε
0 and Uε
0 are explicitly given in terms of the eigenfunction ϕ0
19and depend on ε only through the scaling by Dε. Moreover, as we will see in
Theorem 2, an asymptotic expansion of Hε
eﬀ including all relevant terms can
be computed explicitly as well.
Before we come to the eﬀective Hamiltonian, we note that the above result
about eﬀective dynamics for NC will imply an analogous result on A.
Deﬁnition 4 Set Aψ :=
  dµ
Φ∗dτ
1/2 (ψ ◦ Φ) with Φ : NC → Bδ as constructed
in Section 1.1 and Φ∗dτ the pullback of dτ via Φ. This deﬁnes an operator
A ∈ L
 
L2(A,dτ),H

with AA∗ = 1.
The stated properties of A are easily veriﬁed by using the substitution rule.
Corollary 1 Fix δ > 0 and E < ∞. Let Hε
A := −ε2∆A + V ε
A be self-adjoint
on L2(A,dτ). Assume that V ε := AV ε
AA∗ satisﬁes the assumptions from
Theorem 1. Then there are C < ∞ and ε0 > 0 such that for all ε ≤ ε0,t ∈ R
  
e
−iHε
At − A
∗ U
ε∗e
−iHε
eﬀtU
εA

A
∗ P
εχ(H
ε)A
 
L(L2(A,dτ)) < C ε
3 |t|
for each characteristic function χ with suppχ ⊂ (−∞,E].
The proof of this result can be found in Section 3.2. Of course, the choice of
our metric (10) changes the metric in a singular way because it blows up a
region of ﬁnite volume to an inﬁnite one. However, it will turn out that the
image of Pε consists of functions that decay faster than any negative power
of |ζ|/ε away from the zero section of the normal bundle. Therefore leaving
the metric invariant on Bδ/2 is suﬃcient; due to the fast decay the error in
the blown up region will be smaller than any power of ε for ε  δ.
We note that the assumptions made about V ε in Theorem 1 translate into
local assumptions about V ε
A, i.e. they only have to be valid on a tubular
neighborhood of C with diameter of order δ. Furthermore V ε := AV ε
AA∗
is convergent for |ν| → ∞. Therefore Hf(q) has eigenvalues only below
the continuous spectrum. Then a separated energy band is automatically a
constraint energy band as was explained in the sequel to Deﬁnition 3.
2.2 The eﬀective Hamiltonian
We write down the eﬀective Hamiltonian only for states with high energies
cut oﬀ. Then Heﬀ does not depend on any cutoﬀ, which is a non-trivial fact,
since we will need cutoﬀs to construct it!
20Theorem 2 Let ˜ ψ,φ ∈ H. In addition to the assumptions of Theorem 1 let
ϕ0 ∈ C∞
b
 
C,Hf(q)

be a global family of eigenfunctions corresponding to E0
and ˜ χ ∈ C∞
0 (R) with ˜ χ|[inf σ(Hε),E] ≡ 1 and supp ˜ χ ⊂ (−∞,E + 1).
For ψ := U ˜ χ(Hε)U∗χ(Hε
eﬀ) ˜ ψ the eﬀective Hamiltonian Hε
eﬀ from Theorem 1
is given, modulo terms of order ε3kφkkψk, by
hφ|H
ε
eﬀ ψ iL2(C,dµε
eﬀ)
=
Z
C

g
ε
eﬀ
 
(p
ε
eﬀφ)
∗,p
ε
eﬀψ

+ φ
∗ 
E0 + εhϕ0|∇
v
· Wϕ0iHf + ε
2 W
(2)
ψ
−ε
2 M
 
Ψ
∗(ε∇p
ε
eﬀφ,p
ε
eﬀφ,φ),Ψ(ε∇p
ε
eﬀψ,p
ε
eﬀψ,ψ)

dµ
ε
eﬀ,
where for τ1,τ2 ∈ Γ(T ∗C)
g
ε
eﬀ(τ1,τ2) = g(τ1,τ2) + ε hϕ0 |2II(.)(τ1,τ2)ϕ0 iHf
+ ε
2
D
ϕ0

 3g
 
W(.)τ1,W(.)τ2

ϕ0 + R
 
τ1, .,τ2, .

ϕ0
E
Hf
,
p
ε
eﬀψ = −iεdψ −

εihϕ0|∇
hϕ0iHf + ε
2 i
Z
NqC
2
3 ϕ
∗
0 R
 
∇
vϕ0,ν

ν dν
− ε
2 i
D
ϕ0
 
2
 
W(.) − hϕ0 |W(.)ϕ0 iHf

∇
hϕ0
E
Hf

ψ,
with W the Weingarten mapping, II the second fundamental form, R the
curvature mapping, R the Riemann tensor, and T
(∗)
q C and N
(∗)
q C canonically
included into T
(∗)
(q,0)NC. The arguments (.) are integrated over the ﬁbers.
Furthermore W (2) = hϕ0|1
2∇v
·,·Wϕ0iHf + VBH + Vgeom + Vamb and
VBH =
Z
NqC
g
ε
eﬀ(∇
hϕ
∗
0 , (1 − P0)∇
hϕ0)dν,
Vgeom = − 1
4 g(η,η) + 1
2 κ − 1
6
 
κ + trC Ric + trC R

,
Vamb =
Z
NqC
1
3 R
 
∇
vϕ
∗
0,ν,∇
vϕ0,ν

dν,
M(Φ,Ψ) =
Z
NqC
Φ(1 − P0)
 
Hf − E0
−1(1 − P0)Ψdν,
Ψ(A,p,φ) = −ϕ0 trC
 
W(ν)A

− 2g
ε
eﬀ
 
∇
hϕ
∗
0,p

+ ϕ0V1φ
with η the mean curvature vector, κ,κ the scalar curvatures of C and A, and
trC Ric,trC R the partial traces with respect to C of the Ricci and the Riemann
tensor of A (see the appendix for deﬁnitions of all the geometric objects).
This result will be derived in Section 3.3. Some explanations of the numerous
corrections and its consequences are in order.
21Remark 2 i) If C is compact or contractible or if E0 is the ground state
energy of Hf, V0 ∈ C∞
b
 
C,C∞
b (NqC)

implies the extra assumption that
ϕ0 ∈ C∞
b (C,Hf) (see Lemma 12 in Section 4.3). We do not know if
this implication holds true in general.
ii) The eﬀective momentum pε
eﬀ induces a Berry connection (see Proposi-
ton 1 below). The ﬁrst order correction in pε
eﬀ is the natural geometric
generalization of the Berry term appearing in the Born-Oppenheimer
setting (see [35]). The origin of the modiﬁcation is the possible non-
ﬂatness of the normal bundle. When the constraining potential is not
allowed to vary in shape but only to twist, the ﬁrst-order correction
reduces to the Berry term discussed by Mitchell in [23].
iii) The correction of the metric tensor by exterior curvature is a feature not
realized before because tangential kinetic energies were taken to be small
as a whole. Its origin is that the dynamics does not take place exactly on
the submanifold. Therefore the mass distribution of the wavefunction
in normal direction has to be accounted for when measuring distances.
iv) The oﬀ-band coupling M and VBH, an analogue of the so-called Born-
Huang potential, also appear when adiabatic perturbation theory is ap-
plied to the Born-Oppenheimer setting. However, they are modiﬁed
here if the curvature of the normal bundle does not vanish. Further-
more M contains a new fourth order diﬀerential operator which comes
from the exterior curvature. Both M and VBH can easily be checked to
be gauge-invariant, i.e. not depending on ϕ0 but only on P0.
v) The existence of the geometric extra potential Vgeom has been stressed in
the literature, in particular in the context of curvature-induced bound
states (reviewed by Duclos and Exner in [11]). In our setting there are
lots of situations when it is of minor importance because of the ﬁrst
order corrections. The potential Vamb was also found in [23].
We end this subsection with a closer look at the induced Berry connection.
Proposition 1 ∇eﬀ
τ ψ := (ipε
eﬀψ)(τ) is a metric connection on the trivial
complex line bundle over C where ψ takes its values. Its curvature mapping
is given by
R
∇eﬀ
(τ1,τ2) := ∇
eﬀ
τ1 ∇
eﬀ
τ2 − ∇
eﬀ
τ2 ∇
eﬀ
τ1 − ∇
eﬀ
[τ1,τ2]
= ε
2
Z
NqC
g
 
ϕ
∗
0 ν,R
⊥(τ1,τ2)∇
vϕ0

dν + O(ε
3),
where R⊥ is the normal curvature mapping (deﬁned in the appendix).
22The proof is provided in Subsection 3.4. Although we consider a varying ϕ0,
we obtain here the same expression for the curvature as Mitchell in [23]. The
reason for this will turn out to be that ϕ0 can be chosen to be real locally
because Hf is real. In [23] the above expression is shown to vanish at all
q ∈ C where ϕ0(q) has at least k − 1 distinct orthogonal axes of reﬂection
symmetries. In [20] Maraner identiﬁes it as the origin of roto-vibrational
couplings in a simple molecular model.
3 Proof of the main results
In the following D(A) denotes the domain of an operator A. For convenience
we set D(H0) := H. We recall that we have set hνi :=
p
1 + |ν|2. A = hνil
is meant to be the multiplication with hνil. We write a . b if a is bounded
by b times a constant independent of ε, and a = O(εl) if kak . εl. Finally
we say that A is operator-bounded by B, A ≺ B, if D(B) ⊂ D(A) and
kAψk . kBψk + kψk for all ψ ∈ D(B).
3.1 Proof of adiabatic decoupling
As explained in the introduction the ﬁrst step in proving adiabatic decoupling
is the unitary transformation of Hε by multiplication with the square root
of the relative density ρ :=
dµ
dµ⊗dν of the volume measure associated to g and
the product measure on NC. The abstract statement reads as follows:
Lemma 1 Let (M,g) be a Riemannian manifold. Let dσ1,dσ2 be two mea-
sures on M with smooth and positive relative density ρ :=
dσ1
dσ2. Deﬁne
Mρ : L
2(M,dσ1) → L
2(M,dσ2), ψ 7→ ρ
1
2ψ.
Then Mρ is unitary and it holds
Mρ(−∆dσ1)M
∗
ρψ = −∆dσ2ψ −

1
4g
 
d(lnρ),d(lnρ)

− 1
2∆dτ(lnρ)

ψ
=: −∆dσ2ψ + Vρψ,
where ∆dσi := divdσi gradψ and divdσi is the adjoint of grad on L2(M,dσi).
The proof is a simple calculation which can be found in the sequel to the
proof of Theorem 1. We recall from (12) that ρ =
dµ
dµ⊗dν is in C∞
b (NC) and
strictly positive independently of ε. Therefore Vρ is in C∞
b (NC) for our choice
of ρ. Since ρ is equal to 1 outside of Bδ/2, Vρ is even in C∞
b (C,C∞
b (NqC)).
23The heart of Theorem 1 is the existence of a subspace PεH ⊂ H that can
be mapped unitarily to L2(C,dµ) and is approximately invariant under the
time evolution:
Lemma 2 Under the assumptions of Theorem 1 there is ε0 > 0 such that for
all ε < ε0 there is a closed subspace PεH ⊂ H with corresponding orthogonal
projection Pε ∈ L(H) such that for each m ∈ N0 and χ ∈ C∞(R,[0,1]) with
suppχ ⊂ (−∞,E + 1] it holds Pε ∈ L(D(Hm
ε )) and
k[Hε,Pε]kL(D(Hε),H) = O(ε), k[Hε,Pε]χ(Hε)kL(H,D(Hm
ε )) = O(ε
3). (20)
and
∀ j,l ∈ N : khνi
lPεhνi
jkL(H) , khνi
lPεhνi
jkL(D(Hε)) . 1. (21)
Furthermore there is a unitary ˜ Uε with Pε = ˜ U∗
εP0 ˜ Uε and k˜ Uε−1kL(H) = O(ε).
The construction of Pε and ˜ Uε is carried out in Section 4.3. When we take its
existence for granted, it is not diﬃcult to prove that the eﬀectice dynamics
on the submanifold is a good approximation.
Proof of Theorem 1 (Section 2.1):
Let dµε
eﬀ be the volume measure associated to gε
eﬀ which is given by the
expression in Theorem 2. For any ﬁxed E < ∞ Lemma 2 yields some uni-
tary ˜ Uε for all ε below a certain ε0. We deﬁne Uε := U0 ˜ Uε. Using Remark 1
and Lemma 2 we have
U
∗
εUε = ˜ U
∗
εU
∗
0U0Uε = ˜ U
∗
εP0 ˜ Uε = Pε.
In view of Lemma 1, we next set Uε := M˜ ρ UεDεMρ with ρ :=
dµ
dµ⊗dν and
˜ ρ :=
dµ
dµε
eﬀ. Furthermore we deﬁne Pε := Uε∗Uε. Then, indeed, Uε is unitary
from PεH to L2(C,dµε
eﬀ). Finally we set
H
ε
eﬀ := U
εH
εU
ε∗ = M˜ ρ UεHεU
∗
εM
∗
˜ ρ. (22)
We notice that Hε
eﬀ is symmetric by deﬁnition. Uε is unitary when restricted
to PεH due to Lemma 2. So the self-adjointness of Hε
eﬀ is implied by the self-
adjointness of PεHεPε, which is in turn a consequence of the self-adjointness
of PεHεPε +(1−Pε)Hε(1−Pε). For ε small enough this last self-adjointness
can be veriﬁed using Lemma 2 and the Kato-Rellich theorem (see [29]):
Hε −
 
PεHεPε + (1 − Pε)Hε(1 − Pε)

= (1 − Pε)HεPε + PεHε(1 − Pε)
= (1 − Pε)[Hε,Pε] − Pε[Hε,Pε]
= (1 − 2Pε)[Hε,Pε].
24Lemma 2 entails that [Hε,Pε] is operator-bounded by εHε. Hence, for ε small
enough (we adjust ε0 if nescessary) the diﬀerence above is operator-bounded
by Hε with relative bound smaller than one. Now the Kato-Rellich theorem
yields the claim, because Hε is self-adjoint (as it is unitarily equivalent to
the selfadjoint Hε).
In order to check that (19) is an immediate consequence of (18) it suﬃces
to verify that kUε − Uε
0kL(H,L2(C,dµε
eﬀ)) = O(ε). Since k˜ Uε − 1kL(H) = O(ε) by
Lemma 2 and k˜ ρ − 1k∞ = O(ε) by deﬁnition of dµε
eﬀ, we obtain that
kU
ε − U
ε
0kL(H,L2(C,dµε
eﬀ) = kM˜ ρU0P0 ˜ UεDεMρ − U0P0DεkL(H,L2(C,dµε
eﬀ))
= kU0P0Dε(Mρ − 1)kL(H,L2(C,dµ)) + O(ε)
. khνi
−1Dε(Mρ − 1)kL(H,H) + O(ε),
where we used kP0hνikL(H) . 1 in the last step. In view of (12) a ﬁrst
order Taylor expansion of Mρ in normal directions yields that Dε(Mρ −1) is
globally bounded by a constant times εhνi. So we end up with the desired
estimate.
We now turn to the derivation of the estimate (18). To do so we ﬁrst pull
out the unitaries M˜ ρ,Mρ and Dε. For the rest of the proof we drop the
ε-subscripts of Pε and Uε.
 
e
−iHεt − U
ε∗e
−iHeﬀtU
ε
P
ε χ(H
ε)
= M
∗
ρD
∗
ε
 
e
−iDεMρHεM∗
ρD∗
εt − U
∗e
−iM˜ ρHeﬀM˜ ρtU

DεMρ P
ε χ(H
ε)
= M
∗
ρD
∗
ε
 
e
−iHεt − U
∗e
−iUHεU∗tU

DεMρ U
ε∗U
ε χ(H
ε)
= M
∗
ρD
∗
ε
 
e
−iHεt − U
∗e
−iUHεU∗tU

U
∗M
∗
˜ ρM˜ ρU DεMρ χ(H
ε)
= M
∗
ρD
∗
ε
 
e
−iHεt − U
∗e
−iUHεU∗tU

U
∗U χ(Hε)DεMρ
Since Mρ and Dε are unitary, we can ignore them for the estimate and con-
tinue with the term in the middle. Next we use Duhamel’s principle to
express the diﬀerence of the unitary groups as a diﬀerence of its generators.
Because of UU∗ = 1 and P = U∗U we have that
 
e
−iHεt − U
∗e
−iUHεU∗tU

U
∗U χ(Hε)
=
 
P − U
∗e
−iUHεU∗tUe
iHεt
e
−iHεt χ(Hε) + [e
−iHεt,P]χ(Hε)
= i
Z t
0
U
∗e
−iUHεU∗s (UHεU
∗U − UHε)e
iHεs χ(Hε)dse
−iHεt
+[e
−iHεt,P]χ(Hε)
(22)
= i
Z t
0
U
∗e
−iUHεU∗sU (HεP − PHε)χ(Hε)e
iHεs dse
−iHεt
+[e
−iHεt,P]χ(Hε). (23)
25Now we observe that [Hε,P]χ(Hε) = [Hε,U∗U]χ(Hε) = O(ε3) implies that
 [e
−iHεt,P]χ(Hε)
 
L(H) = O(ε
3|t|), (24)
since [e−iHεt,χ(Hε)] = 0 due to the spectral theorem and
[e
−iHεt,P]χ(Hε) = e
−iHεt  
P − e
iHεtPe
−iHεt
χ(Hε)
= −e
−iHεt i
Z t
0
e
iHεs (HεP − PHε)e
−iHεs dsχ(Hε)
= −e
−iHεt i
Z t
0
e
iHεs[Hε,P]χ(Hε)e
−iHεs ds.
So in view of (23)
  
e
−iHεt − U
∗e
−iUHεU∗tU

P χ(Hε)
 
L(H)
(24)
≤
   
Z t
0
U
∗e
−iUHεU∗sU (HεP − PHε)χ(Hε)e
iHεs ds
   
L(H)
+ O(ε
3|t|)
≤ t
 U
∗e
−iUHεU∗sU


L(H) | {z }
≤1
k[Hε,P]χ(Hε)kL(H)
 e
iHεs  
L(H) | {z }
=1
+O(ε
3|t|)
(20)
= O(ε
3|t|).
by Lemma 2. This proves the error estimate (18). 
Proof of Lemma 1:
Mρ is an isometry because for all ψ,ϕ ∈ L2(M,dσ1)
Z
M
Mρψ
∗ Mρϕdσ2 =
Z
M
ψ
∗ ϕρdσ2 =
Z
M
ψ ϕdσ1.
Therefore it is clear that
M
∗
ρψ = ρ
− 1
2ψ
which is well-deﬁned since ρ is positive. One immediately concludes
MρM
∗
ρ = Id = M
∗
ρMρ
and thus Mρ is unitary. Now we note that [grad,ρ− 1
2] = −1
2 ρ− 1
2 gradlnρ.
So we have
Mρ(−∆dσ1)M
∗
ρψ = −ρ
1
2divdσ1 grad(ρ
−1
2ψ)
= −ρ
1
2divdσ1 ρ
− 1
2
 
gradψ − 1
2(gradlnρ)ψ

= −ρ
1
2divdσ1 ρ
− 1
2 gradψ + ρ
1
2divdσ1

ρ
− 1
2 1
2(gradlnρ)ψ

26On the one hand
ρ
1
2divdσ1 ρ
− 1
2 gradψ = ρdivdσ1 ρ
−1 gradψ + 1
2 g(gradlnρ,gradψ)
and on the other hand
ρ
1
2divdσ1

ρ
− 1
2 1
2(gradlnρ)ψ

= − 1
4 g(gradlnρ,gradlnρ)ψ
+ 1
2 divdσ1 (gradlnρ)ψ
+ 1
2 g(gradlnρ,gradψ).
Together we obtain
Mρ(−∆dσ1)M
∗
ρψ = −ρdivdσ1 ρ
−1 gradψ
−

1
4 g(gradlnρ,gradlnρ) − 1
2 divdσ1 gradlnρ

ψ
= −∆dσ2ψ −

1
4 g(gradlnρ,gradlnρ) − 1
2 ∆dσ1 lnρ

ψ,
which is the claim. 
3.2 Pullback of the results to the ambient space
First we state an immediate consequence of Lemma 2 for the projector Pε
that was deﬁned at the beginning of the proof of Theorem 1.
Corollary 2 For each χ ∈ C∞(R,[0,1]) with suppχ ⊂ (−∞,E +1] it holds
Pε ∈ L(H) ∩ L(D(Hε)) and
k[H
ε,P
ε]kL(D(Hε),H) = O(ε), k[H
ε,P
ε]χ(H
ε)kL(H) = O(ε
3). (25)
Furthermore
∀ l,m ∈ N : khν/εi
lP
εhν/εi
mkL(H) , khν/εi
lP
εhν/εi
mkL(D(Hε)) . 1. (26)
We omit the proof which uses only the unitarity of Mρ and Dε as well as
DεhνiD∗
ε = hν/εi. Now we gather some facts about the operator A deﬁned
in (4) and its adjoint.
Lemma 3 Let A be deﬁned by Aψ :=
dµ
Φ∗dτ (ψ ◦ Φ) with Φ : NC → Bδ as
constructed in Section 1.1.
i) It holds A ∈ L
 
L2(A,dτ),H

with
kAψkL2(NC,dµ) ≤ kψkL2(A,dτ) ∀ ψ ∈ L
2(A,dτ).
27ii) For ϕ ∈ H the adjoint A∗ of A is given by
A
∗ϕ =
( 
Φ∗dτ
dµ ϕ

◦ Φ−1 on Bδ,
0 on A \ Bδ.
It satisﬁes kA∗ϕkL2(A,dτ) = kϕkL2(NC,dµ), A∗A = χBδ, and AA∗ = 1.
iii) A∗Pε ∈ L
 
D(Hε),D(Hε
A)

and
k(H
ε
AA
∗ − A
∗H
ε)P
εkL(D(Hε),L2(A,dτ)) . ε
3. (27)
The last estimate is crucial for the proof of Corollary 1. It results from the
two facts that HAA∗ = A∗Hε on Bδ/2 by construction and that Pε is small
on the compliment. Lemma 3 will be proved at the end of Section 4.1. We
now turn to the short derivation of Corollary 1.
Proof of Corollary 1 (Section 2.1):
By Lemma 3 we have AA∗ = 1. Therefore
(e
−iHε
At − A
∗ U
ε∗e
−iHε
eﬀtU
εA)A
∗ P
εχ(H
ε)A
=

(e
−iHε
AtA
∗ − A
∗ e
−iHεt) + A
∗(e
−iHεt − U
ε∗e
−iHε
eﬀtU
ε)

P
εχ(H
ε)A
Since A and A∗ are bounded by Lemma 3, Theorem 1 implies that the second
diﬀerence is of order ε3|t|. So it suﬃces to estimate the ﬁrst diﬀerence. The
estimate (25) implies [e−iHεt,Pε]χ(Hε) = O(ε3|t|) analogously with the proof
of (24). So
(e
−iHε
AtA
∗ − A
∗ e
−iHεt)P
εχ(H
ε)A
= e
−iHε
At 
A
∗P
ε − e
iHε
AtA
∗ P
εe
−iHεt
χ(H
ε)A + A
∗[e
−iHεt,P
ε]χ(H
ε)A
= ie
−iHε
At
Z t
0
e
iHε
As (A
∗P
εH
ε − H
ε
AA
∗P
ε)e
iHεs χ(H
ε)Ads + O(ε
3|t|)
= ie
−iHε
At
Z t
0
e
iHε
As (A
∗H
ε − H
ε
AA
∗)P
ε χ(H
ε)e
iHεs Ads + O(ε
3|t|)
= O(ε
3|t|)
due to (27) and χ(Hε) ∈ L
 
L2(NC,dµ),D(Hε)

. 
3.3 Derivation of the eﬀective Hamiltonian
The Hamiltonian can be expanded with respect to the normal directions
when operating on functions that decay fast enough. To do so we split up
the integration over NC into an integration over the ﬁbers NqC, isomorphic to
Rk, followed by an integration over C, which is always possible for a measure
of the form dµ ⊗ dν (see chapter XVI, §4 of [18]).
28Lemma 4 Let m ∈ N0. If a densely deﬁned operator P satisﬁes
kPhνi
lkL(D(Hm
ε ),H) . 1, khνi
lPkL(D(Hm+1
ε ),D(Hε)) . 1
for every l ∈ N, then the operators HεP,PHε ∈ L
 
D(Hm+1
ε ),H

can be
expanded in powers of ε in the sense of bounded operators:
Hε P =
 
H0 + εH1 + ε
2H2

P + O(ε
3),
P Hε = P
 
H0 + εH1 + ε
2H2

+ O(ε
3)
where H0,H1,H2 are the operators associated with
hφ|H0ψiH =
Z
C
Z
NqC
g(ε∇
hφ
∗,ε∇
hψ)dν dµ + hφ|HfψiH, (28)
hφ|H1ψiH =
Z
C
Z
NqC
2IIν
 
ε∇
hφ
∗,ε∇
hψ

+ φ
∗ ∇
v
νWψ dν dµ,
hφ|H2ψiH =
Z
C
Z
NqC
3g
 
Wν ε∇
hφ
∗,Wν ε∇
hψ

+ R
 
ε∇
hφ
∗,ν,ε∇
hψ,ν

+ 2
3 R
 
ε∇
hφ
∗,ν,∇
vψ,ν

+ 2
3 R
 
∇
vφ
∗,ν,ε∇
hψ,ν

+ 1
3 R
 
∇
vφ
∗,ν,∇
vψ,ν

+ φ
∗(1
2∇
v
ν,νW + Vgeom)ψ dν dµ.
Furthermore for l = 0,1,2
HlP ≺ H
m+1
ε , PHl ≺ H
m+1
ε . (29)
This will be proven in Section 4.2. Deﬁnition 3 and Lemma 2 imply that
Lemma 4 can be applied to the relevant projectors P0 and Pε with m = 0.
In the next lemma we gather some useful properties of P0, the global family
of associated eigenfunctions ϕ0 (see Remark 1), and ˜ Uε (see Lemma 2):
Lemma 5 It holds
i) ∀ l,m ∈ N0 : khνilP0hνimkL(D(Hε)) . 1, k[−ε2∆h,P0]kL(D(Hε),H) . ε.
ii) There are Uε
1,Uε
2 ∈ L(H) ∩ L(D(Hε)) with norms bounded indepen-
dently of ε satisfying P0Uε
1P0 = 0 and Uε
2P0 = P0Uε
2P0 = P0Uε
2 such
that ˜ Uε = 1 + εUε
1 + ε2Uε
2.
iii) kP0Uε
1hνilkL(H) . 1 for all l ∈ N0.
iv) For Bε := U∗
0Uεχ(Hε) and all u ∈ {1,(Uε
1)∗,(Uε
2)∗} it holds

[−ε
2∆h + E0,uP0]B
ε 

L(H) = O(ε). (30)
29v) For RHf(E0) := (1 − P0)
 
Hf − E0
−1(1 − P0) it holds
 U
ε∗
1 B
ε + RHf(E0)([−ε∆h,P0] + H1)P0B
ε 
L(H,D(Hε)) = O(ε) (31)
vi) If ϕ0 ∈ Cm
b (C,Hf), there is λ0 & 1 with supq keλ0hνiϕ0(q)kHf(q) . 1 and
supq∈C keλ0hνi∇v
ν1,...,νl∇h
τ1,...,τmϕ0(q)kHf(q) . 1
for all ν1,...,νl ∈ Γb(NC) and τ1,...,τm ∈ Γb(TC).
Since Uε
2 does only eﬀect PεH but not the eﬀective Hamiltonian, we have
not stated its particular form here. The proof of this lemma can be found in
Section 4.3. To calculate the eﬀective Hamiltonian we also need the following
commutator estimates.
Lemma 6 Let χ1 ∈ C∞
0 (R),
 
H,D(H)

be selfadjoint on H, and A ∈ L(H).
a) Let χ2 : R → R be a bounded Borel function. If there are j,l,m ∈ N with  [H,A]χ2(H)
 
L(D(Hl),D(Hm−1)) . εj, then
k[χ1(H),A]χ2(H)kL(D(Hl−1),D(Hm)) . ε
j.
b) Let B ∈ L(H, ˜ H) with BB∗ = 1 and B∗B = A. Assume that the operator   ˜ H := BHB∗,D( ˜ H)

is selfadjoint on ˜ H. If there is j ∈ N0 such that
k[H,A]kL(D(H),H) ≤ εj, then

χ1( ˜ H) − Bχ1(H)B
∗

L( ˜ H,D( ˜ H) . ε
2j.
These statements can be generalized in many ways. Here we have given ver-
sions which are suﬃcient for the situations that we encounter in the follow-
ing. We emphasize that the support of χ2 need not be compact, in particular
χ2 ≡ 1 is allowed. Now we are ready to derive the eﬀective Hamiltonian.
Lemma 6 will be proved afterwards.
Proof of Theorem 2 (Section 2.2):
We recall that we deﬁned Uε := U0 ˜ Uε, Uε := M˜ ρ UεMρ, Pε := Uε∗Uε, and
Hε
eﬀ := UεHεUε∗ in the Proof of Theorem 1, which implied Pε = U∗
εUε.
By Theorem 1 Hε
eﬀ is selfadjoint. Furthermore UεUε∗ = U0U∗
0 = 1. So,
in view of Corollary 2, Pε and Uε satisfy the assumptions on A and B in
Lemma 6 with j = 1. Let χ and ˜ χ ∈ C∞
0 (R) as in the theorem. Then the
spectral calculus for selfadjoint operators implies ˜ χ(Hε
eﬀ)χ(Hε
eﬀ) = χ(Hε
eﬀ).
30Therefore
kχ(H
ε
eﬀ) ˜ ψk = k˜ χ(H
ε
eﬀ)χ(H
ε
eﬀ) ˜ ψk
. kU
ε˜ χ(H
ε)U
ε∗χ(H
ε
eﬀ) ˜ ψk + ε
2 kχ(H
ε
eﬀ) ˜ ψk
= kψk + ε
2 kχ(H
ε
eﬀ) ˜ ψk.
For ε small enough this implies kχ(Hε
eﬀ) ˜ ψk . kψk. Hence, it is enough to
prove estimates by kχ(Hε
eﬀ) ˜ ψk.
For arbitrary ψ we set ψ˜ ρ := M∗
˜ ρψ. In the sequel we omit the ε-scripts of Uε
1,
Uε
2, and ˜ Uε. We claim that
hφ|Heﬀ ψ i = hφ˜ ρ |M
∗
˜ ρHeﬀM˜ ρ ψ˜ ρ i
= hφ˜ ρ |U Hε U
∗ ψ˜ ρ i
= hφ˜ ρ |U0 (H0 + εH1 + ε
2H2)U
∗
0 ψ˜ ρ i
+ εhφ˜ ρ |U0
 
U1 (H0 + εH1) + (H0 + εH1)U
∗
1

U
∗
0 ψ˜ ρ i
+ ε
2 hφ˜ ρ |U0
 
U1 H0 U
∗
1 + U2 H0 + H0 U
∗
2

U
∗
0 ψ˜ ρ i
+ O(ε
3kφkkψk). (32)
If we could just count the number of ε’s after plugging in the expansion from
Lemma 4 for Hε and the one from Lemma 5 for ˜ U, this would be clear. But
the expansion of Hε yields polynomially growing coeﬃcients. So we have to
use carefully the estimate (29) which is allowed due to the decay properties
of P, P0, and P0U1 from Lemma 2 and Lemma 5.
In view of Lemma 2 Pε satisﬁes the assumptions on P in Lemma 4 for m = 0
and thus kPε
 
Hε −(H0 + εH1 + ε2H2)

kL(D(Hε),H) = O(ε3). We notice that
χ(Hε) ∈ L(H,D(Hε)) because Hε is bounded from below and the support
of χ is bounded from above. By Lemma 5 it holds u ∈ L(D(Hε)) for each
u ∈ {˜ U∗,1,U∗
1,U∗
2}. Furthermore Lemma 5 implies that uP0 satisﬁes the
assumptions on P in Lemma 4 for all such u because ˜ U∗P0 = Pε ˜ U∗P0 and
U∗
2P0 = P0U∗
2P0. Hence, we may conclude from (29) that
khuU
∗
0ψ˜ ρk = khuP0 ˜ U χ(Hε)U
∗ (χ(H
ε
eﬀ) ˜ ψ)˜ ρk . kχ(H
ε
eﬀ) ˜ ψk (33)
for each h ∈ {Hε,H0,H1,H2}. So, recalling that kχ(Hε
eﬀ) ˜ ψk is estimated by
kψk we have
U Hε U
∗ ψ˜ ρ = U Pε Hε ˜ U
∗U
∗
0 ψ˜ ρ
= U Pε (H0 + εH1 + ε
2H2) ˜ U
∗U
∗
0 ψ˜ ρ + O(ε
3kψk)
= UPε(H0 + εH1 + ε
2H2)(1 + εU
∗
1 + ε
2U
∗
2)U
∗
0 ψ˜ ρ + O(ε
3kψk)
= U

(H0 + εH1 + ε
2H2)
+ε(H0 + εH1)U
∗
1 + ε
2H0U
∗
2

U
∗
0 ψ˜ ρ + O(ε
3kψk).
31For the rest of the proof we write O(εl) for bounded by εlkφkkψk times a
constant independent of ε. Using that U∗
0 = P0U∗
0 and P0U2 = U2P0 by
Lemma 5 we obtain
hφ|Heﬀ ψ i = hφ˜ ρ |U Hε U
∗ ψ˜ ρ i
= h φ˜ ρ |U(H0 + εH1 + ε
2H2)P0 U
∗
0 ψ˜ ρ i
+ εhφ˜ ρ |U (H0 + εH1)U
∗
1P0 U
∗
0ψ˜ ρ i
+ ε
2 hU
∗
0 φ˜ ρ |U H0P0U2 U
∗
0ψ˜ ρ i + O(ε
3), (34)
After plugging U = (1+εU1 +ε2U2)U∗
0 we may drop the terms with three or
more ε’s in it because of (33). Gathering all the remaining terms we, indeed,
end up with (32).
Now we set Hs := L2(C,dµ) and calculate all the terms in (32) separately.
Remark 1 yields that for any operator A
hφ˜ ρ |U0 AU
∗
0 ψ˜ ρiHs = hϕ0φ˜ ρ |Aϕ0ψ˜ ρiH. (35)
In view of Deﬁnition 1 we have
∇
v ψ˜ ρϕ0 = ψ˜ ρ ∇
vϕ0,
ε∇
h ψ˜ ρϕ0 = ϕ0 εdψ˜ ρ + ψ˜ ρ ε∇
hϕ0,
where d is the exterior derivative on C. We note that supq kε∇hϕ0kHf(q) is
of order ε by Lemma 5. Furthermore the exponential decay of ϕ0 and its
derivatives due to the same Lemma guarantees that in the sequel all the ν-
integrals are bounded in spite of the terms growing polynomially in ν. These
facts will be used throughout the computations below. We write them as
quadratic forms for the sake of readability. However, one should think of all
the operators applied to φ as the adjoint applied to the corresponding term
containing ψ. We have
hϕ0φ˜ ρ |H0 ϕ0ψ˜ ρiH
(28)
=
Z
C
φ
∗
˜ ρhϕ0|Hfϕ0iHf ψ˜ ρ dµ +
Z
C
Z
NqC
g(ε∇
hϕ
∗
0φ
∗
˜ ρ,ε∇
hϕ0ψ˜ ρ)dν dµ
=
Z
C
φ
∗
˜ ρE0 ψ˜ ρ dµ +
Z
C
Z
NqC
|ϕ0|
2 g
 
εdφ
∗
˜ ρ,εdψ˜ ρ

+ εg
 
ϕ
∗
0 εdφ
∗
˜ ρ,ψ˜ ρ ∇
hϕ0

+ εg
 
φ
∗
˜ ρ ∇
hϕ
∗
0,ϕ0 εdψ˜ ρ

+ ε
2 g
 
φ
∗
˜ ρ ∇
hϕ
∗
0,ψ˜ ρ ∇
hϕ0

dν dµ
=
Z
C
g
 
(peﬀφ˜ ρ)
∗,peﬀψ˜ ρ

+ φ
∗
˜ ρE0 ψ˜ ρ + ε
2 φ
∗
˜ ρVBH ψ˜ ρ dµ
−ε
2
Z
C
g
 
εdφ
∗
˜ ρ,ψ˜ ρ(R1 + R2)

+ g
 
φ
∗
˜ ρ(R1 + R2),εdψ˜ ρ

dµ (36)
32with remainder terms R1 := hϕ0 |2
 
W(.) − hϕ0 |W(.)ϕ0 iHf

∇hϕ0 iHf and
R2 :=
R
NqC
2
3 ϕ∗
0 R
 
∇vϕ0,ν

ν dν. R1 is cancelled by a term coming from H1:
hϕ0φ˜ ρ |H1 ϕ0ψ˜ ρiH
(28)
=
Z
C
Z
NqC
2II(ν)
 
ε∇
hϕ
∗
0φ
∗
˜ ρ,ε∇
hϕ0ψ˜ ρ

+ φ
∗
˜ ρ (∇
v
νW)|ϕ0|
2 ψ˜ ρ dν dµ
=
Z
C
Z
NqC
|ϕ0|
2 2II(ν)
 
εdφ
∗
˜ ρ,εdψ˜ ρ

+ ε2II(ν)
 
ϕ
∗
0 εdφ
∗
˜ ρ,ψ˜ ρ ∇
hϕ0

+ε2II(ν)
 
φ
∗
˜ ρ ∇
hϕ
∗
0,ϕ0 εdψ˜ ρ

+ φ
∗
˜ ρ (∇
v
νW)|ϕ0|
2 ψ˜ ρ dν dµ + O(ε
2)
=
Z
C
hϕ0|2II(.)
 
(peﬀφ˜ ρ)
∗,peﬀψ˜ ρ

ϕ0iHf dµ +
Z
C
φ
∗
˜ ρhϕ0|(∇
v
· W)ϕ0iHf ψ˜ ρ dµ
+ε
Z
C
g
 
εdφ
∗
˜ ρ,ψ˜ ρR1

+ g
 
φ
∗
˜ ρR1,εdψ˜ ρ

dµ + O(ε
2). (37)
At second order we ﬁrst omit the terms involving the Riemann tensor:
hϕ0φ˜ ρ |H2 ϕ0ψ˜ ρiH − ’Riemann-terms’
(28)
=
Z
C
Z
NqC
3g
 
W(ν)ε∇
hϕ
∗
0φ
∗
˜ ρ,W(ν)ε∇
hϕ0ψ˜ ρ

+φ
∗
˜ ρ (1
2∇
v
ν,νW + Vgeom)|ϕ0|
2 ψ˜ ρ dν dµ
=
Z
C


ϕ0

3g
 
W(.)εdφ
∗
˜ ρ,W(.)εdψ˜ ρ

ϕ0

Hf dµ + O(ε)
+
Z
C
φ
∗
˜ ρ
 
hϕ0|(1
2∇
v
·,·W)ϕ0iHf + Vgeom

ψ˜ ρ dµ
=
Z
C


ϕ0

3g
 
W(.)(peﬀψ˜ ρ)
∗,W(.)peﬀψ˜ ρ

ϕ0

Hf dµ
+
Z
C
φ
∗
˜ ρ
 
hϕ0|(1
2∇
v
·,·W)ϕ0iHf + Vgeom

ψ˜ ρ dµ + O(ε), (38)
33where we used that iεdψ˜ ρ −peﬀψ˜ ρ = O(ε) in the last step. Now we take care
of the omitted second order terms.
’Riemann-terms’
(28)
=
Z
C
Z
NqC
R
 
ε∇
hϕ
∗
0φ
∗
˜ ρ,ν,ε∇
hϕ0ψ˜ ρ,ν

+ 2
3 R
 
ε∇hϕ∗
0φ∗
˜ ρ,ν,∇vϕ0ψ˜ ρ,ν

+ 2
3 R
 
∇vϕ∗
0φ∗
˜ ρ,ν,ε∇hϕ0ψ˜ ρ,ν

+ 1
3 R
 
∇vϕ∗
0φ∗
˜ ρ,ν,∇vϕ0ψ˜ ρ,ν

dν dµ
=
Z
C
Z
NqC
|ϕ0|
2 R
 
εdφ
∗
˜ ρ,ν,εdψ˜ ρ,ν

+ 2
3 R
 
ϕ∗
0εdφ∗
˜ ρ,ν,ψ˜ ρ ∇vϕ0,ν

+ 2
3 R
 
φ∗
˜ ρ∇vϕ∗
0,ν,ϕ0 εdψ˜ ρ,ν

+ 1
3 φ∗
˜ ρR
 
∇vϕ∗
0,ν,∇vϕ0,ν

ψ˜ ρ dν dµ + O(ε)
=
Z
C


ϕ0
 R
 
εdφ
∗
˜ ρ, .,εdψ˜ ρ, .

ϕ0

Hf dµ +
Z
C
φ
∗
˜ ρVamb ψ˜ ρ dµ
+
Z
C
g
 
φ
∗
˜ ρR2,εdψ˜ ρ

+ g
 
εdφ
∗
˜ ρ,ψ˜ ρR2

dµ + O(ε). (39)
Again replacing iεdψ˜ ρ with peﬀψ˜ ρ and g with geﬀ yields errors of order ε only.
In view of (35)-(39), we have
hφ˜ ρ |U0 (H0 + εH1 + ε
2H2)U
∗
0 ψ˜ ρiHs
=
Z
C
g
ε
eﬀ
 
(peﬀφ˜ ρ)
∗,peﬀψ˜ ρ

+ φ
∗
˜ ρ E0 ψ˜ ρ
+φ
∗
˜ ρ
 
εhϕ0|∇
v
· Wϕ0iHf + ε
2W
(2)
ψ˜ ρ dµ + O(ε
3). (40)
Before we deal with the corrections by U1 and U2 we notice that due to
(1 − P0)U∗
0 = 0 and U0U∗
0 = 1
(1 − P0)
 
[−ε∆h,P0] + H1

U
∗
0ψ˜ ρ
= (1 − P0)
 
[−ε∆h,U
∗
0U0] − trC ε∇
hW(ν)ε∇
h + V1

U
∗
0ψ˜ ρ
= (1 − P0)
 
V1 − trC
 
2(∇
hϕ0)U0 + ε∇
hW(ν)

ε∇
h
U
∗
0ψ˜ ρ + O(ε)
= (1 − P0)
 
ϕ0V1ψ˜ ρ − 2g(∇
hϕ
∗
0,εdψ˜ ρ) − ϕ0 trC
 
W(ν)ε
2∇dψ˜ ρ

+ O(ε)
= (1 − P0)
 
ϕ0V1ψ˜ ρ − ϕ0 trC
 
W(ν)ε
2∇dψ˜ ρ

− 2g
ε
eﬀ(∇
hϕ
∗
0,εdψ˜ ρ)

+ O(ε)
= (1 − P0)Ψ(ε
2∇dψ˜ ρ,εdψ˜ ρ,ψ˜ ρ) + O(ε). (41)
We note that U∗
0ψ˜ ρ = BU∗(χ(Heﬀ) ˜ ψ)˜ ρ. So we may apply (30) und (31) in
the following. Since U0 = U0P0 by deﬁnition and we know from Lemma 5
that P0U1P0 = 0, the ﬁrst corrections by U1 are an order of ε higher than
34expected:
D
φ˜ ρ
 
U0

(H0 + εH1)U
∗
1 + U1 (H0 + εH1)

U
∗
0 ψ˜ ρ
E
Hs
=
D
φ˜ ρ
 
U0
 
[P0,H0] + εH1

U
∗
1 + U1
 
[H0,P0] + εH1

U
∗
0 ψ˜ ρ
E
Hs
= ε
D
φ˜ ρ
 
U0
 
[ε∆h,P0] + H1

U
∗
1 + U1
 
[−ε∆h,P0] + H1

P0

U
∗
0 ψ˜ ρ
E
Hs
(31)
= −ε
D
φ˜ ρ
 
U0
 
[ε∆h,P0] + H1

RHf(E0)
 
[−ε∆h,P0] + H1

U
∗
0 ψ˜ ρ
E
Hs
−εhφ˜ ρ |U0U1 (Hf − E0)U
∗
1U
∗
0 ψ˜ ρiHs
(41)
= −ε
D
Ψ(ε
2∇dφ˜ ρ,εdφ˜ ρ,φ˜ ρ)
  RHf(E0)Ψ(ε
2∇dψ˜ ρ,εdψ˜ ρ,ψ˜ ρ)
E
Hs
−εhφ˜ ρ |U0U1 (Hf − E0)U
∗
1U
∗
0 ψ˜ ρiHs
= −ε
Z
C
M
 
Ψ
∗(ε
2∇dφ˜ ρ,εdφ˜ ρ,φ˜ ρ),Ψ(ε
2∇dψ˜ ρ,εdψ˜ ρ,ψ˜ ρ)

dµ
−εhφ˜ ρ |U0U1 (Hf − E0)U
∗
1U
∗
0 ψ˜ ρiHs. (42)
Furthermore
hφ˜ ρ |U0
 
U2 H0 + H0 U
∗
2

U
∗
0 ψ˜ ρiHs
= hU
∗
0φ˜ ρ |P0
 
U2 (−ε
2∆h + Hf) + (−ε
2∆h + Hf)U
∗
2

P0U
∗
0ψ˜ ρiHs
= hU
∗
0φ˜ ρ |
 
P0U2 (−ε
2∆h + E0)P0 + P0(−ε
2∆h + E0)U
∗
2P0

U
∗
0ψ˜ ρiHs
(30)
= hU
∗
0φ˜ ρ |P0 (U2 + U
∗
2)P0(−ε
2∆h + E0)U
∗
0ψ˜ ρiHs + O(ε)
= −hU
∗
0φ˜ ρ |P0 U1U
∗
1P0(−ε
2∆h + E0)U
∗
0ψ˜ ρiHs + O(ε), (43)
since ˜ U = 1 + εU1 + ε2U2 implies via P0 ˜ U ˜ U∗P0 = P0 and P0U1P0 = 0 that
P0(U2 + U∗
2)P0 = −P0U1U∗
1P0 + O(ε). Finally the remaining second order
term cancels the term from (43) and the second term from (42):


φ˜ ρ

U0 U1 H0 U
∗
1 U
∗
0 ψ˜ ρ

Hs
= hφ˜ ρ |U0 U1 (−ε
2∆h + Hf)U
∗
1U
∗
0 ψ˜ ρiHs
= hφ˜ ρ |U0U1 (Hf − E0)U
∗
1U
∗
0 ψ˜ ρ + U0U1(−ε
2∆h + E0)U
∗
1P0U
∗
0 ψ˜ ρiHs
(30)
= hφ˜ ρ |U0U1 (Hf − E0)U
∗
1U
∗
0 ψ˜ ρiHs
+hφ˜ ρ |U0U1U
∗
1P0 (−ε
2∆h + E0)U
∗
0 ψ˜ ρiHs + O(ε). (44)
We gather the terms from (40) to (43) and replace dψ˜ ρ by pε
eﬀψ˜ ρ in the
argument of Ψ , which only yields an error of order ε3. Then we almost obtain
the claimed expression for the quadratic form of Heﬀ, only with dµ instead of
dµeﬀ. Here M˜ ρ comes into play. By Lemma 1 the unitary transformation M˜ ρ
35interchanges the former with the latter and adds an extra potential. Verifying
that this potential is only of order ε3 ﬁnishes the proof. It is given by
−
1
4
g
 
εd(ln ˜ ρ),εd(ln ˜ ρ)

+
1
2
ε
2∆dµ(ln ˜ ρ).
So it suﬃces to show that derivatives of ln ˜ ρ are of order ε. But this is clear: g
and geﬀ coincide at leading order and so do their associated volume measures.
Therefore d(ln ˜ ρ)’s leading order term vanishes. 
Proof of Lemma 6:
We want to apply the so called Helﬀer-Sj¨ ostrand formula (see [7], chapter 2)
to χ1. It states that for any χ ∈ C∞
0 (R)
χ(H) =
1
π
Z
C
∂z˜ χ(z)RH(z)dz, (45)
where RH(z) := (H−z)−1 denotes the resolvent and ˜ χ : C → C is a so-called
almost analytic extension of χ. We emphasize that by dz we mean the usual
volume on C. With z = x + iy a possible choice for ˜ χ is
˜ χ(x + iy) := τ(y)
l X
j=0
χ
(j)(x)
(iy)j
j!
with arbitrary τ ∈ C∞(R,[0,1]) satisfying τ|[−1,1] ≡ 1 and suppτ ⊂ [−2,2]
and l ≥ 2. Then obviously ˜ χ = χ for y = 0 and
∂z˜ χ(z) := ∂x˜ χ + i∂y˜ χ = O(|Imz|
l), (46)
which is the reason why it is called an almost analytic extension. We choose
such an almost analytic continuation ˜ χ1 ∈ C∞
0 (C) of χ1 with l = 2. Next we
observe that for all j ∈ N0
 RH(z)kL(D(Hj),D(Hj+1)) ≤
p
1 + 2|Imz|2 + 2|z|2
|Imz|
(47)
because for all ψ ∈ H
 H
j+1RH(z)ψ
 2 +
 RH(z)ψ
 2 =
 HRH(z)H
jψ
 2 +
 RH(z)ψ
 2
≤ k(1 + zRH(z))H
jψk
2 +
 RH(z)ψ
 2
≤

2 +
2|z|2
|Imz|2

kH
jψk
2 +
1
|Imz|2kψk
2
≤
1 + 2|Imz|2 + 2|z|2
|Imz|2
 
kψk
2 + kH
jψk
2
.
36Now by the Helﬀer-Sj¨ ostrand formula
[χ1(H),A]χ2(H) =
1
π
Z
C
∂z˜ χ1(z)[RH(z),A]dz χ2(H)
=
1
π
Z
C
∂z˜ χ1(z)RH(z)[A,H]RH(z)dz χ2(H)
=
1
π
Z
C
∂z˜ χ1(z)RH(z)[A,H]χ2(H)RH(z)dz,
where we used that [RH(z),χ2(H)] = 0 in the last step. Using the assumption  [A,H]χ2(H)
 
L(D(Hl),D(Hm)) ≤ εj we obtain
k[χ1(H),A]χ2(H)kL(D(Hl−1),D(Hm+1))
≤
1
π
Z
C
|∂z˜ χ1(z)|kRH(z)kL(D(Hm),D(Hm+1))
×
 [H,A]χ2(H)
 
L(D(Hl),D(Hm))kRH(z)kL(D(Hl−1),D(Hl)) dz
(46),(47)
. ε
j
Z
supp˜ χ1
|Imz|
2 1 + 2|Imz|2 + 2|z|2
|Imz|2 dz
. ε
j,
because χ1 has compact support. This shows a).
The starting point for b) is the following observation:
χ1( ˜ H) − Bχ1(H)B
∗ =
1
π
Z
C
∂z˜ χ1(z)
 
R ˜ H(z) − BRH(z)B
∗
dz. (48)
So we have to estimate R ˜ H(z) − BRH(z)B∗. We note that B∗B = A and
BB∗ = 1 imply that BA = B, AB∗ = B∗ and A2 = A. By deﬁnition
˜ H = BHB∗. Therefore
R ˜ H(z) − BRH(z)B
∗ = RBHB∗(z)
 
1 − (BHB
∗ − z)BRH(z)B
∗
= R ˜ H(z)
 
1 − B(H − z)ARH(z)B
∗
= R ˜ H(z)
 
1 − BAB
∗ − B[H,A]RH(z)B
∗
= −R ˜ H(z)B[H,A]RH(z)B
∗.
Using that A2 = A entails A[H,A]A = 0 we get that
R ˜ H(z) − BRH(z)B
∗ = −R ˜ H(z)BA[H,A](1 − A)RH(z)AB
∗
= −R ˜ H(z)BA[H,A](1 − A)[RH(z),A]B
∗
= R ˜ H(z)BA[H,A]RH(z)[H,A]RH(z)B
∗
= R ˜ H(z)B[H,A]RH(z)[H,A]RH(z)B
∗.
37We note that (47) holds true with H replaced by ˜ H because ˜ H is assumed
to be selfadjoint. Hence, we obtain
 R ˜ H(z) − BRH(z)B
∗ 
L( ˜ H,D( ˜ H))
=
 R ˜ H(z)B [H,A]RH(z)[H,A]RH(z)B
∗ 
L( ˜ H,D( ˜ H))
.
p
1 + 2|Imz|2 + 2|z|2
|Imz|
k[H,A]k
2
L(D(H),H) kRH(z)k
2
L(H,D(H))
. ε
2j (1 + 2|Imz|2 + 2|z|2)3/2
|Imz|3
by assumption. Together with (48) this yields the claim as in a) when we
put l = 3 in the choice of the almost analytic extension. 
3.4 Computation of the Berry connection’s curvature
We will need that the (formal) connection ∇h, which the normal connection
induces on the bundle of functions over the normal ﬁbers, is metric and the
expression for its curvature.
Lemma 7 It holds h∇h
τφ|ψiHf + hφ|∇h
τψiHf =
 
dhφ|ψiHf

(τ) and
R
h(τ1,τ2)ψ :=

∇
h
τ1∇
h
τ2−∇
h
τ2∇
h
τ1−∇
h
[τ1,τ2]

ψ = g
 
ν,R
⊥(τ1,τ2)∇
vψ

, (49)
where R⊥ is the normal curvature mapping (deﬁned in the appendix).
With this lemma we can compute the curvature of the eﬀective Berry con-
nection. The lemma itself will be proved afterwards.
Proof of Proposition 1 (Section 2.2):
It is not diﬃcult to verify that ∇eﬀ is indeed a connection. ∇h is metric by
Lemma 7 and so
2Rehϕ0|∇
hϕ0iHf = h∇
h
τϕ0|ϕ0iHf + hϕ0|∇
h
τϕ0iHf =
 
dhϕ0|ϕ0iHf

(τ) = 0.
Thus the correction in ∇eﬀ of order ε is purely imaginary. In a similar way
it can be shown that the terms of order ε2 are purely imaginary. Hence, for
all ψ1,ψ2 : C → C
εd
 
ψ
∗
1ψ2

(τ) =
 
εdψ
∗
1

(τ)ψ2 + ψ
∗
1
 
εdψ2

(τ) = (∇
eﬀ
τ ψ
∗
1)ψ2 + ψ
∗
1(∇
eﬀ
τ ψ2),
which means that ∇eﬀ is metric.
38To compute the curvature we ﬁx q ∈ C and choose again geodesic coordinate
ﬁelds {∂xi}i=1,...,d on an open neighbourhood Ω of q. Then [∂xi,∂xj] = 0 for
all i,j. Implicitly summing over repeated indices we have
R
∇eﬀ
(τ1,τ2)ψ =
 
∇
eﬀ
τ1 ∇
eﬀ
τ2 − ∇
eﬀ
τ2 ∇
eﬀ
τ1 − ∇
eﬀ
[τ1,τ2]

ψ
= ε
2 τ
i
1τ
j
2
 
∇
eﬀ
∂xi∇
eﬀ
∂xj − ∇
eﬀ
∂xj∇
eﬀ
∂xi

ψ
= ε
2 τ
i
1τ
j
2
 
∂xihϕ0|∇
h
∂xjϕ0i − ∂xjhϕ0|∇
h
∂xiϕ0i

ψ + O(ε
3)
= ε
2 τ
i
1τ
j
2

hϕ0|∇
h
∂xi∇
h
∂xjϕ0i + h∇
h
∂xiϕ0|∇
h
∂xjϕ0i
−h∇
h
∂xjϕ0|∇
h
∂xiϕ0i + hϕ0|∇
h
∂xj∇
h
∂xiϕ0i

ψ + O(ε
3),
where we used in the last step that ∇h is metric again. Since Hf is real, we
may choose a real family of ϕ0’s on Ω. Then the second and the third term
are equal and we obtain
R
∇eﬀ
(τ1,τ2) = ε
2 τ
i
1τ
j
2 hϕ0|∇
h
∂xi∇
h
∂xjϕ0 − ∇
h
∂xj∇
h
∂xiϕ0iHf + O(ε
3)
= ε
2 hϕ0|
 
∇
h
τ1∇
h
τ2 − ∇
h
τ2∇
h
τ1 − ∇
h
[τ1,τ2]

ϕ0iHf + O(ε
3)
= ε
2 hϕ0|R
h(τ1,τ2)ϕ0iHf + O(ε
3)
(49)
= ε
2
Z
NqC
g
 
ϕ
∗
0 ν,R
⊥(τ1,τ2)∇
vϕ0

dν + O(ε
3),
which was to be shown. 
Proof of Lemma 7:
Again we ﬁx q ∈ C and choose geodesic coordinate ﬁelds {∂xi}i=1,...,d on an
open neighbourhood Ω of q and an orthonormal trivializing frame {να}α=1,...,k
of NΩ. We deﬁne the Christoﬀel symbols Γ
γ
iανγ of the normal connection by
Γ
γ
iα by ∇⊥
∂xiνα =
Pk
γ=1 Γ
γ
iανγ.
For ν = nανα the vertical derivative in local coordinates is given by
∇
v
ναψ(q,ν) = ∂nαψ(x,n). (50)
and the horinzontal connection is given by
∇
h
∂xiψ(q,ν) = ∂xiψ(x,n) − Γ
γ
iα n
α ∂nγψ(x,n). (51)
The former directly follows from the deﬁnition of ∇v (Deﬁnition 1). To obtain
the latter equation we note ﬁrst that for a normal vector ﬁeld v = nανα over C
it holds
(∇
⊥
∂xiv)
γ = ∂xin
γ + Γ
γ
iαn
α. (52)
39Now let (w,v) ∈ C1([−1,1],NC) with
w(0) = q, ˙ w(0) = τ(q), & v(0) = ν, ∇
⊥
˙ wv = 0.
Then by deﬁnition of ∇h we have
∇
h
∂xiψ(q,ν) = d
ds


s=0ψ(w(s),v(s))
= d
ds
 
s=0ψ(w(s),ν) + d
ds
 
s=0ψ(q,v(s))
= ∂xiψ(q,n) + (∂xin
γ)∂nγψ(x,n)
= ∂xiψ(q,n) − Γ
γ
iα n
α ∂nγψ(x,n)
where we used (52) and the choice of the curve v in the last step.
Let τ ∈ Γ(TC) and ψ1,ψ2 ∈ L2(NC,g) ∩ D(∇h
τ). We now verify that ∇h
is metric, i.e.
 
dhψ1|ψ2iHf

(τ) = h∇h
τψ1|ψ2iHf + hψ1|∇h
τψ2iHf. Because of
Γα
iα = 0 for all α integration by parts yields


Γ
γ
iαn
α∂nγψ1
 ψ2

Hf +


ψ1
 Γ
γ
iαn
α∂nγψ2

Hf = 0. (53)
Therefore we have
 
dhψ1|ψ2i

(τ) = τ
ih∂xiψ1|ψ2i + τ
ihψ1|∂xiψ2i
= τ
i

(∂xi − Γ
γ
iαn
α∂nγ)ψ1
 ψ2

+ τ
i

ψ1
 (∂xi − Γ
γ
iαn
α∂nγ)ψ2

= h∇
h
τψ1|ψ2i + hψ1|∇
h
τψ2i.
To compute the curvature we notice that the calculation from the proof of
Proposition 1 in this case yields
R
h(τ1,τ2)ψ = τ
i
1τ
j
2
 
∂xiΓ
γ
jα − ∂xjΓ
γ
iα

n
α∂nγψ +

Γ
δ
iαn
α∂nδ,Γ
γ
jβn
β∂nγ

ψ

.
Using the commutator identity

Γ
δ
iαn
α∂nδ,Γ
γ
jβn
β∂nγ

ψ =
 
Γ
β
iαΓ
γ
jβ − Γ
β
jαΓ
γ
iβ

n
α∂nγψ
we obtain that
R
h(τ1,τ2)ψ = τ
i
1τ
j
2
 
∂xiΓ
γ
jα − ∂xjΓ
γ
iα + Γ
β
iαΓ
γ
jβ − Γ
β
jαΓ
γ
iβ

n
α∂nγψ
= τ
i
1τ
j
2 R
γ
αijn
α∂nγψ
= g
 
ν,R
⊥(τ1,τ2)∇
vψ

,
which was the claim. 
404 The whole story
4.1 Elliptic estimates for the Sasaki metric
Since C is of bounded geometry, it has a countable covering {Ωj} by con-
tractable geodesic balls of ﬁnite multiplicity, i.e. there is l ∈ N such that
each Ωj overlaps with not more than l of the others. Furthermore there
is a corresponding partition of unity {ξj ∈ C∞
0 (Ωj)} which has uniformly
bounded derivatives (see [32]). We notice that NC|Ωj is trivializable for all
j ∈ N because Ωj is contractable. Let (xi
j)i=1,...,d be geodesic coordinates on
Ωj ⊂ C and (nα
j )α=1,...,k be bundle coordinates with respect to an orthonor-
mal trivializing frame {νj
α}α over Ωj. We recall the coordinate formulas for
∇v and ∇h obtained in the proof of Lemma 7:
∇
v
∂ναψ(q,ν) = ∂nαψ(x,n). (54)
and
∇
h
∂xiψ(q,ν) = ∂xiψ(x,n) − Γ
γ
iαn
α ∂nγψ(x,n). (55)
In bundle coordinates the Sasaki metric has a simple form. Here we keep
the convention that it is summed over repeated indices and write aij for the
inverse of aij.
Proposition 2 Let gS be the Sasaki metric on NC deﬁned in (9). Choose
Ω ⊂ C where the normal bundle NC is trivializable and an orthonormal frame
{να}α of NC|Ω. Deﬁne Γ
γ
iα by ∇⊥
∂xiνα = Γ
γ
iανγ. In the corresponding bundle
coordinates the dual metric tensor gS ∈ T 2
0(TNC) for all q ∈ Ω is given by:
gS =

1 0
CT 1

A 0
0 B

1 C
0 1

,
where for i,j = 1,...,d and α,γ,δ = 1,..,k
A
ij(q,n) = g
ij(q), B
γδ(q,n) = δ
γδ,
C
γ
i(q,n) = −n
α Γ
γ
iα(q).
In particular, (det(gS)ab)(q,n) = (detgij)(q) for a,b = 1,...,d + k.
The proof was carried out by Wittich in [36]. From this expression we deduce
the form of the associated Laplacian.
Corollary 3 The Laplace-Beltrami operator associated to gS is
∆S = ∆h + ∆v.
41Proof of Corollary 3:
We set µ := detgij and µS := det(gS)ab. Since (να)k
α=1 is an orthonormal
frame, we have that g(q,0)(∂nα,∂nβ) = δαβ. So (54) and (55) imply that
∆v = ∂nαδ
αβ∂nβ & ∆h = µ
−1 
∂xi − Γ
γ
iα n
α ∂nγ

µg
ij 
∂xj − Γ
γ
iα n
α ∂nγ

. (56)
Now plugging the expression for gab
S and detgab
S from Proposition 2 into the
general formula ∆S =
Pd+k
a,b=1(µS)−1∂a µS gab
S ∂b yields the claim. 
Next we gather some useful properties of ∆v, ∆h, and ∇h.
Lemma 8 Let f ∈ C2(R) and τ ∈ Γ(TC) be arbitrary. Fix λ ∈ R. On H
the following operator equations hold true:
i) Dε∆vD∗
ε = ε2∆v, Dε∆hD∗
ε = ∆h, DεVεD∗
ε = V ε,
ii) [∇h
τ,∆v] = 0, [∆h,∆v] = 0, [∇h
τ,f(hλνi)] = 0,
iii) [∆v,f(hλνi)] = λf0(hλνi)
 
λ
khλνi2−|λν|2
hλνi3 − 2
hλνi∇v
λν

− λ2f00(hλνi)
|λν|2
hλνi2 .
We recall that A ≺ B means that A is operator-bounded by B with a constant
independent of ε. We will have to estimate multiple applications of ∇v and
∇h by powers of Hε. Central to our analysis, especially to the proof of
Proposition 4 below, are the following statements:
Lemma 9 Fix λ > 0 and l ∈ {0,1,2}. For all m ∈ N0 and m1 + m2 ≤ 2m
the following operator estimates hold true:
i) Hm
ε ≺
 
− ε2∆h − ∆v + Vε
m ≺ Hm
ε ,
ii)
 
− ∆v
m  
− ε2∆h
l ≺ Hl+m
ε ,
iii) hλνim [Hl+1
ε ,hλνi−m] ≺ Hl+1
ε ,
iv) hνi−4m1−5m2(∇v)m1(ε∇h)m2 ≺ Hm
ε .
The last three estimates rely on the following estimates in bundle coordinates.
Lemma 10 Let α,β,γ be multi-indices with |α| ≤ 2l, |α| + |β| ≤ 2m and
|γ| = 2. Then for all ψ ∈ D(Hm
ε )
i)
P
j
R
Ωj
R
Rk |∂α
nψ|2 dnµ(x)dx
1/2
. k(−∆v)lψk + kψk,
ii)
P
j
R
Ωj
R
Rk |∂γ
nψ|2 dnµ(x)dx
1/2
. k(−ε2∆h − ∆v)ψk + kψk,
42iii)
P
j
R
Ωj
R
Rkhν/εi−8(|α|+|β|)|ε|α|∂α
N(ε|β|∂β
x)ψ|2 dnµ(x)dx
1/2
. k
 
− ε2∆h − ε2∆v + V εmψk + kψk,
iv)
P
j
R
Ωj
R
Rkhνi−8(|α|+|β|)|∂α
n(ε|β|∂β
x)ψ|2 dnµ(x)dx
1/2
. k
 
− ε2∆h − ∆v + Vε
mψk + kψk.
We now provide the proofs of these three technical lemmas.
Proof of Lemma 8:
We ﬁx one of the contractable balls Ωj ⊂ C. Let (να)α=1,...,k be an orthonor-
mal trivializing frame of NΩj and (xi)i=1,...,d be geodesic coordinates Ωj.
Observing that Dεψ(x,n) = ε−k/2ψ(x,n/ε) and D∗
εψ(x,n) = εk/2ψ(x,εn) we
immediately obtain i) due to (56).
Since ∇⊥ is metric, (55) implies
∇
h
∂xiψ(q,ν) = ∂xiψ(x,n) − 1
2Γ
γ
iα
 
n
α∂nγ − n
γ∂nα

ψ(x,n).
Using that ∆v = δαβ∂nα∂nβ by (56) we obtain that for any τ = τi∂xi
[∇
h
τ,∆v] = τ
iΓ
γα
i
 
∂nα∂nγ − ∂nγ∂nα

= 0.
Since (να)k
α=1 is an orthonormal frame, we have that g(q,0)(∂nα,∂nβ) = δαβ.
This entails that hνi =
p
1 + δαβnαnβ. Now the remaining statements follow
by direct computation. 
Proof of Lemma 9:
Since Dε and Mρ are unitary, i) of Lemma 8 yields that i) is equivalent to
(H
ε)
m ≺ Mρ
 
− ε
2∆h − ε
2∆v + V
εmM
∗
ρ ≺ (H
ε)
m (57)
for all m ∈ N. By choice of g it coincides with the Sasaki metric gS outside
of Bδ/2 and, hence, so do ∆NC and ∆S. In addition, this means ρ ≡ 1 outside
of Bδ/2 and so Mρ is multiplication by 1 there. Then Corollary 3 implies
Hε = Mρ
 
−ε2∆h −ε2∆v +V ε)M∗
ρ on NC \Bδ/2. Hence, it suﬃces to prove
(57) for functions with support in B3δ/4 ∩ Ωj by introducing suitable cutoﬀ
functions. But B3δ/4 ∩Ωj is compact with respect to both g and gS and here
both (Hε)m and Mρ
 
− ε2∆h − ε2∆v + V εmM∗
ρ are elliptic operators with
bounded coeﬃcients of order 2m. Thus (57) follows from the usual elliptic
estimates which are uniform in j because B3δ/4 is of bounded geometry with
respect to both g and gS.
43We recall that Vε ∈ C∞
b (C,C∞
b (NqC) and turn to ii). By i) we may replace
Hε by −ε2∆h − ∆v + Vε. We ﬁrst prove the statement for l = 0 induc-
tively. In view of (56) Lemma 10 implies that −∆v ≺ −ε2∆h −∆v and thus
also −ε2∆h ≺ −ε2∆h − ∆v. So due to the boundedness of Vε the triangle
inequality yields the statement for m = 1 and
−ε
2∆h ≺ −ε
2∆h − ∆v + Vε. (58)
In the following we will write A ≺ B u C, if kAψk . kBψk + kCψk + kψk.
We note that with this notation A ≺ B implies AC ≺ BC u C.
Now we assume that the statement is true for some m ∈ N0. By the spectral
calculus lower powers of (−ε2∆h −∆v +Vε) are operator-bounded by higher
powers. In addition, ∆v and ∆h commute by Lemma 8. Then we obtain the
statement for m + 1 via
(−∆v)
m+1 ≺ (−ε
2∆h − ∆v + Vε)(−∆v)
m u (−∆v)
m
= (−∆v)
m(−ε
2∆h − ∆v + Vε) +

Vε,(−∆v)
m
u (−∆v)
m
≺ (−ε
2∆h − ∆v + Vε)
m+1 u (−∆v)
m
≺ (−ε
2∆h − ∆v + Vε)
m+1.
Here we used Vε ∈ C∞
b (C,C∞
b (NqC)), ∆v = δαβ∂nα∂nβ locally, and i) of
Lemma 10 to bound

Vε,(−∆v)m
by (−∆v)m. Using [∆v,∆h] = 0 and (58)
we have
(−∆v)
m (−ε
2∆h) = (−ε
2∆h)(−∆v)
m
≺ (−ε
2∆h − ∆v + V )(−∆v)
m u (−∆v)
m.
Continuing as before we obtain the claim for l = 1. Furthermore
(−∆v)
m(−ε
2∆h)
2 = (−ε
2∆h)(−∆v)
m (−ε
2∆h)
≺ (−ε
2∆h − ∆v + Vε)(−∆v)
m(−ε
2∆h)
u(−∆v)
m(−ε
2∆h)
= (−∆v)
m(−ε
2∆h)(−ε
2∆h − ∆v + Vε)
+

Vε,(−∆v)
m(−ε
2∆h)

u (−ε
2∆h − ∆v + Vε)
m+1
≺ (−ε
2∆h − ∆v + Vε)
m+2 u

Vε,(−∆v)
m(−ε
2∆h)

.
To handle the last term we notice that
∆h =
d X
i=1
∇
h
τi∇
h
τi (59)
44for orthonormal sections (τi)i=1,...,d of TΩj. Then

Vε,(−∆v)
m(−ε
2∆h)

=

Vε,(−∆v)
m
(−ε
2∆h) + (−∆v)
m 
Vε,(−ε
2∆h)

≺ (−∆v)
m(−ε
2∆h) u (−∆v)
mPd
j=1ε∇h
τj u (−∆v)m
=
Pd
j=1ε∇h
τj(−∆v)m u (−ε2∆h)(−∆v)m u (−∆v)m
≺ (−ε
2∆h)(−∆v)
m u (−∆v)
m
≺ (−ε
2∆h − ∆v + Vε)
m+2
because
Z
NC
δ
ijε∇
h
τiψ
∗ ε∇
h
τjψdµ ⊗ dν =
Z
NC
g(ε∇
hψ
∗,ε∇
hψ)dµ ⊗ dν
= hψ| − ε
2∆hψi
≤ k − ε
2∆hψk + kψk.
We prove iii) only for l = 2 which is the hardest case. We notice that
hλνi
m [H
3
ε,hλνi
−m] = hλνi
m [Hε,hλνi
−m]H
2
ε + hλνi
m Hε [Hε,hλνi
−m]Hε
+hλνi
m H
2
ε [Hε,hλνi
−m].
We also only treat the hardest of these summands which is the last one.
Inside of B3δ/4 the estimate iv) can be reduced to standard elliptic estimates
as in ii). Therefore we may again replace Hε by −ε2∆h − ∆v + Vε. In view
of ii) of Lemma 8 we have
hλνi
m (−ε
2∆h − ∆v + Vε)
2 [−ε
2∆h − ∆v + Vε,hλνi
−m]
= hλνi
m (−ε
2∆h − ∆v + Vε)
2 [−∆v,hλνi
−m]
= hλνi
m (−∆v + Vε)
2 [−∆v,hλνi
−m] + hλνi
m [−∆v,hλνi
−m](−ε
2∆h)
2
+2hλνi
m (−∆v + Vε)[−∆v,hλνi
−m](−ε
2∆h)
+hλνi
m [−ε
2∆h,Vε][−∆v,hλνi
−m]
We note that because of ∆v = δαβ∂nα∂nβ and iii) of Lemma 8 the diﬀeren-
tial operator hλνim(−∆v + Vε)l [−∆v,hλνi−m] contains only normal partial
derivatives and has bounded coeﬃcients for any l. So by i) of Lemma 10 it is
bounded by (−∆v)l+1. Then ii) of this Lemma immediately allows to bound
the ﬁrst three terms by (−ε2∆h − ∆v + Vε)3. The last term can be treated
45as follows:
hλνi
m [−ε
2∆h,Vε][−∆v,hλνi
−m] = [−ε
2∆h,Vε]hλνi
m [−∆v,hλνi
−m]
≺ −ε
2∆h hλνi
m [−∆v,hλνi
−m]
uhλνi
m [−∆v,hλνi
−m]
= hλνi
m [−∆v,hλνi
−m](−ε
2∆h)
uhλνi
m [−∆v,hλνi
−m]
≺ (−∆v)(−ε
2∆h) u (−ε
2∆h) u (−∆v)
which is bounded by (−ε2∆h − ∆v + Vε)2 again due to ii).
In view of (54) and (55) the estimate iv) follows directly from iv) of Lemma 10
and i) of this Lemma. A polynomial weight is nescessary because here the
unbounded geometry of (NC,g) really comes into play. In i) we could avoid
this using that the operators diﬀer only on a set of bounded geometry, while
in ii) and iii) the number of horinzontal derivatives was small! 
Proof of Lemma 10:
The ﬁrst estimate is just an elliptic estimate on each ﬁbre and thus a con-
sequence of the usual elliptic estimates on Rk. To see this we note that
∆v = δαβ∂nα∂nβ is the Laplace operator on the ﬁbers (see the proof of Corol-
lary 3) and that the measure dµ ⊗ dν = dnµ(x)dx is independent of n.
Concerning ii) and iii) we will derive the stated apriori estimates for smooth
functions that decay fast enough. Then it is only a matter of standard density
and approximation arguments to obtain the estimates for all ψ ∈ D(Hm
ε ).
To deduce the second estimate we aim to show that
X
|γ|=2
Z
Ωj
Z
Rk
|∂
γ
nΨ|
2 dnµ(x)dx
.
X
|γ|=2
Z
Ωj
Z
Rk
|∂
γ
nΨ|
 
|(−ε
2∆h − ∆v)Ψ| + |ε∇
hψ| + |Ψ|

dnµ(x)dx.(60)
with a constant independent of j. Then the claim follows from the Cauchy-
Schwartz inequality and k|ε∇hψ|k = hψ| − ε2∆hψi
1
2 ≤ hψ|(−ε2∆h − ∆v)ψi
1
2
which is smaller than k(−ε2∆h − ∆v)Ψk + kΨk.
On the one hand there are α,β ∈ {1,...,k} such that
Z
Ωj
Z
Rk
|∂
γ
nΨ|
2 dnµ(x)dx =
Z
Ωj
Z
Rk
∂nα∂nβψ
∗ ∂nα∂nβψ dnµ(x)dx
=
Z
Ωj
Z
Rk
∂nβ∂nβψ
∗ ∂nα∂nαψ dnµ(x)dx
=
Z
Ωj
Z
Rk
∂nβ∂nβψ
∗ ∆vψ dnµ(x)dx.
46On the other hand
0 ≤
Z
Ωj
Z
Rk
g
 
ε∇
h∂nβψ
∗,ε∇
h∂nβψ

dnµ(x)dx
=
Z
Ωj
Z
Rk
g
ilε
 
∂xi + Γ
α
iζn
ζ∂nα

∂nβψ
∗ ε
 
∂xl + Γ
η
lδn
δ∂nη

∂nβψ dnµ(x)dx
=
Z
Ωj
Z
Rk
−g
ilε
 
∂xi + Γ
α
iζn
ζ∂nα

∂nβ∂nβψ
∗ ε
 
∂xl + Γ
η
lδn
δ∂nη

ψ
− εg
ilε
 
∂xi + Γ
α
iζn
ζ∂nα

∂nβψ
∗ Γ
η
lβ∂nηψ
− εg
ilΓ
α
iβ∂nα∂nβψ
∗ ε
 
∂xl + Γ
η
lδn
δ∂nη

ψ dnµ(x)dx
=
Z
Ωj
Z
Rk
∂nβ∂nβψ
∗ ε
2∆hψ + ε
2g
ijΓ
α
iβ∂nαψ
∗ Γ
η
lβ∂nηψ
− 2εIm

g
ilΓ
α
iβ∂nα∂nβψ
∗ ε
 
∂xl + Γ
η
lδn
δ∂nη

ψ

dnµ(x)dx
with Im(a) the imaginary part of a. When we add the last two calculations
and sum up over all multi-indices γ with |γ| = 2, we obtain the desired
(−ε2∆h − ∆v)-term. However, we have to take care of the two error terms
in the latter estimate:
Z
Ωj
Z
Rk
g
ilΓ
α
iβ∂nαψ
∗ Γ
η
lβ∂nηψ dnµ(x)dx
=
Z
Ωj
Z
Rk
−g
ilΓ
α
iβ∂nη∂nαψ
∗ Γ
η
lβψ dnµ(x)dx
≤ sup|g
ilΓ
α
iβΓ
η
lβ|
X
|γ|=2
Z
Ωj
Z
Rk
|∂nη∂nαψ
∗||ψ| dnµ(x)dx
and
Z
Ωj
Z
Rk
2Im

g
ilΓ
α
iβ∂nα∂nβψ
∗ ε
 
∂xl + Γ
η
lδn
δ∂nη

ψ

dnµ(x)dx
≤ 2sup|(g
il)
1
2Γ
α
iβ|
X
|γ|=2
Z
Ωj
Z
Rk
|∂nα∂nβψ||ε∇
hψ| dnµ(x)dx.
Since gil and Γα
iβ can be bounded independently of j due to the bounded
geometry and the smooth embedding of C, this yields (60).
We now turn to the third part. We notice that the powers of ε on both sides
match because then all derivatives carry an ε. Therefore we may drop all the
ε’s in our calculations to deduce the last estimate. Since we have stated the
estimate with a non-optimal power of hνi, there is also no need to distinguish
47between normal and tangential derivatives anymore. So the multi-index α
will be supposed to allow for both normal and tangential derivatives. We
recall that ∆S = ∆h + ∆v. We will prove by induction that for all m ∈ N0
 X
|α|≤m+2
Z
Ωj
Z
Rk
hνi
−8|α||∂
αψ|
2 µdndx
 1
2
.
 X
|β|≤m
Z
Ωj
Z
Rk
hνi
−8|β||∂
β(−∆S + V )ψ|
2 µdndx
 1
2
+ kψk (61)
with a constant independent of j. Applying this estimate iteratively we
obtain our claim because due to the spectral calculus (−∆S+V )l is operator-
bounded by (−∆S + V )m for l ≤ m.
Before we start with the induction we notice that gab
S is positive deﬁnit with
a constant that is bounded from below by hνi−2 times a constant depending
only on the geometry of C. More precisely, it depends on inf gij and supΓ
β
iγ
which are both uniformly bounded due to our assumptions on C and our
choice of coordinates.
We now turn to the case m = 0. For |α| = 0 there is nothing to prove. For
|α| = 1 we have
X
|α|=1
Z
Ωj
Z
Rk
hνi
−8|∂
αψ|
2 µdndx .
Z
Ωj
Z
Rk
g
ab
S ∂aψ
∗ ∂bψ µdndx
=
Z
Ωj
Z
Rk
ψ
∗ 
(−∆S + V )ψ − V ψ

µdndx
≤ kψk
 
k(−∆S + V )ψk + sup|V |kψk

≤ k(−∆S + V )ψk
2 + kψk
2
≤
 
k(−∆S + V )ψk + kψk
2. (62)
Taking the square root yields the desired estimate in this case. For |α| = 2
48we have
X
|α|=2
Z
Ωj
Z
Rk
hνi
−16|∂
αψ|
2 µdndx
.
X
c
Z
Ωj
Z
Rk
hνi
−14g
ab
S ∂a∂cψ
∗ ∂b∂cψ µdndx
=
X
c
Z
Ωj
Z
Rk
−hνi
−14g
ab
S ∂a∂c∂cψ
∗ ∂bψ
−µ
−1 
∂c µhνi
−14g
ab
S

∂a∂cψ
∗ ∂bψ µdndx
=
X
c
Z
Ωj
Z
Rk
hνi
−14∂c∂cψ
∗ (∆S − V + V )ψ
−

µ
−1 
∂c µhνi
−14g
ab
S

∂a∂cψ
∗ − (∂ahνi
−14)g
ab
S ∂c∂cψ
∗

∂bψ µdndx
.
X
|α|=2
Z
Ωj
Z
Rk
hνi
−8|∂
αψ|

|(−∆S + V )ψ| + |V ||ψ| + hνi
−4|∂bψ|

µdndx
which yields (61) via (62) when we apply the Cauchy-Schwartz inquality and
devide by both sides by the square root of the left-hand side. Here we used
that both µ−1 
∂c µhνi−14gab
S

and (∂ahνi−14)gab
S are bounded by hνi−12. This
is due to the facts that gab
S and its derivatives are bounded by hνi2 and that
any derivative of hνil =
p
1 + δαβnαnβl
is bounded by hνil. We will use these
facts also in the following calculation.
We assume now that (61) is true for some ﬁxed m ∈ N0. Then it suﬃces to
consider multi-indices with modulus m+3 to show the statement for m+1.
49We have
X
|α|=m+3
Z
Ωj
Z
Rk
hνi
−8|α||∂
αψ|
2 µdndx
.
X
|˜ α|=m+2
Z
Ωj
Z
Rk
hνi
−8|˜ α|−6g
ab
S ∂a∂
˜ αψ
∗ ∂b∂
˜ αψ µdndx
=
X
|˜ α|=m+2
Z
Ωj
Z
Rk
hνi
−8|˜ α|−6∂
˜ αψ
∗ (−∆S)∂
˜ αψ
−∂
˜ αψ
∗ (∂ahνi
−8|˜ α|−6)g
ab
S ∂b∂
˜ αψ µdndx
=
X
|˜ α|=m+2
Z
Ωj
Z
Rk
hνi
−8|˜ α|−6∂
˜ αψ
∗ ∂
˜ α(−∆S)ψ
−∂
αψ
∗

(∂ahνi
−8|˜ α|−6)g
ab
S ∂b∂
˜ αψ + hνi
−8|α|−6[∆S,∂
˜ α]ψ

µdndx
.
X
|α|=m+3
X
|β|=m+1
Z
Ωj
Z
Rk
hνi
−4|α||∂
αψ|hνi
−4|β||∂
β(−∆S)ψ|µdndx
+
X
|α|=m+3
X
|˜ α|=m+2
Z
Ωj
Z
Rk
hνi
−4|˜ α||∂
˜ αψ|hνi
−4|α||∂
αψ|µdndx.
Using again the Cauchy-Schwartz inequality and applying the induction as-
sumption to the ˜ α-term we are almost done with the proof of (61) for m+1.
We only have to introduce V in the Laplace term. When we put it in and
use the triangle inquality we are left with the following error term:
X
|β|=m+1
Z
Ωj
Z
Rk
hνi
−8|β||∂
βV ψ|
2 µdndx
=
X
|α|+|β|=m+1
Z
Ωj
Z
Rk
hνi
−8|α||∂
αV |
2 hνi
−8|β||∂
βψ|
2 µdndx.
In order to apply the induction assumption to this expression, we have to
bound suphνi−8|α||∂αV |2. To be able to use V ∈ C∞
b (C,C∞
b (NqC)) we have
to replace the normal derivatives in ∂α by ∇v and the tangential derivatives
by ∇h. However, in view of (54) and (55) this costs at most a factor hνi−1
for each derivative.
To see that iv) is just a reformulation of iii), we put n = N/ε, replace ψ
with Dεψ, and use that (−ε2∆h −ε2∆v +V ε
Dε = Dε(−ε2∆h −∆v +Vε

by
Lemma 8. 
We still have to give the proof of Lemma 3 from Section 3.2. It was postponed
because it makes use of Lemma 10.
50Proof of Lemma 3 (Section 3.2):
All statements in i) and ii) are easily veriﬁed by using the substitution rule.
To show iii) we ﬁrst verify that (Hε
AA∗−A∗Hε)Pε is in L(D(Hε),L2(A,dτ))
at all. For A∗HεPε this immediately follows from ii) and Corollary 2. So we
have to show that A∗Pε ∈ L(D(Hε),D(Hε
A)). By Corollary 2 we have
kH
ε
AA
∗P
εkL(D(Hε),D(Hε
A)) . kH
ε
AA
∗hν/εi
−lkL(D(Hε),D(Hε
A))
for any l ∈ N and ψ. Now we again ﬁx Ωj ⊂ C and choose geodesic co-
ordinates (xi
j)i=1,...,d and bundle coordinates (nα
j )α=1,...,k with respect to an
orthonormal trivializing frame {νj
α}α over Ωj. When we write down A∗ and
Hε
A in these coordinates, we will end up with coeﬃcients that grow polynomi-
ally due to our choice of the diﬀeomorphism Φ. However, this is compensated
by hν/εi−l. Choosing l big enough allows us to apply Lemma 10 iii) to obtain
a bound by −ε2∆h − ε2∆v + V ε. In the proof of Lemma 9 ii) it was shown
that −ε2∆h−ε2∆v+V ε ≺ Hε. Hence, A∗Pε ∈ L(D(Hε),D(Hε
A)). With the
same arguments one also sees that khν/εi3(Hε
AA∗−A∗Hε)PεkL(D(Hε),H) . 1.
Since g is by deﬁnition the pullback of gA on Bδ/2, the operators Hε
AA∗ and
A∗Hε coincide on Bδ/2. But outside of Bδ/2, i.e. for |ν| ≥ δ/2, we have that
hν/εi
−3 =
 
ε/
p
ε2 + |ν|23 ≤ 4ε
3/δ
3.
Hence, |χc
Bδ/2hν/εi−3| . ε3 with χc
Bδ/2 the characteristic function of Bδ \Bδ/2.
Therefore we may estimate
k(H
ε
AA
∗ − A
∗H
ε)P
εkL(D(Hε),H)
= kχ
c
Bδ/2(H
ε
AA
∗ − A
∗H
ε)P
εkL(D(Hε),H)
. |χ
c
Bδ/2hν/εi
−3|khν/εi
3(H
ε
AA
∗ − A
∗H
ε)P
εkL(D(Hε),H)
. ε
3 khν/εi
3(H
ε
AA
∗ − A
∗H
ε)P
εkL(D(Hε),H)
. ε
3
which was the claim. 
4.2 Expansion of the Hamiltonian
In order to expand the Hamiltonian Hε in powers of ε it is crucial to expand
the metric g around C because it is part of the Laplace-Beltrami operator.
The use of the expansion will be justiﬁed by the fast decay of functions from
the relevant subspaces P0 and Pε.
We introduce Fermi coordinates by choosing a ﬁxed reference frame and
provide an explicit expression for expansion of the inverse metric tensor with
respect to these coordinates.
51Proposition 3 Let (A,g) be a Riemannian manifold and (C,g) an isomet-
rically embedded submanifold. Choose Ω ⊂ C where the normal bundle NC is
trivializable and an orthonormal frame {να}α of NC|Ω. In the corresponding
bundle coordinates the inverse metric tensor g ∈ T 0
2(A) has the following
expansion for all q ∈ Ω:
g =

1 0
CT 1

A 0
0 B

1 C
0 1

+ r1,
where for i,j,l,m = 1,...,d and α,β,γ,δ = 1,..,k
A
ij(q,n) = g
ij(q) + n
α  
W
i
αlg
lj + g
ilW
l
αj

(q)
+ n
αn
β  
3W
i
αmg
mlW
j
βl + R
i j
α β

(q),
B
γδ(q,n) = δγδ + 1
3 nαnβ R
γ δ
α β(q),
C
γ
i(q,n) = −n
α Γ
γ
iα(q) + 2
3 nαnβ R
γ
αiβ(q).
Here R denotes the curvature tensor of A and Wα is the Weingarten map-
ping corresponding to να, i.e. W(να) (see the appendix for deﬁnitions and
conventions). The remainder term r1 and its derivatives are bounded by |n|3.
For the proof we refer to the recent work of Wittich [36]. Wittich does not
calculate the second correction to C but it is easily deducable from his proof.
Furthermore r1 is only locally bounded by |n|3 in [36]. To see that the global
bound is true for g we recall that outside of Bδ/2 it coincides with gS, which
was explicitly given in Proposition 2. Comparing the expressions for g and
gS we obtain a bound by |n|2 which is bounded by |n|3 for |n| ≥ δ/2.
In addition, we need to know the expansion of the extra potential occuring
in Lemma 1, which is also provided in [36]:
Lemma 11 For ρ := dµ/dσ with dσ = dµ ⊗ dν it holds
Vρ = − 1
4 g(η,η) + 1
2 κ − 1
6
 
κ + trC Ric + trC R

+ r2 =: Vgeom + r2,
where η is the mean curvature normal, κ,κ are the scalar curvatures of C
and A, trC Ric,trC R are the partial traces with respect to C of the Ricci and
the Riemann tensor of A and r2 is bounded by |n|.
With these two inputs the proof of Lemma 4 is not diﬃcult anymore.
Proof of Lemma 4 (Section 3.3):
Let P with khνilPkL(D(Hm+1
ε ),D(Hε)) . 1 for all l ∈ N0 be given. The similar
proof for a P with kPhνilkL(D(Hm
ε ),H) . 1 for all l ∈ N0 will be omitted. We
52start by proving kHjPkL(D(Hm+1
ε ),H) . 1 for j = 0,1,2. Exploiting that all
the coeﬃcients in Hj are bounded and have bounded derivatives we have
kHjPkL(D(Hm+1
ε ),H) . kHjhνi
−16kL(D(Hε),H)
.
X
|α|+|β|≤2
khνi
−8(|α|+|β|)∂
α
nε
|β|∂
β
xkL(D(Hε),H)
. kHεkL(D(Hε),H) = 1, (63)
where we made use of Lemma 10 iii) and Lemma 9 for the bound by Hε.
Now we set ψP := Pψ. By deﬁnition of Hε
hφ|HεψPi =


φ
 DεMρ
 
− ε
2∆g + V
ε
M
∗
ρD
∗
εψP

=


φ
 DεMρ(−ε
2∆g)M
∗
ρD
∗
εψP

+


φ
 (Vc + D
∗
εWDε)ψP

. (64)
Due to the assumption on P a Taylor expansion of D∗
εWDε in the ﬁber yields
D∗
εWDε(q,ν)P =
 
W(q,0) + ε(∇v
νW)(q,0) + 1
2ε2(∇v
ν,νW)(q,0)

P + O(ε3).
Recalling that V0(q,ν) = Vc(q,ν) + W(q,0) we ﬁnd that


φ
 (Vc + D
∗
εWDε)ψP

=


φ

 
V0 + ε(∇
v
· W)(q,0) + 1
2ε
2(∇
v
·,·W)(q,0)

ψP

+ O(ε
3).(65)
The error estimate in Lemma 11 yields that kDεr2D∗
εhνi−1ψk . εkψk and
thus kDεr2D∗
εψPk . εkψk. By Lemma 1


φ
 DεMρ(−ε
2∆g)M
∗
ρD
∗
εψP

=
Z
C
Z
NqC
ε
2 g
 
dD
∗
εφ
∗,dD
∗
εψP

dν dµ + ε
2 hφ|DεVρD
∗
εψPi
=
Z
C
Z
NqC
ε
2 g
 
dD
∗
εφ
∗,dD
∗
εψP

dν dµ + ε
2 hφ|VgeomψPi + O(ε
3),(66)
where we used that Vgeom does not depend on ν. Next we choose local
coordinates as in Proposition 3 and insert the expansion for g we obtained
there into (66). We note that ∂xiD∗
ε = D∗
ε∂xi and ∂nαD∗
ε = ε−1D∗
ε∂nα.
Z
Ω
Z
NqC
ε
2 g
 
dD
∗
εφ
∗,dD
∗
εψP

dν dµ
=
Z
Ω
Z
Rk
ε
2
 
∂xi + C
α
i (q,n)∂nα

D
∗
εφ
∗

A
ij(q,n)
 
∂xj + C
β
j(q,n)∂nβ

D
∗
εψP
+ε
2  
∂nαD
∗
εφ
∗
B
αβ(q,n)∂nβD
∗
εψP dndµ + O(ε
3)
=
Z
Ω
Z
Rk
 
ε∂xi + C
α
i (q,εn)∂nα

φ
∗

A
ij(q,εn)
 
ε∂xj + C
β
j(q,εn)∂nβ

ψP
+
 
∂nαφ
∗
B
αβ(q,εn)∂nβψ + φ
∗Vε(q,n)ψP dndµ + O(ε
3) (67)
53because the bound on r1 from Proposition 3 allows to conclude that the term
containing Dεr1D∗
ε is of order ε3. To do so one bounds the partial derivatives
by Hε as in (63). After gathering the terms from (64) to (67) and plugging
in the expressions from Proposition 3 the rest of the proof is just a matter
of identfying ∇v and ∇h via (54) and (55). 
4.3 Construction of the superadiabatic subspace Pε
We search for a closed subspace PεH ⊂ H and the corresponding orthogonal
projection Pε ∈ L(H) with
i) PεPε = Pε,
ii) [Hε,Pε]χ(Hε) = O(ε3)
The former simply means that Pε is a projection, while the latter says that
PεH is invariant under the Hamiltonian Hε upto errors of order ε3. We
recall that U0 and P0 were deﬁned by U0ψ := hϕ0|ψiHf and P0ψ := (U0ψ)ϕ0.
Since P 2
0 = P0 and P0H is invariant at least upto ﬁrst order due to the slow
variation of V0, we expect Pε to have an expansion in ε starting with P0:
Pε = P0 + εP1 + ε
2P2 + O(ε
3).
We ﬁrst construct Pε in a formal way not dealing with problems of bound-
edness. Afterwards we will show how to obtain a well-deﬁned projector and
the associated unitary Uε.
We make the ansatz P1 := T ∗
1P0 + P0T1 with T1 : H → H to be determined.
Since P0 is a spectral projection belonging to Hf, we know that [Hf,P0] = 0,
[E0,P0] = 0, and HfP0 = E0P0. Lemma 4 yields that H0 = −ε2∆h + Hf.
Assuming that [P1,−ε2∆h + E0] = O(ε) we have
[Hε,Pε]/ε = [H0/ε + H1,P0 + εP1] + O(ε)
= [H0/ε + H1,P0] + [H0,P1] + O(ε)
= [−ε∆h + H1,P0] + [Hf − E0,P1] + O(ε)
= [−ε∆h + H1,P0] + (Hf − E0)T
∗
1P0 − P0T1(Hf − E0) + O(ε)
We have to choose T1 such that the ﬁrst term vanishes. Observing that
every term on the right hand side is oﬀ-diagonal with respect to P0, we may
multiply with P0 from the right and 1 − P0 from the left and vice versa to
determine P1. This leads to
−
 
Hf − E0
−1 (1 − P0)
 
[−ε∆h,P0] + H1

P0 = (1 − P0)T
∗
1 P0 (68)
54and
−P0
 
[P0,−ε∆h] + H1

(1 − P0)
 
Hf − E0
−1 = P0 T1 (1 − P0), (69)
where we have used that the operator Hf − E0 is invertible on (1 − P0)Hf.
In view of (68) and (69) we deﬁne T1 by
T1 := −P0
 
[P0,−ε∆h]+H1

RHf(E0) + RHf(E0)
 
[−ε∆h,P0]+H1

P0 (70)
with RHf(E0) =
 
Hf − E0
−1(1 − P0) = (1 − P0)
 
Hf − E0
−1. T1 is anti-
symmetric so that P (1) := P0 + εP1 = P0 + ε(T ∗
1P0 + P0T1) automatically
satisﬁes the ﬁrst condition for Pε upto ﬁrst order: Due to P 2
0 = P0
P
(1)P
(1) = P0 + ε
 
T
∗
1P0 + P0T1 + P0(T
∗
1 + T1)P0

+ O(ε
2)
= P0 + ε
 
T
∗
1P0 + P0T1

+ O(ε
2)
= P
(1) + O(ε
2).
In order to derive the form of the second order correction, we make the ansatz
P2 = T ∗
1P0T1+T ∗
2P0+P0T2 with some T2 : H → H. The anti-symmetric part
of T2 is determined analogously with T1 just by calculating the commutator
[Pε,Hε] upto second order and inverting Hf − E0. One ends up with
(T2 −T
∗
2)/2 = −P0
 
[P
(1),H
(2)]/ε
2
RHf(E0) + RHf(E0)
 
[H
(2),P
(1)]/ε
2
P0
with H(2) := H0 + εH1 + ε2H2. The symmetric part is again determined by
the ﬁrst condition for Pε. Setting P (2) := P (1) + ε2P2 we have
P
(2)P
(2) = P
(2) + ε
2 
P0T1T
∗
1P0 + P0(T
∗
2 + T2)P0

+ O(ε
3)
which forces T2 + T ∗
2 = −T1T ∗
1.
We note that T1 includes a diﬀerential operator of second order (and T2
even of fourth order) and will therefore not be bounded on the full Hilbert
space and thus neither Pε. This is related to the well-known fact that for a
quadratic dispersion relation adiabatic decoupling breaks down for momenta
tending to inﬁnity. The problem can be circumvented by cutting oﬀ high
energies in the right place, which was carried out by Sordoni for the Born-
Oppenheimer setting in [33] and by Tenuta and Teufel for a model of non-
relativistic QED in [34].
To do so we ﬁx E < ∞. Since Hε is bounded from below, E− := inf σ(Hε)
is ﬁnite. We choose χE+1 ∈ C∞
0 (R,[0,1]) with χE+1|(E−−1,E+1] ≡ 1 and
suppχE+1 ⊂ (E− − 2,E + 2]. Then we deﬁne
˜ Pε := P
(2) − P0 = ε(T
∗
1P0 + P0T1) + ε
2(T
∗
1P0T1 + T
∗
2P0 + P0T2) (71)
55and
P
χE+1
ε := P0 + ˜ PεχE+1(Hε) + χE+1(Hε) ˜ Pε
 
1 − χE+1(Hε)

(72)
with χE+1(Hε) deﬁned via the spectral theorem. We remark that P
χE+1
ε is
symmetric.
We will show that P
χE+1
ε − P0 = O(ε) in the sense of bounded operators.
Then for ε smallenough a projector is obtained via the Riesz formula
Pε :=
i
2π
I
Γ
 
P
χE+1
ε − z
−1 dz, (73)
where Γ = {z ∈ C||z − 1| = 1/2} is the positively oriented circle around 1.
Following Nenciu and Sordoni [25] we use the so-called Sz-Nagy formula
˜ Uε :=
 
P0Pε + (1 − P0)(1 − Pε)
 
1 − (Pε − P0)
2−1/2 (74)
for a unitary mapping ˜ Uε : PεH → P0H. We now verify that Pε and ˜ Uε have
indeed all the properties which we stated in Lemmas 2 & 5 and state here
again for convenience:
Proposition 4 Let E < ∞ and χE+1 ∈ C∞(R,[0,1]) with χ|(−∞,E+1] ≡ 1
and suppχE+1 ⊂ (−∞,E + 2].
For a constraint energy band E0 and ε  1, Pε deﬁned by (71)-(73) is a
bounded operator on H and ˜ Uε deﬁned by (74) is unitary from PεH to P0H.
In particular, Pε = ˜ U∗
εP0 ˜ Uε.
For each m ∈ N0 and χ ∈ C∞(R,[0,1]) with suppχ ⊂ (−∞,E + 1] it holds
Pε ∈ L(D(Hm
ε )) and
k[Hε,Pε]kL(D(Hm+1
ε ),D(Hm
ε )) = O(ε), k[Hε,Pε]χ(Hε)kL(H,D(Hm
ε )) = O(ε
3).
Furthermore
i) ∀ j,l ∈ N0 : khνilPεhνijkL(H) , khνilPεhνijkL(D(Hε)) . 1.
ii) ∀ j,l ∈ N0 : khνilP0hνijkL(D(Hε)) . 1, k[−ε2∆h,P0]kL(D(Hε),H) . ε.
iii) There are Uε
1,Uε
2 ∈ L(H) ∩ L(D(Hε)) with norms bounded indepen-
dently of ε satisfying P0Uε
1P0 = 0 and Uε
2P0 = P0Uε
2P0 = P0Uε
2 such
that ˜ Uε = 1 + εUε
1 + ε2Uε
2. In particular, k˜ Uε − 1kL(H) = O(ε).
iv) kP0Uε
1hνilkL(H) . 1 for all l ∈ N0.
v) For Bε := U∗
0Uεχ(Hε) and all u ∈ {1,(Uε
1)∗,(Uε
2)∗} it holds
 [−ε
2∆h + E0,uP0]B
ε  
L(H) = O(ε). (75)
56vi) For RHf(E0) := (1 − P0)
 
Hf − E0
−1(1 − P0) it holds
 U
ε∗
1 B
ε + RHf(E0)([−ε∆h,P0] + H1)P0B
ε 
L(H,D(Hε)) = O(ε).
vii) If ϕ0 ∈ Cm
b (C,Hf), there is λ0 & 1 with supq keλ0hνiϕ0(q)kHf(q) . 1 and
sup
q
ke
λ0hνi∇
v
ν1,...,νl∇
h
τ1,...,τmϕ0(q)kHf(q) . 1
for all ν1,...,νl ∈ Γb(NC) and τ1,...,τm ∈ Γb(TC).
The proof relies substantially on the following decay properties of P0 and the
associated family of eigenfunctions.
Lemma 12 Let V0 ∈ C∞
b
 
C,C∞
b (NC)

and E0 be a simple constraint en-
ergy band with family of projections P0 as deﬁned in Deﬁnition 3. Deﬁne
∇h
τ1P0 := [∇h
τ1,P0] and, inductively,
∇
h
τ1,...,τmP0 := ∇
h
τ1∇
h
τ2,...,τmP0 −
Pm
j=2∇h
τ2,...,∇τ1τj,...,τmP0
for arbitrary τ1,...,τm ∈ Γ(TC). For arbitrary ν1,...,νl ∈ Γ(NC) deﬁne
∇v
ν1,...,νl∇h
τ1,...,τmP0 :=

∇v
ν1,...,[∇v
νl,∇h
τ1,...,τmP0]...

.
i) Then E0 ∈ C∞
b (C), P0 ∈ C∞
b (C,L(Hf)), and there is λ0 & 1 such that for
all λ ∈ [−λ0,λ0]
ke
λhνiRHf(E0)e
−λhνikL(H) . 1
and 
e
λhνi 
∇
v
ν1,...,νl∇
h
τ1,...,τmP0

e
λhνi 

L(H) . 1
for all ν1,...,νl ∈ Γb(NC) and τ1,...,τm ∈ Γb(TC).
Let ϕ0 be a globally deﬁned family of eigenfunctions corresponding to E0.
ii) If ϕ0 ∈ Cm
b (C,Hf), then ϕ0 ∈ Cm
b (C,C∞
b (NC)). Furthermore
sup
q∈C
ke
λ0hνiϕ0(q)kHf(q) . 1, sup
q∈C
ke
λ0hνi∇
v
ν1,...,νl∇
h
τ1,...,τmϕ0(q)kHf(q) . 1
for all ν1,...,νl ∈ Γb(NC) and τ1,...,τm ∈ Γb(TC).
iii) If C is compact or contractable or if E0(q) = inf σ
 
Hf(q)

for all q ∈ C,
then ϕ0 can be chosen such that ϕ0 ∈ C∞
b (C,Hf).
In addition, we need that the application of χE+1(Hε) does not completely
spoil the exponential decay. This is stated in the following lemma. Notice
that we cannot expect it to preserve exponential decay in general, for we do
not assume the cutoﬀ energy E to lie below the continuous spectrum of Hε!
57Lemma 13 Let χ ∈ C∞
0 (R). For all l ∈ N and m ∈ {0,1,2,3}
hνi
l χ(Hε)hνi
−l , hνi
−l χ(Hε)hνi
l ∈ L
 
H,D(H
m
ε )

with norms bounded independently of ε.
Now we give the proof of the proposition. Afterwards we take care of the
two technical lemmas.
Proof of Proposition 4:
We recall that we deﬁned E− := inf σ(Hε). Let χE ∈ C∞
0 (R,[0,1]) with
χE|[E−,E] ≡ 1 and suppχE ⊂ [E− − 1,E + 1]. Then by the spectral theorem
χE(Hε)χ(Hε) = χ(Hε) and χE+1(Hε)χE(Hε) = χE(Hε) for χ and χE+1 as in
the proposition.
The proof of the proposition will be devided into several steps. We drop all
ε-subscripts except those of Hε and write χ,χE, and χE+1 for χ(Hε),χE(Hε),
and χE+1(Hε) respectively. For convenience we set D(H0
ε) := H.
We will often need that an operator A ∈ L(H) is in L(D(Hl
ε,Hm
ε )) for some
l,m ∈ N0. The strategy to show that will always be to show that there are
l1,l2 ∈ N with l1 + l2 ≤ 2l and
(−ε
2∆h − ∆v + Vε)
mA ≺ hνi
−4l1−5l2(∇
v)
l1(ε∇
h)
l2. (76)
Then we can use Lemma 9 to estimate:
kH
m
ε Aψk + kAψk . k(−ε
2∆h − ∆v + Vε)
mAψk + kψk
. khνi
−4l1−5l2(∇
v)
l1(ε∇
h)
l2ψk + kψk
. kH
l
εψk + kψk, (77)
which yields the desired bound.
Step 1: ∃ λ0 & 1 ∀ λ < λ0, m ∈ N0 : keλhνi P0 eλhνikL(D(Hm
ε )) . 1 and
ke
λhνi [−ε
2∆h,P0]e
λhνikL(D(Hm+1
ε ),D(Hm
ε )) . ε.
Both statements hold true with eλhνi replaced by hνil for any l ∈ N0.
Let λ0 be as given by Lemma 12. In order to obtain the estimate (76) for
A = eλ0hνi P0 eλ0hνi we ﬁrst commute all horinzontal derivatives to the right
and then the vertical ones. Using V0 ∈ C∞
b
 
C,C∞
b (NC)

and Lemma 9 we end
up with terms of the form eλhνi 
∇v
ν1,...,νm−l1∇h
τ1,...,τm−l2P0

eλhνi(∇v)l1(ε∇h)l2
times a bounded function. By Lemma 12 we have
e
λhνi 
∇
v
ν1,...,νm−l1∇
h
τ1,...,τm−l2P0

e
λhνi(∇
v)
l1(ε∇
h)
l2 ≺ e
−(λ0−λ)hνi(∇
v)
l1(ε∇
h)
l2
58which implies (76) due to λ < λ0. This yields the ﬁrst claim of Step 1 via
(77). The second claim can easily be proven in the same way. For the last
claim it suﬃces to notice that khνile−λ0hνikL(D(Hm
ε )) . 1 for all l,m ∈ N0,
which is easy to verify.
Step 2: It holds ∀ λ < λ0, m ∈ N0, i ∈ {1,2} :
ke
λhνiT
∗
i P0 e
λhνikL(D(Hm+i
ε ),D(Hm
ε )) . 1, ke
λhνiP0Ti e
λhνikL(D(Hm+i
ε ),D(Hm
ε )) . 1.
In particular, ∀ λ < λ0,m ∈ N0 : keλhνi ˜ P eλhνikL(D(Hm+2
ε ),D(Hm
ε )) . ε.
The last statement is an immediate consequence because
e
λhνi ˜ Pe
λhνi = εe
λhνi

(T
∗
1P0 + P0T1) + ε(T
∗
1P0P0T1 + T
∗
2P0 + P0T2)

e
λhνi.
We carry out the proof of the ﬁrst estimate only for T ∗
1P0. The same argu-
ments work for the other terms. To obtain (76) for A = eλhνiT ∗
1P0 eλhνi we
again commute all derivatives in (−ε2∆h −∆v +Vε)m and T ∗
1P0 to the right.
In view of (70), the deﬁnition of T1, we have to compute the commutator of
RHf(E0) with ∇h and ∇v. For arbitrary τ ∈ Γb(TC) it holds

∇
h
τ,RHf(E0)

= −(∇
h
τP0)RHf(E0) − RHf(E0)(∇
h
τP0)
−RHf(E0)

∇
h
τ,Hf − E0

RHf(E0).
with

∇h
τ,Hf − E0

= (∇h
τV0 − ∇τE0). The latter is bounded because of
V0 ∈ C∞
b
 
C,C∞
b (NqC)

by assumption and E0 ∈ C∞
b (C) by Lemma 12. An
analogous statement is true for ∇v. Hence, we end up with all remaining
derivatives on the right-hand side after a ﬁnite iteration. These are at most
2m + 2. After exploiting that keλhνi RHf(E0)e−λhνikL(H) . 1 by Lemma 12
we may obtain a bound by Hm+1
ε as in Step 1.
Step 3: ∀m ∈ N0 : kP χE+1kL(D(Hm
ε )) . 1 and
∀j,l,∈ N0,m ∈ {0,1} : khνi
jP
χE+1hνi
lkL(D(Hm
ε )) . 1.
We recall that
P
χE+1 = P0 + e P χE+1 + χE+1 e P(1 − χE+1).
Step 1 implies that P0 ∈ L(D(Hm
ε )) for all m ∈ N0. So it suﬃces to bound
the second and the third term to show that P χE+1 ∈ L(D(Hm
ε )). Since Hε
is bounded from below and the support of χE+1 is bounded from above,
χE+1 ∈ L(H,D(Hm
ε )) for every m ∈ N. So the estimate for e P obtained in
59Step 2 implies the boundedness of the second term. By comparing them on
the dense subset D(H2
ε) we see that χE+1 e P is the adjoint of e PχE+1 and thus
also bounded. This ﬁnally implies the boundedness of the third term, which
establishes P χE+1 ∈ L(D(Hm
ε )) for all m ∈ N0.
We now address the second claim. We ﬁx λ with 0 < λ < λ0. Then
hνi
jP
χE+1hνi
l = hνi
jP0hνi
l + hνi
j e P χE+1hνi
l + hνi
jχE+1 e P(1 − χE+1)hνi
l
= hνi
je
−λhνi (e
λhνiP0e
λhνi) e
−λhνihνi
l
+ hνi
je
−λ0hνi (e
λhνi e Pe
λhνi) (e
−λhνihνi
l)hνi
−lχE+1hνi
l
+ hνi
jχE+1hνi
−l (hνi
le
−λhνi) (e
λhνi e Pe
λhνi)
×(e
−λhνihνi
l)hνi
−l(1 − χE+1)hνi
l
It is straight forward to see that khνije−λ0hνikL(D(Hm
ε )) . 1 for all j,m ∈ N0.
Therefore Step 1 yields the desired estimate for the ﬁrst term. In addition,
we know from Lemma 13 that khνi−lχE+1hνilkL(H,D(H3
ε)) . 1. So Step 2
implies the desired estimate for the second term. Then it also follows for the
third term by a standard adjoint argument.
Step 4: It holds ∀ m ∈ N0, i ∈ {1,2}
k[T
∗
i P0,−ε
2∆h + E0]kL(D(Hm+i+1
ε ),D(Hm
ε )) = O(ε),
k[P0Ti,−ε
2∆h + E0]kL(D(Hm+i+1
ε ),D(Hm
ε )) = O(ε).
We again restrict to T ∗
1P0 assuring that the other proofs are similar. We note
that E0 commutes with all operators contained in T ∗
1P0 but the ε∇h. Further-
more k[ε∇h
τ,E0]P0kL(D(Hm
ε )) = εk(∇τE0)P0kL(D(Hm
ε )) = O(ε) for all bounded
τ by Lemma 12. So we easily see that k[T ∗
1P0,E0]kL(D(Hm+2
ε ),D(Hm
ε )) = O(ε).
We will obtain the claim of Step 4 for T ∗
1P0, if we are able to deduce that
k[T ∗
1P0,−ε2∆h]kL(D(Hm+2
ε ),D(Hm
ε )) = O(ε). Again we aim at proving (76) by
commuting all derivatives to the right. In Step 1 and Step 2 we have already
treated the commutators of −ε2∆h with P0 an RHf(E0). So it remains to
disnow showcuss [ε∇h
τ,−ε2∆h] which does not vanish in general! To do so
we ﬁx a covering (Ωj)j∈N of C as at the beginning of Section 4.1 and an
arbitrary j ∈ N. We choose an orthonormal frame (τi)i=1,...,d in TΩj. Using
60that ∆h =
Pd
i=1 ∇h
τi∇h
τi we have
[ε∇
h
τ,−ε
2∆h] = −
d X
i=1
[ε∇
h
τ,ε
2∇
h
τi∇
h
τi]
= −
d X
i=1
 
ε[∇
h
τ,ε∇
h
τi]ε∇
h
τi + ε∇
h
τi [ε∇
h
τ,ε∇
h
τi]

= −ε
d X
i=1

εR
h(τ,τi)ε∇
h
τi + ε∇
h
[τ,τi]ε∇
h
τi
+ε∇
h
τi εR
h(τ,τi) + ε∇
h
τiε∇
h
[τ,τi]

.
In view of Propositon 1 all these terms contain only two derivatives. So we
have gained an ε because, although Rh and its derivatives grow linearly, we
are able to bound the big bracket as required in (76) using the decay provided
by P0. The estimate is independent of Ωj because R⊥ is globally bounded
due to our assumptions on the embedding of C.
Step 5: For all m ∈ N0
k[Hε,P
χE+1]kL(D(Hm+1
ε ),D(Hm
ε )) = O(ε), k[Hε,P
χE+1]χEkL(H,D(Hm
ε )) = O(ε
3).
We ﬁx m ∈ N0. Due to the exponential decay obtained in Steps 1 & 2 for
P0 and ˜ P we may plug in the expansion of Hε from Lemma 4 when deriving
the stated estimates. The proof of Step 2 entails that P χE+1 −P0 is of order
ε in L(D(Hm
ε )). Therefore
k[Hε,P
χE+1]kL(D(Hm+1
ε ),D(Hm
ε )) = k[Hε,P0]kL(D(Hm+1
ε ),D(Hm
ε )) + O(ε)
= k[H0,P0]kL(D(Hm+1
ε ),D(Hm
ε )) + O(ε)
= k[ε
2∆h,P0]kL(D(Hm+1
ε ),D(Hm
ε )) + O(ε)
= O(ε),
by Step 1. On the other hand we use [Hε,χE] = 0 and (1 − χE+1)χE = 0 to
obtain
k[Hε,P
χE+1]χEkL(H,D(Hm
ε ))
= k[Hε,P
(2)]χEkL(H,D(Hm
ε ))
= k[Hε,P0 + ˜ P]χEkL(H,D(Hm
ε ))
= k[H0 + εH1 + ε
2H2,P0 + ˜ P]χEkL(H,D(Hm
ε )) + O(ε
3) = O(ε
3),
where the last estimate follows from the construction of T1 and T2 (which
were used to deﬁne ˜ P). To make precise the discussion at the beginning of
61this subsection one uses Step 4 and once more the decay properties of P0 and
˜ P to bound the error terms by Hm
ε for some m ∈ N as in (76) and (77).
Step 6: P,U are well-deﬁned, U|PH is unitary and P ∈ L(D(Hm
ε )) with
kP − P0kL(D(Hm
ε )) = O(ε) ∀ m ∈ N0.
Since P0 is a projector and kP χE+1 − P0kL(H) = O(ε), we have
k(P
χE+1)
2 − P
χE+1kL(H) = O(ε). (78)
Now the spectral mapping theorem implies that there is a C < ∞ such that
σ(P
χE+1) ⊂ [−Cε,Cε] ∪ [1 − Cε,1 + Cε].
Thus P is a well-deﬁned bounded operator for ε < 1/2C. By the spectral
theorem P = χ[1−Cε,1+Cε](P χE+1) and so kP −P χE+1kL(H) = O(ε). In partic-
ular, P − P0 = O(ε) in L(H). Hence, 1 − (P − P0)2 is positive and can be
inverted. Therefore U is also a well-deﬁned bounded operator with
U = U0
 
P + O(ε
2)

. (79)
We set S :=
 
1−(P −P0)2−1/2. It is easy to verify that [P,1−(P −P0)2] =
0 = [P0,1 − (P − P0)2] and thus [P,S] = 0 = [P0,S]. The latter implies
˜ U∗ ˜ U = 1 = ˜ U ˜ U∗. So ˜ U maps PH unitarily to P0H. Since U0 is unitary when
restricted to P0H, we see that U = U0 ˜ U is unitary when restricted to PH.
The combination of (78) with Steps 3 and 5 immediately yields
k(P
χE+1)
2 − P
χE+1kL(D(Hm
ε )) = O(ε).
for all m ∈ N0. So for z ∈ ∂B1/2(1) the resolvent
 
P χE+1−z
−1 is an operator
bounded independent of ε even on D(Hm
ε ), which implies P ∈ L
 
D(Hm
ε )

in
view of its deﬁnition. It follows as before that P − P0 = O(ε) also in this
space.
Step 7: k[Hε,P]kL(D(Hm+1
ε ),D(Hm
ε )) = O(ε) & k[Hε,P]χEkL(H,D(Hm
ε )) = O(ε3)
for all m ∈ N0.
We observe that
[Hε,P] =
i
2π
I
Γ
 
P
χE+1 − z
−1[Hε,P
χE+1]
 
P
χE+1 − z
−1 dz.
62Since we saw that k
 
P χE+1 − z
−1kL(D(Hm
ε )) . 1 in the preceding step, the
ﬁrst estimate we claimed follows by inserting the result from Step 5. To
deduce the second one we set RP
χE+1(z) :=
 
P χE+1 − z
−1 and compute
[Hε,P]χ =
1
2π
I
Γ
RP
χE+1(z)[Hε,P
χE+1]RP
χE+1(z)χE χdz
=
1
2π
I
Γ
RP
χE+1(z)[Hε,P
χE+1]χE RP
χE+1(z)χ
+ RP
χE+1(z)[Hε,P
χE+1]

RP
χE+1(z),χE

χdz. (80)
Furthermore

RP
χE+1(z),χE

χ = RP
χE+1(z)[P
χE+1,χE]RP
χE+1(z)χE χ
= RP
χE+1(z)[P
χE+1,χE]χE RP
χE+1(z)χ
+ RP
χE+1(z)[P
χE+1,χE]

RP
χE+1(z),χE

χ
= RP
χE+1(z)[P
χE+1,χE]χE RP
χE+1(z)χ
+

RP
χE+1(z)[P
χE+1,χE]
2
RP
χE+1(z)χ.
Since due to Step 5 we have
 [P χE+1,Hε]
 
L(D(Hm+1
ε ),D(Hm
ε )) = O(ε) and
k[P χE+1,Hε]χEkL(H,D(Hm
ε )) = O(ε3), Lemma 6 yields
 [P
χE+1,χE]
 
L(D(Hm
ε ),D(Hm+1
ε )) = O(ε), k[P
χE+1,χE]χEkL(H,D(Hm
ε )) = O(ε
3).
Applying these estimates, kRP
χE+1(z)kL(D(Hm
ε )) . 1, and Step 5 to (80) we
obtain k[Hε,P]χ(Hε)kL(H,D(Hm
ε )) = O(ε3).
Step 8: ∀j,l ∈ N,m ∈ {0,1} : khνil P hνijkL(D(Hm
ε )) . 1.
This can be seen by applying the spectral calculus to P χE+1 which we know
to be bounded and symmetric. Let f : C → C be deﬁned by f(z) := z and
let g : C → {0,1} be the characteristic function of B2/3(1). Then due to (78)
the spectral calculus implies that for ε small enough
P = g(P
χE+1) = f(P
χE+1)(g/f
2)(P
χE+1)f(P
χE+1)
= P
χE+1 (g/f
2)(P
χE+1)P
χE+1.
We note that (g/f2)(P χE+1) ∈ L(H) because g ≡ 0 in a neighborhood of
zero. Since g/f2 is holomorphic on B1/2(1), it holds
(g/f
2)(P
χE+1) =
i
2π
I
∂B1/2(1)
(g/f
2)(z)RP
χE+1(z)dz
63by the Cauchy integral formula for bounded operators (see e.g. [12]). In
the proof of Step 5 we saw that RP
χE+1(z) is a bounded operator on D(Hε)
for z ∈ ∂B1/2(1), which implies that also (g/f2)(P χE+1) ∈ L(D(Hε)). Then
Step 3 provides that khνil P hνijkL(D(Hm
ε )) . 1 for all j,l ∈ N and m ∈ {0,1},
which yields the claim.
Step 9: ∀ m ∈ N0 :
 (P − P χE+1)χ
 
L(H,D(Hm
ε )) = O(ε3)
Using that T1 = −T ∗
1 and T2 + T ∗
2 = −T1T ∗
1 as well as P0T1P0 = 0 it is
straight forward to verify that

χE
 
P
(2)P
(2) − P
(2)
χ


L(H,D(Hm
ε )) = O(ε
3). (81)
Since k[P χE+1,Hε]χkL(H,D(Hm−1
ε )) = O(ε3) by Step 5, Lemma 6 yields
k[P
χE+1,χE]χkL(H,D(Hm
ε )) = O(ε
3).
Recalling that kP χE+1kL(D(Hm
ε )) we have that in the norm of L(H,D(Hm
ε ))
 
(P
χE+1)
2 − P
χE+1
χ
= (P
χE+1 − 1)P
χE+1 χE χ
= (P
χE+1 − 1)χEP
χE+1 χ + (P
χE+1 − 1)[P
χE+1,χE]χ
= χE (P
χE+1 − 1)P
χE+1 χ + [P
χE+1,χE]P
χE+1 χ + O(ε
3)
= χE
 
P
(2) − 1

P
(2) χ + O(ε
3)
= χE
 
P
(2)P
(2) − P
(2)
χ + O(ε
3)
(81)
= O(ε
3).
Since we know from the proof of Step 6 that kRP
χE+1(z)kL(D(Hm
ε )) . 1 for z
away from 0 and 1, the formula
P − P
χE+1 =
1
2πi
I
Γ
RP
χE+1(z) + RP
χE+1(1 − z)
1 − z
dz
 
(P
χE+1)
2 − P
χE+1
(82)
by Nenciu [24] implies that
 (P − P
χE+1)χ(Hε)
 
L(H,D(Hm
ε )) = O(ε
3). (83)
Step 10: There are U1,U2 ∈ L(H) ∩ L(D(Hε)) with norms bounded inde-
pendently of ε satisfying P0U1P0 = 0 and U2P0 = P0U2P0 = P0U2 such that
˜ U = 1 + εU1 + ε2U2. In addition, kP0Uε
1hνilkL(H) . 1 for all l ∈ N0.
We deﬁne
U1 := ε
−1 
P0(˜ U − 1)(1 − P0) + (1 − P0)(˜ U − 1)P0

64and
U2 := ε
−2 
P0(˜ U − 1)P0 + (1 − P0)(˜ U − 1)(1 − P0)

.
Then ˜ U = 1+εU1+ε2U2, P0U1P0 = 0, and P0U2 = P0U2P0 = U2P0 are clear.
Next we ﬁx m ∈ N0 and prove that U1 ∈ L(D(Hm
ε )) with norm bounded
independent of ε. The proof for U2 is similar and will be omitted. We recall
that
˜ U =
 
P0P + (1 − P0)(1 − P)

S
with S :=
 
1 − (P − P0)2−1/2 and that we showed [P,S] = 0 = [P0,S] in
Step 6. Therefore
U1 = ε
−1 
P0 ˜ U(1 − P0) + (1 − P0)˜ UP0

= ε
−1S
 
P0P(1 − P0) + (1 − P0)(1 − P)P0

= ε
−1S
 
P0(P − P0)(1 − P0) − (1 − P0)(P − P0)P0

. (84)
By Taylor expansion it holds
1 − S =
Z 1
0
1
2(1 − s)
 
1 − s(P − P0)2− 3
2 ds (P − P0)2. (85)
Let h(x) := (1 − sx2−3/2 with s ∈ [0,1]. h is holomorphic in B1/2(0).
Due to Step 6 the spectrum of P − P0 as an operator on L(D(Hm
ε )) is con-
tained in B1/4(0) for ε small enough. Therefore kRP−P0(z)kL(D(Hm
ε )) . 1 for
z ∈ ∂B1/2(0) and h(P − P0) = i
2π
H
∂B1/2(0) h(z)RP−P0(z)dz. This allows us
to conclude that the integral on the right hand side of (85) is an operator
bounded independent of ε on D(Hm
ε ). This implies that the whole right
hand side is of order ε2 in L(D(Hm
ε )) because k(P − P0)2kL(D(Hm
ε )) = O(ε2)
by Step 6. So we get
U1 = ε
−1 
P0(P − P0)(1 − P0) − (1 − P0)(P − P0)P0

+ O(ε). (86)
This yields the desired bound because kP − P0kL(D(Hm
ε )) = O(ε). We now
turn to the last claim: Using [S,P0] = 0 and kP0hνilkL(H) . 1 due to Step 1
we obtain from (84) that
kP0U
ε
1hνi
lkL(H) = kε
−1SP0(P − P0)(1 − P0)hνi
lkL(H)
. kε
−1(P − P0)hνi
lkL(H)
We note that the decay properties of P and P0 themselves are not enough.
Because of the ε−1 we really need to consider the diﬀerence. However, it
holds P − P0 = (P − P χE+1) + (P χE+1 − P0) and via (82) the ﬁrst diﬀerence
65can be expressed by (P χE+1)2 − P χE+1. Looking at the proof of Step 3 we
see that both diﬀerences consist only of terms that carry an ε with them and
have the desired decay property.
Step 11: For B := U∗
0Uχ(Hε) and all u ∈ {1,U∗
1,U∗
2}
 [−ε
2∆h + E0,uP0]B
 
L(H) = O(ε). (87)
Again we restrict ourselves to the case u = U∗
1. It is obvious from the
deﬁnition of U1 in Step 10 that [E0,U∗
1P0] = 0. In view of (86), U1 (and
thus also U∗
1) contains, upto terms of order ε, a factor P − P0 . As long as
we commute (−ε2∆h)P0 with the other factors, P − P0 cancels the ε−1 in
the deﬁnition of U1 and the commutation yields the desired ε. Using that
B = P0 ˜ Uχ = P0χ + O(ε) we have
[−ε
2∆h,U
∗
1P0]B = [−ε
2∆h,U
∗
1P0]P0χ + O(ε)
(86)
= [−ε
2∆h,ε
−1(1 − P0)(P − P0)P0]P0χ + O(ε)
= (1 − P0)[−ε
2∆h,ε
−1(P − P0)]P0χEχ + O(ε)
= (1 − P0)[−ε
2∆h,ε
−1(P − P0)χE]P0χ + O(ε),
The last step follows from [(−ε2∆h)P0,χE]χ = O(ε), which is implied by
Lemma 6 because
[Hε,(−ε
2∆h)P0]χ = [−ε
2∆h + Hf,(−ε
2∆h)P0]χ + O(ε)
= [V0,−ε
2∆h]P0 χ − ε
2∆h[−ε
2∆h,P0]χ + O(ε)
= O(ε).
Furthermore due to Step 9
(1 − P0)[−ε
2∆h,ε
−1(P − P0)χE]P0χ
= (1 − P0)[−ε
2∆h,ε
−1(P
χE+1 − P0)χE]P0χ + O(ε
2)
= (1 − P0)[−ε
2∆h,
 
P1χE+1 + (1 − χE+1)P1χE+1

χE]P0χ + O(ε)
= (1 − P0)[−ε
2∆h,(T
∗
1P0 + P0T1)χE]P0χ + O(ε).
On the one hand,
(1 − P0)[−ε
2∆h,P0T1χE] = (1 − P0)[−ε
2∆h,P0]T1χE = O(ε)
by step 1. On the other hand,
(1 − P0)[−ε
2∆h,T
∗
1P0χE]P0χ = (1 − P0)T
∗
1P0[(−ε
2∆h),χE]P0χ
+(1 − P0)[−ε
2∆h,T
∗
1P0]χEP0χ + O(ε)
= (1 − P0)T
∗
1P0[(−ε
2∆h)P0,χE]χ
+(1 − P0)[−ε
2∆h,T
∗
1P0]χEP0χ + O(ε)
= O(ε)
66due to Step 4 and the above argument that [(−ε2∆h)P0,χE]χ = O(ε).
Step 12:

 
U∗
1 + T ∗
1P0

B


L(H,D(Hm
ε )) = O(ε) for all m ∈ N0.
All the following errors estimates will be in the norm of L
 
H,D(Hε)

. Using
again that B = P0 ˜ Uχ = P0χ + O(ε) as well as χ = χEχ we have that
U
∗
1 B = U
∗
1 P0χEχ + O(ε)
(86)
= ε
−1(1 − P0)(P − P0)P0χEχ + O(ε)
= ε
−1(1 − P0)(P − P0)χEP0χ + O(ε)
(83)
= ε
−1(1 − P0)(P
χE+1 − P0)χEP0χ + O(ε)
= (1 − P0)
 
P1χE+1 + (1 − χE+1)P1χE+1

χEP0χ + O(ε)
= (1 − P0)(T
∗
1P0 + P0T1)χEP0χ + O(ε)
= T
∗
1P0χ + O(ε)
= T
∗
1P0B + O(ε)
because (1 − P0)T ∗
1P0 = T ∗
1P0 by deﬁnition.
Step 13: If ϕ0 ∈ Cm
b (C,Hf), there is λ0 & 1 with supq keλ0hνiϕ0(q)kHf(q) . 1
and supq keλ0hνi∇v
ν1,...,νl∇h
τ1,...,τmϕ0(q)kHf(q) . 1 for all ν1,...,νl ∈ Γb(NC)
and τ1,...,τm ∈ Γb(TC).
This is true by Lemma 12 ii). The results of Step 1 and Steps 6 to 13 together
form Proposition 4. 
Proof of Lemma 12:
Because of V0 ∈ C∞
b (C,C∞
b (NqC)) and [∇h
τ,∆v] = 0 for all τ due to Lemma 8
the mapping q 7→ (Hf(q) − z)−1 belongs to C∞
b (C,L(Hf)). Since E0 is a
constraint energy band and thus separated, the projection P0(q) associated
to E0(q) is given via the Riesz formula:
P0(q) = −
1
2π
I
γ(q)
 
Hf(q) − z
−1 dz,
where γ(q) is positively oriented closed curve encircling E0(q) once. It can
be chosen independent of q ∈ C locally because the gap condition is uniform.
Therefore (Hf(·) − z)−1 ∈ C∞
b (C,L(Hf)) entails P0 ∈ C∞
b (C,L(Hf)). This
means in particular that P0H is a smooth subbundle. Therefore locally it is
spanned by a smooth section ϕ0. By
E0(q)P0(q) = Hf(q)P0(q) = −
1
2π
I
γ(q)
z
 
Hf(q) − z
−1 dz
67we see that also E0P0 ∈ C∞
b (C,L(Hf)). Then E0 = trHf(·)
 
E0P0

∈ C∞
b (C)
because covariant derivatives commute with taking the trace over smooth
subbundles and derivatives of E0P0 are trace-class operators. For example
∇τ tr
 
E0P0

= ∇τ tr
 
(E0P0)P0

= tr
 
(∇
h
τE0P0)P0 + (E0P0)∇
h
τP0

= tr
 
(∇
h
τE0P0)P0

+ tr
 
(E0P0)∇
h
τP0

< ∞
for all τ ∈ Γb(TC) because P0 and E0P0 are trace-class and the product
of a trace-class operator and a bounded operator is again trace-class (see
[28], Theorem VI.19). The argument that higher derivatives of E0P0 are
trace-class is very similar.
Next we will prove the statement about invariance of exponential decay under
the application of RHf(E0) := (1−P0)(Hf −E0)−1(1−P0). So let Ψ ∈ Hf be
arbitrary. The claim is equivalent to showing that there is λ0 > 0 such that
for all λ ∈ [−λ0,λ0]
Φ := e
λhνiRHf(E0)e
−λhνiΨ
satisﬁes ΦkH . supq∈C kΨkH. The latter immediately follows from
kΦkH . C ke
λhνi(Hf − E0)e
−λhνiΦkH (88)
because
ke
λhνi(Hf − E0)e
−λhνiΦkH = ke
λhνi(1 − P0)e
−λhνiΨkH
≤ kΨkH + ke
λhνiP0e
−λhνikL(Hf) kΨkH
. kΨkH,
where we used that E0 is a constraint energy band by assumption. We now
turn to (88). We note that by the Cauchy-Schwarz inequality it suﬃces to
ﬁnd a λ0 > 0 such that for all λ ∈ [−λ0,λ0]
hΦ|Φi .

Re


Φ

e
λhνi(Hf − E0)e
−λhνiΦ

 (89)
To derive (89) we start with the following useful estimate, which is easily
obtained by commuting Hf − E0 with e−λhνi.
 Re


Φ
 e
λhνi(Hf − E0)e
−λhνiΦ
  =
 hΦ|(Hf − E0)Φi − λ
2hΦ|(|ν|
2/hνi
2)Φ
 i
≥
 hΦ|(Hf − E0)Φi
  − λ
2hΦ|Φi.
Since E0 is assumed to be a constraint energy band and thus separated by a
gap, we have
 hΦ|(Hf − E0)Φi
  =
 

(1 − P0)Φ
 (Hf − E0)(1 − P0)Φ
 
.


(1 − P0)Φ

(1 − P0)Φ

=
 
hΦ|Φi − hΦ|P0Φi

.
68Since λ0 can be chosen arbitrary small, we are left to show that hΦ|P0Φi is
strictly smaller than hΦ|Φi independent of λ ∈ [−λ0,λ0]. We observe that
1 = trHf(q)
 
P
2
0(q)

= trHf(q)
 
e
Λ0hνiP0(q)e
Λ0hνie
−Λ0hνiP0(q)e
−Λ0hνi
≤ ke
Λ0hνiP0(q)e
Λ0hνikHf(q) trHf(q)
 
e
−Λ0hνiP0e
−Λ0hνi
.
We know that keΛ0hνiP0(q)eΛ0hνikHf(q) ≤ C independent of q ∈ C, since E0 is a
constraint energy band by assumption. Hence, for any λ with λ ∈ [−Λ0,Λ0]
inf
q trHf(q)
 
e
−λhνiP0(q)e
−λhνi
≥ inf
q trHf(q)
 
e
−Λ0hνiP0(q)e
−Λ0hνi
≥
 
sup
q
ke
Λ0hνiP0(q)e
Λ0hνikHf(q)
−1 ≥ C
−1.
Since P0e−λhνiΦ = 0 by deﬁnition of Φ, we have
hΦ|P0Φi = hΦ|(P0 − e
−λhνi P0e
−λhνi)Φi
≤ sup
q
trHf(q)
 
P0 − e
−λhνiP0(q)e
−λhνi
hΦ|Φi
≤

sup
q
trHf(q)(P0) − inf
q trHf(q)
 
e
−λhνiP0(q)e
−λhνi
hΦ|Φi
≤ (1 − C
−1)hΦ|Φi,
which ﬁnishes the proof of (89).
For i) it remains to show that the derivatives of P0 produce exponential decay.
By deﬁnition P0 satisﬁes
0 = (Hf − E0)P0 = −∆vP0 + V0P0 − E0P0. (90)
Let τ1,...τm ∈ Γb(TC) be arbitrary. To show that the derivatives of P0 decay
exponentially, we consider equations obtained by commutating the operator
identity (90) with ∇h
τ1,...τm. Since ∆v commutes with ∇h by Lemma 8, this
yields the following hierachy of equations:
(Hf − E0)(∇
h
τ1P0) = (∇τ1E0 − ∇
h
τ1V0)P0,
(Hf − E0)(∇
h
τ1,τ2P0) = (∇τ1,τ2E0 − ∇
h
τ1,τ2V0)P0 + (∇τ2E0 − ∇
h
τ2V0)(∇
h
τ1P0)
+(∇τ1E0 − ∇
h
τ1V0)(∇
h
τ2P0),
and analogous equations for higher and mixed derivatives. Applying the
reduced resolvent RHf(E0) to both sides we obtain
(1 − P0)(∇
h
τ1P0) = RHf(E0)(∇
h
τ1E0 − ∇
h
τ1V0)P0.
69From

eλ0hνiP0eλ0hνi 

L(H) . 1 we can conclude that
 e
λ0hνi(1 − P0)
 
∇
h
τ1P0

e
λ0hνi  
L(H) . 1
because the derivatives of V0 and E0 are globally bounded and application of
RHf(E0) preserves exponential decay as we have shown above. Inductively,
we obtain that

eλ0hνi(1−P0)
 
∇v
ν1,...,νl∇h
τ1,...,τmP0

eλ0hνi  
L(H) . 1. The same
arguments yield
 eλ0hνi 
∇v
ν1,...,νl∇h
τ1,...,τmP0

(1 − P0)eλ0hνi  
L(H) . 1 when we
start with 0 = P0(Hf −E0). The assumption
 eλ0hνiP0eλ0hνi  
L(H) . 1 imme-
diately implies

eλ0hνiP0
 
∇v
ν1,...,νl∇h
τ1,...,τmP0

P0eλ0hνi 

L(H) . 1.
We now turn to the second part of the lemma. By deﬁnition ϕ0 satisﬁes
0 = (Hf − E0)ϕ0 = −∆vϕ0 + V0ϕ0 − E0ϕ0. (91)
for all q ∈ C. Because of V0 ∈ C∞
b (C,C∞
b (NqC)) and E0 ∈ C∞
b (C) this is
an elliptic equation with coeﬃcients in C0
b(C,C∞
b (NqC)) on each ﬁbre. So
standard elliptic theory immediately implies ϕ0 ∈ C0
b(C,C∞
b (NqC)). Due to
the assumption that ϕ0 ∈ Cm
b (C,Hf(q)) we may take horizontal derivatives
of (91). Using that [∆v,∇h
τ] for all τ by Lemma 8 ii), we end up with the
following equations
(Hf − E0)∇
h
τ1ϕ0 = (∇τ1E0 − ∇
h
τV0)ϕ0, (92)
(Hf − E0)∇
h
τ1,τ2ϕ0 = (∇τ1,τ2E0 − ∇
h
τ1,τ2V0)ϕ0 + (∇τ1E0 − ∇
h
τ1V0)(∇
h
τ2ϕ0)
+(∇τ2E0 − ∇
h
τ2V0)(∇
h
τ1ϕ0),
and analogous equations up to order m. Iteratively, we see that these are all
elliptic equations with coeﬃcients in C0
b(C,C∞
b (NqC)) on each ﬁbre. Hence,
we obtain ϕ0 ∈ C0
b(C,C∞
b (NqC)). So we may take also vertical derivatives of
the above hierachy:
(Hf − E0)∇
v
ν1ϕ0 = −(∇
v
ν1V0)ϕ0, (93)
(Hf − E0)∇
v
ν1∇
h
τ1ϕ0 = −(∇
v
ν1∇
h
τ1V0)ϕ0 − (∇
v
ν1V0)(∇
h
τ1ϕ0)
+(∇τ1E0 − ∇
h
τ1V0)∇
v
ν1ϕ0)
and so on. Since E0 is assumed to be a constraint energy band, we have that
 e
Λ0hνiϕ0 he
Λ0hνiϕ0|ψiHf(q)
 
Hf(q) = ke
Λ0hνiP0e
Λ0hνiψkHf(q) . kψkHf(q)
with a constant independent of q. Choosing ψ = e−Λ0hνiϕ0 and taking the
supremum over q ∈ C we obtain the desired exponential decay of ϕ0. Because
70of V0 ∈ C∞
b (C,C∞
b (NqC)) and E0 ∈ C∞
b (C) also the right-hand sides of (92)
and (93) decay exponentially. By i) an application of RHf(E0) preserves
exponential decay. So we may conclude that the ϕ0-orthogonal parts of
∇h
τ1ϕ0 and ∇v
ν1ϕ0 decay exponentially. Together with the exponential decay
of ϕ0 this entails the desired exponential decay of ∇h
τ1ϕ0 and ∇v
ν1ϕ0. This
argument can now easily be iterated for the higher derivatives.
Finally we turn to iii). We consider a normalized trivializing section ϕ0, in
particular supq∈C kϕ0kHf is globally bounded. The smoothness of the section
ϕ0 in P0H is granted from the abstract existence argument of a global section
via Chern classes. In order to see that it is also smooth in (1 − P0)H,
one applies RHf(E0) to the equations (92), which can be justiﬁed by an
approximation argument. Hence, we only need to show boundedness of all
the derivatives. If C is compact, this is clear.
If C is contractible, all bundles over C are trivializable. In particular, already
the real eigenspace bundle P0H has a global smooth trivializing section ϕ0.
We choose a covering of C by geodesic balls of ﬁxed diameter and take an ar-
bitrary one of them called Ω. We ﬁx q0 ∈ Ω and choose geodesic coordinates
(xi)i=1,...,d and bundle coordinates (nα)α=1,...,k with respect to an orthonor-
mal trivializing frame {να}α over Ω. Hereby {να}α is chosen such that Γα
iβ
is bounded and smooth which is possible due to our assumptions on the em-
bedding of C. Since ϕ0 is the only normalized element of the real P0H, we
have that
ϕ0(q) =
P0(q)ϕ0(q0)
kP0(q)ϕ0(q0)k
(94)
for q close to q0 (which only makes sense in coordinates). Therefore we can
split up ∇h
∂xiϕ0 into terms depending on ∇h
∂xiP0, which are bounded due to i),
and terms depending on ∇h
∂xi
 
ϕ0(q0)

. In view of the coordinate expression
∇h
∂xi = ∂xi − Γα
iβnβ∂nα the latter is equal to −Γα
iβnβ∂nαϕ0(q0). We already
know that ϕ0 ∈ C0
b
 
C,Hf(q)

. By ii) this implies ϕ0 ∈ C0
b
 
C,C∞
b (NqC)

with supq keλ0hνiϕ0k . 1. Hence, we have that −Γα
iβnβ∂nαϕ0(q0) is bounded.
Noticing that all the bounds are independent of Ω due to the bounded geom-
etry of C, we obtain that ϕ0 ∈ C1
b
 
C,Hf(q)

. Now we can inductively make
use of (94) and ii) to obtain ϕ0 ∈ C∞
b
 
C,Hf(q)

.
If E0 = inf σ(Hf(q)) for all q ∈ C, again the real eigenspace bundle is already
trivializable. To see this we note that the groundstate of a real Schr¨ odinger
operator can always be chosen strictly positive, which deﬁnes an orientation
on the real eigenspace bundle. A real line bundle with an orientation is
trivializable. So we may argue as in the case of a contractable C to obtain
that the derivatives are globally bounded. 
71Proof of Lemma 13:
Let l ∈ Z. We ﬁx m ∈ {1,2,3} and z1,...,zm ∈ C \ R ∩ suppχ × [−1,1].
We claim that there is a c > 0 independent of ε and the zi such that
  
m Y
i=1
(Hε − zi)hλνi
l
m Y
j=1
RHε(zj)hνi
−l
  
L(H)
≤ 2 (95)
for λ := min
n
1,
c
Qm
i=1 |Imzi|
1+
Qm
j=1(|zj|+|Imzj|)
o
> 0.
To prove this we set Φ :=
Qm
i=1(Hε−zi)hλνil Qm
j=1 RHε(zj)hνi−lΨ for Ψ ∈ H
and aim to show that kΨk ≥ kΦk/2. Because of λ ≤ 1 we have that
kΨk =
  hνi
l
m Y
j=1
(Hε − zi)hλνi
−l
m Y
i=1
RHε(zj)Φ
  
≥
  hλνi
l
m Y
j=1
(Hε − zi)hλνi
−l
m Y
i=1
RHε(zj)Φ
 

≥ kΦk −
 hλνi
l 
m Y
j=1
(Hε − zi),hλνi
−l
m Y
i=1
RHε(zj)Φ
 
All terms in the commutator carry a positive power of λ because at least
one derivative has to hit hλνi−l. Because of λ ≤ 1 positive powers of λ are
bounded by λ. Using that |zi| is uniformly bounded and Lemma 9 iii) we
have that there is a C < ∞ independent of ε,λ and the zi’s with
kΨk ≥ kΦk − Cλ
 
H
m
ε
m Y
j=1
RHε(zj)Φ
 
 +
 

m Y
j=1
RHε(zj)Φ
 


= kΦk − Cλ
  
m Y
j=1
Hε RHε(zj)Φ
   − Cλ
  
m Y
j=1
RHε(zj)Φ
  
≥ kΦk − Cλ
m Y
j=1

1 +
|zj|
|Imzj|

kΦk − Cλ
m Y
j=1
|Imzj|
−1 
Φ


≥ kΦk − Cλ
1 +
Qm
j=1(|zj| + |Imzj|)
Qm
i=1 |Imzi|
kΦk
≥ kΦk/2
for λ ≤
(2C)−1 Qm
i=1 |Imzi|
1+
Qm
j=1(|zj|+|Imzj|). This yields (95).
Now we make use of the Helﬀer-Sj¨ ostrand formula again. We recall from the
proof of Lemma 6 that it says that
f(Hε) =
1
π
Z
C
∂z ˜ f(z)RHε(z)dz,
72where ˜ f is an arbitrary almost analytic extension of f. As before by dz we
mean the usual volume on C. By assumption χ is non-negative. So by the
spectral theorem we have χ(Hε) =
Qm
i=1 χ1/m(Hε). We choose an almost
analytic extension of χ1/m such that K := supp ] χ1/m ⊂ suppχ × [−1,1], i.e.
the volume of K is independent of ε, and
|∂z] χ1/m(z)| = O(|Imz|
l+1). (96)
Then by the Helﬀer-Sj¨ ostrand formula
χ(Hε) =
1
πm
Z
Cm
m Y
i=1
∂z] χ1/m(zi)
m Y
i=1
RHε(zi)dz1 ...dzm.
We will now combine (95) and (96) to obtain the claimed estimate.
 hνi
lχ(Hε)hνi
−l Ψ
 
=
  
1
πm
Z
Cm
m Y
i=1
∂z] χ1/m(zi)hνi
lhλνi
−l hλνi
l
m Y
i=1
RHε(zi)hνi
−l Ψdz1 ...dzm
  
(96)
.
Z
Km
m Y
i=1
|Imzi|

 hλνi
l
m Y
i=1
RHε(zi)hνi
−l Ψ

 dz1 ...dzm
where we used that hνilhλνi−l . λ−l ∼
Qm
i=1 |Imzi|−l for small |Imzi|. There-
fore

hνi
lχ(Hε)hνi
−l Ψ


D(Hm
ε )
.
  
Z
Km
m Y
i=1
|Imzi|
  hλνi
l
m Y
i=1
RHε(zi)hνi
−l Ψ
  dz1 ...dzm
  
D(Hm
ε )
=
  
Z
Km
m Y
i=1
|Imzi|
  
m Y
i=1
RHε(zi)
m Y
i=1
(Hε − zi)hλνi
l
×
m Y
i=1
RHε(zi)hνi
−l Ψ
 
dz1 ...dzm
 

D(Hm
ε )
≤
Z
Km
m Y
i=1
|Imzi|
m Y
i=1
kRHε(zi)kL(D(Hm−i
ε ),D(Hm−i+1
ε ))
×
 

m Y
i=1
(Hε − zi)hλνi
l
m Y
i=1
RHε(zi)hνi
−l Ψ
 

H
dz1 ...dzm
(95)
. kΨkH,
73by the resolvent estimate (47). Hence, hνilχ(Hε)hνi−l ∈ L
 
H,D(Hm
ε )

with
norm independent of ε for m ∈ {1,2,3}. The same holds for hλνi−lχ(Hε)hνil
which is easily seen by a similar proof. The case m = 0 is a trivial consequence
of m = 1. 
Appendix
Manifolds of bounded geometry
Here we explain shortly the notion of bounded geometry which provides the
natural framework for this paper. More on the subject can be found in [32].
Deﬁnition 5 Let (M,g) be a Riemannian manifold and let rq denote the
injectivity radius at q ∈ M. Set rM := infq∈M rq. (M,g) is said to be of
bounded geometry if rM > 0 and every covariant derivative of the Riemann
tensor R is bounded, i.e.
∀ m ∈ N ∃ Cm < ∞ : g(∇
mR,∇
mR) ≤ Cm.
Here ∇ is the Levi-Civita connection on (M,g) and g is extended to the
tensor bundles T l
mM for all l,m ∈ N in the canonical way.
The deﬁnition of the Riemann tensor is given below. We note that rM > 0
implies completeness of M. The second condition is equivalent to postu-
lating that every transition function between an arbitrary pair of geodesic
coordinate charts has bounded derivatives upto any order.
The geometry of submanifolds
We recall here some standard concepts from Riemannian geometry. We espe-
cially focus on the generalization of the usual tensors to submanifolds with
codimension higher than one, which are omitted in some textbooks. For
further information see [10].
First, however, we give the deﬁnitions of the inner curvature tensors we use
because they vary in the literature. We note that they contain statements
about linearity and independence of basis that are not proved here! In the
following we denote by Γ(E) the set of all smooth sections of a bundle E and
by T l
m(M) the set of all smooth (l,m)-tensor ﬁelds over a manifold M.
Deﬁnition 6 Let (A,g) be a Riemannian manifold with Levi-Civita connec-
tion ∇. Let τ1,τ2,τ3,τ4 ∈ Γ(TA).
74i) The curvature mapping R : Γ(TA) × Γ(TA) → T 1
1(A) is given by
R(τ1,τ2)τ3 := ∇τ1∇τ2τ3 − ∇τ2∇τ1τ3 − ∇[τ1,τ2]τ3.
ii) The Riemann tensor R ∈ T 0
4(A) is given by
R(τ1,τ2,τ3,τ4) := g
 
τ1,R(τ3,τ4)τ2

.
iii) The Ricci tensor Ric ∈ T 0
2(A) is given by
Ric(τ1,τ2) := trA R(.,τ1)τ2.
iv) The scalar curvature κ : A → R is given by
κ := trA Ric.
Here trA t means contracting the tensor t by an arbitrary orthonormal basis
of TA.
Remark 3 The dependence on vector ﬁelds of R, R, and Ric can be lifted to
the cotangent bundle TC∗ via the metric g. The resulting objects are denoted
by the same letters throughout this paper. The same holds for all the objects
deﬁned below.
Of course, all these objects can also be deﬁned for a submanifold once a
connection has been chosen. There is a canonical choice given by the induced
connection.
Deﬁnition 7 Let C ⊂ A be a submanifold with induced metric g. Denote by
TC and NC the tangent and the normal bundle of C. Let τ1,τ2,τ3 ∈ Γ(TC).
i) We deﬁne ∇ to be the induced connection on C given via
∇τ1τ2 := PT∇τ1τ2,
where τ1,τ2 are canonically lifted to TA = TC × NC and PT denotes the
projection onto the ﬁrst component of the decomposition. The projection
onto the second component of the decomposition will be denoted by P⊥.
ii) The induced curvature mapping R : Γ(TC)×Γ(TC) → T 1
1(C) is given by
R(τ1,τ2)τ3 := ∇τ1∇τ2τ3 − ∇τ2∇τ1τ3 − ∇[τ1,τ2]τ3.
iii) Ric and κ are deﬁned analogously with Ric and κ from the preceding
deﬁnition.
75Now we turn to the basic objects related to the embedding of a submanifold
of arbitrary codimension.
Deﬁnition 8 Let τ,τ1,τ2 ∈ Γ(TC),ν ∈ Γ(NC).
i) The Weingarten mapping W : Γ(NC) → T 1
1(C) is given by
W(ν)τ := −PT∇τν.
ii) The second fundamental form II(.) : Γ(NC) → ×T 0
2(C) is deﬁned by
II(ν)
 
τ1,τ2

:= g(∇τ1τ2,ν).
iii) The mean curvature normal η ∈ Γ(NC) is deﬁned to be the unique vector
ﬁeld that satisﬁes
g(η,ν) = trCW(ν) ∀ ν ∈ Γ(NC).
iv) We deﬁne ∇⊥ to be the induced bundle connection on the normal bundle
given via
∇
⊥
τ ν := P⊥∇τν,
where ν and τ are canonically lifted to TA = TC × NC.
v) R⊥ : Γ(TC) × Γ(TC) × Γ(NC) → Γ(NC) denotes the normal curvature
mapping deﬁned by
R
⊥(τ1,τ2)ν := ∇
⊥
τ1∇
⊥
τ2ν − ∇
⊥
τ2∇
⊥
τ1ν − ∇
⊥
[τ1,τ2]ν.
Remark 4 i) The usual relations and symmetry properties for W and II
also hold for codimension greater than one:
II(ν)(τ1,τ2) = g
 
τ1,W(ν)τ2

= g
 
τ2,W(ν)τ1

= II(ν)(τ2,τ1).
ii) A direct consequence of the deﬁnitions is the Weingarten equation:
∇
⊥
τ ν = ∇τν + W(ν)τ. (97)
iii) The normal curvature mapping R⊥ is identically zero, when the dimension
or the codimension of C is smaller than two.
Acknowledgements
We are grateful to Luca Tenuta for lots of useful comments and references.
Furthermore we thank Christian Loeschcke, Frank Loose, Christian Lubich,
Olaf Post, Hans-Michael Stiepan and Olaf Wittich for inspiring discussions
about the topic of this paper.
76References
[1] D. E. Blair, Riemannian Geometry of Contact and Symplectic Manifolds,
Progress in Mathematics 203, Birkh¨ auser (2002).
[2] F. Bornemann, Homogenization in time of singularly perturbed mechan-
ical systems, Lecture Notes in Mathematics 1687, Springer (1998).
[3] R. Bott, L. W. Tu, Diﬀerential Forms in Algebraic Topology, Graduate
Texts in Mathematics 82, Springer (1982).
[4] J.-L. Brylinski, Loop Spaces, Characteristc Classes and Geometric
Quantization, Progress in Mathematics 107, Birkh¨ auser (1993).
[5] J. Br¨ uning, S. Yu. Dobrokhotov, V. Nekrasov, T. Ya. Tudorovskiy,
Quantum dynamics in a thin ﬁlm. I. Propagation of localized pertur-
bations, Russ. J. Math. Phys. 15, 1–16 (2008).
[6] R. C. T. da Costa, Constraints in quantum mechanics, Phys. Rev. A
25, 2893–2900 (1982).
[7] E. B. Davies, Spectral Theory and Diﬀerential Operators, Cambridge
studies in advanced mathematics 42, Cambridge University Press
(1995).
[8] G. F. Dell’Antonio, L. Tenuta, Semiclassical analysis of constrained
quantum systems, J. Phys. A 37, 5605–5624 (2004).
[9] P. A. M. Dirac, Lectures on Quantum Mechanics, Yeshiva Press (1964).
[10] M. P. do Carmo, Riemannian Geometry, Mathematics: Theory & Ap-
plications, Birkh¨ auser (1992).
[11] P. Duclos, P. Exner, Curvature-induced bound states in quantum waveg-
uides in two and three dimensions, Rev. Math. Phys. 7, 73–102 (1995).
[12] N. Dunford, J. T. Schwartz, Linear operators part I: general theory, Pure
and applied mathematics 7, Interscience publishers, inc. (1957).
[13] R. Froese, I. Herbst, Realizing Holonomic Constraints in Classical and
Quantum Mechanics, Commun. Math. Phys. 220, 489–535 (2001).
[14] D. Grieser, Thin tubes in mathematical physics, global analysis and spec-
tral geometry, in Analysis on Graphs and its Applications, Proc. Sympos.
Pure Math. 77, Amer. Math. Soc., 565–593 (2008).
77[15] E. Hairer, Ch. Lubich, G. Wanner, Geometric numerical integration.
Structure-preserving algorithms for ordinary diﬀerential equations, Sec-
ond edition, Springer (2006).
[16] P. D. Hislop, Exponential decay of two-body eigenfunctions: A review,
Elec. J. Diﬀ. Eq. 04, 265–288 (2000).
[17] H. Jensen, H. Koppe, Quantum mechanics with constraints, Ann. Phys.
63, 586–591 (1971).
[18] S. Lang, Fundamentals of Diﬀerential Geometry, Graduate Texts in
Mathematics 191, Springer, (1999).
[19] P. Maraner, A complete perturbative expansion for quantum mechanics
with constraints, J. Phys. A 28, 2939–2951 (1995).
[20] P. Maraner, Monopole Gauge Fields and Quantum potentials Induced
by the Geometry in Simple Dynamical Systems, Annals of Physics 246,
325–346 (1996).
[21] R. A. Marcus, On the Analytical Mechanics of Chemical Reactions.
Quantum Mechanics of Linear Collisions, J. Chem. Phys. 45, 4493–
4499 (1966).
[22] A. Martinez, V. Sordoni, On the Time-Dependent Born-Oppenheimer
Approximation with Smooth Potential Comptes Rendus Acad. Sci. Paris
337, 185 –188 (2002).
[23] K. A. Mitchell, Gauge ﬁelds and extrapotentials in constrained quantum
systems, Phys. Rev. A 63, 042112 (2001).
[24] G. Nenciu, Linear Adiabatic Theory, Exponential Estimates, Comm.
Math. Phys. 152, 479–496 (1993).
[25] G. Nenciu, V. Sordoni, Semiclassical limit for multistate Klein-Gordon
systems: almost invariant subspaces and scattering theory, J. Math.
Phys. 45, 3676–3696 (2004).
[26] G. Panati, Triviality of Bloch and Bloch-Dirac bundles, Ann. Henri
Poincar´ e 8, 995-1011 (2007).
[27] G. Panati, H. Spohn, S. Teufel, The time-dependent Born-Oppenheimer
approximation, Math. Modelling and Num. Anal. 41, 297–314 (2007).
78[28] M. Reed, B. Simon, Methods of Modern Mathematical Physics I: Func-
tional Analysis, Academic Press (1978).
[29] M. Reed, B. Simon, Methods of Modern Mathematical Physics II:
Fourier Analysis, Self-Adjointness, Academic Press (1978).
[30] H. Rubin, P. Ungar, Motion under a strong constraining force, Commun.
Pure Appl. Math. 10, 28–42 (1957).
[31] T. Sakai, Riemannian Geometry, Translations of Mathematical Mono-
graphs 149, AMS (1997).
[32] M. A. Shubin, Spectral theory of elliptic operators on non-compact man-
ifolds, Asterisque 207, 35–108 (1992).
[33] V. Sordoni, Reduction Scheme for Semiclassical Operator–Valued
Schr¨ odinger Type Equation and Application to Scattering, Commun.
Part. Diﬀ. Eq. 28, 1221–1236 (2003).
[34] L. Tenuta, S. Teufel, Eﬀective dynamics for particles coupled to a quan-
tized scalar ﬁeld, Commun. Math. Phys. 280, 751–805 (2008).
[35] S. Teufel, Adiabatic Perturbation Theory in Quantum Dynamics, Lecture
Notes in Mathematics 1821, Springer (2003).
[36] O. Wittich, L2-Homogenization of Heat Equations on Tubular Neighbor-
hoods, arXiv:0810.5047v1 [math.AP]
79