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Abstract
We obtain some liminf limits for the Wiener sheet. The approach relies on a careful analysis
of the lower tail of the Ornstein{Uhlenbeck process. Our results can be applied to normalized
Kiefer and empirical processes. In particular, they yield a satisfying answer to Hirsch’s problem
for the uniform empirical distribution function. c© 1998 Elsevier Science B.V. All rights reserved.
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1. Introduction
Let fW (s; t); s>0; t>0g be a standard Wiener sheet, i.e. a mean-zero Gaussian
process indexed by R2+ whose covariance function is given by
E[W (s1; t1)W (s2; t2)]=min(s1; s2)min(t1; t2):
We refer to the book of Csorg}o and Revesz (1981) for an account of general properties
of W . In particular, the following versions of the law of the iterated logarithm (LIL)
are known:
lim sup
T!1
sup
st=T ; 06s; t6T
W (s; t)p
4T log log T
=1; a.s. (1.1)
lim inf
T!1
sup
st=T ; 06s; t6T
W (s; t)p
2T log log T
=1; a.s. (1.2)
More generally, using a slightly dierent normalizing function, it is possible to extend
Eq. (1.1) for the supremum of W over f(s; t): st= T ; 06s; t6pT b(T )g for a large
class of non-decreasing functions T 7! b(T ), cf. Csorg}o and Revesz (1981) or Lin and
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Lu (1992) for Eq. (1.1) and extensions. We recall the following liminf result, which
includes Eq. (1.2) as a special case. Throughout the paper, we write
(T ) def=
2 + 2 log b(T )
log log T
;
for brevity.
Theorem A (Lin, 1985; Lacey, 1989; Zhang, 1996). Let b(T )>1 be such that
T 7! T 1=2b(T ) is non-decreasing. Assuming limT!1 (T )=1,
lim inf
T!1
sup
st=T ; 06s; t6
p
Tb(T )
W (s; t)p
2T log (T )
= 1; a.s.
lim inf
T!1
sup
st=T ; 06s; t6
p
Tb(T )
jW (s; t)jp
2T log (T )
= 1; a.s.
Remark 1.1. The present form of Theorem A is due to Zhang (1996), stated only for
jW j, though his arguments work for W as well. The theorem bears a slightly dierent
form in Lin (1985) and Lacey (1989), under some additional technical conditions.
We propose to investigate liminf behaviours of the Wiener sheet when (T ) admits a
nite limit. In this case, W and jW j will have dierent asymptotics, and our normalizing
functions will dier from the one in Theorem A. We recall the denitions of Kummer’s
(conuent hypergeometric) function x 7! M (a; b; x) and the parabolic cylinder function
D(  ):
M (a; b; x) def= 1 +
1X
n=1
a(a+ 1)(a+ 2)    (a+ n− 1)
b(b+ 1)(b+ 2)    (b+ n− 1)
xn
n!
;
D(x)
def= 2=2e−x
2=4

 (1=2)
 ((1− )=2)M

− 
2
;
1
2
;
x2
2

+
xp
2
 (−1=2)
 (−=2)M

1− 
2
;
3
2
;
x2
2

:
Theorem 1.2. Assume that b(T )>1 is non-decreasing; such that (T )=T is non-
increasing. Suppose  def= limT!1 (T )2 [0;1). With probability one,
lim inf
T!1
r
(T )
T
sup
st=T ; 06s; t6
p
Tb(T )
W (s; t)=
(
−2 if =0;
−
p
(1=) if 0<<1;
where (u)2 (−1;1) is the largest real zero of the parabolic cylinder function
Du(  ).
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Theorem 1.3. Let b(T )>1 be non-decreasing such that (T )=T is non-increasing. If
 def= limT!1 (T )2 [0;1), then with probability one,
lim inf
T!1
1p
T(T )
sup
st=T ; 06s; t6
p
Tb(T )
jW (s; t)j=

=2 if =0;
−1=2(1=) if 0<<1;
where (u)2 (0;1) is the largest positive zero of Kummer's function  7!M (− u2 ;
1
2 ;
2
2 ).
The rest of the paper is as follows. Section 2 is devoted to some accurate estimates
for one-sided lower tail of the Ornstein{Uhlenbeck process. The proof of Theorem 1.2
is provided in Section 3. In Section 4, we study the liminf behaviour of the supremum
of a Kiefer process. In Section 5, we present some liminf results for the normalized
empirical process, and characterize all the possible limits. As a (somewhat surprising)
application, we give a satisfying answer to Hirsch’s problem for one-sided small value
of the uniform empirical process. Finally, in Section 6, we indicate how to prove
Theorem 1.3 and discuss the lower limits of absolute maxima of Wiener sheet and
Kiefer and empirical processes.
2. Ornstein{Uhlenbeck process
Throughout this section, fU (r); r 2Rg denotes an Ornstein{Uhlenbeck process, i.e.
a mean-zero Gaussian process with covariance
E(U (r)U (s))= exp(−jr − sj); (r; s)2R2:
To state our estimate of the lower tail of U , we consider, for any z 2R, the Sturm{
Liouville problem:
h00(x)− xh0(x)=−h(x); −1<x<− z;
h(−z)= 0: (2.1)
Let 1626    denote the eigenvalues, and h1(x), h2(x); : : : the corresponding eigen-
functions normalized with respect to the weight function e−x
2=2, i.e. for all j>1 and
k>1,Z −z
−1
hj(x)hk(x)e−x
2=2 dx= jk ; (2.2)
where jk stands for Kronecker’s delta. Of course, all the k ’s and hk ’s depend on z. To
insist on the important role played by the smallest eigenvalue 1 and on its dependence
on z, we write (z) def= 1. Here is the main result of this section.
Theorem 2.1. For any z 2R,
lim
t!1
1
t
logP

sup
06s6t
U (s)<−z

=−(z): (2.3)
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On the other hand; for any t0>0,
logP

sup
06s6t
U (s)<−z

− z
2t
4
− z
2
2
; z !1; (2.4)
uniformly for all t>t0.
The proof of Theorem 2.1 relies on some preliminaries. First, let us recall a collection
of known results about the k ’s and the parabolic cylinder function D, cf. Perkins
(1983) for Fact 2.2(i), Uchiyama (1980) for Fact 2.2(ii){(iii), and Gradshteyn and
Ryzhik (1980) [pp. 1065{1066] for Fact 2.3.
Fact 2.2. (i) The function z 7! (z) is continuous and (strictly) increasing on (−1;1),
with limz!−1 (z)= 0. If  7! () is the continuous inverse of z 7! (z), then ()
2 (−1;1) is the largest real zero of the parabolic cylinder function D(  ). More-
over, (1)= 0.
(ii) For any k>1,
k>1 + k − 1:
(iii) There exists a nite constant c such that for z>1,
z2
4
− 1
2
616
z2
4
+ cz2=3:
Fact 2.3. Let D be the parabolic cylinder function. For all 2R and x2R,
D0(x)−
x
2
D(x)=−D+1(x); (2.5)
D+1(x)= xD(x)− D−1(x); (2.6)
D(y)ye−y2=4; y!+1; (2.7)Z 1
0
D2(r) dr=
r

8
 ((1− )=2)−  (−=2)
 (−) ; (2.8)
where  (z) def=  0(z)= (z) is the derivative of the log-Gamma function.
Proof of Theorem 2.1. Fix z>1. Let fkgk>1 and fhkgk>1 be as before. It is well
known that
P

sup
06s6t
U (s)<− z

=
1p
2
1X
k=1
e−k t
Z −z
−1
hk(x)e−x
2=2 dx
2
;
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cf. Newell (1962) and Perkins (1983). By the Cauchy{Schwarz inequality, for any
k>1,Z −z
−1
hk(x)e−x
2=2 dx
2
6
Z −z
−1
h2k(x)e
−x2=2 dx
Z −z
−1
e−x
2=2 dx

=
Z −z
−1
e−x
2=2 dx;
the last equality following from Eq. (2.2). Taking into account of Fact 2.2(ii), we have
1p
2
e−(z)t
Z −z
−1
h1(x)e−x
2=2 dx
2
6P

sup
06s6t
U (s)<− z

6
1p
2
e−(z)t
1− e−t
Z −z
−1
e−x
2=2 dx: (2.9)
This yields the rst part of Theorem 2.1.
It remains to check Eq. (2.4). Since by Fact 2.2(iii), (z) z2=4 (as z tends to 1),
and in view of Eq. (2.9), we only have to show that
lim inf
z!1 z
−2 log
Z −z−1 h1(x)e−x2=2 dx
>−14 : (2.10)
To this end, let us rst note that (cf. Uchiyama, 1980) the only solution to Eq. (2.1),
up to multiplicative constants, is h(x)= ex
2=4D(−x), where D(  ) is as before the
parabolic cylinder function. In particular,
h1(x)= c(z) ex
2=4D1 (−x); −1<x6− z; (2.11)
where c(z) is a nite constant whose value depends only on z. Now let us give a lower
bound for c(z). In view of Eq. (2.2), when z>0,
jc(z)j =
Z −z
−1
D21 (−x) dx
−1=2
>
Z 1
0
D21 (y) dy
−1=2
=

8

1=4  (−1)
 ((1− 1)=2)−  (−1=2)
1=2
;
where we have used Eq. (2.8) in the last identity. Recall that
 () (−)= − 
 sin() ;
 (−z)=  (z) + 1
z
+  cot(z);
 (x)= log x +O

1
x

; x!1;
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cf. [Gradshteyn and Ryzhik (1980), p. 937], [Gradshtegn and Ryzhik (1980), p. 945]
and [Abramowitz and Stegun (1965), p. 259], respectively. Therefore,
lim inf
z!1
p
1 (1)jc(z)j>

32

1=4
: (2.12)
On the other hand, since h1(−z)= 0,
D1 (z)= 0: (2.13)
Observe that
R −z
−1 e
−x2=4D1 (−x) dx=
R1
z e
−y2=4D1 (y) dy. By Eq. (2.5), e
−y2=4D1 (y)
is the derivative, with respect to y, of −e−y2=4D1−1(y). Therefore, in view of Eq. (2.7),Z −z
−1
e−x
2=4D1 (−x) dx=e−z
2=4D1−1(z): (2.14)
We want to bound below jD1−1(z)j. By virtue of Eqs. (2.6), (2.13) and (2.5),
D1−1(z)=−
1
1
D1+1(z)=
1
1
D01 (z):
Now following Abramowitz and Stegun (1965), p. 687, let us introduce the following
functions:
U (a; x)=D−a−1=2(x); (2.15)
V (a; x)=
1
 

1
2
+ a

(D−a−1=2(x) sin(a) + D−a−1=2(−x)): (2.16)
(We will not use the representation (2:16), however.) Write U 0 and V 0, respectively,
for the derivatives of U and V with respect to the second variable. According to
Abramowitz and Stegun (1965), p. 687, UV 0 − U 0V =p2=, which implies
D1−1(z)=
1
1
U 0

−1 − 12 ; z

= − 1
1
r
2

1
V (−1 − 1=2; z) ;
where we have used the fact that U (−1 − 1=2; z)= 0 (cf. Eq. (2.13)) in the second
equality. Going back to Eq. (2.14),Z −z
−1
e−x
2=4D1 (−x) dx=−
1
1
r
2
 exp

− z
2
4

1
V (−1 − 1=2; z) : (2.17)
By Abramowitz and Stegun (1965), p. 687, 19.3.2{19.3.4, there exists 2R (depend-
ing on z) such that
V (−1 − 1=2; z)= Y1 sin+ Y2 cos (1 + 1) ; (2.18)
where
Y1 =
1p

 ((1 + 1)=2)
2−1=2
e−z
2=4M

−1
2
;
1
2
;
z2
2

;
Y2 =
r
2

 ((2 + 1)=2)
2−1=2
ze−z
2=4M

−1 − 1
2
;
3
2
;
z2
2

;
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(M being Kummer’s function). According to Slater, 1960 p. 72, (4:5:7),
M (a; b; x)=O

ex=2 (b)
pb−2=3

; (2.19)
in the situation that p def= −2a + b!1 and that p−1=3(x − 2p) remains bounded. In
view of Fact 2.2(iii), we can apply Eq. (2.19) to see that, as z tends to innity,e−z2=4M −12 ; 12 ; z22
 =O(z1=3);e−z2=4M −1 − 12 ; 32 ; z22
 =O(z−5=3): (2.20)
Assembling Eqs. (2.17), (2.18) and (2.20) gives that for suciently large z and some
constant c,Z −z−1 e−x2=4D1 (−x) dx
> cz4=3

1
e
1=2
exp

− z
2
4

:
This estimate, jointly considered with Eqs. (2.11) and (2.12), implies (2.10).
Theorem 2.1 is proved.
3. Wiener sheet and proof of Theorem 1.2
Let fW (s; t); s>0; t>0g be a Wiener sheet. We begin with a preliminary estimate.
Lemma 3.1. Fix 2 (0; 1), and let Tk def= exp(k). If b(T )>1 is non-decreasing; with
probability one,
lim
k!1
1p
Tk
supp
Tk =b(Tk )6s6
p
Tkb(Tk );Tk6T6Tk+1
Ws; Ts

−W

s;
Tk
s
 =0:
Proof. The proof is based on Dudley’s celebrated metric entropy theorem. Let fX (x);
x2Dg be a mean-zero Gaussian process on D. Dene the natural (pseudo-)metric on
D induced by X : dX (x; y)
def=
p
E(X (x)− X (y))2 for all (x; y)2D2. For any r>0, let
N (r)=N (r; D; dX ) be the minimal number of dX -balls of radius r needed to cover D.
Dudley’s theorem says that (for this form, cf. for example Lacey (1990)) there exists
an absolute constant c0>0 such that for all r>0 and >0,
P
"
sup
(x;y)2D2 ; dX (x;y)<r
jX (x)− X (y)j>+ c0r + c0
Z r
0
p
logN (a) da
#
6c0 exp

− 
2
c0r2

: (3.1)
We now apply the inequality to the Gaussian process fW (x); x2Dkg, where
Dk
def=

s;
T
s

:
p
Tk
b(Tk)
6s6
p
Tkb(Tk); Tk6T6Tk+1

:
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It is easily checked that for the Wiener sheet,
dW ((s; t); (u; v))=
8<:
p
js− ujmin(t; v) + jt − vjmin(s; u) if (s− u)(t − v)60;p
js− ujmin(t; v) + jt − vjmax(s; u) if (s− u)(t − v)>0:
Therefore,
I1(k)
def= supp
Tk =b(Tk )6s6
p
Tk b(Tk ); Tk6T6Tk+1
Ws; Ts

−W

s;
Tk
s

6 sup
(x;y)2D2k ; dW (x;y)<
p
Tk+1−Tk
jW (x)−W (y)j:
Let 0<a6
p
Tk+1 − Tk , and we want to estimate N (a)=N (a; Dk ; dW ). First, observe
that
dW ((s; t); (u; v))6
p
2max(js− uj; jt − vj)max(s; t; u; v):
Thus, for each square Qs; t; = [s; s+] [t; t+] in [0; Tk+1b(tk)=
p
Tk ]2, if (x; y)2Q2s; t; ,
then dW (x; y)6(2Tk+1b(tk)=
p
Tk)1=2. Accordingly, N (a) is smaller than the num-
ber of squares of (Euclidean) side length = a2
p
Tk=(2Tk+1b(tk)) which are needed
to cover Dk . Since the area of Dk is 2(Tk+1 − Tk) log b(Tk), we conclude that for
a2 (0;pTk+1 − Tk ],
N (a)6c1
(Tk+1 − Tk) log b(Tk)
a4Tk=(Tk+1b(tk))2
62c1
(Tk+1 − Tk)T 2k+1b3(Tk)
a4Tk
;
where c1>0 denotes an unimportant constant. Accordingly, for some c2>0,Z pTk+1−Tk
0
p
logN (a) da6 c2
s
(Tk+1 − Tk) log

2c1T 2k+1b
3(Tk)
Tk(Tk+1 − Tk)

= o(
p
Tk):
Applying Eq. (3.1) to X =W , D=Dk and r=
p
Tk+1 − Tk yields that, for any ">0
and suciently large k (c3 standing for a positive constant),
P(I1(k)>"
p
Tk)6c0 exp

−c3 TkTk+1 − Tk

6c0 exp(− k(1−)=2);
which is summable for k. By the Borel{Cantelli lemma,
lim sup
k!1
I1(k)p
Tk
6"; a.s.
Sending " to 0 gives Lemma 3.1.
Now let us prove Theorem 1.2. If b(T )= 1 for all T , then Theorem 1.2 becomes
lim inf
T!1
W (T; T )p
2T 2 log log T
=−1; a.s.;
which is the \simplest LIL" for W (cf. Csorg}o and Revesz, 1981, p. 63).
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It remains to treat the situation that b(T ) is not identically 1. Since we are only
concerned with the limiting behaviour, we can assume b(0)>1 in the rest of the
section, without loss of generality.
By checking the covariance functions, it is noted that fW (er ; e−r); r 2Rg has
the same nite-dimensional distributions as fU (r); r 2Rg, the standard Ornstein{
Uhlenbeck process. Let b(T )>b(0)>1 be non-decreasing. By scaling and the sta-
tionarity, for each xed T ,
sup
st=T;06s; t6
p
Tb(T )
W (s; t) law=
p
T sup
− log b(T )6s6 log b(T )
U (s)
law=
p
T sup
06s62 log b(T )
U (s); (3.2)
where \law=" denotes identity in distribution.
The proof of Theorem 1.2 is divided into two distinct parts.
Proof of Theorem 1.2 (Lower bound). Recall  and (1=) from Theorem 1.2.
First, let us assume 0<<1. Fix ">0. According to Fact 2.2, ((1=) + ")
>((1=))= 1=. Therefore, we can choose "1>0 and "2>0 such that
((1=) + ")>
1 + "1
(1− "1) ; (3.3)
(1 + "1)(1− "2)>1: (3.4)
Dene
Tk
def= exp(k1−"2 ); (3.5)
ak
def=((1=) + ")
p
Tk ; (3.6)
Ak
def=
(
sup
st=Tk ; 06s; t6
p
Tkb(Tk )=2
W (s; t)<−ak
)
: (3.7)
In view of Eqs. (3.2) and (2.3), we have, for suciently large k,
P(Ak)6 exp(−(1− "1)((1=) + ") log log Tk):
It follows from Eqs. (3.3){(3.5) that
P
k P(Ak)<1. By the Borel{Cantelli lemma,
almost surely for all large k,
sup
st=Tk ;06s; t6
p
Tkb(Tk )=2
W (s; t)>− ak : (3.8)
This means that (almost surely) for all large k, there exists a (random) point sk 2
[2
p
Tk =b(Tk);
p
Tk b(Tk)=2] satisfying
W

sk ;
Tk
sk

>−ak : (3.9)
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Now let T 2 [Tk ; Tk+1]. Of course,
sup
st=T ; 06s; t6
p
Tb(T )
W (s; t)>W

sk ;
T
sk

: (3.10)
On the other hand, applying Lemma 3.1 to =1− "2 yields thatWsk ; Tsk

−W

sk ;
Tk
sk
 =o(pTk); a.s. (3.11)
Assembling Eqs. (3.9){(3.11) gives
lim inf
T!1
r
(T )
T
sup
st=T ; 06s; t6
p
Tb(T )
W (s; t)>−
p
((1=) + "); a.s.
This implies the lower bound in Theorem 1.2, in the case 2 (0;1).
It remains to treat the situation =0. Since Lemma 3.1 holds for all the values
of , and since (T )=T is non-increasing, we only have to check Eq. (3.8) with an
appropriate choice for Tk and ak . To this end, x "2 (0; b(0) − 1), we can choose
"1>0 and "2>0 such that
(1 + ")2>
1 + "1
1− "1 ;
(1 + "1)(1− "2)>1:
Dene
Tk
def= exp(k1−"2 );
ak
def= 2(1 + ")
s
Tk
(Tk)
;
Ak
def=
(
sup
st=Tk ; 06s; t6
p
Tkb(Tk )=(1+")
W (s; t)<−ak
)
:
These play the roles of Eqs. (3.3){(3.7). We can now estimate P(Ak) exactly as
before, by using Eq. (2.4) instead of Eq. (2.3), to arrive at
P
k P(Ak)<1. This yields
Eq. (3.8), hence completes the proof of the lower bound in Theorem 1.2.
Proof of Theorem 1.2 (Upper bound). Fix "2 (0; 1) and "1 2 (0; 1) and dene Tk =
exp(k1+"1 ). Since (T )! <1, we have b(T )6c log T for some nite constant c and
all suciently large T . For any k>1, let
k
def=
kX
j=1
T 1=2j b(Tj);
Wk(s; t)
def= W (s+ k ; t + k)−W (k ; t + k)−W (s+ k ; k) +W (k ; k):
Observe that fWk(s; t); 06s; t6T 1=2k+1b(Tk+1)gk=1;2;::: are independent Wiener sheets.
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Assume for the moment >0. Consider the events
Bk
def=
8<: sup
st=Tk+1;06s; t6
p
Tk+1b(Tk+1)
Wk+1(s; t)6(−(1=) + ")
p
Tk+1
9=; :
It follows from Eq. (2.3) that we can choose "1 suciently small such that
P
k P(Bk)
=1. Since the events fBkgk>1 are independent, by the Borel{Cantelli lemma, there
are innitely many k’s satisfying
sup
st=Tk+1; 06s; t6
p
Tk+1b(Tk+1)
Wk+1(s; t)6(−(1=) + ")
p
Tk+1: (3.12)
Now, for any rectangle R def=[a; b] [c; d] in R2+, write
W (R) def= W (b; d)−W (b; c)−W (a; d) +W (a; c);
the \W-measure" of R (strictly speaking, we are identifying the Wiener sheet with the
two-dimensional white noise). Observe that
Wk(s; t)−W (s; t) = [W (s+ k ; t + k)−W (s; t + k)−W (s+ k ; k) +W (s; k)]
+ [W (s; t + k)−W (k ; t + k)−W (s; t) +W (k ; t)]
− [W (s; k)−W (k ; k)]−W (k ; t);
from which it follows that
sup
st=Tk+1; 06s; t6
p
Tk+1b(Tk+1)
jWk(s; t)−W (s; t)j64 sup
R2R(k)
jW (R)j; (3.13)
where R(k) is the set of rectangles [a; b] [c; d] with 06a<b6Tk+1 and 06c<d
6Tk+1 such that (b−a)(d− c)6max(k T 1=2k+1b(Tk+1); 2k)6Tk+1=(log Tk+1)2. It is now
easy to control supR2R(k) jW (R)j, for example by applying Theorem 1.12.1 of Csorg}o
and Revesz (1981) to aT =4T 1=2=(log T )2, to see that when k goes to innity,
sup
R2R(k)
jW (R)j=O
 s
Tk+1
log Tk+1
!
; a.s.
This, jointly considered with Eqs. (3.12) and (3.13), implies the upper bound in The-
orem 1.2 in case >0.
If =0, we can use exactly the same argument, considering
Bk
def=
8<: sup
st=Tk+1; 06s; t6
p
Tk+1b(Tk+1)
Wk+1(s; t)6(−2 + ")
s
Tk+1
(Tk+1)
9=; ;
and using Eq. (2.4) in lieu of Eq. (2.3). This completes the proof of the upper bound
in the theorem.
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4. Kiefer process
Let fK(t; n); 06t61; n>1g be a Kiefer process, i.e. a mean-zero Gaussian process
with covariance
E[K(t1; n1)K(t2; n2)]= (min(t1; t2)− t1 t2)min(n1; n2):
We refer to Csorg}o and Revesz (1981) for an account of general properties of K .
Part of the motivations of the study of the Kiefer process is its importance in the
asymptotic theory for empirical processes, revealed by the celebrated Komlos{Major{
Tusnady strong approximation theorem (cf. Theorem D in Section 5).
Throughout this section, fngn>1 denotes a non-increasing sequence of real numbers
satisfying 0<n< 12 for all n, and
n
def=
2 + log((1− n)=n)
log log n
:
Let us recall a theorem from Csaki (1990).
Theorem B (Csaki (1990)). If limn!1 n=1, then
lim inf
n!1
1p
2n log n
sup
n6t61−n
K(t; n)p
t(1− t) = 1; a.s.
lim inf
n!1
1p
2n log n
sup
n6t61−n
jK(t; n)jp
t(1− t) = 1; a.s.
Remark 4.1. The corresponding result for the empirical process bears a slightly dierent
form, cf. Theorem E in Section 5.
What happens if n remains bounded? Here is our main result of this section.
Theorem 4.2. Assume  def= limn!1 n 2 [0;1). If n 7! n=n is non-increasing, then
with probability one,
lim inf
n!1
r
n
n
sup
n6t61−n
K(t; n)p
t(1− t) =
−2 if =0;
−p(1=) if 0<<1; (4.1)
where (u)2 (−1;1) is the largest real zero of the parabolic cylinder function Du().
Remark 4.3. The lower limits for supn6t61−n jK(t; n)j=
p
t(1− t) is completely de-
termined by Csaki (1994) (cf. Theorem H in Section 6). Comparing Theorem H with
Theorem 4.2, it is seen that when <1, the liminf behaviours for K and jK j are
rather dierent.
In the proof of Theorem 4.2, we shall need the following well-known LIL for the
Kiefer process, cf. Csorg}o and Revesz (1981), p. 81.
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Theorem C. With probability one,
lim sup
n!1
sup
06t61
K(t; n)p
2n log log n
=
1
2
; a:s:
Proof of Theorem 4.2. For each xed n>1, K(; n)=pn is a standard Brownian bridge.
By a change of variables t=e2s=(1 + e2s) and checking the covariances, it is easily
seen that, for 2 (0; 12 ),
sup
6t61−
K(t; n)p
nt(1− t)
law= sup
06s6 log((1−)=)
U (s);
where U is as before an Ornstein{Uhlenbeck process. By Theorem 2.1, for each
1 2 (0; 12 ),
logP
"
sup
6t61−
K(t; n)p
nt(1− t)<− z
#

(−(z) log 1− ; z 2R xed and ! 0;
− z24 log 1− − z
2
2 ; z!1 uniformly for all 2 (0; 1]:
(4.2)
First we prove the lower bound for the case 0<<1, i.e.
lim inf
n!1 supn6t61−n
K(t; n)p
nt(1− t)>− 

1


; a:s: (4.3)
Dene the events
Ak =
(
min
nk6n<nk+1
sup
nk6t61−nk
K(t; n)p
t(1− t)6

−

1


− 2"
p
nk+1
)
;
with ">0, nk = exp(k= log k). It can be seen that Eq. (4.3) follows from
P
k P(Ak)<1
via the Borel{Cantelli lemma. To show this we use a modied version of Mogulskii
(1979) inequality (see also Shorack and Wellner, 1986, p. 845). The original inequality
says that
P

min
n16n<n2
kSnk6x1

6
P(kSn2k6x1 + x2)
minn16n<n2 P(kSn2 − Snk6x2)
;
where Sn is a sum of independent Banach space valued random variables and k  k
denotes the norm. This inequality applies e.g. for supt j (t)K(t; n)j but it can be seen
that the same proof works if the absolute supremum is replaced by one-sided supremum.
Therefore, we have the inequality
P(Ak)6
I2(k)
I3(k)
; (4.4)
40 E. Csaki, Z. Shi / Stochastic Processes and their Applications 78 (1998) 27{46
where
I2(k)
def= P
 
sup
nk6t61−nk
K(t; nk+1)p
t(1− t)6

−

1


− "
p
nk+1
!
;
I3(k)
def= min
nk6n<nk+1
P
 
sup
nk6t61−nk
K(t; nk+1 − n)p
t(1− t) 6"
p
nk+1
!
:
Using Eq. (4.2) the numerator can be bounded by
I2(k) = P
 
sup
nk6t61−nk
K(t; nk+1)p
nk+1 t(1− t)
6− 

1


− "
!
6 exp(−(1− "1)(z) log log nk);
provided "1>0 and k is large enough, where z= (1=) + ". But by Fact 2.2(i),
(z)>((1=))= 1=, hence one can choose "1 such that (1− "1)(z)>1, i.e.
I2(k)6
1
(log nk)1+"2
; (4.5)
for some "2>0.
On the other hand, for the denominator of the right-hand side of Eq. (4.4), we have
I3(k) = P
 
sup
nk6t61−nk
K(t; nk+1 − nk)p
(nk+1 − nk) t(1− t)
6"
r
nk+1
nk+1 − nk
!
>P
 
sup
nk6t61−nk
K(t; nk+1 − nk)p
(nk+1 − nk)t(1− t)
6M
!
;
for any xed constant M>0 and suciently large k. Since limz!−1 (z)= 0 (cf.
Fact 2.2), we can choose M such that (−M)<"2=4 ("2>0 being the constant guring
on the right-hand side of Eq. (4.5)). It follows from Eq. (4.2) that, for large k,
I3(k)> exp(−2(−M) log log nk)> 1(log nk)"2=2 :
This combined with Eq. (4.5) yields
P
k P(Ak)<1, i.e. we have Eq. (4.3).
In the case when =0, dene the events
Ak =
(
min
nk6n<nk+1
sup
nk6t61−nk
K(t; n)p
t(1− t)6(−2− 2")
r
nk+1
nk
)
and proceed in similar way as before to obtain the lower bound, using the second part
of Eq. (4.2).
Turning to the proof of the upper bound, let nk =exp(k(log k)2) and dene the
events
Bk =
(
sup
nk6t61−nk
K(t; nk)− K(t; nk−1)p
t(1− t) 6

−

1


+ "
p
nk
)
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if 0<<1 and
Bk =
(
sup
nk6t61−nk
K(t; nk)− K(t; nk−1)p
t(1− t) 6(−2 + ")
r
nk
nk
)
if =0. Using Eq. (4.2) we can see that
P
k P(Bk)=1 and since Bk are independent,
we have P(Bk i:o:)= 1. But
sup
nk6t61−nk
K(t; nk)p
t(1− t)6 supnk6t61−nk
K(t; nk)− K(t; nk−1)p
t(1− t) + supnk6t61−nk
K(t; nk−1)p
t(1− t)
and as easily seen from Theorem C,
lim sup
k!1
sup
nk6t61−nk
K(t; nk−1)p
nk t(1− t)
6
p
2 lim sup
k!1
sup
06t61
K(t; nk−1)p
nknk
=0; a:s:
(We have used the fact that 1=n6(log n)+1 for suciently large n.) This gives the
upper bound in Eq. (4.1), and therefore completes the proof of Theorem 4.2.
Remark 4.4. In case limn!1 n>0 (hence =0), it is also possible to prove
Theorem 4.2 using the functional LIL for the Kiefer process.
We now present the following application of Theorem 4.2. It gives a satisfying
answer to Hirsch’s problem for the empirical distribution function, cf. Section 5.
Theorem 4.5. With probability one,
lim inf
n!1
(log n)a
n1=2
sup
06t61
K(t; n)=

0 if a6 12 ;
1 otherwise:
Proof. According to Fact 2.2(i),  7! () is (strictly) increasing, with (1)= 0. Thus,
(x)<0 for all x2 (0; 1). Taking n=(log n)−2a in Theorem 4.2 gives that, for all
a> 12 ,
lim inf
n!1 sup(log n)−2a6t61−(log n)−2a
K(t; n)p
nt(1− t) =−

1
2a

>0; a:s:
When n tends to innity,
p
t(1− t)>(1 − o(1))(log n)−a for all t 2 [(log n)−2a;
1− (log n)−2a], which yields that for all a>1=2,
lim inf
n!1 n
−1=2(log n)a sup
(log n)−2a6t61−(log n)−2a
K(t; n)>0; a:s:
This yields the \otherwise" part in Theorem 4.5.
The proof of the \if " part is routine. Dene the subsequence nk
def= k 2k . Fix an ">0
and consider the measurable events
Ak
def=

sup
06t61
(K(t; nk+1)− K(t; nk))<"n1=2k+1(log nk+1)−1=2

; k =1; 2; : : :
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Observe that
P(Ak)>P

sup
06t61
K(t; 1)<"(log nk+1)−1=2

;
and that fK(t; 1); 06t61g is a standard Brownian bridge. Since P(sup06t61 K(t; 1)
<x)= 1 − exp(−2x2) (for x>0, cf. Shorack and Wellner, 1986, p. 34), we obtainP
k P(Ak)=1. The events Ak being independent, it follows from the Borel{Cantelli
lemma that
lim inf
k!1
n−1=2k+1 (log nk+1)
1=2 sup
06t61
(K(t; nk+1)− K(t; nk))6"; a:s: (4.6)
On the other hand, by the usual LIL for the Kiefer process (cf. Csorg}o and Revesz,
1981, Corollary 1.15.1, or Eq. (5.1) and Theorem D in Section 5),
lim
k!1
n−1=2k+1 (log nk+1)
1=2 sup
06t61
K(t; nk)= 0; a:s:;
which, in view of Eq. (4.6), yields
lim inf
n!1 n
−1=2(log n)1=2 sup
06t61
K(t; n)6"; a:s:
This yields the \if " part in Theorem 4.5 by sending " to 0.
5. Empirical process
Let fjgj>1 be a sequence of independent variables having the common uniform
(0; 1) distribution. Dene
Fn(t)
def=
1
n
nX
j=1
5fj6tg; 06t61;
the empirical distribution function based on the rst n observations, and let
n(t)
def=
p
n(Fn(t)− t); 06t61;
be the uniform empirical process.
The following Chung{Smirnov and Chung{Kuelbs{Mogulskii-type results are well
known, cf. Csorg}o and Revesz (1981), [Theorems 5.1.1 and 5.1.7], or Shorack and
Wellner, 1986 [Theorems 13.1.1 and 13.5.1]. We point out that, though Eq. (5.2) is
sometimes referred to simply as the Chung{Mogulskii law, it is obtained independently
by Kuelbs (1979) as well.
lim sup
n!1
1p
2 log log n
sup
06t61
n(t)= 12 ; a:s: (5.1)
lim inf
n!1
p
log log n sup
06t61
jn(t)j= p
8
; a:s: (5.2)
And of course, Eq. (5.1) also holds for sup06t61 jn(t)j in lieu of sup06t61 n(t).
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A basic question is: what is the liminf behaviour of sup06t61 n(t)? We call it
Hirsch’s problem, since Hirsch treats the partial sum case in a classical paper (Hirsch,
1965) (cf. also Csaki, 1978).
Somewhat surprisingly, this innocent-looking problem, which is raised by Csaki
(1990), [p. 244], remains unsolved to the best of our knowledge. It is easy to guess
what the \correct answer" would look like, but to prove it is another business. The
main diculty comes from estimating probabilities of type
P

min
n16n6n2
sup
06t61
n(t)<"

;
where n2 is about a constant multiple of n1.
Our Theorem 4.5 (cf. Section 4) yields the following answer to Hirsch’s problem
for n:
Theorem 5.1. With probability one,
lim inf
n!1 (log n)
a sup
06t61
n(t)=

0 if a6 12 ;
1 otherwise:
As a companion to Theorem 4.2, we have the following characterization of the
one-sided lower limits of the normalized empirical process:
Theorem 5.2. Let fngn>1 be non-increasing with 0<n< 12 , and let
n
def=
2 + log((1− n)=n)
log log n
: (5.3)
If limn!1 n
def= 2 [0;1) and if n 7! n=n is non-increasing, then with probability
one,
lim inf
n!1
p
n sup
n6t61−n
n(t)p
t(1− t) =
−2 if =0;
−p (1=); if 0<<1;
where (u) is the largest real zero of Du().
Theorems 5.1 and 5.2 are straightforward consequences of Theorems 4.5 and 4.2 and
the celebrated Komlos{Major{Tusnady strong approximation result recalled as follows.
Theorem D (Komlos et al., 1975). Possibly in an enlarged probability space; there
exists a coupling of the empirical process n and the Kiefer process K such that
sup
06t61
jn(t)− n−1=2K(t; n)j=O

(log n)2p
n

; a:s:
For the sake of completeness, we recall that the situation when =1 is analyzed
by Csaki (1990), and the limsup behaviour by Csaki (1977):
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Theorem E (Csaki, 1990). Let n be as in Eq. (5.3). If limn!1 n=1, then
lim inf n!1
1p
2 log en supn6t61−n n(t)pt(1− t) = 1; a:s:;
lim inf
n!1
1p
2 log en supn6t61−n jn(t)jpt(1− t) = 1; a:s:;
where en def= min(n; log n).
Theorem F (Csaki, 1977). If fbngn>1 is a non-decreasing sequence of positive num-
bers, with probability one,
lim sup
n!1
1
bn
sup
06t61
n(t)p
t(1− t) =

0
1 ,
X
n
1
nb2n

<1;
=1:
Remark 5.3. It is pointed out in Csaki (1990) that one can take n=0 in Theorem E,
which diers from the situation of the Kiefer process (cf. Theorem B in Section 4) for
which it is meaningless to take n=0. We also observe that the normalizing functions
in Theorems E and B are somewhat dierent.
6. Absolute supremum and Theorem 1.3
We give an outline of the proof of Theorem 1.3 which bears some similarities to
that of Theorem 1.2, and which is again based on estimates of the lower tail of the
Ornstein{Uhlenbeck process. Instead of Eq. (2.1), consider now the Sturm{Liouville
problem:
h00(x)− xh0(x)=−h(x); −z<x<z;
h(−z)= h(z)= 0:
Let 16

26    denote the eigenvalues, and h1(x), h2(x); : : : the corresponding eigen-
functions normalized with respect to the weight function e−x
2=2, i.e. for any (j; k),Z z
−z
hj(x)hk(x)e−x
2=2 dx= jk :
Let (z) def= 1 . Then we have
Theorem G (Csaki, 1994). Let U be as before an Ornstein{Uhlenbeck process. For
any z>0,
lim
t!1
1
t
logP

sup
06s6t
jU (s)j<z

=−(z):
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On the other hand, for any t0>0,
logP

sup
06s6t
jU (s)j<z

−
2t
4z2
; z! 0;
uniformly for all t>t0.
From here, the proof of Theorem 1.3 goes on along the same lines as that of
Theorem 1.2, with obvious modication. We feel free to omit the details.
For the sake of completeness, we present the corresponding results for Kiefer and
empirical processes (see Csaki, 1994), in the notation of Theorems 4.2 and 5.2.
Theorem H (Csaki (1994)). If  def= limn!1 n 2 [0;1), then
lim inf
n!1
1p
nn
sup
n6t61−n
jK(t; n)jp
t(1− t) =
(
=2 if =0;
−1=2(1=) if 0<<1;
and
lim inf
n!1
1p
n
sup
n6t61−n
jn(t)jp
t(1− t) =
(
=2 if =0;
−1=2(1=); if 0<<1;
where (u)2 (0;1) is the largest positive zero of Kummer's function  7!M (− u2 ; 12 ; 
2
2 ).
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