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Abstract 
The prescription and use of Assistive Technology, particularly teleprostheses, 
may be enhanced by the use of standard assessment techniques. For input 
devices, in particular, existing assessment studies, most of which are based 
on Fitts' Law, have produced contradictory results. This thesis has made 
contributions to these and related fields, particularly in the following four 
areas. 
Fitts' Law (and background information theory) is examined. The inability of 
this paradigm to match experimental results is noted and explained. 
Following a review of the contributing fields, a new method of assessing input 
devices is proposed, based on Fitts' Law, classical control and the concept of 
'profiling'. 
To determine the suitability of the proposed method, it is applied to the results 
of over 2000 trials. The resulting analysis emphasises the importance of inter-
action effects and their influence on general comparison techniques for input 
devices. 
The process of verification has highlighted gain susceptability as a perform-
ance criterion which reflects user susceptability; a technique which may be 
particularly applicable to Assistive Technology. 
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Chapter 1 
Introduction 
The work presented has been carried out under the auspices of the Plymouth 
Hand Project, with the support of DevR funds. In brief it is proposed that 
the prescription and use of teleprostheses, may be improved by the use of 
structured assessment methods. Suitable assessment methods are investigated 
and developed in this work. 
In this chapter, the rationale for such research is briefly reviewed, the aims 
and objectives are stated, the basic premises of this research are established, 
findings and achievements are noted, and the overall layout of the thesis is 
described. 
1.1 Research Need 
"Assistive technology" is an umbrella term for a range of equipment used by 
disabled people to minimize the effects of, or substitute for, impaired function-
ality. Within the context of the Plymouth Hand Project, the functionality of 
concern is manipulation, using independently powered semi-remote machines; 
the term "teleprosthesis" has been coined for this specific category of machine. 
Assistive technology (AT), and subsequently the teleprosthesis, is subject to 
2 
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a number of difficulties which preclude widespread use. These include ignor-
ance (and thereby a lack of prescription), incorrect prescription (leading to 
underuse), and cost. It has therefore become necessary to find and/or develop 
objective performance criteria and assessment methods for teleprostheses, m 
order to avoid incorrect prescription or justify any additional cost. 
There appears to be little to no use of objective assessment methods in the 
' 
design, prescription and evaluation of assistive devices. Existing assessment 
methods for assistive devices tend to be specific to a particular system, making 
comparison between assistive devices difficult. In some cases, particularly with 
the more specialised systems, not even individual assessment of the system is 
performed. Furthermore, performance criteria used for assistive devices, are 
mostly subjective. Whilst subjective criteria may be useful, it is difficult to 
maintain consistency on such a basis. The focus of this research thus shif-
ted from the specific, to the more general; i.e. that of determining objective 
performance criteria and assessment methods for the performance of general 
robotic mechanisms under human control, as opposed to simply teleprostheses. 
This shift is reflected in the deliberately segmented title of this thesis 1• 
To date, research in this more general discipline also has not generated general 
theses and/or tests for how, where, or what robotic systems should be used in 
a given situation. The conventional "optimisation" approach centres around 
the use of task specific benchmarks, and "ideal" users to determine selection, 
or configuration, of the system. The relation of such procedures to actual task, 
to the user, or the subsequent efficacy of the system, is questionable. 
It is clear that a structured investigation of the performance of conventional 
robotic, and teleprosthetic, mechanisms is required in order to determine any 
generic assessment methods or performance criteria. Such a study will benefit 
from the wider viewpoint brought by the consideration of the particular re-
quirements of the teleprosthesis. In performing such an investigation, it must 
1 
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Devices" 
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be acknowledged that the choice of user group will affect the relative perform-
ance of such systems. Thus the most effective means of carrying out such a 
study would be to use either non-disabled users or, a particular group of users 
with a specific, highly regular, physical disability, at each stage. Consistency 
amongst users will remove at least one, possibly obscuring, factor from the 
study. 
1.2 Aims and Objectives 
The aims of this project are: 
to investigate theories f3 criteria by which control devices for teleprostheses can be 
compared and evaluated) and further, to establish a framework for specification, and a 
comparison methodo ogy, through which the design and provision of controls for 
teleprostheses may be enhanced. 
In order to fulfill these aims, the following objectives were proposed: 
Objective A) to determine the need for comprehensive specification, comparison and as-
sessment of controls for teleprostheses. 
Objective B) to identify and/or develop frameworks, and associated methods, suitable for 
the specification, comparison and assessment of controls for teleprostheses. 
Objective C) to prove that framework(s), and associated methods, produce consistent 
results, both in the assessment of a particular control, and the relative rankings of 
controls, for teleprostheses. 
Objective D) to verify whether the methods or framework can be used to facilitate design 
and provision of teleprostheses. 
In achieving these objectives, the aims will automatically be accomplished. 
4 
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1.3 Research Plan/Overview 
The aims and objectives were stated in section 1.2. In order to proceed, the ba-
sic assumptions which need to be proven or disproven must be identified. The 
objectives may be met by determining whether or not the following premises 
are true. 
PI The control of teleprostheses has not been analysed sufficiently to allow the establish-
ment of guidelines; either for providers to use in prescription or engineers to use in 
design. 
P2 The lack of such guidelines may result in patients being prescribed and/ or provided 
with teleprostheses, which (to them) possess undesirable characteristics. 
P3 There are overall generic assessment methods, and performance criteria, which may be 
applied to controls for robotic systems. 
P4 Generic assessment methods and performance criteria may be extended to include tele-
prostheses. 
P5 Generic assessment methods provide consistent results. 
P6 Generic assessment methods may be used as the basis for the development of suitable 
guidelines, for the design and provision of controls for teleprostheses. 
P7 Use of guidelines will improve both development and prescription of such teleprostheses. 
Some of these premises revolve around the use of "guidelines" to improve design 
and prescription efficacy. Ideally, guidelines would centre around a data sheet 
describing system performance under standard assessment methods. A blank 
data sheet could be used to specify requirements, or predict performance for 
proposed designs. Completed data sheets would be available from the manufac-
turer, and/or could be produced by an independent test agency. Comparison, 
design and prescription would be greatly speeded by such a facility. 
Having determined the form of these guidelines, the first two premises (Pl, 
P2) may be established through the literature and expert consultation/survey. 
The final premise (P7) requires case studies of appropriate situations be carried 
out. The other premises (P3-P6) constitute the bulk of the research presented 
here, and require further consideration. 
In presuming that there are generic assessment methods and evaluation cri-
teria, this thesis challenges the "optimisation" approach to c6nfiguring sys-
5 
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terns, mentioned previously. The new approach will be referred to here as 
"profiling". 
The fact that optimisation methods have been used, with satisfactory results, 
cannot be ignored. This thesis must therefore, not only generate generic as-
sessment methods and/or performance criteria based on profiles, but must also 
demonstrate that profiles are more efficient and effective predictors of perform-
ance than current methods (i.e. yielding better, faster predictions which reduce 
the time required for design, benchmarking and configuration). In particular, 
the results should be similar to, and account for those of, existing, historically 
accepted, studies. 
The determination of generic performance criteria is dependent on the accu-
mulation of data through a structured investigation. Statistically consistent 
performance between users of different expertise levels will support the optim-
isation principle. Similarly, in order to prove that profiling is a valid concept, 
this thesis must examine whether these profiles are consistent for particular 
systems. As teleprostheses, in particular, often consist of a fixed mechanistic 
platform, to which a variety of input control devices are interfaced, this thesis 
must also examine whether profiles are consistent for particular input devices 
despite the particular task-robot-mechanism in use. If neither of the latter 
points is true, then profiling is subject to the same flaws identified in typ-
ical bench marking ( optimisation) activities. Whether or not these points are 
proven, this study will have clearly demonstrated this precept, rather than 
making the underlying assumption that optimisation is dependable. 
1.4 Achievement Summary 
The work presented in this thesis needs to be gauged against the stated ob-
jectives. To facilitate this, the achievements are summarised in Figure 1.1. 
It is evident which objectives have been met. Having generated a model and 
6 
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assessment method highlighting the Control:Display (or Gain) ratio, and a 
consistent framework which may be used for the design and provision of as-
sistive technology, this work is unique, and represents an original contribution 
to knowledge. 
Objective Premise Status Method Section 
A) Establish need Pl no current assessment proven Review Ch.2, p.lO 
P2 provision hampered proven Review Ch.2, p.lO 
B) Find method P3 generic methods exist disproven Review Ch.3, p.57 
P3 create generic method proven Theory Ch.4, p.71 
P4 methods apply - -
P6 create guidelines - -
C) Verify method P5 consistent proven Analysis Ch.5, p.91 
D) Improvement? P7 improved provision - -
Figure 1.1: Achieved Status of Objectives and Determination of Premises 
1.5 Thesis layout 
This chapter has shown the need for, identified the aims and objectives of, 
examined the approach to, and reviewed the achievements within, this work. 
In the following chapters, details of the study described in Section 1.3 are 
provided, leading up to the achievements noted in Section 1.4. 
Chapter 2 reviews and critiques existing assessment methods, performance 
criteria, prediction and other means of performance evaluation within relevant 
fields. Related mathematical theory is detailed separately in Chapter 3. A new 
model of performance is proposed in Chapter 4, with validating experiments 
presented in Chapter 5. Finally, Chapter 6 summarises the research findings, 
and examines the contribution made by this research. 
Details of all experimental equipment and procedures, along with copies of 
results and data, are to be found in the appendices. 
7 
Overview Summary 
In the overview section, this thesis has briefly sketched out the background of, 
approach to and achievements from this research. 
In the following section, a more detailed look at the contributing areas is taken, 
with a view to compiling the knowledge contained in the myriad areas into a 
consistent framework. 
For ease of reading, the mathematical foundations aspects of this background 
have been kept separate from the rest. Chapter 2 contains the general text, 
while Chapter 3 contains an original review of the theoretical background to 
Fitts' Law in particular. 
8 
Subject Review 
9 
Chapter 2 
Background- Assessment methods & criteria 
Pl The control of teleprostheses has not been analysed sufficiently to allow the establish-
ment of guidelines; either for providers to use in prescription or engineers to use in 
design. 
P2 The lack of such guidelines may result in patients being prescribed and/or provided 
with teleprostheses, which (to them) possess undesirable characteristics. 
P3 There are overall generic assessment methods, and performance criteria, which may be 
applied to controls for robotic systems. 
The need for objective performance criteria and assessment methods, for both 
teleprosthetic and general robotic mechanisms (as mentioned in Chapter 1) 
must be justified. Procedures for assistive technology provision are described 
here in section 2.1. The description highlights difficulties caused by the lack of 
objective performance criteria and assessment methods. In order to provide a 
coherent basis for the subsequent reviews, a definitive discussion of perform-
ance criteria and assessment methods follows in section 2.2. Comprehensive 
reviews of existing means of evaluating performance form the bulk of the re-
maining chapter. Particular attention is paid to human performance studies 
(section 2.6), as not only is this the most well developed area, when compared 
with assistive technology and teleoperation, but forms the basis of both the 
work reviewed in other areas, and the work presented in this thesis. 
10 
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2.1 AT provision 
Concern for the welfare of a growing proportion of disabled and elderly cit-
izens1, has led to the establishment of several national/international research 
initiatives2 , specifically to address the application of technology to improving 
independence and quality of life. Examples of equipment designed to aid per-
sons with disabilities include prostheses, orthoses, hearing aids, walking aids, 
and wheelchairs. 
The term telethesis or telemanipulator, as used in the literature, describes an 
independently powered/mounted anthropomorphic robotic arm which, when 
controlled by a disabled person, provides arm and hand functionality. Existing 
teletheses include the original MANUS and SPARTACUS [12] systems, more 
recently DeVAR/MoVAR, lnventAid, HANDY1 and WALKY[9, 13]. Such sys-
tems usually consist of a robotic arm which may be fixed, attached to a wheel-
chair, or mounted on a mobile platform. They have been used successfully by 
disabled persons for eating, personal hygiene and work-enabling applications, 
amongst others. Physical and mechanical limitations, the direct result of cost, 
size, weight, safety and aesthetic criteria for a mechanism which must move 
with, and/or near to, its user make development both difficult and expensive. 
The focus of such research is therefore on modular systems which can be adap-
ted as necessary. There are many excellent reviews/overviews of the develop-
ment and current research into the telethesis and related issues[14, 15, 16, 17]. 
The Plymouth Hand Project (PHP) is a collaborative venture between the 
School of Electrical, Communication and Electronic Engineering (SECEE) 
and the Department of Mechanical and Marine Engineering3 (DMME) at the 
University of Plymouth. The Plymouth Hand Project is committed to the 
development of manipulative aids for the physically disabled, and uses the 
1 Recent statistics on the prevalence of disability within the UK may be found in the 1988 
survey[6] (soon to be updated with 1996 data) and also in the 1995 health survey[?]. 
2Research initiatives include EU TIDE[8, 9], US NIDRR[10], Canada NSF[ll]. 
3 Formerly School of lVlanufacturing, Materials and Mechanical Engineering. 
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term "teleprosthesis" to encompass prostheses, teletheses, electrically powered 
wheelchairs, environmental control units, and other such assistive devices; i.e. 
any independently powered mechanism semi-remotely controlled by a disabled 
person. The project makes a distinction between the terms teleprosthesis and 
telethesis, as it is felt that the accepted definition of the telethesis is too lim-
ited, and ignores the commonality between the affiliated types of mechanism. 
Examples of the teleprosthesis include teletheses, as well as myoelectric pros-
theses such as MARCUS4 [19], and the POSSUM[20] an environmental control 
unit. 
To many the three terms: disability, impairment and handicap are synonym-
ous. However these terms are used in subtly different ways, in order to encap-
sulate the many issues associated with abnormality. The definitions provided 
by the World Health Organisation [21] are: 
Impairment In the context of health, an impairment is any loss or abnormal-
ity of psychological, physiological or anatomical structure or function. 
Disability In the context of health, disability is any restriction or lack (res-
ulting from impairment) of ability to perform an activity in the manner 
or within the range of activity considered normal for a human being. 
Handicap In the context of health, a handicap is a disadvantage for a given 
individual that limits or prevents the fulfilment of a role that is nor-
mal (depending on age, sex, and social and cui tural factors) for that 
individual. 
Rehabilitation Rehabilitation implies the restoration of patients to the hi-
ghest level of physical, psychological and social adaptation attainable. It 
includes all measures aimed at reducing the impact of disabling and han-
dicapping conditions and at enabling disabled people to achieve optimum 
4MARCUS originated from work on the Southhampton Hand [18], evolved into the Ox-
ford Intelligent Hand, and is now the basis of the TOMPAW project (TIMES Wed 24 March 
1999 p. 18) 
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social integration. 
Christiansen [22] provides an excellent overview of the issues involved in dis-
ability and rehabilitation. 
There are two prevailing ways of viewing disability[23], the medical approach 
and the social approach, as summarised in Figure 2.1. The medical approach 
Disabled person Medical Approach Social Approach 
Classification Physiological cause Functional ability 
Functionality Focus Loss Remaining 
Handicap Cause Impairment Societal attitude 
Seen as Liabilities Contributors 
Figure 2.1: Models of Disability 
is concerned with impairment, due to a specific cause, and aims to cure the 
patient by somehow reversing/compensating for the impairment or restoring 
ability. The difficulties introduced by this attitude are primarily due to the 
fact that by focusing on the cause of the disability, common effects of different 
impairments (on patients) are not examined[24]. Furthermore, patients, due 
to their lack of technical understanding of the condition, are presumed to 
be inadequate to decide on appropriate treatment, or fend for themselves, as 
criticised by Brisenden[25]. 
In contrast, the social approach is more positive in emphasising patients' re-
maining functionality, and advocating independence (if not complete auto-
nomy, then at least control over decisions). This has now become the "politic-
ally correct" viewpoint. However, practices are often at odds with this [26]. At 
the extreme end of the social view of disability is the opinion that to attempt 
to create such devices is an insult to persons with disabilities, implying that 
they are not whole without them [3]. 
In considering these two approaches to disability, a report on the Psycholo-
13 
CHAPTER 2. BACKGROUND 2.1. AT PROVISION 
gical Implications of Physical Disability within the National Health Service 
[24], concludes that a disabled service philosophy, based on choice, consulta-
tion, autonomy and recognition of the inadequacy of the medical approach, is 
required for the effective provision of service to disabled people. The report 
goes on to identify several priority areas for disability-related research, includ-
ing the need for measurement and assessment in the evaluation of disability, 
evaluation of current service provision and the need to evaluate new services 
prior to marketing. 
The report [24] also highlights the potential of computerised aids in improv-
ing functionality. This suggestion introduces further problems. Bowe [27] 
criticises the traditional fixed computer system, and recommends that for dis-
abled use, computers must be designed with transparency(interchangeability), 
redundancy (multiple inputs and outputs) and ergonomic considerations in 
mind; thereby effectively advocating the use of modular systems which may 
be customised. 
Such systems are generally not available off-the-shelf 5 and are often expensive. 
The cost is partly due to their origins as research prototypes, whose remit 
is to work with the available materials, which may not have been as well-
designed/engineered as they could be. Another contributing factor, is the lack 
of mass manufacture/demand for such equipment. The principle of general 
usability and universal design [28] are interlinked here. l'Vlainstream universal 
design practice would reduce costs. 
Where cost is an issue, the legal aspects of disability come into play. Legisla-
tion relating to disability has been recently debated in both the US (Assistive 
Technology Act 98) and the UK (Disability Discrimination Act 95). Particu-
larly with acquired disability, the measurement and assessment of disability is 
related not only to the determination of suitable equipment, but also provision 
for public access, employer obligations, liability for causing impairment, and 
5This discussion excludes add ons for standard computers, provided by the manufacturer 
e.g. Microsoft Accessibility Options Pack 
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entitlement to insurance and/or social security benefits (see [29],[30, Ch. 13] 
and [31, Ch. 2,3,10,11] for discussion of issues in the UK and US respectively). 
Cost-effectiveness, equipment assessment and outcome measurement, have been 
repeatedly highlighted as key to establishing the widespread use of assistive 
technology(AT)[32, 33, 34]. In order to understand this emphasis, an ap-
preciation of the complexities of the assistive technology design & provision 
procedure, as illustrated in Figure 2.2, is required. The procedure is cyclic, 
and should include needs assessment, physiological evaluation, matching and 
outcome measurement. 
Similar cycles are presented in [35, Ch. 1], [36, p.57] and [37, p.320] 
Figure 2.2: Assistive Technology Provision Procedure 
A complicating factor in this procedure is the nature of the disability over 
time (i.e. progressive, degenerative, stable), which may necessitate periodic 
re-assessment. Further, many assistive technology devices are prescribed only 
in cases where the disability is stable (e.g. myoelectric arms). Furthermore, 
there may be incompatibility between the techniques used at different stages 
of the process. For example, evaluative activities occur at each of the three 
lower stages of the cycle. These determine capabilities or limitations of the 
unassisted user (physiological evaluation & needs assessment), the equipment 
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concerned (assessment: topic of this work), or the assisted user after prescrip-
tion (outcome measurement). However these are often unlinked and carried 
out by different members of the rehabilitation team. While such interaction is 
acknowledged as crucial to the process [38], emphasis has been placed on the 
need for "reliable, valid, standardised measures" [24, p. 75] in order to ensure 
consistency of service. This sentiment is echoed by Casali in [37]. 
\Vhilst the use of a modular system, as previously suggested, simplifies gross 
equipment selection, the range of novel input and feedback which may be 
interfaced (either commercially available or custom built during provision for 
particular users/user groups - see Figure 2.2) presents a further hurdle for 
provision. Generic parameterisation of such equipment is difficult, due to their 
varied mechanical properties and physiomotor system demands. 
The inherently cyclical nature of the provision procedure compounds the effects 
of any/all of the above factors. Therefore, any means of reducing either the 
time or effort involved in the procedure, or the number of iterations, would 
lead to enhanced provision and/or cost-effectiveness. The key is to get it right 
the first time round, or as soon as possible thereafter. 
The preceding discussion has clearly established that the first two premises of 
this work (Pl: no guidelines; P2: affects provision) are true. Clearly what is 
required, is a comprehensive system for comparing, predicting and determining 
the relative merits of such assistive technology, which may be linked to a 
comparable system of assessing disability. 
A further premise (P3: generic methods exist) of this thesis maintains that such 
a system may be developed based on assessment methods, and performance 
criteria for generic robotic systems. The nature of assessment is discussed in 
the following section. 
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2.2 Principles of Assessment 
The semantics of any discussion of assessment must necessarily be clarified. 
vVhat is meant by assessment? How does this relate to performance criteria, 
and assessment methods? How do these integrate with the concepts of op-
timisation, profiling and modelling? The following definitions will be used 
throughout this work. 
"Performance" is the manner in which a mechanism works, "assessment" refers 
to the process of judging whether performance is satisfactory. By extension, 
"performance criteria" are the basis, standards, or measures by which per-
formance will be judged, and "assessment methods" are structured ways of 
determining the values of performance criteria for a particular object. 
"Metrics" are the desired goals for values of the performance criteria. 
"Optimisation" attempts to find the maximal value of performance criteria, 
whilst "Profiling" describes the variation in the value of performance criteria. 
"Guidelines" are rules which, when applied, yield results similar to, those 
obtained from carrying out an assessment. 
"Performance models" are accepted relations (possibly mathematical) from 
which a prediction of the profile, or optimal value of the performance criteria, 
may be determined. 
"Usability" reflects the level of performance, such that "usability factors" , 
for example "susceptibility", characterise the way the value of the perform-
ance criteria change with respect to external task, user and equipment related 
factors. 
Performance criterion, can be roughly classified as subjective, objective, and 
predictive measures. Predictive measures may be either subjective or object-
ive. Objective measures are either measured, or directly observed. These may 
be quantitative, but this is not necessary. Their key feature is that they are 
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independent of the observer. Subjective measures are based upon individual 
perception. Effort is sometimes made to isolate the area(s) which were partic-
ularly good/bad. Subjective performance scores, while useful and informative, 
cannot be reproduced. Predictive measures may be quantities which, while not 
directly measurable or assessable, contribute to final performance e.g. prior 
experience. Parameters of models may also be used as predictive measures. 
In the light of prior discussion of the problems involved with assessment in 
assistive technology, it is clear that objective and predictive criteria need to 
be identified, which concur with the existing subjective criteria. 
Models (if they are to be useful in prediction of performance) should have 
parameters, or produce a measure, linked to performance criteria. Here the 
nature of the model must be considered. Marr [39, section 1.2, p. 25] proposed 
a taxonomy of complex information systems6 . The concepts of process (what 
is being analysed) and representation (formal system for making explicit cer-
tain types of information) are key to this 3 level structure. The computational 
theory explains the goal of, the need for, and the strategy behind the process. 
The algorithmic level involves the definition of the representation, and the 
associated algorithm through which the process may be achieved. The imple-
mentation involves the physical realisation of the representation and algorithm. 
What is required in this work, is an algorithmic and possibly computational 
level theory, in order to model the many implemented systems. As this is 
an engineering application there is no concern with the particular nature of a 
model/theory, thus this work may draw from existing theories in several fields. 
In this section, the terms relating to assessment have been defined, and the 
types of models and performance criteria suitable for the proposed work, have 
been identified. It now becomes necessary to identify specific performance 
criteria and assessment methods. In doing so, it is important to draw on those 
already in use in affiliated fields, initially that of assistive technology. 
6 Humans may be considered as information systems which process sensory data and 
generate actions. This concept is used in the discussion of human performance in Section 
2.6, p.43. 
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2.3 AT Provision in Practice 
There is no comprehensive system within the UK for assistive technology pro-
vision or advice. No formal procedures exist for matching a person to the 
appropriate equipment. Henwood [40] deplores the deprived state of the pro-
vision for the physically disabled, who are often overlooked due to their relative 
independence, compared to the elderly, or mentally disabled, from state "ma-
chinery". This is partly due to the historically fragmented regional/governmental 
systems[41], further complicated by recent reforms in Department of Health 
funding policy. 
The 1990 National Health Service (NHS) reforms [42, 43] involved drastic 
restructuring, and led to further changes in 1995. The objectives of these 
reforms were to streamline service, and ensure consistency across the country. 
Responsibility for the provision of assistive technology was devolved to the 
local health authorities and social services, whose remit is to meet the needs 
of their patients. To the author's knowledge there are no specific national 
guidelines as to how this objective is to be met, the lack of which results in 
varying standards from one area to another. Most systems appear to revolve 
around the previously centrally run programme which used a standard list of 
equipment nationwide. Similar lists are used within the various areas, with 
budgets often playing a significant role in which, and what brand of, devices 
are available. 
The report on provision of environmental control units [44], for example, is 
typical of the procedures prior to 1995, i.e. theoretically centralised service 
dependent on local provision. The British Society of Rehabilitation !VIedicine 
(BSRM) report [45] addressed the then impending 1995 changes by making 
suggestions for improved service, and emphasising the consequences of failure 
to address the issue. To the author's knowledge, these suggestions have not 
been carried out. Through the years, this has generally been acknowledged as 
an unsatisfactory situation, with professional and consumer bodies repeatedly 
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calling for change[24, 45, 40, 29]. 
Assistive technology may be provided by one of several organisations7 or may 
be privately purchased. The Computability Centre8 provides an assessment 
and recommendation service for such devices. Evaluations of publicly funded 
systems, e.g. [20], are provided by the Medical Devices Agency, a subsidiary 
of the Department of Health (DOH). 
The development of a comprehensive system would require some degree of 
standardisation amongst the relevant organisations. Looking back at the pro-
vision process in figure 2.2, there are two key stages in which such standard-
isation would would be useful: determination of need/ability (both before and 
after assistive technology provision), and matching of user to the appropriate 
equipment. In addition, the modular nature of such equipment requires that 
interfaces, to input and feedback, are also standardised. This would facilitate 
evaluation of current, and new, equipment and service provision. Each of these 
three areas is reviewed in turn. 
Determination of need and ability is key to the provision process. The 
International Classification of Impairments, Disabilities and Handicaps [21] 
was formulated to provide a framework in which administrative decisions, and 
information gathering on the prevalence, nature and rehabilitation of disability, 
could be carried out. This has proven effective, with Duckworth[30] advocating 
its use, and its subsequent use in surveys (e.g.[6]) to present demographics. 
Andersson [47] divides the evaluation of disability into three areas: anatomic, 
diagnostic, and functional. As the names suggest, anatomic measures focus 
7 Assistive technology may be provided by Local NHS Trust, Dept. of Housing and Social 
Services, and for one of the Disability-Related Charities[46] 
8The Computability Centre affiliated with IBM (one of several such centres worldwide) 
is now part of Ability Net.WebSite: www.abilitynet.co.uk sponsored by l'vlicrosoft. 
"In 1998, AbilityNet got 30 people back to work, at a cost of no more than 
£7,000 , and in doing so saved taxpayers somethmg approaching £s million. 
On to!?, of this\ of course, are the social benefits of having 30 self confident 
people' ... Abi ity Issue 27 Winter 1998 
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on measuring or identifying the physical abilities/characteristics of the person; 
diagnostic measures focus on identifying the impairment, whilst functional 
systems evaluate the ability of the person to carry out tasks. 
The first type (anatomic) is based on physical assessment, such as heart rate, 
muscle strength, range of motion, or ability to perform standard structured 
tasks (e.g reaching/sliding [37]; Jebson Box & blocks [48]). Criteria used in 
assessing structured task performance are completion time, as well as num-
ber of errors and failures. The value of such strictly physical assessment is 
questionable [49]. 
Diagnostic measures attach a % rating to particular impairments. This type 
of measure is used mostly in determining compensation or liability. 
Functional measures are in keeping with the social model of disability and the 
concept of independent living: evaluating a persons overall functional abilities 
(with or without aid) rather than their physical capacity. It is inherently easier 
to assess changes in functional ability, as it involves less instrumentation. In 
practice, such measures are based on the ability of the person to perform tasks 
critical to their daily living. A single score is generated, from a questionnaire-
type rating scale which reflects the persons ability to care for themselves. 
Several scales (see [35, Ch. 4] & [22]) have been generated based on this theme. 
However only the older scales tend to be in widespread use, and have been 
used sufficiently to demonstrate their effectiveness [50, Ch. 3]. Whilst such 
schemes may be used to establish need and ability before and after provision, 
they cannot be used to facilitate matching. 
In a contrasting approach, a matrix-like evaluation form has been used to eval-
uate wheelchair mounted manipulator arms[51]. Users were asked to rate the 
importance of typical daily activities. These daily activities were analysed for 
their reach, lift, and other mechanical requirements. By weighting the mech-
anical requirements according to task priority, a specification for the optimal 
manipulator arm may be obtained. A similar matrix-like technique known as 
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Quality Function Deployment9 has been used to identify the design paramet-
ers which most significantly influence functional customer requirements, of a 
prosthetic hand for younger users, i.e. under 10 years [52]. The same technique 
has been used in the benchmarking of wheelchair batteries [53]. These matrix 
techniques may also be used to facilitate matching by evaluating how well the 
prioritised requirements are met. 
Matching is currently achieved by a variety of techniques, apart from the 
matrix techniques previously mentioned. Most frequently used is some variant 
of the tree-structured protocol, using a fixed list of devices and a limited subset 
of motions. i.e. 
• Can subject reliably move their finger? If so device A, else 
• Can subject reliably move their hand? If so, device 8, else 
• Can subject reliably move their head? If so device C, else ... 
Such a scheme is illustrated in [22], and has the advantage that it also facilitates 
therapy by encouraging particular types of motion (parallel intervention). 
At the Hugh MacMillan Medical Centre, one of the Rehabilitation Research 
Centres in Canada, prescription and assessment have long been of concern. 
Their handbook [54], the result of collaboration with IBM, is intended to 
provide clinicians with a clear guide to assessment, which would maximise 
the clients' use of available technology. This work acknowledges four separate 
contributing factors to varying input usage, known as the "access components". 
The access components are input device, selection set, selection technique, and 
application information. Recognition of these separate factors, has led to a 
structured and enhanced version of the tree-structured protocol. 
Rahman and Pringle [55] undertook a survey of input devices (referred to as 
Consumer Product Controls), and tabulated guidelines related to the ergo-
9 QFD has originated from the "quality" culture currently popular in manufacturing and 
management. 
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nomic design of such devices. Whilst such guidelines are useful in the choice 
of a device, they provide no indication as to the relative performance[37]. The 
author presents a table detailing the characteristics of devices in performing 
certain tasks, but again the assessment is mainly qualitative. 
A comprehensive approach to device-user matching is presented in the Match-
ing Person with Technology assessments [38]. This scheme consists of five "as-
sessment instruments" (i.e. questionnaire type forms) without specific scoring 
systems, aimed at determining the needs of the user in one of three envir-
onments (i.e. work, education, activities of daily living), and the technology 
which they would be able and/or willing to use. The aim is to identify the 
persons requirements, and attitudes to technology. The deliberate omission of 
a scoring system was made because it was felt that the observations made dur-
ing the assessment were more critical than a final evaluation score. The ques-
tionnaires are thus intended to provoke thought and discussion on the issues 
involved, and in no way quantify performance, or disability. This technique is 
most effective where a rehabilitation team is in evidence, and is hampered by 
. . 
mexpenence. 
Interface Standards would make provision of devices simpler, allowing the 
end-user to mix-and-match technology as appropriate. Despite the modular 
nature of equipment, existing interfaces are mostly manufacturer specific; uni-
versal standards have yet to be established. There have been several attempts 
to define such standards. The European TIDE initiative included programmes 
for several such standards, e.g. M3S & MECCS [9]. The Hugh MacMillan 
Research Centre (Canada) has published guidelines for manufacturers of such 
devices, in a companion volume to [54]. The Trace R&D Centre10 in Wisconsin 
has presented two standards: one for general interfacing of infrared devices, 
and another for replacing input devices (keyboard/mouse) to a computer. 
There are several different methods of interfacing devices ([56],[57, Chapter 3]). 
10Trace R&D Centre: see http:/ fwww.trace.wisc.edu 
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This is what has been referred to [54] as selection set and selection technique. 
The BSRM report [45, Appendix A, 1.1] advocates that environmental control 
units should be capable of being controlled effectively from a single switch, 
multiple switches, a proportional control, or a combination thereof. This re-
quirement is due, in part, to the varied capabilities of the users. 
Single or multi-switch interfaces require special methods of accessing the vari-
ous options available. Switch-scan mode scans across and/or down waiting 
on a single input. This technique is used to zoom in on the relevant area or 
item. Direct selection (move directly to area or item, then select), can be used 
with multiple switches and/or proportional controls. This technique has the 
same selection set as switch-scan. Where motion must be controlled, multiple 
switches and/or proportional controls, may be used. This is a different selec-
tion set, using the same technique. The different types of interface method 
will necessarily affect the performance while using a particular input device. 
In this section, the areas requiring standardisation in order to facilitate the 
development of a comprehensive system of provision have all been identified. 
In addition, the existing methods used in these areas have been reviewed. This 
discussion however is incomplete without some consideration of the effective-
ness of the assistive technology in accomplishing the task. Oliver [23] points 
out that ineffective technology may as well not be used, whilst a high rejection 
rate has been noted in some cases. Alternatively, human or other help may be 
cheaper, more convenient, or desirable for other reasons, such as comfort. 
In order to assess the effectiveness of task completion, most of the methods 
originally used to determine ability may be applied, with the exception of 
physical or impairment based methods. Alternatively, it is possible to look at 
the relative cost effectiveness and efficiency with respect to human care, or at 
the psychological state or quality of life of the user, for significant improvement. 
Potential hazard is also of concern. The criteria and methods are summarised 
in Figure 2.3. 
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Concept 
Standard Tasks 
Anatomic Measures 
2.4. HCI PERFORMANCE 
Criteria 
Time 
Errors 
Failure Rate 
Lifting capacity 
Range of motion 
Endurance 
Fatigue rate 
Diagnostic Measures % Impairment 
Functional l\•leasures Score - Activities of Daily Living 
Matrix Techniques Weighted/summed scores 
Performance Relative efficiency 
or Cost Effectiveness 
Resource Based Improved Quality of Life 
Figure 2.3: Summary- AT Assessment 
The emphasis placed on modular systems, the breakdown of the interface into 
access components, and the general practice of input device adaptation, in-
dicates that the focus of this work should be on the input device. Input is 
where a generic assessment method will have the most impact. In order to 
simplify the concepts involved, this work will consider a device interfaced in 
a different way, as being a different device. As many of these input devices 
are similar to those used with, or are connected to equipment via, a computer 
interface, human-computer interaction (HCI) should be investigated for any 
contributing factors. 
2.4 HCI performance 
There are several excellent overv1ews of the issues involved in human com-
puter interaction[58, 59, 60, 61]. The basic premise behind human computer 
interaction is that the interface is separable from functionality. Output is 
traditionally on visual displays. These have received much attention within 
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the research community, due to the complexity of display and visualisation 
algorithms. Input devices, and interface methods form a crucial part of all 
interfaces [58]. Traditionally, input devices are primarily haptic [62], while 
the supported interaction styles are typically menu selection, form fill-in (data 
entry), command language, natural language, and direct manipulation (graph-
ical,iconic, and/or windows based). 
Within human-computer interaction, the term direct manipulation covers tasks 
in which the operator is actually interacting with a representation of an ob-
ject, either virtual or real[60]. The adaptation methods utilised for interfacing 
assistive technology to computer based products (as described in section 2.3) 
all qualify as direct manipulation type activities, through which the other in-
teraction styles are supported. Direct manipulation interfaces possess certain 
inherent problems: 
• Spatial and/or visual world representations may be badly designed. They 
may not be intuitive enough, or may be misleading 
• The input device used for manipulation may not be appropriate, or the 
easiest to use for the particular task 
• In remote direct manipulation applications: time delay, incomplete feed-
back (from insufficient or inadequate sources), and signal interference 
compound the above difficulties. 
The focus on the visual sense for output, and the haptic senses for input, has 
been identified as a flaw in current systems, effectively limiting the bandwidth 
available between computer and human 11 . In this respect, it has been sugges-
ted that non-disabled users are also handicapped[63]. Sensory substitution[64] 
is the catch-all phrase for replacing one sense for another, and is frequently 
used in direct manipulation, e.g. visual displays of results, and audible alarm 
signals. Similarly the use of combined, multiple, multimodal and/or redundant 
inputs, is another area for investigation. 
11 Comments VVECC Seminar 20 January 1998. 
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Primary 
time 
accuracy ( # errors) 
fatigue rate 
error severity & recovery 
relative efficiency /efficacy (usefulness) 
user confidence, pleasure (ease of use) 
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Secondary 
learning rate 
error susceptibility 
fatigue susceptibility 
memory load (short/long term) 
retention/recall time 
convenience: naturalness, boundedness 
Figure 2.4: Summary - Performance criteria used in HCI 
There are no specific evaluation procedures, in human computer interaction, 
for input devices. Generic input device evaluation is based mostly on the relat-
ive performance of operators when using different devices. Mack and Nielson 
[65] detail four methods by which this may be ascertained, i.e.automatically, 
empirically, formally and informally12 . Automatic evaluation involves entering 
a user interface specification into evaluation software. This is not currently 
possible due to the lack of well defined user interface specification and eval-
uation methods. Empirical evaluation involves testing with actual users, and 
measuring performance. Formal evaluation involves the prediction of perform-
ance from knowledge of the user and interface, whilst informal evaluation is 
based on designer knowledge, evaluator expertise and rules of thumb. Empir-
ical and formal evaluation are considered in further detail below. 
Empirical evaluation involves direct observation and/or measurement of 
particular parameters. Foley [58] describes these as primary and secondary 
performance criteria. Primary criteria are standards by which one would nor-
mally judge performance. These are influenced by secondary criteria which 
may be used to predict performance. A summary of criteria used appears in 
Figure 2.4. The subjective nature of some of these criteria is questionable. 
However, Hubona[66] demonstrates conclusively the interaction between per-
ceived ease of use, and all other criteria. 
12Foley [58] describes the same scheme as experience, experiment, or literature based. 
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Formal evaluation involves the use of models13 of the operator and his re-
sponse to the interface. The most widely utilised model[67] in human computer 
interaction is GOMS, which is based on the principle of rational progress, us-
ing standard methods, towards a known goal. The sequence of operations is 
predicted and the time taken to accomplish the task can be estimated by sum-
ming the times for the component operations. The original model is part of 
work by Card et al[68] which proposed a model of the human as an information 
processor. A comprehensive discussion of GOMS and its limitations may be 
found in [67]. 
The emphasis so far has been on classifying and establishing methods for eval-
uating performance of the entire interface. An understanding of how perform-
ance is affected by other factors is necessary in order to isolate performance 
effects due to the input, or control, device. Such factors are either user, device 
or task related. User effects may be categorised as secondary performance 
criteria (see Figure 2.4) or as due to experience or cross-learning. To consider 
the effects of task and device, Baecker et al([59, Ch.8], [61, Ch.7]) and Foley 
et al[58] both utilise a set of representative tasks 14 . The primary factors for 
consideration in any of these elemental operations are task difficulty ( com-
plexity), stimulus-response compatibility (confusion), and control/display ra-
tio/mapping (modality). Each will be considered in turn. 
The elemental operations in human computer interaction tasks all involve 
aimed motions. Fitts proposed a relation between the time to perform an 
aimed arm motion and the "difficulty" which was based on the distance and 
end tolerance. An extensive discussion of this work appears in Chapter 3. In 
human computer interaction Fitts' Law has been adapted to account for both 
ID and 2D motions of varying amplitude, as well as tracking[69]. The coeffi-
cients of Fitts' relation are used to characterise and compare displays[70, 71] as 
13 The use of the term model is to maintain consistency with the literature, and should 
not be confused with the term as defined in section 2.2 
14 These representative tasks include: position and orient, quantify, text/information entry, 
pursuit tracking, target acquisition( select) freehand inking(path), tracing and digitising con-
strained motion (linear and rotation), and simultaneous multi-axis control. 
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well as input controls [72, 69, 73]. Gillan et al[74] object to the indiscriminate 
use of this paradigm. MacKenzie [73] emphasises the need to remember the 
constraints under which it was proposed, when determining if it is appropri-
ate to apply it. Despite these conceptual difficulties, it remains widely used. 
Results are mostly inconsistent between studies, largely due to the range of 
methodologies used for investigation[73]. 
It has been well established in human factors research, that compatibility 
between stimulus and response leads to faster response time. This is further 
discussed in section 2.7. Within human computer interaction, such consider-
ations devolve to those due to two effects: spatial congruence (press left to 
move left) and accepted customs(press to activate)[59, Ch.6]. It is therefore 
necessary to design devices and tasks accordingly. 
The effects of control:display ratio (C:D , reciprocal of display /control gain) 
and mapping (modality) will be discussed in detail, as this constitutes the 
basis of some of the theory in Chapter 4. Foley [58] defines C:D as the physical 
distance moved on the screen, in comparison to the physical distance moved 
by the control. He presents typically useful (i.e. optimal) values of this ratio 
acquired from experience. Determining C:D is simple where display and control 
exhibit the same type of motion (eg both angular, or both displacement), but 
more complex where motions are different (e.g. button press to rotate right). 
Schaab et al [75] examine two formulations for a head-pointer utilising angular 
motion to produce linear displacement. 
There are four factors contributing to C:D, three of which must be specified for 
its unique definition[76]. The four factors are display and control maximum 
amplitudes, and target widths (in the degenerate case, target widths becomes 
device/display resolutions). Arnaut and Greenstein [76] argues that the use of 
a single figure to express gain can only relate two of the four factors, thus it is 
appropriate only if at least one of the other factors are specified, or constrained 
by the task requirements. The value of C:D ratio or gain, may be varied by 
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Figure 2.5: Gain-performance tradeoff 
the use of an appropriate multiplying factor. 
The use of the term control-display ratio implies a linear mapping between 
control and display. This is not necessary. C:D mapping (modality) may be 
logarithmic, a power relation, or discontinuous as appropriate. The constants 
in such a mapping may also be varied. The non-linear mapping most typically 
used is that for velocity or acceleration control, as opposed to the standard 
position control [77, 78, 79]. Flach et al [70] examines the use of logarithmic 
and discontinuous mappings for displays. 
Whilst the importance of gain has been recognised in human computer inter-
action, its influence is mostly underestimated. There is an implicit tradeoff 
between speed and overshoot, as characterised by Jenkins and Connor [80] 
in Foley et al's summary [58], and shown in Figure 2.5. Gain effects inter-
act with task difficulty in affecting performance, as established in a series of 
experiments at the University of Wisconsin [81, 82, 75]. This effect is not nor-
mally taken into account in standard studies which compare the performance 
of large groups using a range of input devices (each "tuned" to optimal gains), 
to perform tasks of varying levels of difficulty. 
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Slutski and Coiffet's [83] work shows that while the system natural frequency 
affects task time, and damping affects error, gain has the most significant 
effect on all performance criteria. Optimal gain is shown to be consistently 
so over time, on another simulation employing rate control, where gain was 
automatically changed between pre-selected values during a repetitive task. 
This work suggests that variable gain built into the master is a better idea, 
than a fixed "optimal" gain. 
Gain is dependent not only on the task, but also the device. It is also evident 
that input device characteristics, such as resolution and provision of absolute 
position, are factors which affect performance. A taxonomy of input devices 
is required, in order to understand how their design affects performance. 
Several schemes for classifying devices have emerged, most notably ones pro-
posed by Buxton ([59, Ch. 8 p. 360]), and Mackinlay et al[l]. Buxton pro-
posed a taxonomy involving the number of dimensions sensed, and the nature 
of the physical property sensed by the transducer. The flaws in this method-
ology were that it worked only for continuous devices. An alternative state 
transition approach was suggested in subsequent work to account for discrete 
behaviour. Despite this, it still does not account for resolution, and the use of 
relative vs absolute controllers. 
Based on Buxton's work, MacKinlay et a! proposed a new taxonomy in which 
devices are represented on a plane defined by their physical properties. The 
properties, and a sample plane appears in Figure 2.6. The advantage is that 
this scheme allows multiple resolutions of the devices, as well as a multi-modal 
device to be described. The devices may be parameterised by combinations 
of six-tu pies, and MacKinlay defines not only the grammar for the tuples, but 
also the ways in which they may be combined. This is illustrated in Figure 
2. 7. Card et al [84] demonstrate how the scheme may be used to select devices 
for a task. Despite the comprehensive nature of the scheme, there does not 
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Figure 2.6: Physical properties sensed by input devices, and a taxonomy plane 
seem to have been any followup work on this topic15 . 
Chen et al [85] addresses the problem of trying to manipulate multi-dimensional 
objects, where inputs only have one or two dimensions. This is not only due to 
the limitations of the range of input devices, but is also because of the concep-
tual difficulties involved in multi-axis motion. The idea of a virtual controller 
is introduced. A virtual controller is an onscreen or hypothetical object con-
trolling object motion, with which the user may interact using another device. 
Typical examples are sliders, and arrow keys. Chen et al [85] proposes five 
such controllers which were tested for ease of use. Such devices are now corn-
manly used in Virtual Reality where there are more degrees of freedom than 
standard input devices allow. Virt ual inputs may also be represented using the 
15Subsequent work, appears to focus on data visualisation and manipulation in 3D using 
2D devices. 
32 
CHAPTER 2. BACKGROUND 
Forma:Jly we represent the mput dev1ce as a s!X-tuple: 
< M,In, S, R, Out, W > 
where 
• M is a manipulation operator, 
• In is the input domain, 
• S is the current state of the device, 
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• R is a resolution function mapping from the input domain set to the output domain 
set, 
• Out is the output domain set, 
• W is a general purpose set of device properties that describe additional aspects of how 
a device works ... 
. . . noise and linearity could be modelled through the R input-output mapping, and Jag could 
be modelled through the W work properties mechanism. 
Information from [84] 
Figure 2.7: The sixtuple structure and grammar 
input device taxonomies of Figure 2.6 [1], where the virtual and real devices 
are linked. 
In this section some of the basic concepts in human-computer interaction have 
been discussed. Emphasis was placed on methods for comparing input device 
performance. The importance of the input (control) device is highlighted by 
recognition of the effect that incorrect selection can have on a direct manip-
ulation interface (characteristic of teleprosthesis). Whilst it has been noted 
that there are no specific evaluation procedures for input devices, all factors 
relevant to evaluating the system have been identified in order to determine 
relative device performance. A summary appears in Figure 2.8. 
Tying this work back to that of section 2.3, Edwards [86], and Bowe [27] both 
present overviews of the issues pertinent to human computer interaction for 
users with disabilities. In most cases, the general principles may be applied 
specifically to disabled users, as in [37] where Casali compares device usage by 
disabled people, using standard time, error, and learning rate criterion, and 
further [87] considers the effects of experience. This ease of transference of 
principle, is in part due to the range of ordinary users who already need to be 
accommodated. While theoretically this should not be difficult, the range of 
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Concept Criteria 
Empirical see primary criteria Fig 2.4 
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Cross learning 
Figure 2.8: Summary- HCI performance 
software/hardware is not commercially available. 
The principles outlined in this section may also be applied to the teleprostheses. 
However there are aspects of the teleprosthesis which these considerations do 
not cover, primarily those concerning mechanics, and real world interaction. 
It is therefore necessary to review means of evaluating performance in teleop-
eration. 
2.5 Teleoperation 
Teleoperation literally means the remote control of an object. Current day 
use of this term is generally associated with the remote control of a robotic 
mechanism by humans. The teleprosthesis falls into this category. Vertut & 
Coiffet [88] have written an excellent overview of the issues involved in teleop-
eration. Sheridan [89] subsequently identified the critical research areas in the 
field whilst, the 1988 Symposium on Teleoperation and Control[90] remains 
a valuable background reference. From the age of the references, it is clear 
that there has not been a lot of progress in the intermediate decade. Sheridan 
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emphasised the need for the development of performance measures and assess-
ment techniques; to date, no widely used generic system has emerged. 
A teleoperation system consists of an operator and a robot, connected by an 
electro-mechanical interface of some sort. In order to analyse the performance 
of the system, the performance of the components must first be addressed. 
Human performance will be discussed in section 2.6. Control of teleoperation 
systems is often via a computer, hence most of the observations of section 2.4 
are also valid. However, there are also some specific concerns related to teleop-
eration systems. This section therefore reviews various means of assessing the 
performance of the teleoperation interface and robot independently, as well as 
the entire teleoperation system. 
The input device is an integral part of the interface and has its own unique 
considerations for teleoperation. Most input devices for direct control of tele-
operation systems are hand controllers, although many alternatives, e.g. EMG 
control [91], are under development. In such cases the physical layout or config-
uration of the controller and the grip design determine performance. Jacobus 
et al [92] and Bejczy[93] both review types of hand controllers and their re-
lative merits. Bejczy evaluates handle designs based on ten design selection 
criteria and a subjective rating. Criteria are weighted according to importance, 
summed, and then multiplied by the subjective rating. 
Similarly, teach pendants are the most commonly used input devices for indus-
trial robots. They come in a variety of shapes and sizes, supporting different 
numbers of joints and motions. Gray et al [94] describes work at Nottingham 
University in determining the effect of teach pendant design on the relation 
between robots and humans via the teach pendant. This interaction is de-
scribed by means of a perceptual model of the operator, which is further used 
to identify the key areas affecting how successful the interaction is. This work 
continues in Morley's thesis [95], which clearly identifies (for a particular type 
of teach pendant) the factors which contribute to operator confusion, thus 
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leading to more errors and greater task times. These factors do not have so 
much to do with the nature of the input device, as with the relative position 
of the operator to the robot, and the types of motion being controlled by the 
device. 
The teleoperation display must also be considered. Browse and Little [96] 
introduces the notion of preferred views in teleoperation and concludes that 
a moveable view is better as it enhances the use of stereoscopic depth cues. 
Further, performance was worst in fixed views when the angle of view was at 
45 degrees to the line of motion, and best at either 0 or 90 degrees. Boyle et 
al [97] used direct, camera, and simulated views of pick and place, and loop 
tasks, in which cross-learning effects were observed. Again the presence of 
stereoscopic cues improved performance. Reddy [98] performed a comprehens-
ive comparison of performance under different display techniques including: 
mono vs. stereo, colour vs black and white, narrow and wide camera fields of 
view, and use of sound. Here the use of stereoscopic display was significantly 
advantageous, particularly enhanced by a wider field of view. The influence 
of sound and colour were not so clear cut. Sound, while a useful indicator of 
collision, caused operators to panic. Colour while useful in depth cues, in some 
cases led to increased confusion. The criteria used in all three studies include 
time, accuracy, number of errors or error rate, ease of use and user preference. 
None of the work cited has managed to quantify the effects of the display. 
Having identified the constraints on teleoperation performance created by the 
interface, the robot must be considered. How well can a robot performance 
be identified? Coiffet and Chirouze [99, p147] pose a series of questions for 
consideration which may be broadly classified as task related, and resource re-
lated. They point out that since robot performance cannot be clearly defined, 
it cannot be directly measured. Despite this a determination of the robot per-
formance relative to other systems may be made in terms of the two categories; 
task and resource. 
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Resource related factors include cost, requirements for, and availability of, sk-
illed supporting manpower and parts, and flexible scheduling to include main-
tenance or down-time. 
Task related factors include attainable volume and end effector orientation, 
payload, positional precision: (resolution and repeatability), reliability, at-
tainable velocity, and synchronisation 16 . 
Standard comparison of different robots is done by matching the above factors 
to the task. The British Standard relating to industrial robots (BS7228)[100] 
is subdivided as follows: 
Part 1 (1989) Glossary of terms (withdrawn) 
Part 2 (1991) Guide to definitions of coordinate systems and motion 
Part 3 (1991) Presentation of characteristics by manufacturer 
Part 4 (1998) Performance criteria and related test methods (now BS EN ISO 9283) 
Part 5 (1997) Mechanical interfaces (now BS EN ISO 9409-1, BS EN ISO 9409-2) 
Part 6 (1992) Reccommendations for safety (also known as EN 775 and ISO 10218) 
Parts of this standard have been adopted or superceded by (either subsequently 
or in parallel) by the international (ISO) and European (CEN) standards bod-
ies. The parts of interest to this work are Parts 3[101] and 4[102, 103]; Per-
formance criteria listed in these parts include: 
• accuracy 
• repeatability 
• drift 
• overshoot 
• compliance 
• minimum motion time 
• velocity characteristics (profiles) 
There are also suggested ranges of these criteria for particular applications, and 
standardised tests for measuring them. The British Robot Association[104] 
have published a datafile specifically to facilitate such comparison of available 
models of industrial robots. Thater et a! [105] maintain that such parameters 
are insufficient for selecting a robot for a task, whilst producer benchmarks are 
16Synchronisation is necessary so we can interface with the workcell as a whole, useful for 
obstacle avoidance 
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often set up in the optimal section of the workspace. They advocates the use 
of portable standard test planes, and off-line programming to determine robot 
capabilities in a particular pose. Such standards proposed for quantifying these 
factors, generally involve repeating a known positioning task, or benchmark, 
and yield no appreciation of the way in which these factors change. 
Alternatively, mathematical expressions for "reachability" have been derived 
which express the goodness of a configuration or position in terms of the reach-
able area. Van den Doe! and Pai[106] develop a formalism for producing per-
formance measures which express the non-linearity or redundancy of particular 
positions of a robot. Such measures are particularly useful in deciding which 
of several inverse kinematic solutions to select. The work was further extended 
to constrained systems [107]. Such a mathematical measure for reachable area 
and path represents the performance not of a particular robot, but of areas 
that the robot configuration can reach. 
Finally, apart from the accepted time, error count, and failure criteria, a range 
of measures may be derived related to observed power consumption, and joint 
motion. Stoughton and Martin [108] perform a duty-cycle analysis of a teleop-
erated manipulator under direct control. Their intention was to examine the 
areas of working volume in frequent use, and the associated mechanical power 
and joint usage for particular tasks. The use of graphical techniques to identify 
such area could lead to the effective redesign/relocation of teleoperated ma-
nipulators, such that the full capabilities of the manipulator were better used. 
Hannaford et al [109] examine the forces at the manipulator tip, and utilise 
the peak and variance of the SOSF(sum of squared force in all directions) as 
measures of how effectively the task has been carried out. 
McLean et al [110] utilised three robot based criteria: joint effort (defined as the 
average absolute change in joint displacement throughout the task), dexterity 
(average of the Jacobian magnitude, reflecting the ratio between tip motion 
and joint motion), and workspace motion (average magnitude of tip velocity 
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during task). All three of these measures increase with better performance, 
and may be weighted to give preference to particular joints. Slutski and Coiffet 
[83] concerned themselves with deviation from optimal path, and defined two 
measures accordingly, i.e. cumulative deviation over time, and distance. 
The effects of the robot and interface have been discussed. The final factor 
influencing teleoperation performance is the control strategy in use. There are 
two basic types of operator control strategy: direct and assisted 17 . In assisted 
control the computer takes over some of the operator functions, and to some 
degree pre-processes the data, enabling the robot to be under either full or 
partial control of the human operator. Assisted control interfaces can range 
from constrained motion systems[109], to predictive displays[91], autonomous 
motion controlled by command, and augmented displays18 in which sensory 
information/feedback can be simulated using robotic and task models. Despite 
the enhanced system performance produced by using these techniques, they 
will not affect the relative device performance, hence this section will only 
consider direct control. 
Telepresence is the ideal aimed for in teleoperation systems, i.e. where the 
operator can be made to feel that they are acting in place of the robot. Good 
direct control (and subsequently telepresence) is dependent on rich and varied 
feedback, small (if any) Jag between control signal and object motion, and 
intuitive, comfortable correspondence between control signal and object re-
sponse. The effects of each of these cannot be easily quantified and are still 
open research questions. The accepted means of determining how well a tele-
operation system is performing is therefore relative to an alternative means of 
performing the task, be it unassisted human, or another teleoperation system 
[99]. 
17The use of the word assisted is not to be confused with assistive technology. 
18 Augmented displays include the use of virtual fixtures to enhance control [111], the 
generation of artificial feedback, and sensory substitution[64J. 
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Coiffet and Chirouze [99] outline the following method for determining relative 
performance of teleoperation systems 
• Using a particular system, execute representative tasks, 
• Check for changes in the significant performance parameters, between tasks. 
• Repeat for all systems. 
• Check for changes in the significant performance parameters between systems with 
respect to the tasks. 
Note that this presumes that pertinent tasks have been chosen, operator con-
sistency /dexterity, and the identification and measurement of the correct per-
formance parameters. Such a choice of representative tasks has already been 
criticised by Thater [105]. 
Efforts to account for user variability normally consist of pre-testing users 
on manual tasks, so that their relative dexterity is known. Reddy [98] and 
Hannaford et al [109] employ this approach. Hannaford et al found however 
that the pretests did not predict teleoperation performance. 
The choice of significant performance parameters is an open research problem, 
as any of the parameters which were previously mentioned, and summarised in 
Figure 2.9, may be used. Robot-based measures in particular may be mathem-
atically defined in a number of ways. In this work, the abbreviation CAPV19 
is used to describe the group of measures based on a particular quantity. Be-
cause these studies may employ myriad performance criteria, factors are often 
combined using weighted sums and products to generate a single compound 
performance measure. 
Most researchers use execution time either as the single significant parameter, 
or as one of several criteria. Execution time is referred to unaided human 
performance at the same task where possible, or a model of human performance 
where it is not. Reddy [98] in particular, attempts to 
"empirically validate the idea that performance of a teleoperated system can be 
evaluated by taking measurements on manipulator motions" [110] 
, and to use such measures as assessment criteria for display and sensory feed-
19 CAPV - cumulative total, average, peak value, or variance of specified quantity. 
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Area Concept Criteria 
Input Grip handle subjective rating 
Resolution ease of design/build 
Layout/ Con train ts operator confusion 
Display Stereo vs. Mono completion time 
Colour vs. B/W failure/error rate 
Multiple views learning/fatigue rate 
Sound/Feedback intuitiveness 
Simulated/ Predicted view computational load 
User Comfort expertise/cross learning 
Robot Reachable area Redundancy measures 
Motion/Power efficiency CAPV Force/Speed 
Motion (Joint/Tip) Velocity 
Control stability Jitter 
Precision/reliability Benchmarks 
Optimal motion CAPV error to optimal 
System Compound measures weighted products/scores 
Level of assistance 
Figure 2.9: Summary - Teleoperation 
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back in teleoperation. He utilises a Fitts' type model of human performance 
and teleoperation system assessment, and a standard peg-in-hole taskboard 
and pegs, based on work by Repperger et al [112]. McLean et al [110] however 
object to the use of Fitts' Law in teleoperation research as it was developed 
for discrete motions, and is affected by reduced visual bandwidth. 
Hannaford et al [109] also think Fitts' Law is unsuitable. However their objec-
tion is to the formulation of the amount of information implicit in the peg in 
hole task. Fitts' Law is designed to cope with long motions, and a relatively 
small target, which is not the case in many teleoperation applications. As an 
alternative Hannaford et al utilise a precision measure log2 H~P where H and 
P are the hole and peg diameters. The equivalent Fitts' measure is ~log2 ;;::P 
where A is the amplitude of the motion, and T is the time taken. 
This section has identified the performance measures associated with the com-
ponents of, as well as the entire, teleoperation system. Many of the criteria are 
related to those from human computer interaction (see section 2.4, Figure 2.8, 
p.34), but are exacerbated by the nature of teleoperation. For example, errors 
in teleoperation tasks have health, safety, equipment and cost implications. 
The teleprosthesis in particular has its own unique considerations, namely the 
viewing conditions, the emphatic requirement for feedback, and the need to 
compare not only with unassisted human performance, but also with that using 
unpowered AT alternatives. 
Unpowered AT alternatives to teleprostheses include mouth or head sticks, 
body powered prostheses, reachers, and standard wheelchairs. As well as being 
cheaper than their teleprosthetic equivalents, these devices are simpler (hence 
more reliable and cost effective) and inherently provide kineaesthetic feedback. 
Rahman in [113] emphasises the increased need for feedback in rehabilitation 
robots, in order for them to be effective alternatives to unpowered assistive 
technology (AT). 
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Goal directed motion, as utilised in RAID[9] and other systems is particularly 
suitable, as the teleprosthesis, by necessity, is employing a direct view of an 
activity in the near or immediate body space, where changing views is not 
always possible. The use of goal directed mode, to perform independent visual 
servoing in gripping, and obstacle avoidance, will do much to reduce strain 
on the operator and improve performance. The single difficulty is that this 
necessitates the use of robust underlying behaviours. 
The principle of comparison to the unassisted human has run through this 
section as a theme, hence the next section examines human performance. 
2.6 Human Performance 
Human performance is difficult to characterise. Several human performance 
models may be derived from the fields of industrial efficiency, experimental 
psychology, control systems, ergonomics and physiology. McMillan et al[114, 
115] as part of the NATO Defense Research Group Panel on the application 
of human performance models for system design, produced a comprehensive 
compilation of practically feasible models and tools for human performance 
modelling. Their directory [115] considers not only topics such as workload, 
single task models, and skill learning/retention which are appropriate to this 
application, but also simultaneous task performance, and group interactions. 
All models, however, due to their form, can predict only certain performance 
criteria, hence application specific work often uses individual or several dif-
ferent performance modelling techniques, in order to obtain the desired view 
of performance. In this section, various performance models will be reviewed, 
their validity will be questioned, and their potential for use in this work will 
be addressed. 
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Predetermined Motion-Time Systems (PMTS) originated with the 
work of Frederick Taylor, and Lillian and Frank Gilbreth .. Their primary in-
terest was in detailing the most effective ways of performing industrial-type 
(manufacturing) manual tasks. The principles of their research were reduced 
and carried forward by the work of Harold B. Maynard and the Methods Engin-
eering Council into the Me.thods-Time Measurement20 and Maynard Operation 
Sequence Technique21 schemes. 
The basis for all these methods is the presumption that all tasks can be broken 
down into a number of basic motions with execution times and effort require-
ments which are either fixed or can be determined from the motion parameters. 
MTM whilst a more comprehensive prediction method is very time consum-
ing, and for highly repetitive tasks the MOST system offers predictive results, 
which are as good, for significantly less effort. Using either of these methods, 
the time taken for an operation can be determined, and those portions of the 
task which take significant amounts of time can be identified. 
These methods have been extensively applied to industry where increases in 
production efficiency are crucial. PMTS were extended to robotic motions by 
R. Paul, J.V. Draper 22 and A. Genaidy amongst others, as summarised in 
[116]. 
Inherent, but not explicit, in these techniques is the notion of workload. 
Workload "expresses the degree of qualitative and quantitative load induced 
by work" [117, p.864]. It is widely accepted that workload has two components: 
physical, and mental. Their relative contributions to any performance criterion 
is determined by the nature of the task. There is some question as to how to 
distinguish between the two components of workload. Subjective estimates 
20Methods Time Measurement (MTM) is based on 7 elemental operator motions. 
21 Maynard Operation Sequence Technique is based on 3 sets of object-motion sequence. 
22 Draper developed a task for robots consisting of elemental motions, called the Manipu-
lator Operator Skill Test, the results of which he subsequently used to predict performance. 
While based on the principles of PMTS, this is NOT the same as, and should not be confused 
with, l'v!OST. 
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of workload (both physical and mental) have been demonstrated to correlate 
with task time and effort. 
Accepted measures of physical workload include perceived exertion/difficulty, 
and physiological factors, such as heart rate, body temperature and oxygen 
uptake23 . These are all physiologically based, hence they are all affected by, 
and reflect the extent of impairment suffered by a person with a disability(see 
Chapters 17,18 in [22]). They may therefore be used to quantify disability, in 
terms of percentage impairment, as previously discussed in section 2.3. 
Mental workload may be formulated in one of two ways; stress or complexity. 
Stress may be expressed as the ratio between demanded and available resource 
[115, as used in Time Line Analysis and Prediction, p. 24]. Complexity is 
determined through the use of mental models to mimic the thought processes 
of the operator. By understanding the processes, it is possible to estimate 
performance time, workload and error rate. Such mental models, generally 
make use of analogy, and have a goal directed emphasis. The best known 
application of such models to human computer interaction is GOMS developed 
by Card et al[68J, based on the theory of Man as an Information processor. 
Information Processing The premise of the information processing para-
digm, is that for any system a certain amount of information must be processed 
in order to accomplish a particular objective. As this forms a major part of the 
theory in Chapter 4, this topic is subject to detailed mathematical treatment 
in Chapter 3. 
Claude Elwood Shannon formulated several theorems in describing a general 
theory of communication[ll8]. Whilst his primary concern was to describe 
the information capacity of telecommunication systems, the mathematical de-
scriptions have found parallels in other areas. Fitts applied Shannon's work to 
human performance modelling, with a relation expressing movement time in 
23 Chapters 22, 25 and 29 in [117] summarise the current state of this field. 
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App. Area Concern Evaluation of Research by/ at 
HCI/VR Controls Gain MacKenzie[69, 73, 71] 
& Control Modality University of Toronto [79] 
Displays alternatives Coli, Epps[72, 119] 
Military Personnel 1/20 Motion-Tracking Jagacinski + others [120, 121, 122] 
Teleoperation Presence Pepper + others [123] 
Repperger + others [112] 
Feedback Reddy + others[124, 98] 
Industrial Optimise Brake placement Hoffman[125, 126] 
Operations Assembly Order Drury + others[127, 128] 
Keyboard Usage 
Hand vs Foot 
Disability Novel Head controls Univ. of Wisconsin [81, 82, 75] 
pointing alternatives Virginia Polytechnic [76, 8 7] 
Figure 2.10: Summary- Selected research utilising Fitts' Law 
terms of task difficulty and information processing rates. Fitts' work was in-
tended to model the performance of rapidly aimed movements by unimpaired 
humans. 
Several alternatives to Fitts' Law have been proposed for the description of 
rapid aimed motion. However, all approximate to Fitts' Law and none have 
been as widely utilised. Applied research using Fitts' Law, is summarised in 
[73] and figure 2.10. This paradigm yields measures and/or predictions only 
for completion time, albeit at known error and failure rates. Typical inform-
ation processing rates for hand motions is between 70 and 120 msec/bit[68], 
or between 10-25 bits/s[129]. Linked with Fitts' Law are accepted informa-
tion processing relations, such as the power law of practice, which expresses 
performance improvement over time. 
There have been several attempts to explain physically why Fitts' Law works, 
these are also described in Chapter 3. The most widely accepted explanation 
applies control and stochastic theory to human modelling. 
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Man as a Feedback Loop Control theory generally assumes that the hu-
man operator acts to compensate for observed error, and as such may be mod-
elled as a higher-order controller, either discrete or continuous. Within control 
theory, higher order systems are generally approximated as first or second or-
der systems. Discrete systems may be approximated to continuous systems, 
whilst multiple input-output systems are represented using state space equa-
tions. Hence there are a variety of approaches that may be taken. This work 
focuses on classical methods involving single input-output systems only. 
Efforts at modelling man as a simple control loop have yielded several accepted 
forms [130, 131]. A basic model consists of a lag term (response time) and 
three terms representing the neuromuscular system, and the compensatory 
behaviour of man. 
Crossman and GoodEve [129] attempt to rationalise Fitts' Law using first a 
continuous velocity control model, followed by a discrete position model of the 
human operator. The primary interest of these researchers was to account for 
human performance from an experimental psychology viewpoint. 
Cannon [131] assumes a discrete first order target threshold model for a hu-
man operator controlling camera angle, and using this derives a performance 
measure (in natural logs not base 2) comparable to Fitts' Law. This approach 
is similar to that of Crossman and Goodeve, with the assumption that gain is 
being controlled by the subject. 
Performance criteria derived from control theory models include completion 
time, deviation and energy expended. Control models are often used to predict 
sections of motion, as they are not valid for dis-continuous motion. This lends 
itself to task segmentation. 
Task Analysis or Task Segmentation is based on the premise that dif-
ferent control systems, strategies or methods are applied in different circum-
stances (see Chapter 6, Task Analysis[117]). Despite having different origins, 
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these are based on the same principle as PMTS; any task may be subdivided 
into simpler sub-tasks. It is presumed that there is a finite set of "component 
tasks" whose characteristics, in isolation and/or combination with other com-
ponents, are known. The characteristics of these component tasks are either 
determined empirically, by repeated testing, or by prediction using one of the 
other model types. 
McMillan et al [115] list several workload measures which utilise task analysis. 
The measures consider the component sensory triggers, physical responses, 
and mental operations along with their relative frequency /juxtaposition of 
occurrence, to generate a measure of overall workload. 
An example of such work was presented by l'vlcGovern [132], where task seg-
mentation is used to demonstrate the limitations of assisted teleoperation. 
Using a task segmentation model of a supervisory teleoperation control sys-
tem, McGovern demonstrates that use of the automatic control mode improves 
performance only in particular cases. His methodology may be extended to 
pre-implementation evaluations. 
The approach may be reversed to analyse system behaviour of motion. Hanna-
ford [109] segmented motion into different types according to the force profile 
and subsequently examined the sequence of operations used to determine if 
effective strategies were being employed. 
Skubic et al [133] describe a research programme to identify generic informa-
tion about teleoperation systems in which the analysis of system performance 
and workload is done using task segmentation, on the basis that performance 
is dependent on available resource in the components of the system. Their 
particular criteria include speed, accuracy and operator neuromotor workload 
(by counting number of decisions). They also define a term called "task skill 
requirement" as the success rate divided by average completion rate (units/s); 
which was normalised on 1-10 scale. 
Generally speaking, criteria in task segmentation/analysis are dependent upon 
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the nature of the components. Therefore all the criteria of the previous sections 
may be used/included. This integrated approach is also present within the field 
of cybernetics. 
Cybernetics is the comparative study of communication and control in liv-
ing organisms and electro-mechanical systems. As such it brings unique insight 
into both areas. Human performance in an aimed motion has already been 
equated with control models in this section. Cybernetics incorporates such 
work, but also takes this analogy to the lower level, looking at individual 
muscular contributions. The concept of anthropomorphism is of particular 
interest. 
Morecki[130, Ch. 1,4] examines the relation between degrees of freedom (dof) 
or mobility( w ), number of muscles( m), and number of muscle functions (F) in 
living organisms. 
" The growth of all living organisms proceeds in harmony with logistic laws of 
development ", 
hence the logistic curve is used to express the relation between degrees of 
freedom, and number of functions. The empirically determined relation is: 
31.15 
w = --------~~~ 1 + 14.lle-0.022F (2.1) 
where F <= 6m 
This may be roughly approximated by: 
F ~ 8w; 2w < m < 4w (2.2) 
He further examines the ratio between mobility (or degrees of freedom) of 
upper and lower limbs, and notes that for humans they are the same, whilst 
for most creatures lower limbs have more degrees of freedom. 
Anthropomorphism quantifies the likeness of a model to the full/complete 
human model. Three quantities are considered in determining the anthropo-
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morphism of any model: the number of elements in the system 24 , the number 
of energy channels 25 , and the number of degrees of freedom. i.e the degree of 
anthropomorphism may be obtained by taking the ratio of the relevant degrees 
of freedom. 
For a person with reduced functionality, either predict the number of muscle 
functions from the remaining number of muscles, or test all functions. This 
will lead to an estimate of the reduced degrees of freedom ( dof), which may 
be compared to the unimpaired dof in order to obtain a % impairment. This 
approach provides a scientific basis for diagnostic assessment, as described in 
Section 2.3. 
Cybernetics, and the previous topics, have all looked at motion at the macro-
scopic level. The actual physiological processes involved in muscular activation 
are the subject of the following section. 
Models of Muscular Control The phenomenon of muscle activation is 
highly complex. Muscles are made up of individual bundles of muscle fibres 
known as "motor units", which are triggered individually. The number and 
position of bundles triggered, varies between repetitions of the same motion 
according to strength, speed and other task requirements. 
The trigger for muscular activation is a nerve impulse. The muscle in physic-
ally responding to this impulse, also produces an electrical signal referred to 
as the electro-myo-graphic signal (EMG). With more muscle usage, there is 
more EMG activity. With prolonged activity, the level of these signals drops, 
however they are still present. EMG activity has been used as a measure of 
workload in several application (e.g. Fiori et al [134]). 
Standard myoelectric prostheses use the level of the EMG signal to trigger 
open/close actions. Research within the Plymouth Hand Project [135] has 
24 controlloops vs. neurons estimated control anthropomorphism < w-4 
25 power/information incoming (generally 1) vs. energy channels in creature(68 accepted 
in living creatures) 
50 
CHAPTER 2. BACKGROUND 2.6. HUMAN PERFORMANCE 
established that the frequency spectra of EMG signals are determined by the 
nature and location of the activated muscle. Such signals have been success-
fully interpreted in real time[l36] and work is currently underway to utilise 
these as triggers for a myoelectric prosthesis26 as the frequency patterns can 
facilitate a greater range of control actions. 
Meyer et al [137] proposed a symmetric, impulse-variability control model as a 
means of accounting for both Fitts' Law and the linear speed-accuracy tradeoff 
expression (Fitts' Law being generated by overlapping corrections as opposed 
to successive corrections). This was supported by the observation of pulses of 
EMG in the same fashion. 
Van Galen and De .Jong [138] suggest that it is the inherent uncertainty in 
muscle activation, rather than sensory feedback, which accounts for Fitts' Law. 
A model of muscular behaviour as a stochastic process yields predictions of 
error/failure rates, and energy expended. 
Summary In this section several models of human performance have been 
examined. A summary of the key theories is presented in Figure 2.11, where 
their ability to account for disability is also noted. There is clear interrelation 
between these human performance models. Criteria are mostly similar (i.e. 
time, error, workload), with the theories reinforcing each other and overlap-
ping. For example, there are clear analogies between Welford's work on choice 
and discrimination and the concept of mental workload. Similarly, Van Galen 
and De .long's muscular model is consistent with Crossman and Goodeve's ob-
servation [129] that the response time in physiomotor actions suggested that 
"feedback" came from the muscle activation signals, which in turn agree with 
Fitts' law for rapid aimed movements. 
Finally, the environment has a significant effect on human performance. Er-
gonomics may shed some light on this issue. 
26 P. Nurse and PHP spin off company ACR 
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Area Theory Criteria Disability 
PMTS Elemental motions Time Yes 
Workload Mental models Time, Error, Complexity No 
Physiological measures Time, Fatigue rate, Effort Yes 
IP Aimed !\-lotion: Fitts' Law Time, Error Yes 
Choice & Discrimination Time, Error, Complexity No 
Power law of Practice Learning/Fatigue rate N/A 
Control Classical Analogy Time, Error, Energy N/A 
Task analysis Component tasks Any- all N/A 
Skill requirement 
Available resource 
Sequence 
Cybernetics Anthropomorphism Degrees of Freedom Yes 
Muscle Models Stochastic signals Energy, Workload 
Time, Fatigue rate, Error Yes 
Figure 2.11: Summary- Human Performance measures 
. 2.7 Ergonomics 
Ergonomics, or human factors research, is the study of the relationship between 
man and the environment, and as such it contributes to, and takes from, all the 
areas previously discussed. In this context, the ergonomic practice of looking at 
"standard" users and their capabilities and preferences is of particular interest. 
The user of a teleprosthesis must be accommodated in three major areas: 
input compatibility, stimulus-response compatibility, and output (perception) 
compatibility. In other words, the input must be well chosen/adapted, the 
output must not be confusing/frightening, and the relation must be easily 
understood. 
Concerning the characteristics of input devices, IVIcCormick[l39] states that 
" ... although a general type of control might be considered most appropriate 
for a given purpose, the specific utility of a particular variant of that type for 
some specific application is influenced by such features (if relevant) as ease of 
identification, location, size, control-displa,Y ratio, resistance, Jag , backlash, rate 
of operation, and distance of movement. ' 
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User perception of mechanical motion is an important issue in teleprosthetic 
use. Shibata and lnooka [140] uses a rating scale to determine how comfortable 
users are with observed motions of a PUMA560 robot. Motions were separate 
and pre-programmed in the XY horizontal plane. They concluded that the 
velocity profile and maximum velocity both affect motion perception. Users 
preferred fast acceleration, and not too much speed, i.e. a motion profile that 
closely resembles that of the average unencumbered human. 
Where a display or other item is part of, or interacts with, a teleprosthesis, the 
issue of confusion arises. Reddy [98] notes that for teleoperated displays, the 
addition of colour/ sound often confused rather than enhancing the display. 
Stimulus Response (SR) compatibility effects are changes in performance caused 
solely by changes in the SR relationship and not by the individual modes/values 
of stimulus/response. There are two ways of changing the SR relation i.e. map-
ping (left to left or left to right) and match (direction to colour or colour to 
colour). Mapping has been found to be more influential on performance than 
match. 
Ergonomics for disability is mostly concerned with the adaption of standard 
devices to disabled use. This is due to the costs associated with a purpose 
built design. 
Whilst this field generates no obvious criteria, it does highlight some of the 
major issues to be considered. 
2.8 Background Summary 
This chapter has examined the problems in assistive technology provision and 
outlined a framework for assessment. An objective computational level the-
ory was sought, which might be used to address the areas of matching and 
standardised comparison. This theory would also facilitate the specification of 
standard interfaces and procedures for determination of need and ability. In 
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order to achieve a comprehensive framework, the various related fields were ex-
amined, as summarised in Figure 2.12. It is clear that all fields have problems 
with the generic assessment of motion and manipulation. 
The closest to a comprehensive system for describing control devices, comes 
from human computer interaction, with MacKinlay's taxonomy[l]. Despite its 
good points, this taxonomy is unable to cope with frequency-based inputs, and 
fails to address the blurring line between inputs and outputs. 
The best working theory of movement comes from human performance, with 
Fitts' Law having been repeatedly proven. However, Fitts' Law has produced 
inconsistent results between studies, and the underlying theory defies explan-
ation. McLean et al [110] point out that as Fitts' Law has been verified only 
on simple point to point tasks, and is disputed even on those, it is not a valid 
predictor for complex telerobotic manipulations. Similarly, Gillan et al [74] 
caution against the blind application of Fitts' law to motion tasks in human 
computer interaction. 
Novel performance criteria, other than time and error, emerge from teleoper-
ation (encompassing HCI). This is only because, the nature of the task being 
variable, it is impossible to utilise anything other than such predictive factors 
for comparison. However, device effects may still be isolated through the use 
of such factors as in work by Bejczy, Jacobus, and Gray. 
Task segmentation leads to the unique view of a task as combining elemental 
motions, whilst ergonomics gives insight into the physical and psychological 
restrictions of humans. 
No clear generic frameworks have emerged from this discussion. However, 
several common performance criteria and areas of overlap have been identi-
fied. Any analysis of the performance of the teleprosthesis must necessarily 
encompass all of the above factors. 
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Area 
AT 
HCI 
Teleoperation 
Input 
Display 
User 
Robot 
System 
Human Per£. 
PMTS 
Workload 
lP 
Control 
Task analysis 
Cybernetics 
Muscle Models 
Ergonomics 
Contribution 
Focus on input 
Standard Tasks 
Anatomic Measures 
Diagnostic Measures 
Functional Measures 
Matrix Techniques 
Performance 
0' 
Resource Based 
Input device te.xonomy 
DM problems 
C:D Effects 
Task difficulty 
Primary(Empirical) 
Secondary( Formal) 
Formal Analysis Measures 
Informal Analysis Measures 
Input Effects 
Task Effects 
User Effects 
Grip handle 
Resolution 
Layout 
Stereo vs. Mono 
Colour vs. B/W 
Multiple views 
Sound/Feedback 
Simulated view 
Comfort 
Reachable area 
Motion/Power efficiency 
Motion (Joint/Tip) 
Control stability 
Precisionfreliabili ty 
Optimal motion 
Compound measures 
Level of assistance 
Elemental motions 
Mental models 
Physiological measures 
Aimed Motion: Fitts' Law 
Choice &. Discrimination 
Power law of Practice 
Classical Analogy 
Component. tasks 
Skill requirement 
Available resource 
Sequence 
Anthropomorphism 
Stochastic signals 
physical J physiological J psychological 
2.8. BACKGROUND SUMMARY 
Criteria 
lntcrchangco.bility 
Time,Error,Failure Rate 
Lifting capacity, Range of motion, Endurance, Fatigue rate 
% Impairment 
ADL Score 
Weighted/summed scores 
Relative efficiency 
Cost Effectiveness 
Improved Quality of Life 
Physical characteristics, control mapping/match 
Compatibility, Lag, 
Optimal gain I Modality 
Processing rntes/linlit.s 
Time, Accuracy, Fnt.igue rate, Error Severity, Usefulness 
Ease of use/Naturalness 
Susceptibility, Memory load, Lenrning rate, Retention/recall 
model to predict above 
rules of thumb 
5-R compatibility, C:D ratio/mapping 
device characteristics 
Context , Difficulty 
Experience, Cross lenrning 
resource nnd physical criteria 
subjective rnting 
case of design/build 
operator confusion 
completion time 
failure/error rate 
learning/fatigue rate 
intuitiveness 
computational load 
expertise/cross learning 
Redundancy measures 
CAPV Force/Speed 
Velocity 
Jitt.er 
Benchmarks 
CAPV error to optimal 
weighted products/scores 
Time 
Time, Error, Complexity 
Time, Fatigue rate, Effort 
Time, Error 
Time, Error, Complexity 
Learning/Fatigue rate 
Time, Error, Energy 
Any ·all 
Degrees of Freedom 
Energy, Workload 
Time, Fatigue rate, Error 
feasible use 
Figure 2.12: Summary- Performance measures and assessment methods 
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The teleprosthesis also has its own problems, in particular: 
• the effects of disability on all performance measures, in particular object-
ive primary criteria such as performance time, and failure rate; 
• lack of integration between assistive technology systems; 
• the wide range of equipment available, some utilising technology which 
cannot all be accommodated on accepted device taxonomies; 
• the unique visual requirement for direct semi-remote views; 
must all be considered. 
Other issues which have not been mentioned, but which have a direct bearing 
on assistive technology provision include: user input into the provision pro-
cess, service delivery /maintenance [141] and mental state/impact of techno-
logy. The last requires consideration. One of the particular effects of acquired 
disability make it important to look at the mental state of the patient, which 
is crucial to effective device use [24]. Cushman points out that the measure-
ment of coping, reaction and capability [35, Ch. 4,10] is also critical to the 
compensation process. Kerrigan [142] reviews the "psychosocial impact" of 
assistive technology used by disabled persons, and concludes that such usage 
does not remove ethical considerations about their role in the community, but 
is crucial for their integration into external organisations. 
The validity of the premises (P1, P2) has been established. In investigating 
the third premise (P3), this chapter has identified that the focus of any over-
all strategy should be the input device, and that neither assistive technology 
or related fields possess a comprehensive theory. A computational theory is 
clearly beyond the scope of this work due to the nature of the problem. A com-
prehensive framework however may be achievable, and that is the objective of 
this research. In Chapter 3 some of the mathematical models and theories 
mentioned in this chapter will be presented in detail. These will then form the 
basis of the framework presented in Chapter 4. 
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Models of human performance 
P3 There are overall generic assessment methods, and performance criteria, which may be 
applied to controls for robotic systems. 
Chapter 2 gave an overall view of several research areas which might contrib-
ute to the generation of a comprehensive framework for the description and 
identification of suitable control devices/methods for teleprostheses. Human 
performance theory possesses several mathematical descriptions which, while 
necessary to examine as the basis of further work, do not enhance the under-
standing of the issues. The mathematical background of such topics is hence 
presented separately here. Under consideration are the areas of information 
processing, and control theory. 
3.1 Information Processing 
Paul M. Fitts landmark paper [143] extended the concept of information 
capacity to the motor system, his thesis being "channel capacity ... is inde-
pendent of average amplitude and ... (movement tolerance)" whereas "amp-
litude,... duration, and ... variability of movements are interrelated". Fitts 
cites Shannon's Theorem 17 of communication from [118] 
"Theorem 17 states that 'the capacity of a channel of band W perturbed by 
white thermal noise of power N when the average transmitter power is limited 
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to P is given by 
C = Hi log p +N.' 
N (3.1) 
W is in cycles per second and takes the form of the reciprocal of some value of 
time. The power of a band of noise is equivalent to the variance of its amplitude 
distribution around its mean value." [143, footnote 3] 
and maintains that (consistent with Shannon) by determining the ratio of 
noise to signal associated with a particular movement, the average information 
transmission rate of the motor system may be empirically determined. Fitts 
investigated his thesis using a series of experiments involving repeated lower 
arm movements, and proposed the following model: 
"a binary index of difficulty (Id) is defined as 
(3.2) 
where W, is the tolerance range in inches and A is the average amplitude of the 
particular class of movements." [143, Equation 1] 
"a binary index of performance (lp) ., .. For a task in which W, and A are fixed 
for a series of movements, lp is defined as 
1 w • . I lp = - -log2 -bits sec. t 2A (3.3) 
where t is the average movement time in seconds per movement." [143, Equa-
tion 2] 
This model was proposed with base 2 logarithms as this made bits a convenient 
term for expressing information quantity, whilst the presence of the factor 2 
rationalised his results. Fitts concluded that his hypothesis was confirmed, 
and that while there were several factors which his index of difficulty Id did 
not account for (i.e. stylus weight, performance banding), his model provided 
a good approximation of work required by the task (physical or otherwise). 
Follow-up work published in 1964 [144], differs from the original work in several 
respects 1 : 
• The factor 2 occurred as a result of reformulating the expression of index 
of difficulty in terms of the peak noise amplitude(n), which is assumed to 
1 In the subsequent discussion, the notation has been changed to be consistent with[143] 
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be equivalent to ~ 
A . 
Id = log2 - [144, EquatiOn 2] n (3.4) 
• On the basis of [143], the following model of movement time , for similar 
motions, was proposed 
t = a+ bid [144, Equation 5] (3.5) 
• Movement time was segmented into motion time tm and reaction time 
(3.6) 
• Fitts utilised a modified formulation for Id proposed by Welford [145] 
(3.7) 
where W., the corrected target width,is roughly equivalent to twice the 
standard deviation of the actual motion amplitudes. 
The main objectives of [144] was to determine the independent effects of Id 
on tr and tm, and subsequently whether a single IP could be applied to both. 
Further the differing effects of the type of task (repetitive or serial vs. single 
or discrete) on tm and tr were to be investigated. It was concluded that tr and 
tm are independent of each other, as tr is shortened in a repeat motion, and 
that while tm is determined primarily by Fitts' Law, tr is affected by several 
other factors (see discussion of work by Welford in 3.1). 
Fitts' and other work in the field of human performance was summarised 
posthumously in [146, Chapters 3-7]. The text discusses all aspects of per-
formance (i.e. comparison and evaluation of). Points of note are: 
• the concept of feedback as motivation 
• various factors which affect performance( stress/ fatigue/ individual) 
• physiomotor limitations on stimulus detection rate/capacity 
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A.T.Welford 's summary on performance measurement[145] sub-divides the 
time involved in sensory-motor activity into 2 : 
• Choice Reaction time, tc 
• Motion Time, tm and 
• Discrimination time. td 
Choice reaction time, is defined as the time for a person to respond to one of 
several alternative sensory signals. Hicks' Law may be stated as: 
tc clogK 
clog k + 1 [145, Equations 1,2] (3.8) 
forK equally likely alternatives(i.e. k sensor signals and the null signal state). 
Welford suggests that for convenience, the base 2 should be assumed, in which 
case tc = c for k = 0 (i.e. there is a minimum reaction time). Where the 
alternatives are not equally likely this may be extended to: 
where 
1 
log km = L Pi log- [145, Equations 4,5] 
i Pi 
(3.9) 
In this case km is the equivalent number of equiprobable choices for a set of 
alternatives i of probability Pi, and k1 represents the equivalent number of 
equiprobable choices involving false/omitted/no reaction. 
A final formulation based on the need to accommodate errors is: 
tc = C log (km+ kt); 
where 
log km 1 "' fsn [ _ . ] logT +-~ fsn log -1 f 14::>, Equatwns 4,6 t SR S R 
(3.10) 
2The notation adopted in the subsequent discussion has been adopted to maintain con-
sistency with prior equations. While symbols may vary from the original work, the equations 
are consistent with that work 
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"where T is the total number of readings, f s is the total frequency of signals in 
each column taken in turn, f R is the total frequency of signals in each row taken 
in turn, and fsR is the frequency of readings in each cell taken individually." 
Welford emphasises the implications of this equation: task times will only be 
comparable if error rates are constant. A point which he later applied to his 
discussion of motion time. He also notes the effect that strategic searching will 
have where large number of alternatives are considered (i.e. choice time will 
be reduced) 
The previous discussion of Choice Reaction time is based on the assumption 
that signals are clearly distinguishable. Discrimination time, is defined as 
the time required to distinguish between two signals which are very similar. 
Welford reviews several relations, and shows that these are mostly equivalent 
to a formulation by Wiener for discrimination between two items X 1, X 2 . 
(3.11) 
Motion Time tm is analysed by Welford in terms of Fitts' Law. Welford's 
modification was to alter the way in which task difficulty is formulated, as 
previously mentioned. This modification, although originally proposed because 
it fit the data better, is justified by Welford on two counts: 
• A model of motion as successive equi-probable choices, leads to a motion 
time proportional to the number of motions required. This will be propor-
tional to the distance moved and inversely proportional to the accuracy 
required. 
• Prior analysis of choice reaction times, has shown that error rate and 
mean task execution time are interrelated, and that error rate must be 
constant over all tasks for comparison. Error correction based on 96% 
success rate for a normal distribution lies within 2.062 standard deviations 
of the mean. 
Relating Welford's work to Fitts, it may be said that tr = tc + td· 
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I. Scott MacKenzie 's work was driven by a need to model and evaluate 
Human Computer Interface performance. MacKenzie's research deals primar-
ily with device comparison, both with input devices [69, 73] and more recently 
with displays [71]. His theoretical work [147] criticised the origins of Fitts' 
formulation of index of difficulty. The argument was that to maintain consist-
ency with Shannon's' Theorem 17, the index of difficulty should be expressed 
as: 
A+W (A ) Id= log2 W = log2 W + 1 (3.12) 
This work [147, 69] proceeded to demonstrate the improved fit of this model to 
the data. Whilst this criticism of the original formulation is valid, Fitts main-
tains consistency only with Shannon's theorem in [143] and states conclusively 
in [144] that the analogy with Shannon's theorem is not exact. 
MacKenzie's major contribution, aside from the new formulation, was to pro-
duce a summary and comparison of supporting research, and competing models 
in [73]. Alternative models to Fitts' Law of note are the linear speed-accuracy 
trade-off, and the power law. For the former, accuracy is expressed in terms 
of distance and movement time, producing an equation which looks similar to 
Fitts' Law: 
W = a+ bt! t 
t= b-A-W-a (3.13) 
The power-law has many forms, which have been attributed to several re-
searchers. The final formulation resembles Fitts' Law. 
t= (3.14) 
t= b = -c 
t:::::: t is small 
Welford's and Mackenzie's formulations may be considered equivalent to add-
ing a small varying term to the Fitts' Law expression, as shown below. 
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General form of Welford & MacKenzie variants: 
(3.15) 
c ~ 1;W <A 
As c: « 1 the second term is effectively 0, and will never exceed c(0.5 or 1). 
The original Fitts' form can be reduced to a similar form where the second 
term is always 1. 
log2 (;) + log2 (2) 
log2 c~) + 1 (3.16) 
A final point made by MacKenzie is that there are certain assumptions inherent 
in Fitts' Law, about the target approach stopping criterion (rapid vs aimed), 
the number of degrees of freedom in the motion, and the error rate, which need 
to be considered. 
Fitts' Law, makes the implicit assumption that the task will fail 4% of the 
time. Where failure rates differ from this, it is necessary to reformulate the 
target width3 and hence task difficulty. The reformulated target width We was 
used originally by Welford. 
There are two methods for determining the effective target width. If the stand-
ard deviation of the endpoint coordinates is known, just multi(lly SD by 4.133 to 
get w •. When percentage errors are known, the method is tnckier and requires 
a table of z scores for areas under the unit-normal curve. The method 1s: If 
n percentage errors are observed for a particular A-W condition, determine z 
such that ±z contains 100- n percent of the area under the unit-normal curve. 
Multiply W by 2.066/z to get w •. 
Inaccuracy may enter when adjustments use percentage errors because the ex-
treme tails of the unit-normal distribution are involveo. It is necessary to use 
z scores with at least three decimal places of accuracy for the factoring ratio 
(which is multiplied by w to yield w.). 
This technique cannot accommodate "perfect performance"! 
:.\.pragmatic approach in this case is to assume an error rate of 0.0049%. 
Similarly, it is assumed that the specified target distance is the mean of the 
distribution of attempts to reach it. If this is incorrect (i.e. the person for some 
reason is consistently over or under reaching), the target distance and hence 
3For less than 4% errors, w. < W 
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task difficulty will also be modified. Consistent under/over reaching may be 
due to excessively rapid or aimed motion. MacKenzie points out that Fitts' 
Law will cease to hold, if candidates place undue emphasis on accuracy. 
Where motion is in two dimensions, it becomes necessary to consider how 
the two components should be combined. The most frequently used methods 
reduce the 2D motion to ID; either by adding the distances, and using the 
smaller of the two widths, or by calculating the diagonal distance, and using 
the cross-sectional width of the target along the line of approach. 
For short motions, i.e. A ~ W, Fitts' Law is often inadequate. For peg-
in-hole tasks, where the final position is constrained to be within the target, 
Hannaford et al [109] utilised a precision measure 
where H and P are the hole and peg diameters. 
The equivalent Fitts' measure is 
1 ( 2A ) T log2 H-p 
where A is the amplitude of the motion, and T is the time taken. 
(3.17) 
(3.18) 
Other IP relations which have not yet been mentioned, yet are relevant to 
this work, include secondary effects such as learning, recall/retention, skill 
transfer, overload and fatigue. Skill transfer affects the initial user perform-
ance. Learning, recall and retention affects performance, improving it over the 
long term. Overload and fatigue also affect performance, degrading it in the 
short term. Various expressions have been suggested to account for these phe-
nomena. Towill [148]1ists several accepted expressions, however in this work, 
the power law of practice has been selected to account for all these phenomena 
[149], as it is most readily used within the information processing paradigm. 
The general form is: 
Yn = Y1n"' (3.19) 
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where Yn is the performance on the nth trial. a typically lies between -0.2 and 
-0.6 for long term learning effects[68]. An alternative form by Rosenbloom and 
Newell [149] is: 
(3.20) 
where e reflects prior experience, ka is the asymptotic value for the task, and 
a negative value of a represents decreasing performance with time. 
Critique of Fitts' Law: Several modifications and alternatives to Fitts' 
Law have been reviewed. Without an accepted theoretical treatment of why 
Fitts' Law works, these variations can only be compared in terms of their 
relative fit to empirical data, or their relation to Shannon's original work. 
"A Mathematical Theory of Communication" [118] was a treatise on the pas-
sage of messages across a medium. In particular, Parts IV and V (Theorems 
16 through 23), deal with continuous channels and sources. The entire body of 
Fitts' Law-related work is based on Theorem 17, which deals with the channel 
capacity of a continuous channel with an average power limitation. The pre-
sumption made by all researchers is that the physiomotor system is a channel 
through which the motor signal must manage to achieve the target position. 
Whilst this assumption has supposedly been borne out by experimental evid-
ence, this analogy has at least two problems. The assumption that the per-
turbation is equivalent to a white noise source is equivalent to expecting a 
normal distribution in target hits. However, as already discussed there is often 
consistent under or overshooting. Furthermore, an average power limitation, 
is equivalent to an average motion limitation; humans are not capable of ex-
tremes of motion, and have bounded limits. 
These points would indicate that theorems 18' and 20 are applicable: 
Theorem 18: The capacity of a channel of band W perturbed by an arbitrary 
noise is bounded by the inequalities 
Wlog P+NI < C < WlogP+ N 
NI - - NI (3.21) 
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where P=average transmitter power, N =average noise power and N1 =entropy 
power of noise. 
If the noise itself is white, N = N 1 and the result reduces to the formula proved 
previously: 
C = Wlog (1 + ~) (3.22) 
If the noise is Gaussian but with a spectrum which is not necessarily flat, N1 is 
the geometric mean of the noise power over the various frequencies m the band 
w. 
Theorem 20: the channel capacity C for a band W perturbed by white thermal 
noise of power N is bounded by 
2 s 
C ~ W log 1re3 N (3.23) 
where S is the peak allowed transmitter power. For sufficiently large -ft 
.l...S+N 
C ~ W log ne N (1 +E) (3.24) 
where E is arbitrarily small. As fr --t 0 (and provided the band W starts at 0) 
C/Wiog(1+~)--+1 (3.25) 
The use of theorems 18 and 20 as the basis of an information theoretic model 
of human motion, as opposed to Theorem 17 yields: 
General Estimates of task difficulty: 
I A+ W. I I A+ W 
og W ::::; d::::; og W 
e e 
A A W 
log 1 + - < Id < log- + -w.- - w. w. 
(3.26) 
where A= target distance, W =target width and W.=effective target width (re-
fleets actual distribution of hits). 
Absolute limits on possible Id for large 4\f: 
2 Am .l.Am + W 
log 1re3 W ::::; Id ::::; log "• W (1 +c) (3.27) 
where Am=maximum possible amplitude, and W =target width. 
The remaining term is a small varying term dependent on the specified target 
width i.e. error criterion. 
These expressions are consistent with the Fitts' expression; all formulations 
would produce a good approximation to these functions, thus explaining why 
the discrepancies between current models and data exist. By returning to the 
original work, it is possible to reformulate the expression for Fitts' Law. 
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3.2 Control Theory 
Simple models Efforts at modelling man as a simple control model (input 
stimulus sight to output action) have yielded accepted forms. The Laplace 
representation of one such model from [130] is typical, consisting of a lag term 
(response time) and three terms representing the neuromuscular system, and 
the compensatory behaviour of man. 
(3.28) 
where T - is response time, typically 0.1 - 0.2 s, TN is time constant of neur-
omuscular system, typically 0.1-1s, T0 =0.1-5s, T1=0.01-0.5s . The step re-
sponse of such a system has a settling time proportional to T N. 
Crossman & GoodEve [129] attempt to rationalise Fitts' Law using first 
a continuous velocity control model, then a discrete position model of the 
human operator. Their approach follows. For a continuous velocity feedback 
system, where position is x(t), and gain K, the open !oop function is -,K, and 
the closed loop function is (s:K). Inverse La place gives: 
_, 
x(t) = x(O)KeK" 
t = -Kin(x(t)) (3.29) 
Motion time, tm, from x(O) =A to x(tm) = 0.5W may be expressed as: 
tm = -Kln(0.5W) + Kln(A) =Kin(~) (3.30) 
This form is comparable to Fitts' Law. 
Their experiments then revealed a series of sub-movements, so they attempted 
to find a suitable discrete model involving intermittent proportional feedback. 
The derivation for time t and sampling interval 5t yields: 
t = otlog1_M (~:) (3.31) 
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where M is an arbitrary constant. Again this form is comparable to Fitts' . 
Law. 
Cannon [131] assumes a discrete first order target threshold model for a 
human operator controlling camera angle, and using this derives a performance 
measure (in natural logs not base 2) comparable to Fitts' Law. This approach 
is similar to that of Crossman & Goodeve, with the assumption that gain is 
being controlled by the subject. His rationale follows for a camera angle <I>, a 
step <I>step, and the assumption that the human system response consists of a 
simple delay a with a dominant root adom where the human system transfer 
function is Ke-TS 
s 
<I> step 
<I> step - <I> 
At the target threshold crossing( t = tthresh): <I> step - <I> = % 
Subst. in above: 
tthresh = 
This is comparable to Fitts' law with an index of difficulty In ( 4>~ee). 
3.3 Model Summary 
(3.32) 
(3.33) 
The models of human performance presented in this chapter, are derived 
from various sources. Despite this fact, all yield an equation for time to 
target/threshold, of the same form i.e. linear in the logartithm of the step 
size/distance. This is suited to a Marr-type framework, where different imple-
mentations, yield the same result. The common form has been noted by other 
authors, and will be used as the basis of an alternative algorithm in Chapter 4. 
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This section began with a review of existing performance models and assess-
ment criteria. This revealed an overlap between the related fields, that the 
input device is a suitable focus for this study, and that unique needs of the as-
sistive technology market, exacerbate problems which may be ignored in other 
fields. It also established the terminology, and mathematical theory, which 
will be used throughout this thesis. Having reviewed the key work of other 
researchers, the subject review section of this thesis is complete. 
Apart from the observations about Fitts' Law formulation from Shannon's ori-
ginal theorems, starting on page 65, and the recognition of the overlap between 
the myriad fields, this section contains no original work. Whilst these obser-
vations are original and pertinent, and justifies certain difficulties encountered 
within these fields, they make no substantial contribution to the topic of this 
thesis, and hence have been left in the review, along with the background 
material. 
The theoretical work which follows outlines the development of an original 
framework for the description of device performance. 
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Theory and framework for performance assessment 
P3 There are overall generic assessment methods, and performance criteria, which may be 
applied to controls for robotic systems. 
Chapter 2 reviewed the need for, and existing work on, performance assess-
ment in fields related to and including teleprostheses. It is evident from this 
review, that despite the wealth of research in each of these fields, and the use 
of multiple models in some of them, there have been relatively few attempts 
to combine or relate the different paradigms1 . In an area in which there are 
already several methods for assessment (implementations), and performance 
prediction models (algorithmic), a computational theory of the nature of Shan-
non's (2.6, p.45) or Marr's (2.2, p.l8) work is required. 
Whilst desirable, such a theory is beyond the scope of this project. In its 
absence, a consolidation of the different fields into a consistent system for 
comparison and prediction, will suffice to achieve the third premise. In this 
chapter therefore, a comprehensive framework for the description of devices, 
is developed. 
1 Notable exceptions are [131] which relates Fitts' work to discrete control theory, [138] 
which suggests that Fitts' Law may be explained by the inherently noisy nature of muscle 
activation, and [150] which suggests that Fitts' work may form an alternative means of 
establishing component times in a PMTS. 
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Empirically determined performance criteria, which must form the basis of 
any comparison system, are discussed in Section 4.1. The formulation of task 
difficulty (Section 4.2) and the effects of gain (Section 4.3) are then examined. 
A compiled model which can account for the generalised performance criteria 
is presented in Section 4.4. Data sheets (Section 4.5) based on the compiled 
model, and a taxonomy of devices, may provide a means of specifying and 
comparing devices. The effects of disability on this model, and other practical 
considerations are discussed in Section 4.6. 
4.1 Usability: Empirical performance 
Device performance "profiles" are obtained by plotting observed performance 
criteria against experimentally varied quantities. Typical profiles are illus-
trated in Figure 4.1. These profiles have properties which characterise the 
way the values of performance criteria change, referred to as usability factors. 
These include learning rate (a), and susceptibility (S), to gain complexity, 
task difficulty and variability between users. 
Learning Profiles 
\ A 
-- . - . - . - . - . -
B 
c 
\.--------il 
Session (n) 
Gain Profiles 
y=f(g,SJ 
Optimal Gain g= 1 
l : I 
\ : A / 
./ 
Relative Gain (g) 
Task Profiles 
y=I+S,d 
A: 
.. ·
,• 
. . - ·· 
.-·-·-
~ 
Task Difficulty (d) 
Figure 4.1: Typical Device Profiles for determination of usability factors 
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Usability factors may be empirically determined, by curve fit and graphical 
measurement as defined below: 
gain sensitivity (S9 ) gradient change2 of the gain curve about optimum, 
task sensitivity (St) gradient of the difficulty curve (linear) at optimal gain, 
interaction sensitivity (S;) movement of optimum gain with difficulty, or change inS- t 
with gain (not shown), 
task limit (I) intercept of difficulty curve (linear), 
learning rate(ot) decay constant of the learning curve, 
fatigue rate ( o 1) decay constant of the fatigue curve (not shown), 
user sensitivity ( Su) standard deviation-mean ratio(;;), or max-min ratio, of y across 
users (not shown). 
These definitions presume that an optimum exists. In practice this is the 
empirically determined optimum. For example, in Figure 4.1, system C has 
superior performance, low task sensitivity, and a steep learning curve (all de-
sirable). However slight shifts in gain3 result in drastic performance fall off. 
Thus behaviour will be inconsistent across varying situations, i.e. performance 
will not be consistently robust. 
An ideal device should display consistent behaviour over a range of conditions, 
have a steep learning curve, minimise sensitivity, and maximise performance. 
Where these requirements conflict, their relative importance must be con-
sidered. A theoretical model of device performance based on these empirically 
determined factors would enable performance prediction, from a small range 
of experimental data. Due to the nature of the proposed application area, 
profiles deliberately make no assumptions about the person using the device, 
apart from the inherent one of a consistent ability. 
In defining these usability factors, certain assumptions about the nature of 
profiles have been made. The learning/fatigue profile is assumed to follow 
the power law of practice, as discussed on page 64. The difficulty profile is 
assumed to be linear. Thus the means by which difficulty is formulated for 
different tasks (to give a linear profile) must be considered. Finally, the relation 
2Either the maximum or average value of the gradient may be used. 
3Gain g is expressed in terms of ratio to optimal. i.e optimal gain is at g = 1 
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between gain and performance must be ascertained. The latter two points will 
be discussed in turn. 
4.2 Task Difficulty 
This work deals with tasks involving the replacement of manipulative function. 
Manipulative tasks include: grasp/release, reaching (gross motion), gross ad-
justment(shift/orientation), fine adjustment(shift/orientation), and any com-
bination thereof. These tasks may be segmented into those done by wrist, palm 
and fingers (grasp/release, fine adjust), and those done by arm and forearm 
(gross motion/adjust). For the former, performance is primarily determined by 
the number of operations involved in the adjustment phase (roughly constant 
for similar tasks), whilst the latter is dominated by motion distance. 
Difficulty of grasp/release is constant despite object size, or grasp nature. 
There is evidence to suggest that grasp/release is reflexive. Selection of the 
appropriate grasp/release, is however subjected to the Hick's Law for choice 
among several responses . 
For short motions, Hannaford's expression of difficulty is appropriate. As all 
motions are equivalent, the average number of motions required determines 
the complexity of the task. This is related roughly to Hick's choice law where 
the person must choose one of several means of achieving the task. 
Fitts' Law has long been accepted as the standard for predicting time for 
gross motion tasks, under certain conditions, i.e. successive visually corrected 
motions. It has been shown in Chapter 3 that while this model has limitations, 
but it is always a good estimate. The effect of the model discrepancies on task 
difficulty have been shown to be equivalent to the addition of factors which 
are dependent solely on the task precision demands and failure rates. Fitts' 
law has also been applied to orientation tasks by Schaab et al[75]. 
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For tracking tasks, difficulty is dependent on the length of the line, the error 
tolerance, and the number of gradient sign changes. Crossman [151] utilised 
an entropy measure based on Hicks' Law to estimate: 
• how closely the track followed the course, and 
• how far from the straight line the course deviated 
based on a grid distribution. 
Generalised forms of all equations are summarised in Figure 4.2. 
General: 
Gross motion: d=log2 ~ where S = tolerance, D = distance 
Fine motion: d=log2 ~ where S = tolerance, W = width 
Choice of alternatives: d='LnPi logp; where Pi =frequency of alternative i 
Entropy measure: d=-~ +'I:, Pi logp; where there are N cells, with k used. 
Figure 4.2: Expressions of task difficulty 
4.3 Modelling Gain Effects 
Of the three profiles, the gain profile has not been fully explained. Gain may 
be formulated in terms of 2 of the following 4 quantities: Display maximum 
amplitude, display resolution,device maximum amplitude, and device resolu-
tion. This leads to multiple definitions of gain. Additionally, the choice of a 
suitable expression is also affected by the gain modality. In practice the task 
determines at least one factor, hence it is appropriate to design tasks with the 
factors contributing to gain in mind. 
It has been shown [76, 75] that gain contributes to performance. Schaab et 
al [75] established a linear relation between gain and movement time. This 
approach is consistent with Slutski and Coiffet [83] who found that gain has a 
significant effect on all performance criteria. 
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Jenkins and Connor [80], as shown in Ch. 2 - Fig 2.5, p.30, noted a tradeoff 
between motion time and adjustment time when gain was varied. Assuming 
that the individual phenomena may be accounted for by a power relation, a 
general equation may be obtained. This expression does not lend itself to 
linear regression, and may be determined from the Taylor series expansion. 
The general .expansion of the general tradeoff power relation to the 4th order 
is: 
1 (a+ b +c)+ (bm- en) logx + 2(bm
2 + cn2 ) log2 x + 
1 1 
6(bm
3 + cn3 ) log3 x + 
24 
(bm4 + cn4 ) log4 x (4.1) 
If the five coefficients are determined by regression on the expanded expression, 
the five coefficients of the original expression may be derived. 
A model may be derived from classical control system theory, using a target 
threshold rationale similar to that of Cannon[131], to account for gain effects. 
The following treatment also appears in [5]. 
Block diagram: 
---@-
Characteristic Equation: 
s
2 + 2(wns + Wn 2 = 0 
Step Response Settling Time to within %error of target: 
For an underdamped second order system, this is determined by three factors: 
• the % error criterion for settling time, £ 
• the effective system time constant, T 
• the damping factor, ( 
£ I ( 100 ) 
n %error 
T 1 = (wn 
t. 
"" 
ET 
t, ex (; ( ~ 1 
Figure 4.3: Step Response of a Second Order System 
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Assume that a human can be modelled as a continuous system. A higher 
order system may be described in terms of its dominant linear second order 
behaviour as shown in Figure 4.3. A linear function describing t. based on 
(4.2),(4.3) and (4.4) may be written as: 
t. F(c, T, () 
kif(() +k2Tc 
100 kif(()+ k2Tin o/c ; ( ~ 1 
oerror 
(4.5) 
This equation (4.5) is comparable with Fitts' Law. The constants are determ-
ined by the damping factor, (and the effective time constant T. The %error 
represents the ratio of target width to movement amplitude. 
Consider the addition of a controller, with gain K, in either the feedforward or 
feedback path. This controller will affect the parameters of the system, such 
that settling time changes as described in Figure 4.4. 
Block diagram(s): 
Characteristic equation: 
s 2 + 2(wns + (K + 1)wn 2 = 0 
Let system under gain K have a natural frequency1 Wnk, damping factor (k and damped frequency wdk The characteristic equation may also oe stated as: 
Comparing coefficients of the two characteristic equations: 
(kWnk = (wn 
& Wnk = ( v'K + 1) Wn 
=? (k (wn 
Wnk 
(wn 
wnv'K + 1 
( (4.6) 
v'K + 1 
Figure 4.4: Effects of gain on system parameters 
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Declare an optimal gain k, such that time to target is minimised. At this gain 
the damping factor will have a known value (dependent on %error) (k close 
to 1. The system from ( 4.6) may be restated as: 
(k(%error) 
( 
.( 
-/K + 1 
= (k(%error)V k + 1 
- Jk +1 
= (k(%error) K + 1 
= WnkV1- (k2 
=T~;(k:S1 (4.7) 
It may be assumed that system gain K is equivalent to the product of the 
gain factor entered during the experiments (x:) and the displacement gain of 
the device, i.e. the size of the signal generated by a unit motion(Kd); or 
alternatively to the product of optimal gain k, and a gain factor g. It follows 
that: 
K.Kd + 1 { 1 Kd « 1 
x:Kd + 1 :::::: ~ = If Kd » 1 (4.8) 
This expression may be interpreted as follows: for a low device gain, perform-
ance should be fairly consistent despite the value of g, whilst for a large device 
gain, performance is dominated by the value of gain factor. The advantages 
of this approach are: 
• no assumptions have been made about the nature of the system model G 
which would preclude the use of biologically or otherwise inspired (man 
in loop) control models of humans. 
• it is possible to state the defining parameters of system behaviour, (, T, 
in terms of quantities which can be experimentally determined or are 
controllable by the user(x:, k, g, T, %error). 
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An alternative approach is based on the observed gain profile, and regres-
sion fit. Gain susceptibility 59 has been defined as the maximum or average 
magnitude of the gradient, immediately around the optimal gain. It can be 
said that in the vicinity of optimal gain (g = 1), y ::; S9 g. Practically there-
fore 59 may be measured by fitting straight lines (to optimum) at two points 
equidistant (on a log scale) from the optimum, and averaging or choosing the 
maximum of the two gradients. The choice of point is not crucial. In order to 
maintain consistency with the control engineering roots, these may be selec-
ted at )zg and ,j'ig these being the equivalent of the 3dB point in standard 
frequency response/stability analysis. 
In summary, there are several expressions for the effects of gain on perform-
ance as shown in Figure 4.5. These have all been expressed in terms of "' for 
convenience. 
Linear or 59 estimate 
Jenkins Tradeoff 
Taylor Series expansion of J.T. 
Optimal gain function 
y=kaK + kb 
y=ka(Kk" + kdK-k') + kb 
y=kaf(ln K) + kb 
y=ka 
Figure 4.5: Expressions of gain 
4.4 Modelling Performance 
A compiled model should readily provide, or link up to, objective evaluation 
criteria and should be able to generate an overall performance measure com-
parable to the subjective scoring of observer/user. 
In an information theoretic context, the effort of controlling the system with 
a given gain contributes to the task difficulty. This effort must be such that 
it is constant for a particular gain. The practice of optimising gain would 
suggest that the effects of gain are relatively independent of the motion index 
79 
CHAPTER 4. THEORY 4.4. MODELLING PERFORMANCE 
of difficulty. However, anomalies in these models would suggest that there is 
some interference between the two[75]. Defining an index of difficulty related 
to the gain, called the control index of difficulty Ic as: 
(4.9) 
for constant Id, the equivalent of Fitts' Law (shown in 4.2) may be qualified as 
holding only for constant Ic. Ic is assumed to be one of the functions identified 
in Figure 4.5, By definition Ic is smallest at optimal gain g = 1, is always 
positive, generating best performance, at its lowest value (i.e 0). 
A composite equation may be written as: 
(4.10) 
where k's are constants determined by the system. This expression is consistent 
with the empirically determined multiplicative relation4 of Schaab et al[75]. 
The constant term kh represents choice and discrimination time [73], and any 
inherent latency in the task and/or system, and is thus task dependent. 
Coefficients k1, km, kp are determined by the device. It should therefore by 
possible to characterise any device by its parameter vector (k1, km, kp) which 
should be normalised for standardised comparison. It can be shown that 
these parameters may be estimated by the empirically determined suscept-
ibility measures 51, 59 , S;, whilst k11 <X I. 
User susceptibility Su, reflects the effects of users on the device behaviour. As 
this quantity is inherently a ratio, normalisation is not required for comparison. 
Learning and fatigue rates, a, represent the incompatibility between task, user, 
and device and will be determined by the suitability of the control mode and 
Stimulus Response (SR) match/mapping chosen. Hence they are not inher-
ent in the device. For simplicity, however if a different control mode/ability 
group is considered as a different device, these should also be added to the 
4 [5] incorrectly states that Schaab's fit did not include an individual Gain term. 
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already normalised parameter vector. The underlying assumption is that a is 
independent of gain and difficulty. 
Thus the model may be used to generate a vector of parameters potentially 
suitable for description, evaluation and comparison of devices. 
Where there are multiple performance measures, a general measure of per-
formance Ye may be obtained (i.e. Ye= L; w;y;). Presuming that the proposed 
vectors form the basis of any single performance measure, it follows that they 
will also form the basis of the composite measure. In this manner, a single per-
formance measure, may be obtained which may be compared with or equated 
to subjective evaluation scores. 
The advantages, of the proposed model and vector, may be summarised as 
follows: 
• the parameter vector demonstrates the relative susceptibility of the device 
to varying difficulty, and gain levels, 
• control mode performance is isolated from device performance, 
• use of gain ratio and normalised coefficients ensures that all predictions 
are independent of configuration and relative magnitudes, 
• all model items (device gain, gain factor, task difficulty, optimum gain, 
learning rates, susceptibility, initial/minimum performance) can be easily 
set/measured without complex equipment, 
The description of devices by empirically determined vectors requires that such 
vectors (along with other device information) be presented in a consistent 
fashion for dissemination, and so that general trends may be deduced with 
respect to device characteristics. Such a datasheet is described in the following 
section. 
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4.5 Data Sheets 
It was determined in Section 4.4 that it is possible to describe a device in terms 
of empirically determined usability factors. These factors need to be presented 
in a consistent format, which can be related to the device construction, in 
order to facilitate the comparison of devices. 
Section 2.4 considered existing device taxonomies, namely the one by Mackin-
lay [1], which had the advantage that inputs and outputs could be represented 
on the same taxonomy. Mackinlay's scheme only considers linear and rotary 
transducers of position and force, but this may be extended to other modalities. 
A revised scheme including motion, and frequency type information (e.g. Vis-
ion, Sound, EMG) is shown in Figure 4.6. This scheme was developed to cater 
for PHP myoelectric schemes in particular. Attached to the original scheme 
was a sixtuple, which is enhanced in the new scheme by the addition of the 
normalised parameter vectors. The new model reclassifies some devices (e.g. 
mouse motion is rate, not relative motion). It also changes the input-output 
mapping, to account for Jag, and non-linearity. 
Specifications and data sheets, based on the revised taxonomy and ergonomic 
requirements5 , may be produced for a range of devices. A blank data sheet 
could be used to specify device requirements. If trends in the vectors are 
found across the ta.xonomy, it may also be possible to predict performance for 
proposed designs. 
Current NHS prescription recommendations, are based on a fixed list of "al-
lowable" devices, and a decision chart based on the functionality of particular 
body parts. This system may benefit from the use of completed data sheets: 
existing lists could be re-evaluated, while data sheets for new devices could be 
compared to the current list. 
5 Ergonomic requirements include grip/activation force, maximum and minimum motion 
requirements etc. 
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MacKinlay's original classification [1 , Figure 5, p.l54] is the top left corner. 
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Formally we represent the input device as a six-tuple < M,In, S, R, Out, W > where 
• M is a manipulation operator, 
• In is the input domain, 
• S is the current state of the device, 
• R is a resolution function mapping from the input domain set to the output domain 
set, 
• Out is the output domain set , 
• W is a general purpose set of device properties that describe additional aspects of how 
a device works [ including the device vector (at,af,Su,norm(St,S9 , Si))] ... 
[Jag], noise and [non]linearity could be modelled through the R input-output mapping ... 
Figure 4.6: Device Properties- based on [1] 
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4.6 Practical Considerations 
The model and data presented so far have not mentioned the practical issues, 
these being the effects of the following factors on acquiring performance data: 
• varying levels of (dis)ability, 
• flaws in the vector rationale, 
• device construction, and 
• experimental method used to collect data. 
Purely physical disability, while not increasing mental workload, may affect 
the separate component of physical workload differently. In performing a task, 
it is therefore presumed that disability either will not hamper performance at 
all, or if so, will do so by a consistent quantity6 • The model as described, 
cannot cope with the inclusion of these effects. In order to do so, any test 
group used must have uniform levels of hand functionality across the group. 
For a disabled group, this implies, a specific highly regular, physical disabil-
ity, after it has stabilised, such as uncomplicated spinal cord injury, or limb 
loss. For non-disabled groups, the use of different hands will be consistently 
different [152], thus it is important that member of such groups use the same 
hand (dominant/non-dominant) throughout the experiments. This assessment 
makes no assumptions about cognitive abilities. Cognitive abilities will be ig-
nored, by assuming physical only disability, and/or uniformity of disability in 
the test group. 
The descriptive vector to be generated for devices involved the normalisation 
of the measured susceptibilities Sto 59 , S; to facilitate comparison. This prac-
tice presents two practical problems: a) incompatible units between terms 
(units/bit vs units/bit2 ) and b) the possibility of swamping by a single term. 
Whether, and/or which of, these will have a significant effect on the vector 
6 This may be evidenced by decreased learning rate, increased fatigue rates, decreased 
performance, increased susceptibility /sensitivity. 
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cannot be identified until the data is available, but must be kept in mind. 
It has been shown, that the effects of device behaviour may be predicted mech-
anically, from the range of travel (formulation of gain, K) and amount of 
information transferred per unit motion (formulation of Kd)· Additionally, 
performance is subject to two task/display related "edge" phenomena at ex-
tremes of gain. At low gain, quantisation effects mean that motion is less than 
the minimum move and there is no display motion. At high gain, motion is 
too far for the machinery, leading to Jag, operator inability to track motion, 
and/or task failure. At multiples which cause overflow in computer related 
variables or sign mismatch there may be no motion in one particular direction. 
A similar effect may be caused by hysteresis within the device. Information 
rate between device and display must be sufficiently faster than human reac-
tion time (approx 0.2 sec), in order not to negatively influence performance. 
The unit motion size, and hence the information rate, may be enhanced by 
the use of a buffer, however this may lead to delay. 
The design of the experiment will affect the data accumulated and the means 
by which it may be interpreted. Use of multiple subjects over multiple trials 
will avoid individual or transient effects. Reddy [98] removes individual ef-
fects by utilising a manual baseline, however most other work averages across 
all participants and sessions. Further, as elements of learning and fatigue are 
involved, duration, frequency and the number of trials carried out per sub-
ject should be carefully considered. Finally, in order to demonstrate that the 
theory is valid, it must be ensured that sufficient results are available to estab-
lish the statistical significance of, and remove any confounding effects from, 
novel/uncertain areas. 
In summary, the production of profiles and data sheets will involve a certain 
level of testing. Time and path data should be recorded for many users, of 
similar ability, while controlling robots, via a device, to perform simple tasks. 
This data can subsequently be reduced to device-descriptive quantities and 
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vectors as outlined above. 
4.7 Theory Summary 
This chapter has proposed that input control devices can be parameterised 
in terms of observed usability factors, and that these are sufficient to pre-
dict performance in comparable applications. Prior attempts at similar gen-
eral methods have not been successful. This may be due to the general 
lack of consideration given to the control-display ratio, and the absence of 
a means of coping with the ergonomic differences in the construction of the 
devices. Such ergonomic differences are inconsequential, as long as it is relat-
ively easy /inexpensive to characterise each configuration; this is not the case 
at present, however the proposed scheme allows it. The drive to develop this 
type of approach, is not crucial in current applications, there being so many 
other items which can be changed or optimised. This solution is, however, well 
suited to the needs of Assistive Technology, where non-usage of equipment due 
to incorrect testing [37], has been repeatedly observed. 
The focus of this approach is on the input device and interface. Interface and 
control methods have an effect on input device performance, hence changing 
the interface mode will be considered as equivalent to changing the device. 
The value of this approach is that an evaluation of devices from all areas will 
be able to determine if there is any equivalence between different interfaces. 
Because this approach is general, it is possible to test the theory on the closest 
contributing field (i.e. teleoperation) then see if it may be applied to AT. 
As many commercially available rehabilitation robotics systems are based on 
industrial robotic systems (e.g. DeVar, RAID) with multiple input options, 
this is entirely appropriate. 
The approach for testing, which is to be employed, may be based on that by 
Boyle et al [97] and Reddy [98] in teleoperation. Similar work has been done 
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in Assistive Technology by Casali et a! [87, 37] and Schuyler et a! [48]. Ex-
amples of testing different devices and good practice are [153] and [54] both 
of which describe kits for use in assessing an individuals ability to use (phys-
ically /mental) or learn to use a particular input device. 
The use of this technique in ADT prescription decisions and NHS listing de-
cisions has been described. It may also be used to facilitate "cutover to new 
device" decisions by logging performance information during "normal" use. 
Within industry, similar techniques might be used to make less specialised 
personnel and training necessary; as well as to assess and potentially reduce 
worker fatigue. 
The methods presented make basic assumptions which must be justified before 
such a system can be generally adopted. These assumptions are: 
• Gain is not optimal across tasks of varying nature/difficulty. What happens 
to the gain curve as changes in task difficulty /task nature occur? 
• Performance is consistent across users/sub-groups. What happens as the user 
changes (person or experience). Is the phenomena consistent within subgroups? 
• Coefficients of the different forms and sub-equations do not change relat-
ive to the external coefficients (i.e. normalisation is valid) How to keep the 
coefficients for difficulty expressions in a good ratio? Keep them to smallest possible? 
Make constant term 1? Make one of the coefficients 1? 
• Phenomenon is consistent across all performance measures. Model based 
on the assumption that task difficulty and gain difficulty equally influence ALL per-
formance criteria. Is this the case? 
• Phenomenon is consistent across all devices. Is the phenomena consistent 
across all devices/sub-groups/types? 
• Ability levels affect profiles in a regular predictable manner. Curve may be 
shifted according to ability. 
• Different motions have different vectors. Are there different learning rates and 
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coefficients for different motion types? 
• Learning rates are consistent despite gain factor and task difficulty. Is 
learning rate changing in a predictable way? Is it bounded? - is it appropriate to put 
it in the vector? 
Chapter 5 attempts to determine whether these assumptions are correct, and 
if not, what effect they have on the methods proposed. To do so, experimental 
data is collected and examined for it's fit to the proposed model and assump-
tions. This is necessary before any attempt at extending the technique to 
Assistive Technology. 
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In this section, the thesis has presented mostly original work, namely: 
• Profile concept for device comparison. 
• Use of control models to produce a possible gain formulation 
• Extension of MacKinlay's taxonomy to encompass a new vector based 
framework for device comparison. 
The characteristics of the framework are such that it may assist in design, 
prescription, and comparison of input devices at many different levels; not 
only within AT (for which it is designed/suited), but also in wider industrial-
type applications. 
Prior to making any such claim, the consistency of such a framework must be 
established. This is the objective of the experimental work. 
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Chapter 5 
Verification of method and performance models 
P3 There are overall generic assessment methods, and performance criteria, which may be 
applied to controls for robotic systems. 
P5 Generic assessment methods provide consistent results. 
This chapter describes experiments carried out to determine whether model(s), 
previously proposed, are appropriate for modelling and predicting user per-
formance. The purpose of this chapter is to investigate whether the model 
is valid, discover its range of applicability, and to ascertain under which con-
straints it is effective. 
The objectives of the study are thus to statistically verify the predictive model 
of device performance (both in a specific application area and in more general 
terms) as well as to corroborate (and/or account for) prior research findings. 
In practical terms, this study will attempt to produce specifications and data 
sheets for a range of devices, a validated comparison procedure based on the 
model, and statistics to verify the predictive model. 
In order to facilitate these requirements, experiments have been performed in 
"stages", with theory often developed in parallel; there is thus some overlap, 
in conceptual terms, with Chapter 4. 
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In the remainder of this chapter, the experimental design (Section 5.1) and 
test bed (Section 5.2) are briefly described, followed by the details of quantify-
ing and measuring gain, difficulty and performance (Section 5.3). Individual 
experiments are then described, for which critical results are presented and 
analysed. As the work develops, the scope of experiments widens from single 
motions on a single robot (Section 5.4), to differing difficulties of motion, on 
varied task-robot combinations (Section 5. 7). Finally, the validity of the model 
is discussed with reference to other work (Section 5.7.3). 
5.1 Experimental design 
Given the number of factors involved in the study, it is necessary to identify, 
formally, the hypotheses to be considered, based on the queries raised at the 
end of Chapter 4. It is also necessary to specify the statistical parameters 
under which these hypotheses will be accepted or rejected. The hypotheses 
and statistical parameters are presented in Figure 5.1. 
Desired significance levels are 95%, with 90% confidence. (i.e. chance of accepting correct 
hypothesis is 95%, chance of rejecting wrong hypothesis is >90%). For tests involving 
analysis of variance, changes in standard deviation of 50% will be considered significant. 
For tests involving the comparison of means, a difference of one standard deviation will be 
considered significant. Correlation (adjusted) will be accepted as significant at levels of 90% 
or above (e.g. R2 > 0.64 for n=5). 
Hypotheses 
I All performance measures are functions of both device gain, and task difficulty. 
11 Factors influencing performance include: user ability (expertise), robot nature (in-
stance), device nature(instance), and task nature (instance), whose effects are con-
sistent, separable and independent. 
Ill Variation in performance due to individual ability OR prior expertise, is equivalent to 
a predictable shift in appropriate factors, related to device gain, task difficulty, and 
learning rate. 
Figure 5.1: Validation: Hypotheses 
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In order to establish whether the hypotheses are true, the propositions of Fig-
ure 5.2 need to be individually tested. To facilitate testing of the propositions, 
experiments must allow for the following: 
• User performance variation across gains and with learning. 
• Performance across tasks of varying gain and task difficulty. 
• Performance across combinations of ability, robot, device and task. 
The form of the model requires the separation out of effects due to the control 
method, control modality, and user restrictions. For ease of analysis, it will 
be assumed that different control methods or modality, constitutes separate 
devices. 
To restrict parameters, and facilitate testing, participants in these experiments 
will be non-disabled volunteers, constituting a single "ability" group. 
Individual systems under test consist of different robot-device combinations 
using random test sequences in order to isolate the effects of learning, task, 
and user from the system, and to allow equivalent, if any, influence due to the 
test bed. 
The data to be collected in these tests must include user feedback after exper-
iments, and user prior experience, as well as motion-time performance data. 
Performance measures are based on those described in Chapter 2, and are 
primarily time and error based. 
To achieve the desired degree of certainty in experimental results, relevant pro-
positions must be examined to determine suitable experimental configurations. 
A description of the methods used to determine the numbers of participants, 
and the trial combinations for experiments, can be found in Appendix A. 
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Propositions 
A) Performance is not a function of device gain, task difficulty and/or both 
i.e. Mean Performance= IL = /.LCOMBINED = /.LGAIN = JlDIFFICULTY 
B) Experimental results are consistent and repeatable; mean performance over trials is 
same i.e. /.LJ = /.L2 = · · · = /.Ln 
C) Residuals possess a normal distribution. i.e. Jlr = 0; O"r = u 
D) Optimal (minimal) difficulty or gain is always optimal (minimal). 
E) Different (minimal) performance measures correlate with each other. 
F) All performance measures are affected by both gain and difficulty. 
G) Performance is independent of ability, robot, device and task. 
i.e./.LABILITY = /.LROBOT = /.LDEVICE =/.LT ASK 
H) The effects of such factors are independent of each other. i.e. JlCOMBINED = 11 
I) The assessment strategy predicts performance to a similar level of accuracy, across mul-
tiple systems, on a variety of manipulation tasks. i.e.u is constant 
J) Model coefficients derived from one set of experiments remain valid on the others. i.e. 
task prediction vs. actual learning profile for a new user group/ system. 
K) Model coefficients developed on a task/ device are valid on other tasks/devices 
L) Within ability groups, ability may be estimated by the empirical expertise variable. i.e. 
Relative performance correlates with expertise. 
M) User performance variation is predictable and consistent with empirical expertise meas-
ures. 
N) User performance variation decreases with practice, and over time. 
0) User performance variation is NOT determined by absolute performance level, or task 
difficulty, but by placement w.r.t. gain optima. 
P) User performance variation is equivalent to gain variation. i.e. change in expertise may 
be modelled as a shift along the gain profile. 
Q) User performance variation is equivalent to learning variation i.e. change in expertise 
may be modelled as a shift along the learning curve. 
R) Effects of learning and fatigue are not significant. i.e. Jl, u constant over time 
S) Effects of learning and fatigue are consistent with the power law model. 
T) Effects of learning and fatigue are consistent despite changes in motion type, task, gain, 
device or difficulty. 
To accept Hypothesis 1: reject A), accept C), E), F), examine B), D). 
To accept Hypothesis 11: reject G), accept H), 1), J), examine K). 
To accept Hypothesis Ill: reject R), accept L), M), N), S), T), examine 0), P), Q). 
Figure 5.2: Validation: Propositions 
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To facilitate the above experiments, it is necessary to identify the optimal ro-
bot interface, which may vary with device interface requirements, in order to 
minimise and/or eliminate perceptual Jag, as well as the optimal task para-
meters (where appropriate) such as view, error recovery, task feasibility. This 
process required successive refinements of the testbed described in the next 
section. 
5.2 Testbed & Tasks 
Due to the remote nature of some AT equipment, the initial intention was to 
start by evaluating the importance of simulated visual feedback on performance 
for various devices. Along these lines, work undertaken at Salford[98] and 
Cranfield[97] Universities was examined. The emphasis of both studies was on 
relative performance under different viewing conditions. The Salford testbed 
used cameras to generate remote views, while Cranfield used WorkSpace 3 
(WS3) to generate simulated views. 
Both Superscape and WS3 were considered as the visual interface for such a 
testbed. To provide additional feedback to the system, end-effector tracking 
using Robotrak was considered for use in conjunction with the visual interface. 
Several practical problems were encountered with this approach: 
• the limitations of WS3- as found at Cranfield and confirmed in [154]. 
• the inability to use Robotrak (designed for calibration and not on-line 
tracking) for more than a single quadrant, at low speeds. 
• the inability of Superscape to act as an alternative to WS3, due to lack 
of innate support for kinematics. 
• the financial, logistical and resolution constraints on cameras, and non-
intrusive trackers. 
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Further investigation into this prior work, emphasised the following: 
• the key is a fast time-response; thus improved communication between 
hand controller and robot motion is crucial, 
• viewpoint affects performance unilaterally, except where there is incom-
patibility between hand motion and robot motion, 
• for these tasks the resolution of an independent tracking system is not 
required, and it is reasonable to accept estimates of robot joint positions 
provided by the controller. 
In light of the practical difficulties of including views and feedback, along 
with the presence of many other factors (uninvestigated in either of the prior 
studies) which have a greater impact on the relative performance of different 
input devices, a decision was taken to ignore the different viewing methods, 
and further, not use an independent tracking system for the robot manipulator 
tool tip. 
As the emphasis of this study is on the input device, the final testbed design 
for this work is modular, to allow appropriate equipment to be interfaced as 
necessary. The input devices used with this test bed are displayed in Figure 5.3. 
These consist mostly of off-the-shelf computer input devices, selected because 
of their easy availability, and prior use in disability, VR and industrial control 
applications. A 386 PC acts as the interface between the controlling device and 
the robot, and logs performance data if required. Initial software was produced 
in Windows 3.1, however this was abandoned, due to the problems inherent 
in maintaining communications with myriad devices. The final software runs 
under DOS, and requires the extended memory manager. A description of the 
software appears in Appendix B. 
The task equipment is illustrated in Figure 5.4. Three distinct types of manip-
ulation have been identified, and each selected task primarily addresses a single 
form of manipulation; Fitts' board peg-in-hole (PIH) tasks primarily require 
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Figure 5.3: Testbed: Input devices 
gross motion, line following (LF) requires fine manipulation, whilst pattern 
matching (PM) utilises gross manipulation. To facilitate error recovery, all 
tasks used spring loaded tools, and no gripping requirements were involved 
in the final task implementations. All tasks had limited motion requirements 
using two or three independent axes and no rotation. These parameters were 
determined empirically, so as not to dishearten users about task feasibility. 
Viewpoints were chosen to the front and offset to the left of the task, except 
for the simulation where the view is straight ahead. The particular position 
chosen for the participant, relative to each robot, was such as was appropriate 
for user safety. The tasks were modified slightly to ensure that test participants 
were not requested to move in a way which would lead the robot to attempt 
to exceed its working volume. 
Three robotic systems were controlled m conjunction with the testbed: a 
simple simulation, a Unimate PUMA 560 robot in alter mode, and a UMI 
RTlOO robot controlled directly via the IP's. These are shown in Figure 5.5. 
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Figure 5.5: Testbed: Robots & Simulation 
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Figure 5.6: Testbed: Control diagram 
Both robots run at a nominal 100% joint speed. The interfaces for the ro-
bots were chosen with reference to the need for no perceptual lag. Alternative 
interfaces tested, but found to be unsatisfactory, include: independent pro-
grams awaiting external signals, terminal/ character emulation, teach pendent 
emulation (PUMA), library interface(RTlOO). 
Figure 5.6 illustrates the control loop set up between the operator and robot. 
The operator observes the robot state either directly or via the interface, and 
uses the input device to induce robot motion. Operator motion is converted 
into a signal by means of the controlling (input) device. The effectiveness of 
this transformation is represented by the device gain K D . The PC acquires 
the signal in different ways according to the signal nature. The myriad re-
quirements of sampling, buffering, and A/D conversion impose limits on signal 
acquisition as represented by Kpc. The resulting signal may be passed dir-
ectly, or amplified, to the controller. The controller maintains arm position by 
means of feedback from the encoders. Whilst this is actually PID control, it 
may be represented by an effective robot gain K R· Full details of the test bed 
implementation , and the means by which the interfacing was accomplished, 
may be found in Appendix B. 
In order to run significant experiments on the testbed, it is necessary to vary 
the gain and difficulty, whilst measuring performance. Means of quantifying 
these factors are discussed in the following section. 
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5.3 Factor calculation 
There is a need to determine how to quantify task difficulty for each task, and 
to decide how to treat the gain factor entered during experiments, with respect 
to the actual device gain (bits per unit motion) and optimal gain. A discussion 
of the performance measures used and means of accommodating differences 
between individual participants are considered in the following sections. This 
is followed be discussion of the process by which descriptive vectors are to be 
obtained. 
5.3.1 Performance measures 
Performance measures may be either subjective or objective. Both are used in 
this work. Subjective measures of performance are collected by ranking on a 
subjective scale from 0 to 10. 
Objective performance criteria for a person or system undertaking a particular 
task include (as discussed in Chapter 2): completion time, completion or fail-
ure rate, CAPV1 error or deviation during task, CAPV task effort or energy 
expended, variation in performance over time or between users, and learning 
or fatigue rate. 
The automatic data logging implemented m these experiments permits the 
determination of completion time, CAPV task effort and CAPV error. Com-
pletion time is simply the difference between log timestamps at the start and 
end of the task. CAPV effort is deduced from the number of changes of direc-
tion of motion, or number of individual motions made. Learning and fatigue 
rates, as well as variation within and between users, can be deduced from 
the way in which the other performance measures ,primarily completion time, 
change over trials. 
1CAPV- cumulative total, average, peak value, or variance 
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Completion rates are calculated by dividing the number of trials completed 
by the number of valid attempts. Automatic logging helps to compile the 
data. Because of intermittent equipment failures however, it was necessary to 
manually check which attempts were valid in generating these statistics. 
For the PM task, CAPV error is based on a measure of eccentricity of peg pos-
ition when making a pattern (i.e. how centrally/accurately were pegs placed?) 
This is measured, where available, using the readings from light-dependent-
resistor (LDR) array on the board. 
For the LF task, CAPV error is taken with respect to the task line. For the 
purpose of the PIH task, CAPV error will be determined with respect to the 
"ideal" straight line path. Both LF and PIH tasks require some consideration 
of how the measure is to be obtained from the logged position data. 
Along a single axis, CAPV error to target is easily determined, the cumulative 
measure using standard area-under-curve methods, as illustrated in Figure 
5.7. However, as there are two axes of variation (X,Y) a composite measure is 
required. Single axis errors may be combined by summing, or by root-square 
methods, to yield a multi-axis measure. Alternatively, multi-axis measures 
may be directly derived by determining CAPV error to the "ideal" path. Such 
a path may be defined either as that from start to target, as that from current 
position to target, or as that demanded by the task, as displayed in Figure 5.8. 
Depending on the particular formulation used, the measures will have differing 
orders of magnitude, and contributing variables. Care was exercised in deriv-
ing, using and comparing these multi-axis measures, in order to avoid making 
invalid or inappropriate statements. In particular, the measures for straight 
line motion are based on the assumption that the participant should get to the 
target, whereas those for the path assume that the important thing is to get 
back on the path. Which of the different methods is appropriate depends on 
the nature of the task considered. 
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Figure 5.7: Performance measures: Single axis CAPV error 
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Actual path 
Optimal path to target 
Path Start to target 
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-
Elemental Error 
Elemental Incremental Error 
Start 
Derive d multiaxis measures: 
SUM errx = errx + erry +err. 
ROOT-SQUARE errx = Jerrx 2 + erry 2 + err. 2 
Direct multiaxis measures: 
For direct multi-axis measures, where the optimal path is a straight line X, 
by definition , errx is the perpendicular distance from X. t.e. 
err,;(n) = i(in- Xn-1) X XI 
using total spatial error, X = i,tart - Xtarget 
using incremental spatial error X= Xn-1- Xtarget 
For a task where the optimal path is not a straight line, 
let the point on the path Xn have the same x-coordinate as in 
where the x-axis is defined as the straight line from start to target. 
The prior expressions become: 
err,;(n) = l(in- Xn-d X Pnl 
using total spatial error, Pn = Xn-1 - Xn 
using incremental spatial error Pn = Xn-1 - Xn 
Definitions of cumulative, average, peak and variance are as in Figure 5.7. 
Figure 5.8: Performance measures: Multi-axis CAPV error 
103 
Target 
CHAPTER 5. VERIFICATION 5.3. FACTOR CALCULATION 
5.3.2 PIH difficulty dpJH 
The -PIH task involves a sequence of moves between holes. For a single move, 
the difficulty is calculated using a Fitts' type expression based on the diagonal 
distance between start and target, and the target width along the approach 
direction. As both targets and pegs are circular in cross section, the target 
width is the same from all directions. For a sequence of moves, the difficulties 
of each individual move are summed. The final expression of difficulty is: 
D 
dnH = 2.::: log2 W _ p 
n 
(5.1) 
where D is diagonal distance, Pis peg diameter, and W is hole diameter, for 
individual motions within the sequence. This estimate of PIH difficulty does 
not account for the following factors: 
• Performing a sequence reduces the time for an individual move due to 
pre-planning; 
• Timing from target presentation to arrival involves an element of location 
of the appropriate target, and insertion time at the end; 
• The initial move is from an indeterminate position which varies with 
user/robot. 
• The test does not allow the person to "fail" at the insertion, merely to 
take longer to do it; 
• The formulation used here omits the factor 2, effectively offsetting the 
difficulty definition by a constant. This does not matter for sequences of 
the same length. However when comparing sequences of different length, 
which have different offsets, this may cause a problem in the difficulty 
definition. 
If the first three effects are significant, they may be countered by discard-
ing data for the initial segment, measuring delay between arrival and target 
presentation, and timing from prior departure or target presentation (which 
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ever is later) in order to counter pre-peg removal. These factors will cause the 
points to vary about the straight line estimate. The latter two effects may 
be compensated for by warping the data as discussed in Chapters 2,3. These 
factors will cause the points to curve away from the straight line estimate. 
5.3.3 LF difficulty hF 
The LF task involves tracing a line in the least possible time, as accurately 
as possible. Difficulty is therefore dependent upon the length of the line, the 
number of changes of direction, pen width, and/or the entropy measure2 of 
the line involved. 
Based on the difficulty expression for a single straight line motion, by averaging 
the motion into a number of straight lines between the changes of direction, 
an estimate may be formulated as: 
L 
dLF ex (n + 1) log2 (n + 1)W (5.2) 
where W is pen width, L is line length, and there are n changes of direction. 
Similarly, based on the entropy measure: 
( ) 
(k-1) 
dLF ex ~p;logp; - 2N (5.3) 
where there are N cells, with k used, and p; is the proportion of entries in the 
ith cell. 
Any estimate of LF difficulty will need to consist of the sum-product composite 
of these two items making it difficult to estimate coefficients. Fortunately, the 
lines used in these trials are distinct in their number of changes of direction 
(n) and length (L) as shown below. 
2Entropy as discussed in Chapter 4, reflects the distribution of points on the line. 
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Shape n L 
Line 0 640 
Square 2 1020 
Sine 4 1470 
Ramp 3 860 
Random 31 1700 
This means that, in this instance, the varying entropy measures may be in-
tegrated into the coefficients attributed to these lines. This would not be the 
case if lines of the same length, with the same number of changes of direction, 
but different entropy measures, were used. 
The final formulation is: 
L 
dLF = (n + 1) log2 (n + 1)W (5.4) 
Acquisition of path data for manual LF tasks was a difficult issue. It was not 
financially viable to use either an independent tracking mechanism (e.g. cam-
era recording with a distinctive pen) or a sensitive surface which would record 
pen position. The final decision was to assume that the path on manual tasks 
was ideal, as on all observed manual trials, the participant slowed down the 
task sufficiently to ensure near perfect line following, such that the difference 
could not be readily detected by automatic means. 
5.3.4 PM difficulty dpM 
The PM task involves making patterns which match the target pattern. Task 
difficulty for a single pattern will involve the peg and pattern button widths, 
the number of ways of matching the pattern, and the number of moves required 
to make the pattern. 
Because the moves are short, the distance of an individual move will not make 
much difference. The difference between peg and button widths is the crucial 
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item: 
(5.5) 
where P = peg width and W = target width. This is constant in these tests 
as only one button width is used. 
In the choice of alternatives: 
dpM ex LPi log2(p;h;) (5.6) 
n 
where p; = frequency of alternative i occurring and h; is the number of moves 
required for the the ith alternative. 
The PM task has the disadvantage that there are multiple ways of matching the 
task, and spatially aware people perform better. It is therefore impossible to 
predict ahead of time what the exact frequency of use will be. Two alternative 
assumptions may be made; either the alternatives are equally likely (dPM ex 
Ln log2 (h;)), or the frequency of occurrence is inversely related to the number 
of moves required (dPM ex Ln 1/h;). In this work, the prior assumption is 
made. There are no grounds for this choice. 
Based on the accepted assumption, for this task (where 1 < h < 4), it is 
possible to estimate log2 h; by ~- Hence the final formulation to be used is: 
(5.7) 
Some further difficulties are that there is no way to separate motion time from 
thinking time, despite the relatively high cognitive load, and that the PM task 
start point is different for different robots. Both can be partially compensated 
for by breaking down the PM data into single motions. 
5.3.5 Gain treatment 
In this thesis, the practice of normalising to optimal gain has been suggested 
for device comparison. The gain factor "' entered during experiments will be 
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dependent on the actual device gain Kd(bits per unit motion) and optimal 
gain factor K.. The gain ratio g is defined as ~, and has the advantage that it 
may be calculated without knowing Kd· 
In Chapter 4, several expressions for gain effects on performance were proposed, 
as reiterated below. 
Linear y=kar;, + kb y=kag + kb 
Power law y=ka(r;,k, + kdr;,-k•) + kb y=ka(l' + kdg-k') + kb 
0 t . I . k i<Kd+! + k p Ima gam y= a KKd+l b -k i<K4+l k Y- a gi<Kd+l + b 
y=ka Y=k J k,+l + k a k,g+l b 
The relative fits of these models are compared, and the most suitable used in 
the determination of optimal gain and gain susceptibility. For a single device, 
the optimum is determined from the fitted regression function. If no optimum 
is in the test region, the minimum value is used and appropriate note taken. 
Alternatively optimum gain and gain susceptibility may be compared by examining 
the relative slopes around the minimum, on a logarithmic r;, plot. 
5.3.6 Individual treatment 
Where comparison across individuals is required, performance must be "ad-
justed" to account for expertise effects. There are two possible methods which 
may be employed: 
• Normalisation of performance within person and/or within session using 
manual OR optimal performance (an approach employed by Reddy [98]), 
or 
• Alternatively, an estimate of user expertise is arrived at by weighting re-
sponses to queries concerning related activities (see Appendix C). This 
estimate, along with an understanding of how expertise affects perform-
ance, may be used to de-trend the data. 
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5.3. 7 Segmentation 
Several problems were identified in the formulation of the various task diffi-
culties, including those which could be compensated for by segmenting the 
motion. This process requires the position data to be available. 
The diagram in Figure 5.9 illustrates segmentation along a single axis. In 
practice, both axes are considered in determining the segment start/end points. 
Think Gross Motion Precision 
Time 
Figure 5.9: Segmenting motion from position data 
There are three segments: thinking, gross motion and precision. The thinking 
segment runs from the task start to the point where position departs from the 
initial position. The motion segment runs from the end of the thinking segment 
unt il t he position is within the vicinity of the target (actual distance=5cm) . 
The precision segment accounts for the balance of the motion. 
By definition, there is no precision segment for the PM motion, as the motions 
are so short that they are already within the vicinity of the target. 
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5.3.8 Summary - Factor calculation 
In this section the quantisation of the gain and difficulty factors, and the meas-
urement of the performance characteristic, have been described. All factors, 
i.e. gain, difficulty and performance criteria may be measured over the task, 
or, if warranted, segmented into different parts of the motion. 
Normalisation has been suggested as appropriate in three distinct areas: 
• gain against optimal gain for comparison between similar device config-
urations; 
• performance against optimal or manual performance for comparison between 
people; 
• to generate unit vectors for comparison between devices. 
These are all separate processes, and are intended to facilitate empirical and 
statistical comparison between devices. There is however no evidence to sup-
port a normalisation approach over a referencing approach in any of these 
cases. Both are examined in subsequent experimental work, and the most 
appropriate method used. 
It must be emphasised, that the intention of the experimental work is to de-
termine if data provides appropriate fits to the models proposed in this work, 
and not to use the data to suggest alternative model formulations. 
Having empirically determined all relevant factors, and considered all com-
plexities their formulation may cause, the experiments designed to investigate 
interaction between the factors will now be discussed. 
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5.4 Preliminary Tests 
There are three sets of tests presented in this section. The initial tests (PUMA 
560 PIH task) were implemented and performed by an exchange student [2] 
working under the direction of the author. The work and results led directly 
to the development of the theory in Chapter 4, hence it is included here. The 
second set was performed whilst validating an improved interface, addressing 
several of the flaws in the previous PUMA interface. The third set was per-
formed on task simulation, in order to test a modular data logging system. 
Some of these results were presented at ISR '98[4] and in [5]. 
It is important to note, that during these experiments the working area was 
reconfigured on several occasions, in attempts to optimise the task setup. The 
results are therefore likely to diverge from those of subsequent sections. 
5.4.1 Initial Experiments with PIH 
The Fitts' Law board (shown in Figure 5.4) and two digital timers, were in-
terfaced to the 1/0 relays of the PUMA 560 controller. PUMA motion was 
controlled by the use of position commands through the terminal input. Start 
of motion was indicated by light and sound. The end of trial occurred when 
the relevant switch was depressed. Times were manually recorded, and timers 
manually reset between readings. Gain "' was used to control the mapping 
between device motion and robot motion. At each time step the robot was 
commanded to move a distance proportional to the device displacement, ef-
fectively implementing isometric rate control. 
A single round peg of diameter 1.3cm was used to perform two pre-set opposing 
diagonal motions at a variety of gains for three devices, Joystick, Keyboard, 
and Spacemouse. The completion times are presented in Table 5.1. Table 5.2 
presents the Fitts' law coefficients obtained from the two graphs by fitting a 
straight line to the best gain points of each curve. Finally, the results are 
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normalised for comparison in Figure 5.10, which clearly illustrates that each 
device has an optimal gain point. The curves in Figure 5.10 which gave the 
best empirical fit, were found to be polynomials in gain. 
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F igure 5.10: Preliminary Tests: Normalised Gain Profile 
5.4.2 Testbed Validation 
Several problems were observed in the previous experiment, most significantly, 
time delay within the interface, and the need for automatic logging of data. In 
this experiment, data capture was automated by using the controller to time 
motion, and a file to capture the terminal output from the controller. Tests 
were performed on the PUMA 560 robot with PIH task controlled through 
the I/0 relays. Manual results were also taken under PUMA I/0 control. 
Learning rates over successive manual trials are illustrated in Figure 5.11; two 
distinct learning profiles were generated by fitting a decay curve to results on 
tasks of different difficulty. Similarly in Figure 5.12, a learning profile is fit 
to data across users with a high confidence level. Performance with changing 
difficulty can be observed in Figure 5.13, to which a straight line has been fit . 
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Table 5.1: Preliminary Tests: Completion times for PUMA560 w / PIH task 
Peg width 13mm 
Hole width = 22mm 
Movement 1 Amplitude 288mm (up-left) 
Movement 2 Amplitude = 400mm (down-right) 
Time (s) for movement 
Device 1 2 Gain,"' 
Joystick 54.56 47.72 0.06 
Joystick 46.12 44.63 0.13 
Joystick* 35.68 42.52 0.30 
Joystick 43.41 60.11 0.50 
Joystick 90.47 56.00 0.80 
Joyst ick 148.09 176.18 1.00 
Keyboard 131.59 181.02 0.30 
Keyboard 104.26 148.30 0.50 
Keyboard 72.20 86.68 LOO 
Keyboard 68.84 45.49 1.13 
Keyboard 45.80 64.96 1.30 
Keyboard* 45.71 48.25 1.43 
Keyboard 47.00 83.98 1.46 
Keyboard 64.52 57.52 1.50 
Magellan 125.64 156.49 0.01 
Magellan 63.66 66.45 0.03 
Magellan 32.12 59.23 0.04 
Magellan• 36.14 43.53 0.05 
Magellan 40.55 60.70 0.10 
Results marked with • are considered to be optunum m subsequent analysis. 
To normalise, divide by the numbers in the • entry. 
For e.g. the first row for Joystick becomes: 
54.56 47.72 0 .06 
35.68 42.52 0.30 
-t 1.53 1.12 0.20 
Table 5.2: Preliminary Tests: Derived Fitts' coefficients 
Device Mvmtl Time Mvmt2 Time b a 
Joystick 35.68 42.52 13.6 -45.9 
Keyboard 45.8 64.96 38.4 -184.6 
Magellan Mouse 36.14 43.23 14.2 -48.9 
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Figure 5.11: Testbed Validation: Manual Learning Profile- single user 
5.4.3 Simulation - Initial results 
User feedback from the experiments of Section 5.4.1 identified further prob-
lems with the testbed. Some of these problems were a direct result of robot 
limitations, for example, unacceptable (high/low) speed and uncontrollability. 
In order for the user to be comfortable in a semi-remote environment (on a 1:1 
scale), robot speed must be comparable to human speed and motion must be in 
straight lines. Joint-interpolated motion is incomprehensible to the majority 
of users, due to vastly different kinematics between human and robot. 
Response time is crucial. Whilst effects of delay were tolerable at the start of 
motion, these were more noticeable in stopping motion. The robot also needs 
the ability to recover from task failure, which was not the case in the above 
experiments. These led to increased collisions, task failures , and errors. 
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Figure 5.13: Testbed Validation: Manual Task Profile - single motion 
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The above requirements, in addition to the modular requirements of the test-
bed, led to major changes in the means of data capture, and task control. Both 
functions, data capture and task control, were removed from the PUMA con-
troller, and performed directly by the PC. The enhanced data capture method 
allowed both time and position data to be logged, allowing alternative per-
formance criteria to be used. A simple simulation was also developed as an 
alternative to a "real" robot. 
The simulation was tested on a single task difficulty, by a single user, to eval-
uate four devices. The learning-time profile of a single device (GlidePoint 
mouse) is shown in Figure 5.14, illustrating learning at two different gain 
levels. The normalised gain-time profiles of the devices are displayed in Figure 
5.15, where the different fall-off rates for different devices can be clearly seen. 
5.4.4 Model Fitting 
It is necessary to determine whether the results described in the previous 
three sections support the proposed models, with or without a gain term. The 
formulation of gain to be used may then be identified. 
The three gain estimates used to determine correlations for the models are: g 
for the linear model; )g for the optimal model; In g for the power law model. 
Note that these expressions do not address the observed gradient change in 
the gain profile. Table 5.3 shows the correlation measures, and correlation 
ranking, for the gain models applied to the results in Table 5.1. Clearly the 
rankings of the models are inconsistent. 
A similar analysis, on the same data, was performed to determine whether the 
results could be accounted for by models with various terms in gain and task 
difficulty. These were performed with the best matching model for each of the 
devices. The results, presented in Table 5.4, show a model fit for the Joystick 
which is significantly worse than that for the other two devices. 
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Table 5.3: r 2 correlation- Prelim. Tests (PUMA560/PIH) with models of le 
I Model 11 (a) I (b) I (c) I 
Device g lng I J9 
Joystick 0.71 0.39 0.25 
0.58 0.35 0.24 
Keyboard 0.90 0.94 0.93 
0.82 0.89 0.89 
Magellan 0.39 0.74 0.88 
0.32 0.67 0.83 
Model ranking: 
Joystick Keyboard Magellan 
(a)* (b)* (c)* 
(b) (c)* (b)* 
(c) (a)* (a) 
Significant r 2 > 0.64 marked*. 
Table 5.4: r 2 correlation- Prelim. tests with Fitts' type models 
Device le only le ,Id le ,Idle Id ,Idle Ic,ld,Idfc 
Joystick 0.63 0.63 0.63 0.63 0.63 
Keyboard 0.82 0.87 0.87 0.88 0.91 
Magellan 0.80 0.85 0.86 0.86 0.86 
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The initial analysis was repeated for the data of section 5.4.3 in Table 5.5, 
which demonstrates that the rankings of the models are consistent, and match 
those obtained previously on the Joystick. 
Table 5.5: r 2 correlation - Simulation Tests (PIH) with all models of le 
Model 11 (a) I (b) I (c) I 
Device g Ing I 
"J9_ 
Keyboard 0.09 0.00 0.06 
Joystick 0.90 0.78 0.69 
20 S'Mouse 0.38 0.26 0.20 
Glidepoint 0.34 0.17 0.06 
Keyboard Joystick 20 S'Mouse GlidePoint 
(a) (a)* (a) (a) 
(b) (b)* (b) (b) 
(c) (c)* (c) (c) 
Significant r 2 > 0.64 marked*. 
5.4.5 Alternative performance measures 
The identified performance measures cannot all be used on this preliminary 
data. Thus in this discussion, fatigue rate, CAPV effort, and the production 
of the device vectors will be ignored. 
CAPV Error The data taken in Section 5.4.3 was examined to determine 
how the multi-axis error definitions of Section 5.3 vary with respect to each 
other, and to completion time. Errors were calculated using an EXCEL macro 
on the accumulated path data, as described in Appendix B. The results of this 
comparison for the Glidepoint Mouse are presented graphically in Figure 5.16, 
whilst correlations between the different measures are presented in Table 5.6. 
These show that error and time are not related, and further that the derived 
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and direct multiaxis error measures all correlate favourably. This suggests 
that, for a strict minimisation application, the actual formulation of the error 
measure is not critical. 
In order to determine whether performance models generalised across all meas-
ures, the effects due to task parameters, such as device gain and difficulty, 
should also be considered. The data examined was inadequate for examina-
tion of variation in device or difficulty, as these factors were not varied, however 
gain was considered. The variation is illustrated graphically in Figure 5.17, 
whilst gain is included in the correlation of Table 5.6. These show that error 
is linearly dependent on gain, whilst time taken, as established previously, is 
a polynomial in gain. 
Table 5.6: p-Levels - Time and CAPV Error Performance (SIM/PIH) 
r for Within-Group Correlations· Entries are significant at p < 0 1 
DEVICE: Mouse-GP (100) N=31 
TIME SPERR INCSPERR SUMXY RSXY 
GAIN -.2502 .1282 .9100 .6651 .6929 
p=.175 p=.492 p=.OOO p=.OOO p=.OOO 
DEVICE: Joystick (101) N=17 
TIME SPERR INCSPERR SUMXY RSXY 
GAIN .2939 .1279 .9366 .1844 .2835 
p=.252 p=.625 p=.OOO p=.479 p=.270 
DEVICE: Keyboard (102) N=14 
TIME SPERR INCSPERR SUMXY RSXY 
GAIN .1757 .6886 .7470 -.0472 -.0299 
p=.548 p=.006 p=.002 p=.873 p=.919 
DEVICE: Mouse-2D (103) N=ll 
TIME SPERR INCSPERR SUMXY RSXY 
GAIN .0802 .9629 .7846 .5130 .6215 
p=.815 p=.OOO p=.004 p=.107 p=.041 
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Learning Rate and User Susceptibility Figure 5.11 confirms that learn-
ing takes place in manual tasks, and illustrates that learning rate( a= 0.19, 0.25) 
increases with decreased task difficulty. The graphs also demonstrate that, 
given similar levels of practice, easier tasks will, on average, be consistently 
better performed. 
In Figure 5.12, learning effects are apparent across all manual motions, with 
an empirically determined learning rate, a ~ 0.12. User susceptibility, Su as 
determined by the max-min ratio during any session, decreases from 1.76 to 
1.42 across the first 4 sessions. This concurs with established research[68] and 
the intuitive observation that user variability decreases with practice. 
Finally, Figure 5.14, demonstrates learning on the simulated task with different 
learning rates( a= 0.07, 0.31) at two different gain levels, and shows that given 
similar levels of practice, an "easier" gain level will produce better performance. 
This would seem to reinforce the concept that changing the gain influences the 
task difficulty. 
Table 5.7: Relative device ranking 
Initial PIH 
Performance (time) Gain Susceptibility 
BEST Joystick Joystick 
Magellan Keyboard 
WORST Keyboard Magellan 
Simulation 
Performance (time) Gain Susceptibility 
BEST Joystick GlidePoint 
Keyboard Joystick 
20SpaceMouse 20SpaceMouse 
WORST GlidePoint Keyboard 
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Device Ranking Devices may be ranked in terms of the relative values of 
their optimal performance, or in terms of their gain susceptibility (by eye), as 
shown in Table 5.7. There is no immediately discernible connection between 
these rankings. 
5.4.6 Analysis of Results 
So far, several sets of results have been presented. The overall objective of these 
tests was to ensure, prior to embarking upon an extended series of tests, that 
the approach and equipment were adequate. Thus the points to be considered 
in turn, include: 
• confirmation of manual and device performance results; 
• support for the extended model and proposed formulations of le; 
• appraisal of error-based and other alternative performance criteria. 
Manual and Device performance 
The performance profile shown in Figure 5.13, is based on the manual data, and 
confirms the validity of Fitts' Law for this task. The estimated information pro-
cessing rate of 15 bits/s (66.7ms/bit) is also consistent with the literature[68]. 
Fitts' law coefficients generated from Table 5.2 are consistent with prior re-
search, indicating that the index of performance for manual movements is 
approximately 10. The sole exception is the coefficient for the keyboard. This 
is possibly due to the choice of keys used. 
Optimising Gain Performance - formulation of le 
From Figures 5.10 and 5.15, it is clear that all devices displayed similar beha-
viour as gain varied, near an optimum value. This supports the notion that 
le should consist of an expression relating current gain to optimum gain. The 
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data shown in Figure 5.15, matches a polynomial gain-performance model with 
confidence factors greater than 0.88 for all devices. 
The relation between completion time and gain appears to be a second order 
polynomial, and there seems to be convolution of gain and task related diffi-
culties, as supported by Table 5.4. Results also show that device performance 
under varying gain is relatively independent of task difficulty, although both 
contribute to the task completion time. 
The relative "fits" of the various formulations of Ic (model correlations are 
given in Tables 5.3, 5.5), present consistent ranking evidence with the exception 
of the keyboard. All indicate that formulations derived from observation and 
control theory, are more appropriate than straight line fit. It was suggested 
[5] that different models may be appropriate for different devices. This was 
indicated by the initial data but rejected by the followup data. These points 
are worth further investigation. 
Extended model 
The results in Table 5.4 demonstrate that a model formulation including a 
product term of Ic and Id, is valid. Figure 5.14 illustrates, for a single device, 
the generally observed phenomenon that as gain approaches optimal, learning 
rate decreases. This ties in with the previous observation of decreased learning 
rate for easier tasks illustrated in Figure 5.11. 
Error-based performance criteria 
It is evident that the error criteria do not display consistent correlation with 
time, but do so with each other as shown by Figure 5.16 and Table 5.6. The 
sole exception is the keyboard, as expected, as it is the only device on which it 
is not possible to perform simultaneous multi-axis movement. Further, multi-
axis errors possess linear gain profiles for the GlidePoint, and a significant 
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correlation with gain for all devices. This is intuitive as step size and motion 
resolution are determined by gain. Overall spatial error is inconsistent. This 
may possibly be a characteristic of the individual device or task requirements. 
This point requires further investigation. 
Similarly, gain ranking is inconsistent with performance ranking, as well as 
with the user perception of performance. It appears that user perception of 
performance is influenced by both individual factors. 
5.4. 7 Summary - Preliminary Tests 
In this section it has been established that: 
• results, manual and device, are consistent with prior research 
• performance, user variability, and learning rate vary with task and/or 
gain complexity 
• use of a gain term le and a product term lJd improves the fit of data to 
performance model 
• formulation of le is in question - it may not be the same for all devices. 
The behaviour of different devices can be distinguished. 
• error-based performance measures are not consistent with completion 
time 
• gain susceptibility ranking is not consistent with performance ranking 
The propositions of Figure 5.2 are supported as shown below: 
A B c D E F G H I J K L M N 0 p Q R s T 
~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ 
Legend. 
REJECTED Contra-indicated Inconclusive Indicated ACCEPTED 
X ~ ~ ~ J 
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These points must be considered in light of the quality of results obtained. 
Results taken during testbed development vary amongst themselves, due to 
changing task/equipment parameters. The few non-manual results obtained 
were mostly for a single operator, on a single task, or two tasks of similar 
difficulty level. It is inappropriate to draw general conclusions from this limited 
data. 
The inherent motion profile of a robot is different to that for a human, simply 
due to the different joint configurations, and the robot performance limits. To 
make motion profiles sufficiently similar, acceptable speed, delay and straight 
line motion must be obtained through the robot interface. For these tests, 
where this was not adequate, there is additional operator workload which will 
distort the results accordingly. 
Finally, some of the assumed relationships, and model "fits" proposed through-
out this section, yield particularly low correlations, thus leading one to query 
their validity. Despite these factors, the trends observed are consistent with 
the theory, and whilst the absolute values obtained are suspect, the approach 
is justified. 
Due to the relatively small quantity of data collected, statistical evidence could 
not be generated for the acceptance or rejection of hypotheses from these ex-
periments. Appropriate follow-up experiments were designed, see Appendix A, 
based on estimates of deviation. This method of experimental design makes 
particular assumptions about the data, hence it is not always appropriate. 
A more likely method is based on actual estimates of mean and standard 
deviation. The set of experiments presented in the following section, were 
performed to provide such estimates. 
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5.5 PIH Task, Single Robot 
In order to make statistically significant statements about the proposed hypo-
theses (Figures 5.1, 5.2), a certain level of testing is necessary. It was decided 
that multiple replicates of a factorial design would be most beneficial for identi-
fying trends. Furthermore, practical consideration of the differences between 
devices and platforms, suggested a nested design3 . To support initial estim-
ates, an advance trial was required to ascertain the required extent of such 
testing, i.e. the number of replicates which would yield valid results. 
This section details the full experiment involving a single robot platform (Sim-
ulation), and an incomplete factorial on a second platform (PUMA560). Al-
ternative formulations of le and alternative performance measures are again 
examined and results obtained are compared across platforms for consistency. 
The experimental configuration and the statistical power of these tests are 
discussed with reference to the hypotheses and further experimentation. Stat-
istical analysis of the hypotheses is also presented. 
5.5.1 Advance Trial 
The nested factorial design was based around a single robot and task (PIH) 
using three devices (Mouse, KeyBoard and Joystick) on each of 3 fixed se-
quences4. Each device-difficulty combination was performed at three fixed gain 
levels chosen as appropriate. Overall, four replicates of a device-difficulty-gain 
were to be obtained. 
Participants performed in hourly sessions, during each of which a device was 
used on the robot to perform 9 Difficulty-Gain combinations. The order in 
which participants used devices in same/successive sessions, and the order in 
which difficulty-gain combinations were presented, was randomised to discount 
3Explanation of experimental design in general and in this thesis in particular appears 
in appendix A. 
4Task difficulty decreases from sequence #10 to #6 to 4,3,2,1. 
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learning effects. Participants were all staff/researchers at the University of 
Plymouth, right-handed, without uncorrected visual problems, and were not 
paid for taking part. 
In total, 7 participants produced a total of 238 trials, yielding a large data-set 
which nonetheless is incomplete and unbalanced. The motion in these trials 
was segmented into two segments, i.e. think and motion. For convenience, a 
single performance measure is utilised in the subsequent analysis, i.e. time in 
the motion segment. A summary of the results appears in Appendix D. A full 
set of results were obtained for the simulation. Gain profiles are displayed in 
Figure 5.18. 
An incomplete set of results was obtained for the PUMA560. Those gain 
profiles are displayed in Figure 5.19. 
All gain profiles show the influence of varying difficulty, i.e. performance im-
proves with easier tasks. Gain profiles display clear minima, supporting the 
notion of an "optimal" gain. 
User variability and learning effects combine to give the spread of points ob-
served in all gain profiles; however there is insufficient data to estimate learning 
effects. 
The similarities and differences between performance on the two platforms are 
highlighted by the juxtaposition of task and gain profiles in Figures 5.20 and 
5.21. Figure 5.20 shows gradient ranking is consistent across platforms. Figure 
5.21 shows consistency of relative user performance on different platforms, at 
different difficulty levels. All estimated lines in Figures 5.18, 5.19, and 5.20 
are produced by second order polynomial regression on the data. 
128 
CHAPTER 5. VERIFICATION 5.5. PIH TASK, SINGLE ROBOT 
:! 
c 
.. 
60 
50 
40 
~ 30 
~ 
.. 
Q, 
20 
10 
0 
0 
160 
140 
120 
100 
.. 
... 
c 
.. 
~ !I) 
~ 
.. 
c.. 
60 
40 
20 
0 
0 
SIM-Mouse performance aeroaltlree tuks 
• SIM Mcuse #10 
• SIM Mcuselil6 
SIM Mouse 4,3,2,1 
- Poly. (SIM Mouse 116) 
- Poly. (SIM Mouse #10) 
Poly. (SIM Mouse 4,3.2,1) 
n = 12 : % confidence next to each fit 
0.2 
• r 
• 
• 
• 
I 
0~ 0.6 0.8 
SIM-Keyboard performance across ttne tasks 
• SIM Keyboard #10 
1 SI M Keyboard 116 
SIM Keyboard 4,3,2,1 
- Poly. (SIM Keyboard 116) 
- Poly. (SI M Keyboard #1 0) 
Poly. (SIM Keyboard 4,3,2 ,1) 
n = 12 : % confidence next to each fi1 
• 
• 
' 
Gain 
• r = 4508•· 408 i:lB • t 11 3 64 
Rz = Ofl9ffi 
~'1'! . 
• I 
I 
0.05 01 015 0.2 025 
Gain 
y = 8 0238•2 • 20 7$• + 30 073 
R2= 0 287 
1.2 1.4 
• 
, .. 
16 1.8 
... :;:: ... cu • ,OC.bt + 
• P. = 0 26(}1 
I 
I 
03 035 0.~ 0.45 
Figure 5.18: Advance Trial: Gain Profiles SIM across devices/tasks (a) 
129 
5' 
Ql' 
• 
2 
' 
05 
CHAPTER 5. VERIFICATION 
120 
100 
SIM.Joystlck performance across three tasks 
• Slh1Joystick#10 
• SIM Joy81ick116 
SIM Joystick4 ~.2 . 1 
- Poly. (SIM Joystick 116) 
- Poly. (SIM Joystick _,0) 
Poly. (SI M Joystick 4,3.2,1) 
Ell n = 12 , % confidence nelll to n ch it 
40 
J8 75r1 + 42 63r + z• 9:.'5 
R1 = 0 341 0'1. 
20 
5.5. PIH TASK, SINGLE ROBOT 
• 
.. 
0~------+-------+-------+-------+-------+-------+-------+-----~ 
0 0.05 01 015 0.2 
Glln 
0.25 0.3 0.35 
Figure 5.18: Advance Trial: Gain Profiles SIM across devices/tasks (b) 
130 
04 
CHAPTER 5. VERIFICATION 
• 
250 
• 
• 
200 
B 
c 
.. 
e 150 
~ 
11 
~ 
100 
0 
0 
250 
200 
!! 150 
c 
.. 
e 
~ 
11 
~ 100 
·~--~I 'I 
I J/1. 
• 
y- 1 :~:117•'. 15953· +I (I; 12 . 
R2-02151 8 
9?, 
2 
• 
• 
• 
.. .. 
.. 
' 
I 
-Qo,.'14r I t6!h+ J4J 
R ~ 0 '1'6 
5.5. PIH TASK, SINGLE ROBOT 
PUMA-Mouse Gain Performance Profile across ttree tasks 
• 
• 
6 
Gain 
n = 15 ; % confidence nex1 to each fi 
• Puma Mouse #10 
Puma Mouse 116 
• Puma Mouse 4,3,2,1 
- Poly. (Puma Mouse _,0) 
Poly. (Puma Mouse 116) 
- Poly. (Puma Mouse 4,3,2,1) 
y : 4 lJ9r1 · 52 58] I + 2J9 33 
R1 =05995 
99% 
I 
• 
8 10 12 
PUMA-Keyboard Gain Performance Profile across three tuks 
n = 15 , % confidence nax1 to each fit 
• 
• 
• 
• 
• Puma Keyboard _,0 
Puma Keyboard 116 
• Puma Keyboard 4,3,2,1 
- Poly. (Puma Keyboard_, 0) 
Poly. (Puma Keyboard 116) 
- Poly. (Puma Keyboard4,3,2,t ) 
0+-----------~--------~-----------+----------~----------~--------__, 
0 2 6 
Gain 
8 10 
Figure 5.19: Advance Trial: Gain Profiles PUMA560 across devices/tasks (a) 
131 
12 
CHAPTER 5. VERIFICATION 5.5. PIH TASK, SINGLE ROBOT 
400 PUMA-Joystick Gain Performance Profile across ttw'ee tasks 
350 
m 
250 
!! 
"' • em 
~ 
• 0.. 
150 
100 
!lJ 
0 
0 
• 
0.5 
99'l. 
y t7 OO!o 97 S.h + 67 72 
1<: .. 0022 
I 
I 5 
Gain 
. ... 
2 
n = 15 , % confidence nut to each fit 
• Puma JoySiick #10 
Puma Joy Slick ;116 
• Puma JoySiick 4 ,3,2,1 
- Poly (Puma Joys~ de 1;10) 
Poly (Puma Joynclc 116) 
- Poly (PumaJoynclc4,3,2 ,1) 
., . 
99% • 
y•564Jh2 266 tlt •3457t 
R~
25 3 
Figure 5.19: Advance Trial: Gain Profiles PUMA560 across devices/tasks (b) 
132 
35 
CHAPTER 5. VERIFI CATION 5.5. PIH TASK, SINGLE ROBOT 
PlJitA Gain Performance ProfHeaacroaa tuka/devlcea 
400 
350 
250 
8 
c 
• ~ 
~ 
• Cl. 
• 
• 
• 
• Puma Mouse N10 
Puma Mouse Mi 
• Puma Mouse 4.3.2.1 
PUMA Keyboard N10 
PUMA Keyboard Mi 
PUMA KeyboarH.3.2.1 
• PUMAJoysl•clc #10 
• PUMA Joysl•clc 116 
• PUMA Joys11clc 4.3 .2 .1 
• 
·. 
• - IL -: ~ .- - ·- t : 
-....:::::::....cE:::::.-t : • • - - 1 " - ·-
0 1 
• 
' 
. \ . 
SIM Gain Performance PrDnlt1 acroaa taaka/devlcea 
120 
100 
BJ 
8 
c 
.. 
~ 
~ 
• Cl. 
-1 
- ·- ·- ·- ...... 
· :i 
~- - -~- - -~ -·7·-~-: . . , -i -----.-----; -.- - . - . - . - . - . ~ ... -
. . 
• 
0 1 
Gain 
Gain 
• SIM Mouse 110 
SIM Mouse Mi 
• SIM Mouse 4;3.2,1 
SIM Keyboard #10 
SI M Keyboard 116 
SIM Keyboard 4.3.2.1 
• SIM Joystick *10 
• SIM Joystick 1116 
· SIMJoystick4;3,2,1 
Figure 5.20: Advance Trial: Normalised Gain Profiles across devices/tasks 
133 
10 
10 
CHAPTER 5. VERIFICATION 5.5. PIH TASK, SINGLE ROBOT 
100 
!() 
00 
70 
11 
60 
c: 
• ~ 50 
~ 
• c. 
.CO 
:JJ 
20 
10 
0 
NIO #10 
50 
40 
11 
c: 
• ~ :JJ 
~ 
• c. 
20 
10 
0 
#10 #10 
#10 
NIO 
PIH Tuk, PUMA, Joystick, Galn 3.2 
User~-
E 
Sequ•ce 
PIH Task, SI M, Joystick, Gain 02 
Sequence 
4,3,2 .1 4,3,2 .1 
Figure 5.21: Advance Trial: Task profiles across users/platforms 
134 
4.3.2 .1 
CHAPTER 5. VERIFICATION 5.5. PIH TASK, SINGLE ROBOT 
5.5.2 Ic formulation 
The three composite models proposed were applied to each of the combinations 
of robot and device. Table 5.8 shows the coefficients and adjusted R2 values. 
These are used to obtain the model ranking for each device, shown in Table 5.9. 
The full analyses from which this data was compiled appear in Appendix D. 
In Table 5.9, model (c) appears to be best. This agrees with the majority of 
results of Table 5.4, but differs from the results of Table 5.5. In particular the 
Joystick and/or SIM trials appear to have reversed ranking order. There are 
several possible reasons for the seeming inconsistency; one theory assumes the 
limiting factor is the human, another the experiments, the other presumes the 
input device. 
These observations may be attributed to the fact that these are often trials with 
a wider gain tolerance, hence the entire gain range may not have been covered 
by the data. Supporting this argument is the fact that the statistical evidence 
is not always convincing, with some R~dj values below the designated threshold 
- possibly an artifact of the relatively small range of gains investigated. 
Alternatively, it may be noted that each device utilises different motions in its 
operation. Some require inherently more wrist action, others multiple finger 
motions and fine positioning movements. While these would be expected to 
show the same overall stochastic behaviour, some motions may be inherently 
more reliable than others. In order to confirm this, the path taken to achieve 
target would have to be compared between devices. 
For the final possible explanation, consider that in terms of classical control 
theory, Kd 5 is decisive. How small a motion can the device possibly make? 
i.e what is the resolution? The analysis method used here for the device 
performance (gain profiling) may be interpreted as a form of frequency analysis 
- an attempt to identify the gain cutoff rate, or slope, in dB/decade. 
5The displacement gain of the device, i.e. the size of the signal generated by a unit 
motion 
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Table 5.8: Advance Trial: Model coefficients and Rad/ values 
Robot Device Model a b c d Radj 2 e f 
PUMA KeyBoard Linear(a) -227.3 17.5 20.2 -1.3 0.77 
PUMA Mouse Linear(a) -25.9 7.5 0.0 -0.4 0.33 
PUMA Joystick Linear( a) -31.4 10.0 0.0 -2.2 0.65 
SIM KeyBoard Linear(a) -70.2 5.8 168.9 -11.2 0.65 
SIM Mouse Linear(a) 20.3 0.0 -2.6 0.0 0.01 
SIM Joystick Linear(a) 2.9 0.7 33 0.0 0.07 
PUMA KeyBoard Power-Log(b) -268.9 20.3 70.7 -4.6 0.82 
PUMA Mouse Power-Log(b) -25.9 7.7 0.0 -1.0 0.40 
PUMA Joystick Power-Log(b) -16.5 4.8 0.0 -2.3 0.94 0.0 0.8 
SIM KeyBoard Power-Log(b) 17.8 0.0 0.0 0.0 0.71 -7.3 0.05 
SIM Mouse Power-Log(b) 14.2 0.0 0.0 0.0 0.01 2.0 0.0 
SIM Joystick Power-Log(b) 36.2 0.0 10.5 -0.3 0.05 
PUMA KeyBoard Opt '1-Sqrt( c) 90.2 -3.3 -411.5 27.1 0.83 
PUMA Mouse Opt'l-Sqrt(c) 38.2 0.0 -117.5 10.4 0.45 
PUMA Joystick Opt'l-Sqrt( c) 45.7 -3.7 -63.8 9.3 0.93 
SIM KeyBoard Opt '1-Sqrt( c) 68.4 -3.3 -41.2 2.7 0.71 
SIM Mouse Opt'l-Sqrt(c) 11.2 0.0 5.0 0.0 0.07 
SIM Joystick Opt'l-Sqrt( c) 23.5 0.7 -5.6 0.0 0.05 
Table 5.9: Advance Trial: Model Ranking 
KeyBoard Mouse Joystick 
p s p s p s 
*(c) *(c) *(c) (c) *(b) (a) 
*(b) *(b) *(b) (b) *(c) (b) 
*(a) *(a) *(a) (a) *(a) (c) 
* items Rad/ > 0.1; n <=::: 30 
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Table 5.10: Advance Trial- Relative device ranking 
PUMA 
Performance( time) Gain Susceptibility User Susceptibility 
BEST Keyboard Mouse Mouse 
Joystick Joystick KeyBoard 
WORST Mouse KeyBoard Joystick 
Simulation 
Performance( time) Gain Susceptibility User Susceptibility 
BEST Mouse Mouse Mouse 
Keyboard Joystick Joystick 
WORST Joystick Keyboard Keyboard 
5.5.3 Device Ranking 
The chosen input devices may be ranked according to three of the performance 
criteria previously identified, i.e. performance(time), gain susceptibility, and 
user susceptibility, as shown in Table 5.10. The susceptibility of devices to 
the change in user may be estimated by the ratio of standard deviation to the 
average value. Best is the one which has the smallest ratio. The table used 
to produce these rankings appears in Appendix D. For performance, ranking 
is done by average performance over all trials. Best is the lowest value. Gain 
ranking is done by eye from the graphs of Figure 5.20, where best is the 
shallowest curve. 
Comparing these ran kings to those of Table 5. 7, it is apparent that although 
the performance (time) and user susceptibility rankings change, the gain sus-
ceptibility ranking of the Joystick and Keyboard, relative to each other, is 
consistent across platforms and for different users. 
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5.5.4 Support for Experimental Design & Hypotheses 
The original purpose of these trials was to demonstrate that the design would 
yield statistically valid results, by obtaining estimates of the sample mean and 
variance. A full general linear model (GLM) analysis of the results appears 
in Appendix D. It shows that the differences between robots and devices are 
detectable at the 90% confidence level, for the four replicates performed. These 
differences are also detectable at the 95% confidence level. It follows that the 
eight replicate design presented in Appendix A is adequate. 
These results may also be used to indicate whether the hypotheses are valid. 
In these trials, users were rated prior to performing trials, according to a scale 
shown in Appendix C. Average performance level was correlated with user 
rating, in order to determine if this was an effective method of predetermining 
user aptitude. The correlation factor obtained (r = 0.2 - see Appendix D for 
source) does not support this premise. It must be considered however that the 
number of users, and levels of expertise was small, thus the findings require 
verification using a larger sample. 
An Analysis of Variance(ANOVA) was carried out by fitting a GLM to the 
data. The factors contributing to performance include: Robot, Device, Task 
Difficulty and Gain. Gain is dependent upon Robot and Device, and needs to 
be nested accordingly. Replicates of the tests by different persons have been 
considered as a separate factor. The trial number is dependent upon the order 
in which the person performed the tests and is also nested accordingly. 
The initial model fit demonstrated that the trial number had no significant 
influence on the performance. This is as expected, as the trial number should 
bear no relation to performance if tests have been properly randomised, and 
justifies the experiment design/method. A model with trial number removed 
yields R~dJ = 0.66, whilst all remaining factors have individual p-values signi-
ficant at the 95% level. 
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Interaction effects were then examined. Significant effects at the 95% level 
were found to exist between Robot x Device, and Gain x Difficulty. This 
indicates that the effects of Robot and Device on performance are not wholly 
independent, i.e. the best device depends on the Robot in use. Further it 
confirms that an adequate model of performance will include a product term 
for gain and difficulty. The inclusion of these interactions improved the model 
fit (R~di = 0.71). 
These trends satisfy the acceptance criteria specified in Figure 5.1, thus it is 
possible to make definite statements about some of the propositions of Figure 
5.2: 
• reject NHyp A); performance is dependent on gain, difficulty, interaction 
• accept NHyp C); mean of residuals is zero 
• reject NHyp G); performance is dependent on robot and device 
• reject NHyp H); robot and device interact to affect performance 
• accept NHyp I); similar performance a across robots and devices 
5.5.5 Vector formation 
In order to justify the formation of a vector of coefficients, two points need 
to be confirmed: first that the difficulty slope coefficient (b) is the same in all 
cases, and secondly that the ratio between pairs of coefficients (c and d) should 
be constant. 
There is only one statistically significant pair of cases for model (c) on which 
this premise can be tested i.e Keyboard PUMA/SIM. Table 5.8 gives the fol-
!owing coefficients: 
Robot Device Model a b c d R~di 
PUMA KeyBoard (c) 90.2 -3.3 -411.5 27.1 0.83 
SIM KeyBoard (c) 68.4 -3.3 -41.2 2.7 0.71 
b is equivalent, whilst the ratio between the c and d are both 0.1. This lends 
credence to the vectorisation principle. However, more substantiative evidence 
is required in order to improve confidence levels. 
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5.5.6 Summary - PIH Task, Single Robot 
In this section there has been an initial separation of reaction and motion 
times. User comparison, on the same gain-robot-device configuration, shows 
that ranked user performance is consistent across varying levels of difficulty. 
Further findings indicate that while relative device performance is not consist-
ent across platforms, gain susceptibility, and the relative coefficient magnitudes 
are consistent. These findings may be applied to the propositions of Figure 
5.2. Overall, the current state of the investigation is reflected in the chart 
below: 
A B c D E F G H I J K L M N 0 p Q R s T 
X ~ .j ~ ~ ~ X X X ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ 
Legend· 
REJECTED Contra-indicated Inconclusive Indicated ACCEPTED 
X ~ ~ ~ .j 
During these trials, it was established that the testbed possessed acceptable 
speed, delay and straight line motion for the simulation and PUMA560. 
Having established that the experimental design and testbed are both ad-
equate, the first of the planned experiments was run. Particular points to be 
considered include: 
• why do the gain modes change ranking? 
• is optimal model truly best? 
• is gain ranking always consistent? 
• does the vectorisation principle hold? 
The new experiment and its findings are discussed in the next section. 
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5.6 PIH Task, Many Robots 
This experiment was intended to confirm whether prior results and observa-
tions could be generalised; on more data, and on three platforms (PUMA, 
RT100 and simulation). The experiment was planned as outlined in Appendix 
A, involving three device groups (nine devices) and two difficulty definitions. 
The device subgroupings were as follows: 
GRPA: Motion-D Joystick Key Pad 2 Button Mouse 
GRPB: Motion-A TrackBall-CPC GiidePoint 2 Button Mouse 
GRPC: Motion-C GamePad-IBM 20 Magellan TrackBall-Marcus 
with difficulty on the PIH task either determined by peg-size on random se-
quences (PEG), or by sequence (easy, medium #6, hard #10) with a fixed peg 
size (SEQ). All sequences used in this experiment consisted offour consecutive 
hole-targets. 
By design, four participants were to be enrolled for each of the sub-groups, 
giving a total of 24 participants. Participants were offered £2/hour or £25 
for completion of 12 sessions (or 2 full replicates, whichever came first). It 
was estimated that with two supervisors together running 12 sessions/day; 5 
days/week; this experiment would take four weeks. 
In fact, one supervisor( author) ran 10 sessions/day, 5 days/week over 4 weeks. 
32 people were recruited, 28 participated, and 16 completed. Full participants 
generated between 90 and 200 valid trials each. The experimental design 
was for 72 trials per device per experimental sub-group. Due to inadequate 
recruitment and time constraints, no sub-group shows a complete set of results 
(see Figure 5.22). This represents a somewhat reduced data set. In addition, 
concern was expressed that there was platform bias due to apparently large 
numbers of failures on the RT platform. An examination of the respective 
failure rates was therefore required. 
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Manual trials were performed at the start and/or end of each session, and a 
warm-up trial was used for each configuration to reduce operator/participant 
error. The testbed software automatically logged the test configuration, and 
position/time data for these trials. 
Sample log files are shown in Appendix D. Logs were also taken manually, and 
subsequently entered, and crosschecked with automatic logs, in a database. 
Trials were abandoned if they exceeded 5 minutes, or if the user was proceeding 
at a rate which implied that 5 minutes would be exceeded. For consistency, 
any trials completed which inadvertently exceeded 5 minutes have been classed 
as failures, with the implication that the task was not possible in the given 
time. In summary, trials were invalidated for several reasons: 
1. Warmup trial to ignore 
2. Abort - unclassified 
3. Abort - hardware/software problem 
4. Abort - error by test supervisor 
5. Abort - operator confusion 
6. Abort - device malfunction 
7. Abort - robot malfunction 
8. Abort - task impossible decision by test supervisor 
9. Longer than 300 seconds 
10. No matching log file on record 
11. Incomplete trial in log file 
The relative frequencies of valid and invalid trials are shown in Figure 5.226 . 
The PUMA has less percentage completions than the RTlOO hence any con-
cerns regarding balance are groundless. For the purpose of determining the 
number of failures due to impossible task requirements, classes 8 and 9 were 
added. This yielded insufficient data for comparison between devices, hence 
this criteria will not be considered for these trials. 
6The statistics for these charts were assembled by hand 
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5.6.1 Initial Analysis 
There are several issues to be considered before proceeding with an analysis of 
gain effects: 
• whether the design was biased w.r.t. gain/difficulty combinations 
• whether manual task performance is consistent with the difficulty models 
• whether learning effects, if observed, are consistent with the learning model. 
• whether proposed corrections for user aptitude, and learning improve the fit of the 
composite model. 
Each will be considered in turn. 
The partially random nature of the design, along with the fact that the ex-
periment was incomplete, may have inadvertently led to bias in the data, with 
particular levels of gain and difficulty occurring more frequently together in 
the data set. To determine if there was any such effect, correlations between 
the contributing factors was examined. No significant correlation was found 
between gain and difficulty (r < 0.05). 
Manual performance on the PIH task was averaged at each difficulty level, to 
account for differences between users, and a Fitts' type model was fitted to the 
resulting data. Raw results appear in Appendix D. The model obtained was: 
2.8 + 0.068h R~di = 0.5. The coefficient 0.068 is consistent with the literature, 
and with the results of Figure 5.13. 
An attempt to correlate average manual performance to average preliminary 
score for all users at a particular difficulty level yielded a correlation value of 
r = -0.32. This was sufficiently contrary to the prior indication of no correla-
tion, in Section 5.5, to warrant examining the correlation between performance 
and score in individual trials. That investigation showed that while there is 
definitely no effect due to user, there is significant correlation between perform-
ance and preliminary score. Closer examination revealed that the preliminary 
score was heavily biased with respect to the series and trial numbers. It follows 
that it is not possible to separate these effects (Series, Trial and Preliminary 
Score) using simple correlation. ANOVA clarified this issue (see Appendix D). 
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For manual trials the effect is due to the Trial Number only, providing strong 
support that learning is occurring. 
There were no significant interactions between trial number and difficulty, in-
dicating that the learning rate is constant despite task difficulty. To estimate 
the learning rate, average performance and ratio of standard deviation to aver-
age performance were plotted versus trial number in Figure 5.23. The learning 
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Figure 5.23: PIH Many Robots: Manual learning 
rates obtained by fitting a standard decay curve (a= 0.04, 0.19) demonstrate 
that it is possible to achieve more consistent performance through learning and 
that consistency improves faster than net performance improvement. 
Having considered the manual results, the same should be done for the device-
robot combinations. 
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Two different difficulty definitions were used. In order to determine if they yiel-
ded similar results, an ANOVA7 on the GRPA trials was carried out. The data 
was represented as having three contributing factors (Series, Device, Robot) 
where device was nested within series and there were two covariates, gain and 
difficulty. The performance measure used was completion time. No significant 
effect due to Series could be found (p = 0.18). Thus the difficulty formulation 
must be sufficiently adequate to cope with the two definitions (PEG, SEQ). 
Further analysis on the data was performed excluding Series. It was found that 
trial, user, and preliminary score had significant effects on performance time. 
As user and preliminary score are interrelated, it was necessary to determine 
which, if any, was the causative factor. It was shown that the preliminary 
score has an independent effect on performance - time. 
User effects have been established for the robot-device combinations. However 
no user effect on manual performance has been found. It follows that norm-
alising performance on the device-robot combination with respect to manual 
performance will not compensate for differences between users, and is there-
fore a pointless practice. Instead either the preliminary score rating may be 
used to estimate expertise levels, or the results for each user-session need to 
be normalised to a baseline. 
It was also necessary to determine if there were learning or preliminary score 
effects particular to devices or robots. 
The test design does not permit the estimation of learning effects in device-
robot combinations, or of preliminary score effects in device. Learning does 
not have an interaction effect with either difficulty or preliminary score, but 
does have a significant interaction with gain, in affecting the performance-
time. This means that learning rate will vary with gain level. The variation in 
learning rate will therefore be reflected by the gain susceptibility of the device. 
Further, learning rate is not affected by user expertise, i.e. preliminary score, 
7 Full ANOVA was not possible as there were insufficient trials for at least one of each 
permutation within subgroupings. 
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or the difficulty of the task, thus cross-learning and confusion do not appear 
to be significant in determining performance-time for this task. 
There is significant interaction between preliminary score and robot, gain, and 
difficulty. Figure 5.24 shows change in average performance with preliminary 
score and illustrates the fact that expertise may be modelled as a long term 
learning-type effect, where the rate is dependent on the robot. The interaction 
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Figure 5.24: PIH Many Robots: Expertise effects 
effects with gain and difficulty, imply that experienced users do not do equally 
better than novices on complex tasks as compared to simpler tasks. This would 
support a multiplicative model. It has been suggested that changes in expertise 
could be modelled by moving along the learning curve (decay constant would 
be the same for expertise and learning) , or changing the learning rate (no decay 
would observed over expertise). These results fail to support either case. 
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5.6.2 Performance measures and ranking 
In this trial the effectiveness of user ratings8 , as estimates of performance, may 
be investigated. The device/robot subjective ratings are normalised w.r.t. the 
user's perceived manual performance. AN OVA on the GRPA trials reveals that 
these are predicted by the device/robot, as would be expected. The ratings 
are independent of difficulty or gain, indicating that users have separated out 
the effects of the task/device/robot as requested. On this basis, devices may 
be ranked by their average device rating over the trials. 
Prior research has proposed ranking by the human information processing rate 
for the device, i.e. the coefficient of Difficulty in the Schaab model. A linear 
model may be fit to each category of data to provide such rank information. 
Both suggested sets of ran kings along with those used previously (performance, 
gain and user susceptibility) appear in Table 5.11. The source graphs and data 
are in Appendix D. 
The rankings obtained are not consistent across robots. Inconsistency in the 
performance level had been indicated by the interaction between Robot and 
Device, however this did not preclude similar rankings as observed in previous 
sections. There are several possible reasons for this: 
• difficulties with the RTlOO interface which caused severe delay problems 
• unbalanced user expertise levels across robot-device combinations 
• different range of gains investigated for device, as it may not have been 
possible to compensate for this in all cases. 
8 User ratings in the trials are on a subjective scale (0-10) which was not configured as a 
minimal performance measure. 
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Table 5.11: PIH- Many Robots- Relative device ranking 
RTlOO 
Perf. (time) Gain Sus'y User Sus'y User Opinion lp 
BEST Joystick Mouse CPC Joystick Joystick 
Gamepad 20 Magellan Glide Point CPC Key Pad 
Key Pad GlidePoint M arcus Key Pad M arcus 
2D Magellan Marcus Mouse 2D Magellan Gamepad 
M arcus GamePad GamePad M arcus CPC 
Mouse CPC Key Pad Mouse Glidepoint 
GlidePoint Key Pad Joystick GamePad Mouse 
WORST CPC Joystick 2D Magellan Glidepoint 20 Magellan 
PUMA560 
Perf. (time) Gain Sus'y User Sus'y User Opinion lp 
BEST Joystick 20 Magellan 2D Magellan Joystick M arcus 
20 Magellan CPC CPC CPC GamePad 
GamePad Joystick Joystick Key Pad Joystick 
CPC M arcus M arcus M arcus Mouse 
Mouse Key Pad Key Pad 20 Magellan 20 Magellan 
Marcus GlidePoint GlidePoint GlidePoint CPC 
GlidePoint GamePad GamePad Mouse Key Pad 
WORST Key Pad Mouse Mouse GamePad Glidepoint 
Simulation 
Perf.(time) Gain Sus'y User Sus'y User Opinion lp 
BEST Mouse M arcus M arcus Joystick CPC 
M arcus 20 Magellan 2D Magellan CPC Joystick 
Key Pad CPC Mouse Key Pad Marcus 
20 Magellan GamePad GlidePoint M arcus Mouse 
CPC Joystick CPC 20 Magellan 2D Magellan 
GlidePoint GlidePoint Key Pad GlidePoint Key Pad 
Joystick Mouse Game Pad Mouse GamePad 
WORST GamePad Key Pad Joystick GamePad Glidepoint 
Perf.(time) Gain Sus'y User Sus'y User Opinion lp 
BEST Least Least Least Most Least 
WORST Most Most Most Least Most 
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The rankings obtained are also not consistent across different performance 
criteria. The following criteria in particular may be regarded as suspect: 
• User opinion is biased: unbalanced expertise, and averaging across robots. 
• JP is a standard measure, but is deduced from the linear model. 
Notwithstanding these inconsistencies, gain and user susceptibility generate 
similar rankings(ignoring RTlOO), confirming prior assumption that users may 
be modelled as a gain shift, and that low gain susceptibility implies low user 
susceptibility. The rankings for performance, and gain susceptibility bear little 
relation to those prior tables 5.7, 5.10. It follows that either device ranking is 
highly dependent on the user group concerned, or the problems introduced by 
user expertise bias in this experiment are sufficient to warp the rankings. 
5.6.3 le formulation 
In the previous section, it was established that this data is highly dependent on 
user expertise (whether generally or just for this data set), to the extent that 
the ranking for this data set is not consistent. It follows that the composite 
model fit (not including user expertise) will be inconsistent. 
Three models Linear, Log and Optimal were fit to the data, and the coeffi-
cients tabulated (see Appendix D). As anticipated, no clear ranking could be 
obtained for the models. The majority of reliable models, at each of several 
levels of significance (R > 0.5, R > 0.6, R > 0.7, R > 0.8), were generated by 
the optimal model, hence there is support for this formulation. 
The coefficients from this model are unsuitable for vector formation due to 
the heavy user bias. Coefficients were again generated for the optimal model, 
accounting for the bias using a power law relation. The new coefficients while 
giving better fit, still did not provide the ratios illustrated in Section 5.5. 
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5.6.4 Summary - PIH Task, Many Robots 
A larger data set has been generated and used to determine if the previously 
outlined comparison methods, performance models, and propositions are valid. 
Each area will be discussed in turn. 
Comparison methods 
Five ranking methods used in this section, i.e. average performance (time), 
information processing rate (least square fit gradient with difficulty), average 
user opinion (average), gain susceptibility (eye ranking of gradient around 
optimal) and user susceptibility (std dev'n of performance- time). 
No consistency was observed either between these categories, or with the results 
of prior trials. It has been suggested that this effect was caused by unbalanced 
expertise levels and problems with individual measures. No evidence has been 
generated which supports this premise. In the absence of such evidence, it 
must be presumed that as a general rule, ranking is an inconsistent method 
for comparison. 
One positive point is that user and gain susceptibility correlate highly. While 
this is self evident in terms of control theory, i.e. unstable systems are difficult 
to control, the work introduced here presents a simple empirical method for 
determining the controllability of an existing device on a known platform. 
Gain susceptibility is based on the notion of an ideal "flat" profile. It is 
therefore necessary to examine the implications of "flat" ness, not only on user 
variability, but also on optimal performance level (absolute) and user percep-
tion. 
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Examining Table 5.11 the following queries may be answered: 
• Do profiles which are flatter always appear below profiles with steeper performance 
dropoff?No 
• Does flatness have a consistent effect (if any) on learning and fatigue rates? No 
• Are flatness effects indej:>endent of the actual level of performance for the same device 
in different scenarios? Yes 
• Can a device move up/down in performance ranking, while remaining same flatness 
ranking? Yes 
• Do profiles which are flatter always have better user opinion associated with them 
?No 
• Are flatness effects independent of the user ranking for the same device in different 
scenarios? Yes 
• Can a device move up/down in user ranking, while remaining same flatness ranking? 
Yes 
This implies that the gain susceptibility measure is measuring something that 
the other single user measures (e.g. user perception and performance) cannot 
account for. 
Performance models 
It is evident that the composite model formulation is appropriate, and the 
optimal model is the best of the proposed le formulations. Coefficients are 
peculiar to the combination, making it difficult to generalise across platforms, 
in the production of a vector as proposed. Removal of confounding effects, 
such as learning and user, whilst improving model fit do not regularise the 
coefficients. 
This would indicate that there is some other factor which remains unaccounted 
for, perhaps further interaction with the platform or viewing conditions. 
Experiment flaws 
Apart from the fact that insufficient data was acquired, there were several 
problems with the way in which this experiment was run, 
The interface required a minimum motion for some devices, which affected 
the gain settings. Further, too large a device motion resulted in different con-
sequences on different platforms: impossible target on the simulation, software 
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crash when impossible to achieve demand on the PUMA560, and excessive Jag 
on the RTXlOO. This required further software changes on the testbed. 
The discovery of strong links between Preliminary Score, Series and Trial Num-
ber, highlights flaws in both the experimental design, and in the method used 
to carry out tests. By its very nature the preliminary rating increases with ex-
perience, thus it will correlate highly with trial number. Series were staggered 
in their start, with some persons performing in different series, in the same 
relative order. To correct these, series should all start simultaneously, and be 
performed in a random order, whilst the balance of expert/novice users needs 
to be addressed in the design. 
Hypothesis Support 
The original propositions may be considered in the light of the results. Conclu-
sions of prior sections which have not been contradicted will not be discussed 
here: 
• reject NHyp B); performance changes within user (with learning) and between users 
(with experience). 
• reject NHyp D); gain and difficulty interact in affecting performance. 
• reject NHyp F); subjective scores are affected by neither gain nor difficulty. 
• reject NHyp J); coefficients are not valid across experiments. 
• reject NHyp K); coefficients are not valid on other devices. 
• accept NHyp L); preliminary score contributes towards performance. 
• accept NHyp M); preliminary score is a means of determining performance variation. 
• accept NHyp N); learning and expertise effects are observed on performance. 
• accept NHyp 0); gain and user susceptibility provide similar rankings 
• reject NHyp P); expertise cannot be modelled as a learning effect 
• accept NHyp Q); expertise and learning effects on performance have the same form. 
• reject NHyp R); significant learning effects observed. 
• accept NHyp S); power law model holds. 
• reject NHyp T); learning and expertise effects vary with robot platform. 
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To summarise, a new chart of the hypotheses is presented here. 
A B c D E F G H I J K L M N 0 p Q R s T 
X X J X ~ X X X X X X J J J J X J X J X 
Legend· 
REJECTED Contra-indicated Inconclusive Indicated ACCEPTED 
X ~ ~ ~ J 
Some of these have gone contrary to their prior indications. This highlights 
the importance of testing on a larger set of data. 
Summary 
The work presented in this section has answered some of the queries posed 
previously; namely that the optimal model is best, and that gain ranking is 
inconsistent making it impossible to use vectors for comparison. It has also 
been demonstrated that user susceptibility is linked to gain susceptibility. 
For AT applications the latter is a crucial result. User groups vary widely, 
thus ranking on "normal" people, or even a person of similar capability, is 
inappropriate. But by minimising the gain susceptability, the chances that 
ANY user can manage with the device are increased, making it more general. 
The advantage of this technique is that a single user may be tested at multiple 
gains, to predict how multiple users would be able to perform. 
Outstanding queries are centred primarily in three areas: 
• will these observations hold across tasks? 
• subjective ratings may have bias and therfore require further investigation to separate 
out robot effects. 
• confirmation of gain/difficulty effects on multiple criteria. 
The following section describes the final experiment, designed to clarify any 
of the unaddressed hypotheses, and incorporating testbed changes to correct 
operational flaws. 
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5.7 Various Tasks, Many Robots 
This experiment was intended to determine if changing the task would influence 
the results, as well as clarify queries from prior experiments. The tasks involved 
were as described in section 5.2, using the same three robots as in the previous 
section. 
Whilst the previous experiment used a full-factorial design, it was felt that this 
was not necessary in this case, as no crossover effects had been established. 
It was more important to evaluate the effects of changing task. Further the 
separation allowed the ratings, and learning effects, to be seperated between 
device and robot. In the previous case, these were averaged across all in the 
users perception. Finally, the experiment was specifically intended to generate 
alternate performance criteria such as error and effort. 
The experiment involved three groups of four devices, to be used on three 
robots in three tasks, and was designed in order to allow each participant to 
use three completely separate device-robot-task combinations over 3-5 sessions. 
Within a robot-task-device combination, each participant would be required 
to perform 10-20 gain-difficulty combinations. This plan required at least 36-
45 participants, in order to allow for each combination to occur. The planned 
experiment combinations appear in Appendix B. Different lengths of randomly 
selected sequences/peg sizes were used to provide varying levels of difficulty, 
along with randomly selected gain levels. It was anticipated that one supervisor 
running 10 sessions/day; 5 days/week would complete this experiment in 4 
weeks. The device groups for these trials were: 
I TrackBall-Marcus TrackBali-CPC GlidePoint Touch Pad 
II Joystick-Analog Joystick-Digital :Magellan - No Z 2D Magellan 
Ill GarnePad-IBI\•1 GamePad-PH9 GamePad-PC3 Key Pad 
For the first attempt at this experiment, participants were paid £2/hour or 
£10/hour on completion. Manual trials were shown to be useless for bench-
marking in prior experiments, however a few were done to verify the validity of 
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the difficulty calculation. Warmup trials were used to minimise the number of 
invalid trials. The order of trials was re-arranged to suit equipment/program 
availability. It was not anticipated that this would affect the results, as the 
tasks, devices and robots are effectively independent of each other, i.e. with no 
perceptible cross learning effect between robots or devices previously observed. 
The initial attempt at running this experiment was not successful for several 
reasons. The experiment is incomplete and unbalanced, due to insufficient 
people taking part (16 people recruited/participated; 12 completed), and a 
large number of invalid sessions. Some of the contributing factors were: 
• Lost data files (particularly on PUMA robot). 
• Abandoned RTX trials due to interface difficulties. 
• Difficulties adapting grippers to the PM task kit. 
• Lost/unlogged data (log and photos) for the LF task. 
To complicate matters, in attempting to correct these problems, various ver-
sions of program/kit were used throughout trials. Software/hardware changes 
included: 
• Addition of Jag, and minimum move parameters, to eliminate "jerks". 
• RTX interface - timing from devices was too fast, delays were needed. 
• PM task orientation changed from horizontal to vertical with no gripping. 
• Path data deemed unnecessary for the manual LF task, as relative accur-
acy makes it difficult to recover data. 
This experiment therefore had to be re-run. Participants in the second run were 
not compensated for their time. This run could not be completed due to time 
and resource constraints. Subsequently, valid results from both experiment 
nms were combined for analysis. 
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5. 7.1 Initial Analysis 
In this experiment, two new tasks were introduced Pattern Matching (PM) 
and Line Following (LF). In addition, the sequences for the Peg-in-Hole (PIH) 
tasks were of varying/different lengths. Because of this it is necessary to check 
that the assumption of linearity of performance with difficulty holds. It is 
easiest to verify this using data from manual tasks. Unfortunately, logging 
problems meant that there was insufficient data to check this assumption for 
the LF task. Graphs of performance vs. difficulty for the other two tasks 
appear in Figure 5.25. Both linear model task profiles have a good fit to this 
data, thus it may be presumed that the difficulty formulations for PM/PIH 
are adequate. 
Learning has been repeatedly demonstrated on manual PIH (see figures 5.25) 
Figure 5.26 shows an attempt to fit a learning curve to the current PIH data. In 
this case the effect is not noticeable, and the fit is poor. Figure 5.27 illustrates 
that the same phenomena occurs in the PM task. The learning rate observed 
here (a = 0.3) is noticeably higher than those observed in all PIH tasks, 
probably due to the extra task complexity. 
The manual results having been examined, the next step is to look at the 
device results. A full set of results has not been obtained for any single device. 
Hence these results are insufficient for a full ANOVA. It is also not possible to 
examine learning and user susceptibility, model fit and ranking, on individual 
device-robot-task combinations. 
Complete sets of results were not obtained for any single device, thus it is only 
possible to examine the general trends across robots and tasks. Figure 5.28, 
clearly demonstrates that the general trends hold (linear in difficulty, polyno-
mial in gain) for all tasks. Gradient ranking appears consistent, suggesting 
that there is no interaction between robot and task. With no observed inter-
action effects, it is reasonable to presume that all prior observations for the 
PIH task, will hold for the other two tasks. 
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5. 7.2 Performance 
Several different performance measures were used in this experiment. Sub-
jective ratings for the task, device and robot, as well as observed criteria such 
as duration, error, and effort. These are dependent on each other, as well as 
the contributing factors of device, robot, task and preliminary score. Correl-
ations between these are shown in Table 5.12. This table demonstrates that 
Table 5.12: Various Robots, Many Tasks- Performance measures correlation 
DURN EFFORT ERROR DEVSCORE TSKSCORE ROBS CORE 
DEVICE .03 -.02 -.03 .22 .30 .34 
ROBOT -.39 -.39 .10 -.30 -.08 .02 
TASK .03 .37 -.54 -.15 -.21 -.26 
PRESCORE .05 -.05 .13 .20 .30 .14 
DURN 1.00 .31 .02 .07 .12 .01 
EFFORT .31 1.00 -.07 .06 -.16 .01 
ERROR .02 -.07 1.00 -.08 -.06 -.01 
DEVSCORE .07 .06 -.08 1.00 .53 .65 
TSKSCORE .12 -.16 -.06 .53 1.00 .69 
ROBSCORE .01 .01 -.01 .65 .69 1.00 
Correlations are significant at p < .05000 when lrl > 0.07 
the subjective ratings are effective. Preliminary score relates to the ratings 
the person will give i.e. scores are biased by expertise. The three rating scores 
correlate highly, implying that there is a problem here. Scores need to be 
normalised/referenced for comparison. Preliminary score also relates to the 
error measure, as is intuitive. Duration and effort are primarily affected by 
robot and task. Error is primarily affected by task and expertise. All should 
be affected by device, but there is insufficient data to verify this. On examin-
ing the effects of gain and difficulty on the observed measures, note that the 
graphs for performance-time/effort do not resemble those for error. Error is 
not dependent on gain, but is on task difficulty. This is in accord with prior 
observations of a linear relation. 
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5. 7.3 Summary - Various Tasks Many Robots 
The purpose of this final experiment was to examine the effects of changing 
task, as well as the relation of various measures to gain/ difficulty. The latter 
objective has been achieved, despite the fact that it was not possible to examine 
subjective ratings as they were not independent of each other. The results 
obtained have not contradicted the prior findings. The final status of the 
propositions of Figure 5.2 is therefore: 
A B c D E F G H I J K L M N 0 p Q R s T 
X X J X X X X X X X X J J J J X J X J X 
Legend: 
REJECTED Contra-indicated Inconclusive Indicated ACCEPTED 
X ,....., ,...., ........ J 
Having made a decision on each of these, the state of the original hypotheses 
of Figure 5.1 may be considered. As stated, I and II must be rejected (I -
performance measures are not all affected by gain and difficulty; II- effects of 
robot and device are not separable), whilst Ill may be accepted (Ill - variation 
in performance due to ability is equivalent to a variation due to gain) . The 
implications of these findings for the theory of Chapter 4 and prior work in 
the field , are examined below. 
5.8 Validation Summary 
This chapter attempted to demonstrate that vectors of model coefficients may 
be used as a transferable measure of performance for devices. The purpose of 
the hypotheses and propositions in Figures 5.1,5.2 was to validate the assump-
tions, as listed at the end of Chapter 4, on which such vectors have been based. 
Two of these assumptions have been found to be false , while another has not 
been decided conclusively. It follows from these results that vectorisation is 
not a valid approach. 
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There are several possible reasons for why this approach has not been upheld 
by the experimental results. 
Bad models or data The model fit to the data is fairly good, however it is 
possible that the experimental data or the theoretical models are flawed. 
Normalisation vs. referencing It has been assumed throughout that nor-
malisation is valid. In the case of a significantly large offset at optimal 
performance this is not the case. 
Other contributing factors Not all the factors discussed in Chapter 2 have 
been considered in these experiments, and some of those considered in-
teract in unknown ways e.g. robot, device. 
Despite showing the process of vectorisation to be invalid, testing the theory 
has thrown up some interesting points, namely: 
• ranking is inconsistent, mostly due to interaction effects 
• on a single platform, ranking by performance or Ip is inconsistent between 
experiments. 
• ranking is more consistent with gain terms used, or in gain 
• gain ranking is similar to user susceptibility ranking 
• the formulation of gain model and gain susceptibility based on control 
theory, provides best fit to all data. 
To validate these findings, comparison with prior published data on relative 
device performance, in specific applications, must be used. 
Jenkins and Connor's [80] work highlighted the relative importance of gain 
ratio w.r.t other design factors. This agrees with the importance of gain as 
found here. 
Coli et a! [72] summarised performance level rankings, obtained in several 
published studies over the years. Whilst general ranking trends can be seen, 
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some studies contradict others. This would be expected from our results, as 
the platforms, and gains have changed. 
Casali [87] emphasised how novice and/or disabled performance could be more 
significantly hampered by particular features at the initial trials, and highlights 
the fact that good initial performance is often desirable. 
Fairhead [155] evaluates several mouse/pointing devices subjectively in terms 
of the "quality", i.e. mechanical/software features, and "feel" , i.e. usability, on 
a scale of 0-5. These ratings vary with manufacturer and/or supplied drivers. 
Gain settings were influenced both by hardware and software. It is possible to 
see in one particular case, that the feel rating was influenced by the maximum 
amplitude of the device alone. Fairhead emphasises the importance of this 
consideration. 
Casali [37] predicts device performance from performance on component sub-
tasks. This method is successful in identifying which ability groups are capable 
of using which devices, as well as which skills must be developed in order to 
utilise a device. Where levels of ability are different, she finds that it is not 
possible to predict performance for one ability group, based on the equations 
from another group. It is also not practical to acquire large amounts of data 
for each ability group. This indicates the usefulness of the findings. By testing 
one user at different gains, can get an idea of the user susceptibility of the 
device, as well as a performance estimate. Barker [153] describes a system to 
do just this. It is suggested, however, that large quantities of data be collected 
over time to determine the particular user susceptability to the device. 
It is evident that throughout the literature, there has been a problem with ob-
taining consistent ranking by any given criterion. This chapter has answered 
most of the concerns regarding the consistency and validity of the approach 
outlined in Chapter 4. This approach works for multiple device-robot com-
binations, on a variety of manipulation tasks. Results support the theoret-
ical performance models proposed. While the assessment strategy succeeds 
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in predicting performance, a general vector of coefficients cannot be extrac-
ted. However results strongly suggest that performance differences due to user 
expertise may be modelled as arising from a variation in gain. 
It is not possible to exhaustively test the validity of the statements made here 
about gain susceptibility. At best the principles may be repeatedly applied; 
a non-robust technique will soon fail. In the context of PHP, research will 
continue in order to look specifically, at whether observed user susceptability 
is always predicted by gain susceptability, the application of the technique to 
EMG signals, as well as the effects of manipulative disability on performance 
and gain susceptibility. In the context of this thesis the experimental work is 
complete, and all that remains is to discuss this work and its contribution to 
the field. 
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The experimental work presented in this thesis was carried out in order to 
demonstrate that the proposed theory was sound, and appropriate for applic-
ation to AT, in particular PHP. This section has demonstrated the usefulness 
of the profile concept, and its inherent characteristics (such as gain susceptib-
ility) , for comparison of input devices. 
In the following section, the implications of the theory and experiments will 
be examined in detail. Underlying assumptions and the validity of the results 
are debated, and a clear case for the contribution to knowledge made by this 
work is presented. 
167 
PhD Justification 
168 
Chapter 6 
Conclusion 
The emphasis in rehabilitation engineering has been gradually shifting towards 
assessment, and the related issues of cost effectiveness, usability and customer 
satisfaction. Despite its relevance, assessment is often given cursory treatment 
on Assistive Technology (AT) projects. The area is one in which any result 
(positive or negative) would be valuable. 
This work attempted to find, or produce, a transferable measure of usabil-
ity for input devices. Chapter 1 made the case for a structured method of 
assessment to promote effective provision of AT, and highlighted the key is-
sues involved. The approach taken by this work, as outlined in Chapter 4, 
was based on classical and empirical control methods. Experimental work 
(Chapter 5) investigated the validity of the proposed methods, and identified 
appropriate performance criteria. This work has not identified universal per-
formance criteria which may be used as transferable measures of performance. 
The inability to do so is attributed to the nature of the problem. 
An extensive literature survey (Chapters 2, 3) has brought similar work to 
light, but has revealed little work following a control engineering approach 
to this particular problem; none using this specific approach. This work is 
therefore valid, original and makes an appropriate contribution to knowledge. 
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This chapter critically examines the work presented previously. The purpose is 
to provide a greater understanding of the limitations and/or robustness of the 
method(s) developed and used here. This process is carried out in the areas 
of both experimental and theoretical work. Subsequently, specific findings are 
highlighted, and the directions for future work outlined. 
6.1 Experiments and Analysis 
Experimental data provides empirical support for the proposed profiling method 
and usability factors. 
It was suggested1 that the quantity of experimental work could have been re-
duced by employing Taguchi methods and techniques. The intention of Tagu-
chi methods is to locate optimal design points. The principles of the Taguchi 
approach however, assume no interaction between the main factor effects i.e. 
robot, device etc. Whilst adequate as experimental techniques in the design 
optimisation or selection phases, Taguchi techniques are not appropriate to 
validate theory. 
The experiments were planned around a relatively simple, full factorial design 
with many repetitions. Only some of the originally planned experiments have 
been completed. None of the experiments performed, generated the amount of 
data specified by the experimental designs of Appendix A. Despite the relative 
lack of experimental evidence, the unbalanced nature of the incomplete data 
sets, and flaws/changes in the testbed (e.g. time delay problems with the 
interface) the results are remarkably consistent. In some cases results did 
achieve the desired levels of statistical significance, in spite of the difficulties, 
making it possible to infer relationships from the data. 
The curtailing of experiments was primarily due to the time spent develop-
ing and improving the experimental testbed and robot interface software. No 
1 Presentation feedback 
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commercially available equipment was capable of performing the required ex-
periments. Therefore before laboratory tests could commence an appropriate 
testbed needed to be constructed. The problems with the initial testbed, made 
it impractical to carry out experiments in the time available. Additional time 
spent addressing testbed flaws was more than compensated for by reduce ex-
perimental time. 
It was shown that devices may be classified according to the proposed tax-
onomy, whilst tasks may be considered in terms of the required types of motion 
and thought. In retrospect, the devices and tasks used in these experiments 
may appear to have been poorly chosen. The devices tested were clustered 
in particular areas of, as opposed to spread over, the taxonomy. The selected 
tasks involved increased mental workload for smaller motions, making it im-
possible to either generalise across tasks, or determine the independent effects 
of motion and search/thought. 
Devices and tasks were chosen to match prior work. It was considered more 
important to check the consistency of this work against prior work, than to 
determine the consistency of this work over a range of devices and tasks. 
It has been shown (Chapter 5) that the combined effects of robot and device 
make it impossible to rank devices independently. The question arises as to 
whether this observation was caused by some unconsidered factor. In particu-
lar, viewpoint, relative robot motion speed/noise, and different interfaces may 
all have influenced the results obtained. 
Viewpoint In designing these experiments, viewpoint was considered irrel-
evant to the relative comparison of teleoperation systems. It was presumed 
that as long as the viewpoint was consistent, any effects on performance 
would be uniform. It has subsequently become evident through the literat-
ure, that2 there can be no generic approach to visual display (view) selection, 
2Perception vs. impression at different distances and scales are attributed to the different 
visual effects/cues which contribute to perspective/stereo viewing. 
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as there will be an interaction effect with other factors to produce a combined 
performance level. 
Perception of robot In an attempt to achieve consistent perception of ro-
bot motion, all robots were programmed for straight line motion. This requires 
accurate forward/inverse kinematics, and was achieved to differing levels of ac-
curacy for the three platforms. The size and speed of the robot also influenced 
user stress levels, and hence performance was affected. This observation by 
the supervisor was confirmed by user comments. 
Interface Limitations The testbed software ran differently for different ro-
bots, due to the relative complexities of the relevant interface, and the clock 
speeds of the different PCs in use. It is therefore not correct to ascribe differ-
ences in speed/response solely to the robot. 
Other unaccounted sources of variation include: 
• Details of co-ordination and/ or perceptual difficulties (e.g. colour percep-
tion, motor disorders, and/or dyslexia) were not explicitly requested on 
form, solicited by the supervisor, or used in determining expertise level. 
• Likert scales, used to estimate perception of performance, which are 
highly dependent on the phrasing and interpretation of the question. Sim-
ilarly no explicit justification has been made for the weighting of queries 
used to determine expertise level. 
• Experiments were not balanced with respect to the expertise level. The 
use of random numbers to choose combinations of gain and difficulty may 
have inadvertently led to further bias. 
• Experiments did not account for long-term learning, different behaviour 
on different sessions, or the use of strategy. 
• Ongoing changes in the testbed and interface. 
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A final criticism of the experimental work, is that it may be considered some-
what contrived. It therefore may not be possible to make positive assertions 
about applicability and extensibility, to real situations, based on this data. 
This concern can only be addressed by further experimentation. 
6.2 Theory and assumptions 
There are many concerns about the theoretical work which need to be ad-
dressed. Firstly, the theory on which the models are based should be ques-
tioned. The assumption that all human motion may be approximated as a 
linear continuous second order system, limits the scope in which the control 
system analysis is valid. Previous researchers ( [129], [131] ) have used discrete 
control system models of human motion, although it is generally acknowledged 
that the actual human motion system is non-linear. As standard analytical 
procedures assume approximations of both discrete and non-linear systems, to 
linear continuous systems, the assumption is justified. 
The analyses performed are based on methods, equations and theories consist-
ent with Fitts' Law. Fitts' Law and similar equations presume rapid aimed 
movements, which do not occur in some of the circumstances to which such 
equations are applied. Despite these objections, there is no getting round the 
fact that Fitts' type equations work well as empirical fits to observed data. 
This work has determined that despite the good empirical fit, it is not possible 
to use Fitts' type equations as the basis for comparison between devices on 
different users and platforms. Therefore the practice of normalisation, which 
has been adopted in performing comparisons across platforms and between 
users, makes inherent assumptions which are not valid for this data. These 
statements seem to imply that the analysis needs to be repeated. This is not 
necessary as the model and practices are still appropriate for the comparison 
of devices on a single user and platform. 
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Relative gain susceptibility has been proposed as a new performance criterion 
which reflects user susceptibility. Conventional control gain selection tech-
niques include: 
• optimal gain selection on test task 
• stability - minimise oscillations on step response 
• frequency response - gain-magnitude 3dB fall off 
These techniques parallel the proposed criteria (respectively minimum time, 
Ip, and gain susceptibility). To the author's knowledge such techniques are 
traditionally used to establish suitable gain choice. Susceptibility to gain is 
not taken as a reflection of user susceptibility, although this may seem intuitive 
on reflection. 
These results enable the following deductions to be made regarding input 
device characteristics: 
• Absolute, analog devices possessing good resolution and minimal interface 
lag perform best because: 
- digital devices have problems with the step size. 
- relative devices incur problems when messages are lost. 
- low resolution reduces an analog device to digital-like behaviour. 
- lag- leads to overcompensation due to sampling and buffering effects. 
• The acceptable gain range depends on the motion strategy used. Motion 
strategy was altered to cope with diferent gains. Further, different persons 
assumed different device use/motion strategies. Familiarity of the user 
is the key to this. It should be noted that no explicit instructions were 
given to the users on strategy. 
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6.3 Review and Further Work 
This thesis demonstrates that the original project aims and objectives have 
been pursued t hroughout the PhD work. In doing so, an original contribution 
has been made to PHP and more generally to the field of AT. The aims and 
objectives are repeated below: 
Aim: 
to investigate theories f3 criteria by which control devices for teleprostheses can be 
compared and evaluated1 and further, to establish a framework for specification, and a 
comparison methodotogy, through which the design and provision of controls for 
teleprostheses may be enhanced. 
Objective A) to determine the need for comprehensive specification, comparison and as-
sessment of controls for teleprostheses. 
Objective B) to identify and/or develop frameworks, and associated methods, suitable for 
the specification, comparison and assessment of controls for teleprostheses. 
Objective C) to prove that framework(s), and associated methods, produce consistent 
results; both in the assessment of a particular control, and the relative rankings of 
controls, for teleprostheses. 
Objective D) to verify whether the methods or framework can be used to facilitate design 
and provision of teleprostheses. 
Objectives were appropriate for the aim, as through A), B) and some con-
sideration of C), a general investigation into associated theories has emerged. 
Although the application of consistent methods to AT has not been achieved, 
this is due to the incomplete objectives C), D) as opposed to a flaw in the 
objectives themselves. 
Some of this knowledge while already available, was not previously presented 
in this manner. Specific elements of this work which are original include: 
1. Demonstration that competing aimed motion paradigms are essentially 
equivalent and consistent with the origins of Fitts' Law. Chapter 3 
2. Inclusion of gain into the performance model, and the comparison of 3 
formulations of gain ,one of which is original to this work, in their fit to 
this model. Chapter 4, Chapter 5 
3. Identification, and demonstration, of gain susceptibility (and a technique 
for empirical measurement) as a predictor of user susceptibility. Chapter 5 
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4. Fitts' law was shown to be inappropriate for empirical comparison of 
devices across users and/ or platforms. Chapter 5 
The practical use of gain susceptibility as a performance criteria relevant to 
PHP /AT depends on the resolution of several issues, primarily: validation on 
devices in untested areas of the taxonomy, application to persons of various 
abilities, extension to "real" tasks, identification of confounding factors, and 
the development of suitable application guidelines. The originally proposed 
program of work, in line with Objectives C) and D), accomplished this rigor-
ous testing and validation. The further work therefore consists primarily of 
completing the tests as originally planned. The experiments to be carried out 
are outlined in Appendix B. 
Areas of interest in the proposed experimental work include: 
• Device characteristics (Kd, mechanical travel) behaviour under variable / changing 
/ different gain factor(s), buffering, deadbands, hysteresis, & time Jag, alternative 
configurations, manufacture, or t riggering mechanism. 
• Viewing and task board angles wrt task motion plane. 
• 3D and multisensory tasks/devices. 
• Different gain (non-linear mapping/velocity faccl'n), feedback, and control modal-
ity( reduced axes, scan, limits). 
• Motion requirements, physical human motions, motion strategies, effects of disability, 
and t he influence of other factors such as age, sex and handedness. 
Particular areas of interest to PHP include: 
• Testing with disabled users, and custom devices, and the effects on usability factors 
• Effects of disability on EMG (low-level or distorted EMG signals due to limited muscle 
development or muscle wastage) , and the applicability of gain susceptibility to EMG. 
• Association between muscle movements, and actual motion, and effect on learning 
• Effects on the rehabilitation process: 
- Less physical motion requirements may hamper rehabilitation. 
- Varying detection levels may be used to enhance rehabilitation. 
The methodology outlined in this thesis may also be used to perform tests 
for identifying furt her useful performance criteria. One should also look into 
the minimum number of tests required to estimate the relevant performance 
176 
CHAPTER 6. CONCLUSION 6.3. REVIEW AND FURTHER WORK 
criteria. This information is needed in order to establish suitable working 
procedures and practices. 
During this project, AT has developed, with many new projects building on 
past work e.g. MARCUS has evolved into TOMPAW. This has led to even 
further demand for custom device provision. At the same time, the range 
of available input devices is expanding, particularly into relatively untouched 
sensory areas such as 3D representation, the use of haptics (touch) and mult i-
sensory devices. As both the demand for, and the range of, available devices 
increases, selection of input devices becomes an ever increasing problem, which 
can no longer be masked by manufacturer specific solutions. It is evident that 
the issues examined in this work have not become obsolete during the research 
period. T he impact of these findings will become clear over the next few years. 
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Summary - PhD Justification 
In this section, the thesis has demonstrated which of the original objectives 
have been met, and argued that the work presented is sufficient for PhD. 
In the final section, all auxiliary material to this thesis is presented. This 
includes the details of the testbed, experiment design, ancilliary documents, 
bibliography, and finally copies of the publications, and supporting files/results 
on CDROM. 
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Appendix A 
Design & Analysis of 
Experiments 
The design of experiments is a well studied field [156]. It is of particular relevance when one is 
attempting to consider hypotheses, or demonstrate model fit, at a desired level of statistical 
significance. Unlike optimisation problems (such as those targeted by the Taguchi methods 
[157] ) such consideration requires that no assumptions are made concerning the interactions. 
That is, one should be able to isolate the effects of any single factor , and/or interaction, 
from all others present in the experiment. 
In this appendix, the basic theory and terminology of experimental design are explained, 
this thesis work is analysed with respect to the general theory, and decisions concerning the 
nature of the experiments are made. For detailed explanations of any concepts, or theory, 
presented here the reader is referred to any standard statistical or experimental design 
reference text. The final experiment configurations used are documented in Appendix C. 
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Experimental Configuration 
In order to appreciate experimental design and configuration, certain basic concepts are 
required. The response is the output/item which is measured during the experiment. The 
variables that are set during the experiment, contributing to the response are referred to 
as the factors. Each factor may be set at one of several levels, which may be either fixed 
or random. A full factorial experiment is one in which every level, of each controlling 
factor, is combined with every possible arrangement of the levels of any other factors. For 
example, consider two input variables, color and size each with three fixed levels (RED, GR , 
BLU; SML, MED, LGE). Nine (3 x 3) trials must be run in order to obtain a full factorial 
experiment (i.e. RED-SML, GRN-SML, BLU-SML, RED-MED, GRN-MED, BLU-MED, 
RED-LGE, GRN-LGE, BLU-LGE). To increase the accuracy of a factorial experiment, 
multiple replicates are run. For example, two replicates of the previous example would 
require eighteen (2 x 3 x 3) trials. 
For factors with many levels, and/or more than two factors , it is sometimes impractical to run 
a full factorial experiment. In such cases, either partial factorials1 , or Latin square design(sP 
may be used. There are many choices of partial factorial or Latin square which may be made. 
When either of these techniques is used1 one needs to be careful with replicates. Where 
replicates are required, it is not appropnate to just repeat the same tests. It is neccesary 
to analyse and spread the replicates about the full factorial space to ensure that the design 
remains balanced. 
Nesting or blocking of experiments is eq_uivalent to the factorial concept. For each combina-
tion of factors, a sub-experiment is performed involving other factors. This is handy where 
there is a need to run full factorial on some factors , but not others, or where one of the 
sub-experiment factors is dependent on a factor in the outer experiment. 
For the experiments presented in this thesis the response variable is performance, and the 
controlling factors are device gain, and task difficulty. Contributing factors, which we expect 
to influence results, and possible error sources, are listed below: 
Response Variable 
Control Variables 
Performance 
Device Complexity 
Task Difficulty 
Robot 
Concomitant Variables Input Device 
Task 
Error Sources 
Ability 
User Variability (experience, person) 
Performance Measurement Error 
Test Point Selection Bias 
To accommodate changes in the control variables, a two (2) factor factorial experiment 
should be used, with either fixed or random values as appropriate. 
To accommodate various configurations, and facilitate comparison across configurations, 
randomised blocking of the basic two factor factorial will be utilised. Graeco-Latm squares 
or full factorial will- be used for robot, device and task factors. Separate experiments for 
ability groups will be run (equivalent to separately blocking by ability). 
To avoid bias, random task blocks (and/or difficulty formulation) will be selected for each 
I Partial factorials use extremes or a section of the full factorial space 
2In Latin square designs each factor level is used exactly once with each level of every 
other factor - this requires more than 2 factors 
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participant. Variability3 will be limited by test conditions and by normalisation w.r.t indi-
vidual manual performance baselines for , or optimal performance in, each session. Measure-
ment errors are assumed to be randomly perturbed about a constant value. This may be 
eliminated by multiple replicates of a trial. 
At the heart of this design is a simple (2 factor) experiment in which both variables, gain 
and difficulty, are continuous. To decide the number of levels for each factor, the number of 
replicates to perform, and whether the levels will be fixed, or randomly chosen, experimental 
design theory must be used . 
Experimental Design Theory 
Montgomery(156) provides an excellent review of the required statistical theory, as quoted 
here: 
A statistical hypothesis is a statement about the parameters of a probability 
distribution .... (Consider the means J.L1, J.L2 of two distributions.) The statement 
Ho : J.LI = J.L2 is called the null hypothesis and H1 : J.Ll =I J.L2 is called the 
alternative hypothesis. The alternative hypothesis specified here is called a two-
sided alternative hypothesis (as opposed to a one-sided alternative hypothesis; 
which is only true for one extreme) since it would be true either if J.Ll < J.L2 or if 
J.Ll > J.L2· 
To test a hypothesis we devise a procedure for taking a random sample, com-
puting an ap~roJ>riate test statisttc, and then rejecting or failing to reject the 
null hypothesis Ho. Part of this procedure is specifying the set of values for the 
test statistic that leads to rejection of H0 . This set of values is called the crit ical 
region or rejection region for the test. 
Two kinds of errors may be commited when testing hypotheses. If the null 
hypothesis is rejected when it is true, then a type I error has occurred. If the 
null hy~othesis is not rejected when it is false, then a type II error has been 
made. The probabilities of these two errors are given special symbols: 
a = P(type I error) = ? (reject Ho I Ho is true) 
/3 = P(type I I error) = P(fail to reject Ho I Ho is fal se) 
Sometimes it is more convenient to work with the power of the test, where 
Power = 1 - /3 = ? (reject Ho I Ho is fal se) 
The general procedure in hypothesis testing is to specify a value of the prob-
ability of type I error a, often called the significance level of the test, and then 
design the test procedure so that the probaoili ty of type II error /3 has a suitably 
small value. 
One way to report the results of a hypothesis test is to state that the null 
hypothesis was or was not rejected at the specified a-value or level of significance . 
. . . This statement of conclusions is often inadequate, because it gives tne decision 
maker no idea of whether the computed value of the test statistic was just barely 
in the rejection region or whether it was very far into this region. FUrthermore 
stating the results in this way imposes the predefined level of significance on 
other users of the information. 
To avoid these difficulties the P-value approach has been widely adopted . .. we 
define the P-value as the smallest leve of significance that would lead to the 
rejection of the null hypothesis H0 . (If the P-value is greater than the chosen a 
then reject null hypothesis.) 
It is customary to call the test statistic (and the data) significant when the null 
hypothesis Ho is rejected ... 
3Variability within and/or between participants, due to ability, tiring & learning 
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Selection of an appropriate sample size is one of the most important aspects of 
an experimental design problem. The choice of sample size and probability of 
type II error fJ are closely connected .. .. The probability of type II error [also] 
depends on the true difference in means {J [to be detected by the null hypothesis] . 
A graph of fJ versus {J [or related measure] for a particular sample size is called 
the operating characteristic curve or O.C. curve for the test. 
[156, Montgomery(1997)] 
The null hypotheses to be tested in this work may be generally classified as: 
• the performance means of factor groups are equivalent to each other and/or that of 
the population 
• the performance variances of factor groups are equivalent to each other and/or that 
of the population 
• there is no correlation between performance and the factor level within a group 
• there is no correlation between predicted and actual values of performance 
• the model fit is good, i.e residuals are normally distributed about 0 
• the particular coefficient values are good estimates 
Three test statistics in particular, are used to investigate these null hypotheses. The coef-
ficient of correlation, r or R1 t he t-statistic, and the F statistic. Each 1s associated with a particular technique, and will be explained in turn. 
Use of both the t and F statistics assume normality in the population. This assumption 
needs to be checked before accepting the results of any subsequent analysis based on these 
tests. Both tests are fairly robust, however, and should be able to provide reasonable results 
as long as the departure from normality is not extreme. 
Correlation and Regression 
Correlation is the degree of association between two sets of data. It is defined as positive 
if both sets of data change in the same direction (e.g. both increasing) and negative if the 
sets of data change in oposite directions (e.g first data set increases as the other decreases). 
Regression is the fitting of a specific function to a data set, determining the appropriate coef-
fients for the factors to yield an estimate of the response. A model derived using regression 
is valid only within the range of the regression. Caution must be taken against extending it 
beyond that range. 
The coefficient of determination is defined as the proportion of variability in the data which 
is explained by the regression model (1 - ~~~) The coefficient of correlation r is defined as 
the square root of the coefficient of determination (r2 ) , with the sign determined in the same 
way as correlation is defined. Where there is perfect correlation, both coefficients have a 
magnitude of 1. Similarly where there is no correlation these coefficients are 0. Appropriate 
regression models may be selected, on the basis that the best one is the one with the largest 
magnitude of either coefficient. 
Where there are more than one factor contributing to the response multiple and partial 
correlation coefficients may be obtained. The multiple correlation coefficient R represents the 
variability explained by the entire model, while the partial coefficients (e.g r 3,12, r 1,23 hold for 
one variable, while all others are kept constant. Multiple correlation coefficients are affected 
by the number of factors in the model. This makes it difficult to compare between models 
involving different numbers of factors and/or interactions. To compensate, the multiple 
coefficient of determination (and subsequently the multiple coefficient of correlation) may 
be adjusted as follows: R~dj = 1- ( l -~22~)-J ) , where there are n trials and p factors. A 
large difference between R and R adj is indicative of a large number of non-significant terms 
in the regression model. 
Alternative measures of unexplained variability are the coefficient of variation Cv = ~ 
and Mallows coefficient Cp (which is ideally equivalent to the number of unknown coefficients 
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in the model for an unbiased estimate) . Tests for lack of fit of a model may also be done by 
using an ANOVA on the residuals. 
Analysis of Variance (ANOVA) 
The sum of squares (SS) of several, normal and independently distributed random variables 
follows a distribution known as the chi-square distribution. It follows that the variance of a 
sample taken from a normally distributed population follows a chi-square distribution. 
The F distribution is defined as the ratio of two chi-square distributions over their respective 
degrees of freedom. It follows that the ratios of variances of two samples follows an F 
distribution. Where population variances are equivalent, the ratio (F statistic) will lie in a 
band about 1. 
This Qhenomena is used to facilitate the analysis of variance, which identifies the ratio of 
the SS due to model and error. That is, looking for a perceptible difference in variance 
caused by the factors. ANOVA assumes a linear regressiOn model can be fit to the data. 
By using ANOVA, we can determine model adequacy. The ratio between the two follows 
an F distribution. If they are roughly equal, (F=l) then the error effects and factor effects 
cannot be distinguished. By using a partial F test, and comparing to the full F test, it is 
possible to determine if any variables are not significant. If the variance due to group is 
greater than that due to error, the means must be significantly different. 
The normally accepted error sum of squares (difference between data and model) has two 
components: difference beteen data and data mean and difference between data mena, and 
model. By comparing the sums of squares of the \atter items, it is possible to determine 
which is dominant. Ifthe dominant item is difference between data mean and model , there 
is a Jack of model fit. 
In performing the analysis of variance, it is possible to determine if the effects of a factor 
group are significant. This does not show wh1ch factor levels have contributed to this effect. 
In order to do so, it is neccesary to tests for difference in means. 
Difference of means 
In addition to using the F statistic to detect a difference in means over the group, it is 
neccesary to compare means between factor levels. In order to do so, the t-test is most 
frequently used. 
Small samples (N < 30) of items drawn from a normal population4 , tend to follow a t-
distribution. The particular t-distribution depends on the number of degrees of freedom 
involved. The t-test is based on the fact that the sample mean is an estimate of the pop-
ulation mean, and that the probability of obtaining the sample mean given a presumed 
population mean, may be determined. Similarly, where two samples are drawn from differ-
ent populations, it is possible to determine the probability that the two population means 
are the same, from the sample means and variances. These probabilities are then compared 
to the specified a: values. 
There are several alternative tests for comparison of means which reduce the load (i.e. it 
is not neccesary to compare every possible pair of means using the t test) One of the more 
robust is the Duncan Multiple Range Test. In this test, the observed values are ranked 
starting with extremes and then checked to see if the observed difference is significant, using 
a lookup table for range (based a:, rank index, and number of degrees of freedom); and 
actual sample variance. It is only neccesary to check until an insignificant difference is 
found between two extremes. All others withm the band will be insignificant. 
4 Most random phenomena follow a normal distribution - even when the population is 
not normal, the distribution of means is nearly normal 
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Determining sample size 
Both the t and F tests are dependent on the number of degrees of freedom v in the variables 
on which they are being used. Operating characteristics (OC) are based on a , and the 
number of degrees of freedom, and may be used to predict the maximum probability {3 which 
will be obtained from a given number of replicates. In order to determme the sample size 
required, B is predicted for different numbers of replicates, and an appropriate configuration 
is chosen based on the experimental constraints. 
For the different distributionsl {3 is plotted against different quantities in the OC . For the 
t test the variable is d defineo as half the detectable difference in mean as a prOJ?Ortion of 
the standard deviation. For the fixed and random effects models of analysis of vanance, the 
variables are ~ and .>. respectively. 
The expressions for ~ and .>. are: 
~=~ 
.>. = . J 1 + nar2 V a2 
where estimates of deviation in mean D and standard deviation of sample and population 
a, ar are available. 
If such estimates are not available, the following equations based on detectable shift in 
standard deviation may be used: 
~ = y'ny'(1 + P)2- 1 
.>. = y'1 + n({1 + P)2 - 1) 
The operating characteristic is selected using the desired significance level a , and the number 
of degrees of freedom involved, either singly in the t test, or in the numerator and denom-
inator of the F statistic (v1 , 112 where 111 < 112). The value of {3 is obtained using either d,>. 
or ~ on the relevant operating characteristic. 
For 2 factor factorial design} there are three values of>. or~ to consider, individual for each 
treatment, and one for the mteraction between treatments. 
For Latin square design, the values will be equivalent for each treatment, as they all have 
the same number of d.o.f. 
Experimental Design 
The basis of the design is a 2 factor , factorial experiment, in gain and difficulty. To simplify 
the design decisionsl assume the same number of factor levels f for each variable, and that 
they are either botn fixed, or both random. Assume that there are h replicates of this 
experiment. 
ull hypotheses comparing means between factor levels of either gain or difficulty, for the 
specified criteria (a= 0.05 ,{3 < 0.1,d = 1) 5 require approximately 15 trials, from the O.C. 
This means that ((15+1)/2) 8 observations must be made at each factor level, in order to 
facilitate comparison of means. 
ul1 hypotheses utilising the analysis of variance to determine factor effects, require a cer-
tain number of trials as well. Examining multiples of 8 replicates (of a 2 factor factorial 
experiment involving 3-5 separate gain levels, and task difficulties) using either fixed or ran-
dom effects models of variance, for the specified criteria (a = 0.05, {3 < 0.1, P = 0.5)6 , the 
equations reduce to: 
~ = y'ny'(1 + 0.5)2 - 1 = \h.25n 
5d = 1 means a change in mean up to plus/minus one standard deviation 
6 P = 0.5 means a detectable change in std deviation of plus/minus 50 percent 
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>. = .j1 + n((1 + 0.5)2 - 1) = J1 + 1.25n 
f h VI V}i v2 >. fJ>. fJ>.i <P {J;p 
(!- 1) (!- 1)2 P (h -1) J1 + 1.25h v'l.25h fJ<:>i 
3 8 2 4 63 3.3 0.28 0.07 3.2 0.01 
16 2 4 00 4.6 0.15 0.03 4.6 0.01 
24 2 4 00 5.6 0.10 0.01 5.6 0.01 
4 8 3 9 00 3.3 0.17 0.01 3.2 0.01 
16 3 9 00 4.6 0.06 0.01 4.6 0.01 
24 3 9 00 5.6 0.03 0.01 5.6 0.01 
5 8 4 16 00 3.3 0.07 0.01 3.2 0.01 
16 4 16 00 4.6 0.03 0.01 4.6 0.01 
24 4 16 00 5.6 0.01 0.01 5.6 0.01 
Note that for v1 > 8 we use the v1 = 8 curve,; and for v 2 > 70 we use v 2 = oo curve. 
Acceptable p ~ 0.1 
It follows that for 8 observations at each factor level , f = 3 is sufficient to detect effects on 
fixed levels, and interactions between random levels. To detect effects on random levels, it 
is neccesary to either triple the number of trials to 24, or increase f to 5. 
Above this basic 2 factor factorial , there is either: 
• a single factor effect at 2-4 levels (such as ability, mode etc), 
• a 23 factorial in robot and device, or 
• a 33 Greco Latin square in robot, task and device group. 
For a single effect, 8 replicates of each effect are required. Therefore the basic experiment 
is completed for each effect level. 
For a 23 factorial (i.e 3 levels each of two factors) prior ANOVA analysis indicates that the 
8 replicates are sufficient for fixed effects (robot and device will always be fixed effects) . 
Finally, consider the Greco-Latin square. The number of individual degrees of freedom in a 
3x3 Graeco-Latin square is 
VI = j - 1 = (3- 1) = 2 
The number of error d.o.f. in a 3x3 Graeco-Latin square with h replicates, assuming different 
operators: 
(9h- 1)- 2- 2 - 2- h(2) - (h- 1) = 9h- 1- 6- 2h- h + 1 = 6h- 6 
Assume a further g replicates of the Latin square. Replicating the test g times: 
v 2 = (9gh- 1)-2-2-g(2)- h(2)-(gh - 1) = 9gh - 1-4-2g-2h-gh+1 = 8gh - 4-2g-2h 
From prior calculations: 
v 1 = 2; h = 8; v2 = 62g - 20 
As these are fixed effects only, for robot,task and group, for a single replicate: 
g = 1; V2 = 4; <P = v'iO = 3.16; {J;p = 0.01 
Decision: 1 replicate is sufficient for fixed effects. 
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Experimental design choice 
Apart from the number of replicates, and the nature of the experimental configuration, the 
needs of the participant must also be considered. An individual should not do too much, 
as ability, learning and fatigue effects have been omitted from the design. Individual effort 
should be kept to a minimum. In order to do so, the following restrictions are imposed : 
• All participants within an experiment must have similar ability measures7 
• A participant will be assigned particular robot-task-device combinations for the dur-
ation of an experiment, and may not be involved in more than one experiment at a 
time. The choice of combinations, and the order in which they will be dealt with, will 
depend on the experiment concerned. 
• Individual trials will not last more than 5 minutes, and a session will not last longer 
than 1 hour. 
Taking all these issues into consideration (configuration and participant), final decisions 
were made as to the actual experiment method, sizing, and choice of evaluation factors. 
These decisions were made withprovisos, where ideal configurations are not possible. The 
decisions for each experiment will be discussed in turn. 
Experiment 1: Model & Interaction 
Participants are to be assigned to one of 3 device groups (each containing 3 devices), and 
to one of 2 difficulty definitions, on a single task i.e PIH. For each of the 6 difficulty-
group combinations, 4 participants will be assigned, making a total of 24 participants. 
Each participant will perform 2 replicates of all 9 robot-device combinations. Within each 
replicate of a robot-device combination, they will perform 9 gain-difficulty combinations at 
semi-fixed (not wholly random) levels. This gives 8 replicates of each robot-device-gain-
difficulty combination, whlch should be sufficient for analysis of these factors, as well as 
ensuring that participant-group and difficulty effects do not exist. 
Note that this design is based on the fixed factor design, so {3 may be larger than specified. 
Also note that participants must complete the experiment and there is no room for drop-
out, in order to allow learning and individual effects to be determined. Manual trials should 
also be completed for use as a potential benchmark. 
Experiment 2: Trends across tasks 
Participants are to be assigned three trials, one from each device group, such that they 
use each robot(3 robots), and perform each task(3 tasks) once only. There are 4 devices in 
each device group. There should ideally be no repeats in the combination of devices used 
amoungst the trials. 
To combine the participant, grout>, robot and task, level 3 Greco-Latin squares are used. i.e 
a partici?ant will be assigned a smgle row of such a square. The number of participants in 
an expenment will therefore be a multiple of 3. Where possible, this should be selected so 
that contributing Latin Squares are repeated equally. 
8 replicates of the experiment are required for each device, of which there are 4 in a device 
group. It follows that (8x4) 32 replicates of the Latin square design are required. If each 
participant is required to perform the sub-experiment twice, a minimum of 32*3/2 48 par-
ticipants are needed in this experiment. 
It is not possible to fully balance the design in 48 trials, under the listed constraints. The 
final design has 57 configurations. The final 9 were added to satisfy the balancing constraints. 
A participant with a specific robot-task-device combination will be required to carry out 
5 randomly chosen tests executed once at each of 5 gain levels randomly chosen within 
7There is no such restriction about task, device, or robot , which trials may be designed 
to highlight. 
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the operating range of the device. The order in which the test-gain combinations will be 
executed is set randomly. The definition of test depends on the task concerned8 . In addition1 the participant will have 5 warm-up trials of a sixth pre-set sequence at a pre-set gain, ana 
5 manual trials (if needed) of the test sequences each at the beginning and at the end. This 
makes a total of 30 robot trials, and optionally 10 manual trials, to be accomplished in a 
single session. The full commitment of any participant in an experiment involves 6 sessions, 
each involving 40 trials. 
Alternatively, by reducing the number of levels to 3, and replicating twice/thrice within the 
same session , gives 27 trials + 3 warmups, + 10 manual trials to give 40 trials per session, 
and 3 sessions per participant. This is the final configuration used due to time constraints. 
Experiment 3: Consistency & Prediction 
This experiment attempts to match the reliability of the PIH mult i-robot tests, of experiment 
1. In t hese tests, for a single robot(SIM); two tasks(1D /2D or Scan/Motion); 3 levels each 
of gain and difficulty, 8 replicates are needed for each task, on each device tested. 
Assuming three devices, this is 8x2x3=54 replicates. In a session, let each participant per-
form a replicate of each of the 6 task-device combinations. (1 warmup plus 9 combinations). 
Therefore 8 participants are needed where each participant performs 60 trials in a single 
session. Because a sample with less than 20 members is not statistically valid when using 
different participants, treble the number of participants to 24. The devices should be used 
in a random ordering. This configuration is to be run for: 
1. prior tested devices (predict from prior?) 
2. novel devices + prior device on fixed effects 
3. novel devices + prior device on random effects (predict from fixed?) 
Experiment 4: Miscellaneous effects 
This experiment attempts to match the reliability of experiment 3~.- in examining mis-
celleaneous effects. For a single robot, on a single tasks, up to 3 enect levels1 _plus the 
null effect are to be tested on different effect areas, at 3 levels each of gain and difficulty. 
For each effect, 8 replicates per effect level are needed. Let each participant perform a single 
replicate of each level (up to 4) in a single session. This gives 8 participants. Because a 
sample with less than 20 is not statisticall.x valid, when using different participants, treble 
the number of participants to 24 for each effect to be examined. 
Experimental Results Analysis 
To examine all of the null hypotheses1 it is neccesary to analyse the data. Analysis is closely 
related to, and in some ways constramed by, the nature of the design. ANOVA t-tests and 
correlation, as discussed previously, may all be ap_plied to the analysis. Before applying these 
it is neccesary to check that data IS balanced1 sufficient, and meets all test assumptions, and that there are no confounding factors . This IS a tedious process. 
The use of statistical packages to perform these check~ and the subsequent analyses is now 
standard practice. The packages used here are: EXC~L, ACCESS to compile and present 
data. STATISTICA and STATGRAPHICS for the primary analyses. SPSS and MINITAB 
are also available at the University of P lymouth. Statistical software is also used to predict 
lack of fit and examine individual coefficients. In addition to these standard methods, the 
software also supports tests which have not been described here. 
8PIH: peg width, and sequence; LF: line and peg width, PM: button size and sequence 
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Optimisation methods such as those advocated by Taguchi (S/N ratio) , may also be applied 
retrospectively to the data, if deemed neccesary. Taguchi methods (157] attempt to optimise 
the response, by reducing the variability due to uncontrollable factors. This resembles this 
work, in that we are attempting to pick flat gain profiles. This would suggest that Taguchi 
methods would be suitable for design of devices. ote that Taguchi methods have been 
criticised by Montgomery(l56], as statistically, no better than a full experimental design. 
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Test bed configuration 
Software and Hardware used in this project are described briefly in this ap_pendix. Copies 
of software, and some hardware relevant files , are on the CDROM included in this report. 
See Appendix E for the CDROM contents listing. 
Hardware 
Staubli-Unimation PUMA560 robot ....... . ... . .... ....... . . .. ... ........ . .......... . 191 
UMI RT100/RTX robot ........... . .. ... .. ....... . .. .... . ..... . .. . .................. 198 
PC - Fitts Board Adaptor . . .. .... . ........... . ..... . .... . .... .. ... . . .. .... . ... .. . .. . 199 
Fitts' Board ..... . . . .. . . .... . ............ . .. . ......... . .. . ........................... 204 
Pattern Board . . . .. . ............... . . . ..... . ..... ...... .............................. 205 
Drawing Board ................. . ... . .. .. . . .. ..... . ... . .. . ........... . . . ...... .. ..... 206 
Device communications .... .. ...... . ..... . . . .. ... .. .... ....... . .. .. . . . ... ... ..... . ... 207 
Software 
DOSD(T)MGR ........ .. ......... .. ........... .. .... . .. .. ... ... ... . ........... . .... . 208 
Data Handling .. . ........ . .. . . . .. . ...... . .... . . . . . ..... .. ... . . . .... ..... ... . .. ...... 208 
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Staubli-Unimation PUMA560 Robot 
Several PUMA 550/560 models have been used in SECEE/DMME over the past 6 years. A 
PUMA560 Mark 11 running VAL II Version 2.1A was used in these experiments. Because of 
the nature of the robot, and the need for straight line motion, the actual working area was 
severly restricted, and the final orientation of the tool had to be determined by trial and 
error. 
The particular robot was subject to a number of problems, including: 
Inadequate servicing A need for oil/lubrication, tends to generate an intermittent over-
current fault on any joint. 
Joint failure due to stuck brakes on the motors. 
Digital servo problems two cards were replaced during these experiments. 
Teach pendant problems teach pendant has an intermittent short. 
Communications communications card replaced. 
Communication with the robot was possible by a number of different means: peripheral 
emulation (terminal, disk, teach pendant), interfacing by I/0 signals, and the use of the 
alter and supervisory modes. The following pages contain the 1/0 interfacing signals used 
with this testbed, and the emulation details. The teach pendant details in particular have 
not been documented elsewhere. Alter and supervisory modes are well explained in the 
PUMA user documentation. 
The most effective communication method was the alter mode (the others were either too 
slow, inflexible, or required too much overhead processing), in which the robot shifts it's 
location by an instructed amount. This required a small program to run on the PUMA 
controller. The PC communicated with the terminal port ot the controller to start the 
program, and then send position requests through the alter port. 
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Serial Board 
The Serial Board is a standard 4 port board (7223 C34 Rev P3) based on the CDP6402 UART, which 
is con.figu red/modified to meet the needs of the urut. There are two such boards in the urut in Rm. 105 
Smeaton, in slots 3 and 4 of the Control Module. N. B. The order of the PCA boards in the slots is 
important. 
Table 5- PCA positions in Control Module 
Slot PCA 
1 Central Processor PCA DEC LSI 11/2 
2 16KRAMPCA 
3 Quad Serial PCA 'A' 
4 Quad Serial PCA 'B' 
5 Extended 110 PCA (coilllects to 110 Module) 
6,7 Empty 
8 'A • Interface PCA 
9 'B' Interface PCA 
10-15 Joint 1-6 Digital Servo PCA- interchangeable 
16-27 Empty 
28 Ann Signal PCA 
Control Module Slots are Numbered from left to nght 
Quad Serial PCA 'A' in slot 3 controls the standard devices, while the other board is COIUlected to the 
4 port coiUlectors on the bottom left side of the urut. From bottom to top of Quad Serial PCA 'A ·, the 
devices COIUlected are: Terminal, Spare, Disk, Manual control. The terminal port has an additional 3 
wire jumper from the speed select switch. 
The Quad Serial PCA' s are configured using wire wrap, and resistive jumpers, and are inserted with 
the solder side facing right, handle at the bottom. The board configuration, default settings, and 
interpretation of settings are shown below. The extra jumper on the terminal port( 4 ), runs to a small 
accessory board mounted over the handle of Quad Serial PCA 'A'. 
Solder to board 
at poirt bc ...... th 
diode 01. 
Banlc C 
Banlc H 
board .. 
OC<:CU cry poirt 
JUSt above )4. 
Ftgure 2 Serial Board Layout 
lS2 
= I CDP6402 IRl 
= I CDP6402 
P4 
P3 
Table 6- Serial Board Settings 
Name Descrietion 'A' Setting 'B' Setting 
PO-P3 7 pin wire wrap Pin4-Pin7 Pinl-Pin2 
One row: 1,2,3,4 Pin2-Pin3 Pin6-Pin7 
Next Row: blank.5,6,7 
Speed Setting 
P4-P7 6 pin wire wrap Pin E - Pin 0 - Pin 1 Pin E - Pin 0 - Pin 1 
Comms Settings Pin 7 - Pin P - Pin D Pin 7 - Pin P - Pin D 
c 4 pin wire wrap. Pin 1 - Pin 2 - Pin 4 Pin 1 - Pin 2 - Pin 4 
Pin 4 next to C. 
Jumper next to Rl 2 pin wire wrap Closed Open 
RA-RD Contacts Open lOOn resistors 
Bank 2 rows of pins lleft-2left-3left -C lleft-D; 21-C;31-B;41-H 
Upper Row 1-4 left/right (additional 
Lower Row A-I connections to 
accessory board) 
Block 4 by 4 pin wire wrap E2-E3-E4 E2-E3-E4 
Rows 5,R,C,E R2-51-52-53 R2-51-52-53 
Columns 1-4 C1-E1 
Address 10 pin wire wrap, 0 at 0100111011 0101101011 
toe. 1 at bottom 
Serial Port Connector 
The controller has several 10 way round, keyed, female connectors on it's surface for connection to 
serial devices. A diagram of the female connector is shown below. Matching male connectors may be 
obtained from Unimation (Unirnation Part Number 300-0051; Cannon Part Number SRC06A16-10P; 
HRS 016010). The port pin-outs are shown below. Where voltages are indicated, the controller 
provides de power on the relevant line. When cabling a standard RS232 PC port, a modified cable 
must be used to compensate for the signal voltage difference on the controller receive line (PC ±12V, 
Robot 0/5V). 
Table 7 Serial Connector Pinouts 
Pin Signal 
1 -12V 
2 -5V 
3 +12V 
4 +5V 
5 Signal GND 
6 LSI TX (0/5V) 
7 LSI RX (0/5V) 
8 GND (12V) 
9 GND(5V) 
10 not used 
PC Serial Port Signal IN4 148 
9pin 25pin F---+"l PUMA 
7 3 2 -- LSI RX --l-c:::J 
2 3 -- LSI TX 
6
·
8KQ 6 
5 tn -- GND 5 
Figure 3 Serial Cable: PC to PUMA controller 
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Communication Protocols 
The devices connected to the controller are each configured to expect different communications 
parameters. Similarly, the individual protocols are very different. The communications parameters 
described here are those required by the devices supplied with the controller. These parameters may 
be changed (by reconfiguring the serial board) in order to facilitate speedier access to other devices. 
Where checksums are used in these protocols, the checksum may be found by taking the two's 
complement of the sum of all the data bytes (ignoring overflow). i.e. the sum of all data bytes plus the 
checksurn should be zero. 
Terminal 
Communication Parameters: 9600 baud, Full duplex, 7 Data Bits, 1 Stop Bit, Odd Parity 
Protocol: V AL commands, followed by a <CR>; are accepted via the terminal port at any time. The 
controller echoes all characters received back to the terminal port, in addition to transmitting any 
status messages. 
Disk Drive Unit 
Communication Parameters: 9600 baud, Full duplex., 8 data bits, 2 stop bits, No parity 
Protocol: Controller commands start with <SOH> and terminate with <EOT>. Minidisk replies with a 
single byte status code. Data is transmitted in either direction in 256 byte chunks, preceded by <STX> 
and followed by a checksum byte. 
The disk drive uses single density disks with 35 tracks; 16 arcs/track yielding 528 sectors. Data is 
written in blocks of 128 bytes; 1 block per sector; a chunk will occupy 2 sectors. 
Directory infonnation, when transmitted, is organised into a special chunk of 16 sets of 16 chars. 
Each set will contain a 9 char filename, CR, LF and nulls. A deleted entry consists of all null chars. 
There are four sets of operations that can be perfonned 
( 1) data storage, 
WRITE Fll...E: <SOH>E<filename><EOT> 
WRITE CHUNK: <SOH>W<EOT> 
<STX><data><checksurn> 
CLOSE Fll...E: <SOH>C<EOT> 
(2) data retrieval, 
READ FILE: <SOH>O<filename><EOT> 
READ CHUNK: <SOH>R<EOT> 
(3) file & disk management, 
DIR REQUEST: <SOH>D<EOT> 
DIR CHUNK: <SOH>N<EOT> 
SPACE AVAIL: <SOH>B<EOT> 
MiniDisk Response Codes 
02 File already exists 
03 File does not exist 
04 lllegal Command from LSI 
05 Minidisk full 
06 Logical end of life encountered 
07 Initialisation Error 
08 Write File already opened 
09 Communication error 
Oa Minidisk not ready 
Ob Directory read error 
Oc Block check error 
10 Operation Successful 
DELETE Fll...E: <SOH>K <filename><EOT> 
FORMAT DISK:<SOH>P<EOT><SOH>F<EOT> 
CLEAR DISK: <SOH>P<EOT><SOH> I <EOT> 
COJvfPRESS DISK:<SOH>P<EOT><SOH>Q<EOT> 
l<J4 
Teach Pendant 
Communication parameters: 9600 baud, 8 bits, 1 Stop bit, No parity, Asynchronous 
Protocol: 2 bytes sent from controller to Pendant; Pendant replies with 9 bytes. Timing is important 
in this protocol. The Pendant must reply in the window directly after the controller transmission. 
The transmissions consist of settings for the pendant display (controller transmission) and status of 
the pendant buttons (pendant display). In order to interpret these transmission, it is necessary to 
understand the functionality of the teach pendant. The teach pendant has a 12 character LCD display 
for messages, 10 LED's, 16 function buttons, 12 position buttons, I emergency stop switch, and a 3-
position speed switch, whose functionality is summarised below. 
The controller will not respond to direction comrna.pds while in COMP mode. At any time, sending 
two button press commands in the same byte will result in an error. If it is necessary to do so, it is 
recommended that the messages be alternately sent. 
The 12 position buttons each control the motion(+/-) along one of 6 axes/joints. the nature of the 
motion depends on the mode in use. The four motion modes are: 
COMP - motion is determined by a program running on the controller 
TOOL - motion is made with reference to the tool axes 
WORLD - motion is made with reference to the world axes 
JOINT - moves each joint individually 
The two other modes are FREE and TICK. FREE mode allows the robot to be moved manually. TICK 
mode reduces the incremental motion of the robot to single encoder counts, and must be used in 
conjunction with one of the MANUAL motion modes (TOOL, WORLD, JOINT). 
There are several indicator lights, one associated with each mode, as well as four others: 
TEACH - a location is being taught on the controller. 
HOLD - the program has been held 
RUN - a program is ruruting 
CAL - the robot has not been calibrated since power-up. 
Finally, the teach pendant has 9 function buttons: 
CLAMP 1/2 toggle the gripper status of either one or two grippers depending on the current 
configuration. 
HOLD/RUN interrupts and resumes program execution in the manner of the controller 
HALT/RESTART switch or HALT/RESTART relay lines. 
RECORD,TP+,TP-,# and MOVE TP are buttons required to teach/alter points used in programs 
run on the controller in COMP mode. 
Details of the sequences involved in the protocol appear on the next page. 
(please note that the protocol described here has been deduced by e>.:periment, and is not complete). 
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Controller Sequence: 
<Al><A2> 
A2 - byte controlling the light display on the pendant 
bO - CAL light 
b3;b2;bl -unused codes- no light 
- 00 I - TOOL light 
- 010 - WORLD light 
- 011 - JOINT light 
- 1 00 - FREE light 
- 101 - COMP light 
b5;b4 - 00 - nolight 
-01 -RUN light 
- 10 -TEACH light 
- 11 - HOLD light 
b7;b6 -always 0 
A 1 - message code for display; this byte ALWAYS has the highest bit set to 1. 
The following table presents a selection of messages produced by the Manual Control in response to 
transmitted bytes. 
B e Messa e 
00 Blank 
01 .. 07 Limit Stop 1 .. 7 11 
08 Too Close 12 
09 Manual Mode 13 Fatal Error 
Oa ArmPwrO.ff 14 ArmPwrO.ff 
Ob Prog Running 15 Prog Running 
Oc Hold 16 Error 
Od Fatal Error 17 No Points 
Oe Teach Mode J 18 Teach ModeS 
Of Manual Mode 19 Corn Mode 
Pendant Sequence: 
<Bl><B2><B3><B4><B5><B6><B7><B8><B9> 
B9 - Checksum Byte. The sum of all nine bytes in the sequence should be 0 (ignoring overflow). 
B6-B8 All 00. 
B5- CO-EMER., 40- HOLD, 20- #key, 
02 - MOVE TP, 01 NEXT STEP 
B4- Speed Byte. Slow -10; Normal- 80; Fast- FF 
B3 - b 1 - TOOL b2 - WORLD b3 - JOINT 
b4 -FREE b5 - COMP b8/b7 - TP+!TP-
B2- b2/bl- RX+/RX- b4/b3- RY+/RY-
b6/b5- RZ+IRZ- b8/b7- CLAMP2/CLAMP1 
Bl- bl-RECORD 
b2 - EMERJHOLD - program must be stopped 
b4/b3- X+!X- b6/b5- Y+IY- b8/b7 - Z+/Z-
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PUMA I/0 Connections 
The PUMA robot acted as the controller on the initial testbed. Additional connections were 
used as safety stops, and to send signals from the PC. Connections were as shown below. To 
connect the PUMA system to the daughterboard described on page 199, a modified circuit 
with transistor is required. 
PUMA-Fi tts 'Board PUMA-PC Adaptor 
OX Relo.y 
_L 
LOAD +5V 0 I 
LOAD I 0~ 
COMMON I I I I 
... --,J\N\/V\r- .J 
oplt"ono.l pull-up 
resl stor GPIO TAP I 3K CARD BUZZER I lOO OUTPUT 
5V 0 0 ~~OMMON ·I I 0 
\IX Relo.y SPST 
Connector pin-outs PUMA 560 wiring details 
1-16 Inputs 1-16 wx 1-32 S-Side Power 
17-32 Outputs 1-16 1-16 G-Side Board Switches 1-16 
33 Aux. Output 32 G-Side Reset Switch 
34 Output Bulb Common ox 1-32 G-Side Ground 
35 Input Switch Common 1-16 S-Side Board Bulbs 1-16 
36 GND (OV) 17 S-Side Buzzer 
37 Aux. Input 18-21 S-Side Tap Box 1-4 
Figure B.1: Fitts' Board configuration(s) circuits 
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UMI RTX/100 Robot 
There are currently five RTX robots in the labs of SECEE/DMME UoP, as shown above. 
The robots are SCARA type, hence the restriction of this application to straight line motion 
in the plane parallel to the z-axis, greatly reduces the working area. 
The robots are belt driven with current controlled motors. Hardware problems experienced 
with these robots include: 
Loose belts - incorrectly tightened and/or gradual loosening. 
Faulty encoders - encoders slipping on the shafts and/or "gunge" in the slots 
Circuitry fault - overcurrent in the motors caused the thyristors to blow. 
The motors on the RT robots are controlled by 2 IP controllers, which operate independently. 
Communication is with each lP in turn, which leads to communicatiOns slow-down when 
sync is lost with the IP's, i.e. IP's swap control of communications in mid-receive. There 
are four alternatives for communicating with the RT robots: 
FRTX -DOS Forth command interpreter provided by UMI 
Library - DOS .OBJ Library provided by UMI supporting the same commands as FRTX 
CURL ( CDD) -Windows device driver and goal driven software written to support RAID 
Direct lP communications - information and protocols provided by UMI 
The first three involve using previously written software. None of these options provided 
the required speed without rnterrupting the other time dependent processes in the testbed 
software, hence the fourth alternative of direct communciation with the IP's was chosen. 
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PC - Fitts Board Adaptor 
The PC Fitt 's Board adaptor is based on the GPIO PC card[158], developed at the University 
of Plymouth. The GPIO module is designed around a pair of 82551 chips, providing a total 
of 48 input/output channels. 
A daughter board has been produced (see overleaf) to connect the Fitts' Law board to the 
GPIO card, protecting the card from excessive input, and providing the neccesary current 
levels for the board. The daughter board has three connnectors, one providing the 32 signals1 power and ground to the Fitts' board, with the other two providing external power, ana 
additional s1gnal connections. 
The GPIO card must be configured with PORT 1 as all outputs, and Port 2 as all inputs for 
the circuitry on the daughter board to be effective. The neccesary mode words are shown 
on the circuit diagram. To be compatible with the Fitts' board, the system requires 5/12 
Volt power supply, able to support the appropriate current load. 
Interface Connections for Testbed: 
- Inputs 
- Outputs 
GPIO Upper Port 
GPIO Lower Port 
Port A - 1- 8 
Port B - 9-16 
Port C - 17-24 
Low order bit is low 
PIH PMA PMB 
signal on default 
LF 
Input - Default State 
INPUT 0-16 
INPUT 17 
INPUT 18(H) 
INPUT 19(G) 
INPUT 20(F) 
INPUT 21(E) 
INPUT 22(D) 
INPUT 23(C) 
INPUT 24(B) 
N/0-LO LDR-HI N/0-LO unused 
unused unused unused unused 
unused unused LDR-HI unused 
unused unused LDR-HI unused 
unused unused LDR-HI unused 
unused unused LDR-HI unused 
unused unused LDR-HI unused 
unused unused LDR-HI RSW-LO 
unused unused unused RSW-LO 
Output - Item -
OUTPUT 0-16 
OUTPUT 17 
OUTPUT 18(H) 
OUTPUT 19(G) 
OUTPUT 20 (F) 
OUTPUT 21(E) 
OUTPUT 22(D) 
OUTPUT 23(C) 
OUTPUT 24 (B) 
state on LO 
LB-OFF 
BZ-OFF 
unused 
unused 
unused 
unused 
unused 
unused 
unused 
N/0 - normally open switch 
LDR - light dependent resistor 
RSW - reed switch 
LD - LED 
LB - LightBulb 
BZ - Buzzer 
unused 
unused 
unused 
LB-OFF 
LB-OFF 
LB-OFF 
LB-OFF 
unused 
unused 
PIH - Peg in hole 
PMA - Pattern Matching - Original board 
PMB - Pattern Matching - New Board 
LF - Line following 
INPUTS - YELLOW 
OUTPUTS - BLUE 
LD-OFF unused 
unused unused 
unused unused 
LB- OFF unused 
LB-OFF unused 
LB-OFF unused 
LB-OFF unused 
unused unused 
unused unused 
Daughterboard schematics and parts list follow, along with several modifications required 
to accomodate various voltage levels. 
1 Intel 8255 Programmable Peripheral Interface chip 
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BILL OF MATERIALS 
================= 
Design: A:\PCB.DSN 
Doe. no.: <NONE> 
Revision: 
Author: 
Created: 
Modified: 
<NONE> 
<NONE> 
02-May-97 
16-May-97 
Parts1ist generated OK. 
QTY PART-REFS 
Resistors 
VALUE 
2 4 R1, R2, R3, R4, RS, RG, 1 k 
R7,R8,R9,R10,R11, 
R12, R13, Rl4, R15, 
R16,R17,R1B,R19, 
R20, R21, R22, R23, 
R24 
Integrated Circuits 
3 U1,U2,U3 
Miscellaneous 
1 
2 
2 
3 
J1 
J2,JS 
J3,J4 
RP1,RP2,RP3 
1BPIN 
CONN-D37 
CONN-HB 
IDC26 
RESPACK-8 
:200 
ULN2803A 
MO LEX 
FEMALE 
4.7k 
J3 
IN1 1 r;:::-- 2 IN2 
IN: J ~o-t ~ -i-4-;;INm-4--1 
IN~ :lo-t ~-~6-;;1Nmr6--l 
IN/ -' ~ o-t-:n,8-;;1Nm:,.8--l 
INS 9 ~~-n1~1N~1~-~ 
IN' 12 IN'12 
INIJ1: ~0,_~14;1~N'14~~~------------I~Nff1·?-4H------.. IN1!>1!> 16 IN16 
IN' ' 1: ltl INlll 
IN1919 IN2C 
IN2'121 ~ o-t~i-Tii:mN:a_-1 
IN2J2Jo-t ~~~I~N,I4_~ 
I:! 
~PlO Port~ 
Mode 0 Word 0000 
U1 
1N17 1 
INlll 
IN19 3 
IN. 4 
IN: 
-
--
-
-, 
18 PJJ 
PJ< 
PJ9 
. 1"4U 
P4' 
1"42 
11 P43 
1C ,...•51 
V 
IN[1 .. 24) 
RP2 
RESPACK-8 
r· [ m1 m1 J 1 
- N M ... tl')CD,.... COQ) 
O - NM .-1.1")(0 
---p>-------
-:- a~8aaaaa 
[] R1 ~3 ~5 I R7 1k k k 1k 
OUT1 TJ T5 OUT7 
IN9 1 
1Nl 2 
IN 
IN!\ ?41 
U2 
18 P25 
IN' 4 I' 
_I_N _:!_ J• _p 
IN' 6 P 
IN I' 
IN 16 8 I---T1i<-P::..:'3:::,.2rf 
_t 10 r-.!!'>' 
-:- ~~~ V 
RP1 
RESPACK-8 
IN11 
INl"l 
IN:3:3 
IN44 
IN!>!> 
IN6' 
IN/ 
INS· 
r· [) ] [ ] ] 1 
- N<">..,liliDit'-<OO> 
-'-~~..,~~~~==~ 
- BBB8BBBB 
<"> Ill 
a: a: 
U3 
18 P17 
1 _p~ 
p· 
~5V 
V 
P[33 .. 50) 
RP3 
RESPACK-8 
P[9 16) 
J l J I 
- NC">..,IOIDt-<00> 
P....C00)0- NM -.r 
--~- - ~~C!~~ 
- 88588885 
. .... 
.., 
a. 
0> 
.., 
a. 
R9 I)R11 ~13 I]R15 [lR17 I]R19 ~21 k 1k 1k 1k j 1k 1k k 
T9 OUT11 T13 DuT15 ~T17 puT19 T21 
J2 
P34 I r;::-
p: 1 
P38 3 f'>o 
PJ9 4 
1'4 !l ~ 
P41 6 ~ 
P42 7 
P4 B 
P44 6 
P45 7 
1"46 fj .~ 
P4< 5 
1'46 ~ 
1"49 J ;:: 
_p50_ l_ -" 
p; 1 
eNN·H8 
('' 
N 
0 
N 
30IS wo~~oa/ 830IOS 
0000000 
cooooooo 
000000000 
oooooooc 
0 OOOOOOOOO'OOOD 0000000000000 
0 0000000000 0 00000 
ooooooooooooooooooa 
OQOOOOOOOOOOOOOOOO 
COMPONENT / TOP S IDE 
0 
TO 
APPENDIX B. TESTBED CONFIGURATION 
Hardware Connection Details: 
A) To accept a string of LDR's in a reduced light level 
B) Original PC interface circuits 
sv 
COMMON 
GP! o.----i---1 
CARD 
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APPENDIX B. TESTBED CONFIGURATION 
Fitts' Board Specification/Wiring (PIH task) 
Figure B.2: Fitts' Board and pegs 
The Fitts' board is configured with 16 positions as shown above. At each hole position, a 
single throw, single pole switch is used to detect the peg, while a light is used to indicate 
the next target position. Additional output for a buzzer, and input for the central home 
position are provided. The system is run off a +5 or +12V power supply, depending on 
whether it is running from the PUMA controller or the PC adaptor. 
Several different pegs were used with this board, in an attempt to find one which would 
perform satisfactorily, whilst still allowing error recovery. The first set of pegs (top right) 
were wooden, and had no compliance. After several collisions, and one breakage, it was 
decided that a peg was needed which would fail gracefully. Several of the alternatives tried 
are pictured (bottom right). From left to right these are: 
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Original wooden pegs had no compliance. 
Plaster of paris pegs These crumbled on collision, minimising damage to equipment. 
They were dtscontinued because of the effort involved in maKing them, the mess cre-
ated on collision, and the impossiblity of task recovery due to the deformed peg shape. 
Hinged pegs These pegs were hinged by a small spring in a bent drinking straw. These 
bent on collision and sprung back to shape. Apart from a tendency to droop, the 
spring/straw fatigued regularly, requiring frequent replacement. 
Final sprung peg A large spring was mounted in a holder, with a mounting for the peg, 
push-fit to the top of the spring. This was the most satisfactory solutiOn, however 
did also display a tendency to droop, and the spring was bent after prolonged testing. 
The holder and tips are shown in the pictures above(bottom left). 
Pattern Board (PM task) 
Figure B.3: Pattern Matching Task 
There were two incarnations of this task. The first (on the left) was designed to be used 
horizontally. LDR's were used to determine if there was a peg at a particular location. 
These were connected to the PC adaptor individually) configured as part of a resistive 
divider connected to a 5V supply. Difficulties with viewmg angles, positiOning in the robot 
workspace, and grasping/releasing the pegs, made it evident that a re-design was neccessary. 
The new board was mounted vertically\ and used a single peg, of the same size as previous, 
but mounted on the sprung PIH peg ho der. Contact switches were used to determine where 
the peg was touching the board. LEDs' were used to indicate the active pattern. LDR's 
were connected in lines and used to detect the "skew" of the peg relative to the switch. The 
design of this board, radically changed the task. Where previously, the participant made the 
pattern by arranging the pegs as required , in this case the participant bad to make contact 
to toggle a particular LED. The final design suffered from several problems: 
• LED's were below-right of switches- led to some confusion as to which LED linked to 
which switch. 
• The switches had no de-bouncing circuitry attached- led to multiple contacts detected 
on a single contact . 
• If the peg was too off center, compliance made it impossible to activate the switch. 
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Drawing Board (LF task) 
Figure B.4: Pen versus Peg 
Lines for use on the drawing board were I>_roduced on a plotter, from data files containing 
64 points, and laminated for robustness. The drawing board was a vertical fiat surface, in 
which two reed switches were mounted at the start/end of the line. The reed switches were 
connected to the auxiliary inputs of the PC adaptor card, as well as a 5V supply. 
The pens shown above were used in conjunction with this board. The initial pen on the 
left, consisted of a spring loaded pen holder for the robot/person to grip, and a collar with 
three magnets attached to trigger the reed switches. This design did not have sufficient 
com,Pliance and was difficult to change the pens easily. Further there were difficulties in 
findmg a reiiable method of automatically determining the path taken from the pen trace. 
The final "pen" utilised the bolder from in the PIH task with peg tips which bad magnets 
mounted at their centers. This worked more satisfactorily, however the additional comphance 
meant that the line could not be followed closely. 
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Device communications 
The devices interfaced were all standard computer input devices. Because of the nature 
of the application however, it was not possible to utilses standard drivers for key, mouse 
and joystick and custom routines were written. The principles on which the interfaces were 
ba.seO are as follows: 
Keyboard interface utilised the standard BIOS routines, these facilitate buffering. 
Joystick interface BIOS routines caused the other time-dependent interrupt routines to 
"lock up". Timing was carried out by reading the hardware game port (201 hex) dir-
ectly. To overcome the problems of different joystick properties, and timmg variations 
between other code, a calibration routine was mcluded. 
Mouse There are many mouse protocols; the 2 button or 3-byte serial protocol (1200 baud 
8N1) is used here. The mouse send messages when it is moving, and is silent when 
still. Because of this the buffer has a tendency to "swamp", and old messages are 
discarded in such cases. A message consists of three bytes 
Byte 1: 01xx xxxx- Start byte; left/right button ; forw /back/left/right 
Byte 2: OOxx xxxx- X byte; left/right; amount of motion (-ve notation) 
Byte 3: OOxx xxxx- Y byte; left/right; amount of motion (-ve notation) 
Magellan supports a standard mouse protocol as well has having it 's own high speed (9600 
baud) protocol for transferring information about all 6 degrees of freedom. The high 
speed protocol exchanges 4 bit nibbles encoded as ASCII characters for error checking. 
Data messages are large (32 bytes}, hence some processing delay is noticeable here. 
Figure B.5: Devices 
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DOSD(T)MGR 
The software for the testbed was written in C for a DOS platform, as direct access to 
interrupts and interrupt routines were needed to fulfil the real-time requirements of the 
application. The initial code (DOSDMGR) worked for a single task only, while the final 
program (DOSTl\'fGR) supported multiple tasks and more devices, as well as additional 
features to make testing/ data entry easier. 
Both are programmed in seperate modules to facilitate easy testing of the various sections 
of interrupt driven code. All input/output modules have the same form, allowing the use of 
pointers in the main program, which are bent to the appropriate routines as the selection 
of task, robot and input device are made. 
Code was compiled in SMALL mode. The ASYNC shareware library (by D. Kessner) has 
been used to do basic text serial communications, however all time-critical messaging has 
dedicated interrupt routines to handle it. High memory (HIMEM.SYS must be used) is used 
for buffer space to accomodate the numerous communication activities. 
Data Handling 
Microsoft Access databases were used to facilitate the collation of data, which could then 
be analysed using the statistical packages. Data was logged by the experimental software in 
flat text files (* .XYZ). These files detailed all the experimental parameters, as well as the 
current location of the robot, and a timestamp. A sample entry from a log file follows: 
User: Unknown (#0), Session: 0, Sitting: A, Trial: 0 
Device Gain: 0.200000 Device: Keyboard 
Simulation [Tick 1000.00 ] w/Peg #2, Sequence( 4 ) 1 6 3 4 
Target 1;-160,0; Current ;0,0,0; Time 30930 
Target 1;-160,0; Current ;-4,0,0; Time 31920 
Target 1;-160,0; Current ;-8,0,0; Time 32630 
Participant and trial data were entered seperately and crossreferenced in the USER-DAT 
database. Log files were imported into the RAW-DAT database, and then manually cross-
linked to the appropriate tnal. Database macros were then used to automatically generate 
the time and error results for valid trials. In addition report summaries were geenrated as 
neccesary. The tables in the USER-DAT and RAW-DAT are illustrated in the lower diagram 
overleaf. 
For purposes of analysis, all raw and confidential data was removed to give the HCRM data-
base provided on the CDROM. The tables in the reduced database (as shown in the upper 
diagram overleaf), consist of the previously calculated results from the logged data. The 
times are detrmined by subtracting the appropriate log timestamps, whilst the algorithms 
used for error calculatiOn are based on the theory outlined in Chapter 5. 
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Appendix C 
Related Documents 
Documentation was required for many reasons: 
• to collect information 
• to record data collection - in order to retrace if neccesary 
• to inform participants of their rights, and record their consent to participate (in ac-
cordance with UOP policy) 
• to conform to safety guidelines involved in utilising robots. 
This appendix contains all ancilliary documentation utilised for this project. Note than when 
in use all documents were double sided and/or stapled if more than 1 page long, therefore 
any signature(s), authorisations, classification, or other identification required made on any 
page, applies to the entire document. Documents appearing here include: 
Experimental Guidelines for Participant .............................................. 211 
Experimental·Guidelines for Supervisor .............................................. 218 
Participant booking/logging forms ................................................... 225 
Experiment Configuration ........................................................... 231 
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Experimental Guidelines for Participant 
These guidelines were issued to participants on volunteering, and were to be read, signed and 
returned before allowed to participate. Following return, verbal instruction on safety was 
given before first participation, as well as recap before each session, along with explanation 
of task (see supervisor guidelines). 
In accordance with the University of Plymouth, safety and ethical guidelines, participants 
are to be informed of their ethical rights, the nature of the researdi, and safety guidelines 
for robots. All participants must sign and return a consent form before they participate 
in any experiment. A copy of this form, and personal records made, was available to the 
participant if requested. 
The robot safety guidelines are based on the British Standard relating to industrial robots 
(887228)[159]. 
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Experimental Guidelines for Participants 
Research Purpose 
This research is part of the Plymouth Hand Project. The long tenn objective of the Plymouth 
Hand Project is the development of integrated assistive device systems, such that the disabled user 
can control all equipment from a single interface. These particular experiments will be carried out 
on non-disabled people, and are aimed at identifying the characteristics which make devices 
suitable for remotely controlling a robot. 
Rights of the participant 
The University of Plymouth Research Policy Committee has outlined 'Ethical principles for 
research involving human participants' 1• The participant must: 
• be honestly informed about the research, it's purpose and any possible hazards; 
• volunteer without inducement, and be able to withdraw without penalty; 
• be assured that all efforts will be made to ensure his safety, 
• be satisfied that his/her identity (and any other sensitive data) will be kept confidential. 
Safety 
The SECEE2/SMMME3 policy on robot safety4 requires that all persons involved in the use of 
robots be advised of the incipient dangers, and safety rules. Remember that: 
• A robot is capable of sudden, unexpected movement, 
• A robot is capable of exerting considerable force even when moving slowly, 
• Robots interact with other equipment/objects which may also pose a danger. 
Please observe the following rules: 
• Never work alone with any robot. 
• Assume the robot is powered on unless: 
• you have personally switched it off, or 
• observed that the controller key is switched off. 
• Do not enter safety barriers if the robot power is on. 
• Ensure the robot working area is free from extraneous objects. 
• Do not operate the robot unless an barriers are in place. 
• A void wearing loose clothing when working with robots 
• Be aware of the location of an emergency stop buttons5, and ensure that there is clear 
and immediate access to at least one. 
1 Internal memo: March 1995 
2 School of Electrical, Communications and Electronic Engineering, Faculty of Technology. 
3 School of Manufacturing, Materials and Mechanical Engineering, Faculty ofTechnology. 
• Internal memo: 27 October 1995 
5 Emergency Stop buttons 
For the grey PUMA robot, there is a round red button on top of the controller, and a round metal 
button on the teach pendant. For the orange RTX robot there is a square red stop button on the 
side. In addition, each robot has a "roving" red/yellow button-box. In extreme circumstances, lab 
power can be interrupted using the red, key-release buttons located around the room. 
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Experimental Participants Consent Fonn Participant# __ 
Thank you for volunteering. In accordance with the University of Plymouth, safety and 
ethical guidelines, you are required to read the reverse side of this document. Please do so, 
sign and return this consent foim before you participate in any of these experiments. A 
copy of this form, and personal records made, will be made avaihible to you if requested. 
I have read the Experimental Guidelines for Participants, and am fully aware of: 
• my rights as a participant, 
• the purpose and requirements of these experiments, 
• the hazards of working with robots, and 
• the safety procedures that are to be observed during experiments. 
I understand that: 
• the University is in no way responsible for complications arising from any 
personal failure to observe the safety procedures, 
• it is my right to withdraw from these experiments at any time, 
• all personal information requested will be held in confidence, 
• the results of these experiments (excluding personal information) may be 
published and/or exchanged with other researchers. 
I consent to participate in the experiment as outlined below: 
• Participants in more than one experiment, must complete all sessions before 
partaking in another; participants may not perform experiments simultaneously. 
• For each experiment, participants will attend not more than one session per day, 
not more than five sessions per week, and total approximately twelve sessions. 
• At the beginning of each session, participants will be required to perform the 
assigned task both manually, and with the assigned robot-device combination. 
• In each session participants will be required to perform up to I 0 trials at a sitting, 
with a rest of at least 2 minutes between sittings. A single sitting will last not more 
than 15 minutes. A single session will not last longer than one hour. 
• A single trial will consist of up to 16 consecutive motions, lasting not more than 5 
minutes. New trials will not commence without the participant's consent. 
• In a peg motion, participants will move a wooden/plaster peg between holes 
indicated. Peg motion will start with a buzzer , and the target light being turned on. 
the motion will stop when the required switch is depressed. 
• In a block motion,participants will assemble blocks in pre-identified 
configurations. 
• In a ring/pen motion, participants will move a ring/pen from one point to another 
along a loop of wire/line. Contact between ring and loop to be indicated by buzzer. 
• Personal details, and prior experience with such devices will be recorded in the 
first session. At the end of the last session, participants will be required to 
comment on the devices you have used. and on the experiment in general. 
Name (please print) Signature Date 
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Robot Safety Policy Smeaton Room 110 
The laboratory in Room 110, Smeaton Building, University of Plymouth is staffed and 
administrated by the Department of Mechanical and Marine Engineering, and contains 
certain robotic equipment which is the responsibility of the School of Electrical, 
Communication and Electronic Engineering. This safety policy is subject to the provisions 
made in certain documents. The current revisions of these documents are listed below in 
order of priority: 
[I] Industrial Robots Part 6 Recommendations for safely BS 7228: Part 6 I 992 (EN 775: I 992) 
[2] The University of Plymouth Safety Policy, Health and Safety Committee, Feb. 1996. 
[3] Safety Notes for Students in Electrical and Mechanical Workshops and Laboratories, SECEE, 1995 
141 Annual Hazard Repon, DMME Control & Robotics Laboratory, Smealon 110, October 1998 
[S] Robot Safely, October 1995 
Where this safety policy makes no provision or explicit statement, those of the above 
documents apply. This safety policy must be revised to conform to amended versions of the 
above documents as and when they are published. Where this safety policy conflicts with an 
amended document, the superseding document will apply. 
The University of Plymouth, SECEE and DMME are obliged to provide a safe working 
environment for staff and students, and advise and protect visitors from any special hazards 
(see [2)). The British standard [I] acknowledges two ways in which robot-related 
incidents/accidents may be prevented: 
• the absence of persons in the robot working area 
• the reduction and/or elimination of hazards, during intervention in the working 
area. 
To prevent persons from entering the working area, guards and awareness measures are 
required. Suitable measures are identified in the Hazard Report [4], and listed here. Where 
persons need to enter the working area, and/or the use of guards is impractical, a documented 
safe system of work, with associated training guidelines, is required. This document in 
conjunction with [3] and [5] fulfils this requirement. 
Persons at risk from robotic equipment whilst in Room 110, as identified by the Hazard 
Report [4], may be grouped into the following categories, 
• Level II Trained personnel operating robots 
• Level I Trained personnel operating robots 
• Anyone present during automatic operation or while trained personnel are 
operating robots 
where Level II training precedes independent work with the robot and Level I training 
facilitates demonstration to and/or experimental participation by persons working under the 
supervision of Level II trained personnel. 
Prior to training, candidates will be required to sign forms attesting to their familiarity with 
the working practices in labs, and/or around robots (e.g. (3][5]). 
An independent list of all trained personnel, the date and level of training, and the industrial 
robot on which they were trained is to be maintained in Smeaton Room 110. Each entry on 
this list should be signed by the trainee and countersigned by the trainer, the lab technician 
and/or the officer in charge. 
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Responsibilities of Level II trained personnel 
Level IT trained personnel, are aware of the associated risks, and are acting under their own 
responsibility in operating (or starting the automatic operation of) robots. Level II trained 
personnel may assume responsibility for a Level I trained person operating the robot under 
their direct supervision. In addition Level II trained personnel may assume responsibility for 
not more than four (4) other untrained (or Level I trained) persons present in the lab, who 
should be briefed as to the appropriate observation distance. 
Nort this provision is to accommodate other lab users ONLY. Visits afld Groups must conform to the statements below. 
Untrained, or Level I trained, personnel who are not under Level II supervision run a 
significant risk in observing the automatic operation of, or operating robots, which are not 
under guard. In order to address this risk: 
• Only Level II trained personnel will switch robots on/off, or enable/disable guards. 
• Level II trained personnel who are operating robots will not leave the room while robot 
arm power is on. 
• Level IT trained personnel on starting a robot under automatic operation, will not leave the 
robot unsupervised and in automatic operation unless appropriate guards are operational 
and in place. 
• Level II trained personnel when disabling guards in order to perform close approach work, 
will ensure that the relevant chain link, and door procedures are in place as long as the 
guards are disabled. 
Practices related to Visits and Groups 
• Visits and/or demonstrations (involving automatic running of the robot) are not to be 
permitted unless the appropriate guards are operational and in place. 
• In order to ensure that appropriate guards are in place, all persons intending to bring 
groups through the lab, for demonstration or touring purposes, must give the Lab 
Technician and/or Officer in Charge adequate warning (minimum 1 day in advance). 
• Where a group is gathered in front of a working robot, there must be adequate space for 
passage behind the group, or alternate passage around the group. Where the group is too 
large to permit this, the group should be sub-divided until this is possible. 
Practices related to Close Approach work 
• If ALONE in the Jab, NEVER enter the working volume when the arm is powered. 
• When NECESSARY, entry into the workspace when the arm is powered should be 
undertaken with the teach pendant in hand, and a second person (who has been alerted to 
this action) next to an emergency stop. 
• Where the edge of the working volume is intermittently approached in order to interact 
with the robot end-effector, arm motion MUST be halted until the operator returns to a 
point outside the working volume, and signals as such. 
• Where the operator is semi-permanently located at the edge of the working volume, the 
teach pendant, and/or emergency stop button, must be within easy reach at all times. 
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Practices to reduce possibility of accident/incident 
• Extraneous objects located and/or required within the working volume must either be 
heavy, fixed, or gripped in order to prevent the risk of objects flying during unplanned 
collisions. 
• Guards: light curtain and/or physical barriers with interlocks to arm-power, which may be 
detached/disabled for close approach work. 
• Awareness: robot working areas should demarcated with tape and/or low level chain-link. 
Flashing light to indicate that the arm power is on. 
• Warnings: wall signs detailing safety policy are to be displayed prominently, updated and 
replaced regularly. 
• Interlocks/Signs: Optional Arm power trip on opening door. Non-interlocked doors to be 
locked. Unlocked doors to have sign mounted. 
Training (Level I) 
This level of training facilitates demonstration and/or experiment. 
A Level I trained person moves the robot in a structured task, in Cartesian co-ordinates only, 
from a seated position, located outside the robot working volume, with an emergency stop 
button at hand, whilst under the direct supervision of a Level ll trained person. Such persons 
are not expected to, should not engage in, and are cautioned against, directly interacting with 
the robot. Persons trained to this level are required to read and sign an abbreviated safety 
form, as outlined in the working practices. Training consists of: 
• Shown location of all e-stops 
• Instruction in the nature of the robot task to be undertaken 
• Oral review of safety procedures 
Training (Level 11) 
This level of training precedes independent work with the robot. 
A Level ll trained person programs the robot, and structures robot tasks as appropriate. This 
may require close approach to, or entry into the working volume of, the robot while it is 
powered. Persons trained to this level are required to read and sign the Robot Safety [5] and 
Safety Notes [3] forms. Training consists of: 
• Shown location of all emergency stops 
• Instruction in the Power on, and Calibration sequence 
• Demonstration of Teach Pendant functions, and motion in all modes 
• Illustration of joint limits, working volume and known singularities 
• Programming language - Immediate commands, Program editing and storage 
• Power down sequence 
• Close approach practices: Use of guards & door policy- enabling/disabling 
• Oral review of safety procedures and additional guidelines. 
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List of Trained Personnel 
An independent list of all trained personnel, the date and level of training, and the industrial 
robot on which they were trained is to be maintained in Smeaton Room 110. Each entry on 
this list should be signed by the trainee and countersigned by the trainer, the lab technician 
and/or the officer in charge. Each page on the records should start as follows : 
These candidates have been trained at the level detailed, on the robot specified, and are 
deemed to have understood and accepted the restrictions and responsibilities associated with 
the level of training. 
Date Robot Training Candidate Candidates Trainer, OIC or Trainer, OIC or 
Level Name Signature Technician Technician 
Name Signature 
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APPENDIX C. RELATED DOCUMENTS 
Experimental Guidelines for Supervisor 
These checklists were used by the supervisor during test administation to ensure that records 
and procedures were consistent. The logs referred to in the following section were to be filled 
in, as well as the individual trial recorded in the log book. The intention being to be able 
to reconstrauct the data trail in the event of any anomalies. 
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Experiment Checklist 
Preparation: 
Turn on PC- Select appropriate robot boot option from menu. 
Initialise robot - Turn off Arm Power until needed. 
Check Task Board - Turn off power until needed. 
Initialise/Check Device (if necessary). 
Before Test: 
Turn on all power. 
Ensure kit is in correct position. 
Desk - Device and emergency stop button. View angle as appropriate. 
Task - Appropriate board at suitable angle. 
Robot- Robot at appropriate start position with correct tool/gripper. 
Find all extra pegs/pens/charts to be used during task 
Write out/locate written out test sequence 
Ensure PC time/date are OK 
Start Test: 
Issue Oral Instructions 
Enter User details & note log file 
Run Manual trials 
Run 1-3 robot trials include. at least l warm-up sequence. 
In event of failure, note and repeat. 
Change /note log file as appropriate. 
Run Manual trials 
After Test: 
Switch off Arm power, and Task Board power. 
Thank User (Debrief on final trial) 
Shutdown: 
Move robot to safe position. 
Turn off robot controller power. 
Turn off PC. 
Put away all pegs/pens/tools/charts. 
Move desk/boards out of way. 
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RTX Checklist 
Initialise: 
Choose PC menu option "RTX Interface". 
Turn on RTX at Base. 
Pull arm out to straight position. 
Turn on RTX arm power (GRN Square button) 
Choose 'Y' at prompt to initialise robot 
RTX should move to initialised position. 
Arm power may be switched off (RED square button) when RTX not in use. 
Error Recovery: 
1. If PC is rebooted after RTX initialisation, and the RTX has not been 
switched off at the base since it was initialised, choose 'N' at the prompt. 
2. If initialise does not run properly, 
turn off arm power, 
straighten arm, 
turn on arm power, 
initialise manually using the command: START/C INIT. 
3. If gripper "sticks" ; the robot may be overheating. 
Power down for half an hour before re-trying initialise. 
4 . If emergency stop is performed, 
Abort trial 
Shutdown 
Move arm out of harms way 
Restart trial 
Unlock the stop button (look out for sudden motion) 
Change gripper opening until "home" is achieved 
If this does not work, power down arm and manually re-initialise. 
Turn off arm power. 
Turn off RTX at base. 
Pull arm into folded position. 
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PUMA Checklist 
Initialise: 
Choose PC menu option "Robot-Related", 
choose sub-menu option "Experimental Software" 
Switch on PUMA controller using key. 
Choose 'Y' at prompt to run PumaTerm 
Load V AL from Floppy? Choose 'N' 
Initialise? Choose 'N' 
At the dot prompt(.) turn on arm power (GRN Red button) 
Type "DO READY" answer 'Y' to request for confirmation. 
Arm should move "home". 
Type "CA" to calibrate-- after calibration "DO READY". 
Repeat previous step until arm has lined up at "home". 
Type "DO MOVE #FITTSC" -- wait for arm to stop moving. 
Turn off arm power (RED round button) when PUMA not in use. 
Press Fl 0 to exit Puma Term 
Turn on compressed air supply. 
Answer 'N' to DOSDMGR prompt, in order to start other devices. 
Error Recovery: 
1. If initialise fails for any reason, or the robot needs to be re-initialised, run 
PumaTerm manually: PUMA TERM 
2. If the teach pendant says FATAL ERROR the robot will need to be re-
initialised manually. If the re-initialise also fails, move the robot manually 
before returning to COMP mode. 
3. If the teach pendant says MANUAL MODE the robot will not respond to 
commands. If pressing the COMP button does not work, try banging the 
teach pendant. 
4. If the gauge is not rising on the compressed air supply when it is initially 
turned on, bang the tilt switch. 
5. If the emergency stops on the cabinet, or desk are used, they will need to be 
unlocked. 
6. Initialise failure -- comms fault -- check cables. 
Shutdown: 
Run PumaTerm, and move the arm home, or default position. 
DO READY or DO MOVE #Fmsc 
Turn off arm power (RED Round button) 
Switch off controller. 
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TaskBoard checklist 
Initialise: 
Turn on 5V power 
Run loopback program: GPMODLP 
(Outputs will be linked to inputs-- inputs displayed in hex) 
Test all inputs. 
Press CTRL-BRK to stop. 
Turn off 5V Power till needed. 
Error Recovery: 
Pay attention to the following: 
1. The power MUST be on at the start of the program. Stop and restart if 
needed. 
2. Complete failure of GPIO is caused by a dodgy GPIO card, or one which is 
not seated properly. The Automatic GPIO test requires that the two ports be 
"looped", and is called GPTEST. 
3. Shorts between inputs/outputs, or failed inputs are generally caused by 
loose ribbon cables. Use GPMODLP to troubleshoot inputs/outputs. 
4. The board(s) themselves may have problems --- check soldering/cables. 
TrackBa/1 checklist 
Initialise: 
Turn on 12V power 
Run TBALL driver: 
MSCTBALUNxxxx,yy 
where xxxx is port address, 
and yy is the irq number for the trackball serial port. 
Information for all ports is located on a sticker on the PC. 
Run CARDGAME. Press buttons and quit immediately. 
Unload TBALL driver: MSCTBALUU 
Run TESTMOUS on relevant port and ensure trackball is working. 
If not, repeat load/unload of driver. 
Error Recovery: 
The trackball MUST be re-initialised if the 12V power is switched off OR the 
PC is rebooted. The trackball is also subject to "brownout" if the input voltage 
is too low. In such a case it will stop responding, and will require re-
initialising. 
Shutdown: 
Shut down PC prior to turning off the trackball power. 
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SpaceMouse (2D mode) Checklist 
Initialise: 
Run TESTMOUS on relevant port. 
Press *2 to stop angular motion (SpaceMouse should beep once). 
Error Recovery: 
The SpaceMouse is prone to stuck buttons, particularly button 4. 
In addition buttons 2 and 3 are used to toggle button state --- emulating a stick. 
If unsure about the settings of the SpaceMouse at any time, unplug and replug 
On rebooting the PC, the SpaceMouse will require re-initialising. 
Desk/Device/Board Positioning: 
The positions of the frame/board are predetermined. One frame for the boards is fixed 
to the PUMA560 and the other is stood in front of the RTX robot with appropriate 
floor markings, for manual use and RTX use. The boards are to be used in the upright, 
flat and intermediate -15,15,30 and 45 degree positions. All positions are marked on 
the board legs. To remove/swap boards, remove the screw through the leg, and pull 
out the side bolt/handle. 
Position of the desk is fixed next to the bench abutting the RTX task board frame, or a 
one of three locations around the PUMA as illustrated below. Position of device and 
emergency stop on the desk depend on handedness. The device should be located at 
the centre of the desk. The emergency stop on the side of the dominant hand. Please 
note that use of the opposing hand does not change handedness of the device. 
- - ., 
I" - - - , I" - - - , 
L • • • J L • • • J 
I" - - - , 
L • • • J 
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Instructions to users: 
In all trials please use your dominant hand. 
If standing, please place toes to line. 
If sitting please leave desk in the pre-set position. 
Please aim to minimise task time while fulfilling task, but DO NOT rush. 
The end of a trial will be indicated by a beep. 
Please indicate if you require an extended break at any time. 
Automated Tasks: 
Please do not move device between tests 
Device Specific Instructions 
Use the device to move left-right; up-down; in-out; 
gripper open/close as shown. 
All devices(except keyboard): 
Keyboard: 
Mice: 
It is possible to move along several axes at once 
It is NOT possible to move along several axes at once 
Multiple button presses are required to move in-out, if you are not 
simultaneously moving along another axis. 
RTXIPUMA robot: 
PIH Task: 
Pattern Task: 
Line Following: 
The nearest emergency stop button is located on the desk. Please use it 
to stop the robot when there is imminent danger to yourself or any 
other person. 
Please leave the peg on the switch until you have seen the next light. 
There is no need to be central in the hole if there is clearance between 
peg and hole. 
The patterns are rotation tolerant. 
Blocks do not have to be perfectly placed. 
Please follow the line to the end. 
Do not stop until you hear the beep. 
Experimental Records: 
Records MUST be logged on the appropriate forms. Essential information include 
user name and number. The task description of each trial, the order in which trials 
were performed, and the number of failures on each trial, and the name of the log file. 
Trial detail should be filled in prior to receiving the forms, along with a list of the 
persons expected to perform the trials, and their history. Where no details are 
provided, they will need to be filled in off the experiment master sheet. It is important 
that the user not repeat the same trial if at all possible. 
Upon completion of the trial , the initialled log form, and diskette containing log files 
should be returned for processing. 
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APPENDIX C. RELATED DOCUMENTS 
Participant booking/logging forms 
The forms presented here were used to sign up for a session (1 page Booking form), to record 
initial status, and final comments (2 page Experiment form), and individual sessions (2 page 
Session log). This work attempts to produce a transferable measure of usability, using a 
model of performance. Data recorded in these experiments was therefore be indicative of 
performance. In any given experiment, at least two of the following types of data were either 
explicitly recorded, or were able to be deduced from the records taken: 
• completion time 
• completion rate 
• cumulative error 
• efficiency (robot motion) 
• user perception 
User perception of device usage was evaluated at the end of the trials using a Likert scale 
from 1 to 10. 
Robot motion efficiency was evaluated in terms of deviation from minimum joint effort. 
Robot motion data will be logged to a log file, and processed subsequently. 
Cumulative error was determined in terms of deviation from minimum path, using robot 
motion data, after the trail has concluded. 
Completion rate1 was determined by failure statistics from the log file. A failure will be 
either an abortea trial, or one which has exceeded 5 minutes. 
Completion time was either determined by external timer and manually logged, or sub-
sequently determined from the trial logs. 
All performance data may be determined from automatic log files which record robot input 
dev1ce, and human position throughout the trial, and the status of the trial on terminat1on. 
Alternatively timer, and completion data may be manually logged. The manual logs may 
also act as summary sheets for an automatically logged session. 
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Week starting: 
9AM lOAM 11 AM 12PM 1 PM 2PM 3PM 4PM 5PM 
Monday 
Tuesday 
Wednesday 
Thursday 
Friday 
Saturday 
Please enter your participant number in an empty box to make a booking for an experiment. 
If you have not been assigned a participant number, or cannot remember your number 
please see Cathy Radix, Rm. 110 Smeaton Building. 
6PM 
Experimental Log & Feedback Participant# __ 
Participant Details 
Name of Participant: 
Personallnfonnation(Sex, Dominant Hand, Age): 
Male D Left D <20 D 
Female D Right 0 20-24 0 
Sight Deficiency: No D Yes 
if Yes then detail 
Manipulation Deficiency: No D Yes 
if Yes then detail 
Prior device expertise: 
Has the user used these devices before? (0-3) 
Has the user used a computer before? (0-1) 
Has the user operated a robot before?(0-2) 
25-29 D 35-39 
30-34 D >39 
D 
D 
Does user utilised hand-eye co-ordination (sports, vid. games etc.)?(0-1) 
Has the user participated in these experiments previously (0-3) 
Other participant numbers: _____ _ 
Summary (circle total) 
Novice 0 1 2 3 4 5 6 7 8 9 Expert 
Devices-Robot-Task Combinations Assigned: 
I 
11 
Ill 
Experiment Series & Comments 
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D 
D 
Experimental Log & Feedback Participant# __ 
Completion Comments: 
For the following please assign a number between 0 and 10 on the following rating scale: 
O(hopeless), 5(average control), 10 (perfect control) 
Please rate your devices, and manual control: 
I II m Manual 
Please rate the robots and simulation in terms of ease of control 
PUMA RTX SIM 
Please rate the ease of the respective tasks without orientation 
Peg-Hole __ _ Loop/Ring Blocks 
Please rate the ease of use of the different peg sizes 
1.1 1.3 1.5 1.7 1.9 
Please rate the ease of using the board at different angles 
0 30--- 45 60 
---
90 
---
Please rate the ease of the different viewing angles 
Side Behind 
--- ---
Please rate the ease of the respective tasks with orientation 
Peg-Hole __ _ Loop/Ring Blocks 
Please rate the effects of sight/manipulation deficiency if any on your performance: __ 
Any other comments: 
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Experimental Log & Feedback 
Session Log: 
Sess Date Duration Devices 
No. dd/mm hh:mm IIII/lll 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
Participant# __ 
Task Trial Comment Summary 
assigned Numbers 
-
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17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
Experimental Log & Feedback 
Session Log { cont) 
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Participant# __ 
APPENDIX C. RELATED DOCUMENTS 
Experiment Configuration 
The following pages, contain the experiment configurations for the experiments. 
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Experiment 10/16/99 
. ~~ffiL~.L' !t~.{=r"~··r· -:if:G]··w·![ ... -~. ':·~-'1 . 1@ = •. ,l . . .!l~ ~---< •• - ,. ·~ ~ ~-• 
GRP*-EXPTII GRPI-EXPTII GRPII-EXPTII GRPIII-EXPTII 
GRP*-EXPTIIB GRPI-EXPTIIB GRPII-EXPTIIB GRPIII-EXPTIIB 
GRPA-PEG Joystick -Analog Key Pad 2 Button Mouse 
GRPA-SEQ Joystick -Analog KeyPad 2 Button Mouse 
GRPB-PEG T rackBaii-C PC GlidePoint 2 Button Mouse 
GRPB-SEQ TrackBaii-CPC GlidePoint 2 Button Mouse 
GRPC-PEG GamePad-IBM 2D Magellan T rackBaii-Marcus 
GRPC-SEQ GamePad-IBM 2D Magellan T rackBaii-Marcus 
GRPI-EXPTII TrackBaii-Marcus TrackBaii-CPC GlidePoint Touch Pad 
GRPI-EXPTIIB TrackBaii-Marcus TrackBaii-CPC GlidePoint TouchPad 
GRPII-EXPTII Joystick-Analog Joystick-Digital Magellan - No Z 2D Magellan 
GRPII-EXPTIIB Joystick -Analog Joystick-Digital Magellan - Use Z 2D Magellan 
GRPIII-EXPTII GamePad-IBM GamePad-PH9 GamePad-PC3 KeyPad 
GRPIII-EXPTII GamePad-IBM GamePad-PH9 GamePad-PC3 KeyPad 
PRELIMA Joystick-Analog KeyBoard GlidePoint 2D Magellan 
PRELIMS Joystick-Analog KeyBoard 2 Button Mouse 
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Participant/Group I 11 Ill 
1 RTX-IH 2 PMA-PM 4 SIM-LF 3 
2 PMA-LF 3 SIM-IH 1 RTX-PM 3 
3 SIM-PM 1 RTX-LF 3 PMA-IH 3 
4 RTX-LF 3 PMA-IH 2 SIM-PM 4 
5 PMA-PM 1 SIM-LF 4 RTX-IH 4 
6 SIM-IH 4 RTX-PM 3 PMA-LF 2 
7 RTX-PM 2 PMA-LF 1 SIM-IH 2 
8 PMA-IH 4 SIM-PM 4 RTX-LF 1 
9 SIM-LF 4 RTX-lli 2 PMA-PM 3 
10 RTX-lli 3 PMA-LF 4 SIM-PM 2 
11 PMA-PM 2 SIM-IH 2 RTX-LF 1 
12 SIM-LF 2 RTX-PM 3 PMA-IH 4 
13 RTX-PM 4 PMA-IH 1 SIM-LF 4 
14 PMA-LF 1 SIM-PM 1 RTX-IH 1 
15 SIM-IH 1 RTX-LF 2 PMA-PM 2 
16 RTX-LF 3 PMA-PM 3 SIM-lli 1 
17 PMA-IH 1 SIM-LF 1 RTX-PM 1 
18 SIM-PM 1 RTX-IH 3 PMA-LF 3 
19 PMA-IH 4 SIM-PM 1 RTX-LF 4 
20 SIM-LF 2 RTX-IH 1 PMA-PM 2 
21 RTX-PM 3 PMA-LF 2 SIM-lli 4 
22 PMA-LF 2 SIM-IH 4 RTX-PM 3 
23 SIM-PM 4 RTX-LF 2 PMA-IH 3 
24 RTX-IH 2 PMA-PM 3 SIM-LF 4 
25 PMA-IH 3 SIM-LF 4 RTX-PM 2 
26 SIM-PM 2 RTX-IH 2 PMA-LF 1 
27 RTX-LF 1 PMA-PM 2 SIM-lli 2 
28 PMA-PM 3 SIM-IH 3 RTX-LF l 
29 SIM-LF 1 RTX-PM 4 PMA-lli 4 
30 RTX-IH 4 PMA-LF 4 SIM-PM 1 
31 PMA-LF 4 SIM-PM 3 RTX-IH 2 
32 SIM-IH 3 RTX-LF 1 PMA-PM 3 
33 RTX-PM 2 PMA-IH 1 SIM-LF 2 
34 PMA-PM 2 SIM-LF 4 RTX-lli 3 
35 SIM-IH 1 RTX-PM 1 PMA-LF 1 
36 RTX-LF 2 PMA-IH 3 SIM-PM 4 
37 SIM-PM 3 RTX-LF 1 PMA-IH 3 
38 RTX-IH l PMA-PM 4 SIM-LF 4 
39 PMA-LF 4 SIM-IH 4 RTX-PM 1 
40 SIM-LF 4 RTX-PM 3 PMA-IH 2 
41 RTX-IH 3 PMA-LF 2 SIM-PM 4 
42 PMA-PM 4 SIM-IH 2 RTX-LF 3 
43 SIM-PM 3 RTX-IH 4 PMA-LF 2 
44 RTX-LF 3 PMA-PM 3 SIM-lli 1 
45 PMA-IH I SIM-LF 3 RTX-PM 3 
233 
Participant/Group I 11 m 
46 SIM-lli 2 RTX-LF 4 PMA-PM 
47 RTX-PM 4 PMA-lli 1 SIM-LF 
48 PMA-LF 1 SIM-PM 2 RTX-lli 
49 SIM-LF 3 RTX-lli 1 PMA-PM 
50 RTX-PM 1 PMA-LF 3 SIM-lli 
51 PMA-lli 2 SIM-PM 2 RTX-LF 
52 SIM-lli 1 RTX-PM 2 PMA-LF 
53 RTX-LF 2 PMA-lli 4 SIM-PM 
54 PMA-PM 3 SIM-LF 2 RTX-lli 
55 SIM-PM 4 RTX-LF 3 PMA-lli 
56 RTX-lli 1 PMA-PM 1 SIM-LF 
57 PMA-LF 2 SIM-lli 4 RTX-PM 
NOTE 
It is not possible to balance the design in the minumum number of 
participants (i.e 48). The guidelines for Latin squares, and the need to 
complete at least one replicate have been observed in producing the final 
design shown here, where an extra 9 participants have been added. 
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1 
4 
2 
4 
3 
2 
4 
3 
1 
1 
1 
4 
Appendix D 
Results: Samples & Summaries 
The database structure was described in Appendix B. Experimental design and configur-
ation were discussed in Appendix A. Copies of the forms used to log/enter data into the 
database appeared in Appendix C. This appendix contains copies of the database summar-
ies and the raw analyses results summaries produced & used m the analyses of Chapter 5. 
While it is possible to regenerate these from the CD data, they are presented here for easy 
reference, as well as for the convenience of readers whose copy does not contain the CD, or 
who are unable to access the CD. 
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APPENDIX D. RESULTS: SAMPLES & SUMMARIES 
Trial breakdown 
236 
Valid breakdown 
GRPA-PEG 2 Button Mouse 20 16 45 
GRPA-PEG Joystick-Analog 35 43 38 
GRPA-PEG KeyPad 31 36 54 
GRPA-PEG Manual 109 
GRPA-SEQ 2 Button Mouse 37 37 55 
GRPA-SEQ Joystick -Analog 48 54 61 
GRPA-SEQ KeyPad 39 52 55 
GRPA-SEQ Manual 106 
GRPB-PEG 2 Button Mouse 17 21 28 
GRPB-PEG GlidePoint 14 13 35 
GRPB-PEG Manual 52 
GRPB-PEG TrackBaii-CPC 17 21 21 
GRPB-SEQ 2 Button Mouse 53 40 62 
GRPB-SEQ GlidePoint 25 33 47 
GRPB-SEQ Manual 119 
GRPB-SEQ TrackBaii-CPC 34 40 61 
GRPC-PEG 20 Magellan 41 40 56 
GRPC-PEG GamePad-IBM 55 61 57 
GRPC-PEG Manual 145 
GRPC-PEG TrackBaii-Marcu 40 38 56 
GRPC-SEQ 20 Magellan 34 26 56 
GRPC-SEQ GamePad-IBM 61 46 63 
GRPC-SEQ Manual 104 
GRPC-SEQ TrackBaii-Marcu 22 40 54 
GRPI-EXPTII GlidePoint 4 
GRPI-EXPTII Manual 12 
GRPI-EXPTII TouchPad 8 21 
GRPI-EXPTII TrackBaii-CPC 2 22 
GRPI-EXPTII TrackBaii-Marcu 9 16 
GRPI-EXPTIIB GlidePoint 8 7 37 
GRPI-EXPTIIB Manual 27 
GRPI-EXPTIIB TouchPad 13 41 
GRPI-EXPTIIB TrackBaii-CPC 27 15 37 
GRPI-EXPTIIB TrackBaii-Marcu 31 20 36 
GRPII-EXPTII 20 Magellan 3 17 
GRPII-EXPTII Joystick-Analog 11 30 
GRPII-EXPTII Joystick-Digital 8 2 19 
GRPII-EXPTII Manual 7 
GRPII-EXPTII 20 Magellan 
--
15 9 58 
GRPII-EXPTII Joystick-Analog 391 31 
GRPII-EXPTII Joystick-Digital _ __ 10i 13 49 
GRPII-EXPTII Manual 16 -
GRPII-EXPTII Magellan - Use __ _ _ ~ 47 
GRPIII-EXPTII GamePad-IBM -J-- -----1 - 1 _ 11 ___ 3_6 
GRPIII-EXPTII !GamePad-PC3 f 1' 18! ~
GRPIII-EXPTII GamePad-PH9 ___ ! ~_--_--_--- --i-9+1--_~--~-+fl---__ -_-_-_ -1-811 GRPIII-EXPTII KeyPad _ _ _ --~ 
GRPIII-EXPTII 1Manual -- -- - - 111 
GRPIII -EXPTII ' GamePad~-IBM- i j --- -24j - -2sj = _ --=::§ 
GRPIII-EXPTII GamePad-PC3 1 51 , 52 
'L37 
Valid breakdown 
"~=1;~:::· nw.t: · : ~:;)•Jt~~1~,,,..,~=) ; M,,,t~t,JI ;,:J,,JM~~'i~~~ ! :y!'~(l_!:__e; !~.1~\l.~J~:~\;rt~l~! 
GRPIII-EXPTII GamePad-PH9 7 22 36 
GRPIII-EXPTII KeyPad 49 29 18 
GRPIII-EXPTII Manual 18 
PRELIMA 20 Magellan 8 
PRELIMA GlidePoint 36 
PRELIMA Joystick-Analog 19 
PRELIMA KeyBoard 13 
PRELIMS 2 Button Mouse 54 36 
PRELIMS Joystick-Analog 37 36 
PRELIMS KeyBoard 36 36 
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Find Failure Stats 
.-~=~i:• r y;~·H~~l ~ F:Jt"t\.:) i :.l ~H,}'!~1::!t): :rr':<·ll~l! i .:'JIM~l~- !\'rl~J~I 
' Peg-In-Hole 2 Button Mouse 7 
Peg-In-Hole 20 Magellan 3 
Peg-In-Hole GamePad-IBM 1 9 
Peg-In-Hole Glide Point 3 
Peg-In-Hole Joystick-Analog 8 
Peg-In-Hole KeyPad 1 3 
Peg-In-Hole TrackBaii-CPC 8 
Peg-In-Hole T rackBaii-Marcus 1 
239 
N 
.j::. 
0 
GRPA-PEG 
A 
B 
c 
D 
E 
F 
G 
H 
I 
K 
Warmup trial to ignore 
Abort - unclassified 
Abort - hard ware/software problem 
Abort - error by test supervisor 
Abort - operator confusion 
Abort - device malfunction 
Abort - robot malfunction 
Abort - task impossible decision by test s 
Longer than 300 seconds 
Incomplete trial in log file 
G E 
~. :rr. 
D 
5% 
56 
6 
5 
16 
3 
9 
6 
4 
2 
145 
2% 
5% 
A 
zry. 
GRPA-SEQ 
A 
B 
c 
D 
E 
F 
G 
H 
I 
K 
Warmup trial to ignore 
Abort - unclassified 
Abort- hardware/software problem 
Abort - error by test supervisor 
Abort- operator confusion 
Abort - device malfunction 
Abort- robot malfunction 
Abort - task impossible decision by test s 
Longer than 300 seconds 
Incomplete trial in log file 
5% 
B 
5% 
K 
29% 
55 
6 
13 
10 
2 
13 
3 
4 
9 
32 
GRPB-PEG 
A 
8 
c 
D 
F 
G 
K 
Warmup trial to ignore 
Abort- unclassified 
Abort- hardware/software problem 
Abort - error by test supervisor 
Abort - device malfunction 
Abort - robot malfunction 
Incomplete trial in log file 
D 
4'Yo 
c 
To/. 
33 
4 
10 
6 
10 
91 
~. 
A 
24% 
GRPB-SEQ 
A 
B 
c 
D 
E 
F 
G 
I 
J 
K 
F 
10o/. 
Warm up trial to ignore 
Abort - unclassified 
Abort - hardware/software problem 
Abort - error by test supervisor 
Abort - operator confusion 
Abort - device malfunction 
Abort - robot malfunction 
Longer than 300 seconds 
No matching log file on record 
Incomplete trial in log file 
J 
c 
5% 
K 
20'Y. 
B 
12% 
50 
16 
9 
12 
8 
14 
12 
11 
15 
45 
A 
294Y. 
N 
~ 
N 
GRPC-PEG 
A 
B 
c 
0 
E 
F 
G 
H 
I 
J 
K 
Warmup trial to ignore 
Abort - unclassified 
Abort- hardware/software problem 
Abort - error by test supervisor 
Abort- operator confusion 
Abort - device malfunction 
Abort - robot malfunction 
Abort - task impossible decision by tests 
Longer than 300 seconds 
No matching log file on record 
Incomplete trial in log file 
K 
F 
7% 
E 
2% 
D 
S'ro 
c 
4% 
70 
23 
14 
32 
12 
26 
9 
8 
3 
4 
181 
A 
18% 
10% 
GRPC-SEQ 
A 
B 
c 
D 
E 
F 
G 
H 
I 
J 
K 
Warmup trial to ignore 
Abort - unclassified 
Abort - hardware/software problem 
Abort - error by test supervisor 
Abort - operator confusion 
Abort - device malfunction 
Abort - robot malfunction 
Abort - task impossible decision by test s 
Longer than 300 seconds 
No matching log file on record 
Incomplete trial in log file 
K 
37% 
F 
12% 
EO C 
1-n% 4% 
55 
21 
11 
10 
2 
28 
4 
I 
2 
17 
55 
A 
20% 
<! 
N 
..,.. 
w 
GRPI-EXPTII 
A 
B 
c 
D 
E 
F 
G 
H 
K 
Warmup trial to ignore 
Abort - unclassified 
Abort- hardware/software problem 
Abort - error by test supervisor 
Abort - operator confusion 
Abort - device malfunction 
Abort -robot mal function 
Abort - task impossible decision by tests 
Longer than 300 seconds 
No matching log file on record 
Incomplete trial in log file 
K 
H 
6% 
G 
9'Yo 
7 
9 
8 
5 
1 
5 
14 
2 
7 
91 
6% 
GRPI-EXPTIIB 
A Warmup trial to ignore 20 
B Abort - unclassified 19 
c Abort - hardware/software problem 4 
D Abort - error by test supervisor 19 
E Abort- operator confusion 7 
F Abort - device malfunction 2 
G Abort - robot malfunction 13 
H Abort- task impossible decision by tests 10 
Longer than 300 seconds 5 
J No matching log file on record 2 
K Incomplete trial in log file 
K 
B 
6% 
c 
~. 
N 
-4 
-4 
GRPil-EXPTil 
A 
B 
c 
D 
E 
F 
G 
J 
K 
K 
76,.. 
Warmup trial to ignore 
Abort - unclassi fied 
Abort- hardware/software problem 
Abort - error by test supervisor 
Abort - operator confusion 
Abort - device malfunction 
Abort - robot malfunction 
Longer than 300 seconds 
No matching Jog file on record 
Incomplete trial in log file 
11 
5 
6 
8 
3 
1 
8 
2 
11 
99 
G 
7% 
GRPII-EXPTIIB 
A 
B 
c 
D 
E 
F 
G 
H 
I 
J 
K 
Warmup trial to ignore 
Abort - unclassified 
Abort - hardware/software problem 
Abort - error by test supervisor 
Abort - operator confusion 
Abort - device malfunction 
Abort - robot malfunction 
Abort - task impossible decision by test s 
Longer than 300 seconds 
No matching log file on record 
Incomplete trial in log file 
J 
H 
8'Y. 
G 
13% 
21 
2 
4 
12 
4 
4 
33 
4 
4 
28 
3 
K 
s,-. 
D 
13'Y. 
GRPili-EXPTII 
A Warmup trial to ignore 
B Abort - unclassified 
c Abort- hardware/software problem 
D Abort - error by test supervisor 
G Abort- robot malfunction 
I Longer than 300 seconds 
K Incomplete trial in log file 
10 
4 
4 
13 
8 
6 
65 
10% 
A 
c 
6o/o 
GRPlli-EXPTIIB 
A 
B 
c 
D 
E 
G 
H 
I 
J 
Warmup trial to ignore 
Abort - unclassified 
Abort - hardware/software problem 
Abort - error by test supervisor 
Abort- operator confusion 
Abort - robot malfunction 
Abort - task impossible decision by test s 
Longer than 300 seconds 
No matching log file on record 
48o/o 
G 
11% 
I 
4% 
J 
11% 
22 
9 
6 
20 
3 
12 
12 
2 
3 
A 
19o/o 
PRELIMA 
8 
E 
F 
K 
F 
50% 
Abort - unclassified 
Abort - operator confusion 
Abort - device malfunction 
No matching log file on record 
Incomplete trial in log file 
K 
10'ro 
6 
5 
80 
PRELIMB 
B 
G 
J 
K 
J 
14% 
Abort - unclassified 
Abort - robot malfunction 
Longer than 300 seconds 
No matching log file on record 
Incomplete trial in log file 
14'ro 
K 
~. 
13 
1 
5 
2 
APPENDIX D. RESULTS: SAMPLES & SUMMARIES 
Full Valid Results Summary 
247 
N 
~ 
00 
Trial Series Gain 
50 GRPI-EXPTIIB 
51 GRPI·EXPTIIB 
52 GRPI-EXPTIIB 
Line-Following 
Trial Series Gain 
48 GRPI-EXPTIIB 5 
20 GRPII-EXPTIIB 0.6 
21 GRPII-EXPTIIB 5 
22 GRPII-EXPTIIB 0.75 
47 GRPI-EXPTIIB 20 
46 GRPI-EXPTIIB 20 
14 GRPI-EXPTIIB 2 
12 GRPI-EXPTIIB 2 
3 GRPI-EXPTIIB 7 
10 GRPI-EXPTIIB 6 
17 GRPII-EXPTIIB 0.9 
9 GRPI-EXPTIIB 10 
7 GRPI-EXPTIIB 8 
6 GRPI-EXPTIIB 12.5 
5 GRPI-EXPTIIB 2 
4 GRPI-EXPTIIB 7 
11 GRPI-EXPTIIB 20 
11 GRPII-EXPTIIB 7 
3 GRPII-EXPTIIB 5 
4 GRPII -EXPTIIB 5 
5 GRPII-EXPTIIB 8 
6 GRPII-EXPTIIB 1.25 
7 GRPII-EXPTIIB 1.75 
8 GRPII-EXPTIIB 0.6 
19 GRPII-EXPTIIB 3 
10 GRPII-EXPTIIB 3 
18 GRPII-EXPTIIB 1.75 
12 GRPII-EXPTIIB 5 
13 GRPII-EXPTIIB 0.9 
14 GRPII-EXPTIIB 7 
15 GRPII-EXPTIIB 1.25 
16 GRPII-EXPTIIB 0.9 
9 GRPII-EXPTIIB 0.75 
Printed· 10/16/99 10:29:47 AM 
Time 
18.4 
32.79 
31.91 
Error 
37.5 
15.5 
15.5 
T rackBaii-Marcus 
Time 
55.97 
21 .32 
13.07 
42.63 
35.53 
22.03 
40.15 
23.62 
80.69 
87.83 
17.42 
20.76 
34.11 
17.25 
37.13 
43.5 
13.95 
52.12 
34.88 
31 .75 
49.33 
47.18 
15.16 
36.09 
17.09 
65.85 
12.91 
40.04 
38.5 
30.43 
47.68 
46.74 
38.89 
Error 
34.07 
50.58 
59.58 
37.44 
33.93 
37.85 
43.5 
54.29 
33.47 
51 .55 
51.44 
48.08 
40.32 
55.86 
51.51 
38.75 
54.67 
24.91 
90.86 
65.46 
69.56 
39.08 
79.55 
43.73 
57.73 
40.63 
84.39 
35.79 
39.04 
34.98 
37.93 
30.06 
38.96 
Effort 
0 
0 
0 
Effort 
1623 
629 
325 
1381 
1076 
633 
1323 
765 
2364 
2937 
483 
647 
1087 
503 
1187 
1135 
417 
1034 
599 
583 
763 
1461 
471 
1045 
442 
1527 
355 
935 
1251 
639 
1453 
1421 
1243 
Page 1 of 54 
Difficult 
17.70 (51) 
24.40 (51) 
36.00 (51) 
PUMA560 
Difficult 
36.00 (60) 
27.00 (54) 
27.00 (54) 
151.40 (54) 
36.00 (60) 
24.40 (60) 
24.40 (60) 
17.70 (60) 
77.10 (60) 
36.00 (60) 
17.70 (54) 
36.00 (60) 
24.40 (60) 
17.70 (60) 
27.00 (60) 
24.40 (60) 
17.70 (60) 
151 .40 (54) 
15.30 (54) 
27.00 (54) 
27.00 (54) 
24.40 (54) 
15.30 (54) 
24.40 (54) 
27.00 (54) 
36.00 (54) 
15.30 (54) 
36.00 (54) 
36.00 (54) 
36.00 (54) 
77.10 (54) 
77.10 (54) 
36.00 (54) 
Line-Following 
Trial Series Gain 
58 GRPI-EXPTIIB 2 
48 GRPI-EXPTIIB 0.8 
100 GRPIII-EXPTIIB 1 
99 GRPIII-EXPTIIB 0.4 
97 GRPIII-EXPTIIB 0.7 
96 GRPIII-EXPTIIB 1.5 
95 GRPIII-EXPTIIB 0.6 
94 GRPIII-EXPTIIB 0.1 
56 GRPI-EXPTIIB 9 
55 GRPI-EXPTIIB 4 
54 GRPI-EXPTIIB 4 
57 GRPI-EXPTIIB 20 
49 GRPI-EXPTIIB 12.5 
93 GRPIII-EXPTIIB 2 
47 GRPI-EXPTIIB 5 
53 GRPI-EXPTIIB 17.5 
TrackBaii-CPC 
Time 
112.87 
47.51 
30.05 
122.1 
91.12 
66.07 
43.33 
203.55 
40.86 
68.66 
125.28 
106.5 
18.18 
25.65 
92.66 
96.06 
Error 
66.77 
63.12 
65.37 
23.8 
33.03 
34.27 
65.49 
36.04 
21 .83 
18.59 
38.85 
63.86 
63.73 
94.87 
23.4 
47.27 
--- ·---- ·-------·----··-
Line-Following 
Trial Series Gain 
162 GRPII-EXPTIIB 0.06 
158 GRPII-EXPTIIB 0.07 
161 GRPII-EXPTIIB 0.15 
160 GRPII-EXPTIIB 0.01 
159 GRPII-EXPTIIB 0.04 
157 GRPII-EXPTIIB 0.02 
155 GRPII-EXPTIIB 0.03 
163 GRPII-EXPTIIB 0.09 
156 GRPII-EXPTIIB 0.13 
Line-Following 
Trial Series Gain 
31 GRPIII-EXPTIIB 3 
37 GRPIII-EXPTIIB 3 
36 GRPIII-EXPTIIB 10 
35 GRPIII-EXPTIIB 10 
34 GRPIII-EXPTIIB 17.5 
32 GRPIII-EXPTIIB 12.5 
30 GRPIII-EXPTIIB 10 
Magellan - Use Z 
nme 
33.39 
53 
19.82 
144.45 
48.83 
97.22 
52.12 
88.04 
44.16 
Error 
83.46 
37.82 
65.37 
33.13 
35.07 
36.82 
35.74 
28.77 
36.83 
KeyPad 
nme 
128.26 
116.44 
22.74 
50.97 
59.92 
75.03 
49.6 
Error 
65.33 
34.10 
85.99 
65.86 
71 
70.51 
66.97 
Effort 
213 
32 
500 
2331 
1519 
746 
813 
6491 
63 
75 
96 
222 
28 
340 
40 
99 
Effort 
1253 
2013 
719 
5465 
1795 
3689 
1949 
3263 
1654 
Effort 
2444 
3614 
601 
910 
568 
768 
764 
PUMA560 
Difficult 
151.40 (68) 
15.30 (68) 
17.70 (57) 
77.10 (57) 
36.00 (57) 
24.40 (57) 
27.00 (57) 
36.00 (57) 
27.00 (68) 
27.00 (68) 
36.00 (68) 
151.40 (68) 
22.20 (68) 
22.20 (57) 
17.70 (68) 
24.40 (68) 
PUMA560 
Difficult 
22.20 (55) 
77.10 (55) 
27.00 (55) 
151.40 (55) 
24.40 (55) 
24.40 (55) 
24.40 (55) 
151.40 (55) 
36.00 (55) 
PUMA560 
Difficult 
27.00 (52) 
24.40 (52) 
15.30 (52) 
17.70 (52) 
27.00 (52) 
27.00 (52) 
17.70 (52) 
26 GAPII 1-EXP I 118 1 !2.5 
25 GRPIII-EXPTIIB 8 
24 GRPIII-EXPTIIB 5 
22 GRPIII-EXPTIIB 10 
33 GRPIII-EXPTIIB 5 
Line-Following 
Trial Series Gain 
73 GRPII-EXPTIIB 0.04 
91 GRPII·EXPTIIB 0.05 
88 GRPII·EXPTIIB 0.13 
90 GRPII-EXPTIIB 0.02 
89 GRPII-EXPTIIB 0.08 
87 GRPII-EXPTIIB 0.07 
74 GRPII-EXPTIIB 0.2 
79 GRPII-EXPTIIB 0.06 
80 GRPII-EXPTIIB 0.02 
81 GRPII-EXPTIIB 0.1 
83 GRPII-EXPTIIB 0.02 
84 GRPII-EXPTIIB 0.08 
86 GRPII-EXPTIIB 0.06 
48 GRPIII-EXPTIIB 0.06 
47 GRPIII-EXPTIIB 0.03 
46 GRPIII-EXPTIIB 0.04 
44 GRPIII·EXPTIIB 0.03 
43 GRPIII·EXPTIIB 0.04 
45 GRPIII·EXPTIIB 0.005 
85 GRPII-EXPTIIB 0.05 
262 GRPIII-EXPTIIB 0.02 
272 GRPIII-EXPTIIB 0.01 
271 GRPIII-EXPTIIB 0.04 
270 GRPIII-EXPTIIB 0.05 
269 GRPIII-EXPTIIB 0.02 
268 GRPIII-EXPTIIB 0.03 
265 GRPIII·EXPTIIB 0.01 
264 GRPIII-EXPTIIB 0.01 
263 GRPIII-EXPTIIB 0.02 
Line-Following 
Trial Series Gain 
Printed· 10/16/99 10:29:47 AM 
113.2 
79.26 
80.19 
27.91 
97.38 
18.74 
33.73 
38.13 
91 .09 
66.66 
Joystick-Analog 
Time 
83.1 
68.38 
71 .35 
57.67 
36.08 
79.26 
122.59 
36.26 
69.59 
31.97 
101 .45 
29.33 
141 .32 
61.14 
81.62 
114.8 
63.55 
46.86 
192.9 
182.68 
116.71 
197.45 
63.77 
45.15 
54.49 
35.21 
91 .73 
167.9 
76.12 
Error 
44.86 
45.87 
46.74 
26.1 
24.52 
43.46 
62.36 
77.02 
28.45 
26.08 
41.83 
27.07 
60.29 
54.46 
47.84 
73.45 
45.55 
26.51 
89.55 
61.29 
60.32 
65.42 
66.19 
46.1 
23.76 
25.88 
23.40 
61.88 
53.36 
GamePad-PH9 
Time Error 
1366 
1560 
2171 
608 
1810 
Effort 
1114 
862 
671 
710 
416 
1133 
501 
480 
905 
335 
1266 
302 
1611 
458 
947 
1095 
894 
309 
2585 
2176 
1610 
3014 
886 
406 
842 
405 
1254 
2314 
1001 
Effort 
Page 2 of 54 
77.10 {52) 
36.00 {52) 
24.40 {52) 
22.20 (52) 
27.00 (52) 
RTX100 
Difficult 
24.40 (73) 
24.40 (73) 
24.40 (73) 
17.70 (73) 
17.70 (73) 
36.00 (73) 
77.10 (73) 
22.20 (73) 
27.00 (73) 
27.00 (73) 
24.40 (73) 
17.70 (73) 
151.40 (73) 
36.00 (66) 
36.00 (66) 
77.10 (66) 
24.40 (66) 
17.70 (66) 
24.40 (66) 
151.40 (73) 
36.00 (11) 
151.40 (11) 
77.10 (11) 
24.40 (11) 
17.70 (11) 
17.70 (11) 
27.00 (11) 
151.40 {11) 
24.40 {11) 
RTX100 
Difficult 
57 GRPI-EXPTIIB 0.2 
29 GRPIII-EXPTIIB 0.03 
30 GRPIII-EXPTIIB 0.04 
31 GRPIII-EXPTIIB 0.02 
32 GRPIII-EXPTIIB 0.03 
33 GRPIII-EXPTIIB 0.02 
61 GRPI-EXPTIIB 0.1 
26 GRPIII-EXPTIIB 0.06 
23 GRPIII-EXPTIIB 0.02 
22 GRPIII-EXPTIIB 0.05 
27 GRPIII-EXPTIIB 0.06 
58 GRPI-EXPTIIB 0.4 
21 GRPIII-EXPTIIB 0.02 
28 GRPIII-EXPTIIB 0.02 
25 GRPIII-EXPTIIB 0.008 
85.4 
73.21 
227.06 
244.3 
63 
144.23 
232.94 
93.15 
62.89 
224.81 
65.47 
65.58 
220.58 
89.64 
189.77 
83.79 
51 .47 
31.92 
37.16 
50.45 
40.31 
97.45 
58.87 
51.47 
30.63 
82.14 
57.98 
39.27 
81 .76 
50.78 
·----···· ·-. ·--·- . ---·- · 
Line-Following 
Trial Series 
3 GRPII-EXPTIIB 
2 GRPII-EXPTIIB 
4 GRPII-EXPTIIB 
5 GRPII-EXPTIIB 
9 GRPII-EXPTIIB 
Gain 
0.005 
0.05 
0.001 
0.01 
0.006 
10 GRPII-EXPTIIB 0.001 
124 GRPII-EXPTIIB 0.007 
71 GRPI-EXPTIIB 0.1 
73 GRPI-EXPTIIB 0.2 
74 GRPI-EXPTIIB 0.3 
117 GRPII-EXPTIIB 0.005 
118 GRPII-EXPTIIB 0.006 
119 GRPII-EXPTIIB 0.005 
72 GRPI-EXPTIIB 0.5 
123 GRPII-EXPTIIB 0.008 
121 GRPII-EXPTIIB 0.002 
Line-Following 
Trial Series Gain 
9 GRPII-EXPTIIB 0.6 
3 GRPII-EXPTIIB 0.5 
4 GRPII-EXPTIIB 0.05 
Magellan - Use Z 
Time 
115.07 
43.94 
43.22 
47.46 
49.43 
44.87 
30.87 
100.3 
53.38 
48.45 
55.42 
33.56 
48.34 
47.56 
30.6 
38.12 
Error 
32.23 
34.6 
51.18 
34.72 
32.31 
63.63 
36.32 
121 .1 
66.25 
28.74 
91 .01 
94.78 
96.42 
84.00 
86.05 
47.02 
20 Magellan 
Time 
53.66 
74.1 
82.77 
Error 
61 .40 
60.19 
55.6 
492 
791 
1781 
2518 
735 
1745 
1288 
585 
721 
1439 
655 
380 
2084 
1108 
2263 
Effort 
3378 
1091 
1351 
1127 
1232 
921 
632 
566 
229 
156 
1564 
795 
1387 
341 
716 
1039 
Effort 
1391 
1763 
2419 
17.70 (51) 
27.00 {53) 
151.40 {53) 
151.40 (53) 
27.00 (53) 
24.40 (53) 
24.40 (51) 
27.00 {53) 
17.70 (53) 
77.10 (53) 
22.20 (53) 
17.70 (51) 
24.40 (53) 
22.20 (53) 
17.70 (53) 
RTX100 
Difficult 
77.10 (63) 
24.40 (63) 
17.70 (63) 
36.00 (63) 
36.00 (63) 
27.00 (63) 
24.40 (07) 
15.30 (06) 
15.30 (06) 
17.70 (06) 
15.30 (07) 
15.30 (07) 
15.30 (07) 
24.40 (06) 
15.30 (07) 
24.40 (07) 
RTXlOO 
Difficult 
17.70 (58) 
27.00 (58) 
27.00 (58) 
N 
VI 
0 
5 61 ii ii LXI I iib 
8 GRPII-EXPTIIB 
2 GRPII-EXPTIIB 
10 GRPII-EXPTIIB 
11 GRPII~EXPTIIB 
7 GRPII-EXPTIIB 
Line-Following 
Trial Series 
8 GRPIII-EXPTIIB 
3 GRPIII-EXPTIIB 
4 GRPIII-EXPTIIB 
2 GRPIII-EXPTIIB 
5 GRPIII·EXPTIIB 
6 GRPIII-EXPTIIB 
10 GRPIII-EXPTIIB 
11 GRPIII·EXPTIIB 
12 GRPIII-EXPTIIB 
14 GRPIII-EXPTIIB 
16 GRPIII-EXPTIIB 
15 GRPIII-EXPTIIB 
Line-Following 
Trial Series 
6 GRPI-EXPTIIB 
12 GRPI-EXPTIIB 
2 GRPI-EXPTIIB 
3 GRPI-EXPTIIB 
4 GRPI-EXPTIIB 
5 GRPI-EXPTIIB 
7 GRPII-EXPTIIB 
20 GRPII-EXPTIIB 
18 GRPII·EXPTIIB 
11 GRPII-EXPTIIB 
17 GRPII-EXPTIIB 
16 GRPII-EXPTIIB 
13 GRPII-EXPTIIB 
7 GRPI-EXPTIIB 
10 GRPI-EXPTIIB 
12 GRPII-EXPTIIB 
3 GRPII-EXPTIIB 
6.3 
0.09 
0.1 
0.2 
0.13 
0.15 
Gain 
0.08 
0.07 
0.06 
0.09 
0.08 
0.15 
0.05 
0.07 
0.15 
0.08 
0.05 
0.1 
Gain 
2 
0.7 
0.1 
1 
3 
0.8 
0.07 
0.05 
0.09 
0.15 
0.13 
0.08 
0.07 
0.75 
1 
0.08 
0.08 
Printed· 10/16/99 10:29:47 AM 
281 .31 30.§3 
117.76 83.05 
97.6 38.27 
148.68 35.93 
107.49 85.62 
66.9 55.30 
GamePad-IBM 
Time 
52.13 
17.19 
24.93 
16.04 
30.65 
24.17 
27.03 
26.97 
22.02 
33.29 
58.11 
47.01 
Error 
46 
53.66 
53.03 
65.16 
50.89 
32.18 
20.08 
42.92 
26.25 
53.68 
39.25 
48.72 
TrackBaii-CPC 
Time 
22.08 
11.75 
170.65 
10.05 
15.71 
49.82 
49.93 
34.66 
45.42 
31 .8 
26.36 
33.06 
48.77 
13.34 
15.38 
67.67 
51 .24 
Error 
50.36 
66.85 
45.57 
59.07 
30.24 
58.05 
48.75 
57.32 
38.77 
60.86 
54.51 
48.99 
29.27 
27.66 
58.77 
47.81 
53.3 
1411 
4081 
3377 
4829 
2989 
2059 
Effort 
15 
18 
24 
8 
16 
17 
10 
15 
12 
9 
40 
26 
Effort 
19 
3 
94 
8 
15 
42 
7 
3 
21 
7 
8 
5 
17 
11 
15 
24 
5 
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151 .46 (58) 
15.30 (58) 
24.40 (58) 
36.00 (58) 
22.20 (58) 
17.70 (58) 
SIMULATION 
Difficult 
28.10 (49) 
15.30 (49) 
77.10 (49) 
24.40 (49) 
77.10 (49) 
17.70 (49) 
20.70 (49) 
24.40 (49) 
17.70 (49) 
24.40 (49) 
100.70 (49) 
77.10 (49) 
SIMULATION 
Difficult 
24.40 (67) 
22.20 (67) 
151.40 (67) 
15.30 (67) 
17.70 (67) 
36.00 (67) 
28.10 (50) 
17.50 (50) 
100.70 (50) 
15.30 (50) 
28.10 (50) 
28.10 (50) 
17.70 (50) 
17.70 (67) 
15.30 (67) 
77.10 (50) 
28.10 (50) 
19 GRPII-EXPTIIB 
6 GRPII-EXPTIIB 
8 GAPII-EXPTIIB 
15 GAPI-EXPTIIB 
8 GRPI-EXPTIIB 
9 GRPI-EXPTIIB 
10 GRPII-EXPTIIB 
11 GRPI-EXPTIIB 
9 GRPII-EXPTIIB 
13 GRPI-EXPTIIB 
5 GRPII-EXPTIIB 
14 GRPI-EXPTIIB 
20 GAPI-EXPTIIB 
16 GRPI-EXPTIIB 
17 GRPI-EXPTIIB 
18 GRPI-EXPTIIB 
19 GRPI-EXPTIIB 
Line-Following 
Trial Series 
42 GRPIII-EXPTIIB 
43 GRPIII-EXPTIIB 
56 GRPIII-EXPTIIB 
41 GRPIII-EXPTIIB 
45 GRPIII-EXPTIIB 
53 GRPIII-EXPTIIB 
52 GRPIII-EXPTIIB 
51 GRPIII-EXPTIIB 
50 GRPIII-EXPTIIB 
49 GRPIII-EXPTIIB 
48 GRPIII-EXPTIIB 
47 GRPIII-EXPTIIB 
58 GRPIII-EXPTIIB 
46 GRPIII-EXPTIIB 
59 GRPIII-EXPTIIB 
44 GRPIII-EXPTIIB 
54 GRPIII-EXPTIIB 
55 GAPIII-EXPTIIB 
57 GRPIII-EXPTIIB 
308 GRPI-EXPTIIB 
311 GRPI-EXPTIIB 
312 GRPI-EXPTIIB 
0.1 
0.15 
0.1 
0.1 
4 
0.9 
0.08 
1.75 
0.05 
1.5 
0.06 
0.4 
0.2 
0.6 
1.25 
0.3 
0.5 
11.76 25.77 
46.08 55.94 
32.51 22.73 
82.78 50.61 
26.25 30.25 
84.26 45.15 
70.47 44.52 
13.02 23.04 
37.41 21.82 
17.58 22.54 
34 59.65 
52.18 50.33 
49.82 54.27 
28.46 50.86 
50.04 51 .68 
51 .41 52.80 
14.17 61 .45 
··- . . -·. - ------
Gain 
0.2 
0.3 
0.06 
0.4 
0.09 
0.15 
0.08 
0.2 
0.08 
0.07 
0.13 
0.05 
0.08 
0.05 
0.05 
0.18 
0.1 
0.06 
0.15 
2 
0.6 
GamePad-PC3 
Time 
11.7 
24.11 
22.36 
53.83 
31.47 
19.61 
37.79 
32.29 
32.51 
23.29 
18.02 
50.42 
31.09 
31.63 
38.56 
38.89 
48.66 
19.44 
29.66 
14.77 
35.54 
14.12 
Error 
77.76 
36.10 
25.25 
57.19 
50.07 
25.10 
46.18 
31.37 
59.21 
24.66 
53.55 
47.57 
50.91 
25.69 
54.09 
42.83 
42.62 
60.72 
44.54 
25.03 
51.42 
23.04 
6 
6 
9 
35 
39 
49 
40 
8 
8 
11 
5 
16 
23 
7 
46 
20 
9 
Effort 
6 
15 
8 
42 
8 
7 
18 
37 
10 
9 
12 
20 
7 
8 
6 
18 
31 
5 
19 
36 
23 
9 
20.70 (50) 
24.40 (50) 
20.70 (50) 
36.00 (67) 
27.00 (67) 
151.40 (67) 
100.70 (50) 
17.70 (67) 
17.70 (50) 
27.00 (67) 
15.30 (50) 
24.40 (67) 
36.00 (67) 
24.40 (67) 
151.40 (67) 
36.00 (67) 
15.30 (67) 
SIMULATION 
Difficult 
15.30 (61) 
17.70 (61) 
17.70 (61) 
77.10 (61) 
24.40 (61) 
27.00 (61) 
77.10 (61) 
27.00 (61) 
24.40 (61) 
17.70 (61) 
15.30 (61) 
151.40 (61) 
36.00 (61) 
27.00 (61) 
36.00 (61) 
36.00 (61) 
151.40 (61) 
22.20 (61) 
24.40 (61) 
27.00 (08) 
36.00 (08) 
27.00 (08) 
N 
VI 
916 QAPI-t:kP I 116 6.9 
316 GRPI-EXPTIIB 0.2 
309 GRPI-EXPTIIB 0.5 
313 GRPI-EXPTIIB 1.75 
315 GRPI-EXPTIIB 0.1 
325 GRPI-EXPTIIB 0.4 
324 GRPI-EXPTIIB 0.2 
323 GRPI-EXPTIIB 1 
322 GRPI-EXPTIIB 0.3 
321 GRPI-EXPTIIB 2 
320 GRPI-EXPTIIB 0.8 
319 GRPI-EXPTIIB 1.5 
318 GRPI-EXPTIIB 0.7 
317 GRPI-EXPTIIB 1.25 
314 GRPI-EXPTIIB 0.75 
Line-Following 
Trial Series Gain 
28 GRPI-EXPTIIB 0.9 
29 GRPI-EXPTIIB 4 
30 GRPI-EXPTIIB 0.7 
31 GRPI-EXPTIIB 6 
19 GRPIII-EXPTIIB 0.18 
32 GRPI-EXPTIIB 1.75 
33 GRPI-EXPTIIB 0.75 
27 GRPI-EXPTIIB 10 
10 GRPIII-EXPTIIB 0.07 
34 GRPI-EXPTIIB 2 
11 GRPII-EXPTIIB 0.2 
18 GRPIII-EXPTIIB 0.1 
16 GRPIII-EXPTIIB 0.15 
15 GRPIII-EXPTIIB 0.2 
14 GRPIII-EXPTIIB 0.08 
13 GRPIII-EXPTIIB 0.3 
17 GRPIII-EXPTIIB 0.3 
11 GRPIII-EXPTIIB 0.13 
2 GRPIII-EXPTIIB 0.07 
9 GRPIII-EXPTIIB 0.2 
8 GRPIII-EXPTIIB 0.09 
7 GRPIII-EXPTIIB 0.1 
6 GRPIII-EXPTIIB 0.4 
Printed- 10/16/99 10:29:47 AM 
39.87 43.64 
48.49 54.76 
62.51 43.39 
13.4 61 .4 
49.54 59.45 
28.06 52.52 
53.22 40.82 
11 .54 26.22 
28.18 26.41 
17.79 60 
43.44 46.09 
20.38 49.05 
24.27 52.86 
15.49 25.78 
29.71 25.55 
Touch Pad 
Time 
118.42 
22.03 
56.96 
65.91 
110.73 
37.68 
33.62 
40.64 
93.32 
28.89 
11 .65 
156.05 
54.11 
86.95 
50.64 
76.08 
36.42 
137.15 
224.31 
52.62 
203.44 
223.77 
65.14 
Error 
43.9 
85.72 
32.88 
81 .52 
51.25 
71.25 
26.98 
69.33 
24.39 
53.38 
26.85 
48.02 
23.87 
49.97 
61.34 
44.97 
22.86 
42.85 
52.73 
22.56 
46.27 
52.49 
51 .94 
41 
21 
58 
14 
19 
10 
45 
9 
16 
12 
43 
10 
13 
33 
26 
Effort 
139 
40 
29 
99 
5 
56 
16 
76 
4 
27 
7 
32 
4 
5 
3 
28 
4 
32 
5 
4 
30 
5 
5 
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77.10 (08) 
36.00 (08) 
151.40 (08) 
15.30 (08) 
24.40 (08) 
36.00 (08) 
77.10 (08) 
17.70 (08) 
27.00 (08) 
22.20 (08) 
87.40 (08) 
24.40 (08) 
24.40 {08) 
27.00 (08) 
27.00 (08) 
SIMULATION 
Difficult 
151.40 (64) 
22.20 (64) 
17.70 (64) 
24.40 (64) 
36.00 (59) 
24.40 (64) 
27.00 (64) 
17.70 (64) 
17.70 (59) 
151.40 (64) 
17.70 (56) 
77.10 (59) 
17.70 (59) 
31 .00 (59) 
15.30 (59) 
151.40 (59) 
27.00 (59) 
151.40 (59) 
24.40 (59) 
27.00 (59) 
77.10 (59) 
36.00 (59) 
24.40 (59) 
4 GRPIII-EXPTIIB 0.1 
3 GRPIII-EXPTIIB 0.5 
12 GRPIII-EXPTIIB 0.08 
10 GRPII-EXPTIIB 0.08 
21 GRPII-EXPTIIB 0.5 
20 GRPII-EXPTIIB 0.07 
19 GRPII-EXPTIIB 0.07 
18 GRPII-EXPTIIB 0.07 
35 GRPI-EXPTIIB 0.4 
16 GRPII-EXPTIIB 0.09 
13 GRPII-EXPTIIB 0.08 
22 GRPII-EXPTIIB 0.01 
12 GRPII-EXPTIIB 1.5 
17 GRPII-EXPTIIB 0.4 
9 GRPII-EXPTIIB 1.75 
8 GRPII-EXPTIIB 0.3 
7 GRPII-EXPTIIB 0.05 
6 GRPII-EXPTIIB 1.25 
5 GRPII-EXPTIIB 0.6 
4 GRPII-EXPTIIB 0.8 
3 GRPII-EXPTIIB 2 
2 GRPII-EXPTIIB 0.1 
14 GRPII-EXPTIIB 0.7 
43 GRPI-EXPTIIB 1.5 
36 GRPI-EXPTIIB 7.5 
39 GRPI-EXPTIIB 0.6 
15 GRPII-EXPTIIB 
42 GRPI-EXPTIIB 0.5 
44 GRPI-EXPTIIB 5 
45 GRPI-EXPTIIB 1.25 
46 GRPI-EXPTIIB 1 
40 GRPI-EXPTIIB 0.8 
Pattern Matching 
Trial Series Gain 
25 GRPiti-EXPTIIB 
185 GRPI-EXPTIIB 
168 GRPI-EXPTIIB 
167 GRPI-EXPTIIB 
166 GRPI-EXPTIIB 
165 GRPI-EXPTIIB 
54.48 
71.62 
68.49 
44.71 
35.92 
24.38 
20.48 
18.29 
47.84 
14.56 
46.08 
26.92 
33.23 
15.93 
44.21 
18.68 
15.77 
30.92 
17.85 
27.68 
17.57 
18.68 
58.05 
23.95 
9.06 
40.81 
37.95 
33.72 
32.29 
42.13 
41.74 
38.4 
Time 
20.92 
10.49 
5.27 
4.06 
14.34 
78.76 
61 .67 
46.62 
24.29 
46.58 
43.95 
23.66 
58.08 
65.70 
81.47 
25.37 
43.04 
60.92 
53.43 
60.28 
44.36 
44.81 
63.94 
55.46 
26.45 
47.30 
21 .19 
30.45 
42.95 
34.64 
34.10 
69.65 
47.66 
65.40 
75.11 
65.69 
65.42 
35.28 
Error 
0 
0.75 
0 
0 
0 
0 
3 
28 
4 
76 
38 
7 
21 
21 
65 
11 
50 
4 
45 
17 
113 
22 
8 
56 
11 
28 
18 
9 
66 
20 
12 
34 
40 
22 
53 
49 
44 
38 
Effort 
4 
5 
5 
8 
24 
15.30 (59) 
151.40 (59) 
17.70 (59) 
151.40 (56) 
36.00 (56) 
27.00 (56) 
22.20 (56) 
22.20 (56) 
36.00 (64) 
17.70 (56) 
77.10 (56) 
15.30 (56) 
36.00 (56) 
22.20 (56) 
77.10 (56) 
24.40 (56) 
22.20 (56) 
36.00 (56) 
17.70 (56) 
24.40 (56) 
17.70 (56) 
17.70 (56) 
151.40 (56) 
27.00 (64) 
17.70 (64) 
36.00 (64) 
24.40 (56) 
22.20 (64) 
24.40 (64) 
24.40 (64) 
36.00 (64) 
27.00 (64) 
Manual 
Difficult 
8.41 (51 ) 
9.42 (55) 
3.00 (55) 
3.67 (55) 
6.00 (55) 
6.00 (55) 
................ ~Z~i~i~d~l~ii~il~i~EX~P~i~!i~ ........ ~IS~.S~i------~or-----------~13~.5~2r---7:(33Es~)----27--G~R~P~I-EE:xijp,T1riiBB--~100----E6~8.27 o 
N 
Vl 
N 
212 GRPIII-EXPTII 
43 GRPII-EXPTIIB 
42 GRPII-EXPTIIB 
186 GRPI-EXPTIIB 
40 GRPII-EXPTIIB 
187 GRPI-EXPTIIB 
24 GRPIII-EXPTIIB 
23 GRPIII-EXPTIIB 
3 GRPIII-EXPTIIB 
2 GRPIII-EXPTIIB 
1 GRPIII-EXPTIIB 
76 GRPII-EXPTII 
25 GRPII-EXPTII 
36 GRPIII-EXPTII 
34 GRPIII -EXPTII 
35 GRPI-EXPTII 
41 GRPII-EXPTIIB 
87 GRPI-EXPTIIB 
216 GRPII-EXPTII 
217 GRPII·EXPTII 
71 GRPI-EXPTIIB 
72 GRPI-EXPTIIB 
88 GRPI-EXPTIIB 
86 GRPI-EXPTIIB 
73 GRPI-EXPTIIB 
300 GRPI-EXPTII 
301 GRPI-EXPTII 
Pattern Matching 
Trial Series Gain 
46 GRPIII-EXPTIIB 0.7 
52 GRPIII-EXPTIIB 0.4 
51 GRPIII-EXPTIIB 0.9 
49 GRPIII-EXPTIIB 0.75 
48 GRPIII-EXPTIIB 3 
47 GRPIII-EXPTIIB 1.75 
36 GRPII -EXPTIIB 0.2 
30 GRPII-EXPTIIB 0.5 
29 GRPII -EXPTIIB 8 
31 GRPI-EXPTIIB 8 
26 GRPII-EXPTIIB 4 
Printed · 10/16/99 10:29:48 AM 
7.42 0 
41 .36 0 
26.19 0 
28.66 0.464 
60.85 0 
13.46 0.375 
26.57 0 
19.39 0 
52.34 0 
25.82 0 
73.05 0 
12.68 0 
7.8 0 
5.66 0 
17.42 0 
13.36 0 
131 .6 0 
20.05 0 
20.82 0 
6.11 0 
23.78 0 
16.75 0 
4.01 0 
5.82 0 
4.56 0 
16.87 0 
8.94 0 
GamePad-IBM 
Time 
32.35 
41.69 
40.15 
113.14 
37.51 
19.56 
109.14 
115.07 
100.18 
162.41 
111 .56 
Error 
0 
0 
0 
0.667 
0.286 
0 
0 
0 
0 
0 
0 
8 
13 
17 
9 
8 
7 
4 
7 
4 
13 
16 
6 
5 
5 
Effort 
2 
3 
3 
9 
3 
1 
3 
5 
4 
10 
3 
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12.92 (36) 45 GRPIII-EXPTIIB 0.4 70.26 0 
13.85 (52) 39 GRPIII-EXPTII 0.5 146.98 0 
9.99 (52) 44 GRPIII-EXPTIIB 0.6 16.09 0 
11.96 (55) 43 GRPIII-EXPTIIB 1.5 85.57 0.182 
9.99 (52) 42 GRPIII-EXPTIIB 0.8 23.29 0 
12.84 (55) 33 GRPI-EXPTII 0.9 261 .5 0 
13.77 (51) 32 GRPI-EXPTII 1.8 96.28 0 
7.00 (51) 27 GRPI-EXPTII 1.5 123.86 0 
6.44 (51) 28 GRPII-EXPTIIB 0.75 42.12 0 
10.42 (51) 45 GRPI-EXPTIIB 1.25 23.73 0 
9.99 (51) 40 GRPI-EXPTIIB 20 84.09 0 
13.69 (48) 39 GRPIII-EXPTIIB 1.25 33.12 0 
12.41 (47) 38 GRPIII-EXPTIIB 4 95.9 0 
12.51 (42) 32 GRPI-EXPTIIB 4 63.28 0 
13.26 (42) 37 GRPIII-EXPTIIB 2 36.9 0 
12.81 (41 ) 29 GRPI-EXPTIIB 5 55.03 0 
9.99 (52) 30 GRPI-EXPTIIB 15 61.85 0 
9.66 (07) 41 GRPII I-EXPTIIB 0.5 71.78 0 
13.35 (11) 53 GRPIII-EXPTIIB 1 74.75 0 
13.41 (11) 43 GRPI-EXPTIIB 6 74.37 0.21 
3.56 (07) 54 GRPIII-EXPTIIB 0.3 114.02 0 
6.67 (07) 46 GRPI-EXPTIIB 6 94.3 0 
3.67 (07) 40 GRPIII-EXPTIIB 0.9 30.32 0 
4.00 (07) 39 GRPI-EXPTIIB 7 47.01 0 
3.67 (07) 38 GRPI-EXPTIIB 3 92.66 0 
12.84 (26) 36 GRPI-EXPTIIB 3 160.65 0 
13.41 (26) 35 GRPI-EXPTIIB 5 134.96 0 
PUMA560 
Difficult 
6.67 (58) 
3.00 (58) 
7.00 (58) 
12.51 (58) 
3.00 (58) 
7.08 (58) 
5.96 (49) 
3.00 (49) 
7.08 (49) 
12.84 (56) 
3.00 (49) 
34 GRPI-EXPTIIB 7 158.3 0 
33 GRPI-EXPTIIB 1.5 140.78 0 
41 GRPI-EXPTIIB 9 77.23 0 
44 GRPI-EXPTIIB 1.75 48.66 0 
42 GRPI-EXPTIIB 1 33.88 0 
Pattern Matching 
Trial Series Gain 
15 GRPI-EXPTIIB 3 
4 GRPI-EXPTIIB 1.5 
5 GRPi-EXPTIIB 5 
6 GRPI-EXPTIIB 1.25 
8 GRPI-EXPTIIB 2 
9 GRPI-EXPTIIB 2 
TrackBaii-CPC 
Time 
38.84 
181.43 
Error 
0 
0 
61.02 0 
30.43 0 
22.41 0 
118.58 0 
4 
5 
9 
3 
1 
5 
5 
10 
3 
4 
1 
5 
5 
7 
10 
5 
8 
3 
5 
6 
12 
11 
6 
3 
8 
3 
Effort 
3 
10 
4 
12 
6.67 (56) 
9.38 (58) 
3.00 (42) 
3.67 (58) 
13.35 (58) 
3.56 (58) 
3.67 (41) 
3.00 (41) 
3.56 (41) 
4.00 (49) 
3.67 (56) 
8.41 (56) 
3.56 (58) 
13.10 (58) 
3.00 (56) 
7.25 (58) 
3.67 (56) 
3.00 (56) 
10.22 (58) 
12.84 (58) 
6.99 (56) 
6.81 (58) 
13.35 (56) 
3.00 (58) 
3.00 (56) 
6.81 (56) 
12.51 (56) 
9.99 (56) 
13.26 (56) 
10.42 (56) 
6.81 (56) 
3.00 (56) 
4.00 (56) 
PUMA560 
Difficult 
10.42 (66) 
12.92 (66) 
7.08 (66) 
4.00 (66) 
4.00 (66) 
11 .82 (66) 
N 
VI 
w 
11 dAPi-ExP¥118 1.75 
12 GAPI-EXPTIIB 7 
14 GRPI-EXPTIIB 6 
3 GRPI-EXPTIIB 3 
38 GRPI-EXPTIIB 7.5 
13 GAPI-EXPTIIB 2 
Pattern Matching 
Tnal Series Gain 
12 GRPIII-EXPTIIB 0.6 
27 GRPI-EXPTIIB 7.5 
26 GRPI-EXPTIIB 6 
25 GAPI-EXPTIIB 5 
24 GRPI-EXPTIIB 9 
102 GAPIII-EXPTIIB 0.6 
101 GRPIII-EXPTIIB 0.4 
8 GRPIII-EXPTIIB 0.4 
9 GRPIII-EXPTIIB 2 
11 GRPIII-EXPTIIB 3 
18 GRPIII-EXPTIIB 1.5 
13 GAPIII-EXPTIIB 0.9 
14 GRPIII-EXPTIIB 1.25 
28 GRPI-EXPTIIB 7 
15 GAPIII-EXPTIIB 0.3 
16 GRPIII-EXPTIIB 0.7 
100 GAPIII-EXPTIIB 0.9 
98 GRPIII-EXPTIIB 1.5 
97 GRPIII-EXPTIIB 0.5 
10 GRPIII-EXPTIIB 0.8 
105 GRPIII-EXPTIIB 3 
115 GAPIII-EXPTIIB 5 
114 GAPIII-EXPTIIB 0.7 
113 GRPIII-EXPTIIB 0.9 
112 GRPIII-EXPTIIB 1.25 
111 GRPIII-EXPTIIB 0.75 
110 GAPIII-EXPTIIB 0.3 
109 GRPIII-EXPTIIB 1 
108 GAPIII-EXPTIIB 2 
22 GAPIII -EXPTIIB 0.18 
106 GRPIII-EXPTIIB 0.8 
29 GRPI-EXPTIIB 4 
Prin1ed - 10/16/99 1 0:29:48 AM 
51 .63 0 
122.38 0 
34.49 0 
170.21 0.1 33 
17.96 0 
141.1 0 
GamePad-PC3 
Time 
19.22 
92.33 
Error 
0 
0 
46.52 0 
288.75 0 
197.68 0 
97.6 0.667 
195.64 1.457 
120.35 0.143 
49.81 0 
67.45 0 
94.31 0 
38.88 0 
69.8 0.8 
25.93 0 
77.43 0 
20.43 0 
16.21 1.333 
69.64 1.533 
66.35 0.364 
19.61 0 
97.65 0.143 
36.42 0 
57.13 0 
87.1 0 
28.12 0 
17.58 0 
129.8 0 
78.7 0 
133.69 0.333 
61 .4 0 
26.92 0 
49.05 0 
4 
12 
3 
15 
3 
14 
Effort 
1 
7 
3 
18 
7 
6 
9 
8 
3 
4 
10 
3 
5 
3 
5 
1 
3 
5 
1 
8 
3 
5 
5 
1 
8 
7 
9 
3 
1 
5 
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5.96 (66) 
12.51 (66) 
3.00 (66) 
10.22 (66) 
3.00 (66) 
11 .66 (66) 
PUMA560 
Difficult 
3.67 (64) 
10.33 (50) 
3.56 (50) 
12.26 (50) 
9.99 (50) 
9.51 (73) 
13.41 (73) 
10.44 (64) 
10.42 (64) 
8.96 (64) 
13.41 (64) 
6.00 (64) 
9.99 (64) 
3.67 (50) 
6.00 (64) 
3.67 (64) 
4.00 (73) 
9.66 (73) 
3.00 (73) 
4.00 (64) 
12.67 (73) 
3.00 (73) 
6.81 (73) 
9.67 (73) 
7.08 (73) 
4.00 (73) 
13.35 (73) 
9.32 (73) 
13.41 (73) 
3.00 (64) 
3.67 (73) 
3.56 (50) 
103 GRPIII-EXPTIIB 0.2 
17 GRPIII-EXPTIIB 0.2 
23 GRPIII-EXPTIIB 4 
22 GRPI-EXPTIIB 2 
21 GRPIII-EXPTIIB 1 
20 GRPIII-EXPTIIB 3 
19 GRPIII-EXPTIIB 0.15 
30 GRPI-EXPTIIB 4 
107 GRPII I-EXPTIIB 4 
Pattern Matching 
Trial Series Gain 
14 GRPII-EXPTIIB 
13 GRPII-EXPTIIB 0.4 
15 GRPII-EXPTIIB 0.8 
9 GRPII-EXPTIIB 0.6 
8 GRPII-EXPTIIB 1.5 
6 GAPII-EXPTIIB 1.25 
212 GRPII-EXPTII 0.8 
213 GRPII-EXPTII 0.4 
211 GRPII-EXPTII 0.5 
353 GRPIII-EXPTIIB 7.6 
349 GRPIII-EXPTIIB 6 
338 GAPIII-EXPTIIB 10 
339 GRPIII-EXPTIIB 2 
340 GRPIII-EXPTIIB 1 
341 GRPIII-EXPTIIB 3 
342 GRPIII-EXPTIIB 5 
344 GRPIII-EXPTIIB 7.2 
345 GRPIII-EXPTIIB 11 
346 GRPIII-EXPTIIB 8 
355 GRPIII-EXPTIIB 8 
348 GRPIII-EXPTIIB 12 
350 GRPIII-EXPTIIB 15 
351 GRPIII-EXPTIIB 4 
352 GRPIII-EXPTllB 7 
354 GRPIII-EXPTIIB 6 
356 GRPIII-EXPTIIB 3 
347 GRPIII-EXPTIIB 5 
-·---·---
98.86 0 
34.49 0 
103.15 0 
112.76 0 
41 .52 0 
24.83 0 
58.06 0 
85.57 0 
34.77 0 
20 Magellan 
Time 
52.62 
135.1 
36.47 
88.37 
148.84 
223.65 
281 .38 
216.57 
157.97 
49.38 
78.76 
112.38 
219.32 
169.88 
47.35 
120.57 
50.92 
114.84 
38.88 
13.84 
31.96 
102.65 
36.04 
0.44 
89.19 
152.35 
64.26 
Error 
0.571 
1.238 
0.667 
0.182 
0 
0 
0 
0 
0 
0.091 
0.286 
0 
0 
0 
0 
0 
0 
1.524 
0.571 
0 
0.053 
0.364 
0 
0 
0.182 
1.333 
0.571 
5 
8 
2 
3 
2 
1 
5 
3 
Effort 
3 
7 
5 
10 
12 
5 
6 
8 
11 
5 
5 
15 
2 
9 
3 
1 
10 
12 
1 
-1 
10 
8 
5 
\'...,1 
6.81 (73) 
3.67 (64) 
13.77 (64) 
7.08 (50) 
10.00 (64) 
6.67 (64) 
3.67 (64) 
3.00 (50) 
3.00 (73) 
PUMA560 
Difficult 
3.00 (61 ) 
9.32 (61 ) 
3.67 (61) 
3.00 (61) 
6.81 (61) 
13.69 (61 ) 
13.41 (11) 
11.66 (11) 
4.00 (11) 
3.00 (08) 
13.85 (08) 
13.41 (08) 
12.92 (08) 
6.00 (08) 
3.56 (08) 
9.51 (08) 
6.67 (08) 
12.32 (08) 
3.56 (08) 
3.67 (08) 
7.08 (08) 
9.25 (08) 
7.42 (08) 
3.00 (08) 
12.38 (08) 
12.84 (08) 
10.00 (08) 
I &l!Cii I iii&tbilii IQ 
Trial Series 
181 GRPI-EXPTIIB 
216 GRPIII-EXPTII 
171 GRPI-EXPTIIB 
175 GRPI-EXPTIIB 
179 GRPI-EXPTIIB 
182 GRPI-EXPTIIB 
183 GRPI-EXPTIIB 
184 GRPI-EXPTIIB 
176 GRPI-EXPTIIB 
Pattern Matching 
Trial Series 
49 GRPII-EXPTIIB 
50 GRPII-EXPTIIB 
52 GRPII-EXPTIIB 
51 GRPII-EXPTIIB 
53 GRPII-EXPTIIB 
55 GRPII-EXPTIIB 
58 GRPII-EXPTIIB 
Pattern Matching 
Galn 
0.2 
0.2 
0.18 
0.6 
0.4 
0.15 
0.09 
0.5 
0.1 
Gain 
0.01 
0.05 
0.08 
0.03 
0.02 
0.04 
0.06 
Trial Series Gain 
.50 GRPI-EXPTIIB 0.75 
51 GRPI-EXPTIIB 0.1 
116 GRPII-EXPTIIB 0.002 
33 GRPII-EXPTIIB 0.003 
34 GRPII-EXPTIIB 0.001 
117 GRPII-EXPTIIB :>.0005 
118 GRPII-EXPTIIB :>.0007 
114 GRPII-EXPTIIB 0.001 
119 GRPII-EXPTIIB 0.003 
113 GRPII-EXPTIIB :>.OOOe 
49 
36 
37 
GRPI-EXPTIIB 0.5 
GRPII-EXPTIIB :>.0007 
GRPII-EXPTIIB 0.001 
102 GRPII-EXPTIIB 0.001 
40 GRPII-EXPTIIB :>.0005 
39 GRPII-EXPTIIB :>.000€ 
38 GRPII-EXPTIIB 0.002 
Printed - 10/16/99 10:29:48 AM 
I I dCKbdii 10181 COS 
Time 
59.38 
255.63 
279.35 
180.92 
109.57 
146.26 
138.64 
144.62 
145.33 
Error 
0.667 
0 
4.695 
0.626 
0.554 
0.512 
0.063 
0 
0.1 
Joystick-Digital 
Time 
91.5 
254.91 
115.23 
96.61 
123.63 
74.21 
77.12 
Error 
0 
0 
0 
0 
0 
0 
0 
GlidePoint 
Time 
83.6 
70.03 
92.28 
109.58 
78.71 
124.29 
24.17 
18.07 
41.69 
66.51 
123.14 
120.11 
32.08 
163.68 
93.81 
27.9 
49.48 
Error 
0.25 
0.25 
0.847 
1.554 
0.4 
2.024 
2 
0 
1.5 
3.767 
0.159 
0.375 
0 
2.292 
4.357 
2 
4.25 
Effort 
27 
25 
10 
8 
15 
10 
Effort 
1 
17 
8 
3 
8 
3 
4 
Effort 
3 
9 
18 
15 
12 
25 
1 
1 
3 
11 
21 
31 
5 
26 
6 
1 
6 
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RI X100 
Difficult 
4.00 (55) 
3.00 (36) 
9.81 (55) 
9.51 (55) 
6.99 (55) 
6.99 (55) 
3.00 (55) 
8.84 (55) 
3.67 (55) 
RTX100 
Difficult 
3.67 (52) 
9.69 (52) 
5.96 (52) 
3.56 (52) 
6.67 (52) 
3.56 (52) 
7.42 (52) 
RTX100 
Difficult 
3.56 (59) 
3.56 (59) 
13.41 (57) 
9.67 (67) 
6.99 (67) 
12.51 (57) 
4.00 (57) 
3.67 (57) 
3.56 (57) 
10.10 (57) 
3.67 (59) 
9.99 (67) 
4.00 (67) 
13.35 (57) 
10.00 (67) 
3.67 (67) 
5.96 (67) 
35 GRPII·EXP I UB J.0004 
103 GRPII-EXPTIIB :>.0005 
29 GRPII-EXPTIIB 0.004 
28 GRPII-EXPTIIB :>.0009 
27 GRPII-EXPTIIB 0.002 
24 GRPII-EXPTIIB 0.002 
23 GRPII-EXPTIIB J.oooe 
112 GRPII-EXPTIIB 0.002 
115 GRPII-EXPTIIB :>.000€ 
32 GRPII-EXPTIIB :>.0001 
30 GRPII-EXPTIIB 0.001 
104 GRPII-EXPTIIB :>.OOOe 
105 GRPII-EXPTIIB 0.004 
106 GRPII-EXPTIIB ::J.OOOe 
107 GRPII-EXPTIIB 0.002 
108 GRPII-EXPTIIB :>.0009 
109 GRPII-EXPTIIB 0.003 
111 GRPII-EXPTIIB :>.0007 
31 
22 
GRPII-EXPTIIB 
GRPII-EXPTIIB 
::>.0005 
0.005 
110 GRPII-EXPTIIB 0.005 
Pattern Matching 
Trial Series Gain 
31 GRPIII-EXPTIIB 0.2 
36 GRPIII-EXPTIIB 0.13 
37 GRPIII-EXPTIIB 0.08 
38 GRPIII-EXPTIIB 0.07 
39 GRPIII-EXPTIIB 0.4 
32 GRPIII-EXPTIIB 0.2 
41 GRPIII-EXPTIIB 0.09 
35 GRPIII-EXPTIIB 0.18 
25 GRPIII-EXPTIIB 0.18 
33 GRPIII-EXPTIIB 0.07 
34 GRPIII-EXPTIIB 0.3 
40 GRPIII-EXPTIIB 0.18 
26 GRPIII-EXPTIIB 0.08 
27 GRPIII-EXPTIIB 0.13 
28 GRPIII-EXPTIIB 0.15 
29 GRPIII-EXPTIIB 0.1 
306 GRPI-EXPTII 0.05 
180.88 
45.92 
31.2 
127.97 
209.38 
54.87 
107.1 
29.55 
22.19 
237.88 
52.18 
42.29 
42.95 
53.28 
56.96 
42.62 
69.15 
91.07 
28.01 
84.04 
118.03 
0 
1.333 
1.5 
6 
1.971 
0.958 
0.25 
1.583 
0.5 
1.4 
1.375 
1.083 
0.25 
0.875 
2.452 
0.714 
1.434 
2.869 
0.25 
0.643 
3.143 
KeyPad 
Time 
106.89 
144.29 
72.89 
58.16 
105.85 
93.1 
132.92 
92.66 
213.55 
264.42 
148.02 
35.98 
78.71 
112.05 
122.1 
67.17 
157.15 
Error 
7.039 
2.85 
1.1 
1.25 
2.633 
5.83 
1.688 
3.271 
0.615 
6.744 
8.571 
0 
0 
0 
0.472 
0 
0 
24 
24 
26 
11 
4 
2 
1 
8 
11 
2 
5 
4 
11 
3 
12 
16 
3 
13 
8 
Effort 
17 
16 
9 
1 
31 
16 
15 
16 
38 
20 
32 
3 
5 
13 
24 
5 
12.67 
4.00 
4.00 
12.26 
13.69 
3.56 
7.42 
7.08 
4.00 
6.00 
3.00 
6.07 
3.00 
5 .96 
9.42 
3.00 
6.81 
13.85 
3.67 
3.00 
11 .66 
(67) 
(57) 
(67) 
{67) 
(67) 
(67) 
{67) 
{57) 
(57) 
(67) 
(67) 
{57) 
(57) 
(57) 
(57) 
(57) 
(57) 
(57) 
(67) 
(67) 
(57) 
RTX100 
Difficult 
9.51 (68) 
9.81 {68) 
3 .00 (68) 
3.67 (68) 
9.25 (68) 
6.99 {68) 
7.25 {68) 
6.00 (68) 
13.41 (68) 
13.10 (68) 
11.96 (68) 
4.00 (68) 
3.00 {68) 
6.81 (68) 
6.44 (68) 
3.56 (68) 
3.67 (26) 
--------------------=----:-----:=-~-~==----J3-CGRPIII·EXPTIIB 
Gain Time Error Effort Difficult 5 GRPIII-EXPTIIB Trial Series 
·15 GRPII-EXPTII 
43 GRPI-EXPTIIB 
18 GRPII-EXPTII 
17 GRPII-EXPTII 
7 GRPII-EXPTII 
16 GRPII-EXPTII 
42 GRPI-EXPTIIB 
14 GRPII-EXPTII 
12 GRPII-EXPTII 
10 GRPII-EXPTII 
44 GRPI-EXPTIIB 
8 GRPII-EXPTII 
13 GRPII-EXPTII 
6 GAPII-EXPTII 
5 GRPII-EXPTII 
4 GRPII-EXPTII 
3 GRPII-EXPTII 
9 GRPII-EXPTII 
60 GRPI-EXPTIIB 
11 GRPII-EXPTII 
45 GRPI-EXPTIIB 
19 GRPII-EXPTII 
59 GRPI-EXPTIIB 
. 57 GRPI-EXPTIIB 
56 GRPI-EXPTIIB 
55 GRPI-EXPTIIB 
54 GRPI-EXPTIIB 
53 GRPI-EXPTIIB 
48 GRPI-EXPTIIB 
51 GRPI-EXPTIIB 
50 GRPI-EXPTIIB 
49 GRPI-EXPTIIB 
20 GRPII -EXPTII 
47 GRPI-EXPTIIB 
52 GRPI-EXPTIIB 
46 GRPI-EXPTIIB 
Pattern Matching 
Trial Series 
0.18 51 .51 0 11 ·82 (46) 35 GAPI-EXPTII 
0.5 21.2 0 4 7·08 (63) 9 GRPIII·EXPTIIB 
0.19 55.86 0 11 ·96 (4G) 36 GRPI-EXPTII 
0.04 78.65 0 11 ·66 (4G) 17 GRPIII-EXPTIIB 
0.09 69.65 0 12·51 (46) 18 GRPIII-EXPTIIB 
0.12 59.77 0 12·81 (4G) 34 GRPI·EXPTII 
0.3 
0.08 
0.16 
0.1 
0.14 
0.13 
0.06 
0.17 
0.15 
0.05 
0.07 
5 
0.11 
2 
0.4 
0.8 
4 
0.75 
1.25 
3 
0.7 
1.5 
0.3 
0.6 
0.4 
0.2 
0.2 
1.75 
0.9 
Gain 
20.6 0 2 7·08 (G3) 6 GRPIII-EXPTIIB 
79.03 0 12·38 (46) 8 GRPIII-EXPTIIB 
60.98 0 13·35 (46) 10 GRPIII-EXPTIIB 
63.94 0 13·52 (46) 11 GRPIII-EXPTIIB 
30.98 0 4 G.OO (63) 19 GRPIII-EXPTIIB 
77.72 0 13·41 (46) 27 GRPII-EXPTIIB 
54.65 0 11 ·66 (4G) 15 GRPIII-EXPTIIB 
98.7 0 13·41 (46) 12 GAPIII-EXPTIIB 
69.81 0 12·92 (46) 14 GAPIII-EXPTIIB 
92.28 0 13·22 (46) 13 GAPIII·EXPTIIB 
104.14 0 12·67 (46) 7 GRPIII-EXPTIIB 
68.88 0 13·1 O (46) 29 GRPII-EXPTIIB 
26.58 0 4 ?.OO (G3) 16 GRPII·EXPTIIB 
61 .24 0 12·26 (46) 17 GRPII-EXPTIIB 
16.59 0 3.67 (63) 16 GAPIII-EXPTIIB 
71.62 0 12·51 (46) 37 GAPI-EXPTII 
32.81 0 8 12·38 (G3) 33 GRPII-EXPTIIB 
35.22 0 5 8·41 (63) 32 GRPII-EXPTIIB 
9.89 0 1 4·00 (63) 24 GAPII-EXPTIIB 
27.46 0 6 9·67 (G3) 30 GAPII-EXPTIIB 
22.91 0 3 3·56 (63) 22 GRPII-EXPTIIB 
42.35 0 10 13·69 (G3) 28 GRPII-EXPTIIB 
40.21 0 5 8·96 (63) 26 GRPII-EXPTIIB 
18.02 0 2 7·08 (63) 18 GRPII-EXPTIIB 
15.98 0 3 3·00 (63) 19 GRPII-EXPTIIB 
18.73 0 3 3·00 (G3) 23 GRPII-EXPTIIB 
52.99 0 13·77 (46) 20 GRPII-EXPTIIB 
47.28 0 10 13·41 (63) 20 GRPIII-EXPTIIB 
27.19 0 6 6·00 (63) 21 GRPII-EXPTIIB 
44.71 0 10 12·81 (63) 31 GRPII-EXPTIIB 
GamePad-PH9 
Time Error Effort 
SIMULATION 
Difficult 
212 GRPI-EXPTII 
227 GRPI-EXPTII 
226 GRPI-EXPTII 
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0.15 
1 
0.6 
0.07 
0.6 
0.4 
0.1 
0.4 
0.08 
0.75 
0.5 
0.15 
0.15 
0.5 
0.18 
0.2 
0.7 
0.13 
0.6 
0.4 
0.2 
0.1 
0.6 
0.25 
0.7 
0.3 
0.2 
0.07 
0.05 
0.5 
0.06 
0.09 
0.13 
0.18 
0.3 
0.1 
0.15 
0.8 
1.25 
0.8 
93.92 
37.08 
70.86 
67.55 
90.58 
30.38 
47.84 
122.04 
37.02 
28.61 
78.82 
54.1 
54.87 
36.04 
50.37 
61 .89 
25.32 
83.21 
26.42 
117.81 
70.19 
25.27 
37.74 
58.39 
18.01 
240.74 
12.25 
52.74 
96.66 
41.58 
57.18 
91 .07 
34.55 
29.82 
15.87 
36.08 
82.77 
18.79 
50.37 
43.55 
56.2 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
4 
4 
4 
1 
9 
5 
3 
3 
7 
8 
3 
8 
8 
3 
3 
3 
11 
14 
4 
4 
2 
10 
1 
8 
8 
3 
6 
9 
3 
3 
1 
8 
10 
7.08 
10.42 
12.84 
7.25 
13.77 
3.67 
9.25 
12.81 
10.1 0 
3.56 
9.82 
10.44 
13.41 
10.42 
12.67 
12.32 
3.56 
3.00 
3.56 
10.22 
11.82 
5.96 
7.00 
13.22 
6.07 
12.84 
4.00 
12.92 
13.35 
3.00 
6.00 
9.42 
3.67 
3.56 
4.00 
6.81 
13.41 
3.67 
11.82 
12.38 
13.52 
(65) 
(65) 
(45) 
(65) 
(45) 
(65) 
(65) 
(45) 
(65) 
(65) 
(65) 
(65) 
(65) 
(60) 
(65) 
(65) 
(65) 
(65) 
(65) 
(60) 
(60) 
(60) 
(65) 
(45) 
(60) 
(60) 
(60) 
(60) 
(60) 
(60) 
(60) 
(60) 
(60) 
(60) 
(60) 
(65) 
(60) 
(60) 
(35) 
(35) 
(35) 
----------~~~~------------------"""Tlnn--~~--v-UF!PliFEXPTIIB 
224 GRPI-EXPTII 1.6 74.36 0 13.41 (35) 10 GRPIII-EXPTIIB 
223 GRPI-EXPTII 0.75 60.4 0 13.n (35) 11 GRPIII-EXPTIIB 
222 GRPI-EXPTII 0.9 84.68 0 13.41 (35) 14 GRPIII-EXPTIIB 
221 GRPI-EXPTII 1.5 60.37 0 13.22 (35) 13 GRPIII-EXPTIIB 
220 GRPI-EXPTII 0.4 54.27 0 12.51 (35) 16 GRPIII-EXPTIIB 
219 GRPI-EXPTII 1.1 63.39 0 13.35 (35) 18 GRPIII-EXPTIIB 
218 GRPI-EXPTII 1.4 81 .56 0 12.26 (35) 19 GRPIII-EXPTIIB 
217 GRPI-EXPTII 0.7 59.37 0 11 .66 (35) 20 GRPIII-EXPTIIB 
228 GRPI·EXPTII 0.5 69.86 0 13.26 (35) 21 GRPIII-EXPTIIB 
214 GRPI-EXPTII 1.3 77.27 0 11.66 (35) 22 GRPIII-EXPTIIB 
215 GRPI-EXPTII 0.6 67.55 0 12.67 (35) 17 GRPIII-EXPTIIB 
265 GRPIII-EXPTII 0.16 54.55 0 13.10 (30) 
266 GRPIII-EXPTII 0.21 50.74 0 11.66 (30) 
267 GRPIII-EXPTII 0.27 72.55 0 12.81 (30) 
268 GRPIII-EXPTII 0.23 61 .41 0 12.67 (30) 
269 GRPIII-EXPTII 0.17 68.65 0 13.41 (30) 
270 GRPIII-EXPTII 0.2 52.33 0 11.66 (30) 
271 GRPIII-EXPTII 0.35 72.23 0 12.51 (30) 
272 GRPIII-EXPTII 0.25 67.9 0 13.22 (30) 
273 GRPIII-EXPTII 0.19 47.9 0 11.96 (30) 
216 GRPI-EXPTII 1.2 81 .2.2 0 12.92 (35) 
264 GRPIII-EXPTII 0.24 63.93 0 12.92 (30) 
263 GRPIII-EXPTII 0.3 94.91 0 13.n (30) 
262 GRPIII-EXPTII 0.22 35.2 0 12.26 (30) 
261 GRPIII-EXPTII 0.26 73.27 0 13.35 (30) 
260 GRPIII-EXPTII 0.18 61 .95 0 13.41 (30) 
259 GRPIII-EXPTII 0.29 80.74 0 11 .82 (30) 
258 GRPIII-EXPTII 0.15 62.78 0 12.38 (30) 
257 GRPIII-EXPTII 0.28 89.2 0 13.26 (30) 
256 GRPIII-EXPTII 0.4 108.31 0 13.52 (30) 
213 GRPI-EXPTII 1 80.09 0 13.10 (35) 
229 GRPI-EXPTII 0.9 48.88 0 11.96 (35) 
--- -·---------------------
Pattern Matching 
Trial Series Gain 
12 GRPIII-EXPTIIB 0.05 
15 GRPIII-EXPTIIB 0.07 
5 GRPIII-EXPTIIB 0.13 
6 GRPIII-EXPTIIB 0.08 
7 GRPIII-EXPTIIB 0.07 
8 GRPIII-EXPTIIB 0.15 
Printed - 10/16/99 10:29:48 AM 
GamePad-PC3 
Time 
154.56 
59.98 
28.72 
117.65 
25.93 
88.2 
Error 
0 
0 
0 
0 
0 
0 
Effort 
8 
4 
3 
8 
1 
8 
Page 9 of 54 
SIMULATION 
Difficult 
12.67 (51) 
5.96 (51) 
3.00 (51) 
13.41 (51) 
3.67 (51) 
13.69 (51) 
Pattern Matching 
Trial Series 
38 GRPII-EXPTII 
28 GRPII-EXPTII 
27 GRPII-EXPTII 
26 GRPII-EXPTII 
24 GRPII-EXPTII 
36 GRPII-EXPTII 
25 GRPII-EXPTII 
37 GRPII-EXPTII 
39 GRPII-EXPTII 
29 GRPII-EXPTII 
35 GRPII-EXPTII 
40 GRPII-EXPTII 
31 GRPII-EXPTII 
32 GRPII-EXPTII 
30 GRPII-EXPTII 
33 GRPII-EXPTII 
34 GRPII-EXPTII 
252 GRPII-EXPTIIB 
248 GRPII-EXPTIIB 
249 GRPII-EXPTIIB 
256 GRPII-EXPTIIB 
254 GRPII-EXPTIIB 
250 GRPII-EXPTIIB 
251 GRPII-EXPTIIB 
255 GRPIII-EXPTII 
243 GRPII-EXPTIIB 
255 GRPII-EXPTIIB 
0.06 
0.1 
0.09 
0.08 
0.08 
0.09 
0.1 
0.15 
0.08 
0.06 
0.13 
0.05 
Gain 
0.18 
0.09 
0.07 
0.12 
0.15 
0.17 
0.05 
0.08 
0.1 
0.13 
0.04 
0.19 
0.08 
0.14 
0.11 
0.06 
0.16 
4 
2 
6 
9 
0.75 
0.1 
17.5 
0.25 
15 
12.5 
26.15 
28.17 
22.24 
109.58 
36.8 
63.27 
53.61 
26.64 
109.79 
48.01 
35.59 
125.89 
20 Magellan 
Time Error 
75.47 
73.27 
61 .96 
94.64 
102.5 
71.19 
77.73 
63.66 
71 .57 
89.9 
80.9 
78.83 
94.59 
86.95 
81 .33 
86.67 
74.08 
29.45 
14.94 
26.85 
19.61 
71.07 
74.75 
27.73 
68.91 
85.03 
16.26 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
1 
2 
10 
3 
7 
4 
3 
8 
2 
5 
7 
Effort 
5 
4 
3 
10 
5 
10 
3.67 (51) 
7.08 (51) 
3.67 (51) 
13.26 (51) 
3.00 (51) 
9.42 (51) 
7.25 (51) 
3.56 (51) 
12.84 (51) 
6.67 (51) 
3.56 (51) 
10.22 (51) 
SIMULATION 
Difficult 
13.41 (40) 
11 .82 (40) 
12.26 (40) 
13.35 (40) 
11.66 (40) 
12.38 (40) 
11.66 (40) 
13.26 (40) 
13.41 (40) 
13.10 (40) 
13.n (40) 
13.22 (40) 
12.92 (40) 
12.81 (40) 
12.51 (40) 
11 .96 (40) 
13.52 (40) 
10.08 (11) 
4.00 (11) 
7.00 (11) 
3.00 (11) 
13.10 (11) 
10.33 (11) 
4.00 (11) 
11.82 (14) 
12.81 (11) 
3.67 (11) 
245 GRPIII·EXPTII 0.5 
246 GAPII·EXPTIIB 0.5 
245 GAPII·EXPTIIB 8 
244 GAPII·EXPTIIB 5 
81 GAPI·EXPTIIB 1.5 
242 GAPII-EXPTIIB 10 
257 GRPII-EXPTIIB 1.75 
241 GRPIII·EXPTII 1.3 
242 GRPIII·EXPTII 0.75 
241 GRPII-EXPTIIB 3 
244 GRPIII-EXPTII 0.7 
254 GRPIII-EXPTII 0.6 
246 GRPIII-EXPTII 0.9 
247 GRPIII·EXPTII 1 
248 GRPIII-EXPTII 0.3 
249 GRPIII-EXPTII 0.8 
250 GRPII I-EXPTII 1.1 
251 GRPIII-EXPTII 0.4 
252 GRPIII-EXPTII 0.1 
253 GRPIII·EXPTII 1.2 
243 GAPUI-EXPTJJ 0.2 
80 GRPI-EXPTIIB 0.75 
75 GRPI-EXPTIIB 1 
76 GRPI-EXPTIIB 0.9 
77 GRPI-EXPTI IB 2.5 
83 GRPI·EXPTIIB 2 
79 GRPI-EXPTIIB 0.7 
240 GRPIII-EXPTII 0.64 
82 GRPI·EXPTIIB 0.8 
247 GRPII-EXPTIIB 20 
84 GAPI-EXPTIJB 0.8 
238 GRPIII-EXPTII 0.16 
237 GRPIII-EXPTII 0.16 
258 GRPII-EXPTIIB 0.9 
239 GRPIII-EXPTII 0.32 
78 GRPI-EXPTIIB 1.75 
308 GRPI-EXPTII 0.15 
307 GRPI-EXPTII 0.15 
309 GRPI·EXPTII 0.4 
310 GRPI-EXPTII 0.8 
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52.68 
18.73 
43.45 
42.79 
39.15 
19.88 
55.14 
105.08 
60.25 
36.8 
48.83 
60.19 
85.25 
80.58 
93.37 
61 .57 
71 .3 
74.54 
129.52 
83.6 
106.82 
114.47 
147.03 
88.32 
193.12 
84.32 
128.8 
57.94 
103.86 
238.09 
275.45 
108.85 
107.7 
55.36 
82.35 
91.39 
112.97 
163.18 
114.92 
91.11 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
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6 
7 
2 
3 
9 
4 
4 
12 
7 
10 
8 
7 
5 
10 
10 
8 
6 
13.26 
3.67 
6.99 
8.84 
6.67 
3.00 
9.99 
13.22 
12.26 
6.00 
13.10 
11 .96 
12.92 
12.81 
13.52 
13.77 
11 .66 
12.51 
13.35 
12.38 
13.41 
6.00 
11 .66 
10.69 
13.41 
13.52 
9.38 
11 .66 
10.00 
11 .66 
12.81 
12.66 
12.67 
13.22 
13.41 
6.44 
12.92 
12.32 
13.35 
11 .66 
(14) 
(11 ) 
(11) 
(11) 
(07) 
(11) 
(11) 
(14) 
(14) 
(11) 
(14) 
(14) 
(14) 
(14) 
(14) 
(14) 
(14) 
(14) 
(14) 
(14) 
(14) 
(07) 
(07) 
(07) 
(07) 
(07) 
(07) 
(14) 
(07) 
(11) 
(07) 
(14) 
(14) 
(11) 
(14) 
(07) 
(26) 
(26) 
(26) 
(26) 
*3 
Trial Series Gain 
28 GRPB-PEG 
16 GRPI·EXPTIIS 
38 GRPS-SEQ 
37 GRPS·SEQ 
47 GRPII-EXPTIIS 
54 GRPS·SEQ 
55 GRPS-SEQ 
93 GAPIII·EXPTII 
56 GRPS·SEQ 
57 GRPS·SEQ 
46 GRPII-EXPTIIS 
59 GRPS-SEQ 
GRPI·EXPTIIS 
27 GAPS-PEG 
92 GRPIII·EXPTII 
91 GRPIII-EXPTII 
22 GRPIII·EXPTII 
21 GRPIII·EXPTII 
1 GAPIII·EXPTII 
64 GAPS-PEG 
58 GAPS-SEQ 
26 GAPS-PEG 
56 GRPIII-EXPTIIS 
57 GRPIII-EXPTIIS 
37 GRPIII·EXPTIIS 
58 GRPIII-EXPTIJS 
36 GRPIII-EXPTIIS 
48 GAPII-EXPTIIS 
65 GAPS-PEG 
26 GAPII-EXPTIJB 
2 GAPI-EXPTIIS 
28 GAPII-EXPTIIS 
3 GAPI-EXPTIIS 
17 GAPI·EXPTIIB 
40 GAPIII-EXPTII 
19 GAPI-EXPTII 
GRPI-EXPTII 
GRPI-EXPTIJ 
3 GRPI-EXPTII 
39 GRPB-SEQ 
Time 
3.69 
8.75 
4.72 
3.79 
8.74 
4.18 
3.68 
8.96 
4.45 
3.3 
5.54 
3.74 
8.08 
3.46 
10.15 
12.08 
10.88 
11 .64 
9.22 
4.73 
4.67 
13.9 
3.3 
10.08 
4.66 
14.57 
14.39 
1.76 
4.74 
3.8 
9.92 
8.23 
4.44 
2.03 
9.61 
7.59 
11.55 
12.36 
8.65 
4.01 
Error 
418.6 
538.6 
0 
191.1 
398.7 
0 
0 
0 
0 
0 
161.2 
539.2 
137.4 
603 
191 .1 
60 
126.8 
737.7 
659.7 
137.4 
60 
0 
0 
0 
0 
0 
Effort 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
IVIc:U IUC:tl 
Difficult 
18.97 
27.56 
23.85 
19.95 
37.58 
19.95 
15.06 
40.82 
22.40 
16.36 
24.85 
12.45 
21 .16 
13.45 
38.86 
61.46 
50.31 
62.56 
62.53 
19.79 
23.85 
27.29 
8.97 
41.17 
19.97 
38.49 
12.99 
4.45 
27.29 
13.70 
45.21 
52.80 
24.85 
5.10 
62.56 
46.80 
62.53 
60.42 
42.71 
15.06 
(37) 
(53) 
(36) 
(36) 
(51 ) 
(36) 
(36) 
(48) 
(36) 
(36) 
(51 ) 
(36) 
(53) 
(37) 
(48) 
(48) 
(47) 
(46) 
(45) 
(37) 
(36) 
(37) 
(50) 
(50) 
(50) 
(50) 
(50) 
(51) 
(37) 
(51) 
(53) 
(51 ) 
(53) 
(53) 
(41) 
(40) 
(42) 
(43) 
(43) 
(36) 
N 
Vo 
00 
EJti I HO 
27 GAPII-EXPTIIB 
84 GRPB-SEQ 
2 GRPB-PEG 
1 GAPB-PEG 
222 GRPI-EXPTII 
116 GAPB-SEQ 
118 GAPB-SEQ 
20 GAPI-EXPTII 
161 GRPB-SEQ 
3 GAPB-PEG 
83 GAPB-SEQ 
117 GRPB-SEO 
85 GRPB-SEQ 
15 GRPI-EXPTIIB 
129 GAPB-SEQ 
130 GRPB-SEQ 
131 GAPB-SEQ 
63 GRPI-EXPTIIB 
62 GRPI-EXPTIIB 
160 GRPB-SEQ 
84 GAPI-EXPTIIB 
83 GAPI-EXPTIIB 
85 GRPI·EXPTIIB 
122 GRPC-SEQ 
127 GRPC-SEQ 
i 26 GRPC-SEQ 
125 GRPC-SEQ 
123 GAPC-SEQ 
101 GRPC-SEQ 
100 GRPC-SEQ 
99 GRPC-SEQ 
90 GRPC-SEQ 
89 GRPC-SEO 
88 GRPC-SEQ 
124 GAPC-SEQ 
139 GRPC-SEQ 
204 GRPC-SEQ 
222 GRPC-SEQ 
221 GRPC-SEQ 
84 GAPC-SEQ 
220 GRPC-SEQ 
Printed · 10/16/99 10:29:48 AM 
0 .05 
6.6 
4.23 
3.63 
4.49 
11.11 
3.84 
4.78 
5.93 
4.29 
4.56 
4.56 
4.67 
5.88 
9.7 
3.68 
3.84 
5.35 
6.31 
5.99 
5.39 
5.66 
2.7 
8.13 
5.06 
4.01 
3.91 
3.63 
3.13 
4.88 
4.01 
4.18 
4.11 
4 
3.78 
4.16 
3.31 
4.13 
2.74 
3.14 
4.33 
3.35 
226.6 
214.9 
0 
0 
603 
539.2 
164.3 
126.8 
110.6 
418.6 
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0 
0 
0 
0 
0 
0 
0 
0 
28.35 
25.90 
18.97 
15.06 
20.95 
62.56 
15.06 
23.85 
34.29 
19.49 
23.85 
16.36 
22.40 
19.79 
48.27 
22.40 
19.79 
27.29 
32.61 
30.75 
15.06 
23.61 
8.97 
31.48 
27.29 
16.36 
27.29 
19.79 
13.45 
27.29 
16.06 
19.95 
18.97 
19.79 
16.36 
18.97 
16.06 
23.85 
11.45 
14.06 
11 .45 
22.40 
(50) 
(51) 
(36) 
(37) 
(37) 
(36) 
(36) 
(36) 
(40) 
(36) 
(37) 
(36) 
(36) 
(36) 
(53) 
(36) 
(36) 
(36) 
(57) 
(57) 
(36) 
(57) 
(57) 
(57) 
(14) 
(14) 
(14) 
(14) 
(14) 
(14) 
(14) 
(14) 
(14) 
(14) 
(14) 
(14) 
(1 4) 
(14) 
(14) 
(14) 
(15) 
(14) 
207 GRPC-SEO 
205 GRPC-SEQ 
140 GRPC-SEQ 
157 GRPC-SEQ 
158 GRPC-SEQ 
159 GRPC-SEQ 
138 GRPC-SEQ 
214 GRPC-SEQ 
151 GRPC-SEQ 
152 GRPC-SEQ 
153 GRPC-SEQ 
154 GRPC-SEQ 
155 GAPC-SEQ 
156 GRPC-SEQ 
200 GRPC-SEQ 
201 GRPC-SEQ 
82 GRPC-SEQ 
213 GRPC·SEQ 
126 GRPC-SEQ 
215 GAPC-SEQ 
227 GRPA-SEQ 
228 GRPA-SEQ 
229 GRPA-SEQ 
261 GAPA·SEQ 
262 GAPA-SEQ 
263 GRPA-SEQ 
295 GAPA-SEQ 
296 GRPA-SEQ 
202 GRPC-SEQ 
67 GRPC-SEQ 
2 GRPC-SEQ 
3 GRPC-SEQ 
111 GRPIII-EXPTIIB 
110 GRPIII-EXPTIIB 
109 GAPIII·EXPTIIB 
47 GRPC-SEQ 
48 GRPC-SEQ 
49 GAPC-SEQ 
70 GRPC-SEQ 
128 GRPC-SEQ 
72 GRPC-SEQ 
127 GRPC-SEQ 
3.73 
3.61 
2.75 
3.41 
3.79 
3.23 
4.1 
4.05 
3.45 
4.62 
4.23 
3.3 
6.3 
3.85 
2.91 
4.28 
4.99 
4.06 
3.91 
5.1 
4.44 
4.39 
4.13 
3.24 
3.68 
4.46 
4.01 
3.84 
3.51 
4.39 
7.31 
4.12 
4.39 
5.65 
6.1 
6.97 
6.7 
5.06 
7.64 
3.42 
5.77 
3.96 
110.6 
126.8 
386.4 
0 
0 
0 
20.95 
18.97 
13.45 
20.95 
16.36 
16.06 
23.85 
19.79 
23.85 
16.36 
22.40 
15.06 
19.79 
18.97 
13.45 
22.40 
18.97 
18.97 
16.36 
23.85 
19.79 
27.29 
12.45 
16.06 
20.95 
18.97 
22.40 
18.97 
15.06 
23.85 
19.79 
16.36 
12.72 
18.72 
21 .18 
27.29 
18.97 
11.45 
19.79 
22.40 
27.29 
18.97 
(14) 
(14) 
(14) 
(14) 
(14) 
(14) 
(14) 
(1 5) 
(15) 
(15) 
(15) 
(15) 
(15) 
(15) 
(15) 
(15) 
(15) 
(15) 
(15) 
(15) 
{15) 
(15) 
{15) 
{15) 
(15) 
{15) 
{15) 
{1 5) 
{15) 
{14) 
(15) 
(15) 
(07) 
(07) 
(07) 
(15) 
(15) 
(15) 
(15) 
(15) 
(15) 
(15) 
562 GAPii-ExPfi/B 
100 GAPC-SEQ 
101 GRPC-SEQ 
102 GRPC-SEQ 
92 GAPIII-EXPTIIB 
91 GAPIII-EXPTIIB 
90 GRPIII-EXPTIIB 
GRPC-SEQ 
71 GRPC-SEQ 
138 GRPC-SEQ 
144 GRPC-PEG 
175 GRPC-SEQ 
236 GRPC-PEG 
237 GRPC-PEG 
239 GRPC-PEG 
254 GRPC-PEG 
255 GRPC-PEG 
256 GRPC-PEG 
63 GRPC-PEG 
64 GRPC-PEG 
66 GRPC-PEG 
67 GRPC-PEG 
177 GRPC-SEQ 
139 GRPC-SEQ 
182 GRPC-PEG 
137 GRPC-SEQ 
136 GRPC-SEQ 
135 GRPC-SEQ 
114 GRPC-PEG 
115 GRPC-PEG 
116 GRPC-PEG 
117 GRPC-PEG 
118 GRPC-PEG 
119 GRPC-PEG 
130 GRPC-PEG 
131 GRPC-PEG 
281 GRPII-EXPTIIB 
140 GRPC-SEQ 
205 GRPC-SEQ 
217 GRPC-SEQ 
20 GRPC-PEG 
Printed - 10/16/99 10:29:48 AM 
5.76 
3.59 
3.56 
3.9 
1.65 
6.97 
10.65 
6.6 
3.25 
4.99 
4.39 
5.87 
3.84 
2.86 
4.5 
4.45 
3.79 
4.06 
3.41 
5.21 
4.94 
4.41 
5.31 
4.34 
4.44 
3.51 
4.82 
3.6B 
6.25 
4.58 
4.89 
4.4 
4.34 
4.56 
4.11 
4.35 
1.7 
4.23 
4.B4 
3.58 
5.05 
291 .8 
60 
384.6 
659.7 
20 
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0 
0 
0 
0 
0 
20.97 
19.79 
14.06 
11.45 
4.45 
35.42 
52.80 
23.85 
18.95 
19.79 
20.95 
27.29 
16.36 
15.06 
27.29 
22.40 
23.85 
27.29 
12.45 
27.29 
19.79 
16.36 
23.85 
16.36 
18.97 
14.03 
20.95 
15.06 
16.36 
27.29 
19.79 
12.45 
19.79 
27.29 
13.45 
16.36 
4.74 
22.40 
23.85 
15.06 
19.79 
(08) 
(15) 
(15) 
(15) 
(07) 
(07) 
(07) 
(15) 
(15) 
(08) 
(10) 
(08) 
(09) 
(09) 
(09) 
(09) 
(09) 
(09) 
(10) 
(10) 
(10) 
{10) 
(OB) 
(08) 
(09) 
(OB) 
(08) 
(08) 
(10) 
(10) 
(10) 
(10) 
(10) 
(10) 
(10) 
(10) 
(08) 
(OB) 
(OB) 
(08) 
(09) 
22 GRPC-PEG 
53 GRPC-PEG 
54 GAPC-PEG 
55 GRPC-PEG 
56 GRPC-PEG 
57 GRPC-PEG 
58 GRPC-PEG 
83 GRPC-PEG 
84 GRPC-PEG 
176 GRPC-SEQ 
206 GRPC-SEQ 
145 GAPC-PEG 
204 GRPC-SEQ 
203 GRPC-SEQ 
202 GRPC-SEQ 
201 GRPC-SEQ 
137 GRPC-PEG 
138 GRPC-PEG 
139 GRPC-PEG 
150 GRPC-PEG 
151 GRPC-PEG 
152 GRPC-PEG 
180 GRPC-PEG 
181 GRPC-PEG 
B5 GRPC-PEG 
B1 GRPC-SEQ 
132 GRPC-PEG 
219 GRPC-SEQ 
1 GRPC-SEQ 
2 GRPC-SEQ 
3 GRPC-SEQ 
97 GRPC-SEQ 
96 GRPC-SEQ 
95 GRPC-SEQ 
21 GRPC-SEQ 
22 GRPC-SEQ 
23 GRPC-SEQ 
GRPC-SEQ 
280 GRPII-EXPTIIB 
3 GRPC-SEQ 
282 GRPII-EXPTIIB 
4.56 
6.47 
3.46 
3.25 
5.22 
4.24 
4.44 
4.45 
4.43 
4.89 
4.52 
4.9 
4.44 
4.01 
3.B6 
4.11 
4 
3.68 
2.75 
4.17 
3.85 
4.27 
4.12 
3.79 
3.63 
3.61 
4.83 
3.79 
3.68 
2.63 
5.38 
5.22 
3.78 
3.91 
6.22 
3.68 
3.74 
4.06 
3.46 
5.16 
14.65 
110.6 0 
643 0 
IU.Ii:I..J 
27.29 
18.97 
14.06 
11.45 
19.79 
11 .45 
1B.97 
19.95 
23.85 
19.79 
27.29 
18.97 
22.40 
22.40 
16.36 
19.95 
19.79 
14.06 
11 .45 
16.36 
18.97 
22.40 
16.36 
19.79 
1B.97 
15.06 
19.79 
18.97 
18.95 
14.06 
23.85 
23.85 
12.45 
15.06 
27.29 
22.40 
16.36 
18.97 
8.97 
19.79 
43.00 
1""1 
(09) 
(09) 
(09) 
(09) 
(09) 
(09) 
(09) 
(09) 
(09) 
(08) 
(OB) 
(10) 
(08) 
(08) 
(08) 
(08) 
(09) 
(09) 
(09) 
(09) 
(09) 
(09) 
(09) 
(09) 
(09) 
(OB) 
(10) 
(08) 
(13) 
(13) 
(13) 
(08) 
(08) 
(08) 
(13) 
(13) 
(13) 
(14) 
(08) 
(14) 
(OB) 
N 
0\ 
0 
79 GRPC-SEQ 
30 GRPC-SEQ 
31 GRPC-SEQ 
32 GRPC-SEQ 
33 GRPC-SEQ 
34 GRPC-SEQ 
35 GRPC-SEQ 
58 GRPC-SEQ 
57 GRPC-SEQ 
56 GRPC-SEQ 
65 GRPC-SEQ 
2 GRPC-SEQ 
92 GRPC-PEG 
146 GRPC-PEG 
1 GRPC-PEG 
2 GRPC-PEG 
3 GRPC-PEG 
18 GRPC-PEG 
19 GRPC-PEG 
20 GRPC-PEG 
11 0 GRPC-SEQ 
109 GRPC-SEQ 
108 GRPC-SEQ 
75 GRPC-PEG 
76 GRPC-PEG 
218 GRPC-SEQ 
90 GRPC-PEG 
66 GRPC-SEQ 
93 GRPC-PEG 
94 GRPC-PEG 
95 GRPC-PEG 
114 GRPC-PEG 
115 GRPC-PEG 
116 GRPC-PEG 
187 GRPI-EXPTII 
200 GRPI-EXPTII 
208 GRPC-SEQ 
304 GRPII-EXPTIIB 
297 GRPA-SEQ 
303 GRPII-EXPTIIB 
77 GRPC-PEG 
Printed - 10/1 6/99 10:29:48 AM 
4 .£5 
4.44 
5.48 
3.45 
3.35 
3.74 
4.78 
3.78 
5 
3.78 
4.46 
4.12 
4.68 
3.19 
4.88 
4.34 
4.55 
5.56 
4.83 
4.2.2 
4.57 
3.95 
4.51 
4.73 
7.51 
5.94 
4.12 
5.28 
3.96 
3.94 
3.62 
4.18 
4.17 
3.51 
5.65 
9.35 
8.08 
3.12 
3.79 
4.44 
11 .93 
5.77 
0 
0 
120.0 
464.6 
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0 
0 
23.85 
19.95 
22.40 
14.06 
11 .45 
18.97 
23.85 
19.79 
18.97 
12.45 
19.79 
27.29 
23.85 
18.95 
27.29 
18.97 
23.85 
19.79 
22.40 
16.06 
13.45 
19.95 
18.97 
16.36 
22.40 
16.36 
19.95 
23.85 
22.40 
22.40 
16.36 
19.79 
22.40 
16.36 
19.79 
60.84 
62.56 
14.06 
8.72 
23.85 
49.71 
19.79 
(OB) 
(08) 
(14) 
(14) 
(14) 
(14) 
(14) 
(14) 
(08) 
(08) 
(08) 
(14) 
(14) 
(1 1) 
(10) 
(11) 
(11) 
(11) 
(11) 
(1 1) 
(11) 
(08) 
(08) 
(08) 
(11) 
(11) 
(08) 
(1 1) 
(14) 
(11) 
(11) 
(11) 
(11) 
(1 1) 
(11 ) 
(11 ) 
(1 1) 
(14) 
(08) 
(15) 
(08) 
(11) 
84 GRPA-PEG 
332 GRPA-SEQ 
331 GRPA-SEQ 
58 GRPA-PEG 
59 GRPA-PEG 
210 GRPA-PEG 
60 GRPA-PEG 
61 GRPA-PEG 
206 GRPC-SEQ 
193 GRPA-PEG 
27 GRPA-PEG 
63 GRPA-SEQ 
85 GRPA-PEG 
86 GRPA-PEG 
87 GRPA-PEG 
208 GRPA-PEG 
100 GRPA-PEG 
330 GRPA-SEQ 
101 GRPA-PEG 
102 GRPA-PEG 
82 GRPA-PEG 
3 GRPA-SEQ 
111 GRPB-SEQ 
1 GRPA-SEQ 
26 GRPA-PEG 
2 GRPA-SEQ 
353 GRPA-SEQ 
354 GRPA-SEQ 
355 GRPA-SEQ 
3 GRPA-PEG 
57 GRPA-PEG 
27 GRPA-SEQ 
56 GRPA-PEG 
65 GRPA-SEQ 
28 GRPA-PEG 
29 GRPA-PEG 
30 GRPA-PEG 
31 GRPA-PEG 
110 GRPB-SEQ 
109 GRPB-SEQ 
64 GRPA-SEQ 
83 GAPA-PEG 
4.66 
2.9 
3.08 
3.52 
4.45 
4.02 
4.83 
4.72 
3.47 
4 
4.22 
5.12 
4.95 
4.88 
4.28 
3.57 
3.84 
3.01 
3.86 
3.01 
3.41 
3.19 
4.06 
4.23 
5.28 
3.84 
4.44 
3.62 
3.03 
4.66 
3.46 
4.02 
5.98 
4.39 
4.88 
6.54 
5.01 
3.79 
4.56 
4.5 
3.78 
5.1 6 
14.06 
16.06 
20.95 
11.45 
19.79 
19.95 
11.45 
1fi.97 
22.40 
12.45 
18.97 
27.29 
18.97 
27.29 
19.95 
16.36 
22.40 
13.45 
16.36 
15.06 
18.95 
14.06 
16.36 
19.79 
27.29 
23.85 
19.79 
16.06 
13.45 
16.36 
14.06 
18.95 
22.40 
16.36 
11 .45 
18.97 
23.85 
19.79 
19.79 
18.97 
15.06 
23.85 
(18) 
(15) 
(15) 
(18) 
(1 8) 
(18) 
(18) 
(18) 
(14) 
(18) 
(18) 
(19) 
(18) 
(18) 
(18) 
(18) 
(18) 
(1 5) 
(1 8) 
(1 8) 
(18) 
(19) 
(02) 
(19) 
(18) 
(19) 
(15) 
(15) 
(15) 
(18) 
(18) 
(19) 
(18) 
(19) 
(18) 
(18) 
(18) 
(18) 
(02) 
(02) 
(1 9) 
(18) 
381 GRPA-SEQ 
384 GRPA-SEQ 
366 GRPA-SEQ 
143 GRPA-PEG 
142 GRPA-PEG 
385 GRPA-SEQ 
122 GRPA-PEG 
209 GRPA-PEG 
141 GRPA-PEG 
367 GRPA-SEQ 
368 GRPA-SEQ 
25 GRPA-SEQ 
140 GRPA-PEG 
383 GRPA-SEQ 
189 GRPA-PEG 
380 GRPA·SEQ 
139 GRPA-PEG 
123 GRPA-PEG 
26 GRPA-SEQ 
420 GRPII-EXPTII 
188 GRPA-PEG 
382 GRPA-SEQ 
124 GRPA-PEG 
192 GRPA-PEG 
190 GRPA-PEG 
191 GRPA-PEG 
214 GRPC-PEG 
254 GRPB-PEG 
253 GRPB-PEG 
252 GRPB-PEG 
251 GRPB-PEG 
26 GRPA-SEQ 
27 GRPA-SEQ 
28 GRPA-SEQ 
218 GRPB-PEG 
317 GRPB-PEG 
215 GRPC-PEG 
2 GRPA-SEQ 
213 GRPC-PEG 
202 GRPC-PEG 
201 GRPC-PEG 
Printed • 10/16/99 10:29:49 AM 
3.03 
3.3 
3.34 
2.79 
4.95 
4.78 
3.17 
4.88 
3.24 
3.34 
4.73 
3.07 
3.02 
4.5 
4.18 
3.52 
3.18 
2.58 
3.68 
9.07 
3.95 
4 
3.41 
4.35 
4.07 
3.85 
4.17 
3.57 
3.29 
3.9 
4.46 
7.15 
3.52 
4.07 
4.38 
3.29 
5.21 
8.13 
4.73 
4.45 
3.74 
0 
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13.45 
19.95 
16.36 
12.45 
16.06 
27.29 
20.95 
19.79 
18.97 
18.97 
22.40 
11 .45 
13.45 
18.97 
19.79 
16.06 
27.29 
16.06 
22.40 
62.53 
18.97 
22.40 
23.85 
27.29 
16.36 
22.40 
15.06 
19.79 
12.45 
15.06 
22.40 
27.29 
18.97 
11.45 
19.79 
19.95 
27.29 
19.79 
19.79 
19.95 
23.85 
(15) 
(15) 
(15) 
(18) 
(18) 
(15) 
(18) 
(18) 
(18) 
(15) 
(15) 
(19) 
(18) 
(15) 
(18) 
(15) 
(18) 
(18) 
(19) 
(15) 
(18) 
(15) 
(18) 
(18) 
(18) 
(18) 
(25) 
(25) 
(25) 
(25) 
(25) 
(31) 
(31) 
(31) 
(25) 
(25) 
(25) 
(31) 
(25) 
(25) 
(25) 
53 GRPA-SEQ 
54 GRPA-SEQ 
55 GRPA-SEQ 
174 GRPC-PEG 
217 GRPB-PEG 
92 GRPA-SEQ 
173 GRPC-PEG 
230 GRPC-PEG 
229 GRPC-PEG 
228 GRPC-PEG 
227 GRPC-PEG 
226 GRPC-PEG 
225 GRPC-PEG 
300 GRPB-PEG 
255 GRPB-PEG 
302 GRPB-PEG 
3 GRPA-SEQ 
288 GRPB-PEG 
287 GRPB-PEG 
242 GRPI-EXPTII 
256 GRPB-PEG 
318 GRPB-PEG 
319 GRPB-PEG 
361 GRPB-PEG 
GRPA-SEQ 
289 GRPB-PEG 
301 GRPB-PEG 
2 GRPC-PEG 
90 GRPA-SEQ 
54 GRPC-PEG 
147 GRPA-SEQ 
148 GRPA-SEQ 
149 GRPA-SEQ 
150 GRPA-SEQ 
151 GRPA-SEQ 
152 GRPA-SEQ 
33 GRPC-PEG 
32 GRPC-PEG 
31 GRPC-PEG 
30 GRPC-PEG 
29 GRPC-PEG 
....... -..~ 
3.56 
3.64 
3.56 
4.44 
3.89 
4.06 
4.28 
3.95 
4.84 
4.22 
4.29 
6.16 
4.29 
4.94 
5.83 
3.41 
4.01 
4.67 
12.8 
9.6 
3.46 
3.46 
2.63 
4.23 
3.75 
4.28 
3.57 
4.95 
4.12 
6.53 
3.57 
4.18 
4 
2.87 
2.85 
3.95 
4.67 
3.58 
3.79 
4 
3.73 
0 
IO.VC 
22.40 
16.36 
19.79 
19.79 
23.85 
18.97 
22.40 
16.06 
18.97 
16.36 
20.95 
27.29 
22.40 
19.79 
23.85 
18.97 
16.36 
22.40 
12.45 
59.02 
15.06 
23.85 
15.06 
16.36 
23.85 
19.95 
12.45 
27.29 
19.95 
27.29 
22.40 
23.85 
27.29 
15.06 
12.45 
27.29 
23.85 
16.06 
19.95 
11.45 
14.06 
l.O:::::IJ 
(31) 
(31) 
(31) 
(25) 
(25) 
(31) 
(25) 
(30) 
(30) 
(30) 
(30) 
(30) 
(30) 
(25) 
(25) 
(25) 
(31) 
(25) 
(25) 
(30) 
(25) 
(25) 
(25) 
(25) 
(31) 
(25) 
(25) 
(25) 
(31) 
(25) 
(31) 
(31) 
(31) 
(31) 
(31) 
(31) 
(25) 
(25) 
(25) 
(25) 
(25) 
4 .0) 18.9/ (25) 127 GRPA·SE"O- 4.66 27.29 (31) 
176 GRPA·SEQ 4.45 19.79 (31) 76 GRPC·PEG 4.72 19.79 (25) 
n GRPC·PEG 4.51 22.40 (24) 96 GRPC·PEG 4.89 23.85 (25) 
78 GRPC-PEG 4.62 18.97 (24) 97 GRPC-PEG 3.67 18.97 (25) 
79 GRPC-PEG 5.01 16.36 (24) 172 GRPC-PEG 3.19 15.06 (25) 
101 GRPC-PEG 5.11 15.06 (24) 131 GRPA·SEQ 3.35 19.79 (31 ) 
102 GRPC·PEG 5.94 27.29 (24) 135 GRPA-PEG 2.98 18.97 (29) 
28 GRPC-PEG 5.17 23.85 (25) 70 GRPA-PEG 2.57 12.45 (29) 
177 GRPA·SEQ 4.12 16.36 (31 ) 3 GRPB-SEQ 2.86 15.06 (27) 
3 GRPC-PEG 4.84 16.36 (25) 2 GRPB-SEQ 3.22 19.95 (27) 
175 GRPA-SEQ 3.41 18.97 (31 ) GRPB-SEQ 3.31 19.79 (27) 
105 GRPC-PEG 4.73 19.95 (24) 294 GRPII·EXPTII 12.4 0 43.82 (26) 
106 GRPC-PEG 5.05 22.40 (24) 97 GRPA·PEG 3.84 27.29 (29) 
107 GRPC·PEG 5.33 18.97 (24) 98 GRPA·PEG 3.24 22.40 (29) 
1 GRPC-PEG 5.27 19.79 (25) 99 GRPA·PEG 2.69 12.45 (29) 
57 GRPC-PEG 4.67 22.40 (25) 272 GRPII·EXPTII 8.36 0 39.30 (26) 
103 GRPC·PEG 4.62 19.79 (24) 231 GRPB·SEQ 4.85 16.36 (26) 
98 GRPC-PEG 5.1 27.29 (25) 230 GRPB-SEQ 4.18 20.95 (26) 
171 GRPC-PEG 3.51 18.97 (25) 229 GRPB-SEQ 3.79 16.06 (26) 
170 GRPC-PEG 4.34 23.85 (25) 2 GRPB·SEQ 6.81 19.79 (26) 
169 GRPC-PEG 4.51 16.36 (25) 134 GRPA-PEG 3.23 19.79 (29) 
72 GRPA-SEQ 4.11 23.85 (31 ) 59 GRPA-PEG 4.57 16.36 (29) N 75 GRPA-SEQ 3.8 19.79 (31 ) 217 GRPB-SEQ 4.89 18.97 (26) 0\ N 76 GRPA-SEQ 3.29 13.45 (31) 216 GRPB-SEQ 4.29 20.95 (26) 
77 GRPA-SEQ 3.68 18.97 (31) 215 GRPB-SEQ 4.55 16.06 (26) 
125 GRPC-PEG 2.97 13.45 (25) 201 GRPB·SEQ 4.61 22.40 (26) 
124 GRPC-PEG 4.23 19.95 (25) 200 GRPB-SEQ 5.65 27.29 (26) 
123 GRPC-PEG 5.06 16.36 (25) 199 GRPB·SEQ 4.19 16.36 (26) 
362 GRPB· PEG 3.96 19.79 (25) 198 GRPB·SEQ 4.23 16.36 (26) 
3 GRPA-PEG 3.84 19.79 (28) 197 GRPB-SEQ 6.06 18.97 (26) 
127 GRPC-PEG 3.78 19.95 (30) 196 GRPB-SEQ 5.39 19.79 (26) 
55 GRPC-PEG 3.02 11 .45 (25) 163 GRPB-SEQ 4.88 23.85 (26) 
129 GRPA-SEQ 3.51 18.97 (31 ) 162 GRPB-SEQ 5.6 27.29 (26) 
58 GRPC-PEG 3.79 23.85 (25) 161 GRPB·SEQ 3.59 12.45 (26) 
59 GRPC-PEG 3.35 16.36 (25) 181 GRPA-PEG 3.84 16.06 (29) 
74 GRPC-PEG 5 18.97 (25) 133 GRPA·PEG 3.69 23.85 (29) 
75 GRPC-PEG 4.34 13.45 (25) 35 GRPB·SEQ 2.7 22.40 (27) 
132 GRPA-SEQ 4.5 18.97 (31 ) 2 GRPA· PEG 4.39 16.36 (28) 
94 GRPA-SEQ 3.08 15.06 (31 ) GRPA·PEG 4.56 22.40 (28) 
130 GRPA·SEQ 4.22 16.36 (31) 59 GRPB-SEQ 2.69 20.95 (27) 
95 GRPA·SEQ 3.74 23.85 (31 ) 26 GRPA·PEG 3.79 23.85 (28) 
128 GRPA-SEQ 3.19 12.45 (31) 27 GRPA·PEG 3.62 12.45 (28) 
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1 GAP A-PEG 3.96 19.79 (29) 380 GAPS-PEG 5.12 27.29 (25) 
2 GAP A-PEG 4.12 23.85 (29) 404 GAPS-PEG 4.6 19.79 (25) 
3 GAP A-PEG 3.45 14.06 (29) 167 GAPC-PEG 3.84 16.36 (30) 
58 GAPB·SEQ 3.09 13.45 (27) 29 GAPB-SEQ 4.79 27.29 (26) 
57 GAPB-SEQ 3.18 23.85 (27) 165 GAPC-PEG 3.73 18.97 (30) 
40 GAPB-SEQ 3.29 19.79 (27) 125 GAPC-PEG 3.63 15.06 (30) 
39 GAPB-SEQ 3.85 16.36 (27) 406 GAPB-PEG 3.46 12.45 (25) 
69 GAP A-PEG 3.24 15.06 (29) 1 GRPB-SEQ 4.17 18.95 (26) 
32 GAP A-PEG 4.06 19.79 (29) 65 GRPC-PEG 4.9 27.29 (24) 
184 GAP A-PEG 4.18 23.85 (29) 3 GRPS-SEQ 3.86 16.36 (26) 
58 GAP A-PEG 4.39 27.29 (29) 93 GRPA-SEQ 2.63 19.95 (31 ) 
57 GAP A-PEG 4.21 19.79 (29) 65 GRPC-PEG 5 19.79 (30) 
56 GAP A-PEG 3.88 27.29 (29) 166 GRPC-PEG 4.27 22.40 (30) 
55 GAP A-PEG 4.11 23.85 (29) 29 GRPC-PEG 5.16 18.97 (30) 
38 GRPB-SEQ 3.13 18.97 (27) 363 GAPS-PEG 3.62 18.97 (25) 
33 GRPA·PEG 3.18 18.97 (29) 185 GAP A-PEG 3.79 16.36 (29) 
36 GRPB·SEQ 2.46 19.95 (27) 186 GAP A-PEG 3.25 20.95 (29) 
31 GAP A-PEG 2.64 16.36 (29) GRPC-PEG 4.23 19.79 (30) 
30 GAP A-PEG 3.08 18.95 (29) 2 GRPC-PEG 4 14.06 (30) 
29 GAP A-PEG 3.96 22.40 (29) 3 GRPC-PEG 5.04 11 .45 (30) 
N 
28 GAP A-PEG 4.11 11 .45 (29) 130 GRPB-SEQ 3.89 12.45 (26) 
0'1 
w 
34 GRPB-SEQ 2.74 12.45 (27) 129 GRPB-SEQ 4 .06 16.06 (26) 
68 GAP A-PEG 3.84 23.85 (29) 128 GRPB-SEQ 4.24 23.85 (26) 
54 GRPA·PEG 3.77 22.40 (29) 127 GRPB-SEQ 4.56 16.36 (26) 
126 GRPC-PEG 9.11 12.45 (30) 126 GRPB-SEQ 4.89 27.29 (26) 
182 GAP A-PEG 3.36 19.79 (29) 125 GRPB-SEQ 4.78 19.79 (26) 
69 GRPC-PEG 4.62 23.85 (30) 113 GRPB-SEQ 5.28 27.29 (26) 
62 GAPB·SEQ 3.9 13.45 (26) 68 GRPC-PEG 4.54 18.97 (30) 
61 GRPB-SEQ 4.39 16.06 (26) 89 GRPB-SEQ 4.72 18.97 (26) 
60 GRPB·SEQ 4.88 19.79 (26) 64 GRPC-PEG 5.06 20.95 (30) 
59 GRPB-SEQ 4.5 13.45 (26) 63 GRPC-PEG 5.53 27.29 (30) 
58 GRPB-SEQ 5.11 16.06 (26) 84 GRPS-SEQ 4.23 16.36 (26) 
57 GRPB-SEQ 6.48 22.40 (26) 85 GRPS-SEQ 4.11 18.97 (26) 
45 GRPB-SEQ 5.22 19.79 (26) 86 GRPB-SEQ 5.32 22.40 (26) 
44 GRPB-SEQ 4.27 23.85 (26) 112 GRPB-SEQ 4.67 23.85 (26) 
43 GRPB-SEQ 4.06 18.97 (26) 88 GRPB-SEQ 4.6 19.79 (26) 
31 GRPB-SEQ 3.73 11 .45 (26) 28 GRPC-PEG 3.74 16.36 (30) 
30 GRPB-SEQ 5.27 18.97 (26) 48 GRPC-PEG 4.95 16.36 (30) 
67 GRPC-PEG 3.85 12.45 (30) 47 GRPC-PEG 3.74 16.06 (30) 
405 GRPB-PEG 4.17 15.06 (25) 46 GRPC-PEG 4.33 22.40 (30) 
378 GRPB-PEG 3.57 22.40 (25) 111 GRPS-SEQ 4.66 22.40 (26) 
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183 GRPA-PEG 
87 GRPB-SEQ 
160 GRPB-SEQ 
28 GRPA-SEQ 
53 GRPB-SEQ 
52 GRPB-SEQ 
1 GRPB-PEG 
2 GRPB-PEG 
156 GRPA-PEG 
55 GRPB-SEQ 
161 GRPB-SEQ 
43 GRPB-PEG 
3 GRPB-PEG 
26 GRPA-PEG 
27 GRPA-PEG 
28 GRPA-PEG 
26 GRPA-SEQ 
29 GRPA-PEG 
3 GRPA-SEQ 
162 GRPB-SEQ 
73 GRPB-PEG 
227 GRPA-SEQ 
1 GRPA-PEG 
2 GRPA-PEG 
213 GRPA-PEG 
26 GRPB-SEQ 
215 GRPA-PEG 
54 GRPB-SEQ 
74 GRPB-PEG 
1 GRPB-SEQ 
72 GRPB-PEG 
61 GRPB-PEG 
57 GRPB-SEQ 
60 GRPB-PEG 
59 GRPB-PEG 
44 GRPB-PEG 
56 GRPB-SEQ 
1 GRPA-SEQ 
78 GRPA-PEG 
27 GRPA-SEQ 
28 GRPB-SEQ 
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5!01 
3.69 
4.45 
4.29 
2.8 
4.62 
4.84 
3.57 
5.49 
3.58 
3.73 
4.4 
2.53 
3.52 
4.4 
3.79 
3.37 
3.63 
3.25 
3.51 
3.74 
3.19 
3.13 
4.45 
3.99 
3.8 
3.85 
2.53 
3.52 
3.36 
6.81 
4.06 
3.07 
4.06 
3.86 
3.9 
3.14 
4.28 
4.94 
4.84 
4.27 
3.34 
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ZZ.40 
22.40 
16.36 
16.36 
11 .45 
12.45 
27.29 
23.85 
19.79 
19.95 
22.40 
18.97 
15.06 
16.36 
18.97 
14.06 
11.45 
22.40 
15.06 
19.79 
13.45 
12.45 
19.79 
19.79 
18.95 
27.29 
16.06 
13.45 
18.97 
19.95 
19.79 
23.85 
19.79 
12.45 
16.36 
22.40 
12.45 
27.29 
19.79 
19.79 
14.06 
19.95 
{30} 
(29) 
(26) 
(35) 
(32) 
(35) 
(35) 
(21) 
(21) 
(20) 
(35) 
(35) 
(21) 
(21) 
(20) 
(20) 
(20) 
(32) 
(20) 
(32) 
(35) 
(21) 
(19) 
(20) 
(20) 
(20) 
(35) 
(20) 
(35) 
(21 ) 
(35) 
(21) 
(21 ) 
(35) 
(21) 
(21 ) 
(21 ) 
(35) 
(23) 
(20) 
(32) 
(35) 
Z.l GHPB·:StU 
127 GRPB-SEQ 
126 GRPB-SEQ 
64 GRPA-PEG 
30 GRPB-SEQ 
66 GRPA-PEG 
82 GRPA-PEG 
112 GRPB-SEQ 
111 GRPB-SEQ 
110 GRPB-SEQ 
79 GRPA-PEG 
80 GRPA-PEG 
81 GRPA-PEG 
25 GRPB-SEQ 
65 GRPA-PEG 
29 GRPB-PEG 
133 GRPA-PEG 
30 GRPA-PEG 
31 GRPA-PEG 
97 GRPB-SEQ 
2 GRPB-SEQ 
3 GRPB-SEQ 
29 GRPB-SEQ 
30 GRPB-PEG 
3 GRPA-PEG 
27 GRPB-PEG 
26 GRPB-PEG 
25 GAPS-PEG 
98 GRPB-SEQ 
24 GRPB-PEG 
99 GRPB-SEQ 
83 GRPA-PEG 
42 GRPB-PEG 
206 GRPB-SEQ 
2 GRPA-SEQ 
27 GRPC-PEG 
26 GRPC-PEG 
91 GRPA-SEQ 
84 GRPB-SEQ 
85 GRPB-SEQ 
210 GRPB-SEQ 
64 GRPC-PEG 
3.08 
3.97 
3.5 
3.42 
4.06 
3.53 
9.11 
3.84 
2.79 
3.41 
4 
3.9 
4.29 
4.55 
4.35 
3.57 
4 
3.45 
3.18 
2.69 
3.46 
3.85 
3.17 
3.79 
4.51 
4.01 
3.25 
3.63 
2.47 
4.45 
3.18 
4.12 
3.89 
4.56 
3.9 
4.72 
5.88 
4.5 
3.84 
3.47 
4.28 
4.61 
13.45 
19.79 
19.95 
19.95 
23.85 
18.97 
13.45 
16.36 
12.45 
15.06 
16.36 
23.85 
19.95 
18.97 
27.29 
19.95 
23.85 
19.79 
16.36 
15.06 
20.95 
27.29 
15.06 
27.29 
27.29 
19.79 
13.45 
18.97 
12.45 
27.29 
16.36 
22.40 
18.97 
16.36 
23.85 
19.79 
18.95 
23.85 
19.79 
19.95 
23.85 
19.79 
(35) 
(35) 
(35) 
(20) 
(35) 
(20) 
(20) 
(35) 
(35) 
(35) 
(20) 
(20) 
(20) 
(35) 
(20) 
(21) 
(20) 
(20) 
(20) 
(35) 
(35) 
(35) 
(35) 
(21) 
(20) 
(21) 
(21) 
(21) 
(35) 
(21) 
(35) 
(20) 
(21 ) 
(35) 
(32) 
(24) 
(24) 
(31) 
(35) 
(35) 
(35) 
(24) 
-------,r!!~~~--~----~;--~~~-- -·· --83 GRPB-SEQ 3.95 16.36 (35) 226 GRPA-SEQ 
25 GRPC-PEG 6.04 19.79 (24) 2 GRPA-SEQ 
24 GRPC-PEG 5.88 16.36 (24) 1 GRPA-SEQ 
167 GRPA-SEQ 4.55 16.36 (19) 3 GRPA-SEQ 
226 GRPA-SEQ 3.68 16.36 (31) 27 GRPA-SEQ 
227 GRPA-SEQ 3.18 19.79 (31) 188 GRPA-SEQ 
228 GRPA-SEQ 3.58 19.95 (31) 187 GRPA-SEQ 
214 GRPA-PEG 3.62 18.97 (20) 186 GRPA-SEQ 
168 GRPA-SEQ 3.3 13.45 (19) 87 GRPB-SEQ 
208 GRPB-SEQ 4.49 19.79 (35) 2 GRPC-PEG 
112 GRPA-SEQ 3.69 16.06 (19) GRPC-PEG 
204 GRPA-SEQ 3.19 22.40 (31) 28 GRPA-SEQ 
107 GRPA-SEQ 4.24 23.85 (19) 200 GRPA-SEQ 
108 GRPA-SEQ 4.4 22.40 (19) 26 GRPA-SEQ 
109 GRPA-SEQ 4.29 20.95 (19) 86 GRPB-SEQ 
110 GRPA-SEQ 4.44 27.29 (19) 3 GRPC-PEG 
7 GRPB-SEQ 3.3 18.97 (36) 172 GRPA-SEQ 
6 GRPB-SEQ 3.73 12.45 (36) 171 GRPA-SEQ 
29 GRPC-PEG 4.72 18.97 (24) 
11 1 GRPA-SEQ 3.74 22.40 (19) Peg-In-Hole 
169 GRPA-SEQ 3.18 19.79 (19) 
205 GRPA-SEQ 3.78 27.29 (31) 
206 GRPA-SEQ 2.53 13.45 (31) 
62 GRPC-PEG 4.56 15.06 (24) 
61 GRPC-PEG 6.11 23.85 (24) 
60 GRPC-PEG 5.78 27.29 (24) 
155 GRPA-PEG 4.28 16.36 (20) 
154 GRPA-PEG 4.23 19.79 (20) 
138 GRPA-PEG 3.02 19.95 (20) 
5 GRPB-SEQ 10.66 19.79 (36) 
192 GRPA-PEG 3.41 16.06 (20) 
170 GRPA-SEQ 3.85 23.85 (19) 
190 GRPA-PEG 4.11 23.85 (20) 
201 GRPA-SEQ 2.8 13.45 (19) 
202 GRPA-SEQ 4.01 22.40 (19) 
225 GRPA-SEQ 3.25 20.95 (19) 
sa GRPB-SEQ 4.08 27.29 (35) 
191 GRPA-PEG 4.01 27.29 (20) 
137 GRPA-PEG 3.46 27.29 (20) 
136 GRPA-PEG 3.85 22.40 (20) 
135 GRPA-PEG 2.86 12.45 (20) 
Trial Series Gain 
22 GRPII-EXPTIIB 3 
34 GRPII-EXPTIIB 0.7 
28 GRPII-EXPTIIB 0.6 
26 GRPII-EXPTIIB 1.75 
35 GRPII-EXPTIIB 4 
36 GRPII-EXPTIIB 
56 GAPS-PEG 1.6 
55 GRPB-PEG 1.6 
51 GRP~PEG ~4 
79 GRPB-SEQ 
23 GRPII-EXPTIIB 1.5 
21 GRPII-EXPTIIB 1 
35 GRPB-SEQ 3 
37 GRPII-EXPTIIB 1.5 
38 GRPII-EXPTIIB 1.75 
34 GRPB-SEQ 2 
33 GRPB-SEQ 2 
32 GRPB-SEQ 2 
29 GRPB-SEQ 3 
28 GRPB-SEQ 
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3.85 
3.56 
3.95 
5.06 
3.63 
2.36 
2.52 
3.01 
3.14 
4.88 
4.61 
3.96 
3.14 
6.54 
4.79 
6.37 
3.35 
5.45 
Joystick-Analog 
Time 
45.63 
50.91 
60.53 
50.65 
21.25 
92.87 
86.07 
74.87 
63.82 
65.19 
Error 
289.3 
216.5 
345.2 
304.7 
123.9 
572.7 
79.05 722 
45.53 184.8 
58.39 
16.64 214.7 
32.99 342.0 
35.27 
30.04 
83.05 
48.12 
82.07 
Effort 
34 
14 
15 
29 
23 
44 
40 
14 
31 
27 
IU . VU 
22.40 (19) 
18.95 (23) 
18.97 (32) 
19.79 (23) 
14.06 (23) 
16.06 (19) 
20.95 (19) 
19.79 (19) 
19.79 (35) 
27.29 (24) 
22.40 (24) 
11 .45 (23) 
18.97 (19) 
18.97 (23) 
19.95 (35) 
11.45 (24) 
16.36 (19) 
18.97 (19) 
PUMA560 
Difficult 
18.80 (59) 
16.03 (59) 
20.16 (59) 
30.27 (59) 
17.96 (59) 
51 .71 (59) 
21 .67 (37) 
14.20 (37) 
16.20 (37) 
22.40 (36) 
30.43 (59) 
16.96 (59) 
22.40 (36) 
8.61 (59) 
19.06 (59) 
18.97 (36) 
15.06 (36) 
22.40 (36) 
15.06 (36) 
15.06 (36) 
N 
0\ 
0\ 
2S Si 11 11 Z:li I lib 6.3 
82 GRPS-SEQ 1 
227 GRPI-EXPTII 4 
76 GRPS-SEQ 2.5 
228 GRPI-EXPTII 1.5 
233 GRPI-EXPTII 1.3 
234 GRPI-EXPTII 2.5 
81 GRPS-SEQ 
33 GRPII-EXPTIIS 2.5 
32 GRPII-EXPTIIS 0.9 
31 GRPII-EXPTIIS 0.7 
236 GRPI-EXPTII 1. 7 
75 GRPS-SEQ 2 
74 GRPS-SEQ 2 
80 GRPS-SEQ 2.5 
77 GRPS-SEQ 2.5 
235 GRPI-EXPTII 1.7 
56 GRPC-SEQ 1.5 
57 GRPC-SEQ 0.75 
55 GRPC-SEQ 
58 GRPC-SEQ 
179 GRPC-SEQ 
177 GRPC-SEQ 1.5 
54 GRPC-SEQ 1.5 
175 GRPC-SEQ 1.5 
93 GRPC-PEG 0.25 
174 GRPC-SEQ 2 
173 GRPC-SEQ 1 
172 GRPC-SEQ 2 
171 GRPC-SEQ 
29 PRELIMS 0.4 
30 PRELIMS 3.2 
~ PRELIMS 0.4 
107 GRPII I-EXPTIIS 0.8 
92 GRPC-PEG 
91 GRPC-PEG 
31 PRELIMS 1.6 
31 PRELIMS 3.2 
30 PRELIMS 3.2 
29 PRELIMS 1.6 
28 PRELIMS 0.4 
27 PRELIMS 0.4 
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136.46 
49.49 
124.18 
51 .36 
175.97 
203.11 
105.87 
68.13 
6.92 
9.72 
27.14 
175.2 
35.38 
53.38 
63.45 
37.79 
125.67 
53.44 
58.95 
27.74 
52.28 
54.48 
47.96 
43.61 
46.3 
142.91 
32.62 
55.8 
31 .31 
40.65 
177.5 
71 .5 
157.7 
38.45 
44.65 
66.79 
69.3 
51 .1 
59.9 
82.3 
233 
172 
46 }.3 
0 
0 
0 
0 
79.65 
68.09 
69.21 
0 
0 
0 
0 
0 
70.06 
0 
0 
0 
0 
0 
0 
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36 
7 
5 
11 
17 
40.57 
15.06 
49.83 
18.97 
45.67 
45.39 
37.71 
18.97 
6.32 
4.45 
8.19 
54.09 
15.06 
22.40 
22.40 
15.06 
37.71 
18.97 
18.97 
14.06 
18.97 
18.97 
18.97 
14.06 
22.40 
19.06 
18.97 
22.40 
16.06 
16.06 
20.91 
25.30 
20.91 
9.19 
21 .53 
16.36 
25.30 
20.91 
25.30 
25.30 
25.30 
20.91 
(59) 
(36) 
(36) 
(36) 
(36) 
(36) 
(36) 
(36) 
(59) 
(59) 
(59) 
(36) 
(36) 
(36) 
(36) 
(36) 
(36) 
(15) 
(15) 
(15) 
(15) 
(14) 
(14) 
(15) 
(14) 
(09) 
(14) 
(14) 
(14) 
(14) 
(08) 
(08) 
(02) 
(07) 
(09) 
(09) 
(08) 
(04) 
(04) 
(04) 
(04) 
(04) 
88 GRPC-PEG 2.5 
96 GRPC-PEG 0.25 
108 GRPIII-EXPTIIS 0.8 
53 GRPC-SEQ 0.75 
103 GRPIII-EXPTIIS 0.75 
26 PRELIMS 3.2 
25 PRELIMS 1.6 
23 PRELIMS 1.6 
22 PRELIMS 0.4 
94 GRPC-PEG 2.5 
102 GRPIII-EXPTIIS 0.9 
50 GRPC-SEQ 1.5 
51 GRPC-SEQ 1 
52 GRPC-SEQ 0.75 
87 GRPC-PEG 2.5 
108 GRPC-PEG 1.5 
36 PRELIMS 3.2 
150 GRPA-PEG 2 
148 GRPA-PEG 2 
147 GRPA-PEG 3 
146 GRPA-PEG 
153 GRPA-PEG 1 
110 GRPC-PEG 2 
154 GRPA-PEG 3 
105 GRPC-PEG 
131 GRPC-SEQ 0.4 
132 GRPC-SEQ 0.2 
133 GRPC-SEQ 0.4 
134 GRPC-SEQ 0.2 
91 PRELIMS 1.6 
112 GRPC-PEG 
127 GRPC-SEQ 1 
89 PRELIMS 3.2 
88 PRELIMS 0.4 
87 PRELIMS 3.2 
86 PRELIMS 1.6 
130 GRPC-SEQ 0.4 
152 GRPA-PEG 1 
128 GRPC-SEQ 
319 GRPA-SEQ 0.6 
57 GRPC-PEG 0.5 
60 GRPC-PEG 1.5 
69.37 
115.62 
14.72 
45.38 
30.75 
35.3 
73.2 
52.3 
144.7 
54.2 
82.66 
49.93 
69.42 
69.05 
119.85 
78.1 
40.4 
36.15 
31 .86 
40.2 
32.73 
34.06 
47.47 
33.28 
79.76 
68.33 
95.73 
45.21 
72.99 
80.7 
70.73 
38.73 
44.7 
140.1 
99.1 
88.2 
52.24 
32.53 
37.51 
58.81 
103.3 
43.34 
50.99 
109.8 
0 
0 
0 
0 
381 .3 
0 
0 
0 
0 
0 
0 
5 
10 
27 
16.20 
19.49 
4.51 
14.06 
10.03 
16.00 
20.91 
16.00 
16.00 
21 .69 
22.92 
22.40 
22.40 
22.40 
16.64 
26.56 
16.00 
21 .67 
21 .69 
16.89 
16.64 
21.53 
21 .53 
23.69 
16.80 
19.79 
16.36 
12.45 
12.45 
20.91 
23.85 
12.45 
16.00 
16.00 
25.30 
16.00 
16.36 
16.36 
16.36 
23.85 
26.56 
14.03 
(09) 
(09) 
(07) 
(15) 
(07) 
(04) 
(04) 
(04) 
(04) 
(09) 
(07) 
(15) 
(15) 
(15) 
(09) 
(10) 
(08) 
(18) 
(18) 
(18) 
(18) 
(18) 
(10) 
(18) 
(10) 
(08) 
(08) 
(08) 
(08) 
(02) 
(10) 
(08) 
(02) 
(02) 
(02) 
(02) 
(08) 
(18) 
(08) 
(15) 
(11) 
(11) 
62 GAPC-Pbd 
63 GRPC-PEG 
64 GRPC-PEG 
129 GRPC-SEQ 
24 GRPA-PEG 
116 GRPC-SEQ 
117 GRPC-SEO 
118 GRPC-SEO 
119 GRPC-SEQ 
120 GRPC-SEQ 
92 PRELIMS 
25 GRPA-PEG 
34 PRELIMS 
22 GRPA-PEG 
20 GRPA-PEG 
19 GRPA-PEG 
18 GRPA-PEG 
17 GRPA-PEG 
33 PRELIMS 
121 GRPC-SEQ 
62 GRPC-SEO 
32 PRELIMS 
94 PRELIMS 
56 GRPC-SEQ 
57 GRPC-SEO 
58 GRPC-SEQ 
59 GRPC-SEQ 
115 GRPC-SEO 
61 GRPC-SEQ 
114 GRPC-SEO 
63 GRPC-SEQ 
64 GRPC-SEQ 
178 GRPC-SEO 
37 PRELIMS 
35 PRELIMS 
93 PRELIMS 
60 GRPC-SEQ 
22 PRELIMS 
46 GRPA-SEQ 
48 GRPA-SEQ 
49 GRPA-SEQ 
1.5 
0.25 
0.5 
0.2 
1 
1.5 
1.5 
0.7 
2.3 
1.5 
0.4 
1.5 
0.4 
1.5 
1 
1.5 
2 
0.4 
0.7 
2 
1.6 
1.6 
2 
2 
1 
1.5 
0.7 
1 
2.3 
1.5 
1 
2 
3.2 
1.6 
3.2 
1.5 
0.4 
0.8 
0.4 
1.6 
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44.31 
113.47 
56.91 
127.81 
51 .19 
36.41 
47.85 
34.55 
45.82 
40.25 
229.9 
47.84 
190.1 
49.59 
49.39 
61.79 
71 .74 
62.69 
110.5 
50.88 
79.74 
36.8 
80.3 
69.58 
51.8 
59.66 
51.45 
63.33 
38.07 
25 .26 
38.73 
45 .36 
46.79 
39.8 
57.8 
60.5 
25.26 
118.2 
26.37 
46.43 
31 .49 
0 
0 
0 
0 
0 
0 
0 
0 
0 
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16.64 
18.80 
16.80 
19.79 
18.80 
16.06 
22.40 
16.06 
22.40 
18.97 
25.30 
16.64 
25.30 
19.06 
14.20 
21 .53 
24.38 
23.85 
16.00 
18.97 
22.40 
16.00 
25.30 
18.97 
15.06 
22.40 
22.40 
22.40 
15.06 
16.06 
18.97 
18.97 
22.40 
20.91 
20.91 
20.91 
15.06 
16.00 
15.06 
15.06 
22.40 
(11) 
(11) 
(11) 
(08) 
(18) 
(14) 
(14) 
(14) 
(14) 
(14) 
(02) 
(18) 
(08) 
(18) 
(18) 
(18) 
(18) 
(18) 
(08) 
(14) 
(14) 
(08) 
(02) 
(14) 
(14) 
(14) 
(14) 
(14) 
(14) 
(14) 
(14) 
(14) 
(14) 
(08) 
(08) 
(02) 
(14) 
(07) 
(19) 
(19) 
(19) 
241 GRPA-SEQ 
19 PRELIMS 
50 GRPA-SEQ 
51 GRPA-SEQ 
314 GRPA-SEQ 
224 GRPC-SEQ 
225 GRPC-SEQ 
313 GRPA-SEQ 
222 GRPC-SEQ 
21 PRELIMS 
223 GRPC-SEQ 
312 GRPA-SEQ 
311 GRPA-SEQ 
23 PRELIMS 
24 PRELIMS 
130 GRPC-SEQ 
131 GRPC-SEQ 
132 GRPC-SEO 
133 GRPC-SEQ 
134 GRPC-SEQ 
135 GRPC-SEQ 
136 GRPC-SEQ 
140 GRPC-SEO 
20 PRELIMS 
248 GRPA-SEQ 
229 GRPC-SEQ 
228 GRPC-SEQ 
227 GRPC-SEQ 
226 GRPC-SEQ 
12 PRELIMS 
14 PRELIMS 
17 PRELIMS 
315 GRPA-SEQ 
18 PRELIMS 
316 GRPA-SEQ 
47 GRPA-SEQ 
220 GRPC-SEQ 
221 GRPC-SEQ 
42 GRPA-SEQ 
45 GRPA-SEQ 
318 GRPA-SEQ 
0.6 
3.2 
0.8 
0.4 
2 
1.8 
1 
0.6 
2.5 
3.2 
2 
0.6 
3.2 
1.6 
0.1 
1.8 
0.9 
1.8 
0.9 
0.9 
0.1 
1.8 
1.6 
1.2 
2.5 
2.5 
1.8 
1.8 
0.4 
0.8 
0.8 
1.2 
1.6 
1.2 
0.8 
1.6 
0.4 
2 
55.7 
34.6 
40.98 
79.82 
37.46 
38.5 
28.39 
76.52 
43.11 
46.2 
25.61 
30.15 
36.14 
25.7 
40 
213.73 
60.64 
57.85 
76.29 
61.96 
42.4 
161.65 
63.27 
64.2 
38.45 
27.78 
53.83 
34.05 
20.37 
263.3 
117.1 
78.9 
49.44 
48.8 
30.64 
50.75 
50.81 
40.47 
29.22 
100.73 
42.3 
0 
0 
0 
0 
0 
0 
0 
0 
0 
16.06 
20.91 
18.97 
18.97 
23.85 
27.29 
23.85 
26.79 
19.95 
25.30 
19.95 
20.95 
20.95 
16.00 
16.00 
16.36 
13.45 
19.79 
16.36 
16.36 
13.45 
13.45 
19.79 
25.30 
18.97 
23.85 
27.29 
23.85 
19.95 
25.30 
25.30 
20.91 
26.79 
20.91 
20.95 
22.40 
23.85 
27.29 
18.97 
22.40 
26.79 
(15) 
(07) 
(19) 
(19) 
(15) 
(08) 
(08) 
(15) 
(08) 
(07) 
(08) 
(15) 
(15) 
(07) 
(07) 
(1 5) 
(15) 
(15) 
(15) 
(15) 
(15) 
(15) 
(15) 
(07) 
(15) 
(08) 
(08) 
(OB) 
(08) 
(07) 
(07) 
(07) 
(15) 
(07) 
(15) 
(19) 
(08) 
(08) 
(19) 
(19) 
(15) 
N 
0\ 
00 
12 
244 GRPA-SEQ 1.2 
245 GRPA-SEQ 2.4 
176 GRPC-SEQ 1.5 
246 GRPA-SEQ 0.6 
101 GRPII I-EXPTIIB 1 
43 GRPA-SEQ 1.6 
99 GRPIII-EXPTIIB 1.5 
100 GRPIII-EXPTIIB 0.7 
23 GRPB-SEQ 4 
168 GRPB-SEQ 1.2 
22 GRPB-SEQ 
135 GRPC-PEG 
390 GRPB-PEG 1 
134 GRPC-PEG 1.8 
133 GRPC-PEG 
129 GRPC-PEG 1.8 
132 GRPC-PEG 1.8 
131 GRPC-PEG 0.6 
130 GRPC-PEG 0.6 
27 GRPB-SEQ 
290 GRPII-EXPTII 1.4 
164 GRPB-SEQ 2.4 
137 GRPA-PEG 1 
18 GRPA-PEG 2 
17 GRPA-PEG 2 
275 GRPII -EXPTII 0.5 
281 GRPII -EXPTII 2.1 
282 GRPII-EXPTI I 2 
285 GRPII-EXPTII 1.7 
286 GRPII-EXPTII 0.9 
287 GRPII-EXPTII 1.5 
139 GRPA-PEG 0.5 
289 GRPII-EXPTII 1.8 
140 GRPA-PEG 0.5 
291 GRPII-EXPTII 0.6 
292 GRPII-EXPTII 1 
156 GRPA-SEQ 2.4 
155 GRPA-SEQ 1.4 
154 GRPA-SEQ 1.9 
153 GRPA-SEQ 1.4 
152 GRPA-SEQ 2.4 
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oe.zs 
31.25 
28.22 
29.21 
63.43 
43.39 
20.05 
105.68 
21.54 
51 .41 
58.88 
68.82 
28.23 
62.12 
64 
40.82 
51 .97 
27.01 
48 
46.74 
82.87 
30.54 
44.65 
38.66 
33.51 
44.26 
238.88 
108.54 
47.95 
92.89 
46.3 
44.28 
53.n 
50.97 
54.05 
83.38 
50.03 
17.08 
43.94 
16.97 
20.83 
23.4 
170 
389.3 
49.45 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
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10 
33 
6 
23.85 
16.06 
16.06 
16.06 
18.97 
17.80 
15.06 
38.07 
4.51 
15.06 
22.40 
15.06 
21 .53 
16.36 
21.67 
16.20 
16.89 
21 .69 
16.36 
16.64 
18.97 
14.20 
16.06 
23.69 
16.89 
21 .67 
63.72 
46.20 
23.61 
50.13 
17.51 
23.67 
16.80 
22.92 
14.03 
29.17 
23.48 
16.06 
22.40 
16.06 
16.06 
18.97 
(15} 
(15) 
(15) 
(14) 
(15) 
(07) 
(19) 
(07) 
(07) 
(26) 
(35) 
(26) 
(30) 
(25) 
(30) 
(30) 
(30} 
(30) 
(30) 
(30) 
(26) 
(26) 
(35) 
(29) 
(20) 
(20) 
(26) 
(26) 
(26) 
(26) 
(26) 
(26) 
(29) 
(26) 
(29) 
(26) 
(26) 
(19) 
(19) 
(19) 
(19) 
(19) 
151 GAPA-SEQ 
150 GRPA-SEQ 
149 GRPA-SEQ 
148 GRPA-SEQ 
288 GRPII-EXPTII 
167 GRPB-SEQ 
50 GRPA-PEG 
49 GRPA-PEG 
47 GRPA-PEG 
46 GRPA-PEG 
45 GRPA-PEG 
44 GRPA-PEG 
142 GRPB-SEQ 
145 GRPB-SEQ 
146 GRPB-SEQ 
147 GRPB-SEQ 
138 GRPA-PEG 
24 GRPA-PEG 
51 GRPA-PEG 
387 GRPB-PEG 
169 GRPB-SEQ 
171 GRPB-SEQ 
172 GRPB-SEQ 
23 GRPA-PEG 
22 GRPA-PEG 
20 GRPA-PEG 
19 GRPA-PEG 
144 GRPA-PEG 
143 GRPA-PEG 
141 GRPA-PEG 
148 GRPB-SEQ 
21 GRPB-PEG 
27 GRPC-PEG 
118 GRPA-SEQ 
26 GRPC-PEG 
25 GRPC-PEG 
24 GRPC-PEG 
21 GRPA-SEQ 
22 GRPA-SEQ 
24 GRPB-SEQ 
24 GRPA-SEQ 
20 GRPB-SEQ 
2.4 
1.4 
1.9 
1.9 
2.1 
1.2 
2 
1 
2 
0.5 
2 
1.5 
3.5 
2.5 
2.5 
0.5 
1.5 
0.5 
1.2 
0.8 
0.8 
2 
1.5 
1 
2 
2 
1.5 
3 
1.5 
1 
0.5 
0.5 
1 
2 
1.5 
0.5 
0.5 
26.74 
30.61 
26.1 
36.31 
64.11 
38.28 
32.51 
60.8 
45.1 
37.18 
49.64 
23.29 
63.49 
53.51 
42.3 
32.95 
44.64 
27.92 
55.42 
55.1 
44.65 
62.89 
46.42 
25.54 
33.49 
29.71 
46.85 
40.2 
38 .88 
37.79 
48.72 
39.75 
37.2 
40.75 
56.8 
39.94 
64.44 
34.72 
34.88 
89.04 
41 .68 
81 .07 
0 
22.40 
18.97 
18.97 
22.40 
45.67 
15.06 
23.69 
21 .67 
23.85 
19.49 
21 .69 
14.03 
18.97 
18.97 
18.97 
15.06 
21 .53 
18.97 
16.64 
24.38 
18.97 
18.97 
16.06 
21.53 
14.03 
14.20 
23.69 
21 .67 
16.36 
16.89 
15.06 
16.64 
21 .53 
18.97 
24.38 
14.03 
16.20 
15.06 
15.06 
18.97 
18.97 
16.06 
(19) 
(19) 
(19) 
(19) 
(26) 
(35) 
(20) 
(20) 
(20) 
(20) 
(20) 
(20) 
(26) 
(26) 
(26) 
(26) 
(29) 
(20) 
(20) 
(25) 
(35) 
(35) 
(35) 
(20) 
(20) 
(20) 
(20) 
(29) 
(29) 
(29) 
(26) 
(21 ) 
(25) 
(31) 
(25) 
(25) 
(25) 
(31) 
(31 ) 
(35) 
(31) 
(35) 
19 GRPB-PEG 
18 GRPB-PEG 
25 GRPA·SEQ 
15 GRPB-SEQ 
124 GRPA-SEQ 
15 GRPS-PEG 
23 GRPA·SEQ 
18 GRPS-SEQ 
126 GRPA-SEQ 
123 GRPA-SEQ 
18 GRPA-SEQ 
19 GRPA-SEQ 
20 GRPA-SEQ 
122 GRPA-SEQ 
15 GRPC-PEG 
392 GRPS-PEG 
17 GRPS-SEQ 
23 GRPS-PEG 
17 GRPC-PEG 
18 GRPC-PEG 
20 GRPC-PEG 
23 GRPC-PEG 
121 GRPA-SEQ 
119 GRPA-SEQ 
19 GRPS-SEQ 
16 GRPC-PEG 
142 GRPC-PEG 
147 GRPC-PEG 
204 GRPC-PEG 
206 GRPC-PEG 
208 GRPC-PEG 
210 GRPC-PEG 
211 GRPC-PEG 
212 GRPC-PEG 
213 GRPC-PEG 
146 GRPC-PEG 
16 GRPS-PEG 
144 GRPC-PEG 
141 GRPC-PEG 
52 GRPC-PEG 
21 GRPC-PEG 
3 
1.5 
2 
1 
3 
2 
1 
3 
2 
1.5 
1 
2 
0.5 
0.5 
0.5 
2 
1.5 
1.5 
1 
0.5 
3 
3 
1 
0.5 
2 
1.6 
0.8 
1.2 
1.2 
0.8 
0.8 
1.6 
0.5 
2 
2 
2 
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45.21 
53.5 
46.68 
91 .13 
25.87 
46.53 
44.97 
63.6 
61 .14 
13.73 
77.4 
70.74 
38.24 
30.97 
59.33 
65.36 
154.17 
53.16 
48.01 
65.48 
39.17 
75.13 
36.47 
33.29 
92.44 
78.97 
32.07 
41.36 
40.48 
34.71 
40.81 
34.48 
43.99 
37.45 
42.93 
55.35 
51 .95 
28.22 
37.56 
34.55 
74.97 
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16.36 
14.20 
18.97 
18.97 
15.06 
21.53 
18.97 
16.06 
22.40 
15.06 
22.40 
22.40 
15.06 
18.97 
14.20 
21.53 
22.40 
21 .67 
16.89 
16.64 
16.20 
18.97 
18.97 
15.06 
22.40 
26.56 
18.80 
26.56 
24.38 
23.85 
14.20 
16.64 
16.20 
16.64 
21.67 
18.97 
24.38 
14.03 
16.89 
16.89 
21 .67 
(21) 
(21) 
(31) 
(35) 
(31) 
(21) 
(31) 
(35) 
(31) 
(31) 
(31) 
(31) 
(31) 
(31) 
(24) 
(25) 
(35) 
(21) 
(24) 
(24) 
(24) 
(24) 
(31) 
(31) 
(35) 
(24) 
(25) 
(25) 
(30) 
(30) 
(30) 
(30) 
(30) 
(30) 
(30) 
(25) 
(21) 
(25) 
(25) 
(24) 
(25) 
282 GRPB·PEG 
283 GRPB-PEG 
19 GRPC-PEG 
57 GRPC-PEG 
53 GRPC-PEG 
54 GRPC-PEG 
285 GRPS-PEG 
56 GRPC-PEG 
55 GRPC-PEG 
20 GRPC-PEG 
Peg-In-Hole 
Trial Series 
7 GRPI-EXPTIIB 
6 GRPI-EXPTIIS 
63 GRPS-PEG 
11 GRPI-EXPTIIS 
94 GRPS-PEG 
61 GRPS-PEG 
62 GRPS-PEG 
93 GRPS-PEG 
5 GRPI-EXPTIIS 
90 GRPS-PEG 
12 GRPI-EXPTIIS 
73 PRELIMS 
82 GRPC-PEG 
51 GRPII-EXPTIIS 
58 GRPII-EXPTIIS 
72 PRELIMS 
62 GRPII-EXPTIIS 
71 PRELIMS 
84 GRPC-PEG 
54 GRPII·EXPTIIS 
83 GRPC-PEG 
31 PRELIMS 
135 GRPC-SEQ 
133 GRPC-SEQ 
132 GRPC-SEQ 
131 GRPC-SEQ 
129 GRPC-SEQ 
184 GRPC-SEQ 
2 
0.5 
2 
2 
0.5 
2 
1.5 
Gain 
1.75 
8 
1.6 
5 
3.2 
1.2 
0.8 
3.2 
15 
1.6 
10 
6 
0.63 
0.5 
1.75 
2 
0.8 
10 
0.63 
0.9 
1.25 
10 
1.8 
1.4 
1.8 
0.8 
0.8 
52.3 
53.77 
52.34 
47.4 
27.41 
56.29 
23.63 
57.55 
31.98 
46.96 
TrackBaii-CPC 
Time 
54.6 
102.1 2 
79.93 
Error 
78.81 
287.5 
45.97 147.8 
51 .84 
69.97 
76.88 
75.48 
73.1 148.6 
72.11 
81.41 428.3 
98.6 0 
75.42 
64.86 247 
42.78 224.5 
118.8 0 
56.96 252 
52.3 0 
59.22 
133.69 393.9 
54.43 
73.4 0 
36.13 
32.84 
43 
56.23 
48.65 
61 .14 
Effort 
19 
82 
38 
239 
45 
17 
15 
20 
61 
21 .69 (25) 
16.20 (25) 
21 .69 (25) 
16.64 (24) 
16.80 (24) 
26.56 (24) 
21 .67 (25) 
23.85 (24) 
18.80 (24) 
18.97 (25) 
PUMA560 
Difficult 
5.10 (53) 
25.26 (53) 
21.67 (37) 
8.31 (53) 
18.80 (37) 
16.64 (37) 
18.97 (37) 
26.56 (37) 
29.09 (53) 
18.97 (37) 
19.76 (53) 
20.91 (02) 
21.53 (11) 
10.17 (06) 
18.30 (06) 
20.91 (02) 
15.70 (06) 
16.00 (02) 
16.80 (11) 
43.57 (06) 
24.38 (11) 
25.30 (07) 
20.95 (14) 
20.95 (14) 
23.85 (14) 
23.85 (14) 
20.95 (14) 
19.79 (15) 
.................. ~ISRS~&U~iii~b~O~tee----~----~S~I.~ISr-------------------,1~6.~36s---((~15ij)----f8ls5--CG~R~P~~~P~Ef<G~---a,0.~63~---38.34 
N 
-.....1 
0 
186 GRPC-SEQ 0.8 70.36 19.79 (15) 87 GRPC-PEG 2.5 41.14 
188 GRPC-SEQ 0.6 56.2 13.45 (15) 88 GRPC-PEG 1.25 43.29 
189 GRPC-SEQ 1 36.53 13.45 (15) 74 PRELIMS 2 223.5 
64 GRP!i-EXPT!IS 0.3 149.63 471.0 38 30.12 (06) 75 PRELIMS 10 121.1 
32 PRELIMS 2 183.7 0 25.30 (07) 50 GRPA-PEG 2.5 66.74 
158 GRPA-PEG 8 34.32 16.64 (18) 32 GRP~SEQ 59.25 
30 PRELIMS 6 53 0 20.91 (07) 27 PRELIMS 10 30.3 
29 PRELIMS 2 103.5 0 20.91 (07) 33 GRPC-SEQ 0.6 45.47 
28 PRELIMS 10 48.9 0 20.91 (07) 25 PRELIMS 2 59.7 
161 GRPC-SEQ 1.25 32.02 16.36 (08) 136 GRPC-SEQ 1.8 38.62 
63 GRP!i-EXPT!IS 1.5 34.49 179.8 22 11 .06 (06) 162 GRP~SEQ 1.25 33.39 
43 PRELIMS 2 217.6 0 25.30 (08) 39 PRELIMS 2 58.2 
159 GRPA-PEG 4 64.32 18.97 (18) 160 GRPC-SEQ 1.25 43.4 
38 PRELIMS 6 48.1 0 16.00 (08) 159 GRPC-SEQ 2 43.22 
40 PRELIMS 10 62.2 0 20.91 (08) 156 GRPC-SEQ 42.29 
65 GRP!i-EXPT!IS 1.25 95.29 486.4 58 31 .01 (06) 44 PRELIMS 10 35.9 
42 PRELIMS 6 60.6 0 20.91 (08) SS GRPA-PEG 2.5 61 .79 
33 PRELIMS 6 82.4 0 25.30 (07) 65 GRP~SEQ 2 30.26 
234 GRPC-PEG 1.3 85.15 16.89 (09) 227 GRP!i-EXPT!i 0.8 110.81 
29 GRPC-SEQ 0.6 64.06 18.97 (13) 225 GRP!i-EXPT!i 97.21 
28 GRPC-SEQ 0.2 138.3 18.97 (13) 223 GRP!i-EXPT!i 0.6 106.06 
27 GRPC-SEQ 0.6 84.03 22.40 (13) 67 GRPC-SEQ 1.5 58.93 
26 GRPC-SEQ 0.2 266.06 22.40 (13) 19 GRPA-SEQ 5 42.07 
25 GRPC-SEQ 1 63.65 18.97 (13) 160 GRPA-PEG 16 49.11 
227 GRPC-PEG 2 48.21 16.64 (09) 161 GRPA-PEG 8 35.93 
2.29 GRPC-PEG 2 49.09 23.85 (09) 162 GRPA-PEG 4 71.01 
163 GRPC-SEQ 2 38.45 19.79 (08) 126 GRPC-PEG 1.75 65.03 
231 GRPC-PEG 1.3 53.9 26.56 (09) 125 GRPC-PEG 0.75 71.96 
154 GRPC-SEQ 48.56 19.79 (08) 229 GRP!i-EXPT!i 1.2 61.41 
252 GRPA-SEQ 7.1 52.83 16.06 (15) 123 GRPC-PEG 1.75 94.03 
254 GRPA-SEQ 5.1 61 .23 18.97 (15) 69 GRP~SEQ 1.5 33.41 
255 GRPA-SEQ 7.1 80.36 22.40 (15) 34 PRELIMS 2 127.4 
256 GRPA-SEQ 9.1 42.39 18.97 (15) 17 GRPA-SEQ 5 83.05 
257 GRPA-SEQ 5.1 48.51 16.06 (15) 122 GRPC-PEG 0.75 69.59 
69 GRPC-PEG 1.4 101 .01 23.85 (1 0) 63 GRPC-SEQ 1 81 .89 
75 GRPC-PEG 1.8 69.15 16.80 (10) 62 GRPC-SEQ 2 59.16 
76 PRELIMS 10 132.1 0 20.91 (02) 18 GRPA-SEQ 187.31 
230 GRPC-PEG 2.6 53.94 16.80 (09) 121 GRPC-PEG 1.25 44.6 
26 PRELIMS 6 26.6 0 16.00 (07) 163 GRPA-PEG 16 40.47 
45 PRELIMS 6 100.5 0 25.30 (08) 69 PRELIMS 2 65.1 
46 PRELIMS 2 117.8 0 20.91 (08) 68 PRELIMS 6 158.6 
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14.03 
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18.97 
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25.30 
16.64 
22.40 
16.00 
15.06 
16.00 
27.29 
12.45 
16.00 
19.79 
16.36 
16.36 
16.00 
21 .53 
15.06 
51 .65 
43.31 
40.82 
2.2.40 
18.97 
21.67 
14.03 
24.38 
16.36 
21 .69 
34.29 
18.80 
15.06 
20.91 
22.40 
19.49 
22.40 
22.40 
18.97 
16.64 
16.20 
16.00 
25.30 
(11) 
(11) 
(11) 
(02) 
(02) 
(18) 
(13) 
(07) 
(13) 
(07) 
(14) 
(08) 
(08) 
(08) 
(08) 
(08) 
(08) 
(18) 
(15) 
(1 4) 
(14) 
(14) 
(1 5) 
(19) 
(1 8) 
(1 8) 
(1 8) 
(09) 
(09) 
(14) 
(09) 
(15) 
(04) 
(19) 
(09) 
(15) 
(15) 
(19) 
(09) 
(18) 
(02) 
(02) 
4 I PAMAAd 16 
182 GRPC-SEQ 0.8 
181 GRPC-SEQ 0.6 
61 GRPII-EXPTIIB 0.75 
60 GRPII-EXPTIIB 0.7 
59 GRPII-EXPTIIB 0.4 
70 PRELIMS 6 
36 PRELIMS 6 
37 PRELIMS 2 
38 PRELIMS 6 
39 PRELIMS 2 
66 GRPC-SEQ 
35 PRELIMS 10 
23 GRPA-SEQ 10 
230 GRPII-EXPTII 1.6 
183 GRPC-SEQ 0.8 
33 PRELIMS 6 
32 PRELIMS 10 
233 GRPII-EXPTII 0.4 
234 GRPII-EXPTII 2 
235 GRPII-EXPTII 1.8 
40 PRELIMS 10 
127 GRPA-PEG 3 
22 GRPA-SEQ 2 
21 GRPA-SEQ 8 
f57 GRPC-PEG 
156 GRPC-PEG 
155 GRPC-PEG 2 
153 GRPC-PEG 1.5 
150 GRPC-PEG 1.5 
105 GRPA-SEQ 8 
130 GRPA-PEG 12 
100 GRPA-SEQ 16 
125 GRPA-PEG 6 
97 GRPA·SEQ 4 
104 GRPA-SEQ 16 
18 GRPA-SEQ 8 
17 GRPA-SEQ 4 
19 GRPA-SEQ 2 
24 GRPA-PEG 2 
191 GRPA·SEQ 4.8 
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56.8 
17.74 
156.7 
127.21 
52.8 
48 .9 
62.3 
76 
215.7 
37.46 
94.4 
40.16 
77.83 
44.49 
116 
93 
209.06 
51 .04 
66.29 
55.9 
69.85 
60.64 
44.95 
39.83 
40.17 
24.6 
38.62 
39.01 
74.87 
43.95 
54.81 
56.25 
55.47 
71 .3 
87.72 
85.74 
170.44 
113.57 
78.27 
0 
84.79 
758.5 
157.4 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
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109 
20 
25.30 
16.36 
16.36 
4.45 
40.30 
22.98 
16.00 
16.00 
16.00 
20.91 
25.30 
15.06 
25.30 
22.40 
51 .74 
13.45 
25.30 
20.91 
60.42 
44.49 
49.23 
16.00 
14.03 
12.45 
12.45 
14.20 
19.49 
14.03 
23.69 
18.97 
22.40 
24.38 
18.97 
14.03 
15.06 
22.40 
19.79 
16.36 
19.79 
19.49 
23.85 
(08) 
(15) 
(15) 
(06) 
(06) 
(06) 
(02) 
(04) 
(04) 
(04) 
(04) 
(15) 
(04) 
(19) 
(14) 
(15) 
(04) 
(04) 
(14) 
(14) 
(14) 
(04) 
(29) 
(32) 
(32) 
(25) 
(25) 
(25) 
(25) 
(25) 
(31) 
(29) 
(31) 
(29) 
(31) 
(31) 
(32) 
(32) 
(32) 
(28) 
(31) 
193 GRPA·SEQ 
194 GRPA-SEQ 
195 GRPA-SEQ 
196 GRPA·SEQ 
7 GRPS-SEQ 
25 GRPA-PEG 
159 GRPA·SEQ 
23 GRPA-PEG 
21 GRPA·PEG 
20 GRPA-PEG 
19 GRPA·PEG 
18 GRPA-PEG 
16 GRPA·PEG 
198 GRPA-SEQ 
197 GRPA-SEQ 
162 GRPA-SEQ 
48 GRPC-PEG 
46 GRPC·PEG 
45 GRPC-PEG 
166 GRPA·SEQ 
6 GRPB-SEQ 
165 GRPA·SEQ 
25 GRPA-SEQ 
190 GRPA-SEQ 
163 GRPA-SEQ 
158 GRPA·SEQ 
161 GRPA-SEQ 
10 GRPB-SEQ 
11 GRPB-SEQ 
12 GRPB-SEQ 
13 GRPB·SEQ 
160 GRPA-SEQ 
52 GRPC-PEG 
164 GRPA-SEQ 
260 GRPB-PEG 
152 GRPC·PEG 
62 GRPA-PEG 
61 GRPA·PEG 
59 GRPA-PEG 
58 GRPA-PEG 
24 GRPA-SEQ 
6 
6 
4.8 
3.6 
2 
4 
3.6 
4 
8 
8 
2 
8 
2 
6 
3.6 
2.4 
2 
1.5 
1 
4.8 
1.5 
2.4 
4 
3.6 
3.6 
3.6 
4.8 
1.5 
2.5 
2.5 
2 
4.8 
1 
2.4 
1.5 
1 
2 
2 
16 
16 
2 
93.43 
81.12 
121 .65 
131 .04 
42.3 
62.84 
66.29 
47.03 
65.91 
25.44 
78.59 
51.13 
128.75 
45.59 
72.84 
56.97 
39.78 
63.59 
49 
48.27 
84.19 
144.46 
34.65 
79.91 
101.61 
37.58 
83.11 
38.44 
28.45 
47.34 
24.88 
35.41 
49.7 
87.6 
51.2 
39.82 
70.41 
100.3 
20.14 
45.25 
100.58 
26.79 
23.85 
26.79 
26.79 
27.29 
16.20 
18.97 
21 .69 
16.36 
16.64 
21 .53 
26.56 
24.85 
20.95 
20.95 
16.06 
23.69 
14.20 
19.06 
18.97 
27.29 
22.40 
12.45 
23.85 
22.40 
16.06 
22.40 
19.95 
19.95 
27.29 
19.95 
16.06 
16.64 
18.97 
21 .53 
24.38 
14.03 
23.85 
16.64 
23.69 
16.36 
\""'I 
(31) 
(31) 
(31) 
(31) 
(27) 
(28) 
(19) 
(28) 
(28) 
(28) 
(28) 
(28) 
(28) 
(31) 
(31) 
(19) 
(25) 
(25) 
(25) 
(19) 
(27) 
(19) 
(32) 
(31 ) 
(19) 
(19) 
(19) 
(27) 
(27) 
(27) 
(27) 
(19) 
(25) 
(19) 
(25) 
(30) 
(20) 
(20) 
(20) 
(20) 
(32) 
N 
-...J 
N 
23 GRPA-SEQ 
262 GRPB-PEG 
105 GRPC-PEG 
144 GRPC-PEG 
147 GRPC-PEG 
148 GRPC-PEG 
149 GRPC-PEG 
57 GRPA-PEG 
38 GRPB-SEQ 
104 GRPC-PEG 
103 GRPC-PEG 
102 GRPC-PEG 
101 GRPC-PEG 
99 GRPC-PEG 
83 GRPB-SEQ 
40 GRPB-SEQ 
146 GRPC-PEG 
75 GRPB-SEQ 
77 GRPB-SEQ 
78 GRPB-SEQ 
79 GRPB-SEQ 
81 GRPB-SEQ 
82 GRPB-SEQ 
109 GRPC-PEG 
148 GRPB-SEQ 
344 GRPB-PEG 
343 GRPB-PEG 
265 GRPB-PEG 
350 GRPB-PEG 
346 GRPB-PEG 
152 GRPB-SEQ 
162 GRPA-PEG 
164 GRPA-PEG 
163 GRPA-PEG 
165 GRPA-PEG 
144 GRPB-SEQ 
146 GRPB-SEQ 
145 GRPB-SEQ 
167 GRPA-PEG 
159 GRPB-SEQ 
160 GRPB-SEQ 
a 
4 
1.5 
1.8 
1.4 
0.6 
0.6 
4 
2.5 
1 
1.4 
1.4 
1 
1.5 
1.5 
1.4 
1.5 
1 
2 
2 
1.5 
1 
1.8 
1.8 
4 
2 
2 
4 
1 
7.5 
3.5 
7.5 
7.5 
0.5 
1.8 
0.9 
3.5 
4 
Printed - 10/16/99 10:29:50 AM 
:ou.oz 
111.06 
57.34 
37.74 
29.44 
60.69 
41.59 
45.76 
51 .85 
37.9 
29.44 
38.55 
39.71 
37.62 
27.29 
61 .52 
57.85 
25.54 
113.13 
150.55 
117.31 
69.65 
159.29 
125.24 
30.15 
49.72 
48.46 
32.58 
32.41 
20.82 
28.34 
98.98 
70.64 
52.12 
99.31 
40.05 
92.56 
71 .78 
52.62 
73.99 
52.23 
67.28 
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21.6/ 
19.79 
19.49 
21.67 
16.36 
21 .53 
19.06 
18.80 
14.20 
12.45 
21 .69 
19.49 
23.69 
16.64 
14.03 
19.95 
19.79 
21 .53 
23.85 
27.29 
23.85 
19.95 
27.29 
23.85 
23.85 
16.06 
21 .69 
21 .53 
21 .53 
14.03 
16.36 
18.97 
19.06 
16.64 
21.53 
19.49 
16.06 
22.40 
18.97 
23.85 
15.06 
15.06 
(20) 
(32) 
(25) 
(30) 
(30) 
(30) 
(30) 
(30) 
(20) 
(35) 
(30) 
(30) 
(30) 
(30) 
(30) 
(26) 
(35) 
(30) 
(26) 
(26) 
(26) 
(26) 
(26) 
(26) 
(30) 
(35) 
(25) 
{25) 
(25) 
(25) 
{25) 
(26) 
(20) 
{20) 
(20) 
(20) 
(35) 
(35) 
(35) 
(20) 
(26) 
(26) 
345 GAPB·PEG 4 
166 GRPA-PEG 1.5 
158 GRPB-SEQ 1 
140 GRPB-SEQ 0.5 
142 GRPB-SEQ 0.9 
Peg-In-Hole 
Trial Series Gain 
107 GRPB-SEQ 0.2 
108 GRPB-SEQ 
109 GRPB-SEQ 0.2 
110 GRPB-SEQ 0.6 
111 GRPB-SEQ 1 
46 GRPB-SEQ 3 
47 GRPB-SEQ 
25 GRPB-PEG 2.4 
115 GRPB-SEQ 0.6 
53 GRPB-SEQ 1 
49 GRPB-SEQ 1 
112 GRPB-SEQ 0.6 
113 GAPB-SEQ 
114 GRPB-SEQ 0.2 
50 GRPB-SEO 2 
29 GAPIII-EXPTIIB 0.3 
41 GRPB·SEQ 2 
19 GRPIII-EXPTIIB 0.75 
33 GRPIII-EXPTIIB 1.5 
42 GAPB-SEQ 3 
32 GRPIII-EXPTIIB 0.9 
28 GRPIII-EXPTIIB 0.7 
27 GAPIII-EXPTIIB 3 
26 GAPIII-EXPTIIB 0.2 
25 GRPIII·EXPTIIB 0.8 
24 GRPIII-EXPTIIB 1.5 
35 GAPIII-EXPTIIB 3 
21 GAPIII-EXPTIIB 0.4 
22 GAPIII-EXPTIIB 1.25 
18 GRPIII·EXPTIIB 1.75 
16 GRPIII-EXPTIIB 0.5 
79 GRPB-PEG 1.4 
82 GRPB-PEG 2.1 
16 GAPS-PEG 3 
29.53 
123.2 
149.72 
124.06 
54.76 
2 Button Mouse 
Time Error 
101.83 
49.32 
242.22 
30.99 
40.36 
53.99 
57.89 
50.69 
51 .69 
80.09 
71.58 
83.25 
57.34 
132.36 
67.66 
81.45 275.9 
49.5 
90.76 721.5 
37.57 274.5 
44.55 
34.84 137.3 
61.41 268 
71 .12 631 .1 
29.99 n.27 
28.61 111 .1 
17.9 209 
6.42 86.84 
146.1 492.1 
72.72 730.6 
32.56 259 
99.57 267.1 
43.57 
37.68 
41.65 
Effort 
24 
27 
35 
20 
44 
70 
7 
20 
10 
6 
37 
39 
18 
42 
19.49 (25) 
18.80 (20) 
22.40 (26) 
18.97 (35) 
16.06 (35) 
PUMA560 
Difficult 
16.06 (36) 
16.06 (36) 
22.40 (36) 
16.06 (36) 
18.97 {36) 
22.40 (36) 
16.06 (36) 
16.89 (37) 
18.97 (36) 
22.40 (36) 
18.97 (36) 
22.40 (36) 
22.40 (36) 
18.97 (36) 
22.40 (36) 
15.83 (63) 
16.06 (36) 
27.57 (63) 
27.59 (63) 
18.97 (36) 
23.85 {63) 
24.16 {63) 
53.36 {63) 
4.45 (63) 
8.72 (63) 
10.46 (63) 
4.45 {63) 
43.31 (63) 
30.43 (63) 
14.20 (63) 
24.24 (63) 
21 .53 (37) 
23.85 (37) 
23.85 (37) 
N 
-..) 
w 
18 GAPS-PEG 1.2 
22 GAPS-PEG 1.2 
23 GRPIII-EXPTIIS 0.6 
36 GRPIII-EXPTIIS 3 
20 GRPIII-EXPTIIS 2 
76 GRPC-PEG 2 
80 GRPC-PEG 2 
79 GRPC-PEG 3 
78 GRPA-PEG 0.4 
77 PRELIMS 4 
225 GRPC-PEG 1.3 
56 GRPA-SEQ 2 
45 GRPC-SEQ 
74 GRPA-PEG 0.4 
42 GRPC-SEQ 2 
74 GRPC-PEG 3 
40 GRPC-SEQ 4 
39 GRPC-SEQ 2 
60 GRPA-SEQ 0.4 
76 GRPA-PEG 0.8 
75 GRPA-PEG 0.4 
46 GRPC-SEQ 4 
138 GRPC-PEG 0.63 
288 GRPA-SEQ 0.8 
16 PRELIMS 10 
17 PRELIMS 6 
242 GRPC-SEQ 6 
18 PRELIMS 2 
244 GRPC-SEQ 6 
245 GRPC-SEQ 4 
143 GRPC-SEQ 2 
140 GRPC-PEG 
144 GRPC-SEQ 1.5 
134 GRPC-PEG 0.63 
133 GRPC-PEG 2 
248 GRPC-SEQ 2 
38 PRELIMS 1 
39 PRELIMS 8 
40 PRELIMS 4 
41 PRELIMS 4 
247 GRPC-SEQ 6 
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58.54 
60.09 
44.12 
55.65 
38.06 
181.53 
89.81 
100.13 
119.62 
167.6 
102.83 
35.93 
105.5 
151 .87 
32.95 
102.77 
48.82 
71 .78 
57.38 
67.56 
123.03 
69.42 
79.38 
59.26 
93.5 
86.9 
59.7 
114.3 
34.49 
41 .54 
49.16 
63.33 
39.5 
103.04 
40.26 
25.2 
211 .8 
72.8 
80.6 
84.5 
28.24 
273.5 
588.3 
287.7 
0 
0 
0 
0 
0 
0 
0 
0 
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36 
47 
24 
18.80 
21.53 
15.83 
24.71 
22.32 
21 .67 
14.03 
23.85 
23.85 
20.91 
16.89 
18.97 
22.40 
14.20 
15.06 
16.80 
18.97 
22.40 
15.06 
21 .67 
18.80 
2.2.40 
21.69 
18.97 
25.30 
25.30 
27.29 
25.30 
23.85 
27.29 
16.36 
23.69 
12.45 
16.36 
16.64 
19.95 
25.30 
20.91 
20.91 
25.30 
27.29 
{37) 
{37) 
{63) 
{63) 
{63) 
{09) 
{09) 
{09) 
{18) 
{02) 
{09) 
{19) 
{15) 
{18) 
{15) 
{09) 
{15) 
{15) 
{19) 
{18) 
{18) 
{15) 
{11) 
{15) 
{09) 
{09) 
{08) 
{09) 
{OB) 
{OB) 
{OB) 
{11 ) 
{OB) 
{11 ) 
{11 ) 
{08) 
{06) 
{06) 
{06) 
{06) 
{OB) 
12 PRELIMS 
13 PRELIMS 
289 GRPA-SEQ 
61 GRPA-SEQ 
78 PRELIMS 
2B7 GRPA-SEQ 
35 PRELIMS 
15 PRELIMS 
2B6 GRPA-SEQ 
11 PRELIMS 
57 GRPC-PEG 
58 GRPC-PEG 
60 GRPC-PEG 
145 GRPC-SEQ 
32 PRELIMS 
33 PRELIMS 
14 PRELIMS 
37 PRELIMS 
43 PRELIMS 
49 PRELIMS 
48 PRELIMS 
47 PRELIMS 
12 PRELIMS 
11 PRELIMS 
B5 PRELIMS 
294 GRPA-SEQ 
187 GRPC-SEQ 
224 GRPC-PEG 
93 GRPA-SEQ 
149 GRPC-SEQ 
80 PRELIMS 
81 PRELIMS 
15 PRELIMS 
9 PRELIMS 
22B GRPA-PEG 
229 GRPA-PEG 
B2 PRELIMS 
37 PRELIMS 
36 PRELIMS 
83 PRELIMS 
8 PRELIMS 
10 
6 
2 
0.4 
8 
0.8 
8 
6 
2 
2 
1.5 
1.5 
1 
1.5 
1 
8 
10 
4 
8 
8 
4 
8 
4 
2 
1.6 
1.5 
2 
O.B 
2.5 
4 
8 
4 
1.6 
0.8 
B 
8 
4 
8 
64.1 
75.9 
60.53 
118.5B 
74.3 
90.14 
190.9 
94.6 
42.52 
177.7 
109.03 
82.72 
95.29 
54.43 
142.5 
96.8 
55.4 
43.5 
58.6 
71.1 
55 
66.9 
51 .7 
84.3 
91 .4 
40.2 
59.81 
84.91 
29.B7 
4B.28 
11 B.1 
56 
B2.4 
99.7 
43.45 
B4.86 
84.5 
32.B 
55.9 
42.5 
123.5 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
15.32 
16.00 
22.40 
22.40 
20.91 
22.40 
20.91 
25.30 
16.06 
16.00 
21.67 
16.36 
21.69 
16.36 
16.00 
24:71 
16.00 
16.00 
25.30 
25.30 
16.00 
20.91 
16.00 
25.30 
20.91 
18.97 
22.40 
23.69 
20.95 
19.79 
25.30 
16.00 
16.00 
25.30 
16.89 
26.56 
25.30 
16.00 
16.00 
16.00 
25.30 
{09) 
{09) 
{15) 
{19) 
{02) 
(15) 
(06) 
(09) 
{15) 
{09) 
{10) 
{10) 
{10) 
{OB) 
(06) 
(06) 
{09) 
{06) 
{07) 
(OB) 
{OB) 
(OB) 
{04) 
{04) 
{02) 
{15) 
{14) 
{09) 
{19) 
{OB) 
{02) 
{02) 
{04) 
{04) 
{18) 
(18) 
(02) 
{07) 
{07) 
(02) 
{04) 
10 PRELIMS 
38 PRELIMS 
39 PRELIMS 
40 PRELIMS 
41 PRELIMS 
84 PRELIMS 
34 PRELIMS 
29 GRPC-SEQ 
145 GRPC-SEQ 
217 GRPC-PEG 
216 GRPC-PEG 
148 GRPC-SEQ 
150 GRPC-SEQ 
149 GRPC-SEQ 
26 GRPC-SEQ 
223 GRPC-PEG 
17 PRELIMS 
21 PRELIMS 
79 PRELIMS 
20 PRELIMS 
19 PRELIMS 
144 GRPC-SEQ 
62 GRPA-SEQ 
52 PRELIMS 
19 PRELIMS 
18 PRELIMS 
88 GRPA-SEQ 
90 GRPA-SEQ 
91 GRPA-SEQ 
220 GRPC-PEG 
51 PRELIMS 
53 PRELIMS 
54 PRELIMS 
55 PRELIMS 
292 GRPA-SEQ 
291 GRPA-SEQ 
290 GRPA-SEQ 
50 PRELIMS 
359 GAPS-PEG 
358 GAPS-PEG 
354 GAPS-PEG 
e. ' 
4 
8 
4 
4 
3 
0.8 
2.6 
2.6 
1.5 
2 
0.8 
0.75 
1.3 
8 
8 
4 
2 
1.2 
4 
2 
2 
1.2 
1.6 
1.6 
2.6 
1 
8 
1 
0.8 
1.6 
2 
4 
3 
3 
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10 .00 
176.4 
68.9 
49.5 
35.5 
117.3 
57.6 
130 
39.81 
88.6 
50.52 
57.07 
70.93 
57.84 
91.72 
122.55 
76.84 
54 
68.3 
221 .8 
102.5 
70.9 
55.85 
23.68 
81 .2 
73.3 
95.3 
55.92 
42.31 
51 .4 
88.48 
49.5 
200.6 
41.1 
283.2 
54.82 
33.78 
40 .59 
74.4 
28.51 
29.51 
49.55 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
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14 .03 
25.30 
25.30 
20.91 
16.00 
25.30 
16.00 
20.91 
22.40 
16.36 
18.97 
16.36 
19.79 
19.79 
19.79 
22.40 
21 .69 
16.00 
20.91 
25.30 
20.91 
20.91 
16.36 
15.06 
25.30 
20.91 
20.91 
23.85 
23.85 
26.79 
26.56 
16.00 
20.91 
16.00 
25.30 
16.06 
16.06 
18.97 
20.91 
21.69 
16.20 
18.97 
\ 16} 
(04) 
(07) 
(07) 
(07) 
(07) 
(02) 
(07) 
(14) 
(15) 
(09) 
(09) 
(08) 
(08) 
(15) 
(14) 
(09) 
(04) 
(04) 
(02) 
(04) 
(04) 
(15) 
(19) 
(08) 
(09) 
(04) 
(19) 
(19) 
(19) 
(09) 
(08) 
(08) 
(08) 
(08) 
(15) 
(15) 
(15) 
(08) 
(25) 
(25) 
(25) 
352 GHPB-PEG 
95 GRPA-SEQ 
96 GRPA-SEQ 
353 GRPS-PEG 
109 GRPA-PEG 
111 GRPA-PEG 
113 GRPA-PEG 
202 GRPA-PEG 
26 GAPS-SEQ 
27 GRPB-SEQ 
28 GRPB-SEQ 
32 GRPB-SEQ 
33 GRPB-SEQ 
114 GRPA-PEG 
195 GRPA-PEG 
196 GRPA-PEG 
247 GRPB-PEG 
198 GAPA-PEG 
112 GRPA-PEG 
195 GRPS-SEQ 
250 GAPS-PEG 
120 GRPC-PEG 
121 GRPC-PEG 
242 GRPB-PEG 
189 GRPC-PEG 
188 GRPC·PEG 
187 GRPC-PEG 
185 GRPC-PEG 
110 GRPB-SEQ 
178 GRPC-PEG 
119 GRPC-PEG 
193 GRPB-SEQ 
191 GRPB-SEQ 
94 GRPA-SEQ 
189 GRPB-SEQ 
188 GRPB-SEQ 
187 GRPB-SEQ 
186 GRPB-SEQ 
177 GRPC-PEG 
180 GRPC-PEG 
102 GRPB-SEQ 
249 GAPS-PEG 
4 
1.2 
1.2 
1 
0.5 
2 
1.8 
1.6 
3 
0.8 
0.8 
3 
1 
0.6 
0.9 
2 
0.9 
1 
2.5 
4 
1 
2 
4 
2 
1 
2 
4.5 
1 
2.5 
1.5 
0.8 
0.5 
0.5 
1.5 
2.5 
2 
1.5 
4.5 
30 .43 
28.72 
45.75 
48.77 
87.75 
158.96 
48.88 
42.67 
48.1 
38.94 
64.48 
89.53 
43.18 
66.74 
85.25 
60.3 
41 .59 
68.89 
63.77 
48.72 
24.78 
56.08 
34.05 
34.49 
27.01 
48.05 
34.65 
58.39 
48.66 
48.01 
110.95 
39.89 
56.57 
47.28 
121 .1 1 
92.33 
83.71 
47.34 
41 .91 
38.39 
47.34 
50.19 
19.49 
20.95 
26.79 
14.03 
23.69 
19.49 
16.36 
21.69 
27.29 
23.85 
23.85 
27.29 
27.29 
16.64 
14.03 
21 .53 
18.97 
18.97 
14.03 
18.97 
21 .53 
16.80 
21.53 
19.49 
16.36 
16.89 
21 .69 
21.53 
19.79 
16.64 
19.06 
15.06 
18.97 
23.85 
18.97 
15.06 
22.40 
15.06 
21 .67 
23.69 
16.36 
21.53 
(25) 
(19) 
(19) 
(25) 
(20) 
(20) 
(20) 
(20) 
(27) 
(27) 
(27) 
(27) 
(27) 
(20) 
(20) 
(20) 
(25) 
(20) 
(20) 
(26) 
(25) 
(25) 
(25) 
(25) 
(25) 
(25) 
(25) 
(25) 
(26) 
(25) 
(25) 
(26) 
(26) 
(19) 
(26) 
(26) 
(26) 
(26) 
(25) 
(25) 
(26) 
(25) 
................ ~2S~~d~R~P~A~-~sE~o~--~2~.5~--~42?.om8~------------------~27;,;.29~--~(2;3~)----~4~2--~G~R~PA·SEO 1 
24 GRPA-SEQ 1.25 66.68 27.29 (23) 120 GRPA-PEG 4 
23 GRPA-SEQ 1.25 36.73 19.95 (23) 45 GRPA-SEQ 2 
22 GRPA-SEQ 0.7 119.84 27.29 (23) 47 GRPA-SEQ 1 
21 GRPA-SEQ 2.5 40.8 19.95 (23) 50 GRPA-SEQ 0.5 
19 GRPA-SEQ 0.7 90.69 23.85 (23) 190 GRPB-SEQ 2.5 
192 GRPB-SEQ 0.5 152.47 22.40 {26) 180 GRPA-SEQ 1.8 
15 GRPA-SEQ 2.5 69.91 23.85 (23) 188 GRPA-SEQ 2.4 
106 GRPA-PEG 0.5 204.64 19.06 (20) 95 GRPC-PEG 1.8 
103 GRPB-SEQ 1.5 46.19 13.45 (26) 245 GRPIII-EXPTII 0.9 
112 GRPC-PEG 3 40.8 16.20 (25) 242 GRPIII-EXPTII 2.5 
113 GRPC-PEG 2 60.53 16.36 (25) 243 GRPIII-EXPTII 2.2 
114 GRPC-PEG 66.78 24.38 (25) 189 GRPB-SEQ 1.4 
104 GRPB-SEQ 1.5 87.82 16.36 (26) 191 GRPB-SEQ 1.4 
107 GRPB-SEQ 1.5 69.51 19.79 {26) 192 GAPB-SEQ 2.8 
109 GAPB-SEQ 3 68.16 19.79 (26) 231 GRPIII-EXPTII 1.2 
115 GRPC-PEG 3 48.5 21.53 (25) 232 GRPIII-EXPTII 2.4 
18 GRPA-SEQ 0.7 72.98 19.95 (23) 233 GRPIII-EXPTII 1.6 
46 GRPB-SEQ 0.75 75.25 16.36 (35) 234 GRPIII-EXPTII 1.3 
112 GRPA-PEG 3 62.45 23.85 (29) 235 GRPIII-EXPTII 2.3 
185 GRPA-SEQ 1.2 64.6 26.79 (31) 236 GRPIII-EXPTII 1.7 
25 GRPC-PEG 4 34.12 19.06 (30) 241 GRPIII-EXPTII 1 
186 GRPA-SEQ 2.4 29.76 20.95 (31) 240 GRPIII-EXPTII 1.8 
43 GRPB-SEQ 2.5 59.76 19.79 (35) 244 GRPIII-EXPTII 1.5 
185 GRPB-SEQ 1.4 37.84 16.06 (35) 246 GRPIII-EXPTII 2 
45 GRPB-SEQ 2.5 54.25 16.36 (35) 239 GRPIII-EXPTII 1.4 
181 GRPA-SEQ 1.2 49.05 20.95 (31) 238 GRPIII-EXPTII 2.1 
47 GRPB-SEQ 2.5 38.78 12.45 (35) 237 GRPIII-EXPTII 1.1 
48 GRPB-SEQ 1.5 76.29 19.79 (35) 247 GRPIII-EXPTII 0.8 
49 GRPB-SEQ 0. 75 54.22 12.45 (35) 248 GRPIII-EXPTII 1.9 
50 GRPB-SEQ 0.75 99.41 19.79 (35) 188 GRPB-SEQ 2.8 
51 GRPB-SEQ 1.5 30.38 12.45 (35) 187 GRPB-SEQ 2.1 
184 GRPB-SEQ 2.8 75.63 18.97 (35) 186 GRPB-SEQ 2.1 
44 GRPB-SEQ 1.5 60.53 16.36 (35) 
44 GRPA-SEQ 121.66 22.40 (31) Peg-In-Hole 
26 GRPC-PEG 2 30.99 14.20 (30) 
88 GRPC-PEG 0.9 54.59 21.53 (30) 
24 GRPC-PEG 1 79.49 23.85 (30) 
89 GRPC-PEG 0.9 86.71 16.36 (30) 
90 GRPC-PEG 2.7 21.42 21.69 (30) 
93 GRPC-PEG 1.8 54.16 23.69 (30) 
Trial Series Gain 
39 GRPII-EXPTIIB 1.5 
16 GRPI-EXPTII 3 
15 GRPJ-EXPTII 3 
104 GRPIIJ-EXPTII 3 
61 GRPIII-EXPTIIB 3 
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102.55 
46.07 
45.32 
60.82 
126.6 
57.78 
57.27 
42.28 
43.01 
93.42 0 
34.06 0 
43.22 0 
61.51 
57.55 
44.93 
140.62 0 
101.3 0 
33.4 0 
65.91 0 
38.11 0 
85.49 0 
66.13 0 
50.55 0 
44.49 0 
76.29 0 
59.61 0 
67.29 0 
91.72 0 
105.35 0 
60.92 0 
33.46 
43.12 
52.73 
20 Magellan 
Time 
23.89 
46.69 
78.66 
95.3 
48 
Error 
116.4 
0 
0 
0 
149.1 
Effort 
14 
3 
15.06 (31) 
16.89 (29) 
18.97 (31) 
15.06 (31) 
22.40 (31) 
22.40 (26) 
27.29 (31) 
23.85 (31 ) 
21.67 (30) 
43.31 (35) 
16.90 (35) 
20.16 (35) 
18.97 (35) 
21.90 (35) 
21 .90 (35) 
43.31 (35) 
45.39 (35) 
18.58 (35) 
19.06 (35) 
16.85 (35) 
44.24 (35) 
22.34 (35) 
29.75 (35) 
20.75 (35) 
32.99 (35) 
24.1 6 (35) 
36.67 (35) 
47.55 (35) 
34.25 {35) 
15.35 (35) 
16.06 (35) 
18.97 (35) 
21 .90 (35) 
PUMA560 
Difficult 
4.45 (51 ) 
16.36 (40) 
36.94 (40) 
20.75 (48) 
7.31 (67) 
59 GRPIII·EXPTIIB 
38 GRPII·EXPTIIB 
56 GRPIII-EXPTIIB 
57 GRPIII·EXPTIIB 
36 GRPII-EXPTIIB 
9 GRPI-EXPTII 
10 GRPI-EXPTII 
12 GRPI-EXPTII 
42 GAPII-EXPTIIB 
43 GRPII-EXPTIIB 
13 GRPI·EXPTII 
14 GRPI-EXPTII 
53 GRPIII-EXPTIIB 
54 GAPIII-EXPTIIB 
55 GRPIII-EXPTIIB 
58 GRPIII-EXPTIIB 
97 GRPIII-EXPTII 
103 GRPIII-EXPTII 
102 GRPIII-EXPTII 
101 GRPIII-EXPTII 
99 GRPIII-EXPTI I 
45 GRPII·EXPTIIB 
44 GRPIII-EXPTIIB 
43 GRPIII-EXPTIIB 
98 GRPIII-EXPTII 
49 GRPIII-EXPTIIB 
17 GRPI-EXPTII 
46 GRPIII-EXPTIIB 
44 GRPII-EXPTIIB 
50 GRPIII-EXPTIIB 
51 GRPIII-EXPTIIB 
52 GRPIII-EXPTIIB 
96 GRPIII-EXPTII 
95 GRPIII-EXPTII 
45 GRPIII-EXPTIIB 
33 GRPII-EXPTIIB 
35 GRPII·EXPTIIB 
48 GRPIII-EXPTIIB 
232 GRPI·EXPTIIB 
234 GRPI-EXPTIIB 
239 GRPI-EXPTIIB 
8 
1 
6 
15 
3 
3 
1.5 
4 
1.75 
6 
3.5 
1 
12.5 
6 
10 
2 
5 
8 
6 
7.5 
4 
0.7 
10 
17.5 
10 
4 
2 
15 
0.8 
20 
5 
7.5 
2 
12 
6 
4 
2 
9.2 
10 
12.5 
2 
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15.6 
104.14 
69.31 
121.71 
53.5 
86.97 
87.5 
49.92 
71 .58 
35.27 
89.42 
152.53 
114.35 
94.64 
70.24 
92.93 
110.44 
75.75 
81 
53.5 
63.15 
206.51 
15.65 
130.98 
39.82 
49.54 
49.71 
70.59 
65.1 
43.01 
107.54 
106.99 
163.34 
167.31 
86.72 
49.16 
147.92 
134.47 
94.26 
148.18 
161.53 
ezu.e 
68.95 
226.1 
224.1 
494.8 
173.9 
0 
0 
0 
335.8 
205.0 
0 
0 
732.0 
226.3 
231 .9 
174.6 
0 
0 
0 
0 
0 
490.4 
46.23 
546.3 
0 
159.2 
0 
309.1 
315.5 
255.2 
254.7 
327.6 
0 
0 
260.2 
68.09 
317.8 
430.5 
126.8 
637.1 
350.4 
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os 
4 
47 
26 
51 
44 
54 
21 
46 
31 
26 
6 
112 
5 
67 
4 
29 
26 
13 
33 
36 
33 
27 
89 
56 
119 
177 
161 
LO. I!J 
4.45 
15.70 
23.69 
49.82 
13.54 
33.33 
23.67 
20.90 
20.16 
7.31 
26.83 
28.66 
36.30 
28.16 
24.16 
16.96 
25.98 
21 .67 
24.38 
20.58 
16.80 
43.31 
4.51 
34.84 
14.03 
7.31 
19.76 
26.56 
12.02 
10.17 
19.06 
26.83 
31 .01 
41.68 
25.26 
11 .63 
25.99 
43.31 
29.09 
36.49 
21 .67 
(0/} 
(67) 
(51) 
(67) 
(67) 
(51 ) 
(40) 
(40) 
(40) 
(51 ) 
(51) 
(40) 
(40) 
(67) 
(67) 
(67) 
(67) 
(48) 
(48) 
(48) 
(48) 
(48) 
(51 ) 
(67) 
(67) 
(48) 
(67) 
(40) 
(67) 
(51) 
(67) 
(67) 
(67) 
(48) 
(48) 
(67) 
(51) 
(51) 
(67) 
(11) 
(11) 
(11) 
ZJ/ GRPI·EXP I JIB 1"5 
230 GRPI·EXPTIIB 9 
236 GRPI·EXPTIIB 5 
233 GRPI-EXPTIIB 3 
231 GRPI-EXPTIIB 6 
228 GRPI-EXPTIIB 4 
226 GRPI-EXPTIIB 8 
225 GRPI-EXPTIIB 15 
224 GRPI-EXPTIIB 5 
222 GRPI-EXPTIIB 5 
Peg-In-Hole 
Trial Series Gain 
45 GRPI·EXPTIIB 0.9 
52 GRPI-EXPTIIB 0.6 
51 GRPI-EXPTIIB 0.8 
49 GRPI-EXPTIIB 0.5 
46 GRPI-EXPTIIB 0.7 
44 GRPI-EXPTIIB 1.25 
43 GRPI-EXPTIIB 0.3 
42 GRPI-EXPTIIB 0.75 
41 GRPI-EXPTIIB 0.3 
50 GRPI·EXPTIIB 0.1 
47 GRPI-EXPTIIB 0.3 
153 GRPB·SEQ 0.05 
48 GRPI·EXPTIIB 0.4 
172 GRPB-SEQ 0.15 
171 GRPB-SEQ 0.15 
170 GRPB-SEQ 0.1 
169 GRPB-SEQ 0.1 
157 GRPB·SEQ 0.1 
152 GRPB-SEQ 0.15 
133 GRPB·SEQ 0.03 
55 GRPIII·EXPTIIB 0.07 
54 GRPIII-EXPTIIB 0.05 
53 GRPIII·EXPTIIB 0.09 
52 GRPIII·EXPTIIB 0.08 
43 GRPIII-EXPTIIB 0.13 
168 GRPB-SEQ 0.2 
51 GRPIII-EXPTIIB 0.08 
42 GRPIII-EXPTIIB 0.06 
44 GRPIII·EXPTIIB 0.09 
85.26 
79.38 
135.5 
64.27 
73.34 
81 .89 
135.69 
54.93 
81 .95 
193.56 
431 .3 
418.5 
480.2 
201 .6 
274.9 
291 .7 
402.6 
214.8 
210.5 
217.5 
93 
66 
185 
51 
98 
64 
158 
67 
75 
184 
- ------·----·-
TrackBaii-Marcus 
Time 
205.91 
52.29 
83.94 
57.34 
112.48 
128.04 
32.68 
101 .18 
78.11 
46.03 
80.36 
225.36 
157.81 
219.6 
249.91 
258.03 
211 .51 
219.93 
192.23 
206.36 
21.04 
215.2 
165.76 
48.66 
61.68 
282.98 
194.23 
116.73 
117.72 
Error 
468.1 
104.6 
359.4 
239.1 
273.7 
479.3 
89.89 
314.8 
324.1 
52.34 
269.9 
460.0 
68.44 
684.1 
496.3 
228.5 
264.4 
651 .6 
291.4 
487.8 
Effort 
1904 
410 
765 
518 
949 
918 
354 
897 
824 
600 
935 
1384 
8 
118 
140 
16 
26 
139 
58 
63 
23.67 (11) 
23.67 (11) 
30.19 (11) 
12.91 (11) 
24.16 (1 1) 
14.03 (1 1) 
30.13 (1 1) 
18.62 (1 1) 
18.62 (1 1) 
18.62 (1 1) 
RTX100 
Difficult 
45.12 (49) 
11 .63 (49) 
17.65 (49) 
12.13 (49) 
20.90 (49) 
19.76 (49) 
5.10 (49) 
29.59 (49) 
17.65 (49) 
5.74 (49) 
14.03 (49) 
15.06 (36) 
30.36 (49) 
16.06 (36) 
22.40 (36) 
22.40 (36) 
16.06 (36) 
15.06 (36) 
15.06 (36) 
18.97 (36) 
4.51 (50) 
40.35 (50) 
45.12 (50) 
15.80 (50) 
21 .53 (50) 
22.40 (36) 
36.94 (50) 
30.27 (50) 
24.01 (50) 
46 GAPIII-EXPTIIB 0.07 
47 GAPIII-EXPTIIB 0.08 
48 GAPIII-EXPTIIB 0.05 
50 GRPIII-EXPTIIB 0.06 
125 GRPC-PEG 0.08 
126 GRPC-PEG 0.1 
129 GAPC-PEG 0.3 
128 GRPC-PEG 0.3 
121 GRPC-PEG 0.1 
184 GAPC-SEQ 0.06 
124 GRPC-PEG 0.1 
122 GRPC-PEG 0.08 
299 GRPII-EXPTIIB 0.02 
170 GRPC-PEG 0.08 
169 GRPC-PEG 0.05 
149 GRPC-PEG 0.1 
148 GRPC-PEG 0.07 
146 GRPC-PEG 0.1 
145 GRPC-PEG 0.07 
144 GRPC-PEG 0.12 
142 GRPC-PEG 0.1 
141 GRPC-PEG 0.12 
295 GRPII-EXPTIIB 0.1 
296 GRPII-EXPTIIB 0.06 
85 GRPA-SEQ 0.08 
298 GRPII-EXPTIIB 0.09 
293 GRPII-EXPTIIB 0.15 
300 GRPII-EXPTIIB 0.05 
83 GRPA-SEQ 0.04 
82 GRPA-SEQ 0.04 
91 GRPC-SEQ 0.12 
81 GAPA-SEQ 0.16 
80 GRPA-SEQ 0.04 
79 GRPA·SEQ 0.08 
78 GRPA-SEQ 0.16 
188 GRPC-SEQ 0.02 
189 GRPC-SEQ 0.09 
77 GRPA-SEQ 0.16 
297 GAPII-EXPTIIB 0.2 
285 GRPII-EXPTIIB 0.13 
247 GRPC-PEG 0.03 
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28.01 
58.33 
155.71 
164.79 
191.75 
134.89 
156.38 
173.89 
183.07 
88.43 
147.41 
166.15 
138.24 
175.87 
116.34 
129.4 
103.92 
146.92 
173.34 
112.05 
141.76 
120.01 
56.41 
58.34 
62.84 
52.51 
20.22 
36.96 
65.97 
164.23 
83.76 
99.08 
101.99 
114.42 
135.77 
162.85 
75.63 
169.27 
76.82 
26.2 
185.81 
70.20 
206.2 
630.8 
757.0 
419.9 
373.9 
359.1 
270.5 
204.1 
121.1 
363.3 
199.1 
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10 
28 
67 
81 
45 
55 
34 
71 
25 
13 
124 
28 
3.86 
11 .33 
29.27 
30.43 
21 .67 
16.64 
21.69 
16.20 
24.38 
18.97 
14.03 
23.85 
23.67 
24.38 
14.03 
18.97 
21 .53 
16.89 
19.06 
14.03 
21.69 
23.69 
31.29 
25.18 
20.95 
28.43 
13.29 
12.33 
20.95 
27.29 
19.95 
20.95 
23.85 
23.85 
23.85 
22.40 
15.06 
27.29 
30.44 
11 .33 
18.97 
(50) 
(50) 
(50) 
(50) 
(10) 
(10) 
(10) 
(10) 
(10) 
(08) 
(10) 
(10) 
(08) 
(09) 
(09) 
(09) 
(09) 
(09) 
(09) 
(09) 
(09) 
(09) 
(08) 
(08) 
(19) 
(08) 
(08) 
(08) 
(19) 
(19) 
(08) 
(19) 
(19) 
(19) 
(19) 
(08} 
(08) 
(19) 
(08) 
(08) 
(09) 
243 GRPC-PEG 0.11 
242 GRPC-PEG 0.03 
241 GRPC-PEG 0.11 
180 GRPC-SEQ 0.06 
181 GRPC-SEQ 0.09 
183 GRPC-SEQ 0.03 
84 GRPA-SEQ 0.08 
185 GRPC-SEQ 0.09 
284 GRPII-EXPTIIB 0.02 
173 GRPC-PEG 0.05 
187 GRPC-SEQ 0.03 
294 GRPII·EXPTIIB 0.03 
286 GRPII-EXPTIIB 0.07 
287 GRPII-EXPTIIB 0.2 
179 GRPC-PEG 0.08 
176 GRPC-PEG 0.08 
175 GRPC·PEG 0.1 
174 GRPC-PEG 0.1 
288 GRPII·EXPTIIB 0.04 
289 GRPII·EXPTIIB 0.08 
290 GAPII-EXPTIIB 0.18 
291 GRPII·EXPTIIB 0.1 
292 GAPII·EXPTIIB 0.08 
248 GRPC-PEG 0.07 
186 GRPC-SEQ 0.06 
95 GAPC-SEQ 0.1 
130 GRPA-PEG 0.04 
88 GRPC-SEQ 0.1 
89 GRPC-SEQ 0.06 
90 GAPC-SEQ 0.03 
91 GAPC-SEQ 0.1 
92 GAPC-SEQ 0.06 
93 GAPC-SEQ 0.03 
94 GRPC-SEQ 0.12 
104 GAPA·PEG 0.1 
92 GAPC-SEQ 0.08 
105 GRPA-PEG 0.05 
109 GRPA-PEG 0.03 
110 GRPA-PEG 0.05 
112 GRPA-PEG 0.05 
113 GRPA-PEG 0.03 
125.89 
128.75 
140.93 
129.95 
128.1 
87.01 
145.29 
100.9 
258.16 
147.57 
110.46 
144.85 
60.03 
30.43 
164.39 
136.04 
96.46 
132.05 
86.68 
49.11 
73.34 
12.14 
55.91 
133.54 
81 .66 
91 .71 
103.97 
160.33 
91 .34 
100.89 
194.33 
122.75 
87.39 
151.48 
84.69 
132.48 
96.02 
91.22 
130.67 
60.15 
68.26 
420.1 
685.1 
356.1 
266.3 
358.3 
366.2 
711.8 
63.14 
409.9 
70 
47 
53 
36 
37 
49 
117 
2 
34 
,I.;..JV \V~} 
21.69 
14.03 
19.49 
22.40 
22.40 
15.06 
27.29 
18.97 
32.55 
18.80 
18.97 
30.22 
31.29 
21.53 
21.67 
16.36 
21 .69 
14.03 
34.17 
16.89 
32.79 
4.51 
28.66 
16.20 
15.06 
19.95 
16.89 
23.85 
19.95 
23.85 
27.29 
23.85 
19.95 
27.29 
14.03 
27.29 
16.36 
16.20 
21.67 
21.53 
16.80 
(09) 
(09) 
(09) 
(08) 
(08) 
(08) 
(19) 
(08) 
(08) 
(09) 
(08) 
(08) 
(08) 
(08) 
(09) 
(09) 
(09) 
(09) 
(08) 
(08) 
(08) 
(08) 
(08) 
(09) 
(08) 
(15) 
(18) 
(15) 
(15) 
(15) 
(15) 
(15) 
(1 5) 
(08) 
(18) 
(08) 
(18) 
(18) 
(18) 
(18) 
(18) 
N 
-.1 
00 
a 
129 GRPA·PEG 
94 GAPC-SEQ 
153 GRPC-SEQ 
143 GRPC-SEQ 
144 GRPC-SEQ 
145 GRPC-SEQ 
147 GRPC-SEQ 
148 GRPC-SEQ 
149 GRPC-SEQ 
150 GRPC-SEQ 
87 GAPC-SEQ 
152 GRPC-SEQ 
111 GRPA-PEG 
9 
93 
GRPC-PEG 
GRPC-SEQ 
86 GRPC-SEQ 
87 GRPC-SEQ 
88 GRPC-SEQ 
89 GRPC-SEQ 
90 GRPC-SEQ 
151 GRPC-SEQ 
210 GRPC-SEQ 
348 GRPA-SEQ 
208 GRPC-SEQ 
346 GAPA-SEQ 
345 GAPA-SEQ 
344 GRPA-SEQ 
342 GRPA-SEQ 
350 GRPA-SEQ 
131 GRPA-PEG 
349 GAPA·SEQ 
339 GRPA-SEQ 
338 GAPA-SEQ 
204 GRPC-SEQ 
205 GRPC-SEQ 
206 GRPC-SEQ 
207 GRPC-SEQ 
209 GRPC-SEQ 
340 GAPA-SEQ 
334 GRPA-SEQ 
133 GAPA-PEG 
e. :a 
0.08 
0.06 
0.1 
0.1 
0.06 
0.02 
0.02 
0.1 
0.06 
0.06 
0.03 
0.02 
0.1 
0.1 
0.12 
0.04 
0.04 
0.08 
0.04 
0.08 
0.1 
0.1 
0.25 
0.06 
0.2 
0.15 
0.25 
0.08 
0.25 
0.15 
0.15 
0.08 
0.04 
0.06 
0.1 
0.08 
0.08 
0.08 
0.04 
0.16 
0.08 
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JS.OJ 
128.41 
142.36 
93.65 
81 .29 
145.77 
147.47 
195.25 
153.35 
88.65 
115.3 
174.49 
102.44 
112.16 
173.35 
98.71 
115.46 
142.91 
105.72 
80.68 
79.87 
127.58 
81 .13 
166.2 
84.26 
81.67 
110.9 
93.54 
91 .58 
160.82 
83.38 
83.81 
76.56 
89.03 
154.34 
115.45 
172.2 
84.25 
114.46 
109.46 
155.77 
88.27 
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16.00 
26.56 
27.29 
20.95 
20.95 
27.29 
23.85 
27.29 
27.29 
20.95 
23.85 
27.29 
20.95 
24.38 
26.56 
23.85 
23.85 
27.29 
23.85 
19.95 
19.95 
23.85 
12.45 
22.40 
12.45 
16.06 
18.97 
16.06 
23.85 
18.97 
14.03 
16.06 
20.95 
20.95 
19.79 
16.36 
19.79 
12.45 
16.36 
23.85 
27.29 
16.20 
(18) 
(18) 
(15) 
(14) 
(14) 
(14) 
(14) 
(14) 
(14) 
(14) 
(14) 
(15) 
(14) 
(18) 
(11) 
(08) 
(08) 
(08) 
(08) 
(08) 
(08) 
(14) 
(15) 
(15) 
(15) 
(15) 
(15) 
(15) 
(15) 
(15) 
(18) 
(15) 
(15) 
(15) 
(15) 
(15) 
(15) 
(15) 
(15) 
(15) 
(15) 
(18) 
134 GAPA·f"Eu 
135 GRPA·PEG 
10 GRPC-PEG 
12 GRPC-PEG 
347 GRPA-SEQ 
13 GRPC-PEG 
351 GRPA-SEQ 
335 GRPA·SEQ 
336 GRPA-SEQ 
337 GRPA-SEQ 
212 GRPC-SEQ 
352 GRPA-SEQ 
211 GRPC-SEQ 
16 GRPC-PEG 
304 GRPB-PEG 
305 GRPB-PEG 
306 GRPB-PEG 
120 GRPA-SEQ 
62 GRPA-SEQ 
61 GRPA-SEQ 
60 GRPA-SEQ 
59 GRPA-SEQ 
58 GRPA-SEQ 
57 GRPA-SEQ 
212 GRPC-PEG 
121 GRPA-SEQ 
309 GRPB-PEG 
119 GRPA-SEQ 
206 GRPC-PEG 
207 GRPC-PEG 
208 GRPC-PEG 
209 GRPC-PEG 
175 GRPC-PEG 
210 GRPC-PEG 
122 GRPA-SEQ 
41 GRPB-SEQ 
177 GRPC·PEG 
34 GRPB-SEQ 
35 GRPB-SEQ 
36 GRPB•SEQ 
37 GRPB-SEQ 
416 GAPB·PEG 
0.04 
0.08 
0.01 
0.01 
0.15 
0.1 
0.2 
0.08 
0.16 
0.16 
0.1 
0.2 
0.06 
0.05 
0.07 
0.05 
0.07 
0.04 
0.11 
0.02 
0.02 
0.2 
0.11 
0.2 
0.05 
0.04 
0.07 
0.12 
0.05 
0.08 
0.08 
0.1 
0.09 
0.05 
0.04 
0.05 
0.05 
0.05 
0.1 
0.03 
0.03 
0.12 
106.06 
100.07 
215.08 
207.61 
167.42 
116.4 
121 .7 
148.36 
119.25 
93.22 
161.27 
151.66 
114.04 
95.06 
152.96 
103.21 
179.32 
64.32 
77.94 
79.86 
157.62 
120.95 
71 .79 
95.9 
74.04 
129.85 
150.99 
76.73 
104.58 
77.94 
121 .02 
97.55 
105.45 
79.27 
80.15 
238.32 
103.42 
192.97 
218.04 
293.74 
197.29 
174.06 
21 .53 
18.97 
18.97 
18.80 
22.40 
24.38 
18.97 
27.29 
23.85 
20.95 
19.79 
22.40 
16.36 
21 .53 
23.69 
21 .53 
19.49 
16.06 
13.45 
13.45 
19.79 
16.36 
13.45 
13.45 
21 .53 
22.40 
14.20 
16.06 
19.49 
14.03 
26.56 
16.36 
16.36 
16.20 
18.97 
22.40 
18.80 
15.06 
18.97 
22.40 
15.06 
18.80 
(18) 
(18) 
(11) 
(11) 
(15) 
(11) 
(15) 
(15) 
(15) 
(15) 
(15) 
(15) 
(15) 
(11) 
(25) 
(25) 
(25) 
(19) 
(31) 
(31) 
(31) 
(31) 
(31) 
(31) 
(25) 
(19) 
(25) 
(19) 
(25) 
(25) 
(25) 
(25) 
(30) 
(25) 
(19) 
(26) 
(30) 
(26) 
(26) 
(26) 
(26) 
(25) 
415 GRPB-PEG 
42 GRPB-SEQ 
118 GRPA-SEQ 
11 7 GRPA-SEQ 
116 GRPA-SEQ 
115 GRPA-SEQ 
114 GRPA-SEQ 
38 GRPB-SEQ 
174 GRPC-PEG 
314 GRPB-PEG 
315 GRPB-PEG 
182 GRPC-PEG 
181 GRPC-PEG 
178 GRPC-PEG 
33 GRPB-SEQ 
176 GRPC-PEG 
310 GRPB-PEG 
172 GRPC-PEG 
409 GRPB-PEG 
41 0 GRPB-PEG 
411 GRPB-PEG 
412 GRPB-PEG 
414 GRPB-PEG 
63 GRPA-SEQ 
132 GRPA-PEG 
50 GRPB-PEG 
49 GRPB-PEG 
153 GRPA-PEG 
152 GRPA-PEG 
151 GRPA-PEG 
149 GRPA-PEG 
147 GRPA-PEG 
146 GRPA-PEG 
145 GRPA-PEG 
144 GRPA-PEG 
143 GRPA-PEG 
84 GRPC·PEG 
139 GRPA-PEG 
55 GRPB-PEG 
131 GRPA·PEG 
129 GRPA·PEG 
0.06 
0.03 
0.08 
0.12 
0.08 
0.12 
0.08 
0.05 
0.09 
0.03 
0.03 
0.13 
0.05 
0.13 
0.1 
0.09 
0.03 
0.05 
0.06 
0.12 
0.06 
0.2 
0.12 
0.11 
0.13 
0.05 
0.07 
0.03 
0.03 
0.05 
0.1 
0.05 
0.1 
0.05 
0.05 
0.08 
0.05 
0. 13 
0.05 
0.1 
0.08 
Printed- 10/ 16/99 10:29:51 AM 
163.13 
241 .07 
121.94 
141.98 
75.79 
102 
99.38 
202.88 
93.91 
191.64 
161.48 
144.74 
74.1 
89.41 
197.46 
135.01 
126.6 
140.07 
237.01 
166.71 
143.35 
287.64 
152.84 
101.54 
171.97 
177.78 
155.76 
79.25 
104.95 
104.08 
91 .62 
68.89 
101.4 
126.71 
89.79 
101.34 
160.44 
104.43 
241 .83 
120.51 
88.03 
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24.38 
18.97 
22.40 
22.40 
16.06 
18.97 
18.97 
18.97 
21.69 
21 .67 
23.85 
21 .67 
14.03 
21 .53 
15.06 
19.49 
14.03 
24.23 
21 .67 
21 .53 
14.03 
16.36 
14.20 
16.36 
26.56 
14.03 
16.20 
16.80 
23.69 
24.38 
16.36 
16.64 
21 .53 
19.06 
19.97 
18.97 
24.85 
16.20 
21.67 
19.49 
21 .53 
(25) 
(26) 
(19) 
(19) 
(19) 
(19) 
(19) 
(26) 
(30) 
(25) 
(25) 
(30) 
(30) 
(30) 
(26) 
(30) 
(25) 
(30) 
(25) 
(25) 
(25) 
(25) 
(25) 
(31) 
(20) 
(21) 
(21) 
(20) 
(20) 
(20) 
(20) 
(20) 
(20) 
(20) 
(20) 
(20) 
(25) 
(20) 
(21) 
(20) 
(20) 
101 GRPB-SEQ 
102 GRPB-SEQ 
103 GRPB-SEQ 
104 GRPB-SEQ 
105 GRPB-SEQ 
106 GRPB-SEQ 
107 GRPB-SEQ 
108 GRPB-SEQ 
109 GRPB-SEQ 
140 GRPA-PEG 
140 GRPA-SEQ 
65 GRPA-SEQ 
66 GRPA-SEQ 
92 GRPC-PEG 
91 GRPC-PEG 
89 GRPC-PEG 
88 GRPC-PEG 
86 GRPC-PEG 
76 GRPC-PEG 
134 GRPA-SEQ 
135 GRPA-SEQ 
136 GRPA-SEQ 
137 GRPA-SEQ 
52 GRPB-PEG 
139 GRPA-SEQ 
53 GRPB-PEG 
141 GRPA-SEQ 
142 GRPA-SEQ 
87 GRPC-PEG 
75 GRPC-PEG 
73 GRPC-PEG 
72 GRPC-PEG 
70 GRPC-PEG 
69 GRPC-PEG 
68 GRPC-PEG 
58 GRPB-PEG 
56 GRPB-PEG 
64 GRPA-SEQ 
138 GRPA-SEQ 
56 GRPB-SEQ 
214 GRPB-SEQ 
0.07 
0.03 
0.05 
0.03 
0.07 
0.03 
0.07 
0.05 
0.05 
0.13 
0.05 
0.11 
0.02 
0.05 
0.1 
0.1 
0.03 
0.03 
0.05 
0.08 
0.03 
0.05 
0.03 
0.07 
0.08 
0.03 
0.03 
0.05 
0.05 
0.02 
0.02 
0.08 
0.05 
0.02 
0.05 
0.03 
0.07 
0.2 
0.08 
0.05 
0.03 
252.78 
158 
193.78 
130.01 
261 .5 
230.58 
141 .33 
228.88 
147.48 
79.1 
73.65 
135.45 
112.6 
85.13 
166.69 
100.33 
84.22 
65.71 
100.68 
91 .44 
97.01 
135.45 
69.6 
168.56 
118.47 
206.4 
136.99 
92.82 
140.78 
89.25 
151.44 
78.11 
118.53 
234.8 
114.62 
186.8 
155.11 
161.09 
73.11 
264.85 
173.35 
22.40 
15.06 
18.97 
15.06 
22.40 
22.40 
15.06 
18.97 
18.97 
16.64 
12.45 
19.79 
16.36 
18.97 
21 .67 
21 .53 
21 .69 
16.64 
18.80 
16.36 
16.36 
19.79 
12.45 
16.64 
19.79 
24.38 
19.79 
16.36 
16.89 
16.80 
24.38 
21 .53 
23.85 
19.06 
14.03 
18.97 
21 .69 
19.79 
12.45 
22.40 
23.85 
(35) 
(35) 
(35) 
(35) 
(35) 
(35) 
(35) 
(35) 
(35) 
(20) 
(31) 
(31) 
(31) 
(25) 
(25) 
(25) 
(25) 
(25) 
(24) 
(31) 
(31 ) 
(31) 
(31) 
(21) 
(31) 
(21) 
(31) 
(31) 
(25) 
(24) 
(24) 
(24) 
(24) 
(24) 
(24) 
(21 ) 
(21) 
(31) 
(31) 
(27) 
(26) 
...................... a~s.wc~ca~ .. ~o~.o~o .... ftiG~&~. I~O .................. .,,!A.,§r7---,(~27~)----15~7--(G~R~P~II~-e~x~P~Tffiue~-o.o.~o1~--22~75.29 
N 
00 
0 
65 GAPB-SEQ 0.05 177.2 18.97 (27) 58 GAPII-EXPTIIB 0.04 127.21 
64 GAPB-SEQ 0.03 231 .51 22.40 (27) 39 GRPIII·EXPTIIB 0.08 34.16 
63 GRPB-SEQ 0.03 204.11 18.97 (27) 28 GRPI-EXPTIIB 0.05 120.4 
62 GRPB·SEO 0.05 148.3 16.06 (27) 53 GRPII·EXPTIIB 0.03 51.35 
61 GRPB-SEQ 0.03 169.89 16.06 (27) 40 GAPIII·EXPTIIB 0.03 170.64 
171 GRPA-PEG 0.08 81 .73 14.03 (29) 41 GRPIII-EXPTIIB 0.06 89.54 
172 GRPA-PEG 0.04 152.42 26.56 (29) 43 GRPIII·EXPTIIB 0.03 110.45 
226 GAPB-SEQ 0.02 173.51 19.95 (26) 52 GRPII-EXPTIIB 0.05 97.33 
60 GRPB-SEQ 0.08 142.8 16.06 (27) 44 GRPIII-EXPTIIB 0.04 21 .69 
173 GRPA-PEG 0.12 82.01 21.53 (29) 45 GRPIII·EXPTIIB 0.05 54.93 
53 GRPB-SEQ 0.08 267.5 22.40 (27) 23 GRPI-EXPTIIB 0.1 115.78 
51 GRPA-PEG 0.01 208.16 23.69 (29) 30 GRPI-EXPTIIB 0.3 14.44 
50 GRPA-PEG 0.01 180.1 16.64 (29) 22 GRPI-EXPTIIB 0.3 122.15 
49 GRPA-PEG 0.06 73.7 14.20 (29) 196 GRPC-SEQ 0.01 216.39 
48 GRPA-PEG 0.01 249.84 16.89 (29) 199 GRPC-SEQ 0.02 185.42 
45 GRPA-PEG 0.06 108.43 23.85 (29) 98 GRPC·SEQ 0.02 173.63 
44 GRPA-PEG 0.13 104.02 21.53 (29) 97 GRPC-SEQ 0.02 221.51 
175 GRPA-PEG 0.12 109.36 18.97 (29) 48 GRPC-PEG 0.03 143.3 
176 GRPA-PEG 0.08 69.87 16.80 (29) 76 GRPC-SEQ 0.006 245.56 
177 GRPA-PEG 0.08 88.11 23.69 (29) 197 GRPC-SEQ 0.02 159.19 
174 GRPA-PEG 0.04 109.69 16.89 (29) 357 GRPA-SEQ 0.06 211 .57 
228 GRPB-SEQ 0.02 171 .74 23.85 (26) 361 GRPA·SEQ 0.18 226.52 
85 GRPC-PEG 0.1 136.17 16.20 (25) 362 GRPA-SEQ 0.12 109.97 
227 GAPB-SEQ 0.01 272.26 27.29 (26) 360 GAPA·SEQ 0.18 102.92 
52 GRPA-PEG 0.06 131 .71 21 .67 (29) 359 GRPA·SEQ 0.18 160.99 
Peg-in-Hole 
Trial Series Gain 
38 GRPIII-EXPTIIB 0.03 
56 GRPII-EXPTIIB 0.04 
29 GRPI-EXPTIIB 0.09 
36 GRPIII-EXPTIIB 0.01 
24 GRPI-EXPTIIB 0.15 
25 GRPI-EXPTIIB 0.2 
26 GRPI-EXPTIIB 0.5 
27 GRPI-EXPTIIB 0.18 
37 GRPIII·EXPTIIB 0.05 
31 GRPI-EXPTIIB 0.2 
33 GRPI-EXPTIIB 0.08 
34 GRPI-EXPTIIB 0.4 
55 GRPII-EXPTIIB 0.01 
Printed- 10/16/99 10:29:51 AM 
·----------
GamePad-PH9 
Time 
232.26 
78.82 
100.41 
245.83 
205.96 
30.87 
71 .12 
42.45 
81 .96 
109.58 
118.33 
146.76 
60.74 
Error 
607.3 
158.4 
301.2 
155.9 
536.2 
57.69 
192.3 
174.9 
301 .5 
581 .2 
617.5 
762.7 
87.22 
Effort 
3511 
991 
981 
3693 
1527 
165 
357 
319 
1001 
888 
1386 
928 
976 
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RTX100 
Difficult 
36.49 (60) 
18.97 (64) 
23.48 (61) 
16.36 (60) 
40.05 (61) 
4.74 (61) 
11 .06 (61) 
7.31 (61) 
29.59 (60) 
37.83 (61) 
36.94 (61) 
45.72 (61) 
6.32 (64) 
363 GRPA-SEQ 0.06 174.89 
364 GRPA·SEQ 0.12 238.43 
198 GAPC-SEQ 0.02 226.08 
50 GRPC·PEG 0.005 226.4 
96 GRPC-SEQ 0.03 222.74 
81 GAPC-SEQ 0.006 145.38 
97 GRPC-SEQ 0.006 113.16 
96 GRPC-SEQ 0.01 213.12 
44 GRPC-PEG 0.005 279.07 
47 GRPC-PEG 0.03 123.21 
49 GRPC·PEG 0.03 196.25 
365 GRPA·SEQ 0.06 297.26 
51 GRPC-PEG 0.01 208.39 
52 GRPC-PEG 0.01 127.98 
358 GAPA·SEQ 0.12 152.81 
99 GRPB-SEQ 0.1 250.84 
273.9 
450.7 
119.6 
312.6 
170.1 
754.6 
462.5 
325.2 
381 
92.95 
288.5 
198.2 
72.21 
309.3 
4704 
1672 
294 
1182 
636 
2663 
891 
1514 
1127 
233 
814 
847 
81 
601 
30.27 
27.44 
10.03 
12.02 
9.61 
40.30 
23.67 
21 .67 
21 .92 
6.32 
27.59 
18.64 
4.51 
22.08 
18.97 
18.97 
19.95 
27.29 
14.20 
23.85 
15.06 
18.97 
22.40 
16.06 
16.06 
18.97 
16.06 
22.40 
18.97 
16.20 
27.29 
23.85 
19.95 
23.85 
24.38 
16.64 
23.85 
22.40 
19.06 
16.64 
18.97 
18.97 
(64) 
(64) 
(60) 
(61) 
(64) 
(60) 
(60) 
(60) 
(64) 
(60) 
(60) 
(61) 
(61) 
(61) 
(08) 
(08) 
(14) 
(14) 
(09) 
(15) 
(08) 
(15) 
(15) 
(15) 
(15) 
(15) 
(15) 
(15) 
(08) 
(09) 
(14) 
(15) 
(15) 
(15) 
(09) 
(09) 
(09) 
(15) 
(09) 
(09) 
(15) 
(02) 
N 
00 
b4 GAPe-sEd 
65 GAPC-SEQ 
66 GAPC-SEQ 
67 GAPC-SEQ 
109 GAPC-PEG 
110 GAPC-PEG 
113 GAPC-PEG 
204 GAPA-PEG 
203 GAPI-EXPTII 
205 GAPI-EXPTII 
198 GAPA-PEG 
107 GAPC-PEG 
200 GAPA-PEG 
111 GAPC-PEG 
97 GAPS-SEQ 
96 GAPS-SEQ 
200 GAPC-SEQ 
95 GAPC-SEQ 
201 GAPA-PEG 
90 GAPA-PEG 
202 GAPA-PEG 
206 GAPA-PEG 
91 GAPA-PEG 
93 GAPA-PEG 
94 GAPA-PEG 
96 GAPA-PEG 
98 GAPA-PEG 
199 GAPA-PEG 
106 GAPC-PEG 
104 GAPC-PEG 
94 GAPC-SEQ 
93 GAPC-SEQ 
92 GAPC-SEQ 
87 GAPC-SEQ 
86 GAPC-SEQ 
108 GAPS-SEQ 
107 GAPS-SEQ 
61 GAPC-SEQ 
62 GAPC-SEQ 
60 GAPC-SEQ 
103 GAPS-SEQ 
0.02 
0.01 
0.006 
0.01 
0.01 
0.008 
0.008 
0.05 
0.01 
0.008 
0.08 
0.02 
0.05 
0.01 
0.1 
0.03 
0.01 
0.01 
0.1 
0. 12 
0.1 
0.08 
0.16 
0.12 
0.12 
0.16 
0.16 
0.1 
0.02 
0.008 
0.02 
0.03 
0.01 
0.03 
0.01 
0.05 
0.05 
0.01 
0.02 
0.006 
0.05 
Printed· 10/16/99 10:29:51 AM 
237.33 
144.17 
191 .69 
219.88 
92.28 
88.87 
72.49 
123.58 
290.06 
221 .07 
195.53 
100.24 
159.24 
146.87 
228.49 
212.44 
274.95 
225.36 
99.86 
181 .86 
160.66 
152.15 
135.61 
128.63 
183.83 
143.8 
181 .8 
96.51 
123.19 
194.82 
183.45 
162.59 
280.33 
150.11 
219.92 
154.96 
227.66 
183.34 
235.86 
248.21 
207.95 
0 
0 
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27.29 
19.95 
19.95 
27.29 
16.20 
14.03 
21.69 
14.03 
23.19 
18.58 
21 .67 
14.03 
18.80 
24.38 
15.06 
15.06 
22.40 
23.85 
14.03 
16.89 
24.38 
23.85 
14.20 
21 .53 
18.97 
16.64 
23.69 
16.80 
18.97 
21 .67 
23.85 
23.85 
27.29 
19.95 
19.95 
15.06 
22.40 
23.85 
23.85 
23.85 
18.97 
(08) 
(08) 
(08) 
(08) 
(11) 
(11) 
(11) 
(18) 
(11) 
(11) 
(18) 
(11) 
(18) 
(11) 
(02) 
(02) 
(08) 
(14) 
(18) 
(18) 
(18) 
(18) 
(18) 
(18) 
(18) 
(18) 
(18) 
(18) 
(11) 
(11) 
(14) 
(14) 
(14) 
(14) 
(14) 
(02) 
(02) 
(08) 
(08) 
(08) 
(02) 
106 GAPS-SEQ 
94 GAPS-SEQ 
95 GAPS-SEQ 
98 GAPC-PEG 
117 GAPA-PEG 
119 GAPA-PEG 
120 GAPA-PEG 
121 GAPA-PEG 
122 GAPA-PEG 
124 GAPA-PEG 
109 GAPC-PEG 
294 GAPS-PEG 
93 GAPB-SEQ 
92 GAPB-SEQ 
90 GAPB-SEQ 
89 GAPS-SEQ 
82 GAPB-SEQ 
110 GAPC-PEG 
113 GAPC-PEG 
95 GAPC-PEG 
222 GAPA-SEQ 
189 GAPA-PEG 
188 GAPA-PEG 
100 GAPC-PEG 
97 GAPC·PEG 
213 GAPA-SEQ 
214 GAPA-SEQ 
215 GAPA-SEQ 
216 GAPA-SEQ 
217 GAPA-SEQ 
291 GAPS-PEG 
220 GAPA-SEQ 
292 GAPS-PEG 
223 GAPA-SEQ 
224 GAPA-SEQ 
38 GAPA-PEG 
39 GAPA-PEG 
299 GAPS-PEG 
298 GAPS-PEG 
296 GAPS-PEG 
295 GAPS-PEG 
0.1 
0.03 
0.05 
0.01 
0.08 
0.1 
0.1 
0.08 
0.05 
0.08 
0.01 
0.09 
0.05 
0.08 
0.08 
0.08 
0.05 
0.02 
0.01 
0.02 
0.16 
0.16 
0.12 
0.006 
0.006 
0.09 
0.16 
0.1 
0.1 
0.16 
0.05 
0.04 
0.09 
0.04 
0.16 
0.12 
0.08 
0.07 
0.07 
0.05 
0.07 
246.18 
184.44 
235.51 
260.53 
196.64 
123.36 
139.57 
93.14 
167.46 
96.78 
235.2 
117.26 
127.54 
279.34 
160.27 
270.24 
216.5 
234.53 
209.42 
206.58 
113.32 
289.67 
155 
289.74 
257.75 
137.1 
176.37 
150.55 
201 .48 
275.23 
175.05 
210.03 
153.9 
141.37 
143.67 
178.34 
161.87 
178.62 
165.11 
181.59 
183.66 
22.40 
19.95 
27.29 
14.03 
19.06 
18.80 
24.38 
16.64 
23.85 
21 .69 
18.97 
16.64 
19.95 
27.29 
19.95 
23.85 
23.85 
21 .67 
21 .69 
14.03 
16.06 
26.56 
23.69 
23.85 
14.20 
18.97 
18.97 
18.97 
22.40 
22.40 
16.20 
18.97 
14.20 
16.06 
18.97 
16.64 
18.97 
16.36 
21 .53 
19.49 
21 .67 
(02) 
(35) 
(35) 
(24) 
(20) 
(20) 
(20) 
(20) 
(20) 
(20) 
(24) 
(25) 
(35) 
(35) 
(35) 
(35) 
(35) 
(24) 
(24) 
(24) 
(19) 
(29) 
(29) 
(24) 
(24) 
(19) 
(19) 
(19) 
(19) 
(19) 
(25) 
(19) 
(25) 
(19) 
(19) 
(29) 
(29) 
(25) 
(25) 
(25) 
(25) 
N 
00 
N 
2 I J GAPA·PEG 
218 GRPA-SEQ 
205 GRPS-SEQ 
45 GAPS-PEG 
46 GAPS-PEG 
47 GAPS-PEG 
68 GRPA-SEQ 
69 GRPA-SEQ 
70 GRPA-SEQ 
71 GRPA-SEQ 
89 GRPA-SEQ 
115 GRPC-PEG 
203 GRPS-SEQ 
40 GAPS-PEG 
206 GRPS-SEQ 
207 GRPS-SEQ 
82 GRPC-PEG 
208 GRPS-SEQ 
209 GRPS-SEQ 
210 GRPS-SEQ 
211 GRPS-SEQ 
146 GRPA-SEQ 
145 GRPA-SEQ 
94 GRPC-PEG 
96 GRPS-SEQ 
144 GRPA-SEQ 
218 GRPA-PEG 
219 GRPA-PEG 
116 GRPC-PEG 
117 GRPC-PEG 
220 GAPA-PEG 
222 GRPA-PEG 
223 GRPA-PEG 
224 GAPA-PEG 
216 GRPA·SEQ 
208 GRPA-SEQ 
215 GRPA-SEQ 
209 GRPA-SEQ 
210 GRPA-SEQ 
36 GAPS-PEG 
39 GAPS-PEG 
211 GRPA-SEQ 
0.01 
0.1 
0.03 
0.07 
0.03 
0.07 
0.08 
0.15 
0.04 
0.08 
0.08 
0.006 
0.04 
0.05 
0.05 
0.04 
0.1 
0.05 
0.03 
0.04 
0.03 
0.15 
0.04 
0.2 
0.03 
0.15 
0.07 
0.15 
0.006 
0.01 
0.11 
0.15 
0.11 
0.15 
0.11 
0.07 
0.11 
0.15 
0.07 
0.03 
0.05 
0.15 
Printed - 10/16/99 10:29:51 AM 
145.34 
139.19 
206.24 
162.14 
277.49 
144.95 
103.27 
109.03 
241 
200.8 
143.14 
246.89 
263.04 
158.03 
164.12 
169.56 
214.75 
169.93 
265.22 
188.9 
140.44 
219.87 
139.51 
132.19 
260.07 
197.89 
121 .55 
140.12 
260.24 
241 .95 
178.51 
114.47 
140.77 
106.63 
108.08 
109.37 
212.02 
105.9 
224.31 
246.46 
265.9 
195.97 
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16.89 
16.06 
23.85 
16.64 
16.89 
21.69 
13.45 
13.45 
16.36 
19.79 
16.36 
14.03 
27.29 
18.80 
19.95 
23.85 
18.97 
23.85 
27.29 
19.95 
19.95 
19.79 
13.45 
16.64 
27.29 
16.36 
23.69 
21.53 
16.64 
16.89 
19.06 
14.20 
18.97 
16.64 
16.06 
16.06 
22.40 
16.06 
22.40 
21.53 
26.56 
18.97 
(20) 
(19) 
(26) 
(21) 
(21) 
(21) 
(31) 
(31) 
(31) 
(31) 
(31) 
(24) 
(26) 
(21) 
(26) 
(26) 
(25) 
(26) 
(26) 
(26) 
(26) 
(31) 
(31) 
(25) 
(35) 
(31) 
(20) 
(20) 
(24) 
(24) 
(20) 
(20) 
(20) 
(20) 
(31) 
(31) 
(31) 
(31) 
(31) 
(21) 
(21). 
(31) 
212 GRPA-SEQ 0.11 
213 GRPA-SEQ 0.07 
214 GRPA-SEQ 0.15 
81 GRPS-SEQ 0.03 
212 GRPA-SEQ 0.12 
54 GRPS-SEQ 0.12 
116 GRPA-PEG 0.05 
51 GRPS-SEQ 0.08 
52 GRPS-SEQ 0.08 
53 GAPS-SEQ 0.04 
41 GRPC-PEG 0.005 
42 GRPC-PEG 0.01 
121 GRPC-PEG 0.02 
124 GRPA-SEQ 0.08 
123 GRPC-PEG 0.01 
40 GAPC-PEG 0.02 
126 GRPA-SEQ 0.12 
43 GRPC-PEG 0.005 
55 GRPS-SEQ 0.04 
50 GRPB-SEQ 0.04 
127 GRPA-SEQ 0.12 
485 GRPII-EXPTII 0.5 
486 GAPII-EXPTII 0.1 
128 GAPA-SEQ 0.08 
129 GRPA-SEQ 0.12 
131 GRPA-SEQ 0.08 
132 GRPA·SEQ 0.04 
125 GRPA-SEQ 0.04 
48 GRPB·SEQ 0.08 
204 GRPA·SEQ 0.12 
122 GRPC-PEG 0.02 
191 GRPA-PEG 0.16 
39 GRPC-PEG 0.01 
205 GRPA-SEQ 0.06 
119 GRPC-PEG 0.02 
206 GAPA-SEQ 0.12 
118 GRPC-PEG 0.02 
208 GRPA-SEQ 0.09 
120 GRPC-PEG 0.02 
209 GRPA-SEQ 0.09 
195 GRPA-PEG 0.12 
38 GRPC-PEG 0.01 
142.25 
154.57 
250.29 
197.74 
117.43 
191.42 
115.9 
290.4 
164.17 
262.06 
203.45 
142.21 
143.63 
219.8 
102.18 
154.73 
252.16 
217.72 
166.64 
206.09 
112.98 
297.97 
186.58 
138.14 
138.96 
103.43 
112.16 
206.08 
178.52 
245.91 
141.99 
160.11 
163.63 
181.24 
189.44 
143.9 
88.8 
119.81 
87.76 
198.23 
159.4 
76.74 
0 
0 
18.97 
18.97 
22.40 
23.85 
16.06 
18.97 
14.03 
22.40 
18.97 
22.40 
23.85 
24.38 
16.36 
22.40 
14.03 
21.53 
22.40 
24.38 
16.06 
18.97 
16.06 
26.83 
28.66 
18.97 
18.97 
16.06 
16.06 
18.97 
16.06 
22.40 
19.49 
14.03 
21 .67 
18.97 
26.56 
18.97 
14.20 
16.06 
16.64 
22.40 
16.89 
14.20 
(31) 
(31) 
(31) 
(35) 
(19) 
(26) 
(20) 
(26) 
(26) 
(26) 
(30) 
(30) 
(30) 
(19) 
(30) 
(30) 
(19) 
(30) 
(26) 
(26) 
(19) 
(25) 
(25) 
(19) 
(19) 
(19) 
(19) 
(19) 
(26) 
(19) 
(30) 
(29) 
(30) 
(19) 
(30) 
(19) 
(30) 
(19) 
(30) 
(19) 
(29) 
(30) 
N 
00 
w 
211 GRPA-SEQ 
49 GRPB-SEQ 
194 GRPA-PEG 
193 GRPA-PEG 
192 GRPA-PEG 
210 GRPA-SEQ 
34 GRPC-PEG 
Peg-In-Hole 
Trial Series 
176 GRPB-SEQ 
126 GRPB-SEQ 
125 GRPB-SEQ 
122 GRPB-SEQ 
177 GRPB-SEQ 
175 GRPB-SEQ 
179 GRPB-SEQ 
121 GRPB-SEQ 
180 GRPB-SEQ 
181 GRPB-SEQ 
182 GRPB-SEQ 
183 GRPB-SEQ 
215 GRPC-SEQ 
379 GRPA-SEQ 
.216 GRPC-SEQ 
214 GRPC-SEQ 
378 GRPA-SEQ 
211 GRPC-SEQ 
118 GRPC-SEQ 
224 GRPC-SEQ 
209 GRPC-SEO 
225 GRPC-SEQ 
226 GRPC-SEQ 
143 GRPC-PEG 
213 GRPC-SEQ 
219 GRPC-SEQ 
105 GRPC-SEQ 
106 GRPC-SEQ 
107 GRPC-SEQ 
136 GRPC-PEG 
137 GRPC-PEG 
0.06 
0.12 
0.08 
0.16 
0.12 
0.06 
0.005 
Gain 
0.05 
0.07 
0.05 
0.07 
0.1 
0.1 
0.05 
0.03 
0.1 
0.15 
0.15 
0.05 
0.2 
0.04 
0.15 
0.2 
0.02 
0.15 
0.12 
0.09 
0.1 
0.11 
0.11 
0.07 
0.1 
0.09 
0.08 
0.08 
0.06 
0.07 
0.07 
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104.14 
175.87 
96.73 
197.35 
135.39 
254.47 
268.81 
2 Button Mouse 
Time Error 
226.02 
271.81 
218.6 
139.72 
211.31 
105.78 
243.42 
190.05 
229.22 
210.79 
276.5 
194.65 
247.05 
170.78 
162.85 
210.76 
294.61 
191.47 
269.57 
235.54 
144.02 
183.89 
221.36 
201 .03 
256.01 
159.05 
227.78 
153.68 
179.72 
190.97 
234.87 
16.06 (19) 
16.06 (26) 
21 .53 (29) 
18.97 (29) 
16.80 (29) 
22.40 (19) 
18.80 (30) 
RTX100 
Effort Difficult 
22.40 (36) 
22.40 (36) 
18.97 (36) 
15.06 (36) 
18.97 (36) 
15.06 (36) 
15.06 (36) 
15.06 (36) 
22.40 (36) 
18.97 (36) 
22.40 (36) 
18.97 (36) 
27.29 (08) 
13.45 (15) 
19.95 (08) 
23.85 (08) 
19.79 (15) 
23.85 (08) 
19.79 (15) 
19.79 (15) 
19.95 (08) 
16.36 (15) 
12.45 (15) 
16.80 (10) 
27.29 (08) 
12.45 (15) 
27.29 (08) 
23.85 (08) 
23.85 (08) 
21 .53 (10) 
19.06 (10) 
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139 GRPC-PEG 
210 GRPC-SEQ 
141 GRPC-PEG 
375 GRPA-SEQ 
137 GRPA-PEG 
376 GRPA-SEQ 
220 GRPC-SEQ 
119 GRPA-PEG 
118 GRPA-PEG 
125 GRPC-SEQ 
123 GRPC-SEQ 
122 GRPC-SEQ 
119 GRPC-SEQ 
117 GRPC-SEQ 
138 GRPA-PEG 
216 GRPC-SEQ 
160 GRPC-PEG 
218 GRPC-SEQ 
216 GRPC-SEQ 
211 GRPC-SEQ 
208 GRPC-SEQ 
156 GRPC-SEQ 
155 GRPC-PEG 
156 GRPC-PEG 
217 GRPC-SEQ 
159 GRPC-PEG 
212 GRPC-SEQ 
100 GRPC-SEQ 
104 GRPC-SEQ 
215 GRPC-SEQ 
103 GRPC-SEQ 
214 GRPC-SEQ 
213 GRPC-SEQ 
49 GRPC-SEQ 
99 GRPC-SEQ 
210 GRPC-SEQ 
102 GRPC-SEQ 
101 GRPC-SEQ 
86 GRPA-SEQ 
204 GRPB-SEQ 
124 GRPB-SEQ 
0.09 
0.1 
0.09 
0.06 
0.03 
0.04 
0.09 
0.05 
0.04 
0.12 
0.09 
0.06 
0.09 
0.09 
0.03 
0.07 
0.06 
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0.06 
0.08 
0.15 
0.08 
0.18 
0.12 
0.06 
0.18 
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0.06 
0.08 
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0.08 
0.06 
0.1 
0.1 
0.1 
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ll:l / , I ,j 
186.14 
168.94 
211.9 
267.55 
174.51 
208.17 
178.55 
257.6 
187.85 
190.81 
132.04 
200.75 
199.89 
260.94 
178.46 
130.12 
232.4 
151.21 
143.41 
134.41 
262.31 
280.84 
193.23 
158.63 
181 .86 
264.03 
157.47 
133.59 
167.79 
116.16 
218.1 
170.81 
183.17 
295.83 
248.09 
103.32 
167.31 
166.48 
149.89 
228.98 
179.71 
23.85 
24.38 
23.85 
18.80 
13.45 
14.03 
16.36 
16.36 
26.56 
23.85 
16.36 
12.45 
19.79 
16.36 
19.79 
24.38 
16.36 
23.85 
23.85 
23.85 
23.85 
27.29 
27.29 
14.03 
16.80 
19.95 
24.38 
19.95 
19.95 
19.95 
19.95 
27.29 
27.29 
27.29 
27.29 
27.29 
19.95 
23.85 
19.95 
12.45 
22.40 
15.06 
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(10) 
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(15) 
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(15) 
(15) 
(15) 
(15) 
(15) 
(18) 
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(14) 
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(08) 
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(14) 
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(08) 
(14) 
(08) 
(14) 
(14) 
(13) 
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(14) 
(08) 
(08) 
(31) 
(35) 
(26) 
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85 GAPA-SEQ 
70 GAPS-PEG 
69 GAPS-PEG 
68 GAPB-PEG 
67 GAPB-PEG 
84 GAPA·SEQ 
83 GAPA-SEQ 
82 GAPA-SEQ 
80 GAPA-SEQ 
65 GAPS-PEG 
63 GAPS-PEG 
205 GRPB·SEQ 
76 GAPA-PEG 
75 GAPA-PEG 
88 GAPA-SEQ 
70 GAPC-PEG 
74 GAPA·PEG 
71 GAPA-PEG 
64 GAPS-PEG 
123 GAPS·SEQ 
72 GAPC-PEG 
12 GAPS-SEQ 
13 GAPB·SEQ 
121 GAPB-SEQ 
83 GAPC·PEG 
84 GAPC-PEG 
87 GAPC-PEG 
231 GAPA-SEQ 
89 GAPC-PEG 
54 GAPC-PEG 
122 GAPS-SEQ 
90 GAPC-PEG 
91 GRPC·PEG 
116 GAPS-SEQ 
11 7 GAPS-SEQ 
118 GAPB-SEQ 
119 GAPB-SEQ 
120 GAPS-SEQ 
88 GAPC-PEG 
66 GAPC-PEG 
237 GAPA-SEQ 
0.03 
0,07 
0.05 
0.03 
0.03 
0.03 
0.03 
0.04 
0.04 
0.05 
0.05 
0.06 
0.07 
0.1 
0.05 
0.09 
0.1 
0.07 
0.07 
0.02 
0.09 
0.03 
0.03 
0.1 
0. 1 
0.06 
0.1 
0.08 
0.1 
0.06 
0.1 
0.08 
0.06 
0.06 
0.06 
0.06 
0.02 
0.02 
0.06 
0.12 
0.12 
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5 :.ss 
213.77 
129.29 
132.7 
119.35 
163.42 
121.28 
155.64 
149.41 
182.13 
119.66 
135.77 
223.61 
278.58 
200.09 
139.4 
159.72 
230.34 
279.74 
133.86 
251.79 
173.33 
215.95 
143.85 
155.27 
189.71 
234.93 
290.17 
117.32 
182.69 
174.62 
218.87 
171 .97 
112.31 
222.24 
129.13 
170.05 
208.33 
253.59 
172.64 
179.72 
230.3 
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12.45 
19.79 
16.20 
14.03 
21.69 
16.89 
12.45 
16.36 
16.36 
19.79 
18.97 
21 .53 
22.40 
16.89 
21 .53 
16.36 
16.36 
16.64 
18.80 
23.85 
19.49 
16.64 
18.97 
15.06 
15.06 
14.03 
18.97 
26.56 
16.06 
18.80 
26.56 
22.40 
16.89 
21.69 
22.40 
15.06 
18.97 
18.97 
22.40 
14.03 
14.20 
22.40 
(31) 
(31) 
(21) 
(21) 
(21) 
(21) 
(31) 
(31) 
(31) 
(31) 
(21) 
(21) 
(35) 
(29) 
(29) 
(31) 
(25) 
(29) 
(29) 
(21) 
(26) 
(25) 
(36) 
(36) 
(26) 
(24) 
(24) 
(24) 
(31) 
(24) 
(30) 
(26) 
(24) 
(24) 
(26) 
(26) 
(26) 
(26) 
(26) 
(24) 
(25) 
(31) 
236 GRPA·SEQ 
235 GAPA-SEQ 
62 GAPC-PEG 
60 GAPC-PEG 
203 GAPS-SEQ 
71 GAPC·PEG 
230 GAPA·SEQ 
67 GAPC-PEG 
238 GAPA·SEQ 
64 GAPC-PEG 
58 GAPC-PEG 
57 GAPC-PEG 
56 GAPC-PEG 
234 GAPA-SEQ 
233 GAPA·SEQ 
232 GAPA-SEQ 
55 GAPC-PEG 
69 GAPC·PEG 
193 GAPA·SEQ 
181 GAPA-SEQ 
237 GAPC·PEG 
238 GAPC-PEG 
239 GAPC·PEG 
117 GAPS·SEQ 
122 GAPS·SEQ 
123 GRPB·SEQ 
116 GAPS-SEQ 
125 GAPS-SEQ 
115 GAPS·SEQ 
192 GAPA·SEQ 
191 GAPA·SEQ 
195 GAPB-SEQ 
185 GAPA·SEQ 
182 GAPA·SEQ 
76 GAPA·PEG 
249 GAPI·EXPTII 
252 GAPI·EXPTII 
124 GAPS-SEQ 
194 GAPA·SEQ 
77 GAPA-PEG 
114 GAPB·SEQ 
420 GAPS-PEG 
0.12 
0.12 
0.08 
0.06 
0.06 
0.09 
0.08 
0.12 
0.12 
0.06 
0.04 
0.08 
0.04 
0.04 
0.04 
0.08 
0.04 
0.12 
0.12 
0.08 
0.07 
0.09 
0.09 
0.07 
0.05 
0.05 
0.07 
0.03 
0.03 
0.14 
0.1 
0.08 
0.06 
0.08 
0.03 
0.09 
0.09 
0.05 
0.12 
0.07 
0.03 
0.08 
181.21 
182.63 
115.19 
183.51 
117.85 
166.97 
207.83 
242.23 
130.07 
165.65 
172.19 
164.88 
113.1 
172.35 
145.45 
160.61 
115.66 
116.89 
181.69 
260.01 
136.61 
117.66 
121 .6 
194.71 
139.99 
247.26 
125.66 
203.16 
119.18 
202.44 
191.47 
194 
204.65 
205.26 
125.07 
219.76 
222.87 
215.25 
221 .64 
161 .82 
256.84 
153.74 
0 
0 
18.97 
16.06 
16.80 
19.49 
16.06 
24.38 
22.40 
21 .67 
16.06 
23.69 
18.97 
16.20 
21.53 
22.40 
18.97 
18.97 
14.03 
21 .53 
16.36 
19.79 
19.49 
21 .69 
16.64 
18.97 
15.06 
22.40 
15.06 
18.97 
15.06 
13.45 
16.36 
18.97 
16.36 
16.36 
14.03 
35.99 
24.16 
18.97 
19.79 
18.80 
22.40 
16.20 
(31) 
(31) 
(30) 
(30) 
(35) 
(25) 
{31 ) 
{25) 
{31 ) 
(25) 
(30) 
{30) 
(30) 
(31) 
(31) 
(31) 
{30) 
(25) 
(19) 
(19) 
(30) 
{30) 
(30) 
(35) 
(35) 
(35) 
(35) 
(35) 
(35) 
(19) 
(19) 
(35) 
(19) 
(19) 
(20) 
(30) 
(30) 
(35) 
(19) 
(20) 
(35) 
(25) 
.................. ~~~~~~----~~--~~~------------------~~--~~----~--~~~~~·o--u.utl 
422 GRPB-PEG 0.06 105.63 16.80 (25) 61 GRPIII-EXPTIIB 0.3 
N 
00 
VI 
423 GAPB-PEG 0.06 141 .76 23.85 (25) 64 GRPIII-EXPTIIB 0.6 
424 GRPB-PEG 0.12 141 .49 14.03 (25) 65 GRPIII·EXPTIIB 0.1 
236 GRPC-PEG 0.07 135.4 16.36 (30) 70 GAPIII-EXPTIIB 0.4 
425 GRPB-PEG 0.12 162.58 19.49 (25) 60 GAPIII-EXPTIIB 0.15 
250 GAPI-EXPTII 0.12 176.25 0 31 .01 (30) 59 GRPIII-EXPTIIB 0.5 
232 GRPC-PEG 0.09 147.81 16.20 (30) 58 GRPIII-EXPTIIB 0.18 
233 GRPC-PEG 0.11 159.52 14.03 (30) 56 GRPIII-EXPTIIB 0.4 
72 GRPA·PEG 0.07 122.43 21 .69 (20) 55 GRPIII-EXPTIIB 0.25 
234 GRPC-PEG 0.11 210.1 26.56 (30) 54 GRPIII-EXPTIIB 0.08 
71 GRPA-PEG 0.05 159.45 16.64 (20) 53 GRPIII-EXPTIIB 0.2 
70 GRPA·PEG 0.07 196.08 16.89 (20) 52 GRPIII-EXPTIIB 0.13 
69 GRPA-PEG 0.05 255.52 26.56 (20) 
72 GRPA-PEG 0.07 238.14 21 .69 (29) 
74 GRPA-PEG 0.05 182.25 16.36 (20) 
199 GRPA-SEQ 0.14 205.2 16.36 (19) 
196 GRPB-SEQ 0.06 186.26 18.97 (35) 
247 GRPI-EXPTII 0.12 295.39 0 29.82 (30) 
200 GRPB-SEQ 0.04 127.1 16.06 (35) 
201 GRPB-SEQ 0.08 258.36 22.40 (35) 
202 GRPB-SEQ 0.04 242.21 18.97 (35) 
419 GRPB-PEG 0.08 139.33 21 .53 (25) 
196 GRPA·SEQ 0.1 156.6 13.45 (19) 
176 GRPA-SEQ 0.06 167.25 13.45 (19) 
198 GRPA-SEQ 0.14 265.03 19.79 (19) 
175 GRPA-SEQ 0.06 276.72 19.79 (19) 
368 GRPB-PEG 0.15 213.61 26.56 (25) 
371 GRPB-PEG 0.2 175.98 16.89 (25) 
373 GRPB·PEG 0.2 138.26 23.69 (25) 
374 GRPB·PEG 0.15 164.28 16.36 (25) 
375 GRPB-PEG 0.1 133.68 16.80 (25) 
376 GRPB-PEG 0.1 153.68 14.03 (25) 
377 GRPB·PEG 0.2 116.99 16.64 (25) 
197 GRPA·SEQ 0.12 170.16 13.45 (19) 
177 GRPA-SEQ 0.1 195.7 13.45 (19) 
199 GRPB-SEQ 0.08 161.81 16.06 (_35) 
180 GRPA-SEQ 0.08 209.26 13.45 (19) 
178 GRPA-SEQ 0.1 189.99 16.36 (19) 
Peg-In-Hole 
Trial Series Gain 
22 GRPI-EXPTII 4 
11 GRPI-EXPTII 0.5 
19 GRPI-EXPTIIB 2 
18 GRPI-EXPTIIB 0.13 
22 GRPB-SEQ 3 
7 GRPI-EXPTII 2.5 
16 GRPI-EXPTIIB 0.4 
17 GRPI-EXPTIIB 0.7 
30 GRPB-PEG 1.6 
31 GRPB-PEG 1.6 
32 GRPB-PEG 0.8 
34 GRPB-PEG 2.4 
36 GRPB-PEG 1.6 
37 GRPB-PEG 0.8 
38 GRPB-PEG 2.4 
15 GRPI-EXPTII 1.1 
6 GRPI-EXPTII 0.9 
21 GRPI-EXPTII 1.2 
8 GRPI-EXPTII 0.3 
9 GRPI-EXPTII 0.8 
10 GRPI-EXPTII 1.5 
14 GRPI-EXPTII 0.4 
16 GRPI-EXPTII 3 
Peg-In-Hole KeyPad RTX100 
17 GRPI-EXPTII 0.6 
18 GRPI-EXPTII 1.3 
Trial Series Gain Time Error Effort Difficult 19 GRPI-EXPTII 3.5 
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41 .36 53.32 
73.73 288.6 
116.51 502.2 
88.56 242.4 
95.03 251.4 
34.71 167.9 
50.43 259.4 
88.22 434.9 
23.18 182.5 
109.2 669.0 
44.n 46.32 
76.79 189.4 
82.61 163.4 
T rackBaii-Marcus 
Time 
58.6 
56.63 
Error 
0 
0 
34.28 415.9 
37.61 310.2 
52.95 
30.98 0 
50.26 787.0 
14.44 254.1 
17.63 
23.28 
11.61 
13.01 
17.64 
19.84 
69.88 
34.93 0 
40.38 0 
28.89 0 
59.27 0 
28.3 0 
43.82 0 
25.88 0 
14.83 0 
14.5 0 
20.97 0 
28.49 0 
602 
621 
596 
1290 
708 
455 
412 
1032 
159 
1007 
624 
873 
1023 
Effort 
42 
32 
63 
15 
4.45 (56) 
33.33 (56) 
36.52 (56) 
21.53 (56) 
25.26 (56) 
11.06 (56) 
20.90 (56) 
24.01 (56) 
8.61 (56) 
32.79 (56) 
5.74 (56) 
23.19 (56) 
12.17 (56) 
SIMULATION 
Difficult 
60.42 (42) 
46.20 (42) 
30.44 (52) 
31.93 (52) 
15.06 (36) 
45.22 (42) 
61 .55 (52) 
20.16 (52) 
14.03 (37) 
24.38 (37) 
14.20 (37) 
21 .67 (37) 
18.97 (37) 
16.64 (37) 
23.69 (37) 
40.35 (42) 
49.23 (42) 
26.44 (42) 
57.61 (42) 
40.82 (42) 
50.39 (42) 
31 .07 (42) 
21.92 (42) 
22.34 (42) 
21 .48 (42) 
21 .50 (42) 
S GAPI-txPfii 
12 GRPIII-EXPTII 0.04 
94 GAPB-SEQ 0.2 
7 GRPIII-EXPTII 0.04 
23 GRPIII-EXPTII 0.07 
B7 GRPB-SEQ 0.6 
BB GRPB-SEQ 1 
B9 GRPB-SEQ 0.6 
95 GRPB-SEQ 1 
3 GRPIII-EXPTII 0.02 
4 GRPIII-EXPTII 0.02 
5 GRPIII-EXPTII 0.1 
6 GRPIII-EXPTII 0.06 
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27.29 
19.95 
(10) 
(10) 
(10) 
(10) 
(31) 
(35) 
(20) 
(20) 
(20) 
(31) 
(36) 
(35) 
(24) 
(36) 
(20) 
(36) 
(20) 
(29) 
(31) 
(31 ) 
(20) 
(31) 
(20) 
(36) 
(31) 
(29) 
(31) 
(35) 
(31) 
(35) 
(35) 
(35) 
(35) 
(31) 
(35) 
(19) 
(1 9) 
(19) 
(27) 
(27) 
(27) 
(27) 
19 GAPB-SEQ 
18 GRPB-SEQ 
17 GRPB-SEQ 
16 GRPB-SEQ 
88 GRPA-PEG 
79 GRPB-SEQ 
90 GRPA-PEG 
77 GRPB-SEQ 
76 GRPB-SEQ 
71 GRPB-SEQ 
189 GRPA-PEG 
188 GRPA-PEG 
186 GAPA-PEG 
183 GRPA-PEG 
182 GRPA-PEG 
72 GRPB-SEQ 
73 GRPB-SEQ 
74 GRPB-SEQ 
15 GRPB-SEQ 
262 GRPII-EXPTII 
11 GRPC-PEG 
10 GAPC-PEG 
8 GRPC-PEG 
7 GRPC-PEG 
6 GRPC-PEG 
75 GRPB-SEQ 
255 GRPII-EXPTII 
256 GRPII-EXPTII 
257 GRPII-EXPTII 
258 GRPII-EXPTII 
259 GRPII-EXPTII 
140 GRPA-SEQ 
261 GRPII-EXPTII 
13 GRPC-PEG 
263 GRPII-EXPTII 
135 GRPA-SEQ 
96 GRPA-PEG 
264 GRPII-EXPTII 
265 GRPII-EXPTII 
267 GRPII-EXPTII 
136 GRPA-SEQ 
137 GRPA-SEQ 
1.2 
0.6 
1.2 
1 
0.15 
1 
0.05 
0.5 
2 
0.5 
0.4 
0.04 
0.22 
0.04 
0.04 
2 
1.2 
0.08 
0.02 
0.06 
0.06 
0.02 
0.02 
2 
0.03 
0.09 
0.05 
0.07 
0.04 
0.03 
0.1 
0.04 
0.15 
0.03 
0.15 
0.11 
0.03 
0.06 
0.03 
0.09 
13.68 
25.38 
26.25 
18.19 
25.98 
17.3 
33.45 
22.51 
29.53 
23.23 
24.06 
14.7 
62.73 
32.19 
19.66 
28.39 
18.95 
48.11 
15.42 
14.54 
19.57 
36.43 
100.13 
73.49 
24.33 
57.52 
51 .36 
25.48 
12.35 
28.12 
30.1 
12.25 
34.1 
174.17 
17.84 
10.11 
36.81 
25.22 
27.42 
108.36 
12.85 
10.33 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
23.85 
23.85 
27.29 
23.85 
19.49 
19.95 
26.56 
27.29 
23.85 
23.85 
16.64 
14.20 
18.97 
23.69 
16.64 
27.29 
23.85 
19.95 
19.95 
20.16 
19.06 
16.80 
21.53 
21 .53 
18.80 
27.29 
43.31 
24.24 
18.58 
32.44 
35.99 
18.97 
24.75 
23.85 
27.00 
16.06 
21.53 
19.72 
21 .50 
60.42 
22.40 
16.06 
(27) 
(27) 
(27) 
(27) 
(29) 
(35) 
(29) 
(35) 
(35) 
(35) 
(20) 
(20) 
(20) 
(20) 
(20) 
(35) 
(35) 
(35) 
(27) 
(31 ) 
(24) 
(24) 
(24) 
(24) 
(24) 
(35) 
(31) 
(31) 
(31) 
(31 ) 
(31) 
(19) 
(31) 
(24) 
(31) 
(19) 
(29) 
(31) 
(31) 
(31) 
(19) 
(1 9) 
.................. j~j!§-,d!A~P~X~-s~b'd~--·o~.~o9r---~1~0~.~~-------------------1~8~.9~7~--~(1~9~)----;.34~-G;~R;PA~-~S;E~0----~0.1 
N 
\D 
0 
93 GRPA·PEG 0.25 73.17 16.80 (29) 31 GRPA·SEQ 0.4 
260 GRPII·EXPTII 0.14 60.69 0 51.74 (31) 43 GRPC·PEG 0.05 
151 GRPA·PEG 0.4 97.1 23.69 (29) 238 GRPB-PEG 1 
399 GRPB-PEG 4 14.6 21.53 (25) 237 GRPB-PEG 2 
400 GRPB-PEG 4 17.15 18.80 (25) 236 GRPB·PEG 
402 GRPB-PEG 0.5 11 .15 14.03 (25) 235 GRPB·PEG 
403 GRPB·PEG 1 10.7 14.20 (25) 234 GRPB-PEG 
223 GRPC-PEG 0.03 8.79 16.20 (30) 233 GRPB-PEG 
140 GRPB·SEQ 2.5 24.39 22.40 (26) 230 GRPB-PEG 
224 GRPC-PEG 0.02 40.71 21 .69 (30) 133 GRPB-SEQ 
21 GRPB·SEQ 3 42.73 18.97 (36) 33 GRPA-SEQ 
152 GRPA·PEG 0.25 57.07 18.97 (29) 132 GRPB-SEQ 
395 GRPB-PEG 0.3 19.27 21 .67 (25) 35 GRPA·SEQ 
150 GRPA·PEG 0.25 16.21 14.03 (29) 36 GRPA-SEQ 
148 GRPA-PEG 0.4 65.59 16.64 (29) 175 GRPB·SEQ 
147 GRPA-PEG 0.15 68 24.38 (29) 176 GRPB-SEQ 
41 GRPC-PEG 0.02 36.09 21.53 (25) 177 GRPB·SEQ 
37 GRPC-PEG 0.05 24.93 18.80 (25) 178 GRPB·SEQ 
36 GRPC-PEG 0.05 126.33 23.85 (25) 179 GRPB·SEQ 
35 GRPC·PEG 0.02 24.67 16.80 (25) 180 GRPB·SEQ 
153 GRPA·PEG 0.4 79.2 19.06 (29) 37 GRPA·SEQ 
219 GRPC-PEG 0.04 37.73 21 .67 (30) 39 GRPA-SEQ 
161 GRPC-PEG 0.1 82.56 21 .53 (25) 32 GRPA·SEQ 
160 GRPC-PEG 0.02 18.61 16.64 (25) 138 GRPB·SEQ 
162 GRPC-PEG 0.06 27.36 18.80 (25) 183 GRPB·SEQ 
163 GRPC-PEG 0.06 69.37 23.85 (25) 134 GRPB·SEQ 
164 GRPC-PEG 0.1 20.76 16.80 (25) 135 GRPB-SEQ 
165 GRPC-PEG 0.02 28.23 19.06 (25) 136 GRPB-SEQ 
166 GRPC-PEG 0.02 37.02 24.38 (25) 137 GRPB-SEQ 
398 GRPB-PEG 4 15.45 16.36 (25) 181 GRPB·SEQ 
218 GRPC-PEG 0.02 15.11 16.89 (30) 182 GRPB·SEQ 
397 GRPB-PEG 1 10.16 19.49 (25) 139 GRPB·SEQ 
2 
3 
1 
3 
1.5 
0.4 
2.5 
0.4 
0.2 
1.5 
1.5 
2 
0.1 
0.1 
0.2 
1.5 
2 
1.5 
3.5 
3.5 
3.5 
2 
1.5 
2.5 
.......... 
31.65 
40.31 
18.06 
11 .26 
25.05 
31.92 
19.72 
22.07 
16.04 
19.72 
24.05 
57.9 
24.71 
50.96 
19.5 
18.68 
17.48 
19.56 
12.46 
18.78 
20.1 
30.59 
14.82 
46.09 
15.38 
18.45 
20.17 
73.54 
29.01 
24.66 
15.95 
17.85 
18.07 
10.0'1 (;:IUJ 
18.97 (31) 
15.06 (31) 
14.03 (25) 
14.03 (25) 
26.56 (25) 
23.69 (25) 
16.36 (25) 
16.80 (25) 
16.64 (25) 
16.89 (25) 
18.97 (26) 
22.40 (31) 
18.97 (26) 
18.97 (31) 
15.06 (31) 
18.97 (26) 
15.06 (26) 
22.40 (26) 
15.06 (26) 
22.40 (26) 
18.97 (26) 
22.40 (31) 
15.06 (31) 
18.97 (31) 
15.06 (26) 
15.06 (26) 
22.40 (26) 
22.40 (26) 
15.06 (26) 
18.97 (26) 
18.97 (26) 
22.40 (26) 
15.06 (26) 
221 GRPC-PEG 0.04 11 .53 14.03 (30) 
-----------------·------- - -- ---
38 GRPA-SEQ 0.2 33.68 22.40 (31) 
222 GRPC-PEG 0.03 90.19 23.85 (30) 
189 GRPC-PEG 0.05 22.52 16.20 (30) 
188 GRPC-PEG 0.05 44.33 26.56 (30) 
187 GRPC-PEG 0.03 21 .03 18.97 (30) 
184 GRPC-PEG 0.05 71 .62 16.80 (30) 
40 GRPC-PEG 0.08 89.53 21 .67 (25) 
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Peg-In-Hole 
Trial Series 
32 GRPIII·EXPTIIB 
45 GRPB·PEG 
40 GRPB·PEG 
46 GRPB-PEG 
41 GRPB-PEG 
Gain 
0.05 
0.35 
0.7 
0.7 
0.7 
GamePad-PH9 SIMULATION 
Time Error Effort Difficult 
66.4 264.6 3 32.33 (54) 
20.16 18.97 (37) 
23.51 21 .67 (37) 
15.82 16.89 (37) 
24.89 23.69 (37) 
N 
\() 
1.4 
48 GAPS-PEG 1.4 
47 GAPS-PEG 0.35 
39 GRPIII-EXPTIIS 0.15 
17 GRPI-EXPTIIS 1.5 
16 GRPI-EXPTIIS 7 
27 GRPII-EXPTIIS 0.1 
28 GRPII-EXPTIIS 0.4 
29 GRPII-EXPTIIS 0.05 
30 GRPIII-EXPTIIS 0.06 
30 GRPII-EXPTIIS 0.18 
31 GRPII-EXPTIIS 0.08 
26 GRPII-EXPTIIS 0.15 
27 GRPIII-EXPTIIS 0.13 
40 GRPIII·EXPTIIS 0.13 
20 GRPI-EXPTIIS 0.7 
38 GRPIII-EXPTIIS 0.15 
37 GRPIII-EXPTIIS 0.13 
36 GRPIII-EXPTIIS 0.09 
35 GRPIII-EXPTI IB 0. 1 
34 GRPIII-EXPTIIS 0.08 
33 GRPIII-EXPTIIB 0.07 
31 GRPIII-EXPTIIB 0.08 
29 GRPIII-EXPTIIB 0.08 
28 GRPIII-EXPTIIB 0.1 
42 GRPIII·EXPTIIB 0.05 
30 GRPI-EXPTIIB 5 
25 GRPII·EXPTIIB 0.8 
24 GRPII-EXPTIIB 0.06 
23 GRPII·EXPTIIB 0.2 
22 GRPII-EXPTIIB 0.25 
20 GRPII-EXPTIIB 0.09 
1 9 GRPII-EXPTIIS 0.1 
18 GRPII-EXPTIIS 0.07 
17 GRPII·EXPTIIS 0.5 
34 GRPI-EXPTIIB 5 
18 GRPI-EXPTIIB 0.8 
31 GRPI-EXPTIIB 0.2 
19 GRPI·EXPTIIB 
29 GRPI-EXPTIIB 0.4 
28 GRPI-EXPTIIB 0.9 
27 GRPI-EXPTIIB 4 
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52.63 
41 .74 
47.35 
32.24 
36.69 
32.14 
48.57 
197.35 
19.72 
53.41 
2.96 
28.01 
20.93 
82.53 
67.17 
8.19 
19.17 
35.42 
115.29 
147.49 
44.14 
44.66 
17.69 
43.38 
80.3 
111.4 
43.21 
59.93 
45.42 
20.82 
29.28 
33.38 
41 .91 
34 
121.23 
35.06 
31.92 
17.75 
6.04 
36.62 
6.86 
13.19 
159.7 
282.1 
213.2 
222.7 
309.8 
81.61 
621 .3 
63.53 
669.9 
332 
409.3 
536.3 
155.3 
232.4 
108.4 
234.6 
383.7 
298.3 
315 
160 
412.7 
484.7 
647.0 
800.7 
185.9 
478.3 
185.9 
172.4 
569.9 
283.4 
213.2 
655.6 
404.7 
270.2 
221.6 
76.92 
282 
46.87 
167.7 
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9 
27 
38 
24 
167 
1 
0 
2 
8 
9 
11 
5 
49 
39 
4 
3 
0 
1 
6 
4 
41 
44 
4 
9 
15 
5 
21 
0 
80 
22 
10 
6 
2 
16 
0 
13 
21 .53 
14.03 
21 .69 
13.13 
42.24 
15.64 
33.17 
41 .81 
13.02 
31.43 
10.20 
37.30 
23.01 
33.83 
39.59 
11 .17 
16.90 
18.80 
33.17 
48.82 
27.37 
23.01 
17.64 
37.33 
39.86 
49.33 
56.40 
17.72 
39.86 
14.20 
18.65 
44.15 
32.29 
24.76 
39.59 
40.57 
28.69 
13.03 
12.64 
34.33 
11 .47 
18.80 
(37) 
(37) 
(37) 
(54) 
(58) 
(58) 
(66) 
(66) 
(66) 
(54) 
(66) 
(66) 
(66) 
(54) 
(54) 
(58) 
(54) 
(54) 
(54) 
(54) 
(54) 
(54) 
(54) 
(54) 
(54) 
(54) 
(58) 
(66) 
(66) 
(66) 
(66) 
(66) 
(66) 
(66) 
(66) 
(58) 
(58) 
(58) 
(58) 
(58) 
(58) 
(58) 
26 GRPI-EXPTIIB 1.25 
25 GRPI-EXPTIIS 0.5 
24 GRPI·EXPTIIB 3 
23 GRPI-EXPTIIB 1.75 
22 GRPI·EXPTIIB 0.6 
21 GRPI-EXPTIIB 2 
41 GRPIII-EXPTIIS 0.08 
32 GRPI-EXPTIIS 0.3 
34 GRPII·EXPTIIS 0.13 
32 GRPII-EXPTIIS 0.6 
26 GRPIII·EXPTIIS 0.15 
43 GRPIII-EXPTIIS 0.1 
33 GRPII-EXPTIIS 0.09 
59 PRELIMS 0.5 
57 PRELIMS 0.5 
56 PRELIMS 0.1 
58 PRELIMS 0.3 
55 PRELIMS 0.5 
54 PRELIMS 0.3 
53 PRELIMS 0.1 
407 GRPS-PEG 0.6 
60 PRELIMS 0.3 
405 GRPS-PEG 0.9 
163 GRPC-SEQ 0.5 
404 GRPS-PEG 0.9 
403 GRPS-PEG 0.9 
402 GRPB-PEG 1.2 
406 GRPS-PEG 1.2 
113 GRPC-SEQ 0.4 
58 PRELIMS 0.1 
30 GRPA·SEQ 0.2 
29 GRPA·SEQ 0.4 
426 GRPII-EXPTII 0.1 
425 GRPII·EXPTII 0.05 
105 GRPC-SEQ 0.4 
106 GRPC-SEQ 0.6 
107 GRPC-SEQ 0.6 
108 GRPC-SEQ 0.6 
165 GRPC-SEQ 0.5 
110 GRPC-SEQ 0.2 
61 PRELIMS 0.1 
114 GRPC-SEQ 0.2 
10 
52.05 
39.01 
26.3 
19.82 
29.23 
6.43 
11.2 
20.6 
29.99 
67.07 
14.49 
29.81 
17.19 
8.57 
70.36 
28.52 
17.41 
14.05 
43.79 
43.83 
19.06 
68.12 
17.68 
47.35 
57.39 
42.46 
52.51 
18.4 
36.53 
7.41 
15.76 
70.79 
71.78 
17.74 
18.46 
16.04 
12.52 
9.28 
11.97 
16.15 
11 .59 
183.5 
606.2 
472.7 
385.1 
186.3 
705.2 
63.88 
153.9 
276.5 
305.8 
120.7 
83.18 
380.3 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
2 
18 
34 
18 
15 
23 
1 
0 
5 
22 
19 
0 
8 
16.80 
44.72 
35.46 
28.81 
18.56 
37.30 
8.89 
13.13 
18.22 
28.67 
18.21 
12.47 
33.75 
20.91 
16.00 
25.30 
25.30 
25.30 
16.00 
20.91 
18.97 
20.91 
24.38 
19.79 
14.03 
16.64 
19.06 
18.80 
19.79 
20.91 
15.06 
22.40 
48.12 
49.83 
16.36 
12.45 
19.79 
16.36 
16.36 
12.45 
16.00 
16.36 
(58) 
(58) 
(58) 
(58) 
(58) 
(58) 
(54) 
(58) 
(66) 
(66) 
(54) 
(54) 
(66) 
(07) 
(07) 
(07) 
(07) 
(07) 
(07) 
(07) 
(15) 
(07) 
(15) 
(15) 
(15) 
(15) 
(15) 
(15) 
(15) 
(02) 
(19) 
(19) 
(15) 
(15) 
(15) 
(15) 
(15) 
(15) 
(15) 
(15) 
(07) 
(15) 
159 GRPC·SEQ 
162 GRPC-SEQ 
215 GRPA·PEG 
164 GRPC-SEQ 
166 GRPC-SEQ 
167 GRPC-SEQ 
168 GRPC-SEQ 
169 GRPC-SEQ 
109 GRPC-SEQ 
41 GRPA-PEG 
218 GRPA-PEG 
37 GRPA-PEG 
39 GRPA-PEG 
276 GRPA-SEQ 
277 GRPA-SEQ 
278 GRPA-SEQ 
279 GRPA-SEQ 
280 GRPA-SEQ 
281 GRPA-SEQ 
282 GRPA-SEQ 
35 GRPA-PEG 
284 GRPA-SEQ 
266 GRPC-SEQ 
42 GRPA-PEG 
321 GRPA-SEQ 
322 GRPA-SEQ 
323 GRPA-SEQ 
324 GRPA-SEQ 
325 GRPA-SEQ 
326 GRPA-SEQ 
327 GRPA-SEQ 
328 GRPA-SEQ 
329 GRPA-SEQ 
283 GRPA-SEQ 
11 PRELIMB 
23 PRELIMB 
22 PRELIMB 
21 PRELIMB 
20 PRELIMB 
219 GRPA-PEG 
57 PRELIMB 
0.4 
0.4 
0.13 
0.3 
0.3 
0.4 
0.3 
0.5 
0.2 
2.5 
0.25 
0.5 
0.5 
0.07 
0.21 
0.14 
0.14 
0.21 
0.14 
0.07 
0.5 
0.21 
0.7 
2.5 
0.27 
0.27 
0.27 
0.09 
0.18 
0.09 
0.18 
0.18 
0.09 
0.07 
0.1 
0.3 
0.1 
0.5 
0.1 
0.13 
0.3 
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15.82 
19 
16.36 
11 .37 
16.7 
10.38 
15.98 
14.83 
15.44 
9.44 
11 .32 
16.87 
15.06 
24 
16.85 
25.15 
36.63 
21 .19 
15.76 
54.88 
30.76 
31 .85 
20.64 
10.22 
41 .03 
25.98 
18.74 
22.35 
16.31 
58.16 
27 .14 
36.37 
36.14 
22.81 
41 .96 
49.99 
57.01 
29 
91 .01 
39.22 
28.57 
0 
0 
0 
0 
0 
0 
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16.36 
19.79 
14.03 
12.45 
16.36 
12.45 
19.79 
12.45 
19.79 
14.03 
14.03 
16.80 
14.03 
16.06 
16.06 
18.97 
22.40 
18.97 
16.06 
22.40 
24.38 
22.40 
23.85 
23.85 
20.95 
27.29 
23.85 
20.95 
20.95 
27.29 
23.85 
27.29 
23.85 
16.06 
16.00 
16.00 
20.91 
16.00 
25.30 
26.56 
25.30 
(15) 
(15) 
(18) 
(1 5) 
(15) 
(15) 
{15) 
(15) 
(15) 
(18) 
(18) 
(18) 
(18) 
(15) 
(15) 
{15) 
(15) 
(15) 
(15) 
(15) 
(18) 
(15) 
{08) 
(1 8) 
(15) 
{15) 
(15) 
{15) 
(15) 
(15) 
(15) 
(15) 
(15) 
(15) 
(03) 
(03) 
(03) 
(03) 
(03) 
(18) 
(02) 
3 PRELIMB 
213 GRPA-PEG 
212 GRPA-PEG 
36 GRPA-PEG 
18 PRELIMB 
401 GRPB-PEG 
34 GRPA-PEG 
275 GRPC·SEQ 
274 GRPC-SEQ 
273 GRPC-SEQ 
272 GRPC-SEQ 
271 GRPC-SEQ 
270 GRPC-SEQ 
269 GRPC-SEQ 
268 GRPC-SEQ 
267 GRPC-SEQ 
19 PRELIMB 
54 PRELIMA 
56 PRELIMB 
6 GRPC-SEQ 
7 GRPC-SEQ 
8 GRPC-SEQ 
46 PRELIMA 
47 PRELIMA 
48 PRELIMA 
49 PRELIMA 
50 PRELIMA 
51 PRELIMA 
200 GRPC-PEG 
53 PRELIMA 
201 GRPC-PEG 
9 GRPC-SEQ 
10 GRPC-SEQ 
11 GRPC-SEQ 
12 GRPC-SEQ 
13 GRPC-SEQ 
14 GRPC-SEQ 
166 GRPC-SEQ 
167 GRPC-SEQ 
168 GRPC-SEQ 
PRELIMB 
0.3 
0.25 
0.25 
1.25 
0.3 
0.6 
2.5 
1.8 
1.8 
0.7 
1.3 
0.7 
1.3 
0.7 
1.8 
1.3 
0.5 
0.3 
0.5 
0.25 
0.13 
0.5 
0.2 
0.2 
0.4 
0.4 
0.8 
0.7 
0.7 
0.3 
1.5 
0.13 
0.5 
0.25 
0.5 
0.25 
0.1 3 
0.2 
0.2 
0.6 
0.5 
9.73 
14.93 
19.99 
14.22 
40.03 
104.52 
14.5 
15.16 
23.06 
14.5 
21 .53 
22.34 
17.91 
16.59 
35.1 
16.8 
34.83 
40.79 
21.97 
18.19 
18.18 
13.84 
41 .36 
41 .24 
30.7 
31.91 
123.37 
54.38 
30.22 
34.33 
27.08 
13.78 
17.31 
24.62 
22.97 
17.36 
14.61 
12.46 
16.31 
15.94 
13.84 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
10. ;;71 \10/ 
16.00 
21 .69 
19.49 
23.69 
20.91 
21.69 
21 .67 
20.95 
23.85 
20.95 
23.85 
27.29 
20.95 
23.85 
27.29 
27.29 
25.30 
47.28 
25.30 
15.06 
22.40 
14.06 
47.28 
47.28 
47.28 
47.28 
47.28 
47.28 
21 .67 
47.28 
16.89 
14.06 
18.97 
22.40 
22.40 
18.97 
18.97 
16.36 
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55 PRELIMA 
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88 GRPA-PEG 
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275 GRPB·PEG 
276 GRPB-PEG 
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11 GRPA·SEQ 
89 GRPA-PEG 
91 GRPA·PEG 
92 GRPA·PEG 
42 GRPB-SEQ 
154 GRPC-PEG 
10 GRPA-PEG 
67 GRPB-SEQ 
66 GRPB-SEQ 
65 GRPB-SEQ 
79 GRPC-PEG 
69 GRPB-SEQ 
51 GRPB-SEQ 
70 GRPB-SEQ 
157 GRPC-PEG 
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7 GRPA-SEQ 
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12 GRPA·SEQ 
130 GRPC-PEG 
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80 GRPA-PEG 
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11 .7 
47.78 
7.13 
7.41 
11 .7 
13.72 
13.62 
9.89 
14.99 
22.19 
16.97 
11 .99 
19.45 
21.09 
9.72 
10.21 
14.44 
6.81 
20.95 
16.36 
19.79 
19.79 
23.85 
18.97 
22.40 
27.29 
16.89 
14.20 
14.03 
15.06 
21.53 
24.38 
22.40 
18.80 
18.97 
16.64 
19.95 
16.36 
19.79 
12.45 
16.06 
18.97 
16.06 
22.40 
14.03 
16.20 
18.97 
22.40 
18.97 
15.06 
22.40 
22.40 
19.79 
16.36 
23.85 
24.38 
18.80 
16.64 
12.45 
12.45 
(19} 
(26} 
(26) 
(26) 
(29} 
(27) 
(27} 
(31 } 
(20) 
(30} 
(20} 
(31} 
(20} 
(29) 
(27) 
(29) 
(27} 
(29) 
{31 ) 
(26) 
(26) 
(26) 
(27) 
(27) 
(27) 
(27) 
(29) 
(25) 
(26) 
(26) 
(26) 
(26) 
(26) 
(35) 
(32) 
(32) 
(25) 
{25) 
(29) 
(25) 
(32) 
(32) 
................ ~§~2'/~Q~A~P~6~-P'b~Q~ .. ~4r-.... ,7.;86r-.................. ~1~4~.2~0----~(2~5)~--~10~4~G~R~P~c;._;P;EG~----~o~.4~--~13.35 
w 
0 
0 
328 GRPB-PEG 2 9.45 16.36 (25) 103 GRPC-PEG 0.2 20.59 
330 GRPB-PEG 2 16.69 26.56 (25) 101 GRPC-PEG 0.3 16.7 
107 GRPC-PEG 0.4 11.48 19.06 (25) 100 GRPC-PEG 0.3 23.78 
322 GRPB-PEG 2 9.39 16.64 (25) 113 GRPA-SEQ 1.5 18.78 
11 GRPB-SEQ 0.7 7.74 16.06 (35) 165 GRPB-SEQ 1 8.68 
12 GRPB-SEQ 0.3 23.44 18.97 (35) 177 GRPB-SEQ 1.4 12.6 
16 GRPA-PEG 0.25 13.<' 14.03 (29; 8 GRPA-SEQ 0.4 12.2 
14 GRPA-PEG 0.75 7.96 14.03 (29) 7 GRPA-SEQ 0.4 14.83 
104 GRPA-PEG 1 19.6 23.85 (20) 6 GRPA-SEQ 0.2 25.93 
103 GRPA-PEG 0.2 28.96 18.80 (20) 5 GRPA-SEQ 0.8 17.14 
102 GRPA-PEG 4 16.75 16.64 (20) 202 GRPC-PEG 3.1 12.29 
101 GRPA-PEG 11 .54 19.49 (20) 201 GRPC-PEG 3.1 13.34 
100 GRPA-PEG 10.82 14.03 (20) 199 GRPC-PEG 1.1 9.84 
172 GRPB-SEQ 1.5 10.77 15.06 (26) 174 GAPB-SEQ 2.8 10.33 
98 GRPA-PEG 4 19.32 19.06 (20) 182 GRPB-SEQ 0.7 17.25 
173 GRPB-SEQ 1.5 16.75 22.40 (26) 176 GRPB-SEQ 2.8 12.26 
10 GRPB-SEQ 1 9.46 16.06 (35) 181 GRPB-SEQ 0.7 21 .37 
9 GRPB-SEQ 0.3 46.52 22.40 (35) 178 GRPB-SEQ 1.4 9.61 
8 GRPB-SEQ 1 12.8 22.40 (35) 179 GRPB-SEQ 1.4 8.68 
7 GRPB-SEQ 0.7 15.81 18.97 (35) 195 GRPC-PEG 1 12.58 
6 GRPB-SEQ 16.48 18.97 (35) 110 GRPA-PEG 1.5 15.82 
13 GRPA-PEG 1 10.98 16.89 (29) 196 GRPC-PEG 1.5 9.55 
12 GRPA-PEG 0.25 32.79 26.56 (29) 197 GRPC-PEG 1.5 8.83 
11 GRPA-PEG 10.82 21 .69 (29) 198 GRPC-PEG 1 13.09 
103 GRPA-PEG 1.5 10.76 16.80 (29) 199 GRPC-PEG 2 8.29 
99 GRPA-PEG 0.2 37.07 21.69 (20) 7 GRPC-PEG 0.1 15.44 
110 GRPA-SEQ 2 13.13 15.06 (31) 175 GRPB-SEQ 0.7 17.9 
198 GRPC-PEG 1.1 18.61 21.69 (30) 
196 GRPC-PEG 2.1 23.18 23.85 (30) 
195 GRPC-PEG 2.1 17.31 14.03 (30) 
Peg-In-Hole 20 Magellan 
194 GRPC-PEG 3.1 13.83 24.38 (30) 
228 GRPB-PEG 10.21 14.03 (25) 
227 GRPB-PEG 1 13.46 21.67 (25) 
108 GRPA-SEQ 2 18.72 18.97 (31 ) 
166 GRPB-SEQ 1.5 12.18 18.97 (26) 
192 GRPC-PEG 1 8.84 14.03 (25) 
109 GRPA-SEQ 2 19.5 22.40 (31) 
180 GRPB-SEQ 2.8 11 .76 16.06 (35) 
111 GRPA-SEQ 1.5 9.5 15.06 {31) 
108 GRPC-PEG 0.2 13.51 16.20 (25) 
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Trial Series 
8 GRPII-EXPTIIB 
20 GRPII-EXPTIIB 
19 GRPII-EXPTIIB 
18 GRPII-EXPTIIB 
17 GRPII-EXPTIIB 
16 GRPII-EXPTIIB 
15 GRPII-EXPTIIB 
14 GRPII-EXPTIIB 
13 GRPII-EXPTIIB 
12 GRPII-EXPTIIB 
Gain 
1.25 
0.04 
0.07 
0.9 
0.5 
0.6 
1.75 
2 
0.02 
0.2 
Time 
15.06 
20.81 
40.16 
23.34 
30.15 
4.77 
55.23 
33.78 
104.37 
36.31 
Error 
313.2 
165.5 
675.1 
322.7 
381.1 
61 .27 
616.4 
225.2 
308.6 
565.1 
Effort 
13 
1 
18 
19 
15 
5 
35 
29 
14 
27 
23.85. (25) 
21 .53 (25) 
16.80 (25) 
24.38 (25) 
18.97 (31 ) 
15.06 (26) 
22.40 (35) 
12.45 (32) 
19.79 (32) 
16.36 (32) 
19.79 (32) 
18.80 (30) 
14.03 (30) 
19.06 (30) 
18.97 (35) 
16.06 (35) 
22.40 (35) 
18.97 (35) 
18.97 (35) 
16.06 (35) 
16.64 (25) 
26.56 (29) 
19.06 (25) 
18.80 (25) 
24.38 (25) 
16.80 (25) 
23.69 (30) 
22.40 (35) 
SIMULATION 
Difficult 
20.16 (68) 
12.17 (68) 
39.53 (68) 
28.67 (68) 
49.13 (68) 
10.20 (68) 
46.87 (68) 
22.58 (68) 
24.67 (68) 
38.70 (68) 
w 
0 
e.so 
9 GRPII·EXPTIIB 0.7 
2 GRPII·EXPTIIB 0.05 
3 GRPII-EXPTIIB 2 
4 GRPII·EXPTIIB 0.8 
5 GRPII-EXPTIIB 0.03 
6 GRPII·EXPTIIB 1.5 
7 GRPII-EXPTIIB 0.75 
10 GRPII-EXPTIIB 0.1 
8 GRPI-EXPTII 0.4 
18 GRPI-EXPTII 0.25 
17 GRPI-EXPTII 0.65 
16 GRPI-EXPTII 0.75 
13 GRPI-EXPTII 0.9 
12 GRPI-EXPTII 0.1 
11 GRPI-EXPTII 0.8 
67 GRPI·EXPTIIB 0.5 
9 GRPI·EXPTII 0.3 
21 GRPI-EXPTII 0.15 
7 GRPI-EXPTII 0.7 
6 GRPI-EXPTII 0.5 
54 GRPIII-EXPTII 0.3 
53 GRPIII·EXPTII 0.15 
52 GRPIII-EXPTII 0.1 
51 GRPIII·EXPTII 0.08 
50 GRPIII-EXPTII 0.07 
10 GRPI·EXPTII 0.6 
71 GRPI-EXPTIIB 0.3 
81 GRPI-EXPTIIB 0.75 
80 GRPI-EXPTIIB 0.4 
78 GRPI-EXPTIIB 1.25 
77 GRPI-EXPTIIB 0.75 
76 GRPI-EXPTIIB 0.2 
75 GRPI-EXPTIIB 0.09 
74 GRPI-EXPTIIB 0.8 
19 GRPI-EXPTII 0.55 
72 GRPI-EXPTIIB 1.5 
20 GRPI-EXPTII 0.85 
68 GRPI-EXPTIIB 0.7 
65 GRPI-EXPTIIB 0.1 
48 GRPIII-EXPTII 0.4 
24 GRPI-EXPTII 0.35 
Printed · 10116199 10:29:53 AM 
W .Oi 
7.96 
36.51 
42.02 
17.08 
86.49 
66.14 
16.2 
26.75 
58.27 
27.35 
22.78 
63.1 
82.17 
79.97 
36.48 
43.55 
64.83 
24.33 
90.09 
104.85 
38.5 
62.89 
44.26 
147.86 
71 .91 
44.16 
74.09 
181.08 
122.37 
49.92 
28.46 
16.75 
205.47 
32.9 
24.5 
126.65 
49.82 
10.17 
37.56 
43.84 
15.26 
369.8 
141.2 
509.1 
757.1 
345.2 
242.9 
213.1 
218.6 
273.6 
0 
0 
0 
0 
0 
0 
0 
175.5 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
328 
647.8 
420.6 
414.2 
162.6 
38.18 
357.4 
317.3 
0 
207.2 
0 
84.72 
137.0 
0 
0 
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19 
6 
17 
33 
14 
34 
51 
13 
19 
30 
63 
224 
118 
66 
22 
27 
180 
43 
249 
15 
27 
44.01 
13.02 
41.62 
33.29 
22.92 
36.01 
22.53 
17.64 
29.12 
41 .76 
20.91 
16.80 
24.38 
49.83 
41 .68 
37.19 
15.11 
53.04 
16.03 
54.09 
46.80 
40.61 
44.57 
21.67 
63.97 
28.16 
35.39 
20.76 
46.87 
40.44 
24.78 
14.20 
11 .47 
42.31 
19.08 
16.85 
19.22 
21 .53 
10.20 
13.13 
38.86 
16.64 
(&d) 
(68) 
(68) 
(68) 
(68) 
(68) 
(68) 
(68) 
(68) 
(43) 
(43) 
(43) 
(43) 
(43) 
(43) 
(43) 
(57) 
(43) 
(43) 
(43) 
(43) 
(41) 
(41) 
(41) 
(41) 
(41) 
(43) 
(57) 
(57) 
(57) 
(57) 
(57) 
(57) 
(57) 
(57) 
(43) 
(57) 
(43) 
(57) 
(57) 
(41) 
(43) 
23 GRPI·EXPTII 0.95 
22 GRPI·EXPTII 0.45 
82 GRPI·EXPTIIB 0.15 
73 GRPI-EXPTIIB 0.6 
74 PRELIMA 0.05 
76 PRELIMA 0.05 
77 PRELIMA 0.8 
78 PRELI~.A 0.4 
79 PRELIMA 0.2 
80 PRELIMA 0.1 
82 PRELIMA 0.1 
81 PRELIMA 0.1 
14.1:14 
22.63 
80.02 
141.27 
57.45 
49.84 
52.13 
o3.17 
40.04 
42.35 
48.34 
50.85 
0 
0 
208.2 
374.4 
0 
0 
0 
0 
0 
0 
0 
0 
78 
165 
16.20 
20.22 
21 .53 
42.24 
47.28 
47.28 
47.28 
47.28 
47.28 
47.28 
47.28 
47.28 
(43) 
(43) 
(57) 
(57) 
(01) 
(01) 
(01) 
(01) 
(01) 
(01) 
(01) 
(01 ) 
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Control Mode CDev Bangle Peg Size Sp/Ord Total Time Seqlen Time Discrepancy Sequence User 
Manual N/A 30 1.3 1 18.14 10 5.01 1.15 4,9,8,6,8,1 3, 15,9,4,9 A 
Manual N/A 30 1.9 2 17.02 10 6.46 0.82 4,9,8,6,8,13,15,9,4,9 A 
Manual N/A 30 1.9 1 23.41 10 8.78 1.12 4,9,8,6,8,13,15,9,4,9 B 
Manual N/A 30 1.9 2 18.12 10 6.22 1.12 4,9,8,6,8,13,15,9,4,9 B 
Manual N/A 30 1.9 3 17.83 10 6.51 1.15 4,9,8,6,8,13,15,9,4,9 B 
Manual N/A 30 1.3 4 20.45 10 7.20 1.12 4,9,8,6,8,13,15,9,4,9 B 
Manual N/A 30 1.3 5 16.88 10 7.06 1.1 2 4,9,8,6,8,13,15,9,4,9 8 
Manual N/A 30 1.3 6 14.17 10 5.44 1.1 2 4,9,8,6,8,1 3,15,9,4,9 B 
Manual N/A 30 1.3 7 15.06 10 6.31 1.12 4,9,8,6,8,13,15,9,4,9 B 
Manual N/A 30 1.9 8 18.14 10 5.76 1.12 4,9,8,6,8,1 3,15,9,4,9 B 
Manual N/A 30 1.9 1 25.80 10 11 .94 1.15 15,8,15,8,1 0,9,8,5,7,3 c 
Manual N/A 30 1.3 1 28.94 10 6.88 1.13 15,14,5,6,13,12,11,1 5,8,3 c 
Manual N/A 30 1.9 2 24.50 10 10.80 1.17 15,14,5,6 ,1 3,12,11,1 5,8,3 c 
w Manual N/A 30 1.9 1 20.71 10 6.46 1.17 15,14,5,6,13,12,11,1 5,8,3 A 0 
w Manual N/A 30 1.9 2 20.28 10 8.62 1.14 15,14,5,6,13,1 2 ,11,15,8,3 A 
Manual N/A 30 1.3 3 17.63 10 5.49 1.14 15,14,5,6,13,12,11,15,8,3 A 
Manual N/A 30 1.3 4 16.33 10 6.08 1.15 15,14,5,6,13,12,11 ,15,8,3 A 
Pre-Programmed N/A 30 1.3 20 47.61 10 3.50 1.14 15,14,5,6,13,12,11 ,15,8,3 Robot 
Pre-Programmed N/A 30 1.3 40 25.52 10 3.20 1.15 15,14,5,6,13,12,11,15,8,3 Robot 
Pre-Programmed N/A 30 1.3 45 23.15 10 3.18 1.16 15,14,5,6,13,12,11,15,8,3 Robot 
Pre-Programmed N/A 30 1.3 50 21 .08 10 3.14 1.14 15,14,5,6,13,12,11,15,8,3 Robot 
Pre-Programmed N/A 30 1.3 55 19.15 10 3.11 1.15 15,14,5,6,13,12,11 ,15,8,3 Robot 
Pre-Programmed N/A 30 1.3 60 17.94 10 3.09 1.15 15, 14,5,6, 13,12,11,15,8,3 Robot 
Pre-Programmed N/A 30 1.3 65 16.88 10 3.02 1.17 15,14,5,6,13,12,11 ,15,8,3 Robot 
Manual N/A 30 1.9 1 19.30 10 5.70 1.15 7,9,4,14,5,10,15,1,2,9 8 
Manual N/A 30 1.3 2 18.23 10 4.18 1.12 7,9,4,14,5,10,15,1,2,9 8 
Learning across users & tasks 
18.55 13.82 13.31 17.6 23.41 20.45 15.38 1 t---- - '---· -- . -------=-=- -- - ----:- --·- - --=-18.06 13.42 12.93 15 18.12 16.88 16.14 2 
- -·--- 1"4.66 ----·- . 17.86 13.36 12.38 14.03 17.83 14.17 3 
16.5 12.79 13.45 14.28 18.14 15.06 13.79 4 
----- ·-----··-15.44 13.08 5 
------ - -·----- - ··- -·----=-13.08 6 
#51~------·- -- t-::-:-:-·- 1--·-- ----#5 1.3 #6 1.9 #6 1.1 #8 1.9 #8 1.3 #41.9 
- -- ·---·--- ------Time for successive trials by #num and PSize 
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SummarySheet 
Trial Gain Device Time SpErr/100 lncSpErr sumXY rsXY 
2 0.10 Mouse-GP 95.30 1091.43 883.83 68.79 49.15 
3 0.10 Mouse-GP 90.74 3332.53 1408.65 67.85 48.53 
4 0.10 Mouse-GP 68.49 917.55 526.62 67.86 48.91 
5 0.10 Mouse-GP 57.17 1393.58 756.33 71 .19 52.46 
6 0.10 Mouse-GP 63.10 1935.40 737.42 66.69 49.13 
7 0.10 Mouse-GP 54.71 1364.07 993.80 63.66 47.71 
8 0.10 Mouse-GP 49.98 780.77 967.80 66.10 46.81 
9 0.10 Mouse-GP 57.45 1192.29 1039.50 61 .07 44.22 
10 0.20 Mouse-GP 42.45 1083.48 1089.52 61 .83 43.72 
11 0.20 Mouse-GP 48.61 3193.40 2087.52 63.30 44.81 
12 0.20 Mouse-GP 41 .90 1301 .90 1547.04 72.69 53.17 
13 0.20 Mouse-GP 34.11 1460.37 1999.11 65.51 46.85 
14 0.20 Mouse-GP 41 .42 1453.06 2225.14 64.47 46.52 
15 0.20 Mouse-GP 40.53 2055.96 1920.23 66.49 47.63 
16 0.30 Mouse-GP 35.87 631 .04 1678.51 73.47 52.00 
17 0.30 Mouse-GP 43.12 800.76 2356.41 62.81 45.56 
18 0.30 Mouse-GP 35.42 855.00 1513.89 62.59 46.19 
19 0.30 Mouse-GP 45.25 457.02 1129.63 63.99 46.60 
20 0.30 Mouse-GP 37.84 2045.63 3280.12 72.58 52.09 
21 0.40 Mouse-GP 32.63 1011 .55 1662.24 73.72 53.37 
22 0.40 Mouse-GP 43.34 1183.01 1775.83 67.77 48.32 
23 0.40 Mouse-GP 37.45 1169.11 2427.78 67.12 47.72 
24 0.40 Mouse-GP 37.02 256.07 2259.94 68.50 50.01 
25 0.40 Mouse-GP 36.58 1699.41 2800.19 76.73 54.34 
26 0.40 Mouse-GP 48.89 2393.49 3200.23 66.52 47.56 
27 0.40 Mouse-GP 35.59 573.07 1478.11 67.87 49.10 
28 0.80 Mouse-GP 40.43 1799.08 4331 .03 74.74 52.87 
29 0.80 Mouse-GP 33.67 912.05 2114.17 73.83 52.48 
30 0.80 Mouse-GP 34.87 2152.18 4240.92 77.61 54.90 
31 1.60 Mouse-GP 47.46 2365.90 5868.09 77.69 58.93 
32 1.60 Mouse-GP 52.45 1476.65 7986.04 76.89 55.26 
33 0.10 Joystick 106.94 647.79 1173.41 93.20 66.77 
34 0.10 Joystick 36.20 98.56 560.36 76.82 54.34 
35 0.10 Joystick 36.14 160.54 490.62 69.21 48.95 
36 0.10 Joystick 44.71 231 .67 664.24 85.71 63.31 
37 0.10 Joystick 41 .36 133.47 532.87 80.97 58.70 
38 0.10 Joystick 51 .69 3056.29 688.01 85.10 62.33 
39 0.10 Joystick 47.18 234.05 539.87 81 .68 58.49 
41 0.10 Joystick 51 .58 235.59 647.65 79.16 56.15 
42 0.10 Joystick 37.67 201 .32 431.11 71 .48 50.87 
44 0.05 Keyboard 107.87 107.95 165.85 73.51 52.13 
45 0.10 Keyboard 65.08 173.56 169.34 88.03 62.39 
46 0.20 Keyboard 45.20 192.49 295.83 82.74 58.89 
47 0.20 Keyboard 44.71 210.84 382.64 76.67 54.51 
48 0.40 Keyboard 34.54 214.25 654.51 79.46 56.68 
--
72.02 50.94 49 0.40 Keyboard 34.94 192.67 1030.63 
---50 0.80 Keyboard 126.98 1835.88 8634.08 78.93 55.84 
51 0.70 Keyboard 58.44 424.19 2005.98 91 .21 65.59 
52 0.50 Keyboard 28.39 143.36 529.84 55.04 39.31 
- -- 5o8:SO 52.49 53 0.30 Keyboard 37.79 204.85 73.76 
54 0.30 Keyboard 45.25 169.24 643.51 68.51 48.76 
- 55.37 55 0.40 Keyboard 32.30 207.79 650.81 77.60 
- --· -·--::--::-- 82.271 58.26 56 0.15 Keyboard 52.28 243.37 321.231 
- ---·:-57 0.25 i Keyboard 39.82 175.81 i 255.85: 84.13 j 59.68 
306 
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60 0.05 Joystick 43.33 212.76 268.14 69.56 50.22 
61 0.05 Joystick 39.16 87.30 219.95 70.34 49.87 
64 0.06 Joystick 35.92 90.74 321.97 70.68 50.13 
65 0.06 Joystick 32.79 147.85 296.77 67.62 47.95 
66 0.06 Joystick 38.72 203.08 333.54 79.17 55.99 
67 0.10 Joystick 42.02 285.90 590.14 81 .20 57.47 
68 0.18 Joystick 49.22 233.08 1213.47 79.24 58.75 
69 0.25 Joystick 59.26 590.73 2519.08 74.35 54.97 
70 0.40 Mouse-2DM 48.61 882.53 3207.70 77.82 55.15 
71 0.60 Mouse-2DM 36.97 2165.78 2000.77 70.09 51 .56 
72 1.20 Mouse-2DM 55.64 4258.91 6881.06 80.92 60.77 
74 0.05 Mouse-2DM 59.27 98.34 374.59 77.22 54.63 
76 0.05 Mouse-2DM 53.17 511 .73 708.86 69.10 49.47 
77 0.80 Mouse-2DM 55.53 2785.96 11844.93 92.53 65.54 
78 0.40 Mouse-2DM 55.25 2077.03 5192.47 88.62 64.78 
79 0.20 Mouse-2DM 43.23 1377.83 1261 .46 70.10 49.58 
80 0.10 Mouse-2DM 44.44 774.57 1201 .60 78.92 55.85 
81 0.10 Mouse-2DM 52.67 696.74 926.97 72.63 52.51 
82 0.10 Mouse-2DM 50.70 451.18 989.18 68.31 48.73 
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Initial Experiment 
Partic:ipan t Trial Number Log File Robot Device 
-· .. 
Sequence Gain PerformanceA PerformanceS 
3 11 F5201216 SIM KeyBoard 4,3,2,1 0.1 42 38.5 
3 13 F5201216 SIM KeyBoard t#3 0.5 35.9 34.5 
3 18 F5201216 SIM KeyBoard t#3 0.3 40.1 36.8 
3 19 F5201216 SIM KeyBoard #10 0.5 34.9 32.8 
3 20 F5201216 SIM KeyBoard #10 0.1 91 .1 89.2 
-
3 21 F5201216 SIM 
-·--·--
KeyBoard 4,3,2,1 0.5 29 26.9 
3 22 F5201216 SIM KeyBoard t#3 0.1 57.1 55 
- ·-- ·- ----- - - =- ---~ 3 23 F5201216 SIM KeyBoard 4,3,2,1 0.3 50 36 
- --- 1-- ~ 
41.2 - -3 24 F5201216 SIM _KeyBoard #10 0.3 38.1 
--- ----::::- - - --
"45 ~---- ~-- --7 2 F5201406 SIM Joystick t#3 0.1 40.9 
7 3 F5201406 SIM Joystick #10 0.2 39.5 33.8 r---- ---
7 4 F5201406 SIM Joystick #10 0.4 59 29.2 
7 5 F5201406 SIM Joystick 4,3,2,1 0.1 26.7 26.7 
7 6 F5201406 SIM Joystick 4,3,2,1 0.2 14.4 14.4 
7 8 F5201406 SIM Joystick 4,3,2,1 0.4 45.5 26.5 
7 9 F5201406 SIM Joystick #10 0.1 28.9 26.4 
7 10 F5201406 SIM Joystick #0 0.4 42.3 31.7 
-
7 11 F5201406 SIM Joystick t#3 0.2 32.3 31 
7 12 F5201424 PUMA Joystick #10 0.4 267 263.3 r--- - -
7 14 F5201447 PUMA Joystick #10 0.8 120.1 117.1 
--- -- F5201450 -----· 
1-,- --- -~.--·----
-7 15 PUMA Joystick #10 0.2 364.8 361 
----- -
-- F5211453- --- - ------- -------- ~4 r-·-7 16 PUMA Joystick t#3 167.7 163.7 
-7 17 F5211458 PUMA Joystick #0 0.8 83.1 78.9 
- F521150f 7 18 PUMA Joystick t#3 1.6 49.6 48.8 
7 19 F5211503 PUMA Joystick t#3 3.2 35.2 34.6 
7 20 F5211504 PUMA Joystick #10 1.6 66 64.2 
7 21 F5211506 PUMA Joystick #10 3.2 47.5 46.2 
7 22 F5211508 PUMA Joystick 4,3,2,1 0.4 121.3 118.2 
----
7 23 F5211513 PUMA Joystick 4,3,2,1 3.2 26.9 25.7 
7 24 F5211515 PUMA Joystick 4,3,2,1 1.6 42.3 40 
7 25 F5211519 PUMA KeyBoard 4,3,2,1 2 60.9 59.7 
7 26 F5211521 PUMA KeyBoard 4,3 ,2,1 6 27.9 26.6 
7 27 F5211523 PUMA KeyBoard 4,3,2,1 10 30.3 30.3 
- --
- ~ 
---1--· ----
7 28 F5211524 PUMA KeyBoard t#3 10 50.9 48.9 
7 29 F5211528 PUMA KeyBoard t#3 2 105.9 103.5 
7 30 F5211531 PUMA KeyBoard t#3 6 54.3 53 
7 31 F5211533 PUMA KeyBoard #10 10 78.5 73.4 
7 32 F5211536 PUMA KeyBoard #10 2 187.5 183.7 
7 33 FS211540 PUMA KeyBoard #10 6 82.4 82.4 
2 50 F5211359 SIM KeyBoard t#3 0.3 49.4 48.1 
2 t- ---51 F5211359 SJM KeyBoard #6 0.5 22.5 22.5 
- ---- ---------- - ~M - -··--- - ..,...-,--·- - ·- -- ·--·- - ------2 52 F5211359 KeyBoard 4,3,2,1 0.5 13.7 13.7 
-- ---
2 53 F5211359 SIM KeyBoard #10 0.1 83.4 83.4 
2 54 F5211359 SIM KeyBoard 4,3,2,1 0.3 16.1 14.5 
2 55 FS211359 SIM KeyBoard 4,3,2,1 0.1 19.6 "19.6 
2 56 F5211 359 SIM KeyBoard #10 0.5 22 22 
2 57 F521 1359 SIM KeyBoard #10 0.3 28.5 28.5 
2 58 F521 1359 SIM KeyBoard #6 0.1 36.5 36.5 
2 41 F5201648 SIM Mouse #6 2 38 -.38 
2 42 F5201648 SIM Mouse 4.3,2,1 0.25 52.1 49.4 
2 43 F5201 648 SIM Mouse 4,3,2,1 1 34 17.4 
2 44 F5201648 SIM Mouse #10 2 20.3 10.1 
2 45 F5201648 SIM Mouse #10 1 21.4 18.6 
2 . 46 F520 1648 SIM Mouse 4,3,2,1 ! 2 19.4 i 19.4 
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Initial Experiment 
Participant Trial Number Log File Robot Device Sequence Gain PerformanceA PerformanceS 
2 47 FS201648 SIM Mouse tffl 0.25 24.1 14 
-- --
liouse 
-~--- 1-----,- -
7.4 2 48 F5201648 SIM tffl 1 12.2 
2 49 F5201648 SIM Mouse 
·-#1o 0 .25 19.9 13.1 
---- --- -- --·-·····-- - ·-::- ----· -~----
4 8 FS211116 PUMA Mouse #10 8 126.5 123.5 
----
4 9 F5211119 PUMA Mouse #10 4 100.5 99.7 
---- --- --
---- - --------- - - ---- t------ -c-::-f---
4 10 FS211121 PUMA Mouse #10 1 180.3 176.4 
t- ·-· r---·---- -- - --- ~-------- f-------
4 11 F5211125 PUMA Mouse #10 2 87.5 84.3 
- --- - -- - ··--=-=- F521113i ~UMA- -:-::- ··-- - - -.·- ---- - - - - --- -- --- ~4 12 Mouse ~J.2.!} __ 4 52.8 51 .7 
-- ·--- -:-= -=-=-· ... . - -·- ---
4 15 F5211145 PUMA Mouse 4,3,2,1 1 85.1 82.4 
-·= FS211150 fpuMA -4 17 Mouse 4,3,2~-- 8 54.7 54 r--- -----;-r---· - --::-f-----····· 
4 18 F5211153 PUMA Mouse tffl 2 95.3 95.3 
1- ----::-1-- ---
F5211155 PUMA Mouse tffl 
-- - ---:-
72.3 70.9 4 19 4 
r-- ·---;-
4 
I--
20 F5211159 PUMA Mouse 
~----
#6 1 111.6 108.5 
4 21 F5211201 PUMA Mouse #6 8 68.3 68.3 
2 68 F5221459 PUMA KeyBoard #10 6 160.6 158.6 
--
2 69 F5221503 PUMA KeyBoard 4,3,2,1 2 71 .3 65.1 
2 70 FS221506 PUMA KeyBoard 4,3,2,1 6 54.6 52.8 
2 71 F5221508 PUMA KeyBoard 4,3,2,1 10 52.3 52.3 
2 72 F5221510 PUMA KeyBoard _ #6 2 122.7 118.8 
-· -::-=-·- - · -· --
2 73 F5221513 PUMA ~-e_y~-~':1~~-- tffl 6 102.4 98.6 
- - ·--~ - - -. - -- .. . -------·-t---- - -----
2 74 F5221517 PUMA ~eyBoard #10 2 228.5 223.5 
---------
. . 
2 75 F5221522 PUMA Keyf?_~a_~-- #10 10 124 121 .1 1-- - ·--- I- --- --- .. ·---- -- 132.1 2 76 F5221529 PUMA Key Boa_~-- tffl 10 134 
----- --- 1-- --------
2 59 F5211359 SIM Joysti~~- __ #10 0.2 56 48.4 
----1- -:-::------- -
2 60 F5211359 SIM Joystick tffl 0.4 61.2 37.1 
2 61 F5211359 SJM Joystick tffl 0.2 41.9 41.3 
2 62 F5211359 SIM Joystick #10 0.4 45.8 43.7 
2 63 F5211359 SIM Joystick tffl 0.1 44.8 43.8 
1-· 
2 F5211359 SIM Joystick #10 
- - -
33.5 25.2 64 0.1 
2 65 F5211359 SIM Joystick 4,3 ,2,1 0.1 40.9 24.3 
2 66 F5211359 SIM Joystick 4,3,2,1 0.4 60.3 57.7 
2 67 F5211359 SIM J<?y~tick_ 4,3,2,1 0.2 22 21 .5 
-- -t---·. ---- --- -- f---
8 11 F5211628 SIM Mouse #10 1 18.7 18.7 
- -·. 8 12 F5211628 SIM Mouse tffl 0.25 13.7 13.5 
--- 19.9 .. 15:7 8 13 F5211628 SIM Mouse #10 2 
8 14 F5211628 SIM Mouse 4,3,2,1 1 9.2 9 
8 15 F5211628 SIM Mouse 4,3,2,1 2 12.3 11 .8 
8 16 F5211628 SIM Mouse #6 1 14.5 14.4 1--- ----- ------·.--c-
8 17 F5211628 SIM Mouse #10 0.25 14.4 14.4 
---------8 1--·-- -----· --- ----- - ---- f-- -------=-18 F5211628 SIM Mouse tffl 2 20.2 20.2 
-------- ------- --- -·-- ---------- -- --
8 19 F5211628 SIM Mouse 4,3,2,1 0.25 12.2 11 .6 
- - --- -=- Fs22o913 
~--· -- . . - .. - ----- --·- 1"44.7 4 22 PUMA Joystick ~3·~·-~ - 0.4 148.4 
-----::-t-· -- ~----· - - 1-- -------- ---- - 1-- --4 23 F5220916 PUMA Joystick 4,3,2,1 1.6 54.5 52.3 
4 25 F5220920 PUMA Joystick #6 1.6 78.7 73.2 
4 26 FS220922 PUMA Joystick 4 321 3.2 35.3 35.3 
4 27 F5220924 PUMA Joystick #6 I 0.4 176.4 172 
4 28 F5220928 PUMA Joystick #10 0.4 237.4 233 
1-- 4 29 F5220933 PUMA Joystick #10 1.6 83.9 82.3 
4 30 F5220935 PUMA Joystick #10 3.2 60.6 59.9 
4 31 F5220937 PUMA Joystick #6 3.2 52.4 51.1 
4 32 F5220939 PUMA \KeyBoard ttf3 10 94.4 93 
4 33 F5220943 PUMA ! KeyBoard #10 J 6 116 116 
4 34 F5220946 PUMA 1KeyBoarJ 1#6 I 2 131.5 i 127.4 
-
4 35 F5220949 JPUMA KeyBonrd .#1 0 10 97.5 94.4 
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Initial Experiment 
Participan t Trial Number LogFile Robot Device Sequence Gain PerformanceA PerformanceS 
4 36 F5220951 PUMA KeyBoard 4,3,2,1 6 46.9 46.9 
- - ----:-1--
37 F5220953 PUMA KeyBoard 4,3,2,1 2 67.6 4 62.3 
4 36 F5220955 PUMA KeyBoard ire 6 77.3 76 
4 39 F5221002 PUMA KeyBoard #10 2 221.6 215.8 
-4- 40 F5221008 PUMA KeyBoard 4,3,2,1 10 55.9 55.9 
- ---8 1 F5211617 
- -
SIM KeyBoard 4,3,2,1 0.5 13.9 11.5 
8 2 F5211617 
---·--
SIM KeyBoard #10 0.3 29.3 27.8 
8 3 F5211617 SIM KeyBoard 4,3,2,1 0.3 9.7 9.7 1- ·--- -----8 4 F5211617 SIM KeyBoard ire 0.1 38.9 38.9 
- - -- - --·- -· ------- ----8 5 F5211617 SIM KeyBoard #6 0.5 16 14.5 
8 6 F5211617 
---
SIM KeyBoard #6 0.1 36 36 
8 7 F5211617 SIM KeyBoard 4,3,2,1 0.1 17.7 17.7 
8 6 F5211617 SIM KeyBoard #10 0.1 64.4 64.4 
--
8 9 F5211617 SIM KeyBoard #10 0.5 16.9 16.3 
8 10 F5211617 SIM 
-· 
KeyBoard #6 0.3 19.1 19.1 
6 32 F5221650 PUMA Mouse 4,3,2,1 1 147.1 142.5 
6 33 F5221653 PUMA Mouse #10 8 96.8 96.8 
6 35 F5221701 PUMA Mouse #6 8 197.7 190.9 
6 37 F5221708 PUMA Mouse 4,3,2,1 4 43.5 43.5 
-6 38 F5221712 PUMA Mouse #10 1 216.1 211 .8 
- ----·----r--- --- --t--· -· 
6 39 F5221722 PUMA Mouse #6 8 73.8 72.9 
- '#€---:--·- - - . ---- ---·- -6 40 F5221724 PUMA Mouse 4 82.5 80.6 
6 41 F5221728 PUMA Mouse #10 4 88.7 84.5 
8 20 F5221230 SIM Joystick #10 0.2 25.2 12.6 
- --- - -
8 21 F5221230 SIM Joystick 4,3,2,1 0.1 8.8 7.8 
8 22 F5221230 SIM Joystick #10 0.4 19.6 19.3 
8 23 F5221230 SIM Joystick ire 0.2 15.3 9.5 
8 24 F5221230 SIM Joystick 4,3,2,1 0.2 13.2 12.5 
8 25 F5221230 SIM Joystick #6 0.4 81 .3 40.7 
8 26 F5221230 SIM Joystick #10 0.1 17.5 11.6 
8 27 F5221230 SIM Joystick 4,3,2,1 0.4 10.1 9.8 
8 28 F5221230 SIM Joystick #6 0.1 15.4 15 1--- ---
8 29 F5221242 PUMA Joysti~k- ire 0.4 184.6 177.5 
-·- - . 1----··---.-f--··--
-- 72.2 
-------
8 30 F5221246 PUMA Joystick #10 3.2 71.5 
8 31 F5221248 PUMA Joystick #10 1.6 71.6 69.3 
8 32 F5221251 PUMA Joystick 4,3,2,1 1.6 38.2 36.8 
8 33 F5221252 PUMA Joystick 4,3,2,1 0.4 111.9 110.5 
8 34 F5221255 PUMA Joystick #10 0.4 193.6 190.1 
8 35 F5221259 PUMA Joystick #6 1.6 59.5 57.8 1--·---·-
F5221302 Joystick 41 40.4 8 36 PUMA 4,3,2,1 3.2 1------ -
- i2 ------- 39.8 8 37 F5221304 PUMA Joystic~_ #6 40.9 
- - ·- ---- - - F5-:22 10S9 PUMA -
------ . 
-132.7 --- - 1·30 7 34 Mouse #6 4 
----- - r-- - - 55.9 7 36 F5221108 PUMA Mouse 4,3,2,1 1 58.3 
- - - --
rpUMA ·- - 34 7 37 F5221109 Mouse 4,3,2,1 8 32.8 
7 38 F5221111 PUMA Mouse #10 4 71.2 68.9 
7 39 F5221114 PUMA Mouse #6 8 51 49.5 
7 40 F522 111 5 PUMA Mouse 4,3,2,1 4 35.5 35.5 
7 41 F5221117 PUMA Mouse #10 1 119.2 117.3 
7 43 F5221122 PUMA Mouse #10 8 59.3 58.6 
7 44 F5221125 SIM Mouse #6 1 16.9 16.9 
7 45 F5221125 SIM Mouse #1 0 2 19.9 9.6 
7 46 F522 11 25 SIM Mouse 4,3,2,1 i 1 11.8 7.8 
7 47 jF522 1125 SIM Mouse #10 I 1 14.3 t 10~ 
7 , 48 ,F522 1125 SIM tMouse ,4.3,2,1 2 , 16.5 12.8 
J 11 
Initial Experiment 
Participant Trial Number LogFile Robot Device Sequence Gain PerformanceA PerformanceS 
7 49 F5221125 SIM Mouse #10 0.25 35.1 34.4 
7 50 F5221125 SIM Mouse 4,3,2,1 0.25 16.5 12.2 
r----:-+--
7 51 F5221125 SIM Mouse #6 2 12.9 11.6 
-· 7 52 F5221125 SIM Mouse #6 0.25 27.9 14.7 
7 53 F5221125 SIM KeyBoard #6 0.1 153.8 43.8 J-----=+--
7 54 F5221125 SJM KeyBoard 4,3,2,1 0.3 14.1 12.9 
7 55 F5221125 SIM KeyBoard #10 0.5 17.4 17.4 
----y~=--·- 56 F5221125 SJM KeyBoard #10 --- 0.1 ---· 70.3 ·-·52.3 
_____ _ _!_ __ __ ---~7 F5221125 SIM KeyBoard 4,3,2,1 0.5 8.5 8.2 
7 58 F5221125 SJM KeyBoard #10 -- - 0.3 --- - 28.5 - - 21 .9 
7 59 F5221125 SIM KeyBoard #6 0.5 17.2 17.2 
7 60 F5221125 SIM KeyBoard #6 0.3 19 19 
7 61 F5221125 SIM KeyBoard 4,3,2,1 0.1 16.2 16.2 
8 38 F5221318 PUMA KeyBoard 4,3,2,1 6 48.1 48.1 
8 39 F5221335 PUMA KeyBoard 4,3,2,1 2 62.6 58.2 
8 40 F5221338 PUMA KeyBoard #6 10 64 62.2 
8 41 F5221340 PUMA KeyBoard #10 10 86.9 85.8 
8 42 F5221343 PUMA KeyBoard #6 6 62.3 60.6 
8 43 F5221349 PUMA KeyBoard #10 2 219.8 217.6 
8 44 F5221354 PUMA KeyBoard 4,3,2,1 10 37.9 35.9 
----8 1- -- 45 F5221356 PUMA KeyBoard #10 ·- 6 - ---- 1()0.5~-- -----1oo.5 
-- 8 46 F5221359 PUMA KeyBoard #6 --,.... - 2 119.4 r- -·--- - ill:S 
9 1 F5251051 SIM Mouse 4,3,2,1 0.25 52.6 38.6 
t------9 1-- 3 F5251056 SIM Mouse 4,3,2,1 1 16 16 
9 4 F5251056 SIM Mouse #10 0.25 32.1 28.1 
9 5 F5251056 SIM Mouse 4,3,2,1 2 18.8 18.1 1----l--
9 6 F5251056 SIM Mouse #10 2 22.2 17.1 
9 7 F5251056 SJM Mouse #10 1 14.8 14.8 
9 8 F5251056 SIM Mouse #6 0.25 33.8 18.5 
9 9 F5251056 SIM Mouse #6 1 14.3 13.5 
9 10 F5251056 SIM Mouse #6 2 16.9 16.4 
9 11 F5251103 PUMA Mouse 4,3,2,1 2 177.7 177.7 
r----+-· 
9 12 FS251107 PUMA Mouse #6 10 91 .4 90.4 
'-----+----· 
9 13 F5251110 PUMA Mouse 4,3,2,1 6 75.9 75.9 
9 14 F5251112 PUMA Mouse 4,3,2,1 10 56.3 56.4 
9 15 F5251114 PUMA Mouse #6 6 95.4 94.6 
9 16 F5251117 PUMA Mouse #10 10 93.5 93.5 
9 17 F5251119 PUMA Mouse #1 0 6 88.7 86.9 
9 18 F5251122 PUMA Mouse #10 2 117.3 114.3 
9 19 F5251126 PUMA Mouse #6 2 74.7 73.3 
----+-- -- - - --
4 41 F5261323 SIM Joystick #6 0.4 75.8 53.7 
4 -- - 42 f=s.261323 SIM J r k #10 - ---- 0.4 -- ---· 1(fQ.3r- ---·------19-.5-
r------.,..-1--·--- _ oys tc ·---.,..-r- ____ ______ _ 
. _ . _ .. 4 43 F5261323 SIM {C?I~~~k ~1 0__ 0..:...~ _ 40.4 24.7 
4 44 F5261323- SIM Joystick 4 3,2,1 0.1 ______ 14:..~ _ ··· ·--·- J~.1 
4 45 F5261323 SIM Joystick #6 0.2 43.1 21 .5 
4 46 F5261323 SIM Joystick 4,3,2,1 0.2 17.5 11 
4 47 F5261323 SIM Joystick 4,3,2,1 0.4 15.7 8.1 
4 48 F5261323 SIM Joystick #6 0.1 29.9 6.2 
4 49 F5261323 SIM Joystick #10 0.2 27.~ . . 14 
2 77 F5271452 PUMA Mouse #6 ·- 4 -- -· -T7~3 - 167.6 
- ----:2:+-- 78 F5271458 PUMA Mouse --~-- ·-·a- -----7 5.1 74.3 
2 79 F·szhso3 PUMA ~.9.~~e---~ 'f_1.Q ... · 1. ! -··-·· ~.226} - -- _ 221:8 
2 oO F5271508 PUMA Mouse tt10 4 1 119.3 118.1 
21 811F527 1512 PUMA Mouse 14.3,2,1 8 56 56 
3 12 
Initial Experiment 
Participant Trial Number Log File Robot Device Sequence Gain PerformanceA PerformanceS 
2 82 F5271524 PUMA Mouse #10 8 89.2 84.5 
2 83 F5271529 PUMA Mouse 4,3,2,1 4 43.8 42.5 
2 84 F5271531 PUMA Mouse 4,3,2,1 1 62.2 57.6 
2 85 F5271534 PUMA Mouse #$ 1 94.7 91.4 
2 86 F5271538 PUMA Joystick 4,3,2,1 1.6 93.9 88.2 
2 87 F5271542 PUMA Joystick #10 3.2 99.1 99.1 
. 
2 88 F5271545 PUMA Joystick 4,3,2,1 0.4 144.6 140.1 
- ·- --- ---
2 89 F5271549 PUMA Joystick 4,3.~0 - 3.2 48.3 44.7 1- --1- -· - - - - - -------
2 90 F5271554 PUMA Joystick #6 0.4 164.4 157.7 
1---·--- - - 1-- -- - - - - - --f--·----2 91 F5271557 PUMA Joystick #6 1.6 83.6 80.7 
2 92 F5271608 PUMA Joystick #10 0.4 235.4 229.9 
·- ·· - I---
2 93 F5271615 PUMA Joystick #6 3.2 61.4 60.5 
---·-
2 94 F5271618 PUMA Joystick #10 1.6 82 80.3 
8 47 F5281200 PUMA Mouse #6 8 67.6 66_9 
8 48 F5281202 PUMA Mouse 4,3,2,1 4 55.7 55 
8 49 F5281204 PUMA Mouse #10 8 72.9 71.1 
8 50 F5281207 PUMA Mouse #$ 4 77.4 74.4 
8 51 F5281210 PUMA Mouse 4,3,2,1 1 50.5 49.5 
8 52 F5281212 PUMA Mouse #10 4 82.4 81.2 
8 53 F5281215 PUMA Mouse #6 1 204 200.6 
8 54 F5281220 PUMA Mouse 4,3,2,1 8 41.6 41 .1 
----- -
-- . ·- ------ - - - ------8 55 F5281222 PUMA Mouse #10 1 287 283.2 
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Initial I c formulation 
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COKS'rNIT 
Difficulty 
Gain 
Oi fflc.u1 t y'G..•in 
K3:ti.ftate 
-22'/.318 
17.CB2 
20.1912 
- 1 .309$1 
Standard 
Ercoc 
18.4627 
2.29916 
7.09121 
0. 336562 
Analysis of Vaclanco 
.'ioucce 
Hodel 
Residual 
Total (Cocr.) 
SUI\ of Squares 
76219 . 9 
20083.8 
96303.6 
R-oquored • 79.1151 percent 
Dt """"' Squ.sc<> 
) 
32 
25106.6 
627.618 
R-squared (adjuotod for d.f.) • 77 . 1902 peccant 
Standard Ercoc of Sot. • 25.0523 
Mc31t ab.solute error • 17.9244 
Ourbin-Wat.son stAtistic - 1. 06683 
Stepwise ceqcess1on 
Hethod: bac~ard .selection 
f-to-entcc : 4.0 
F-to-cei'IO'Ve : 1.0 
Step 0 : 
l vaciatJtft.'l in the r1odel. 32 d . f. foe error. 
T 
Stathtlc 
-c. 6912 
7. 60361 
2 . 81615 
-3 .~9081 
10. 18 
P-Value 
0.0000 
0.0000 
0.0017 
0.0005 
P-Value 
0 . 0000 
R-.oqu.u<td • 79.15t Adju•tcd R- squared • 77 . 19\ HS6 • 621 . 618 
rindl nodel ~e l~cted. 
The Stal.Advisor 
The oulput shows the results of f.itlinq a nul.tiple line.1c 
r&gcession ~l to describe the relat ionship bet~en PerfB 4nd 
1ru.Jepondent variJJJles. The equation of the fitt~ nodel is 
~cfB • - 227. 348 + 17.482'D~fficulty + 20.1912•~ - 1 . 30951'D~fficulty<~ 
Since the P-value in the ~ table is los~ than 0.01 , there i.s a 
statjstic ally significant relationship between the v~ciables a t the 
99t confida:nce level. 
Thfit '--Squacod .statistic ind.icate.s that the rw:OOel a .s fitted 
expla.i.n .. 19.14SH of the vo1ciability i.n PerfB. The .>djusted R-squaced 
.stati.stic, which is nore .suitable (or c onparing nodeJ.s wit.h diffecent 
nunbers of independent variable~, i.s 71.19021. The stand&cd error of 
t he estina~e ~h~·.s the ~tandacd d eviation of the re.sidual.s to be 
25.0523. Thi.s value C4Jl be used to construct predict ion lil'lits for 
new ob.secvations by selecting the Reports option fron the text Denu. 
The aean ab50lute error (HAE) of 11 .9244 is the average value of the 
residuals. The Ourbin-wat.son (OW) .statistic tests the residual.s to 
determine if there is any significant correlation based on the order 
in which they occur in your data file . Since the OW value is less 
than 1 . C, there nay be .~ indication of serial correlation. Plot 
the residuals versus cow order to see if t here is any pattern which 
can be .seen. 
In determining Whether the nodel can be sl~llfled, notice that the 
highest P-value on the independent vaciable.s is 0.0077, belonging to 
Gain. Since the P-value is les.s than 0.01, the hiqhe.st order ler~ is 
statistically significant 4t the 99t confidence levol . Con3equently, 
you pcobably don"t wan t to ~eaoYe any variables (cam the nodel . 
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PUKA ~·• Kultlple R~~solon ~alyala 
Dependent varlab1e: Perfl 
Paran.eter 
<X>KSTl\llf 
Difficulty 
OlCflculty'G.>ln 
lii:.st illata 
-25. 9316 
7.47316 
-0.352064 
Standard 
error 
33.0285 
1. 61216 
0.0935182 
Analysis of Vaclance 
Soucce 
Hodel 
Re:sidu.tl 
Total (Cocr . ) 
Su~ of Square-s 
53219.2 
95638.6 
118858.0 
R-squared .. J!, . 'ISl 'l peccant 
2 
51 
53 
26609.6 
1875 .27 
R-oquored (o<1justed for d.f.) • 33.2321 Pf'rcent 
Standard Ercoc of Est . • 43.3011 
Ht1N1 ab.5olute acror • 32.2191 
Ourbin-Wat•on •t4t lst le • 1. 98087 
.'itepw'ise ceqt·ession 
Hethod : boc~~rrl .~l~ction 
F- to-entec: 4 .0 
F -to-ce~e : 1 .0 
Step 0: 
l vad able.s i n the r.odel. SO d. f. fot· error. 
t' 
stallotlc 
-0.785219 
1 .63165 
-3 . 76315 
14.19 
P-Valua 
0 . 1360 
0 .0000 
0.0001 
P-Value 
0 . 0000 
R-squ~ced • J6 . S61 Adjusted R-oquaced • 32 . . 15\ HS6 • 1888 . 79 
Slep 1 : 
Jle ncwiOf'"J VftriabJe Gain '"'i.th r-tO -f"eROVf' • 0 . 6)4741 
2 vac.iabltt.3 i.n thfl n.odel. 51 d . f. for error. 
R- squ4ced • )5.7St Adjusted R-squared • 33.23\ 
rin4l ~l ~elected. 
'The St.at..Adll i.sor 
HSS • 1875 .27 
The out~t shows the results of fittinq a ~ultiple lineae 
regcession aodel to ~escrLbe the relation3hip bet~en PerfB 4nd 
i ndependent vorl4ble~. The equation of the Cltted nodal io 
Pe~- -25.i3(6 + 7 . (7316•Dif~culty- 0.35206(•Dif~culty<~in 
Since the P-velue in the~ table is l~ss than 0.01, there i~ a 
stati3tically signific41lt relationship betW"&en the vaC'i&ble . ., at the 
991 confidence level . 
The a-Squ~C'ed ~talistic indicates that the nodal as fitted 
explai ns 35 .7517\ ot the variability in Perf8. The adjuoted R-squared 
statistlc, which io aore suitable for canparing aodels with diffecant 
nw&becs of i~pendent variables, is 33.23211. 7he standard ercoc of 
the 4tsti.nal• .show.s the stard'Jrd deviation of the ceslduals to be 
4 3 . 30&4. Tlds value can be used to con..struct pcediction 111\l.ts for 
n~ observ~tions by selecting the Reports option fron the t•xt ~nu. 
The nean ab.~lute error (MA£) of 32.2191 is the average value of t.he 
ruiduals . The Durbin-W..tson (DW) statistic tests the ruiduals to 
detenune it there l• any slcp\lflcant correlation based on the order 
in which they occur in your data file. Since the ~ value is greater 
than l.C, there is probably not any serious autocorrelation in the 
residuals. 
In deter rlin inq ... 1lether the nodel c an be .sil\plified, notie• that thl't 
h iqhe.'tt P-value ou lho independent variables i:~ 0. 0004, belonqinq to 
Oi fficulty 4 ~ll n . Since the P- valuc i3 le35 than 0 . 01 ~ the hiqhest 
~>n1ea· tecl\ L:s :S t.,,ti."Slic;ally :siqnific.mt 4t. the 99l eonf'it.ience level . 
C:on!fequflnt. ly . yu u r•r t .b.'lbJy don • t w~nt to reaove .. vay variahl te:: trOCl the 
r.odc l . 
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PUMA Jofotick Multiple tevraasion Analysis 
Dependent varlable: Parfl 
<XlKSTAIIt' 
Diftlcultr 
Oiftlculty'Gain 
-31.426 
10.046~ 
-2.20919 
Standard 
Ercoc 
39.6637 
1. 89288 
0 . 288508 
Analysi~ of v~~iance 
Source 
Model 
Rosidual 
Total (Cocr.) 
Su.-, of !iquare.s 
142767.0 
6901.1 
212238.0 
R-•quaced • 67 .2674 percent 
Of HeAn Squace 
2 
36 
J8 
71 )83. 6 
1929.75 
R-squacood (adju~tood for d.f.) • 65 . 4489 perr.ent 
Standard Error of Bst . • 43.9289 
Hean ab30lute error • 32 .0792 
Ourbln-Wat•on St4tistic • 0.582663 
Hathocl : backward ~lect ion 
P-to-antec : 4 . 0 
F-to-re.noYe: l . O 
Step 0: 
3 V4clable.s in the n.odel . JS d . t. foe ecror . 
t' 
Statiotlc 
-0.792311 
~. 3075 
-7.6573 
F-1\atlo 
36.99 
P-Value 
0 . 4331 
0 . 0000 
0 . 0000 
P-Valu.e 
0 . 0000 
R-squarttd • 67 . 8 41 MjusLed R-squared • 6~.08 \ HSS • 19~0. 3 4 
Ste p 1 : 
kencwing variable ~in with r-to-renove • 0.61994 3 
2 v~cieble.s in the raodol. 36 d . f . for ecror. 
R-squaced • 67.271 Adjusted R-squared • 65. 1 ~ 1 
Fi na l nodel 38lec ted. 
The Stat:Advis or 
HS S • 1929. "15 
t'he out put shQofs the results of fittinq a -.ult.iple lineae 
regre.ssion nodal to describe the celatio03hip between PerfD And J 
independent variables. The equation of the fitted aodel is 
Pe.dB • - 31.426 t 10 . 0465'0ifficulty - 2 . 209U*Oifficulty<'G>.in 
Since tt.e P-value in the AJf(J\1'1\ table is les.s than 0.01. thec-a i .s ., 
statistically significant relatiouship between the vaC'iable.s a t t he 
991 confidence level . 
The R.-Squared .st a tistic ind.icate.s that the n..odel a.:s fittod 
explains 67.26711 of the variability in PerfB. The adju•ted R-3qU&red 
stati.stic, whlch i.s more $Uitable for compacin9 aodels with different 
nunbers of independent variables, is 6S.4C891. The standard erroc of 
the e.stU.ate .show.s the .standard deviation of the ce.sidua1s to be 
0 . 9289. This v<llue can be u•ed to construct prediction Units for 
new observ4tion3 by selectinq the Reports option fron the text ~nu. 
The •ean eb!IOlute error (KA.E) of 32.0792 is the avecaqe value of the 
residuals. The Ourbin-Watson (Orl) .statistic tests the cesld.uals to 
daternina if there is any significant correlation based on the order 
i n which they occur in your data fila. Since the CW value i• le•s 
than l.C, theta rtay be 30CWt lndicati<X\ of se.rial cocrelation . Plot 
the residuals versus cow order to see if there is any pattern which 
can be Men. 
ln d etet·.U.niuq wtuslhec the nod.el c an be .siaplified. notjcc t hat lhe 
highest P- value on the independe nt variabl.e.s is 0 .0000. belonqing to 
Di ffi nalty . Sin~e lhe- V-vdlue is less than 0.01. the highest ocder 
t fln\ is :tt.t\lisli c al ty :titp'lifica.nl at. the 991 t".onridence level. 
Cun.~lt1U~nlly . yo u pc~'\b.thly dr..>cl•t W ..1n t tu cancwe .. 1UY Vftr i..Wl,~:.t re . ,., l .hi.· 
no.;.1~ 1 . 
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SIN leyBocrd Kultlple Regression Analrala 
Dependent verlAble: PerfB 
Paran.eter 
CX>H!nAHf 
Di.fticulty 
Gain 
Oi f ficult y•r..a in 
Source 
Model 
Res idual 
Tot e! ( Cocr. I 
hlU.ote 
- 70.1831 
~ . 78906 
168 . 901 
-1 1. 2597 
$ UI\ uf Squa re3 
8958 . 11 
4271.49 
13229.6 
R-squored • 6"/ . "1121 1-"'r<-ent 
$tandard 
Ercoc 
Zl. 99~6 
1. 0140"1 
61.411 
). 0~678 
Of Ko.1n Squ.1cu 
J 
lJ 
}6 
2986. 05 
129.439 
R-•qua red (odju.,tod Cor d.(.) • 64 . 7"1"15 percent 
Standard Erro< of Bst. • 11 .)7"11 
Ho.v1. ab.'IOlute error • R. 77.S"Il 
Durbin-Watson ~t~t.tisti..c • 0.966698 
Hethcd: bacb.-a rd .select ion 
F-to-ente r:: 4 . 0 
P-to-cenove: l .O 
Step 0: 
3 vdciable:s '-" tt.e ruxlf'L ll d . t . for erz-oc . 
f 
Statlotlc 
- 3 . 190"17 
~ - ~14"12 
2.6222~ 
-}. 68}~ 
F-lt.ltio 
23. 07 
P-Velue 
0.0031 
0.0000 
0.0131 
0 . 0008 
P-Value 
0.0000 
R- squared • 67 . 71 t Adju•led R- •quared • 6 4 ."18 & HSB • 129.439 
Fin..sl nociel .'hll\tcloc.L 
Tho StdtAdvisOI" 
The output show:~ th~ rcsul ts of f j ll in9 • multiple 1 ine.tc 
reqce~sion nodel l o d~scrlbe the celdtion~hip bet~~n r~rfO and 
j ndependont vari...WJr~. 1he equat&.ou of the fitted hXJ.el is 
PerfB • -70. 1831 + 5 . 78906•Diff~culty + 168 . 901•~in- l1 . 2597'Dif~cultyo~in 
Since the P-v alue in the AHOVA table is les~ than 0.01 , there 1~ • 
stati.stic.:al ly sicpd ficant relationship between the variables a t the 
991 confldonco level. 
~h~ R-Squared .stetisti~ Lndl calos lhat the n odel as fitted 
oxptain."'J 61.712"/t of the vat.i~:~billly in PecfB. The ~~justed R.-squc~ced 
st.ati.st i. c~ whlr.:h i.!" rt<H._. .ntitable foe c ortpacing n odel.s with different 
nun.boc-,; o f 1.nciependont vacia blo.s, i .'l 6 ( . "7 775 \ . The 'ftlll\dard etCOC' of 
the e.stinate shows ~he .standard dev i • tion of the ce.siduals to be 
11.1171. 'Thi.,: v alue can be used to con.1tc·uct prediction linits for 
new observations by selecting the Reports option fron the text ~nu. 
The aean a b30lute error (KAE) of 8 . 72S71 is the avecaqe value of the 
ceslduals. The Ourbln-~tson (OW) statistic tests the residual~ t o 
deter~no if there i5 4nY 5iqnifieant c orrelation ba5ed on the order 
in which they occur in your dat• file. S ince t_he OW vctlue i 5 le5.s 
than 1. 4 , there rtay bo .$OC'II8 indication of' serial cocrela tion. Plol 
the cesidual.s vec5u5 cow ordec to 5 .. if there is any pattecn which 
c an be Men. 
[n deterninl ng whether the nodel c an be simplified, notice that the 
hiqhe~t P-value on the independent vaci able5 is 0.0131, belonvlng to 
Gain . Since the P-value is les~ than O. OS , that tern l~ .statlstlcally 
5ignlfic .ant at the 9S' confidence level. Con.sequently, you probably 
don ' t want to renove any v~ciable~ fron t he nodel. 
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SIH House Multiple Regression Analysis 
Dependent var iable: PertH 
Pa r anc.tor 
OOHS7ANT 
Galn 
Bstinato 
20.2988 
-2.619)1 
Standard 
Error 
2.16818 
2.13111 
Analysis of VAriance 
Source 
Hodel 
Residual 
Total (Corr.) 
Su.a of Squares 
126.93 
2856.86 
2983.19 
R-squared • 4 .254 percent 
Of Mean Square 
34 
126.93 
81.0252 
R-squared (adju~ted for d.(.) • 1.43194 percent 
Standard Erroc of Bst. • 9.16652 
Hean ab~lute error • 6.29691 
DJrb.in-Watson stat.i.5t ic • l. 9006 
Stepwise regression 
Method: bac kward .selection 
P-to-enter: 4 .0 
F-to-renove: 1. 0 
Step 0: 
3 var i able.s in the rtodel . 32 d. f. for error. 
T 
Statistic 
"1. 33211 
- I. 22901 
r-Ratio 
1. 51 
P-Valuc 
0. 0000 
0.22"15 
P-Valuo 
0. 2215 
R-squated • 5.01\ Adju•tod R-squarcd ~ -J.Bll HSB • BB . 5166 
Step 1: 
Renoving variable Dif(Lculty •Gain with F-to- CtU\IOY •~ • 0.10034 6 
2 var.iable.s in t.he nodel. 33 d . t. for orror. 
ll-squaced • 4.17\ Adjusted R-squarcd c -L 00\ HSB • 86.1034 
Step 2: 
R.en::wiug vari.J.blo Difft.c.:ulty with F-to-rcnove ~ O. l ? Q351 
1 v01riable.s in the r101..1~1. '\4 d.f. Cor errot. 
R.-squ,ued • 4 . 25\ 1\dj ustcd R-•quarcd • 1. 4 41 HSS • 84 . 0252 
Fin41 ncdel .selected. 
The Stat.Actviso.r 
'rho output ~hCJ~oo~s Lhe to3ult :s o f fittLng a 1\ultiple J l noar 
roqression nxiol to doscribo tho relatjon!!Jhip betwoon PerfB and 
.independent variables. The equatLon of the fitted J1Cd.1 l LS 
l?et:fil - 20 . 2~8 - 2.6l.937•Gain 
Since the P-value in the ANOVA table is greater oc equdl to 0.10, 
thece i!!J not a statistically siqnificant relationship between the 
variables at the 901 or higher confidence level . 
rho R.-Squared statistic inctica.te!!J that the nodel .l.S fitted 
explains 1.251\ of the variability in PerfB . The adju•ted ll-squarod 
stati.stic, which is n ore !!Juitable for conparinq nodel!!J with different 
nUftbec s of independent variable.s, i.s 1. 43794 I . The st41ldard error of 
tho o!!Jt illa te .s:how.s the standard deviation of t.he ce!lidual!J to be 
9.16652. Th i.s Vdlue can be used to con.struct prodlction limits for 
new observations by selecting the Reports option frat the text nenu . 
The Nean absolute error (HAE) of 6.29697 is the average value of the 
residuals. 7ho Durbin-~tson (OW) .statistic te.st.s the ce.sidual.s to 
ctotontino if thc~e is .1.ny :si.qni ficdClt correlation based on tho ordoc 
.in which t he y occur in yQIIJ.r dato file. Since the ~ v .. ,l.ue is greater 
lhan 1 . 4, thece .is probably not a.ny sct· ious autoco ,· rel.Jtion in the 
r(lllsiduats. 
Jn dctonUuilh.~ w'hc t.her Lhfl rtodo l t:an be sjnpl.ifled, uoticc t h ..1L Lht· 
h iyho.st P-va 1 ue on thE' i ndependonl v.u i ablc.s is 0. 22'1~. l>el onq Jnq to 
G.otin. SJu~e the ll-v .. \l.ue L:l qc-eal t"t· o r e-qual to 0. 10, that t.,rrt .i."' no t. 
:-; t ,1ti:Jll c alty !'HJTdfj c ant \l the• <lOY. o r hLghe r C'-Oflfi.d \•f l<'e levaJ. 
Con.'5UQ\-IC"nlly, you .Jhould cnt& ~lu.tet &CrtOvtng GdLn fc-o.t l. he> nc:de l . 
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SlH Joy.5tic t Mult iple Regrusion Analysis 
Dependent variable: PerfB 
Paruoter 
OOHS'r.a.Nt" 
Difficulty 
Gain 
B!lt i.nate 
2.87807 
0. 713076 
33.0119 
Standard 
Ercoc 
13.202 
0 .593504 
18 .0158 
Analy:ds <>f Variance 
Sou tee 
Model 
Resldu~l 
Total (Corr.) 
SUI\ o( Squares 
874. 623 
6038.06 
6912.68 
R-oquared • 12.6525 percent 
Of HeAn Square 
2 
33 
35 
431.31 2 
182.971 
R-squared (adju.5ted for d . f.) • 1 . 35866 percent 
Standard Error of Sot. • 13.5267 
HeAR aboolute error • 10 .6841 
D.ubin-Watson statistic • 1.69142 
Stepwise reqression 
Method: backward selecLia1 
F-to-entec: 4. 0 
F - to- rellOYe: 1 . 0 
l variables in the Rodel. 32 d.f . for error. 
t" 
Statistic 
0 .218002 
1. 20 141 
I . 82663 
f'-R.atio 
2.39 
P-Value 
0.8288 
0.2381 
0.0768 
P-VaJue 
0 .1073 
R-.oqu<tced • 12 .8Jt Adju.5ted R- oquared • 4 .66\ MSS • 188.111 
Step 1: 
~aoving variable Olff iculty•Gain with P-to-renoye = 0.06426S6 
2 variables in tho nodel. 33 d. f. for error . 
R-.oquared • 12.651 Adju.5ted R- oqua red • 1.36\ HSS • 182.971 
final nodel ~elecLed. 
The StatAdvisor 
rhe output :sho.rs the results of fittinq a flUltiple l1.noac 
regression nodel to describe the relationship bet~en PerfB and 
independont variables. Tho equation of the fitted nodel i.o 
P.,rfB • 2. 87807 + 0.7l 3076*Diffieulty + 33 . 0179•Gdn 
Si.nco the P-value in the Al+OVA tablo is greater or equ.tl l o 0. 10, 
thoro i.s not a .statistically .significant celAtion.5hip between t he 
variables at the 90\ or hlghoc confidence level. 
The R-Squared statistic indle<ttes that the nodol as fitted 
explain.. 12.6525\ of the vari ability in PerfB. The adjusted R-.oquacod 
statistic . which is ~ore ~ultable for conpacing nodels with different 
nwU>ers of independent varlable.s, i.s 1.35866t . The standard error of 
the e.stinate .shows the standard deviation of the ce5idual.s to be 
ll .S267. This va1ue C4n be u.sed to con.stcuct prediction llnits for 
n&W observa tions by selecting the Reports option fron t he text ~nu. 
The n ean ab50lute error (MAE) of 10.6841 is the average value of the 
r~siduals. The Durbin-~tson (~) stati3tlc tests the re.sidual.s to 
doter.Une if there is 3nf significant correlation besed on the order 
in which they occu r in your data file. 9ince the OW value is great er 
thM 1 . t , there i.5 p r obably not any serio.n autocorrelatlon in the 
Tf"Sl.dUAlS. 
In detern.ining whether the r.odcl c an be 3iflpli fied, notice th~t. the 
h1.9 ho.5t P-value on the i.ndopcnctent. va[iable.s is 0.2381 , belonging t o 
Oi fficulty. Since the P-v.Jluo is qcoateC" oc equ.:~l to 0.10, that tcm 
i!'l not .5tati.st.ically .siqnt.f1.cant at the 90 \ C.•t hiqhe C" confidence 
l evel . Con .. wquent ly, you :thould con :sider renov ing Oi ffic ulty fr<X~ the 
r. tli.((O J . 
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Pl....I"<A KeyBoacd Hul tiple Regre!l.sion Analy.si.s 
Dependent variable: PerfB 
Panlneter 
CONSTANT 
Difficulty 
log(Gain)f1og(2) 
Di fficu lty•loq (Ga 
Bstinate 
-268.941 
20.2995 
70.6862 
-4 . 63651 
St.andard 
Er co r 
53.0369 
2.5161? 
2 1. 2333 
L 00735 
Analy:si. s of Variance 
Sou tee 
Kodel 
Residual 
Total (Corr.) 
Sum of Squares 
804 7.1.6 
15830. 1 
96303.6 
R-squared - 83 . 5623 percent 
Of Moan Squace 
32 
35 
26824 .5 
4 94. 69 
R-squarcd (adju.5ted for d .L) - 82.0213 percent 
S tandard Ercoc of S:st. • 22 . 2416 
Me.1n absolute er:ror = 16.5528 
l>urbin-Watson stati !ltic • L 2 1 S4 
Stepwise regression 
Method: backward selection 
F-to-enler: 4 . 0 
F-to-ceflOYe: 4 . 0 
Step 0: 
5 vaciables in t h e ~odeJ. 30 d . f. for e cror. 
t 
Statisti c 
-5. 07083 
8.06763 
3.32902 
- G. 60268 
F-R.stio 
54. 22 
P-Value 
0. 0000 
0.0000 
0.0022 
0.000 1 
P-Value 
0. 0000 
R-.5quared • 05.4 4\ Adju.5ted R-•quarcd - 83.01 1 KSS • 467 . 531 
Step 1: 
RelllOYing variable (log(Gain)flog(2))"2 with F-to-renove = 0.0661309 
o1 variables in the A.odel. 31 d.f. for ecror. 
R-.5qudred 85. 40% Adju.5ted R-squared- 83 . 521 KSS = 453.447 
Step 2: 
Renoving variable Difficulty • (log (Gain){ log (2)) "2 with F-to-renove - 3. 91056 
3 variables in the A.odeJ. 32 d.f. for ecror. 
R-.5quared - 83 .56\ Adju.•ted R-•quored = 82.021 KSS • 494.69 
Final n<Xiol !~elected . 
'Ihe Stat.Advisor 
t'he output s hO'o-ls the result :. of fitting a nultiple linear 
reqre~sion aodel to describe t he Lelation~hip bet~en PerfB and 5 
independent variables. The oquatia1 of the fitted node l i s 
~rfB • -268.9'~ + 20 .29~5•DifEiculty + 7D. 6862*log(Gain)/log(2) - , . 6365~•Diff~culty< log(Gain)/1og(2) 
Since the P-va1ue in the ANOVA table is les ., than 0 . 01, ther e i.s a 
statistically significant relat ionship between the variables at ~he 
99t con fidence level. 
The R-Squared statistic indicates t hat t he n cxle1 a!l fitted 
explain.s 83 .56231 o f the variabi l ity in PerfB. 1he adjusted R-squared 
stati~tic, which is n ore .suitable for conparing Rodel .s with different 
nwU>ers of independe nt variable s, i.s 82.0213t. the standard error of 
the esti.nate .show.s the .stanct.ard d eviation of the res.i d ual.s to be 
22.24 16 . Thi.s value can be u.'5ed to con!ltcuct pcectiction llni ts for 
new observations by selec t ing t he Rapor ts option frcn the text nenu. 
The r~ean absolute ecror (KA.E) of 16 . 5520 is the d.Verage value of the 
r e:siduals . The Durbln -Wat !lon COW) .statisti c te.sts t he re.s.idual.s to 
de terrtino if t here i!l an y :significant correlation ba:sed o n the o1·dec 
in whicll thPy occur i n your data f.i le. Since the l1W value i s JE-tS!'J 
Llh\n 1 .4 , there rtay be.~ indi.c~Jti.on of serLct.l correlation. Pl ot 
t h e r esi duals v~rsus row ord~c to s pe if thE>tE> is any pattern wl dc-h 
c "ln be 5een. 
In clotftrn.in i ug wl•ethe r lh·~ rtode-1 ca n be s.i l'lpl.ified 1 not.i ('tt that lht--
hi.ghesL P-va1ue o n Lhe indept!nllenl Vd.riable.s i.s 0.0022, belonging LO 
I (X"J(r.ttill)/lO<'J(7.). S incP the P-vd 1ue i s IPS!S than 0.01, ll1e highP..'il 
•>r l..i<.- 1 terl\ i s stdti.'5lLcaJ1.y :iHJld ficcUll a.t the 99'1. COII(L..Jc ncl.! lev£'1. 
ConsHquenUy , you prob.:lhly ck •n "L want to ceriC.>Ve any vad ,,bJ E>:.i (re~ Lht:• 
IIIOd(•.J. 
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Pl.tlA House Multiple REt<Jc-e.ssion Analysis 
Dependent variable: Per fB 
Paraneter B.st i..n.ate 
Standard 
Ere-or 
r 
Stat istic P-Value 
COHSTANr 
Difficully 
Difficulty• log (G.s 
-2~.9017 
7. 70614 
-1.03331 
31.2361 
l. ~222 1 
0.22102 4 
Analy sis of Variance 
-0 .829U6 
~ . 062 4 8 
-4. 67~ 11 
0. 4101 
0.0000 
0. 0000 
Source Sui'\ of Squares Of " """ Square r -Ratio P-Value 
Model 
Residu..sl 
Total (Co r::r. ) 
63317.9 
8~~39.8 
148858.0 
R-squared • 42 . 5359 percent 
~ I 
~3 
316~9.0 
1617. 2~ 
R-squa r ed (odjust...:l for d . f.) • 40.2824 perc.ent 
Standard Error of Bst. • 40. 9!:. 4 3 
Mean absolute ec-ror .., 29.94 '15 
Ourbln-Watson st.1ti.stic ""' 2.017 
Stepwise cegres.sion 
Method: backward .'relection 
F-to-entec: 4.0 
F -to- t"GI\OVQ: 4 . 0 
Stop 0 : 
S vaciable.s in the n.odeL 48 d . f. for enor. 
18. BB 0. 0000 
R-squarod • ~0.~31 Adjusted R-squored • 4 ~ . 38\ HSS • 1~3G .13 
Slap 1: 
Rerooving variable (loq(Gain)/loq(2))"2 wi.th r-to-renove • 2.~0014 
4 v3clable.-,: in the n odel. 49 d.t. for error . 
R-squared • 47.951 Adjusted R-squared • 43.71\ HSS • 1 ~81.11 
Step 2: 
Rerooving vanable Loq(Guin)/loq(2) with r -to-r<>nove = 1.79924 
l vaciablo.s in the ~ode! . 50 d.f. for error . 
R-squarod - 46.04\ Adjusted R-squored • 42 .Blt HSS • ! 606.3 9 
Step 3: 
Renewing variable Dlffoculty • (loq(Glnn) /loq(2))"2 with F-to-reonove = 3.2~981 
2 v4r::iablu~ in the Roc.Jel . 5 1 d. f. fo r error . 
R-squarod • 4 2.~U Adjusted R-squared • 40. 28 \ HSB- !67'1.25 
Fina l nc::del selected. 
The Stat.Adviso r 
The output shows the results of fitting a 1\Ult iple linear 
regr::e.ssion nodel to describe t he celation.ship between PerfB &ld 5 
independent variables. The equation of the fitted nc:del is 
PedB • - 2 5 . P077 + 7. 706U•Diffi.c:ul.t y - 1. 0333l•D.ifficul.tr:loq (G;U.n) /:loq (2) 
Since the P~alue in the ~ table is less than 0.01, ther::e is a 
statistically si.qni ficant relation ship between the variables a t the 
99\ conf idence Level. 
rhe R-Squacod statistic indicates t ha t the nodel a~ fittod 
explains 42.S359 \ ot the vaciability in PerfB. The adju sted R- squar::ed 
st4tisti.c~ which is r~ore !JUi.tablo for ccnp.ar.ing node1s with different 
nWibors of independent vadables, i!J 40.2824 1. The sta.nd&rd error of 
the ostinato shows the standard devi~tion of tho residual~ to be 
t 0.9543. Thi!J value can be II!Htd lo const.cucl p red.iC'lion l init:s for 
new observ.stions by sclc~tiu(j the Reports opt ion tron t he text Mnu. 
The r~&<\Il abso lute error (KAJ:) o f 29.94'15 is the a.veraqe value c~r thf" 
lf•:.dducsl3. ·rt.o [)\.ubiu-~dl:wn ( o.-l) stati.:stic tc.'!L.., Lhe ce.-,:idwd!J to 
dotuudno it t hen• i.. "" any .ll<Jld fi c-dul corce l dlion llols s Pd on t h A o rdtH 
in whi..c h thl"Y c>Cc:ul in you t data fit11 . S i.nc o tho OW V.lluc- is qr•~l.ll ll't 
lh~u• 1.4, th•Hn i !l p t obat.d •:t not any ~Pr icx1:; autoco1 r o lati on i11 Lhf' 
L•"::ildu.tl :.-~ . 
111 dt-l&n•ir.iug ... t.eth~r ttu"tnu,l£11 cant~ :iiiiJJliliF-~.1, no tice th.•l th(· 
t, L•Jh•!:'Sl 1)-V<slu•! ._.ill t.ht.• ttrl!p•:II.Jt•nl V.Hi'lblo.'i I S 0.0()00~ lx>lonqiti<J l O 
fhfli rully'l oq(C:...un) /1(~(1) . .'ilnCtl the P-viiJue i!i lt1!>~ lh."\n 0.01 , t.ho• 
t11qh• !."il o~r dt'l tcrr~ i:.i ~t •• t t.i :-stl •:aJty .-.igni ti c-,J.ot "" '- l.hL• 99't, C•.>u(tdt•nc-·~ 
l··vt·l. ('on·m ... lllt-"01 I y, y o u J•n h-.tll y 0. •fl"l ·,o~,Hd t t1 rur.c•v•: , ,ny v •• ri , \hi f·:; 
I r•~• lj., . l!o do ) I , 
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PUMA Joy st1ck Hul tiplo Regros~ion Analy~i~ 
Dependent variabl e: PerfB 
Paran.oter 
COHS'J'ANT 
Difficulty 
Diff iculty•toq (Ga 
Difficulty • (loq 
-16.~48~ 
4 .92266 
-2.29197 
0. 935655 
Stonderd 
Er cor 
15 .9503 
0.790226 
0.102?23 
0.109803 
Analysis of Variance 
Sou cc a 
Hodel 
Residual 
Total (Corr.) 
Sum of Squares: 
201312.0 
10866.5 
212239.0 
R-squared = 94.88 percent 
Df He= Square 
35 
38 
67123.9 
310. 472 
R-3quared (odju .. tro for d. f.) • 94 . H 12 percent 
Standard Error- oC Bsl ~ • 1? ~ 6202 
Mean absolute er:rol • 12.9236 
Durbin-Watson st.atistic • 1 ~ 6'1557 
Stepwise regression 
Method: bac~ard se l e c Lion 
F-to-entoc: 4. 0 
F- t o-cenove: 4 . 0 
!::tep 0: 
5 variables Ln lhe ~odel. 33 d. f. for error. 
T 
Sta tistic 
-1. 037~ 
6 . 1811 
-22.3 122 
., . 690 41 
F-R.>tio 
216 . 20 
P-Value 
0. 3066 
0. 0000 
0. 0000 
0.0000 
P-Value 
0.0000 
R-.oquared • 95. 31\ Adju .. ted R- • quued • 91. 671 HSB • 297.825 
Step 1: 
Rei'<>Yin9 var iiilile loq (G.> in) /loq (2) with F-to-renove • 1. 67603 
4 var iable.s in the n odal . 34 d.f. for error. 
R-.oquared • 95.13' Adju .. ted R-squored ~ 9 4 .561 HSB • 303.741 
S t e p 2 : 
ReJnOVinq variiilile (loq(Gain)/loq(2) )"2 with f-to-renovc • 1. 77496 
l variables ~n the nodel~ 35 d .f. for error. 
R-3quared ~ 94 .891 Adju3ted R-•quored • 91.44 1 HSS • 310.02 
Final ll<Xkil . ,.elected. 
The Stat.Advi.SO.I 
the output sh(71oo15 tho results of fitting a 11ultiple llneolc 
re<:Jre.s:sion llOdel t o describe the relation.ship between Perf9 and 
independent v-ariables. The equation of the fitted nxiel is 
PerfB • -1.6 . 5&95 + &. 822"•Difficulty - 2.291!17•D.i.ffioult~loq(Gain) /loq(2 ) t 
0.935655 • Difficulty •(log(~in)/log ( 2 )) A2 
Since the P-value .in the ANOV1\ table is Jes.s than 0. 01 , t.here j .s a 
stat.i.stically siqnificant relationshJp between the variable!~ at the 
99 \ confidence level. 
The R-Squared 3tatist.ic indicates t hat the n odel as fitted 
explain" 91 .881 of the variabUity in PerfB. 7he adjusted R-.oquared 
stati.stic , wh ich is r~oro .suitable for conpa.ring nodel.s with different 
nURbers of independe nt. vaciable:r, is 9 4 . 44 12 \ . The st.andard error: of 
the e.stiRate .show.s t he .standard deviation of the ce.siduaJs to bo 
1·1.6202 ~ Thj.s value can be used to const ruct prediction Units for 
new observation . , by sol octing the Reports option frc.n t he toxt mnu. 
Th e l'l.e.an absolute e rror (MA.E) of 12.9236 is t h e avecage value of the 
resi.du.1l s. 'the l~ . .ubin-W..1ts:on (~} .statistic tests the cesidual .'J t o 
cletern.ine if th£-rP i !I any si<JTd fic anl cor relatjon ba s ed on the order 
jn whic h they occ:u1 in you 1· d ata file. Si.nce the ~ Vdluo is gc~JatPr 
tha n 1 . 4, tho cA i:1 prohably no t "-"Y s e r ious a ul ocorcelCt;tjon iu t he 
I C::Ji.du ... t l!l. 
In d i- l h nl.i ll i fl <.j h1H:! lh<· r the 1101. 1~ 1 Ctin bf;'! s inp l ifiecl, no ti co U1 ... =tot Lhe 
h i cJhc!ll P-va 1 u· ~ OC1 I. he 1 rv:lcpc ndc nl. v.1r i able . ., i :s 0. 0000, bel onging to 
I>i. fri r u ll y . :":i r• t>· lh(• f'-Y.._'\l\1~ 1 :0: J E:<~.'J t han 0.01 , the h UJll OSt o rdi•r 
LC III 1 ';) S f..ll. i •nl i: >1 \J y ~ LIJIIif ic,\lll ... , t l.he Q9'jl, ("o '>ftf Ld~OC•.! l t•v c l . 
Con!JU(II It:"OL iy , Y<JII f ·r ( .t).,bty cit 'fl'l w~lnl tn r t!n<Wfl: a.J•Y vara ~lh l ~~ (I C,..., t hf> 
IU)tl\.•1 . 
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SlH KeyBoard Multiple Regression Analysis 
Dependent variable: PerfB 
P&rlll'loter B~tinate 
Standard 
Error 
T 
Stat ist ic P-Value 
OOHSTI\Nf 
( loq (Gftinl/ l oq (2) 
Difficulty • (log 
11 . ?919 
-?.3168 
0.171 224 
2.60583 
1.45?59 
0 . 06??693 
Ane.Jysi.s of VarJance 
6. 8289 
-5.01981 
6.99762 
0.0000 
0 . 0000 
0. 0000 
Source SUI\ of Squares Of Mean Square F-Ratlo P-Value 
Model 
Residual 
Total (Core. l 
9663.54 
3566.09 
13229.6 
R- squared • ?3.014? percent 
34 
36 
1831. n 
101 .885 
R- squared (adjusted for d. f. ) • ?1. 4591 percent 
Standard Error of Bst. • 10 . 241 3 
Mean absolute error • 8 . 24 82? 
Durb.in-W..tson statistic • 0 . 841 226 
Stepwise ce gression 
Method: bac~rd 3&lection 
F-to-enter: 4. 0 
F- Lo-rei\OVe: t .0 
Step 0: 
5 variables in the Rodel . 3 1 d.f. for error . 
16.07 0.0000 
R-squared • 73 . 30\ Adjusted R-squared • 6 9.001 HS6 • 11 3 .93 
Step 1: 
Renov.in9 var iablc Difficul ty• Jog (Gain) / log (2 ) with F-to-re nova : 0. 2 16058 
4 vac-iable.s in the nodel. 32 d. f. for error. 
R-squared • ?3 .12\ Adjusted R-squar cd • 69 . ?6t MS6 $ 111 .139 
St e p 2 : 
Renoving variable Difficulty with r-to-renave • 0 .01054 
3 vaciables l n the nodal. 33 d.f. for erro r . 
R-squared • ?3.11\ Adjusted R-squarcd - 70.661 MSB • 107 .806 
Step 3: 
Renov.in9 va t i ablc loq(Gain)/log( 2 ) wilh F- to- rcnove 0.0786096 
2 variable~ in the Rodel. 34 d.f. for erro r. 
R-squared • 73.04& Adjusted R-squared • 7 1. 46 1 MSS • 10 4. 88~ 
F.inal nodo l soloctcd. 
The Stat.Actvisor 
The output shows the resul ts of fitting a llUlti.plc linear 
regress i on node l to desc ribe t he relationship between PerfB and 5 
.i ndependen t variables. The equation of the fitted I'IOdel is 
PecfB • 17 .7g' g- 7.3~68•(log(Gain)/log(2)) ~2 + 0 . ,7,22,•Difficulty • (lQ9 (Gain)/lQ9(2)l ~2 
Since t he P-value .in the AHOV'A table is l es.s than 0. 01, there .i.s a 
:statl5t i cally significant r elationship between t he vaciable.s at t he 
99\ contldcnce level. 
fh('rt R-Squared :statistic inc:l.ic.ate.s that t he A.odel a:s fitted 
explains 73 . 04471 of the variability i n PerfB. The <>djusted R-squa<ed 
:stat.i.stic~ which ls ROre .suita ble for conparing rtodel.s with different 
nunbors of indcpcndo nt v.u :iabl e.s , is 71.4591 1 . The stol.fldard erro r of 
t he estlllate show3 t hP standard deviation o f the ce.sidual.s t o be 
10.2 41 1. This Vc.\lue C.lll be u5ad to construct predic t lon linits fot 
nf-W observCltjon!J by !Jelect..ing the Re~>eJrt.s optiott fron the teKt nenu . 
·rh •l l'lea.u ab.-,ol. utt> error (HA.£) o f 8. 24 827 i 3 the .. w or:a.ge va luo o f t he 
re~ndual!\. 'The Durl>in- Wa t son (lWJ !Jla ti:Jtj c l e:Jt..!S th(' residllld !' tc:, 
-.lt.•Lenduo if t. heac i::s .111y signific dut corctl l.ation ba !Jed Oft the ord-H' 
i r. wh ich lh£-y <-"'<"Cur ht yoor data file. Si nee the CM value l !li l P !'I.'J 
t lt~\ll 1 . 4, lltP.: c•~ A hY !.><' ~ .indiC"lti.On O( :JC l'L..tl CC)Cll"ll:ltLOtl. PJol 
lhn rt>o!t td\.t,"11 9 vrr!Ju:co ru., orde r t o :Jec if thE-re i9 6ny patte rn '-"'ttictt 
•:.J n t~ :Nt-n. 
In dHf"rniniruJ "'itttthe> r tht! BCX.It.J c an be !ilflpUf.i&d , rtolic-tl ltt..tt. t h•-• 
hL~JhtL'Jl P-VIS iut~ ou l.ht~ indopcndcnt. v~uiebl e.'l i~ 0.0000, b<- l o nqiwJ to 
( l • .. l (C:..~tn) / 1 , ""1( Z )J"' 'I. :• iu<:P thf- 1-va lufo i:~ l e· ::~' than 0.0 1, tlt• t 
ht · Jh•J.'JI • •t•l• • t l '-• 111 1 .1 .: t .tl i ."lt o;o1Jiy ::>iCJitili <." , \l ll ' ' ' · l.hC' qrJ'I, I "• Jt tlld• •l o('•~ 
lt~·~ .. t . r·pn·;·~· J it< ·tt t ly , '1•'11 t ·r r.b.thl-; dt>(l' t. ~"''" ' I <J r •! II< J'"''' ''' 'I V• t tt d , j, ._; 
I r , •I'• I '"' l'tt .(j•~ I . 
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SIH Ho~ Multiple Reqre••ion Analy•i• 
Dependent v a riAble : PerfB 
Paraneter 
COHS7AN1' 
(toq (Gain) /loq I 2 l 
H:stinale 
11. 2058 
1 .953 2 1 
Sta ndard 
Error 
2. 03614 
0.855351 
AnalysLs of Varjonco 
Source 
Hodel 
Residua-l 
Total (Cocc. l 
Sun oC Squates 
396."/61 
25ij7.02 
2983.79 
R-squored • 13 .2972 percenl 
Of He.111 Squacc 
1 
H 
396.161 
76.089 
R-•quared (adjusted (or d.(.) 10.1172 porcont 
Standard Error of 6sl. • 8.1229 
He~n ab~lute error - 6.22397 
Durbin-Watson stat.istLc • 2.021)1~ 
Stepwise regres~lon 
Melhod: bac~rd sa lo~t ion 
F-to-onter:: 4 . 0 
F-to-ceaove: 4. 0 
Slep 0: 
5 varlables Ln tile ruxlt-1. l O d.f. for error . 
T 
Stoti!ltjc 
6. 97681 
2.28351 
5.21 
P-Voluo 
0.0000 
0.0288 
P-Valuc 
0.0288 
R-oqu3cod • 16.71 \ ~~justed R-squared • 2.861 HS6 • 82.811 
Step 1: 
Renovinq vatL~.blc Oif(tculty•Jog(Gain)/lo.;~(2) with F-to- C"onovo • 0.137265 
4 variables Ln the r.odel. \1 d.f. foe error. 
R-oqu.ocod • 16. 36\ Adj usled R-5quared • 5. 571 HSS • 80 . 5061 
$top 2: 
Rer.oving vari~lr tog(G.ltnJ / log(2) wt.th f-t0-1"('-ROVe - 0.079904 ~ 
3 variables 1.0 Lhe ttodeJ. 32 d.f. for error. 
R-oqu<lltod • 16.11l Adjusted R-5quared • 8.28 1 HSS • 78.1916 
Step 3: 
Ronoving vartablc Oif(icuJty ~th F-to-renove • 0. 111336 
2 vadables in the rwo-.1e1. 33 d.f. for error. 
R-oqu .. rcd • 1~.8Jt Adjusted R-•quarcd 10.731 HSS • 76.1001 
Step I : 
RellDYlnq variAble Difficulty • (loq(Gain)/loq(2))'2 with F-to-roiOOY., • 0.995006 
1 vaci ables in t.he nodel. 34 d. f. for error. 
R-5qu3cod • 13 . 30\ Adjusted R-squared • 10.751 HSB • 76.089 
Final ooclol solccted. 
The Stat.Advi.sor 
Tho output shOIItofs the results of fitting a n ultiple linear 
regression nodel to describe the relatJon~hip bet~en PerfB and 5 
indGflendont vari.ililo:s. The equ~tion of the fitted nodol is 
Pc>rfB - 1( o 2058 + 1.115321' ( lOCJ ( GUzl) /lOCJ ( 2 )) A2 
Slnco the P-vaJuo in tho A.HOVA t..Wle i.:s les.s than 0. 0~, theca i:s a 
st~tl:stically s ignifi cant relationship between the variables at the 
951 con f idcnce lcvo l. 
Tha R.-Squaced ~Lftli:;t.i c •nd...i cl'te s that t he r~ o..:lol l1 .'1 fitted 
cxpl~Ln., 1J. 2 9"'72t of the v..td~:~l>Lli.ty in PerfB. lho ..)(:tjustod R-.,qu.l.cod 
s lc.l.i .,l u:, whLc h i!"' rtorfl :uail11blt! for conpacing flodal!l with diffo['enl 
nuRl)o!C:t u t ind.!l~tu..tC"nt v.ui~thl•l -"', is 10. ?4"'72t. 7hn 3 L .. ~ndard et ror ot 
tt.e · ~·llt r•at t- $hOW.'I t hfo .~ t knd."\rd d f"V.t.atlon o f t.h~~ rd!Jiduals t o t...e 
0.72/Q. nu~ val ut.t •:li n t>C u s(.•ll to coustruct p • ct.h t: lion liru.t.., fo e nl!W 
c-b:" ·~rv tl ion:~ hy :l~Jf-<.!Liw) the U·~port :.: option fron the lPXI fl('nu. Tttc 
t•<.-.\lt ~tl.l~.) lll l.•.! •H I 0 1 (HA£) •1 f t • !l )91 LS tile ..)Vf!f-.IQ •~ Vli}UI! ,_,( l.ht' 
r r~t ol•l.tl :• . ·rhu ()111hir.-W..lt~on II IW) !Statistic- LC .'1l'J Lh"' rt.t!liduiJl., L<• 
t..h.•l•t•till•! il thc..•tt.o 1:1 • .t..u y ~L•Jn itic..tu l c:o •c~l •. il. iuta l#\3t.'-' o u Uu· n ador 
iu ,.,t,tdl 1.1...-y . "~cur ir• y <AJr d•t l FI filo. S ancd ltt~t C1t'll v.:tlth• 1!1 <.jfOI\ l fol 
\h, ua 1 • .,, l ll•! f• : i -~ j)H)I»tlJiy Ufll JIIY ~0 1 LOU:\ ..tUl h<:O rr•d..ttiun ill l. hC" 
.... . ;,.t .• • t ::. 
11. olt •l •tltiuiu· t wt•·~ l. hc.• t lit· ~ ••r .. lc.•l .;<~n he.• ."'inpliti•.,l, ll•lli r•; thtf lh(' 
,,, Jlo···;t 1 '-~···1•1•' • .,, tin· IIY t. t p utl f. nt ll~tfiltl.ftt!l • .• 11 . 0 / UH, t ... -t •• n ttiii · J , . , 
(I "I F *-'th) / l • tqt l )J ... I. :_:j u.;~· tl. • P-v.il•J~" ~~~ lt• J_"! lt\-1 B 0.0!.., ll1..11. I. •H.,. 
i !l ~:1 · •\ 1 .. 1 i~·. d ly •dqro1 f tc•<tnl •• t tlul l)~ t c<m l ick.!~tt: •· luvel . 
('clf l ~··qq••~al ly, yv• t IH"h, ,bly •j.~~t,'t w .. utl lO rt.!l toN•.) 111y Vf'l l l.iiiJ (•.I ff • ~ It,, . 
,.,,. , I. 
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SIH Joy~tick Multiple Reg~•~~ion Analysi3 
Dependant var i able : ParfB 
Paran.eter 
CXlHS71\NT 
Joq (Gain) I loq ( 21 
Di.Cfi culty'loq (Ga 
s~tinato 
36.2314 
10.5398 
-0.282666 
Standard 
Error 
6. 85074 
5.15733 
0.243078 
Analysis o f Variance 
Source 
HodeJ 
Residual 
Total (Cocr.) 
SlU'I of Square:s 
776 . 891 
6135.78 
6912.68 
R-squared • 11.2387 percont 
Df HeM Square 
33 
388. 449 
18 S.933 
R-squared (adjusted for d . f . ) • 5 .85926 percent 
Standard Ercoc o f B~t. • 13.6357 
Mean ab.so l ute error • 10.1852 
Durbin-Watson stati.5tLc • 1.64689 
Stopwiso ceqres.,:ion 
Method: bec~rd solec lion 
F-to-enter: 4 .0 
P -to-cellOYe : 1 . 0 
Step 0: 
5 vaciable.s Ln Lhe nodol. )0 d. f. (or orror. 
r 
Stati:stic 
5.28868 
I. 83061 
-1.16286 
r-R.a.tio 
2.0<1 
P-Value 
0. 0000 
0 . 0762 
0 . 2532 
P-Value 
0. 1399 
R- squaced = 14.<12\ Adjusted R-squared • 0.741 HSS • 196.051 
Step 1 : 
Rei"'IVing variable (lj fficul ty with r-to- renovo • 0. 380062 
t vaclable.s in the r.cxlel. 31 d. f. (or error . 
R-squaced • 13 .84\ Adjusted R-•quared • 2.721 HSB • 192.13 
Slap 2 : 
RellOVing vanabJ .. Oithculty • (loqlGaLn)/loqJ2)) "2 whh f-t o-celnOYe • 0.231377 
3 variable.s in t.he raodel . 32 d. f. for er-ror. 
R-squaced • 13.20\ Adjusted R-•quared • 5 . 061 HSB • 18"1.515 
Step 3: 
RellOVing variable (loq(Gain)/loq(2 ) ) "2 with f-lo-renove = 0. 721549 
2 variables in the 11cxlol . 33 d. f. (or er r or . 
R-squaced • 11.24\ Adjusted R-•quarecl • 5 . 861 HSH • 185 . 933 
F.inal nodal .selected. 
The StatAdvhor 
fhe output shows t he result3 of fittinq a nultiple linear 
regre."'sion lnOCiel to doscribe the celatio n..,hlp between PerfB ..tnd 5 
independent. va riables. The equation of the fitted nodel is 
l'ecfll • 36 . 231.4 + 10 . 53!19•loq(C02in)/loq(2) - 0 . 282666•D.ifficulty>Loq(~)/Loq(2) 
Since the P-vaJue in the ANOVA tabJe is greater o r equal to 0.10 , 
there i~ not a ~tatistically signific ant celation5hlp between t he 
variables et the 901 or higher confidence level. 
fho R-Squated 5tatistic indicates lhat lho r1odol 4.5 fitted 
explains 11.2387\ of the vari a bility in Per fB. 'fhe adjusted R-.squared 
:stati5tic. which is n oce .suLtable foe c onp4rinq r~odels with different 
nun.boC's o f Lndependent. vac.iabl.e."', js 5.859.26\ . The standard erro r of 
Lho o."JLinateo :Jhow."J the ."Standard. deviation of t.he re."Sidual."S to bo 
13 . 6357. This value can be u:Jed t o con.sLnlct predi r lioct lin.its fo1· 
new ob3ervt't ions by scJ ecl.ing lhf! Rcpo11. s u pL1vc1 fron tltc text oonu. 
The reNu1 al:\solut.c ecrot· (MA.F.) ...,r 10 .. /U ~~ 1:1 U •fl .:1ve r-"qe vaJue o f th~ 
t ~:ILdU...tl ~. Ttlo Ourhin-Walson (fM) .'SUs lust_ j c Le!tl."S f.h(_• r•:! . .,:.idwcd-" t o 
dt•LerniutJ it lhE-rf" 1 s .. Vly supd I ic- :lnl eu z rol.-.t ion l.otJ S£:-<.1 .;.)11 Lh£• 0 1doc 
iu whLch they •:X:CUI in your dal.J} fil•!. SLnCtl the rM v.J l•JE!' is qte&ter 
t lt<ltl 1.4, thoro is p•ot~tJly not ~'"Y ;;r.z t •U ~ \UlO<:flrrelotl ion i11 tht• 
l(•su.Ju..ll:s. 
In dHt-'rnirlir•q '"'t•t> l ht- 1 lhu reOtll4 1 c~ .. r. t11· .·linJ•1iti•"t. ""Lire thc\1. tht• 
hl•Jt.fl . ,l P-volu•! •)fa I In- lllo·J-~p·Hadt•td. v .. H i1slol••."i 1.~ 0 . ./!.."J;t , t~\\)nQiii•J l'' 
Otllir-ulty•tc...q(G..lLn)/l c.qp). StnC"t! th•l 1' -v•d~h· i !l <t rt--. t f•,r or oqult l ln 
0 .\0, lh.tl l~Ut i."' 11ol 'il llll ~t ic.tlly .•nqnlf ll".,hl . .,l th•! ?Q t o)( hiql\f't 
•:c•nfiri-HI•"•• )AV•• I . ,.,..,,::t·q\l<tfllly . y•-u "i h••••l·l c~'•n:1id•tr r'"!t~o ·.vi ruJ 
Olf li c·n l l.., 'l ·-~f(;.urll/1 •1(/) fr "'' llw ••.J· · I 
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PLHII KeyBoard HultJple Raqre••ion Analy.sl.s 
Dependant variable: PerfB 
Parartcter 
CXJHSYAN'r 
Di ffl c ulty 
1/•qr t (G.> i n ) 
Di.(flculty/.sq<L ( G 
S.stinate 
90.1736 
-3 . 31555 
-u 1. 519 
27.1178 
Standard 
Erro r 
60.2166 
2. 8568 
119.117 
5.65115 
Analysis of Va~iance 
Source S\m of Squares Of Mean Square 
Hod<>l 
Residual 
Tolal (Corr.) 
81521. 6 
H779 . 1 
96303.6 
R-squared • 84.6537 percent 
32 
35 
R-squared (adju.sted for d.f.) c 83.2 15 pe<cent 
Standard Erro< of S.st. • 21. 4906 
Mean absolute error • 16. 0539 
Du rbin- Watson stat istic • 1 .. 30 119 
Stepwise ceqres3ion 
M&Lhod: bac~~rd .selection 
r--to-entec: 4 .. 0 
F' -to-CCilOV&: 1 . 0 
Step 0: 
27171. 9 
161.046 
3 vaciablos i n the Rodel. 32 d.f. for error. 
'r 
Sta tistic 
1.49748 
- 1.16058 
- 3. 45173 
• . 79863 
r-Ratio 
58.84 
P-Value 
0.1 141 
0. 2511 
0.0016 
0. 0000 
P-Valuc 
0. 0000 
R-.squared - 84.65\ Adjusted R-•quared • 83 . 2 11 HSS • 161.846 
rinill model selected. 
The StatAdvisor 
t'he output shCM.s the results of fitting a 1\Ultiple linear 
regce.s:tion I'IOCiel to describe the relationship botween PerfB and 
ind~pendent variables. 7he equation of the fitted llOdel is 
Pe~ • 90 . ~736- 3.3~555•DLtficulty- •1~.519•~/.qrt (G3in) • 27.Lt78•D~fficulty/sqrt(Gain) 
Since the P-value in the ~table is les3 than 0.01 1 the~e is a 
:;tati_,:tical ly significant relationship bet\oo'Oen tho variables at the 
99\ confidence level . 
The R- Squared. .stat i stic ind.icate.5 that t he n.odel as fitted 
explain.• Bl .65371 of the variabi.lity i.n Perf8. The adjusted R-.squared 
s t..atistic, wh ich is rtore .suitable for ccnpacing n.odels with different 
nun..becs o f independent variables , is 83.215\. The ."'tandacd error o f 
the estinato 3h~~ the .standard dev iation of tho residuals to be 
21. 4906. This value can be u.sed to con.struct prediction lini.ts for 
new observatio03 by selecting the Reports option fran the text menu. 
The n.ean ab-'Olute error (MA£) of 16 .. 0539 is the averaqe value of t he 
residuals. The Durbin-watson (DW) statistic tests the cesidual.s to 
doterfllne if there is any significant cor~elation based on the order 
in which they occur in your da t a file. Si nce the OW value is les~ 
t han 1.4, there nay be SOI'\8 indication of serial corre lation . Plot 
t he rosiduals versu~ ro-~ order t.o see if there is any pattern which 
can bo ~een. 
In determining whether the nodel c an be ~implified, notice that the 
highest P-value on the i ndepende nt variables is 0.2544, belonqing to 
Difficulty . Since the P-valuo is greater or equal to 0.10, that tern 
i.'5 not stat i.stically s i gnificant a t the 90 \ or hiqher confidence 
Javel. Con.sequently, you s hould consider renovi.nq Difficulty frOI'l tha 
RodeJ. 
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Dependent variAblo: PerfB 
Pa.ran.etor 
CONS'TAIIT 
1/sqrt (Gain) 
Difficulty/~rt(G 
85t i.Jlate 
38.1532 
-117.151 
10.3718 
Standard 
Error 
13.3105 
49.013 
2. 14111 
Analysis of Varianee 
Source 
Hodel 
Residual 
Tot al. (Core.) 
Su.-t of Square9 
&9 842.5 
?9015.2 
118858.0 
R-squared • 46.919 percent 
Of Hean Squaco 
2 
5 1 
34 921.3 
1519.32 
R-squared (adjusted for d. f.) • 44 .837 1 p<·rc ent 
Standard Error of 83t. • 39.3614 
Mean absolute error • 27.71q 
Durbin-wat9on statl$tic • 2.08798 
Stepwise regression 
Method: bac kward . electia1 
F-to-enter: 4 . 0 
F-to-renovc: 1 .0 
Step 0: 
3 V4riablc.s in the nodel. 50 d. f . fo r tHro1· . 
,. 
Stat is·tic 
2. 85995 
-2.39631 
4.81516 
r-R.atlo 
22 . 51 
P-Valuc 
0.0061 
0.0203 
0.0000 
P-VaJue 
0.0000 
R-3qUared • 4'1 . 26t Adjusted R-S<rlared • 44.1 0 1 HSS • 15?0.11 
Step 1: 
Renovjng varia.bJo DiffLc uJt.y with f-I.C•- r £..-nove 0 . 324716 
2 variables in the nodcL 51 d. f. f o r ecror. 
R-3qUared • 46.92\ Adjusted R-sq uurod • 44.841 HSS 
Fin"'l flOdel .selected. 
The Stat.Advisor 
The output shows t.ho results of flttinq a rlUlt.iple linear 
regression fladel to describe the relation~hlp between PerfB and 
independent. variables. The equation o f the fit.ted ncx:iol i9 
1519.32 
p.,r:£B • 38. 1532 - ll7.151>1/aqrt{Gal.J>l + l.0.3748•Diffl.culty/•qrt{Gain) 
Since the P-vaJue in the /\NOVA table is h•3S than 0. 01, there i.s a 
statistically 9iqni!ic.1ut relationship belwocn t he variables at the 
99\ confidence level. 
The R-Squared ~tati9tic indicates that the model as fitted 
explains •6 .919' of the variability in PerfB. The adjusted R-squared 
9tatistic, which is nore .suitable for conp3ring models with different 
nunber9 of independent variables, l$ 44.8J7tt. The 9t&ndard error of 
the e.stinate shows the .standard deviation o f the residua.l.s to be 
39.3614. 7his value can be u.9ed to con:st [ uct pntd.iction linits for 
new ob9erv3tion.s by selecting the Reports option fron the text ~nu. 
The naan absolute error (HAE) of 27.719 is tho averago value of the 
residuals. The Durbin-Watson (OW) statistic tests the cesiduals to 
determine if there is any significant corcelation based on the order 
in which they occur in your data file . Since tho OW value i9 greater 
than l . C, the[o is probably not any 9erious auLocorrotation in the 
re9iduals. 
In deternining whether the rtodeJ can lx• .~d llplified. notice that t.he 
highe~t P-value on the independent v.ar iabla 3 is 0. 0203, belonging to 
1/sqrt(Gain). ~Unce the P-valuco is lf>s5 Lh&n 0.05, Lhat tern 13 
stat.i 5t i.cally signj t i C<l.llt at the 95'& con( a dcmci! l ovol. Consequently, 
you probably don"t want to teflOVe any var 1 ah l us fror~ t.hP IKXiel. 
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PUMA Jay•tick Multiple ~gre••ion Analy•i• 
Dependent variable: PerfB 
,. 
Par&l'leter S.tlnale 
Standard 
Error Statist.lc P-Value 
OOHS'JANT 
Difficulty 
1/•qrt (G.> in) 
Difficulty/oqrt (G 
· ~ · 6~61 
-J . 68~31 
-63.7838 
9 . 31"166 
(J.87H 
2. 0]7~6 
39.7073 
l.81U1 
Analysis of Variance 
Sourco 
Model 
Residual 
Total (Cocr. I 
S\U\ of Squates 
197831.0 
1(10.1.2 
212238.0 
R-•quaied • 93.2118 percent 
Of Mean Square 
3 
3~ 
38 
6590. ·1 
u 1.631 
R-•quared (adju•tad for d.f.) • 92.6299 percent 
Standard Eiror of Est. • 20.2888 
Mean absolute error • 15 . 1081 
Durbin-watoon •tatlstic • 1.40629 
Stepwiae ceqres5lon 
Method: bac kward •election 
F-to-entec: 4.0 
F -to-cenove : 1 . 0 
Step 0: 
l varlables in the nodol. )5 d . f . for error. 
1.01068 
-1.80872 
- 1.60635 
~.13538 
F- Ratio 
160. 20 
0 . 30~2 
0.0791 
0.1172 
0.0000 
P- Valuo 
0. 0000 
ll-squaced • 93. 2ll Mj u.•tod R-•quared • 92.631 MSE • Il l. 631 
Final nodal selected. 
The Stat.Advlsor 
The output shCJWs the results of fitting a multiple linear 
regre~sion nodel t o dascrlbe the celatjonship between PerfB and 
independent vacidbles. The &Cf\llltt.on of the fittod fl()(jo}l is 
PerfB • 45.6561 - 3.6B537'D~ffi~ty - 63 . 7B3B•l/sqrt(Gain) + 9.31766'D~ffi~ty/sqrt(G3>n) 
Since tho P-valutJ in lhe AJ+OVI\ t ..tblt> 1.s los.., than 0.01, there i.., a 
~t.ati.stlcally si.yni fi cant relaltCICaship bat\ooo-een th& variabl es at the 
'l9t con f idoncc lcvc l. 
ThA R-Squarod .•tl"l i.sti c incti C".ll.tt.OJ that the ~eode l .._,s fitted 
oxplaln.s 9J.2l10t of the v.:ld~tbl.J ity in PerfB. Tho ... ~justcd R-.squ .. :ued 
.;Lat.i:tlic , whi cla i.:: rhll ~ !Jttil;,blo f o 1 c<npac-.ing ltOcltt l!J w.ith di(fttrent 
nutlber:s o f ind.JpeihJcnl Vdtil.lhltt.'J, i .1' 92 _ 6299t. Tho sL"'ndatd erro r ot 
the e.st i.nalo 5how.s the !Jtanc:lard dPviaLion of the re:sidual.s to be 
20.2880. Thi.'S value can bf'J u:sed t o c on.'ILrucl predicti on Units for 
new observation" by s electing u.e Reports option frat lho text nenu . 
The mean ab30lute error (HA£) of 15.1084 is the average value of the 
reslduals. The Ourbin-watson (DW) statistic tests the re.siduals to 
determine if there is ~y significant correlation based on the order 
in which they occur in your data file. Since the OW value is greater 
than 1 . 4, ther:e is probably not any serious autococreldtion in tho 
re,idual.,. 
In doternining hitethe r tho raod~J c an be ~inplified, notice th.at lhe 
higho3L P- value on the independent varjobles i:t 0.1172 1 beJonqinq t o 
1/sqrt (G.lin) . Sinc E" the- P-..,..Jluo is groat er or cqu.1 l t o 0.10, that 
tc~n• i :1 no l :l1.ali.:.:l ic: •• lly ~;\4uiti ('.mt .,t. lht- ClO'I. 0 1 htqhec CC¥lfiC1onC"c 
level. Con."JJqucntJy, yo11 :lh i"''I id ,.,.,.t :S idr- r acnovJnq 1 /.~trl(Gain) fcOI\ 
ll1t1 r•o-.lc .. J. 
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SIH KeyBoard Hutt lplo Req<e.s.sion Analy.si.s 
Dependent v a riable: P~rfB 
Per&r~otor 
CONSTANT 
Difficulty 
1/.sqrt (Gain) 
Dlfficulty/.-qcl (G 
B.st in.ate 
68. (248 
-3. 3389 
- 41. 2276 
2.69107 
Standud 
Error 
29 .1611 
1. 38374 
12. 89S7 
0.612019 
Analysis of Va~ianco 
Soucco 
Hodcl 
Residual 
7otal (COrr.) 
Sur~ of Squares 
9653.78 
3S7S. 85 
13229.6 
R-!lquared • 72.9709 percent 
Df Hean Squa<e 
3 
33 
36 
.1217. 93 
108.359 
R-.squaced (adju.sted fo1· d . f.) • 70.5137 percent 
StAndard Erro r of S.st. • 10.1096 
Heart a b5alute erro1· • 8.25812 
Durbin-W<It.son stati.sl ic - 0. 858061 
Stepwiso regres~ion 
Hethod: backward .:select i on 
r:-to-entec: 4. 0 
F -to- cenove: 1 • 0 
Step 0: 
l variable~ in the Bodel. ll d. f. for error. 
,. 
Stati!lltic 
2. 346U 
- 2 .U29S 
- 3 .197 
4.10173 
F- llatlo 
29.70 
P-Valuo 
0.02S1 
0.021S 
0. 0031 
0.0001 
P-Value 
0 . 0000 
R-squaced • 72.971 Adjusted R-squared • 10.51 \ HS6 • 108.359 
FinAl nodel ."JelectOO. 
The StatAdvisor 
The output sho.-1'!1 t.he resuJ ts of f .i tt inq a n ultiple linear 
n~"JC'e.s:sion nodal to d o:Jcribe the celatlonship between PerfB a.nd 
indopeodt!nt Vllllabl e:;. The equation of the fitted acx::lel is 
PecfB • 69 . 42(9- 3.3399• Diff>.cul ty - 41.2276•1/•qrt{~) + 2 . 69407• Diffl.culty/sqrt{C.UZ.) 
!iinc e lhe P-va lu& .in the A.HOV). table i:s le:ss than 0.01, Lhere l!S b 
.c L~li.'llically :si<Juiflc .. u 1t relation:ship between the var-iable."J. at lh~ 
?q ~ cnnfidence level. 
1'hc R-$qu3cod .stat i:~lic incticale3 that the n.od.el il.$ fitted 
•Ht r1 .. 1ln!'J 12.'J10q\ of thE~ .,...:>~r .iabUity i n PerfB. 'l'he lKijlJ:;,tod R- :J.llu.:HP.-.1 
.tl.,tisLLc~ wh1.c h 1.:1 ~tore suitable fo1 conpacing l'l.odel.s with diffcr·~tll 
nunber~ of independent va riablo.s, i.s 70.5117 \ . 'l'he standard error o( 
the e . ,tin.atc 3how.s thC> 3tandacd devi..1tion of the ce:sidual.s to be 
10 . 4 096. This vnluo can be u!Sed to con.slruct predictioo linit:s for 
new ob:secv ation.s by selecting the Roport:s option fron t h e text oonu. 
The na.a.n a b!lolute error (KAE) of 8. 25812 is the average value of the 
rosiduals. The Du.rbin-wat:son (D() statistic te5"t.S the ce.sidual.s to 
deterrUna j f t here is an y significant corc·elation based on the order 
iu which the y occur in your data file. Since the OW value is les .5 
t hM 1 . 4, there rtlly be .sOhl indication of seJ:ial cotr&lation. Plot 
t he t·osidual:r vor . ,u .s COo-l order to see it there is any pattern •·thich 
t;an be seen. 
ln dctcn Unjug whether the rtodel c un be sillplified, notice t h.l l th~ 
hiyho .os l P-v&luo u1 the independent vo.~riahles i:r 0.021!' , belonq.iny to 
lJi ((i c ulty. ~Hw.:(• the- P- v.llU('I is l t"s.'5 thlln O.O!J , that tern is 
~.t.\t.i.stic& lly !ligo.if.icaul .'ll lh& <)5't. Coc1tidence level . C:on!leqtwnt. ly, 
you probolbly don • t w.,.u t to cenovo a.uy variables fr01n the n::dol. 
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SIH House Multiple Reqre~sion Analysls 
Dependent v a riabl e : PerfB 
Paranater 
StandArd 
Error 
T 
Statistic P-Value 
OOHSTAIIT 
1/oqrt(Gainl 
11.2403 
5.03422 
3.63&04 
2.685 4 
Analysis of Va~lancc 
3. 09136 
1. 814&7 
0 . 0010 
0 . 0695 
Soucce Sum of Squares Df He-dll Squ.a.~e F-RAtio P-Value 
Hodel 
Residu.:tl 
Total (Corr.) 
279.523 
270t. 26 
2983.79 
R-oquared • 9.36807 percent 
1 
31 
35 
279.523 
79.5371 
R-oquared (adju.otod for d . f.) • 6. 70242 percent 
Standard Error of Bot. • 8.91836 
Mean absolute cctor • 6.2814'7 
Ourbin-Watson statl.:~tic - 1.99081 
Method: backward .:~election 
F-to-enter: 4 . 0 
F-to-renove: 1. 0 
Step 0: 
3 variable~ i n the ncxleJ. 32 d. f. for error. 
3.51 0.0695 
R-.oquared • 11.08\ M juoted R-oquarod • 2.74\ HS6 • 82 . 9123 
Step 1: 
Rcnoving vari.ilil e Di ffi..c ully with F-to -1 Move • 0.111912 
2 va.ciable.s i.n the uode1 . 33 d.f. for e cror . 
R-.oquared ~ 10.59\ Mju.oted R-oquated • 5.11 1 HS6 • 80.8468 
Step 2: 
Renovlng va1i..lble Oiffi.cultyh11q1·t(Gain) with f -to-reaove = 0 .449203 
1 varlllblO!J in thG AodeL 34 d. f. for error. 
R-.oquared • 9.37\ Mju.oted R-oquored • 6.701 HSS • 79.5371 
Final nodel selected. 
The Stat.Advisor 
t'he output s hOW's the results of fitting ., n ultiplc linear 
regre!Jsion ~el to de3cribe the rclation~hip between Perfg and 
indeponclent va_riables. 7he equation of t he fittod nodel is 
l.'edll - ll.240l + 5. 03422•1/aqrt(G.o.i.n) 
Since the P-value in the~ table is las~ than 0.10, there is a 
statistically significant relationship between the variables at the 
90 1 confidence level. 
The R-Squarod statistjc indlicates thal lhe Aodel 45 fitted 
explain.o 9 . 36807 1 of the variability in PerfB. The adjuotad R- .oquared 
stati:rtic, which is nore suitable for c orcpacinq n odeJ..s wJ t h different 
nUftbers of independent variables, is 6 . 702 4 2 1 . The standard or cor of 
t.he e:tti.nate shCW":t the rtand.ard deviation of the ~e:tidual.s to be 
8.91836 . Thi!J value c&\ be u.5ed t o c on.,truct prediction tinits for 
new observations by selecting the Reports opt ion fron t h e text ~nu. 
The nean ab~olute error (HAE) o f 6.201 ( 7 i s the ave~age velue o f the 
residuals. The Durbin- Watson ((W) 3tatisti c te~t5 the ~e.sidual.s to 
detorm.ina if there is any :Jiqnificant c ot·ccl.Jtion ba sed on the order 
in which they occur in your dates file. Since the lJiol value is greater 
t han 1 . 4, there i ·" probably not cmy se r i.ous ..1utocorrelation in the 
r es i.du4l.s. 
In dcte n Uninq l•l'hethct· t he n odeJ c an be .<Ji flpl1fi~d. not i ce t hat the 
highe.sl P-vaJue 011 t.he- indepeuch:•nl vaci,.blc!i is 0 .069!J. belonqing t:o 
1/sqrt (Gain}. S ine<" the P-valuP i :1 1 ~'33 th11 n 0. 10, thdt teen L., 
s Lat.j!SLicaJly :s t.qr.ifj c .:u•l <lt Lht- ()0'i. ronfid .. ·nce 1£1VH 1_ DepE-~ncti 119 ou 
tho confidon.;t' level at whi ch you wi s h to wotlc, you ruty or nay 110t 
dt>ci.df" t o r<-rtove> 1 /!iqrl (t";r~in) fr c·•• the- nc'd~l. 
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SIM Joptick Mult iple Regre.s•ion Analysh 
Dependent variable: PertB 
Par aneter 
COHSTNIT 
Difficulty 
1/sqrt (Gain) 
B3tinate 
23.5329 
0. 713076 
- 5.5666 
Stendard 
Error 
15.0689 
0. 600401 
3.51595 
Analysis of Variance 
Source 
Model 
Residual 
Total (COrr. l 
Sum of Squares 
133 . 49 
6179.19 
6912.66 
R-•quared • 10.6108 percent 
Df """" Square 
2 
33 
35 
366.745 
187.246 
R-•quared (adjusted for d.f.) • 5.19327 percent 
Standard Error of S.st. • 13.6839 
Mean ab50lute error - 10 . 8623 
Durbin-Wat•on statl•tic • 1.65029 
Stepwise regression 
Method: baclcwud .selection 
F-to-enter: 4 .. 0 
P-to-renove: 1.0 
Step 0: 
J variables in the node l .. 32 d.f. for error. 
T 
Statistic 
I. 56169 
1.18767 
-1.56324 
F-Ratio 
I. 96 
P-Valuo 
0.1219 
0.2 134 
0.1229 
P-Value 
0.1571 
R-.squared • 10.621 Adjusted R-squared • 2.241 MSB ~ 193.09 
Step 1 : 
ke~inq variable Difficulty/sqrt(Gain) with P-to-renove • 0.00168479 
2 variables in the 3odel .. 33 d.f. for error. 
R-.squared • 10.61l Mju.sted R-squared • 5. 19\ MSB • 187.218 
Final nodel .selected. 
The Stat..Advisor 
The output shows the resu.lts of fitting a .,ultiple linear 
regression model to describe ~he relatlon3hip between PorfB and J 
independent variables. The equation o f the fitted nodel i s 
PerfB • 23.SJ2g + 0 . 713076*DiffLcu1ty- 5.5666*~/sqrt(Gain) 
Since the P-va1ue in the~ table i~ gr•ater or equal to 0.10, 
there i.s not a .statistically .siqnifice.nt relationship between the 
variAbles at tho 901 or higher confidence level. 
fho R-Squared .statistic indicates tha t the model as fitted 
explains 10.6108\ of the variability in PerfB. The adjusted R-.squared 
stati.stic, which is more .suitable for con.pa.ring nodel.s with different 
numbers ot independent variables, l.s 5 . 19327l . The standard error of 
the e5tiaate .shOW's the .standard deviation of t he residual.s to be 
13.6839. This va~ue can be u.sed to con3truct predic tion linits for 
new obse.rvation.s by selecting the Reports option fron the text rwmu. 
'Jhe n.ean ab.50lute erro_r (HA.E) of 10.8623 is the average value of the 
residuals. The Durbin- Watson (DW) .statistic te.st.s the re.sidual.s to 
deterftlne if there i.s any significant correlation based on the order 
in which they occur in your data filo. Since tho OW value is q~eater 
than 1.4, the~e i3 probably not any serious autocorrelatlon in the 
residudls. 
In deternining whether the Rodel c an be ~i~plif1ed, noti ce t hat the 
highe3t P-value on the inc:lependent variables is 0.2434, belonging to 
Difficulty. Since the P- value i, greater oc equal to 0.10, that tern 
i.s not statistically significant a t the 90\ or higher confidence 
level. Consequently, you should consider renovinq Difficulty f~~ the 
rtodol . 
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APPENDIX D. RESULTS: SAMPLES & SUMMARIES 
Initial Device Ranking 
333 
Robot Device Name AvgOfOuration MinOfDuration User Susceptability= St.Dev/Avg 
PUMA560 2 Button Mouse 95.43333333 32.8 0.557076049 
PUMA560 Joystick-Analog 95.01891892 25.7 0.655472343 
PUMA560 KeyBoard 93.35277778 26.6 0 0 561829968 w SIMULATION 2 Button Mouse 21 .42722222 9.22 0.489133615 w ~ SIMULATION Joystick-Analog 36.91666667 8.84 0.576873105 
SIMULATION KeyBoard 32.59138889 8.57 0.629707473 
APPENDIX D. RESULTS: SAMPLES & SUMMARIES 
Supporting Evidence 
335 
Robot OeviceName Participant Number AvgOfDuration Preliminary Score 
PUMA560 2 Button Mouse 2 101 .53 6 
PUMA560 2 Button Mouse 6 11 5.43 6 
PUMA560 2 Button Mouse 7 68.56 5 
PUMA560 2 Button Mouse 8 102.56 6 
PUMA560 2 Button Mouse 9 92.86 5 
PUMA560 Joystick-Analog 2 109.02 6 
PUMA560 Joystick-Analog 7 83.70 5 
PUMA560 Joystick-Analog 8 88.19 6 
PUMA560 KeyBoard 2 113.66 6 
PUMA560 KeyBoard 7 73.50 5 
PUMA560 KeyBoard 8 87.41 6 
SIMULATION 2 Button Mouse 2 26.79 6 
SIMULATION 2 Button Mouse 7 19.32 5 
w SIMULATION 2 Button Mouse 8 15.03 6 
w SIMULATION 2 Button Mouse 9 24.58 5 01 
SIMULATION Joystick-Analog 2 45.11 6 
SIMULATION Joystick-Analog 7 37.03 5 
SIMULATION Joystick-Analog 8 22.92 6 
SIMULATION KeyBoard 2 32.40 6 
SIMULATION KeyBoard 7 26.12 5 
SIMULATION KeyBoard 8 26.16 6 
Avg_DfDuration Preliminary Score 
AvgOfDuration 1 
Preliminary Score 0.204836628 
General LinE~ar Mode 1 s 
Hurtber of dependent variables: 
NW'Ihe r of categorical f actors: 
Nunber of quantitative factors: 
Analysis o( Varianc e f o e PocfB 
Soucca 
Hod cl 
Ro sidual 
1'ota.l ( Cot r.) 
S lm o f Squares 
~50873 . 0 
2 19668 . 0 
800542 . 0 
Type I 11 Su.-.s of Squ.ares 
Of Mean Square 
23 
214 
237 
23 9 5 1. 0 
1166.67 
F-1\atio P-Valuo 
20.53 0.0000 
Source Su~ of Squares Of Mean Squar e P-Ratio 
Robot 138223 . 0 138223.0 118.48 
Devic e 11816.9 2 5923.(7 5 . 08 
Person 8703 . 53 6 1(50. 59 l. 21 
Di ffi c ult y 66622.7 1 66622.7 57 .10 
Gain (Robot Dev j c e) 113362.0 6 23893.7 20. 48 
Trial ( Pe r son) 6226.31 889.477 
Residual 24 9668 . 0 2 14 1166.67 
Total (correc ted) 800512.0 237 
All P-rat io~ are bds ed on the r esidual nean squa~e error. 
R-Squa red - 6 8 .8126 pe r cent 
R- Squa r ed (ad ju5 t ed for d.f.) - 6~. 4 607 percent 
St~dard Error of 65t. • 31 .1566 
Hean atJsol u te erro r = 23 . 58? 6 
Ou rbin -Watson sta ti.'Slic ... 1. 57666 
Rc3idu ... L Analysis 
n 
MSE 
Hlill 
B.'Jt in: at ion 
238 
1166.67 
23.58"/6 
HAPE 60 . 6897 
ME - 2.373158-13 
HPfi - t0 . 9J~ J 
i he Slat.J\dvisor 
Validation 
0.76 
This pane su~narizes the resu.lts of fittinq a general l.inear 
s tati ~tical r.odel relating Pe rfB t o 6 predic tive fac tor.s. Since the 
P-valuo i n t.he fi cst AN<1VA table f o r Per fB is l e s s than 0.01, t here i .s 
~ 3td listical ly signi ficant rela tionsh i p between Pe c fB and the 
pc:ed.icto r variables at the 991 c onfide nce level . 
The second ANOVA table for PerfB tests the .statistical signif icanc e 
of eac h of the tactor.s a s i t wa..s e.ntered i nto t he rtcx1el . Notice t hat 
tho highest P-value ls 0.6194, belonging to F(C). Since the P-value 
i.s g t·o .. :t. te r or equal to 0.10, that tern is not .stati.stically 
signi f i c ant At the 90t or higher confidence level. Consequently, you 
should consider renovinq F( C) frOI'\ the ncx:lel. 
The R-Squaccd .st a t istic indicates th8t the n cx1el a.s fitted e xpla ins 
68.81 2 61 o f the variability in PerfB. The adjusted R-squared 
stati~tic, which i .s n ore .suit able for conparing n odel .s with differen t 
nunbers o f independent variabl es, is 65 . 460"1 \. The standard err or of 
the e~t Lnate s hows the standard deviation o f the re~iduals t o be 
3., .1 566 . Thi s value c an be used t o c o ns tcuc t predi c tion llllits for 
ne-w ob s erv3l ions by sel ec ting the Reports option f r OR the text aenu. 
The ~&~  a bso lute error (MA£) o f 23. 58?6 is the average valuo o f the 
re~ idu..ll ::s . The Ourbin-Wa.t:wn (LW) :sta t istic te.sts t he ce.~idual.s t o 
dE- t e t n .i rH'! i l t here is any siqnjf ic.;:m l c:o rre l a lio n ba sed on the orde r 
ir, •oo~hH.: li l hC'y occur i n you t· d ata f i l e . S ince the ~ val ue i s greater 
t h~lr• 1. 4, the eo i s probably not any !i.E-rioo s a u tocorr e l ation ir• Lh E! 
re3i • " ' ·' l~ -
1'!,, O Hlptl l , ll .JO .'iiUI"nal tzc•s lh~ pel ( ()1':11/:!nCe o f t he node l in fitting 
r t. •l d ·•l <J , •• ud i n prf'.:l ic t i r•q ."lny Vhlue:1 wjtht•e ld f- r c.~ !hE' t ill1nq 
l ' t •l(· ·~··.: . 11. d.i:Jpl .. \y.;: 
( 11 I h l • IIH~il 11 .:qunrt--<.1 tHIOI ( MS !:) 
( 
' 
Uet• , ah.H.ilUl<• <· t cv r (MAE ) 
('l l.h<· ll~t!ii O lU~:o l ut,.. p~ r c:f'n t •'iJ ·~ t~ f I ( JI (HA I' I.;) 
\ ol l '·'·<-· •HI O t (ME) 
{ ' · I I j,, . i " " ('(!Il l <HJ• ' i• lr o t ( Mrl\1 
b1 •! 1 o1 I h · . l _ o~ l. i :Jt ! •:•s 1.1 t -..L ihl • of I I h· · t•::fldtt -.1 .•;. iJ,o • I if .: I I hr •H • 
.. I d i I 1 ; · . lt••' " ··lll'(• It,. 11 l(llllillol• .,J I ho • ••f 1 •• 1 .•;, h l-.. : 1 \ • I !h .. I.·) \oo' l \) 
' I IV • • ' 'f U'lll ·• f '.IJ ) Ih'. 1'11\.' ) ._a .•SI,. l ._,. , .1 1 . 11.i .'1 l l \;.•1 ll k:t~.IU!(• !; j . , ;; , 1\ l·ot• \ t·~ l 
, .... ,. I .... , 1 1 ·Ji •.t.: I V itl llH ,; ( (•.'ll ! l \ 1 0.0. 
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P-Value 
0.0000 
0. 0070 
0.2853 
0 . 0000 
o. 0000 
0 . 6 194 
General Linear Models 
Hunber of dependent v ariables: I 
Hunhe~ of categorical f actors: 3 
Nunber of quantitative factor~ : 3 
Analysis of Variance fot PerfB 
Source 
Mode l 
Residual 
TotaJ (Core.) 
Su.~ of Squares 
5(4607 .0 
255895.0 
800542.0 
Type Ill Suns of Squares 
Of Me<111 Square 
16 
221 
237 
.14040.4 
1157.89 
f-Ratio P-Value 
29 . 40 0 . 0000 
Source Stm of Squlllres Of Moan Square F-Ratio P-Valuo 
Robot 216410.0 1 21 6110 . 0 186.90 
Device 13 172. 3 2 6586.16 5. 69 
Per.500 16437.5 6 2739.59 2. 37 
Difficulty 61221.3 1 64 221.3 55. 16 
Gain (llobot Device) 145981.0 6 24330 .1 
Residual 255895.0 221 1157.89 
Total (corrected) 800512. o 237 
All P-rati03 are ba3ed on the residual flean square e rror. 
R-Squared • 68.0318 percent 
R-Squared (adjusted for d.f.) • 65.7206 percent 
Standard Eccor of Sst. • 34. 02"19 
Mean absolute error • 23.661 I 
Ourbin-Watson statistic • I .55295 
Residual Analysis 
Ssti.rust ion 
n 238 
MSS 1157.89 
HAll 23.66ll 
HAPE 60.036 
ME -1 .886375-13 
MPS -12.2921 
The Stat.Advisor 
21.01 
This pane swnarizes the results of fitting a general lineax 
stat15ticaJ model relating PerfB to 6 predictive factors. Since the 
P-value in the ficst ANOVA table foe PerfB is less than 0.01 , thece is 
a statistically siqnlficant relationship between PerfB and the 
predictor variable9 ~t the 91J'l confidence level. 
'fhe second Al40VA table for Pet"fB te.~t!J the s tatistical significance 
of each of the factor!! as it wa~ entered into the nodal. Notice thal 
the highe~t P-value 1~ 0.0310, belonging to C. Since the P-value 1~ 
less than 0 .05. that tern is statistically significant at the 95 \ 
confidence level. Since the [ltrrl value is less than 1. 4, there nay be 
sone indication o f serial correlation. 
The R- Squarod .statistic incticates that the rcodel as fitted explai.n.s 
68.0348t of the variabiLity in PacfB. The adju.sted R-squared 
statistic. which is rcore suitable for canparing rcodels with diffe~enl 
nunbe["s of independent variables, is 65.7206 \ . The standard error of 
the estinate shows the standacd deviation of the re~idual~ to be 
34 .0219. This v~lue c~ be u.~ t o constcuct pcedlction Linits for 
new observations by selecting the Roports option fron the text nenu. 
The n040 ab.solute error (HA£) of 23.6611 is the •. werage value of the 
rosiduals. The Durbin-Watson (OWl statistic tests tho tesiduals t o 
deternine if thc1·c is .1ny sign1fic3llt correlation based on the order 
in which thoy occur in your data fi lo. Since the OW value is g[eatc 1· 
t hem I. 4, the eo i.1: probably no t d.ny ~orious ..lutoco .. rel.:ttion in the 
n~~1duals. 
Th€.' output. .,l :o>U :utrn &r l z<'~ the $Jo(• f i Orrt1inc-o c, t t.ho nr-.de l i n fi t t. i ntj 
l hc d<Jt.•l, and in pn:•d i.~ tiug any vaJ u~.'l wit.hhe iU f C"o.l t. he fjt.li.nq 
pr c.c· o.ss . I t d i .sr•t ... y!: : 
( l l the noon J qll tJ t t•d •.H t O J IM.'i•: > 
(l ) Lh~ ~b~o lu l~ f• rr c·r ( MA~l 
{ I) l.h t.' lfl•~·Hl , \h .;o lul c· ,,.~ r .:ro nt...lql1 · ~ rr or I MAI'H ) 
(4) Lhr• ll'uH •n •Hror {M..I\J 
{ 1)) t. hr ltt H n l )(!o l ("•!ll t ·1•Jt' C't r •l r (MI'f\ ) 
1\ lt • ·t. <•f t)l., :; 1 , 11 i :tlt c•: 1 :~ t .;, :; •"' l , of, t h £· r~1 :Jidtttd "1. l ' h t· lir :'l lhr ~f' 
,; 1 ll i• :tl •':l l to••I.I•Jtt • 1 (,. • 11\•l r.lllldl"• t•( t i P~ \HI•'I ". t\ } .. : 1\f• t 11~1\• 1 Wi l l 
•J•~· "' ·:r •• .JI , t .._. d u· 1t,. I, .. , lw. .. 1 11 i~;•t ·: ·; ''"#t :;ut· hi es;.;. /', r..-·ll••r 
tac. .... l<• l w t l l Qi v · ! , V •• IU• ! :I • ·~o: t., •1.11. 
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0. 0000 
0 . 0039 
0. 0310 
0.0000 
0. 0000 
90.0 \ confldonce int.e["va l.s for coe(ficl~nt estlNte.s (PerfBl 
StAndard 
Pe r an.eter E3t1nate 8cror Lower Li.n.it Uppo< Llnit V. !.F. 
----------------------------------------------·--------------------------
CONS1'~1" 5.59589 13.1423 - 16 .1 12 4 
Robot 60.0341 4. 39131 52 . . /806 
Device 15.529 6.1713 5.)2'>41 
Device 2. 64904 6. 56714 -8.19943 
Per .son 3.02845 5.02018 -5.26379 
Per .son 13.732 11.3832 - 5 .07064 
Per!KXl -10.97~ 5 . 916~5 -20.7 4 8~ 
Per30fl 14.2317 1 1.2922 - 4.4 205 4 
Per50n -13.4623 5 . 00083 -21.7226 
Per~ -10.5844 4 . 99276 -18.8313 
Oi.ftlculty 4. 34036 0.582802 3 . 3771 
Gain (Robot Device) -39.1166 4 . 32213 - 4 6.8~68 
Gain (Robot Device) -8 . 90836 1.41218 -11.3401 
Gai n(Robot Device) -8.16933 1. 437 -10.5 429 
Gain(Robot Devi ce) -51 . 1!52 31.5135 -113. 67? 
Gal n(Robot Device) -29.4802 29.312 4 -11.941 4 
Gain(~t Device) l. 98 415 6 . 93155 - 9. 4646 S 
The Stat.Advisor 
Thi3 t ab1e 'how' 90.0 \ confidence intecval.s foe lhe coetficient$ in 
the Rodel . Confidenc e Lntecval.s .!ShOW' how ~ceci.sely the cootflc::icnt~ 
can be ostl~ted q1ven the anount of available d4Ld ~d tho noj.so 
which i.s present. ~so included are varianee inflation facto cs 1 which 
c an be used to measure the extent to which the predicto r V4tiable.s are 
corcelat~ &Aonqst then5elv es . V1F's aboYe 10, of which there are 0, 
ace u.sually con.sideced t o indicate .seciou.s nulticolllnearity. Sociou.s 
n.ultleollinearity qceatly increases the e:'l l 1J1atlon erro.: of tht! r.odel 
coefficient.s as cor•paced wjth a.n orthoqonal sanpJ e. 
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21.3041 
67 .2876 3 . 93567 
25. 7)26 5. 4 0651 
13. 4975 6. 02703 
11.3207 1. 4486 
32 . 5346 2. 98343 
- 1.2031 1.64219 
32.881 2.817 
-5.20206 1. t6722 
-2.33743 J. 44 714 
5.30302 l. 00179 
-32.5761 2.2516 
-6.41664 2.71766 
-5.79572 2. 1514 5 
10.2489 2.7021 
18.9869 2.75923 
13. 434 2 2.25561 
Table of Least Squ~re.s Kean.s for PerfB 
with 90 . 0 Pereont Confidence lntecv• l·" 
------------------------------------------------------------------------------
Stnd. Low<> a Upper l..evffl Count Ho on Srror Li.nit Linit 
--------------------------------------------------------------------------------G RiiND H f.AN 238 95 .9283 
RoboL 1.91468 9·1. 8101 101. 04& 
PltiA 129 155.962 6.26681 14 5 .611 166. ) 14 SIH 109 H.8942 6. 89946 24 . 4978 47. 2906 Devict• 
Joy!flLck 75 111.457 8.13219 90.0247 121. 0!1 KeyOOolsrd 73 98.5773 8.62613 84.32HR Il l . 02& 11ou,.,~ 90 77.7502 6. ?305 66.302~ 09.1?.1? 
Vor .soo 
2 ~· 98. 9567 5. 96313 89.1069 108.007 3 9 109.66 13 . 1294 87.9734 131.347 4 38 84.9523 6. 86348 73.6154 96.2893 6 0 110 .16 13.4 89 87.0792 132.441 7 56 82.4659 5. 85309 72.7979 92.134 0 55 85. JC39 5.89095 75 .6134 95.074 ~ 9 18 99.9588 9.11951 83 .900 116.01) 
--------------------------------------------------------------------------------
Hc.1n:. of Quant.ito1Llv~ Factors 
Difficulty 
Gain 
Trial 
The Stat..ldvisor 
20.8122 
2. 47689 
16.0151 
This table shows the n.e&\ Per:fD for each level of the t~ctor.5. [t 
dlso ~how.s the .!lta~rd ecror of •ach n.-an, which l.s a 11easurtt o( .il:t 
.san.plLng var.iabi.l ity. Th~ clghtnost two colUI\l\.5 ·"hOW' 90 .0 \ confidence 
intervals for each of t.he nea.ns. You can display tho.se nfltuU dud 
lnterv.1ls by .selectlnq Hean.s Plot fco-1 tho lL"t ot Graphical Option.s. 
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HultipJo CoK\parison.s foe Pecrn by Oovico 
Method: 90.0 peC'ccnt Uw1can 
Dovice Count. l .. c; HPAn H~cneou.s Groups 
Hou.so 
KeyBoard 
Joy~t ic k 
Contrast 
90 
"/J 
1S 
,Toy.st i.ck:: - KoyDOc.'lrd 
Joy.st iclc - Hou:Je 
KoyOoard - Mou~w 
17.7~02 
90.5TIJ 
Ill. 4S., 
X 
X 
X 
[li rr~rcnr\! 
'1 2. K8 
'.lJ.1011 
' 20.82., 1· 
• donoto:~ 4 s t.ati.st1c•lly !l t.qni fjrdut '-liffcroncc. 
The St.lt..Actvi:sol"" 
1'his t•blo applies .. 1 rtulUpl<"' COf'lpari:son pcoceduro to dotocr.in<'< 
which Reans aco sign.i!lc .. Ultty dlffecent ftOCl whid\ oth4tS . 7htt botton 
half of tho output .shOiooi!J thn est.ln._, t.OO difference betwo&n each pail"" of 
Reans. An ostoci..,k ht~ s b&o:~n plnced ne.xt Lo ) poic5. i..nd.lc4ting Lh4l 
these pairs sho-r :stat. i.~LiC' .. 'IIlly .•dqn1 ficant d.ifferonr.es at tho 90 .0 t 
confidence level. At thiJ top of lh~ (k\Qe, J hOilQ9enous C)coup.s are 
identifitid using colunn~ of X." ~ . Wilhin e3ch colurtn, the 1wol.s 
containinq x•.s tom a CJC'')Ul" of Mbn:J within t.mich th.,co '-'Cft: no 
st.atl.sticelly siqnl t i c..U\t di fforencos. 7ho not hod cue rontly being 
WMd to discri.l'linate anon9 the r.ean . ., i:s Ouncan".s ~uttipl4 Cortp4ri~1 
procedure. With this " othcd# thoto js " 10.0\ c.i:sk o f callinq ono or 
more pair3 ~ignificantly dUtfecent when thoir a c tual dltference equal~ 
o. 
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Hult.iple C<mparison!l for PerfB by Per.son 
Method: 90.0 percent Duncan 
Person Count LS Mean H~enoous Groups 
7 56 82.1659 X 
I 36 81.9523 X 
6 55 85.3t39 X 
2 54 96.9567 XX 
18 99.9566 XX 
3 9 109.66 X 
6 6 110.16 X 
Contrast Difference 
2 - 3 -10.7035 
2 - 4 14.0044 
2 - 6 -11 . 2033 
2 - 7 16.4908 
2 - 6 13.6126 
2 - 9 -1.00207 
3 - '24.7079 
3 - -0. 499761 
3 - 7 '27 . 1943 
3 - 6 '24 .3163 
3 - 9 9. 70145 
4 - 6 •-25. 2077 
I - 7 2 .46636 
I - 6 -0.391566 
- 9 -15.0065 
6 - 7 '27.6941 
6 - 6 '24.8161 
6 - 10.2012 
7 
- 6 -2.67796 
7 - 9 -17.4926 
B - 9 -14.6149 
• denotes a statistically significant diffe~ence. 
7he Stat.Advisor 
This table applie:a a rtult.iple C<X'Iparison procedure to deterni.ne 
which rteans are significantly different from whic h othors. The bottoal 
half of the output shows t he estinated dUfference bet~en each pair of 
me ans. An asteri.sk has been placed next to 6 pairs, indicating that 
these pairs show .statistically significant differences at the 90.0\ 
confidence level. At the top of the paqe, 2 homogenous group~ are 
identified using columns of X's . Within each c olumn, the levels 
containing X's forn a group of means within whic h there are no 
statistically significant differences. The nethod curr e ntly being 
used to discr~nate anong the aean~ is Duncan?~ ault iple cOAparisoo 
procedure. With this nethod, there i3 a 10 .01 r isk of calling one or 
n ore pair5 ~ignificantly different when their actual difference equ~ls 
0. 
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Hultiplo Conparl,on• for PecCB by Robot 
Method: 90.0 porcont Ounc an 
Robot Count LS Mean 
S IH 
PU'IA 
Contra st 
Pl.tiA - ~IH 
109 
129 
J5 . 8942 
155.962 
Honoqeneou.s Groups 
X 
X 
Difference 
'120.068 
• dcnole:J "" st..1tl.sti.cally siqn1f1cant Uiffocence. 
The Stat.ldv1.sor 
This table appll~s a n ultipla c~rison procedure to dotocnine 
which naans a ce siqnifieantly different f tCX\ which others. The bottOil 
hRlf of the output _,how.s the estimated difference between eac h p.1ir of 
naans. An asterl.sk has boen placed next to 1 pair, indicating tha t 
th1.s pair shows "" :stolti.stically significant diffecence a t the 90 .0 t 
con tldonc e level . At the top o f the paqe, 2 h~enous gcoYp.s an~ 
identified us l nq colu.nr\.5 of X's. Within e..tch colwm, the leve l .<s 
containing x•.s focn ~ 9roup of neans withi n which t hore aro no 
stctti.st lcally siqni f ic .. lnt di ffocences. 7he r~othod cue rently beinq 
used t o discr~inate anonq the neans i s Duncan"s ~ultiplo c onpAri500 
procedure. With this nethod, thece i.s a 10.0\ risk o f c .sll ing one or 
rao ro pairs .siqni.ficantly different when their actual differenc e equals 
o. 
343 
General Linear Models 
Hun.ber of dependent variables: 
NW'Ibec of c a t egorical f actocs: 
Nunbec of quantitative factors : 
Analy:J.is of Var ia.nce f o e PecfB 
Souccc 
Hodel 
Res idual 
Tote! I Co<r . l 
S u.t of Squat·es 
5"16622 . 0 
223920.0 
800542.0 
Type Ill Stm.s of Squaces 
Of Mean Squl\co 
22 
2 1 ~ 
7.31 
262 10.1 
1041.49 
f'-llat i o P-Valuc 
25 .17 0. 0000 
Source SW'\ of Squares or Mean Square F-Ratio 
Robot 213~05.0 213505.0 205.00 
Device 12839.2 6419.59 6.16 
Per .son 16983.6 6 2830.6 2.12 
Difficulty 59186.9 I 59186.9 56.83 
Gain(Robot Device) 39245.9 6 654D.99 
Difficulty•Gain(Robot Oevi 31975.0 6 5329. 16 
Residua l 22392D. D 215 1 D41. 49 
Tota l (cocrected) 8D0542.0 237 
All P-ratio.s aro ba50d on the residual nean squa r e error. 
R-Squared • 72.029 peccent 
R-Squared (adjusted for d.f.) • 69.1668 percent 
Standard Ercoc of Bst. • 32. 2721 
Hean ab50lute error • 2 1 .6416 
Durbln-Watson stalist ic c L 48 4 24 
Residual Analysis 
Sstination Validdtlon 
n 238 
HSS 1041.4 9 
HAS 21.6416 
HI\PE 52.5098 
H E -1.928916-13 
HPS -13.D979 
7he Stat.Advisor 
6.28 
5.1 2 
This pane su.narizes: t-he re:sult5 o f fitting a qoneral linear 
s tatistical rtodel relating PecfB to 6 predictive- factors. Since the 
P- value .in the first ~Vi\ tabl e for PorfB is les.s than 0.01, there .is 
a statistically significant relationship bctw~cn PecfB ar.d tho 
predictor variables at the 991 confulence level. 
The :second ANO'I:a. table foe PerfB tests the statistical significance 
o f each of the factors a:s it was entered into the n.odel. Hotice that 
the highest P-value is 0.0145. belonqi ng to C. Since the P-value is 
less than 0.05, that tern i.s .stati:stically significant at t he 9S l 
confidence level. Since the- I:W value is l e .ss than 1. 4. there l'lay be 
:une i .ndication of secial correlation. 
The R-Squared .-,tat istic indicate . ., that the r.cxlel o3S f .i ttcd explains 
72.0291 of the vaciability Ln PerfB. The adjuslod R-squared 
stati.stic, which is rtore .suitable for conpacing models with different 
nuR.bec s of independent vac.iable.s, is 69 .1 6681 _ The stand8rd er roe of 
the estiRate s hows the standard deviation of the ce.s:idual.s: to bo 
32.2?21. This value can be used t o construct prediction linits for 
new observations by selecting the Reports opt. LOll fron the text ncnu. 
The rtean absolute error (MA.E) of 21. 64?6 is the average value of the 
residuals. The Ourbin-Watson (~} slat is tic te.-st.., t he re . ., idual.s: to 
dete r nino .if there is any siqnific.sn t cortela-r . .ion bos&<l ' "• the order 
in whic h t hey occur in your data fil•.!. Sine~ Lh e I'Jiol vo.\llle i~ grealel 
than 1. 4, there i!'S probably noL auy ~Pnou:.: aulocorcol ... tt.ion in t he 
re3idual3 . 
The- outpllt .ll .iO .suntartZ£>3 th(! p<"Ll u crusnc \) v f Lht.• ~~<;d·~ l ln ft Ll.inq 
the dat a. rtnd in prE"dictirhJ .:u.y vatut!:'i ·...,it.h!H~Id frc.'C'I thn ti tt LnQ 
pr<lCdS!J. ll Oi:Jpl.ly:J: 
(1) !.hP •IC<~n ~H(liHI(•t.l oHt o.> J (HS~) 
(~) l.t•f' n.3·1r. ... ;luolut c .;• t r Jt {MAI\1 
('I th{· •KHtn dh:-=<olulf.- l l-! r ~·t ·nl\\Q•l 1H 1 •11 (M./\1 '1\) 
( 4) ltlf:'! rtC·lO •lrl Ot 0110 
('' I llw llOiln r-<·t ('t"' l t l "'J~· ... , r , .r (Hrrq 
1\-t• : h O f t h·~ . : I il_ j "\I 1 • 7 "1 1 .1 t .. , .c . .,j • 11 I l a• • I _. . •: i tll •ri ·•. 1'lp • I j r . I I l•r• !(· 
<jiVo• ~ .'il'• ~•ll • :t v.tl•u· . l'lot• I . .... l 1 '-+ • .;t. , r i :>l , .;•: lf•··•t .•'ll• ' I<~·• ·· · ,'\ h••l t •• :r 
••~ ,.1\· l ""'Ill qi ... ·· : ~' \Htlu•: ,;t , :~·~to O.(r 
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P-Value 
0 . 0000 
D. D025 
D.D14 5 
D. DOOO 
D. DDOO 
D.OOD1 
General Linear Models 
llunber of dependent variableo: 
HW'lbar of c a tegorica l factors: 
Hunbe~ of quantitative factors : 3 
Analysis of Varianco for PerfB 
Source 
Kodel 
Residual 
Total (Corr.) 
Sun of Squares 
589422.0 
211120.0 
800542.0 
Type III Swn• of Square~ 
Of Hean Square 
24 
21J 
237 
2 t 559.2 
991. 174 
F-Ratio P-Valuu 
24. 78 0 . 0000 
Source StWl of Squares Of Mean Square P-Ratio 
Robot 20t919.0 1 20 4919.0 
Dev ice 88 49.24 2 44 2 4. 62 
Per :son 16278. 0 6 2713.0 
Difficulty 57875.8 l 57875 . 8 
Gain (Robot Device) 39085. 3 6 651 1.22 
Robot • Oev ice 12799.6 2 6399.82 
Difflcutty'Gain (Robot Devi 31419.9 6 5236. 65 
Residual 211120.0 213 991. 174 
Total (corrected) 800542.0 237 
All F-ratios are based on the residual 11ean square er cor . 
R-Squared • 73.6279 percent 
R-Squared (adj u~ted for d. f.) • 70.6563 percent 
Standard Erroc of Bst. • 3 l.t829 
Hoan ab~lute error • 20.5422 
Ourbin-Wlt.tson statistic • 1. S5853 
Residual Analysis 
Bstinat.ion Validation 
n 238 
KSS 991.174 
KAil 20.54 22 
KAPE 49 .2612 
KE -2.216868-13 
KPS -10. 4989 
The Stat.Advisor 
206.74 
4.46 
2. 74 
58. 39 
6.57 
6. 4 6 
5. 28 
This pane 3urn.arizes the results of fit t ing a genecal linear 
statl~tical model r e lating PetfB to 6 precU c tive factors . Since the 
P-valuc in the fir s t /\NOVA tcilile t or Pe cfB is less than 0.01, there is 
a statistically significant relationship bet~en PerfB and the 
predictor vari4ble:s at the 99\ confidence level. 
The second ANO~ table foe PecfB tests the stati:stieal signific ance 
of each of the factors as it was entered into the nodel. Notice that 
the highest P-valuo is 0.0139, belonging to C. Since the P-value is 
less than 0.05, that te[ll is statistically sjqnificant at the 95t 
confidence level . Since the OW value is Less than 1 . 4, there may be 
scne indication of serial correlation. 
~he R-Squared statistic indicates that the nodel as fitted explain3 
13.6218& of the variability in PecfB. The adjusted R-squared 
statistic, whic h is n.ore suitable for conparing n.odels with differf!nt 
nurt.bcts of independent v.:1ciables, i.:,: 70.6563~ . 7he standard error of 
the estinate shows the standard d eviation o f the re31duals to be 
31 . 4829. 1'his value c .1n bu used t o construct prediction Units Co1· 
new obsorvat.ions by selecting the Reports <tpt ion fror• the tE'lx.t lllenu. 
Tho rtean ab~lute e ct·or (MAE ) of 20.5422 t s the .1vecage valuo o f th(> 
rQos i.cluC\ls. iho Outbin-Watson (~I sLat i. ~tic test.s the cosjduals t o 
drternine if there i s .my si.yu jfiC$1l cotcu l.ltjon ba :3ed on t he otdcc 
jn whic h they bC'cur in your dala 1 ilP.. S.1n~e lhe OW valufo i. ~ <JteatC>r 
lh...ut 1.4, L hl~td i .!'l pt o babty no t ._\uy :tct· i.ou ::~ .lUL C)(:orr•ll..tLi o n iu tho 
r to~•idu~l ~. 
Thtt uuq~l ~~I ~:H :Jtlrn;t tl i:f•!i lh•! r o(> Jf C• tTOlt OC'C u t t.hc· • t<.d c l tn ftllillq 
l h •! d iJlOj, .. u1d i11 ptf.•dt• : t. ili•J .111y v.,)u•''; .,.,i thlt·! lt..l fr o rt l.h€~ tillinq 
f•r <.,_•(•:t !l. 11. d i!~pl.,y ;:: 
( 1) t. lll' IIO}:I n .lt)ll •tl • ...J ·~I I HI I MS >:) 
(/) Lhc• rte;, n 1l u olutl l• tr c.•r l KAH ) 
( I) tht' rto!~n .lh .:o lul(· p· ~ff:(•nf .t•l~ •HI'll l MJ\I'fil 
( 4 ) I tu· l t'l •tn ( 'fi li i ( Mii ) 
{'.t ,,,,. 
' ":' '" {• 
, .... , .. .. , .. ,.,, ,, : Hf'l\l 
h·l • lo .,( ,,,., .I ,, i ·.l 
····· 
... j •• , 
" ' 
.. lit· tdll•tl!; . llto I it ;. ! l l tr•• 
. . ltf . i •;lt •:~S lto ~ • t .~Uit tt,, • l l. nfltllUd• • .,( lh•: , • rt ,) l ."i. A l."!l lt..• t II Odt• l !o-1111 
t jt V •· •I :llloll l ott V d "" · , .,,, . I · ~: · I..¥ ;. 1 tt. i ·: t • •:!1 ·~~~u ::ulo · hi.L.. r. t ..-·ll ,., 
t•t.,li•( Wt(J QI Y·~ , I 'l•d•J• ! o: ) ,,•:q l11 •).t1 
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P-Value 
0. 0000 
0.0126 
0.0139 
0.0000 
o. 0000 
0. 0019 
0. 0000 
APPENDIX D. RESULTS: SAMPLES & SUMMARIES 
Initial Analysis 
346 
Find Failure Stats 
Task DevlceName PUMA580 RTX100 SIMULATION 
Pea-In-Hole 2 Button Mouse 7 
Peg-In-Hole 20 Maaellan 3 
Peg-In-Hole GamePad-IBM 1 9 
Peg-In-Hole GlldePolnt 3 
Poo-ln-Hole Jovstlck-Analoo 8 
Peg-In-Hole KeyPad 1 3 
Peg-In-Hole TrackBaii-CPC 8 
Peg-In-Hole TrackBaii-Marcus 1 
SUMMARY OUTPUT 
Regression Statistics 
Multiple R 0.73017 
R Square 0.533149 
Adjusted R Square 0.502025 
Standard Error 0.284005 
Observations 17 
w 
~ ANOVA 
Regression 
Residual 
Total 
Intercept 
Difficulty 
df ss 
1 1.381701426 
15 1.209886376 
16 2.591587802 
Coefficients Standard Error 
2.808881 0.30157395 
0.067831 0.016388923 
MS 
1.381701426 
0.080659092 
t Stat 
9.314071534 
4.138857169 
F 
17.13013867 
P-va/ue 
1.26207E-07 
0.000874625 
Significance F 
0.000874625 
Lower 95% Upper 95% Lower 95.000% Upper 95.000% 
2.166091289 3.451671396 2.166091289 3.451671396 
0.032899227 0.102763593 0.032899.227 0.102763593 
Difficulty Average Averag8 Rating Standard Deviation Ratio 
11 .45 3.93 4.91 0.91 0.23 
12.45 3.94 5.14 2.04 0.52 
13.45 3.56 5.09 1.32 0.37 
14.03 3.51 6.00 0.00 0.00 
14.06 3.80 4.82 1.04 0.27 
15.06 3.55 5.00 0.66 0.18 
16.06 3.73 4.91 0.67 0.18 
16.36 4.14 4.63 0.63 0.15 
18.95 3.85 4.45 0.78 0.20 
18.97 4.28 4.91 0.83 0.19 
19.49 4.29 2.00 0.00 0.00 
19.79 4.61 4.84 1.20 0.26 
19.95 3.78 5.15 0.59 0.16 
20.95 3.78 5.12 0.73 0.19 
22.40 4.27 4.84 0.82 0.19 
23.85 4.43 5.05 0.75 0.17 
27.29 4.96 4.81 1.42 0.29 
Count 
22 
30 
24 
1 
17 
32 
23 
70 
11 
75 
1 
89 
34 
18 
61 
65 
62 
Difficulty 
Average 
Average Rating 
Standard Deviation 
Ratio 
Difficulty 
1 
0.73017 
-0.166574 
-0.069993 
-0.216067 
Average 
1 
-0.319074415 
0.237662396 
0.054665067 
Average Rating Standard Deviation 
1 
0.288806709 
0.30255094 
1 
0.979559492 
Ratio 
STAXISTICA: Basic Statistics and Tables 
STAT. Correlations (explman.sta) 
BASIC Marked correlations are significant at p < .05000 
STATS N=619 (Casewise deletion of missing data) 
Variable SERIES PERSON TRIAL DIFFY DURATION PRESCORE 
. 1--·-· · -----
--
SERIES LOO -.30 * -.07 -.01 .18 .. -.43 * 
PERSON - .30 .. 1.00 -. 17 .. . 01 - .00 - .13 * 
TRIAL -.07 -. 17 * 1.00 .01 -.14 .. . 40 * 
DIFFY -.01 .01 .01 1.00 .28 .. -.01 
DURATION . 18 * - .00 -.14 .. .28 * LOO -.12 * 
PRESCORE -.43 .. -.13 * . 40 .. - .01 -. 12 .. 1. 00 
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General Linoar Hodels 
Hunbor of dependent variables: I 
Nunber of calegoricol factors: 2 
NWlber o f quantitative factor:~: 3 
An~ly.si:s of Variance for Ou~ation 
Source Sun of Squo res 
Model 
Residual 
Tota l (Corr . ) 
Ty pe Ill S<ms of Squaro5 
180.02 
560.236 
7 4 0.256 
Of Heiln Squ.u::e 
31 
597 
6 18 
5 . 80709 
0.950 406 
F-R.atio P-Value 
6 . 08 0. 0000 
So urce SUil of Squares Df Mean Square F-Rat io 
Serie:s 7 . 753 4 9 I. 5507 1 .62 
Pcelli\Sco ce 0.0122092 l 0.0122082 0.01 
Difficulty 51.6211 l 5 4. 6211 57.23 
Tclal (Por5on) 8 4.993 24 3.54138 
Ro:<t idual 560.236 587 0. 95 44 06 
Tot~.l (corrocted) 7 40.256 610 
J\11 F-ratios are b.J:sed on the residual nJan 9quace error. 
R-Squarod - 24.3186 percenl 
R-Squarod (adju5ted for d.f.) - 20.3219 percent 
Stdndard Er r or of B~t . • 0.976937 
Mean ab:solute e rror • 0.591169 
Ourbin-Watson statistic • 1.86777 
Rosidual Analysis 
n 
HSH 
HAll 
HAPE 
HE 
HP6 
Ssti...r.alion 
619 
0.954406 
0.591169 
13.6071 
6.163 44£-15 
-3 . 43916 
The Stat.Advi sor 
V a lid.Jl1 on 
3.71 
This pane sunaarizes the r~:!lults o f fitting a genecal linear 
stati.sti.cal 11odel relating Ouc..1lion to '::. predtct.ive facto rs. S1.nce 
the P-valuo in the f1rst ANOVA table for Duration i.s le.s:~ t tJ&I 0.01, 
the re i:s a :statist.ic.slly .signifl.cant relationship between Our at i on and 
the prectictor veri.abJes .3:t the Q9\ confidonce 1<-vel. 
The second ANOVi't. table for Oucat.ion tests lhc :~rlatj sL ic&J 
significance of each of tho (act.ocs a.s i.t was entered into Lhe nodel. 
Notice t hst the highest P-vaJue is 0.9100, bulonginq to C. Since the 
P-value i.s g.co.ltec or equal to 0.10, that ten\ is not stati.sticolly 
.significant at the 901. or higher confidence level . Con.sequ£-ntly , you 
should consider rertovinq C fron tho 11odeJ. 
Tho R-Squaced :slati.!ltic inclicate.s that Ua.J rtcxicl as fiLtod ux:plain . ., 
24.3 1 861. of the variability in Ouratjon . The adjusted R-squated 
stati.,tic, which i:s raore .suitabl e for conparlng ttodel s wit h diffe r ent 
nunbers of i ndependent var.iable.s, is 20.3218 \ . 7he standard error of 
the e.stiRate .shows the :standard deviation of t he re.sidual.s t o be 
0 . 976937. 't'his value can be U!lled to construct pr e<:lictjon lillit:s f or 
now ob:servation.s by :selecting t he Reports option frcn the teJtt nenu . 
7he raean ab.so lute error (HAE) of O.S91169 l.s t he average va l ue of the 
res ldual5. Tho Ourbin- Wat son (OW) 3tatistic te3ts the ce.sidual.s to 
deler~ne if the~e is any 5ignificant correl~tion based on the order 
in wh ich they occur in your dala file. Since t.lte ~ v..tlue is qreul~H 
t han J . 4, thO["O .i:s probe:bly not any scrLOU.5 nutocorrcl~tlon in the 
res idu..s l:~. 
The output 3lso :nunarlZQ!I the perf•.Jrnanco o f lht' ~l Ul (iLtjrhJ 
the data , .1nd in prNt tc ting .l.liY valuc!:l wiLhlh~ld frull the· fit.tinq 
prc.x:c~s. (t dlspl.Jya: 
( 1) t.ho nean squared er-ror (MSE:J 
(2) Lhe ncan .lb.Jolute error- (KAB) 
Cl) th<' llOlin .ili!.iolute porcent.lqc orror (MAI'fi) 
(') the nrwn e rt o t (Hll) 
('l) the>~"'" pc•rc-cnt~tqo orrur {MP6) 
bach of the .Jt .. ,t1.sL Le . ., is l>a:~ed 011 th<> c~:sidt•ll l.·L \'he t i c.H t.hr.•c• 
SL.lti.sti.c:s lnO~J:.'IUH-" th<' fl.!CJnltud£· of th· ~ •.:rror:L ,\ l:~o1t.l,- r rllfl,h·l h"lil 
g 1vc ft .snnJ10c- v..llnP. Tho L .. l.'1t t...,..., :> L.II.i:;lt •:.•.• ~~.,.;u r C> hi~·"· 1\ l>i-'lt•H 
fllb.,h • J 1 .... 111 )iVU ..1 VhiUt! ,: J\o:r,t I() 0.0. 
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P-Value 
0 . 1514 
0.9100 
0. 0000 
0. 0000 
Genera l Linear- Hode l :s 
Humber of dependant variables: 1 
Nunbcc of categorical f actors: 2 
Hunbor of quantita tive factors : 3 
Source 
HodeJ 
Residual 
·rotul (Corr .) 
SUI\ of 5quare3 
183 . 189 
565.572 
74 B. 762 
Type I 11 StLils of Squ~t.res 
Dt Hean Square 
3 1 
603 
634 
5. 90933 
0.93793 1 
F-P.atio ~-Value 
6.30 0.0000 
Source Stm of Squares Of Moan Square F-Ratio 
Series 
Difficulty 
Trial (Per .son) 
Residual 
8.11265 
5 4 .6652 
as. 3406 
565.572 
5 
1 
25 
603 
Total (corrected) 748.762 634 
1.62253 
54. 6652 
3. 41362 
o. 937931 
All F-ral ios aro ba.sed on the residual l'lean square error. 
A-Squared • 24.4656 percent 
R-Squarcd (adju:>ted (or d . f.) • 20.5824 percent 
Standard Erro r of 83t. • 0.968468 
Mean absolute error • 0 . 586324 
Ourbir.-Watson statistic • 1. 07303 
Residual Analysis 
R.:stination Validation 
n 635 
MSB 0. 937931 
HAll 0.586324 
HAPF. 13.4777 
ME 1. 53101<-lS 
HI'S -3.39063 
1. 73 
58.28 
3. 6 4 
This pane s~arizes the rosult3 of fitting a gcndcdl Linear 
stati3"lical rtcxlol relating Duration to 5 predictive facto rs. Since 
lhe P-valuc .in l.he first ANOVA t..able foe Duration i!S le-'l:S than 0.01 1 
thete L~ 8 statist.leAlJ y -'lig·nificant rel ationship bet.ween Durati on and 
the pced.icto1. varlol.bles .:1t the 99'1 confidence level. 
·rhe !:second NKJVA lablo foe Dur-ation tests the st...1tistical 
sigrd fl<".anco of each of tho factocs as it was entered into the IKXiel. 
Notice that the highe:st P-value is 0.1257, belonging t o A. Since the 
P~alue i:s gr~ater or equal to 0.10. that terfl is not s tati3tically 
significant at the 90'1. or h ighec confidence level. Con!Hlquent.Jy, you 
should cor,:tich•r ronoving 'A fron the nodeJ . 
1'ho R-Squ.ar\1d 3tftt istjc indiCAte.s that the 11ode.J as fit.Lecl cxplatn!J 
2o1, 4 656\ of the vai"tability in Duration. The adju3tod R-:squ,Jcod 
stati.st ic . wh tch is 110re suitable for conparinq 11odels wi th different 
nu.rabers of independent vaciables, i.s 20. 5824 l . 7he standard ercoc of 
the e.stiRate :shows Lhe s tandard devi ation of the residuals to be 
0 . 968468. This value can be u s ed to constr uct prediction linits f o e 
new observations by :selecting the Reports option frcn the text nenu. 
'The rte4l1 ab.5<>lute error (HA£) of 0 . 586324 is the average value of the 
residuals. 'The Durbin-Wat!Jon (I:W) stati:stic tests the rosiduals t o 
~eter.Une if thoto is dnY significant correlation based on the order 
in which thr.y occur in yoor data file . Since the ~value i3 g reater 
t hau 1.4, thdttl is probably not any seriou3 ..tutocorccldt.ion iu lho 
r<!::cictual.!f. 
Ttw output 11 ~o !itlftUi riz.r-:; the perfor:nance o f the 11\Cdel tn fitting 
Lho l...!aUt 1 .111.J iu prc.Ui..clin~ 11.ny va.lu~3 witt-J,~lU (c0«\ the fiLLLng 
pr<:I('E!,'iS. I L di .'1plc'lys: 
( l ) the f'ltl •'" :;quurc.J Ot'COL' (MSE) 
(/.) lh(• lhOltr• absolut 1• t•rcor (MAR) 
( "~) 1 h,. rt. ~ ·lll .J.b:Jolule poccent.ag·~ ecro1 (MAJ)B) 
(~) t.hft li•'iit fl e rror (MR) 
{ ·~1 t. llo lh• . <~t• pcrctlnlltge ('rC'or (MrR) 
li•tc:h o f 1t1o.! 1 11 isli c s ~~~ b., :Ho<l or1 tho rH:sidunls. Th(· lir 5t Lhto(• 
~:1_, ~ 1 i.•;lH::' u•· ~· • ouiL' LhL• 1'\.lqni_tudo o( Lh c ~ctot . .,. A 1>-Jll(• t n~cx.lt•l wtll 
(jtV{ •J nr•~,JI· r 'J , illl". Th<· l~l . ,t two ::t .. '\ti!ita r.s 11nlt S UlE.• hirt ~ . 1\ t>4' •tl.~r 
r•·.ot.l· · l ~.ooo·t \I 1.1i • 'l v.du•! ..:Lus..:· Lo lJ.O. 
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P- Value 
0 .1257 
0. 0000 
0. 0000 
General Linear Mcdels 
NURber of dependent variables: 
HWibe r o( categorical f actors : 
Nwtbec of qua.nt i.tat ivo factor-": 3 
Analysis oC Variance foe Oucatlon 
Source 
Hodel 
Rflsidual 
Total (Corr.) 
SU11 of Squares 
176.74 
572.021 
718.762 
Type ITI Swns of Square5 
Of He&l Square 
28 
606 
634 
6.31215 
0.9093 
f-Ratio P-Value 
6.69 0.0000 
Source SU11 of Squares Of Moan Square F-Rat io 
Difficulty 
Trial (Serie!J Person) 
Residual 
5 4 -7309 
118.564 
572.021 
27 
606 
Total (corrected) 748.762 634 
5L 7309 
4. )9127 
0-94393 
All P-ratio.'!J ore ~'sed on the residual nean square error. 
R-Squared • 23.6043 percent 
R-Squored (adju5ted for d. f.) - 20.0745 percont 
Standard Error of Sst. • 0.97156 
Mean ab!K>lute error • 0.593961 
Du.rbin-Watson stallstic • 1.83951 
Residual Analysis 
n 
HSS 
MAli 
HAPE 
HE 
B:stU.ation 
635 
0.94393 
0.593961 
tJ- 6679 
3.61076£-15 
HPS -3.44856 
The Stat.J\dviso.r 
Validation 
57.98 
4 .65 
Thi:s pan& .'!JUI'narize:s the re:sults o f fitting a qenec3l l.inclllr 
stati:stical Rode! relating Duration to 5 predictlve factors. Since 
the P-value in the first MKJV'A table for Duration 1..5 less than 0.01, 
there is a .5taListiully ~ignificanl rel.ationship between Duration end 
the predlctor variables at the 99\ confidence level. 
The second. ANOVA tAble for Duration to.sts the slaL.i.st ictll 
sigrd flc .. uu;~ o( each of the factors a!J i.l wa :3 entcret.J jnto lhe ao:tel. 
Notice that the higho5t P-value is 0.0000 , be longing to S(A BJ. Since 
the P-value .is less than 0.01, that tOrl\ tom j.'S .statistically 
signifi cant. 4t t.he 99\ confidence level. Con5equently , you probAbly 
don't want to renove any varia_bles fr011 the node!. 
The R-Squa.cod sleList.ic indicates that the rwodel .Js fitted e xplains 
23 .6043% of lhe veridbi Uty in Duration. The adjusted R.-.squaced 
s·tati!Jtic, whic h is n.ore suitable for conparlng n:odels with di.Cfecenl 
n\Ulbers of independent v.ariable:s, is 20.07451. The 5tandard error o f 
the e.5tin.ate shows the .standard deviation of tho ces.idual.~ to be 
0.97156. 7hi.s value c an be u.sed to con.5truct prediction linit.5 for 
new observation.s by selecting the Ropo.rt s option frcn the text 1\Gnu. 
The nean ab50lute error (MAE) of 0.593961 i.5 the average value of the 
residuals. The Ourbin-Watson (~) !Statistic te!Jt., the re.'5idual.s to 
deternine if t here is any significant correlation based on the order 
in whic h they occur in your data file . .~ince the O'iol value l.S greatet 
than 1.4, thoce .i~ probabl.y not any serious ~utocorrelation in the 
residual~. 
'rho output .:1l:1o . .,UR'Iarizes the perfocuance of th~ D::del in fitl.i.ug 
thP. data , 6nd .in prOOicliug at~y Vbluc.5 withhold f r:a.t t he l it.ttnq 
proce!l3 _ I L displ.:ay!l: 
( 1) thc, t\Olln squarc.-<1 error (115£) 
(21 t he r:tean .:ilisolute ercor (MAB) 
()) the- nean ab!!olute percentl'lge e rror (MAPS) 
( 4 ) Lh t• ~noan ecrot· (Hli) 
(5 ) tho .w:!hn parcontagc ercor (MPii ) 
£-iad1 o( lhu SL.llljst i.<:~ is ba;;ted l.~ the ro:Jidual :s . t"ho fi r Jl t.hcC\" 
sldt.1:njc.s I\Oo.sur~ lh(" nagntludc· uf tlw crror!L A h<"!Llor ~t;OI.h .. d wtll 
<Ji.VC" a ."3Uolt~r v-.~ lu\·. The l..l."Jl two :st..H.i'fl u .:."J 1\C~~mlf' b1·l;L 1\ l't•ll_,~r 
raodt..·l ""'-il l -1iv<1 ,, VIJiuc clu.'h1 11"'1 0.0. 
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P-Value 
0. 0000 
0. 0000 
STAX:ISTICA: ANOVA/MANOVA 
STAX. summary of all Effects; design: (expl. sta) 
GENERAL 1-SERIES, 2- DEVICE, 3-ROBOT 
Mr\NOVA 
df MS df MS 
Effect Effect Effect Error Error F p-level 
-- --- !--· --
1 1 1446.3 687 791.5616 1. 827 .176903 
2 4* 38696-1* 667* 791- 5616* 49.139* 0_000000* 
3 2* 968105.2* 687* 791. 5616* 1223-032* 0.000000* 
12 -- -- -- -- -- --
13 2* 4634.9* 667* 791-5616* 6 .108* . 002348* 
23 8* 32646.5* 667* 791 . 5616* 41 . 243* 0 . 000000* 
123 -- -- -- -- -- --
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STAXI:S'l'ICA: ANOVA/MANOVI\ 
DIDEPENDENT VARIABLES (between-groups factors): 
DEVICE Number of Levels: 
ROBOT Number of Levels: 
DESIGN: 2 - way MANCOVA 
DEPENDENT: 3 variables: 
COVARIATE: 5 variables : 
8 
3 
DURN 
Codes: level 1: 
level 2: 
level 3: 
level 4: 
level 5: 
level 6: 
level 7: 
level 8: 
Codes: level 1: 
level 2: 
level 3: 
, fixed effects 
DEVSCORE ROBSCORE 
PERSON TRIAL DIFFY 
100-Joy-.Ana 
101-KeyPad 
102-2 Button 
103-Tra-CPC 
104-GlidePoi 
105-2D Magel 
106-Tra-Mar 
107- Gam-IBM 
101-SI:MU"LATI 
102- PUMA560 
103-RTX100 
PRESCORE GAIN 
BETWEEN: 1-DEVICE ( 8): Joy-Ana KeyPad 2Button Tra-CPC GlidePoi 20Magel Tra-Mar 
Gam-IBM 
2-ROBOT 
WITHIN: none 
3): SIMULATI PUMA560 RTX100 
STAT. Swnrnary of all Effects; design: (expl. sta) 
GENERAL 1-DEVICE, 2-ROBOT 
MAN OVA 
Wilks' 
Effect Lambda Rao's R df 1 df 2 p-level 
1 .64 4830"' 43.7312* 21"' 5562* 0 .00* 
2 . 194227* 819.3884* 6* 3874* 0.00* 
12 . 681433* 18.8863* 42* 57 46* 0.00* 
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DESIGN: 2 - way MANCOVA , fixed effects 
DEPENDENT: 3 variables: DURN DEVSCORB ROBSCORE 
COVARIATE: 5 variables: PERSON TRIAL DIFFY PRESCORB GAIN 
BETWEEN: 1-DEVICE ( 8): Joy-Ana KeyPad 2Button Tra-CPC GlidePoi 20Magel Tra-Mac 
Gam.-IBM 
2-ROBOT 3): SIMULATI PUMA560 RTXlOO 
WITHIN: none 
data file: EXPl.STA ( 2004 cases with 11 variables ) 
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STMISTICA: ANOVA/MANOVA 
STM. Regres5ion re5ults, dependent variable : ROBSCORE (expl. sta) 
GEtlERAL Multiple R: .2704654 R- square: .0731516 
MI\NOVA F(5,1939) = 30.60713 p = .00000 
Standard 
variable B- we ight Error beta t(1939) p - level 
- - -- r------- -----
PERSON - . 007309 .000114 -. 237343 - 10 . 2393 . 000000 
TRIAL - . 000515 .000060 - .215538 - 8.5515 .000000 
DIFFY - .002321 .001227 - .041457 -1.8916 .058696 
PRESCORE .007826 . 003312 . 059024 2 . 3628 . 018235 
GAIN .007878 .004938 .035103 1. 5953 .110816 
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STATI:STICA: ANOVA/MANOVA 
STAT . Regres3ion re3ults, dependent variable: DEVSCORE (expl. :sta) 
GENERJ\L Multiple R: .2978352 R-square: . 0887058 
MAN OVA F(5,1939) = 37.74865 p = 0.00000 
Standard 
variable B-weight Error beta t(1939) p-level 
··--- ---· -- ---
PERSON -. 004545 .000723 - .144381 - 6 . 28172 .000000 
TRIAL .000401 . 000061 .164364 6. 58118 .000000 
DIFFY -. 003567 .001243 - .062337 - 2.86848 . 004169 
PRESCORE .009992 . 003357 . 073730 2. 97658 .002951 
GAI:N .008055 .005005 . 035116 1. 60941 .107690 
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STATISTICA: ANOVA/KANOVA 
STAT. Regression results, dependent variable: DURN (expl. sta) 
GENERAL Multiple R: .4219267 R-square: .1780222 
MAN OVA F(5,1939) = 83.96868 p = 0.00000 
Standard 
variable B- weight Error beta t(1939) p-level 
PERSON - .50606 . 099835 -.110650 -5.06897 .000000 
TRIAL 
-. 02614 .008414 -.013686 -3.10655 . 001920 
DIFFY 2. 67254 .171587 .345523 16.74096 0.000000 
PRESCORE 
-2. 59144 .463246 -.131599 -5.59406 .000000 
GAIN 
-5 .21962 . 690651 -.156609 -7.55753 .000000 
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ST~XSTICA: Basic Statistics and Tables 
STAT. Correlations {expl. sta) 
BASIC Marked correlations are significant at p < . 05000 
STATS N=l968 {Casewise deletion of missing data) 
Variable DURN PRESCORE DEVSCORE ROB SCORE 
DURN 1.00 - .OB • - .03 -. 48 • 
PRESCORE - .08 * LOO .27 * . 01 
DEVSCORE -.03 .27 • 1.00 .21 • 
ROB SCORE - . 48 * .01 .21 * 1. 00 
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Nwwu of depondont v ar i abl e.: 
K~c oC c a tegorica l t actocs: 
Nwd>e< oC quAntltatlve factor3 : 3 
Sel ection va riable: Serle3• wGkPA-SSQ• 
Analysis o! Va riance fO[ Ouca tion 
Source Su~ of Squa res Of Hean Square F-ll.atio 
Hodel 
Resh.tua.l 
I. 4 22l7£6 
46 U 1? . 0 
9 
394 
1580(1. 0 
1178.88 
13(. 06 
Tot" 1 (t:ocr.) I. 8868CE6 403 
Type I ll S W\::a of Squ.JC03 
Source SUI\ of Squa res Of Mean Squa..re 
Robot 930059.0 465029.0 
Oevico (Seclos) 6781 0 . 8 2 JJ905 . 4 
Trial (Pot SOU) 10107 . 9 3 JJ69.29 
Oiffjculty 35939. 0 3593 9.0 
Cain 6521. 49 652 1.4 9 
Residual 4 6(4 1?.0 394 1178 .88 
TotaJ lcocroctod) 1. 88684£6 4 0 3 
All F-ret i o3 at·e b3.,od on the residual nean s qua ro er co r . 
R-Squarod • 75 . 3834 percent 
R-Squarod ladju3tod for d.(.) • 74.8211 percent 
Standard Error of Sst ~ • l t. ll l 8 
Koan a bsolute error • 25 . 4251 
Durbln-Watson stati .st ic • 1. 21861 
Residual Analysis 
S:Jl inat ion Valid.ltio n 
n 404 1600 
H$6 11"18 . 88 1152. S3 
HAii 25 . 4251 74. 5903 
HAP£ S4 . lO~B 3?.2425 
Hf. -6.2411~6- 14 12. 11 56 
HP6 -22. 28?2 I}. 4894 
Analysis of Variance foe ~tseoco 
Soucce 
Hodol 
Res idu.t.l 
7oto1 ICocr.) 
S un of Squares 
D.636 
2 .0641 
15 . 112 4 
Type Ill Sue> ot Squ~ce3 
Of Hean Square 
9 
394 
403 
1. 40 4 
0.0062853 
F-ll.atlo 
223.38 
Soucc e SUI\ of Squares Of Kean Square 
Robot 7.84841 2 3. 92421 
Device (Soci~s) 0.00644 164 2 0.00322082 
Tcial (PorX~n) 2 . 6 1 005 0 .8800 17 
Oi.Cficulty O.OU 97U O. OU91U 
Gain 0. 0 103962 0 . 0103962 
Residual 2. 47641 394 0 . 0 062853 
Total lco rrocted) 15 . 112 4 4 03 
All F-eat i o s a re bd.sod on t he r esidu4l ne an square ercoc. 
R- Square<l • 03.6134 pc1 con t 
R-SQ'-tftr~l.l (odju!'Jt(\,1 f o a eLf.) • Gl . 2l91 percent 
Std.tldard £• coc of B-"l - ... 0 . 0 '197 1?9 
M" -"" Tt h."hllu t•} fl rro r O . OhtAt 
1:'\.llhiu - '""' \lJOn .H .. \1 i !ill•' - 0. J(,"'00CI 
1\ ·~I ln•Jl I C..itl V .. tli.rJ\t i {,n 
1 0 4 1 r.oo 
M: a ~ 0 . 0()(1 ;' 11~ 1 I) , •) (,11}~ 4 
M/,1\ U . ll l . 1>1 1 (I t 'H·l .i I 
H .ll,l ' t , !1. 4 I ') J ' • H .A!,:;;I 
N t 1 . •, · -.- I 11-:- 1 • 1l. 0 4 J .'l! u~J 
l'l l ' h I I ~·I u l 11 ~ ·-- J 4 
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P-Value 
0. 0000 
F-Retio P-Valuo 
39(.(7 0.0000 
28.76 0.0000 
2.86 0.0369 
30 . (9 0.0000 
5.53 0.0192 
P-Valuo 
0 . 0000 
F- Ratio P- Valuc 
624 . 3S 0.0000 
0 . 51 D. 5994 
140.01 0.0000 
2.38 0 . 1235 
1.65 0.1992 
Analrala of Vari~c• foe ~vlceScore 
Source 
Kodel 
Residual 
Total (Co<r.) 
SUI\ of Squares 
16 . 410!> 
S.SU77 
7.1 . 9St2 
Type Ill SUO\s of Squares 
Of Ke.An Squ.sce 
9 
l9t 
COl 
I. 82339 
0. 014070S 
F-1'->tlo P-Value 
0.0000 
Source ~un o( Square~ Of Ho~tn Square f-Ra tio 
Robot 0 . 00238657 0.001 19)2q 0.08 
Devlce(Secies) 11.1927 5 . 59633 3?1. 1 ( 
Trial (Per ..on) J .OJIS"I I. OIOS2 11.82 
Dlfflculty 0 . 00210199 I 0. 00210 199 
Gain 0. 02ll917 I 0. 0213911 
ResiduAl s. sun J9t 0 . 0 140105 
Total (cocracted) 21. 95t2 t 03 
All P-ratio3 are ba3ed on tho residual flean $quar~ nrcoc. 
R-Squared • 7t.148S p&rcanl 
R-Squared (adjU3ted f o r d .(. ) • 1~.1111 percent 
St..ndard Er<O< of Est. • 0 . 118619 
Mean absolute error • 0.102151 
Durbln-Watson •tatistic • 0.211268 
Residual Analysis 
B.sti.n.ation Validatio n 
n tOt 1600 
KSB O. OH070S 0 . 068908 
KAB 0.1021!">1 0 . 193806 
lW'£ 16. 870S 
KE 1.55616-15 0.0359039 
KPB - t. S9129 
The StatAdvisor 
t'his ~ne .swnarit~s the tesult.s of fittLng ) qauu r.:t l l.inuet 
statistical n odel redat Lnq J de:pen~..1ent. variable:~ tc1 7 pted.iC'tivo 
f actors. Since the P-valu~ in the fie3t A)K)~ t..WJl" foe Ouedti or. i .':o 
less t han 0 . 01 , thece l3 lt 3tatlstl ca.lly .,:lqnificant eelat.ion3hLp 
between Duration end the predictoc variables e t t htt 99t conf.idenc& 
love l. 
0.19 
I. 5 2 
The l.-Squac.c:l :~:tatisti c ind.icate .s that the r~odel a.s fitted explL'Ln.s 
7 4 . 7 4BSt of the vari.Wilit.y in Our..ltion. 'ChtJ ..:::tjusted R-.sq\.Jo.U•>d 
stati3tic, which is t•on·· !luit able for ccnp4ring rtoch·l.s with dl.ffetl!t•l 
nunbees of independent v.1c iables, i.s 74 .1111t. Th-:t ~tdJlda.rd eccc:,c of 
the estimate .shows the :~tendacd deviation of the re:~idual:~ to he 
0.118619. Thi s v~ue c an be used to catstruct prediction linit~ f oe 
n.w observations by sel ecting the Reports option fron the text ~nu. 
The aean absolute ecror (KAJ:) of 25.4251 is the AYe<Age value of the 
residuals . The Ourbin-Watson ICW) .5tat i stic te:~t.s the ee.sidual.s t o 
deteralne if there is ~'Y significant correl3tion bas~ on the o &der 
i n which the y occur in your data file. Sin~e the nw value is l~ss 
th41l 1 . 4, there nay be 50a11 indicat ion of set i.4 l eorrelatial. Plot 
t he r e.siduals ver.su:~ row ordee t o see lf there is any patteen whi c h 
c a n be .seen. 
The output .also .su.n"lar iz.es the perfo [ll.ance of the nx:tel in fitting 
the data, and in predicting any value.s withheld fron the fittinq 
pcoces• . It displays : 
(1) the ~an .squared eeror (HSE) 
(2) the ~an absolute er r oe (HAS) 
(l) the naan absolute porcentage e rro r (H.t\PR ) 
(4) the nean error IHn ) 
(SI t.he ne an percent age ercc'r (HPGI 
Ba c h o( t h a ~t.:~ tj!!lt Lc . ., L:s ba3e(l 011 the· ec'l idu•J! ."J. n ... co ficst thee .. · 
:stAti3tic!!l I'\Oasure th<' n 'qnl.ludc• c, ( thP. cc1or !L 11. bt> tt to t n od<•l '"'"Ill 
qiv~ a .5nallcr v..- lu€" t"hc• l~l . ,l t,., ~;to.~ t i:;t L~ . ., • tt!d:'" '' "" hi11:1. ,\ l .. ·lL•lr 
llOI..I<• I wi.J l q i vc a vt~ 1 uo c 1 c..~~u t o 0. 0. 
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P-VAlue 
0 . 9181 
0. 0000 
0 . 0000 
0.6615 
0.2183 
General Li near Models 
NUnbe r of dependent var i ables: 
Nunboc of c ategori cal ( actors: 
Munbo r of quantitativ e factor3: 2 
Analysis of Variance for Duration 
Source Suu o( Square:s Of Mean Square 
899842.0 Model 
Re:si.dual 0- 39179E6 2000 
299947-0 
4195.89 
"Total (Corr .) 9.29163£6 2003 
"Typo r rr SU>IS a t Squaros 
f - Ratlo P-Value 
7L 49 0.0000 
Sourco Sum of Squares Of Mean Square P-Ratio 
Trial 
Gain 
Trial •Gain 
Residual 
130302.0 
46413.8 
63070. 5 I 
8 . 39119£6 2000 
Total (corrected) 9 . 29163E6 2003 
130302-0 
46413.8 
61070 .5 
4195. 89 
All F-ratl03 are basod on tho residual aean square orroc. 
R-Squarod • 9.6844 4 percent 
R-Squared (adjusted for d.f.) - 9 . 54896 percent 
Standard Error of Bst. • 64 .7757 
Mean ab30lute error • 52.0319 
Durbin-Wat:son :statistic • 0.606903 
Bstirtation Validation 
n 2004 
HSB 4195.89 
!QJ! 52. 0319 
HAPE 158.491 
HE L021 E-13 
MPS -174 . 62 
The Stat..Actvisor 
31.05 
11.06 
15.03 
fhi :s pano s~arizos the results of fittin9 a general Linear 
statistical ~odel relating Duration to 2 predictive facto rs. Sinco 
the P-value in the first AHOVA tAble for Duration i3 les:s than 0.01, 
there is a st.At.istically 3ignificant celation3hi p between Duration ftnd. 
tho pced.ictor vari..:lblc:s a.t the 99\ confidence leve-l. 
The socond ANOVA lab1o foe Duration tests the s tatistical 
signJficanco of each of the (actors as it ~s entered into tho nodal. 
Notice t hat the highe:Jt P-value is 0.0009, belonging to B. Sinco the 
P-valuo is less Lhan 0.01, that tern te~ ls statistical ly signi(ic ant 
at tho 99% confidonco l evol . Con.OJequently, you probably don ' t want to 
rcnovo any variables fron the r~oclol~ 
The R-Squared stattstic 1.ndlcates that the r~odol as fit.tod explains 
9 . 68 4441 of the variability in Duration. "The adjusted R-squarod 
~tatJstic, which i:s noro suitable for canparing nodols wi t h di(ferent 
numbers of independent variables, is 9.548961. The standard error ol 
the esti.n.at.e shc.ws t h e .standard deviation of the residual.s to be 
64. 7757. Thi.s value can be used to construct predict ia1 Linits for 
new observations by selecting the Reports option fran the text nenu. 
The n can ab30lule error (HI\E) o f 52 . 0319 is the average value of the 
re:siduAls. Tho Durbin-'tllatson (tJtl) statistic test s the ce.sidual.s to 
deternine .if theta is '-VlY signific.a.nl correlation based on the order: 
in which they occur in your data fiLe . Si. nee the ~ value ts loss 
than 1. 4 , there rw.ay be .some indicat i.on of ser idl co r relat ia1. Plot 
the rosiduals ver.:su.:s rQtt.l ordo r to see if there is any patt.crn wtd ch 
can be !Seen. 
fhc ou t put c..tl~o .su.ntari..ze:J the pel fo CTianC'o o f Lho nc:x:i-Jt in (itLiniJ 
the dala , .md iu prC'di c t in<J .lt•Y valuo.s withheld froa thP tjlltng 
pcoce~~. It dl~pl~ys: 
(1) tho l'lnHn :.H')llli!N.I orrm (11SF:) 
(2) the lhJ•ln <.1b~olulo error (MAll) 
(3) tho ~an ub!lo lut ct f)('l rcf'nt..lg<! error (MI\.I' l\1 
( 4 ) the 1\Utln !?Cl Ol (MU) 
( ~ ) th(• f\O:an ("'lf•rC'nnt ' ' ' ll' fll rllr ( MI'I\) 
Rad' o ( lhd ... t.,li.!JtL~.'J 1.• l>u.;, ..... t \..'Ill the c~s.idla.Jl..,:. T~w fir:o~l. t.hr Ht· 
~~l,lli.!lllt~!" 1 Kl 11 !:UIC\ 1hf" n'qnil tJdC' Of tho CrtOr:J. A ball<'l ll:CXh•l will 
')IV(·,, ."171dl l ··t v tllll' 1'1•' It'll t...,._, ~•t. .. ~t.j :;tt •::J flo ; tt JUJt• bi · t ~l. A t~• tl• • r 
r~n.h • l ...,.111 qlvt 1 v.duo•, I ··•·· to 0.0. 
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P-Value 
0.0000 
0.0009 
0.0001 
Ge ner al Linear Models 
Number of dependent variables: 
Nunber of c ategor ica l f actors: 0 
Number of quantita tive factor~: 2 
Analy:si3 of Variance for Duration 
Source SUI\ of Squares 
Hodel 
Residual 
Total (Core.) 
Type I II Suno of Squares 
245580.0 
B.84622E6 
9 . 0918£6 
Of Hean Square 
3 
1964 
1967 
81860.0 
4 50L 18 
f-Ratio P-Va lue 
18. 17 0. ODOO 
Source SUI\ of Squares Of Mean Square F-Ratio 
Trial 
PcelinScore 
Tria l • PreliaScore 
Residual 
48534.7 
23561..., 
9515.83 
B. B4622E6 
I 
196( 
Total (corrected) 9.0918E6 1967 
4853L 7 
23561.7 
9515.83 
(50(. 18 
10.78 
5.23 
2. 11 
All F-ratios are based on the residual ~an square error. 
R-Squared - 2. ?0112 pc.rcent 
R-Squared (adjusted for d.f.) - 2 .55249 percent 
Standard Error of Bst. - 67.1132 
Mean absolute er r or • 51.2164 
Durbin-watoon otatiotic ~ D.552395 
Residual Analysis 
S!Sti.rlation Validation 
n 1968 
HS6 4504.18 
HAll 54.2164 
HAPE 160.311 
HE 4.1072BE-1 4 
MPS - 1 29.233 
The Stat.Advisor 
This pane .SUDtaciz.es the results of fitting a general lineae 
statistical n odel relating Duration to 2 predictive factors. Since 
the P-value in the first ANOVA table for Duration i.s le.s:s than 0.01, 
there is a statistically :significant relation:ship between Duration and 
the predictor variables at the 99% confidence l evel . 
The second AlKJVA. table for Duration tests the statistical 
significance of each of the factors as it ~~ enterod into the nodel. 
Notice that the highest P-value is 0.1461, belonging to A•B. Since 
the P-value is greater or equal to 0.10. that ten\ is not 
:statistically significant at the 901 or higher confidence level. 
Con~equently , you should consider renoving A•B fron the Rodel. 
The R-Squared ~tatistic indicates that. the nodel a .:s fitted explains 
2. 70112'1. of the variability in Duration. The adjusted R-~ared 
stati:stic, which is Bore .suitable for conparing nodels with different 
numbers of independent variables , is 2.S5249 t . The standazd error of 
t he esti.Rate .shOW's the .:stanclard deviation of t he r e:sidual.s to be 
61.1132. This value can be u.sed t o con.5truct prediction li.nits for 
new observations by selecting the Reports option frDR t he text penu. 
The Be an ab50lute error (MA.£) of 54.2164 i.:s the average value of the 
residuals. The Ourbin-~t:son (~) .statistic te:sts the r e.sidual.s to 
deternine if there is any significant correlation based on the order 
in which they occur in your data file. Since the OW value is less 
than 1 . 4, there r~ay be .501'\0 indication of serial correlation. Plot 
the residua ls ver~u~ row order to see if there is any patte rn whi c h 
can be seen. 
l'he output dlso sUJttari.zes the perfornence ot the fledel in fitting 
U1e data, and in predic ting any values wi thhe ld fc-01\ the fitti.ng 
process. It displays: 
( 1) thn r~can squared ecror (H.i:iE) 
(2) the ~an ab3olute error (MAli) 
{)) the ll08n ab:solute pcrcentlllqc e rror (HAPHl 
(4 J lh(' D"tean en 01· (liE) 
(5) Lh<• 11can porcent a.9e en:c'r {M l'Ei) 
1\a..:li u t tiH~ :1to3tlsti.c."l i.s ba3ed o n the ce.-,iduaJs. The f.irst three 
::L'ltj:JtlC."~ 1\Cb~un:· the tl.."\gni.Ludt• of lt1<: error!S . A better liOdel will 
QIVt' i1 SIG<Jllo.!r Vdl iiC' . l'h!? la."Jt t '""0 .Jl..sti.:sti...:."J D'\~ fSS Ut·e hi a:L 1\ b<'tl·~r 
rwu-.l t" I ~,.,.; I I '1 i vu .. 1 v;, I uc c I o.sc Lo 0. 0. 
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P-Value 
D. DOJO 
o. 0222 
0 . 1461 
General Linea_r. Models 
Nunbor of dependent. var iables: 
Nwd:Jer o( c atego r ical factor s: 0 
Hun.bor of quant-itative faclor:s: 2 
Analysi:s of Vari41\Ce for Ourat.lon 
Source 
Hodol 
Residu3l 
SUII of Squares 
284131.0 
9.0075£6 
Of Ho.:m Square 
2000 
94110. 2 
4503.75 
Tot.al (Corr.) 9.29163£6 2003 
Type I I I Slm> of Squacos 
r-R..at.i o P-VaJuo 
2 1.03 0. 0000 
Sourco SU11 oC Squares Of Moan Square l-'-Ratio 
Trial 
Di.fflcult.y 
Tcial• Difficulty 
Re:sidual 
28212.2 
116805.0 
14363.8 
9.0075 £6 
I 
1 
2000 
Total (cocrocted) 9.29163£6 2003 
28212.2 
11680~.0 
14363.8 
4503.75 
All F-ratio.s are ba.50d on the residual ncan square ("n::or. 
R-Squarod - 3.05792 percent 
R-Squarod (adju.stod foe d.f.) - 2 . 9125 1 percent 
Standard Error of B:st.. • 67.11 
Mean ab:solute error • ~C. 7323 
Durbin-watson statj:stic • 0 .480597 
Residual Analysis 
B:st ination Validat.ion 
n 2004 
HSB 4503 . 75 
HAS 54 .1323 
HAPE 159. I04 
HE 8 . 35349£- 14 
HPB -127.49 
The Stdl.Mvi:sor 
6.28 
25.94 
3. I 9 
This pene .:sUftllartze:s the results of fitting a gene c.J.l linear 
statistical nodel relating Oucat.jon to 2 predictive factors. Since 
tho P-value in the first. ANOVA Lable for Duration is toss th.ltl 0.01. 
t h oro is a .statistically significant relation:ship between Durlltion and 
the predictor variables at the 99'& confidence level. 
The :second AHOVA table foe- Dur.:1tion tc:Jl:J the ~ tat.i .sttcaJ 
siqnj fic.ancc of each of the fact.or~ a.s it wa s entered .into the ate:rlal. 
Noti.co lhal the highosl P-valuo is 0.0141, belongLng t o A.•B. S1.ncc 
the l'-value is less than 0 . 10, that. ter~ is statistically :ugnj fjcant 
at t h o 90\ confidence level . Depending on the confidonco level at 
....n.i c h you wi:sh to work., you r.a y or nay not decide to ccnove 1\! B fro."~ 
the rwodcl-
The R- Squa['cd stalL:tt.ic tndic.:ltes that the rwodel .:lS fitted expL.uns 
3.05792\ of the vtariabi tity in Ourllt.ion . The adjusted R-squ.ued 
statistic ~ which i.:s rworo !Suitable for conpar:.i nq rwodels with different 
nUAbor:s of independent variables, i.s 2.91 251 1 . The :standard error o( 
the ost~ate shows the :standdrd devidt.ion of the re~iduals to bo 
67.11. This value can be used t o construct precliction lini ts for new 
observations by seloctlng the Reports option fron the text llOnu. The 
rtean absolute error (HI\E) of 54 .1323 is the average value of Lhe 
residua l s. The Ourbin-W3L:1on ([}lttrl) ..statistic Lo . ,l.., th~ ro.sidual.., Lo 
d(·ternino if then~ is any significant cor r elatjon t>l:t:n'"<.l on the ordor 
in whic h they occu1· in your data Hle. Since the OW V.llue 1 ~ Jes.'l 
than l.4 , thcce rw.ay bo sOilC jnrlicat1on of ~mrLal cocroJnlion . (-JJot 
U111 t ~~lliduals vcr.5u~ co-r oHier t o ::JM if Lh("tC> lJ .. my ptJllt!rn wtai r h 
c an tl<" !JCl'n. 
1'ht• O uq.AJL .31 :oO !JIIHC-'S r u:es l bo SJ(' If <-IUU.iOt.'\l <• I th<~ llVdo l i n I Ill. i 11 • J 
lh•l dilta , ~nd iu ill l''.hc ting u.uy Vl:llU'-l . ., wi thhold [ra-t thr fjlllnq 
f flo('• • «J::. 1t. di•spl.ly!t: 
(I) Lhf' 1'1-:a n :aquat cod cr t O I (M.'H:) 
( / ) thco neon ob:m lut e c-r r <)r (MAR ) 
( \) Lhc ncan .lb~olulc po!ccc- nt.:aqc •!n 0 1 (MJ\1'1\) 
( ~) t.h(~ •tehn o r r o r ( MU ) 
( 1>) Lhc- I'K!On $)('1C'Wtt•1<1(.' !..' I C<H (M f•Ji ) 
1\,1\;h I) ( tllo• SL.Jti"111 C'J 1:: t "c1:a•d <fl lfn f•_:•jir-Ju,,l•:. 1'hv lir:~l ll1r'' 
.. 1 at.i:Jl t t.;:J llColl.-.;Uif t h • h)flnttudt• u r lh·~ •Hio.tl'l. A L·· ~l.to· t " '"-"I Wi ll 
f1 1t •I ·rr•,,l1t• r v.al1u 1'ht I 1"11 I W I tl i •;I 1 "'l 11-'oJ . u t• lo l •l .. (', t • I I •r 
, • .,,,,I Wtll ~iv·~ 1 v .du• .:f<~.·l· t u ··),fl. 
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P-Value 
0.0122 
0.0000 
o. 0741 
General Linear Kc:xiels 
Hunbe r of dependent variables: 
Hunbor of categorica l factors : 
Hunber of quantitative factor~: 2 
Analy~i~ of Variance for Duration 
Sou reo 
Hodel 
Residual 
·rotol (Cocr.) 
Sun of Squares 
319973.0 
B. 77!B2E6 
9. 0918E6 
Type I IT S<m5 of Squaces 
Df Hean Squa ce 
3 
1964 
1967 
106658.0 
4466.31 
F-RaUo P-Value 
23.88 0.0000 
Source SUJ1 of Squares Of Mean Square F- Ratio 
PreUnScore 
Difficulty 
Pr e lii\Sco["e • Difficulty 
Residual 
33656. 0 
130286.0 
5516L9 
B. 77!B2E6 1964 
Total (corrected) 9. 0918E6 1967 
33656. 0 
130286.0 
55164.9 
44 66 . 31 
All F-ratio~ are ~sed on the residual ~an square error. 
R-Squared • 3.51936 percent 
R-Squared (odjustcd for d. f.) - 3.37199 percent 
Standard Error of B.st • ., 66.8304 
Mean absolute error • 5 4.6459 
Durbin-Wat•on 5tatistic • 0 .485629 
Residual Analysis 
Hsti.natioo Validation 
n 1968 
MSB 4466.31 
HI\Jl 54. 64 59 
HAPE 158. 287 
HE 2 .91776-13 
MP6 - 126. 63 
Tho Sl.JU\dvi gor 
7.54 
29.1'1 
12.35 
This pane .5unJa.rizes the results of fitting a general linear 
statistical nodel relating Duration to 2 predictive factors. Since 
the P-value in the first ANOV1\ table for Duration is less than 0.01 , 
there i~ a .statistically significant relatio~hip between Duration and 
lhe predictor variables at the 99l confidence level. 
The socond AiKJVl\ table for Duration tests the statistica l 
significance of each of ~he factors 43 it was entered into tbe nodel. 
Not ice that the highest P-value i:s 0.0060~ belonging to A. Since the 
P-valuo i3 le3s than 0.01 ~ that tern tern i3 !Statistically !Significant 
at the 99\ confidence level. COn.sequently, you probably doo "t want to 
renovo any vaciable:s frcn t.he ncxlel. 
Th~ R-Squaced statistic indicates that the ~odeJ a s flttod explains 
J . !> 19361 of the Vitrl.ability in Duration. The adju:sted R-3qUaced 
statl~tic~ which is nore suitable for canp4cing nodels with different 
nURbcrs o f independent variables, is 3.37199l. The standaid error of 
the e.:sti.state .show~ the .:standard deviation of the residuals to be 
66. 830(. 7hl.s vt.1lue can be u.sod to construct prediction linit:s for 
new observatJon:s by selecting the Reports option frcn t.be text I'IOOU. 
The nean absolute error (HAE) of 54. 64.59 is the avecage value of the 
residuals. The Oucbin-watson (DW) .:statistic te~.:s the residuals to 
deternine if there is any significant correlation based on the order 
in which they occur in your data file. Since the DW valu~ i~ less 
lhilll 1.4, t here ~ay be sona indication of serial CO['relation. Plot 
tho re:sidu4ls ver~u!S r::CJto~ order:: to see it there i~ any patte[n which 
can be .5eon. 
The output .1lso sunJarize:s the perfocflanco of tho nodel in fittiny 
Lho data, dl'ld ln predicting any values withheld frocn thP fitting 
process. lt dl!lpldys: 
( 1) the r.ean squa red o cror (MSE) 
(2 ) the ll<lan .J..bsolutc e 1·cor (MAEO 
(3) tho 11\Can Mlsolute pcr:cen toge orror (HAPU) 
( 4) Lho W\Can ncror (ME) 
( S ) thE- 1\Clln p< .. rccnLM:J0 CJ'tUr (MPS) 
Euc h o( l he :Jl.Jt.istics is ba:Jed on the ce.'Jiduals. ThE' f ir::~t. thro~ 
:1t. tint ic!J llCli~UlO the nagniludt~ of the C[rOr!J. 1\ boltf-r ro Oo..le l will 
tpvC" a :JJaa ll~ r v..1 lut·. 't'he I. ... t!lt lwo :st.:stlstLcs ltea:Jurc bia :1# 1\ t-.etv~r 
1o.:> h•l W1.l I q.ivc ·' wtluc <.:l o .se to 0.0. 
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P-Value 
0. 0060 
0. 0000 
0 . 0004 
Analy~i~ of Variance foe Oucatlon 
Source 
Kodol 
Rosidu.3l 
Total (Cocr.) 
SI.WI of Squares 
7. 76128E6 
t. 3275 1E6 
9.0918E6 
Type I 11 S lU\9 of Squace.:s 
Of Mean Square 
72 
1895 
1967 
107837.0 
700.535 
F-R.atio P- Valuo 
153.94 0 . 0000 
Sou r eo SUI\ of Squares Of Hoan Squa_re P-Ratio 
Dcvlce(Sor.ic:J) 8860.2 12 7386.91 10.54 
Robot 1. 38579E6 2 692893.0 989.09 
Trial (Person) 108483.0 17 6381.35 9.11 
PcelinScoco 18433.0 I 18433.0 26.31 
Galn (Device Robot) 120227. 0 24 5009.47 7 .1 5 
Diffkulty 245273.0 1 2 45273 . 0 350.12 
Ocv1..cc• Robot 90060. 5 14 700 4 .32 
Galn 4 0ifficuJ t.y 15991. 5 I 15991.5 
Re3idual I. 32751 E6 1895 700.535 
Total (corrected) 9 . 09 18£6 1967 
All P-ratlo!J a re b.lsed on the rCt~adual Dean squa.re e r co r. 
R-Squarod 85.3988 porccnl 
R-Squa1ed (adju~ted (or~.(.) • 84.814 peccenl 
Standard Ercoc of 69l. • 26. 4676 
Mean ab.solut..o error • 18 .!17'91 
[)Jrbln-Watson stat.j.sl ic 1.81 502 
Residual Analysi• 
n 
MSB 
s~tiaation 
1968 
700.535 
KAB 18.5791 
KAPE 39.9333 
KE -2.330938-14 
HPB -8.41383 
The StatAdvisor 
V.:.al.id..ltlon 
Thi3 pane .SURiarlt.e;.J the t esults of fitting 3 gener:al linear 
10.00 
22.83 
!ltat.i .st ical r~odel relatl ng 3 depc1•dent vac 1ablo.s to 8 predictive 
factors. Since the P-valuo ln the ! i r!rt ANOVA table f o r: OevicoScore 
1.s le!Js th..lll 0.01. t.hor~ ts" s-lalisli.cally sign.ifjcant r el ationship 
between DcviccScore \llld the predictor variables at the 99% confidence 
JC"vel. 
lhe R-Squated statistic indJcates that the nodal as fitted explains 
85.39881 o( the variability in Device Score. t'he adjusted R-squa..rod 
statistic, which is r.ore .suitable [or ccnpa["ing nodels with different 
nwtbecs of i.ndependenl variables, is 84 .844 l. the .standard error o f 
tho astinate shows the standatd d~viation of t.he cesiduals to be 
26.4676. This value Cilll be u,sed to ..::on.'5l["uct prediction Ullit:s Co1 
nl..-w observations by :J£•1£-ct_ing the R!'ports option frcn the text llOnu. 
The n&an ab30lu~e error (HA£) o f 0.0939!128 is the aver~go value of the 
residuals. Tho Durbln-~~tson (DW) ~tatistlc tests the r osiduals to 
dcter~no if there is any significant correlation based on the order 
in which they occur in your data file. Since the CW value is less 
th411 1.4, there nay be ~ indication of serial correlation. Plot 
the residual.s ver.su.s cCJ~ooo~ order to sAC if there is any pattern lo!'h1 ch 
can be !Mien. 
The output .:t.l:so .SURillCLZCS the perforrtance of the oodel ln f1.tting 
tho data, and in predicting any values withheld fr011 t.he fitting 
pcoces:s. It displays: 
(1) the noan squared error (KSE) 
(2) t.ho 1\Gan absolute en:oc (HAS ) 
(3) tho nean ab:solule pocccnt.,age er:ror (MAPB) 
(4) LhO 100an OCCOI (KB) 
(5) the ooan percentage orror (HP6) 
Such of lhe st.:ilist t.c . , i3 bflse..i Oft thE" ['C.Sidual s. The ti [':St thcce 
:!ltat.l.stlcs OOftsure the nagnitudc o( lhe ecror.s. A batter r~odeJ will 
qLV(.' a !VIttller: v~luc-. The 1..\!ll t·.-10 !il.lt i.stt.c.s llEHt :sur·e bia:s. A better: 
r1od~J ~1l qivo d va luo close l o 0.0. 
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P-Vdlue 
0. 0000 
0 . 0000 
0. 0000 
0 .0000 
0. 0000 
0.0000 
0. 0000 
o. 0000 
Genera.l Linear Models 
KURber of dependent variables: 
HW'Iber of categorical factors: 
KURbe r of quantitative factor~: 4 
Analys.i:s of Variance fo e Oev.iceSCorc 
Source SUI\ of Squares Of Mean Square F-Ratio 
Model 
Rosidual 
7ota1 (CO< r.) 
7ype !Il Swno of Squaceo 
Soucce 
Device (Series) 
Robot 
7dal (Peroon) 
PrelinScore 
Gain(Oev1ce Robot) 
Diffic ulty 
Device• Robot 
Gain• Di fficu.l ty 
Residual 
89 . 1552 
29.3429 
11 8. 498 
72 
1895 
1967 
SUI'\ of Squares 
26. 4523 
0. 0321793 
31.1113 
3.19155 
1.63396 
0 .0592158 
0.89341 5 
0.0554878 
29.342 9 
1.23827 
0.0154 84 4 
79.97 
Of Mean Squaie 
12 2.20436 
2 0.0162397 
17 1.83008 
1 3.19155 
2t 0.0680817 
1 0.0592158 
H 0.0638154 
0.0554878 
1895 0.0154844 
7otal (corrected) 118.498 1967 
All F-ratio~ are based on the residual nean square error. 
R-Squared • 75.2376 percent 
R-Squared (adjusted for d.f.) • 74.2968 percent 
Standard Erro< of Bst. - 0.124436 
Hean ab,olute e rror • 0.0939528 
Durb.in-Watson stati:stic • 0.313218 
Residual Analysis 
n 
MSB 
HAS 
Bstination 
1968 
0. 0154 844 
0.0939528 
HAPE 17.3153 
HE -3. 853715-15 
HPB -5.92355 
Valld.Jt.ion 
Analysis of Variance for ~tScore 
Sourco S lm of Squares Of H ean Square F-Ratio 
Model 
Residual 
7ota1 (Cocr.) 
7ype I !1 Swns of Square.• 
Soucce 
Device {Series) 
Robot 
Trial(Per.son) 
PrelinScore 
Gain(Oevice Robot) 
Diffic ulty 
Device• Robot 
Coin• Di ff iculty 
Re3idual 
7otal (corrected) 
90.1324 
4 8. 0104 
138.143 
72 
1895 
1967 
Su.1 o( Square s 
0. 79802.3 
7 .36?89 
3 1.6415 
0.193895 
2 . 86882 
0.00616?82 
1.91267 
0.0207264 
48.0104 
138.10 
1.25184 49.41 
0. 0253353 
Of Mean Square 
12 0.0665019 
2 3. 68395 
17 1 . 86127 
I 0 . 193895 
24 0.119534 
0.00616782 
14 0 . 13662 
I 0. 020726~ 
1895 0.0253353 
1967 
J\11 F-ratio.!' an• b.a!Jeci on t hA re:!lidual noan square erro r . 
R-Squa red ,. 65. 24 !>B percent 
R-Squared {adjusted for d. f.) • 6J. 9254 ~~·cent 
Standard El· ror of li .'5l. 0. 1591.11 
Mc.m absolute erro1· • 0. 119985 
Ourbin-W..'lt ~on ~tat.i sl i c 0.:\05616 
Residual AnrJly s t s 
n 
Rsl 1J1at 1 Nl 
1968 
M!:H 0 . 0253 "\~ l 
H.AB 0 .1199 rJ!J 
Hl\P f: lQ . 1)07 
Hf. - 4 . 369226 - 1 ~ 
HJ~H -h. 604 6h 
V.J: l iciJt. i o n 
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P-Va1ue 
0. 0000 
F-Ratio P-Volue 
14 2.36 0.0000 
1.05 0.3506 
118.19 0.0000 
206.11 0. 0000 
1.40 0.0000 
3.82 0. 0505 
4 . 12 0.0000 
3.58 0.0584 
P-Value 
0 . 0000 
F-Ratio P- Value 
2.62 0.0018 
145.41 0.0000 
73.4? o. 0000 
7 . 65 0.0057 
4. 72 0.0000 
0.24 0.6217 
5.39 0.0000 
0.62 0.3657 
General Linear Hodol3 
N\Jl'U)ec of dependent variables: 
KWiber of c ategorical f a ctor s: 0 
HURber of quantit a tive factors : 2 
1\naly.si.s of Variance for Duration 
Source 
Hodol 
Residual 
Total (Con. ) 
Slm of Squaros 
944072. 0 
8.11?73£6 
9. 091 8E6 
Type I If SUI\s of Squares 
Of Hean Square 
1961 
1967 
314691.0 
H48. 54 
F-Ratio P-Value 
75.86 0 . 0000 
Source SUI\ of Squares Of Kean Square F-Ratio 
Gain 
Prelli\Score 
Gain'PrelinScore 
Residual 
34 233(. 0 
159402.0 
11 8805.0 
8.11?73E6 
I 
1964 
Total (corrected) 9.0918E6 1967 
31 2331.0 
159102 .0 
118805.0 
4148. 5 4 
All F-ratios are ba~od on the residual ~an square er~or . 
R-Squored • 10.3838 percent 
R-Squared (adj U.5ted for d. f.) - 10 .24 69 percent 
Standard Erro r of B.st . • 6 4 . 4091 
Mean absolute error • 52.037 
Durbin-Watoon .5tati.5tic • 0.613501 
Residual Analysis 
B.st.ination Validation 
n 1968 
HSB U48.54 
HAll 52.037 
HAPE 159.287 
HE 2 . 11719E-l 4 
HPG -124. 686 
lhe Stat.Advisor 
82.52 
38 .12 
35.87 
t'his pane surnarizes the resu~ts of fitting a general linear 
statistical nodal relating Duration to 2 predictive factors. Since 
t he P-value ln the firsl ANOVA table toe Duration is le.9s t han 0 . 01, 
there is a .statisticaLly significant relationship between Duration and 
the predictor variables at the 991 confidence level. 
The socond ANOVi\ t.able for Duration test3 t he statistical 
signJficance of each of the factors as it ~s entered into the hOdel. 
Notice that the highest P-va~ue is 0.0000, belonging to A6 8 . Since 
t h e P-valuo is les3 than 0.01 , that ter~ teLR j~ ~tati3tically 
significant at t he 991 confidence level. Con.sequently, you probably 
don't want to renove any variable~ fron the nodal. 
The R-Squared ~tat1.stic indicates that the r~odel as f.itted explain!'J 
10.38381 of the Voluiability in Duration. The adjusted R-.5qUared 
stati.stic, whic h is nore suitable for c onparing nodels with different 
nUJ'lbers of independent variable~, is 10.24691. The standard error of 
the estirtate .shows the standard deviation of the re.siduals t o be 
6 0 . t 091. This vB~lue can be used to construct prediction llni ts for 
new observations by selecting the Reports option frcn t.he text nenu. 
7he n ean ab50lute error (MA£) of 52. 03? i.s the average value of the 
r esiduals. The Durbin-Watson (C:W} statistic te.st.s the residuaJ.s to 
detornlne if there is any significant correlation ba3ed on the order 
in which they occur in your data file . Since tho DW value is Jes5 
than J . 4, there n ay be SOilO indication of serial correlat ion. Plot 
lho residuals versu5 r::OW' order to see .if there is an y pattern which 
c an be seen. 
T'he output al:Jo .:Jwnarize:J the porforuance of the model in fitting 
the data , and in predicting any values w.i thheld (rOll the fi tl ing 
pcocess. It displays: 
( l) the 11\ean squarad error (MSE) 
(2) the nean absolute error (HAB) 
(3) t.he nean absolute percentage ocJ·or (MI\PB) 
( 4 ) the nean en·o1 (HE) 
(5 ) tho 11ean p<'rccntage ere-o r ( MPS) 
Eac h o ( the sl..ttjstic.'J i::. bas ed on the ce s.iduaJ.9 . Th£' fir s t threo 
s t a LL"!:t IC~ nob sur f' thu aagnitude of lhc ecror."'. A better AOtiC'J will 
g1v(~ ot :sn.allec v..tluc . 'l'he tast two s t..tt.i.stic . ., llCas u re hia~ . A bctlec-
11 ()\lc· l wi 11 give ._,value c: lnsc lO 0.0 . 
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P-VAluc 
o. 0000 
o. 0000 
0. 0000 
w 
-...) 
0 
Prelim Score 
2 
3 
4 
5 
6 
7 
8 
Overall 
84.02 
90 .32 
67.60 
72.34 
73 .56 
65.20 
70.84 
Average duration by Robot 
RT100 PUMA560 Simulation 
187.71 65.57 35.23 
188.30 73.56 29.39 
149.91 44.80 28.53 
150.08 60 .58 20.89 
152.56 51 .84 24.66 
146.63 56.81 23.46 
158.61 45.36 24.51 
APPENDIX D. RESULTS: SAMPLES & SUMMARIES 
Performance measures & ranking 
371 
w 
-.....! 
N 
Average of Final Device Score 
PUMA RTX 
Joystick-Analog 0.94 Joystick-Analog 
TrackBaii-CPC 0.83 TrackBaii-CPC 
Key Pad 0.83 Key Pad 
TrackBaii-Marcus 0.75 2D Magellan 
2D Magellan 0.72 TrackBaii-Marcus 
Glide Point 0.65 2 Button Mouse 
2 Button Mouse 0.64 GamePad-IBM 
GamePad-IBM 0.55 GlidePoint 
StdDevp of Duration/Average of Duration 
2D Magellan 0.33 TrackBaii-CPC 
TrackBali-CPC 0.37 Glide Point 
Joystick-Analog 0.37 TrackBaii-Marcus 
TrackBaii-Marcus 0.46 2 Button Mouse 
KeyPad 0.46 GamePad-IBM 
Glide Point 0.52 Key Pad 
GamePad-IBM 0.53 Joystick-Analog 
2 Button Mouse 0.54 2D Magellan 
Average of Duration 
Joystick-Analog 41.43 Joystick-Analog 
2D Magellan 48.47 GamePad-IBM 
GamePad-IBM 55.57 Key Pad 
TrackBali-CPC 60.19 2D Magellan 
2 Button Mouse 64.10 TrackBaii-Marcus 
TrackBaii-Marcus 65.06 2 Button Mouse 
GlldePoint 69.20 Glide Point 
Key Pad 70.63 TrackBaii-CPC 
SIM 
0.93 Joystick-Analog 0.95 
0.87 TrackBaii-CPC 0.84 
0.83 Key Pad 0.81 
0.78 TrackBaii-Marcus 0.76 
0.75 20 Magellan 0.74 
0.62 Glide Point 0.63 
0.59 2 Button Mouse 0.62 
0.48 GamePad-IBM 0.55 
0.23 TrackBaii-Marcus 0.35 
0.23 2D Magellan 0.51 
0.24 2 Button Mouse 0.53 
0.24 Glide Point 0.58 
0.28 TrackBaii-CPC 0.58 
0.30 Key Pad 0.60 
0.32 GamePad-IBM 0.75 
0.32 Joystick-Analog 0.82 
108.93 2 Button Mouse 17.15 
125.03 TrackBaii-Marcus 17.18 
161 .67 Key Pad 20.20 
175.80 20 Magellan 21 .26 
180.48 TrackBaii-CPC 25.09 
189.55 Glide Point 33.62 
196.55 Joystick-Analog 34.32 
200.08 GamePad-IBM 48.96 
-Cll u 
~ 
Cll 
-
w ~ 
-....) E 
<...) :Q 
I 
~ 
u 
c 
cu 
E 
.g 
~ 
a. 
1000 
100 t····· ·-· ··· ············· ·· .... 
0.01 
~ 
0.1 
Gain 
RTX100 
y = -1125.63x2 + 137.69x + 187.33 Poly. (2 Button Mouse) 
R2 = 0.01 
y = -154.04x2- 143.45x + 178.57 Poly. (20 Magellan) 
R2 = 0.01 
Poly. (GamePad-IBM) 
y = 1714.13x2 - 531.14x + 220.43 Poly. (GiidePoint) 
Rl = 0.03 
y = 2728.40x2 - 574.73x + 129.52 
- - - -- ·Poly. (Joystick-Analog) 
R2 = 0.11 
y = 4899.07x2 - 989.05x + 203.96 Poly. (KeyPad) 
R2 = 0.02 
y = 5071.17x2 - 679.21 x + 213.08 Poly. (TrackBaii-CPC) 
R2 = 0.15 
I y = ·617.04x' + 504.67x + 138.74 1 - -Poly. (TrackBall-
M arcus) 
1 R
2 
= 0.09 
1 
Simulation 
100 
y = 3.66~- 16.85x + 29.61 
1 
Poly. (2 Button Mouse) 
R2 = 0.32 
y = -4.33x2 + 11 .74x + 16.41 Poly. (20 Magellan) 
R2 = 0.04 
-
Poly. (GamePad-IBM) 
Ctl 
1.> 
G) 
en 
-G) 
E 
~ y = 12.69x,- 38.97x + 52.78 
Poly. (GiidePoint) 
I 10 
'<T 
G) R
2 
= 0.13 
r-
1.> 
M 
c 
I'CI 
e y = -347.48x2 + 249.14x + 10.30 
· · · · · · Poly. (Joystick-Analog) 
.g 
I 
R2 =0.19 
G) 
Q. 
y = 9.92x2 - 32.70x + 31 .11 Poly. (KeyPad) 
R2 = 0.36 
y = -1.6~ + 9.85x + 15.02 Poly. (TrackBaii-CPC) 
R2 = 0.07 
1 
y = 0 .60~- 3.30x + 19.10 -Poly. (TrackBall-
R2 = 0.05 M arcus) 
0.01 0.1 1 
Gain 
PUMA560 
1000 
i 
G) 
Cl) 
-G) 
w E 
-...) 
VI :Q 
I 
G) 
u 
c 
cu 
e 
.g 
G) 
ll. 
0.1 1 10 
Gain 
y = 11 .29~- 64.72x + 127.78 
R2 = 0.42 
y = 7.29x2 - 26.20x + 68.51 
R2 = 0.04 
y = 6.83x2 - 49.50x + 130.68 
R: = 0.26 
y = 9.55~- 40.58x + 75.91 
R2 = 0.30 
y = 0.64~- 15.26x + 128.71 
R2 = 0.35 
y = 7.68x2 - 40.66x + 100.88 
R2 = 0.25 
y = 2.87~ - 25.38x + 100.17 
R2 =0.18 
100 
--Poly. (2 Button Mouse) 
--Poly. (2D Magellan) 
Poly. (GamePad-IBM) 
--Poly. (GiidePoint) 
. . ... . Poly. (Joystick-Analog) 
--Poly. (KeyPad) 
--Poly. (TrackBaii-CPC) 
-Poly. (TrackBaii-
Marcus) 
APPENDIX D. RESULTS: SAMPLES & SUMMARIES 
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v4 vs n Model c1 c2*Diffy c3*Galn c4 *Gain*DIIffy R 
100 101 99 Linear 6.14 0.44 -225.14 19.11 0.60 
101 101 93 Linear -13.08 1.90 9.69 -0.89 0.70 
102 101 181 Linear 4.85 0.89 -1.06 -0.16 0.48 
103 101 82 Linear 13.38 0.27 -6.30 0.52 0.37 
104 101 68 Linear -40.73 3.92 45.08 -2.66 0.50 
105 101 96 Lloear 0.54 1.05 5.26 -0.18 0.37 
106 101 103 Linear 4.34 0.72 0.11 -0.08 0.44 
107 101 105 Linear -13.26 2.50 -524.28 39.20 0.55 
100 102 83 Linear 15.39 2.10 -6.45 -0.19 0.59 
101 102 54 Linear -6.85 5.09 -0.96 -0.15 0.66 
102 102 119 Linear 40.43 2.77 2.18 -1.08 0.55 
103 102 44 Linear 9.51 3.66 9.72 -1 .10 0.49 
104 102 39 Linear -104.1 0 10.35 46.69 -3.33 0.70 
105 102 68 Linear 2.54 2.88 22.05 -1.50 0.30 
106 102 62 Linear 73.24 0.20 -1 7.09 0.54 0.24 
107 102 104 Linear 85.09 -0.35 -30.60 0.61 0.40 
100 103 97 Linear 53.51 2.57 -352.21 21.12 0.53 
101 103 88 Linear 95.87 3.20 -1003.14 56.10 0.60 
102 103 107 Linear 33.94 8.87 515.44 -32.53 0.49 
103 103 54 Linear 35.72 7.28 699.97 -17.83 0.53 
104 103 32 Linear 8.76 7.93 -188.75 26.58 0.72 
105 103 56 Linear -18.56 9.51 988.86 -56.28 0.62 
106 103 70 Linear 67.47 3.93 380.34 -2.26 0.47 
107 103 100 Linear 9.62 5.40 613.69 -26.79 0.40 
w 
-.J 
00 
v4 
100 
101 
102 
103 
104 
105 
106 
107 
100 
101 
102 
103 
104 
105 
106 
107 
100 
101 
102 
103 
104 
105 
106 
107 
vs n 
101 99 
101 93 
101 181 
101 82 
101 68 
101 96 
101 103 
101 1105 
102 83 
102 54 
102 119 
102 44 
102 39 
102 68 
102 62 
102 104 
103 97 
103 88 
103 107 
103 54 
103 32 
103 56 
103 70 
103 100 
Model c1 
Log -77.88 
Log 6.23 
Log 2.11 
Log 6.35 
Log -0.55 
Log_ 4.61 
Log_ 3.72 
Log_ -1 17.58 
Log 8.08 
Log 3.04 
Log 36.55 
Log 21.47 
Log -70.15 
Log_ 24.84 
Log 58.95 
Log_ 38.40 
Log_ -63.79 
Log -224.58 
Log 193.66 
Log 248.97 
Log 45.53 
Log_ 150.51 
Log 200.99 
Log_ 106.42 
c2*DiffY_ c3*1og_2(GalnJ c4*1og2(Galn)*dlffy R 
7.93 -18.17 1.60 0.59 
0.27 7.37 -0.63 0.84 
0.74 -3.00 -0.07 0.68 
0.89 -2.79 0.30 0.32 
1.47 9.88 -0.72 0.51 
0.94 0.57 0.02 0.37 
0.62 -0.92 -0.02 0.49 
10.58 -17.14 1.34 0.54 
1.92 -7.25 -0.18 0.66 
6.08 -8.90 -0.71 0.77 
1.90 6.43 -1.59 0.7j 
2.45 8.69 -1 .18 0.56 
7.89 58.86 -4.41 0.7.5 
1.37 20.45 -1 .43 0.32 
0.85 -27.10 0.68 0.35 
0.92 -24.42 0.27 0.64 
8.11 -22.27 0.95 0.54 
20.48 -63.36 3.36 0.60 
-1.15 30.58 -1 .91 0.49 
0.28 39.35 -1.36 0.49 
9.63 10.68 0.08 0.72 
-0.59 24.45 -1.47 0.63 
3.09 28.37 -0.20 0.47 
0.46 12.69 -0.74 0.39 
v4 vs n Model c1 c2*Diffy c3/sqrt_(Galn) c4*Diffy/sqrt(Gain) R 
100 101 99 ·optimal -58.75 6.41 13.62 -1.19 0.55 
101 101 93 Optimal 15.96 -0.66 -11.33 1.01 0.88 
102 101 181 Optimal -5.98 0.71 7.19 0.03 0.7·0 
103 101 82 Optimal . 2.11 1.41 4.60 -0.50 0.27 
104 101 68 OpJimal -1 .85 0.99 -4.46 0.76 0.52 
105 101 96 OpJimal 2.39 1.13 1.02 -0.14 0.37 
106 101 103 Optimal -1 .32 0.67 4.03 -0.02 0.53 
107 101 105 Optimal -83.28 8.06 8.69 -0.71 0.53 
100 102 83 Optimal -1 3.13 1.23 20.04 0.70 0.68 
101 102 54 Optimal -41.41 1.99 45.1 1 5.47 0 .8~ 
102 102 119 Optimal -177.34 17.67 50.18 -2.57 0.60 
103 102 44 Optimal 49.59 -1 .53 -26.97 3.87 0.58 
104 102 39 Optimal 145.34 -8.32 -223.44 16.62 0.7~ 
105 102 68 Optimal 88.96 -3.20 -63.39 4.52 0.33 
106 102 62 OpJimal -30.51 2.67 88.13 -1.71 0.38 
107 102 104 OpJimal 2.05 -0.01 28.80 1.18 0.76 
100 103 97 Optimal -38.97 6.46 14.39 -0.46 0.59 
101 , 103 88 Optimal -177.34 17.67 50.18 -2.57 0.60 
10211031107 Optimal 166.63 0.53 1 -22.98 1.44 i 0.49 
1031103 54 Optimal 206.72 1.32 -26.76 1.01 0.47 
1041 103, 32 OpJimal 55.48 8.24 -12.16 0.231 0.7'1 
105 : 103i 56 Optimal 28.91 5.89 -3.29 0.29 0.63 
106 103 ! 70 Optimal 176.28 3.57 -21.94 0.07 0.47 
1071103i 100 Optimal 54.77 2.66 ! 0.64 0.16 0.41 
w 
00 
0 
v4 
100 
101 
102 
103 
104 
105 
106 
107 
100 
101 
102 
103 
104 
105 
106 
107 
100 
101 
102 
103 
104 
105 
106 
107 
vS ,n 
101 99 
101 1 93 
101 181 
101 82 
101 68 
101 96 
101 103 
101 105 
102 83 
102 54 
102 119 
102 44 
102 39 
102 68 
102 62 
102 104 
103 97 
103 88 
103 107 
103 54 
103 32 
103 56 
103 70 
103 100 
I 
Model c1 c2*Diffy c3 sqrt(galn) c4 *Diffy/sqrt(Gain) Prescore"-c5 R 
Ogtlmal - User -41 .08 4.39 9.50 -0.82 -0.21 0.55 
Optimal - User 14.53 -0.60 -10.20 0.91 1 -0.05 0.88 
OpJimal - User -7.43 0.81 8.38 0.03 0.07 0.71 
Optimal - User 13.63 2.65 -9.02 -0.22 0.61 0.53 
Optimal - User -14.79 3.02 13.96 0.13 0.52 0.61 
OpJimal - User -45.70 7.40 38.55 -2.57 0.92 0.75 
OpJimal - User -2.76 1.80 3.58 0.06 0.59 0.75 
Optimal - User -97.81 11.27 -1.90 -0.36 0.39 0.68 
Optimal - User -11.39 1.07 18.29 0.57 -0.07 0.68 
Optimal - User -61.29 3.15 56.91 9.37 0.29 0.83 
Optimal - User 80.77 -4.34 -46.43 6.36 0.04 0.76 
Optimal - User 79.68 -3.24 -69.55 7.35 0.22 0.65 
Optimal - User 164.1 3 -5.76 -329.11 24.71 0.70 0.90 
Optimal - User 149.32 -5.70 -102.80 6.95 0.25 0.45 
Optimal - User -34.70 4.02 140.39 -3.23 0.35 0.51 
Optimal - User -20.14 1.27 67.92 0.22 0.26 0.78 
Optimal - User -26.44 4.61 10.10 -0.30 -0.17 0.59 
Optimal - User -108.41 10.95 30.52 -1 .49 -0.24 0.61 
Optimal - User 204.21 0.41 -29.77 1.74 0.10 0.53 
Optimal - User 216.11 3.97 -25.59 0.88 0.1 7 0.62 
Optimal - User 91 .55 8.17 -17.27 0.35 0.09 0.73 
Optimal - User 3.29 4.38 1.21 0.05 -0.30 0.69 
Optimal - User 191.13 2.66 -29.66 0.39 -0.02 0.51 
OpJimal - User 81 .78 3.41 -0.77 0.44 0.29 0.59 
NB. This data was run with a selection which omitted 
cases with no prellm score - actual n may be less than stated 
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TeleProsthetic Systems for Paraplegics [3] 
"Teleprosthetic ~ystems for Paraplegics" , by C.L. Radix, S. Roberts, P. Robinson1 P. Nurse1 P. Grosch, R.S. Burns,, Paper 7 in 1996 International Workshop on Advanced Roootics ana 
Intelligent Machines, university of Salford, ISS 1363-2698. 
This paper presents an overview of PHP and outlines where this research fits in relation to 
it . The description of the testbed is early on, before it was decided to ignore visualisation 
and feedback effects, due to the limitations of the software WS3, and the robot interface 
was still not ideal. 
This is the first publication of Roberts' work on the unique patterns extracted from MES. 
This work is done off-line with an HP Analyser and a 486. Followup papers[163, 164] describe 
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sizes, and a simulated hand. 
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Tele-Prosthetic Systems for Paraplegics 
by c. L. Radix 't, S. Robertst, P. Robinson ·, P. Nurse t, P. Grosch*, R. S. Burnst 
The teleprosthesis. defined as any device semi-remotely 
controlled by a disabled person. provides an alternative to 
human care. while offering the disabled person a degree of 
autonomy and independence. Available teleprosthetic 
devices are not widely used amongst the disabled for a 
variery of reasons including cost, aesthetics and 
convenience. This paper presents an overview of work on-
going at the University of Plymouth under the auspices of 
the Plymouth Hand Project. The means by which the 
problems of teleprosthetic development are being 
addressed, and future research directions are discussed. 
1. Introduction 
There are many assistive devices designed to aid disabled 
people in regaining their autonomy; amongst them 
myoelectric & conventional prostheses, orthoses, hearing 
aids, walking aids. and wheelchairs. The term te/ethesis or 
telemanipulator, as used in the literature. describes an 
independently powered/mounted anthropomorphic robotic 
arm which when controlled by a disabled person provides 
arm and hand functionality. 
Existing teletheses include the original MANUS and 
SPARTACUS1 devices. and more recently 
De V AR/MoV AR1 and the EU TIDE3 Initiative devices: 
lnventAid. HANDY! and WALKY. These devices consist 
of a robotic arm. variously fixed, anached to a wheelchair, 
or mounted on a mobile platform. They are used 
successfully by disabled persons for feeding, personal 
hygiene and work-enabling applications amongst others. 
Despite the success of these devices, there are many 
problems associated with the telethesis. Physical and 
mechanical limitations make implementation difficult. 
These limitations are often the direct result of cost, size, 
weight, safety and aesthetic criteria applied to a device that 
must move with. and/or near to. it's user. 
The Plymouth Hand Project (PHP) uses the term 
teleprosthesis to encompass prostheses, teletheses and 
other assistive devices; that is any device semi-remotely 
controlled by a disabled person, providing an alternative to 
human care, while offering the disabled person a degree of 
autonomy and independence. The project makes a 
distinction between the terms teleprosthesis and telethesis. 
as it is felt (a view shared by Kwee4 ) that an array of 
detached semi-remote devices is a more effective means of 
allowing the disabled to control their immediate ''home .. 
envirorunent than a single device. 
This paper briefly reviews the areas that contribute to the 
field of teleprosthetic development, their associated 
problems, the means for controlling teletheses and the user 
and ethical factors to be considered in the development of 
these devices. Subsequently, an overview of the Plymouth 
Hand Project is presented; it's vision, and the work-to-date 
targeting specific groups of disabled people in achieving its 
goals. 
2. Background 
Assistive device technology (ADT) is a cross-disciplinary 
field that has emerged from several related fields, namely 
Teleoperation, Man Machine Interfaces (MMI), and 
conventional prostheses & orthoses. Subsequently many of 
the problems encountered in developing assistive devices 
are the same as those encountered in these fields. By 
examining these related fields and how they have 
contributed to ADT, telethesis development in particular, 
we can gain an appreciation of the complexity of ADT and 
possible ways of poning solutions. 
2.1. Related fields 
MMI is concerned with the problem of how to intuitively 
establish communication between operator and machine for 
a particular task/range of tasks. In this area there is a need 
for suitable input/output controVfeedback devices that are 
easy to operate and require a minimum of initial training to 
use: however, there is no constraint on the nature of the 
interface. Sensory substitution is the catch-all phrase for 
replacing one sense for another, and is frequently used in 
N1MJ (for example visual displays of results, audible alarm 
signals). 
A subset of tv11v1I is the Direct Manipulation Interface 
(DMI) where the user manipulates a representation of the 
world. Direct Manipulation Interfaces possess cenain 
inherent problems5 : 
• Spatial and/or visual world representations may be 
badly designed. They may not be intuitive enough, or may 
be misleading 
• The input device used for manipulation may not be 
appropriate, or the easiest to use for the particular task 
• In remote DMI applications: time delay, incomplete 
feedback (from insufficient or inadequate sources), and 
signal interference compound the above difficulties. 
Teleoperation or telemanipulation originated with 
industrial robotic applications in envirorunents where it is 
impractical to send a human operator. The robot, under full 
or panial DMl control of the human operator, performs the 
task in his/her stead. Such work has been done in 
underwater, space and radioactive envirorunents. This work 
·School of Electrical, Communication and Electronic Engineering, Faculty of Technology, University of Plymouth. 
t School of Mechanical, Material and Manufacturing Engineering, Faculty ofTechnology, University of Plymouth. 
: College of St. Mark and St. John, Plymouth [affiliated with University of Exeter) 
has established the need for good multi-sensory feedback. 
such that the operator achieves a feeling of telepresence. 
Given the difficulties of feed-back where time delay and or 
signal obscuration is involved, this sensory information is 
often simulated using robotic and task models. 
In the industrial sphere, modelling is used for off-line 
programming, task-path planning and workcell design. 
Machine characteristics tend to change due to wear and 
tear, hence the emphasis has been on the accurate 
calibration of workshop floor robots. The performance of 
each machine is independently measured, then the results 
compared to the positions and velocities demanded by the 
robot controller. Measured errors are used to modify the 
robot model. Each machine is allocated its own 
independent model, defming its own particular 
characteristics. This procedure is both expensive and time 
consuming, even with automatic calibration methods. 
Despite the difficulties associated with maintaining the 
appropriate models, the benefits of generating simulated 
feedback make it a viable option in telemanipulation tasks. 
In addition, research demonstrates that tele-operation tasks 
are significantly easier when using simple displays, making 
visual processing easier. Virtual Reality (VR) presents a 
DMI with a less complex model of the world, and has been 
used successfully in enhancing task performance6. 
2.2. Control of Assistive Devices 
Prostheses and Orthoses, being replacement and external 
braces for missing or dysfunctional limbs, have been used 
for years, with a surge in demand particularly after the 
Second World War. Original devices often depended on the 
motion of another part of the body to activate the device 
(e.g. cable hand). Externally powered devices soon came 
on the scene in the form of myoelectric prostheses which 
use the signals in the dysfunctional muscles/nerves as 
controlling inputs. 
Current commercially available prosthetic and 
teleprosthetic devices do not give feedback to the user 
other than visual observation of their performance. This 
makes them less kinaesthetic (they do not feel like "part" of 
the user), and difficult to use in situations where vision is 
necessarily obscured. Alternative or supplementary feed-
back systems for such devices exist (for example 
vibrotactile feedback in the SouthHampton Hand'); none 
are commercially available. . 
Controlling devices used by the handicapped are often 
reminiscent of computer input devices and vice-versa. The 
development of specialist devices for the disabled, forces 
us to look at the available senses in a new light, and to 
design devices for faculties that we would not normally 
consider. By exchanging technology between these areas 
we increase our ability to develop novel and more suitable 
input devices. 
In computer and VR technology, drive signals are 
commonly generated by keyboard commands. mouse or 
joystick inputs and various VR gloves. Alternative 
feedback has been best developed in the field of VR, where 
tactile and haptic feedback can incorporated. The relative 
effects of such feedback have been srudied by several 
research groups including Burdea et al1. Myoelectric 
signals are an added possibility for input. ported from 
disability applications. Similarly the methods described 
here may be usefully ported to applications for the 
disabled. 
2.3. User Considerations 
It is all too easy to lose sight of the objective, which is to 
provide devices for use by the disabled. As such it is 
important that their needs be considered, and the users 
themselves should be consulted on such issues. Stanger et 
al9 points out that in many surveys the opinions of the user. 
and the professional expert as to desired task functionality 
and priority differ. 
In addition to the task functionality, we must consider the 
aesthetic quality of the device. As with prosthetic arms, the 
user prefers an assistant that is as unobtrusive and 
cosmetically pleasing as possible. This criterion has been 
applied to many of the current devices. 
Kwee 4 notes the need for cost and safety considerations. 
A robot that is in close proximity to humans must be 
configured so that it can be moved or overridden by 
humans in case of emergency and so that there is a minimal 
chance of inflicting hann. Similarly, an expensive robot 
will not be available to the majority of the target market. It 
has been noted 10, however, that over concentration on these 
issues may lead to decreased functionality in the finished 
device. Many persons would be willing to take reasonable 
risks in order to obtain enhanced performance (e.g. 
increased risk of injury from robot for sake of speed). 
The tangible and psychological benefits of such 
technology on the customer base have been observed in at 
least one srud/ 1; the importance of user self-motivation 
and realistic user expectations is also emphasised, as a lack 
of either of these may lead to rejection of the technology. 
Other than this, use of the technology leads to improved 
well-being due to independence. 
2.4. Ethical Implications 
From a purely practical, pragmatic standpoint the 
development of such "super aids" appears to be, 
axiomatically, a good thing. However, human beings are 
much more than utilitarian creatures, simply requiring the 
means to act independently. The field of applied 
technology, of which the tele-prosthetic system is merely a 
small part, is an area of growing concern and interest to 
moral philosophers or "ethicists" as they have recently been 
called. The issues can be examined under three sub-
headings: experimental-procedural ethics; life-quality 
ethics; and normative ethics. 
The fust of these, experimental-procedural ethics, is to 
do with the ways in which the research is acrually 
conducted. In other words, the experimental procedures 
themselves should be beyond ethical reproach, and should 
be seen to be so. Standard ethical practices governing 
research (see for example 12) should, at the least, 
acknowledge the fourfold set of rights normally accorded to 
participants; namely, the right: 
i) to be fully informed; 
ii) to be free to volunteer without inducement; 
iii) to opt out without redress; and 
iv) to be fully protected with regard to safety. 
The second issue. to do with life-quality ethics, involves 
philosophical deliberation of a more wtcertain natw"e and 
calls into question the central purpose of the research 
project itself. Will someone's quality of life be enhanced by 
this project? UnfortWlately, this primary question to do 
with the quality of life begs a number of secondary, mainly 
socio-philosophical questions. What are the real or 
tmderlying reasons for establishing this particular project at 
this particular time? Who, in real terms, are the ultimate 
beneficiaries of the project? What are the actual costs and 
benefits involved in conducting the research? These are 
questions that are not confined solely to the economic arena 
. Who pays for the research and who profits from the 
patent? - but remain firmly fixed in the wider arena of 
moral philosophy. 
The third and fmal heading, normative ethics, is of a more 
metaphysical kind. The premise upon which the tele-
prosthetic system concept is based assumes that disability is 
a non-normative condition. The argument goes as follows: 
normality, or the normative condition, is about having the 
''requisite" number of limbs, and this, therefore, is the norm 
to which, it is assumed, everyone must necessarily aspire. If 
we can provide a "substitute" limb to a person who, for 
whatever reason, is without one. then the return to the so-
called normative condition is made easier. However, 
according to Kantian principles, as upheld by O'Neill 13, 
providing "possible solutions" to disabled persons who 
may not recognise their disability as a "possible problem" 
is to begin to view persons as dysfunctional biological 
machines requiring some teclmological "fix". 
2.4.1. Telethesis vs. Teleprosthesis 
There are many excellent overviews of the development 
and current research into the telethesis 3·10. The original 
work on SPARTACUS 1 was followed by rapid 
developments in fixed and portable aids, the most recent of 
which is the new family of portable ann aids. 
The authors distinguish between the conventional 
definition of telethesis and the term teleprosthesis (as 
defined here), because of the belief that an array of devices 
will prove more useful than a single manipulator. Research 
is following along this · trend with the M3S and MECCS 
projects developing interconnection standards allowing 
multiple controllers. Also the range of tasks that the 
disabled user requires, necessitates different mechanisms. 
Such interchangeability already occurs with prostheses, and 
this concept should follow to the teleprosthesis. 
3. The Plymouth Hand Project 
Interest in mechanical hands started. at the University of 
Plymouth. in 1993 with a second year HND project by 
student Keith Barnsey. He constructed a hand with seven 
degrees of freedom using model radio control electrical 
servo mechanisms as actuators . The position of the hand 
was controlled using a microcomputer system in which a 
series of hand shapes had been stored and could be recalled 
at the touch of an array of buttons. The compliance of the 
servos and mechanics decided the strength of grip. This 
hand won second prize in the British Robot Association's 
"Into The 21st Century" competition of that year. 
The following year saw two associated projects, one by 
student Roy Finch on grip force adjustment, as an addition 
to the Hugh Steeper prosthetic myoelectric hand. and the 
other by student David Gibbard on a touch and slip 
detection system. Both projects were very successful. 
UnfortWlately the Steeper organisation were very unhelpful 
with circuit diagrams of their control mechanisms and were 
not interested in using the end product. The touch and slip 
detection project, produced a robotic gripper capable of 
automatically picking up either a paper tube or a steel 
billet, without prior information as to the size and weight of 
the object to be lifted. This system may be capable of 
development so as to be included in a prosthetic hand. In 
1994 this project won first prize in the expanded lEE/BRA 
version of the above competition. 
1994 saw the award of an internal (Dev R) grant across 
two schools (School of Electrical, Communication and 
Electronic Engineering with the School of Materials, 
Manufacturing and Mechanical Engineering) fmancing two 
post graduate students, whilst a 1995 Tempus award has 
funded collaborative work with the Technical University of 
Gdansk. Present endeavours are centred on the problems 
of improving the control of prosthetic hands using 
myoelectric signals and developing remote, real time 
control of robotic devices suitable for disabled users. Both 
these aims present considerable practical challenges; 
Progress wtder the first has produced a system which can 
identify at least two well defined commands from each 
myoe1ectric pickup on the foreaim stump of an arnputee 
(see section 3.2); the second is currently developing a 
testbed for i/o signals as detailed in section 3.3. 
3.1. A Vision of the Future 
The authors envision a general purpose, remote robotic 
control system, tailored to the needs of disabled people. 
Headsets miniaturised to the size of normal spectacles. 
Resolution enhanced to at least present day. video quality. 
Sowtd, touch and smell will be integral features of the 
system. Command signals generated by a variety of means, 
for example myoelectric. physical movements, pressure, 
sotmd, eye movement, etc., depending upon the severity of 
the physical impairment. Miniature transmitters, mounted 
on the VR spectacles will transmit drive signals directly to 
the robot devices. 
There will be both fixed and mobile robots equipped with 
a variety of fast moving, compliant manipulators, capable 
of performing all the actions of a normal human arm/hand 
combination. Each robot will have a range of sensors and a 
significant amount of on-board artificial intelligence. They 
will be able to negotiate unknown environments in safety 
and possess both strategic decision making and learning 
capabilities. Such a system will allow disabled people. as 
well as the elderly infirm. to live independent lives. 
3.2. Reliable EMG Detection 
Under the Plymouth Hand Project, work is currently 
being canied out into upper-limb prosthetics (artificial 
limbs) and the surface detection and analysis ofmyoelectric 
signals on below elbow amputees. The goal is to increase 
the range of control from its present commercial offering of 
single degree-of-freedom, thumb/finger grasp, to a ~der . 
range of grasp patterns with three or more reliably 
identifiable myoelectric sources. Each source is skin-
surface-derived from residual muscle action in the foreann 
of the below-elbow amputee and will represent an intended 
user action, for example "open finger". The sources can be 
used singly or in combination with other sources. 
3.2.1. Muscle Action 
From a functional perspective the action produced by a 
normal ann is not the result of a single muscle action but is 
a combination of muscle actions, with major and minor 
players taking part. 
EXTENSOR CARPI RAOIAUS BREVIS 
Figure 3.2- l Muscles contributing to ring finger 
motion 
The flexion of the ring finger (annularis) is brought about 
through the innervation of both the flexor digitorum 
superficialis (FDSm) muscle and the flexor digitorum 
profundus (FDPm) muscle. The FDSm is a muscle that 
overlies the FDPm and the FDSm is close to the skin 
surface. Due to the myoelectric signal (tv1ES) frequency 
loss 14 that occurs as it passes through the overlying FDSm, 
the tv1ES detected is largely that of the overlying FDPm. 
The FDSm will flex the middle phalange of the finger 
(proximal interphalangeal joint), while the FDPm flexes the 
distal phalange. The FDPm, supplied by the median and 
ulnar nerve, acts in gentle flexion and the FDSm, supplied 
by the median nerve, comes into play for greater force or 
acceleration. (See Figure 3.2-1) 
It is these muscles that have been commonly chosen as a 
site for the extraction of the Flexor signal used to trigger 
one (close), of the two actions, (open and close) that typify 
the commercially available myoelectrically operated 
prosthesis. 
The other action (open) is generally triggered from the 
site of the superficial extensor group of muscles. This 
group comprises the extensor d.igitorum (posterior 
interosseous nerve supply), the extensor carpi radialis 
longus (radial nerve supply), more involved in the releasing 
actions than brevis, and the extensor carpi radialis brevis 
(posterior interosseous nerve supply), more involved in 
wrist extension than the longus. 
These are only 5 of the 19 muscles that are found in the 
foreann and the many more again that are found in the 
hand, that act together in 28 plus degrees of freedom, to 
give us the dexterity that we take for granted. 
3.2.2. Time & Frequency Domain Analysis of 
EMG signals 
The commercially available prosthetic hands are only set 
to look at the gross muscle activity as seen at the sites 
mentioned above. The signal is bridge rectified to change 
the alternating components into a D.C. signal, and then 
integrated (swruned) to produce a gross signal voltage. All 
frequency information is thus lost. When the gross signal 
breaches a set threshold voltage the sensor or control 
system triggers a response to open the hand (if it is the 
extensor muscles activated). Any further variations above 
that threshold are either ignored or used to activate another 
function, such as grip force variation (reduction) or grip 
opening velocity variation. When the gross signal drops 
below that threshold the actions either lock into the states 
achieved or return to a previous or resting state. 
Activity at the flexor electrode site, above a set threshold, 
will then produce the hand closure action and variations in 
levels above that threshold produce velocity or force 
variations according to the control system. Below threshold 
values again produce lock or state-return responses. So 
each electrode site can produce an on/off function with a 
single further intensity variation as optional. Hierarchical 
systems 7 have been developed in which further options 
within states are available but require a precise control of 
signal levels. 
The working frequency domain range for skeletal muscle 
such as that found in the forearm is from 30 to 500 . Hz. 
Activity at less than 30 Hz does exist but tends to be 
obscured by movement artefact signals 1 ~ and is best left out 
of the spectrum. Activity above 500 Hz also exists, but is 
intrinsically smaller and of declining amplitude, hence it 
may be ignored for most practical purposes. 
3.2.3. Equipment 
For convenience the signals off a non-amputee arm were 
examined. Past research suggests the results should be as 
equally valid as if an arnputee were used. For these 
investigations, the following equipment was used: 
Liberty Electrode MY0115 with 54dB gain. 
Hewlen Packard 3566N67A Low Frequency Spectrum 
Analyser with Windows based software interface running 
on a 486 PC. 
The Liberty electrodes used have a non-ideal amplifier 
frequency response, which fades away rapidly after peaking 
at 300 Hz, thus frequencies <500 Hz are lost in practical 
terms. The frequency response of the Liberty electrode·, 
with its built-in amplifier, is however only marginally less 
effective than systems with the more ideal silver chloride 
electrodes and stand-alone amplifiers. 
3.2.4. Experimental Results 
After activation of the flexor muscle group, subsequent 
signal pickup, amplification by the Liberty electrodes, 
frequency analysis and video presentation, the appearance 
of the myoelectric signal (1'v1ES) in its real-time spectral 
response appears to be rather devoid of clearly defined and 
repeatable spectral characteristics. In fact the same muscle 
activity appears to elicit a different frequency response 
each time over the given range (Figure 3.2-3). However, by 
using software averaging (Exponential or Peak Hold) on 
the MES, a definite difference between two activities, ring 
finger action and wrist flexion., can be detected at the same 
electrode site (see Figure 3.2-2). 
With only a few averages of the continuously sampled 
signal a small delay in response to the user action occurs. 
This delay will be well within the 200ms delay acceptable 
for a practical sampled data system. There is an upward 
shift in the frequency response for wrist flexion showing 
clearly different and repeatable frequency peaks that can be 
used with digital filters to identify the different actions. 
Thus, it is possible to use one electrode at a single site to 
detect two different signals, each signal also having a 
proportional amplitude. This increases the number of 
control actions available at a single site from 2 to 4. 
If it is possible to introduce other control sites 
simultaneously, this will increase the number of control 
actions proportionally, i.e. 4 sites, 16 control actions. In 
addition, cross correlation between electrode signals may 
provide further information, increasing the available 
control sources. Further work in this area is planned. 
Figure 3.2-2 Average MES- wrist and finger flexion 
' Liberty Electrode, Liberty Mutual Research Centre, 
Prosthetics Group, 71 Frankland Rd., Hopkinton, MA., 
01748, USA. 
AMPLITUDE 
Figure 3.2-3 Two MES samples for Steady State 
Muscle Action 
Work 16 based upon the transient (rather than the steady 
state) response of the 1'v1ES has described the following 
valuable feature extraction methods and their application to 
a pattern recognition control system. They are: Mean 
Absolute Value, Mean Absolute Slope, Zero Crossings, 
Slope Sign Changes, and Waveform Length. Another 
feature extraction technique, using an "Irregularity 
Coefficient" 11 that describes the deviation of a shape from 
expected, has additional merit. 
3.3. 110 Device Testbed 
One objective of the Plymouth Hand Project is to develop 
a general purpose user interface for teleprosthetic devices. 
There are two sub-goals that need to be addressed before 
this can be achieved. The first of these is to determine the 
optimal control method by which the user can generate the 
necessary drive or commands. The second is to establish 
the means by which the real world data is to be 
incorporated into the interface (that is feedback) thus 
creating a closed-loop control system. Current work 
addresses the first of these sub-goals. 
3.3.1. Device Perfonnance Measures 
The task is to identify appropriate input devices for 
persons of differing ranges of disability. So far research in 
the fields of ergonomics, MMI and VR have not generated 
general theses and/or tests for how, where or what input 
devices should be used in a given situation. Device 
performance tests used to date s.s.u consist mainly of: task 
completion times, subjective opinions, susceptibility to 
human limitations, efficiencies and other mostly 
untransferrable criteria. 
Burdea and Coiffet 1 rightly cntlctse these as being 
merely a study of the relative/average abilities of people. as 
opposed to (ideally) determining how well suited the 
system is to the task and user. A complicating factor in such 
measures is that the performance of a single item cannot be 
isolated from that of the rest of the system. We can. at best, 
only hope that the relative performances of devices on a 
common platform will reflect the intrinsic usability of the 
device. 
Despite such cnttctsm it is important to note that the 
relative merits of specialised disabled controllers (for 
example palatal controllers, head motion controllers) are 
not generally evaluated in this manner, and as such there is 
no information available as to their relative merits. An 
investigation of the performance of conventional and 
disabled control devices on a common platform would thus 
be an initial means of determining device suitability. 
The project aims to cater for a wide rartge of disabilities, 
both congenital and acquired. However, for this work we 
have chosen to target a specific disability; acquired spinal 
cord impairment, in particular paraplegia. 
3.3.2. Paraplegia 
Paraplegia refers to spinal cord injuries that leave the 
lower torso and lower limbs paralysed. In 198819, I o/o of 
disabled adults living in communal establishments were 
either paraplegics or quadriplegics, with estimates 
increasing annually. Paraplegic injuries occur most 
commonly amongst young, active people; hence the initial 
emotional trauma and the eventual desire to regain lost 
independence20. These cases present the least complicated 
of the disabilities to work with in developing l/0 devices. 
They retain both hand and vision capability, thus the hand-
eye co-ordination system (important for conventional input 
devices) is retained, whilst they can provide subjective 
comparisons between prior (non-paraplegic) unassisted and 
current device-assisted experiences. 
3.3.3. Specification 
The intention is to develop a testbed on which the relative 
performances of input-output devices by various criteria are 
observed, and theories about their suitability, usefulness 
and inruitiveness can be tested. The specification for such a 
testbed is as follows: 
I . It should use object(s) currently available to disabled 
persons. The aim here is not to re-invent technology but 
to compare relative performances. 
2. It should provide the facility to test a range of 
controlling input devices, and return feedback to a 
number of output devices. 
3. !1 should provide the means to monitor performance of 
these devices quickly and easily. 
4. It should not inhibit natural sensing in any way. 
Inhibition. if any. should come from the devices 
themselves. to provide good relative comparisons. 
5. It should cater for semi-remote operation, i.e. the user 
should be able to operate the object when not in direct 
sensory contact with it. 
3.3.4. Implementation 
The initial testbed is based upon work currently on-going 
at Cranfield21 University on underwater and industrial 
martipulators, and uses a robotic arm as the control item. In 
choosing this system the first specification has been 
satisfied, as robotic martipulators are commonly used as the 
basis for many rehabilitation robots (particularly desktop 
mounted systems). As in Cranfield, the test-bed consists of 
a PC running WOR.KSPACE 3.422 providing the interface 
and visual feedback for a PUMA560 robotic arm under 
either open or closed loop control. The PC allows 
additional input and output devices to be interfaced via 
standard RS232 connections (specification 2) , while the 
kinematic modelling facilities of WORKSPACE allow the 
user to follow the robot "on-screen" even when it is not in 
direct sight (specification 5). 
3.3.5. Problems with the test-bed 
An initial difficulty with the test-bed was that the refresh 
rate during motion was too slow. As was observed in 
Crartfield 21 a 486/66 generated a frame rate of about 2 Hz, 
while a Pentium 75 was roughly twice as fast. Burdea & 
Coiffet 1 demonstrate that a visual update rate of 14 Hz is 
necessary for effectively uninterrupted motion to be 
presented to the user, and that user performance is 
significantly affected by a slower rate; it follows that the 
testbed clearly does not meet one of the specifications. 
In order to get around this problem, the robot was set to 
run at very slow speeds. Although the robot was 
synchronised with the display, it meant that the robot 
response time made it WlSuitable for practical tasks. 
A second problem, was that in open-loop mode the 
simulation ran out of sync with the robot. This was 
corrected by closing the loop (returning position 
information to update the position of the model). Although 
this introduces a lag, it is not readily perceived by the user. 
3.3.6. Further work 
Due to the implementation difficulties, testing has not yet 
begun. Initial tests with the existing testbed, will include a 
variety of positioning and orientation tasks for non-disabled 
persons using standard PC input devices. 
Furthermore, in order to meet the initial specifications, 
the testbed requires modifications to overcome problems 
noted above. Although WORKSPACE is a comprehensive 
package, it is not well suited for this purpose, and will be 
replaced in the near future. 
Once the testbed has met the specifications, device 
performance tests will continue, with disabled and non-
disabled persons. In addition, the comparative effects of 
different types of feedback will be examined. A possible 
extension is to look at different types of semi-remote 
device to see if the performance results carry over, or are 
speci fi c 10 robotic arms. 
4. Summary 
This paper has discussed the Plymouth Hand Project. Its 
objective: to generate integrated aids for the disabled. 
Several areas of research have been identified which, it is 
hoped, will lead to significant improvements in a range of 
aids for the disabled. The specific areas being actively 
researched are those of myoelectric signal recognition and 
remote operation. Clear myoelectric signal patterns have 
been identified, and a platform for device evaluation is 
under development. 
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APPENDIX E. PUBLICATIONS AND INSERTS 
Assessment of Teleoperated Devices [4] 
"Assessment of Teleoperated Devices" , by C. Radix, P. Robinson P. Nurse, R.S. Burns, 
accepted to 29th International Symposium on Robotics 98, 27- 30 April1998. by C. Radix, 
P. Robinson, P. Nurse, R. Burns 
The first results of the final testbed are presented here, along with the first demonstration 
of the profile concept. Some modules were altered subsequently (the RT robot interface in 
particular), however the overall structure remains fairly consistent after this work. 
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Assessment of Teleoperated Devices 
C. Radix, P. Robinson, P. Nurse, R. Bums 
PL YMOUTII HAND PROJECT 
University ofPlymouth, Drake Circus, Plymouth, England, UK, PL4 8AA 
Abstract - The importance of reliable, objective methods 
of assessing teleoperated robotic devices has become 
increasingly apparent. This paper outlines an 
assessment method suitable for predicting performance 
when implementing manipulation tasks. Preliminary 
experimental results are presented in support of the 
described approach. The implications of this work for 
teleoperation system design and implementation are 
reviewed and future research directions indicated. 
I B ACKGROUND 
With an increasing range of safety critical applications, the 
importance of reliable, objective methods of assessing 
teleoperated robotic systems has become increasingly 
apparent [1,2] . Performance assessment may be used to 
compare alternative teleoperated systems, ensure safety 
limits are met, and/or determine cost-effectiveness or cost-
benefit of the application with respect to conventional 
methods. 
Existing assessment methods are typically based upon, 
highly individual, sometimes subjective, task specific 
measures involving task completion efficiency and 
performance. This inakes comparison between different 
platforms difficult. To complicate matters, the device, gain, 
and control mode, used to interact with the teleoperated 
system, have been identified as some of the major 
components which limit performance [1,3(Ch3)]. It follows 
that any empirical approach, using different input devices, 
must assume that a teleoperation system consists of a 
uniquely parameterised equipment configuration. 
The research question may thus be stated in two parts: 
1. Can we develop a comprehensive measure for 
teleoperation system performance on a particular type of 
task? Such a measure must account for user, task, and 
device sensitivity, and allow for learning times. 
2. Does such a measure have any theoretical basis? 
II THEORY 
The current approach to device assessment involves 
quantifying major usability factors, by performing accepted 
standard tests which apply across a range of tasks. The 
usability factors concerned are inspired by conventional 
human-computer interaction, and industrial performance 
assessment [1,3(Chl),4) namely: Learning Rate (a), 
Sensitivity (S) due to Gain, User or Task, and Task 
Completion Performance (y) in terms of time, error, derived 
quantities or ranking. 
An ideal device should display consistent behaviour over a 
range of conditions, have a steep learning curve, minimise 
task time, and maximise performance. Where these criteria 
conflict, their relative importance must be considered. 
A theoretical model of device performance based on these 
empirically determined factors would enable performance 
prediction, from a small range of experimental data, with 
further tests performed to verify predictions. In this work, 
manipulation tasks have been chosen as the test subject, due 
to their use in prior research [2,4] and their prevalence 
within standard teleoperation applications. 
A. A practical method of Usability Measurement 
Path, time and error data should be collected over several 
sessions for a single task of a particular type and difficulty 
vector ( d ), to produce accepted performance ratings ( y ). 
The performance data can then be used to generate usability 
factors, by curve fit and graphical measurement (Fig. 1 ), as 
defined below. 
• gain sensitivity (Sg)-max or ave gradient of gain curve, 
• task sensitivity(S1) - gradient of difficulty curve (linear), 
• task limit (i) ------- intercept of difficulty curve (linear), 
• learning rate (a)------ decay constant ofleaming curve, 
• user sensitivity (Su) - standard deviation (cr) or max-min 
ratio ofy, across test population (not shown in Fig. 1). 
For example, in Fig. 1, system C has superior performance, 
low task sensitivity, and a steep learning curve (all 
desirable), however slight shifts in gain result in drastic 
performance fall off, thus behaviour will be inconsistent 
across varying situations, i.e. it will not be robust. 
B. Theoretical Basis For Usability 
Card et al [4] summarised prevailing theories on human 
performance. For manipulation tasks, the power law of 
practice (1) and Fitts' Law (3) are both applicable as 
predictors of manual task performance, in terms of time, t. 
These may be generalised, using the above terminology, to 
(2),( 4). 
(1) 
where t, is time for nth repetition. a = learning rate 
y=k .n-a (2) 
where k is a constant 
t = a + b . Id (3) 
where 1.! = logz (D/S), S = target size, D = distance 
y = i + S" d (4) 
where for time in mot1on tasks, y = t . i is a scalar constant, d = Id 
A control system model can be derived for a system 
involving human motion, including a gain term e.g. [I ,5]. 
The authors propose (5) as a model of difficulty for motion 
tasks; involving a relative gain factor, g (defined in Fig. 3). 
Justification for this model appears elsewhere [6]. 
d=f(g,ld) 
where f is a linear combination of a second order function w.r.l g 
and a first order function w.r.t. Id 
(5) 
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Three distinct types of manipulation task have been 
identified and each selected task, as shown in Fig. 2, 
primarily addresses a form of manipulation as listed below. 
• Motion -----------------------------Fitts Law taskboard [2], 
• Fine manipulation----------------------------Line following, 
• Gross manipulation-------------------------Block arranging. 
For each participant, manual task performance is assessed, 
and used as a baseline against which performance on the 
testbed can be compared. 
The telerobotic testbed has been implemented in software 
on 386 PC's. Effectively the PC acts as the interface 
between the controlling device and the robot, and logs 
performance data if required, as shown in Fig. 3. Three 
systems are controlled in conjunction with the testbed: a 
simple simulation, a PUMA560 robot in alter mode [7], and 
an RTlOO robot via the standard interface library [8]. 
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Different robot-device-task combinations are assigned to 
each participant. For each combination, random test 
sequences are utilised to isolate the effects of learning, 
task, and user from the system, and to allow equal, if any, 
influence due to the testbed. In order to validate this 
approach, preliminary tests have been performed; a 
selection of these results are presented here (Fig. 4- Fig. 7). Fig. 2 - Manipulation tests 
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IV REsULTS & ANALYSIS 
A. Manual Fitts I Task Board performance 
Random sequences of peg motions were repeatedly 
performed by 3 different users with different sizes of peg. 
Learning effects are apparent across all motions (see Fig. 
4) , with an empirically detennined learning rate, a.=O.l2 . 
User susceptibility, Su , as detennined by the max-min ratio 
during any session decreases from I. 76 to 1.42 across the 
first 4 sessions, in concurrence with the intuitive 
observation that user variability decreases with practice, and 
established research [4]. 
The performance profile shown in Fig. 6, is based on the 
same data, and confirms the validity of Fitts' Law for this 
task. The estimated information processing rate of 
66. 7ms/bit is also consistent with the literature [4]. 
B. Optimising Gain Performance 
A single user repeated a single sequence with several 
devices at varying gains. Fig. 6 illustrates, for a single 
device, the generally observed phenomenon that as gain 
approaches optimal, learning rate decreases. This 
emphasises the importance of correct gain settings, their 
influence on learning, and on final performance (Fig. 7). 
Completion time as a function of the normalised gain factor, 
g, is illustrated in Fig. 7, as idealised in Fig. I. 
Investigations to date [6] suggest that the relation is a 
second order polynomial, due to the convolution of the gain 
and task related difficulties. The data shown in Fig. 7, 
matches a polynomial model with confidence factors greater 
than 0.88 for all devices. 
V DISCUSSION 
This work is unique in that it attempts to produce a 
transferable measure of usability. Preliminary experimental 
results have been shown to be consistent across users, and 
with established research. The results also support the 
theoretical usability model proposed. 
In light of these, and prior, observations on the 
susceptibility of teleoperation perfom1ance to device and 
control mode, it remains to be seen how the usability factors 
should be weighted, and how user experience should be 
included, in order to compare systems for particular 
applications. 
Research will proceed with the experiments described, with 
emphasis placed on establishing a link between standard 
empirical usability, and theoretical usability models. 
The implications of this work for teleoperation system 
design, implementation and evaluation are significant. 
Standard usability factors allow designs to be evaluated 
prior to construction, thus reducing design cycle time. 
Similarly, products may be compared on a quantitative basis 
prior to installation, whilst an industrial standard based on 
the measurement and interrelation of these factors, may be 
used as a benchmark for future devices. 
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APPENDIX E. PUBLICATIONS AND INSERTS 
Extension to Fitts' Law for modelling in MMI [5] 
"Extension to Fitts' Law for modelling_in MMI", by C. Radix, P. Robinson, P. Nurse, to ap-
2ear as Technical Correspondence in IEEE Transactions on Systems, Man and Cybernetics, 
Part A: Systems and Humans, v.29 n.2 Mar. 1999 pp 205- 209 
This paper presented a model of gain influence on performance, based on control theory. 
There are two corrections to be made to this paper: The experimental work presented IS 
that carried out by Lelong(2). 
Two corrections should be made to this paper. 
The model formulation attributed to Schaab(5), should include a single as well as a product 
term, making this equation, t =a+ bid+ cC+ dGid. The full formulation is not unique to 
this work. 
The proposed control theory explanation for different rankings in performance models due 
to inherent displacement gam is flawed; the equation cannot be approximated as shown for 
Kd ~ 1. In the authors opinion, any apparent correlation between gain factor (model (a)) 
and performance for the Joystick is an artefact of the data. This is supported by Table Ill 
where for the Joystick\ model fit is not improved by the addition of extra terms, and overall 
is significantly worse tnan that for the otller two devices. 
Neither correction alters the approach outlined. 
The information "inspired" models were subsequently dropped as there was no real justific-
ation for them, other than that they looked like Id. Despite being last published, this work 
followed on directly from that presented at Salford(3). 
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Extension of Fitts' Law to Modeling Motion 
Performance in Man-Machine Interfaces 
C. L. Radilt , P. Robinson, and P. Nurse 
Abstract- This paper presents a generic man-machine interfaces 
(MMI) performance model, based on a combination of Fitts' Law 
and classical control theory. Experimental evidence Is presented which 
suppor ts the developed theory. It is suggested that, based on the new 
model, vectors of coefficients may be used to describe the performance 
of devices, independent or task or user. 
Index Terms-Control systems, information theory, input devices, ma-
nipulators, user interfaces. 
I. lNTRODUCfiON 
Safety critical applications using man- machine interfaces (MMI), 
range from teleoperation in the nuclear industry to space exploration. 
The importance of reliable, objective methods of assessing MMI has 
thus become inc reasingly apparent [ 1 ). Performance assessment may 
be used to compare alternative systems, ensure safety limits are me t, 
and/or determine cost-benefit with respect to conventional methods 
of operation. 
Fitts' Law ( I ), which describes movement time in terms of the 
"diffic ulty" of a motion, has been extensively used in its original 
form (2) (and the Welfo rd (3) and MacKenzie (4) variants) to 
investigate and quantify the re lative performance of devices used 
in MMI. The premise of this law is that a system has a capacity 
for processing information, that limits the rate at which tasks can be 
perfo rmed. MacKenzie [2) notes that results are often inconsistent 
between studies. largely due to the range of methodologies used for 
investigation. 
The basic me thod employed in such studies, is that of comparing 
the performance of large groups of users, on a range of input 
devices (each "tuned" to optimal gains), on tasks of varying levels of 
difficulty. Learning effects and user experience are either ignored, or 
have their effects discounted. due to the incapabi lity o f the model to 
cope with these fac tors. Also, the criteri a for the choice of difficulty 
levels and optimal gain are often unspecified. There are two major 
flaws with these me thods: 
• where the application requires instant use of the device, a low 
learning time. and high learning rate is desirable [3). however 
Fitts' Law models do not account for these; 
• gain, in and of itself, does not specify optimal performance over 
a range of difficulties, but interacts wi th the Index o f difficulty 
J, 141. 
To the authors ' know ledge. despite the ex istence of several qualitati ve 
studies (e.g. 151 and 16)). only Schaab er al. 171 have establ i~hed 
a quanlltattvc rclallon t>etwc.: n ga tn and ntovement tnne. Schaah 
IVI.IIlll\l"llpl lt:c"c' l\ t:d /\ugu'l ~7. I'N7. lt:\ 1\t:d /\ugu'l 14. I l)!JK and /\U1,!ll\l 
:!4. 1111lX Th" ""'~ '"" ' llf'fl<•llcd '" lk\1{ .111d the l htl\t:l'll) tof l'l ynllHIIh 
C I R:od" .111d I' I<"""''"" ,, ,. '"'" 1'1""""'" ll .aml ""'ft:~l. '> I Cl I 
u""'""'') "' l'l~" "'u'"· u •.• ~,· Cue"'· l'l ~""""h 1'1.~ X/\1\. u K 
I' :"ul\t: '"'' \\llh l'l)lllllulh ll .111d l'~<•1n·t. SI:MMI\1E. Unlvt:r\11) PI 
Ply nto ulh , Drake C u ,·u,. Plymouth PL~ X/\1\ . U.K He " now w11h 1\ C R . 
Plymo uth PIA X/\A. U .K 
Puhfi,hcl li t:lll ldcnlll11:1 S IOXl ~~~7( 1}'}JIXJ2~l X 
a+ bid 
Id log2 (~) 
Id log2 (~ + D ( Welford] 
Id log2 ( ~ + 1) [ MacKenzie] 
where t is the movement time, 
a,b are determined by the system information capacity, 
Id is the Fitts' index of difficulty for a motion, 
A is the amplitude required, and W is the target width. 
where a,b,c are constants, and G is the Gain applied. 
Fig. I. Fitts' law (I) and Schaab's model of movement time (5). 
{1) 
{2) 
{3) 
(4) 
{5) 
proposed a multiplicative mode l for movement time [of the form 
shown in (5)), based and confirmed solely on regression fit of the 
data. 
In this work. we present a model of motion time derived from 
classical control system theory, using a target threshold rationale 
s imilar to that of Cannon [8], to account for gain effects. It is 
subsequently demonstrated, how this model may be extended to 
account for both errors and learni ng e ffects, using results from 
information theory. The model generates a vector of parame ters which 
may be used for description, evaluation, and comparison of device~. 
11 . GAIN IN AN I NFORMATION THEORETIC MODEL 
1t has been shown in (4) and [7) tha t gain contributes to the 
time required to complete a motion task. In an information theoretic 
context, the effort o f controlling the system with a given gain 
contributes to the task difficulty . This effort must be such that it 
is constant for a particular gain. The practice of optimizing gain 
would suggest that the e ffects of gain are relatively independent 
of the motion index of difficulty. However the anomalies in these 
models would suggest that there is some interference between the 
two . Defining an mdex of difficu lty re lated to the gain, called the 
control index of difficulty Ir, we may write 
l =c+rlf c (6) 
for constant !,,. whi le ( I ) may be qualified as ho lding only for 
constant [, . . A composite equation may be written as 
I = /,+ J f , + ,,J + t •f , / . (7) 
where ' . ./. /, . J. "'·I ' arc constant\ de tcntllncd h~ the ')''tent. lt 
\hnu ld he IHI[<:d tltott (7) " of the \<tlllt: lt•tm '" Sdt.tah ·' equal tctll 
('i J hee 1:1)! 11. 
Ill. DI: I! IVATION 01· A CONTROl. SYS"II:M f\IOIJI:L 
11 is comnw n pral· tt t:e t<• describe a higher order 'Y\Iem in term~ of 
11·, dunun:utt ltnc.u ".:cund order bcltavtur a\ \hown tu Fig. :! rlw~ 
IOXl-4427/'I'J<;.IOIXJ (cJ 111'11) IEI'I ' 
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Block diagram: 
-0------
Character istic Equation : s 2 + 2{wns + w n 2 = 0 
Step response settling time (t, ) t o within %error of t arget for 
underdamped second order systems is determ ined by: 
, f:, from the% error criterion (typically 2% or 5%) for t,, 
, the effective system t ime constant, 7 
, the damping factor , < 
f: I ( 100 ) 
n %error 
7 1 {wn 
t . ::::: F:7 
t, <X < ; <::::: 1 
Fig. 2. Step response of a second order system. 
(8) 
(9) 
(10) 
Block d iagrams with controller in forward and feedback pat hs: 
In both cases the characteristic equation of the system is : 
s
2 + 2{wns + (K + l )wn 2 = 0 
Let the system under gain l< have a natural frequency, Wnk, 
damping factor {k and dam ped frequency Wdk The characteris tic 
equation may also be s tated as: 
S2 + 2{kWnkS + {Wnk)2 = 0 
Comparing coefficients of the t wo characteristic equations: 
{kWnk = {wn 
& Wnk = (viK+i} Wn 
~ {k {wn 
Wnk 
< 
JK+ l 
(12) 
Fig. 3. Effects of gain on system parameters. 
a function describing 1,, may be written 
I ,= :F( -:: .7. (). 
Now if F is assumed to be a linear co mbination of (8)- ( 10) 
100 
I .= k1j ((.) + k !T lu -,/--: ( ~ l. (1 1) 
/<erro r 
Equal ion ( I I) is comparable with Fitts · Law ( I ), and the pro-
posed info rma tio n-theoretic models (7) and (6 ), where the constants 
" . 1> . /,. j . ' "· I' arc de1e nnined by the damping factor. <, and I he 
effective t ime constant T. while %error represents the ratio of target 
wid th to move ment amplitude. 
Cons ider the addition of a contro ller with gain /\ .. to the second 
o rde r system of Fig . 2, in e i1her the feedforward or feedback path. 
This contro ller wi ll affect the parameters of the system as described 
in Fi g. :1. 
Optimal gain /\. on the new system may be defined as the gain 
whic h gene rates the da mping facto r (k• that ensures optimal approach 
to the threshold (i.e. minimum time), will be s lightly less than I, and 
will depend upon the c hosen %error criterion. It fo llows from ( 12): 
(1 3) 
The implication of the above equations is that the system model 
parameters in ( 11 ) can be determined from s imple , experimentally 
determined quantities (i.e ., current and optimal gain, time constant). 
IV. V ERIFICATION OF THE M ODEL 
The peg-in-ho le task is commonly used as a n experimental bench-
m ark in robo tics, being the simplest c ase of the pick and place 
o peration typically found in such applications. The Fitts' Law index 
of difficulty for a peg-in-ho le task is determined by the distance 
from the start po int to the ho le , as well as the c learance between ttie 
ho le and peg. Pepper [I]. among o thers, has utilized a peg-in-ho le 
taskboard to compare performance of d iffere nt teleoperated system 
configu rations. 
To facilita te mode l verification, completion times were recorded 
for three devices controlling a PUMA 560 robot in a peg-in-ho le task 
(see Table I). Gain g was used to control the mapping between device 
motion and robot mo tion. At each time step the robo t was commanded 
to move a dista nce proportional to the device displacement (this 
displacement was fixed for keys}, effectively implementing isometric 
rate contro11• T he devices were tested at a variety of gains with 
two opposing diagonal movements. Resul ts displayed in Fig. 4 are 
normalized to fac ilita te comparison between the d ifferent devices. 
In o rder to determine whe the r the model (6) was valid, five 
expressions for l e (comparable to those for I d) were proposed. 
Comparison with Schaab's expression, l e = 1\· (a). 
• Comparison w ith (K ,le = J< h- + 1/ [\. + 1) (d), :::::: (1/ .;K) 
(c). 
• In formation theore tic measures log2 A' (b), log 2 ( h' + 1/ [\. + 1) 
(e). 
T he r 2 correla tion measures, and model ranking by correlation for 
models (a)-(e), are shown in Table 11. A s imilar analys is was used 
to determine whether the data could be accounted for by models (5) 
and (7). T hese tests were performed with the best matching model 
for each of the devices. T he resul ts are p resented in Table I. 
V . DISCUSSION 
A. A11alysis of Results 
There are severa l points. aris ing fro m the above. whic h are worthy 
o f no te . Examini ng Fig. 4. it is ~: ! ear that all three devices di splayed 
s imi lar be hav io r as gain was varied, near an optimum gain. This 
supports the hypo thesis that f. should cons is t o f an expression 
relating current gain to optimum gain . lt also ~upports the no tion that 
device perfo rmance under varying gai n. is relati vely independent of 
1 11 ha< been , flown th:Jl the control modality afTct:ts wntrnflabilit~ 191. 
IEEE TRANSACTIONS ON SYSTEMS. MAN. AND CYBERNETICS-PART A· SYSTEMS AND HUMANS. VOL. 29. NO. 2. MARCH 1999 207 
0.00 
:c 
X 
'\ 
'\ 
'\ 
' 
' I ', • 
' ......... 
..... -. ' . 
-.- -....... -· --- ----------. ...... 
... 
... 
-----
0.50 1.00 1.50 
/ 
/ 
/ 
.., . /.-. 
... / • . 
.. '/ 
X· .. . / • 
/ 
2.00 
/ 
/ 
/ 
/ 
2.50 
• Magellan 
:.:Joystick 
.t. Keyboard 
3.00 3.50 
Normalized Gain Factor 
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TABLE I 
R ESULTS FOR PEG-IN- H OLE TASK 
13mm 
22mm 
Peg width 
Hole width 
Movement I Amplitude 
Movement 2 Amplitude 
288mm (up-left) 
400mm (down-right) 
Time for movement 
Device 1 2 Gain, g 
Joystick 54.56 47.72 0.06 
Joystick 46.12 44.63 0.13 
Joystick· 35.68 42.52 0.30 
Joystick 43.41 60. 11 0.50 
Joystick 90.47 56.00 0.80 
Joystick 148.09 176.18 1.00 
Keyboard 131.59 181.02 0.30 
Keyboard 104.26 148.30 0.50 
Keyboard 72.20 86.68 1.00 
Keyboard 68.84 45.49 1.13 
Keyboard 45.80 64.96 1.30 
Keyboard" -15.71 48.25 1.43 
Keyboard 17 00 8.3.98 1.46 
Keyboard 6.J . .)2 57.52 1.50 
Ylagellan 125 6·1 156 -19 0.01 
Ylagelli\11 ti:l.66 ti6.4,'J 0.03 
:VIagc·llan 'l2 11 ;9 ·n 0.0 1 
:OVlagcll,,n ' .Hi 11 .j:J 5:1 
I 
O.O'i 
Magcllan ·10.55 60 70 0.10 
Its arC' rons1 c!ered o timal 1n ~ubse ucnl au · Resu ttl ysas p q 
TABLE 11 
CORRELATION OF R ESULTS wmJ MODELS OF [ c 
Model (a) (b) (c) (d) (e) 
Device [( log1 /<: 
* 
IHf 1 log1 Wt 
Joystick 0.71 0.39 0.25 0.59 0 .63 
0 .58 0.35 0.24 0.48 0 .51 
Keyboard 0 .90 0.94 0.93 0.93 0.92 
0 .82 0.89 0.89 0.87 0.86 
Magellan 0.39 0.74 0.88 0.41 0.40 
0.32 0.67 0.83 0.34 0.33 
Joystick Keyboard Magellan 
(a) (b) (c) 
Model ranking: 
(e) (c) (b) 
(d) (d) (d) 
(b) (e) (e) 
(c) (a) (a) 
!ask difficul ty, a lthough bo th contribute to the task completion time. 
An interesting point is that the gain curve appears to be reversed for 
the joystick (i.e. , for lower gain factor, completion time is lower) as 
compared to that for the other two devices. This is likely to be an 
artifac t of the range of gains investigated. 
Looking al the performance of the various formulations of [,. 
(Table 11 ). there is no evidence lo support an information theoretic 
fnnmdation ICe) and (e) l. ove1 tho~e derived from ob~ervation and 
control theory. This point is worth further investigation. Similarly, 
11 is apparent from the ranking of models (Table 11). that different 
model~ are appropriate for different devices. The explanation of 1h i~ 
ma) lie in one of two areas, physiology and control theory. 
I) Physiology: Each device utilizes different motions in it's oper-
ation. The joystick requires more wri~t action. the keyboard. mulli ple 
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Device 
Joystick 
Keyboard 
Magellan 
TABLE Ill 
V ERIFICATION OF EXTENDED M ODELS 
I, only 1,,/d 1, ,/d fc Id , Id! , 
0.63 0.63 0.63 0.63 
0.82 0.87 0.87 0.88 
0.80 0.85 0.86 0.86 
f , ,/d,fdfc 
0.63 
0.91 
0.86 
finger motions. and the Magellan, tine pos itioning movements. While 
these would be expec ted to show the same ove rall stochastic behavior, 
some motions may inhe rently be mo re re liable than o thers. In order 
to confirm this , the path taken to achieve targel would have to be 
compa red between devices. 
2) Control Theory: In calculat ing / ,. in Table 11, it was assumed 
that syste m gain h' was equivalent to the gain factor g entered during 
the experiments. This is not the case. /\' = gX n where [,·d is the 
displacement gain of the device, i.e., the size of the s ignal generated 
by a unit motion. It follows that 
{ 
1 [,·<~« 1 
g }' gA.t~ +1 - , , ~1(o ) 
• :::::: !J 
gl\ rl + 1 1!(. 
- llrl » 1 (c) . 
fl 
On in vestigation, it was discovered that for the experimental con-
figuration, A'" was approximately I for both the keyboard and the 
Joystick but was approximately 1000 for the Magellan. Thus model 
(c) is most appropriate for the M agellan. whereas model (a) is most 
appropriate for the joys tic k. 
The results in Table llJ de mo nstra te that the fu ll model formulation 
(7), including both indi vidua l and product terms of/,. and!,. is valid. 
B. Critique 
The preceding discussion must be considered in the light of the 
quality of results a nalyzed. The results obtained were for a s ing le 
operato r, on two tasks of s imilar difficulty level. Relatively few 
readings were taken, and no effort has been made to discount for 
learning effects. The results also yield particularly low correlations for 
the Joystic k. Despite these fac to rs. the trends observed are cons istent 
with the theory, and whi lst the absolute values obtained are suspect, 
the approach is justified . 
In addition to querying the validity of the results, the theory on 
which the models are based should also be questioned. Alte rnative 
formulations of Fitts' Law have been proposed [e.g., (3) and (4)) 
whic h would throw the comparison with the contro l model ( 11 ) into 
question . It may be show n that Welford's (3) and Mackenzie's (4) 
formulations can be considered as equivale nt to adding a small ( < 1) 
varying te rm to Fins· Law. The effects of this term are thus negligible 
for large motions. 
Similarly, the assumption that all human motion may be modeled 
as a continuous linear higher o rder system (and approximated as a 
continuo us linear second o rder system). limits the scope in whic h 
thi s contro l system analysis is va lid. It I\ generally acknowledged 
that human mo tion syste ms are high ly nonlinear fo r. e.g .. 181 and 
1101. both used d1scrcte contro l syste m mode ls o l human motion. 
Hnwev..:r. as s tandard analytical r roc..:thlll'\ ;j\\UlllC appn,ximatiun or 
both discrete and nun i111Car systems to l1 11t:a1 co11ti nuous ~ys tcn~s. the 
authors mai ntai n !ha t the assumption i ~ ju~tilied . 
Finally. the orig11wl crit iqu..: of the f'iu ,· Law paradigm. that or not 
a~.:counting l'o r learning el'lect~. has 110 t h..:cn address..:d. Furthe rnwre, 
an implici t assumption of the control >ystcm anal y,is. is that feedbac k 
i' of the 'a me o rdc1 '" !he control ' ignal (a poinl 1\ hid1 was bu ill into 
the experiments). [9] addressed the question of control modality. and 
it's effect on performance; the models presented here cannot account 
for such differences. 
VI. AN EXTENDED M ODEL 
The above study was motivated by a des ire to compare device 
performance. Performance is, in itself, difficult to characterize. Fitts 
Law ( I, 2) generates only a s ingle performance cri te rion: completion 
time. A more comprehens ive comparison technique would account 
for at least one other c riterio n. Welford [ !I J po ints out that use 
of Fitts ' Law, makes the implic it assumption that the task will fai l 
4% of the time. Where failure rates differ from this, it is necessary 
to reformulate the target width and hence task difficulty. Similarly, 
it is assumed that the specified target distance is the mean of the 
distribution of attempts to reach it. If this is incorrect ( i.e. the person 
for some reason is consistently over o r under reaching). the target 
distance and hence task difficulty w ill also be modified. The effect 
on task difficulty is the addition of a factor dependent on the task 
failure rate ([). 
It has been observed [ Il]that the learning rate, n for a particu lar 
task affects task time on the u th repetition as follows: 
11 -I"" 1,. =foe +---
11 ". 
Similarly, the constant term in Fitts' Law has been accounted fo r as 
choice and discrimination time, and is thus task dependent (Ill. 
It follows that we can write an exte nded model of performance 
[,. = f (!,·. [,· ) 
I ,= log 2 ;~- + j (f) + j([ ) 
t x = it+ j J, +til l , + Jil.l.t 
where 
• I and n represent the incompatibility between task and device 
and wi ll be determined by the suitabi lity of the contro l mode. 
• it is determined by latency in the task and/or system. 
• j . "'. Ji are determined by the device. 
• f and [are determined by the precision and failure requirements 
of the task. 
Uti lizing th is model, any device may be characterized by it 's 
parameter vector (j, "', Ji) which should be normalized for compar-
ison. The advantages of the proposed model may be summarized as 
fo llows: 
• the parameter vector demonstrates the re lative susceptibility of 
the device to varyi ng difficulty, error and contro l levels; 
• control mode performance is isolated from device performance: 
• e rror and fa ilure rates are accounted for ; 
• use of gain ratio and normalized co-efficients ensures that 
all predic tions are independent of confi guration and relative 
magnitudes; 
• all mode l items (gain, optimum gain. initi al performance t1me) 
can be easil y set/measured without complex equi pment. 
VI I. SUMMARY 
In this paper. a model or MMI motion perfonna11cc ha' h<.'cn 
deve loped. based upon rius· law and classical control thcury . Initial 
results demonstrate that the proposed model provide' an adequate 
lit to experimental data . lt ha' abu been show 11 hm\ thi ' JI<:W 
mode l could be exte nded tu inc lude criteria which arc currentl y n<>t 
accommodated. name ly learning and l'ailur..: ra te\. 
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The task is now to verify whether this approach is valid. On the 
basis of the eJttended model, vectors of coefficients may be used to 
describe an input device. Device vectors should be consistent with 
other studies (e.g., [2]}, and will be indepe nde nt of task. The ultimate 
aim is to demonstrate whether such vectors can be related to accepted 
measures of effort and work, and how they are affected by physical 
impairment. 
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Fast Implementation of Robot Inverse Dynamics with 
Distributed Arithmetic via a SIMD Architecture 
G . K. Grigoriadis, B. G . Mertzios, and V. D. Tourassis 
Abstract-Real-lime sophisticated robot control schemes require the on-
line evaluation of the inverse robot dynamics model, a computationally 
intensive task. Research efforts to create erticient implementations of 
inverse models belong to the domain of computational robot dynamics. 
The current trends in this domain postulate that major improvements 
in computational efficiency can be achieved only in the context of 
customizing the dynamics formulations for specific robots and organizing 
the numerical computation. In this context, the objective of this paper is to 
introduce a novel SIMD parallel architecture based upon the distributed 
arithmetic technique for the efficient implementation of the general-
purpose inverse robot dynamic problem. The approach is embedded 
in the Lagrangian formalism of robot dynamics with all the equations 
expanded symbolically in their scalar form. In the proposed architecture 
any inherent parallelism of the computations is exploited to partition the 
inverse dynamics problem into discrete subtasks. The efficiency of the 
procedure is illustrated via the positioning system of the Puma robot. 
Index Terms-Distributed arithmetic, inverse robot dynamics, parallel 
architecture. 
l. iNTRODUCTION 
The continuously increased sophisticatio n of robot control algo-
rithms requires representa tions of robot dynamics that are sufficiently 
similar to the actual dynamics to yield results applicable to the contro l 
of robot manipulators. While the computational cost of implementing 
the controller is a function of the contro l algori thms employed, the 
primary burden is the computation of robot dynamics [I]. 
Specifically, the requirements of increased speed a nd accuracy of 
industrial robots have imposed special demands on the design of the 
control system and caused a shift of emphasis toward the dynamic 
bchavior of the robot. Since, the eval uation of the ex ternally applied 
ac lllating joint forces/torques based on a complete dynamic model 
is an Intens ive task (even for s imulation purpose ) which must be 
accomplished in milliseconds. computational e ffi c iency is a major 
concern. The term computatio11al robot dy11amics has been coined 
to define efforts to create efficie nt implementations of inverse robot 
dynamics [2). 
Inverse robot dynamics is the calcu lation of the joint to rques 
required to move a robot along a prescribed traJeCtory and can be 
described by an equation of the form 
r (t) = f[q(l) . fj(l).ij( l)] 
whe re r(l) is the vecto r of generalized torques; q(t ). cj(l ). and 
ij( I ) are the desired joint position, velocity and acceleration vectors 
respectively; and f is the highly nonlinear and complex vector 
function that encapsulates the robot dynamics mode l [3] . 
The problem of fo rmulating the func tion f. an active research 
topic for some years. is generally cons idered solved today (4] . There 
are two main formulation methods, the recursive. computationall y-
efficient Ncwton- Euler upproach und the c losed-form. phy'lc:tll) 
InSightful Langrangwn approach . The re lati ve effic1ency of 1he recur-
s ive approach 1s based upon the premise that each 1n versc d) n;11111c' 
M.u11"cnp1 oc,·covcd l·dHu;uy 1-1 . 1\11)(,. oc\1""" Juh l >. llJlJX 
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tCiln 4427/99$1000 @ ICJlJlJ IEEE 
APPENDIX E. PUBLICATIONS AND INSERTS 
CDROM listing 
README.TXT 
This CD contains files associated with the project entitled "Human Control 
of Robotic Mechanisms: An Investigation into Assistive Device Technology" 
submitted to the University of Plymouth, 1999. This project was funded by 
DevR, in conjunction with the schools of Electrial and Mechanical 
Engineering, as part of the Plymouth Hand Project . 
Contents: 
README.TXT - this file 
LOGS . ZIP full database and raw files zipped. 
[NB Contact author for access to confidential data] 
HCRM . MDB Standalone results + survey database 
[NB Raw and user information removed] 
HCRM.PPT PowerPoint Presentation of key results 
CODE Program code all .C*, .H*, DEF/RC files 
DOSTMGR - Final version of DOS testbed software 
SHWMDIB - Line tracer for windows 
SHAREWARE Shareware utilities for CODE 
ASYNC - ASYNC library; 
RTX - RTX headers + CURL CDD; 
PUMA - PUMA disk manager - P. Orzechowski; PUMA disk copy. 
OTHER other files 
JET descriptive files on JET database engine 
VIEWERS - MS-software viewers 
DOCS - MS-Word documents 
DTRBRD - schematics for daughterboard 
EXCEL - macros used to crunch data in logs 
STAT - data in layout for particular statistical package(s) 
412 
