Abstract. We explain our previous results about Hochschild actions [Ka07, Ka08a] pertaining in particular to the co-product which appeared in a different form in [GH09] and provide a fresh look at the results.
Introduction
In [Ka08a] (arXiv June 2006, published 2008), we gave an action of a dg PROP of cellular chains of a CW complex on the Hochschild Cochain complex of a Frobenius algebra modeling Chas-Sullivan string topology [CS99] . Among many other operations, this includes this contains a product of degree 0, a co-product of degree 1 and a pre-Lie operation of degree 1. The co-product was (re)discovered by Goreszky-Hingston [GH09] in a symplectic setting. There are precedents for such operations going back to the basic string topology idea [CS99] with further clarifications and developments in [S04, S05, S07] . For the co-product to descend to homology of the loop space, one has to work relative to constant loops. This idea can be traced back to Sulllivan [S01] . The vanishing of the obstruction for descent has geometric meaning and can be used to distinguish homotopy equivalent non diffeomorphic manifolds [B11] .
We will recall our co-product and explain the background and give the geometric interpretations and show that the product of [GH09] agrees with the one of the previously defined action in this setup. The geometry goes back to [KLP03, §4] [KP06, §1 esp. Figure 1] [Ka04, §5.11], Here we make this explicit using the co-simplicial setup of [J87, CJ02] .
In the course of this discussion, we give many details for the calculations and interpretations as well as generalizations that are universal and useful for other operations contained in the PROP and the algebras over it, such as the iterated co-products that appear in [HW17] . We also discuss different methods for lifting the operations from the Frobenius algebra level to a chain level, e.g. from H * (M ) to C * (M ) and C * (M ). Our analysis also includes dualities, one naive one, which is present throughout and a more sophisticated "time reveral" duality, which makes the degree 1 co-product dual to the degree 0 product.
Finally, we prove that the assumption of commutativity for the Frobenius algebra made out of convenience in [Ka08a] is not needed, by showing that all the equations that need to be satisfied for the action to be well defined and independed of choices hold for a general associative Frobenius algebra.
Organization. The paper is organized as follows:
§1 contains a more detailed introduction which also covers the history and also contains essential remarks.
§2 re-introduces the cell for the co-product, which first appeared in [Ka07] and contains its action according to [Ka08a] . With the explicit form of the action, one can see in which ways this (co)-chain operation descends to an operation in (co)homology. This is made explicit in Proposition 2.1 and Theorem 2.2.
We also discuss several ways of regarding the operations we defined in other natural contexts in §2.3. In §2.3.1 and §2.3.2 we then give the geometry of the co-product and its boundary terms.
§3 gives the background of Frobenius algebras and Hochschild cochains and the various dualizations for operations.
§4 is a short recollection of products and their Poincaré dual intersection interpretation.
§5 recalls the co-simplicial setup for loop spaces from [J87, CJ02] . This allows to complete the geometric identification of the action, and hence the co-product, in the case of loop spaces.
§6 explains the duality that appears due to "time reversal symmetry". Its implementation is assymetric due the different treatment of inputs and outputs in the actions and string topology.
§7 contains sample calculations that are also used to calculate the coproduct and its boundary. It also contains a proof that the assumption of commutativity in [Ka08a] is not required, see §1.1.
More Detailed History and Summary
The relevant cellular chain complex whose cellular chains act as a PROP on the Hochschild chain complex CH * (A, A) of a Frobenius algebra A was defined in [Ka07, Definition 5.31]. Simplifying slightly, this is the complex Arc i↔o 1 whose cells are indexed by surface with bounaries, a partition of the boundaries into "in" and "out" boundaries and weighted arcs running from "in" to "out" boundaries, such that, all in boundaries are hit by arcs and is normalized such that the sum of the weights of arcs incident to each of the in boundaries is 1.
It is homotopy equivalent as a quasi-PROP to the Sullivan quasi-PROP Arc i↔o defined in [Ka07] (in which the normalization condition is dropped), and the quasi-PROP structure on the topological level induces a PROP structure on the cellular chains [Ka07, Theorem 5.33 ]. This dg PROP contains the cell for the degree 1 coproduct and the relation that coproduct and product satisfy in the PROP, [Ka07, Figure 4 ]. The action of cells was defined in [Ka08a] in general. The analogous coproduct for the open case was explicitly given in the open/closed case in [Ka10, Figure 5 ].
The coproduct agrees with the one that appears in [GH09] in the Hochschild framework for loop spaces, where A = H * (M ), with M a compact simply connected manifold. A related predecessor appeared in [S05] . Iterated kfold operations [HW17] also already appear in our framework and are readily treated using the formalism below. Note, that not only were the individual operations defined, but it was proven that they fit together as a dg-PROP. Thus naturally, there is a cellular chain for the k-fold operation and an action of it on the Hochschild complex. If one restricts to the reduced Hochschild complex, one automatically discards constant loops and hence the results of [HW17] follow.
Let CH := CH * (A, A). The PROP action of a cell of dimension d with an underlying surface with n input boundaries and m output boundaries is a mulitlinear map φ ∈ Hom(CH ⊗n , CH ⊗m ) degree d. Being a PROP means that these actions can be successively applied consistent with composition on the surfaces and cells as described in [Ka07] .
We also gave a lift to operadic correlation functions, that is to as correlation functions to the chain level for the Frobenius side, that is a co-unital dg-algebra whose cohomology is Frobenius, and a formula to rewrite all the operations in terms of co-multiplications, multiplications and co-units, aka. integration, see §3.1 below. The latter can be used to sort the operations into homology-like, e.g. the co-product, and cohomology-like, e.g. the product or mixed. This is detailed in §2.3.
The actions inherently, have a naive duality by being defined as correlation functions and switching "inputs" and "outputs", see 3.2.3. For instance, the degree 0 product is dual to a degree 0 co-product, which is different from the natural degree 1 product.
However there is type of "duality", basically given by the assymetric treatment of "in " and "out" boundaries. The prime example being the degree 0 product and the degree 1 coproduct. These are obtained from the same unweighted arc system, but differ by specifying the "in" and "out" boundaries. This means that the arc systems label the same cell in the arc complex of [Ka08a] . The details of this are discussed in §6.
Moreover, there is even a symmetric treatment as shown in [Ka07, Ka08a] which lifts these operations and shows that they are given by applying degeneracy maps to "outs", [Ka08a] . In this point of view it becomes apparent that the duality corresponds to a time reversal symmetry.
1.1. Essential Remarks.
(1) In [Ka07, Ka08a], we will used the notation k for the coefficients thinking about fields. This made life easier, due to the Künneth formula. However, we can take Z coefficients throughout. In order to not confuse with the references, we set k = Z. This also conforms to the notation of [L98] . The cell for the product and coproduct. Notice that the weights in the product case are both normalized to one, since each arc is incident to one boundary, while, assymetrically, for the co-product both arcs are incident to a single in boundary, so that only their combined weight is 1, which yields a cell of dimension 1. These operations are TRS dual to each other.
. (c) Finally, upon inspection of operations or sub-PROPs operads, dualizations may not be necessary. As remarked, e.g. in [Ka08a, §4] this is the case for the suboperad action yielding Deligne's conjecture [K07] .
2. The co-product 2.1. The Cell. The cell for the co-product [Ka07, Figure 4 ] is given by the cell C in Figure 1 which also gives its boundary. Note that if ∂ 0 C is the boundary at t = 0 and ∂ 1 C the boundary at t = 1 then ∂ 1 C = τ 12 ∂ 0 C where τ 12 switches the "out" labels 1 and 2.
2.1.1. Geometric interpretation. The cell itself can be viewed in different ways as giving "geometric actions". Here it is important to regard the dual graph, see in such a way that all the base points coincide and the length of the two parts is given by 1 − t and t, yielding a 1-parameter family. This is also exactly the action that is induced on loop spaces as below. The length in the picture is given via a partially measured foliation indicated by parallel lines. Alternatively the foliation identifies the points of the various in and output circles, see [KLP03, KP06] for more details. For the boundaries the naive dual graph is just one loop, but has an index 0, 4, 1 which allows to reconstruct the surface. The index give the genus and the polycyclic structure [Ka09] in which the extra tail pointing to the "lone loop" is a cycle by itself. This index also mans that the complementary region is a surface of genus 0 with two boundaries (viz. an annulus), with two marked points on one boundary and one marked point on the other. Concretely this means that there is a second constant loop at the indexed point and this is identified with the input base point. This corresponds to points in the combinatorial compactification of moduli space, [Ka07] and was axiomatized with graphs in [Ka09] using polycyclic graphs aka. stable ribbon graphs [K94] . It also related to non-Sigma modular operads [Ma, KL17, BK18] . The extra decortation manifests itself in the action, which is not just the identity map. We will see below, §2.3.1 and 2.3.2 that the geometry of the map Loop is exactly realized via an intersection interpretation of §4 co-simplicially on the loop spaces, cf. 5.2.
The co-product
The cell above has a well defined action by [Ka08a, §3.2.1]. To make this explicit, recall that an element f ∈ CH n (A, A) is a function f : A ⊗n → A. Dualizing, Hom(A ⊗n , A) A ⊗Ǎ ⊗n A ⊗n+1 . Thus we can give the action on a basiŝ
where , is the non-degenerate bilinear form that is part of the data of a Frobenius algebra, see §3.1 for more details on the notation. We will abbreviate CH := CH * (A, A). Using the tensor products of the internal product we can also dualize Hom(CH ⊗n , CH ⊗m ) Hom(CH ⊗n+m , k), see §3.1 for more details. The image of an operation φ under this isomorphism is considered to be basic form of the operation and called correlation function and denoted by Y .
In the case of the co-product, the operation will be homogenous of degree 1 and the correlation function Y ∈ Hom(CH ⊗3 , k). Its homogenous components are as defined in [Ka08a] by reading off from the diagram 4 corresponding to the cell in Figure 1 according to [Ka08a, §3.2.1] and using the notation in §3.1.
In general, the action of a cell is the sum over homogenous components and each component corresponds to a diagram obtained from the original cell, by duplicating arcs and decorating boundary components between the arcs, where on outputs, boundary components between two arcs that run to different inputs are not decorated.
Giving a short version of the procedure, (full details in [Ka08a] ), one cuts along all the arcs and in the generic case, obtains a bunch of polygons, whose altenating sides are decorated by elements of a. To this decorated polygon one associated the number obtained by applying the co-unit to the cyclic word read off along the boundary and takes the product over all these numbers. For the co-product this yields:
Dualizing this correlation function to obtain an action from CH → CH ⊗2 as explained in great detail in §3.1 this corresponds to the maps (2.2)
For f ∈ CH n this formula says that the function
2.2.1. The action of the boundary. On the boundary the action is given in [Ka08a,
This is not the generic case. Again abbreviating the exact description of the procedure, detailed in loc. cit. one cuts along all the arcs and now obtains a surface with polygonal boundary components, but possibly nontrivial topology. One then introduces additional cuts, which give a polygonal decomposition. The cats are decorated with C, see 3.1. After cutting these extra edges, one is again left with a decorated polygon as above, see Figure  5 . Reading off the cyclic word, and integrating, one obtains the operation. Note that the results is independent of the choice of cut, which is easy to check in this case, see also see Remark 1.1.
For the left boundary t = 0 we get the degree 0 operation:
This dualizes to 
where we used Sweedler's notation. The formula for t = 1 is analogous. For f ∈ CH n this formula says that that ∂ 0 ∆ CH (f ) ∈ CH n ⊗ CH 0 , and analogously one finds that
The two boundary terms are homotopic and are also homotopic to the pointwise coproduct [S05] . All of them vanish if ∆(2) 2 = 0 In the geometric case of A = H * (X) this means that the Euler characteristic χ(m) = (e) vanishes, cf. §7.1 (4).
Proposition 2.1. The co-product is well defined as a homology operation modulo the constant term CH 0 or relative to the constant terms. The symmetrized coproduct is also well define as a homology operation.
Let A be graded let π : A → A 0 be the projection to degree 0.
Theorem 2.2. The action of the boundary components for A = H * (M ) for a d-dimensional manifold (or more generally for A connected Gorenstein with socle d > 0) M factors through the projection to degree 0 of CH 0 and hence is 0 on reduced (cyclic) chains. Thus the co-product is a well defined cohomology operation, in the reduced complex.
The boundary term also vanishes if e = 0.
any of the arguments are 1 ∈ A. If A has an augmentation : A → k,Ǎ is pointed by
we see that e has degree d and hence by (2.2.1) the operation is 0 unless a 0 , b 0 and c 0 are of degree 0 and hence all multiples of the unit 1. Since ∆(1)∆(1) = (e)∆ top ⊗ ∆ top . Thus the operation vanishes on the reduced cyclic complex, since a 0 is of degree 0 and dualizing the operation we see that the module variables are dual to ∆ top and hence are zero in the reduced complex. The boundary operation also vanishes if (e) = 0 which implies that e = 0. In particular, the formulas (2.6) imply that (1) this action is zero on any values of f for which a 0 is not of degree 0 and that the resulting.
Remark 2.3. The preceeding Theorem and Proposition are essential for the interpretation in terms of loops. As shown below, see Proposition 5.4, one can identify the constant loops with CH 0 in the normalized chain complex and hence Proposition 2.1 tells us that the operation is well defined modulo constant loops. We furthermore, see that they are well defined in the reduced complex and the relative complex, were we work relative over the base M by identifying CH 0 = C * (M ) with the constant loops.
2.3. Interpretation for loop spaces: GH-product. As explained below, the form a 0 ⊗ · · · ⊗ a n represents the dual of the locus the points 0 = t 0 ≤ · · · ≤ t n sweep out for a family of of loops. A loop gives rise to a sequence of such terms which all fit together coherently, see §5.2. To get back the loop, one can take the totalization. Applying this discretization to a family of loops gives a family of Hochschild co-chains CH * (C * (M ), C * (M )), [J87] which is isomorphic to the cyclic complex CC * (C * (M )) and according to [CJ02] to CH * (C * (M ), C * (M )). We can furthermore work with the normalized complexes CH * (C * (M ), C * (M )), CH * (C * (M ), C * (M )) and CC * (C * (M )). Details are given in in §5.2.
There are now several levels on which one can view the above formalism as it relates to loop spaces.
(1) First, we have that
which is exactly the case discussed above with A = H * (M ). See [Ka08a, §4.6]. (2) Second, note that in the formulas = lifts to the chain level as it can be replaced by capping with the fundamental class ∩[M ], as does the multiplication ∪-product. This means that the correlation functions all lift to CH * (C * (X), C * (X)). To obtain "actions" one has to dualize the outputs. this can be done using a chain representative 
The classical example is the product, which works for the product, since there one can take the coefficient module to be an algebra. This was the motivation for [CJ02] . If fact it is clear from our formulas, that the whole little discs suboperad will act when picking cohomological coefficients [K07] . For the BV action, the natural space is CC * (A) [Ka08b] . For the naive dual degree 0 co-product the natural space is CH * (C * (X), C * (X)) as now the coefficients have a co-product structure.
2.3.1. Coproduct on loop space. We will now discuss the degree 1 co-product from all three different points of view.
(1) In terms of dual classes, we see that the first term says that a 0 , b 0 , a p+1 and c 0 "coincide" in the sense that if we use the interpretation of the ∪ product as intersection of the dual homology chains, see §4.
The degree count says says that the loci need to intersect in points (counted with multiplicity). This means that all the base points and the p + 1st point coincide, which is indeed the situation of [GH09] , since we are also summing over p, thereby "re-parameterizing" the loop. The map then sends the first loop to the two loops as in the Figure 3 , that is exactly the Goresky-Hingston product.
(2) Lifting to chains, we see from 2.3, that we are intersecting with base points with the diagonal again forcing the situation of [GH09] . (3) Finally, we see that co-product in (2.2) makes sense if one uses homology coefficients, but the product with a s has now to be considered an intersection. Of course restricting to the space where there is such an intersection is the starting point of [GH09] .
Alternatively, one can use a "more clever" formula to see that the co-product is naturally defined on CH * (D,Ď)
where τ 1,2 switches the tensor factors we use the cap product for a 0 ∈ C * (M ) and a (2) s (again using Sweedler notation) for ∆(a s ) with a s ∈ C * (M ). Which is well defined for homological coefficients.
2.3.2. Boundary operations. First, we see that the action of the boundary lands in CH * ⊗ CH 0 resp. CH 0 ⊗ CH * . Now CH 0 can be indentifies with the constant loops in the normalized chain complex (see Proposition 5.4). Thus by Proposition 2.1 the boundary vanishes modulo constant loops and as in [GH09] , we obtain: Proposition 2.4. The coproduct descends to the homology of the loop space modulo the constant loops.
Proof. This follows from the above upon remarking that the subcomplex of normalized chains is quasi-isomorphic to the full complex and stable under the operations.
In light of Theorem 2.2, we even have more.
Proposition 2.5. The coproduct descends to the reduced homology of the loop space and also descends to operations relative to the base map LM → M .
Proof. The first statement is a direct consequence of Theorem 2.2 and the second statment follows upon observint that the constants CH 0 are exactly given by evaluating using the base map.
Some of these facts are recovered in [HW17] . We again have the three points of view above:
(1) On the level of classes and dual intersections, we see that (2.5) says that the loop itself is left alone and spawns off a second constant loop at its base point. The "spawning" is given by co-product and the coincidence condition is forced by the intersection with the diagonal.
We furthermore see that due to degree reasons a 0 , b 0 , c 0 all must be of degree 0. This is due to the fact that the co-product and the intersection with the diagonal produce a term ∆(1) 2 which is already in top bi-degree. This means that dually a 0 and hence b 0 and c 0 which coincide up to scalars have to sweep out the entire M . The dual interpretation is consistent with the intersection interpretation. Indeed, just like the cup product with 1 is trivial, so is the intersection with all of M .
(2) The lift to chains is possible along the same line as in the co-product case and the geometric statements are those made above. (3) Using CH * (A, A) , we can use the second lines of (2.6), and the interpretation of ∆(1) = ∆ * [M ] on the chain level to read the expression as a double cap product with the push-forward of the fundamental class of M along the diagonal.
Background on Frobenius Algbras and Dualization
For the arguments, we used the following notations and facts.
Frobenius algebras. A Frobenius algebra
A is an associative, unital (possibly Z/2Z graded) algebra over a field k, with a non-degenerate even symmetric bi-linear form η, commonly written as , which is invariant, that is a, bc = ab, c This algebra is then isomorphic to its dual A Ǎ = Hom(A, k) via a → a, · . Via this duality η ∈Ǎ ⊗2 is dual to an element C ∈ A ⊗2 Explicitly if ∆ i is a basis for A, g i,j = ∆ i , ∆ j and g ij is the inverse matrix then
C also defines a non-degenerate formη onǍ viaη(φ, ψ) = (φ ⊗ ψ)(C) in the usual fashion Remark 3.1. η ⊗n ⊗η ⊗m is a non-degenerate form on A ⊗n ⊗Ǎ ⊗m . For simplicity we denote all these forms by , since which precise form is used is determined by the type of elements the form is applied to. For example a ⊗ b, c ⊗ d = a, c b, d . Furthermore, A ⊗n ⊗Ǎ ⊗m A ⊗m+n Ǎ ⊗m+n using the dualities above.
3.1.1. More structures. With theses conventions, the multiplication µ A in A has an adjoint co-multiplication ∆ A which is defined by ∆ A a, b ⊗ c = a, bc . The relationship between µ A and ∆ A is
Notice ∆ A (1) = C and hence for ∆(a) = ∆(a · 1) = ∆(1 · a):
The Euler class is defined as by
Dually ∆ A defines a multiplication µǍ onǍ via (φψ)(a) = (φ ⊗ ψ)(∆(a), From the form η, we also obtain a co-unit via (a) = 1, a . Denoting by : (a 1 , . . . , a n ) = a 1 · · · a n is any iteration.
Remark 3.2. n (a 0 ⊗ · · · ⊗ a n ) = a 1 · · · a n depends only on the cyclic order of a 1 · · · a n .
3.1.2. Geometric case. In case case that A = H * (M ) for a compact oriented connected d dimensional manifold, or more generally ifAA is connected Gorenstein with socle d, we can set ∆ 0 = 1 and ∆ top the unique degree d element with (∆ top ) = 1. In this case e = sdim(A)∆ top , where sdim is the super or Z/2Z dimension.
In particular for A = H * (M ) for a compact oriented M and = . By the above, all these spaces are actually algebras via µ A and µǍ as well as co-alagberas and have non-degenerate even symmetric and invariant bilinear forms thus the spaces Hom(A ⊗n , A ⊗m ) are again Frobenius algebras. The algebra/co-algebra structure can also be used to define (cyclic) (co)-bar complexes built on A andǍ. Moreover, any basic element in Hom(A n , k) naturally gives rise to elements in Hom(A ⊗p , A ⊗q ) for any p + q = n. To calculate, dualizes using C in any selection of slots for variables. 
Calculations needed for the examples at hand can be found in §7.1.
CH * (A,Ǎ), the cyclic complex CC n (A) and CH
In the case that M =Ǎ, we get the complex CH n (A,Ǎ) Ǎ ⊗n+1 = Hom(CC n (A), k) = CC n (A), that is the cyclic (co)-bar complex up to sign [L98, 1.5.5]. If A is Frobenius, then all complexes, coefficients in A, inǍ and the cyclic complex are isomorphic (up to sign). If A = C * (M ) then there is a natural morphism CH * (C * (M ), C * (M ) to CH * (C * (M ), (C * (M ) ∨ ) given by using the evaluation map. This plays a role in the co-simplicial construction of §5.2. We will call the complex with coefficients in C * (M ) resp. C * (M ) homological resp. cohomlogical.
3.2.1. Operations on CH. In the Frobenius case, for CH, any of the three complexes of the previous paragraph, to be an algebra over a PROP, we need to give operations
In the case of a Frobenius algbera, we can use (3.6) to write the components of the operations as correlation functions. In fact this is achieved by replacing A by CH. Indeed there is a degree-wise isomorphism between CH n and its dual. where
3.2.3. Naive Duality. Notice that in any of the versions for CH, there is a duality between looking at Hom(CH ⊗m , CH ⊗n ) Hom(CH ⊗n+m , k) Hom(CH ⊗m , CH ⊗n ) which switches the inputs and outputs for the PROP. Note this duality switches the labels "in" and "out", but keeps the conditions on being hit and summing to one on the old "in" labels, viz. the new "out" labels.
Example 3.5. The naive dual of the degree 0 product is a degree 0 coproduct.
The naive dual of the degree 1 co-product is the degree 1 sum over McClure-Smith operation , cf. [Ka08a, §4.1.1 eq. (4.10)]. I.e. the degree n → (p, q), n = p + q + 1 part of the co-product dualized to in degree (p, q) → p + q + 1 = n.
Standard decomposition.
There are several ways to find standard decompositions of the operations into standard operations. The most useful for CH * (A, A) being Theorem 3.6. [Ka08a, Proposition 4.13] All the operations of the Sullivan PROP or even those of moduli spaces are given by shuffles, deconcatenation coproducts (on T A) and integrals.
Remark 3.7. This kind of decomposition can be rewritten easily for other opreations. to lift operations to the various versions of CH. If one has a different context, then one should simply keep track of the fact that in (3.10) the leading tensor is the one from the coefficients.
Sample considerations are given in §2.3.1 and 2.3.2, see also Remark 1.1.
Manifolds, Poincaré duality and intersection
Let M be a compact oriented connected manifold, then A = H * (M, k) is a Frobenius algebra over K with µ A = ∪, = M is the cap product with the fundamental class of [M ] . The duality between A andǍ = H * (M, k) is known as Poincaré duality.
The integral ab has the following dual interpretation. Letǎ andb be Poincaré dual cycles intersecting transversally then ab is zero unlessǎ anď b have complementary dimensions and then ab = # of intersection points a b.
Chains on loop spaces
If we regard a singular chain c on the free loop space LM = C(S 1 , M ), we get a chain b * (c) in M by the push-forward with respect to the map b : LM → M which sends φ to φ(0). The same holds for any other point.
In order to understand the algebraic structure of Hochschild cochains, or cyclic chains, we sample S 1 by a sequences of n + 1 points that are cyclically ordered and coherent, the first point always being 0. The n + 1 points give us n + 1 singular chains. The i-th point may collide with the i + 1st point lowering the point count in which case we should obtain the family with less points. This is the coherence. The points 1 and n can collide with 0 which gives the cyclic structure.
In terms of elements of A ⊗n+1 the element a 0 ⊗ · · · ⊗ a n represents the dual homology classes swept out by the n + 1 points, that is a i is dual to the homology cycle swept out by the i-th point and a 0 is dual to the base points of the loop.
Cosimplicial viewpoint according Jones
Using a simplicial structure S 1
• one S 1 one obtains a cosimplicial structure Hom(S 1
• , M ) whose totalization gives back the loop space. In fact, Hom(S 1
• , M ) is co-cyclic since S 1 • is cyclic. More precisely, one has maps
which one can think of discretizing the loop. These maps dualize tō
which are compatible with co-face and co-degeneracy maps; see §5.2 for details.
Theorem 5.1. [CJ02, J87] Let X be a sapce and f : LX → k≥0 M ap(∆ k , X k ) be the product of the mapsf k then f is a homeomorphism onto its image which is T ot(M ap(S 1
• , X)), whose elements are those sequences that commute with the co-face and co-degeneracy maps.
For a singular l-chain c l : ∆ l → LX regarded as a family of loops γ t depending on t ∈ ∆ l its discretization give a family of maps ∆ l ×∆ k → X k+1 which is a d + k chain on X k+1 . The chain is given by the usual shuffle product formula which expresses the bi-simplicial ∆ l × ∆ k as a union of simplices.
Thus pulling back along the f k and using the Alexander Whitney map AW : C * (X k+1 ) → C * (X) ⊗k+1 , one obtains maps
which is a chain homotopy equivalence when X is simply connected. Hence it induces an isomorphism
dualizing these maps yields and using that HH * (C * (X)) = HH * (C * (X); C * (X))
NB: The direct dualization yields the dual of cyclic complex Hom(CC * (C * (X)), k). In general, as remarked previously, CC * (A) := Hom(CC * (A), k) CH * (A,Ǎ) (up to sign) [L98, 1.1.5], with the isomorphism given by F ↔ f as defined by (5.8) F (a 0 , . . . , a n ) = f (a 1 , . . . , a n )(a 0 )
In all the map f * can be seen a the map that takes an l dimensional family of loops γ t to the evaluation maps (5.9)
where on the right hand side the cyclic degree is k + 1 and the total degree is k + l. This gives the description with homological coefficients. Using the same kind of rationale Cohen-Jones also prove 
inducing an isomorphism
which gives a second description with cohomological coefficients.
5.2. Discretizing, Dualizing and constant loops. We give the explicit (co)-face and (co)-degeneracy maps of the simplicial/cosimplicial structures at the various level:
So we see that the map δ i induces the map ∆ i, * which after applying the AW map C * (X k ) → C * (X k+1 ) is just the co-product. Families/homology classes
Finally dualizing, we see that these morphisms go to
where µ is the multiplication given by the ∪ product and η : Z → C * (X) is the unit.
5.2.1. Constant loops. The discretized series for a constant loop γ(t) ≡ x ∈ X is given using the maps δ i
Thus a constant family of loops has the series
which can be reconstructed from
Dually the cochain/cohomology sequence is given by
From these formulas on obtains that evaluation at a constant loop in degrees bigger than 0 is not normalized.
Proposition 5.4. Constant loops are in the degenerate subcomplex and in the reduced complex are identified with CH 0 (C * (X), C * (X)) = C * (X). In particular, choosing a constant loop as a base point, we see that the reduced homology of H * (LX) corresponds to the dual of the reduced cyclic chain complex.
Time reversal/in-out duality
There is a more refined version of the naive duality of §3.2.3. We switch the roles of "in" and "out" on the underlying arc graph without weights. In terms of the interpretation of [KLP03, KP06] , this means that the process runs backwards in time. This makes sense on the level of cells for the arc complex, [Ka07] , as there the "in" and "out" designations are a free labeling.
For the operations and the PROP, we note that there was an asymmetric treatment of the "in" and "out" boundaries, so that reversing the "in" and "out" labels as above changes the cell.
Due to the assymetric restrictions in the CW complex yielding the PROP the switch of labels is not the naive dual, since now the degrees will generically not match. The degree of an n to m operation op n,m is # arcs − n = # "in" boundaries. The degree of the TRS dual T RS(op n,m ) =ǒp m,n which is an m to n operation is then # arcs − m = # and the difference of the two is m − n. Indeed the 2-1 comultiplication of degree 1 has as dual the 1 − 2 multiplication of degree 0.
Furthermore, there can be empty output boundaries allowing to bubble off constant loops, while "in" boundaries all have to be hit. Upon reversal, this condition gets switched, to all "out" boundaries are hit.
We have be following 
⊂ Hom(CH ⊗m+n+r, k) where the inclusion is by constant loops.
7. Calculations 7.1. Correlators. Good examples, which we use, are given by the elements n , here due to the cyclicity the elements obtained from a cyclic reordering coincide.
(1) 2 : As a morphisms A → A this is id A . As a morphims k → A ⊗2 this is C. (2) 3 : By dualizing in the third slot, this represents µ A ∈ Hom(A ⊗2 , A).
By dualizing in the second and third slot this yields ∆ A ∈ Hom(A, A ⊗2 ).
Dualizing every slot yields (∆
The explicit check is as follows:
where τ 3,4 switches those tensor factors.
where σ is the permutation (24)(35). (3) 4 : We will give the dualization in the 2nd and 4th slot
(4) 5 , we compute the dualization in the 2nd and 4th slot of (a 0 b 0
7.2. OTFT. We will now show that Assumption 4.1.2 [Ka08a] of commutativity of A is not necessary and that the equations of Remark 4.2 [Ka08a] hold for any Frobenius algebra. Let A be a Frobenius algebra and ∆ i a basis and g ij as in §3.1. For the calculations, the most convenient notation is (7.3) a 1 · · · a n := a 1 . . . a n
Since is cyclic, we have that (7.4) ∀1 ≤ i, j ≤ n : a i · · · a n a 1 · · · a i−1 = a j · · · a n a 1 · · · a j−1
Using that a = pq g pq a∆ p ∆ q , we get the factorization (7.5) a 1 · · · a n = pq g pq a 1 · · · a i ∆ p ∆ q a i+1 · · · a n Proposition 7.1. Let A be a Frobenius algebra. Using the notation of §3.1 and the one above: For all 1 ≤ i, j ≤ n and 1 ≤ k, l ≤ m: pqrs g pq g rs a 1 · · · a i ∆ p a k+1 · · · a l ∆ r a j+1 · · · a k ∆ q a i+1 · · · a j ∆ s a l+1 · · · a n = pqrs g pq g rs a 1 · · · a n ∆ p ∆ r ∆ q ∆ s . The cut on the annulus corresponding to (7.6) and the cuts on the torus with one boundary component (7.7). The equations say that the choice of endpoints of the cuts does not matter.
and is hence independent of the choice of i < j < k < l
This fact is well known, albeit maybe not in this presentation, as it is equivalent the the Theorem that 2d Open Topolgical Field Theories are equivalent to Frobenius algebras. The two equations correspond to cuts for the annulus and the torus with one boundary, see Figure 6 .
Proof. For (7.6) Assume wlog i < j and k < l where in the first step we used (7.4) and then (7.5) to first rotate until a j is at the end and then split. In the second step, we rotated both expressions with (7.4) so that ∆ p is on the right and ∆ q is on the left and then used (7.5) to merge them. For (7.7) pqrs g pq g rs a 1 · · · a i ∆ p a k+1 · · · a l ∆ r a j+1 · · · a k ∆ q a i+1 · · · a j ∆ s a l+1 · · · a n = pqrs g pq g rs a 1 · · · a i a i+1 · · · a j ∆ p a l+1 · · · a n ∆ r a k+1 · · · a l ∆ q a j+1 · · · a k ∆ s = pqrs g pq g rs a 1 · · · a i a i+1 · · · a j a j+1 · · · a k ∆ p ∆ r a l+1 · · · a n ∆ q a k+1 · · · a l ∆ s = pqrs g pq g rs a 1 · · · a i a i+1 · · · a j a j+1 · · · a k a k+1 · · · a l ∆ p ∆ r ∆ q a l+1 · · · a n ∆ s = pqrs g pq g rs a 1 · · · a i a i+1 · · · a j a j+1 · · · a k a k+1 · · · a l a l+1 · · · a n ∆ p ∆ r ∆ q ∆ s where we used used (7.6) to move each block not yet in place by one in each step. 
Proof. The operations a priori depend on a choice of triangulation by extra arcs/cuts. Since the two equations (7.6) and (7.7) hold, the result is independent of such a choice as they can be used to put the cuts into a standard position yielding (7.8).
Note that (7.8) seems to depend on the enumeration of the boundary components but the result is independent of that ordering, again by applying (7.6). By the same equation, it also only depends on the cyclic order of the elements at each boundary. NB: In case that A is commutative, we readily get back (4.3) of [Ka08a] , as µ∆(1) = e and there are b − 1 + 2g = −χ(S) + 1 such factors.
