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dva modely takových mezoskopických tepelných motor̊u a optimalizujeme jejich
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Abstract:
The thesis is devoted to the thermodynamics of externally driven mesoscopic sys-
tems. These systems are so small that the thermodynamic limit ceases to hold
and the probabilistic character of the second law cannot be ignored. Thermal
forces becomes comparable to other forces acting on the system and they have
to be incorporated in the underlying dynamical law, i.e., in the master equation
for discrete systems, and in the Fokker-Planck equation for continuous ones. In
the first part of the thesis we investigate dynamics and energetics of mesoscopic
systems during non-equilibrium isothermal processes. Due to the stochastic na-
ture of the dynamics, the work done on the system by the external forces must
be treated as a random variable. We derive an exact analytical form of the work
probability density for several model systems. In particular, the knowledge of
the exact formula improves the analysis of experimental data using the recent-
ly discovered fluctuation theorems. In the second part of the thesis we study a
non-equilibrium cyclic process which incorporates two isotherms with different
temperatures. During the cycle, the system can produce a positive work on the
environment. We analyze two specific models of such mesoscopic heat engines
and we optimize their performance.
Keywords: stochastic thermodynamics, work probability density, stochastic heat
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Introduction
More than two centuries ago, a desire to understand energy transformation pro-
cesses in nature had given birth to the classical thermodynamics [26, 132]. The
famous theory which expounded the connection between the concepts of heat
and work and introduced general laws governing the system transformations, in
particular, those involving the exchange of heat, work and matter with an en-
vironment. Cornerstones of this classical theory, the first and the second law
of thermodynamics, are so universal that they are successfully exploited in all
branches of physics. The first law claims that the total energy of a closed system
is conserved. The second law introduces the notion of the total entropy produc-
tion and says that, during any process, the entropy of the universe can never
decrease. The second law, contrary to the first one, has statistical character. It
is valid with certain (in most cases very large) probability and is exact only in
the thermodynamic limit, the limit of infinite number of particles in the system.
Inter alia, the two laws imply fundamental limits on the efficiency of heat engines
and refrigerators.
The thermodynamic description of systems in equilibrium was justified by
equilibrium statistical mechanics [74,96]. This theory states that the probability
to find a system in contact with a heat bath in its specific microstate is given by
the Boltzmann factor. In the language of the statistical mechanics the statistical
character of the second law becomes obvious. The most striking example is the
famous Boltzmann definition of entropy S = kB log Ω, where kB stands for the
Boltzmann constant and Ω denotes the number of microstates corresponding to a
given macrostate. The most probable macrostate is compatible with the largest
number of microstates Ω. The corresponding entropy is maximal possible and
coincides with that defined in the classical thermodynamics. Nevertheless, the
system may visit also other macrostates, although the probability of these fluc-
tuations rapidly decreases with the number of particles in the system. For small
deviations from equilibrium, linear response theory allows to express transport
properties of systems under influence of small external fields through equilibrium
correlation functions. On a more phenomenological level, linear irreversible ther-
modynamics provides a relation between such transport coefficients and entropy
production in terms of forces and fluxes. For a long time, no universal exact
results beyond this linear response regime were available.
One of the most challenging and exciting fields of science today is a living cell
which is, by definition, a non-equilibrium system (equilibrium = dead). Within
the cell, one permanently observes many non-equilibrium processes such as activ-
ity of molecular motors [156, 157], ion diffusion through membranes [145], DNA
replication [111, 180] etc. These systems are mostly so small that the thermal
fluctuations inevitably play an important role in their dynamics and, at the same
time, they are large enough that the quantum effects can be neglected. Such
systems are often referred to as mesoscopic systems. An example is a dielectric
colloidal particle diffusing in water (heat bath) and driven by an externally con-
trolled potential, which can be for instance realized by a focused laser beam – the
so called optical trap [133]. Assume that we modulate the potential and detect
the position of the particle. If we repeat the experiment many times with the
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same initial state of the particle and with the same driving, we find out that the
particle seldom evolves twice along a given trajectory. The reason is simple, we
can never guarantee that the bath itself is at the beginning of each realization in
the same state. The particle dynamics is characterized by a stochastic process
and, from the many repetitions of the experiment, we obtain an ensemble of possi-
ble trajectories together with their probabilities. Along each trajectory a different
amount of work is done on the particle and, similarly, a different amount of heat
is dissipated into the water. These basic thermodynamic variables themselves
become stochastic and are described by certain probability densities.
The necessity to describe the thermodynamics of these non-equilibrium pro-
cesses led to the generalization of classical thermodynamics and equilibrium sta-
tistical mechanics. This generalization was developed during the last two decades.
Using the new approaches based, both on stochastic dynamics and on thermostat-
ted Hamiltonian dynamics, new general laws applicable to non-equilibrium meso-
scopic system were revealed. These exact results, valid in an arbitrary non-
equilibrium regime, generically refer to the probability densities of thermody-
namic quantities like exchanged heat, applied work or entropy production, which
are, for the strongly non-equilibrium processes, typically non-Gaussian. In this
sense they represent a generalization of the second law of thermodynamics that
is valid only for average values of these thermodynamic quantities. In particu-
lar these results allow to quantify the probability that, during a non-equilibrium
process, a negative amount of entropy is produced. Occasionally such events
have been called (transient) violations of the second law. It turns out that the
probability of these events becomes typically exponentially small in the relevant
system size. Short review of these results is given below (for more details see for
example the review [166]).
First, for a thermostated shear-driven fluid in contact with a heat bath, a
remarkable symmetry of the probability distribution for the entropy production
in the steady state was discovered numerically and justified heuristically by Evans
et al. [64]. This result, known as the steady state fluctuation theorem, was first
proven by Gallavotti and Cohen [69] for a large class of systems using concepts
from chaotic dynamics. Later the theorem was proven also for driven Langevin
dynamics [112] and for driven diffusive dynamics [116]. As a variant of the steady
state fluctuation theorem, Evans and Searles [64, 65] also derived a transient
fluctuation theorem valid for relaxation towards the steady state.
Second, Jarzynski proved an elegant equality which allows to express the free
energy difference between two equilibrium states by a nonlinear average of the ran-
dom work required to drive the system, during an arbitrary non-equilibrium (finite
time) isothermal process, from one state to the other [103, 104]. By comparing
probability distributions for the work done during the process used by Jarzynski
with that for the work done during the time-reversed one, Crooks found a refine-
ment of the Jarzynski equality, the so called Crooks fluctuation theorem [42–44].
These two theorems, together with a further refinement of the Jarzynski equal-
ity, the Hummer-Szabo relation [97], became particularly useful for determining
free energy differences and landscapes of biomolecules [19, 36, 40, 129, 148, 151].
Due to their experimental importance these relations are the most prominent
ones within this class of exact results (some of which were found even much ear-
lier [16, 17] and then rediscovered) valid for non-equilibrium systems driven by
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time-dependent forces. Some of them are also used in this thesis and, hence, we
review them in more detail in Sec. 1.3. A theorem which applies to transitions
between two non-equilibrium steady states, and, therefore, is analogous to the
Jarzynski equality, was derived by Hatano and Sasa [87].
Third, for driven Brownian motion, Sekimoto realized that three central con-
cepts of classical thermodynamics, namely the internal energy, the exchanged
heat and the applied work, can be meaningfully defined on the level of individual
trajectories of the stochastic process [167, 168]. These stochastic quantities are
entering the first law of thermodynamics, which remains valid separately for each
individual trajectory of the process. These considerations gave birth to what
Sekimoto called stochastic energetics in his monograph [169]. Fourth, Maes em-
phasized that the entropy production in the medium is related to the part of the
stochastic action, which determines the weight of the trajectories, that is odd
under the time-reversal [120, 121].
Finally, building systematically on the concepts briefly noticed previously
[43, 143], a theory unifying the described results emerged. Seifert realized that
one should not only make account of the fluctuating entropy produced in the
heat bath, but one should also properly assign a stochastic entropy to the system
itself [164]. This last step allowed to define the key quantities known from clas-
sical thermodynamics along the individual trajectories and, hence, make them
accessible to experimental measurements and numerical simulations. Such ap-
proach which considers both the first law (energy conservation) and the entropy
production along the individual trajectories, was called stochastic thermodynam-
ics [165]. A theory with the same name has been originally introduced by the
Brussels school in the mid-eighties [131,186]. It describes non-equilibrium steady
states in chemical reaction systems.
Stochastic thermodynamics as considered in this thesis represents a general-
ization of classical thermodynamics. It applies to various non-equilibrium phe-
nomena in the presence of time varying external fields, where in particular the
systems are in contact with a thermal reservoir. Such phenomena are of vital
interest in many areas of current research [66,151,165,166]. Examples are ageing
and rejuvenation effects in the rheology of soft-matter systems and in the dy-
namics of spin glasses, the phenomenon of stochastic resonance [34, 70, 106, 107],
relaxation and transport processes in biological systems such as molecular mo-
tors [4, 7, 9, 23, 83, 139, 145, 170, 181], ion diffusion through membranes, or DNA
replication, driven diffusion systems with time-dependent bias such as colloidal
particles, and Nano-engines. Most of these systems are embedded in an aqueous
solution which serves as a heat reservoir.
Let us mention that the behavior of the systems driven by time-varying forces
can be understood intuitively using the famous horse-carrot analogy. The position
of the horse (depicted in Fig. 1 by the monkey) represents the immediate state
of the system and the carrot (depicted in Fig. 1 by the banana) reflects the
external driving. More precisely, the position of the carrot is determined by
the thermal equilibrium state corresponding to the current value of the external
potential. If the potential remains constant (the banana does not move) the
system relaxes towards the equilibrium state corresponding to the immediate
value of the potential (the monkey approaches the banana). Since the potential
varies with time (the banana moves) the system “lacks behind” the equilibrium
5
Fig. 1: The horse (the monkey) chasing the carrot (the banana). The position
of the banana corresponds to the equilibrium state of the system determined by
the instantaneous value of the driving parameters. The position of the monkey
depicts the immediate state of the system which is attracted to this equilibrium
state. Sadly, in the models presented in this thesis the driving parameters are
always modulated, the banana never stops and, hence, the monkey never gets
it. In order to calm down the animal rights activists, let us note that both the
monkey and the banana in the figure are plastic. Photo Jana Benešová c©.
state (the monkey chases the banana, which constantly escapes). This analogy is
precise, except for time scales. If one would not move the banana, any monkey
would catch it in a twinkling of an eye. On the contrary the physical relaxation
towards equilibrium state is the slower the closer the system is to the equilibrium.
To behave like this would be quite unpleasant for any monkey, indeed.
Three types of non-equilibrium situations can be distinguished for the above
described systems. First, one can prepare the system in a non-equilibrium initial
state and study its relaxation towards equilibrium (the monkey approaches an
immobilized banana). Second, general driving can be caused by the action of
time-dependent external forces, fields, flows or unbalanced chemical reactions
(the monkey chases a constantly moving banana). Third, in the case of time
independent driving the system will eventually reach a non-equilibrium steady
state (here it is assumed that no equilibrium state exists, the situation can be
depicted by the monkey traveling with a constant velocity towards the banana
which is infinitely far away). In this thesis we focus only on the second setting.
In all these cases, even under strong non-equilibrium conditions, the temper-
ature of the heat reservoir remains well-defined. This property together with the
time-scale separation between the observable, typically slow, degrees of freedom
of the system and the unobservable fast ones of the thermal bath (and, in the
case of (bio)polymers etc, by fast internal ones of the system) allows for a con-
sistent thermodynamic description. The collection of the relevant slow degrees of
freedom yields the possible microstates of the system. The state of the system
at a given time is then determined by the probability to find the system at this
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time in a given microstate. Since this microstate changes both due to the driving
and due to the random thermal fluctuations, the system dynamics is necessarily
stochastic. Similarly to the case of a driven colloidal particle, a series of mea-
surements performed on the system under the same conditions (except for the
internal coordinates of the bath) would lead to a set of possible trajectories with
their relative frequencies. By inspecting the individual trajectories it is there-
fore possible to measure (both experimentally and in numerical simulations) the
probability densities of the thermodynamic variables defined along the individual
trajectories.
This ensemble of the trajectories is fully characterized by 1) the initial state
of the system, 2) the properties of the thermal noise, and 3) the (possibly time-
dependent) external driving. Mathematically, the time-scale separation implies
that the underlying stochastic dynamics becomes Markovian one, i.e., the future
state of the system depends solely on the present one (the dynamical law has no
memory). If the state space of the system is a discrete one the dynamics of the
system state can be described by a master equation [78, 187]. For the systems
with a continuous state space the dynamics of the system microstate may follow
a Langevin equation. In this case the dynamics of the system state (ensemble) is
driven by a Fokker-Planck equation [78, 187]. Within such stochastic dynamics,
the above-quoted fluctuation theorems can be derived for any system using a
rather unsophisticated mathematics. It is sufficient to invoke a “conjugate” dy-
namics, typically, but not exclusively, time-reversal, to derive these theorems in
a few lines [151]. Going beyond the thermodynamic framework, it turns out that
many of the fluctuation theorems hold formally true for any kind of Markovian
stochastic dynamics [86].
In the present work we always assume that the system dynamics is stochas-
tic and fulfills the above mentioned dynamical laws. Other approaches, which
can be also used to describe the time evolution of the systems in question, are
the Hamiltonian dynamics [72] and the thermostated dynamics [63, 66]. In fact,
many of the fluctuation theorems were originally derived within these determin-
istic frameworks. Although sometimes these descriptions are considered to be
more fundamental than the stochastic one, for the purposes of this thesis, the
stochastic approach provides two crucial advantages. First, contrary to the de-
terministic descriptions, it allows to describe transitions between discrete states
like in (bio)chemical reactions with essentially the same conceptual framework
used for the systems with a continuous state space. Second, it allows to focus on
the relevant (and measurable) degrees of freedom and ignore the water molecules
etc. The possibility of this coarse-graining enables the analytical study of the dy-
namics of relatively complex systems like biomolecules. Using the deterministic
approaches this is possible only numerically. Finally, let us note that some of the
fluctuation theorems can be formulated also for open quantum systems [27,58,62].
In this thesis we do not consider quantum systems explicitly, however, the ob-
tained results are directly applicable to open quantum systems whenever quantum
coherences, i.e., the role of the non-diagonal elements in the density matrix [39],
can be neglected. The dynamics of the driven or open quantum system is then
equivalent to a classical stochastic one.
In this thesis we focus on exactly solvable models from the field of stochastic
thermodynamics, the basic theoretical concepts of which are reviewed in Chap.1.
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First, in Chaps. 2 and 3, we consider externally driven mesoscopic systems with
both discrete (Chap. 2) and continuous (Chap. 3) state space which, moreover,
are in contact with a thermal reservoir at a constant temperature. We analytically
investigate the dynamics and energetics during the emerging isothermal process-
es. In particular, we calculate the probability density for work, heat and internal
energy. Although, from the theoretical point of view, these results are themselves
interesting, they can also help to better utilize the experimental data. For in-
stance, as mentioned above, in many experiments the Jarzynski equality is used
in order to extract the equilibrium free energy differences from non-equilibrium
stretching experiments [151]. The extracted free energy difference strongly de-
pends on the tail of the work distribution for large negative work values, which
correspond to highly improbable realizations of the experiment and hence can
not be measured accurately enough. Therefore it is important to use the correct
fit (the Jarzynski estimator) of the measured work distribution in order to accu-
rately obtain the tail [138]. Although complicated from the mathematical point
of view, the models where the work fluctuations can be treated analytically are
often too simple from the physical point of view. More realistic models can be
studied using computer simulations, which can also help to find suitable Jarzyns-
ki estimators. In App.C we present a new algorithm which can be used for these
simulations.
In the second part of the thesis we focus on periodically driven mesoscopic
systems which communicate with two heat reservoirs at different temperatures.
During the cyclic process the system can perform a positive mean work on the
environment. Such stochastic heat engines have been studied during the last
decade [14,23,31,59,166,167,170,181,195]. First, in Sec. 1.4, we present a more
detailed review of the results obtained in the field and also the basic theoreti-
cal concepts needed for the analytical treatment of such stochastic heat engines.
Next, in Chap. 4, we present two exactly solvable models. In the first one we
consider a two-state system exposed to a simple two two-branch isothermal driv-
ing. Within this setting we derive the probability density for the work performed
per operational cycle and we discuss its properties. In the second example we
consider a system with a continuous state space, the colloidal particle diffusing
in an asymmetric log-harmonic potential. For this system we impose the driv-
ing which consists of two isotherms and two adiabatic branches. This setting,
in particular, allows us to found the exact form of the protocol which yields the
maximum output power of the engine and verify the recent general results con-
cerning the corresponding efficiency [59,61,159,195] reviewed in Sec. 1.4. In the
both models we have also discussed the possibility to minimize the power fluctu-
ations. Majority of the available studies concerning stochastic heat engines focus
on calculating the mean values of the thermodynamic quantities. Our analysis of
the corresponding fluctuations provides new insights into the performance of the
engines.
To sum up, the main results of the thesis are given in Chaps. 2-4 and also
in Apps. A-C. Some of them were already published (see the List of Original
Publications). Specifically, the zipper model (Sec.2.4) was published in [93], the
sliding parabola model in [94], and the two-level motor (Sec. 4.1) is described
in [31, 32]. Finally, the new algorithm for Monte Carlo simulation of stochastic
jump processes (App.C) has been published in [92].
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1. Stochastic Thermodynamics
Stochastic thermodynamics is an advancing field with many applications to small
systems of current interest [20,28,82,104,176]. Its brief history is summarized in
the Introduction. In this Chap.we review the basic theoretical concepts involved
in this domain. Specifically, in Secs.1.1 and 1.2, we review the dynamical equa-
tions for the mesoscopic systems with discrete and with continuous state space,
respectively. Further, in these two Secs. , we present equations which describe
fluctuations of work, heat and internal energy of the system during isothermal
processes. In Sec. 1.3 we give a short review of the celebrated work fluctuation
relations [42–44, 103, 104], which represent a generalization of the second law of
thermodynamics. Finally, in Sec. 1.4, we review the recent results in the field of
stochastic heat engines and present the theory needed to their analytical descrip-
tion.
1.1 Discrete systems
Let us consider a general N -level system in contact with a thermal reservoir
at the temperature T . We assume that the system is driven by an external
agent. Let Gi = Ui−kBT log Ωi denote free energy landscape (FEL) of the system
alone, where Ui (Ωi) stands for the energies (degeneracies) of the individual levels
and kB is the Boltzmann constant. Moreover, let Ṽi [Y (t)] = Vi(t) denote an
additional energy due to the interaction with the external agent. The discrete
index i = 1, 2, . . . , N labels the individual microstates (levels) available to the
system and Y (t) stands for a vector of control parameters driven by the external
agent. The FEL of the compound system, Fi(t), and the energies of its individual
levels, Ei(t), read
Fi(t) = Gi + Ṽi [Y (t)] = Gi + Vi(t) , i = 1, 2, . . . , N , (1.1)
Ei(t) = Ui + Ṽi [Y (t)] = Ui + Vi(t) , i = 1, 2, . . . , N . (1.2)
Note that the external driving can not force the system to follow a specific se-
quence of microstates. It just influences, through the level free energies, just the
transition probabilities between the individual microstates.
1.1.1 Dynamics
At an arbitrary fixed time t, the state of the system is specified by the column
vector p(t). The components of this vector [p(t)]i = pi(t), i = 1, . . . , N , are the
occupation probabilities of the individual microstates (levels), i.e., the probabili-
ties to find the system at the time t in the microstate i.
In many experimentally important situations, the time evolution of the system
can be described as a Markov process. Such process is governed by the master
equation [187]. The transition rates in the equation depend on the temperature of
the bath and on the external parameters which influence the FEL of the system.
Since the free energies depend on time, the rates must be time dependent as well.
Hence the underlying Markov process is time nonhomogeneous one.
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One possible probabilistic approach [33, 35] to the analysis of a continuous
time Markov process uses its decomposition into a discrete time Markov chain
and a system of random points on the time axis. The transitions between the
states of the Markov chain occur just at random instants. Usually, the time
intervals between individual transitions are taken as independent exponentially
distributed random variables. This decomposition can be used for simple and fast
simulations of time nonhomogeneous Markov processes. The details are discussed
in App.C.
Formally speaking, the time evolution of the system is described by the time-
inhomogeneous Markov process D(t), where D(t) = k if the system resides in the
microstate k at the time t. The master Eq. can be written as
d
dt
 (t | t′) = −ν!(t) (t|t′) ,  (t′ | t′) = " , (1.3)
where " is the (N × N) unity matrix, !(t) is the (N × N) matrix of transition
rates, and  (t | t′) is the (N ×N) matrix of transition probabilities. ν−1 sets the
elementary time scale. In the limit ν → ∞ (ν → 0) the relaxation processes are
infinitely fast (slow).
If the transition rates would remain constant, the system should relax towards
thermal equilibrium specified by the instantaneous values of the level free energies
(1.1). In order to guarantee this behavior it is often assumed that the transition
rates fulfill the so called (time local) detail balance condition
exp[−βFj(t)]Lij(t) = Lji(t) exp[−βFi(t)] , (1.4)
where β = 1/(kBT ). The matrix of the transition probabilities,  (t | t′), is a
stochastic matrix [130]. Its elements are given by
Rij(t | t′) = Prob {D(t) = i |D(t′) = j } . (1.5)
This means that the matrix  (t | t′) evolves an arbitrary column vector of the
initial occupation probabilities, p(t′), as
p(t) =  (t | t′)p(t′) . (1.6)
Because this formula is valid for any initial vector p(t′), it already suggests that
the matrix  (t | t′) fulfills the Chapman-Kolmogorov condition [78, 187]
 (t | t′) =  (t | t′′) (t′′ | t′) . (1.7)
Here the matrix multiplication on the right hand side amounts for the summation
over the intermediate states at the time t′′. This formula is valid for any inter-
mediate time t′′ and reflects the Markov property of the underlying stochastic
process D(t).
1.1.2 Energetics
The random internal energy of the system at the time t,
U(t) = ED(t)(t) , (1.8)
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changes according to the first law of thermodynamics as










where we use the abbreviation ḟ(t) = df(t)/dt. The first (the second) term on
the right hand side represents the random work (heat) accepted by the system
during the infinitesimal time interval [t, t + dt] [165]. Differently speaking, if the
system dwells in the level i during the time interval [t, t+ dt] then the work done
on the system by the eternal agent, W(t + dt, t), equals Ei(t + dt)− Ei(t) and no
heat is accepted. On the other hand if the system changes its microstate from j
to i during the infinitesimal time interval [t, t + dt] and the level energies Ei(t),
Ej(t) remain constant, then the heat accepted by the system from the thermal
environment, Q(t + dt, t), is Ei(t)− Ej(t) and no work is done. These definitions
are further discussed in detail in Subs. 1.2.3, also see Fig. 1.1.
The random work done on the system by the external agent when the control








and represents a functional of the stochastic process D(t). Due to the first law of
thermodynamics (1.9), the random heat accepted from the reservoir represents
another functional of the process D(t), specifically
Q(t, t′) = U(t)− U(t′)−W(t, t′) . (1.11)
For an analytical treatment of work and heat fluctuations it is useful to in-
troduce the augmented process {W(t, t′), D(t)} [98, 99, 179] which describes both
the work and the microstate variable. This augmented process is again a time
nonhomogeneous Markov process and its two-time properties are described by
the (N ×N) matrix  (w, t |w′, t′) with the matrix elements





W(t, 0) ∈ (w,w + ε)
D(t) = i
∣∣∣∣




where ε→ 0. The time evolution of  (w, t |w′, t′) is given by [98, 99, 179]
∂
∂t






 (w, t |w′, t′) (1.13)
with the initial condition  (w, t′ |w′, t′) = δ(w−w′)#. Here !̇(t) is the diagonal
matrix !̇(t) = diag{Ė1(t), . . . , ĖN(t)}. Note that $(t | t′) =
∫ ∞
−∞
dw (w, t | 0, t′)
and that (w, t |w′, t′) =  (w−w′, t | 0, t′). Eq.(1.13) represents a hyperbolic sys-
tem of N2 coupled partial differential equations with time-dependent coefficients.
It can be derived in several ways. For example, as explained in reference [100],
one considers at the time t the family of all realizations, which display at that
time the work in the infinitesimal interval (w,w+dw) and, simultaneously, which
occupy a given microstate. During the infinitesimal time interval (t, t + dt), the
number of such paths can change due to two reasons. First, while residing in the
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given microstate, some paths enter (leave) the set, because the energy levels move
and an additional work has been done. Secondly, some paths can enter (leave) the
described family, because they jump out of (into) the specified level. These two
contributions correspond to the two terms on the right hand side of Eq. (1.13).
Another derivation [179] is based on an explicit probabilistic construction of all
possible paths and their respective probabilities.
The Chapman-Kolmogorov condition for the augmented process assumes the
form
 (w, t |w′, t′) =
∫ ∞
−∞
dw′′ (w, t |w′′, t′′) (w′′, t′′ |w′, t′) . (1.14)
Here the matrix multiplication on the right hand side amounts for the summation
over the intermediate states at the time t′′, and the integration runs over all
possible intermediate values of the work variable w′′. The equation is valid for
any intermediate time t′′ ∈ [t′, t].
Eqs. (1.3) and (1.13) are exactly solvable only in several cases. Investigations
have been conducted for simple spin systems driven by a time-dependent external
field [30,31,35,52,90,179]. As a result, analytical solutions are known for several
two-level systems [31,35,122,179]. A generalization of these results and also some
other exactly solvable models are presented in Chap. 2. Further, in App.A, we
discuss the limit of infinitely fast (slow) relaxation (ν → 0, ∞). In these limiting
cases Eqs. (1.3) and (1.13) can be solved for any model.
The matrix  (w, t |w′, t′) provides a complete description of the energetics of
the process D(t). The joint probability density for the internal energy U(t) and
the work W(t, t′) performed on the system during the time interval [t′, t], given
the internal energy initially was u′, (regardless of the final state of the system at
the time t) is given by
ξ(u, w, t; u′) =
N∑
i, j=1
δ [u− Ei(t)] δ [u′ − Ej(t′)] Gij(w, t | 0, t′) pj(t′) . (1.15)
Here δ(x) stands for the Dirac δ-function and pj(t
′) denotes the initial occupation








du′ ξ(u, w, t; u′) . (1.16)
An analogous integration over the variables u′ and w gives the probability density







dw ξ(u, w, t; u′) . (1.17)
Furthermore, using the definition (1.11), the function ξ(u, w, t; u′) gives also the
probability density for the heat Q(t, t′) transferred from the reservoir during the










dw δ [q − (u− u′ − w)] ξ(u, w, t; u′) . (1.18)
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The functions (1.16)–(1.18) yield all raw moments of internal energy (1.8), work












dq qn χ(q, t) . (1.21)
Let us note that these moments can be also calculated directly from the def-
initions (1.8), (1.10), and (1.11) only using the solution of the master Eq. (1.3).
This approach is convenient for the internal energy where one can use the identity∫ ∞
−∞
du un ς(u, t) =
∑N
i=1[Ei(t)]npi(t). For the work and the heat the situation is
more complicated and this approach is useful only for the first few moments. For
example, the mean values of the internal energy, work and heat, are









dt′′ Ėi(t′′)pi(t′′) , (1.23)





dt′′ Ei(t′′)ṗi(t′′) . (1.24)
In order to calculate the second moments of the work and the heat without














′ | t)pj(t) , t ≤ t′
. (1.25)









































Rij(t | t′′)Rjk(t′′ | t′)pk(t′) , (1.27)
where ∂ED(t)(t)/∂t ≡ dEi(t)/dt|i=D(t). Obviously, in order to obtain the higher
moments of the work and the heat, the higher time correlation functions must
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be defined and the resulting expressions become too complicated. Finally, let us
define the variances of internal energy, heat and work which corresponds to the





− [U(t)]2 , (1.28)









− [Q(t, t′)]2 . (1.30)




pi(t) log [pi(t)] . (1.31)
Its increment during the time interval [t′, t]
Ss(t, t
′) = Ss(t)− Ss(t′) , (1.32)
together with the entropy transfered to the reservoirs during the time interval
[t′, t]
Sr(t, t




determines the total entropy produced during the time interval [t′, t]
Stot(t, t
′) = Ss(t, t
′) + Sr(t, t
′) ≥ 0 . (1.34)
1.2 Continuous systems
Consider an externally driven one dimensional microscopic system in contact
with a thermal reservoir at the temperature T . Let G(x) = U(x)− kBT log Ω(x)
denote the FEL of the system alone, where U(x) denotes the energy of the xth
microstate and Ω(x) stands for its multiplicity. Moreover, let Ṽ [x,Y (t)] = V(x, t)
denote an additional energy due to the interaction with the external agent. The
continuous index x ∈ (−∞,∞) labels the individual microstates available to the
system and Y (t) stands for the vector of the parameters controlled by the external
agent. As in the discrete case, the external driving can not force the system to
follow a specific sequence of microstates. It just influences, through the FEL, the
transition probabilities between the individual microstates. The FEL, F(x, t),
and the energy landscape, E(x, t), of the compound system read
F(x, t) = G(x) + Ṽ [x,Y (t)] = G(x) + V(x, t) , (1.35)
E(x, t) = U(x) + Ṽ [x,Y (t)] = U(x) + V(x, t) . (1.36)
Two examples of such setting are depicted in Figs. 3.1 and 3.2 and further dis-
cussed in Sec. 3.1.
14
1.2.1 Dynamics
In the present work we assume that the thermal forces can be described as the sum
of the linear friction force and the Langevine white-noise force. We neglect the
inertial forces. Then the equation of motion for the particle position (microstate









+ N(t) , (1.37)
with initial condition X(t′) = x′. In Eq. (1.37) Γ stands for the particle mass
times the viscous friction coefficient, and N(t) represents the delta-correlated
white noise, 〈N(t)N(t′)〉 = 2DΓ2 δ(t− t′). Here D = kBT/Γ denotes the diffusion
constant. The Fokker-Planck equation corresponding to the stochastic differential
equation (1.37) is [78, 147, 187]
∂
∂t















R(x, t | x′, t′) , (1.38)
with the initial condition R(x, t′ | x′, t′) = δ(x−x′). The conditional probabilities
R(x, t | x′, t′) dx play the same role as the matrix elements (1.5) for the discrete
process D(t). More precisely, the function R(x, t | x′, t′) evolves an arbitrary initial




dx′R(x, t | x′, t′) p(x′, t′) . (1.39)
The function p(x, t) specifies the state of the system at the time t. Concretely,
the probability to find the system at the time t in a microstate which lies in an in-
finitesimal neighborhood of the microstate x reads p(x, t) dx, or, mathematically,
Prob{X(t) ∈ (x, x+ dx)} = p(x, t) dx.
This setting represents a continuous analogy of the discrete one described
in Sec. 1.1. However, it should be noted that the master Eq. formulation is
more general than the continuous one, including the Langevin and Fokker-Planck
cases as its special limits [78, 187]. The matrix multiplication (summation over
the microstates) in the discrete model is now represented by x-integration. For
example the Champan-Kolmogorov Eq. (1.7) presently assumes the form
R(x, t | x′, t′) =
∫ ∞
−∞
dx′′R(x, t | x′′, t′′)R(x′′, t′′ | x′, t′) . (1.40)
1.2.2 Energetics
The random internal energy of the system at the time t,
U(t) = E [X(t), t] , (1.41)
changes according to the first law of thermodynamics (1.11) as
U̇(t) dt = W(t+ dt, t) + Q(t+ dt, t) =
= {E [X(t), t + dt]− E [X(t), t]}+ {E [X(t+ dt), t]− E [X(t), t]} . (1.42)
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The first (the second) term on the right hand side corresponds to the random work
(heat) accepted by the system during the infinitesimal time interval [t, t+dt] [165].
Differently speaking, if the system dwells at the position x during the time interval
[t, t+dt] then the work done on the system by the eternal agent, W(t+dt, t), equals
E(x, t + dt) − E(x, t) and no heat is accepted. On the other hand if the system
changes its position from x′ to x during the infinitesimal time interval [t, t + dt]
and the energies E(x, t), E(x′, t) remain constant, then the heat accepted by the
system from the thermal environment, Q(t + dt, t), is E(x, t) − E(x′, t) and no
work is done.












with the initial condition W(t′, t′) = 0. Although this work definition, which
we use in the whole thesis, naturally stems from the stochastic thermodynamic
definition (1.10), it recently raised a heated discussion in the literature [140,188,
189, 197] and an alternative work definition was proposed [188]. This question is
discussed in detail in Subs. 1.2.3.
The random work done on the system by the external agent when the control







dx Ė(x, t′′)δ[x− X(t′′)] . (1.44)
It represents a functional of the process X(t). Due to the first law of thermody-
namics (1.42) the random heat accepted from the reservoir corresponds to another
functional of the process X(t). This functional is given by (1.11).
The Fokker-Planck equation corresponding to the stochastic differential equa-
tions (1.37) and (1.43) reads [147, 187]
∂
∂t
















− Ė(x, t) ∂
∂w
}
G(x, w, t | x′, w′, t′) , (1.45)
with the initial condition G(x, w, t′ | x′, w′, t′) = δ(x − x′)δ(w − w′). The condi-
tional probabilities G(x, w, t | x′, w′, t′) dx dw play similar role for the continuous
process X(t) as the matrix elements (1.12) for the discrete process D(t).
Specifically, if we define the function ξ(u, w, t; u′) as





dx dx′ δ [u− E(x, t)]×
× δ [u′ − E(x′, t′)] G(x, w, t | x′, 0, t′) p(x′, t′) . (1.46)
the definitions (1.16)-(1.21) remain valid. In analogy with the discrete model the
moments of the random variables in question can be also calculated from the def-
initions (1.41), (1.44), and (1.11) only using the solution of Eq. (1.38). One just
substitutes the continuous variables in the formulas in question for their discrete
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equivalents and change the summations to the integrations. The raw moments of
the internal energy are now given by
∫∞
−∞
du un ς(u, t) =
∫∞
−∞
dx [E(x, t)]np(x, t).
The mean values of the internal energy, the work and the heat (1.22)-(1.24) now
read
U(t) = 〈U(t)〉 =
∫ ∞
−∞
dx E(x, t)p(x, t) , (1.47)






dt′′ Ė(x, t′′)p(x, t′′) , (1.48)






dt′′ E(x, t′′)ṗ(x, t′′) . (1.49)



















with the two-time correlation function defined as












dx′ f(x) h(x′)R(x, t′ | x′, t)p(x′, t) , t ≤ t′ . (1.51)




dx p(x, t) log [p(x, t)] . (1.52)
Its increase during the time interval [t′, t], Ss(t, t
′), the entropy Sr(t, t
′) transfered
to the reservoirs during the time interval [t′, t] and the total entropy produced
during the time interval [t′, t], Stot(t, t
′), are given by Eqs. (1.32)-(1.34).
As in the discrete case, Eqs. (1.38) and (1.45) can be solved analytically only
for few simple settings. Examples can be found in the works [11, 125, 152]. In
Chap.3 we present a generic exactly solvable model – the sliding parabola model.
Another exactly solvable model is discussed in Sec. 4.2.
1.2.3 On the work definition
Recently, an extensive criticism of the work definition has been raised (1.44)
[188, 189]. The objections against the definition presented in [188] are:
• The work (1.44) done during a quasi-static process does not equal the free
energy change of the system itself.
• After a gauge transformation F(x, t) → F(x, t) + g(t), E(x, t) → E(x, t) +
g(t) one obtains a transformed system which possess the same dynamics as
the original one, however, the work (1.44) done on the transformed system
and that done on the original differ.
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Fig. 1.1: Sketch illustrating the meaning of thermodynamic work (1.44) and that
of the mechanical work (1.53).
• The work should be defined in the traditional mechanical way as (force ×
displacement). Using this definition, the random work done on the system
by the external agent when the control parameter is altered from Y (t′) to














where −∂V(x, t)/∂x = F (x, t) denotes the force applied on the system by
the external agent. The work (1.53) done during a quasi-static process
equals the free energy change of the system itself and is gauge invariant.
The papers [27, 140, 197] explain that the controversies caused by the above
objections can be easily resolved. To this end we compare the the two work
definitions on a specific, simple, example.
The thermodynamic work represents the work done by the external agent on
the compound system system-interaction [74, 140, 161]. As an example consider
the situation depicted in Fig. (1.1). The microscopic system (the black ball) is
driven by an external agent (the car). The interaction between the car and the ball
is realized by the spring with zero unloaded length, which contains the interaction
energy V(x, t) and acts on the ball (car) by the force F (x, t) [−F (x, t)]. The ball
is surrounded by thermal environment and the impacts of its molecules (small
arrows) can cause that the ball moves against the force applied. In such case the
energy of the impacts [the heat (1.11)] is stored in the spring and the internal
energy of the compound system (ball-spring), E(x, t), increases. If the spring
moves the ball, its kinetic energy immediately dissipates into the environment.
Part of the energy E(x, t) is transfered as heat (1.11) into the bath. Another
way how to increase (decrease) the energy E(x, t) is to drive the car [externally
manipulate with the interaction potential V(x, t)]. Assume that the impacts of
the molecules from the environment cause the ball to stand still. If one drives
the car to the left, the spring must be stretched and the work (1.44) is done on
the compound system [E(x, t) increases and the petrol is consumed]. However, if
one drives to the right, the spring pulls the car and the compound system does
the work (1.44) on the car [E(x, t) decreases and one can store the energy in an
accumulator].
Contrary to the thermodynamic work (1.44), the mechanical work (1.53) de-
scribes the work done by the external agent on the system itself [74, 140, 161].
1 Note that the generalization of this definition for the discrete models is not very natural,
because, in such case, one has to substitute a finite difference for the position derivative in the
force definition.
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Consider again the situation depicted in Fig. (1.1). If the ball moves towards the
car, the energy E(x, t) decreases at the expense of the ball kinetic energy which is
quickly (immediately) transfered as heat into the bath. The work (1.53) is done
on the ball by the spring, it causes its movement against the friction. Similarly,
if the distance between the ball and the car decreases the heat is transfered into
the spring and the ball (the thermal environment via the ball) does the work on
the spring.
From the last two paragraphs one can deduce that the work definition (1.53)
is similar to the definition of heat (1.11). Indeed the mechanical work can be
rewritten as
WE(t, t
′) = −V [X(t), t] + V [X(t′), t′] +W(t, t′) (1.54)
and thus, using Eqs. (1.11) and (1.36), we have WE(t, t
′) = U [X(t)]−U [X(t′)]−
Q(t, t′). For freely diffusing particle [U(x) = 0] the mechanical work thus equals
the (minus) heat transfered from the compound system to the thermal environ-
ment, WE(t, t
′) = −Q(t, t′). This is not surprising. If one neglects the inertia
and sets U(x) = 0, the only agent which protects the system from moving freely
(without consuming work) is the thermal environment.
In [105] the thermodynamic work (1.44) is referred to as the inclusive work.
Similarly, the mechanical work (1.53) was called the exclusive work. The reason
for these terms is the following. During a quasi-static isothermal process the
inclusive work is trajectory independent and it equals the change of the Helholtz
free energy F (t) of the system described by the full free energy landscape (1.35),
i.e.,
[W(t, t′)]eq = ∆F (t, t










dx exp [−βF (x, t)] . (1.56)
The free energy obtained from the inclusive work thus includes the terms which
stem from the interaction with the external agent. A general proof is presented
for example in [140] a proof using Eq. (1.13) for discrete systems is presented in
App.A. The gauge transormation F(x, t)+ g(t) changes the quasi-static work as
[W(t, t′)]eq → [W(t, t′)]eq+g(t)−g(t′) and the free energy difference as ∆F (t, t′) →
∆F (t, t′) + g(t)− g(t′), indeed. However, the possibility to insert a function g(t)
into F(x, t) is not unphysical – the work can be done on the system without
changing its dynamics. For instance the function g(t) may represent an energy
input which is the same for all microstates of the system. Consider that the one
dimensional microscopic system from Fig. 1.1 is putted into an elevator placed
in a gravitational field. If one neglects the inertial effects, the energy flow into
the system caused by the elevator movement up and down would be described
exactly by the gauge therm g(t).
From Eq.(1.54) one can see that the exclusive work done during a quasi-static
isothermal process equals [WE(t, t
′)]eq = −V [X(t), t] + V [X(t′), t′] + ∆F (t). Note
that, in contrary to the equilibrium inclusive work, [WE(t, t
′)]eq still depends on
the random initial and final states of the system, X(t) and X(t′). Nevertheless,
its average value equals to the increase of the free energy F0(t, t



















= F0(t)− F0(t′) = ∆F0(t, t′) , (1.57)






Here 〈[X(t)]eq〉 stands for the mean equilibrium state of the system corresponding








The free energy obtained from the exclusive work thus excludes the terms which
stem from the interaction with the external agent and therefore it is also invariant
with respect to the gauge transformation F(x, t) + g(t).
Let us stress that the both equilibrium works can be used for measuring
the free energy differences between the states of the system alone, ∆F0(t). The
average equilibrium exclusive work is exactly ∆F0(t, t
′). The average equilibrium
inclusive work yields the free energy difference of the compound system, ∆F (t, t′),
which translates to ∆F0(t, t
′) as
∆F0(t, t
′) = −V (〈[X(t)]eq〉 , t) + V (〈[X(t′)]eq〉 , t′) + ∆F (t, t′) . (1.60)
The formula (1.60) can be used once one knows the correct form of the interaction
energy V (x, t). However, in most experimentally relevant situations this function
is known indeed. In Sec. 3.1 we illustrate the connection between the exclusive
and inclusive work in the form of a specific, physically relevant, model.
1.3 Work fluctuation relations
Investigation of dynamics and thermodynamics of mesoscopic systems under in-
fluence of (external) time dependent forces is of great interest over last two
decades [24, 150]. As we mentioned in the Introduction, one of the most in-
teresting theoretical result in this field was the discovery of the so called fluc-
tuation theorems [56, 86, 104, 151, 151, 153, 154, 160]. General relations depict-
ing time-irreversibility of various non-equilibrium stochastic processes occurring
in microscopic systems exposed to non-equilibrium conditions, such as entropy
production [22, 43, 57, 71, 87, 112, 163–165] and work done on the environment
[11, 105, 113, 151, 165].
In this Sec. , we focus on the theorems involving the two work definitions
(1.44) and (1.53) presented in Sec. 1.2 2. The two works represent different
random variables and hence they possess different probability densities [105].
2In this Sec. , we use the notation introduced in Sec. 1.2 for the continuous models, never-
theless the results remains valid also for the discrete models described in Sec. 1.1, indeed.
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Fluctuation theorems for the thermodynamic work (1.44) are studied in detail
for last two decades [11, 113, 151, 165]. The most important results in the field
are Jarzynski equality [104, 151]
〈exp [−βW(t, t′)]〉 = exp
[
− β∆F (t, t′)
]
(1.61)







∆F (t, t′)− w
]}
. (1.62)
The average on the right-hand side of Eq. (1.61) is taken over the work dis-
tribution (1.16) given that the system is initially in equilibrium, i.e., p(x, t′) =
π(x, t′) = exp [−βF(x, t′)] /Z(t′). In Eq. (1.62) this work distribution is denoted
as ρF(w). By the subscript F (forward) we stress that the externally controlled
parameters are driven from Y (t′) to Y (t), t′ < t. ρR(w) in Eq. (1.62) stands for
the work probability distribution for the time-reversed process. Here the exter-
nally controlled parameters are driven from Y (t) to Y (t′) and the system starts
from the equilibrium state corresponding to the FEL of the compound system
at the time t, F(x, t). The free energy difference ∆F (t, t′) in Eqs. (1.61) and
(1.62) is given by (1.55). The only assumption needed for validity of Eqs. (1.61)
and (1.62) is the microscopic reversibility of the underlying dynamics. The dis-
crete models (Sec. 1.1) are reversible if the detailed balance condition (1.4) is
fulfilled. The time-reversibility for the continuous models is already incorporated
in the Langevin Eq. (1.37). The theorems (1.61) and (1.62) represent an elegant
refinement of the second law of thermodynamics. For example, using Jensen’s
inequality, the well known form of the second law, ∆F (t, t′) ≤ W (t, t′), follows
from Eq. (1.61). Note that Eq. (1.61) is a corollary of Eq. (1.62), but not vice
versa.
Equivalent fluctuation theorems for the mechanical work (1.53) were discov-
ered nearly three decades earlier [16, 17, 105, 161]
〈exp [−βWE(t, t′)]〉 = 1 , (1.63)
ρ̄F(w)
ρ̄R(−w)
= exp(βw) . (1.64)
Here the average in Eq. (1.63) is taken over the probability density for the
work (1.53) given that the system starts at the time t′ from the state π̄(x) =
exp [−βG(x)] /Z0, Z0 =
∫ ∞
−∞
dx exp [−βG(x)], the thermal equilibrium state cor-
responding to the FEL of the unperturbed system, G(x). This probability density
is in Eq. (1.64) denoted by ρ̄F. The subscripts F and R have the same meaning
as in Eq. (1.62) with the difference that the system starts the reversed process
again from the state π̄(x).
The theorems for the thermodynamic work (1.44) relate, different from the
theorems for the mechanical work (1.53), the work done during a non-equilibrium
process (easy to measure experimentally) to the increase of the equilibrium free
energy of the compound system (sometimes hard to measure experimentally), and
thus they received much more attention in the literature. The obtained free energy
difference ∆F (t, t′) can be interesting in itself or can be used for calculating the
increment of the free energy of the unperturbed system, ∆F0(t, t
′), via Eq.(1.60).
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Moreover, another generalization of Eq. (1.61) allows the reconstruction of the
whole FEL of the unperturbed system, G(z), using the work measurements. This





〈δ[X(t)− z] exp[−βW(t, t′)]〉 = exp[−β G(z)] . (1.65)
The knowledge of G(z) allows to calculate the equilibrium free energy differences
∆F (t, t′) and ∆F0(t, t
′) from their definitions (1.55) and (1.58). Here we have
to stress that there exist also different, and often more accurate, methods which
allow to obtain G(z) etc experimentally. One possibility is to measure the time
which the system needs to leave the individual microstates (survival probability),
see, for example, [129, 135].
Validity of the equalities (1.61), (1.62) and (1.65) was confirmed in various
theoretical models [31, 45, 125], in many experiments [15, 40, 80, 117] and also in
numerous numerical simulations [92, 193]. They can be derived for thermostat-
ed reversible deterministic systems [171], and also for microscopically reversible
stochastic dynamics using both the Langevin equation [43], and the Master
equation formulation [151]. In single-molecule experiments [123], all the rela-
tions (1.61), (1.62) and (1.65) are used for reconstructing free energy profiles of
biomolecules [40,117]. Influence of the experimental errors originating both from
the instrument noise and from the uncertainty of measurements on the free en-
ergy difference estimate was studied in [25, 124]. It was found that the obtained
free-energy difference is correct if the stochastic errors are statistically the same
for the conjugate forward and reverse protocols [124], cf. the example in App.C.
The discussion about the correct work definition also occurred in the field of fluc-
tuation relations [3, 105]. The result is that the correct work definition, which
fulfills the experimentally useful fluctuation theorems (1.61), (1.62) and (1.65), is
the definition of the thermodynamic work (1.44).
In order to close this Sec. let us note that the integral fluctuation theorems









= 1 , (1.66)
where
Sr(t, t




is the (random) entropy transfered from the system into the thermal environ-




dx pB(x) = 1. The average in Eq. (1.66) is taken
over all trajectories of the stochastic process X(t) that depart at the time t′ with
an arbitrary probability pF(x) dx from the position that lies in the infinitesimal
interval (x, x + dx). The values of the arbitrary functions pB(x) and pF(x) that
yield the individual relations (1.61), (1.63) and (1.65) are given in Tab.1.1. Even
more general formula, which contains all the presented fluctuation relations, was






dx exp [−βF(x, t′)]
exp [−βF(x, t)]∫ ∞
−∞











dx exp [−βF(x, t′)] δ [X(t)− z]
exp {−βF [X(t), t]}
exp [−βF(z, t)]
Tab. 1.1: The values of the arbitrary functions pF(x) and pB(x) that yield the
individual relations (1.61), (1.63) and (1.65) from Eq. (1.66)
1.4 Heat engines
One of the hot topics in the field of stochastic thermodynamics are stochastic
heat engines [14, 23, 31, 59, 61, 159, 166, 167, 170, 181, 195]. The variety of models
can be roughly classified according to the dynamical laws involved. In the case
of the classical stochastic heat engines, the state space can either be discrete [6,
31,60,166,195] or continuous [14,23,159,166,170,195]. Examples of the quantum
heat engines are studied, e.g., in [1, 4, 89, 146].
In the present work we consider periodically operating classical stochastic heat
engines which communicate with two baths at the temperatures T+ and T−. Let
tp denote the duration of one operational cycle, Wout ≡ −W (tp, 0) stands for the














where the function Θ(•) equals to 1 for a positive argument and to 0 otherwise,
denotes the heat transfered into the engine from the reservoirs per cycle. The










The traditional consideration of efficiency of heat engines operating between the





This bound is only achieved under reversible conditions where the state changes
require infinite time and hence the power output is zero. Real heat engines
generate a finite power output (1.70), i.e., they perform finite work Wout during
3 Without loose of generality we assume that T+ > T−.
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a cycle of a finite duration tp. The Carnot’s inequality η ≤ ηC was recently
generalized by Sinitsyn [172] (see also [114]) who derived a fluctuation theorem
which relates the statistics of the (random) heat extracted from the hot reservoir
during the cycle and that of the (random) work performed by the engine per
cycle.
An alternative way to classify the performance of the heat engines is to com-
pare their efficiencies at maximum power. On the macroscopic level, the first
works on this subject were performed by Chambadal [29] and Novikov [136].
They studied, in the framework of endoreversible thermodynamics, the efficien-







This result have been referred to as the Curzon-Ahlborn efficiency since it was,
nearly twenty years later, independently rediscovered by Curzon and Ahlborn [47].
After the derivation of ηCA, the discussion whether or not it represents the upper
bound for the efficiency at maximum power has been initiated. The result was
negative. The efficiency at maximum power is always model dependent and no
universal upper bound was discovered, yet (see, for example, the reviews [49,195]).
Nevertheless Tu [185] recently realized that large variety of heat engines [47,
60,159,185] (see also the reviews [166,195]) exhibit similar efficiency at maximum
power in the case of small difference between the two reservoir temperatures (i.e.,













is general for “strong coupling” models (the term ηC/2) that possess a “left-right
symmetry” (the term η2C/8). In the strong coupling models the energy (heat) flow
is proportional to the flow that performs the work (matter flow). The left-right
symmetry means that the heat flow through the system changes its sign when the
two heat reservoirs are interchanged. If the second assumption is relaxed, only
the term ηC/2 of the expansion (1.73) remains generally valid.
The authors of the study [61] also derived a lower and an upper bound for
the efficiency at maximum power for a non-equilibrium analogue of the Carnot’s
cycle [59], the cycle which consists of two non-equilibrium isotherms (say branches
I and III) and two non-equilibrium adiabatic branches. More precisely, assume
that the durations of the two isothermal branches are t+ and t− and that the total
entropies produced during those isotherms are S+ and S−, respectively. If these
variables fulfill the relations tp ≈ (t+ + t−), S+ ≈ 1/t+ ≥ 0 and S− ≈ 1/t− ≥ 0,







In Chap. 4 we present two examples of stochastic heat engines [14, 31, 166].
An engine based on the two-level system, which is introduced in Subs. 2.1.2, is
investigated in Sec. 4.1 (see also [31]). An engine based on a particle diffusing
in an external log-harmonic potential is studied in Sec. 4.2. The both models
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represent examples of the above mentioned non-equilibrium Carnot’s cycle. The
second one demonstrates the validity of the relations (1.73) and (1.74). In the
next Subs.we describe the generic periodic driving used in the two models.
1.4.1 Limit cycle
An important part of the driving of a heat engine is represented, except the
externally controlled parameters Y (t), by the time dependence of the reservoir
temperature T = T (t). Under a periodic driving, Y (t) = Y (t + tp), T (t) =
T (t + tp), the state of the system eventually, after a transient regime, becomes
also periodic. The system attains an uniquely defined limit cycle, the operational
cycle of the engine. An example of such cycle is depicted in Fig.4.8. As mentioned
above, the generic driving used in the models presented in this thesis is consists of
two adiabatic branches and two isotherms. Specifically, we assume the following
driving:
• Branch I (isothermal): The temperature equals T+ and the control param-
eters changes smoothly from Y (0) to Y (t−+).
• Branch II (adiabatic): The temperature and the control parameters changes
rapidly from T+ to T− and from Y (t
−
+) to Y (t
+
+), respectively. We assume
that the process is so fast that the state of the system remains unchanged





+)− U(t−+) and no entropy is produced.
• Branch III (isothermal): The temperature equals T− and the control pa-
rameters changes smoothly from Y (t++) to Y (t
−
p ).
• Branch IV (adiabatic): The temperature and the control parameters changes
rapidly back from T− to T+ and from Y (t
−
p ) to Y (tp) = Y (0), respectively.
We assume that the process is so fast that the state of the system remains
unchanged (no heat is exchanged with the reservoir). The work done on
the system W (tp, t
−
p ) equals U(tp)− U(t−p ) and no entropy is produced.
Up to now, both the master Eq. (1.3) and the Fokker-Planck Eq. (1.38) have
been considered only for an isothermal process. However, neither in the case
of Eq. (1.3) nor in the case of Eq. (1.38) the time dependence of the tempera-
ture does not break the Markov property of the underlying stochastic dynamics.
Therefore one can use the Chapman-Kolmogorov Eqs. (1.7) and (1.40) to com-
pose the solution of Eqs. (1.3) and (1.38) for the periodic driving above from
their solutions for the isotherms I and III (during the adiabatic branches II and
IV the system state does not change). In the next two paragraphs we execute
the proposed procedure for the systems with discrete and with continuous state
space, respectively.
Discrete systems
Let  +(t | t′) =  (t | t′), t′, t ∈ (0, t++) and  −(t | t′) =  (t | t′), t′, t ∈ (t++, tp)
denote the solution of Eq. (1.3) during the isothermal branches I and III, re-
spectively. Using the Chapman-Kolmogorov Eq. (1.7) the solution of the master
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Eq. (1.3) for the above described periodic driving reads4
























The matrix Rp(t | t′) can be used for calculation of the time correlation function
(1.25) during the cycle. Further we focus on the matrix Rp(t) ≡ Rp(t | 0), which
evolves any initial state of the system as p(t) = Rp(t)p(0). The system states at
the ends of the individual periods form a Markov chain and, in order to obtain
the periodic state of the system during the limit cycle, p(t) = p(t + tp), we
are interested in its fixed point behavior limn→∞ [Rp(t)]
n
p(0). If we take the
stationary state as the initial condition, p(0) = pstat, the system revisits this
special state after each period of the driving. Therefore, to find the vector pstat,
it suffices to solve the eigenvalue problem [130]
pstat = Rp(tp)p
stat . (1.76)
Similarly, let the matrix  +(w, t |w′) =  (t, w |w′, 0), t ∈ (0, t++) and the matrix
 −(w, t |w′) =  (t, w |w′, t++), t ∈ (t++, tp) denote the solution of Eq.(1.13) during
the isothermal branches I and III, respectively. According to the Chapman-





G+(w, t | 0) , t ∈ [0, t++] ,∫ ∞
−∞
dw′ G−(w, t |w′)G+(w′, t++ | 0) , t ∈ [t++, tp] .
(1.77)
These results completely describe dynamics and energetics of the engine during
the limit cycle. Specifically, the system state during the cycle reads
p(t) = Rp(t)p
stat (1.78)
and the energetics of the engine during the cycle is determined by the function
ξ(u, w, t; u′) =
N∑
i, j=1
δ [u− Ei(t)] δ [u′ − Ej(0)] [Gp(w, t)]ij pstatj (1.79)
which enters Eqs. (1.16)-(1.18).
Continuous systems
The description for the continuous systems is similar. Let R+(x, t | x′, t′) =
R(x, t | x′, 0), t′, t ∈ (0, t++) and R−(x, t | x′, t′) = R(x, t | x′, t++), t′, t ∈ (t++, tp)
denote the solution of Eq. (1.38) during the isothermal branches I and III, re-
spectively. Using the Chapman-Kolmogorov Eq.(1.40) the solution of the Fokker-




R+(x, t | x′, t′) , t′, t ∈ [0, t++] ,∫ ∞
−∞
dx′′R−(x, t | x′′, t++)R+(x′′, t++ | x′, t′) , t′ ∈ [0, t++] ∧ t ∈ [t++, tp] ,
R−(x, t | x′, t′) , t′, t ∈ [t++, tp] .
(1.80)
4It is important to note that the matrix  p(t) ≡  p(t | 0) is, contrary to the driving Y (t),
always continuous, i.e.,  p(t
−
+) =  p(t
+
+) and  p(t
−
p ) =  p(tp).
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The eigenvalue problem (1.76) now translates into the integral Eq.
∫ ∞
−∞
dx′Rp(x, tp | x′, 0) pstat(x′) = pstat(x) . (1.81)
The dynamics of the engine is described by the (periodic) state of the system




dx′Rp(x, t | x′, 0) pstat(x′) . (1.82)
The energetics of the engine is determined by the function p(x, t), which enters
Eqs. (1.48)-(1.49) for the mean values of the work, the heat and the internal
energy and by the functions Rp(x, t | x′, t′) and pstat(x), which yield the time
correlation function (1.51) and hence describe the fluctuations of the work and
the heat.
1.4.2 Diagrams of the limit cycle
In this Subs. we discuss the possibility to depict the limit cycle of an engine
in a diagram similar to the pressure volume (PV) diagram known from classical
thermodynamics. The mean work done per cycle by a discrete system can be
rewritten as [cf. Eqs. (1.23) and (1.48)]












































dYi fi(Yi) , (1.83)
where K stands for the number of components of the external driving Y (t) and
p̃i[Y (t)] = pi(t). The individual terms on the right-hand side of Eq. (1.83)
correspond to the work done by the individual components of the driving. For


















Ṽ(x, Y1, . . . , Yk)
]
p̃(x,Y ) . (1.84)
Since Y (tp) = Y (0), each of the K contributions on the right-hand side of
Eq. (1.83) equals the oriented area enclosed by the parametric plot of the sys-
tem response, represented by the average fi(Yi), versus the ith component of the
driving, Yi(t). The parameter t runs from 0 to tp. Similar decomposition of work
is well known from classical thermodynamics. As an example consider a mag-
netic gas and let the driving possess two components, the volume Y1 = V and
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the magnetic field (spatially homogeneous magnetic flux density) Y2 = B. The







dB I(B) , (1.85)
where f1 = p denotes the gas pressure and −f2 = I stands for the component of
the total magnetic moment of the gas parallel to the external magnetic field. The
parametric plots corresponding to the individual terms on the right-hand side of
Eq. (1.83) thus represent an analogy of the well known PV diagrams. In the field
of stochastic thermodynamics such diagrams were used for the first time in the
works [31,32,91]. Several examples of the diagrams are presented in Chap.4 (see
Figs. 4.1, 4.4, 4.9 and 4.11).
Important eye-guides in the diagrams can be formed by the so called equilib-
rium isotherms. The curves corresponding to the values of the functions fi if a
given cycle would be carried out quasi-statically. They are given by





















dx′ exp[β(t)F(x′, t)] (1.87)
for the discrete and for the continuous models, respectively. The equilibrium
isotherm corresponding to the first isothermal branch is obtained if one takes in
Eqs.(1.86) and (1.87) t ∈ (0, t−+) and β(t) = 1/(kBT+). Similarly, the equilibrium
isotherm corresponding to the second isothermal branch is obtained if one assumes
t ∈ (t++, t−p ) and β(t) = 1/(kBT−). In Figs.4.1, 4.4, 4.9 and 4.11 it can be clearly
seen that the non-equilibrium functions fi are “attracted” to the equilibrium
isotherms, which represent the carrot (the banana) in the horse-carrot (banana-
monkey) analogy depicted in Fig. 1. The more “reversible” the individual non-
equilibrium isotherms are the stronger this attraction is (cf. Fig. 4.9).
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2. Discrete State Space Models
2.1 Two-level system







The transition rate from the level 1 to the level 2 equals νL21(t) = −νλU(t).
Similarly, the transitions from the level 2 to the level 1 occur with the rate
νL12(t) = −νλD(t). The model is depicted in Fig. 2.1.
2.1.1 Dynamics
The master Eq. (1.3) with the general transition rate matrix (2.1) can be solved
analytically using the variation of parameters [21]. The result is

































where γ±(t) = ν[λU(t)± λD(t) ]. This matrix describes dynamics of the system.
2.1.2 Energetics
The master Eq. (1.3) for N = 2 can be solved for arbitrary transition rates. On
the contrary, exact solutions of the corresponding Eq. (1.13), which describes
energetics during a given process, are known only for few specific settings. In
the following we give two exactly solvable models [35, 179] and one model which
was, up to now, solved only approximately, nevertheless is quite important from
the physical point of view [122]. Without loose of generality we assume for all
the three models that the degeneracy of the two levels, Ωi, equals 1, i.e., the free
Fig. 2.1: The two-level model.
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energies (1.1) and energies (1.2) coincide. We consider the symmetric, linear form
of the driving






(t− t′) , (2.3)
i.e., the gap between the two energy levels changes with the constant velocity





In all the three settings we assume that the transition rates λL(t), λR(t) fulfill
the (time local) detailed balance condition (1.4), i.e.,
λD(t) = exp {−β [E1(t)− E2(t)]}λU(t) = exp [2βE2(t)]λU(t) . (2.5)
In such case the rate matrix (2.1) reads
!(t) = λU(t)
(
1 − exp (−βU) exp [−βV (t− t′)]
−1 exp (−βU) exp [−βV (t− t′)]
)
(2.6)
and the only function which remains to be specified is the rate λU(t). Assume
that the two levels are separated by the free energy barrier (see Fig. 2.1)
∆(t) = ∆− V∆(t− t′) , (2.7)
which decreases/increases with the constant velocity V∆. Intuitively, the transi-
tion rate λU(t) should be a decreasing function of the barrier height ∆(t). In the
following we give three examples of possible physical choices of λU(t).
Metropolis scenario
The simplest possible choice reads λU(t) = exp [−2βE2(t)], i.e., λD(t) = 1. It
is inspired by Monte Carlo simulations, namely by the so-called Metropolis al-
gorithm [126]. In the simulations, the Metropolis algorithm is used for its fast
relaxation of the system towards the thermal equilibrium. It does not describe
well the relaxation processes themselves. However, it turns out that the choice
λU(t) = exp [−2βE2(t)] is mathematically very similar to the more physical choice
λU(t) = exp [−β∆(t)] , V∆ = V . (2.8)
We call this choice of the transition scenario the Metropolis scenario.
The resulting Eq. (1.13) for this model can be written in the form
∂
∂τ












"̄(η, τ) , (2.9)
with the initial condition "̄(η, 0) = δ(η)#. In Eq.(2.9) we used the abbreviations
τ = τ(t, t′) = β|V |(t− t′) ,
η = η(w,w′) = 2β(w − w′) ,
a =
ν









Solution of Eq.(2.9) for U = ∆ = 0 was derived in [35] (see also [179]). However,
following similar lines as in [35] one can solve Eq. (2.9) also for a general U and
∆. This solution, for V ≥ 0, reads
Ḡ11(η, τ) = δ(τ − η) exp[a(1 − eτ )] +
a2c
2







































1F1 (−ac, 1;φ) , (2.13)




















1F1 (1− ac, 2;φ) , (2.14)
where the auxiliary functions x, y and φ are defined by the formulas





















The solution of Eq. (2.9) for V < 0 follows from interchanging the indices 1
and 2 in Eqs. (2.11)-(2.14). In these Eqs. , the terms proportional to the Dirac
δ-function, δ(·), represent singular parts of the diagonal elements of the matrix
 ̄(η, τ). Their weights equal to the relative frequencies of the trajectories of the
process D(t) that dwell in a given microstate during the whole time interval [t′, t].
The non-singular parts of the functions (2.11)-(2.14) possess finite supports, i.e.,
they are proportional to the differences of the unit-step functions Θ(a, b; x) =
Θ(x − a) − Θ(x − b). The probability density for the work done on a system
with a discrete state space, for finite time processes, always consists of these two
parts. The singular part of the work probability density (WPD) can be always
obtained analytically (see App.B). The symbol 1F1(a, b; z) stands for the Kummer
function of the variable z with the parameters a and b [2,173]. Finally, the matrix
 (w, t |w′, t′) can be calculated from the matrix  ̄(η, τ) as
 (w, t |w′, t′) = 2β  ̄ [2β(w − w′), β|V |(t− t′)] . (2.18)
Heat bath scenario
The choice λU(t) = 1/(1+exp{β∆(t)]}−1, which is often referred to as the Glauber
form [79], is also inspired by the Monte Carlo simulations, namely by the so-called
heat-bath algorithm [41]. This algorithm is customarily used to simulate non-
equilibrium dynamics of, for example, spin systems [128]. For the spin systems
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one often identifies the free energy barrier ∆(t) with the energy difference E2(t)−





We call this choice of the transition scenario the Heat bath scenario.
It is interesting to note that the finite time thermodynamics of this system at
a fixed temperature has been studied recently in connection with a single-level
fermion model for a quantum dot that interacts with a thermal reservoir (metal
lead) through a tunneling junction [60]. Within a description based on a quantum
master equation (neglect of quantum coherency and entanglement between the
system and the reservoir), the level E2(t) in the rates (2.19), being valid in a wide
band approximation, then represents the chemical potential of the metal lead.
When changing the gap between the level and the chemical potential in a given
time interval, the optimal protocol [E1(t)−E2(t)] for extracting the maximal work
was shown to exhibit jumps at the beginning and end of the time interval (see [60]
for a further discussion and [159] for related findings). In this thesis, in Sec.4.1,
we present a detailed analysis of a heat engine based on the hereby described
two-level system (see also [31, 32, 91]).
The resulting Eq. (1.13) for this model can be written in the form
∂
∂τ














 ̄(η, τ) , (2.20)
with the initial condition  ̄(η, 0) = δ(η)!. In this Eq.we again used the abbrevi-
ations (2.10), but now with ∆ = 0. Solution of Eq. (2.20) for U = 0 (c = 1) was
derived in [179]. The solution for a general U was obtained in [91] (see also [31])
and, for V ≥ 0, reads
Ḡ11(η, τ) =
[
(1 + c) exp(−τ)
1 + c exp(−τ)
]a






(1 + cx)1+a(1 + cy)1−a
2F1(1 + a,−a; 1;φ) + (2.21)
+
(1 + a)(1 + c)(1 + cxy)
(1 + cx)2+a(1 + cy)2−a






Θ(−τ, τ ; η) acxay 2F1(a, 1− a; 1;φ)





Θ(−τ, τ ; η) axa 2F1(1 + a,−a; 1;φ)




1 + c exp(−τ)
1 + c
]a







(1 + cx)1+a(1 + cy)1−a
2F1(a, 1− a; 1;φ) − (2.24)
− (1− a)(1 + c)(1 + cxy)
(1 + cx)2+a(1 + cy)2−a




where the auxiliary functions x and y are again given by Eqs. (2.15) and (2.16).
The function φ now reads





The solution for V < 0 follows from interchanging the indices 1 and 2 inEqs.(2.21)-
(2.24). In these Eqs. the terms proportional to the Dirac δ-function, δ(·), and
those proportional to the differences of the unit-step functions, Θ(a, b; x), have
the same meaning as the corresponding terms in Eqs. (2.11)-(2.14). The sym-
bol 2F1(a, b, c; z) stands for the Gauss hypergeometric function of the variable z
with the parameters a, b and c [2, 174]. Finally, the matrix  (w, t |w′, t′) can be
calculated from the matrix  ̄(η, τ) using Eq. (2.18).
Diffusive scenario
The function λU(t) used for diffusive systems assumes the form [84]
λU(t) = exp[−β∆(t)] , (2.26)
where the parameters of the barrier height ∆ and V∆ are general. We call this
choice of the transition scenario the Diffusive scenario. The resulting Eq. (1.13)
for this model can be written in the form
∂
∂τ















 ̄(η, τ) , (2.27)
with the initial condition  ̄(η, 0) = δ(η)!. Here we used again the abbreviations
(2.10). For V∆ = V one regains the exactly solvable Eq.(2.9). However, for V∆ 6=
V new computational difficulties in comparison with Eqs. (2.9) and (2.20) arises
and Eq. (2.27) was not solved, yet. An approximate solution using saddle point
technique was given in [122], where the authors theoretically studied unfolding
of a specifically designed DNA hairpin that, during experiments with optical
tweezers, shows two-state cooperative unfolding [129]. Analysis of such systems
shows usefulness of the method of computer simulations described in App.C (see
also [92]).
2.2 Ehrenfest model
Consider the traditional discrete-time Ehrenfest urn model [50,108,162] with the
total number of balls in the two urns NB (see the illustration in Fig. 2.2). In
each round of the system evolution, a ball is selected with the probability 1/NB
and moved to the other urn. The stochastic process of moving the balls between
the two urns can be described as a Markov chain. We adopt the continuous-time
generalization of the Ehrenfest model introduced in [88], where the time intervals
between the individual moves are taken as independent exponentially distributed
random variables.
Let us denote the (random) number of balls in the left urn at the time t as
M(t). We will investigate the stochastic process D(t) = M(t) + 1, which assumes
the values 1, 2, . . . , NB + 1. In order to describe dynamics and energetics of this
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Fig. 2.2: The Ehrenfest model.
process, we can use all the formulas introduced in Sec.1.1. Assume that the balls
in the left (right) urn are moved to the other urn with the transition rate νλR(t)
[νλL(t)], where the time dependence of the rates stems from an external manip-
ulation with the two urns. In such case the rate matrix  (t), which determines
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The Ehrenfest model describes dynamics of NB uncoupled two-level systems
(balls) [88]. Hence it should be possible to compose the solution of Eq. (1.3)
for a general NB from its solutions for NB = 1. Indeed, for time independent
transition rates, such solution was constructed in [88]. For time dependent tran-
sition rates one can proceed in a similar way. Specifically, let !(t | t′) denote the









i.e., the matrix !(t | t′) is given by Eq. (2.2) with γ±(t) = ν/NB[λL(t)± λR(t) ].
Then the solution of Eq. (1.3) with the rate matrix (2.28) reads










[T11(t | t′)]NB−n−m+k [T21(t | t′)]m−k ×
× [T12(t | t′)]n−k [T22(t | t′)]k , (2.30)
where m (n) stands for the number of balls in the left urn at the time t (t′). In





equals zero whenever b > a.
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2.2.2 Energetics
In order to study the energetics of the Ehrenfest model, one has to specify the
level energies (1.2). We will assume that whenever the ball is in the left urn, its
energy equals −E(t)/2 and, similarly, whenever the ball is in the right urn, its
energy reads E(t)/2 (see Fig. 2.2). Such setting yields the level energies
Ei(t) = −(i− 1)
E(t)
2










and, hence, the matrix  ̇(t) in Eq. (1.13) assumes the form




!− diag{0, 1, . . . , NB}
]
. (2.32)
As in the case of the master Eq. (1.3), it should be possible to compose the
solution of Eq. (1.13), with the matrices "(t) and  ̇(t) given by Eqs. (2.28) and
(2.32), from “one ball solutions”. Indeed, let #(w, t |w′, t′) solve Eq. (1.13) with





Then the matrix Gm+1n+1 (w, t |w′, t′) for the Ehrenfest model with NB ball reads










J11 ∗ · · · ∗ J11︸ ︷︷ ︸
NB−n−m+k
∗ J21 ∗ · · · ∗ J21︸ ︷︷ ︸
m−k
∗
∗ J12 ∗ · · · ∗ J12︸ ︷︷ ︸
n−k










where (A1∗A2∗· · ·∗An)([w], t |w′, t′) =
∫∞
−∞
dw′′A1(w−w′′ |w′, t′)B(w′′, t |w′, t′),
B(w, t |w′, t′) = (A2 ∗ · · · ∗An)([w], t |w′, t′), denotes the multi-convolution in the
work variable w. Validity of this result can be proven by the direct substitution
of the Laplace (Fourier) transformed formula (2.34) into the Laplace (Fourier)
transformed system (1.13). Two specific examples of the transition rates λL(t)
and λR(t) and of the driving E(t) when the matrix #(w, t |w′, t′) can be obtained
analytically are discussed in Sec. 2.1.
If the transition rates assume the Glauber form (2.19) (see also [79] and
Subs. 2.1.2) the presented Ehrenfest model describes dynamics and energetics
of the system of NB non-interacting spins in a time dependent magnetic field. In
such case M(t) and D(t) reflect the total magnetization of the system at the time
t and W(t, t′) corresponds to the (random) work needed to arrange the individual
spins. The work distribution (1.16) for this system for the case of large NB was
investigated analytically in the works [100, 149]. It was found that the WPD
exhibits exponential tails: ρ(w, t) ∝ exp[−NB φ(w, t)]. On the other hand, for
an arbitrary NB, the work distribution was investigated only using Monte Carlo
simulations [90]. As far as we know this is for the first time the exact WPD for
an arbitrary NB, given by Eqs. (2.21)-(2.24) and (2.34), is presented.
35
2.3 Infinite-level model
Consider a system with infinite number of energy levels and with the infinite
three-diagonal transition rate matrix
 (t) = [λR(t) + λL(t)]!− λR(t)"R − λL(t)"L , (2.35)
where ! stands for the infinite unity matrix and the matrices "R and "L have
the matrix elements
["R]ij = δij+1 , ["L]ij = δij−1 , i = . . . ,−1, 0, 1, . . . . (2.36)
Here δij stands for the Kronecker δ. The transition rate from the level i to the
level i + 1 thus is, for any integer i, given by νλR(t). Similarly, the transitions
from the level i to the level i− 1 occur, for any integer i, with the rate νλL(t).
2.3.1 Dynamics
The dynamics of the system is described by the master Eq. (1.3) with the rate
matrix (2.35). Owing to the special form of the matrices "R and "L this Eq.can
be solved analytically regardless the specific form of the functions λR(t) and λL(t).
Below we derive the solution using the algebraic approach introduced in [194].
Formally, the solution of Eq. (1.3) reads








= exp [−(ΛR + ΛL)!+ ΛR"R + ΛL"L] , (2.37)
where the functions ΛR and ΛL are given by













All the matrices in the exponent in Eq. (2.37) commute, i.e., "R"L −"L"R = 0
etc, and therefore one can rewrite the formal solution (2.37) as
#(t | t′) = exp[−(ΛR + ΛL)] exp(ΛR"R) exp(ΛL"L) . (2.39)
This formula already represents the exact solution of the master Eq. (1.3). The
individual matrix elements of #(t | t′) read













where Iν(x) stands for the modified Bessel function of the first kind [2].
36
2.3.2 Energetics
Let the energies (1.2) of the individual levels of the system read
Ei(t) = −ε iF (t) = −ε i (F0 + V t) . (2.41)
In such case the matrix  ̇(t) in Eq. (1.13), which describes the energetics of the
system, assumes the form
 ̇(t) = −ε V ! , [!]ij = iδij . (2.42)
Instead of solving Eq. (1.13) directly, we focus on its Laplace transform 1.
This means that we face the set of ordinary differential equations
d
dt
"̃(s, t | t′) = − [−εV s!+ ν{[λR(t) + λL(t)]#−
−λR(t) R − λL(t) L}] "̃(s, t | t′) , (2.43)
with the initial condition "̃(s, t′ | t′) = #. The Laplace variable s corresponds to
the work variable (w−w′). The matrices on the right-hand side of Eq. (2.43) do
not commute. In order to solve this Eq. , we again follow the procedure proposed
in [194]. Let us define two auxiliary matrices, $̃(s, t | t′) and %̃(t), by the formulas
"̃(s, t | t′) = exp[x(t− t′)!] $̃(s, t | t′) ,
%̃(t) = exp[−x(t− t′)!]%(t) exp[x(t− t′)!] ,
(2.44)
where
x = x(s) = εV s . (2.45)
The matrix $̃(s, t | t′) obeys the set of ordinary differential equations
d
dt
$̃(s, t | t′) = −ν
{
[λR(t) + λL(t)]#− λ̃R(t) R − λ̃L(t) L
}
$̃(s, t | t′) , (2.46)
with the initial condition $̃(s, t′ | t′) = #. Here the auxiliary functions λ̃L(t) and
λ̃R(t) are given by
λ̃R(t) = λ̃R(s, t) = λR(t) exp(xt) ,
λ̃L(t) = λ̃L(s, t) = λL(t) exp(−xt) .
(2.47)
Eq. (2.46) can be derived using the commutation relations  R! − ! R = − R
and  L!− ! L =  L. Note that for u = 0 this Eq. coincide with Eq. (1.3) for
the matrix (2.37). All the matrices on the right hand side of Eq. (2.46) commute
and hence, as in the case of the matrix &(t | t′), we have









where the two auxiliary functions Λ̃R and Λ̃L are defined as













1Here we assume that the transformation exists.
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Finally, the matrix elements of the matrix  ̃(s, t | t′) = exp[x(t − t′)!] "̃(s, t | t′)
are given by













Note that  ̃(0, t | t′) = #(t | t′). Once the two transition rates λL(t) and λR(t)
are specified, the matrix  (w, t |w′, t′) can be obtained from the matrix  ̃(s, t | t′)
using the inverse Laplace transform.























where q0 = exp (−εβf0/2), the present model becomes in the limit ε → 0
equivalent to the diffusion of a particle driven by the time-dependent poten-
tial F(x, t) = E(x, t) = ε if(t) = xf(t), f(t) = f0 + vt. In such case D stands
for the diffusion constant, the particle position reads x = ε i and −f(t) is a spa-
tially independent force applied on the particle. It can be seen from Eqs. (1.37)
and (1.43) that, for this setting, both the particle position X(t) and the thermo-
dynamic work done on the particle W(t, t′) are linear functions of the Gaussian
white noise N(t). Therefore both the solution of Eq.(1.38) and that of Eq.(1.45)
are given by a Gaussian distribution [125]. Calculation of the WPD for a similar
model is presented in Sec. 3.2.
2.4 Kittel zipper
The following work was published with minor modifications in [93].
2.4.1 Introduction
The Watson-Crick double-stranded form represents the thermodynamically stable
state of DNA in a wide range of temperature and salt conditions. However,
even at standard physiologic conditions, there always exists possibility that the
double-helix is locally unzipped into two strands both at its ends and in its
interior [13, 68, 85, 127, 141]. If the interior unzipping is neglected, the unfolding
of the two strands can be described by a simple zipper model [46, 75, 110]. This
model, while including several simplifications, emphasizes the essential ingredient
of the unzipping process, that means the competition between the entropic forces
which tend to open the macromolecule, and the energetic forces that tend to
condense it into its double-stranded form.
In the last two decades, new experimental techniques have been developed
for detailed analysis of unzipping processes. A powerful technique are single
molecule manipulations by optical tweezers [115, 117, 118, 137, 150, 151], where
biomolecules are unfolded and refolded by applying mechanical forces. Because
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single molecules are subject to strong fluctuations, a stochastic description of the
unfolding/refolding kinetics becomes necessary. Investigation of these stochastic
processes can be useful to understand how biomolecules unfold and fold under
locally applied forces [67, 123, 183, 184], as, for example, when mRNA passes
through the ribosome during the translation process [81, 144], or when DNA is
unzipped by helicase during the replication process [111, 180].
A particularly interesting part in the analysis of unzipping processes is the
application of integral or detailed fluctuation theorems [22, 56, 57, 138, 151, 165]
(see also Sec.1.3) to estimate free energy differences between folded and unfold-
ed states (see, e.g., [19]). Their advantage is that they can be applied also to
protocols, which drive the considered system far from equilibrium. It is thus not
necessary to perform the unfolding/folding under quasi-static near-equilibrium
conditions, where the process becomes reversible. Most popular theorems are the
Crooks fluctuation theorem [43] and Jarzynski equality [104]. These relate to the
distribution of work performed on the molecule during the process. Unfortunately
it is not easy to get theoretical insight into characteristics of the underlying work
distributions in far-from-equilibrium processes, since the work is a functional of
the whole stochastic trajectory. Investigations have been conducted for simple
spin systems driven by a time-dependent external field [30,31,35,52,90,179] and
for diffusion processes in the presence of a time-dependent potential [11,125]. An-
alytical solutions are known for two-level systems [31,35,122,179] and for systems
with one continuous state variable [11, 125].
In this Sec.we present analytical results for the work distribution for a multi-
state system, which is motivated by a model proposed by Kittel for describing
the melting transition of DNA molecules [110]. In order to derive analytical re-
sults, we had to consider a stochastic process with directed forward and forbidden
backward transitions between states. As a consequence, detailed balance (1.4) is
broken and fluctuation theorems, as mentioned above, will not hold true. On the
other hand, kinetic Monte Carlo simulations of the stochastic process show that,
for at least certain parameter settings in the model, the restriction of forbidden
backward transitions is not so severe and events dominating the integrand in the
Jarzynski equality are not very rare. It is important to point out that these pa-
rameter settings are not related to any experimental conditions. In more realistic
settings rare events would play the decisive role and in such cases it becomes
difficult to determine tails of the work distribution with sufficient accuracy (see,
for example, App.B). Also the relation of the work considered in our study to the
thermodynamic work measured in an unzipping experiments needs to be treated
with care. These problems are discussed in detail in Subs. 2.4.2 and they imply
that the theory cannot be applied to experiments at this stage. Nevertheless,
our findings should be useful because the connection to experiments seems not
completely out of reach and because they widen the range of hopping models,
where analytical results for work distributions are available.
2.4.2 Unzipping in an extended Kittel model
Kittel’s model [110] is a simplified version of the Poland-Scheraga model [141]
for the equilibrium properties of DNA molecules, which got renewed attention in
the last ten years [119]. In contrast to the Poland-Scheraga model, it disregards
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the possibility of any interior openings (bubbles) of double-stranded parts of the
molecule. Despite this simplification, it is already sufficient to understand the
origin of a melting transition.
A molecule in Kittel’s model [110] has N links in its fully folded state, see
Fig. 2.3. Different energy levels k = 1, . . . , N of the molecule refer to configu-
rations, where (k − 1) of the links are opened in a row. The difference Uk − U1
of the internal energy of a microstate with (k − 1) open links and the ground
level k = 1 (no open links) is equal to (k − 1)∆, corresponding to a loss of
chemical bond energy ∆ per broken link. With each broken link, the molecule
gains G degrees of freedom, which characterize the win of conformational degrees
of freedom when double-stranded DNA is transferred to single stranded DNA.
The entropy difference Sk − S1 between the level k and the ground level then
becomes kB lnG
k−1 = kB(k − 1) lnG, i.e., the multiplicity Ωk of the level k is
Gk−1. The free energy Gk of the level k at a temperature T is thus given by
Gk = G0 + (k − 1)[∆ − kBT lnG] and the equilibrium properties can be readily
worked out by considering the partition sum Z =
∑N
k=1 exp(−βGk).
In extending this model to treat unfolding kinetics, the molecule is supposed
to unzip successively, one link in each step, as a consequence of a strong external
driving. Such external driving can be caused by a local force or a pH gradient,
as indicated in Fig. 2.3. With respect to pulling experiments on single DNA
molecules out of equilibrium, there is evidence that a neglect of interior openings
can become even less relevant than for the equilibrium properties. For exam-
ple, far away from the melting temperature, e.g. at standard room temperature
conditions (298 K), the unfolding kinetics of DNA hairpin molecules could be
successfully described by assuming no interior openings and thermally activated
unzipping transitions [122,123]. Moreover, molecular fraying can be identified in
individual unzipping trajectories by considering the size of force jumps. There-
by microstates with interior openings can be systematically excluded from the
analysis [54].
We assume that the driving lowers the energy differences by an amount pro-
portional to (k − 1)t, i.e., open microstates with a larger number of broken links
are favored with increasing time. If we take the ground level energy as the refer-
ence point, E1 = 0, we obtain for the free energies (1.1) and energies (1.2) of the
individual levels
Fk(t) = (k − 1)(∆− vt− kBT lnG) , k = 1, . . . , N , (2.52)
Ek(t) = (k − 1)(∆− vt) , k = 1, . . . , N , (2.53)
where the parameter v has the dimension of an energy rate and characterizes





Fig. 2.3: The zipper model.
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Following established theoretical descriptions for the rupture kinetics of the
bonds [54, 122, 129], the Kramers-Bell form [12] is used for the time-dependent
transition rate λkk+1 from level k to level (k + 1),
λkk+1(t) = ν̃ exp[−βFkk+1(t)] . (2.54)
Here ν̃ is an attempt frequency and Fk,k+1(t) denotes the free energy barrier for
the transition, i.e., the difference of the free energy at the saddle point separating
levels k, (k + 1) and the free energy Fk in level k, see Fig. 2.1. The barrier
Fkk+1(t) is considered to be composed of a bare, k-independent free energy barrier,
Fb, which is modified by an amount proportional to the free energy difference,
[Fk+1(t)− Fk(t)],
Fkk+1(t) = Fb + γ[Fk+1(t)− Fk(t)] = Fb + γ[∆− vt− kBT lnG] . (2.55)
In the following we set γ = 1 2. Note that Fkk+1(t) and thus λ(t) ≡ λkk+1(t)
in Eq. (2.54) are independent of k. The attempt frequency ν̃ in Eq. (2.54)
was reported [37] to be approximately proportional to the ratio of the diffusion
constant of the molecule in water to the water viscosity. We assume here a linear
dependence of this ratio on the temperature T , i.e., we take ν̃ = ν(T/T0), where
ν and T0 are positive constants. Thus we obtain





, d = ∆+ Fb . (2.57)
If the (time local) detailed balance (1.4) is obeyed, i.e., λkk+1(t) exp[−βFk(t)] =
λk+1k(t) exp[−βFk+1(t)], the rates λk+1k(t) ≡ λb for backward (refolding) transi-
tions become both independent of k and t,




Note thatG appears here in the denominator, which means that the ratio λb/λ(t) =
exp(β∆−βvt)/G of backward to forward rates becomes small for large degenera-
cy factors G. This reflects the fact that it is difficult for the flexible unfolded part
of the molecule to find proper configurations, which would allow for a reformation
of (hydrogen) bonds. The model with the rates given by (2.56) and (2.57) for
N = 2 (the molecule represented by a two-level system) is exactly solvable (for
details see Subs. 2.1.2).
If the model would refer to the hopping motion of a particle between time-
dependent energy levels Ek(t), the work performed on the system (for one real-
2Smaller (larger) γ would correspond to saddle points lying closer to level k(k+1) in config-
uration space. The derivations in Secs. 2.4.3 and 2.4.4 can be performed analogously for any
γ and Fb.
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ization of the stochastic process), (1.10), would be















where D(t) denotes the (random) microstate of the molecule at time t and tk
is the (random) time at which the transition from level k to (k + 1) (rupture
of kth bond) takes place (t1 = t
′ = 0 being the initial time). The last line in
Eq. (2.59) follows from the fact that the entropy in the extended Kittel model is
not dependent on time, i.e., for given k, differences between internal energies and
between free energies at distinct times equal.
The work in Eq. (2.59) can be related to the thermodynamic work Wf in
an unzipping experiment under force control. As pointed out in [3], work in
thermodynamics is the internal energy transferred to a system upon changing
the control parameters for given system configuration (see also Secs. 1.2.3 and
3.1). This means that, when the force f = f(t) is the control variable and the




df X 3. Stochastic changes of the molecular extension occur mainly due
to bond rupture, while in between transitions the response will be rather smooth
and, under neglect of small thermal fluctuations, can be represented by a function
x(k, f). This specifies the mean end-to-end distance of the unfolded part in
microstate k at force f (as often modeled by, e.g., the freely jointed or worm-like












df x(k, f) . (2.60)
In more detailed energy landscape models, the free energy Ftot(k, f) of the
molecule in level k under loading f can be represented as Ftot(k, f) = FF0(k)−
fx(k, f)+Fstr(k, f) (see, e.g., [123]), where F0(k) is the free energy in the absence
of loading and Fstr(k, f) the elastic energy of the unfolded part upon stretching.




dx f̃(k, x) = fx(k, f)−
∫ f
0
df ′ x(k, f ′) , (2.61)
where f̃(k, x) denotes the inverse function of x(k, f) with respect to f . Accord-
ingly, at a given k, the work for stretching upon increasing the force from fa to
3Force controlled experiments are achievable with magnetic tweezers or with optical tweezers
operating in the force clamp mode. In the latter case, the conjugate variable to the applied
force f should better be taken as the trap-pipette distance (rather than the molecular extension)
because for this definition the fluctuation theorems are obeyed. Both definitions differ only by a






df x(k, f) = Fstr(k, fb)− fbx(k, fb)−Fstr(k, fa) + fax(k, fa)
= Ftot(k, fb)− Ftot(k, fa) . (2.62)
This just means that the stretching at fixed k is assumed to take place quasi-
statically, i.e., the variation of the force is supposed to occur on a time scale much
slower than the correlation time of end-to-end distance fluctuations. Inserting this
result into Eq. (2.60) yields




[Ftot(k, f(tk+1))− Ftot(k, f(tk))] , (2.63)
from which it becomes clear that Wf(t) equals W(t), if Ftot[k, f(t)] is identified
with the free energy Fk(t) in the extended Kittel model.
As said above, we were able to find analytical results for the work distributions
if N = 2 (Subs.2.1.2), or if the backward rates in Eq. (2.58) were negligible. We
are interested here in the model itself and will not make attempts to assign values
to the parameters in the transition rates λ(t) [Eq.(2.56)] and λb [Eq.(2.58)], and
appearing also in the level free energies in Eq. (2.52), which are connected to
real experiments. Nevertheless, with respect to the value of the analytical results
for N > 2 in connection with fluctuation theorems, the question arises whether
a neglect of backward rates could be acceptable, at least for certain parameter
settings. To check this, we have performed kinetic Monte Carlo simulations of the
stochastic process. Because the forward rate from Eq. (2.56) can be written as
λ(t) = λbG exp(−β∆+βvt) and the free energy differences appearing in Eq.(2.59)
by [Fk(tk+1)−Fk(tk)] = −v(k− 1)(tk+1− tk), the dynamics and energetics of the
model is completely specified by the parameters λb, G, v, and T (and N if we
consider a complete unfolding). For illustration and discussion of representative
results, we use ∆, ∆/kB, and ν
−1 as units for energy, temperature and time,
respectively.
Simulations were performed for fixed N = 10, T = 1 and λb = 1, and a set
of v and G values varying in the intervals v = 0.01 − 3.3 and G = 10 − 1000,
respectively. We always started the unfolding from the fully closed microstate,
i.e., pk(0) = δk,1
4. Probabilities pN(t) of complete unfolding (occupation of level
N) until time t were determined and an unfolding time tU defined by requir-
ing that at t = tU the zipper has unfolded with a probability of 99.9%, i.e.,
pN (tU) = 0.999 (see Subs. 2.4.5). We then considered the work distributions
4 In this case one can show (cf. Sec. 1.3) that 〈exp(−βw)〉 = φ(t) exp{−β[F (t)−F1(0)]} =
φ(t) exp[−βF (t)], where F1(0) = 0 from Eq. (2.52) and F (t) = −β−1 ln[(AN − 1)/(A − 1)],
A = exp[−β(∆ + vt)]/G, is the free energy for an equilibrated system with level free energies
Fk(t) (protocol variables) at time t; φ(t) is the probability for the zipper to be in the fully closed
microstate k = 1 under the reversed protocol, if the system is initially in to the equilibrium
state exp{β[F (t)− Fk(t)]}. The situation when the system is initially in thermal equilibrium,
and hence the standard Jarzynski equality (1.61) is valid, is discussed in App. B). It turns
out that in this case, in order to get the tails of the WPD correctly, the refolding can not be
neglected.
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ρ(w, tU) at t = tU and the weighted distributions exp(−βw)ρ(w, tU), correspond-
ing to the integrand in the average 〈exp(−βw)〉 =
∫
dw exp(−βw)ρ(w, tU) as it
appears in the Jarzynski equality. It was found that backward rates turn out
to have a minor importance when the forward rates are much larger than the
backward rates during the whole unfolding process or when v is large enough.
Specifically, the error in calculating 〈exp(−βw)〉 is smaller than 5% when v & 3
for G = 10, v & 0.1 for G = 100, and v & 0.01 for G = 1000. As representative
examples we show in Fig. 2.4 simulated results (blue lines) with nonzero back-
ward rates in comparison with analytical results (green circles) for zero backward
rates (see Subs. 2.4.4) for pN(t), ρ(w, tU), and exp(−βw)ρ(w, tU), and parame-
ters v = 0.25, G = 10 [panels labeled with a)] and G = 1000 [panels labeled
with b)]. As can be seen from the figure, for the case of large G (small backward
transitions), the simulated results for pN(t), ρ(w, tU), and exp(−βw)ρ(w, tU) are
almost indistinguishable from the analytical results.
The remaining part of this Sec. is organized as follows. In Subs. 2.4.3 we
specify the equations for the time evolution of the system state [Eq.(1.3)] and for
the quantities describing the energy transformations [Eq. (1.13)]. In Subs. 2.4.4
we derive exact analytical solutions of these equations and in Subs. 2.4.5 we
discuss our findings.
2.4.3 Formalization of the model
Let pk(t), k = 1, . . . , N , be the occupation probabilities of the k-th level. The
dynamics of these functions for the above described model is governed by master
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where λ(t) is given by (2.56). Without loose of generality we will consider only
the case when the initial condition is set at the time t′ = 0. In such case we
can simplify the notation used in Sec. 1.1. We will write  (t | 0) ≡  (t) for the
solution of Eq. (1.3), !(w, t | 0, 0) ≡ !(w, t) for the solution of Eq. (1.13) and
we will omit the variable t′ for other quantities such as work and heat. Moreover,
in the following, we always start with the completely closed zipper, that means
pk(0) = δk1. The individual occupation probabilities (1.6) then read
pi(t) = Ri1(t) . (2.65)
The energetics of the zipper is described by Eq. (1.13), where the matrix Ė(t)
is the (N ×N) diagonal matrix
Ė(t) = diag{Ė1(t), . . . , ĖN(t)} = −v diag{0, 1 . . . , N − 1} . (2.66)
Exact solutions of Eqs.(1.3) and (1.13) with the (N×N) matrices L(t) and Ė(t)
given by Eqs. (2.64) and (2.66) will be derived the following Subs. 2.4.4. The
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Fig. 2.4: Simulated results of the model presented in Subs. 2.4.2 with backward
transition rate λb = 0.133 (blue lines) in comparison with analytical results (see
Subs.2.4.4) when neglecting backward transitions (green circles). Panels labeled
with a) and b) refer to degeneracy factors G = 10 and G = 1000, respectively.
The remaining parameters are T = 1, v = 0.25, and N = 10. Panels a1) and
b1) show the probability pN(t) that the zipper has unfolded up to time t and
the insets depict the time-dependence of the forward transition rates (solid line);
the constant backward rate is indicated by the dashed line. Panels a2) and b2)
display the probability densities ρ(w, tU) at the unfolding time tU (tU = 10.67
for G = 10 and tU = 0.47 for G = 1000), and panels a3) and b3) the weighted
probability densities exp(−βw)ρ(w, tU).
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WPD ρ(w, t) follows from from Eq. (1.16), the mean values and variances of the
internal energy, the work and the heat can be calculated from Eqs. (1.22)-(1.24)
and (1.28)-(1.30).
2.4.4 Solution of the model
Owing to the simple two-diagonal structure of the matrix L(t) in Eq. (2.64), the







[exp(βvt)− exp(βvt′)] , (2.67)
where α = g exp(−βd), a recursive treatment of Eq. (1.3) yields
Rij(t) = 0 , i < j ,
Rjj(t) = e











′) , j = 1, . . . , N .
(2.68)
When solving these recursive relations, we obtain the lower triangular matrix




e−Λ(t,0) , j = 1, . . . , N − 1 ; k = 0, . . . , N − 1− j , (2.69)
RNj(t) =
[Λ(t, 0)]N−j
(N − j)! e
−Λ(t,0)
1F1[1, N + 1− j; Λ(t, 0)] , j = 1, . . . , N , (2.70)
where 1F1(a, b; x) denotes the confluent hypergeometric function [2, 173].
For solving Eq. (1.13) we first perform a Laplace transform with respect to





−s Ė(t) + L(t)
]
G̃(s, t) , G̃(s, 0) = I . (2.71)
The matrix which multiplies G̃(s, t) on the right hand side is again a lower two-
diagonal one. Therefore, as in the case of Eq.(2.68), we find the recursive relation
G̃ij(s, t) = 0 , i < j ,
G̃jj(s, t) = e






′)] λ(t′) G̃i−1j(s, t





′)] λ(t′) G̃N−1j(s, t
′) , j = 1, . . . , N .
(2.72)
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Notice that the matrix G̃(s, t) is again a lower triangular one. We now want to
solve these recursive relations. It turns out that all matrix elements of the matrix
G̃(s, t), except the matrix elements G̃Nj(s, t), j = 1, . . . , N − 1, can be explicitly
evaluated by simple integrations:
G̃j+kj(s, t) = e




v(β − s) [exp(βvt)− exp(svt)]
}k
, (2.73)
for j = N , k = 0 and also for j = 1, . . . , N − 1, k = 0, . . . , N − 1− j. Moreover,
we were able to carry out the inverse Laplace transform of these functions. The
resulting diagonal elements Gjj(w, t), j = 1, . . . , N are proportional to Dirac δ-
functions. The remaining ones possess a finite support, i.e., they are proportional
to the differences of the unit-step functions Θ(a, b; x) = Θ(x− a)−Θ(x− b),
Gjj(w, t) = δ[w + (j − 1)vt] e−Λ(t,0) , j = 1, . . . , N , (2.74)





)k exp {β[w + (k + j − 1)vt]}





l! (k − l)!
Θ[(1− j − l)vt, (1− j)vt;w]
[w + (j + l − 1)vt]1−k
. (2.75)
Eq. (2.75) is valid for j = 1, . . . , N − 1 and k = 1, . . . , N − 1− j.
It remains to calculate the matrix elements G̃Nj(s, t), j = 1, . . . , N . The




dt′λ(t′)GN−1j {w − [EN(t)− EN(t′)], t′} , (2.76)
where j = 1, . . . , N − 1. We insert herein the explicit forms of Eqs. (2.74) and










+ (N − 1)t, 0
]}
















w + (N − 1)vt
v(N − j) ,
w + (N − 1)vt
v(N − j − l) ;w, t
]
Θ[−(N − 1)vt,−(j + l− 1)vt;w] +
+ Fjl
[
w + (N − 1)vt
v(N − j) , t;w, t
]




In Eq. (2.78) j ∈ {1, . . . , N − 2} and we have introduced the abbreviation
Fjl(a, b;w, t) =
∫ b
a
dt′ exp [−Λ (t′, 0)]×
[w + (N − 1)vt− (N − j − l)vt′]N−j−2 . (2.79)
The main results of this Subs.are Eqs.(2.69) and (2.70), which give the solution
of the master Eq. (1.3), and Eqs. (2.74)-(2.79) which present the solution of
Eq. (1.13). We now turn to the discussion of these results.
2.4.5 Discussion
In Kittel’s work [110] the equilibrium properties of the zipper are studied. The
mean number of open links in equilibrium always increases with increasing tem-
perature, but the form of this increase is different for the degeneracy factor G = 1
[cf. Fig. 2.5a1)] and for G > 1 [cf. Fig. 2.5a2)]. For G = 1, the mean number
of open links increases smoothly with a concave curvature, while for G > 1, the
curve exhibits a sharp increase in a narrow temperature interval and resembles a
first-order phase transition. In the following discussion of representative results
for the non-equilibrium dynamics and energetics, we use d, d/kB, and ν
−1 as units
for energy, temperature and time, respectively.
In the unidirectional unzipping process, the time evolution towards the com-
pletely unzipped microstate is again sensitive to the degeneracy factor G. Let
us define an unfolding time tU by the condition that at t = tU the zipper has
completely unfolded with a probability of 99,9%, i.e.,
pN(tU) = RN1(tU) = 1− ε , (2.80)
where ε = 0.001. With respect to the N dependence of tU (and other quantities
to be discussed below), we found that its behavior is similar for N = 2 and
N > 2, and we therefore restrict the following discussion to the two-level case
N = 2. Eq. (2.80) can then be inverted after inserting RN1(tU) from Eq. (2.70)











For small temperatures [large argument of the exponential and/or small pref-
actor g in Eq. (2.56)] the transitions are driven predominantly by the magni-
tude of the energy gap between the closed and the opened microstate. For
large temperatures [small argument of the exponential and/or large prefactor
g in Eq. (2.56)] by contrast, the dynamics is governed by the entropy difference
between the closed and the opened microstate, and hence by the degeneracy
factor G. The dependence of the unfolding time tU on G and T is plotted in
Fig. 2.5b) for a representative set of parameters. For any fixed nonzero tem-
perature, the unfolding time decreases with increasing G, while for fixed G, the
temperature-dependence of the unfolding time exhibits a maximum at a temper-
ature T = Tmax(G), where Tmax(G) decreases with increasing G, see Fig. 2.5b).
Let us now consider a certain temperature T0 and call, for this tempera-
ture, the fast-unzipping regime and slow-unzipping regime the ranges of G-values,
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Fig. 2.5: Left two panels: Mean number of open links in equilibrium for Kittel’s
molecular zipper as a function of the reservoir temperature T for N = 50 links,
and [a1)] G = 1 and [a2)] G = 2. Right panel b): Unfolding time tU , Eq. (2.81),
as a function of T and G for T0 = 7.5, v = 0.25, and N = 2. Above (below)
the horizontal plane in the graph, the opened (closed) microstate is energetically
favored. In the base plane, the temperature Tmax of maximal unfolding time in
dependence of the degeneracy factor G is shown.
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Fig. 2.6: Dynamics of a) the energy levels [Eq. (2.53)], b) the occupation proba-
bility pN(t) of the opened microstate [Eq. (2.65)], and c) the probability density
ρ(w, tU) of the work [Eq. (1.16)] for G = 1 and several values of the reservoir
temperature T . The other parameters are the same as in Fig. 2.5. The assign-
ment of the line styles to the temperature given in the legend of c) applies also
to parts a) and b). In a) we compare the dynamics of the two energy levels
with the unfolding time tU [Eq. (2.81)] at different temperatures marked by the
vertical lines. The solid (dashed) line gives the energy E1(t) [E2(t)] of the closed
(unzipped) microstate. The arrows in c) represent the weights and the positions
of the δ-functions, which form the singular part of the probability density.
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Fig. 2.7: Same quantities as in Fig. 2.6 for G = 50 and otherwise the same set
of parameters.
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Fig. 2.8: Upper two panels: Mean value of the internal energy [Eq. (1.22)],
work [Eq. (1.23)] and heat [Eq. (1.24)] as a function of time for a1) G = 1 and
b1) G = 50. Lower two panels: Variances of internal energy [Eq. (1.28)], work
[Eq. (1.29)] and heat [Eq. (1.30)] as a function of time for a2) G = 1 and b2)
G = 50. The temperature is T = 0.75 and the other parameters are the same as
in Fig. 2.5.
where Tmax(G) < T0 and Tmax(G) > T0, respectively. In these two regimes the
dynamics and energetics of the molecular zipper exhibit a qualitatively different
behavior. In particular we find (i) a different time-dependence of the N -th lev-
el’s occupation probability, cf. Figs. 2.6b) and 2.7b), (ii) a different form of the
curves describing the work needed to open the zipper, cf. Figs. 2.6c) and 2.7c),
(iii) a different mean value of heat accepted by the zipper during the unzipping,
cf. Figs.2.8a1) and 2.8b1), and iv) different values of the variances of the internal
energy and heat during the unzipping, cf. Figs.2.8a2) and 2.8b2). These features
will be now discussed in more detail.
Fig.2.6 illustrates the slow-unzipping regime. The probability pN(t) that the
zipper has reached the opened microstate until time t first increases slowly. After
the time d/v the energy of the opened microstate becomes lower than that of
the closed one. This leads to more frequent transitions and accordingly pN(t)
increases more rapidly. Notice that the curves exhibit a change of their second
derivative. The WPD during the unzipping has a maximum located inside its
finite support, cf. Fig. 2.6c). The value of the work at the left (right) border of
the support equals the work done on the zipper when it dwells during the time
interval [0, tU ] in the opened (closed) microstate. From the position of the WPD
peak we can conclude that, for a typical trajectory of the stochastic process D(t),
the work consists of two comparable fractions. The first (second) part of the
work is performed while the system dwells in the closed (opened) microstate. At
time tU, 0.1% of the trajectories will give molecules still residing in the zipped
microstate. These trajectories contribute to the singular (δ-function) components
of WPDs, which are depicted in Fig.2.6c) by the vertical arrows [31,35,52,179].
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Note that the curves plotted for the temperatures T = 1 and T = 1.25, which are
close to the temperature Tmax(G) for G = 1, cf. Fig.2.5b), become similar to the
curves for these temperatures obtained in the fast-unzipping regime for G = 50,
see Fig. 2.7.
Fig. 2.7 illustrates the fast-unzipping regime. The probability pN(t) rapidly
increases from the very beginning of the process, cf. Fig. 2.7b), i.e., the zipper
opens before the opened microstate becomes energetically preferred. The maxi-
mum of the WPD is located at the left border of its support, cf. Fig.2.7c). This
means that, for the majority of the trajectories, the substantial part of the work
is done while the system dwells in the opened microstate. Note that the curves
plotted for the temperature T = 0.25, which is close to the boundary temper-
ature Tmax(G) for G = 50, cf. Fig. 2.5b), become similar to the curves for this
temperature in the fast-unzipping regime for G = 1, see Fig. 2.6.
Fig. 2.8 illustrates the dynamics of the thermodynamic quantities (1.22)–
(1.30) in the two unzipping regimes. For an arbitrary trajectory of D(t) which
resides during the time interval [t′, t] in the i-th level, the work performed on the
system is Ei(t) − Ei(t′), cf. Eq. (2.59). In our model, the energies of the levels
decrease linearly with time and accordingly the mean work is a monotonically
decreasing function of time, see Figs.2.8a1) and 2.8b1). Heat is exchanged with
the reservoir when the molecule changes its microstate. It is absorbed by the
molecule if the transition brings the molecular zipper to a level with higher energy.
Since in our setting the transitions are unidirectional, the molecule necessarily
absorbs heat up to the time tE = d/v, where the energies of the levels become the
same, cf. Figs.2.6a) and 2.7a). For times t > tE , the molecule delivers heat to the
environment. In the slow-unzipping regime we have tU > tE . This implies that
the mean heat first increases and then decreases, cf. Fig. 2.8a1). By contrast, in
the fast-unzipping regime where tU < tE , the mean heat monotonically increases,
cf. Fig. 2.8b1). Finally, due to the transitions to the level with higher energy at
the very beginning of the process, cf. Figs.2.6 and 2.7, the mean internal energy
(1.22) develops a single maximum.
The variances of U(t), W(t) and Q(t), cf. Eqs. (1.28)–(1.30), are plotted in
Figs. 2.8a2) and Figs. 2.8b2). If the variance of the internal energy approaches
zero, the variance of the work becomes equal to that of the heat. All variances
approach constant values at large times. In fact, for t > tU , almost all trajectories
have brought the molecule into the opened microstate. As a consequence, the
increments to the work, heat and internal energy are nearly constant during the
time interval [tU, t]. Therefore the form of their probability densities does not
change, the curves just move along the energy axis.
The probability density for the internal energy has no continuous component.
In general it consists of N δ-functions located at the energies of the individual
levels. The corresponding weights are given by the occupation probabilities of the
levels. In the slow-unzipping regime, [∆U(t)]2 vanishes at time t = 0 and at time
tE = d/v, when the level energies are equal, and it becomes very close to zero
for t & tU. In between these time instants, the variance develops a maximum, cf.
Fig.2.8a2). In the fast-unzipping regime, the function [∆U(t)]2 displays just one
maximum, cf. Fig. 2.8b2), because tU < tE .
In both the fast and slow unzipping regime, the variance of the work mono-
tonically increases and approaches a constant for large times, cf. Fig.2.8a2) and
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Fig. 2.8b2). The absolute value of the first derivate of the variance [∆Q(t)]2 is
given by the product of the two quantities, the energy difference between the
closed and the opened microstates at time t and the probability that the zipper
opens at the time t, which were shown in Figs.2.6 and 2.7. In the slow-unzipping
regime, the majority of the transitions occurs during the time interval [tE , tU].
During this time interval, the energy difference between the levels monotonically
increases. In the fast-unzipping regime, by contrast, nearly all transitions take
place before time tE/2. The sooner the transition, the larger is the amount of
transferred heat. As a result, at small times, the heat probability density has one
peak at a large value, coming from the trajectories with a transition to the opened
microstate, and another peak at zero heat exchange, originating from trajectories
without a transition. With increasing time the amount of the trajectories with a
transition to the opened microstate increases rapidly, and the peak close to zero
heat moves towards the peak at a large heat value. This explains the behavior of
the heat variances in Figs. 2.8a2) and 2.8b2).
Finally, one may ask how our results are affected if the variation (“static
disorder”) in base pairing energies is included in the modeling. To this end
we have performed Monte Carlo simulations [92] of the stochastic process for a
molecular zipper with N = 10 energy levels, where the initial energies Ek(0) = Uk,
k = 1, . . . , N , in Eq. (2.53) are given by Uk = (k − 1)(∆ + ηk), corresponding to
different losses of energies due to variations in base pair bondings. The ηk were
chosen as random numbers from a box distribution in the interval [−∆/3,∆/3].
Results from these simulations for a number of realizations of this disorder were
compared to the predictions of the analytical theory for the ”ordered case”, where
Uk = (k− 1)∆. We found that, for typical realizations of sets of ηk, the shapes of
the work distributions are very similar, while the peak positions and peak heights
are shifted slightly. Also the probability distributions pN(t) for the zipper to fully
open until time t are, for these sets of ηk, very similar in shape. Analogous to the
peak positions of the work distributions, the onset of opening shifts slightly from
realization to realization. The shifts of the peaks and of the onset of the opening




3. Continuous State Space
Models
3.1 The two works – a toy model
In this Sec.we illustrate the difference between the two work definitions (1.44)
and (1.53) on two specific models. Specifically, we demonstrate validity of the
individual formulas presented in Subs. 1.2.3. Moreover, we introduce two ex-
amples of externally controlled parameters Y (t) used in single molecule experi-
ments [3, 40, 150, 151].
Consider a microscopic spring in contact with a heat reservoir, which is, by
one of its ends, attached to a wall located at x = 0. For sake of mathematical
simplicity we assume that the force exerted by the spring equals zero when its
elongation vanish, i.e., when its free end is at x = 0, and that the spring can be
stretched either in the positive and in the negative direction. Our goal will be
simple: to stretch the spring.
In such situation the microstate of the system is determined by the random
spring elongation X(t) ∈ (−∞,∞) and the energy (free energy) landscape of the
system alone (the spring) assumes the form




where km denotes the spring stiffness. Having in mind that we perform our exper-
iment at microscale, it seems difficult, although possible, to apply a controllable
force on the free end of the spring directly [3]. Instead one would rather stretch
the spring indirectly by inserting its free end into an externally controlled poten-
tial. This setup is sketched in Fig. 3.1, the setup when the spring is stretched
by a directly controlled force is depicted in Fig. 3.2. We first analyze the setup
where the force is applied indirectly.
3.1.1 Indirectly controlled force
Assume that the interaction potential applied on the spring is parabolic and that
the single control parameter is the position of its minimum Y (t) = Y (t) = Y ,
i.e.,
Ṽ(x, Y ) = 1
2
ko(x− Y )2 . (3.2)
Eqs. (3.1) and (3.2) yield the total energy (free energy) of the compound system
via Eqs. (1.35) and (1.36). Specifically we have






ko[x− Y (t)]2 . (3.3)
The whole setting is depicted in Fig. 3.1. Assume that the minimum of the
potential is shifted during the time interval [t′, t] from the position Y (t′) = 0 to a
new one, Y (t). In such case the thermodynamic work (1.44) and the mechanical
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Fig. 3.1: Stretching of a spring via force controlled indirectly by the position of
the minimum of an external potential.
work (1.53) are given by
W(t, t′) = ko
∫ t
t′











Assume that the potential changes quasi-statically, then the mean values of these




Y (t) . (3.6)












[Y (t)]2 . (3.8)
On the other hand, the increase of the free energy of the compound system
(system-interaction) and that of the system itself are given by





[Y (t)]2 , (3.9)
∆F0(t, t





[Y (t)]2 , (3.10)
respectively, and hence the relations (1.55) and (1.57) for the given model are
verified. Similarly, one can check also the relation (1.60):





[Y (t)]2 . (3.11)
Fluctuations




X(t) = −kmX(t) + ko[Y (t)− X(t)] + N(t) . (3.12)
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Fig. 3.2: Stretching of a spring via force controlled directly.
The spring elongation X(t) can be formally integrated. It turns out that X(t)
is a linear function of the Gaussian white noise N(t) and hence its probability
distribution is Gaussian. Similarly, the thermodynamic work (3.4) is a linear
function of the system state X(t). Therefore its probability density must be
also Gaussian [125] specified solely by the mean work and work variance, which
can be calculated from Eqs. (3.4) and (3.12) for an arbitrary function Y (t) [94,
125]. Derivation of the WPD for a similar model is presented in Sec. 3.2. The
mechanical work is a quadratic function of X(t) and its probability density is not
Gaussian. WPD for a similar model, the so called “breathing parabola”, was
investigated in [53, 134, 152, 176] (see also Sec. 4.2). The exact WPD can be
also obtained by numerical integration of Eqs. (3.5) and (3.12). Nevertheless, no
matter the densities are, they must obey the fluctuation theorems (1.61)-(1.65).
3.1.2 Directly controlled force
Assume that the single control parameter Y (t) = Y (t) = Y is the force exerted
on the spring itself (see Fig. 3.2). In such case the interaction energy (- work
done on the spring by the constant force Y to stretch it by the amount x) reads
Ṽ(x, Y ) = −xY . (3.13)
Eqs.(3.1) and (3.13) yield the total energy (free energy) of the compound system
via Eqs. (1.35) and (1.36). Specifically we have
E(x, t) = F(x, t) = 1
2
kmx
2 − xY (t) . (3.14)
Assume that the force is increased during the time interval [t′, t] from the
value Y (t′) = 0 to a new one, Y (t). In such case the thermodynamic work (1.44)
and the mechanical work (1.53) are given by
W(t, t′) = −
∫ t
t′








Y (t′′) , (3.16)
respectively.
Mean values
Assume that the force changes quasi-statically, then the mean values of these two




Y (t) . (3.17)
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If we substitute this expression for X(t) in Eqs. (3.15)-(3.16), we obtain
〈[W(t, t′)]eq〉 = −
1
2km




[Y (t)]2 . (3.19)
On the other hand, the increase of the free energy of the compound system
(system and interaction) and that of the system itself are given by
∆F (t, t′) = F (〈[X(t)]eq〉 , t)− F (〈[X(t′)]eq〉 , t′) = −
1
2km
[Y (t)]2 , (3.20)
∆F0(t, t
′) = G (〈[X(t)]eq〉)− G (〈[X(t′)]eq〉) =
1
2km
[Y (t)]2 , (3.21)
respectively, and hence the relations (1.55) and (1.57) for the given model are
verified. Similarly, one can check also the relation (1.60):
− V (〈[X(t)]eq〉 , t) + V (〈[X(t′)]eq〉 , t′) + ∆F (t, t′) =
1
2km
[Y (t)]2 . (3.22)
Fluctuations




= −kmX(t) + Y (t) + N(t) . (3.23)
X(t) is a linear function of the Gaussian white noise and its probability distri-
bution is Gaussian. Further, both the thermodynamic work (3.15) and the me-
chanical work (3.16) are linear functions of the system state X(t). Therefore their
probability densities must also be Gaussian [125] specified solely by the individual
mean works and work variances, which can be calculated from Eqs.(3.15), (3.16)
and (3.23) for an arbitrary function Y (t). Derivation of the WPD for a similar
model is presented in Sec. 3.2. However, no matter the densities are, they must
obey the fluctuation theorems (1.61)-(1.65).
3.2 Sliding parabola
The following work was published, with small modifications, in [94]. Consider a
particle in contact with a thermal bath at the temperature T . Let the particle
move in the externally driven time-dependent parabolic potential [125]
Ṽ[x, Y (t)] = k
2
[x− Y (t)]2 . (3.24)
We assume that G(x) = 0 and thus E(x, t) = F(x, t) = Ṽ[x, Y (t)], cf. Eqs. (1.35)
and (1.36). One can regard the particle as being attached to a spring the other end
of which moves with an instantaneous velocity Ẏ (t). Such situation is depicted
in Fig.1.1 if one assumes that Ẏ (t) denotes the speed of the car. The Langevine




X(t) = −k [X(t)− Y (t)] + N(t) (3.25)
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with the initial condition X(t′) = x′. The work (1.44) is driven by the formula
d
dt
W(t, t′) = −kẎ (t)[X(t)− Y (t)] (3.26)
with the initial condition W(t′, t′) = 0. The Fokker-Planck Eq.(1.45) correspond-
ing to Eqs. (3.25) and (1.43) reads
∂
∂t










[x− Y (t)] +
+ [x− Y (t)] Ẏ (t) ∂
∂w
}
G(x, w, t | x′, w′, t′) (3.27)
with the initial condition G(x, w, t′ | x′, w′, t′) = δ(x− x′)δ(w−w′). This Eq. can
be solved by several methods. For example, one can use the Lie algebra operator
methods [191, 192], or one can calculate the joint generating functional for the
coupled process in question [10]. In the following we present two methods of the
solution.
The first one is based on the following property of Eq.(3.27): if at an arbitrary
fixed instant the probability density G(x, w, t | x′, w′, t′) is of the Gaussian form,
then it will preserve this form for all subsequent times. This follows from the fact
that all the coefficients on the right hand side of Eq.(3.27) are polynomials of the
degree at most one in the independent variables x and w [187]. Accordingly, the
function G(x, w, t | x′, w′, t′) corresponds to the bivariate Gaussian distribution
[125]
G(x, w, t | x′, w′, t′) = 1
2π
√






[∆W (t, t′)]2[w −W (t, t′)]2 + [∆X(t, t′)]2[x−X(t, t′)]2






′)[w −W (t, t′)][x−X(t, t′)]
[∆X(t, t′)]2 [∆W (t, t′)]2 − [cyw(t, t′)]2
}
, (3.28)
which is uniquely defined by the averages:
X(t, t′) = 〈X(t)〉 ,
W (t, t′) = 〈W(t, t′)〉 ,
[∆X(t, t′)]2 = 〈[X(t)]2〉 − [X(t, t′)]2 , (3.29)
[∆W (t, t′)]2 = 〈[W(t, t′)]2〉 − [W (t, t′)]2 ,
cxw(t, t
′) = 〈X(t)W(t, t′)〉 −X(t, t′)W (t, t′) .
The simplest way to calculate these averages is to use Eqs. (3.25) and (3.26)
[78, 187]. The result is given by Eqs. (3.32) and (3.38). An alternative way to
solve Eq.(3.27) is to adopt the operator method introduced in [191,192] and used
in [152] during the derivation of WPD for the diffusion in a time-dependent log-
harmonic potential. The differential operators ∂xx = ∂
2/∂x2, ∂x = ∂/∂x, x∂/∂x,
∂w = ∂/∂w, x∂/∂w acting in Eq. (3.27) generate a closed Lie algebra. Their
commutation relations are given in Tab. 3.1. Because the operators form the
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∂xx ∂x ∂xx x∂w ∂w ∂wx ∂ww
∂xx 0 0 2 ∂xx 2 ∂wx 0 0 0
∂x 0 0 ∂x ∂w 0 0 0
∂xx −2 ∂xx − ∂x 0 x∂w 0 − ∂wx 0
x∂w −2 ∂wx − ∂w −x∂w 0 0 − ∂ww 0
∂w 0 0 0 0 0 0 0
∂wx 0 0 ∂wx ∂ww 0 0 0
∂ww 0 0 0 0 0 0 0
Tab. 3.1: Closed Lie algebra generated by the differential operators contained in
Eq. (3.27). Here ∂wx = ∂
2/∂w∂x etc.
closed Lie algebra, one can assume the solution of Eq.(3.27) in the form [191,192]
G(x, w, t′ | x′, w′, t′) = eawx(t) ∂wxeaww(t) ∂wweaxx(t) ∂xx×
× eax(t) ∂xeaw(t) ∂wexax(t) ∂x[x−Y (t)]exaw(t)[x−Y (t)] ∂wG(x, w, t′ | x′, w′, t′) . (3.30)
Inserting this ansatz into Eq. (3.27), performing the partial derivatives and col-
lecting the terms containing the individual differential operators brings us to the






exp [xax(t)] xȧw(t) = k Ẏ (t) ,
ȧx(t) + ax(t) xȧx(t) = Ẏ (t) ,
ȧw(t) + ax(t) exp [xax(t)] xȧw(t) = 0 , (3.31)
ȧxx(t) + 2axx(t) xȧx(t) = D ,
ȧwx(t) + awx(t) xȧx(t) + 2axx(t) exp [x ax(t)] xȧw(t) = 0 ,
ȧww(t) + awx(t) exp [xax(t)] xȧw(t) = 0 .
Initial condition for all the coefficients is xay(t
′) = 0.






























































dt′′ Ẏ (t′′) awx(t
′′) .
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The explicit form of the function G(x, w, t | x′, w′, t′) is found by applying the
individual operators in Eq. (3.30) on the initial condition G(x, w, t′ | x′, w′, t′) =
δ(w − w′)δ(x− x′). The operators involved act in the following way
exp [a ∂x] g(x) = g(x+ a) , (3.33)
exp [ax ∂x] g(x) = g(e
ax) , (3.34)












exp [−a∂x x] g(x) = e−ag(xe−a) , (3.36)
and































The resulting function G(x, w, t | x′, w′, t′) is given by Eq. (3.28), where
X(t, t′) = Y (t) + [x′ − Y (t′)] exp[−xax(t)]− ax(t) ,
W (t, t′) = w′ − aw(t)− xaw(t)[x− Y (t′)] ,
[∆X(t, t′)]2 = 2axx(t) , (3.38)
[∆W (t, t′)]2 = 2aww(t) ,
cxw(t, t
′) = awx(t) .
Surprisingly, the variance [∆X(t, t′)]2 does not depend on the function Y (t).
Moreover, in the asymptotic regime t  Γ/k, the variance [∆X(t, t′)]2 attains
the saturated value ΓD/k. This means that the marginal probability density for
the particle position, R(x, t | x′, t′) =
∫ ∞
−∞
dwG(x, w, t | x′, 0, t′), eventually attains
a time-independent shape.
Up to now our considerations were valid for an arbitrary form of the function
Y (t). We now focus on the piecewise linear periodic driving. We take Y (t+ tp) =
Y (t) and
Y (t) = −2vt for t ∈ [0, t1] , Y (t) = −2vt1 + vt for t ∈ [t1, tp] , (3.39)
where v > 0 and 0 < t1 < tp. The parabola is first moving to the left with
the velocity 2v during the time interval [0, t1). Then, at the time t1, it abruptly
changes its velocity and moves to the right with the velocity v during the rest of
the period tp, cf. Fig. 3.3 d).
Due to the periodic driving the system response (3.38) eventually approaches
the limit cycle (cf. Subs. 1.4.1). Fig. 3.3 illustrates the response during two
such limit cycles, i.e., we take t  t′ = 0. First, note that the mean position
of the particle X(t, 0) “lags behind” the minimum of the potential well Y (t)
[cf. the panel a)], the fact which once again reminds the horse-carrot analogy
(Fig.1). The magnitude of this phase shift is given by the second term in X(t, t′),
Eq. (3.38), and therefore it is proportional to the velocity v. In the quasi-static
limit of the infinitely slow velocity v → 0 the probability distribution for the
particle position is centered at the instantaneous minimum of the parabola.
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Consider now the mean work done on the system by the external agent during
the time interval [0, t] [panel b)]. W (t, 0) increases if either simultaneously Y (t) >
X(t, 0) and Ẏ (t) > 0, or if simultaneously Y (t) < X(t, 0) and Ẏ (t) < 0. For
instance, assume the parabola moves to the right and, at the same time, the
probability packet for the particle coordinate is concentrated on the left from the
instantaneous position of the parabola minimum Y (t). Then the dragging rises
the potential energy of the particle, i.e., the work is done on it and the mean input
power is positive. Similar reasoning holds if either simultaneously Y (t) > X(t, 0)
and Ẏ (t) < 0, or if simultaneously Y (t) < X(t, 0) and Ẏ (t) > 0. Than the
mean work W (t, 0) decreases and hence the mean input power is negative. The
magnitude of the instantaneous input power is proportional to the instantaneous
velocity Ẏ (t). Therefore it is bigger during the first part of the period of the limit
cycle in comparison with the second part of the period. Finally, let us stress that
the mean work per cycle, Wp = W (t + tp, t) = W (t + tp, 0) −W (t, 0), is always
positive, as required by the second law of thermodynamics. The variance of the
work done on the particle by the external agent, [∆W (t, 0)]2, shows qualitatively
the same behavior as W (t, 0).










































: ;< ; = ;
> ; ? ; @ ;
Fig. 3.3: The central moments (3.38) in the time-asymptotic regime. The
driving is represented by the position of the potential minimum Y (t) and it is
depicted in the panel d). In all panels [except the panel c)] the curves are plotted
for two periods tp of the driving. The panel a) shows the mean position of the
particle, X(t, 0), which lags behind the minimum of the potential well. The panel
b) shows the mean work W (t, 0) done on the particle by the external agent. In
the panel c) we observe the saturation of the variance of the particle position
[∆X(t, 0)]2. In the panel e) we present the correlation function cxw(t, 0). The
panel f) illustrates the variance [∆W (t, 0)]2 of the work done on the particle
by the external agent. The parameters used are: k = 1 kg s−2 D = 1m2 s−1,
Γ = 1 kg s−1, v = 0.825m s−1, tp = 10 s, t1 = 10/3 s.
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4. Heat Engines
4.1 Two state heat engine
The following work was published with minor modifications in [31, 32].
4.1.1 Introduction
In this Sec. we study a simple model of mesoscopic heat engine (Sec. 1.4) op-
erating between two different heat baths under non-equilibrium conditions. The
working medium consist of the two-level system described in Subs. 2.1.2. We
consider that the cycle of operation includes just two isothermal branches, or
strokes. Within each stroke, the system is driven by changing the energies of the
two states and we assume a constant driving rate, i.e., a linear time-dependence
of the energies. The response of the working medium is governed by the master
Eq. (1.3) with time-dependent transition rates given by Eqs. (2.5) and (2.19).
The specific form of the rates guarantees that, provided the two energies were
fixed, the system would relax towards the Gibbs equilibrium state, cf. Fig. 1.
Of course, during the motor operation, the Gibbs equilibrium is never achieved
because the energies are cyclically modulated. At a given instant, the system
dynamics just reflects the instantaneous position of the energy levels. After a
transient regime, with the periodicity of the driving force, the system (engine)
state approaches a limit cycle (see Subs. 1.4.1). We will focus on its properties.
In particular, we calculate the distribution of the work during the limit cycle.
Our two-isotherm setting imposes one important feature which is worth em-
phasizing. As stated above, at the end of each branch we remove the present bath
and we allow the thermal interaction with another reservoir. This exchange of
reservoirs necessarily implies a finite difference between the new reservoir temper-
ature and the actual system (effective) temperature. Even if the driving period
tends to infinity, we will observe a positive entropy production originating from
the relaxation processes initiated by the abrupt change of the contact tempera-
ture. Differently speaking, our engine operates in an inherently irreversible way
and there exists no reversible limit. 1
This Sec. is organized as follows. In Subs.4.1.2 we solve the dynamical equa-
tion for the externally driven working medium. For the sake of clarity we first give
the solution just for an unrestricted linear driving protocol using a generic driv-
ing rate and a generic reservoir. Thereupon we particularize the generic solution
to individual branches and, using the Chapman-Kolmogorov condition (1.7), we
derive the solution for the limit cycle. In Subs. 4.1.3 we employ the recently de-
rived (see [179] and Subs.2.1.2) analytical result for the work probability density
under linear driving. Again, we first give the result for the generic linear driving
and then we combine two such particular solutions into the final work distribu-
tion valid for the limit cycle. The results from Subs.4.1.2 and Subs.4.1.3 enable
a detailed calculation of the energy and entropy flows during the limit cycle in
Subs. 4.1.4 and allow for a discussion of the engine performance in Subs. 4.1.5.
1 In Sec. 4.2 we show that if one considers also adiabatic branches, the reversible limit can
be obtained [170].
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4.1.2 Description of the engine and its limit cycle
Consider a two-level system with the time-dependent energies Ei(t), i = 1, 2, in
contact with a single thermal reservoir at the temperature T . In general, the
heat reservoir temperature T may also be time-dependent. The time evolution
of the occupation probabilities pi(t), i = 1, 2, is governed by the master Eq. (1.3)
with time-dependent rate matrix (2.1) specified by the reservoir temperature and
by the external parameters. We will adopt the Glauber form of the transition
rates, which, in contrast to the more common exponential rates (∝ exp{± −
β(t)[E2(t)−E1(t)/2]), saturate at large energy differences (“driving forces”; see [51]
and Subs. 2.1.2 for a further discussion),
λU(t) =
1
1 + exp {−β(t) [E1(t)− E2(t)]}
, (4.1)
λD(t) =
exp {−β(t) [E1(t)− E2(t)]}
1 + exp {−β(t) [E1(t)− E2(t)]}
. (4.2)
The general solution of the master equation (1.3) for these transition rates is
given by Eq. (2.2). It can be rewritten as















ξ(t, t′) , (4.3)
where
ξ(t, t′) = ν
∫ t
t′







The resulting propagator satisfies the Chapman-Kolmogorov condition (1.7) for
any intermediate time t′′. Its validity can be easily checked by direct matrix
multiplication. The condition simply states that the initial state for the evolution
in the time interval [t′′, t] can be taken as the final state reached in the interval
[t′, t′′]. This is true even if the parameters of the process in the second interval
differ from those in the first one, cf. Subs. 1.4.1. Of course, if this is the case,
we should use an appropriate notation which distinguishes the two corresponding
propagators. This procedure will be actually implemented below. Keeping in
mind this possibility, we will first analyze the propagator for a generic linear
driving protocol.
Generic case – linear driving protocol
Let us consider the linear driving protocol (2.3). Concretely, we take E1(t) =
h+ v(t− t′), and E2(t) = −E1(t), where h = E1(0) denotes the energy of the first
level at the initial time t′, and v is the driving velocity (energy change per time).
The rates (4.1) can then be written in the form
λU(t) = ν
1
1 + c exp[−Ω(t− t′)] , λD(t) = ν
c exp[−Ω(t− t′)]
1 + c exp[−Ω(t− t′)] , (4.5)
where Ω = 2βv is the temperature-reduced driving velocity, and c = exp(−2βh)
incorporates the initial values of the energies.
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Under this linear driving protocol one can evaluate the definite integral in
(4.4) explicitly. Specifically, writing ξ(t, t′) = 1 − exp[−ν(t − t′)] − 2γ(t, t′), we
are to calculate the definite integral
γ(t, t′) = ν c
∫ t
t′
dτ exp [−ν(t− τ)] exp [−Ω(τ − t
′)]
1 + c exp [−Ω(τ − t′)]




exp [(a− 1)τ ]
1 + c exp (Ωt′) exp (−τ) .
Here we have introduced the dimensionless ratio a = ν/Ω of the attempt fre-
quency characterizing the time scale of the system dynamics and the time scale
of the external driving, respectively. Naturally, this ratio will describe the degree
of irreversibility of the process. Depending on the value a ∈ (0,∞), the explicit






exp (Ωt′) exp (−νt) {exp [(a− 1)Ωt′] 2F1(1, 1− a; 2− a;−c)
− exp [(a− 1)Ωt] 2F1(1, 1− a; 2− a;−c exp [−Ω(t− t′)])} , a ∈ (0, 1) ,
c exp [−Ω(t− t′)]
[




, a = 1 ,
2F1
(




− exp [−aΩ(t− t′)] 2F1
(
1, a; 1 + a;−1
c
)
, a > 1 ,
(4.6)
where 2F1(α, β; γ; z) denotes the Gauss hypergeometric function [2, 173].
Piecewise linear periodic driving
We now specify the setup for the operational cycle of the engine under periodic
driving introduced in Subs.1.4.1. Within a given period, two branches with linear
time-dependence of the state energies are considered with different velocities.
Starting from the value h1, the energy E1(t) linearly increases in the first branch
until it attains the value h2 > h, at time t+ and in the second branch, the energy
E1(t) linearly decreases towards its original value h1 in a time t− (see Fig. 4.1).
We always assume E2(t) = −E1(t), i.e.,







t , t ∈ [0, t+] ,
h2 − h2 − h1t− (t− t+) , t ∈ [t+, t+ + t−] .
(4.7)
This pattern will be periodically repeated, the period being tp = t+ + t−.
As the second ingredient, we need to specify the temperature schedule. The
two-level system will be alternately exposed to a hot and a cold reservoir, which
means that the function β(t) in equation (4.1) will be a piecewise constant periodic
function. During the first branch, it assumes the value β+, during the second
branch it attains the value β−.
This completes the description of the model. Any quantity describing the
engine performance can only depend on the parameters h1, h2, β±, t±, and ν. In
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the following we will focus on the characterization of the limit cycle, which the
engine will approach at long times after a transient period.
We start from the general solution (4.3) of the master Eq. (1.3). Owing to
the Chapman-Kolmogorov condition (1.75), the propagator within the cycle is
Rp(t) ≡ Rp(t | 0) =
{
R+(t) , t ∈ [0, t+] ,
R−(t)R+(t+) , t ∈ [t+, tp] .
(4.8)
Here the matrixes  ±(t) evolve the state vector within the respective branches






























































Notice that the both propagators  +(t) and  −(t) are given by the generic propa-
gator (4.3). In order to get  +(t), we replace in equation (4.4) the initial position
of the first energy h by h1, the driving velocity v by v+ = (h2−h1)/t+, and we set
t′ = 0. Analogously, the propagator  −(t) follows from the generic propagator,
if we replace h by h2, v by v− = (h1 − h2)/t−, and t′ by t+.
The periodic state of the system during the cycle, p(t) = R+(t)p
stat, is deter-
mined by the solution of the eigenvalue problem (1.76). The solution reads








These probabilities, and hence also the specific form of the limit cycle, depend
solely on the model parameters. The driving only contain a single component
and hence the limit cycle can be depicted using a single diagram (Subs. 1.4.2).
The parametric plot of the occupation difference p(t) ≡ p1(t) − p2(t) (the re-
sponse) versus the energy of the first level E1(t) = E(t) (the driving). It exhibits
two possible forms which are exemplified in Fig. 4.1. First, we have a one-loop
form which is oriented either clockwise or anticlockwise. For clockwise orien-
tation, the work done by the engine on the environment during the limit cycle
is negative, while for counter-clockwise orientation it is positive. Secondly, we
can obtain a two-loops shape exhibiting again either positive or negative work
on the environment. Slowing down the driving, the branches gradually approach
the corresponding equilibrium isotherms p±(E) = − tanh(β±E/2). We postpone
the further discussion of the limit cycle to Subs. 4.1.4. In next two Subs. we
investigate fluctuations of work and heat during the cycle.
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Fig. 4.1: The limit cycle for the two-stroke engine. The three graphs in the upper
panel illustrate the case where h2 > h1 > 0 and the energy levels do not cross
during their driving. On the left side we show E(t) = E1(t) = −E2(t) and the
response p(t) = p1(t)− p2(t). On the right hand side the parametric plot of the
limit cycle in the p−E plane is displayed. The cycle starts in the upper vertex
and proceeds counterclockwise, cf. the arrows. The dashed and the dot-dashed
curves show the equilibrium isotherms corresponding to the baths during the first
and the second stroke, respectively. The parameters are: h1 = 1 J, h2 = 5 J,
t+ = 5 s, t− = 15 s, β+ = 0.5 J
−1, β− = 0.1 J
−1, ν = 1 s−1. The three graphs in
the lower panel depict the case where h1 < 0 < h2 and the energies cross twice
during the cycle. Except h1 = −2.5 J, all parameters are as above.
4.1.3 Probability density for work and heat
For the linear driving protocol E1(t) = h + v(t − t′) = −E2(t) the solution of
Eq. (1.13) is given by Eqs. (2.21)-(2.24) where the reduced work variable η is
given by η = η(w,w′) = 2β(w − w′), the reduced time variable τ equals τ =
τ(t, t′) = 2β|v|(t − t′) and the parameters a and c are a = ν/2β|v| and c =
exp(−2βh|v|/v), respectively. The generic result (2.21)-(2.24) immediately yields
the work propagator for the individual branches in the protocol according to
Eq. (4.7). We simply carry out the replacements described in the text following
Eq. (4.11). We denote the corresponding matrices as G±(w, t |w′). Then the





G+(w, t | 0) , t ∈ [0, t+] ,
∫ h2−h1
−(h2−h1)
dw′G−(w, t |w′)G+(w′, t+ | 0) , t ∈ [t+, tp] .
(4.14)
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As demonstrated in Subs. 1.1 and 1.4.1, the energetics during the limit cycle is
described by the function
ξ(u, w, t; u′) =
2∑
i, j=1
δ [u− Ei(t)] δ [u′ − Ej(0)] [Gp(w, t)]ij pstatj . (4.15)







du′ ξ(u, w, t; u′) . (4.16)










dw δ [q − (u− u′ − w)] ξ(u, w, t; u′) . (4.17)
These two functions represent the main results of the present Subs. They are
illustrated in Figs. 4.2-4.4. We discuss their main features in Subs. 4.1.5.
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Fig. 4.2: The probability density ρp(w, t) as a function of the work w for the
same parameters as in Fig.4.1 (with positive h1): a) t = t+/2 (middle of the first
stroke), b) t = t+ (end of the first stroke), c) t = t+ + t−/2 (middle of the second
stroke), and d) t = t+ + t− (end of the limit cycle). The triangle on the work
axis marks the mean work W (t) ≡W (t+ tp, tp) at the corresponding times. The
singular parts of ρp(w, t) are marked by arrows, where the arrow heights equal
the weights of the corresponding delta functions [for example, in panel a), the
left arrow height gives the probability that the system is initially in the second
state and remains in it between the beginning of the cycle and the time t = t+/2;
then the work done on the system equals −(h2 − h1)/2].
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Fig. 4.3: The probability density χp(q, t) as a function of the heat q and for the
same parameters as in Fig.4.1 (with positive h1): a) t = t+/2 (middle of the first
stroke), b) t = t+ (end of the first stroke), c) t = t+ + t−/2 (middle of the second
stroke), and d) t = t+ + t− (end of the limit cycle). The triangles on the heat
axis mark the mean heat Q(t) ≡ Q(t + tp, tp) at the corresponding times. The
singular parts of χp(q, t) are marked by the arrow, where the arrow height equals
the weight of the corresponding δ-function. For example, in a), the height of the
arrow gives the probability that there was no transition between the states from
the beginning of the cycle till the observation time t = t+/2. The heat exchanged
in this case is zero.
4.1.4 Engine performance
As shown in Subs. 4.1.2, the occupation probabilities during the limit cycle are
p(t) = R+(t)p
stat with  p(t) given by equation (4.8). Via Eqs.(1.22)-(1.24) these
probabilities render the energetics in terms of mean values as we discuss now. We
denote as Q(t) = Q(t+ tp, tp) the mean heat received from the reservoirs during
the period between the beginning of the limit cycle and the time t. Analogously,
W (t) = W (t + tp, tp) stands for the mean work done on the system from the
beginning of the limit cycle till the time t. IfW (t) < 0, the positive work −W (t) is
done by the system on the environment. Therefore the oriented areas enclosed by
the limit cycle in Fig.4.1 and in Fig.4.4 represent the workWout = −W (tp) done
by the engine on the environment per cycle, cf. Subs.1.4.2. These areas approach
maximal absolute values in the quasi-static limit. The internal energy, being a
state function, fulfills U(tp) = U(0). Therefore, if the work Wout is positive, the
same total amount of heat has been transferred from the two reservoirs during
the cycle. The case Wout > 0 cannot occur if both reservoirs would have the same
temperature. That the perpetuum mobile is actually forbidden can be traced back
to the detailed balance condition in (2.5).
We denote the system entropy at time t as Ss(t), and the reservoir entropy at
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Fig. 4.4: Probability densities ρp(w, tp) and χp(q, tp) for the work and heat for
four representative sets of the engine parameters. For every set we show also the
limit cycle in the p−E plane, where the corresponding equilibrium isotherms are
marked by dashed (first stroke) and dot-dashed (second stroke) lines. In all cases
we choose h1 = 1 J, h2 = 5 J, and ν = 1 s
−1. The remaining parameters are
a) t+ = 50 s, t− = 10 s, β+ = 0.5 J
−1, β− = 0.1 J
−1 (bath of the first stroke
is colder than of the second stroke), b) t+ = 50 s, t− = 10 s, β+ = 0.1 J
−1,
β− = 0.5 J
−1 [exchange of β+ and β− as compared to case a), leading to a
change of the traversing of the cycle from counter-clockwise to clockwise and a
sign reversal of the mean values W (tp) and Q(tp) denoted by the triangles on the
work and heat axis], c) t+ = 2 s, t− = 2 s, β+ = 0.2 J
−1, β− = 0.1 J
−1 (a strongly
irreversible cycle traversed clockwise with positive work), d) t+ = 20 s, t− = 1 s,
β± = 0.1 J
−1 (no change in temperatures, but large difference in duration of the
two strokes; W (tp) is necessarily positive).
time t as Sr(t) = Sr(t, 0). They are given by [cf. Eqs. (1.31) and (4.42)]
Ss(t)
kB

















dt′E1(t′)ṗ(t′) , t ∈ [t+, tp]
, (4.19)
where p(t) = p1(t) − p2(t). Upon completing the cycle, the system entropy re-
assumes its value at the beginning of the cycle. On the other hand, the reservoir
entropy is controlled by the heat exchange. Owing to the inherent irreversibility
of the cycle we observe always a positive entropy production per cycle, Sr(tp) −
Sr(0) = Sr(tp) > 0. The total entropy produced by the engine up to the time t,
Stot(t) = Stot(t, 0) = Ss(t)−Ss(0)+ Sr(t) increases for any t ∈ [0, tp]. The rate of
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Fig. 4.5: Thermodynamic quantities as functions of time during the limit cycle
for the same set of parameters as in the upper panel of Fig.4.1 (positive h1). Left
panel: internal energy, mean work done on the system, and mean heat received
from both reservoirs; the final position of the mean work curve marks the work
done on the system per cycle W (tp). Since W (tp) < 0, the work Wout has been
done on the environment. The internal energy returns to its original value and,
after completion of the cycle, the absorbed heat Q(tp) equals the negative work
−W (tp). Right panel: entropy Ss(t) of the system and Sr(t) of the bath, and their
sum Stot(t) + S(0); after completing the cycle, the system entropy re-assumes its
initial value. Stot(tp) > 0 equals the entropy production per cycle. It is always
positive and quantifies the degree of irreversibility of the cycle.
the increase is the larger the stronger the representative point in the p−E diagram
deviates from the corresponding equilibrium isotherm (a strong deviation, e.g.,
can be seen in the p−E diagram in Fig.4.4c). Due to the instantaneous exchange
of the baths at times t+ and t+ + t− and absence of adiabatic branches [170], a
strong increase of Stot(t) always occurs after these time instants. A representative
example of the overall behavior of the thermodynamic quantities (mean work and
heat, and entropies) during the limit cycle is shown in Fig.4.5. See also Figs.4.12
and 4.10 for a different model where the adiabatic branches are considered.
Important characteristics of the engine are its power output Pout and its effi-








where Qin is the total heat absorbed by the system per cycle. The performance
of the engine characterized by the output work, efficiency, output power, and
entropies from equations (4.18) and (4.19) are shown in Fig. 4.6 and Fig. 4.7.
In Fig. 4.6 the performance is displayed as a function of the cycle duration
tp for t+ = t− = tp/2. With increasing tp, the output work and the efficiency
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increase whereas the output power and the entropy production first increase up
to a maximum and thereafter they decrease when approaching the quasi-static
limit (tp → ∞). Notice that the maximum efficiency and output power occur at
different values of tp. In Fig. 4.6a) we show also the standard deviation of the
output work, which was calculated from the work probability density ρp(w, tp).
Finally, let us note that the values β+ = 0.5 J
−1 and β− = 0.1 J
−1 used in Fig.4.6
give the Carnot efficiency ηC = 0.8. This should be compared with the efficiency
of the engine for a long period tp, that is, with the value η ≈ 0.6. As discussed
above, the Carnot efficiency cannot be reached here even for tp → ∞, due to the
immediate temperature changes at the times t+ and tp = t+ + t−.
In Fig. 4.7 we have fixed tp and plotted the performance of the engine as a
function of the time asymmetry (or time splitting) parameter ∆ = (t+ − t−)/tp.
As can be seen from the upper three panels in Fig.4.7, there exist also a maximal
efficiency and a maximal output power with respect to a variation of the time
asymmetry parameter (as long as the engine performs work, i.e., Wout > 0).
Again, the optimal parameter ∆, where these maxima occur, is different for
the efficiency and for the output power. In a reversed situation, considered in
the lower three panels in Fig. 4.7, where the work is performed on the engine
(Wout < 0), minima of the efficiency and output power occur.
4.1.5 Discussion
The overall properties of the engine critically depend on the two dimensionless
parameters a± = ν/(2β±|v±|). We call them reversibility parameters 2. For a
given branch, say the first one, the parameter a+ represents the ratio of two
characteristic time scales. The first one, 1/ν, is given by the attempt rate of the
internal transitions 3. The second scale is proportional to the reciprocal driving
velocity. Contrary to the first scale, the second one is fully under the external
control. Moreover, the reversibility parameter is proportional to the absolute
temperature of the heat bath.
Let us first consider the work probability density (4.16) within the first stroke
in the case h2 > h1, cf. Fig. 4.2a). In essence, ρp(w, t) is given by a linear com-
bination of the functions (2.21)-(2.21). It vanishes outside the common support
[−v+t, v+t ] which broadens linearly in time. Besides the continuous part located
within the support, the diagonal elements [ p(w, t | , 0)]ii display a singular part
represented by δ-functions at the borders of the support. The δ-functions corre-
spond to the paths with no transitions between the states, cf. App.B. Specifically,
the weight of the δ-function located at w = v+t represents the probability that
the system starts in the first state and remains there up to time t. The weight
corresponding to the first level decreases with increasing time and vanishes for
t→ ∞. On the contrary, the weight of the delta function at −v+t approaches the
nonzero limit (1 + c+)
−a+ for t → ∞, which is the probability that a trajectory
starts in the second state and never leaves it.
2The reversibility here refers to the individual branches. As pointed out in Subs. 4.1.1, the
abrupt change in temperature, when switching between the branches, implies that there exists
no reversible limit for the complete cycle.
3Note that due to the choice of the Glauber rates in Eq.4.1, the relaxation rate [λU(t)+λD(t)]
(for frozen energy levels at any time instant t) is bounded by 2ν.
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Fig. 4.6: The engine performance versus the duration of the limit cycle t± for
t+ = t− =
1
2
tp and otherwise the same parameters as in the upper part of Fig.4.6
(positive h1). Both the output work Wout in a) and the efficiency η in b) increase
with tp. The output power Pout in c) assumes a maximum at a special cycle
duration. The dashed line in a) marks the standard deviation of the output work,
calculated from the work density ρp(w, tp). Notice that the work fluctuation is
comparatively high close to the cycle duration, where the maximal output power
is found. In the long-period limit tp → ∞, the cycle still represents a non-
equilibrium process (due to the construction of the model, see text), and hence
the entropy production Stot(tp) in d) remains positive, approaching a specific
asymptotic value.
Within the second stroke, the density ρp(w, t) results from the integral of the
propagators for the individual strokes, cf. Eq. (4.14). Due to the integration,
the singular parts of the cycle propagator G+(w, t | 0) are now situated inside the
support, at the values w = ±[−v+t++ v−(t− t+)]. The two δ-functions approach
each other and, upon completing the cycle, they coincide at the point w = 0.
The nonsingular component of the density is no more continuous 4. The jumps
are located at the positions of the δ-functions and their magnitudes correspond
to the weights of the δ-functions (for a discussion of the origin of these jumps,
see [52]).
If both reversibility parameters a± are small, the isothermal processes during
both branches strongly differ from the equilibrium ones. The signature of this
case is a flat continuous component of the density ρp(w, t) and a well pronounced
singular part. The strongly irreversible dynamics occurs if one or more of the
following conditions hold. First, if ν is small, the transitions are rare and the
4 Only δ-functions are referred to as singularities here.
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Fig. 4.7: The engine performance characterized by the efficiency η, output power
Pout, and entropy production Stot(tp), as a function of the asymmetry parameter
∆ = (t+ − t−)/tp for a fixed period tp = 20 s and the same parameters h1 = 1 J,
h2 = 5 J, ν = 1 s
−1 as in the upper panel of Fig. 4.1. In a1)–c1) the bath
during the first stroke is colder than during the second stroke: β+ = 0.5 J
−1 and
β− = 0.1 J
−1. Notice that the value ∆ of maximum efficiency does not correspond
to that of maximum output power. In a2)-c2) the reciprocal bath temperatures
are interchanged compared to cases a1)-c1), β+ = 0.1 J
−1 and β− = 0.5 J
−1. The
dashed curves in b1) and b2) show the standard deviation of the output power
calculated from ρp(w, tp).
occupation probabilities of the individual energy levels are effectively frozen dur-
ing long periods of time. Therefore they lag behind the Boltzmann distribution
which would correspond to the instantaneous positions of the energy levels, cf.
Fig.1. More precisely, the population of the ascending (descending) energy level
is larger (smaller) than it would be during the corresponding reversible process.
As a result, the mean work done on the system is necessarily larger than the equi-
librium work. Secondly, a similar situation occurs for large driving velocities v±.
Due to the rapid motion of the energy levels, the occupation probabilities again
lag behind the equilibrium ones. Thirdly, the strong irreversibility occurs also in
the low temperature limit. In the limit a± → 0, the continuous part vanishes and
ρp(w, tp) = δ(w).
In the opposite case of large reversibility parameters a±, both branches in the
p−E plane are located close to the reversible isotherms. The singular part of the
density ρp(w, t) is suppressed and the continuous part exhibits a well pronounced
peak. From general considerations [53,177], the density must approach, around its
maximum, a Gaussian shape. Our results allow a detailed study of this approach.
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Let us denote as F (β, E) the free energy of a two level system with energies ±E
at temperature T = 1/(kBβ), i.e., F (β, E) = − ln[2 cosh(βE)]/β. Let us further
define the function Wrev(t) as
{
F [β+, E1(t)]− F [β+, E1(0)] , t ∈ [0, t+],
F [β−, E1(t)]− F [β−, E1(t+)] + F [β+, E1(t+)]− F [β+, E1(0)], t ∈ [t+, tp]. (4.21)
This is simply the reversible work (1.55) done on the system if we transform
its state from the initial equilibrium state [with the energies fixed at ±E1(0)]
to another equilibrium state [with the energies fixed at the values ±E1(t)]. For
large reversibility parameters a±, the peak of the work density ρp(w, tp) occurs
in the vicinity of the value Wrev(t) and with increasing a±, the peak collapses to
a δ-function (for a general prove see App.A)
lim
a±→∞
ρp(w, t) = δ[w −Wrev(t)] . (4.22)
The main features of the heat probability density χp(q, t) from Eq.(4.17) are,
as we have seen in Subs. 4.1.3, closely related to the work through simple shifts
of the independent variable q. However, there are some interesting differences.
While the work is conditioned by the external driving, the heat exchange occurs as
a consequence of the transitions between the system energy levels. The instanta-
neous positions of the energies at the instant of the transition give the magnitude
of the heat exchange related with the given transition. From this perspective, if
there are no transitions, the exchanged heat is zero. As a consequence, the sin-
gular part of the probability density χp(q, t) is always situated at q = 0 and the
weight of the δ-function at origin equals the sum of the weights of the δ-functions
in the work density ρp(w, t). The support of the heat density is given by the
largest possible value of the level splitting during the limit cycle. Within the first
stroke the support broadens linearly with time as [−2h1 − 2v+t, 2h1 + 2v+t], up
to its maximum width [−2h2, 2h2] at the end of the stroke. Within the second
stroke the energy difference decreases and the support remains unchanged. The
non-singular part of the heat density always displays discontinuities inside the
support, even during the first stroke.
In the strongly reversible regime each element 〈 i | p(w, t)| j 〉 exhibits a Gaus-
sian shape situated at Wrev(t). The transformation (4.15) maps the Gaussian
function onto four different positions in the heat probability density χp(q, t). In






δ { q − [Ei(t)− Ej(0)−Wrev(t))]} [!p(t)]ij pstatj . (4.23)
If we calculate the mean accepted heat using this form, we get Q(t) = U(t) −
U(0)−Wrev(t). In the opposite limit, if a± → 0, we have χp(q, t) → δ(q) for any
t.
According to the second law of thermodynamics, the mean work W (t) must
fulfill |W (t)| ≥ |Wrev(t)|. On the other hand, there always exists a fraction of
trajectories which, individually, display the inequality |w̃(tr, t)| < |Wrev(t)|, where
w̃(tr, t) denotes the work done on the system if it evolves along the indicated
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trajectory. Using the exact work probability density, we can calculate the total
weight of these trajectories. Specifically, in the case Wrev(t) > 0,
Prob {W(t, 0) < Wrev(t) } =
∫ Wrev(t)
−∞
dw ρp(w, t) . (4.24)
If Wrev(t) < 0, we would have to integrate over the interval (Wrev(t),∞).
Let us finally note that in view of the rather complex structure of the work and
heat probability densities, we performed several independent tests. First of all,




dw ρp(w, t) = 1 for any t ∈ [0, tp]. Secondly, we
have two different procedures to calculate the first moment W (t). One can either
start with the density ρp(w, t) and evaluate the required w-integral, or one directly
employs the solution of the rate equation as in Subs.4.1.4. Another inspection is
based on the Jarzynski identity [43,104]. In our setting, consider the case β± = β.
After completing the cycle, the system returns to the original state. Therefore
we have Wrev(tp) = F [β, E1(tp)] − F [β, E1(0)] = 0 and the Jarzynski identity
(1.61) reduces to 〈 exp [−βW(tp, 0)] 〉 = 1. Using the explicit form of the work




actually equals one. Finally, we have studied the probability densities ρp(w, t),
χp(q, t) by computer simulation. In fact, we have developed two exact simulation
methods which are discussed in App.C. Each of them uses a specific algorithm
to generate paths of the time-non-homogeneous Markov process D(t). Parts of
these simulation results have been published in [52,92] and confirm the analytical
results.
4.1.6 Conclusions
We have investigated a simple example of a microscopic heat engine, which is ex-
actly solvable. Based on mean thermodynamic quantities, the engine performance
is characterized by the occupation probabilities of the energy levels following from
the master equation. The more challenging exact calculation of the work and heat
probability densities allowed us to study the fluctuation properties in detail. A
notable result is that the engine can be tuned to maximize its output power, but
the fluctuations of this quantity in the corresponding optimal regime of control
parameters are comparatively high.
The present setting can be expanded in various directions. One can address
various problems concerning the thermodynamic optimization. Another option
would be the embodiment of additional (e.g., adiabatic) branches. The role of
the working medium can be assigned to other systems that exhibit more compli-
cated dynamics (e.g., diffusing particles in the presence of time-dependent forces,
or, variants of the generalized master equation). It would be also interesting to
investigate settings with a nonlinear driving of the energy levels. A nontrivial
generalization would be the inclusion of a third energy level. Having the three
levels one can couple the system (different pairs of forth-back transitions between
the levels) simultaneously to reservoirs at different temperatures, so that the sys-
tem approaches a non-equilibrium steady state without driving [196]. Including a
driving and forming an operational cycle, there is no serious obstacle in repeating
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the present analysis for this system, which has some additional intriguing proper-
ties compared to the two-level system considered here (as, e.g., negative specific
heats).
Another possibility is an incorporation of specific forms of transition rates
[122] that describe the stretching of biomolecules in some realistic manner. In
such problem, the histogram of the work is experimentally accessible [122]. Par-
ticularly, in the experiments one can also determine the probability of having
certain number of transitions between the folded and the unfolded conformation
of the biomolecule during its mechanical stretching [122]. In our formulation,
this information is encoded in the counting statistics of the underlying random
point process [175] and can be extracted from the perturbation expansion of the
propagators which solve our dynamical equations.
4.2 Diffusive heat engine
4.2.1 Introduction
In this Sec. we focus on stochastic heat engines based on Brownian particles
diffusing in a periodically driven potential. In [159] strong general results con-
cerning the efficiency at maximum power for a wide class of such engines were
obtained. Nevertheless it turned out that exactly solvable is only an engine driven
by a symmetric harmonic potential [159], which was also realized experimental-
ly [14]. We give an exactly solvable example of a stochastic heat engine based on
a particle diffusing in the asymmetric log-harmonic potential (4.25). Such poten-
tial was considered in theoretical studies [73, 152, 178] and can be also realized
experimentally using the optical tweezers [38]. Within our specific setting we
verify the universal results regarding the efficiency at maximum power obtained
in [59, 61, 159] (see also Subs. 1.4) and discuss properties of the optimal driving.
In particular we propose a physical explanation for occurrence of the jumps in
the optimal driving as a consequence of the equivalence between the power max-
imization and minimization of the total entropy production [190]. Moreover, we
investigate the performance of the engine for two other protocols and discuss the
possibility to minimize fluctuations of the output power.
This Sec. is organized as follows: in Subs. 4.2.2 we describe the working
medium of the motor and present the Green’s function for its dynamics, which
we further use for constructing the working cycle of the engine. In Subs.4.2.3 we
specify the thermodynamic quantities used in our analysis. Subs. 4.2.4 contains
the discussion concerning the possibility to depict the operational cycle of the
engine by a stochastic thermodynamics analogue of the well known p-V diagrams
(see also Subs.1.4.2). In Subs.4.2.5 we introduce three examples of the driving.
First, we derive the driving which maximizes the output power. Second, we define
the driving, which yields the smallest power fluctuations from the three protocols.
These two protocols inevitably incorporate two isothermal and two adiabatic
branches. The third protocol is different and may consists of two isotherms only.
Finally, in Subs. 4.2.6, we discuss the obtained results.
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4.2.2 Description of the engine and its limit cycle
Consider an externally driven Brownian particle diffusing on the interval [0,∞]
with a reflecting boundary at x = 0. Assume that the external driving is repre-
sented by a time-periodic log-harmonic potential [73,152,178]. Let the microstate
degeneracies Ω(x) = 1. Moreover, assume the FEL (1.1) is given solely by the
external potential, V(x, t), i.e., we have
F(x, t) = E(x, t) = V(x, t) = −g(t) log x+ k(t)
2
x2 , (4.25)
where −g(t) < kBT and k(t) > 0. The requirement −g(t) < kBT secures the
existence of a nontrivial steady state. For −g(t) ≥ kBT are, in the long time
limit, all particles trapped at x = 0. Dynamics of the particle is described by
Eq. (1.38). In further we take Γ = kB = 1. Then Eq. (1.38) reads
∂
∂t












R(x, t | x′, t′) (4.26)
with the initial condition R(x, t | x′, t′) = δ(x − x′). Note that the temperature
in Eq. (4.26) is also time dependent. The control parameters are the functions
g(t) and k(t), i.e., the vector of control parameters, Y (t), has two components
(cf. Subs. 1.4.1).
Generic case – isothermal process
In order to solve Eq. (4.26) we first consider an isothermal process [T (t) = T ]
with the driving
V(x, t) = −g log x+ k(t)
2
x2 . (4.27)
In this generic case [T (t) = T , g(t) = g] it is possible to solve Eq. (4.26) analyti-
cally (see, for example, [152]). The solution is























2 b(T ; t, t′)
]
, (4.28)








, ν > −1 (4.29)
and
















Note that the parameter g enters the generic solution (4.28) only through the
dimensionless combination ν.
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Operational cycle of the engine
Let the periodic driving of the engine (4.25) consist of two isotherms and two
adiabatic branches as it is described in Subs. 1.4.1. To completely specify the
protocol it is enough to describe the concrete form of the driving during the
isothermal branches. To this end we assume that, during the isotherms, the












x2 , t ∈ [t++, t−p ]
. (4.31)
During the first adiabatic branch the potential changes from V(x, t−+) to V(x, t++).
During the second adiabatic branch the potential regains its initial value, i.e., it
changes from V(x, t−p ) to V(x, tp) = V(x, 0). This pattern is periodically repeat-
ed, the period being tp. The durations of the adiabatic branches t
+
+ − t−+ and
tp − t−p are considered as infinitesimally short as compared to the durations of
the isotherms t+ = t
−
+ and t− = t
−
p − t++. During the first (the second) isotherm
the temperature T assumes the value T+ (T−). For the sake of mathematical
simplicity we choose the parameters g± proportional to the corresponding reser-
voir temperatures. Specifically we take g± = (2ν + 1)T±
5. This setting allows
us to investigate the cases when the logarithmic part of the potential V(x, t) is
during the whole cycle repulsive (attractive). The model with general g± would
describe also the situation when the two constants have different sign and thus
the logarithmic part of the potential (4.31) is during the first isotherm repulsive
(attractive) and vice versa during the second one.
The hereby considered driving is depicted in Fig.4.8. The resulting limit cycle
for ν = −1/2 coincides with that discussed in [159]. The fact that the protocol
contains adiabatic branches II and IV, where the potential and the temperature
change infinitely fast while the particle distribution remains unchanged, may look
artificial. However, it is not as was shown in experiments [14]. Onwards we will
focus on the characterization of the limit cycle, which the engine will approach
at long times after a transient period.
We start from the generic solution (4.28) of the Fokker-Planck Eq. (4.26).
Owing to the Chapman-kolmogorov condition (1.80), the propagator within the
cycle still assumes the form (4.28). Specifically it reads


























5 It turns out that for general parameters g± the Green’s function (4.32) is given by a sum
of Gauss hypergeometric functions [142] and the integral Eq.(1.81) becomes quite complicated.
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Fig. 4.8: Scheme of the operating cycle of the engine driven by the optimal
protocol (4.57). The particle distribution (4.34) is depicted by the filled curve.
The solid line represents the potential energy (4.25). Parameters used: t+ = 4,
t− = 6, T+ = 1, T− = 0.5, f0 = 0.1, f1 = 0.2, ν = 0.1.






′) , t′, t ∈ [0, t++] ,
b(T+; t+, t
′) + ea(t+,t
′) b(T−; t, t+) , t
′ ∈ [0, t++] ∧ t ∈ [t++, tp] ,
b(T−; t, t
′) , t′, t ∈ [t++, tp] ,
(4.33)
and the functions a(t, t′) and b(T ; t, t′) are defined in Eq. (4.30).
The periodic state of the system during the limit cycle is determined by the so-
lution of the integral Eq.(1.81), which reads p(x, t) =
∫ ∞
0
dx′Rp(x, t | x′, 0)p(x, 0).

















was already mentioned in [152] as a time-asymptotic distribution for a periodically
driven system. The function f(t) = 〈[x(t)]2〉 /(4ν + 4) determines the width of
the distribution (4.34). It obeys the formula
f(t) =
{
[f0 + b(t, 0)] exp[−a(t, 0)] , t ∈ [0, t+]
[f1 + b(t, t+)] exp[−a(t, t+)] , t ∈ [t+, tp] , (4.35)
where f0 = f(0) = f(tp) = {b(t+, 0) + b(tp, t+) exp[a(t+, 0)]} /f , f1 = f(t−+) =
f(t++) = {b(tp, t+) + b(t+, 0) exp[a(tp, t+)]} /f , and f = exp[a(tp, 0)]−1. Note that
the system response is continuous regardless the discontinuities in the driving.
The probability distribution (4.34), and hence also the specific form of the limit




As in the model discussed in Subs. (4.1), the probability distribution p(x, t)
renders the energetics of the engine in terms of mean values as we discuss now.
The periodic potential energy V(x, t) can be rewritten as V(x, t) = Ṽ[x, g(t), k(t)].
According to Eq. (1.83) the thermodynamic work done by the engine during the
time interval [t, t′], Wout(t, t









































dxx2ρ(x, t) = 2(ν + 1)f(t) . (4.38)
These two averages also determine the mean internal energy of the system at the
time t, U(t) = −g(t) 〈log x(t)〉 + 1
2
k(t) 〈[x(t)]2〉, cf. Eq. (1.47). Its increase from
the beginning of the cycle
∆U(t) = U(t)− U(0) (4.39)
and the mean work done from the beginning of the cycle up to the time t,
Wout(t) ≡ Wout(t, 0), yield via the second law of thermodynamics the mean heat
uptake during the time interval [0, t]
Q(t) ≡ Q(t, 0) = ∆U(t) +Wout(t) . (4.40)
The total work done by the engine per cycle, Wout = Wout(tp), determines
its average output power: Pout = Wout/tp . The engine efficiency is given by
Eq. (1.69), i.e., η = Wout/Qin, where Qin stands for the total heat transfered to
the system from the reservoirs, cf. Eq. (1.68). The entropy of the system at
the time t, (1.52), is Ss(t) = −
∫ ∞
0
dx p(x, t) log [p(x, t)]. Its increase from the
beginning of the cycle [Eq. (1.32)] reads




Due to the time dependence of the temperature during the cycle the entropy
transfered to the reservoirs during the time interval [0, t] [Eq. (1.33)] needs to be
redefined as









Finally, the total entropy produced by the engine during the time interval [0, t]
is given by Eq. (1.34), i.e.,
Stot(t) = Stot(t, 0) = Ss(t, 0) + Sr(t) ≥ 0 . (4.43)
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Work and power fluctuations
In the previous model [Sec. (4.1)] we examined the work and power fluctuations
using the work probability density (4.16). Here we employ Eq. (1.50), i.e., we
study the work and power fluctuations using the propagator Rp(x, t | x′, t′), which
yields the time-correlation function (1.51). Specifically we calculate the relative




〈[W(t, t′)]2〉 − [Wout(t, t′)]2
|Wout(t, t′)|
(4.44)
which determines the relative power fluctuation
δPout = σ̃w(tp, 0) (4.45)
and, hence, in a sense, also the stability of engine performance. In Eq. (4.45) the



















where ∂V[x(t), t]/∂t = − log[x(t)] dg(t)/dt + [x(t)]2/2 dk(t)/dt and the time-
correlation function 〈h([X(t)] f [(X(t′)]〉C obeys Eq. (1.51). Note that, due to the
jumps in the driving, the functions dg(t)/dt and dk(t)/dt may also contain singu-
lar terms proportional to δ-functions. For example dk(t)/dt = [k(t++)−k(t−+)]δ(t−
t+) + [k(t
+
F )− k(t−F )]δ(t− tF ) + dk(t)/dt [Θ(t+ − t) + Θ(tF − t)Θ(t− t+)], where
Θ(t) equals 1 for t > 0 and 0 otherwise. For an isothermal process the function
σ̃w(t, t
′) can be obtained from the work characteristic function derived in [152].
4.2.4 Diagrams of the limit cycle
The driving Y (t) has two components, g(t) and k(t). The mean work done by
the engine per cycle can thus be written as Wout = Wg +Wk (cf. Subs. 1.4.2).





















The first contribution equals the area enclosed by the parametric plot of the
average 〈log x(t)〉 (system response) versus the driving component g(t), where
the parameter t runs from 0 to tp. Similarly the second contribution corresponds
to the area enclosed by the parametric plot of the response 〈[x(t)]2〉 /2 versus
the driving component −k(t), cf. Figs. 4.9 and 4.11. In context of stochastic
thermodynamics such parametric plots, which represent an analogy of the well
known p-V diagrams, were introduced in [31]. From now on we call the parametric
plot corresponding to Wg (Wk) as g-cycle (k-cycle). Wg and Wk are proportional
to (2ν + 1) and to (ν + 1), respectively. Consequently, it is possible to tune the
sign of the total output power Pout = (Wg +Wk)/tp by changing the parameter
ν > −1, cf. Fig. 4.14.
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An important eye-guide in Figs.4.9 and 4.11 are the two equilibrium isotherms
〈log x(t)〉eq and 〈[x(t)]2〉eq /2, where 〈•〉eq = −
∫∞
0
dx • exp [−V(x, t)/T (t)] /Z(t),
Z(t) = Γ(ν + 1)2ν[T (t)/k(t)]ν+1. They correspond to the values of the averages
(4.37)-(4.38) if a given cycle would be carried out quasi-statically. The specific





for the function f(t) in Eqs. (4.37) and (4.38), respectively. The farther a non-
equilibrium isotherm is from the corresponding equilibrium one the more irre-
versible this branch is, cf. Fig. 4.11. Close to equilibrium the work probability
density is reasonably approximated by a Gaussian distribution [134, 176, 177].
From Jarzynski equality (1.61), valid during the isothermal branches, then fol-
lows T (t) log[Z(t′)/Z(t)] ≈ −Wout(t, t′) − [Wout(t, t′) σ̃w(t, t′)]2/[2T (t)]. We have
used this formula for verification of the calculated functions (4.36) and (4.44).
The further discussion of the cycle diagrams is postponed to Subs. 4.2.6. In the
next Subs.we specify several forms of the driving component k(t) with respect
to the engine performance.
4.2.5 External driving
The quantities Pout, δPout and η naturally determine the “quality” of a Brownian
engine. The ideal engine should work, at the same time, at the largest possible
output power (1.70) with the smallest possible fluctuation (4.45) and with the
largest possible efficiency (1.69). However, such engine can not be constructed.
For example, the maximum possible efficiency (1.71) is obtained in the reversible
limit, when the output power vanishes. Therefore one has to either maximize a
single characteristic of the engine alone or settle with a compromise.
Maximum power:
Let the parameters k0 = k(0), k1 = k(t
+
+), t±, T± and ν are given. In this Subs.we
will find the specific form of the function k(t) which yields the maximum pow-
er (1.70) for these parameters. Later on we will identify also ideal durations of
the two isothermal branches, t±. The mean work (4.36) represents a complicat-
ed, non-local, functional of k(t) (see for example [182] where the procedure is
performed for an isothermal process). Therefore, instead of finding the optimal
protocol k(t) directly, we will adopt a little bit tricky approach introduced in [159]
(see also [195]). The limit cycle (4.34) corresponding the (unknown) optimal pro-
tocol k(t) is inevitably described by a certain function f(t). This function can be
obtained from k(t) via Eq.(4.35) and, similarly, the function k(t) can be obtained
from the function f(t) using the formula
k(t) = − ḟ(t)− T (t)
2f(t)
. (4.50)
Eqs. (4.35) and (4.50) represent a one-to-one correspondence between the func-
tions k(t) and f(t) and hence it does not matter if one first finds the optimal
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driving k(t) or the optimal response f(t). During the isothermal branches the
work (4.36) assumes the generic form














The work done during the first isothermal branch (branch I) is obtained after the
substitution ti = 0, tf = t
−
+, fi = f(0) = f0, ff = f(t+) = f1 and T = T+. The
substitution ti = t
+
+, tf = t
−
p , fi = f(t+) = f1, ff = f(tp) = f0 and T = T− yields
the work done during the second isothermal branch (branch III). The integral in
Eq. (4.51) equals the irreversible work









= −T [Stot(tf)− Stot(ti)] ≤ 0 , (4.52)
the second term Eq. (4.51) corresponds to the increase of the internal energy,
−[U(tf) − U(ti)], and the third term is given by TSs(tf , ti). Using the definition
(4.52), the total entropy produced per cycle, the work done per cycle and the
engine efficiency can be rewritten as


















respectively. The increase of the system entropy during the first isothermal
branch, Ss(t+, 0), equals (ν+1) log(f1/f0). Assume that the parameters T±, t±, f0
and f1 are given. Moreover, let the function f(t) maximize the irreversible work
(4.52) during the both isothermal branches. Then, for these given parameters,
this function also minimizes the total entropy production (4.53) and maximizes
the output work (4.54) and the efficiency (4.55), cf. [190] and Figs. 4.13, 4.14.
Heaving in mind the above discussion, we find the function k(t), which max-
imizes the work per cycle for a given k0, k1, t±, T± and ν, in the following three
steps. First, we find the function f(t) which maximizes the work for a given f0
and f1, etc. Second, we use Eq. (4.50) and calculate the corresponding function
k(t). Finally, we determine the constants f0 and f1 as the functions of k0 and k1.
The function f(t) maximizing the integral (4.52) solves the Euler-Lagrange
equation [ḟ(t)]2−2f(t) [f̈(t)] = 0 with the boundary conditions f(ti) = fi, f(tf) =





f0 (1 + A1t)








, t ∈ [0, t+]



























[1 + A2(t− t+)]2
− A2
1 + A2(t− t+)
, t ∈ [t++, t−p ]
. (4.57)
This protocol already determines the jumps in k(t) and thus the adiabatic branch-
es II and IV. The assumptions we have imposed on the function k(t) during the
derivation of the optimal protocol (4.57) are the following: 1) k(t) is continuous
within the isothermal branches (otherwise the time derivative ḟ(t) in Eq. (4.52)
would not exist); 2) the optimal system response f(t) corresponding to k(t) is
periodic and assumes the values f0 and f1 at the times 0 and t+, respectively.
Finally, from Eq. (4.57), we have for f0 and f1
f0 =
2(D −B) + ABC + 2
√
(D − B)2 + ABCD
A(AC − 4) , (4.58)
f1 =
2(B −D) + ACD + 2
√
(D −B)2 + ABCD
C(AC − 4) , (4.59)
where the individual constants are given by
A = 2(k0t+ + 1) , B = t+T+ ,
C = 2(k1t− + 1) , D = t−T− .
(4.60)
Eqs.(4.57)-(4.60) represent the solution of the problem proposed in the beginning
of this Subs. , i.e., they describe the driving k(t) which, for the given parameters
k0 = k(0), k1 = k(t
+
+), t±, T± and ν, yields the maximal output work and thus
also the maximum power. Note that for any positive k0 = k(0), k1 = k(t
+
+), t±,
T± the corresponding f0 and f1 are also positive and hence the optimal cycle


















for the irreversible action [159], which determines the heat uptake during the
isothermal branches, Q± = ±T±∆S/[2(ν + 1)]− Air/t±, and thus also the total
entropy produced per cycle, Stot = −Q+/T+ − Q−/T− = (t+ + t−)/(t+t−)Air.
The authors of [159] already noted that, in the long time limit t± → ∞, the
produced entropy converges to zero and the cycle becomes reversible regardless
the instantaneous interchanges of the reservoirs. This feature of the driving,
which in fact means that the system is in the long time limit during the whole
cycle in thermal equilibrium, cf. Figs. 4.11 and 4.12, stems from the fact that,
during the derivation, one actually minimizes the irreversible entropy production
Stot, cf. [190]. Indeed, from Eqs. (4.56) and (4.57) follow that limt±→∞ f(t) =
feq(t). As was already noted by Sekimoto [170], this would not be possible if the
driving would not include the jumps, which ensure that the system response f(t)
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converges to its equilibrium value (4.49) also at the instants when the temperature
suddenly changes. For the protocols where limt±→∞ f(t) 6= feq(t) there is, due
to the sudden changes of the temperature and subsequent inevitable relaxation
processes, always produced a positive amount of entropy Stot, cf. [31], Sec. 4.1
and Figs. 4.11, 4.12.
Maximization of (4.61) with respect to the times t± leads to the optimal
duration of the branches




Without loose of generality we assume that the first reservoir is hot (T+ > T−).
In such case the efficiency (1.69) corresponding to the optimal protocol (4.57)





where ηC = 1−T−/T+ denotes the Carnot efficiency (1.71). Note that ηp depends,
contrary to the corresponding optimal power Pout = (T+−T−)2∆S/[64(ν+1)2Air],
only on the reservoir temperatures T+ and T−, not on the parameters f0, f1 or k0,
k1 etc. Under the assumption of small temperature difference (ηC small) one can
perform Taylor expansion of the efficiency at maximum power (4.63), the result
is











where ηCA = 1 −
√
T−/T+ stands for the Curzon-Ahlbron efficiency (1.72). The
formulas (4.63) and (4.64) represent another example which verifies validity of
general considerations of the works [59,61,101,159] where the authors prove that
the efficiency at maximum power (4.63) is bounded as ηC/2 < ηP < ηC/(2− ηC)
and that the expansion (4.64) is universal for strong coupling models that possess
a left-right symmetry, cf. Sec. 1.4. In Fig. 4.8 we show one example of the
potential (4.25) and of the corresponding particle distribution (4.34) during the
limit cycle driven by the optimal protocol (4.57).
Minimum relative power fluctuation
Minimization of the relative power fluctuation (4.45) is a task which is beyond the
scope of the present Sec.(the functional, which yields the protocol minimizing the
power fluctuation, is to complicated). Using the physical intuition, one can guess
that the driving, which minimizes the work fluctuation |Wtot| σ̃w(tp, 0), should
perform all the work at the instants when the width of the particle distribution
(4.38) is minimal. However, such driving would also perform zero amount of work
Wout. Nevertheless, we decided to investigate a class of protocols where the work




r1 , t ∈ [0, t−+]
r2 , t ∈ [t++, t−p ]
. (4.65)
The two isotherms where no work is produced can also be referred to as isochoric
branches. It is worth noting that, due to the jumps in k(t), the resulting cycle
can be performed quasi-statically. However, the only equilibrium cycle consistent
with the driving (4.65) dwells during the whole period in the same state.
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Fractional driving








, t ∈ [0, t−+]
k2
1 + γ2(t− t++)
, t ∈ [t++, t−p ]
. (4.66)
Our results for this protocol coincide with those obtained in [152]. Contrary to
the protocols (4.57) and (4.65), this driving may consists of two isotherms only
(cf. with the driving used in Sec. 4.1). In the figures we always take continuous
k(t), then the adiabatic branches vanish for ν = −1/2. If the jumps in the driving
are allowed, the engine corresponding to the fractional driving can be tuned so
it differs from the one driven by the optimal protocol (4.57) nearly negligibly. In
the next Subs.we discuss the results obtained for these three protocols.
4.2.6 Discussion
Assume that we want to realize the described engine experimentally using the
optical tweezers. Then the control parameters g(t) and k(t) can be driven by
the laser intensity. The response function f(t) is proportional to the particle
variance. Therefore its maximum value in a sense determines the engine size. In
this Subs.we compare performance of the three protocols described above. In the
most illustrations we assume that the protocols are specified by the parameters
f0, f1, t±, T± and ν. In all the figures the constant f0 (f1) represents the smallest
(largest) value of the function f(t) during the cycle. This means that we compare
the engines characterized by the same minimum and maximum particle variance
(system size). To perform a similar analysis for a given k0 = k(0), k1 = k(t
+
+)
etc is straightforward. For a given f0, f1, t±, T± and ν the parameters of the
individual drivings are calculated using the closure conditions on the driving and




+), f(tp) = f(0) and, for




p ) = k(tp). For arbitrary reasonable
parameters (positive f0, f1, t±, T±) these formulas yield solution only for the
optimal protocol. Therefore, in Figs. 4.13 and 4.14, we were pushed to take
different f1 for the fractional driving than that used for the other two protocols.
Two representative working cycles for the optimal protocol (4.57) are depicted
in Figs.4.9 and 4.11. The time resolved thermodynamic quantities (4.36), (4.39-
4.40), (4.41-4.43) and (4.44), for these two engines, are depicted in Figs. 4.10
and 4.12. In Figs. 4.9, 4.10 and 4.11, 4.12 we show an example of the working
cycle together with the corresponding time resolved thermodynamic quantities
for the fractional driving (4.66) and for the adiabatic driving (4.65), respectively.
Contrary to the equilibrium situation, where two isotherms corresponding to
different temperatures can never cross, the simplest non-equilibrium cycle can be
formed just by two isothermal branches. For the drivings used the g-cycle forms
always a rectangle, while the k-cycle can be formed by two loops of a general
shape. An example of such two-loop cycle is depicted in Fig. 4.9.
Figs.4.11 and 4.12 demonstrate the case of very slow driving. The cycle driven
by the optimal protocol is close to the quasi-static realization and its efficiency
nearly attains the Carnot’s upper bound (1.71). In the limit of infinitely slow
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driving (t± → ∞), the adiabatic changes of the optimal driving at the instants
when the reservoirs are interchanged guarantees that the equilibrium states before
and after the adiabatic branches coincide, cf. [170]. On the other hand, during
the cycle driven by the fractional driving, where the adiabatic branches are not
considered, the system is brought far from equilibrium whenever the temperature
changes and the quasi-static limit does not exist. In Subs. 4.2.5 we have shown
that, for a given parameters f0, f1, t±, T± and ν, the optimal protocol (4.57)
yields the maximal efficiency and output power and that it minimizes the entropy
produced per cycle. This result is verified in Figs. 4.10 and 4.12. More detailed
discussion of Figs. 4.9-4.12 is contained in the captions below the individual
figures.
The efficiency (1.69), the output power (1.70), the power fluctuation (4.45)
and the total entropy production (4.43) of engines driven by the protocols (4.57),
(4.65) and (4.66) are depicted in Figs. 4.13 and 4.14. In Fig. 4.13 we study the
dependence of these variables on the allocation of a given period tp between the
two isotherms. In Fig.4.14 the engine performance as a function of the parameter
ν is studied. It turns out that all the depicted quantities except the relative power
fluctuation, which exhibits a well pronounced minimum, are monotonic functions
of ν. The curves corresponding to the optimal protocol and to the adiabatic
driving in Figs. 4.13 and 4.14 verify that, for a given parameters f0, f1, t±, T±
and ν, the optimal protocol (4.57) yields the maximal efficiency, output power
and that it minimizes the entropy produced per cycle. On the other hand, for
the fractional driving we use different f1 and hence the corresponding efficiency
and even the power output exceeds, for some parameters, the results obtained for
the optimal protocol. For the parameters taken in Figs. 4.13 and Fig. 4.14 the
maximum power (4.61) is obtained for ∆ = 0.5 and for ν = −0.499, respectively.
In the both Figs.the efficiency at maximum power (4.63) lies between the general
bounds (1.74), which are depicted by the solid red and green horizontal lines. For
more detailed discussion see the captions below the individual figures.
The smallest relative power fluctuation observed for the three protocols is
achieved by the adiabatic driving. From macroscopic world we know that the
power fluctuations towards large values can be handled by enlarging the capacity
of the system where the power is delivered. On the other hand the fluctuations
towards small power values can be balanced only by adapting a standby power
supply. An example is the discussion about wind power plants, which cause
current fluctuations in transmission-grids [55]. The natural Brownian motors
[9, 82, 83, 106] are exposed to large fluctuations of the environment and hence
they are quite adapted, indeed. Nevertheless it is an interesting question whether
the principle of minimal power fluctuations, the principle of maximum output
power, or some other principle eventually applies in this field. In any case, these
principles should be considered during the design of artificial Brownian motors
[82].
To conclude we have studied a simple, exactly solvable, model of a stochastic
heat engine with the continuous state space. The working medium of the engine
is a particle diffusing in a time-periodic log-harmonic potential described by two
control parameters. We have examined the efficiency at maximum power for this
engine. Specifically, we have verified the general results obtained by Schmiedl and
Seifert [159] and by Esposito et al. [59, 61]. Further we have focused on output
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power fluctuations and discussed the possibility to minimize them. Concretely,
we have presented a protocol which yields smaller power fluctuations than the
one which gives the maximum power. Finally, we have introduced the driving
which, contrary to the two mentioned protocols, does not incorporate the adi-
abatic branches and thus the corresponding limit cycle can never approach the
quasi-static limit. For the three drivings we have discussed the possibility to
depict the corresponding limit cycles in a PV-like diagram.
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Fig. 4.9: Upper figures depict the driving k(t), the systems response f(t)
[Eq. (4.35)], the g-cycle (4.47) formed by one counter-clockwise loop (Wg < 0)
and the k-cycle (4.48) formed by one clockwise loop (Wk > 0) for the optimal
protocol (4.57), respectively. Lower three figures show the same for the adiabatic
driving (4.65). The total work output for the both cycles is positive (Wout > 0).
In the left figures the red (blue) curve corresponds to the first (second) isotherm.
The curves corresponding to the (infinitely fast) adiabatic branches are depicted
in black. Red/blue dashed lines in the middle and in the right figures stand for
the hot/cold equilibrium isotherms. In the both figures the black circles denote
the initial points of the cycles, the directions of the circulations are marked by
the arrows. During the isothermal branches of the both g-cycles (and also during
the isotherms of the k-cycle for the adiabatic driving) the driving is constant and
hence no work is produced. These branches thus represent an analogue of iso-
chores from the classical thermodynamics. Another consequence of the constant
k(t) during the isotherms of the adiabatic driving is the fact that the equilibrium
isotherms corresponding to the g-cycle degenerate to points. The system response
f(t) for the two different protocols [in particular compare the ranges of used k(t)
values] is quite similar. Parameters used: t+ = 0.15, t− = 0.85, T+ = 5, T− = 0.5,
f0 = 0.2, f1 = 0.7198, ν = −0.499. Here and in all other figures the remaining
parameters are calculated from the closure conditions on the driving and system




+) and f(tp) = f(0).
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Fig. 4.10: Time-resolved thermodynamics of the engines depicted in Fig.4.9. In
all the panels the red (blue) curve stands for the first (second) isotherm. The
curves corresponding to the (infinitely fast) adiabatic branches are depicted in
black. The upper (lower) figures in Fig. 4.9 stand for the upper (lower) figures
herein. Left: The mean work done on the environment (solid line), the mean heat
accepted by the system (dot-dashed line) and the internal energy of the system
(broken line). Note that these curves verify the first law of thermodynamics.
Middle: The entropy of the system (solid line), the entropy transfered to the
reservoirs (dot-dashed line) and the total entropy production of the engine (solid
line). The total entropy produced per cycle, Stot(tp), is always positive and
equals the amount of entropy transfered to the reservoirs, Sr(tp). Right: The
relative work fluctuation. The cycle driven by the optimal protocol (upper figures)
produces larger work with larger relative fluctuation than the cycle driven by the
adiabatic driving (lower figures), which performs work only during the adiabatic
branches. More entropy is produced during the cycle with the adiabatic driving.
Note that the relative work fluctuation changes, during the adiabatic branches
of the cycle, discontinuously. Although this function can also decrease, the total
fluctuation at the end of the cycle is always positive.
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Fig. 4.11: The same quantities as in Fig. 4.9. Upper (lower) three figures cor-
respond to the optimal protocol (4.57) [fractional driving (4.66)]. For the both
cycles we have taken very slow driving (t+ = 200, t− = 300). During the cycle
driven by the optimal protocol the system is at all times very close to the equi-
librium state. The cycle is nearly quasi-static and its efficiency η ≈ 0.868 almost
reaches the Carnot’s upper bound ηC = 0.875. On the other hand, during the
cycle driven by the fractional driving the system is brought far from equilibrium
at the instants when the heat reservoirs are interchanged. During the emerging
relaxation processes a large amount of entropy is produced (cf. Fig. 4.12) and
the engine efficiency η ≈ 0.352 is far from ηC. Note also that the system response
f(t) after these time instants changes quite rapidly as compared to the system
response for the optimal protocol. It may seem that the equilibrium isotherms
in the g-cycle corresponding to the fractional driving again degenerate to points.
This illusion is caused by the fact that the driving k(t) changes during these
isotherms only slightly. The range of k(t) used for the optimal protocol is much
larger. Other parameters used: T+ = 4, T− = 0.5, f0 = 0.5, f1 = 4.1219,
ν = −0.499.
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Fig. 4.12: Same quantities as in Fig. 4.10 for the engines depicted in Fig. 4.11.
The engine driven by the optimal protocol works during the whole cycle close
to the quasi-static regime (cf. Fig. 4.11). On the contrary the cycle driven by
the fractional driving is brought far from equilibrium at the instants when the
heat reservoirs are interchanged. This is reflected in large (small) output work
and small (large) entropy production corresponding to the optimal (fractional)
protocol. Note that a considerable amount of the total entropy produced during
the cycle with the fraction driving is created just after the two heat reservoirs are
interchanged. The fractional driving is favored by the relative work fluctuation,
which is much smaller than that corresponding to the optimal protocol.
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Fig. 4.13: Performance of the engine as a function of the asymmetry parameter
∆ = t+/tp for the optimal driving (4.57) (dashed lines), for the adiabatic driving
(4.65) (solid lines) and for the fractional driving (4.66) (dashed-dotted lines). The
fixed tp = 2.2344 is chosen in order to obtain the optimal time distribution (4.62)
for ∆ = 0.5. a) The efficiency (1.69) of the engine. The upper, middle and lower
dotted horizontal lines correspond to the Carnot efficiency ηC, Curzon-Ahlborn
effciency ηCA and efficiency at maximum power ηP given by (4.63), respectively.
The upper green and lower red solid horizontal lines correspond to the upper
and lower bounds for the efficiency at maximum power (1.74). For ∆ = 0.5 the
efficiency for the optimal driving fulfills this limitation. Note that the upper
bound for the efficiency at maximum power is larger than the Curzon-Ahlborn
efficiency. b) The output power (1.70). The maximal power for the optimal
driving is achieved for ∆ = 0.5. c) The total entropy produced per cycle (4.43).
d) The relative power fluctuation (4.45) tends to +∞ if the corresponding output
power vanishes. We restricted the vertical limits in order to show the most
interesting region of the figure in sufficient detail. The smallest power fluctuations
are achieved by the adiabatic driving. For all the protocols we took T+ = 4,
T− = 0.5, f0 = 0.5, ν = −0.499. Moreover, for the optimal and for the adiabatic
driving we used f1 = 1.5, and for the fractional driving we took k1 = 1.8, which
results in a different f1. According to the discussion in Subs. 4.2.5, the optimal
protocol yields, for a given f0, f1, t±, T± and ν, maximum efficiency, maximum
output power and minimum amount of entropy. This is verified on the adiabatic
driving which corresponds to the same parameters as the used optimal protocol.
On the other hand, for the fractional driving we have used different f1, which
means that, for some values of the parameter ∆, the resulting efficiency and
even the output power may exceed the values obtained for the optimal protocol.
Similar situation arises if one specifies the parameters k(0), k(t++), t±, T± and ν.
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Fig. 4.14: Performance of the engine as a function of the parameter ν (4.29).
For ν > −0.5 (ν < −0.5) the logarithmic part of the potential (4.25) is repulsive
(attractive). The meaning of the individual curves is the same as in Fig. 4.13.
The duration of the isothermal branches t+ = t− = 1.1172 is chosen in order to
obtain the optimal time distribution (4.62) for ν = −0.499. The efficiency, the
output power and the entropy produced per cycle are monotonic functions of ν.
Note that the efficiency at maximum power (ν = −0.499) fulfills the restriction
(1.74). For the parameters taken, the optimal protocol yields the maximum
efficiency, maximum output power and minimum entropy production from the
three drivings. The power fluctuation both for the optimal protocol and for the
adiabatic driving exhibits well pronounced minimum, which is deeper for the
adiabatic driving. Other parameters used for all protocols: T+ = 4, T− = 0.5,
f0 = 0.5. For the optimal and adiabatic drivings we, moreover, used f1 = 1.5.




In this thesis we have presented several exactly solvable models from the field
of stochastic thermodynamics, which we have reviewed in Chap. 1. First, in
Chaps. 2 and 3, we have focused on driven mesoscopic systems with both dis-
crete (Chap. 2) and continuous (Chap. 3) state space which, moreover, interact
with a thermal reservoir at a constant temperature. We have analytically inves-
tigated the dynamics and energetics during the emerging isothermal processes.
In particular, we have calculated the probability density for work, heat and in-
ternal energy. Although, from the theoretical point of view, these results are
themselves interesting, they can also help to better utilize the experimental data.
For instance in many experiments the Jarzynski equality (1.61) is used in order
to extract the equilibrium free energy differences from non-equilibrium stretching
experiments [151]. The extracted free energy difference strongly depends on the
tail of the work distribution for large negative work values, which correspond to
highly improbable realizations of the experiment and hence can not be measured
accurately enough. Therefore it is important to use the correct fit (the Jarzynski
estimator) of the measured work distributions in order to obtain the tail accu-
rately enough [138]. Although complicated from the mathematical point of view,
the models where the work fluctuations can be treated analytically are often too
simple from the physical point of view. More realistic models can be studied using
computer simulations, which can also help to find suitable Jarzynski estimators.
In App.C we present a new algorithm which can be used for these simulations.
In the second part of the thesis (Chap. 4) we have focused on periodically
driven mesoscopic systems which communicate with two heat reservoirs at differ-
ent temperatures. During the cyclic process the system can perform a positive
mean work on the environment. Such stochastic heat engines have been studied
during the last decade. We have presented two exactly solvable models. In the
first one we have derived the probability density for the work performed per op-
erational cycle, and we have discussed its properties. In the second example we
have found the exact form of the periodic driving which yields the maximum out-
put power of the engine and we have verified the recent general results concerning
the corresponding efficiency [195]. In the both models we have also discussed the
possibility to minimize the power fluctuations. Majority of the available stud-
ies concerning stochastic heat engines focus on calculating the mean values of
the thermodynamic quantities. Our analysis of the corresponding fluctuations
provides new insights into the performance of the engines.
The results presented in the thesis can be extended in several directions.
For instance one can focus on stochastic thermodynamics of interacting systems,
which did not received much attention in the literature, yet. Further, it would
be interesting to investigate the possibility to optimize the performance of the
stochastic heat engines under different requirements than that of maximum power
or minimal power fluctuations. One can draw inspiration from many studies
concerning macroscopic heat engines, where several ecological, economical and
size criteria are considered [49]. “Natural” engines working in living cells usually
do not use temperature gradients. Therefore, it would be interesting to extend the
presented analysis on the processes driven by chemical gradients, which, moreover,
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involve chemical reactions. Several studies in this direction were performed in
the field of Brownian motors [9, 82, 83, 106]. However, in these papers, the work





A. Work Distributions for Slow
and for Fast Processes
In this App.we investigate the probability density for the work done during an
infinitely fast (slow) isothermal process. Without loose of generality we consider
only the situation when the initial condition is set at the time t′ = 0. In such case
we can simplify the notation. We write  (t | 0) ≡  (t) and !(w, t | 0, 0) ≡ !(w, t)
for the solution of the master Eq. (1.3) and that of Eq. (1.13), respectively.
Further we assume that the detail balance condition (1.4) is fulfilled.
Laplace transform of the probability distribution for the work given initial
and final state of the system [elements of the matrix !(w, t)], if exists, obeys the
set of ordinary differential equations
d
dt
!̃(s, t) = −
[
s "̇(t) + ν#(t)
]
!̃(s, t), !̃(s, 0) = $ , (A.1)
where s is the Laplace variable corresponding to the work variable w. Note that
!̃(0, t) =  (t). Its solution for an infinitely slow (fast) process can be obtained
by taking the limit ν → ∞ (ν → 0) in Eq. (A.1), i.e., by assuming infinitely fast
(slow) intrinsic relaxation processes.
A.1 Infinitely fast process
If ν = 0, the solution of the master Eq.(1.3) is the constant matrix  (t) = 1/N $
and Eq. (A.1) reduces to
d
dt





exp {−s ["(t)− "(0)]} $ , (A.3)




δ {w − [Ei(t)− Ei(0)]} δij . (A.4)
As expected, during an infinitely fast process, the system dwells in its initial state
and the work equals the change of its internal energy (there is no time to accept
any heat from the reservoir). In this thesis we call these processes as adiabatic.
A.2 Infinitely slow process
If ν = ∞, the master Eq. (1.3) translates into the eigenvalue problem
#(t) (t) = 0 . (A.5)
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Assuming the detailed balance condition (1.4), the solution of Eq. (A.5) is the
matrix containing the equilibrium occupation probability vector corresponding
to the instantaneous value of the potential in all its columns: [ (t)]ij = πj(t) =
exp [−βFj(t)] /Z(t), where Z(t) =
∑N
i=1 exp[−βFi(t)] denotes the partition func-
tion. Differently speaking, any initial state p(0) immediately relaxes into the
equilibrium state π(0) =  (0)p(0). Note that the individual matrix elements
are discontinuous. Initially  (t) equals the unity matrix and at any larger time
(t > 0) it consists of the equilibrium vectors π(t).
Let us integrate the work variable out of the work propagator !(w, t), what
remains is the transition matrix  (t):
∫ ∞
−∞
dw!(w, t) =  (t) . (A.6)
Now we multiply this Eq. from the left by the rate matrix "(t) and we employ
Eq. (A.5). The result is
∫ ∞
−∞
dw "(t)!(w, t) = 0 . (A.7)
This formula is valid for any external driving Ei(t), even for those for which the
matrix "(t)!(w, t) does not vanish after the integration. This means that the
matrix !(w, t) factorizes as !(w, t) =  (t)#(w, t), where the unknown matrix
#(w, t) obeys the formula
∫∞
−∞
dw#(w, t) = $. Using the same argumentation as
above, in order to fulfill the last formula, the matrix #(w, t) must be diagonal.
Moreover, if we consider that any initial state p(0) immediately relaxes into the
equilibrium state π(0), it is reasonable to assume that for any initial state of the
system one obtains the same work distribution. Altogether we conclude that the
work propagator should have the form !(w, t) = f(w, t) (t), where f(w, t) is an
















 (t) , (A.8)
where f̃(s, t) stands for the Laplace transformed function f(w, t). The work prob-
ability density is obtained from the work propagator as ρ(w, t) = 1T!(w, t)p(0),
where 1T stands for the line vector of ones, cf. equations (1.15) and (1.16). There-
fore, in order to obtain the function f(s, t) we multiply Eq. (A.8) by 1T from the
left and by p(0) from the right. We get the formula
d
dt
f̃(s, t) = −s
N∑
i=1
Ėi(t) πi(t)f̃(s, t) , (A.9)
where we have used the following relations
1T (t)p(0) = $ , (A.10)






= 0 , (A.11)
1T %̇(t) (t)p(0) = 1T %̇(t)π =
N∑
i=1
Ėi(t) πi(t) . (A.12)
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Solution of Eq. (A.9) is similar to that of Eq. (A.1). We will continue with its
inverse Laplace transform











The integral inside the δ-function yields the mean work done on the system
(1.23). Since the process is quasi-static, the mean work equals the increase of the
Helmholtz free energy F (t) = − log[Z(t)]/β of the system. We get the expected
result
ρ(w, t) = δ {w − [F (t)− F (0)]} . (A.14)
This results was already obtained by Speck and Seifert [177] using Langevin and
Fokker-Planck formalism. In their setting these authors have also shown that
for slow (but finite) driving WPD has always Gaussian form. We were not able
to repeat such calculation within the master equation dynamics. For example if
one attempts to expand the matrices  (t) and !(w, t) in the small parameter
1/ν, he is pushed to calculate the matrix ["(t)]−1. However, the rate matrix "(t)
is singular and thus it can not be inversed. Nevertheless, such result could be
expected, because the WPD in discrete models poses (for finite times) a finite




B. Validity of Jarzynksi Equality
for an Unidirectional Process
In this App.we investigate whether the analytical results obtained for the work
probability density in the Kittel zipper model (Sec. 2.4) can be used as an
approximation of work distributions measured during single molecule experi-
ments [3,40,150,151]. Specifically, we examine the validity of the experimentally
important Jarzynski equality (1.61) for this approximate model. To this end we
consider a more realistic model of a DNA hairpin unfolded by a linearly increasing
force f(t) = f0 + rt, where r is the loading rate (cf. Fig. 2.3). With the help
of Mfold folding predictions [155, 198], it is possible to design a periodic DNA
sequence [135] which unfolds like a N -level system with the (forward) free energy
barriers between the individual levels (cf. Fig. 2.1) and the level free energies
given by
∆(t) = E − Ff(t) = E − Ff0 − Frt , (B.1)
Fi(t) = (i− 1)[A−Bf(t)] = (i− 1)(A−Bf0 − Brt) , (B.2)
respectively. The unfolding of such periodic DNA molecule can be described by
















where the empty elements are 0. The unfolding and refolding rates in (B.3) are
λU(t) = ν exp[−β(E − Ff0)] exp(βFrt) , (B.4)
λR(t) = exp[β(A− Bf0)] exp(−βFrt)λU(t) . (B.5)
The work fluctuations during the unfolding can be studied using the solution of
Eq. (1.13) with the matrix  (t) given by Eq. (B.3) and with
!̇(t) = diag{Ḟ1(t), . . . , ḞN(t)} = −Br diag{0, . . . , N − 1} . (B.6)
From Subs.2.1.2 we know that, even forN = 2, this model is exactly solvable only
for the case F = B. The approximate solution for the case λU(t)  λR(t) ≈ 0 is
discussed in Sec. 2.4.
WPD for any N -level system assumes the generic form
ρ(w, t) = ρC(w, t) +
N∑
i=1
Rii(t) pi(0) δ{w − [Fi(t)− Fi(0)]} , (B.7)
where ρC(w, t) stands for the non-singular part of the probability density and the
singular part, proportional to the δ-functions, is determined by the diagonal of the
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matrix (t) ≡  (t | 0) and by the initial state of the system, pi(0). Contrary to the
function ρC(w, t), the singular part of ρ(w, t) can be always obtained analytically.















β(F − B)r {exp[β(F − B)rt]− 1} , (B.9)
where αU = ν exp[−β(E −Ff0)] and αR = ν exp[−β(E −Ff0)] exp[β(A−Bf0)].
Then the weights Rii(t) for the present model read
R11(t) = exp[−ΛU(t)] , (B.10)
Rii(t) = exp[−ΛU(t)− ΛR(t))] , i = 2, . . . , N − 1 , (B.11)
RNN (t) = exp[−ΛR(t)] . (B.12)
Realistic values of the model parameters obtained in [135] are ν = 5× 106 Hz, A =
66.75 kBT , B = 4.64 kBT/pN, E = 34.61 kBT and F = 1.55 kBT/pN. Moreover,
assume that the constant pulling rate is r = 5 pN/s, the force applied on the
molecule is initially f(0) = f0 = 10 pN and that we stop the pulling at the time
tU = 1.0876 s when the molecule is already unfolded with the probability larger
than 99%. In order to fulfill the Jarzynksi equality
∫ ∞
−∞
dw exp (−βw) ρ(w, tU) = exp[−β∆F (tU, 0)] , (B.13)
the molecule must be initially in thermal equilibrium. For the parameters above,
we have for the partition function Z(0) =
∑N
i=1 exp[−βFi(0)] ≈ exp[−βF1(0)]
and thus pi(0) ≈ exp[−βFi(0)]/ exp[−βF1(0)]. Similarly, Z(tU) ≈ exp[−βFN(tU)]
and thus we can write for the equilibrium free energy difference ∆F (tU, 0) =
log[Z(tF )/Z(0)] ≈ FN(tF )−F1(0). For the present model Eq. (B.13) is precisely
fulfilled. Let us now examine Eq.(B.13) for the unidirectional model, i.e., we take
λR(t) = 0. In that case ΛR(t) = 0 and thus Rii(t) = exp[−ΛU(t)], ∀ i 6= N and
RNN (t) = 1. For the parameters above we have ΛU(tU) ≈ 15, ΛR(tU) ≈ 106 and
hence these weights of the δ-functions differ significantly from the values valid for




dw exp (−βw) ρ(w, tU) = IC + IS , (B.14)
where the two non-negative terms are IC =
∫∞
−∞
dw exp (−βw) ρC(w, tU) and
IS =
∑N
i=1Rii(tU)pi(0) exp{−β[Fi(tU) − Fi(0)]}. Using the parameters above
and considering the unidirectional model, the second term can be rewritten as
IS ≈ RNN (tU)pN(0) exp{−β[FN(tU)− FN(0)]} =
= exp {−β [FN(tF )− F1(0)]} ≈ exp [−β∆F (tU, 0)] . (B.15)
The right-hand side of the Jarzynski identity (B.13) is thus, for the unidirection-
al model, given solely by the singular part of the work distribution. This means
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that, although for high enough pulling rates r the work distribution for the uni-
directional process and that for the exact model are very similar on a first glance,
their tails corresponding to the large negative work values differ significantly.
These results are depicted in Fig.B.1.
For small pulling rates (r = 5pN/s) both the probability that the molecule is
at the time t fully unfolded, pN(t), and the WPD for the two models significantly
differ, cf. Figs.B.1a1) and a2). On the other hand for large pulling rates (r =
500pN/s) these two functions are, on a first glance, identical, cf. Figs. B.1b1)
and b2). Note that neither in the case r = 5pN/s nor in the case r = 500pN/s the
refolding rates can be neglected during the whole pulling, see Figs.B.1a1) and
b1). Indeed, if the backward rates could be neglected also in the very beginning
of the pulling experiment, the molecule would be with large probability already
unfolded, cf. Fig. 2.4 and the discussion of the backward rates in Subs. 2.4.2.
Fig. B.1a) demonstrates that the correct value of the Jarzynski integral (B.13)
is for the unidirectional model given solely by the singular part of the WPD, cf.
Eqs. (B.14) and (B.15). Note that the Jarzynski integral is in the unidirectional
model always overestimated, i.e., the corresponding free energy is underestimated
[cf. Eq. (B.14)].
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Fig. B.1: Comparison of the unidirectional model (analytical results) and exact
model (Monte Carlo results) for the molecule described in App. B. Panels a1)
and a2) [b1) and b2)] correspond to the pulling rate r = 5pN/s [r = 500pN/s].
The panels a1) and b1) show the probability pN(t) as a function of time. In
the panels a2) and b2) the probability density ρ(w, tU) for the work done on the
molecule during the pulling experiment is presented. In all four panels the results
for the exact (unidirectional) model are depicted by the green circles (solid blue
lines). The insets in the panels a1) and b1) show the transition rates λU(t) (solid
blue line) and λR(t) (dashed red line) as the functions of time. The unfolding
time tU in all the panels is given by the implicit equation pN(tU) = 0.99. Panel
c) depicts the Jarzynski integral (B.14) calculated for the unidirectional process
as the function of the pulling rate r. Specifically, the red triangles stand for
the whole integral, Jint, the dashed black line stands for the continuous part of
the integral, IC, and the solid blue line depicts the singular part of the integral,
IS. The green circles stand for the value of the Jarzynski integral for the exact
model. The inset shows the free energies calculated from the individual parts
of the Jarzynski integral using Eq. (B.13). For each point in the panel c) a
different unfolding time tU is used. Note that the Jarzynski integral is, in the
unidirectional model, always overestimated, i.e., the corresponding free energy is
underestimated (cf. Eq. (B.14)).
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C. Simulations
The following work was, in a slightly modified version, published in [92].
C.1 Introduction
Stochastic jump processes with time-dependent transition rates are of general
importance for many applications in physics and chemistry, in particular for de-
scribing the kinetics of chemical reactions [5, 8, 76] and the non-equilibrium dy-
namics of driven systems in statistical mechanics [43, 56, 164]. With respect to
applications in interdisciplinary fields they play an important role in connection
with queuing theories.
In general a system with N -levels is considered that, at random time instants,
performs transitions from one microstate to another. In case of a Markovian
jump dynamics the probability for the system to change its microstate in the time
interval [t, t + ∆t) is independent of the history and given by λij(t)∆t + o(∆t),
where j and i 6= j are the initial and target levels, respectively, and λij(t) the
corresponding transition rate at the time t (λjj(t) = 0). That is, if the system
is in the level j at the time t′, it will stay in this level until a time t > t′ with








i=1 λij(τ) is the
total escape rate from the level j at the time τ . The probability to perform a












stands for the probability density for the first transition to the level i to occur at
the time t after the system was in the level j at the time t′. Any algorithm that
evolves the system according to Eq. (C.1) generates stochastic trajectories with
the correct path probabilities.
The first algorithm of this kind was developed by Gillespie [77] in generaliza-
tion of the continuous-time Monte-Carlo algorithm introduced by Bortz et al. [18]
for time-independent rates. We call it the reaction time algorithm (RTA) in the
following. The RTA consists of drawing a random time t from the first transition




′) = λtotj (t)φj(t, t
′) = −∂tφj(t, t′)
to any other microstate i 6= j, and a subsequent random selection of the target
level i with probability λij(t)/λ
tot
j (t). In practice these two steps can be performed
by generating two uncorrelated and uniformly distributed random numbers r1,
r2 in the unit interval [0, 1) with some random number generator, where the first





dτλtotj (τ) = − log(1− r1) (C.2)












Both steps, however, lead to some unpleasant problems in the practical realiza-
tion.
The first step according to Eq. (C.2) requires the calculation of Λj(t, t
′) and
the determination of its inverse Λ̃j(., t
′) with respect to t in order to obtain the
transition time t = Λ̃j[− log(1 − r1), t′]. While this is always possible, since
λtotj > 0 and accordingly Λj(t, t
′) is a monotonously increasing function of t, it
can be CPU time consuming in the case when Λ̃j(t, t
′) cannot be explicitly given
in an analytical form and one needs to implement a root finding procedure.
The second step according to Eq. (C.3) can be cumbersome if there are many
levels (N large) and a systematic grouping of the λij(t) to only a few classes is not
possible. This situation in particular applies to many-particle systems, where N
typically grows exponentially with the number of particles, and the interactions
(or a coupling to spatially inhomogeneous time-dependent external fields) can
lead to a large number of different transitions rates. Moreover, even for systems
with simple interactions (as, for example, Ising spin systems), where a grouping
is in principle possible, the subdivision of the unit interval underlying Eq. (C.3)
cannot be strongly simplified for time-dependent rates.
A way to circumvent Eq.(C.3) is the use of the First Reaction Time Algorithm
(FRTA) for time dependent rates [102], or modifications of it [5]. In the FRTA one





dτ λkj(τ)] for the individual transitions to each of the target
microstates k and then performs the transition i with the smallest ti = mink{tk}
at the time ti. This is statistically equivalent to the RTA, since for the given initial
microstate j, the possible transitions to all target microstates are independent
of each other. In short-range interacting systems, in particular, many of the
random times tk can be kept for determining the next transition following i. In
fact, all transitions from the new level i to target levels k can be kept for which
λki(τ) = λkj(τ) for τ > t (see Ref. [52] for details). However, the random times
tk need to be drawn from ψkj(tk, t
′) and this unfortunately involves the same
problems as discussed above in connection with Eq. (C.2).
C.2 Algorithms
We now present a new “attempt time algorithm” (ATA) that allows one to avoid
the problems associated with the generation of the transition time in Eq. (C.2).
Starting with the system in the level j at the time t0, one first considers a large




In general this can by done easily, since λtotj (τ) is a known function. In particular
for bounded transition rates it poses no difficulty, as, for example, in the case
of Glauber rates or a periodic external driving, where T could be chosen as the
time period. If an unlimited growth of λtotj with time were present (an unphysical
situation for long times), T can be chosen self-consistently by requiring that the
time t for the next transition to another level i 6= j (see below) must be smaller
than t0 + T .
110
Next an attempt time interval ∆t1 is drawn from the exponential density
Fj(∆t1) = µ
tot
j exp(−µtotj ∆t1) and the resulting attempt transition time t1 =
t0 + ∆t1 is rejected with probability p
rej
j (t1) = 1 − λtotj (t1)/µtotj . If it is rejected,
a further attempt time interval ∆t2 is drawn from Fj(∆t2), corresponding to an
attempt transition time t2 = t1+∆t2, and so on until an attempt time t < t0+T
is eventually accepted. Then a transition to a target level i is performed at the
time t with probability λij(t)/λ
tot
j (t), using the target level selection of Eq.(C.3).
In order to show that this method yields the correct first transition probability
density ψij(t, t0) from Eq. (C.1), let us first consider a sequence, where exactly
n ≥ 0 attempts at some times t1 < . . . < tn are rejected and then the (n + 1)th
attempt leads to a transition to the target level i in the time interval [t, t + dt).
The corresponding probability density ψ
(n)
ij (t, t0) is given by
ψ
(n)
























































It is clear that for avoiding the root finding of Eq. (C.2) by use of the ATA,
one has to pay the price for introducing rejections. If the typical number of
rejections can be kept small and an explicit analytical expression for t cannot be
derived from Eq. (C.2), the ATA should become favorable in comparison to the
RTA. Moreover, the ATA can be implemented in a software routine independent
of the special form of the λij(τ) for applicants who are not interested to invest
special thoughts on how to solve Eq. (C.2).
One may object that the ATA still entails the problem connected with the
cumbersome target microstate selection by Eq. (C.3). However, as the RTA has
the first reaction variant FRTA, the ATA has a first attempt variant. In this
first attempt time algorithm (FATA) one first determines, instead of µtotj from
Eq. (C.4), upper bounds for the individual transitions to all target microstates




Thereupon random time intervals ∆tk are drawn from the probability density
Fkj(∆tk) = µkj exp(−µkj∆tk), yielding corresponding attempt times t(1)k = t0 +
∆tk. The transition to the target level k




k } = t1
is attempted and rejected with probability prejk′k(t
(1)




it is rejected, a further time interval ∆t
(2)














k 6= k′ (it is not necessary to draw new time intervals for these target levels due





k } = t2 is then attempted and so on until eventually
a transition to a target level i is accepted at a time t < t0+T . The determination
of the minimal times can be done effectively by keeping an ordered stack of the
attempt times. Furthermore, as in the FRTA, one can, after a successful transition
to a target level i at the time t, keep the (last updated) attempt times tk for all
target levels that are not affected by this transition (i.e., for which λki(τ) = λkj(τ)
for τ ≥ t). Overall one can view the procedure implied by the FATA as that each
level k has a next attempt time tk (with tj = ∞ if the system is in the level j) and
that the next attempt is made to the target level with the minimal tk. After each
attempt, updates of some of the tk are made as described above in dependence
of whether the attempt was rejected or accepted.
In order to prove that the FATA gives the ψj(t, t0) from Eq. (C.1), we show
that the probability densities χij(t, tn) = [λij(t)/λ
tot
j (t)](1 − prejj (t))Fj(t − tn) =
λij(t) exp[−µtotj (t − tn)] and ηj(tm, tm−1) = prejj (tm)Fj(tm − tm−1) = [µtotj − λtotj ]
exp[−µtotj (tm − tm−1)] appearing in Eq. (C.5) are generated, if we set µtotj =∑N
k µkj (note that Eq. (C.4) is automatically satisfied by this choice). These
probability densities have the following meaning: χij(t, tn)dt is the probability
that, if the system is in the level j at the time tn, the next attempt to a target
microstate occurs in the time interval [t, t + dt), the attempt is accepted, and it
changes the level from j to i; ηj(tm, tm−1) dtm is the probability that, after the
attempt time tm, the next attempt occurs in [tm, tm + dtm) with tm > tm−1 and
is rejected.
In the FATA the probability κlj(tm, tm−1) dtm that, when starting at the time
tm−1, the next attempt is occurring in [tm, tm + dtm) to a target level l is given
by







= µlj exp[−µtotj (tm − tm−1)] . (C.8)
The product ensures that tm is the minimal time (the lower bound in the integral
can be set equal (tm − tm−1) for all k 6= l due to the absence of memory in the
Poisson process). The probability that this attempted transition is rejected is





prejlj (tm)µlj exp[−µtotj )(tm − tm−1)]
= [µtotj − λtotj (tm)] exp[−µtotj (tm − tm−1)] (C.9)
in agreement with the expression appearing in Eq. (C.5). Furthermore, when
starting from time tn, the probability density χij(t, tn) referring to the joint prob-
ability that the next attempted transition occurs in [t, t + dt) to level i and is
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κij(t, tn) = λij(t) exp[−µtotj (t− tn)] . (C.10)
Hence one recovers the decomposition in Eq. (C.5) with µtotj =
∑N
k=1 µkj.
Before discussing an example, it is instructive to see how the ATA (and RTA)
can be associated with a solution of the underlying master Eq. (1.3)
d
dt
 (t | t′) = −!(t) (t | t′) ,  (t′ | t′) = " (C.11)
where  (t | t′) is the matrix of transition probabilities Rij(t | t′) for the system to
be in the level i at the time t if it was in the level j at the time t′ ≤ t, and!(t) =
ν#(t) is the transition rate matrix with elements Mij(t) = −λij(t) for i 6= j and
Mjj(t) = −
∑
∀ i 6=j Mij(t) = λ
tot
j (t). Let us decompose !(t) as !(t) = $+%(t),
where $ = diag {µtot1 , . . . , µtotN }. If %(t) were missing, the solution of the master
equation (C.11) would be 0(t | t′) = diag {exp(−µtot1 (t− t′), . . . , exp(−µtotN (t− t′)}.
Hence, when introducing %̃(t | t′) =  −10 (t | t′)%(t) 0(t | t′) =  0(t′ | t)%(t) 0(t | t′)
in the “interaction picture”, the solution of the master Eq. can be written as












dt1%̃(t2 | t′)%̃(t1 | t′) + . . .
]
(C.12)
Inserting " = $−1$ after each matrix %̃, one arrives at
 (t | t′) =  0(t | t′) +
∫ t
t′







dt1 0(t | t2)&(t2)'0(t2 | t1)&(t1)'0(t1 | t′)
+ . . . (C.13)
where '0(t | t′) = $ 0(t | t′) = diag{µtot1 exp[−µtot1 (t− t′)], . . . , µtotN exp[−µtotN (t−
t′)]}, and &(t) = %(t)$−1 has the matrix elements Bij(t) = −λij(t)/µtotj for i 6= j
and Bjj(t) = 1− λtotj (t)/µtotj .
Eq. (C.13) resembles the ATA: The transition probabilities Rij(t | t′) are de-
composed into paths with an arbitrary number n = 0, 1, 2, . . . of “Poisson points”,
where transitions are attempted. The times between successive attempted tran-
sitions are exponentially distributed according to the matrix elements of '0 and
the attempted transitions are accepted or rejected according to the probabil-
ities encoded in the diagonal and non-diagonal elements of the & matrix, re-
spectively. The  0 entering Eq. (C.13) takes care that after the last attempt
in a path with exactly n attempted transitions no further attempt occurs and
the system remains in the target level i. The RTA can be associated with an
analogous formal solution of the master equation if one replaces  0(t | t′) by












and &(t) by &RTA(t) with elements BRTAij (t) = (1 − δij) λij(t)/λtotj (t) (the diago-
nal elements are zero since the RTA is rejection-free).
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C.3 Example
An implementation of FATA was used for simulated results depicted in Figs.2.4
and B.1. Another example is presented in [92]. Here we will introduce an example
where Eq. (C.2) must be inevitably solved numerically and, hence, ATA is ad-
vantaged before RTA. Specifically, we consider a two-level system with stochastic
time-dependent level energies (free energies) E1(t) and E2(t). We choose a simple
linear protocol
E1(t) = 0 , E2(t) = at+Θ(t)Θ(τ − t) I(t) . (C.14)
The constant a governs the deterministic component of E2(t) and I(t) denotes
its stochastic (zero-mean) component. We considered the evolution within the
time-interval t ∈ [0, τ ]. The unit-step functions Θ(z) secure that the stochastic
component of the driving is switched on (of) after (before) the beginning (end)
of the process. The time-evolution of the system for a given noise realization is
driven by Eq.(1.3). The work done on the system fulfills Eq.(1.10). We consider
the detailed balanced Glauber transition rates (2.19). Due to the stochastic level
energies, the rates themselves are stochastic:
ν L21(t) =
ν




1 + exp{β[(E1(t)− E2(t))]}
.
(C.15)
Our goal in this example is to verify the Crooks relation (1.62) as it can be, using
the results derived in [86], generalized for models with stochastic driving. Let us




Prob {I(t) = I(t) , ∀ t ∈ (0, τ)}
Prob {I(t) = Ĩ(t) , ∀ t ∈ (0, τ)}
]
, (C.16)
where Ĩ ≡ Ĩ(t) = I(τ − t), t ∈ (0, τ). The external noise is time-reversible if its
arbitrary realization I is as probable to occur as the corresponding time-reversed
realization Ĩ, i.e., if the entropy (C.16) vanishes for any realization of the noise
(see [48, 109]). The generalized Crooks relation reads [95]
ρF(w)
ρR(−w)
〈exp[−σ(I)]〉σ(I)|w = exp{−β[∆F (τ, 0)− w]} . (C.17)
Here, ρF(w) stands for the probability density for the work (1.10) done during
the forward stochastic process D(t) when the system starts form thermal equi-
librium distribution π1 = π2 = 1/2 corresponding to the instantaneous value of
the energies (C.14) at the time t = 0 (cf. Sec. 1.3). Similarly ρR(w) denotes
the probability density for the work done during the time-reversed process when
the system starts form the thermal equilibrium distribution π̃1 = 1/(1 + e
−βaτ )
π̃2 = e
−βaτ/(1 + e−βaτ ) corresponding to the instantaneous value of the ener-
gies (C.14) at the time t = τ . It is assumed that during the reversed pro-
cess only the deterministic part of the energies (C.14) is reversed. The average
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〈exp[−σ(I)]〉σ(I)|w is taken over all trajectories of the forward process D(t) (for
each of these trajectories a new realization I of the noise I(t) is taken) that yield
the work w.
The generalized Crooks theorem (C.17) implies that the Crooks theorem
ρF(w)/ρR(−w) = exp{−β[∆F (τ, 0) − w]} is exact if and only if the external
noise is time-reversible (the entropy production for each individual realization I
vanishes). This is verified in Fig.C.1 where the external noise I(t) is the Ornstein-
Uhlenbeck process [78,187]. The process driven by the Langevin Eq. (1.37) with
the parabolic potential F(x, t) = kx2/2. Using ATA we calculate the probabili-
ty densities of work for both the forward process, ρF(w), and the corresponding
time-reversed process, ρR(−w). During the time-reversed process we reverse only
the deterministic component of E2(t). The stochastic component for the both
processes starts at the initial time t = 0 from the value drawn from a Gaus-
sian distribution with zero mean and a given variance V0. Whenever the initial
variance differs from D/(2k) the corresponding Ornstein-Uhlenbeck process is
non-stationary, the relaxation occurs, and the entropy σ(I) is positive for most
realizations of the process.
In the illustrations we take a=1, so in the forward process the deterministic
part of E2(t) increases. Notice that under the deterministic driving alone, the
support of the work distributions ρF(w) and ρR(−w) would be w ∈ [0, τ ]. The
tail w < 0 arises purely due to the action of the noise. In Fig. C.1 there are
two δ-functions situated at the origin. Their weights correspond to the relative
frequencies of the trajectories that reside in the level 1 during [0, τ ]. If the external






< 1 . . . ρF(w) e





= 1 . . . ρF(w) e





> 1 . . . ρF(w) e







< 1 is normal, that is, a typical situation which is
highly probable to be observed in experiments or simulations. In this case, ma-






< 1 holds, are highly probable values situated mostly in a
vicinity of W (τ, 0) and/or ∆F (τ, 0) [W (τ, 0) denotes the mean work performed





= 1 is marginal. For such w
the Crooks relation is valid pointwise. This case serves as a borderline between





> 1 is anomalous. For these
values of w the entropy corresponding to the majority of the noise realizations is
negative, i.e., these realizations occur with a lower probability then their time-
reversals. The values of w for which this case arises are rather unexpected. They
are situated in the tails of the work distributions. For more irreversible noise the
effect of such noise realizations on the tail w < 0 (works that are inaccessible
without the noise) becomes more pronounced.
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Fig. C.1: The illustration of the fluctuation theorem (C.17). The blue solid
line stands for the function ρR(−w). The red dot-dashed line corresponds to
ρR(−w) exp{−β[w − ∆F (τ, 0)]}. The blue circle (red square) on the horizontal
axis depicts the mean work W (τ, 0) [free energy difference ∆F (τ, 0)]. a) The
noise I(t) is the stationary reversible Ornstein-Uhlenbeck process (〈σ(I)〉I = 0).
We take V0 = 5. b) The noise I(t) is the non-stationary irreversible Ornstein-
Uhlenbeck process with 〈σ(I)〉I =̇ 20.76 and V0 = 0.1. Other parameters used:
D = 0.5, k = 0.05, a = 1, β = 0.3, τ = 10, ν = 1.
C.4 Summary
In summary, we have presented new simulation algorithms for Markovian jump
processes with time-dependent transition rates, which avoid the often cumber-
some or unhandy calculation of inverse functions. The ATA and FATA rely on
the construction of a series of Poisson points, where transitions are attempted
and rejected with certain probabilities. As a consequence, both algorithms are
easy to implement, and their efficiency will be good as long as the number of
rejections can be kept small. For complex interacting systems, the FATA has the
same merits as the FRTA with respect to the FRA. Both the ATA and FATA
generate exact realizations of the stochastic process. Their connection to pertur-
bative solutions of the underlying master equation may allow one to include in
future work also non-Markovian features of a stochastic dynamics by letting the
rejection probabilities to depend on the history [33]. Compared to the RTA and
FRTA, the new algorithms should in particular be favorable, when considering
periodically driven systems with interactions. Such systems are of much current
interest in the study of non-equilibrium stationary states and we thus hope that
our findings will help to investigate them more conveniently and efficiently.
116
Bibliography
[1] Abah, O.; Roßnagel, J.; Jacob, G.; et. al.: Single-Ion Heat Engine at Max-
imum Power. Phys. Rev. Lett., volume 109, Nov 2012: page 203006, doi:
10.1103/PhysRevLett.109.203006.
URL http://link.aps.org/doi/10.1103/PhysRevLett.109.203006
[2] Abramowitz, M.; Stegun, I.: Handbook of Mathematical Functions: With
Formulars, Graphs, and Mathematical Tables. Applied mathematics series,
New York: Dover Publications, Incorporated, 1964, ISBN 9780486612720.
URL http://books.google.se/books?id=MtU8uP7XMvoC
[3] Alemany, A.; Ribezzi, M.; Ritort, F.: Recent progress in fluctuation theo-
rems and free energy recovery. AIP Conference Proceedings, volume 1332,
nr. 1, 2011: pages 96–110, doi:10.1063/1.3569489.
URL http://link.aip.org/link/?APC/1332/96/1
[4] Allahverdyan, A. E.; Johal, R. S.; Mahler, G.: Work extremum principle:
Structure and function of quantum heat engines. Phys. Rev. E, volume 77,
Apr 2008: page 041118, doi:10.1103/PhysRevE.77.041118.
URL http://link.aps.org/doi/10.1103/PhysRevE.77.041118
[5] Anderson, D. F.: A modified next reaction method for simulating chemi-
cal systems with time dependent propensities and delays. The Journal of
Chemical Physics, volume 127, nr. 21, 2007: 214107, doi:10.1063/1.2799998.
URL http://link.aip.org/link/?JCP/127/214107/1
[6] Arnaud, J.; Chusseau, L.; Philippe, F.: A simple model for Carnot heat
engines. American Journal of Physics, volume 78, nr. 1, 2010: pages 106–
110, doi:10.1119/1.3247983.
URL http://link.aip.org/link/?AJP/78/106/1
[7] Astumian, R. D.: Thermodynamics and Kinetics of a Brownian Mo-




[8] Astumian, R. D.: Adiabatic operation of a molecular machine. Procl. Natl.
Acad. Sci. U.S.A., volume 104, 2007: page 19715.
URL http://www.pnas.org/content/104/50/19715.full.pdf+html
[9] Astumian, R. D.; Hanggi, P.: Brownian Motors. Physics Today, volume 55,
nr. 11, 2002: pages 33–39, doi:10.1063/1.1535005.
URL http://link.aip.org/link/?PTO/55/33/1
[10] Baule, A.; Cohen, E. G. D.: Fluctuation properties of an effective nonlinear




[11] Baule, A.; Cohen, E. G. D.: Steady-state work fluctuations of a dragged
particle under external and thermal noise. Phys. Rev. E, volume 80, Jul
2009: page 011110, doi:10.1103/PhysRevE.80.011110.
URL http://link.aps.org/doi/10.1103/PhysRevE.80.011110
[12] Bell, G.: Models for the specific adhesion of cells to cells. Science, volume
200, nr. 4342, 1978: pages 618–627, doi:10.1126/science.347575, http://
www.sciencemag.org/content/200/4342/618.full.pdf.
URL http://www.sciencemag.org/content/200/4342/618.abstract
[13] Bicout, D. J.; Kats, E.: Bubble relaxation dynamics in double-stranded
DNA. Phys. Rev. E, volume 70, Jul 2004: page 010902, doi:10.1103/
PhysRevE.70.010902.
URL http://link.aps.org/doi/10.1103/PhysRevE.70.010902
[14] Blickle, V.; Bechinger, C.: Realization of a micrometre-sized stochastic
heat engine. Nature Physics, volume 8, nr. 2, 2011: pages 143–146, doi:
10.1038/nphys2163.
URL http://dx.doi.org/10.1038/nphys2163
[15] Blickle, V.; Speck, T.; Helden, L.; et. al.: Thermodynamics of a Colloidal
Particle in a Time-Dependent Nonharmonic Potential. Phys. Rev. Lett.,
volume 96, Feb 2006: page 070603, doi:10.1103/PhysRevLett.96.070603.
URL http://link.aps.org/doi/10.1103/PhysRevLett.96.070603
[16] Bochkov, G.; Kuzovlev, Y.: Nonlinear fluctuation-dissipation relations
and stochastic models in nonequilibrium thermodynamics: I. Generalized
fluctuation-dissipation theorem. Physica A: Statistical Mechanics and its




[17] Bochkov, G.; Kuzovlev, Y.: Nonlinear fluctuation-dissipation relations and
stochastic models in nonequilibrium thermodynamics: II. Kinetic potential
and variational principles for nonlinear irreversible processes. Physica A:
Statistical Mechanics and its Applications, volume 106, nr. 3, 1981: pages
480 – 520, ISSN 0378-4371, doi:10.1016/0378-4371(81)90123-0.
URL http://www.sciencedirect.com/science/article/pii/
0378437181901230
[18] Bortz, A.; Kalos, M.; Lebowitz, J.: A new algorithm for Monte
Carlo simulation of Ising spin systems. Journal of Computational




[19] Braun, O.; Hanke, A.; Seifert, U.: Probing Molecular Free Energy Land-




[20] Bressloff, P. C.; Newby, J. M.: Stochastic models of intracellular trans-
port. Rev. Mod. Phys., volume 85, Jan 2013: pages 135–196, doi:10.1103/
RevModPhys.85.135.
URL http://link.aps.org/doi/10.1103/RevModPhys.85.135
[21] Brey, J. J.; Prados, A.: Residual properties of a two-level system. Phys. Rev.
B, volume 43, Apr 1991: pages 8350–8361, doi:10.1103/PhysRevB.43.8350.
URL http://link.aps.org/doi/10.1103/PhysRevB.43.8350
[22] Van den Broeck, C.; Esposito, M.: Three faces of the second law. II. Fokker-
Planck formulation. Phys. Rev. E, volume 82, Jul 2010: page 011144, doi:
10.1103/PhysRevE.82.011144.
URL http://link.aps.org/doi/10.1103/PhysRevE.82.011144
[23] Van den Broeck, C.; Kawai, R.; Meurs, P.: Microscopic Analysis of a Ther-
mal Brownian Motor. Phys. Rev. Lett., volume 93, Aug 2004: page 090601,
doi:10.1103/PhysRevLett.93.090601.
URL http://link.aps.org/doi/10.1103/PhysRevLett.93.090601
[24] Bustamante, C.; Liphardt, J.; Felix, R.: The Nonequilibrium Thermody-
namics of Small Systems. Physics Today, volume 58, 2005: page 43, doi:
http://dx.doi.org/10.1063/1.2012462.
[25] Calderon, C. P.; Harris, N. C.; Kiang, C.-H.; et. al.: Quantifying Multi-
scale Noise Sources in Single-Molecule Time Series. The Journal of Phys-
ical Chemistry B, volume 113, nr. 1, 2009: pages 138–148, doi:10.1021/
jp807908c, http://pubs.acs.org/doi/pdf/10.1021/jp807908c.
URL http://pubs.acs.org/doi/abs/10.1021/jp807908c
[26] Callen, H.: THERMODYNAMICS & AN INTRO. TO THERMO-
STATISTICS. Student Edition, Wiley India Pvt. Limited, 2006, ISBN
9788126508129.
URL http://books.google.cz/books?id=uOiZB_2y5pIC
[27] Campisi, M.; Hänggi, P.; Talkner, P.: Colloquium : Quantum fluctuation
relations: Foundations and applications. Rev. Mod. Phys., volume 83, Jul
2011: pages 771–791, doi:10.1103/RevModPhys.83.771.
URL http://link.aps.org/doi/10.1103/RevModPhys.83.771
[28] Carberry, D. M.; Reid, J. C.; Wang, G. M.; et. al.: Fluctuations and Ir-
reversibility: An Experimental Demonstration of a Second-Law-Like The-
orem Using a Colloidal Particle Held in an Optical Trap. Phys. Rev. Lett.,
volume 92, Apr 2004: page 140601, doi:10.1103/PhysRevLett.92.140601.
URL http://link.aps.org/doi/10.1103/PhysRevLett.92.140601
[29] Chambadal, P.: Les Centrales nucléaires. Collection Armand Colin, Colin,
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x, x(t), X, X(t) Column vector.
xT, [x(t)]T Line vector.
xi, [x]i ith component of the vector x.
 ,  (t) Matrix.
Xij , [ ]ij Element of the matrix  at the ith line and jth column.
diag{a, b, . . . , z} Diagonal matrix with a, b, . . . , z on the diagonal.
Ai(t) Variable corresponding to the microstates i of the sys-
tem with discrete state space.
A(x, t) Variables corresponding to the microstates x of the sys-
tem with continuous state space.
X Random variable.
X(t) Stochastic process.
Prob{X(t) = a} Probability that X(t) = a.
ẋ(t) Time derivative, ẋ(t) ≡ dx/dt.
[a, b] Closed interval from a to b.
(a, b) Open interval from a to b.
|x| Absolute value of x.
δ(z) Dirac δ-function of the variable z.
δij Kronecker δ.
exp (z), ez Exponential function of the variable z.
log (z) Natural logarithm of the variable z.
tanh (z) Hyperbolic tangent of the variable z.
Iν(z) Modified Bessel function of the first kind of the variable
z with the parameter ν.
1F1(a, b; z) Kummer function of the variable z with the parameters
a, and b.
2F1(a, b, c; z) Gauss hypergeometric function of the variable z with
the parameters a, b and c.
Θ(z) Unit-step function. Θ(z) equals to 1 for z > 0 and to 0
otherwise.
Θ(a, b; z) Θ(a, b; z) = Θ(z − a)−Θ(z − b).
FEL Free energy landscape.
PV diagram Pressure volume diagram.
WPD Work probability density.
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WPDs Work probability densities.
RTA Reaction time algorithm.
FRTA First reaction time algorithm.
ATA Attempt time algorithm.
FATA First attempt time algorithm.
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