Most numerical methods for producing approximate Chebyshev series solutions to ordinary differential equations lead to a system of algebraic equations for the coefficients, while the truncation error (or a first order approximation to it for non-linear equations) can be formulated as an infinite series. By solving the algebraic system with additional right-hand sides and by extrapolating the size of the exact coefficients from the computed ones, the first few terms in the error expansion result, giving an accurate error estimate varying with the independent variable unless the series is slowly convergent. The technique is illustrated by numerical examples. (First 
Introduction
The numerical solution of ordinary differential equations using Chebyshev series, whether by the direct methods of Lanczos (1938) , Clenshaw (1957) and Fox (1962) or by the collocation techniques of Clenshaw and Norton (1963) and Wright (1964) , involves the production of a series to some desired accuracy over -1 < x < 1, or perhaps at a finite set of points in this range. We exclude the trivial case in which the elements of Y(x) are polynomials of degree N or less.
y(x) = S ' a r T r (x),
As in all computations, it is desirable to produce not only the coefficients a r , but also some estimate of, or upper bound on, the error e(x), given by
e(x) = y(x) -Y(x)

= S' («, -A,)T,(x) -£ A r T£x), (3)
as an assurance (though not a foolproof one) that the desired accuracy has been attained. The simplest approach is to inspect the computed coefficients, and 00 hence select an N for which 2 A r T r (x) is thought to be less than the tolerated error; further security may be sought by increasing both TV and the number of coefficients inspected. As a check on the errors in a r , the computation may be repeated with a different value of N and the computed coefficients compared; agreement between them proves nothing about the closeness of a r to A r , of course, but is reassuring in practice. Such inspection of coefficients provides a simple practical check on accuracy, enabling N to be determined fairly automatically, but gives no indication of how the error varies with x-and the variation may be very marked in some cases, as in Example 2 below. where, as we shall show, the first few functions e N+ i(x),. . ., e N+q (x) can be readily determined.
As numerical examples will demonstrate, this affords a more realistic error estimate for a given N than simply examining the computed coefficients, provided the series (4) is dominated by the first few terms. One major disadvantage is the need to estimate A N+ u ...,A N+q , or at least their orders of magnitude, by examining a 0 ,..., a N or by repeating the computation with a larger N; this may render mechanisation difficult.
We shall ignore the effects of rounding error throughout, largely due to the difficulties a comprehensive analysis would entail. We note, however, that all Chebyshev methods essentially consist of solving a system of algebraic equations, and any serious illconditioning of this system should be apparent if a well-chosen standard method of solution is employed. Provided such instability is not inherent in the differential system, it may well be avoided by changing N or, with collocation methods, by choosing a different set of selected points.
Direct methods for linear systems
Although the direct methods of solution expounded by Clenshaw (1957) and Fox (1962) , amongst others, are probably less useful as general-purpose procedures than collocation methods, they do have certain advantages for linear differential systems with low-degree polynomial coefficients, and so we analyse them in order to derive equations governing the truncation error.
For the sake of generality we consider the linear differential system where (5) (6) P?{z) are n X n matrices, and a solution is required over a -h <, z < a + h. By taking a new independent variable
the range is transformed to -1 < x < 1, and (5) becomes
Each element of the coefficients P r (x) and R(x), if not polynomial, must either be expanded as a Chebyshev series (Scraton, 1965) or approximated by a polynomial of sufficiently low degree (thus altering the differential system). In either case, representing them as Chebyshev series 
As a result of this substitution, (11) may be written as 
As Fox (1962) shows, this is equivalent to integrating the differential equation once and substituting Chebyshev series (i.e. to integrating (13)), and then equating coefficients. Linear boundary conditions lead to an additional set of nm linear equations, which we may represent as
where D n c are nm X n, nm X 1 respectively. This covers both initial and boundary value problems, and the principle also applies when a two-point boundary value problem is solved by computing a series representation over each of a number of subranges, equating the various representations at the common points.
As stated earlier, we assume that the systems (14) and (15) 
It seems natural, in the absence of further information about the problem, to satisfy (19) exactly and make the first N -m + 1 coefficients in (18) vanish; thus
Note that, unlike (14) and (15), the two systems (20) and (21) specify different solutions. By curtailing the systems differently, or not satisfying the boundary conditions exactly, slightly different finite systems, and hence approximate solutions, are obtained, but this is irrelevant.
What is important is that in all cases a system of n(N + 1) linear algebraic equations, which we may represent as
is solved in lieu of the infinite (or perhaps finite but larger) linear system
where Q s are /j(iV+l)xn matrices and R is n(A^+l)x 1. In special circumstances, notably when the coefficients in the differential equation are low degree polynomials, the matrix [Q o \ . . . \Q N ] contains a triangle of zero elements, and recursive methods of solution are applicable.
More generally a full set of linear equations must be solved by standard methods, and we show in Section 4 that useful error estimates result from solving the same system but with several other right-hand sides in place of R. Before doing so, however, we derive analogous equations for collocation methods.
Collocation methods for linear systems
The principle of collocation or selected points, originally suggested by Lanczos (1938) , is also designed to produce an approximate solution of the form (1) 
(24) and once the derivative coefficients are expressed in terms of a s , (24) again takes the form of a system of linear algebraic equations £ ' 6 A / K = *(*/) (i=\,...,N-m + 1) . (25) r=0 Wright (1964) has discussed the method more fully, while an example of its application in practice is given by Hurley, Roberts and Wright (1966) . Various selected points have been proposed; the extrema of T N _ m {x) by Clenshaw and Norton (1963) , the zeros of T N _ m+l (x) by Wright (1964) , and the extrema of a 'stretched' Chebyshev polynomial by Kizner (1966)-see also Wright (1966) in this connection -although Osborne and Watson (1968) imply that for a particular N no choice is best in all cases.
Irrespective of the points selected, however, the exact solution obeys the boundary conditions (17) where the matrices Q r {x) follow naturally from (24) with the upper limits of the summation replaced by oo. Once again, therefore, we evaluate the solution of a finite linear system of the form (22) while the exact solution of the differential problem satisfies (23).
Estimation of truncation error
Although some use can be made of the residual in estimating the error (3) in particular cases (see, for example, Fox, 1962) , the relationship between the two is decidedly unclear in general, and a knowledge of the residual may be of little benefit in practice. For a more useful indication we must examine the Chebyshev coefficients.
Subtraction of (23) For (30) to be a practical error estimation procedure, there are two requirements:
(i) the summation over r in (30) must be dominated by the first few terms; (ii) some estimate A* of the order of magnitude of A r , (r = N + 1, . . ., N + q), must be available.
As to the first of these, we can only note that if the exact solution Y(x) is well behaved in some sense, then the overall tendency of the coefficients A N+ { , A N+2 , • • -will bz to decrease in magnitude, although it does not necessarily follow that the series (30) will be as rapidly convergent as the Chebyshev expansion of Y(x). However, numerical results are encouraging, as shown in the next section.
In order to estimate A N+U . . ., A N+q , we examine the last few computed coefficients and extrapolate for r = N + I, . . ., N + q, hoping that a r is reasonably close to A r for r = N -k,. . ., N. Note that the computed values of a. ( s r) , {r = N + \, . . ., N + q), used in conjunction with (29) may be of some assistance in indicating whether a r is a reasonable estimate of A r (particularly near r = N), though this is in the nature of a circular argument. The numerical examples should clarify this aspect. In any case A% +1 , . . ., A% +q need not be very accurate; the order of magnitude will often suffice.
Numerical examples
All the problems to be discussed were solved by collocation, using the zeros of T N _ m+x {x) as selected points, but analogous results using the direct methods of solution of Section 2 have been obtained by Phillips (1967) .
Example 1
Taking first the problem . Since the a r appear well-behaved, a simple error analysis might estimate A 6 and A 7 as 5 X 10~7 and -2 X 10~8 respectively, and give 10~6 as an upper bound on the magnitude of e[z). The actual absolute errors in Table l 3-79 -5-68 -9-53 -2-57 1-54 On a slightly deeper level, however, we may place more confidence in, for example, a s by noting from Table \ (a) that it contains errors of only-O-12A 6 , 0 01 A-,, . . ., so that At and A* should be reasonable. Much more interesting, however, is a comparison of € 6 {z)A 6 (or e 6 (z)A*) with the actual error over the range of z, since Table \{b) shows a close agreement. This is a favourable example, since the error summation (30) is dominated by e 6 (z)A 6 . Thus in this case we can estimate very closely the behaviour of e(z) as z varies.
Example 2
This is also true for a fourth-order equation due to Conte (1966) ,
which has a particular solution 1 + (z 2 + e z -e~z)/2 and complementary solutions e Oz . The Chebyshev coefficients and the error factors <x< r ) for N = 5 and 0 < z < 1, given in Table 2 (a), show that estimation of A 6 from a 0 , . . ., a s will be more difficult, but its magnitude would probably be over-estimated, leading to a conservative error bound. In any case, the behaviour of e 6 (z)A£ as z increases would indicate very accurately the actual loss of absolute accuracy, as Table 2 (b) shows, even if it were a multiple of e 6 (z)A 6 . , has been mitigated by the use of Chebyshev series, but the error functions e r (z) unmistakably reproduce its muted effect. The potential advantages of Chebyshev methods in inherently unstable problems will be discussed in a future paper.
Example 3
To illustrate the slightly increased difficulty with a system of differential equations, we study the well-known problem ywhose solution is T2/31 -I9z (34) Taking N =% and solving over 0 < z < 1, the computed coefficients are as given in Example 4 Finally, we study a case in which the series (30) is very slowly convergent, namely whose solution (1 -z) 1 ' 3 has a singular derivative at z = 1. As may be seen from Table 4(a), the computed coefficients for N = 10 and -1 < z < 1 indicate a fairly well-behaved solution, with little indication of the difficulty of representation near z = 1. Even with correct values of A N+r , many error terms are required in the partial sum of (30) to give a reasonable error estimate, as Table 4 (4) indicates, while the error estimate at the singular point remains unsatisfactory.
Extension to non-linear equations
Chebyshev collocation methods may be extended to non-linear differential systems, of general form
The coefficients a r of the approximate solution (1) are specified by the boundary conditions and by , 27 a,TAx,) ,. . ., with the derivative coefficients expressed in terms of a 0 ,. . ., a N . Since this algebraic system is non-linear, an iterative process is required.
A variation of Picard iteration suggested by Clenshaw and Norton (1963) is particularly useful for certain initial value problems, but a more general approach is that of Newton linearisation, discussed by Wright (1964) and Norton (1964) , and used, for example, by Clenshaw (1966) . Starting from some initial approximation y o (x), a sequence Thus we may obtain analogous error estimates to (29) and (30) by solving the linear system (39a) with appropriate additional right-hand sides in the last iterative cycle. The accuracy of these error estimates will naturally depend upon the validity of ignoring second and higher order error terms in deriving (40a), and hence on the degree of non-linearity of the function F with respect to y,. . .,y ( -m~x) ; little more can be said.
Conclusions
We have shown that for linear differential systems a little additional computation, coupled with an intelligent estimate of the first few neglected coefficients, provides in favourable circumstances a reasonable error estimate as a function of the independent variable. Furthermore, any breakdown of this technique in practice is often apparent from the slow convergence of the error expansion. We have also extended the procedure to mildly non-linear differential systems.
The availability of an error estimate should enhance the attractiveness of Chebyshev methods, particularly collocation methods for boundary value problems. It also appears from numerical examples that inherently unstable differential systems may be more amenable to solution by this Chebyshev approach than by discretisation methods; this topic is being investigated further.
