I. INTRODUCTION
G IVEN a set of symbols, a -ary word of length is a sequence , where . The 's are the coordinates of . It is convenient to set . The words considered in this paper always have length . The number of nonzero symbols in a word is the weight of . Given two words and , the (Hamming) distance between and is the number of coordinates in which and are different. A set of words is called a code with minimum distance if any two codewords in have distance at least . For integers and , let denote the maximum size of a -ary code of length and minimum distance . Estimating is one of the most important problems in coding theory. For a word , the Hamming sphere of radius centered at is the collection of words with distance at most Manuscript received June 2, 2004 ; revised May 9, 2005 . This work was supported in part by the National Science Foundation under Grant DMS-0200357, by a National Science Foundation CAREER award, and by an Alfred P. Sloan fellowship. Part of this work was performed while the authors were visiting Microsoft Research.
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from . Thanks to symmetry, the volume of this sphere does not depend on and can be expressed as
The famous Gilbert-Varshamov bound [4] , [10] asserts that Several related results can be found in [8] , [7] . We assume that is sufficiently large, whenever needed. The asymptotic notation will be used under the assumption that goes to infinity.
In this paper, we emphasize the case when is proportional to , namely, for some positive constant . This case is of special interest in coding theory. The results, however, will hold for more general values of .
In general, the constant can take any value less than or equal to one. However, it is well known and easy to prove that for , the volume is close to , namely, . In this case, the Gilbert-Varshamov bound gives no useful information. Thus, the value serves as a natural threshold and we will assume in the whole paper.
Recently, Jiang and Vardy [7] improved the Gilbert-Varshamov bound, for the case , for certain range of .
Theorem I.1: Let be a constant satisfying . Then there is a positive constant depending on such that the following holds. For (1)
If
for some constant , then is exponential in . Thus, Theorem I.1 improved the Gilbert-Varshamov bound by a factor linear in . We can rewrite (1) in the following more pleasant form (the constant here, of course, would be different):
The assumption in Theorem I.1 is somewhat puzzling. One may wonder if it can be replaced by the more natural assumption . The reason why Jiang and Vardy got the constant is that their proof used computers. In order to verify certain entropy inequalities (see Proposition 12 in [7] ) they plotted the functions in question in closeup windows and derived the conclusion from these figures. They asked if one can get to using a different method.
0018-9448/$20.00 © 2005 IEEE Another problem posed by Jiang and Vardy [7] is to extend Theorem I.1 to codes with arbitrary alphabets. They conjectured that an improvement similar to (2) can be achieved for -ary codes, for any . The main result of this paper resolves these two issues.
Theorem I.2: Let be a fixed positive integer and be constants satisfying . There is a positive constant depending on and such that for any (3) As mentioned, we focus on the special case . Most of the paper will be devoted to proving the following theorem.
Theorem I.3: Let be a fixed positive integer and be a constant satisfying . There is a positive constant depending on and such that for (4) The proof of Theorem I.2 follows fairly easily from the proof of Theorem I.3 (see the remarks at the end of Section III).
In Theorem I.2, we need to assume that is bounded below by a linear function in . If , one can still prove but in this case, is no longer linear in and, as pointed out by Jiang and Vardy, this result is inferior to previous results.
For the binary case, Theorem I.3 extends the assumption to its natural limit . The proof of Theorem I.3 does not rely on computers and reflects, in a clean way, the necessity of the assumption . In the next section, we are going to present the graph-theoretic framework of Jiang and Vardy, which leads to the improvement in Theorem I.1. In Section III, we are going to prove the special case of Theorem I.3. The proof for general is presented in Section IV.
II. THE GRAPH-THEORETIC FRAMEWORK
We recall a few basic notions from graph theory. A graph consists of a (finite) set of vertices and a set of edges, where an edge is a (nonordered) pair with . If and form an edge, we say that they are adjacent. The number of vertices adjacent to is the degree of . The graph is -regular if the degree of every vertex equals . For a vertex , the set of vertices adjacent to is the neighborhood of .
A subset of is an independent set if it does not contain any edge. The independence number of is the size of the largest independent set in . The following fact is a folklore in graph theory.
Proposition II.1: Let be a -regular graph on vertices. Then contains an independent set of size .
Proof: Let be an independent set with maximum size in . As cannot be extended, for any vertex in , there must be a vertex in forming an edge with . Thus, the number of edges with one endpoint in and the other in is at least . On the other hand, this number is at most , since the graph is -regular. It follows that from which the claim follows trivially.
Given
and , we follow [7] and define a graph whose vertices are the -ary words of length and two words are adjacent if their Hamming distance is at most . It is easy to see that has vertices, the degree of every vertex is , and is the independence number of , denoted by . The Gilbert-Varshamov bound is simply the realization of Proposition II.1 on this graph.
For a -regular graph, each neighborhood has exactly vertices. Thus, the number of edges in a neighborhood is at most
. We say that a -regular graph is locally sparse if in every neighborhood the number of edges is much less than . In the extreme case, when the graph is triangle-free, i.e., when the number of edges in each neighborhood is zero, Proposition II.1 can be improved considerably. In [1] , Ajtai, Komlós, and Szemerédi improved the bound in Proposition II.1 by a logarithmic factor, namely, they obtained . This result has been extended to locally sparse graphs by Shearer [9] .
Lemma II.2: For any positive constant
there is a positive constant such that the following holds. Let be a -regular graph on vertices. Assume that each neighborhood in contains at most edges. Then the independence number of , denoted by , satisfies
Shearer [9] showed that one can have . In order to prove Theorems I.1 and I.3, one needs to verify the hypothesis of Lemma II.2 for graph . Due to symmetry, every neighborhood in has the same number of edges. Thus, for convenience, we can consider the neighborhood of the word consisting of only zeros. Let be the number of edges in this neighborhood and be the graph spanned by these edges. Our goal is to show that there is a positive constant such that (5) One can express the parameter using (quite complicated) formulas involving products of binomial coefficients. For instance, two such formulas are stated in [7, Section V] . However, these formulas are so complex that it seems quite hopeless to use them directly to prove (5) .
We are going to translate (5) into simpler inequalities which we are able to prove (without using computers). Our argument will be quite different from that of [7] . Among others, the inequalities we obtain will reflect the necessity of the assumption in a clear way.
The following notion will play a key role in our proof. Let and be two functions in ; we call and polynomially equivalent and write if there are positive constants such that Our general strategy is the following. The explicit formulas of and (especially that of ) are too complicated to work with. Thus, instead of and , we are going to find new parameters where both and are relatively simple. Since both and are exponential functions in , if we can show (6) for a positive constant , then it follows that for all sufficiently large , where . (Of course, can be replaced by any constant less than one. We need to set slightly below in order to ignore the contribution of polynomial terms.) Finding is easy. For , we will apply a technique which can be viewed as a discrete analog of Lagrange's multiplier (see Section IV-B). Once and are determined, (6) becomes equivalent to a reasonable inequality concerning entropy functions. This inequality can be proved (without computers) using the assumption . Throughout the paper, we are only concerned with the asymptotic behaviors of functions. Thus, we will systematically omit the rounding of parameters for the sake of a cleaner presentation.
III. BINARY CASE
In this section, we present the proof for the special case of Theorem I.3. As already mentioned, this case extends Theorem I.1. We would like to consider this case separately because its proof is not too technical, but still captures some key ideas of our analysis.
Let us recall that for , the graph has vertices. The degree of this (regular) graph is denotes the neighborhood of the origin (the word consisting of zeros) and denotes the number of edges in . The vertices in are the words of weight at most . In order to verify the hypothesis of Lemma II.2, we need to prove the following.
Lemma III.1: For every constant
there is a positive constant such that the following holds:
where and are defined as above.
Let us first simplify (using polynomial equivalence). Recall that . As , the last term is the largest and thus, So we can write . As , by Stirling's formula (7) where is the binary entropy function. Next, we are going to handle . To do this, we will locate the maximum summand in (8) Notice that we need strict inequality in (13) in order to ignore the contribution of polynomial terms. Since , we can rewrite as follows:
Since the entropy function is concave Now we are going to make a critical use of the assumption . Since is bounded away from half, is also bounded away from half. Thus, since is strictly concave, the equality cannot hold. Therefore, Define is a positive constant depending on (in fact, it is easy to compute the exact value of given the definition of ). For , (13) is satisfied and the proof is complete.
Remark:
We did not really need to be a constant. The only assumption we used is that is bounded away from , i.e., there is a constant such that . This is exactly the assumption of Theorem I.2. The same remark applies for general .
IV. THE -ARY CASE
We fix and .
Set . Recall that (14)
It is not hard to see that the last term is, as in the binary case, the dominating term. where, similar to the binary case, only differs from by a constant factor. The number of words with weight (the weight of a word is the number of nonzero symbols) is . Similar to the proof of the binary case in the previous section, we define and have (17) where We split the rest of the proof of (6) thus, Theorem I.3, into two cases. The first (and easier) case is when . We treat this case in Section IV-A. The second, harder, case is when . This case will be considered in Section IV-B. And for each case, the proof consists of two arguments. We first show that . Then we prove an analog of Lemma III.3 showing that (Lemma IV.2 and Lemma IV.4). By the analysis in the binary case, we have for . Thus, is a positive constant depending on . Similar to the binary case, we can set to conclude the proof.
A. The Case
It is apparent that in this proof the assumption was used in an essential way. Thus, this proof cannot be modified to handle the case . We will need a few new ideas to handle this case.
B. The -ary Case,
Let us start with a simple lemma, which was proved for the binary case in [7] . The proof we give here for the -ary case is very similar to the binary case. Let denote the weight of .
Lemma IV.3: For any , if , then . Proof: By induction, it suffices to prove that if . Since the degrees are dependent on and only, without loss of generality, we can assume has 's in the first coordinates and 's in all others, and is the same as except for the first coordinate where has a instead of a . Let (resp., ) be the neighborhood of (resp., ) in and let
. We also denote a vector in by its coordinates: , then Let denote the set of all words of length with symbols. We define a map such that , where , and the operation " " is just the usual subtraction of integer (vectors) . Clearly, is a bijection, and . Also, , as . It is an immediate fact from the definition of that for any . Hence, and , which implies .
From the definition of and this lemma, we know that for any
. Moreover, simple calculation shows So we have an upper bound for the first terms in the sum in (17) (20) for all such that . In fact, the last term can, again, similarly to the binary case, be upper-bounded by for some constant . To see this, let , and we want to show Write as where . Because . Therefore, , by the symmetry of the entropy function, and , as defined in Section IV-A. Hence, with the same arguments as in Lemma IV.2, we can find some constant such that (20) is upper-bounded by . Therefore, we can assume in the following arguments, i.e., . The following lemma tells us that , as we would expect. However, is a complicated sum. The lemma also locates the dominating term in this sum.
Lemma IV.4: We have
Moreover for some satisfying
The proof of this lemma is given in the Appendix. Given Lemma IV.4, we can conclude the proof as follows. Recall that , thus by Lemma IV.4, it suffices to show
In order to prove this inequality, we will need the following lemma, which we will prove using entropy functions. Proof: We will make critical use of the information that is bounded away from . The quantity is a positive constant depending on . Set , so . Let us consider the first inequality (22) in the lemma. We have by the concavity of the entropy function. In fact, similarly to the proof for the binary case in Lemma III.3, if for a positive constant then we are done as we can define . The troublesome case is when we cannot separate and by any amount depending on . By continuity, it is the same as saying that we cannot separate from . Now let us consider inequality (23) in the lemma. We are going to use a generalization of the following well-known fact. The binomial coefficient is the largest when is . In this case . But if is bounded away from , i.e., for some positive constant , then there is a positive constant such that . Notice that (24) and by Lemma IV.1, the maximum of the left-hand side of (24) is achieved when , i.e., .
If
, then the left-hand side of (24) is polynomially equivalent to the right-hand side of the inequality, i.e., On the other hand, if is bounded away from by a quantity linear in , i.e., , for some positive constant , then we can define so that the second inequality in the lemma holds.
Thus, we can conclude that the troublesome case for the second inequality is when cannot be separated from . Now, we are going to show that the two troublesome cases (corresponding to the two inequalities) cannot hold simultaneously, thanks to the fact that is bounded away from . This is fairly easy; in the first troublesome case, cannot be separated from . In the second case, cannot be separated from . It follows that if both cases hold, then cannot be separated from , a contradiction.
It is easy to see from this lemma that (21) As in the binary case, to estimate the sum , hence , we will estimate the dominating term in the sum first, namely where However, unlike the binary case, finding the exact term and its value will involve very complicated computations with computers. So instead, we will give the range in which the maximum occurs, then estimate in this range directly without giving an explicit value for it.
For a fixed , suppose achieves its maximum at point . Because this is the optimal point, when we increase or decrease the value of any of the three coordinates, the value of should decrease; or, in another scenario, we simply cannot increase or decrease one of the coordinates because it is already on the boundary. This is an idea similar to the Lagrange multiplier in the discrete case. We will use it to find the range of the variables where the maximum should occur.
First, we can increase , and one of the following three inequalities/equalities must be true: 
