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In this paper we investigate the reachability problem on spherical sr-gqraphs, which are planar acyclic 
digraphs with exactly one source and exactly one sink. These digraphs find specific applications to 
visibility representations, planarity testing. planar graph embedding, graph drawing, and motion 
planning. Let n be the number of vertices. First, we show that reachability queries in a spherical 
st-graph can be answered in 0( 1) time using an O(n)-space data structure that can be constructed in 
O(n) time. Next, we present a dynamic data structure, which uses O(n) space and supports 
reachability queries and updates in O(logn) time. Finally, we show how to extend these results to 
planar digraphs that have one source and one sink and may have directed cycles. 
1. Introduction 
The development of dynamic algorithms for graph problems has acquired increas- 
ing theoretical interest, motivated by many important applications in network 
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optimization, VLSI layout, computational geometry, and distributed computing. 
A typical framework is to process on-line a sequence of yurty and uptlare operations, 
where by “on-line,” we mean that the sequence of operations is not known in advance, 
and each operation must be completed before the next one is processed. Throughout 
the paper, n and m, respectively, denote the current number of vertices and edges of the 
graph. 
The fundamental reachability problem on a digraph G consists of answering queries 
of the type “Is there a directed path from c’r to v z?“. The best previous dynamic results 
for general digraphs are semi-dynamic data structures with 0(n2) space, constant 
query time, and O(n) amortized update time. A first data structure supports insertions 
only [ 1,6, lo]: a second data structure is for acyclic digraphs and supports deletions 
only [ 1,7]. Better results can be achieved for specific classes of digraphs. Namely, 
there are fully dynamic data structures for incremental reachability in planar st- 
graphs [I73 and seriessparallel digraphs [8] with O(n) space and O(logn) query/ 
update time. 
In this paper we investigate the reachability problem on sphericul st-graphs, which 
are planar acyclic digraphs with exactly one source and exactly one sink. Spherical 
st-graphs find specific applications to visibility representations [ 19,201, planarity 
testing [2,3], planar graph embedding 1161, graph drawing [lSJ, and motion plan- 
ning [4]. They contain as a special case planar St-graphs [l l] and series-parallel 
graphs. 
First, we show that reachability queries in a spherical st-graph can be answered in 
O(1) time using an O(n)-space data structure that can be constructed in O(n) time. 
Next, we present a dynamic data structure, which uses O(n) space and supports 
reachability queries and updates in O(logn) time. Finally, we show how to extend 
these results to planar digraphs that have one source and one sink and may have 
directed cycles. 
Our results extend the ones of [9, 171 on reachability in planar St-graphs. Related 
work on reachability in other classes of digraphs is presented in [S]. 
The rest of this paper is organized as follows. In Section 2, we provide background 
material. Sections 3 and 4 present the static and dynamic data structures for reachabil- 
ity in spherical st-graphs, respectively. Finally, Section 5 contains extensions of our 
results to planar digraphs with a single source and a single sink. 
2. Planar and spherical St-graphs 
Let v be a vertex of a digraph G. We denote with in(v) and our(v) the number of 
incoming and outgoing edges of v, respectively. A source of G is a vertex s with 
in(s)=O. A sink of G is a vertex r with out(t)=O. 
Let G be a planar digraph embedded in the plane. We allow G to have multiple 
edges. We denote by II and m the number of vertices and edges of G. Note that if 
G does not have multiple edges, then M = O(n). 
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(a) (b) 
Fig. 1. (a) A spherical st-graph. (b) a planar a-graph 
A spherical st-graph is an acyclic planar digraph embedded in the plane with exactly 
one source, s, and exactly one sink, t. A plunar St-graph is a spherical st-graph such 
that s and t are on the boundary of the same face. It is convenient to visualize 
a spherical St-graph as drawn on a sphere, with s at the “South Pole” and t at the 
“North Pole”, so that all the edges are curves with monotonically increasing latitude. 
Analogously, we visualize a planar st-graph as drawn in the plane with s and t on 
the external face so that the edges are curves with monotonically increasing ordinate 
(see Fig. 1). 
Note that our definition of spherical St-graphs is different from the one given in 
[16], in that it requires acyclicity. 
Acyclic spherical St-graphs were demonstrated to have the following important 
properties [ 11, 16,181: (a) Every vertex is on a simple directed path from s to t; (b) the 
incoming edges of each vertex appear consecutively around the vertex, and so do the 
outgoing edges; and, (c) the boundary of each facef consists of two directed paths with 
common origin and destination vertices. 
3. Static reachability 
In this section we study the reachability problem for spherical St-graphs in a static 
environment. Since multiple edges do not affect reachability, we can remove duplic- 
ates with a preliminary O(m)-time bucket sort. Hence, in the rest of this section we 
assume that m = O(n). 
The reachability problem can be efficiently solved on planar St-graphs [9]. Namely, 
let G be a planar St-graph with n vertices. There exists an O(n)-space data structure for 
G that supports reachability queries in O(1) time and can be constructed in O(n) time. 
Let G be a spherical St-graph. A &most (rightmost) path from a vertex u to a vertex 
c‘ of G is such that it uses the leftmost (rightmost) outgoing edge of every vertex in the 
path except, possibly, for the first vertex when U=S. Hence, for lnfs the leftmost 
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(rightmost) path from u to U, if it exists, is unique. Also, there are exactly out(s) distinct 
leftmost (rightmost) paths from s to U. 
Let z be a path from s to t, where we assume that n does not contain its extreme 
vertices s and t. We construct from G a new planar st-graph G, by “cutting” G along 
path 7c and duplicating the vertices and edges of rr. The two copies of rc, denoted rc’ and 
rc”, are the left and right boundary of G,, respectively. Also, we denote by M?’ and IV” the 
two copies of a vertex w of 71 in I? and rr”, respectively. For any other vertex u of 
G which is not in rr, c’ and L.” denote the unique vertex of G, associated with v. 
Lemma 3.1. Let u be u vertex of G on path 7~. A vertex v qf G is reachable,fLom u ij’and 
only if c' is reachahkfkom u’ or VI’ is reachable from u” in G,. 
Proof. The “if” part is trivial because every path of G, corresponds to a path of G. 
Regarding the “only if” part, the result is immediate if r is on rc. Thus, assume that u is 
not on 71. Let p be a path from u to c’ in G, and let w be the last vertex of p which is also 
on n. Vertex M’ is u itself or must follow u in 71, or otherwise G would have a cycle. Let 
x be the vertex following w in path p. Each outgoing edge of w in G is also an outgoing 
edge of either \v’ or w” in G,. Therefore G, contains either the edge (w’, x’) or the edge 
(bt”‘, x”). Note that since x and v are not on n, x’ =x’ and u = v”. The subpath of p from 
x to u does not contain vertices of z. Hence, there is a path in G, from x’=x” to v’. The 
proof is completed by observing that M” is reachable from u’ and w’ is reachable from 
U” in G,. 0 
Let c be a vertex of G distinct from s and t. We denote by V the first vertex of 71 that is 
encountered by a rightmost path from L’ to t. If no such vertex exists (recall that 7~ does 
not include s and t), we define V= t. Vertex L: is similarly defined by considering 
a leftmost path from v to t. 
Theorem 3.2. Let u and v he vertices ofa spherical St-graph G. There exists a path,from 
u to u in G if and only if one of the,follo\viny conditions holds: 
(1) There is a path in G,,fiom u’ to v’ or from u” to v”. 
(2) There is a path in G,jkom ii’ to v’. 
(3) There is a path in G,from a” to VI’. 
Proof. Every path of G, corresponds to a path of G. The sufficiency of condition (1) 
immediately follows. Regarding condition (2), the union of the paths from u to U and 
from ti’ to U’ in G, corresponds to a path from u to 2: in G. The sufficiency of condition 
(3) is similarly established. 
Assume that G has a path from u to v. If no vertex of this path is on rc, clearly 
condition (1) holds. Also, if u is on 71, then by Lemma 3.1 condition (1) holds. 
Otherwise, let w and z be the first and last vertices of this path that are on K G, has 
a path either from uU to w’ or from u’ to w”, and, by Lemma 3.1, a path either from z’ to 
v’ or from z” to L”‘. Notice that, from our assumption that u is not on 71, u’= u”. We use 
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these synonyms to prove the theorem in its generality. We have four cases. If there are 
paths from U” to ~$1’ and from z’ to u’, then condition (1) holds. Similarly, if there are 
paths from U’ to \v” and from z” to u”, again condition (1) holds. If there are paths from 
U’ to w” and from z’ to v’, there is also a path on 7~’ from ~3’ to z’. Finally, if there are 
paths from u” to w’ and from Z” to u”, there is also a path on rr” from w” to z”. If vertex 
M’ is replaced by vertex ti we obtain condition (2). Similarly, if vertex w is replaced by 
vertex 6 we obtain condition (3). C 
We can use the result of Theorem 3.2 to construct an efficient data structure for the 
reachability problem in G. The data structure consists of: (1) an array storing vertex 
z? for each vertex 2: of G; (2) an array storing vertex 6 for each vertex 2’ of G; and, (3) the 
data structure of [9] for the reachability problem in G,. 
A naive algorithm for computing 6 traces the rightmost path out of 2: until a vertex 
of 7c is encountered, and repeats this process for each vertex of c. This takes 0(n2) time. 
A more efficient algorithm is based on the observation that W = 2? for each vertex MI on 
a rightmost path from u to 6. 
Lemma 3.3. The arrays storing vertices 1; and Cfor each vertex v qf G can be computed in 
O(n) time. 
Proof. The algorithm starts by labeling every vertex z of 71 with Z=z. The main loop 
selects an unlabeled vertex L’ and traces a rightmost path from v pushing each vertex 
encountered onto a stack and halting when a labeled vertex w is reached. At this point, 
each vertex x on the stack is popped and is labeled by X= %. The loop is repeated 
until all vertices are labeled. Since 0( 1) time is spent processing each vertex, the algo- 
rithm takes O(n) time. The computation of 6 is performed similarly using leftmost 
paths. 0 
Theorem 3.4. Let G be a spherical St-graph with n z;ertices and m edges. There exists an 
O(n)-space data structure,for G that supports reachability queries in 0( 1) time and can 
be constructed in O(n +m) time. Also, ~1 directed path between two vertices can be 
reported in time O(k), where k is the length of the path. 
Proof. By Theorem 3.2, the existence of a path from vertex u to vertex u of G can be 
determined by performing at most four reachability queries on G,, i.e., for the pairs 
(u’, v’), (u”, c”), (U’, v’), and (a”, c”). By the result of [9] this takes O(1) time. The space 
requirement is clearly O(n). The path can be reported using the “dovetailing” tech- 
nique given in [ 171. Finally, by the result of [9] and Lemma 3.3, the data structure can 
be constructed in O(n + m) time. 0 
By choosing rt as a leftmost path from s to t we have a simpler characterization of 
reachability in G: There exists a path from u to L’ in G if and only if one of the following 
conditions holds: (1) There is a path in G, from u’ to v’. (2) There is a path in G, from 
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(d) 
Fig. 2. Update operations on spherical St-graphs: (a) INSERT; (b) DUPLICATE; (c) CONTRACT: and 
(d) MERGE. 
U’ to L”. Hence, we only need to store one array, namely U, and to perform two 
reachability queries in G,. However, this simplified data structure does not seem to be 
efficiently dynamizable. 
4. Dynamic reachability 
In this section we study the reachability problem for spherical St-graphs in a dy- 
namic environment, where the digraph is updated by adding and removing vertices 
and edges. Namely, we consider the following repertory of update operations (see 
Fig. 2): 
lNSERT(e, U, t~,,f;,fi ,fi ): Add edge e from vertex u to vertex u inside face,f; which is 
decomposed into faces .fi and fi. Vertices u and v must both be on the boundary of 
face j: 
DUPLICATE(e, ~1; e,, ez): Split edge e into two edges er and e2 by inserting vertex v. 
CONTRACT(e,,f;y, vl, v2; 0): Contract edge e from vertex ur to vertex u2 into a new 
vertex U. Faces f and g are to the left and right of e, respectively. 
MERGE(f; e,, e2; e): Merge edges el and e2, with facefbetween them, into a new 
edge e. 
As shown in the following theorem, our repertory of dynamic operations is 
complete. 
Theorem 4.1. Let Go he the spherical st-graph consisting of a single edge. Any spherical 
St-graph G with m edges can be assembled starting from Go by means of a sequence 
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of m- 1 INSERT and DUPLICATE operations, and can be disassembled to yield Go 
by means of a sequence qf m- 1 CONTRACT and MERGE operations. 
Proof. Let G be a spherical St-graph with m > 0 edges. An edge e of G from u to u is not 
contractible if and only if e is a transitive edge, i.e., there exists another directed path 
from II to U. If G has two multiple edges forming a face, we can apply operation 
MERGE. Otherwise, G has at least one nontransitive edge since the transitive 
reduction of G must be connected. Hence, we can apply operation CONTRACT. Since 
each CONTRACT or MERGE operation decreases by one the number of edges, 
a simple inductive argument shows that G can be disassembled using m- 1 such 
operations. 
Regarding the assembly of G from Go, we claim that G has either a vertex of degree 
two or a removable edge, i.e., an edge e such that the graph obtained from G by 
removing e is a spherical St-graph. A simple induction concludes that G can be 
assembled using m - 1 INSERT and DUPLICATE operations. The proof of the claim 
is similar to the one used in [14] for the assembly of a monotone subdivision. 
Assume that G has m32 edges and does not have a vertex of degree two. We 
consider a path p from s to t. If this path consists of a single edge e, then e is removable. 
Otherwise, let cl,uz, . . . . up be the intermediate vertices of p. Denoting by in(u) and 
out(u) the number of incoming and outgoing edges of a vertex u, we have 
in(ui) + out(ui) > 3 for i = 1, , p. If there are two consecutive vertices Ui and ui+ 1 such 
that Oat(ui)32 and in(ui+,)>2, then the edge of p from vi to uifl is removable. 
Suppose that no such vertices exist. If in(u,)>,2, then the edge of p from s to u1 is 
removable. Else, we have in(ui)= 1, and the previous assumption gives rise to the 
following chain of implications: 
out(c,)32 * otIt(u,)32 * ..’ * out(u,)32. 
Hence, the edge from up to t is removable. 0 
(1) 
It is easy to see that the update operations can modify path z only locally. More 
specifically, operations INSERTand MERGE never alter rt. Operation DUPLICATE 
might replace an edge of rr with a chain of two edges, and operation CONTRACT 
might contract an edge of rc. Therefore, we have the following theorem. 
Theorem 4.2. The update ?f path 7~ after any one of the operations INSERT, DUPLIC- 
ATE, CONTRACT, and MERGE consists of inserting/deleting O(1) edges and/or 
uertices. 
In the rest of this section we shall use the following result of [13,17] on dynamic 
reachability in planar St-graphs: Let G be a planar St-graph with n vertices and 
m edges. There exists a fully dynamic O(m)-space data structure for G that supports 
reachability queries and updates in O(log m) time. Also, a directed path between two 
vertices can be reported in time O(log m + k), where k is the length of the path. 
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Fig. 3. Trees .&‘(D) for the vertices of n. 
Now, we describe a data structure that allows to determine U and 1.2 in O(log m) time. 
For each vertex v on 71, let 2(u) be the subgraph of G containing all vertices u with 
ti= U, and the rightmost outgoing edge of U, for each vertex u # u. Note that B(V) is 
a directed tree with root (sink) v (see Fig. 3). The trees 8(u), ~‘~71, are disjoint and their 
union is a spanning forest of G, called the vishtist ,forest. Similarly, the leftist forest 
consists of the trees 9((v), for each vertex v on 71, storing all vertices u with 12 = v, and 
the leftmost outgoing edge of u, for each vertex u # c’. 
Let .Y be a directed rooted tree embedded in the plane, and u a vertex of Y. We 
define C(U) as the circular sequence of the children of u, ordered in the clockwise 
direction. We will use the following set of tree operutions on a forest of directed trees 
embedded in the plane. 
JOlN(91, r2,e, u, w; r ): Join trees YI and 9-Z by connecting the root v of Y2 to 
vertex u of ,Yr via edge e, such that u immediately precedes win C(u). This yields a new 
tree Y. 
CUT (*y, e; yI, F2): Decompose tree 7 into trees FI and r2 by removing edge e, 
where the root of Y2 is the former start vertex of e. 
SEPARATE(<y, u, v, w; ul, u2, e): Expand vertex u into vertices u1 and u2 connected 
by edge e such that C(u,) is the subsequence of C(u) between u and w and C(u,) is the 
rest of C(U). 
UNIFY(y, e, ul, u2, w; u): Contract edge e and identify its endpoints ur and u2 such 
that C(u) is obtained from C(u,) by replacing ur with C(u,). 
FINDROOT( Find the root of the tree containing vertex v. 
Lemma 4.3. Let IN(v) be the set of vertices u such that there is an edge from u to v. All 
the vertices of IN(v) that are in 3(V) appear consecutively around v, and similarly 
for 2(C). 
Proof. Let ur, u2, u,~1N(v), appearing, in this order, clockwise around v, and suppose 
that U2 = fi. We show that tiI either is 6 or precedes it on 7~. Assume that UI follows V on 
n. Let p be the rightmost path from u1 to 12~. Such path does no intersect the rightmost 
path from v to 17, or otherwise tir =v. Let p’ be a path from s to ur. Since all the 
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Fig. 4. Path p’ forming a cycle. 
incoming and outgoing edges of ui appear consecutively around ui, path p’ must inter- 
sect at some vertex one of the following paths (see Fig. 4): (i) path p; (ii) the rightmost 
path from u to 6; (iii) the subpath of Tc from V to U1. This implies the existence of a cycle in 
G, a contradiction. A similar argument shows that U, either is 2? or follows it on 7~. 0 
Lemma 4.4. After each qf the update operations INSERT, DUPLICATE, CON- 
TRACT, and MERGE, the restructuring of the trees in the leftist and rightist ,forest 
consists of 0( 1) tree operations. 
Proof. We describe only the update of the rightist forest. Similar arguments hold for 
the leftist forest. First, consider operation INSER T(e, u, v, f; f; ,fi). If u is on n or r is 
not the rightmost edge of u, the rightist forest stays unchanged. Otherwise, let a be the 
former rightmost outgoing edge of u, and w its destination vertex. We perform 
operations CUT(.R(@), a; 3?(W), 9) and JOZN(&‘(iY), 5, e, v, z; 2(V)), where, by 
Lemma 4.3, z is the leftmost child of c in .2’(C) (see Fig. 5a). 
In operation DUPLZCATE(e, v; e,, ez) we have two cases. Assume that e goes from 
u to VV. If edge e is not in J?(U) then we attach vertex v to tree g(W) by means of a JOIN 
operation through edge e2. Otherwise, we replace edge e of 8(U) by the chain e,ae2 
using operation SEPARATE (see Fig. 5b). 
In operation CONTRACT(e,f; g, vl, v2; v) we distinguish two cases. If e is the 
rightmost outgoing edge of vi, we contract edge e of &?(Uz) using UNIFY. Otherwise, 
we do a CUT on the rightmost edge of u 2, a JOIN on e, and a UNIFY on vi and v2 
(see Fig. 5~). 
Regarding operation MERGE(f; e,, e2; e), if e2 is a rightmost outgoing edge, we 
rename e2 as e in its corresponding tree; otherwise, we do nothing. 0 
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Fig. 5. Update of the rightist forest: (a) INSERT; (b) DUPLICATE; (c) CONTRACT. 
Now, we show how to perform the tree operations. Given a directed rooted tree 
.Y embedded in the plane, we define the contour of Y as the circular sequence of 
vertices and edges on the boundary of the external face of .Y. Each edge appears twice 
in the contour, and each vertex appears as many times as the number of its neighbors 
(see Fig. 6). The contour of Y is represented by a balanced search tree, called contour 
tree of Y, whose leaves are associated with the elements of the contour, and whose 
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root stores a pointer to the root of Y. Also, the contour tree is equipped with parent 
pointers, so that we can access the root in logarithmic time. 
Lemma 4.5. By using contour trees to represent the trees ?f the lejtist and rightist forest, 
each tree operation can be performed in time O(logn). 
Proof. Operation FINDROOT is performed by walking up to the root of the 
contour tree containing V, which takes O(log n) time. The other tree operations can be 
done using O(1) split and splice operations on the contour trees. Using standard 
techniques [21], we can perform a split or splice operation on a contour tree in 
O(logn) time. 0 
Theorem 4.6. Let G be a spherical St-graph with n vertices and m edges. There 
exists a dynamic O(m)-space data structure that supports reachability queries 
and update operations INSERT, DUPLICATE, CONTRACT, and MERGE on G in 
O(logm) time. Also, after a reachability query on two vertices has been performed, 
a directed path between them cun be reported in time O(k), where k is the length of 
the puth. 
Proof. We determine ti (ti) by walking up to the root of the contour tree of the rightist 
(leftist) tree containing the leaves associated with u. This takes O(log n) time. Once we 
have computed U and fi, by Theorem 3.2 we perform at most four reachability queries 
on G,, i.e., for the pairs (u’, t”), (u”,~“), (U’, D’), and (Z, v”). By the results of [12, 131 
each such query can be performed in O(logm) time. Finally, using Lemmas 4.4 and 
4.5, we conclude that the restructuring of the contour trees after an update operation 
takes O(logn) time. 0 
5. Extensions 
In this section we show how to perform reachability queries on a more general class 
of planar digraphs. Namely, we consider a planar digraph G (possibly with cycles) 
with exactly one source, s, and exactly one sink, t. 
We determine the strongly connected components of G, and construct a new graph 
G, by shrinking each strongly connected component into a single super-vertex. It is 
easy to show that graph G, is acyclic. Also, the shrinking process preserves planarity. 
Hence, G, is a spherical St-graph. 
The data structure for reachability queries in G consists of 
(1) an array storing the super-vertex a(u) of G, associated with each vertex v of G; 
(2) the data structure of Theorem 3.4 for graph G,. 
Clearly, there is a path from u to v in G if and only if there is a path from g(u) to a(v) 
in G,. Since the strongly connected components can be computed in linear time, we 
obtain the following theorem. 
342 R. Tumassia. I.G. To//is 
Theorem 5.1. Let G he a planar digraph with exactly one source and one sink, and let 
n and m be the number of vertices and edges of G, respectively. There exists an 
O(n)-space data structure for G that supports reachability queries in O(1) time and can 
be constructed in O(n +m) time. Also, a directed path between two vertices can be 
reported in time O(k), where k is the length qf the path. 
Theorem 5.1 can be extended to the class of planar digraphs G with multiple sources 
and sinks such that the graph G’ obtained from G by adding two new vertices, s and t, 
connecting s to all the sources of G, and connecting all the sinks of G to t is planar. 
The static data structure of Theorem 5.1 can be extended to a semi-dynamic data 
structure that supports update operations INSERT and DUPLICATE. Namely, we 
represent the strongly connected components of G by means of a union-find data 
structure, and represent the spherical St-graph G, using the dynamic data structure of 
Theorem 4.6. We can reduce the space and time requirements of the aforementioned 
dynamic data structure to O(n) and O(log n), respectively, by implicitly representing 
multiple edges by means of counters. In this case, the input parameters of the update 
operations must be appropriately modified. 
Operation DUPLICATE(e,v;e,,e,) either adds vertex u to an existing strongly 
connected component, or creates a new component consisting of vertex v. In the latter 
case, we also perform DUPLICATE on G,. This takes O(logn) time. 
Now, we consider operation INSERT(e, u, v,f; ji,f;). If u and v are in the same 
strongly connected component, then we do nothing. Otherwise, we perform a reach- 
ability query in G, for (T(U) and a(v). If g(u) is not reachable from a(t)), then we perform 
INSERT on G, and stop. Otherwise, all the strongly connected components corres- 
ponding to vertices of G, on any path from G(D) to g(u) have to be merged. These 
vertices form a subgraph S of G, that is enclosed by two paths of G, from a(v) to a(u). 
Hence, we can determine the vertices of S in time proportional to their number. 
To analyze the time complexity, we observe that for any sequence of update 
operations, the number of times that two strongly connected components are merged 
is bounded by the current number of vertices of G. Hence, operation INSERT has 
amortized complexity 0( log n). 
Theorem 5.2. Let G be an n-vertex planar digraph with exactly one source and one sink. 
There exists a semi-dynamic O(n)-space data structure that supports reachability queries 
and update operations INSERT and DUPLICATE on G in O(logn) time, where the 
time bound is worst-case for a query or DUPLICATE operation, and amortized for 
INSERT. Also, after a reachability query on two vertices has been performed, a directed 
path between them can be reported in time O(k), where k is the length of the path. 
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