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The semilocal and local convergence analyses of a two-step iterativemethod for nonlinear nondifferentiable operators are described
in Banach spaces. The recurrence relations are derived under weaker conditions on the operator. For semilocal convergence, the
domain of the parameters is obtained to ensure guaranteed convergence under suitable initial approximations. The applicability of
local convergence is extended as the differentiability condition on the involved operator is avoided. The region of accessibility and
a way to enlarge the convergence domain are provided.Theorems are given for the existence-uniqueness balls enclosing the unique
solution. Finally, some numerical examples including nonlinear Hammerstein type integral equations are worked out to validate
the theoretical results.
1. Introduction
Let 𝜌∗ be the unique solution of
𝐻(𝑥) = 0, (1)
where𝐻 : D ⊆ X → Y is a continuous nonlinear operator
defined on a nonempty convex subset D of a Banach X
with values in a Banach space Y. This problem frequently
occurs in numerical analysis. Many scientific and real-life
problems can be formulated mathematically in terms of
integral equations, boundary value problems, equilibrium
theory, optimization, and differential equations whose solu-
tions require solving (1). The solutions of discrete dynamical
systems also require solving them in order to represent the
equilibrium states of these systems. With the existence of
high-speed computational devices which solve them faster
and with more accuracy, the problem for solving nonlinear
equations has further gained and added advantages. Gener-
ally, iterative methods along with their convergence analysis
are used to find the solutions of these equations. Many
researchers [1–6] have extensively studied these problems
and proposed many direct and iterative methods for their
solutions along with their semilocal [1–3, 7], local [8, 9], and
global convergence analysis [10]. In semilocal convergence
analysis, we impose conditions on starting points while local
convergence analysis requires the condition on the solution.
Global study of convergence generally depends on the type of
operators involved.Thewell-known quadratically convergent
Newton’s method [11, 12] used for (1) is given by
𝑥𝑘+1 = 𝑥𝑘 − Γ𝑘𝐻(𝑥𝑘) , 𝑘 ≥ 0, (2)
where 𝑥0 ∈ D and Γ𝑘 = 𝐻󸀠(𝑥𝑘)−1 ∈ 𝐿(Y,X). Here, 𝐿(Y,X)
denotes the set of bounded linear operators fromY intoX.
In [13], a family representing third-order iterative methods
for (1) is given for 𝑘 ≥ 0 by
𝑥𝛼,𝑘+1 = 𝑥𝛼,𝑘 − [𝐼 + 12𝐺𝐻 (𝑥𝛼,𝑘) [𝐼 − 𝛼𝐺𝐻 (𝑥𝛼,𝑘)]−1]
⋅ 𝐻󸀠 (𝑥𝛼,𝑘)−1𝐻(𝑥𝛼,𝑘) ,
(3)
where 𝑥𝛼,0 is the starting iterate and 𝐺𝐻(𝑥) =𝐻󸀠(𝑥)−1𝐻󸀠󸀠(𝑥)𝐻󸀠(𝑥)−1𝐻(𝑥). This family contains the
Chebyshev method (𝛼 = 0), the Halley method (𝛼 = 1/2),
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and the Super-Halley method (𝛼 = 1), respectively. These
methods and many others use the differentiability of 𝐻. Not
much work is done by using nondifferentiability of𝐻 which
can be expressed in the form
𝐻(𝑥) = 𝐹 (𝑥) + 𝐺 (𝑥) = 0, (4)
where 𝐹, 𝐺 : D ⊆ X → Y are continuous and nonlinear
operators. 𝐹 is differentiable while 𝐺 is continuous only and
not differentiable. In [14], a quadratic order iterative method
for (4) is given by
𝑥𝑘+1 = 𝑥𝑘
− (𝐹󸀠 (𝑥𝑘) + [𝑥𝑘−1, 2𝑥𝑘 − 𝑥𝑘−1; 𝐺])−1𝐻(𝑥𝑘) ,
𝑘 ≥ 0,
(5)
where 𝑥−1 and 𝑥0 are two starting points and [𝑥, 𝑦; 𝐺] ∈𝐿(X,Y) satisfying [𝑥, 𝑦; 𝐺](𝑥−𝑦) = 𝐺(𝑥)−𝐺(𝑦) for𝑥, 𝑦 ∈ D
and 𝑥 ̸= 𝑦.
Consider the following two-step difference differential
method [15] for solving (4) given by
𝑥𝑘+1 = 𝑥𝑘 − 𝐴−1𝑘 𝐻(𝑥𝑘) ,
𝑦𝑘+1 = 𝑥𝑘+1 − 𝐴−1𝑘 𝐻(𝑥𝑘+1) , 𝑘 ≥ 0,
(6)
where 𝑥0, 𝑦0 ∈ D are two starting points and 𝐴𝑘 = [𝐹󸀠((𝑥𝑘 +𝑦𝑘)/2)+[𝑥𝑘, 𝑦𝑘; 𝐺]]. Its local convergence analysis with super
quadratic order is described. The differentiability condition
on𝐻󸀠(𝜌∗) which restricts the applicability of (6) is also used.
Moreover, no numerical examples were worked out. Recently,
some special cases of (6) are also studied. One special case
of (6) is given in [1, 16] for 𝐹 = 0. Another one is given in
[17] for 𝐺 = 0. The importance of (6) lies in the fact that
it uses the memory of 𝐻(𝑥𝑘) in each iterate. If we consider
the evaluation of 𝐻(𝑥𝑘) as one function evaluation, then
the total number of function evaluations of (6) for solving
(4) coincides with that given by (5). However, the rate of
convergence of (6) is much faster. This is shown by the
following example.
Example 1. Consider
𝑢3/2 − V − 34 + 19 |𝑢 − 1| = 0,
V3/2 + 29𝑢 − 38 + 19 |V| = 0,
(7)
where 𝑥 = (𝑢, V) ∈ R2.
Take 𝐹(𝑢, V) = ( 𝐹1(𝑢,V)𝐹2(𝑢,V) ) = ( 𝑢3/2−V−3/4V3/2+(2/9)𝑢−3/8 ) and 𝐺(𝑢, V) =( 𝐺1(𝑢,V)𝐺2(𝑢,V) ) = ( (1/9)|𝑢−1|(1/9)|V| ).
A comparison of the absolute error approximation
obtained by (6) and (5) with tolerance ‖𝜌∗ − 𝑥𝑘‖ < 10−20 is
given in Table 1.
In this study, the semilocal and local convergence analyses
of a two-step iterativemethod for nonlinear nondifferentiable
operators are described in Banach spaces. The recurrence
relations are derived under weaker conditions on the oper-
ator. For semilocal convergence, the domain of parameters
is obtained to ensure guaranteed convergence under suitable
initial approximations.The applicability of local convergence
is extended as the differentiability condition on the involved
operator is avoided. The region of accessibility and a way
to enlarge the convergence domain are provided. Theorems
are given for the existence-uniqueness balls enclosing the
unique solution. Finally, some numerical examples including
nonlinear Hammerstein type integral equations are worked
out to validate the theoretical results.
The paper is organized as follows.The Introduction forms
Section 1. In Section 2, semilocal convergence of (6) is
established. In Section 2.1, some special cases and domain
of parameters are given to ensure the initial points for guar-
anteed convergence of (6). In Section 3, local convergence
analysis of (6) is established. Some special cases and region of
accessibility are also discussed. In Section 4, some numerical
examples including nonlinear Hammerstein type integral
equations are given to validate the theoretical results. Finally,
conclusions are given in Section 5.
2. Semilocal Convergence
This section describes the semilocal convergence of (6) for
solving (1). Let B(𝑥, 𝑟) and B(𝑥, 𝑟) denote the open and
closed balls with center at 𝑥 and radius 𝑟, respectively. Let 𝑥0
and 𝑦0 be suitably chosen initial approximations and 𝛼 > 0,𝛽 > 0, 𝜂 > 0, and 𝜁 > 0 be some positive real numbers. Define
a class 𝑆(𝛼, 𝛽, 𝜂, 𝜁, 𝜔1, 𝜔2), where 𝜔1 and 𝜔2 are to be defined.
The triplet (𝐻, 𝑥0, 𝑦0) ∈ 𝑆 if
(C1) ‖𝑥0 − 𝑦0‖ ≤ 𝛼 for 𝑥0, 𝑦0 ∈ D;
(C2) 𝐴−10 ∈ 𝐿(Y,X) such that ‖𝐴−10 ‖ ≤ 𝛽 and ‖𝐻(𝑥0)‖ ≤ 𝜁;
(C3) ‖𝐴−10 𝐻(𝑥0)‖ ≤ 𝛽𝜁 = 𝜂;
(C4) ‖𝐴−10 (𝐹󸀠(𝑥)−𝐹󸀠(𝑦))‖ ≤ 𝜔1(‖𝑥−𝑦‖), where𝜔1 : R+ →
R+ is a continuous and nondecreasing function for𝑥, 𝑦 ∈ D;
(C5) ‖𝐴−10 ([𝑥, 𝑦; 𝐺] − [𝑢, V; 𝐺])‖ ≤ 𝜔2(‖𝑥 − 𝑢‖, ‖𝑦 −
V‖),where 𝜔2 : R+ × R+ → R+ is a continuous
and nondecreasing function in its both arguments for𝑥, 𝑦, 𝑢, V ∈ D;
(C6) the equation
𝜂 + 𝑡𝑔 (𝑡) − 𝑡 = 0, (8)
where 𝑔(𝑡) = 𝑀/(1 − (𝜔1((2𝑡 + 𝛼)/2) + 𝜔2(𝑡, 𝑡 + 𝛼))),𝑀 = max(𝑀1,𝑀2), 𝑀1 = ∫10 𝜔1((𝛼 + 2𝜂𝛾)/2)𝑑𝛾 +𝜔2(𝜂, 𝛼), and𝑀2 = ∫10 𝜔1((𝜂+2𝜂𝛾)/2)𝑑𝛾+𝜔2(𝜂, 𝜂), has
at least one positive root. The smallest positive root is
denoted by 𝑅;
(C7) B(𝑥0, 𝑅) ⊆ D;
(C8) 𝑀+?̃? < 1, where ?̃? = 𝜔1((2𝑅+𝛼)/2)+𝜔2(𝑅, 𝑅+𝛼).
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Table 1: Comparison of absolute error.
𝑘 Method (6) Method (5)󵄩󵄩󵄩󵄩𝜌∗ − 𝑥𝑘󵄩󵄩󵄩󵄩 , (𝑥0, 𝑦0) = ((2, 2), (1, 0)) 󵄩󵄩󵄩󵄩𝜌∗ − 𝑥𝑘󵄩󵄩󵄩󵄩 = (𝑥−1, 𝑥0) = ((2, 2), (1, 0))1 6.83883 . . . × 10−02 6.66148 × 10−022 2.29390 . . . × 10−04 2.15254 × 10−033 2.28203 . . . × 10−10 5.65881 × 10−064 3.26673 . . . × 10−18 3.36400 × 10−075 1.99969 × 10−086 1.18869 × 10−097 7.06605 × 10−118 4.20033 × 10−129 2.49683 × 10−1310 1.48426 × 10−14
Lemma 2. For operators 𝐹, 𝐺, and𝐻 defined in (4) and (5), it
follows that, for all 𝑘 ≥ 0,
𝐻(𝑥𝑘+1) = ∫1
0
(𝐹󸀠 (𝑥𝑘 + 𝑡 (𝑥𝑘+1 − 𝑥𝑘))
− 𝐹󸀠 (𝑥𝑘 + 𝑦𝑘2 )) 𝑑𝑡 (𝑥𝑘+1 − 𝑥𝑘)
+ ([𝑥𝑘+1, 𝑥𝑘; 𝐺] − [𝑥𝑘, 𝑦𝑘; 𝐺]) (𝑥𝑘+1 − 𝑥𝑘) .
(9)
Proof. The proof is simple and hence omitted here.
Lemma 3. Under conditions (𝐶1)–(𝐶8) and parameters intro-
duced in Section 2, we have that if (𝐻, 𝑥0, 𝑦0) ∈ 𝑆, then the
following recurrence relations hold for 𝑘 ≥ 1:
(i) There exists 𝐴−1𝑘 = (𝐹󸀠((𝑥𝑘 + 𝑦𝑘)/2) + [𝑥𝑘, 𝑦𝑘; 𝐺])−1
such that ‖𝐴−1𝑘 𝐴0‖ ≤ 1/(1 − ?̃?).
(ii) ‖𝑥𝑘+1 − 𝑥𝑘‖ ≤ 𝑔(𝑅)‖𝑥𝑘 − 𝑥𝑘−1‖.
(iii) ‖𝑦𝑘 − 𝑥𝑘‖ ≤ 𝑔(𝑅)‖𝑥𝑘 − 𝑥𝑘−1‖.
(iv) ‖𝑥𝑘+1 − 𝑥0‖ ≤ ∑𝑖=𝑘𝑖=0 𝑔(𝑅)𝑖‖𝑥1 − 𝑥0‖ < 𝑅.
(v) ‖𝑦𝑘 − 𝑥0‖ ≤ ∑𝑖=𝑘𝑖=0 𝑔(𝑅)𝑖‖𝑥1 − 𝑥0‖ < 𝑅.
Proof. This lemma can be proved bymathematical induction.
Clearly, we have ‖𝑥1 − 𝑥0‖ ≤ 𝜂 < 𝑅, and using Lemma 2, we
get
󵄩󵄩󵄩󵄩𝑦1 − 𝑥1󵄩󵄩󵄩󵄩 = 󵄩󵄩󵄩󵄩󵄩𝐴−10 𝐻(𝑥1)󵄩󵄩󵄩󵄩󵄩
= 󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩𝐴
−1
0 (∫1
0
(𝐹󸀠 (𝑥0 + 𝑡 (𝑥1 − 𝑥0)) − 𝐹󸀠 (𝑥0 + 𝑦02 )) 𝑑𝑡
+ ([𝑥1, 𝑥0; 𝐺] − [𝑥0, 𝑦0; 𝐺])) (𝑥1 − 𝑥0)
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
≤ (∫1
0
𝜔1 (
󵄩󵄩󵄩󵄩𝑥0 − 𝑦0󵄩󵄩󵄩󵄩 + 2𝑡 󵄩󵄩󵄩󵄩𝑥1 − 𝑥0󵄩󵄩󵄩󵄩2 )𝑑𝑡
+ 𝜔2 (󵄩󵄩󵄩󵄩𝑥1 − 𝑥0󵄩󵄩󵄩󵄩 , 󵄩󵄩󵄩󵄩𝑥0 − 𝑦0󵄩󵄩󵄩󵄩)) 󵄩󵄩󵄩󵄩𝑥1 − 𝑥0󵄩󵄩󵄩󵄩
≤ (∫1
0
𝜔1 (𝛼 + 2𝑡𝜂2 ) 𝑑𝑡 + 𝜔2 (𝜂, 𝛼)) 󵄩󵄩󵄩󵄩𝑥1 − 𝑥0󵄩󵄩󵄩󵄩
≤ 𝑀󵄩󵄩󵄩󵄩𝑥1 − 𝑥0󵄩󵄩󵄩󵄩 ≤ 𝑔 (𝑅) 󵄩󵄩󵄩󵄩𝑥1 − 𝑥0󵄩󵄩󵄩󵄩 .
(10)
Now,
󵄩󵄩󵄩󵄩𝑦1 − 𝑥0󵄩󵄩󵄩󵄩 ≤ 󵄩󵄩󵄩󵄩𝑦1 − 𝑥1󵄩󵄩󵄩󵄩 + 󵄩󵄩󵄩󵄩𝑥1 − 𝑥0󵄩󵄩󵄩󵄩
≤ (1 + 𝑔 (𝑅)) 󵄩󵄩󵄩󵄩𝑥1 − 𝑥0󵄩󵄩󵄩󵄩 < 𝑅. (11)
Thus, 𝑥1, 𝑦1 ∈ B(𝑥0, 𝑅). Let us assume that the induction is
true for some 𝑘 ≤ 𝑟. Then,
󵄩󵄩󵄩󵄩󵄩󵄩󵄩
𝑥𝑘 + 𝑦𝑘2 − 𝑥0
󵄩󵄩󵄩󵄩󵄩󵄩󵄩 ≤
󵄩󵄩󵄩󵄩𝑥𝑘 − 𝑥0󵄩󵄩󵄩󵄩 + 󵄩󵄩󵄩󵄩𝑦𝑘 − 𝑥0󵄩󵄩󵄩󵄩2 ≤ 𝑅. (12)
This gives 𝑥𝑘, 𝑦𝑘, (𝑥𝑘 + 𝑦𝑘)/2 ∈B(𝑥0, 𝑅). Now,
󵄩󵄩󵄩󵄩󵄩𝐼 − 𝐴−10 𝐴𝑘󵄩󵄩󵄩󵄩󵄩 = 󵄩󵄩󵄩󵄩󵄩𝐴−10 (𝐴𝑘 − 𝐴0)󵄩󵄩󵄩󵄩󵄩
≤ 󵄩󵄩󵄩󵄩󵄩󵄩󵄩𝐴−10 (𝐹󸀠 (
𝑥𝑘 + 𝑦𝑘2 ) − 𝐹󸀠 (𝑥0 + 𝑦02 ))
󵄩󵄩󵄩󵄩󵄩󵄩󵄩
+ 󵄩󵄩󵄩󵄩󵄩𝐴−10 ([𝑥𝑘, 𝑦𝑘; 𝐺] − [𝑥0, 𝑦0; 𝐺])󵄩󵄩󵄩󵄩󵄩
≤ 𝜔1 (
󵄩󵄩󵄩󵄩𝑥𝑘 − 𝑥0󵄩󵄩󵄩󵄩 + 󵄩󵄩󵄩󵄩𝑦𝑘 − 𝑥0󵄩󵄩󵄩󵄩 + 󵄩󵄩󵄩󵄩𝑥0 − 𝑦0󵄩󵄩󵄩󵄩2 )
+ 𝜔2 (󵄩󵄩󵄩󵄩𝑥𝑘 − 𝑥0󵄩󵄩󵄩󵄩 , 󵄩󵄩󵄩󵄩𝑦𝑘 − 𝑥0󵄩󵄩󵄩󵄩 + 󵄩󵄩󵄩󵄩𝑥0 − 𝑦0󵄩󵄩󵄩󵄩)
≤ 𝜔1 (2𝑅 + 𝛼2 ) + 𝜔2 (𝑅, 𝑅 + 𝛼) < 1.
(13)
Using Banach Lemma on invertible operators [4], we get
󵄩󵄩󵄩󵄩󵄩𝐴−1𝑘 𝐴0󵄩󵄩󵄩󵄩󵄩 ≤ 11 − ?̃? . (14)
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Using Lemma 2 and (6), we get
󵄩󵄩󵄩󵄩𝑥𝑘+1 − 𝑥𝑘󵄩󵄩󵄩󵄩 ≤ 󵄩󵄩󵄩󵄩󵄩𝐴−1𝑘 𝐴0󵄩󵄩󵄩󵄩󵄩 󵄩󵄩󵄩󵄩󵄩𝐴−10 𝐻(𝑥𝑘)󵄩󵄩󵄩󵄩󵄩
= 11 − ?̃? (
󵄩󵄩󵄩󵄩󵄩󵄩󵄩𝐴−10 (𝐹󸀠 (𝑥𝑘−1 + 𝑡 (𝑥𝑘 − 𝑥𝑘−1))
− 𝐹󸀠 (𝑥𝑘−1 + 𝑦𝑘−12 ))
󵄩󵄩󵄩󵄩󵄩󵄩󵄩 + 󵄩󵄩󵄩󵄩󵄩𝐴−10 ([𝑥𝑘, 𝑥𝑘−1; 𝐺]
− [𝑥𝑘−1, 𝑦𝑘−1; 𝐺])󵄩󵄩󵄩󵄩󵄩) 󵄩󵄩󵄩󵄩𝑥𝑘 − 𝑥𝑘−1󵄩󵄩󵄩󵄩
≤ 11 − ?̃? [∫
1
0
𝜔1 (
󵄩󵄩󵄩󵄩𝑥𝑘−1 − 𝑦𝑘−1󵄩󵄩󵄩󵄩 + 2𝑡 󵄩󵄩󵄩󵄩𝑥𝑘 − 𝑥𝑘−1󵄩󵄩󵄩󵄩2 )𝑑𝑡
+ 𝜔2 (󵄩󵄩󵄩󵄩𝑥𝑘 − 𝑥𝑘−1󵄩󵄩󵄩󵄩 , 󵄩󵄩󵄩󵄩𝑥𝑘−1 − 𝑦𝑘−1󵄩󵄩󵄩󵄩)] 󵄩󵄩󵄩󵄩𝑥𝑘 − 𝑥𝑘−1󵄩󵄩󵄩󵄩 ≤ 𝑔 (𝑅)
⋅ 󵄩󵄩󵄩󵄩𝑥𝑘 − 𝑥𝑘−1󵄩󵄩󵄩󵄩 .
(15)
Following in a similar manner, it can be derived that
󵄩󵄩󵄩󵄩𝑦𝑘 − 𝑥𝑘󵄩󵄩󵄩󵄩 ≤ 𝑔 (𝑅) 󵄩󵄩󵄩󵄩𝑥𝑘 − 𝑥𝑘−1󵄩󵄩󵄩󵄩 . (16)
This implies (i)–(iii). (iv) and (v) can easily be derived using𝑆 and (i)–(iii) recursively. Thus, the lemma is proved.
Theorem 4. Let 𝐻 : D ⊂ X → Y verify conditions(𝐶1)–(𝐶8) such that (𝐻, 𝑥0, 𝑦0) ∈ 𝑆. Then, starting with 𝑥0, 𝑦0,
the sequences {𝑥𝑘} and {𝑦𝑘} generated by (6) are well defined,
remain in B(𝑥0, 𝑅), and converge to the solution 𝜌∗ of (1).
Moreover, 𝜌∗ is unique inB(𝑥0, 𝑅).
Proof. FromLemmas 2 and 3, it is clear that 𝑥𝑘 and𝑦𝑘 are well
defined and belong toB(𝑥0, 𝑅). First, we shall show that {𝑥𝑘}
is a cauchy sequence. For fixed 𝑘 and𝑚 ≥ 1, we get
󵄩󵄩󵄩󵄩𝑥𝑘+𝑚 − 𝑥𝑘󵄩󵄩󵄩󵄩 ≤ 󵄩󵄩󵄩󵄩𝑥𝑘+𝑚 − 𝑥𝑘+𝑚−1󵄩󵄩󵄩󵄩 + ⋅ ⋅ ⋅ + 󵄩󵄩󵄩󵄩𝑥𝑘+1 − 𝑥𝑘󵄩󵄩󵄩󵄩
≤ (𝑔 (𝑅)𝑚−1 + 𝑔 (𝑅)𝑚−2 + ⋅ ⋅ ⋅ + 𝑔 (𝑅) + 1)
⋅ 󵄩󵄩󵄩󵄩𝑥𝑘+1 − 𝑥𝑘󵄩󵄩󵄩󵄩
≤ (𝑔 (𝑅)𝑚−1 + 𝑔 (𝑅)𝑚−2 + ⋅ ⋅ ⋅ + 𝑔 (𝑅) + 1)
⋅ 󵄩󵄩󵄩󵄩𝑥𝑘+1 − 𝑥𝑘󵄩󵄩󵄩󵄩 ≤ (1 − 𝑔 (𝑅)
𝑚
1 − 𝑔 (𝑅) ) 𝑔 (𝑅)𝑘 󵄩󵄩󵄩󵄩𝑥1 − 𝑥0󵄩󵄩󵄩󵄩 .
(17)
This gives 𝑥𝑘 → 𝜌∗ as 𝑘 → ∞. Now, to show that 𝜌∗ is a
solution of (1), we have
󵄩󵄩󵄩󵄩󵄩𝐴−10 𝐻(𝑥𝑘)󵄩󵄩󵄩󵄩󵄩 ≤ 𝑀󵄩󵄩󵄩󵄩𝑥𝑘 − 𝑥𝑘−1󵄩󵄩󵄩󵄩 (18)
and ‖𝑥𝑘 − 𝑥𝑘−1‖ → 0 as 𝑘 → ∞. This gives𝐻(𝜌∗) = 0. Next,
to show the uniqueness of 𝜌∗, let us assume that 𝜎∗ is another
solution of (1) inB(𝑥0, 𝑅). For 𝑃 = ∫10 𝐹󸀠(𝜌∗+𝑡(𝜎∗−𝜌∗))𝑑𝑡+[𝜌∗, 𝜎∗; 𝐺], we get
󵄩󵄩󵄩󵄩󵄩𝐼 − 𝐴−10 𝑃󵄩󵄩󵄩󵄩󵄩 ≤ 󵄩󵄩󵄩󵄩󵄩𝐴−10 (𝐴0 − 𝑃)󵄩󵄩󵄩󵄩󵄩
≤ 󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩𝐴
−1
0 (∫1
0
𝐹󸀠 (𝜌∗ + 𝑡 (𝜎∗ − 𝜌∗)) 𝑑𝑡
− 𝐹󸀠 (𝑥0 + 𝑦02 ))
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩 +
󵄩󵄩󵄩󵄩󵄩𝐴−10 ([𝜌∗, 𝜎∗; 𝐺]
− [𝑥0, 𝑦0; 𝐺])󵄩󵄩󵄩󵄩󵄩 ≤ ∫
1
0
𝜔1 (󵄩󵄩󵄩󵄩󵄩󵄩󵄩(1 − 𝑡) (𝜌∗ − 𝑥0)
+ 𝑡 (𝜎∗ − 𝑥0) + 𝑥0 − 𝑥0 + 𝑦02
󵄩󵄩󵄩󵄩󵄩󵄩󵄩) + 𝜔2 (󵄩󵄩󵄩󵄩𝜌∗ − 𝑥0󵄩󵄩󵄩󵄩 ,
󵄩󵄩󵄩󵄩𝜎∗ − 𝑥0󵄩󵄩󵄩󵄩 + 󵄩󵄩󵄩󵄩𝑥0 − 𝑦0󵄩󵄩󵄩󵄩) ≤ 𝜔1 (2𝑅 + 𝛼2 ) + 𝜔2 (𝑅, 𝑅
+ 𝛼) = ?̃? < 1.
(19)
Using Banach Lemma on invertible operators, we get that𝑃−1
exists and ‖𝑃−1𝐴0‖ ≤ 1/(1 − ?̃?). Taking norm on both sides
on 𝑃(𝜎∗ − 𝜌∗) = 𝐻(𝜎∗) − 𝐻(𝜌∗), we get that 𝜎∗ = 𝜌∗. This
shows the uniqueness and thus the theorem is proved.
2.1. Some Special Cases and Domain of Parameters. In this
subsection, some special cases ofTheorem 4 and the iterative
method (6) are presented. We find the domain of parameters
to get the set of initial approximations for the guaranteed
convergence of (6) for 𝐹 = 0. Consider 𝐺 : R𝑛 → R𝑛, given
by
𝐺 (𝑡) = 𝑡 − 𝑔 − 𝑇 (𝜉1V𝑡 + 𝜉2𝑤𝑡) = 0, (20)
where 𝑔 is a nonlinear vector function of size 𝑛 × 1, 𝑇
is a matrix of size 𝑛 × 𝑛, 𝑡 = (𝑡1, 𝑡2, . . . , 𝑡𝑛)𝑇, V𝑡 =(𝑡21, 𝑡22, . . . , 𝑡2𝑛)𝑇, 𝑤𝑡 = (|𝑡1|, |𝑡2|, . . . , |𝑡𝑛|)𝑇, and 𝜉1, 𝜉2 ∈ R − {0}.
It can be observed that󵄩󵄩󵄩󵄩[𝑥, 𝑦; 𝐺] − [𝑢, V; 𝐺]󵄩󵄩󵄩󵄩 ≤ 𝐾1 + 𝐾2 (‖𝑥 − 𝑢‖ + 󵄩󵄩󵄩󵄩𝑦 − V󵄩󵄩󵄩󵄩) ,
𝑥, 𝑦, 𝑢, V ∈ R𝑛 (21)
with𝐾1 = 2|𝜉2|‖𝑇‖ and𝐾2 = |𝜉1|‖𝑇‖. Earlier studies [1, 15, 16]
for nondifferentiable operators do not satisfy this condition.
For 𝐾1 = 0, this condition holds for differentiable operators.
Now,we can take𝜔2(‖𝑥−𝑢‖, ‖𝑦−V‖) = 𝐾1+𝐾2(‖𝑥−𝑢‖+‖𝑦−V‖)
as a special case of condition (C5) of class 𝑆.
Theorem 5. Let 𝐺 : D ⊂ X → Y and 𝑅 be the smallest
positive real number satisfying
(1 + 𝑇11 − 𝑇2 − 𝑇3 (𝑡)) 𝜂 − 𝑡 = 0, (22)
where𝑇1 = 𝛽(𝐾1+𝐾2(𝜂+𝛼)),𝑇2 = 𝛽(𝐾1+2𝐾2𝜂), and𝑇3(𝑡) =𝛽(𝐾1+𝐾2(2𝑡+𝛼)). Suppose that𝑇1+𝑇3(𝑅) < 1,𝑇2+𝑇3(𝑅) < 1,
andB(𝑥0, 𝑅) ⊆ D. Starting with 𝑥0 and 𝑦0, the sequences {𝑥𝑘}
and {𝑦𝑘} generated by (6) are well defined and converge to 𝜌∗
of 𝐺(𝑥) = 0. Moreover, 𝜌∗ is unique inB(𝑥0, 𝑅).
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Proof. From 𝑆, we get ‖𝑥1 − 𝑥0‖ ≤ 𝜂 < 𝑅. Take 𝐷𝑘 =[𝑥𝑘, 𝑦𝑘; 𝐺].The proof is given bymathematical induction. Let𝑥𝑘, 𝑦𝑘, and (𝑥𝑘 + 𝑦𝑘)/2 ∈B(𝑥0, 𝑅) for 𝑘 ≥ 1. Now,
󵄩󵄩󵄩󵄩󵄩𝐼 − 𝐷−10 𝐷𝑘󵄩󵄩󵄩󵄩󵄩 ≤ 󵄩󵄩󵄩󵄩󵄩𝐷−10 󵄩󵄩󵄩󵄩󵄩 (󵄩󵄩󵄩󵄩[𝑥𝑘, 𝑦𝑘; 𝐺] − [𝑥0, 𝑦0; 𝐺]󵄩󵄩󵄩󵄩)
≤ 𝛽 (𝐾1 + 𝐾2 (󵄩󵄩󵄩󵄩𝑥𝑘 − 𝑥0󵄩󵄩󵄩󵄩 + 󵄩󵄩󵄩󵄩𝑦𝑘 − 𝑥0󵄩󵄩󵄩󵄩 + 󵄩󵄩󵄩󵄩𝑥0 − 𝑦0󵄩󵄩󵄩󵄩))
≤ 𝛽 (𝐾1 + 𝐾2 (2𝑅 + 𝛼)) = 𝑇3 (𝑅) .
(23)
Using Banach Lemma, it is given that
󵄩󵄩󵄩󵄩󵄩𝐷−1𝑘 󵄩󵄩󵄩󵄩󵄩 ≤ 𝛽1 − 𝑇3 (𝑅) . (24)
Again,
󵄩󵄩󵄩󵄩𝐺 (𝑥𝑘)󵄩󵄩󵄩󵄩 = 󵄩󵄩󵄩󵄩𝐺 (𝑥𝑘−1) − (𝐺 (𝑥𝑘−1) − 𝐺 (𝑥𝑘))󵄩󵄩󵄩󵄩
≤ 󵄩󵄩󵄩󵄩[𝑥𝑘, 𝑥𝑘−1; 𝐺] − [𝑥𝑘−1, 𝑦𝑘−1; 𝐺]󵄩󵄩󵄩󵄩 (󵄩󵄩󵄩󵄩𝑥𝑘 − 𝑥𝑘−1󵄩󵄩󵄩󵄩)
≤ [𝐾1 + 𝐾2 (󵄩󵄩󵄩󵄩𝑥𝑘 − 𝑥𝑘−1󵄩󵄩󵄩󵄩 + 󵄩󵄩󵄩󵄩𝑦𝑘−1 − 𝑥𝑘−1󵄩󵄩󵄩󵄩)] 󵄩󵄩󵄩󵄩𝑥𝑘
− 𝑥𝑘−1󵄩󵄩󵄩󵄩 ,󵄩󵄩󵄩󵄩𝑥𝑘+1 − 𝑥𝑘󵄩󵄩󵄩󵄩
≤ 𝛽 [𝐾1 + 𝐾2 (󵄩󵄩󵄩󵄩𝑥𝑘 − 𝑥𝑘−1󵄩󵄩󵄩󵄩 + 󵄩󵄩󵄩󵄩𝑦𝑘−1 − 𝑥𝑘−1󵄩󵄩󵄩󵄩)]1 − 𝑇3 (𝑅)
󵄩󵄩󵄩󵄩𝑥𝑘
− 𝑥𝑘−1󵄩󵄩󵄩󵄩 .
(25)
This gives
󵄩󵄩󵄩󵄩𝑦𝑘+1 − 𝑥𝑘+1󵄩󵄩󵄩󵄩
≤ 𝛽 [𝐾1 + 𝐾2 (󵄩󵄩󵄩󵄩𝑥𝑘+1 − 𝑥𝑘󵄩󵄩󵄩󵄩 + 󵄩󵄩󵄩󵄩𝑦𝑘 − 𝑥𝑘󵄩󵄩󵄩󵄩)]1 − 𝑇3 (𝑅)
󵄩󵄩󵄩󵄩𝑥𝑘+1
− 𝑥𝑘󵄩󵄩󵄩󵄩 ,
󵄩󵄩󵄩󵄩𝑥𝑘+1 − 𝑥0󵄩󵄩󵄩󵄩 ≤ (1 + 𝑇11 − 𝑇3 (𝑅) (1 +
𝑇21 − 𝑇3 (𝑅)
+ ( 𝑇21 − 𝑇3 (𝑅))
2 + ⋅ ⋅ ⋅ + ( 𝑇21 − 𝑇3 (𝑅))
𝑘−1))𝜂
≤ (1 + 𝑇11 − 𝑇3 (𝑅) (
1 − (𝑇2/ (1 − 𝑇3 (𝑅)))𝑘1 − (𝑇2/ (1 − 𝑇3 (𝑅))) ))𝜂
< 𝑅.
(26)
This shows that 𝑥𝑘+1 ∈ B(𝑥0, 𝑅). Similarly, we can have
that 𝑦𝑘+1 ∈ B(𝑥0, 𝑅). Now, we obtain that {𝑥𝑘} is a Cauchy
sequence. For fixed 𝑘 and𝑚 ≥ 1, we get
󵄩󵄩󵄩󵄩𝑥𝑘+𝑚 − 𝑥𝑘󵄩󵄩󵄩󵄩 ≤ 󵄩󵄩󵄩󵄩𝑥𝑘+𝑚 − 𝑥𝑘+𝑚−1󵄩󵄩󵄩󵄩 + ⋅ ⋅ ⋅ + 󵄩󵄩󵄩󵄩𝑥𝑘+1 − 𝑥𝑘󵄩󵄩󵄩󵄩
≤ ( 𝑇𝑚−12(1 − 𝑇3 (𝑅))𝑚−1 + ⋅ ⋅ ⋅ +
𝑇2(1 − 𝑇3 (𝑅)) + 1)
⋅ 󵄩󵄩󵄩󵄩𝑥𝑘+1 − 𝑥𝑘󵄩󵄩󵄩󵄩 ≤ (1 − 𝑇
𝑚
2 / (1 − 𝑇3 (𝑅))𝑚1 − 𝑇2/ (1 − 𝑇3 (𝑅)) )
⋅ 󵄩󵄩󵄩󵄩𝑥𝑘+1 − 𝑥𝑘󵄩󵄩󵄩󵄩 ≤ (1 − 𝑇
𝑚
2 / (1 − 𝑇3 (𝑅))𝑚1 − 𝑇2/ (1 − 𝑇3 (𝑅)) )
⋅ 𝑇𝑘−12 𝑇1(1 − 𝑇3 (𝑅))𝑘 𝜂.
(27)
Thus, 𝑥𝑘 → 𝜌∗ as 𝑘 → ∞. Now, to show that 𝜌∗ is a solution
of (4), we get
󵄩󵄩󵄩󵄩𝐺 (𝑥𝑘)󵄩󵄩󵄩󵄩 ≤ 𝑇 󵄩󵄩󵄩󵄩𝑥𝑘 − 𝑥𝑘−1󵄩󵄩󵄩󵄩 , where 𝑇 = max (𝑇1, 𝑇2) (28)
and ‖𝑥𝑘 − 𝑥𝑘−1‖ → 0 as 𝑘 → ∞. This gives 𝐺(𝜌∗) = 0.
Uniqueness of 𝜌∗ can be shown in a similar manner given
inTheorem 4. This proves the theorem.
Now, we present the domain of the parameters associated
withTheorem 5.The domain of the parameters represents the
set of all those points in 𝑥𝑦 plane that allow the guaranteed
convergence of (6) from the initial conditions used in Theo-
rem 5. Transform (22) into the quadratic equation
𝑎0𝑡2 + 𝑎1𝑡 + 𝑎2 = 0, where, 𝑎0 = 2𝐾2𝛽, 𝑎1 = 2𝐾1𝛽 + 𝐾2𝛼𝛽 − 1, 𝑎2 = −𝜂 (𝐾1𝛽 + 𝐾2𝛽𝜂 − 1) . (29)
Following [2], it is easy to see that (29) has two positive real
roots, if
𝑎2 > 0,
i.e., 𝜂 (1 − 𝐾1𝛽 − 𝐾2𝛽𝜂) > 0,
𝑎1 + √4𝑎0𝑎2 < 0,
i.e., 2𝐾1𝛽 + 𝐾2𝛼𝛽 + √8𝐾2𝜂 (1 − 𝐾1𝛽 − 𝐾2𝛽𝜂) < 1.
(30)
Using (30), it is necessary to take 2𝐾1𝛽 + 𝐾2𝛽𝜂 < 1 for
the existence of positive real roots. Moreover, the smallest
positive real root is given by
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Figure 1: Domain of parameters of (6) for 𝑄 = 0.5 and 𝐾1 = 0, 0.2, 0.4, 0.6, 0.8 represented by orange, blue, yellow, red, and green colors,
respectively.
𝑅1 = (1 − 2𝐾1𝛽 − 𝐾2𝛽𝜂) − √(2𝐾1𝛽 + 𝐾2𝛼𝛽 − 1)
2 − 8𝐾2𝛽𝜂 (1 − 𝐾1𝛽 − 𝐾2𝛽𝜂)4𝐾2𝛽 . (31)
Next, we take 𝛽 = 𝑥,𝐾2𝜂 = 𝑦, and𝑄 = 𝐾2𝛼 and draw the
domain of the parameters which gives the relation between
some initial estimations. For this, we follow the criteria of
Theorem 5 distinguished by two different cases.The first case
is when 𝐾1 = 0 (differentiable case) and the second case is
when 𝐾1 ̸= 0 (nondifferentiable case).
It can be seen in Figure 1 that, with the increasing value
of 𝐾1, we get a smaller region of the domain of parameters.
By treating 𝐾2 as a constant, it can be concluded here that
the decrease of the value of 𝛼 increases the domain of the
parameter. This can be verified from Figure 2.
3. Local Convergence
In this section, we shall establish the local convergence
analysis of (6). Recently, this is given in [15] under the
condition on 𝐻󸀠(𝜌∗), which is much more restrictive as
it includes the differentiability of divided difference terms
involved in (6). This restriction is removed and the following
set of conditions is defined as class 𝑈. We say that the triplet(𝐻, 𝜌∗, 𝜌) ∈ 𝑈 if we have the following.
(L1) ‖𝐹󸀠(𝑥) − 𝐹󸀠(𝑦)‖ ≤ 𝜎1(‖𝑥 − 𝑦‖), where 𝜎1(𝑡) is a
continuous and nondecreasing function defined on
R+ with values in R+ for 𝑥, 𝑦 ∈ D.
(L2) ‖[𝑥, 𝑦; 𝐺] − [𝑢, V; 𝐺]‖ ≤ 𝜎2(‖𝑥 − 𝑢‖, ‖𝑦 − V‖), where𝜎2(𝑟, 𝑠) is a continuous and nondecreasing function
in its both arguments defined onR+ ×R+ with values
in R+ for 𝑥, 𝑦, 𝑢, V ∈ D.
(L3) Let 𝜌∗ be such that 𝐻(𝜌∗) = 0. Take 𝜌 ∈ D and‖𝜌∗ − 𝜌‖ = 𝜃 > 0 so that the operator 𝐴∗ = 𝐹󸀠(𝜌∗) +[𝜌∗, 𝜌; 𝐺] is invertible and ‖𝐴∗−1‖ ≤ 𝜆.
(L4) The equation
𝜆(∫1
0
𝜎1 ((1 + 𝑢) 𝑡) 𝑑𝑢 + 𝜎2 (𝑡, 2𝑡) + 𝜎1 (𝑡)
+ 𝜎2 (𝑡, 𝑡 + 𝜃)) − 1 = 0
(32)
has a positive real root. Let theminimumpositive root
be denoted by 𝑅∗.
(L5) B(𝜌∗, 𝑅∗) ⊆ D and 𝜆(𝜎1(𝑅∗) + 𝜎2(𝑅∗, 𝑅∗ + 𝜃)) < 1.
Lemma 6. Let (𝐻, 𝜌∗, 𝜌) ∈ 𝐿. If 𝑥, 𝑦, and (𝑥 + 𝑦)/2 ∈
B(𝜌∗, 𝑅∗) ⊂ D, then the operator (𝐹󸀠((𝑥+𝑦)/2)+[𝑥, 𝑦; 𝐺]) is
invertible and ‖(𝐹󸀠((𝑥+𝑦)/2)+[𝑥, 𝑦; 𝐺])−1‖ ≤ 𝜆/(1−(𝜎1(𝑅∗)+𝜎2(𝑅∗, 𝑅∗ + 𝜃))).
Proof. We prove this lemma using the definition of class 𝑈.
We consider
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Figure 2: (a) Domain of parameters of (6) for 𝑄 = 0.4. (b) Domain of parameters of (6) for 𝑄 = 1 (𝐾1 = 0, 0.2, 0.4, 0.6, 0.8 represented by
orange, blue, yellow, red, and green colors, resp.).
󵄩󵄩󵄩󵄩󵄩󵄩󵄩𝐼 − 𝐴∗−1 (𝐹󸀠 (
𝑥 + 𝑦2 ) + [𝑥, 𝑦; 𝐺])
󵄩󵄩󵄩󵄩󵄩󵄩󵄩
≤ 󵄩󵄩󵄩󵄩󵄩𝐴∗−1󵄩󵄩󵄩󵄩󵄩 󵄩󵄩󵄩󵄩󵄩󵄩󵄩𝐴∗ − 𝐹󸀠 (
𝑥 + 𝑦2 ) − [𝑥, 𝑦; 𝐺]
󵄩󵄩󵄩󵄩󵄩󵄩󵄩
≤ 𝜆 󵄩󵄩󵄩󵄩󵄩󵄩󵄩𝐹󸀠 (𝜌∗) + [𝜌∗, 𝜌; 𝐺] − 𝐹󸀠 (
𝑥 + 𝑦2 ) − [𝑥, 𝑦; 𝐺]
󵄩󵄩󵄩󵄩󵄩󵄩󵄩
≤ 𝜆 (𝜎1 (󵄩󵄩󵄩󵄩󵄩󵄩󵄩
𝑥 + 𝑦2 − 𝜌∗
󵄩󵄩󵄩󵄩󵄩󵄩󵄩) + 𝜎2 (󵄩󵄩󵄩󵄩𝑥 − 𝜌∗󵄩󵄩󵄩󵄩 , 󵄩󵄩󵄩󵄩𝑦 − 𝜌󵄩󵄩󵄩󵄩))
≤ 𝜆 (𝜎1 (𝑅∗) + 𝜎2 (𝑅∗, 𝑅∗ + 𝜃)) < 1.
(33)
Using Banach lemma on invertible operators, it follows that(𝐹󸀠((𝑥 + 𝑦)/2) + [𝑥, 𝑦; 𝐺])−1 exists and
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩(𝐹󸀠 (
𝑥 + 𝑦2 ) + [𝑥, 𝑦; 𝐺])
−1󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
≤ 𝜆1 − 𝜆 (𝜎1 (𝑅∗) + 𝜎2 (𝑅∗, 𝑅∗ + 𝜃)) .
(34)
Theorem 7. If (𝐻, 𝜌∗, 𝜌) ∈ 𝑈 and Lemma 6 holds, then
starting with 𝑥0, 𝑦0 ∈ B(𝜌∗, 𝑅∗), the sequences {𝑥𝑘} and {𝑦𝑘}
generated by (6) are well defined and converge to the solution𝜌∗ of (1). Moreover, the solution 𝜌∗ is unique inB(𝜌∗, 𝑅∗)∩D.
Furthermore, the following holds:
󵄩󵄩󵄩󵄩𝑥𝑘+1 − 𝑥∗󵄩󵄩󵄩󵄩 ≤ ?̃? 󵄩󵄩󵄩󵄩𝑥𝑘 − 𝑥∗󵄩󵄩󵄩󵄩 ,
󵄩󵄩󵄩󵄩𝑦𝑘+1 − 𝑥∗󵄩󵄩󵄩󵄩 ≤ ?̃? 󵄩󵄩󵄩󵄩𝑥𝑘+1 − 𝑥∗󵄩󵄩󵄩󵄩 ,
(35)
where ?̃? = 𝐾𝜆/(1 − 𝜆(𝜎1(𝑅∗) + 𝜎2(𝑅∗, 𝑅∗ + 𝜃))) and 𝐾 =∫1
0
𝜎1((1 + 𝑢)𝑅∗)𝑑𝑢 + 𝜎2(𝑅∗, 2𝑅∗).
Proof. Clearly, 𝑥0, 𝑦0 ∈ B(𝜌∗, 𝑅∗) and 𝐴−10 exists from
Lemma 6. Now,
󵄩󵄩󵄩󵄩𝑥1 − 𝜌∗󵄩󵄩󵄩󵄩 ≤ 󵄩󵄩󵄩󵄩󵄩𝑥0 − 𝜌∗ − 𝐴−10 (𝐻 (𝑥0) − 𝐻 (𝜌∗))󵄩󵄩󵄩󵄩󵄩 ≤ 󵄩󵄩󵄩󵄩󵄩𝐴−10 󵄩󵄩󵄩󵄩󵄩 󵄩󵄩󵄩󵄩𝐴0 (𝑥0 − 𝜌∗) − (𝐹 (𝑥0) + 𝐺 (𝑥0) − 𝐹 (𝜌∗) − 𝐺 (𝜌∗))󵄩󵄩󵄩󵄩
= 󵄩󵄩󵄩󵄩󵄩𝐴−10 󵄩󵄩󵄩󵄩󵄩
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩𝐹
󸀠 (𝑥0 + 𝑦02 ) + [𝑥0, 𝑦0; 𝐺] − ∫
1
0
𝐹󸀠 (𝜌∗ + 𝑢 (𝑥0 − 𝜌∗)) 𝑑𝑢 − [𝜌∗, 𝑥0; 𝐺]
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
󵄩󵄩󵄩󵄩𝑥0 − 𝜌∗󵄩󵄩󵄩󵄩
≤
𝜆(∫1
0
𝜎1 (
󵄩󵄩󵄩󵄩𝑥0 + 𝑦0 − 2𝜌∗ − 2𝑢 (𝑥0 − 𝜌∗)󵄩󵄩󵄩󵄩2 )𝑑𝑢 + 𝜎2 (󵄩󵄩󵄩󵄩𝑥0 − 𝜌∗󵄩󵄩󵄩󵄩 , 󵄩󵄩󵄩󵄩𝑦0 − 𝑥0󵄩󵄩󵄩󵄩))
1 − 𝜆 (𝜎1 (𝑅∗) + 𝜎2 (𝑅∗, 𝑅∗ + 𝜃))
󵄩󵄩󵄩󵄩𝑥0 − 𝜌∗󵄩󵄩󵄩󵄩
≤ 𝜆 (∫
1
0
𝜎1 ((1 + 𝑢) 𝑅∗) 𝑑𝑢 + 𝜎2 (𝑅∗, 2𝑅∗))
1 − 𝜆 (𝜎1 (𝑅∗) + 𝜎2 (𝑅∗, 𝑅∗ + 𝜃))
󵄩󵄩󵄩󵄩𝑥0 − 𝜌∗󵄩󵄩󵄩󵄩 = ?̃? 󵄩󵄩󵄩󵄩𝑥0 − 𝜌∗󵄩󵄩󵄩󵄩 .
(36)
8 Complexity
From 𝑈, we get ‖𝑥1 − 𝜌∗‖ < ‖𝑥0 − 𝜌∗‖ and 𝑥1 ∈ B(𝜌∗, 𝑅∗).
Now,
󵄩󵄩󵄩󵄩𝑦1 − 𝜌∗󵄩󵄩󵄩󵄩 = 󵄩󵄩󵄩󵄩󵄩𝑥1 − 𝜌∗ − 𝐴−10 (𝐻 (𝑥1) − 𝐻 (𝜌∗))󵄩󵄩󵄩󵄩󵄩 ≤ 󵄩󵄩󵄩󵄩󵄩𝐴−10 󵄩󵄩󵄩󵄩󵄩 󵄩󵄩󵄩󵄩𝐴0 (𝑥1 − 𝜌∗) − (𝐹 (𝑥1) + 𝐺 (𝑥1) − 𝐹 (𝜌∗) − 𝐺 (𝜌∗))󵄩󵄩󵄩󵄩
= 󵄩󵄩󵄩󵄩󵄩𝐴−10 󵄩󵄩󵄩󵄩󵄩
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩𝐹
󸀠 (𝑥0 + 𝑦02 ) + [𝑥0, 𝑦0; 𝐺] − ∫
1
0
𝐹󸀠 (𝜌∗ + 𝑢 (𝑥1 − 𝜌∗)) 𝑑𝑢 − [𝜌∗, 𝑥1; 𝐺]
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
󵄩󵄩󵄩󵄩𝑥1 − 𝜌∗󵄩󵄩󵄩󵄩
≤ 𝜆 (∫
1
0
𝜎1 (󵄩󵄩󵄩󵄩𝑥0 + 𝑦0 − 2𝜌∗ − 2𝑢 (𝑥1 − 𝜌∗)󵄩󵄩󵄩󵄩 /2) 𝑑𝑢 + 𝜎2 (󵄩󵄩󵄩󵄩𝑥0 − 𝜌∗󵄩󵄩󵄩󵄩 , 󵄩󵄩󵄩󵄩𝑥1 − 𝑦0󵄩󵄩󵄩󵄩))
1 − 𝜆 (𝜎1 (𝑅∗) + 𝜎2 (𝑅∗, 𝑅∗ + 𝜃))
󵄩󵄩󵄩󵄩𝑥1 − 𝜌∗󵄩󵄩󵄩󵄩
≤ 𝜆 (∫
1
0
𝜎1 ((1 + 𝑢) 𝑅∗) 𝑑𝑢 + 𝜎2 (𝑅∗, 2𝑅∗))
1 − 𝜆 (𝜎1 (𝑅∗) + 𝜎2 (𝑅∗, 𝑅∗ + 𝜃))
󵄩󵄩󵄩󵄩𝑥0 − 𝜌∗󵄩󵄩󵄩󵄩 = ?̃? 󵄩󵄩󵄩󵄩𝑥1 − 𝜌∗󵄩󵄩󵄩󵄩 .
(37)
Thus, ‖𝑦1−𝜌∗‖ < ‖𝑥1−𝜌∗‖ and𝑦1 ∈B(𝜌∗, 𝑅∗). Proceeding in
a similarway, it follows that ‖𝑦𝑘−𝜌∗‖ < ‖𝑥𝑘−𝜌∗‖ < ‖𝑥𝑘−1−𝜌∗‖
for each 𝑘 ∈ N. This gives lim𝑘→∞𝑥𝑘 = 𝜌∗ and consequently𝑦𝑘 → 𝜌∗ as 𝑘 → ∞. It remains to show the uniqueness of 𝜌∗.
It can be proved in a similar manner as proved inTheorem 4.
This proves the theorem.
3.1. On the Accessibility and Some Special Cases. In this
section, we present some special cases of Theorem 7 and (6).
We establish the region of accessibility for 𝜌∗. A solution 𝜌∗
is said to be accessible from those points 𝑥0 and 𝑦0 if the
sequences {𝑥𝑘} and {𝑦𝑘} given by (6) converge to 𝜌∗.The set of
a combination of all such points for which the sequences {𝑥𝑘}
and {𝑦𝑘} converge to 𝜌∗ is called the region of accessibility of𝜌∗. We use here Theorem 7 to find the region of accessibility
of (6). We consider here 𝐹 = 0 and replace the condition (L2)
by
󵄩󵄩󵄩󵄩[𝑥, 𝑦; 𝐺] − [𝑢, V; 𝐺]󵄩󵄩󵄩󵄩 ≤ 𝐾1 + 𝐾2 (‖𝑥 − 𝑢‖ + 󵄩󵄩󵄩󵄩𝑦 − V󵄩󵄩󵄩󵄩) . (38)
It is indicated in Section 2.1 that this type of condition arises
for nondifferentiable operators. Now, we present the local
convergence analysis of (6) using condition (38). If condition
(38) is used, then
𝑅∗ = 1 − 2𝜆𝐾1 − 𝜆𝐾2𝜃5𝜆𝐾2 . (39)
𝑅∗ should be the real positive number which is possible only
when
1 − 2𝜆𝐾1 − 𝜆𝐾2𝜃 > 0. (40)
To verify condition (40), we draw the region by taking 𝜆𝐾1 =𝑦 and 𝜆𝐾2 = 𝑥 and then taking different values of 𝜃 to see the
difference between the convergence regions.This can be seen
by Figure 3. Now, using (40), it is observed that the condition
(L5) is equivalent to the condition for such 𝑅∗, which is
0 < 1 − 𝜆𝐾1 − 𝜆𝐾2𝜃. (41)
Obviously, the condition satisfying (40) satisfies (41). This
can be seen in Figure 4. We come to the conclusion that,
with a smaller distance between 𝜌∗ and 𝜌, a larger domain
is achieved.
Let us discuss the local convergence of (6) which does not
use the differentiability condition.
Theorem 8. Let𝐺 : X→ Y be a nonlinear operator. Suppose
that
(D1) there exists 𝜌∗ such that 𝐺(𝜌∗) = 0; choose 𝜌 ∈ D so
that ‖𝜌∗ − 𝜌‖ = 𝜃 > 0 so that the operator [𝜌∗, 𝜌; 𝐺] is
invertible and ‖[𝜌∗, 𝜌; 𝐺]−1‖ ≤ 𝜆;
(D2) ‖[𝑥, 𝑦; 𝐺] − [𝑢, V; 𝐺]‖ ≤ 𝐾1 + 𝐾2(‖𝑥 − 𝑢‖ + ‖𝑦 − V‖);
(D3) 1 − 2𝜆𝐾1 − 𝜆𝐾2𝜃 > 0.
Then, starting with 𝑥0, 𝑦0 ∈B(𝜌∗, 𝑅∗), the sequences {𝑥𝑘} and{𝑦𝑘} given by (6) are well defined and converge to the unique
solution 𝜌∗ of (4), where 𝑅∗ = (1 − 2𝜆𝐾1 − 𝜆𝐾2𝜃)/5𝜆𝐾2.
Proof. The proof follows the same lines as the theorems given
above. So, we omit the proof here.
4. Numerical Experiments
In this section, some numerical examples are given to
demonstrate the applicability and efficacy of our work.
Example 9. Consider the nonlinear system
𝑢3/2 − V − 34 + 0.005 |𝑢 − 1| = 0,
V3/2 + 29𝑢 − 38 + 0.005 |𝑢| = 0
(42)
for 𝑥 = (𝑢, V) ∈ R2.
Consider the operator 𝐻 : D ⊂ R2 → R2, where D ={(𝑢, V) ∈ R2; 𝑢, V > 0}. We take 𝐻(𝑥) = 𝐹(𝑥) + 𝐺(𝑥), where𝐹 = (𝐹1, 𝐹2) and 𝐺 = (𝐺1, 𝐺2) such that 𝐹1(𝑢, V) = 𝑢3/2 −
V− = 3/4, 𝐹2(𝑢, V) = V3/2 + (2/9)𝑢 − 3/8, 𝐺1(𝑢, V) = 0.005|𝑢 −1|, and 𝐺2(𝑢, V) = 0.005|V|. Here, we take the norm ‖𝑥‖∞ =
max1≤𝑖≤2|𝑥𝑖| for vectors and the corresponding norm ‖𝐴‖ =
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Figure 3: Region of 𝑥𝑦 plane where (40) holds true for 𝜃 =0, 0.2, 0.4, 0.4, 0.6, 0.8, 1 represented by cyan, red, green, pink, yel-
low, and blue colors, respectively.
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Figure 4: Region of 𝑥𝑦 plane where (41) holds true for 𝜃 =0, 0.2, 0.4, 0.4, 0.6, 0.8, 1 represented by cyan, red, green, pink, yel-
low, and blue colors, respectively.
max1≤𝑗≤2∑2𝑘=1 |𝑎𝑗𝑘| for the matrix 𝐴 ∈ R2 × R2. Now, by the
definition of divided difference for 1 ≤ 𝑖, 𝑗 ≤ 𝑛,
[𝑠, 𝑡; 𝐺]𝑖𝑗 = 1𝑠𝑗 − 𝑡𝑗 (𝐺𝑖 (𝑠1, . . . , 𝑠𝑗−1, 𝑠𝑗, 𝑡𝑗+1, . . . , 𝑡𝑛)
− 𝐺𝑖 (𝑠1, . . . , 𝑠𝑗−1, 𝑡𝑗, 𝑡𝑗+1, . . . , 𝑡𝑛)) ,
(43)
for 𝑠, 𝑡 ∈ R𝑛. We get
󵄩󵄩󵄩󵄩[𝑥, 𝑦; 𝐺] − [𝑢, V; 𝐺]󵄩󵄩󵄩󵄩 ≤ 1100 ,
Table 2: Absolute error obtained by (6).
𝑘 󵄩󵄩󵄩󵄩𝜌∗ − 𝑥𝑘󵄩󵄩󵄩󵄩1 1.7275 . . . × 10−032 7.5607 . . . × 10−083 2.7441 . . . × 10−17
󵄩󵄩󵄩󵄩󵄩𝐹󸀠 (𝑥) − 𝐹󸀠 (𝑦)󵄩󵄩󵄩󵄩󵄩 ≤ 32 󵄩󵄩󵄩󵄩𝑥 − 𝑦󵄩󵄩󵄩󵄩1/2 .
(44)
We get 𝜔1(𝑡) = (3/2)𝑡1/2𝛽 and 𝜔2(𝑟, 𝑠) = (1/100)𝛽. We
take the starting points 𝑥0 = (0.9638, 0.2376) and 𝑦0 =(0.9629, 0.2382). Now, usingTheorem 4, we can easily obtain
that 𝛼 = 0.0009, 𝛽 = 1.3327, 𝜂 = 0.05693226, 𝑀 =0.3348821, 𝑅 = 0.148404722, and ?̃? = 0.643087952974343.
It can be easily seen that 𝑀 + ?̃? = 0.97797 < 1. So, all
conditions ofTheorem4 are true and hence (6) can be applied
to Example 9. After 4 iterations, we get that the iteration
converges to the solution 𝜌∗ = (1.0207 . . . , 0.27988 . . .).
Absolute error (‖𝜌∗ − 𝑥𝑘‖) is given in Table 2 with tolerance10−20.
Example 10 (see [18]). Consider
𝑥 (𝑡) = 𝑓 (𝑡) + ∫𝑏
𝑎
𝐺1 (𝑡, 𝑠)𝐻1 (𝑠, 𝑥 (𝑠)) 𝑑𝑠,
𝑡 ∈ [𝑎, 𝑏] ,
(45)
where 𝑎, 𝑏 ∈ (−∞,∞), 𝑓,𝐻1, 𝐺1 are given functions and 𝑥 is
the solution of (45), to be determined. This problem can be
transformed to solve 𝐻(𝑥) = 0, where 𝐻 : D ⊂ 𝐶[𝑎, 𝑏] →𝐶[𝑎, 𝑏], given by
[𝐻 (𝑥)] (𝑡) = 𝑥 (𝑡) − 𝑓 (𝑡)
+ ∫𝑏
𝑎
𝐺1 (𝑡, 𝑠)𝐻1 (𝑠, 𝑥 (𝑠)) 𝑑𝑠,
𝑡 ∈ [𝑎, 𝑏] .
(46)
Consider 𝐺1(𝑡, 𝑠) as a green function in [𝑎, 𝑏] × [𝑎, 𝑏], and
we use a discretization process to transform (46) into a finite
dimensional problem. For this, we implement the Gauss-
Legendre formula, given by
∫𝑏
𝑎
𝑄 (𝑠) 𝑑𝑠 = 𝑙∑
𝑗=1
𝑤𝑗𝑄(𝑠𝑗) , (47)
where 𝑙 is the number of nodes. 𝑤𝑗, 𝑠𝑗 are weights and nodes,
respectively, to be determined. We denote the approximation
of 𝑥(𝑠𝑗) and 𝑓(𝑠𝑗) by 𝑥𝑗 and 𝑓𝑗, respectively, for 𝑗 = 1, . . . , 𝑙.
Then, (46) is equivalent to solving a system of nonlinear
equations, given by
𝐻𝑗 = 𝑥𝑗 − 𝑓𝑗 − 𝑙∑
𝑘=1
𝑎𝑗,𝑘𝐻1 (𝑠𝑘, 𝑥𝑘) , 𝑗 = 1, . . . , 𝑙, (48)
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Table 3: Approximation of solution of (52).
𝑗 𝜌∗
1 0.5064627 . . .2 0.5307228 . . .3 0.56173894 0.583219905 0.5832199 . . .6 0.5617389 . . .7 0.5307229 . . .8 0.5064628 . . .
where
𝑎𝑗,𝑘 = 𝑤𝑗𝐺1 (𝑠𝑗, 𝑠𝑘)
=
{{{{{{{{{
𝑤𝑗 (𝑏 − 𝑠𝑗) (𝑠𝑘 − 𝑎)𝑏 − 𝑎 if 𝑘 ≤ 𝑗,
𝑤𝑘 (𝑏 − 𝑠𝑘) (𝑠𝑗 − 𝑎)𝑏 − 𝑎 if 𝑗 > 𝑘.
(49)
With this transformation, (48) is equivalent to
𝐻(𝑥) ≡ 𝑥 − 𝑓 − 𝐴𝑧 = 0, 𝐻 : R𝑙 󳨀→ R𝑙, (50)
𝑥 = (𝑥1, . . . , 𝑥𝑙)𝑇, 𝑓 = (𝑓1, . . . , 𝑓𝑙)𝑇, 𝐴 = (𝑎𝑗,𝑘)𝑙𝑗,𝑘=1, and 𝑧 =(𝐻1(𝑠1, 𝑥1), . . . , 𝐻𝑙(𝑠𝑙, 𝑥𝑙)). Now, we consider the nonlinear
integral equation
𝑥 (𝑠) = 12 + 34 ∫
1
0
𝐺1 (𝑡, 𝑠) (𝑥 (𝑠)2 + |𝑥 (𝑠)|) 𝑑𝑠,
𝑠 ∈ [0, 1] ;
(51)
using the transformation defined above, by taking 𝑙 = 8,
this equation can be transformed to a nonlinear system of
equations:
𝐻(𝑥) = 𝑥 − 1
2
− 34𝐴 (𝑢𝑥 + V𝑥) , (52)
where 𝑥 = (𝑥1, . . . , 𝑥8)𝑇, 1/2 = (1/2, . . . , 1/2)𝑇, 𝑢𝑥 =(𝑥21, . . . , 𝑥28)𝑇, and V𝑥 = (|𝑥1|, . . . , |𝑥8|)𝑇. Choosing 𝑥0 =(2/5, . . . , 4/5)𝑇, 𝑦0 = (1/2, . . . , 1/2)𝑇 and with the help of
(21) and Theorem 5, we get 𝐾1 = 0.185338488109776, 𝐾2 =0.092669244054888, 𝛽 = 1.05121302729, 𝜂 = 0.1818592275,𝛼 = 0.1, 𝑇1 = 0.222287582674836, and 𝑇2 = 0.23026190887.
From (22), we get𝑅 = 0.260442310241258. All the conditions
of Theorem 5 are true as 𝑇1 + 𝑇3(𝑅) = 0.4776013635212 < 1
and 𝑇2 + 𝑇3(𝑅) = 0.48557568972059 < 1. So, we can ensure
the semilocal convergence of (6). After 3 iterations, we get the
approximate solution, which is given in Table 3 with tolerance10−15. An approximate error to the solution is given inTable 4.
Example 11. Turning to Example 1, it can be easily seen
that 𝜌∗ = (1, 0.25). Now, to apply Theorem 7, we take𝜌 = (1.5, 0.5), and then 𝜃 = 0.5 and 𝜆 = 1.1562799 . . ..
We consider 𝜌1(𝑡) = (3/2)𝑡1/2 and 𝜌2(𝑠, 𝑡) = 2/9. Also,
Table 4: Absolute error obtained by (6).
𝑗 ‖𝜌∗ − 𝑥𝑗‖1 1.3606742 × 10−032 3.5262214 × 10−093 1.1814916 × 10−16
there exists 𝑅∗ = 0.015953030586386 that verifies (32)
and 𝜆(𝜌1(𝑅∗) + 𝜌2(𝑅∗, 𝑅∗ + 𝜃)) = 1.1562799(0.18945796 +2/9) = 0.476017545958554 < 1. Thus, all the conditions of
Theorem 7 hold true and thus the ball of convergence along
with its domain of uniqueness of ball is given by {𝑥 ∈ R2 :‖𝑥 − 𝜌∗‖ ≤ 0.015953}.
5. Conclusions
In this paper, we established a new convergence analysis of
the two-step iterative method for solving nonlinear nondif-
ferentiable equations. Using some recurrences, we analyze
the semilocal as well as local convergence analysis for this
method.The novelty of this work lies in the fact that it avoids
the differentiability condition in the convergence analysis for
nondifferentiable operators, a contrast with earlier studies to
take into account. This is very important for the practical
purpose. In semilocal convergence analysis, theorems are
given for existence-uniqueness balls. Moreover, the domain
of the parameters is given to show the guaranteed conver-
gence of the method and suitability of the starting points.
In local convergence analysis, we avoid the differentiability
condition on the involved operator as a contrast to the earlier
study. This way, the applicability of local convergence theo-
rem is extended. Theorems are provided for the existence-
uniqueness ball. Furthermore, its region of accessibility is
given and an idea for enlarging the convergence domain
is provided. Finally, some numerical examples including
nonlinear Hammerstein type integral equations are given to
validate the theoretical results obtained by us.
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