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Abstract
The random greedy algorithm for finding a maximal independent set in a graph has
been studied extensively in various settings in combinatorics, probability, computer science
– and even in chemistry. The algorithm builds a maximal independent set by inspecting the
vertices of the graph one at a time according to a random order, adding the current vertex
to the independent set if it is not connected to any previously added vertex by an edge.
In this paper we present a natural and general framework for calculating the asymptotics
of the proportion of the yielded independent set for sequences of (possibly random) graphs,
involving a useful notion of local convergence. We use this framework both to give short
and simple proofs for results on previously studied families of graphs, such as paths and
binomial random graphs, and to study new ones, such as random trees.
We conclude our work by analysing the greedy algorithm more closely when the base
graph is a tree. We show that in expectation, the cardinality of a random greedy independent
set in the path is no larger than that in any other tree of the same order.
1 Introduction
Algorithmic problems related to finding or approximating the independence number of a graph,
or to producing large independent sets, have long been in the focus of the computer science com-
munity. Computing the size of the maximum independent set is known to be NP-complete [28]
and the groundbreaking work [15] on the difficulty of approximating it even made its way to
The New York Times. A natural way to try to efficiently produce a large independent set in
an input graph G is to output a maximal independent set (MIS) in G, where a vertex subset
I ⊆ V (G) is a MIS in G if I is maximal by inclusion. While in principle a badly chosen MIS
can be very small (like, say, the star center in a star), one might hope that quite a few of the
maximal independent sets will have size comparable in some sense to the independence number
of G.
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In this paper, we study the random greedy algorithm for producing a maximal independent
set, which is defined as follows. Consider an input graph G on n vertices. The algorithm first
orders the vertices of G uniformly at random, and then builds an independent set I(G) by
considering each of the vertices v one by one in order, adding v to I(G) if the resulting set does
not span any edge. Observe that the set I(G) is in fact the set of vertices coloured in the first
colour (traditionally red) in a random greedy proper colouring of G. A basic quantity to study,
which turns out to have numerous applications, is the proportion of the yielded independent
set (which we call the greedy independence ratio). In particular, it is of interest to study
the asymptotic behaviour of this quantity for natural graph sequences.
Due to its simplicity, this greedy algorithm has been studied extensively by various authors
in different fields, ranging from combinatorics [44], probability [39] and computer science [17]
to chemistry [19]. As early as 1931 this model was studied by chemists under the name random
sequential adsorption (RSA), focusing mostly on d-dimensional grids. The 1-dimensional case
was solved by Flory [19] (see also [35]), who showed that the expected greedy independence
ratio tends to ζ2 = (1− e−2)/2 as the path length tends to infinity.
A continuous analogue, where “cars” of unit length “park” at random free locations on the
interval [0, x], was introduced (and solved) by Re´nyi [40], under the name car-parking process.
The limiting density is therefore called Re´nyi’s parking constant, and ζ2 may be considered
as its discrete counterpart (see, e.g., [16]). Following this terminology, the final state of the
car-parking process is often called the jamming limit of the graph, and the density of this state
is called the jamming constant. For dimension 2, Pala´sti [36] conjectured, in the continuous
case (where unit square “cars” park in a larger square), that the limiting density is Re´nyi’s
parking constant squared. This conjecture may be carried to the discrete case, but to the best
of our knowledge, in both cases it remains open. For further details see [16] (see also [14] for
an extensive survey on RSA models).
In combinatorics, the greedy algorithm for finding a maximal independent set was analysed
in order to give a lower bound on the (usually asymptotic) typical independence number of
(random) graphs. The asymptotic greedy independence ratio of binomial random graphs with
linear edge density was studied by McDiarmid [33] (but see also [8, 24]). The asymptotic
greedy independence ratio of random regular graphs was studied by Wormald [44], who used
the so-called differential equations method (see [45] for a comprehensive survey). His result
was further extended in [31] for any regular graph sequence with growing girth. Recently, the
case of uniform random graphs with given degree sequences was studied (independently) in [10]
and [4].
In a more general setting, where we run the random greedy algorithm on a hypergraph,
the model recovers the triangle-free process (or, more generally, the H-free process). In this
process, which was first introduced in [13], we begin with the empty graph, and at each step
add a random edge as long as it does not create a copy of a triangle (or a copy of H). To
recover this process we take the hypergraph whose vertices are the edges of the complete graph,
and whose hyperedges are the triples of edges that span a triangle (or k-sets of edges that form
a copy of H, if H has k edges). Bohman’s famous result [6] is that for this hypergraph, |I|
is asymptotically almost surely Θ(n3/2
√
lnn), where n is the number of vertices. The exact
asymptotics was later found by Bohman and Keevash [7] and by Fiz Pontiveros, Griffiths and
Morris [18]. Similar results were obtained for the complete graph on 4 vertices by Warnke [43]
and for cycles independently by Picollelli and Warnke [38, 42]. For a discussion about the
general setting, see [3].
Consider the following alternative but equivalent definition of the model. Assign an inde-
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pendent uniform label from [0, 1] to each vertex of the graph, and consider it as the arrival time
of a particle at that vertex. All vertices are initially vacant, and a vertex becomes occupied at
the time denoted by its label if and only if all of its neighbours are still vacant at that time.
Clearly, we do not need to worry that two particles will arrive at the same time. The set of
occupied vertices at time 1 is exactly the greedy MIS. The advantage of this formulation of
the model is that under mild assumptions, it can be defined on an infinite graph. We may
think of the resulting MIS as a factor of iid (fiid)1, meaning, informally, that there exists a
local rule which is unaware of the “identity” of a given vertex, that determines whether that
vertex is occupied. It was conjectured (formally by Hatami, Lova´sz and Szegedy [26]) that,
using a proper rule, fiid can produce an asymptotically maximum independent set in random
regular graphs. However, this was disproved recently by Gamarnik and Sudan [22]. In fact,
they showed that this kind of local algorithms have a uniformly limited power for sufficiently
large degree, and later Rahman and Vira´g [39] showed that the density of fiid independent sets
in regular trees and in Poisson Galton-Watson trees, with large average degree, is asymptotic-
ally at most half-optimal, concluding (after projecting to random regular graphs or to binomial
random graphs) that local algorithms cannot achieve better.
However, on other families of graphs, local algorithms may clearly do better than that. A
trivial example is the set of stars, on which the greedy algorithm typically performs perfectly.
A less trivial example is that of uniform random trees. The expected independence ratio
of a uniform random tree is the unique solution of the equation x = e−x (see [34]), which
is approximately 0.5671..., while the greedy algorithm yields an independent set of expected
density 1/2 as we will see in Section 2.3.
Finally, we note that the following parallel/distributed algorithm gives a further way to
look at the maximal independent set generated by the greedy algorithm. After (randomly)
ordering the vertices, we colour “red” all the sinks, that is, all the vertices which appear before
their neighbours in the order, and then remove them and their neighbours from the graph and
continue. Formulated this way, the algorithm is very easy to implement, and requires only
local communication between the nodes. Also, conditioning on the initial random ordering, it
is deterministic, a property which appears to be of importance (see, e.g., [5]). A main question
of interest is the number of rounds it takes the algorithm to terminate. In [17] it was shown
that with high probability (whp)2 it terminates in O(lnn) steps on any n-vertex graph, and
that this is tight. Thus, even though these algorithms may be suboptimal, they are strikingly
simple and can be surprisingly efficient.
1.1 Our contribution
The goal of this work is to introduce a simple and fairly general framework for calculating the
asymptotics of the greedy independence ratio for a wide variety of (random) graph sequences.
The general approach is to study a suitable limiting object, typically a random rooted infinite
graph, which captures the local view of a typical vertex, and calculate the probability that its
root appears in a random independent set in this graph, which is created according to some
natural “local” rule, to be described later. We show that this probability approximates the
expected greedy independence ratio.
Let us formulate this more precisely. For a (random) finite graph G let I(G) be the random
greedy maximal independent set of G, let ι(G) := |I(G)|/|V (G)| be its density, and let ι¯(G)
1The letters iid abbreviate “independent and identically distributed”.
2That is, with probability tending to 1 as n tends to infinity.
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be its expected density (taken over the distribution of G and over the random greedy maximal
independent set). Suppose (U, ρ) is a random rooted infinite graph (that is, (U, ρ) is a distribu-
tion of rooted infinite graphs). A random labelling σ = (σv)v∈V (U) of U is a process consisting
of iid random variables σv, each distributed uniformly in [0, 1]. The past of a vertex v, denoted
Pv , is the set of vertices in U reachable from v by a monotone decreasing path (with respect to
σ). We say that (U, ρ) has nonexplosive growth if the past of ρ is almost surely finite. For
such (U, ρ) we may define
ι(U, ρ) = P[ρ ∈ I(U [Pρ])].
We say that a graph sequence Gn converges locally to (U, ρ), and denote it by Gn
loc−−→ (U, ρ),
if for every r ≥ 0, the ball of radius r around a uniformly chosen point from Gn converges in
distribution to the ball of radius r around ρ in U . To make this notion precise, we need to
endow the space of rooted locally finite connected graphs with a topology. This will be done
rigorously in Section 3.
The following key theorem gives motivation for the definitions above.
Theorem 1.1. If Gn
loc−−→ (U, ρ) and (U, ρ) has nonexplosive growth then ι¯(Gn)→ ι(U, ρ).
With some mild growth assumptions on the graph sequence, we can also obtain asymptotic
concentration of the greedy independence ratio around its mean. For a graph G let NG(r)
be the random variable counting the number of paths of length at most r from a uniformly
chosen random vertex of G. Say that a sequence of graph distributions Gn has subfactorial
path growth (sfpg) if NGn(r) ≪r r! with high probability, that is, if there exist functions
f(n) = on(1) and g(r) = or(1) such that P[NGn(r)/r! ≥ g(r)] ≤ f(n). Note that every
graph sequences with uniformly bounded degrees has sfpg, but there are graph sequence with
unbounded degrees which still have sfpg. For two functions f1(n), f2(n) write f1(n) ∼ f2(n) if
f1(n) = (1 + o(1))f2(n).
Theorem 1.2. If Gn has sfpg and Gn
loc−−→ (U, ρ) then ι(Gn) ∼ ι(U, ρ) with high probability.
Remark. Gamarnik and Goldberg [21] have established concentration of ι(Gn) around its
mean, under the assumption that the degrees of Gn are uniformly bounded. Here we relax that
assumption.
When the limiting object is supported on rooted trees, we call the (random) graph sequence
locally tree-like. Our next result is a general differential-equations based tool for analysing the
asymptotics of the greedy independence ratio of locally tree-like (random) sfpg graph sequences,
with the restriction that their limit may be emulated by a simple branching process with at most
countably many types. Roughly speaking, amultitype Galton-Watson branching process
is a rooted tree, in which each node belongs to a type, and the number and types of each node’s
“children” follow a law which depends solely on the node’s type, and is independent for distinct
nodes. Such a branching process is called simple if each such law is a product measure. Formal
definitions will be given in Section 5. The following theorem reduces the problem of calculating
ι(U, ρ) in these cases to the problem of solving a (possibly infinite) system of ODEs.
Theorem 1.3. Let (U, ρ) be a simple multitype branching process with finite or countable type
set T and offspring distributions (ξk)k∈T . Let τ be the type of ρ. For every x ∈ [0, 1] let
ξkj (x) ∼ Bin(ξkj , x) and ξkj (x, ·) = P[ξkj (x) = ·] denote the distribution and the probability mass
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function of the number of children of type j of an object of type k, with random label at most
x. Let {yk}k∈T be the unique solution (in case such exists) to the following system of ODEs:
y′k(x) =
∑
ℓ∈NT
∏
j∈T
ξkj (x, ℓj)
(
1− yj(x)
x
)ℓj
, (∗)
with boundary conditions yk(0) = 0 for k ∈ T . Then,
ι(U, ρ) =
∑
k∈T
yk(1)P[τ = k]. (1)
We call (∗) the fundamental system of ODEs of the branching process (U, ρ). While this
system of ODEs may seem complicated, in many important cases it reduces to a fairly simple
system, as we will demonstrate in Section 2. In the cases where (U, ρ) is either a single type
branching process or a random tree with iid degrees, we provide an easy probability generating
function tool that may be used to “skip” solving (∗). This is described in Section 5.1. We
mention that a somewhat related, but apparently less applicable statement, which obtains a
differential equations for the occupancy probability of a given vertex in bounded degree graphs,
appears in [37].
We conclude our work with a theorem, according to which on the set of all trees of a given
order the expected size of the greedy MIS achieves its minimum on the path.
Theorem 1.4. Let n ≥ 1, let T be a tree on n vertices and let Pn be the path on n vertices.
Then ι¯(Pn) ≤ ι¯(T ).
This theorem gives us an exact (non-asymptotic) explicit lower bound for the expected
greedy independence ratio of trees (an asymptotic upper bound is trivial). The methods used
to prove it are different from the ones used in the rest of this paper, and are more combinatorial
in nature. In particular, we make use of a transformation on trees, originally introduced in [11],
which gives rise to a graded poset of all trees of a given order, in which the path is the unique
minimum (say). While we are not able to show that this transformation can only increase
the expected greedy independence ratio, we show it can only increase some other quantitative
property of trees, which allows us to argue that paths indeed achieve the minimum expected
greedy independence ratio.
1.2 Organization of the paper
We start by a short list of important applications in Section 2, where we prove some new
results and reprove some known ones, using the machinery of Theorems 1.2 and 1.3. In a
few cases, we are assisted by the claims from Section 5.1. In particular, we calculate the
asymptotics of the greedy independence ratio for paths and cycles (reproving results from [19,
35]), binomial random graphs (reproving a result from [33]), uniform random trees and random
functional digraphs (new results) and random regular graphs or regular graphs with high girth
(reproving [31,44]).
We then shift our focus to the formal definitions and proofs. We begin by introducing the
metric that is used to define the notion of local convergence in Section 3, where we also prove
Theorem 1.1. In Section 4 we prove Theorem 1.2, by essentially proving a decay of correlation
between vertices in terms of their distance, and showing that typical pairs of vertices are distant.
5
In fact, the results of Section 4 imply that even without local convergence, under mild growth
assumptions, the variance of the greedy independence ratio is decaying.
In Section 5 we turn our attention to locally tree-like graph sequences, define (simple, multi-
type) branching processes, and prove Theorem 1.3. We enhance this in Section 5.1 by introdu-
cing a probability generating functions based “trick”, which allows, in some cases, a significant
simplification. In Section 6 we focus further on tree sequences, where we prove Theorem 1.4.
To this end we perform a comprehensive analysis of the expected greedy independence ratio of
the path, an analysis which is of interest for its own sake.
2 Applications
The goal of this section is to demonstrate the power of the introduced framework by finding ι
for several natural (random) graph sequences, via finding their local limit and solving its fun-
damental system of ODEs, as described in Theorem 1.3. In some cases, we may use probability
generating functions, as described in Section 5.1, to ease calculations.
2.1 Infinite-ray stars
For d ≥ 1, let Sd be the infinite-ray star with d branches. Formally, the vertex set of Sd is
{(0, 0)} ∪ {(i, j) : i ∈ [d], j = 1, 2, . . .}, and (i, j) ∼ (i′, j′) if |j − j′| = 1 and either i = i′ or
ii′ = 0. Note that S1 = N and S2 = Z. This is a two-type branching process, with types d for
the root and 1 for a branch vertex. The fundamental system of ODEs in this case is
y′d(x) =
d∑
ℓ=0
(
d
ℓ
)
(1− x)d−ℓxℓ
(
1− y1(x)
x
)ℓ
= (1− y1(x))d,
and for d = 1 we obtain the equation y′1 = 1−y1 of which the solution is y1(x) = 1−e−x. Hence
for d > 1 we obtain the equation y′d = e
−dx of which the solution is yd(x) =
1
d(1− e−dx). Since
τ = d a.s., it follows that ι(Sd) = yd(1) = ζd := 1d(1 − e−d). In particular, ι(N) = 1 − e−1 ≈
0.6321... and ι(Z) = 12 (1− e−2) ≈ 0.43233....
As N is a single type branching process and Z is a random tree with iid degrees, we may
use the alternative approach for calculating ι(N) and ι(Z), as described in Section 5.1. Solving∫ 1
h
dz
z = 1 gives h = e
−1, hence by Claim 5.1, ι(N) = 1 − e−1, and by Claim 5.2, ι(Z) =
1
2
(
1− e−2).
Paths and cycles The local limit of the sequences Pn of paths and Cn of cycles is clearly Z.
It follows from the discussion above that ι(Pn), ι(Cn) ∼ 12(1− e−2) whp. This was already cal-
culated by Flory [19] (who only considered the expected ratio) and independently by Page [35],
and can be thought of as the discrete variant of Re´nyi’s parking constant (see [16]).
2.2 Poisson Galton-Watson trees
A Poisson Galton-Watson tree Tλ is a single type branching process with offspring distribution
Pois(λ) for some parameter λ ∈ (0,∞). The fundamental ODE in this case is
y′(x) =
∞∑
d=0
(λx)d
eλxd!
(
1− y(x)
x
)d
= e−λy(x).
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(This can also be calculated directly using (2)). The solution for this differential equation is
y(x) = ln(1 + λx)/λ, hence ι(Tλ) = y(1) = ln(1 + λ)/λ. The same result can be obtained using
the probability generating function of the Poisson distribution, as described in Section 5.1.
Binomial random graphs Consider the binomial random graph G(n, λ/n), which is the
graph on n vertices in which every pair of nodes is connected by an edge independently with
probability λ/n. It is easy to check that it converges locally to Tλ, hence ι(G(n, λ/n)) ∼
ln(1 + λ)/λ whp, recovering a known result (see [33]).
2.3 Size-biased Poisson Galton-Watson trees
For 0 < λ ≤ 1, a size-biased Poisson Galton-Watson tree Tˆλ can be defined (see [32]) as a
two-type branching process, with types s (spine vertices) and t (tree vertices), where a spine
vertex has 1 spine child plus Pois(λ) tree children, a tree vertex has Pois(λ) tree children, and
the root is a spine vertex. The fundamental system of ODEs in this case is
y′s(x) = x
∞∑
d=0
(λx)d
eλxd!
(
1− ys(x)
x
)(
1− yt(x)
x
)d
+ (1− x)
∞∑
d=0
(λx)d
eλxd!
(
1− yt(x)
x
)d
= (1− ys(x))
∞∑
d=0
(λx)d
eλxd!
(
1− yt(x)
x
)d
= (1− ys(x))e−λyt(x),
and from Section 2.2 we obtain yt(x) = ln(1 + λx)/λ. Hence y
′
s(x) = (1 − ys(x))/(1 + λx),
and the solution for that equation is ys(x) = 1 − exp(− ln(1 + λx)/λ). Thus ι(Tˆλ) = ys(1) =
1− (1 + λ)−1/λ = 1− e−ι(Tλ). In particular, ι(Tˆ1) = 1/2.
Random trees It is a classical (and beautiful) fact (see, e.g., [23,30]) that if Tn is a uniformly
chosen random tree drawn from the set of nn−2 trees on (labelled) n vertices, then Tn converges
locally to Tˆ1, hence ι(Tn) ∼ 1/2 whp. To the best of our knowledge, this intriguing fact was not
previously known. In fact, it was shown recently in [27] that if Gn is a sequence of connected
regular graphs that converges to a nondegenerate graphon, and Tn is the uniform spanning tree
of Gn, then Tn also converges locally to Tˆ1, hence it follows that ι(Tn) ∼ 1/2 whp in this case
as well.
Random functional digraphs It can be easily verified that the local limit of a random
functional digraph ~G1(n) (the digraph on n vertices whose edges are (i, π(i)) for a uniform
random permutation π), with orientations ignored, is Tˆ1, hence ι( ~G1)→ 1/2 whp.
2.4 d-ary trees
For d > 1, let Td be the d-ary tree. It may be viewed as a (single type) branching process. It
thus immediately follows from (2) that
y′(x) = (1− y(x))d.
The solution for this differential equation is y(x) = 1 − ((d − 1)x + 1)−1/(d−1). It follows that
ι(Td) = y(1) = 1 − d−1/(d−1). This fact also follows easily using the generating functions
approach described in Section 5.1. A remarkable example is ι(T2) = 1/2.
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2.5 Regular trees
For d ≥ 3, let Td be the d-regular tree. It may viewed as a two-type branching process with
types d for the root and 1 for the rest of the vertices. The fundamental system of ODEs in this
case is
y′d(x) =
d∑
ℓ=0
(
d
ℓ
)
(1− x)d−ℓxℓ
(
1− y1(x)
x
)ℓ
= (1− y1(x))d,
and from Section 2.4 we obtain y1(x) = 1 − ((d − 2)x + 1)−1/(d−2). It follows that y′d(x) =
((d − 2)x+ 1)−d/(d−2), of which the solution is
yd(x) =
1
2
(
1− ((d− 2)x+ 1)−2/(d−2)
)
.
Therefore,
ι(Td) = yd(1) =
1
2
(
1− (d− 1)−2/(d−2)
)
.
As with d-ary trees, here again the generating functions approach works easily: the solution
to
∫ 1
h(x) z
d−1dz = x is h(x) = (1 − (2 − d)x)1/(2−d), and the result follows from Claim 5.2.
Remarkable examples include ι(T3) = 3/8 and ι(T4) = 1/3.
Random regular graphs Since the random regular graph G(n, d) (a uniformly sampled
graph from the set of all d-regular graphs on n vertices, assuming dn is even) converges locally
to Td (see, e.g., [46]), the above result for this case is exactly [44, Theorem 4]. In fact, since
any sequence of d-regular graphs with girth tending to infinity converges locally to Td, we also
recover [31, Theorem 2].
3 Local limits
In order to study asymptotics, it is often useful to construct a suitable limiting object first.
Local limits were introduced by Benjamini and Schramm [2] and studied further by Aldous
and Steele [1]. In this work we show that local limits, when they exist, encapsulate the asymp-
totic data of local behaviour of the convergent graph sequence, and in particular, that of the
performance of the greedy algorithm.
We start with basic definitions. Consider the space G• of rooted locally finite connected
graphs viewed up to root preserving graph isomorphisms. We provide G• with the following
metric:
dloc((G1, ρ1), (G2, ρ2)) = 2
−R,
where R is the largest integer for which BG1(ρ1, R) ≃ BG2(ρ2, R). Here we understand BG(ρ,R)
as the rooted subgraph of (G, ρ) spanned by the vertices of distance at most R from ρ, and ≃ as
rooted-isomorphic. It is an easy fact that (G•, dloc) is a separable complete metric space, hence
it is a Polish space. (G•, dloc), while being bounded, is not compact (the sequence of rooted
stars Sn does not have a convergent subsequence).
Recall that a sequence of random elements {Xn}∞n=1 converges in distribution to a
random element X, if for every bounded continuous function f we have that E[f(Xn)] →
E[f(X)]. We denote it by Xn
d−→ X.
8
Let Gn be a sequence of (random) finite graphs. We say that Gn converges locally to a
(random) element (U, ρ) of G•, and denote it by Gn loc−−→ (U, ρ), if for every r ≥ 0,
BGn(ρn, r)
d−→ BU (ρ, r),
where ρn is a uniformly chosen vertex of Gn. Since the inherited topology on all rooted balls
in G• with radius r is discrete, this implies convergence in total variation distance.
We are now ready to prove Theorem 1.1.
Proof of Theorem 1.1. Fix ε > 0. For a given labelling σ of U , let ℓσ be the length of the
longest decreasing sequence (w.r.t. σ) starting from ρ. Since (U, ρ) has nonexplosive growth,
there exists rε for which for every r ≥ rε, P[ℓσ > r] < ε. For r ≥ 0, let Grn = BGn(ρn, r)
and U r = BU (ρ, r). We couple G
r
n and a random permutation π on its vertices with U
r and
a random labelling σ as follows. First, since Grn converges in distribution (and hence in total
variation distance) to U r, there exists nr such that for all n ≥ nr we have that P[Grn 6≃ U r] ≤ ε.
If this event occurs, we say that the coupling has failed. Otherwise, for some isomorphism
ϕ : Grn → U r, we let π be the permutation on the vertices of Grn which agrees with the ordering
of the labels on the vertices of the isomorphic image (that is, πu < πv ⇐⇒ σϕ(u) < σϕ(v)).
Note that under this coupling, if it succeeds, ρn ∈ I(Grn) ⇐⇒ ρ ∈ I(U r). However, on the
event “ℓσ ≤ r”, ρn ∈ I(Grn) ⇐⇒ ρn ∈ I(Gn) and ρ ∈ I(U r) ⇐⇒ ρ ∈ I(U [Pρ]). Observing
that ι¯(Gn) = P[ρn ∈ I(Gn)] we obtain that for r ≥ rε and n ≥ nr, |ι¯(Gn)− ι(U, ρ)| < 2ε.
4 Concentration
With some mild growth assumptions on the graph sequence, even without local convergence,
we can obtain asymptotic concentration of the greedy independence ratio around its mean.
The goal of the following sequence of claims is to prove that. The first claim gives some useful
bound on the distance between two random vertices in the graph. The second claim shows that
with high probability, there are no “long” monotone paths emerging from a typical vertex. We
then introduce a fairly general lemma about local algorithms, which roughly states that the
correlation between the outputs of such algorithms for independent inputs is fairly low. We
conclude by applying the lemma in our setting to bound the variance of ι(Gn).
Claim 4.1. Suppose that Gn has sfpg. Let u, v be two independently and uniformly chosen
vertices from Gn. Let rn be a sequence of positive integers such that rn! = O(n). Then
P[distGn(u, v) ≤ rn] = o(1).
Proof. Since Gn has sfpg, there exists g(r) = or(1) such that |BGn(u, r)| ≤ NGn(r) ≤ g(r)r!
with high probability. Denote this event by Sn. Thus, recalling that rn! = O(n),
P[v ∈ BGn(u, rn)] = P[v ∈ BGn(u, rn) | Sn](1− o(1)) + o(1)
= E[P[v ∈ BGn(u, rn) | BGn(u, rn), Sn]] + o(1)
= E[|BGn(u, rn)|/n | Sn] + o(1) = o(1).
Claim 4.2. Suppose that Gn has sfpg. Let π be a (uniform) random permutation of the vertices
of Gn, and let u be a uniformly chosen vertex from Gn. Let rn be a sequence of positive integers
such that rn ≫ 1. Then, whp there is no monotone decreasing path of length rn (w.r.t. π)
emerging from u.
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Proof. Let us couple NGn(rn) and u so that NGn(rn) counts the number of paths of length
at most rn emerging from u in Gn. Since Gn has sfpg, there exists g(r) = or(1) such that
NGn(r) ≤ g(r)r! with high probability. Denote this event by Sn. Denote by Mn the event that
there exists a monotone decreasing path (w.r.t. π) emerging from u of length rn. Note that the
probability that a given path of length rn is monotone decreasing w.r.t. π is 1/rn!, hence
P[Mn] ≤ P[Mn | Sn]P[Sn] + P[¬Sn] ≤ g(rn)(1 − o(1)) + o(1) = o(1).
Let G = (V,E) be a graph. An exploration-decision rule for G is a (deterministic)
function Q, whose input is a pair (S, g), where S is a non-empty sequence of distinct vertices
of V , and g : S → [0, 1], and whose output is either a vertex v ∈ V r S or a “decision” T or F.
An exploration-decision algorithm for G, with rule Q, is a (deterministic) algorithm
A, whose input is an initial vertex v ∈ V and a function f : V → [0, 1], which outputs
T or F, and operates as follows. Set u1 = v. Suppose A has already set u1, . . . , ui. Let
x = Q((u1, . . . , ui), f ↾{u1,...,ui}). If x ∈ V , set ui+1 = x and continue. Otherwise stop and
return x. We call the set u1, . . . , ui at this stage the range of the algorithm’s run. We denote
the output of the algorithm by A(v, f) and its range by rngA(v, f). The radius of the algorithm’s
run, denoted radA(v, f), is the maximum distance between v and an element of its range.
Lemma 4.3. Let ε > 0. Let G = (V,E) be a graph, let σ be a random labelling of its vertices, let
A be an exploration-decision algorithm for G and let r ≥ 1. Let u, v be sampled independently
from some distribution over V . Suppose that w.p. at least 1 − ε both distG(u, v) ≥ 3r, and
radA(u, σ), radA(v, σ) ≤ r. Then | cov[A(u, σ),A(v, σ)]| = oε(1).
Proof. Let Q be the rule of the algorithm A. The r-truncated version of Q, denoted Qr, is
defined as follows. To determine Qr((u1, . . . , ui), g), Qr checks the value x = Q((u1, . . . , ui), g).
If x ∈ {T,F} or distG(u1, x) ≤ r, Q returns x. Otherwise it returns F. The r-truncated version
of the algorithm A, denoted Ar, is the exploration-decision algorithm with rule Qr. Note that
for every v and f , radAr(v, f) ≤ r.
For a vertex w ∈ {u, v}, let Xw be the event “A(w, σ) = T”, let Yw be the event “Ar(w, σ) =
T”, and let rw = radA(w, σ). Note that P[Xw ∧ rw ≤ r] = P[Yw ∧ rw ≤ r] = P[Yw], thus
P[Xw] = P[Yw] + oε(1). Since for x, y satisfying distG(x, y) ≥ 3r we have that Yx, Yy are
independent, it follows that P[Yu ∧ Yv] = P[Yu]P[Yv] + oε(1).
P[Xu ∧Xv] = P[Xu ∧Xv ∧ (max{ru, rv} ≤ r)] + P[Xu ∧Xv ∧ (max{ru, rv} > r)]
= P[Yu ∧ Yv ∧ (max{ru, rv} ≤ r)] + oε(1)
= P[Yu ∧ Yv] + oε(1) = P[Yu]P[Yv] + oε(1) = P[Xu]P[Xv ] + oε(1).
We now apply the lemma in our setting.
Claim 4.4. Suppose that Gn has sfpg. Let u, v be two independently and uniformly chosen
vertices from Gn. Denote by Ru, Rv the events that u ∈ I(Gn), v ∈ I(Gn), respectively. Then
| cov[Ru, Rv]| = o(1).
Proof. We describe an exploration-decision algorithm A by defining its rule. Given a vertex
sequence S = (u1, . . . , ui) and labels g : S → [0, 1], the rule checks for monotone decreasing
sequences emerging from u1, in S, with respect to g. Denote by E the set of ends of these
sequences. If there are vertices in V r S with neighbours in E , return an arbitrary vertex
among these. Otherwise, perform the Greedy MIS algorithm on the past of u1 inside S, and
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return T if u1 ends in the MIS, or F otherwise. We observe that if σ is a random labelling of
Gn then for w ∈ {u, v} the event A(w, σ) = T is in fact the event Rw. We also note that if
the longest monotone decreasing sequence, w.r.t. σ, emerging from w is of length r − 1, then
radA(w, σ) ≤ r.
Let rn be a sequence of positive integers such that rn ≫ 1 and rn! = O(n). Let Dn be the
event that distGn(u, v) < 3rn, and for w ∈ {u, v} let Mwn be the event there exists a monotone
decreasing path (w.r.t. π) emerging from w of length rn− 1. It follows from Claims 4.1 and 4.2
that P[Dn ∨Mun ∨Mvn ] = o(1), thus the result follows by Lemma 4.3.
Claim 4.5. Suppose that Gn has sfpg. Then Var[ι(Gn)] = o(1).
Proof. For a vertex w, denote by Rw the event that w ∈ I(Gn). Let u, v be two independently
and uniformly chosen vertices from Gn. Since the random variables E[Ru | u] and E[Rv | v] are
independent, by Claim 4.4,
Var[ι(Gn)] = E[cov[Ru, Rv | u, v]]
= cov[Ru, Rv]− cov[E[Ru | u]E[Rv | v]] = cov[Ru, Rv ] = o(1).
Proof of Theorem 1.2. Let ε > 0. Note that since Gn has sfpg, (U, ρ) has nonexplosive growth,
hence by Theorem 1.1 there exists n0 such that for every n ≥ n0, |ι¯(Gn)− ι(U, ρ)| ≤ ε. Thus,
by Chebyshev’s inequality and Claim 4.5,
P[|ι(Gn)− ι(U, ρ)| > 2ε] ≤ P[|ι(Gn)− ι¯(Gn)| > ε] ≤ ε−2Var[ι(Gn)] = o(1).
5 Differential equations
As promised, we begin with a formal definition of multitype branching processes (based on [25]).
Let T be a finite or countable set, which we call the type set. A distribution of vectors, indexed
by T , with nonnegative integer coordinates, is called an offspring distribution. A multi-
type Galton-Watson branching process, with offspring distributions (ξk)k∈T , is a time
homogeneous vector Markov process Z0,Z1, . . . whose states are nonnegative integer vectors
indexed by T . We always assume that Z0 is 1 in a unique coordinate, and 0 everywhere else.
The transition law for the process is as follows. If Zℓ = (Zℓk)k∈T then
Zℓ+1 =
∑
k∈T
Zℓ
k∑
i=1
Xki ,
where Xki ∼ ξk are independent. If all offspring distributions (ξk)k∈T are product measures
(that is, the coordinates of each of ξk are independent) we call the branching process simple.
Proof of Theorem 1.3. Let σ be a random labelling of U . To ease notation, set ι = ι(U, ρ) and
I = I(U [Pρ]), and recall that ι = P[ρ ∈ I]. For k ∈ T and x ∈ [0, 1], define ι(k) = P[ρ ∈ I | τ = k]
and ι
(k)
x = P[ρ ∈ I | σρ = x, τ = k]. Note that this is well defined, even if the event that σρ = x
has probability 0. Let further
ι
(k)
<x =
∫ x
0
ι(k)z dz,
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so ι(k) = ι
(k)
<1 , hence
ι =
∑
k∈T
ι
(k)
<1 · P[τ = k].
It therefore suffices to show that the family yk(x) := ι
(k)
<x satisfies (∗) (it clearly satisfies the
boundary conditions). The key observation is that distinct children in the past of the root
are roots to independent subtrees. Formally, conditioning on the event that v1, . . . , va are the
children of ρ in its past, the events “vi ∈ I” for i = 1, . . . , a are mutually independent. Since
ρ ∈ I if and only if vi /∈ I for every i = 1, . . . , a,
y′k(x) = (ι
(k)
<x)
′ = ι(k)x =
∑
ℓ∈NT
∏
j∈T
ξkj (x, ℓj)(1− P[ρ ∈ I | σρ < x, τ = j])ℓj
=
∑
ℓ∈NT
∏
j∈T
ξkj (x, ℓj)
(
1− yj(x)
x
)ℓj
.
5.1 Probability generating functions
The goal of this section is to demonstrate how generating functions may aid solving the funda-
mental system of ODEs (∗) (and thus finding ι) for certain simple branching processes. In the
following sections, we will use the notation yk(x), and omit the subscript k when the branching
process has a single type.
Single type branching processes For a probability distribution p = (pd)
∞
d=0, let Tp be the
p-ary tree, namely, it is a (single type) branching process, for which the offspring distribution
is p. The fundamental ODE in this case is
y′(x) =
∞∑
d=0
pd
d∑
ℓ=0
(
d
ℓ
)
(1− x)d−ℓxℓ
(
1− y(x)
x
)ℓ
=
∞∑
d=0
pd(1− y(x))d. (2)
This differential equation may not be solvable, but in many important cases it is, and we will
use it. Denote by gp(z) the probability generating function (pgf) of p, that is,
gp(z) =
∞∑
d=0
pdz
d. (3)
Let hp(x) be the solution to the equation∫ 1
hp(x)
dz
gp(z)
= x. (4)
Claim 5.1. y(x) = 1− hp(x).
Proof. Fix x ∈ [0, 1], let h = hp(x) and g(z) = gp(z). Define ϕ : [0, β] → [h, 1], where
β = y−1(1− h), as follows: ϕ(u) = 1− y(u). Note that by (2),
ϕ′(u) = −y′(u) = −g(ϕ(u)).
Thus
x =
∫ 1
h
dz
g(z)
= −
∫ ϕ(β)
ϕ(0)
dz
g(z)
= −
∫ β
0
ϕ′(z)dz
g(ϕ(z))
= β,
hence y(x) = 1− h.
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In particular, it follows from Claim 5.1 that ι(Tp) = 1− hp(1).
Random trees with iid degrees For a probability distribution p = (pd)
∞
d=1, let Tp be the
p-tree, namely, it is a random tree in which the degrees of the vertices are independent random
variables with distribution p. We may view it as a two-type branching process, with type 0 for
the root and 1 for the rest of the vertices. Let gp(z) be the pgf of p (see (3), and note that
p0 = 0). The fundamental system of ODEs in this case is
y′0(x) =
∞∑
d=1
pd
d∑
ℓ=0
(
d
ℓ
)
(1− x)d−ℓxℓ
(
1− y1(x)
x
)ℓ
=
∞∑
d=1
pd(1− y1(x))d = gp(1− y1(x)), (5)
and by (2),
y′1(x) =
∞∑
d=0
pd+1(1− y1(x))d = 1
1− y1(x)
∞∑
d=1
pd(1− y1(x))d = gp(1− y1(x))
1− y1(x) . (6)
Let hp(x) be the solution to the equation∫ 1
hp(x)
zdz
gp(z)
= x.
The next claim is [12, Theorem 1].3
Claim 5.2. y0(x) =
1
2
(
1− h2
p
(x)
)
.
Proof. Fix x ∈ [0, 1], let h = hp(x) and g(z) = gp(z). Define ϕ : [0, β] → [h, 1], where
β = y−11 (1− h), as follows: ϕ(u) = 1− y1(u). Note that by (6),
ϕ′(u) = −y′1(u) = −
g(ϕ(u))
ϕ(u)
.
Thus
x =
∫ 1
h
zdz
g(z)
= −
∫ ϕ(β)
ϕ(0)
zdz
g(z)
= −
∫ β
0
ϕ′(z)ϕ(z)dz
g(ϕ(z))
= β,
hence y1(x) = 1−h. From (5) and (6) it follows that y′0(x) = g(h) = y′1(x) ·h = −hh′, and since
y0(0) = 0 it follows that y0(x) =
1
2
(
1− h2).
In particular, it follows from Claim 5.2 that ι(Tp) =
1
2
(
1− h2
p
(1)
)
.
6 Lower bound on tree sequences
Let us focus on tree sequences. How large can the expected greedy independent ratio be? How
small can it be? The sequence of stars is a clear witness that the only possible asymptotic upper
bound is the trivial one, namely 1. Apparently, the lower bound is not trivial. An immediate
corollary of Theorems 1.1 and 1.4 is that a tight asymptotic lower bound is ι(Z) = (1− e−2)/2
(compare with [41]). The statement of Theorem 1.4 is, however, much stronger: paths achieve
the exact (non-asymptotic) lower bound for the expected greedy independence ratio among the
set of all trees of a given order.
As a first step for proving Theorem 1.4, we perform a thorough analytical study of the
expected size of the greedy independence set in paths.
3In [12] the authors required that the the degrees of the tree are all at least 2; we do not require this here.
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6.1 Analysis on the path
For a graph G denote by i(G) the cardinality of its greedy independent set, and let i¯(G) =
E[i(G)]. Let αn = i¯(Pn). The goal of this section is to study properties of αn, which will
later be used to prove Theorem 1.4. Some of them, and in particular the monotonicity and
subadditivity of αn, are interesting for their own sake.
Suppose the vertices of Pn are 1, . . . , n, and let S be the vertex which is first in the per-
mutation of the vertices. Setting α−1 = α0 = 0, we obtain the recursion
αn = E[E[i(Pn) | S]] = 1
n
n∑
i=1
(1 + αi−2 + αn−i−1) = 1 +
2
n
n∑
i=1
αi−2, (7)
from which the following explicit formula for αn (n ≥ 0) can be derived (see [20]):
αn =
n−1∑
i=0
(−2)i(n− i)
(i+ 1)!
. (8)
We introduce the following notation to simplify the upcoming calculations. For a sequence
xn we write
∆dhxn =
d∑
k=0
(−1)k
(
d
k
)
xn+(d−k)h
to denote its d’th order h-forward difference. When h = 1 we omit the subscript, and when
d = 1 we omit the superscript.
Lemma 6.1. Fix k ≥ 0. Let zn be a real nonnegative decreasing sequence. Then yk,n =
(−1)k∑k+nj=k (−1)jzj is nonnegative.
Proof. Note that for every ℓ ≥ 0 we have that
(−1)k+2ℓzk+2ℓ and (−1)k+2ℓzk+2ℓ + (−1)k+2ℓ+1zk+2ℓ+1
are both nonnegative if k is even, and both nonpositive otherwise. The claim easily follows.
Lemma 6.2. Let zn be a real nonnegative decreasing sequence, which is convex for n ≥ 1.
Then, the sequence xn =
∑n−1
i=0
∑i
j=0(−1)jzj is monotone increasing and subadditive.
Proof. For i, k ≥ 0, write yk,i = (−1)k
∑k+i
j=k(−1)jzj . By Lemma 6.1 yk,i ≥ 0, hence ∆xn =
y0,n ≥ 0, and xn is monotone increasing. Fix m ≥ 1 and write bi = yi,m−1. We have that
an := xm+n − xm − xn =
m+n−1∑
i=0
y0,i −
m−1∑
i=0
y0,i −
n−1∑
i=0
y0,i
=
n−1∑
i=0
(y0,m+i − y0,i) =
n−1∑
i=0
(−1)i+1yi+1,m−1 =
n∑
i=1
(−1)ibi.
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Moreover,
∆bi = (−1)i+1
i+m∑
j=i+1
(−1)jzj − (−1)i
i+m−1∑
j=i
(−1)jzj
= (−1)i+1
i+m−1∑
j=i
(−1)j+1zj+1 + (−1)i+1
i+m−1∑
j=i
(−1)jzj
= (−1)i+1
i+m−1∑
j=i
(−1)j(−∆zj).
Now, −∆zj is nonnegative, and for j ≥ 1 it is also decreasing (since by convexity ∆2zj ≥ 0).
Thus for i ≥ 1, by Lemma 6.1, ∆bi ≤ 0. Therefore, bi is nonnegative and decreasing (for i ≥ 1),
hence by Lemma 6.1, an ≤ 0 for every n ≥ 0, and thus xn is subadditive.
The following equations may be useful. Using (8),
∆αn =
n∑
i=0
(−2)i(n+ 1− i)
(i+ 1)!
−
n−1∑
i=0
(−2)i(n− i)
(i+ 1)!
=
n∑
i=0
(−2)i
(i+ 1)!
, (9)
and
∆2αn =
(−2)n+1
(n + 2)!
. (10)
Note also that since α0 = 0,
αn =
n−1∑
i=0
∆αi, (11)
and since ∆α0 = 1 = ∆
2α−1,
∆αi =
i−1∑
j=−1
∆2αj . (12)
Define βn = (−1)n∆2αn−1.
Claim 6.3. βn is nonnegative and decreasing, and convex for n ≥ 1.
Proof. From (10) we know that βn = 2
n/(n + 1)! > 0. Moreover,
∆βn =
2n+1
(n+ 2)!
− 2
n
(n+ 1)!
=
2n
(n+ 1)!
(
2
n+ 2
− 1
)
≤ 0,
and, for n ≥ 1,
∆2βn =
2n+2
(n+ 3)!
− 2 · 2
n+1
(n+ 2)!
+
2n
(n+ 1)!
=
2n
(n+ 1)!
(
4
(n+ 2)(n + 3)
− 4
n+ 2
+ 1
)
≥ 0.
Claim 6.4. αn is monotone increasing and subadditive.
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Proof. From (11) and (12) it follows that
αn =
n−1∑
i=0
∆αi =
n−1∑
i=0
i−1∑
j=−1
∆2αj =
n−1∑
i=0
i∑
j=0
(−1)jβj ,
and the result follows from Lemma 6.2 and Claim 6.3.
Define γn = (−1)n+1∆∆2αn.
Claim 6.5. γn is nonnegative and decreasing, and convex for n ≥ 1.
Proof. Note that
γn = (−1)n+1(∆2αn+1 −∆2αn)
= (−1)n+1(αn+3 − αn+1 − αn+2 + αn)
= (−1)n+1(∆αn+2 −∆αn)
= (−1)n+1
(
(−2)n+2
(n + 3)!
+
(−2)n+1
(n + 2)!
)
=
2n+1
(n+ 2)!
( −2
n+ 3
+ 1
)
> 0.
Moreover,
∆γn = (−1)n+2(∆2αn+2 −∆2αn+1)− (−1)n+1(∆2αn+1 −∆2αn)
= (−1)n(∆2αn+2 −∆2αn)
= (−1)n(∆αn+3 +∆αn+2 −∆αn+1 −∆αn)
= (−1)n
(
(−2)n+3
(n + 4)!
+ 2 · (−2)
n+2
(n + 3)!
+
(−2)n+1
(n + 2)!
)
=
2n+1
(n+ 2)!
(
− 4
(n+ 3)(n + 4)
+
4
n+ 3
− 1
)
≤ 0,
so γn is decreasing. Finally,
∆2γn = γn+2 − 2γn+1 + γn
= (−1)n+1(∆2αn+3 +∆2αn+2 −∆2αn+1 −∆2αn)
= (−1)n+1(αn+5 + αn+4 − 2αn+3 − 2αn+2 + αn+1 + αn)
= (−1)n+1(∆αn+4 + 2∆αn+3 − 2∆αn+1 −∆αn)
= (−1)n+1
(
(−2)n+4
(n + 5)!
+ 3 · (−2)
n+3
(n + 4)!
+ 3 · (−2)
n+2
(n+ 3)!
+
(−2)n+1
(n+ 2)!
)
=
2n+1
(n+ 2)!
(
− 8
(n+ 5)(n + 4)(n + 3)
+
12
(n + 4)(n+ 3)
− 6
(n+ 3)
+ 1
)
,
which is nonnegative for n ≥ 1.
For a, b ≥ 1, define ηa,bn = (−1)n+1∆a∆bαn.
Claim 6.6. For every a ≥ 1, ηa,2n is nonnegative.
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Proof. Note that
ηa,2n = (−1)n+1(∆2αa+n −∆2αn)
= (−1)n+1
a+n−1∑
j=n
∆∆2αj = (−1)n
a+n−1∑
j=n
(−1)jγj ,
which is, by Lemma 6.1 and Claim 6.5, nonnegative.
Claim 6.7. For every a ≥ 1, ηa,1n is nonnegative and decreasing.
Proof. Note that
ηa,1n = (−1)n+1(∆αa+n −∆αn)
= (−1)n+1
a+n−1∑
j=n
∆2αj = (−1)n
a+n−1∑
j=n
(−1)jβj+1,
which is, by Lemma 6.1 and Claim 6.3, nonnegative. Moreover,
∆ηa,1n = (−1)n(∆αa+n+1 −∆αn+1 +∆αa+n −∆αn)
= (−1)n(∆2αa+n −∆2αn) = (−1)n∆a∆2αn = −ηa,2n ,
which is, by Claim 6.6, nonpositive, hence ηa,1n is decreasing.
Define ψbn = (−1)n+1(∆∆bαn+1 +∆∆bαn).
Claim 6.8. For every b ≥ 1, ψbn is nonnegative, and decreasing for n ≥ 1.
Proof. Note that
ψbn = (−1)n+1(∆bαn+2 −∆bαn) = (−1)n+1∆2∆bαn = (−1)n+1∆b∆2αn = ηb,2n ,
which is, by Claim 6.6, nonnegative. Moreover,
∆ψbn = η
b,2
n+1 − ηb,2n
= (−1)n+1
b+n∑
j=n+1
(−1)jγj − (−1)n
b+n−1∑
j=n
(−1)jγj
= (−1)n+1
b+n−1∑
j=n
(
(−1)j+1γj+1 + (−1)jγj
)
= (−1)n+1
b+n−1∑
j=n
(−1)j+1∆γj.
By Claim 6.5, the sequence −∆γn is nonnegative, and decreasing for n ≥ 1. Therefore, by
Lemma 6.1, ∆ψbn is nonpositive, thus ψ
b
n is decreasing (for n ≥ 1).
Claim 6.9. For every a, b ≥ 1, ηa,bn is nonnegative and decreasing.
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Proof. Note that
ηa,bn = (−1)n+1(∆bαa+n −∆bαn)
= (−1)n+1
a+n−1∑
j=n
∆b∆αj
= (−1)n
a+n−1∑
j=n
(−1)jηb,1j ,
which is, by Lemma 6.1 and Claim 6.7, nonnegative. Moreover,
∆ηa,bn = (−1)n+2(∆bαa+n+1 −∆bαn+1)− (−1)n+1(∆bαa+n −∆bαn)
= (−1)n(∆bαa+n+1 −∆bαn+1 +∆bαa+n −∆bαn)
= (−1)n
a+n−1∑
j=n
(∆∆bαj+1 +∆∆bαj)
= (−1)n+1
a+n−1∑
j=n
(−1)jψbj ,
which is, by Lemma 6.1 and Claim 6.8, nonpositive, hence ηa,bn is decreasing.
Define ξn,ℓ =
∑ℓ
j=1 αn+j .
Claim 6.10. For every ℓ, a, b ≥ 1 it holds that ξa,ℓ + ξb,ℓ ≤ ξa+b,ℓ + ξ0,ℓ.
Proof. Note that
ξa+b,ℓ + ξ0,ℓ − ξa,ℓ − ξb,ℓ =
ℓ∑
j=1
(αa+b+j + αj − αa+j − αb+j) = −
ℓ∑
j=1
(−1)jηa,bj ,
which is, by Lemma 6.1 and Claim 6.9, nonnegative.
6.2 KC-transformations
In this section we introduce the main tool that will be used to prove Theorem 1.4. Let T be
a tree and let x, y be two vertices of T . We say that the path between x and y is bare if for
every vertex v 6= x, y on that path, dT (v) = 2. Suppose x, y are such that the unique path
P in T between them is bare, and let z be the neighbour of y in that path. For a vertex v,
denote by N(v) the neighbours of v in T . The KC-transformation KC(T, x, y) of T with
respect to x, y is the tree obtained from T by deleting every edge between y and N(y)r z and
adding the edges between x and N(y)rz instead. Note that KC(T, x, y) ≃ KC(T, y, x), so if we
care about unlabelled trees, we may simply write KC(T, P ), for a bare path P in T . The term
“KC-transformation” was coined by Bolloba´s and Tyomkyn [9] after Kelmans, who defined a
similar operation on graphs [29], and Csikva´ri, who defined it in this form [11] under the name
“generalized tree shift” (GTS).
A nice property of KC-transformations, first observed by Csikva´ri [11], is that they induce
a graded poset on the set of unlabelled trees of a given order, which is graded by the number
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of leaves. In particular, this means that in that poset, the path is the unique minimum (say)
and the star is the unique maximum. Note that if P contains a leaf then KC(T, P ) ≃ T , and
otherwise KC(T, P ) has one more leaf than T . In the latter case, we say that the transformation
is proper.
Here is the plan for how to prove Theorem 1.4. For a tree T and a vertex v, denote by
T ⋆ v the forest obtained from T by shattering T at v, that is, by removing from T the set
{v}∪N(v). Denote by κv(T ) the multiset of orders of trees in the forest T ⋆v, and by κ(T ) the
union of κv(T ) for all vertices v in T . Note that for trees with up to 3 vertices, Theorem 1.4 is
trivial; we proceed by induction. By the induction hypothesis,
i¯(T ) =
1
n
∑
v∈V (T )
∑
S∈T⋆v
(1 + i¯(S)) ≥ 1 + 1
n
∑
v∈V (T )
∑
k∈κv(T )
αk = 1 +
1
n
∑
k∈κ(T )
αk. (13)
Therefore, it makes sense to study the quantities νv(T ) =
∑
k∈κv(T )
αk and ν(T ) =
∑
k∈κ(T ) αk.
In fact, it would suffice to show that for any tree T on n vertices ν(T ) ≥ ν(Pn), since by (7)
and (13) we would obtain
i¯(T ) ≥ 1 + 1
n
ν(T ) ≥ 1 + 1
n
ν(Pn) = i¯(Pn),
We therefore reduced our problem to proving the following theorem about KC-transformations.
Theorem 6.11. If T is a tree and P is a bare path in T then ν(KC(T, P )) ≥ ν(T ).
It would have been nice if for every v ∈ V (T ) we would have had νv(KC(T, P )) ≥ νv(T );
unfortunately, this is not true in general. However, the following statements would suffice.
Theorem 6.12. Let T be a tree and let x 6= y be two vertices with the path between them being
bare. Denote T ′ = KC(T, x, y). Let A be the set of vertices v 6= x in T for which every path
between v and y passes via x, and similarly, let B be the set of vertices v 6= y in T for which
every path between v and x passes via y. Let P be the set of vertices on the bare path between
x and y, so A ∪B ∪ P is a partition of V (T ). Then
1. For v ∈ A ∪B we have that νv(T ′) ≥ νv(T ).
2.
∑
v∈P νv(T
′) ≥∑v∈P νv(T ).
Proof.
1. It suffices to prove the claim for v ∈ A. First note that there exists a unique tree Sv
in T ⋆ v which is not fully contained in A, and the rest of the trees are retained in the
KC-transformation. The set of trees in T ′ ⋆ v which are not fully contained in A may
be different from Sv, but they are on the same vertex set, so the result follows from
subadditivity of αn (Claim 6.4).
2. Write |A| = a, |B| = b and |P | = ℓ + 1. Let A1, . . . , As be the trees of T ⋆ x which are
fully contained in A, and denote ai = |Ai|. Let B1, . . . , Bt be the trees of T ⋆ y which
are fully contained in B, and denote bi = |Bi|. Let αA =
∑s
i=1 αai , α
+
A =
∑s
i=1 α1+ai ,
αB =
∑t
i=1 αbi and α
+
B =
∑t
i=1 α1+bi . Denote the vertices of P by x = u0, u1, . . . , uℓ.
The following table summarises the values of ν in T, T ′ along vertices of P , in the case
where ℓ ≥ 3 (similar tables can be made for the cases ℓ = 1, 2).
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νuj(T ) νuj (T
′)
j = 0 αA + αb+ℓ−1 αA + αB + αℓ−1
j = 1 α+A + αb+ℓ−2 α
+
A + α
+
B + αℓ−2
2 ≤ j ≤ ℓ− 2 αa+j−1 + αb+ℓ−j−1 αa+b+j−1 + αℓ−j−1
j = ℓ− 1 αa+ℓ−2 + α+B αa+b+ℓ−2
j = ℓ αa+ℓ−1 + αB αa+b+ℓ−1
It follows (for every ℓ ≥ 1) that
∑
v∈P
(νv(T
′)− νv(T )) =
ℓ−1∑
j=1
(αa+b+j + αj − αa+j − αb+j)
= ξa+b,ℓ−1 + ξ0,ℓ−1 − ξa,ℓ−1 − ξb,ℓ−1,
which is, by Claim 6.10, nonnegative.
7 Concluding Remarks and Open Questions
Non locally tree-like graph sequences Our local limit approach does not assume that the
converging sequence is locally tree-like. However, the differential equation tool fails completely
if short cycles appear in a typical local view. As it seems, to date, there is no general tool to
handle these cases, and indeed, even the asymptotic behaviour of the greedy MIS algorithm on
d-dimensional tori (for d ≥ 2) remains unknown.
Better local rules The random greedy algorithm presented here follows a very simple local
rule. More complicated local rules may yield, in some cases, larger maximal independent sets.
For example, the initial random ordering may “favour” low degree vertices. It would be nice to
adapt our framework, or at least some of its components, to other settings.
The second colour In this work we have analysed the output of the random greedy algorithm
for producing a maximal independent set. We have commented that this is in fact the set of
vertices in the first colour in the random greedy colouring algorithm. It is not hard to verify,
however, that slight modifications in our results (and, in particular, in Theorem 1.3), allow us
to calculate the asymptotic proportion of the size of the set of vertices in the second colour
(or of the k’th colour, for any fixed k) as well. Non-asymptotic questions about the expected
cardinality of the set of vertices in the second colour are also of interest. For example, is it true
that the path has the largest expected number of vertices in the second colour among all tree
of the same order? If true, this would be a nice complement to Theorem 1.4.
Path growth To prove concentration of the greedy independence ratio, we have assumed that
the converging graph sequence has sfpg. We could not answer the following relevant question:
does the mere fact that the graph sequence converges locally imply that the graph sequence
has sfpg?
Monotonicity with respect to KC-transformations It is likely that the expected greedy
independence ratio in trees is monotone with respect to KC-transformations, and strictly mono-
tone with respect to proper KC-transformations. If true, this would imply that the greedy
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independence ratio in trees achieves its unique minimum on the path and its unique maximum
on the star.
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