Abstract. We construct asymptotic expansions for the exponential growth rate (Lyapunov exponent) and rotation number of the random oscillator when the noise is large, small, rapidly varying or slowly varying. We then apply our results to problems in the stability of the random oscillator, the spectrum of the one-dimensional random Schr6dinger operator and wave propagation in a one-dimensional random medium.
1. Introduction. The random oscillator equation.
(1.1) +f(t)y O, R, with f(t) a given random process, arises in many contexts such as solid state theory (cf. Lax and Phillips [20] , Frisch and Lloyd [12] , Halperin [14] , Pastur et al. [28] ), vibrations in mechanical and electrical circuits (cf. Stratonovich [29] , Van Kampen [30] ) and wave propagation in one-dimensional random media (cf. Klyatskin [17] , Papanicolaou [26] ).
There is also a substantial mathematical theory concerning properties of the stochastic process defined by (1.1), various approximations, the case when f(t) is white noise, large behavior etc. (cf. Arnold [1], Friedman [10] , Khasminskii [15] , Arnold and Kliemann [3] , Blankenship and Papanicolaou [8] , Goldsheid, Molanov and Pastur [13] , Molanov [23] , Wihstutz [31] ). Two quantities associated with solutions of (1.1) are of particular interest. They are the Lyapunov exponent A and rotation number a. When f(t) is stationary and ergodic (plus other conditions reviewed in 2) The limits exist with probability one and do not depend on the initial values y(O) and g(O) of the solution, provided that the latter do not depend on the random coefficient f(.).
In 2 we formulate in detail the problem and introduce the framework in which we carry out the asymptotic analysis. In 3 we show how suitably constructed formal expansions are in fact correct asymptotic expansions. We do this in a somewhat general way here in order to avoid repetition of details in the various cases we consider.
Section 4 contains the small noise analysis, 5 the large noise analysis and 6 several other cases including the white noise limit. In 7 we prove a central limit theorem for the fluctuations associated with (1.2) and (1.3). We also give asymptotic expansions for the variance of the limit Gaussian law.
In 8 we interpret our results in the context of stability theory. In 9 we discuss their implications for wave propagation and spectra. EvF((t))= f F()u(d)=O.
Clearly r measures the strength of the noise and we take it positive (since otherwise we may replace F by -F). The parameter y is real and plays the role of energy or frequency squared. The parameter p is real and positive and allows us to change the rate at which the noise varies.
In system form (2.1) becomes We introduce polar coordinates in a manner that depends on y. If y > 0 we write y r cos o, )= r sin q, while for y < O, y r cos o, )= (Oseledec [25] ) and so A->_0. In the present case we actually have A >0 (Kliemann and Arnold [16] ).
The invariant density p satisfies the Fokker-Planck equation
The asymptotic analysis then reduces to the study of p in various asymptotic limits.
For once the expansion for p is known, it can be used in (2.6) The proof follows immediately from (3.6) and (3.7). The important point of the theorem is that the estimate on the right of (3.8) contains only objects that are known explicitly from the constructions (3.2) and (3.5) .
It is interesting to note that to estimate th error in the formal expansion (3.3) it is not nough to have the expansion of the invariant density (3.1). It is necessary to construct also an adjoint expansion such as (3.4) which leads then to the estimate (3.8).
There is another way of obtaining an expansion for (f, p) that does not involve the expansion of p. We will use this method in 5 and elsewhere. It works as follows.
Consider Louu + Ll Uv--tzN.
Suppose further that/Xo,/z1,''",/xv do not depend on o. Then Le(ue-uo-eU eNuN) (3.10) =f-A -f+ (/Zo + e/z, +''" + e /aN) e N+' LlUq.
Taking the inner product of (3.10) with p yields the identity (3.11) A (/Zo+ e/x,+'' "+ e%N, v)+ezq+'(LlU,p). 
4. Small noise analysis. We shall first consider the case e o'--> 0 and y > O. We let p 1 for simplicity. Let (4.1) C(t)= EF((t))F((O)) be the covariance function of F((t)) (recall (2.2)). By hypotheses (H) C(t)O as t exponentially fast, so the power spectrum (spectral density) of F((t)),
is well defined and nonnegative for all w . We seek an expansion p-Po + trPl +'''. Clearly Po satisfies
Thus, Po is the density of the uniform distribution on SIx M, i.e.
(4.5) po(q, ) 27r
For Pl we have the equation
Let g(t, , r/) be the transition probability density of (t It is easy to see that if y goes to zero with tr so that y yltr, 71 > 0, then it is enough to put y yltr in (4.3) to get A rf(0) + O(tr2).
The details that lead to the verification of the error estimates in (4.3) and (4.4) follow the general pattern of Theorem 3.1, so we omit them.
The expansion for p can also be used to obtain an expansion for the rotation number c. The analogue of (4.
This is because (h, Po)=-/-and (1, p2)=0. With 7 Tit r, 71 >0, we obtain the analogue of (4.4) Gp-(-y cos 2pl)
We look for p in the form (4.8) p=y,(()6o( ).
Using the fact that for any smooth function a() we have the identity
we see that (4.8) solves (4.7) provided that rl(:) satisfies F()
This is well defined since 2/-zy > 0 and the inverse operator is the resolvent of G.
It is necessary to construct one more term in the expansion to get nontrivial results. Thus we must find P2 such that From the behavior of the flow (t) defined by (2.5) we know that a must be zero for y<0.
The proof of the validity of (4.9) and (4.10) is patterned after the Theorem 3.1. In fact, the present expansion with 3' < 0 is a model case for the application of the theorem. We have thus obtained the following results. =y+ Here C(t) is again the covariance of F((t)) defined by (4.1). Note that the coefficient of g2 in (4.9) is negative. This is so because 7 is negative and the integral is positive.
The latter fact follows from its resolvent interpretation and the selfadjointness of G which implies that C (t) is positive.
When y gYl, Y < 0, we obtain the correct expansion by simply setting in (4.9 (1/ho) which is the solvability condition for (5.4). Now We repeat the analysis for the rotation number after replacing qo by ho to obtain our result. The proof of the order of magnitude of the error terms follows from Theorem 3.2 by a cumbersome, but elementary calculation. For slow noise, the p-->oo limit, we make the same replacements as above in and f(w) is the power spectrum of F((t)).
The white noise case was treated by Khasminskii [15] . The number h, which depends on 3' and 6, was investigated by Kozin and Prodromou [19] and for small 6 by Auslender and Mil'shtein [6] . We know that in our case > 0 (Kliemann and Arnold 16] ). The rotation number was investigated in detail by Friedman and Pinsky 11 ]. Lu f has a solution u e L:(S1X M, pd d) whenever f e L(S x M, p do d) and (7.1) is satisfied. It is easy to see (see Bhattacharya [7] or [26] , for example) that (7.2) converges in distribution to a Gaussian random variable with mean zero and variance V given by (7.4) 
The asymptotic variance V can also be expressed as = e(t) t, R(t) being the covariance function off(q(t), (t/O)). The latter expression is nonnegative because it is 2r times the power spectrum of R(t) at zero frequency.
We deal briefly with the question of when V 0 in our situation. Conversely, if F()=const then p(o, :) is a product density, and V(q-h)=0
can be directly checked.
The fact that F const if and only if h > 0 in the analytic situation was proved by Kliemann and Arnold [16] .
(ii) is proved analogously. Iq Note that in case F const (y 1)! r the function q h is a nonconstant periodic function and yet V(q-h)=0. This is an exceptional case of the kind given by Bhattacharya [7 -if+ F((t))y yy with =-F, = 1-2 and, for simplicity, p= 1. Consequently, the Lyapunov exponents A of (8.1) and of (8.2) are related by (8.3) x x (, ) -# + X(r, ). This means that in the underdamped case small noise is destabilizing since a positive quantity is added to the deterministic value =-/3. In contrast to this, small noise is stabilizing in the overdamped case since some positive quantity is subtracted from the deterministic value A -/3 + //3 :-1. The first term is again the Lyapunov exponent of the undisturbed system, while the second term is the optimal stability gain accomplished by applying noise with intensity o o(). To the extent that we have analyzed the behavior of a in different asymptotic limits, we have also analyzed the integrated density of (9.2). The expansions given here illustrate primarily the simplicity with which they can be obtained and at the same time proved to be correct.
The Lyapunov exponent plays a very significant role in the follow up of the theorem of Gol'dshied, Molanov and Pastur 13] which states that the operator H in (9.1) has only point spectrum with probability one. Molanov [23] has shown that the corresponding eigenfunctions decay exponentially and the decay rate is the Lyapunov exponent. Thus, the Lyapunov exponent ls the reciprocal of the localization length in the one-dimensional Schr6dinger equation with random potential.
The Lyapunov exponent controls also the exponential decay rate of the energy transmission coefficient of a slab of random medium. We explain briefly this application.
Let u(x) be the wave amplitude at x of a wave travelling in a one-dimensional random medium. Instead of using the notation (9.1) we write the wave equation in the usual notation (9.3) u,,+k2n2(x)u=O in which n(x) is the assured random, refractive index of the medium which occupies the interval 0 < x < L. We denote by k the wave number of the waves in vacuum. We assume that outside the random slab u(x) is given by f e ikx --t-R e -ik', x < O, T e ik(x-L), X > L. We then require that u(x) and u,(x) be continuous at x 0 and x L. The complexvalued random variables R and T are the reflection and transmission coefficients, resp. They depend of course on the random refractive index n(x), the wave number k and the slab width L. Since (9. 3) is real, we always have conservation of energy flux ITI2+IRI---1.
Now it is not difficult to show (Papanicolaou and Keller [27] ) that 
