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We study by first principle computer simulations the low temperature phase diagram of bosonic
dipolar gases in a bilayer geometry, as a function of the two control parameters, i.e., the in-plane
density and the interlayer distance. We observe four distinct phases, namely paired and decoupled
superfluids, as well as a crystal of dimers and one consisting of two aligned crystalline layers. A
direct quantum phase transition from a dimer crystal to two independent superfluids is observed in
a relatively wide range of parameters. No supersolid phase is predicted for this system.
PACS numbers: 05.30.-d,03.75.Hh,67.85.Bc,67.85.Jk
I. INTRODUCTION
Quantum assemblies of particles featuring permanent
electric or magnetic dipole moments are of interest for
the intriguing, novel many-body physical effects that
the anisotropic character of the interaction may underlie
[1, 2]. In the simplest physical setting, a gas of dipolar
bosons is confined to two dimensions (2D), their dipoles
all aligned perpendicularly to the plane by means of an
external field; in this case, the interaction between two
particles is purely repulsive, decaying as 1/r3 at long dis-
tances – neither short, nor quite long ranged. Experi-
mentally, a realization of such a system is possible with
molecules [3], ultra-cold Rydberg-excited atoms [4], and
ultra-cold bosonic gases of dysprosium [5] confined to 2D
by means of an external harmonic trap. The ground state
(T = 0) phase diagram of such a system has been studied
by Monte Carlo simulations [6–10], yielding evidence of
a first-order quantum phase transition between a super-
fluid and a crystal at high density.
Of great interest is also the case of a bilayer geometry,
i.e., with dipolar particles (obeying either Fermi or Bose
statistics) confined to two parallel planes. In this case,
if dipoles are aligned as described above, the in-plane in-
teraction is purely repulsive, while that between particles
in different planes is attractive at short distances. The
control parameters of this system, in the T → 0 limit,
are the in-plane density (or, equivalently, the mean in-
terparticle distance rs), assumed here to be the same for
both planes, and the interlayer distance d.
The effect on the physics of the system of the interac-
tion between particles in different layers, depends on both
d and rs in a non-trivial way. In the two opposite limits
d >> rs and d << rs, one expects the physics to be the
same as that of a single layer, in the first case because the
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Figure 1. Color online. Phases of a bilayer bosonic dipolar
system. There are two superfluid phases, one consisting of a
single superfluid of dimers (a), the other one comprising two
independent 2D superfluids (b); (c) shows a crystal of dimers,
while (d) two aligned crystal layers.
two layers decouple, in the second because the attraction
between particles in different layers leads to the forma-
tion of increasingly tightly bound pairs (dimers), acting
like dipolar bosons of twice the mass and dipole moment
of the original particles [11, 12]. On the other hand, in
the intermediate regime in which d ∼ rs, one may expect
novel phases to occur as a result of the competition be-
tween the repulsive in-plane and the (mostly) attractive
out-of-plane interactions.
In many respects, one can regard such a bilayer sys-
tem as an ideal playground to gain general understand-
ing of the physics of composite particles (CPs), ubiqui-
tous in condensed matter (one need only think of Cooper
pairs, polarons, excitons, composite fermions or Fesh-
bach molecules) as well as in nuclear physics (hadrons)
[13]. For example, it is clearly relevant to the physics
of excitons, which are bosonic CPs expected to undergo
Bose-Einstein condensation (BEC) at low temperature.
In spite of tremendous experimental effort in the last
decades [14], unambiguous observation of excitonic BEC
is still elusive [15, 16]. It is also worthwhile mentioning
that recent experimental advances in controlling ultra-
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2cold dipolar atoms such as dysprosium [5] or erbium [17]
are paving the way to novel experiments on bi- or multi-
layer geometries able to mimic the CPs physics here dis-
cussed.
The ground state phase diagram of dipolar bosons in
a 2D bilayer geometry (in continuous space) has been
studied by Quantum Monte Carlo simulations [18, 19] at
low in-plane density, where no crystallization occurs. In
this paper, we carry out a comprehensive study of the
low temperature phase diagram of the system by means
of Quantum Monte Carlo simulations.
At low density, a T = 0 quantum phase transition
(previously observed by other authors [18]) occurs when
the interlayer spacing d is sufficiently small, compared to
the interparticle distance rs (roughly d/rs . 0.5); specif-
ically, two decoupled 2D superfluids (hereinafter referred
to as 2SF) transition into a phase featuring short-range
pairing correlations between nearest neighboring parti-
cles in different layers. This phase, henceforth referred
to as PSF (paired superfluid phase), has the character of
a gas of tightly bound pairs (dimers) in the d→ 0 limit;
in the vicinity of the transition, on the other hand, pair-
ing is more loosely defined, and the distinction between
PSF and 2SF in the T → 0 limit rests on the different
superfluid properties (see below).
Increasing the density while holding d constant, has the
effect of weakening the effective interlayer interaction, as
a result of which the 2SF phase gains strength, extend-
ing to lower values of d before transitioning into a dimer
crystal (PC). Finally, in the high density limit superfluid-
ity disappears, and the PSF is replaced at large d by two
independent crystals (2CR), which are “locked” into an
aligned arrangement as a result of potential energy min-
imization, a fact already noticed by other authors [20]
in the classical limit of Eq. (1). All of these phases are
schematically shown in Fig. 1. At exactly T = 0, the
two crystalline phases are structurally indistinguishable.
However, their melting behaviour at finite temperature
is physically distinct, as will be illustrated below. No
supersolid phase is observed, consistently with the obser-
vation, repeatedly made in recent times, that a softening
of the repulsive pairwise interaction is a necessary ingre-
dient for the appearance of such a phase [21–27].
The remainder of this paper is organized as follows:
in Sec. II we discuss the model and the methodology,
with particular emphasis on the calculation of the cogent
quantities (mainly the superfluid density); in Sec. III
we illustrate our results. We outline our conclusions and
discuss possible experimental observation of the phases
described here in Sec. IV.
II. MODEL AND METHODOLOGY
We consider an esemble of 2N Bose particles of spin
zero, mass m and dipole moment D, confined to either
one of two parallel planes at a distance d from one an-
other. Each plane contains N particles, a number that is
fixed, i.e., there is no physical mechanism whereby par-
ticles can “hop” from one plane to the other; all dipole
moments are aligned in the direction perpendicular to
the planes.
The Hamiltonian of the system in dimensionless units
is the following:
Hˆ = −1
2
∑
i,α
∇2i,α +
∑
i6=j,α
1
|ri,α − rj,α|3 +
+
∑
i,j
Ud(ri1, rj2) (1)
with
Ud(r, r
′) =
|r− r′|2 − 2d2
(|r− r′|2 + d2)5/2
(2)
where ri,α is the position of the ith particle (dipole)
of layer α = 1, 2. All lengths are expressed in terms
of the characteristic length of the dipolar interaction,
namely a ≡ mD2/~2, whereas  ≡ (D2/a3) = ~2/(ma2)
is the unit of energy and temperature (i.e., we set the
Boltzmann constant kB = 1). The two control param-
eters of the Hamiltonian (1) in the T → 0 limit, are
the layer distance d and the mean interparticle distance
rs = (na
2)−1/2, where n is the in-plane (2D) density [28].
The low temperature phase diagram of the system de-
scribed by Eq. (1) has been studied in this work by
means of first principles numerical simulations, based on
the continuous-space Worm Algorithm [29, 30]. Since
this technique is by now fairly well-established, and ex-
tensively described in the literature, we shall not review
it here. Details of the simulation are standard. In partic-
ular, we use a square cell with periodic boundary condi-
tions in the two directions; the short imaginary time (τ)
propagator utilized here is the usual one [31], accurate
to order τ4; all of the results presented here are extrap-
olated to the τ → 0 limit. Numerical results shown here
pertain to simulations with a number of particles N on
each layer between 36 and 144.
Because we are mainly interested in the physics of the
system in the T → 0 limit, we generally report here re-
sults corresponding to temperatures T sufficiently low
to regard them as essentially ground state estimates. A
quantitative criterion to assess whether the temperature
T of the simulation is sufficienty low, consists of mon-
itoring the behaviour of specific physical quantities as
a function of T . In the superfluid phase, we consider
“ground state” estimates obtained at temperatures for
which the computed superfluid fraction is within ∼ 5% of
its extrapolated T = 0 value (as explained below, this de-
pends on the phase which one is considering); in the (non-
superfluid) crystalline phase, the results that we furnish
correspond to a temperature T . 10−2 〈K〉, 〈K〉 being
the kinetic energy per particle. However, we also discuss
the behaviour of the system as a function of temperature,
notably the superfluid transitions and the melting of the
crystal phases.
As stated above, the number of particles N in each
3plane is constant, i.e., there is no physical mechanism
allowing for interplane hopping; thus, the dipolar gases
in the two planes are regarded as separate components,
which requires the use of two separate “worms” [30], an
especially important device in the study of paired super-
fluid phases.
The use of a finite temperature technique to investi-
gate what is essentially ground state physics might ap-
pear counterintuitive, considering that methods exist in
principle purposefully designed to study the ground state
of a many-body system (e.g., Diffusion Monte Carlo).
In practice, however, finite-temperature techniques typi-
cally prove superior in the investigation of Bose systems,
even to determine ground state properties. This is mainly
owing to the unbiasedness of finite temperature methods,
which, unlike their T=0 counterparts, require no a pri-
ori physical input (e.g., a trial wave function), and are
not affected by additional bias coming from, e.g., the fi-
nite size of the population of random walkers, like DMC
[32, 33]. Moreover, finite temperature methods allow one
to assess more easily and reliably quantities other than
the energy, including off-diagonal correlations.
As mentioned above, we compute the superfluid frac-
tion of the system as a function of temperature, using
the well-known “winding number” estimator [34]. In this
case, it is necessary to distinguish between two types of
superfluid phases (of the three that are known to occur
in two-component Bose mixtures [35]), one in which su-
perflow takes place independently in the two planes (top
left in Fig. 1), the other in which a superfluid of dimers
occurs (top right in Fig. 1) [36]. The two phases can be
distinguished simply through the value of the in-plane su-
perfluid fraction ρS(T ), which saturates to 100% in the
T → 0 limit if two decoupled superfluids exist (one in
each plane), but to 50% in the presence of a superfluid
of dimers, as a result of the twofold mass increase arising
from the formation of the two-particle bound states.
III. RESULTS
Fig. 2 offers an overview of the phase diagram, with its
four distinct phases, which we now discuss. We restricted
our study to the rs ≤ 1 region.
A. Superfluid Phases
At low density (rs & 0.5), the system displays a 2D
superfluid character, but the nature of the phase changes
as the layers are brought sufficiently close. Specifically, if
the layers are far apart (d & 0.4 rs), the system features
two decoupled 2D superfluid gases (2SF in Fig. 2). On
the other hand, for close interlayer distances the short-
range attractive well of the dipolar interaction between
particles in different layers is deep enough that bound
states of particles in different layers form, and what one
d
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Figure 2. Color online. Schematic ground state phase di-
agram of bosonic dipolar gases on a bilayer geometry, as a
function of the interparticle distance rs and the interlayer
separation d. Boxes refer to actual simulation results. 2SF
stands for two decoupled 2D superfluids, PSF 2D pair su-
perfluid, PC for pair crystal and 2CR for two separate 2D
crystals. (a)-(d) are points for which pair correlation func-
tions are shown in Fig. 3. Open square along the d = 0 line
represents the sigle layer crystal-superfluid phase transition
as estimated in Ref. [9]
observes is a 2D superfluid phase of dimers (PSF in Fig.
2).
The two different regimes can be identified through the
value of the in-plane superfluid density ρS(T ), which, as
explained above, saturates to 100% in the 2SF phase,
but to 50% in the PSF one, as a result of the doubling
of the mass of each particle, which affects its diffusion in
imaginary time. Their different structure can be assessed
through the calculation of the pair correlation functions
gαβ(r), where α, β = 1, 2 are plane indices and where r
is a 2D distance.
Fig. 3 shows the gαα(r) and gαβ(r), α 6= β, pair corre-
lation functions pertaining to the thermodynamic points
indicated as (a), (b) and (c) in Fig. 2, i.e., d = 0.1 in
all cases. They are computed at sufficiently low tem-
perature to be representative of the ground state of the
system, i.e., the results do not change significantly, on
the scale of the figures, if T is further reduced.
The gαα and gαβ shown in panel (a) are essentially
identical, except near the origin where gαβ (solid line)
displays a strong peak, to signal the occurrence of a fluid
phase of tightly bound pairs, with a short-range repul-
sion between pairs (as shown by both g(r) going to zero
at distance ∼ rs/2). These are the pair correlation func-
tions characterizing the PSF phase. Panel (c) of Fig. 3
shows instead the 2SF phase; here, the in-plane pair cor-
relation function is that typical of a hard core fluid, with
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Figure 3. Color online. Pair correlation functions gαα(r)
(black dashed line) gαβ(r), α 6= β (solid line), with α, β = 1, 2
plane indices. The interlayer distance d=0.1. Panel (a) refers
to the pair superfluid phase (PSF) with rs = 0.6, (b) to the
pair crystal (PC) with rs = 0.2 and (c) to two independent
superfluids (2SF) with rs = 0.1. All of the curves shown here
are representative of the T = 0 limit.
a broad main peak at r = rs followed by rapidly decaying
oscillations at greater distances. Meanwhile, the corre-
sponding function for particles in different planes only
features a modest enhancement near the origin, on ac-
count of the attraction between particles in different lay-
ers when they are on top of one another, but otherwise
is nearly constant, to indicate that the superfluid dipolar
gases in the two layers are decoupled. In other words,
the main physical difference between 2SF and PSF is the
existence in the latter of strong short-range correlations,
which are always present in the PSF phase even when
pairs are loosely bound. The character of the quantum
phase transition between the PSF and the 2SF has been
thoroughly discussed in Ref. [37], in which a study of a
lattice version of Hamiltonian (1) was carried out.
The superfluid transition of both the 2SF and the
PSF conforms to the 2D Berezinskii-Kosterlitz-Thouless
(BKT) paradigm [38, 39]. While this is expected in the
2SF case, as it has already been verified for the single
layer case [40], in the PSF regime the binding energy of
a pair, of order 1/d3 in our units, is a few times the char-
acteristic BKT superfluid transition temperature TBKT ,
which is of the order of 1/r2s . Thus, the system transi-
tions to a normal fluid of pairs at finite T , dissociation
occurring at higher T .
It is worth noting that the physical behaviour of the
system in the superfluid part of the phase diagram is
not independent of rs. Specifically, while in the regime
considered here (i.e., rs < 1) the physics of is that of a
2D quasi-BEC of (relatively) tightly bound pairs, in the
rs >> 1 limit (not investigated here) the binding energy
of the dimers decreases exponentially [42, 43] with the
interlayer distance d; thus, the spatial size of the dimer
wave function can become comparable to the interparti-
cle distance, and the physics of the system approaches
that of a BCS superconductor.
In the vicinity of the 2SF/PSF quantum phase transi-
tion, the peak at the origin of the gαβ correlation function
in the PSF phase tends to get weaker in the T → 0 limit,
due to both quantum exchanges and zero-point motion;
however, within the range of density considered in this
work, in no case do we observe thermal reentrance of the
PSF phase (described, e.g., in Ref. [35]). However, the
method utilized in this work does not allow us to exclude
a fundamental change of the character of the phase at
temperatures unattainable in practice, given the current
computational resources. In any case, we note that this
result seems consistent with the findings of Ref. [37]. In-
deed, the main difference between our results and theirs
is that no supersolid phase is observed in the continuum,
reflecting an important, intrinsic difference between lat-
tice and continuum Hamiltonians [25]. Indeed, the lattice
version of (1) features a supersolid phase even on a single
layer [41].
B. Crystal Phases
For rs . 0.5 and sufficiently low d (d . 0.5 rs), a crys-
talline phase of dimers arise (PC in Fig. 2). The pair
correlation functions for this phase are shown in Fig. 3
(b). There is a feature in common with the PSF phase,
namely the strong peak at the origin (solid line) and the
fact that the two g(r) are on top of one another for dis-
tances greater than ∼ 0.5 rs. Unlike those of the PSF
phase, however, the pair correlation functions for this
case display the persistent, marked oscillations that are
typical of the crystalline phase. Just like for the PSF
phase, the strong peak at the origin indicates the forma-
tion of tightly bound pairs. Crystallization can be rather
easily detected by visual inspection of the many-particle
configurations generated in the course of a simulation; a
typical example is shown in Fig. 4, displaying an instan-
taneous snapshot of particle world lines. It is important
to note that the crystalline arrangement shown in Fig. 4
occurs spontaneously, i.e., it is not initially imposed at
the beginning of the simulation; the fact that particles
in the two layer align nearly perfectly makes only one of
the two layer clearly visible. The factor 8 difference be-
tween the freezing density of the single-layer system and
that of the dimer one in the d→ 0 limit is a consequence
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Figure 4. Color online. Snapshot of many-particle config-
urations (world lines) for a bilayer system with mean inter-
particle distance rs = 0.2 and interlayer separation d = 0.1,
at temperature T = 0.1 in the units adopted here (see text).
Different colors refer to particles in different layers.
of the doubled particle mass and fourfold increase of the
strength of the dipolar coupling, as each dipole is dou-
bled.
As rs → 0, two main physical effects occur, i.e., a)
the in-plane repulsive interaction increases, driving the
system toward crystallization in each plane, and b) the
interlayer interaction is weakened. The weakening takes
place as particles in one layer increasingly feel the effect
of the nearest neighboring particles in the other layer, as
opposed to only (or, mainly) the one directly above, as
is the case at low density. The overall result is that of
a softening of the interlayer interaction, if the distance
d is kept constant. The most important physical conse-
quence is a strengthening of the 2SF phase, which pro-
gressively extends its domain of stability at low temper-
ature to lower values of d, until rs reaches a value for
which in-plane freezing into a triangular lattice begins to
occur (as shown in Fig. 2). This value has been recently
accurately estimated to be close to rs = 0.064 [9]. Our
simulation confirms in-plane crystallization for this value
of rs, essentially independently of d, for d & 0.1. The
crystals in the two layers are “locked” into a configura-
tion in which each particle in one layer sits above one
in the other layer, as this minimizes the potential energy.
We refer to this crystalline phase, which is physically dis-
tinct from the PC one, as consisting of two independent
2D crystals (2CR).
In the T → 0 limit, the 2CR and PC phases are struc-
turally indistinguishable. Neither the pair correlation
functions nor snapshots like that shown in Fig. 4 show
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Figure 5. Color online. Pair correlation function gαβ(r), α 6=
β at different temperatures, for d = 0.1. Left: rs = 0.2, and
T=1, 100 in the units utilized in this work. Right: rs = 0.05,
T = 40, 125. Lower peaks correspond to higher T . Also shown
is the corresponding gαα(r) at the lowest temperature for each
case (arrows). In the results shown left panel, the gαα cannot
be distinguished from the gαβ at the same temperature, for
r & 0.1.
any qualitative or quantitative differences. Rather, as
observed also in Ref. [20], it the behaviour of the system
at finite T that allows one to draw a physically meaning-
ful distinction between the two crystalline phases.
This is illustrated in Fig. 5, which shows the tem-
perature behaviour of the pair correlation function gαβ ,
α 6= β, for two different cases, corresponding to PC (left)
and 2CR (right) ground states. Left panel shows gαβ for
d = 0.1 and rs = 0.2, at the two temperatures T=1, 100
in the units utilized here; right panel shows results for
d = 0.1, rs = 0.05 and T=40, 125. In the results shown
in the left panel, the gαα and gαβ at the two tempera-
tures are virtually indistinguishable, for r & rs/2 = 0.1;
at shorter distance, the gαβ develops a peak, as particles
in different layers line up, whereas the gαα vanishes as
a result of the in-plane, hard core repulsion of the dipo-
lar interaction. As the temperature is raised, both the
gαα and gαβ lose structure, as the crystal order charac-
terizing the ground state progressively disappears, but
they remain indistinguishable above rs ∼ rs/2. This is
consistent with the melting of a system of tightly bound
dimers.
Let us now examine the very different behaviour shown
in the right panel. Here too, as expected, in the T → 0
limit, gαβ and gαα become identical for r & 0.025 = rs/2,
and display the same features as the curves in the left
panel for r . rs/2; however, as the temperature is raised,
the gαβ quickly loses structure, while the gαα changes
very little in the temperature range shown. Visual in-
spection also confirms that crystalline order persists in
both planes. However, at finite temperature the simu-
lated, finite-size crystals in the two layers can shift with
respect to one another, as a result of the weak interlayer
potential energy of attraction, which causes the gαβ to be
almost “flat” (i.e., nearly constant at a value unity) at a
6temperature T=250. All of this shows that the physics of
the system is essentially that of two independent layers.
The melting of the in-plane crystal takes place at consid-
erably higher temperature than those shown in the right
panel of Fig. 4.
Returning to the ground state phase diagram of Fig. 2,
an interesting feature arising from the competing effects
of in-plane repulsion and out-of-plane attraction, is the
presence of a region, e.g, 0.05 ≤ rs ≤ 0.2, d = 0.1, inside
which, on increasing the density (i.e., rs → 0), first the
dimer crystal quantum melts into two decoupled super-
fluids, which then successively crystallize again into the
2CR phase. At T = 0, the PC phase can quantum melt
into a PSF or 2SF, as the layers are moved away from one
another, or transitions into 2CR. It is worth mentioning
that the stability of the 2SF phase, near the 2CR and
PC phase boundaries (e.g., rs = 0.1, d = 0.1, see Fig. 2),
is crucially underlain by quantum-mechanical exchanges;
indeed, simulations treating particles as distinguishable
yield a stable PC phase in a considerably more extended
region of the phase diagram, as already remarked in pre-
vious works, for dipolar Bose systems [44].
We conclude this section by discussing the melting of
the PC and 2CR phases. Our simulations show that the
PC phase always melts into a dimer fluid, either normal
or superfluid depending on the density. In particular, in
the d → 0 limit, when the dimers are strongly bound,
the physics of the system reproduces that of a single
layer, which is of course also approached in the d >> rs
limit, the only difference between the two regimes being a
rescaling of the unit of length by a factor 8, as explained
above. We obtained in this work numerical evidence of
melting of the single-layer system into a superfluid, close
to the T = 0 melting density (i.e., rs ∼ 0.5). On the
other hand, the 2CR phase is always found to melt into
two independent normal fluid phases on the two layers.
IV. CONCLUSIONS
In this work, we have employed exact numerical meth-
ods to investigate the low temperature phase diagram of
dipolar bosons in a bilayer geometry, all dipoles aligned
perpendicularly to the planes. In the two opposite lim-
its in which the in-plane mean interparticle distance rs is
either much less or much greater than the interlayer sepa-
ration d, the physics of the system is that of a single-layer
system [6, 9]. On the other hand, as a result of the com-
petition between the in-plane (repulsive) and the out-of-
plane (attractive) interactions, the intermediate regime
(d ≈ rs) gives rise to considerably more complex and in-
teresting physics. In particular, at low density (rs & 0.5)
a quantum phase transition occurs as d . rs/2 from a
phase consisting of two independent superfluid 2D gases,
to a superfluid phase of bound pairs of particle in differ-
ent layers. No reentrant behaviour of either phase was
observed at finite T .
At higher density, we observe two distinct solid phases,
physically related to the superfluid ones, namely one of
tightly bound dimers, which arises when the interlayer
separation is less than the mean interparticle distance,
and one comprising two independent 2D crystalline lay-
ers. An interesting feature of the phase diagram is the
direct transition of the system from a crystalline phase
of dimers into one of independent 2D superfluids, which
is observed in a rather wide range of parameters.
In terms of possible experimental realization, one can
estimate characteristic physical values for the parameters
of Eq. (1), e.g., by considering a realistic polar molecule,
say SrO, for which a ∼ 122.2 µm for a fully polarized
state with D = 8.9 Debye. Considering that both the
interlayer and mean interparticle distances are of the or-
der of a fraction of a µm in typical experiments, one can
easily imagine tuning rs and d in a rather wide range.
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