Abstract. For a nonnegative, irreducible matrix A, the grading of the row sums vector and the grading of the Perron vector are used to predict the grading of the row sums vector of (I -A)-I. This has applications to Markov chains.
Let v = (Vl, V2, ... , V n ) t E lre n . There exists a permutation (T such that Vu(l) 2: Vu(2) 2: ..
. 2: vu(n)· The integer vector (a-I (1), (T-I(2), ... , (T-I(n))t is called a grading of v.
If the entries of v are pairwise distinct, then v has a unique grading and v is called a strictly graded vector. A set of vectors is said to share a common grading if the intersection of their sets of gradings is nonempty. For 1 ::; i ::; n, let ei denote the ith standard basis vector for lre n . Let u = Un denote the vector of ones. That is, Let D = Dn denote the cone in lre n generated by the vectors el, el + e2, el + e2 + e3,··· ,Un; that is, D = {v E lre n : VI 2: V2 2: .. Finally, X is an eigenvector for p for A if and only if P X is an eigenvector for p for P APt. Since multiplication by P is norm preserving and since P Apt is nonnegative and primitive, XPApt = PXA. Note that (T is a common grading for Au and XA, so PXA E D.
0
One immediate consequence of this lemma is that we can always assume that a graded vector has its entries in decreasing order. Thus questions about graded vectors are transformed to questions about vector membership in the cone D.
Finally, recall the Neumann expansion for the inverse of the matrix I -A. Discovering a counterexample to the second conjecture proved to be very difficult. The following matrix was one of only four counterexamples generated during a run of 25,000 randomly generated, rank four, strictly positive 4 x 4 matrices with spectral radius less than one. In fact, for 67% of the matrices generated in that run, all three vectors-Au, X, and (1 -A)-lu--shared a common grading. 
A run of 100,000 randomly generated, rank three, strictly positive 4 x 4 matrices with spectral radius less than one yielded only one counterexample. Furthermore, for this run, 91 % of the matrices had all vectors sharing a common grading, and an additional 3% had the Perron vector and the inverse row sums vector (but not the row sums vector) sharing a common grading.
Extensive numerical experiments with matrices of sizes up to 50 x 50 lead to the following observations. First, for low rank matrices, the grading of X is a good predictor for the grading of (I -A)-IU. Second, even when the vectors do not share a common grading, they share a roughly blocked common grading in the sense that the grading vectors differ within blocks corresponding to closely sized entries of the vectors. In particular) the set of indices for the smallest (largest) row sums of A correspond roughly to the set of indices of the smallest (largest) entries of the Perron vector and to the set of indices of the smallest (largest) row sums of (I -A) -1.
3. An analytic approach. In this section, we present several different types of results including an examination of certain classes of matrices for which the grading of the Perron vector and the row sums vector do determine the grading for the inverse row sums vector.
PROPOSITION 3.1. Let A be an n x n nonnegative, irreducible matrix with p = p(A) < 1. Suppose that X = XA E D. For 1 ::; i ::; n,
Xl Xn
Proof Since A 2' : 0, and
o [BP, Thm. 6.2.3] . Since XED and X is strictly positive, Xl 2' : .
Thus for 1 ::; i ::; n, 
Hence Az E D. 0 THEOREM 3.4. Let A be a nonnegative, irreducible n x n matrix with p = p(A) < Hence 00 00
Suppose that the minimum polynomial of A is mA().) = ).k(). -p). Then
r=k r=O 
if Au is in int(D), then (I -A)-lU is in int(D).
Proof Let X = XA. Then A = pXyt +A1E, where yt is the strictly positive row eigenvector for p satisfying ytX = 1, and where E2 = E,EX = 0, and
Since XED, the left-hand side of the last inequality is nonnegative; hence the inequality remains valid when (1-p)-1 is replaced with (1-Al)-1 on the right-hand side. Thus it holds that
That is, Au ED and XED together imply
That is, (I -A) Furthermore, Proof Since each entry of adj(I -xB) is either zero or (±1) times an (n -1) x (n -1) minor of (I -xB), it follows that k :-:; n -1. Thus adj(I -xB) = Bo + xB 1 + x2B2 + ... + xn-1B n _ 1 . Setting x = O,Bo = adj(I -OB) = I. Note that the coefficient matrix for x n -1 is generated only by terms from -xB. That is,
B n -1 = adj( -B). Note that adj( -B) = 0 if and only if every (n -1) x (n -1) minor
of B is zero. That is, if and only if rank(B) < n -1. Thus (i) is proven. 
If S is an invertible matrix, then S = [det(S)]adj(S-l). Thus S adj(I _XB)S-l = adj(S-l )adj(1 -xB)adj(S) = adj(S(I -XB)S-l) = adj(I -XSBS-l). Thus adj (I -
XSBS
a=1 ,Bela
Consider the adjoint for a single Jordan block:
where Nh is the h x h matrix whose only nonzero entries are ones down the superdiagonal. Adj(1 -xJ) has diagonal entries (1 -X>.)h-l, and the nonzero off-diagonal terms are of the form Proof (i) -t (ii). If A2 =/: 0 then either 2 = n -1, hence n = 3, or else 2 < n -1 and 2 = m + t -1. That is, n > 3 and m + t = 3. Since A is irreducible, m 2: 1. Since t = ° implies m = n, t 2: 1. Thus either m = 2 and t = 1, implying rank(A) = 2 or m = 1 and t = 2, implying rank(A2) = 1.
If A2 = 0, but Al =/: 0, then either 1 = n -1, hence n = 2, or 1 < n -1 and 1 = m + t -1. In the latter case, n > 2 and m + t = 2, implying m = t = 1. That is, rank(A) = 1.
If A2 = Al = 0, then A = 0, which contradicts the irreducibility of A. 
Proof. Since p(B) = 1,0 < IIBI12 :s; 1. Then IIBII~ :s; 1 for all k 2: O. Assume that o < x < 1. Then for 1 :s; i :s; n, [x, B' 
Since 0 :s; x < 1, Lemma 1.2 yields For 1 :s; j < n,
It follows that
j+l is strictly positive for 1 ::; j < n. Since
Since B is nonnegative and irreducible, p( B) = 1 is a simple eigenvalue for B. The argument in the prececling paragraph implies that when ex is chosen as an arbitrarily small, positive number and when /3 = 1, the inequalities for successive entries of (Bl +XB2)U are valid and strict for ex < x < /3. Thus adj(I -xB)u E int(D) for 0 < x ::; 1. Hence (I -xB)-lu E int(D) for 0 < x < 1. Since 0 < p(A) < 1, and
0 The following example shows that the conclusion of Theorem 4.6 can be false if the condition that Au E int(D) is dropped. Let X = (3,2, l)t. Let B be the parameterized matrix 
5. Exploiting permutation invariance. In the context of this paper, circulant matrices have three important properties. If A is a circulant matrix, then u is an eigenvector for both A and (I -A)-l,p = p(A) is the unique row sum of A, and (1 -p)-l is the unique row sum of (I -A)-I. Noting that the circulant matrices are precisely those matrices invariant under permutation similarity by the matrix for the full cycle permutation, we now examine how any permutation invariance can be exploited.
Let A be an n x n, nonnegative, irreducible matrix with spectral radius p(A).
Suppose that P is a permutation matrix such that P Apt = A. Clearly, Pu = u. Assume that the permutation corresponding to P decomposes into k disjoint cycles. Let V denote the eigenspace for P for the eigenvalue>. = 1. Then V is a k-dimensional subspace of]Rn with a natural basis consisting of certain {O, 1} vectors. See [SW, §3] . Furthermore, Un E V. Since A and P commute, V is an A-invariant space. Let M be the k x k matrix representing the restriction of A to V with respect to the natural basis_ The following can be proven: (i) M is a nonnegative, irreducible matrix with p(M) = p(A).
(ii) Each entry of MUk is the value of all of the entries in the corresponding block of Au n .
(iii) Each entry of (h -M)-lUk is the value of all of the entries in the corresponding block of (In -A)-lUn.
(iv) There is a normalizing scalar c > 0 such that each entry of CXM is the value of all of the entries in the corresponding block of X A.
It follows immediately that the gradings for XM,Mu, and (I -M)-lu lift naturally to gradings for XA, Au, and (I -A)-lu. Finally, when P has the form given by (3.1) of [SW] , the matrix A naturally block partitions into blocks A(i,j) for 1 ::; i, j ::; k,
