Abstract. In this paper a new extension of the CONDENSATION algorithm, with application to infants face tracking, will be introduced. In this work we address the problem of tracking a face and its features in baby video sequences. A mixed state particle filtering scheme is proposed, where the distribution of observations is derived from an active appearance model. The mixed state approach combines several dynamic models in order to account for different occlusion situations. Experiments on real video show that the proposed approach augments the tracker robustness to occlusions while maintaining the computational time competitive.
Introduction
The tracking of the face motion in a video sequence represents a challenging task in computer vision, because of the variability of facial appearance in real scenes, most notably due to changes in head pose, expressions, lighting or occlusions. This is especially challenging when an infant face is the tracking target. This task requires, by definition, the use of a model that describes the expected structure of the face. The Active Appearance Model (AAM) [1] is one of such techniques, which elegantly combines shape and texture models in a statistical framework, providing as output a mask of face landmarks. These combined models account for all sources of variability in face images. This feature makes them suitable for face tracking and enables the tracking of both global motion and inner features. Previous work on visual tracking can be divided in two groups: deterministic tracking and stochastic tracking. Deterministic approaches [2] usually reduce to an optimization problem, i.e. minimizing an appropriate cost function, while stochastic tracking approaches often reduce to the estimation of the state for a time series state space model. Stochastic tracking improves robustness over its deterministic counterpart, thanks to its capability to escape from local minimum since the search directions are for the most part random. Early approaches used Kalman filter (or its variants [3] ) to provide solutions, while, recently, sequential Monte Carlo algorithms [4] have gained prevalence in the tracking literature, especially due to the CONDENSATION algorithm [5] .
Our work is based on a direct combination of an AAM with a particle filter as first introduced by Hamlaoui [6] . In this approach the authors combine an AAM with a temporal dynamics guided by the AAM search algorithm and use a filtering scheme based on CONDENSATION. Although their stochastic approach allows to augment robustness, they rely too much on the deterministic AAM search and the resulting algorithm performs poorly in case of heavy occlusions. Our contribution consists in a customized version of the mixed-state algorithm to face the particular problem of infants face tracking. In Figure 1 , some example images show inherent difficulties when dealing with real video sequences of infants. There are two major elements, which add complexity to the tracking task: infants move continuously and in an unpredictable way, producing face self-occlusions as most undesirable effect; external objects (a hand in Figure 1 ) may occlude the target face either partially or totally. In this paper we propose a technique for a robust tracker of a single infant face in a video sequence with the following properties: high responsiveness to sudden movements, robustness to partial occlusions, short recovery period after distraction due to a total occlusion. Our approach, based on the CONDENSATION algorithm, integrates, in a Bayesian mixed-state framework, multiple dynamic models, allowing to cope with the limitations of previous approaches. The rest of the paper is organised as follows: in Section 2 we briefly review the Active Appearance Model and we introduce the AAM-based CONDENSATION framework. Section 3 describes in detail our proposed mixed-state approach, while Section 4 is dedicated to the experimental results. Conclusions and future works are then reported in Section 5. 
Face Active Appearance Model
The AAM is a statistical method for matching a combined model of shape and texture to unseen faces. The combination of a model of shape variations with a model of texture variations generates a statistical appearance model. Principal Component Analysis (PCA) is applied to build the statistical shape and texture models:
wheres andḡ are the mean shape and texture, Φ s and Φ t are the eigenvectors of shape and texture covariance matrices. The unification of the presented shape and texture models into one complete appearance model is obtained by concatenating the vectors b s and b t and learning the correlations between them by means of a further PCA:
where Q s and Q t are the matrices describing the principal modes of the combined variations in the training set and c is the appearance parameters vector. By varying the appearance parameters c, new instances of shape and texture can be generated. The matching of the appearance model to a target face can be treated as an optimization problem, minimizing the difference between the synthesized model image and the target face [1] .
AAM-based CONDENSATION
The CONDENSATION is a Monte Carlo-type technique to recursively approximate the posterior state density. Approximation is done by means of the empirical distribution of a system of particles. The particles explore the state space following independent realizations from a state dynamic model, and are redistributed according to their consistency with the observations, the consistency being measured by a likelihood function (observation model). For an introduction to the subject the reader is referred to the Isard and Blake paper [5] . Using Active Appearance Models, we can represent the shape and texture of a face in terms of a vector c. To complete the description of the face, the four pose parameters are also needed, namely p = (α, ϑ, t x , t y ), representing scale, orientation and position, respectively. The state vector x, which contains the parameters used to infer about the object (the face) is thus composed by the concatenation of the vector c of combined parameters and vector p of pose.
Observation model The Observation Model is based on the difference between the sampled pixel grey level patch at the hypothesized position in the current image and the one generated by the face model. The likelihood function p(y k |x k ) denotes the probability that a hypothesized state x k = (c k , p k ) gives rise to the observed data. Since the observed data consist of pixel greylevel values, it is straightforward to look for a function with the following form:
where g image (c k , p k ) is the image patch sampled at the hypothesized pose and shape, g model (c k ) is the model texture representing the hypothesized appearance of the face, and C is a normalizing constant. The texture distance d[; ] is an error measure, summed over all L pixels of both textures.
State transition model The state transition model characterizes the dynamics between frames. The state evolves according to
in this equation, f(x k−1 ) represents a deterministic function of the previous state vector x k−1 , S k is the process noise covariance and u is a vector of normally distributed random variables. Whereas the choice of gaussian noise is expected when accurate model uncertainty cannot be provided, choosing an appropriate function f(.) is not an easy task, and depends on the particular situation.
Proposed scheme: a mixed state CONDENSATION
In the case of this particular application the presence of heavy occlusions and the unpredictable infant movements make the choice of a single model inadequate to describe the dynamics. In this spirit we opted for a mixed-state framework with model switching.
Pose-CONDENSATION and ICONDENSATION
The first two retained models consist in a fixed constant-velocity model with fixed noise variance
and an adaptive dynamic model, guided by a deterministic AAM search:
where
is the predicted shift in pose and appearance parameters, obtained by applying the AAM search to previous estimated state vector (x k−1 ) with respect to frame at time k. An AAM-CONDENSATION approach, using either (5) or (6) as dynamic models, has three main drawbacks: AAMs describe faces with high-dimensional vectors; the deterministic AAM search is highly sensitive to large occlusions, so robustness is achieved only by increasing the noise variance; accuracy is only accomplished at the cost of unacceptable time performance. In order to solve the problem of dimensionality while assuring a good robustness to occlusions, Davoine [7] proposed the use of the CONDENSATION to track the four pose parameters (in the following this algorithm is referred as Pose-CONDENSATION). In this case (5) is a convenient form for the dynamic model with the state vector represented by the pose vector. Obviously, the accuracy of the algorithm, intended as the ability to generate a photo realistic synthetic replica of the face, cannot be guaranteed since the appearance parameters, c, are not tracked. In order to track the entire state vector x = (c, p) and keep the computational time acceptable, a solution could be to use an importance function, as described in the ICONDENSATION framework [8] , to constrain the search in a neighbourhood of the previous state estimate. In this case a proper dynamics is the one described in (6) . This approach performs well, in terms of speed and accuracy, only in presence of soft partial occlusions: the deterministic search is inherently not robust and the main feature of CONDENSATION, i.e. maintaining multiple hypothesis, is constrained in a limited regionof the state space by the importance function. The two described approaches are complementary: the first one sacrifices accuracy for robustness, while the second one allows fast and accurate tracking, but only in occlusions free situations. The integration of both dynamics into the same tracker would then allow for a wider range of motion to be supported without losing the advantages of an accurate prediction. In summary, we can say that in case of limited occlusions, the deterministic AAM search should be reasonably trusted, leaving to the importance sampling technique the task to improve the accuracy of the detection. In the second scenario, when strong occlusions occur, a less accurate tracker but more robust to occlusions should be preferred.
The third model
In the proposed solution, a third motion model from data averaging has been included and defined by:
wherex k is an estimate of the (fixed) mean vectorx and S k is the covariance matrix of the gaussian distribution at time k. The aim of this model is to describe a kind of a priori knowledge on the face motion of the considered sequences. In each video sequence the infants are sitting, thus their movements are somehow constrained around a region in the scene. We can then assume that the face lies in a neighbourhood of such region, with probability decreasing with the distance. This third motion model (in the following referred as Reinitialization) can be used to include some probability of tracking reinitialization, particularly useful after distraction due, for example, to total occlusions.
The mixed-state algorithm
Our solution, then, consists in merging the three approaches by means of an automatic model switching procedure ( [9] ). The extended state is defined as X = (x, θ), θ ∈ 1, .., N,where θ is a discrete variable labelling the current model, while N represents the total number of models. The process density can then be decomposed as follows:
) and the T ij are state transition probabilities. The continuous motion models for each transition are given by the sub-process densities p(x k |x k−1 , θ k ). During tracking, each discrete state transition with non zero probability contributes some samples to the state distribution and the model that predicts more accurately than the others will dominate. The possible values of θ k are: R (Reinitialization), I (ICONDEN-SATION), P (Pose-CONDENSATION). The particle is propagated forward in time according to the dynamics implied by the motion model, and transitions between models happen according to the transition matrix T. We propose the following simple form for the transition matrix where the parameters α and δ control the robustness of the tracker:
-α is a reinitialization parameter, since, at each time step, a number of particles proportional to α is generated from model (7). -The meaning of δ changes, instead, between the first and the second representation: in the first case it represents an adaption speed parameter, that controls how rapidly the probability flows from the model I to the model P . Thus, we can say that it trades off adaptation rate and steady state behavior. In the second case, we give it the meaning of robustness parameter, controlling how promptly the tracker switches into pose tracking.
Summarizing, at each time step k, the proposed algorithm chooses a particle from the previous sample set, proportionally to its weight. The particle is then propagated through one of the three dynamic models, in accordance with the current motion label. If, for example, a particle is chosen with label I, then with probability T II a particle is drawn from the importance function q(x k−1 ), with probability T IR it is drawn from (7), and with probability T IP it is propagated through (5) (where x ≡ p). Finally, the particle is weighted in accordance to observation, and the multiplicative factor f /q is applied if it was generated with Importance Sampling.
Experimental results
The implementation of the tracker is based on AAM-API, a C++ implementation of Active Appearance Model. In order to build our AAM representation of face, we have manually landmarked a set of 222 images. To test the Mixed State CONDENSATION tracker we used 50 video sequences. For all of them a visual analysis has been done, resulting in good overall performance of the proposed tracker. Figure 2 shows consecutive frames of an example sequence characterized by a total occlusion. Given that the videos used in the experiments are under corporate proprietary rights, only a small percent of them can be published. In Figure 3 , 4 and 5 we report the results applying the three methods to three different sequences. In the image grid, each column represents a tracked frame from the sequence, while each row is related to one of the 3 compared approaches. Below the image grid, a plot shows the tracking error for the entire sequences.
Fig. 2. Tracking results for consecutive frames
The results show that, although the Pose-CONDENSATION tracker is quite robust to occlusions, the tracking error is still very high, since the inner motion of the face is not tracked. The behaviour of the ICONDENSATION is exactly the opposite: it tracks well as long as the target is not occluded, but it is not able to recover the target face once distracted. The mixed-state CONDENSATION offers a good trade-off: it automatically switches model, choosing the best for each situation. It reveals high robustness and the best accuracy, from our analysis. Concerning the α and δ parameters of the transition matrix T, their values have been empirically chosen in order to adapt the algorithm to our task. 
Conclusion
In this work we presented a stochastic framework for robust face tracking using complex models of face appearance. When compared to other approaches found in literature [6] , the presented tracker not only succeeds in crucial cases of occlusion, but experiments show that it outperforms in accuracy the compared methods and finds an equilibrate trade-off between robustness and use of time resources. The resulting algorithm is an adapted mixed state CONDENSATION combined with AAM. The stochastic CONDENSATION search compensates for AAM limits in handling occlusions, and due to an appropriate choice of motion models, allows an efficient reinitialization of tracking, when an exhaustive search in the image is impractical. Furthermore, the approach is general enough to be applied to other face tracking problems: an advantage of the probabilistic approach is that it is modular, in the sense that application-specific dynamic models or observation models can be seamlessly included.
