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A priori estimates for nonlinear fourth order Schro¨dinger type
equations
G. M. Cardenas
aUniversita´ Degli Studi di Trieste
Abstract
We study the fourth order Schro¨dinger type differential inequality −∆2u + λV (x)u ≥
a(x)uq with a, V ∈ L1loc(R
N ), both nonnegative, and λ > 0.
We consider nonnegative solutions without making any assumptions about their asymp-
totic behavior, and choosing appropriate test functions, we find a priori estimates for
some type of subharmonic solutions. Finally, applying these a priori estimates, we proof
a Liouville type result.
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1. Introduction
In this paper we will establish some Liouville type results for the fourth order Schro¨dinger
type differential inequality
−∆2u+ λV (x)u ≥ a(x)uq, on RN , (1)
where N > 4, q > 1, λ > 0 and a, V ∈ L1loc(R
N ) are nonnegative functions such that
there exists positive constants C1, C2, θ, with 0 ≤ θ < 4, for which we have that
V (x) ≤
C1
|x|4
, a(x) ≥
C2
|x|θ
, for large |x|. (2)
We assume that the potential V (x) satisfies a Hardy type inequality. More precisely,
λH
∫
u2V (x) ≤
∫
(∆u)2 ∀ u ∈W 2,2(RN ), (3)
where λH :=
(
N(N−4)
4
)2
.
Remark 1. These assumptions hold in particular for V (X) = 1|x|4 and a(x) =
1
|x|θ
, with
0 ≤ θ < 4 and N > 4.
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Several Liouville results exist for second order coercive and non coercive elliptic differen-
tial equations. For instance, we have the following two well known results (More general
results of this type, regarding also quasilinear operators, can be found in [3], [4], [7],[8],
[10], [13]).
Theorem (Gidas, Spruck 1981). Let N > 2 and 1 < q < N+2
N−2 . If u ∈ C
2(RN )
and u > 0, then the equation
−∆u = uq on RN ,
has no solution.
Theorem (Brezis 1984). Let q > 1. If u ∈ Lqloc(R
N ) is a distributional solution
of
∆u ≥ |u|q−1u on RN , (4)
then u ≤ 0 a.e. on RN . In particular if equality holds in (4), then u ≡ 0 a.e. on RN .
An important thing to notice about the last theorem, is that no assumption regard-
ing the asymptotic behavior of the solution is made. In fact, the result would be much
simpler to proof otherwise. In the present paper we will also make only local assump-
tions about the solutions. More precisely, we will consider solutions in the sense of the
following definition.
Definition 2. Let N > 4. A weak solution of (1) is a function u which satisfies
(i) u ∈W 2,2loc (R
N ) ∩ L∞loc(R
N )
(ii) −
∫
∆u∆φ+
∫
λuV (x)φ ≥
∫
uqa(x)φ ∀φ ≥ 0, φ ∈ C∞0 (R
N ).
The fact that we don’t have information about the asymptotic behavior of the solutions,
makes finding a priori estimates an important issue. In order to do so, we will choose
appropriate test functions by getting inspiration from [10].
This line of reasoning has already been applied for second order operators. In fact
nonexistence results where established with a similar approach in [6] for the following
related differential inequality.
∆u+ λuV (x) ≥ a(x)uq on RN . (5)
Using this approach, a very precise meaning of the exponent of the nonlinearity was
given, i.e. that the nonexistence results hold if and only if the exponent q of the non-
linearity is less than some critical value. This makes us believe that developing further
this technique, we could eventually arrive at a similar description of the nonlinearity
exponent for the fourth order case.
We would like to mention that a similar problem to inequality (5), was studied be-
fore in [1] using a different method. In that paper the authors reduced the problem to
an ordinary differential inequality, and then applying some properties of second order
ordinary differential equations, they proved nonexistence results.
One could think of adapting this ODE approach in order to deal with the fourth order
2
case, but after reducing the problem to an ordinary differential inequality, it is not clear
how to proceed, since to our knowledge, there are no analogous results for fourth order
ordinary differential equations to the ones applied in that paper.
Together with conditions (i) and (ii) of Definition 2 of weak solution, we will also make
assumptions about the sign of the solution and about the sign of its Laplacian.
In many problems involving quasilinear operators, no generality is lost when solutions
are assumed to be positive, and this is due to the fact that there is a quasilinear version
of Kato’s inequality (for more details see [5]). However, to our knowledge there is no
analogous result for higher order operators. therefore more work needs to be done in
order to treat the case when no assumptions are made about the sign of the solutions.
The plan of the paper is as follows. In Section 2 we give the proof of some prelimi-
nary results, regarding the properties of an auxiliary family of functions that will be
used in the rest of the paper. Then, in Section 3, we obtain a priori estimates for the
subharmonic solutions of (1) and then proof their nonexistence.
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2. Preliminaries
2.1. Notation
LetR > 0. Throughout the paper we will assume that AR =
{
x ∈ RN | R ≤ |x| < 2R
}
and BR =
{
x ∈ RN | |x| < R
}
. We denote by C a generic nonnegative constant. The
exact value of that constant may change from line to line and it will be specified whenever
confusion may arise.
We will tacitly assume that
∫
f(x) denotes the integral of f over RN .
2.2. Preliminary Results
The following preliminary results describe some properties of an auxiliary family of
functions that will be used in order to obtain a priori estimates of the possible solutions.
In what follows, we say that η is a multi-index if η = (η1, η2, ..., ηN ) where η1, ...ηN are
positive integers and we will use the notation |η| := η1 + ...+ ηN . Also if f ∈ C
∞
0 (R
N),
we will denote ∂
|η|f(x)
(∂x1)η1 (∂xi)η2 ...(xN)ηN
by Dηf(x). Finally, if f ∈ C1(R), we will denote
by f ′ its derivative.
Lemma 3. Let R > 0, m > 1 and φ(x) :=
[
φ0
(
|x|
R
)]m
∀x = (x1, x2, ..., xN ) ∈ R
N ,
where
φ0(z) =
{
1 0 ≤ |z| ≤ 1
0 |z| ≥ 2
,
φ0 ∈ C
∞
0 (R) and 0 < φ0(z) ≤ 1 for 0 ≤ z < 2.
Let η be a multi-index and 0 < |η| < m, then
Dηφ(x) =
∑
s∈S
[
φ0
(
|x|
R
)]m−|η|
Cs
(
|x|
R
)
1
|x|βsRκs
N∏
i=1
x
γis
i , ∀x ∈ AR (6)
for some finite set of indexes S which depend on η, where Cs ∈ C
∞
0 (R), γ
i
s, βs, κs ≥ 0
are integer that depend on the index s ∈ S, and
βs + κs −
N∑
i=1
γis = |η| ∀s ∈ S.
Also, if d > 0, we obtain
|Dηφ( x)|d ≤ C
1
R|η|d
[
φ0
(
|x|
R
)]d(m−|η|)
∀x ∈ AR. (7)
For some positive constant C which does not depend on R.
Proof. We have that
∂
∂xi
φ(x) = m
[
φ0
(
|x|
R
)]m−1
φ′0
(
|x|
R
)
xi
|x|R
, 1 ≤ i ≤ N,
4
and this shows that the statement is true when |η| = 1.
Assuming that (6) is true for some fixed η = (η1, η2, ..., ηN ), with m > |η| + 1, and
defining ηˆ := (η1, η2, ..., ηj + 1, ..., ηN ), we have that,
Dηˆφ(x) =
∂
∂xj
(Dηφ(x)) =
∑
s∈S
(m− |η|)
[
φ0
(
|x|
R
)]m−|η|−1
φ′0
(
|x|
R
)
xj
|x|R
Cs
(
|x|
R
)
1
|x|βsRκs
N∏
i=1
x
γis
i
+
∑
s∈S
[
φ0
(
|x|
R
)]m−|η|
C′s
(
|x|
R
)
xj
|x|R
1
|x|βsRκs
N∏
i=1
x
γis
i
+
∑
s∈S
[
φ0
(
|x|
R
)]m−|η|
Cs
(
|x|
R
)
(−βs)
1
|x|βs+1Rκs
xj
|x|
N∏
i=1
x
γis
i
+
∑
s∈S
[
φ0
(
|x|
R
)]m−|η|
Cs
(
|x|
R
)
1
|x|βsRκs
∂
∂xj
(
x
γjs
j
)∏
i6=j
x
γis
i ,
which means that,
Dηˆφ(x) =
[
φ0
(
|x|
R
)]m−|η|−1 N∏
i6=j
x
γis
i
∑
s∈S
C1s
(
|x|
R
)
x
γ
j
S
+1
j
|x|βs+1Rκs+1
+C2s
(
|x|
R
)
x
γjs+1
j
|x|βs+2Rκs
+ C3s
(
|x|
R
)
x
γjs−1
j
|x|βsRκs
,
where C1s , C
2
s , C
3
s ∈ C
∞
0 (R) depend on φ0, φ
′
0, Cs, C
′
s ∀s ∈ S. Thus the first part of the
lemma follows from induction. Inequality (7) easily follows from (6). ♦
Corollary 4. Let α > 0, R0 > 0, 1 < q <
N−θ+α(4−θ)
N−4 , χ =
α+q
α+1 and χ
′ = α+q
q−1 its con-
jugate exponent. Let φ be a family of functions depending on a positive real parameter
R, obtained from the φ defined in the previous Lemma by leaving R as a parameter and
fixing a large enough exponent m (Large enough such that the inequalities appearing in
(8) and (9) hold). Then, we get the following.
(i) lim
R→∞
∫
AR
|x|
θχ′
χ
|∇φ|4χ
′
φ3χ
′+χ
′
χ
= 0,
(ii) lim
R→∞
∫
AR
|x|
θχ′
χ
(∆φ)2χ
′
φχ
′+χ
′
χ
= 0,
(iii) lim
R→∞
∫ R
R0
|x|
θχ′
χ |x|−4χ
′
φ <∞.
Proof. Applying (7) of Lemma 3 to (i) and (ii), we obtain that for every R > 0, the
following holds.
∫
AR
|x|
θχ′
χ
|∇φ|4χ
′
φ3χ
′+χ
′
χ
≤ C
∫
AR
|x|
θχ′
χ
R4χ′φ3χ
′+χ
′
χ
[
φ0
(
|x|
R
)]4(m−1)χ′
≤ CR
θχ′
χ
−4χ′+N (8)
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and also,
∫
AR
|x|
θχ′
χ
(∆φ)2χ
′
φχ
′+χ
′
χ
≤ C
∫
AR
|x|
θχ′
χ
R4χ′φχ
′+χ
′
χ
[
φ0
(
|x|
R
)]2(m−2)χ′
≤ CR
θχ′
χ
−4χ′+N (9)
Moreover, for (iii) we have the following estimate.∫ R
R0
|x|
θχ′
χ |x|−4χ
′
=
C
∫ R
R0
t
θχ′
χ
−4χ′tN−1dt ≤
C
θχ′
χ
− 4χ′ +N
[
R
θχ′
χ
−4χ′+N −R0
θχ′
χ
−4χ′+N
]
, (10)
where the constants C do not depend on R.
We also know that
θχ′
χ
− 4χ′ +N =
θ(1 + α)
q − 1
−
4(q + α)
q − 1
+N,
and since
q <
N − θ + α(4 − θ)
N − 4
,
the claim holds because this last two inequalities imply that the exponent of R in the r.h.s
of (8),(9) and (10) is negative. ♦
Remark 5. From now on, we will denote by φ a family of functions depending on a
positive real parameter R, obtained from the φ defined in Lemma 3 by fixing an appropiate
exponent m and leaving R as a parameter. We will not write this dependency on R
explicitly, and every time we use a family φ in a proof where constants α and q are fixed
(as in the previous Corollary), we will tacitly assume that it is a family defined with
exponent m large enough, such that the previous Corollary holds for those values of q
and α.
It is easy to show by a regularization argument that if f ∈ W 2,2loc (R
N ) is a nonnegative
function, then the family fφ can be used as a test function in (ii) of Definition 2. More
precisely, we have the following lemma.
Lemma 6. Let u be a weak solution of (1) and let v ∈ W 2,2loc (R
N ) be a nonnegative
function. Then,
−
∫
∆u∆(vψ) + λ
∫
uvV (x)ψ ≥
∫
uqva(x)ψ, ∀ψ ≥ 0, ψ ∈ C∞0 (R
N ).
Proof. Let (ρn)n≥0 be a regularizing sequence and define vn := (vψ) ∗ ρn ∈ C
∞
0 (R
N ).
Also, let Ω be an open ball in RN , such that supp(vn)
⋃
supp(ψ) ⊂ Ω ∀n > 0. Since
vψ|Ω ∈ W
2,2
0 (Ω), there exists a subsequence of (vn)n>0, which we again denote by
(vn)n>0, such that
vn → vψ in W
2,2(Ω)
vn → vψ a.e. in Ω.
(11)
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From Hardy’s inequality (3) it follows that
λH
∫
Ω
|vn − vm|
2V (x) ≤
∫
Ω
[∆(vn − vm)]
2
.
Therefore, (vn (V (x))
1
2 )n≥0 is a Cauchy sequence in L
2(Ω) and this means that we can
obtain a further subsequence of (vn)n>0, which we continue to denote the same way, such
that there exists w ∈ L2(Ω) for which,
vn (V (x))
1
2 ≤ w a.e. in Ω ∀ n > 0. (12)
Moreover, applying Cauchy Schwartz inequality we also have that,
∫
Ω
|vn − v|V (x)u ≤
[∫
Ω
|vn − v|
2V (x)
] 1
2
[∫
Ω
u2V (x)
] 1
2
,
and since (11), (12) and Lebesgue’s Dominated convergence Theorem imply that,
vn (V (x))
1
2 → v (V (x))
1
2 ψ in L2(RN),
we can conclude that ∫
Ω
vnuV (x)→
∫
Ω
vuV (x)ψ, (13)
using the facts that u ∈ L∞loc(Ω) and V ∈ L
1
loc(R
N ).
Afterwards, we apply Cauchy-Schwarz inequality to obtain,
∣∣∣∣
∫
Ω
∆u∆vn −
∫
Ω
∆u∆(vψ)
∣∣∣∣ ≤
[∫
Ω
(∆u)2
] 1
2
[∫
Ω
|∆(vn − vψ)|
2
] 1
2
,
and since u ∈W 2,2loc (R
N ), it follows from (11) that∫
Ω
∆u∆(vn)→
∫
Ω
∆u∆(vψ). (14)
Finally, since vn ∈ C
∞
0 (R
N ), we get from (ii) of Definition 2 that
−
∫
∆u∆(vn) + λ
∫
vnuV (x) ≥
∫
vnu
qa(x) ∀ n > 0. (15)
Therefore, applying (13) and (14) we obtain that,
lim inf
∫
vnu
qa(x) ≤ λ
∫
uvV (x)ψ −
∫
∆u∆(vψ),
and the proof follows after applying Fatou’s Lemma to the last inequality. ♦
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3. Subharmonic solutions
Definition 7. We say that u is a weak subharmonic solution of (1) if u is a weak solution
in the sense of Definition 2 and u ≥ 0, ∆u ≥ 0 a.e. in RN .
The following lemma contains the fundamental a priori estimates for the subharmonic
solutions of (1) .
Lemma 8. Let u be a weak subharmonic solution of (1) in the sense of Definition 7.
Let α > 2 and 1 < q < N+α(4−θ)−θ
N−4 , then
(i) uq+αa(x), uα+1V (x) ∈ L1(RN ),
(ii) ∆u∆(uα) ∈ L1(RN ) and
∫
uα+qa(x) +
∫
∆(uα)∆u ≤ λ
∫
uα+1V (x).
Proof. (i) It is easy to see that uα ∈W 2,2loc (R
N ) (see Appendix 5.1 for details). Therefore,
applying Lemma 6 we obtain,∫
uα+qa(x)φ ≤ −
∫
∆u∆(uαφ) + λ
∫
uα+1V (x)φ.
Then, because of the local properties of u assumed in (i) of Definition 2, it is possible to
expand the Laplacian appearing in the first integral of the r.h.s. (see Appendix 5.1 for
details) in order to obtain,∫
uα+qa(x)φ +
∫
αuα−1(∆u)2φ+
∫
α(α − 1)uα−2∆u|∇u|2φ
≤ −2α
∫
uα−1∆u∇u∇φ−
∫
uα∆u∆φ+ λ
∫
uα+1V (x)φ.
(16)
We now look for upper bounds of the integrals in the r.h.s of the last inequality.
First, applying Young’s inequality with exponent 12 and parameter ǫ1 > 0 to the first
integral appearing in the r.h.s. of (16), we get that,
2α
∣∣∣∣
∫
uα−1∆u∇u∇φ
∣∣∣∣ ≤ ǫ212
∫
α(α− 1)uα−2∆u|∇u|2φ+
4α2
2ǫ21α(α − 1)
∫
uα∆u
|∇φ|2
φ
,
from which we obtain, applying Young’s inequality with exponent 12 and parameter ǫ2 > 0,
that,
2α
∣∣∣∣
∫
uα−1∆u∇u∇φ
∣∣∣∣ ≤
ǫ21
2
∫
α(α− 1)uα−2|∇u|2∆uφ+
ǫ22
2
∫
αuα−1(∆u)2φ+ k1(α)
∫
uα+1
|∇φ|4
φ3
,
(17)
with k1 = [
4α2
2ǫ2
1
α(α−1)
]2 1
2αǫ2
2
.
Then, we apply Young’s inequality with exponent 12 and parameter ǫ3 > 0 to the second
integral appearing in the r.h.s. of (16), and we get,∣∣∣∣
∫
uα∆u∆φ
∣∣∣∣ ≤ ǫ232
∫
αuα−1(∆u)2φ+
1
2ǫ23α
∫
uα+1
(∆φ)2
φ
. (18)
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Now we apply the upper bounds obtained in (17) and (18) to inequality (16), and this
leads as to,∫
uα+qa(x)φ + k3(α)
∫
α(α − 1)uα−2∆u|∇u|2φ+ k2(α)
∫
αuα−1(∆u)2φ ≤
k1(α)
∫
uα+1
|∇φ|4
φ3
+
1
2ǫ23α
∫
uα+1
(∆φ)2
φ
+ λ
∫
uα+1V (x)φ,
(19)
where k2(α) = [1−
ǫ2
2
2 −
ǫ2
3
2 ], k3(α) = 1−
ǫ2
1
2 .
Let now χ = q+α
α+1 and χ
′ = q+α
q−1 be its conjugate exponent and let also R0 > 0 be
such that (2) holds for |x| ≥ R0. Applying Ho¨lder’s inequality with exponent χ together
with (2), we obtain the following estimates for the integrals appearing in the r.h.s. of
(19).
(i′)
∣∣∣∣k1(α)
∫
uα+1
|∇φ|4
φ3
∣∣∣∣ ≤ k1(α)
[∫
uq+α
|x|θ
φ
] 1
χ
[∫
|x|
θχ′
χ
|∇φ|4χ
′
φ3χ
′+χ
′
χ
] 1
χ′
,
(ii′)
∣∣∣∣ 12ǫ23α
∫
uα+1
(∆φ)2
φ
∣∣∣∣ ≤ 12ǫ23α
[∫
uq+α
|x|θ
φ
] 1
χ
[∫
|x|
θχ′
χ
|∆φ|2χ
′
φχ
′+χ
′
χ
] 1
χ′
,
(iii′) λ
∣∣∣∣
∫
uα+1V (x)φ
∣∣∣∣ ≤ λ
∫
|x|<R0
uα+1V (x)φ + C1λ
∫
|x|≥R0
u1+α
|x|4
φ ≤
λ
∫
|x|<R0
uα+1V (x)φ + C1λ
[∫
|x|≥R0
uq+α
|x|θ
φ
] 1
χ
[∫
|x|≥R0
|x|
θχ′
χ |x|−4χ
′
φ
] 1
χ′
.
(20)
Furthermore, from an application of Young’s inequality with exponent χ and parameters
δ1 > 0, δ2 > 0 and δ3 > 0 to (i’),(ii’) and (iii’) respectively, followed by an application of
(2), we get,
(i′′)
∣∣∣∣k1(α)
∫
uα+1
|∇φ|4
φ3
∣∣∣∣ ≤ δ
χ
1
C2χ
∫
uα+qa(x)φ +
[k1(α)]
χ′
χ′δχ
′
1
[∫
|x|
θχ′
χ
|∇φ|4χ
′
φ3χ
′+χ
′
χ
]
,
(ii′′)
∣∣∣∣ 12ǫ23α
∫
uα+1
(∆φ)2
φ
∣∣∣∣ ≤ δ
χ
2
C2χ
∫
uα+qa(x)φ +
[
1
2ǫ23α
]χ′
1
χ′δχ
′
2
[∫
|x|
θχ′
χ
|∆φ|2χ
′
φχ
′+χ
′
χ
]
,
(iii′′) λ
∣∣∣∣
∫
uα+1V (x)φ
∣∣∣∣ ≤ λ
∫
|x|<R0
uα+1V (x)φ +
δχ3
χ
∫
|x|≥R0
uq+α
|x|θ
φ+
λχ
′
Cχ
′
1
χ′δχ
′
3
∫
|x|≥R0
|x|
θχ′
χ
−4χ′φ ≤
λ
∫
|x|<R0
uα+1V (x)φ +
δχ3
C2χ
∫
|x|≥R0
uq+αa(x)φ +
λχ
′
Cχ
′
1
χ′δχ
′
3
∫
|x|≥R0
|x|
θχ′
χ
−4χ′φ.
(21)
Applying (i”),(ii”),(iii”) to (19) we obtain,
9
c4(α)
∫
uq+αa(x)φ + k3(α)
∫
α(α − 1)uα−2∆u|∇u|2φ+ k2(α)
∫
αuα−1(∆u)2φ
≤ λ
∫
|x|<R0
u1+αV (x)φ + c1(α)
∫
AR
|x|
θχ′
χ
|∇φ|4χ
′
φ3χ
′+χ
′
χ
+ c2(α)
∫
AR
|x|
θχ′
χ
|∆φ|2χ
′
φχ
′+χ
′
χ
+c3(α)
∫
|x|≥R0
|x|
θχ′
χ
−4χ′φ,
(22)
where,
c1(α) =
[k1(α)]
χ′
χ′δ
χ′
1
, c2(α) = [
1
2ǫ2
3
α
]χ
′ 1
χ′δ
χ′
2
,
c3(α) =
λχ
′
C
χ′
1
χ′δ
χ′
3
c4(α) = (1−
δ
χ
1
C2χ
−
δ
χ
2
C2χ
−
δ
χ
3
C2χ
).
Everything that has been said so far, holds for any choice of the positive parameters ǫ1, ǫ2,
ǫ3, δ1, δ2, δ3, therefore, we may assume that they are small enough such that c4(α), k2(α)
and k3(α) are positive, or equivalently, such that all the terms in the l.h.s. of (22) are
nonnegative. Then, letting R →∞ we get from Corollary 4 together with the Monotone
Convergence Theorem, that uq+αa(x) ∈ L1(RN ). Moreover, letting R/rightarrow/infty
in (iii’) and applying Corollary 4, we get that uα+1V (x) ∈ L1(RN ) and this proves (i).
In order to prove (ii) we assume that the positive parameters ǫ1, ǫ2 and ǫ3 are such
that 1 ≥ k3(α) ≥ k2(α) > 0 and are small enough such that everything said until now
remains true. Then, applying (i’) and (ii’) from (20) to (19) we obtain,∫
uq+αa(x)φ + k2(α)
∫
∆u∆(uα)φ ≤∫
uq+αa(x)φ + k3(α)
∫
α(α − 1)uα−2∆u|∇u|2φ+ k2(α)
∫
αuα−1(∆u)φ ≤
k1(α)
[∫
uq+α
|x|θ
φ
] 1
χ
[∫
|x|
θχ′
χ
|∇φ|4χ
′
φ3χ
′+χ
′
χ
] 1
χ′
+
1
2ǫ23α
[∫
uq+α
|x|θ
φ
] 1
χ
[∫
|x|
θχ′
χ
|∆φ|2χ
′
φχ
′+χ
′
χ
] 1
χ′
+λ
∫
u1+αV (x)φ.
(23)
Since the last inequality has only nonnegative terms in the l.h.s., we may let R → +∞
and apply (i) together with the Monotone Convergence Theorem in order to proof that
∆u∆(uα) ∈ L1(RN ) and∫
uq+αa(x) + k2(α)
∫
(∆uα)∆u ≤ λ
∫
uα+1V (x).
This last inequality holds true for any small enough positive value of parameters ǫ2 and
ǫ3. Thus, recalling that k2(α) = [1−
ǫ2
2
2 −
ǫ2
3
2 ], we let ǫ2, ǫ3 → 0 in order to obtain,∫
uq+αa(x) +
∫
(∆uα)∆u ≤ λ
∫
uα+1V (x),
as wanted. ♦
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One last tool is required. Its proof can be found in Theorem 3.9 of [9].
Lemma 9. Let r > 0, u ∈W 2,2 (B2r) be such that u ≥ 0,∆u ≥ 0 a.e. in B2r. Then
||u||L∞(Br) ≤ C
(
−
∫
B2r
u2dx
) 1
2
, (24)
where the constant C does not depend on r.
Now we can prove the main result.
Theorem 10. Let u be a weak subharmonic solution of (1) in the sense of Definition
(7), then u ≡ 0 a.e.
Proof. Choose α > 2 such that q < N−θ+(4−θ)α
N−4 and q+α > 4. If γ =
q+α
2 , it is easy to
check that uγ satisfies the hypothesis of Lemma 9 (see Appendix 5.1 for details) ∀r > 0.
Therefore, we have that,
||uγ ||L∞(B(r)) ≤ C
[
−
∫
B(2r)
u2γ
] 1
2
∀ r > 0,
where C is a constant which does not depend on r. Moreover, from this last inequality it
follows that,
||uγ ||L∞(B(r)) ≤ C
[
1
2NrN
∫
B(2r)
u2γ
] 1
2
= C
[
1
rN−θ
∫
B(2r)
u2γ
rθ
] 1
2
≤ C
[
1
rN−θ
∫
B(2r)
u2γ
|x|θ
] 1
2
,
where C does not depend on r.
Finally, from Lemma 8 we know that uq+αa(x) ∈ L1(RN ). Therefore, (2) implies that
u2γ
|x|θ
∈ L1(Rn), and since N > 4 > θ, we obtain the claim letting r →∞. ♦
4. Appendix
4.1. Local Regularity
In what follows, we review some basic properties of functions inW 2,2loc (R
N )
⋂
L∞(RN ).
For the rest of this section, Ω will be a regular bounded open set of RN .
First of all, we have the following Gagliardo-Nirenberg interpolation inequality.
Theorem 11. Let u ∈ Lp(Ω)
⋂
W 2,r(Ω) with 1 ≤ p ≤ ∞ and 1 ≤ r ≤ ∞. Then
u ∈W 1,q(Ω), where 1
q
= 12
(
1
p
+ 1
r
)
, and
||∇u||Lq ≤ C||u||
1
2
W 2,r
||u||
1
2
Lp .
Proof. See for instance [11]. ♦
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Thanks to this Theorem, it is not hard to show that W 2,2(Ω)
⋂
L∞(Ω) is an alge-
bra. In fact, for any U, V ∈ W 1,2(Ω), there exist sequences of functions Un, Vn ∈
C∞(RN )
⋂
W 2,2(Ω) such that Un → U and Vn → V in W
1,2(Ω) (Theorem 2.3.2 of
[14]), and this allows us to show that,
∂(UV )
xi
= V
∂U
xi
+ U
∂V
xi
for 1 ≤ i ≤ N.
Therefore, if u, v ∈ W 2,2(Ω)
⋂
L∞(Ω), we may apply twice this last equality in order to
get that,
∂(uv)
xi
= v
∂u
xi
+u
∂v
xi
and
∂
∂xi
(
u
∂v
∂xj
)
=
∂u
∂xi
∂v
∂xj
+u
∂2v
∂xi∂xj
for 1 ≤ i, j ≤ N.
(25)
The first equality in (25) clearly implies that uv ∈ W 1,2(Ω) (Thus W 1,2(Ω)
⋂
L∞(Ω) is
an algebra). Also, applying Theorem 11 with p =∞ and r = 2, we get that ∂
∂xi
∈ L4(Ω)
for 1 ≤ i ≤ N , and from an applications of Cauchy Schwartz inequality, it follows that,
∫
Ω
∣∣∣∣ ∂u∂xi
∂v
∂xj
∣∣∣∣
2
≤
[∫
Ω
∣∣∣∣ ∂u∂xi
∣∣∣∣
4
]2 [∫
Ω
∣∣∣∣ ∂v∂xj
∣∣∣∣
4
]2
.
Therefore, we get from the second equality in (25), that uv ∈ W 2,2(Ω)
⋂
L∞(Ω) as
wanted.
We also have the following result concerning the composition of a function in a Sobolev
space with a function in C1(R).
Theorem 12. Let G ∈ C1(R) be such that G(0) = 0 and |G′(s)| ≤ M ∀s ∈ R for
some M > 0. If u ∈ W 1,p(Ω), then, G ◦ u ∈ W 1,p(Ω) and ∂
∂xi
(G ◦ u) = (G′ ◦ u) ∂u
∂xi
.
Proof. See for example Proposition 9.5 of [2]. ♦
This theorem can be used to prove that if u ∈ W 2,2(Ω)
⋂
L∞(Ω) and f ∈ C2(R), then
f(u) ∈W 2,2(Ω)
⋂
L∞(Ω) and,
∂2
∂xi∂xj
f(u) = f ′′(u)
∂u
∂xi
∂u
∂xj
+ f ′(u)
∂2u
∂xi∂xj
. for 1 ≤ i, j ≤ N. (26)
In fact, letting
G(x) =
{
f(x)− f(0) |x| ≤ 2||u||L∞(Ω)
0 |x| > 3||u||L∞(Ω),
such that G ∈ C2(RN ), we apply Theorem 12 in order to get,
∂
∂xi
(
∂f(u)
∂xj
)
=
∂
∂xi
(
f ′(u)
∂u
∂xj
)
for 1 ≤ i ≤ N,
and f ′(u) ∈ W 1,2(Ω). Then, using the fact that ∂u
∂xi
, f ′(u) ∈ W 1,2(Ω) for 1 ≤ i ≤ N ,
we obtain (26).
The result then follows from the fact that f ′(u), f ′′(u) ∈ L∞(Ω).
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