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The simultaneous null solutions of the two complex Hermitian Dirac operators are focused
on in Hermitian Clifford analysis, where the Hermitian Cauchy integral was constructed and
will play an important role in the framework of circulant (2 × 2) matrix functions. Under
this setting we will present the half Dirichlet problem for circulant (2×2) matrix functions
on the unit ball of even dimensional Euclidean space. We will give the unique solution to
it merely by using the Hermitian Cauchy transformation, get the solution to the Dirichlet
problem on the unit ball for circulant (2 × 2) matrix functions and the solution to the
classical Dirichlet problem as the special case, derive a decomposition of the Poisson kernel
for matrix Laplace operator, and further obtain the decomposition theorems of solution
space to the Dirichlet problem for circulant (2× 2) matrix functions.
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1. Introduction
Orthogonal Clifford analysis is a higher dimensional function theory offering both a generation of complex analysis in the
plane and a reﬁnement of classical harmonic analysis. The theory is centered around the concept of monogenic functions,
i.e. null solutions of the ﬁrst order vector-valued rotation invariant differential operator, called Dirac operator (see e.g.
[1–4,14,18–21,27]). Under this setting, the half Dirichlet problems on the unit ball, on the upper half space and on Lipschitz
surface of higher Euclidean space were considered by Delanghe, Sommen, Tao Qian, Mitrea and so on (see [15–17]). In
[15,16], using the methods of orthogonal Clifford analysis, the solutions to the well-known Dirichlet problems (see e.g.
[24,25]) were also gotten.
More recently, offering yet a reﬁnement of the orthogonal case, Hermitian Clifford analysis in references e.g. [6–13]
emerged as a new and successful branch of Clifford analysis. It focuses on the simultaneous null solutions of the two
complex Hermitian Dirac operators, which are invariant under the action of the unitary group and were ﬁrst studied in
references e.g. [6,7]. The Cauchy integral formula for Hermitian monogenic functions deﬁned in even dimensional Euclidean
space taking values in the complex Clifford algebra C2n was constructed in the framework of circulant (2× 2) matrix func-
tions, and at the same time the intimate relationship with holomorphic function theory of several complex variables (see
references e.g. [23,22]) was established by Brackx, De Schepper, Sommen and so on (see [11]). The new Hilbert-like matrix
operator was revealed by the non-tangential boundary limits of Hermitian Cauchy type integral and analogues of character-
istic properties of the matrix Hilbert transform in classical analysis and orthogonal Clifford analysis were given in [10]. The
Hermitian Cauchy type integral and the related decomposition problems of continuous functions were discussed in [12,13].
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However up to the present, as far as we know, it has not been studied. In this paper, based on [10–13,15–17], we will
consider the half Dirichlet problem for circulant (2×2) matrix functions on the unit ball in the setting of Hermitian Clifford
analysis. We will obtain the unique solution to it, and get the solution to the Dirichlet problem for circulant (2× 2) matrix
functions on the unit ball and the solution to the well-known Dirichlet problem by means of Hermitian Clifford analysis. As
the special cases of it, we also give the solutions to the Dirichlet problems for analytic functions of one complex variable
and for holomorphic functions of several complex variables respectively. Furthermore, we will derive a decomposition of
the Poisson kernel of matrix Laplace operator, and obtain the decomposition theorems of solution space to the Dirichlet
problem for circulant (2× 2) matrix functions.
The paper is organized as follows. In Section 2, we recall some basic facts about Clifford algebras and Hermitian Clifford
analysis which will be needed in the sequel. In Section 3, we will present and study the half Dirichlet problem for circulant
(2 × 2) matrix functions on the unit ball, obtain the unique solution to it by merely using the Hermitian Cauchy transfor-
mation, and get the solution to the Dirichlet problem for circulant (2×2) matrix functions on the unit ball and the solution
to the well-known Dirichlet problem by means of Hermitian Clifford analysis. As the special case, we also give the solution
to the classical Dirichlet problem for analytic functions of one complex variable and for holomorphic functions of several
complex variables respectively. In the last section we will derive a decomposition of the Poisson kernel of matrix Laplace
operator, and obtain the decomposition theorems of solution space to the Dirichlet problems for circulant (2 × 2) matrix
functions.
2. Preliminaries and notations
In this section we recall some basic facts about Clifford algebras and Hermitian Clifford analysis which will be needed in
the sequel. More details can be also seen in references e.g. [1–5,14,18–21,27,6–13].
Let {e1, e2, . . . , em} be an orthogonal basis of the Euclidean space Rm , let Rm be endowed with a non-degenerate
quadratic form of signature (0,m) and let R0,m be the 2n-dimensional real Clifford algebra constructed over Rm with basis{
eA: A= {h1, . . . ,hr} ∈ PN , 1 h1 < hr m
}
,
where N stands for the set {1,2, . . . ,m} and PN denotes the family of all order-preserving subsets of N . We denote e∅ as
e0 and eA as eh1···hr for A= {h1, . . . ,hr} ∈PN . The product in R0,m is deﬁned by⎧⎨⎩
eAeB = (−1)N(A∩B)(−1)P (A,B)eAB, ifA,B ∈ PN ,
λμ =
∑
A,B∈PN
λAμBeAeB, if λ =
∑
A∈PN
λAeA, μ =
∑
B∈PN
μBeB,
where N(A) is the cardinal number of the set A, and P (A,B) =∑ j∈B P (A, j), with P (A, j) = N(Z) and Z = {i: i ∈A,
i > j}. It follows e0 is the identity element, now written as 1 and that in particular⎧⎨⎩
e2i = −1, if i = 1,2, . . . ,m,
eie j + e jei = 0, if 1 i < j m,
eh1eh2 · · · ehr = eh1h2···hr , if 1 h1 < h2 < · · · < hr m.
Thus the real Clifford algebra R0,m is a real linear, associative, but non-commutative algebra.
Any Clifford number a in R0,m may thus be written as a =∑N(A)=k aAeA , aA ∈ R, or still as a =∑N(A)=k[a]k , where[a]k =∑N(A)=k eA[a]A is the so-called k-vector part of a (k = 0,1,2, . . . ,m). The Euclidean space Rm is embedded in R0,m
by identifying (x1, x2, . . . , xm) with the Clifford vector X given by
X =
m∑
j=1
e jx j .
The conjugation in R0,m is deﬁned as follows:
a¯ =
∑
A
aAe¯A, e¯A = (−1) k(k+1)2 eA, N(A) = k, aA ∈ R,
and hence
ab = b¯a¯, for arbitrary a,b ∈ R0,m.
Note that the square of a vector X is scalar-valued and equals the norm squared up to a minus sign X2 = −〈X, X〉 = −|X|2.
The dual of the vector X is the vector-valued ﬁrst order differential operator
∂X =
m∑
e j∂x j
j=1
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a notion which is the higher dimensional counterpart or holomorphy in the complex plane. As the Dirac operator factor-
izes the Laplacian, m = −∂2X , monogenicity can be regarded as a reﬁnement of harmonicity. We refer to this setting as
the orthogonal case, since the fundamental group leaving the Dirac operator ∂X invariant is the special orthogonal group
SO(m;R), which is doubly covered by the Spin(m) group of the Clifford algebra R0,m . For this reason, the Dirac operator is
called a rotation invariant operator.
When allowing for complex constants and moreover taking the dimension to be even, say m = 2n, the same set of
generators as above, {e1, e2, . . . , e2n}, still satisfying the above deﬁning relation, may in fact also product the complex Clifford
algebra C2n . As C2n is the complexiﬁcation of the real Clifford algebra R0,2n , i.e. C2n = R0,2n ⊕ iR0,2n , any complex Clifford
number λ ∈ C2n may be written as λ = a+ ib, a,b ∈ R0,2n , leading to the Hermitian conjugation λ† = (a+ ib)† = a¯− ib¯, where
the bar denotes the usual Clifford conjugation in R0,2n , i.e. the main anti-involution for which e¯ j = −e j , j = 1,2, . . . ,2n.
This Hermitian conjugation leads to a Hermitian inner product and its associated norm on C2n given by (λ,μ) = [λ†μ]0
and |λ| =
√
[λ†λ]0 = (∑A |λA|2) 12 . The above framework will be referred to as the Hermitian Clifford analysis, as opposed
to the traditional orthogonal Clifford one. Hermitian Clifford analysis then focuses on the simultaneous null solutions of two
Hermitian Dirac operators ∂Z and ∂Z † , introduced as follows.
One of the ways for introducing Hermitian Clifford analysis is by considering the complex Clifford algebra C2n and a
so-called complex structure on it, i.e. an SO(2n,R)-element J for which J2 = −1 (see e.g. [6–9]). More speciﬁcally, J is
chosen to act upon the generators e1, e2, . . . , e2n of the Clifford algebra as
J [e j] = −en+ j and J [en+ j] = e j, j = 1,2, . . . ,n.
Let us recall that the main objects of the Hermitian setting are then conceptually obtained by considering the projection
operators 12 (1 ± i J ) and letting them act on the corresponding protagonists of the orthogonal framework. First of all, the
so-called Witt basis elements { f j, f †j | j = 1,2, . . . ,n} for the complex Clifford algebra C2n are obtained through the action
of 12 (1± i J ) on the orthogonal basis elements e j:
f j = 12 (1+ i J )[e j] =
1
2
(e j − ien+ j), j = 1,2, . . . ,n,
f †j = −
1
2
(1− i J )[e j] = −12 (e j + ien+ j), j = 1,2, . . . ,n.
These Witt basis elements satisfy the Grassmann identities
f j fk + fk f j = f †j f †k + f †k f †j = 0, j,k = 1,2, . . . ,n,
and the duality identities
f j f
†
k + f †k f j = δ jk, j,k = 1,2, . . . ,n.
Next we identify a vector X = (X1, X2, . . . , X2n) = (x1, x2, . . . , xn, y1, . . . , yn) in R2n with the Clifford vector X =∑n
j=1(e jx j + en+ j y j) and we denote by X | the action of the complex structure J on X , i.e.
X | = J [X] =
n∑
j=1
(e j y j − en+ jx j).
Note that the vectors X and X | are orthogonal w.r.t. the standard Euclidean scalar product, which implies that the Clifford
vectors X and X| are anti-commutative. The Hermitian Clifford variables Z and Z † then arise through the action of the
projection operators on the standard Clifford vector X :
Z = 1
2
(1+ i J )[X] = 1
2
(X + i X |),
Z † = −1
2
(1− i J )[X] = −1
2
(X − i X |).
They can be rewritten in terms of the Witt basis elements as
Z =
n∑
j=1
f j z j and Z
† = (Z)† =
n∑
j=1
f †j z
c
j,
where n complex variables z j = x j + iy j have been introduced, with complex conjugates zcj = x j − iy j , j = 1,2, . . . ,n. Finally,
the Hermitian Dirac operators ∂Z and ∂Z † are derived out of the orthogonal Dirac operator ∂X :
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1
4
(1+ i J )[∂X ] = 1
4
(∂X + i∂X |),
∂Z = −1
4
(1− i J )[∂X ] = −1
4
(∂X − i∂X|),
where we have introduced
∂X | = J [∂X ] =
n∑
j=1
(e j∂y j − en+ j∂x j ).
In terms of the Witt basis elements, the Hermitian Dirac operators are expressed as
∂Z =
n∑
j=1
f †j ∂z j and ∂Z † = (∂Z )† =
n∑
j=1
f j∂zcj ,
involving the classical Cauchy–Riemann operators ∂z j = 12 (∂x j − i∂y j ) and their complex conjugates ∂zcj = 12 (∂x j + i∂y j ) in the
complex z j-planes, j = 1,2, . . . ,n.
The Hermitian Dirac operators ∂Z and ∂Z † are invariant under the action of a realization, denoted U˜ (n), of the unitary
group in terms of the Clifford algebras (see e.g. [6,7]). The group U˜ (n) ⊂ Spin(2n) is given by
U˜ (n) = {s ∈ Spin(2n) ∣∣ ∃θ  0: s˜ I = e−iθ I}
its deﬁnition involving the self-adjoint primitive idempotent I = I1 I2 · · · In , with I j = f j f †j = 12 (1− ie jen+ j), j = 1,2, . . . ,n.
Finally observe for further use that the Hermitian vector variables and Dirac operators are isotropic, i.e.
(Z)2 = (Z †)2 = 0 and (∂Z )2 = (∂Z †)2 = 0.
Whence the Laplacian 2n = −∂2X = −∂2X | allows the decomposition
2n = 4(∂Z∂Z † + ∂Z †∂Z )
and one also has that
Z Z † + Z † Z = |Z |2 = ∣∣Z †∣∣2 = |X |2 = |X ||2.
For further use, we introduce the Hermitian oriented surface elements dσZ and dσZ † as follows
ε(Z) = 2
w2n
Z
|Z |2n and ε
†(Z) = 2
w2n
Z †
|Z |2n ,
dσZ =
n∑
j=1
f †j d̂z j and dσZ † =
n∑
j=1
f j d̂zcj .
Explicitly,
dσZ = −1
4
(−1) n(n+1)2 (2i)n(dσX − idσX |),
dσZ † = −
1
4
(−1) n(n+1)2 (2i)n(dσX + idσX |),
ε = −(E + iE|), ε† = (E − iE|),
where dσX denotes the vector-valued oriented surface element and dσX | = J [dσX ]. They are explicitly given by means of
the following differential forms of order 2n − 1
dσX =
n∑
j=1
(
e j(−1) j−1 d̂x j + en+ j(−1)n+ j−1 d̂y j
)
,
dσX | =
n∑
j=1
(
e j(−1)n+ j−1 d̂y j + en+ j(−1) j d̂x j
)
,
with
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d̂y j = dx1 ∧ · · · ∧ dxn ∧ dy1 ∧ · · · ∧ dy j−1 ∧ dy j+1 ∧ · · · ∧ dyn.
In this context the functions taking C2n-valued deﬁned on an open subregion Ω of R2n will be considered. The continu-
ity, continuously differentiability, Lp (1 < p < +∞)-integral and so on of the function f =∑A fAeA : Ω(⊂ R2n) → C2n
with fA : Ω(⊂ R2n) → C, the space of which are denoted respectively by C (Ω,C2n), C 1(Ω,C2n), Lp(Ω,C2n) and so on,
are ascribed to each component fA which is respectively continuous, continuously differential, Lp-integrable and so on.
A function f (X) deﬁned and differentiable in an open subregion Ω of R2n with its boundary ∂Ω and taking values in C2n
is called (left) monogenic in Ω if ∂X f (X) = 0.
Deﬁnition 2.1. The function f (X) : ∂Ω(⊂ R2n) → C2n is said to be Hölder continuous if and only if there are constants
M > 0 and 0 < μ 1 satisfying for arbitrary X, Y ∈ ∂Ω ,∣∣ f (X) − f (Y )∣∣ M|X − Y |μ.
We denote the set of all Hölder continuous functions on ∂Ω as Hμ(∂Ω,C2n).
We introduce the particular circulant (2× 2) matrices
D(Z ,Z †) =
(
∂Z ∂Z †
∂Z † ∂Z
)
, (D(Z ,Z †))
† =
(
∂Z † ∂Z
∂Z ∂Z †
)
, E =
(
ε ε†
ε† ε
)
and δ =
(
δ 0
0 δ
)
,
then D(Z ,Z †)E = δ(Z), i.e. E is the fundamental solution of D(Z ,Z †) (see e.g. [6–9]).
In the same setting of circulant (2×2) matrices, we consider the functions L1, L2, L ∈ C 1(Ω,C2n) and the corresponding
circulant (2× 2) matrix functions in the following
L12 =
(
L1 L2
L2 L1
)
and L0 =
(
L 0
0 L
)
.
In the following context all operations of matrices such as addition and multiplication keep to the operation rules of usual
numerical matrices.
Deﬁnition 2.2. Suppose that L12(L0) ∈ C 1(Ω,C2n) which means that each entry of L12(L0) belongs to C 1(Ω,C2n). L12(L0)
is called as (left) H-monogenic if and only if it satisﬁes the following system
D(Z ,Z †)L12 = 0 (D(Z ,Z †)L0 = 0),
where 0 denotes the matrix with zero entries. Similarly, it is obvious in the following that L12(L0) ∈ C (∂Ω,C2n),
Hμ(∂Ω,C2n),Lp(∂Ω,C2n) (1 < p < +∞) and so on which mean each entry of L12(L0) belongs to C (∂Ω,C2n),
Hμ(∂Ω,C2n), Lp(∂Ω,C2n) and so on.
In the following we introduce
V = 1
2
(Y + iY |), V † = −1
2
(Y − iY |),
dV (Z ,Z †) =
(
dz1 ∧ dzc1
)∧ (dz2 ∧ dzc2)∧ · · · ∧ (dzn ∧ dzcn),
where dV (Z ,Z †) denotes the Hermitian volume element.
For the functions Li ∈ Lp(∂Ω,C2n) (1 < p < +∞, i = 1,2), we deﬁne the orthogonal Cauchy type integrals as follows
C[Li](Y ) (C∂Ω Li)(Y ) =
∫
∂Ω
E(X − Y )dσX Li(X), Y /∈ ∂Ω,
C|[Li](Y ) (C|∂Ω Li)(Y ) =
∫
∂Ω
E|(X − Y )dσX |Li(X), Y /∈ ∂Ω,
which are well deﬁned (see references e.g. [3]), where E(X) = 1w2n
X
|X |2n , E|(X) = 1w2n
X |
|X |2n and dσX , dσX | as above. Then for
Y /∈ ∂Ω , ∂Y C[Li](Y ) = 0, ∂Y |C|[Li](Y ) = 0 (i = 1,2).
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CL12
]
(Y ) =
∫
∂Ω
E(Z − V )dΣ(Z ,Z †)L12(X), Y /∈ ∂Ω, (1)
[CL0](Y ) =
∫
∂Ω
E(Z − V )dΣ(Z ,Z †)L0(X), Y /∈ ∂Ω, (2)
where
dΣ(Z ,Z †) =
(
dσZ −dσZ †−dσZ † dσZ
)
with dσZ and dσZ † as above.
Lemma 2.1. Suppose that Ω is a 2n-dimensional compact differentiable and oriented manifold contained in some open subset of R2n
with smooth boundary ∂Ω . The functions [CL12](X) and [CL0](X) are deﬁned similarly to [CL12](Y ) and [CL0](Y ) as above. If the
functions L12(X),L0(X) ∈ Lp(∂Ω,C2n) (1 < p < +∞), then
(i) for arbitrary X ∈ R2n \ ∂Ω, D(Z ,Z †)L12(X) = 0, D(Z ,Z †)L0(X) = 0,
i.e. L12(X), L0(X) are both H-monogenic,
(ii)
[
CL12
]±
(T ) lim
Ω±X→T
[
CL12
]
(X) = (−1) n(n+1)2 (2i)n 1
2
(±L12(T ) + [HL12](T )), T ∈ ∂Ω,
[CL0]±(T ) lim
Ω±X→T
[CL0](X) = (−1) n(n+1)2 (2i)n 1
2
(±L0(T ) + [HL0](T )), T ∈ ∂Ω,
(iii)
[
CL12
]±
(T ) ∈ Lp(∂Ω,C2n)
([CL0]±(T ) ∈ Lp(∂Ω,C2n)),
where the limits of (ii)mean the non-tangential limits and it is the same in this context,
H= 1
2
( H+H| −H+H|
−H+H| H+H|
)
,
and
[H f ](T ) = p.v.2
∫
∂Ω
E(Y − T )dσY f (Y ), T ∈ ∂Ω,
[H| f ](T ) = p.v.2
∫
∂Ω
E|(Y − T )dσY | f (Y ), T ∈ ∂Ω,
which are both Cauchy principle value integrals in the sense of Lp (1 < p < +∞). When the variables are omitted without confusion
and ambiguity, for convenience [H f ](T ), [H| f ](T ) are for short ofH f ,H| f respectively and it is similar in the following context.
Proof. For p = 2, the results were also obtained in reference [10]. For 1 < p < +∞, p = 2, following the same argument
contained in references e.g. [10,11], the results of Lemma 2.1 still hold.
In fact (i), since ∂XC[Li](X) = 0, ∂X |C|[Li](X) = 0 (i = 1,2) for arbitrary X ∈ R2n \ ∂Ω , where C[Li](X), C|[Li](X) are
deﬁned similarly to C[Li](Y ), C|[Li](Y ) as above, then
D(Z ,Z †)L12(X) = 0, D(Z ,Z †)L0(X) = 0, i.e. L12(X), L0(X) are both H-monogenic.
(ii) From references e.g. [30,29,28], the boundedness of the Hilbert transforms [H f ](T ) and [H| f ](T ) in Lp(∂Ω,C2n) fol-
lows, which derive the corresponding Plemelj–Sokhotzki formulas for f (X) ∈ Lp(∂Ω,C2n) (also see e.g. [29,16]). The results
of (ii), (iii) of Lemma 2.1 follow. 
Remark 2.1. The cases p = 1 and p = +∞ require more delicate analysis that will be considered in the forthcoming paper.
Remark 2.2. For the functions [CL12](X), [CL0](X) ∈ Hμ(∂Ω,C2n), the related results analogous to Lemma 2.1 can be also
seen in references e.g. [12,13].
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In this section we will present and consider the half Dirichlet problem for circulant (2 × 2) matrix functions on the
unit ball in Hermitian Clifford analysis, get the unique solution to it, and give the solution to the Dirichlet problem for
circulant (2 × 2) matrix functions and the solution to the well-known Dirichlet problem by the way of Hermitian Clifford
analysis. As the special cases, the solutions to the classical Dirichlet problems for analytic functions of one complex variable
and for holomorphic functions of several complex variables can be given respectively by the way of Hermitian Clifford
analysis.
In the sequel we denote the open unit ball centered at the origin by B(1) whose closure is B(1), its boundary by S2n−1
and the open ball centered at the origin with the radius r (r > 0) by B(r). We introduce the following functions
α(X) = 1
2
(1+ i X), β(X) = 1
2
(1− i X), X ∈ R2n,
α|(X) = 1
2
(1+ i X |), β|(X) = 1
2
(1− i X |), X ∈ R2n.
By directly calculating, it is easy to obtain the lemma as follows.
Lemma 3.1. Suppose the functions α(X), α|(X) and β(X), β|(X) as above. Then
(i) α(X)β(X) = α|(X)β|(X) = 1− |X |
2
4
, (3)
(ii) α(X) = α†(X), β(X) = β†(X),
(iii) α|(X) = α|†(X), β|(X) = β|†(X),
(iv) α(X) + β(X) = 1. (4)
Especially when X|S2n−1 = W , then
(v) α2(W ) = α(W ), β2(W ) = β|(W ), (5)
(vi) α|2(W ) = α|(W ), β|2(W ) = β(W ). (6)
Related results can be also found in [15,16] or monographs on Fourier analysis elsewhere.
In what follows we introduce matrix functions
α = 1
2
(
α + α| −α + α|
−α + α| α + α|
)
, β = 1
2
(
β + β| −β + β|
−β + β| β + β|
)
,
where α, β , α|, β| are for short of α(X), β(X), α|(X), β|(X). In the following context when without confusion and ambi-
guity, the independent variables of considered functions are omitted.
Making use of the above Lemma 3.1 and directly calculating of the matrix functions, we get the following lemma.
Lemma 3.2. Suppose the functions α and β as above. Then
(i) αβ = 1− |X |
2
4
1, (7)
(ii) α = α†, β = β†,
(iii) α + β = 1, (8)
where 1 denotes (2× 2) identity matrix.
Particularly, when X|S2n−1 = W , then
α2 = α, β2 = β, αβ = 0. (9)
The half Dirichlet problems with respect to the matrix functions α and β are formulated as follows.
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(i)
{
D(Z ,Z †)L12(X) = 0, X ∈ B(1),
αL12(W ) = αG12(W ), W ∈ S2n−1,
(ii)
{
D(Z ,Z †)L12(X) = 0, X ∈ B(1),
βL12(W ) = βG12(W ), W ∈ S2n−1,
where the matrix function G12 =
( G1 G2
G2 G1
)
is deﬁned similarly to L12.
Theorem 3.1. For the above half Dirichlet problems (i) and (ii) there exist respectively the unique solutions. Moreover, the solutions to
(i) and to (ii) are given respectively as follows
L12(X)α 
[
C2αG12
]
(X) =
∫
S2n−1
E(V − Z)dΣ(Z ,Z †) 2αG˜12(Y ), X ∈ B(1), (10)
L12(X)β 
[
C2βG12
]
(X) =
∫
S2n−1
E(V − Z)dΣ(Z ,Z †) 2βG˜12(Y ), X ∈ B(1), (11)
where G˜12 = (−1)
n(n+1)
2 (2i)−nG12 and the referred singular integrals in the terms of (10) and (11), called the Hermitian Cauchy trans-
formations of matrix functions 2αG˜12 and 2βG˜12 , exist in the sense of Cauchy principal value as above.
Proof. When X ∈ B(1), by means of (i) in Lemma 2.1, we get D(Z ,Z †)L12(X)α = 0 and D(Z ,Z †)L12(X)β = 0. It is suﬃcient to
consider the problem (i). Similarly to the problem (ii). In the following we will prove that L12(X)α satisﬁes the corresponding
boundary condition for arbitrary W ∈ S2n−1. Write X = rW , W ∈ S2n−1 (0 < r < 1). Let
L12(W ) = lim
r→1−
L12(rW )α, W ∈ S2n−1.
According to (iii) in Lemma 2.1, L12(W ) belongs to Lp(S2n−1,C2n). So αL12(W ) belongs to Lp(S2n−1,C2n). By means of (ii)
in Lemma 2.1, we get
L12(W ) = αG12(W ) +
[
HαG12
]
(W ).
Then making use of Lemma 3.2, we have
lim
r→1−
αL12(rW )α = α2G12(W ) + α
[
HαG12
]
(W ) = αG12(W ) + α
[
HαG12
]
(W ), (12)
where
α
[
HαG12
]
(W )
= 1
2
(
αHαG1 + α|H|α|G1 + α|H|α|G2 − αHαG2 αHαG2 + α|H|α|G2 + α|H|α|G1 − αHαG1
α|H|α|G1 − αHαG1 + αHαG2 + α|H|α|G2 α|H|α|G2 − αHαG2 + αHαG1 + α|H|α|G1
)
.
On the other hand,
αHαGi = p.v.2(1+ iW )
∫
S2n−1
E(ζ − W )ζ (1+ iζ )Gi(ζ )dSζ
= p.v. 2
w2n
(1+ iW )
∫
S2n−1
W − ζ
|W − ζ |2n ζ (1+ iζ )Gi(ζ )dSζ (i = 1,2),
α|H|α|Gi = p.v.2(1+ iW |)
∫
S2n−1
E(ζ | − W |)ζ (1+ iζ |)Gi(ζ )dSζ
= p.v. 2
w2n
(1+ iW |)
∫
2n−1
W | − ζ |
|W − ζ |2n ζ |(1+ iζ |)Gi(ζ )dSζ (i = 1,2).S
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(1+ iW )(W − ζ )ζ (1+ iζ ) = 0,
(1+ iW |)(W | − ζ |)ζ |(1+ iζ |) = 0.
Hence
α
[
HαG12
]
(W ) = 0, W ∈ S2n−1,
i.e. lim
r→1−
αL12(rW )α = αG12(W ), W ∈ S2n−1. (13)
Suppose that U12 and V12 are both solutions of the problem (i), where the matrix functions U12 and V12 are deﬁned similarly
to L12. Putting T 12 = U12 − V12 , we have{
D(Z ,Z †)T 12 (X) = 0, X ∈ B(1),
αT 12 (W ) = 0, W ∈ S2n−1.
(∗)
Since
D(Z ,Z †) =
(
∂Z ∂Z †
∂Z † ∂Z
)
with 4(D(Z ,Z †))(D(Z ,Z †))
† =
(
2n 0
0 2n
)
,
then ⎧⎪⎪⎨⎪⎪⎩
∂Z † T1 + ∂Z T2 = 0, X ∈ B(1),
∂Z † T2 + ∂Z T1 = 0, X ∈ B(1),
α(T1 − T2) = 0, W ∈ S2n−1,
α|(T1 + T2) = 0, W ∈ S2n−1.
As ∂Z † = 14 (∂X + i∂X |), ∂Z = − 14 (∂X − i∂X |),2n = −∂2X = −∂2X | , then we get{
∂X (T1 − T2) = 0, X ∈ B(1),
∂X |(T1 + T2) = 0, X ∈ B(1), and
{
2n(T1 − T2) = 0, X ∈ B(1),
2n(T1 + T2) = 0, X ∈ B(1).
Therefore, by directly calculating, we have
2n
[
X(T1 − T2)
]= 0, X ∈ B(1),
2n
[
X |(T1 + T2)
]= 0, X ∈ B(1).
Hence we get⎧⎪⎪⎪⎨⎪⎪⎪⎩
2n
[
α(T1 − T2)
]= 0, X ∈ B(1),
α(T1 − T2) = 0, W ∈ S2n−1, (iii)
2n
[
α|(T1 + T2)
]= 0, X ∈ B(1),
α|(T1 + T2) = 0, W ∈ S2n−1. (iv)
Associating the maximum principle for classical harmonic functions (see [24,25]) on B(1) with (iii) and (iv) respectively, we
have {
α
(
T1(X) − T2(X)
)≡ 0, X ∈ B(1),
α|(T1(X) + T2(X))≡ 0, X ∈ B(1).
Making use of the term (3), we get⎧⎪⎪⎨⎪⎪⎩
βα
(
T1(X) − T2(X)
)= 1− |X |2
4
(
T1(X) − T2(X)
)≡ 0, X ∈ B(1),
β|α|(T1(X) + T2(X))= 1− |X |2
4
(
T1(X) + T2(X)
)≡ 0, X ∈ B(1).
Therefore{
T1(X) − T2(X) ≡ 0, X ∈ B(1),
T (X) + T (X) ≡ 0, X ∈ B(1),1 2
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T1(X) ≡ 0, T2(X) ≡ 0, X ∈ B(1).
So the solution of the problem (i) is unique. The proof of the result is completed. 
As a corollary, we get the solution to the Dirichlet problem for circulant (2× 2) matrix functions.
Corollary 3.1 (Dirichlet problem). Given the boundary data G12 ∈ Lp(S2n−1,C2n), ﬁnd the functionK12 such that
(v)
{
K12(X) = 0, X ∈ B(1),
K12(W ) = G12(W ), W ∈ S2n−1
⇔ (vi)
⎧⎪⎪⎨⎪⎪⎩
2nK1(X) = 0, X ∈ B(1),
K1(W ) = G1(W ), W ∈ S2n−1,
2nK2(X) = 0, X ∈ B(1),
K2(W ) = G2(W ), W ∈ S2n−1,
where G12 as above andK12 =
( K1 K2
K2 K1
)
is deﬁned similarly to L12 .
Then to the above Dirichlet problem (v) there exists a unique solution. Moreover, the solution is given by
K12(X) = αL12(X)α + βL12(X)β, X ∈ B(1), (14)
where α,β,L12(X)α,L12(X)β as above.
Proof. Since for arbitrary X ∈ B(1),
L12(X)α 
[
C2αG12
]
(X) =
∫
S2n−1
E(V − Z)dΣ(Z ,Z †) 2αG˜12(Y ), (15)
L12(X)β 
[
C2βG12
]
(X) =
∫
S2n−1
E(V − Z)dΣ(Z ,Z †) 2βG˜12(Y ), (16)
where G˜12 = (−1)n(n+1)2 (2i)−nG12 =
( G˜1 G˜2
G˜2 G˜1
)
.
As ∂X (C[G˜ i](X)) = 0, ∂X |(C|[G˜ i](X|)) = 0 (i = 1,2), then C[G˜ i](X), C|[G˜ i](X|), X(C[G˜ i](X)) and X|(C|[G˜ i](X|)) (i = 1,2)
are harmonic (see for instance [5] or by direct calculation) where C[G˜ i](X), C|[G˜ i](X|) are similarly deﬁned to C[Li](Y ),
C|[Li](Y |) as above, and are denoted by C[G˜ i], C|[G˜ i], for convenience, without confusion in the following.
Associating the orthogonal Cauchy transformations with the Hermitian Cauchy transformations (1) and (2), we get
L12(X)α =
1
2
[( C[G˜1 − G˜2] −C[G˜1 − G˜2]
−C[G˜1 − G˜2] C[G˜1 − G˜2]
)
+
(C|[G˜1 + G˜2] C|[G˜1 + G˜2]
C|[G˜1 + G˜2] C|[G˜1 + G˜2]
)]
.
Since
α
( C[G˜1 − G˜2] −C[G˜1 − G˜2]
−C[G˜1 − G˜2] C[G˜1 − G˜2]
)
=
(
αC[G˜1 − G˜2] −αC[G˜1 − G˜2]
−αC[G˜1 − G˜2] αC[G˜1 − G˜2]
)
,
and
α
(C|[G˜1 + G˜2] C|[G˜1 + G˜2]
C|[G˜1 + G˜2] C|[G˜1 + G˜2]
)
=
(
α|C|[G˜1 + G˜2] α|C|[G˜1 + G˜2]
α|C|[G˜1 + G˜2] α|C|[G˜1 + G˜2]
)
,
then
αL12(X)α =
1
2
[(
αC[G˜1 − G˜2] −αC[G˜1 − G˜2]
−αC[G˜1 − G˜2] αC[G˜1 − G˜2]
)
+
(
α|C|[G˜1 + G˜2] α|C|[G˜1 + G˜2]
α|C|[G˜1 + G˜2] α|C|[G˜1 + G˜2]
)]
.
Therefore, we obtain

[(
αC[G˜1 − G˜2] −αC[G˜1 − G˜2]
−αC[G˜1 − G˜2] αC[G˜1 − G˜2]
)
+
(
α|C|[G˜1 + G˜2] α|C|[G˜1 + G˜2]
α|C|[G˜1 + G˜2] α|C|[G˜1 + G˜2]
)]
= 0,
i.e.

[
αL1(X)α
]= 0.2
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
[
βL12(X)β
]= 0.
So we get
K12(X) = 
[
αL12(X)α + βL12(X)β
]= 0, X ∈ B(1).
Moreover, associating the term of (13) with the term of (8), for arbitrary W ∈ S2n−1, we have
K12(W ) = lim
r→1−
K12(rW ) = lim
r→1−
(
αL12(rW )α + βL12(rW )β
)= αG12(W ) + βG12(W ) = G12(W ).
The proof of the result is completed. 
Remark 3.1. The solutions to the above half Dirichlet problems (i) and (ii) respectively give rise to the solution to the
Dirichlet problem (v) for circulant (2 × 2) matrix functions. That is, the solution to the Dirichlet problem for circulant
(2× 2) matrix functions is given by the way of Hermitian Cauchy transformation merely.
Problem II. Given the boundary data G0 ∈ Lp(S2n−1,C2n), ﬁnd the function L0 such that
(vii)
{
D(Z ,Z †)L0(X) = 0, X ∈ B(1),
αL0(W ) = αG0(W ), W ∈ S2n−1,
(viii)
{D(Z ,Z †)L0(X) = 0, X ∈ B(1),
βL0(W ) = βG0(W ), W ∈ S2n−1,
where G0 =
( G 0
0 G
)
is deﬁned similarly to L0.
Remark 3.2. Let S = C2n I  Cn I denote the spinor space and S =⊕nj=1 S j =⊕nj=1(C∧†n)( j) I , where (C∧†n)( j) is the Grass-
mann algebra generated by the Witt basis elements { f †1 , f †2 , . . . , f †n } and S j = (C∧†n)( j) I ( j = 0,1,2, . . . ,n) consists of
j-vectors from (C∧†n)( j) multiplied by the primitive idempotent I as in Section 2 (see references e.g. [6–8,10]). When L,
G as above only take values in the homogeneous n-space of spinor space Sn , i.e.
L(z1, z2, . . . , zn) = ln(z1, z2, . . . , zn) f †1 f †2 · · · f †n I,
G(z1, z2, . . . , zn) = gn(z1, z2, . . . , zn) f †1 f †2 · · · f †n I,
where ln , gn are both complex-valued functions deﬁned in R2n ∼= Cn , ∂zcj as in Section 2, then(
∂Z L ∂Z † L
∂Z † L ∂Z L
)
=
(∑n
j=1 ∂z j ln f
†
j f
†
1 f
†
2 · · · f †n I
∑n
j=1 ∂zcj ln f j f
†
1 f
†
2 · · · f †n I∑n
j=1 ∂zcj ln f j f
†
1 f
†
2 · · · f †n I
∑n
j=1 ∂z j ln f
†
j f
†
1 f
†
2 · · · f †n I
)
= 0.
Making use of the property of Witt basis, we have
∂zcj
ln = 0 ( j = 1,2, . . . ,n).
Associating (vii) and (viii) with the above term, we get{
∂zcj
ln = 0 ( j = 1,2, . . . ,n), (z1, z2, . . . , zn) ∈ B(1) ⊂ Cn,
ln = gn (z1, z2, . . . , zn) ∈ S2n−1 ⊂ Cn,
which exactly corresponds to the classical Dirichlet condition for holomorphic functions of several complex variables. Fur-
ther, when j = 1 is considered, it reduces to the case as follows{
∂zc1
ln = 0, z1 ∈ b(1) =
{
z1 ∈ C
∣∣ |z1| < 1},
ln = gn, z1 ∈ ∂b =
{
z1 ∈ C
∣∣ |z1| = 1}.
This implies that the classical Dirichlet problems for analytic functions of one complex variable and holomorphic functions
of several complex variables (see e.g. [26,23]) can be solved by means of Hermitian Clifford analysis.
As the special cases of Theorem 3.1, we directly give the solutions to the above Dirichlet problems (vii) and (viii).
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respectively given as follows
L0(X)α  [C2αG0](X) =
∫
S2n−1
E(V − Z)dΣ(Z ,Z †) 2αG˜0(Y ), X ∈ B(1), (17)
L0(X)β  [C2βG0](X) =
∫
S2n−1
E(V − Z)dΣ(Z ,Z †) 2βG˜0(Y ), X ∈ B(1), (18)
where G˜0 = (−1) n(n+1)2 (2i)−nG0 and the referred singular integrals in the terms of (17) and (18), called the Hermitian Cauchy trans-
formations of matrix functions 2αG˜0 and 2βG˜0 , exist in the sense of the Cauchy principal value as above.
Corollary 3.2 (Classical Dirichlet problem). Given the boundary data G0 ∈ Lp(S2n−1,C2n) as above, ﬁnd the functionK0 , whereK0 is
deﬁned similarly to L0 as above, such that
(ix)
{
K0(X) = 0, X ∈ B(1),
K0(W ) = G0(W ), W ∈ S2n−1 ⇔ (x)
{
2nK (X) = 0, X ∈ B(1),
K (W ) = G(W ), W ∈ S2n−1.
Then for the above classical Dirichlet problem (vii) there exists the unique solution. Moreover, the solution is expressed by
K0(X) = αL0(X)α + βL0(X)β, X ∈ B(1), (19)
where α, β , L0(X)α , L0(X)β , G0 as above andK0 =
( K 0
0 K
)
is deﬁned similarly to L0 .
Proof. As the special cases of Corollary 3.1, we directly give the solutions to the Dirichlet problems (ix) and (x) as above. 
Remark 3.3. The above Corollary 3.2 implies that in even dimensional Euclidean space the solution to the classical Dirichlet
problem can be given by the way of the Hermitian Cauchy transformation merely.
Remark 3.4. All results on the above half Dirichlet problems and Dirichlet problems are given when the boundary data
belong to Lp(S2n−1) (1 < p < +∞) and the considered functions take non-tangential boundary values by the way of Her-
mitian Clifford analysis. Moreover, the same problems may be considered and the analogous results can be obtained while
the boundary data belong to Hμ(S2n−1,C2n) (0 < μ 1) in the setting of Hermitian Clifford analysis.
4. Decomposition theorems
In this section we will give the decomposition theorem of the Poisson kernel of matrix Laplace operator and further
derive the decomposition theorems of solution space to harmonic functions in the framework of circulant (2 × 2) matrix
form.
To begin with, we introduce the following function
P(X,W ) =
(
P (X, ξ) 0
0 P (X, ξ)
)
,
where
P (X, ξ) = 1
w2n
1− |X |2
|X − ξ |2n , X = ξ .
It is easy to check that P(X, ξ) = 0. Hence P(X, ξ) is the kernel function of the matrix Laplace operator  as same as
the foregoing sections. Moreover, the solution to the above Dirichlet problem (v) could be also expressed in the term (see
reference e.g. [24]) as follows
K12(X) =
∫
S2n−1
P(X, ξ)G12(ξ)dSξ , X ∈ B(1). (20)
On the other hand, by directly calculating, we get
2αE dΣ(ξ,ξ †)α =
1
(
α + α| −α + α|
−α + α| α + α|
)(
ε ε†
ε† ε
)(
dσξ −dσξ †
−dσ † dσ
)(
α + α| −α + α|
−α + α| α + α|
)
,8 ξ ξ
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†, dΣ(Z ,Z †) , dσZ and
dσZ † .
Hence we obtain
2αE dΣ(ξ,ξ †)α =
(
αE dσξα + α|E|dσξ |α| −αE dσξα + α|E|dσξα|
−αE dσξα + α|E|dσξα| αE dσξα + α|E|dσξ |α|
)
.
Similarly,
2βE dΣ(ξ,ξ †)β =
(
βE dσξβ + β|E|dσξ |β| −βE dσξβ + β|E|dσξβ|
−βE dσξβ + β|E|dσξβ| βE dσξβ + β|E|dσξ |β|
)
.
For arbitrary X ∈ R2n and ξ ∈ S2n−1, we have
α(X)E(X − ξ)dσξα(ξ) = α(X)E(X − ξ)ξα(ξ)dSξ ,
α|(X)E|(X − ξ)dσξ |α|(ξ) = α|(X)E|(X − ξ)ξ |α|(ξ)dSξ ,
β(X)E(X − ξ)dσξβ(ξ) = β(X)E(X − ξ)ξβ(ξ)dSξ ,
β|(X)E|(X − ξ)dσξ |α|(ξ) = β|(X)E|(X − ξ)ξ |β|(ξ)dSξ ,
and
|X − ξ |2n[α(X)E(X − ξ)ξα(ξ) + β(X)E(X − ξ)ξβ(ξ)]= 1− |X |2,
|X − ξ |2n[α|(X)E|(X − ξ)ξ |α|(ξ) + β|(X)E|(X − ξ)ξ |β|(ξ)]= 1− |X |2.
Let us introduce the following matrix functions
C
α
X (ξ) =
(
C11(X, ξ) C12(X, ξ)
C12(X, ξ) C11(X, ξ)
)
, C
β
X (ξ) =
(
C21(X, ξ) C22(X, ξ)
C22(X, ξ) C21(X, ξ)
)
,
where
C11(X, ξ) = α(X)E(X − ξ)ξα(ξ) + α|(X)E|(X − ξ)ξ |α|(ξ),
C12(X, ξ) = −α(X)E(X − ξ)ξα(ξ) + α|(X)E|(X − ξ)ξ |α|(ξ),
C21(X, ξ) = β(X)E(X − ξ)ξβ(ξ) + β|(X)E|(X − ξ)ξ |β|(ξ),
C22(X, ξ) = −β(X)E(X − ξ)ξβ(ξ) + β|(X)E|(X − ξ)ξ |β|(ξ).
Therefore, we get the decomposition:
Theorem 4.1. For arbitrary X ∈ R2n and ξ ∈ S2n−1 , we have
C
α
X (ξ) + C
β
X (ξ) =
(
P (X, ξ) 0
0 P (X, ξ)
)
= P(X, ξ). (∗∗)
Further for arbitrary X ∈ B(1), we have
αL12(X)α =
∫
S2n−1
α(X)E(Z − ξ)dΣ(ξ,ξ †) α2G˜12(ξ) =
∫
S2n−1
C
α
X (ξ)G12(ξ)dSξ , (21)
βL12(X)β =
∫
S2n−1
β(X)E(Z − ξ)dΣ(ξ,ξ †) β2G˜12(ξ) =
∫
S2n−1
C
β
X (ξ)G12(ξ)dSξ . (22)
Associating the terms (21), (22) with the term (20), for arbitrary X ∈ B(1), we have
K12(X) = αL12(X)α + βL12(X)β . (23)
Particularly with respect to the classical Dirichlet problem (ix), for arbitrary X ∈ B(1), we have
K0(X) = αL0(X)α + βL0(X)β . (24)
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denote
Hp
(
B(1),C2n
)= {I12 : B(1) → C2n ∣∣I12 = 0 and I12 admits non-tangential boundary
value which belongs to Lp
(
S2n−1,C2n
)}
,
M
α
p
(
B(1),C2n
)= {C[αI12 ] : B(1) → C2n ∣∣ I12 ∈ Lp(S2n−1,C2n)},
M
β
p
(
B(1),C2n
)= {C[βI12 ] : B(1) → C2n ∣∣ I12 ∈ Lp(S2n−1,C2n)},
Hp
(
B(1),C2n
)
0 =
{I0 : B(1) → C2n ∣∣I0 = 0 and I0 admits non-tangential boundary
value which belongs to Lp
(
S2n−1,C2n
)}
,
M
α
p
(
B(1),C2n
)
0 =
{
C[αI0] : B(1) → C2n
∣∣ I0 ∈ Lp(S2n−1,C2n)},
M
β
p
(
B(1),C2n
)
0 =
{
C[βI0] : B(1) → C2n
∣∣ I0 ∈ Lp(S2n−1,C2n)},
H
α
p
(
B(1),C2n
)= {PαG12(X) : B(1) → C2n ∣∣ G12(X) ∈ Lp(S2n−1,C2n)},
H
α
p
(
B(1),C2n
)
0 =
{PαG0(X) : B(1) → C2n ∣∣ G0(X) ∈ Lp(S2n−1,C2n)},
H
β
p
(
B(1),C2n
)= {PβG12(X) : B(1) → C2n ∣∣ G12(X) ∈ Lp(S2n−1,C2n)},
H
β
p
(
B(1),C2n
)
0 =
{PβG0(X) : B(1) → C2n ∣∣ G0(X) ∈ Lp(S2n−1,C2n)},
where
PαG12(X) =
∫
S2n−1
C
α
X (ξ)G12(ξ)dSξ ,
PαG0(X) =
∫
S2n−1
C
α
X (ξ)G0(ξ)dSξ ,
PβG12(X) =
∫
S2n−1
C
β
X (ξ)G12(ξ)dSξ ,
PβG0(X) =
∫
S2n−1
C
β
X (ξ)G12(ξ)dSξ .
It is easy to see that the term (20) implies the isomorphism between the space Hp(B(1),C2n) and the space
Lp(S2n−1,C2n) = {I12 | I12 ∈ Lp(S2n−1,C2n)}.
Combining Corollary 3.1 with Corollary 3.2, we directly get the following theorem.
Theorem 4.2. For 1 < p < +∞, we have
(i) Hp
(
B(1),C2n
)= αMαp (B(1),C2n)+ βMβp(B(1),C2n)
= Hαp
(
B(1),C2n
)+ Hβp(B(1),C2n),
(ii) Hp
(
B(1),C2n
)
0 = αM
α
p
(
B(1),C2n
)
0 + βM
β
p
(
B(1),C2n
)
0
= Hαp
(
B(1),C2n
)
0 + H
β
p
(
B(1),C2n
)
0.
In the following we introduce the vector space
L2
(
S2n−1
)= {L12 = ( L1 L2L2 L1
) ∣∣∣ L1, L2 ∈ L2(S2n−1,C2n)},
on which, inspired by C2n-valued inner product 〈·,·〉 on L2(S2n−1) given by
〈L1, L2〉 =
∫
S2n−1
L†1(W )L2(W )dSW ,
we introduce the following bilinear form
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(
S2n−1
)×L2(S2n−1)→ (C2n)2×2,((
L1 L2
L2 L1
)
,
(
K1 K2
K2 K1
))
→
( 〈L1, K1〉 + 〈L2, K2〉 〈L1, K2〉 + 〈L2, K1〉
〈L1, K2〉 + 〈L2, K1〉 〈L1, K1〉 + 〈L2, K2〉
)
,
and we deﬁne the Hermitian conjugation on circulant elements of (C2n)2×2 as follows(
a1 a2
a2 a1
)†
=
(
a†1 a
†
2
a†2 a
†
1
)
,
with a1,a2 ∈ C2n . Then 〈·,·〉L2 is a (C2n)2×2-valued inner product (see [10]). Moreover, associating Lemma 3.2, we get the
following decomposition
L2
(
S2n−1
)= αL2(S2n−1)⊕ βL2(S2n−1).
Theorem 4.3. For p = 2, we have
(i)
(
H2
(
B(1),C2n
))+ = (αMα2 (B(1),C2n))+ ⊕ (βMβ2 (B(1),C2n))+,
(ii)
(
H2
(
B(1),C2n
)
0
)+ = (αMα2 (B(1),C2n)0)+ ⊕ (βMβ2 (B(1),C2n)0)+,
(iii) L2
(
S2n−1,C2n
)= (Hα2 (B(1),C2n))+ ⊕ (Hβ2 (B(1),C2n))+,
(iv)
(
L2
(
S2n−1,C2n
))
0 =
(
H
α
2
(
B(1),C2n
))+
0 ⊕
(
H
β
2
(
B(1),C2n
))+
0 ,
where (
H2
(
B(1),C2n
))+ = {the boundary ofO12 on S2n−1 ∣∣O12 ∈ H2(B(1),C2n)},(
αM
α
2
(
B(1),C2n
))+ = {the boundary ofO12 on S2n−1 ∣∣O12 ∈ αMα2 (B(1),C2n)},(
βM
β
2
(
B(1),C2n
))+ = {the boundary ofO12 on S2n−1 ∣∣O12 ∈ βMβ2 (B(1),C2n)},(
H2
(
B(1),C2n
)
0
)+ = {the boundary ofQ0 on S2n−1 ∣∣Q0 ∈ H2(B(1),C2n)0},(
αM
α
2
(
B(1),C2n
)
0
)+ = {the boundary ofQ0 on S2n−1 ∣∣Q0 ∈ αMα2 (B(1),C2n)0},(
βM
β
2
(
B(1),C2n
)
0
)+ = {the boundary ofQ0 on S2n−1 ∣∣Q0 ∈ βMβ2 (B(1),C2n)0},(
H
α
2
(
B(1),C2n
))+ = {the boundary ofR12 on S2n−1 ∣∣R12 ∈ Hα2 (B(1),C2n)},(
H
β
2
(
B(1),C2n
))+ = {the boundary ofR12 on S2n−1 ∣∣R12 ∈ Hβ2 (B(1),C2n)},(
H
α
2
(
B(1),C2n
))+
0 =
{
the boundary ofR0 on S2n−1
∣∣R0 ∈ Hα2 (B(1),C2n)0},(
H
β
2
(
B(1),C2n
))+
0 =
{
the boundary ofR0 on S2n−1
∣∣R0 ∈ Hβ2 (B(1),C2n)0},
and the above spaces are well deﬁned in the sense of the non-tangential boundary value.
Proof. Associating the term (21) with the term (22), making use of Lemma 2.1, it is suﬃcient to prove the cases (i) and (ii).
Applying Theorem 4.2, we only need to prove the orthogonality of the above decompositions. The case (ii) is the special
case of (i), it is suﬃcient for us to prove the case (i). For arbitrary
F12 =
(
F1 F2
F2 F1
)
∈ (Mα2 (B(1),C2n))+ and M12 = (M1 M2M2 M1
)
∈ (Mβ2 (B(1),C2n))+,
where F12 , M12 are both deﬁned similarly to L12,W ∈ S2n−1, then we have
αF12 (W ) ∈
(
αM
α
2
(
B(1),C2n
))+
, βM12(W ) ∈
(
βM
β
2
(
B(1),C2n
))+
,
and (
αF12 , βM12
)= (α( F1 F2
F2 F1
)
, β
(
M1 M2
M2 M1
))
.
Since
αF12 =
1
(
α(F1 − F2) + α|(F1 + F2) α(F2 − F1) + α|(F1 + F2)
α(F − F ) + α|(F + F ) α(F − F ) + α|(F + F )
)
,2 2 1 1 2 1 2 1 2
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βM12 =
1
2
(
β(M1 − M2) + β|(M1 + M2) β(M2 − M1) + β|(M1 + M2)
β(M2 − M1) + β|(M1 + M2) β(M1 − M2) + β|(M1 + M2)
)
,
then making use of the above deﬁnition of the inner product 〈·,·〉L2 , we get(
αF12 , βM12
)= 1
4
(
a11 a12
a12 a11
)
,
where
a11 =
〈
α(F1 − F2) + α|(F1 + F2),β(M1 − M2) + β|(M1 + M2)
〉
+ 〈α(F2 − F1) + α|(F1 + F2),β(M2 − M1) + β|(M1 + M2)〉,
and
a12 =
〈
α(F1 − F2) + α|(F1 + F2),β(M2 − M1) + β|(M1 + M2)
〉
+ 〈α(F2 − F1) + α|(F1 + F2),β(M1 − M2) + β|(M1 + M2)〉.
Associating the terms of (8), (9) and applying the properties of 〈·,·〉L2 in reference [10], we have(
αF12 , βM12
)= 0.
The result follows. 
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