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Predicting the optical response of macroscopic arrangements of individual scatterers is a compu-
tational challenge, as the problem involves length scales across multiple orders of magnitude. We
present a full-wave optical method to highly efficiently compute the scattering of light at objects
that are arranged in bi-periodic arrays. Multiple arrays or homogeneous thin-films can be stacked
to build up an entire multicomposite material in the third dimension. The scattering properties of
the individual objects in each array are described by the T-matrix formalism. Therefore, arbitrarily
shaped objects and even molecules can be the basic constituent of the arrays. Taking the T-matrix
of the individual scatterer as the point of departure allows to explain the optical properties of the
bulk material from the scattering properties of its constituents. Unique to our approach is the
solution to Maxwell’s equations in a basis set with well defined helicity. Therefore, chiral media are
particularly easy to consider as materials for both scatterers or embedding media. We exemplify
the efficiency of the algorithm with an exhaustive parametric study of anti-reflective coatings for
solar cells made from cylinders with a high degree of helicity preservation. The example shows a
speed-up of about 500 with respect to finite-element computations.
I. INTRODUCTION
The design and fabrication of artificial photonic ma-
terials with predefined functionalities is a major ongoing
scientific and technological endeavor [1, 2]. Advances in
fabrication techniques currently allow the precise fash-
ioning of bi-periodic arrays of inclusions, often called
metasurfaces, or regular scaffolds of (chiral) molecules
of macroscopic sizes [3–5]. Fully three-dimensional artifi-
cial photonic materials with tailor-made properties [6, 7]
could soon be available thanks to 3D laser nanoprinting
technologies. The accurate and efficient computation of
the properties of artificial materials is crucial for the re-
search and development of such complex systems.
The electromagnetic response of artificial photonic ma-
terials is dictated by Maxwell equations which lack an
analytical solution in most cases. We must then resort
to numerical computations. Moreover, the fine details
of artificial photonic materials with critical length scales
comparable to one wavelength deny any simplifying ap-
proximations. For example, the typical electromagnetic
size of “metamolecules” that compose 2D metasurfaces
and 3D metamaterials prevent us from using the dipolar
approximation. The individual scattering response is too
complex, and much of the functionality actually emerges
from this complexity. This complexity in the optical re-
sponse of an individual scatterer also denies the homog-
enization of such materials with local constitutive rela-
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tions, which, when applicable, simplify the further treat-
ment [8]. The possibility of describing photonic meta-
materials by means of non-local constitutive relations is
currently under study [9, 10].
General purpose Maxwell solvers can faithfully simu-
late any system as long as each of its individual elements,
e.g. individual “metamolecules”, can be accurately de-
scribed using the effective field approximation implicit in
the material constitutive relations. Several such solvers
implementing finite-element or finite-difference schemes
are available [11–13]. Their main drawback is a large
computational cost. This limits the range of parametric
studies, and their usability for optimization techniques
that rely on a repeated response evaluation [14]. Semi-
analytical methods based on the Green Tensor are in-
herently more efficient and are being developed in the
context of two-dimensional arrays of inclusions [15–20].
They can be seen as successive extensions of the electric
dipole approximation by including the magnetic dipole
and the electric and magnetic quadrupole terms. Such
piecewise extensions have some limitations. For example,
the inclusion of other layers made from scattering parti-
cles or even just the consideration of a homogeneous slab,
like a substrate or a superstrate, is not straightforward.
Also, the analytical complexity of adding each new term
increases rapidly, which, for example, can complicate the
treatment of recent developments geared to achieve scat-
terers with a well defined and resonant response in higher
order multipoles [21, 22].
These problems can be solved by using the T-matrix
based [23] computation of array responses [24–26]. Essen-
tially, this technique also relies on the Green Tensor, but
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2the use of the T-matrix greatly facilitates the inclusion
of arbitrarily-high multipolar terms, limited only by the
available numerical capabilities. Additionally, the work
from [24–26] shows how the framework allows to model
systems with an arbitrary number of layers. Neverthe-
less, the publicly available codes in [24–26] are limited to
arrays composed of spherical inclusions and non-chiral
materials for the additional layers.
In here, we present an algorithm to rigorously com-
pute the electromagnetic response from structures that
are periodic in two dimensions and layered in the re-
maining third dimension. The building blocks of the pe-
riodic structures are described by T-matrices [27], which
allows the consideration of particles of any shape, and
even molecules and molecular ensembles [28]. In addition
to structures periodic in two dimensions, thick bulks of
three-dimensional periodic structures can be simulated
efficiently, bridging several orders of magnitude from the
size of the single building block to the bulk material. The
only assumption that we need to formulate this algorithm
is the 2D periodicity of the planar arrays of scatterers.
Each of them must be reproducible by the repetition of a
unit cell on a Bravais lattice. The unit cell may contain
different kinds of individual particles. Along the third
dimension of the layered structure, however, each layer
might consists of different scatterers or it can consist of a
slab made from a homogeneous medium. Still, all layers
are required to share the same periodicity.
Unique to our formulation is to use solutions of the
Helmholtz wave equation with well-defined helicity as the
basis set [29, 30]. It enables the straightforward consid-
eration of chiral media [31] for the objects described by
the T-matrices, for the embedding media, and for any
additional layers. The analytic expressions for multi-
scattering processes described by T-matrices [32], and the
use of methods for rapid convergence of lattice sums [33],
makes the algorithm two to three orders of magnitude
faster than finite element methods. We show such speed-
up factor in an exemplary application, where we perform
an exhaustive parametric study of nano-structured anti-
reflective coatings for solar cells.
In the rest of the article, we first start by construct-
ing plane wave (PW) solutions for the wave propaga-
tion in periodic chiral media. These solutions are used
to describe the scattering from a single periodic layers
or at flat interfaces. The latter include interfaces be-
tween different chiral media. We calculate the scatter-
ing within periodic arrays of scatterers by a transition
from the PW basis to a basis with vector spherical waves
(VSWs) of well-defined helicity. The multi-scattering
process is described by the translation coefficients for
VSWs [34, 35]. We perform the necessary summation of
such coefficients by using the Ewald summation method
for two-dimensional media [33], which results in rapidly
converging sums. Finally, another such sum gives the
transition from scattered VSWs back to PWs [14]. We
then provide an exemplary application of the algorithm
by studying nano-structured anti-reflective coatings for
α1,↑↓
α2,↑↓
k0,s↑ k0,s′′↓
k‖
kg,s′↑
k‖ + g
zˆ
Figure 1. Sketch of the scattering of an incident plane wave
with wave vector k0s↑ at a two-dimensional periodic structure.
The wave vector has the tangential component k‖. The array
lies in the x-y-plane, which separates the space in two halves,
where the field is expanded according to equations (5) and (6)
with either α1,↑↓ (z < 0) or α2,↑↓ (z > 0). In the figure, the
wave vector kg,s′↑ of a specific diffraction order g is shown
in transmittance and the zeroth order wave vector k0,s′′↓ in
reflectance. In general, the helicity of the incident plane wave
is not conserved.
solar cells. The coating consists of cylinders in a periodic
array on top of a solar cell. We analyze the influence of
the lattice geometry and the direction of incidence on the
anti-reflective behavior by means of parameter sweeps:
A total of almost 250.000 simulations that took less than
two days on an Intel Xeon X5570 workstation with our
code, and would have taken more than 2.6 years using a
referential finite-element solver [11].
II. CALCULATION METHOD
We consider structures consisting of periodically ar-
ranged scatterers in two spatial dimensions and that are
layered in the third dimension. The method is based on
eigenmodes of the helicity operator and, thus, it suits
chiral media [31]. The embedding medium of these scat-
terers can be stratified with the media interfaces located
between different layers of scatterers. Therefore, this
method is suitable for a wide range of objects, includ-
ing three-dimensional metamaterials, photonic crystals,
and metasurfaces on thin films and substrates. For the
calculation, the whole structure is separated into individ-
ual arrays of scatterers and planar interfaces, for which
the scattering problem is solved individually [24–26]. In a
subsequent step, these layers are assembled back into the
whole structure, taking into account the multiple scat-
tering between them [24–26].
Hereinafter, we will first introduce the method to de-
scribe the structure in a layer-by-layer manner with a set
of four matrices, which we call Q-matrices [24, 25]. Then,
we will describe how to explicitly obtain the matrix en-
3tries for a bulk material and for an infinitely extended
interface. Finally, we will solve the multiple-scattering
problem in an infinitely extended array to obtain the ma-
trix entries for it.
A. Layer description and coupling
To begin with, we consider a single layer of scatterers,
as shown in Fig. 1, with a finite extend in the z-direction.
The layer divides the domain of the scattering problem
into two half-spaces below (j = 1) and above (j = 2) it.
Each of the half-spaces is filled with an isotropic homo-
geneous material characterized by a relative permittivity
j(ω), relative permeability µj(ω), and chirality parame-
ter κj(ω). Using these parameters, the constitutive equa-
tions relating the monochromatic electric and magnetic
fields Ej(r, ω) and Hj(r, ω) and flux densities Dj(r, ω)
and Bj(r, ω) are taken to be [36](
1
0
D(r, ω)
c0B(r, ω)
)
=
(
(ω) iκ(ω)
−iκ(ω) µ(ω)
)(
E(r, ω)
Z0H(r, ω)
)
, (1)
where we used the constants c0 for the speed of light
in vacuum, 0 for the vacuum permittivity, and Z0 for
the vacuum impedance. Also, the j subindex has been
dropped to avoid clutter. From these constitutive rela-
tions combined with the Maxwell equations, we obtain
∇×
(
E(r, ω)
Z0H(r, ω)
)
=
ω
c0
(
0 i
−i 0
)(
1
0
D(r, ω)
c0B(r, ω)
)
=
ω
c0
(
κ(ω) iµ(ω)
−i(ω) κ(ω)
)(
E(r, ω)
Z0H(r, ω)
) (2)
which can be diagonalized to
∇×
(
G+(r, ω)
G−(r, ω)
)
=
(
k+(ω) 0
0 −k−(ω)
)(
G+(r, ω)
G−(r, ω)
)
(3)
with c0k±(ω) = ω
(√
(ω)µ(ω)± κ(ω)
)
and the
Riemann-Silberstein vectors [29, 37]
√
2G±(r, ω) =
E(r, ω) ± iZ0Z(ω)H(r, ω). Z(ω) =
√
µ(ω)/(ω) is
the relative impedance of the medium. These decou-
pled fields satisfy the Helmholtz wave equation sepa-
rately. The transverse PW solutions Mk(r) and Nk(r)
of the Helmholtz wave equation (see Eq. (A2)) trans-
form into each other under the action of ∇×k , the helic-
ity operator. Thus, we can find solutions
√
2Gk,±(r) =
Mk(r)±Nk(r) by taking the sum and difference of them.
Going back to the electric field, we therefore obtain the
solutions
E(r) = eˆ±(k±)eik±r (4)
for PWs, where
√
2eˆ±(k) = eˆTE(k)±eˆTM(k). The factor
exp(−iωt) is dropped throughout this article and the de-
pendence of dispersive quantities on ω is now considered
implicitly.
When we assume a primary illumination with a PW of
tangential component k‖ (see Fig. 1), we obtain a solu-
tion of the following form for each of the half-spaces:
E(r) =
∑
s=±
∑
d=↑↓
∑
g
αgsdeˆs(kgsd)e
ikgsdr. (5)
The summation runs over helicities s, allowed diffrac-
tion orders g, which are linear combinations of reciprocal
lattice vectors, and the parameter d, which determines
the sign in front of the z-component of the wave vector
kgs,↑↓ = k‖± zˆ
√
k2s − (k‖ + g)2. The square root in this
expression is taken with positive imaginary part. Only a
finite number of diffraction orders are propagating. Thus,
the series in Eq. (5) can be truncated at a suitable value
gmax > |g| rendering a finite number of expansion coeffi-
cients αgsd. A desired precision is achieved by taking all
the propagating orders and sufficiently many evanescent
orders, such that higher evanescent orders decay strongly
and have only a negligible contribution to the mutual in-
teraction of adjacent layers. For a linear interaction, the
response of the layer can be encoded into four matrices
Qdd′ relating the expansion coefficients by(
α2,↑
α1,↓
)
=
(
Q↑↑ Q↑↓
Q↓↑ Q↓↓
)(
α1,↑
α2,↓
)
(6)
after arranging the coefficients αgsd into vectors αj,d with
j = 1, 2 denoting the half-space below and above the
layer. Therefore, the field coefficients on the right side of
Eq. (6) are incoming on the layer and those on the left
side are outgoing. The vectors αj,d have the length 2ng
with the number of diffraction order ng and a factor of
two for the two helicities. The coupling of two adjacent
layers a and b is possible by taking the sum over multi-
ple reflections between these layers, which results in the
geometric series
Q↑↑ =
∞∑
n=0
Qb↑↑(Q
a
↑↓Q
b
↓↑)
nQa↑↑
= Qb↑↑(1−Qa↑↓Qb↓↑)−1Qa↑↑ .
(7)
Similarly, we obtain the expressions
Q↑↓ = Qb↑↓ +Q
b
↑↑Q
a
↑↓(1−Qb↓↑Qa↑↓)−1Qb↓↓ ,
Q↓↑ = Qa↓↑ +Q
a
↓↓Q
b
↓↑(1−Qa↑↓Qb↓↑)−1Qa↑↑ ,
Q↓↓ = Qa↓↓(1−Qb↓↑Qa↑↓)−1Qb↓↓ .
(8)
for the remaining three coupled Q-matrices. This new set
of Q-matrices describes the joint response of layers a and
b. In this way, multiple layers can be stacked above each
other by iteratively combining adjacent layers [24, 38].
For structures having additionally a periodicity in the z-
direction, it is possible to use a layer doubling technique
to obtain an exponential growth in thickness. This is a
convenient way of obtaining the bulk response of thick
crystalline structures. This can be achieved when, due
to the periodicity, the sets Qadd′ and Q
b
dd′ are the same.
4Iteratively plugging in the result of equations (7) and (8)
back on their right hand side leads to doubling of the
number of layers with every iteration.
B. Propagation in chiral media and flat interfaces
For the expressions in equations (7) and (8) to hold,
the expansions above layer a and below layer b, according
to Eq. (5), must be performed with respect to the same
origin. To achieve a translation of the origin in a homo-
geneous medium by a vector d we insert an additional
layer with Q-matrix entries
Qdd′,gsG′s′ = δdd′δgG′δss′e
ikgsdd , (9)
which apply the right phase factor to each diffraction or-
der for the propagation along d. Additionally, this vector
can also include a translation in x- or y-direction result-
ing in a lateral shift of the different layers’ lattices with
respect to each other. Due to the factor δdd′ , the shift
of an origin reduces equations (7) and (8) to simpler ex-
pressions where no matrix inversions are necessary.
Obtaining the Q-matrices of an array of scatterers or
an interface is more involved. In the case of an infinitely
extended interface, the translational invariance requires
the preservation of the tangential component of the PW.
Thus, different diffraction orders do not mix. The re-
quirement of continuity for the tangential electric and
magnetic field components at the interface leads to the
conditions
E(x, y, 0−)× zˆ = E(x, y, 0+)× zˆ , (10a)
H(x, y, 0−)× zˆ = H(x, y, 0+)× zˆ . (10b)
While for non-chiral media it is preferential to solve the
interface conditions for transverse electric (TE) and mag-
netic polarizations (TM), in the chiral case we stick to
the helicity basis, since these are the eigenmodes of prop-
agation in chiral media [29]. Still, projections onto differ-
ent modes are obtained by multiplying with eˆ†TEe
−ik‖r or
eˆ†TE×zˆe−ik‖r and integrating across the entire x-y-plane,
which results in the system of equations
1 1 −1 −1
kz,+,t
k+,t
−kz,−,tk−,t
kz,+,i
k+,i
−kz,−,ik−,i
Z−1t −Z−1t −Z−1i Z−1i
kz,+,t
Ztk+,t
kz,−,t
Ztk−,t
kz,+,i
Zik+,i
kz,−,i
Zik−,i

t+st−sr+s
r−s
 =

1
s
kz,s,i
ks,t
sZ−1i
kz,s,i
Ziks,t
 ,
(11)
where t±s = t±s(k) and r±s = r±s(k) are the complex
transmission and reflection coefficients into helicities ±
and for an incident helicity s. The coefficients are func-
tions of the wave vector k. The relative impedances of
the incident and transmitted waves’ media are Zi and
Zt, respectively. We give full expressions for the trans-
mission and reflection coefficients solving this equation in
appendix B. These coefficients can be used to build the
corresponding Q-matrices as:
Qdd,gsG′s′ = δGG′tss′(k‖ + g)
Qdd′,gsG′s′ = δGG′rss′(k‖ + g) , d 6= d′ .
(12a)
C. Multi-scattering in bi-periodic arrays
For the Q-matrices of an array of identical scatterers,
the multiple scattering process within it has to be solved.
This can be done efficiently by using the T-matrix for-
malism [27, 39]. Within this formalism, the electric field
outside a single isolated object is expanded into VSWs
E(r) =
∑
s=±
∞∑
l=1
l∑
m=−l
(
as,lmA
(1)
s,lm(ksr)
+ps,lmA
(3)
s,lm(ksr)
)
,
(13)
where a basis with multipolar functions of well defined
helicity s is chosen instead of the more commonly used
electric and magnetic multipoles. Similar to the case of
PWs, these basis functions can be constructed by
A
(n)
±,lm(k±r) =
N
(n)
lm (k±r)±M (n)lm (k±r)√
2
(14)
from TE and TM modes (see Eq. (A3)). Functions of well
defined helicity are solutions of the Maxwell equations
in chiral media, whereas electric and magnetic modes
themselves are not. For the radial dependence in A
(1)
s,lm
(A
(3)
s,lm) spherical Bessel (Hankel) functions of the first
kind are used. The behavior of these functions separates
the expansion into incident and scattered fields, respec-
tively. Similarly to the Q-matrices that relate incom-
ing and outgoing waves, the relation of the incident field
coefficients as,lm and scattered field coefficients ps,lm is
expressed with
p = Ta , (15)
where T is a finite matrix after a truncation of the se-
ries in l. The vectors a and p hold the corresponding
expansion coefficients. The T-matrix itself can be ob-
tained analytically for spherical objects [40–42]. This is
also possible for spherical objects consisting of chiral ma-
terials by using A
(1)
s,lm and A
(3)
s,lm [43]. There are various
methods to obtain the T-matrix of an arbitrary object,
e.g. the extended boundary condition method [27], dis-
crete dipole moment method [44], and the use of full-wave
solvers [45, 46].
The translation addition theorem for the VSWs [34, 35,
47] simplifies the treatment of multiple scattering prob-
lems significantly. We can describe multiple scattering
within the T-matrix formalism by the multiplication with
the matrix C(3)(−R) (see appendix C), resulting in the
case of scatterers on a lattice in
p0 = T
a0 + ∑
R 6=0
C(3)(−R)pR
 . (16)
5In Eq. (16) we set the origin of the coordinate system
at the position of one scatterer of the array – since they
are all equivalent we can choose one freely – and use a0
to describe the primary field incident on it, and p0 for
the total scattered field emanating from that scatterer.
The sum over all lattice points R except the origin in-
cludes the re-scattering of the scattered field pR. Since
the illumination is a PW and all scatterers are identical,
these fields can be expressed with the coefficients of the
scattered field at the origin by pR = exp(ik‖R)p0 leading
to
p0 =
1− T∑
R 6=0
C(3)(−R)eik‖R
−1Ta0 . (17)
The infinite sum over lattice points is numerically chal-
lenging, since its direct summation converges slowly.
However, inspection of the translation coefficients reveals
that the sum has effectively the form
∑
R 6=0
h
(1)
l (k|R|)Ylm
(
− R|R|
)
eik‖R, (18)
which is equivalent to the summation needed for the
structure constants in low energy electron diffraction the-
ory [38]. The sum can be converted into two exponen-
tially converging sums by the use of Ewald’s method. In
the case of a two-dimensional lattice, this method was de-
rived by Kambe [33]. The scattered field coefficients p0
can be obtained straightforwardly after applying Ewald’s
method to the infinite summation in Eq. (17).
The link between the Q-matrix description of the layer
and the description in terms of VSWs in Eq. (17) can
be established by, first, expanding the incident PWs of
Eq. (5) in VSWs and, second, summing up the scattered
VSWs. The latter results in scattered PWs correspond-
ing to the expansion in Eq. (5) due to the lattice symme-
try.
The expansion of a PW of well defined helicity in
VSWs is a straightforward calculation in the case of nor-
mal incidence, i.e. k‖ = 0 [48]. The result can be gen-
eralized to an arbitrary direction of incidence by using
the rotation properties of the PWs and VSWs [49, 50] to
obtain
eˆ±(k) exp(ikr)
= −
∞∑
l=1
l∑
m=−l
il
√
4pi(2l + 1)Dlm,±1(0, θk, ϕk)A
(1)
±,lm(kr) ,
(19)
and the coefficients for a0 can be directly read off. The
functions Dlm,s are components of the Wigner D-matrix
Dl [49].
Finally, the scattered wave summation over the full
lattice
Esca(r) =
∑
R
∞∑
l=1
l∑
m=−l
∑
s=±
ps,lmA
(3)
s,lm(ks(r −R))eik‖R
(20)
is possible by using the integral representation of the
VSWs derived by Wittmann [51] and the direct applica-
tion of Poisson’s formula for the lattice summation [14].
The resulting scattered field is
Esca,d(r) =
∑
g
∑
s=±
E
k‖+g,sd
sca eˆs(kk‖+g,s,d)e
ikk‖+g,s,dr
(21)
with PW expansion coefficients
E
k‖+g,sd
sca =
∞∑
l=1
l∑
m=−l
ps,lm
2piγlm
AksΓk‖+g,si
l+1
(
m
sin θ
Pml (cos θ) + s
∂
∂θ
Pml (cos θ)
)
, (22)
where A is the area of the unit cell, γlm is the nor-
malization factor of the VSWs (see Eq. (A3d)), and
Γk‖+g,s =
√
k2s − (k‖ + g)2, with the convention of pos-
itive imaginary part for the square root. Furthermore,
θ = arccos
Γk‖+g,s
ks
is the, possibly complex, angle of the
PW with the z-direction. We observe (a) that the VSWs
of a given helicity only contribute to PWs of the same
helicity and (b) that the PW description emerges nat-
urally after the lattice summation. The scattered field
coefficients as defined in Eq. (22) can be almost directly
used as entries for the Q-matrices. The only modifica-
tion comes from the transition of an incident/scattered
to an incoming/outgoing wave description, leading to an
addition of 1 to the non-diffracted transmitted PW coef-
ficient.
In summary, all incoming diffraction orders have to
be expanded according to Eq. (19) for the calculation of
the full Q-matrix of a single layer of scatterers. Subse-
quently, the scattered field coefficients can be obtained by
Eq. (17). A major advantage of this calculation method
is that the term in brackets in Eq. (17) is invariant under
addition of a reciprocal lattice vector. Thus, it only needs
to be computed once for each layer of scatterers. There-
fore, considering many identical layers is rather simple.
Furthermore, the summation with Kambe’s method is
independent of the scatterers themselves. Finally, the
Q-matrix entries can be obtained with Eq. (22) under
consideration of the above mentioned addition of 1.
6D. Summary
The combination of PW and VSW expansions in
modes of well defined helicity, layer methods and lattice
summation techniques provide a computational efficient
way of solving the scattering problem for a diverse num-
ber of systems. Typically, the speed enhancement is a
factor of 100 to over 1000. Additionally, the method sep-
arates the single object properties, as described by its
T-matrix, from the lattice influence, which allows effi-
cient parametric studies varying, e.g. the lattice size or
geometry, and also offers physical insights. Also, the use
of modes with well defined helicity makes the use of chi-
ral media in the calculation possible, and separates these
modes in most calculation steps, e.g. in Eq. (22) and
in the translation matrix C(3)(−R). It is straightfor-
ward to calculate various quantities like transmittance,
reflectance, or helicity density analytically from the ex-
pansion in Eq. (5). Additionally, the resulting Q-matrices
can be used to calculate the band structure [24, 38].
We implemented the algorithm above in Matlab [52].
The implementation showed precise agreement with
MULTEM [24], when using spheres as scatterers. Fur-
thermore, we tested the results for the scattering at ar-
rays of cylinders by comparing with the results obtained
with JCMsuite [11]. We have already used our code for
the investigation of helicity preserving cavities featur-
ing arrays of silicon disks [53] and of molecular arrays
[28]. This latter application shows the versatility of the
method, which can be used as long as a T-matrix of indi-
vidual scatterers is available. Reference [28] shows how to
obtain T-matrices of molecular ensembles from quantum-
chemical simulations of single molecules.
III. EXEMPLARY APPLICATION:
INVESTIGATION OF ANTI-REFLECTING
COATINGS FOR SOLAR CELLS
We now exemplify the use of the algorithm described
in the last section in a study of an array of dielectric disks
that serves as an anti-reflection coating for a solar cell.
This example allows to demonstrate the numerical speed
up factor of approximately 500 with respect to finite el-
ement method calculations.
The layout of the solar cell is shown in Fig. 2a. It
is a heterojunction solar cell and consists of an indium
tin oxide (ITO) layer for the top electrode, a p-doped
amorphous silicon layer of 4 nm, an intrinsic amorphous
silicon layer of 4 nm, and a substrate of crystalline n-
doped silicon [54–56]. In the simulation, the substrate
is taken to extend infinitely. To reduce the reflectiv-
ity, an array of titanium dioxide (TiO2) [57] cylinders
is placed on top of the solar cell. As shown in [58] for
a helicity preserving structure with a rotational axis of
degree three or larger, the reflection under normal inci-
dence vanishes completely. The preservation of helicity,
i.e. the non-coupling of the two polarization handed-
ness by the structure, can be achieved approximately at
least for specific incident wave directions by optimizing
the geometrical shape so that the electric and magnetic
responses of the structure become equivalent. In Sliv-
ina et al. [59] such an optimization has been done for
the same – up to small variations in the permittivities –
solar cell stack that we consider here. The thickness of
the ITO layer as well as the cylinder’s height and radius
was optimized, resulting in an ITO thickness of 50 nm, a
cylinder height of 100 nm and radius of 150 nm. Based
on this system, we investigate the influence of the lattice
geometry on the anti-reflective properties under normal
and oblique incidence.
We compute the T-matrix of the cylinders for the wave-
length range between 300 nm and 1100 nm using the com-
mercial finite element solver JCMsuite [60]. The maxi-
mum expansion order for the T-matrix is set to lmax = 8,
which ensures sufficient convergence. The layer setup
consists of the cylinder array and four interfaces for the
solar cell stack. Q-matrices for the propagation in be-
tween these layers are added with the thicknesses men-
tioned above. Different lattice layouts can be exam-
ined efficiently with the algorithm. We choose six lay-
outs, that possess different lattice symmetries: hexago-
nal, square, rectangular (twice), and rhombic (twice). In
the rectangular case, we take side length ratios of x = 1.1
and x = 1.3, and for the rhombic lattice, we choose an-
gles of α = 75◦ and α = 45◦ between the lattice vectors.
We calculate the reflectance for different separations of
the cylinders for each of these lattices. This separation
is defined by
√
A, where A is the unit cell area. Since
the cylinder geometry is not changed, normalizing to
√
A
allows to compare different filling fractions of the sur-
face area of the solar cell. For the calculation of the
reflectance, we average over polarizations of the incident
light.
Figures 2b and 2c show the reflectance of solar cells
with coatings having a hexagonal lattice or a rectangular
lattice with aspect ratio x = 1.3 . We observe a clear sep-
aration of areas in the range between 400 nm and 900 nm,
which is indicated by the red dotted line. Below it, only
the zeroth diffraction order propagates, whereas above it
the first diffraction order also become propagating. The
slope of the line is dictated by the lattice geometry. Since
the hexagonal lattice has the steepest slope of all lat-
tice geometries, it has the largest area with only the ze-
roth order propagating. The cylinders are optimized to
have a high degree of helicity preservation for this or-
der, thus,it provides low reflectance over a large range
of wavelengths. Other lattice geometries, especially if
they have a high degree of symmetry, like square arrays,
perform comparably. Among the chosen geometries the
rectangular lattice with x = 1.3, whose results are shown
in Fig. 2c, has the earliest onset of multiple diffraction or-
ders. This reduces the range of filling fractions that pro-
vide low reflectance. Fig. 2d shows the reflectance of all
chosen geometries, weighted with the AM1.5D spectrum
[61] and averaged over all wavelengths. We observe that
7(a)
a1
a2
(b)
500 1000
Wavelength (nm)
400
600
800
√ A
(n
m
)
0.0
0.2
0.4
R
efl
ec
ta
nc
e
(c)
500 1000
Wavelength (nm)
400
600
800
√ A
(n
m
)
0.0
0.2
0.4
R
efl
ec
ta
nc
e
(d)
400 500 600 700 800√
A (nm)
0.050
0.075
0.100
0.125
R
el
at
iv
e
re
fle
ct
ed
po
w
er Hexagonal
Square
Rhombic α = 75°
Rectang. x = 1.1
Rhombic α = 45°
Rectang. x = 1.3
Flat reference
(e)
0.00
0.25
0.50
0.75
1.00
1.25
Sp
ec
tr
al
Ir
ra
di
an
ce
(W
m
−
2 )
300 400 500 600 700 800 900 1000 1100
Wavelength (nm)
0.0
0.1
0.2
0.3
0.4
0.5
R
efl
ec
ta
nc
e
Hexagonal
Flat reference
AM1.5D Spectrum
Figure 2. Reflectance from nano-coated solar cells with different Bravais lattices. Panel (a) shows the layout of the solar cell
and the lattice vectors of the array. From top to bottom the layers are: ITO (orange), amorphous silicon p-doped (green) and
intrinsic (red), and crystalline silicon (purple). Panels (b) and (c) show the reflectance over the square root of the unit cell
area A = |a1 × a2| and the wavelength for a hexagonal and a rectangular lattice with aspect ratio x = 1.3, respectively. The
red dashed line separates regions with only the zeroth diffraction order propagating in the region below it and with multiple
propagating diffraction orders above it. Panel (d) shows the weighted average over the wavelength with the AM1.5D spectrum
calculated for six different geometries and compared to a flat reference solar cell. Panel (e) shows the hexagonal lattice with√
A = 520 nm in comparison to the flat reference. The AM1.5D spectrum is shown on the same abscissa. In all simulations,
the illumination is a plane wave under normal incidence, and we take the average over incoming polarizations.
all geometries have lower reflection than a reference solar
cell without coating (gray dashed line). For such flat solar
cell the thickness of the ITO layer is optimized to 80 nm
[59] to minimize reflection. We observe in comparison of
the different solar cells that the minima with respect to
the unit cell size are at approximately the same position
and also of similar value. Only for lattices with low sym-
metry this changes slightly. Otherwise, the lattice sym-
metry mainly influences the width of the minimum in
reflected power. Based on the results in Fig. 2d, the unit
cell size is set to 520 nm. Fig. 2e shows the reflectance of
the solar cell covered with cylinders in a hexagonal array
compared to the reflectance of the flat reference solar cell
along with the AM1.5D spectrum. The coated solar cell
has lower reflectance in a broad range of wavelengths, es-
pecially in the range of 400 nm to 580 nm where the solar
irradiance is high. Furthermore, it is considerably lower
at long wavelengths. In the range between 580 nm and
740 nm, the reflectance is slightly higher than that of the
flat reference.
To further examine these nano-coatings with low re-
flectance, we calculate the reflectance under oblique inci-
dence. We take the polarization average as in the case of
normal incidence. Additionally, we take the arithmetic
average over 24 azimuthal angles of the incident light.
Fig. 3a shows the reflectance for the hexagonal array. The
anti-reflective properties deteriorate slowly for increasing
angle of incidence. Similar to the case of different array
sizes, the increase in reflectivity is linked with the on-
set of multiple diffraction orders. This is evident in the
area below the red line, where only the zeroth order is
propagating. For larger angles, additional diffraction or-
ders change from being evanescent to propagating. The
reflectance for oblique incidence in comparison with the
flat reference is shown in Fig. 3b. In regions with blue
(red) color the hexagonal lattice has lower (higher) re-
flection than the flat reference. Upon the onset of multi-
ple diffraction orders, the reflectance of the nano-coated
solar cell increases considerably in comparison with the
flat solar cell. Finally, we show the averaged reflectance
weighted with the AM1.5D spectrum. For angles up to
20◦ the reflectance stays approximately constant for the
nano-coated solar cell as well as the flat reference so-
lar cell. With further increasing angle of incidence, the
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Figure 3. Reflectance of the hexagonal lattice with
√
A = 520 nm for different angles of incidence. The red dashed line separates
regions where only the zeroth order propagates (below) and where multiple propagating diffraction orders propagate (above).
Panel (b) shows the comparison to the flat reference and panel (c) the average over wavelength with the AM1.5D spectrum.
difference between the nano-coated and the flat reference
solar cell decreases. At approximately 50◦ the reflectance
is equal with and without nano-coating. For large angles
of incidence, the flat solar cell is slightly better with re-
spect to its reflectance. The reflectance approaches unity
for grazing angles of incidence in all cases.
We finish by reporting the computation times for the
different cases. All times reported are obtained on a Intel
Xeon X5570 workstation. Unless spheres are used, for
which the T-matrix can be calculated analytically, the
T-matrix has to be computed numerically, which consti-
tutes an amount of computation time that has to be in-
vested in advance. For the TiO2 cylinders, this amounts
to 4.4 h for 401 frequencies and a maximum expansion
order of lmax = 8. We probed 101 unit cell sizes for each
of the six lattice geometries, which took on average 4.6 h.
Thus, a single simulation for one specific array and fre-
quency took 0.4 s. It totals 0.8 s if we add the overhead of
the T-matrix computation. The same computation using
solely JCMsuite takes approximately 340 s per frequency
and lattice geometry, which results in a speed up of ap-
proximately 500 in comparison with the 0.8 s for our al-
gorithm and implementation. The additional simulations
of different incident angles also takes approximately the
same time per single computation. The polar angle is
probed in 2◦ steps and the azimuthal angle in 15◦ steps.
The number of azimuthal angles to compute for a full
circle coverage depends on the lattice symmetry.
In summary, based on the work of Slivina et al., we
took cylinders with a high degree of helicity preservation
and investigated the influence of the lattice geometry ex-
haustively. We showed that the main influence for high
reflections is by the onset of multiple reflection orders.
Thus, for a given filling fraction of the solar cell surface
the hexagonal lattice is an appropriate choice, which also
shows a robustness against variations of the filling frac-
tion. The nano-coated lattices also show a good perfor-
mance until quite large angles in comparison to the flat
reference solar cell.
IV. CONCLUSIONS
We have presented an algorithm for the rigorous and
efficient computation of the electromagnetic response of
layered two-dimensional periodic structures. The algo-
rithm is based on the T-matrix formalism, which allows
the components of the periodic structures to be parti-
cles of arbitrary shape, as well as molecules and molec-
ular ensembles. In addition to an arbitrary number of
bi-periodic arrays, any number of additional layers like
substrates and superstrates can be included. The use
of electromagnetic solutions with well-defined helicity al-
lows the straightforward modeling of isotropic chiral ma-
9terials in the periodic inclusions, embedding media, and
additional layers. We have demonstrated the compu-
tational advantages of the presented algorithm with re-
spect to finite-element methods in an exemplary study of
nano-coatings for solar cells, showing a speed-up factor
of about 500.
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Appendix A: PW and VSW solutions in chiral media
The vectorial Helmholtz wave equation in frequency
domain reads as (∇2 + k2)E(r) = 0 . (A1)
Transverse solutions of this equation can be obtained
in six coordinate systems from corresponding separable
scalar solutions ψ(r) by taking M(r) = ∇× eˆiw(r)ψ(xi)
[62]. Here, eˆi is a unit vector of the coordinate sys-
tem. The solution is tangential to the plane defined
by it. w(r) is a weight factor determined by the co-
ordinate system. A second solution independent from
M(r) is N(r) = ∇k ×M(r). Additionally, we have
M(r) = ∇k ×N(r). For PWs we take ψ(r) = exp(ikr)
with k · k = k2, eˆi = zˆ and w(r) = 1 to obtain
Mk(r) = i
kyxˆ− kxyˆ
k‖
exp(ikr) = eˆTE(k) exp(ikr)
(A2a)
Nk(r) =
−kxkzxˆ− kykzyˆ + k2‖zˆ
kk‖
exp(ikr)
= eˆTM(k) exp(ikr)
(A2b)
after a suitable normalization of the polarization vectors
by dividing with k‖. These are the well-known transverse
electric and transverse magnetic PWs.
For VSWs we take the solution ψ(r) =
z
(n)
l (kr)Ylm(θ, ϕ), where z
(n)
l (kr) are spherical Bessel
or Hankel functions and Ylm(θ, ϕ) are the spherical
harmonics, and eˆiw(r) = r to obtain
M
(n)
lm (kr) = Xlm(rˆ)z
(n)
l (kr) (A3a)
N
(n)
lm (kr) =rˆ ×Xlm(rˆ)
1
k
∂
∂r
(krz
(n)
l (kr))
+ γlmrˆl(l + 1)P
m
l (cos θ)
eimϕ
kr
z
(n)
l (kr)
(A3b)
Xlm(rˆ) = γlm
(
θˆ
im
sin θ
Pml (cos θ)− ϕˆ
∂
∂θ
Pml (cos θ)
)
eimϕ
(A3c)
γlm = i
√
(2l + 1)
4pi
(l −m)!
l(l + 1)(l +m)!
. (A3d)
where a suitable normalization was chosen [32, 47]. The
function Pml (x) are the associated Legendre polynomi-
als [63].
Appendix B: Fresnel coefficients of chiral media
interfaces
The transmission and reflection coefficients that are a
result of the linear system in Eq. (11) can be written as
t±± =
4Z2(Z1 + Z2)k2±kz1±β
+
∓
D
t±∓ =
4Z2(Z1 − Z2)k2±kz1∓(k2∓−kz1± − k1±kz2∓)
D
r±± =
∓(Z1 − Z2)2α−1 α+2 − 4Z1Z2β+∓β−±
D
r±∓ =
−2(Z21 − Z22 )k1±kz1∓α+2
D
(B1)
where the subscripts 1 and 2 refer to the medium of the
incoming and transmitted wave respectively. Z is the
11
relative impedance, k the wave number and kz the z-
component of the wave vector. The auxiliary quantities
D = (Z1 − Z2)2α+1 α+2 + 4Z1Z2β+−β++
α±1/2 = k1/2+k
z
1/2− ± k1/2−kz1/2+
β±+ = k1+k
z
2+ ± k2+kz1+
β±− = k1−k
z
2− ± k2−kz1− ,
(B2)
are used to simplify the expressions.
Appendix C: Translation coefficients for VSWs
The translation coefficients for VSWs were derived by
Cruzan and Stein [34, 35]. Here, we use the translation
of a scattered VSW to an incident VSW given by
M
(3)
l′m′(k(r −R)) =
∞∑
l=1
l∑
m=−l
(
A
(3)
lml′m′(−kR)M (1)lm (kr) +B(3)lml′m′(−kR)N (1)lm (kr)
)
, r < R (C1a)
N
(3)
l′m′(k(r −R)) =
∞∑
l=1
l∑
m=−l
(
B
(3)
lml′m′(−kR)M (1)lm (kr) +A(3)lml′m′(−kR)N (1)lm (kr)
)
, r < R . (C1b)
The coefficients A
(3)
lml′m′(−kR) and B(3)lml′m′(−kR) can be
found in [47], as well as translation coefficients for other
cases. Taking the VSWs of well-defined helicity, this
means that the expansion coefficients of the scattered
field at lattice point R given by p±,R can be translated
to incident fields at the origin by
(
a+
a−
)
=
(
C+(−R) 0
0 C−(−R)
)
︸ ︷︷ ︸
=C(−R)
(
p+,R
p−,R
)
(C2)
The components of C±(−R) are C±,lml′m′(−R) =
Alml′m′(−k±R) ± Blml′m′(−k±R). By separating the
modes of opposite helicity, it is apparent that these
modes do not mix upon translation.
Appendix D: Ewald summation
The lattice summation in Eq. (18) can be calculated
with methods developed in low energy electron diffraction
theory where it is split into rapidly converging sums in
real and reciprocal space[33, 38]. Defining
Dlm =
∑
R 6=0
h
(1)
l (k|R|)Ylm
(
− R|R|
)
eik‖R, (D1)
the sum is conventionally split into the three contribu-
tions for the reciprocal space sum D(1)lm , the real space
sum D(1)lm and a compensation for the exclusion of the
origin D(1)lm . It is possible to write it for l +m even as
D(1)lm =
im
√
(2l + 1)(l −m)!(l +m)!
Ak
∑
g
( |k‖ + g|
2k
)l
e
imϕk‖+g
Γk‖+g
l−|m|
2∑
λ=0
(
Γk‖+g
|k‖+g|
)2λ
Γ
(
1
2 − λ,−
Γ2k‖+g
4T 2
)
λ!
(
l+m
2 − λ
)
!
(
l−m
2 − λ
)
!
(D2a)
D(2)lm =
−i(−1) l+m2 √(2l + 1)(l −m)!(l +m)!
2l+1pi l−m2 !
l+m
2 !
∑′
R
eik‖R+imϕ−R
1
k
(
2R
k
)l ∞∫
T 2
duul−
1
2 e−R
2u+ k
2
4u (D2b)
D(3)lm =
δl0
4pi
Γ
(
−1
2
, − k
2
4T 2
)
(D2c)
where the function Γ( · , · ) is the upper incomplete
gamma function, that can be calculated by recursion for
the half integer arguments that are required [33, 38]. For
l + m odd the sum vanishes. The integral in Eq. (D2b)
is also computable by using a recurrence relation. The
parameter T defines the splitting between the real and
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reciprocal space summation.
Appendix E: Integral representations of VSWs
The lattice sum in Eq. (20) can be evaluated using the
following integral representations of the VSWs [51]:
M
(3)
lm (kr) =
1
2piil
∫
d2k‖
kΓk‖
Xlm(kˆ)e
ikr , (E1a)
N
(3)
lm (kr) =
1
2piil−1
∫
d2k‖
kΓk‖
kˆ ×Xlm(kˆ)eikr (E1b)
with k = k‖ ± zˆΓk‖ for z ≷ 0 .
and evaluating the two-dimensional Poisson sum [14]
which leads to Delta-distributions that make the eval-
uation of the integrals trivial.
