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This thesis explores the feasibility of detection of radiological contamination
in aquatic environments through Electron Paramagnetic Resonance (EPR) spec-
troscopy. Exposure of freshwater ecosystems is possible as a result of accidents
involving facilities of the nuclear fuel cycle. Since this can result in contamination
with nuclides such as 90Sr, methods for determining radiation doses in the environ-
ment were explored. Specically for shelled species, the concentration factor for
90Sr was found to have the largest inuence on the correct prediction of radiation
dose due to this nuclide. Possible doses to zebra mussels due to historic accidents
were calculated in excess of 2 Gy in some instances. EPR is a method that is used
to detect unpaired electrons that are induced by absorption of ionizing radiation
in calcied tissues and as such, it measures lifetime dose to shells. From three
organisms investigated, only Dreissenid mussels showed a radiation induced signal
under the dose of 20 Gy. A linear relationship of the peak-to-peak height of the
line at g = 2.0034 was established and used to improve the quantication of ab-
sorbed dose. Shells from dierent sampling dates were discovered to have dierent
background EPR signals. For the sample group with the lowest background, it was
possible to resolve doses as low as 0.2 Gy, thus reducing the value of 2 Gy, previ-
ously reported in literature. This provides further validation that EPR dosimetry
of shelled species has the potential to contribute to better characterization of ab-
sorbed doses in aquatic environments.
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With growing interest in environmental protection, there is an incremental need
to investigate the eects of radiation and the resulting radiation damage to com-
ponents of the natural environment [136, 138]. In the past, the assumption was
made, that if man is adequately protected, then other living things, are also likely
to be protected [142]. This has been since addressed by a multitude of guidance
documents both internationally e.g. by the International Atomic Energy Agency
(IAEA) [4] and the International Commission on Radiological Protection (ICRP)
[96, 190] as well as on a national level by the Canadian Nuclear Safety Commission
(CNSC) [34] and actions have been undertaken to quantify the eects of radia-
tion on the natural environment as well as mandates to reduce possible harm.
More recent publications of the ICRP state that "the problem is to demonstrate
convincingly that the environment is, or will be, adequately protected in dierent
circumstances [...]" [96].
The challenge to fulll this mandate is as complex as the ecosystem that it
targets, but can be broadly divided into three main components - the problems of
endpoints, detection, and predictive power. Condensed, three questions need to be
answered:
1. What constitutes a danger to the environment?
2. If an exposure does happen, how can it be monitored and veried?
3. How can a future exposure be predicted?
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The bulk of knowledge on the eects of radiation on biota is due to cell studies,
that  while limited in applicability to the eects of radiation to whole organisms
and by extension, to ecosystems  oer a abundance of insight into the response of
mechanisms on a microscopic level. From a macroscopic perspective, studies at the
organism level are the main source of knowledge about radiation eects. The long
term concerns in these cases are the viability and success of non-human individual
biota as well as populations. In order to achieve this, a quantication of radiation
eects for representative species is necessary. The prerequisite for this, however, is
the determination of radiation doses absorbed by the biota to correlate eects and
causes. This is typically performed through methodologies for experimental dose
measurement as well as mathematical models.
1.2 Assessing The Eects of Radiation to Aquatic
Environments
The focus of this work lies with the analysis of aquatic freshwater environments.
These highly diverse and complex systems are of great importance, due to their
large inuence on local and global ecosystems. At the same time, from a human
perspective, fresh water environments are crucial to the economic development pro-
viding the "life line" of transport and trade on the interior of continents. Last but
not least, industrial development depends on freshwater reservoirs, not only for
goods and services but most crucially on the water itself for purposes of cooling
processes like power plants. It is obvious from this that the potential for interfer-
ence in these ecosystems is large and has deep potential impacts. In the present
case of radiation protection, the industry most likely implicated is the nuclear
power industry. While regular euents are highly regulated in every nation that
utilizes nuclear power, the past experience has shown accidents to be a potential
source of environmental contamination with radioactive materials. Consequently,
ways of monitoring operations as well as emergency planning have to be addressed
when talking about environmental radiation protection of freshwater aquatic envi-
ronments.
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In this process, present and potential future exposure situations have to be
closely studied, measured, and understood in order to quantify existing and ex-
pected concentrations of radionuclides on the environment. Subsequently, eects
can be correlated with those situations and evaluated. Radiation exposure of
aquatic environmental components can be described as acute or chronic depending
on the time scales involved. The eects of exposure can include mortality, physi-
ological changes, and reproductive eects such as cytogenetic and genetic eects.
While studies on short-term exposures are expected to produce eects on the in-
dividual level, chronic exposures are expected to produce the principal biologic
eects on the population level.
A methodology to evaluate the eects of radiation on the natural environ-
ment independently and in the absence of human components includes approaches
which calculate the magnitude of the dose absorbed by individual organisms as well
as assessing the impact and resulting risk to animal populations. Similar to the
methodology used in human radiation protection, a numerical guidance is being
developed which led to the introduction of a set of reference animals and plants
following the concept of the reference man [137, 97]. Citing ICRP Publication 108,
"the reference animals and plants are by denition generalized to the taxonomic
level of family, thus allowing for tens of thousands of actual species to be regarded
as being within the 'set'" [96]. However, one of the challenges this approach is fac-
ing, is the identication of biological endpoints for dierent species in the relevant
ecosystems, which can range from mortality of the individual to fertility and thus
population tness.
Considering the above, the problem of dosimetry and radiation eects in a spe-
cic environment can be simplied to the following key points. First, indicator
species, reference animals and plants, need to be considered which are selected ac-
cording to their relevance to the considered system. In order to quantify radiation
eects, data about the reference organisms need to be gathered. However, for more
extensive studies, it sometimes is preferable to identify research species, in which
radiation eects can be more easily isolated. Subsequently, estimates on whole
body exposure are made. This is mainly done through modelling of the exposure
situation. Finally, it needs to be ensured that the estimates are representative of
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the actual exposure situation through measurement. Trying to obtain dose mea-
surements in the natural environment is challenging, mainly due to the diculty in
evaluating the concentration of radionuclides inside the organism. This is further
complicated by errors introduced due to mobility of the organism as well as due to
non-uniform contamination of the environment.
1.3 Modelling and Detection of Radiation in the
Environment
Both aspects of radiation dose assessment, the theoretical in the form of mathe-
matical modelling, as well as the practical in the form of dosimetry have as their
main objective to quantify dose from radioactive contamination to biota. Some
of the challenges of radiation dose assessment aimed at the protection of aquatic
environments were already touched upon previously. However, both instances have
a common challenge that becomes obvious already at the level of problem formu-
lation.
In humans, the objective of radiation protection is clear and expressed suc-
cinctly by the concept of ALARA ("As Low As Reasonably Achievable") when
talking about radiation exposure. In contrast, in the context of environmental
radiation protection there are typically three concepts that need to be claried:
exposure, harm, and protection. The rst one concerns the type of exposure:
chronic or emergency. Exposure situations can be chronic, in some cases spanning
time-frames much longer than the lifetime of any of the considered animals. In
some cases, for example in a radiological or nuclear emergency they can be acute,
lasting only for hours or days. Secondly, while for humans the harm considered is
always to individuals and expressed in probability of cancer, in the environment
this question is more nuanced. The type of harm that might be caused by a certain
exposure and which by extension, we strive to prevent, can be not only mortality,
but in certain cases, fecundity and population tness need to be considered as well.
And the nal question is, which component should be protected: the individual or
the population, or both? The answers to these questions are as varied and diverse
as the ecosystems impacted.
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From the above considerations, it is evident that the question of radiation pro-
tection of aquatic species is a complex problem in itself. This is further complicated
by practical considerations when tackling this challenge. As with all scientic prob-
lems, the approaches will be based on formulation of predictions that can be tested
by collection of evidence. Both aspects face unique challenges in this context. For
example there are practical problems of data collection and availability that pre-
dictions can be formulated upon. And even when measurements can be performed,
they often do not measure directly radiation exposure, but related quantities that
have to be translated to the radiation dose.
Specically, the challenges in environmental modelling are in most cases re-
lated to decisions about how much site-specic information is available and ap-
propriate to use in any given situation. First, it should be considered that for
aquatic organisms nuclide transfer is typically presented through experimentally
determined concentration and accumulation factors as opposed to considerations
based on metabolic biology for each species. Secondly, any calculations are ide-
ally based on site specic measurements that can be spotty and incomplete due
to sampling challenges. In these situations decisions have to be made as to how
representative the available data is, and in cases of insucient datasets, this will
inuence the true representation of the modelled situation. Broadly speaking, even
with the capability of detailed modelling, the available information might not sup-
port this. And nally the selection of model and especially software can have
far-reaching eects. Understanding the uncertainties that are purely based on the
software selection is an important aspect of environmental modelling. This is the
case even for commercial software that is based on the same type of mathematical
model due to implicit assumptions that are made when setting up models. It is
of crucial importance to understand which exposure situations have the potential
to produce the most deviating results in dierent methodologies and explore the
underlying pre-selected assumptions that these software tools are based on in order
to reach a scientically sound conclusion.
A major challenge of environmental radiation measurement is related to practi-
cal sample collection considerations. In the context of radiation contamination in
the environment, it is common that large areas will have to be characterized due
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to nuclide transfer in the environment. Often, this is further complicated by in-
homogeneity of the contamination and the mobility of environmental components,
such as animals, that are hard to track. Once samples are gathered, methods for
sample preparation include freeze-drying, ashing, and nally counting, which can
take substantial amounts of time if small amounts of radionuclide contamination
need to be measured. This means that the measurement and preparation for each
sample is very time consuming, which in turn inuences the number of samples
that can be collected and analyzed.
However, challenges in environmental dose measurement are not only centered
around sampling, but most importantly around the type of quantity that can be
measured with each technique. While activity concentration is the quantity that
is typically measured, the quantity of interest is the absorbed dose for each en-
vironmental component. This can then be related to observable radiation eects.
In aquatic environments, conventional methods detect the amount of radionuclides
that have been incorporated into biota tissue, water, and sediment  the activity
concentration  which is then related to internal dose in tissue and external dose
in the the case of sediment and water contamination. This is only possible through
assumptions about the movement and placement of the considered animal in re-
lation to external sources. Consequently, any dose calculation is based on these
assumptions.
From a dosimetry perspective there are some concrete requirements for an im-
proved methodology of radiation measurement in freshwater environments. First,
the methodology needs to be able to sample large areas. This implies sample
preparation that is fast and can be performed without specialized equipment and
training. Additionally, samples that are easily accessible and abundant are an asset
for this. Secondly, performing the measurements themselves should not be time
consuming in order to accommodate a large number of samples; in short the method
has to be scalable. And nally, a smaller amount of post-processing to reach the
required quantity of measurement (absorbed dose) minimizes errors that can be
introduced through assumptions. All these requirements can be achieved with the
use of Electron Paramagnetic Resonance (EPR) Spectroscopy for radiation dose
measurement and will be presented through the course of this work.
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1.4 Research Objectives
In this work, aquatic freshwater environments are studied through modelling. Sub-
sequently, a methodology to improve radiation detection in aquatic molluscs is
proposed to tackle some of the radiation detection challenges mentioned before.
To gain better understanding of aquatic environments, typical exposure situations
are modelled and tested against measurements. Software selection inuence is ex-
plored through comparative analysis and possible absorbed doses to freshwater
components in a variety of contamination scenarios can be calculated from the
lessons learned. This information is used to explore detection limits of EPR spec-
troscopy when used for dosimetry of calcied tissues of freshwater molluscs of the
Dreissenidae family, which are invasive species in the Great Lakes of North America.
A methodology is developed for use of this technique that can tackle environmental
dose assessment challenges. Throughout this work the following research questions
in modelling and experiment are going to be addressed.
The overarching objective for the modelling section of this work is the answer to
the question: What are the eects of implicit assumption selection through software
in modelling of freshwater environments? Through the exploration of two common
scenarios in environmental modelling involving nuclides that decay through beta
emission, Tritium (3H), and Strontium (90Sr) the following aspects will be explored.
• How do results from most common software programs compare to rst prin-
ciples calculations and Monte Carlo simulations?
• How do results from software programs compare to site specic measurement
data?
• What are the eects of datasets that are incomplete?
• Modelling of which nuclides, biota, and exposure situations are most af-
fected by uncertainties introduced through dierences in selected modelling
approaches?
As described before, models of freshwater environments inform measurement
methodology development through estimation and prediction of expected radia-
tion doses in the environment. This gives a target resolution of dose that needs
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to be able to be resolved for any monitoring methodology that is useful in the en-
vironmental context. Electron Paramagnetic Resonance (EPR) spectroscopy was
identied as a methodology worth investigating for the purpose of environmental
radiation measurements. While widely used in medical dosimetry, it has been ex-
plored very little for environmental purposes. EPR detects radiation induced stable
paramagnetic centres in calcied tissues. This means that detection of absorbed
dose becomes independent of time-sensitive factors, which are common problems in
environmental dosimetry. Examples of these factors include radioactive decay and
biological half lives, which express the rate of removal of a nuclide from the body.
Other methods, such as gamma spectroscopy, are bound by detection of the activ-
ity concentration in the studied tissue. On the contrary, in retrospective dosimetry
methods such as EPR, total absorbed dose by the tissue can be measured and the
only time-dependency that needs to be accounted for is the stability and fading of
the signal over time, which needs to be quantied.
Following these considerations, in this work the main research objective is:
Is EPR a viable methodology in environmental dosimetry of freshwater aquatic
ecosystems for the purpose of accident dosimetry and monitoring? This can be
further rened to:
• Which aquatic calcifed tissues have a radiation induced signal at environmen-
tally relevant doses as a result of accidents?
• Which factors inuence the dose response?
• How can sample preparation and measurement techniques be improved?
• How can dose reconstruction be optimized?
While chronic exposure through operation of nuclear facilities typically deliver
a lifetime dose to aquatic biota that range in the order of magnitude of a couple
of milli Gray (Chapter 3), accidents such as the Chernobyl NPP accident have
the potential to deliver radioactive contamination to the environment that exceeds
these values by multiple orders of magnitude up to ranges of multiple Gray (Gy).
Considering that EPR spectroscopy uses calcied tissues which will accumulate
90Sr, the absorbed dose can be even higher. This gives the range that will need to
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be covered by any detection methodology for application in environmental radia-
tion measurement. EPR spectroscopy is shown in this work to be suitable for this
purpose. Most methods of environmental dosimetry quantify dose through concen-
tration measurements. The results of EPR measurements, however, can be directly
correlated to absorbed dose, since it detects physical changes in the composition
of the solid state matrix of calcied tissues.
The molluscs from the family of the Dreissenidae (zebra and quagga mussels)
were identied to be abundant, easy to sample and most importantly show a clear
dose-dependent signal response. Previous studies had shown their usefulness in
detecting doses at 2 Gy, but their usefulness below this level was unclear [165].
The present work shows that the detection limit can be lowered by an order of
magnitude making this family of molluscs in combination with EPR spectroscopy
a viable methodology for environmental detection of radiation.
Summary
Interest in protection of the natural environment has substantially increased and
regulatory bodies are seeking to close the gap in radiological protection pertaining
to non-human species. For this to be successful, knowledge of exposure situations,
absorbed doses and eects on non-human biota are crucial. Freshwater environ-
ments are the focus of this thesis. They are central to many industrial processes
and have the potential to be impacted by radiological contamination e.g. due to
accidents. In order to assess the eects on these environments, robust methods of
dose estimation are needed  both computational and experimental. On the topic
of computational radiation dose estimation to aquatic biota, the main research
question to be answered is: "What are the eects of implicit assumption selection
through software in modelling of freshwater environments?" This seeks to shed
light on the error sources introduced through modelling and their consequences
to accurate description of the exposure situation. Investigation of two common
radionuclides, 90Sr and 3H are employed for this purpose. The experimental por-
tion of this work is concerned with advancing methods of dose detection in aquatic
calcied tissues using electron paramagnetic resonance spectroscopy (EPR). The
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research here is centered around the question: "Is EPR a viable methodology in en-
vironmental dosimetry of freshwater aquatic ecosystems for the purpose of accident
dosimetry and monitoring?" The EPR response of three species, rainbow trout,
eastern elliptio mussels and zebra mussels are investigated for this purpose with a




2.1 Radioactive Exposure in Freshwater Aquatic
Environments
2.1.1 Sources of Radioactive Exposure
Radiation exposure to the components of the environment and specically aquatic
environments is a multifaceted problem that has been the subject of extensive inves-
tigation in order to quantify the human contribution to this phenomenon. Naturally
occurring radionuclides may occur in elevated concentrations in the environment,
and in some cases they can be concentrated further by industrial activities such as
mining and milling. There are various pathways stemming from human activities
though which radionuclides are introduced into ecosystems and can contribute to
the radiation exposure of ora and fauna.
Most forms of electricity generation have the potential to release radionuclides
or concentrate them in the environment due to their reliance on mining. While
electricity generation through coal has been found to contribute to a higher extent
to the public radiation dose in a recent review by the United Nations Scientic
Committee on the Eects of Atomic Radiation (UNSCEAR) [184], this is almost
exclusively through the terrestrial pathway (ash) and radon gas. When consid-
ering the aquatic pathway the area of concern is the nuclear fuel cycle including
operations, mining, fuel reprocessing and isolated releases during accident events.
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The most prominent and impactful of contamination pathways connected to the
nuclear fuel cycle are nuclear power plant accidents, like the events at the Cher-
nobyl and the Fukushima-Daichi Nuclear Power Generating Stations in 1986 and
2011 respectively. Signicant historic releases are also found in connection with fuel
reprocessing plants like the Sellaeld site in the United Kingdom or the releases
from the Mayak Nuclear Materials Production Complex into the Techa River. Nu-
clear power generating stations, reprocessing facilities, and mining facilities have
regulated and planned releases to aquatic environments.
A review of the main pathways - operation, accidents and reprocessing - and
their potential contribution to radionuclide concentrations in aquatic environments
and its components is presented below. Circulating radionuclides like 3H, 14C and
129I that have entered the biosphere due to human activities related to the nuclear
fuel cycle and can be detected globally are not reviewed here, since this work is
concerned with eects of elevated concentrations due to local contamination events.
Operation of nuclear power plants and research facilities
Routine operational discharges from nuclear power plants are heavily dependent on
the design and technology of the individual generation station. In their report to
the General Assembly, UNSCEAR nds that aquatic discharges from nuclear power
plants range from 1.8× 10−1 Bq/GW − a to 1.7× 102 Bq/GW − a for pressurized
water reactors and heavy water reactors respectively [184]. In all cases the discharge
is dominated by tritium which is between one and four magnitudes higher by
activity than the remaining liquid discharge. An exception are gas cooled reactors
where the discharge portion of liquid tritium is comparable to other liquid euents.
Other nuclides that can be detected are 14C which accounts for up to a third of
liquid discharges from pressurized water reactors as reported by the European
Union [59] as well as actinides which may be detected at low concentrations in the
euent [129]. Concentrations of other nuclides discharged during operations in the
liquid discharges are much smaller. A list of the source term of liquid discharges
into the environment from UNSCEAR is reproduced in Table 2.1 for freshwater
and marine environments. In the marine source term, "Local" and "Regional"
refer to the compartments used in the UNSCEAR model to calculate dose to local
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population and exposure for the regional component of collective dose (1,500 km
from the point of discharge), respectively. In the freshwater sourceterm, the models
used are small and large rivers with the assumption that discharge into a lake can
be described similarly to discharge into a large river.
In Canada, rigorous environmental monitoring programs are in place adminis-
tered by the licensee of the nuclear facilities and veried by the Canadian Nuclear
Safety Commission (CNSC) according to the Nuclear Safety and Control Act [130].
Additionally the Independent Environmental Monitoring Program (IEMP) is im-
plemented by the CNSC. In a recent environmental monitoring report [133] Ontario
Power Generation reports tritium (3H) concentration of 18.1 Bq/L and 21.2 Bq/L
for beaches close to the Darlington and Pickering area respectively. Sampling in sh
does not show signicant increase of 14C or 137Cs in tissue compared to background
concentrations.
Finally, nuclear research facilities, usually including one or more research reac-
tors can be a source of releases into the environment. While releases are regulated
in the modern era, those environments may have signicant concentrations of con-
taminants in the ecosystem surrounding them from historic releases connected to
research activities. In Canada, the site of Canadian Nuclear Laboratories (CNL) is
a prime example of this. It is a nuclear research facility built in the 1940s in Deep
River, Ontario and located in an ecologically rich environment. Three drainage
basins are aected by CNL operations: The Ottawa River Basin, Perch Lake Basin
and Maskinonge Lake Basin [71]. The aquatic environments included or draining
from those basins are the Ottawa river, two large lakes, Perch Lake and Maskinonge
Lake, and several small lakes and streams. Radionuclide contamination has been
detected in the soil and water around the CNL site, especially from 90Sr and 3H,
accumulated from many years of operation [71]. Contamination can be detected in
most water bodies on the site as well as in sediments of the Ottawa River [24]. Wa-
ter bodies and other ecological components are regularly monitored, with special
interest in Perch Lake which has been the subject of a number of research studies
[204, 205, 32].
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Table 2.1: Liquid discharge source term as used in the UNSCEAR
2017 report. Reproduced from [184].
Nuclide Marine Concentration [Bq/] Freshwater Concentration [Bq/m3 ]
Nuclide Marine Freshwater
Local Regional Small Rivers Large Rivers
H-3 1.6 3.0E-05 1.0E+02 1.0
C-14 1.6 3.2E-05 1.0E+02 1.0
S-35 1.4 7.1E-06 1.0+02 9.1E-01
Mn-54 1.5 1.6E-05 3.9E+01 2.5E-02
Co-58 1.3 5.7E-05 5.3E+01 4.3E-02
Co-60 1.6 2.6E-05 5.3E+01 4.3E-02
Zn-65 1.5 1.5E-05 9.9E+01 8.0E-01
Sr-90 1.6 3.1E-05 9.8E+01 6.3E-01
Y-90 1.6 3.1E-05 9.8E+01 6.3E-01
Ru-106 1.5 1.8E-05 6.1E+01 5.9E-02
Rh-106 1.5 1.8E-05 6.1E+01 5.9E-02
I-129 1.6 3.2E-05 9.2E+01 3.1E-01
I-131 6.1E-01 3.8E-7 9.2E+01 3.1E-01
Cs-134 1.5 2.3E-05 6.3E+01 6.5E-02
Cs-137 1.6 3.1E-05 6.3E+01 6.5E-02
Ba-137m 1.5 2.9E-05 6.0E+01 6.1E-02
Pb-210 1.6 2.9E-05 8.3E+01 1.7E-01
Bi-210 3.1 6.1E-05
Po-210 4.6 7.1E-05 5.6E+01 4.8E-02







Th-230 1.6 3.0E-05 2.1E+01 1.0E-02
Th-232 1.6 3.0E-05 2.1E+01 1.0E-02
Ra-228 1.6 3.0E-05 2.1E+01 1.0E-02
Ac-228 1.6 3.0E-05 2.1E+01 1.0E-02
Th-228 1.6 3.0E-05 2.1E+01 1.0E-02
Pb-212 1.6 3.0E-05 2.1E+01 1.0E-02
U-234 1.6 3.2E-05 1.0E+02 9.8E-01
U-238 1.6 3.2E-05 1.0E+02 9.8E-01
Th-234 1.6 3.2E-05 1.0E+02 9.8E-01
Pa-234m 1.6 3.2E-05 1.0E+02 9.8E-01
Pu-239 1.6 3.1E-05 1.7E+02 8.3E-03
Pu-240 1.6 3.1E-05 1.7E+02 8.3E-03
Am-241 1.6 3.1E-05 2.9E+02 1.6E-02
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Nuclear power plant accidents
Accidents related to nuclear power plant malfunctions can be the cause of locally
elevated levels of radionuclides. Studies of the aftermath of past accidents as well
as theoretical exercises are routinely employed in order to comply with regulatory
requirements for nuclear safety assurance. Extensive research eorts are employed
by the regulatory bodies in countries with nuclear power to quantify eects of an
accident that could result in dispersion of radioactive material and the resulting
source terms for dose estimations mainly to the population [118, 14]. The Canadian
Nuclear Safety Commission's work extrapolates that a severe accident scenario
involving Canadian reactors would result mainly in airborne releases of 137Cs, 134Cs,
and 131I approximately three orders of magnitude less than the release from the
Chernobyl Nuclear Power Plant accident [33].
The two main pathways through which radioisotopes can reach the ecosystem
are (a) directly through discharge into a water body, or (b) through deposition after
an airborne release. Liquid discharges directly into the environment were the main
contributor to the radioactivity measured in the Pacic during the Fukushima-
Daichi Accident. In the case of mainly airborne release, deposition, both on land
and on the water bodies, migration through the soil to inland lakes and rivers
can have signicant contribution to the radioactivity concentrations in the water
and sediment, as was the situation following the accident at the Chernobyl nuclear
power plant. The aforementioned two accidents are the only major contamination
events related to nuclear power plants, and their eects on the natural environment
are being thoroughly studied. It is outside of the scope of this work to discuss the
entirety of these two accidents, but a summary of the aspects pertaining to aquatic
ecosystems will be presented in the following.
Chernobyl
In April 1986 after a series of fatal mistakes during a test, multiple steam explosions
were the cause of a major release of radioactive material from the Chernobyl Unit
4 reactor. Parts of the reactor core were ejected from the damaged reactor building
and the dispersion of radioactive material that followed in the subsequent nine days
could be detected everywhere in Europe and eventually over the whole Northern
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Hemisphere [185]. As the nuclides from the plume settled, they were signicantly
diluted in oceans and seas, but dilution occurred to a much lesser extent in smaller
lakes. The main contributor to radioactivity in freshwater ecosystems was erosion
of the soil around the water bodies and runo from drainage areas. This eect was
especially pronounced in closed water sytems with little in- and outow since this
caused circulation of radiocesium and prevented dilution in the water body and
the inhabiting biota [30, 183].
Nuclides detected initially in the surface water were representative of the source
term from the explosion; as an example the highest concentrations measured in the
Pripyat river can be seen in Table 2.2. Due to the short half lives of most of
these, their activity declined rapidly in the rst months after the accident. In the
following years, and even today, the radionuclides of concern have been mainly
90Sr, of which a signicant amount was deposited in water soluble form and thus
had great mobility in the environment [91], followed by 137Cs as well as isolated
lower concentrations of plutonium isotopes and 241Am [182].
The Pripyat River concentrations have been declining steadily with the excep-
tion of ooding that can occasionally be a source for inux of radionuclides from the
surrounding watershed. Water concentrations of 137Cs in the rst 13 years after the
accident have declined from 2.2× 107 Bq/L to under 0.2 Bq/L with a steep decline
of almost an order of magnitude in the rst year. In the case of 90Sr the rst years
brought an increase to 1.9 Bq/L and has been since decreasing to approximately
the same levels as 137Cs. The same behaviour can be observed for all other rivers
in the area [88, 91]. Signicant concentrations were also found in the river deposits
with concentrations of up to 4.2× 103 Bq/kg of 90Sr in sludge deposits. It has to
be noted that typical river bed deposit concentrations were two to three orders of
magnitude lower [91].
Contrary to this, the concentrations of 137Cs and 90Sr have been much slower to
decrease in small lakes due to lower ow rates. The activity concentrations in the
the cooling pond of the Chernobyl nuclear power plant is approximately an order
of magnitude higher than concentrations in the Pripyat River for both nuclides
[91]. The highest measured values in studied bodies of water were 1.9× 102 Bq/L
and 2.3× 101 Bq/L in Azbuchin Lake for 90Sr and 137Cs respectively three years
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Table 2.2: Pripyat River maximum concentrations of radionuclides
following the Chernobyl Accident. Table reproduced from [88].















after the accident. The concentrations since have decreased and one of the water
bodies with the largest contamination in 2008 was Glubokoye Lake, containing
9.5× 101 Bq/L of 90Sr and 3.7 Bq/L of 137Cs [128, 70]. Sediments in these lakes
tend to bind the contaminants and serve as long-term sinks for nuclides contained
in the water. A research study conducted in the period from 1997 to 2008 reports
average sediment surface concentrations of 6.70, 11.50, 0.24 and 0.22 TBq/km2 for
90Sr, 137Cs, 238+239+240Pu and 241Am in 1998 [128]. Sediment concentrations in
the Chernobyl cooling pond were at signicantly higher values with the highest
recorded value of 137Cs at 133.2 TBq/km2.
The isotopes mostly studied in connection with aquatic species are 90Sr and
137Cs. 131I was also detected in elevated levels in sh tissues, but declined quickly
due to its short half live. Tissue concentrations of 137Cs were reported as high as
1.9× 104 Bq/kg in predatory sh 200 km from Chernobyl while in heavily contam-
inated areas concentrations as high as 9× 104 Bq/kg were measured [182]. After
an initial increase, [128] activity concentrations since have decreased by more than
an order of magnitude, however are still over the action levels in some regions of
Europe [183]. 90Sr can be exchanged for Ca and will thus tend to accumulate in
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the calcied tissues of animals. While muscle tissue of sh showed concentrations
around 2 Bq/kg the concentration in molluscs and sh bone had an order of magni-
tude higher concentrations [88]. Radiation eects to freshwater biota populations
are discussed in more depth in Section 2.1.2 and the special case of radionuclide
uptake in molluscs is presented in Section 2.4.2.
Fukushima
In March 2011 an earthquake that was followed by a Tsunami caused ooding of
multiple units at the Fukushima-Daiichi Nuclear Power Plant. The subsequent loss
of osite and emergency power severely impacted cooling the reactors and spent
fuel pools and caused hydrogen explosions to Units 1, 2 and 3 [94]. As a result, in
addition to the airborne releases following the explosions, an estimated 22 PBq of
liquid releases occurred into the Pacic Ocean [9]. In addition to the direct release,
deposition on the surface water has to be accounted for. Due to the strong currents
of the ocean, dispersion was rapid, however near shore elevated concentrations were
measured [95].
Concentrations up to 10× 106 Bq/L could be measured close to the plant. 137Cs,
131I, 134Cs were the main radionuclides detected in the ocean along with lower con-
centrations of 99Tc and 90Sr. Less than 2 km from the plant the measured concen-
trations of 137Cs went from 10× 103 Bq/L in the rst week up to 10× 105 Bq/L in
the subsequent two weeks and then declining to 2× 101 Bq/L after 15 weeks follow-
ing a power law [9]. Freshwater waters were impacted through deposition as well
as inow through groundwater. Activity concentrations in river sediments of up
to 15× 103 Bq/kg and 20 Bq/kg (dry weight) of 137Cs and 131I were detected with
90Sr being comparable to measurements before the accident [95]. Elevated concen-
trations in freshwater have also been measured in algea and other components of
the ecosystems [211].
Activity concentrations in sh were closely monitored due to the relative im-
portance of shing on the coast of Japan. Radiocesium detected in sh close to the
plant was detected in excess of 1× 105 Bq/kg (wet weight) and is still detected,
albeit in smaller concentrations in the sh o the coast. It is especially noticeable
in benthic sh, most likely due to the continuous inow from rivers and leakage
[29]. Additionally, 110Ag has been observed in molluscs [95].
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Table 2.3: Discharge rates from Sellaeld, UK and LaHague,
France. Reproduced from Table 13 of UNSCEAR 2016 report [184].



















In some countries, like the UK, France, and Russian Federation, chemical repro-
cessing of spent nuclear fuel has been practised for over four decades with the
intention to re-use it in nuclear power reactors. This process of recycling the fuel
in fast breeder reactors is meant for a more ecient use of uranium resources [93].
While this greatly reduces the amount of radioactive waste for nal disposal from
the nuclear fuel cycle, depending on the technology utilized it produces airborne
and liquid euents that are discharged into the environment. As with regular
nuclear plant discharges, these are closely monitored and reported [2]. Table 2.3
shows liquid discharge rates from two European fuel reprocessing plants, Sellaeld
and LaHague, both discharging into marine environments. The gamma emmitter
60Co is routinely discharged from reprocessing plants, for example in France, the
Marcoule plant which was operational until 1997 was discharging its liquid euents
into the River Rhone, an estimated 2.5 to 3.0× 1010 Bq/year (793 to 951 Bq/s) [2].
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Contamination from historic euents, in some cases coupled with accidents
at the fuel reprocessing plants poses elevated environmental concern. The most
prominent of theses cases are the Sellaeld site in the UK and the Mayak Nu-
clear Materials Production Complex located on the Techa River in the Russian
Federation. The total contribution to ocean waters of 137Cs from Sellaeld has
been estimated to be 41 PBq over the lifetime of its operation, about double the
amount compared to the release after the Fukushima-Daiichi accident, and con-
centrations in the Irish Sea were measured to be higher than 10 Bq/L in the time
from 1974-1976 [9]. The liquid discharges from the Mayak facility combined with
the Kyshtym accident (an explosion with airborne contamination) in 1957 and dis-
persion of radioactively contaminated soils from a storage pond have contributed
to a signicant radiation contamination in the watershed of the Techa River and
by extension to the Techa-Iset'-Tobol-Irtysh-Ob' river system [36]. Environmental
concentrations and eects will be discussed in more detail below.
Techa River
A number of planned and accidental releases mostly related to storage tank breaks
occurred from the Mayak Nuclear Materials Production Complex in the Techa
River, surrounding ponds and later Karachay Lake. Aided by annual ooding the
radionuclides were able to spread to the whole watershed [155] causing contami-
nation concentrations of up to 340 kBq/m2 of 90Sr and up to 390 kBq/m2 of 137Cs
in the riparian soil of the Techa River oodplain [103] and leading to signicant
doses to the population of downstream villages as high as 500 mGy [39]. An exten-
sive amount of work has been performed to quantify the contamination prole and
reconstruct the source term released into the Techa river ecosystem, with the ma-
jority of releases occurring between 1949 and 1951 [36, 175, 155]. It is estimated
that a total of 115× 1015 Bq of radioactive material was released [40] of which
137Cs and 90Sr contributed approximately 10× 1015 Bq [175] each. Measurements
indicate a peak in activity concentration of over 20 Bq/L in October 1951 [40].
The released nuclides can be grouped as follows: Radioactive cesium (Cs), al-
kaline earth elements (isotopes of Sr and Ba), rare earths (Ce and Y), radioactive
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ruthenium (Ru) and zirconium and niobium (Zr, Nb). Some of the heaviest con-
taminated water bodies are storage reservoirs for liquid euents where concentra-
tions in the sediment range from 18 Bq/kg to 240 MBq/kg for 137Cs and 25 Bq/kg
to 170 MBq/kg for 90Sr (dry weight) [139]. Nuclide concentrations in the Techa
River are dependent on the distance from the release point and decline approxi-
mately three orders of magnitude 200 km downstream of the release point [155].
This extensive research has signicantly improved the understanding of long-term
contaminated environment. Measurements indicate that site specic concentration
factors and distribution coecients deviate signicantly from the value given in the
databases of the software tools ERICA and RESRAD (discussed in Section 2.2)
[160].
Transport and Fate of Radionuclides in Aquatic Environments
The fate of radionuclides after release from a source or event follows common
transport processes (Figure 2.1) which are modied based on the chemical and
physical form of the radionuclide in question. Pathways into freshwater ecosystems
will be briey reviewed here. After release, the plume undergoes dispersion in the
medium into which it was released (air or water). In the case of release into air,
deposition on soil and subsequent washout will transport nuclides into bodies of
water. There, sedimentation processes governed by the partitioning coecient will
determine the concentration of nuclides in water and sediment. This process is
highly dependent on the chemical form of the radionuclide as well as on water and
sediment chemistry and composition. Removal of radionuclides happens mainly
through movement of water (for example, in rivers, and radioactive decay). In the
latter case, potential impact through daughter nuclides need to be considered [38,
174, 193].
Ingestion, accumulation in animal tissues, and excretion drive the movement
through the food chain. An example of this trophic transfer is shown in Figure 2.2.
A number of radionuclides behave like nutrient analogs or their non-radioactive
isotope when soluble. As such they will undergo the same processes of uptake and
excretion as their analog. Typically found pairs are potassium-cesium and calcium-
strontium. However, an analog is not necessary for bioaccumulation of a nuclide in
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Figure 2.1: High-level depiction of radionuclide pathways (Figure
from [174]).
specic tissues. Other factors that inuence radionuclide movement through food
webs are half life, physical form (particulate or soluble), and organism-specic
factors like metabolic rate, movement, and habitat. [193] The time it takes for a
specic radionuclide to move through an organism is characterized by the biological
half life.
Dose determination can be most directly performed through measurement of
environmental concentrations. For aquatic environments, this typically includes
measurements of water and sediment activity concentrations and samples of the
investigated target organism. Additional measurements of water chemistry, mete-
orology, and animal behaviour help assess the exposure situation. Access to high
quality and extensive monitoring data can be challenging for various reasons. Ex-
amples include the removal of the nuclide from the environment through decay
or prohibitive eort and cost due to factors like accessibility for sampling such as
location or weather. Additionally, for representative measurements the number of
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Figure 2.2: Conceptual model of the Clinch River, Tennessee, food
web. (Figure from [174], adapted from [37]).
samples required is large in order to capture possible non-uniformity of contamina-
tion. In these cases, but also for predictive assessments, modelling can be employed
to gain insight in uptake processes and the resulting dose.
With the abundance of factors inuencing the transport and fate of nuclides
in the environment, models are reduced to the key factors: activity concentrations
and exposure geometry. Clearly, this will introduce uncertainties. First, eld mea-
surements that form the base of the models have an uncertainty (measurement
uncertainty). Secondly, if multiple models t the measured data, the choice of
model will introduce a bias (conceptual uncertainty). Once a model is chosen, any
assumptions to condense and reduce the problem will introduce further uncertain-
ties (modelling uncertainty). And nally, the choice of parameters for a model that
are unknown will also inuence the predictions made with this model (parameter
uncertainty) [38]. The eects of model selection on the example of a modelling
intercomparison on the CNL site are discussed in Chapter 3.
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2.1.2 Eects of Radiation Exposure in Aquatic Animals
Besides developing modelling approaches to address the problem of direct dose mea-
surement, there is a research need to gather data about the reference animals and
plants as well as identifying related research organisms. Those are selected based
on practicability considerations and their suitability for research, like robustness
to changes in the environment and a short maturation time. Model organisms are
used to decouple the system to be studied from its environment, in order to isolate
the eects of radiation and observe specic reference and benchmark values of ra-
diation eects. Concerning freshwater environments, the reference sh is the trout.
However since the late 60s the Japanese Medaka (Oryzias latipes) has been chosen
as the suitable research organism for radiobiology research. It has been extensively
used as a model organism for toxicological and genetic research [156]. In addition
to its well established genome it has a well studied physiology and life cycle [157,
198].
From irradiation studies with Medaka, a variety of eects have been observed.
Most notably, the extrapolated LD50/20 (lethal dose, 50% in 20 days) for 137Cs was
reported to be approximately 25 Gy and a decrease in hatchability was observed
depending on the developmental stage during irradiation [109]. Additionally, ver-
tebral malformations were observed starting from 4 Gy as well as a decrease of
radiation damage with temperature and fractionated irradiation [81, 57].
A compact summary of the literature on radiation eects to freshwater biota
will be presented here. The aim of this literature review is to give a broader
overview of the knowledge base for the development of the reference animals and
describe the current understanding of radiation eects to aquatic biota. Additional
information on the research pertaining to Medaka that informed some preliminary
radiation eects experiments in this work can be found in Appendix B and C.
Eects to freshwater aquatic biota due to acute exposure
When studying radiation eects, chronic exposures are expected to produce the
predominant damages. Nevertheless acute exposure studies have been signicant
in providing information as to the relative sensitivity of species, dierent life stages
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of the same species and the interaction between environmental factors and radiation
exposure. The following discussion is a compilation of acute radiation eects based
on NCRP Report 109 "Eects of Ionizing Radiation on Aquatic Organisms" (1991)
[127].
The upper limit of radiation sensitivity is determined by the LD50, the dose
at which the mortality of the studied population is at 50%. In comparison to
mammals where a 30 day period is the standard, in sh and amphibians a dierent
time period may be chosen due to very dierent and highly varying time scales
of development of each species. In general it has to be noted that aquatic species
other than mammals are more resilient to radiation exposure than mammals. For
freshwater sh sensitivities to acute radiation exposures as measured by the LD50
have reported to be in the range of 10 Gy to 100 Gy.
Concerning developmental eects specically in sh, a consensus exists as to
the importance of the developmental stage of the embryo in sensitivity to radiation
exposure. In decreasing order of sensitivity these are: newly fertilized eggs, reorga-
nization of the single-layered blastula into the gastrula (gastrulation), division of
cells in the early embryo (cleavage), and organogenesis. The lowest value reported
needed to disrupt embryonic development is 0.15 Gy of X-ray irradiation, in this
case for salmon embryos.
Reproductive eects of radiation are the primary concern when studying aquatic
species, since they are most likely to inuence tness and success of a population.
Here the lowest reported value is 2.4 Gy that would signicantly reduce the female
germ cells in salmon. Acute doses starting from 6 Gy cause acute sterility in various
species.
Eects to freshwater aquatic biota due to chronic exposure
Although multiple experiments have been performed to assess mortality due to radi-
ation eects, very few comparable results can be reported. This is mainly due to the
big dierences in physiologies, as well as to a non-uniformity of experimental pro-
cedures and endpoints. The lowest dose rates investigated were 4.8 mGy/day up to
400 mGy/day that had no considerable eects to salmon embryos, and 5.1 mGy/day
that produced a 2 to 2.8 fold increase in roach sh mortality [96]. It is noted that
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temperature has great inuence on radiation-induced lethal eects in many aquatic
species as was demonstrated with medaka, goldsh and mosquitosh [57, 96].
Physiological eects and increased morbidity have been reported at doses as
low as 2.5 mGy/day. This is the dose rate for a threshold of which suppression
of immune response in trout. Other physiological changes observed were linked
also to the malfunction of the immune system, as well as to growth anomalies and
biochemical changes in organs. In the case of germ cells this was linked to various
disturbances of spermatogenesis and oogenesis. These eects have been observed
in a multitude of aquatic species ranging from medaka to trout, salmonoids and
mosquitosh [96].
Fertility and fecundity are also aected by chronic radiation. Gonadal develop-
ment, temporary and permanent sterility of the organisms or their ospring as well
as behavioural eects that are linked to mating have been observed. Eects start
from as low as 12 mGy/day where male medaka sterility was increased [53, 127] and
5 mGy/day where retarded gonad development in trout was observed [96]. In the
case of Chinook salmon an increase of fecundity has been recorded although the
results are ambiguous and suspected to coincide with higher mortality rates due to
a genetic load of radiation induced mutations [75, 96, 104]. Concerning mutation
rates and chromosomal damage, the current consensus is that the sensitivity of sh
is comparable or even lower than mice. It is however very dicult to generalize
over a variety of species.
Chronic exposures in the environment
The few severe contamination events that have impacted larger ecosystems can give
insights into the eects of long-term exposure of aquatic populations. As mentioned
before, the radiation sensitivity of aquatic species is signicantly lower than for
mammals with approximately an order of magnitude between the sensitivity sh,
mammals and molluscs [96, 194]. This is the reason that tracking and quantifying
eects of radiation exposure on a population level is very challenging. The nuclear
power plant accident at Chernobyl in 1986 has provided some insight into result of
long-term residence of populations in radiation elds over what is expected to be
background.
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The cooling pond of the Chernobyl nuclear power plant was heavily contam-
inated, however the dose rates to biota inhabiting it were highly dependent on
their place in the trophic chain and their occupancy of dierent levels of the water
column. The doses were highest in the rst weeks after the accident but even after
a month the dose rate to benthic organisms was still estimated to 12 mGy/day.
Silver carp with an estimated 7-8 Gy cumulative exposure did not show any dif-
ferences from the controls in the biochemical analysis of muscles and gonads and
an elevation of female fertility and male sterility was detected [88]. The evidence
for cytogenic changes and chromosomal aberrations is contradictory but has been
detected in some cases in sh as well as amphibians, in some cases exceeding the
controls by 17% [88, 91]. In the other lakes of the exclusion zone a decline in fer-
tility was observed compared to the Pripyat river as well as disruptions in growth
[91]. A study on zebra mussels and oating pondweeds have found evidence for
radiation dependent morphologic changes in the former but not the latter [209].
On a population level, no eect was found in the macroinvertebrate communities
of the lakes impacted most by the accident [123] or the population structure of
zebra mussels [63].
The continuing radioactive contamination of the Techa River Ecosystem in the
Russian Federation has also provided the opportunity to observe freshwater biota
and entire communities exposed to chronic levels of radiation in their natural en-
vironment. Of special interest to studying eects to biota are the various storage
ponds and reservoirs for liquid radioactive waste. On average they show nine orders
of magnitude higher concentrations of 137Cs and 90Sr and six orders of magnitude
higher concentrations of alpha emitters than control lakes [139]. A varying de-
gree of population degradation of phytoplankton and zooplankton, especially of
the zoobenthic communities, and partial complete lack of ichthyofauna has been
recorded [139, 8]. For example, the absorbed dose rate to phytoplankton in Lake
Karachay, the lake with the highest radionuclide concentrations (6.5 Bq/L 90Sr,
1.6 Bq/L 137Cs and an alpha activity of 3 Bq/L) on the site of the Mayak facility
was estimated as 36 Gy/day. The ecosystem in this lake is severely degraded with
declining diversity of algae species and the development of a mono culture of the
most resistant species [8]. In a dierent reservoir the population density of aquatic
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worms (Olichoeta) was found to be slightly decreased but no eects on the fertility
and population density were found for detritus worms [140].
2.2 Environmental Modelling
Robust and speedy assessment of radiological impact on non-human biota is cru-
cial for the nuclear industry and the public. The transport of nuclides through
the environment and ways to predict it have been a very active area of research
[172]. In order to show regulatory compliance, accurate dosimetric data must be
calculated from the concentration of radionuclides in water measured at the sites
in question. Additionally it is often desirable to be able to estimate or even predict
nuclide concentration, and by extension, radiation dose in components of the nat-
ural environment. And nally, environmental modelling might give insights into
experiments, that are not directly evident from the measurements.
In the last twenty years there has been an increasing interest in predicting
not only the dose to humans but also to non-human biota, as the legislation has
changed around environmental protection. Initial attempts for a user-friendly sys-
tem were centred around quantifying the dose absorbed based on the amount of
radioactivity per unit time [12] and were subsequently rened into methodologies
like the ERICA Integrated Approach and computational codes. Being an impor-
tant tool in understanding and estimating the doses that components of a specic
ecosystem are exposed to, environmental modelling, however, has its constraints.
Those are mostly dened by the type of information available for each modelled
system. In practice, for most aquatic exposure situations the nuclide concentration
in the water is the parameter most readily obtained, along with the dimensions
and characteristics of the receptor organisms. The missing information is modelled
based on theoretical calculations and validation case studies.
Based on the previous considerations, the goal is to model an exposure situation
in order to be able to predict radiation doses to the aquatic environment often by
knowing only the concentration and type of nuclides in water. This task requires
modelling of the transfer of the nuclides between the water, the soil and the animal
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under consideration, including feeding patterns, if applicable. Consequently, dier-
ences in shape and size as well as energy dierences depending on the nuclide and
its varying bioaccumulation in an animal's organs can complicate the calculation.
Additionally the exposure from sources inside and outside the body is considerably
inuenced by the behavioural patterns of the organism. Analytical models, mainly
the Point Source Dose Distribution model [87] have been developed for screening
purposes and were rened by Monte Carlo simulations of radiation transport for
the geometries in question [181]. The key theoretical concepts used in this work
are presented in the following.
2.2.1 The Point Source Dose Distribution Model
The Point Source Dose Distribution model is the standard approach that is used in
modelling radiation sources and target geometries. It states that "for any extended
(nonpoint) source of ionizing radiation , the dose rate at a specied point can
be obtained by integration of an appropriate point source dose function over the
source geometry" [23]. Those can be calculated using a uniform isotropic model.
The organism is assumed to be in an innite homogeneous medium which has a
density equal to the density of the organism [90].
The basis of those calculations are built on several assumptions [181]. First, the
shape of the organisms are approximated by ellipsoids. The sphericity is accounted
for when calculating the percentage of absorbed dose (absorbed fraction). Secondly,
the contamination inside the organism is considered to be homogeneous and in
equilibrium, suggesting that kinetic models and organs are not taken into account.
This is represented by one factor, the dose conversion coecient. Bioaccumulation
factors account for any specic interaction of the contaminant and the organism.
They express the amount of contaminant that can be accumulated in the tissue
dependent on the concentration of the outside medium. Finally, the behavioural
patterns that inuence the exposure situations are taken into account by assigning
occupancy factors, that is the fraction of time spent in a specic source-target
conguration.
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Absorbed fraction and dose conversion coecients
Considering the variety of organism sizes and radiation energies, it is clear that the
absorbed dose will depend on penetration depth in tissue of the considered particle
as well as the absorbing mass. Absorbed fraction is dened as the fraction of energy





The absorbed fraction is used in the denition of dose conversion coecients
(DCCs) which are dened for the two possible exposure geometries, external (Dext)
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(2.3)
The notation used is as follows:
ν: radiation type (α, β, γ)
Ei: energy of discrete radiation types
Yi: yield of discrete radiation types
Nν(E): spectrum of continuous energy radiation types
The limit of the DCCs is full absorption or absorbed dose in innite media.
That means an innite homogeneous medium fully absorbs the energy stemming
from uniformly distributed isotropic radiation sources. Consequently the maximum
value for any given DCC of energy Ē (averaged over the emission spectrum) will
be:
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Based on those considerations, for radiation with small range the internally
absorbed dose will approximate Dmax and the external dose will approximate 0.
For organisms smaller than the range of the considered radiation the contrary will
be the case since the internal radiation escapes the body.
Monte Carlo simulations have been used to calculate absorbed fractions for a
range of masses and energies [180]. In those studies non-spherical bodies are rep-
resented by scaling parameters depending on the relation of minor and major axis.
Using this approach equations to approximate rescaling factors for the absorbed
fractions have been developed (Equations 2.9 to 2.11) [180]. An example of the use
of this methodology on a set of biota is presented in Section 3.2.2 when discussing a
comparison of several environmental modelling techniques on a specic case study.
The internal absorbed dose (Dint) can be simplied in terms of the absorbed frac-
tion of the radiation in the tissue. Absorbed doses in [µGy/h] from sediment (Ds)
and water (Dw) are calculated similarly (Equation 2.6 to 2.7) [23]. As before, Yν
is the yield of the decay, Φ the absorbed fraction and R the occupancy factor.
Dint = 5.76 · 10−4EνYνΦCint (2.5)
Dw = 5.76 · 10−4EνYν(1− Φ)Cw (2.6)
Ds = 2.88 · 10−4EνYν(1− Φ)CsR (2.7)
For the calculation of the absorbed fractions the organisms are assumed to be
ellipsoids. Since absorbed fractions for spherical organisms (Φ0) are tabulated in
the literature [180] for ellipsoidal shapes a rescaling factor (RF ) is introduced as a
function of η = S0/S, being the quotient of the surface are of a sphere and that of
a non-spherical body of the same mass, and the approximation parameter s [180].
Φ = RF (η) · Φ0 (2.8)
RF (η) =
(
1− | 1− η |1/s
)
(2.9)
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The parameter s(r0) is calculated depending on r0, the radius of the equal mass
sphere (R0) scaled by the electron CSDA range in water (Λ(Eβ)) [121], combining
the eects of the body mass and the source particle energy (Equation 2.11) [180].
s(r0) is a tted function represented by Equation 2.11 with a, b, c, d, x1 and C as
tting parameters and lg is the logistic function (a sigmoid function of the form

















To determine the radionuclide concentration in the sediment(Cs) (Equation
2.12) water-sediment partitioning is used.
Cs(fw) =
θCw + (1− θ)CwKdρs
θρw + (1− θ)ρs
(2.12)
where:
Cs(fw): concentration in sediment (f.w.) [Bq/kg]
Cw: concentration in water [Bq/L]
ρs: density of solids [kg/L]
ρw: density of water 1 kg/L
θ: sediment porosity [unitless]
Kd: distribution coecient [L/kg]
Using the DCCs for both geometries the absorbed doses from the possible expo-
sure scenarios for internal and external contamination can be calculated, knowing
the corresponding concentrations Cint, Cext.
Dint = DCCint · Cint (2.13)
Dext = DCCext · Cext (2.14)
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Occupancy and concentration factors
The appropriate occupancy factor (R) accounts for the time the considered or-
ganism spent close to the sediment and is used to allocate external exposure to
exposure from the sediment and the water. The occupancy factor R ranges from
0 to 1 and is dened as the fraction of time spent in a specic geometric congu-
ration, in this case at a distance from the sediment that is shorter than the range
of the considered radiation. The absorbed doses from the two external exposure
scenarios knowing the corresponding concentrations Cint and Cext are:
Dw = DCCext · Cw (2.15)
Ds = DCCext · Cs ·R (2.16)
Water-tissue partitioning is performed to calculate tissue concentrations (Cint)
using the aforementioned bioaccumulation factors (CB). Equation 2.17 demon-
strates the calculation of concentration in biota tissue for a given radionuclide.
Typically, CB is obtained either through literature or by evaluating historic data
from a location or region in order to dene a site specic value. This site-specic
value can then be used with annual water concentration measurements if tissue
measurements are unavailable.
CB =
Concentration in biota (f.w.)
Concentration in the surrounding water
(2.17)
2.2.2 Commercial Software
Numerous screening tools like RESRAD-biota, ERICA, EPIC or DosDimEco, to
name just a few, are available. Using analytical equations in combination with
computed dose conversion coecients (DCCs) [180, 181] they are a quick and
eective method to perform an analysis of the environment. The comparison of
dierent models shows good agreement between them provided that they are used
with caution and sensitivity to their individual methods [15, 19, 189, 22, 203, 204].
Generally it has been found that Dose Conversion Coecients (DCCs) compare
well across dierent methodologies with main dierences in the nuclides that are low
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energy β emmiters (3H, 14C) [188]. Main dierences between dierent approaches
have been spotted in the calculation of external dose and dierent cut-o times for
progeny [189].
The most commonly used software tools based used for this approach in North
America are RESRAD-biota and ERICA. RESRAD-BIOTA is designed as a tool
for evaluating radiation doses to aquatic and terrestrial biota by Argonne National
Laboratory. The ERICA Tool is a tiered software tool, based on the ERICA
integrated approach developed to assess the radiological risk to terrestrial, fresh-
water and marine biota [27]. It was developed by a cooperation of multiple Euro-
pean radiation protection and environmental authorities and research institutions
(Norwegian Radiation Protection Authority, UK Environment Agency, UK Centre
for Ecology & Hydrology, IRSN, CIEMAT, Swedish Radiation Safety Authority).
Both are based on the equations derived through the Point-Source Distribution
Model. Consequently they provide speedy assessment of expected absorbed doses
to biota since the calculations are done based on purely analytical equations. As
an additional resource, since it is meant to be a decision-making-tool, ERICA also
incorporates a database of eects and threshold values that were experimentally
determined (FREDERICA database) that can be used to put the results from the
assessment into a broader context [16].
Both software tools are based on the point source dose distribution model and
as such on the equations discussed in Section 2.2.1. This means that the dose to
an organism is condensed to external dose and internal dose with dose conversion
coecients that are based on Monte Carlo simulations of simplied geometries.
While both models use the same analytical equations, the approach to environ-
mental modelling of certain cases (and as such the expected results) vary between
the dierent software packages. This is more evident as the results of the model
intercomparison are discussed in Section 3.2.3.
RESRAD and ERICA have a signicantly dierent approach to setting up the
exposure geometry. While ERICA allows the user to set up each new organisms
with a custom size, making it possible to control the eccentricity of the ellipsoid
used, in RESRAD a selection has to be made between a number of existing size
classes. This limits the accuracy to which the existing exposure condition can be
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modelled in RESRAD. Additionally, the occupancy factors are treated dierently in
both programs. For aquatic organisms, ERICA requires that occupancy fractions
on/in sediment and in water sum to 100%. Conversely, RESRAD only enables
setting the exposure geometry to 2π or 4π for surface exposure and immersion
respectively. These dierent approaches impact the dose conversion factor that is
applied in each calculation leading to dierent dose estimations.
To asses how these modelling decisions impact the results of dose calculations,
rst principles equations were used to write an independant calculation program.
This is meant to help gain insight into the eects of the individual software pack-
ages. Additionally, two modules were added that neither ERICA nor RESRAD
currently have. The rst is a seperate tritium model which accounts for both
forms in which tritium can be found in the environment (OBT and HTO). The
second addition is a more detailed model of sediment concentrations, using the
porosity and density of solids to dierentiate between dierent types of sediment.
Both those additions and their eects on dose estimations are discussed in detail
in Section 3.2.2.
RESRAD-BIOTA
While the RESRAD family of codes can be applied to a multitude of scenarios
for radiation dose calculation, RESRAD-biota is specically used for exposure sit-
uations that involve biota, aquatic and terrestrial. It is developed by Argonne
National Laboratory (ANL) and has three possible levels of assessment with in-
creasing exibility for data entry. As is to be expected with increased options for
detailed specication of the exposure situation, the results will be a more faithful
depiction of the assessment in question.
The input to a RESRAD-biota assessment are water and sediment concentra-
tions and types of biota studied. Multiple radionuclides can be selected from an
extensive list and the default value for the relative biological eectiveness (RBE)
for each type or radiation is set to 20 for alpha and 1 for beta and gamma. A dose
limit can be set, with the default value being 0.01 Gy/d.
In all calculations the aquatic ecosystem is chosen and the level of modelling is
set to be 3 to take advantage of the expanded exibility in describing the exposure
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situation [212]. For modelling a system where almost all environmental parameters
are known, this is the preferable approach. A wizard tool allows the creation of
any new organisms, however the geometries are restricted to a set of specied
dimensions. Each new organism can be assigned a range of parameters and the
indicative geometries can be used to chose the most appropriate geometry setting
for each animal that is created in this way. For calculation of the concentration
in the tissue for the standard aquatic animal a default set of bioaccumulation
factors (BIVs) are provided that can be changed if site- and biota specic factors
are known. In addition, geometry factors related to ingestion can be set which
specify the fraction of nutrients that the organisms under consideration get from
the sediment, water and soil.
ERICA
The ERICA tool is a tiered software system developed in 2007 by a European
cooperation based on the ERICA Integrated Approach to assess the radiological
risk to terrestrial, freshwater and marine biota. It has been applied to the as-
sessment of existing exposure situations [187] and its dose calculations have been
tested successfully against measurements of radiation dose to wildlife [18]. Since
its release it has been updated twice mainly with changes in the databases and the
extrapolation methods of parameters that are calculated from existing data with
comprehensive explanations on the extrapolation methods for the reference animals
and plants [26, 17]. Nevertheless, it should be noted that the methods used for
extrapolating concentration ratios should be employed with care since they might
not always provide conservative estimates [25]. The current version is 1.3.
As with RESRAD-biota three tiers of assessment are available, however they
are structured dierently. Tier 1 and tier 2 provide the user with results calcu-
lated analytically through transfer equations with increasing level of possible detail
and exibility. In tier 2 assessments the user can edit parameters like concentra-
tion ratios (bioaccumulation coecients). Tier 3 reects the stochastic nature of
parameters used in radioecology. By dening probability distributions for these
parameters the assessment can be run multiple times taking these into account
[27, 112]. One of the major advantages of ERICA, compared to RESRAD-biota,
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is the creation of new organisms with the exact desired geometry, which make
calculations of the absorbed fractions more representative. Additionally, the inte-
gration of the FREDERICA database of eects to non-human biota facilitates a
more comprehensive interpretation of the performed dose calculations.
2.3 Electron Paramagnetic Resonance as a Method
for Dosimetry of Calcied Tissues
Electron Paramagnetic Resonance (EPR) Spectroscopy refers to the resonant ab-
sorption of microwave energy in a paramagnetic material by transition of the spin
of an unpaired electron from one energy level to the next in the presence of a strong
magnetic eld [28]. It is used to study paramagnetic species since it makes use of
the magnetic properties of the electron spin, specically free radicals (species with
one unpaired electron and intermediate species in the triplet state originating from
radiation-matter interaction.
2.3.1 EPR Theoretical Background
Paramagnetic centres are lattice defects that have paramagnetic properties, i.e.
randomly oriented permanent magnetic dipoles due to the spin of unpaired elec-
trons, stemming from electron capture or loss. In calcied tissues they can mainly
form in the crystal lattice of hydroxyapatite (Ca10(PO4)6(OH)2). Hydroxyapatite
can be found in tooth enamel 95-97%, in dentin (70-75%) and in bones (60-70%)
[43]. When biological hydroxyapatite goes through a mineralization process it in-
corporates carbon atoms and forms the calcied tissue with lattice defects. When
interacting with ionizing radiation radical centres are formed (CO 2 and CO

3 )
due to electron capture at those defect positions (Figure 2.3). In other calcied tis-
sues like mollusc shells there can be additional paramagnetic centres formed around
sulfate impurities (SO 2 and SO

3 ).
In the absence of a magnetic eld the spin states (α and β) have the same energy.
In the presence of a magnetic eld the energy states will separate proportional to
the value of the magnetic eld (Zeeman splitting). The coupling of the electron spin
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Figure 2.3: Formation of paramagnetic centres in biological hy-
droxyapatite.
with the nuclear spin gives rise to the hyperne splitting. An electron in the beta
state can absorb a quantum of electromagnetic radiation (hν) of energy coinciding
with the energy dierence between the two states (B0) leading to state transition
from α to β with Eα > Eβ (resonance condition). In EPR experiments this energy
is provided by microwave radiation (hν in Equation 2.18). This is expressed by the
fundamental equation of electron paramagnetic resonance spectroscopy. (Equation
2.18).
hν = g |µB|B0 (2.18)
where:
h: Planck constant, 6.62× 10−34 Js
ν: Microwave frequency [Hz]
g: g-factor or dimensionless magnetic moment
µB: Bohr magneton, 9.27× 10−24 J/T
B0: Magnetic eld [T]
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Figure 2.4: Graphic representation of the EPR signal generation
methodology.
In the case of a spin ensemble in a magnetic eld the thermal equilibrium in the
lattice is dependant on the temperature and follows the Boltzman distribution law.
That means that the number of electrons will be higher in the lower energy state.
Applying resonant microwave radiation, the absorption will be higher than the
emission, because of the population dierence. This will lead to saturation when
both levels are equally populated. Because of the coupling of the system to the
lattice, spin-lattice relaxation will transfer energy to the lattice and re-establish
the population dierence. Consequently the absorption of microwave energy in
a sample is directly proportional to the number of spins present and the radical
density can be determined by studying the absorption spectrum. A schematic of
signal production can be seen in Figure 2.4.
Absorption resonance spectra are characterized by their shape, width, intensity
and spectroscopic splitting factor (g-value). The g-value reects the mixing of the
orbital angular momentum with the spin angular momentum and is characteristic
of the chemical species. Many organic radicals and defect centres in solids have
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Figure 2.5: The method of linear extrapolation for dose calculation
[43].
splitting factors close to 2. Additionally, in immobile samples a g-anisotropy can
be observed.
Dose reconstruction in a sample is done by measuring the spectrum amplitude
when irradiated additionally to the original exposure. By back-extrapolating the
so formed material response curve, the original dose can be reconstructed. This
is shown in Figure 2.5. It should be noted here that back-extrapolation has limi-
tations when the signal used for dose measurement is not zero at at 0 Gy, as the
intercept with the x-axis may have an oset due to the native signal. In those
cases, background measurements of unexposed tissues can be used to establish a
baseline of EPR signal intensity that is not related to added dose [151]. This was
shown to be applicable for zebra mussels in this work.
2.3.2 Use of EPR in Dosimetry
Typical EPR measurements for dosimetry are done with continuous microwaves.
Table 2.4 displays the used frequency bands for continuous wave EPR. The most
commonly used band is X-band.
The applications of EPR spectroscopy in dosimetry are various. The most
commonly use of EPR spectroscopy in dose measurements is the extensive use
of alanine in radiation therapy dosimetery and as well as in reference dosimetry.
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Table 2.4: EPR Frequency bands and their application. Table
reproduced from [146]
Band Frequency Magnetic Sample size
[GHz] Field [T]
L 1.5 0.05 animals, teeth, ngers in situ
S 3.2 0.11 teeth, ngers
X 9.5 0.33 1000-30 mg
K 20 0.7 30-10 mg
Q 35 1.22 10-2 mg
W 95 3.3 0.25-1 mg
Alanine has proven to be an excellent dosimetric material with high signal stability
[45], small size, and its ability to represent the absorption properties of tissues [120].
Dosimeters typically used are in pellet form; however, some applications with lm
and rarely with alanine powder exist [143, 5].
EPR Spectroscopy is very well suited for retrospective dosimetry of fortuitous
dosimeters with the most common applicationin measurement of tooth enamel [61].
This is due to the high content of hydroxyapatite in teeth. EPR spectroscopy has
been used for retrospective epidemiological investigations for example by investi-
gation of the tooth enamel of A-bomb survivors, Techa Riverside population or
Chernobyl cleanup workers [124, 148, 164]. It has been very successfully used to
perform large scale dose reconstruction of the population living downstream the
Mayak facility in the Russian Federation. Doses reconstructed to individuals were
as low as 130-160 mGy [39]. It has also been proposed for radiopharmaceutical ef-
fect monitoring [84, 42] as well as for dosimetry in the case of radiological accidents
and large-scale radiation incidents [170]. Dosimetry of ngernails seems especially
promising in the case of high local exposures during source handling accidents [176].
EPR dosimetry has some disadvantages when applied to environmental radi-
ation measurements. First, measuring the dose response of calcied tissue does
not automatically measure eective dose to the studied organism. Also, the dose
dependence of the absorption signal is roughly between 30 mGy and 100 kGy which
makes low-dose dosimetry challenging. Secondly, it is an invasive method. Multiple
tissue samples are typically needed since the dose can be heterogeneous across the
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studied tissue. This is mainly due to dierent incorporation of nuclides in parts of
the studied tissues, depending on the chemical composition of the material as well
as the nuclide. An example of this is the study conducted on rabbit bones [108]
where bone samples allowing dosimetry from several parts of the animal showed
dierent EPR response depending on their origin in the body. Similar eects were
observed when performing dose reconstruction on sh exposed to 90Sr and 137Cs
from the Techa River watershed [98]. Dosimeters in tissue had a dierent response
than those placed close to the bone allowing a distinction between the dierent nu-
clides. In oysters, a dierence in dose response of the EPR signal has been observed
for the whole shell versus the mother of pearl, with the latter having a stronger
dose response due to the lower amount of organic matter [141].
And nally, EPR can only measure lifetime dose, which means that there have
to exist independent means of estimating the tissues' age and accumulated dose
from background radiation. This is as much an advantage as a disadvantage in
environmental dose determination. Environmental doses estimated through the
measurement of nuclide activity concentration will only account for nuclides cur-
rently present in the tissue in question. This means that eects of biological half
lives and nuclide decay will have to be accounted for separately. EPR does not
have this constraint since any radiation absorbed by a tissue with EPR response
over the time-period of existence of this material can be detected. However, this
can also include dose from events that are unrelated to the exposure event stud-
ied, e.g. background, UV-radiation, and continuing exposure after the death of
the organism. This is the reason that additional sources of EPR signal have to be
considered when evaluating the EPR dose response of a material.
The lower limit of detection
Dose reconstruction with EPR measurements have been extensively studied mainly
in teeth since the signal from dentine is the most reliable and easiest to reproduce
system. To date there have been three international dose intercomparisons during
which the reliable range could be determined. Especially in the third intercompar-
ison doses as low as 100 mGy could be measured [195].
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Experimentally, the lowest limits of detection measured are 30 - 50 mGy. The-
oretically the limit is dened by the number of induced radicals that can be de-
tected. Based on a sensitivity of 10× 1010 spin/(gT) and a signal linewidth of
approximately 0.35 T at 300 K a maximum sensitivity of about 3× 109 spin/g can
be expected. It can be shown [147] that based on that information and the expo-
nential nature of the saturation curve a theoretical limit for a signal-to-noise ratio
equal to one can be calculated at 0.46 mGy
Other than that, the lower limit of detection is mainly dened by technical
limitations [147]. Those are mainly the complex structure of the induced signal
and the resulting possible non-linear behaviour at low doses as well as the non-
radiation induced signal at low doses. In addition to the breakdown of linearity at
high doses due to saturation, the radiation induced signal from CO 2 is thought
to be produced by at least three dierent species depending on which site it is
located at in the hydroxyapatite crystal. Those species all contribute to the signal
to form its composite nature. Another factor contributing to the non-linearity is
the intrinsic signal, which is identical to the dosimetric signal but not induced by
irradiation and will need to be subtracted and theoretically modelled. As a solution
it has been proposed to model the dose dependence in a more complex way, with
a non-linear component [147].
Additionally the limited EPR sensitivity, signal stability and the dependence
on sample preparation and selection limits reliable low-dose measurements. In the
case of bones and other calcied tissues, the added signal complexity due to the
lower hydroxyapatite content makes detection even more challenging. One of the
main considerations in sample selection is the signal variation due to carbonate
content and microwave properties that are inuenced by varying water and or-
ganic content. The safest method to mitigate this is to re-irradiate each sample
and extrapolate to the initial dose. In the case of similar samples and controlled
preparation techniques, the denition of a calibration curve will be sucient. Fi-
nally, careful storage and complete information on the sample age are crucial to be
able to predict signal fading due to high temperature, since it has been observed
that the signal intensity of samples with water content stored at room temperature
decreases by threefold compared to cooled samples [176].
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As mentioned, the most reliable data compilation on low doses in EPR measure-
ments comes from human teeth reconstruction, although the presented considera-
tions apply to any tissue that contains hydroxyapatite. Although signal stability
and dose response might vary and needs to be determined individually in those
cases.
2.3.3 Dosimetry of Animal Calcied Tissues
Animal bone and teeth sample dosimetry has found its use mainly for the detection
of food irradiation and geological dating. The tissues used for those purposes range
from teeth to sh, shells and poultry bones. However it has been suggested that
using animal bones and teeth can provide dose estimates for humans without the
need for extraction of biopsy samples [144, 105]. An overview of the literature on
animal bone and teeth dosimetry using the signal from CO2− produced by ionizing
radiation will be presented below.
A beagle humerus treated with a radiopharmaceutical in vivo has been used
to measure doses from 4.3 Gy to 62 Gy. A dose map, showing absorbed dose at
dierent locations of the bone, was able to be constructed [42]. Non-deproteinized
bone from chicken was used to study eects of temperature and dose rate on radical
concentration with a 60Co source and 12 MeV electrons. Notable results included
an eect of temperature to signal fading, a slight decrease of signal with dose rate
and suspected eects of organic components to signal fading [132]. Post mortem
reconstruction of dose due to bone seeking 90Sr in a dog revealed that dose rates
as low as 0.52 Gy/day could be reconstructed although some of the reconstructed
values lie below the measured values [84]. An extended study on γ- irradiated bone
tissues (porcine, chicken, bovine, walleye pollock, navaga bone, chicken eggshells)
was performed from 0-10 kGy. Dierence in radical yield is no more than 30%
for bone tissues of various species. Dierent models (linear and exponential) were
investigated for dose reconstruction [206]. Dose delivered by 89Sr and 153Sm (as used
in radiotherapy) to rabbit bone could be detected with the additive dose method
[108]. Doses as low as 2 cGy kg/MBq (dose normalized to the injected activity)
were measured. Khan et al. performed radiation detection on various animal teeth
(rodent and canine). Rodent and canine teeth showed a linear response to 137Cs
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irradiation from 0.8 Gy to 5.5 Gy and 0.44 Gy to 4.42 Gy respectively [105], [106],
although not all types of teeth could be used for analysis. Canine teeth were found
to be comparable in sensitivity to human teeth. This has not been found to hold
for rodent teeth, which were found to be 50% less sensitive than human teeth [106].
Knowledge about relevant EPR spectra has also been gained through the eld
of dating [47, 192, 102]. EPR dating is suitable for the Quaternary period (2.58
million years ago until today) and can be applied to a wide range of materials [100].
Through an EPR measurement the accumulated dose of a sample is determined
and subsequently compared to the average dose rate. From this, the time the
sample was exposed to the average dose rate can be calculated. Similar to the
methodology used in dosimetry, the additive dose method is used to determine the
dose response of a specic sample. It has been found, that bones show a more
complex spectrum than teeth. This is attributed to components from additional
organic radicals and color centres signals, some decaying with time. It has been
concluded though that CO 2 and CO

3 signals are suitable and stable after a 15 h
waiting time [192].
2.3.4 EPR for Environmental Dosimetry
EPR spectroscopy has been successfully investigated and applied to environmental
samples. Due to the relatively high detection limit as discussed in Section 2.1.2 the
applications have not been as numerous as for teeth and accident dosimetry. They
have been mostly isolated to heavily contaminated environments with expected
doses in excess of tens of Gy and suitability of marine and freshwater shells for
environmental monitoring.
One of the most interesting uses of EPR to assess radiation doses in the envi-
ronment has been in the Techa River ecosystem. Two dierent methodologies have
been applied here for radiation measurement in a variety of sh species from the
reservoirs around the Mayak facility: one using hydroxyapatite based detectors for
in vitro dosimetry and one using the otoliths, a calcied structure in the inner ear,
from sh. In the rst methodology, grains of organic hydroxyapatite from bovine
teeth were used to construct detectors that could be inserted in the sh and mea-
sured with an EPR spectrometer after exposure. Using hydroxyapatite grains has
Chapter 2. Theoretical Background 46
Table 2.5: Detection limits of freshwater (top) and marine (bot-
tom) molluscs as determined by Stachovicz et al. [165].
Species Detection limit [Gy]
Planobarium corneus (L.) 10.0
Viviparus contectus (Mill.) 3.0
Dreissena polymorpha (Pall.) 2.0
Anodonta complanata Rossm. no EPR signal
Anodonta anatina (L.) no EPR signal
Anodonta callensis (Schroed.) no EPR signal
Unio pictorum (L.) no EPR signal
















the advantage of eliminating angular as well as energy dependencies of the detector
response and thus makes it possible to measure dose from both 90Sr and 137Cs at
dierent points of the sh (e.g. bones versus tissue). Detailed dose reconstructions
were able to be performed with a lower limit of detection at 0.18 Gy [98]. The sec-
ond methodology used the most calcied tissue in roach pike and perch, the otolith,
for EPR measurements. A linear dose response of the otoliths was found which was
dependent on the species. However, since the sh were residing in an environment
with high levels of bone seeking 90Sr, it was noted that the dose measurements do
not necessarily reect the dose to the whole organism [99].
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Stachovicz et al. did an exploratory study on the radiation sensitivity of mollusc
shells from marine and freshwater environments to assess their potential usefulness
in environmental radiation detection [166, 165, 151]. Shells from 15 marine and
eight freshwater species were investigated and their spectral parameters dened. A
signicant amount of salt-water species showed promising results after irradiation
with a 60Co source. In the case of the freshwater species tested, EPR dose response
was less prevalent and they generally had higher detection limits than marine mus-
sels. All species and the detection limits from this study are reproduced in Table
2.5. As can be seen, four marine species were found to have detection limits down
to 0.2 Gy. The lowest detection limit dened for freshwater environments was for
the zebra mussel D. polymorpha (g-factors of peaks 2.0013, 2.0001). In all samples
that showed a radiation response the g-factors were measured and found to match
expected values from CO 2 . In some freshwater mussels strong lines associated
with manganese ions Mn2+ were noticed. Marine shells had lower detection limits
on average, and did not show the manganese sextet (six characteristic lines). An
example of the Mn2+ sextet is presented in Figure D.8 for the spectrum of eastern
elliptio. In addition, some of the measured g-factors could be associated with SO 2
and SO 3 radicals. There is good evidence that the higher sensitivity of marine
mussels is associated with their higher crystallinity, as had been noted in earlier
studies [135].
2.3.5 EPR Dosimetry in Aquatic Organisms
Most information about radiation dose response of aquatic organisms comes from
identication and dosimetry of irradiated foodstus like mussels, sh and shrimp
[44]. Irradiated samples of certain molluscs and crustaceans are clearly identied
with electron paramagnetic resonance measurements [46]. Those studies mostly
investigate the dose response of the calcied matrix at doses over 0.5 kGy, since
they are concerned with the conditions under which food irradiations are performed.
However, this literature can still give a signicant amount of insight in background
spectra of non-irradiated samples as well as expected radiation induced signals.
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Vertebrates
Little work has been done on aquatic vertebrates for two reasons. For one they
are not as frequently irradiated as mussels for food safety. Additionally sh bones
and cartilage are very high in organic material. For this reason high noise is often
observed in EPR measurements of sh bone [163]. In addition to the comparatively
low signal [44] this makes it challenging to measure sh bones with electron para-
magnetic resonance spectroscopy. However at doses over 1 kGy radiation induced
anisotropic EPR signals with g-factors in the range of 1.9980 - 2.0025 are clearly
distinguishable [44, 1] and can be used for identication of irradiated foodstus.
Those EPR signals have also been used successfully for dose estimation [1], but a
varying dose response has been found that is attributed to the species of sh, age
and origin. Generally a linear relationship of the peak-to-peak height with the ir-
radiated dose can be expected up to 4 kGy with a some signal saturation at higher
doses. There is also a consensus about a small decrease of the detected EPR signal
over time, up to 8% intensity decrease over 56 days [163]. Use of EPR spectroscopy
to assess radiation doses in sh from the Mayak liquid waste storage ponds using
the sh otoliths [99] has been discussed above.
Invertebrates
A signicant amount of the research on the EPR response of molluscs and speci-
cally bivalvia is due to detection of irradiated foodstus, with the second contribu-
tor being dating of natural carbonates for archeological purposes. The research on
irradiated foodstus is largely concerned with identication of irradiated samples
and consequently a wide breadth of information is available on radiation induced
radical spectra. Although those studies are, as with the studies on vertebrates,
routinely conducted in the 0.5 to 4 kGy range, they can still provide signicant
insight into the development and stability of free radicals both naturally occurring
and radiation induced.
The composition of mollusc shells consists of crystalline calcium carbonate
CaCO3 between 95-99% [126] in the form of aragonite or calcite [111] and an
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organic protein conchiolin [46]. Most molluscs shells are structured with three lay-
ers separated by organic membranes. The periostaceum is the outermost layer,
followed by the ostraceum, or prismatic layer, and the hypostraceum, commonly
known as mother of pearl, as the last layer [154]. A number of proteins are involved
in the calcication of the shells [68] and origin and age a number of dierent trace
elements can be detected, depending on the mollusc type [134].
The EPR spectra of natural carbonates such as mussel shells show a variety of
lines before irradiation. The majority are dominated by the characteristic spectrum
of Mn2+, consisting of six doublets with or without a complex free radical peak at
the centre while some only exhibit the central peak. Ionizing radiation induces
electron and hole centres in the shell matrix correlated to organic components,








3 with g-factors in
the range of 2.0010  2.0062 [154].
As a general observation, mussels have native spectra attributed to mineral
imputities. As mentioned above, a majority of bivalve molluscs show a sextet due
to Mn2+. This has been observed e.g. in mussels [44, 6], oysters [41] and a variety
of clams from the Veneridae family [46]. While other mussels have either very faint
or no detectable Mn2+ signal, as is the case with manila clams and venus shells
respectively [6]. The intensity of this signal is based on sampling location and age
of the mollusc and will not increase with irradiation. Due to the composition of
shells, consisting of crystalline calcium carbonate CaCO3 in the form of aragonite
or calcite and an organic protein conchiolin, the unirradiated samples frequently
also show a composite signal between the third and fourth Mn2+ doublet associated
with organic radicals.
When irradiated, the majority molluscs show a complex spectrum. As with
hydroxyapatite, when atoms in a crystalline solid are ionized by radiation and that
electron gets captured by another atom, hole and electron centres respectively are
formed and obtain a net magnetic moment due to the unpaired electron spins, which
is why they can be detected with EPR. The main peaks from organic molecules




3 radiation induced defects both
in isotropic and orthorombic form [46, 6]. In calcites in addition to the defects
stemming from organic molecules, sulfur-based defects can also be observed, in the
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case of molluscs SO 2 , SO

3 , both electron-type centres with 25 and 19 electrons
respectively [85].
The dose response to the administered dose is usually found to be proportional,
however not necessarily directly proportional. Mussels (Mytillus galloprovincialis)
irradiated and studied between 0.1 and 5 kGy have been reported to not have a
directly proportional dose-response [46, 141, 163]. However non-linear eects have
been observed and specically Ziegelman et al. reports a linear relationship with a
small saturation eect at doses over 4 Gy for the blue mussel (Mytilus edulis)[213].
As with the mussels, measurements of oysters in the range from 1 to 5 kGy have
shown the same trends concerning dose-response as mussels, showing linearity and
a saturation eect at higher doses [213] that in some cases is so pronounced that
a parabola is better suited for tting of the oyster dose response [6]. It should be
noted that while dierent parts of the shell (laterally) show no dierence in dose
response, mother of pearl with less organic conchioline has an almost proportinal
dose response [141, 46] compared with the whole shell dose response.
A number of other types of clams, mostly edible, has been investigated with
some studies being performed on a large number of species [46, 213], in some cases
up to the dose of 13 kGy [167]. Some of those shells as is the case with warty venus
(Venus venucosa) show only the lines associated with Mn2+ [46] , others like the
brown venus shells (Callista chione) show both an organic along with the Mn2+
signal, with the organic signal being relatively low [6] and nally a large number
of shells have only a single peak around a g-factor of g = 2. It has been noted
that this peak is not comprised of the signal of one radical species, but rather a
composite overlap of multiple signals that lie very close to each other and are better
individually resolved by experiments performed in the Q-band [167].
2.4 Studied Organisms
The aquatic organisms investigated in this work are both vertebrates and inverte-
brates. Initially most of the work was conducted on rainbow trout (Oncorhynchus
mykiss), a vertebrate of the Samonidae family. Deer bones as well as deer teeth
were briey studied, for comparative purposes. However, since rainbow trout did
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not show an EPR signal suitable for detection in the lower dose range (Chapter 5)
the focus shifted to invertebrates and more specically to Eastern elliptio (Elliptio
complanata) and zebra and quagga mussels (Dreissena polymorpha and Dreissena
rostriformis bugensis), with only the two latter ones showing a usable radiation
induced signal.
2.4.1 Zebra and Quagga Mussels
The zebra mussel is a bivalve mollusc of the Dreissenidae family native to the
Black and Caspian Sea and is an invasive species to North America. They were
rst observed in the Great Lakes in the late 1980s [74] and have since spread and
become a serious ecological and industrial concern [35].
The quagga mussel is a bivalve mollusc also of the Dreissenidae family and
like the zebra mussel native to Eastern Europe. It has very similar appearance to
the zebra mussel as well as similar feeding and habitats. In North America and
specically in the Great Lakes it is even more widespread than the zebra mussel
and it is steadily displacing zebra mussels [196]. Due to their phenotypic plasticity
quagga mussels are very hard to distinguish visually from zebra mussels, so they
are commonly grouped under "zebra mussels" in information material as well as
on occasion in scientic publications. This naming is adopted in the experimental
section of this work. It should also be noted that zebra mussels were not separated
from quagga mussels in the experiments. However, based on the geographic location
of the collection sites, it is suspected that the majority of mussels in the samples
are actually D. rostriformis as opposed to D. polymorpha.
Dreissenid mussels form large colonies attached to surfaces, such as rocks and
cement as well as other molluscs, but also power plant pipes thus often constricting
ow to equipment [125]. They are lter feeders and from an ecological perspec-
tive the main concern is, that by ltering suspended material from the water, the
composition of the lake they invade can change signicantly.
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2.4.2 Uptake of Radionuclides by Zebra Mussels
Freshwater molluscs in general and zebra mussels in particular have been investi-
gated extensively as a indicator organism for environmental pollution, especially
for heavy metals [214, 7]. As lter feeders with ltering rates of 1-1.5 L/day they
have been found to accumulate a variety of pollutants [13]. Their high fecundity,
high population survival even in adverse environmental conditions like mild salinity
and low oxygenation as well as relatively long lifespan and their importance in the
food chain has made zebra mussels interesting for studies on bioaccumulation of
metals as well as radionuclides [7]. Experiments with elements such as Cd, Ag and
Se have shown that the uptake of trace metals - and their radioactive isotopes -
in zebra mussels is proportional to the availability in the water and their digestion
rate is highly dependent on the element in question [145]. Uptake in zebra mussels
happens both as particulate matter, uptake from food and passive adsorption as
well as the dissolved phase where some metals like Ag, Hg and Cd can bind with
membrane proteins.
However, these mechanisms are element specic and also dependent on the
biochemistry of the environment as suspended solids, competing ions, salinity and
pH can inuence concentration factors by multiple orders of magnitude [145, 64].
For example [3] showed Ag, Mn and Cs could be measured in D. polymorpha in an
exposure situation with high suspended matter. This is in contrast to the ndings of
various other studies where a signicant uptake was measured [67, 65]. The zebra
mussel uptake of radioactive 105Ru and 137Ce measured by gamma spectroscopy
has been successfully used to calibrate the TRANSAQUA model for uptake in the
environment of the Rhone River, France downstream of a fuel reprocessing plant.
For those two radionuclides the uptake path is indeed dierent between water and
suspended matter for 105Ru and 137Ce respectively with seasonal variation based
mostly on ow rates [67]. The eect of water chemistry is shown by Fraysse et al [65]
when exposing D. polymorpha to Cd and Zn before exposure to radioactive 110Ag,
57Co and 134Cs where the uptake was signicantly altered to varying degrees for
each radionuclide. Without competing ions in the water, bioconcentration factors
were found to range from 44 for 110Ag, to 17 for 57Co and 12 for 134Cs after a
7-day uptake period. It has to be noted that these bioconcentration factors were
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calculated for the whole mussel and the relative contribution of soft tissue is in no
instance higher than 20%. Especially notable is this eect for Co where the soft
tissue contribution is only 2%, with the rest being xed to the shell by adsoption
to concioline, a shell protein in mussels.
Special case: Chernobyl exclusion zone
Zebra mussels were extensively investigated following the years after the accident
at the Chernobyl Nuclear Power Plant. They are endemic to the region and, as
lter feeders with potential to exchange Ca with radioactive 90Sr they are a good
organism with which to monitor environmental contamination. In Dalekoye Lake
it was conrmed that 99, 25 and 70-80% of the 90Sr, 137Cs and transuranics con-
centration respectively in the lake's zoobenthos was measured in bivalve molluscs
[128].
Specic activities of molluscs in the Chernobyl exclusion zone vary up to three
orders of magnitude depending on the water concentration of the studied water
body and the time after the accident measurements were performed. Concen-
trations of 90Sr in the cooling pond of the plant range from 1711 Bq/kg fresh
weight [123] to 400 Bq/kg wet weight in the shell and body [209] of zebra mussels.
In Glubokoye Lake average concentrations in molluscs including zebra mussels of
61 830 Bq/kg 90Sr and 9067 Bq/kg 137Cs were reported [70]. The concentration fac-
tor for 90Sr in zebra mussels was found to be 1100, this is the largest concentration
factor for this nuclide [128]. Additionally, transuranics have been found to accu-
mulate in zebra mussels as well. In the cooling pond concentrations up to 6 Bq/kg
of Pu239+240 and up 8 Bq/kg of 241Am were measured in Dreissena polymorpha.
Dose estimates of freshwater molluscs in the lakes of the exclusion zone indicate
that external doses can be as high as 30µGy/h from both 90Sr and 137Cs. It is
noted however, that doses from 90Sr accumulation in the shell might contribute
signicantly to the total dose of zebra mussels. In other lakes in the area with
no measurable 90Sr in the sediment, the external dose to macroinvertebrates were
estimated between 0.13 and 0.79µGy/h [123].
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Table 2.6: Concentration factors (CB Equation 2.17 from two dif-
ferent IAEA Technical [92, 89] reports, FASSET (Framework for
Assessment of Environmental Impact) [66] and ERICA [77] for bi-
valvia. Whole body value is presented unless stated dierently.
Nuclide IAEA (TRS422) IAEA (TRS479) ERICA FASSET
recommended Arithmetic mean Mean
all values given in Bq/kg(fresh) per Bq/L
90Sr 1× 101 3.8× 102 3.1× 102 3× 102
137Cs 6× 101 1.1× 102 4.6× 102 1× 102 (shell)
1× 103 (soft tissue)
Co60 2× 104 1× 103 5.5× 102 -
2.4.3 Concentration Factors for Bivalvia
The recommended concentration factors (also referred to as bioaccumulation fac-
tors, CB from Equation 2.17) for molluscs in the framework of reference animals
and plants are published by the IAEA and ICRP and implemented in software
databases like ERICA [92, 97, 77]. Table 2.6 summarizes the concentration factors
for relevant nuclides. It should be noted that concentration factors are usually
given for the soft tissue of the animal in the case of molluscs. Signicant dier-
ences of orders of magnitude can be found between the values implemented in the
FASSET and ERICA databases and other publications for certain nuclides [78],
which is expected based on the extensive variety of exposure situations and organ-
isms involved. It is interesting to note that for sh the 90Sr concentration factor
was shown to be highly dependent on the concentration of Ca+ in water, inversely
proportional to the concentration as well as proportional to the ratio of calcied
and soft tissue [160]. Experimental values for zebra mussels have been obtained
from the Chernobyl exclusion zone as presented above and further research has
been able to verify the recommended concentration factors for dierent types of
mussels [119]. However, if possible it is preferably to use site and exposure specic
values.
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Summary
This chapter provides the theoretical foundation for the modelling and experimen-
tal work performed in this thesis. Major sources of radioactive contamination in
the environment are in most cases accidents related to nuclear power and fuel re-
processing and, to a much smaller extent, operation of facilities in the nuclear fuel
cycle. Eects of radiation on the components of aquatic environments have mostly
been studied in laboratory settings and with much higher exposures than would
naturally occur in the environment. It is established that eects can occur and
range from changes in fertility to increased mortality. In order to quantify observed
eects, robust estimations of the radionuclide concentration and, by extension, the
absorbed dose are needed. Computational methods of dose estimation are all cen-
tered around the mathematical concept of the point source dose distribution model,
which is also the basis for commercial software like ERICA and RESRAD-biota.
The basic concept can be extended to better represent non-spherical geometries.
Experimentally, a method to directly measure absorbed dose is electron param-
agnetic resonance (EPR) spectroscopy. This method is routinely used to measure
radiation-induced paramagnetic species in human and animal calcied tissues like
teeth, bones, and shells. Notable experiments have shown radiation detection lim-
its in mollusc shells of 0.2 and 2 Gy for marine and freshwater molluscs, respec-
tively. The most promising freshwater mollusc with a detection limit of 2 Gy are
zebra mussels, native to Europe and which have spread successfully through a large
amount of North American water ways. As lter feeders, they have been used as in-
dicator species for a large variety of environmental contaminants, especially heavy
metals, as well as in studies concerning radioactive uptake following the accident
at the Chernobyl NPP. As radioactive Sr can exchange for Ca in the shell, it has
the potential to accumulate in mollusc shells and provide insight into the radiation




As discussed in Section 2.2 calculation of the dose received by environmental recep-
tors faces a variety of challenges that are addressed by a range of methodologies.
Those methodologies and the associated software and algorithms were utilized in
this work for a better understanding of aquatic environments in order to calculate
potential nuclide concentrations and radiation doses to components of the natural
environment. Robust and speedy assessment of radiological impact on non-human
biota is crucial for the nuclear industry and the public. Often, only measurements
of water quality are available and in order to show regulatory compliance, accu-
rate dosimetric data must be calculated from the concentration of radionuclides in
water measured at sites in question.
In more detail, this work compares frequently used environmental modelling
techniques for dose estimation in aquatic biota on the practical case-study of the
Canadian Nuclear Laboratories (CNL) site. Additionally, the absorbed dose is es-
timated with an analytic calculation combining the point-source-dose-distribution
model and rescaled absorbed fractions for the appropriate geometries. A detailed
MCNP dosimetry model of the studied biota is used to assess error. Deviations
between the applied methods are observable at the derived tissue and soil concen-
trations, which become increasingly prominent in dose calculations. Furthermore,
comparative analysis reveals deciencies and strengths in the investigated tools,
showing the need for adaptation and further analysis in order to ensure their reli-
ability.
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The site of Chalk River Laboratories, Ontario has been heavily studied. Perch
Lake, located on the site, has been the object of a number of modelling intercom-
parisons. Uncertainties and especially the range of modelling results dependent on
selected model can be demonstrated based on this to gain a better understanding
of the limitations and possibilities of environmental modelling.
In initial model-model comparison exercises, estimated internal dose rates from
dierent models were found to have a coecient of variation<25%. Whole-body ra-
dionuclide activity concentrations showed variability up to ve orders of magnitude
between models, which can be tracked back to dierent sources of the concentration
ratio parameter. For Perch Lake specically, predictions were within an order of
magnitude of measured data, with models using water chemistry inputs generally
performing better than generic CB approaches [19, 15].
In a more detailed intercomparison of Perch Lake biota, measured radionuclide
concentrations were compared to a variety of models (ERICA and RESRAD among
them). For sh, measured concentrations of 90Sr have a range of an order of mag-
nitude for cyprinids and half an order of magnitude for pumpkinseed and bullhead.
To quantify model performance, Z-scores were introduced (Equation 3.1 and the
ecacy of predictions was dened as the percentage of Z-scores below a value of 3,
describing the number of predictions lying inside the range of measurements [22].
Z =
Predicted activity concentration−Observed mean activity concentration
Observed standard deviation
(3.1)
Overall, the predictions for the three freshwater sh were found to be within a
two-fold of the measurement values, with models incorporating more site specic
factors generally performing better. For 90Sr, the ecacy of all models was 51%.
Z-scores for cyprinid species ranged from 2.5 to 22.2 for ERICA and 3.0 to 7.3 for
RESRAD and an overall Ecacy of 36%. For pumkinseed, Z-scores ranged from
2.4 to 14.0 for ERICA and 1.3 to 14.2 for RESRAD and an overall ecacy of 41%.
Bullhead showed the smallest Z-scores, 1.5 to 2.0 and 0.7 to 1.0 for ERICA and
RESRAD respectively, leading to an ecacy of 100% [22].
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From these intercomparisons, the range in which results from modelling ap-
proaches are found can be placed. As discussed in Section 2.1.1, both modelling
and parameter value uncertainty play a role in the deviation between models. This
is important in placing the model results within the connes of measurement un-
certainty, which is due to the range of measurements, often spanning a full order
of magnitude.
During the course of this work, three separate modelling initiatives were under-
taken. The rst, working from publicly available environmental reports, acted as an
exploratory study with the purpose of discovering weaknesses in the methodology
and to identify a possible need for further research. The second modelling initia-
tive was conducted in collaboration with Canadian Nuclear Laboratories (CNL),
testing the lessons learned from the previous phase and comparing the modelled
results to eld data collected on the CNL site. Finally, the model was used to
estimate doses to molluscs that are investigated as a potential species for radiation
dose detection with EPR spectroscopy. The procedure in each of the three phases
was structured as shown in Figure 3.1.
3.1 Exploration and Proof of Concept
This rst stage investigates data published in a publicly available Annual Environ-
mental Monitoring Report on the Chalk River Laboratories site that is published
annually [71]. Water concentration data were processed with the RESRAD-BIOTA,
ERICA, as well as analytical algorithms and an MCNP model of the exposure sit-
uations. It was found that the prediction of sediment concentrations are heavily
dependent on the site specic data of sediment compositions and partitioning char-
acteristics, as are the doses to the biota from sediment. The two other identied
areas of interest that warrant further investigation are tritium contamination and
small geometries (e.g. sh eggs). In the following, the studied system will be
presented along with the conclusions drawn from it.
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Figure 3.1: Schematic representation of the procedure followed in
the modelling studies.
3.1.1 The Studied System
An assessment of the absorbed dose to the local biota is performed using the values
published through the CNL's Annual Safety Report [199]. For this purpose, two
specic environments are chosen around the site for detailed study (Duke Stream
and Perch Lake), with the selection criteria being comparatively high radionuclide
concentration. The sites with the highest 3H and 90Sr concentrations are selected,
13×103 and 55 Bq/L respectively. For these environments, three dosimetric groups
of aquatic biota are investigated: northern pike, pumpkinseed, and pumpkinseed
eggs. They are representative of a variety of geometries, namely a large organism
with low sphericity, a small organism that is still larger than the range of the
considered radiation, and a spherical organism with dimensions close to that range.
The chosen sites and biota are shown in Table 3.1 and 3.2 respectively. It is assumed
that 90Sr and 90Y have equal concentrations when only the gross beta concentration
is given [71].
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Table 3.1: Radionuclide concentrations and distribution coe-
cients (Kd) [L/kg] at selected sites of the CNL. Data reproduced
from [199].
Site 3H 90Sr 90Y
[Bq/L] [Bq/L] [Bq/L]
Perch Lake 2.7 ·103 55 55
Duke Stream 13 ·103 0.15 0.15
Kd 0 621
Table 3.2: Sizes, bioaccumulation factors (CB) [L/kg], and habi-
tats of the biota studied from the aquatic sites around the CNL.
Biota Size [cm] [22] CB 3H CB 90Sr Habitat
Northern pike 60 × 7 × 9 1 945 Duke Stream
Pumpkinseed 11 × 3 × 5 1 430 Perch Lake
Eggs 0.1 diameter 1 430 Perch Lake
3.1.2 Preliminary Models
ERICA and RESRAD
The software tools ERICA and RESRAD-BIOTA have been described in Section
2.2.2. A Tier 3 assessment is performed in RESRAD and a Tier 2 assessment was
deemed sucient in ERICA, since no probabilistic analysis was required. In both
software tools new organisms were established using the provided wizards that
were meant to reect the real organisms as closely as possible. Table 3.3 presents
a summary of the assumptions that were made in order to establish the organisms
in the software. As previously mentioned, RESRAD-BIOTA does not provide the
possibility to enter exact organism dimension, so geometry equivalents were used.
Additionally, the geometry conguration in RESRAD-BIOTA is described by the
external exposure geometry factors, where 1 stands for a 4π geometry and 0.5 for
a 2π exposure geometry.
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Table 3.3: Biota geometry equivalent and input data for the ex-
posure geometries of RESRAD-BIOTA and ERICA.
RESRAD ERICA
Geometry External Occupancy Occupancy
Biota Equivalent Geom. factors [22] factor factor
(Sed./Water) Water Sed. surface
Northern pike 4 (0.5/1) 0.7 0.3
Pumpkinseed 3 (0.5/1) 0.5 0.5
Eggs 1 (1/1) 0 1
Dose calculations
The internal absorbed dose (Dint) can be simplied in terms of the absorbed frac-
tion of the radiation in the tissue. Absorbed doses in [µGy/h] from sediment (Ds)
and water (Dw) are calculated as discussed in Section 2.2.1. Water-sediment par-
titioning is used to determine the radionuclide concentration in the sediment(Cs).
The wet weight concentration in the sediment is calculated based on Equation 2.12,
assuming the porosity to be 0.6 (based on Duke Swamp) [71] and a solids density
of 1 kg/L for inland aquatic sites and using the given Kd values. For water-tissue
partitioning (internal concentration Cint), the bioaccumulation factors (CB) from
measurements performed at Perch Lake [71] are used (Table 3.2). They are assumed
to hold for all the aquatic environments on the Chalk River Laboratories site. The
concentration in biota tissue for each radionuclide is calculated with Equation 2.17.
For the calculation of the absorbed fractions, the organisms are assumed to be el-
lipsoids with the dimensions from Table 3.2. Since absorbed fractions for spherical
organisms (Φ0) are tabulated in the literature for ellipsoidal shapes [180], a rescal-
ing factor (RF ) is introduced (Equation 2.9). Calculations were done in Python
2.4 and subsequently updated to Python 3.7. The updated code can be found on
GitHub at https://github.com/TzivakiM/EnvModellingCalculations.
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Monte Carlo simulation
MCNPX is part of the general purpose Monte Carlo NParticle code radiation
transport family of codes from Los Alamos National Laboratory. It supports sim-
ulation of particle (neutron, photon, electron or coupled problems) transport and
can be used for applications ranging from medical simulations to particle physics.
In contrast to deterministic calculations, the Monte Carlo Method simulates parti-
cle histories. Due to this it is suitable for solving complicated radiation transport
problems as it can be used to duplicate statistical processes, like radiation and
matter interaction. In this case, the Monte Carlo method consists of following
each particle from a source to its termination while randomly sampled probabil-
ity distributions determine the outcome of each interaction. In MCNPX, using a
simplied scripting language, the user can build a geometry, specify the material
composition, localize the particle sources, and record the desired outcome through
the use of tallies [202].
Compared to other Monte Carlo Codes, MCNP is a multi-purpose code applica-
ble for the purpose of these studies and was chosen due to the existing expertise in
the research collaboration. In the case of detailed simulations of electron transport,
Penelope and EGSnrc provide more detailled electron treatment especially in the
low-energy range. In intercomparisons, it has been shown that dierences between
these codes are negligible above 100 keV [210] and results are comparable between
Penelope, EGSnrc and MCNP to 20 keV [162]. For future more detailed simulation
of 3H, changing from MCNP to Penelope might be recommended. However, for
the current scope of comparative analysis with Monte Carlo as a further means of
comparison, MCNP was deemed sucient.
A dosimetric model was developed in MCNPX in collaboration and imple-
mented by H. Graham for evaluating the absorbed dose to each of the studied
species [69]. The geometry for the sh phantoms is a combination of ellipsoids and
cones with the same dimensions as used in the calculations. The tissue composi-
tion is 1.02×10−1 H (hydrogen), 1.23×10−1 C (carbon), 3.50×10−2 N (nitrogen),
7.29 × 10−1 O (oxygen), 8.00 × 10−4 Na (sodium), 2.00 × 10−4 Mg (magnesium),
2.00 × 10−3 P (phosphor), 5.00 × 10−3 S (sulfur), 3.00 × 10−4 K (potassium) and
7.00×10−4 Ca (calcium) and the density is 1 g/cm3 [131]. The source terms for the
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water, sediment, and tissue concentrations are obtained by calculating the relative
activity per L or kg respectively.
3.1.3 Biota concentrations and dose
Radionuclide concentrations in the sediment and the tissue are calculated by RESRAD-
BIOTA and ERICA as well as for the analytical model by sediment/water and
water/tissue partitioning respectively. The two software tools are in very good
agreement, both calculating the same values for tissue and sediment concentra-
tion. This is expected since the same bioaccumulation factors and distribution
coecients are used.
Figure 3.2: Concentration of 3H and 90Sr in the sediment of Perch
Lake.
A rather large variation from the values calculated by ERICA and RESRAD,
present the concentrations calculated through water-sediment partitioning (Equa-
tion 2.12), both for 3H and 90Sr in sediment. This is attributed to the method of
water-sediment partitioning in the software tools for which ERICA and RESRAD
use a simplied equation. Accounting for the porosity and the density of solids
as shown in Equation 2.12 leads to results that better represent the system. In
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this case, using the simplied relation of the sediment and water concentration will
overestimate the concentration of 90Sr and underestimate the concentration of 3H
as can be seen in Figure 3.2.
Absorbed dose
Since the sources are of relatively low electron energy, it is expected that the
majority of the absorbed dose will be internal. Only a fraction is expected to come
from the sediment and the water, and this would be mainly attributed to 90Y. From
this viewpoint, the deviations in estimating the sediment concentration mentioned
before will not be severe for most geometries. In the following the doses from water
sediment and internal dose are compared for the dierent methods of calculation
used.
(a) (b)
Figure 3.3: Total dose to pumpkinseed in Perch Lake. (a) To-
tal dose to pike in Duke Stream (b). Contribution from internal
contamination, water and sediment in both cases is shown.
The total dose to the pike and pumpkinseed geometries, in Duke stream and
Perch Lake respectively, are presented in Figure 3.3(a) and Figure 3.3(b) and show
the contribution from each geometrical conguration. The biggest contribution
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to the total dose comes from internal contamination, as expected. 90Sr and its
daughter nuclide 90Y, which are here considered to be in secular equilibrium, are
the main contributors to the internal dose. This is due to the higher energy of the
β-particles from 90Y compared to 3H. Biota in Perch Lake, having a higher 90Sr
concentration, will also have higher dose. Notably, both RESRAD and ERICA
perform very well predicting internal dose in Perch Lake. In the case of Duke
Stream, both RESRAD and ERICA overestimate the dose from 3H, which leads to
the a dierence of 40% and 60% respectively compared to the calculated value.
Predictions have much larger deviations in dose from exposure to water and
sediment with all tested methods and software. For sediment dose, both ERICA
and RESRAD are within an order of magnitude with RESRAD overestimating the
calculation and ERICA results. In the case of exposure due to water contamination,
both ERICA and RESRAD estimate no contribution to the dose compared to
the calculation. This can be attributed to the dierences in occupancy denition
between those methods.
The largest discrepancy is noticed between the MCNPX simulation and the
analytic methods, especially in calculating the dose from sediment and water in
Duke Stream where the main contributing nuclide is 3H. This is attributed to a
potential underestimation when calculating the eects of 3H with the Monte Carlo
simulation. Monte Carlo simulations at low energies (the cut-o value cited in the
MCNPX manual is 1 keV) have the potential to produce errors. This is because
in radiation transport codes, particles are assumed to be point-like objects with
denite knowledge of momentum and position. However, for low energies, meaning
small ranges, the uncertainty of position ceases to be negligible, thus making the
classic particle transport inadequate [115, 173].
Dose from the sediment in the special case egg
The Pumpkinseed egg in Perch Lake is a special case because of its geometry. The
dimensions are small compared to the sh geometries. Additionally, its occupancy
factor for sediment is 1, since it is considered to be on the sediment. The previously
mentioned discrepancies in the sediment concentrations and consequently also the
dose contribution will now have considerable eects. Even in Perch Lake, where
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previous predictions for pumpkinseed were good, the deviation in dose reects the
dierence in determining the sediment concentration between the software tools
and the calculation.
Figure 3.4: Pumpkinseed egg dose by pathway in Perch Lake cal-
culated with analytical mean, MCNP, ERICA and RESRAD.
3.1.4 Identication of knowledge gaps
To conclude, the main observation is that when calculating nuclide concentration
in the sediment without considering soil porosity (ERICA, RESRAD), the concen-
tration for high Kd elements (90Sr) will be overestimated and the concentration
for low Kd elements (3H) will be likely underestimated. For large geometries and
electron energies, the tested estimation methods are in good agreement, especially
for internal dose. In the case of energies in the range of 5.68 keV (3H) the software
tools and analytic calculation are in good agreement but deviate from the MCNPX
results. Since the contribution from low energy electrons to the dose is considered
to be low, the signicance of the deviation is limited. In the case of small geome-
tries with a plane irradiation source, the MCNPX results and the software tools
deviate considerably. This can be attributed to the variability of the source-target
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geometry used in the various methods. Due to the low energy of the source parti-
cles and small target geometry, even a small variance can considerably change the
outcome. For a better analysis of statistical variation, a set of multiple runs with
dierent random seeds and subsequent statistical analysis will be benecial.
In summary, additional information about the studied system, in this case soil
porosity, can have a considerable impact on results that are based on water concen-
trations only. Where dimensions are smaller than the free path length of the parti-
cles considered, plane irradiation geometries, as well as nuclides with low energies
like 3H are special cases where deviations are largest. For an accurate assessment
of validity of calculation methods of doses to aquatic biota in these cases, further
investigation is warranted.
3.2 Validation with Field Data
The exploratory work indicated special cases which warrant further investigation
with a wider spectrum of measurements. The purpose of these comparisons is to
investigating the possibilities and challenges of modelling software and calculations.
The cases of interest are small geometries, the eect of sediment porosity, and low
beta radiation. In cooperation with Canadian Nuclear Laboratories, measurement
data of nuclide concentrations in sediment, biota, and water were obtained from
the Chalk River site for a more detailed intercomparison analysis.
3.2.1 Selection of Data Sets
Measurement data were sorted by relevance and two datasets that were deemed
suitable were selected. It was decided that the comparative work would focus on
the beta emmiters, due to the previously discussed interest in the modelling of 3H
and the importance of 90Sr in the contamination of molluscs through incorporation
into the shell. The criteria for dataset selection were as follows
• Water and sediment concentration measurements in the same year.
• Maximum possible number of biota concentration measurements.
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Table 3.4: Fresh weight concentrations of 3H in water, sediment,
and biota in Perch Lake as used in the comparative analysis.
Location Water Sediment Pike Bullhead Clam
Bq/L Bq/kg f.w. Bq/kg f.w. Bq/kg f.w. Bq/kg f.w.
Average 4449 3047 4029 3946
Inlet 3 2903 259 4535
• Variety of occupancy in the watercolumn of the biota sampled.
Tritium dataset
The selected measurement data to study modelling of tritium consisted of nine
measurements of sediment and water 3H concentration in Perch Lake on the CNL
site, as well as one measurement of bullhead, clam, and northern pike concentration.
All measurements were taken in 2003 and have been previously published [107]. The
complete dataset is presented in Appendix F Table F.1. Connections of sediment
and biota were provided for organically bound tritium (OBT) and hydrogenated
tritium (HTO) separately, with the OBT concentrations based on dry weight. The
total 3H was calculated as the sum of the OBT fresh weight and the HTO. OBT
fresh weight was calculated for sh and clams assuming a water content of 0.78
[10]. In the case of sediment, an average porosity and a density of solids of 0.7
and 1 were used to calculate fresh weight respectively. These values were deemed
appropriate as the majority of the Perch Lake sediment is gyttja [71, 169]. For the
purpose of calculations and simulations, the numerical averages of the measured
concentrations were used and are summarized in Table 3.4.
Strontium dataset
The available measurement data for 90Sr were not as comprehensive as for 3H.
While measurements of 90Sr are an integral part of the environmental monitoring
program at Chalk River Laboratories, a complete dataset as in the case of 3H
where water, sediment, and biota concentrations from the same year were included,
was not available. However, some historic data could be used for the purposes
of modelling. Sediment and water concentrations as reported in 2019 [113] were
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Table 3.5: Fresh weight average concentrations of 90Sr in water,
sediment, and biota in Perch Lake as used in the comparative anal-
ysis.
Nuclide Water Sediment Mollusc
Bq/L Bq/kg f.w. Bq/kg f.w.
90Sr 5 3225 37190
90Y 5 3225 37190
checked against mollusc concentrations from a study conducted on aquatic snails
residing on the sediment of Perch Lake [150]. Since raw data were not available in
either of these datasets, they had to be adapted for use in this project.
A summary of the input concentrations for calculations and MCNP simulations
are presented in Table 3.5 and will be briey discussed in the following. The study
on tree swallows on the CNL property from 2019 is the most recent data on water
and sediment concentrations in Perch Lake [113]. An average 90Sr concentration in
water of 5 Bq/L is reported there. Due to the short half life of the daughter (64 h),
it is assumed that 90Sr is in secular equilibrium with its daughter 90Y. For sediment,
gross-beta concentrations between 17 and 26 Bq/g(d.w.) are reported. Consistent
with the publication, measurements above 1.3 Bq/g(d.w.) are considered above
background stemming from natural 40K [113]. The median of this range was con-
sidered a good representation of the baseline in Perch Lake. This measurement was
divided by two to determine 90Sr and 90Y contribution, based on the assumption of
secular equilibrium between parent and daughter. Sediment measured concentra-
tions were converted to fresh weight as demonstrated in Equation 3.4 using average
Perch Lake values for the sediment properties, tabulated in Table 3.7. Snail 90Sr
concentrations have been reported in a 2013 study of 59 940 Bq/kg(f.w.) for shells
and 14 440 Bq/kg(f.w.) for esh. Since bioaccumulation factors typically represent
whole body exposure, the average of shell and esh was deemed an adequate rep-
resentation of the concentration for 90Sr and 90Y concentration in shells for the
purpose of this intercomparison. Dierences between 90Sr uptake to the shells and
esh in molluscs will be further discussed in Section 3.3.
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3.2.2 Modelling
With concentration measurements in all media of interest - sediment, water and
biota - a meaningful comparison can be made between methods of calculation. The
scope of this study was to investigate the predictive power of water concentration
measurements for 3H. The goal was to identify potential downfalls of commonly
used methodologies. Additionally, the range of error can be determined, that dif-
ferent types of assessments can introduce when a dose assessment is performed on
the basis of only the water concentration measurement of a radionuclide. 3H was
deemed especially interesting for this, since the previous exploratory intercompari-
son showed signicant weaknesses in modelling methodologies for low energy beta.
The following methodologies were set up to rst calculate and compare calculated
measurements in biota and sediment and subsequently to estimate the absorbed
dose to pike, bullhead, and clam.
Following the considerations in Section 2.2, the previously developed Python
code was expanded to include the new organisms for this scenario. Additionally, a
module was added to calculate the biota concentration in terms of OBT and HTO
based on the water concentration of 3H in addition to to calculating it through the
bioaccumulation factor.
The fresh weight concentration of HTO in aquatic biota can be calculated as
CHTOffw = WCf · Cw (3.2)
and the fresh weight tissue concentration of OBT is calculated with the following
equation:
COBTffw = (1−WCf ) ·WEQfRf · Cw (3.3)
where:
WCf : water content of sh tissue, 0.78 [10]
Cw: water concentration of 3H
WEQf : water equivalent factor for sh, 0.65 [10]
Rf partitioning factor for sh, 0.77 for bullhead, 0.84 for pike, and 0.66 geometric
mean used for clam and mollusc [10]
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Table 3.6: Inputs for modelling of the 3H and 90Sr dataset from
CNL in ERICA and RESRAD. Site data are from [71].
Parameter RESRAD RESRAD ERICA ERICA
site default site default
Kd
3H 0 0.001 0 1
Kd
90Sr 621 30 621 1970
BAF 3H 1 0.2 1 1
BAF 90Sr 4092 320 4092 461
Default low beta factor none none 3 3
Dimensions [cm]
Bullhead size 3 (10, 2, 2) 12.5, 4, 3
Pike size 4 (45, 8.5, 4.9) 30, 6, 6
Clam size 3 (10, 2, 2) 10, 4, 6
Mollusc size 3 (10, 2, 2) 4, 2, 2
Another module can be used to automate the the calculation of the rescal-
ing factors used for the dose calculation based on the geometry of the organ-
isms. For all geometries used, the corresponding re-scaling factors are calculated
to 0.99. These are based on Equation 2.9 for 3H with the CSDA range calcu-
lated to 1.033× 10−4 g/cm2 [121]. Both modules are archived on GitHub under
https://github.com/TzivakiM/EnvModellingCalculations.
ERICA and RESRAD
An ERICA and RESRAD model were set up for the scenario. Both programs were
used in the connement of their limitations to ensure that an unbiased assessment
was produced. In both software tools, two versions of the same scenario were set
up. In the rst option, only the water concentration was input for the calculation.
All other parameters, e.g. Distribution Coecient (Kd), Biaoaccumulation factor
(BAF ), were set to the default value of the used software tool. The second version
of the scenarios still only had water concentration as an input, however all param-
eters were chosen to be site specic based on previous publications and literature.
Details of inputs are shown in Table 3.6.
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Table 3.7: Porosity, density of solids and resulting dry weight
fractions for the Perch Lake modelling.
Site θ ρs ρw fdw
[unitless] [kg/L] [kg/L] [unitless]
Perch Lake average 0.7 1 1 0.3
Inlet 3 0.35 2.5 1 0.823
Occupancy factors in ERICA were set based on experiential data provided by
CNL. For pike this was 30% occupancy on the sediment surface, for molluscs this
was set to 100%, and for bullhead to 50%. RESRAD does not allow an input of
the occupancy, however the exposure geometry was dened to a 2π geometry for
sediment and a 4π geometry for water.
ERICA requires input of dry weight concentration for sediment, but does give




θρw + (1− θ)ρs
(3.4)
where:
fdw: dry weight fraction
θ: porosity
ρs: density of solids
ρw: density of water
Based on experiential data from CNL [169], the sediment composition in Perch
Lake is gyttja (organic sediment) in most of the lake, however the site that was
used for the modelling of clams has sandy sediment based on information from
CNL's sampling team. According to this, the inputs presented in Table 3.7 were
used for sediment calculations. As can be seen in these values, organic sediment
has a higher water content and a density assumed equal to water. On the contrary,
sandy soils have a lower porosity and consequently lower water content.
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Figure 3.5: MCNP6 Geometry for simulation of biota on the sed-
iment surface.
MCNP model
The MCNP scenario previously developed in collaboration with H. Graham was
upgraded to MCNP6 and used again for comparative analysis of the modelling
results [69]. However, some minor modications were made in order to better model
the individual situations. The sediment used was dierentiated between gyttja
and sandy sediment. As can be seen in Figure 3.5 the geometry was simplied
to an ellipsoid with changing dimensions, dependent on the size of the organism
investigated. Separate simulation were run for each organism residing in the water
column and on the sediment, which were then adjusted by the residency factor to
determine the total absorbed dose.
3.2.3 Results
Nuclide concentrations in sediment
The driving factor when estimating nuclide concentrations in sediment from water
concentrations is the methodology used to calculate water-sediment partitioning.
Both ERICA and RESRAD use a simplied proportional equation (Equation 3.5).
Cs = Kd · Cw (3.5)
In the code developed for this work, the more complex partitioning equation is used
which incorporates the eects of pore water in sediment through the parameter
porosity (Equation 2.12). However, this poses a signicant problem in the case of
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3H. The site specic distribution coecient (Kd) identied for this environment
is 0, the same as for the preliminary exploration of methods (Section 3.1). This
Kd was chosen since it has been used previously in assessments of the Perch Lake
environment [71]. However, in a methodology where the sediment concentration is
directly proportional to the water concentration, this invariably leads to a sediment
concentration that is 0.
Figure 3.6 shows the concentration of 3H in sediment and aquatic biota for
Perch Lake. Figure 3.6(a) uses the average concentration of Perch Lake and Figure
3.6(b) uses the concentration for Inlet 3 where the clams were collected. The
"measured value" refers to the concentration tabulated in Table 3.4 and the next
two values are calculated with the aforementioned Python program, one for the
BAF approach and the second using OBT and HTO partitioning. The remaining
values shown for comparison are the ERICA and RESRAD calculation. In each
software, calculations with site specic information on bioaccumulation factors and
distribution coecients were compared to the default settings for 3H.
In the case of Perch Lake, predictions from the water-sediment partitioning
show very good agreement (within 2%) as can be seen by comparing the rst two
bars of the graph. This means that using the average water concentration and
partitioning taking into account the porosity of the soil is a valid methodology. As
discussed before, ERICA site specic predictions are 0 because of the proportional
nature in which the distribution coecient is used. The default value of the distri-
bution coecient in ERICA is 1. Consequently the default ERICA calculation will
overestimate the sediment concentration by approximately one third, calculating it
as equal to the water concentration. A similar problem is encountered when mod-
elling sediment concentration in RESRAD-biota. For a site specic assessment,
the Kd = 0 due to the previously mentioned proportionality calculations. However
the default Kd in RESRAD for 3H is signicantly lower (Table 3.6). This has as a
result that the calculated concentration in this method using the provided default
values is 4.5 Bq/kg, 3 orders of magnitude less than the ERICA prediction.
In the case of assessment of isolated parts of a waterbody, this methodology
appears to be less reliable. For the exposure of clams, only the average of Inlet 3
values for water were evaluated in order to calculate sediment concentration. The
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(a) (b)
Figure 3.6: Comparison of measured and calculated concentrations
of 3H stemming from dierent methodologies for pike and bullhead
in Perch Lake (a) and clams collected close to Inlet 3 of Perch Lake
(b).
calculated values using the extended methodology that incorporates porosity (Val-
ues from Table 3.7) are approximately by 80% higher than the measured values in
the area of Inlet 3 (Figure 3.6(b)). It should be noted that it is a better approxi-
mation than using the average water concentration of Perch Lake. The deviation
is attributed to hydrological mixing eects that could not be accounted for on rel-
atively small geographical scales. Additionally, the number of datapoints used to
establish the average in the area of Inlet 3 is three as opposed to the nine datapoints
used to estimate average sediment and water concentrations in the whole of Perch
Lake. A detailed map of the sampling locations can be found in Appendix F. As
before, the proportional method of calculation using Kd in ERICA and RESRAD-
biota will have the same eects as described before: an overestimation in ERICA,
underestimation in RESRAD for the default distribution coecients and the value
zero for the site specic Kd = 0.
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Figure 3.7 shows the concentration of 90Sr in sediment and aquatic biota for
Perch Lake. The average concentration of 90Sr in Perch Lake is used as presented
in Table 3.5. The "measured value" refers to the concentration tabulated in Table
3.5 and the following value is calculated with the developed Python script, using
the BAF approach for biota and the extended Kd equation for computing sediment
concentrations (Equation 2.12). The remaining values shown for comparison are
the ERICA and RESRAD calculation. For each software calculations with site
specic information on bioaccumulation factors and distribution coecients was
compared to the default settings for 90Sr.
Figure 3.7: Comparison of measured and calculated concentrations
of 90Sr stemming from dierent methodologies for molluscs in Perch
Lake.
Contrary to the predictions from the water-sediment partitioning for tritium,
this method employed here, using the site specic distribution coecient (Kd=621)
and porosity (θ =0.7) for Perch Lake, does not perform as well as in the case of
3H. In Section 3.1.3 it was noted that ERICA/RESRAD might be overestimat-
ing the 90Sr concentration in sediment. Having measurement data available for
comparison, there is evidence to the contrary with the estimated sediment con-
centration being 30% of the measured concentration. Indeed if using site specic
partitioning coecients for RESRAD and ERICA, the simplied methodology to
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estimate sediment concentration is closer to measured values. Even when using de-
fault partitioning coecients, ERICA performs well compared to RESRAD where
the default partitioning coecient for 90Sr is over one order of magnitude less than
the site Kd. All Kds, default and site specic are also summarized in Table 3.6.
Nuclide concentrations in biota
The nuclide concentration in biota was evaluated similarly to the nuclide concentra-
tion in sediment. Figure 3.6 shows internal concentrations of 3H in pike, bullhead,
and clam (Figures 3.6(a) and Figure 3.6(b) respectively). In terms of software
tools, this included ERICA and RESRAD scenarios with site specic as well as
generic bioaccumulation factors. In the case of calculations with the developed
software, two methods were considered. The rst is the methodology used also
by most commercial software, which is analogous to the sediment concentration
calculation, a simple proportionality (Equation 2.17), noted as "Theory (BAF)"
in the graph. However, since the nuclide of interest is tritium, the aforementioned
tritium partitioning between OBT and HTO was calculated as well (Equations 3.2
and 3.3). In the graph this is denoted as "Theory (HTO+OBT)".
For pike and bullhead in Perch Lake, the concentration calculated using OBT+HTO
partitioning diers less than 1% from the measured value which marks a good pre-
dictive power for this calculation. It is notable that since ERICA's default bioac-
cumulation factor (BAF ) is 1, the same as the site specic value for this scenario,
the site specic and default ERICA results are equal and also coincide with the
calculation using a BAF . The same is the case for the RESRAD calculation with a
site specic BAF . Since the default value of the BAF in RESRAD is lower (Table
3.3), this is also reected in the concentration value.
This modelling is less reliable in situations where the data are mismatched or
the exposure geometry is more complex, as is the case for clams. Here the wa-
ter and sediment concentrations were already shown to be mismatched and this
observation extends to the clam tissue. While the measured sediment concen-
trations were lower than expected from the calculations, the biota concentration
shows the opposite trend. The measured concentrations are considerably higher
than expected from water concentrations at Inlet 3. The average concentrations
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of water measurements were used for the modelling of bullhead and pike, since it
was deemed that those organisms are mobile and will get exposure from all parts
of the lake. The assumption that they are mostly static was made for clams, so
the water measurements of Inlet 3 were used instead. The results can be seen in
Figure 3.7. The concentration is underestimated by approximately 36% and 44%
respectively for the methodologies using a simple BAF and HTO+OBT partition-
ing. This signicant underestimation is most likely due to the sampling location
of the clams being north of Inlet 3. In that case, mixing of the water has already
occurred. If the average concentration of water in Perch Lake was used instead of
the water concentration in Inlet 3, the deviation would be 2% and 14 % lower than
the measured value for the two methodologies respectively. The larger deviation in
the HTO+OBT partitioning methodology is suspected to be due to the partition-
ing factor used (Rf ). For pike and bullhead, species-specic partitioning factors
were available of 0.84 and 0.77 respectively [89]. However, for clam and mollusc
the geometric mean of all aquatic species was used (0.66), since no species specic
value was available.
In the case of the 90Sr dataset, the concentrations of molluscs are shown in
Figure 3.7. As before, measured concentrations are compared with estimated con-
centrations calculated through the developed Python program and ERICA as well
as RESRAD calculations using site and default coecients. Similar to the sedi-
ment concentration, the tissue concentration of 90Sr in molluscs is underestimated
with all calculation methods, being calculated to 50% of the measured concentra-
tion from all methods when using site specic bioaccumulation factors (BAF ). As
the default BAF for 90Sr is approximately one order of magnitude lower in both
RESRAD and ERICA, this is also reected in the respective tissue concentration
estimation. In brief, while still underestimating the mollusc concentration, using
site specic bioaccumulation factors is preferential to the default from the software
tools in this case.
Internal dose
The total absorbed dose from 3H in aquatic biota is driven by internal contami-
nation. This is illustrated in Figures 3.8 and 3.9 for pike and bullhead in Perch
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Lake and clams close to Inlet 3, respectively. The leftmost graph shows the internal
dose rate which are ve and four orders larger than the dose from the sediment and
water respectively for bullhead and pike. The measurement value against which all
other results are compared in these graphs is calculated from the measured average
value of water, sediment, and biota concentration. It should be noted that the dose
calculation employed here is the same as in the software written to predict dose
in biota based only on water concentrations and is based on Equations 2.2. Based
on these consideration the prediction is very close to the dose calculated from the
measurement values. This reects the fact that the concentration prediction for
sediment as well as biota were close to the measured concentration values. This
is further solidied by the MCNP results. For the simulation, an ellipsoid of tis-
sue with the dimensions of the biota was both the source and tally for a tritium
concentration equal to the measured concentration in biota.
In order to obtain results that could be meaningfully compared to the MCNP
model and fully predictive methodology, the commercial software packages ERICA
and RESRAD-biota were run with site concentration data for both internal and ex-
ternal exposure. This means that the measured concentrations for water, biota, and
sediment were used as inputs for both software packages as well as MCNP. The over-
estimation in ERICA is attributed to the low-beta coecient of 3 that is used in ER-
ICA. For a complete comparison of the results obtained by ERICA and RESRAD,
the dose conversion factors used in the two applications should be also consid-
ered, which are 2.47× 10−6 (µGy/h)/(Bq/kg) and 3.28× 10−6 (µGy/h)/(Bq/kg)
respectively. This dierence is responsible for the dierence between RESRAD
and ERICA not being a factor of three.
In the case of clams in the proximity to Inlet 3 (Figure 3.9), the underestimation
of the predictive calculation using the Python program reects the underestimation
of internal concentration demonstrated in Figure 3.6(b). The MCNP simulation of
the internal dose is within 5% of the dose estimated from the measurement. This
is expected since the MCNP simulation uses the measured biota concentration.
This high accuracy of internal dose calculations between the measured data and
the MCNP simulation conrms the validity of dose conversion coecients (DCF s)
used for internal tritium dose calculations. Since MCNP simulations are purely
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Figure 3.8: Internal and external dose to pike and bullhead in
Perch Lake. The external dose is separated into dose from sediment
and water 3H contamination.
based on radiation transport and energy deposition in matter, they can be used to
verify the DCF s used in analytical calculations. As before, ERICA will estimate
a higher internal dose due to the low energy factor of 3 applied to 3H.
In the case of 90Sr, internal dose to molluscs in the second investigated dataset
is much higher than for 3H, even with much smaller activity concentration of 90Sr
compared to 3H (5 Bq/L and 1119 Bq/L respectively). This is due to the higher
average energy of electrons from the decay of 90Sr and its daughter 90Y, 0.1958 and
933.6 keV, compared to the average decay energy of 3H, 5.68 keV. The predicted
dose from the developed Python code is approximately 51% of the dose calculated
concentration measurements. This reects the underestimation of the mollusc con-
centration discussed above. As observed before, the good predictions of ERICA
and RESRAD-biota of internal concentration are translated into a proportional in-
ternal dose with the preliminary MCNP results being higher by 22%. These results
are summarized in Figure 3.10.
While the deviations observed for molluscs are certainly higher than for 3H
in pike and bullhead, they are comparable to the deviations observed for clams.
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Figure 3.9: Internal and external dose to clams in Perch Lake,
Inlet 3. The external dose is separated into dose from sediment and
water 3H contamination.
Figure 3.10: Internal and external dose to mollusc in Perch Lake.
The external dose is separated into dose due to sediment and water
90Sr contamination.
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There are several possible explanations for this. Both of these datasets have possi-
ble mismatches. In the case of clams, water, tissue and sediment samples were not
gathered at the exact same location of Perch Lake. In the case of 90Sr concentra-
tion in molluscs, the sampling data used for water and sediment is from a dierent
study than the tissue concentrations. However, water concentrations change slowly
and the water concentration used was considered representative for Perch Lake. It
is notable that both species with higher deviations in the internal dose estima-
tion between methods were noted are mollusc species. Shelled organisms pose
more challenges to modelling in general, since the shell taking up a signicant per-
centage of the body mass has complex nuclide uptake characteristics that are not
only dependent on the species but also on characteristics of the environment, like
bioavailability of ions and pH.
External dose
When it comes to external dose it should be noted rst, that the contribution to
the total dose is approximately ve orders of magnitude lower than internal dose
for low energy beta particles. The reason for this is that the lower the energy
of the beta, the more readily it will be absorbed by the surrounding material 
water and sediment in this case. This eect becomes even more pronounced for the
various software tools like ERICA and RESRAD. Both their dose conversion factors
(DCF ) for external exposure are heavily dependent on the size of the organism
and geometry modelling options available in each tool. In order to illustrate the
range of deviation in dierent methodologies, the two right panes of Figures 3.8 and
3.9 are plotted on a logarithmic scale. From the two possible sources of external
exposure, water is an order of magnitude higher than sediment. This is expected
as the occupancy of pike and bullhead on sediment is 0.3 and 0.7 respectively.
However, the same is the case for clam with an occupancy of 1 on the sediment,
since water is an occupancy factor of 1 as well.
For pike and bullhead (Figure 3.8), the predicted external dose both from water
and sediment matches the dose calculated from the concentration measurements.
This reects the accuracy of estimating sediment and water concentrations as dis-
cussed above. In the same manner, the predicted dose from sediment in clam
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(Figure 3.9) will be higher than the value based on the measurement, due to the
discrepancy of the concentration estimation as shown in Figure 3.6(b) in the sedi-
ment column. The MCNP simulation results used for comparative purposes  and
as implicit validation of theDCF s used  are within an order of magnitude from the
calculated results for pike and bullhead. This is in agreement with previous obser-
vations and is believed to be due to the challenges faced in MCNP when performing
particle transport simulations with low electron energies. In all biota, the discrep-
ancy between ERICA and RESRAD-biota is striking with four orders of magnitude
between the dose estimated for each of them. Here ERICA calculates consistently
lower dose from both sediment and water. This can be explained by the dierence
of DCF used by each tool for external dose calculation. Taking pike as an example,
the external DCF in ERICA is 4.45× 10−28 (µGy/h)/(Bq/kg) while in RESRAD
the DCF used for external dose calculation is 2.71× 10−12 (µGy/h)/(Bq/kg).
The importance of size in these calculations is well illustrated by the example
of external dose to pike and bullhead, in RESRAD-biota. It can be seen that the
absorbed dose to pike is two orders of magnitude larger than for bullhead both in
the case of water and in the case of sediment. This is attributed to the DCF chosen
by the software for the specic geometry. As mentioned previously, RESRAD does
not have the option to enter exact geometric shapes, but the DCF s are directly
related to the chosen predetermined size geometry. In this case as the DCF for
geometry 4 is approximately two orders of magnitude smaller than theDCF for size
3, and so is the calculated external dose. The external dose from 3H is consistently
underestimated in ERICA due to the aforementioned low DCF .
The limitations of the methodology for estimating radiation dose, calculated
with the developed Python program, can be seen when estimating external dose to
clam. As discussed, the dose calculated by ERICA is multiple orders of magnitude
lower than the dose calculated by RESRAD due to the dierence in dose conver-
sion coecient (DCF ) used. The dierence between the MCNP simulation and
the calculated external dose is three orders of magnitude, with the MCNP simu-
lation being higher. This prompted a close investigation into the equations used
to correct for non-sphericity of the investigated organism. As discussed in Section
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2.2.1, the absorbed fraction of radiation by an organism is proportional to the ab-
sorbed fraction of the equivalent same-mass spherical organism (Φ0) multiplied by
a rescaling factor that expresses the eccentricity of the ellipsoid used to represent
the organism (Equation 2.8). Tritium is an boundary case of the applicability of
this method when calculating external dose. Due to its low average energy of elec-
trons Φ0 is 1 for all organisms considered here. This means that the rescaling factor
RF becomes the driving factor of the calculation of external dose in Equation 2.7).
As clams have a higher sphericity than, e.g. bullhead, with Φ0 = 1 in both in-
stances the absorbed fraction will be equal to the rescaling factor: 0.9999997 and
0.99998 respectively in this example. In the case of internal dose calculation where
the absorbed fraction is multiplied, the eects are negligible. When calculating
external dose, (1− Φ) is multiplied, resulting in multiplication factors of 3× 10−7
and 1 × 10−5 respectively. This result is strictly based on the geometry and in
the instance of dose to clam it is suspected that the best estimation of external
dose is the Monte Carlo simulation of the particle transport in MCNP. Further
investigations will privide more insight into this eect [69].
External dose to molluscs from sediment and water due to contamination from
90Sr and its daughter 90Y has a much smaller spread between methods in predicted
dose values than external dose from 3H. The two right plots in Figure 3.10 show
dose from sediment and water to molluscs calculated though the same methods as
discussed for 3H. The point source dose distribution model is used to calculate the
dose from measurements of sediment and water concentrations as well as dose from
the predicted concentrations in sediment and water through partitioning. These
values are compared to ERICA and RESRAD-biota predictions. Simulation in
MCNP written by H. Graham are shown for comparison [69].The large deviations
from measured data of the MCNP results in this specic geometry conguration
are hypothesized to be due to a density adjustment made for molluscs to Account
for Eects of the shell.
The main observation for all results concerns the order of magnitude of both the
sediment and water dose. The dose from sediment from 90Sr is four to ve orders
of magnitude higher than that from 3H and the dose from water is two orders of
magnitude higher. Higher energies of the decay electrons from 90Sr and especially
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90Y and the resulting larger CSDA range are the reason for this. Additionally,
there is generally much better agreement between methods as all predictions are in
the same order of magnitude compared to previous challenges estimating external
dose from 3H. In the developed code, the dose from water is expected to match
the dose calculated from measured concentrations, since they use the same starting
value. The underestimation of dose from sediment is proportional to the under-
estimation of sediment concentration. Similar to the 3H estimations, RESRAD
produces consistently higher dose estimates for sediment than ERICA. However,
in contrast to that, estimates of external dose from water are higher in ERICA. It
should be noted that in the case of exposure of shelled species to3H, the dierences
in external exposure are not relevant since beta radiation will not penetrate the
shell due to its low energy. However, this is a point to consider if the mussel shell
is used to determine dose to the organism.
It should be noted here that both programs, ERICA and RESRAD, use the
same inputs: the measured concentrations of water, sediment, and biota. The
dierences in dose estimates for 90Sr and especially for 3H point to intrinsic dif-
ferences in dealing with external exposure geometries. One reason for this is the
previously mentioned weakness of RESRAD in dening occupancy fraction. While
the exposure geometry can be set (2π for sediment and 4π for water for all or-
ganisms considered), ERICA has additionally the option of entering occupancy
factors. These dene the fractions of time spent in a certain exposure situation.
In ERICA, these have to add up to 1 for the program to run. For example, pike
has an occupancy fraction of 0.7 in water and 0.3 on sediment. Contrary to that,
the developed code only assigns an occupancy fraction to sediment dose with an
exposure geometry of 2π and assumes a 4π geometry and occupancy fraction of
1 for water. Concluding, the developed code predicts environmental radiological
doses well, only using water concentration and site specic coecients, that are
comparable to software predictions that use measurement data.
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3.2.4 Lessons Learned
Two datasets were investigated in order to gain insights into how well modelling
algorithms perform. Tritium (3H) concentrations collected over the course of en-
vironmental assessments on the site of Canadian Nuclear Laboratories in water,
sediment, pike, bullhead, and clam constituted the rst dataset. This was a con-
tinuous study during which all samples were collected in the same year (2003).
The second dataset of 90Sr concentrations is a combination of two separate studies.
Mollusc concentrations are from 2013, while water and sediment concentrations
were published in 2019.
The comparison with measured data gave further insight into conclusions drawn
on commonalities and dierences of dierent methods used to estimate environ-
mental dose in aquatic environments. Modelling done with the developed code
takes into account physical characteristics of the sediment, such as porosity. For
biota, this method employs a specialized model for tritium based on partitioning
of HTO and OBT. Also implemented is a methodology to parametrize organisms
based on their geometrical characteristics of sphericity, so that absorbed fractions
of radiation can be better calculated. These calculations are compared to the other
analytic tools ERICA and RESRAD-biota. Results of a stochastic model developed
in collaboration with H. Graham [69] are shown for comparison.
Before presenting a summary and conclusions of the dose components, the per-
formance of all models to predict total dose will be briey discussed. Table 3.8
shows an overview of all the investigated methods in comparison to dose calculated
directly from measured concentrations. For this purpose the dose as calculated
by each method is divided by the dose calculated from measurement values and
that fraction displayed. This means that the closer to 1 the fractions come, the
closer the comparison. Values larger than one will estimate more than the refer-
ence dose and fractions lower than one will estimate less. In the previous section,
measured and calculated values are compared to ERICA and RESRAD estimates
based on site concentrations. In Table 3.8 four more cases are shown. In both ER-
ICA and RESRAD-biota doses were also estimated based on water concentrations
using default coecients in one case and site specic coecients in the other.
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Table 3.8: Fraction of the dose estimated through each investi-
gated methodology and the dose calculated from measured concen-
trations of water, sediment, and biota for 3H and 90Sr.
Calculated ERICA RESRAD-biota
(BAF) (HTO+ site site default site site default
OBT) coe. coe.
Total dose estimated/Total dose based on measurement 3H
Pike 1.11 0.99 2.51 2.77 2.77 1.00 1.10 0.22
Bullhead 1.13 1.01 2.52 2.84 2.84 1.00 1.13 0.23
Clam 0.64 0.56 2.24 1.61 1.61 1.00 0.64 0.13
Total dose estimated/Total dose based on measurement 90Sr
Mollusc 0.55 1.08 0.59 0.08 1.13 0.63 0.05
The calculation of total dose is driven by the capability to correctly predict
internal concentration of radionuclides, as it contributes to the total dose by mul-
tiple orders of magnitude more than dose due to external contamination. In this
intercomparison, the calculated concentrations perform well for both the BAF and
HTO+OBT approach for 3H in pike and bullhead, with the partitioning approach
performing marginally better. For clams and molluscs, the discrepancies are di-
rectly related to the challenges in correctly estimating the internal concentration
from the water concentration. It is notable that both organisms where challenges
occurred are benthic. Both ERICA and RESRAD perform well when using site
concentrations for estimating dose from 90Sr. The same is not the case for 3H,
where ERICA estimates a dose approximately 2.5 times higher than RESRAD,
stemming from the low-energy factor that is applied to electrons from 3H decay.
This is the default in ERICA to ensure conservative results, but it is modeller's
choice and can be omitted, making the results comparable to RESRAD. The same
observation can be done for ERICA and RESRAD using site coecients, a calcu-
lation that is directly comparable to the code developed in terms of inputs. Again,
for molluscs and clams, the internal dose will be lower due to the BAF used that
predicts a lower concentration. In ERICA this is masked by the low-energy factor
of 3 for clams. Finally, the default settings of both analytical tools are tested to
give a measure of how good their predictive power without site specic data is. ER-
ICA performs well for 3H with very little dierence between the calculated doses
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from default coecients and site specic data and parameters. For 90Sr the dose
estimation is over an order of magnitude lower due to the low default BAF used
in this program. RESRAD-biota's defaults are shown to be signicantly dierent
from the site values which leads to a decrease in estimated dose by 80% to 95% if
site coecients or measurements are not used.
Predictions of concentration, as discussed above, are the main hurdle for any
software to compute environmental radiation dose. The developed code predicts
concentrations of 3H in both sediment and organisms within 1% for pike and bull-
head, and 36% to 44% for clam. This increases to 50% for molluscs. The discrep-
ancy for clams decreases signicantly if the average 3H concentration is used to
predict internal concentration. This shows that selection of concentration data for
the sake of increased geographical precision can led to possible faulty estimations,
especially when dynamic movement of the water and mixing patterns are unknown.
In the case of mollusc 90Sr concentration, measurement data of water and mollusc
concentrations from dierent years were used, which could have lead to this dis-
crepancy. Of course in every case, the BAF should be examined as well, however
the ones used for this assessment have been estimated specically for the site of
Canadian Nuclear Laboratories. Sediment predictions of the 3H concentration are
based on the average water concentration of the lake and are within 2% of the mea-
sured value. This increases when characterizing an isolated part of the lake (Inlet
3) and 90Sr concentrations to over- and underpredictions of 98% and 70% respec-
tively. Weaknesses of the estimations are noticed when using possibly mismatched
data as is the case for clams where sediment data were not available from the direct
location of biota sampling. The same could be the reason for the underestimation
of 90Sr concentrations where already processed concentration measurements were
used that had a signicant variation over the area of the lake. Also of note is
the distinctively dierent sediment type at these locations, with gyttja in most of
Perch Lake and partially sandy sediments around Inlet 3. Studies with stochastic
modelling methods show evidence that radiation transport is heavily inuenced by
the composition of sandy sediments [69]. As Perch Lake sediments vary from gyttja
to sandy over the area of Perch Lake, the porosity also changes, which likely inu-
enced the calculations accounting for this. In comparison, ERICA and RESRAD
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perform well with site data, using the simplied method of proportionality to the
distribution coecient, with ERICA performing even well with default coecients.
Following the discussion above, the internal dose will determine the total dose
in all the investigated biota. Each method is within an order of magnitude of the
dose calculated from concentration measurements. The developed code performs
well at this, however benthic organisms still pose a challenge due to their partic-
ular uptake characteristics that are heavily dependent on external factors. This is
not the case for dose due to external contamination where dierent methodologies
have discrepancies spanning four orders of magnitude, especially for low energy
beta particles (3H). This is mostly related to how dose conversion factor (DCF s)
are calculated in each methodology as well as to dierences in dening occupancy
in dierent geometries of immersion and exposure due to a plane source. The devel-
oped code has a particular weakness there when combining non-spherical organisms
with low energy beta radiation. While the absorbed fractions are 1 due to the low
average energy of electrons emitted during decay, the rescaling factors meant to
account for non-sphericity become disproportionately important when calculating
external dose. This very likely underestimates the dose for organisms that have a
higher sphericity, like clams. Moving forward, this would be better addressed as a
separate case.
In summary, the developed code based on the point source distribution model
and incorporating correction factors to account for non-sphericity of organisms
performs well compared to established analytical tools as well as stochastic eval-
uations. Above discussion shows that correct estimation of biota concentration is
the major predictor for good dose calculations and this is where eorts should be
centered. For pelagic species, biota concentration predictions based on water con-
centration have smaller deviations between methods than benthic, shelled species.
The same conclusion can be drawn for dose due to sediment exposure, which is also
of much higher importance in benthic species. This should be kept in mind for the
calculation of doses of molluscs when only measurements of water concentration
are available for the calculations.
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3.3 Modelling Radiation Dose to Aquatic Molluscs
Following Radiological and Nuclear Accidents
The above considerations were used to evaluate the range of expected doses to
environmental components due to major releases to the environment. To do so,
two heavily contaminated environments were evaluated, which have been previously
discussed in Chapter 2 and specically in Section 2.1. The environments selected
were the lakes around the Chernobyl Power Plant (Azbuckin and Glubkoye Lake)
and a lake downstream from the Mayak reprocessing facility (Lake Karachay).
In both ecosystems, high concentrations of euent were released, either in a
short time period (in the case of the Chernobyl Power Reactor acciden), or over
multiple years (for the ecosystems along the Techa River). Water concentrations
from literature were selected and are summarized in Table 3.9. The nuclides of
interest in both cases, and as with most nuclear accidents, are mainly 90Sr and
137Cs. Both are decay products in the nuclear fuel cycle and can be released as
a liquid release or as a plume. The concentrations of both nuclides over the of
years following the accident is discussed in Section 2.1.1 in the description of the
releases and environmental concentrations from Chernobyl NPP. 90Sr and 137Cs
will accumulate in bone and muscle of exposed biota, respectively and be the main
contributors to internal dose. Here, measurements from freshwater concentrations
will be used independently of their means of dispersion from the point of origin.
As can be seen from Table 3.9, the maximum concentrations measured in some
of the lakes in the exclusion zone of the Chernobyl power plant are two orders of
magnitude higher than in the Techa River basin.
These calculations are performed using water concentration as a starting point,
without any site specic information. ERICA will be used for these estimations
since it showed consistent and robust performance when using default values, even
comparing to site specic calculations. The target organisms are the three default
species of ERICA: pelagic sh, benthic sh, and bivalve mollusc. Additionally, since
the experimental portion of this thesis will investigate zebra mussels, a suspended
mussel was introduced. Contrary to the default bivalve mollusc in ERICA, which
is dened as a benthic species, the occupancy for this mussel is entirely in the water
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Table 3.9: Concentrations in water of 90Sr and 137Cs in Azbuchin
and Glubkoye Lake located in the Chernobyl exclusion zone and
Lake Karachay, located in the Techa River basin. (Discussion and
references in Section 2.1).
Water Conc. Biota Conc.
Name Details 137Cs 90Sr 137Cs 90Sr
[Bq/L] [Bq/L] [Bq/kg] [Bq/kg]
Azbuchin Lake [128] 1999 22.8 190
Glubkoye Lake [128] 2008 3.7 95
Azbuchin Lake [128] average 2900 52500
Glubkoye Lake [128] average 7600 73700
Lake Karachay [8] highest 1.6 6.5
Table 3.10: Calculated dose to pelagic sh, benthic sh, and bi-
valve mollusc.
Lake Input Pelagic Benthic Mollusc Suspended mussel
Conc. Fish Fish bivalve 90Sr 137Cs Total
Total Dose[Gy]
Azbuchin Water 5.1 25 24 2.0 0.019 2.02
Glubkoye Water 2.4 5.6 4.9 1.002 0.003 1.005
Karachay Water 1.6 1.6 1.6 0.07 0.0013 0.07
Internal Dose [Gy]
Azbuchin Biota 1.2 0.018 1.22
Glubkoye Biota 1.69 0.048 1.7
Glubkoye BAF 2.4 0.003 2.4
column. Its dimensions were set to 2.5× 3× 4 cm [186] and its weight to 3 g [197].
A time span of 5 y was assumed in order to calculate lifetime doses while in an
environment with the described contamination.
The estimated doses from ERICA are presented in Table 3.10. As can be seen,
the dose in the Techa River basin is expected to be two orders of magnitude less
than in the lakes of the Chernobyl exclusion zone. This is analogous to the activity
concentrations in these waterbodies. Fish have much higher exposure rates than
suspended mussels. In 1999 the highest doses in lakes of the exclusion zone were
measured in the water of Azbuchin Lake. During this time, the cumulative dose
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to sh and molluscs is estimated to be 25 and 24 Gy with a signicant contribu-
tion from 137Cs for benthic organisms. For suspended mussels like zebra mussels,
the expected doses are 2 Gy, with 99% of the dose related to 90Sr. In 2008, the
nuclide concentration had fallen enough that the estimated dose is half of the pre-
vious calculations. Average specic activities of biota for the period 1997-2008
have been published for both these lakes [128], and are presented in Table 3.9 for
freshwater molluscs. When using these concentrations to calculate internal dose
for the suspended mussel, the doses are 1.3 and 1.7 Gy for Azbuchin and Glubkoye
Lake respectively (Table 3.10). This agrees with the dose estimates based on water
concentrations. For Lake Karachay in the Techa River basin, doses calculated are
0.07 Gy for suspended mussels and up to 1.6 Gy for other biota.
It should be noted that no site specic values of bioaccumulation factors or
distribution coecients were used in these calculations. Knowing these parameters
for the considered site can make a large dierence, especially if evaluating dose
in shelled species. As discussed in Chapter 2, 90Sr incorporates into the shells of
bivalve molluscs and gastropod species at rates that are highly dependent on factors
such as Ca content in the water. Specically in the Chernobyl exclusion zone,
concentration factors for 90Sr was measured to be 1100 [128]. The default database
value for this factor in ERICA is 461. If this value is used for bivalve molluscs and
suspended mussels, the expected lifetime dose rises as well. The calculated values
are presented in the last row of Table 3.10, with estimated lifetime dose of 2.4 Gy,
double the value that is calculated with the default bioaccumulation factor.
Summary
In this chapter the performance of the two major analytical modelling tools to
calculate dose to biota, ERICA and RESRAD were investigated. They were com-
pared to the theoretical model for dose calculation, which was implemented in an
algorithm programmed in Python 3.7. In a preliminary study using water con-
centrations from Chalk River Laboratories' annual report, potential weaknesses of
the modelling techniques were identied when assessing dose from external sources
(water and sediment) as well as when assessing dose due to 3H contamination.
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In a second iteration of environmental modelling, two datasets of measured con-
centrations in water, sediment, and biota were used to verify these conclusions
and explain them. For all studied environments, the total dose is driven by in-
ternal dose, so successful estimation of internal concentration is crucial. This is
done well by all investigated methods when using site data. Deviations arise from
mismatched bioaccumulation factors and, in the case of ERICA, by using a low
energy factor for 3H. When estimating external dose, the results have a range
of three orders of magnitude for 3H and one order of magnitude for 90Sr. This
is mainly related to dierent methods of representing the exposure geometry and
resulting calculation of Dose Conversion Coecients. Finally, the default settings
ERICA and RESRAD were tested to perform dose calculations exclusively on wa-
ter concentration - a reality that is all too common in practical environmental
nuclide concentration and dose assessment. When comparing to the doses calcu-
lated with measured concentrations, it was found that ERICA performed better
than RESRAD-biota. The major weakness was determined when calculating dose
from 90Sr in molluscs, where it is suspected that the site specic bioaccumulation
factor is much larger than the default in ERICA.
With the background of the lessons learned from the modelling intercomparison,
an assessment of possible doses due to environmental radioactive contamination was
performed. Doses estimated from contaminated lakes in the Techa River basin and
the Chernobyl exclusion zone range from 0.7 to 2 Gy based on water concentra-
tion measurements for biota representative of Dreissenid mussels. These results
are comparable to literature values discussed in Section 2.4.2 (30µGy/h) and pro-
vide a frame for the upper limit of exposure expected in heavily contaminated
environments. These estimates are used in the following to gauge the resolution





The experiments for this work can be divided thematically into three sections each
containing a set of action items. An overview of each of these steps will be presented
here and followed by a detailed explanation of the experimental procedures in each
step. The four stages of experimentation were:
1. Investigation of feasible samples
2. Characterization of experimental parameters inuencing the dose response
measurements of zebra mussels.
3. Establishment of the zebra mussel dose response at doses under 5 Gy.
Initially, an investigation on feasibility of samples derived from dierent aquatic
biota as well as an investigation into sample preparation techniques was done. For
this purpose, dierent sample preparation techniques were tested on samples of
rainbow trout, zebra mussels and Eastern elliptio. Assessment after irradiation to
20 Gy with a medical LINAC led to a decision on the use of the zebra mussels as
a promising organism for this study. This decision is based on the detected EPR
signals and their usability for radiation dose detection in each studied organism. A
subsequent irradiation was used to establish if a proportionality of the EPR signal
to the dose could be seen in the dose range of interest to environmental detection.
It only included zebra mussels and two trout samples, irradiated to 15 and 20 Gy.
This concluded the rst stage, and following experiments were only conducted with
zebra mussels.
Chapter 4. Experimental Work 95
In the second step, irradiation with both a LINAC and the G-10 Cs137 source
at Ontario Tech were used to perform irradiations between 1 and 10 Gy. On the
instrumentation side, the eects of experimental settings, optimal power to avoid
signal saturation and optimal resolution, while preserving reasonable experimental
times were characterized. On the sample preparation side, the eects of dierent
methods to reduce solid samples into a ne granular powder were analysed. Ad-
ditionally, a methodology for preparing mussel shell samples that have not been
previously dried through natural processes was established.
Finally, the third step of the experimental portion of this work, consisted of
zebra mussel shell irradiation with a calibrated 60Co source. These irradiations
ranged from 0.2 to 5 Gy with the purpose to establish the dose response in a
coherent sample group. In this process, measurement and analysis methods were
further rened to reduce systematic errors and develop a protocol for reproducible
environmental measurements.
4.1 Sample Preparation
Sample preparation has a very big impact on the reproducibility and credibility of
EPR measurements. Paramagnetic centres are not exclusive to the calcied tissue
under investigation, nor are they necessarily radiation induced. The radiation
induced peaks appear best in the hydroxyapatite of bone or carbonate shell of the
mussels. Soft tissue residue in the samples as well as other contamination that
has paramagnetic properties can produce an EPR signal which is not radiation
dependent and thus obscure the peaks that will give insight into the doses absorbed
by the sample. For this reason it is crucial to identify all other contributing factors,
which create paramagnetic centres, and remove them as best as possible. The
methods discussed in this section were employed to optimize the EPR signal of
zebra mussels, the main study organism. Sample preparation of investigated species
without a usable EPR signal (rainbow trout and eastern elliptio) are presented in
Appendix D.
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Table 4.1: Origins of each zebra mussel sample group.
Group identier Collection date Location
Group I April 2017 Sandbanks Provincial Park (beach)
Group II April 2018 Sandbanks Provincial Park (beach)
Group III December 2018 Wellington Beach (beach)
4.1.1 Zebra Mussels
The origin of two zebra mussel groups used for the subsequent experiments is
Sandbanks Provincial Park in Prince Edward County, Ontario. They were gathered
in April 2017 (Set I) and April 2018 (Set II). An additional collection was done in
December 2018 at the location of Wellington beach, also in Prince Edward County
(Set III). Table 4.1 presents a summary of the sample origins.
As shown in Table 4.1, the zebra mussels were collected at the shore from mus-
sels that had been washed out from Lake Ontario. Groups I and II were collected
in April from mussel shells washed up on the shore. Due to the eects of sun, wind
and water, they appeared bleached and free of the esh inside. Algae growth and
other organic material was limited on the surface (Figure 4.1(a)). Sample collection
in December 2018 for Group III yielded very dierent samples. The mussels were
collected from under a snow cover of approximately 2 cm. Shells were mostly empty
of the mollusc, however in some mussels esh was still attached to the shells. All
mussels were overgrown by algae and byssal strands (Figures 4.1(b) and 4.1(c)).
Before any sample preparation, gathered zebra mussels were placed in a bath of
sodium hypochloride (a mix of 6% household bleach and de-ionized water, diluted
on a 5:1 ratio, for 24 h) in accordance to the procedures submitted to the Oce of
Research Service and accepted by the Biosafety Ocer (last reviewed September
2018), Appendix E. This measure was put in place to ensure disinfection of the
samples as well as to manage the odour from algae and mollusc debris. After at
least 24 h in the bleach solution a substantial amount of algae had detached as
is seen in Figure 4.1(c) and the mussels were thoroughly cleaned with de-ionized
water and dried in the fume hood for at least three days.
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(a) (b) (c)
Figure 4.1: Appearance of collected zebra mussel shells Group I
and II after collection from the beach(a) and Group III after col-
lection (b) and after initial cleaning in a sodium hypochloride bath
(c).
It should be noted that all sample preparation methods presented in this section
were developed for dierent stages of experiments. They improved and were re-
ned as insights were gathered from each experimental cycle and often are in direct
correlation with the results. Two main goals pertaining to sample preparation were
set. First, to identify the eects of sample preparation methods on the measured
EPR signal and by extension the accuracy of radiation dose prediction and to elim-
inate sources of error induced by the employed method. And secondly, exploiting
the eects of sample preparation where applicable, for an improved EPR signal
with the ultimate goal to extend the lower limit of radiation detection in dreissenid
mussels. A summary of all methods in presented in Table 4.2 after the discussion
of each sample group.
Sample Group I
In the case of the rst zebra mussel collection in 2017, after disinfection, empty
mussel shells were air dried in a fume hood and shells with obvious algae growth
were discarded as well as any shell pieces that could not be identied as zebra
mussels. They were coarsely crushed and then ground with a mortar and pestle
for approximately 1-3 min. This was repeated multiple times and the ground sizes
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were separated with an assembly of sieves (no. 18, 35 and 140 from top to bot-
tom). Sieves used were stainless steel mesh from Advantech with nominal opening
sizes of 1 mm (#18) , 0.5 mm (#35) and 0.104 mm (#140). This produced grain
sizes between 1 and 0.1 mm (Figure 4.2). The ground mussels were separated into
samples of 700 to 750 mg and lled into 0.6 mL microcentrifuge tubes. These were
then stored at room temperature in the dark. This method produced the samples
used in Experiments 1 to 3 (see Table 4.5 for reference on experiment numbering).
Numbers ZM5-1, ZM5-2, ZM10-1, ZM10-2 were allocated to Experiment 1. ZM5-3
to ZM5-9 and ZM10-3 to ZM10-9 together with the previous samples comprised
the sample group for Experiment 2. Finally sample numbers ZM5-45 to ZM5-67
were used for Experiment 3.
Figure 4.2: Sample preparation for zebra mussels (Section 4.1.1)
and Eastern elliptio (Section D.1.2) after cleaning. They were
ground with a mortar and and pestle sifted with an assembly of
sieves. The powder was then irradiated and lled into sample tubes
for measurement.
The mass of 700 mg for each sample (approximately an order of magnitude
larger than typical samples for X-band measurements) was based on multiple tests
performed in collaboration with L. Felner, using alanine with the Bruker EMXmi-
cro EPR Spectrometer. It was found during this work that correct placement of
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the sample was a serious challenge to reproducable measurements, as the cavity
does not have a means of centering the sample. This is exascerbated by the non-
homogeneneous eld along the axis of the cavity. It was determined that the main
contributing factors to the placement error are the ll height of the sample in the
tube and the stand at the bottom of the cavity that is used for stabilizing the
sample while it is in the resonator. An investigation into these eects proved that
this could be managed by lling the tube to a ll height of 34 mm (± 0.5 mm).
Additonally, by inserting the sample tube to 73 mm into the cavity, it is ensured
that the sample tube is both supported and the stand is rmly outside the active
volume of the cavity [62]. This conguration of placement and ll height, and by
extension mass, proved to produce the most reproducible measurements and was
used in all subsequent measurements.
Sample Group II
For the second collection of samples in spring of 2018, a stricter grinding protocol
was followed, since reproducibility related to potential grinding-induced signal be-
came a concern. After cleaning and sorting as described above, zebra mussel shells
were coarsely crushed between two wooden slabs. They were then ground for 45 s
with a mortar and pestle and sifted with the same sieve assembly as before. The
remaining sample was ground in batches of 1/2 tablespoon for 45 s and then subse-
quently sifted as well. A total of 22.3 g of sample were gained this way. 30 samples
were produced ground to sizes between 0.1 and 0.5 mm with approximate weights
of 720 mg. Individual weights of each sample were recorded by dierence before
each irradiation and measurement. Sample numbers ZM5-15 to ZM5-38 were used
for the irradiations.
However, concerns about mechanically induced signals led to a closer investiga-
tion of dierent sample preparation techniques and their eect on the EPR signal
from zebra mussels. The rst group referred to as "short" grinding times was re-
stricted to two repetitions of 45 sec as described before (sample identiers ZMS5-1
to ZMS5-6). A "long" grinding time was investigated where the remaining sample
was ground in batches of 1 tablespoon for a total of 4 min with sieving every minute
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(sample identiers ZML5-1 to ZML5-6). An alternative method to mortar and pes-
tle was also investigated. For this method the mussel shells were placed between
two metal plates on an arbour press and crushed. This was repeated 9 times until
the sieved sample was large enough to ll two sets of ten microcentrifuge tubes one
containing grain sizes between 0.1 and 0.5 mm (samples ZMC5-1 to ZMC5-6) and
one with grain sizes from 0.5 and 1 mm (samples ZMC10-1 to ZMC10-6) from the
shells that were crushed.
Sample Group III
In sample Group III any remaining closed zebra mussel shells were manually opened
and cleaned. The shells were then separated with the help of a metal dissect-
ing needle from the algae growing on them and sterilized in a solution of sodium
hypochloride as described before. Any shells with algae growth that could not
be removed with any of the above methods, were discarded. After drying in the
fume hood for two days, shells were sorted again and any loose fragments and
mussels that could not be clearly identied as zebra mussels (see also Section 4.1.1
on identication), were discarded. They were subsequently stored in in an open
beaker in the dessicator until grinding. Based on insights from the previous sample
preparation investigation, time controlled grinding was used. Shells from Group
III in a ziploc bag were roughly crushed through pressing with a wooden plank
repeatedly after mixing up the sample. This was done for 1 min. One tablespoon
was then ground with a mortar and pestle for 45 s. Once all of the shells were
ground the procedure was repeated with a teaspoon of sample, that was ground
for another 45 s. This produced the rst batch of samples with sample numbers
ZMC-1 to ZMC-42 ("short" grinding time). A powder of ground sizes between 0.1
and 0.5 mm was gained through sifting the sample with the sieve assembly. This
rst batch of samples with short grinding times was then separated into 42 sam-
ples of 715 ± 5 mg. The exact weight of the sample was recorded at this step by
dierence. Theses samples were used in Experiment 8 (Table 4.5). For the second
batch of samples the shells were ground with a mortar and pestle for an additional
4.5 min ("long" grinding time). These samples were used as back-up for various
measurement tests and for determining instrument settings.
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Table 4.2: Summary of sample preparation techniques for each
sample group.
Group Collection Cleaning Grinding
identier date method method
Group I April 2017 water mortar
Group II April 2018 water mortar,
vice
Group III December 2018 mechanical, mortar
water
Identication Protocol
In order to prevent sample contamination and a resulting false EPR signal, a proto-
col for zebra mussel identication was followed. First any obvious foreign materials
were removed after drying, like small stones or other small molluscs from the class
of gastropoda frequently found among the shells. Then, shell pieces and broken
shells were removed. Finally, every shell was visually inspected for the character-
istic stripes of zebra and quagga mussels. As described in Section 2.4 no eort
was taken to distinguish dreissenid mussels between quagga and zebra mussels.
For Groups I and II identication based on striped pattern was particularly chal-
lenging since the shells were bleached by sunlight. In that case size and general
appearance were used as indicators. Shells with holes where the striped pattern
could be distinguished were included. Figure 4.3(a) to 4.3(c) show examples of this
process. The identication process allows for processing of approximately 1 kg of
shells in less than 2 h. Depending on the quality of the sample batch, this yields
approximately 350 g of ground mussels. This could be optimized by sampling from
known locations of large zebra mussel colonies, thus reducing the probability of
objects like other molluscs or small stones.
4.2 Irradiations and Secondary Dosimetry
As discussed in Chapter 2, usually whole mussels are irradiated and subsequently
ground before EPR measurement (eg. [46, 163]. However, in some cases samples
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(a) (b) (c)
Figure 4.3: Examples of shells that were rejected (a) and accepted
shells (b),(c) for irradiation and measurement during the sorting
process.
have been ground before irradiation [154, 213]. An alternative method of measure-
ment is using mussel fragments [41]. Based on the research using other types of
molluscs, it is not expected that the dose response of molluscs to radiation is dier-
ent than for whole shells. This is due to the grain sizes being macroscopic and the
paramagnetic centres observed being microscopic. As long as no grinding signal
is introduced during this process, each sample preparation will not signicantly
change the EPR signal used for radiation detection. This was ensured here and is
discussed in Section 5.4.2 and 5.4.3. In this work the decision to grind the mussels
before irradiation was taken due to a number of reasons, the most important of
which, was optimizing the use of the narrow G-10 beam prole. Since the space in
the beam of the radiation sources used for irradiation (especially for the FESNS
G-10 Cs137 source) is very limited, the samples were irradiated after grinding. This
ensured that a larger number of samples could be irradiated at the same time. Ad-
ditionally, the purpose of this work is to establish a material with a suitable dose
response. Therefore, it was important to have homogeneous samples even at the
stage of irradiation. Consequently, reproducibility through simultaneous irradia-
tion in a controlled geometry independently of the shell geometry is the deciding
factor in experimental design.
All samples from Group I to III were irradiated in 0.6 mL microcentrifuge tubes.
Samples were transferred into the microcentrifuge tubes after EPR measurement
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of the un-irradiated sample. Weight measurements by dierence were taken ev-
ery time a sample was lled into an EPR tube (Wilmad LabGlass 707-SQ-250M
and 707-SQ-100M) to be measured in the EPR. Fill height measurements were
performed before each EPR measurement. For sample groups I and II the height
was measured from the start of the cylindrical part of the tube with a ruler. In
Group III samples the ll height was measured from the sample tube bottom using
a digital caliper.
4.2.1 LINAC Irradiation at the Oshawa Hospital (Lakeridge
Health)
For the samples requiring relatively high doses, a medical 15 MV LINAC was used
at the Oshawa Hospital. The mussels were placed on an isodose to ensure the
same dose was delivered to each sample. This meant that the dosimeters were
placed on an circle at the angles of 0◦, 90◦, 180◦, and 270◦. The EPR samples were
placed between the dosimeters with consistent spacing of 30◦. A slab of solid water
(plastic with radiation scattering and absorption characteristics that mimic water)
was placed on top of the IC Proler (Sun Nuclear) to ensure electron equilibrium.
The IC Proler is made up of 1cm of solid water above the detectors and the solid
water slab used was 1 cm of thickness. Immediately below the detectors there was
about 2 cm of water equivalent material. In total, 4 cm of total backscatter material
were placed below the samples. During the irradiations to 1, 3, 5, and 10 Gy a diode
array was placed under the samples to collect dosimetric data. Figure 4.4 shows
this setup with the samples in a circle aligned under the LINAC head, on the diode
array and with the solid water on top.
Table 4.3 shows the settings of the LINAC (in [MU] 1), the diode array mea-
surements, where available, and the corresponding alanine and OSL measurements.
The alanine measurements are the average of four microcentrifuge tubes lled with
350 mg alanine powder. The OSL dosimeters used are nanoDots from Landauer,
measured with the MicroStar OSL reader. Two nanoDots were used as reference
1Monitor Units are a measure of output in medical radiotherapy machines. One monitor unit
is dened as the charge recorded by an ionization chamber in the LINAC correlating to a dose of
1 cGy delivered to a water phantom.
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(a) (b) (c)
Figure 4.4: Placement of the samples under the LINAC head (a),
on the diode array (b) and under solid water (c) for X-ray irradiation.
and they were attached to the microcentrifuge tubes and placed underneath them
during the irradiations. The diode array was placed underneath the samples. All
doses reported from the diode array are corrected for the height dierence between
the array and sample as well as absorption through the sample.
4.2.2 Cesium G-10 Irradiator at Ontario Tech University
In the case of irradiation at the Ontario Tech University G-10 Cs137 source the
samples were mounted on a 7 cm x 7 cm 3D-printed sample holder. The sample
holder was aligned with a measuring tape at 3.4 cm from the centre of the irradiator
and the various doses were calculated based on that distance and the irradiation
time.
Figure 4.5 shows two versions of the sample holder, and the setup in front of
the source, with the samples as well as the alanine and OSL dosimeters. The rst
round of irradiations was performed with the samples aligned perpendicular to
the oor in front of the irradiator (Figure 4.5(b)). However, dosimetry showed a
pronounced slope in the dose plateau that was not as severe in the perpendicular
direction (Details in Appendix A). This led to a modication of the stand (Figure
4.5(a)) so that the samples would be perpendicular to the oor. The size of the dose
plateau (4 cm in each direction) could accommodate an alanine dosimeter at the
centre and 3 samples on each side. Two additional dosimeters and an OSL nanoDot
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Table 4.3: Dosimetric measurements for the irradiations with the
LINAC at Lakeridge Health. The error shown for alanine is the
standard deviation calculated from four alanine powder samples for
each dose group.
Calculated Measured Measured Measured LINAC
Dose Alanine OSL Diode Array Setting
[Gy] [Gy] [Gy] [Gy] [MU]
1 0.88 ± 0.01 0.81 0.8
3 2.7 ± 0.1 2.6 2.5
5 4.5 ± 0.2 4.5 4.1
10 9.5 ± 0.1 9.3 8.24
15 13.5 ± 0.5 14.7 1361
20 18.6 ± 0.1 19.6 1814
35 32.1 ± 0.7 - 3175
Table 4.4: Summary of dosimetric measurements for the irradia-








were placed underneath and above the main samples. Table 4.4 summarizes the
dosimetric data from all measurements with the G-10 source.
4.2.3 Cobalt Irradiation at Canadian Nuclear Laboratories
Group III of samples was irradiated at Canadian Nuclear Laboratories with a Co-
60 source in the GammaCell 220 facility. The dose rate as of May 2nd, 2019 was
1.9 Gy/min. Secondary dosimetry was not available through the facility, however
the positioning of samples is calibrated frequently with acceptance criteria of 10%
when verifying the calibration. The typical relative error (compared to the calcu-
lated doses) obtained is, however, less than 3% [168]. Requested doses were 0.2,
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(a) (b)
Figure 4.5: First version of the sample holder with the samples
perpendicular to the oor (a) set-up in front of the G-10 irradiator
(b).
0.5, 1, 1.5, 2, 3, and 5 Gy for a better resolution in the low dose region. Additional
microcentrifuge tubes with alanine powder were added for quality control purposes
as described in Sections 4.2.1 and 4.2.2 for the LINAC and G-10 irradiations re-
spectively.
4.3 EPR Measurements
For this work a number of experiments were performed, during which the measure-
ment settings were rened. Each experimental revision was based on experimental
outcomes from the previous experiments as well as on literature review and on
the individual samples themselves. Table 4.5 shows a summary of all the exper-
iments that were performed and numbers them for easier reference in the course
of this work. This section discusses common parameters in EPR spectroscopy and
presents the reasoning for selecting them through examples and test results. In
the following section, special topics of concern relating to practical problems of
measurements are discussed as they greatly inuenced the development of proce-
dures. These are accuracy in repeating experiments, sample grinding and etching
eects. An overview of the EPR measurement procedure for each experiment is
given below.
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Table 4.5: A summary of all experiments performed showing the
purpose of the experiment, the sample type and the radiation source
used in each instance. All experiments are numbered for ease of
reference and further use. Experimental parameters used in each
instance are discussed in detail above.
Number Experiment Sample Radiation
Purpose Type Source Standard
Zebra mussels (G I)
Feasibility Eastern Elliptio
1 Study Rainbow trout bones LINAC no
Deer Teeth
2 Feasibility Zebra mussels (G I) LINAC no
Study Eastern Elliptio
3 Dose Zebra mussels (G I) Cs-137 no
Response
4 Dose Zebra mussels (G II) LINAC no
response
5 Grinding Zebra mussels (G II) Cs-137 no
eects
6 Etching Zebra mussels none no
eects (G II and G III)
7 Reproducibility Zebra mussels none yes
study (G II and G III)
8 Dose Zebra mussels (G III) Co-60 yes
response
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All EPR measurements were performed on an Bruker EMXmicro spectrometer.
It is a continuous wave digital EPR spectrometer operating in the microwave X-
band. This corresponds to a frequency of 9.5 GHz. The amplitude standard used
in the indicated measurements is an E4100MK Bruker Marker Accessory.
Experiment 1 - Pilot Study: Aquatic calcied tissues
Since this was a part of a pilot study to determine the feasibility of EPR spec-
troscopy for the purpose of radiation detection in calcied tissues of aquatic organ-
isms, all previously discussed sample types were used. The purpose of this pilot
study was to determine samples that can be used for environmental dosimetry.
For this reason the rst irradiation was a single dose of 20 Gy to be used for the
selection of samples. From literature it was known that all the investigated sample
types would have a response in higher dose ranges, however it was not clear if this
response would be detectable under 20 Gy. Any sample that did not show a dose
dependant signal in the lower dose range would be discarded at this stage. Samples
were measured before irradiation to establish a baseline and measurements were
repeated after irradiation with the same parameters. The samples were lled into
EPR tubes making sure that the previously established active volume of the res-
onator of 3.4 cm was lled. The sample tubes were subsequently marked at 8.3 cm
for reproducible placement with the sample stand outside the resonator. Wiping
the tubes with ethanol or methanol before placement insertion, ensured that the
resonator would not get contaminated, while at the same time also preventing
spurious EPR signal from electrostatic charges produced by dry wipes. The mea-
surement parameters for each type of sample that were analyzed quantitatively are
summarized below. After measurement of the un-irradiated samples, they were
lled into 0.6 mL microcentrifuge tubes and delivered to the Oshawa Hospital for
irradiation. They were then picked up the next day and measured. All irradiated
samples were remeasured with modied parameters in order to enhance spectrum
resolution (description in Section 5.1).
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Rainbow trout
Microwave power: 9.97 mW
Modulation amplitude: 6 G
Receiver Gain: 1 ×104
Conversion time: 50 ms
Time constant: 10 ms
Number of scans: 1
Centre eld: 3500 G
Resolution: 2000 points
Eastern Elliptio
Microwave power: 9.97 mW
Modulation amplitude: 1 G
Receiver Gain: 2 ×103
Conversion time: 10 ms
Time constant: 1.3 ms
Number of scans: 1
Centre eld: 3500 G
Resolution: 2000 points
Zebra Mussels
Microwave power: 10 mW
Modulation amplitude: 6 G
Receiver Gain: 1 ×104
Conversion time: 50 ms
Time constant: 10 ms
Number of scans: 1
Centre eld: 3500 G
Resolution: 2000 points
Experiment 2 - Pilot Study: Mussels
The purpose of this experiment was to establish that zebra mussels are indeed
showing a dose response in the high dose range and investigate the eect of grain
size on the measurement results. Two batches of nine un-irradiated samples, half
with grain sizes of 0.1 to 0.5 mm and half with grain sizes of 0.5 to 1 mm, were
irradiated to 15 and 20 Gy. One sample previously irradiated to 20 Gy was re-
irradiated with additional 15 Gy to a total of 35 Gy. As before, the samples were
lled with the active volume of the resonator in mind and their weights recorded to
track sample loss between relling. The measurement settings used were the same
as in Experiment 1.
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Experiment 3 - Cs-137 Dose response (Group I)
This was a rst targeted study to investigate a dose response between 1 and 10 Gy.
Groups of 5 samples ground to sizes between 0.1 to 0.5 mm from Group I were irra-
diated to 1, 3, 5, and 5 Gy with the Cs137 source at FESNS. All sample preparation
was done as described in Section 4.1.1. Starting from this experiment, the sample
tubes were gently tapped approximately 20 times, to achieve a more homogeneous
packing density before measurements. Four un-irradiated samples were measured
to establish a background spectrum at 0 Gy. The sample weight before and after
irradiation was recorded as well as the ll height, in order to facilitate a normal-
ization based on sample density. Similar to the measurements before the sample
tubes were marked at a height of 8.3 cm to facilitate placement in the resonator.
Measurement parameters for the dose response curve are presented in the following.
Zebra mussels
Microwave power: 4.9× 10−1 mW
Modulation amplitude: 0.2 G
Receiver Gain: 8.9 ×103
Conversion time: 5 ms
Time constant: 5.12 ms
Number of scans: 3
Centre eld: 3500 G
Resolution: 3000 points
Experiment 4 - LINAC Dose response (Group II)
Group II samples were irradiated at the Oshawa Hospital with a 15 MV LINAC.
The dose groups consisted of 6 samples each ground to a grain size between 0.1 to
0.5 mm. The grinding time for these samples was controlled as described in Section
4.1.1. Sample weights and ll heights were measured before irradiation and the
spectra of un-irradiated samples were measured. As before they were irradiated in
microcentrifuge tubes to 1, 3, 5 and 10 Gy. Subsequently, samples were re-lled into
the EPR tubes, and a new weight and ll height measurement was recorded before
they were measured. Parameters were the same as in Experiment 3 to facilitate
comparison between the two groups. Starting from this experiment (inclusive)
the EPR sample tubes for each sample were marked and re-used in subsequent
measurements of the same sample after irradiation to improve reproducibility.
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Experiment 5 - Grinding Eects
The purpose of this set of experiments was to determine any eects of grinding
and sample preparation. Since reproducibility was a challenge when measuring
on dierent days and an amplitude standard was not yet available, the design
of these experiments was altered. Samples were measured, irradiated in 0.5 Gy
increments and remeasured on the same day without switching o the spectrometer
between the initial measurement and the measurement after irradiation. Each
group consisted of a "short" grinding sample and a "long" grinding sample, both
with ground sizes between 0.1 to 0.5 mm. Additionally two samples crushed with
a vice as described in Section 4.1.1 were added, one with ground size of 0.1 to
0.5 mm and one with ground sizes of 0.5 to 1 mm. Three groups were investigated,
irradiated up to 2 Gy, 1 Gy and 0.5 Gy respectively, in 0.5 Gy increments.
Experiment 6 - Etching eects
Samples in this experimental group were from previous experiments and a method
of surface etching for signal improvement was tested. The samples were three sam-
ples from group III (ZMC-43 to ZMC-45) ground 6 min in a mortar and pestle.
Additionally four samples from group II were investigated, ZMA-1, ZMA-2 and
ZMA-4, ground 1.5, 4 and 8 min, respectively and ZMA-3 pressed with a vice.
The samples were not previously irradiated since the eects of etching, on poten-
tial grinding-induced signal were investigated. Each sample was placed in a 50 mL
beaker containing a 0.05 M solution of acetic acid for 3 min and then rinsed thor-
oughly with RO water. Removal from the solution and subsequent rinsing was
achieved with the use of lter paper. Rinsing was timed to approximately 5 min.
They were subsequently dried in the fume hood and then placed in a dessicator for
two weeks. Measurements of the sample before and after treatment were performed
with the settings as discussed in Experiment 8.
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Experiment 7 - Reproducibility study
Measurements to calculate the accuracy of measurements and the accuracy of re-
producing results between dierent measurement days were performed. The ne-
cessity for this became evident after signicant dierences were noticed based on
the conditions in the laboratory. Since conditions like ventilation and air humid-
ity could not be controlled, it was deemed prudent to quantify the interference of
environmental parameters on measurement outcomes. Samples irradiated to three
dierent doses with the 137Cs source at FESNS from group II were investigated.
Two samples irradiated to 10 Gy (ZM5-62 and ZM5-63), two samples irradiated
to 1 Gy (ZM5-46 and ZM5-45) and nally two samples from the grinding eects
study irradiated to 0.5 Gy (ZMS5-4 and ZMC5-4), one ground with a mortar and
one pressed with the vice. All samples were measured on three dierent dates for
better comparison. Sample ll height and weight were recorded previous to each
measurement. EPR measurement settings for all samples were the same as from
Experiment 8.
Experiment 8 - Co-60 Dose response (Group III)
After grinding and sample preparation all samples were weighed by dierence,
the spectrum of un-irradiated samples measured and sent to Canadian Nuclear
Laboratories for irradiation. Only samples in the weight range of 715 to 725 mg
were used in this experiment. Upon return, samples were weighed again before
lling into EPR tubes and measured with the exact same parameters as the initial
measurement before irradiation. Before each measurement the sample tube was
tapped to settle the sample and measurements were performed with ne tuning
and a 2 s delay before each run.
Two observations were made that had to be taken into account at this point.
First, approximately one third of the sample had the insertion mark at 7.3 cm
instead of 8.3 cm. This meant that during the initial measurement of the un-
irradiated sample, the stand tted into the base of the cavity was partially in the
cavity during measurement. Testing conrmed that this inuenced the height of
the signal, making it lower, since the lling factor of the cavity changed. However,
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since the dose response was not inuenced, further measurements were performed
with the placement at 7.3 cm. Additionally, uctuations in the power from sam-
ple to sample could not be controlled by simply setting the power or attenuation
and for this reason each sample was measured based exactly on the measurement
parameters of the initial measurement (pre-irradiation). With these two measures
in place, the dierence between background and signal after irradiation was mea-
sured as opposed to the dose-grouped peak-to-peak heights that were evaluated in
previous experiments.
Zebra mussels
Microwave power: 4.8× 10−1 mW
Modulation amplitude: 0.2 G
Receiver Gain: 8.9 ×103
Conversion time: 5 ms
Time constant: 5.12 ms
Number of scans: 25
Centre eld: 3520 G
Resolution: 5000 points
4.3.1 Practical Matters in EPR Spectroscopy
Conversion time
The conversion time is the integration time of the Analog to Digital Converter, the
time for which the signal and noise are accumulated. Longer conversion times will
proportionally increase the intensity of the signal and improve the S/N ratio by
the square root of the conversion time. It follows from above that the time it will
take to scan a spectrum can be determined by the relationship in Equation 4.1.
scan time [s] = conversion time [s]× number of measurement points (4.1)
The conversion time used after suitable parameters had been determined (Ex-
periment 3) was 5 ms. Based on this conversion time, the scan times for a single
scan for experiments where samples from Groups I and II were used are 15 s. The
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same equation applied to experiments with Group II samples yields a scan time of
25 s.
Time constant of the spectrometer
Adjusting the time constant can improve the signal. It removes high frequency
noise by slowing down the response of the spectrometer. If the time constant is too
high, the signal will be distorted and eventually disappear. This can be avoided
if the time constant is set to 1/10 of the scan time of the narrowest line in the
spectrum [11]. As a rule of thumb the time constant is set to the conversion time
[191].
In certain cases the time constant might be chosen longer than the conver-
sion time for the sake of a better signal. In this case white noise will decrease
proportional to the square root of the time constant. In the opposite case of the
time constant being much larger than the conversion time, the noise level becomes
independent and is only determined by the conversion time of the detector [11].
The general rule for undistorted lines in an EPR measurement is expressed by
the rule in Equation 4.2. This was tested for both sets of measurement parameters
and the calculations are shown below.
spectrum width [G]
line width [G]
× time constant [s]
sweep time [s]
< 0.1 (4.2)














It is evident from the calculations that a minor overmodulation will occur with
this time constant. However, this was deemed acceptable to improve signal reso-
lution. The time constant can not be selected freely but is constrained to certain
values based on the spectrometer and this was found to be the optimal setting.
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This was accounted for by doing comparative measurements only between irra-
diated and un-irradiated samples as opposed to quantitative calculations of spin
numbers.
Detector current
Temperature uctuations have a signicant impact on detector output. This was
tested with alanine samples that had been irradiated to 1.5 Gy. The intensity
(double integral) of the three centre peaks as well as the height and width of the
centre peak were measured for one hour after turning on the spectrometer. The
results can be seen in Figure 4.6. Based on this a warm-up time of one hour was
kept for all experiments for samples of Group II and III.
Modulation amplitude
Magnetic eld modulation is a technique employed in EPR spectroscopy to enhance
the signal-to noise ratio. During this process the magnetic eld is modulated with
a modulation amplitude and frequency that the lock-in amplier can then use to
select the signal with the set time constant at this specic frequency and suppress
the the noise. For undistorted signals, the amplitude of the eld modulation should
be small enough for the signal segment that is swept to be approximately linear.
Larger modulation amplitudes will distort the signal shape by broadening it but
will not aect the area (double integral) under the dierential peak.
To determine the optimal modulation amplitude, the settings with which the
signal width will stay stable need to be found. Measurements of the line width
versus modulation amplitude (Figure 4.7) shows that at those power conditions
the line width is 0.021 mT. This line width stays constant up to a modulation
amplitude of 0.02 mT. It is interesting to note that the shape of the spectrum
changes signicantly with changing power. The peaks visible in these spectra are
a centre peak that is radiation dependent and two further peaks around it. With
the modulation amplitude increasing, all peaks get broadened and as a result the
central peak is decreased in height.
These measurements were performed at an attenuation of 13 dB which was later
revised to a higher value for correct measurements (26 dB, refer to Section 4.3.1
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Figure 4.6: Results from measurements of the signal response to
microwave bridge warm-up for the double integral of the three ala-
nine peaks, the peak-to-peak height of the centre peak and the width
of the centre peak.
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Figure 4.7: Visualization of the broadening signal of the zebra
mussel centre peak with increasing modulation amplitude. These
measurements were performed at an attenuation of 13 dB with a
sample irradiated to 35Gy.
on microwave power). Following the same procedure as described above, the line
width was determined to be approximately 0.017 mT using a modulation amplitude
of 0.02 mT. Generally it is recommended that the modulation amplitude should
be selected as 1/10 of the narrowest signal. So a modulation amplitude of 0.02 mT
will overmodulate the signal, as already discussed in the previous section about
the conversion time. However, this was deemed acceptable in this instance due to
practical consideration about signal quality for the purpose of dosimetry.
Microwave power
It is important to measure at a microwave power that does not saturate the signal
in order to prevent non-linearity of the relationship of the signal amplitude and
the power. Based on the design of EPR spectrometers, signal amplitude, gain and
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Experimentally this can be determined through a progressive saturation study
during which the response of the spectrometer will be studied at dierent microwave
power. The results of this can be seen in Figure 4.8(a) for zebra mussels and the
amplitude standard. The sample used for this test was ZMC-1 from Group III,
after irradiation with the 60Co source at Canadian Nuclear Laboratories to 0.5 Gy.
Measurements were performed at 1 dB attenuation intervals with the special mea-
surement protocol supplied in the EMX Bruker software. Starting microwave power
was 2.492 mW at 18 dB attenuation up to 31 dB attenuation. The power setting is
generally denoted as attenuation in this work, as this is the parameter that is set
through the control software. A conversion between power and attenuation can be
done with Equation 4.4.
Microwave power (mW) = 200 · 10−(Attenuation (dB)/10) (4.4)
In Figure 4.8(a) the eventual attenuation used in all experiments of 26 dB is
denoted with the dotted line. It can be seen that the amplitude standard is lin-
ear in the studied range. The mussel signal, on the other hand, increases with
increasing microwave power until 22 dB attenuation is reached and oversaturation
occurs at higher microwave powers as is seen by the decline after an attenuation
of 20 dB. This behaviour of the radiation induced signal with microwave power
is consistent with observations in Oysters, where the power exhibiting the largest
signal is 0.3 mW [41].
Figure 5.14(b) shows the behaviour of zebra mussel samples that have been ir-
radiated with dierent doses, demonstrated by an un-irradiated sample (ZMC-45),
the previously discussed sample that has been irradiated to 0.5 Gy and a sample
irradiated to 5 Gy (ZMC-42). It should be noted that this graph is of a strictly
qualitative matter, since the signal for the dierent types of samples has not been
normalized to the background of each individual sample or the sample mass. Ad-
ditionally normalization with the standard to account for dierent measurement
conditions was not possible, since this would negate the very nature of eect meant
to show here. However, this qualitative analysis is still useful to observe a partic-
ularity of the mussel samples. It appears that the saturation point moves to lower
attenuation with higher signal strength, correlated here with higher dose. The
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(a) (b)
Figure 4.8: Saturation curves for the samples ZMC-45 (0Gy),
ZMC-1 (0.5Gy) and ZMC-42 (5Gy).
saturation point of the un-irradiated sample is at 23 dB, at 22 dB for the sample
irradiated to 0.5 Gy and has the steepest slope with saturation occurring at 19 dB
for the sample irradiated to 5 Gy.
Group II samples had a much higher background EPR signal (visible even before
irradiation) which impacts the shape of the saturation curve as well. Figure 4.9(b)
shows a typical power sweep in the EMXmicro software and the corresponding
change in peak to peak height depending on the attenuation (Fig 4.9(a)). A wider
plateau is observed here between an attenuation of 24 and 22 dB. For both groups
an attenuation of 26 dB was deemed appropriate.
It should be noted that setting the exact power in the measurements was quite
challenging between dierent samples. And since the signal is overmodulated, as
discussed previously, an alternative to power correction was chosen in Experiment
8 (Dose-response 60Co). Each sample was measured under the same conditions
after irradiation as before and using the same sample tube. Then the dierence
to the un-irradiated signal was measured and compared for each dose with small
power uctuations being accounted for in the error analysis.
Chapter 4. Experimental Work 120
(a) (b)
Figure 4.9: A saturation curve for a sample from Group II (0Gy)
(b).
Noise
Noise in EPR spectroscopy can be classied into white noise which is random
and non-white noise. Non-white noise can be due to events such as electrical power
instabilities or building vibrations. In the case of 1/f-noise it will be higher at lower
frequencies which means that the S/N ratio will be higher at higher frequencies.
Subtracting a background can remove signals that are due to an external reason,
however this in turn will increase the noise by
√
2. [11].
From the previous considerations, it can be seen that methods for minimizing
high frequency noise while performing the measurement are generally longer time
constants and are slower to scan. However longer scanning times make the mea-
surement more prone to magnetic eld magnitude drifts. On the software side, the
most common option is averaging multiple shorter scans.
4.3.2 Reproducibility of Measurements
The reproducibility of measurements was investigated with zebra mussel samples.
Without an internal standard repeatabilitywas a signicant hurdle to experimental
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Table 4.6: Demonstration of eects of cavity tuning and dier-
ent measurement days on the peak-to-peak height of the amplitude
standard.
Measurement Number of p-p height p-p height p-p height
Date measurements average st.dev rel.
[a.u] [a.u] error
With retuning
12/06/2019 6 2.43 ×106 0.18 ×106 0.08
19/06/2019 6 2.48 ×106 0.12 ×106 0.05
21/08/2019 6 2.35 ×106 0.18 ×106 0.08
Without retuning
12/06/2019 3 2.43 ×106 0.03 ×106 0.01
performance, as is also shown in Section 5.4.2. Testing was performed with samples
irradiated to 10 Gy, 1 Gy and 0.5 Gy that each had the amplitude standard inserted
to 3 mm. Each measurement consist of 25 runs and all measurements were repeated
on three dierent days.
Variability between measurements due the measurement conditions was demon-
strated with the amplitude standard. It is perfectly suited for this purpose, since it
is permanently installed in the cavity and can be partially inserted with a precision
screw. Each measurement day consisted of six measurements of the amplitude stan-
dard. The cavity was tuned between measurements when inserting a new sample.
The averages and standard deviations of these measurements are shown in Table
4.6. It should be noted that the standard was rotated out and back in for each
measurement, except for the instances where measurements were taken specically
without tuning.
It is especially interesting to look at the standard in this context, since it is
a system where placement is highly constrained by the mount that is screwed
directly into the cavity. Additionally, the screw for placement in the resonator has
markings for precise placement to 1 mm. Due to this, placement errors are expected
to contribute to a minimum. In this case the relative error of six measurements
is between 5 and 8%. For comparison  although impossible in practice  without
re-tuning the instrument, this decreases to 1%.
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Table 4.7: Averages, standard deviations and percent error for
measurements of six samples irradiated to 10Gy (ZMC5-62, 63),
1Gy (ZM5-45,46) and 0.5Gy (ZMS5-4, ZMC5-4) from sample group
II.
Density and standard norm. Standard norm. not norm.
Sample p-p height p-p height p-p height p-p height p-p height
Number average st.dev rel. rel. rel.
[a.u] [a.u] error error error
ZM5-62 2.27 0.062 0.03 0.04 0.04
ZM5-63 2.49 0.089 0.04 0.08 0.05
ZM5-45 1.90 0.011 0.01 0.01 0.04
ZM5-46 1.98 0.033 0.02 0.01 0.02
ZMC5-4 1.04 0.078 0.07 0.09 0.12
ZMS5-4 1.12 0.098 0.09 0.09 0.10
For the six samples evaluated in this study, the average and standard deviation
from measurements on three dierent dates were evaluated and are presented in
Table 4.7. The relative errors for each sample range from 1 to 9% with a tendency
for measurements with lower doses to have higher standard deviations. Routinely,
normalization of measured signal amplitudes is performed by dividing the height
by the amplitude standard height and the sample density (here in mg/mm3). For
comparison, relative errors of the peak-to-peak height only with the normalization
using the amplitude standard and no normalization at all are shown as well in the
table. It can be observed that the normalization with the standard and by the
sample density yields the best reproducibility of peak-to-peak heights.
The sample set from Table 4.7 was used to calculate intraclass correlation co-
ecients (ICC) with the 'ICC' package in R. 3.4.0 [200]. Repeatability can be
quantied using variance components from k measurements of n samples. This
can be expressed with the intraclass correlation coecient dened in Equation 4.5
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In this case, for number of observations n=3 of k =6 samples, the ICC was
0.987, with the 95% condence interval not including zero. This indicates a high
degree of repeatability.
4.3.3 Signal Fading
Signal fading was tested with all sample groups. Four samples from Group I ir-
radiated to 20 Gy in June 2018 and November 2018, one year after irradiation.
Additionally ve samples from Group II, irradiated to 1 Gy were measured on the
same dates. The dierences in signal heights were in each case no larger than the
standard deviations of the measurements, which agrees with empirical observations
during the course of this work (Table 4.8).
Table 4.8: Average peak-to-peak height and normalized double
integral of 4 samples from Group I and ve samples from Group II,
measured at two dierent dates.
Date Samples pp-height
Group I
2018-06-01 20 Gy 18± 1× 106
2018-10-24 20 Gy 17× 106
Group II
2018-06-01 1 Gy 11± 2× 106
2018-10-24 1 Gy 13× 106
The same fading test was performed with samples from Group III. Six samples
irradiated to 5 Gy were chosen for this purpose, in order to have the smallest possi-
ble relative error. Results over a time span of initially three weeks were taken and
an additional measurement after 5 months. Group III measurements are of much
better accuracy compared to the other sample groups, due to the introduction of
measurements with the amplitude standard, density normalization and individual
background subtraction. In this sample set a tendency for signal increase was ob-
served over the course of the measurements and the subsequent storage period. It
is hypothesized that the higher measurement accuracy reects uctuations in the
ambient humidity. No signicant decrease in signal could be determined.
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These initial observations on signal fading are aligned with reported stability
of paramagnetic centres in the literature. This is further supported by carbonates
from mollusc shells routinely being used in geological dating which requires stability
of paramagnetic centres over millions of years [31, 85, 86]. Stability and relaxation
are certainly a concern in these elds, related mainly to adverse conditions like
increased heat [122]. In detection of irradiated shells for human consumption,
short-term fading has been of interest. Generally, high signal stability is reported
in oysters, venus shells, clams, scallops, ark shells, solen and several species of
gastropods [6, 21, 167, 213], with minor fading immediately after irradiation in
some instances, discussed in the following. Molluscan species in which fading has
been observed are oysters [41], Mediterranean mussels [46], and Blue Mussels [46,
163]. In oysters, a fading of 8% was observed after three months. This is in the
same order of magnitude as mussels, where signal intensity decreases of 10% in the
rst three weeks followed by stability up to at least three years [46] and 1.6-2%
decrease in 56 days [163] have been observed. The largest signal fading has been
shown in the gastropod weigned rapa welk. The signal from CO 3 in this organism
was reported to decay in a month and other measured signals decay to 45% in 4
months. Based on these studies minimal to no signal fading in zebra mussels is
expected either in situ or in vitro. However, a more extensive fading study of this
organism and the signal used for dose estimation in this work over the number of
years relevant for nuclide uptake in the wild would be benecial.
Summary
In this Chapter, experimental techniques for sample preparation of zebra mussel
samples were discussed, such as collection, cleaning, and sample preparation for
EPR measurement. Other investigated tissues for EPR dosimetry were rainbow
trout and eastern elliptio, which were found unsuitable for the purposes of environ-
mental EPR measurements. Additionally, irradiation and dosimetry methods of
selected samples are presented for dose-response experiments with X-rays (medical
LINAC) and gamma radiation (60Co and 137Cs). After selection of zebra mussels
as the studied species, EPR measurement parameters and methods used for each
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experiment are discussed. Theoretical and practical considerations in EPR spec-
troscopy show the optimal modulation amplitude for zebra mussels to be 0.2 mT.
The intensity of the radiation induced signal in zebra mussels is maximized while
still in the linear power response region at 26 dB attenuation. Measurement repro-
ducibility signicantly increased using an internal standard for measurements and




Based on the literature review (Chapter 2) and environmental modelling investiga-
tions (Chapter 3), a range of relevant doses for environmental radiation detection
can be determined. Radiation exposure is dependent not only on the nuclide con-
centration in the environment but also on multiple other parameters. Examples
include the type of biota considered and thus the lifetime over which the exposure
occurs and the accumulation and transport of nuclides in the environment. Still, it
is possible to generalize to orders of magnitude that are of interest to environmental
radiation detection. While background exposure rates typically range in the order
of magnitude of microgray, in moderately to highly contaminated environments
such as legacy research and accident sites, which increases to milligray, sometimes
leading to lifetime doses over 1 Gy. With this in mind, it is crucial to be able to
resolve 1 Gy or lower when developing new methods for experimental assessment
of environmental radiation exposure.
Following the above considerations, the goal of the following experiments was
to identify calcied tissues which could be used for environmental dosimetry. By
extension, this means that the requirement was to resolve at least 1 Gy. As dis-
cussed in Section 2.3, EPR spectroscopy has been used in the dose range of interest
mainly for human teeth. In animal tissues and especially in the calcied tissues of
aquatic biota (Section 2.3.5), EPR has been mainly used for detection of food irra-
diation, a procedure which produces doses that are up to ve orders of magnitude
higher than environmental radiation exposure. In pilot studies, mussels had been
identied as a promising species. In freshwater mussels the lowest dose reported
that could be resolved was 2 Gy [166, 165, 151].
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5.1 Selection of Suitable Samples for Dosimetry
Initially, suitable freshwater species for dosimetry with EPR spectroscopy needed
to be identied with the above dose range considerations being the criteria for
decisions on suitability of the investigated biota. For this, the background EPR
spectra were measured and sample preparation techniques were tested to deter-
mine methods to reduce interference signals expected from organic contents in the
calcied tissues. In the following, the species were screened with a single irradia-
tion to 20 Gy. Any of the screened species without a radiation induced signal were
discarded at this stage, because any meaningful environmental dose lies under this
value.
The tested species were rainbow trout, eastern elliptio and zebra mussels -
used here to describe two members of the genus Dreissena, the zebra mussel and
the quagga mussel, both invasive species in the Great Lakes. Since trout is one
of the Reference Animals and Plants (RAPs) used by the ICRP, its inclusion in
the explored species was imperative. After no radiation induced signal could be
detected, zebra mussels were deemed as the more suitable tissue for dosimetry.
This section describes zebra mussel measurements and their results. An analysis
of EPR spectra of rainbow trout and eastern elliptio, which were found unsuitable
for EPR dosimetry, is presented in Appendix D.2.
5.1.1 Zebra Mussels
Zebra mussels showed a clear radiation dependent response from the rst pilot study
after an irradiation to 20 Gy. The measurement parameters were signicantly al-
tered in following studies based on consideration discussed in Chapter 4. However,
based on a very clear change in signal after the initial irradiation, they were se-
lected as the most suitable aquatic calcied tissue for EPR dosimetry. Changing
the spectrometer parameters, discussed in Section 4.3.1, enables the operator to
emphasize dierent aspects of the spectrum and determine the response of specic
peaks. An analysis of the spectrum through dierent measurement techniques is
presented here.
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(a) (b)
Figure 5.1: Zebra mussel spectrum over 800mT with a modulation
amplitude of 0.2mT (a) and 0.6mT (b). The varying intensity of
the spectra is due to dierent settings for better demonstration of
the signal shape. (a) is recorded at 0.5mW and averaged over 20
runs and (b) at 10mW, with only one run.
Zebra mussels, as reported for all mussel species [154, 31], have a composite
spectrum due to a variety of paramagnetic species enclosed in the calcied shells.
Figure 5.1(a) shows the spectrum over a sweep width of 800 mT. Similar to eastern
elliptio described previously, the Mn+2 sextet can be seen. Higher power and mod-
ulation amplitude are used to amplify the Mn+2 signal for demonstration purposes
in Figure 5.1(b). Between the third and fourth Mn+2 group lies the signal typically
associated with carbonates, at approximately g = 2. From the background spec-
trum in Figure 5.1(a) it is not clear which of the observed lines from the composite
central signal are radiation dependent. To determine this and decide which one of
these lines is best suited for measurement, further examination is needed.
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Figure 5.2: Zebra mussel spectra of samples irradiated to 0, 15,
20, and 35Gy. Spectra are recorded at 10mW microwave power.
Dose response
A detailed inspection of the spectra at a modulation amplitude of 0.3 mT gives
more insight into the composition of the central part of the spectrum. The Mn+2
peaks will not be investigated, since it is well established that their magnitude is
not radiation dependent [166]. Figure 5.2 shows the spectra of mussel samples from
Group I irradiated to 15, 20, and 35 Gy as well as the unirradiated background.
The relatively large modulation amplitude compared to the signal width (see also
Section 4.3.1 for a detailed discussion) distorts the signal by "stretching" it. This
technique can be used to distinguish the dierent narrow peaks. However, care
has to be taken since the signal amplitudes are decreased due to this and smaller
signals might get averaged.
A relationship of the signal with dose is evident in Figure 5.2. From the three
clearly distinguishable peaks, all appear to have a strong radiation dependency and
a fourth peak emerges at higher doses. The central two peaks have a clear increase
in amplitude, albeit not to the same extent. From these measurements, it is not
clear to which extent each of the peaks responds to irradiation. Since they are
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measured with a large modulation amplitude, there is superposition of the peaks
which leads to this behaviour.
Power response of the signal
Investigating the central signal of the spectrum using dierent microwave power
and lower modulation amplitudes to separate the signals reveals further details
about the dynamics of the peaks. Since EPR measures spin transitions using a
constant frequency of the microwave eld, increasing the power will increase the
energy per time. Thus, it will enable more transitions, increasing the signal until
saturation is reached, at which point the signal can start decreasing again. This
behaviour is specic to the type of sample and the number of paramagnetic species
it contains. In the case of mussels, this is the behaviour observed. The importance
of determining the correct power for each sample and the practical considerations
are also discussed in Section 4.3.1.
The mechanism described above can be observed in the power study in Figure
5.3 of a zebra mussel sample irradiated to 35 Gy. Here, the signal is recorded
with a modulation amplitude of 0.02 mT in order to prevent a superposition of the
lines. The purpose in this case is to nd and optimize the signal with the highest
intensity. Since all main peaks were identied to be radiation dependent, the one
with the highest intensity will be used for radiation detection. In the case of zebra
mussels, a dierent response of each observed peak is visible. The rst and third of
the previously noted lines decrease in amplitude with decreasing power. Contrary
to this, the second peak increases far over the other ones with decreasing power
and is an ideal candidate for measurement. It is of interest that further smaller
lines which were saturated at higher powers emerge with even lower power.
Background intensity and characterization
After a suitable signal for dose measurements is identied, the background and
composition can be characterized. Figure 5.4(a) shows the central signal used for
dose measurements for Groups I and II. The rst and most important observation
is that the unirradiated samples have a background signal that varies in amplitude
between the two groups. This eect is even more pronounced in Group III. In
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Figure 5.3: Behaviour of the signal components of a zebra mussel
sample (ZM5-1) previously irradiated to 35Gy under dierent mi-
crowave powers. Attenuation of 7, 13, 25, and 41 dB correspond to
40, 10, 0.6, and 0.16mW respectively. The spectra were recorded
with a modulation amplitude of 0.02mT.
that case, even averaging over 25 runs results in a signal that has a much lower
amplitude than either of the other groups.
Dierent explanations can be given for the large deviation between the ampli-
tudes of the sample groups. The most likely ones are chemical composition and
external radiation induced signal. All groups are from Lake Ontario, however the
sampling was done at two distinct locations in dierent years and seasons during
the year. Group I and II were collected from the same location on dierent years.
Group III was collected in the same region, from a dierent shore. Additionally,
Group III was collected in winter under a snow cover from relatively fresh mussels
as opposed to Groups I an II collected in early spring from mussels washed ashore
and bleached by the sun. In the present case, since the mussels collected in winter
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(a) (b)
Figure 5.4: Unirradiated samples from Group I and II averaged
over three runs (a) and Group III averaged over 25 runs (b). The
amplitude standard is shown at g = 1.98 in (b). Microwave power
is set to 0.5mW and a modulation amplitude of 0.02mT is used for
all sample groups.
have a much lower signal, this would be a possible explanation. A possible com-
pounding factor is also regional and annual dierences in chemical composition.
Calcication of shells is highly dependent on water chemistry, so it is likely that
the paramagnetic species formed in this process are variable based on location and
time of shell calcication.
It is hypothesized that the main eect responsible for the dierent signals is
EPR signal induced by UV-radiation from the sunlight. UV-induced signal in
carbonates and especially in hydroxyapatite is well documented in the literature.
For teeth, it has been estimated that UV-irradiation has penetration depths of 60-
120µm in the enamel for wavelengths between 300 and 600 nm [161]. The native
CO 2 is highly sensitive to UV-irradiation [54] and eorts are being undertaken
to distinguish or reduce UV-induced signal from the dosimetric signal [60, 54, 83].
In dosimetry of nails, similar problems arise with EPR signals being induced after
a few minutes of UV exposure [117]. A detailed study of the UV-induced signal
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behaviour has found that the UV-induced signal can saturate in 7 h and will be
stable [153]; however, more work needs to be done to establish which paramagnetic
centre this signal can be attributed to. Similar eects have been observed in calcium
carbonate powders, both natural and articial [101, 152].
The implication of the varying background signal in the context of radiation
dose measurements is that a universal calibration curve cannot be formulated in
this work, as can be done for synthesized substances such as alanine. However,
this does not mean that the organism is unsuitable for dose measurement and
reconstruction. Just as in geological dating, the additive dose method can be used
or a baseline and historical data can be established through a sampling program.
The dose response can be characterized and provide valuable insights into the
radiation exposure of this abundant mussel.
As discussed in Chapter 4, for Group III an amplitude standard was available.
This could also be used to determine the g-values to much better precision than
was possible before with the internal conversion of the instrument. Determining the
g-value of a signal can help with the identication of the chemical structure that is
associated with it. In this particular case, g-value determination was done to ensure
that the same signal was measured across all sample groups from dierent sampling
locations and times. Comparing to the standard with a g-value of g = 1.98, the
following g-factors can be identied in the spectrum from Figure 5.5:
Zebra mussels: g-factors of distinct peaks
1. 2.0041
2. 2.0038
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Figure 5.5: Group III spectrum measured with a conversion time
of 50ms and including the amplitude standard at g = 1.98.
It should be noted that the spectra shown in the qualitative discussion of signal
selection and various signal response observations were recorded with conversion
times of 25 to 50 ms in order to emphasize details and resolve smaller peaks for
demonstration purposes. Since the measurement time of each scan scales with
the conversion time, for the qualitative measurements this was decreased and the
number of scans was increased instead. Details of the measurement parameters for
each dose response study are described in Chapter 4.
Chemical Composition
Mollusc shells consist of two forms of calcium carbonate (CaCo3) to varying rel-
ative concentrations, as discussed in Section 2.3.5. X-ray diraction (XRD) was
performed to determine composition of the zebra mussel shells and the results from
the analysis software "Rigaku PDXL" are shown in Figure 5.6(a) for aragonite and
Figure 5.6(b) for calcite. During XRD analysis, measured diraction patterns are
compared to diraction patterns of pure compounds. In the gures presented, the
black lines denote the measured diraction pattern of the zebra mussel sample and
the blue lines are the theoretical pattern for aragonite (Figure 5.6(a)) and calcite
(Figure 5.6(b)), respectively.
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In the case of zebra mussels, the observed pattern matches aragonite, shown
in Figure 5.6(a). This is consistent with the observation that zebra mussels have
a low Mn+2 signal, which is typically observed in aragonite shells, while calcite
shells have higher manganese ion incorporation [165]. Consistent with expectations,
eastern elliptio shells show a closer match to both calcite and aragonite in the XRD
diraction pattern [73].
5.2 Zebra Mussel Dose Response
After initial screening with doses of 15 and 20 Gy, zebra mussels were selected as
the suitable organism for the purposes of calcied tissue dosimetry. To establish a
dose response, three dose response studies were conducted. A summary is presented
in Table 5.1. The scope of those studies was to answer a range of questions that
will determine why zebra mussels are indeed a tting organism and how the signal
could be quantied in a way that can be meaningful to environmental dosimetry.
In the following, the results of irradiation of three dierent groups of zebra
mussel samples with 60Co, 137Cs, and X-rays from a medical linear accelerator are
described. In all cases, initial observed linearity of the dose response is used to
further rene the methodology. In addition, observations and error analysis are
used to inform subsequent decisions. Finally, some further practical considerations
will be discussed that were investigated during the experimental portion of this
work.
As discussed in Chapter 1, these questions concern mainly dose response, repro-
ducibility, and most importantly, resolution of low doses. During the rst study,
a linear dose response was established and valuable insight into the improvement
of experimental methods was gained, which was then carried over to future exper-
iments. The next dose response study implemented the improved sample prepara-
tion and measurement techniques, reducing relative errors in the process. Valuable
insight on reproducibility was gained due to sample group II showing dierent
dose response than Group I. These observations were incorporated into the third
dose response study where the signal analysis was modied to sample by sample
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(a)
(b)
Figure 5.6: XRD spectra for aragonite (a) and calcite (b) for zebra
mussels as presented by the analysis software "Rigaku PDXL".
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Table 5.1: Summary of dose response studies with X-rays
(LINAC), 137Cs, and 60Co including sample numbers and doses as
well as dosimetry methods.
Group Source Location Doses Number of Dosimetry
[Gy] samples method
I 137Cs FESNS 1, 3, 5, 10 4-6 each OSL
LINAC 15, 20, 35 2 each Alanine
II LINAC Oshawa 1, 3, 5, 10 6 each OSL
(15 MV) Hospital Alanine
III 60Co CNL 0.2, 0.5, 0.1, 6 each Calibrated
1.5, 2, 3, 5 source
as opposed to sample groups, greatly reducing errors and allowing for signicant
improvement in the limit of detection.
5.2.1 Sample Group I: Cs-137
The rst of these dose response studies, with samples from Group I, consists of four
doses between 1 and 10 Gy. Each dose group had four to six samples, irradiated
in the mixed eld irradiation facility at FESNS with the G-10 137Cs source. Due
to the rather narrow prole of the source, the dose delivered was not completely
homogeneous, with doses at the centre of the beam being up to 20% and 10%
higher than for the edge samples in the horizontal and perpendicular directions,
respectively. Details on the source prole are described in Appendix A.1.
This group also includes eight samples (four samples for each dose) tested dur-
ing the triage phase (Experiment 2 in Section 4.3) irradiated with a LINAC. Those
samples were irradiated to 15 and 20 Gy as well as one of the initial samples (20 Gy)
that was then re-irradiated in the second triage phase to a total of 35 Gy (Experi-
ment 1 in Section 4.3).
A dose response had already been visible after the rst two triage irradiations
and this was conrmed by this response study. Figure 5.7(a) shows the measured
peak-to-peak heights of the samples at each dose. The measurement data are
tabulated in Appendix G, Table G.1. For comparison, the intensity of the signal
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was calculated by double integration of the peak (Figure 5.7(b)) after baseline
correction of the signal. Both those graphs show a clear increase of the signal
height and intensity with increasing dose.
All spectrum operations were performed in the Bruker WinEPR software. Peak-
to-peak height of the central signal (Section 5.2 as shown in Figure 5.1(a)) was
measured by determining the positive and negative values of the highest and low-
est point of the spectrum respectively and adding their absolute values. For the
intensity DI/N , rst a baseline correction was performed. Since this is easiest
done on the absorption spectrum, an integration was performed rst, followed by a
baseline correction using the "Baseline Correction" dialog in the WinEPR software
and tting with a polynomial. From the baseline corrected spectrum, the double
integrated intensity can be obtained for the selected area of the signal (DI/N).
The error bars of the dose (on the x-axis) represent the standard deviation of
the four alanine dosimeters where multiple dosimeters were used (15, 20, 35 Gy).
The relative error of the dose in all cases is under 3% with the relative error of
the 35 Gy sample being the highest, since it results from the additive error of
the two separate irradiations. Based on the small error for alanine as well as the
narrow dose plateau which could only accommodate a small number of samples
simultaneously, the following irradiations with the 137Cs source only included one
alanine dosimeter, placed at the centre, and an OSL nanoDot for quality assurance.
The intensity measurement error bars show the standard deviation of all samples
that were simultaneously irradiated to each dose (Table G.1). This means that the
rst ve points corresponding to doses of 0, 1, 3, 5, and 10 Gy are averages of four,
ve, six, four and four samples each. Of the remaining measurements, the 15 Gy
and 20 Gy are an average of four samples as well. The point at 35 Gy is a single
sample that was experimentally re-irradiated. As can be seen from both plots
in Figures 5.7(a) and 5.7(b)) relative errors for the signal height corresponding
to doses up to 20 Gy are in the range of 2 to 6% with the notable exception of
the sample group at 1 Gy which has a relative error of 23% for the intensity and
20% for the signal height. This is suspected to be due to a higher deviation in the
density, analyzed in the next study (5.2.2). Additionally, in this study no consistent
method was developed to ensure reproducible packing density or normalization for
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(a)
(b)
Figure 5.7: Dose response of the peak-to-peak height (a) and the
double integral (b) of the EPR signal for the mussels from Group
I. Note that for (a) the factor of 107 has been omitted for a better
readability as the peak-to-peak height is given in a.u.
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this parameter. Comparing intensity and peak-to-peak height measurements, the
relative error for the signal height is on average 3% lower than for the intensity,
with exception of the 10 Gy group, where it is 1% higher. A plausible reason for
this is that the total spectrum width was 50 G. A wide baseline in required for a
successful baseline correction, which can not be ensured with the spectrum width
selected here. With the lack of a wide enough baseline, errors in the baseline
correction can be amplied through the double integration of the signal.
The response of zebra mussels to photon irradiation was quantied through
linear ts for the signal height (Equations 5.1 to 5.3). Equation 5.1 shows the
linear t through all data, including the samples irradiated with a LINAC prior to
the dose response study. The second (Equation 5.2) and third equation (Equation
5.3) are tting only the LINAC irradiated samples and only the 137Cs irradiated
samples respectively 1. From the equations and considering the high errors on
the measurements, a linear relationship between the signal height and the dose is
visible. It is notable that the t for the samples between 0 and 10 Gy deviates from
the other two, due to the high measurement value at 3 Gy, which is substantially
higher than the measured value at 5 Gy.
y = 0.035(1/Gy)x+ 1.1 0-35 Gy (all) (5.1)
y = 0.035(1/Gy)x+ 1.1 15-35 Gy (LINAC) (5.2)
y = 0.04(1/Gy)x+ 1.1 0-15 Gy (Cs-137) (5.3)
Similarly, Equations 5.4 to 5.6 characterize the dose-response of the intensity
(DI/N) for all samples (Equation 5.4), only the LINAC (Equation 5.5) irradiated
samples and only the 137Cs (Equation 5.6) irradiated samples. As before, the
measured value increases with the radiation dose. While the ts are a better match,
in the region between 0 and 5 Gy the resolution is still an issue. For example, 0
and 1 Gy cannot be distinguished and the measurements for 3 Gy are higher than
the values for 5 Gy as observed also in the previous graph of the signal heights.
1As the peak-to-peak height is given in a.u., the factor of 107 has been omitted for a better
readability. Corresponding data are presented in Appendix G.
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y = 0.2(1/Gy)x+ 4.5 0-35 Gy (all) (5.4)
y = 0.2(1/Gy)x+ 4.6 15-35 Gy (LINAC) (5.5)
y = 0.2(1/Gy)x+ 4.5 0-15 Gy (Cs-137) (5.6)
This experiment was instrumental in establishing that the selected aquatic biota
has a dose response that reaches into the dose range that is realistic for environ-
mental radiation contamination. However, it did also show that resolution in the
range between 0 and 5 Gy is a problem that will require further renement in ex-
perimental and measurement techniques. At this stage it is enough to perform
a triage between irradiated and non-irradiated mussels over 3 Gy; however, it is
not enough to perform dosimetric measurements or even triage in the lower dose
regions of exposure.
A range of possible improvements for future experiments were identied during
this study. First, the grinding time of the shells was not controlled, which prompted
a separate study on the eects of grinding methods (Section 5.4.2). Additionally,
a method to let the samples settle and get a more consistent packing density was
introduced, since this seemed a major source of error. Finally, during data anal-
ysis a normalization based on the density was introduced to further reduce any
possible errors associated with the amount of material in the spectrometer cavity.
A correction for sample mass only, as is routinely done in EPR spectroscopy, was
deemed insucient due to the inhomogeneous nature of the samples. Even with
the same mass, two samples that have dierent packing density will have a dierent
signal, with the sample with lower packing density also having lower signal. All
these observations were incorporated in the subsequent experiments.
5.2.2 Sample Group II: LINAC
For the second irradiation study, samples were irradiated at the Oshawa Hospi-
tal. This irradiation facility was selected over the in-house irradiator to eliminate
possible deviations from the non-uniform irradiation prole that the G-10 source
exhibited. Since the linear accelerators are used to treat patients in the oncology
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department, they are regularly calibrated as a at dose prole is paramount for the
high accuracy cancer irradiations that they are used for. Six samples referred to as
a "dose group" were irradiated to the same four doses as in the previous study (1,
3, 5, and 10 Gy) in order to facilitate comparison with the results presented from
Group I. The samples were then measured and these measurements were repeated
on four dierent measurement days, referred to as "measurement instance". Ad-
ditionally, a group of non-irradiated samples was measured to provide a reference
for an unirradiated sample group.
Only the peak-to-peak height was evaluated in this experiment for a variety of
reasons, most of them of a practical nature. First and foremost, previous exper-
iments showed that the relative error tended to be higher for the intensity mea-
surement than for the peak-to-peak height. This was also conrmed in test runs
in this experiment. Additionally, the intensity measurement depends on a solid
baseline correction, which can only be performed with a measurement that sweeps
a larger range of the magnetic eld. This means, longer measurement time, which
in turn can result in larger instrument uctuation between the start and end of the
measurement. An important factor in this decision was also that longer measure-
ment times mean that experiments will be harder to scale to larger sample sizes,
which is important for any method considered for environmental monitoring. This
means that the condence in peak-to-peak height measurements is higher, since a
narrower scan is selected to reduce the measurement time. Finally, the measure-
ment of signal height can easily be automated with an external script, allowing
for faster processing of the measurement data. This is especially interesting when
considering the possibility of scaling these measurements in the framework of an
environmental monitoring program. This would be signicantly more challenging
for the intensity, since the region selection for the baseline as well as for the integral
requires judgment by the operator and manual selection of the integration region.
Dose response of Group II
Figure 5.8(a) shows the dose response of the density corrected EPR peak-to peak
height in the range between 0 Gy and 10 Gy. Based on previous observations on
the possible sources of error, all measurements are normalized by the density of
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(a) (b)
Figure 5.8: Dose response of the peak-to-peak height of the EPR
signal for the mussels from Group II (a) and the same data set with
sample ZM5-21 removed (b).
the sample. This is determined from a weight and ll height measurement, shown
in more detail in Equation 5.18, Section 5.3. As before, a linear relationship can
be observed. All measurement data can be found in tabulated form in Table G.2.
The error bars shown on the gure represent the standard deviation of the
averages of the six samples that comprise a dose group. The mean, represented in
Figure 5.8(a) as the measurement point corresponding to each dose, is calculated
as the average of the mean of the four measurement instances of each of the six
samples in a dose group. The means of each sample are tabulated in Table G.2
as a separate column for reference. The standard deviations of each dose group
expressed as relative errors are 3%, 8%, 2%, and 2% for the 1, 3, 5, and 10 Gy dose
groups respectively. Means and standard deviations plotted in Figure 5.8(a) are
reproduced on the left side of Table 5.2. For the experiment at hand, this is the
observational error associated with it. The comparatively large error of 8% for the
dose group of 3 Gy stands out and will be discussed in the following.
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Error discussion
The homogeneity of each dose group can be determined by exploring the variance
of the samples in each dose group. The standard deviations associated with this are
shown in Table G.2 as a seperate row after each dose group for every measurement
instance. As mentioned before, the 3 Gy dose group consistently has the highest
variance, expressed in this case through the standard deviation. This can be traced
back to sample ZM5-21 that showed a lower peak-to-peak height for every mea-
surement. Since this observation could be made in every measurement instance, it
is most likely due to a systematic error that aected only this particular sample.
It is suspected that this is due to a misplaced positioning marker in the tube which
would cause a consistent misplacement in the resonator and thus less sample con-
tributing to the peak-to-peak height. If this sample were to be removed from the
group, the relative error is 2%. Since this hypothesis could not be conrmed, the
sample was kept in the set for analysis.
To explore the errors associated with the measurement method, rst the mean
of measurement instances for each sample was calculated. The relative errors for
the four measurements for each sample range from 0.6% to 5% with an average
of 2% relative error for every dose group from 3 to 10 Gy and 3% for the dose
group of 1 Gy (shown in Table G.2 in the last column). This can be interpreted
as a measure for accuracy of the respective measurements. It is expected that the
relative errors of repeated measurements are independent of the dose group, as
they are measured on the same instrument under the same conditions. The error
intrinsic in the measurement can be better quantied by obtaining the mean of each
dose group for every measurement instance, e.g. the mean of all samples for the rst
measurement date, then the mean of the second measurement date, etc. (shown
in Table G.2 in the three rows succeeding each dose group) and calculating their
standard deviation. This is the standard error associated with the measurement
method. The means and standard deviations are tabulated on the right side of
Table 5.2. Expressed as a relative error this gives 2, 0.2, 0.4, and 2% for the 1, 3,
5, and 10 Gy dose groups respectively.
Note also that both ways to examine the data presented in Table 5.2 yield
equal means since the mean is a commutative calculation. However, the standard
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Table 5.2: Means and standard deviations of the peak-to-peak
heights from Group II samples. Column two and three present the
means of six samples, each measured four times. The right two
columns present the means of four measurements, each consisting
of six samples. Note that the factor of 106 has been omitted for a
better readability. Corresponding data are presented in Appendix
G.
6 samples, 4 measurements
measured 4 times 6 samples each
Dose [Gy] mean p-p height stdev mean p-p height stdev
1 5.9 0.2 5.9 0.1
3 6.1 0.5 6.1 0.003
5 6.8 0.2 6.8 0.03
10 7.7 0.2 7.7 0.3
only one measurement instance
0 5.4 0.3
deviation is not commutative and consequently not equal, with one expressing the
observational error (on the left in Table 5.2) and the other the error associated
with the measurement method (on the right in Table 5.2). The error associated
with the measurement method is, as expected, lower than the observational error
in all instances.
To get a measure of the resolution in this measurement series, the error associ-
ated with each measurement point can be compared to the dierence between the
measurements. As is also observable from Figure 5.8(a) - mainly due to the large
error associated with the measurement for 3 Gy - the rst clear distinction between
an irradiated sample and background can be done between 0 and 3 Gy. A clear
distinction is dened as the dierence between measurement points being larger
than the standard deviation of each measurement. This changes if the sample with
the lowest response is removed. The dose response after removing sample ZM-21,
suspected of placement error in the resonator is shown in Figure 5.8(b). In this
instance, every irradiated group can be distinguished from both background and
its neighbouring group.
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Figure 5.9: Dose response of the peak-to-peak height of the EPR
signal for the mussels from Group II (bottom line) and for sample
group I (top line). Note that the factor of 106 has been omitted for
a better readability as the peak-to-peak height is given in a.u.
Comparison to Group I
For comparison, all samples from Group I were re-measured, noting weights and ll
heights to perform a density normalization, and are plotted in the combined plot in
Figure 5.9. The results are shown in comparison with the previous measurements
on the right side in Table G.1. A visible decrease in the standard deviation by up
to four times is observed when compared to the initial measurements of Group I. It
can be concluded from this that the modied measurement and analysis techniques
can indeed improve results. Most notable is the decrease in the error of samples at
1 Gy previously suspected to be due to a variation in sample packing density, which
decreased markedly when methods were implemented to control for it. The linear
ts are presented in Equation 5.7 and 5.8 for Group I and Group II respectively 2.
2As the peak-to-peak height is given in a.u., the factor of 106 has been omitted for a better
readability. Corresponding data are presented in Appendix G.
Chapter 5. Experimental Results 147
y = (0.25(1/Gy)x+ 8.9(1/(mg/mm3))) Group I (5.7)
y = (0.24(1/Gy)x+ 5.5(1/(mg/mm3))) Group II (5.8)
From both the tted trend lines as well as from Figure 5.9, it is evident that,
while the dose response is similar, the measured values are almost twice as high
for each dose. It is unlikely that this is an eect of a dierent irradiation method.
Group I of samples irradiated with both X-rays from a LINAC and photons from the
137Cs source did not show any inconsistencies, and from the literature, no indication
could be found that a dierence of the dose response between X-rays of this energy
and mono-energetic photons is to be expected. As the mussel samples are gathered
from nature, there can very well be an intrinsic dierence in their background signal.
Group I and Group II were collected with a one year dierence between them during
dierent environmental conditions, with Group II being collected earlier in the year.
It is believed that this is the major contributor to the dierent background signal
that they show.
There are three main conclusions from this experiment that will inform further
research. First and most importantly, there are indications that each batch of
samples has a dierent background signal. This has the implication that it is
unlikely that a universally usable calibration curve can be constructed. On the
contrary, site and possibly time specic measurements will be crucial. Secondly,
measurements were shown to be improved by controlling settling of the sample and
data analysis by normalizing for sample density. Finally, to improve resolution it
is important to control for systematic errors like sample placement. This can be
remedied to a certain extent by measuring peak-height dierence relative to the
same sample, in the same sample tube treated in the exact same way, as opposed to
absolute peak height of dose groups. This was tested in the following dose response
study.
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5.2.3 Sample Group III: Co-60
In the nal irradiation study, samples were collected in the winter from under a
snow cover as opposed to the spring in the previous sample batches. As discussed
in Section 5.1.1 the background signal of these mussels was a lot lower and con-
sequently the measurement parameters had to be adjusted to be able to resolve
any signal. This was done by increasing the number of runs that were averaged in
each measurement from three to 25, along with adjusting the detector gain. Addi-
tionally, all other conclusions from previous studies were incorporated with density
normalization and rigorous background measurements of each sample to facilitate a
sample-by-sample comparison. Finally, an amplitude standard was purchased and
installed in the EPR cavity. A standardized signal being measured simultaneously
with the mussel signal allowed normalization for any instrument uctuations.
The samples from Group III were delivered to Chalk River Laboratories, where
they were irradiated with a 60Co source to 0.2, 0.5, 1, 1.5, 2, 3, and 5 Gy. Each
dose group contained six samples which were measured after the irradiations on
four measurement instances. An exception to this are the lowest two dose groups
(0.2 and 0.5 Gy), which were measured an additional time to determine if the
parameters needed adjusting between irradiated and unirradiated samples. The
measured data, density and amplitude corrected, are tabulated in a similar manner
as the previous group in Appendix G, Table G.3.
As detailed in Section 5.2, the peak height of the samples was much lower in
Group III compared to the previous studies. This led to an adjustment of the mea-
surement parameters to optimize for signal but also for measurement time. Signal
averaging was increased from 3 runs to 25 runs in order to manage background
noise. In an eort to decrease previously observed errors and explore the practical
lower limit of detection for zebra mussels, every sample was measured before irra-
diation, and the sample tubes were marked with the number of the sample as well
as an insertion height marker.
Chapter 5. Experimental Results 149
Data analysis methodology
Compared to previous measurements, all signal processing was performed outside
of the WinEPR software in order to better manage the amount of data collected.
This way, signal evaluation could be automated with a Python script. The analysis
program consists of two scripts written in Python 3.7, with the main purpose of
normalizing the signal height for each spectrum and then performing a density
normalization and background subtraction on all datapoints. The full source code is
archived on GitHub under https://github.com/TzivakiM/EPRsignalAnalysis.
The methodology of analysis is described below.
The rst script is used for basic signal analysis. Each spectrum is saved as
a plain text le and as such can be read into Python. First, the script locates
the amplitude standard by checking for the highest value in the range of 351 and
354.2 mT. This is used to align all spectra based on half the peak-to-peak width
of the standard. Once every spectrum is aligned, the same method can be used to
search for the highest and lowest number of the intensities in the desired range for
the measured signal. Adding the absolute values of the intensity gives the peak-to-
peak height. Subtracting the x-values (magnetic eld) corresponding to the peaks
gives the peak-to-peak width. Normalization is performed by dividing the signal
height by the height of the amplitude standard. This procedure is repeated for
every data set.
The second script used for the analysis loads the normalized signal height out-
put from the previous script and normailizes by the sample density. The density
is measured through a height and weight measurement following the procedure de-
scribed in Section 5.3. Following this, the data set designated as the background
(meaning the signal height measured before irradiation) is subtracted to obtain the
dierence between irradiated and unirradiated samples for each dose. Simultane-
ously, the errors for each measurement are calculated based on the methodology in
Section 5.3.
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Dose response
The dose response can be characterized in the same manner as for Group I and II,
as previously described. Table 5.3 shows a summary of the full data set (Appendix
G). Each sample was measured on four dates, except samples irradiated 0.2 and
0.5 Gy, which were measured ve times. From the average of the peak-to-peak
heights for each sample, an average for each dose can be calculated from the six
samples that were irradiated to that dose (left two columns of Table 5.3). For
comparison, each dose group was averaged and the mean of means was calculated
subsequently (right two columns of Table 5.3).
Table 5.3: Means and standard deviations of the normalized peak-
to-peak heights from Group III samples with the background sub-
tracted individually. Column two and three present the means of a
dose group consisting of six samples, each measured four times. The
right two columns present the means of four measurement instances
for each sample, each consisting of six samples. Dose groups for
0.2 and 0.5Gy as well as the rst two samples of does group 1Gy
were measured ve times. Samples with measurement errors were
removed. Note that the factor of 105 has been omitted for a better
readability. Corresponding data are presented in Appendix G.
6 samples, 4 measurements
measured 4 times 6 samples each
Dose [Gy] mean p-p height stdev mean p-p height stdev
0.2 1.6 0.2 1.6 0.2
0.5 3.9 0.5 3.9 0.2
1 7.1 0.9 7.0 0.2
1.5 11 0.4 11 0.5
2 14 0.9 14 0.3
3 21 2 21 0.7
5 34 3 33 1
Background: only one measurement instance, 42 samples
0 5.6 0.4
Figure 5.10(a) shows the normalized peak-to-peak height as it increases with
the dose without subtraction of the background signal of each sample. Since in
this experiment the background of each samples was also measured, the signal
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of the unirradiated sample could be individually subtracted. This makes it eas-
ier to investigate the individual increase in signal for each sample and thus get
a better understanding of resolution and limits of detection. The normalized and
background-subtracted peak-to-peak heights are plotted in Figure 5.10(b) and sum-
marized in Table 5.3, in the rst two columns.
From both plots, a linear relationship of the peak-to-peak height, both before
and after background subtraction, is obvious. Additionally, the precautions taken
in this experiment to optimize experimental procedures and control for more factors
than before during measurements has reduced the errors observed before. Conse-
quently, doses as low as 0.2 Gy can be distinguished from background. The linear
t for the dose response in Equation 5.9 3 has a coecient of determination of 99.8
%.
y = (6.6(1/Gy)x+ 6.2(1/(mg/mm3))) p-p height (5.9)
y = 6.7(1/Gy)x+ 0.5(1/(mg/mm3)) p-p height dierence (5.10)
However it should be noted that the linear t of the dose response in Figure
5.10(b) does have an unexpected oset from the origin. Intersection with the origin
would be expected, since the data was evaluated after subtraction of the signal from
the unirradiated sample. Closer study of the data obtained for these measurements
(presented in the Appendix in Table G.3) show a tendency of the signal to increase
over the measurement days. The eect creates the oset of the dose response
curve by 0.5. This might be caused by an increase in humidity over the course
of the measurement which would be consistent with qualitative observations at
a later stage during signal fading measurements (Section 4.3.3). Since ambient
and sample humidity were not controlled over the course of this study, further
characterization will be needed in the future to fully understand the need for more
rigorous environmental controls.
3As the peak-to-peak height is given in a.u., the factor of 105 has been omitted for a better
readability. Corresponding data are presented in Appendix G.
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(a)
(b)
Figure 5.10: Dose response of the peak-to-peak height (a) and the
dierence of the peak-to-peak heights from the backround (b) of the
EPR signal for the mussels from Group III. Note that the factor of
105 has been omitted for a better readability.
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Discarded measurements
Two measurements and one sample had to be discarded from the dataset for dose
response evaluation after analysis of the data. They are included in the summary
table of all measurements in Appendix G, Table G.3; however, they are not included
in any plots or error analysis. The rationale behind those exclusions is briey
discussed below.
Sample ZMC-4 was excluded on measurement day 17/08/2019. The ampli-
tude standard in this measurement is 45% higher than any other measurement of
the amplitude standard, while the peak-to-peak height of the sample was similar
to previously measured. It was assumed that the amplitude standard, which is
inserted into the cavity via a screw, was positioned incorrectly. The intensity mea-
sured would be consistent with an additional 0.5 mm of standard in the resonator.
Additionally, the measurement of sample ZMC-42 on 17/08/2019 was discarded as
well, since the background spectrum was accidentally saved over the measurement
spectrum.
The only sample that had to be discarded from all data sets was ZMC-8, irradi-
ated to 0.5 Gy. In this case, the amplitude standard was 40% lower than expected
in the background measurement. It is assumed that an insertion error occurred
placing the standard too far outside of the cavity. As a consequence, the back-
ground could not be normalized and thus could not subtracted from the measured
irradiated sample.
Error discussion
After erroneous measurements were removed from the dataset, rst the experimen-
tal errors calculated through the automated data analysis were evaluated. They
are calculated as presented in Section 5.3. Subsequently, they were compared to
the variance of measurements due to repeated measurement of the same sample,
as well as variance of measurements between samples in the same dose group. All
error analysis was performed based on normalized measurements - by density as
well as standard signal height - and after background subtraction.
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Table 5.4: Examples of normalized peak-to-peak heights with the
background subtracted. One sample per dose group from Group III
is shown on measurement day 24/08/19. Note that the factor of 105
has been omitted for a better readability. Corresponding data are
presented in Appendix G.
Dose group pp-height st. dev. rel.error
[Gy] [a.u.] [a.u.] [%]
0.2 1.9 0.05 2.50
0.5 3.1 0.05 1.57
1 7.1 0.07 0.96
1.5 11 0.08 0.70
2 15 0.09 0.59
3 22 0.1 0.50
5 33 0.2 0.45
Figure 5.11(a) shows an example of the individual errors for each sample of the
dose groups of 0.2, 0.5, and 1 Gy. These errors are calculated based on estimations
of measurement error of the height and density measurement for the background
as well as for the same sample after irradiation. All of the shown measurements
are performed on the same day (i.e measurement instance). Table 5.4 shows one
sample per dose group along with the standard deviation and relative error. The
relationship of the mean and the standard deviation is linear, with the standard
deviation increasing as the mean increases. This is a direct consequence of the
method used to estimate the error introduced by the density measurement through
multiplication by the measured value. However, the relative error decreases from
a maximum of 2.9% in dose group 0.2 Gy to 0.45% in dose group 5 Gy.
Dose group and measurement errors were analyzed similarly to Group II in
Section 5.2.2. First, the multiple measurement instances of each sample were ana-
lyzed, shown in Appendix G, Table G.3. Each sample was measured on multiple
dates and the relative error decreases from a maximum of 30% (dose group 0.2 Gy)
to a maximum of 5% (dose group 5 Gy). It should be noted that the increase of
the standard deviation is slower for lower values, corresponding to dose groups of
0.2 Gy to 0.5 Gy, which could indicate a resolution threshold and will be discussed
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(a) (b)
Figure 5.11: Dose response of the peak-to-peak height dierence
from the background for the mussels measured on 24/08/19 (a) and
the mean signal height of all samples after background subtraction
for the same measurement date (b).
later in this section under "Resolution considerations". The variance, however, rep-
resented by the standard deviation on the right hand side in Table G.3, increases
with the mean of the signal height.
Observing the absolute value of the standard deviation of repeated measure-
ments, it is evident that it is one order of magnitude higher than the experimental
error estimated from experimental parameters discussed before. This means that
the uncertainty stemming from the EPR measurement is by an order of magnitude
higher than errors introduced by normalization or background subtraction.
The same observation can be made when calculating the means and standard
deviations of each dose group. These are represented as separate rows under each
group in Table G.3. An example is also shown for all dose groups from one mea-
surement instance in Figure 5.11(b). The standard deviation increases linearly
with the mean value that it corresponds to. The fact that the variance of a mea-
surement is increasing based on its value will be signicant for future estimations
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of the dose based on a peak-to-peak height of measurements. This means that
the measurement errors introduced by EPR measurement are not independent (i.e.
heteroscedastic). The main implication of this is that great care has to be im-
plemented if statistical tests of signicance were to be implemented, since they
typically assume uniform errors.
As before, the variance between samples is higher than the error estimated
purely through the experimental parameters. This means that the variance be-
tween samples is higher than the error introduced by normalization and background
subtraction for each sample, as expected. Comparing to the standard deviation of
repeated measurements, the standard deviation for dierent samples is comparable
for measurements of 0.2 Gy. For higher doses, the same tendency as in Group II is
observed, where the standard deviation of measurement instances of the same sam-
ple is consistently lower that the standard deviation of dierent samples. This is
also reected in Table 5.3 discussed previously, where the right column of standard
deviations is lower than the left.
5.3 Measurement Error Estimation and Error Prop-
agation Methodology
The error analysis for Group III was performed for each individual sample. Height
and mass uncertainties were estimated in the following way:
Six samples from Group III (ZMC-7 to ZMC-12) were measured ve times each.
The largest standard deviation noted was 0.3 mm. Standard error can be calculated





The uncertainty of the mass measurements was is the value "e" of the scale.
This is the value of verication of the scale division. Consequently, based on the
instrument the mass uncertainty is ∆m = 1 mg.
The volume of a standard EPR sample tube is the sum of the volume of a
cylinder and half a sphere. The outer and inner diameter of the Wilmad LabGlass
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quartz tubes used are 5 mm and 4 mm respectively. The thickness of the glass can
be expressed as d = rout− rin = 0.5 mm. Consequently the volume a cylinder with





To get the sample cylinder height, the inner radius and the tube thickness is
subtracted from the measured ll height (Equation 5.13):
hc = hmeas − (rin + d) (5.13)








According to above considerations, the volume of the sample is:
Vs = Vc + Vss (5.15)
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Following this, the height of the signal (peak-to peak height) can be re-scaled
based on the amplitude standard and then a normalization by sample density is
performed. No error is accounted for in this operation, since both the standard
and the sample are measured simultaneously and would be thus exposed to the
same instrument and environmental parameters. Once the density is calculated,










Finally, the signal measured before irradiation In0 for a sample n is subtracted
from the signal measured after irradiation Innorm. Both being normalized by density
as described above this gives for the reported intensity and the corresponding error:
In = Innorm − In0 (5.21)
∆In = ∆Innorm + ∆I
n
0 (5.22)
5.4 Experimental Considerations for Zebra Mus-
sels
Upon review of the literature, three main concerns appeared relevant to sample
preparation of zebra mussels. First, grain size was a consideration, both from a
practical perspective due to the diameter of the sample tubes, but also from the
perspective of eects on the shape and height of the EPR signal. Related to this,
it should be ensured that any sample preparation will not inuence the measured
signal. Since this consists mainly of grinding, this means conrming that it has
no detectable eect and in the case of eects they should be quantied. This
is especially important, since application for a sampling program will require the
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grinding of the sample to be performed after potential irradiation in the environ-
ment. Finally, surface defects related to grinding have been detected in work that
uses EPR dosimetry for geological dating [55, 56]. Etching with an acid has been
used to remedy this which was investigated as well for zebra mussels. Findings
from these aspects of sample preparation were continuously incorporated in the
above discussed dose response studies and are separately discussed below.
5.4.1 Grain Size Eects
Two grain size increments were considered for sample preparation. Grain sizes were
selected with three sieves stacked (numbers 18, 35, and 140). The rougher powder
had grain sizes between 0.5 to 1 mm and the ner powder grain sizes from 0.5 to
0.1 mm. It should be noted that grain sizes in some instances were larger. This
is due to the fact that zebra mussels will form ellipsoid grains when ground into
a powder. For these ellipsoids, sieving is going to control the short axis of the
ellipsoid.
From a practical perspective, the ner powder is easier to ll into the sample
tubes with 4 mm diameter. Comparative measurements were done with samples
from Group I irradiated to 20 Gy, shown in Table 5.5 without density normaliza-
tion. Powdered samples with smaller grain sizes have a higher packing density.
This can also be seen in Figure 5.12, which shows the ll heights of sample tubes
with two dierent grain sizes. Consequently, more sample is in the active volume of
the resonator. This leads to a higher signal since more paramagnetic centres are de-
tected. Additionally, the larger grain sizes tend to have larger standard deviations
due to the irregularity of packing larger grains in the powder. Based on the above
considerations, the suitable grain size for zebra mussel samples was determined to
be between 0.1 and 0.5 mm.
5.4.2 Grinding Eects
Eects of dierent sample preparation techniques were investigated as described
in Section 5.4.2. The main objective of this experiment was to investigate whether
grinding induces a signal that is additional to the radiation induced signal. For
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Table 5.5: Average and standard deviation of the peak-to peak
height and the double integral of zebra mussel samples with grain
sizes of 0.1 to 0.5mm and 0.5 to 1mm. Each measurement consists
of ve samples.
grain size 0.5-1 mm 0.1-0.5 mm
p-p height 1.2 ± 0.4 ×107 1.8 ± 0.1 ×107
DI/N 4.9 ± 2 8.1 ± 0.7
Figure 5.12: Sample tubes lled with powdered zebra mussel sam-
ple. The sample in the upper tube has a grain size of 0.1 to 0.5mm.
The grain size of the lower sample is 0.5 to 1mm.
this purpose, two grinding times were compared to a method of sample prepara-
tion that does not involve grinding. This information is crucial for applications
using EPR measurement of molluscs in environmental dosimetry. During envi-
ronmental exposures, the irradiation of the shell will happen while it is intact in
the environment. Subsequently, it will have to be prepared for EPR measurement
which ideally is done in powder format. Implications of this will need to be studied
in order to identify potential eects of the sample preparation that inuence the
measurements.
The dierent sample preparation times for mortar ground samples were 90 s
grinding (Groups S5) and 5.5 min (Groups L5). The remaining sample was crushed
using two metal plates and a vice. For this method, two sample sizes were investi-
gated: sample sizes from 0.1 to 0.5 mm and sample sizes 0.5 to 1 mm. The grain
sizes were separated with an assembly of sieves.
The background peak-to-peak heights (Table 5.6) of all measured samples grouped
by preparation method can be used to examine grinding induced signals. From the
average signal height, no indication for a higher signal in the group that was ground
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Table 5.6: Peak-to-peak signal EPR signal height of zebra mussels
from Group II ground with a mortar (S5 and L5) and a vice (C10
and C5). Group I samples (uncontrolled grinding time) is shown for
comparison.
density normalized
sample p-p signal standard standard percent
group height deviation error error
(sample size) [a.u] ×107 [a.u] ×107 [a.u] ×107 %
Group S5 (10) 1.88 0.07 0.007 0.36
Group L5 (10) 1.74 0.04 0.004 0.25
Group C5 (10) 1.57 0.1 0.01 0.92
Group C10 (6) 1.87 0.2 0.03 1.7
Group I (4) 2.71 0.2 0.06 2.2
longer in a mortar can be seen, since the signal from L5 groups (5.5 min grinding)
are lower than those from the S5 groups (1.5 min grinding). The same conclu-
sion can be drawn about the comparison of the crushed samples versus the ground
samples. The dierence of peak-to-peak heights of the background spectra be-
tween ground and crushed samples is not large enough to allow a conclusion about
grinding induced signal in these types of samples.
It should be noted that the table also shows four samples from the previously
used Group I samples. This is purely for comparative purposes and illustrates the
dierence in signal heights of unirradiated samples from dierent batches. This is
also discussed further in Section 5.2.
Resolution considerations
Measurement of the signal after irradiation was done in 0.5 Gy steps. Background
measurement, irradiation, and subsequent measurement were performed on the
same day, to control as much as possible for environmental and instrument uc-
tuations. Each irradiation included one sample from each group. It should be
noted that two additional factors inuenced measurements. First, the amplitude
standard used in later measurements of Group III samples was not yet available.
Secondly, there were power uctuations both in the grinding groups as well as in
the irradiation groupins. Samples that were prepared in the same manner (S5, L5,
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Figure 5.13: Peak-to-peak height dierence of Group 1 samples
with the four dierent sample preparation methods from 0 to 0.5Gy,
0.5 to 1Gy, 1 to 1.5Gy and 1.5 to 2Gy.
C5, C10) are referred to as grinding groups here and irradiation groupings refer
to samples irradiated simultaneously  one sample from each preparation method.
(Groups 1 - 10). The average power used for the measurements was 0.47 mW and
the maximum standard deviation in either grouping was 0.007 mW.
One group including one sample from each sample preparation type was irra-
diated to 2 Gy in 0.5 Gy increments. The peak-to-peak height dierence was then
calculated and can be seen in in Figure 5.13. While the value of the peak height
of Sample S5-1 goes from 1.85 × 107 before irradiation to 2.17 × 107 at 2 Gy, it
is evident from Figure 5.13 that the individual 0.5 Gy step measurements were
negative in some instances, meaning that the signal height after irradiation was
lower than before. To put this in perspective, typical standard deviations of these
measurements (as shown in Table 5.6) are between 0.07× 107 and 0.2× 107. The
same could be observed for all other sample preparation groups.
As this work is concerned with lowering the detection limit for the purposes of
environmental radiation detection, the resolution of 0.5 Gy was further investigated
in the context of dierent sample preparation methods. Figure 5.14(a) shows ve
groups of samples each containing four samples: S5, L5, C5, and C10 corresponding
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to the sample preparation techniques. They were all irradiated to 0.5 Gy and
show similar behaviour as already described before. There does not appear to be
a signicant dierence in the dose response of samples that corresponds to their
preparation. This is also illustrated in Figure 5.14 where the averages and standard
deviations of the discussed ve groups are plotted. For all preparation methods,
the dierence between irradiated and background sample height is less than the
standard deviation.
(a) (b)
Figure 5.14: Five groups of four samples each irradiated to 0.5Gy.
Peak-to-peak height dierence between the background and the irra-
diated sample (a) and averages of samples prepared using the same
sample preparation method before and after irradiation (b).
In summary, no evidence of a grinding induced signal could be found for either
dierent lengths of grinding time nor when comparing grinding and crushing sam-
ples. Due to this, it was decided to use the least time intensive sample preparation
method. Since the samples from S5-groups had a standard error of under 1% in
the background measurements, this further supported this decision. Finally, it was
also noted that resolution of 0.5 Gy is not possible without an amplitude standard
to correct for instrument and environmental uctuations.
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5.4.3 Surface Etching
A method of surface etching was tested on zebra mussel samples. The objective
here was to investigate whether this would improve the signal by removing surface
impurities. Sample preparation method and measurement parameters are described
in Chapter 4. Most samples from Group II showed a marked decrease in signal
intensity, between 4 and 8%. The largest decrease was noted for the sample crushed
with a vice, which was 24%. This is an indication that this observed decrease is
not due to the etching reducing the grinding signal, since the crushed sample would
have the lowest grinding induced signal. It could, however, could be due to those
samples being kept outside the desiccator prior to the background measurements,
and the humidity of the laboratory contributing to a higher initial signal. Group
III samples which were stored in the dessicator before and after etching show a
decrease of 4% to an increase of 3%. No marked dierence in the visual appearance
of the spectra was noted. Based on this sample, etching was not further pursued
for sample preparation.
Summary
The results from all experimental work pertaining to zebra mussels are presented in
this chapter. For EPR to be used in dosimetry of environmental biota, rst suitable
organisms were investigated. Through an irradiation of samples to 15 and 20 Gy,
rainbow trout and eastern elliptio were eliminated from possible species. They did
not show a radiation induced signal with either of the tested sample preparation
methods (Appendix D). Zebra mussels showed a radiation induced signal with
high doses, and were pursued further. Three separate sample groups were used to
rene the dose response curves of the shells of this organism from 0.2 to 32 Gy.
A linear relationship could be established in each case. No eects on the EPR
signal from the grinding method could be detected, and surface etching to remove
potential defects also showed no improvement in the EPR signal. It is notable that
each experimental batch of samples had a dierent background signal, which is
hypothesized to be related to other eects that induce paramagnetic centres, such
as UV light from the sun. The most signicant eect for signal improvement was
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the installation of an amplitude standard in the instrument and sampling shells





Having the capability to correctly assess the radiological dose that is absorbed in
components of the environment is crucial for ensuring environmental protection.
This is important during normal operation of nuclear and radiological facilities,
but especially so when dealing with the repercussions of accidents involving the
release of radionuclides into the environment. Calculation of absorbed doses will
guide both the response and remediation in these instances. Throughout this work,
a number of research questions were investigated concerning calculation and mea-
surement of radiation dose in freshwater environments, which is often the primary
ecosystem to be the recipient of radiological contamination.
Modelling and predicting dose based on measured quantities is typically achieved
through the application of rst principles of dose calculation and using dedicated
software tools. To evaluate the quality of these predictions, it was investigated
how results from the most common software programs compare to one another and
with calculations. In the following, the question of how these results from software
programs compare to site specic measurement data was addressed. Since datasets
are frequently incomplete, the eects of this incompleteness on the predictions is
of signicant interest in order to develop guidance on which scenarios and nuclides
have the highest uncertainties that a modeller should be aware of. Finally, the
lessons learned were applied on estimating potential doses to freshwater mussels in
highly contaminated environments from historic events.
It is of course preferable if dose can be directly measured as opposed to calcu-
lated using nuclide concentrations as is done in environmental modelling. Electron
Paramagnetic Resonance is the optimal method for this purpose. This method
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measures the structural changes to the solid state lattice of calcied tissues due
to the absorption of energy from electron and photon radiation. As the target
ecosystem are landlocked lakes, it was important to rst determine which aquatic
calcifed tissues have optimal dose response. Any factors that can inuence this
dose response must then be determined along with optimal methods to prepare the
samples for measurement. Finally, when an EPR-signal relationship to the dose is
established, the dose reconstruction needs to be optimized for accurate measure-
ments that are sensitive enough to detect doses that are probable in environmental
exposures.
6.1 Environmental Modelling
Modelling of radiation doses to biota is achieved by calculation or simulation of
dose, based on the concentration of the organism itself and its environment. In
the case of aquatic environments, the components contributing to the total dose
are the concentration of radionuclides in sediment and water. For the modelling
intercomparison in this work, two nuclides are considered. First, 3H, since it is a
very common euent from Canadian nuclear reactors (CANDUs), and secondly,
90Sr, due to its chemical property of accumulating in bones and shells of organisms.
As such it is the main contributor to mollusc doses in environments that have been
contaminated by accidents in the nuclear fuel cycle.
When using water concentration as a starting point for the calculations, it is
noted that the software tools ERICA and RESRAD-biota use simple proportion-
ality equations to estimate concentrations in biota and sediment. For sediment
estimations this does not take into account physical characteristics of the sediment
type. Organic and sandy sediments have dierent characteristics (e.g. porosity
and solids density). Similarly, in biota concentration calculations, 3H is treated
the same as other nuclides by ERICA and RESRAD, applying a concentration
factor. Tritium, however, will partition into organically bound tritium and tri-
tium oxide with both forms having dierent accumulation characteristics in tissue.
These calculations were implemented in a Python 3.7 program written to perform
comparisons with the software tools.
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The main weakness of any method for environmental modelling is a lack of
representative data or possible mismatched data. This was seen in this work for 3H
in clams and 90Sr in molluscs. In the rst case, the clams were sampled at a location
where measurements of water and sediment concentrations were not available. To
remedy this, the closest possible measurements were used. Since clams are not as
mobile in a body of water as sh are, averaging over larger areas can skew the
results. In the second case, water and sediment measurements were not available
for the same year as biota sampling. Again, this bears the potential for deviations.
Great care needs to be employed when datasets are selected for modelling. In some
cases, it can be benecial to weigh the accuracy of the measured data against the
accuracy of predictions.
As the main interest lies in correctly assessing total dose to aquatic biota, this
is the quantity that will determine accuracy of modelling methods. When con-
centrations are known, all modelling methods perform comparably, with ERICA
and RESRAD estimating a 8% and 13% higher dose respectively for 90Sr. For 3H
ERICA will overpredict the dose by almost threefold due to a low-energy factor
that is used only in that software. This is the case in all ERICA assessments
involving 3H. This means that underpredictions observed in RESRAD when de-
fault settings are used, are caught in this margin when using ERICA. For 90Sr,
dose based on water predicts approximately half of the dose predicted when using
measured concentrations across all methodologies, in line with the concentration
estimation challenges discussed above. When using default values the dose pre-
dicted is over 90% lower with ERICA performing slightly better than RESRAD.
The values predicted through the developed code have under 10% deviation from
the values calculated from the measurements for sh and 35% and 45% deviation
for 3H and 90Sr in molluscs.
In summary, there are several recommendations that were identied when per-
forming environmental modelling of doses to freshwater aquatic biota:
1. It is preferential to use measured values of concentrations for all components
involved. The most critical of these are concentrations of nuclides in the
organism modelled.
2. When estimating dose from 3H, OBT+HTO partitioning should be employed.
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3. The characteristics of the sediment can signicantly aect the concentration
estimation and thus the dose from exposure to sediment. This is of special
importance for benthic organisms, especially if they have a small geometry.
4. For nuclides with low decay energies (like 3H), ERICA will employ a low-
energy factor that other methods do not incorporate.
5. For species that contain a signicant amount of calcied tissue (mussels and
gastropods), the concentration factor for calcium-exchanging 90Sr can span
multiple orders of magnitude and will highly depend on the site and organism.
Site-specic coecients are of utmost importance for 90Sr in molluscs.
Using the above modelling considerations, approximations of radiation expo-
sure of freshwater environments for a variety of source terms can be made. Mea-
surements give insight into the absorbed doses for sh and molluscs at the mod-
erately contaminated site of Chalk River Laboratories. Dose rates from 3H in
Perch Lake were estimated to be 1.3× 10−2 µGy/h for pike and bullhead and
1.5× 10−2 µGy/h for clams. Dose rates from 90Sr are signicantly higher, amount-
ing to 1.93× 101 µGy/h in the case of molluscs. This is consistent with estimations
of dose absorbed by the shells of molluscs from Perch Lake in previous studies [149].
Similar calculations were performed for exposures in the contaminated ecosys-
tems of the Chernobyl exclusion zone and the Techa River watershed. In the
case of exposures due to the accidents, dose rates to benthic sh are estimated
to 5.7× 102 µGy/h and 3.63× 101 µGy/h in the Chernobyl and Techa River lakes
respectively. The dose rates to pelagic sh are expected to be approximately one
third of the dose rate to benthic organisms.
Since suspended mussels (specically zebra mussels) were investigated exper-
imentally through EPR spectroscopy, dose estimations for these mussels are of a
special interest. In an extreme exposure situation like that in Lake Azbuchin in
1999, where the highest doses were recorded following the accident at Chernobyl
NPP, lifetime doses to zebra mussels were estimated to be 2 Gy from 90Sr only. Af-
ter a decade, exposure rates were still high with the highest contamination being
measured in Globkoye Lake amounting to a lifetime dose of 1 Gy. In the lakes in
the Techa River basin, the doses are estimated to be 0.07 Gy.
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It should be noted that the above dose estimations are using default bioaccu-
mulation factors. Site specic concentration ratios put the dose estimations up to
2.4 Gy for lifetime dose. Depending on the nuclide, its emission type and energy
it is possible for calcied tissues to experience higher exposure than the soft tis-
sue. In the case of bone seeking 90Sr, it will accumulate preferentially in calcied
tissues which leads to higher concentrations in the shells of mussels or bones of
sh. Concentration ratios range from 461 (the default value in ERICA) to 1100
measured on site in the Chernobyl exclusion zone. These make shells and bones
optimal materials for techniques that detect radiation induced changes in calcied
tissues such as electron paramagnetic resonance spectroscopy.
The above estimated doses can serve as a guidance when developing experimen-
tal methods for dose detection. They mark the upper limit of expected doses in
the environment and the minimum that a methodology should be able to resolve.
From these considerations, a goal was formulated for the EPR detection meth-
ods. It was concluded that any promising organism and measurement combination
should be able to distinguish a sample that has been irradiated to 0.5 Gy from an
unirradiated sample.
6.2 EPR for Dose Measurements in Aquatic Biota
Electron paramagnetic resonance spectroscopy (EPR) is an experimental method
that can be used to detect and quantify paramagnetic species in materials. When
calcied tissues like mollusc shells are irradiated, free electrons can be captured
in the lattice defects of the CaC03 (aragonite or calcite) matrix. The number of
these paramagnetic centres is proportional to the incident radiation which allows
the use of biological material of bones and shells - and teeth for human dosimetry
- as permanent dosimeters.
6.2.1 Aquatic Samples
The use of EPR spectroscopy for dose measurement was investigated in three fresh-
water species from the Great Lakes Region: rainbow trout and two species of
mussels. A variety of sample preparation techniques to remove residual esh and
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cartilage as well as EPR measurement settings did not show any radiation induced
signal under 20 Gy. However it was notable that one of the sample preparation
methods, cleaning with the washing powder "Tide" was very successful at remov-
ing background signal assumed to be from residual fat. While sh bones have been
used to detect irradiated foodstus, the doses used in these techniques are three
to ve orders of magnitude larger than expected radiation doses even in heavily
contaminated environments. Eastern elliptio, a freshwater mussel found in Lake
Ontario was equally deemed unsuitable for EPR dosimetry. Its shells were found
to have a strong Mn2+ signal that masks any potential radiation induced signal at
the investigated doses. It was concluded that neither rainbow trout nor Eastern
elliptio can be used to assess radiation dose to the environment.
6.2.2 Zebra Mussels as Dosimeters
In comparison to the other investigated aquatic samples, Dreissenid mussels have
multiple clear radiation induced signals close to g = 2. The line most suitable for
dosimetry in the context of this work was determined to be at g = 2.0034, mainly
based on saturation characteristics of the spectrum. The absorption spectrum of
the predominantly aragonite shell shows the characteristic Mn2+ sextet that was
also observed in Eastern elliptio. However, in this case the signal associated with
manganese is small in amplitude, which makes the radiation induced signal easily
distinguishable. Furthermore, the line used for radiation detection appears to be
stable, and preliminary observations suggest, that it might be inuenced by ambient
humidity uctuations, potentially increasing the signal.
From the observations of EPR spectra of rainbow trout and mussels, certain
factors can be observed that inuence the detection of a radiation induced signal
and more specically the dose response of zebra mussels. In terms of detection,
ideal samples are low in organic content and manganese incorporated into the
material considered. Zebra mussels, which were identied as a suitable material
for environmental dosimetry since they are a natural and not synthesized material,
were found to have diering background signal for dierent sampling groups. Even
mussels gathered from the same location showed amplitudes of background signals
that were approximately twice the height as samples gathered at a later time.
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Samples gathered in the winter had a signicantly smaller background signal. The
last sample group was much better suited to detect radiation induced signal from
irradiation as low as 0.2 Gy. It is hypothesized that UV-irradiation from sunlight
and, to a lower extent, regional and seasonal variations in chemical composition,
are responsible for the observed dierences in the amplitude of the un-irradiated
shells.
Improvement of Experimental Techniques
In the exploration of the above described methods, improvement both in ease of
execution, and by extension time investment, as well as signal resolution were con-
sidered. A methodology for environmental sampling and measurement has to be
optimized not only for outcome but equally importantly for feasibility. For a high
quality sampling program, a large amount of samples needs to be collected and
analyzed in a reasonable time frame. This can only be successfully executed if the
sample preparation methods are simple, the measurement time is such that a group
of samples can be measured in one day, and the signal analysis does not require
time consuming post-processing. As this work is an exploratory study to determine
if and how EPR dosimetry can be integrated into an environmental dose assess-
ment program, practical concerns were extensively investigated. This was done
to ensure that the measurement results would not be compromised when propos-
ing the "simplest" and "fastest" option for sample preparation and measurement.
Certain observations can be made that improve the process from a sampling and
measurement perspective to either improve the process or prove that the method
chosen is not compromising signal quality and in some cases is even the optimal
solution.
Concerning preparation of the powdered samples, a grain size of 0.1 to 0.5 mm
is ideal for ease of lling into the typically used EPR tubes. Comparative analysis
to other grain sizes also shows that results from these smaller sizes of the powder
tend to have smaller standard deviation when measured. This is due to the higher
packing densities of the powder compared to larger grain sizes. There are methods
to normalize for packing density; however, it is the intent of every technique to
minimize possible sources of error. An additional positive eect of smaller grain
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sizes is that they allow for a higher packing density. This increases the absolute
amount of sample that can be placed in the EPR cavity. The Bruker EMXmicro
resonator that was used in all experiments has a limited size (3.4 cm) and the
absorption intensity varies along the length of the resonator. It is highest at its
center and then declines in a Gaussian shape to the top and bottom of the resonator.
This means that the goal is to maximize the amount of possible paramagnetic
species in the resonator and especially in the centre. Thus, higher packing densities
will allow for a higher EPR signal.
Grinding experiments showed that there is no concern about additional sig-
nal from grinding procedures. No evidence was found for a grinding induced signal
that would not be observable in samples that were crushed with a vice. This means
that the less time intensive method of grinding in a mortar can be used for sample
preparation. This is especially important for future use of EPR for mollusc dosime-
try. In the case of measurement in a contaminated environment, the shells would
incorporate the nuclides or be exposed through contamination in the esh while
still in the environment. This means that it needs to be ensured that no additional
signal is introduced (i.e. through grinding) in any process between collection and
measurement. If this was the case, future measurements could be overestimated
with the potential to raise alarm about environmental contamination. However,
these experiments showed the absolute need for an amplitude standard to make
amplitude height normalization possible and correct for uctuations due to instru-
ment and the environmental conditions.
Eects of Measurement Methods and Instrument Parameters
When adjusting spectrum acquisition parameters, great care has to be taken to
understand the eect of the settings on the radiation induced signal and, therefore,
on the conclusions drawn from these results. In the case of zebra mussels the
signal of interest is so narrow that a decision was made to select a modulation
amplitude that being 0.02 mT is larger than the signal width of 0.017 mT. While
this overmodulates the signal, it decreases the noise. An overmodulated signal,
however, means that the signal height will no longer be directly proportional to
the number of paramagnetic species in the sample. In the present case, quantitative
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measurements of the spin system were not needed for correlation of the radiation
dose to the EPR signal, so the selected modulation amplitude helped increase
the signal-to-noise ratio. If quantitative measurements should be needed in the
future, it would be possible to measure them with the same modulation amplitude
since the double integral of the signal is still proportional to the absolute spin
number. In this case, great care will be needed to set an appropriate baseline that
is representative of the background. It should be noted here that increasing the
modulation amplitude to decrease noise was only possible in a small range in the
present experiments with zebra mussels. With larger modulation amplitudes, the
signal will be distorted too much and satellite peaks start contributing to its signal
height.
Larger modulation amplitudes are a good method of decreasing noise, however
if this is not available, other methods of signal improvement can be employed. One
of them is increasing the number of runs that the signal is averaged over. Of course,
this will increase the total aquisition time, but it comes with the benet of adding
ne tuning of the cavity before each repetition. This method was largely used in
samples of Group III, which were showing very low signal, where 25 repetitions of
the spectrum were averaged. Alternatively, conversion time and time constant can
be increased. This will increase the scanning time for each single spectrum which
was a large concern in these samples, especially for Group III samples with their
multiple runs. Additionally, great care has to be taken when increasing the time
constant, since this can lead to spectrum distortion and even "ltering out" of the
signal. It was decided that an increase in number of shorter runs was preferable,
since it was also less sensitive to spectrometer uctuations during continuous signal
aquisition. This methodology was optimized so that six samples of one dose group
of Group III could be measured in approximately 1 h.
One major parameter that can inuence the EPR signal is microwave power or,
considering the method with which this parameter is controlled, attenuation, which
is equivalent. Power uctuations have been a large concern during all performed
experiments. Extensive power saturation studies were performed on all samples to
characterize the response of the radiation induced signal to power increases. This
is especially important for zebra mussels, since their signal oversaturates at higher
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power, which means that a lower attenuation will also decrease the signal in a
hard to predict manner. An additional issue was that dierent groups of samples
had slightly dierent saturation points based on their initial background signal.
Finally even the same group of samples exhibited dierent responses to increasing
microwave power based on the quantity of radiation absorbed. An attenuation
of 26 dB ensured that all samples were measured in the linear range. This and
and especially diligent control that samples were measured with the same power
settings before and after irradiation greatly improved the quality of signal analysis.
Dose Response of Zebra mussels
All zebra mussel samples collected from the Great Lakes show a clear increase of
EPR signal proportional to the absorbed photon radiation. It is of special interest
that while this behaviour is observed in all sample groups, the initial signal is quite
dierent between them as is the rate of the response.
The background signal of Group I is higher than the signal of Group II by
approximately 50%. The background signal of Group III is so much lower than
these of Group I and II that the measurement parameters had to be changed and
no quantitative comparison was possible. It is likely that these discrepancies are
due to the environmental conditions when the samples were collected. Sample
Groups I and II were collected in spring after some weeks of intensive sunshine.
Additionally, the samples were collected directly from the beach where they had
been washed out. Their general appearance of faded shell colours suggest that they
had been lying in the sun for extended periods of time. Contrary to this, Group III
samples were collected in winter from under a snow cover after an extend period
of stormy weather. Shells were still partially lled with the animal and the colours
were vivid. This suggests that the shells had been recently washed ashore and had
not been exposed to much sunlight.
The above observations were instrumental to interpret this eect. It has been
observed (e.g. in human teeth) that UV light can induce an EPR signal. It is
a reasonable assumption that this is the driving factor between the dierence in
background signal. Additionally, it should be taken into consideration that mussels
are living organisms, and as such the composition of their shells will vary based on
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available nutrients during their lifetime as well on the chemical composition of the
water. This leads to the conclusion that creating a single zebra mussel calibration
curve for the purposes of dosimetry will be challenging, especially if the samples
are gathered from locations where additional signal could be induced, as was the
case with Groups I and II. Further work on analyzing samples directly from the
lake over consistent time periods will provide more insight into this problem, as
seasonal and environmental changes have to be taken into account as well.
The second observation centered around the dose response of zebra mussels is
that the amount of signal increase between groups deviates. In Group I, the EPR
signal increases by 31% for an increase in dose of 10 Gy. Very similarly, in sample
Group II, the increase for 10 Gy is 41%. This changes signicantly for Group III.
Here, an increase of 494% is observed for an increase in dose of only 5 Gy. This
corresponds to an increase of almost a six-fold.
From both previous observations, the dose response could be correlated to the
amount of paramagnetic species already in the sample. A saturation eect with
increasing radiation doses has been observed in the past for sh as well as for a
variety of mussel species. Most prominently, this was shown for blue mussels and
oysters, which exhibit signal saturation over 4 Gy (Section 2.3.5). It is conceivable
that a saturation eect could be due to UV irradiation, since paramagnetic centres
are going to be produced by the same physical principles, no matter if the absorbed
radiation is in the UV range or of a higher energy. The rate of paramagnetic centre
induction will not necessarily be the same; however, if the shell was exposed to the
sun for long enough it is possible that the number of paramagnetic centres may be
comparable to absorption of multiple Gray of gamma radiation.
Based on the above considerations, it is likely that Group I and II were already
in the saturation range when collected from a sunny beach. It is still remarkable,
that a dose response can be observed. In Group III, being collected in winter and
freshly washed up from the lake, the UV induced signal would be minimal. And
as such, the sensitivity to added irradiation was higher. As before this points to
the impossibility of generating a single calibration curve for dose measurement of
zebra mussels. On the contrary, there is evidence that the dose response  the rate
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of change correlated to the rate of change of absorbed dose  is dierent for each
sample group.
Resolution Considerations
Resolution as a qualitative concept is answering the question of whether two sep-
arate measurement points can be distinguished. Quantitatively, this question can
be answered by examining the error associated with each measurement point. It
can be assumed that if the error of a measurement is larger than the dierence
from the next measurement point, then a distinction between them is dicult. In
the case of the standard deviation being given as the error, this means that the
probability of the true value being in the range of the error bars is 1 σ or 68.2%. To
examine the dose-response curves produced in this work quantitatively, a criterion
was introduced: two points can be considered distinguishable if the mathematical
expression of this consideration holds, expressed by Equation 6.1.
y2 − y1 >
(2 · stdev1 + 2 · stdev2)
2
(6.1)
In this way, the dose response curves of each experiment can be evaluated. In
the following, the points of each dose response curve will be analyzed to determine
how well single measurement points can be distinguished from one another. This
is a predictor of how well this measurement technique will perform when using
it to determine the dose of an unknown sample. The comparison to the native
signal at 0 Gy will enable the assessment of the minimum dose at which a signal
of an irradiated mussel can be distinguished from an unirradiated an unirradiated
mussel. This is presented in Tables 6.1 through 6.3 for the three dose-response
experiments using sample Groups I , II and III respectively. In this matrix "Dose
1" is compared with the dose point "Dose 2". Equation 6.1 is used to determine if
the two considered points can be resolved based on the resolution criteria dened
above. If this is the case, the dose comparison is marked with "3", otherwise "7"
is used.
In Group I zebra mussel samples were irradiated with 137Cs. As discussed in
Chapter 5, from the dose-response curve (shown in Figure 5.7(a)), a linearity of the
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Table 6.1: Application of Equation 6.1 to the sample measure-
ments of Group I to determine which measurement points can be





1.2 3.0 4.9 10.0 13.5 18.6 32.1
0 7 3 7 3 3 3 3
1.2 7 7 3 3 3 3
3.0 7 7 3 3 3
4.9 3 3 3 3
10.0 3 3 3
13.5 7 3
18.6 3
p-p height of the radiation-induced peak with dose was detectable. The measure-
ments at the doses of 1.2, 3, 4.9, 10 Gy as well as above that at the doses of 13.5,
18.6, and 32.1 Gy, irradiated with a medical LINAC, showed large errors. This
was attributed to a variety of factors introduced through experimental techniques
and can be used to demonstrate the above theoretical considerations for distin-
guishing measurement points. In this sample set the rst dose pair passing the
dened criteria is 0-3 Gy. Due to the large error bars on the dose point at 4.9 Gy it
can not be distinguished from a sample that has not been irradiated (0 Gy). The
diagonal in the table describes neighbouring dose points. For this sample group
the rst neighbouring dose points that can be distinguished are 4.9 and 10 Gy. It
is of note that even at high doses, the dose points of 13.5 and 18.6 Gy cannot be
distinguished.
Group II was irradiated with a medical LINAC at the Oshawa Hospital to ve
doses: 0.9, 2.7, 4.5, 9.5 Table 6.2 shows the results of applying Equation 6.1 to
all dose points. The observations from the description of Figure 5.8(a) that had
large error bars at the dose point of 2.7 Gy can be veried here. Indeed the EPR
signal measured at this dose cannot be distinguished from either its neighbouring
measurement nor the unirradiated sample. All other doses can be distinguished.
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Table 6.2: Application of Equation 6.1 to the sample measure-
ments of Group II to determine which measurement points can be





0.9 2.7 4.5 9.5
0 3 7 3 3
0.9 7 3 3
2.7 3 3
4.5 3
The last experiment with samples from Group III, performed with a 60Co ra-
diation source at Chalk River Laboratories scores best of the three dose-response
experiments. The dose to which the sample groups were irradiated had smaller
increments between them, being 0.2, 0.5, 1, 1.5, 2, 3, and 5 Gy, shown in Figure
5.10(a). Compared to the previous experiments, the increments were as small as
0.2 Gy, as opposed to the smallest increment being 0.9 Gy in Group II. Every dose
point tested can be distinguished both from the neighbouring point as well as from
the unirradiated sample. The signicance of this observation is that irradiations
as small as 200 mGy are distinct from the background (unirradiated) signal. It is
also of note that the error presented is not normalized by the sample number in
each group. This makes possible potential improvement of the accuracy of this
method by increasing the sample size and then evaluating the relative error of the
measurements.
Potential Sources of Error
From the above discussion, several conclusions can be drawn concerning a po-
tential use of this methodology for monitoring purposes. For this to be feasible,
however, the main sources of potential systematic error have to be addressed. Two
main categories should be considered: sampling control with respect to seasonal
changes, and optimized analysis of the EPR samples. The most important con-
sideration concerning sampling is the control of environmental conditions that can
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Table 6.3: Application of Equation 6.1 to the sample measure-
ments of Group III to determine which measurement points can be





0.2 0.5 1 1.5 2 3 5
0 3 3 3 3 3 3 3
0.2 3 3 3 3 3 3
0.5 3 3 3 3 3
1.0 3 3 3 3
1.5 3 3 3
2.0 3 3
3.0 3
induce paramagnetic centres which will be detected during EPR measurements. In
terms of sample analysis, the major concern is ensuring stable storing and mea-
surement conditions. These contributing factors were observed qualitatively during
the course of this work, and further analysis will be needed to establish their con-
tributions and control them. The following discussion is meant to guide future
endevours in this process.
The most prominent observation in the experiments on EPR dosimetry is that
each sample group had a dierent background (un-irradiated) signal. One way
that the quantity of paramagnetic species can change is through varying chemical
composition of the shells. This would likely lead to a dierent distribution of
relative intensity of the signal at the various g-factors that were measured. As
diering impurities are incorporated into the shell, the lattice composition changes
and so will the location and quantity of various lattice defects that in turn drive
the production of paramagnetic centres during irradiation.
A much larger eect can be achieved by signal being induced through other
types of radiation. Since any ionizing radiation with sucient energy will induce
an additional EPR signal, it is important to be able to distinguish between signal
induced due to radioactive contamination and signal induced from other sources.
As discussed above, it has been theorized that this eect caused the very large
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deviations in background signals from dierent sample groups. Controlling for this,
would mainly mean controlling the absorption of UV-radiation by the shells, since
it is of high enough energy to potentially induce radiation dependent paramagnetic
species in the calcite matrix. This would imply either gathering samples where the
background is known or, alternatively, minimized.
It was noted on several occasions that humidity might be a contributing factor
in measurement uncertainty. This was rst noticed when lling alanine powder
used for experiment dosimetry in summer versus winter. The powdered samples
were harder to handle in summer during humid conditions. Similar observations,
but much less pronounced, were made with powdered shell samples. In some cases,
a higher signal was observed when measuring during days with high ambient hu-
midity. This was not studied quantitatively, since these observations were typically
not very pronounced. This would align with the observation of drifting diode cur-
rent at the spectrometer controls on hot and humid days. A better understanding
of the inuence of humidity both during storage and measurement is paramount
for an increasing accuracy in measurements.
Some additional sources of error were noticed during experimentation. Lessons
learned were partially incorporated in each subsequent experiment if feasible and
will briey be summarized here. The major challenges related to performing the
EPR measurements are reference signal, sample positioning, and avoiding tube
contamination. First and foremost, an amplitude standard substantially decreased
the error of these experiments. When installed into the cavity, it provides a ref-
erence value for the amplitude of the EPR signal. Secondly, positioning of the
sample is quite challenging in the Bruker EMXmicro spectrometer. The base of
the EPR cavity has a removable stand with a hollow to help align the sample.
While this is a practical design to prevent accidental shearing and breaking of the
tube, it has its challenges in other aspects. It is exceptionally dicult to position
the stand in a way that will both support the tube and also ensure that the full
height of the tube is in the resonator while the stand is fully outside of the res-
onator. A change in lling factor of the cavity and substantial reduction in signal is
the result of the stand reaching into the active volume of the cavity [62]. A minor
issue that occurred during experimentation was signal introduced by electrostatic
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charges induced when wiping the sample tube. This was noted very early in the
experimental process and ethanol on "Kimwipes" was shown to prevent this eect.
This was later replaced by methanol for shorter evaporation times.
Finally, ensuring comparable packing density in samples was a continuous
source of contention during all experiments. Higher packing density means that
more sample will be in the active volume of the cavity, hence a higher EPR signal.
This was accounted for in normalizations mathematically and practically by gen-
tly tapping the tube to help the sample settle. However, it should be noted that
normalizations may also introduce uncertainty, since they rely on ll height mea-
surements. This problem is directly related to grain size. In initial experiments,
it was observed that larger grain size will result in lower packing density (Section
5.4.1). While the grain size was controlled with a sieve assembly, an inspection
of the samples showed subtle dierences between samples that were lled in tubes
rst and last from one single batch of powdered shells, with the latter appearing to
have smaller grain sizes on average. This is very likely a manifestation of granular
convection, also called the Brasil-nut eect, which describes that larger particles
will rise to the top of a mix of granular material of dierently sized granules.
6.2.3 Recommendations for EPR Dosimetry of Mollusc Shells
EPR spectroscopy, when used for the purpose of dosimetry, measures lifetime dose.
The radiation induced paramagnetic species typically only degrade minimally and
will accumulate over the time of exposure of the calcied tissue in question. An
important distinction here is that this mechanism does not require the organism to
actually be alive. If the shells of a dead mussel continue to be exposed to a radiation
source, either one that has accumulated in the shell or from the environment, the
absorption of ionizing radiation will continue, and so will the induction of detectable
paramagnetic species. In this context, "lifetime" actually refers to the duration of
the exposure which does not necessarily translate to radiation dose to the organism
inside the shell. This needs to be kept in mind when using EPR for dosimetry of
shelled species. It is a physical eect of the shell as a lattice that is exploited here
and not a biological eect linked to the organism. This gives it an advantage as a
ecosystem monitoring method but to equal amounts a disadvantage as a method
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to monitor individual organisms. With this in mind, some recommendations can
be given for future uses and applications of this methodology.
From the experimental work and theoretical considerations, a number of im-
provements can be considered in order to guide future development of EPR dosime-
try in aquatic environments. These are primarily based on the potential sources
of error discussed above. They concern methods of sampling, preparations of sam-
ples and laboratory conditions, and experimental techniques for the EPR measure-
ments. Each of these categories will be discussed in the following.
The major concern that can be partially remediated by a sound sampling pro-
gram is the seasonal and potential regional dierences. In the present situation, this
was not of major concern, as experiments were designed as a proof of concept and
as such, study of the material was the focus and not ecological sampling methods.
However, future sampling techniques would benet from an expanded review of the
environment they are to characterize. Additionally, sampling locations should be
chosen to minimize the exposure of samples to other forms of radiation such as UV
light from the sun. One option to control for this would be to restrict sampling
on the beach to the winter months. Alternatively, live samples from deeper water
could be obtained where much of the UV light is ltered out. Beach sampling
is much less involved than sampling from a body of water. A collaboration with
facilities that routinely scrub zebra mussel population from intake pipes could be
benecial in the acquisition of samples that have been shielded from an abundance
of sunlight. In any case, the development of regional baselines that will capture
these dierences are of signicant importance to the successful implementation of
this method for radiation monitoring.
While a number of changes were already made based on quantitative and qual-
itative observations during experimentation, there are still improvements that can
be implemented to increase the reproducibility concerning conditions in the lab.
From alanine dosimetry to measurement uctuations, all stages of the experiments
are inuenced by environmental conditions in which they are performed, with the
most prominent being humidity. For powdered samples, this is due to possible up-
take of humidity which makes them hard to handle and, in the worst case, has the
potential to inuence the measurement outcome. In the case of the spectrometer,
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diode uctuations were observed on particularly humid days which can increase
the noise of the measurement and make tuning the cavity and maintaining stable
measurement conditions impossible. The latter can be considered a low-probability
risk, since it occurred only twice in three years of experimentation. Additionally,
analysis of the impacted samples did not show any systematic deviation of mea-
surements. Nevertheless, it is a factor that should at least be controlled to facilitate
development of EPR dosimetry to lower detection levels and better resolution. For
samples, this can be addressed by storing everything in dessicators and using freeze
drying techniques to reduce water in the samples. In the case of laboratory con-
ditions, a dehumidier can be used and environmental controls should be installed
and logged together with every measurement.
Finally, the way in which EPR measurements and data analyisis is performed
also induces some uncertainty into the outcome. While the nature of the method-
ology is complex enough that easy solutions to this are not always attainable, a
closer investigation into two issues would be a good starting point to increase sensi-
tivity and accuracy of measurements. The rst is the placement of samples. In the
present work, this was addressed by marking the sample tube based on calculation
of the resonator size. Additionally, once the placement problem had been noticed,
the same sample tubes were re-used in every measurement of each sample so that
relative measurements would negate this eect. It is recommended that future ex-
periments use a fastened O-ring on the tubes that will stop any tubes from sliding
too far into the cavity. Additionally it might be warranted to modify the stand in
a way that will prevent it from entering the resonator. When considering analy-
sis techniques, the most important recommendation would be to include a power
normalization in the signal height measurements. Power uctuations were sought
to be minimized by using the same type of sample, tube, and overall measurement
geometry as well as attenuation setting. However, it is the nature of EPR spec-
troscopy that power uctuations will occur. A normalization for this eect has the
potential to greatly increase the accuracy of measurements.
In summary, as with all scientic work, the potential for improvement is never
exhausted. For EPR dosimetry to be a viable method in radiation contamina-
tion monitoring, a sampling methodology needs to be instituted. Large quantities
Chapter 6. Discussion and Recommendations 185
of samples will require careful documentation and control of environmental con-
ditions both inside and outside the laboratory. While present experiments have
greatly improved the detection limit of this method, expanded standardization of
measurement techniques have the potential to decrease this even further.
6.3 Outlook
In this work, a novel methodology for measurement of radiation in freshwater
aquatic environments was explored using EPR spectroscopy. The potential of dose
detection down to 0.2 Gy in the shells of Dreissenid mussels from Lake Ontario
was explored and methods for potential improvement of this limit can be recom-
mended. With this in mind, EPR measurements of shelled species, especially zebra
mussels, that are well suited, abundant, and as an invasive species not protected
in North American waterways, could prove to be a valuable tool in preparedness
and response to accidents involving releases into the environment. Additionally, it
is conceivable that with an improved detection limit, zebra mussels could be used
as a triage methodology for regular monitoring. In conclusion, the technique of
EPR dosimetry  which is well established for measurements of human calcied





A.1 G-10 Irradiator Dose Prole
The spacial prole of the G-10 Cs137 at FESNS was measured using alanine powder
[72] (Figure A.2).
Figure A.1: Beam prole of the G-10 source at 34 cm from the
source. Lateral distance is measured parallel to the oor from the
centre of the sample holder in each direction. Adapted from [72]. Er-
ror bars showing the standard deviation are smaller than datapoints.
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A.2 Alanine Calibration Curve
Dosimetric measurements in this work are performed mainly with alanine powder
in microcentrifuge tubes. Calibration of the alanine samples was performed specic
to the Bruker EMXmicro EPR using the G-10 source at FESNS. TLDs and OSL
nanoDots were used for reference dosimetry for the calibration curve [62]. The
alanine calibration curve for all dosimetric measurements using alanine powder is
shown in Figure A.2.
Figure A.2: Alanine calibration curve used for dosimetric mea-
surements. Adapted from [62] with 2σ error bars.
The calibration equation (R2 = 0.0995) used, described in practical terms to
calculate dose from intensity, is:
x = 0.00624 · y (A.1)
where:




Special Case: Radiation Eects to
Medaka
The types of radiation that have been used to study eects on Medaka (Oryzias
latipes) are X-rays [79, 57, 52, 49, 208], 60Co [57, 50], 137Cs [80, 109, 49, 58, 158],
high energy neutrons [109, 82] and tritiated water [80, 81, 58]. To determine the
sensitivity of Medaka to various irradiation regimes following variations were used:
single irradiation at a dened stage of the embryonic or life cycle, fractionated
irradiation with dened time intervals, single irradiation with varying dose rates,
chronic irradiation over a dened period of time.
The endpoints investigated were mainly mortality after irradiation in embryonic
or adult life stages and hatchability after irradiation during embryonic development,
cell apoptosis and teratogenesis. In later studies cell apoptosis and teratogenesis
were investigated looking at vertebral malformations, brain cell death, cell damage,
formation of apoptotic cell clusters and time response for micronucleus induction
in gill cells by detection of DNA double-strand breaks [171]. In addition genetic
eects of radiation on fertility, fecundity and germ cell mortality and mutations
were studied. Finally generational studies were performed and the eects on the
ospring of irradiated parents as well as lethal mutation of the ospring of crossbred
irradiated and non-irradiated parents was investigated [53, 51].
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Mortality
Mortality was observed usually 30 days after irradiation. A summary of the used
doses and irradiation regimes is presented in Table B.1.
Table B.1: Doses and irradiation methods used in studying medaka
mortality.
single fractionated dose rates chronic
X-rays 3.5 Gy/min
4.3 Gy - 256 Gy
3.5 Gy/min





up to 42 Gy
0.005 -
0.9 Gy/min
31 Gy - 42 Gy

137Cs 0.0137 Gy/min
0 Gy - 15 Gy
  0.44 -
1.89 Gy/day
3 Gy - 15 Gy
Tritiated
water
   9.25 27 Bq/ml





0 Gy - 0.5 Gy
  
The most notable results were:
• For X-ray single irradiation under 8.7 Gy no increased mortality after 30 days
[79].
• For X-ray single irradiation over 8.7 Gy increased mortality after 7, 30 and
450 days for irradiated embryos and adult sh [57, 52].
• Dose-survival time curves obtained for single X-ray irradiation depending on
the life stage [79].
• Dose independant range for single X-ray irradiation (10 days) for adult sh
observed [79].
• Fractionation eect: time dependant (observed for X-ray irradiation and
60Co) for adult sh. The amount of residual damage is not correlated with
the number of fractions but with the time from the rst to the last irradiation
[57].
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• Dose-rate eect (observed for 60Co) [57].
• At low temperatures no fractionation or dose-rate eect [57].
• Mortality linear with dose (for tritium and 137Cs) [80].
• LD(50/20) for 137Cs 25.7 Gy [109].
• LD(50/20) for neutrons (ranging from 1 to 800 MeV) 0.53 Gy [109].
• RBE for neutrons (ranging from 1 to 800 MeV) respective to γ 48.1 [109].
B.1 Hatchability
Hatchability was investigated 7 - 8 days after irradiation, which is performed 3 -
9 hours after fertilization or at dened embryonic life stages. A summary of the
doses used and irradiation regimes is presented in Tab. B.2.














3 - 15 Gy
Tritiated
water
  9.25 - 37 Bq/ml
3 - 15 Gy
Neutrons
2 MeV
  0.78 Gy/min
0.8 - 69.6 Gy
A comprehensive list of the observations is presented below.
• Over 8.7 Gy of x-ray irradiation the hatchability is slightly decreased [52].
• Radiosensitivity to x-ray radiation at certain life stages of the embryo in-
creased (5 h and 15 h after fertilization). If the same dose is given at 5 days
after fertilization no eect on hatchability is observed. [49].
Appendix B. Special Case: Radiation Eects to Medaka 191
• Dose-rate eect for 137Cs γ-radiation observed (very distinct if irradited 9 h
after fertilization)[49].
• Fractionation eect for x-ray irradiation observed[49].
• Fractionation and dose-rate eect disappear at low temperatures[49].
• No reduction in hatching rates during chronic irradiation with tritiated water
and 137Cs (but reduction in survival after 1 month)[81].
• RBE for neutron (ranging from 1 to 800 MeV) irradiation depends highly on
the embryonic stage investigated [82].
B.2 Cell Apoptosis and Teratogenesis
The endpoints investigated were vertebral malformations, brain cell death, cell
damage 20 days post-irradiation at the head and tail and formation of apoptotic
cell clusters.
Some observations were:
• Vertebral malformations start occuring at about 4 Gy when chronically irra-
diated with γ and β-rays (9.25 Bq/ml - 37 Bq/ml, 3 Gy - 15 Gy)[81].
• Vertebral malformations induced by γ and β-rays are comparable. Linear-
ity with dose for chronic irradiation was observed. The RBE for vertebral
malformations for β-rays respective to γ is estimated to be 1 [81] .
• Over 10 Gy acute x-ray irradiation histological abnormalities in the brain
and retinae are observed, the severity depends on the embryonic stage during
irradiation [208].
• Cell damage 20 days post irradiation with 137Cs (822 mGy/h, 0 Gy - 15 Gy)
has a linear dose response [109].
• For cell damage 20 days post irradiation with neutrons (1 MeV - 800 MeV,
0 Gy - 0.5 Gy) the RBE respective to γ-radiation (137Cs) is estimated to be
24.9 [109].
• Over 5 Gy acute irradiation (1.3 Gy/min) given before hatching results in
apoptotic cell clusters that disappear after 2 days[207].
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B.3 Germ Cell Mortality
Irradiation for investigating germ cell mortality took place just after fertilization of
the egg and was evaluated after hatching or at dened developmental stages. Tab.
B.3 is a summary of the doses investigated.
Table B.3: Doses and irradiation methods used in studying medaka
germ cell mortality.
single dose rates chronic
60Co 3.9 Gy/day
0.1 - 206 Gy
 
137Cs  0.14, 2.5 Gy/min
10 Gy
0.1 - 2.12 Gy/day
0.8 - 3.4 Gy
Tritiated
water
  0.4 Bq/ml
1.1 - 4.76 Gy
The eect observed are listed below.
• Dose dependant decrease of germ cells observed for 60Co γ radiation: over
3.9 R/day no survival [50].
• No oxygen eect observed for 137Cs γ-rays [158].
• Heat and hypoxia induced partial radiation resistance for 137Cs γ-rays [158].
• No dose rate eect for primordial germ cells observed (137Cs) [158].
• Chronic 137Cs γ-irradiation: 0.35 Gy for 50% survival of male cells and 0.3 Gy
for 50% survival of female cells [58].
• Chronic tritiated water exposure: 0.19 Gy for 50% survival of male cells and
0.14 Gy for 50% survival of female cells [58].
• RBE of 1.8 for tritiated water respective to γ-radiation [58].
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B.4 Fertility and Fecundity
Fecundity and fertility were investigated 1 year after fertilization. It was observed
that the frequency of oviposition is unchanged with dose for chronic 137Cs γ radia-
tion one year after fertilization [80]. But the number of normal eggs decreases with
dose for chronic 137Cs γ radiation one year after fertilization [80, 76].
Investigating germ cell mutagenesis as an eect of high-energy cosmic nuclei,
a low number of viable mutations was found [159]. Also, in the male germ cells
of medaka, the stage during spermatogenesis most sensitive to radiation-induced
cell death is in early dierentiating spermatogonia, the immediate descendants of
the stem cells (4.75 Gy γ-rays)[110]. It has to be noted though, that germline
mutations vary between dierent families of medaka [177].
B.5 Eects on the Ospring
To study eects on the ospring, the parents were irradiated chronically with a
74 MBq 137Cs source in a mesocosm for 28 days. The delivered dose rate was
350 mGy/d and the average overall dose 10 Gy [76]. It was observed that the
percentage of viable eggs is lower as well as the percentage of hatchlings. Finally
a reduced 10-days post-hatching survival rate is observed.
At a subsequent study, the mean number of mutations for irradiated families
(137Cs 68 mGy/day, total of 3 Gy for females and 10.4 Gy for males) indicates
induction of germline mutations from chronic irradiation. The increase in the
microsatellite mutation rate is greater than expected from direct interaction of




Eects of radiation on American
Flagsh
In order to add to the knowledge base of radiation eects on non-human biota,
it is important to dene benchmark values for dierent species. An experimental
set-up was designed to investigate eects from irradiation with 137Cs to American
Flagsh. Preliminary experiments to assess the suitability of the methodology were
conducted by exposing Flagsh eggs to 44 h of ionizing radiation at various dis-
tances from the source to achieve absorbed doses of approximately 4, 8, 11, 13 and
17 Gy. The subsequent observation of the developing fry showed no eect on hatch-
ing. However, the mortality and observed vertebral malformations were increased
with increasing absorbed dose which is suspected to be a result of developmental
defects in the embryonic stage.
This appendix presents preliminary results of experiments conducted in 2014.
This research was not pursued due to technical obstacles, breeding problems of
the agsh and infrastructure problems that made it challenging to control en-
vironmental eects to the research organism. Subsequent 30-day survival studies
had to be terminated before signicant results could be obtained. However, it
was deemed appropriate to present the only fully completed study for reference to
future endeavours in this direction.
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C.1 The Research Organism American Flagsh
The American Flagsh (Jordanella oridae) was investigated as a possible addi-
tional research animal for radiation eects experiments, as well as to add to the
knowledge base of radiation eects to aquatic biota. The Flagsh is a freshwater
sh that can be found in environments with wide variation of temperatures and has
been proven to be an excellent test species for laboratory studies. This is mainly
because of their ease of breading and short life cycle of approximately 90-120 days.
They also exhibit distinct behavioural patterns, especially in paternal care that
inuences the survival of the species. [20]
C.2 Experimental Set-up
In order to establish the American Flagsh as a research organism and adding to the
data of radiation eects on aquatic biota for a construction of the reference animals,
the observations on Medaka or the deviation from them have to be investigated.
Based on the knowledge obtained from irradiation of Medaka, an experiment was
designed with the capability to determine the eects of ionizing radiation on the
hatchability of Flagsh embryos as well as experimentally establish an LD50/30 for
137Cs.
All work was done in compliance with the Animal Usage Protocol that was
submitted and accepted by the Animal Care Committee at Ontario Tech as well
as with the regulations put in place by the Ontario Ministry of Agriculture, Food
and Rural Aairs. The Three R's of humane animal experimentation (reduction,
renement, replacement) were achieved by careful experimental design geared to-
wards using as few animals as possible while maintaining statistically signicant
results.
Flagsh eggs were collected one day after fertilization in collaboration with the
Tier-I Research Chair in Aquatic Toxicology at Ontario Tech. Subsequently they
were placed 44 hours in a 137Cs beam (Hopewell G10 gamma beam irradiator with
an activity of 7.85 Ci at the time of irradiation). During the embryonic stage and
after hatching the Flagsh were monitored in a controlled environment at 24-25 ◦C
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(a) (b)
Figure C.1: Containment for temperature control (a) and agsh
egg containment for exposure(b).
water temperature until the fry had absorbed the yolk sack. They were observed
daily through an optical microscope to assess their tness and track possible mal-
formations. Moribund fry were removed and accounted for.
• Glass containment 4'x 18 with a shelf (mesh) at the height of 8 (terrarium)
(Figure C.1(a)).
• Two heating pads on the bottom of the containment providing 24.5 ◦C
• Two heating pads on the back of the containment connected to a thermostat
providing constant temperature of 25.5 ◦C
• Daylight lamp and timer with an eight hour night-period.
• Lab-water container and rearing solution with airstone.
After receiving the eggs they are placed in the terrarium. When the material for
transfer to the exposure containers is ready the eggs are evenly distributed in two
petri dishes and the eggs are separated from each other as far as possible without
damaging them. The foam is placed into a plastic container and soaked with raring
solution. A folded kim-wipe is placed on top and stretched to prevent folds. The
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eggs are spaced out quickly and covered with a second kim-wipe and the polishing
pad. They are inserted into the irradiation container (Figure C.1(b)) and lled up
with rearing solution on the side of the foam. The procedure has to take less then
6 min to prevent the eggs from drying out.
After a calibrating period of a week before the start of experiments the tem-
perature deviations of the enclosure were under 0.5 ◦C. The rearing solution tem-
perature as well as the water were monitored daily with an infrared thermometer.
During the rst two days of irradiation the temperature was approximately 22 ◦C is
due to the environmental controls in the irradiation bunker and once the eggs were
transferred into the containment a constant temperature of 25 ◦C was maintained.
C.3 Irradiation Protocols
The irradiation set-up can be seen in Figure 2. The container with the Flagsh eggs
was placed at calculated distances from the irradiator to achieve a variety dose rates
and as a result total absorbed doses of 4, 8, 11, 13 and 17 Gy. Dosimetry was done
with a set of 137Cs calibrated Landauer Optically Stimulated Luminescence (OSL)
Dosimenters. The control group was kept in the same room behind a concrete wall
and lead shielding. Monitoring through OSL dosimeters ensured that the shielding
was sucient.
The containers are placed in front of the source (Figure C.2(a)) or behind the
lead shield for the control group (Figure C.2(b)) with the lid of a petri dish to
prevent excessive evaporation. Exposure is performed in two sets of 22 h. After the
rst set, the temperature of the control group and the irradiated group is recorded.
If necessary (due to evaporation) the rearing solution is lled up and the second
set is started. Daily procedures post-irradiation include:
• Daily change of rearing solution in the Petri dishes.
• Count and solution change at the same time of day.
• Recording of the containment temperature.
• After hatching the fry are placed in plastic basins (1 L).
• Daily check of water quality.
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(a) (b)
Figure C.2: Irradiation Setup for the exposed groups (a) and the
controls behind lead in the maze of the irradiation facility (b).
• 500 mL are changed daily from the basins.
C.3.1 Experimental Constraints and Statistical Considera-
tions
Ideally in biological experiments a mortality of less than 10% in the control group
is desired. To achieve this, a population of agsh eggs and embryos was observed
when undergoing various stages of experimentation without nal radiation expo-
sure. This was done to identify and eliminate the possible mistakes that would
result in damage of the eggs during handling. During those trials three main prob-
lems were identied.
Firstly, in order to protect the eggs, keep them humid at all times and damage
them as little as possible, they were simply transferred from the falcon tube onto
the foam with a pipette. However, the pressure from the foam pads increased the
pressure they were applying to each other. This led to a mortality of close to 30%.
Consequently the decision was made to separate the eggs in a Petri dish rst and
then transfer them individually onto the foam pad.
Appendix C. Eects of radiation on American Flagsh 199
Secondly, the time of transfer from the Petri dish where they are stored after
collection to the foam and in the irradiation container is crucial. The eggs are in
danger of drying out during that time which leads to high mortality subsequently.
An optimum time of a maximum of 5 min was determined in order to achieve
proper spacing out of the eggs on the foam without increased mortality due to lack
of water. Of course this time constraint limits the amount of eggs that can be used
in a group.
The nal consideration was the lowered temperature in the room where the G-
10 irradiator is located. As discussed before, the water temperature did not exceed
23 ◦C. This by itself did not have any considerable eects except for a slight shift
in hatching dates. However since the temperature is centrally controlled, a power
failure and subsequent temperature decrease resulted in very high mortality rates.
This can only be resolved by close collaboration with University facilities and very
rigorous temperature monitoring.
Based on those experimental considerations and by monitoring the mortality
of the control group the optimum specimen number could be determined. For
each irradiation treatment a total of 100 fertilized eggs were used of which 50 were
randomly allocated to the control group. With this methodology, the mortality of
the control group over the course of ve experimental rounds was achieved to be
as low as 2% with a maximum of 12% after the initial high mortality due to the
transfer into the irradiation containers (Table C.1).
C.4 10-day Survival Experiments
Several observations were made in the maturation time of 10 days post fertilization.
No eect on hatchability could be observed. However, a minimal increase in embryo
malformations could be noted with increasing dose (Table C.1. As expected the
mortality increased when the total absorbed dose was increased. At absorbed dose
of 15 Gy the mortality was observed to be approximately 40%.
The Flagsh eggs were placed at distances calculated to deliver 2, 3.8, 5.5, 6.9
and 8.5 mGy/min resulting in theoretical absorbed doses of 5.6, 9.3, 14.5, 18.2 and
22.5 Gy. Those calculated dose values were obtained without the attenuation of
Appendix C. Eects of radiation on American Flagsh 200
1.5 cm water that is shielding the sample. To determine the absorbed doses deliv-
ered to the Flagsh eggs, separate measurements were performed with a nanoDot
OSL as a place holder for the sample. Absorbed dose rates were measured to be
1.44, 3.03, 4.27, 4.82, and 6.26 mGy/min with an average percent error of 11.3%.
The irradiated groups will be referred to as 1-5 respectively to the dose in ascending
order.
Group 1 showed over 50% mortality in the irradiated group as well as the control
group and was therefore discarded from the experiment. Experimental results are
documented in the daily monitoring sheets. It has to be noted that Group 2 had
an increased mortality in the control group (30%) as well as in the irradiated group
(37%). Due to that the results from this group are not necessarily trustworthy. It
is suspected that high mortality is a combination of breeding problems in the early
stages of the experiment and temperature uctuations in the irradiation room due
to a power outage. The number of eggs in each Group is presented in the overview
in Table C.1.
Mortality
Observed mortality per day can be seen in Table C.1 provides an overview of
total mortality at the end of the experiment. It can be seen that the mortality
was highest in the fourth group which was unexpected, since the fth group was
exposed to larger doses. It has to be noted though, that the fry were only kept for
ten days. At the time the fth group had to be euthanized a lot more fry than
in group 5 had malformations that would possibly have lead to a higher mortality
rate, also discussed in Section C.5.1. The high mortality in group 2, the irradiated
as well as the control group, is believed to be due to a power outage that caused
a drop in the temperature of the irradiation room, during the 44 hour period of
irradiation.
C.5 Observations
Flagsh fry and eggs were removed when the heartbeat could not longer be observed
under the microscope. Some examples are shown in Figure C.3 to Figure C.5.
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Table C.1: Overview of starting number of eggs, hatched eggs and
mortality after 10 days (11 for Group5).
Group Dose [Gy] Number of Number of Number of Mortality
±11% Eggs Eggs Hatched Fry [%]
Group 2 8 41 38 26 37
Group 2 control - 44 42 31 30
Group 3 11 60 57 50 17
Group 3 control - 59 56 55 7
Group 4 13 70 69 40 42
Group 4 control - 72 72 72 0
Group 5 17 71 71 60 15
Group 5 control - 70 69 69 1
Figure C.3: Flagsh eggs with Developmental defects.
Figure C.4: Moribund egg and healthy egg for comparison
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Figure C.5: Moribund and malformed fry.
Moribund Flagsh eggs take a greyish colour and the eggs starts to collapse. This is
easily observed through the microscope. In some cases the egg can develop without
abnormalities, but stop developing before hatching. After hatching moribund fry
can also be distinguished by their grey colour and lack of movement and under the
microscope as well as a lack of heartbeat can be detected.
C.5.1 Eects in Development
No considerable eect on hatchability could be observed. Except for Group 2
(93%) over 95% of the eggs hatched without deviation between the controls and
the irradiated eggs.
However, it was observed, that the irradiated group hatched earlier than the
control group as seen in Table C.2. A possible reason could be the slightly higher
temperature (estimated 0.4 ◦C higher) in the irradiation room compared to where
the control group was located in the maze. This will have to be conrmed by
a separate experiment especially since the eect was more evident in the higher
dose groups. However in the literature earlier and more prolonged hatching has
been observed also for irradiated salmon eggs when they were irradiated [104].
Concluding, this is an eect that is worth pursuing in future experiments since no
denitive conclusions can be made at this stage.
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Table C.2: Percent of eggs hatched on day 6, 7 or 8 post fertiliza-
tion.
Group Day 6 Day 7 Day 8 Hatchability %
Group 2 0 100 0 93
Group 2 control 0 100 0 95
Group 3 0 86 14 95
Group 3 control 2 68 30 95
Group 4 34 63 3 99
Group 4 control 10 51 39 100
Group 5 15 85 0 100
Group 5 control 0 100 0 99
C.5.2 Vertebral Malformations
One reoccurring malformation that became apparent at high dose rates after hatch-
ing but before absorption of the yolk sack is a bending of the spine. This vertebral
malformation was mainly observed in the region behind the head of the Flagsh
fry, presented in Figure C.6. As of now it is unclear if that malformation leads to
increased mortality or if it is hereditary. However it is very similar to the eects
observed in Medaka [8].
Especially in Group 3, 4, and 5 a variety of degrees of spinal malformations
could be observed. Group 3 had 10 spinal malformations (1 in the control),Group
4 had 10 (2 in the control plus 3 malformations of fry) and in Group 5 30 spinal
malformations could be observed (9 in the control). The Figures below show some
of these malformations which are characterized by bending of the spine. The con-
sequence for the agsh fry are impairments that result in circular motion. Results
are summarized in Table C.3
C.5.3 Preliminary Remarks on the Observed Eects
Summing up, the experiment demonstrated the capability of the set-up to conduct
radiobiology experiments with living organisms with less that 10% mortality in
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Table C.3: Percent of eggs with vertebral malformations. Total of
the whole observation period.
Group Dose Vertebral %
[Gy] Malformations %
Group 3 8 5
Group 3 control - 2
Group 4 11 14
Group 4 control - 7
Group 5 13 42
Group 5 control - 13
Figure C.6: Spinal malformations of Flagsh after hatching.
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the control group. When exposing American Flagsh eggs to 137Cs no eect on
hatchability could be observed, although there are suspected developmental defects
that are not preventing hatching in the embryonic stage but lead to a subsequent
higher mortality. Along with the observed vertebral malformation, this eect has




Other Tested Species: Rainbow
Trout and Eastern Elliptio
D.1 Sample preparation
The organisms investigated besides zebra mussels for potential EPR response in
the dose range relevant to environmental radiation protection were rainbow trout
and eastern elliptio. Rainbow trout belongs to the Reference Animals and Plants
as dened by the ICRP [48], and as such it was of particular interest. A variety
of preparation methods were tested aimed at reducing fat and cartilage from the
bones to obtain samples with an EPR dose response. Eastern elliptio is a freshwater
mussel commonly found in Lake Ontario. As mussels were shown to be good
candidates for EPR dosimetry, it was tested as an alternative to zebra mussels.
Neither of these two organisms had an EPR response for a test irradiation at 20 Gy
and were not pursued further after initial tests. A summary of sample preparation
methods and resulting EPR spectra is presented below.
D.1.1 Rainbow Trout
Rainbow trout spines and heads were obtained from Linwood Acres Trout Farm in
Grafton, Ontario, a commercial shery. After mechanical removal of the esh with
a scalpel and scraper, the spines and heads were heated to 40 ◦C for 4 h to facilitate
removal of soft tissue. The cleaned spines and heads were then sterilized in a tub
with 6% sodium hypochloride solution (bleach), diluted on a 5:1 ratio of tap water
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for 24 h. Subsequently the remaining esh could be removed by hand. The spinal
cord and the cartilage between the vertebrae were removed using tweezers and this
procedure was repeated until all cartilage was soft enough to be fully removed from
the vertebrae (Figure D.1). The procedures, reviewed by the biosafety ocer are
included in Appendix E.
(a) (b) (c)
Figure D.1: Trout samples preparation: The spine before heating
(a), the spine with the bones and cartilage removed after treatment
in bleach (b), and skull bones after the same treatment (c).
The types of samples investigated were trout spine and bones from the trout
head. The spine samples consisted of the previously cleaned vertebrae with and
without the attached bones removed. The cleaned vertebrae still contain a signi-
cant amount of fat that cannot be mechanically removed but can still interfere with
EPR measurements. Samples amounting to four trout specimen, were placed in
RO-water for 24 hours. For the remaining trout spines and heads, two methods for
extracting fat were employed. Half of the samples were treated with approximately
300 mL of a 1:1 solution of diethyl ether and ethyl alcohol. For this purpose they
were placed in a beaker for 60 min. One scoop of "Tide" was dissolved in approxi-
mately 0.5 L of RO water in a glass vessel and the remaining samples were placed
in the mixture for 24 hours. Enzymatic laundry detergents have been investigated
in the forensic and medical sciences as an alternative method for cleaning bones
[116, 179]. The added proteolytic enzymes induce protein decomposition and will
thus target mainly the muscles and soft tissues such as cartilage [114]. Typically,
they are used with heat to be fully eective; however, this was omitted in this
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Table D.1: All sample identiers and sample preparation methods
used to test radiation response in rainbow trout calcied tissues.
Sample Identier Origin Fat extraction
RTBT Spine and bones Washing powder
RTBDE Spine and bones Diethyl ether and ethyl alcohol
RTT Spine Washing powder
RTDE Spine Diethyl ether and ethyl alcohol
RTHW Head Water
case to prevent destabilization of the paramagnetic centres. All the combinations
of samples and preparation methods can be seen in Table D.1. As can be noted
from Figure D.2, showing spine samples after water, "Tide", and diethyl ether
treatment, the colour of the spinal samples was signicantly dierent in the case of
washing powder. On further inspection those samples had lost a signicant amount
of their elasticity and were quite brittle.
(a) (b) (c)
Figure D.2: Dierent ways of sample preparation of rainbow trout
with water (a), washing powder "Tide" (b), and diethyl ether (c).
D.1.2 Eastern Elliptio
The Eastern elliptio mussels were gathered from Prince Edward Point National
Wildlife Area, Ontario in April 2017. Sample preparation for Eastern elliptio in-
cluded an extra step compared to zebra mussels. When collected from the water
all of the mussels had some algae growth on the edges of the shell shown in Figure
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D.3 (b). Removal of the periostaceum, the outer layer of the shells, along with any
algae, was done with a sanding attachment to a rotary Dremel Tool. Since Eastern
elliptio are considerably sturdier than zebra mussels, they were coarsely crushed
with a hammer and subsequently ground with a mortar and pestle to ground sizes
of 0.5 to 1 mm and under 0.5 mm with the same sieve conguration as was used
for the zebra mussels. The powdered sample was stored in plastic tubes at room
temperature in the dark.
(a) (b) (c)
Figure D.3: Eastern elliptio with the mother of pearl on the inside
(a) showing the typical algae growth on the outer rim (b), and after
removal of the top layer with the algae (c).
D.2 Experimental Results: Rainbow Trout and East-
ern Elliptio
D.2.1 Rainbow Trout
As discussed in Chapter 4, the biota initially investigated as to their suitability
for EPR dosimetry in an environmental context were rainbow trout. Various sam-
ple preparation methodologies were tested, aimed mainly at reducing the organic
components in the sh bones. The rainbow trout were subsequently ground and
irradiated to 15 and 20 Gy. There was no indication of a radiation induced signal
at those doses, which would agree with observations from the literature [44]. In the
following, a brief description will be given on the non-irradiated spectra, radiation
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Figure D.4: A rainbow trout vertebrae sample without bones be-
fore and after irradiation with 20Gy. No radiation induced signal is
visible at this dose.
induced signals - or the lack thereof - and the eects of dierent sample preparation
techniques.
The rst pilot study including irradiations was performed with a LINAC. A
wide variety of samples were irradiated to a single dose of 20 Gy. Figure D.4 shows
one of the rainbow trout samples (fat extraction performed with diethyl ether) prior
and after irradiation. Subsequently, a closer investigation of the same sample was
performed with lower modulation amplitude to detect possible non-resolved parts
of the spectra. This is shown in Figure D.5 with re-scaled intensities based on the
number of runs, which had to be adjusted to improve the signal to noise ratio. It
is clear that at this dose, a radiation induced signal cannot be distinguished.
Eects of sample preparation methods
The three sample types measured were: rainbow trout head, vertebrae, and the
spine vertebrae including the attached bones. Sample preparation is discussed
in more detail in Chapter 4. After extraction of esh, fat, and cartilage utilizing
chemical and mechanical methods, samples were ground to two dierent grain sizes.
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Figure D.5: A rainbow trout sample without bones after irradia-
tion to 20Gy, modulation amplitudes of 0.03, 0.1. and 0.6mT.
Sieves, and by extension grain sizes, were selected based on literature and practical
considerations considering the radius of the sample tubes. Figure D.6 illustrates
that dierent grain sizes of unirradiated rainbow trout do not have any obvious
eect on the EPR spectrum and the smaller grain sizes were mostly used after this
due to higher ease of transfer into the quartz sample tubes.
Fat extraction was performed with a 1:1 ratio of diethyl ether and ethanol. An
alternative was tested as well utilizing "Tide" washing powder. For comparative
purposes, some samples were simply rinsed in RO water. The three sample prepa-
ration methods as well as the three dierent sample origins can be seen in Figure
D.7. It should be noted that no weight normalization has been performed for the
measurements in this gure. Consequently, only qualitative observations should be
made. However, during preparation of the samples, all possible care was taken to
achieve comparable sample masses for the same type of sample.
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Figure D.6: Rainbow trout spine without bones before irradiation.
Comparison of grain sizes from 0.1 to 0.5mm, and 0.5 to 1mm.
Figure D.7: Rainbow trout vertabrae samples without bones, with
bones, and from the head before irradiation. Samples have been
treated with RO water, diethyl ether, and "Tide" washing powder.
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Figure D.8: The EPR spectrum of eastern elliptio before and af-
ter irradiation to 20Gy. No radiation induced peaks are visible.
Asterisks show the characteristic Mn2+ spectrum.
The spectra of water treated samples and diethyl ether samples do not dier
signicantly. The same observation can be made for samples including bones from
the trout head. However, the samples treated with washing powder have signicant
deviations both on visual inspection as well as their EPR spectra. Where a single
peak appears in all other spectra, in the samples treated with "Tide" a double peak
can be resolved. While it is unclear if this is due to residue on the sample, the
lack of it on the spectrum of rainbow trout head treated with "Tide" indicates an
intrinsic change in the spine samples undergone this treatment. Since no radiation
induced peak could be distinguished, in any of the rainbow trout samples, this was
not further investigated.
D.2.2 Eastern Elliptio
The sample preparation of eastern elliptio consisted only of drying and grinding as
described in Chapter 4. The unirradiated spectra of eastern elliptio show only the
6 equidistant lines of Mn2+. In Figure D.8 these are marked with asterisks.
When irradiated to 15 and 20 Gy the spectrum showed no change. Figure
D.8 shows the spectra of samples with grain sizes to 0.5 mm irradiated to 20 Gy.
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For comparative purposes, the non-irradiated spectrum is also shown. As with
the rainbow trout no radiation induced peak could be detected. This is expected
for samples with such a pronounced Mn+2 which will obscure any other signal.




The protocol used for the sample preparation of rainbow trout and zebra mussels
is included here. The most recent review by the biosafety ocer of Ontario Tech
was performed in September 2018. They were found to conrm with the Ontario
Tech Biosafety Manual.
Written by: Margarita Tzivaki 
Supervisor: Ed Waller 
Reviewed by biosafety officer: September 6, 2018 
Preparation of EPR samples  
Various methods/materials  
Fish Bones  
The same procedures are to be used when working with species of shellfish (crabs, lobster, 
scallops) that are commercially bought and meant for human consumption.  
Sample procurement: From Linwood Acres Trout Farms Ltd (8382 Gilmour Rd, Campbellcroft, ON             
L0A 1B0). Ask for separation of the meat from the spine and the head. All fish samples MUST be                   
fit for human consumption. The parts used will be the bones, especially the spine.  
Personal Protective 
Equipment:  
• ​Lab coat: all steps  
• ​Gloves: all steps  
• ​3M 8210 Respirator: during grinding and sieving  
• ​Work in fume hood: during use of sodium hypochloride and diethyl ether and if needed during 
sieving of the samples.  
• ​Hand hygiene: between each step  
• ​All work will be performed in accordance with the UOIT biosafety manual for good laboratory 
practices  
1. Soften organic material  
• ​The bones with residual meat is heated in the oven for 4 hours at 40 degrees Celsius (or 
until organic residue can be scrubbed off)  
• ​Remove visible flesh with fingers and/or tweezers.  
• ​Disposal: In plastic bags in the landfill garbage. (Note: No special biosafety procedures 
required as long as the fish is meant for human consumption.)  
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2. Sterilize 
• ​DO NOT use hydrogen peroxide  
• ​Sodium hypochloride (bleach) 6%, 5 fold diluted with tap water  
• ​24 hours  
• ​Bleach disposal: dilute down the drain  
3. Clean 
mechanically  
• ​scrub any visible organic material off  
• ​take out the spinal cord with tweezers  
• ​rinse with distilled water  
• ​take the spine apart and remove the cartilage between the vertebrae with tweezers  
4. Repeat Step 2 and 3  
5. Extract fat  
• ​Use ethanol-diethyl ether (1:1) for 60 min  
• ​Alternative: Use biological laundry detergent (Tide classic NOT cold water) with RO 
water for 24 hours  
• ​DO NOT use KOH solution, that dissolves the bones.  
• ​Rinse with RO water  
6. Rinse and store  
• ​Rinse with RO or DI water  
• ​Let dry  
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• ​Store in dry closed container at room temperature  
7. Grinding and Sieving  
• ​Ideal size for experiments is 0.5 to 1 mm (under 0.1 mm the native signal increases)  
• ​Grind with mortar and pestle. Use parafilm on mortar (with a whole for the pestle) to 
minimize particulate escape from grinding.  
• ​Sieve with appropriate sieves for desired grain size.  
• ​Package in ziploc bags and date.  
4. Cleaning procedures after sample preparation  
• ​Cleaning and disinfection of the bench tops after the work is performed  
• ​Hand hygiene  
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Preparation of EPR samples  
Various methods/materials  
Zebra mussels  
Sample procurement: From various beaches on the shores of Lake Ontartio (to be noted on the 




• ​Lab coat: all steps  
• ​Gloves: all steps  
• ​3M 8210 Respirator: during grinding and sieving  
• ​Work in fume hood: during use of sodium hypochloride and if needed during sieving of the 
samples.  
• ​Hand hygiene: between each step  
• ​All work will be performed in accordance with the UOIT biosafety manual for good laboratory 
practices  
1. Sorting 
• ​Rinse with water and let dry  
• ​Pour into sieve to separate the sand from the mussels  
• ​Sort out any mussels that appear to have algae growth on them as well as stones/leaves 
etc  
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• ​Let sit for 12 h in sodium hypochloride (bleach) 6% 5 fold diluted with tap water  
• ​Rinse in RO or DI water  
• ​Let sit until leaves/algae/grass/dirt float to the top (1-3 min)  
• ​Slowly pour out water with the dirt  
• ​Repeat until water runs clear  
• ​Let dry in the fume hood to minimize dust contamination  
 
3. Grinding and 
sieving  
• ​Fill the mussels in 2 nested plastic bags and coarsely crush them by applying pressure.  
• ​Assemble the sieves in the following order (from bottom to top): pan, no. 140, no. 35, 
no. 18  
• ​Grind the zebra mussels with a mortar and pestle (1.5 min each batch) and fill in the top 
sieve. Make sure to time the grinding, since excessive grinding induces an EPR signal.  
• ​Put the pan on and sieve (not more that 4-5 mortar loads at once)  
• ​Take the top sieve off and fill the remaining mussels into a container.  
• ​Fill the contents of each sieve in separate tubes and mark by grain size. (CAUTION: 
make sure to wear a respiratory protection against the dust)  
• ​Store in a dry place at room temperature.  
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4. Cleaning procedures after sample 
preparation  
• ​Cleaning and disinfection of the bench tops after the work is performed  





F.1 Tritium Concentration Measurements
Table F.1 shows the concentration data for water, sediment, pike, bullhead, and
clams provided by Canadian Nuclear Laboratories, previously published in [107].
Values for organically bound tritium are provided based on dry weight. The sam-
pling locations in Perch Lake are shown in Figure F.1.
Figure F.1: Sampling locations for the concentration measure-













































Table F.1: Measurements of H3 concentration in Perch Lake water, sediment, and biota (pike, bull-
head, clam) [107]. Values in blue have not been published and were provided separately by Canadian
Nuclear Laboratories.
Date Water Sediment Sediment Pike Pike Bullhead Bullhead Clam Clam
[Bq/L] HTO OBT HTO OBT HTO OBT HTO OBT
[Bq/L] [Bq/L] [Bq/kg] [Bq/kg] [Bq/kg] [Bq/kg] [Bq/kg] [Bq/kg]
[Bq/kg] [Bq/kg]
June 2003
(PL inlet 1) 5170 3961/2773 1995/299 3360 522 3360 457
(PL inlet 2) 7360 12544/10035 2970/445
(PL inlet 3) 4770 1318/659 488/122
July 2003
(PL inlet 1) 4150 2300/1610 1020/153 4090 347
(PL inlet 2) 3330 7120/5696 1200/180
(PL inlet 3) 3800 70/35 308/8
Sept. 2003
(PL inlet 1) 2030 1580/1106 1330/200
(PL inlet 2) 9290 5980/4984 1400/210




G.1 Group I Measurements
Measurements from Section 5.2.1 are shon in Table G.1. The means, standard
deviations and relative errors of samples ZM5-44 to ZM5-67 irradiated to 1, 3, 5 and
10 Gy with the 137Cs G10 source at FESNS were measured twice. One measurement
(shown on the left side of Table G.1) was done with the experimental method
described in Section 4.3, Experiment 3. The right side of the table shows the same
samples re-measured with the methods described in Experiment 4. Samples were
allowed to settle before measurement and results are shown normalized for the
sample density.
G.2 Group II Measurements
The data presented here correspond to the experiments discussed in Section 5.2.2.
Table G.2 shows the normalized signal heights for all Group II samples irradiated
with a LINAC at the Oshawa Hospital to 1, 3, 5 and 10 Gy. For clarity the doses
shown in the table are the requested doses, as opposed to the measured doses from
the alanine dosimetry that are used for the purpose of plotting throughout this
work. The table also shows some basic statistical analysis that is discussed in the
text. The columns "mean p-p height" and "stdev" show the mean and standard de-
viation of repeated measurements for each sample. The lines marked with "mean"
and "stdev" show the mean and standard deviation respectively between samples
of each dose group.
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G.3 Group III Measurements
Table G.3 shows all data discussed in Section 5.2.3. It consists of the background
measurements for all samples in this study (ZMC-1 to ZMC-42) before irradiation
with a 60Co source at Chalk River Laboratories. The subsequent columns are
repeat measurements of the normalized peak-to-peak heights for all samples after
irradiation to 0.2, 0.5, 1, 1.5, 2, 3 and 5 Gy. The last three columns show the mean,
standard deviation and relative error for each sample after repeated measurements.
The mean and standard deviation for each dose group and each measurement day
are shown in a separate line after the corresponding group. Certain data points had
to be removed from the dataset for the analysis due to technical mistakes during



















Table G.1: Measured values from the irradiation of Group I. Measurement parameters used to obtain
these measurements are from Section 4.3, Experiment 3.
Method of Experiment 3 Method of Experiment 4 (density corrected)
Alanine p-p height stdev rel. p-p height stdev rel.
Dose [Gy] mean [a.u.] [a.u.] error [%] mean [a.u./mg/mm3] [a.u./mg/mm3] error [%]
1.0E+07 1.1E+06 10 8.4E+06 4.9E+05 6
1.22 1.1E+07 2.2E+06 20 9.4E+06 4.3E+05 5
2.98 1.4E+07 8.8E+05 6 1.0E+07 3.5E+05 3
4.905 1.2E+07 1.3E+06 11 1.03E+07 6.9E+05 7
9.999 1.5E+07 6.1E+05 4 1.1E+07 4.1E+05 4
Table G.2: Measured values from the irradiation of Group II. Measurement parameters used to
obtain these measurements are from Section 4.3, Experiment 4.
normalized p-p height [a.u]
Sample Dose 2018/10/26 2018/10/27 2018/10/29 2018/10/31 mean p-p stdev relative error
Number [Gy] height [a.u.] [a.u.] [%]
ZM5-15 1 6.3E+06 6.4E+06 5.9E+06 6.2E+06 6.3E+06 5.6E+04 3.3
ZM5-16 1 5.8E+06 5.9E+06 5.8E+06 5.9E+06 5.8E+06 4.0E+04 1.3
ZM5-17 1 5.9E+06 5.8E+06 5.5E+06 6.1E+06 5.9E+06 1.1E+05 4
ZM5-18 1 6.2E+06 6.1E+06 5.8E+06 5.9E+06 6.2E+06 6.8E+04 3.6
ZM5-19 1 5.8E+06 5.4E+06 5.7E+06 5.7E+06 5.6E+06 2.7E+05 2.8
ZM5-20 1 6.0E+06 6.0E+06 5.9E+06 5.7E+06 6.0E+06 4.1E+04 2.5



















stdev 2.0E+05 3.1E+05 1.3E+05 2.3E+05
rel error [%] 3 5 2 4
ZM5-21 3 5.2E+06 5.1E+06 5.1E+06 5.1E+06 5.1E+06 5.4E+04 0.8
ZM5-22 3 6.1E+06 6.2E+06 6.4E+06 6.3E+06 6.2E+06 7.7E+04 2.3
ZM5-23 3 6.2E+06 6.4E+06 6.4E+06 6.5E+06 6.3E+06 1.8E+05 2.3
ZM5-24 3 6.6E+06 6.3E+06 6.2E+06 6.2E+06 6.4E+06 1.9E+05 2.7
ZM5-25 3 6.0E+06 6.1E+06 6.2E+06 6.1E+06 6.1E+06 1.1E+05 1.4
ZM5-26 3 6.5E+06 6.2E+06 6.2E+06 6.2E+06 6.4E+06 2.0E+05 2.4
mean 6.1E+06 6.1E+06 6.1E+06 6.1E+06
stdev 5.1E+05 4.9E+05 5.1E+05 5.0E+05
rel error [%] 8 8 8 8
ZM5-27 5 6.6E+06 6.8E+06 6.7E+06 6.8E+06 6.7E+06 1.5E+05 1.4
ZM5-28 5 6.9E+06 6.7E+06 6.7E+06 6.6E+06 6.8E+06 1.3E+05 1.8
ZM5-29 5 7.4E+06 7.0E+06 7.0E+06 6.9E+06 7.2E+06 2.6E+05 3.1
ZM5-30 5 6.5E+06 6.7E+06 6.8E+06 6.8E+06 6.6E+06 2.0E+05 2.7
ZM5-31 5 6.8E+06 6.7E+06 6.8E+06 6.9E+06 6.8E+06 1.1E+05 1.2
ZM5-32 5 6.7E+06 6.7E+06 6.6E+06 6.6E+06 6.7E+06 4.1E+04 0.6
mean 6.8E+06 6.8E+06 6.8E+06 6.8E+06
stdev 3.3E+05 1.3E+05 1.2E+05 1.2E+05



















ZM5-33 10 8.0E+06 7.5E+06 7.9E+06 7.8E+06 7.7E+06 3.8E+05 3
ZM5-34 10 8.0E+06 7.8E+06 7.4E+06 7.5E+06 7.9E+06 1.4E+05 3.2
ZM5-35 10 7.9E+06 7.7E+06 7.6E+06 7.5E+06 7.8E+06 1.9E+05 2.3
ZM5-36 10 8.1E+06 7.9E+06 8.0E+06 7.9E+06 8.0E+06 1.1E+05 1
ZM5-37 10 7.5E+06 7.5E+06 7.4E+06 7.4E+06 7.5E+06 1.9E+04 0.7
ZM5-38 10 8.2E+06 7.7E+06 7.4E+06 7.4E+06 8.0E+06 3.2E+05 4.8
mean 7.9E+06 7.7E+06 7.6E+06 7.6E+06
stdev 2.3E+05 1.8E+05 2.5E+05 2.1E+05




























Table G.3: Measured values of the normalized peak-to-peak height from the irradiation of Group
III. Peak-to-peak height of all samples has been subtracted for all values except for the "background"
dataset. Measurement parameters used to obtain these measurements are from Section 4.3, Experiment
7. Values Excluded from the analysis are marked in red
normalized p-p height ×105 [a.u]
Sample Dose Background 06/08 17/08 24/08 27/08 30/08 mean p-p stdev rel error
Number [Gy] height [a.u.] [%]
ZMC-1 0.2 5.9 1.7 2.2 1.9 1.0 1.4 1.6 0.5 0.3
ZMC-2 0.2 5.1 1.2 2.0 1.8 2.2 1.8 1.8 0.4 0.2
ZMC-3 0.2 5.7 1.4 1.4 1.9 1.5 1.8 1.6 0.2 0.2
ZMC-4 0.2 5.9 1.4 -0.9 1.7 2.2 2.0 1.8 0.3 0.2
ZMC-5 0.2 6.1 1.3 1.6 1.8 2.2 1.4 1.7 0.4 0.2
ZMC-6 0.2 5.2 0.9 1.1 1.4 1.1 1.7 1.3 0.3 0.2
mean 5.6 1.3 1.7 1.8 1.7 1.7
stdev 0.4 0.3 0.5 0.2 0.6 0.2
rel error [%] 0.1 0.2 0.3 0.1 0.3 0.1
ZMC-7 0.5 5.5 3.5 2.8 3.1 3.3 2.9 3.1 0.3 0.1
ZMC-8 0.5 8.3 0.8 0.9 1.9 2.1 1.6 - - -
ZMC-9 0.5 6.0 3.5 3.8 3.6 3.7 4.0 3.7 0.2 0.05
ZMC-10 0.5 5.7 4.1 4.3 4.7 4.6 4.6 4.5 0.3 0.06



















ZMC-12 0.5 5.0 3.6 4.0 4.3 4.7 4.1 4.1 0.4 0.09
mean 5.6 3.7 3.8 3.9 4.1 3.9
stdev 1.2 1.2 1.3 1.0 1.0 1.1
rel error [%] 0.2 0.3 0.3 0.3 0.2 0.3
ZMC-13 1 6.3 7.4 7.1 7.1 7.9 8.5 7.6 0.6 0.08
ZMC-14 1 5.0 6.3 6.0 5.8 6.3 5.9 6.1 0.2 0.04
ZMC-15 1 5.8 7.1 7.8 7.5 7.4 7.4 0.3 0.04
ZMC-16 1 5.0 6.1 6.4 6.0 6.2 6.2 0.2 0.03
ZMC-17 1 5.7 6.1 7.4 6.9 7.3 6.9 0.6 0.09
ZMC-18 1 5.6 8.0 8.2 8.3 8.6 8.3 0.2 0.03
mean 5.6 6.7 7.1 7.1 7.3
stdev 1.0 0.8 0.9 0.9 1.1
rel error [%] 0.18 0.12 0.13 0.13 0.15
ZMC-19 1.5 6.2 10.4 11.4 11.0 10.7 10.9 0.4 0.04
ZMC-20 1.5 6.0 9.7 10.4 10.8 11.6 10.6 0.8 0.07
ZMC-21 1.5 6.1 10.7 11.2 12.2 11.8 11.5 0.7 0.06
ZMC-22 1.5 5.9 10.3 10.7 10.4 10.8 10.5 0.2 0.02
ZMC-23 1.5 5.8 10.5 10.2 14.0 11.1 11.5 1.8 0.2
ZMC-24 1.5 5.3 10.7 11.3 11.3 11.5 11.2 0.4 0.03
mean 5.9 10.4 10.9 11.6 11.2



















rel error [%] 0.06 0.03 0.05 0.1 0.04
ZMC-25 2 5.4 14.8 14.9 15.7 15.4 15.2 0.4 0.03
ZMC-26 2 5.2 12.3 13.7 13.2 13.5 13.1 0.6 0.05
ZMC-27 2 5.1 14.7 16.0 14.4 15.3 15.1 0.7 0.04
ZMC-28 2 5.7 14.8 16.2 15.3 14.5 15.2 0.7 0.05
ZMC-29 2 6.0 13.8 13.8 14.6 14.6 14.2 0.4 0.03
ZMC-30 2 5.0 13.6 13.8 13.3 13.4 13.5 0.3 0.02
mean 5.4 14.0 14.7 14.4 14.4
stdev 0.4 1.0 1.1 1.0 0.9
rel error [%] 0.07 0.07 0.08 0.07 0.06
ZMC-31 3 5.6 20.8 22.0 23.5 22.3 22.1 1.1 0.05
ZMC-32 3 6.3 20.2 20.6 21.6 20.7 20.8 0.6 0.03
ZMC-33 3 5.4 18.6 18.2 19.1 19.8 18.9 0.7 0.04
ZMC-34 3 5.3 18.4 20.0 20.3 19.9 19.6 0.9 0.04
ZMC-35 3 5.6 21.0 24.0 23.2 23.3 22.9 1.3 0.06
ZMC-36 3 5.0 18.1 19.7 19.3 18.3 18.8 0.8 0.04
mean 5.5 19.5 20.7 21.2 20.7
stdev 0.4 1.3 2.0 1.9 1.8



















ZMC-37 5 5.6 30.1 33.1 32.2 31.7 31.8 1.3 0.04
ZMC-38 5 5.6 32.7 33.6 35.2 34.8 34.1 1.2 0.03
ZMC-39 5 5.5 34.3 35.5 35.0 37.5 35.6 1.4 0.04
ZMC-40 5 5.1 28.1 29.5 31.0 30.8 29.9 1.4 0.05
ZMC-41 5 5.3 31.2 33.5 31.2 30.7 31.6 1.3 0.04
ZMC-42 5 5.4 0.1 36.9 37.4 40.2 38.2 1.8 0.05
mean 5.4 31.3 33.7 33.7 34.3
stdev 0.2 2.4 2.5 2.6 3.9
rel error [%] 0.04 0.08 0.07 0.08 0.1
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