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ABSTRACT
Une nouvelle approche d’annulation adaptative de l’e´cho
acoustique a e´te´ pre´sente´e dans [1]. Le Watermaked AEC
(WAEC) propose´, exploite les bonnes proprie´te´s statistiques
(bancheur et stationnarite´) du bruit blanc inse´re´ par tatouage
audio dans le signal de parole source de l’e´cho acoustique.
Dans ce papier, nous pre´sentons une analyse approfondie des
bonnes proprie´te´s du WAEC en terme de vitesse et de finesse
de convergence. La nette supe´riorite´ du WAEC par rapport a`
un AEC classique est due au fait que les signaux implique´s
dans le fonctionnement du WAEC sont tre`s peu corre´le´s et
beaucoup plus stationnaires.
1. INTRODUCTION
La tendance actuelle, en tatouage audio-nume´rique, est
l’insertion imperceptible dans le signal audio d’une infor-
mation nume´rique utile. Jusqu’a` pre´sent, les recherches dans
ce domaine se sont principalement focalise´es sur des objec-
tifs de maximisation du de´bit du flux binaire inse´re´ et d’op-
timisation du proce´de´ d’extraction. Toutefois dans certains
travaux [2, 3], le tatouage est utilise´ pour ame´liorer les ca-
racte´ristiques des signaux traite´s dans diffe´rentes applica-
tions audio dont l’annulation d’e´cho acoustique (AEC). Le
Watermarked AEC (WAEC) est base´ sur le concept d’inser-
tion, dans le signal de parole, d’un bruit blanc non audible qui
va s’impre´gner de l’information relative au chemin acous-
tique a` identifier. Ainsi, dans le WAEC, le filtre adaptatif es-
timant le chemin acoustique traite des signaux beaucoup plus
stationnaires et de´corre´le´s que ceux traite´s par le filtre adap-
tatif d’un AEC classique. Affranchi de la forte corre´lation
et de la non stationnarite´ de la parole, le WAEC pre´sente
des performances nettement meilleures que celles d’un AEC
classique. Dans [1], on s’est focalise´ sur la pre´sentation du
concept du syste`me WAEC. Dans le cadre de ce papier, nous
nous inte´ressons a` l’analyse approfondie des performances
du WAEC propose´.
L’e´tude propose´e repose sur une analyse des proprie´te´s sta-
tistiques des signaux implique´s dans le fonctionnement du
filtre adaptatif estimant l’e´cho a` travers la caracte´risation de
l’e´volution temporelle de la de´viation mesurant la diffe´rence
entre le chemin d’e´cho estime´ et celui re´el. En particu-
lier, nous nous sommes focalise´s sur l’e´valuation des degre´s
de corre´lation et de stationnarite´ de ces signaux. La me-
sure de ces derniers est faite par les indices de stationna-
rite´s issus d’une analyse temps/fre´quence [4, 5] [4, 5]. En
fait, la forte non stationnarite´ des signaux affecte les perfor-
mances de l’algorithme NLMS utilise´ pour adapter le filtre
estimant l’e´cho en re´gime permanent. Il a e´te´ alors montre´
que dans les signaux implique´s implique´s dans l’adaptation
du filtre NLMS du WAEC, sont beaucoup plus stationnaires
que ceux utilise´s par le filtre du AEC classique. Cet avan-
tage a constitue´ un facteur important dans la supe´riorite´ en
re´gime permanent du WAEC sur le AEC classique. Ceci a
e´te´ mis en e´vidence par l’e´tude des variations temporelles de
la de´viation quadratique moyenne.
L’e´tude du comportement moyen de la de´viation, a montre´
que la faible corre´lation des signaux implique´s dans le fonc-
tionnement WAEC a permis une acce´le´ration remarquable de
la vitesse de convergence du filtre adaptatif du WAEC com-
pare´ a` celle du filtre adaptatif de l’ AEC classique.
Le papier est structure´ comme suit : dans la section
2 nous pre´sentons la structure du WAEC propose´. Une
mise en e´vidence du contexte stationnaire du WAEC est
pre´sente´e dans la section 3. Les sections 4 et 5 confirment
l’ame´lioration des comportements moyen et quadratique
moyen du WAEC.
2. PRE´SENTATION DU WAEC
L’ide´e de de´part dans la conception du WAEC e´tait de
piloter l’AEC par un signal stationnaire dans le but d’en
ame´liorer les performances transitoires et permanentes com-
pare´es a` celles obtenues dans le cas d’un AEC classique avec
entre´e tatoue´e [3].
La structure de l’AEC classique est modifie´e de manie`re
a` ce que l’e´cho soit estime´ en utilisant le signal de tatouage
a` son entre´e, ce dernier e´tant nettement plus stationnaire et
plus blanc que le signal original. Ce signal est donc conside´re´
porteur de la re´ponse impulsionnelle acoustique.
Nous utilisons pour le masquage psychoacoustique du ta-
touage un filtre de mise en forme perceptif dont la re´ponse
fre´quentielle est obtenue a` partir de l’enveloppe spectrale du
signal de parole xn. L’introduction de ce filtre pre´dicteur de la
parole permet le masquage perceptif de la se´quence wn ainsi
que la de´corre´lation du signal d’entre´e tatoue´ du premier
filtre adaptatif (de type NLMS), dont elle acce´le`re la conver-
gence . La nouvelle structure de l’AEC propose´ (WAEC) est
donne´e par la Fig. 1.
Le signal de parole pouvant eˆtre conside´re´ comme un proces-
sus autore´gressif a` l’ordre M, on a :
xn = (Pn)
TXn−1 + e
x
n,
ou` exn est l’erreur de pre´diction du signal xn de variance
σ2ex(n) et Xn−1 = (xn−1, ...,xn−M)
T est le vecteur observation.
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FIG. 1 – Sche´ma de l’AEC propose´ (WAEC)
faite par l’algorithme NLMS. La fonction de transfert du
filtre blanchisseur est donc En(z) = 1−Pn(z).
Ainsi, le filtre de mise en forme perceptif utilise´ ici est adap-
tatif et de fonction de transfert : Sn(z) =
σex (n)
En(z)
.
Des tests subjectifs d’e´valuation de la qualite´ audio apre`s
tatouage ont re´ve´le´ qu’une atte´nuation supple´mentaire de
λ = 13 dB de la re´ponse fre´quentielle Sn( f ) est ne´cessaire
pour assurer l’inaudibilite´ du signal de tatouage tn.
On de´signe par la suite exn, e
xt
n et e
b
n les sorties du filtre En(z)
pour les entre´es xn, x
t
n et bn respectives (ou` bn est un bruit
blanc, centre´ et inde´pendant des signaux xtn et tn).
Le signal d’e´cho de re´fe´rence du premier filtre Hn est donne´
par :
e
y
n = F
TExn +F
TW ′n + e
b
n, ou` E
x
n = (e
x
n, ...,e
x
n−p+1)
T , F est le
chemin d’e´cho a` identifier tronque´ a` l’ordre p et :
W ′n = λσex(n)Wn.
L’erreur en qui controˆle l’adaptation du filtre Hn est
en = e
y
n−H
T
n (E
x
n +W
′
n) et l’e´cho de re´fe´rence pour le second
filtre adaptatif Htn devient :
etn = F
TW ′n + e
b
n +V
T
n E
x
n︸ ︷︷ ︸
eb
′
n
, (1)
ou` Vn = F−Hn et e
b′
n est un bruit non stationnaire, puisqu’il
est lie´ au signal non stationnaire exn. La variance de ce bruit
est σ2
eb
′ (n) = E[(eb
′
n )
2]. L’expression de l’erreur etn donne´e
par la relation (1) montre que l’information utile pour le filtre
Htn est le terme F
TW ′n qui repre´sente la convolution entre le
chemin d’e´cho a` identifier et une se´quence nettement plus
blanche et plus stationnaire que le signal de parole. C’est
ainsi que le signal w′n sera utilise´ comme entre´e du filtre H
t
n
e´voluant comme suit :
Htn+1 = H
t
n + µ
t
ne
w
nW
′
n, (2)
ou` l’erreur ewn est donne´ par :
ewn =
(
V tn
)T
W ′n + e
b′
n , (3)
avec V tn = F − H
t
n. Le signal d’e´cho re´siduel qui sera
re´ellement transmis est :
etrn = yn− (H
t
n)
TX tn.
Ainsi, les performances de Htn seront compare´es dans la suite
a` celles du filtre adaptatif, Hn, pilote´ par le NLMS, dont
l’entre´e est le signal xtn et le signal de re´fe´rence est yn. Ainsi,
l’e´cho re´siduel est donne´ par :
en = yn−H
T
n X
t
n,
qui est a` comparer a` l’e´cho re´siduel transmis etrn .
Dans cette section on a pre´sente´ la structure du WAEC.
Dans ce qui suit, on s’inte´resse a` l’e´valuation des perfor-
mances du WAEC en re´gimes transitoire et permanent. Sa-
chant que l’e´tude the´orique du comportement quadratique
moyen est difficile a` mener dans le cas du NLMS a` cause
de la corre´lation et de la non stationnarite´ des signaux traite´s,
l’analyse suivante sera base´e essentiellement sur des re´sultats
de simulation obtenus sous les conditions suivantes : les si-
gnaux de parole sont e´chantillonne´s a` 8 kHz et le chemin
d’e´cho a` identifier correspond a` la re´ponse impulsionnelle
d’un habitacle de voiture tronque´e a` 200 coefficients. Le rap-
port signal a` bruit, (RSB = 10log10( E(x
2
n)
E(b2n)
)), est de 40 dB.
Les ordres des filtres P et F ont e´te´ fixe´s respectivement a`
M = 4 et p = 200. Pour les deux filtres couple´s du WAEC,
nous prenons le meˆme pas d’adaptation µ t et le meˆme ordre
p.
3. MISE EN E´VIDENCE DU CONTEXTE PLUS
STATIONNAIRE DU WAEC
Les comportements en re´gimes transitoire et permanent
du WAEC et de l’AEC classique sont e´tudie´s respectivement
a` travers les variations temporelles des vecteurs de´viationsV tn
et Vn = F−Hn.
Dans le cas de l’AEC classique, il est aise´ de montrer que :
Vn+1 = (I−µ
X tn(X
t
n)
T
‖X tn‖
2
)Vn + µbn
X tn
‖X tn‖
2
. (4)
Dans le cas du WAEC et en combinant (1), (2) et (3), on
obtient la relation :
V tn+1 = (I−µ
tW
′
n(W
′
n)
T
‖W
′
n‖
2
)V tn + µ
teb
′
n
W
′
n
‖W
′
n‖
2
. (5)
D’apre`s (4) et (5), quatre signaux sont implique´s dans
l’e´volution de Vn et de V
t
n , a` savoir x
t
n et w
′
n d’une part, et
S1n et S2n d’autre part, avec :
S1n =
bn×x
t
n
‖X tn‖
2 et S2n =
eb
′
n ×w
′
n
‖W
′
n‖
2
.
Vu que l’algorithme NLMS est conc¸u pour bien fonctionner
dans un contexte stationnaire, les performances des filtres Hn
et Htn seront e´troitement lie´es a` la stationnarite´ de ces quatres
signaux.
L’e´valuation du degre´ de stationnarite´ d’un signal peut eˆtre
faite par l’outil indice de stationnarite´ [4, 5]. Fonde´ sur une
analyse temps/fre´quence, cet indice de´tecte les transitoires
rapides des signaux. Parmi les trois indices pre´sente´s dans
[4, 5], il a e´te´ mis en e´vidence que les indices de Ku¨llback
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FIG. 2 – Indices de Bhattacharyya pour un extrait de xtn (en noir),
pour le signal w
′
n correspondant (en bleu) et pour wn (en violet).
et de Bhattacharyya sont les plus adapte´s aux mesures des
variations rapides propres aux signaux audio. Nous avons
donc choisi d’utiliser l’indice de Bhattacharyya comme in-
dice de stationnarite´. L’indice de Bhattachayya a` un instant
donne´ n exprime la distance entre deux imagettes I1(n;τ, f )
et I2(n;τ, f ) de la repre´sentation temps/fre´quence (RTF) de
part et d’autre de cet instant n, avec :
I1(n;τ, f ) = RTF(n−L+ τ, f )
I2(n;τ, f ) = RTF(n+ τ, f ) (6)
ou` L est la largeur des deux imagettes (en temps), τ est dans
[0,L] et f est la fre´quence.
La valeur de cet indice est donc donne´e par :
SI(n) =−log
(∫ L
τ=0
∫ +∞
−∞
√
NI1(n;τ, f )NI2(n;τ, f )
)
d f dτ (7)
ou` NIk(k=1,2) est l’imagette Ik normalise´e.
L’apparition d’un pic dans l’e´volution de SI(n) indique une
variation rapide du spectre du signal, te´moignant ainsi de la
pre´sence d’une zone de transitoire.
La Fig. 2 pre´sente l’e´volution dans le temps des indices SIxt ,
SI
w
′ et SIw correspondant respectivement aux signaux x
t
n, w
′
n
et wn. Ces indices sont calcule´s sur des trames successives de
128 e´chantillons. Cette figure montre que SIxt pre´sente plus
de pics que SI
w
′ et SIw. On remarque aussi que d’une part, les
indices SI
w
′ et SIw sont quasi superpose´s, et que d’autre part,
l’indice de stationnarite´ d’un bruit blanc pre´sente des varia-
tions faibles mais non nulles. Ainsi, on de´duit que le signal
w
′
n est nettement plus stationnaire que x
t
n.
La Fig. 3 illustre l’e´volution des indices SIS1 et SIS2 relatifs
aux signaux S1n et S2n. Cette figure montre que le nombre
de pics caracte´risant l’e´volution de SIS1 est nettement plus
important que celui mis en e´vidence par l’e´volution de SIS2.
Ainsi, selon cette simulation, le signal S2n est nettement plus
stationnaire que S1n. Pour cette simulation les pas d’adapta-
tion µ et µ t sont fixe´s a` 0.02. Ces mesures comparatives des
indices de stationnarite´ des quatre signaux, implique´s dans
l’e´volution des filtres adaptatifs, permettent de conclure que
le filtre adaptatif Htn fonctionne dans un environnement plus
stationnaire que celui de Hn. Ainsi, on s’attend a` ce que le
filtre adaptatif du WAEC propose´ pre´sente en particulier en
re´gime permanent de meilleures performances que le filtre
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FIG. 3 – Indices de Bhattacharyya pour le signal S1n (en noir) et
pour le signal S2n (en bleu).
adaptatif du AEC classique. La stationnarisation du contexte,
nous permettra de s’affranchir de la mauvaise influence de la
non stationnarite´ du signal de parole sur les performances du
filtre adaptatif estimant l’e´cho.
4. PERFORMANCES EN RE´GIME TRANSITOIRE
DU WAEC
Le comportement en re´gime transitoire est classiquement
e´tudie´ a` travers la de´viation moyenne instantane´e. En parti-
culier, nous nous inte´ressons a` la comparaison des vitesses
de convergence du WAEC et du AEC classique.
Sachant que bn est centre´ et sous l’hypothe`se classique
d’inde´pendance entre Vn et X
t
n, il est aise´ de de´duire respecti-
vement a` partir des relations (4) et (5) que :
E[Vn+1] = (I−µRxt (n))E[Vn], (8)
et
E[V tn+1] = (I−µ
tR
w
′ (n))E[V tn ], (9)
ou` R
x
t (n) = E
[
X tn(X
t
n)
T
‖X tn‖
2
]
et R
w
′ (n) = E
[
W
′
n
(
W
′
n
)T
‖W ′n‖
2
]
.
A partir des e´quations (8) et (9), on remarque que la vitesse
de convergence des filtres Hn et H
t
n est intimement lie´e au
conditionnement des matrices d’autocorre´lation respectives
Rxt (n) et Rw′ (n).
Il est a` noter que le conditionnement est d’autant plus e´leve´
que le signal est corre´le´. Comme le montre la Fig. 4, la ma-
trice R
w
′ (n) est nettement mieux conditionne´e que Rxt (n), ce
qui s’explique par la corre´lation moindre de w
′
n. Ce re´sultat
permet de pre´voir une convergence plus rapide du filtre Htn.
5. PERFORMANCES EN RE´GIME PERMANENT
DU WAEC
L’analyse des performances en re´gime permanent est
faite a` travers la de´viation quadratique moyenne instantane´e
de´finie par DQM(n) = E[V Tn Vn].
A partir des relations(4) et (5), il est aise´ de montrer les deux
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FIG. 4 – Conditionnement de Rw′ (n) (en bleu) et de Rxt (n) (en
noir).
relations de re´currence suivantes :
E[‖Vn+1‖
2] = µ2σ2bE[
1
‖X tn‖
2
]︸ ︷︷ ︸
PKn
+
E[VTn (I−µ(2−µ)
X tn(X
t
n)
T
‖X tn‖
2
)Vn]; (10)
E[‖V tn+1‖
2] = (µt)2σ2
eb
′ (n)E[
1
‖W
′
n‖
2
]︸ ︷︷ ︸
PDn
+
E[(V tn)
T (I−µt(2−µt)
W
′
n(W
′
n)
T
‖W
′
n‖
2
)V tn ], (11)
ou` σ2b et σ
2
eb
′ (n) repre´sentent les variances respectives de bn et de
eb
′
n .
D’apre`s les relations (10) et (11), l’e´volution temporelle des termes
PKn et P
D
n influe sur la nature de l’e´volution et de la valeur moyenne
de la de´viation quadratique (DQM) respectives des filtres Hn et H
t
n,
une fois le re´gime permanent est e´tabli. Il est a` noter que les termes
PKn et P
D
n sont e´troitement lie´s aux les signaux S1n et S2n e´tudie´s
dans la section 3. Ainsi, les variations temporelles de PKn et P
D
n sont
conditionne´es respectivement par la stationnarite´ des signaux S1n
et S2n qui eux meˆme sont lie´s a` la stationnarite´ des signaux x
t
n et
w
′
n. En effet, plus ces quatres signaux sont stationnaires, plus les
variations de PKn et P
D
n sont douces.
Sur la Fig. 5, illustrant les variations temporelles de ces termes pour
µ = µt = 0.02, on remarque que :
– l’e´volution de PKn est caracte´rise´e par des pics de fortes am-
plitudes. On peut donc s’attendre a` des variations brutales au
niveau de l’e´volution de la DQM(n) en re´gime permanent
– la valeur moyenne du terme Pkn est supe´rieure a` celle de
PDn . Ceci permet de pre´voir des variations plus faibles de la
DQM(n) relative au WAEC.
La Fig. 6 montre les e´volutions temporelles des DQM(n) du WAEC
et de l’AEC classique obtenues respectivement pour µt = 0.02 et
µ = 0.04. On remarque que :
– La vitesse de convergence de Htn est plus e´leve´e que celle du
filtre Hn, bien que µt soit infe´rieur a` µ . Ce re´sultat confirme
les re´sultats de l’analyse e´labore´e dans la Section 4.
– une fois le re´gime permanent e´tabli, les variations de laDQM
du filtre Htn sont nettement plus lentes et plus faibles que
celles de Hn.
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FIG. 5 – Variations temporelles de PDn (en bleu) et de P
K
n (en noir).
Pas d’adaptation : µ = µt = 0.02
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FIG. 6 – Variations temporelles de la DQM pour le WAEC (en
bleu) et pour l’AEC classique (en noir).
Pas d’adaptation : µ = 0.04 et µt = 0.02
6. CONCLUSION
Nous avons pre´sente´ dans ce papier une analyse comparative
des performances du WAEC et du AEC classique.
Cette e´tude, base´e essentiellement sur des re´sultats de simula-
tion, nous a permis de mettre en e´vidence que le WAEC fonctionne
dans un contexte nettement plus stationnaire et moins corre´le´ que
celui dans lequel fonctionne le AEC classique. Ainsi, des re´sultats
convaincants en terme de vitesse de convergence et de finesse de
convergence ont e´te´ obtenus par le WAEC propose´ (un gain de 10
dB et plus au niveau de l’ERLE 1 est atteint).
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