Abstract. In this paper, we prove that as the viscosity and resistivity go to zero, the solution of the Cauchy problem for the incompressible MHD equations converges to the solution of the ideal MHD equations in the same topology with the initial data. Our proof mainly depends on the method introduced by the paper [5] and the constructions of the incompressible MHD equations.
Introduction and main result
In the paper, we consider the following Cauchy problem of the incompressible MHD equations:
where the unknowns are the vector fields u :
and the scalar function P . Here, u and b are the velocity and magnetic, respectively, while P denotes the pressure, µ ≥ 0 is the viscosity coefficient and ν ≥ 0 is the magnetics diffusive coefficient. We expect the above equations converge to the following ideal MHD equations in the corresponding Besov spaces of the initial data when µ and ν tend to 0:
The MHD system is a well-known model which governs the dynamics of the velocity and magnetic fields in electrically conducting fluids such as plasmas, liquid metals, and salt water. The vanishing viscosity limit problem is one of the challenging topics in fluid dynamics. It has been studied by many authors in H s space (see [1, 4, 9, 10, 11, 12] ), where the main approaches were the energy arguments and depending strongly on the treatments of the trilinear forms which lead to the (µ, ν) independent estimates. Most of their paper just prove in the lower regularity comparing the topology for the initial data. Therefore, we want to solve the inviscid limit of the incompressible MHD equations in the same topology with the initial data. Our proof mainly relies on the method introduced by the paper [5] and the constructions of the incompressible MHD equations.
Then, our argument can state as follows: . Suppose that
when n goes to infinity. Let µ n , ν n ≥ 0 and µ n , ν n go to 0 when n goes to ∞. If divu 0 = divb 0 = divu n 0 = divb n 0 = 0, then there exists a positive T > 0 independent of n such that (u n , b
be the solution of (1.2) with initial data (u 0 , b 0 ). Moreover, there holds
If the viscosity coefficient is equal to the magnetics diffusive coefficient, that is ν = µ, then the system (1.1) becomes
Then, we have a generalized conclusion as follows:
when n goes to infinity. Let µ n ≥ 0 and µ n goes to 0 when n goes to ∞.
Remark 1.3. We prove local well-posedness in B s p,r where (s, p, r) satisfies (1.5), improving the previous result in [7] .
Notations. Given a Banach space X, we denote its norm by · X . Since all spaces of functions are over R d , for simplicity, we drop R d in our notations of function spaces if there is no ambiguity. The symbol A B denotes that there exists a constantc 0 > 0 independent of A and B, such that A ≤c 0 B. The symbol A ≃ B represents A B and B A.
Preliminaries
In this section we collect some preliminary definitions and lemmas. For more details we refer the readers to [2] . } and χ ≡ 1 for |ξ| ≤ 5 4 . Let ϕ(ξ) = χ( ξ 2 )−χ(ξ). Then ϕ is supported in the ring C {ξ ∈ R d : 3 4 ≤ |ξ| ≤ 8 3 }. For u ∈ S ′ , q ∈ Z, we define the Littlewood-Paley operators: 
Remark 2.1. Let s ≥ 0 and 1 ≤ p, r ≤ ∞. There holds
Next we recall nonhomogeneous Bony's decomposition from [2] .
This is now a standard tool for nonlinear estimates. Now we use Bony's decomposition to prove some nonlinear estimates which will be used for the estimate of pressure term. 
The main properties of the paraproduct and remainder are described below.
Lemma 2.4. Let s ∈ R and 1 ≤ p, r ≤ ∞. Then there exists a constant C, depending only on d, p, r, s, such that
Let s > 0 and 1 ≤ p, r ≤ ∞. Then there exists a constant C, depending only on d, p, r, s, such that
Let s > 1 and 1 ≤ p, r ≤ ∞. Then there exists a constant C, depending only on d, p, r, s, such that
Lemma 2.5. Let s > 0 and 1 ≤ p, r ≤ ∞. Then there exists a constant C, depending only on d, p, r, s, such that
Lemma 2.6. Assume (σ, p, r) satisfies (1.5). Then there exists a constant C, depending only on d, p, r, σ, such that for all u, f ∈ B σ p,r with div u = 0,
Proof. Due to div u = 0, then we decompose the term u · ∇f into
According to Lemma 2.4, we have
Combining this results, we complete the proof of this lemma.
Lemma 2.7. Assume (σ, p, r) satisfies (1.5). Then there exists a constant C, depending only on d, p, r, σ, such that for all u, v ∈ B σ p,r with div u = div v = 0,
Proof. It is easy to get
According to Remark 2.1 and Lemma 2.4, we have
, and
This completes the proof of this lemma.
Lemma 2.8. Assume (σ, p, r) satisfies (1.5). Then there exists a constant C, depending only on d, p, r, σ, such that for all u, v ∈ B σ p,r with div u = div v = 0,
Proof. Due to the fact that div (u · ∇v) = div (v · ∇u), then we have
Due to Remarks 2.1-2.3, Lemma 2.4 and Lemma 2.6, we get
This completes this proof of this lemma.
Combining the results of Lemmas 2.6-2.8, we have Lemma 2.9. Assume (s, p, r) satisfies (1.5). Then 1) there exists a constant C, depending only on d, p, r, s, such that for all u, f ∈ B s p,r with div u = 0,
2) there exists a constant C, depending only on d, p, r, s, such that for all u, v ∈ B s p,r with div u = div v = 0,
where
Lemma 2.10.
[6] Let σ ∈ R and 1 ≤ p, r ≤ ∞. Let v be a vector field over
We need an estimate for the transport-diffusion equation which is uniform with respect to the viscocity. Consider the following equation:
Assume that divv = 0 and s > −1. There exists a constant C, depending only on d, p, r, s, such that for any smooth solution f of (2.1) we have
Proof. First, applying ∆ j to (2.1) yields
and then integrate by parts to get
Using the fact (see Proposition 2.1 in [3] ) that for all j ≥ −1,
we have
If p = ∞, the above inequality also holds by the maximum principle. According to the fact (see Lemma 2.100, [2] ), for s > −1, divv = 0, we have
Multiplying both sides of (2.4) by 2 js and taking ℓ r norm, it follows from Minkovshi's inequality that
Some usefull estimates
In this section, we will establish some usefull estimates for smooth solutions of (1.1) and (1.4), which is the key component in the proof of Theorems 1.1 and 1.2. This estimates can be stated as follows. 
Proof. It is easy to show that
Now, we apply ∆ j to (3.1), and take the inner product with (∆ j δu, ∆ j δb) and integrate by parts to have
On the one hand, according to Lemma 2.10, it is easy to estimate
Integrating (3.2) over [0, t], multiplying the inequality above by 2 2j(s−1) and summing over j ≥ −1, we have
This complete the proof of this lemma. 
and
with
Proof. It is easy to show that
The similar argument as in (3.3), we have
The similar argument as in (3.4), we have
This along with Gronwall's inequality completes the proof of the lemma.
p,r ) are two solutions of (1.4) with initial data (u 
Proof.
It follows from Lemma 2.9 that 
It is easy to see for all σ ∈ R,
Therefore, combining the above inequalities, we obtain the corresponding results. )dτ. This along with Gronwall's inequality and (3.7) completes this proof of this lemma. 
. Therefore, by continuity arguments, there exists
Moreover, for all γ > s, we have This completes the proof of Theorem 1.2.
