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On The Capacity of Gaussian MIMO Channels
Under The Joint Power Constraints
Sergey Loyka
Abstract—The capacity and optimal signaling over a fixed
Gaussian MIMO channel are considered under the joint total
and per-antenna power constraints (TPC and PAC). While the
general case remains an open problem, a closed-form full-
rank solution is obtained along with its sufficient and necessary
conditions. The conditions for each constraint to be inactive are
established. The high and low-SNR regimes are studied. Isotropic
signaling is shown to be optimal in the former case while rank-1
signaling (beamforming) is not necessarily optimal in the latter
case. Unusual properties of optimal covariance under the joint
constraints are pointed out.
I. INTRODUCTION
Multi-antenna (MIMO) systems have been widely accepted
by both academia and industry due to their high spectral effi-
ciency [1]. Massive MIMO is considered as a key technology
for future 5G systems to meet ever-increasing traffic demand
over a limited bandwidth available [15]. The capacity of a fixed
Gaussian MIMO channel and its optimal signaling strategy are
well-known under the total transmit power constaint (TPC):
its is on the channel eigenmodes with power allocation given
by the water-filling (WF) procedure [2][3]. While the TPC
is motivated by a limited power (energy) supply, individual
per-antenna powers can also be limited when each antenna is
equipped with its own amplifier (of limited power), in either
collocated or distributed implementations, hence motivating
per-antenna power constraint (PAC), as in [4]-[10]. The ca-
pacity of a fixed Gaussian MISO channel under the PAC has
been established in [5], which is significantly different from
the standard WF solution and is equivalent to the equal-gain
transmission (EGT) with phases adjusted to compensate for
the channel phase shifts. This problems remains open in the
general MIMO case while a numerical algorithm was proposed
in [6] and a closed-form full-rank solution was obtained in
[10]. Single-user PAC-constrained results were extended to
multiple access channel in [8] via a numerical optimization
algorithm. The capacity of ergodic fading MISO channel
under long-term average PAC and full CSI at both ends was
established in [9].
One may also consider the joint constraints, i.e. the TPC
and the PAC simultaneously. This is motivated by the scenario
with limited overall power budget and where each antenna
is equipped with its own power amplifier. The capacity of
fixed Gaussian MISO channel under the joint TPC and PAC
has been established in [11], where it was shown that the
optimal signaling is a combination of EGT and maximum ratio
transmission (MRT), with phase shifts adjusted to compensate
channel-induced phase shifts. Following the remark in [10],
the MISO result can be also adapted to any rank-1 MIMO
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channel. This result was further extended to fading MIMO
channels in [12], where it was shown that isotropic signaling
is optimal if the fading distribution is right-unitary-invariant.
A sub-optimal signaling strategy for ergodic-fading MIMO
channel was developed in [7] under the long-term TPC and
short-term PAC. The general MIMO case under the joint power
constraints remains an open problem. The key difficulty is the
fact that, unlike the TPC only case, the feasible set of transmit
covariance matrices is not isotropic anymore (due to the PAC)
and hence the tools developed under the TPC (which exploit
this symmetry) cannot be used anymore. New tools are needed.
The present paper partially closes this gap by obtaining
a closed-form full-rank solution for the optimal signaling in
a fixed Gaussian MIMO channel under the joint constraints,
thus extending earlier results in [10] and [11]. Sufficient and
necessary conditions for optimal signaling to be of full rank are
also established. Optimal signaling under the joint constraints
is shown to have properties significantly different from those
under the TPC only. Namely, (i) optimal covariance is not
necessarily unique (multiple solutions are possible), (ii) it can
be of full-rank even when the channel is rank-deficient, (iii)
signaling on the channel eigenmodes is not optimal anymore
(unless all PACs are inactive). It is the inter-play between
the TPC and PAC that induces these unusual properties. The
conditions when either TPC and PAC are inactive are given.
The high and low-SNR regimes are studied. Isotropic signaling
is shown to be optimal under the joint constraints in the former
case while rank-1 signaling (beamforming) is not necessarily
optimal in the latter case (in contrast to the standard WF
signaling).
Notations: bold lower-case letters denote column vectors
while bold capital denote matrices; R+ is Hermitian conjuga-
tion of R; rii denotes i-th diagonal entry of R; (R)ij is ij-th
entry of R, λi(R) is i-th eigenvalue of R, unless indicated
otherwise, eigenvalues are in decreasing order: λ1 ≥ λ2 ≥ ...;
R ≥ 0 means that R is positive semi-definite; |R| is the
determinant of R, I is identity matrix of appropriate size,
(x)+ = max(0, x).
II. CHANNEL MODEL AND CAPACITY
Discrete-time model of a fixed Gaussian MISO channel can
be put into the following form:
y =Hx+ ξ (1)
where y,x, ξ and H are the received and transmitted signals,
noise and channel respectively; m is the number of transmit
antennas. The noise is assumed to be complex Gaussian
circularly-symmetric with zero mean and unit variance, so
that power is also the SNR. Complex-valued channel model
2is assumed throughout the paper, with full channel state
information available both at the transmitter and the receiver.
The channel H is fixed. Gaussian signaling is known to be
optimal in this setting [1]-[3] so that finding the channel
capacity C amounts to finding an optimal transmit covariance
matrix R:
C = max
R∈SR
ln |I +WR| (2)
where W = H+H , SR is the constraint set. In the case of
the TP constraint only, it takes the form
SR = {R : R ≥ 0, trR ≤ PT }, (3)
where PT is the maximum total Tx power, and the optimal
covariance is well-known: the optimal signaling is on the
channel eigenmodes with optimal power allocation via the
water-filling, which can be compactly expressed as
R∗WF = (λ
−1I −W−1)+ (4)
where (A)+ retains positive eigenmodes of Hermitian matrix
A,
(A)+ =
∑
i:λi(A)>0
λi(A)uiu
+
i (5)
where ui is i-th eigenvector of A; λ > 0 is determined from
the TPC trR∗WF = PT .
Under the PA constraints,
SR = {R : R ≥ 0, rii ≤ P}, (6)
where rii is i-th diagonal entry of R (the Tx power of i-
th antenna), P is the PA power constraint. No closed-form
solution is known for the optimal covariance in the general
case under this constraint, while such solutions are available
in the MISO case [5] and in the MIMO case when the optimal
covariance is of full-rank [10].
The joint power constraints, i.e. TPC and PAC, are moti-
vated by practical designs where each antenna has its own
amplifier (and hence PAC) while limited total power/energy
supply motivates TPC. The optimal signaling and capacity
have been found under the joint constraints for the MISO
channel in [11], while the general MIMO case remains an
open problem.
The next section provides a closed-form full-rank solution
for the MIMO case as well as sufficient and necessary condi-
tions for this solution to hold and some related properties.
III. THE MIMO CAPACITY UNDER THE JOINT
CONSTRAINTS
Following the standard arguments, see e.g. [1]-[3], Gaussian
signaling is still optimal under the joint constraints and the
channel capacity C is as in (2), where the constraint set SR
is as follows:
SR = {R : R ≥ 0, trR ≤ PT , rii ≤ P} (7)
and PT , P are the total and per-antenna constraint powers. Un-
fortunately, no closed-form solution is known for the optimal
covariance in (2) under the constraints in (7) in the general
case. The following Theorem partially closes this gap and
gives a closed-form full-rank solution for optimal signaling
in this setting.
Theorem 1. Let the channel in (1) be of full column rank,
W =H+H > 0, and let the per-antenna and total transmit
constraint powers be sufficiently high,
P > λ−1m (W ), PT > mλ
−1
m (W )− trW
−1 (8)
Then, the optimal Tx covariance R∗ in (2) under the TPC and
PAC in (7) is of full-rank and is given by
R∗ = min(PI, λ−1I −D(W−1))− D¯(W−1) (9)
= λ−1I −W−1 − ((λ−1 − P )I −D(W−1))+ (10)
where D(W ) retains only diagonal entries of W (with all
off-diagonal entries set to zero), and D¯(W ) =W −D(W )
retains off-diagonal entries only (with all diagonal entries set
to zero), the operator min applies entry-wise, λ ≥ 0 is the
Lagrange multiplier responsible for the total power constraint;
λ = 0 if mP ≤ PT ; otherwise, it is determined as a unique
solution of the following equation∑
i
min(P, λ−1 − (W−1)ii) = PT (11)
The capacity can be expressed as
C = ln |W |+
∑
i
lnmin(λ−1, P + (W−1)ii) (12)
Proof. See Appendix.
It follows from the proof that inactive TPC (λ = 0) implies
that all PACs are active (λi > 0, rii = P for all i). Hence, a
single inactive PAC (λi = 0, rii < P for some i) implies that
the TPC is active (λ > 0, trR∗ = PT ).
The expression in (10) has the following interpretation: its
first part λ−1I −W−1 is the standard full-rank WF solution
under the TPC only, and its 2nd part (λ−1I −D(W−1) −
PI)+ is a correction term accounting for the PAC.
It follows from (9) that per-antenna powers are as follows:
rii = min(P, λ
−1 − (W−1)ii) > 0 (13)
which also has an insightful interpretation: these powers are
the minimum of those under the PAC and TPC individually
(1st and 2nd term in the min operator, respectively).
Next, we show that the solution in Theorem 1 reduces to
known solutions in some special cases.
Corollary 1. In Theorem 1, if the per-antenna constraint
power P is sufficiently high,
P ≥ λ−1 − (W−1)ii ∀i (14)
then all PACs are inactive and (10) reduces to the standard
WF solution,
R∗ = λ−1I −W−1 (15)
where λ−1 = m−1(PT + trW
−1).
Corollary 2. In Theorem 1, if the TPC power PT is sufficiently
high, PT ≥ mP , the TPC is inactive and (9) reduces to the
PAC-only full-rank solution in [10],
R∗ = PI − D¯(W−1) (16)
3Corollary 3. In Theorem 1, i-th PAC is active if and only if
(W−1)ii < λ
−1 − P (17)
The Lagrange multiplier λ in Theorem 1 is determined from
(11) when the TPC is active (otherwise, λ = 0). Since its
left-hand side is a monotonically-decreasing function of λ,
bisection algorithm is an efficient (exponentially-fast) tool [13]
to solve it. However, it requires lower and upper bounds of
the solution for initialization. These are given below.
Proposition 1. The Lagrange multiplier λ in Theorem 1 is
bounded as follows:
0 ≤ λ ≤ λm(W ) (18)
Proof. The lower bound is from dual feasibility. The upper
bound is from (19).
It should be pointed out that while (8) are sufficient for the
optimal signaling to be of full-rank, they are not necessary,
i.e. there are cases where the optimal signaling is of full-rank
even when (8) do not hold. The following proposition gives
necessary conditions for an optimal covariance to be of full-
rank.
Proposition 2. Let W > 0. The necessary conditions for
optimal covariance R∗ to be of full rank are as follows:
P > λ1(D¯(W
−1)), λ < λm(W ) (19)
where 1st condition is also sufficient if mP ≤ PT (inactive
TPC), and λ is determined from the TPC as in Theorem 1.
Proof. Using (9),
R∗ = min(PI, λ−1I −D(W−1))− D¯(W−1)
≤ PI − D¯(W−1) (20)
so that R∗ > 0 implies PI > D¯(W−1) and hence 1st
condition in (19). 2nd condition is obtained from
0 < R∗ ≤ λ−1I −W−1 (21)
Based on this, the following procedure can be used to
establish whether optimal covariance is of full-rank in general:
1. If PT ≥ mP , then 1st condition in (19) is both sufficient
and necessary for R∗ > 0 and (9) applies.
2. If PT < mP , define R
∗(λ) for a given λ > 0 from (9)
and find λ from (11). If R(λ)∗ > 0, then it is a solution;
otherwise, optimal covariance is rank-deficient.
This procedure gives an exhaustive characterization of all
cases when R∗ is of full rank for a full-rank channel (since
KKT conditions are necessary for optimality).
In the following, we characterize the conditions when some
constraints are inactive for a full-rank channel.
Proposition 3. Let W > 0. If the TPC is inactive, then all
PACs are active. Hence, (i) when at least one PAC is inactive,
the TPC is active; (ii) the TPC is inactive if and only if
mP ≤ PT (22)
Proof. Follows from the stationarity condition in (35).
It should be noted that this Proposition does not hold if the
channel is rank-deficient, as the example below demonstrates.
IV. ORTHOGONAL CHANNEL
To get additional insights, let us consider the case where
the channel is orthogonal,
W =H+H =Dw = diag{wi} (23)
where wi = |hi|
2, and the columns of H are orthogonal to
each other: h+i hj = 0, i 6= j. One of the motivations of this
is massive MIMO (a key technology for 5G [15]) where this
orthogonality holds approximately for a large number of Rx
antenna, with improving accuracy as the number of antennas
increases [14].
In this case, R∗ is also diagonal and, from Theorem 1,
R∗ = min(PI, λ−1I −D−1w ) = min(R
∗
PAC ,R
∗
TPC) (24)
where R∗PAC = PI,R
∗
TPC = λ
−1I −D−1w are the optimal
covariance matrices under the PAC and TPC only (λ is
determined as in Theorem 1).
Note that, for the orthogonal channel, isotropic signaling
is optimal under the PAC but not under the TPC. Hence,
we conclude that, in the massive MIMO setting, isotropic
signaling is optimal under the PAC and suboptimal under the
TPC or joint constraints (unless the TPC is inactive).
V. HIGH-SNR REGIME
It is well-known that isotropic signaling is optimal at high
SNR for the standard WF solution (under the TPC only) in a
full-rank channel,
R∗WF ≈
PT
m
I (25)
when PT ≫ mλ
−1
m (W ). In this section, we establish the
optimality of isotropic signaling under the joint constraints.
As a first step, the following proposition shows that isotropic
signaling is optimal at high SNR under the PAC.
Proposition 4. Consider a full-rank channel (W > 0).
Isotropic signaling is optimal in this channel under the PAC
in the high-SNR regime, i.e. when P ≫ λ−1m (W ),
R∗PAC ≈ PI, CPAC ≈ ln |W |+m lnP (26)
Proof. First, observe that
CPAC ≥ C(PI) (27)
where C(R) = ln |I+WR|, since R = PI is feasible under
the PAC. Next,
CPAC ≤ CTPC(mP ) (28)
where CTPC(mP ) is the capacity under the TPC with the
total power PT = mP , since any feasible R under the PAC,
rii ≤ P , is also feasible under the TPC with trR ≤ mP .
Using (25), one obtains at high SNR CTPC(mP ) ≈ C(PI)
and hence CPAC ≈ C(PI) and (26) follow.
We are now in a position to establish the optimality of
isotropic signaling under the joint (TPC + PAC) constraints
at high SNR.
4Proposition 5. Consider a full-rank channel (W > 0). Let
P ∗ = min(P, PT /m). Isotropic signaling is optimal in this
channel under the joint constraints (TPC + PAC) in the high-
SNR regime, i.e. when P ∗ ≫ λ−1m (W ),
R∗ ≈ P ∗I, C ≈ ln |W |+m lnP ∗ (29)
Proof. First, observe that
C ≥ C(P ∗I) (30)
since R = P ∗I is feasible under the joint constraints: trR ≤
PT and rii ≤ P . Next,
C ≤ min(CTPC , CPAC) (31)
and, at high SNR, CTPC ≈ C(PT I/m), CPAC ≈ C(PI),
and hence C ≈ C(P ∗I), as desired. The inequality P ∗ ≫
λ−1m (W ) comes from the approximation ln(1 + x) ≈ lnx,
which holds if x≫ 1.
It is remarkable that, for any of the constraints considered
here, isotropic signaling is optimal at high SNR. This sim-
plifies the system design significantly as no feedback and no
elaborate precoding are necessary for this signaling strategy.
This also complements the respective result in [12] obtained
for the right-unitary-invariant fading channel.
VI. LOW-SNR REGIME
In this section, we consider the behaviour of optimal co-
variance in the low-SNR regime, namely, when
min(mP,PT )≪ λ
−1
1 (W ) (32)
It is well-known that, for the standard WF solution (under
the TPC only), the optimal signaling is beamforming (rank-1)
at low SNR, R∗WF ≈ PTu1u
+
1 , where u1 is the eigenvector
ofW corresponding to its largest eigenvalue. As the following
example shows, this does not necessarily hold under the joint
constraints.
Example: Let PT = 1.5 · 10
−2, P = 10−2, and W =
diag{2, 1}. It is straightforward to see that the optimal covari-
ance is R∗ = 10−2 · diag{1, 0.5} in this case, i.e. full-rank
and beamforming is not optimal, does not matter how low
the SNR is. If, however, the per-antenna constraint power is
increased to P = 1.5 · 10−2, all PACs become inactive and
beamforming is optimal: R∗ = 10−2 · diag{1.5, 0}.
Hence, we conclude that it is the interplay between the TPC
and the PAC that makes a significant difference at low SNR
while having negligible impact at high SNR: while the optimal
signaling under the TPC, the PAC and the joint constraints are
all isotropic at high SNR, they are quite different at low SNR.
VII. PROPERTIES OF OPTIMAL COVARIANCE UNDER THE
JOINT CONSTRAINTS
As it was seen in the previous sections, optimal signaling
under the joint constraints can be significantly different from
that under the TPC only. In the following, we point out
additional significant differences.
1. The TPC can be inactive (unless C = 0 - a trivial case
not considered here).
2. Optimal covariance is not necessarily unique.
3. Optimal covariance can be of full-rank even when the
channel is not.
4. Optimal signaling is not on the eigenmodes ofW , unless
it is diagonal or all PACs are inactive, and the capacity depends
on its eigenvectors.
These unusual properties should be contrasted with those
under the TPC only, where (i) the TPC is always active, (ii) the
optimal covariance is always unique, (iii) optimal covariance
is rank-deficient in a rank-deficient channel, and (iv) optimal
signaling is on the channel eigenmodes and the capacity is
independent of channel eigenvectors.
While Property 4 follows from Theorem 1, the following
example illustrates Properties 1-3.
Example: Let W = diag{1, 0}, PT = 2, P = 1. It is
straightforward to see that
R∗ = diag{1, a}, 0 ≤ a ≤ 1 (33)
so that (i) R∗ is not unique, (ii) it is of full-rank when a > 0,
even though the channel is not, and (iii) the TPC is inactive
if a < 1. Note however that if the channel is enhanced to a
full-rank one, W = diag{1, b}, b > 0, then R∗ = I and all
unusual properties disappear.
VIII. AN EXAMPLE
To further illustrate the MIMO channel capacity under the
joint constraints, let us consider the following channel:
W =
(
1 0.1
0.1 0.2
)
(34)
with P = 3. Fig. 1 shows the capacities under the TPC,
the PAC and the joint constraints, in addition to that under
isotropic signaling. It is clear that isotropic signaling is optimal
at high SNR (PT ≥ 6), as expected from Propositions 4 and
5. However, the low-SNR behaviour is different. Note that
the TPC is inactive when PT ≥ 6 and the PAC is inactive
when PT ≤ 3 while both constraints are active in-between.
Isotropic signaling is clearly sub-optimal when PT < 6. When
PT > 6, the capacity saturates since the PAC dominates the
performance, so that increasing total power supply beyond
PT = 6 makes no difference.
IX. APPENDIX: PROOF OF THEOREM 1
Since the problem in (2) is convex and Slater’s condition
holds (as long as P, PT > 0), its KKT conditions are
both sufficient and necessary for optimality [13]. The KKT
conditions for this problem are as follows:
−(I +WR)−1W −M + λI +Λ = 0 (35)
MR = 0, λ(trR − PT ) = 0, λi(rii − P ) = 0 (36)
trR ≤ PT , rii ≤ P, R ≥ 0 (37)
M ≥ 0, λ ≥ 0, λi ≥ 0 (38)
where λ, λi are Lagrange multipliers (dual variables) respon-
sible for the TPC and PAC, M is the (matrix) Lagrange
multiplier responsible for R ≥ 0, Λ = diag{λi}; (35) is
the stationarity condition, (36) are complementary slackness
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Fig. 1. The capacity of the fixed MIMO channel in (34) under the TPC, the
IPC and the joint constraints; isotropic signaling (iso) is also shown. P = 3.
conditions, (37) and (38) are primal and dual feasibility
conditions. The key difficulty in solving analytically these
conditions is that they are a system of non-linear matrix
equalities and inequalities, and the PACs make the feasible
set SR non-isotropic so that standard tools (e.g. Hadamard
inequality) cannot be used. However, when R is of full rank,
the stationarity condition simplifies to
(R +W−1)−1 = λI +Λ (39)
since M = 0 (from MR = 0), so that
R = (λI +Λ)−1 −W−1 (40)
where Λ is determined from the PACs
rii = (λ+ λi)
−1 − (W−1)ii ≤ P (41)
and complementary slackness λi(rii − P ) = 0 so that λi > 0
(active PAC) implies rii = P and hence
λi = (P + (W
−1)ii)
−1 − λ > 0 (42)
Combining this with the case of inactive PAC λi = 0, one
obtains
rii = λ
−1 − (W−1)ii ≤ P (43)
and hence
λi = ((P + (W
−1)ii)
−1 − λ)+ ≥ 0 (44)
where (x)+ = max(x, 0). It follows from (39) that off-
diagonal parts of R andW−1 are the opposite of each other:
D¯(R) = −D¯(W−1) (45)
and, from (41)-(46), that
rii = min(P, λ
−1 − (W−1)ii) > 0 (46)
from which (9) follows. (10) is a straightforward manipulation
of (9). (11) follows from the TPC, from which λ is found.
It remains to show that R∗ > 0. To this end, observe the
following:
R∗ = min(PI, λ−1I −D(W−1))− D¯(W−1)
> min(λ−1w I, λ
−1
w I −D(W
−1))− D¯(W−1)
= λ−1w I −W
−1 ≥ 0 (47)
where λw = λm(W ). The last inequality follows from λwI ≤
W , while 1st inequality follows from P > λ−1w and λ
−1 >
λ−1w . To show the latter inequality, use (11) and note that
f(λ) =
∑
i
min(P, λ−1 − (W−1)ii) ≤ mλ
−1 − trW−1
where f(λ) is a decreasing function (strictly so if at least one
PAC is inactive), so that
f(λw) ≤ mλ
−1
w − trW
−1 < PT (48)
from which it follows that λ < λw, as desired. This also
implies that rii > 0 in (46), since
λ−1 − (W−1)ii > λ
−1
w − (W
−1)ii ≥ λ
−1
w − λ
−1
w = 0 (49)
where 2nd inequality is due to (W−1)ii ≤ λ1(W
−1) = λ−1w .
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