We study deep neural networks with polynomial activations, particularly their expressive power. For a fixed architecture and activation degree, a polynomial neural network defines an algebraic map from weights to polynomials. The image of this map is the functional space associated to the network, and it is an irreducible algebraic variety upon taking closure. This paper proposes the dimension of this variety as a precise measure of the expressive power of polynomial neural networks. We obtain several theoretical results regarding this dimension as a function of architecture, including an exact formula for high activation degrees, as well as upper and lower bounds on layer widths in order for deep polynomials networks to fill the ambient functional space. We also present computational evidence that it is profitable in terms of expressiveness for layer widths to increase monotonically and then decrease monotonically. Finally, we link our study to favorable optimization properties when training weights, and we draw intriguing connections with tensor and polynomial decompositions.
Introduction
A fundamental problem in the theory of deep learning is to study the functional space of deep neural networks. A network can be modeled as a composition of elementary maps, however the family of all functions that can be obtained in this way is extremely complex. Many recent papers paint an accurate picture for the case of shallow networks (e.g., using mean field theory [7, 25] ) and of deep linear networks [2, 3, 20] , however a similar investigation of deep nonlinear networks appears to be significantly more challenging, and require very different tools.
In this paper, we consider a general model for deep polynomial neural networks, where the activation function is a polynomial (r-th power) exponentiation. The advantage of this framework is that the functional space associated with a network architecture is algebraic, so we can use tools from algebraic geometry [17] for a precise investigation of deep neural networks. Indeed, for a fixed activation degree r and architecture d = (d 0 , . . . , d h ) (expressed as a sequence of widths), the family of all networks with varying weights can be identified with an algebraic variety V d,r , embedded in a finite-dimensional Euclidean space. In this setting, an algebraic variety can be thought of as a manifold that may have singularities.
In this paper, our main object of study is the dimension of V d,r as a variety (in practice, as a manifold), which may be regarded as a precise measure of the architecture's expressiveness. Specifically, we prove that this dimension stabilizes when activations are high degree, and we provide an exact dimension formula for this case (Theorem 14) . We also investigate conditions under which V d,r fills its ambient space. This question is important from the vantage point of optimization, since an architecture is "filling" if and only if it corresponds to a convex functional space (Proposition 6). In this direction, we prove a bottleneck property, that if a width is not sufficiently large, the network can never fill the ambient space regardless of the size of other layers (Theorem 19).
In a broader sense, our work introduces a powerful language and suite of mathematical tools for studying the geometry of network architectures. Although this setting requires polynomial activations, it may be used as a testing ground for more general situations and, e.g., to verify rules of thumb rigorously. Finally, our results show that polynomial neural networks are intimately related to the theory of tensor decompositions [21] . In fact, representing a polynomial as a deep network corresponds to a type of decomposition of tensors which may be viewed as a composition of decompositions of a recently introduced sort [23] . Using this connection, we establish general non-trivial upper bounds on filling widths (Theorem 10). We believe that our work can serve as a step towards many interesting research challenges in developing the theoretical underpinnings of deep learning.
Related work
The study of the expressive power of neural networks dates back to seminal work on the universality of networks as function approximators [10, 19] . More recently, there has been research supporting the hypothesis of "depth efficiency", i.e., the fact that deep networks can approximate functions more efficiently than shallow networks [11, 24, 8, 9] . Our paper differs from this line of work, in that we do not emphasize approximation properties, but rather the study of the functions that can be expressed exactly using a network.
Most of the aforementioned studies make strong hypotheses on the network architecture. In particular, [11, 24] focus on arithmetic circuits, or sum-product networks [27] . These are networks composed of units that compute either the product or a weighted sum of their inputs. In [8] , the authors introduce a model of convolutional arithmetic circuits. This is a particular class of arithmetic circuits that includes networks with layers of 1D convolutions and product pooling. This model does not allow for non-linear activations (beside the product pooling), although the follow-up paper [9] extends some results to ReLU activations with sum pooling. Interestingly, these networks are related to Hierarchical Tucker (HT) decomposition of tensors.
The polynomial networks studied in this paper are not arithmetic circuits, but feedforward deep networks with polynomial r-th power activations. This is a vast generalization of a setting considered in several recent papers [29, 14, 28] , that study shallow (two layer) networks with quadratic activations (r = 2). These papers show that if the width of the intermediate layer is at least twice the input dimension, then the quadratic loss has no "bad" local minima. This result in line with our Proposition 5, which explains in this case the functional space is convex and fills the ambient space. We also point out that polynomial activations are required for the functional space of the network to span a finite dimensional vector space [22, 29] .
The polynomial networks considered in this paper do not correspond to HT tensor decompositions as in [8, 9] , rather they are related to a different polynomial/tensor decomposition attracting very recent interest [16, 23] . These generalize usual decompositions, however their algorithmic and theoretical understanding are, mostly, wide open. Neural networks motivate several questions in this vein.
Main contributions. Our main contributions can be summarized as follows.
• We give a precise formulation of the expressiveness of polynomial networks in terms of the algebraic dimension of the functional space as an algebraic variety.
• We spell out the close, two-way relationship between polynomial networks and a particular family of decompositions of tensors.
• We prove several theoretical results on the functional space of polynomial networks. Notably, we give a formula for the dimension that holds for sufficiently high activation degrees (Theorem 14) and we prove a tight lower bound on the width of the layers for the network to be "filling" in the functional space (Theorem 19).
Notation. We use Sym d (R n ) to denote the space of homogeneous polynomials of degree d in n variables with coefficients in R. This set is a vector space over R of dimension
, spanned by all monomials of degree d in n variables. In practice, Sym d (R n ) is isomorphic to R N d,n , and our networks will correspond to points in this high dimensional space. The notation Sym d (R n )
expresses the fact that a polynomial of degree d in n variables can always be identified with a symmetric tensor in (R n ) ⊗d that collects all of its coefficients.
Basic setup
A polynomial network is a function p θ :
where the activation ρ r (z) raises all elements of z to the r-th power (r ∈ N). The parameters 
For fixed degree r and architecture d = (d 0 , . . . , d h ), there exists an algebraic map
where each p θi is a polynomial in d 0 variables. The image of Φ d,r is a set of vectors of polynomials, i.e., a subset F d,r of Sym r h−1 (R d0 ) d h , and it is the functional space represented by the network. In this paper, we consider the "Zariski closure" V d,r = F d,r of the functional space. 1 We refer to V d,r as functional variety of the network architecture, as it is in fact an irreducible algebraic variety. In particular, V d,r can be studied using powerful machinery from algebraic geometry. 
Examples
We present some examples that describe the functional variety V d,r in simple cases. Example 2. A linear network is a polynomial network with r = 1. In this case, the network map
The functional space
is the set of matrices with rank at most d min = min i {d i }. This set is already characterized by polynomial equations, as the common zero set of all 
The network map p θ is a triple of quadratic polynomials in x 1 , x 2 , that can be written as 
Objectives
The main goal of this paper is to study the dimension of V d,r as the network's architecture d and the activation degree r vary. This dimension may be considered a precise and intrinsic measure of the polynomial network's expressivity, quantifying degrees of freedom of the functional space. For example, the dimension reflects the number of input/output pairs the network can interpolate, as each sample imposes one linear constraint on the variety V d,r .
In general, the variety V d,r lives in the ambient space 
Definition 4. A network architecture
It is important to note that if the functional variety V d,r is filling, then actual functional space F d,r (before taking closure) is in general only thick, i.e., it has positive Lebesgue measure in
. On the other hand, given an architecture with a thick functional space, we can find another architecture whose functional space is the whole ambient space.
Proposition 5 (Filling functional space). Fix r and suppose
In summary, while an architecture with a filling functional variety may not necessarily have a filling functional space, it is sufficient to double all the intermediate widths for this stronger condition to hold. As argued below, we expect architectures with thick/filling functional spaces to have more favorable properties in terms of optimization and training. On the other hand, non-filling architectures may lead to interesting functional spaces for capturing patterns in data. In fact, we show in Section 3.2 that non-filling architectures generalize families of low-rank tensors.
Connection to optimization
The following two results illustrate that thick/filling functional spaces are helpful for optimization.
Proposition 6.
If the closure of a set C ⊂ R n is not convex, then there exists a convex function f on R n whose restriction to C has arbitrarily "bad" local minima (that is, there exist local minima whose value is arbitrarily larger than that of a global minimum).
Proposition 7. If a functional space F d,r is not thick, then it is not convex.
These two facts show that if the functional space is not thick, we can always find a convex loss function and a data distribution that lead to a landscape with arbitrarily bad local minima. There is also an obvious weak converse, namely that if the functional space is filling F d,r = Sym r h−1 (R d0 ) d h , then any convex loss function F d,r will have a unique global minimum (although there may be "spurious" critical points that arise from the non-convex parameterization).
Architecture dimensions
In this section, we begin our study of the dimension of V d,r . We describe the connection between polynomial networks and tensor decompositions for both shallow (Section 3.1) and deep (Section 3.2) networks, and we present some computational examples (Section 3.3).
Shallow networks and tensors
Polynomial networks with h = 2 are closely related to CP tensor decomposition [21] . Indeed in the shallow case, we can verify the network map Φ (d0,d1,d2),r sends W 1 ∈ R d1×d0 , W 2 ∈ R d2×d1 to:
Here Furthermore, the celebrated Alexander-Hirschowitz Theorem [1] from algebraic geometry provides the dimension of V d,r for all shallow, single-output architectures.
, except for the following cases:
Deep networks and tensors
Deep polynomial networks also relate to a certain iterated tensor decomposition. We first note the map Φ d,r may be expressed via the so-called Khatri-Rao product from multilinear algebra. Indeed θ maps to:
Here the Khatri-Rao product operates on rows: for M ∈ R a×b , the power M Another viewpoint comes from using polynomials and inspecting the layers in reverse order. Writing [p θ1 , . . . , p θd h−1 ] T for the output polynomials at depth h − 1, the top output at depth h is:
This expresses a polynomial as a weighted sum of r-th powers of other (nonlinear) polynomials. Recently, a study of such decompositions has been initiated in the algebra community [23] . Such expressions extend usual tensor decompositions, since weighted sums of powers of homogeneous linear forms correspond to CP symmetric decompositions. Accounting for earlier layers, our neural network expresses each p θi in (9) as r-th powers of lower-degree polynomials at depth h − 2, so forth. Iterating the main result in [16] on decompositions of type (9), we obtain the following bound on filling intermediate widths. 
Theorem 10 (Bound on filling widths).
for each i = 1, . . . , h − 1. Then the functional variety V d,r is filling.
Computational investigation of dimensions
We have written code 2 in the mathematical software SageMath [12] that computes the dimension of V d,r for a general architecture d and activation degree r. Our approach is based on randomly selecting parameters θ = (W h , . . . , W 1 ) and computing the rank of the Jacobian of Φ d,r (θ) in (2). This method is based on the following lemma, coming from the fact that the map Φ d,r is algebraic. Thus if Jac Φ d,r (θ) is full rank at any θ, this witnesses a mathematical proof V d,r is filling. On the other hand if the Jacobian is rank-deficient at random θ, this indicates with "probability 1" that V d,r is not filling. We have implemented two variations of this strategy, by leveraging backpropagation:
1. Backpropagation over a polynomial ring. We defined a network class over a ring R[x 1 , . . . , x d0 ], taking as input a vector variables x = (x 1 , . . . , x d0 ). Performing automatic differentiation (backpropagation) of the output function yields polynomials corresponding to dp θ (x)/dw, for any entry w of a weight matrix W i . Extracting the coefficients of the monomials in x, we recover the entries of the Jacobian of Φ d,r (θ).
2.
Backpropagation over a finite field. We defined a network class over a finite field F = Z/pZ. After performing backpropagation at a sufficient number of random sample points x, we can recover the entries of the Jacobian of Φ d,r (θ) by solving a linear system (this system is overdetermined, but it will have an exact solution since we use exact finite field arithmetic). The computation over Z/pZ provides the correct dimension over R for almost all primes p.
The first algorithm is simpler and does not require interpolation, but is generally slower. We present examples of some of our computations in Tables 1 and 2 . Table 2 shows examples of computed dimensions, for varying architectures and degrees. Notice that the dimension of an architecture stabilizes as the degree r increases.
General results
This section presents general results on the dimension of V d,r . We begin by pointing out symmetries in the network map Φ d,r , under suitable scaling and permutation.
Lemma 13 (Multi-homogeneity). For all diagonal matrices D i ∈ R di×di and permutation matrices P i ∈ Z di×di (i = 1, . . . , h − 1), the map Φ d,r returns the same output under the replacement:
. . .
Thus the dimension of a generic fiber (pre-image) of Φ d,r is at least
Our next result deduces a general upper bound on the dimension of V d,r . Conditional on a standalone conjecture in algebra, we prove that equality in the bound is achieved for all sufficiently high activation degrees r. An unconditional result is achieved by varying the activation degrees per layer.
Theorem 14 (Naive bound and equality for high activation degree).
Conditional on Conjecture 16, for fixed d satisfying
such that whenever r >r, we have an equality in (11) . Unconditionally, for fixed d satisfying
, there exist infinitely many (r h−1 , r h−2 , . . . , r 1 ) such that the image of 
Using the recursive bound, we can prove an interesting bottleneck property for polynomial networks. Proposition 17 affords a simple proof d i = d 0 − 1 is an asymptotic bottleneck. However to obtain the full statement of Theorem 19, we seem to need more powerful tools from algebraic geometry.
Conclusion
We have studied the functional space of neural networks from a novel perspective. Deep polynomial networks furnish a framework for nonlinear networks, to which the powerful mathematical machinery of algebraic geometry may be applied. In this respect, we believe polynomial networks can help us access a better understanding of deep nonlinear architectures, for which a precise theoretical analysis has been extremely difficult to obtain. Furthermore, polynomials can be used to approximate any continuous activation function over any compact support (Stone?Weierstrass theorem). For these reasons, developing a theory of deep polynomial networks is likely to pay dividends in building understanding of general neural networks.
In this paper, we have focused our attention on the dimension of the functional space of polynomial networks. The dimension is the first and most basic descriptor of an algebraic variety, and in this context it provides an exact measure of the expressive power of an architecture. Our novel theoretical results include a general formula for the dimension of the architecture attained in high degree, as well as a tight lower bound and nontrivial upper bounds on the width of layers in order for the functional variety to be filling. We have also demonstrated intriguing connections with tensor and polynomial decompositions, including some which appear in very recent literature in algebraic geometry.
The tools and concepts introduced in this work for fully connected feedforward polynomial networks can be applied in principle to more general algebraic network architectures. Variations of our algebraic model could include multiple polynomial activations (rather than just single exponentiations) or more complex connectivity patterns of the network (convolutions, skip connections, etc.). The functional varieties of these architectures could be studied in detail and compared. Another possible research direction is a geometric study of the functional varieties, beyond the simple dimension. For example, the degree or the Euclidean distance degree [13] of these varieties could be used to bound the number of critical points of a loss function. Additionally, motivated by Section 3.2, we would like to develop computational methods for constructing a network architecture that represents an assigned polynomial mapping. Such algorithms might lead to "closed form" approaches for learning using polynomial networks (similar to SVD or tensor decomposition), as a provable counterpoint to gradient descent methods. Our research program might also shed light on the practical problem of choosing an appropriate architecture for a given application.
[ 
A Technical proofs Proposition 5 (Filling functional space). Fix r and suppose
Proof. We mimic the proof of Theorem 1 in [5] . As F d,r is thick, equivalently
we may write p = λ 1 p 1 + λ 2 p 2 for some p 1 , p 2 ∈ B and λ 1 , λ 2 ∈ R. Thus in the architecture d ′ , we may set the "top half" of weights to represent p 1 , the "bottom half" to represent p 2 , and so scaling W h appropriately, all together the network represents λ 1 p 1 + λ 2 p 2 .
Proposition 6. If the closure of a set C ⊂ R n is not convex, then there exists a convex function f on R n whose restriction to C has arbitrarily "bad" local minima (that is, there exist local minima whose value is arbitrarily larger than that of a global minimum).
Proof. We write cl(C) for the closure of C. Let L ⊂ R n a line that intersects cl(C) in (at least) two closed disjoint intervals L ∩ cl(C) ⊃ I 1 ∪ I 2 . Such line always exists because cl(C) is not convex. It is easy to construct a convex function f : R n → R ∪ {+∞} that is +∞ outside of L and has (arbitrarily) different minima when restricted to I 1 , I 2 : this amounts to constructing a convex functionf : R → R with assigned minima on disjoint closed intervals.
Proposition 7. If a functional space F d,r is not thick, then it is not convex.
Proof. It is enough to argue that F d,r does not lie on a linear subspace (i.e., that its affine hull is the whole ambient space). Indeed, because F d,r has zero-measure, this implies that it cannot coincide with its convex hull. To show the claim, we observe that F d,r always contains all vectors of polynomials of the form Proof. This is clear as the network outputs Φ(
Proof. It is equivalent to show that the network map with scalars extended to C (i.e., allowing complex weights), denoted
For this, we use induction on h. The key input is Theorem 4 of [16] , which states generic homogeneous polynomials over C of degree rs in d variables can be written as a sum of ≤ r d many r-th powers of degree s polynomials over C, when r ≥ 2.
The base case h = 1 is trivial. Thus assume h > 1 and that the image has full measure for h − 1.
, then for generic W h−1 , . . . , W 1 , the entries of ρ r W h−1 . . . ρ r W 1 x form a vector space basis of Sym r h−1 (C d0 ), so the image of Φ d,r ⊗ C is filling. On the other hand if
, then the image of Φ d,r ⊗C is full measure by [16] and the inductive hypothesis.
Lemma 11. For all θ ∈ R d θ , the rank of the Jacobian matrix Jac Proof. We note entries of Jac Φ d,r (θ) are polynomials in θ, thus minors of Jac Φ d,r (θ) are polynomials in θ, so Jac Φ d,r (θ) has a Zariski-generic rank (the largest size of minor that is a nonzero polynomial), which is also the maximum rank of Jac Φ d,r (θ). By basic algebraic geometry, this is the dimension of V d,r (see "generic submersiveness" of algebraic maps in characteristic 0 [18] ).
Lemma 13 (Multi-homogeneity). For all diagonal matrices D i ∈ R di×di and permutation matrices
, the map Φ d,r returns the same output under the replacement:
Thus the dimension of a generic fiber (pre-image) of Φ d,r is at least
Proof. This is from the multi-homogeneity of the r-th power activation ρ r by substituting.
Conditional on Conjecture 16, for fixed d satisfying
, there exist infinitely many (r h−1 , r h−2 , . . . , r 1 ) such that the image of
Proof. We know the dimension of V d,r equals the dimension of the domain of Φ d,r minus the dimension of a generic fiber of Φ d,r (see generic freeness [15] ). Thus by Lemma 13 
At the same time, the dimension of V d,r is at most that of its ambient space Sym r h−1 (R d0 ) d h . Combining produces the bound (10).
For the next statement, we temporarily assume Conjecture 16. We shall prove by induction on h the stronger result that for r ≫ 0 the generic fibers of Φ d,r are precisely as described in Lemma 13 (and no more). The base case h = 1 is trivial. Thus assume h > 1 and that for h − 1 the generic fiber is exactly as in Lemma 13,  
Since r >r 2 , by Conjecture 16 there must be two linearly dependent summands in (14) . Permuting as necessary we may assume these are the first two terms on both sides. Scaling as necessary we may assume p θ1 =p θ1 , and then subtractw h11p r θ1 from (14) to get:
Invoking Conjecture 16 again, we may remove another summand from the RHS, so on until the RHS is 0. k be the set of k-tuples, no two entries of which are linearly dependent. So U is Zariski-open, described by the non-vanishing of 2 × 2 minors. Further let U r ⊆ U be the subset of k-tuples whose r-th powers are linearly independent, similarly Zariski-open. Consider the chain of inclusions [4] , the union of this chain equals U . Thus by Noetherianity of affine varieties, there exists R with ∪ R r=1 U r = U [15] . Nowr = R! works. 
Proof. This bound encapsulates the bracketing:
More formally, the network map Φ (d0,...,d h ),r factors as:
by first sending (W h , . . . , W 1 ) to the pair of bracketed terms in (16) and then the pair to the composite in (16) . The closure of the image of the first map in (17) is
On the other hand, the second map in (17) has ≥ d k -dimensional generic fibers, by multiplying with a diagonal matrix D k ∈ R d k ×d k . Combining these facts gives the result. 
To gain a factor of 2 in the bottleneck bound, we start by writing [p θ1 . . . p θdi ]
T for the output polynomials at depth i, that is, for W i ρ r W 
