Similarity search is a key to important applications such as content-based search, deduplication, natural language processing, computer vision, databases, and graphics. At its core, similarity search manifests as k-nearest neighbors (kNN) which consists of parallel distance calculations and a top-k sort. While kNN is poorly supported by today's architectures, it is ideal for near-data processing because of its high memory bandwidth requirements. This work proposes a near-data processing accelerator for similarity search: the similarity search associative memory (SSAM).
INTRODUCTION
Similarity search is a key computational primitive found in a wide range of applications, such as image and video retrieval, image classification, content deduplication, data mining, and computer vision. Similarity search manifests as a simple algorithm: k-nearest neighbors (kNN). As a result, the importance of similarity search has increased dramatically with the growth of visual content: users shared over 260 billion images in 2010 [1] , and uploaded over 300 hours of video every minute in 2014 [2] .
At its core, kNN consists of parallelizable distance calculations and a global top-k sort, and is often supplemented with indexing techniques to reduce the data volume that must be processed. While simple, kNN is notoriously memory intensive on CPUs and heterogeneous computing substrates. In kNN, distance calculations are cheap and parallelizable, but moving data from memory to the compute device is a bottleneck. Moreover, most data is used only once per kNN query and discarded since the result of a kNN query is only a small set of identifiers. Batching requests to reduce data movement has limited benefits when targeting strict latency budgets.
Because of its significance, generality, parallelism, simplicity, and small result set, kNN is an ideal candidate for near-data processing. The key insight is that a small accelerator can reduce the bottlenecks of kNN by applying data reduction near memory and substantially reduce data movement. We propose similarity search associative memory (SSAM) which integrates a programmable accelerator into a die-stacked memory module. Semantically, a SSAM takes a query as input and returns the top-k closest neighbors stored in memory as output. We evaluate the performance and energy efficiency of SSAM by implementing the design down to layout and compare against other architectures. Our contributions are as follows: (1) an applicationlevel characterization of kNN to justify acceleration, (2) a near-data vector processor accelerator with hardware support for similarity search, and (3) instruction extensions to accelerate similarity search.
CHARACTERIZATION OF KNN
A typical kNN application pipeline for content-based search has five stages: feature extraction, feature indexing, query generation, k-nearest neighbors search, and reverse lookup ( Figure 1 ). The key bottleneck is the k-nearest neighbors stage which searches for similar content. It consists of parallelizable distance calculations and a top-k sort; kNN variants also use indexing structures which prune the search space.
Typical approximate kNN algorithms include kd-trees [3] , hierarchical k-means [4] , and multi-probe locality sensitive hashing (MPLSH) [5] . Indexing techniques employ hierarchical data structures which are traversed to prune the search space but trade accuracy for throughput. In kNN, accuracy is defined as S E ∩ S A /|S E | where S E is the true set of neighbors returned by exact linear kNN search, and S A is the set of neighbors returned by approximate kNN. In general, searching more of the dataset improves search accuracy for indexing techniques. In our experiments, we find indexing techniques can provide up to 170× throughput improvement over linear search while still maintaining at least 50% search accuracy, but only up to 13× in order to achieve 90% accuracy. Past 95-99% accuracy, indexing techniques effectively degrade to linear search. This means, hardware acceleration can either increase throughput at iso-accuracy by speeding it up or increase search accuracy at iso-latency by searching larger volumes of data. 
SSAM ARCHITECTURE
The SSAM architecture is built on top of Hybrid Memory Cube 2.0 (HMC) [6] to capitalize on enhanced memory bandwidth (up to 320 GB/s). The DRAM layers are vertically partitioned into a number of vaults (Figure 2a) . A host processor driver is responsible for managing, compiling, and configuring the accelerator. Our SSAM architecture leverages the existing HMC architecture and introduces a number of SSAM accelerators to handle the kNN search. These SSAM accelerators are instantiated on the compute layer next to existing vault controllers (Figure 2b ). SSAM accelerators are further decomposed into processing units (Figure 2c-d) . To fully harness available bandwidth, processing units are replicated based on peak bandwidth needs of all indexing techniques. For kNN, we expect near optimal memory bandwidth since almost all data accesses to memory are large contiguously allocated blocks such as bucket scans and data structures. Our modifications are orthogonal to the functionality of the HMC control logic so that the HMC module can still operate as a standard memory (i.e., acceleration logic can be bypassed). Our processing units do not implement a full cache hierarchy since there is little data reuse outside of the query vector and indexing data structure per query. Finally, we do not expect external data links to become a bottleneck as a majority of the data movement occurs within SSAM modules themselves.
Each processing unit consists of a fully integrated scalar and vector processing unit similar to [7] . Fully-integrated vector processing units with chaining are naturally wellsuited for accelerating kNN distance calculations because they are (1) able to exploit the abundant data parallelism in kNN and (2) well-suited for streaming computations. We use a single instruction stream to drive both the scalar and vector processing units since at any given time a processing unit will only be performing either distance calculations or index traversals in kNN.
We also integrate a shift register-based priority queue unit to perform the sort and global top-k calculation, and introduce insert (PQUEUE_INSERT), load (PQUEUE_LOAD), and reset (PQUEUE_RESET) instructions to operate them. We also introduce a scalar and vector 32-bit fused xorpopulation count instruction (SFXP, VFXP) similar to a fused multiply add instruction. The FXP instructions are useful for Hamming distance calculations and are cheap to integrate. Finally, we introduce a data prefetch instruction MEM_FETCH to cope with the predictable contiguous memory access patterns of line scans.
EVALUATION RESULTS
We evaluate the SSAM accelerator against a Xeon E5-2620 CPU, Titan X GeForce GPU, and Kintex-7 325-T FPGA. We use Synopsys Design Compiler, IC Compiler, and PrimeTime to evaluate the SSAM architecture for several vector widths. We observe SSAM achieves area-normalized throughput improvements of up to 426×, and energy efficiency gains of up to 934× over multi-threaded Xeon E5-2620 CPU results. We also observe roughly one order of magnitude energy efficiency over FPGA and GPU solutions. For approximate kNN, at a 50% accuracy target we observe on average 51.7× throughput improvement for kd-tree, kmeans, and HP-MPLSH over CPU baselines.
CONCLUSIONS
This paper presents SSAM, an application-driven neardata processing architecture for similarity search. By moving compute close to memory, SSAM addresses the data movement challenges of similarity search and exploits codesign opportunities to accelerate similarity search.
