In this paper we propose a simple model to forecast industrial production in Italy up to 6 months ahead. We show that the forecasts produced using the model outperform some popular forecasts as well as those stemming from an ARIMA model used as a benchmark and those from some single equation alternative models. We show how the use of these forecasts can improve the estimate of a cyclical indicator and the early detection of turning points for the manufacturing sector. This is of paramount importance for short-term economic analysis.
Introduction
Forecasting the industrial production index is an important issue in shortterm economic analysis. This is still true in contemporary developed economies where services are gaining increasing weight. In fact, the industrial sector is still important in explaining aggregate fluctuations, also because some of the services activities (business services) are closely linked to the industrial ones. The interest in the topic is witnessed by the continuous effort devoted to investigating it (see, e.g., Bodo et al., 2000; Huh, 1998; Marchetti and Parigi, 2000; Osborn et al., 1999) . In addition, forecasts of industrial production can be useful in more general forecasting models. Finally, cyclical indicators of the manufacturing sector may be derived from the industrial production index series: this is commonly done by applying signal extraction techniques, and accurate forecasts of the series to be filtered are useful in order to obtain reliable estimates of the most recent observations.
From a general standpoint it should be said that most of the existing models in Italy offer an early estimation (nowcast) of the industrial production, rather than a true forecast. Indeed, the official indicator is released by the Italian National Statistical Institute (ISTAT) 45 days after the end of the reference month, so that a two-step ahead prediction is necessary to achieve a nowcast of the indicator itself. This is the case, in particular, for two highly reputed predictions released monthly by CSC and IRS, 1 respectively. In the second half of month t (when the official indicator is available up to month t − 2), CSC releases a preliminary survey-based estimate of month t and a revised estimate for month t − 1. A similar dissemination scheme is followed also by IRS, which however uses an econometric model based on electricity consumption to produce its projections; at the half of month t a preliminary estimate of the same month is released, and a final one is published at the beginning of month t + 1.
In this paper, we propose a simple model able to produce satisfactory forecasts of the industrial production index well beyond the two-step ahead nowcasts. We show that the projections deriving from our model can well compete with the two aforementioned accredited forecasts in terms of predictive ability within the two-step ahead horizon, and offer reliable results up to six months ahead. In a spirit similar to McGuckin et al. (2001) , we also show 1 how our projections can be used successfully to reduce uncertainty in the estimation of a cyclical indicator for the manufacturing sector derived from the industrial production series. This allows us also to improve substantially on the timely detection of turning points in the level of manufacturing activity. We actually think that this is a major result of this paper. Though the empirical analysis is carried out on Italian data, we feel that the implications are far reaching and the arguments developed in the paper are potentially of interest to an international audience.
The paper is organized as follows. The next Section presents the model: its forecasting ability is evaluated and compared with that of the other models in Section 3. The use of our forecasts to improve trend-cycle estimates and to reduce the delay with which turning points are detected, are discussed in detail in Section 4. The last Section concludes. Three appendices report some preliminary data analysis and estimation details.
The forecasting model
Econometric models already available in Italy to forecast industrial production mainly use coincident indicators of industrial activity, such as electricity consumption (see e.g. Marchetti and Parigi, 2000) , which have the advantage of an earlier release with respect to the industrial production index, making it possible to formulate up to two-period ahead predictions (i.e., nowcasts). However, the goal of obtaining genuine forecasts of the industrial production index (IPI ), makes it necessary to forecast the official figures at least three months ahead. This is why it might be sensible to give priority, in the search of variables which will be used in the forecasting model, to those characterized by a leading pattern. A comprehensive analysis of the properties of many Italian economic time series has been carried out by Altissimo et al. (1999) . In part using the results contained in that paper, and after restriction of a considerably higher number of candidates, we find that two variables seem particularly interesting as potential predictors of the industrial production in Italy: the ISAE business surveys series 2 on future production prospects (PP) and the quantity of goods transported by railways (TON ). 3 The first variable 2 See Pappalardo (1998) and the references therein for a description of early uses of ISAE (former ISCO) business surveys in forecasting models of the Italian industrial production. 3 The industrial production index (IPI ) is released monthly by ISTAT, the Italian National Statistical Institute.
Press releases and recent data can be found at http://www.istat.it. Future production prospects (forecasts, PP) are released monthly by ISAE, the Institute for Studies and Economic Analyses. Recent data and updates can be found at http://www.isae.it/english.html. The time series for tons of goods transported by railways (TON ) and its updates are kindly provided by Ferrovie represents industrial entrepreneurs' opinions about future production. More precisely, the entrepreneurs are asked if they expect the production of their own firm to increase (+), to remain stable (=), or to decrease (-) in the following three-four months. The answers are conventionally synthesized using a balance, i.e. the share of "+" less the share of "-" answers. The variable (P P ) obtained in this way is therefore bounded in the interval [-100, +100], and it is a natural candidate in a forecasting model of the industrial production index, given its timely availability, its explicit link with the variable to be forecast, and its expected lead with respect to the industrial production series. The usefulness of the second variable in a forecasting model is due to the fact that the merchandises transported by rail are mainly intermediate goods and raw materials used as inputs by manufacturing industries. Indeed, this variable is characterized by a fairly stable lead over the industrial production index, as well as by a short delay in its availability.
A log transformation is used for the series IPI and TON while PP is rendered unbounded using the transform − log [200/(P P + 100) − 1] . 4 None of the variables is seasonally adjusted.
Despite being extensively studied, nevertheless the Italian industrial production index is not an easy series to forecast, even considering seasonal differences (see Figure 1 ). An explicit goal of this study is that of finding a simple but reliable model to forecast the monthly Italian industrial production index up to six steps ahead.
On the one hand, empirical evidence on the forecasting performance of nonlinear models is mixed (see e.g. Clements and Krolzig, 1998; Huh, 1998; Marchetti and Parigi, 2000; Simpson et al., 2001 ). Franses and van Dijk (2001) suggest that linear models with simple seasonal components offer advantages over more complicated ones in terms of their short-term forecasting accuracy. On the other hand, we feel that the single-equation framework often used to forecast the industrial production index (see e.g. Marchetti and Parigi, 2000; Simpson et al., 2001 ) offers an oversimplified option that does not allow for multi-step dynamic forecasts. For all these reasons our investigation rests on the well established VAR framework.
Given that we use seasonal time series, an aspect that deserves special attention is the parameterization of the VAR. Even if we test for unit roots in our series, 5 we adopt the rather practical strategy of modelling seasonal differences. The reason for this choice is threefold. First, following the standard short-term economic analysis practice we are mostly interested in forecasting dello Stato, the Italian State railways company. 4 For ease of exposition we avoid creating further acronyms and, from now on, we maintain the same names for the transformed variables. This should create no confusion. 5 The results are reported in appendix A. the annual growth rates, not the levels of the series. Second, not much is known about the effects on forecasting performance deriving from imposing all the seasonal roots at unity when they are not all present in the observed time series: to the best of our knowledge, the empirical evidence does not offer a definitive answer, though there are indications that filtering out only the correct unit roots in general does not produce superior forecasts (see e.g. Lyhagen and Löf (2001) suggest that when the model is not known and the aim of the modeling exercise is forecasting, a VAR in annual differences may be a better choice than a seasonal error correction model based on seasonal unit roots pre-testing. Last, but by no means least, differencing partially protects forecasting from sudden structural changes (Clements and Hendry, 1999) , and we share the view that "[...] the current recommendation for the choice of a single model for forecasting seasonal economic time series up to a year ahead is that the annual difference specification should be the default choice" (Osborn, 2002, p.430 ). 6 The matter here is the balance between the reduction in forecast errors bias and the increase in variance: however this aspect can not be assessed a priori.
As far as model selection is concerned, we rely on the general-to-specific approach and we start from a fairly heavily parameterized VAR with 14 lags and some deterministic components. In particular, we simplify the model sequentially by excluding non significant lags, starting from the least significant, while checking at each simplification step the statistical properties of the residuals. Though seasonal differences do effectively filter out most of the seasonal component of the series, nevertheless they still show slowly decreasing autocorrelations which make it difficult to find a valid (subset) reduction of the starting model (see Krolzig, 2001 ). In order to obtain quasiorthogonal regressors so to ease the reduction process, we reparameterize our unrestricted stationary VAR into the isomorphic form
where
, and d t are the deterministic components that include, besides the constant and three specific impulse dummies (1991:08, 1995:08, and 1992:11) to correct for particularly large residuals, 7 a dichotomous variable that takes the value 1 in August when production prospects (P P ) in July are positive and a similar variable when they are negative; other two dichotomous variables are specified along the same lines for December (having November as reference month for P P ). 8 This approach represents an attempt to take into account possible interactions between seasonal variations and the business cycle in industrial production. These interactions can be theoretically justified by economic theory (see e.g. Cecchetti et al., 1997), and can produce observable implications. Furthermore, it is very well known that in Italy it is common practice for the industrial firms to adjust production to demand by prolonging (shortening) summer and Christmas holidays when demand is low (high). We find successful not to include the seasonal dummies in the model (the p-value of the test for the exclusion of all the seasonals, except the special dummies for August and December, is 0.9999). Finally, d t includes also ∆ 12 log(T D t ) and ∆ 12 log(T D t−1 ), with T D t the number of trading days in month t. As is well known, the number of trading days significantly influences manufacturing activity. While the use of ∆ 12 log(T D t ) is widespread in models for industrial production, the insertion of ∆ 12 log(T D t−1 ) is fairly non-standard. However, in the presence of particularly unfavorable (favorable) trading days configurations, it is legitimate to expect that firms tend to compensate lower (higher) realized production in the following month: therefore we expect the parameters attached to ∆ 12 log(T D t ) and ∆ 12 log(T D t−1 ) to have opposite signs. Indeed, the estimated coefficients of ∆ 12 log(T D t ) and ∆ 12 log(T D t−1 ) in our VAR confirm our expectation and are both highly significant. 9 The unrestricted VAR is sequentially simplified to obtain a more parsimonious parameterization. Even if the (subset) restricted VAR is more parsimonious than the starting one, nevertheless it is still rather heavily parameterized including the lagged terms in annual differences and the lags from 1 to 5, lag 9, and lags from 12 to 13 for the terms in ∆∆ 12 . The p-value of the reduction is 0.675, which indicates that no significant information is lost in the sequential simplification process. The main statistics and diagnostics of the VAR estimated over the period 1988:03-1998:12 are reported in Table 1 . 10 The tests for parameter constancy, calculated over the forecast evaluation sample (1999:01-2001:12, see next section), do not reject structural stability.
The final model we use monthly to actually produce the forecasts is further simplified by eliminating non significant deterministic elements from individual equations. 11 
Forecast evaluation
In this section we evaluate the forecasting ability of our VAR as compared to an ARIMA model, to some simple but efficient single-equation alternatives, and to the forecasts released by CSC and IRS over a fairly long period (1999:01-2001:12) . 12 Since our aim is to produce forecasts up to 6 months ahead, the forecasting performance comparison with CSC and IRS is reported for completeness and is justified on the grounds that we want to obtain a model that on the very short horizons behaves at least as well as those of these two honored forecasters. Given that we are especially interested in forecasting industrial production annual growth rates, all forecasts 
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0.607 The Table reports Perfectly fair forecasts comparisons would require the use of homogeneous forecasting criteria among the competing models (see e.g. Tashman, 2000) . However, we want to compare our forecasts with those from a model of which we do not know many details (the IRS model), and even with those derived from a survey (CSC). For this reason we believe that, while perfectly homogeneous conditions are essential when comparing the forecasting performance of alternative methods, they cannot always be imposed when comparing real world forecasts. However, to increase comparability the ARIMA, the singleequation, and the VAR forecasts are all based on a common recursive scheme. Parameters are estimated with data ranging from 1 to t 0 , and forecasts are produced for t 0 + 1, . . ., t 0 + n (1 ≤ n ≤ 6); then parameters are estimated on the sample ranging from 1 to t 0 + 1, and forecasts are produced for t 0 + 2, . . ., t 0 + n + 1, and so forth. 13 In our application the forecast evaluation sample runs from January 1999 to December 2001: the estimation sample is adjusted in such a way that for each forecasting horizon we have n = 36 out-of-sample observations.
In order to evaluate the quality of our forecasts we consider different criteria. We first compute simple standard statistics (mean absolute forecasting error, root mean square error, mean error), and in order to draw some inference on the significance of the emerging differences we use the Diebold-Mariano (1995) approach as modified by Harvey et al. (1997 Harvey et al. ( , 1998 . In particular, for the h-step ahead forecasts we use the modified DieboldMariano statistic:
where n = 36,d = n
) with g(e it ) some arbitrary function of the forecasting errors from model i {∈ 1, 2}, and f d (0) is a consistent estimate of the zero-frequency spectral density of d t .
When comparing forecasting accuracy, in this paper we use d t = |e 1t | − |e 2t |: the null in this case is E(d t ) = 0. This choice, as well as the emphasis on the MAE, is justified on the grounds that we would like to obtain a model that on average performs well, at the cost of some occasional relatively large error. When performing tests of forecast encompassing, d t becomes d t = e 1t (e 1t −e 2t ) (see Harvey et al., 1998) : under the null, forecast 1 encompasses forecast 2 and E(d t ) = 0; under the alternative, forecast 1 could be improved by incorporating some of the features present in forecast 2.
In order to obtain a consistent estimate of f d (0), we follow the recommendations contained in Diebold and Mariano (1995) and Harvey et al. (1997) and use an unweighted sum of the sample autocovariances up to
τ =1 γ τ , with γ k the lag-k sample autocovariance. Two remarks are important at this stage. First, given that CSC and IRS do not release their forecasts in summer according to different schemes, their projections present some missing values. In fact, CSC does not produce onestep ahead estimates for the month of July and two-step ahead projections for the month of August of each year. IRS does not release two-step ahead forecasts for the month of August of each year; additionally, we could not retrieve IRS forecasts for a couple of dates.
14 To cope with this issue, in the computation of 2π f d (0) we use (see Harvey, 1989 , p.329; Robinson, 1985) 
where d when forecasts are based on estimated models and parameters estimation uncertainty is neglected, the forecast encompassing test tends to reject too often. This size distortion depends, among other things, on the number of out-of-sample forecasts used to compute the test. When the fraction n/t 0 is small, the distortion is likely to be small. In our case, n/t 0 ≈ 0.25: this implies that a nominal 5% t test should slightly over-reject, but the actual size should not exceed 8%. 15 Given that correction of DM * to take into account parameters uncertainty entails knowledge of both the models to be compared, we cannot in practice use the modifications suggested by West (2001).
The ARIMA model
It is customary to compare the forecasts derived from a model to those relying only on univariate techniques. The reason for this, is that we want to be sure that using our model we can forecast at least as well as what we could do by exploiting only the information embodied in the variable of interest. Actually, the benchmark model we use in this paper is slightly more general than a "pure" ARIMA, being a regression model with ARMA errors, where the dependent variable is the stationary transform (seasonal difference) of IP I and the regressors are those included in d t in equation (1) with the exception of the "special" dummies for August and December.
At any rate, for simplicity we will continue throughout the paper to denote this model as ARIMA. IP I has been considered both in the original scale and in logs. The BIC criterion is used to select the AR and MA polynomial orders, testing each lag combination up to 6 for both polynomials. An appropriate transformation of the likelihood (Findley et al., 1998) allows to compare models both in levels and in logs. The selected model is an ARMA (2,2) on the seasonal difference of the untransformed IP I variable. The estimated AR polynomial has a pair of complex conjugate roots with a period of 37 months, which is consistent with the observed cyclical behavior of Italian industrial production.
This model has been estimated recursively by exact maximum likelihood 16 and 1 to 6 step-ahead forecasts have been produced. Such an ARIMA model 15 A nominal 3% should not exceed actual 5%. These computations follow West (2001, p.30) and are based on some rather unrealistic technical conditions. However, the values obtained in this way seem to act as upper bounds in the simulations carried out by West (2001, p.31) . 16 The software used to carry out the estimation is X-12-ARIMA ver. 0.2.9 (see U.S. Census Bureau, 2002). constitutes a fairly robust benchmark to beat. 17 The results, reported in Table 2 , indicate that the MAE and RMSE of the VAR forecasts are uniformly smaller than those of the ARIMA, except for the five-and six-step ahead RMSE. The sudden increase of these two statistics in correspondence of five-and six-step ahead forecasts is due to one single large forecast error induced by the difficulty of predicting P P precisely at these longer horizons. The DM * predictive accuracy tests denote a significant superiority of the VAR only for the three-and four-step ahead forecasts. However, the forecasts encompassing tests highlight that the VAR forecasts encompass the ARIMA ones at all horizons, with the exception of the sixstep ahead forecasts. On the contrary, the ARIMA forecasts encompass those stemming from the VAR only for the five-step and, marginally, for the sixstep ahead horizons.
Single-equation alternatives
While the univariate ARIMA model is a useful benchmark against which to test our proposed model, we also consider a set of single equation multivariate models which exploit as much information as possible from the same variables used by the VAR. In fact, at the half of month t, when we have to produce forecasts for months t − 1, t, t + 1, ..., t + 4, the most recent observations on the variables that enter our model are {IP I t−2 , T ONN t−1 , P P t−1 }. This fact is not exploited in the VAR, where we consider only the information set up to t − 2 for all variables, in this way ignoring the available information for t−1. An alternative strategy that bypasses this problem is based on building six single-equation forecasting models, one for each forecasting horizon, such that at every step the most comprehensive available information set is used. The single-equation model used to produce the k-step ahead forecast for ∆ 12 IP I t can be written as
where d t is the same as in (1) when k = 1, 2. At longer horizons (k = 3, ..., 6) d t does not include the dummies for August and December. In fact, the single-equation framework does not allow to produce forecasts for P P , so that August and December dummies cannot be produced either. This procedure is related to the concept of "dynamic estimation", which sometimes can be useful for forecasting in the presence of model misspecifications (Clements and Hendry, 1998).
The equations are initially over-parameterized, and are successively recursively simplified in the usual general-to-specific framework. The final 6 equations selected to produce the 1 to 6-step ahead forecasts are reported in Appendix C. As might be easily expected, the forecasting equations for the longer horizons show residuals autocorrelation at lower lags.
The forecasting performance of the single-equation models, summarized in Table 3 , is slightly worse than that of the VAR. Only the five-and sixstep ahead RMSEs are slightly better than the corresponding VAR statistics. However, the MAE of the six-step ahead predictions is smaller for the VAR, consistently with the previous observation that the deterioration of the VAR forecasting statistics at the longest horizons is due to one large forecast error. Finally, the tests for predictive accuracy are never significant and those for encompassing do not show a clear pattern.
All in all, we believe that even if the VAR performance is not dramatically superior to the single-equations' one, nevertheless the VAR framework is neater and more flexible, so that we prefer again our VAR to the singleequation alternatives. Finally, from a very practical standpoint, the VAR has also the advantage of "protecting" the forecasting procedure from occasional delays in the availability of T ON and P P .
CSC and IRS forecasts
The comparison with the CSC and IRS projections is limited to the twostep ahead forecast horizons, but given the high reputation of these two forecasters, it is for us very important to obtain a similar forecasting record on this short horizon. The computations for the MAE and the RMSE are carried out considering the same sample for the VAR and CSC and IRS, respectively. The results of the comparisons are reported in Table 4 . The outcomes suggest that our VAR behaves slightly better than the CSC survey on the two-step ahead horizon, but is somewhat inferior on the one-step ahead. According to the predictive accuracy tests, these differences are not statistically significant, however. On the contrary, our predictions appear to be consistently superior to IRS', particularly so at the two-step ahead horizon, where the predictive accuracy test is marginally significant. The encompassing tests always reject.
Using the forecasts to improve the quality of trend-cycle estimates
The overall evidence collected in the previous section suggests that we can fruitfully use our VAR to forecast the Italian industrial production index. Now we want to show that our forecasts, which we believe are useful per se, can be used also in a different context to retrieve useful information and improve the analysis of the industrial business cycle. The estimation of a cyclical indicator from an observed series can be typically represented as a filtering problem. As such, the indicator itself is calculated using a weighted average of past, present, and future values of the variable by applying a symmetric filter to the observed series. However, at the end of the series, say at time T , no future values are available, and asymmetric uni-lateral filters must be used to obtain preliminary estimates to be revised later. It should be highlighted that the most recent part of the cyclical indicator series is the most interesting to business analysts and policy makers. Therefore it is of paramount importance to minimize the revisions in the cyclical indicator so to obtain a series that is reliable and stable. In this context, the forecasts can be used to extend the observed series so as to apply a symmetric filter also at the end-points, obtaining a cyclical indicator less affected by revisions. This is done in a spirit similar to the X-12-ARIMA seasonal adjustment procedure, where univariate forecasts are used to robustify the procedure, in order to get less revised seasonal factors (Findley et al., 1998) . Note that, again in analogy with X-12-ARIMA, there is no need that the forecasts and the indicators be derived within the same framework. For example, the selected filtering tool can be either parametric (as in this paper) or nonparametric (as it was in a previous draft). The filtering tool is not directly related to the forecasts, being specifically designed only to solve the filtering problem of interest, not the forecasting problem.
Characterization of the problem
An important feature of the industrial production index is its strong cyclical behavior. Indeed, the down-and upturns of the industrial production cycle are of major interest to business analysts. In order to highlight this feature, the unobserved component framework seems the most appropriate one. Let the series IP I be composed of four (unobserved) components:
which correspond to the trend-cycle (µ t ), the seasonal (ω t ), the working days (γ t ), and the irregular component (ε t ), respectively. A cyclical indicator can be built by eliminating the seasonal and the other short term movements from the series, leaving only the trend-cycle. 18 In order to estimate the latter, many methods have been proposed. Here we adopt the structural time series approach (see Harvey, 1989 ), which specifies a statistical model for each of the components in (5). The explicit specification of a statistical model for the components is often regarded as a key advantage of the structural time series approach over non parametric approaches and model based approaches based on reduced forms (e.g. the ARIMA model-based approach to decompose time series; see Maravall, 1995 , and the references therein). 19 
The structural time series model
As suggested in the previous subsection, one advantage of the model-based approach is the explicit specification of the models for the components, making it possible to obtain components with the desired characteristics. Let us consider again the representation (5), and let ε t be IID(0, σ 2 ε ). Since we are particularly interested in obtaining a smooth trend-cycle component for easily detecting expansion and recession periods, we choose to model µ t as an Integrated Random Walk (IRW) (Pedregal and Young, 2002) :
The variable β t is generally called the "slope" or the "trend derivative". Even if the specification of the trend as in (6) implies 18 In this paper we are not interested in disentangling long term trend and business cycle oscillations, given that the data we are dealing with feature frequent cycles in the classical sense, so that detrending is not necessary. Indeed, whenever we refer to business cycle, we do so in the sense of classical cycle and not in the sense of growth cycle (which considers detrended series). At any rate, if the forecasts produced by our model are useful to improve the construction of a trend-cycle indicator, they are likely to be equally useful with respect to the calculation of a purely cyclical indicator.
an I(2) representation for IP I t , nevertheless it represents a useful and widespread tool in the context of trend extraction problems, because it produces a very smooth trend component. In fact, the problem of dating expansion and recession in monthly time series can be a very difficult task and the IRW trend, being much smoother than other alternatives, allows to accomplish this task in an easy and effective way, simply using the trend derivative definition (García-Ferrer and Bujosa-Brun, 2000). 20 In particular, period t is defined as an expansion (recession) if µ t − µ t−1 = β t−1 > 0 (< 0).
Concerning the other components, the seasonal pattern is defined in trigonometric form:
with
where κ jt and κ * jt IID(0, σ 2 jκ ). The parameter λ j = 2πj/12 represents the frequency in radians.
Finally, the working days effect is modelled as:
where T D t is again the number of working days in month t and δ is a coefficient to be estimated. A time varying structure for δ has also been tested but it did not prove necessary. The error terms ε t , ζ t , κ jt and κ * jt are mutually independent at all leads and lags. The model composed by equations (5) to (9) can be easily put in state space form and the further assumption of normality allows estimation by maximum likelihood of the unknown variances and of δ (so called hyperparameters) by means of the Kalman filter. The Kalman smoother can then be used to estimate the different components. 21 20 Pedregal and Young (2002) note that the IRW trend has the properties of a cubic spline. We have also tested the alternative I(1) specification with β t = φβ t−1 + ζ t , and |φ| < 1. Though the results are qualitatively similar to those illustrated here, nevertheless the resulting trend is rougher, rendering more difficult the detection of the business cycle phases. 21 For the practical implementation we use Ox 3.0 (Doornik, 2001 ) and the routine SsfPack 2.2 (Koopman et al., 1998). 
Reducing revisions
Classical formulae for signal extraction allow us to recover the minimum mean square linear estimator of the unobserved components β t and µ t , given an infinite realization of the observed series y t :
where the w's and the u's are two set of weights. In practice, we never observe infinite samples; instead, in the presence of a sample of finite length T ≥ t we have a sequence of preliminary estimates β t|t+k and µ t|t+k (0 ≤ k ≤ T −t). When k = 0 we have the so called concurrent estimate; adding observations after time t produces a set of estimates which converge to their "final" value as t grows in such a way that t + k → T t. In this section we show that the use of the forecasts coming out from the model described in Section 2 dramatically improve the reliability of the preliminary estimates of the trend and of the slope components of IP I, making them much better devices in order to monitor the business cycle in the manufacturing sector. Indeed, Bruno (2001) shows that the revisions of conventional estimates of the trend component of IP I may be unacceptably large for the purpose of analysing the current industrial business cycle situation.
In order to check the importance of revisions in the trend estimates, and to evaluate the advantages deriving from using our model's forecasts, we perform a historical simulation from September 1995 to December 2001, estimating the trend and slope components at every period, for the original series and for the one extended, respectively, with six-step ahead ARIMA forecasts and with six-step ahead VAR forecasts. 22 The quantities
r β,k = β t|t+k − β t|t+k−1 (13) represent, for every k, the monthly revisions in µ t and β t , k months after the concurrent estimate. We compute (12) and (13) for every month from October 1995 onward, obtaining a distribution of revisions for every k ranging from 1 (with 75 observations) to 75 (just one observation). In practice we are usually interested in small values of k, say k ≤ 10. We can therefore derive summary statistics of the monthly revisions: in particular it is interesting to check their variances, to see if the use of our forecasts improves on the revision process. Figures 2  and 3 show clearly how effective is the improvement on the revision pattern using the forecasts from our model. The black bar (labelled "No forecasts") is the variance of the monthly revisions after k periods (x-axis) using the standard procedure that relies only on historical data. Note that converge of revisions is faster for the trend than for the slope component. In both cases the extension of the original series with the ARIMA forecasts does not improve significantly the revision pattern. On the contrary, revisions diminish dramatically using the VAR forecasts; trend revision variance is reduced by over 50% during the first three periods and by 40% during the fourth. As far as slope revisions are considered, the reduction is greater than 50% during the first seven periods.
Detection of turning points
In order to further assess how important is the improvement in the revision process showed in the previous sub-section, it is possible to analyze if it helps in detecting turning points earlier. In order to do this we use the results of the simulation of the previous sub-section together with the rule that a contraction (expansion) takes place in period t as long as β t−1 < 0 (> 0), as suggested by García-Ferrer and Bujosa-Brun (2000). As a reference, we consider the turning points identified with the observed series ending in April 2002 as "final".
It is important to stress that our aim is not to find out the best approach to signal turning points, nor to forecast them. In fact, turning points are often delay, in months, of first detection of the turning points: "p" denotes a peak, "t" a trough. In the first column are listed the dates of the turning points as estimated using the whole time series up to April 2002. Mean lag is the average lag of the detection with different methods. Six forecasts added to time series for ARIMA and VAR.
claimed to be essentially non-linear phenomena, and non-linear methods seem the most natural candidates to forecast them (Camacho and Perez-Quiros, 2002) . On the contrary, we want to show that our forecasts can be utilized to recognize turning points earlier, using a standard procedure to detect them. 23 This is also to say that at this stage we are not particularly concerned with the determination of the exact or "true" timing of the turning points. Rather, we want to show that the results of a standard routine to identify turning points can be significantly improved by embodying our forecasts.
The turning points identified by the procedure over the period 1995.9-2001.12 using the actual data up to April 2002 are five (three peaks and two troughs): they are not so many, but going back further would have led to a too pronounced loss of degrees of freedom for our model. 24 Table 6 shows the main results: the dates in the first column represent the turning points estimated as of April 2002. The mean lag in the detection of turning points with the original series is 6 months. The use of the ARIMA model forecasts in some cases reduces the time needed to detect turning points: the reduction, on average, is 1.4 months. A further improvement is obtained with the VAR forecasts, 25 which 23 In a previous version of this paper turning points were identified applying the procedure proposed by Bry and Boschan (1971) to the trend-cycle series extracted using TRAMO-SEATS (Gómez & Maravall, 1998) . The dates of the turning points identified using that procedure are very similar to those reported here. 24 By replicating a historical situation, we estimate the model using information up to time t. 25 Given that we have only five observations, the calculation of the mean could be ques- in four out of five cases allow us to detect a turning point after only two months, while in one case the time elapsed is four months. Figure 4 shows the concurrent estimate of the slope for every t ranging from 1995.9 to 2001.12. In the upper left panel the conventional estimate of the slope is shown; in the upper right panel is displayed the concurrent estimate of the slope obtained by appending to the original data the ARIMA forecasts. Finally, the lower panel shows the concurrent estimate of the slope obtained by adding the VAR forecasts. In each case the "final" estimate of the slope β t|T (that is the one estimated using the whole sample ending in April 2002) is reported for comparison. It is clear that the conventional slope ("No forecasts") performs worse than the others in capturing turning points. On the other hand, the slope obtained using ARIMA forecasts does not show a consistent advantage over the "No forecast" case, also considering that in some cases it gives false signals. In the end, the slope derived using the VAR forecasts performs consistently better than the other two over the sample examined, being much closer to the "final" one, and not giving false signals.
tioned. However, it should be stressed that we find a monotonic decrease in the delay with which turning points are detected using our forecasts for all the turning points considered here. This is well reflected by the mean lag.
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In this paper we propose a simple model to forecast the Italian industrial production. We test for the predictive accuracy of our model over a fairly long forecast evaluation sample. We show that our VAR predictions outperform those produced on the basis of a robust ARIMA model and of simple singleequation alternatives: in addition, they are on average at least as good as the survey-based projections elaborated by CSC, and more accurate than those deriving from the IRS econometric model. Furthermore, we show that using our model we are able to produce reliable forecasts on longer horizons, which is one of our main goals.
We argue that our forecasts, which are useful per se, can also be used to improve significantly on the quality and reliability of the estimates of a cyclical indicator obtained using signal-extraction (smoothing) techniques. In particular, we compare the variance of the revisions of a cyclical indicator estimated using our model's forecasts with that of the same indicator estimated using standard procedures: the information embodied in our predictions halves the uncertainty in the concurrent estimate of the cyclical indicator. This is also fundamental to timely detect turning points: the average gain in the delay with which a turning point is detected when using VAR forecasts is 3.6 months, that is a 60% reduction. We guess that a clear indication to practitioners and economic analysts arise from these results: multi-step dynamic forecasts can improve substantially on the perception we can gain not only on the future, but also on the current phase of the economy.
A Unit roots
Despite the practical approach adopted in the main text, in this appendix we report for completeness the results of conventional tests for unit roots in seasonal time series. However, the tests that follows are valid under the maintained hypothesis of no structural breaks and pure AR representations. This conflicts somewhat with our expectations.
The test regression includes a constant, a trend, eleven seasonal dummies, and the number of lags of the dependent variable sufficient to whiten the residuals (Beaulieu and Miron, 1993) . The results reported in Table 7 indicate that the presence of all the twelve unit roots is strongly rejected for all the series, but the presence of unit roots at least at some frequencies can never be excluded.
In order to investigate the presence of possible multiple unit roots at the zero frequency, we carry out formal tests on the annual differences of the series. The results of these tests are reported in Table 8 . Both the unit roots and the stationarity tests seem to indicate that the annual differences of our series do not contain unit roots at frequency zero. (Bierens and Guo, 1993) applied to the seasonally differenced series. For the ADF tests, "*" and "**" denote values that are significant at 5% and 1%, respectively. For the Bierens-Guo tests, p-values are reported. 
B VAR estimates

