High frequency based estimation methods for a semiparametric pure-jump subordinated Brownian motion exposed to a small additive microstructure noise are developed building on the two-scales realized variations approach originally developed by Zhang et al. (2005) for the estimation of the integrated variance of a continuous Itô process. The proposed estimators are shown to be robust against the noise and, surprisingly, to attain better rates of convergence than their precursors, method of moment estimators, even in the absence of microstructure noise. Our main results give approximate optimal values for the number K of regular sparse subsamples to be used, which is an important tune-up parameter of the method. Finally, a data-driven plug-in procedure is devised to implement the proposed estimators with the optimal K-value. The developed estimators exhibit superior performance as illustrated by Monte Carlo simulations and a real high-frequency data application.
Introduction
In this paper, we develop estimation methods for a semiparametric subordinated Brownian motion (SBM), whose sampling observations have been contaminated by a small additive noise along the lines of the framework of Zhang et al. (2005) . In addition to a "volatility" parameter σ, which controls the variance of the increments of the process at regular time intervals, a SBM is endowed with an additional parameter, hereafter denoted by κ, which accounts for the tail heaviness of the increments' distribution. Therefore, κ determines the proneness of the process to produce extreme increment observations. Such a measure is clearly of critical relevance in many applications such as to model extreme events in insurance and risk management and optimal asset allocation in finance. The models considered here are pure-jump Lévy models and σ is not the volatility of a continuous Itô process.
Nevertheless, given that σ 2 is proportional to the variance of the increments of the process, it is natural to refer to σ as the volatility parameter of the model.
As in the context of a regression model, the additive noise, typically called microstructure noise, can be seen as a modeling artifact to account for any deviations between the observed process and the SBM model. However, in some circumstances, the noise can be link to some specific physical mechanism such as in the case of bid/aks bounce effects in tick by tick trading (cf. Roll (1984) ). At low frequencies the microstructure noise is typically negligible (compared to the SBM's increments), but at high-frequencies the noise is significant and heavily tilts any estimates that do not account for it. The aim is then to develop inference methods that are robust against potential microstructure noises. Bandi & Russell (2008) , Mykland & Zhang (2012) for a few seminal works in the area. Most of these works have focused on the estimation of the integrated variance of a semimartingale model. However, the problem of translating some of the proposed methods into estimation methods for semiparametric models contaminated by additive noise, as it is the case in the present work, has received much less attention in the literature, in particular, when it comes to the estimation of a kurtosis type parameter. The performances of some classical parametric methods in the estimation of some popular parametric Lévy models have been analyzed in a few works such as Seneta (2004) , Ramezani & Zeng (2007) , Behr & Pötter (2009), and Figueroa-López et al. (2011) , but none of them have incorporated microstructure noise.
To motivate our estimation procedure, we start by considering Method of Moment Estimators (MME) for σ 2 and κ, in the absence of microstructure noise. Throughout the remainder of the introduction, these estimators are respectively denoted byσ 2 n,T andκ n,T , where n and T denote the number of observations and the sampling horizon, respectively.
MMEs and related estimators are widely used in high-frequency data analysis due to their simplicity, computational efficiency, and known robustness against potential correlation between observations. In order to establish asymptotic benchmarks for the convergence rates of our proposed estimators, we characterize the asymptotic behavior of the MME estimators, both in the absence and presence of microstructure noise, when δ n = T /n, the time span between observations, shrink to 0 (infill asymptotics) and T → ∞ (long-run asymptotics). We identify the order O(T −1 ), as the rate of convergence of the estimators under the absence of noise. Hence, a desirable objective is to develop estimators that are able to achieve at least this rate of convergence in the presence of microstructure noise. An asymptotic analysis of the estimators in the presence of noise allows to show thatσ 2 n,T → ∞ andκ n,T → 0, as n → ∞, both of which are stylized empirical properties of high-frequency financial observations (see Section 5.4 below). Furthermore, it is shown that δ nσ 2 n,T and δ −1 nκ n,T converge to the second moment and the excess kurtosis of the microstructure noise, respectively.
In order to develop estimators that are robust against a microstructure noise component, we borrow ideas from Zhang et al. (2005) 's seminal approach based on combining the realized quadratic variations at two-scales or frequencies. More concretely, there are three main steps in this approach. First, the high-frequency sampling observations are divided in K groups of observations taken at a lower frequency (sparse subsampling). Second, the relevant estimators (say, realized quadratic variations) are applied to each group and the resulting K point estimates are averaged. Finally, a bias correction step is necessary for which one typically uses the estimators at the highest possible frequency.
A fundamental problem in the approach described in the previous paragraph is how to tune up the number of subgroups, K, which strongly affects the performance of the estimators. We propose a method to find approximate optimal values for K under a white microstructure noise setting. For the estimator of σ 2 , it is found that the optimal K takes the form
where ε represents the additive microstructure noise associated to one observation of the SBM. Interestingly, the optimal value (1.1) is consistent, but different from that proposed by Zhang et al. (2005) in the context of a continuous Itô semimartingale 1 . It is also found that the mean-squared error (MSE) of the resulting estimator (using K as above) attains a rate
shows the surprising fact that the estimator converges at a rate of o(T −1 ), which is faster than the rate attained by the MMEs in the absence of noise. For the estimation of κ, it is found that the optimal K takes the form
while the mean-squared error of the resulting estimator converges at the rate of
up to constant C κ . Here, ε 1 and ε 2 represent the microstructure noise corresponding to two different observations of the SBM. In particular, we again infer that the resulting estimator attains a better MSE performance than the plain MME in the absence of noise.
In order to implement the estimators with the corresponding optimal choices of K * , we propose an iterative procedure in which an initial reasonable guess for σ 2 is used to find K * , which in turn is used to improve the initial guess of σ, and so forth. The resulting estimators exhibit superior finite-sample performance both on simulated and real high-frequency stock data. In particular, we found that the estimators are quite stable as the sampling frequency increases, when compared to their MME counterparts, which, as mentioned above, converge to either 0 or ∞ for σ or κ, respectively.
The rest of the paper is organized as follows. In Section 2, we give the model and the estimation framework. Section 3 introduces the method of moment estimators. Their in-fill and long-run asymptotic behavior are analyzed in Section 3.2. Section 4 introduces the estimators for σ and κ that are robust to a microstructure noise component together with bias corrected versions of these with optimal selection of K. Section 5 shows the finitesample performance of the proposed estimators via simulations as well as their empirical robustness using real high-frequency transaction data. Finally, the proofs of the paper are deferred to the Appendix.
The model and the sampling scheme
In this section, we introduce the model used throughout the paper. We consider a subordinated Brownian motion of the form
is a standard Brownian motion, and {τ t } t≥0 := {τ (t; κ)} t≥0 is an independent subordinator (i.e., a non-decreasing Lévy process) satisfying the following conditions:
The first condition is needed for identifiability purposes, while the second one allows to interpret κ as a measure of the excess kurtosis. The condition (2.2-iii) is imposed so that X t admits finite moments of sufficiently large order. In financial applications, X is often interpreted as the log-return process X t = log(S t /S 0 ) of a risky asset with price process {S t } t≥0 . In that case, τ plays the role of a random clock aimed at incorporating variations in business "activity" through time. It is well known that the process X is a Lévy process (see, e.g, Sato (1999) ). Hereafter, ν will denote the Lévy measure of X, which controls the jump behavior of the process in that ν((x, x + dx)) measures the expected number of jumps with size near x per unit time.
Two prototypical examples of (2.1) are the Variance Gamma (VG) and the Normal Inverse Gaussian (NIG) Lévy processes, which were proposed by Carr et al. (1998) and Barndorff-Nielsen (1998) , respectively. In the VG model, τ (t; κ) is Gamma distributed with scale parameter β := κ and shape parameter α := t/κ, while in the NIG model τ (t; κ)
follows an Inverse Gaussian distribution with mean µ = 1 and shape parameter λ = 1/(tκ).
As seen from the formulas for their moments (see (3.1) below), the model's parameters have the following interpretation:
1. σ dictates the overall variability of the process' increments or, in financial terms, the log returns of the asset; in the "symmetric" case (θ = 0), σ 2 is the variance of log returns divided by the time span of the returns;
2. κ controls the kurtosis or the tail's heaviness of the log return distribution; in the symmetric case (θ = 0), κ is the excess kurtosis of log returns multiplied by the time span of the returns;
3. b is a drift component in the calendar time;
4. θ is a drift component in the business time and controls the skewness of log returns;
Throughout the paper, we also assume that the log return process {X t } t≥0 is sampled during a time interval [0, T ] at evenly spaced times: t i,n = t i := iδ n , i = 1, . . . , n, where δ n := T n .
(
2.3)
This sampling scheme is sometimes called calendar time sampling (c.f. Oomen (2006) ).
Under the assumption of independence and stationarity of increments, we have at our disposal a random sample Campbell et al. (1997) , Zeng (2003) ). In what follows, we adopt a popular approach due to Zhang et al. (2005) , where the net effect of the market microstructure is incorporated as an additive noise to the observed log-return process:
where {ε t } t≥0 is assumed to be a centered process, independent of X. In particular, under this setup, the log return observations at a frequency δ n are given by
whereε i,δ := ε iδ − ε (i−1)δ can be interpreted as the contribution of the microstructure noise to the observed increment ∆ n i X. In the simplest case, the noise {ε t } t≥0 is a white noise; i.e., the variables {ε t } t≥0 are independent identically distributed with mean 0.
It is well known (and not surprising) that standard statistical methods do not perform well when applied to high-frequency observations if the microstructure noise is not taken into account. A standing problem is then to derive inference methods that are robust against a wide range of microstructure noises. In Section 4, we proposed an approach to address the latter problem, borrowing ideas from the seminal two-scales correction technique of Zhang et al. (2005) applied to Method of Moment Estimators (MME). Before that, we first introduce the considered MMEs and carry on a simple infill asymptotic analysis of the estimators both in the absence and presence of the microstructure noise.
Method of Moment Estimators
The Method of Moment Estimators (MME) are widely used to deal with high-frequency data due to their simplicity, computational efficiency, and known robustness against potential correlation between observations. For the general subordinated Brownian model (2.2)-(2.1), the central moments can easily be computed in closed forms as
where, hereafter,
represents the k-th cumulant of a r.v. Y . For the VG model, (c 3 (τ 1 ), c 4 (τ 1 )) = (2κ 2 , 6κ 3 ),
while for the NIG model, (c 3 (τ 1 ), c 4 (τ 1 )) = (3κ 2 , 15κ 3 ).
Throughout, we assume that θ = 0 or, more generally, that θ is negligible compare to σ (see Remark 3.1 below for further discussion about this assumption). The assumption that θ = 0 allows us to propose tractable expressions for the MME of the parameters σ 2 and κ as follows:σ 2 n (X) := 1 δ nμ 2,n (X),κ n (X) := δ n 3μ 4,n (X) µ 2 2,n (X)
where hereafterμ k,n (X) represents the sample central moment of k th order as defined bŷ
We can further simplify the above statistics by omitting the terms of order O(δ n ) = O(1/n) (in particular, we leave out the term δ n in (3.2) and ∆ n X in sample moments of (3.3)):
where above we have expressed the estimators in terms of the realized variations of order 2 and 4, which hereafter are defined by
Remark 3.1 In the case that |θ| << σ (i.e., |θ| is negligible relative to σ), we can see the estimators (3.2)-(3.4) as approximate Method of Moment Estimators. The assumption of θ ≈ 0 has been suggested by some empirical literature (e.g., Seneta (2004) , who in turns cites Hurst et al. (1997) ). Using MME and MLE and intraday high-frequency data, this was also validated by Figueroa-López et al. (2011) for NIG and VG models. In the latter framework, we can perform a simple experiment to assess this assumption. From the formulas for µ 2 and µ 3 in (3.1) as well as the formula for c 3 (τ 1 ), we have that
assuming that, as it is usually the case, |θ| ≤ 1. Therefore,
The following table reports the values of 2μ 2 (X) 2 δ|μ 3 (X)| − 1 for a few stocks. Thus, for instance, the value of 44 for 1 minute INTEL data suggests that σ 2 is at least 44 times larger than θ 2 κ and thus, we can assume that µ 2 (X δ ) ≈ σ 2 δ. One can do a similar analysis to justify that µ 4 (X δ ) ≈ 3σ 4 κδ. 
Simple infill properties in the absence of noise
We now proceed to show some "in-fill" (n → ∞ with fixed T ) asymptotic properties of the estimators in (3.2)-(3.4). As above, in the sequel we assume that θ = 0 and neglect O(δ n ) = O(1/n) terms. In that case, it is easy to see that
(3.5)
From the above formulas, we conclude the (not surprising) fact that, on a finite time horizon,σ 2 n is not a mean-squared consistent estimator for σ 2 , when the sampling frequency increases, but the MSE is of order O(1/T ), as T → ∞.
An analysis of the bias and variance ofκ n andκ n is more complicated due to the nonlinearity of the sample kurtosis. However, we can deduce some interesting features of its infill asymptotic behavior. First, we have
where above ∆X t = X t − X t − is the jump size of X at time t and the summations are over the random countable set of times t for which ∆X t = 0. The limit (3.6) follows from the
as n → ∞, valid for any k ≥ 2 and a pure-jump Lévy process X. Furthermore, the convergence of the corresponding moments also holds true since 0 ≤ δ nμ4,n /μ 2 2,n ≤ δ n n = T < ∞, and, thus,
The following result, whose proof is given in the Appendix, expands the expectation and variance ofκ (T ) above and shows that the
Proposition 3.2 Let X be a general Lévy process with Lévy measure ν. Let c i := c i (X 1 ) be the i th cumulant of X 1 , κ := c 4 /3c 2 2 , and suppose that |x| i ν(dx) < ∞ for any i ≥ 2. Then, as T → ∞,
(3.9)
Properties of the MME under microstructure noise
In this part we characterize the effects of a microstructure noise component into the asymptotic properties of the MME introduced above. The results for the case of the volatility estimators are classical and their proofs are given only for the sake of completeness. The results for the estimators of the kurtosis parameter κ are not hard to get either but are less known.
We adopt the setup introduced at the end of Section 2, under which the observed log-returns are given by
Furthermore, throughout we assume that, for each n, (ε i,n ) i≥1 satisfies the following mild assumption, for any positive integer k ≥ 1:
Obviously, the previous assumption covers the microstructure white-noise case, where (ε t ) t≥0 are i.i.d., in which case m k (ε) := E (ε 1,n ) k . Note thatε is not required to be independent of the process X and, furthermore, we only need for X to be a pure-jump semimartingale.
Let us first describe the infill asymptotic behavior of the estimators for σ 2 , introduced in (3.2)-(3.4), but based on the noisy observations:
For future reference, let us state the following simple result that follows from applying Cauchy's inequality, the condition (3.11), and the fact that
We are now ready to analyze the asymptotic behavior of the estimators in (3.12). The following result gives the in-fill asymptotic behavior ofσ 2 n ( X) andσ 2 n ( X).
Proposition 3.4 Both estimatorsσ 2 n ( X) andσ 2 n ( X) admit the decomposition
where the r.v.'s above are such that
Proof. We only give the proof forσ 2 n :=σ 2 n ( X). The proof forσ 2 n ( X) is identical. First note that
The term A n converges to T −1 s≤T (∆X s ) 2 , as n → ∞, since n i=1 (∆ n i X) 2 → s≤T (∆X s ) 2 and ∆ n X = O P (1/n). Clearly, (3.11) implies that δ n B n,1 = n −1 n i=1 (ε i,n ) 2 − ε n converges to m 2 (ε) − (m 1 (ε)) 2 , in probability, when n → ∞. Also, using Lemma 3.3,
Next, let us consider the estimators for κ introduced in (3.2)-(3.4), but applied to the noisy process X:κ
The following result states that, for large n, the above estimators behave asymptotically as δ n C, for some constant C, depending on the ergodic properties of the microstructure noise.
Proposition 3.5 There exist non-zero constants C and C such that, as n → ∞,
Proof. We only give the proof forκ n :=κ n ( X). The proof forκ n ( X) is similar. First, observe that
By Lemma 3.3, the first and third terms on the last expression above tend to 0 in probability, while the second term converges to C 0 := m 2 (ε) − (m 1 (ε)) 2 by (3.11). Similarly,
and, again, by Lemma 3.3, all the terms in the first summation above tend to 0 in probability, while the second term therein converges to
, in light of our assumption (3.11). Therefore, the second limit in (3.14) follows with
As a consequence of the proof, it follows that, if m 1 (ε) = 0, then
In particular, if the microstructure noise (ε t ) t≥0 in (2.5) is white-noise, then the constant coincides with the excess kurtosis, Eε 4 /3 (Eε 2 ) 2 , of the random variableε := ε 2 − ε 1 .
Robust Method of Moments Estimators
In this section, we adapt the so-called two-scales bias correction technique of Zhang et al. (2005) to develop estimators for σ 2 and κ that are robust against microstructure noises.
Roughly, their approach consists of three main ingredients: sparse subsampling, averaging, and bias correction. Let us first introduce some needed notation. LetḠ n := {t 0 , t 1 , . . . , t n } be the complete set of available sampling times as described in (2.3). For a subsample G = {t i 1 , . . . , t im } with i 1 ≤ · · · ≤ i m and a natural ∈ N, we define the th -order realized variation of the process X over G as
Next, we partition the gridḠ n into K mutually exclusive regular sub grids as follows:
As in Zhang et al. (2005) , the key idea to improve the estimators introduced in (3.4) consists of averaging the relevant realized variations over the different sparse sub grids G (i) n , instead of using only one realized variation over the complete setḠ n . Hence, for instance, for estimating σ 2 , we shall consider the estimator σ 2 n :=σ 2 n,K :=
The estimator (4.1) is constructed by averaging estimators of the formσ 2 ( X) in (3.12) over sparse sub-grids. The above estimator corresponds to the so-called "second-best estimator" in Zhang et al. (2005) . This estimator can be improved in two ways. First, by correcting the bias of the estimator and, second, by choosing the number of sub grids, K, in an "optimal" way. We analyze these two approaches in the subsequent two subsections.
At this point it is convenient to recall that we are assuming the subordinated Brownian motion model (2.1) with θ = 0. For simplicity, we also assume that b = 0, which won't affect much what follows since we are considering high-frequency type estimators and, thus, the contribution of the drift is negligible in that case. Regarding the microstructure noise, we assume that the noise process {ε t } t≥0 appearing in Eq. (2.5) is a centered stationary process with finite moments of arbitrary order, independent of X. Furthermore, we assume that, for any ∈ N,
where hereafterε δ denotes a random variable with the same distribution asε t,δ := ε t+δ − ε t , which does not depend on t. Note that (4.2) implies the existence of a constant m (ε) ∈ R such that
The simplest case is the white noise, when the variables {ε t } t≥0 are independent identically distributed. In that case, {ε iδ,δ } i≥1 follows a stationary Moving Average (MA) process with E (ε iδ,δ ) = 0 and E ε 2 iδ,δ = 2E (ε 2 1 ).
Bias corrected estimators
In order to deduce the bias correction, we first adopt the white noise case, where {ε t } t≥0 are i.i.d. In that case, the distribution ofε δ does not depend on δ. A random variable with this distribution is denotedε. We start by devising bias correction techniques for the estimator (4.1). Clearly, from (3.1) and the independence of the noiseε and the process X, we have:
The relation (4.4) shows that the bias of the estimator diverges to infinity when the time span between observation δ n := T /n tends to 0. To correct this issue, first note that (4.4) also implies that
Hence, a natural "bias-corrected" estimator would bễ σ 2 n :=σ 2 n,K :=σ 2 n,K − 1 Kδ nμ 2,n (ε), (4.6)
whereμ 2,n (ε) := δ nσ 2 n,1 . However, from (4.4) with K = 1, we have:
which implies thatσ 2 n is not truly unbiased. Nevertheless, the above relationship yield the following unbiased estimator for σ 2 :
The estimator (4.7) corresponds to the small-sample adjusted "First-Best Estimator" of Zhang et al. (2005) .
Proposition 4.1 Under a centered stationary noise process {ε t } t≥0 independent of X,
In particular,σ 2 n,K is an asymptotically unbiased (respectively, unbiased) estimator for σ 2 under the condition (4.2) (respectively, a white microstructure noise setting).
We now devise (approximate) bias-corrected estimators for κ. In order to separate the problem of estimating κ and σ 2 , in this part we assume that σ is known. In practice, we have to replace σ with an "accurate" estimate such as the estimator (4.7). Let us start by considering the mean of the statistic
which is the analog of (4.1). To this end, we use the fact that E (X δ +ε) 4 = 3σ 4 κδ + 6σ 2 E (ε 2 ) δ + E (ε 4 ) + 3σ 4 δ 2 , which is an easy consequence of (3.1) and the independence of the noiseε and X. In that case, we have
This identifies the estimator
as an unbiased estimator for κ in the absence of microstructure noise. However, as with the estimate of σ, the bias of the above estimate blows up when δ n → 0 due to the third term in (4.8). To correct this issue we need an estimate for E (ε 4 ), which can be inferred from the following limit
which is an easy consequence of (4.8) with K = 1. Together with (4.5), these two suggests the following estimate:κ
(4.12)
However, as with the estimatorσ 2 n above, the above estimator is only asymptotically unbiased for large n and K. The following result provides an unbiased estimator for κ based on the realized variations of the process on two scales. The proof follows from (4.4) and
(4.8) and is omitted.
Then, under a white microstructure noise independent of X,κ n is an unbiased estimator for κ. Furthermore, for a general centered stationary noise process, we have
which shows thatκ n is asymptotically unbiased under condition (4.2).
Optimal selection of K
In this part, given a specified function b(K, n, T ), O u (b(K, n, T )) means that there exists a constant c, independent of K, n, and T , such that |O u (b(K, n, T ))| ≤ cb(K, n, T ), for all K, n, and T . We also assume the white-noise case where the microstructure noise {ε t } t≥0 are centered i.i.d. r.v.'s.
An important issue when using the two-scales procedure described in the previous section is the selection of the number of subclasses, K. A natural approach to deal with this issue consists of minimizing the variance of the relevant estimators over all K. This procedure will yield an optimal K * for the number of subclasses. Let us first illustrate this approach for the estimatorσ 2 n,K given in (4.1). The next result, whose proof is given in Appendix A.2, gives the variance ofσ 2 n,K .
Theorem 4.3 The estimator (4.1) is such that
Remark 4.4 As a consequence of (4.14), for a fixed arbitrary K and a high-frequency/longhorizon sampling setup (T n → ∞ and δ n = T n /n → 0), a sufficient asymptotic relationship between T and δ n for the estimatorσ 2 n,K to be mean square consistent is that δ n T n → ∞. If K is chosen depending on n and T , as we intend to do next, the feasible values K := K n,T must be such that K n,T /n → 0 and n/(K 2 n,T T 2 ) → 0 as T → ∞ and δ n = T /n → 0. Now, we are ready to propose an approximately "optimal" K * . To that end, let us first recall from (4.4) that the bias of the estimator is Bias σ 2 n,K = 2Eε 2 n T K .
(4.15) Together (4.14)-(4.15) implies that
Our goal is to minimize the MSE with respect to K when n is large. Note that the only term that is increasing in K is 4σ 4 K/3n, while out of the terms decreasing in K, the term 4n 2 (Eε 2 ) 2 /T 2 K 2 is the dominant (when n is large). It is then reasonable to consider only these two terms leading to the "approximation":
(4.17)
The right-hand side in the above expression attains its minimum at the value:
(4.18)
Interestingly enough, the value above coincides with the optimal K * proposed in Zhang 
In particular, the above expression shows that, in the presence of a microstructure noise component, the rate of convergence reduces from O(T −1 ) to only O(T −2/3 ) and, furthermore, that the convergence is worst when σ, Eε 2 , and κ are larger.
The following result gives an estimate of the variance of the unbiased estimator (4.7).
Its proof is given in Appendix A.2.
Proposition 4.5 The estimator (4.7) is such that
As before, the previous result suggests to fix K so that to minimize the first two leading terms in (4.20). Such a minimum is given by
which is similar 2 (but not identical) to the analog optimal K * proposed in Zhang et al. 
Interestingly enough, since T /n → 0, the estimatorσ 2 K * 1 attains the order o(T −1 ), which was not achievable by the estimatorsσ 2 K , even in the absence of microstructure noise, nor by the standard estimators introduced in Section 3 (see (3.5)). Now, we proceed to study the optimal selection problem of K for the estimator (4.9) for κ. As withσ 2 n,K , we first need to analyze the variance of the estimator.
Theorem 4.6 The estimator (4.9) is such that
Var (κ n,K ) = 64 5
(4.23)
We are now ready to propose a method to choose a value of K that approximately minimizes the MSE of the estimatorκ n,K . Let us first recall from (4.8) that the bias of the estimatorκ n,K is
Together, (4.23)-(4.24) imply that MSE (κ n,K ) = 64 5 where e(ε) = Var ((ε 2 − ε 1 ) 4 ).
The two terms on the right-hand side of (4.27) reach their minimum value at K * 4 = n .
(4.28)
After plugging K * 4 in (4.27), we obtain that
which again, since T /n → 0, implies that M SE κ K * 4 = o(T −1 ). The aforementioned result should be compared to (3.9), which essentially says that the estimatorκ K * 4 has better efficiency than the continuous-time based estimatorκ (T ) , obtained by making n → ∞ in the estimatorsκ n andκ n (see (3.6)). It is worth pointing out here that one can devise a consistent estimator for e(ε) using the relationships
Remark 4.8 It is natural to wonder if some types of central limit theorems are feasible for the estimators considered here. In spite of the fact that we are considering a Lévy model, whose increments are independent, the estimators cannot be written in terms of a row-wise independent triangular array. For instance, consider the estimatorσ n,K for σ introduced in (4.1) and, for simplicity, assume that T i,K = T , which asymptotically is satisfied, and absence of microstructure noise. It can be shown that
whose terms are correlated.
Numerical Performance and Empirical Evidence
In this section, we propose an iterative method to implement the estimators described in the previous section, with the corresponding optimal choices of K * . The main issue arises from the fact that in order to accurately estimate σ, we need to choose K as in (4.21) (or (4.18)), which precisely depends on what we want to estimate, σ. So, we propose to start with an initial reasonable guess for σ 2 to find K * , which in turn is then used to improve the initial guess of σ, and so forth. The finite-sample and empirical performance of the resulting estimators are illustrated by simulation and a real high-frequency data application. For briefness, in what follows we will make use of the following notation For the simulation portion of this section, we consider a Variance Gamma (VG) model with white Gaussian microstructure noise. The variance of the noise ε t is denoted by 2 so that the noise of the i th increment,ε i,n , is N (0, 2 2 ). Other parameters are set as: σ = 0.02, κ = 0.3, and = 0.005. The time unit here is a day. In particular, the above value of σ corresponds to an annualized volatility of 0.02 √ 252 = 0.31.
Estimators for σ
We compare the finite sample performance of the following estimators:
1. The estimatorσ 2 n,K given in (4.1) with K determined by a suitable estimate of the optimal value K * 1 given in (4.18), as described next. As shown in Proposition 3.4 and (4.5), a consistent and unbiased estimator for Eε 2 = Eε 2 /2 is given:
The only missing ingredient for estimating (4.18) is an initial preliminary estimate of σ 2 , which we will then proceed to improve viaσ 2 n,K * . Concretely, we propose the following procedure. First, we evaluate the estimateK * 1 := K * 1 (ˆ 2 , σ 0 ), where σ 0 is an initial "reasonable" value for the volatility. Second, we estimate σ viaσ 1 :=σ n,K * 1 . Next, we useσ 1 to improve our estimate of K * by settingK * 1 := K * 1 (ˆ 2 ,σ 1 ). Finally, we setσ 1 :=σ n,K * 1 2. We consider the bias-corrected estimatorσ 2 n,K introduced in (4.7), with a value of K given byK * 1 as defined in the point 1 above. We denote this estimatorσ 2 . We also analyze an iterative procedure similar to that in item 1, but usingσ 2 . Concretely, we setσ 2 =σ n,K * 1 , whereK * 1 := K * 1 (ˆ 2 ,σ 2 ).
3. Finally, we also consider the estimatorσ 2 n,K introduced in (4.7) but using an estimate of the optimal value K * 2 as defined in Eq. (4.21). Concretely, we setσ 3 =σ n,K * 2 witĥ K * 2 := K * 2 (ˆ 2 ,ˆ , σ 0 ), where σ 0 is an initial reasonable value for σ andˆ is a consistent estimator for Eε 4 . Next, we improve the estimate ofσ 3 by settinĝ σ 3 :=σ n,K * 2 , withK * 2 := K * 2 (ˆ ,ˆ ,σ 3 ).
( 5.2) To estimate Eε 4 , we use (4.12). Concretely, as shown in the proof of Proposition 3.5 and also in Eq. (4.10), the statisticsm 4,n (ε) := [ X, X]Ḡ n 4 /n converges to E (ε 4 ) = 2Eε 4 + 6 (Eε 2 ) 2 . Therefore, a consistent estimate for Eε 4 is given bŷ
The sample mean, standard deviation, and mean-squared error (MSE) based on 1000 simulations are presented in the Table 2 . Here, we take T = 252 days and σ 0 ≈ 0.063, which corresponds to an annualized volatility of 1. As expected, the estimatorσ 1 exhibits a noticeable bias and that this bias is corrected byσ 2 . However,σ 3 is much more superior to other considered estimators, which is consistent with the asymptotic results for the 
Estimators for κ
We compare the finite sample performance of the following three estimators, which are respectively denoted byκ 1 ,κ 2 ,κ 3 .
1. The estimatorκ n,K given in (4.9) with σ replaced with the estimateσ 3 in Eq. (5.2) and K determined by an estimate of the optimal value K * 3 given in (4.26) obtained by replacing σ and Eε 4 withσ 3 and Eq. (4.29-i), respectively.
2. The unbiased estimatorκ n defined in (4.13) with the same value of K as the previous item. As before, we replace σ by the estimatorσ 3 .
3. Again, the unbiased estimatorκ n in (4.13) replacing σ withσ 3 , but now the value of K is given by (4.28). We replace σ therein withσ 3 , while to estimate e(ε) = Var ((ε 2 − ε 1 ) 4 ), we exploit the limits in (4.29).
The sample mean, standard deviation, and mean-squared error (MSE) based on 1000 simulations are presented in Table 3 . Here, we take T = 252 days and σ 0 = 0.063. As expected, the estimatorκ 3 has much better performance than any other estimator therein. 
Rate of Convergence Analysis
In this section we study the rates of convergence of the standard errors of the unbiased estimatorsσ 2 n,K andκ n,K as defined by Eqs. (4.7) and (4.13), when K is chosen according to the optimal values (4.21) and (4.28), respectively. In particular, we want to assess our claim that the convergence rates of the estimator's variances are faster than T −1 . To this end, we plot log( Var σ n,K * 2 ,T ) against log(T ) for T 's ranging from 2 months to 2 years and eight intraday sampling frequencies δ n (see left panel in Figure 1 ). We also show the best linear fit for each plot. Here, Var σ n,K * 2 ,T represents the sample variance of the estimator σ n,K * 2 ,T computed by Monte Carlo using 200 simulations. In Table 4 , we also report the 95% confidence intervals for the slopes of the best linear fits (second column in the table).
It is apparent that the linear fit is very good, which indicates that Var σ n,K * 2 ,T ∝ T −β , for large T and some β < 0, and furthermore, the slope's estimates indicate that the convergence rate of Var σ n,K * 2 ,T is slightly better than T −1 (the average rate is T −1.03 ). We also perform the same analysis for the estimatorσ 3 , as described in Section 5.1, which is designed to be a data-drive proxy of the oracle estimatorσ n,K * 2 ,T . The results are show in the right panel of Figure 1 and the third column of Table 4 . The average convergence rate of Var (σ 3 ) is T −1.045 . Note that the CI's indicate that the slope is significantly different than −1 in almost all cases. We carry out the same analyses for the estimators for κ. The graphs of log( Var κ n,K * 4 ,T and log( Var (κ 3 ) against log(T ) are shown in Figure 2 . The CI's for the slope of the best linear fits are shown in 
Empirical study
We now proceed to analyze the performance of the proposed estimators when applied to real data. As it was explained above and was theoretically verified by Propositions 3.4-3.5, traditional estimators are not stable as the sampling frequency increases. Indeed,σ n and σ n both diverge to ∞ whileκ n andκ n converge to 0, as n → ∞. The objective is to verify that the proposed estimators do not exhibit the aforementioned behaviors at very high-frequencies.
We consider high-frequency stock data for several stocks during 2005, which were obtained from the NYSE TAQ database of Wharton's WRDS system. For briefness and illustration purposes, we only show Intel (INTC) and Pfeizer (PFE). For these, we compute the estimatorˆ defined in (5.1), the estimatorσ n,K defined in (4.1) with K = 1, the estimatorσ n,K defined in (4.7) with K =K * 1 as given in (5.2), the estimatorκ n,K defined in (4.9) with K = 1, and finally the estimatorκ n,K defined in (4.13) with K =K * 4 as given in (4.28). In the case ofκ n,1 , we used σ =σ n,1 . Bothσ n,1 andκ n,1 represent the estimators without any technique to alleviate the effect of the microstructure noise. As one can see in 
A Proofs
A.1 Proof of Proposition 3.2.
We shall need the following standard result that can easily be shown using the moment generating function for Poisson integrals (see, e.g., (Cont & Tankov, 2004 , Chapter 2)): that f is such that |f (x)| k ν(dx) < ∞ for some k ≥ 2. Then, there exists a constant A k (f ) such that, for any T ≥ 1,
Proof. Throughout the proof, letM s,t (f ) := t s f (x)M (dt, dx) and let [T ] be the integer part of T . We need the following classical inequality (see (Bickel & Doksum, 2001, Lemma 5 .3.1)):
For the first term on the right-hand side above, we apply (A.1) with Z i :=M i−1,i (f ), which are i.i.d. because M is a Poisson random measure. For the second term, we apply Burkholder-Davis-Gundy inequality (see Protter (2004) ) to get,
. This completes the proof. be the corresponding compensated measure. Let us start by noting the identity A.2) and the notationμ
After expanding the squares, taking expectations both sides, and using Cauchy's inequality together with Lemmas A.1 and A.2, one can check that all the terms are at least O(T −2 ) except possibly the following terms:
Subtracting c 4 (X 1 ) fromμ 
Each covariance in the first term on the right hand side above is given by
where, for any
which can be proved to depend only on δ > 0. More specifically, note that C(δ) =
Next, using that independence of S, U , and V ,
Finally, using that EU = EV = 0 as well as the moment formulas in (3.1), C(δ) = Var (S 2 )
is given by C(δ) = 2σ 4 δ 2 + 3σ 4 κδ. Using the previous formula together with the fact that | n(n j −1)
Kn i n j − 1| ≤ U K n and | n Kn j − 1| ≤ U K n for some constant U (independent of n, K, i, T , and j), the first term in (A.4), which we denote A, can be computed as follows:
where R is such that
Now, we consider the second term in (A.4), which we denote B. Each variance term of B can be written as
Next, using the relationships
valid for any t < t + δ < v, we get
Therefore, using that |1/n i −K/n| ≤ U K 2 /n 2 and |1/n 2 i −K 2 /n 2 | ≤ U K 3 /n 3 , for a constant U independent of i, K, n, and T , we have B = C 1 − C 2 + R 2 , where C 1 = n K 2 T 2 2σ 4 (Kδ n ) 2 + 3σ 4 κ (Kδ n ) + 8σ 2 E ε 2 (Kδ n ) + 4E ε 4 ,
and R 2 = O u ((K/n)C 1 ) = O u ((K/n)C 2 ). Putting together A and B above,
Recalling that δ n = T /n and using (A.5), we get the expression (4.14). 2
Proof of Proposition 4.5. Let a K := K K−1 and b K := = n 2σ 4 δ 2 n + 3σ 4 κδ n + 8σ 2 E ε 2 δ n + 2(2n − 1)E ε 4 + 2E ε 2 2
Var σ 2 n,K = n K
To compute the last covariance, let us first note that
Each covariance term on the right hand side above can be computed as
where above e i denote the number of subintervals in the set [t i−1+qK , t i−1+(q+1)K ]
which intersect the end points 0 and T . Obviously, K i=1 e i = 2. Now, we use the following formulas:
We then get
which again can be proved to be independent of t. Concretely, with the notation S := X t+s 1 +s 2 − X t+s 1 , U := X t+s 1 − X t + ε t+s 1 +s 2 − ε t , and V := X t+s 1 +s 2 +s 3 − X t+s 1 +s 2 + ε t+s 1 +s 2 +s 3 − ε t+s 1
where above we used the independence of S, U , and V as well as the fact that EU = EV = ES k = 0 for any odd positive integer k. Upon computation of the relevant moments of U and V , we get C(s 1 , s 2 , s 3 ) = Var X 4 s 2 + 6 σ 2 (s 1 + s 3 ) + 4Eε 2 Cov X 4 s 2 , X 2 s 2 + 6 2 σ 2 s 1 + 2Eε σ 2 s 3 + 2Eε Var X 2 s 2 + 4 2 2Eε 3 2 Var (X s 2 ) . (A.12)
Note that
for some constant a k,i 's. We now proceed to analyze each term separately:
• The contribution to A due to Var X 4 s 2 can be written as:
A (1) := n K 2 9σ 8 K 2 1≤i<j≤K 1 T i T j Var X 4 (K+i−j)δn + n K 2 9σ 8 K 2 1≤i<j≤K 1 T i T j Var X 4 (j−i)δn .
Using (A.10) and that Var (X 4 t ) is a polynomial of degree 4 in t with the highest-degree term being 96σ 8 t 4 ,
• Let us analyze the contribution to A due to Var X 2 s 2 . Using again (A.10) and the Now, we consider the second term in (A.14), which we denote B. Each variance term,
, of B can be written as
Next, using arguments similar to those following (A.11), As in the case of the variance ofσ n,K , we are looking for the terms having the highest power of K and the terms with the highest power of n (and the least negative power of K).
For Var (κ n,K ), the highest power of K is given in Eq. (4.23). To find the highest power of n, we recall from the proof of Theorem 4.6 that the variance can be decomposed into two terms, called A and B therein. The term with the highest power n in A is due to the term 4 2 (2Eε 3 ) 2 Var(X s 2 ) in (A.12) and is of order n 0 . In order to determine the term with the highest power of n in B, note that this will be due to the constant terms of the variance and covariance in Eqs. (A.13). These are given by Var X t+s − X t 4 = Var (ε 2 − ε 1 ) 4 + h.o.t., (A.14) Cov X(t + s 1 ) − X(t) 4 , X(t + s 1 + s 2 ) − X(t + s 1 )
where h.o.t. means higher order term (as powers of s, s 1 , and s 2 ). These terms contribute to B as follows:
where d(ε) := Var ((ε 2 − ε 1 ) 4 )+2Cov |ε 2 − ε 1 | 4 , |ε 3 − ε 2 | 4 . Now we consider b 2 K Var [ X, X]Ḡ n 4 .
As done with B, the term with the highest degree in n is n 9σ 8 T 2 K 2 d(ε). Clearly, all the terms in c 2 K Var [ X, X]Ḡ n 2 are of higher order than n/(T 2 K 2 ). To compute Cov κ 2 n,K , [ X, X]Ḡ n 4 , let us first note that Cov κ n,K , [ X, X]Ḡ n 4 = 1
Each covariance term on the right hand side above, which is denoted B i , is given by where above e i denote the number of subintervals in [t i−1+qK , t i−1+(q+1)K ] n i −1 q=0 which intersect the end points 0 and T . Now, it turns out that
Cov | X(t) − X(s)| 4 , | X(u) − X(t)| 4 = Cov |ε 2 − ε 1 | 4 , |ε 3 − ε 2 | 4 =: g(ε), s < t < u,
where here a n b n means lim n→∞ a n /b n ∈ R\{0}. We then conclude that B i = 2n i g(ε) − Therefore, the contribution here is − 4n 9σ 8 T 2 K 2 g(ε). Given that c K is of order n −1 , it is not hard to see that the term −2a K c K Cov κ n,K , [ X, X]Ḡ n 2 is of an order smaller than n.
Finally, consider the term corresponding to D n := Cov [ X, X]Ḡ n 4 , [ X, X]Ḡ n 2 . Note that
Using (A.16), it is clear that D n n. Hence, 2b K c K Cov [ X, X]Ḡ n 4 , [ X, X]Ḡ n 2 2 3σ 4 T K .
Finally, we obtain that Var κ n,K = 64 5
which implies the result.
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