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AN ASSERTION CONCERNING FUNCTIONALLY
COMPLETE ALGEBRAS AND NP-COMPLETENESS
GÁBOR HORVÁTH, CHRYSTOPHER L. NEHANIV, AND CSABA SZABÓ
Abstract. In a paper published in J. ACM in 1990, Tobias Nip-
kow asserted that the problem of deciding whether or not an equa-
tion over a nontrivial functionally complete algebra has a solution
is NP-complete. However, close examination of the reduction used
shows that only a weaker theorem follows from his proof, namely
that deciding whether or not a system of equations has a solution
is NP-complete over such an algebra. Nevertheless, the statement
of Nipkow is true as shown here. As a corollary of the proof we ob-
tain that it is coNP-complete to decide whether or not an equation
is an identity over a nontrivial functionally complete algebra.
1. Introduction
The two-element Boolean algebra, finite simple non-Abelian groups
or finite matrix rings over finite fields are fundamental in the theory of
computation. A common property of these algebras is functional com-
pleteness. By a functionally complete algebra A we mean a finite alge-
bra with underlying set A and with basic operations f1, . . . , fk such that
for every nonnegative integer n and for every function f : An → A there
is a polynomial expression p (x1, . . . , xn) over A such that for every n-
tuple (a1, . . . , an) ∈ An we have p (a1, . . . , an) = f (a1, . . . , an). Char-
acterizing computational complexity of different problems concerning
equations, system of equations, or identities over functionally complete
algebras is therefore of natural importance.
One of the oldest algebraic questions, equally important in computer
science, is to decide whether or not an equation has a solution over an
algebra A. This is called the equation solvability problem. For every
finite algebra this problem is in NP: one substitution is enough to prove
that the equation has a solution. The system of equation solvability
problem asks whether a system of equations has a solution.
The polynomial equivalence problem asks if two polynomials attain
the same value for every substitution. If neither polynomial contains
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constants from the algebra, then we call it the term equivalence problem
or shortly the equivalence problem. The equivalence and the polynomial
equivalence problems are always in coNP: one substitution is enough
to prove that the two sides do not always coincide. If the two sides
coincide for every substitution over A, then we say that the equation is
an identity over A. Sometimes these two types of equivalence problems
are called identity checking problems.
These complexity questions have been investigated for several types
of finite algebras. Some of the most well-known results are that for the
two-element Boolean algebra the equation solvability (or SAT) and sys-
tem of equations solvability problems are NP-complete. Moreover, the
equivalence and polynomial equivalence problems are coNP-complete
(see e.g. [3]).
Early investigations into the equivalence problem for various finite
algebraic structures were carried out by computer scientists, in particu-
lar at Syracuse University where the terminology the term equivalence
problem was introduced. Mainly they considered finite commutative
rings and finite lattices. In the early 1990s it was shown by Hunt and
Stearns (see [7]) that the equivalence problem for a finite commutative
ring either has polynomial time complexity or is coNP-complete. Later
Burris and Lawrence proved in [1] that the same holds for finite rings
in general.
The equivalence problem for finite groups has proved to be far more
challenging than for finite rings. In 2004 Burris and Lawrence [2] proved
that the equivalence problem for a group G is in P if G is nilpotent or
G ' Dn, the dihedral group, for odd n. Horváth, Lawrence, Mérai and
Szabó proved that the equivalence problem is coNP-complete for non-
solvable groups [5]. Goldmann and Russell [4] showed that the equation
solvability problem for a group G is in P if G is nilpotent and NP-
complete if G is non-solvable. Later Horváth and Szabó [6] presented
another method, and they proved that the equivalence problem is in P
for certain meta-Abelian groups. For the system of equations solvability
problem a clear dichotomy holds [4, 10], with the problem being in P
for Abelian groups and being NP-complete for non-Abelian groups.
Interest in the computational complexity of the equivalence problem
and of the equation solvability problem for finite algebraic structures
has been steadily increasing in recent years. There are many complexity
results for these problems for finite monoids and semigroups [9], [13],
[14], where the initial approach came from the complexity of recognizing
formal languages. The first hardness result for semigroups was proved
by Popov and Volkov [15], and several results were proved by Seif and
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Szabó in [12]. The case of commutative semigroups was characterized
by Kisielewicz in [8].
In this paper we consider the above-mentioned complexity questions
for functionally complete algebras. In Theorem 6 on page 752 of [11]
Tobias Nipkow asserted the following:
Theorem 1. The problem of deciding whether an equation over a non-
trivial functionally complete algebra A has a solution is NP-complete.
In the proof he claims to give a polynomial reduction from deciding
whether or not an equation over Z2 = ({ 0, 1 } ,+, ·) has a solution
(a problem which is well known to be NP-complete, see e.g. [3]) to
the problem of whether an equation over A has a solution. Following
the original proof from [11] shows that Nipkow's construction actually
yields a reduction to the problem of whether a system of equations over
A has a solution, which proves a weaker Theorem:
Theorem 2. The problem of deciding whether a system of equations
over a nontrivial functionally complete algebra A has a solution is NP-
complete.
Theorem 2 follows from a paper of Larose and Zádori [10], too.
In Section 3 we first show why the original proof from [11] yields
to Theorem 2 rather than Theorem 1. Then in Section 4 we prove
Theorem 1 and the following corollary of our proof:
Theorem 3. The polynomial equivalence problem over a nontrivial
functionally complete algebra A is coNP-complete.
2. Preliminaries
Let A be an algebra with underlying set A. Let p and q be two n-
variable polynomial expressions over A, i.e. expressions built up from
variables, constants from A and the basic operations of A using com-
position. Whenever a polynomial expression does not contain con-
stants from A, we call it a term expression. We call the equation
p (x1, . . . , xn) = q (x1, . . . , xn) an identity over the algebraA if for every
n-tuple (a1, . . . , an) ∈ An the equation p (a1, . . . , an) = q (a1, . . . , an)
holds over A.
Our leading reference on computational complexity will be [3]. Every
algebra is given by its underlying set and with the operation table of
its basic operations. An instance of the equation solvability problem
over the algebra A consists of two polynomial expressions p and q over
A. The question is whether or not there exists a substitution of the
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variables over A such that the two polynomials attain the same value
(i.e. the equation p = q has a solution over A). Similarly, the system
of equations solvability problem has as instance a natural number n
and polynomials p1, . . . , pn, q1, . . . , qn over A. The question is whether
there exists a substitution of variables overA such that pi = qi for every
1 ≤ i ≤ n. Finally, an instance of the polynomial equivalence problem
over an algebra A consists of two polynomial expressions p and q over
A. The question is whether the two polynomials attain the same value
for every substitution of the variables over A (i.e. the equation p = q
is an identity over A). Whenever the two polynomial expressions are
term expressions (i.e. expressions built up from variables using the basic
operations of A) then we call it the term equivalence problem or shortly
the equivalence problem.
We define the length of a polynomial expression over an algebra A =
(A, f1, . . . , fk) (i.e. an expression which can be composed from the basic
operations and some constants from A) in a natural way. We give a
definition which represents the idea that the length is the number of
characters we need to have, where every variable and constant takes one
character to write (this is the unit). Denote the length of a polynomial
expression p (x1, . . . , xn) with ‖p (x1, . . . , xn)‖.
The length of a polynomial expression over A is defined recursively:
(1) The length of a variable x or a constant c is 1: ‖x‖ = ‖c‖ = 1.
(2) For an m-variable basic function f of A and for polynomial
expressions p1, . . . , pm, the length of f (p1, . . . , pm) is the sum
of the lengths of pi's with an additional constant depending only
on f : ‖f (p1, . . . , pm)‖ = cf +
∑m
i=1 ‖pi‖. Then the length of
f (x1, . . . , xm) is ‖f‖ = cf +m. (cf represents the length of all
the brackets, commas and those characters which we identify f
with.)
We give some examples illustrating the general definition.
(1) For a finite group G let cf = 4 for the group-multiplication
f and let cg = 3 for the group-inverse g. Now the expression
x · y−1 · z = f (f (x, g (y)) , z) has length 2cf + cg + 3 = 14.
(2) For a finite ring R let cf = cg = 4 for the ring-addition f
and ring-multiplication g. Now the expression x + y · z =
f (x, g (y, z)) has length cf + cg + 3 = 11.
(3) If cf = 0 for every basic function, then the length of a polyno-
mial p is exactly the number of variables and constants (includ-
ing multiplicities) occurring in p.
An immediate consequence of the definition is the following lemma:
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Lemma 4. For polynomial expressions p, q1, . . . , qn we have that
‖p (q1, . . . , qn)‖ ≤ ‖p‖ ·max { ‖qi‖ : i = 1, . . . , n } .
Proof. Let q be a function for which ‖q‖ is maximal among qi's. Then
‖p (q1, . . . , qn)‖ = cf+
n∑
i=1
‖qi‖ ≤ cf+n·‖q‖ ≤ (cf + n)·‖q‖ = ‖p‖·‖q‖ .
¤
3. Proof of Theorem 2
Let A be a nontrivial functionally complete algebra (|A| ≥ 2). The
problem is in NP, since we only need to substitute a possible solution.
It is well known (see, e.g. [3] p. 251, problem AN9) that deciding
whether an equation over Z2 = ({ 0, 1 } ,+, ·) has a solution is NP-
complete (it is almost the same as the SAT problem). Following the
proof in [11] we give a polynomial reduction from the problem of de-
termining whether an equation over Z2 has a solution to the problem
of deciding whether a system of equations over A has a solution.
Let f (x) = g (x) be an equation over Z2, where f and g are poly-
nomial expressions and x is an n-tuple of free variables. We create a
system of equations over A in polynomial time such that the system
has a solution over A if and only if f = g has a solution over Z2. The
size of the system will be polynomial in ‖f‖+ ‖g‖.
Let us denote two arbitrary distinct elements of A with 0A and 1A.
Since A is functionally complete, there exist two 2-variable polynomial
expressions (let us denote them with +A and ·A) such that 0A and 1A
behave under the operations +A and ·A as 0 and 1 behave under the
operations + and ·, namely:
+A (0A, 0A) = +A (1A, 1A) = 0A, +A (0A, 1A) = +A (1A, 0A) = 1A,
·A (0A, 0A) = ·A (0A, 1A) = ·A (1A, 0A) = 0A, and ·A (1A, 1A) = 1A.
There might exist several different polynomials for +A. Similarly
there might exist several different polynomials for ·A. We choose +A
and ·A arbitrarily (with respect to these properties) and fix them for
the proof.
There exists a 1-variable polynomial expression χ1A such that χ1A (1A) =
1A and χ1A (a) = 0A for every a 6= 1A. Now using +A and ·A instead
of + and · and using χ1A (xi) instead of the variable xi we can encode
the equation f = g over Z2 as an equation fA = gA over A such that
f = g has a solution over Z2 if and only if fA = gA has a solution
over A. We can observe though that if we want to express this equa-
tion using the basic operations of A then the length of the resulting
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equation might be exponential in the size of the original equation (e.g.
if any variable occurs more than once in the polynomial expression for
+A or for ·A).1 For this reason, the proof is not a polynomial reduction
from deciding whether an equation over Z2 has a solution to deciding
whether an equation over A has a solution. However, using an easy
trick we can encode the original equation into a system of equations
with polynomial size in ‖f‖+ ‖g‖:
At first we have the equation f (x) = g (x) over Z2. In every step we
will shorten this equation and add other equations to our system until
the equation cannot be shortened any more. In each step we search
reading from left to right in our modified equation for any occurrence of
x+ y or of x · y, where x and y are variables or constants (polynomial
expressions with length 1). If we find an occurrence of x + y with
variables or constants x, y then for a new variable z we replace every
occurrence of x+y with z in the modified equation and add the equation
z = +A (x, y) to our system of equations. Similarly, if we find an
occurrence of x·y with variables or constants x, y then for a new variable
z we replace every occurrence of x · y with z in the modified equation
and add the equation z = ·A (x, y) to our system of equations. Each
step takes at most ‖f‖+ ‖g‖ time and each step shortens the equation
f = g, hence the algorithm stops in at most (‖f‖+ ‖g‖)2 time. After
the final step, in every equation of the system for every original variable
xi (i.e. which occurred in f = g) we replace xi with χ1A (xi).
After this translation we have a system of equations overA such that
the system has a solution over A if and only if the original equation
f = g had a solution over Z2. The size of the system is linear in the
size of the equation f = g over Z2, since there are at most (‖f‖+ ‖g‖)-
many equations, and by Lemma 4 each equation has length at most
(‖+A‖+ ‖·A‖) · ‖χ1A‖, which does not depend on the equation but
only on the algebra A. The time of the translation of f = g over Z2 to
a system of equations over A is polynomial as well, which finishes the
proof.
4. Proof of Theorem 1 and a consequence
Let A be a nontrivial functionally complete algebra (|A| ≥ 2). The
problem is in NP, since we only need to substitute a possible solution.
It is well known (see, e.g. [3]) that deciding whether a formula writ-
ten in conjunctive normal form can be satisfied over the two-element
1An easy example for such an exponential blowup is if for a group one wants
to express the commutator expression [[[[x1, x2] , x3] . . . ] , xn] using only the inverse
operation and the multiplication of the group.
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Boolean algebra B = ({ 0, 1 } ,¬,∨,∧) is NP-complete (this is called
the SAT problem). The formula is usually given by the clauses, which
we take the conjunctions of, where each clause is a disjunction of ar-
bitrary many literals, i.e. variables or negations of variables ([3] p. 259
problem LO1). The problem remains NP-complete, if every clause in
the conjunctive normal form contains exactly 3 literals (this is called
the 3SAT problem, [3] p. 259 problem LO2). We will give a poly-
nomial reduction from the problem of determining whether a 3SAT
formula can be satisfied over B to the problem of whether an equation
over A has a solution.
Let ϕ (x) =
∧n
i=1 pi be a 3SAT formula over B. We create an equa-
tion overA such that the equation has a solution overA if and only if ϕ
can be satisfied over B. The length of the equation will be polynomial
in the size of the formula.
Let us denote two arbitrary distinct elements of A with 0A and
1A. Since A is functionally complete, there exists a 2-variable polyno-
mial expression ∧A such that 0A and 1A behave under the operation
∧A as 0 and 1 behave under the operation ∧, namely ∧A (0A, 0A) =
∧A (0A, 1A) = ∧A (1A, 0A) = 0A, and ∧A (1A, 1A) = 1A. There might
exist several different polynomials for ∧A. We choose ∧A arbitrarily
(with respect to these properties) and fix it for the proof. Similarly,
for each of the eight possible 3-variable forms of disjunctive clause
qj = qj (x1, x2, x3), (j = 1, . . . , 8) we can choose an arbitrary but fixed
3-variable polynomial expression qj,A such that 0A and 1A behave under
the function qj,A as 0 and 1 behave under the clause qj. Moreover there
exists a 1-variable polynomial expression χ1A such that χ1A (1A) = 1A
and χ1A (a) = 0A for every a 6= 1A.
For every positive integer number k we will use a polynomial ∧(k) =
∧(k)A (x1, . . . , xk) overA in a way that it behaves on inputs from { 0A, 1A }
the very same as
∧k
i=1 xi behaves on the inputs { 0, 1 } over B. Let us
define ∧(k) in the following way: Let ∧(1)A (x1) = x1 and ∧(2)A (x1, x2) =
∧A (x1, x2). For every integer i ≥ 2 let
∧(2i−1)A (x1, . . . , x2i−1) = ∧(2)A
(
∧(i)A (x1, . . . , xi) ,∧(i−1)A (xi+1, . . . , x2i−1)
)
,
∧(2i)A (x1, . . . , x2i) = ∧(2)A
(
∧(i)A (x1, . . . , xi) ,∧(i)A (xi+1, . . . , x2i)
)
.
It is clear that ∧(k)A , for every integer k, has the required property.
Now using the expression qj,A instead of the clause qj, using ∧(n)A
instead of ∧ni=1 and using χ1A (xi) instead of the variable xi we can
encode the formula ϕ over B as an expression ϕA over A such that ϕ
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can be satisfied over B if and only if ϕA = 1A has a solution over A.
The only remaining part is to prove that ‖ϕA‖ is polynomial in ‖ϕ‖.
Let c = ‖χ1A‖, let l = ‖∧A‖ and let d = max { ‖qj,A‖ : j = 1, . . . , 8 }
the length of the longest clause expression. For every k we have∥∥∥∧(k)A ∥∥∥ ≤ ldlog ke ≤ l ·klog l, which is quite straightforward from ∥∥∥∧(k)A ∥∥∥ ≤∥∥∥∧(2)A ∥∥∥ ·max{∥∥∥∧(dk/2e)A ∥∥∥ , ∥∥∥∧(bk/2c)A ∥∥∥}. By log we mean the base 2 log-
arithm function.
Using Lemma 4 we can conclude that the length of the expressed
3SAT formula ϕA over A is not more than c · d · l · nlog l, which is
polynomial in the length of the original 3SAT formula ‖ϕ‖, since n ≤
‖ϕ‖ and c, d, l depend only on A. Thus, Theorem 1 is proved.
With a slight modification we can easily prove Theorem 3. Let A be
a nontrivial functionally complete algebra (|A| ≥ 2). The problem is
in coNP, since we only need to substitute a possible counterexample.
In the proof of Theorem 1, for every 3SAT formula ϕ we created a
polynomial expression ϕA over A such that ϕ can be satisfied over B
if and only if ϕA = 1A has a solution over A. Moreover the length of
ϕA was polynomial in the length of ϕ. Let us observe that the image
of ϕA over A is a (not necessarily proper) subset of { 0A, 1A }, hence
ϕA = 1A has a solution over A if and only if ϕA = 0A is not an identity
over A. This is a polynomial reduction from the problem of 3SAT over
B to the problem of determining whether an equation is an identity
over A.
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