In this paper we prove that a planar set X of at most m(κ − m + 3) points is κ-dependent if and only if there exists a κ-dependent subset Y ⊂ X which belongs to an algebraic curve of degree s and #Y ≥ s(κ − s + 3) for some 1 ≤ s ≤ m. Moreover, if #Y = s(κ − s + 3) and Y does not belong to a curve of degree s − 1 then Y is essentially κ-dependent set and coincides with the set of intersection points of two curves of degrees s and κ − s + 3. This result generalizes three known results about dependent sets of points.
Introduction, n-independence
Denote by Π n the space of bivariate algebraic polynomials of total degree less than or equal to n. Its dimension is given by N := dim Π n = n + 2 2 .
A plane algebraic curve is the zero set of some bivariate polynomial. To simplify notation, we shall use the same letter p, say, to denote the polynomial p and the curve given by the equation p(x, y) = 0. More precisely, suppose p is a polynomial without multiple factors. Then the plane curve defined by the equation p(x, y) = 0 shall also be denoted by p. So lines, conics, and cubics are equivalent to polynomials of degree 1, 2, and 3, respectively; a reducible conic is a pair of lines, and a reducible cubic is a triple of lines, or consists of a line and an irreducible conic.
Suppose a set of k distinct points is given:
The problem of finding a polynomial p ∈ Π n which satisfies the conditions
is called interpolation problem and the polynomial p is called interpolating polynomial.
Definition 1.1. The set of points X k is called n-poised, if for any data (c 1 , . . . , c k ), there is a unique polynomial p ∈ Π n satisfying the conditions (1.1).
The interpolating problem is called solvable, if for any data (c 1 , . . . c k ), there exists a (not necessarily unique) polynomial p ∈ Π n satisfying the conditions (1.1).
By a Linear Algebra argument a necessary condition for n-poisedness is
where p X means the restriction of p to X . We shall denote such a polynomial by p ⋆ A,X . Sometimes we call n-fundamental also a polynomial from Π n that just vanishes at all the points of X but A, since such a polynomial is a nonzero constant multiple of p ⋆ A . A fundamental polynomial can be described as a plane curve containing all but one point of X .
Next we consider an important concept of n-independence and n-dependence of point sets (see [2] , [5] - [6] ). Definition 1.3. A set of points X is called n-independent, if all its fundamental polynomials exists. Otherwise, it is called n-dependent. Definition 1.4. A set of points X is called essentially n-dependent, if none of its points has an n-fundamental polynomial.
If a point set X is n-dependent, then for some A ∈ X , there is no nfundamental polynomial, which means that for any polynomial p ∈ Π n we have that
Thus a set X is essentially n-dependent means that any plane curve of degree n containing all but one point of X , contains all of X .
Since the fundamental polynomials are linearly independent, we get that #X ≤ N is a necessary condition for n-independence.
It is easily seen that d(n, k) = (n + 1) + n + · · · + (n − k
In the sequel we will need the following well-known proposition (see, e.g., [8] , Proposition 3.1). Proposition 1.5. Let q be a curve of degree k without multiple components and k ≤ n. Then (i) any set of more than d(n, k) points located on q is n-dependent (ii) any set X of d(n, k) points located on q is n-independent if and only if p ∈ Π n , p X = 0 ⇒ p = f q, f ∈ Π n−k Corollary 1.6. Any set of more than 2n + 2 points located on conic is n-dependent Next let us list the three known results which are generalized in this paper.
Theorem 1.7 (Severi, [1] ). Any set X consisting of at most n + 1 points is n-independent. (i) n + 2 points are collinear, (ii) 2n + 2 points belong to a (possibly reducible) conic, (iii) #X = 3n, and there exist σ 3 ∈ Π 3 and σ n ∈ Π n such that X = σ 3 ∩σ n .
Some preliminary results
The following two results describe some properties of essentially dependent points sets laying in a curves of certain degrees. And finally, during the proof of the main result we will also need the following 
Main result
Combining previously mentioned results 2.1 and 2.2 we easily obtain the following Proposition 3.1. If the set X of at most m(κ−m+3) points, with m ≤ κ+3 2 , is essentially κ-dependent then there exists a curve of degree s, 1 ≤ s ≤ m, such that passes through all points of X , there is no curve of lower degree which includes all of X and the following inequality holds.
Proof. First of all let us check the correctness of (3.1). It follows from the fact that y(x) = x(κ − x + 3) is a continuous monotonic function in an interval 0 ≤ x ≤ κ+3 2 . Next consider a curve σ s with the smallest degree s which includes all points of X . As it has the smallest degree, σ s does not have an empty component with respect to X . So from Theorem 2.2 we get that #X ≥ s(κ − s + 3). Proof. The sufficiency of this Theorem is obvious. If some set has a κdependent subset then the set itself is κ-dependent. Now let us prove the necessity.
We have that the set X is κ-dependent. By the Corollary 2.5 there exists some subset Z ⊂ X such that Z is essentially κ-dependent. Now, from Proposition 3.1 we get that there exists a curve σ s of degree s, 1 ≤ s ≤ m, passing through all points of X , there is no curve of lower degree passing through all of X and #X ≥ s(κ − s + 3). Next, consider the set Y := X ∩ σ s . It is obvious that Y contains Z so Y is κ-dependent, #Y ≥ s(κ − s + 3). And also Y ⊂ σ s which follows from its definition. Thus Y is the set we have been looking for.
Finally, let us prove the second part of the theorem. On the one side we have that #Y = s(κ − s + 3), on the other side #Y ≥ #Z ≥ s(κ − s + 3). So we get that #Z = s(κ − s + 3), i.e., Y = Z and Y is essentially κ-dependent.
Considering also that there is no curve of degree less than s − 1 passing through all point of Y we get from Theorem 2.3 that Y is an intersection points of some two algebraic curves of degrees s and κ − s + 3.
Some special cases of Theorem 3.2
In this section we verify that Theorem 3.2 indeed is a generalization of results 1.7, 1.8 and 1.9. For this purpose let us define this Theorem in special cases with m = 1, 2, 3.
Case m = 1 Simplifying the conditions of Theorem 3.2 in case m = 1 we obtain that a set X of at most κ + 2 points is κ-dependent if and only if it contains exactly κ + 2 points locating on a line. As you see this is an equivalent statement to Severi Theorem(1.7).
Case m = 2 In this case it follows from Theorem 3.2 that a set X of at most 2κ+2 points is κ-dependent if and only if one of the following holds (i) κ + 2 points of X belong to a line, (ii) #X = 2κ + 2, X is essentially κ-dependent, and coincides with an intersection points of some two algebraic curves of degrees 2 and κ + 1.
Note that Proposition 1.8 immediately follows from this result.
Case m = 3 A set X of at most 3κ points is κ-dependent if and only one of the following holds (i) κ + 2 points of X belong to a line, (ii) 2κ + 2 points of X belong to a conic, (iii) #X = 3κ, X is essentially κ-dependent, and coincides with an intersection points of some two algebraic curves of degrees 3 and κ.
This result is equivalent to Theorem 1.9. Note that in these cases we don't mention κ-dependence of κ + 2 points on a line, or 2κ + 2 points on a conic because it follows from Proposition 1.5.
As a final thing let us state the Theorem 3.2 in the case m = 4. 
