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Laws of large numbers, central liiit theorems, and laws of the iterated 
logarithm are obtained for discrete and continuous time Markov processes 
whose state space is a set of measures. These results apply to each measure- 
valued stochastic process itself and not simply to its real-valued functionals. 
1. INTRODUCTION 
In this note we derive classical imit theorems for Markov chains and Markov 
processes taking values in a set of measures. The results obtained are strong 
laws of large numbers, central limit theorems, and laws of the iterated logarithm 
for the processes themselves, rather than only for functionals thereof. Of 
course, the latter class of results follows from those presented here. 
Our notation and terminology are those of [3]. We denote by E a LCCB 
space, by 8 the Bore1 u-algebra on E, by C, the Banach space of continuous 
real-valued functions on E vanishing at infinity and by C, the family of those 
functions in C, with compact support. Denote by K+ the family of finite 
measures on B and let K = K+ - K+ . Then, cf. [3, p. 91, K = C$; .f shall 
denote the Bore1 u-algebra on K generated by the weak* topology induced 
on K by C’s . The notation m(f) = Jf d m is used frequently below. Stochastic 
processes with state space K+ we think of as measure-valued. 
2. MARK~V CHAINS 
Let (ilf, ; P) be a Markov chain with state space K+ and transition kernel P. 
In this section we derive the strong law of large numbers, central limit theorem 
and law of the iterated logarithm for the process (M,) itself, subject to various 
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recurrence hypotheses. The idea underlying all the proofs is that the structure 
of K ensures that the results of interest follow from known limit theorems 
for additive functionals of Markov chains. 
We begin with the strong law of large numbers. 
(2.1) THEOREM. Assume that (M,,) satis$es Doeblin’s condition (D) [7, p. 1921. 
Let p denote the unique invariant probability measure fbr P. Assume that the 
measure m defined by 
m(f) = I, 1-44 U> 
belongs to K. For each n let N,, be the random measure on 8 dejined by N,, = 
M,+~**+M,,. ThenforeachhEK, 
N 
lim -A = m 
?wm n 
with Pk-probability one, where the limit is in the sense of weak* convergence in K. 
Proof. Given f E Co define g: K + !R by g(2) = Z(f) = sf dl and observe 
that 
N,(f) = i AMi)- 
i=l 
Since m(f) < 03 it follows from the strong law of large numbers for functionals 
of Markov chains [7, p. 2201 or [17, p. 2001 that for every K 
lim Nn(f) = m(J) 
n-3 n (2.2) 
almost surely with respect to Pk. Here we also used the fact that sg dp = m(f ). 
Let 0 = (0,) b e a countable base for the topology on E and for each Q 
let (fg7) be a sequence in C, such that f,, t log as Y + co; such a sequence 
exists because sets in 0 may be taken to be relatively compact. With h fixed 
there is a set Q, with Pk(ak) = 1 such that on Q, , (2.2) holds simultaneously 
for fqT for all 4 and Y and such that (2.2) holds for f = 1. If w E .R, then for 
each q and r 
lim N&o, 0,) > lim NnbfpY) 
- I- 
n n n n 
Letting r + co we conclude that 
fim Nn(z O’) >, m(0,) - (2.3) 
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for all q. That n-Wa( w --t m in the weak* topology on K now follows from ) 
(2.3) and the fact that n-Wn(w, E) + m(E), by Theorems 2.1 and 2.2 of [2]. 1 
Remarks. (1) The proof of (2.1) actually demonstrates that &N,(f) + 
m(f) for all f in the family C of bounded, continuous, real-valued functions 
on E. Thus we in fact have n-lN, -+ m in C*; this latter convergence is often 
called weak convergence, as opposed to vague convergence in C$. 
(2) If  we assume that E is u-compact and that (M,) takes values in the 
cone I? of Radon measures on B (those measures m such that m(K) < co 
for each compact set K) the same conclusion holds provided we assume that 
the mean measure m belong to I?. One works then with functions f E C, . 
Measures in & are not in general finite, so this form of (2.1) is applicable to 
various infinite particle systems; cf., for example, [9]. 
The next result is the central limit theorem. 
(2.4) THEOREM. Assume that (M,) is irreducible and aperiodic and either 
is uniformly $-recurrent in the sense of [14, p. 261 or satisfies Doeblin’s condition 
(D) [7, p. 1921. Let 1-1 denote the unique invariant probability measure for P. 
Assume that there is 6 > 0 such that 
s Z(E)2+6p(dZ) < co. K (2.5) 
Let m be defined as in Theorem (2.1). Then for each k E K, with respect to the 
probability measure Pk the sequence (L,) of random measures &j%ted by 
L, = nllz(N, - n * m) 
converges in distribution to a Gaussian random measure M on d with mean measure 
zero and covariance kernel given by 
4Wf ), M(g)) = Sb(f + g) - v(f) - &91, (2.6) 
where 
v(f) = ii? Eu[n-‘(N,(f) - n - m(f))7. (2.7) 
Proof. By Theorem 1 .l of [lo] it suffices to show that L,(f) + M(f) 
in distribution for each f  E C,, . For f E C, , the condition (2.5) ensures that 
the central limit theorem for functionals of Markov chains [7, p. 2281 applies 
to the functional g: K -+ Iw defined by g(Z) = Z(f). Consequently the limit 
(2.7) exists and L,(f) --t N(0, v(f)) in distribution with respect to Pk for each k. 
By N(0, u2) we mean a random variable which is normally distributed with 
expectation zero and variance u2. Hence by [lo], (L,) converges in distribution 
to a Gaussian random measure with mean measure zero, which is characterized 
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by its covariance kernel. The latter, in turn is specified by Y by virtue of the 
easily derived identity 
v(f + 8 = v(f) + v(g) + 2Jwv) Wdl. I 
Remark. If (A&) is asymptotically additive in the sense that whenever 
A r ,.,., A, E 8 are disjoint 
lim 
n+* 
Pk{M,(AJ E Bi ; i = l,..., i> - cl pkW,d4 E Bill = 0 
for all k E K and all choices of Br ,..., Bj E W, then the limit M of (2.4) is additive 
and there exists a measure s E K such that v(f) = sf” ds for all f E C,, . 
The final result of this section is the law of the iterated logarithm. 
(2.8) THEOREM. Assume that the hypotheses of Theorem (2.4) are satisfied, 
that v(f) < co for each f E C,, , and that there exists 17 > 0 such that 
I II 1 - m 112+~ r(dl) < co , (2.9) R 
where 11 4 11 denotes either the total variation norm on K OY the dual norm induced 
011 K by the Banach space C,, . Then for each k E K with Pk-probability one the set 
((NV - n * m)/Qn log log n)lf2; rz 2 3) (2.10) 
is relatively compact in the weak* topology on K with its set V of limit points 
equal to 
L, = {ZEK: 1 Z(f)1 < y(f)lj2for alZfECo}, 
where v is defined by (2.7). 
Proof. If f E C,, then by the law of the iterated logarithm for functionals 
of Markov chains [15], whose applicability is assured by the hypotheses of 
Theorem (2.4), 
{(NJf) - n * m(f ))/(2n log log nY2; n 3 3) + [-v(f )1/a, v(f >q (2.11) 
almost surely, i.e., the sequence on the left-hand side of (2.11) is relatively 
compact in R with the set on the right-hand side of (2.11) as its set of limit 
points. 
Let A@ be the set of functions f*? defined in the proof of Theorem (2.1), 
together with the function 1. For each k E K there exists, by virtue of (2.1 l), 
a set nk with pk(&) = 1 such that on G, 
sup [(Nn(f) - n * m(f ))/(2n log log n)lj2 I < 03 
n 
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for all f E z and such that on 8, 
sup II Ar% - nm [1/(2n log log n)r~* < co. (2.12) 
That (2.12) holds almost surely is a consequence of the law of the iterated 
logarithm for functionals of Markov chains, applied to the functional h defined 
by h(l) = II z- m II; use of this result is justified by (2.9). Given w E 52, and 
a sequence n’ -+ co we may, by the diagonal method, construct a subsequence 
n” such that 
(2.13) 
exists for all f E .%E Since &‘is dense in C’s it follows that mco can be extended 
to C, so as to belong to K. From (2.12) and (2.13) we obtain 
N,p(w)- n"m 
mm = 'if (Zn” loglogn")1/2 
in the weak* topology on K by the argument used in the proof of Theorem (2.1). 
Since L, is closed (because Y specifies the covariance kernel of a Gaussian 
random measure) we have V C L, almost as surely as a consequence of the 
first paragraph of the proof. On the other hand, finiteness of Y implies, using 
the argument of the preceding paragraph, that L, is compact in the weak* 
topology on K, so that if I is an extreme point of the convex set L, there exists 
some f E C, such that 1 Z(f)1 = a(f) = sup{1 k(f)/: K E K}. Almost surely, 
by (2.11), Wn(f) - rz * m(f))/(2n log log n)*la} has &v(f) as limit points and 
consequently I E V a.s. Let &” be a countable dense subset of the set of extreme 
points of L, and for each k E K choose a subset J& of the set Q constructed 
above such that I’$&J = 1 and on Ic”i, , (2.11) holds for all f E A?" and V is 
convex (it is a consequence of the central limit theorem that V is a.s. convex). 
Then on J& , V is a closed convex set containing a dense subset of extreme 
points of L, . Thus by the Krein-Milman theorem, L, C V on 0, ; hence 
{(Nn - n * m)/(2n log log n)lj2} --+ L Y 
on J%, and (2.8) is proved. 4 
EXAMPLES. Suppose E = {a, b) and identify K with W. Suppose M,, = 
-%a% -I- Y&b 3 where X, Y are independent Bernoulli processes. Then the 
limit M of Theorem (2.4) is additive, s = l a + C~ and L, is the unit disc in 08s; 
this is an alternative derivation of a special case of Theorem 3.1 of [13]. At 
the opposite extreme, suppose M, = Xnca + (1 - X,J cl, , where X is a 
Bernoulli process. In this case M({a}) + M((b}) = 0 a.s. and L, = {(x, -x): 
I x I < 11. 
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We note that when the limit M of Theorem (2.4) is additive L, consists 
of those 1 E K for which 
I r(f)1 Q ( Jfa dry2 
for all f E CO . In particular, every I EL, is absolutely continuous with respect 
to s; however not every measure which is absolutely continuous with respect 
to s belongs to L, . 
Theorems (2.1), (2.4) and (2.8) are applicable in particular when Ml , M, ,... 
are independent and identically distributed random measures on B (for the 
latter two results, of course, the integrability condition (2.5) must be satisfied). 
In this context these results are complemented by “laws of small numbers” 
in which Poisson random measures appear as limits in distribution; the reader 
is referred to [5] for further details. See also Section 4. 
By taking M, = l x, where (X,) is an &valued Markov chain one can reduce 
our results to those previously known, for in this case M,(f) = f (X,). The 
aperiodicity hypothesis of Theorems (2.4) and (2.8) can be suppressed if one 
considers limits along the arithmetic subsequence (nd),>, , where d is the period. 
3. MARKOV PROCESSES 
Let (M* ; P”) be a Hunt process with state space K+ and transition function 
(PJ. We present here the analogs for the process (Mt) of the results of Section 2. 
For each t let Nt be the random measure defined by 
N,= tM,,du. 
I 0 
Because u + M,, is right continuous the integral exists in the weak* topology 
and for each f E Co 
Nt(f) = jot Mu(f) du. 
We then can obtain the strong law of large numbers. 
(3.1) THEOREM. Suppose that (M,) is irreducible and Hamis recuwent [S] 
and that there exists an invariant probability measure p fm (PJ. Assum that 
the measure m defined by 
240 ALAN F. KhRR 
belongs to K. Then for each k E K, 
almost surely with respect to Pk. 
Proof. As in Theorem (2.1), given f E C, we define g(l) = l(f) and observe 
that 
Nt(f) = i’g(Mu) du. 
Thus by the ratio limit theorem for additive functionals of Markov processes 
11, P. 16% 
= 
s 
’ E”[g(M,)] du 
0 
= 
s 
I E”[M,(f)] du 
0 
s 
1 
= m(f) du 
0 
= m(f) 
almost surely. The proof is completed in the same way as that of (2.1). 1 
We continue with the central limit theorem. 
(3.3) THEOREM. Assume that (M,) is irreducible and that for some t the 
Markov kernel Pt is ut@rmly #-recurrent or satisjies Doeblin’s cot&ion. Denote 
by p the unique invariant probability measure for (PJ and suppose that there 
is 6 > 0 such that (2.5) holds. If m is de$ned by (3.2) then for each k E K, with 
respect to Pk the measure-valwd process (L,) dejined by 
L, = t-1/2(Nt - t * m) 
converges in distribution as t --f 03 to a Gaussian random measure M on d with 
mean measure zero and cova&nce kernel (2.6), where 
v(f) = kc Ep[t-‘(N,(f) - t * m(f))a]. (3.4) 
Proof. The argument given below allows direct application of the central 
limit theorem for Markov chains and as a byproduct obtains the corresponding 
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limit theorem for continuous time E-valued processes (by taking Mt = eXt 
where (X,) is a Markov process with state space E). For each n let IV,: Sz --t K[oJl 
be defined by 
One easily checks that the Markov property of (&It) implies that (IV,) is a 
Markov chain, whose state sptice is the function space K[OJl and whose transition 
kernel Q is the unique extension of the projective systems given for x E I([OJJ, 
0<t,< ... < t, and A, ,.,., A,, E X by 
Qb {Y: it, E AI >.e.> it, E AJ) 
The kernel Q has an invariant probability measure q obtained by extension 
from the following projective system 
Further, Q satisfies whichever recurrence condition (P,) does. 
Now define h: K[o*1l + W by 
44 = I’ %(f) 4 
0 
where f is a fixed element of C, , and observe that for each n 
2, s f h(Wj) = 1” A f t ( f )  d t .  
j=l 0 
Moreover, (3.5) implies that 
E+$z,] = # - m(f ). 
Consequently by the central limit theorem for functionals of Markov chains, 
n-1/2(& - n . m(f)) -+ N(O, v(f )) in distribution, where 
v(f) = $+% E”[n-‘(Z, - E”[z,]y]. (3.6) 
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We next show that the limit (3.4) exists and is given by (3.6). For each t, 
+ 2+ (W(f) - %tl(fN py - M.0) 
- $I (t - [t]) (y - m(f)) 
+ (t - PII2 4f)” 
t 
- 2(t ; P1) (Nt(f) - NrdfN Mf) 
+ (S(f) - %l(fN2 
t (3.7) 
Taking expectations with respect to E u, letting t + 00, and invoking the strong 
law of large numbers (in which L2 convergence holds by virtue of (2.5)), we 
obtain 
v+$ E”[f-‘(N,(f) - t - 4.f))“l = kt E’WI-Wrdf) - PI * 4f)>“l. 
= k. En[n-l(Z,, - n . r~(f))~]. 
Precisely the same argument shows that the Pu limit in distribution of (L,) 
is the same as the P* limit in distribution of (n-lj2(Zn - E”[Z,])); one writes, 
using (3.7), 
4 = L[,IY, 3 
where Yt + 1 in probability, and applies Theorem (2.4) and Theorems 4.4 
and 5.1 of [2]. 1 
The same principle, appealing to [15] instead of [7], yields the law of the 
iterated logarithm. We omit the proof. 
(3.8) THEOREM. Let the hypotheses of Theorem (3.3) be satisfied, assume that 
v(f) < coforeachfec,,, and that (2.9) holds. Then fov each k E K, with Pk- 
probability one the set 
Wt - t * m)/(2t log log t)Y2; t > e} 
is relatively compact in the weak* topology on K with (E E K: 1 Z(f)/ < v(f)112 
for all f E Co) as its set of limit points, where Y is gicm by (3.4). 
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Remark. For t > 0 and k E K define m(k, t) E K by 
m(k* O(f) = J!+vw.f)l~ 
In order that a probability measure ZA on % be an invariant measure for (PJ 
it then suffices that 
m = s p(dZ) m(Z, t) K 
(as elements of K) for each t, where m is the mean measure corresponding 
to TV, defined by (3.2); or [l, p. 1591 that 
m = JKa(dz) low e-tm(z, t) dt 
as elements of K. If (PJ admits a bounded generator A then there exists for 
each I E K a measure a(Z, 0) E K such that if g(Z) = Z(f) for some f E C’s, then 
In this case ZA is invariant for (PJ if and only if 
in K. 
4. APPLICATIONS AND EXAMPLES 
In this Section we briefly present some applications of the results of the 
preceding Sections, in the process of which we exhibit several measure-valued 
Markov processes satisfying the hypotheses of our Theorems. 
(4.1) APPLICATION: EmpiricaZ processes. Let (X,) be a Markov chain with 
state space E that satisfies Doeblin’s condition (D) and let A&, = or, . If 
Z? = {Q%: x E E} then since the mapping 4: E -+ li? defined by 
is a homeomorphism, (M,,) will b e a measure-valued Markov process satisfying 
(D). The random measure 
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is then the generalization (to abstract E) of the empirical distribution functions 
studied in the context of the Glivenko-Cantelli theorem [4]. If the Xi are 
independent and identically distributed with distribution p then (D) is satisfied 
and Theorem (2.1) asserts that almost surely N, + p vaguely. In this light, 
Theorem (2.1) extends the GlivenkoCantelli theorem to abstract spaces. 
Theorems (2.4) and (2.8), since p evidently satisfies the additional hypothesis 
(29, then provide the associated central limit theorem and law of the iterated 
logarithm for the empirical measures N, . Even when E = [w these latter 
results do not appear to be well-known. 
For the case E = Iw, Theorems (2.1), (2.4) and (2.8) extend the classical 
Glivenko-Cantelli results from the case of independent, identically distributed 
random variables to that of a Markov chain satisfying (D). 
In continuous time, let (X,) be a Hunt process on E that is irreducible and 
satisfies Harris’ recurrence condition (C), cf. [8]. Then the empirical process 
m = EXt will satisfy the hypotheses of Theorem (3.1). Rather than speak 
of empirical distributions, in continuous time one generally considers occupation 
time functionals of the form 
Z,(A) = jt 1,4(-%) ds, 
0 
and then poses the usual questions concerning limiting behavior. (This problem 
has a lengthy history dating back at least to the important paper [6].) In the 
notation of Section 3-and recalling that M, = EXt-we have 
Z,(A) = jt lo ds 
0 
where Nt = $, Mu du. Therefore, Theorem (3.1) is applicable and states that, 
with probability one, 
t%(A) - 144 
simuZtaneousZy for all A such that p(8A) = 0. Here p is the invariant measure 
for (A’,) and we have invoked a standard equivalence theorem concerning 
weak* convergence [2, p. 111. Theorems (3.3) and (3.8) provide related and 
more precise limiting results for occupation times. 
(4.2) APPLICATION: Markov random Jields. Let E be a finite set and let 
K, denote the family of simple measures on E, i.e., those I such that 1((x)) = 0 
or 1 for all x E E. By identification of K, with 2E we see that any irreducible 
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Markov chain or process with state space K, will satisfy (as appropriate) the 
Doeblin condition (D) or the Harris recurrence condition (C); cf. [7, p. 192, 
Example 11, and therefore our results will be applicable. Several interesting 
continuous time processes of this kind arise in statistical mechanical situations; 
particular attention attaches to their invariant measures, which possess spatial 
versions of the Markov property and are therefore called Markov random 
fields (cf. [9, 161, and also [12, Section 41 for extensions to continuous state 
spaces). 
Here is a brief description of one such process. Consider j < #E particles 
distributed in E and let m be the simple measure giving their locations. The 
measure-valued process (MJ moves from m to another state m’ as follows: 
a particle at x attempts to jump to y at rate c(x, m) P(x, y) where c is a function 
from E x K, into (0, co) and P is a symmetric, irreducible Markov matrix 
on E. If at the time of attempted jump the point y is unoccupied the jump 
occurs and the process (MJ proceeds. If, however, y is occupied by another 
particle, the attempted jump is suppressed and the process continues. The 
unique invariant measure p is then given by 
dm) = f exp [ -8 Jj Vx, Y) m(Wm(dy)] , 
where U: E x E --f R is a symmetric mapping called the pair potential, where 
2 is an appropriate normalizing constant, and where it is assumed that 
c(x, m) = exp (1 w? Y) m(dy)). 
Theorems (3.1), (3.3) and (3.8) th en p rovide quite specific information about 
the limiting behavior of the process (Mt). 
(4.3) APPLICATION: Random density functions. Let E = [0, l] and let h 
denote Lebesgue measure. Suppose that (X,) is a Markov chain with state 
space C[O, l] that satisfies (D) and let 
M,(A) = j- X, dh. (4.4) 
A 
Then (AZ,) is a measure-valued Markov process satisfying (D). Indeed the 
mapping H: C[O, I] + K[O, l] defined by 
is one-to-one, since H(f) = H(g) implies that f = g a.e. (A) and hence-by 
continuity off and g-that f = g. Consequently, (h&J is Markov. Moreover, 
683/9/2-s 
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in the terminology of [7, p. 2101, any (D)-triple (+, V, l ) for (X,) yields a (D)- 
triple ($ = +f-r, V, C) for (M,), and so (M,) satisfies (D) if (X,) does. 
In general this will not substantially alter the burden of verifying (D)-the 
burden is just shifted to (X,) rather than (M,). However, in many applications 
(X,) will be of some simple form, depending on only a few parameters, and 
verification of(D) will be feasible. The simplest case is that of a random uniform 
mass density X,(u) E 2, that varies with the discrete time n. For example, 
think of a one-dimensional fluid containing a solute that is randomly added 
and removed over time and let M,, represent the solute distribution at time n. 
If the observation times are sufficiently far apart the solution will be in equilib- 
rium at each and Mn will be a random constant times Lebesgue measure h. 
In this case (M,) will satisfy (D) if the real Markov chain (Z,J does. 
Slightly more complicated, and slightly more interesting, is the case where 
X, is the solution to a differential equation on [0, l] with random boundary 
conditions. For a specific example suppose that 
X,(u) = (1 - U) A,, + uB, (4.5) 
where ((An , B,)) is a Markov chain with state space [0, co) x [0, co). That 
is, X, is a solution of Laplace’s equation in [0, I] with random boundary 
conditions X,(O) = A, , X,(l) = B, that evolve over time. If ((An , B,)) 
satisfies (D), e.g., this occurs if (A,) and (B,) are independent and each satisfies 
(D), then (M,) will satisfy (D). M an variations on this theme are possible: y 
one replaces Laplace’s equation-as embodied in (4.5)-by another equation 
appropriate to the situation at hand and proceeds as above. 
As an example of the applicability of the results of Section 2, consider the 
following problem of inference. Suppose that (4.4) holds but with h an unknown 
measure and the (X,) constituting a Markov chain. For example, suppose 
that h cannot be observed directly but only in the filtered form M, , where 
the filters X, vary randomly; the objective is to determine h. By Theorem (2.1), 
where f(t) = E[X,(t)], with the distribution of X, the unique invariant 
measure for (X,). Hence this process or observation permits recovery of X 
on (f # 0): 
almost surely. Theorems (2.4) and (2.8) provide useful estimates of the rate 
of convergence in (4.6), which are important since in practice one cannot 
obtain infinitely many observations. 
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