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This dissertation consists of three chapters in econometric theory, with
a focus on identification and estimation of treatment effect in semi-parametric
and nonparametric models, when there exists endogeneity problem. These
methods are applied on policy and program evaluation in health and labor
economics.
In the first chapter, I examine the common problem of multiple miss-
ing variables, which we refer to as multiple missingness, with non-monotone
missing pattern and is usually caused by sub-sampling and a combination of
different data sets. One example of this is missingness in both the endogenous
treatment and outcome when two variables are collected via different stages of
follow-up surveys. Two types of dependence assumptions for multiple missing-
ness are proposed to identify the missing mechanism. The identified missing
vi
mechanisms are used later in an Augmented Inverse Propensity Weighted mo-
ment function, based on which a two-step semiparametric GMM estimator of
the coefficients in the primary model is proposed. This estimator is consis-
tent and more efficient than the previously used estimation methods because
it includes incomplete observations. We demonstrate that robustness and
asymptotic variances differ under two sets of identification assumptions, and
we determine sufficient conditions when the proposed estimator can achieve
the semiparametric efficiency bound. This method is applied to the Oregon
Health Insurance Experiment and shows the significant effects of enrolling in
the Oregon Health Plan on improving health-related outcomes and reducing
out-of-pocket costs for medical care. The method proposed here provides un-
biased and more efficient estimates. There is evidence that simply dropping
the incomplete data creates downward biases for some of the chosen outcome
variables. Moreover, the estimator proposed in this paper reduced standard
errors by 6-24% of the estimated effects of the Oregon Health Plan.
The second chapter is a joint work with Sukjin Han. In this chapter,
we consider how to extrapolate the general local treatment effect in a non-
parametric setting, with endogenous self-selection problem and lack of external
validity. For counterfactual policy evaluation, it is important to ensure that
treatment parameters are relevant to the policies in question. This is especially
challenging under unobserved heterogeneity, as is well featured in the defini-
tion of the local average treatment effect (LATE). Being intrinsically local, the
LATE is known to lack external validity in counterfactual environments. This
vii
chapter investigates the possibility of extrapolating local treatment effects to
different counterfactual settings when instrumental variables are only binary.
We propose a novel framework to systematically calculate sharp nonparamet-
ric bounds on various policy-relevant treatment parameters that are defined as
weighted averages of the marginal treatment effect (MTE). Our framework is
flexible enough to incorporate a large menu of identifying assumptions beyond
the shape restrictions on the MTE that have been considered in prior studies.
We apply our method to understand the effects of medical insurance policies
on the use of medical services.
In the third chapter, I investigate the partial identification bound for
treatment effect in a dynamic setting. First, I develop the sharp partial identi-
fication bounds of dynamic treatment effect on conditional transition probabil-
ities when the treatment is randomly assigned. Then I relax the randomization
assumption and gives partial identification bounds, under a conditional mean
independence assumption. Using MTR and MTS assumptions, this bound is
further tightened. These bounds are used on estimating labor market return
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Chapter 1
IV Models with Missing Outcomes and
Treatments, with Application to Oregon
Health Insurance Experiment
1.1 Introduction
Missingness in multiple variables is common in practice. This phe-
nomenon is caused by various reasons, including sub-sampling and a com-
bination of different data sets; a typical example is missingness in both the
endogenous treatment status and the outcome. This problem usually appears
in empirical works but has not drawn enough attention. Researchers often
observe missingness on both the endogenous treatment and outcome variables
in a data set collected by surveys in both observational studies and field ex-
periments. One approach that is regularly used by practitioners is to drop
all observations in incomplete data; this is referred to as the complete case
(CC) analysis. It is well known that the CC approach creates an inefficient
estimator, and when the missing mechanism depends on endogenous variables,
it is also biased (Roderick JA Little and Donald B Rubin (2002); Li Qi and
Yanqing Sun (2014)). This paper proposes consistent and more efficient esti-
mators with multiple missingness, which allows for the missing mechanism to
be endogenous.
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When there are two missing variables, the missing patterns can be di-
vided into monotone missingness and strict non-monotone missingness; both
are examples of a general non-monotone missing pattern.1 Monotone missing-
ness has been thoroughly studied in the literature (Anastasios Tsiatis (2007);
Jean-Louis Barnwell and Saraswata Chaudhuri (2018); Saraswata Chaudhuri
(2020)). It refers to the situation where the missingness of one indicates the
missingness of the other variable. In our framework, this means that missing-
ness in treatment implies missingness in the outcome. The monotone missing
pattern can be caused by data attrition when once the survey participants
drop out, they never return. In survey-collected data, missing variables can
be caused by a broad range of reasons; as a result, strict non-monotone missing-
ness often appears in a data set, which means that researchers can observe the
outcome status for some observations, despite the missing treatment status.
Survey data frequently suffers from strict non-monotone missingness; there-
fore, this paper focuses on strictly non-monotone missingness and discusses
how to generate the proposed approach for more general missing patterns.
There are two sources of endogeneity in the model. First, the full
model with no missing values is endogenous because of the endogenous treat-
ment variable. Second, the missingness can be endogenous and correlated with
latent variables in the model. The endogeneity in the full model is often ad-
dressed using an exogenous instrumental variable, which is correlated with the
1The general non-monotone missing pattern also includes univariate missingness on the
treatment variable or the outcome variable.
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endogenous regressor, but does not directly affect the outcome. This strat-
egy has been widely used in the two-stage least squares (2SLS) estimation
procedure, the generalized method of moments (GMM) model, and a more
general nonparametric IV model (Henri Theil (1971); Joshua D Angrist and
Guido W Imbens (1995b); Christopher F Baum, Mark E Schaffer and Steven
Stillman (2003); Whitney K Newey and James L Powell (2003); Whitney K
Newey (2013)). The other source of endogeneity is from selective missingness.
Prior studies have shown that if the Missing at Random (MAR) assumption
is satisfied—meaning that the missing mechanism is independent with missing
values conditional on fully observed variables—the endogeneity of missingness
can be solved (Philip E Cheng (1994); Shaun Seaman, John Galati, Dan Jack-
son and John Carlin (2013)). However, the non-monotone missing pattern
complicates this assumption, because simultaneous dependence between mul-
tiple missingness creates challenges in identifying the joint missing mechanism.
When data are collected sequentially (i.e., the treatment variable is col-
lected before the outcome variable), the simultaneous dependence relationship
is avoided. This happens when the realization of outcome status takes time
and is collected via a later follow-up survey. Motivated by the sequential data
collection process, we propose two sets of identifying assumptions to identify
the missing mechanism. The first is the MAR assumption, which assumes
that missingness in the treatment and the outcome are independent with un-
observed values conditioning on the fully observed variables, but this assump-
tion does not allow the missing mechanism to depend on partially observed
3
variables. The alternative identifying assumption allows for the later-stage
missingness (i.e., missingness on the outcome) to rely on partially observed
variables in the previous stage (i.e., the partially observed treatment vari-
able), which we describe as the sequentially updating feature of the missing
mechanism; due to this feature, we name the assumption the Sequential MAR
(SMAR) assumption.
Under either identifying assumption, the missing mechanism (i.e., the
propensity of each missing pattern) is identified and utilized in an augmented
inverse propensity weighted (AIPW) GMM estimator for the primary model
coefficients. The moment function is composed of an inverse propensity weighted
(IPW) moment function and an augmentation term chosen to make full use of
the observed data and achieve higher efficiency; this function is equivalent to a
two-step backward AIPW imputation approach, in which the missing outcome
is initially imputed, followed by the imputation of the missing treatment.
The estimation strategy depends on a first-stage estimation of nuisance
parameters, which are the propensities of missing patterns and models for in-
complete data; we use sieve estimation for the first stage nuisance parame-
ters. Even though AIPW has been shown to maintain double robustness and
semiparametric efficiency in many cases (e.g., James M Robins, Andrea Rot-
nitzky and Lue Ping Zhao (1994); Daniel O Scharfstein, Andrea Rotnitzky and
James M Robins (1999); Adam N Glynn and Kevin M Quinn (2010); Xiaohong
Chen, Han Hong, Alessandro Tarozzi et al. (2008); Matias D Cattaneo (2010)),
the desired properties usually fail under non-monotone missingness (e.g., Tsi-
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atis (2007); Saraswata Chaudhuri and David K Guilkey (2016); Shaun R Sea-
man and Stijn Vansteelandt (2018); BaoLuo Sun and Eric J Tchetgen Tchetgen
(2018)). We show that under the strong MAR assumption, the double robust-
ness and semiparametric efficiency properties are maintained, and this result is
consistent with the findings of Chaudhuri and Guilkey (2016). The estimator
is robust under the SMAR assumption, as long as the missing mechanism is
correctly specified; as a result, the asymptotic variance is affected by the first
stage missing mechanism estimation. We provide asymptotic variance for the
estimator under the SMAR assumption and show that the estimator become
more efficient than previously used estimators by incorporating the incomplete
data.
The AIPW-GMM approach is used in the Oregon Health Insurance
Experiment to estimate the effect of enrolling in the Oregon Health Plan
(OHP) on health-related outcomes. The endogenous treatment variable and
outcomes are collected via different-stage follow-up surveys. There are two
reasons behind the missingness: non-response to surveys and non-response to
treatment-and-outcome-related questions among survey responders. There ex-
ist participants who did not respond to the first follow-up survey but responded
to the final survey, and some participants did not answer questions on treat-
ment status; therefore, we observe non-monotone missing patterns. The data
shows evidence that missing mechanisms of outcome variables are correlated
with the endogenous treatment variable. As a result, the CC analysis yield
biased estimation results. The regression results show significant effects of the
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OHP on reducing out-of-pocket costs for medical care, reducing the number
of days when physical health is not good, and improving self-evaluated health
conditions; these results suggest that CC estimators tend to overestimate the
effect, with downward biases for out-of-pocket costs and self-evaluated health
conditions outcomes, while the IPW estimator results are closer to those of
the AIPW estimators. Furthermore, of the three different estimation strate-
gies, the AIPW-GMM estimators achieve the smallest standard error for all
estimated coefficients. For the estimated effects of OHP, the AIPW approach
reduces the standard error by up to 24%. These results are consistent with
the findings in the Monte Carlo simulation.
This paper contributes to the literature in the following aspects. First,
it considers the problem of missing endogenous treatment variables and out-
come variables, which lacks adequate attention. Related literature includes the
partial identification approach developed by Joel L Horowitz and Charles F
Manski (2000), when there exist multiple missing covariates and outcomes in
randomized experiments. By making assumptions that can be plausible in
many cases of program evaluation, this paper proposes a way to point iden-
tify the missing mechanism and to use it in the construction of a consistent
and more efficient estimator. Second, this study contributes to the literature
on non-monotone missingness (James M Robins and Richard D Gill (1997);
Ahmed M Gad (2011); Sun and Tchetgen Tchetgen (2018); Eric J Tchetgen
Tchetgen, Linbo Wang and BaoLuo Sun (2018); BaoLuo Sun, Neil J Perkins,
Stephen R Cole, Ofer Harel, Emily M Mitchell, Enrique F Schisterman and
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Eric J Tchetgen Tchetgen (2018); Chaudhuri and Guilkey (2016)) by adapt-
ing the sequentially updating feature of the missing mechanism2 and allowing
the missing mechanism to depend on a partially observed variable in a non-
monotone missing pattern. Finally, this paper provides sufficient conditions
under which the closed-form efficient influence function is available under non-
monotone missingness.
The rest of this paper is organized as follows. Section 1.2 introduces the
model; Section 1.3 missing mechanism and the assumptions and gives the iden-
tification result; Section 1.4 proposes the AIPW moment condition and GMM
estimator based on the assumptions introduced in the previous sections; Sec-
tion 1.5 discusses the asymptotic properties of the AIPW estimator; Section
1.6 extends the estimator to a more general set-up and shows the possibility
of developing the current framework for more than two missing variables; Sec-
tion 1.7 illustrates the performance of the AIPW-GMM estimator through the
Monte Carlo simulation results; Section 1.8 offers an empirical example using
the Oregon Health Insurance Experiment Data; and Section 1.9 will provide
our conclusions.
1.2 Model and Assumptions
We consider the following model:
2Similar sequential feature has only been applied when the missing pattern is monotone
(Chaudhuri (2020)).
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Yi = g(Di, Xi; β) + εi (1.2.1)
where Yi denotes the outcome of individual i and is missing for some obser-
vations; and Di is a partially observed endogenous treatment variable. For
purposes of this study, we only consider one partially missing endogenous
treatment variable. Xi is a vector of K fully observed regressors, and we do
not exclude the possibility that Xi contains endogenous variables.
We are interested in consistently estimating the parameter vector β,
and we assume that there exists a vector of valid instrument variables Zi for
[Di, Xi] with dZ ≥ dD + dX , such that
E[Ziεi] = 0 (1.2.2)
cov(Zi, [Di, Xi]) 6= 0 (1.2.3)
Equations 1.2.2 and 1.2.3 are the exogeneity and relevance conditions,
under which Zi is a valid instrument variable. We assume that Zi plays a role
in determining [Di, Xi]. We do not place structural restrictions on the first-
stage model; therefore, the regressors can be either discrete or continuous.3 In
3If more structures are added to the first stage, we could obtain additional moment




provides an extra moment condition besides Equation 1.2.4:
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the full model, the moment condition follows directly from the exogeneity of
Zi:
E[Zi(Yi − g(Di, Xi; β))] = 0 (1.2.4)
Under the standard regularity conditions4 for g, the parameter value of
interest β0 is identified by the moment conditions:
β = β0 if and only if E[Zi(Yi − g(Di, Xi; β))] = 0 for β ∈ B
We consider an environment where the instrument variables Zi and
fully observed covariates Xi are fully observed, but the endogenous treatment





indicate observing Di and Yi, such that
RDi =
{
1 Di is observed




1 Yi is observed
0 Yi is unobserved
(1.2.6)
E[Ziui] = 0
This extra information potentially helps to improve the precision and efficiency of the
estimator (Rai 2020).
4The regularity conditions can be found in KW Newey and Daniel McFadden (1994).
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In the following section, we will discuss the missing patterns and de-
pendence between RD, RY , and the other variables.
1.3 Patterns of Missingness
We first capture the missing mechanism and give two sets of assump-
tions to identify the propensity of missingness. The commonly used assump-
tions for univariate missing values are the Missing Completely at Random
(MCAR) and the Missing at Random (MAR) assumptions. The MCAR as-
sumes that missingness is independent from any variable in the data set, and
MAR assumes that missingness is independent from the missing values con-
ditioning on a set of observables.5 Missing mechanisms that fail the MCAR
and MAR assumptions are called Missing Not at Random (MNAR); these
allow the missingness to be correlated with the unobserved missing values,
and therefore creates difficulties in identifying the missing mechanism. Ex-
tra parametric assumptions are usually imposed when the missing pattern is
MNAR (Scharfstein, Rotnitzky and Robins (1999); Rotnitzky Andrea, Daniel
Scharfstein, Ting-Li Su and James Robins (2001)).
The existence of multiple partially missing variables complicates the
missing mechanism. Based on the features of the missing patterns, prior stud-
ies have described multiple missing patterns as monotone missingness versus
non-monotone missingness. Monotone missingness is defined as the situation
5These two assumptions can be seen as strong ignorability and conditional ignorability
assumptions.
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where missingness happens gradually, and missingness in one variable indi-
cates missingness in other variables. In our framework, it is implied that Yi is
missing when Di is missing and vice versa. We focus on the former possibil-
ity, since it is a more reasonable scheme compared to the latter. The missing
mechanism is formally defined as monotone if (1−RDi )RYi = 0 almost surely.
For monotone missingness, each stage can be seen as a subsample of
the last step, and the missingness depends on the fully observed variables from
the previous stage. One reason behind this pattern is data attrition; when the
program participants choose to drop out of the survey, they do not return to
the following surveys of their outcomes. Another example is data composed of
multi-phase sampling, from which the researchers choose a subsample of the
previous phase to collect information on, due to budget constraints and survey
design.
Non-monotone missingness is a more general pattern that allows for the
possibility of observing Yi while Di is missing; it is also referred to as general
missingness (Stef Van Buuren (2018)), and includes well-discussed univari-
ate missingness,6 monotone missingness, and strict non-monotone missing-
ness. Non-monotone missingness arises in various scenarios other than data
attrition, including general survey non-responses, panel studies in which par-
6Discussions on univariate missingness on the regressor can be found in Roderick JA
Little (1992), Jason Abrevaya and Stephen G Donald (2017), Christoph Breunig and Peter
Haan (2018); Lu Wang, Andrea Rotnitzky and Xihong Lin (2010), Rolf HH Groenwold,
A Rogier T Donders, Kit CB Roes, Frank E Harrell Jr and Karel GM Moons (2012), Jason
Abrevaya (2019) studied on methods dealing with missing outcome variables.
11
ticipants drop out but return in later surveys, and general sub-sampling in
each stage. In Figure 1.1, we illustrate the missing patterns included in non-
monotone missingness; among the patterns, strict non-monotone missingness
is the most frequently seen and interesting case, so we will focus on this case.
With a non-monotone missing pattern, the previous MAR assumption
is difficult to justify (James M Robins (1997); Robins and Gill (1997); Little
and Rubin (2002); Sun and Tchetgen Tchetgen (2018))7, and it creates chal-
lenges in identification. The challenge was first introduced by Robins and Gill
(1997) when they considered a case where two partially missing variables exist
and showed that MAR assumption implicitly implies the MCAR assumption
in a logistic model; when there are other fully observed variables, the tradi-
tional MAR becomes a stronger assumption of conditional ignorability for the
same observables. In our framework, because we have two potentially miss-
ing variables in the environment, we can observe four missing patterns in the
data. We use M to denote the four patterns and introduce difficulties in point
identifying the distribution of the missing patterns. We suppress the index i
for the following arguments:
7The statistical literature has shown that for commonly used estimation process, it is
difficult to include all features allowed by the previous MAR assumption. In this paper,
we focus more on the challenge in identification, and show some features allowed by the
previous MAR assumption must be excluded to identify the missing mechanism.
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Figure 1.1. Examples of monotone missing patterns
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M = M1 : Observe both D and Y
M = M2 : Observe D but not Y
M = M3 : Observe Y but not D
M = M4 : Observe neither D nor Y
The MAR assumption assumes mean independence between missing-
ness and missing values conditioning on the observables under each missing
pattern and can be written as:
Pr[M = M1|Z,X,D, Y ] = Pr[M = M1|Z,X,D, Y ]
Pr[M = M2|Z,X,D, Y ] = Pr[M = M2|Z,X,D]
Pr[M = M3|Z,X,D, Y ] = Pr[M = M3|Z,X, Y ]
Pr[M = M4|Z,X,D, Y ] = Pr[M = M4|Z,X]
(1.3.1)
The first equation is intentionally redundant to show that no informa-
tion is lost under the pattern M1. Equation 1.3.1 implies Equation 1.3.2
8:
E[RD|Z,X,D, Y,RY ] = E[RD|Z,X,RY Y,RY ]
E[RY |Z,X,D, Y,RD] = E[RY |Z,X,RDD,RD]
(1.3.2)
8Derivation is omiited, and the intuition behind is that each missing pattern depends
on the observed variables under that pattern. Therefore, when RY = 1, Pr[RD =
1|Z,X,D, Y,RY = 1], as a part of the missing mechanism, depends on Y ; and when
RY = 0, Pr[RD = 1|Z,X,D, Y,RY = 1] does not depend on Y anymore. There-
fore, E[RD|Z,X,D, Y,RY ] = E[RD|Z,X,RY Y,RY ]; same argument can be applied on
E[RY |Z,X,D, Y,RD].
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One way to model Equation 1.3.1 is using the threshold crossing model.
To illustrate how the simultaneous relationship affects identification, we can










for some unknown functions f and g, with µ and ν as uniformly distributed
latent variables. The simultaneous feature in the binary model creates a prob-
lem in the identification of Pr
[
RD = 1, RY = 1|Z,X,D, Y
]
. A similar model
has been widely discussed in the entry game model, and there is a well-known
challenge to identifying joint distribution of the simultaneous bivariate model.
Prior studies provided partial identification strategies for the simultaneous
binary model (e.g., Elie Tamer (2003a); Federico Ciliberto and Elie Tamer
(2009a); Jorge F Balat and Sukjin Han (2018)) and point identification under
additional restrictions. Even though identifying the missing mechanism is an
important step to identifying the main model, that is not our primary inter-
est. As an intermediate step, we want to avoid either partial identification or
too-complex structural assumptions. Therefore, we provide two sets of novel
ignorability-type assumptions that could be satisfied under many settings and
rule out the simultaneity, and we provide justifications for these assumptions.
9The equivalence between Equations 1.3.2 and 1.3.3 follows from the property of binary
variables.
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These assumptions are used to point identify the missing mechanism.
1.3.1 Missing at Random Assumption
The first assumption is a stronger version of the MAR used in the uni-
variate missingness literature by assuming the ignorability of multiple miss-
ingness and conditioning on a common set of fully observed variables.10
Assumption MAR.
RD ⊥⊥ (D, Y )|Z,X (1)
RY ⊥⊥ (D, Y )|Z,X,RD (2)
We refer to this assumption as the MAR assumption for convenience,
following the name used in prior studies. Chaudhuri and Guilkey (2016) ap-
plied analogous assumptions on non-monotonically missing instrumental vari-
ables and assumed the missingness was independent with unobserved values
conditioning on fully observed variables.
If there are no endogenous variables in X, the MAR assumption can
be interpreted as exogenous missingness; this assumes the joint missingness is
independent with unobserved values conditioning on fully observed exogenous
covariates. Missingness is determined by instrument variables (e.g., random
assignment) and personal characteristics (e.g., age, education, distance to re-
search center).
10Prior studies have implicitly shown that the MAR assumption in a univariate missing-
ness setting is justified under the strong version of MAR; this can be displayed using the
example from Sun and Tchetgen Tchetgen (2018), except for minor differences.
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Example 1. In field experiments, experimenters collect data via face-to-face
visits. Missingness is believed to be caused by missed experimenter visits, either
accidentally or by design, instead of self-selection of the participants. There-
fore, missingness on D and Y depends on survey participant characteristics
(e.g., location, gender, age, etc.) and instrument variables (e.g., random as-
signment into treatment group), instead of the treatment and outcome status.
1.3.2 Sequential Missing at Random Assumption
The MAR assumption introduced above does not allow the missingness
to depend on partially observed variables, and it is unclear how RY depends on
RD. We therefore propose a different assumption that allows for dependence
between partially observed D and the missingness mechanism on Y , which
occurs after the realization of RD.
When missingness happens sequentially, the missing process has the
“dynamic updating” feature introduced in Chaudhuri (2020), and this feature
is applied to the monotone missing pattern. Despite the non-monotone pat-
tern, this dynamic feature is still allowed in our framework. We can therefore
make a Sequential MAR (SMAR) assumption that missingness on D is inde-
pendent with unobserved values conditional on the fully observed variables,
and missingness on Y is independent with the unobserved values conditional
on fully observed variables and the partially observed D.
The SMAR assumption is formalized below:
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Assumption SMAR. 11
RD ⊥⊥ (D, Y )|Z,X (1)
RY ⊥⊥ (D, Y )|Z,X,RDD,RD (2)
and (2) is equivalent to
RY ⊥⊥ ((1−RD)D, Y )|Z,X,RDD,RD (2′)
The SMAR assumption is weaker than the MAR in the sense that it
allows RY to be correlated with D; on the other hand, RY can be correlated
with Y through the correlation with D. Therefore, it assumes that RY is
independent with Y conditioning on the fully observed variables assumed in
the MAR assumption, as well as RDD. One important feature allowed by
the SMAR assumption is the dependence between RY and RDD, unlike the
MAR assumption; and the other crucial feature assumed in SMAR is that D
does not affect RY if D is not observed. In the following, we will provide an
example of when these features hold.
Example 2. In survey-collected data sets, missingness can be due to both
exogenous attrition and endogenous self-selection. For the self-selected miss-
ingness, we make an extra assumption that survey participants are honest re-
porters to exclude distortion from misreporting. We assume the participants
11Both the assumption MAR and the assumption SAMR can be relaxed to conditional
mean independence.
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choose to report if they have the information. Therefore, missing indicators RD
and RY can be interpreted as indicators of awareness, or an effort to acquire
the status of D and Y .
Knowledge of treatment status Di can be caused by participants’ char-
acteristics, as well as the instrument variables. Age, living area, and education
level can all affect participants’ motivation to acquire their treatment status.
The instrument variables can also affect RD. One classic instrument variable
used in the field-experiment literature is the random assignment of treatment,
with non-perfect compliance as the instrumented endogenous variable. Re-
searchers are likely to visit participants in the treatment group more than the
control group, which might cause lack of awareness of treatment status for the
control group. Moving to the next stage, if participants have no knowledge
of their treatment status (i.e., RD = 0), D does not enter their information
set and thus does not affect their motivation to attain knowledge about their
outcome status (i.e., D does not affect RY ). This explains the assumed non-
correlation between RY and D when RD = 0.
On the other hand, for participants who already have information about
D, this enters their information set and plays a role in determining whether or
not they learn their outcome status. This is consistent with the feature that RY
depends on D when RD = 1, which is allowed in the SMAR assumption but
not allowed in MAR assumption; as a result, the missing mechanism diverges
for those with and without information about D. One example of this is that
people with health insurance tend to care more about their health status because
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it affects their premium in the next billing cycle.
Figure 1.2 illustrates the sequential missing procedure. We use I1 to
denote the initial information set, which includes the fully observed variables.
Variables in I1 play roles in determining R
D; when RD = 1, D is contained in
the information set I2, and when R
D = 0, D is not included in I2. I2 contains
the variables determining RY . The missing mechanisms of Y diverge at I2,
and D only affects RY when RD = 1. Therefore, the missing mechanism at
each stage diverge across different observed variables in the previous stage.
Assumptions MAR and SMAR differ when it comes to the hypothetical
missing mechanism on RY . We define pd and py as:
pd ≡ Pr[RD|Z,X,D, Y ] = Pr[RD|Z,X] (1.3.4)
py ≡ Pr[RY |Z,X,D, Y,RD] = Pr[RY |C, RD] (1.3.5)
The second equality in Equation 1.3.4 holds under either assumption
MAR or assumption SMAR. C represents the conditioning variables for ig-
norability of RY ; under the assumption MAR, C = (Z,X); and under the
assumption SMAR, C = (RDD,Z,X)12. The distribution of missing patterns
derives from the multiplication of pd and py. For each missing pattern Mm,
m = 1, 2, 3, 4, the probability of observing it is equal to
12For the assumption MAR, C = (RDD,Z,X) can also be used without affecting con-

































Figure 1.2. Sequential Missing Mechanism
Pr[Mm|Z,X,D, Y ] = Pr[RY = MYm |C, RD]× Pr[RD = MDm |Z,X] (1.3.6)
for MDm , M
Y
m being the corresponding value of R
D and RY under missing
pattern Mm.
Proposition 1.3.1. If either the Assumption MAR or the Assumption SMAR
hold, the probability of missing patterns in 1.3.6 is identified.
The identification result follows directly from selection on observables.
1.4 AIPW-GMM Estimator
The IPW estimator has been widely applied in the missing data litera-
ture (Paul R Rosenbaum and Donald B Rubin (1983); Jeffrey M Wooldridge
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(2007); Shaun R Seaman and Ian R White (2013)). It reweights the sample
and inflates the underrepresented subsample due to missingness to provide a
consistent estimator. Compared to the imputation method (e.g., expectation-
maximization, multiple imputations), the IPW estimator avoids making para-
metric assumptions on the model for an incomplete subsample and is easier to
compute. The efficiency of the IPW estimator can be improved by adding an
augmentation term, and this approach is referred to as the Augmented IPW
(AIPW) approach. The AIPW estimator takes full advantage of the data set by
incorporating dropped information in the IPW estimation into the augmen-
tation term and usually achieves semiparametric efficiency bounds (Robins,
Rotnitzky and Zhao (1994); Robins (1997); James R Carpenter, Michael G
Kenward and Stijn Vansteelandt (2006); Tsiatis (2007); Chen et al. (2008);
Glynn and Quinn (2010)). Moreover, the AIPW estimator has been shown to
be robust in many cases where either the missing mechanism or the incom-
plete model is correctly specified. This property is called double robustness,
and it creates the advantage that the first-stage nonparametric estimation of
the missing propensity and incomplete model does not affect the efficiency of
the AIPW estimator.
1.4.1 AIPW Moment Condition
First, we make an overlap assumption:
Assumption Overlap. (a) pd ∈ [κd, 1) almost surely in (Z,X)
(b) py ∈ [κy, 1) almostly surely in (C, RD) for κd > 0,κy > 0.
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This assumption requires the possibility that each of the four missing
patterns is positive (i.e., the strict non-monotone missing pattern).13
We further introduce the notation of probability from observing both
the treatment and outcome, which is defined as:
p11(X,Z,D) = Pr[R
Y = 1|C, RD = 1]× Pr[RD = 1|Z,X]




Z(Y − g(D,X; β)) + φ(Z,X,RD, RY , RDD,RY Y, β)
(1.4.1)
The moment function above is composed of an IPW moment function
and an augmenting term φ, which is determined by fully observed variables

























Z (E [Y |Z,X]− E [g(D,X; β)|Z,X]) (1.4.2)
13A weaker version of the overlap assumption is introduced in Section 1.6, when a more
general missing pattern is allowed.
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The augmentation term is composed of observed variables, as well as
two sets of nuisance parameters, the missing mechanism (pd, py, p11), and the
imputed value for the unobserved model: (E [g(D,X; β)|Z,X] , E [Y |D,Z,X] , E [Y |Z,X]).
Identification of the missing mechanisms was shown in the previous section.
The assumptions of MAR or SMAR identifies the second set of nuisance pa-
rameters; under either assumption, these can be identified by14:
E [g(D,X; β)|Z,X] = E
[
g(D,X; β)|Z,X,RD = 1
]
E [Y |D,Z,X] = E
[
Y |D,Z,X,RD = 1, RY = 1
]
E [Y |Z,X] = E
[
Y |Z,X,RD = 0, RY = 1
]
The moment function above can be interpreted as a two-step AIPW
imputation. With full data, the moment function is:
mfull(β) = Zε = Z (Y − g(D,X; β))
The goal is to construct an unbiased estimator of ε under missingness











(E [Y |D,Z,X]− g(D,X; β))
14Under Assumption MAR, E [Y |Z,X] can also be identified by
E
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When D is partially missing, g(D,X; θ) and E [Y |D,Z,X] are not fully
observed as functions of D. We again use the AIPW strategy on the functions





























E {E [Y |D,Z,X]− g(D,X; β)|Z,X}
]
(1.4.4)
Proposition 1.4.1. If ε̂ is defined as in 1.4.4, maipw(β) = Zε̂.
The moment function is used to construct a moment condition, follow-
ing the theorem below:
Theorem 1.4.1. Suppose Assumption MAR or SMAR, and Assumption Over-
lap hold, E [maipw(β)] = 0 when β = β
0.
The equality in this theorem will be used as the AIPW moment condi-
tion.
1.4.2 Estimation Strategy
The estimation procedure is composed of two steps. In the first step, we
construct appropriate estimators for (pd, py, p11) and (E[Y |D,Z,X], E[Y |Z,X],
E[g(D,X; β)|Z,X]), and denote the estimators as (p̂d,, p̂y, p̂11) and (Ê[Y |D,Z,X],
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Ê[Y |Z,X], Ê[g(D,X; β)|Z,X]). Estimation strategies on the nuisance param-
eters depend on the researcher’s prior belief about model structures. If the
correct specification of the nuisance parameter is not clear, nonparametric es-
timation could be applied to avoid models that are too restrictive. We will
apply the series estimation strategy on the models, and we will show the cor-
responding asymptotic properties thereof in the following section.
After constructing the nuisance parameters, we plug them back into




























Yi − Ê [g(Di, Xi; β)|Zi, Xi]
)
−(
































Ê [Yi|Zi, Xi]− Ê [g(Di, Xi; β)|Zi, Xi]
)
is the estimator of the augmentation term φ and Ŵ is the estimator of chosen
weight matrix W .
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1.5 Asymptotic Properties
Though the AIPW estimator is known to have the efficient property in
many cases, the efficiency usually fails with non-monotone missingness. One
critical condition to produce closed-form semiparametric efficient bound is the
independence of different missing indicators condition on the same set of vari-
ables (Chaudhuri and Guilkey (2016)); this condition implies that the asymp-
totic variances should be different under Assumption MAR and Assumption
SMAR. Between these two conditions, Assumption MAR is more powerful,
such that the AIPW-GMM estimator maintains the double robustness prop-
erty and achieves the efficient semiparametric bound. Under the SMAR as-
sumption, efficiency and double robustness fail, but it still has higher efficiency
than the previously used estimators.
1.5.1 Asmptotic Properties
We make the standard assumptions for asymptotic normality in the
GMM model:








i ) are i.i.d;
(2)E [maipw(β)] is differentiable with respect to β ∈ int(B);
(3) Define G(β) = ∂
∂β
E [maipw], G(β) has full rank at β = β
0;
(4) VMAR and VSMAR are bounded and positive semindefinite;
We then derive the variance of the moment functions under different as-
sumptions, and use these derivations to construct the asymptotic distribution
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of the AIPW-GMM estimator. For a semi-parametric GMM estimation, the
variance closely relates the to robustness of the estimator, thereby indicating
how the first-stage nuisance parameters estimators affect the consistency of
the primary model.
Under the Assumption MAR, the ignorabilities of RD and RY depend
on the same set of conditioning variables. The assumption is powerful enough
that the double robustness property of AIPW estimator is maintained.
Theorem 1.5.1. If Assumption MAR and Overlap hold, E [maipw(β)] = 0
when either (p̂d, p̂y, p̂11), or (Ê [g(D,X; β)|X,Z] , Ê[g(D,X; β)|X,Z, Y ], Ê [Y |X,Z,D],
Ê [Y |X,Z]) are correctly specified.
As a direct result of double robustness, the first-stage estimators of the
nuisance parameters do not affect the variance of the primary model.


















































Cov (Zg(D,X; β), ZY |Z,X)
]
The first term in VMAR is similar to the Ωβ that was introduced in Chen
et al. (2008), and ∆ captures improvements in efficiency when we include the
partially observed variables in the moment function.
Under the Assumption SMAR, the double robustness property no longer
hold with non-monotone missingness. However, the estimator remains robust
as long as the missing mechanism is correctly specified.
Theorem 1.5.3. If Assumption SMAR and Overlap hold, E [maipw(β)] = 0
when (p̂d, p̂y, p̂11) is correctly specified.
Proof of Theorem 1.5.3 follows directly from the proof of Theorem 1.4.1.
The double robustness fails under the SMAR assumption because the
missing parts of the missing mechanism depend on partially missing variables.
As a result, the consistency of some parameters in the first-step estimation
of nuisance parameters affects the consistency and efficiency of the primary
model and has a direct effect on the variance. Luckily, only the estimator p̂11
affects the consistency through the first component in the augmenting term,
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and we can therefore construct a correction term following Whitney K Newey
(1994).






V ar ((mfull − E [mfull|Z,X]) |D,Z,X)
]
+V ar (E [mfull|D,Z,X])−∆
where

























V ar (Y |D,Z,X)
]
+ 2E [(1− pd)Cov (E [mfull|D,Z,X] , E [Y |D,Z,X] |Z,X)]
Let n denote the sample size. Under certain regularity conditions,
√
n convergence can be maintained with a non-parametric estimation in the
first stage. We assume the well-established regularity conditions for Sieve
basis functions that are presented in the literature (Newey (1994); Chen et al.
(2008); Cattaneo (2010); Chaudhuri and Guilkey (2016)), and we construct
√
n normality.
Theorem 1.5.5. Let Ê(w) denote a vector of sieve estimation of first-stage
nuisance estimators. For each component e ∈ E, suppose e is a function of
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de elements and is se times differentiable. Let η = 1 for power series basis;
and η = 1
2
for spline basis. Let K denote the terms in the series estimator, n
denote the sample size, and K = nν such that:








(1) Under Assumption MAR, Overlap, and M,
√
n(β̂ − β)→d N(0, (G′WG)−1G′WVMARWG(G′WG)−1)
Furthermore, if W = V −1MAR,
√
n(β̂ − β)→d N(0, (G′V −1MARG)
−1)
(2) Under Assumption SMAR, Overlap, and M,
√
n(β̂ − β)→d N(0, (G′WG)−1G′WVSMARWG(G′WG)−1)
Furthermore, if W = V −1SMAR,
√
n(β̂ − β)→d N(0, (G′V −1SMARG)
−1)
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The regularity conditions used here are no different from the condi-
tions used in the work of Cattaneo (2010), Chaudhuri and Guilkey (2016).
These conditions restrict the estimation of nuisance parameters to converge
fast enough that they do not affect the convergence rate of the second-step
estimation.
1.5.2 Efficiency
The well-known efficiency property of the AIPW estimator usually
fails with the non-monotone missing pattern (Tsiatis (2007); Chaudhuri and
Guilkey (2016)). We show two sufficient conditions in which the estimator
maintains the efficiency property.
Lemma 1. Suppose Assumption SMAR and Overlap hold, and Y ⊥⊥ D|Z,X,
VSMAR = VMAR
Theorem 1.5.6. Suppose Assumption Overlap, Assumption M, and one of
the following assumptions hold:
(i) Assumption MAR
(ii) Assumption SMAR and Y ⊥⊥ D|Z,X
then for β0, the asymptotic variance lower bound for
√
N(β̂ − β0) of
any regular estimator β̂ is given by Ω = (G′V −1MARG)
−1. An estimator with
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an asymptotic variance that is equal to Ω has the following asymptotic linear
representation:
√














ψ(Z,X,RD, RY , RDD,RY Y ) = −Ω−1G′V −1MARmaipw(Z,X,R
D, RY , RDD,RY Y ; β0)
Although there are two sufficient conditions under which semiparamet-
ric efficiency bound holds, condition (ii) only holds when D does not affect
the Y conditional of (Z,X) and is a strong assumption. In the settings with
different missing variables, however, (ii) can be more reasonable. For exam-
ple, when the fully observed variables are D and X, and the partially missing
variables are Z and Y , and it is reasonable to assume that Z ⊥⊥ Y |D,X.
1.6 Discussion
The previous sections focused on missing treatment and outcome vari-
ables with a strict non-monotone missing pattern; this method can be gener-
ated to a more general arrangement. This section will discuss ways to extend
the current approach.
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1.6.1 Generalization to General Missing Patterns
The previous sections only considered the case where the missing pat-
tern is strictly non-monotone and can be extended to a more general case that
allows for monotone missingness, as well as univariate missingness. First, we
propose a weaker overlap assumption.
Assumption Weak Overlap. p11 ∈ [κ11, 1) almost surely in (D,Z,X).






























Z (E [Y |Z,X]− E [g(D,X; β)|Z,X]) (1.6.2)
Theorem 1.6.1. Suppose Assumption MAR or SMAR, and Assumption Weak
Overlap hold, E [m̃aipw] = 0 when β = β
0.
Proof of Theorem 1.6.1 follows the same argument as in the proof of
Theorem 1.4.1.
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For the previous moment condition to hold, we require pd to be strictly
positive in Z,X; and py to be strictly positive in Z,X when R
D = 0 and in
Z,X,D when RD = 1. Therefore, we need:
p01 = Pr
[





RD = 1, RY = 1|Z,X,D
]
> 0
To allow for the case where p01 = 0, we multiply the augmentation
term involving py by p01. Adding in p01 does not affect the consistency of the
estimator; thus, the first-stage estimation thereof does not affect the efficiency
of the primary model.
1.6.2 Generalization to More than Two Missing Variables
This method can be extended to a situation in which there exists ad-
ditional missing variables. We take missing IV, missing treatment status, and
missing outcome as an example to illustrate the idea of extending the cur-




1 Z is observed
0 Z is unobserved
For simplicity, we only develop the moment condition under the SMAR-
like assumption. Suppose there exists a vector of fully observed variables X,
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and we make two analogous ignorability assumptions on the missing mecha-
nism, and the overlap assumption is:
Assumption 1.6.1.
RZ ⊥⊥ (D, Y )|X
RD ⊥⊥ (D, Y )|X,RZZ,RZ
RY ⊥⊥ (D, Y )|X,RZZ,RDD,RZ , RD
Assumption 1.6.2. (a) pz ∈ [κz, 1) almost surely in (X)
(b) pd ∈ [κd, 1) almost surely in (X,RZZ,RZ)
(c) py ∈ [κy, 1) almostly surely in (X,RZZ,RDD,RZ , RD) for κz >
0, κd > 0,κy > 0.


























































































RZ = 1, RD = 1, RY = 1|X,Z,D
]
In the case where there are two partially missing variables, the moment
function can be derived through a three-step AIPW imputation by imputing
the functions of Z using the AIPW strategy after the second step.
Theorem 1.6.2. Suppose Assumptions 1.6.1 and 1.6.2 hold, E [maipw] = 0
when β = β0.
The proof is analogous to the proof of Theorem 1.4.1.
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1.7 Monte Carlo Simulation
The previous results suggest that the AIPW-GMM approach yields
consistent and more efficient results.. This section provides numerical evidence
of these properties.
We consider the full model:
Yi = αDi + βXi + εi ≡ 0.3Di + 0.5Xi + εi
Di = 1(0.1 + 0.3Zi + 0.1Xi ≥ ui)
where Di is a single-value endogenous variable; Xi is an exogenous variable;
Zi is an instrument variable; and εi and ui are jointly normally distributed
with γ = corr(εi, ui). R
D is determined by fully observed Z,X; and RY is
determined by Z,X and partially observed D. These variables are determined
via the binary model stated below:
RD = 1(pd ≥ urd)
RY = 1(py ≥ ury)
where
pd = 0.2 + 0.2X + 0.3Z
py = 0.3− 0.05X + 0.2Z + 0.3RDD
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and urd, ury are correlated. Since R
Y is determined by the endogenous variable
D, and is conditional on Z,X; ury is correlated with ε, which is allowed in the
SMAR assumption.
Table 1.1 shows the simulation results with different values for the cor-
relation between ε and u. Because D affects RY , and D is correlated with ε
when it is an endogenous treatment variable, this implies that RY is also en-
dogenous in the sense that RY is correlated with ε. The higher the correlation
between ε and u is, the more endogenous RY is; the endogeneity of RY will
affect the consistency of the estimator derived from the complete case analysis
because the moment condition no longer holds. As is shown in the Table 1.1,
the complete case estimator for α is more biased when corr(ε, u) is higher,
while the other two estimators remain consistent. The other finding is that in
all exercises, the AIPW estimators have smaller RMSE compared to the other
estimation strategies. The IPW estimators have higher RMSE than the CC
estimator in some cases, because they not only drop all the observations with
incomplete data, but also run a nonparametric estimation with the limited
data on the nuisance parameters.
Table 1.2 shows the simulation results when the imputed values Ê[Y |Z,X],
Ê[Y |D,Z,X], or Ê[D|Z,X] are misspecified. The AIPW-GMM estimator was
shown to be robust when the missing mechanisms were correctly specified in
Section 1.5, and misspecified imputed values should not affect the performance
of the estimator. We can observe some evidence of the theoretical result on
robustness in Table 1.2 of the theoretical result on robustness. The final exer-
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Table 1.1Monte Carlo Simulation with Different Values for corr(ε, u)
α = 0.3 β = 0.5
α̂ Mean Bias RMSE β̂ Mean Bias RMSE
N = 1000, R = 500, corr(ε, u) = 0.8
Complete Case 0.1842 0.1158 0.1537 0.4973 0.0027 0.1180
IPW 0.3223 0.0223 0.1255 0.5017 0.0017 0.1901
AIPW 0.3246 0.0246 0.0878 0.4798 0.0202 0.0863
N = 1000, R = 500, corr(ε, u) = 0.5
Complete Case 0.2178 0.0822 0.1405 0.4949 0.0051 0.1252
IPW 0.2974 0.0026 0.1285 0.5050 0.0050 0.1803
AIPW 0.2993 0.0007 0.0932 0.4903 0.0097 0.1144
N = 1000, R = 500, corr(ε, u) = 0.3
Complete Case 0.2552 0.0448 0.1162 0.4992 0.0008 0.1293
IPW 0.3136 0.0136 0.1498 0.5405 0.0405 0.3948
AIPW 0.3028 0.0028 0.0915 0.4792 0.0208 0.0919
Table 1.2Monte Carlo Simulation with Misspecified Imputed
Values
α = 0.3 β = 0.5
α̂ Mean Bias RMSE β̂ Mean Bias RMSE
N = 1000, R = 500, misspecified E[Y |Z,X], E[Y |D,Z,X]
Complete Case 0.1840 0.1160 0.1523 0.4904 0.0096 0.1253
IPW 0.3277 0.0277 0.1491 0.5344 0.0344 0.1039
AIPW 0.3067 0.0067 0.0857 0.4812 0.0188 0.0867
N = 1000, R = 500, misspecified E[D|Z,X]
Complete Case 0.2178 0.0822 0.1405 0.4949 0.0051 0.1252
IPW 0.2997 0.0003 0.1295 0.5076 0.0076 0.1714
AIPW 0.2990 0.0010 0.0923 0.4925 0.0075 0.1145
N = 1000, R = 500, misspecified py
Complete Case 0.1716 0.1284 0.1665 0.4914 0.0086 0.1206
IPW 0.1705 0.1295 0.1674 0.5035 0.0035 0.1416
AIPW 0.3649 0.0649 0.1166 0.4716 0.0284 0.1324
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cise illustrates how the AIPW estimator can be biased when p̂y is misspecified
and is captured by a function of Z,X without the partially observed D; this
is the result when the missing mechanism is wrongly specified, and also when
the correlation between the treatment status and the missing mechanism of
the outcome is ignored.
1.8 Application
The Oregon Health Insurance Experiment is a large scale social exper-
iment, for which most of the data were collected via surveys. In 2008, a group
of low-income individuals was randomly selected for the opportunity to apply
for the Oregon Health Plan (OHP) Standard, which is a Medicaid-extension
program to cover low-income adults who are not eligible for the OHP Plus,
which covers children, pregnant women, and families enrolled in the Tem-
porary Assistance to Needy Families Program. The OHP standard program
was not open for applicants until 2008. Participants registered for the lottery
and were randomly assigned to win, conditional on the number of household
members on the waiting list. The lottery winners were asked to return their
application form. Only 60.82% of the lottery winners chose to return their ap-
plication forms, and only some of those applications were approved. As such,
this produced an endogenous non-compliance problem.
The data sets used here were composed of four parts. The descriptive
data set recorded lottery participants’ basic information and administrative
data on the lotteries. The researchers conducted three follow-up surveys to
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collect information on health insurance, healthcare needs, experiments, and
costs. The initial follow-up survey was conducted right after the experiment
during the period of June to November 2008 and included 58,405 survey par-
ticipants. The intermediate survey was conducted six months after the ex-
periment for a subsample of initial survey participants and included 11,756
participants. The final survey was conducted a year after the experiment for
the same group of people who participated in the initial survey. These three
surveys were referred to as the 0m, 6m, and 12m surveys, respectively.
We select the variables from the descriptive data, the 0m survey data,
and the 12m survey data. The summary statistics of the variables used in this
example are showed in Table 1.3. In the experiment, 50.66% of the survey
participants were randomly selected to win the lottery, and selection into the
lottery was used as the instrument variable, which is random conditional on
the number of people in a household. For the number-of-household- members
variable, 1 represented a household with a single member, while 2 and 3 rep-
resent households with two and more than two members. The age varies from
20 to 63; therefore, the influence of Medicare is excluded. The genders are
balanced in the experiment; approximately 55% of the lottery participants are
female. Most of the respondents are from the metropolitan statistical area,
and less than 10% of the participants required a non-English questionnaire.
The second block in the table records partially observed variables.
There are 7,611 participants with observed treatment statuses. We choose
enrollment into the OHP program, including both the OHP standard and the
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OHP plus, as the treatment variable.15
There are three outcomes from the final stage survey, including out-of-
pocket costs for medical care, the number of days when physical health was
not good, and how physical health had changed in the past six months. We
refer to the health change as “Worse Health” in the later regression table,
because for this variable, the higher the value, the worse the health status has
become.
1.8.1 Missing Pattern
We first show the missing pattern of the chosen treatment and outcome
variables to confirm the non-monotone missing pattern; the main reason for
missingness in this data set is non-response to the surveys. The non-response
rates for the initial (0m) and final (12m) surveys are shown in Figure 1.3.
15We did not choose the recorded enrollment for the OHP Standard in the administrative
data as the treatment variable for the following reasons. First, the application’s approval
took a long time, it took 277 days for some people to get their application forms approved,
and this was just before the final round of the survey; therefore, the administrative data do
not show precise enrollment statuses during the first round of the survey. Moreover, even
though some people were granted late approval, the effective date for the insurance card did
not change; the late receivers needed to renew their insurance card to get coverage, which
involved another endogenous self-selection problem. This directly results in the fact that
even though they were approved and notified before the final round survey, approximately
1,400 participants chose the “Not Covered” option in the final round of the survey, and
approximately 160 participants did not know their exact status OHP insurance, even though
they were already notified about the application decision.
A previous study (Amy Finkelstein, Sarah Taubman, Bill Wright, Mira Bernstein,
Jonathan Gruber, Joseph P Newhouse, Heidi Allen, Katherine Baicker and Oregon
Health Study Group (2012)) used external administrative data to recover the treatment
status and avoid the missing problem. Since our goal is to show how the survey data can
be used to get a consistent estimate, we choose to use the variables recorded in the survey,





























































































































































































































































































































































































For both the 0m and 12m surveys, the response rates were less than 50%.
Furthermore, 16.88% of participants responded to the 0m but not to the 12m
survey, so it is highly possible to observe their treatment statuses, but not
their outcome statuses; for the group that responded to the 12m but not the
0m survey, it is possible to observe the opposite.
Another important source of missingness is non-response to survey
questions among responders. We choose the survey participants who returned
both the 0m and the 12m surveys, and the missing rate of answers for the
questions on treatment and outcome status are shown in Figure 1.4. 16,566
participants returned both stage surveys. However, we could not confirm the
treatment status for 8.73% of the respondents after correction of the vari-
able.16For the outcome variables, the non-response rates vary from 1.35% to
9.53% among survey responders. The question related to subjective healthi-
ness (worse health) suffers the least from missingness, while the question that
asks for clear memories of the exact number of days when physical health is
not good has the highest percentage of missing.
The non-response to survey and survey questions result in non-monotone
missing patterns, and these are shown in Figure 1.5. We observe four missing
patterns for all three outcomes, and this is consistent with the strict non-
monotone missingness.
16If the participants mentioned that they had been successfully enrolled in the OHP Stan-
dard, and the administrative data showed consistent enrollment status, the OHP enrollment
variable is corrected to value 1, whether it was missing or not.
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Figure 1.3. Non-response to the surveys
Figure 1.4. Non-response to survey questions
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Figure 1.5. Non-monotone Missing Pattern
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Next, we show evidence of a violation of the MAR assumption in this
example. The MAR assumption assumes away the correlation between miss-
ingness in the outcomes and the partially observed treatment variable. We
run a regression as a simple test on the correlation between them. As is shown
in 1.4, when RD = 1 (i.e., enrollment status in the OHP program is observed),
there exists a significant correlation between RY and D. To use the SMAR
assumption, it is also necessary to confirm that RD does not depend on par-
tially observe Y , so we run the same regression for the outcomes, and we find
a small and insignificant correlation between RD and Y when RY = 1; the
results are recorded in Table 1.5.
1.8.2 Regression Results
Table 1.6 shows the regression results. The nuisance estimators are
estimated by the sieve with B-spline basis functions, and the number of knots
was selected through cross-validation. The estimated effects of OHP are shown
in the first row. For the out-of-pocket costs, the CC estimator gives a lower
number than the other two estimation strategies, while the IPW and AIPW
estimators are closer to each other. The same pattern happens for the out-
come of worse health, and the confidence interval of the CC estimator does
not include the estimated values from IPW and AIPW approaches. This is
evidence that the CC estimator can be biased in some circumstances; for the
two outcomes introduced above, the CC estimator tends to overestimate the
effect.
48
Table 1.4Regression of RY on D when RD = 1
Out-of-Pocket Costs Days of Bad Health Worse Health
Currently have OHP insurance -0.0382∗∗∗ -0.0393∗∗∗ -0.0379∗∗∗
(0.00865) (0.00880) (0.00854)
Selected in the lottery -0.0197∗∗ -0.0124 -0.0207∗∗
(0.00657) (0.00668) (0.00648)
Number of people in household 0.0107 0.0150∗ 0.00953
(0.00706) (0.00718) (0.00697)
Female 0.0419∗∗∗ 0.0391∗∗∗ 0.0437∗∗∗
(0.00644) (0.00655) (0.00636)
Age 0.00451∗∗∗ 0.00422∗∗∗ 0.00501∗∗∗
(0.000261) (0.000265) (0.000257)
Zip code in a metropolitan statistical area 0.00360 0.000263 -0.00327
(0.00729) (0.00741) (0.00719)
Individual requested English-language materials -0.0123 0.0370∗∗ -0.0242
(0.0127) (0.0129) (0.0125)
Constant 0.424∗∗∗ 0.350∗∗∗ 0.438∗∗∗
(0.0219) (0.0222) (0.0216)
Observations 23140 23140 23140
Standard errors in parentheses

































































































































































































































































































































































































































































































We also find that AIPW estimators have smaller standard errors for
all coefficient estimates than the other two estimation strategies; this is be-
cause the AIPW estimator tends to be significant at a higher significance level
when the estimates are the same. Using the estimated coefficients on the
OHP enrollment as an example, the standard errors were improved by 6–24%
for different outcomes, compared to the CC and IPW estimators. For the
days-of-bad-health outcome, the AIPW estimator is significant with a 99.9%
significance level, while the other two estimators are significant at a lower sig-
nificance level. However, this result was not apparent in the primary table,
because the sample size was still as large as 14,500 when all observations with
incomplete information are dropped. Therefore, we present another example
in which the data are restricted to people who were 35–40 years of age, the
days-of-bad-health outcome is shown in the table 1.7. When the sample size
is small, the differences between the three estimates are more significant. The
AIPW estimator is the only significant estimator with a significance level be-
ing 99%. The AIPW estimator gives an estimate lower than the other two
estimation methods, while the IPW is closer to AIPW, compared to the CC
estimator.
The results above show that enrolling in the OHP program reduced out-
of-pocket costs by $199.7, reduced the number of days when physical health
was not good by 3.3 days, and improved the health index by an average of
0.31. For survey participants who were 35–40 years of age, the effect of OHP
enrollment on reducing days of bad physical health was greater than the overall
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population, and on average, OHP enrollees tended to have five fewer days when
their physical health was not good.
1.9 Conclusion
This paper studies the problem of two missing variables, and we fo-
cus on the missing treatment and outcome as an example, and we include a
discussion of how to extend the current framework to more than two miss-
ing variables in Section 1.6. The first thing to do is to find the appropriate
assumptions on the missing mechanism so that it can be identified. We pro-
pose the MAR assumption and the SMAR assumption, the difference between
which lies in whether the correlation between the missing mechanism and par-
tially observed variables is allowed; the identified missing mechanism is used
in constructing an AIPW-GMM estimator.
Even though there are many desirable asymptotic properties recorded
in the literature for the AIPW approach, many of these fail with non-monotone
missingness. We find that these properties are maintained under the MAR as-
sumption; they only hold under the SMAR assumption when the treatment
variable has no direct effect on the outcome. The Monte Carlo simulation
shows that the AIPW-GMM estimator performs better than the previously
used CC and IPW estimators, in the sense that it is consistent and has the
smallest standard error compared to the other two approaches. The perfor-
mance is also verified in the empirical example of estimating the treatment ef-























































































































































































































































































































































































































































































































































































































































































































































































































































Table 1.7Table: Effect of OHP on Days of Bad Health, for Age
35-40
Days of Bad Health: Age 35-40
(1) (2) (3)
CC GMM IPW GMM AIPW GMM
OHP -3.305 -3.822 -5.855∗∗
(3.397) (3.547) (2.271)
Female 0.834 0.971 0.825
(0.587) (0.650) (0.460)
Number of Household Members -1.472∗ -1.070 -1.624∗∗∗
(0.582) (0.812) (0.472)
Age 0.412∗ 1.333 0.472∗∗
(0.200) (1.111) (0.163)
MSA -0.286 0.165 -1.270∗
(0.708) (0.759) (0.589)
English Speaking 0.106 0.589 -0.348
(0.798) (0.991) (0.697)
Constant -4.605 -40.06 -4.792
(7.449) (42.26) (6.096)
Observations 1305 1305 6630
Standard errors in parentheses
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001
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the standard error by 6-24% on the estimated coefficients for the treatment
variables, compared to the CC and IPW estimators, and showed a significant
effect of enrolling in the OHP on reducing out-of-pocket costs for medical care,




Sharp Bounds on Treatment Effects for Policy
Evaluation
This is a joint work with Sukjin Han
2.1 Introduction
For counterfactual policy evaluation, it is important to ensure that
treatment parameters are relevant to the policies in question. This is espe-
cially challenging in the presence of unobserved heterogeneity. This challenge
is well featured in the definition of the local average treatment effect (LATE).
The LATE has been one of the most popular treatment parameters used by
empirical researchers since it was introduced by Guido W Imbens and Joshua D
Angrist (1994). It induces a straightforward linear estimation method that re-
quires only a binary instrumental variable (IV), and yet, allows for unrestricted
treatment heterogeneity. The unfortunate feature of the LATE is that, as
the name suggests, the parameter is intrinsically local, recovering the average
treatment effect (ATE) for a specific subgroup of population called compliers.
This feature leads to two major challenges in making the LATE a valuable
parameter for counterfactual policy evaluation. First, the subpopulation for
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which the effect is measured may not be the population of policy interest. Sec-
ond, the definition of the subpopulation depends on the IV chosen, rendering
the parameter even more difficult to extrapolate to new environments.
Dealing with the lack of external validity of the LATE has been an
important theme in the literature. One approach in theoretical work (Joshua
Angrist and Ivan Fernandez-Val (2010); Marinho Bertanha and Guido W Im-
bens (2019)) and empirical research (Rajeev Dehejia, Cristian Pop-Eleches
and Cyrus Samii (2019); Karthik Muralidharan, Abhijeet Singh and Alejan-
dro J Ganimian (2019)) has been to show the similarity between complier and
non-complier groups based on observables. This approach, however, cannot
attend to possible unobservable discrepancies between these groups. James J
Heckman and Edward Vytlacil (2005) unify well-known treatment parameters
by expressing them as weighted averages of what they define as the marginal
treatment effect (MTE). This MTE framework has a great potential for ex-
trapolation because a class of treatment parameters that are policy-relevant
can also be generated as weighted averages of the MTE. The only obstacle
is that the MTE is identified via a method called local IV (James J Heck-
man and Edward J Vytlacil (1999)), which requires the continuous variation
of the IV that is sometime large depending on the targeted support. This in
turn reflects the intrinsic difficulty of extrapolation when available exogenous
variation is only discrete. Acknowledging this nature of the challenge, pre-
vious studies in the literature have proposed imposing shape restrictions on
the MTE, which is a function of the treatment-selection unobservable, while
57
allowing for binary instruments in the framework of Heckman and Vytlacil
(2005). Christian N Brinch, Magne Mogstad and Matthew Wiswall (2017a)
introduce shape restrictions (e.g., linearity) on the MTE functions in an at-
tempt to identify the LATE extrapolated to different subpopulations or to
test for its externality validity. More recently, Magne Mogstad, Andres San-
tos and Alexander Torgovitsky (2018) propose a general partial identification
framework where bounds on various policy-relevant treatment parameters can
be obtained from a set of “IV-like estimands” that are directly identified from
the data and routinely obtained in empirical work. Amanda E Kowalski (2020)
applies an approach similar to these studies to extrapolate the results from one
health insurance experiment to an external setting.
This paper continues this pursuit and investigates the possibility of ex-
trapolating local treatment parameters to different policy settings in the MTE
framework when IVs are only binary. In a partial identification framework
similar in spirit to Mogstad, Santos and Torgovitsky (2018), we show how to
systematically calculate sharp nonparametric bounds on various extrapolated
treatment parameters for binary (or more generally, discrete) outcomes us-
ing instruments that are allowed to be binary. These parameters are defined
as weighted averages of the MTE. Examples include the ATE, the treatment
on the treated, the LATE for subgroups induced by new policies, and the
policy-relevant treatment effect (PRTE). We also show how to place in this
procedure restrictions from a large menu of identifying assumptions beyond
the shape restrictions considered in earlier work.
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In this paper, we make four main contributions. First, we propose a
novel framework for calculating bounds on policy-relevant treatment parame-
ters. We introduce the probability of the latent state of the outcome-generating
process conditional on the treatment-selection unobservable. This latent con-
ditional probability is the key ingredient for our analysis, as both the target
parameter and the distribution of the observables can be written as linear
functionals of it. Therefore, having it as a decision variable, we can formulate
infinite-dimensional linear programming that produces bounds on a targeted
treatment parameter. This approach is reminiscent of Alexander Balke and
Judea Pearl (1997) and can be viewed as its generalization to the MTE frame-
work. Balke and Pearl (1997) introduce a linear programming approach to
characterize bounds on the ATE with a binary outcome, treatment and in-
strument. The main distinction of our approach is that the latent probability
is conditioned on the selection unobservable, which is important for our extrap-
olation purpose. To make it feasible to solve the resulting infinite-dimensional
program, we use a sieve-like approximation of the program and produce a
finite-dimensional linear program (LP). This approximation approach builds
on Mogstad, Santos and Torgovitsky (2018), although they use approximation
directly on the MTE function. We also propose a conservative approach to
choosing the sieve dimension in practice.
Second, by formulating the LP based on the latent conditional prob-
ability rather than the MTE, it creates a flexible environment where we can
introduce identifying assumptions that have not been used in the context of
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the MTE framework or the LATE extrapolation. We propose assumptions
that there exist exogenous variables other than IVs. We propose two types of
exogenous variables that have been used in the context of identifying the ATE
in the literature: Ismael Mourifié (2015), Sukjin Han and Edward J Vytlacil
(2017), Quang Vuong and Haiqing Xu (2017), and Sukjin Han and Sungwon
Lee (2019) use the first type, and Edward Vytlacil and Nese Yildiz (2007),
Azeem M Shaikh and Edward J Vytlacil (2011), and Balat and Han (2018)
use the second type. We utilize these variables in this novel context of the MTE
framework. Also, while the earlier papers exploit these variables in combina-
tion with rank similarity or rank invariance, we show that they independently
have identifying power for treatment parameters, including the ATE. We also
propose identifying assumptions such as uniformity and the direction of en-
dogeneity in this MTE framework. The direction of endogeneity is sometimes
assumed in empirical work to characterize selection bias and has been shown to
have identifying power (Charles F Manski and John V Pepper (2000a)). The
uniformity assumption is related to rank similarity or rank invariance (Victor
Chernozhukov and Christian Hansen (2005)). The shape restrictions on the
MTE considered in the literature can also be nested within our framework,
since the MTE is just a sum of the latent conditional probabilities. The as-
sumptions on the existence of exogenous variables complement the identifying
assumptions that rely on the researcher’s prior, in that its identifying power
comes from actual data. When a confidence set is constructed under one of the
latter assumptions, we can conduct a specification test for that assumption.
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Third, we show that our approach yields straightforward proof of the
sharpness of the resulting bounds. This feature stems from the use of the
latent conditional probability in the linear programming and the convexity of
the feasible set in the program. When the MTE itself is the target parameter,
we distinguish between the notions of point-wise and uniform sharpness and
argue why uniform sharpness is often difficult to achieve.
Fourth, as an application, we study the effects of insurance on medi-
cal service utilization by considering various counterfactual policies related to
insurance coverage. The LATE for compliers and the bounds on the LATE
for always-takers and never-takers reveal that possessing private insurance has
the largest effect on medical visits for never takers, i.e., those who face higher
insurance cost. This provides a policy implication that lowering the cost of
private insurance is important, because the high cost might hinder people with
most need from receiving adequate medical services.
The linear programming approach to partial identification of treatment
effects was pioneered by Balke and Pearl (1997) and recently gained attention
in the literature; see, e.g., Mogstad, Santos and Torgovitsky (2018), Alexan-
der Torgovitsky (2019a), Cecilia Machado, Azeem Shaikh and Edward Vyt-
lacil (2019), Vishal Kamat (2019), Florian Gunsilius (2019), and Sukjin Han
(2020b).1 As these papers suggest, there are many settings, including ours,
1For the computational approach in contexts other than program evaluation, see
Charles F Manski (2007), Yuichi Kitamura and Jörg Stoye (2019), Rahul Deb, Yuichi Kita-
mura, John Kim-Ho Quah and Jörg Stoye (2017), and Pietro Tebaldi, Alexander Torgovitsky
and Hanbin Yang (2019).
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where analytical derivation of bounds is cumbersome or nearly impossible due
to the complexity of the problems.
This paper will proceed as follows. The next section introduces the
main observables, maintained assumptions, and target parameters. Section 2.3
defines the latent conditional probability and formulates the infinite-dimensional
LP, and Section 2.4 introduces sieve approximation to the program. Section
2.5 then generalize the analysis to incorporate additional exogenous variables.
Section 2.6 proposes a menu of identifying assumptions and shows how they
can easily be incorporated in the LP. Section 2.7 provides numerical illustra-
tions, and Section 2.8 contains an empirical application. In the Appendix,
Section B.1 lists the examples of target parameters. Section B.2 discusses (i)
the point-wise and uniform sharpness for the MTE bounds, (ii) inference, es-
pecially how to conduct specification tests for identifying assumptions, (iii) an
extension with continuous covariates, and (iv) the relationship between this
paper’s LP and those in Mogstad, Santos and Torgovitsky (2018). All proofs
are contained in Section B.3.
2.2 Observables and Target Parameters
Assume that we observe the binary outcome Y ∈ {0, 1}, binary treat-
ment D ∈ {0, 1}, and binary instrument Z ∈ {0, 1}. We may additionally
observe (possibly endogenous) discrete covariates X ∈ X .2 Binary Y is com-
2We focus on discrete X as it simplifies the exposition. Section B.2.3 in the Appendix
extends the framework to incorporate continuously distributed X.
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mon in empirical work. Binary Z is also common, especially in randomized
experiments, and allowing for this minimal exogenous variation is the key
challenge for extrapolation that we want to address in this paper. Still, the
analysis of this paper can be extended to allow for general discrete Y and Z.
Let Y (d) be the counterfactual outcome given D = d, which is consistent with
the observed outcome: Y = DY (1) + (1−D)Y (0). We maintain the following
assumptions:
Assumption SEL. D = 1{U ≤ P (Z,X)} where P (Z,X) ≡ Pr[D = 1|Z,X]
and U |X=x ∼ Unif [0, 1] for x ∈ X .
Assumption EX. (Y (d), D(z)) ⊥ Z|X.
Assumption SEL imposes a selection model for D, which is important in
motivating and interpreting marginal treatment effects later. This assumption
is also equivalent to Imbens and Angrist (1994)’s monotonicity assumption
(Edward Vytlacil (2002)). We introduce the standard normalization that U ∼
Unif [0, 1] conditional on X = x.3 Assumption EX imposes the exclusion
restriction and conditional independence for Z.
Heckman and Vytlacil (2005) establish that various treatment param-
eters can be expressed as integral equations of the MTE, defined as
E[Y (1)− Y (0)|U = u,X = x].
3Note that for any index function g(z, x) and an unobservable ε with any distribution,
the selection model satisfies D = 1{ε ≤ g(Z,X)} = 1{Fε|X(ε|X) ≤ Fε|X(g(Z,X)|X)} =
1{U ≤ P (Z,X)}, since P (z, x) = Pr[ε ≤ g(z, x)|X = x] = Pr[U ≤ Fε|X(g(z, x)|x)|X = x] =
Fε|X(g(z, x)|x) and Fε|X(ε|X) = U is uniformly distributed conditional on X.
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Following Mogstad, Santos and Torgovitsky (2018), it is convenient to intro-
duce the marginal treatment response (MTR) function
md(u, x) ≡ E[Y (d)|U = u,X = x]
= Pr[Y (d) = 1|U = u,X = x].
Then, the MTE can be expressed as m1(u, x)−m0(u, x). Now, we define the
target parameter τ to be a weighted average of the MTE:




md(u, x)wd(u, z, x)du (2.2.2)
by using FU |X(u|x) = u, and wd(u, z, x) is a known weight specific to the
parameter of interest.4 This definition agrees with the insight of Heckman and
Vytlacil (2005). The target parameter includes a wide range of policy-relevant
treatment parameters. With a Dirac delta function for a given value u as the
weight, the MTE itself can be an example. We list a few examples of the target
parameter here; other examples can be found in Table B.1 in the Appendix.









4Mogstad, Santos and Torgovitsky (2018) define the weight in a slightly different way.
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Example 4. The generalized LATE for always-takers and never-takers are
also target parameters. Here, we give the expression of the LATE for always-
takers as an example. Assume P (z, x) increases in z for any given x ∈ X .
For the always-taker (AT) LATE, we give weight 1
P (0,x)
to individuals with















Example 5. The policy relevant treatment effect (PRTE) is a target parameter
that is particularly useful for policy evaluation. It is defined as the welfare
difference between two different policies. Let Z and Z ′ be two instrument
variables under two policies and P (Z,X) and P ′(Z ′, X) be propensity scores





Pr [u ≤ P ′(Z ′, X)]− Pr [u ≤ P (Z,X)]






Pr [u ≤ P ′(Z ′, X)]− Pr [u ≤ P (Z,X)]
E [P ′(Z ′, X)]− E [P (Z,X)]
du
]
In these examples, the weights w0 and w1 can be set asymmetrically to
define a broader class of parameters. All the parameters we consider in this
paper can be defined conditional on X, although we omit them for succinct-
ness.
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2.3 Distribution of Latent State and Infinite-Dimensional
Linear Program
As a crucial first step of our analysis, we define a state variable that
determines a specific mapping of
d 7→ y.
Since d ∈ {0, 1} and y ∈ {0, 1}, there are four possible maps from d onto y.
Define a discrete latent variable ε whose value e corresponds to each possible
map:
ε ∈ E ,
where |E| = 4 with E ≡ {1, 2, 3, 4}. That is, ε is a decimal transformation
of a binary sequence (Y (1), Y (0)), which captures the treatment effect het-




Y (d) = gε(d), (2.3.1)
which implies Y = gε(D). It is important to note that no structure is imposed
in introducing ge(·) because the mapping is saturated by binary Y and D.
By (2.3.1) and Assumption SEL, Assumption EX can be equivalently stated
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as (ε, U) ⊥ Z|X. Still, ε and X can be correlated as X is allowed to be
endogenous.
Now, as a key component of our LP, we define the probability mass
function of ε conditional on (U,X): for e ∈ E ,
q(e|u, x) ≡ Pr[ε = e|U = u,X = x] (2.3.2)
with
∑
e∈E q(e|u, x) = 1 for any u, x. The quantity q(e|u, x) captures endoge-
nous treatment selection. It is shown below that this latent conditional prob-
ability is a building block for various treatment parameters and thus serves as
the decision variable in the LP. The introduction of q(e|u, x) distinguishes
our approach from those in Balke and Pearl (1997) and Mogstad, Santos
and Torgovitsky (2018). Since the probability is conditional on continuously
distributed U , the simple finite-dimensional linear programming approach of
Balke and Pearl (1997) is no longer applicable. Instead, we use an approxi-
mation method similar to Mogstad, Santos and Torgovitsky (2018). However,
Mogstad, Santos and Torgovitsky (2018) uses the MTR function as a building
block for treatment parameters and introduces the “IV-like” estimands as a
means of funneling the information from the data. Unlike in Mogstad, Santos
and Torgovitsky (2018), q(e|u, x) can be directly related to the distribution of
data. This allows us to later incorporate identifying assumptions that are diffi-
cult to incorporate within the framework of Mogstad, Santos and Torgovitsky
(2018).
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By (2.3.1) and (2.3.2), note that














q(e|u, x)wd(u, z, x)du,












for some q that satisfies the properties of probability.
The goal of this paper is to (at least partially) infer the target parameter
τ based on the data, i.e., the distribution of (Y,D,Z,X). The key insight is
that there are observationally equivalent q(e|u, x)’s that are consistent with
the data, which in turn produces observationally equivalent τ ’s that define the
identified set.
Let p(y, d|z, x) ≡ Pr[Y = y,D = d|Z = z,X = x] be the observed con-
ditional probability. This data distribution imposes restrictions on q(e|u, x).
For instance, for D = 1,
p(y, 1|z, x) = Pr[Y (1) = y, U ≤ P (z, x)|Z = z,X = x]
= Pr[Y (1) = y, U ≤ P (z, x)|X = x]
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by Assumption EX, but
Pr[Y (1) = y, U ≤ P (z, x)|X = x] =
∫ P (z,x)
0











To define the identified set for τ , we introduce some simplifying nota-
tion. Let q(u, x) ≡ {q(e|u, x)}e∈E and
Q ≡ {q(·) :
∑
e∈E
q(e|u, x) = 1 ∀(u, x) and q(e|u, x) ≥ 0 ∀(e, u, x)}
be the class of q(u, x), and let p ≡ {p(1, d|z, x)}(d,z,x)∈{0,1}2×X . Also, let Rτ :
Q → R and R0 : Q → Rdp (with dp being the dimension of p) denote the linear
















where Udz,x denotes the intervals U1z,x ≡ [0, P (z, x)] and U0z,x ≡ (P (z, x), 1].
Definition 2.3.1. The identified set of τ is defined as
T ∗ ≡ {τ ∈ R : τ = Rτq for some q ∈ Q such that R0q = p}.
In what follows, we formulate the infinite-dimensional LP (∞-LP) that
characterizes T ∗. This program conceptualizes sharp bounds on τ from the
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data and the maintained assumptions (Assumptions SEL and EX). The upper








R0q = p. (∞-LP3)




q(e|u, x)du = p(0, d|z, x) ∀(d, z, x) ∈ {0, 1}2 ×X . (2.3.6)
This is because we know a priori that they are redundant in the sense that they
do not further restrict the feasible set, i.e., the set of q(e|u, x)’s that satisfy all
the constraints (q ∈ Q and (∞-LP3)).
Lemma 2. In the linear program (∞-LP1)–(∞-LP3), the feasible set defined
by q ∈ Q and (∞-LP3) is identical to the feasible set defined by q ∈ Q,
(∞-LP3), and (2.3.6).
Theorem 2.3.1. Under Assumptions SEL and EX, suppose T ∗ is non-empty.
Then, the bounds [τ , τ ] in (∞-LP1)–(∞-LP3) are sharp for the target param-
eter τ , i.e., cl(T ∗) = [τ , τ ], where cl(·) is the closure of a set.
The result of this theorem is immediate due to the convexity of the
feasible set {q : q ∈ Q} ∩ {q : R0q = p} in the LP and the linearity of Rτq in
q, which implies that [τ , τ ] is convex.
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2.4 Sieve Approximation and Finite-Dimensional Lin-
ear Programming
Although conceptually useful, the LP (∞-LP1)–(∞-LP3) is not feasible
in practice because Q is an infinite-dimensional space. In this section, we ap-
proximate (∞-LP1)–(∞-LP3) with a finite-dimensional LP via a sieve approx-
imation of the conditional probability q(e|u, x). We use Bernstein polynomials
as the sieve basis. Bernstein polynomials are useful in imposing restrictions
on the original function (Kenneth I Joy (2000); Xiaohong Chen, Elie T Tamer
and Alexander Torgovitsky (2011); Xiaoyan Chen, Jieqing Tan, Zhi Liu and
Jin Xie (2017)) and therefore have been introduced in the context of linear
programming (Mogstad, Santos and Torgovitsky (2018); Matthew A Masten
and Alexandre Poirier (2018); Magne Mogstad, Alexander Torgovitsky and
Christopher R Walters (2019)).
Consider the following sieve approximation of q(e|u, x) using Bernstein










xk(1− x)K−k is a univariate Bernstein basis, θe,xk ≡ θ
e,x
k,K ≡
q(e|k/K, x) is its coefficient, and K is finite. It is important to note that x
can index θ, because q(e|u, x) is a saturated function of x. By the definition
of the Bernstein coefficient, for any (e, x), it satisfies q(e|u, x) ≥ 0 for all u
if and only if θe,xk ≥ 0 for all k. Also,
∑





k = 1 for all (k, x). To see this, first,
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∑






e∈E q(e|k/K, x) = 1 for
















by the binomial theorem (Julian L Coolidge (1949)). Motivated by this ap-










θe,xk = 1∀(k, x) and θ
e,x




Let K ≡ {1, ..., K} and p(z, x) ≡ Pr[Z = z,X = x]. For q ∈ QK , by (2.3.4)

























z∈{0,1}wd(u, z, x)p(z, x)du. Also, for q ∈ QK and
D = 1, by (2.3.5), we have






















From (2.4.2) and (2.4.3), we can expect that a finite-dimensional LP
can be obtained with respect to θe,xk . Let θ ≡ {θ
e,x






θe,xk = 1∀(k, x) and θ
e,x
k ≥ 0 ∀(e, k, x)
}
.
Then, we can formulate the following finite-dimensional LP that corresponds







































k(z, x) = p(1, d|z, x) ∀(d, z, x) ∈ {0, 1}2 ×X . (LP3)
This LP is computationally very easy to solve using standard algorithms, such
as the simplex algorithm; conditional on x, when K = 50 and dim(θ) = 204, it
takes only around 10 seconds to calculate τK and τK with moderate computing
power. The important remaining question is how to choose K in practice. We
discuss this issue in Section 2.7. Finally, it is worth noting that, extending
Proposition 4 in Mogstad, Santos and Torgovitsky (2018), we may exactly
calculate τ and τ (i.e., τ = τK and τ = τK) under the assumptions that (i)
the weight function wd(u, z, x) is piece-wise constant in u and (ii) the constant
spline that provides the best mean squared error approximation of q(e|u, x)
satisfies all the maintained assumptions (possibly including the identifying
assumptions introduced later) that q(e|u, x) itself satisfies; see Mogstad, Santos
and Torgovitsky (2018) for details.
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2.5 General Analysis
Now we generalize the analysis in Sections 2.2–2.4 to incorporate addi-
tional exogenous variables other than the instrument Z that researchers may
be equipped with. We show that these variables are fruitful for narrowing
bounds on the target parameter. This is the first paper that introduces this
type of variable in the MTE framework. This is also the first paper that
shows the usefulness of these variables without necessarily combining them
with assumptions related to rank similarity or rank invariance.
Let W ∈ W be such an exogenous variable. We assume that W is
discrete. We show that even binary variation in W can be useful in improving
the bounds. We modify our maintained assumptions to consider two different
scenarios related to W : (a) W directly affects Y but not D and (b) W directly
affects both Y and D. Let Y (d, w) be the extended counterfactual outcome of
Y given (d, w).
Assumption SELW . (a) Assumption SEL; (b) D = 1{U ≤ P (Z,X,W )}
where P (Z,X,W ) ≡ Pr[D = 1|Z,X,W ].
Assumption EXW . (a) (Y (d, w), D(z)) ⊥ (Z,W )|X; (b) (Y (d, w), D(z, w)) ⊥
(Z,W )|X.
Case (a) is where W is a reversely excluded exogenous variable, which
we call reverse IV. This type of exogenous variables was considered by Vytlacil
and Yildiz (2007), Shaikh and Vytlacil (2011), and Balat and Han (2018).
However, unlike those studies, we exploit W without rank similarity or rank
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invariance. In Case (b), we show that a reverse IV is not necessary, and W
can be present in the selection equation. This type of exogenous variables
was considered by Mourifié (2015), Han and Vytlacil (2017), Vuong and Xu
(2017), and Han and Lee (2019), but again, unlike these papers, we do not
necessarily assume rank similarity or rank invariance. Below, we combine the
existence of W (for both scenarios) with assumptions that are related to rank
similarity. Another distinct feature of our approach in comparison to the prior
studies is that we consider a broad class of the generalized LATEs as our target
parameter, including the ATE considered in those studies.
In what follows, we modify the linear programming framework from
Sections 2.2 and 2.3 to reflect Assumptions SELW and EXW . For notational
simplicity, we focus on Case (a) here; it is straightforward to draw analogous
results for Case (b). With the existence of W , the MTR is defined as
md(u,w, x) ≡ E[Y (d, w)|U = u,X = x]
= Pr[Y (d, w) = 1|U = u,X = x],
whereW does not appear as a conditioning variable due to Assumption EXW (a).
Then, the target parameter can be expressed as
τ = E[τ1(Z,W,X)− τ0(Z,W,X)],
where
τd(z, w, x) =
∫
md(u,w, x)wd(u, z, x)du.
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Note that the weight wd(u, z, x) is not a function of w due to Assumption
SELW (a).
5 Now, consider a mapping
(d, w) 7→ y,
which is coded in the value e of ε ∈ E where |E| = 16 (redefining the variable ε
introduced in Section 2.3). Conveniently, let E ≡ {1, 2, ..., 16}; Table 2.1 lists
all 16 maps. Equivalently, define
y = ge(d, w),
which implies
Y (d, w) = gε(d, w) (2.5.1)
and Y = gε(D,W ). By (2.5.1) and Assumption SELW (a), Assumption EXW (a)
can be equivalently stated as (ε, U) ⊥ (Z,W )|X. Define the probability mass
function of ε conditional on (U,X) as
q(e|u, x) ≡ Pr[ε = e|U = u,X = x] = Pr[ε = e|U = u,X = x,W = w].





5Apparently, with Assumption SELW (b), the weight will be written as w
∗
d(u, z, w, x)
since the propensity score is a function of W .
76




















































































Table 2.1All Possible Maps from (d, w) to y






























where γdk(w, x) ≡
∑
z∈{0,1} p(z, w, x)
∫
bk(u)wd(u, z, x)du and p(z, w, x) ≡ Pr[Z =
z,W = w,X = x]. In terms of the data distribution, we can derive, e.g.,
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where δdk(z, x) ≡
∫
Udz,x
bk(u)du, as in the baseline case.








































k(z, x) = p(1, d|z, w, x) ∀(d, z, w, x) ∈ {0, 1}2 ×W ×X .
(LPW3)
Although omitted in the paper, similar modification can be made for Case
(b), i.e., under Assumptions SELW (b) and EXW (b). Since the number of
maps increases to 16 instead of four of the baseline case, the dimension of the
decision variable θ in the LP (LPW1)–(LPW3) is four times larger than that in
the baseline. For example, assuming binary W and setting K = 50, we have
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dim(θ) = 816 = 4 × 204. Still, it takes only about 13 seconds to solve the
program.
We argue that in either Cases (a) or (b), the variation from W is in fact
helpful in narrowing the bounds [τ , τ ] as long as W is a relevant variable. For
the remainder of Section 2.6, we assume W ∈ {0, 1} and suppress “conditional
on X” for simplicity, unless otherwise noted.
Assumption R. (i) Pr[Y (d, w) 6= Y (d, w′)] > 0 for some d and w 6= w′; (ii)
either (a) P (z) > 0 for all z or (b) P (z, w) > 0 for all z, w.
Theorem 2.5.1. Under Assumptions SELW , EXW , and R, the variation of
W poses non-redundant constraints on θ ∈ ΘK in the LP (LPW1)–(LPW3)
(suppressing x).
Assumption R(i) is a relevance condition for W in determining Y .
Heuristically, the improvement occurs because, with R(i), the constraint ma-
trix (i.e., the matrix multiplied to the vector θ in (LPW3)) has greater rank
with the variation of W than without. See the proof of the theorem for a
formal argument. Note that non-redundant constraints on θ do not always
guarantee an improvement of the bounds in (LPW1)–(LPW3), because these
constraints may still be non-binding. Nevertheless, non-redundancy is a nec-
essary condition for the improvement.
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2.6 Possible Identifying Assumptions
Bounds on the target parameter are generally uninformative in the
absence of additional assumptions besides Assumptions SEL and EX. This
is because a binary instrument has no extrapolative power for general non-
compliers, e.g., always-takers and never-takers, but only identifies the effect
for compliers. Prior studies have tried to overcome this challenge by impos-
ing shape restrictions on the MTE (Thomas Cornelissen, Christian Dustmann,
Anna Raute and Uta Schönberg (2016); Brinch, Mogstad and Wiswall (2017a);
Kowalski (2020)), although these restrictions are not always empirically justi-
fied. Evidently, it would be useful to provide researchers with a larger variety
of assumptions so that it is easier to find justifiable assumptions that suit their
specific examples.
In Section 2.5, the existence of W (Assumptions SELW and EXW ) is
shown to be one useful source for extrapolation. In this section, we propose
identifying assumptions that can be incorporated within our framework and
that help shrink the bounds on the target parameters. The shape restrictions
employed in the literature can be used within our framework. We also propose
other assumptions that have not been previously used in the LATE extrap-
olation. These assumptions can be incorporated as additional equality and
inequality restrictions in the linear programming: Given the LP (∞-LP1)–
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(∞-LP3), identifying assumptions can be imposed by appending
R1q = a1, (∞-LP4)
R2q ≤ a2, (∞-LP5)
where R1 and R2 are linear operators on Q that correspond to equality and
inequality constraints, respectively, and a1 and a2 are some vectors.
When an assumption violates the true data-generating process, then
the identified set will be empty. This corresponds to the situation where the
LP does not have a feasible solution. When we reflect sampling errors, this
corresponds to the case where the confidence set is empty.6
2.6.1 Uniformity
Researchers may be willing to restrict the degree of treatment hetero-
geneity to yield informative bounds. This restriction has not been used before
in the context of the MTE framework. This restriction may be combined with
the assumptions related to the existence of W (Assumptions SELW , EXW , and
R). We suppress the conditioning on X throughout this subsection.
Assumption U. For every w ∈ W, Pr[Y (1, w) ≥ Y (0, w)] = 1 or Pr[Y (1, w) ≤
Y (0, w)] = 1.
6In order to verify whether the identified set is empty, we need to check whether the
feasible set of θ is empty. An efficient way to do this is to identify vertices of the feasible
polytope, if any. This process is no simpler than the simplex algorithm that we use to solve
the LP. Therefore, we recommend that one first solves the LP and check if infeasibility is
reported.
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When W is not available at all, this assumption can be understood with
W being degenerate. The following assumption is stronger than Assumption
U.
Assumption U∗. For every w,w′ ∈ W, Pr[Y (1, w) ≥ Y (0, w′)] = 1 or
Pr[Y (1, w) ≤ Y (0, w′)] = 1.
Note that w and w′ may be the same or different, i.e., the uniformity
is for all combinations of (w,w′) ∈ {(0, 0), (1, 1), (1, 0), (0, 1)}. Therefore, As-
sumption U∗ implies Assumption U. Assumptions U and U∗ are weaker than
the monotone treatment response assumption in Charles F Manski (1997) and
Manski and Pepper (2000a) in that they do not impose the direction of mono-
tonicity. Assumptions U and U∗ are also closely related to the rank similarity
and rank invariance assumptions in the literature (e.g., Chernozhukov and
Hansen (2005)). Namely, given a structural model Y = 1[s(D,W ) ≥ VD],
when Assumption U∗ is violated, then rank similarity (FV1|U = FV0|U) cannot
hold, and thus rank invariance (V1 = V0) cannot hold.
Assumptions U and U∗ can be imposed by “deactivating” relevant
maps. For example, suppose Y (1, w) ≥ Y (0, w) almost surely for all w ∈ {0, 1}
under Assumption U. This assumption can be imposed as equality constraints
(∞-LP4), i.e., in the form of R1q = a1, using the labeling of Table 2.1:
q(3|u) = q(4|u) = q(7|u) = q(8|u) = 0,
q(2|u) = q(4|u) = q(10|u) = q(12|u) = 0,
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respectively, corresponding for w = 1 and w = 0. Therefore, the correspond-
ing θek = 0. Then, the effective dimension of θ will be reduced in (LPW1)–
(LPW3) and thus yields narrower bounds. As another example, suppose
the following holds almost surely under Assumption U∗: Y (1, 1) ≥ Y (0, 0),
Y (1, 0) ≤ Y (0, 1), Y (1, 1) ≥ Y (0, 1), and Y (1, 0) ≥ Y (0, 0). These inequalities
respectively imply
q(2|u) = q(4|u) = q(6|u) = q(8|u) = 0,
q(5|u) = q(6|u) = q(13|u) = q(14|u) = 0,
q(3|u) = q(4|u) = q(7|u) = q(8|u) = 0,
q(2|u) = q(4|u) = q(10|u) = q(12|u) = 0.
It is worth mentioning that, in Assumption U (Assumption U∗), the direction
of monotonicity is allowed to be different for different w ((w,w′) pairs). This
direction will be identified from the data. Specifically, the direction can be
automatically determined from the LP by inspecting whether the LP has a
feasible solution; when wrong maps are removed, there is no feasible solution.
Note that this result holds regardless of the existence of W . It is easy to see
that the direction of the monotonicity coincides with the sign of the ATE.
Previous work has discussed the role of the rank similarity assumption on
determining the sign of the ATE (Jay Bhattacharya, Azeem M Shaikh and
Edward Vytlacil (2008a); Shaikh and Vytlacil (2011); Han (2020b)), and the
result above shows that Assumptions U and U∗ play a similar role in the
linear programming approach. In the next two subsections, we suppress W for
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simplicity.
2.6.2 Direction of Endogeneity
In some applications, researchers are relatively confident about the di-
rection of treatment endogeneity. The idea of imposing the direction of the
selection bias as an identifying assumption appears in Manski and Pepper
(2000a), who introduce monotone treatment selection (MTS), in addition to
the monotone treatment response assumption mentioned above.
Assumption MTS. E[Y (d)|D = 1, X = x] ≥ E[Y (d)|D = 0, X = x] for
d ∈ {0, 1} and x ∈ X .
Under our framework, this assumption can be imposed in the form of












for all d, x ∈ {0, 1} × X . As is clear from this expression, Assumption MTS
imposes restrictions on the joint distribution of (ε, U).
2.6.3 Shape Restrictions
It is straightforward to incorporate the shape restrictions on the MTR
or MTE function introduced in the literature. They can be imposed via con-
straints on θ.
Assumption M. For x ∈ X , md(u, x) is weakly increasing in u ∈ [0, 1].
84
Assumption C. For x ∈ X , md(u, x) is weakly concave in u ∈ [0, 1].
Assumption M appears in Brinch, Mogstad and Wiswall (2017a) and
Mogstad, Santos and Torgovitsky (2018) and Assumption C appears in Mogstad,
Santos and Torgovitsky (2018). These assumptions can be imposed as inequal-
ity constraints (∞-LP4), i.e., in the form of R2q ≤ a2. For implications on the
































θe,xk+2 ≤ 0 for k = 0, ..., K − 2.
One can obtain analogous assumptions and their implications in the presence
of W .
Another shape restriction introduced in the literature is separability.
Although it is not particularly appealing with binary Y , if one is willing to
assume a separable model for md(u, x) = Pr[Y (d) = 1|U = u,X = x] =
m1d(x) +m2d(u), then such a structure can be imposed on θ.
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2.7 Simulation
This section provides numerical results to illustrate our theoretical
framework and to show the role of different identifying assumptions in improv-
ing bounds on the target parameters. For target parameters, we consider the
ATE and the LATEs for always-takers (LATE-AT), never-takers (LATE-NT),
and compliers (LATE-C). We calculate the bounds on them based only on the
information from the data and then show how additional assumptions on the
existence of additional exogenous variables, uniformity, and shape restrictions
tighten the bounds.
2.7.1 Data-Generating Process
We generate the observables (Y,D,Z,X,W ) from the following data-
generating process (DGP). We assume that W is a reverse IV, i.e., we maintain
Assumptions SELW (a) and EXW (a). We allow covariate X to be endogenous.
All the variables are set to be binary with Pr [Z = 1] = 0.5, Pr [X = 1] = 0.6
and Pr [W = 1] = 0.4. The treatment D is determined by Z and X through
the threshold crossing model specified in Assumption SELW (a), where the
propensity scores P (z, x) are specified as follows: P (0, 0) = 0.1, P (1, 0) = 0.4,
P (0, 1) = 0.4, and P (1, 1) = 0.7. The outcome Y is generated from (D,X,W )
through Y = DY1 + (1−D)Y0 where
Yd = 1 [md(U,X,W ) ≥ ε] (2.7.1)
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and the MTR functions are defined as
























































































where bKk stands for the k-th basis function in the Bernstein approximation
of degree K. These MTR functions are chosen to be consistent with As-
sumptions M and C, i.e., to be positively monotone and weakly concave in
u for all (d, x, w) ∈ {0, 1}3. Also, the DGP in (2.7.1) satisfies Assumption
U∗ because ε does not depend on d = 0, 1 and the MTR functions satisfy
m1(u, x, w) > m0(u, x, w) for all (d, x, w) ∈ {0, 1}3. Following the second ex-
ample in Section 2.6.1, the DGP satisfy the following uniform order for the
counterfactual outcomes Y (d, w): Y (1, 1) ≥ Y (0, 1) ≥ Y (1, 0) ≥ Y (0, 0) a.s.
We generate a sample containing 1,000,000 observations and choose K = 50.
We choose the large sample size to mimic the population. Our choice of K is
discussed below. The number of unknown parameters θ in the linear program-
ming is equal to dim(θ) = |E| × |X | × (K + 1).
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2.7.2 Bounds on Target Parameters under Different Assumptions
2.7.2.1 ATE
Figure 2.1 contains the bounds on the ATE under different assump-
tions. The true ATE value is 0.21, depicted as the solid red line in the figure.
First, the worst-case bounds on the ATE with no additional assumptions (and
without using variation from W ) are [−0.25, 0.45]. Since the mappings do
not involve W , we have |E| = 4, and the linear programming is solved with
dim(θ) = |E| × |X | × (K + 1) = 4× 2× 51 = 408.
For comparison, we calculate the bounds that incorporate the existence
of W . We build up the target parameters with mappings involving W and use
data distribution conditional on W = 0 and W = 1 as the constraints. Using
constraints conditional on different values of W allows us to fully exploit the
variations from W ; see (LPW3). As shown in the setup with W (Section 2.5),
we have |E| = 16, which gives dim(θ) = |E|×|X |×(K+1) = 16×2×51 = 1, 632.
The resulting bounds are depicted in the dotted greenish-blue line. When the
variation from W is exploited, the bounds on the ATE are [−0.24, 0.44], which
is slightly narrower than without using W . This result is consistent with
our theoretical finding presented in Theorem 2.5.1 that W can help tighten
the bounds as long as it is a relevant variable. Nonetheless, these worst-case
bounds are not that informative, e.g., they do not determine the sign of the
ATE.
Next, we impose the uniformity assumption withoutW (Assumption U)
and with W (Assumption U∗). First, under Assumption U, the bounds on the
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ATE are tightened as some mappings occur with probability zero reducing the
dimension of θ. As mentioned in Section 2.6.1, the direction of monotonicity in
Assumption U (i.e., which mapping does not occur) is determined by the LPs.
We solve the LPs with different directions imposed, then choose the one with a
feasible solution. This means that the corresponding direction of monotonicity
is consistent with the DGP. Under Assumption U, we obtain a narrower bound
[0.06, 0.45]. Second, under Assumption U∗, the bounds become [0.06, 0.33]. In
Figure 2.1, these bounds under Assumptions U and U∗ are depicted as violet
and green dashed lines, respectively. Both sets of bounds identify the sign of
the ATE, consistent with the theoretical discussion. While their lower bounds
coincide, Assumption U∗ yields a lower upper bound compared to Assumption
U.
Next, we impose the shape restrictions (Assumptions M and C). As
discussed in Section 2.6.3, these assumptions can be easily incorporated in the
linear programming by directly imposing inequality constraints on θ. Under
these assumptions (and the existence of W ), the bounds on the ATE shrink
to [0.11, 0.27], which is displayed with the pink line in Figure 2.1. We find
that shape restrictions are powerful assumptions and yield narrower bounds
compared to those with Assumption U∗. They function differently in the
linear programming: unlike the uniformity assumption, which maintains the
ranking of individuals across counterfactual groups, shape restrictions directly
control the MTR functions. Finally, the dash-dotted black line in Figure
2.1 shows the bounds on the ATE under the uniformity assumption and the
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shape restrictions. These assumptions all together yield the narrowest bounds,
[0.13, 0.25], for the true ATE, 0.21.
2.7.2.2 Generalized LATEs
Next, we construct bounds on the generalized LATEs. The original def-
inition of the LATE is the ATE for compliers (C). Researchers may also have
interests in other local treatment effects. We consider two other parameters—
LATEs for always-takers (AT) and never-takers (NT). Figure 2.2 displays the
bounds on the LATE-AT, LATE-C, and LATE-NT under different assump-
tions. This analysis is analogous to that with the ATE. Since the covariate X
affects the decision of compliance, to avoid confusion in the definition of the
compliance groups, we instead establish bounds on the LATEs conditional on
X. We draw the conditional MTE functions with solid red lines in both panels
as a reference.
The feature that there exists no defiers in the DGP is known. When
there is no defier, the LATE-C is point identified, which has an analytical ex-
pression of the two-stage least squares estimand. As a confirmation exercise,
we numerically calculate the LATE-C using the linear programming, which
yields point estimates as shown in Figure 2.2. The true LATE-Cs conditional
on X = 0 and X = 1 are equal to 0.21 and 0.22, respectively. Regardless of
assumptions imposed, the estimates remain close to the true values through-
out.
The true values of the conditional LATE-AT and the LATE-NT are
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Figure 2.1. Bounds on the ATE under Different Assumptions
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0.15 and 0.28 when X = 0 and 0.14 and 0.25 when X = 1. First, as before,
we consider the worst-case bounds where the existence of W is ignored versus
where W is taken into account. Without W , we get the bounds [−0.71, 0.24]
and [−0.28, 0.72] on the LATE-AT and the LATE-NT conditional on X = 0,
and [−0.48, 0.52] and [−0.56, 0.43] conditional on X = 1; with W , we get
the bounds [−0.62, 0.2] and [−0.28, 0.7] on the LATE-AT and the LATE-NT
conditional on X = 0, and [−0.48, 0.5] and [−0.55, 0.41] conditional on X = 1.
The upper bounds with W are lower than the ones without W , although
the gain is not substantial. For the lower bounds, the one on the LATE-AT
conditional on X = 0 is significantly higher with W than without W , and all
the other ones have negligible differences with and without W.
We then apply Assumptions U and U∗. Under Assumption U, the
bounds on the LATE-AT and the LATE-NT turn to [0, 0.24] and [0, 0.72]
conditional on X = 0, and [0, 0.52] and [0, 0.43] conditional on X = 1; when
W is used and Assumption U∗ is applied, the bounds shrink to [0, 0.18] and
[0, 0.47] conditional on X = 0, and [0, 0.36] and [0, 0.35] conditional on X = 1.
As before, Assumptions U and U∗ determine the sign of the effects.
When the shape restrictions are imposed instead, the bounds on the
LATE-AT and the LATE-NT were improved to [0.11, 0.17] and [0.03, 0.3] con-
ditional on X = 0, and [0.05, 0.31] and [0.15, 0.31] conditional on X = 1. Un-
der Assumption U∗ combined with the shape restrictions, we get the narrowest
bounds of [0.11, 0.15] and [0.04, 0.3] conditional on X = 0, and [0.08, 0.26] and
[0.15, 0.31] conditional on X = 1.
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Figure 2.2. Bounds on the LATEs under Different Assumptions
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2.7.3 The Choice of K
As a tuning parameter in the LP, we need to choose the order of Bern-
stein polynomials, K. In general, K should be chosen based on the sample size
and the smoothness of the function to be approximated, in our case, q(·). The
choice of the sieve dimension or more generally, regularization parameters, is
a difficult question (Xiaohong Chen (2007)) and developing data-driven pro-
cedure is a subject of on-going research in various nonparametric contexts of
point identification; see, e.g., Xiaohong Chen and Timothy Christensen (2015)
and Sukjin Han (2020a). In this partial identification setup, we propose the
following heuristic and conservative approach, which is in spirit consistent with
the very motivation of partial identification.
First, we do not want to claim any prior knowledge about the smooth-
ness of q(·) because it is the distribution of a latent variable. Because K
determines the dimension of unknown parameter θ in the linear programming,
the width of the bounds tends to increase with K. At the same time, the
computational burden increases with K. One interesting numerical finding is
that, when K is sufficiently large, the increase of the width slows down and
the bounds become stable. This suggests that we may be able to conserva-
tively choose K that acknowledges our lack of knowledge of the smoothness
but, at the same time, produces a reasonable computational task for the linear
programming.
To illustrate this point, we consider the conditional MTE and ATE as
the target parameters and show how their bounds change as we increase K. We
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consider the MTE because it is a fundamental parameter that generates other
target parameters, and hence, it is important to understand the sensitivity of
its bounds to K. Figures 2.3 and 2.4 show the evolution of the bounds on
the MTE and the ATE as K grows. When K = 5, the bounds are narrow.
Although it may be tempting to choose this value of K, this attempt should
be avoided as it may be subject to the misspecification of smoothness. When
K increases beyond 30, the bounds start to converge and become stable. We
choose K = 50, and this is the choice we made in our previous numerical
exercises.7
As discussed in Section B.2.1 in the Appendix, it is worth mentioning
that the bounds on the MTE are point-wise sharp but not uniformly sharp.
The graph for the MTE bounds are drawn by calculating the point-wise sharp
bounds on MTE at each point of u (after properly discretizing it) and then
connecting them. Therefore, these bounds should not be viewed as uniformly
sharp bounds. Nonetheless, this graph is still useful for the purpose of our
illustration. Given the current DGP, we find that there are no uniformly
sharp bounds for the MTE.
7Note that with larger K, some LP solvers would ignore coefficients with negligible (e.g.,
10−13) values that cause a large range of magnitude in the coefficient matrix. It may be
recommended to simultaneously rescale a column and a row to achieve a smaller range in
the coefficients.
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Figure 2.3. Bounds on MTE with Different K
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Figure 2.4. Bounds on ATE with Different K
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2.8 Empirical Application
It is widely recognized in the empirical literature that health insur-
ance coverage can be an essential factor for the utilization of medical services
(Michael D Hurd and Kathleen McGarry (1997); Dorothy D Dunlop, Larry M
Manheim, Jing Song and Rowland W Chang (2002); Finkelstein et al. (2012);
Sarah L Taubman, Heidi L Allen, Bill J Wright, Katherine Baicker and Amy N
Finkelstein (2014)). Prior studies on this topic typically make use of paramet-
ric econometric models for the analysis. In their application, Han and Lee
(2019) relax this common approach by introducing a semiparametric bivariate
probit model to measure the average effect of insurance coverage on patients’
medical visits. By applying our theoretical framework of partial identification,
we further relax the parametric and semiparametric structures used in these
studies. More importantly, we try to understand how much we can learn about
the effect of insurance that is utilized through various counterfactual policies
by learning the effect of different compliance groups.
We use the 2010 wave of the Medical Expenditure Panel Survey (MEPS)
and focus on all the medical visits in January 2010. The sample is restricted
to contain individuals aged between 25 and 64 and exclude those who had any
kind of federal or state insurance in 2010. The outcome Y is a binary variable
indicating whether or not an individual has visited a doctor’s office; the treat-
ment D is whether an individual has private insurance. We choose whether a
firm has multiple locations as the binary instrument Z. This IV reflects the
size of the firm, and larger firms are more likely to provide fringe benefits, in-
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cluding health insurance. On the other hand, the number of branches of a firm
does not directly affect employee decisions about medical visits. To justify the
IV, self-employed individuals are excluded. For potentially endogenous covari-
ates X, we include the age being 45 and older, gender, income above median,
and health condition. Lastly, for an exogenous covariate W , we use the per-
centage of workers who are provided with paid sick leave benefits within each
industry. Following Han and Lee (2019), we assume W satisfies Assumptions
SELW (b) and EXW (b), as X is controlled. We construct a categorical variable
such that W = 0 for less than 50%, W = 1 for between 50–80%, and W = 2
for above 80%. Table 2.2 summarizes the observables.
Table 2.2Summary Statistics
Variable Mean S.D Min Max
Y Whether or not visit doctors 0.18 0.39 0 1
D Whether or not have insurance 0.66 0.47 0 1
Z Firm has multiple locations 0.68 0.47 0 1
X
Age above 45 0.41 0.49 0 1
Gender 0.50 0.50 0 1
Income above median 0.50 0.50 0 1
Good health 0.36 0.48 0 1
W Pay sick leave provision 1.25 0.73 0 2
Number of observations = 7,555
First, as a benchmark, we report that the LATE-C estimate calculated
via our linear programming approach is equal to a singleton of 0.17, which
is in fact identical to the 2SLS estimate we separately calculate. In what
follows, we extrapolate this LATE beyond the complier group to the ATE. The
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presence of covariates reduces the effective sample size and thus leads to larger
sampling errors in estimating the p of the∞-LP (∞-LP1)–(∞-LP3). This may
create inconsistencies in the set of equality constraints (∞-LP3), resulting in
no feasible solution. This is in fact what happens in this application. To
resolve this estimation problem, we introduce a slackness parameter η and
modify (∞-LP3) so that, with some slackness, it satisfies
‖R0q − p‖ ≤ η. (2.8.1)
A similarly modified constraint can then be followed in the finite-dimensional
LP after approximation, as well as by combining (∞-LP4)–(∞-LP5). The
appropriate value of η should depend on the sample size, the dimension of
covariates, and the dimension of the unknown parameter θ. To explain the
latter, as K increases, the dimension of θ (i.e., unknowns) increases, while
the number of constraints (i.e., simultaneous equations for the unknowns)
is fixed. Therefore, as K increases, the chance that the LP does not have
a feasible solution would decrease. Based on the method discussed in the
previous section, we set K = 50 in this application.
We calculate worst-case bounds on the ATE, as well as bounds after
imposing Assumptions U and M and after using covariate W . Under Assump-
tion U, the data rules out the possibility that Y (0) > Y (1), indicating that
individuals with private insurance are more likely to visit a doctor. Assump-
tion M imposes that the MTR function is weakly increasing in U = u. Usually,
U is interpreted as the latent cost of obtaining treatment. Kowalski (2020)
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interpreted U as eligibility in a similar setup for Medicaid insurance. The eli-
gibility for Medicaid is related to income level and age. In our setup, because
the treatment is having the private insurance, we interpret the eligibility as
the health status, which is reflected in the premium. Interpreting U as a latent
cost (e.g., premium) of getting private insurance, Assumption M states that
the chance of making a medical visit (with or without insurance) increases
for those with higher cost. This is a reasonable assumption given that sicker
individuals typically face higher insurance costs and also visit doctors more
often. We choose the slackness parameter η to be 0.05 under no assumption
and Assumption U and 0.07 when Assumption M is added. When W is used,
we choose η to be 0.08 under no assumption and 0.1 with Assumption M.
The bounds on the ATE are shown in Figure 2.5. The worst-case bound
on the ATE equals [−0.45, 0.37]. The bounds become [0.01, 0.37] under As-
sumption U and [0.06, 0.37] under Assumption M. It is interesting to note that
the identifying power of the uniformity and the shape restriction is similar in
this example. When both Assumption U and Assumption M are imposed,
the bounds are further tightened to [0.07, 0.37], although not substantially,
indicating that the two assumptions are complementary. Lastly, we see im-
provements when the variation in W is exploited than when it is not, although
the gains are not large.
Next, we consider the always-taker, complier, and never-taker LATEs.
We consider these generalized LATEs conditional on X = x. Specifically, we
focus on the treatment effects for males above age 45, with income below the
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Figure 2.5. Bounds on the ATE of Private Insurance on Medical Visits
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Figure 2.6. Bounds on the generalized LATEs of Private Insurance on
Medical Visits for Male Above 45, with Income Below Median, of Bad
Healthiness
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median and bad health conditions. The results are shown in Table 2.3 and
depicted in Figure 2.6. The LATE-C is analytically calculated via TSLS.8
For the LATE-AT and LATE-NT, Assumption U identifies the sign of the
effects, and Assumption M nearly identifies it. Using the variation in W
mostly improves the bounds compared to the ones without it. From the results,
we can conclude that possessing private insurance has the greatest effect on
medical visits for never takers, i.e., people who face higher insurance cost.
This provides a policy implication that lowering the cost of private insurance
is important, because high costs might hinder those with the most need from
receiving enough medical services.
8When the alternative constraint (2.8.1) is used with the slackness parameter, the LATE-
C is no longer a singleton.
Table 2.3Estimated Bounds on generalized LATEs for Males Above
45, with Income Below Median, Bad Health Condition
No Assumption U M U+M W M+W
LATE-AT [-0.93,0.21] [0,0.20] [-0.07,0.15] [0,0.15] [-0.76,0.20] [-0.01,0.19]
LATE-C 0.01 0.01 0.01 0.01 0.01 0.01
LATE-NT [-0.24,0.98] [0,0.97] [-0.14,0.95] [0,0.95] [-0.22,0.84] [-0.08,0.82]
Slackness parameter η 0.05 0.05 0.07 0.07 0.08 0.10
Number of observations = 7,555
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Chapter 3
Partial Identification on Treatment Effect on
Transitions and Its Empirical Application
This paper focuses on identifying the treatment effect on conditional
transition rate in a discrete-time range when the outcome of interest is a tran-
sition from an initial state to a destination state. Treatment is assigned only
once at time zero or at a later time. Even when the treatment is randomly
assigned, it is challenging to identify the treatment effect due to selective
dropouts over time, referred to as dynamic selection. Previous literature deal-
ing with this problem usually imposes parametric or semi-parametric assump-
tions. This paper tries to solve the dynamic selection problem in treatment ef-
fects estimation on conditional transition probabilities under a non-parametric
setting. It gives a tighter partial identification bound with randomization as-
sumption, comparing to the bound obtained in Johan Vikström, Geert Ridder
and Martin Weidner (2018) and argues it is the tightest possible bound under
randomization assumption. Then this paper relaxes the random assumption
under the condition mean independence assumption.
This paper mainly focuses on the situation where treatment is assigned
during the initial period. Analogous results can be reached in a case where
the treatment is assigned at a later time. When the assignment is random, the
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treatment effect is point identified in the initial period. However, in the fol-
lowing periods, as people leave the initial state, the fraction remaining in the
treatment and control groups starts to differ, and the survivors have different
characteristics. Thus, the randomization assumption does not help in point
identification after the first period. Vikström, Ridder and Weidner (2018)pro-
poses partial identification bounds on treatment effect under the initial random
assignment assumption by taking advantage of information from survivors in
the control group to identify the counterfactual. Their bound is not sharp
because the endpoints can only be reached under two additional restrictions.
Moreover, when an absorbing state is allowed, information from non-survivors
in the control group can be combined to give bounds on the counterfactual.
Mathematically, define Yt as the realized outcome and Y t−1 as a vector of
realized historical outcomes, the bound given in this paper takes effect when
P (Yt = 1|Y t−1 6= ~0, D = 0)P (Y t−1 6= ~0|D = 0) > P (Yt = 1|Y t−1 = ~0, D =
0)P (Y t−1 = ~0|D = 0). The intuition behind this inequality is that when the
fraction of non-survivors is large so that they give more various current out-
comes, it helps in shrinking the original bound.
When the randomization assumption is relaxed, challenges in estima-
tion lie in both endogenous selection into treatment and selective dropout.
This chapter shows that under the conditional mean independence assump-
tion, bounds on the treatment effect after the first period can be captured with
endogenously chosen treatment. This bound can further be tightened under
the Monotone Treatment Selection Assumption and the Monotone Treatment
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Response Selection. With Monotone Treatment Selection Assumption, this
result can also be extended to identify quantile differences when the outcome
is a mixed random variable.
Vikström, Ridder and Weidner (2018) analyzes the effect of the Illi-
nois unemployment bonus experiment using the partial identification bound.
However, I find almost zero difference when comparing bound in this paper
to the original bound, up to tiny differences in the second period. To show
the improvement brought by the new bound this paper proposes under ran-
domization assumption, we conduct some numerical exercises with a duration
model. It shows how the new bound takes functions with the variation of
different parameters with graphs showing both the original bound and the
new bound. With the non-randomization assumption, I use the partial iden-
tification bound to estimate the labor market return of a college degree with
NLSY79 data. Binary labor market returns chosen here are employment sta-
tus above the median income. The results show a wide range of effects of
a college degree on employment status but narrower bounds of an increasing
effect on income being above the median under the conditional mean indepen-
dence assumption. Pre-believes of initial selection direction or treatment effect
direction narrow the bound. Incomes are used as a mixed outcome variable in
quantile difference analysis. From the results, when outcome distribution un-
der treatment first order dominates outcome distribution under non-treatment,
the differences in quantiles are mostly non-positive. When we assume the re-
verse, the difference in quantiles is positive and significant. These results give
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some views contradictory to commonly believed significant education return.
However, the minor variation in data limits functions of partial identification
bounds. These bounds can be used as a range of possible treatment effects to
test results under stronger assumptions.
The remainder of the paper consists of five parts. Section I gives mo-
tivation, background, and literature review. Section II defines the treatment
effect and constructs identification under randomization. Section III gives
identification without random assignment. Section IV conducts numerical ex-
ercises under randomization and shows results from applying bounds obtained
in Section III. Section V concludes and discusses future work that needs to be
done.
3.1 Motivation and Literature Review
Consider an intervention when the outcome is a transition from an ini-
tial state to a destination state. In labor policy research, if the initial state
is unemployment and the destination state is re-employment, economists are
interested in the effect of an intervention such as an unemployment benefits
program or a training program. Because this transition does not happen in-
stantaneously, the evolution of the treatment effect is a vital interest, which
will be referred to as the dynamic treatment effect here. Another parameter of
interest in a similar situation is the treatment effect on the CDF of duration
time to transit. Using this definition of treatment effect avoids dynamic selec-
tion problems and captures the effect of the treatment on the average duration
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or survival time. However, using this definition does not reveal the evolution
path of treatment effects. Taking a medical experiment as an example, two
new drugs have the same effect on the average survival time, but one of them
has a constant effect over time, and another one has a minimal effect at the
beginning but a more substantial effect in following periods, pharmacists may
value them differently. In economics study, the close relationship between haz-
ard rates and micro theory indicates that gaining knowledge of the evolution
path of treatment effect helps test economic predictions.
Challenge in estimating the dynamic treatment effect on the conditional
transition rate lies in the dynamic selection problem. Dynamic selection exists
even with randomly assigned treatment. This selection comes from the possi-
bility that different fractions of people in the treatment and control group leave
the initial state in each period. Another possibility is that people leaving the
initial state in the treatment group are from a different portion of characteris-
tics distribution, comparing to those who leave from the control group, which
causes endogenous selection in each period even when fraction leaving the ini-
tial period are the same in two groups. Suppose there is a job training program
aiming to help the unemployed get re-hired. In the first period, unemployed
individuals are randomly assigned to a job training program. Workers in the
treated group are more likely to be hired in the first period if this program
positively helps to gain specific job skills. Then in the second period, those
remaining unemployed in the treatment group might be from a lower tail in
ability distribution comparing with the control group. This possibility indi-
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cates potential biases if we identify the dynamic treatment effect by merely
comparing the realized outcomes of the treatment group and control group.
Previous literature dealing with this problem usually imposes parametric or
semi-parametric assumptions and focuses on identifying parameters in a struc-
tural model with an endogenous treatment. One of the most frequently used
models is the proportional hazard (PH) model and the mixed proportional haz-
ard (MPH) model. The proportional hazard model imposes a multiplicative
assumption, where they write the instantaneous transition rate as a product
of time effect, intervention effect, and an unobservable individual effect. Chris
Elbers and Geert Ridder (1982) showed the MPH model could be nonparamet-
rically identified. In the empirical literature, Bruce D Meyer (1996) used the
PH model to estimate the effect evolution of the Illinois Unemployment Bonus
Experiment and showed longer experiment spell increases the unemployment
rate, indicating the undesirability of a permanent program. Jaap H Abbring
and Gerard J Van den Berg (2003) used the MPH model to estimate the dura-
tion model. They used a continuous-time range and showed non-identification
under the non-parametric assumption. The other way to resolve the dynamic
selection problem is the threshold crossing model, constructed by James J
Heckman and Salvador Navarro (2007), where they forced the existence of co-
variates uncorrelated with unobservables and non-recurrent states, and one of
the major focuses is on dynamic discrete choice model identification. Other
literature on similar topic includes Flavio Cunha, James Heckman and Sal-
vador Navarro (2005), Thierry Magnac and David Thesmar (2002) etc.
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Vikström, Ridder and Weidner (2018) gives partial identification when
semi-parametric models do not hold. They first give partial identification
bounds on average treatment effect on survivors in each period, under solely
randomization assumption. To tighten that bound, they further impose three
additional economic assumptions and use them on the Illinois Unemployment
Bonus Experiment. They find the re-employment bonus effect was increasing
over time and had a sharp increase before the bonus claim deadline. After the
deadline, there was no effect. Moreover, this effect was heterogeneous across
racial and income ranking groups. This finding is consistent with Meyer (1996)
and labor supply prediction. Besides, their results can coexist with recurrent
states and heterogeneous treatment effects.
This paper is based on Vikström, Ridder and Weidner (2018). Under
the same setup and the randomization assumption, I tighten the bounds using
the extra information obtained from data and argue the combination of these
two bounds gives a sharp bound. Then using a similar method, I relax the
randomization assumption under conditional mean independence assumption.
This paper will supplement the literature in dealing with dynamic selection
problems in dynamic treatment estimation in a discrete-time range and can be
used to test the performance of parametric/semi-parametric point estimation
results.
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3.2 Partial Identification on Average Treatment Effect
on Treated Survivors Under Randomization Assump-
tion
3.2.1 Set Up
This paper focuses on treatment effects on transition rates in discrete
time. Treatment is assigned at time 0 and transitions occur at times t = 1, 2, ....
Let potential outcome Y 1t be the indicator of a transition in period t if treated,
and Y 0t be the potential outcome if not treated. The observed outcome is:
Yt = DY
1
t + (1−D)Y 0t (3.2.1)
Here absorbing states are allowed. Therefore, after getting to the destination
state, returning to the initial state in later periods is still possible. This follows
Vikström, Ridder and Weidner (2018). Absorbing state is a special case under
generalized identification. The parameter of interest in this paper is a dynamic
analog of the average treatment effect on the treated in the static setting:
Definition 1. The causal effect on the transition probability of the treated




t |Y 1t−1 = 0, ..., Y 11 = 0)− E(Y 0t |Y 1t−1 = 0, ..., Y 11 = 0)
This definition follows Vikström, Ridder and Weidner (2018). To cor-
rectly define the dynamic treatment effect, one needs to condition the same
dynamic history, which makes it more difficult to define the average treatment
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effect than the static case. The ATETS captures how the presence of a treat-
ment benefits/harms an individual, and for simplicity, it will be referred to as
treatment effect in the following sections.
3.2.2 Identification Under Random Assignment
Assumption 1 (Random assignment of treatment).
D ⊥⊥ {Y 1t , Y 0t : t = 1, 2, ...}
In Vickström et al. (2016), they constructed partial identification
bounds of equation (1) under Assumption 1. The result is listed as Propo-
sition 1.
Proposition 1. 1 Suppose Assumption 1 holds:
For t = 1:
ATETSt = E(Y
1
1 )− E(Y 01 ) = E(Y1|D = 1)− E(Y1|D = 0) (3.2.2)
For t ∈ {2, 3, 4, ...}, define Y t−1 = (Yt−1, Yt−2, ..., Y1) which represents a vector
of realized outcomes in each history period. If P (Y t−1 = 0|D = 1) = 0, then
ATETSt is not defined; if P (Y t−1 = 0|D = 1) > 0, and also P (D = 1) > 0,
1This Proposition comes from Vikström, Ridder and Weidner (2018) Theorem 1. Proof
can be found in Vikström, Ridder and Weidner (2018) Appendix.
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P (D = 0) > 0, then we have the bounds:LBt ≤ ATETSt ≤ UBt, where
LBt ≡P (Yt = 1|Y t−1 = 0, D = 1)
−min{1, 1− [1− P (Yt = 1|Y t−1 = 0, D = 0)]P (Y t−1 = 0|D = 0)
P (Y t−1 = 0|D = 1)
}
(3.2.3)
UBt ≡P (Yt = 1|Y t−1 = 0, D = 1)
−max{0, 1 + P (Yt = 1|Y t−1 = 0, D = 0)P (Y t−1|D = 0)− 1
P (Y t−1 = 0|D = 1)
}
(3.2.4)
Using the definition from Elie Tamer (2010), a bound is sharp when
any value in the set, including the end points, cannot be rejected as the true
value under current assumptions. The assumptions given in Vikström, Ridder
and Weidner (2018) are random assignment of treatment and P (Y t−1 = 0|D =
1) > 0. However, when they calculate the bound on ATETSt, they start by
giving bounds on p0(1|0, 6= 0) and p0(1| 6= 0, 0). This means they obtain the
bound in Theorem 1 under extra restrictions that:
pt−1(0, 6= 0) = Pr(Y
1
t−1 = 0, Y
0
t−1 6= 0) 6= 0
pt−1(6= 0, 0) = Pr(Y
1
t−1 6= 0, Y
0
t−1 = 0) 6= 0
To clarify the differences between the bound in Vikström, Ridder and Wei-
dner (2018) and the later bound, I call this bound the first bound. Under
these two restrictions, the first bound is the tightest possible bound. There
are two ways to show it. First, as stated in Corollary 1 in Vikström, Ridder
and Weidner (2018), the lower bound and upper bound equal to each other
if both P (Y t−1 = 0|D = 0) = 1 and P (Y t−1 = 0|D = 1) = 1, which can be
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realized under existing assumptions. Second, the ends of the first bound can
be achieved when pt−1(0, 0) = max{Pr(Y
1
t−1 = 0) + Pr(Y
0
t−1 = 0) − 1, 0};
p0(1|0, 6= 0) = 1, p0(1| 6= 0, 0) = 0 or p0(1|0, 6= 0) = 0, p0(1| 6= 0, 0) = 1 These
equalities can hold together. However, when we allow pt−1(0, 6= 0) = 0 and
pt−1(6= 0, 0), the first bound is dysfunctional, and the end points can be re-
jected as a true value. Therefore, by considering cases allowing pt−1(0, 6= 0) = 0
or pt−1( 6= 0, 0), the first bound can be tightened.
Following same procedure used in Vikström, Ridder and Weidner (2018),
if we start by giving bounds on p0(1|0, 0) and p0(1| 6= 0, 6= 0), we can get
another bound allowing pt−1(0, 6= 0) = 0 or t−1(6= 0, 0) = 0, but requiring
pt−1(0, 0) 6= 0 and pt−1(6= 0, 6= 0) 6= 0. We can call it the second bound.
These two bounds are supplementary to each other. When none of pt−1(0, 0),
pt−1(0, 6= 0), pt−1( 6= 0, 0), pt−1(6= 0, 6= 0) equals to 0, both bounds have effect
on giving boundaries to ATETSt. If one of them equals to 0, say pt−1(0, 0) = 0
or pt−1(6= 0, 6= 0) = 0, it can be shown that the second bound is large enough
so that only the first bound is effective, since restrictions used in the second
bound is violated. Symmetrically, if pt−1(0, 6= 0) = 0 or pt−1(6= 0, 0) = 0, the
first bound gives worst case bound and the second bound takes effect. Thus
taking the intersection of them gives a tighter bound, and because this bound
covers all potential cases, the boundary can be reached requiring no extra
assumption, we can argue the intersection of the first bound and the second
bound is sharp.
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Theorem 1. Suppose Assumption 1 holds, for t = 1:
ATETSt = E(Y
1
1 )− E(Y 01 ) = E(Y1|D = 1)− E(Y1|D = 0) (3.2.5)
For t = 2, 3, 4, ..., if P (Y t−1 = 0|D = 1) = 0, then ATETSt is not defined; if
P (Y t−1 = 0|D = 1) > 0, and also P (D = 1) > 0, P (D = 0) > 0, then we
have the bounds: LB′t ≤ ATETSt ≤ UB′t, where
LB′t ≡ P (Yt = 1|Y t−1 = 0, D = 1)−
min{P (Yt = 1|D = 0), P (Y t−1 = 0|D = 1)}
P (Y t−1 = 0|D = 1)
(3.2.6)
UB′t ≡ P (Yt = 1|Y t−1 = 0, D = 1)−
max{0, P (Yt = 1|D = 0) + P (Y t−1 = 0|D = 1)− 1}
P (Y t−1 = 0|D = 1)
(3.2.7)
Lemma 1. The bound proposed in Theorem 1 is sharp 1.
Proof of Theorem 1 and Lemma 1 follow directly from Hoeffding in-
equality and Fréchet-Hoeffding theorem. As in Proposition 1, results in Theo-
rem 1 does not require assumptions beyond random assignment and P (Y t−1 =
0|D = 1) > 0. However, one important condition for Theorem 1 to give tighter
bound is an allowance for recurrent state. If absorbing state is assumed in-
stead, results in Theorem 1 will give the same bounds as in Proposition 1.
Assuming recurrent state, bound from Theorem 1 is tighter when
P (Yt = 1|Y t−1 = 0, D = 0)P (Y t−1 = 0|D = 0)
< P (Yt = 1|Y t−1 6= 0, D = 0)P (Y t−1 6= 0|D = 0)
To give an interpretation of this condition, first consider intuition behind the
bound obtained in Theorem 1. First, the bound is increasing in P (Yt =
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1|Y t−1 = 0, D = 1); this follows that the parameter of interest here is average
treatment effect of treated survivors; thus a higher realized transition rate in-
dicates potentially larger treatment effect. Then, since higher transition rate
among control group indicates potentially smaller effect of treatment, both the
upper bound and lower bound are decreasing in P (Yt = 1|Y t−1 = 0, D = 0)
and P (Yt = 1|Y t−1 6= 0, D = 0). Formally, we can write the counterfactual
part as:
P (Y 0t = 1|Y
1
t−1 = 0) =
p0t (1|0, 0)pt−1(0, 0) + p0t (1|0, 6= 0)pt−1(0, 6= 0)
pt−1(0, 0) + pt−1(0, 6= 0)
Using law of total probability and make substitutions, we can write it as:




P (Y t−1 = 0|D = 0)P (Yt = 1|Y t−1 = 0, D = 0)− p0t (1| 6= 0, 0)pt−1(6= 0, 0)
P (Y t−1 = 0|D = 1)
+
P (Y t−1 6= 0|D = 0)P (Yt = 1|Y t−1 6= 0, D = 0)− p0t (1| 6= 0, 6= 0)pt−1(6= 0, 6= 0)
P (Y t−1 = 0|D = 1)
From above, the counterfactual is increasing in P (Yt = 1|Y t−1 = 0, D = 0) and
P (Yt = 1|Y t−1 6= 0, D = 0). The interpretation behind it is that transition
rate on survivors and non-survivors in the control group both give information
on their potential outcome in the treatment group. Vikström, Ridder and
Weidner (2018) uses the transition rate of survivors in the control group and
imposing bound on the fraction of individuals who would be survivors under
both treatment and non-treatment, i.e., pt−1(0, 0) and gives a bound on their
potential outcome under treatment. Results in Theorem 1 tighten it by us-
ing both information from survivors and non-survivors in the control group.
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Another important determinant of the bound is the fraction of survivors. If
P (Y t−1|D = 1) and P (Y t−1|D = 0) are small, difference between lower bound
and upper bound is larger, since smaller observation pool drives less variation.
Corollary 1 shows that if P (Y t−1 = 0|D = 1) = 1 and P (Y t−1 = 0|D =
0) = 1 or 0, ATETSt is point identified.
Corollary 1. ATETSt is point identified if P (Y t−1 = 0|D = 1) = 1, and
P (Y t−1 = 0|D = 0) = 1 or 0.
If P (Y t−1 = 0|D = 1) = 1 and P (Y t−1 = 0|D = 0) = 1,
ATETSt = P (Yt = 1|Y t−1 = 0, D = 1) (3.2.8)
If P (Y t−1 = 0|D = 1) = 1 and P (Y t−1 = 0|D = 0) = 0,
ATETSt = P (Yt = 1|Y t−1 = 0, D = 1)− P (Yt = 1|Y t−1 6= 0, D = 0) (3.2.9)
3.2.3 Bounds under Additional Assumptions
This section corresponds to Section 4 in Vikström, Ridder and Weid-
ner (2018), where they discuss improvement on bound obtained in Proposi-
tion 1 under application of three additional assumptions-Monotone Treatment
Response (MTR), Common Shock (CS) and Positively Correlated Outcomes
(PCO). Recall under randomization assumption, the authors derive bound by
imposing bounds on p0t (1|0, 6= 0) and p0t (1| 6= 0, 0) in step one and then im-
posing bounds on pt−1(0, 0) in step two. MTR assumption combining with CS
assumption gives a tighter bound on pt−1(0, 0), therefore tightens the original
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bound. However, it does not helps in tightening bound on pt−1(0, 6= 0), so it
is unable to shrink the second bound using these assumptions. The possibly
tightest bound under these assumptions would be an intersection of the first
bound under MTR+CS assumption and the second bound. In contrast, PCO
assumption tightens the bound by giving more precise set in the first step. It
narrows sets on p1t (1|0, 6= 0) and p1t (1| 6= 0, 0), which is not used in defining
the second bound. However, using the same spirit, we can give a stronger
assumption such that positively correlated outcomes exist under conditional
on any potential history instead of only Y
1
t−1 = 0 and Y
0
t−1 = 0. This stronger
assumption gives a small improvement. A more efficient way will be discussed
in the future to incorporate the PCO assumption better.
3.3 Partial Identification on Average Treatment Effect
on Treated Survivors Under Non-Random Assign-
ment
Results from the previous section can be informative in analyzing ex-
perimental results. However, in economics research, randomization is a strong
assumption. To generalize the results from Theorem 1, a similar method in
Vikström, Ridder and Weidner (2018) is used in this section such that the
randomization assumption can be relaxed.
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3.3.1 Identification under Non-Random Assignment
Without random treatment assignment assumption, Assumption 1 does
not hold, thus another assumption capturing the relationship between poten-
tial outcomes and realized outcomes is required. The key assumption in this
section is a conditional mean independence assumption. This assumption as-
sumes conditional on realized history outcomes; the current outcome is mean
independent of counterfactual history outcomes.
Assumption 2 (Conditional Mean Independence). Define Y 1t as outcome in















2 , ..., Y
0
t−1) are vector of historical























t−1, D = 0)
This assumption assumes the realized past outcomes completely cap-
ture intertemporal dependence. It can be realized when the treatment group
and control group receive different random shocks. To give a better interpre-
tation of this assumption, a discrete duration model is used as an example:
Y 0it = I(αt + Vi − ε0it ≥ 0)








it ))− E(Uit(Y 0it )) ≥ 0
] (3.3.1)
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In the model above, αt is a fixed time effect; Vi is unobserved heterogeneity;
ε0it and ε
1
it are random shocks received by control group and treatment group
respectively, and they are assumed to be independent. Intertemporal depen-
dence of random shocks are allowed in this model.
Without randomization assumption, a decision rule needs to be speci-
fied. I assume people choose to get treatment if the discounted summation of
expected utility gain from treatment is non-negative. Here ρi is a discounting
factor, measuring weight put on each period by individual i. Uit is time-
individual specific utility function. Because the outcome is binary, when we






(EY 1it − EY 0it ) ≥ 0
]
Under assumption that {ε1it} ⊥⊥ {ε0it},
E(Y 1t |Y
1
t−1 = ~a, Y
0
t−1 =
~b;Vi, D = 1)
= Pr(ε1it ≤ αt + γit + Vi|ε1it−1 ∈ Ait−1, ..., ε1i1 ∈ Ai1; ε0it−1 ∈ Bit−1, ..., ε0i1 ∈ Bi1;Vi, D = 1)
= Pr(ε1it ≤ αt + γit + Vi|ε1it−1 ∈ At−1, ..., ε1i1 ∈ A1;Vi, D = 1)
= E(Y 1t |Y
1
t−1 = ~a, Vi, D = 1)
where ~a and ~b are t− 1 dimensional vector composing of 0 and 1. When ε1ij ∈
Aij, j = 1, ..., t−1, Y
1







0) = E(Y 0t |Y
0
t−1, D = 0) can be showed in the same way. Because this hold for










t−1, D = 1).
Under Assumption 2, ATETSt can be partially identified.
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Theorem 2. Suppose Assumption 2 holds. Let t ∈ {2, 3, 4, ...}, If P (Y t−1|D =
1)P (D = 1) + P (D = 0) = 0, ATETSt is not well defined. If P (Y t−1|D =
1)P (D = 1) + P (D = 0) > 0, then we have




P (D = 1)P (Y t−1 = 0|D = 1)[1− P (Yt = 1|Y t−1 = 0, D = 1)]
P (Y t−1 = 0|D = 1)P (D = 1) + P (D = 0)
+
P (D = 0)P (Yt = 1|D = 0)




P (D = 1)P (Y t−1 = 0|D = 1)P (Yt = 1|Y t−1 = 0, D = 1)
P (Y t−1 = 0|D = 1)P (D = 1) + P (D = 0)
+max
{
P (D = 0)P (Yt = 1|Y t−1 = 0, D = 1)
P (Y t−1 = 0|D = 1)P (D = 1) + P (D = 0)
,
P (D = 0)(1−min{P (Yt = 1|Y t−1 = 0, D = 0)), P (Yt = 1|Y t−1 6= 0, D = 0)}
P (Y t−1 = 0|D = 1)P (D = 1) + P (D = 0)
}
(3.3.3)
Proof of Theorem 2 is in Appendix.
Note this bound displays similar features discussed in Section 1, LBt
and UBt are both increasing in P (Yt = 1|Y t−1 = 0, D = 1), and decreasing in
P (Yt = 1|Y t−1 = 0, D = 0) and P (Yt = 1|Y t−1 6= 0, D = 0), and length of the
bound is decreasing in fraction of survivors in treatment and control group
since larger fraction makes variation more possible.
So far this paper considers situations where the treatment is assigned
at time zero. The results in Theorem 1 and Theorem 2 can be extended
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to cases where treatment is assigned at a later time. Following notations
in Vikström, Ridder and Weidner (2018), denote indicator of a transition in
period t if the treatment started in period k ≤ t as Y kt , and assume treatment
is an absorbing state. Use ATETSt(k) to denote treatment effect at time t
of treatment assigned at time k ≤ t, and focus on survivors firstly treated at
time t, we can derive bounds on ATETSt(k) applying results in Theorem 1
and Theorem 2, by treating k as the first period, and condition changes from
Y t−1 = 0 to Y
k
t−1 = 0, Dk−1 = 0, where Dk−1 = (Dk−1, DK−2, ...D0).
3.3.2 Bounds under Additional Assumptions
This subsection gives some examples of how additional assumptions can
be added to tight the bound proposed by Theorem 2. Without non-random
assumption, one can make assumptions on the selection process, the direction
of the outcome, and the correlation between potential outcomes to give a nar-
rower bound. Assumption 2 can be seen as an assumption on the relationship
between potential outcomes. Therefore, this section focuses on two classical
assumptions restricting selection direction and outcome direction. The first as-
sumption made is Monotone Treatment Selection (MTS) Assumption, which
is proposed and used by Charles F Manski and John V Pepper (2000b) and as-
sumes people choosing to be treated get better (or worse) potential outcome on
average comparing with people choosing to not to be treated. It is equivalent
to first order stochastic dominance assumption by Richard Blundell, Amanda
Gosling, Hidehiko Ichimura and Costas Meghir (2007). MTR assumption is
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also used in Vikström, Ridder and Weidner (2018) Section 4 and it assumes the
positive or negative effect of treatment for all observations. Without a prior,
MTS and MTR assumptions separately give the same bound as bound in The-
orem 3. When giving a prior, MTS and MTR assumptions give tighter bounds.





t−1) ∈ {0, 1}2(t−1), we have either:








t−1, D = 0)
or








t−1, D = 0)





as a vector of potential historical outcomes.Then Either
Positive MTR: E(Y 1t |Ht−1, D) ≥ E(Y 0t |Ht−1, D)
or
Negative MTR: E(Y 1t |Ht−1, D) ≤ E(Y 0t |Ht−1, D)
∀t, ∀Ht−1, ∀D.
Combining MTS and MTR assumption gives a stronger assumption
that selection into treatment is of the same direction of treatment effect. Un-
der this assumption, if the treatment has positive effect on all observations,
the ones with outcome-friendly characteristics choose to get treated; If the
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treatment has negative effect, they will avoid being treated. This assumption
is consistent with both utility maximization problem with complete informa-
tion and game with asymmetric information in micro theory. Under complete
information, it can be assumed that the unobserved characteristics are posi-
tively correlated with both potential outcome and budget. Under incomplete
information, this assumption means people with characteristics benefiting po-
tential outcome have more information on the treatment so they can choose to
take or avoid the treatment. Based on these stories, I use ”Selection Power”
to denote this assumption.
Assumption 5 (Selection Power (SP)). Suppose Assumption 3 and Assump-
tion 4 hold, we have:
E(Y 1t |Ht−1, D) ≥ E(Y 0t |Ht−1, D), ∀t,D ⇒ E(Y dt |Ht−1, D = 1) ≥ E(Y dt |Ht−1, D = 0),∀d, t
E(Y 1t |Ht−1, D) ≤ E(Y 0t |Ht−1, D), ∀t,D ⇒ E(Y dt |Ht−1, D = 1) ≤ E(Y dt |Ht−1, D = 0),∀d, t
These assumptions can be incorporated into the duration model given
by equation (10). MTR assumption can be simply obtained by imposing sign
restriction on γit, with positive γit indicating positive treatment response and
negative γit indicating the reverse. Assumption 5 is a special case of Assump-
tion 3, I give an example to incorporate both Assumption 3 and Assumption
5. To do this, we need to be specific on distribution of ε0it and ε
1
it. To simplify
calculation, I assume γit = γtf(Vi) such that heterogeneous treatment effect is
125
captured by a multiplication of common treatment effect rt and a function of
unobserved heterogeneity. Thus the potential outcome turns into:
Y 0it = I(αt + Vi − ε0it ≥ 0)
Y 1it = I(αt + γtf(Vi) + Vi − ε1it ≥ 0)
Then I make assumption on distribution of random shocks such that
ε1it ∼ logistic(γitV , 1), ε0it ∼ logistic(0, 1)
Here I assume that shock received by treatment group is related with het-
erogeneous treatment effect and average characteristics V . If we assume Vi
captures ability, then this assumption can be interpreted as that one’s out-
come under treatment is affected by level of her ability comparing with the
average level. Thus one’s decision on treatment is decided by her knowledge
of her unobserved heterogeneity. Under these assumptions, the decision rule








(1 + e−αt−g(Vi)+γ(f(V )−f(Vi))(1 + e−αt−Vi)
≥ 0
]
Thus the decision on treatment is determined by the sign of 1− eγt(f(V )−f(Vi)).
If we assume then function f(·) is increasing and γt > 0, ∀t, then D = 1 only
when Vi ≥ V and D = 0 when Vi < V . Thus:










t−1, Vi ≥ V )










t−1, D = 0)
The results under Assumption 3 to 5 are listed in Theorem 3 to 5.
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Theorem 3 (Bounds on ATETS under MTS). Suppose that Assumption 2
and Assumption 3 hold. Let LBt and UBt be the lower bound and upper bound
in Theorem 3, then we have:
LBt ≤ ATETSt ≤P (Yt|Y t−1 = 0, D = 1)
−min{P (Yt = 1|Y t−1 = 0, D = 0), P (Yt = 1|Y t−1 6= 0, D = 0)}
(3.3.4)
under positive MTS, and
UBt ≥ ATETSt ≥P (Yt|Y t−1 = 0, D = 1)
−max{P (Yt = 1|Y t−1 = 0, D = 0), P (Yt = 1|Y t−1 6= 0, D = 0)}
(3.3.5)
under negative MTS.
Theorem 4 (Bounds on ATETS under MTR). Suppose that Assumption 2
and Assumption 4 hold. Let LBt and UBt be the lower bound and upper bound
in Theorem 3, then we have:
0 ≤ ATETSt ≤ UBt under positive MTR (3.3.6)
and
LBt ≥ ATETSt ≥ 0 under negative MTR. (3.3.7)
Theorem 5 (Bounds on ATETS under SP). Suppose that Assumption 2 and
Assumption 5 hold, then we have:
0 ≤ ATETSt ≤P (Yt|Y t−1 = 0, D = 1)
−min{P (Yt = 1|Y t−1 = 0, D = 0), P (Yt = 1|Y t−1 6= 0, D = 0)}
(3.3.8)
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under positive MTS and MTR, and
0 ≥ ATETSt ≥P (Yt|Y t−1 = 0, D = 1)
−max{P (Yt = 1|Y t−1 = 0, D = 0), P (Yt = 1|Y t−1 6= 0, D = 0)}
(3.3.9)
under negative MTS and MTR.
3.3.3 Mixed Outcome
The results above can be extended to cases where the outcome is a
mixed variable. Since this paper researches on the performance of treatment
on survivors in each period, the outcome is required to have a positive pos-
sibility at zero and it can be continuous at least in some feasible interval.
ATETSt is not able to be identified in this scenario. Instead, we can identify
differences in distribution, which can be captured by differences in percentiles.
By identifying bounds on conditional CDF in each period, Charles F Manski
and C Sims (1994) provides a way to give bounds on the difference on quan-
tiles between treatment group and control group. To make identification on
bounds on CDF, we need to make modification on Assumption 2 and make it
a stronger assumption.
Assumption 6 (Conditional Independence). Define Y 1t ≥ 0 as a mixed vari-
able with positive probability at 0 in period t with treatment and Y 0t ≥ 0 as











(Y 01 , Y
0
2 , ..., Y
0
t−1) are vector of historical outcomes with treatment and without


























t−1, D = 0)
Assumption 6 solely cannot be used to identify bounds on conditional
CDF. Thus, this paper combines it with First Order Stochastic Dominance
Assumption and shows under these two assumptions, one side of quantile dif-
ference can be identified.





























t−1, D = 0)
Theorem 6. Suppose Assumption 6 and Assumption 7 hold. For d = 0, 1
define the α− quantileofP(Ydt |Y
1
t−1 = 0) as:
qd(α|Y 1t−1 = 0) ≡ min{ω ∈ Ω : P (Y dt ≤ ω|Y
1
t−1 = 0) ≥ α}












t−1, D = 0),
q1(α|Y 1t−1 = 0)− q0(α|Y
1
t−1 = 0) ≤ s(α) (3.3.10)
where
s(α) ≡ inf{ω1 ∈ Ω : P (Yt ≤ ω1|Y t−1 = 0, D = 1) ≥ α}
− inf{ω0 ∈ Ω : max{P (Yt ≤ ω0|Y t−1 = 0, D = 0), P (Yt ≤ ω0|Y t−1 6= 0, D = 0)} > 1− α}
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t−1, D = 1),
q1(α|Y 1t−1 = 0)− q0(α|Y
1
t−1 = 0) ≥ r(α) (3.3.11)
where
r(α) ≡inf{ω0 ∈ Ω : P (Yt ≤ ω1|Y t−1 = 0, D = 1) ≥ 1− α}
− inf{ω0 ∈ Ω : min{P (Yt ≤ ω0|Y t−1 = 0, D = 0), P (Yt ≤ ω0|Y t−1 6= 0, D = 0)} > α}
3.4 Application
3.4.1 Numerical Exercises under Random Assumption
To show improvement induced by Theorem 1, I conduct some numerical
exercises using the duration model of the outcome given by equation (10), we
have:
Y 0it = I(αt + Vi − ε0it ≥ 0)
Y 1it = I(αt + γit + Vi − ε1it ≥ 0)
Now assume a two period model following the duration model above, where Vi
is a one-dimensional characteristic lying in[−5, 5] and γit = γt. εdit is assumed
to follow AR(1) process and ε1it ⊥⊥ ε0it. Assume:
ε0i1 ∼ N(0, 1), ε1i1 ∼ logit(0, 1)
ε0i2 = ε
0





ATETS2 can be seen as a reduced form approximation of γ2, to show how
results from Theorem 1 tightens bound in Proposition 1, I give graphs how
the two bounds differ across true values of γ2 ∈ [−0.9, 0.9], given values of
γ1, α1 and α2 fixed. The results are shown in Figure 3.1. The dashed lines
show results from Theorem 1 and solid lines show results from Proposition 1.
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From Figure 3.1., all lower bounds and upper bounds are increasing with the
true value of γ2, showing partial identification bounds capture features of true
treatment effect-driven parameters. However, as the true value of γ2 increases,
the bounds on ATETSt turn into less precise approximation. Figure 3.1 gives
another fact that when γ1 < 0, result from Theorem 1 has the most significant
difference from the previous result. Recall that the bound in Proposition 1 is
obtained by making restriction that pt−1(6= 0, 0) 6= 0. When γ1 is negative,
it means non-survivors in treatment group lie right to non-survivors in the
control group on the distribution of Vi. Since survivors in have a lower level of
Vi comparing with non-survivors, the difference between Vi of survivors in the
control group and non-survivors in the treatment group. Therefore, situation
where pt−1(6= 0, 0) = 0 is more possible. Thus, allowing pt−1(6= 0, 0) = 0 gives
a tighter bound. Influences from fixed time effects on the difference between
two bounds are not obvious, and this is because both treatment group and
control group receive same fixed time effect; thus the effect of fixed time effect
on selective dropout is small.
3.4.2 Under Non-Random Assumption: Labor Market Return of
College Diploma
It is a common belief that workers with a diploma of advanced educa-
tion have better economic outcomes comparing with others. This prediction
is consistent with both the signaling theory and human capital accumulation
theory. However, because of dynamic selection, it is not clear how does this
effect change over time. Knowledge of treatment effect evolution path also
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Figure 3.1. Comparison Between Results from Proposition 1 and Theorem
1
helps in distinguishing the mechanism behind the effect of a college degree.
Assuming the treatment effect is entirely from human capital accumulation,
then we would expect to see a stable treatment effect over time. If it is not
the case, we would predict that a college diploma has at least some signaling
value on the labor market.
Data used in this section is from NLSY79. Here The treatment group
had attained a college degree in 1979, while the control group did not have
a college degree in 1979 and did not get it until 1990. Two labor market
outcomes are considered: employment status and income above median. In
researches on educational return, positive MTR and positive MTS are usually
assumed. In this setting, positive MTR gives a prior that a college diploma
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has a positive effect on labor market outcome, as mentioned above, this as-
sumption can be explained by both human capital accumulation theory and
signaling theory. Positive MTS gives a prior belief that students with charac-
teristics positively correlated with labor market outcomes are more likely to
attain a college diploma. These characteristics can be ability, ambitious. Etc.
Combining MTR and MTS assumption assumes people with labor-market-
preferred characteristics choose to attain a college diploma because they have
better knowledge that getting a diploma helps them in job seeking.
Table 3.2 and 3.3 shows the estimation results. Table 3.2 shows treat-
ment effect of college on employment status for unemployed workers in each
period. Without other assumptions, the bound in column 1 and column 2 give
a wide range. The bound gets larger across years because of decreasing vari-
ability. Once positive selection into treatment is assumed, the upper bound
becomes very small and shows a decreasing trend. In contrast, when negative
selection is assumed, the upper bound shows an increasing trend. There is no
apparent pattern in how does the treatment effect evolute. It shows employ-
ment status is sometimes not an ideal measure of the labor market outcome.
If workers with a college degree have higher reserve wage, they may choose to
keep seeking jobs instead of taking currently available positions. Variation in
reserve wage gives a wide range of treatment effect on employment status. In
the next exercise, income being above the median is used as destination state.
When the assumption is that student with higher ability chose to attain a col-
lege degree, the treatment effect is very close to zero. Moreover, both upper
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bound and lower bound are relatively stable over the years, with upper bound
slightly increasing over the years. It reveals one possibility that gaining more
human capital is an essential mechanism behind how students with benefit
from a college degree. In both Table 3.2 and Table 3.3, there exist periods
where treatment effect is not identified under SP assumption, especially under
the assumption that positive MTR and positive MTS hold at the same time.
Thus this assumption may not be valid in education return research. However,
this non-identification happen at late periods; thus it can also be driven by
the loss of precision because of the small fraction of survivors.
Table 3.1 shows the difference in the percentile of income. The plus









t−1, D = 0). Under this assumption, upper bound to the dif-
ference of percentiles is identified. This assumption is equivalent to positive
MTR assumption. If we assume the unobserved heterogeneity is ability, the
results from Table 3.1 shows that individuals with high ability benefit from
college degree through a getting income higher than the 75th percentile. The
minus sign represents the reverse, and under this assumption, lower bounds
on the difference of percentiles are identified. Also, from the results in Table
3.1, individuals with lower ability tend to benefit from college degree through
not falling below 25 percentile in income distribution, which is consistent with
results found using binary variables of income being above the 75th percentile
and above 25the percentile.
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Table 3.1Effect of College Diploma on Income Percentile
Differences
25th percentile 50th percentile 75th percentile
Year + - + - + -
1981 ≤-150 ≥1470 ≤240 ≥240 ≤3521 ≥-150
1982 ≤0 ≥700 ≤0 ≥0 ≤0 ≥0
1983 ≤0 ≥200 ≤0 ≥0 ≤200 ≥0
1984 ≤0 ≥300 ≤0 ≥0 ≤1051 ≥0
1985 ≤0 ≥0 ≤0 ≥0 ≤0 ≥0
1986 ≤0 ≥0 ≤0 ≥0 ≤1000 ≥0
1987 ≤0 ≥160 ≤0 ≥0 ≤160 ≥0
1988 ≤0 ≥480 ≤1500 ≥1500 ≤9000 0
1989 ≤0 ≥0 ≤0 ≥0 ≤0 ≥0
1990 ≤400 ≥0 ≤400 ≥400 ≤400 ≥400




























This paper tightens partial identification bounds in a non-parametric
dynamic setting based on work of Vickström et al. (2016) and proposes a
new method to estimate dynamic treatment effect on treated survivors with
non-random treatment assignment. Applying this method to estimate labor
market return of college degree, we find college degree has a small signaling
effect on employment status and income for individuals with labor-market-
preferred characteristics, but potentially high and relatively stable effect for
the others, which may come from human capital accumulation. So college
diploma affect people with different characteristics through different paths.
It is essential to understand the advantage and disadvantage of partial
identification over the other estimation methods. The key advantage is the
non-parametric setting. The parametric and semi-parametric setting would
induce bias with imposing wrong assumptions on distribution or model struc-
ture. Non-parametric estimators are more flexible, giving more accurate in-
formation with appropriate assumptions. Partial identification may not be
preferred when the range is too general to be informative. However, if sharp
bounds can be found, the inference interval of partial identification bounds
can be comparable with inference interval in point estimation, and used a test
of performance of point estimation. The main shortcoming of this method
lies in discrete time assumption. The treatment effects can be sensitive to
the way time periods are divided. Also, the assumptions imposed in non-
randomization part is not valid in all settings. An extension can be made
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to identify the bounds under weaker assumptions. Next step of this paper is
















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Appendix for Chapter 1
A.1 Proofs
A.1.1 Proof of Proposition 1.4.1;





























E {E [Y |D,Z,X]− g(D,X; β)|Z,X}
]









































































































(E [Y |D,Z,X]− E [g(D,X; β)|Z,X])


















A.1.2 Proof of Theorem 1.4.1
We proceed the proof term by term, we first show the expected value





Z(Y − g(D,X; β))
]
= E [Z(Y − g(D,X; β))] = 0






= 1, and the
second equality sign follows the population moment condition.

































Thus, E [maipw(β)] = 0.
A.1.3 Proof of Theorem 1.5.1
The AIPW estimator maintains the property of double robustness un-
der the assumption MAR. In this section, we give a detailed discussion to
show the moment condition holds when either the missing mechanism or the
imputed values of missing variables is correctly specified.
143
First, we show the moment condition specified in Theorem 1.4.1 holds
when the missing mechanism is correctly specified. The expectation of moment
function is written as:








φ(Z,X,RD, RY , RDD,RY Y, β)
]
(A.1.2)
The first term in equation A.1.2 equals to the expectation of full data





























RD = 1, RY = 1|Z,X,D, Y
]
p11
Z(Y − g(D,X; β))
}
= E [Z(Y − g(D,X; β))] = 0
The last equality follows the full data moment condition defined in
equation 1.2.4.
The second term in equation A.1.2 equals to zero following the anal-
























































where a is a function of the observables such that
a(Z,X, Y ) = Z [(Y − E [g(D,X; β)|Z,X, Y ])− (E [Y |Z,X]− E [g(D,X; β)|Z,X])]
The last equality holds if p11, py are correctly specified.
























if pd is also correctly specified.

















Therefore, the moment condition holds if (pd, py,p11) are correctly spec-
ified.
Next, we show the moment condition holds ifE [g(D,X; β)|Z,X], E [Y |D,Z,X],




















E [a(Z,X, Y )|Z,X]
}
= 0
followingE [Y − E [g(D,X; β)|Z,X, Y ] |Z,X] = E [Y |Z,X]−E [g(D,X; β)|Z,X].
The same proof can be applied on the second component of φ, following
E [E [Y |D,Z,X]− g(D,X; β)|Z,X] = E [Y |Z,X]− E [g(D,X; β)|Z,X]






[(Y − g(D,X; β))− (E [Y |Z,X]− E [g(D,X; β)|Z,X])]
+ (E [Y |Z,X]− E [g(D,X; β)|Z,X])}
= 0 + E {E [Y |Z,X]− E [g(D,X; β)|Z,X]}
= E[maipw(β)] = 0
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The second equality follows:
E [Y − g(D,X; β)|Z,X] = E [Y |Z,X]− E [g(D,X; β)|Z,X]
and the last equality follows the iterative law of expectations.
A.1.4 Proof of Theorem 1.5.2
We use mfull to denote the original population level moment function,
such that:
mfull(β) = Z (Y − g(D,X; β))




(mfull − E [mfull|Z,X])︸ ︷︷ ︸
(1)




















(Y − E [Y |Z,X])︸ ︷︷ ︸
(4)
We discuss the variance of each term.
The variance of the first term equals to:
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The variance of the second term equals to:





The covariance between (1) and (2) equals to 0 following:




(mfull − E [mfull|Z,X])E [mfull|Z,X]
]
= E [(E [mfull|Z,X]− E [mfull|Z,X])E [mfull|Z,X]] = 0
The covariance between (1) and (3) is equivalent to the negative of
V ar ((3)), following
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(E [mfull|D,Z,X]− E [mfull|Z,X])2
]
= −V ar ((3))
Also, Cov((2), (3)) = 0 following similar argument as in the proof for
Cov ((1), (2)).
Next, we derive the correlation between (3) and the other terms.



















E [(mfull − E [mfull|Z,X])Z (Y − E [Y |Z,X]) |Z,X]
]







Z2Cov (g(D,X; β), Y |Z,X)
]














(E [mfull|D,Z,X]− E [mfull|Z,X])





























































Z2Cov (g(D,X; β), Y |Z,X)
]
A.1.5 Proof of Theorem 1.5.4
The first part of this proof heavily depend on the results from Newey
(1994) and Newey and McFadden (1994). Two takeaways from Newey (1994)
are: (a) the methods of estimating the nuisance parameters do not affect the
asymptotic variance of the estimator; (b) the nuisance parameters do not affect
the variance of the primary model if it does not affect consistency of the model.























Z [(E [Y |D,Z,X]− g(D,X; β))









































in the second component in maipw.
The nuisance parameters include the probability of observing D, Y ,
and both, conditional on the observables. Recall that the imputed values for
incomplete model, i.e, E [g(D,X; β)|Z,X], E [Y |Z,X], E [Y |D,Z,X] do not
affect the moment condition, they do not have effect on the variance of VSMAR.
On the other hand, among the propensities, only p11 affect consistency of
maipw via the first component, therefore, despite existence of multiple nuisance
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parameters in four components, we need to only create the correction term for
one of them. For simplicity of notation, denote
φc = −(1− pd)
RDRY
p11




Z [Y − E [Y |Z,X]]
Derivation of the correction term closely followsNewey (1994). Note
that p11 can be seen as a conditional expectation of R
DRY . Results from Sec-
tion 4 in Newey (1994) can be applied. We first need to find a linearization of
φc. Because p11 only affects φc through its values instead of functional form, we
apply equation (3.17) from Newey (1994) directly, and derive the linearization
of φc as:





(E [Y |D,Z,X]− E [Y |Z,X]) p̂11(D,Z,X)
]



















− 1) (E [Y |D,Z,X]− E [Y |Z,X])S(O)
]




) (E [Y |D,Z,X]− E [Y |Z,X])
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Now, we proceed calculation of the VSMAR term by term. We reorganize




(mfull − E [mfull|Z,X])︸ ︷︷ ︸
(1)

























− 1) (E [Y |D,Z,X]− E [Y |Z,X])︸ ︷︷ ︸
(5)
where (5) is the correction term added for nuisance parameter used in
(3).
The variance of the first term equals to:
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V ar ((mfull − E [mfull|Z,X]) |D,Z,X)
]





V ar ((mfull − E [mfull|Z,X]) |D,Z,X)
]
+ V ar (E [mfull|D,Z,X])














+ V ar (E [mfull|D,Z,X])− V ar ((2))
The −V ar((2)) cancels out with the variance of the second term.
Now we consider the covariance between different terms:
Cov ((1), (2)) = 0, Cov ((2), (3)) = 0, Cov ((2), (4)) = 0
Cov ((2), (5)) also equals to zero following analogous argument and the





Cov ((1), (3)) = −V ar((3))
following analogous argument in the Section A.1.4.
Now we consider the covariance between (1) and (4):











E [(mfull − E [mfull|Z,X]) (Y − E [Y |Z,X]) |D,Z,X]
]
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We notice that the covariance between (1) and (5) equals to:










(mfull − E [mfull|Z,X])










(E [mfull|D,Z,X]− E [mfull|Z,X])
× (E [Y |D,Z,X]− E [Y |Z,X])
]
Therefore, some parts in Cov ((1), (4)) and Cov ((1), (5)) cancels with
each other, and get:




V ar (Y |D,Z,X)
]
− E [(1− pd)Cov (E [mfull|D,Z,X] , E [Y |D,Z,X] |Z,X)]
The variance of (4) equals to:










V ar (Y |D,Z,X)
]





























































Cov (E [mfull|D,Z,X] , E [Y |D,Z,X] |Z,X)
]

















)V ar (E [Y |D,Z,X] |Z,X)
]
= −V ar ((5))






V ar ((mfull − E [mfull|Z,X]) |D,Z,X)
]


























V ar (Y |D,Z,X)
]
− 2E [(1− pd)Cov (E [mfull|D,Z,X] , E [Y |D,Z,X] |Z,X)]
where the two terms come from V ar ((4))+2Cov ((1), (4))+2Cov ((1), (5)).
A.1.6 Proof of Theorem 1.5.5
The sketch of the proof follows Cattaneo (2010), Chaudhuri and Guilkey
(2016), Newey (1994), Whitney K Newey (1997) closely, and most of the results
have been proved in the proof of Proposition 2.3 in Chaudhuri and Guilkey
(2016).
First, by the results showed in Theorem 5 and Theorem 8 in Cattaneo
(2010), under the conditions listed in Theorem 1.5.5,
||p̂− p||∞ = op(N−
1
4 ) (A.1.3)
||q̂ − q||∞ = op(N−
1
4 ) (A.1.4)
where p stands for the missing mechanism parameters (pd, py, p11), and q
stands for the imputed missing values (E [D|Z,X] , E [Y |Z,X] , E [Y |Z,X,D]).
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Then, what left is to show the multiplication of the nuisance parameters








[(E [Y |D,Z,X]− g(D,X; β))− (E [Y |Z,X]− E [g(D,X; β)|Z,X])]
and we use analogous conditions to the conditions (32) and (33) from the proof
















− ξ̄N (β0, p̂, q̂(β0)) |
1 + C
√
N |β − β0|
(A.1.6)
for all positive sequences δN = o(1) and a generic constant C > 0, and
























τi = [(E [Yi|Di, Zi, Xi]− g(Di, Xi; β))− (E [Yi|Zi, Xi]− E [g(Di, Xi; β)|Zi, Xi])]
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are Op(1), which follows the conditions A.1.3 and A.1.4.
The proof of the condition A.1.6 also follows the proof of the analogous





under either the Assumption MAR or the Assumption SMAR, therefore, the




N |ξ̄N (β, p̂, q̂(β))− ξ̄N (β0, p̂, q̂(β0)) |
1 + C
√






i=1 ν̂i (τ̂i(β)− τ̂i(β0)) |
1 + C
√
N |β − β0|
(A.1.7)
Proof of equation A.1.7 can be found in proof of Proposition 2.3 and
Proposition 2.4 in Chaudhuri and Guilkey (2016), by setting ωi = c for some
constant c in their corresponding condition. The key condition used in the
proof is that E [τi(β)] = 0 for any β, and it holds from the definition of τi(β).









[(E [Y |D,Z,X]− g(D,X; β))− (E [Y |Z,X]− E [g(D,X; β)|Z,X])]
Next, we combine the IPW moment condition and the last component




[(Y − g(D,X; β))− (E [Y |Z,X]− E [g(D,X; β)|Z,X])] + (A.1.8)
(E [Y |Z,X]− E [g(D,X; β)|Z,X]) (A.1.9)
RDRY
p11
[(Y − g(D,X; β))− (E [Y |Z,X]− E [g(D,X; β)|Z,X])] + (A.1.10)
(E [Y |Z,X]− E [g(D,X; β)|Z,X]) (A.1.11)
and proof of convergence of equation A.1.11 can be found in Theorem 8 in
Cattaneo (2010).
A.1.7 Proof of Lemma 1
Suppose Assumption SMAR and Overlap hold, and Y ⊥⊥ D|Z,X, then
the AIPW estimator maintains double-robustness, following the fact
E [Y |Z,X] = E [Y |D,Z,X]
and therefore estimation on p11 does not affect consistency of the pri-
mary estimator. Then, there is no correction term needed for the AIPW
estimator, under the SMAR assumption. Or, the correction term derived in








) (E [Y |D,Z,X]− E [Y |D,Z,X]) = 0
Therefore, VSMAR = VMAR.
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A.1.8 Proof of Theorem 1.5.6
We proceed the proof the efficiency following the classical three steps.
Step 1 We denote the fully observed variables asO = (Z,X,RD, RY , RDD,RY Y ),
and consider a class of parametric submodels indexed by θ such that the dis-


























where p1θ,y(D,Z,X) is defined as the probability of observing Y given R
D = 1;
and p0θ,d(Z,X) defined as the probability of observing Y given R
D = 0. They
are defined formally as:
p1θ,y(D,Z,X) = Pr
[




RY = 1|Z,X,RD = 0
]
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The score function is defined as:


















































where sθ(Z,X) ≡ ∂∂θfθ(Z,X), sθ(Y,D|Z,X) ≡
∂
∂θ
fθ(Y,D|Z,X) , sθ(D|Z,X) ≡
∂
∂θ













The tangent set is characterized by:












f11(Y,D,Z,X)∈ L20 (F (Y,D|Z,X)) ,f10(D,Z,X) ∈ L20 (F (D|Z,X))
f01(Y, Z,X)∈ L20 (F (Y |Z,X)) ,f0(Z,X) ∈ L20 (F (Z,X))
Step 2 The full data moment condition is written as:
AE
[




for any matrix A of size dθ×dm, where dθ is the dimension of unknown
parameters while dm is the number of moment conditions. The matrix A is
added to convert an over-identified system of moment conditions into the just-
identified moment conditions. In our framework, the moment condition mfull
is defined to be mfull(Z,X,D, Y ; β













mfull(Z,X,D, Y ; β
0) (s(Z,X)′ + s(D|Z,X)′ + s(Y |D,Z,X)′)
]
Then, we conjecture a such that
E [ϕS ′O] = E
[
mfull(Z,X,D, Y ; β
0) (s(Z,X)′ + s(D|Z,X)′ + s(Y |D,Z,X)′)
]























Z (Y − g(D,X; β))×
(









= E [mfull(Z,X,D, Y ; β) (s(Z,X)
′ + s(D|Z,X)′ + s(Y |D,Z,X)′)]










− pθ,d(Z,X) = 0
E
[
RY |Z,X,D, Y,RD = 1
]
− p1θ,y(D,Z,X) = 0
Then we need to show, the expectation of interaction between SO and






















× Z [(Y − E [g(D,X; β)|Z,X])− (E [Y |Z,X]− E [g(D,X; β)|Z,X])]
×
(
RDRY sθ(Y,D|Z,X) + (1−RD)RY sθ(Y |Z,X)
)}
= E [(1− pd)Z [(Y − E [g(D,X; β)|Z,X])− (E [Y |Z,X]− E [g(D,X; β)|Z,X])]
× (sθ(Y |Z,X)− sθ(Y,D|Z,X))]
= E [(1− pd)Z [(Y − E [g(D,X; β)|Z,X])− (E [Y |Z,X]− E [g(D,X; β)|Z,X])] sθ(D|Z,X, Y )]
= 0



















× Z [(E [Y |D,Z,X]− g(D,X; β))− (E [Y |Z,X]− E [g(D,X; β)|Z,X])]
×
(












Z [(E [Y |D,Z,X]− g(D,X; β))− (E [Y |Z,X]− E [g(D,X; β)|Z,X])]
× sθ(Y |D,Z,X) = 0
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Z (E [Y |Z,X]− E [g(D,X; β)|Z,X])SO
×Z (E [Y |Z,X]− E [g(D,X; β)|Z,X])
}
= E {(−p01sθ(D|Z,X, Y )− p10sθ(Y |Z,X,D)− sθ(Y,D|Z,X))
×Z (E [Y |Z,X]− E [g(D,X; β)|Z,X])}
= 0






[Z(Y − g(D,X; β))− Z (E [Y |D,Z,X]− g(D,X; β))] +
1− pd
p11
















Z (Y − E [Y |Z,X])
}
+ Z (E [Y |Z,X]− E [g(D,X; β)|Z,X])
Set b11, b01, b10, b00 to be zero, and we can easily confirm that
Z (E [Y |Z,X]− E [g(D,X; θ)|Z,X]) ∈ L20 (F (Z,X))
1− pd(Z,X)
p01(Z,X)
Z (Y − E [Y |Z,X]) ∈ L20 (F (Y |Z,X))
1
pd(Z,X)
[Z (E [Y |D,Z,X]− g(D,X; β))− Z (E [Y |Z,X]− E [g(D,X; β)|Z,X])]
∈ L20 (F (D|Z,X))
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The last to confirm is that the function followingRDRY is in L20 (F (Y,D|Z,X)),






[Z(Y − g(D,X; β))− Z (E [Y |D,Z,X]− g(D,X; β))] + 1− pd
p11




[Z (E [Y |D,Z,X]− g(D,X; β))− Z (E [Y |Z,X]− E [g(D,X; β)|Z,X])] |Z,X
}
= 0






[Z(Y − g(D,X; β))− Z (E [Y |D,Z,X]− g(D,X; β))] +
1− pd
p11










[Z (Y − E [Y |D,Z,X])] |Z,X,D
}
= 0





[Z (E [Y |D,Z,X]− g(D,X; β))− Z (E [Y |Z,X]− E [g(D,X; β)|Z,X])] |Z,X
]
= 0
and can be interpreted as a function in L20 (F (D|Z,X)).
Note that sθ(Y,D|Z,X) = sθ(Y |D,Z,X) + sθ(D|Z,X). Therefore,
ϕ ∈ T .
Therefore, given A, the efficient influence function is −(AG)−1Aϕ, and
the variance of it is (AG)−1AVMARA
′(AG)−1
′
. The efficient influence function
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involves A affecting the variance, and we choose the variance minimizer to be





Appendix for Chapter 2
B.1 Examples of the Target Parameters
Table B.1 contains the list of target parameters. The table is taken
from Mogstad, Santos and Torgovitsky (2018).
B.2 More Discussions
B.2.1 Point-wise and Uniform Sharp Bounds on MTE
In Section 2.2, we provided some examples of target parameters. The
building block for these parameters is the MTE, m1(u)−m0(u) (suppressing
x). Heckman and Vytlacil (2005) show why this fundamental parameter can
be of independent interest. Unlike other target parameters proposed here, we
may want to allow the MTE to be a function of u (beyond evaluating it at a
fixed u). In this section, we discuss the subtle issue of point-wise and uniform
sharp bounds on τMTE(u) ≡ m1(u)−m0(u) as a function of u.
Suppress X for simplicity. Recall q(u) ≡ {q(e|u)}e∈E and Q ≡ {q(·) :∑




m1(·)−m0(·) : md(·) = E[Yd|U = ·] =
∑
e∈E:ge(d)=1








E[Y (1)− Y (0)] [0, 1] 2d− 1
(ATE)
LATE for Compliers
E {Y (1)− Y (0)|u ∈ [P (z0, x), P (z1, x)]} [P (z0, x), P (z1, x)] (2d− 1)× 1(u∈[P (z0,x),P (z1,x)])P (z1,x)−P (z0,x)(LATE-C) given x ∈ X
LATE for Always-Takers
E {Y (1)− Y (0)|u ∈ [0, P (z0, x)]} [0, P (z0, x)] (2d− 1)× 1(u∈[0,P (z0,x)])P (z0,x)(LATE-AT) given x ∈ X
LATE for Never Takers
E {Y (1)− Y (0)|u ∈ [P (z1, x), 1]} [P (z1, x), 1] (2d− 1)× 1(u∈[P (z1,x),1])1−P (z1,x)(LATE-NT) given x ∈ X
LATE for [u, u] E[Y (1)− Y (0)|u ∈ [u, u]] [P (z0, x), P (z1, x)] (2d− 1)× 1(u∈[u,u])u−u
Marginal Treatment Effect
E[Y (1)− Y (0)|u′] u′ (2d− 1)× 1(u = u′)
(MTE)∗
Policy Relevant Treatment Effect
E(Y ′)−E(Y )
E(D′)−E(D) [0, 1] (2d− 1)×
Pr[u≤P ′(z′)]−Pr[u≤P ′(z)]
E[P (Z′)]−E[P (Z)]
(PRTE) for a new policy (P ′, Z′)
* The MTE uses the Dirac measure at u′, while the other target parameters use the Lebesgue
measure on [0, 1].
Table B.1Examples of the Target Parameters
The bounds on τMTE ∈ M in the ∞-LP are given by using a Dirac delta
function as a weight. Therefore, given evaluation point u ∈ [0, 1], (∞-LP1)–
(∞-LP3) can be simplified as follows, defining the upper and lower bounds





















q(e|ũ)dũ = p(1, d|z) ∀(d, z) ∈ {0, 1}2. (B.2.3)
Then, for any fixed u ∈ [0, 1],
τ(u) ≤ τMTE(u) ≤ τ(u).
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We argue that these bounds are point-wise sharp but not necessarily uniformly
sharp for τMTE(·).1
Definition B.2.1 (Point-wise Sharpness). τ(·) and τ(·) are point-wise sharp
if, for any ū ∈ [0, 1], there exist τMTE,ū, τMTE,ū ∈ M such that τ(ū) =
τMTE,ū(ū) and τ(ū) = τMTE,ū(ū).
Theorem B.2.1. τ(·) and τ(·) are point-wise sharp bounds on τMTE(·).
The proofs of this and other theorems appear later. Note that point-
wise bounds will maintain some properties of an MTE function, but not all.
For uniform sharpness, τ(·) and τ(·) themselves have to be MTE functions on
[0, 1], i.e., τ(·) and τ(·) should be elements in M.
Definition B.2.2 (Uniform Sharpness). τ(·) and τ(·) are uniformly sharp if
τ(·), τ(·) ∈M.
The following theorem is almost immediate.
Theorem B.2.2. τ(·) is uniformly sharp if and only if there exists q∗(·) ∈





∗(e|u) for all u ∈ [0, 1]. Similarly, τ(·) is uniformly sharp if







†(e|u) for all u ∈ [0, 1].
1See Sergio Firpo and Geert Ridder (2019) for related definitions of point-wise and uni-
form sharpness.
171
The following is a more useful result that relates point-wise bounds with
uniform bounds. For each ū, let q∗ū(·) and q
†
ū(·) be the point-wise maximizer
and minimizer of (B.2.1)–(B.2.3), respectively.
Corollary B.2.1. τ(·) is uniformly sharp if and only if there exists q∗(·) ∈ Q
such that q∗(·) is in the feasible set and q∗ū(ū) = q∗(ū) for all ū ∈ [0, 1]. Also,
τ(u) is uniformly sharp if and only if there exists q†(·) ∈ Q such that q†(·) is
in the feasible set and q†ū(ū) = q
†(ū) for all ū ∈ [0, 1].
Based on the Bernstein approximation we introduce, this corollary
implies that for a uniform upper bound to exist, there should exist a com-











for all u. In other words,
if θ∗ū is the maximizer of the LP for given ū, then there should exist θ
∗ in the
feasible set such that θ∗ū = θ
∗ for all ū ∈ [0, 1]. Since this condition will not
generally hold, uniformly sharp bounds on the MTE may not exist. The con-
dition can be verified in practice by implementing the LP in a finite grid of u
in [0, 1] and checking whether θ∗u is constant for all values in the grid.
B.2.2 Inference
It is important to construct a confidence set for our target parameter
or its bounds in order to account for the sampling variation in measuring
treatment effectiveness. It will also be interesting to develop a procedure to
conduct a specification test for the identifying assumptions discussed in Section
2.6. The problem of statistical inference when the identified set is constructed
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via linear programming has been studied in, e.g.,Deb et al. (2017), Mogstad,
Santos and Torgovitsky (2018), Yu-Wei Hsieh, Xiaoxia Shi and Matthew Shum
(2018), and Alexander Torgovitsky (2019b) . Among these papers, Magne
Mogstad, Andres Santos and Alexander Torgovitsky (2017)’s setting is closest
to ours, and their inference procedure can be directly adapted to our problem.
Instead of repeating their result here, we only briefly discuss the procedure.
Recall q(u, x) ≡ {q(e|u, x)}e∈E is the latent distribution and p ≡ {p(1, d|z, x)}d,z,x
is the distribution of the data, and Rτ , R0, R1, and R2 denote the linear op-
erators of q(·) that correspond to the target and constraints. Consider the
following hypotheses:
H0 :p ∈ P0, H1 : p ∈ P\P0,
where
P0 ≡ {p ∈ P : Rq = a for some q ∈ Q}
and
R ≡ (R′τ , R′0, R′1, R′2)′
a ≡ (τ, p′, a′1, a′2)′
Suppose R̂ and â are sample counterparts of R and a. Then, a minimum





∥∥∥R̂q − â∥∥∥ .
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Similar to Mogstad, Santos and Torgovitsky (2017), Tn(τ) is the solution to a
convex optimization problem that can be reformulated as an LP using duality.
A (1 − α)-confidence set for the target parameter τ can be constructed by
inverting the test:
CS1−α ≡ {τ : Tn(τ) ≤ ĉ1−α}
where ĉ1−α is the critical value for the test. The resulting object is of indepen-
dent interest, and it can further be used to conduct specification tests. The
large sample theory for Tn(τ), as well as a bootstrap procedure to calculate
ĉ1−α, will directly follow according to Mogstad, Santos and Torgovitsky (2017),
which is omitted for succinctness.
B.2.3 Linear Programming with Continuous X
Suppose X is continuously distributed and assume X = [0, 1]dX . Let
q(u, x) ≡ {q(e|u, x)}e∈E and p(x) ≡ {p(1, d|z, x)}d,z. Recall that Rτ : Q → R
and R : Q → Rdp are the linear operators of q(·) where dp is the dimension of







s.t. (Rq(x) = p(x) for all x ∈ X , (B.2.6)
where (Rq)(x) = p(x) emphasizes the dependence on x, and thus contains
infinitely many constraints. Therefore, this LP is infinite dimensional because
174
of not only the decision variable but also the constraints. The problem with
q is addressed with the sieve approximation. To address the problem with
continuous X, we proceed as follow. Note that, in general, E |h(X)| = 0 if
and only if h(x) = 0 almost everywhere in X . Therefore, each j-th equation
in the equality restrictions (B.2.6) can be replaced by
E |(Rq)j(X)− pj(X)| = 0.











θek = 1∀k ∈ K̃ and θek ≥ 0 ∀(e, k)
 ⊆ Q,
(B.2.7)





































where δ̃dk(z, x) ≡
∫
Udz,x










Then, we can formulate the following finite-dimensional LP:










































∣∣∣∣∣∣ = 0. (B.2.12)

















ˆ̃δdk(Zi, Xi)− p̂(1, d|Zi, Xi)
∣∣∣∣∣∣ ≤ η,
where p̂(1, d|z, x) is some preliminary estimate of p(1, d|z, x) and η is the slack-
ness parameter.
Later, we want to introduce additional constraints from some identify-
ing assumptions:
R1q = a1 (B.2.13)
R2q ≤ a2 (B.2.14)
For the equality restrictions, we can use the same approach that transforms
(B.2.6). For the inequality restrictions (B.2.14), we can allow any identifying
assumptions for which R2 is a matrix rather than an operator:
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Assumption MAT. R2 is a dim(a2)× dim(q) matrix.
Assumptions M and C and the unconditional version of Assumption
MTS satisfy this condition.
B.2.4 Equivalence with the IV-Like Estimands
We draw a connection between our approach and the approach used
in Mogstad, Santos and Torgovitsky (2018). In particular, we show that the
identified set of the MTR functionsMid used in Mogstad, Santos and Torgov-
itsky (2018) is equivalent to the set of MTR functions derived from the feasible
set used in this paper. Therefore, the feasible set in this paper contains no less
information about the data than those contained inMid via IV-like estimands
in their paper.
The IV-like estimand is defined in Proposition 3 in Mogstad, Santos
and Torgovitsky (2018), and is stated as below.
Proposition B.2.1 (IV-like Estimand from Mogstad, Santos and Torgovitsky
(2018)). Suppose that s : {0, 1} × Rdz×dx → R is an identified (or known)
function that is measurable and has a finite second moment. We refer to such




















where ω0s(u, z, x) = s(0, z, x)1[u > p(z, x)], and ω1s(u, z, x) = s(1, z, x)1[u ≤
p(z, x)].
For the MTR functions to be consistent with the data, the following
conditions need to be satisfied:














Define the identified set as:
Mid =
{
m = (m0,m1),m0,m1 ∈ L2 : m0,m1 satisfies equation (B.2.16) and (B.2.17) a.s
}
.
This identified set is defined in Mogstad, Santos and Torgovitsky (2018,
Section 2.5). The definition follows the fact that the MTR functions inMid are
compatible with the observed conditional means of Y . In this sense, it exhausts
the information of the data contained in the conditional means. When Y is
binary, the conditional means of Y contain the information of the complete
distribution.
Define the feasible set Qf as
Qf =
{
q ∈ L2 : q ∈ Q and satisfies equation (∞-LP3)
}
.
To establish the connection withMid, we construct the set of MTR functions




m = (m0,m1) : md =
∑
e:ge(d)=1
q(e|u, x), d = {0, 1}, q ∈ Qf
}
.
Then the following holds, proof of which appears later:
Theorem B.2.3. Suppose Y is discretely distributed. Under the Assumption
SEL and EX, Mf =Mid.
Proposition 3 in Mogstad, Santos and Torgovitsky (2018) shows an
equivalence relationship between the identified set Mid and the set of MTR
functions satisfying constraints based on selected IV-like estimands. Theorem
B.2.3 shows that the information contained in our feasible set used in the
LP is the same as the selected IV-like estimands that exhaust the available
information. Theorem B.2.3 can be extended to the case where Y is discrete
and X is continuous. When Y is a non-binary discrete outcome variable,Mid
andMf only exhaust the information on the conditional means, but not other
distributional information. Nonetheless, that missing information is captured
by Qf that we use as our constraint set, because q(e|u) is defined as the
conditional probability of Y taking each value.
B.3 Proofs
B.3.1 Proof of Lemma 2
Fix (d, z, x). By
∑












Then, in (∞-LP3), the constraint with p(0, d|z, x) can be written as





















Then by rearranging terms, this constraint becomes






since Pr[D = d|Z = z,X = x] − p(0, d|z, x) = p(1, d|z, x). Therefore, the
constraint with p(0, d|z, x) does not contribute to the restrictions imposed by
(∞-LP3) and q ∈ Q.
B.3.2 Proof of Theorem 2.5.1
In proving the claim of the theorem, note that Z can be fixed at a
certain value, so we fix Z = z here. We first prove with Case (a). To simplify
notation, let q(e1, ..., eJ |u) ≡ Pr[ε ∈ {e1, ..., eJ}|u] =
∑J
j=1 q(ej|u). Based on
Table (2.1), we can easily derive

















q(5, ..., 8, 13, ..., 16|u)du,








q(3, 4, 7, 8, 11, 12, 15, 16|u)du,
















Then, for the r.h.s. (p11|z1, p11|z0, p10|z1, p10|z0)
′ of the constraints in (LPW3)
that correspond to Z = z, the corresponding l.h.s. is
∫ P (z)
0
q(9, ..., 16|u)du∫ P (z)
0
q(5, ..., 8, 13, ..., 16|u)du∫ 1
P (z)
q(3, 4, 7, 8, 11, 12, 15, 16|u)du∫ 1
P (z)
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where T is a matrix of operators implicitly defined and q(u) ≡ (q(1|u), ...., q(16|u)).







where, for each e ∈ {1, ..., 16}, θe ≡ (θe1, ..., θeK)′. Similarly, let b(u) ≡
(b1(u), ..., bK(u))
′. Then, we have q(e|u) = b(u)′θe. Let H be a 16× 16 diago-
nal matrix of 1’s and 0’s that imposes additional identifying assumptions on
the outcome data-generating process. In this proof, H is used to incorporate
Assumption R(i). Given H, the constraints in (LPW3) (that correspond to
Z = z) can be written as
THq = {TH ⊗ b′} θ = (p11|z1, p11|z0, p10|z1, p10|z0)′.
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Now, we prove the claim of the theorem. Suppose the claim is not true,
i.e., the even rows are linearly dependent to odd rows in TH. Given the form
of T , which has full rank under Assumption R(ii)(a), this linear dependence
only occurs when H is such that Hjj = 1 for j ∈ {1, 4, 13, 16} and 0 otherwise.
But, according to Table 2.1, this implies that Pr[Y (d, w) 6= Y (d, w′)] = 0 for
all d and w 6= w′, which contradicts Assumption R(i). This proves the theorem
for Case (a).
Now we move to prove the theorem for Case (b), analogous to the
previous case. For every z, we can derive

















q(5, ..., 8, 13, ..., 16|u)du,








q(3, 4, 7, 8, 11, 12, 15, 16|u)du,
















where Udz,w can be analogously defined. Then,
∫ P (z,w)
0
q(9, ..., 16|u)du∫ P (z,w′)
0
q(5, ..., 8, 13, ..., 16|u)du∫ 1
P (z,w)
q(3, 4, 7, 8, 11, 12, 15, 16|u)du∫ 1
P (z,w′)
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θ = (p11|z1, p11|z0, p10|z1, p10|z0)
′.
Then the remaining argument is the same as in the previous case, which com-
pletes the proof.
B.3.3 Proof of Theorem B.2.1









for some q∗ū(·) ≡ {q∗ū(e|·)}e∈E in the feasible set of the LP, (B.2.1) and (B.2.3).









which is in M by definition. We can have a symmetric proof for τ(·).
B.3.4 Proof of Theorem B.2.2











∗(e|u) for all u ∈ [0, 1] is
equivalent to τ(·) being contained in M, and similarly for τ(·).
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B.3.5 Proof of Theorem B.2.3
From (∞-LP3), we can write E[Y |D = 0, Z,X] in terms of q(e|u,X) as
below:
E[Y |D = 0, Z,X]= Pr [Y = 1|D = 0, Z,X] = Pr [Y = 1, D = 0|Z,X]

















Therefore, for (m0,m1) ∈Mf











We conclude that Mf ⊂Mid.
Now suppose m ∈Mid. By (B.2.16) and (B.3.1), for ∀z, x
1


















 du = 0
This equality holds for all the possible values of P (z, x), we conclude
that m0(u, x) =
∑
e:ge(0)=1
q(e|u, x) on the support u ∈ [0, 1], ∀x following the
fundamental theorem of calculus. Following the symmetric procedure, we can
conclude that m1(u, x) =
∑
e:ge(1)=1




Appendix for Chapter 3
C.1 Proof of Theorem 2
Now for d=0,1, define
pdt−1(0, 0) =: P (Y
1
t−1 = 0, Y
0
t−1 = 0|D = d)
pdt−1(0, 6= 0) =: P (Y
1
t−1 = 0, Y
0
t−1 6= 0|D = d)
pdt−1( 6= 0, 0) =: P (Y
1
t−1 6= 0, Y
0
t−1 = 0|D = d)
Without randomization assumption, E[Y 1t |Y
1




P (Yt = 1, Y t−1 = 0|D = 1)P (D = 1) +
B︷ ︸︸ ︷
P (Y 1t = 1, Y
1
t−1 = 0|D = 0)P (D = 0)
P (Y t−1 = 0|D = 1)P (D = 1) + P (Y
1
t−1 = 0|D = 0)P (D = 0)
−
C︷ ︸︸ ︷
P (Y 0t = 1, Y
1
t−1 = 0|D = 1)P (D = 1) +
D︷ ︸︸ ︷
P (Y 0t = 1, Y
1
t−1 = 0|D = 0)P (D = 0)
P (Y t−1 = 0|D = 1)P (D = 1) + P (Y
1
t−1 = 0|D = 0)P (D = 0)
(C.1.1)
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In C.1.1, A is identified.
B − C −D =P (Y 1t = 1|Y
1
t−1 = 0, Y
0
t−1 = 0, D = 0)p
0
t−1(0, 0)P (D = 0)
+ P (Y 1t = 1|Y
1
t−1 = 0, Y
0
t−1 6= 0, D = 0)p0t−1(0, 6= 0)P (D = 0)
− P (Y 0t = 1|Y
1
t−1 = 0, Y
0
t−1 = 0, D = 1)p
1
t−1(0, 0)P (D = 1)
− P (Y 0t = 1|Y
1
t−1 = 0, Y
0
t−1 6= 0, D = 1)p1t−1(0, 6= 0)P (D = 1)
− P (Y 0t = 1|Y
1
t−1 = 0, Y
0
t−1 = 0, D = 0)p
0
t−1(0, 0)P (D = 0)
− P (Y 0t = 1|Y
1
t−1 = 0, Y
0
t−1 6= 0, D = 0)p0t−1(0, 6= 0)P (D = 0)
Under Assumption 2,
P (Y 0t = 1|Y
1
t−1 = 0, Y
0
t−1 = 0, D = 0) = P (Yt = 1|Y t−1 = 0, D = 0)
P (Y 0t = 1|Y
1
t−1 = 0, Y
0
t−1 6= 0, D = 0) = P (Yt = 1|Y t−1 6= 0, D = 0)
Plug into B − C −D, get
B − C −D =P (Y 1t = 1|Y
1
t−1 = 0, Y
0
t−1 = 0, D = 0)p
0
t−1(0, 0)P (D = 0)
+ P (Y 1t = 1|Y
1
t−1 = 0, Y
0
t−1 6= 0, D = 0)p0t−1(0, 6= 0)P (D = 0)
− P (Y 0t = 1|Y
1
t−1 = 0, Y
0
t−1 = 0, D = 1)p
1
t−1(0, 0)P (D = 1)
− P (Y 0t = 1|Y
1
t−1 = 0, Y
0
t−1 6= 0, D = 1)p1t−1(0, 6= 0)P (D = 1)
− P (Yt = 1|Y t−1 = 0, D = 0)p0t−1(0, 0)P (D = 0)
− P (Yt = 1|Y t−1 6= 0, D = 0)p0t−1(0, 6= 0)P (D = 0)
(C.1.2)
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Substitute C.1.2 into C.1.1,
ATETSt =
P (Yt = 1|Y t−1 = 0, D = 1)P (Y t−1|D = 1)P (D = 1)
P (D = 1)P (Y t−1 = 0|D = 1) + P (D = 0)p0t−1(0, 0) + P (D = 0)p0t−1(0, 6= 0)
+




t−1 = 0, Y
0
t−1 = 0, D = 0)− P (Yt = 1|Y t−1 = 0, D = 0)]
P (D = 1)P (Y t−1 = 0|D = 1) + P (D = 0)p0t−1(0, 0) + P (D = 0)p0t−1(0, 6= 0)
+
p0t−1(0, 6= 0)P (D = 0)[P (Y 1t = 1|Y
1
t−1 = 0, Y
0
t−1 6= 0, D = 0)− P (Yt = 1|Y t−1 6= 0, D = 0)]
P (D = 1)P (Y t−1 = 0|D = 1) + P (D = 0)p0t−1(0, 0) + P (D = 0)p0t−1(0, 6= 0)
−




t−1 = 0, Y
0
t−1 = 0, D = 1)
P (D = 1)P (Y t−1 = 0|D = 1) + P (D = 0)p0t−1(0, 0) + P (D = 0)p0t−1(0, 6= 0)
−
P (D = 1)p1t−1(0, 6= 0)P (Y 0t = 1|Y
1
t−1 = 0, Y
0
t−1 6= 0, D = 1)
P (D = 1)P (Y t−1 = 0|D = 1) + P (D = 0)p0t−1(0, 0) + P (D = 0)p0t−1(0, 6= 0)
(C.1.3)
Notice that C.1.3 is decreasing in P (Y 0t = 1|Y
1
t−1 = 0, Y
0
t−1 = 0, D = 1)
and P (Y 0t = 1|Y
1
t−1 = 0, Y
0









t−1 = 0, Y
0
t−1 = 0, D 6= 0). Also p1t−1(0, 6=
0) + p1t−1(0, 0), thus
(A15)
≤ P (D = 1)P (Y t−1 = 0|D = 1)P (Yt = 1|Y t−1 = 0, D = 1) + P (D = 1)P (Y t−1 = 0|D = 1)
P (D = 1)P (Y t−1 = 0|D = 1) + P (D = 0)p0t−1(0, 0) + P (D = 0)p0t−1(0, 6= 0)
−
p0t−1(0, 0)P (D = 0)P (Yt = 1|Y t−1 = 0|D = 0)
P (D = 1)P (Y t−1 = 0|D = 1) + P (D = 0)p0t−1(0, 0) + P (D = 0)p0t−1(0, 6= 0)
−
p0t−1(0, 6= 0)P (D = 0)P (Yt = 1|Y t−1 6= 0|D = 0)
P (D = 1)P (Y t−1 = 0|D = 1) + P (D = 0)p0t−1(0, 0) + P (D = 0)p0t−1(0, 6= 0)
188
Note that the lower bound is decreasing in both p0t−1(0, 0) ∈ [0, P (Y t−1 =
0|D = 0)] and p0t−1(0, 6= 0) ∈ [0, P (Y t−1 = 0|D 6= 0)], we have:
LBt = −
P (D = 1)P (Y t−1 = 0, D = 1) + P (Yt = 1|D = 0)P (D = 0)
P (D = 1)P (Y t−1 = 0|D = 1) + P (D = 0)
(C.1.4)
Go back to C.1.3, take P (Y 0t = 1|Y
1
t−1 = 0, Y
0
t−1 = 0, D = 1) = 0 and
P (Y 0t = 1|Y
1
t−1 = 0, Y
0
t−1 = 0, D 6= 1) = 0, and P (Y 0t = 1|Y
1
t−1 = 0, Y
0
t−1 =
0, D = 0) = 1 ,P (Y 0t = 1|Y
1
t−1 = 0, Y
0
t−1 = 0, D 6= 0) = 1.
(A15) <
P (D = 1)P (Y t−1 = 0|D = 1)P (Yt = 1|Y t−1 = 0, D = 1)
P (D = 1)P (Y t−1 = 0|D = 1) + P (D = 0)p0t−1(0, 0) + P (D = 0)p0t−1(0, 6= 0)
+
[P (D = 0)p0t−1(0, 0) + P (D = 0)p
0
t−1(0, 6= 0)][1− P (Yt = 1|Y t−1 6= 0, D = 0)]
P (D = 1)P (Y t−1 = 0|D = 1) + P (D = 0)p0t−1(0, 0) + P (D = 0)p0t−1(0, 6= 0)
Monotonicity in p0t−1(0, 0) and p
0
t−1(0, 6= 0) depends on the sign of 1− P (Yt =
1|Y t−1 6= 0, D = 0) − P (Yt = 1|Y t−1 = 0, D = 1). If 1 − P (Yt = 1|Y t−1 6=
0, D = 0)− P (Yt = 1|Y t−1 = 0, D = 1) > 0, the upper bound is increasing in
both p0t−1(0, 0) and p
0
t−1(0, 6= 0). Let them equal to 1, get:
UBt =
P (D = 1)P (Y t−1 = 0|D = 1)P (Yt = 1|Y t−1 = 0, D = 1)
P (D = 1)P (Y t−1 = 0|D = 1) + P (D = 0)
+
P (D = 0)(1− P (Yt = 1|Y t−1 6= 0, D = 0))
P (D = 1)P (Y t−1 = 0|D = 1) + P (D = 0)
(C.1.5)
When 1− P (Yt = 1|Y t−1 6= 0, D = 0)− P (Yt = 1|Y t−1 = 0, D = 1) < 0, C.1.5
is decreasing in both p0t−1(0, 0) and p
0
t−1(0, 6= 0). Let them equal to 0, get
UBt = P (Y t = 1|Y t−1 = 0, D = 0) (C.1.6)
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Combine these two upper bounds together, we get:
UBt =
P (D = 1)P (Y t−1 = 0|D = 1)P (Yt = 1|Y t−1 = 0, D = 1)
P (D = 1)P (Y t−1 = 0|D = 1) + P (D = 0)
+
P (D = 0)max{1−min{P (Yt = 1|Y t−1 = 0, D = 0), P (Yt = 1|Y t−1 6= 0, D = 0)}}
P (D = 1)P (Y t−1 = 0|D = 1) + P (D = 0)
(C.1.7)
C.2 Proof of Theorem 3
Under conditional mean independence assumption and positive MTS
assumption, we have
P (Y 0t = 1|Y
1
t−1 = 0, Y
0




t−1 = 0, Y
0
t−1 = 0, D = 0)
P (Y 0t = 1|Y
1
t−1 = 0, Y
0
t−1 6= 0, D = 1) > P (Y 0t = 1|Y
1
t−1 = 0, Y
0
t−1 6= 0, D = 0)
Plug the inequalities into C.1.3, if P (Yt = 1|Y t−1 = 0, D = 0) > P (Yt =
1|Y t−1 6= 0, D = 0), we have:
(A15) <
P (D = 0)p0t−1(0, 6= 0)[P (Yt = 1|Y t−1 = 0, D = 1)− P (Yt = 1|Y t−1 6= 0, D = 0)]
P (D = 1)P (Y t−1 = 0|D = 1) + P (D = 0)p0t−1(0, 0) + P (D = 0)p0t−1(0, 6= 0)
+
P (D = 1)P (Y t−1 = 0|D = 1)[P (Yt = 1|Y t−1 = 0, D = 1)− P (Yt = 1|Y t−1 6= 0, D = 0)]
P (D = 1)P (Y t−1 = 0|D = 1) + P (D = 0)p0t−1(0, 0) + P (D = 0)p0t−1(0, 6= 0)
+
p0t−1
(0, 0)P (D = 0)[P (Yt|Y t−1 = 0, D = 1)− P (Yt = 1|Y t−1 = 0, D = 0)]
P (D = 1)P (Y t−1 = 0|D = 1) + P (D = 0)p0t−1(0, 0) + P (D = 0)p0t−1(0, 6= 0)
which is increasing in p0t−1(0, 6= 0) and decreasing in p0t−1(0, 0), take p0t−1(0, 6=
0) = P (Y t−1 6= 0|D = 0) and p0t−1(0, 0) = 0, we have: UBt = P (Yt = 1|Y t−1 =
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0 = 1) − P (Yt = 1|Y t−1 6= 0 = 0) Using same way when P (Yt = 1|Y t−1 =
0, D = 0) < P (Yt = 1|Y t−1 6= 0, D = 0), we can get UBt = P (Yt = 1|Y t−1 =
0 = 1)− P (Yt = 1|Y t−1 = 0 = 0). Comining them together:
UBt = P (Yt = 1|Y t−1 = 0 = 1)−min{P (Yt = 1|Y t−1 = 0 = 0), P (Yt = 1|Y t−1 6= 0 = 0)}
When negative MTS is assumed, we have
P (Y 1t = 1|Y
1
t−1 = 0, Y
0




t−1 = 0, Y
0
t−1 = 0, D = 1)
P (Y 1t = 1|Y
1
t−1 = 0, Y
0
t−1 6= 0, D = 0) > P (Y 1t = 1|Y
1
t−1 = 0, Y
0
t−1 6= 0, D = 1)
Plug these inequalities into (A15), if P (Yt = 1|Y t−1 = 0, D = 0) < P (Yt =
1|Y t−1 6= 0, D = 0), we have:
(A15) >
P (D = 0)p0t−1(0, 6= 0)[P (Yt = 1|Y t−1 = 0, D = 1)− P (Yt = 1|Y t−1 6= 0, D = 0)]
P (D = 1)P (Y t−1 = 0|D = 1) + P (D = 0)p0t−1(0, 0) + P (D = 0)p0t−1(0, 6= 0)
+
P (D = 1)P (Y t−1 = 0|D = 1)[P (Yt = 1|Y t−1 = 0, D = 1)− P (Yt = 1|Y t−1 6= 0, D = 0)]
P (D = 1)P (Y t−1 = 0|D = 1) + P (D = 0)p0t−1(0, 0) + P (D = 0)p0t−1(0, 6= 0)
+
p0t−1
(0, 0)P (D = 0)[P (Yt|Y t−1 = 0, D = 1)− P (Yt = 1|Y t−1 = 0, D = 0)]
P (D = 1)P (Y t−1 = 0|D = 1) + P (D = 0)p0t−1(0, 0) + P (D = 0)p0t−1(0, 6= 0)
The right hand side of this ieuqality is the same as the uppder bound under
P (Yt = 1|Y t−1 = 0, D = 0) > P (Yt = 1|Y t−1 6= 0, D = 0). and it gives
same value that LBt = P (Yt = 1|Y t−1 = 0 = 1) − P (Yt = 1|Y t−1 6= 0 = 0),
when P (Yt = 1|Y t−1 = 0, D = 0) < P (Yt = 1|Y t−1 6= 0, D = 0), the result is
symmetric, thus
UBt = P (Yt = 1|Y t−1 = 0 = 1)−max{P (Yt = 1|Y t−1 = 0 = 0), P (Yt = 1|Y t−1 6= 0 = 0)}
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C.3 Proof of Theorem 6
To identify difference in percentiles, first identify bounds on conditional




t−1 = 0) and
P (Y 0t ≤ ω|Y
1
t−1 = 0) needs to be identified separately.




P (D = 1)P (Y t−1 = 0|D = 1)P (Yt ≤ ω|Y t−1 = 0, D = 1)
P (D = 1)P (Y t−1 = 0|D = 1) + P (D = 0)p0t−1(0, 0) + P (D = 0)p0t−1(0, 6= 0)
+




t−1 = 0, Y
0
t−1 = 0, D = 0)
P (D = 1)P (Y t−1 = 0|D = 1) + P (D = 0)p0t−1(0, 0) + P (D = 0)p0t−1(0, 6= 0)
+
P (D = 0)p0t−1(0, 6= 0)P (Y 1t ≤ ω|Y
1
t−1 = 0, Y
0
t−1 6= 0, D = 0)
P (D = 1)P (Y t−1 = 0|D = 1) + P (D = 0)p0t−1(0, 0) + P (D = 0)p0t−1(0, 6= 0)
(C.3.1)









t−1, D = 0),
P (Yt ≤ ω|Y t−1 = 0, D = 1) ≤ P (Y 1t ≤ ω|Y
1
t−1 = 0)
≤ P (D = 1)P (Y t−1|D = 1)P (Yt = 1|Y t−1 = 0|D = 1) + P (D = 0)
P (D = 0)P (Y t−1 = 0|D = 1) + P (D = 0)
(C.3.2)
The constant on right hand side cannot be used to give bounds on




t−1, D = 1) first




t−1, D = 0), we have a lower
bound on on P (Y 1t ≤ ω|Y
1
t−1 = 0), which means we can obtain an upper
bound on percentiles.
Using the same procedure on P (Y 0t ≤ ω|Y
1
t−1 = 0) and for cases when
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t−1, D = 0) , we have:









t−1, D = 0)
P (Y 1t ≤ ω|Y
1
t−1 = 0) ≥ P (Yt ≤ ω|Y t−1 = 0, D = 1)
P (Y 0t ≤ ω|Y
1
t−1 = 0) ≤ max{P (Yt ≤ ω|Y t−1 = 0, D = 0), P (Yt ≤ ω|Y t−1 6= 0, D = 0)}









t−1, D = 1)
P (Y 1t ≤ ω|Y
1
t−1 = 0) ≤ P (Yt ≤ ω|Y t−1 = 0, D = 1)
P (Y 0t ≤ ω|Y
1
t−1 = 0) ≥ min{P (Yt ≤ ω|Y t−1 = 0, D = 0), P (Yt ≤ ω|Y t−1 6= 0, D = 0)}
Then we can use the way proposed by Manski and Sims (1994) to convert
bounds on CDF to bounds on percentiles.
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