Abstract. In this paper we study numerical properties of the Richardson second order method (RS) for solving a linear system Ax = b, where A 6 R nxn is symmetric and positive definite. We consider the standard model of floating point arithmetic (cf.
Introduction
In this paper we deal with the round-off error analysis of the Richardson second-order method (RS) for solving a linear system of equations Ax = b, where A G R nxn is symmetric and positive definite. The Chebyshev and second-order Richardson methods have recently again become the subject of interest because, unlike the conjugate gradient method, they do not require inner products and can be efficiently implemented on parallel computers (cf. [8] ). The implementation of these iterative methods is easy and the storage requirements are quite small. All that is required is a subroutine which delivers Ax for a given vector x.
The significant advantage of the Richardson method is that the coefficients of the iterates are constant, so they do not need to be computed at each step.
Theoretical properties of the Richardson method are well known (cf. [3] - [4] , see also [1] ). Golub [4] obtained absolute and statistical bounds for the round-off error of this method, assuming that the calculations have been performed in fixed point arithmetic. We study the numerical properties of the Richardson second order method performed in floating point arithmetic (fl) (see Appendix).
We consider the standard model of floating point arithmetic (cf. [6] , [7] , [11] ). Assume that for two machine numbers x, y the value computed in floating point arithmetic (fl) with machine unit EM satisfies Furthermore, we assume that the subroutine producing a machine vector fl(Ax) for a machine matrix A(n x n) and a machine vector x(n x 1) satisfies
where L\ = L\(n) > 1 is a constant depending only on n and on the used algorithm of matrix-vector multiplication. We prove that the proposed variant of this method (RS-algorithm) is numerically stable, i.e. the RS-algorithm computes approximations Xk to the exact solution x* = A~lb such that the error limfc||ifc -a^l^/ll®*^ or~ der 6m cond(A), where cond(A) = ||yl ||2 || A -1 1|2 denotes the condition number of A. To improve slow convergence of the RS-method for ill-conditioned matrices special preconditioning techniques should be developed (cf. [2] , pp. 532-541).
Section 2 contains a number of computational tests performed in MAT-LAB in order to verify the analytical results of our round-off error analysis and to show how the algebraic properties of the RS-method are affected by the rounding errors.
Algebraic properties of the Richardson second order method
•We consider a real symmetric and positive definite matrix A € R nxn whose eigenvalues A¿ satisfy
Suppose that we know the quantities m, M bounding the spectrum in the following way (6) 0 < m < Xi < M, i = 1,..., n.
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Then our problem Ax = b is equivalent to the linear fixed point problem 2 (7)
Without loss of generality we can assume that M ^ m. Then the eigenvalues of the symmetric matrix B are contained within the interval [-7,7] , where
The RS-iteration is defined as follows We recall a well known result on the speed of the convergence of the RS-method (cf.
[l], [3] - [4] ). 
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From this we get (15) n5 fc ||x fc -X*|| 2 /||x*|| 2 < e M 11.2L
We conclude that Algorithm 1 is numerically stable under the assumption that ^ is of the same order as cond(A), where (16) cond(A) = P|| 2 p-1 || 2 = ^ denotes the condition number of the matrix A.
Numerical tests
We implemented the RS-algorithm in MATLAB and performed many tests in order to investigate the convergence of this method. This paragraph contains the results of some of these tests.
At each step we computed the following quantities:
• the relative error Pfc -g*ll 2 (17)
xthe relative error estimate (see Theorem 2) ••• a / where a > 1. There are only two points in the spectrum of A, X\ = a -1 + n and A2 = a -1, so cond(A) = 1 + and we can take M = X\ and m = A2. Figure 1 illustrates the behavior of the consecutive iterates for n = 10 and a -1 + y-Note that cond(A) = 10, which implies that q « 0.52 (see (10) ). In general the RS-algorithm is very sensitive to a perturbation of m. This sensitivity depends on the condition number of the matrix A. For instance if we take m = 10 -7 instead of m = 8.8 • 10~6 in the above example, the behaviour of the iterates changes significantly.
Appendix. Proof of Theorem 2
Now assume that Algorithm 1 is performed in floating point arithmetic (fl). In our round-off error analysis we neglect the possibility of either underflow or overflow.
The sequence {ife} computed in fl satisfies the following relations:
where xo = 0 and (k is the local round-off error.
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We want to estimate the errors fk for /c = 0,1,..., where
We rewrite ek as follows, Prom (9) and (22) we obtain the following recurrence relations (26) Ai = Co, AJk+1 = (l + /0)BAfc-/?Afc_1+Cfc, fc = l,2,...
where q and I are given in (7)- (8) and Uk denote the Chebyshev polynomials of the second kind. They satisfy the recurrence relations (cf. [9] , [10] ): we get (28) l|Afe+i||2 < E q k~j (k-j + 1) ||01|2» k = 0,1,....
3=0
Our task now is to bound the local round-off error Ck-In order to simplify our error analysis we use a weak bound on £k. It is not worth expending effort reducing constant L in the error bound (15).
Notice that taking norms in xk -x* + (xk -x*) gives (see (23)) \\Zkh<\\x*\\2 + \\ek\\2.
From (2)- (4) it follows that the computed residual is
It is straightforward to show that the computed values c and j3 by Algorithm 1 are computed with high relative accuracy. We can skip the detailed proof without any real loss of understanding. Notice that using the inequality ||^4. ||2 = An < M (see (4) - (6)) and (l)- (4) 
