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Abstract
This paper classifies dual pairs (F,G′) in complex G2 where F is finite and G′ is infinite
complex reductive. © 2002 Elsevier Science Inc. All rights reserved.
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1. Introduction
The study of theta correspondences and dual pairs has had a tremendous influence
on modern representation theory (see [2,5,7,13] to name only a few). Despite the
technical nature of modern representation theory, the definition of a dual pair is easy
to give. If G is a Lie group with subgroups F and G′, the pair (F,G′) is said to be a
dual pair in G, if F and G′ are mutual centralizers in G; i.e.,
ZG(F) = G′ and ZG(G′) = F.
Some classifications are already in place. For instance, Rubenthaler [17] classified
the Lie algebra version of dual pairs over C under a condition of “S-irreducibility”.
But since there are many interesting cases of dual pairs, where one member is a finite
group and the other member is a reductive group, it is desirable to classify such pairs
as well [14,16].
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In the case where G is complex G2, this paper classifies all dual pairs (F,G′),
where F is finite and G′ is an infinite complex reductive subgroup. Up to conjuga-
tion, there are exactly three such nontrivial pairs (Theorem 2.1): (Z2, SL(2,C)×Z2
SL(2,C)), (S3, SO(3,C)) and (Z3, SL(3,C)). It should be noted that these three
examples were previously known. What is new is the fact that these are the only
examples.
2. Finite-reductive dual pairs in complex G2
The connected components of various subgroups play such a crucial role in the
existence of finite-reductive dual pairs that it is difficult to prove general theorems
in the exceptional cases without some control over the behavior of these connected
components. Most definitions of a reductive group specifically address this issue.
Unfortunately, definitions of a reductive group can vary from author to author. In this
paper, we adopt the definition found in [11, Section VII.2]. We give the definition
below for the convenience of the reader.
Definition 2.1 [11, Section VII.2]. A reductive Lie group is actually a 4-tuple (G,K,
θ, B) consisting of a Lie group G, a compact subgroup K, of G, a Lie algebra involu-
tion θ of the Lie algebra g0 of G, and a nondegenerate, Ad(G) invariant, θ invariant,
bilinear form B on g0 such that
(i) g0 is a reductive Lie algebra,
(ii) the decomposition of g0 into +1 and −1 eigenspaces under θ is g0 = k0 ⊕ p0,
where k0 is the Lie algebra of K,
(iii) k0 and p0 are orthogonal under B, and B is positive definite on p0 and negative
definite on k0,
(iv) multiplication, as a map from K × exp p0 into G, is a diffeomorphism onto, and
(v) every automorphism Ad(g) of g = (g0)C is inner for g ∈ G, i.e., is given by
some x in Int(g).
We use this definition of reductive for the remainder of the paper. The main theo-
rem follows.
Theorem 2.1. Up to conjugation, the only nontrivial dual pairs (F,G′) in complex
G2 with F a finite group and G′ an infinite reductive complex subgroup are
(Z2, SL(2,C)×Z2 SL(2,C)),
(S3, SO(3,C)),
(Z3, SL(3,C)),
where S3 is the symmetric group on three letters.
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The proof of this theorem follows below. It relies on Dynkin’s classification [4]
of the nontrivial nonabelian semisimple subalgebras of G2. Up to conjugation, there
are only six such subalgebras: the long sl(2,C), the short sl(2,C), the long and short
sl(2,C)⊕ sl(2,C), the principal sl(2,C) in G2, the principal sl(2,C) in sl(3,C),
and sl(3,C). Thus if G′ is a reductive subalgebra of G2, then Lie(G′) is a direct
sum of one of the above six subalgebras and an Abelian subalgebra of G2. We treat
each case separately.
2.1. The Cayley algebra
There are many good sources detailing an explicit construction of G2. We list only
a few: [1,7–10,16]. We will realize G2 by means of the Cayley algebra and so begin
with some notation. Motivation and further details may be found in the references
already listed.
Definition 2.2. If a, b ∈A an algebra, define
a · b= 12 (ab + ba),
a × b= 12 (ab − ba).
Definition 2.3. Let B = gl(2,C) and B0 = sl(2,C). Identify C ⊕B0 with B by
mapping z+ b0 → (z Id2×2)+ b0. For b = z+ b0 ∈ B = C ⊕B0, define the in-
volution b → b by
b = z− b0.
Note that b20 ∈ C and define the norm N(b) ∈ C by
N(b) = bb = z2 − b20.
For b1, b2 ∈ B0, define the associated symmetric form
(b1, b2) = − b1 · b2 ∈ C
so that (b1, b1) = N(b1).
Definition 2.4. Define the eight-dimensional nonassociative Cayley Algebra, C, by
C = B⊕B l. Multiplication is given by
(a + bl)(c + dl) = (ac + db)+ (da + bc)l,
an involution by b + b′l = b − b′l, and a norm byN(b + b′l)=(b + b′l)(b + b′l) =
N(b)−N(b′). Let
e1 = 12 (1 + l),
e2 = 12 (1 − l).
So
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C = C ⊕B0e1 ⊕ C l ⊕B0e2.
Define
C0 = B0e1 ⊕ C l ⊕B0e2
and a symmetric form
(c1, c2) = − c1 · c2 ∈ C
so that (c1, c1) = N(c1) for c1, c2 ∈ C0.
Remark 2.1. With this definition, Lie(G2) is realized as DerC(C) and the G2 is
realized as AutC(C). It is easy to check that g ∈ G2 acts trivially on C and preserves
C0. The action on C0 gives the seven-dimensional representation of G2 with which
we will primarily work.
The rest of this section lists two calculations that will be useful. As the proofs are
straightforward, details are omitted.
Lemma 2.2. Let b1, b2, b ∈ B0 and i, j ∈ {1, 2}, i /= j . Then
(b1ei)(b2ei) = (b1 × b2)ej ,
(b1ei)(b2ej ) = (b1 · b2)ej ,
(ei)(bei) = 0,
(ei)(bej ) = bej ,
(bei)(ei) = bei,
(bei)(ej ) = 0.
Proof. This follows from Definition 2.4. 
Corollary 2.3. Let b1, b2, b′1, b′2 ∈ B0 and k, k′ ∈ C. Then
(b1e1 + kl + b2e2)(b′1e1 + k′l + b′2e2)
= [kk′ − 12 ((b1, b′2)+ (b2, b′1))] + [b2 × b′2 + k′b1 − kb′1]e1
− 12 (−(b1, b′2)+ (b2, b′1))l + [b1 × b′1 + kb′2 − k′b2]e2
and
(b1e1 + kl + b2e2, b′1e1 + k′l + b′2e2) = −kk′ + 12 ((b1, b′2)+ (b2, b′1)).
Proof. This calculation follows from Lemma 2.2 and the fact that 1 = e1 + e2 and
l = e1 − e2. 
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2.2. The long sl(2,C)
Definition 2.5. With respect to (·, ·), let b1, b2, b3 be the orthonormal basis of B0
given by
b1 =
(
i
−i
)
, b2 =
(
i
i
)
, b3 =
( −1
1
)
.
They satisfy the relations
b1 × b2 = b3, b2 × b3 = b1, b3 × b1 = b2.
Definition 2.6. Let H0  SL(2,C) be the connected subgroup in G2 corresponding
to a long sl(2,C). Up to conjugation, we may take H0 to be the following matrices.
H0 =



A I3×3
tA−1

 |A ∈ SL(2,C)


with respect to the following basis of C0:
{b1e1, b2e1, b3e1, l, b3e2, b1e2, b2e2}.
We first calculate the normalizer ofH0,NG2(H0). Since an elementX ∈ NG2(H0)
must preserve CH00 = {v ∈ C0 |hv = v, h ∈ H0} as well as (CH00 )⊥, such elements
must have the form
X =

A BE
C D

 . (2.1)
Lemma 2.4. Let X be a matrix of the form given in Eq. (2.1). Then X restricted to
the span of {b3e1, l, b3e2} is an algebra automorphism if and only if E is in SO(3,C)
with respect to the form
 12−1
1
2

 .
Proof. This follows from Corollary 2.3. Details are straightforward and
omitted. 
It is sometimes convenient to know the exact form of E. It is easy to check the
following. In case E22 = 1, E has the form
 a 2f a f 2ad 1 f
d2a−1 2da−1 a−1


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for any a ∈ C× and d, f ∈ C satisfying df = 0. In case E22 = −1, E has the form
d2c −2dc cd −1 f
c−1 −2f a−1 f 2c−1


for any c ∈ C× and d, f ∈ C satisfying df = 0. In case E22 /= ±1, E has the form

d2
g
d(e−1)
g
(e−1)2
4g
d e e
2−1
4d
g
g(e+1)
d
g(e+1)2
4d2


for any d, e, g ∈ C× with e2 /= 1.
Definition 2.7. Write
J =
(
1
−1
)
and note that A ∈ SL(2,C) implies J tAJ = tA−1.
Lemma 2.5. Let X be a matrix of the form given in Eq. (2.1). Then X ∈ G2 if and
only if X may be written as
X = h

λ1I λ2JE
λ3J λ4I


for some h ∈ H0, some E ∈ SO(3,C), and two possible choices of λi ∈ C. The λi
must satisfy the equations
λ21 = E33, λ22 = E31, λ23 = E13, λ24 = E11
and
λ1λ4= 1 + E222 ,
λ2λ3= 1 − E222 ,
λ1λ3=E23,
λ2λ4=−E21
(there are always exactly two solutions for each E).
Proof. This follows from Corollary 2.3. Details are straightforward and
omitted. 
It is sometimes convenient to know the exact form of E. It is easy to check the
following. In case E22 = 1, X has the form
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h

 λI −E21λJE
E23λ−1J λ−1I


for either λ ∈ C× satisfying λ2 = E33 (see Lemma 2.4 for the description of E). In
case E22 = −1, X has the form
h

E23λI λJ tE
λ−1J −E21λ−1I


for either λ ∈ C× satisfying λ2 = E31. In case E22 /= ±1, X has the form
h

 λI λE−123 1−E222 JE
λ−1E23J λ−1 1+E222 I


for either λ ∈ C× satisfying λ2 = E33.
Remark 2.2. The above set of matrices of the form
λ1I λ2JE
λ3J λ4I


in G2 is clearly isomorphic to ˜SO(3,C)2, the nontrivial double cover of SO(3,C),
which is in turn isomorphic to SL(2,C). Note that the copy of Z2 generated by
w =

−I I
−I


is in the center of both H0 and ˜SO(3,C)2. It is easy to see that the subgroup of
G2 generated by H0 and ˜SO(3,C)2 is isomorphic to H0 ×Z2 ˜SO(3,C)2 ≡ (H0 ×
˜SO(3,C)2)/〈(w,w)〉.
Corollary 2.6. NG2(H0) = H0 ×Z2 ˜SO(3,C)2 ∼=SL(2,C)×Z2 SL(2,C).
Theorem 2.7. There are no dual pairs (F,H) in G2 with F a finite group and H a
reductive subgroup whose semisimple part of Lie(H) is conjugate to a long sl(2,C).
Proof. Suppose (F,H) is such a pair. Write H 0 for the connected component of H.
We break the analysis into two cases.
Case I. Assume H 0 = H0, i.e., that Lie(H) is semisimple. Since H is reductive,
H/H0 is a finite group contained in NG2(H0)/H0 ∼= ˜SO(3,C)2/Z2 ∼=SO(3,C). We
may therefore find a finite group A ⊆ SO(3,C) so that H/H0 ∼=A. Let A˜ be the
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double cover of A in ˜SO(3,C)2. Then H = H0 ×Z2 A˜ and the centralizer ZG2(H) =
ZNG2 (H0)
(H) = Z2 ×Z2 ZS˜O(3,C)2(A˜) = ZS˜O(3,C)2(A˜). Viewing A˜ as sitting inside
SL(2,C) instead of ˜SO(3,C)2, ZG2(H) = ZSL(2,C)(A˜). Now if A˜ acts irreducibly
on C2, then F = ZG2(H) = ZSL(2,C)(A˜) = Z2. But, then ZG2(F ) = ZG2(Z2) ⊇
H0 ×Z2 ˜SO(3,C)2 which is too big to be H. On the other hand, if A˜ does not act
irreducibly on C2, then C2 splits into two irreducible one-dimensional representa-
tions of A˜. In this case, with respect to some basis, A˜ is contained in the set of
diagonal matrices of SL(2,C). Therefore F = ZSL(2,C)(A˜) is the set of all diagonal
matrices in SL(2,C)—which is not finite. In either case, we see that there are no
dual pairs of the appropriate type.
Case II. Assume Lie(H) = Lie(H0)⊕ a, where a is a nontrivial Abelian subalge-
bra of Lie(G2) that commutes with Lie(H0). Up to conjugation, there are only two
possibilities for a since the centralizer in Lie(G2) of the long sl(2,C) is the short
sl(2,C). The first possibility is that a is the rest of the Cartan subalgebra so that
exp(a) =




λI
λ−2
1
λ2
λ−1I

 | λ ∈ C×


.
In this situation, H 0 ∼=H0 ×Z2 C×. Then NG2(H) ⊆ NG2(H 0) = NG2(commutator
ofH 0) ∩NG2 (center ofH 0) =NG2(H0) ∩NG2(C×). But sinceNG2(H0) = H0 ×Z2
˜SO(3,C)2, NG2(H 0) = H0 ×Z2 NS˜O(3,C)2(C×)∼=H0 ×Z2 NSL(2,C)(diagonal matri-
ces)∼= H0 ×Z2 (C×W), where W is the order two Weyl group of SL(2,C) and
we denote the semidirect product by. Therefore, NG2(H) ⊆ H0 ×Z2 (C×W) so
thatH ⊆ H0 ×Z2 (C×W). Therefore,H = H0 ×Z2 C× orH = H0 ×Z2 (C×W).
In the first situation, ZG2(H) = C× which is not finite. In the second situation,
F = ZG2(H) = ZH0×Z2 (C×W)(H0 ×Z2 (C×W) = ZC×W(C×W) = Z2. But,
then ZG2(F ) ⊇ H0 ×Z2 ˜SO(3,C)2 which is too big to be H.
The second possibility for a is that it is the span of one of the perpendicular short
sl(2,C) root vectors. In this case, H 0 ∼=H0 × U , where U is isomorphic to{(
1 u
1
)
| u ∈ C
}
.
Then NG2(H) ⊆ NG2(H 0) = NG2(commutator of H 0) ∩NG2(center of H 0) =
NG2(H0) ∩NG2(Z2 × U) = NH0×Z2 S˜O(3,C)2(Z2 × U) = H0 ×Z2 (C
× × U). Thus
H = H0 ×Z2 (F ′U) for any finite group F ′ ⊆ C×. If F ′ ⊆ Z2, then ZG2(H) =
Z2 ×Z2 (F ′ × U) = Z2 × U which is not finite. If F ′Z2, then ZG2(H) = Z2 ×Z2
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(F ′ ∩ Z2) = Z2. In this case, ZG2(Z2) ⊇ H0 ×Z2 ˜SO(3,C)2 which is too big
to be H. 
2.3. The short sl(2,C)
Definition 2.8. Let T0 = ˜SO(3,C)2 ∼=SL(2,C) be the connected subgroup in G2
corresponding to a short sl(2,C). Up to conjugation, we may take T0 to be matrices
in G2 of the form
λ1I λ2JE
λ3J λ4I


for any E ∈ SO(3,C) and either of the two choices of λi ∈ C (see Lemma 2.5).
Corollary 2.8. NG2(T0) = H0 ×Z2 T0 and (H0, T0) is a dual pair in G2.
Theorem 2.9. There are no dual pairs (F, T ) in G2 with F a finite group and T a
reductive subgroup whose semisimple part of Lie(T ) is conjugate to a short sl(2,C).
Proof. This argument is almost exactly the same as the one in the proof of Theorem
2.7. 
2.4. The long and short sl(2,C)⊕ sl(2,C)
Definition 2.9. Let W0  SL(2,C)×Z2 SL(2,C) be the connected subgroup in G2
corresponding to the direct sum of an orthogonal long and short sl(2,C)⊕ sl(2,C).
Up to conjugation, we may take W0 = H0 ×Z2 T0.
Corollary 2.10. NG2(W0) = W0.
Proof. Any g ∈ NG2(W0) normalizes Lie(H0)⊕ Lie(T0) under the adjoint action
(which is faithful). Choose an automorphism T of Lie(H0) and Lie(T0) so that
T Adg preserves a Cartan subalgebra of sl(2,C)⊕ sl(2,C). Then T Adg must map
root vectors to root vectors so that T Adg preserves Lie(H0) and Lie(T0) since the
roots have different lengths. Therefore Adg preserves Lie(H0) and Lie(T0) and so
g ∈ NG2(H0) ∩NG2(T0). 
Theorem 2.11. The only dual pairs (F,W) in G2 with F a finite group and W a
reductive subgroup whose semisimple part of Lie(W) is conjugate to the long and
short sl(2,C)⊕ sl(2,C) are the dual pairs conjugate to (Z2,W0).
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Proof. Since NG2(W0) = W0, the only choice for W is W = W0. Then ZG2(W0) =
ZW0(W0) = Z2. Here note that Z2 is


±I I
±I



 .
It suffices to show ZG2(Z2) ⊆ W0. Clearly any X ∈ ZG2(Z2) must have the form
X =

A BE
C D

 .
Such an X normalizes matrices of the form
Y I
Z

 .
But H0 is the intersection of these matrices with G2 (i.e., the ones with Z = tY−1
and detY = 1). Therefore if X ∈ G2, X ∈ NG2(H0) = W0. 
2.5. The principal sl(2,C) in G2
Theorem 2.12. There are no dual pairs (F, P ) in G2 with F a finite group and P
a reductive subgroup whose semisimple part of Lie(P ) is conjugate to the principal
sl(2,C) in G2.
Proof. Let P0 be the connected component in G2 with Lie(P0) equal to a principal
sl(2,C). Since each simple root ofG2 acts by 2 on the neutral element h, we can take
h = diag(4, 2,−6, 0, 6,−4, 2). Therefore P0 acts irreducibly on C7. In particular,
the only elements in GL(7,C) commuting with P0 are scalars. But the only scalar in
G2 is the identity. Thus ZG2(P0) = {Id} and so ZG2(P ) = {Id}. 
2.6. The principal sl(2,C) in sl(3,C)
Definition 2.10. Let S0  SO(3,C) be the connected subgroup in G2 correspond-
ing to the principal sl(2,C) in sl(3,C). Up to conjugation, we may take S0 to be the
matrices of the form
S0 =



A 1
A

 |A ∈ SO(3,C)


with respect to the following basis of C0:
{b1e1, b2e1, b3e1, l, b1e2, b2e2, b3e2}.
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Lemma 2.13. NG2(S0) = S0 × (Z3Z2).
Proof. Clearly X ∈ NG2(S0) has the form
A Be
C D

 .
X ∈ SO(7,C) requires, at the very least, that e2 = ±1. But, then it is possible to
check that such an element X is in G2 if and only if
X =

A 1
tA−1


for some A ∈ SL(3,C) or
X =

 B−1
tB−1


for some B ∈ SL(3,C). It is now easy to check that such elements normalize S0 if
and only if A,B ∈ SO(3,C)× Z3. 
Theorem 2.14. The only dual pairs (F, S) inG2 with F a finite group and S a reduc-
tive subgroup whose semisimple part of Lie(S) is conjugate to the principal sl(2,C)
in sl(3,C) are the dual pairs conjugate to (S3, S0), where S3 are the permutation
group on three letters.
Proof.
Case I. Suppose S is semisimple. Up to conjugacy, the only possibilities for S are S0,
S0 × Z2, S0 × Z3 or S0 × (Z3Z2). In the first case, ZG2(S0) = Z3Z2  S3. On
the other hand,ZG2(S3) is easily seen to be S0 since the centralizer of Z3 is SL(3,C).
In the second case it is easy to see that ZG2(Z2) = S0 ×Z2 sl(2,C) (see Section
2.4). In the third case, ZG2(S0 × Z3) = Z3 but as already mentioned, ZG2(Z3) =
SL(3,C). In the fourth case, ZG2(S0 × (Z3Z2)) = {Id}.
Case II. Assume Lie(S) = Lie(S0)⊕ a, where a is an Abelian subalgebra of
Lie(G2) that commutes with Lie(S0). Then exp(a) ⊆ ZG2(S0) = Z3Z2. By con-
nectivity of exp(a), we see that a = 0. 
2.7. sl(3,C)
Definition 2.11. Let A0  SL(3,C) be the connected subgroup in G2 correspond-
ing to sl(3,C). Up to conjugation, we may take A0 to be the following matrices:
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A0 =



A 1
tA−1

 |A ∈ SL(3,C)


with respect to the following basis of C0:
{b1e1, b2e1, b3e1, l, b1e2, b2e2, b3e2}.
Lemma 2.15. NG2(A0) = A0Z2.
Proof. This is an easy calculation. 
Theorem 2.16. The only dual pairs (F,A) in G2 with F a finite group and A a
reductive subgroup whose semisimple part of Lie(A) is conjugate to sl(3,C) are the
dual pairs conjugate to (Z3, A0).
Proof. Notice that A must be semisimple. Thus A is A0 or A0Z2. In the first case,
ZG2(A0) = Z3 which immediately yields the above dual pair. In the second case,
ZG2(A0Z2) = {Id}. 
2.8. Abelian subalgebras
Theorem 2.17. There are no dual pairs (F,A) in G2 with F a finite group and A an
infinite reductive subgroup with Lie(A) Abelian.
Proof. By Corollary 7.26 in Section VII.2 of [11], reductive implies (ZA0(A0))0 ⊆
ZA(A). However Lie(A)Abelian forcesA0 Abelian so thatA0 ⊆ ZA(A) ⊆ ZG2(A).
Thus if (F,A) were a dual pair, then A0 ⊆ F contradicting the assumption that F is
finite. 
This completes the proof of Theorem 2.1
Remark 2.3. The above techniques come close to classifying all complex reductive
dual pairs (G1,G2) in G2. In fact it is straightforward to use all the above calcula-
tions to verify the following. If (G1,G2) is a nontrivial complex reductive dual pair
inG2 not of the form finite–finite or Abelian–Abelian, then up to conjugacy it appears
in the list of Theorem 2.1 or is of the form (H0 ×Z2 C×,C×), (Z2 × U,H0 × U),
(T0 ×Z2 C×,C×), (Z2 × V, T0 × V ) or (H0, T0), where H0 is the long SL(2,C), T0
is the short SL(2,C), C∼=U ⊆ T0 is the exponential of a root vector, and C∼=V ⊆
H0 is the exponential of a root vector. The finite–finite and Abelian–Abelian cases
require more machinery.
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3. Concluding remarks
Taking a cue fromG2, the remaining exceptional cases will probably require some
direct calculations to verify certain cases. However, the brute force method is clearly
unfeasible in almost all the remaining cases. In fact, there are many reductions pos-
sible. For instance, employing notation of Dynkin [4, Chapter II, Section 5, No. 16],
it is possible to address the regular case and prove the following theorem (proofs are
omitted in this paper).
Theorem 3.1. Let G be a connected simple complex Lie group with trivial center.
Let G′ be a complex reductive Lie subgroup of G such that (g′0)ss = Lie(G′ss) is
regular and suppose rk((g′0)ss) < rk(g0).
(a) If G is not E8, there are no dual pairs (F,G′) in G with F a finite subgroup.
(b) If G is E8, then the only possible dual pairs (F,G′) in E8 with F a finite
subgroup are of the form (1):
G′ = SL(2,C)×Z2 F ′,
where (F, F ′) is a finite–finite dual pair in E7 ⊆ E8 and (2):
G′ = SL(3,C)×Z3 F ′,
where (F, F ′) is any finite–finite dual pair in E6 ⊆ E8. In case (1) the sl(2,C)
is generated by the highest root and in case (2) the sl(3,C) is generated by the
highest root and the first simple root.
Theorem 3.2. Let G be a simple connected complex Lie group with trivial center.
Let G′ be a complex reductive Lie subgroup of G such that Lie(G′ss) is regular and
rk(G′ss) = rk(G). Then G′ is connected and Lie(G′) is regular semisimple with the
same rank as G. There is a finite-reductive dual pair (F,G′) in G if and only if
F = ZG′(G′),
and ZG(F) is connected. Note ZG′(G′) is isomorphic to the quotient of the root
lattice of G by the root lattice of G′.
These theorems reduce the regular case to a small number of long but manageable
calculations. Additionally, the S-algebra case may be completely addressed by the
following theorem.
Theorem 3.3. Let G be a simple connected complex Lie group with trivial center.
Let S be a complex Lie subgroup of G such that Lie(S) is an S-algebra. Then there
are no dual pairs (F, S) in G with F a finite group.
Theorem 3.4. Let G be a simple connected complex Lie group with trivial center.
Let S be a complex reductive semisimple Lie subgroup of G such that s0 = Lie(S)
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is of lower rank than g0 = Lie(G). If a Cartan subalgebra of s0 contains a regular
element of g0, then there are no dual pairs (F, S) in G with F a finite group.
It is expected that possible finite-reductive pairs whose reductive part corresponds
to an S-subalgebra of a maximal proper regular subalgebra will require explicit cal-
culations. Though nontrivial and long, these calculations are also very manageable.
Many of the remaining cases are handled by the above theorems. However, to reduce
the calculations to an absolute minimum, it is essential to have some sort of exclu-
sion theorem dealing with possible finite-reductive pairs whose reductive part corre-
sponds to an S-subalgebra of a regular subalgebra of lower rank. No such completely
general theorem exists at this time.
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