The proposed algorithm repeats the following steps until convergence, e.g., until no substantial difference in parameter estimates occurs between iterations.
Step 2: Update A for fixed Γ, U, and D. This is equivalent to minimizing
where Ψ * = Ψ -S. Let a denote the vector of free elements in vec(A). Let Φ denote the matrix of the columns of Γ I ⊗ corresponding to the free elements in vec(A). Then, the least squares estimate of a is obtained by ( )
The updated A is reconstructed from â .
Step 3: Update U for fixed Γ, A, and D. This is equivalent to minimizing 
