Follicular lesions of the thyroid are traditionally difficult and tedious challenges in diagnostic surgical pathology in part due to lack of obvious discriminatory cytological and microarchitectural features. We describe a computerized method to detect and classify follicular adenoma of the thyroid, follicular carcinoma of the thyroid, and normal thyroid based on the nuclear chromatin distribution from digital images of tissue obtained by routine histological methods. Our method is based on determining whether a set of nuclei, obtained from histological images using automated image segmentation, is most similar to sets of nuclei obtained from normal or diseased tissues. This comparison is performed utilizing numerical features, a support vector machine, and a simple voting strategy. We also describe novel methods to identify unique and defining chromatin patterns pertaining to each class. Unlike previous attempts in detecting and classifying these thyroid lesions using computational imaging, our results show that our method can automatically classify the data pertaining to 10 different human cases with 100% accuracy after blind cross validation using at most 43 nuclei randomly selected from each patient. We conclude that nuclear structure alone contains enough information to automatically classify the normal thyroid, follicular carcinoma, and follicular adenoma, as long as groups of nuclei (instead of individual ones) are used. We also conclude that the distribution of nuclear size and chromatin concentration (how tightly packed it is) seem to be discriminating features between nuclei of follicular adenoma, follicular carcinoma, and normal thyroid.
follicular adenoma, follicular carcinoma, follicular variant of papillary carcinoma, and nodular goiter. Follicular variant of papillary carcinoma is usually not as troublesome as the distinction between FA and FTC due to the presence of distinctive and unique nuclear features in this variant of papillary carcinoma. The microscopic presence of tumor invasion into the capsule (fibrous covering around the lesion) and/or invasion of the tumor into small vessels of the capsule (vascular invasion) are the distinguishing hallmarks of FTC. FA may have a fibrous capsule, but lacks capsular and/or vascular invasion. These two features are diagnostic because other visual features commonly used by pathologists including microarchitecture and cytological characteristics, notably nuclear and cytoplasmic morphology are virtually indistinguishable between FA and FTC (1). This similarity is illustrated in Fig. 1 . Specifically, a proper distinction between FA and FTC can be rendered only after the lesion has been removed surgically (thyroid lobectomy or total thyroidectomy) and the entire lesion has been sampled to determine if capsular and/or vascular invasion is present microscopically. This diagnostic algorithm has several limitations. The tissue processing is time consuming (fixation of the entire lesion, submission of the entire lesion in multiple tissue cassettes) and subject to sampling error (sampling the exact areas of capsular invasion). From the pathologists perspective, this requires a great deal of time to carefully examine every slide of the entirely submitted capsule/tumor particularly for evidence of capsular/vascular invasion. This may require multiple sections of each paraffin block to thoroughly sample the capsule to locate focal capsular and/or vascular invasion. Then, even after this intense scrutiny, pathologists may argue whether a focus seen under the microscope truly represents capsular and/or vascular invasion (minimally invasive FTC) (2).
As eluded earlier, more recent discoveries in the molecular pathogenesis of FA and FTC have yielded specific genes and pathways that may help to distinguish these lesions. Gene expression analysis of thyroid tumors shows differential expression of a number of genes between normal thyroid, follicular adenoma and follicular carcinoma (3) (4) (5) (6) . Interestingly, and not surprisingly, the study by Chevillard et al demonstrated only 43 genes with differential expression between FA and FTC, perhaps in some way paralleling their visual similarity (4) . At our institution, a panel of PCR-based genes has recently been made available to help with this distinction. However, these tests are not widely available and only augment the total cost of health care. An image analysis tool that could separate and distinguish between FA and FTC, with perfect accuracy, would be extremely useful in the clinical diagnostic setting.
Approaches for Automated Image-Based Pathology
Automated image-based methods for detecting and classifying lesions have long been described in the scientific literature [see (7) (8) (9) (10) (11) for reviews]. They have been applied to studying cellular and tissue architecture in several types of cancers including prostate (12) , cervix (13, 14) , thyroid (15) (16) (17) (18) (19) (20) (21) (22) (23) (24) , liver (25) (26) (27) (28) (29) , breast (30) , and several others. Most methods utilize an image processing pipeline that involves data preprocessing, feature extraction, and automated classification.
The first step, image preprocessing, consists of segmentation of subcellular structures, particularly nuclei because of the prominent role they have in the diagnostic process. Popular methods are based on thresholding (31), active contours (32), watershed (33) , and others. Feature extraction is then employed so that different images/structures can be compared quantitatively. An extensive review of feature extraction methods is provided in (8, 9) . Among these features, popular classes include shape-related features and generic texture related features such as average intensity, entropy, Haralick features, Zernike polynomials, fractals, Wavelet, Fourier and related multi-resolution/multiscale methods (9, 34, 35) . In addition, features for measuring specific textures related to chromatin distribution have also been developed (36) . In the third and final step, a wide variety of automated classification methods have been used to determine whether an image (at either tissue or cellular level) belongs to a diseased tissue or not, based on the features computed in the extraction step. Several multivariate machine learning-based classification methods have been used for this purpose. Some of these include neural networks (37) , nearest neighbors (38) , logistic regression (39) , linear discriminant analysis (40) , decision trees (41) , support vector machines (42) and others. In addition, voting-based strategies for combining the output of several different classifiers have been designed (43) (44) (45) (46) (47) .
Previous Works in Automated Analysis of Thyroid Lesions
There have been several attempts to build automated systems for specifically classifying follicular thyroid lesions based on nuclear structure (17, 18, 20, 23, 24) . The general idea employed is to utilize a set of features describing properties of sets of nuclei (e.g., average area of nuclei, coefficient of variation etc.) as the basis with which to compare several distributions. Classification accuracies for the several pathologies range from 50% to 99%. At the time of writing, we are not aware of a previously published system that considers three or more classes (or pathologies) that perfectly classifies more than one human case with 100% accuracy for all classes.
Our Contributions
In this article, we describe an automated approach capable of classifying real image data of FA, FTC, and normal thyroid (NT). We demonstrate that the information included in the chromatin distribution of nuclei from each of these classes contains enough information to classify the available test data with 100 % accuracy if considering groups of nuclei rather than individual ones. Our approach is based on the popular feature-based processing pipeline discussed above. In comparison with previous methods for classifying thyroid lesions, our approach utilizes a much larger number of features, and a different classification strategy. It combines a support vector machine classifier together with a simple voting strategy to determine if a set of nuclei emanating from some unknown tissue is most similar to FA, FTC, or NT. In addition to automated classification, we also describe newly developed methods for identifying unique and defining chromatin patterns pertaining to each FA, FTC, and NT. These calculations are accompanied by statistical significance assessments based on the p-value, and classification accuracies.
Finally, although this article demonstrates that these methods are successful at decoding and classifying nuclear structure information for thyroid lesions, none of the methods we describe are specific to these lesions. Therefore our methods could find applications in decoding nuclear structure information in several malignancies of interest to pathologists.
Materials and Methods
In this section, we first illustrate how we acquire digital images from tissue blocks. After that, our methods for classifying different lesions and detecting unique characteristic chromatin patterns can be illustrated by flow charts shown in Fig. 2(A,B) respectively.
Data Acquisition and Preprocessing
Tissue procurement and processing-Tissue blocks were obtained from the archives of the University of Pittsburgh Medical Center (Institutional Review Board approval #PRO09020278). Cases for analysis included five resection specimens with the diagnosis of follicular adenoma of the thyroid (FA) and five cases of follicular carcinoma of the thyroid (FTC). For FA cases there are 4 females, 1 male with the mean age of 39.2 ± 20.3 years and mean lesion size of 4.8 ± 2.1 cm, and for FTC cases, there are 3 females, 2 males with mean age of 47.8 ± 9.2 years and mean lesion size of 2.8 ± 1.7 cm. Tissues were procured at the time of a surgical procedure retrospectively over a several year span. All tissues were fixed in 10% neutral buffered formalin and processed by routinely used methods on a conventional tissue processor using a series of graded alcohols and xylenes prior to paraffinembedding. Tissue sections were cut at 5 micron thickness from the paraffin-embedded block and stained using the Feulgen technique which stains DNA only. This approach has been used in other morphometric studies to specifically isolate nuclei for computational analyses (48, 49) and in our experience allows for more accurate segmentation of the nucleus compared to hematoxylin and eosin, hematoxylin alone, or periodic acid-Schiff stained sections. Briefly, the Feulgen technique involved rinsing of deparaffinized, and rehydrated slides in hydrochloric acid, followed by incubation in Schiffs reagent for one hour, followed by three successive two minute washes in bisulfate solution. Counterstaining was not performed to avoid possible interference from the cytoplasm with accurate isolation and segmentation of nuclear membrane boundaries. Only nuclei were stained with a deep magenta hue (Fig. 3 ).
Digital image acquisition-All images used for analysis in this study were acquired using an Olympus BX51 microscope equipped with a 100X UIS2 objective (Olympus America, Central Valley, PA) and 2 mega pixel SPOT Insight camera (Diagnostic Instruments, Sterling Heights, MI). Image specifications were 24bit RGB channels and 0.074 microns/pixel, 118 × 89 μm field of view. Slides were chosen by the pathologist (J.A.O.) that contained both lesion (FA or FTC) and adjacent normal appearing thyroid tissue (NT). In the majority of cases, we chose one slide that represented the lesion and adjacent normal thyroid tissue. If this was not possible, then a slide with normal thyroid from the case was chosen. The pathologist took 10 or 20 random images of lesion and normal to guarantee that at least 200 nuclei of both lesion and normal tissue per case were obtained. Nuclei were chosen by the pathologist and engineer (W.W.) for segmentation and analysis that demonstrated a complete and intact nuclear membrane within the focal plane.
Nuclear segmentation and preprocessing-We have implemented a semiautomatic method to segment large quantities of thyroid nuclei based on Feulgen stained histological images. It consists of three steps. First, a random field graph cut method (50) is utilized to search for the closed rough contours that best matches the intensity profile of nuclei. Briefly, we can formulate image segmentation as a pixel labeling problem and model the labeled image as a Markov random field. An energy function can be found to judge the quality of segmentation. This function is casted in a graph structure, and the min-cut of the graph corresponds to a globally optimal segmentation. Then an efficient level set active contour algorithm is used to refine the contours (51) to ensure best fit, without sharp cuts or edges. In the end, the pathologist (J.A.O.) reviews all the segmented nuclei, and removes those incorrectly segmented, or out of focus. As our goal in this study is to perform tasks related to digital pathology based on nuclear (chromatin) structure, the nuclei samples were converted to grayscale by selecting the green channel from the RGB images, and inverting the intensity values such that a zero (color coded in black) corresponds to the relative minimum amount of chromatin in the nucleus. We note that selecting magenta channel in the CMYK color space gives the very similar results. All nuclei were normalized so that the sum of their intensity values is 1. This was done to guarantee that non-uniformities related to staining and image acquisition, from case to case, are not able to interfere with our method. In total, we extracted 871 normal thyroid nuclei, 489 follicular adenoma and 703 follicular carcinoma nuclei of thyroid from this dataset. A few sample nuclei randomly chosen for the entire data are displayed in Fig. 4 .
Automated Classification
We utilized the popular numerical feature space approach for automatically classifying sets of nuclei. The general approach follows the steps: 1) select a portion of the available data for training, 2) train a classifier to determine to which class an unknown nucleus belongs. Then, in step 3, a group of nuclei can be assigned to a single class by testing each individual nucleus, and choosing the majority "vote" as the assignment for that group of nucleus. In all cases training and testing data never overlap.
In our implementation we utilized a 125-dimensional feature space to compare nuclei. In this case, each nucleus i is represented by a vector x i ∈ R 125 . These features are described in detail in Appendix. Briefly, they included shape features, Haralick texture features, wavelet and Gabor-based features, and others. Most features chosen are (some approximately) invariant to translations and rotations. However, we also normalized all of the nuclei data to account for rotations and translation according to a method we previously described in (52, 53) . The individual features were normalized by subtracting their mean and dividing by the standard deviation. The mean and standard deviation of each feature were computed from the training set of data.
We tested a total of four different classifiers: Mahalanobis distance nearest neighbors (MNN) based on the centroid of the class, and support vector machines (SVM) with linear, quadratic, and Gaussian radial basis function (RBF) kernels. The basic idea in MNN is to assign an individual nucleus x i by finding the centroid of the class that is closest to it, as measured by the Mahalanobis distance (54) (akin to a multidimensional z-score). SVM on the other hand, tries to find a set of hyperplanes, in the feature space R 125 , that have the largest distance to the nearest training datapoints of other classes (maximum margin) to obtain a lower generalization error of the classifier. By transformations that map the original features into a higher dimensional space [the famous kernel approach (55)], we can also find the maximum-margin hyperplanes in transformed feature space R m , m ≥ 125, which is equivalent to finding a nonlinear classifier in the original feature space R 125 . The kernel functions we used to map the features are linear , quadratic and radial basis function K L (x i ,x j ) = e −γ||x i −x j || 2 , γ > 0. The optimal r and γ parameters were selected by performing 20 folds of the cross validation procedure in the training set. Finally, we used one-versus-all multiclass SVM to classify this 3-class problem, which reduced the multiclass problem into multiple binary problems and used a max-wins voting strategy to classify the testing instance. For more detailed descriptions of these classification methods, we refer the reader to a standard text in machine learning (54) .
The classifiers were implemented in the MATLAB (Mathworks, Natick, MA) programming language using the Bioinformatics and Statistics toolboxes and LIBSVM (56) . We have tested the classification procedures using both normalized and un-normalized data.
Identifying Unique Chromatin Patterns
Unique chromatin patterns pertaining to each NT, FTC, and FA class can be defined as regions in the feature space that are well populated by one class, but not the others. To that end, we analyzed the entire dataset in feature space in the following manner. The pairwise distance between all nuclei (from all subjects, from all classes) was computed. For each nucleus, the average distance to its W nearest neighbors was computed. The nuclei for which this value fell within the top 5% of all distance pairs were removed from analysis to eliminate outliers (nuclear structures extremely isolated in feature space).
For each class, unique patterns were chosen as those that were most distant (in the average of W nearest neighbor sense) to the two other classes remaining. Since the distribution of average distances for the entire dataset can be approximated as described earlier, an estimate for the p-value of each unique pattern identified can be computed. In our application, we performed our experiments with W = 5,…,10 (results not shown). The results show that, after removing outliers, the detected unique chromatin patterns (nuclei) do not change very much in general (the P-values are roughly the same), although few nuclei maybe different.
Results
The results of classifying individual nuclei using the MNN, SVM-Quadratic, and SVM-RBF methods are contained in Tables 1-3 , respectively. We omit result of the SVM-linear method since these also performed poorly. These were obtained by randomly selecting 600 nuclei from the entire dataset (evenly distributed between human cases and classes) for training, and testing on the remaining set of nuclei. It is clear that the SVM-RBF approach yielded the best results in classification accuracy. The accuracy of classification, however, did not reach 100% using individual nuclei. Figure 5 shows the average classification accuracy (average of the diagonal of the classification tables described above) when groups of nuclei are used instead to determine if an unknown set belongs to the class NT, FTC, or FA. Training was performed as described above. The average classification accuracy (calculated with 1,000 random drawings with replacement) is plotted as a function of the number of nuclei used in the calculation. In this calculation, the voting strategy utilizing the SVM-RBF classifier described above achieved 100% accuracy (no miss classification) when 28 nuclei were used. The SVM-quadratic classifier was also able to reach 100% classification accuracy, but required many more nuclei. The MNN and SVM-linear classifiers were not able to reach 100% classification accuracy, no matter how many nuclei were used.
The aforementioned results were obtained by pooling all data from all subjects together. We have also performed classification of individual cases using a "leave-one-out" cross validation strategy where the data from 9 cases are used for training, and testing is performed on the remaining case (a case-by-case strategy without mixing between patients). Table 4 shows that perfect classification accuracy can be achieved (for all cases) whenever 43 nuclei are used (some cases required fewer nuclei). Here we have also repeated the experiment 1,000 times, each time drawing 43 nuclei randomly.
In addition to automated classification, we have also identified the unique chromatin patterns pertaining to NT, FTC, and FA using the algorithm defined earlier. A twodimensional representation [obtained using the multi dimensional scaling technique (57) ] is shown in Fig. 6 . In this figure each point represents a nucleus in feature space. We note that the top 5% outliers were removed, as described earlier. The solid shapes (indicated by large circles) indicate the regions in this space that have been identified as unique regions according to the algorithm described above. The nuclear structures pertaining to each identified pattern are shown in Fig. 7 (P-values indicated in the figure's legend).
By observing the patterns shown in Fig. 7 two immediate observations with regards to the differences between the patterns can be made. First there is an obvious difference in the area of the cells. This is further confirmed by the histogram of areas shown in Fig. 8(A) . This figure shows that normal cells have nuclei that are smaller on average, and that neither FTC or FA nuclei have cells that are as small as those displayed in the first row of Fig. 7 . Next, it is also clear that both FTC and FA have chromatin that are more tightly packed in certain areas, than do normal thyroid nuclei. A similar frequency plot of the entropy (58) of the individual nuclei image histograms is shown in Fig. 8(B) . We note that there exist algorithms for determining which features are most significant in distinguishing the several classes. When stepwise discriminant analysis (54) was used on this dataset, it confirmed that size and texture information (including entropy) were amongst the best ranked features (1st and 3rd, respectively). Finally, we note this information (nuclear area and entropy of intensity values) is statistically significant in that it alone can be used to classify the data with 100% accuracy using a simple nearest neighbor strategy where the histogram (for each feature) of a group of unknown nuclei is compared (in the sum of difference squared sense) to the histogram of the training data. For the area feature, 110 nuclei are required for 100% classification accuracy, and 120 for the entropy.
Discussion
The distinction of FA and FTC is the paramount issue since no ancillary molecular or immunohistochemical techniques are readily available and current diagnostic modalities rely on tedious routine histopathological techniques. This is not a trivial problem since in the last year alone at only one hospital within our local health system ~100 thyroidectomies were performed with the diagnosis of follicular adenoma or follicular carcinoma. An algorithm or image analysis technique that requires only a few fields of view containing a few dozen nuclei from routinely processed tissue and that can distinguish diagnostic entities would save considerable time (pathologists, pathologist assistants, histotechnicians) and money (salaries for aforementioned personnel, technical and professional fees billed to medical insurance, personnel involved in billing, etc.).
Perhaps the most significant contribution of this article is that it provides evidence that methods currently available from the machine learning and data analysis community, after suitable adaptation, can be used to detect and classify thyroid lesions based on nuclear morphometry (chromatin distribution patterns as depicted images produced with the Feulgen staining technique). We tested our method on 10 cases (5 FA, 5 FTC, each also containing normal tissue). The results show that nuclear structure alone contains enough diagnostic information to classify the three thyroid tissue classes, we investigated, with 100% accuracy. Classification was performed both on a case-by-case basis, as well as with random samples drawn from the entire data population (all cases).
However, even though a high classification accuracy can be obtained, a fair amount of skepticism is useful here, since our study had a number of limitations. First, we believe that 10 human cases is not nearly enough to establish the validity of the technology in a clinical sense. It will be interesting to determine if our methods can maintain the high classification accuracy as the number of cases analyzed increases significantly. Another important limitation of our study is that we have focused exclusively on images obtained through the Feulgen staining technique. We did so because it greatly facilitated our automated segmentation approaches. Variation in staining procedure were accounted partially by applying a mathematical operation so that the sum of image intensity values in each segmented nucleus was 1. It will also be interesting to see whether the same methods we describe here can be applied to images obtained with other staining techniques (e.g., hematoxylin and eosin) as well.
From a methodological point of view, we highlight the following contributions. In comparison to previous attempts to classify thyroid lesions based on nuclear structure, we have used a much larger number of features. The specific classification strategy (SVM together with a voting method) is also new, within this context. Support vector machines with a RBF kernel have several well-documented theoretical advantages. Briefly, the algorithms available for estimating the solutions associated with support vector machines are able to estimate more adaptive and nonlinear separation borders between classes that are dictated by the data (55) . Within the larger context of computational imaging-based pathology, the method we describe for identifying unique chromatin patterns, to our knowledge, is also new. We note that these methods can also be applied to other lesions/ tissues, as long as individual nuclei (or other separate structures) can be accurately segmented.
One of the major keys to our approach and its potential ability to achieve 100% classification accuracy is that it considers groups of nuclei, as opposed to individual ones. Not surprisingly, as long as the classifier for individual nuclei has a reasonable accuracy, the classification based on group of data should reach higher accuracy than individual classification. Our results indicate, however, that relatively few nuclei (on the order of 50) may be needed to obtain very good automated classification results using nuclear structure alone. This corresponds to one or two 400x microscopic fields of view or ~0.39 mm 2 of tissue area for these particular lesions. This is to be expected since cell populations in tissue are heterogeneous. We have illustrated this here showing considerable overlap in size and chromatin distribution between nuclei from all three groups. This heterogeneity can also be visualized through the microscope if enough time and careful observation is used. However, in the case of the pathologist trying to distinguish between a follicular adenoma and a follicular carcinoma, these distinctions of nuclear size and chromatin distribution may not be recognized over large groups of cells, or may be recognized but would not be enough to be absolutely confident in rendering a diagnosis of carcinoma which has far reaching implications for the patient; hence the current algorithm for processing and diagnosing these lesions as outlined in the introduction.
In addition, using these approaches, we have been able to show that size and chromatin concentration are the features that most significantly distinguish between NT, FTC, and FA (according to the limited set of test data available to us). Normal thyroid has overall smaller nuclear size and less variation (entropy) between nuclei as noted by their very symmetrical and normal distributions while FA and FTC have more skewed distributions with more overlap compared to normal thyroid with FTC showing the most skewed distributions of size and entropy. Interestingly, within feature space, nuclei of FTC appear to segregate into two major camps; those more resembling nuclei of NT and FA and those more distant from both FA and NT. This may reflect more nuclear size/chromatin heterogeneity within the population of nuclei in FTC. Alternatively, the subset of nuclei in FTC with more nuclear size/chromatin heterogeneity may belong to cases that have or may exhibit more aggressive histological appearance and/or clinical courses. Testing with more cases and correlation with clinical course and pathological appearance will further validate these findings. • Six shape features (59, 60) : These shape features are widely used in distinguishing between normal and cancer cells in digital pathology. In our study we included the following: area, convexity, circularity, perimeter, eccentricity, and equivalent diameter. They can be computed based on the binarized object image.
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• Three additional texture features (59, 60) : These additional textures are related to the pixel intensities of each images. We included average intensity, standard deviation, and entropy.
• 26 Haralick features (9): Based on vertical directions (+90, +270) and horizontal directions (+0, +180) with 1 pixel offset, 4 gray-level co-occurrence matrices were computed for each images. Then 13 statistics were computed based on each graylevel co-occurrence matrix. They include Haralick angular second moment, contrast, entropy, sum entropy, information measure of correlation 1 and 2, correlation, sum variance, difference variance, sum average, sum of squares, difference entropy and Haralick inverse difference moment. Therefore, 52 statistics were computed for each images. The 26 Haralick features were computed by averaging statistics for vertical directions and horizontal directions. More detailed explanations can be found in (61, 62) .
• 30 Daubechies 4 wavelet features (63): These features were calculated from a 10 level 10th wavelet decomposition using both scaling and wavelet functions of the Daubechies 4 wavelet transformation. We decomposed an image column-wise and row-wise sequentially, then obtained four small images, three of which captured the high-frequency information. The average energy of these three high-frequency components were taken as features at each level. Therefore, there were 3 × 10 features computed by decomposing an image 10 times.
• 60 Gabor features (64): Given a Gabor filter with scale m and orientation n, we can convolve an image with this filter and compute the mean and standard deviation of the resulting image as texture features. We used Gabor texture feature extractor according to (64) and used the default parameters to construct a Gabor wavelet bank with five different scales and six different orientations. Then 60 Gabor features were computed for each images. Examples randomly selected from hematoxylin and eosin stained sections of normal thyroid (A), follicular adenoma (B), and follicular carcinoma (C). By visual inspection, the follicular carcinoma appears to have larger nuclei overall than follicular adenoma and normal thyroid tissue, but the distinctions are subtle. (All micrographs taken at ×400).
[Color figure can be viewed in the online issue, which is available at www.interscience.wiley.com.] Random samples of preprocessed nuclei (after segmentation, gray level extraction, and intensity normalization). Average classication accuracy groups of nuclei with voting strategy. The SVM based on RBF can reach 100% accuracy when 28 nuclei are used. The SVM based on quadratic kernel also shows a good classification accuracy, but does not reach 100% accuracy until 70 nuclei are used. The MNN classifier does not show a good tendency to reach 100% accuracy until 70 nuclei are used. [Color figure can be viewed in the online issue, which is available at www.interscience.wiley.com.] Table 2 Results of classifying individual nuclei using a support vector machine classifier with a quadratic kernel Table 3 Results of classifying individual nuclei using a support vector machine classifier with a radial basis function kernel Table 4 Results of classifying individual human cases using a leave one out cross validation strategy using 43 nuclei For this result, the support vector machine classifier (with a radial basis function kernel) was used.
