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LARGE-TIME DECAY OF THE SOFT POTENTIAL
RELATIVISTIC BOLTZMANN EQUATION IN R3x
ROBERT M. STRAIN AND KEYA ZHU
Abstract. For the relativistic Boltzmann equation in R3
x
, this work proves the
global existence, uniqueness, positivity, and optimal time convergence rates to
the relativistic Maxwellian for solutions which start out sufficiently close under
the general physical soft potential assumption proposed in 1988 [13].
1. Introduction and statement of the main results
In the study of fast moving particles the relativistic Boltzmann equation is a fun-
damental physical model [5,6,21]. In early work of Glassey & Strauss [23–25] from
1991, 1993, and 1995 global existence and uniqueness of nearby equilibrium solu-
tions, and their large time convergence rates were shown in the torus (T3x) and also
in the whole space (R3x). On the torus the convergence rates are exponentially fast,
and in the whole space the convergence rates are polynomial. Their assumptions on
the differential cross-section, σ(g, θ), fell into the regime of hard potentials. Further
results for the hard potential case can be found in [19]. However, for relativistic
interactions, when one considers particles that are fast moving, a very important
physical regime is the soft potential case; see [12] for a physical point of view.
In recent work [46], the global existence, uniqueness, and rapid time convergence
rates for nearby equilibrium solutions to the soft potential relativistic Boltzmann
equation was shown on the torus (T3x). However the difficult whole space case has
remained a challenging open problem. In this work we prove the global existence,
uniqueness, and optimal time convergence rates for nearby equilibrium solutions to
the relativistic Boltzmann equation in R3x under the general physical soft potential
assumption proposed in 1988 by [13].
The relativistic Boltzmann equation is given by
(1.1) ∂tF + pˆ · ∇xF = Q(F, F ).
The solution, F = F (t, x, p), is a function of time t ∈ [0,∞), space x ∈ R3 and
momentum p ∈ R3. It is conventional to denote the normalized velocity as
(1.2) pˆ =
p
p0
=
p√
1 + |p|2 .
Steady states of the relativistic Boltzmann equation are the Ju¨ttner solutions, which
are commonly called relativistic Maxwellians. They are given by
(1.3) J(p) =
e−p
0
4π
.
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The collision operator, Q(F, F ), is defined in (1.4). For the sake of simplicity but
without loss of generality we have normalized the physical constants to be one.
The entropy of the relativistic Boltzmann equation is physically defined as
H(t) def= −
∫
R3
dx
∫
R3
dp F (t, x, p) lnF (t, x, p).
Boltzmann’s H-Theorem then corresponds to the formal differential inequality
d
dt
H(t) ≥ 0,
which predicts that the entropy of solutions will be non-decreasing as time passes.
It is well known that the steady state relativistic Maxwellians (1.3) maximize the
entropy which grants the intuition of convergence to (1.3) in large time.
It is this physical reasoning that our main results, as stated below, make mathe-
matically rigorous in the context of perturbations of the relativistic Maxwellian for
a general class of soft potential cross-sections in the whole space R3x.
1.1. Notation. In this section we define several notations which will be used
throughout the article. We first introduce the center of momentum expression
for the collision operator, as presented in [47]. In particular we have
(1.4) Q(f, h) =
∫
R3
dq
∫
S2
dω vø σ(g, θ) [f(p
′)h(q′)− f(p)h(q)].
where vø = vø(p, q) is the Møller velocity given by
(1.5) vø = vø(p, q)
def
=
√∣∣∣∣ pp0 − qq0
∣∣∣∣2 − ∣∣∣∣ pp0 × qq0
∣∣∣∣2 = g√sp0q0 .
Here a relativistic particle has momentum p = (p1, p2, p3) ∈ R3, with its energy
defined by p0 =
√
1 + |p|2 where |p|2 def= p · p. The post-collisional momentum in
the expression (1.4) can then be written as:
p′ =
p+ q
2
+
g
2
(
ω + (γ − 1)(p+ q) (p+ q) · ω|p+ q|2
)
,
q′ =
p+ q
2
− g
2
(
ω + (γ − 1)(p+ q) (p+ q) · ω|p+ q|2
)
,
(1.6)
where γ = (p0 + q0)/
√
s. These will satisfy (1.7). The angle further satisfies
cos θ = k · ω with k = k(p, q) and |k| = 1. The unit vector, k, has a complicated
expression as given in [47, Eq. (14)] but its precise form will be inessential.
Now conservation of momentum and energy is given as
p0 + q0 = p′0 + q′0,
p+ q = p′ + q′.
(1.7)
Furthermore, the relative momentum, g, is denoted
g
def
=
√
2(p0q0 − p · q − 1).(1.8)
Then the quantity “s” is defined as
s
def
= 2(p0q0 − p · q + 1) ≥ 0.(1.9)
Notice that s = g2 + 4. Also σ(g, θ) is the differential cross-section or scattering
kernel; it is designed to measure the interactions between particles. We give a
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standard warning to the reader that this notation, which is used in [6], sometimes
differs from other authors notation by a constant factor.
For an integrable function g : R3x → R, its Fourier transform is defined by
ĝ(k) = Fg(k) def=
∫
R3
e−2πix·kg(x)dx, x · k def=
3∑
j=1
xjkj , k ∈ R3,
where i =
√−1 ∈ C is the imaginary unit. For two complex vectors a, b ∈ C3,
(a | b) = a · b denotes the dot product over the complex field, where b is the
ordinary complex conjugate of b.
For a function f(t, x, p) with x ∈ R3x, p ∈ R3p, t ∈ [0,∞), we define the norm
‖f‖Lr1t Lr2p Lr3x
def
=
∫ ∞
0
(∫
R3
(∫
R3
|f(t, x, p)|r3 dx
) r2
r3
dp
) r1
r2
dt

1
r1
.
Here ri ∈ [1,∞). In the above expression, it is understood that if ri =∞ for some
i, then the expression is modified accordingly by replacing the Lri norm by the L∞
norm as usual. In particular for any ri ∈ [1,∞] we have
‖f‖Lr1t Lr2p Lr3x =
∥∥∥∥∥‖f‖Lr3(R3x)∥∥Lr2(R3p)∥∥∥Lr1([0,∞)) .
The norm ‖f‖Lr2p Lr3x is defined similarly (and it is a function in t). The norm ‖f‖Lr3x
is also defined similarly (and it is analogously function in t and p).
To study the linear and non-linear time decay rates we introduce σr,m as
(1.10) σr,m
def
=
3
2
(
1
r
− 1
2
)
+
m
2
, m ≥ 0.
Above the parameter r satisfies r ∈ [1, 2]. This σr,m is the standard notation for
studying time decay rates for kinetic equations in the whole space.
We also use the norms ‖ · ‖L2p(H˙mx ) and ‖ · ‖L2p(Hmx ) with m ≥ 0. In this definition
H˙mx = H˙
m(R3x) is the standard homogeneous L
2
x based Sobolev space. The L
2(R3p)
inner product in the momentum variable p is denoted 〈·, ·〉. Now, for ℓ ∈ R, we
define the following weight function
(1.11) wℓ = wℓ(p)
def
= (p0)ℓb/2.
The constant b > 0 is defined for the soft-potentials in (1.18) below. For the soft
potentials, we will observe later on that w1(p) ≈ 1/ν(p) (Lemma 2.2).
We also define the important temporal weight:
(1.12) ̟k = ̟k(t)
def
= (1 + t)k, k ≥ 0.
Lastly, the notation A . B will imply that a positive constant C exists such that
A ≤ CB holds uniformly over the range of parameters which are present in the
inequality and moreover that the precise magnitude of the constant is unimpor-
tant. The notation B & A is equivalent to A . B, and A ≈ B means that both
inequalities A . B and B . A hold simultaneously.
Throughout this paper, furthermore C denotes some positive (generally large)
constant and c denotes some positive (generally small) constant, where both C and
c may take different values in different places.
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1.2. Perturbation equation and statement of the main results. We will now
explain in detail the main results of this paper. We define the standard perturbation
f(t, x, p) to the relativistic Maxwellian (1.3) as
F
def
= J +
√
Jf.
With (1.7) we observe that the quadratic collision operator (1.4) satisfies
Q(J, J) = 0.
Then the relativistic Boltzmann equation (1.1) which will be satisfied by the per-
turbation f = f(t, x, p) is given by
∂tf + pˆ · ∇xf + L(f) = Γ(f, f), f(0, x, p) = f0(x, p).(1.13)
The linear operator L(f) is defined in (1.14). And the non-linear operator Γ(f, f) is
defined in (1.17). They are derived from an expansion of the relativistic Boltzmann
collision operator (1.4). In particular, the linearized collision operator is given by
L(h)
def
= −J−1/2Q(J,
√
Jh)− J−1/2Q(
√
Jh, J)(1.14)
= ν(p)h−K(h).
Above the multiplication operator takes the form
(1.15) ν(p)
def
=
∫
R3
dq
∫
S2
dω vø σ(g, θ) J(q).
The remaining integral operator is
K(h)
def
=
∫
R3
dq
∫
S2
dω vø σ(g, θ)
√
J(q)
{√
J(q′) h(p′) +
√
J(p′) h(q′)
}
−
∫
R3
dq
∫
S2
dω vø σ(g, θ)
√
J(q)J(p) h(q)(1.16)
= K2(h)−K1(h).
The non-linear part of the collision operator is defined as
(1.17) Γ(h1, h2)
def
= J−1/2Q(
√
Jh1,
√
Jh2)
=
∫
R3
dq
∫
S2
dω vø σ(g, θ)
√
J(q)[h1(p
′)h2(q′)− h1(p)h2(q)].
For these operators, we use the following general conditions on the kernel.
Hypothesis on the collision kernel: For soft potentials we assume the collision
kernel in (1.4) satisfies the following growth/decay estimates
σ(g, θ) . g−b σ0(θ),
σ(g, θ) &
(
g√
s
)
g−b σ0(θ).
(1.18)
We consider angular factors 0 ≤ σ0(θ) . sinγ θ with γ > −2. Additionally σ0(θ)
should be non-zero on a set of positive measure. We suppose 0 < b < min(4, 4+ γ).
For hard potentials we make the assumption
(1.19) σ(g, θ) .
(
ga + g−b
)
σ0(θ), σ(g, θ) &
(
g√
s
)
ga σ0(θ).
In addition to the previous parameter ranges we consider 0 ≤ a ≤ 2 + γ and also
0 ≤ b < min(4, 4 + γ) (in this case we allow the possibility of b = 0).
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This hypothesis contains the general physical assumption on the kernel which
was introduced in [13] (and we add the corresponding necessary lower bounds).
We are now ready to state our main result:
Theorem 1.1. Choose ℓ ≥ max{0, 3/b− 1}, r ∈ [1, 6/5) and k ∈ (1/2, σr,0] where
σr,0 is given by (1.10). Consider initial data f0 = f0(x, p) ∈ L2pLrx ∩L∞p (L2x ∩L∞x ).
There is an η > 0 such that if ‖f0‖L2pLrx + ‖wℓ+kf0‖L∞p (L2x∩L∞x ) ≤ η, then there
exists a unique global in time mild solution (5.1), f = f(t, x, p), to the relativistic
Boltzmann equation (1.13) with a soft potential kernel (1.18) which satisfies
‖wℓf‖L∞p (L2x∩L∞x )(t) ≤ Cℓ,k(1 + t)−k
(
‖f0‖L2pLrx + ‖wℓ+kf0‖L∞p (L2x∩L∞x )
)
.
These solutions are continuous if it is so initially. We furthermore have the posi-
tivity, in other words F = µ+
√
µf ≥ 0, if F0 = µ+√µf0 ≥ 0.
In the next sub-section we will discuss some historical results related to our
main theorem to explain what has been done in the past in connection with our
result. Explanations about why the convergence rates in Theorem 1.1 are said to
be optimal can be found for instance in [10, 48].
1.3. Historical discussion. The relativistic Boltzmann equation is the primary
model in relativistic collisional Kinetic theory. In the next few paragraphs, we will
provide a short review of the mathematical theory of this equation. We mention a
few books on relativistic Kinetic theory as for instance [5, 6, 21].
In 1988, Dudyn´ski and Ekiel-Jez˙ewska [13] proved that the linear relativistic
Boltzmann equation admits unique solutions in L2. Afterwards, Dudyn´ski [11]
studied the long time and small-mean-free-path limits of these solutions.
In the context of large data global in time weak solutions, the theory of DiPerna-
Lions [8] renormalized solutions was extended to the relativistic Boltzmann equation
in 1992 also by Dudyn´ski and Ekiel-Jez˙ewska [14]. This result uses the causality of
the relativistic Boltzmann equation [15, 16]. Results on the regularity of the gain
term are given in [1, 51]; the strong L1 compactness is studied by Andre´asson [1].
These are generalizations of Lions [37] result in the non-relativistic case. Further
developments on renormalized weak solutions can be found in [34, 35].
Notice also the studies of the Newtonian limit [4,45] for the Boltzmann equation.
We further mention theories of unique global in time solutions with initial data that
is near Vacuum as in Glassey [22] and [22, 45].
Note further the study of the collision map and the pre-post collisional change
of variables from [23]. Then [18] provides uniform L2-stability estimates for the
relativistic Boltzmann equation. Now there is a mathematically rigorous result
connecting the relativistic Euler equations to the relativistic Boltzmann equation
via the Hilbert expansion as in [41].
We point out results on global existence of unique smooth solutions which are
initially close to the relativistic Maxwellian for the relativistic Landau-Maxwell
system [42], and then for the relativistic Landau [20] equation as well. Further
[53] proves the smoothing effects for relativistic Landau-Maxwell system. And [52]
proves time decay rates in whole space for the relativistic Boltzmann equation (with
certain hard potentials) and the relativistic Landau equation as well.
Further previous results for unique strong solutions to the hard potential rela-
tivistic Boltzmann equation are as follows. In 1993 Glassey and Strauss [24] proved
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asymptotic stability similar to Theorem 1.1 in L∞ℓ with ℓ > 3/2 in T
3
x. They con-
sider collisional cross-sections which satisfy (1.19) for the parameters b ∈ [0, 1/2),
a ∈ [0, 2− 2b) and either γ ≥ 0 or
|γ| < min
{
2− a, 1
2
− b, 2− 2b− a
3
}
,
which restricts to γ > − 12 if b = 0 say. They further assume a related growth
bound on the derivative of the cross-section
∣∣∣∂σ∂g ∣∣∣ . In [19] this growth bound was
removed while the rest of the assumptions on the cross-section from [24] remained
the same. These results also sometimes work in smoother function spaces, and
we note that we could also include space-time regularity to our solutions spaces.
For the Cauchy problem, under similar assumptions on the collisional cross section,
Glassey & Strauss [25] in 1995 proved the global existence and uniqueness of nearby
equilibrium solutions, and their large time polynomial convergence rates.
However, it has been noted that for relativistic interactions, when one considers
particles that are fast moving, a very important physical regime is the soft po-
tential case [12]. Recently [46], the global existence, uniqueness, and rapid time
convergence rates for nearby equilibrium solutions to the soft potential relativistic
Boltzmann equation was shown on the torus (T3x). However the difficult problem
of determining the optimal convergence rates in the whole space case under the full
soft potential assumption from (1.18) remained an open problem open prior to the
main theorem of this paper. We also believe that the methods used in this paper
can be used to to treat the full hard potential assumption from (1.19), however we
consider it to be worthwhile to carry out this extension.
We reference other related and important previous work such as [2,3,7,21,23,24,
26–28,30,31,33,38–40,43,44,46,48–50]. We refer the reader to the discussions in [9,
10,48] for more detailed explanations of historical developments and mathematical
methods used. We will discuss key new ideas and approaches during the course of
the paper at the appropriate mathematical places below.
The remainder of this article is organized as follows. In Section 2 we give the
proof of L2pL
2
x decay for solutions to the linearized equation (2.5). Then in Section
3 we prove the linear L∞p L
2
x time decay. Section 4 briefly explains the linear L
∞
p L
∞
x
time decay. Lastly, in Section 5 we use the results from the previous sections to
establish the non-linear time decay rates and the global existence of solutions.
2. Linear decay theory in L2pL
2
x
Our main goal in this section is to prove time decay of solutions to the linearized
relativistic Boltzmann equation with the soft potentials (1.18) in L2pL
2
x. We consider
the linearized equation with a microscopic source g = g(t, x, p):
(2.1)
{
∂tf + pˆ · ∇xf + Lf = g,
f |t=0 = f0.
For the nonlinear system (1.13), the non-homogeneous source takes the form of
(2.2) g = Γ(f, f).
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In this case g = {I−P}g, is microscopic as in (2.9). Then it is standard to observe
that solutions of (2.1) formally take the following form
(2.3) f(t) = U(t)f0 +
∫ t
0
ds U(t− s) g(s), U(t) def= e−t(L+p·∇x).
Here U(t) is the linear solution operator for the Cauchy problem corresponding to
(2.1) with g = 0. The main result of this section is stated as follows.
Theorem 2.1. Fix 1 ≤ r ≤ 2, m ≥ 0, and ℓ ∈ R. Consider the Cauchy problem
(2.1) with g = 0. For the soft potentials (1.18) with j ≥ 0, the solution of the
linearized homogeneous system satisfies the following time decay estimate
(2.4) ‖wℓU(t)f0‖L2p(H˙mx ) . (1+t)
−σr,m‖wℓ+δf0‖L2pLrx+(1+t)−j/2‖wℓ+jf0‖L2p(H˙mx ),
for any δ > 2σr,m. Recall that σr,m is given by (1.10).
We will prove this main theorem in the following few sub-sections. In Section
2.1 we develop the theory of the different components of the solution to the linear
equation (2.5). The main point of this section is to derive a collection balance law
equations and high-order moment equations for the coefficients of the different com-
ponents of the linear solution to the relativistic Kinetic equation. Section 2.2 then
provides the relevant weighted instantaneous time-frequency Lyapunov inequality.
Finally Section 2.3 contains the proof of the time decay of solutions to the linear
equation as stated in Theorem 2.1 using the previous developments combined with
an interpolation technique and the standard Ho¨lder and Hausdorff-Young argument.
2.1. Linear L2 Bounds and Decay. We consider (2.1) with g = 0 as
∂tf + pˆ · ∇xf + L(f) = 0, f(0, x, p) = f0(x, p),(2.5)
For the relativistic Maxwellian, J , we have the normalization
∫
R3
J(p)dp = 1. Ini-
tially, we introduce the notation for some integrals as follows
µ0
def
=
∫
R3
p0Jdp, µ00
def
=
∫
R3
(p0)2Jdp, µ11
def
=
∫
R3
p21Jdp,
µ110
def
=
∫
R3
p21
p0
Jdp, µ112200
def
=
∫
R3
p21p
2
2
(p0)2
Jdp, µ111100
def
=
∫
R3
p41
(p0)2
Jdp,
µ1100
def
=
∫
R3
p21
(p0)2
Jdp.
Note that the constants introduced above can be expressed in terms of the Bessel
functions but, since we have no need to explore the delicate properties of Bessel
functions, we will only utilize the expressions above.
We list some of the results in [46], which will be useful below.
Lemma 2.2. [46]. Consider (1.15) with the soft potential kernel (1.18). Then
ν(p) ≈ (p0)−b/2.
More generally,
∫
R3
dq
∫
S2
dω vø σ(g, θ) J
α(q) ≈ (p0)−b/2 for any α > 0.
Given a small ǫ > 0, choose a smooth cut-off function χ = χ(g) satisfying
(2.6) χ(g) =
{
1 if g ≥ 2ǫ
0 if g ≤ ǫ.
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Now with (2.6) and (1.16) we define
K1−χ2 (h)
def
=
∫
R3
dq
∫
S2
dω (1− χ(g)) vø σ(g, θ)
√
J(q)
√
J(q′) h(p′)
+
∫
R3
dq
∫
S2
dω (1− χ(g)) vø σ(g, θ)
√
J(q)
√
J(p′) h(q′).(2.7)
Define K1−χ1 (h) similarly. We use the splitting K
def
= K1−χ + Kχ. The following
representation is derived in the Appendix of [46]:
Kχi (h) =
∫
R3
dq kχi (p, q) h(q), i = 1, 2.
Here is an estimate of kχi (p, q):
Lemma 2.3. [46]. For the soft potentials (1.18), the kernel enjoys the estimate
0 ≤ kχ2 (p, q) ≤ Cχ
(
p0q0
)−ζ (
p0 + q0
)−b/2
e−c|p−q|, Cχ, c > 0,
with ζ
def
= min {2− |γ|, 4− b, 2} /4 > 0. This estimate also holds for kχ1 .
We will also use the following estimate:
Lemma 2.4. [46]. Fix any small η > 0, we may decompose K from (1.16) as
K = Kc +Ks.
Here, for any ℓ ≥ 0, and for some R = R(η) > 0 sufficiently large we have
|〈w2ℓKch1, h2〉| ≤ Cη‖1≤Rh1‖L2p‖1≤Rh2‖L2p ,
where 1≤R is the indicator function of the ball of radius R centered at zero. We
furthermore have the following estimate for the small part
|〈w2ℓKsh1, h2〉| ≤ η‖wℓh1ν
1
2 ‖L2p‖wℓh2ν
1
2 ‖L2p .
For every fixed (t, x) the null space of L from (1.14) is given by the five dimen-
sional space [21]:
(2.8) N def= span
{√
J, p1
√
J, p2
√
J, p3
√
J, p0
√
J
}
.
We define the orthogonal projection from L2(R3p) onto the null space N by P.
Further expand Ph as a linear combination of the basis in (2.8):
(2.9) Ph
def
=
ah(t, x) +
3∑
j=1
bhj (t, x)pj + c
h(t, x)p0
√J,
where
ah =
∫
R3
h
√
Jdp− µ0ch,
bh =
∫
R3
hp
√
Jdp
µ11
,
ch =
∫
R3
h(p0
√
J − µ0√J)dp
µ00 − (µ0)2 .
We can then decompose f(t, x, p) as
(2.10) f = Pf + {I−P}f.
With this decomposition we have the coercive estimate:
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Lemma 2.5. [46]. L ≥ 0. Lh = 0 if and only if h = Ph. And ∃δ0 > 0 such that
Re〈Lh, h〉 ≥ δ0‖ν1/2{I−P}h‖2L2p .
We will see that for a solution to (2.5) the coefficients of Pf satisfy balance laws:
∂ta
f
(
1− (µ
0)2
µ00
)
+∇x · bf
(
µ110 −
µ11µ0
µ00
)
+
3∑
m=1
∂mΛm({I−P}f) = 0,(2.11)
∂tb
f
j µ
11 + ∂ja
fµ110 + ∂jc
fµ11 +
3∑
m=1
∂mΘmj({I−P}f) = 0, 1 ≤ j ≤ 3,(2.12)
∂tc
f
(
µ0 − µ
00
µ0
)
+∇x · bf
(
µ110 −
µ11
µ0
)
+
3∑
m=1
∂mΛm({I−P}f) = 0.(2.13)
These will be derived in the following developments.
Now we are using the notation ∂m =
∂
∂xm
. The high order moment functions,
Θmj(h), which are included in the above balance laws, are given by
(2.14) Θmj(h)
def
=
∫
R3
(
pmpj
p0
− α1
)√
J(p)h(p)dp,
for 1 ≤ m, j ≤ 3, and α1 satisfies
(2.15)
µ11
µ0
(µ110 − α1)− µ112200 + α1µ110 = 0.
Our choice of α1 is for a simpler expression in (2.25). Furthermore Λm(h) is
(2.16) Λm(h)
def
=
∫
R3
pm
(
1
p0
− α2
)√
J(p)h(p)dp
for 1 ≤ m ≤ 3, and α2 = µ
11
0
µ11 . Our choice of α2 is for a simpler expression in (2.27).
We apply the decomposition (2.9) and (2.10) to the equation (2.5). Multiplying
(2.5) by
√
J , pi
√
J , p0
√
J for 1 ≤ i ≤ 3 and integrating over R3, one can get
∂t
∫
R3
f
√
Jdp+
∫
R3
pˆ · ∇xf
√
Jdp = 0,(2.17)
∂t
∫
R3
f
√
Jpidp+
∫
R3
pˆ · ∇xf
√
Jpidp = 0, 1 ≤ i ≤ 3,(2.18)
∂t
∫
R3
f
√
Jp0dp+
∫
R3
pˆ · ∇xf
√
Jp0dp = 0,(2.19)
Using (2.10) and plugging (2.9) into the above equation (2.19) gives
(2.20) ∂ta
fµ0 + ∂tc
fµ00 +∇x · bfµ11 = 0.
Plugging (2.9) and (2.10) into the above equation (2.18) gives (2.12) using (2.20).
Plugging (2.9) into the above equation (2.17) gives
(2.21) ∂ta
f + ∂tc
fµ0 +∇x · bfµ110 +
3∑
m=1
∂mΛm({I−P}f) = 0,
where recall Λm(h) from (2.16). Then combining (2.21) and (2.20) gives (2.11).
Similarly, combining (2.11) with (2.20) grants (2.13). This completes our derivation
of the balance laws.
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To continue, we rewrite (2.5) as
(2.22) ∂tf + pˆ · ∇x(Pf) = −L({I−P}f)− pˆ · ∇x({I−P}f) def= R.
Using (2.22), we get
∂tΘjj({I−P}f) = Θjj(R− pˆ · ∇x(Pf)− ∂t(Pf))
= Θjj(R)−
∫
R3
(
p2j
p0
− α1
)√
J (pˆ · ∇x(Pf) + ∂t(Pf)) dp
= Θjj(R)−
∑
k 6=j
∂kb
f
k(µ
1122
00 − α1µ110 )− ∂jbfj (µ111100 − α1µ110 )(2.23)
− ∂taf (µ110 − α1)− ∂tcf (µ11 − α1µ0).
From (2.20), we have
(2.24) ∂ta
f (µ110 − α1) + ∂tcf
µ00(µ110 − α1)
µ0
+∇x · bf µ
11(µ110 − α1)
µ0
= 0.
Combining (2.23), (2.24) and (2.15), we get
(2.25) ∂tΘjj({I−P}f) = Θjj(R) + ∂tcf
(
µ00
µ0
(µ110 − α1)− µ11 + α1µ0
)
+ ∂jb
f
j
(
µ112200 − µ111100
)
.
For j 6= m, using (2.22), we get
∂tΘmj({I−P}f) = Θmj(R − pˆ · ∇x(Pf)− ∂t(Pf))
= Θmj(R)−
∫
R3
(
pjpm
p0
− α1
)√
J (pˆ · ∇x(Pf) + ∂t(Pf)) dp
= Θmj(R)− (∂mbfj + ∂jbfm)µ112200 − α1
3∑
k=1
∂kΛk({I−P}f).(2.26)
Again using (2.22), (2.19) and our choice of α2, we get
∂tΛm({I−P}f) = Λm(R− pˆ · ∇x(Pf)− ∂t(Pf))
= Λm(R)−
∫
R3
pm
(
1
p0
− α2
)√
J (pˆ · ∇x(Pf) + ∂t(Pf)) dp
= Λm(R)− ∂maf (µ1100 − α2µ110 )− ∂mcf (µ110 − α2µ11)
− ∂tbfm(µ110 − α2µ11)
= Λm(R)− ∂maf (µ1100 − α2µ110 ).(2.27)
By (2.14) and (2.8), we have
3∑
j=1
∂t∂mΘjj({I−P}f) =
∫
R3
( |p|2
p0
− 3α1
)√
J∂t∂m({I−P}f)dp
=
∫
R3
−1
p0
√
J({I−P}∂t∂mf)dp.(2.28)
With this calculation in mind, we introduce the definition:
A(h)
def
=
∫
R3
√
J(p)
p0
h(p)dp.
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On the other hand, by (2.25), we have
3∑
j=1
∂t∂mΘjj({I−P}f)
=
3∑
j=1
∂mΘjj(R) + 3∂m∂tc
f
(
µ00
µ0
(µ110 − α1)− µ11 + α1µ0
)
+ ∂m∇x · bf
(
µ112200 − µ111100
)
.(2.29)
Combining (2.28) and (2.29) gives
(2.30)
3∑
j=1
∂mΘjj(R) + 3∂m∂tc
f
(
µ00
µ0
(µ110 − α1)− µ11 + α1µ0
)
+ ∂m∇x · bf
(
µ112200 − µ111100
)
= −A ({I−P}∂t∂mf) .
By (2.25) and (2.26), for any constant β we have
∂t
3∑
j=1
∂jΘjm({I−P}f) + β∂t∂mΘmm({I−P}f)
=
3∑
j=1
∂jΘjm(R) + β∂mΘmm(R)−∆xbfmµ112200 − ∂m∇x · bfµ112200
+(β + 1)∂m∂tc
f
(
µ00
µ0
(µ110 − α1)− µ11 + α1µ0
)
+(β + 1)∂m∂mb
f
m
(
µ112200 − µ111100
)
+2∂m∂mb
f
mµ
1122
00 − α1
∑
j 6=m
3∑
k=1
∂j∂kΛk({I−P}f).(2.31)
Choose β such that
β + 1
3
=
−µ112200
µ112200 − µ111100
.
Then (2.31) becomes
∂t
3∑
j=1
∂jΘjm({I−P}f) + β∂t∂mΘmm({I−P}f)
=
3∑
j=1
∂jΘjm(R) + β∂mΘmm(R)−∆xbfmµ112200 − ∂m∇x · bfµ112200
+(β + 1)∂m∂tc
f
(
µ00
µ0
(µ110 − α1)− µ11 + α1µ0
)
−∂m∂mbfmµ112200 − α1
∑
j 6=m
3∑
k=1
∂j∂kΛk({I−P}f).(2.32)
12 R. M. STRAIN AND K. ZHU
Also (2.30) implies
(2.33)
β + 1
3
3∑
j=1
∂mΘjj(R) + (β + 1)∂m∂tc
f
(
µ00
µ0
(µ110 − α1)− µ11 + α1µ0
)
− ∂m∇x · bfµ112200 = −
β + 1
3
A ({I−P}∂t∂mf) .
Combining (2.33) and (2.32) gives
−∂t
 3∑
j=1
∂jΘjm({I−P}f) + β∂mΘmm({I−P}f)

−β + 1
3
∂tA ({I−P}∂mf)
−∆xbfmµ112200 − ∂m∂mbfmµ112200
=
β + 1
3
3∑
j=1
∂mΘjj(R)−
3∑
j=1
∂jΘmj(R)− β∂mΘmm(R)(2.34)
+α1
∑
j 6=m
3∑
k=1
∂j∂kΛk({I−P}f).
We are now ready to prove the following lemma. This lemma is a key step in
creating a time-frequency Lyapunov function later on.
Lemma 2.6. There is a free energy functional Efree(f̂(t, k)) which is local in the
time and frequency variables, and takes the form of
Efree(f̂(t, k)) def= κ1
∑
m
∑
j
ikj
1 + |k|2Θjm({I−P}f̂) | −b
f̂
m

+κ1
∑
m
(
β
ikm
1 + |k|2Θmm({I−P}f̂) | −b
f̂
m
)
+κ1
∑
m
(
β + 1
3
ikm
1 + |k|2A({I−P}f̂) | −b
f̂
m
)
+κ1
∑
j
(
Λj({I−P}f̂) | ikj
1 + |k|2 a
f̂
)
+
∑
m
(
bf̂m |
ikm
1 + |k|2 (µ
11
0 a
f̂ + µ11cf̂ )
)
,(2.35)
for some constant κ1 > 0, such that one has
∂tRe Efree(f̂(t, k)) + λ |k|
2
1 + |k|2
(∣∣∣af̂ ∣∣∣2 + ∣∣∣bf̂ ∣∣∣2 + ∣∣∣cf̂ ∣∣∣2)
≤ C‖{I−P}f̂ ν 12 ‖2L2p(2.36)
for any t ≥ 0 and k ∈ R3.
Proof. The proof of this Lemma 3.1 uses the overall strategy in [9], even though
significant new difficulties arise because we are incorporating the effects of special
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relativity. We shall make estimates on bf̂ , af̂ and µ110 a
f̂ + µ11cf̂ individually and
then take the proper linear combination to deduce the desired free energy inequality
(2.36). Firstly, notice that
Faf = aFf = af̂ , Fbf = bFf = bf̂ , Fcf = cFf = cf̂ ,
and likewise for the high-order moment functions Θjm(·), Λj(·) and A(·).
Estimate on bf̂ . We claim that for any 0 < δ1 < µ
1122
00 , it holds that
∂tRe
∑
m
∑
j
ikjΘjm({I−P}f̂) + βikmΘmm({I−P}f̂)
+
β + 1
3
ikmA({I−P}f̂) | −bf̂m
)
+ (µ112200 − δ1)|k|2
∣∣∣bf̂ ∣∣∣2
≤ δ1|k|2
∣∣∣µ110 af̂ + µ11cf̂ ∣∣∣2 + δ1|k|2 ∣∣∣af̂ ∣∣∣2
+
C
δ1
(1 + |k|2)‖{I−P}f̂ν 12 ‖2L2p .(2.37)
In fact, the Fourier transform of (2.34) gives
−∂t
∑
j
ikjΘjm({I−P}f̂) + βikmΘmm({I−P}f̂)
+
β + 1
3
ikmA({I−P}f̂)
]
+ (|k|2bf̂m + k2mbf̂m)µ112200
= α1
∑
j 6=m
3∑
l=1
kjklΛl({I−P}f)
+
β + 1
3
∑
j 6=m
ikmΘjj(R̂)−
∑
j
ikjΘjm(R̂)− βikmΘmm(R̂).
Taking further the complex inner product with bf̂m gives
∂t
∑
j
ikjΘjm({I−P}f̂) + βikmΘmm({I−P}f̂)
+
β + 1
3
ikmA({I−P}f̂) | −bûm
)
+ (|k|2 + k2m)
∣∣∣bf̂m∣∣∣2 µ112200
= I1 + I2,(2.38)
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where
I1 =
α1 ∑
j 6=m
3∑
l=1
kjklΛl({I−P}f) + β + 1
3
∑
j 6=m
ikmΘjj(R̂)
−
∑
j
ikjΘjm(R̂)− βikmΘmm(R̂) | bûm
 ,
I2 =
∑
j
ikjΘjm({I−P}f̂) + βikmΘmm({I−P}f̂)
+
β + 1
3
ikmA({I−P}f̂) | −∂tbf̂m
)
.
Then I1 is bounded by
|I1| ≤ δ1|k|2
∣∣∣bf̂m∣∣∣2 + Cδ1 ∑jm
∣∣∣Θjm(R̂)∣∣∣2 + C
δ1
3∑
l=1
(1 + |k|2) |Λl({I−P}f)|2 .
For I2, one can use the Fourier transforms of (2.12):
(2.39) ∂tb
f̂
jµ
11 + ikj(a
f̂µ110 + c
f̂µ11) +
∑
m
ikmΘjm({I−P}f̂) = 0,
to estimate it as
|I2| ≤ δ1|k|2
∣∣∣µ110 af̂ + µ11cf̂ ∣∣∣2
+
C
δ1
|k|2
∑
j,m
∣∣∣Θjm({I−P}f̂)∣∣∣2 + ∣∣∣A({I−P}f̂)∣∣∣2
 .
On the other hand, notice from (2.22) that
R̂ = −pˆ · ik{I−P}f̂ + L{I−P}f̂ ,
which implies∑
j,m
∣∣∣Θjm(R̂)∣∣∣2 + ∣∣∣A(R̂)∣∣∣2 ≤ C(1 + |k|2)‖{I−P}f̂ ν 12 ‖2L2p .
Thus we see that (2.37) follows from taking the real part of (2.38) and plugging
the estimates for I1 and I2 into that.
Estimate on af̂ . We claim that for any 0 < δ2 < µ
11
00 − α2µ110 , it holds that
∂tRe
∑
j
(
Λj({I−P}f̂) | ikjaf̂
)
+ (µ1100 − α2µ110 − δ2)|k|2
∣∣∣af̂ ∣∣∣2
≤ δ2|k|2
∣∣∣bf̂ ∣∣∣2 + C
δ2
(1 + |k|2)‖{I−P}f̂ν 12 ‖2L2p .(2.40)
In fact, similarly as before, from the Fourier transform of (2.27)
∂tΛj({I−P}f̂) + ikjaf̂ (µ1100 − α2µ110 ) = Λj(R̂),
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one can get
∂t
(
Λj({I−P}f̂) | ikjaf̂
)
+ |kj |2
∣∣∣af̂ ∣∣∣2 (µ1100 − α2µ110 )
=
(
Λj(R̂) | ikjaf̂
)
+
(
Λj({I−P}f̂) | ikj∂taf̂
)
= I3 + I4.(2.41)
Now I3 is bounded by
|I3| ≤ δ2|kj |2
∣∣∣af̂ ∣∣∣2 + C
δ2
∑
j
∣∣∣Λj(R̂)∣∣∣2 ,
and from the Fourier transform of (2.11)
∂ta
f̂ + ik · bf̂ µ
11
0 µ
00 − µ11µ0
µ00 − (µ0)2 +
∑
j
ikjΛj({I−P}f̂) µ
00
µ00 − (µ0)2 = 0,
where I4 is bounded by
|I4| ≤ δ2|k|2
∣∣∣bf̂ ∣∣∣2 + C
δ2
(
1 + |k|2)∑
j
∣∣∣Λj({I−P}f̂)∣∣∣2 .
Notice that similar to Θjm, it holds that∣∣∣Λj(R̂)∣∣∣2 ≤ C(1 + |k|2)‖{I−P}f̂ ν 12 ‖2L2p .
Then, (2.40) follows from (2.41) by taking summation over i, taking the real part
and then applying the estimates of I3 and I4.
Estimate on µ110 a
f̂ + µ11cf̂ . We notice that cf̂ is a linear combination of µ110 a
f̂ +
µ11cf̂ and af̂ . So our estimates on µ110 a
f̂ + µ11cf̂ and af̂ imply the estimate of cf̂ .
We claim that for any 0 < δ3 <
1
µ11 , it holds that
(2.42) ∂tRe
∑
m
(
bf̂m | ikm(µ110 af̂ + µ11cf̂ )
)
+
(
1
µ11
− δ3
)
|k|2
∣∣∣µ110 af̂ + µ11cf̂ ∣∣∣2
≤ C|k|2
∣∣∣bf̂ ∣∣∣2 + C
δ3
|k|2‖{I−P}f̂ ν 12 ‖2L2p .
In fact, by taking the complex inner product with ikj(µ
11
0 a
f̂ + µ11cf̂ ) and then
taking summation over 1 ≤ j ≤ n, it follows from (2.39) that
∂t
∑
j
(
bf̂j | ikj(µ110 af̂ + µ11cf̂ )
)
+
|k|2
µ11
∣∣∣µ110 af̂ + µ11cf̂ ∣∣∣2
=
∑
j,m
(−ikm
µ11
Θjm({I−P}f̂) | ikj(µ110 af̂ + µ11cf̂ )
)
+
∑
j
(
bf̂ | ikj∂t(µ110 af̂ + µ11cf̂ )
)
= I5 + I6.(2.43)
Now I5 is bounded similar to previous estimates as
|I5| ≤ δ3|k|2
∣∣∣µ110 af̂ + µ11cf̂ ∣∣∣2 + Cδ3 |k|2‖{I−P}f̂ν 12 ‖2L2p .
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For I6, it holds that
|I6| ≤ C|k|2
∣∣∣bf̂ ∣∣∣2 + C|k|2‖{I−P}f̂ ν 12 ‖2L2p ,
where we have used the Fourier transform of (2.11) as
∂ta
f̂ + ik · bf̂ µ
11
0 µ
00 − µ11µ0
µ00 − (µ0)2 +
∑
j
ikjΛj({I−P}f̂) µ
00
µ00 − (µ0)2 = 0,
and the Fourier transform of (2.13)
∂tc
f̂ + ik · bf̂ µ
11
0 µ
0 − µ11
(µ0)2 − µ00 +
∑
j
ikjΛj({I−P}f̂) µ
0
(µ0)2 − µ00 = 0.
Therefore, (2.36) follows from the proper linear combination of (2.37), (2.40) and
(2.42) by taking 0 < δ1, δ2, δ3 < 1 small enough and also κ0 > 0 large enough. This
completes the proof of Lemma 2.6. 
2.2. Weighted time-frequency Lyapunov inequality. In this subsection, we
shall construct the desired time-frequency Lyapunov functional.
2.2.1. Estimate on the microscopic dissipation. The first step in our construction of
the time-frequency Lyapunov functional is to estimate the microscopic dissipation
on the basis of the coercivity property in Lemma 2.5 of L.
Consider (2.5), taking the Fourier transform in x grants us
(2.44) ∂tfˆ + ip · k fˆ + Lfˆ = 0.
Then we multiply equation (2.44) with fˆ(t, k) and integrate over R3p to achieve
1
2
∂t‖fˆ‖2L2p +Re
〈
Lfˆ, fˆ
〉
= 0.
By Lemma 2.5, one has that
(2.45) ∂t‖fˆ‖2L2p + λ‖ν
1/2{I−P}fˆ‖2L2p . 0.
This is the first main estimate which we will use in the following.
2.2.2. Macroscopic time-frequency weighted inequality. In this section we prove the
following instantaneous Lyapunov inequality with a velocity weight ℓ ∈ R:
(2.46)
1
2
d
dt
‖wℓ{I−P}fˆ‖2L2p + λ‖ν
1/2wℓ{I−P}fˆ‖2L2p
≤ Cλ|k|2‖ν1/2fˆ‖2L2p + C‖1≤C{I−P}fˆ‖
2
L2p
.
We split the solution f to equation (2.5) into f = Pf + {I−P}f , take the Fourier
transform as in (2.44), and then apply {I−P} to the resulting equation:
∂t{I−P}fˆ + ip · k{I−P}fˆ + L{I−P}fˆ
= −{I−P}(ip · kPfˆ) +P(ip · k{I−P}fˆ).
Multiply the last equation by w2ℓ{I−P}fˆ and integrate in R3p to obtain
(2.47)
1
2
d
dt
‖wℓ{I−P}fˆ‖2L2p +Re〈w2ℓL{I−P}fˆ , {I−P}fˆ〉 = Γ1,
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where
Γ1 = −Re
〈
{I−P}(ip · kPfˆ), w2ℓ{I−P}fˆ
〉
+Re
〈
P(ip · k{I−P}fˆ), w2ℓ{I−P}fˆ
〉
.
As a result of the rapid decay in the coefficients of (2.9) we obtain
|Γ1| ≤ η‖ν1/2wℓ{I−P}fˆ‖2L2p + Cη|k|
2
(
‖w−j{I−P}fˆ‖2L2p + ‖ν
1/2Pfˆ‖2L2p
)
,
which holds for any small η > 0 and any large j > 0.
By (1.14) and Lemma 2.4, we have
Re〈w2ℓL{I−P}fˆ , {I−P}fˆ〉 ≥ λ‖wℓ{I−P}fˆν 12 ‖2L2p − C‖1≤C{I−P}fˆ‖
2
L2p
.
This holds for a small λ > 0 and a large C > 0. (We have used the fact that Lemma
2.4 indeed holds for any ℓ ∈ R, as can be seen from the proofs in [46, Lemma 3.3]
and [46, Lemma 3.6].) Plugging the last few estimates into (2.47) proves (2.46).
We furthermore remark, following the same procedure as above, that we obtain
(2.48)
1
2
d
dt
‖wℓfˆ‖2L2p + λ‖ν
1/2wℓfˆ‖2L2p ≤ C‖1≤C fˆ‖
2
L2p
.
In other words, if we multiply (2.44) by w2ℓfˆ(t, k), integrate in R3p and use the
same estimates as in the last case it follows that we obtain (2.48).
2.2.3. Derivation of time-frequency Lyapunov inequality. Now we prove
Theorem 2.7. Fix ℓ ∈ R. Let f be the solution to the Cauchy problem (2.1) with
g = 0. Then there is a time-frequency functional Eℓ(t, k) such that
(2.49) Eℓ(t, k) ≈ ‖wℓfˆ‖2L2p ,
where for any t ≥ 0 and k ∈ R3 we have
(2.50) ∂tEℓ(t, k) + λ
(
1 ∧ |k|2) ‖ν1/2wℓfˆ‖2L2p . 0.
Here 1 ∧ |k|2 def= min{1, |k|2}.
Proof. We first define
(2.51) E(t, k) def= ‖fˆ‖2L2p + κ3Efree(t, k),
for a constant κ3 > 0 to be determined later, where Efree(t, k) is given in (2.35).
One can fix κ3 > 0 small enough such that E(t, k) ≈ ‖fˆ‖2L2p .
A linear combination of (2.45) and (2.36) implies that
(2.52) ∂tE(t, k) + λ‖ν1/2{I−P}fˆ‖2L2p +
λ|k|2
1 + |k|2
(
|aˆ|2 +
∣∣∣bˆ∣∣∣2 + |cˆ|2) . 0,
where note further that one has |aˆ|2 +
∣∣∣bˆ∣∣∣2 + |cˆ|2 . ‖Pfˆ‖2L2p .
To do the weighted estimates, in particular for the soft potentials (1.18), we need
to use the energy splitting as follows. With (2.51) we define
E0ℓ (t, k) def=1|k|≤1
(
E(t, k) + κ4‖wℓ{I−P}fˆ‖2L2p
)
,
E1ℓ (t, k) def=1|k|>1
(
E(t, k) + κ5‖wℓfˆ‖2L2p
)
.
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Again κ4, κ5 > 0 will be determined later.
We prove estimates for each of these individually. For E1ℓ (t, k) we combine (2.52)
with (2.48) for |k| > 1 to obtain for a suitably small κ5 > 0 that
∂tE1ℓ (t, k) + λ‖ν1/2wℓfˆ‖2L2p1|k|>1 . 0.
Here we have used the fact that when |k| > 1 then |k|21+|k|2 ≥ 12 .
Furthermore, when |k| ≤ 1 it holds that |k|21+|k|2 ≥ |k|
2
2 . In this case we combine
(2.52) with (2.46) on |k| ≤ 1 to obtain for a small κ4 > 0 that
∂tE0ℓ (t, k) + λ|k|2‖ν1/2wℓfˆ‖2L2p1|k|≤1 . 0.
Lastly we define Eℓ(t, k) def= E0ℓ (t, k) + E1ℓ (t, k) and we notice that (2.49) is satisfied.
Then (2.50) follows from adding the previous two differential inequalities. 
2.3. Proof of time-decay of linear solutions. Our proof of Theorem 2.1 is
based on Theorem 2.7 and the interpolation argument given below.
Proof of Theorem 2.1. We define ρˆ(k)
def
= λ
(
1 ∧ |k|2) . By (2.50) we have that
Eℓ(t, k) ≤ Eℓ(0, k),
for any ℓ ∈ R. Now we use the interpolation technique as in [43], but in a different
context. In particular, for j > 0, using (2.49) we have
Eℓ(t, k) . Ej/(j+1)ℓ−1 (t, k) E1/(j+1)ℓ+j (t, k) . ‖ν1/2wℓfˆ‖2j/(j+1)L2p E
1/(j+1)
ℓ+j (t, k).
We therefore conclude that
E(j+1)/jℓ (t, k) . ‖ν1/2wℓfˆ‖2L2pE
1/j
ℓ+j(t, k) . ‖ν1/2wℓfˆ‖2L2pE
1/j
ℓ+j(0, k).
Now we can rewrite (2.50), for any k ∈ R3, as
∂tEℓ(t, k) + λρˆ(k)E(j+1)/jℓ (t, k)E−1/jℓ+j (0, k) ≤ 0.
To prove (2.4), one can bound E(t, k) as follows
∂tEℓ(t, k)E−1−1/jℓ (t, k) . −ρˆ(k)E−1/jℓ+j (0, k).
Integrating this over time, we obtain
jE−1/jℓ (0, k)− jE−1/jℓ (t, k) . −tρˆ(k)E−1/jℓ+j (0, k).
For any ℓ ∈ R and j > 0, uniformly in k ∈ R3, we have shown that
Eℓ(t, k) . Eℓ+j(0, k)
(
tρˆ(k)
j
+ 1
)−j
.
We also just used the estimate Eℓ(0, k) . Eℓ+j(0, k).
As before, we integrate over k and split into |k| ≤ 1 and |k| > 1 to achieve∫
|k|>1
dk |k|2mEℓ(t, k) .
(
t
j
+ 1
)−j ∫
|k|>1
dk |k|2mEℓ+j(0, k).
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Alternatively, when |k| ≤ 1 we choose j to be any number j = δ > 2σr,m and obtain∫
|k|≤1
dk |k|2mEℓ(t, k) .
∫
|k|≤1
dk |k|2mEℓ+δ(0, k)
(
t|k|2
δ
+ 1
)−δ
. (t+ 1)
−2σr,m ‖wℓ+δf0‖2L2pLrx .
For 1 ≤ r ≤ 2, this uses the same Ho¨lder and Hausdorff-Young argument. 
3. Linear decay theory in L∞p L
2
x
Now we work on the linear L∞p L
2
x bounds and time decay. As is customary, we
express solutions, f(t, x, p), to (2.5) with the semigroup U(t) as
(3.1) f(t, x, p) = {U(t)f0}(x, p),
with initial data given by
{U(0)f0}(x, p) = f0(x, p).
Then we have the following result.
Theorem 3.1. Fix ℓ ≥ 0, r ∈ [1, 2] and k ∈ [0, σr,0]. Suppose wℓ+kf0 ∈ L∞p L2x,
then under (1.18) the semi-group satisfies the estimate
‖wℓ{U(t)f0}‖L∞p L2x ≤ C(1 + t)−k
(
‖wℓ+kf0‖L∞p L2x + ‖f0‖L2pLrx
)
.
Above the positive constant C = Cℓ,k only depends on ℓ and k.
A key idea in the proof is that, instead of placing everything in the L∞p L
∞
x space
as in the proof of Theorem 4.1 in [46], we use the L∞p L
2
x space. The crucial new
element that we now use is Minkowski’s inequality in the following form∥∥∥∥∫
Ω
f(y)ν(dy)
∥∥∥∥
Lpx
.
∫
Ω
‖f(y)‖Lpx ν(dy), 1 < p <∞,
where Ω is any measure space with sigma-finite measure ν. This allows for substan-
tial simplifications over previous work. Also since the inequalities used to deal with
the term H low,25 (which will be defined in the following discussion) in the proof of
[46, Theorem 4.1] do not work well in our setting, and we use a completely different
approach. The term H low,25 was estimated with a complicated change of variables
in the proof of [46, Theorem 4.1]. Our new approach does not need to use any such
change of variables as a result of our utilization of Minkowski’s inequality.
Now we first consider solutions to the linearization of (2.5) with the compact
operator K removed from (2.5). This equation is given by
(∂t + pˆ · ∇x + ν(p)) f = 0, f(0, x, p) = f0(x, p).(3.2)
Let the semigroup G(t)f0 denote the solution to this system (3.2). Explicitly
G(t)f0(x, p)
def
= e−ν(p)tf0(x− pˆt, p).
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For the solution {U(t)f0}(x, p), by iterating twice (as did Vidav [50]) we have
{U(t)f0} (x, p) = G(t)f0(x, p) +
∫ t
0
ds1 G(t− s1)K1−χ {U(s1)f0} (x, p)
+
∫ t
0
ds1 G(t− s1)KχG(s1)f0(x, p)(3.3)
+
∫ t
0
ds1
∫ s1
0
ds2 G(t− s1)KχG(s1 − s2)K1−χ {U(s2)f0} (x, p)
+
∫ t
0
ds1
∫ s1
0
ds2 G(t− s1)KχG(s1 − s2)Kχ {U(s2)f0} (x, p).
Equivalently
{U(t)f0} (x, p) def= H1(t, x, p) +H2(t, x, p) +H3(t, x, p) +H4(t, x, p) +H5(t, x, p),
where
H1(t, x, p)
def
= e−ν(p)tf0(x− pˆt, p),
H2(t, x, p)
def
=
∫ t
0
ds1 e
−ν(p)(t−s1)K1−χ {U(s1)f0} (y1, p),
H3(t, x, p)
def
=
∫ t
0
ds1 e
−ν(p)(t−s1)
∫
R3
dq1 k
χ(p, q1) e
−ν(q1)s1f0(y1 − qˆ1s1, q1).
Just above and below we will be using the following short hand notation
y1
def
= x− pˆ(t− s1),
y2
def
= y1 − qˆ1(s1 − s2) = x− pˆ(t− s1)− qˆ1(s1 − s2).(3.4)
We are also using the notation q01 =
√
1 + |q1|2 and q1 = (q11, q12, q13) ∈ R3 with
qˆ1 = q1/q
0
1 . Furthermore the next term is
H4(t, x, p)
def
=
∫
R3
dq1 k
χ(p, q1)
∫ t
0
ds1
∫ s1
0
ds2 e
−ν(p)(t−s1)e−ν(q1)(s1−s2)
×K1−χ {U(s2)f0} (y2, q1).
Lastly, we may also expand out the fifth component as
(3.5) H5(t, x, p) =
∫
R3
dq1 k
χ(p, q1)
∫
R3
dq2 k
χ(q1, q2)
∫ t
0
ds1 e
−ν(p)(t−s1)
×
∫ s1
0
ds2 e
−ν(q1)(s1−s2) {U(s2)f0} (y2, q2).
We have the following estimates for the Hi terms above (1 ≤ i ≤ 5).
Lemma 3.2. Given ℓ ≥ 0, for any k ≥ 0 we have
‖wℓH1‖L∞p L2x + ‖wℓH3‖L∞p L2x ≤ Cℓ,k(1 + t)−k‖wk+ℓf0‖L∞p L2x .
Lemma 3.3. Fix ℓ ≥ 0. For any small η > 0 and any k ≥ 0 we have
‖wℓH2‖L∞p L2x + ‖wℓH4‖L∞p L2x ≤ η(1 + t)−k||̟kwℓf ||L∞p,tL2x .
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Lemma 3.4. Fix ℓ ≥ 0, choose any (possibly large) j > 0. For any small η > 0
and any k ≥ 0 we have the estimate
‖wℓH5‖L∞p L2x ≤ η(1 + t)−k||̟kwℓf ||L∞p,tL2x
+ Cη
∫ t
0
ds e−η(t−s)‖w−jf‖L2x,p(s) + ‖wℓR1(f)(t)‖L∞p L2x .
By the L2pL
2
x decay theory from Theorem 2.1 and Proposition 3.5 (below), we can
choose j > max{2σr,0, 6/b+ k} and take k ∈ [0, σr,0] to have∫ t
0
ds e−η(t−s)‖w−jf‖L2pL2x(s)
≤ Cη(1 + t)−k‖w2k−jf0‖L2pL2x + Cη(1 + t)−k‖f0‖L2pLrx
≤ Cη(1 + t)−k
(
‖wℓ+kf0‖L∞p L2x + ‖f0‖L2pLrx
)
.
The above estimates hold for any k ∈ [0, σr,0] and ℓ ≥ 0. On the other hand, for
the last term involving R1(f) if we restrict k ∈ [0, 1] then ∀η > 0 we have
‖wℓR1(f)‖L∞p L2x ≤ η(1 + t)−k||̟kwℓf ||L∞p,tL2x .
This term R1 is defined in (3.13) during the course of proof.
Combining Lemma 3.2, Lemma 3.3 and Lemma 3.4 gives Theorem 3.1. Actually,
Lemma 3.2, Lemma 3.3 and Lemma 3.4 imply that for any η > 0 and k ∈ [0, σr,0]
we have
‖wℓf‖L∞p L2x(t) ≤ Cℓ,k,η(1 + t)−k‖wℓ+kf0‖L∞p L2x
+ η(1 + t)−k||̟kwℓf ||L∞p,tL2x + Cη(1 + t)−k‖f0‖L2pLrx .
Equivalently
||̟kwℓf ||L∞p,tL2x ≤ Cℓ,k,η‖wℓ+kf0‖L∞p L2x + Cη‖f0‖L2pLrx .
With this inequality, we have proved Theorem 3.1 subject to Lemmas 3.2, 3.3, and
3.4. We now prove those lemmas.
We will use the following known basic decay estimate, as in [46, Proposition 4.5]:
Proposition 3.5. Suppose without loss of generality that λ ≥ µ ≥ 0. Then∫ t
0
ds
(1 + t− s)λ(1 + s)µ ≤
Cλ,µ(t)
(1 + t)ρ
,
where ρ = ρ(λ, µ) = min{λ+ µ− 1, µ} and
0 ≤ Cλ,µ(t) = C
{
1 if λ 6= 1,
log(2 + t) if λ = 1.
Furthermore, we will use the following basic estimate from the Calculus
(3.6) e−ay(1 + y)k ≤ max{1, ea−kkka−k}, a, y, k ≥ 0.
We are now ready to prove the lemmas above.
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Proof of Lemma 3.2. We first look at H1. The following result is shown in the
proof of Lemma 4.2 in [46]:
(3.7) e−ν(p)t ≤ Ckpkb/20 (1 + t)−k ≤ Ckwk(p)(1 + t)−k, ∀t, k > 0.
So we have
|wℓ(p)H1(t, x, p)| =
∣∣∣wℓ(p) e−ν(p)tf0(x− pˆt, p)∣∣∣
≤ Ck
∣∣wℓ(p)wk(p)(1 + t)−kf0(x− pˆt, p)∣∣ .
So
‖wℓH1‖L2x ≤ Ck‖wℓwk̟−kf0‖L2x .
Thus
‖wℓH1‖L∞p L2x ≤ Cℓ,k(1 + t)−k‖wk+ℓf0‖L∞p L2x .
Now we turn to H3. Since
e−ν(p)(t−s1)e−ν(q)s1 ≤ e−ν(max{|p|,|q|})t,
where ν(max{|p|, |q|}) is ν evaluated at max{|p|, |q|}, we have
|wℓ(p)H3(t, x, p)|
≤ wℓ(p)
∫ t
0
ds1 e
−ν(p)t
∫
|p|≥|q1|
dq1 |kχ(p, q1)| |f0(x− pˆ(t− s1)− qˆ1s1, q1)|
+ wℓ(p)
∫ t
0
ds1
∫
|p|<|q1|
dq1 |kχ(p, q1)| e−ν(q1)t |f0(x− pˆ(t− s1)− qˆ1s1, q1)| .
So by Minkowski’s inequality, we have
‖wℓH3‖L2x ≤ wℓ(p)
∫ t
0
ds1 e
−ν(p)t
∫
|p|≥|q1|
dq1 |kχ(p, q1)| ‖f0‖L2x(q1)
+ wℓ(p)
∫ t
0
ds1
∫
|p|<|q1|
dq1 |kχ(p, q1)| e−ν(q1)t‖f0‖L2x(q1).
We will estimate the second term, and we remark that the first term can be handled
in exactly the same way. As in Lemma 4.2 in [46], and similar to (3.7), we have
e−ν(q1)t‖f0‖L2x(q1) ≤ Ck(1 + t)−k−1wk+1(q1)‖f0‖L2x(q1).
Next we use the estimate for kχ(p, q) from Lemma 2.3. When using this estimate
we may suppose |q1| ≤ 2|p|. For otherwise, if say |q1| ≥ 2|p|, then we have |p−q1| ≥
|q1|/2 which leads directly to
wk+1(q1)wℓ(p)e
−c|p−q1|/2 ≤ Cwk+1+ℓ(q1)e−c|q1|/4 ≤ C.(3.8)
In this case we easily obtain the following estimate:∫ t
0
ds1 wℓ(p)
∫
|p|<|q1|
dq1 1|q1|≥2|p| |kχ(p, q1)| e−ν(q1)t‖f0‖L2x(q1)
. (1 + t)−k‖w−jf0‖L∞p L2x , ∀k > 0, j > 0.
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Thus in the following we assume |p| < |q1| ≤ 2|p|. On this region we have
(3.9)
∫ t
0
ds1 wℓ(p)
∫
|p|<|q1|≤2|p|
dq1 |kχ(p, q1)| e−ν(q1)t‖f0‖L2x(q1)
≤ Ck t
(1 + t)k+1
∫
|p|<|q1|≤2|p|
dq1 wℓ(q1) wk+1(q1) |kχ(p, q1)| ‖f0‖L2x(q1)
≤ Ck(1 + t)−k‖wℓ+kf0‖L∞p L2x w1(p)
∫
|p|<|q1|≤2|p|
dq1 |kχ(p, q1)| .
Then from Lemma 2.3 we clearly have the following bound
w1(p)
∫
|p|<|q1|≤2|p|
dq1 |kχ(p, q1)| ≤ C.
This completes the time decay estimate for H3 and our proof of the lemma. 
Proof of Lemma 3.3. As in the proof of Lemma 4.3 in [46], we will use the following
lemma (Lemma 4.6 in [46]).
Lemma 3.6 ([46]). Fix any ℓ ≥ 0 and any j > 0. Then given any small η > 0,
which depends upon χ in (2.6), the following estimate holds∣∣∣wℓ(p)K1−χi (h)(p)∣∣∣ ≤ ηe−cp0‖w−jh‖L∞q .
Above the constant c > 0 is independent of η and i = 1, 2.
From (2.7) and Minkowski’s inequality, we have
‖K1−χi (h)(p)‖L2x ≤ K1−χi (‖h‖L2x)(p).
So with the lemma above, we have
(3.10) ‖wℓ(p)K1−χi (h)(p)‖L2x ≤ ηe−cp
0‖w−jh‖L∞q L2x .
Notice that in the result above, we use ‖w−jh‖L∞q L2x instead of ‖w−jh‖L∞p L2x to
avoid confusion, since p is a variable in the left-hand-side. From now on, we always
use q to denote the momentum variable in the norm expression whenever p has
been used to denote a particular momentum value in an inequality. For H2, with
the result above, for any small η′ > 0 we have
‖wℓH2‖L2x(t, p) = wℓ(p)
∥∥∥∥∫ t
0
ds1 e
−ν(p)(t−s1)K1−χ {U(s1)f0} (y1, p)
∥∥∥∥
L2x
≤ η′ e−cp0 ||̟kf ||L∞q,tL2x
∫ t
0
ds1 e
−ν(p)(t−s1)(1 + s1)−k, ∀j > 0.
For any λ > max{1, k} we have
‖wℓH2‖L2x(t, p)
≤ η′ wλ(p)e−cp0 ||̟kf ||L∞q,tL2x
∫ t
0
ds (1 + t− s)−λ(1 + s)−k
≤ η (1 + t)−k||̟kf ||L∞q,tL2x ,
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which follows from Proposition 3.5. This is the desired estimate for H2. For H4 we
once again use (3.10), for any small η′ > 0, to obtain
‖wℓH4‖L2x(t, p) ≤
∫
R3
dq1 k
χ(p, q1)
∫ t
0
ds1
∫ s1
0
ds2 e
−ν(p)(t−s1)
× e−ν(q1)(s1−s2)wℓ(p)‖K1−χ ({U(s2)f0}) (y2, q1)‖L2x
≤ η′||̟kf ||L∞q,tL2x
∫
R3
dq1 k
χ(p, q1)
wℓ(p)
wℓ(q1)
e−cq
0
1
×
∫ t
0
ds1
∫ s1
0
ds2 e
−ν(p)(t−s1)e−ν(q1)(s1−s2)(1 + s2)−k.
For the time decay, from Proposition 3.5, we notice that
∫ t
0
ds1
∫ s1
0
ds2 e
−ν(p)(t−s1)e−ν(q1)(s1−s2)(1 + s2)−k
. wλ(p)wλ(q1)
∫ t
0
ds1 (1 + t− s1)−λ
∫ s1
0
ds2 (1 + s1 − s2)−λ(1 + s2)−k
. wλ(p)wλ(q1)(1 + t)
−k.
Above we have taken λ > max{1, k}. Combining these estimates yields
‖wℓ(p)H4‖L2x
. η′(1 + t)−k||̟kwℓf ||L∞q,tL2x
∫
R3
dq1 k
χ(p, q1)wℓ+λ(p)w−ℓ+λ(q1)e−cq
0
1 .
To estimate the remaining integral and weights we split into three cases. If either
2|q1| ≤ |p|, or |q1| ≥ 2|p|, then we bound all the weights and the remaining momen-
tum integral by a constant as in (3.8). Alternatively if 12 |q1| ≤ |p| ≤ 2|q1|, then the
desired estimate is obvious since we have strong exponential decay in both p and
q1. In either of these cases we have the estimate for H4. 
Proof of Lemma 3.4. We will utilize rather extensively the estimate for kχ from
Lemma 2.3. We now further split H5(t, x, p) as
(3.11) H5(t, x, p) = H
high
5 (t, x, p) +H
low
5 (t, x, p),
and estimate each term on the right individually. For M >> 1 we define
(3.12) 1high
def
= 1|p|>M1|q1|≤M + 1|q1|>M .
Notice 1high + 1|p|≤M1|q1|≤M = 1. Now the first term in the expansion is
Hhigh5 (t, x, p)
def
=
∫
R3
dq1 k
χ(p, q1)
∫
R3
dq2 k
χ(q1, q2) 1high
∫ t
0
ds1 e
−ν(p)(t−s1)
×
∫ s1
0
ds2 e
−ν(q1)(s1−s2) {U(s2)f0} (y2, q2).
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The proof of Lemma 4.4 in [46], and also (3.7), shows that for any λ ≥ 0 we have∫ t
0
ds1 e
−ν(p)(t−s1)
∫ s1
0
ds2 e
−ν(q1)(s1−s2)
≤ Cλwλ(p)wλ(q1)
∫ t
0
ds1
∫ s1
0
ds2 (1 + (t− s1))−λ(1 + (s1 − s2))−λ.
When either |p| > M or |q1| > M , by Lemma 2.3, we have the bound
|kχ(p, q1)| ≤ CM−ζ
(
p0 + q01
)−b/2
e−c|p−q1|.
If either |p| ≥ 2|q1| or |q1| ≥ 2|p| then as in (3.8) we have
wℓ+λ(p)wλ(q1)e
−c|p−q1| ≤ C.
Thus by combining the last few estimates we have
wℓ(p)
∫
R3
dq1 |kχ(p, q1)|
∫
R3
dq2 |kχ(q1, q2)| 1high
(
1|p|≥2|q1| + 1|p|≤ 12 |q1|
)
×
∫ t
0
ds1 e
−ν(p)(t−s1)
∫ s1
0
ds2 e
−ν(q1)(s1−s2)‖ {U(s2)f0} (y2, q2)‖L2x
≤ Cλ
M ζ+b/2
‖̟kwℓf‖L∞q,tL2x
∫
R3
dq1 e
−c|p−q1|
∫
R3
dq2 e
−c|q1−q2|
×
∫ t
0
ds1
∫ s1
0
ds2
(1 + s2)
−k
(1 + (t− s1))λ(1 + (s1 − s2))λ .
With Proposition 3.5, for any k ≥ 0 and λ > max{k, 1} the previous term is
bounded from above by
≤ Ck,λ
M ζ+b/2
(1 + t)−k ||̟kwℓf ||L∞q,tL2x .
This is the desired estimate for M ≫ 1 chosen sufficiently large. We now consider
the remaining part of Hhigh5 . As in the previous estimates and (3.8), if either
|q2| ≥ 2|q1| or |q1| ≥ 2|q2| then for any k ≥ 0 we have
wℓ(p)
∫
R3
dq1 |kχ(p, q1)|
∫
R3
dq2 |kχ(q1, q2)|
(
1|q2|≥2|q1| + 1|q2|≤ 12 |q1|
)
× 1 1
2 |p|≤|q1|≤2|p|1high
∫ t
0
ds1 e
−ν(p)(t−s1)
∫ s1
0
ds2 e
−ν(q1)(s1−s2)
× ‖ {U(s2)f0} (q2)‖L2x
≤ Ck,λ
M2ζ+b
||̟kwℓf ||L∞q,tL2x
∫
R3
dq1 e
−c|p−q1|
∫
R3
dq2 e
−c|q1−q2|
×
∫ t
0
ds1
∫ s1
0
ds2
(1 + s2)
−k
(1 + (t− s1))λ(1 + (s1 − s2))λ
≤ Ck,λ
M2ζ+b
(1 + t)−k ||̟kwℓf ||L∞q,tL2x .
Above we have used exactly the same estimates as in the prior case. Both of the
last two terms have a suitably small constant in front if M is sufficiently large.
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Thus the remaining part of Hhigh5 to estimate is R1(f)(t) which is defined by
R1(f)(t)
def
=
∫
R3
dq1 k
χ(p, q1)
∫
R3
dq2 k
χ(q1, q2) 1 1
2 |p|≤|q1|≤2|p|1 12 |q1|≤|q2|≤2|q1|
×1high
∫ t
0
ds1 e
−ν(p)(t−s1)
∫ s1
0
ds2 e
−ν(q1)(s1−s2) {U(s2)f0} (y2, q2).(3.13)
Since all the momentum variables are comparable, we have
‖R1(f)(t)‖L2x ≤
∫
R3
dq1 |kχ(p, q1)|
∫
R3
dq2 |kχ(q1, q2)|
× 1 1
2 |p|≤|q1|≤2|p|1 12 |q1|≤|q2|≤2|q1|1high
×
∫ t
0
ds1 e
−cν(q1)(t−s1)
∫ s1
0
ds2 e
−cν(q1)(s1−s2)‖ {U(s2)f0} (y2, q2)‖L2x .
Next using similar techniques as in the previous two estimates, including (3.7), we
obtain the following upper bound for any k ∈ [0, 1]:
wℓ(p)‖R1(f)(t)‖L2x ≤
Ck,λ
M2ζ
||̟kwℓf ||L∞q,tL2x
∫
dq1 (q
0
1)
−b/2−ζe−c|p−q1|
×
∫
dq2 (q
0
1)
−b/2−ζe−c|q1−q2| w2+2δ(q1)
∫ t
0
ds1
(1 + (t− s1))1+δ
×
∫ s1
0
ds2
(1 + (s1 − s2))1+δ(1 + s2)k
≤ Ck,λ
M2ζ
(1 + t)−k||̟kwℓf ||L∞q,tL2x .
In this computation we have chosen δ > 0 to satisfy δ < ζ where ζ > 0 is defined in
the statement of Lemma 2.3. This choice guarantees that w2+2δ(q1)(q
0
1)
−b−2ζ ≤ C.
We are ready to define the second term in our splitting of H5. It must be
H low5 (t, x, p)
def
= 1|p|≤M
∫
|q1|≤M
dq1 k
χ(p, q1)
∫
R3
dq2 k
χ(q1, q2)
×
∫ t
0
ds1 e
−ν(p)(t−s1)
∫ s1
0
ds2 e
−ν(q1)(s1−s2) {U(s2)f0} (y2, q2).
For any small κ > 0, we further split this term into two terms, one of which is
H low,κ5 (t, x, p)
def
=
∫
|q1|≤M
dq1 k
χ(p, q1)
∫
R3
dq2 k
χ(q1, q2)
∫ κ
0
ds1 e
−ν(p)(t−s1)
× 1|p|≤M
∫ s1
0
ds2 e
−ν(q1)(s1−s2) {U(s2)f0} (y2, q2)
+
∫
|q1|≤M
dq1 k
χ(p, q1)
∫
R3
dq2 k
χ(q1, q2)
∫ t
κ
ds1 e
−ν(p)(t−s1)
× 1|p|≤M
∫ s1
s1−κ
ds2 e
−ν(q1)(s1−s2) {U(s2)f0} (y2, q2).
The other term in this latest splitting is defined just below as H low,25 . Since p and
q1 are both bounded by M , from Lemma 2.2 we have
1|p|≤M1|q1|≤M e
−ν(p)(t−s1)−ν(q1)(s1−s2) ≤ e−C(t−s2)/Mb/2 .(3.14)
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Then for the first term in H low,κ5 above multiplied by wℓ(p) we have the bound
wℓ(p)
∫
|q1|≤M
dq1 |kχ(p, q1)|
∫
R3
dq2 |kχ(q1, q2)|
∫ κ
0
ds1 e
−ν(p)(t−s1)
× 1|p|≤M
∫ s1
0
ds2 e
−ν(q1)(s1−s2)‖ {U(s2)f0} (q2)‖L2x
≤ CM ||wℓf ||L∞q,tL2x
∫ κ
0
ds1
∫ s1
0
ds2 e
−C(t−s2)/Mb/2
≤ CMκ2||wℓf ||L∞q,tL2x e−Ct/M
b/2
eCκ/M
b/2
≤ CMκ2(1 + t)−k||̟kwℓf ||L∞q,tL2x .
We obtain the desired estimate for the above terms by first choosing M large, and
second choosing κ = κ(M) > 0 sufficiently small.
For the second term in H low,κ5 multiplied by wℓ(p) for any k ≥ 0 we have
wℓ(p)
∫
|q1|≤M
dq1 |kχ(p, q1)|
∫
R3
dq2 |kχ(q1, q2)|
∫ t
κ
ds1 e
−ν(p)(t−s1)
× 1|p|≤M
∫ s1
s1−κ
ds2 e
−ν(q1)(s1−s2)‖ {U(s2)f0} (q2)‖L2x
≤ CM ||̟kwℓf ||L∞q,tL2x
×
∫ t
κ
ds1
∫ s1
s1−κ
ds2 e
−C(t−s1)/Mb/2e−C(s1−s2)/M
b/2
(1 + s2)
−k.
Since s2 ∈ [s1 − κ, s1] and κ ∈ (0, 1/2), we know (1 + s2) ≥
(
1
2 + s1
)
. Then the
previous display is further bounded above as
≤ CMκ||̟kwℓf ||L∞q,tL2x
∫ t
κ
ds1 e
−C(t−s1)/Mb/2(1 + s1)−k
≤ CMκ(1 + t)−k||̟kwℓf ||L∞q,tL2x .
In the last step we have used Proposition 3.5. We conclude the desired estimate
for H low,κ5 by first choosing M large, and then κ > 0 sufficiently small.
The only remaining part of H low5 (t, x, p) to be estimated is given by
H low,25 (t, x, p)
def
=
∫
|q1|≤M
dq1 k
χ(p, q1)
∫
R3
dq2 k
χ(q1, q2)
∫ t
κ
ds1 e
−ν(p)(t−s1)
× 1|p|≤M
∫ s1−κ
0
ds2 e
−ν(q1)(s1−s2) {U(s2)f0} (y2, q2),
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Now for H low,25 (t, x, p), we notice using Cauchy-Schwartz that∣∣∣∣∣
∫
|q1|≤M
dq1 k
χ(p, q1)
∫
R3
dq2 k
χ(q1, q2) ‖{U(s2)f0}‖L2y2 (q2)
∣∣∣∣∣
.
∫
|q1|≤M
dq1 k
χ(p, q1)
((∫
R3
dq2 |wj(q2)kχ(q1, q2)|2
)1/2
×
(∫
R3
dq2
∣∣∣w−j(q2)‖{U(s2)f0}‖L2y2 (q2)∣∣∣2
)1/2)
≤ CM‖w−jf‖L2q,x(s2).
These estimates hold ∀j > 0. Above we used the splitting as in (3.8). Then
furthermore, as in the previous estimates including (3.14), we have
‖wℓH low,25 ‖L∞p L2x ≤ CM
∫ t
κ
ds1
∫ s1−κ
0
ds2 e
−C(t−s1)/Mb/2e−C(s1−s2)/M
b/2
× ‖w−j {U(s2)f0} ‖L2p,x
≤ CM
∫ t
0
ds1 e
−C2 (t−s1)/Mb/2
∫ t
0
ds2 e
−C2 (t−s1)/Mb/2e−
C
2 (s1−s2)/Mb/2
× ‖w−j {U(s2)f0} ‖L2p,x .
Notice that the first exponential controls the s1 time integral, and the second and
third exponential control the remaining time integral as follows
‖wℓH low,25 ‖L∞p L2x ≤ CM
∫ t
0
ds2 e
−C2 (t−s2)/Mb/2‖w−j {U(s2)f0} ‖L2p,x
≤ CM
∫ t
0
ds2 e
−C4 (t−s2)/Mb/2‖w−j {U(s2)f0} ‖L2p,x .
This completes the proof of Lemma 3.4, by first choosing M large. 
4. Linear decay theory in L∞p L
∞
x
Now we work on the linear L∞p L
∞
x bounds and decay. The argument that we
will use in this short section is not new. By Lemma 4.2, Lemma 4.3 and Lemma
4.4 from [46], for ℓ ≥ 0, k ≥ 0, small η and (possibly large) j > 0, we have
‖wℓ{U(t)f0}‖L∞p L∞x
≤ C(1 + t)−k‖wℓ+kf0‖L∞p L∞x + η(1 + t)−k||̟kwℓf ||L∞p,tL∞x
+ Cη
∫ t
0
ds e−η(t−s)‖w−jf‖L2x,p(s).
Note that even though the lemmas just cited from [46] were proven in the context
of T3x, they generalize directly to R
3
x without modification.
Using the same upper bound for
∫ t
0
ds e−η(t−s)‖w−jf‖L2x,p(s) as in Lemma 3.4,
we then have the following result.
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Theorem 4.1. Given ℓ ≥ 0, r ∈ [1, 2] and k ∈ [0, σr,0]. Suppose that initially we
have wℓ+kf0 ∈ L∞p
(
L2x ∩ L∞x
)
, then under (1.18) the semi-group satisfies
‖wℓ{U(t)f0}‖L∞p L∞x ≤ C(1 + t)−k
(
‖wℓ+kf0‖L∞p (L2x∩L∞x ) + ‖f0‖L2pLrx
)
.
Above the positive constant C = Cℓ,k only depends on ℓ and k.
5. Nonlinear decay theory and global existence
Suppose f = f(t, x, p) solves (1.13) with initial condition f(0, x, p) = f0(x, p).
We may express mild solutions to this problem (1.13) in the form
(5.1) f(t, x, p) = {U(t)f0}(x, p) +N [f, f ](t, x, p),
where we have used the notation
N [f1, f2](t, x, p)
def
=
∫ t
0
ds {U(t− s)Γ[f1(s), f2(s)]}(x, p).
Here as usual U(t) is the semi-group (3.1) which represents mild solutions to the
linear problem (2.5). The purpose of this section is to prove Theorem 1.1.
As a first step, we will use the following non-linear estimate.
Lemma 5.1. Considering the non-linear operator defined in (1.17) with (1.18), we
have the following pointwise estimates
‖wℓΓ(h1, h2)‖L1x∩L∞x (p) . ν(p)‖wℓh1‖L∞q (L2x∩L∞x )‖wℓh2‖L∞q (L2x∩L∞x ).
These hold for any ℓ ≥ 0. Furthermore,
‖wℓ+1Γ(h1, h2)‖L∞p (L1x∩L∞x ) . ‖wℓh1‖L∞p (L2x∩L∞x )‖wℓh2‖L∞p (L2x∩L∞x ).
Note that just as in the previous section, we use q to denote the momentum
variable in ‖wℓh1‖L∞q (L2x∩L∞x )‖wℓh2‖L∞q (L2x∩L∞x ) to avoid possible confusion, since p
is a variable in this inequality. The lemma above combined with Proposition 3.5
will be important tools in our proof of Theorem 1.1.
Proof of Lemma 5.1. We recall (1.15), (1.17), and (1.11). For ℓ ≥ 0, it follows from
(1.7) that
wℓ(p) . (p
0)ℓb/2 . (p′0)ℓb/2(q′0)ℓb/2 . wℓ(p′)wℓ(q′).
A proof of this estimate above was given in [24, Lemma 2.2]. Thus
wℓ(p)‖Γ(h1, h2)‖L1x∩L∞x
.
∫
R3×S2
dωdq vø σ(g, θ)
√
J(q) wℓ(p
′)wℓ(q′)‖h1‖L2x∩L∞x (p′)‖h2‖L2x∩L∞x (q′)
+
∫
R3×S2
dωdq vø σ(g, θ)
√
J(q) wℓ(p)‖h1‖L2x∩L∞x (p)‖h2‖L2x∩L∞x (q)
. ‖wℓh1‖L∞q (L2x∩L∞x )‖wℓh2‖L∞q (L2x∩L∞x )
∫
R3×S2
dωdq vø σ(g, θ) J
1/2(q)
. ν(p)‖wℓh1‖L∞q (L2x∩L∞x )‖wℓh2‖L∞q (L2x∩L∞x ).
The last inequality above follows directly from Lemma 2.2 since both the inte-
gral and ν(p) have the same asymptotic behavior at infinity. That yields the first
estimate. For the second estimate we notice from the first estimate that
‖wℓ+1Γ(h1, h2)‖L1x∩L∞x (p) . w1(p)ν(p)‖wℓh1‖L∞q (L2x∩L∞x )‖wℓh2‖L∞q (L2x∩L∞x ).
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But w1(p)ν(p) . 1 from Lemma 2.2 and (1.11). This completes the proof. 
Proof of Theorem 1.1. We will prove Theorem 1.1 in three steps. The first step
gives existence, uniqueness and time decay via the contraction mapping argument.
The second step will establish continuity, and the last step shows positivity.
Step 1. Existence and Uniqueness. When proving existence of mild solu-
tions to (5.1) it is natural to consider the mapping
M [f ]
def
= {U(t)f0}(x, p) +N [f, f ](t, x, p).
We will show that this is a contraction mapping on the space
MRk,ℓ
def
= {f : [0,∞)× R3x × R3p → R | ‖̟kwℓf‖L∞p,t(L2x∩L∞x ) ≤ R}, R > 0.
Here we recall the temporal weight (1.12). We first estimate the non-linear term
N [f, f ] defined in the equation display below (5.1). We apply Theorem 3.1 and
Theorem 4.1, with ℓ ≥ 0, and k ∈ (1/2, σr,0] to obtain
wℓ(p)‖N [f1, f2]‖L2x∩L∞x (t, p)
.
∫ t
0
ds wℓ(p)‖{U(t− s)Γ[f1(s), f2(s)]}‖L2x∩L∞x (p)
.
∫ t
0
ds
(1 + t− s)k
(
‖wℓ+kΓ[f1(s), f2(s)]‖L∞q (L2x∩L∞x ) + ‖Γ[f1(s), f2(s)]‖L2qLrx
)
.
When ℓ > 3/b− 1 (since k ≤ 1), using interpolation the above is bounded by∫ t
0
ds
(1 + t− s)k ‖wℓ+1Γ[f1(s), f2(s)]‖L∞q (L1x∩L∞x ) .
Next Lemma 5.1 allows us to bound the above by
.
∫ t
0
ds
(1 + t− s)k ‖wℓf1(s)‖L∞q (L2x∩L∞x ) ‖wℓf2(s)‖L∞q (L2x∩L∞x ) .
From Proposition 3.5 and (1.12) we see that the last line is
. ||̟kwℓf1||L∞p,t(L2x∩L∞x )||̟kwℓf2||L∞p,t(L2x∩L∞x )
∫ t
0
ds
(1 + t− s)k(1 + s)2k
. (1 + t)−k||̟kwℓf1||L∞p,t(L2x∩L∞x )||̟kwℓf2||L∞p,t(L2x∩L∞x ).
We have shown
||̟kwℓN [f1, f2]||L∞p,t(L2x∩L∞x ) . ||̟kwℓf1||L∞p,t(L2x∩L∞x )||̟kwℓf2||L∞p,t(L2x∩L∞x ).
To handle the linear semigroup, U(t), we again use Theorem 3.1 and Theorem 4.1
to obtain
||̟kwℓM [f ]||L∞p,t(L2x∩L∞x )
≤ Cℓ,k
(
‖wℓ+kf0‖L∞p (L2x∩L∞x ) + ‖f0‖L2pLrx + ||̟kwℓf ||
2
L∞p,t(L
2
x∩L∞x )
)
.
We conclude that M [·] maps MRk,ℓ into itself for 0 < R chosen sufficiently small and
e.g. ‖wℓ+kf0‖L∞p (L2x∩L∞x ) + ‖f0‖L2pLrx ≤
R
2Cℓ,k
. To obtain a contraction, we consider
the difference
M [f1]−M [f2] = N [f1 − f2, f1] +N [f2, f1 − f2].
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Then as in the previous estimates we have
||̟kwℓ(M [f1]−M [f2])||L∞p,t(L2x∩L∞x )
≤ C∗ℓ,k
(
||̟kwℓf1||L∞p,t(L2x∩L∞x ) + ||̟kwℓf2||L∞p,t(L2x∩L∞x )
)
× ||̟kwℓ(f1 − f2)||L∞p,t(L2x∩L∞x ).
With these estimates, the existence and uniqueness of solutions to (2.5) follows
from the contraction mapping principle on MRk,ℓ when R > 0 is suitably small.
Step 2. Continuity. We perform the estimates from Step 1 on the space
MR,0k,ℓ
def
= C0([0,∞)× R3x × R3p) ∩MRk,ℓ, R > 0.
As in Step 1, we have a uniform in time contraction mapping on MR,0k,ℓ for suitable
R. Furthermore M [f ] is continuous if f ∈ MR,0k,ℓ and f0 is continuous. Since the
convergence is uniform, the limit will be continuous globally in time. This argument
is standard and we refer for instance to [21, 24, 31] for full details.
Step 3. Positivity. We use the standard alternative approximating formula
(∂t + pˆ · ∇x)Fn+1 +R(Fn)Fn+1 = Q+(Fn, Fn).
with the same initial conditions Fn+1
∣∣
t=0
= F0 = J +
√
Jf0, for n ≥ 1 and for
instance F 1
def
= J +
√
Jf0. Here we have used the standard decomposition of the
collision operator Q = Q+ −Q− into gain and loss terms with
Q−(Fn+1, Fn) =
∫
R3
dq
∫
S2
dω vø σ(g, θ) F
n+1(p)Fn(q) = R(Fn)Fn+1,
and R(Fn)
def
= Q−(1, Fn). If we consider Fn+1(t, x, p) = J +
√
Jfn+1(t, x, p), then
related to Step 1 we may show that wℓ(p)f
n+1(t, x, p) is convergent in L∞p,t(L
2
x∩L∞x )
on a local time interval [0, T ] where T will generally depend upon the size of the
initial data. In particular fn+1(t, x, p) = F
n+1−J√
J
satisfies the equation
(∂t + pˆ · ∇x + ν(p)) fn+1 = K(fn) + Γ+(fn, fn)− Γ−(fn+1, fn).
Here again we use the standard definition Γ+ − Γ− = Γ where
Γ−(fn+1, fn) =
∫
R3
dq
∫
S2
dω vø σ(g, θ)
√
J(q) fn+1(p)fn(q).
We rewrite this equation using the solution formula to the system (3.2) as
fn+1 = G(t)f0 + L(fn+1, fn).
This solution formula G(t) is defined just below (3.2). Furthermore
L(fn+1, fn) def=
∫ t
0
ds G(t− s)K(fn)
+
∫ t
0
ds G(t− s)Γ+(fn, fn)−G(t− s)Γ−(fn+1, fn).
For given T > 0 and R > 0 we consider the space MRk,ℓ([0, T ]) defined by{
f : [0, T ]× R3x × R3p → R | ‖̟kwℓf‖L∞[0,T ]L∞p (L2x∩L∞x ) ≤ R
}
.
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We can do something precisely similar to Step 1 to prove the existence of fn+1 ∈
MRk,ℓ([0, T ]). Instead of using Theorem 3.1 and Theorem 4.1 to deal with the
operator U , we use in particular Lemma 3.2 in this paper and Lemma 4.2 in [46]
to deal with the operator G. Then we have estimates similar to those in Step
1 for our mapping in the space MRk,ℓ([0, T ]). Now given f
n ∈ MRk,ℓ([0, T ]) and
‖wℓ+kf0‖L∞p (L2x∩L∞x )+ ‖f0‖L2pLrx ≤
R
2Ck,ℓ
with R > 0 chosen sufficiently small, as in
Step 1, we can prove the existence of fn+1 ∈MRk,ℓ([0, T ]).
With the estimates established in this paper, it is now not hard to show that
‖wℓ(fn+1 − fn)‖L∞
[0,T ]
L∞p (L
2
x∩L∞x ) ≤ CT ‖wℓ(fn − fn−1)‖L∞[0,T ]L∞p (L2x∩L∞x )).
Here T > 0 is sufficiently small, and the constant C > 0 can be chosen independent
of any small T . Therefore there exists a T ∗ > 0 such that wℓfn → wℓf uniformly
in L∞p (L
2
x ∩ L∞x ) on [0, T ∗]. This will be sufficient to prove the positivity globally
in time.
Indeed if Fn ≥ 0, then so is Q+(Fn, Fn) ≥ 0. With the representation formula
Fn+1(t, x, p) = e−
∫
t
0
dsR(Fn)(s,x−pˆ(t−s),p) F0(x− pˆt, p)
+
∫ t
0
ds e−
∫ t
s
dτR(Fn)(τ,x−pˆ(t−τ),p) Q+(Fn, Fn)(s, x − pˆ(t− s), p).
Induction shows Fn+1(t, x, p) ≥ 0 for all n ≥ 0 if F0 ≥ 0, which implies in the limit
n → ∞ that F (t, x, p) = J + √Jf(t, x, p) ≥ 0. Using our uniqueness, this is the
same F as the one from Step 1 on the time interval [0, T ∗]. We extend this positivity
for all time intervals [0, T ∗] + T ∗k for any k ≥ 1 by repeating this procedure and
using the global uniform bound in MRk,ℓ from Step 1. 
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