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Kapitel 1
Einfu¨hrung
Die Anwendung der Informations- und Kommunikationstechnologie fu¨hrt zu
einer explosionsartig wachsenden Menge potenziell nutzbarer Informationen.
Fu¨r immer mehr Anwender stehen rechnergestu¨tzte Ansa¨tze zur Automati-
sierung von Aufgaben und Ta¨tigkeiten in zahlreichen Lebensbereichen zur
Verfu¨gung. Soll dieser Erfolg der Informations- und Kommunikationstech-
nologie fortgesetzt werden, ist eine noch engere Ausrichtung ihrer zuku¨nf-
tigen Entwicklung am menschlichen Wissen unabdingbar. Eine dauerhafte
effiziente Orientierungsmo¨glichkeit innerhalb der Menge der Informationen
kann geschaffen werden, wenn menschliches Wissen in Suchtechniken Ein-
gang findet. Auch die Neuentwicklung von Algorithmen und das Zusam-
menspiel vorhandener Algorithmen, die eine weitere Automatisierung und
Unterstu¨tzung menschlichen Handelns bewirken sollen, profitieren entschei-
dend von Techniken, die das menschliche Wissen verfu¨gbar werden lassen.
Eine solche Technik ist die Wissensrepra¨sentation.
Das generelle Ziel von Wissensrepra¨sentationen besteht in der formalen Dar-
stellung eines Wissensgebietes. Das Ergebnis der Wissensrepra¨sentation ist
eine Umsetzung der fachlich-thematischen Sicht derjenigen, welche die Wis-
sensrepra¨sentation erschaffen. Diese Vertreter eines Wissensgebietes erzielen
idealerweise einen fachlichen Konsens und stellen ihn formal dar. Dies ist
ein anspruchsvoller und arbeitsintensiver Vorgang. Wenn Wissensrepra¨sen-
tationen erfolgreich eingesetzt werden sollen, dann muss der Weg zur Er-
stellung einer Wissensrepra¨sentation so weit wie mo¨glich erleichtert werden.
Wa¨hrend zahlreiche Arbeiten, aktuell beispielsweise die um die Semantic
Web Initiative positionierten Entwicklungen, die Nutzung einer rechner-
gestu¨tzten Wissensrepra¨sentation beschreiben und entwickeln, widmet sich
ein vergleichsweise geringerer Teil der Arbeiten den expliziten Verfahren zur
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Erstellung von Wissensrepa¨sentationen. Die vorliegende Dissertationsschrift
legt den Schwerpunkt auf eine Erstellung durch eine Expertengruppe und
deren Unterstu¨tzung durch den Rechner. Die Randbedingung dabei ist ein
vertretbarer Aufwand bei der Erschaffung von Wissensrepra¨sentationen. Die
Arbeit liefert einen Beitrag, der der automatischen Unterstu¨tzung des Er-
stellungsprozesses von Wissensrepra¨sentationen dient. Ziel ist ein Verfahren
zur automatisch unterstu¨tzten Erstellung und Erweiterung eines bestimmten
Typs von Wissensrepra¨sentationen, na¨mlich der so genannten Ontologien.
Fu¨r den Erstellungsprozess der Wissensrepra¨sentation selbst sollen wieder-
um die Vorteile eines intensiven methodischen Einsatzes der Informations-
technologie genutzt werden.
Aus dem dargestellten Zusammenhang ergeben sich Anforderungen, die den
Gang der vorliegenden Arbeit und vordringlich die Definitionen in Kapitel
2 bestimmen werden:
• Jede Form der Wissensrepra¨sentation muss von ihrer Struktur und ins-
besondere von ihren strukturierenden Elementen her fu¨r ihre Ersteller
und Nutzer klar versta¨ndlich sein. Dabei ist zu beru¨cksichtigen, dass
Ersteller und Nutzer in vielen Fa¨llen Nichtinformatiker sind.
• Rechnergestu¨tzte Wissensrepra¨sentation muss einen Grad an Forma-
lita¨t aufweisen, der das menschliche Versta¨ndnis der Wissensrepra¨sen-
tation gewa¨hrleistet. Wissensrepra¨sentation muss eine nachvollziehba-
re und umsetzbare Form annehmen und erkla¨ren, wie ihre Struktur-
elemente in Beziehung zueinander stehen.
Wa¨re eine von diesen Grundanforderungen verletzt, so ko¨nnte entweder
die Mensch-Maschine-Interaktion fu¨r die Zwecke der Wissensrepa¨sentation
nicht mehr effektiv genutzt werden, oder die Kommunikation und letztlich
der Austausch des Wissens unterla¨ge Hindernissen.
Vor dem Hintergrund eines mo¨glichen Wissenswandels und Erkenntnisge-
winns einerseits und der Wiederverwendung von Wissensrepra¨sentationen
in einem neuen Anwendungszusammenhang andererseits kann als weitere
Forderung gelten:
• Die Struktur der Wissensrepra¨sentation muss eine leichte Erweiterbar-
keit gewa¨hrleisten.
Wir beschra¨nken uns im Rahmen dieser Anforderungen auf die besondere
Form der Wissensrepra¨sentation durch Ontologien. Ontologien mu¨ssen ein
spezielles Wissensgebiet darstellen ko¨nnen. Den aus der Philosophie stam-
menden Totalanspruch auf Wirklichkeitsbetrachtung durch die Ontologie
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(griechisch: ’Lehre von Seienden’) la¨sst die Informatik fallen, arbeitet aber
weiterhin mit Begriffen als strukturellen Einheiten der Wissensrepra¨senta-
tion. Eine Ontologie besteht demnach aus Begriffen und Relationen, die die
Begriffe sinntra¨chtig miteinander verbinden. Diese speziellere Art der Wis-
sensrepra¨sentation fu¨hrt zu einer Spezialisierung der Anforderungen. Wir
u¨bertragen die obigen allgemeinen Anforderungen an Wissensrepra¨sentatio-
nen auf Ontologien:
• Ontologien mu¨ssen von dem strukturellen Zusammenhang der Begriffe
und Relationen her fu¨r ihre Ersteller und Nutzer, die auch Nichtinfor-
matiker sein ko¨nnen, klar versta¨ndlich sein.
• Ontologien mu¨ssen einen Grad an Formalita¨t aufweisen, der sowohl
menschliches Versta¨ndnis als auch maschinelle Verarbeitung gewa¨hr-
leistet.
• Die Art, wie eine bestehende Ontologie zu erweitern ist, muss systema-
tisch ihre bereits bestehenden Begriffe und Relationen beru¨cksichtigen.
Als prinzipiellen Ansatz zur Erstellung und Erweiterung von Ontologien,
welche die genannten Anforderungen erfu¨llen, stellt die vorliegende Arbeit
auf die natu¨rlichsprachliche Form eines Begriffes ab. Die natu¨rliche Spra-
che soll als eine Quelle der Wissensrepra¨sentation fungieren, da natu¨rliche
Sprache einen allgemein zuga¨nglichen Ausgangspunkt zur Formalisierung
des menschlichen Wissens darstellt.
Das technische Ziel der vorliegenden Arbeit ist die Definition eines so ge-
nannten Ontologieanreicherungsverfahrens, das bei der Erstellung und Er-
weiterung einer gegebenen Ontologie neue Begriffe vorschla¨gt. Diese Begriffe
sollen den bestehende Begriffen passend zugeordnet werden. Die letztendli-
che Akzeptanz und relationale Einbindung solcher Begriffsvorschla¨ge obliegt
den Erstellern der Ontologie. Das Verfahren kann in unserem Zusammen-
hang als erfolgreich betrachtet werden, wenn die Begriffsvorschla¨ge eine On-
tologie prinzipiell so erweitern, wie ein menschlicher Ersteller sie erweitern
wu¨rde.
Aufbau der Arbeit
Wir beno¨tigen eine Ontologiedefinition, die den obigen Anforderungen an
Aufbau und Erweiterung von Ontologien Rechnung tra¨gt und die (verschrift-
lichte) natu¨rliche Sprache als Wissensquelle beru¨cksichtigt. Kapitel 2 der
10 KAPITEL 1. EINFU¨HRUNG
vorliegenden Arbeit greift eine solche Definition auf und entwickelt sie durch
Zusatzanforderungen weiter. Zudem werden in Kapitel 2 die Einsatzmo¨glich-
keiten von Ontologien, die der Definition entsprechen, umrissen.
Kapitel 3 richtet das Augenmerk auf den Erstellungs- und Erweiterungsa-
spekt. Ausgehend von der Pra¨misse, dass stets eine Arbeitsgruppe mehrerer
Experten eines Wissensgebietes die Ontologie erstellt oder erweitert, wird
ein wohl definierter, gruppenspezifischer Erstellungsprozess in einem konkre-
ten Fall ausgearbeitet. Dabei werden wir sehen, dass - gerade hinsichtlich
des Einsatzes natu¨rlicher Sprache in Form von Fachtexten - die Mo¨glichkei-
ten einer rechnerunterstu¨tzten Erweiterung bestehender Ontologien bislang
nicht ausgescho¨pft sind. Fu¨r eine automatische Unterstu¨tzung der Ontologie-
erstellung und -erweiterung leiten wir zu Ende des dritten Kapitels weitere
Anforderungen ab. All diese beziehen sich im Kern darauf, dass die Ersteller
der Ontologie eine weitere Wissensquelle in den Prozess einbringen ko¨nnen.
Diese Quelle besteht aus fachgebietsbezogenen natu¨rlichsprachlichen Texten.
Des weiteren erkla¨ren wir, warum ein Versta¨ndnis von A¨hnlichkeiten
zwischen Wo¨rtern aus den fachgebietsspezifischen Texten entschei-
dend zur Definition eines Ontologieanreicherungsverfahrens beitragen kann.
In Folge dessen erstrecken sich die Untersuchungen verwandter Arbeiten in
Kapitel 4 auf solche, die aus Textsammlungen automatisch Ontologien kon-
struieren. Wir werden zu Ende des vierten Kapitels eine noch zu schließende
Lu¨cke zwischen den Anforderungen aus Kapitel 3 und den verwandten Ar-
beiten aus Kapitel 4 identifizieren. Diese Lu¨cke besteht in erster Linie im
mangelnden Bezug verwandter Arbeiten auf die relativ geringen Restrik-
tionen unserer Ontologiedefinition und in den spa¨rlichen Erfahrungen mit
Ansa¨tzen zur Erweiterung fachspezifischer Ontologien. Wir grenzen uns zu-
dem von der vollsta¨ndig automatischen Konstruktion von Ontologien ab.
Kapitel 5 schließt die erwa¨hnte Lu¨cke durch die Entwicklung eines formali-
sierten Ontologienreicherungsansatzes. Außer der Existenz einer gegebenen
Ontologie und einer fachspezifischen Textsammlung soll dabei mo¨glichst we-
nig explizit formuliertes Zusatzwissen den Ansatz mitbestimmen. Die Onto-
logieanreicherung sieht Begriffsvorschla¨ge als Erweiterung bestehender On-
tologien vor. Ein Begriffsvorschlag entsteht dabei durch ein neuartiges A¨hn-
lichkeitsversta¨ndnis fu¨r Wo¨rter und Begriffe: erreicht ein Wort aus einem
Textkorpus nach dieser Art des Vergleiches eine hohe A¨hnlichkeit, so wird
es zum Begriffsvorschlag. Das Ontologieanreicherungsverfahren wird fu¨r ver-
schiedene mathematische Auffassungen von A¨hnlichkeit formuliert. Zudem
zeigen wir in Kapitel 5 eine automatische Evaluationsmethodik fu¨r Ontolo-
gieanreicherungen.
Kapitel 6 schließlich beschreibt die technische Umsetzung des Ontologiean-
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reicherungsverfahrens und unterzieht sie einer Pru¨fung anhand der Gu¨tekri-
terien aus Kapitel 5. Die Evaluation erweist sich fu¨r ein bestimmtes Szena-
rio mit realistischen Datenbesta¨nden als erfolgreich. Kapitel 6 schließt mit
einem methodischen Vorschlag zur Anreicherung weiterer fachgebietsspezi-
fischer Ontologien.
Die eigenen Beitra¨ge des Verfassers erstrecken sich auf die genaue Spezifikati-
on der kooperativen Ontologieerstellung in Kapitel 3, sowie auf die Entwick-
lung und Erpobung des Ontologieanreicherungsverfahrens in den Kapiteln
5 und 6. Der Hauptteil der Arbeit schließt mit einer Zusammenfassung der
Ergebnisse.
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Kapitel 2
Ontologien
In diesem Kapitel werden die fu¨r die gesamte Arbeit grundlegenden Defi-
nitionen und Terminologien eingefu¨hrt. Neben einer Einordnung der Arbeit
in die Aktivita¨ten des Forschungsgebietes Wissensrepra¨sentation sollen da-
bei hauptsa¨chlich exakte Definitionen der Begriffe ’Ontologie’ und ’Begriff’
aus Sicht der Informatik entwickelt werden. Hierbei werden Vergleiche ver-
schiedener ga¨ngiger Definitionen durchgefu¨hrt, und diese werden jeweils hin-
sichtlich der Problemstellung der gesamten Arbeit bewertet. Abschließend
werden in der zweiten Ha¨lfte des vorliegenden Kapitels die Ontologiedefi-
nitionen um Anwendungsbeispiele erga¨nzt. Dabei wird aufgezeigt, welche
Aspekte der vorher gefundenen Definitionen fu¨r diese Anwendungstypen
beno¨tigt werden.
2.1 Wissensrepra¨sentation
Die vorliegende Arbeit stellt ein Forschungsprogramm und Ergebnisse vor,
die zum Gebiet der Wissensrepra¨sentation zu za¨hlen sind. Es folgt daher
eine kurze Einfu¨hrung in die Fragestellungen der Wissensrepra¨sentation.
Das Forschungsgebiet Wissensrepra¨sentation bescha¨ftigt sich mit metho-
disch fassbaren Abbildern von Ausschnitten der Wirklichkeit. Die u¨bliche
stufenweise Unterscheidung des informatischen Versta¨ndnisses der Wissens-
repra¨sentation umfasst Zeichen, Daten, Information und Wissen [7].
Daten unterscheiden sich von Zeichen durch eine fu¨r sie geltende Syntax,
Information fu¨gt den Daten Bedeutung hinzu. Wissen schließlich wird bei
dieser nach ihrem Sinngehalt abgestuften Unterscheidung als Information,
die in Handlung umsetzbar ist, definiert [56]. Dies sei nun am Beispiel des
Verlaufes von Bo¨rsenindices verdeutlicht. Der DAX beispielsweise stellt den
13
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Abbildung 2.1: Stufenweise Unterscheidung des Bedeutungsgehaltes
gemittelten Wert ausgewa¨hlter deutscher Aktien im Zeitverlauf dar. Das
Verha¨ltnis des Wissens um den DAX zu konkreten Daten la¨sst sich wie
folgt erkla¨ren. Die Abbildung 2.1 zeigt auf der untersten Bedeutungsebe-
ne Zeichen wie ’5’, ’0’ und ’:’. Paare von Zeichenketten wie ’15:00’ und
’4487,0’ bilden die Grundelemente eines numerisch aufgezeichneten Verlau-
fes des Bo¨rsenindex DAX. Syntaktisch soll in unserem Beispiel gelten, dass
der erste Teil eines solchen Paares wie (15:00—4487,0) von zwei durch einen
Doppelpunkt getrennte zweistellige Zahlen gebildet wird. Die erste nimmt
Werte zwischen ’00’ und ’23’, die zweite nimmt Werte zwischen ’00’ und ’59’
an, wobei wir sehen, dass einstellige Dezimalzahlen jeweils als zweistellig
dargestellt werden. Der zweite Teil des Paares von Zeichenketten besteht
aus einer Dezimalzahl mit einer Nachkommastelle. Des Weiteren seien nun
viele solcher Paare so aufgelistet, dass die erste Zeichenkette sie ordnet:
...
(15:00—4487,0)
(15:01—4487,1)
(15:02—4486,0)
(15:03—4486,9)
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(15:04—4487,0)
(15:05—4487,1)
(15:06—4486,7)
...
Eine solche Ordnung und Auflistung der Paare stellt, wenn der erste
Teil der Paare alle Werte von (09:00) bis (17:00) durchla¨uft, die Art dar,
wie Daten u¨ber den Verlauf eines Bo¨rsenindex beschaffen sein mu¨ssen. In
den folgenden U¨berlegungen gehen wir davon aus, dass die Daten korrekt
erfasst und aufgezeichnet wurden.
Nach [65] sind Daten in einem Kommunikationsablauf sprecherunabha¨ngig
und ho¨rerunabha¨ngig, das heißt, es muss sichergestellt sein, dass alle Spre-
cher (in unserem Falle diejenigen, die die Auflistung der Paare erstellt haben)
die gleichen syntaktischen Regeln einhalten, und dass dadurch alle Ho¨rer (in
unserem Fall diejenigen, die die Auflistung durchlesen oder allgemeiner: er-
fassen und gegebenenfalls weiterverarbeiten) die gleichen Voraussetzungen
einer Deutung der Daten haben. Die in den Daten erhaltene Information
kann hingegen durchaus ho¨rerabha¨ngig sein. Ein Wirtschaftswissenschaftler
wird in der Lage sein, eine exakte Definition fu¨r das Zustandekommen des
zweiten Eintrages in einem Datenpaar (Berechnung des Bo¨rsenindex) zu lie-
fern, wa¨hrend ein Privatanleger diese Definition nicht genau kennen muss,
trotzdem aber den Daten Bedeutung zukommen la¨sst, indem er den ersten
Eintrag als Uhrzeit, den zweiten Eintrag als Stand des Bo¨rsenindex und die
Abfolge der Paare als zeitlichen Verlauf des Index interpretiert.
Bei der Rolle des Wissens gehen nun die Auffassungen der Literatur ausein-
ander. Wa¨hrend es eine Richtung gibt, die Wissen in weiten Teilen als durch
Information bedingt und erzeugt ansieht, gilt fu¨r Vertreter des Konstrukti-
vismus [77], dass das Wissen erst die Bedeutung zu den Daten hinzufu¨gt.
Im Falle des obigen Beispiels wa¨ren also das Wissen des Wirtschaftswis-
senschaftlers und das Wissen des Privatanlegers ausschlaggebend fu¨r die
Herstellung von Information. Unabha¨ngig davon, ob wir diese konstrukti-
vistische Sicht u¨bernehmen oder nicht, halten wir fest, dass Wissen weit
u¨ber Information hinausgeht. Der Wirtschaftswissenschaftler wird die In-
formation zum DAX-Verlauf in einen theoretischen Kontext einzubinden
wissen, in Bezug setzen zu Theorien und Erfahrungen, die mit Begriffen
wie ’Zyklen’, ’Konjunktur’, ’Chartanalyse’ oder ’Verbraucherschutz’ zusam-
menha¨ngen. Das handlungsbezogene Wissen des Privatanlegers kann sich bei
bestimmten Verla¨ufen des DAX darin a¨ußern, zum Telefonho¨rer zu greifen
und ein Beratungsgespra¨ch mit der perso¨nlichen Betreuerin bei der Bank
seines Vertrauens zu fu¨hren. Beiden gemein ist ein Operieren mit Hilfe von
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Bezu¨gen zwischen den ihr Wissen strukturierenden Einheiten. Im ersten Fall
ko¨nnte ein Bezug ’Entwicklungen der Konjunktur verlaufen in Zyklen’ iden-
tifiziert werden, im zweiten Fall Bezu¨ge wie ’die Bank XYZ besitzt ein Bera-
tungsangebot’ oder - was ein wesentlich unspezifischeres, wenig auf die Wirt-
schaftswissenschaften an sich bezogenes Wissen darstellt - ’zum Herstellen
einer Telefonverbindung beno¨tigt man ein Telefon und eine Telefonnummer’.
Wissen ist somit in verschiedene Auspra¨gungen klassifizierbar. Eine Klassi-
fikation nach Anzahl der das Wissen Kommunizierenden umfasst
• perso¨nliches oder subjektives Wissen, das hauptsa¨chlich einem Han-
delnden zur Verfu¨gung steht. In unserem obigen Beispiel kann ’die
Bank XYZ ist die Bank meines Vertrauens’ als das subjektive Wis-
sen des Privatanlegers gelten. Das Denken als Operation mit dieser
Form des Wissens wird bei Luft et al. [65] als Kommunikation eines
Subjektes mit sich selbst verstanden.
• organisationales Wissen, das innerhalb einer Organisation von meh-
reren geteilt wird. Hier liegt eine Form von Wissen vor, die einer be-
grenzten Anzahl von Personen zur Verfu¨gung steht. Innerhalb einer
Gescha¨ftsbank kann dieses Wissen beispielsweise die dort bekannte
Tatsache umfassen, dass Mitarbeiterin B. eine hervorragende Spezia-
listin fu¨r risikoreiche Aktiendepots ist und daher bestimmte Kunden
beraten sollte.
• objektives oder objektivierbares Wissen, das mit von einer großen Ge-
meinschaft anerkannten und u¨berpru¨fbaren Methoden geschaffen und
erweitert wird. Die Kenntnisse des Wirtschaftswissenschaftlers sind
hierunter zu fassen.
Diese Einteilung verla¨uft zuna¨chst unabha¨ngig davon, ob die jeweilige Art
von Wissen formalisierbar ist oder nicht. Eine weitere Einteilung, die eben-
falls bereits aus obigem Beispiel der Unterscheidung zwischen Wissen, In-
formation und Daten hervorgeht, ist die nach dem Spezialisierungsgrad des
Wissens:
• Allgemeinwissen umfasst den Zusammenhang allta¨glicher Handlungen.
• fachgebietsspezifisches Wissen besitzt einen begrenzten Gu¨ltigkeitsbe-
reich.
Die vorliegende Arbeit befasst sich mit Methoden, die fu¨r die speziellere
Form von Wissen relevant sind und geht gleichzeitig davon aus, dass meh-
rere Personen am systematischen Aufbau eines Wissensbestands beteiligt
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sind.
Das Forschungsgebiet Wissensrepra¨sentation operiert auf zwei Weisen, die
allerdings nicht strikt von einander zu trennen sind. Die erste Betrach-
tungsweise stellt die Frage, wie das menschliche Bewusstsein Wissen erfasst,
erzeugt, darstellt und dauerhaft verarbeitet, wa¨hrend die zweite versucht,
Wissen methodisch zu formalisieren. In beiden Bereichen ist das Wirken der
Sprache und die Wechselwirkung zwischen Sprache und Wissen einer der
zentralen Gegensta¨nde der Untersuchungen. Die vorliegende Arbeit steht in
ihren Anspru¨chen und Methoden jedoch im Zusammenhang mit der zweiten
Lesart der Wissensrepra¨sentation. Zur ersten sei an dieser Stelle lediglich
erwa¨hnt, dass es stark voneinander abweichende Standpunkte zu der Frage
gibt, ob und wie das menschliche Bewusstsein ein Abbild der Wirklichkeit
herstellt. Durch Arbeiten zur biologischen Systemtheorie [70] beispielsweise
wurde diese Frage fu¨r die biologische Analyse von Erkenntnisprozessen als
irrelevant erkla¨rt, wa¨hrend andere Arbeiten von begriﬄichen Repra¨sentatio-
nen oder Manifestationen in kognitiven Strukturen ausgehen [81].
Als Grundelemente der Wissensrepra¨sentation dienen in unserem Zusam-
menhang Begriffe, die als charakteristische sinntra¨chtige Einheiten eines
Wissensbereiches verstanden werden ko¨nnen. Unsere Forschungsmethodik
wird in einer Weise vorgehen, die u¨ber eine schiere Aufza¨hlung vorhandenen
Wissens, wie sie beispielsweise durch eine lexikalische Auflistung vorhan-
dener Fachbegriffe aus einem bestimmten Wissensgebiet entstehen kann,
wesentlich hinausgeht: sie wird sich mit Strukturen bescha¨ftigen, die die
Begriffe als Bestandteile fachgebietsspezifischen Wissens nicht nur identifi-
zieren, sondern auch einen inhaltlichen Zusammenhang zwischen den einzel-
nen Wissenskomponenten definieren. Dieser inhaltliche Zusammenhang soll
als Grundlage dazu dienen, weitere, noch nicht erfasste Zusammenha¨nge zu
zusa¨tzlichen Begriffen zu erkennen.
Eine Formalisierung von Wissen identifiziert im Allgemeinen die Elemen-
te des Wissensgebietes in Form von Symbolen, Variablen und Formeln, wie
dies beispielsweise in der Pra¨dikatenlogik geschieht. Im Speziellen wird ei-
ne solche Formalisierung mittels einer Programmiersprache elektronisch re-
pra¨sentiert, wie dies beispielsweise in der Programmiersprache Prolog fu¨r
die Pra¨dikatenlogik der Fall ist. Aus diesem Zusammenhang heraus stellt
sich die Frage, wie formalisiertes Wissen maschinell erfasst, dargestellt und
verarbeitet werden kann. Als zusa¨tzliche Annahme soll hierbei gelten, dass
der Verarbeitung des formalisierten Wissens auch der Zugriff auf in natu¨rli-
cher Sprache verfasste Quellen erlaubt ist.
Die Art der hier zu untersuchenden Verarbeitung liegt vor allem in der Er-
weiterung vorhandener Wissensbesta¨nde. Im Zuge der vorliegenden Arbeit
18 KAPITEL 2. ONTOLOGIEN
wird somit die Frage untersucht, inwieweit und auf welche Weise natu¨rliche
Sprache in Form großer Textmengen eine zusa¨tzliche geeignete Quelle zum
Aufbau formaler Wissensrepra¨sentationen bilden kann. Da wir Verfahren
zur Erweiterung der durch formale Wissensrepra¨sentation erfassten Wis-
sensbesta¨nde untersuchen, wird im Sinne von [71] auch von ’Lernen’ oder
’maschinellem Lernen’ die Rede sein.
Dabei geht es uns vordringlich um die Darstellung speziellen, fachgebietsspe-
zifischen Wissens, das zuna¨chst nur ein eingeschra¨nktes, mo¨glichst genau zu
definierendes Wissensgebiet betrifft. Die Darstellung des allgemeinen Wis-
sens oder auch Weltwissens, das wir beno¨tigen, um allta¨gliche Ta¨tigkeiten
und Situationen verrichten und bewa¨ltigen zu ko¨nnen, ist zwar ebenfalls ein
anspruchsvoller Forschungsgegenstand der Wissensrepra¨sentation, wird je-
doch nicht im Blickpunkt dieser Arbeit stehen.
Als Anforderungen fu¨r den Gang der Arbeit lassen sich nun mehrere Anfor-
derungen an die Wissensrepra¨sentation nennen, die allesamt ihren Praxis-
bezug gewa¨hrleisten sollen und sie von rein philosophischen Betrachtungen
etwa im Rahmen der Erkenntnistheorie oder von psychologischen Betrach-
tungen etwa im Rahmen der Kognitionsforschung unterscheiden sollen:
• Wissensrepra¨sentation soll fachgebietsspezifisch sein.
• Wissensrepra¨sentation soll mit einem moderaten Schulungsaufwand
vermittelbar und erstellbar sein.
• Wissensrepra¨sentation soll wiederverwendbar sein, um Ressourcen scho-
nend eingesetzt werden zu ko¨nnen.
• Wissensrepra¨sentation soll prinzipiell in einer Form erfolgen, die so-
wohl fu¨r Menschen als auch fu¨r Maschinen lesbar ist.
In den folgenden Abschnitten wird der Bezug zu fachgebietsspezifischem
Wissen vor allem durch beispielhafte Anwendungen und anhand des Erstel-
lungsprozesses formaler Wissensrepra¨sentationen in Form von Ontologien
aufgezeigt. Ontologien werden in einer Form eingefu¨hrt, die Teile der An-
forderungen an die Wissensrepra¨sentation bereits gut erfu¨llen. Die gesamte
Arbeit wird den Versuch darstellen, eine weitere Erleichterung bei der Er-
stellung von Wissensrepra¨sentationen durch Ontologien zu liefern und somit
eine weitere Anna¨herung an die obigen Anforderungen zu erreichen.
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2.2 Begriffe und Ontologien
Der nun anschließende Abschnitt dient der Herausarbeitung einer Ontolo-
giedefinition. Die in der Definition herausgearbeitete Struktur wird im Laufe
der Arbeit sowohl fu¨r die Entwicklung eines Ontologieanreicherungsverfah-
rens, als auch fu¨r dessen Bewertung verwendet.
Wie in der Einleitung gefordert, beno¨tigen wir eine Ontologiedefinition, die
von einer Notation der Ontologie mittels einer konkreten formalen Sprache
unabha¨ngig ist, um einen Zugang fu¨r Nichtinformatiker zu gewa¨hrleisten.
Gleichzeitig soll die Formalita¨t der Definition als Grundlage fu¨r Ontolo-
gieerstellungsprozesse und insbesondere fu¨r Ontologieanreicherungen durch
Begriffsvorschla¨ge dienen.
2.2.1 Begriffe und ihre Ordnung
Eingangs wurde fu¨r nutzerorientierte Formen der Wissensrepra¨sentation ge-
fordert, dass ihre Erweiterung aus ihrer Struktur heraus erkla¨rbar sein muss.
Der vorliegende Abschnitt geht auf Begriffe und die sie ordnende Unterbe-
griffsbeziehung ein, die beide als wesentliche Bestandteile in die Ontologie-
definition, in den Ontologieanreicherungsalgorithmus und dessen Bewertung
eingehen werden.
Der folgende Abschnitt fu¨hrt Notationen und Begriffskonstruktionen der
formalen Begriffsanalyse ein. Zum einen wird durch diesen Formalismus in
kompakter Darstellungsform deutlich, welche Ordnungseigenschaften Begrif-
fe in der Wissensrepra¨sentation haben mu¨ssen. Zum anderen wird im Kapitel
der verwandten Ansa¨tze der vorliegenden Arbeit ein Ru¨ckgriff auf die For-
malismen des folgenden Abschnittes vorgenommen.
Begriffe wurden in aktuelleren Arbeiten (unter anderem von Seiler [90]) als
Grundeinheiten menschlichen Denkens beschrieben, denen eine zentrale Rol-
le im Denkprozess zukommt. Begriffe ko¨nnen intensional oder extensional
definiert sein. Die extensionale Definition eines Begriffes stellt eine gedank-
liche Einheit eines oder mehrerer Gegensta¨nde her. Beispielsweise ko¨nnte
man die Mitarbeiter Schulze, Maier und Schmidt als Teilmenge aller Mitar-
beiter einer Firma H. gedanklich unter dem Begriff ’verdiente Mitarbeiter
der Firma H.’ zusammenfassen, wenn diese Zusammenfassung jemandem
als wahrheitsgema¨ß und sinnvoll erscheint. U¨ber die konkreten Eigenschaf-
ten dieser Mitarbeiter (Begriffsintension) ist damit noch nichts gesagt. Um-
gekehrt ko¨nnte der Begriff ’verdiente Mitarbeiter der Firma H.’ aber auch
u¨ber Eigenschaften von Mitarbeitern definiert werden, womit allerdings noch
nicht die Menge der Mitarbeiter (Begriffsextension) ausformuliert ist, die
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diese Eigenschaften erfu¨llen. Eine Konstruktion von Begriffen aus einer so
genannten dyadischen Sicht, die die Verstrickung von Begriffsintension und
Begriffsextension beru¨cksichtigt, liefert die von Rudolf Wille entwickelte for-
male Begriffsanalyse. Hier wird die Entwicklung von Begriffen aus vorliegen-
den Gegensta¨nden und ihren feststellbaren Eigenschaften sichtbar. Die Ab-
bildung 2.2 zeigt in tabellarischer Form ein Beispiel fu¨r einen so genannten
formalen Kontext nach Wille. Pro Zeile sei hier ein Mitarbeiter aufgetra-
gen, das Vorhandensein eines Kreuzchens bedeutet dann, dass die in der
entsprechenden Spalte aufgefu¨hrte Eigenschaft erfu¨llt ist. Eine algebraische
Schreibweise fu¨r einen formalen Kontext liefert die folgende Definition nach
Wille [104]:
Definition 1 (formaler Kontext) Seien G und M Mengen und I eine
Relation zwischen G und M , das heißt I ⊆ (G×M). Ein formalerKontext
ist eine Mengenstruktur K := (G,M, I). Die Elemente von G nennt man
Gegensta¨nde, die Elemente von M Merkmale und gIm steht dafu¨r, dass der
Gegenstand g das Merkmal m besitzt. Die folgenden Ableitungsoperatoren
sind fu¨r alle X ⊆ G und fu¨r alle Y ⊆M definiert:
X 7→ XI := {m ∈M |gIm fu¨r alle g ∈ X} ,
Y 7→ Y I := {g ∈ G|gIm fu¨r alle m ∈ Y }.
Wir stellen fest, dass diese allgemeine Definition eines formalen Kontexts
nicht festlegt, welche Mengen von Gegensta¨nden und Merkmalen betrachtet
werden. Vielmehr kann aus jeder Menge eine Gegenstandsmenge und aus
jeder Menge eine Merkmalsmenge entstehen, wenn die Relation I existiert.
Obwohl wir in der zu entwickelnden Ontologiedefinition von den konkreten
Merkmalen und Gegensta¨nden absehen, eignet sich die Herleitung von Be-
griffen aus formalen Kontexten, um auch fu¨r Ontologien gu¨ltige begriﬄiche
Strukturen sichtbar werden zu lassen.
Fu¨r die Ableitungsoperationen beschreiben die folgenden Gleichungen das
Enthaltensein von Gegenstandsmengen und Merkmalsmengen (Z kann hier
fu¨r beides stehen) , na¨mlich eine entgegengesetzte Beziehung fu¨r Merkmale
und Gegensta¨nde
Z1 ⊆ Z2 ⇒ Z1I ⊇ Z2I , (2.1)
und das Enthaltensein unter zweifacher Ableitung
Z ⊆ ZII , (2.2)
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Abbildung 2.2: Formaler Kontext
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mit ZII := (ZI)I . Zudem gilt die Identita¨t
ZIII = ZI , (2.3)
welche zeigt, dass die wiederholte Anwendung der Ableitungsoperation schließ-
lich einen stabilen Zustand herstellt und nicht bei ihrer Anwendung die je-
weilige Merkmals- oder Gegenstandsmenge beliebig vergro¨ßert oder verklei-
nert. Die folgende Definition formaler Begriffe nach Wille [104] nutzt diese
Eigenschaften aus:
Definition 2 (formaler Begriff) ein formaler Begriff eines formalen Kon-
texts K := (G,M, I) ist ein Paar (A,B) mit A ⊆ G, B ⊆ M , A = BI und
B = AI . A wird die Extension, B die Intension eines formalen Begriffes
genannt.
Formale Begriffe stehen in einer Ober-Unterbegriffsrelation zueinander.
Definition 3 (formale Unterbegriffsrelation) die Relation ≤ zwischen
zwei formalen Begriffen (A1, B1) und (A2, B2), welche durch
(A1, B1) ≤ (A2, B2) :⇔ ((A1 ⊆ A2) (2.4)
gegeben ist, heißt ’ist Unterbegriff von’.
Aufgrund der sie definierenden Mengeninklusionen sehen wir, dass die Ober-
Unterbegriffsrelation eine Ordnungsrelation ist, das heißt sie ist reflexiv,
transitiv und asymmetrisch. Daraus folgt auch, dass sie azyklisch ist. Die De-
finition der formalen Unterbegriffsrelation ist sowohl u¨ber die Gegensta¨nde
als auch u¨ber die Merkmale formulierbar, da
((A1 ⊆ A2)⇔ (B2 ⊇ B1)) (2.5)
gilt. Die obigen Eigenschaften lassen sich wie folgt notieren. Sei X eine
Menge und ∼ eine Relation auf X
• ∀x ∈ X : x ∼ x (Reflexivita¨t von ∼)
• ∀x, y ∈ X : (x ∼ y ∧ y ∼ z)⇒ (x ∼ z) (Transitivita¨t von ∼)
• ∀x, y ∈ X : (x ∼ y ∧ y ∼ x)⇒ x = y (Asymmetrie von ∼)
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Abbildung 2.3: Begriffsverband als Liniendiagramm
Diese Eigenschaften gelten fu¨r die Relation ≤ (’ist Unterbegriff von’) und
wir werden sie fu¨r die Unterbegriffsrelation in Ontologien ebenfalls fordern.
Im Folgenden wird davon ausgegangen, dass alle Begriffe (wie etwa ’guter
Mitarbeiter’) nicht ohne die Existenz bestimmter Eigenschaften existieren
ko¨nnen. Dabei muss es sich nicht um die im Beispiel genannten handeln.
Die vorliegende Arbeit teilt insofern die Auffassung Wittgensteins in dessen
Bemerkung, dass ’ein Fleck nicht ohne seine Farbe (...), ein Ton nicht ohne
seine Ho¨he’ denkbar sei[107]. Wir werden davon ausgehen, dass Begriffe im
Allgemeinen nicht ohne ihre Intensionen gedacht werden ko¨nnen. Im Allge-
meinen jedoch wird die vollsta¨ndige Konstruktion eines konkreten formalen
Kontexts und der resultierenden formalen Begriffe ausbleiben. Eine Ober-
Unterbegriffsrelation muss aber stets eine Ordnungsrelation sein, solange wir
annehmen, dass ein formaler Kontext existiert. Dies rechtfertigt die U¨bert-
ragung der formalen Begriffsanalyse auf die Ober-Unterbegriffsrelationen in
Ontologien.
Abschließend weisen wir auf die graphische Darstellung formaler Begriffe
im Liniendiagramm in Abbildung 2.3 hin. Jeder Knoten stellt einen forma-
len Begriff dar, die Beschriftungen Merkmale beziehungsweise Gegensta¨nde.
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Liest man das Diagramm entlang der Kanten von unten nach oben, so gilt
zwischen Anfangs- und Endbegriff die Relation ’ist Unterbegriff von’. Die
Gesamtheit der Begriffe der Ebene unterhalb des obersten Begriffes im Dia-
gramm bildet dabei die Extension, die Gesamtheit der Begriffe der Ebene
oberhalb des untersten Begriffes die Intension eines Begriffes.
Zusa¨tzlich zu den gezeigten Eigenschaften der Ober-Unterbegriffsrelation ge-
hen wir in dieser Arbeit mit [73] davon aus, dass alle Begriffe einen natu¨rlich-
sprachlichen Namen besitzen. Mit Hilfe dieses Namens kann auf der Begriff
als Einheit referenziert werden. In unserer bisherigen U¨berlegung ist ein
solcher Name nicht gegeben, er ist auch nicht im Liniendiagramm 2.3 auf-
getragen: dort existiert beispielsweise fu¨r den Begriff B mit der Intension
{kennt asiatische Ma¨rkte, la¨nger als 3 Jahre angestellt } kein Name wie
’Asienexperte’ oder a¨hnliches. Mudersbach[73] fordert einen Formalismus
fu¨r Begriffe, der ihrem Sprachgebrauch nahe kommt. Dieser Forderung liegt
eine Betrachtung zugrunde, die die Pra¨dikatenlogik in dieser Frage als nur
eingeschra¨nkt funktionstu¨chtig erkla¨rt. Eine Unterscheidung der folgenden
gesetzesartigen Aussagen soll demnach nicht mehr getroffen werden:
(a) alle Asienexperten sind Volkswirte
(b) der Asienexperte ist immer Volkswirt
(c) eine Asienexpertin ist eine Volkswirtin
(d) Asienexperten sind Volkswirte
(e) wenn jemand Asienexperte ist, dann ist er oder sie auch Volkswirt
Vielmehr soll ein Formalismus, der Begriffe als zugrunde liegende Einheiten
verwendet, die Aussagen (a) bis (e) als identisch betrachten:
’Asienexperte’-’ist Unterbegriff von’-’Volkswirt’
Folgende Betrachtung des vorliegenden Abschnittes bleibt als auf Ontologien
zu u¨bertragende Grundannahme fest zu halten:
• es existiert eine Ordnungsrelation (Ober-Unterbegriffsrelation) der Be-
griffe eines Wissensgebietes
Formale Begriffsanalyse liefert dabei in einsichtiger Weise intensionale, ex-
tensionale und dyadische [105], das heißt gleichzeitig intensionale und exten-
sionale, Begru¨ndungen der Transitivita¨t, Reflexivita¨t und Asymmetrie der
Unterbegriffsrelation. Die formalen Begriffe tragen nicht notwendigerweise
natu¨rlichsprachliche Namen, wie etwa im Falle des in diesem Sinne namen-
losen formalen Begriffes B in Abbildung 2.3. Allerdings verlangt die praxis-
orientierte Wissensrepra¨sentation, wie sie eingangs gefordert wurde, Begriffe
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nicht als formale Begriffe (Knoten des aus dem formalen Kontext generier-
ten Liniendiagramms). Vielmehr sollen Begriffe als gedankliche Einheiten
sprachlich fixiert werden ko¨nnen und dabei sehr wohl die hier vorgestellte
Ordnungsrelation analog zu den formalen Begriffen einhalten. Wir fordern:
• Begriffe besitzen einen natu¨rlichsprachlichen Namen
Es werden nun verschiedene Definitionen der begriﬄichen Wissensrepra¨sen-
tation auf eine Einhaltung unserer Anforderungen hin zu untersuchen sein.
Dabei beginnen wir mit semantischen Netzen sowie Topic Maps und setzen
die Untersuchung mit Ontologien fort.
2.2.2 Semantische Netze
Eine von der Pra¨dikatenlogik abweichende Form der Wissensrepra¨sentation
ist die der Semantischen Netze. ’Semantisches Netz’ deutet darauf hin, dass
seine Struktur in einer Visualisierung ihre Entsprechung findet.
Nach Scragg [88] ist ein Semantisches Netz eine Ansammlung von Knoten,
die als Konzepte interpretiert werden1. Jeder Knoten besitzt einen Namen,
der aus einer Zeichenkette besteht. Knoten werden durch gerichtete Kanten,
die die Relationen darstellen, verbunden. Besteht eine Relation in eine Rich-
tung, dann gilt sie im Allgemeinen nicht auch in der umgekehrten Richtung.
Die kleinsten Informationseinheiten in einem Semantischen Netz sind zwei
durch eine Relation miteinander verbundene Knoten. Ein Konzept entha¨lt
nur Informationen, wenn es mit einem anderen Konzept in Relation steht,
ansonsten ist das Konzept leer. Bei den Konzepten eines Semantischen Net-
zes wird zwischen Token und Typen unterschieden. Ein Token ist ein spezifi-
sches Konzept wie das ’Bankkonto’, mit der Bankleitzahl 508 501 50 und der
Kontonummer 0100676532, Typ hingegen ist nicht spezifisch - wie beispiels-
weise das Konzept ’Bankkonto’. ’Bankkonto’ ist u¨ber eine ’istEin’-Relation
1An dieser Stelle ist eine Vorbemerkung zum Sprachgebrauch des vorliegenden und
des na¨chsten Abschnittes no¨tig. Wa¨hrend die Elemente Semantischer Netze sowohl in der
englischsprachigen als auch in der deutschsprachigen Literatur als Konzepte (beziehungs-
weise ’concepts’) bezeichnet werden, ist die korrekte U¨bersetzung des englischen ’concept’
im Zusammenhang mit Ontologien ’Begriff’. Die Situation stellt sich derart dar, dass es
im Deutschen zwei Bezeichnungen fu¨r zwei verschiedene Dinge gibt, dass das das engli-
sche ’concept’ somit je nach Zusammenhang verschieden interpretiert werden muss. Die
Hintergru¨nde dieser Sprachunterschiede sind, wie wir sehen werden, inhaltlicher Art, und
wir weisen nochmals ausdru¨cklich darauf hin, dass die Verwendung des deutschen Wortes
’Konzept’ als Bestandteil von Ontologien falsch, als Bestandteil von Semantischen Netzen
aber richtig ist.
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mit ’Finanzinstrument’ verbunden und ist somit ein Token vom Typ ’Finan-
zinstrument’. Der Unterschied zwischen Token und Typ wird in einem Se-
mantischen Netz mittels verschieden benannter Relationen dargestellt. Um
Token und Typ miteinander zu verbinden, ko¨nnte die ’istEin’-Relation ver-
wendet werden, und fu¨r Relationen zwischen Typen die Subtyp-Relation.
Dann besagt die Verkettung
Konto Nummer 347212 ’istEin’ Bankkonto ’Subtyp’ Finanzinstrument,
dass das Konto mit der betreffenden Nummer ein Token vom Typ ’Bank-
konto’ und ’Bankkonto’ ein Untertyp des Typs ’Finanzinstrument’ ist. Die
Struktur solcher ’Subtyp’-Relationen, ihre Entsprechung zu den Begriffsord-
nungen, die wir im letzten Abschnitt eingefu¨hrt haben und ihre Notwendig-
keit beim Aufbau eines semantischen Netzes an sich werden allerdings in
der Literatur nicht deutlich erkla¨rt. Im Fall der von Sowa [94] eingefu¨hr-
ten Conceptual Graphs fu¨hrt dies dazu, dass Sowa zusa¨tzlich den Begriff
Ontologie einfu¨hrt und besagte Begriffsstruktur teilweise auslagert. Andere
Definitionen Semantischer Netze treffen keine explizite Annahme u¨ber das
Vorhandensein einer solchen Struktur. Als Beispiel hierfu¨r sind Topic Maps
zu nennen. Topic Maps [108] sind ein ISO-Standard, der es ausdru¨cklich
erlaubt, neben den obigen Arten von Konzepten auch Referenzen auf Doku-
mente in das durch sie repra¨sentierte Semantische Netz mit aufzunehmen.
Die Verbindungen zwischen den Konzepten (Sprachgebrauch hier: Topics)
einer Topic Map werden selbst wieder als Konzepte (Topics) betrachtet. Ei-
ne ’vomTyp’-Relation kann innerhalb einer Topic Map erkla¨rt werden, ist
jedoch nicht zwingend vorhanden. Eine Besonderheit der Topic Maps ist die
mo¨gliche Angabe des so genannten Scopes, der einen Gu¨ltigkeitsbereich fu¨r
das repra¨sentierte Wissen angibt. Diese Scopes existieren innerhalb einer
Topic Map, somit kann eine Topic Map auch Wissen u¨ber mehrere Gu¨ltig-
keitsbereiche hinweg repra¨sentieren und Bedeutungen unterscheiden. Dies ist
insofern relevant, als dass die Konzepte (Topics) einer Topic Map in natu¨rli-
cher Sprache vorliegen. Im Scope ’Online-Auktionen’ wa¨re ’Konto’ somit ein
elektronisch verfu¨gbares Konto, im Scope ’Bank’ besitzt ’Konto’ eine allge-
meinere Bedeutung. Daru¨ber hinaus kann der Sinngehalt von Homonymen
u¨ber verschiedene Scopes unterschieden werden.
Durch Ableitungsprozeduren ko¨nnen Inferenzen in einem Semantischen Netz
verwirklicht werden. Beispielsweise ko¨nnte zwischen den Konzepten ’Kon-
to’ und ’Bankkunde’ die Relation ’besitzt’ bestehen. Dann ga¨lte auch fu¨r
ein Konzept ’Herr Tischbein’, wenn es als Token vom Typ ’Bankkunde’
vorla¨ge, die Relation ’besitzt’ zu ’Bankkonto’. Allerdings muss diese Verbin-
dung nicht noch einmal getrennt aufgefu¨hrt werden, da sie u¨ber das Kon-
2.2. BEGRIFFE UND ONTOLOGIEN 27
zept ’Bankkunde’ schon hergeleitet werden kann. An dieser Stelle wird eine
Analogie zu Vererbungsmechanismen der objektorientierten Programmie-
rung sichtbar[75].
Wir werden im na¨chsten Abschnitt zeigen, dass alle ga¨ngigen Definitionen
von Ontologien in der Informatik als Spezialfa¨lle von Semantischen Netzen
aufgefasst werden ko¨nnen, wir indes eine bestimmte Definition von Ontolo-
gien den anderen vorziehen werden, da sie sehr deutlich die im vorherigen
Abschnitt betrachteten Eigenschaften begriﬄichen Wissens umfasst.
2.2.3 Ontologiedefinitionen
Im Bezug auf das Gesamtziel der Arbeit gilt es nun, eine Ontologiedefi-
nition zu finden, die den in der Einleitung geforderten Umgang mit Wis-
sensrepra¨sentationen ermo¨glicht, und die als Grundlage fu¨r automatische
Verfahren zur Erweiterung einer Ontologie dienen kann.
Das Wort Ontologie stammt aus dem Griechischen und bedeutet ’ die Leh-
re vom Sein, von den Ordnungs-, Begriffs- und Wesensbestimmungen des
Seienden’ [22] . Die Verwendung des Wortes Ontologie bezeichnet somit
urspru¨nglich eine Disziplin der Philosophie. In der vorliegenden Arbeit wer-
den wir Ontologien nach einem wesentlich engeren Versta¨ndnis verwenden,
na¨mlich dem der Informatik. Eingangs wenden wir uns einem linguistischen
Versta¨ndnis von Ontologien zu, das auf die Definitionen der Informatik
hinfu¨hrt.
Nach Witmer [106] sind Ontologien aus philosophisch-linguistischer Sicht
der Versuch zu bestimmen, was existiert. Aufgrund der Uneindeutigkeit der
natu¨rlichen Sprache fallen diese Entscheidungen mit den Mitteln natu¨rlicher
Sprache schwer. Witmer [106] versucht die natu¨rliche Sprache einer Analyse
hinsichtlich der ontologischen Bestimmungen von Begriffen zu unterziehen.
Hat eine Sache einen Namen oder beinhaltet oder impliziert ein Satz eine exi-
stenzielle Generalisierung, fu¨r die die Sache vorhanden sein muss, dann exi-
stiert die Sache (entweder als gedankliches Konstrukt oder real) und hat eine
Bestimmung in der Ontologie. Fu¨r den ersten Fall (explizite Erwa¨hnung) sei
der Satz
’ Herr Tischbein bezahlt per Kreditkarte’
ein Beispiel. Der Satz deutet eindeutig darauf hin, dass die Person des Herrn
Tischbein und eine Kreditkarte existieren. Fu¨r den zweiten Fall (Implikatio-
nen des Gesagten) sei der Satz
’Herr Tischbein u¨berzieht sein Konto’
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als Beispiel gegeben. Die Tatsache, dass Herr Tischbein sein Konto u¨ber-
zieht, legt nahe, dass er dazu berechtigt ist, somit sollte in der Ontologie
der Begriff Dispo oder Kredit existieren, obwohl beides in keinem natu¨rlich-
sprachlichen Ausdruck explizite Erwa¨hnung findet.
Zu der im Beispiel illustrierten Schwierigkeit, aus natu¨rlichssprachlichen
Aussagen auf die Existenz der fu¨r eine Ontologie wesentlichen Begriffe zu
schließen tritt fu¨r die Wissensrepra¨sentation eine weitere konstituierende
Fragestellung hinzu. Gema¨ß des im vorigen Abschnitt erla¨uterten Versta¨nd-
nisses von Wissen muss eine Ontologie als Struktur der formalen Wissens-
repra¨sentation Bezu¨ge zwischen ihren Bestandteilen, die die Existenz von
Dingen fassen, herstellen. Wa¨re dies nicht der Fall, so wa¨re es lediglich ge-
rechtfertigt, die vorliegende Struktur als Information, jedoch nicht als Wis-
sen zu bezeichnen.
Je nachdem, wie stark diese Forderung gewichtet wird und wie reichhaltig
diese Bezu¨ge zwischen den Bestandteilen einer Ontologie modelliert werden,
ergeben sich verschiedene Definitionen von Ontologien im Forschungsgebiet
formale Wissensrepra¨sentation. Wir fu¨hren hier die ga¨ngigsten Definitionen
auf.
Eine weit verbreitete, fru¨he, jedoch fu¨r sich genommen wenig konkrete De-
finition von Ontologie liefert Gruber. Gruber [38] geht in seiner Definition
einer Ontologie von einer abstrakten und vereinfachten Darstellung der Welt
aus, einer Konzeptualisierung.
Definition (Ontologie nach Gruber): Eine Ontologie ist eine expli-
zite Spezifikation einer Konzeptualisierung.
Der ungewo¨hnliche Terminus ’Konzeptualisierung’ kann auch mit ’Be-
griffsbildung’ u¨bersetzt werden. Damit besagt die Definition, dass in ei-
ner Ontologie die Dinge der Welt oder eines Ausschnitts der Welt explizit
aufgefu¨hrt werden. Das Wissen eines zu betrachtenden Bereiches wird in
Grubers Anwendungen, die stark auf dem Knowledge Interchange Format
(KIF) basieren, in einem deklarativen Formalismus dargestellt. KIF dient
nach [55] als Sprache einer vermittelnden Schicht zwischen verschiedenen
Implementierungen auf verschiedenen Plattformen. Diese Schicht formuliert
das Wissen und den Kontext der Entwickler, welche nicht in ihren Imple-
mentierungen selbst festgehalten wurden, aber fu¨r eine Zusammenfu¨hrung
verschiedener Entwicklungen no¨tig sind. Die mit dem KIF repra¨sentierten
Objekte des Wissensbereichs werden in einemWo¨rterverzeichnis wiedergege-
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ben, auf das ein Programm, das Wissen darstellt und verarbeitet, zugreifen
kann. Wir sehen an dieser Stelle, dass die konkrete Operationalisierung die-
ser Definition stark mit einer bestimmten formalen Sprache (KIF, siehe [55])
verbunden ist. Dies ist bei der folgenden Definition [93] nicht der Fall.
Definition (Ontologie nach Sowa): Eine Ontologie ist das Ergebnis einer
Studie der Kategorien von Dingen.
Eine Ontologie ist in den weiteren Ausfu¨hrungen Sowas ein Katalog der
Typen von Dingen, die in einem bestimmten Bereich beziehungsweise Wis-
sensgebiet existieren. Die Typen repra¨sentieren Pra¨dikate, Wortsinn oder
Begriffe und Beziehungstypen der Sprache, in der u¨ber die Dinge eines be-
stimmten Bereiches gesprochen wird. Die Kategorien ko¨nnen nach Sowa in
einem Semantischen Netz angeordnet dargestellt werden und zwar so, dass
im Netz unten liegende Kategorien durch die Kombination weiter oben lie-
gender ersetzt werden ko¨nnen.
Wa¨hrend Sowas Definition und seine weiteren Ausfu¨hrungen dazu die Frage
nach den exakten Operationen, welche aus abstrakteren Begriffen konkre-
tere Begriffe herstellen, aufwirft, kann die folgende Definition Guarinos als
eine U¨bertragung der linguistischen Sicht Wittmers auf formale Sprachen
statt natu¨rliche Sprachen angesehen werden. In ’Understanding , Building,
And Using Ontologies’ [Gua97] erkla¨rt Guarino Ontologien wie folgt:
Definition (Ontologie nach Guarino): Eine Ontologie ist eine explizite,
partielle Darstellung der intendierten Modelle einer logischen Sprache.
Modelle der realen Welt werden in diesem Sinne mit Hilfe logischer Sprachen
beschrieben. Diese Modelle werden durch Relationen zwischen den Begriffen
aus der Welt aufgestellt. Fu¨r die Bedeutung der Relationen innerhalb einer
Ontologie nach Guarinos Definition muss nun gelten, dass sie dieselbe bleibt,
auch wenn die an der Relation beteiligten Instanzen ausgetauscht werden.
Hierzu ein Beispiel: sitzen zwei Angestellte einer Bank, Herr Tischbein und
Herr Stuhlbein, im selben Bu¨roraum, und zwar so, dass Herr Tischbein am
Fenster und Herr Stuhlbein am Gang sitzt, dann gilt dies auch aufgrund der
allgemeinen Tatsache, dass ein Bankangestellter einen physikalischen Ar-
beitsplatz besitzt. Werden nun die Sitzpla¨tze des Herrn Tischbein und des
Herrn Stuhlbein vertauscht, dann besteht immer noch dieselbe allgemeine
Tatsache, na¨mlich dass ein Bankangestellter einen physikalischen Arbeits-
platz besitzt. Die Relation zwischen ’Bankangestellter’ und ’physikalischer
Arbeitsplatz’ wa¨re nach Guarinos Definition dann Teil der Ontologie.
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Gangemi et al. [31] u¨bernehmen die Definition der Ontologie von Guarino
und fu¨gen hinzu, dass auch Wo¨rterbu¨cher und Glossare Ontologien sind,
allerdings in einem weniger formalen Grade. Ontologien ko¨nnen demnach
nach ihrem Formalisierungsgrad unterschieden werden.
2.2.4 Ontologiedefinition der vorliegenden Arbeit
Die bis hier erla¨uterten Ontologiedefinitionen aus der Informatik weisen
mehrere Nachteile auf, die durch die Ontologiedefinition fu¨r die vorliegende
Arbeit aufzuheben sind.
Eine Sprachunabha¨ngigkeit, das heißt, die Unabha¨ngigkeit von einer be-
stimmten formalen Sprache, ist durch Grubers Arbeiten nicht gegeben. Die
Sprachunabha¨ngigkeit mu¨sste durch eine Abstraktion des dort verwendeten
KIF erst erarbeitet werden. Dies entspra¨che dann auch Grubers eigener For-
derung, Ontologien mit einer minimalen Verzerrung durch ihre Kodierung
zu definieren. Zudem wird bei Gruber nicht explizit auf die Ordnung der
Begriffe eines Wissensgebietes eingegangen. Dies gilt auch fu¨r die Definition
von Gangemi et al.
Guarino trifft in den Ausfu¨hrungen zu seiner Definition eine Unterscheidung
zwischen Begriffen und Instanzen des Begriffs. Eine Ober-Unterbegriffsrelation
kann bei Guarino implizit aufgrund der beteiligten Instanzen und somit u¨ber
die Begriffsextension gefunden werden. Nach den Untersuchungen von [73]
ist dagegen die Unterscheidung zwischen Begriffen und Instanzen allerdings
fu¨r Aussagen, die nicht in einer formalen Sprache getroffen werden, schwierig,
weshalb wir in 1.2.1 gefordert hatten, Begriffe als Einheiten der Wissensre-
pra¨sentation zu betrachten. Sowa schließlich beru¨cksichtigt zwar Begriffe als
Einheiten und spricht auch von Ober-Unterbegriffsrelationen, seine Konkre-
tisierungen beziehen sich allerdings auf eine allgemeine Ontologie logischer
Typen nach Peirce[4].
Hieraus lassen sich abstrakte Anforderungen an eine Ontologie formulieren.
Das Ziel ist dabei weiterhin die Einfu¨hrung einer Ontologiedefinition, die
von Menschen (Laien auf dem Gebiet der Wissensrepra¨sentation) und Ma-
schinen lesbare und verarbeitbare Ontologien erkla¨rt.
• Im Gegensatz zu Grubers Definition wird eine klare Identifikation der
Bestandteile einer Ontologie gefordert.
• Anders als bei Guarino, Gruber und Gangemi ist eine eindeutige Iden-
tifikation der Bezu¨ge dieser Bestandteile erforderlich.
• Insbesondere darf im Gegensatz zu Grubers und Guarinos Arbeiten
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keine Bindung der Ontologiedefinition an eine formale Sprache erfol-
gen, wenn die Wissensrepra¨sentation praktisch handhabbar bleiben
soll.
• Abweichend von Sowas Versta¨ndnis mu¨ssen fachgebietsspezifische On-
tologien durch die Ontologiedefinition explizit miterfasst werden.
• Die Ordnung der Begriffe aus Abschnitt 2.2.1 muss Eingang in die
Ontologiedefinition finden.
Eine Definition, die die Schwierigkeiten der vorhergehenden Definitionen
umgeht und gleichzeitig Begriffe als Einheiten mit ihrer Ordnung und mit
weiteren semantischen Relationen wie bei den im vorherigen Abschnitt vor-
gestellten semantischen Netzen behandelt, ist die Definition nach Stumme
und Ma¨dche. In ihrer Kurzform lautet sie [97]:
Definition 4 (Ontologie nach Stumme/Ma¨dche) Eine (Kern-) Onto-
logie ist ein 4-Tupel Ω := (B,≤, R, σ), wobei B und R Mengen sind, ≤ eine
transitive, reflexive und asymmetrische zweistellige Relation zwischen Ele-
menten aus B, σ : R 7→ B×B eine Relation, die jedem r ∈ R Paare der Art
(B1(r), B2(r)) mit B1 ⊆ B und B2 ⊆ B zuordnet. Wir nennen alle b ∈ B
Begriffe, ≤ die Unterbegriffsrelation, die Umkehrrelation der Unterbegriffs-
relation notieren wir als ≥ und nennen sie Oberbegriffsrelation.
Alle r ∈ R nennen wir semantische Relationsnamen und B1(r) und B2(r)
den Definitions- beziehungsweise den Wertebereich von r.
Die Forderung nach einer Ober-Unterbegriffsrelation, nach der Unabha¨ngig-
keit von einer formalen Sprache und nach Begriffen als Einheiten bei Beibe-
haltung der Vorzu¨ge semantischer Relationen in semantischen Netzen ist mit
dieser Definition gegeben. Die Definition unterscheidet die Menge der Re-
lationsnamen von den eigentlichen Relationen. Dies weist bereits auf einen
Aspekt der Ontologieerstellung hin: es soll bei einer mo¨glichen Erweiterung
einer bestehenden Ontologie Klarheit u¨ber die verwendbaren Relationen
herrschen. Als Zusatz zur Kurzdefinition von Stumme und Ma¨dche fordern
wir im Sinne einer Versta¨ndlichkeit der Ontologie fu¨r den Menschen, dass
jeder Begriff einen natu¨rlichsprachlichen Namen besitzt und dass es einen
(mo¨glicherweise abstrakten) Wurzelbegriff gibt
Annahme 1 (Existenz des Wurzelbegriffs)
∃> ∈ B∀b ∈ B : b ≤ > (2.6)
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Insgesamt stellt die Definition zusammen mit den Zusatzforderungen ei-
ne leichte Verku¨rzung der ausfu¨hrlichen Ontologiedefinition der Karlsruher
Gruppe in [97] dar.
Wir u¨bernehmen diese Definition als Ontologiedefinition fu¨r den Rest der
Arbeit. Um sie fu¨r angewandte Wissensrepra¨sentationen nutzbar zu machen
treffen wir die Zusatzannahme, dass jeder Begriff mindestens ein Wort oder
eine Wortfolge als natu¨rlichsprachlichen Bezeichner besitzt. Diese Annahme
liegt darin begru¨ndet, dass die Ersteller der Wissensrepra¨sentation durch
Ontologien somit eine Mo¨glichkeit erhalten, ohne formale Begriffsbildung,
sondern durch die Umsetzung von Fachbegriffen zu Elementen der Menge
B, einen wesentlichen Grundbestandteil der Ontologie zu erstellen. Es gilt
fu¨r den Fortgang der Arbeit die
Annahme 2 (Existenz der Bezeichner) Sei Ω := (B,≤, R, σ) eine On-
tologie. Dann gibt es fu¨r jedes b ∈ B einen natu¨rlichsprachlichen Bezeichner
D(b) in Form eines Wortes oder einer Wortabfolge natu¨rlicher Sprache. Die
Bezeichner fu¨r die Begriffe einer Ontologie Ω notieren wir auch als D(Ω).
In den Anwendungen der vorliegenden Arbeit weisen Bezeichner eine La¨nge
von wenigen Wo¨rtern auf, die Verwendung von Textabschnitten oder Tex-
ten als Begriffsbezeichner schließen wir aus pragmatischen Gru¨nden aus. Die
grafische Repra¨sentation der Ontologien nach dieser Definition findet sich in
der Beispieldarstellung 2.4.
Jede gerichtete Linie ohne Beschriftung kann als Unterbegriffsrelation
gelesen werde, jedes kursiv gedruckte Wort als Begriff, jede beschriftete Li-
nie als Relation zwischen zwei Begriffen. Zusa¨tzliche gerichtete Linien, deren
entsprechende Relationen etwa durch die Halbordnungseigenschaft der Un-
terbegriffsrelation zwischen >, dem abstrakten Wurzelbegriff, und Lehmann
gelten, werden der U¨bersicht halber nicht in das Diagramm eingetragen.
Die Definition 4 erfu¨llt zusammen mit den Anforderungen 1 und 2 die am An-
fang des vorliegenden Abschnitts aufgestellten Bedingungen. Alle Bestand-
teile einer Ontologie und ihr Verha¨ltnis zueinander sind erkla¨rt, die Defini-
tion ist nicht an einen speziellen Wissensrepra¨sentationsmechanismus oder
eine bestimmte formale Sprache gebunden und die Reflexivita¨t, Asymme-
trie und Transitivita¨t der Unterbegriffsrelation ≤ ist per se in der Definition
enthalten. Die Einfu¨hrung der natu¨rlichsprachlichen Bezeichner gewa¨hrlei-
stet die fachgebietsspezifische Anwendung auch fu¨r Nichtinformatiker. Un-
ter einer fachgebietsspezifischen Ontologie verstehen wir fu¨r den Rest
der vorliegenden Arbeit eine Ontologie im Sinne der Definition 4 und der
Zusatzannahmen, die Fachwissen repra¨sentiert. Eine fachgebietsspezifische
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Abbildung 2.4: Grafische Darstellung einer Ontologie
Ontologie besitzt somit einen begrenzten Gu¨ltigkeitsbereich und wird von
Experten des betreffenden Fachgebietes erstellt.
2.3 Ontologieanwendungen
Im folgenden Abschnitt stellen wir Anwendungsgebiete der Wissensrepra¨sen-
tation durch Ontologien vor. Diese Anwendungen weisen das Charakteristi-
kum auf, dass sie auf Begriffe aus Ontologien als Vokabular zuru¨ckgreifen.
Ontologieanreicherungsverfahren werden im Laufe dieser Arbeit dazu die-
nen, dieses Vokabular zu erweitern und als Begriffsvorschlag innerhalb einer
bestehenden Ontologie semantisch einzuordnen.
Es existieren mehrere Klassifikationsansa¨tze fu¨r die Anwendungsfelder von
Ontologien. In diesem einleitenden Abschnitt werden wir Teile der Klassifi-
kationsansa¨tze u¨bernehmen, wobei wir uns danach richten, welche Anwen-
dungen nach der fu¨r diese Arbeit gefundenen Ontologiedefinition denkbar
oder bereits vorhanden sind.
McGuinness untersucht in [69] die Anwendungsfelder von Ontologien aus-
schließlich aus der Perspektive, die sich mit der wachsenden Forschergemein-
34 KAPITEL 2. ONTOLOGIEN
schaft rund um das Themengebiet ’Semantic Web’ herausbildet. Die Un-
terscheidung, die sie dabei trifft, richtet sich nach dem Formalisierungsgrad
der untersuchten Ontologien. Diese werden dabei nach leichtgewichtigen und
schwergewichtigen Ontologien unterschieden, wobei die Grenze zwischen die-
sen anhand der Formalita¨t der Unterbegriffsrelation zu ziehen ist. Wenn es
ein formales Kriterium fu¨r die Bildung einer Unterbegriffsrelation zwischen
zwei Begriffen in einer Ontologie gibt, dann kann in diesem Sinne von einer
schwergewichtigen Ontologie gesprochen werden. Ein Beispiel fu¨r ein solches
Kriterium wurde mit Definition 3 gezeigt. Formale Begriffe zusammen mit
der formalen Unterbegriffsrelation aus Abschnitt 2.2.1 ergeben dann eine
schwergewichtige Ontologie und Ontologie nach Definition 4, wenn zu je-
dem formalen Begriff auch noch ein natu¨rlichsprachlicher Begriffsbezeichner
vorhanden ist1.
Bei leichtgewichtigen Ontologien muss die Unterbegriffsrelation keine wei-
tere a¨ußere Begru¨ndung erfahren, und genau das ist bei Definition 4 der
Fall. In den Beispielen der Arbeit werden wir somit aus McGuinness’ Klas-
sifikation nur diejenigen Anwendungsfa¨lle u¨bernehmen, die eine informelle
Unterbegriffsbeziehung zulassen.
Besagte Anwendungsszenarien sind auch auf in McGuinness Sinne formale
Ontologien ausdehnbar. Die aus [69] verbleibenden Anwendungsgebiete sind
somit Navigation, Suche und Sinnunterscheidung aus der Sicht der Benut-
zer, die keine Ontologie erstellen oder eine ontologieunterstu¨tzte Anwendung
implementieren. Diese Anwendungsgebiete sind grundsa¨tzlich auch fu¨r Da-
tenbesta¨nde denkbar, die lokal oder innerhalb einer begrenzten Benutzer-
gruppe zuga¨nglich sind.
Eine weitere Klassifikation von Ontologieanwendungen stammt von Uschold
et al. [101] und wurde von van Zyl et al. [102] erweitert und mit Beispielen
versehen. Sowohl die Definition von Ontologie als auch die beschriebenen An-
wendungen sind sehr allgemein erla¨utert, was sich auch darin a¨ußert, dass
van Zyl hauptsa¨chlich die Architekturen der klassifizierten Systeme zeigt,
wa¨hrend ontologiebasierte Abla¨ufe innerhalb der Systeme nicht im Detail
ausgefu¨hrt werden. Zu den von bisher aufgefu¨hrten Anwendungsgebieten
kommen nach Uschold und van Zyl noch die Nutzung von Ontologien als
Spezifikation, was als Erweiterung der Bestimmung eines fachspezifischen
Vokabulars bei McGuinness angesehen werden kann. Ein wichtiges zusa¨tz-
liches Klassifikationskriterium, das van Zyl auch u¨ber die von Uschold be-
stimmten Kategorien hinaus identifiziert, ist der Einsatz mehrerer Ontologi-
en in Suchanwendungen. Sowohl dieses zusa¨tzliche Klassifikationskriterium
1> ist dann vorhanden und R mo¨glicherweise leer.
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als auch die Nutzung von Ontologien bei der Spezifikation sind mit Defini-
tion 4 und den Zusatzforderungen vereinbar.
Bei Ontologien, die eine formalere Unterbegriffsdefinition aufweisen, ergeben
sich bei allen bestehenden Klassifikationsansa¨tzen auch noch Anwendungen,
bei denen die Auswertung einer Ontologie Fragen zu einem Wissensgebiet
beantwortet, indem bestehende Relationen genutzt werden. Diese Anwen-
dungen ko¨nnen unabha¨ngig von einer Suche nach Ressourcen (beispielweise
Dokumenten) in einem Informationsbestand verlaufen. Solche Anwendungen
werden in unseren Beispielen zur Suche Beru¨cksichtigung finden, da auch fu¨r
Ontologien nach Definition 4 bei einer entsprechend klaren Formulierung der
Relationen aus R sinnvolle Antworten geschlossen werden ko¨nnen.
Die fu¨r die vorliegende Arbeit relevanten Ontologieanwendungen
verbinden stets einen Datenbestand, der in Form von elektroni-
schen Dokumenten vorliegt, mit dem in der Ontologie wiedergege-
benen Wissen. Wir halten aus der Betrachtung der bestehenden Klassifi-
kationen von Ontologieanwendungen fest, dass fu¨r unsere Beispiele in diesem
Abschnitt folgende Anwendungsgebiete in Frage kommen:
• Suche in (mo¨glicherweise heterogenen) Datenbesta¨nden mit Hilfe einer
oder mehrerer Ontologien
• Navigation in (mo¨glicherweise heterogenen) Datenbesta¨nden mit Hilfe
einer oder mehrerer Ontologien
• Spezifikationen, bei denen Bestimmungen des Wortsinns durch Onto-
logien unterstu¨tzt werden
Suche und Navigation unter Zuhilfenahme einer Ontologie weisen eine enge
Verwandtschaft auf, und wir werden sie daher in einem gemeinsamen Ab-
schnitt behandeln.
Die weiteren Anwendungsgebiete nach der obigen Einteilung stellen wir im
Anhang dar.
2.3.1 Suche und Navigation
Die ontologiebasierte Suche nutzt die Eindeutigkeit der in der Ontologie
festgehaltenen Beziehungen. Eine typische Suche in diesem Sinne schließt
von dem Nutzer bekannten Begriffen u¨ber Verallgemeinerungen und Spezia-
lisierungen (das heißt u¨ber die Ober-Unterbegriffsrelation) sowie u¨ber die
anderen Relationen auf unbekannte Begriffe. Der prinzipielle Ablauf dieser
Suche unterscheidet sich fu¨r begrenzte Datenbesta¨nde oder verteilte und
offene Archivierung nicht prinzipiell. Wir beziehen die Beispiele in diesem
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Abschnitt auf zwei unterschiedliche Szenarien, na¨mlich die Pflege eines Fir-
menwissens und die fortgeschrittene Anwendung herko¨mmlicher Internet-
Suchmaschinen wie Google. Der Datenbestand einer Firma wird in den
Ausfu¨hrungen als abgegrenzt von anderen betrachtet, wa¨hrend eine Such-
maschine wie Google prinzipiell auf offene, sich kontinuierlich durch die Ak-
tivita¨t nicht explizit vordefinierter Teilnehmer erweiternde Datenbesta¨nde
zugreift.
Wissen wird in wirtschaftlichen Abla¨ufen zunehmend als eigener Ressourcen-
typ neben den klassischen Ressourcen (nach [21] Arbeitskraft, Boden, Kapi-
tal) bewertet. Dementsprechend entstehen Gegenentwu¨rfe (vergleiche [8] und
[54]) zur klassischen Theorie des Unternehmens [15] mit hierarchischen Or-
ganisationsstrukturen und einem in den oberen Stufen der Firmenhierarchie
konzentrierten Wissen um die Produktion von Gu¨tern und Dienstleistungen.
Vielmehr muss nach diesen Gegenentwu¨rfen ein Unternehmen systematisch
die interne Weitergabe firmeninternen Wissens pflegen.
Die erstrebte Kommunikation des Firmenwissens kann beispielsweise durch
eine Ontologie erleichtert werden. Die Ontologie kann das no¨tige Vokabular
fu¨r firmeninterne Dokumentationen liefern. Das Vokabular kann entweder im
Dokumentationstext selbst oder als Schlagwort, das einem Teil des Doku-
mentationstextes zugeordnet wird, verwendet werden. Durch das Betrachten
der Ontologie oder durch eine an die Ontologie gerichtete Anfrage ko¨nnen
dann die fu¨r das Firmenwissen charakteristischen Suchbegriffe (im Sinne der
Definition die Menge B) und ihre inhaltlichen Verknu¨pfungen (im Sinne der
Definition 4 die Auspra¨gung der Menge R durch σ) identifiziert werden.
Durch die firmeninterne Standardisierung, zu der die Ontologie in diesem
Falle beitra¨gt, wird die Suche erleichtert, da eine gro¨ßere Transparenz u¨ber
Terminologien und Zusammenha¨nge hergestellt werden kann. Insbesondere
bietet dies Vorteile bei der Einarbeitung, bei der U¨berschreitung von Fach-
grenzen und bei der Schulung von Mitarbeitern.
Betrachten wir im Vergleich dazu Suchprozesse, die aus der Nutzerinterak-
tion mit einer Anwendung wie Google entstehen. Suchmaschinen sind, da
nur ein geringer Teil der Webdokumente in Kategorien wie bei Google oder
Yahoo eingeordnet wird, auf Freitexteingaben von Suchstrings angewiesen.
Problematisch wird eine Sucheingabe dann, wenn der genaue Suchterm nicht
bekannt ist. Beispielsweise ko¨nnte fu¨r einen angehenden Wirtschaftsjourna-
listen bei der Recherche nach einem Artikel interessant sein, welche Firmen-
beteiligungen in einem bestimmten Wirtschaftszweig existieren, um danach
mit einer herko¨mmlichen Suchmaschine aktuelle Artikel u¨ber die wirtschaft-
lich miteinander verflochtenen Firmen zu finden.
Fu¨r beide Fa¨lle la¨sst sich die selbe Abstraktion eines ontologieunterstu¨tzten
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Suche Dokumente über Firmen, an denen
Informationssystem
                           
Suchmaschine WWWSuchende Ontologie
getName(ist beteiligt an, Medianetz)
             (’Intelligenz GmbH’)
getURL(’Intelligenz GmbH’)
                               (http://www.intelligenz.net)
http://www.intelligenz.net
        Dokumente
Medianetz beteiligt ist
Abbildung 2.5: Ontologien als Unterstu¨tzung bei Suchen
Suchprozesses angeben, wie sie anhand des Sequenzdiagramms in Abbil-
dung 2.5 deutlich wird. Hier ist es das Ziel der Suche, im WWW verfu¨gbare
Dokumente u¨ber Firmen, an denen die Firma Medianetz beteiligt ist, zu fin-
den. Der Nutzer richtet zuna¨chst eine Suchanfrage an die Ontologie, die be-
griﬄiche Zusammenha¨nge und eine Menge von Begriffsnamen zuru¨ckliefert.
Die Suchanfrage an die Ontologie wird hier durch die zweistellige Metho-
de getName(Relation, Begriff) versinnbildlicht. Fu¨r die Antwort (’Intelligenz
GmbH’) gilt bei gegebener Ontologie Ω := (B,≤, R, σ) und ’ist beteiligt an’
∈ R:
{Intelligenz GmbH} = {b ∈ Ω|’ist beteiligt an’(Medianetz, b) ∈ σ} (2.7)
Mit dem Suchstring (’Intelligenz GmbH’) ist dann eine Suchanfrage an
Google mo¨glich, die die relevanten Adressen im WWW zuru¨ckliefert. Bei
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einer Suche ohne Ontologie wa¨re entweder ein Vorwissen beim Nutzer oder
eine Vorrecherche durch Erfassung der Google-Suchergebnisse zu Medianetz
no¨tig gewesen. Die ontologieunterstu¨tzte Suche la¨uft a¨hnlich ab, wenn nicht
Dokumenteninhalte, sondern den Dokumenten zugeordnete Schlagwo¨rter ei-
nes firmeninternen Wissensmanagementsystems ausgewertet werden. In die-
sem Falle richtet sich die zweite Anfrage nicht an eine Suchmaschine, sondern
an eine interne Datenbank, in der die Verschlagwortungen festgehalten sind.
Der U¨bergang von Suchvorga¨ngen zu Navigationsvorga¨ngen ist fließend.
Wa¨re im obigen Beispiel auch Medianetz Ergebnis einer Suche, die gra-
phisch unterstu¨tzt ablief, so ko¨nnte dies schon als Navigationsanwendung
betrachtet werden. Wir halten fest, dass alle Suchvorga¨nge, die eine gra-
phische Repra¨sentation der Ontologie benutzen, auch Navigationsvorga¨nge
sind. Ebenso fließend sind die U¨berga¨nge zwischen Suche, Navigation und
dem Beantworten fachlicher Fragen durch die Ontologie. Der prinzipielle
Unterschied besteht lediglich darin, dass die Ontologie an sich bei der rei-
nen Beantwortung fachlicher Fragen zu Rate gezogen wird, ohne das externe
Dokumente auf ihren Volltext oder ihre Verschlagwortung hin u¨berpru¨ft wer-
den. Bei einer solchen Anwendung wu¨rde das Sequenzdiagramm 2.5 bereits
nach der Abfrage der Ontologie enden. Auch hier kann die Abfrage aus meh-
reren aufeinander folgenden Fragen bestehen.
Der Einsatz mehrerer Ontologien bei einer in der Teilnehmerzahl beschra¨nk-
ten Suchanwendung kann anhand der Abbildung von Produktkatalogen ge-
zeigt werden, ontologiebasierte Spezifikationen anhand der patternbasierten
Sicherheit in der Informations- und Kommunikationstechnik. Als Vertreter
von Anwendungen mit einer per se unbeschra¨nkten Teilnehmerzahl werden
wir im Anhang den Ansatz des ’Semantic Web’ und des ’Web of People’
besprechen. Bei beiden verschra¨nken sich die genannten Anwendungsfelder.
Fu¨r diese weiteren mit Suche und Navigation verwandten Ontologieanwen-
dungen verweisen wir auf den Anhang.
2.4 Zusammenfassung
In diesem Kapitel wurden Ontologien und ihre Anwendungen beschrieben.
Wir haben dabei eine Ontologiedefinition herausgearbeitet, die Wissensre-
pra¨sentation nahe an die natu¨rliche Sprache ru¨ckt und dadurch auch fu¨r
Nichtinformatiker handhabbar werden la¨sst. Dazu wurden eine Unterbe-
griffsrelation, die eine Halbordnungsrelation darstellt, sowie die Existenz
eines natu¨rlichsprachlichen Begriffsnamens fu¨r jeden Begriff in der Onto-
logie und die Existenz eines abstrakten Wurzelbegriffes in die Definition
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aufgenommen. Diese Strukturelemente sind nicht an eine bestimmte forma-
le Sprache, in der die Ontologie verfasst ist, gebunden.
Zudem haben wir verschiedene Anwendungsgebiete von Ontologien aufgefu¨hrt,
die mit der vorausgegangenen Ontologiedefinition entwickelt werden ko¨nnen.
Die ontologiebasierte Suchunterstu¨tzung erscheint dabei die umfassendste
Art der dargestellten Anwendungen zu sein, da sie die Grundlage fu¨r die an-
deren Anwendungstypen liefert. Wir haben zudem erla¨utert, dass Ontologien
sowohl in lokalen als auch in globalen Anwendungen der Wissensrepra¨sen-
tation eingesetzt werden ko¨nnen.
Im Folgenden werden wir ausschließlich fachgebietsspezifische Ontologien
betrachten, da fu¨r diese besondere Probleme bei ihrer Erstellung auftreten.
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Kapitel 3
Ontologieerstellung
Im folgenden Kapitel werden wir uns mit dem Problem der Ontologieerstel-
lung und ihrer mo¨glichen automatischen Unterstu¨tzung befassen.
Zuna¨chst werden wir definierte technische Abla¨ufe untersuchen, die der Er-
stellung fachgebietsspezifischer Ontologien dienen. Diese Prozesse der On-
tologieerstellung gehen von der Annahme aus, dass Wissensrepra¨sentation
a¨hnlich wie Spezifikationen [75], oder die Softwareentwicklung [34] von einer
genauen Festlegung der Arbeitsschritte, der Arbeitsteilung und der Quel-
len der Repra¨sentation stark profitiert. Gruppenpsychologische oder soziale
Aspekte der notwendigen Interaktion werden hier nicht betrachtet.
Nach der Untersuchung verschiedener Ontologieerstellungsprozesse werden
wir den Einsatz eines bestimmten Prozesses in der Praxis des Forschungspro-
jektes k-med [43] vorstellen. Die Anwendung und detaillierte Ausformulie-
rung des Ontologieerstellungsverfahrens in k-med wurde durch den Verfasser
der vorliegenden Arbeit durchgefu¨hrt.
Wir schließen die Untersuchungen des vorliegenden Kapitels mit einer An-
forderungsanalyse ab. Diese widmet sich der Frage, wie die vorgestellten Ver-
fahren und insbesondere das in k-med eingesetzte Verfahren durch eine auto-
matische Unterstu¨tzung des Ontologieerstellungsprozesses verbessert werden
ko¨nnen. Wir entwickeln Anforderungen an die automatische Unterstu¨tzung
von Ontologieerstellungsprozessen durch Methoden, die fu¨r Ontologien nach
Definition 4 und den Zusatzannahmen 1 und 2 geeignet sind. Des Weiteren
spezifiziert der Schlussteil des folgenden Kapitels Anforderungen an auto-
matische Verfahren, die bereits bestehende Ontologien erweitern.
Der erste Abschnitt des vorliegenden Kapitels erkla¨rt die Notwendigkeit defi-
nierter Ontologieerstellungsprozesse und liefert eine Kategorisierung ga¨ngi-
ger Verfahren. Die Abschnitte 3.2 bis 3.5 stellen ga¨ngige Methoden vor.
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Die Ontologieerstellung im k-med Projekt wird in Abschnitt 3.6 erla¨utert.
Anhand der detaillierten Ausformulierung und der Erfahrungen aus k-med
erfolgt danach die Anforderungsanalyse zur automatischen Unterstu¨tzung
von Ontologieerstellungsprozessen in Abschnitt 3.7.
3.1 Ontologieerstellungsprozesse
In diesem Abschnitt gehen wir auf Ontologieerstellungsprozesse und ihre
grundlegenden Ansatzpunkte ein.
Ein wesentliches Problem fu¨r den Einsatz von fachgebietsspezifischen On-
tologien liegt darin, dass fu¨r bestimmte Projekte und Einsatzszenarien die
jeweilige Ontologie nicht vorhanden ist oder nicht zur Verfu¨gung steht. Letz-
teres kann beispielsweise dann der Fall sein, wenn zwar eine Ontologie exi-
stiert, die dem Projekt dienlich wa¨re, diese aber nur gegen Bezahlung zu
nutzen ist. Das Cyc-Projekt etwa [61] stellt nur die Begriffe auf den ab-
strakteren Ebenen der zugeho¨rigen Cyc-Ontologie Ωcyc := (Bcyc,≤, R, σ)
zur Verfu¨gung. Nur eine Menge Bsub von Begriffen, fu¨r die fu¨r alle b ∈ Bsub
|{b0 ∈ Bcyc|b0 ≥ b}| (3.1)
klein ist, kann kostenlos fu¨r Anwendungsentwicklungen genutzt werden.
Die Erstellung einer fachgebietsspezifischen Ontologie durch eine einzelne
Person gewa¨hrleistet nicht, dass auch tatsa¨chlich ein fachlicher Konsens in
die Modellierung eingeht. Wie die Beispiele aus den Abschnitten zur Anwen-
dung der Wissensrepra¨sentation durch Ontologien aus dem vorangegangenen
Kapitel dieser Arbeit zeigen, wird ein solcher Konsens aber stets notwendig
sein, um die Anwendung einer Ontologie u¨ber einen individuellen Bereich
hinaus gewa¨hrleisten zu ko¨nnen.
Die manuelle Erstellung fachgebietsspezifischer Ontologien gestaltet sich so-
mit zeit- und kostenintensiv, da eine Anzahl von Experten des zu model-
lierenden Fachgebietes fu¨r diese Aufgabe intensiv zusammenarbeiten muss.
Ferner sind nicht alle Beteiligten mit den Formalismen der Ontologieerstel-
lung vertraut. Insgesamt ergibt sich ein hoher Kommunikationsaufwand, da
den formal geschulten Personen, die einer Expertengruppe Ontologieerstel-
lung nahe bringen ko¨nnen (in der Regel handelt es sich hierbei um Infor-
matiker, Mathematiker oder Personen aus einem verwandten Gebiet), das
Fachgebiet der Ontologie fremd ist. Hinzu tritt ein weiteres prinzipielles Pro-
blem: bei zunehmender Gro¨ße einer Ontologie la¨sst die U¨berschaubarkeit der
Gesamterstellung nach.
Dieser Widerspruch la¨sst sich nur auflo¨sen, wenn bei der Ontologieerstel-
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lung ein Ablaufschema eingehalten wird. Solche Erstellungsprozesse sind
bei der Softwareentwicklung erprobt und erfolgreich [75], [34]. Der Haupt-
unterschied zu Ontologieerstellungsprozessen liegt, selbst im Vergleich zu
einer nutzerzentrierten Anforderungsanalyse bei der Softwareentwicklung,
in den inhaltlichen Rollen der Fachgebietsexperten. Bei der Entwicklung ei-
ner fachgebietsspezifischen Ontologie ist eine noch direktere Repra¨sentation
des Expertenwissens von zentraler Bedeutung. Wir werden im Folgenden
verschiedene Verfahren der systematischen Ontologieerstellung in Abgren-
zung zu intuitiven Verfahren vorstellen und anschließend bewerten. Gema¨ß
unserer Ontologiedefinition (Definition 4 aus Kapitel 2) haben wir Verfah-
ren ausgewa¨hlt, die unabha¨ngig von einer konkreten Darstellungssprache
wirken. Hauptbewertungskriterien fu¨r den praktischen Einsatz der Verfah-
ren werden der Nutzeraufwand, der mit einem Verfahren verbunden ist und
die Erweiterbarkeit des Verfahrens um eine automatische Unterstu¨tzung der
Ontologieerstellung sein. Wir verfolgen damit das Gesamtziel einer Erleich-
terung und Beschleunigung des Ontologieerstellungsprozesses. Die intensive
Zusammenarbeit der Fachgebietsexperten soll dabei strukturiert verlaufen,
der Prozess soll sich an der spa¨teren Anwendung der Ontologien orientieren
und der Schulungsaufwand zum Vermitteln des Prozessablaufs soll geringer
sein als der Nutzen, der sich ergibt.
Nach [45] ko¨nnen ko¨nnen Verfahren zur Ontologieerstellung als intuitive1,
induktive, deduktive, synthetische und kooperative Verfahren kategorisiert
werden.
Bei intuitiven Verfahren geht der Entwickler der Ontologie von der Anwen-
dung der Ontologie aus. Er la¨sst subjektive Faktoren (wie etwa perso¨nli-
che Kreativita¨t und eigene Vorstellungen bezu¨glich des Interessengebietes)
in die Ontologieentwicklung einfließen. Sofern der Entwickler hierbei nicht
gleichzeitig die Fa¨higkeit besitzt, Vorschriften oder eine Systematik zur On-
tologieentwicklung vorzugeben, um seine Einsichten auf eine Gruppe von
an der Erstellung beteiligten Fachexperten zu u¨bertragen, kann das Resul-
tat einer intuitiven Entwicklung einer starken Begrenzung unterliegen. Gute
Resultate lassen sich hier nur dann erzielen, wenn die perso¨nlichen Ansichten
des Entwicklers von vornherein im Konsens mit der Ansicht einer gro¨ßeren
Gruppe von Experten stehen.
Wir ko¨nnen aufgrund dieser Betrachtungen intuitive Verfahren als wenig
praxistauglich fu¨r einen Gesamtprozess der Ontologieerstellung ansehen und
1Die wo¨rtliche U¨bersetzung wu¨rde ’inspirativ’ lauten. Da sich die Autoren auf eine
spontane Inspiration, die in die Ontologieerstellung eingeht, wurde fu¨r vorliegende Arbeit
die im Deutschen ga¨ngigere Wortwahl ’intuitiv’ verwendet.
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werden auch keine ausschließlich intuitiven Verfahren untersuchen. Aller-
dings bleibt festzuhalten, dass viele Ontologieerstellungsverfahren in ihren
ersten Phasen Techniken des Brainstormings [79] einfließen lassen oder zu-
mindest zulassen. In diesem Rahmen werden intuitive Elemente folglich als
eine zu strukturierende Grundlage beibehalten.
Es verbleiben nach [45] insgesamt vier weitere Kategorien von Erstellungs-
prozessen, die im Folgenden ausgefu¨hrt werden.
3.1.1 Kategorien von Erstellungsprozessen
Eine Kategorisierung der Ontologieerstellungsprozesse erleichtert die Beur-
teilung ihrer Praxisrelevanz fu¨r den im Verlaufe des Kapitels darzustellenden
Anwendungsfall.
Die verbleibende Unterteilung von Ontologieerstellungsmethoden nach Hol-
sapple und Joshi unterscheidet vier Kategorien. Diese Kategorien ko¨nnen in
der Praxis nicht strikt voneinander getrennt werden, vielmehr bilden sie bei
den zu untersuchenden Erstellungsprozessen Kernaspekte des Vorgehens.
Bei so genannten induktiven Erstellungsmethoden (Induktion: das ab-
strahierende Schließen vom Speziellen auf das Allgemeine) wird eine Ontolo-
gie durch Beobachtung, U¨berpru¨fung und Analyse spezifischer, in der Rea-
lita¨t vorliegender Fa¨lle im durch die Ontologie zu erfassenden Wissensgebiet
erstellt. Die daraus resultierende Ontologie, deren Gu¨ltigkeit fu¨r bestimmte
Fa¨lle sichergestellt wurde, muss danach durch ihre Anwendung auf andere
Fa¨lle des gleichen Wissensgebietes u¨berpru¨ft und gegebenenfalls vera¨ndert
werden.
Parallelen sind bei der induktiven Ontologieerstellung insbesondere zum ’ca-
se based reasoning’, dem fallbasierten Schließen [2], zu sehen. In der Vorge-
hensweise der im vorherigen Kapitel im Unterabschnitt 2.2.1 eingefu¨hrten
formalen Begriffsanalyse wu¨rde das Grundprinzip hier darin bestehen, von
einem formalen Kontext K := (G,M, I) auf die Begriffe (die nicht identisch
sein mu¨ssen mit der Gesamtheit der aus K ableitbaren formalen Begriffe)
und ihre semantischen Relationen zu schließen. Die Gu¨ltigkeit des resul-
tierenden Modells muss dann bei einer Erweiterung des formalen Kontexts
durch ein K ′ ⊇ K untersucht werden.
Im Gegensatz zur induktiven Methode steht die deduktive Methode (De-
duktion: Schließen von Allgemeinen auf das Besondere). Hier werden zuna¨chst
allgemeine Regeln zur Konstruktion der Ontologie angegeben, die abstrak-
teren Begriffe der Ontologie angelegt und dann mit Hilfe des Regelwerks im-
mer speziellere Unterbegriffe erstellt. Durch die Spezialisierung erfolgt dabei
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eine sukzessive Anna¨herung an das eigentliche Wissensgebiet. Ein Beispiel
fu¨r ein Regelwerk ko¨nnte darin bestehen, dass mit der Einfu¨hrung eines Un-
terbegriffes anhand bestimmter Merkmale auch stets der Begriff eingefu¨hrt
werden sollte, der diese Merkmale nicht erfu¨llt. Mit dem Begriff pathogenes
Bakterium als Bakterium, das Krankheiten verursachen kann, sollte bei-
spielsweise auch der Begriff nicht pathogenes Bakterium als Bakterium, das
nie Krankheiten verursacht, eingefu¨hrt werden. Durch die Festlegung des
deduktiven Regelwerks zur Ontologieerstellung folgt, dass fu¨r alle Begriffe
stets auch eine (mehr oder minder) formale Definition vorliegt.
Bei der synthetischen Erstellungsmethode gewinnt man aus einer Men-
ge vorhandener Ontologien {Ω1 := (B1,≤, R, σ),...,Ωn := (Bn,≤, Rn, σ)} ei-
ne Gesamtontologie. Fu¨r diese Ausgangsontologien sollten mo¨glichst wenige
semantische U¨berschneidungen vorliegen, das heißt idealerweise eine kleine
Ma¨chtigkeit
|
⋂
1≤i≤nBi| (3.2)
da ansonsten Probleme bei der Abbildung, Unterscheidung und Vereinigung
a¨hnlicher Begriffe auftreten ko¨nnen, die die Erstellung der Gesamtontolo-
gie erschweren. Es handelt sich hierbei um eine Idealvorstellung. Aufgrund
der unterschiedlichen Pra¨missen, unter denen die Teilontologien entwickelt
wurden, geht der Akt der Zusammenfu¨hrung weit u¨ber die Vereinigung der
Begriffsmengen und die Einfu¨hrung zusa¨tzlicher Unterbegriffsrelationen auf
einer abstrakten Ebene der Ontologie hinaus. Wenn beispielsweise eine der
urspru¨nglichen Ontologien nach dem deduktiven Prinzip entwickelt wurde,
so steht die Entscheidung an, ob die Deduktionsregeln auf die anderen bei der
Synthese beteiligten Ontologien im Sinne einer einheitlichen Modellierung
ausgedehnt werden sollten. Ein solcher wechselseitiger Einfluss der Erstel-
lungsprinzipien kann sowohl positiv als auch negativ sein.
Mit der gemeinschaftlichen oder auch kooperativen Ontologieentwick-
lung stellen Holsapple und Joshi auf das Zusammenwirken der Entwickler
bei der Ontologieerstellung ab. Unterschiedliche fachliche Erfahrung und
perso¨nliche Standpunkte fließen dabei in die Erstellung mit ein. Der Vorteil
einer solchen Entwicklungsmethode liegt in einer erho¨hten Akzeptanz der
entstehenden Ontologie u¨ber die individuelle Sicht eines Beteiligten hinaus.
Hier sind wiederum Parallelen zur Softwareentwicklung zu sehen: in der ob-
jektorientierten Modellierung wird die Aufstellung eines gemeinsamen Mo-
dells der bei der Implementierung (fu¨r eine Beispielanwendung siehe [24])
zu verwendenden Klassen und Instanzen priorisiert. Alle Entwickler sind
an dieser Modellierung beteiligt. Im so genannten Extreme Programming-
Ansatz [64] erfolgt sogar eine sta¨ndige produktive wechselseitige Kontrolle
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der Entwickler, es ist gleichsam untersagt, alleine zu entwickeln. Der durch
solche Verfahren etablierte Konsens ist allerdings nur u¨ber klar definierte
Prozesse und klar definierte Verantwortlichkeiten zu erreichen. Es besteht
keine Grenze zur induktiven, deduktiven oder synthetischen Methode.
Zusa¨tzlich zu den in der Klassifikation von Holsapple und Joshi angege-
benen Charakteristika haben wir in diesem Abschnitt Beispiele und eine
algebraische Schreibweise gema¨ß der Definition 4 angewandt. Insbesondere
halten wir fest, dass es bei der synthetischen und bei der gemeinschaftlichen
Erstellung Wechselwirkungen mit den anderen Erstellungsprinzipien gibt.
Diese sind bei Holsapple und Joshi in dieser Form nicht explizit aufgefu¨hrt.
Die tatsa¨chlichen Ontologieerstellungsmethoden stellen nun auf eine genaue-
re Spezifikation der Quellen, der Aktivita¨ten und der einzelnen Beteiligten
ab. Die oben beschriebene Kategorisierung kann hierbei eher als eine Ab-
straktion der Aktivita¨ten bei den Erstellungsprozessen angesehen werden.
Wir werden diese Aktivita¨ten bei der Darstellung der Entwicklungsmetho-
den stets beru¨cksichtigen. Es folgen die Methoden nach Uschold, Gange-
mi, Fernandez-Lopez/Gomez-Perez, und Holsapple/Joshi. Diese Methoden
wurden aus der weit gro¨ßeren Anzahl von Erstellungsmethoden (vergleiche
beispielsweise [36]) ausgewa¨hlt, weil sie allesamt eine Erkla¨rung u¨ber die
Quellen der Begriffe und die Konstruktion einer initialen Ontologie enthal-
ten.
3.2 Ontologieerstellung nach Uschold
Mike Uschold [101] unterscheidet zwei Hauptphasen der Ontologieerstellung,
na¨mlich die informelle Phase und die Phase, in der eine Formalisierung
der Ontologie vorgenommen wird. Es besteht zwar die Mo¨glichkeit, ohne
vorherige Planung durch eine informelle Phase direkt eine Formalisierung
durchzufu¨hren, Uschold ra¨t jedoch davon ab. Eine weitere Verfeinerung beim
U¨bergang von der informellen Phase zur Formalisierung bildet die Erstellung
einer informellen Ontologie, auf deren Grundlage dann die Formalisierung
vorgenommen werden kann. Am Ende der Ontologieerstellungsphasen steht
immer eine Evaluation, entweder als Bewertung der Ergebnisse der abschlie-
ßenden Formalisierung oder als Bewertung der mo¨glicherweise vorliegenden
informellen Ontologie.
Betrachten wir nun die informelle Vorbereitung. Innerhalb der informellen
Phase kommt es zu einer Eingrenzung der Anwendung durch die Benutzer-
gruppe, der die zu erstellende Ontologie dienen soll. Die Gruppe der Be-
nutzer formuliert vom Allgemeinen zum Speziellen Anwendungsszenarien
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in Form von so genannten Kompetenzfragen. Im Falle einer medizinischen
Ontologie ko¨nnte dies beispielsweise die Frage beinhalten, ob die Ontologie
vordringlich zu Lehrzwecken oder zur Diagnoseunterstu¨tzung dienen soll.
Wenn eine Entscheidung fu¨r einen sta¨rker auf die Didaktik bezogenen Ein-
satz fa¨llt, so mu¨sste eine weitere Spezifikation der Anwendungsfa¨lle die Frage
beantworten, welche Lernziele erreicht werden sollen und nach welcher di-
daktischen Methode der Unterrichtsstoff vermittelt werden soll. Eine weitere
Kompetenzfrage betra¨fe in diesem Beispiel dann den Detaillierungsgrad der
Ontologie: soll sie selbst dazu in der Lage sein, auf Fragen eines Lernenden
Antworten zu liefern oder dient sie als Grundlage zur Verschlagwortung von
Unterrichtsmaterialien? Bei einer anderen Grundsatzentscheidung, die die
Ontologie als Diagnose- und Therapieunterstu¨tzung vorsieht, muss die In-
teraktion zwischen behandelndem Arzt und der ontologiebasierten Wissens-
repra¨sentation spezifiziert werden. Die Verfeinerung der Kompetenzfragen
kann als Gegenstu¨ck zu den Begriffen und ihre Ober-Unterbegriffsbezu¨ge,
die spa¨ter in die eigentliche Ontologie eingehen, angesehen werden. Daher
verla¨uft die Vorgehensweise an dieser Stelle deduktiv.
Das Vokabular fu¨r die Begriffe beziehungsweise ihre jeweiligen Bezeichner
kann durch Brainstormingtechniken [79] gewonnen und den Kompetenzfra-
gen angepasst werden. Das Brainstorming kann in diesem Zusammenhang
als intuitiver Aspekt der von Uschold vorgestellten Methode angesehen wer-
den. Die durch die Anpassung gewonnenen Begriffe bilden die Grundlage fu¨r
die formale Phase. Erst in dieser werden Techniken einer formalen Ontolo-
giesprache zu Rate gezogen. Die formale Umsetzung fa¨llt in den Aufgaben-
bereich von Experten der Wissensrepra¨sentation, kooperative Elemente sind
bei Uscholds Methode vor allem wa¨hrend der informellen Phase zu erken-
nen. Insbesondere erfolgt zwischen den Anwendern der Ontologie und den
Erstellern eine enge und schriftlich fixierte Absprache u¨ber den (in Form von
Fragen formulierten) Kompetenzbereich jedes einzelnen Begriffs. Induktive
und synthetische Aspekte werden von Uschold nicht ausdru¨cklich erwa¨hnt.
3.3 Ontologieerstellung nach ONIONS
Gangemi et al. [31] beschreiben das Problem der Ontologieerstellung in er-
ster Linie als Relevanz- und Eingrenzungsproblem, als so genanntes ’stopo-
ver problem’, vergleiche fu¨r den medizinischen Anwendungsbereich [41]. Das
’stopover problem’ entsteht dann, wenn keine eindeutige Regel besteht, wie
genau und wie ausgedehnt die Ontologie modelliert werden soll. Das Ziel der
Vorgehensweise Gangemis besteht in einer Ontologie, die keine u¨berflu¨ssigen
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Teile beinhaltet und daher nur dort begriﬄiche Unterscheidungen trifft, wo
es notwendig ist. Da es sich bei ONIONS (das Akronym steht fu¨r ONtologic
Integration Of Naive Sources) urspru¨nglich um einen synthetischen Ansatz
handelt, mu¨ssen nach Gangemi et al. die einzelnen Mechanismen, die zu ei-
ner Einfu¨hrung von Begriffen in den bereits existierenden Ontologien gefu¨hrt
haben, einer Pru¨fung und Integration unterzogen werden. Teilnehmer der
Erstellung sind Experten der Wissensrepra¨sentation, die Fachgebietsexper-
ten werden insofern beteiligt, als dass sie die Plausibilita¨t der Modellierung
u¨berpru¨fen. Eine Kooperation im engeren Sinne findet nicht statt.
Die Ontologieerstellung nach ONIONS verla¨uft in mehreren Phasen. In der
ersten Phase werden mehrere fu¨r die Ontologie geeignete Quellen ausgewa¨hlt
und eine Extraktion der Begriffe und der Ober- und Unterbegriffsanordnung
vorgenommen. Die jeweiligen Ordnungen der Begriffe durch eine Relation ≤
ko¨nnen dabei nach vo¨llig unterschiedlichen Kriterien zustande gekommen
sein. Diese Kriterien und allgemeiner die formalen Kriterien fu¨r die Exi-
stenz eines Begriffes werden in den na¨chsten beiden Phasen nachvollzogen,
zuna¨chst fu¨r jede einzelne Ontologie, dann vergleichend. Es kann sich um in-
duktive oder deduktive Kriterien handeln, intuitive Aspekte kommen nicht
zum Tragen, da Gangemi auch nicht von einer informellen Begriffsdefiniti-
on ausgeht. Schließlich bildet ein integriertes formales Modell zur Definition
der Begriffe in der zu erstellenden Ontologie den Schlusspunkt der Erstellung
nach der ONIONS-Methode.
3.4 Die Methontology-Methode
Methontology ist eine Erstellungsmethode nach Gomez-Perez und Fernando-
Lopez[36], die unter anderem auf die Erstellung einer Ontologie chemischen
Grundlagenwissens angewandt wurde. An der Ontologieerstellung nach Me-
thontology sind sowohl Experten der Wissensrepra¨sentation als auch Fach-
experten des Wissensgebietes der Ontologie beteiligt. Die Aufgabentrennung
ist sehr deutlich, denn das Festhalten der Ergebnisse obliegt allein den Ex-
perten der Wissensrepra¨sentation.
Eine Kernforderung, die die Methontology-Gruppe fu¨r die Methodik auf-
stellt, ist die Unabha¨ngigkeit der Ontologieentwicklung von der Zielsprache,
a¨hnlich zu der von uns aufgestellten formalsprachunabha¨ngigen Ontologiede-
finition. Als Hauptargument hierfu¨r wird eine Forderung Grubers aufgefu¨hrt
[38], die bei der Erstellung einer Ontologie eine minimale Sto¨rung des Aussa-
gegehalts durch die Anpassung an die Ausdrucksmo¨glichkeiten einer forma-
len Sprache verlangt. Dieses Argument ist in zweierlei Weise zu verstehen.
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Zum einen ko¨nnen in einer gewa¨hlten Sprache Ausdrucksmo¨glichkeiten feh-
len, wie dies beispielsweise bei der Sprache RDF (Ressource Description
Framework) [83] in Ermangelung von Subtyp-Funktionalita¨ten der Fall war
und zur Erweiterung durch OWL (Web Ontology Language) [78] gefu¨hrt hat.
Andererseits kann eine Sto¨rung des eigentlich beabsichtigten Aussagegehalts
insofern erfolgen, als dass entweder die formale Sprache ein Hindernis fu¨r die
Experten des Wissensgebietes oder eine nur mittelbar u¨ber die Experten fu¨r
Wissensrepra¨sentation verfu¨gbare Technik darstellt.
In einer Vorbereitungsphase ziehen bei Methontology die Ontologieentwick-
ler Fachliteratur und Gespra¨che mit den Experten des Fachgebietes zu Rate.
Hier erfolgt somit eine Einarbeitung der Ontologieexperten in das Wissens-
gebiet. Die in dieser Einarbeitungszeit seitens der Ontologieexperten gewon-
nenen Erkenntnisse fließen in Form allgemeiner Strukturierung intuitiv in die
Erstellung ein.
Sodann identifizieren die Ontologieexperten formal umsetzbare Quellen fu¨r
eine Sammlung relevanter Fachtermini. Diese ko¨nnen Begriffsnamen, Be-
griffsmerkmale, Begriffsinstanzen, Relationsnamen oder Axiome sein, eine
entsprechende Zuordnung erfolgt, zusammen mit der Herstellung von Ober-
und Unterbegriffsrelationen, im na¨chsten Schritt. Die eigentliche erste Ver-
wendung der Relation ≤ obliegt wiederum den Ontologieexperten, wobei
allerdings mehrere hierarchische Anordnungen der Begriffe arbeitsteilig auf-
gebaut werden. Das Vorgehen verla¨uft induktiv, beispielsweise wurden bei
der Ontologie zum Fachgebiet Chemie aus Eigenschaften chemischer Ele-
mente (der konkreten Fa¨lle beim induktiven Vorgehen) allgemeinere Begriffe
definiert. Die Arbeitsteilung ist nicht als synthetischer Aspekt zu verstehen,
vielmehr werden unterschiedliche Bereiche des Wissensgebietes identifiziert
und dazu die jeweilige Ober- und Unterbegriffsstruktur festgelegt.
Sobald eine schriftliche und tabellarische Spezifikation eines solchen Modells
vorliegt, werden wieder die Fachgebietsexperten befragt und eine Evaluie-
rung und eventuelle Korrektur der Ontologie vorgenommen. Erst im letzten
Schritt setzen die Ontologieexperten die schriftliche und tabellarische On-
tologiespezifikation mittels der Schnittstelle ODE (Ontology Design Envi-
ronment) [5] in die Sprache Ontolingua, die als ausdruckssta¨rkste Ontolo-
giesprache gilt [17], um. Hier ko¨nnen dann auch deduktive Aspekte Beru¨ck-
sichtigung finden, indem aus den vorliegenden Begriffen mit den formalen
Mitteln Ontolinguas weitere Begriffe abgeleitet werden. Hinzu kommt die
Mo¨glichkeit, gema¨ß des Integrationsvorschlags von Guarino eine Bereinigung
der Ober-Unterbegriffshierarchien aufgrund logischer Metaeigenschaften von
Begriffen durchzufu¨hren [33]. Auch dies ist den deduktiven Methoden zuzu-
rechnen.
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Kooperativ verla¨uft die Methontology-Methodik vordringlich beim Austausch
der Ontologieexperten und der Fachgebietsexperten. Eine explizite direkte
oder durch Ontologieexperten vermittelte Kooperation von Fachgebietsex-
perten untereinander erkla¨ren Fernandez-Lopez und Gomez-Perez jedoch
nicht.
Insgesamt gesehen finden wir im Methontology-Verfahren alle Aspekte der
Klassifikation nach Holsapple und Joshi wieder, es handelt sich somit wie-
derum um ein Beispiel dafu¨r, dass die Klassifikation nicht strikt anzuwenden
ist.
3.5 Die Delphi-Methode
Die Delphi-Methode baut auf einer schriftlichen Befragung von Experten
auf. Dabei handelt es sich um einen systematischen, mehrstufigen Prozess
nach Bortz [12]. Die Methode dient dazu, zuku¨nftige Ereignisse, Tendenzen
und Entwicklungen gut einscha¨tzen und bewerten ko¨nnen.
Die Befragung nach der Delphi-Methode findet individuell statt, um Grup-
pengedanken und gemeinsame Denkeffekte zuna¨chst auszuschließen und zu
einem mo¨glichst umfassenden Meinungsbild zu gelangen. Bei der Strenge der
so vorgenommenen Separierung sind Varianten des Delphi-Modells denkbar
[34].
Im Allgemeinen wird eine Gruppe von Experten ein Fragebogen eines gege-
benen Wissensgebietes vom so genannten Moderator vorgelegt. Nachdem der
Fragebogen beantwortet wurde, werden die schriftlich erhaltenen Antworten,
Einscha¨tzungen, Ergebnisse und Meinungen aufgelistet und vom Moderator
zusammengefasst. Dieser wertet die Fragebo¨gen aus und entwickelt demnach
einen neuen Fragebogen. Eine zweite Befragung folgt mittels des neuen Fra-
gebogens und unter Beru¨cksichtigung der Ergebnisse der ersten Befragung.
Dieses Mal sollen die Experten ihre Antworten wechselseitig anonym kom-
mentieren und einen Vergleich zu den Gruppenergebnissen vornehmen. Es
folgen weitere Diskussionen, Kla¨rungen und Verfeinerungen der Fragen und
Antworten durch Wiederholung dieses Schrittes.
Dieser kontrollierte Prozess wird so oft wiederholt, bis ein zufrieden stellen-
des Endergebnis, ein allgemein akzeptierter Konsens erzielt wurde. Das vom
Moderator erarbeitete Endergebnis ist eine Ideensammlung und Gruppen-
meinung, die die Aussagen selbst und Angaben u¨ber die Bandbreite vorhan-
dener Meinungen entha¨lt.
Charakteristisch fu¨r die Delphi-Methode sind demzufolge folgende Merkma-
le:
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Moderator
Reviewer
Ersteller
Ontologieerstellung
Festlegung Erstellungsregeln
Konflikte auflösen
Ausgangsontologien bereitstellen
 Zielanwendung definieren
Ontologie erstellen
Ontologie korrigieren
Abbildung 3.1: Aufgabenbereiche innerhalb der Ontologieerstellung
• Festlegung einer Moderatorenrolle
• Verwendung eines formalisierten Fragebogens
• Befragung von Experten
• Anonymita¨t der Einzelantworten
• Ermittlung einer repra¨sentativen Gruppenantwort
• Information der Teilnehmer u¨ber die Gruppenantwort mit strukturie-
renden Kommentaren des Moderators
• (mehrfache) Wiederholung der Befragung
In der Arbeit von [45] wurde dieses Modell auf die Ontologieerstellung
u¨bertragen. Das Anwendungsfalldiagramm in Abbildung 3.1 zeigt die ver-
schiedenen Rollen bei der Ontologieerstellung nach diesem Modell. Dabei
fa¨llt auf, dass zwar ein Ontologieexperte als Moderator im Gesamtablauf
beteiligt ist, die eigentliche Ontologieerstellung und -korrektur allerdings
von Fachexperten vorgenommen wird, wie in Abbildung 3.2 dargestellt.
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Akteur der
Ontologieerstellung
Fachgebietsexperte                             Ontologieexperte
      Ersteller                         Reviewer              Moderator
Abbildung 3.2: Rollenverteilung bei der Ontologieerstellung
Eine gemeinsame Aktivita¨t des Moderators und der Fachgebietsexperten
stellt die Festlegung von Anwendungen der Ontologie dar. In technischer
Hinsicht fa¨llt auch noch die Bereitstellung bereits vorhandener Ontologien
aus dem Fachgebiet in den Zusta¨ndigkeitsbereich des Moderators.
Holsapple und Joshi spezifizieren den Ablauf ihrer Methodik a¨hnlich wie
in Abbildung 3.3 dargestellt. Der Prozess beginnt mit einer Vorbereitungs-
phase, in der alle Teilnehmer gemeinsam unter Anleitung des Moderators
Designkriterien, Evaluationsstandards und Randbedingungen festlegen. Als
Beispiele fu¨r Designkriterien ko¨nnen ein induktives oder deduktives Para-
digma angesehen werden, so dass auch bei dieser Methode mehrere Aspekte
der eingangs dargelegten Klassifikation auftreten ko¨nnen. Randbedingungen
beziehen sich hauptsa¨chlich auf das Ziel der zu erstellenden Ontologie und
auf ihr Verha¨ltnis zu bereits bestehenden Ontologien, Wissensrepra¨sentatio-
nen oder informelleren Quellen des Fachgebietes. Auch eine Abgrenzung des
darzustellenden Wissensgebietes sollte in dieser Phase erfolgen, ebenso wie
ein Design fu¨r potentielle spa¨tere Erweiterungen der Ontologie.
Aus den in der Vorbereitungsphase identifizierten Quellen oder aber durch
erste Eingaben der Fachgebietsexperten bezu¨glich der Begriffe und ihrer
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  Vorbereiten
Verankern
iterativ Verbessern
Anwenden
Designkriterien [definiert]
Evaluationsstandards [definiert]
Randbedingungen [ermittelt]
initiale Ontologie [spezifiziert]
Teilnehmer [benannt]
Kritik [gesammelt]
Kritik [eingearbeitet]
Konsens [erzielt]
Nutzen der Ontologie [gezeigt]
{OR}
Abbildung 3.3: Erweitertes Delphi-Modell
Ordnung durch ≤ stellt der Moderator sodann in der Verankerungsphase ei-
ne initiale Ontologie fu¨r die Fachgebietsexperten bereit. Diese Spezifikation
kann entweder mit Hilfe eines elektronischen Ontologieerstellungswerkzeu-
ges oder in Papierform zur Verfu¨gung gestellt werden.
In der darauf folgende Phase kritisiert ein genau festgelegter Kreis von Fach-
gebietsexperten die vorhandene initiale Ontologie. Wie Abbildung 3.2 zeigt,
ko¨nnen diese Reviewer von den Fachgebietsexperten, die in der Verankerungs-
und Vorbereitungsphase fu¨r bestimmte Teilbereiche der Ontologie zusta¨ndig
waren, abweichen.
Holsapple und Joshi schlagen zur Systematisierung der Kritik die Anwen-
dung einer kardinalen Skalierung vor, die eine Form der Benotung von Be-
griffen vorgibt. Diese Form der systematischen Kritik wurde auch von Schu-
macher [87] in seiner Arbeit zu Security Patterns (vergleiche Anhang B)
angewandt und sollte zusammen mit einer Begru¨ndung der numerisch ge-
fassten Kritik durch den einzelnen Fachgebietsexperten erfolgen. Prinzipiell
sind hier auch andere Formen der Befragung denkbar. Als zentrale Instanz
bei der Sammlung der Kritik sollte jedoch der Moderator fungieren. Un-
abha¨ngig von der Form der Kritik muss diese vom Moderator in konkrete
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Handlungsanweisungen umsetzbar sein. Die Verbesserungsvorschla¨ge wer-
den vom Moderator oder unter Aufsicht des Moderators in die Spezifikation
der Ontologie eingearbeitet.
Fu¨r das weitere Vorgehen fa¨llt die Darstellung in Abbildung 3.3 allgemeiner
aus, als die urspru¨nglich von Holsapple und Joshi vorgesehene. Im urspru¨ng-
lichen Delphi-Modell der Ontologieerstellung war vorgesehen, dass nach ei-
ner mehrfachen Wiederholung der Kritik und Verbesserung, also einer Ite-
ration der Ontologie, sofort die Anwendung der Ontologie erfolgt. Dieser
Weg ist im allgemeineren Fall weiterhin mo¨glich, allerdings ko¨nnen sich, oh-
ne dass das Modell verworfen werden muss, auch wa¨hrend der Anwendung
einer Ontologie noch A¨nderungen und Erga¨nzungen ergeben. Beispielsweise
betrifft dies die Mo¨glichkeit, einen weiteren Sprachgebrauch oder sogar neue
Begriffe mit in die Ontologie einzubeziehen. Aus diesem Grund kann ein
Wechsel zwischen Anwendungsphase und iterativer Verbesserung erfolgen,
solange der Moderator als Instanz, die die Einhaltung der urspru¨nglichen
Designkriterien und Ziele sowie die Auflo¨sung von Konflikten gewa¨hrleistet,
beibehalten wird.
3.6 Ontologieerstellung in k-med
Der vorliegende Abschnitt beschreibt das Projekt k-med (knowledge ba-
sed multimedia medical education)[43],[53]. Die Durchfu¨hrung eines Onto-
logieerstellungsprozesses in k-med zeigt, welche Art der automatischen Un-
terstu¨tzung fu¨r die Ersteller einer Ontologie besonders wichtig sind.
Wir verwenden den Terminus ’Multimedia’ nach der Definition von Stein-
metz [96], die ’Multimediasysteme’ im engeren Sinne erkla¨rt:
Definition 5 (Multimediasystem nach Steinmetz) ’Ein Multimediasy-
stem ist durch die rechnergesteuerte, integrierte Erzeugung, Manipulation,
Darstellung, Speicherung und Kommunikation von unabha¨ngigen Informa-
tionen gekennzeichnet, die in mindestens einem kontinuierlichen (zeitabha¨ngi-
gen) und einem diskreten (zeitunabha¨ngigen) Medium kodiert sind.’
Innerhalb des Projektes k-med entstand unter Anleitung des Verfas-
sers der vorliegenden Arbeit eine Ontologie, die zur Beschreibung, Verwal-
tung und Anzeige multimedialer Unterrichtsmaterialien aus der medizini-
schen Hochschullehre dient. Darunter fallen - jeweils in elektronischer Form
- Texte, Grafiken, Videos, Tondokumente und Animationen. Der Ontologie
kommt durch die im Projekt k-med angestrebte Modularisierung des elek-
tronischen Unterrichtsmaterials eine zentrale Bedeutung zu. Verla¨sst man in
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der computerunterstu¨tzten Lehre die klassischen Kursstrukturen, die auch
bei der Zusammenfu¨gung und Pra¨sentation multimedialer Unterrichtsmate-
rialien gelten ko¨nnen, so beno¨tigen sowohl die beteiligten Autoren als auch
die Zielgruppe der Lernenden eine Orientierung bezu¨glich des Sinngehaltes
der einzelnen Module. Denn die Module ko¨nnen bei abnehmender Gro¨ße nur
im Idealfall als selbsterkla¨rende Einheiten verwendet werden. Die Beschrei-
bung der Module wird in k-med durch Metadaten, die eine festgelegte
Beschreibung (durch Felder wir ’Titel’, ’Schlu¨sselwo¨rter’ et cetara[89]) jedes
einzelnen Moduls darstellen, und durch Ontologien, die als Vokabular fu¨r
die Schlu¨sselwo¨rter dienen, geleistet. Einzelne kleinere Informationseinhei-
ten werden durch ihre normierte Beschreibung in einen gro¨ßeren Sinnzusam-
menhang gebracht.
Eine modulare Wissensbasis, die die urspru¨ngliche Architektur von k-med
darstellte, wurde durch die Ergebnisse von Seeberg [89] begru¨ndet. In diesen
Arbeiten zu modularen Wissensbasen stellt Seeberg - u¨ber Abschnitt 2.3.1
hinaus gehende - spezifische Vorteile der Einfu¨hrung von Metadaten und On-
tologien heraus. Auch sie bewegt sich dabei im Kontext der computergestu¨tz-
ten Lehre. Als Hauptvorteil der Modularisierung im Allgemeinen wird hier
die Wiederverwendung multimedialer Unterrichtsressourcen genannt. Dies
ist vor allem vor dem Hintergrund hoher Kosten aufwa¨ndiger Multimedia-
produktion zu sehen. Als besonderen Vorteil einer Modularisierung ist nach
Seeberg die inhaltliche Adaptivita¨t bezu¨glich eines Benutzerprofils zu nen-
nen: damit ist es prinzipiell mo¨glich, bestehende Zusammenstellungen des
Unterrichtsmaterials fu¨r einen bestimmten Nutzer zu rekombinieren oder
sogar automatisch zu erzeugen.
Wir gehen nun auf die einzelnen Phasen der Ontologieerstellung in k-med
ein. Danach folgt eine Beurteilung des Erstellungsprozesses, bei der wir die
Benutzerumfrage der instruktionswissenschaftlichen Arbeitsgruppe zu Ra-
te ziehen. Wir schließen mit einer Formulierung von Anforderungen, deren
Erfu¨llung zu einer weiteren Erleichterung des Ontologieerstellungsprozesses
in verwandten Projekten fu¨hren kann.
3.6.1 Eignung der vorgestellten Methoden
Der folgende Abschnitt zeigt auf, welcher Ontologieerstellungsprozess fu¨r die
Arbeiten in k-med am besten geeignet erscheint.
Die ONIONS-Methode bezieht sich auf einen Erstellungsprozess, der zwar
bereits existierende Ontologien aufgreift, den Schwerpunkt jedoch darauf
legt, Erkla¨rungen fu¨r deren Begriffe und Begriffsstrukturen zu finden. Dies
geht weit u¨ber den Formalisierungsgrad, der durch Definition 4 gegeben wur-
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de hinaus und kann fu¨r ein Projekt wie k-med, bei dem eine große Zahl von
Anwendern einer nur geringen Anzahl von Experten der Wissensrepra¨sen-
tation gegenu¨bersteht als zu aufwa¨ndig verworfen werden.
Ein a¨hnliches Argument betrifft Uscholds Methode, da die formale Phase
dort stark von der informellen Phase getrennt ist und so Arbeiten, die par-
allel ablaufen ko¨nnten, sequenziell organisiert sind. Zudem erscheint, wenn
man wie Gangemi et al. bestehenden Quellen von Ontologien bereits ihre
eigene interne Logik a priori zuspricht, die Spezifikation mittels der Kom-
petenzfragen in Uscholds Ansatz als zu ausgedehnt. Wenn es beispielsweise
Gegenstand der Ontologieerstellung ist, wie der Sinngehalt eines tabellari-
schen oder taxonomischen Standardwerkes aus dem Fachgebiet mo¨glichst
genau als Ontologie umgesetzt werden kann, so sollte eine Kompetenzfra-
ge sta¨rker auf dessen Gesamtaufbau abzielen. Zwar ist dies prinzipiell bei
Uschold nicht ausgeschlossen, bevorzugt wird jedoch die Entwicklung der
Ober- und Unterbegriffsbezu¨ge aus den von den Fachgebietsexperten for-
mulierten Kompetenzfragen.
Die Methontology-Methode stellt dagegen zu stark auf eine strikte Forma-
lisierung und den intensiven Einsatz mehrerer Ontologieexperten ab. Dieses
Verfahren ist bei gro¨ßeren Projekten zu langsam und zu teuer, da die Kritik
der Fachgebietsexperten erst sehr spa¨t wieder in die Interaktion mit einbe-
zogen wird.
Aus der Moderation innerhalb der Delphi-Methode ergibt sich hingegen ein
großer Vorteil fu¨r die Befragten, in diesem Falle die Mediziner als Fach-
gebietsexperten. Vor allem nach der ersten Ru¨ckmeldung ko¨nnen sie ihre
Meinung a¨ndern, ohne in unproduktive fachliche Konkurrenzsituationen zu
geraten. Ein weiterer Vorteil der Delphi-Methode ist, dass die Ontologie-
erstellung nicht durch Konformita¨tsstreben und durch die Dominanz einer
oder mehrerer Personen in einer Gruppe beeintra¨chtigt wird. Diese Vorteile
gelten auch dann, wenn wie in k-med ohne eine kardinale Bewertung oder
fest vorgegebene schriftliche Fragebo¨gen gearbeitet wird.
Als Nachteil der Delphi-Methode kommt der Zeitaufwand fu¨r das Durchfu¨hren
der Befragungen in Betracht. Hinzu kommt, dass bei der deutlichen fachli-
chen Unterteilung, wie sie in k-med vorliegt, die vollsta¨ndige Anonymita¨t der
beteiligten Experten nicht immer gewahrt bleiben kann und stattdessen wie-
derum die Rolle des Moderators als Mittler der Meinungen gefragt ist. Die
Nachteile werden jedoch durch eine genau definierte Begleitung des Erstel-
lungsprozesses ausgeglichen und zeitliche und inhaltliche Verluste ko¨nnen
- bei geeigneter Wahl von Ontologieerstellungswerkzeugen - durch die im
Gegensatz zu den anderen vorgestellten Methoden direkte Arbeit der Fach-
gebietsexperten mit der Wissensrepra¨sentation ausgeglichen werden. Dies
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ist dann umsetzbar, wenn die Kritik innerhalb eines vom Moderator fest-
gelegten Rahmens direkt zu A¨nderungen oder Erweiterungen der Ontologie
fu¨hren darf oder wenn die vom Moderator gebu¨ndelte Kritik von mehre-
ren Fachgebietsexperten parallel eingearbeitet werden kann. Insgesamt wer-
den die Fachgebietsexperten sta¨rker in die eigentliche Arbeit eingebunden,
begu¨nstigt durch einen Formalisierungsgrad, wie er im zweiten Kapitel der
vorliegenden Arbeit begru¨ndet wurde und wie er in der Standardvisualisie-
rung aus Abbildung 2.4 auch Laien der Wissensrepra¨sentation zuga¨nglich
ist. Die explizite Erwa¨hnung bestehender Quellen fu¨r die initiale Ontologie
und der ergebnisoffene Umgang mit der initialen Ontologie bilden bei der
kooperativen Ontologieerstellung eine ideale, den jeweiligen Projektzielen
anpassbare Verallgemeinerung der Umgangsweisen mit bestehenden Quel-
len, wie Uschold, Fernandez-Perez et. al. sowie Gangemi sie vorschlagen.
Fu¨r die Arbeiten im k-med Projekt wurde die Methode nach Holsapple und
Joshi gewa¨hlt und in einigen Einzelheiten weiter interpretiert. Wir gehen im
Rest des vorliegenden Kapitels auf die Anwendung der Methode in k-med
ein und schließen mit Anforderungen zu einer weiteren Vereinfachung des ko-
operativen Erstellungsprozesses, die aus den Arbeiten im Projekt abzuleiten
sind.
3.6.2 Anwendung des Delphi-Modells
Der folgende Abschnitt zeigt, wie das Delphi-Modell in k-med angewandt
wurde. Anhand dieser Anwendung werden die fu¨r das Gesamtziel der vor-
liegenden Arbeit wichtigen Anforderungen an eine a¨hnlichkeitsbasierte au-
tomatische Unterstu¨tzung der Ontologieerstellung plausibel.
Die Ontologie in k-med besteht aus medizinischen Fachbegriffen. Sie wurde
nach einem leicht modifizierten Delphi-Modell erstellt. Zentral war hierbei
ein abgestimmtes Vorgehen der medizinischen Autoren im Projekt. Eine
Besonderheit von k-med ist, dass mehrere medizinische Fa¨cher des Grund-
studiums vertreten sind. Dabei ko¨nnen auch pro Fach mehrere Autoren, die
sich an verschiedenen Orten befinden, vertreten sein.
3.6.2.1 Vorbereitungsphase
Die Abstimmung der Autoren betrifft die Festlegung eines gemeinsamen
Vokabulars (der Namen der Elemente aus B gema¨ß Definition 4 und ihrer
Zusatzannahmen) , die Festlegung der Relationen (der Menge R gema¨ß De-
finition 4) und daru¨ber hinaus den Detaillierungsgrad der Ontologie, wie
er auch schon in der ONIONS-Methodik als ’stopover problem’ identifiziert
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wurde. Weiterer Abstimmungsbedarf entsteht bei der Auflo¨sung von Kon-
fliktfa¨llen bei sich u¨berschneidenden Wissensgebieten. Dies ist im Projekt
k-med von divergierenden Auffassungen innerhalb eines medizinischen Fach-
gebietes zu unterscheiden. Schließlich ist die Rolle des Moderators zu kla¨ren,
da er in k-med eine Zusatzfunktion als Schulungsleiter fu¨r die Bedienung der
Ontologieerstellungswerkzeuge innehatte.
Wir beziehen uns nun im einzelnen auf die in der folgenden U¨bersichtstabelle
3.1 dargestellten typischen Phasen nach dem Delphi-Modell.
Tabelle 3.1: Phasen der Ontologieerstellung in k-med
Phase Ergebnisse
Vorbereitung Definition von Designkriterien:
Quelle, Detaillierungsgrad, Relationen
Ermittlung von Randbedingungen:
Moderator, Evaluationsstandards
Verankerung Spezifikation der initialen Ontologie aus den Katalogen
U¨berschneidung der Fachgebiete
iterative Verbesserung (stufenweise) Modifikation der initialen Ontologie
Anwendung systematische Anfragen, Suche,
Wiederverwendung von Modulen
Einerseits liegt eine strikte Abfolge der Phasen Vorbereitung, Veranke-
rung und dem Beginn der iterativen Verbesserung vor, andererseits findet
nach der Verankerungsphase ein steter Wechsel zwischen iterativer Verbesse-
rung und Anwendung der Ontologie statt1. Hier ist eine leichte Modifikation
des Ansatzes von Holsapple und Joshi zu erkennen, die aus der Anwendung
der Ontologie als Vokabular fu¨r die Metadaten resultiert. Wir werden bei der
Darstellung der einzelnen Phasen na¨her auf besagte Wechselwirkung einge-
hen.
Als Ergebnisse der der Vorbereitungsphase ist festzuhalten: der so genann-
te Gegenstandskatalog der beteiligten Fa¨cher Physiologie, Histologie, Phar-
makologie, Dermatologie, Nuklearmedizin und Biochemie. Diese Kataloge
1Dies geht bei k-med damit einher, dass die Ersteller der Ontologie gleichzeitig auch
Anwender der Ontologie sind. Die Verschlagwortung von Unterrichtsmaterial ist eine der
Anwendungen der Ontologie in k-med.
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sind allgemein verfu¨gbar [47]. Fu¨r die ebenfalls beteiligte Infektiologie lag
kein Gegenstandskatalog vor, so dass hier eine besondere Lo¨sung gefunden
werden musste. Die Infektiologie wurde durch das Inhaltsverzeichnis eines
Lehrbuches in die initiale Ontologie aufgenommen.
Gegenstandskataloge existieren fu¨r alle vorklinischen Fa¨cher des Medizinstu-
diums. Sie umfassen die von den Hochschullehrern verbindlich zu unterrich-
tenden Themengebiete. Vorteilhaft an einer Fundierung der Ontologie durch
die Gegenstandskataloge ist der bereits vorhandene Bezug der Medizinstu-
dierenden zum in ihnen festgehaltenen Vokabular. Der Gegenstandskatalog
dient in der Regel als Anhaltspunkt fu¨r die Stoffmenge bei der Vorbereitung
auf die Physikumspru¨fungen. Es folgt ein Ausschnitt aus dem Gegenstands-
katalog der Biochemie:
Chemie fu¨r Mediziner und Biochemie (Inhaltsu¨bersicht)
GRUNDLAGEN DER CHEMIE
1.1 Makroskopische Erscheinungsformen der Materie
2 Aufbau und Eigenschaften der Materie 2.1 Atome, Isotope, Periodensystem
2.2 Chemische Bindung 2.3 Acyclische Kohlenstoffverbindungen, einfache funk-
tionelle Gruppen 2.4 Carbo- und Heterocyclen 2.5 Stereochemie
3 Stoffumwandlungen 3.1 Homogene Gleichgewichtsreaktionen 3.2 Heteroge-
ne Gleichgewichtsreaktionen 3.3 Sa¨ure/Base-Reaktionen 3.4 Redox-Reaktionen
3.5 Bildung und Eigenschaften der Salze 3.6 Ligandenaustausch-Reaktionen
3.7 Additions/Eliminierungs-Reaktionen 3.8 Substitutionsreaktionen 3.9 Son-
stige Reaktionen
CHEMIE BIOLOGISCH UND MEDIZINISCH RELEVANTER NATURSTOFFE
4 Kohlenhydrate 4.1 Monosaccharide 4.2 Disaccharide 4.3 Oligo- und Poly-
saccharide 5 Aminosa¨uren, Peptide, Proteine 5.1 Aminosa¨uren 5.2 Peptide 5.3
Proteine 6 Fettsa¨uren, Lipide 6.1 Fettsa¨uren 6.2 Acylglycerine 6.3 Sphingoli-
pide 6.4 Steroide 7 Nukleotide, Nukleinsa¨uren, Chromatin 7.1 Nukleotide 7.2
Nukleinsa¨uren 7.3 Chromatin 8 Vitamine, Vitaminderivate, Coenzyme 8.1 All-
gemeines 8.2 Biochemischer Mechanismus 8.3 Pathobiochemie
Die Nummerierung und die Hauptu¨berschriften ko¨nnen in eine hierar-
chische Struktur u¨berfu¨hrt werden, na¨mlich die der Unterbegriffsrelation ≤
gema¨ß Definition 4. Beispielsweise entstehen so aus den Gliederungspunkten
4 und 5 unter anderem die Beziehungen
Monosaccharide ≤ Kohlenhydrate ≤ Chemie biologisch und medizinisch
relevanter Naturstoffe
sowie
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Pathobiochemie ≤ Vitamine, Vitaminderivate, Coenzyme ≤ Chemie
biologisch und medizinisch relevanter Naturstoffe
Dem Versta¨ndnis leichtgewichtiger Ontologien entsprechend, sollte be-
sonders im zweiten Fall der Begriffsbezeichner Pathobiochemie als Begriff
Pathobiochemie als Thema des medizinischen Lehrplans verstanden werden.
Dieses Versa¨ndnis ist zur Akzeptanz der hier vorliegenden Relation ≤ no¨tig.
Im Gegenstandskatalog existieren zu den zweistellig nummerierten schlag-
wortartigen U¨berschriften, die wir oben aufgelistet haben, auch noch weitere
spezielle Stichwortlisten, die zur Erla¨uterung eines nummerierten Begriffes
dienen. Fu¨r den Detaillierungsgrad der Begriffe in der k-med-Ontologie wur-
de in der Vorbereitungsphase vereinbart, dass nur dann zusa¨tzliche Begriffe
zu den ersten drei Hierarchieebenen aufgenommen werden, wenn sie no¨tig
sind, um k-med Lernobjekte zu beschreiben. Umgekehrt wird beispielsweise
aus Gru¨nden der U¨bersichtlichkeit davon abgeraten, ohne ein im k-med Sy-
stem existierendes Lernobjekt zum Thema ’Vitamin B12 ’ den Begriff ’Vit-
amin B12 ’ als Unterbegriff zu Vitamine, Vitaminderivate, Coenzyme. ein-
zufu¨hren. Als Ganzes gesehen entsteht damit schon in der Vorbereitungspha-
se fu¨r die spa¨tere Anwendungsphase die Vereinbarung, dass pro Lernobjekt
mindestens ein (und idealerweise genau ein) Begriff in der Ontologie vor-
handen sein muss.
Wie in der medizinischen Terminologie und auch in den Gegenstandskata-
logen u¨blich, verwenden wir den Nominativ der Pluralform eines einzelnen
Fachbegriffes, sofern diese Pluralform existiert. Dies ist im obigen Beispiel
bei Vitamine, Vitaminderivate, Coenzyme der Fall. Sofern die Pluralform
nicht existiert, verwenden wir den Nominativ Singular. Dies ist etwa bei
Chemie biologisch und medizinisch relevanter Naturstoffe der Fall.
Ebenfalls Gegenstand der Vorbereitungsphase in k-med war eine Anforde-
rungsanalyse bezu¨glich der Darstellungsform der Ontologie fu¨r den Anwen-
der. Diese Analyse hat mehrere Aspekte. Bei der Visualisierung der Ontolo-
gie fu¨r den Erstellungsprozess bestand die Alternative zwischen der Darstel-
lung, wie wir sie bislang in den Grafiken der vorliegenden Arbeit gewa¨hlt
haben und einer von Steinacker [95] vorgeschlagenen Variante. Letztere
nutzt sta¨rker die gesamte beim grafischen Erstellungsprozess zur Verfu¨gung
stehende Fla¨che, dabei fallen allerdings die hierarchischen Strukturen in
der Form, dass abstraktere Begriffe in den oberen Bereichen und speziel-
lere Begriffe in den unteren Bereichen des Bildschirms angesiedelt werden,
weg. Die medizinischen Autoren bevorzugten klar eine Beibehaltung die-
ses Layoutgrundsatzes. Die angestrebte Visualisierung, umfangreiche lexi-
kalische Suchfunktionen beim Erstellen und Pflegen einer Ontologie sowie
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weit reichende kooperative Funktionen waren am besten in den k-infinity-
Erstellungswerkzeugen der Firma intelligent views[48] verwirklicht, die fu¨r
die Konstruktion der k-med-Ontologie eingesetzt werden konnten.
Ein weiterer Aspekt war die Vorauswahl der Quellen fu¨r die Ontologie. Durch
die Auswahl der Gegenstandskataloge wird nach u¨bereinstimmender Mei-
nung der beteiligten Mediziner eine geringe Verzerrung bei der Kodierung
erreicht. Andere bestehende medizinische Ontologien wie GALEN [76] erfor-
derten nicht nur eine eingehende formale Ausbildung der beteiligten Auto-
ren, sondern sind fu¨r ein Projekt wie k-med zu stark an den eigenen Darstel-
lungsformalismus gekoppelt. Im Gegensatz dazu ist den Medizinern der hier-
archische Aufbau der Gegenstandskataloge bereits vertraut. Aus a¨hnlichen
Gru¨nden wurde eine Erstellung der Ontologie mit Hilfe des UMLS Metathe-
saurus [74] verworfen. Wa¨hrend bei den verwendeten Gegenstandskatalogen
eine eindeutige Zuordnung nach den beteiligten Fachgebieten mo¨glich ist,
entstu¨nde bei UMLS das Problem, wie die Arbeit an den einzelnen Berei-
chen der entstehenden Ontologie den Beteiligten zuzuordnen sei. Diese Fra-
ge ko¨nnte nur in einem zusa¨tzlichen Arbeitsschritt beantwortet werden, was
angesichts der mehrfachen Arbeitsbelastung der Autoren vermieden werden
sollte.
Eine erste Absprache u¨ber Relationsnamen wurde ebenfalls in der Vorberei-
tungsphase getroffen. Da gleichzeitig U¨bereinstimmung daru¨ber herrschte,
dass die urspru¨ngliche Liste der Relationsnamen nochmals zu u¨berpru¨fen
war, sobald die initiale Ontologie zur Verfu¨gung stehen sollte, erfolgt eine
detaillierte Aufstellung weiter unten. Hier sei lediglich erwa¨hnt, dass zur bes-
seren Orientierung jede Relation entweder symmetrisch angelegt sein sollte
oder eine benannte Umkehrrelation besitzen sollte. In der Sprechweise der
Definition 4 heißt das, wenn zwei Begriffe a und b in der Relation ri zuein-
ander stehen:
∀ri ∈ R∃ri−1 ∈ R : ri(a, b)⇔ ri−1(b, a) (3.3)
Allgemein wurde zu der Anwendung der Relationen noch vereinbart, dass
nur der Moderator neue Relationsnamen erstellen darf, so dass eine willku¨rli-
che Explosion vorhandener, an sich aber sehr a¨hnlicher Erstellungsmo¨glich-
keiten auszuschließen ist.
3.6.2.2 Verankerungsphase
In der Verankerungsphase wird fu¨r die k-med Autoren der Gegenstands-
katalog nebst seiner Hierarchie elektronisch umgesetzt und zur Verfu¨gung
gestellt. Diese initiale Ontologie steht mittels der k-infinity Werkzeuge der
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intelligent views GmbH [48] den Autoren auf zwei Arten zur Verfu¨gung. Die
Abbildung 3.4 zeigt eine expansive Sicht der Ontologie mittels einer hier-
archisch angeordneten graphenbasierten Darstellung und die alphabetisch
geordnete Liste aller initialen Begriffe. Die Schulungen der Fachautoren zur
Ontologieerstellung vermittelten die Manipulation des initialen Begriffsnet-
zes durch Benutzerinteraktionen mit diesen Sichten.
Aus Abbildung 3.4 ist auch die alphabetische Sicht auf die Begriffe zu ent-
nehmen. Es bestehen in diesem Teil der k-infinity Werkzeuge Mo¨glichkeiten
der Suche durch die Eingabe von Zeichenketten. Die Zeichenketten ko¨nnen
dabei auch geringe Abweichungen von eigentlichen Begriffsnamen enthalten
oder nur aus Teilen des eigentlichen Begriffsnamens bestehen. Diese Funk-
tion ist besonders bei ersten Korrekturen des Netzes hilfreich, bei denen
Begriffe aus der initialen Ontologie mit a¨hnlich lautendem Namen identifi-
ziert werden sollten. Zudem bieten die in der Abbildung 3.4 gezeigten, mit
Buchstaben gekennzeichneten Schaltfla¨chen die Mo¨glichkeit, zu einem be-
stimmten Buchstaben alle Begriffe mit entsprechendem Namensanfang in
einer Liste aufzurufen.
Insgesamt waren somit reichhaltige Mo¨glichkeiten der Ansicht und Korrek-
tur der initialen Ontologie gegeben, die in der Verankerungsphase genutzt
wurden. Die Korrektur umfasste dabei lediglich das vorhandene Vokabu-
lar, Erweiterungen der Ontologie sind erst Teil der Wechselwirkung aus den
spa¨teren Phasen der iterativen Verbesserung und Anwendung.
Die Autoren erhielten somit zuna¨chst den Auftrag, den generellen Aufbau
des umgesetzten Gegenstandskataloges nachzuvollziehen und zu kommentie-
ren. Dies geschah im Rahmen einer Einzelschulung, bei der auch das Softwa-
rewerkzeug zum Betrachten der initialen Ontologie erkla¨rt wurde. Die U¨ber-
pru¨fung behandelte auch (neben dem allgemeinen Auftrag, Rechtschreibfeh-
ler zu beheben) die korrekte medizinische Terminologie und Schreibweise.
Wenn verschiedene Quellen in Form der Gegenstandskataloge zusammen-
gefu¨hrt werden, entstehen daru¨ber hinaus U¨berschneidungen der Begriffs-
mengen. Wenn wir beispielsweise mit Bp die Menge der Begriffe aus dem
Gegenstandskatalog der Physiologie und mit Bb die Menge der Begriffe aus
dem Gegenstandskatalog der Biochemie bezeichnen, so gilt
Bp ∩Bb 6= Ø (3.4)
Verwenden zwei oder mehrere Autoren aus unterschiedlichen Fachgebie-
ten den gleichen Begriff b, so mu¨ssen diese Autoren in der Verankerungspha-
se eine Vereinbarung u¨ber den weiteren Umgang mir diesem Begriff treffen.
Prinzipiell wurden drei verschiedene Lo¨sungsansa¨tze fu¨r solche Konfliktfa¨lle
verwendet. Zum einen konnten sich die Autoren darauf einigen, dass der
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Begriff b gemeinsam genutzt werden sollte, weil er tatsa¨chlich die gleiche
Entita¨t beschreibt. In diesem Fall ga¨lten als Ergebnis (fu¨r das obige Beispiel
der Fachgebiete Physiologie und Biochemie) dann fu¨r ein Paar bp ∈ Bp und
bb ∈ Bb mit bp, bb /∈ Bp ∩Bb die Unterbegriffsbeziehungen
b ≤ bp ≤ Physiologie (3.5)
und
b ≤ bq ≤ Biochemie (3.6)
Die weiteren Mo¨glichkeiten ergaben sich aus der Umbenennung des Be-
griffes. Diese konnte dadurch entstehen, dass von einem oder von beiden
medizinischen Autoren ein speziellerer Name aus dem jeweiligen Fachge-
biet gewa¨hlt wurde. Wenn ein solcher Name nicht identifizierbar war, so
konnte der unterschiedliche Sinngehalt durch einen Namenszusatz, der das
jeweilige Fachgebiet angibt, verdeutlicht werden. Bei dieser Lo¨sungsvariante
wurde beispielsweise der von der Biochemie und der Physiologie unterschied-
lich verwendete Begriff Absorption in die Begriffe Absorption(Physiologie)
und Absorption(Biochemie) u¨berfu¨hrt. Die Autoren wurden mit Hilfe ei-
ner tabellarischen Aufstellung der Begriffe der initialen Ontologie auf die
U¨berschneidungen der Fachgebiete aufmerksam gemacht. Durch diese Auf-
stellung war auch von Seiten des Moderators festgelegt, welche Interaktionen
zwischen einzelnen Autoren bei der Auflo¨sung von Konfliktfa¨llen notwendig
waren.
Die Liste der Relationen R wurde ebenfalls in der Verankerungsphase auf-
gestellt. Hierbei wurden zu a¨hnlich lautende Relationsnamen vermieden. Im
Einzelnen lauten die Relationsnamen, die ohne Einschra¨nkung von allen Au-
toren auch u¨ber Fachgebietsgrenzen hinweg verwendet werden durften:
aktiviert, hat Bezug zu, spaltet ab, geho¨rt zu, wird angewendet bei, inak-
tiviert, beeinflusst, reagiert mit, interagiert mit, ist die Grundlage von, hat
Funktion, katalysiert, wird behandelt mit, definiert, dissoziiert zu, interagiert
mit, ist Teil von, reagiert zu, ist Test fu¨r, assoziiert mit, ist korreliert, ist
Ziel von, wirkt auf, unterstu¨tzt, wird aktiv gegen, verursacht
Die Relationsnamen zeigen, dass auch hier wieder die Intention der On-
tologie in k-med eine entscheidende Rolle spielt. Wa¨hrend Relationen wie
aktiviert einen fachlichen Charakter aufweisen, sind andere Relationen wie
hat Bezug zu didaktischer Natur. Dies ist eine Konsequenz des Gesamts-
zenarios in k-med, welches das medizinische Wissen im Unterrichtskontext
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und fu¨r die multimediale Lehre erfassen soll.
Die Umkehrrelationen zu den aufgelisteten Relationen orientieren sich wei-
testgehend am sprachlichen Passiv, wie etwa bei der Relation wird aktiviert
durch. Bei einzelnen Relationen ist dies nicht mo¨glich, was Relationsnamen
wie hat zur Grundlage notwendig werden la¨sst. Einzelne Relationen wie hat
Bezug zu und interagiert mit sind symmetrisch. Ihre Umkehrrelation tra¨gt
den gleichen Namen.
3.6.2.3 Iterative Verbesserung und Anwendung
In der Phase der iterativen Verbesserung wird die initiale Ontologie erweitert
und gepflegt. Dies obliegt wiederum den Fachautoren unter Anleitung des
Moderators. Erweiterungen der Ontologie bestehen aus spezielleren Begrif-
fen gema¨ß der Verabredungen zum Detaillierungsgrad, sowie aus der Anwen-
dung der zusa¨tzlichen Relationen auf die zuna¨chst nur hierarchisch geglie-
derte Ontologie. Die Herstellung von σ nach Definition 4 verla¨uft frei nach
dem Dafu¨rhalten der Ersteller. Konfliktfa¨lle ko¨nnen hier dann auftreten,
wenn mindestens einer der durch eine Relation verbundenen Begriffe nicht
zum Aufgabenbereich desjenigen, der die Relation angelegt hat, geho¨rt. Hier
kann eine direkte Absprache Abhilfe schaffen, im Zweifelsfall wird der Mo-
derator hinzugezogen.
Bei der iterativen Verbesserung der Begriffe sind wiederum U¨berschneidun-
gen der einzelnen Fachgebiete zu beachten, die Auflo¨sung von Konfliktfa¨llen
verla¨uft wie in der Verankerungsphase.
Das Aktivita¨tsdiagramm in Abbildung 3.5 zeigt an, dass bei der Be-
schreibung eines Moduls mit einem Begriff aus der Ontologie zwei Fa¨lle
auftreten ko¨nnen. Im Idealfall findet der k-med-Autor zu einem Modul, das
soeben fertig gestellt wurde, einen geeigneten Begriff in der Ontologie vor,
folgt also dem rechten Ast des Diagramms. Die Suche nach dem passenden
Begriff la¨uft innerhalb der Ontologie mit den k-infinity-Werkzeugen ab. In
der Praxis bedeutet dies, dass der Autor die Ontologie daraufhin u¨berpru¨ft,
ob und wie sie seine gedankliche Vorstellung eines zum Modul passenden
Begriffes entha¨lt.
Von zentraler Bedeutung fu¨r die Beschreibung eines Moduls in k-med ist
die folgende Vereinbarung: Es ist in k-Med ausgeschlossen, einen Begriff in
das Metadatenfeld ’Schlu¨sselwo¨rter’ einzutragen, der nicht in der Ontologie
enthalten ist. Positiv formuliert bedeutet das: Jede Verschlagwortung eines
Moduls in k-med muss durch einen Begriff erfolgen, der in der Ontologie
angelegt wurde. Bei einer konsequenten Anwendung der Faustregel ergeben
sich zwei Szenarien: der Begriff ist bereits vorhanden oder der Begriff muss,
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Abbildung 3.4: Hierarchie und Auflistung von k-med Begriffen in der Visualisie-
rung durch k-infinity
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fertig: Inhalt, Review, Korrekturen, lokale Speicherung, Auswahl Metadaten
                                                                                       [passender Begriff vorhanden]
Begriff in Metadaten eintragen
Modul [nicht beschrieben]
Modul [beschrieben]
[passender 
Begriff 
nicht 
vorhanden]    Modul speichern
Abbildung 3.5: Iterative Verbesserung bei der Modulerstellung
obschon das Modul selbst bereits existiert, noch angelegt werden. Bei einer
konsequenten Anwendung dieser Faustregel ergeben sich die Szenarien, die
wir in Abbildung 3.6 darstellen und im Folgenden erla¨utern.
Das Aktivita¨tsdiagramm 3.6 zeigt den Ablauf einer Nutzung und Erga¨nzung
der Ontologie in dem Moment, in welchem ein medizinischer Fachbegriff zur
Beschreibung eines Moduls mittels des Metadatenfeldes ’Schlu¨sselwo¨rter’ ge-
braucht wird. Die Diagramme 3.5 und 3.6 wurden getrennt dargestellt, weil
leichte Abweichungen in diesem Arbeitsablauf denkbar sind. So erscheint
es ebenso sinnvoll, bereits bei der Planung neuer Unterrichtsinhalte die
k-med-Ontologie zu erga¨nzen, wenn Sicherheit daru¨ber besteht, dass auch
tatsa¨chlich die entsprechenden Lernmodule erstellt werden. Wenden wir uns
nun der Bearbeitung der Ontologie zu.
Zuna¨chst muss, um zum Ausgangspunkt der Abbildung 3.6 zu gelangen, das
Erstellungswerkzeug geo¨ffnet werden, um den aktuellen Stand der Ontolo-
gie aufzurufen. Daraufhin erfolgt eine Suche nach dem zum vorliegenden,
soeben fertig gestellten Modul passenden Begriff b. Hier liegt der passendste
Zeitpunkt fu¨r eine gedankliche Festlegung des Begriffs b. Mindestanforde-
rung sollte aber eine gedankliche Festlegung von b sein.
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Abbildung 3.6: Fallunterscheidung bei Nutzung oder Neuerstellung von Begriffen
in der Anwendungsphase
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Dies kann entweder vollzogen werden, indem man rein graphisch vom Ober-
begriff des eigenen Faches (Biochemie, Nuklearmedizin, Infektiologie, Der-
matologie, Physiologie oder Histologie) in die Spezialgebiete navigiert, wo-
bei man schrittweise den am besten passenden Unterbegriff auswa¨hlt. Wir
benennen fu¨r den Rest dieses Abschnittes den Oberbegriff des gesuchten b
mit b0. Das Verfahren der sukzessiven Navigation unterstellt allerdings eine
Vollsta¨ndigkeit der vorliegenden Begriffe. Eine andere Mo¨glichkeit besteht
darin, als Autor vor der eigentlichen Navigation gedanklich einen das Modul
beschreibenden Begriff festzulegen. Um zu ermitteln, ob dieser vorbestimmte
Begriff auch tatsa¨chlich in seiner exakten Schreibweise in der k-med Ontolo-
gie angelegt ist, stellt das Werkzeug immer eine Suche nach orthographisch
a¨hnlichen Begriffen zur Verfu¨gung. Statt eines gesuchten Eintrags Salmo-
nellen ist somit ersichtlich, ob in Wirklichkeit Salmonella in der Ontologie
angelegt wurde und auch als Eintrag fu¨r das Metadatenfeld ’Schlu¨sselbegrif-
fe’ verwendet werden sollte.
Es erwies sich als sehr nu¨tzlich, mittels der graphischen Exploration auch
noch die Umgebung des ausgewa¨hlten Begriffes dahingehend zu untersu-
chen, ob eventuell ein noch speziellerer, besser geeigneter Begriff vorliegt
und verwendet werden kann.
Als Ergebnis der Suche nach dem gedanklich oder real festgelegten Begriff
b ko¨nnen verschiedene Fa¨lle auftreten.
Der einfachste Fall ist die exakte U¨bereinstimmung des Suchergebnisses mit
b, so dass b direkt verwendet werden ko¨nnte, was im mittleren Teil des Ak-
tivita¨tsdiagramms 3.6 dargestellt wird.
Direkter gestaltet sich die Vorgehensweise, wenn die Ontologie einen Begriff
b′ entha¨lt, der dem gesuchten b a¨hnlich ist und fu¨r den gleichzeitig
[Zuordnung eigen] :⇔ (b′ ≤ b0) (3.7)
gilt. Hier ergibt sich fu¨r den Autoren die freie Wahl, ob der a¨hnliche Begriff
u¨bernommen werden soll, ob er gea¨ndert werden soll, oder wie die Erga¨nzung
und relationale Verbindung des zusa¨tzlichen b erfolgen soll.
Wenn der Begriff b noch nicht in der Ontologie vorhanden ist, so sollte er
als Unterbegriff eines bestehenden Begriffes erga¨nzt werden. Die Darstel-
lung auf der linken Seite des Aktivita¨tsdiagramms 3.6 erscheint hier leicht
vereinfacht, da fu¨r diesen Fall ein linearer Ablauf angenommen wird. Die
Erga¨nzung des Begriffes b wird derart ablaufen, wenn es sich um einen Be-
griff aus dem eigenen Fachgebiet handelt, wenn also b ≤ b0 gilt. In dem
seltenen Fall, dass ein spezieller, in der initialen Ontologie fachfremder Be-
griff b ≤ bf (wobei bf /∈ {bi ∈ B|bi ≤ b0}) erga¨nzt werden mu¨sste, sollte hier
eine Abstimmung zwischen dem bei der Erga¨nzung von b aktiven Autor und
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dem Autoren, dem fachlich der Begriff bf zuzuordnen ist, erfolgen.
Den Fall der Kooperation haben wir explizit in das Diagramm 3.6 einge-
tragen, wenn ein zu b a¨hnliches b′ gefunden wurde, fu¨r das in Analogie zu
(2.5)
[Zuordnung fremd] :⇔ (b′ ≤ bf , bf /∈ {bi ∈ B|b ≤ b0}) (3.8)
gilt. Wa¨hrend der Kooperation, das heißt der Absprache, ob bestehende
Begriffe gea¨ndert oder erga¨nzt werden, gibt es fu¨r den Autoren, von dem
die im Diagramm wiedergegebene Aktion ausging, noch keinen vollsta¨ndig
zu seiner gedanklichen Vorstellung von b passenden Begriff innerhalb der
Ontologie. Dieser Fall kann bei zu b a¨hnlichen Suchergebnissen wesentlich
ha¨ufiger auftreten als bei identischen Suchergebnissen, da in der Veranke-
rungsphase bereits die U¨berschneidungen der einzelnen Begriffsmengen pro
Autor festgestellt und behoben wurden und somit die Fa¨lle a¨hnlich lauten-
der oder in ihrer Spezialisierung noch nicht spezifizierter Fachbegriffe u¨brig
bleiben.
Eine Abweichung der Vorgehensweise von der Methodik nach Holsapple und
Joshi liegt darin, dass bei der k-med-Ontologie nicht unmittelbar eine De-
finition der Begriffe vorgenommen wurde. Trotzdem soll auf diese sinnvolle
Erga¨nzung der Ontologie nicht verzichtet werden. Wie wir in unseren Vorbe-
trachtungen erla¨utert haben, kann in einem Projekt wie k-med lediglich eine
natu¨rlichsprachliche und keine formale Beschreibung der einzelnen Begriffe
erfolgen.
Zur Anwendungsphase geho¨rt allerdings ein Spezifikum, das in dieser Form
in Projekten aus der elektronischen Lehre, in Dokumentationen und on-
tologiebasierten Nachschlagewerken entstehen kann, na¨mlich das Bedu¨rfnis
nach einem Glossar. Neben der Auszeichnung von Modulen durch Meta-
daten stellt dies eine weitere unmittelbare Anwendung der k-med Ontologie
dar. Bei einem Glossar wird zu Begriffen eine natu¨rlichsprachliche Erkla¨rung
angelegt, somit kann die von Holsapple und Joshi verlangte Spezifikation
der Begriffe gleichzeitig mit der Glossarerstellung verbunden werden. Die
Funktionalita¨t, die sich hier bietet, geht u¨ber die in Glossaren u¨bliche al-
phabetische Aufstellung einer Anzahl von Fachbegriffen hinaus, da auch ihre
Anordnung mittels der Unterbegriffsrelation ≤ und ihre Verbindung durch
die Relationen aus R gema¨ß Definition 4 visualisiert werden ko¨nnen. Die-
se zweifache Verwendung der einzelnen Begriffsdefinitionen setzt allerdings
voraus, dass Begriffe auch extern, das heißt außerhalb des Erstellungswerk-
zeuges in ihrem Zusammehnhang angezeigt werden ko¨nnen. Im Projekt k-
med existieren dazu als prinzipielle Mo¨glichkeiten eine Lernplattform und
eine WWW-Ansicht der mit k-infinity Werkzeugen erstellten Demonstration
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des ontologiebasierten Glossars [52]. Die Speicherung der Glossareintra¨ge im
ASCII-Textformat erfolgt in der Datenbank des k-infinity-Systems. Fu¨r un-
sere Betrachtungen ist es lediglich wichtig, dass dort jeder Begriff und auch
jeder Glossareintrag mit einem numerischen Identifikator versehen wird.
Die Anbindung an einen k-med Kurs, das heißt, an eine didaktische Zu-
sammenstellung von Modulen, kann u¨ber die Lernplattform, die eine http-
Anfrage an die Webschnittstelle der k-infinity Wekzeuge absetzt, erfolgen.
Auf die http-Anfrage hin wird der interne numerische Identifikator des ge-
suchten Begriffes zuru¨ckgeliefert, wonach ein zweiter http-Request dann
nach dem eigentlichen Begriff, seinen fachlichen Relationen zu weiteren Be-
griffen, den dazugeho¨rigen Glossareintra¨gen und Literaturhinweisen abge-
setzt wird. Schlussendlich werden in Form von XML-Fragmenten Begriffe,
Relationen und Identifikatoren zuru¨ckgeliefert. Die Anfragen fu¨r die Identi-
fikatoren gestalten sich folgendermaßen:
http://bridge.host.domainkennung:3030/mb?request=search
&search=handmuskeln&volume=kmed
Der erste Teil dient der Erkennung des k-infinity-Servers, volume gibt die
Ontologie an. Die Interpretation der Zeichenkette handmuskeln ist hier ein-
deutig. Bei einer Suche nach hand wu¨rden mehrere Identifikatoren, na¨mlich
in unserem Falle diejenigen der Begriffe Hand und Handmuskeln, in der Ant-
wort erscheinen.
Zuru¨ck zu unserem Beispiel: wurde dann der Identifikator (hier: 196375542293)
des Begriffes Handmuskeln vom k-infinity-Server zuru¨ckgeliefert, so erfolgt
eine zweite Anfrage:
http://bridge.host.domainkennung:3030/ mb?rquest=id42&
const=ID196375542293,bfs,1,0,false&volume=kmed
&docparts=text,title
Hier werden neben dem Identifikator und den Namen der Ontologie und
des Servers Suchoptionen u¨bergeben, die festlegen, ob auch noch Relationen
oder eine weitere Umgebung des Begriffes angezeigt werden soll. Zudem
ko¨nnen die Glossareintra¨ge in Text und Titel untergliedert werden, worauf
der letzte Teil der Anfrage verweist. Hier soll beides zuru¨ckgeliefert werden.
Wir schließen unsere Betrachtungen zur Anwendungsphase im Projekt k-
med mit der Bemerkung, dass mit Hilfe der obigen http-Anfragen auch jedes
WWW-basierte Lernsystem mit einem ontologiebasierten Glossar verbunden
werden kann.
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3.7 Prozessoptimierung
Der letzte Abschnitt dieses Kapitels widmet sich der Frage, wie der koope-
rative Ontologieerstellungsprozess nach Holsapple und Joshi verbessert und
fu¨r Anwendungen, die a¨hnlich wie k-med auf die entstehende Ontologie als
strukturiertes Vokabular einer Verschlagwortung zuru¨ckgreifen, optimiert
werden kann. Fu¨r die vorliegende Arbeit wird vor allem die a¨hnlichkeits-
basierte Vorgehensweise des Ontologieanreicherungsverfahrens als entschei-
dend herausgestellt.
Die Vorgehensweise, die wir definiert und angewandt haben, als die Onto-
logie fu¨r das Projekt k-med erstellt wurde, war Gegenstand einer Umfrage
unter beteiligten Medizinern. Dabei trat zutage, dass zwar die Funktiona-
lita¨t des eingesetzten Werkzeuges als hilfreich empfunden wurde, jedoch der
Nutzen der Ontologie fu¨r die Projektbeteiligten nicht vollsta¨ndig ersicht-
lich wurde. Dies war der Fall, obwohl in zahlreichen Schulungen und in
der vorliegenden Demonstration der WWW-Ansicht der Ontologie als Glos-
sar fru¨hzeitig Elemente der Anwendungsphase fu¨r die Autoren bereitgestellt
wurden.
Aus diesem Zusammenhang heraus deuten wir die Ergebnisse der Untersu-
chung wie folgt. Alle beteiligten Fachautoren erstellten zum ersten Mal eine
Ontologie u¨ber ihr Fachgebiet, so dass der Nutzen nicht von vornherein offen-
sichtlich sein kann, zumal erst parallel zur Ontologieentwicklung das eigent-
liche Unterrichtsmaterial in Form von Lernobjekten und Kursen hergestellt
oder verfu¨gbar wurde. Gleichzeitig erscheint es wichtig, initiale Ontologi-
en mit einer rudimenta¨ren Ober- und Unterbegriffsstruktur zur Verfu¨gung
stellen zu ko¨nnen, da sonst eine geringere Beteiligung der Fachautoren in
einem derartigen Projekt zu befu¨rchten ist. Hiermit entstehen Fragen, die
den weiteren Hergang der vorliegenden Arbeit entscheiden. Zum einen muss
fu¨r eine Optimierung des Erstellungsprozesses nach Holsapple und Joshi ein
automatisches Verfahren gefunden werden, das bereits in den Phasen der
Verankerung und der iterativen Verbesserung zur mo¨glichen Erweiterung
bestehender Ontologien beitra¨gt, da eine reichhaltige, durch externe Stan-
dards wie die Gegenstandskataloge herstellbare Ober- und Unterbegriffs-
struktur nicht immer gegeben sein muss, sondern vielmehr kleine oder sehr
kleine Ausgangsstu¨cke einer fachgebietsspezifischen Ontologie. Zum anderen
sollte das Verfahren das Wechselspiel von Ontologieanwendung und iterati-
ver Korrektur unterstu¨tzen. Hierbei ist insbesondere zu beachten, dass das
mit Schlagworten zu versehende Material der Anwender einen Bezug zur
Ontologie erhalten muss.
Technisch gesehen muss ein solches Verfahren fu¨r die Fachautoren transpa-
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rent und ohne zusa¨tzlichen Lernaufwand bezu¨glich vertiefender Arbeitswei-
sen der Wissensrepra¨sentation ablaufen. Das Verfahren sollte idealerweise
noch Potiential fu¨r die kooperativen Aspekte der Erstellung in sich bergen,
wie beispielsweise die vorausschauende Identifikation von fachlichen U¨ber-
schneidungen oder sogar die Vermeidung von Konfliktfa¨llen durch die ge-
meinsame Nutzung von Begriffsvorschla¨gen. Fu¨r den Moderator sollte eben-
falls keine zusa¨tzlicher Einarbeitungszeit (zur Erfassung fachlicher Zusam-
menha¨nge) entstehen.
Wir folgern aus diesen U¨berlegungen, dass wir ein Verfahren zur automati-
schen Unterstu¨tzung des Erstellungsprozesses suchen, das aus elektronisch
verfu¨gbarem sprachlichem Material Hilfen bei der Identifikation relevanter
Fachbegriffe liefert und diese Fachbegriffe in Form von Vorschla¨gen in ei-
ne vorhandene Ontologie, die immer den Gegenstand der Bearbeitung im
kooperativen Prozess darstellt, einordnet. Zudem kann eine Erleichterung
dadurch gefunden werden, dass Schlagworte der Autoren, die noch nicht in
der Ontologie vorhanden sind, durch den gleichen Mechanismus als Begriffs-
vorschla¨ge an der sinnvollsten Stelle in der Ontologie zugewiesen werden.
Schließlich sollte fu¨r die Fachgebietsautoren eine der Semantik der Ontolo-
gie angepasste Mo¨glichkeit bestehen, die Anzahl der Begriffsvorschla¨ge zu
regulieren.
Die Begriffsvorschla¨ge sollten durch das automatische Verfahren in einer
Weise gefunden werden, die mehrere Aspekte der kooperativen Ontologieer-
stellung zugleich erfasst:
• wir mu¨ssen ein Kriterium definieren, das sicher stellt, welche neuen Be-
griffe der potentiell sehr umfangreichen Menge an denkbaren Begriffen
zur Erweiterung in Frage kommen
• ein neuer Begriff sollte an die Stelle der bestehenden Ontologie vor-
geschlagen werden, die die sta¨rksten semantischen Bezu¨ge zum neuen
Begriff aufweist
• gleichzeitig sind grundsa¨tzlich mehrere solcher Stellen denkbar. Im Sin-
ne der Kooperation ist es von besonderem Interesse, ob diese mo¨gli-
cherweise mehrfach vorhandenen Begriffsvorschla¨ge in den Zusta¨ndig-
keitsbereich verschiedener Autoren fallen.
• das Verfahren sollte Auskunft daru¨ber geben ko¨nnen, ob bei mehreren
Schlagwo¨rtern, die noch nicht als Begriffe angelegt wurden, ein zu
pra¨ferierendes hinsichtlich der Integration in die bestehende Ontologie
identifiziert werden kann
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Eine letzte wichtige Anforderung an die automatische Unterstu¨tzung von
Ontologieerstellungsprozessen resultiert bereits aus der Definition 4, die die
Gegebenheiten, die zur Verarbeitung durch ein automatisches Verfahren vor-
handen sind, genau spezifiziert. Daru¨ber hinaus sollen mo¨glichst wenige un-
terschiedliche zusa¨tzliche elektronische Eingangsmaterialien fu¨r das automa-
tische Verfahren notwendig sein. Ist die der Fall, so erkla¨rt sich eine auto-
matische Erweiterung einer Ontologie in erster Linie aus ihrer Struktur.
Betrachten wir die Anforderungen des vorliegenden Abschnittes als Gan-
zes, so ko¨nnen wir sie auf der Grundlage von Definition 4 und ihrer beiden
Zusatzannahmen durch Einfu¨hrung einer quantitativen oder quali-
tativen A¨hnlichkeit zwischen Paaren von Begriffen erfu¨llen. Diese
A¨hnlichkeitsfunktion sollte sowohl zwischen Begriffen innerhalb einer gege-
benen Ontologie als auch zwischen einem externen, noch nicht in die Ontolo-
gie aufgenommenen Begriff (beziehungsweise einem potentiellen Begriffsbe-
zeichner) definierbar sein. Die A¨hnlichkeit ermo¨glicht es, fu¨r ein Wort seine
besten Zuordnungen in die bestehende Ontologie zu finden. Ein Versta¨ndnis
der A¨hnlichkeit hilft ebenso dabei zu ermitteln, ob ein ausreichender seman-
tischer Bezug zwischen dem Wort und einem oder mehreren Begriffen aus
der Ontologie vorliegt und die Integration eines neuen Begriffes als sinnvoll
zu erachten ist.
Der ausstehende Teil der vorliegenden Arbeit wird sich Lo¨sungsvorschla¨gen,
sowie der Spezifikation und Bewertung einer den Anforderungen genu¨gen-
den a¨hnlichkeitsbasierten Methode widmen. Wir beachten dabei die Vor-
aussetzungen, die durch Definition 4 und die im vorliegenden Abschnitt als
Anforderungsliste identifizierte Verbesserungsmo¨glichkeit des kooperativen
Erstellungsprozesses entstehen.
3.8 Bemerkung: eigene Beitra¨ge
Die Erstellung einer Ontologie fu¨r das Projekt k-med wurde durch den Ver-
fasser der vorliegenden Dissertationsschrift durchgefu¨hrt. Dabei ist die de-
taillierte Betrachtung eines durch vorstrukturiertes Ausgangsmaterial veran-
kerten kooperativen Ontologieerstellungsprozesses in der vorgestellten Form
neuartig.
Eine starke Formalisierung eines kooperativen Verfahrens zur Ontologieer-
stellung, wie wir sie durch die Ablaufdiagramme in der k-med-Fallstudie
vorweisen ko¨nnen, bildet ebenfalls eine neuartige Erweiterung der Arbeiten
von Holsapple und Joshi. Das Ziel unserer weiteren Argumentation wird
ebenfalls ein neuartiger und origina¨rer eigener Beitrag sein: wir haben An-
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forderungen an eine automatische Unterstu¨tzung des Verfahrens aufgestellt.
Entlang dieser Anforderungen sollen im Fortgang der vorliegenden Disserta-
tionsschrift ein neuartiger Algorithmus zur Anreicherung bestehender On-
tologien entwickelt und bewertende Untersuchungen desselben durchgefu¨hrt
werden.
Kapitel 4
Verwandte Arbeiten
Das folgende Kapitel gibt einen U¨berblick u¨ber verwandte Arbeiten, in denen
mit automatischen Verfahren Ontologien erstellt oder bestehende Ontologi-
en erweitert werden. Fu¨r die automatischen Verfahren, die eine Ontologie
vollsta¨ndig generieren, werden wir die Frage untersuchen, ob die jeweilige
Methode auf die im vorigen Kapitel geforderte automatische Erweiterung
einer bestehenden Ontologie u¨bertragbar ist.
Wir nehmen bei der Betrachtung verwandter Arbeiten folgende Eingrenzung
vor. Beim Gang unserer Untersuchungen werden wir uns auf solche Arbeiten
beschra¨nken, die automatisch Begriffe und Ober- und Unterbegriffsbeziehun-
gen herstellen, die somit mit der Menge B und der Halbordnung ≤ gema¨ß
Definition 4 operieren 1 .
Wenn wir uns die Anforderungen, die wir als Schlussfolgerungen des letzten
Kapitels herausgearbeitet haben, vergegenwa¨rtigen, so sollte ein Verfahren
zur automatischen Unterstu¨tzung des Erstellungsprozesses mittels einer Her-
stellung oder Erweiterung von B und ≤ mit bereits existierenden Ontologien
als Ausgangsmaterial arbeiten ko¨nnen. Dies liegt bereits darin begru¨ndet,
dass die initiale Ontologie oftmals aus vorhandenen Quellen fachlichen Wis-
sens gewonnen werden kann oder die Integration dieser Quellen sogar eine
Grundanforderung der Ontologieerstellung ausmacht. Gleichzeitig beno¨tigt
1Definition 4 la¨sst als Anwendungsgebiet einer automatischen Ontologieerstellung auch
noch die automatische Erzeugung von Relationen zur Herstellung oder Erweiterung der
Relationenmenge R und ihrer Auspra¨gung σ nennen. Bei einigen der im Folgenden zu zei-
genden Ansa¨tze geschieht dies auch, allerdings unterscheiden sich die Techniken so stark,
dass Verfahren zur automatischen Herstellung oder Erweiterung von R ein eigenes For-
schungsgebiet darstellen (vergleiche hierzu [14]). Fu¨r die Durchfu¨hrung eines pra¨gnanten
Vergleiches erscheint daher die Beschra¨nkung auf Begriffe und ihre Halbordnung ≤ not-
wendig.
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ein Verfahren, das mit B und der Unterbegriffsrelation ≤ operiert, zusa¨tz-
liche Informationen als Eingangsparameter. Alle der im folgenden Kapitel
zu untersuchenden Verfahren werden zusa¨tzliche Informationen aus so ge-
nannten Textkorpora beziehen. Wir grenzen uns damit von Verfahren, die
Wissensrepra¨sentationen aus Datenbanken lernen (wie zum Beispiel [30]),
ab. Wir definieren einen Textkorpus nach [91] wie folgt:
Definition 6 (Textkorpus) Ein Textkorpus ξ ist eine Sammlung von
natu¨rlich vorkommenden natu¨rlichsprachlichen Texten, die ausgewa¨hlt wur-
den um den Zustand oder die Reichhaltigkeit einer Sprache aufzuzeigen oder
zu untersuchen.
Weitergehende Definitionen schließen auch Sammlungen gesprochener Spra-
che mit ein, hiervon wollen wir jedoch absehen oder zumindest fu¨r gespro-
chene Korpora die Existenz einer Transkription in Textform annehmen. Die
Definition umfasst weder Sammlungen formaler Sprache noch im engeren
Sinne rechnergenerierte natu¨rliche Sprache. Letztere wird beispielsweise bei
rechnergestu¨tzten Spielen alternativ zu Grafiken als Zusammenfassung oder
Darstellung von Spielverla¨ufen eingesetzt. Ein Beispiel findet sich unter [39].
Fu¨r die Fragestellungen der vorliegenden Arbeit treffen wir folgende Zusatz-
annahme.
Annahme 3 (Existenz der Bezeichner im Textkorpus) Der Textkor-
pus ξ ist fu¨r die automatische Konstruktion oder Erweiterung einer Onto-
logie sprachlich relevant. Insbesondere entha¨lt ξ im Falle der automatischen
Erweiterung einer bestehenden Ontologie deren Begriffsbezeichner.
Textkorpora nach Definition 6 und Annahme 3 bilden eine andere Grundlage
fu¨r automatische Ontologieerstellungsverfahren als bereits vorstrukturiertes
Material, wie es in den Ansa¨tzen von [67] (die XML als Zusatzinformation
ausnutzen) oder [20] (wo RDF verwendet wird) Eingang findet.
4.1 Theoretische Ansa¨tze
Den in den Abschnitten 3.1.1 und 3.1.2 dargestellten theoretischen Ansa¨tzen
ist gemein, das sie ein statistisches Sprachmodell [59] der Wo¨rter in einem
Textkorpus zugrunde legen. Ein statistisches Sprachmodell legt initial eine
Anzahl von Merkmalen (Attribute) fest; die empirischen Ha¨ufigkeiten dieser
Merkmale werden sodann im Textkorpus fu¨r einzelne Wo¨rter u¨berpru¨ft und
4.1. THEORETISCHE ANSA¨TZE 77
meistens als Vektor dargestellt.
Ansa¨tze mit einem statistischen Sprachmodell unterscheiden sich somit prin-
zipiell von so genannten symbolischen Ansa¨tzen, die im weiteren Sinne Re-
geln fu¨r die Auswertung natu¨rlichsprachlicher Sa¨tze aus einem Textkor-
pus aufstellen und aus diesen Ontologien generieren. Mit anderen Wor-
ten handelt es sich bei symbolischen Ansa¨tzen um am natu¨rlichsprachli-
chen Satz orientierte, meist auf direkte Umsetzung seiner Subjekt-Pra¨dikat-
Objektstrukturen fokussierte Methoden. Sehr einfache Beispiele fu¨r symbo-
lische Ansa¨tze wa¨ren die Umsetzung der natu¨rlichsprachlichen Sa¨tze
’Franz ist Konditor.’
und
’Konditoren brauchen Zucker.’
in Relationen der Art Franz ≤ Konditor und brauchen(Konditor, Zucker).
Bei der Darstellung von TextStorm und Clouds zu Ende des Kapitels werden
wir anhand eines weiteren Beispiels einen solchen symbolischen Ansatz und
seine Problematik zeigen.
Fu¨r das statistische Sprachmodell nehmen wir im Folgenden gema¨ß der
Schreibweise in [59] an, dass es eine Menge von Attributen A = (A1, ...,AN )
gibt. Als Beispiel fu¨r ein auf einen Textkorpus ξ bezogenes Attribut ist das
Vorkommen mit einem bestimmten Wort W in einem Satz in ξ zu nennen.
Wenn wir N solcher Wo¨rter W1,...WN vorga¨ben, so erhielten wir ein stati-
stisches Sprachmodell A = (A1, ...,AN ).
Ferner sei fu¨r jedes Wort oder jede festgelegte Wortgruppe x aus einem
Textkorpus ξ durch einen Vektor ~x = (x1, ..., xN ) mit natu¨rlichen Zahlen
x1, ..., xN angegeben, wie oft x die Attribute erfu¨llt: xi zeigt dabei an, wie oft
das Attribut Ai erfu¨llt ist. Diese Gegebenheiten sind fu¨r die automatischen
Konstruktionsansa¨tze von Ontologien im Folgenden gleich. Wie wenden uns
nun vier Gruppen von theoretischen Ansa¨tzen zu, na¨mlich der Clusterbil-
dung als nicht u¨berwachten Ansatz, dem Kategorisieren als u¨berwachtem
Ansatz und einer mo¨glichen U¨bertragung einer Technik der formalen Be-
griffsanalyse auf automatische Ontologiekonstruktionen. Schließlich werden
wir auch eine rein auf die Kollokationen, im Textkorpus bezogene Methode
erla¨utern, die eine gegebene Ontologie voraussetzt.
4.1.1 Hierarchische Clusterbildung
Clusterbildung ist ein Forschungsgebiet, das auf verschiedenste Gegensta¨nde
angewandt wird [57]. Es stellt eine nicht u¨berwachte Methode des maschi-
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nellen Lernens in dem Sinne dar, dass vor der Anwendung eines Clusteralgo-
rithmus keine Anhaltspunkte u¨ber die Zusammengeho¨rigkeit oder Verwandt-
schaft bestimmter Attributstrukturen oder der Clusterbildung unterzogenen
Gegensta¨nde vorliegen [71].
Analog zu unserer Annahme eines statistischen Sprachmodells seien fu¨r die
aus Wo¨rtern bestehende Gegenstandsmenge G wieder Attribute A und fu¨r
jedes g ∈ G die numerischen Angaben u¨ber die Erfu¨llung dieser Attribu-
te als Vektor ~g gegeben. Ziel herko¨mmlicher Clusterverfahren ist die Zu-
sammenfassung von Gegensta¨nden zu einem so genannten Cluster. Jedem
Gegenstand wird dabei ein Cluster zugeordnet. Man beno¨tigt dafu¨r eine
A¨hnlichkeitsfunktion s0 auf den Paaren der Gegenstandsmenge G:
s0 : G×G 7→ R+0 . (4.1)
Die Gruppierung von Gegensta¨nden, die untereinander einen hohen A¨hn-
lichkeitswert aufweisen, nennt man Clusterbildung. Sowohl bei der Definiti-
on der A¨hnlichkeitsfunktion mittels der Vektoren ~g als auch bei der eigentli-
chen Bildung der Gruppen existieren mannigfaltige Ansa¨tze. So wird bei der
A¨hnlichkeitsfunktion oftmals auf das euklidische Winkelmaß zuru¨ckgegriffen
werden, wobei kleine Winkel mit einer hohen A¨hnlichkeit einhergehen. Eine
ausfu¨hrliche Darstellung alternativer A¨hnlichkeitsmaße - insbesondere fu¨r
Sprachdaten - folgt in Kapitel 5. Die Alternativen bei der Bildung von Clu-
stern bestehen hauptsa¨chlich in der Abfolge der Vergleiche durch s0. Die
unterschiedliche Wahl von Repra¨sentanten ~c bereits vorhandener Cluster c
bei der sukzessiven Zuordnung neuer Gegensta¨nde (bei Ausdehnung oder
Unterteilung der Gegenstandsmenge wa¨hrend des Clustervorgangs) bildet
die zweite prinzipielle Wahlmo¨glichkeit beim Design eines Clusteralgorith-
mus. Wenn wir die Potenzmenge von G als P (G) schreiben, so kann diese
Wahlmo¨glichkeit als Definition einer weiteren A¨hnlichkeitsfunktion
s1 : {~c|c ∈ P (G)} ×G 7→ R+0 . (4.2)
betrachtet werden, die in der Regel auf s0 beruht.
Fu¨r die automatische Konstruktion von Ontologien werden Formen des so
genannten hierarchischen Clusterns angewandt. Die Gegensta¨nde in G :=
{g1, ..., gn} sind in diesem Falle Wo¨rter oder Wortgruppen mit der zugeho¨ri-
gen Vektordarstellung ~gi bezu¨glich einer Menge von AttributenA = (A1, ...,AN )
und einem Textkorpus ξ. Des Weiteren beno¨tigen wir eine weitere Ausdeh-
nung der A¨hnlichkeitsfunktionen s0 und s1 zu
s2 : {~c|c ∈ P (G)} × {~c|c ∈ P (G)} 7→ R+0 . (4.3)
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Durchfall
Fieber
Grippe
Malaria
Cholera
Colibakterium
Salmonella
HIV
Rotavirus
AIDS
Abbildung 4.1: Hierarchisches Clustern
Durch s2 wird es mo¨glich, das Ergebnis des ersten Clusteralgorithmus
wiederum als Gegenstandsmenge einer Clusterbildung zu verstehen. Somit
ko¨nnen dann Cluster zu neuen Clustern zusammengefasst werden1. Der Vor-
gang ist iterativ anwendbar, bis nur noch ein mit der Gegenstandsmenge
(den Wo¨rtern oder Wortgruppen aus) G identisches Cluster u¨brig ist. Hier-
bei ist zu beachten, dass das Verfahren so definiert sein muss, dass die-
ses letzte mit G identische Cluster per Definition des Verfahrens auch in
endlicher Zeit hergestellt werden kann. Das heißt insbesondere, dass dies
in endlich vielen Iterationsschritten erfolgen muss. Abbildung 4.1 zeigt ex-
emplarisch das Resultat des hierarchischen Clusterns und den allgemeinen
Zusammenhang zur automatischen Ontologiekonstruktion [11]. Gegeben ist
hier die Gegenstandsmenge
G0 := {Colibakterium, Salmonalla,HIV,Rotavirus,
1Unsere Darstellung zeigt den zusammenfassenden Clusteransatz, das so genannte
bottom-up Verfahren. Clustern kann auch durch Unterteilung erreicht werden. Dies be-
zeichnet man als top-down Ansatz, vergleiche[68].
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Grippe,AIDS, F ieber,Durchfall}.
Eine hohe A¨hnlichkeit
s0(Colibakterium, Salmonella) (4.4)
mit einer fu¨r den vorliegenden Clustervorgang definierten A¨hnlichkeitsfunk-
tion s0 fu¨hrt dazu, dass diese beiden Wo¨rter in einem Cluster zusammenge-
fasst werden. Dieses Cluster ist links oben in der Abbildung 4.1 dargestellt.
Die Tatsache, dass aus G\{Colibakterium, Salmonella} kein Wort mehr zu
finden ist, dessen Vektorrepra¨sentation eine hinreichend hohe A¨hnlichkeit s1
zum Cluster {Colibakterium, Salmonella} := C01 aufweisen konnte, fu¨hr-
te in der ersten Iterationsstufe des hierarchischen Clusterns kein weiteres
Wort in dieses Cluster. In der ersten Iterationsstufe des hierarchischen Clu-
sterns entstehen auf a¨hnliche Weise die Cluster {HIV,Rotavirus) := C02
und {Fieber,Durchfall) := C03. Beim Cluster
{Grippe,Aids,Malaria, Cholera) := C04
gab es eine Zwischenstufe, bei der mit Hilfe von s1 ein urspru¨nglich vorhan-
denes Cluster {x, y} mit x, y ∈ {Grippe,Aids,Malaria, Cholera} erweitert
wurde, da s1 fu¨r die beiden außer x und y verbleibenden Wo¨rter einen hin-
reichend hohen Wert aufwies.
In unserem Beispiel kommt es dann in der na¨chsten und allen weiteren Ite-
rationsstufen zur Anwendung der A¨hnlichkeitsfunktion s2 auf
{C01, C02, C03, C04} × {C01, C02, C03, C04}.
Lediglich die A¨hnlichkeit zwischen C01 und C02 wurde als hoch genug be-
funden um diese wieder zu einem neuen Cluster C11 zusammenzufassen. Fu¨r
Tabelle 4.1: Cluster und Begriffe
Cluster Begriffsbezeichner
C01 Bakterium
C02 Virus
C03 Krankheit
C04 Symptom
C11 Krankheitserreger
G0 >
den Rest des Iterationsdurchga¨nge wurde kein A¨hnlichkeitswert von s2 mehr
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gefunden, der hoch genug gewesen wa¨re, um zwei oder drei der bislang ent-
standenen Cluster zu gro¨ßeren Clustern zusammenzufassen. Somit endet das
Verfahren, indem G0 als alles zusammenfassendes Cluster angegeben wird.
Wenn wir nun die Wo¨rter aus der Gegenstandsmenge und die einzelnen
Cluster mit Begriffen identifizieren, so ko¨nnen wir, wie beispielsweise in den
Arbeiten von [13] gezeigt, zur Struktur einer Ontologie gelangen, die Definiti-
on 4 genu¨gt. Lediglich die natu¨rlichsprachlichen Bezeichner der Begriffe sind
noch anzugeben. Im Einzelnen fassen wir die Wo¨rter aus G0 als Bezeichner
der speziellsten Begriffe innerhalb der Ontologie auf, das heißt als Bezeich-
ner der Begriffe, die keinen weiteren Unterbegriff mehr besitzen. Daru¨ber
hinaus ordnen wir die in Tabelle 4.1 aufgefu¨hrten Bezeichner zu.
Die Ober- und Unterbegriffsrelation ≤ wird u¨ber Mengenzugeho¨rigkeiten er-
kla¨rt. Die Transitivita¨t ergibt sich aus der Tatsache, dass Cluster spa¨terer
Iterationsstufen die Cluster fru¨herer Iterationsstufen beinhalten. Somit gilt
beispielsweise per Konstruktion
{Salmonella} ⊆ C01 ⊆ C11 ⊆ G0, (4.5)
was sich direkt in Unterbegriffsbeziehungen der Form
Salmonella ≤ Bakterium ≤ Krankheitserreger ≤ > (4.6)
u¨bertragen la¨sst. Die Zuordnung von Clustern zu Begriffen (mit natu¨rlich-
sprachlichen Bezeichnern), die eingefu¨hrte Unterbegriffsrelation ≤ und die
Einfu¨hrung des Oberbegriffes > durch die Identifikation von G0 (und im
Allgemeinen der gesamten Gegenstandsmenge G) mit > stellen somit aus
dem Ergebnis hierarchischer Clusterverfahren Ontologien im Sinne der De-
finition 4 her.
Arbeiten, die auf solchen Clusterverfahren beruhen, finden sich vor allem
in der Konstruktion automatischer Thesauri (siehe [86], [19]). Dort wer-
den aus allgemeinen Textkorpora hierarchisch gegliederte Cluster erzeugt,
die den Sinnkategorien eines Thesaurus entsprechen. Auch Lagus Arbeiten
zur Clusterbildung finnischer Verben [58] durch Kohonenkarten [57] zeigen,
dass solche Verfahren vor allem bei allgemeineren Gegenstandsmengen (in
diesen Fa¨llen: Wortmengen) als Erfolg versprechend anzusehen sind. Lagus
betrachtet allerdings nur eine Ebene des Clusterns und ermittelt, ob Ver-
ben a¨hnlicher Ta¨tigkeit (beispielsweise Verben zum Thema Fortbewegung
wie ’laufen, ’fliegen’ et cetera) in ein Cluster abgebildet werden. Bisson, Ne-
dellec und Can˜amero haben in ihrer Arbeit zur korpusbasierten Ontologie-
erstellungsumgebung darauf hingewiesen [10], dass die U¨bertragung dieser
Prinzipien auf fachgebietsspezifische Ontologien und auf speziellere Textkor-
pora eine Herausforderung darstellt, da die Korpusgro¨ßen im Gegensatz zu
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allgemeinen Textkorpora kleiner ausfallen ko¨nnen und dieser Aspekt noch
wenig erprobt wurde.
Die im folgenden Abschnitt darzustellenden Verfahren benutzen im Gegen-
satz zu den nicht u¨berwachten Clusterverfahren zusa¨tzliche Eingangsinfor-
mationen.
4.1.2 U¨berwachte Verfahren
Im Gegensatz zu den im vorherigen Abschnitt vorgestellten Clusterverfah-
ren geho¨rt es zu den Grundprinzipien u¨berwachter Verfahren, dass fu¨r eine
bereits vorhandene Menge an Daten semantische Interpretationen vorhan-
den sind. Es existiert somit fu¨r eine so genannte Trainingsmenge bereits das
erwu¨nschte und richtige Vorhersageergebnis [71]. Oftmals wird dies bei der
Kategorisierung von vektorwertigen Objekten benutzt.
U¨bertragen auf das Kategorisieren von Wo¨rtern nach auf einen Textkorpus
bezogenen Attributen bedeutet dies Folgendes. Es sind die Attributmen-
ge A = (A1, ...,AN ) und die fu¨r jedes Wort und jede Wortgruppe x aus
dem Textkorpus ξ durch einen Vektor ~x = (x1, ..., xN ) quantitativ erfassten
Eigenschaften gegeben. Außerdem existieren auch noch fu¨r eine Menge von
Wo¨rternWt zusa¨tzliche Zuordnungen z0 zu Elementen einer weiteren Menge
K:
z0 :Wt 7→ K. (4.7)
Man nennt Wt die Trainingsmenge, K die Kategorien und z0 die Zuord-
nung zu den Kategorien. Kategorien ko¨nnen beispielsweise Oberbegriffe des
jeweiligen Wortes sein, was bereits den Hinweis auf den Zusammenhang zu
automatischen Verfahren der Ontologiekonstruktion liefert. Typischere An-
wendungen, die sich etwa bei [16] finden, ist die Klassifikation von durch
Vektoren repra¨sentierte Textdokumente. Analog zu den Attributen A ( fu¨r
unsere Probleme aus dem Bereich der Auswertung von Eigenschaften eines
Wortes im Textkorpus ) mu¨ssen fu¨r die Vektorrepra¨sentation des Dokumen-
tes feste Attribute existieren. Es handelt sich bei besagten Anwendungen
auf Dokumentenbasis etwa um die Klassifikation von Webseiten nach den
Kategorien der Suchmaschinen Google[32]. Auch das Sortieren von Spam-E-
Mails kann als Kategorisierungsproblem aufgefasst werden. Die Zuordnung
z0 ist fu¨r die Trainingsmenge stets eine surjektive Abbildung. Kategorisie-
rungsverfahren leiten auf systematische Weise aus der Zuordnung der Trai-
ningsmenge eine Ausdehnung z1 der Zuordnung auf beliebige, anhand der
Attribute A repra¨sentierte Objekte ab.
Fu¨r die Entstehung der Trainingsmenge ist festzuhalten, dass sie entweder
aus explizit vorgenommenen Zuordnungen von Anwendern stammt oder aus
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ex-post-Betrachtungen abgeleitet wird. Explizit vorgenommene Zuordnun-
gen la¨gen etwa dann vor, wenn eine (mo¨glicherweise offene) Gruppe von
Nutzern fortwa¨hrend Webseiten thematischen Kategorien zuordnet und re-
gelma¨ßige Aktualisierungen der Zuordnung in die automatische Kategorisie-
rung einflo¨ssen. Ex-post-Betrachtungen ko¨nnten sich beispielsweise darauf
beziehen, wie schnell ein Benutzer eine eingehende e-Mail lo¨scht, was in die-
sem Falle durch eine vom Benutzer akzeptierte Anwendung zur zeitlichen
Erfassung des Lo¨schvorgangs hinausliefe.
Die Nutzung der u¨berwachten Klassifikationsverfahren fu¨r eine automati-
sche Konstruktion von Ontologien ist vergleichsweise neu. Hofmann geht
in aktuelleren Arbeiten [44] darauf ein, wie hierarchische Beziehungen der
Kategorien oder auch Informationen u¨ber die semantische A¨hnlichkeit von
Kategorien in Informationen fu¨r das Klassifizieren durch Supportvektorma-
schinen nach [50] und [18] u¨berfu¨hrt werden ko¨nnen. Die Arbeiten von Hof-
mann gehen dabei stets davon aus, dass bereits eine Ontologie im Sinne der
Minimalanforderungen nach Definition 4 existiert. Dabei wird dann bei ei-
ner Zuordnung neuer Wo¨rter oder Wortgruppen auf die Kombination zweier
Techniken abgestellt. Zum einen schla¨gt sich der Fall, dass ein Wort zu einer
Kategorie (in der u¨berwachten Interpretation: einem Begriff nach Definition
4) geho¨rt, fu¨r die Trainingsmenge und fu¨r die Menge der zu klassifizierenden
Wo¨rter auch in den Attributen nieder, die die Oberkategorien (Oberbegriffe)
des Wortes bilden. Zum anderen wird fu¨r die Trainingsmenge eine Fehlklas-
sifikation durch z1 dann als weniger sto¨rend bewertet, wenn ein Wort zwar
nicht richtig, aber zumindest zu einem Oberbegriff der eigentlich richtigen
Kategorie zugeordnet wurde.
Hofmann hat zu den mit Hilfe dieser u¨berwachten Strategien formulierten
Verfahren Experimente durchgefu¨hrt, die fu¨r vorhandene Thesauri Neuklas-
sifikationen einzelner Wo¨rter vornahmen. Diese Struktur der Trainingsmen-
ge und des gesamten experimentellen Aufbaus von Hofmann werden wir in
unserer Besprechung der theoretischen Ansa¨tze kritisch betrachten.
Zuna¨chst jedoch stellen wir im folgenden Abschnitt rein kollokationsbasierte
Verfahren vor, die hauptsa¨chlich das direkte gemeinsame Vorkommen zweier
Wo¨rter in einem Textkorpus auswerten.
4.1.3 Direkte Kollokationsauswertung
Im Unterschied zu den auf hierarchischer Clusterbildung oder auf u¨berwach-
ter Klassifikation beruhenden Verfahren werden bei Verfahren mit einer di-
rekten Kollokationsauswertung keine fest begrenzten Attributmengen A und
folglich auch keine Vektordarstellungen zuzuordnender oder zu gruppieren-
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der Begriffe verwendet. Auch die Zuordnungs- und A¨hnlichkeitsfunktionen
sind nicht wie bei den beiden bislang vorgestellten theoretischen Ansa¨tzen
definiert. Stattdessen untersuchen diese Verfahren fu¨r eine gegebene Ontolo-
gie Ω die Wo¨rter, welche gemeinsam mit den natu¨rlichsprachlichen Bezeich-
nern der Begriffe aus Ω in einem Textkorpus auftreten. Wir definieren diese
Wo¨rter als so genannte Kollokatoren und die Tatsache des gemeinsamen
Auftretens als Kollokation. Die unterschiedlichen in der computerlinguisti-
schen Literatur auftretenden Redeweisen u¨ber Kollokatoren schra¨nken wir
dabei zu Gunsten eines statistischen Ansatzes ein.
Definition 7 (Kollokator, Kollokation) Sei ξ ein Textkorpus und seien
x und y Wo¨rter, die in ξ auftreten. Sei außerdem ein festes Kriterium vor-
gegeben, anhand dessen entschieden werden kann, ob x und y gemeinsam
auftreten. Ist dieses Kriterium erfu¨llt, so unterliegen x und y einer Kollo-
kation. Wir nennen dann x einen Kollokator von y und y einen Kollokator
von x.
Die in der Definition angesprochenen festen Kriterien ko¨nnen daraus be-
stehen, dass Wo¨rter x und y im gleichen Satz, im gleichen Abschnitt, im
gleichen Textdokument oder innerhalb eines genau definierten Abstandes
(mit einer festgelegten Ho¨chstanzahl von Wo¨rtern zwischen x und y) auf-
treten.
Es folgt ein Beispiel fu¨r die direkte Verwertung von Kollokationen zur Erwei-
terung von Ontologien. Seien Krankheit und Durchfall Begriffe einer Ontolo-
gie. Im Beispiel betrachten wir die folgenden Kollokationen zu den natu¨rlich-
sprachlichen Bezeichnern aus einem Textkorpus ξex, wobei Konjunktionen,
Pra¨positionen, Pronomen und Hilfsverben keine Beru¨cksichtigung fanden.
Krankheit :
Herz (1543), AIDS (1063), Patienten (962), Alzheimer (773), Krebs (544), ko-
ronar (429), Blut (354), Parkinson (311), Symptome (304), Virus (300)
Durchfall :
Symptome (30), Virus (11), Erbrechen (5), U¨belkeit(3), Salmonella(1)
Die Beispieldaten sind folgendermaßen zu interpretieren: ’Herz’ trat 1543
im gleichen Satz mit dem Kollokator ’Krankheit’ (also dem natu¨rlichsprach-
lichen Bezeicner des Begriffes Krankheit) in ξex auf, ’Symptome’ mit ’Durch-
fall’ (dem natu¨rlichsprachlichen Bezeichner des Begriffes Durchfall) 30 Mal
im gleichen Satz in ξex auf und so fort.
In der Literatur sind im Zusammenhang mit automatischen Ontologiekon-
struktionen verschiedene Verfahren zur Auswertung dieser Kollokationsin-
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formationen bekannt. Yarovsky [109] und Agirre [1] betrachten jeweils prin-
zipiell die Kollokatoren, die den beiden Begriffen nicht gemein sind, ergo al-
le außer ’Symptome’ und ’Virus’. Die verbliebenen Kollokatoren stellen fu¨r
Yarovsky und Agirre mo¨gliche Erweiterungen der Ontologie dar. Im Gegen-
satz zu unserem Beispiel sind dazu allerdings aufwa¨ndigere Berechnungen
no¨tig, da beide Autoren pro Begriff von Synonymlisten als Begriffsbezeich-
ner ausgehen. Dies ist legitim, da beide Arbeiten wiederum mit Thesauri als
Ontologien arbeiten. Yarowsky [109] berechnet in diesem Zusammenhang
Auftrittswahrscheinlichkeiten. Heyer [42] hingegen unterscheidet Wortarten
(Substantive und Verben) und ermittelt die statistische Signifikanz der Kol-
lokation, um dann auf verschiedene Arten semantischer Relationen zu schlie-
ßen. Dabei werden die Kollokatoren der Begriffsbezeichner getrennt vonein-
ander ausgewertet, was laut Heyer fu¨r Hauptwo¨rter tendenziell Unterbegriffe
liefern kann.
4.1.4 Formale Begriffsanalyse
Neben beschreibungslogischen Ansa¨tzen [98], die im Zusammenhang mit der
automatischen Ontologiekonstruktion allerdings nur fu¨r sehr spezielle Text-
korpora in Form von Patientenkarteien angewandt wurden, und hypothesen-
basierten Verfahren [40], die eine intensive grammatikalische Aufbereitung
des Textkorpus erfordern, existieren Methoden aus dem Bereich der for-
malen Begriffsanalyse. Diese Konstruktionsmethoden basieren auf logischen
Verfahren. Im Gegensatz zu den bisher dargestellten Verfahren spielt hier
weder die Anzahl der Kollokationen, noch die Darstellung von Wo¨rtern als
Vektor eine Rolle.
Die formale Begriffsanalyse, die wir in Kapitel 2 bereits eingefu¨hrt haben,
um die Transitivita¨t der Unterbegriffsrelation zu beschreiben, wurde in ak-
tuelleren Arbeiten in den Zusammenhang mit Textkorpusanalysen gebracht.
Stumme [97] wendet die formale Begriffsanalyse darauf an, zwei bestehende
Ontologien miteinander zu einer Gesamtontologie zu verschmelzen. Obwohl
dieses Verfahren namens FCA-Merge (FCA steht fu¨r Formal Concept Ana-
lysis, der englischsprachigen Bezeichnung fu¨r formale Begriffsanalyse) inso-
fern nicht direkt als automatisches Konstruktionsverfahren anzusehen ist,
konstruiert Stumme dabei Begriffsvorschla¨ge fu¨r die Ausgangsontologien.
Dies weist hinreichende Verwandtschaft mit den Forderungen aus unserem
Kapitel u¨ber Ontologieerstellungsprozesse auf, da zusa¨tzliche Begriffe fu¨r
bestehende Ontologien auftreten ko¨nnen. Daher werden wir hier kurz auf
FCA-Merge eingehen.
Gegeben seien zwei Ontologien Ω1 und Ω2 im Sinne der Definition 4. Zudem
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sei ein Textkorpus ξ gegeben, der aus einzelnen voneinander unterscheid-
baren Textdokumenten besteht. Des Weiteren seien fu¨r i = {1, 2} die zur
jeweiligen Ontologie Ωi geho¨rigen Begriffe B1 Merkmale eines formalen Kon-
texts Ki. Die Gegensta¨nde Gj von Ki sind ist die jeweils gleiche Menge von
Textdokumenten, ein Merkmal ist erfu¨llt, wenn ein Begriff in einem Do-
kument auftritt. Stumme spricht hier von der Instanz eines Begriffes, was
einen weiteren Vorverarbeitungsschritt notwendig macht, beispielsweise in
Form einer (mo¨glicherweise automatischen) Verschlagwortung der Textdo-
kumente durch die Begriffe aus B1 und B2.
FCA-Merge stellt aus K1 und K2 einen Gesamtkontext K her. Begriffe mit
gleich lautendem natu¨rlichsprachlichen Bezeichner werden in der Merkmals-
menge M des Gesamtkontexts unterschieden, das heißt, wir nehmen ohne
Beschra¨nkung der Allgemeinheit an, dass
K1 ∩K2 = Ø,M = K1 ∪K2, (4.8)
Der Gesamtkontext definiert sich dann als K := (G,M, I) durch Injektion
der jeweiligen Merkmalsrelationen aus K1 und K2.
Aus K ergeben sich nun formale Begriffe wie in den Definitionen 2 und 3
festgelegt. Die formalen Begriffe mu¨ssen an dieser Stelle ausdru¨cklich von
den Begriffen, die durch die Ontologien Ω1 und Ω2 gegeben sind, unterschie-
den werden. Zu jedem so entstandenen formalen Begriff (A,B) ist nun nach
[104] eine Schlu¨sselmenge S ⊆M identifizierbar, fu¨r die fu¨r alle X ⊆ S mit
den Ableitungsregeln aus Abschnitt 2.2.1 gilt:
(S′, S′′) = (A,B), (X ′, X ′′) 6= (A,B) (4.9)
Stumme unterscheidet nun fu¨r die formalen Begriffe (A,B) anhand der
Ma¨chtigkeit der jeweils zugeho¨rigen Schlu¨sselmengen Sj vier Fa¨lle. Durch
die Fallunterscheidung wird dann von den formalen Begriffen des Kontexts
K auf den Umgang mit den Begriffen aus Ω1 und Ω2 geschlossen.
Zwei der besagten Fa¨lle (|Sj | = 1 fu¨r (A,B)) fu¨hren zu einer Verschmel-
zung oder fortzufu¨hrenden Trennung der urspru¨nglich in Ω1 und Ω2 vor-
handenen Begriffe, einer der Fa¨lle fu¨hrt zu einem Begriffs- oder Relations-
vorschlag fu¨r diejenigen, die eine Verschmelzung der Ontologie vornehmen.
Stumme legt nahe, dass ein Hintereinanderschreiben der Begriffsbezeich-
ner aus den Schlu¨sselmengen als Begriffsbezeichner des Vorschlags ange-
boten wird. Im hier beispielhaft gewa¨hlten Falle der Schlu¨sselmenge S =
{Bakterium,Krankheit} wu¨rde
BakteriumKrankheit
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angeboten. Alternativ besteht die Mo¨glichkeit, zwischen Bakterium und
Krankheit eine Relation anzulegen.
4.1.5 Symbolische Ansa¨tze
Der folgende Abschnitt stellt eine praktische Umsetzung der textbasierten
Ansa¨tze aus dem vorausgegangenen theoretischen Teil vor. Die vorzustellen-
den Implementierungen tragen Zu¨ge eines hybriden Systems, das mehrere
so genannte symbolische Ansa¨tze mit statistischen Ansa¨tzen kombiniert.
Der Systemverbund TextStorm und Clouds wurde im Rahmen des Dr. Di-
vago Projekts entwickelt[80]. Das Projekt zielte auf die semi-automatische
Konstruktion semantischer Netze aus fachspezifischen Texten ab. Es setzt
sich aus zwei Modulen zusammen, TextStorm und Clouds. TextStorm ist
ein Werkzeug zur Verarbeitung natu¨rlicher Sprache, welches mit Hilfe syn-
taktischer Ansa¨tze bina¨re Ausdru¨cke aus einem Text extrahiert.
Die Ausdru¨cke, die TextStorm schließlich liefert, sind allesamt Phrasen,
die aus einem Verb samt Subjekt und direktem Objekt bestehen. Das Verb
spezifiziert hierbei die Relation zwischen den beiden Begriffen, die durch
Subjekt und Objekt dargestellt werden. In unserer Notation liefern Subjek-
te und Objekte somit insgesamt gesehen die Menge B und Verben die Menge
R im 4-Tupel, das die Ontologie definiert. Abbildung 4.2 gibt einen U¨ber-
blick u¨ber das TextStorm Werkzeug. TextStorm beno¨tigt keine Informa-
tionen u¨ber das zu bearbeitende Wissensgebiet. Die gefundenen Ausdru¨cke
dienen dem Modul Clouds als Eingangsparameter. Das Verhalten von TextS-
torm la¨sst sich am einfachsten anhand eines Beispiels zeigen. Angenommen
die Text-Datei am Eingang von TextStorm entha¨lt den Satz
’Ku¨he, genau wie Hasen, essen nur Pflanzen, wa¨hrend Menschen auch
Fleisch essen.’
Dann sollte TextStorm die Ausdru¨cke
essen(Kuh,Pflanzen)
essen(Hase,Pflanzen)
essen(Mensch,Pflanzen)
essen(Mensch,Fleisch)
extrahieren. In den dazu no¨tigen Schritten sollen Synonyme erkannt und
Zweideutigkeiten aufgelo¨st werden. Auch die Problematik von Pronomen,
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Tagger
grobe Begriffskarte
Prädikatbestimmung
  AnaphoraKoreferenz-
disambiguierung
Parser
WordNet Grammatik
Clouds
Textstorm
Abbildung 4.2: U¨bersicht TextStorm, Quelle: Perreira[80]
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                                                  UmhüllungSäugetier
                                Federn     Fell        HautHund                          Katze              Primat
Wolf Schäferhund  Tiger  Hauskatze  Mensch Gorilla
Abbildung 4.3: Halbordnung der Begriffe in Clouds, in Anlehnung an Perreira[80]
die sich auf Subjekte oder Objekte beziehen soll in diesen Schritten gelo¨st
werden. Schließlich u¨bergibt TextStorm Vorschla¨ge fu¨r Begriffe und Relatio-
nen (Raw Conceptual Map) an Clouds.
In Interaktion mit dem Benutzer verfeinert Clouds die von TextStorm erhal-
tene Begriffskarte (Raw Conceptual Map). Eine Begriffskarte (Raw Concep-
tual Map) ist eine vereinfachte Form eines semantischen Netzes und besteht
aus bina¨ren Ausdru¨cken, die Relationen zwischen zwei Begriffen darstellen.
Basierend auf den Relationen und Begriffen, die der Benutzer eingibt, er-
zeugt Clouds schrittweise die korrespondierende Hierarchie. Die von TextS-
torm geleistete Vorarbeit erleichtert diesen Prozess und verringert die Infor-
mationen, die vom Benutzer an Clouds u¨bergeben werden mu¨ssen.
Wa¨hrend der Arbeit mit Clouds werden dem Benutzer Fragen zu ver-
muteten Relationen oder neuen Begriffen gestellt. Die Abbildung 4.3 zeigt
die Ableitung neuer Unterbegriffsrelationen durch Clouds. Die Arbeit durch
den Benutzer erfolgt deduktiv. Angenommen die Relationen
hat(Tiger, Fell) (4.10)
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hat(Hauskatze, Fell) (4.11)
hat(Hund, Fell) (4.12)
seien durch TextStorm bereits aus dem Textkorpus extrahiert worden. Aus
den von TextStorm erhaltenen bina¨ren Ausdru¨cken ko¨nnen von Clouds neue
Relationen abgeleitet werden. Aus den positiven Beispielen 4.10, 4.11 und
4.12 werden solange Hypothesen gewonnen, bis ein negatives Beispiel wie
etwa
hatnicht(Mensch, Fell) (4.13)
der Hypothese widerspricht. In unserem Fall heißt das, dass zuna¨chst fu¨r alle
Begriffe auf der untersten (speziellsten) Ebene eine Unterbegriffsrelation zu
Sa¨ugetier hergestellt wird, wenn dies vorher fu¨r mindestens einen der Begriffe
Tiger, Hund oder Hauskatze gegeben war. Fu¨r den Fall des Begriffes Wolf
wird vom Benutzer umgekehrt erfragt, ob er die Relation
hat(Wolf, Fell) (4.14)
u¨bernehmen will. Insgesamt existieren somit fu¨r den Benutzer zwei Aktionen
bezu¨glich der Begriffe. Diese wird dann gea¨ndert, um den neuen Bedingun-
gen zu entsprechen. Das TextStorm- und Clouds-System soll das Bilden von
Taxonomien vereinfachen, aber nicht automatisieren. Die Hauptverantwor-
tung tra¨gt immer noch der Benutzer.
4.2 Diskussion der Ansa¨tze
Das Ziel der vorliegenden Arbeit besteht in einer a¨hnlichkeitsbasierten au-
tomatischen Unterstu¨tzung von kooperativen Ontologieerstellungsprozessen.
Wie wir im Kapitel 3 dargelegt haben, soll das Verfahren, welches wir zur
Verwirklichung der Zielvorstellung definieren wollen, bereits bestehende On-
tologien verarbeiten und um neue Begriffe anreichern ko¨nnen. Die Kritik,
die wir nun an den im Einzelnen dargestellten Verfahren a¨ußern, ist somit
vor dem Hintergrund dieses festgelegten Ziels zu verstehen.
Symbolische Vorgehensweisen, wie wir sie anhand von TextStorm erla¨utert
haben, stellen sta¨rker auf Vorschla¨ge fu¨r die Erweiterung der Relationen ei-
ner Ontologie ab. Zudem erfordern sie eine wissensintensive Vorverarbeitung
des Textkorpus. Wir ziehen daher solche Ansa¨tze nicht weiter in Betracht,
da wir eine wenig wissensintensive Verarbeitung von Textkorpora durch Kol-
lokationen gefordert haben.
Streng betrachtet liegen nur bei den Ansa¨tzen Hofmanns, Agirres, Yarov-
skys und bei Clouds Methoden zur Anreicherung bestehender Ontologien
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durch Begriffsvorschla¨ge vor. Daher mu¨ssen wir uns bei der Bewertung auch
die Frage stellen, welche der im vorliegenden Kapitel dargestellten Ansa¨tze
auch leicht zu Anreicherungsansa¨tzen modifizierbar sind.
Der Ansatz des hierarchischer Clusterbildung wird erfolgreich auf die au-
tomatische Konstruktion allgemeiner Ontologien und Thesauri angewandt.
Die aktuellen experimentellen Untersuchungen verschiedener A¨hnlichkeits-
heuristiken wie bei Ma¨dche et al. [68] sind ebenfalls in diesem Zusammen-
hang zu sehen. Obwohl diese Experimente durchaus als a¨hnlichkeitsbasierte
Anreicherung einer bestehenden Ontologie verstanden werden ko¨nnen, tref-
fen sie nicht unsere im vorigen Kapitel hergeleiteten Teilziele. Die Struktur
der gegebenen Ontologie (ein englischsprachiger Thesaurus) sieht hier stets
mehrere gegebene natu¨rlichsprachliche Begriffsbezeichner pro Begriff vor.
Ma¨dche et al. [68] untersuchen unter anderem die diese Wortmengen am be-
sten repra¨sentierenden Vektoren und bewegen sich damit innerhalb typischer
Fragestellungen der Clusterverfahren. Die Festlegung eines Kriteriums, um
Begriffe u¨berhaupt zu Vorschla¨gen werden zu lassen oder die Zuordnung zu
mehreren Clustern wird von den genannten Autoren nicht untersucht. Dies
liegt darin begru¨ndet, dass das eigentliche Ziel der Autoren darin besteht,
eine Ontologie zu konstruieren und nicht eine bestehende Ontologie anzu-
reichern. Die vollsta¨ndig automatische Konstruktion von Ontologien durch
hierarchisches Clustern liefert zudem immer die offene Frage nach der Be-
nennung einzelner Cluster innerhalb der entstandenen Hierarchie.
Die Experimente bei [68] zeigen, dass fu¨r die hierarchische Clusterbildung
Attribute in Frage kommen, die die Kollokationen in einem Textkorpus aus-
werten. Angesichts des Zusatzwissens, das fu¨r Attribute mit syntaktischer
Auswertung (beipielsweise Subjekt-Pra¨dikat-Objekt-Strukturen), modelliert
werden mu¨sste, behalten wir die Vorgehensweise kollokationsbezogener At-
tribute bei.
Die Kritik an Hofmanns Ansatz la¨sst sich in a¨hnlicher Weise formulieren.
Hier bestehen ebenfalls mehrere, in einigen Versuchsaufbauten sogar viele
Repra¨sentanten der einzelnen Klassen (die Begriffen entsprechen). Mehrfach-
zuordnungen oder die Definition einer Rangliste bester Zuordnungen eines
neuen Begriffes zu den bestehenden Begriffen wu¨rden hier eine zusa¨tzliche
Erweiterung des Ansatzes erfordern. Insgesamt bleibt festzuhalten, dass so-
wohl die u¨berwachten als auch die nicht u¨berwachten theoretischen Ansa¨tze
aus unserer bisherigen Darstellung nicht fu¨r fachgebietsspezifische Ontolo-
gien erprobt wurden.
FCA-Merge ko¨nnte zwar auf eine reine Ontologieanreicherung u¨bertragen
werden, der formal-logisch einsichtige Ansatz von Stumme liefert allerdings
weder eine deutliche Unterscheidung von zusa¨tzlichen Relations- oder Be-
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griffsvorschla¨gen noch direkt handhabbare und integrierbare natu¨rlichsprach-
liche Begriffsbezeichner. Er ist daher fu¨r unsere Zwecke nicht geeignet und
wird nicht weiter betrachtet.
Rein kollokationsbasierte Ansa¨tze operieren einerseits zwar nicht mit A¨hn-
lichkeitsfunktionen, die auf einem Sprachmodell beruhen. Andererseits ist
jedoch hervorzuheben, dass sie Mehrfachzuordnungen und auf direkte Weise
Eingangskriterien fu¨r neue Begriffe (und nicht nur deren Einordnung), wenn
sie (als Vektor-Repra¨sentation) bereits vorhanden sind, zulassen. Obwohl sie
somit nicht alle unserer Anforderungen erfu¨llen, werden sie dennoch als nai-
ve Anreicherungsstrategie die Grundlage fu¨r qualitative Vergleiche unseres
im na¨chsten Kapitel zu entwickelnden Verfahrens bilden.
Kapitel 5
Ontologieanreicherung
In diesem Kapitel entwickeln wir das mathematische Modell einer a¨hnlich-
keitsbasierten Ontologieanreicherung. Wir verstehen Anreicherung hier als
die Sammlung und Einordnung von Begriffsvorschla¨gen zu einer bestehen-
den fachgebietsspezifischen Ontologie.
5.0.1 U¨berblick u¨ber den Ansatz
Die generelle Idee des vorzustellenden Verfahrens begru¨ndet sich durch fol-
gende U¨berlegungen. Da wir in einer Sammlung natu¨rlichsprachlicher Tex-
te fu¨r jeden Begriff aus der Ontologie seinen typischen sprachlichen Kon-
text, seine typische Verwendungsweise ermitteln ko¨nnen, ist auch ein Ver-
gleich dieser Verwendungsarten mo¨glich. Aus einem solchen Vergleich resul-
tiert ein Zahlenwert, der die A¨hnlichkeit oder Una¨hnlichkeit der typischen
sprachlichen Verwendung zweier Begriffe darstellt. Gleichzeitig liefert auch
die Struktur der Ontologie ein Versta¨ndnis fu¨r die A¨hnlichkeit zweier Be-
griffe. In Analogie zu Graphen lassen sich fu¨r Paare von Begriffen aus der
Ontologie A¨hnlichkeiten formulieren. Fu¨r jedes Paar von Begriffen aus der
Ontologie liegen somit zwei Arten des Versta¨ndnisses ihrer A¨hnlichkeit vor.
Wir werden ein mathematisches Verfahren entwickeln, dass diese beiden Ar-
ten der A¨hnlichkeit (oder Una¨hnlichkeit) einander anpasst. Das Resultat ist
fu¨r eine gegebene Ontologie und einen gegebenen Textkorpus eine Neudefi-
nition von A¨hnlichkeit und Una¨hnlichkeit, die auch auf die anderen Wo¨rter
aus dem Textkorpus angewandt werden kann. Unser Algorithmus bestimmt
danach fu¨r Begriffskandidaten (Wo¨rter oder Wortgruppen) aus dem Text-
korpus die A¨hnlichkeit oder Una¨hnlichkeit zu bereits existierenden Begriffen
einer gegebenen Ontologie.
Die A¨hnlichkeiten, die sich anhand der ontologischen Struktur bestimmen
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lassen, liefern auch das Eingangskriterium daru¨ber, ob ein Wort aus dem
Textkorpus eine geeignete Erga¨nzung der vorhandenen Ontologie sein ko¨nn-
te. Wird fu¨r ein Wort aus dem Korpus die A¨hnlichkeit zu einem gegebenen
Begriff der Ontologie als hoch genug gewertet1, so wird aus diesem Wort
ein Begriffsvorschlag. Ein Begriffsvorschlag wird zu einem oder mehreren
vorhandenen Begriffen als semantisch geeignete Stelle einer Erweiterung der
Ontologie platziert.
Zentral fu¨r die Argumentation innerhalb des folgenden Kapitels ist die U¨berfu¨hrung
der im Sprachmodell vorliegenden Vektoren in neuartige, der jeweiligen On-
tologie angepassten A¨hnlichkeitsmaße oder Una¨hnlichkeitsmaße. Vom ma-
thematischen Standpunkt aus betrachtet, definieren wir Gewichte fu¨r die
einzelnen Attribute des Sprachmodells, indem wir ein Minimierungsproblem
definieren.
5.0.2 Gliederung des Kapitels
Das Kapitel gliedert sich wie folgt. Abschnitt 5.1 liefert eine Abgrenzung
gegenu¨ber den verwandten Arbeiten, die in Kapitel 4 untersucht wurden.
Abschnitt 5.2 formalisiert unser Versta¨ndnis von Ontologieanreicherungen.
In Abschnitt 5.3 zeigen wir zuna¨chst anhand einer Matrixrepra¨sentation
die typische Art und Weise, wie die Verwendung von Wo¨rtern aus einem
Textkorpus fu¨r unser Verfahren erfasst wird (Unterabschnitt 5.3.1). Daraus
ist auch ein erstes Ontologieanreicherungsverfahren (Algorithmus 1) ableit-
bar. Der Unterabschnitt 5.3.2 widmet sich der Anpassung von ontologischer
A¨hnlichkeit und der aus Korpusinformationen resultierenden A¨hnlichkeit.
Ein a¨hnlichkeitsbasiertes Verfahren (Algorithmus 2) wird daraus abgelei-
tet. Abschnitt 5.4 zeigt verschiedene Auspra¨gungen der a¨hnlichkeitsbasier-
ten Ontologieanreicherung, unter anderem auch als una¨hnlichkeitsbasierte
Ontologieanreicherung (Algorithmus 3 als Variante von Algorithmus 2). Die
Auspra¨gungen ha¨ngen mit verschiedenen Formulierungen ontologischer und
vektorwertiger Vergleichsmaße zusammen. Der Abschnitt 5.5 zeigt automati-
sche Evaluationsverfahren fu¨r Ontologieanreicherungsverfahren. Wir schlie-
ßen das Kapitel mit einer Zusammenfassung der eigenen Beitra¨ge des vor-
liegenden Kapitels (Abschnitt 5.6).
1Oder in Analogie: wenn die Una¨hnlichkeit als niedrig genug befunden wird.
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5.1 Abgrenzung
Die im letzten Kapitel erla¨uterten Ansa¨tze weisen einige spezifische Vorteile
auf, die wir u¨bernehmen werden. Der im Folgenden zu entwickelnde Ansatz
benutzt ein Sprachmodell mit einer Attributmenge A. Dies liegt darin be-
gru¨ndet, dass wir damit A¨hnlichkeitsfunktionen definieren ko¨nnen. Wir legen
a¨hnlich wie bei Clusterverfahren fu¨r jedes Paar von Vektoren, die sich zu ei-
nem Paar von Wo¨rtern aus einem gegebenen Textkorpus durch Abgleich mit
A ergeben, A¨hnlichkeitsfunktionen fest. Die A¨hnlichkeitsfunktionen beno¨ti-
gen wir, um die im Kapitel zu technischen Ontologieerstellungsprozessen
gefundenen Forderungen an einen automatisch unterstu¨tzten Ablauf der On-
tologiekonstruktion erfu¨llen zu ko¨nnen. Das betrifft insbesondere die Vari-
anten der Zuordnung; sowohl die beste Zuordnung eines neuen Begriffes als
auch Mehrfachzuordnungen oder Verbesserungsvorschla¨ge von Zuordnungen
ko¨nnen durch die numerische Definition einer A¨hnlichkeitsfunktion gesteuert
werden, indem man die Wo¨rterpaaren zugeho¨rigen A¨hnlichkeitswerte ord-
net.
Fu¨r unsere Definition der a¨hnlichkeitsbasierten Ontologieanreicherung sind
im Vergleich zu den verwandten Arbeiten folgende Anpassungen no¨tig. Im
Gegensatz zu den nicht u¨berwachten Methoden aus dem vorigen Kapitel
werden wir gegebene Ontologien mit mindestens einem natu¨rlichsprachli-
chen Bezeichner pro Begriff als zusa¨tzliche Informationsquelle fu¨r neue A¨hn-
lichkeitsmaße nutzen. Dies ist insbesondere fu¨r den Kern eines Ontologie-
anreicherungsverfahrens, das Ontologieautoren Begriffsvorschla¨ge pra¨sentie-
ren soll, notwendig. Die A¨hnlichkeitswerte der gegebenen Ontologie liefern
auch ein Eingangskriterium daru¨ber, ob ein Begriff u¨berhaupt vorgeschla-
gen werden sollte. Dieser Zusammenhang wird sich in unserer Definition
von Schranken in diesem Kapitel niederschlagen. U¨berschreitet ein A¨hn-
lichkeitswert zwischen einem gegebenen und einem potentiellen Begriff eine
Schranke, so wird der potentielle Begriff zum Vorschlag fu¨r den gegebenen
Begriff. Schranken wirken somit prinzipiell anders als Cluster- oder Katego-
risierungsverfahren, bei denen jeweils auch mit geringen A¨hnlichkeitswerten
eine Zuordnung erfolgen kann.
5.2 Formalisierung der Ontologieanreicherung
Der vorliegende Abschnitt liefert eine allgemeine Formalisierung der Onto-
logieanreicherung durch neue Begriffe.
Im Gegensatz zu den hierarchischen Clusterverfahren Abschnitt 4.1.1 basiert
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die Ontologieanreicherung, wie wir sie im vorliegenden Abschnitt definieren,
stets auf gegebenen Ontologien. Zudem sollen die Ontologieanreicherungs-
verfahren die kooperative Ontologieanreicherung unterstu¨tzen. Daher gren-
zen wir Ontologienareicherungsverfahren als diejenigen Verfahren ein, die
• fu¨r eine gegebene Ontologie Ω Begriffsvorschla¨ge erzeugen
• jedem Begriffsvorschlag einen Platz in Ω zuweisen
• die aus einem Textkorpus mittels eines Sprachmodells erhobenen stati-
stischen Daten zur Verwendung des Begriffsbezeichners als Eingangs-
gro¨ßen verwenden
Diese Charakterisierung weist gegenu¨ber hierarchischen Clusterverfah-
ren dann einen ho¨heren Realita¨tsbezug auf, wenn wir davon ausgehen, dass
die Autoren fachgebietsspezifischer Ontologien einen Begriff als hinreichend
durch seinen natu¨rlichsprachlichen Bezeichner beschrieben ansehen. Das Sam-
meln mehrerer Bezeichner in Form von Synonymlisten, welche als Augangs-
punkt eines hierarchischen Clusterverfahrens (und darauf basierender An-
reicherungsverfahren) verstanden werden ko¨nnten, stellt in unserem Anwen-
dungsbezug eher einen Ausnahmefall dar. Wir benutzen daher die Zusatz-
forderung zur Definition 4 als Minimalanforderung fu¨r ein Ontologieanrei-
cherungsverfahren: pro Begriff existiert zuna¨chst genau ein natu¨rlichsprach-
licher Bezeichner. Ein Ontologieanreicherungsverfahren muss dementspre-
chend gestaltet werden.
Die Formalisierung unseres Versta¨ndnisses von Ontologieanreicherungen fin-
det sich in folgender Definition.
Definition 8 (Ontologieanreicherung) Sei ξ ein Textkorpus, sei C ei-
ne Menge von Wo¨rtern oder Wortgruppen aus ξ. Ein Ontologieanreiche-
rungsalgorithmus ist ein Algorithmus, der ξ und eine gegebene Ontologie
Ω := {B,≤, R, σ} als Eingangsdaten benutzt und fu¨r alle b ∈ B eine Menge
P (b) ⊆ C als Ergebnis liefert. Wir nennen P (b) die Menge der Begriffsvor-
schla¨ge fu¨r b. Die Menge C mit C ⊇ ⋃b∈B P (b) nennen wir Kandidaten.
Die Menge der Kandidaten kann vordefiniert sein, beispielsweise als Wo¨rter,
die sich im Index eines Fachbuches befinden oder als Sammlung vonWo¨rtern,
die noch nicht als Begriffe in die Ontologie aufgenommen wurden, fu¨r eine
Anwendung der Ontologie zur Verschlagwortung aber notwendig sind. Die
Kandidaten ko¨nnen aber auch freier vorgegeben sein, wie etwa als Menge
aller Wo¨rter und Wo¨rtgruppen, die sich im Textkorpus ξ befinden. Anhand
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Abbildung 5.1: Schematisches Beispiel fu¨r Ontologieanreicherungen
der Abbildung 5.1 zeigen wir ein Beispiel der Ontologieanreicherung. Wie-
derum sind hier T, a, b, c, d, e, f Begriffe aus einer gegebenen Ontologie. Die
gerichteten Kanten entsprechen der Unterbegriffsrelation, die gestrichelten
Linien verbinden Begriffe und ihre Begriffsvorschla¨ge. Die Grafik zeigt ver-
schiedene Situationen, die bei Begriffsvorschla¨gen entstehen ko¨nnen. P (a)
sind die Begriffsvorschla¨ge fu¨r a. U¨ber die Ma¨chtigkeit |P (a)| findet sich
zuna¨chst keinerlei Aussage in der Grafik. Fu¨r die Begriffsvorschla¨ge zu den
Begriffen b, f und d wird dies expliziter. Es gilt {m,n} = P (d), was zeigt,
dass zwei Begriffsvorschla¨ge m und n zu einem Begriff d erzeugt werden
ko¨nnen. Außerdem sehen wir in der Grafik die Identita¨t {l} = P (b) = P (f).
Dies stellt ein Beispiel fu¨r die Zuordnung eines Begriffsvorschlages l zu meh-
reren Begriffen der Ontologie dar.
5.3 Ontologieanreicherungsverfahren
Als na¨chsten Grundbestandteil des Ansatzes werden wir in 5.3.1 eine formale
Repra¨sentation der Begriffe aus einer gegebenen Ontologie Ω definieren. In
5.3.2 fu¨hren wir Gewichtungen ein, die durch die Versta¨rkung oder Minde-
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rung des Einflusses einzelner Attribute aus einem Sprachmodell Vergleiche
zwischen den Kollokationsinformationen beeinflussen ko¨nnen. Eine optimale
Gewichtung passt ontologische und vektorwertige Vergleichsmaße einander
an (5.3.2.2). Die optimale Gewichtung ist insofern auch fu¨r jede Ontologie
und mit einem dazugeho¨rigen Textkorpus eine Neudefinition von A¨hnlich-
keit. Diese Neudefinition bildet die Grundlage der allgemeinen Formulierung
a¨hnlichkeitsbasierter Ontologieanreicherung (5.3.2.3).
5.3.1 Matrixrepra¨sentation
Die Matrixschreibweise bringt den Vorteil mit sich, dass wir im Gange unse-
rer Arbeit verschiedenartige Formulierungen des Algorithmus mit Hilfe einer
Referenznotation, der Matrix, darstellen ko¨nnen.
Wir definierenM(ξ,Ω,A) als Matrix fu¨r eine endliche Menge aus Begriffsbe-
zeichnern, eine endliche Menge von Attributen A eines Sprachmodells und
einem gegebenen Korpus ξ. Wir widmen uns nun den Matrixeintra¨gen.
A¨hnlich zu den Arbeiten in der hierarchischen und allgemeinen Clusterbil-
dung aus Kapitel 4 definieren wir hier Matrixeintra¨ge u¨ber Vektoren. Jedes
Wort und jede Wortgruppe aus ξ kann als Vektor dargestellt werden. Der
Vektoreintrag zeigt an, wie oft das i-te Attribut aus A erfu¨llt wurde. Jede
Zeile der Repra¨sentationsmatrix entspricht dem Vektor fu¨r den Begriffsbe-
zeichner und wird auf Grundlage der Auswertung von ξ erstellt. Wir nennen
die Zeilen der Repra¨sentationsmatrix auch Begriffsvektoren. Um u¨ber das ge-
nerelle Pha¨nomen du¨nn besetzter Vektoren bei der Erfassung durch Sprach-
modelle [59] hinaus vollsta¨ndig leere (nullwertige) Eintra¨ge inM(ξ,Ω,A) zu
vermeiden, sollte ξ die Begriffsbezeichner D(Ω) enthalten.
Unsere Grundannahme bleibt, dass wir Begriffsvorschla¨ge als natu¨rlichsprach-
liche Bezeichner anbringen mo¨chten. Die weiteren Nomen, Adjektive, Verben
und Wortgruppen aus ξ identifizieren wir in der Folge mit B(ξ). D(Ω) ste-
hen somit fu¨r die bereits bekannten Begriffe aus der Ontologie, wohingegen
B(ξ) als bislang unbekannte Begriffe aufgefasst werden ko¨nnen, und es gilt
D(Ω) ∩B(ξ) = Ø.
Wie wir in unserer Kritik der verwandten Ansa¨tze (Abschnitt 4.2) bereits
erkla¨rten, operieren wir mit kollokationsbezogenen Attributen. Diese erfor-
dern einen geringen Zusatzaufwand bei der Sprachverarbeitung und wurden
in den empirischen Arbeiten von [37] und [68] als prinzipielle Mo¨glichkeit
fu¨r hierarchische Clusterverfahren identifiziert.
Wir konstruieren nun ein Beispiel fu¨r eine Repra¨sentationsmatrix zu einem
Korpus ξb, der aus zwei natu¨rlichsprachlichen Beispielsa¨tzen bestehen wird.
Dies dient lediglich der Veranschaulichung und stellt einen unrealistisch klei-
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nen Korpus dar. Die detaillierte Darstellung dieses Unterabschnittes wurde
deshalb gewa¨hlt, weil wir bei der Implementierung einer Testumgebung auf
die Struktur der Repra¨sentationsmatrix zuru¨ckgreifen werden.
Gegeben sei zuna¨chst ein Satz, der den Textkorpus bildet:
’Der Ba¨cker backt frisches Brot’
Wenn wir mit δW den in Wo¨rtern geza¨hlten Abstand zweier Wo¨rter eines
Wortpaares bezeichnen, so ergeben sich fu¨r den Beispielsatz die Werte der
folgenden Tabelle 5.1. Um fu¨r das Beispiel weiterhin die Attribute in Ab zu
Tabelle 5.1: Wortabsta¨nde δW im Satz ’Der Ba¨cker backt frisches Brot’
Wort Wort δW
Ba¨cker Brot 3
Ba¨cker frisches 2
frisches Brot 1
Brot Brot 0
konstruieren, wa¨hlen wir nun ein festes δW . Wenn bj der j-te Bezeichner aus
D(Ω) ist, dann sei das j-te Attribut aus A dadurch erkla¨rt, dass in ξb mit
bj in einem Maximalabstand δW eine Kollokation vorliegt. Die Eintra¨ge mij
in der Repra¨sentationsmatrix M(ξ,Ω,A) ergeben sich folgendermaßen:
mij = 0, (5.1)
wenn bi ∈ D(Ω) das Attribut Aj ∈ A nicht erfu¨llt und
mij =M (5.2)
wenn bi ∈ D(Ω) das Attribut Aj ∈ A genau M mal erfu¨llt.
Wir kommen nun zur eigentlichen Konstruktion der Repra¨sentationsmatrix.
Es sei D(Ω) = {Butter, Brot, Fru¨hstu¨ck} = B. Wir nehmen also wieder-
um an, dass sich Begriffe und Bezeichner entsprechen. ξb bestehe aus zwei
Sa¨tzen:
’Der Ba¨cker backt frisches Brot. Brot und Butter geho¨ren zu jedem ansta¨ndi-
gen Fru¨hstu¨ck’.
Mit einer aus dem Wortabstand δW = 3 konstruierten Menge von Kolloka-
tionsattributen Ab := {A1,A2A3} - wobei A1 die Kollokation mit ’Ba¨cker’,
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A2 die Kollokation mit ’Brot’ und A3 die Kollokation mit ’Fru¨hstu¨ck’ kenn-
zeichnet - erhalten wir folgende Matrix:
A1 A2 A3
Butter 0 2 0
Brot 1 2 0
Fru¨hstu¨ck 0 0 1
Die Kollokation kann hier auch u¨ber die Satzgrenze hinausgehen. Die Schreib-
weise δW fu¨r Wortabsta¨nde im Textkorpus ko¨nnen wir verwenden, um das
bereits im letzten Kapitel aufgefu¨hrte kollokationsbasierte Anreicherungs-
verfahren im Pseudokode (Algorithmus 1) darzustellen.
Data : eine Ontologie Ω := (B,≤, R, σ), ein Textkorpus ξ, eine natu¨rli-
che Zahl δW als Wortabstand, Kandidaten C
Result : Begriffsvorschla¨ge P (b) fu¨r alle b ∈ B\{>}
for alle b ∈ B\{>} do
P (b)← ∅
for alle c ∈ C do
if c Kollokator im Abstand von maximal δW zum
natu¨rlichsprachlichen Bezeichner von b in ξ then
P (b)← P (b) ∪ c
end
end
end
Algorithmus 1 : Naive Ontologieanreicherung
Wir nennen die in Algorithmus 1 dargestellte Art der Anreicherung naiv,
da sie weder eine sprachliche Vorverarbeitung noch A¨hnlichkeitsfunktionen
beinhaltet und lediglich auf das gemeinsame Vorkommnis von Wo¨rtern ab-
stellt. Beispielsweise mu¨ssen Synonyme eines Begriffsbezeichners explizit im
Textkorpus in der Na¨he eines Begriffsbezeichners auftreten, um zum Be-
griffsvorschlag zu werden. Wenn die Wortverwendung betrachtet wird (wie
beispielsweise beim Clustern), so lassen sich Synonyme auch implizit u¨ber
einen a¨hnlichen sprachlichen Kontext finden.
Im Gegensatz zum rein kollokationsbasierten naiven Anreicherungsverfahren
steht die im Folgenden zu entwickelnde a¨hnlichkeitsbasierte Anreicherung.
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Die Form der obigen Repra¨sentationsmatrix wird in den nun folgenden Un-
terabschnitten die Grundlage einer Transformation, die den paarweisen Ver-
gleich der Zeilen (den kollokationsbasierten Vergleich der Wortverwendun-
gen in einem Textkorpus) an ontologische A¨hnlichkeits- und Abstandsma-
ße anpasst. Die Anpassung wiederum erfolgt durch Skalarmultiplikationen
der Spalten. Die eigentlichen Zielgro¨ßen der Transformation stellen wir im
folgenden Abschnitt ausfu¨hrlich dar. Die prinzipielle Umsetzung des Text-
korpus zu einem auf Kollokationen und einem Wortabstand δW beruhenden
Sprachmodell und einer wiederum darauf basierenden Repra¨sentationsma-
trix behalten wir bei, da diese Art der Attribute auch ohne grammatikalische
und syntaktische Zusatzbetrachtungen eine Erfassung charakteristischer Ei-
genschaften der gegebenen Begriffsbezeichner im Textkorpus mo¨glich werden
la¨sst.
5.3.2 Gewichtungen
Der folgende Abschnitt erkla¨rt, wie die Gewichtung einzelner Kollokations-
attribute die A¨hnlichkeitsbestimmung zweier Vektoren als Repra¨sentanten
von Wo¨rtern und Begriffen beeinflusst. Gewichtungen sind somit fu¨r die
Definition von A¨hnlichkeitsmaßen bei der Ontologieanreicherung von ent-
scheidender Bedeutung.
A¨hnlich wie im hierarchischen Clusterverfahren nach Bisson, Nedellec und
Canamero [10] besteht unser Ansatz darin, jedes Attribut aus A mit ei-
ner Gewichtung zu versehen. [10] wa¨hlte einen Ansatz mit Gewichtungen,
um u¨ber eine Variation dieser Gewichtungen diejenigen zu finden, die ei-
ne u¨berma¨ßige Verallgemeinerung der Cluster vermied. Unsere Zielrichtung
unterscheidet sich hiervon; wir arbeiten mit der Grundannahme, dass sich
die Struktur der gegebenen Ontologie eines Ontologieanreicherungproblems
in A¨hnlichkeiten oder Una¨hnlichkeiten u¨bersetzen la¨sst. Wir versuchen, dies
mit Hilfe der Gewichtung, technisch gesprochen mittels der Skalarmultipli-
kation einzelner Spalten aus einer Repra¨sentationsmatrix M(ξ,Ω,A), nach-
zubilden.
In der Abbildung 5.2 wird die Motivation der Gewichtungen vermittelt.
Zu den einzelnen Begriffen der gegebenen Ontologie wurden auf Grundlage
einer gegebenen Attributmenge Amit |A| = n die zum Begriff geho¨rigen Zei-
len der Repra¨sentationsmatrix erzeugt. Diese wiederum sind komponenten-
weise mit Gewichten k1, ..., kn multipliziert, so dass jeder Abstand der On-
tologie durch eine Wahl von k1, ..., kn angepasst werden kann. Dies ist durch
die gestrichelte du¨nne Linie zwischen den zu Bakterium und Salmonella
versinnbildlicht: wenn wir den zu den dicker dargestellten Kanten geho¨rigen
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Bakterium   (k11, k21, ..., kn1)
 pathogenes Bakterium  (k10, k20, ..., kn1)
Streptococcus pyogenes 
Salmonella (k110, 0, ...,kn0)Kolibakterium  (k10, k21, ...,kn1)
             (k12, k20, ...,kn1)
Abbildung 5.2: Motivation der Gewichtungen
ontologischen Zusammenhang ’Salmonella ist ein Unterbegriff von Bakteri-
um, allerdings kein direkter Unterbegriff’ auch beim Vergleich der Vektoren
(Zeilen der Repra¨sentationsmatrix) (k1 ·10, ..., kn ·0) und (k1 ·1, k2 ·1, ..., kn ·1)
durch einen erho¨hten oder niedrigen Wert des Vergleiches beru¨cksichtigen
wollen, so geschieht das u¨ber konkrete Werte k1, ..., kn.
5.3.2.1 Gewichtungen und Vergleichsmaße
Wir definieren Gewichtungen als zentrale Einflussgro¨ßen fu¨r das Anreiche-
rungsproblem. Diese Gewichtungen werden sodann in ein Minimierungspro-
blem eingehen, u¨ber das eine Anpassung der Korpusinformationen an die
Informationen aus der Ontologiestruktur selbst erreicht wird.
Definition 9 (Gewichtung) Sei A eine Menge von Kollokationsattribu-
ten mit |A| = n. Ein Vektor ~k = (k1, ..., kn) reeller Zahlen mit ~k ∈ Rn heißt
Gewichtung von A.
Insbesondere wird die Gewichtung ~k in die Bewertung neuer Begriffe aus
der Menge der Kandidaten C (wie in der Abbildung 5.2 Kolibakterium)
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eingehen. Die Skalarmultiplikation zur Anwendung der Gewichtung, wie sie
in der Abbildung 5.2 angedeutet wurde, kann auch auf das (vektorwertige)
Resultat eines Vergleiches zweier Zeilen der Repra¨sentationsmatrix ange-
wandt werden. Wir werden in den Folgeabschnitten sehen, dass diese leicht
von der Darstellung im Beispiel in Abbildung 5.2 abweichende Methode mit
verwandten Arbeiten und Maßen der Computerlinguistik vereinbar ist. Ins-
gesamt jedoch halten wir fest, dass in unserem Ansatz nach den Definitionen
8 und 9 fu¨r die Anreicherung einer gegebenen Ontologie Ω := (B,≤, R, σ)
festgelegt wird:
∃~k ∈ Rn∀b ∈ B : P (b) := P (b,~k) (5.3)
Die Grundlage hierfu¨r schaffen wir durch ein vektorwertiges Vergleichsmaß,
das fu¨r Paare von Begriffsvektoren existieren muss.
Definition 10 (vektorwertiges Vergleichsmaß) Eine aus Ω := (B,≤
, R, σ), ξ und A erkla¨rte Abbildung Sv : B×B → (R+)|A| heißt vektorwertiges
Vergleichsmaß. Ein vektorwertiges Vergleichsmaß bildet Paare von Zeilen
der Repra¨sentationsmatrix M(Ω, ξ,A) auf Vektoren der La¨nge |A| ab.
Wir definieren nun die Zielgro¨ße, die durch die Gewichtung erreicht werden
soll.
Definition 11 (ontologisches Vergleichsmaß) Eine aus Ω := (B,≤, R, σ)
allein erkla¨rte Abbildung SΩ : B × B → R+0 heißt ontologisches Vergleichs-
maß.
Spezielle Fa¨lle dieser ontologischen Vergleichsmaße sind A¨hnlichkeits-
maße und Una¨hnlichkeitsmaße. Ein A¨hnlichkeitsmaß wird in der Regel fu¨r
’nahe beieinanderliegende’, das heißt nur u¨ber einen kurzen Pfad weniger
Relationen aus R ∪ {≤} wechselseitig erreichbare Begriffe hohe Werte lie-
fern, ein Una¨hnlichkeitsmaß wirkt umgekehrt1. Eine sehr einfache Heuristik
wu¨rde in der Situation der Abbildung 5.2 die La¨nge (2 Schritte) des dick
visualisierten Pfades verwenden. Wir werden in den Folgeabschnitten auch
hierzu mehrere Heuristiken vorstellen.
5.3.2.2 Minimierungsproblem
Wir sind nun dazu in der Lage, unser zentrales Anpassungsproblem, na¨mlich
die erwu¨nschte U¨bereinstimmung des vektorwertigen und des ontologischen
1Wir sprechen von Una¨hnlichkeit, nicht von Distanz, da wir die metrischen Axiome
von Distanzmaßen nicht verifizieren. Una¨hnlichkeitsmaße dienen als Gegenstu¨ck der A¨hn-
lichkeitsmaße.
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Vergleichsmaßes fu¨r einen gegebenen Korpus und eine gegebene Ontologie,
als Minimierungsproblem zu formulieren.
Seien dazu ein vektorwertiges Vergleichsmaß Sv und ein ontologisches Ver-
gleichsmaß SΩ gegeben. U¨ber eine Kleinste-Quadrate-Anpassung formulie-
ren wir das Ziel einer mo¨glichst großen U¨bereinstimmung der beiden Ver-
gleichsmaße. Wir suchen das Minimum der Summe:
min
~k∈R|A|
(
∑
(b1,b2)∈(B\{>})×(B\{>})
(SΩ(b1, b2)− ~kSv(b1, b2))2) (5.4)
wobei mit B wiederum die Begriffe einer gegebenen Ontologie Ω ge-
meint sind und mit ~kSv(b1, b2) das Skalarprodukt aus einer Gewichtung und
einem vektorwertigen Vergleichsmaß. Sobald wir das Minimierungsproblem
5.4 durch ein ~kopt lo¨sen, erhalten wir eine an die gegebene Ontologie an-
gepasste Abbildung von B × B in die reellen Zahlen und somit ein neu-
es ontologisches Vergleichsmaß. Die Lo¨sung ~kopt des Minimierungsproblems
nennen wir auch optimale Gewichtung. Das resultierende ontologische
Vergleichsmaß hat die Eigenschaft, dass es durch eine Skalarmultiplikation
der optimalen Gewichtung mit den vektorwertigen Resultaten auf beliebi-
ge Paare von Wo¨rtern aus ξ ausdehnbar ist. Als Abbildung s formuliert
erhalten wir:
s : B(ξ)×B(ξ)→ R (5.5)
mit
s(x, y) := ~koptSv(x, y) (5.6)
Der folgende Unterabschnitt bringt dies in Zusammenhang mit der On-
tologieanreicherung. Zuvor mo¨chten wir noch ein kleines Beispiel einfu¨hren,
das zeigt, wie die Repra¨sentationsmatrix aus 5.3.1 mittels der Gewichtung
beim Minimierungsproblem und bei der Ontologieanreicherung eingesetzt
wird. Es seien Butter und Brot Begriffe einer Ontologie mit Butter ≤ >,
Brot ≤ > und Fru¨hstu¨ck ≤ >. Es werden u¨ber ein vektorwertiges Ver-
gleichsmaß die Vektorpaare Butter und Brot, Butter und Fru¨hstu¨ck und
Fru¨hstu¨ck und Brot verglichen. Der Begriffsvektor zu Butter ist (0, 2, 0)′,
der Begriffsvektor zu Brot(1, 2, 0)′. Anhand der in den folgenden Abschnit-
ten noch herzuleitenden Rechenregeln dafu¨r ko¨nnte daraus beispielsweise
der Vektor (0, 2, 0)′ resultieren (komponentenweise Minimabildung). Eine
optimale Gewichtung (kopt,1, kopt,2, kopt,3) ist dafu¨r verantwortlich, u¨ber die
Skalarmultiplikation (kopt,1, kopt,2, kopt,3)(0, 2, 0)′ = 2kopt,2, die A¨hnlichkeit
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(zum Beispiel die inverse Pfadla¨nge 2−1 = 0.5, die sich entlang ≤ und ≥
erga¨be) von Butter und Brot in der gegebenen Ontologie herzustellen. Das
Minimierungsproblem besteht in diesem Fall aus neun Summanden, einer
davon wird (2kopt,2 − 0.5)2 sein. Ist dann ~kopt gefunden, so kann fu¨r jeden
Vektor zu einem Wort aus dem Textkorpus ξb eine A¨hnlichkeit zu jedem
gegebenen Begriff berechnet werden. Wenn der Kandidat Margarine bei-
spielsweise durch den Vektor (0, 1, 0)′ repra¨sentiert wa¨re, so erga¨be sich aus
komponentenweiser Minimabildung und Skalarmultiplikation kopt,2 als A¨hn-
lichkeitswert mit Butter. Ist dieser Wert kopt,2 ho¨her als die Schranke, die
man fu¨r Begriffsvorschla¨ge zu Butter festlegt (beispielsweise 1, weil dies die
La¨nge einer Kante entlang ≤ ist), so wird aus Margarine ein Begriffsvor-
schlag, der zu Butter platziert wird.
5.3.2.3 Anreicherung mit optimalen Gewichtungen und Schran-
ken
Wir ko¨nnen nun die a¨hnlichkeitsbasierte Ontologieanreicherung unter Zu-
hilfenahme von Gewichtungen sowie ontologischen und vektorwertigen Ver-
gleichsmaßen definieren.
In Anlehnung an Definition 8 spezifizieren wir fu¨r einen gegebenen Begriff b,
eine Kandidatenmenge C und ein Tb ∈ R die Menge der Begriffsvorschla¨ge
P (b) als
P (b) := {x ∈ C|~koptSv(x, b) ≥ Tb}. (5.7)
Dies bedeutet, dass fu¨r den Kandidaten x die durch ~koptSv(x, y) gegebe-
nen neu definierten A¨hnlichkeiten eine bestimmte Schranke Tb u¨berschreiten
muss, um zum Begriffsvorschlag zu werden. Fu¨r Tb kommen per Konstruk-
tion unseres a¨hnlichkeitsbasierten Ansatzes Werte in Frage, die im Zusam-
menhang mit dem ontologischen Vergleichsmaß stehen, fu¨r das kopt gefun-
den wurde. Eine mo¨gliche Heuristik, von der wir Gebrauch machen werden,
ist die Berechnung von Tb aus dem ontologischen Vergleichsmaß durch eine
Durchschnittsbetrachtung. Dazu definieren wir eine Menge X. Die Elemente
aus wa¨ren in unserer u¨blichen Visualisierung einer Ontologie (beispielsweise
in 2.4) alle genau eine zur Relation ≤ geho¨rige Kante von b entfernt. Somit
erhalten wir X :=
{x ∈ B|b ≤ x, {y|b ≤ y ≤ x} = Ø} ∪ {x ∈ B|b ≥ x, {y|b ≥ y ≥ x} = Ø}. Fu¨r
Tb definieren wir:
Tb :=
∑
x∈X SΩ(b, x)
|X| (5.8)
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Prinzipiell wird eine Variation von Tb die Anzahl der Vorschla¨ge und
somit tendenziell auch auf die Genauigkeit des Ergebnisses beeinflussen.
Im Quelltext Algorithmus 2 folgt eine Darstellung des Anreicherungsverfah-
rens als Pseudokode.
Data : eine Ontologie Ω := (B,≤, R, σ), eine optimale Gewichtung
~kopt, ein Textkorpus ξ, ein vektorwertiges A¨hnlichkeitsmaß Sv,
eine reellwertige Schranke Tb pro Begriff, Kandidaten C
Result : Begriffsvorschla¨ge P (b) fu¨r alle b ∈ B\{>}
for alle b ∈ B\{>} do
P (b)← ∅
for alle c ∈ C do
Sc ← ~koptSv(b, c)
if Sc > Tb then
P (b)← P (b) ∪ {c}
end
end
end
Algorithmus 2 : A¨hnlichkeitsbasierte Ontologieanreicherung
Der folgende Abschnitt widmet sich den konkreten Alternativen, die bei der
Berechnung der ontologischen und der vektorbasierten Vergleichsmaße in
Frage kommen. Die Ergebnisse werden stets mit Hilfe der Repra¨sentations-
matrix ausformuliert.
5.4 Auspra¨gungen der Anreicherung
Der folgende Abschnitt zeigt auf, welche Varianten und Definitionen sich
fu¨r die a¨hnlichkeitsbasierte Ontologieanreicherung im Detail ergeben. Die
Vielzahl der Varianten stammt dabei aus Kombinationen unterschiedlicher
in der Literatur untersuchter Ansatzpunkte zur exakten Definition ontolo-
gischer und vektorwertiger A¨hnlichkeitsmaße.
Gema¨ß des in 5.4 aufgestellten Minimierungsproblems ergeben sich zwei
Ansatzpunkte zur weiteren Ausgestaltung der Anreicherung, na¨mlich die
vektorwertigen Vergleichsmaße und die ontologischen Vergleichsmaße aus
Definition 10 und Definition 11. In beiden Fa¨llen kann sich die Berech-
nung der einzelnen Vergleichsmaße auf die Sta¨rke der A¨hnlichkeit (zweier
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Vektoren oder Begriffe) oder auf die Una¨hnlichkeit (zweier Vektoren oder
Begriffe) beziehen. Kombinationen eines a¨hnlichkeitsbasierten vektorwerti-
gen Vergleichsmaßes mit einem ebenfalls a¨hnlichkeitsbasierten ontologischen
Vergleichsmaß lassen eine exakte Anwendung des Ansatzes aus dem vorigen
Abschnitt zu. Alle Kombinationen, bei denen ein una¨hnlichkeitsbasiertes
Vergleichsmaß zum Tragen kommt, lassen zwar das zentrale Minimierungs-
und Anpassungsproblem 5.4 in seiner Formulierung unberu¨hrt, erfordern
aber eine Modifikation des Anreicherungsschrittes, wie er in Algorithmus 2
gezeigt wurde. Zudem wird bei Kombinationen, die ein urspru¨nglich a¨hn-
lichkeitsbasiertes ontologisches Vergleichsmaß und ein urspru¨nglich una¨hn-
lichkeitsbasiertes vektorwertiges Vergleichsmaß verwenden, eine einheitliche
Erfassung ihres Aussagegehaltes no¨tig.
Der nun folgende Abschnitt widmet sich verschiedenen ontologischen Ver-
gleichsmaßen, von denen zwei aus verwandten Arbeiten u¨bernommen werden
konnten und eines aufgrund zusa¨tzlicher Heuristiken definiert wurde:
• das Maß nach Resnik und das Maß nach Li wurden in den jeweiligen
Arbeiten empirisch u¨berpru¨ft [63]. [84]. Sie unterscheiden sich durch
die Tatsache, dass Li rein graphentheoretisch begru¨ndete Maße ent-
wickelt, wa¨hrend Resnik auch Korpusinformationen mit einbezieht.
• sowohl Li als auch Resnik vernachla¨ssigen bestimmte Strukturmerk-
male, die bei Ontologien auftreten und die A¨hnlichkeit beeinflussen
ko¨nnen. Daher werden wir diesen im asymmetrischen Vergleichsmaß
Rechnung tragen.
• Wir halten die Untersuchung eines asymmetrischen Vergleichsmaßes
auch deshalb fu¨r sinnvoll, weil einige vektorwertige Vergleichsmaße
asymmetrisch sind und somit Grund zur Annahme besteht, dass Asym-
metrie die Berechnungen beeinflusst.
Fu¨r jedes der a¨hnlichkeitsbasierten ontologischen Vergleichsmaße muss nun
auch eine Formulierung der Una¨hnlichkeit nach den im ontologischen Ver-
gleichsmaß zum Tragen kommenden Prinzipien gefunden werden.
5.4.1 Ontologische Vergleichsmaße
Sa¨mtliche der im Folgenden darzustellenden ontologischen Vergleichsmaße
werden lediglich von den Begriffen B und der Unterbegriffsrelation ≤ einer
gegebenen Ontologie Gebrauch machen. Die Auswertung anderer in R gege-
bener Relationen ist zwar denkbar, erschwert aber im Einzelfall die zu¨gige
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Berechnung der durch das ontologische Vergleichsmaß festzustellenden A¨hn-
lichkeiten. Der Grund dafu¨r liegt darin, dass eine Unterscheidung zwischen
Relationen, die die A¨hnlichkeit erho¨hen und zwischen Relationen, die eine
niedrigere A¨hnlichkeit nach sich ziehen, getroffen werden muss. Beispiels-
weise kann die Ursache-Wirkungsbeziehung in der Medizin fu¨r die Ziele
eines Ontologieanreicherungsalgorithmus A¨hnlichkeiten erho¨hen, wa¨hrend
eine Relation wie ’ist das Gegenteil von’ nicht mit einer Erho¨hung der A¨hn-
lichkeit zweier durch sie verbundener Begriffe einhergehen kann. Wir halten
fest, dass wir zur Berechnung von A¨hnlichkeiten und Una¨hnlichkeiten mit-
tels ontologischer Vergleichsmaße lediglich die Begriffe und die Relationen
≤ (’ist Unterbegriff von’) beziehungsweise ≥ (’ist Oberbegriff von’) heran-
ziehen.
Wir bewegen uns damit im Rahmen der psycholinguistischen Arbeiten von
Tversky [100], der A¨hnlichkeitsdefinitionen fu¨r Begriffe betrachtet. Auch Ar-
beiten aus dem Bereich der formalen Begriffsanalyse definieren begriﬄiche
A¨hnlichkeitsmaße mit Hilfe der (formalen) Ober- und Unterbegriffsstruktur
[62].
Resnik [84] definiert in seinen Arbeiten zur A¨hnlichkeit von Wo¨rtern in der
linguistischen Ontologie WordNet[28] ein ontologisches Vergleichsmaß, dass
ohne Weiteres auf Ontologien mit nur einem natu¨rlichsprachlichen Bezeich-
ner pro Begriff u¨bertragbar ist.
5.4.1.1 Resniks ontologisches Vergleichsmaß
Resnik zieht bei seinem Maß, das wir im Folgenden mit S0Ω bezeichnen wol-
len, den so genannten Informationsgehaltes eines Begriffes (beziehungsweise
seines natu¨rlichsprachlichen Bezeichners) heran. Resnik bezieht sich bei sei-
nem Ansatz nicht nur auf die Struktur der Ontologie, sondern auch auf
die Auftrittsha¨ufigkeiten der Begriffsbezeichner in einem Textkorpus. Aus
Arbeiten zur allgemeinen Informationstheorie (vergleiche etwa [66]) folgert
Resnik, dass ein seltenes Auftreten eines Wortes w im Textkorpus den In-
formationsgehalt dieses Wortes erho¨ht. Sei dazu count(w) die Gesamtanzahl
des Auftretens eines Wortes oder einer Zeichenkette w in einem gegebenen
Textkorpus, der insgesamt N Wo¨rter entha¨lt. Hierbei soll N als Summe
aller Satzla¨ngen, nicht als Umfang des Vokabulars im Korpus gelten. Der
Informationsgehalt fu¨r Wo¨rter la¨sst sich demnach als
− ln[count(w)N−1] (5.9)
angeben. Um diesen Informationsgehalt auf Ontologien anwenden zu ko¨nnen,
trifft Resnik die Modellannahme, dass sich der Informationsgehalt fu¨r einen
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gegebenen Begriff aus einer Ontologie aus dem jeweiligen Informationsgehalt
der Begriffsbezeichner seiner Unterbegriffe und aus seinem eigenen Informa-
tionsgehalt zusammensetzt. Resnik erkla¨rt, dass sich durch die Verrechnung
der Auftrittswahrscheinlichkeiten fu¨r einzelne Wo¨rter eine vom speziellen
zum allgemeinen Begriff monoton wachsende Wahrscheinlichkeitsfunktion
ergibt. Wir wa¨hlen daher statt N ein N ′, das sich aus den Ha¨ufigkeiten der
Begriffsbezeichner zusammensetzt:
N ′ := |B|−1
∑
bi∈B\>
count(D(b)) +
∑
bi∈B\>
count(D(b)) (5.10)
Der erste Summand liefert einen virtuellen Wert fu¨r das Vorkommen eines
Bezeichners von >. Wir werden dies beno¨tigen, um Definitionslu¨cken beim
A¨hnlichkeits- und Una¨hnlichkeitsmaß zu vermeiden.
Im Falle einer Ontologie wie WordNet werden pro Begriff mehrere Begriffs-
bezeichner herangezogen. Die U¨bertragung auf unseren Fall verrechnet fu¨r
jeden Begriff b genau einen Bezeichner D(b), so dass wir in Gleichung 5.10
mit einfachen Summen auskommen. Wir erhalten ferner fu¨r den Informati-
onsgehalt I(b) fu¨r b ∈ B einer gegebenen Ontologie Ω die Darstellung
I(b) := − ln[N ′−1
∑
bi≤b
count(D(b))] (5.11)
Um die A¨hnlichkeit nach Resnik zu berechnen, bestimmt man fu¨r ein
gegebenes Paar von Begriffen a, b den gemeinsamen Oberbegriff o(a,b), der
die Bedingungen
a ≤ o(a, b), b ≤ o(a, b) (5.12)
mit
{ci ∈ B|a ≤ ci ≤ o(a, b), b ≤ ci ≤ o(a, b)} = Ø (5.13)
erfu¨llen muss. Da es mo¨glicherweise mehrere solcher Begriffe gibt, deren
Gesamtheit wir als Menge O(a, b) notieren ko¨nnen, folgt fu¨r die A¨hnlichkeit
S0Ω nach Resnik
S0Ω(a, b) = min
x∈O(a,b)
I(x) (5.14)
.
Diese Berechnung sei anhand eines Beispiels und der Abbildung 5.3 illu-
striert.
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Abbildung 5.3: Aufsummierung von Wortauftrittsha¨ufigkeiten nach Resnik
In unserem Beispiel werden die Begriffe g und j betrachtet. Der gemein-
same Oberbegriff o(g, j) der beiden Begriffe ist b. Die Auftrittsha¨ufigkeit
von b, also die Summe der Auftrittsha¨ufigkeiten aller Unterbegriffe von b
und von b selbst, betra¨gt 89. Die Gesamtauftrittsha¨ufigkeit aller Begriffe
dieser Ontologie betra¨gt 249. Somit betra¨gt die Wahrscheinlichkeit von b
als Begriff gerundete 0.36. Die A¨hnlichkeit zwischen g und j hat somit den
Wert S0Ω(x, y) = 1.03.
Das ontologische Vergleichsmaß nach Resnik la¨sst sich in ein Una¨hnlich-
keitsmaß u¨berfu¨hren, wenn der Ansatz der innerhalb der Ontologie vom
Speziellen zum Allgemeinen steigenden Wahrscheinlichkeit umgekehrt wird.
Daraus erhalten wir als Umformung der Gleichung 5.11 fu¨r b ∈ B\>
I ′(b) := − ln[1− (N ′−1
∑
bi≤b
count(D(b)))] (5.15)
und als Una¨hnlichkeitsmaß D0Ω fu¨r Begriffe gegebene a und b
D0Ω(a, b) = max
x∈O(a,b)
I ′(x). (5.16)
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Die Minima- und Maximabildung in den Gleichungen 5.14 und 5.16 wird
im Falle eines eindeutigen gemeinsamen Oberbegriffes u¨berflu¨ssig, da dann
|O(a, b)| = 1 gilt.
Mit Una¨hnlichkeitsmaßen wandelt sich Gleichung 5.7 zu
P (b) := {x ∈ C|koptSv(x, y) ≤ Tb}. (5.17)
Dies bedeutet, dass fu¨r die Erzeugung eines Vorschlags eine Una¨hnlichkeits-
schranke Tb unterschritten werden muss. Dies fu¨hrt durch Umformulierung
des Algorithmus 2 zu Algorithmus 3, der als Variante von Algorithmus 2 zu
betrachten ist.
Data : eine Ontologie Ω := (B,≤, R, σ), eine optimale Gewichtung
~kopt, ein Textkorpus ξ, ein vektorwertiges Una¨hnlichkeitsmaß
Sv, eine reellwertige Schranke Tb pro Begriff, Kandidaten C
Result : Begriffsvorschla¨ge P (b) fu¨r alle b ∈ B\{>}
for alle b ∈ B\{>} do
P (b)← ∅
for alle c ∈ C do
Dc ← ~koptSv(b, c)
if Dc < Tb then
P (b)← P (b) ∪ {c}
end
end
end
Algorithmus 3 : Una¨hnlichkeitsbasierte Ontologieanreicherung
Bei Algorithmus 3 kann die Zuordnung Dc ← ~koptSv(b, c) von der eben-
falls mo¨glichen Zuordnung Dc ← ~koptSv(c, b) abweichen. Daher existieren
zwei Varianten der una¨hnlichkeitsbasierten Ontologieanreicherung.
5.4.1.2 Das ontologische Vergleichsmaß nach Li
Li fu¨hrt in [63] graphentheoretische Maße ein, die allesamt als A¨hnlichkeits-
maße definiert sind. Der Graph wird dabei von den Begriffen als Eckenmen-
ge und den Unterbegriffsrelationen ≤ als Kantenmenge gebildet. Lis Vor-
gehensweise basiert auf der Annahme, dass A¨hnlichkeit zwischen Begriffen
kontextabha¨ngigen und asymmetrischen Effekten unterliegt.
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Verbinden wir das graphentheoretische Versta¨ndnis ontologischer A¨hnlich-
keitsmaße mit der Sicht der formalen Begriffsanalyse (Definitionen 2 und
3), so kann eine mo¨gliche Asymmetrie ebenfalls plausibel erscheinen. Es
la¨sst sich mit dem unterschiedlichen Gewinn und Verlust an Information bei
Aufwa¨rts- und Abwa¨rtsschritten entlang der Relationen ≤ und ≥ argumen-
tieren. Schritte vom Unterbegriff zum Oberbegriff sind mit einem Verlust
an Merkmalen verbunden, umgekehrt impliziert ein Schritt vom Oberbe-
griff zu einem Unterbegriff einen Gewinn an Merkmalen. Allerdings bleibt
es aufgrund der Vererbung von Merkmalen im ersten Fall (Schritt entlang
≥) eindeutiger, wie viele Merkmale erhalten bleiben ko¨nnen: die Ma¨chtig-
keit der Merkmalsmenge des Oberbegriffes ist durch die Ma¨chtigkeit der
Merkmalsmenge seines Unterbegriffes beschra¨nkt. Beim Hinzutreten neuer
Merkmale (Schritt entlang ≤) ist eine solche Beschra¨nkung nicht zwingend
gegeben. Zudem sind die Merkmale nach Definition 4 bei der Erstellung
der Ontologie vom Ersteller und beim Benutzen der Ontologie vom Nutzer
gekapselt. Aus dieser Betrachtungsweise erscheint die Annahme von Asym-
metrie vorsichtiger als die Annahme von Symmetrie.
Li folgert jedoch, dass Asymmetrieeffekte zu geringe Auswirkungen zeigen,
um bei ontologischen Vergleichsmaßen eine definitorische Rolle zu spielen.
Li identifiziert fu¨r die ontologiebasierte A¨hnlichkeit zweier Begriffe drei Ein-
flussfaktoren.
• die minimale Pfadla¨nge zwischen den Begriffen im Graphen Γ mit
Begriffen (Ecken) und Unterbegriffsrelationen (Kanten)
• die Abstraktionsebene des direkten Oberbegriffs zweier Begriffe
• die aus einem fachspezifischen Textkorpus errechneten Dichte.
Als Abstraktionsebene definieren wir:
Definition 12 (Abstraktionsebene) Sei > der abstrakte Wurzelbegriff
einer Ontologie. Die La¨nge des ku¨rzesten Pfades in Γ zwischen > und einem
Begriff b der Ontologie nennen wir Abstraktionsebene von b.
In der Abbildung 5.4 sind die Abstraktionsebenen fu¨r verschiedene Begriffe
eingetragen.
Die empirischen Untersuchungen Lis basieren auf Befragungen von Perso-
nen, die eine Liste von Begriffspaaren bezu¨glich ihrer A¨hnlichkeit ordnen
sollten. Das Maß, welches nach Li am besten dazu in der Lage war, eine den
Umfrageergebnissen a¨hnliche Liste zu erzeugen, wird im Folgenden definiert.
Es seien zwei Begriffe a und b gegeben. Sei h(a, b) die Abstraktionsebene des
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gemeinsamen Oberbegriffes o(a, b) fu¨r a und b, fu¨r den a ≤ o(a, b), b ≤ o(a, b)
gilt und fu¨r den die Abstraktionsebene aller anderen gemeinsamen Oberbe-
griffe von a und b kleiner als die Abstraktionsebene von o(a, b) wa¨re. Sei
außerdem l(a, b) der ku¨rzeste Pfad in Γ zwischen a und b. Dann definiert Li
die A¨hnlichkeitsfunktion, die wir im Folgenden mit S1Ω bezeichnen mo¨chten,
als
S1Ω(a, b) = e
−αl(a,b)(eβh(a,b) − e−βh(a,b))(eβh(a,b) + e−βh(a,b))−1, (5.18)
wobei α und β die jeweils die Einflu¨sse der Parameter (Abstraktionsebe-
ne und Pfadla¨nge) gewichten. Dieses A¨hnlichkeitsmaß S1Ω ist durch einfache
Subtraktion fu¨r unsere Zwecke in ein Una¨hnlichkeitsmaß D1Ω u¨berfu¨hrbar:
D1Ω(a, b) = 1− S1Ω(a, b) (5.19)
Zur Veranschaulichung verweisen wir auf Abbildung 5.4. Als La¨nge l(j, d) des
ku¨rzesten Pfades zwischen den Begriffen j und d erhalten wir l(j, d) = 4. Der
gemeinsame Oberbegriff von j und d ist hier a mit der Abstraktionsebene
h(j, d) = 1. Fu¨r die von Li vorgeschlagenen Parameter α = 0.2 und β = 0.6
berechnen wir S1Ω(j, d) = 0.24 beziehungsweise D
1
Ω = 0.76.
5.4.1.3 Das asymmetrische Vergleichsmaß
Die urspru¨ngliche Konzeption des asymmetrischen ontologischen Vergleichs-
maßes erfolgte zur Visualisierung von Ausschnitten einer Ontologie und als
Hilfswerkzeug beim Vergleich von verschlagworteten Textdokumenten [27].
Unsere Untersuchungen werden die Annahme Lis, dass Asymmetrie bei der
Definition von ontologischen Vergleichsmaßen vernachla¨ssigt werden kann,
fu¨r Fragestellungen der Ontologieanreicherung nochmals einer Pru¨fung un-
terziehen.
In unserem Beitrag zu ontologischen Vergleichsmaßen, dem asymmetrischen
Vergleichsmaß, u¨bernehmen wir prinzipielle psycholinguistische Annahmen
fu¨r die semantische Una¨hnlichkeit zweier Begriffe einer Ontologie. Eine la¨nge-
re minimale Pfadla¨nge zwischen zwei Begriffen erho¨ht die Una¨hnlichkeit, da
die beiden Begriffe mit gro¨ßerer Wahrscheinlichkeit u¨ber einen relativ ab-
strakten Oberbegriff verfu¨gen, der einen geringen Informationsgehalt hat.
An dieser Stelle kommt somit die Grundannahme Resniks zum Informati-
onsgehalt von Begriffen zum Tragen. Auch die formale Begriffsanalyse zeigt
fu¨r abstrakte Begriffe einen geringe Begriffsintension (vergleiche Definition
2), was nach [62] zur Berechnung von A¨hnlichkeiten und Una¨hnlichkeiten
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Abbildung 5.4: Das ontologische Vergleichsmaß nach Li
herangezogen werden kann.
Schritte von oben nach unten in der Hierarchie fu¨hren, wie im letzten Ab-
schnitt begru¨ndet, zu einer gro¨ßeren Una¨hnlichkeit als umgekehrt, genauer
gesagt schließt beispielsweise der Begriff Ente den Informationsgehalt von
Vogel ein, umgekehrt jedoch nicht.
Fu¨r eine im asymmetrischen Vergleichsmaß singula¨re weitere Grundan-
nahme definieren wir begriﬄiche Geschwister.
Definition 13 (Geschwister) Sei Ω := (B,≤, R, σ) eine gegebene Onto-
logie und b, c ∈ B Begriffe. Wenn b ≤ c, dann nennen wir die Menge
{bi ∈ B|bi ≤ c, {b′i|bi < b
′
i < c} = Ø}} ∪ {b} die Menge der Geschwister
von b.
Geschwister erho¨hen die Una¨hnlichkeit. Das heißt, je mehr Unterbegriffe ein
Begriff b besitzt, desto ho¨her ist die Una¨hnlichkeit zwischen dessen Unter-
begriffen, aber auch zwischen b und seinen Unterbegriffen. Wir setzten dies
voraus, da wir annehmen, dass das Auftreten vieler direkter Unterbegriffe zu
einem Begriff auf fehlende Abstraktionsebenen in der Hierarchie hindeutet.
Zur systematischen Redefinition von Ontologien mit zusa¨tzlichen Abstrak-
tionsebenen sei an dieser Stelle auf Arbeiten Guarinos und Weltys [103]
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Abbildung 5.5: Aufwa¨rts- und Abwa¨rtsschritte entlang der Unterbegriffsrelation
verwiesen. Wir stu¨tzen unsere Annahme mo¨glicherweise fehlender Abstrak-
tionsebenen auf diese Arbeit. Guarino und Welty arbeiten zwar mit einer
Logik von Metaeigenschaften der Begriffe, die u¨ber die rein graphentheoreti-
sche Betrachtung unserer Geschwisterdefinition hinausgeht, kommen jedoch
ebenfalls zu dem Schluss, dass schon bei einer geringen Anzahl von Geschwi-
stern Abstraktionsebenen fehlen ko¨nnen und dass sich diese Situation bei
vielen Geschwistern tendenziell verscha¨rft.
Fu¨r isomorphe Pfade, das heißt fu¨r die gleiche Abfolge von Auf- und Abwa¨rts-
schritten, ist die Una¨hnlichkeit zwischen abstrakten Begriffen ho¨her als zwi-
schen speziellen Begriffen. Das bedeutet, dass das asymmetrische Vergleichs-
maß die Zusammenha¨nge auf abstraktem Niveau als vage im Vergleich zu de-
nen auf einer konkreteren Ebene beurteilt. Diesen Zusammenhang kann man
mit dem geringeren Informationsgehalt auf abstrakten Ebenen begru¨nden.
Die Argumentation stu¨tzt sich somit wieder auf die von Resnik eingefu¨hrten
Instrumente, ohne dass wir hier direkt den Informationsgehalt von Begriffen
berechnen.
Es seien wiederum zwei Begriffe a, b einer bestehenden Ontologie gegeben.
Die einzelnen in die Berechnung des asymmetrischen Vergleichsmaßes S2Ω
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eingehenden Gro¨ßen sind der minimale Pfadla¨nge zwischen a und b inG, des-
sen Schritte aufwa¨rts in der Ober-Unterbegriffshierarchie mit κ, die Schritte
abwa¨rts mit λ notiert werden, die durchschnittliche Abstraktionsebene α
von a und b und schließlich γ, die durchschnittliche Anzahl von Geschwi-
stern von a und b. Innerhalb der Berechnungen werden wir zum Schließen
von Definitionslu¨cken die Schrittanzahlen κ und λ um 1 erho¨hen und defi-
nieren nun als asymmetrisches Vergleichsmaß S2Ω:
S2Ω := (γ
−1α((κ+ 1)−1 + (2λ+ 2)−1))2 (5.20)
Dieses Maß beru¨cksichtigt die Asymmetrie, weil die Abwa¨rtsschritte λ dop-
pelt so stark eingehen wie die Aufwa¨rtsschritte κ und somit die A¨hnlich-
keit sta¨rker mindern. Spezialisierende Schritte (Abwa¨rtsschritte) fu¨gen aus
der Sicht der formalen Begriffsanalyse Merkmale zum Oberbegriff hinzu.
Die Vereinbarkeit dieser hinzugewonnenen Merkmale mit dem Ausgangsbe-
griff eines Pfades (entlang der Begriffe und Ober-Unterbegriffsrelationen) ist
nicht zwingend gegeben. Umgekehrt sind die bei Aufwa¨rtsbewegungen erhal-
tenen Merkmale eines Oberbegriffes stets auch Merkmale des Unterbegriffes.
Die Wertungen durch κ und λ tragen diesem Zusammenhang Rechnung.
Eine hohe Geschwisteranzahl γ fu¨hrt zu einer vergleichsweise niedrigeren
A¨hnlichkeit. Eine hohe Abstraktion geht mit einem niedrigen α einher. Das
heißt, die Na¨he zum abstrakten Wurzelbegriff >, wirkt ebenfalls mindernd
auf die A¨hnlichkeit.
Da wir nicht von einem festen Intervall ausgehen ko¨nnen, in dem sich S2Ω
bewegt, andererseits aber S2Ω > 0 gilt, formen wir das asymmetrische Ver-
gleichsmaß durch Kehrwertbildung in ein Una¨hnlichkeitsmaß D2Ω um:
D2Ω :=
1
S2Ω
. (5.21)
Die Definitionslu¨cke fu¨r D2Ω unter S
2
Ω = 0 wird in unserer Anwendung
keine Rolle spielen, denn zu > liegt nie ein Begriffsvektor vor. > geht nicht
in das Minimierungsproblem 5.4 ein. Die Tatsache, dass die Una¨hnlichkeit
D2Ω eines Begriffes zu sich selbst gro¨ßer als 0 sein und unterschiedliche Werte
fu¨r den Vergleich von Begriffen mit sich selbst entstehen ko¨nnen, muss in
unserem Zusammenhang keinen Nachteil darstellen. Zum einen ist letzteres
auch schon bei der A¨hnlichkeitsformulierung nach Resnik der Fall, zum an-
deren wird als Eingangskriterium (Tb nach Gleichung 5.8) fu¨r einen neuen
Begriffsvorschlag stets die A¨hnlichkeit oder Una¨hnlichkeit zu benachbarten
Begriffen herangezogen. In die Berechnung von T geht der A¨hnlichkeits- oder
Una¨hnlichkeitswert eines Begriffes zu sich selbst nicht ein.
5.4. AUSPRA¨GUNGEN DER ANREICHERUNG 117
T
a
b c d
e fg h
i j
-
Abstraktionsebene 4, 
 
Anzahl der Geschwister: 2
Abstraktions-
ebene 2,
Anzahl der
Geschwister
beträgt 3.
Abbildung 5.6: Begriﬄiche Geschwister
Es bleibt festzuhalten, dass gerade bei der Parametrisierung des Unter-
schieds zwischen Schritten entlang ≤ und Schritten entlang ≥ auch noch
zahlreiche andere Werte als die Verdopplung von λ denkbar sind. Im Rah-
men der vorliegenden Arbeit fand eine Beschra¨nkung auf obige Asymme-
trieheuristik statt.
Wiederum geben wir ein Beispiel fu¨r die Berechnung des vorgestellten Maßes
und verweisen dazu auf Abbildung 5.6.
Wir vergleichen d und j. Der Begriff j befindet sich in Abbildung 5.6
auf Abstraktionsebene 4 der Ontologie, der Begriff d auf Abstraktionsebene
2. Daraus ergibt sich α = 3. Der Begriff j besitzt nach Definition 13 zwei
Geschwister, d besitzt drei Geschwister. Man erha¨lt als durchschnittliche
Anzahl der Geschwister γ = 2.5. Von d nach j durchla¨uft man auf dem
ku¨rzesten Pfad κ = 3 Schritte aufwa¨rts und λ = 1 Schritt abwa¨rts im an-
hand der Ontologie definierten Graphen G. Wir erhalten mit diesen Werten
D2Ω = 2.8 (gerundet), beziehungsweise S
2
Ω = 0.36.
Im Vergleich zu den Maßen nach Resnik und Li gilt im Allgemeinen nicht
S2Ω(a, b) = S
2
Ω(b, a). Dies wurde u¨ber die Unterscheidung von abstrahieren-
den und konkretisierenden Schritten innerhalb der Ober-Unterbegriffsstruktur
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erreicht. Ein weiterer origina¨rer Beitrag ist die Beru¨cksichtigung der Ge-
schwisterknoten. Ziel hierbei ist es, unzureichend ausmodellierte Abstrakti-
onsebenen der Ontologie erfassen zu ko¨nnen. Schließlich stellt die Behand-
lung der Abstraktionsebene zu vergleichender Begriffe durch das asymmetri-
sche Vergleichsmaß ein Novum dar, da hier im Gegensatz zu Resnik und Li
das durchschnittliche Abstraktionsniveau und nicht das Abstraktionsniveau
eines gemeinsamen Oberbegriffes herangezogen wird.
5.4.2 Vektorwertige Vergleichsmaße
In Definition 10 wurde eine Festlegung vektorwertiger Vergleichsmaße ge-
troffen. Der Zweck dieser vektorwertigen Vergleichsmaße liegt darin, A¨hn-
lichkeiten und Una¨hnlichkeiten, die aufgrund des Vergleiches der in Vekto-
ren festgehaltenen Kollokationseigenschaften von Begriffen berechnet wer-
den, zuna¨chst als Vektor zu erfassen. Der eigentliche Anreicherungsansatz
bildet ein Skalarprodukt aus diesem (aus einem Vergleich resultierenden)
Vektor und einem durch als Lo¨sung des Minimierungsproblems 5.4 gewon-
nenen Vektor. Die Lo¨sung des Minimierungsproblems 5.4 liefert auch die
Anpassung der resultierenden A¨hnlichkeiten oder Una¨hnlichkeiten zwischen
Paaren von Begriffsbezeichnern an die Gestalt der Ontologie. Einzelne Ko-
ordinaten der Begriffsvektoren und somit der Einfluss einzelner Kollokato-
ren werden fu¨r alle Resultate vektorwertiger Vergleiche von Begriffspaaren
sta¨rker oder schwa¨cher gewichtet.
Im Folgenden werden zwei Varianten vektorwertiger Vergleichsmaße ein-
gefu¨hrt. Es handelt sich dabei um eine U¨bertragung der reellwertigen Ver-
gleichsmaße jeweils zweier Vektoren nach Lillian Lee [59]. In ihrer Arbeit
zur Vorhersage von Wo¨rtern in amerikanisch-englischen Sa¨tzen fu¨hrt sie
ausfu¨hrliche Untersuchungen der Auswirkungen verschiedener formalisier-
ter Vergleiche von Vektoren auf die Vorverarbeitung der Daten durch. Diese
Analysen und ihre empirischen Untersuchungen weisen einen starken Bezug
zu Clusterverfahren auf. Teile der Vergleichsmaße Lees wurden von Ma¨dche,
Pekar und Staab fu¨r clusterbasierte automatische Ontologiekonstruktionen
verwendet [68]. Sowohl in den empirischen Arbeiten Lees als auch in der em-
pirischen Arbeit Ma¨dches, Pekars und Staabs schneiden Vergleichsmaße, die
nach dem A¨hnlichskeitsversta¨ndnis des Jaccard-Maßes und solche, die nach
dem Una¨hnlichkeitsversta¨ndnis der Kullback-Leibler-Divergenz und des aus
ihr resultierenden Schiefmaßes formuliert wurden, signifikant am besten ab.
Die im folgenden Abschnitt zu treffende Neuformulierung des Jaccardmaßes
und des Schiefmaßes als vektorwertige Vergleichsmaße stellt einen origina¨ren
eigenen Beitrag der vorliegenden Arbeit dar. Neben der Schreibweise fu¨r be-
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liebige Vektoren gleicher La¨nge werden die Notationen mittels der Repra¨sen-
tationsmatrix aus Abschnitt 5.3.1 fortgefu¨hrt.
5.4.2.1 Ein vektorwertiges Vergleichsmaß auf Basis des Jaccard-
maßes
Dem Jaccardmaß liegt die Vorstellung zugrunde, dass der Anteil der Schnitt-
menge von erfu¨llten Attributen des Sprachmodells an der Vereinigungsmen-
ge der Attribute aus dem Sprachmodell eine A¨hnlichkeitsaussage liefert. Sei-
en dazu A,B ⊆ A, das heißt, Teilmengen der Attributmenge. Dann ist das
Jaccardmaß J(A,B) als Koeffizient
J(A,B) :=
|A ∩B|
|A ∪B| (5.22)
definiert.
Im Falle der in 5.3.1 eingefu¨hrten Repra¨sentationsmatrix, deren Zeilen als
Vektoren bezu¨glich A aufzufassen sind, ist eine Anpassung der Mengenope-
ration aus der vorherigen Gleichung 5.22 notwendig.
Prinzipiell bestehen zwei Anpassungsmo¨glichkeiten. Wenn die Eintra¨ge der
auf einem Sprachmodell A beruhenden Vektoren ~a und ~b jeweils entwe-
der den Wert 0 oder den Wert 1 annehmen, so ko¨nnen ~a und ~b zu Mengen
M(a),M(b) ⊆ A umgeformt werden. Dies geschieht durch die Aufnahme des
i-ten Attributs ai ∈ A, falls der Vektor in der i-ten Koordinate den Wert
1 annimmt. Bei dieser Vorgehensweise muss im Falle des kollokationsbasier-
ten Sprachmodells, welches hier genutzt wird, allerdings ein Mechanismus
vorliegen, der die U¨bersetzung der Korpusdaten in Vektoreintra¨ge aus der
Menge {0, 1} vornimmt. Denkbar ist hier, in Anlehnung an beispielsweise
[42], ein Eintrag 1 im Falle signifikanter Vorkommnisse einer Kollokation.
Dies erfordert eine zusa¨tzliche Festlegung in Form eines Schwellwertes, des-
sen U¨berschreitung die Signifikanz anzeigt.
Eine Alternative besteht darin, das j-fache Vorkommen eines Attributes
a ∈ A als j verschiedene Attribute zu interpretieren. Diese werden aller-
dings in unserer Interpretation in a gebu¨ndelt.
Seien |A| = n und ~a und ~b Vektoren aus Rn, die nach dem Sprachmodell
gebildet wurden. Dann kann besagte Interpretation zu folgender Umformu-
lierung des Jaccard-Maßes fu¨r die Vektoren genutzt werden:
J(~a,~b) :=
n∑
i=1
min(ai, bi)∑n
l=1max(al, bl)
, (5.23)
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wobei der min-Operator die Ma¨chtigkeiten der Schnittmengen ermittelt.
Der max-Operator und die Summierung im Nenner normieren die Summan-
den der a¨ußeren Summe u¨ber die Ma¨chtigkeiten der Vereinigungsmengen.
Ein Ziel der experimentellen Untersuchungen im folgenden Kapitel wird es
sein, diese neuartige Formulierung eines Jaccard-Maßes Tests zu unterzie-
hen. Der Schwerpunkt dieser Tests wird dabei auf der Gewichtung jedes ein-
zelnen Summanden zur Lo¨sung des Minimierungsproblems 5.4 liegen. Wir
ziehen dazu fu¨r die Summanden aus Gleichung 5.23 folgendes vektorwerti-
ges Vergleichsmaß nach Definition 10 heran. Fu¨r die i-te Komponente ~vi des
resultierenden Vektors ~v gelte:
~vi :=
min(ai, bi)∑n
j=1max(aj , bj)
(5.24)
Mit Hilfe der Repra¨sentationsmatrix M := mij ergibt sich eine vektorwer-
tige A¨hnlichkeitsbestimmung zweier Begriffe in einer gegebenen Ontologie
durch den Vergleich der Eintra¨ge der i-ten und der j-ten Zeile. Die i−te
Komponente des dazu geho¨rigen Vektors ~v(kj) wird durch
~v(kj)i :=
min(mki,mji)∑n
l=1max(mkl,mjl)
(5.25)
bestimmt und wird somit als Teil des Minimierungsproblems 5.4 u¨berfu¨hr-
bar. Die ontologischen Vergleichsmaße sind in diesem Fall jeweils in der
A¨hnlichkeitsvariante zu verwenden.
5.4.2.2 Vektorwertige Vergleichsmaße auf Grundlage der Kullback-
Leibler-Divergenz
In den Untersuchungen Lees wird die besondere Eignung von Maßen nach-
gewiesen, die auf der Kullback-Leibler-Divergenz beruhen. Diese bietet eine
Methode, die Una¨hnlichkeit zwischen zwei Wahrscheinlichkeitsverteilungen
zu bestimmen. Da die Kullback-Leibler-Divergenz in ihrer urspru¨nglichen
Formulierung D(~a||~b) mit n-dimensionalen Vektoren ~a,~b und Vektorkoordi-
naten ai, fu¨r ~a und bi fu¨r ~b, 1 ≤ i ≤ n durch die Gleichung
D(~a||~b) :=
n∑
i=1
ai∑n
j=1 aj
(ln
ai/
∑n
l=1 al
bi/
∑n
p=1 bp
) (5.26)
gegeben ist, tauchen bei Sprachdaten, die ha¨ufige ai = 0 oder bi = 0
aufweisen, Definitionslu¨cken auf. Das Problem der durch den Logarithmus
aufgeworfenen Definitionslu¨cken, auch als Problem du¨nn besetzter Daten
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bei Lee behandelt, gilt somit auch fu¨r einen hier neu zu formulierenden
vektorwertigen Vergleich zweier Zeilen ~zi und ~zk der Repra¨sentationsmatrix
mit Koordinaten D(zi||zk)l:
D(~zi||~zk)l := mil∑n
j=1mij
(ln
mil/
∑n
j=1mij
mkl/
∑n
j=1mkj
) (5.27)
Lee fu¨hrt das auf der Kullback-Leibler-Divergenz basierende Schiefmaß
Dα als
Dα(~a||~b) := D(~b||α~a+ (1− α)~b) (5.28)
und erzielt damit fu¨r das Wortcluster und -vorhersageproblem im Ver-
gleich zu den anderen A¨hnlichkeits- und Una¨hnlichkeitsheuristiken die be-
sten Ergebnisse. Der Parameter α liegt in den Experimenten von Lee optima-
lerweise bei 0.99. Fu¨r unsere Zwecke definieren wir ausgehend von Gleichung
5.28 ein vektorwertiges Schiefmaß als Modifikation von Gleichung 5.28. Der
Vergleich der i-ten Zeile ~zi mit der k-ten Zeile ~zk der Repra¨sentationsmatrix
erfolgt dabei nun durch ein
(Dα)(~zi||~zk)l := mkl∑n
j=1mkj
(ln
mkl/
∑n
j=1mkj
(αmil)(1− α)mkl/
∑n
j=1(αmij + (1− α)mkj)
)
(5.29)
Diese Anwendung des Schiefmaßes entha¨lt allerdings weiterhin Definiti-
onslu¨cken, und zwar fu¨r die Fa¨lle:
∃k, 1 ≤ k ≤ n : mkl = 0 (5.30)
Um die Anzahl dieser Fa¨lle zu reduzieren, transformieren wir zuna¨chst
Gleichung 5.28, so dass jeweils beide Komponenten eines Vektors an Einfluss
auf das Una¨hnlichkeitsmaß gewinnen und wir ein Maß Dgα erhalten:
Dgα(~a||~b) := D(α~b+ (1− α)~a||α~a+ (1− α)~b) (5.31)
Die Gleichung 5.29 nimmt dadurch die Form
Dgα(~zi||~zk)l :=
αmkl + (1− α)mil∑n
j=1(αmkj + (1− α)mij)
(ln
αmkl + (1− α)mil/
∑n
j=1(αmkj + (1− α)mij)
(αmil)(1− α)mkl/
∑n
j=1(αmij + (1− α)mkj)
)
(5.32)
an.
Damit sind auch fu¨r den Una¨hnlichkeitsfall neuartige vektorwertige For-
mulierungen der Vergleichsmaße erreicht; wir nennen Dα das vektorwertige
Schiefmaß und Dgα das gegla¨ttete Schiefmaß.
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5.4.2.3 Beispiel
Dieser Abschnitt zeigt ein Beispiel der a¨hnlichkeitsbasierten Ontologieanrei-
cherung.
Gegeben ist die Ontologie mit den Begriffen >, Krankheit ODER Sym-
ptom, Darminfektion, Durchfall, Masern, Ro¨teln, blutiger Durchfall, wa¨ssri-
ger Durchfall und den Oberbegriffsbeziehungen Krankheit ODER Symptom
≥Durchfall,Krankheit ODER Symptom ≥Darminfektion,Krankheit ODER
Symptom ≥Masern, Krankheit ODER Symptom ≥ Ro¨teln, Durchfall ≥ blu-
tiger Durchfall, Durchfall ≥ wa¨ssriger Durchfall.
Aus einem Textkorpus, der aus den Dokumenten der jeweils zehn am ho¨chsten
platzierten Google-Suchtreffer zu jedem der Bezeichner bestand, wurden
die Kollokationsinformationen gewonnen. Die Kollokationseigenschaft, die
Beru¨cksichtigung fand, war das Vorkommen eines Bezeichners mit denWo¨rtern
im maximalen Abstand δW = 5 im Textkorpus. Die Kollokationsinformatio-
nen zu Krankheit und Symptom wurden dabei aufaddiert.
Als vektorwertiges Vergleichsmaß wurde das modifizierte Jaccardmaß, als
ontologisches Vergleichsmaß das asymmetrische Vergleichsmaß gewa¨hlt.
Es sollten aus Gru¨nden der U¨bersichtlichkeit ho¨chstens 30 Begriffsvorschla¨ge
fu¨r die Ontologie gewa¨hlt werden, was mit einer Schranke von T (b) = 0.21
fu¨r alle Begriffe b aus der Beispielontologie erreicht werden konnte. Tabelle
5.2 gibt einen U¨berblick u¨ber die Ergebnisse.
Tabelle 5.2: Ontologieanreicherungsbeispiel
Begriff Vorschlag
Krankheit ODER Symptom Ausbruch,Infektion,motorisch,bakteriell
Darminfektion Infektionen, bakteriell,besteht,beschreibt,
bietet, Enzephalitis,Komplikationen
Durchfall Adlerfarn, motorisch,nervo¨s
Masern bakteriell, besteht, beschreibt, bietet,
Enzephalitis, Informationshotline,
Komplikationen, medifon, motorisch
Ro¨teln nervo¨s
blutiger Durchfall Ansteckung,Infektion,Viren
wa¨ssriger Durchfall nervo¨s
Zur Bewertung des Ergebnisses ist die Expertise eines Mediziners not-
wendig. Wir geben daher nur einen kurzen Kommentar ab. Die Vorschla¨ge
von Infektion, Enzephalitis, bakteriell, Viren, Ausbruch, Ansteckung und
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Tabelle 5.3: Maßkombinationen und Vergleichsarten
ontologisches Vergleichsmaß vektorwertiges Vergleichsmaß Vergleich
Jaccard Resnik A¨hnlichkeit
Jaccard Li A¨hnlichkeit
Jaccard asymmetrisches Vergleichsmaß A¨hnlichkeit
Schiefmaß Resnik Una¨hnlichkeit
Schiefmaß Li Una¨hnlichkeit
Schiefmaß asymmetrisches Vergleichsmaß Una¨hnlichkeit
gegla¨ttetes Schiefmaß Resnik Una¨hnlichkeit
gegla¨ttetes Schiefmaß Li Una¨hnlichkeit
gegla¨ttetes Schiefmaß asymmetrisches Vergleichsmaß Una¨hnlichkeit
Komplikationen sind eher positiv und als dem Thema entsprechend zu wer-
ten, die Vorschla¨ge von Adlerfarn, medifon, Informationshotline sind kor-
pusspezifisch, da zahlreiche medizinische Informationssdienste als Suchtref-
fer vorlagen. Als weniger brauchbar erweisen sich die Vorschla¨ge der Ta¨tig-
keitswo¨rter (wie besteht, beschreibt et cetera), und bei der Interpretation der
Adjektive nervo¨s und motorisch besteht in der Bewertung Spielraum.
Insgesamt ergibt sich das Bild, dass die a¨hnlichkeitsbasierte Ontologieanrei-
cherung in diesem Fall als Hilfe zur systematischen Erweiterung der Onto-
logie in Frage kommt.
5.4.2.4 Mo¨gliche Kombinationen aus ontologischen und vektor-
wertigen Vergleichsmaßen
Wir geben als Abschluss dieses Kapitels nochmals einen tabellarischen U¨ber-
blick u¨ber die mo¨glichen Kombinationen aus ontologischen und vektorwerti-
gen Vergleichsmaßen, die in das Minimierungsproblem 5.4 eingehen ko¨nnen.
Diese Kombinationen sollen im na¨chsten Kapitel Gegenstand ausfu¨hrlicher
empirischer Untersuchungen sein. Die Tabelle 5.3 zeigt, welche Form eines
Vergleiches, A¨hnlichkeit oder Una¨hnlichkeit, fu¨r die jeweilige Kombination
von vektorwertigen und ontologischen Maßen per Konstruktion eingesetzt
werden muss. Dazu kann auf die jeweils zweifache Formulierung der ontolo-
gischen Vergleichsmaße zuru¨ckgegriffen werden. Es bleibt festzuhalten, dass
bei der Anreicherung fu¨r die Una¨hnlichkeitsmaße eine reellwertige Schranke
unterschritten werden muss, um einen Kandidaten zum Vorschlag werden
zu lassen. Dies ist somit bei den Schiefmaßen nach Gleichungen 5.29 und
5.32, der Fall. Analog dazu mu¨ssen bei allen Anreicherungsverfahren, die
mit A¨hnlichkeitsmaßen operieren, reellwertige Schranken u¨berschritten wer-
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den, um eine Anreicherung zu erreichen. Dies tritt bei den A¨hnlichkeitsma-
ßen ein, die auf dem fu¨r Mengen mit Wiederholungen modifizierten Jaccard-
maß basieren. Die Kombination aus dem asymmetrischen Vergleichsmaß und
dem modifizierten Jaccardmaß liefert keinen eindeutigen Hinweis zur Be-
stimmung der im Falle der Anreicherung zu u¨berschreitenden reellwertigen
Schranke, weil bei der Bildung einer Schranke mittels der durchschnittli-
chen A¨hnlichkeit eines benachbarten Begriffspaares aus der Ontologie prin-
zipiell zwei Werte pro Begriffspaar zur Wahl stehen. Da das asymmetrische
ontologische Vergleichsmaß ohnehin fu¨r die asymmetrischen vektorwertigen
Vergleichsmaße konzipiert wurde, findet die Kombination aus S2Ω und dem
vektorwertigen Jaccardmaß im Laufe der Untersuchungen keine Beru¨cksich-
tigung mehr.
Im folgenden Abschnitt werden Evaluationsmo¨glichkeiten fu¨r Ontologiean-
reicherungsverfahren entwickelt. Damit wird sowohl der Vergleich der in der
Tabelle 5.3 aufgefu¨hrten Kombinationen und der dadurch entstehenden An-
reicherungsverfahren untereinander, als auch der Vergleich zu anderen An-
reicherungsverfahren mo¨glich.
5.4.3 Automatische Evaluation
Der folgende Abschnitt stellt Evaluationstechniken fu¨r Ontologieanreiche-
rungsverfahren im Allgemeinen dar.
Bei der Definition von Gu¨temaßen fu¨r Ontologieanreicherungsverfahren ist
es notwendig, dass all diese Ansa¨tze ohne die Befragung von Nutzern ope-
rieren. Dazu seien zwei hauptsa¨chliche Begru¨ndungen aufgefu¨hrt.
Zum einen ist in einer konzeptionellen Phase, bei der ein Anreicherungsan-
satz genauer spezifiziert wird und beispielsweise auf eine wie in Tabelle 5.3
angezeigten Parametrisierung hin untersucht wird, der schiere Umfang an
Befragungen der am Projekt Beteiligten nicht zu rechtfertigen.
Des Weiteren sind, wie schon in Kapitel 3 erla¨utert, Fachgebietsexperten
fu¨r die Ontologieerstellung an sich schwer zu gewinnen. Dieser Umstand
verscha¨rft die Schwierigkeit, eine geeignete Expertengruppe zur sukzessiven
Evaluation einer Ontologieerstellung zu bewegen, denn die Expertengruppe,
welche evaluiert, muss ebenso versiert sein wie die eigentlichen Ersteller.
Fu¨r eine gegebene Ontologie Ω := {B,≤, R, σ} verallgemeinern wir die Idee
aus [68]. Allerdings entfernen wir zufa¨llig ganze Begriffe aus der gegebenen
Ontologie, wa¨hrend Ma¨dche et. al [68] aufgrund der in seinen Arbeiten ge-
gebenen Thesauri von mehrfach vorhandenen Begriffsbezeichnern ausgehen.
Die Begriffe ko¨nnen bei Ma¨dche et. al erhalten werden und nur einzelne
natu¨rlichsprachliche Bezeichner werden entfernt. Diese Vorgehensweise ist
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nicht auf unser Szenario u¨bertragbar. In den Situationen, wo nur genau ein
Begriffsbezeichner vorliegt, fehlte es den Anreicherungsverfahren aus Algo-
rithmus 1, Algorithmus 2 und Algorithmus 3 an Eingangsdaten, wenn der
Begriffsbezeichner fehlen wu¨rde.
Wir sammeln die zufa¨llig entfernten Bezeichner in einer Menge C. Diese
dient als Kandidatenmenge, die unabha¨ngig von weiteren Bezeichnern aus
dem der Anreicherung zugrunde liegenden Korpus existiert. Die Vorgehens-
weise mit einer so entstehenden Kandidatenmenge C kann nur dann verfolgt
werden, wenn
Ω
′
:= {B \ C,≤, R′, σ′}, (5.33)
wieder eine Ontologie ist, wobei R′ und σ′ Einschra¨nkungen der urspru¨ngli-
chen Relationen auf B \ C darstellen ko¨nnen. Das Anreicherungsverfahren,
welches im Rahmen dieser Arbeit entwickelt wird, benutzt als Eingangsda-
ten allerdings nur B\C und ≤, daher ko¨nnen wir auch fu¨r Evaluationszwecke
R′ = σ′ = Ø annehmen.
Solange wir > /∈ C garantieren, gilt dies aber durch die Transitivita¨t der
Unterbegriffsrelation. Die Transitivita¨t nimmt bei dem Evaluierungsverfah-
ren eine entscheidende Rolle ein.
Sei nun dΩ(b1, b2) fu¨r b1, b2 ∈ B die La¨nge des ku¨rzesten Pfades in dem
Graphen, der entsteht, wenn wir die Begriffe der gegebenen Ontologie als
Ecken und die Unterbegriffsrelationen als Kanten auffassen. Zusa¨tzlich sol-
len in diesem Graphen analog zu unserer bildlichen Darstellung der Onto-
logien aus Kapitel 2 diejenigen Kanten, die aufgrund der Transitivita¨t der
Unterbegriffsrelation gelten, entfernt werden. Wir definieren unser Maß 1-
Kanten-Recall fu¨r ein gegebenes c ∈ B \ C als
|P (c) ∩ {b ∈ B|dΩ(c, b) = 1}|
|{b ∈ B|dΩ(c, b) = 1}| (5.34)
und allgemeiner den n-Kanten-Recall fu¨r ein gegebenes c ∈ B
|P (c) ∩ {b ∈ B|dΩ(c, b) ≤ n}|
|{b ∈ B|dΩ(c, b) ≤ n}| (5.35)
Wenn 5.34 und 5.35 hoch ausfallen, so fa¨llt die Ontologieanreicherung
in dem Sinne gut aus, dass eine urspru¨nglich vorhandene Ontologie kor-
rekt erga¨nzt wird. Der 1-Kanten-Recall misst dabei die Wiederherstellung
von direkten Ober- und Unterbegriffsbezu¨gen, der 2-Kanten-Recall misst
daru¨ber hinaus die Wiederherstellung von Geschwisterbezu¨gen und indirek-
teren Ober- und Unterbegriffsbezu¨gen.
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Abbildung 5.7: Recall-Beispiel
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Abbildung 5.7 zeigt ein Beispiel zu den n-Kanten-Recallmaßen. Aus ei-
ner gegebenen Ontologie (oben) wurden die Begriffe d und a entfernt und
wir erhalten somit Kandidaten C = {a, d}, hier hellgrau gefa¨rbt. Die ver-
bleibenden in der Abbildung 5.7 dargestellten Strukturen zeigen den An-
reicherungsprozess. Vorschla¨ge sind wiederum durch eine gestrichelte Linie
zwischen Begriff und Kandidat eingetragen.
Im ersten Fall der beiden Anreicherungen betragen der 1-Kanten-Recall
und der 2-Kanten-Recall jeweils 100%. Im zweiten Fall (unten) wird ein
1-Kanten-Recall von 100% und ein 2-Kanten-Recall von 50% erreicht.
Durch Variation von |C| kann bestimmt werden, ob ein Anreicherungsver-
fahren fu¨r mehr (kleineres |C|) oder weniger (gro¨ßeres |C|) vollsta¨ndige On-
tologien wirkt.
Um die Aussagekraft der Recallmaße auch mit der allgemeinen Neigung des
Anreicherungsverfahrens zu Fehlklassifikationen erga¨nzen zu ko¨nnen, defi-
nieren wir das Maß
|P (c) ∩ {b ∈ B|dΩ(c, b) > n}|
|{b ∈ B|dΩ(c, b) > n}| (5.36)
Nimmt diese so genannte n-Kanten-Fehlklassifikation niedrige Werte an,
so fallen die Anreicherungen relativ pra¨zise aus.
Eine weiterer Hinweis auf automatisch evaluierbare Formen der Fehlklassi-
fikation kann u¨ber die Anreicherungsneigung gewonnen werden.
Von innerontologischer Anreicherungsneigung
|P (b)|
|C| (5.37)
fu¨r einen Begriff b sprechen wir, wenn die hier verwendete Kandidatenmen-
ge C thematisch als zur Ontologie geho¨rig betrachtet werden. Ist dies nicht
der Fall, so sprechen wir von 5.37 als fremdontologischer Anreiche-
rungsneigung. Letztere ist beispielsweise mit Kandidatenmengen aus the-
matisch weiter entfernten Bereichen einer Ontologie herstellbar. Vorausset-
zung hierfu¨r ist, dass das Ontologieanreicherungsverfahren nur fu¨r einen Teil
der Ontologie angewandt wird und die anderen Teile als thematisch weiter
entfernt betrachtet werden. Die per Los aus der anzureichernden Ontologie
entfernten Kandidaten ko¨nnen hingegen zur Bestimmung der innerontolo-
gischen Anreicherungsneigung herangezogen werden. Wenn die innerontolo-
gische und fremdontologische Anreicherungsneigung bestimmbar sind, dann
deuten wir eine fremdontologische Anreicherungsneigung, die im Vergleich
zur innerontologischen zu hoch ausfa¨llt, als negativ, weil zu viele unbrauch-
bare Begriffe vorgeschlagen werden. Der Vergleich der innerontologi-
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schen und der fremdontologischen Anreicherungsneigungen dient
uns als Hinweis auf die Pra¨zision (Precision, siehe [71]) von On-
tologieanreicherungsverfahren. Liegt der Wert der fremdontologischen
Anreicherungsneigung absolut niedrig und auch relativ zur innerontologi-
schen Anreicherungsneigung niedrig, dann nehmen wir eine hohe Pra¨zision
an. Eine Automatisierung der Vorabbeurteilung von Kandidaten, die bei die-
ser Betrachtung notwendig ist, werden wir bei den Messungen im na¨chsten
Kapitel liefern.
Abschließend erwa¨hnen wir die Mo¨glichkeit, alle in diesem Abschnitt vorge-
stellten Maße auch im Mittel u¨ber Ontologien zu betrachten. Fu¨r die Her-
stellung aussagekra¨ftiger Stichproben ist die Betrachtung pro Begriff oftmals
hilfreich. Wir werden bei den Messungen des folgenden Kapitels auf beide
Betrachtungsweisen zuru¨ckgreifen.
5.5 Bemerkung: Eigene Beitra¨ge
Das im vorliegenden Kapitel vorgestellte Ontologieanreicherungsverfahren
ist in folgenden zentralen Punkten neuartig:
• Funktionsweise des Verfahrens mit genau einem Bezeichner pro Begriff
• A¨hnlichkeitsbezug und bestmo¨gliche Vereinbarkeit ontologischer und
vektorwertiger Vergleichsmaße durch ein Minimierungsproblem
• Eingangskriterien fu¨r Begriffsvorschla¨ge durch die auf die Ontologie-
struktur bezogene Definition von Schranken
• automatische Bewertbarkeit der Anreicherungsgu¨te auch mit genau
einem gegebenen Bezeichner pro Begriff
Im technischen Detail wurden neu definiert:
• eine vektorwertige Variante des Jaccardmaßes
• zwei vektorwertige Varianten des Leeschen Schiefmaßes
• Formulierungen der Una¨hnlichkeit, basierend auf Resniks und Lis on-
tologischen Vergleichsmaßen
• das asymmetrische ontologische Vergleichsmaß
• Anreicherungsneigungen, Recall- und Fehlklassifikationsmaße fu¨r On-
tologieanreicherungsprobleme
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Diese neuartigen Formulierungen werden im folgenden Kapitel systemati-
schen Tests unterzogen.
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Kapitel 6
Implementierung und
Messergebnisse
Im folgenden Kapitel stellen wir zuna¨chst in groben Zu¨gen die technische
Umsetzung einer Testumgebung fu¨r die automatische Anreicherung von On-
tologien vor. Dabei beschreiben wir neben einer Architektur fu¨r den eigentli-
chen, im vorangegangenen Kapitel entwickelten Algorithmus mehrere tech-
nische Voraussetzungen und Randbedingungen der Umsetzung, die in die
Testumgebung integriert werden mussten. Die Details der in der Program-
miersprache Perl verfassten Skripte zur Durchfu¨hrung des Anreicherungsal-
gorithmus sind dem Anhang zu entnehmen.
Der zweite Schwerpunkt des folgenden Kapitels liegt bei der Pra¨sentation
von Messergebnissen. Anhand von Ausschnitten aus der k-med-Ontologie
bewerten wir fu¨r ein bestimmtes Szenario verschiedene Alternativen des a¨hn-
lichkeitsbasierten Ontologieanreicherungsverfahrens. Wir zeigen prinzipielle
Wirkungsweisen des Algorithmus und geben entlang unserer quantitativen
Ergebnisse einen Vorschlag zur Durchfu¨hrung weiterer konkreter Ontologie-
anreicherungen wa¨hrend des Ontologieerstellungsprozesses.
6.1 Datenvorverarbeitung
Die eigentliche automatische Formulierung der Anreicherungsalgorithmen 2
und 3 wurde in eine Umgebung eingebettet, die mo¨glichst vollsta¨ndig auf
freier oder Open Source Software basieren sollte. Wir stellen in den folgenden
Abschnitten die Elemente dieser vorhandenen Infrastruktur zur Datenvor-
verarbeitung und zur mathematischen Umsetzung des Anreicherungsalgo-
rithmus vor.
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Die Formate undWirkungsweisen der Datenvorverarbeitung bestimmen wei-
te Teile der eigentlichen Testimplementierung, so dass wir die folgenden
Erla¨uterungen vor der Architektur der Testumgebung liefern mu¨ssen. Ins-
besondere betrifft die Datenvorverarbeitung die
• Bestimmung von Kollokationen fu¨r die Begriffe und Kandidaten
• Eingabe der Struktur der Ontologie, die einer Anreicherung unterzogen
werden soll
• die Formulierung des Minimierungsproblems 5.4
Diese einzelnen Charakteristika werden in den folgenden Unterabschnit-
ten dargestellt.
6.1.1 Kollokationsbestimmung
Der folgende Unterabschnitt erla¨utert die Grundzu¨ge der Kollokationsbe-
stimmung, wie sie in der Testumgebung vorgenommen wurde.
Concollate ist ein Text-Mining-Werkzeug, das fu¨r die Datenvorverarbeitung
und Textkorpusanalyse im Rahmen der in dieser Arbeit vorgestellten For-
schungsarbeiten entwickelt wurde [25]. Concollate dient dazu, in einem Text-
korpus fu¨r beliebige Begriffe oder Kandidaten Kollokatoren im Sinne der
Definition 7 zu finden.
Fu¨r die Erstellung des zu analysierenden Textkorpus bestehen zwei Mo¨glich-
keiten. Entweder untersucht Concollate einen auf einem lokalen Datentra¨ger
festgehaltenen Textkorpus nach Wo¨rtern und ihren Kollokatoren, oder Con-
collate erzeugt automatisch einen Textkorpus, indem es die zu untersu-
chenden Wo¨rter (in unserem Sinne: Begriffsbezeichner) als Anfrage an eine
WWW-Suchmaschine u¨bergeben la¨sst und die gefundenen Dokumente spei-
chert.
Das Skript Concollate liefert Daten u¨ber Kollokatoren vorgegebener Wo¨rter.
Wir erhalten also fu¨r eine zu untersuchende Ontologie fu¨r jeden Begriff eine
Datei mit Kollokationsdaten zum Bezeichner des Begriffes.
In Abbildung 6.1.1 ist die von Conollate erzeugte Datei fu¨r einen vorgegebe-
nen Begriff (Atemwegsinfektionen) und fu¨r einen Abstand von maximal fu¨nf
der Kollokatoren (maximales δW = 5 im Sinne des Beispiels aus Abschnitt
5.3.1) festgehalten. Hier steht am Anfang jeder Zeile der im Textkorpus ge-
fundene Kollokator. Darauf folgen die Auftrittsha¨ufigkeiten fu¨r jede Position
vor dem Begriffsbezeichner. An zentraler Stelle steht der Begriffsbezeichner
selbst, gefolgt von den Auftrittsha¨ufigkeiten fu¨r jede Position hinter dem
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abwehr,0,0,0,1,0,atemwegsinfektionen,0,0,0,0,0,1
acinetobacter,0,0,0,0,1,atemwegsinfektionen,0,0,0,0,0,1
actagardine,1,0,0,0,0,atemwegsinfektionen,0,0,0,1,0,2
acylaminopenicilline,0,0,0,0,1,atemwegsinfektionen,0,0,0,0,0,1
adeno,0,0,0,0,0,atemwegsinfektionen,0,0,0,1,0,1
adolf,0,0,0,0,0,atemwegsinfektionen,1,0,0,0,0,1
aktivität,0,1,0,0,0,atemwegsinfektionen,0,0,1,2,0,4
akute,0,0,0,0,2,atemwegsinfektionen,0,1,0,0,0,3
akuten,0,0,0,2,3,atemwegsinfektionen,0,0,0,0,0,5
akuter,0,0,0,1,3,atemwegsinfektionen,0,0,0,0,0,4
all,0,0,0,2,0,atemwegsinfektionen,0,0,0,0,0,2
allergene,0,0,0,0,1,atemwegsinfektionen,0,0,0,0,0,1
allgemein,0,0,0,0,0,atemwegsinfektionen,1,0,0,0,0,1
allgemeines,0,0,0,0,0,atemwegsinfektionen,0,1,0,0,0,1
ambulant,2,0,0,3,0,atemwegsinfektionen,0,0,0,0,0,5
amoxicillin,0,0,0,1,1,atemwegsinfektionen,0,0,0,2,0,4
ampicillin,0,0,0,0,1,atemwegsinfektionen,0,0,0,1,0,2
anaerobier,3,0,0,0,0,atemwegsinfektionen,0,0,0,0,0,3
anbieter,1,0,0,0,1,atemwegsinfektionen,0,0,0,0,0,2
andere,0,0,0,2,0,atemwegsinfektionen,0,2,0,0,0,4
anfälliger,0,0,0,1,0,atemwegsinfektionen,0,0,0,0,0,1
anstecken,0,0,0,0,0,atemwegsinfektionen,0,0,1,0,0,1
ansteckung,0,1,0,0,0,atemwegsinfektionen,0,0,0,0,0,1
antibiotika,1,4,1,0,0,atemwegsinfektionen,0,1,0,1,0,8
antibiotikatherapie,1,0,0,3,0,atemwegsinfektionen,1,0,0,0,0,5
antibiotikum,0,1,0,0,0,atemwegsinfektionen,0,0,0,0,0,1
anzusehen,0,0,0,0,0,atemwegsinfektionen,0,0,1,0,0,1
apat,1,0,0,0,1,atemwegsinfektionen,0,0,0,0,0,2
aquayamycin,0,0,0,0,0,atemwegsinfektionen,0,0,0,1,0,1
art,0,0,0,0,0,atemwegsinfektionen,0,1,0,0,0,1
artrithis,0,0,0,0,0,atemwegsinfektionen,0,0,0,0,1,1
arzneimittelkommission,0,0,0,0,0,atemwegsinfektionen,0,1,0,0,0,1
asthma,1,0,0,0,0,atemwegsinfektionen,0,0,0,0,0,1
asthmatische,0,1,0,0,0,atemwegsinfektionen,0,0,0,0,0,1
atemwege,0,0,0,0,0,atemwegsinfektionen,0,0,0,1,0,1
Atemwegsinfektionen_2,0,0,0,0,0,atemwegsinfektionen,5,0,0,0,0,5
Begriff
Kollokator
Auftrittshäufigkeit 
im Abstand 2, vor 
dem Begriff
Auftrittshäufigkeit im 
Abstand 4, hinter 
dem Begriff
Gesamtauftrittshäufigkeit
Abbildung 6.1: Aufbau einer Kollokationsdatei
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Begriffsbezeichner im Korpus, sowie am Ende jeder Zeile die Gesamtauf-
trittsha¨ufigkeit des Kollokators mit dem Begriff im Abstand von maximal
fu¨nf Wo¨rtern (wiederum maximales δW = 5 im Sinne des Beispiels aus Ab-
schnitt 5.3.1).
Die von Concollate erzeugten Dateien werden nach dem untersuchten Begriff
benannt und mit der Endung *.con versehen. Die Dateien fu¨r alle Begriffe
der zu untersuchenden Ontologie mu¨ssen in einem separaten Verzeichnis,
dem so genannten Con-Verzeichnis auf dem Zielsystem gespeichert werden.
Mit diesem Verzeichnis arbeitet dann die Umsetzung des Anreicherungsal-
gorithmus.
Die Testumgebung ist auf variable Absta¨nde δW der Kollokatoren ausge-
richtet, die oben genannte von Concollate erzeugte Struktur muss jedoch
eingehalten werden. Concollate nimmt keine semantische oder syntaktische
Vorverarbeitung der gefundenen Kollokatoren vor, sondern wertet lediglich
gemeinsames Vorkommen von Zeichenketten in Texten aus. Das sprachliche
Vorwissen, welches hier Verwendung findet, ist somit gering und dem Be-
nutzer wird im Gegensatz zu automatischen Ontologieerstellungsumgebun-
gen wie TextStorm und Clouds (siehe Kapitel 4.1.5) an dieser Stelle keine
zusa¨tzliche Pflege oder Wissensrepra¨sentation in Form von Grammatiken
oder Parserregeln abverlangt.
6.1.2 Struktur der Ontologie
Der folgende Unterabschnitt zeigt, wie die Struktur der Ontologie, die einer
Anreicherung unterzogen werden soll und die Definition 4 erfu¨llt, als Ein-
gangsdatei fu¨r den Anreicherungsalgorithmus dargestellt werden kann.
Hierfu¨r muss die zu verwendende formale Beschreibung der Ontologie de-
finiert werden. Wir greifen an dieser Stelle wieder die abstrakten Anforde-
rungen aus den ersten Kapiteln der vorliegenden Arbeit auf: die Beschrei-
bung der Ontologie sollte idealerweise auch fu¨r Nichtexperten der Wissens-
repra¨sentation den Umgang mit Aufbau und Vera¨nderungen der Ontologie
ohne großen Schulungsaufwand mo¨glich werden lassen. Es sollte ohne großen
Arbeitsaufwand mo¨glich sein, neue Begriffe an die Ontologie anzufu¨gen, oder
fu¨r Folgeexperimente unerwu¨nschte Begriffe zu entfernen. Die Ontologie-
beschreibung muss daru¨ber hinaus fu¨r eine Ontologie eindeutig interpretier-
bar und maschinenlesbar sein.
Die in der Implementierung verwendete Beschreibung verwendet einen ein-
fachen Zahlenkode, um die Position eines Begriffs in der Ober- und Unter-
begriffsstruktur der Ontologie eindeutig zu beschreiben. Die Begriffe werden
vom abstrakten Wurzelbegriff > ausgehend entlang der Geschwister (siehe
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  Einzeller (1.1)
x              Bakterien (1.1.1)
 Helicobacter (1.1.1.1) Salmonella (1.1.1.2) Durchfall (1.2.1)
TTTTInfektiologie (1)
Krankheiten (1.2)
Abbildung 6.2: Nummerierung der Begriffe
Definition 13) fu¨r jeden gemeinsamen Oberbegriff durchnummeriert, wobei
in jeder neuen Abstraktionsebene eine neue, durch einen Punkt getrennte
Stelle eingefu¨hrt wird. In Abbildung 6.2 wird der Sachverhalt veranschau-
licht, indem die Ontologiestruktur mit mehrstelligen Nummern versehen
wird, wobei jede Nummer eine Abstraktionsebene im Sinne der Ausfu¨hrun-
gen zu den ontologischen Vergleichsmaßen kodiert.
Die Eingangsdatei muss logisch (mittels der Nummerierungen) in Baum-
form vorliegen. Eine visuell direkt erfassbare Baumstruktur durch Einru¨ckun-
gen wie in Abbildung 6.2 ist nicht erforderlich.
Die Eingangsdatei der Implementierung fu¨r dieses Beispiel stellt sich dar wie
in Abbildung 6.3.
Definitionsgema¨ß muss innerhalb der Datei eine Reihenfolge eingehalten
werden: Der Zahlenkode eines Begriffes, der ab hier Positionszahl genannt
wird, steht an erster Stelle, gefolgt von dem zugeho¨rigen Begriffsbezeichner.
Als Trennsymbol wird ein Semikolon verwendet. Die Reihenfolge der Zeilen
hingegen ist beliebig, die Begriffe mu¨ssen also nicht der Hierarchie des Bau-
mes folgend in die Datei eingetragen werden. Ein neu hinzugefu¨gter Begriff
kann daher einfach ans Ende der Datei angefu¨gt werden, unabha¨ngig von
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1;T
1.1;Einzeller
1.2;Krankheiten
1.1.1;Bakterien
1.2.1;Durchfall
1.1.1.1;Helicobacter
1.1.1.2;Salmonella
Abbildung 6.3: Nummerierte Begriffe als Dateiformat
seiner Position in der Ontologie. Eine Ausnahme ist hier ein Begriff, der
oberhalb des bisherigen Wurzelknotens sta¨nde. Wenn ein solcher Begriff neu
in die Ontologie eingefu¨gt wird, mu¨ssen die Positionszahlen aller anderen
Begriffe von vorn um eine Stelle erweitert werden. Die Bezeichner der Be-
griffe mu¨ssen voll ausgeschrieben und korrekt in die Datei eingetragen sein,
da das Programm die Begriffe alphabetisch ordnet und somit ein Recht-
schreibfehler beim Erstellen der Datei Auswirkungen auf das Ergebnis hat.
Eine weitere syntaktische Besonderheit, die das Dateiformat stellt, liegt dar-
in, dass die Beschreibung der Struktur erst in der fu¨nften Zeile der Datei
beginnt. Die ersten vier Zeilen ko¨nnen leer bleiben oder mit Kommentaren
bezu¨glich der beschriebenen Ontologie versehen werden.
6.1.3 Einbindung von AMPL
Der a¨hnlichkeitsbasierte Anreicherungsalgorithmus stellt auf die Formulie-
rung neuer ontologiespezifischer Vergleichsmaße ab. Dies wird u¨ber das Mi-
nimierungsproblem 5.4 erreicht und muss ebenfalls in die Testumgebung
eingebunden werden.
Die Lo¨sung des Minimierungsproblems 5.4 wird von der Optimierungssprache-
und Umgebung AMPL (Akronym fu¨r: A Mathematical Programming Lan-
guage) vorgenommen [29]. Dies erfordert die in Abschnitt 6.1.1 eingefu¨hrten
Kollokationsdateien und die in Abschnitt 6.1.2 erkla¨rte Ontologiestruktur.
Beide zusammen werden zu einem AMPL-spezifischen Format weiterverar-
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beitet. Die Implementierung muss also nicht nur die Daten berechnen und
intern verarbeiten, sondern sie auch formatieren.
Eine Datei, wie sie von AMPL als Eingangsdatei gefordert wird, ist in Abbil-
dung 6.4 dargestellt. Der Kopf der Datei entha¨lt Resultate des ontologischen
Vergleichsmaßes, der Rest der Datei Ergebnisse der vektorwertigen Verglei-
che. Die Ontologie, die diesem Beispiel zugrunde liegt, entha¨lt fu¨nf Begriffe.
Dies spiegelt sich in den Zuweisungen fu¨r I und J wider. L entspricht der
Gro¨ße der Gewichtung |A| aus Definition 9.
Im oberen Drittel steht die 5 × 5-Matrix mit den Werten des verwendeten
ontologischen Vergleichsmaßes zwischen den Begriffen.
Die Nummerierung der Matrix bezieht sich auf die alphabetische Abfolge
der Begriffe und nicht auf die begriﬄiche Ordnung innerhalb der Ontolo-
gie.
Unterhalb der Werte des ontologischen Vergleichsmaßes beginnen die be-
rechneten Vektorentfernungen. Jeder Begriffsvektor wird mit sich selbst und
jedem anderen Begriffsvektor durch ein vordefiniertes vektorwertiges Ver-
gleichsmaß im Sinne der Definition 10 verrechnet. Daraus ergeben sich in
diesem Fall insgesamt 52 = 25 Vektoren, die jeweils L Eintra¨ge aufweisen.
Diese Eintra¨ge entsprechen den Komponenten des Resultates vektorwertiger
Vergleiche. Aus Platzgru¨nden wurde nur ein Ausschnitt der Datei abgebil-
det. Die Matrix setzt sich nach
[*,*,2]
analog mit Blo¨cken bis einschließlich
[*,*,5]
fort.
Neben der besprochenen Datei beno¨tigt AMPL noch eine .mod-Datei, deren
Eintra¨ge die zu berechnenden Variablen, also die Zielgro¨ße und den Lo¨sungs-
vektor des Minierungsproblems 5.4, festlegen. Eine .mod-Datei besitzt die
folgende Gestalt
set I; # Index der
Zeilen set J; # Index der Spalten set L; # Index der W"orter
param p >= 0; # Totalzahl der W"orter param dist {I,J} >= 0; #
Rechnung der Distanzen param minima {I,J,L} ; # Rechnung der
Minima
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set I := 1 2 3 4 5 ;
set J := 1 2 3 4 5 ;
set L := 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 ;
param p := 17;
param dist : 1  2  3  4  5   :=
1 0.444444 1.777778 1.777778 1.777778 1.777778
2 2.777778 1.777778 7.111111 7.111111 7.111111
3 2.777778 7.111111 1.777778 7.111111 7.111111
4 2.777778 7.111111 7.111111 1.777778 7.111111
5 2.777778 7.111111 7.111111 7.111111 1.777778
;
param minima :=
[1,*,*]: 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17:=
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
2 7.46077105556078e-009 -0.0129272100943646 -0.008618150796433 
0.0086181507964338
3 0.443094376585252 -0.0465284629701597 -0.0036041967390740 
0.00360419673907405
4 9.78933789932238e-009 -0.014082192185761 -0.0093881396970079 
0.00938813969700798
5 0.178094024863345 -0.00298766007413901 -0.0319911539514238
[2,*,*]: 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17: 17:=
                            ...
                            ...
                          
vektorwertiges
Vergleichsmaß
ontologisches
Vergleichsmaß
Abbildung 6.4: Die AMPL Dateiformate fu¨r das Optimierungsproblem
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var K {L} ; # Werte zu optimieren
minimize werte : sum {i in I} sum {j in J} (dist[i,j]-(sum {l in
L} (K[l]*minima[i,j,l])))*(dist[i,j]-(sum {l in L}
(K[l]*minima[i,j,l])));
Hier werden die verschiedenen Indices und Parameter definiert, sowie die zu
berechnende Variable K. Die Variablen I, J und L entsprechen den gleichen
Variablen in der AMPL-Matrixdatei, die Rechenvorschrift, die durch
minimize werte:
eingeleitet wird, stellt das Minimierungsproblem aus Gleichung 5.4 dar.
6.2 Testumgebung
Der folgende Abschnitt liefert einen U¨berblick u¨ber die Struktur der Te-
stumgebung.
Urspru¨nglich erfolgten Design und Programmierung der Testumgebung ohne
graphische Benutzerschnittstelle. Daher erscheint es ratsam, die verschiede-
nen Teile der Umsetzung in unterschiedlichen Skripten, also unterschiedli-
chen Dateien zu implementieren, um einen effektiveren und spezifischeren
Aufruf auch u¨ber die Kommandozeile zu ermo¨glichen. In Abbildung 6.5 sind
die Beziehungen der verschiedenen Skripte in einem Komponentendiagramm
aufgefu¨hrt 1.
Die Testumgebung besteht aus den Skripten Vektorberechnung.pl, Con-
form.pl, Ontologieberechnung.pl, Kandidatenberechnung.pl und Subs.pl als
Teil von Ontologieberechnung.pl. Die Gesamtanwendung wird durch Start.pl
gestartet und gesteuert.
Die Interaktion zwischen den einzelnen Skripten und Start.pl erfolgt u¨ber
Systemaufrufe, der Benutzer interagiert u¨ber die grafische Benutzerschnitt-
stelle. Erla¨uterungen zu den einzelnen Skripten und ihre Funktionalita¨t fin-
den sich im Anhang. Die Abfolge einer typischen Sitzung mit der Testum-
gebung kann der Abbildung 6.6 entnommen werden. Nach dem Start der
Anwendung u¨ber das Skript Start.pl werden zuna¨chst vom Benutzer die
Eingaben fu¨r die zu berechnenden Ontologie, also die Datei mit der On-
tologiestruktur und das Verzeichnis mit den Kollokationsdateien, getrof-
fen. In diesem Beispiel wird nun der optionale Vorgang zum Bereinigen
1Als Einfu¨hrung in UML-Komponentendiagramme und -Sequenzdiagramme sei auf [75]
verwiesen.
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Benutzer
Kandidatenberechnung.pl
Conform.pl
Ontologieberechnung.pl
Vektorberechnung.pl
Subs.pl
GUI
Start.pl
System
System
System
System
Include
Abbildung 6.5: Komponenten der Testumgebung
des eingegebenen Con-Verzeichnisses gestartet. Das Skript Conform.pl, das
die unerwu¨nschten Kollokatoren einer Stopliste aus den Dateien im Con-
Verzeichnis entfernt, wird hierzu in einem externen Prozess ausgefu¨hrt. Die
Stopliste entha¨lt typischerweise Wo¨rter, die als Wort des gegebenen Kor-
pus nach Resnik einen sehr niedrigen Informationsgehalt besitzen [84]. In
unserem Falle umfasst dies deutschsprachige Pra¨positionen, Konjunktionen,
Pronomen, Artikel und Hilfsverben.
Im Sequenzdiagramm haben wir fu¨r die Bereinigung der Con-Dateien den
Terminus ’sa¨ubern’ und fu¨r das bereinigte Verzeichnis den Terminus ’sau-
ber’ gewa¨hlt.
Sobald die Bereinigung von unerwu¨nschten Kollokatoren beendet ist, kann
die Berechnung vom Benutzer initialisiert werden. Hierfu¨r werden hinter-
einander die dazu no¨tigen Skripte in ausgelagerten Prozessen aufgerufen.
Wenn der erste Teil der Berechnung beendet ist, wird das Zwischenergeb-
nis (Datei provout.dat) als AMPL-Datei, die dem oben erla¨uterten Format
entspricht, angezeigt. Die Bestimmung einer optimalen Gewichtung nach
Abschnitt 5.3.2.2 unter Beru¨cksichtigung der Minimierungsvorschrift 5.4 er-
folgt anhand von provout.dat.
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Start.pl System
Neue Ontologiedatei öffnen ( ) 
Neues Converzeichnis öffnen ( ) 
Conform.pl
Converzeichnis säubern (Converz. ) 
Radiobuttons verändern ( ) 
Berechnung starten (Parameter ) 
Vektorberechnung.pl
Ontologieberechnung.pl
Provout-Datei anzeigen ( ) 
Fertig (Provout-Datei ) 
Kandidatenverzeichnis eingeben ( ) 
Fertig (sauberes verzeichnis ) 
Bestätigen ( Kandidatenverz.)
Kandidatenberechnung.pl 
Fertig (Ergebnis ) 
Ergebnis-Datei anzeigen ( ) 
Abbildung 6.6: Anwendungssitzung
142 KAPITEL 6. IMPLEMENTIERUNG UND MESSERGEBNISSE
Im Folgenden wird der Benutzer dazu aufgefordert, ein Verzeichnis mit
Kollokationsdateien mo¨glicher Kandidaten anzugeben. Sobald das Verzeich-
nis besta¨tigt ist, werden die fu¨r die Beurteilung der Kandidaten no¨tigen
Vorga¨nge initialisiert. Nach der Anzeige des Endergebnisses, bestehend aus
reellen A¨hnlichkeits- oder Una¨hlichkeitswerten zwischen jedem Begriff und
jedem Kandidat, ist der Durchlauf beendet. Optional kann das Ergebnis
noch in einer Datei gespeichert werden.
Details zu den einzelnen Perl-Skripten werden im Anhang erla¨utert.
6.3 Messungen
Im verbleibenden Teil des Kapitels wird die vorgestellte Implementierung
zu Messungen mit bestehenden Ontologien herangezogen. Ziel der Messun-
gen ist die Erarbeitung eines normativen Vorschlages zur Verfahrensweise
der a¨hnlichkeitsbasierten Ontologieanreicherung. Dieser Vorschlag soll eine
Aussage zu konkreten Anreicherungsszenarien liefern.
Die Unterabschnitte erla¨utern die Erstellung der fu¨r die Messungen verwen-
deten Daten und die Ergebnisse der Messungen. Schließlich wird durch die
Diskussion der Messergebnisse der normative Vorschlag zur Umsetzung des
Ontologieanreicherungsverfahrens herausgearbeitet.
6.3.1 Datenbestand
Als Grundlage der Versuche wurde die in k-med [52] entstandene Ontologie,
deren Entstehung schon im Kapitel zu den Ontologieerstellungsprozessen
erla¨utert wurde, herangezogen.
Insgesamt wurden sechs verschiedene Fachgebiete der Ontologie ausgewa¨hlt.
Aus den Bereichen Dermatologie, Infektiologie, Molekularbiologie, Bioche-
mie von Organen und Gewebe, Anatomie von Kopf und Hals, sowie Anato-
mie der Nerven wurden jeweils zehn bis zwanzig Begriffe ausgewa¨hlt. Die-
se Auswahl erfolgte ohne jegliche Vorinformation u¨ber die spa¨tere Gestalt
des Textkorpus und ohne jegliche Vorinformation u¨ber spa¨tere Anreiche-
rungsmo¨glichkeiten.
Die Begriffe aus den sechs verschiedenen Fachgebieten wurden so ausgewa¨hlt,
dass die jeweiligen Graphen, welche die Begriffe als Ecken und die direkten
Unterbegriffsrelationen als Kanten haben, zusammenha¨ngend im Sinne von
[99] ausfallen:
Definition 14 (Zusammenhang) Ein Graph G = (V,E) wird zusam-
menha¨ngend genannt, wenn es fu¨r alle Paare von Ecken vn, vm ∈ V einen
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Pfad von vn nach vm entlang von Kanten aus E gibt.
Die Beschra¨nkung auf jeweils zehn bis zwanzig Begriffe wurde wegen
mo¨glicher, im Vorfeld nicht absehbarer Begrenzungen der Darstellungsma-
trizen der eingesetzten Optimierungsanwendung AMPL gewa¨hlt. Die Be-
grenzung betrifft hier die Ma¨chtigkeit der Attributmenge A; bei |A| > 300
wird von der eingesetzten AMPL-Version keine Lo¨sung mehr berechnet.
Fu¨r dem grundlegenden Begriffsbestand wurden mit Hilfe von Concollate
aus den jeweils ersten 25 Suchtreffern der Suchmaschinen Google und Me-
divista Kollokationsinformationen generiert. Mit Hilfe von Concollate wur-
den die Kollokationen im Abstand δW = 5 zu jedem Begriffsbezeichner in
den fu¨r ihn von der Suchmaschine zuru¨ckgelieferten Dokumenten ermittelt.
Die HTML-spezifischen Teile der Webdokumente wurden entfernt. Das Ver-
fahren zur Konstruktion der Repra¨sentationsmatrix lief dabei ab, wie im
Abschnitt 5.3.1 erla¨utert. Als Attributmenge A dienten analog zu unserer
dort getroffenen Konstruktion Attribute ’Y kam im Dokument im maxima-
len Abstand von 5 zum Begriffsbezeichner X vor’. Die Wo¨rter Y, die als
Mitglieder von A u¨berhaupt Beru¨cksichtigung fanden, mussten mit minde-
stens zwei Begriffsbezeichnern aus der Ontologie im Abstand δW = 5 Kol-
lokationen bilden, um Verzerrungen durch ungewo¨hnliche Kollokatoren zu
verringern. Die Wahl fiel auf den Abstand δW = 5, da sich nach den Untersu-
chungen von [85] bis zum Abstand von 5 die meisten Wortassoziationen, die
Menschen zu einem vordefinierten Wort angeben, in Textkorpora wiederfin-
den. Zur Gla¨ttung und Definierbarkeit der Vektoreintra¨ge wird analog zur
Vorgehensweise in [60] zu jeder Koordinate der Begriffsvektoren ein kleiner
Wert von 10−7 hinzu addiert.
Fu¨r die eigentlichen Anreicherungsexperimente wurden per Los zum einen
Ontologien Ω′i mit jeweils maximal fu¨nf Begriffen (3 ≤ |B| ≤ 5), zum an-
deren Ontologien Ω∗i mit fu¨nf bis zehn Begriffen (5 ≤ |B| ≤ 10) hergestellt.
Die Ontologien wurden in ihrer kleinen und großen Variante dem Anreiche-
rungsverfahren in den Kombinationen, die im Abschnitt 5.4.2.4 abgeleitet
wurden, unterzogen. Die Begriffe, die durch das Los entfernt wurden, dienen
nach dem Evaluationsverfahren aus 5.4.3 jeweils als Kandidatenmenge Ci.
Die reellwertigen Schranken Tb, die bei der a¨hnlichkeitsbasierten Ontologie-
anreicherung u¨berschritten (im Falle von Una¨hnlichkeitsmaßen unterschrit-
ten) werden mu¨ssen, wurden wie in 5.8 als Durchschnittswerte berechnet.
Bezu¨glich der Wiederanreicherung der Kandidaten Ci wird auch in den Ex-
perimenten der 1-Kanten- und der 2-Kanten-Recall (siehe Gleichung 5.35)
berechnet. Dies ist anhand der Dermatologie-Ontologie in den Abbildungen
6.7 und 6.8 dargestellt.
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Dermatologie
Tumoren der Haut                 bösartige
                                              Geschwülste
Präkanzerosen   Naevi
Mesodermale
Hautmetastasen
mesenchymale
     Tumoren
malignes
Melanom
Basaliom
spinozelluläres
Karzinom
T
Abbildung 6.7: Beispiel einer urspru¨nglichen Ontologie
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Dermatologie
                                                     bösartige
                                                      Geschwülste
Präkanzerosen   
Mesodermale
Hautmetastasen
mesenchymale     Tumoren
malignes
Melanom
Basaliom
spinozelluläres
Karzinom
T
Tumoren der Haut
Naevi
Kandidaten
Abbildung 6.8: Ausgeloste Kandidaten und anzureichernde Ontologie
Aus der gegebenen Ontologie in 6.7 wurde per Zufall die Kandidaten-
menge, welche in Abbildung 6.8 links zu sichtbar ist, entfernt. Vorschla¨ge
aus dieser Menge und ihre Positionierung, die im gu¨nstigen Fall wieder a¨hn-
lich zur urspru¨nglichen Dermatologie-Ontologie in 6.7 ausfa¨llt, dienen als
Grundlage der Recallmaße.
Abbildung 6.9 zeigt fu¨r das Beispiel der anzureichernden Dermatologie-
Ontologie Ω′ (Unterbegriffe von Dermatologie) ein Szenario zur Bestimmung
der Anreicherungsneigungen. Eine n-Kanten-Fehlklassifikation bei der An-
reicherung von Ω′ und die Anreicherungsneigung mit Kandidaten aus Ω,
wie wir sie oben per Los hergestellt haben, kann mit der fremdontologischen
Neigung zur Anreicherung von Kandidaten aus C (Unterbegriffe von Infek-
tiologie, Anatomie und Molekularbiologie) verglichen werden. Dies wird Be-
standteil der folgenden Messungen sein, wobei wir aus verschiedenen ande-
ren Teilen der Gesamtontologie zufa¨llig Kandidaten c mit c  Dermatologie
auswa¨hlen. Ein paarweiser Vergleich betrifft dann immer die innerontologi-
sche Anreicherungsneigung pro Begriff und die fremdontologische Anreiche-
rungsneigung mit dem selben Begriff.
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   T
Dermatologie
                   Anatomie
                                        Infektiologie
                          
Molekularbiolologie
      
C
C
C
Ω’
         C - Kandidaten
Ω’- anzureichernde 
  Ontologie 
Abbildung 6.9: Auswahl von Kandidaten zur Bestimmung der fremdontologischen
Anreicherungsneigung
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6.3.2 Naive Anreicherungsstrategie
Um nicht nur einen absoluten Vergleich bezu¨glich einer vorgegebenen quan-
titativen Anreicherungsgu¨te einerseits und einen relativen Vergleich der ein-
zelnen Kombinationen vektorwertiger und ontologischer Vergleichsmaße er-
reichen zu ko¨nnen, wurde noch das naive Anreicherungsverfahren aus Algo-
rithmus 1 in Anlehnung an die Arbeiten von Heyer [42] auf die Ontologien
angewandt.
Im naiven Anreicherungsverfahren, das hier als Referenzverfahren dienen
soll, werden die Kollokationen im maximalen Abstand δW = 5 direkt als Be-
griffsvorschla¨ge betrachtet, wie es im Algorithmus 1 in Kapitel 5 erla¨utert
wurde.
Fu¨r die durchgefu¨hrten Messungen wurde eine obere Schranke des 1-Kanten-
Recalls und des 2-Kanten-Recalls fu¨r diese naive Anreicherungsstrategie be-
stimmt. Dies liegt darin begru¨ndet, dass die Kollokationsauswertung mit
Hilfe von Concollate nur einzelne Wo¨rter als Kollokatoren zu den Begriffs-
bezeichnern beru¨cksichtigt. Kamen die einzelnen Bestandteile eines aus meh-
reren Wo¨rtern bestehenden Bezeichners fu¨r einen Kandidaten in der Kol-
lokationsdatei vor, so wurde dies optimistisch als Vorkommnis und somit
Begriffsvorschlag mit dem zusammengesetzten Bezeichner gewertet. Ebenso
wurden bei der Beugung von Wo¨rtern durch Deklination und Konjugation
die gebeugten Formen des eigentlichen Bezeichners ebenfalls als Begriffsvor-
schla¨ge gewertet. Es reichte somit beispielsweise aus, wenn die Kollokatoren
’cystischer’ und ’Fibrose’ einzeln an verschiedenen Stellen des Textkorpus
vorkamen, um ’cystische Fibrose’ als Begriffsvorschlag einzufu¨hren.
6.3.3 Ergebnisse
Die herangezogenen Gu¨temaße sind vom Typ n-Kanten-Recall, n-Kanten-
Fehlklassifikation und Anreicherungsneigung, wie sie in Abschnitt 5.4.3 de-
finiert wurden.
Die einzelnen Messungen wurden einem paarweisen Wilcoxon-Test unterzo-
gen, um die Signifikanz der Ergebnisse unabha¨ngig von einer bestimmten
Verteilung untersuchen zu ko¨nnen [72]1. Es lassen sich folgende Ergebnisse
statistisch fundiert festhalten.
Der erste Zug der Experimente betraf die kleineren Ontologien. Um sicher-
zustellen, dass die Ergebnisse nicht zu stark durch die spezifische Wirkungs-
weise einer Suchmaschine verzerrt werden, wurden aus den insgesamt zwo¨lf
1Wilcoxon-Tests untersuchen die Ra¨nge der Werte einer Stichprobe. Der paarweise
Wilcoxon-Test untersucht die Ra¨nge der Differenzen der paarweise vorliegenden Werte.
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Tabelle 6.1: Legende fu¨r die Maßku¨rzel
Ku¨rzel Maß
Sv vektorwertiges Vergleichsmaß
SΩ ontologisches Vergleichsmaß
J modifiziertes Jaccardmaß
D Schiefmaß
Dg gegla¨ttetes Schiefmaß
S0Ω A¨hnlichkeitsmaß nach Resnik
S1Ω A¨hnlichkeitsmaß nach Li
D0Ω Una¨hnlichkeitsformulierung des Resnik-Maßes
D1Ω Una¨hnlichkeitsformulierung des Li-Maßes
D2Ω Una¨hnlichkeitsformulierung des asymmetrischen Maßes
Ontologien sechs willku¨rlich ausgewa¨hlt.
Tabelle 6.1 liefert nochmals eine Legende fu¨r die Ku¨rzel der untersuchten
Vergleichsmaße. Die Indices 0.99, die fu¨r die Schiefmaße bei den Experi-
menten zusa¨tzlich auftreten, kennzeichnen den Parameter α aus 5.4.2.2. Als
Basisreferenz geben wir in Tabelle die durchschnittlichen 1- und 2-Kanten-
Recallwerte fu¨r das naive Anreicherungsverfahren bei den kleineren Ontolo-
gien an. Fu¨r den vorliegenden experimentellen Aufbau fa¨llt der 1-Kanten-
Recall des naiven Anreicherungsverfahrens sehr niedrig aus. Der 2-Kanten-
Recall liegt etwas ho¨her.
Tabelle 6.3 zeigt den durchschnittlichen 1-Kanten-Recall fu¨r die kleinen On-
tologien. Die Unterscheidung zwischen Schiefmaßen zwischen b und c als
(b, c) und c und b als (c, b) zeigt an, dass im ersten Fall die Una¨hnlichkeit
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Tabelle 6.2: gemittelte Recallwerte fu¨r das naive Anreicherungsverfahren bei
kleinen Ontologien
Gu¨temaß Ω′1 Ω′2 Ω′3 Ω′4 Ω′5 Ω′6
1-Kanten-Recall 0 0 0 0.25 0 0
2-Kanten-Recall 0 0.5 0.1 0.25 0.182 0
zwischen einem Begriff b aus der Ontologie und einem Kandidat b, im zwei-
ten Fall zwischen Kandidat und Begriff herangezogen wurde.
Fu¨r die kleineren Ontologien liegt bei einem Signifikanzniveau von min-
destens 0.95 der Median des gemittelten 1-Kanten-Recalls unter Beteiligung
des Jaccard-Maßes bei u¨ber einem Drittel. Dies gilt sowohl fu¨r die Kombina-
tion mit dem Maß nach Resnik, als auch fu¨r die Kombination mit Lis Maß
oder dem asymmetrischen ontologischen Vergleichsmaß. Diese statistisch ge-
sicherte Aussage ist hier trotz des mehrfach auftretenden hundertprozentigen
1-Kanten-Recalls vorsichtig zu formulieren, weil der Wilcoxon-Test empfind-
lich auf den Ausreißer Ω′5 reagiert. Die Nichtanreicherung im Falle von Ω′5
zeigt sich aber durchgehend bei allen Verfahren, die aus der Kombination der
ontologischen und vektorwertigen Vergleichsmaße entstehen. Fu¨r die Vari-
anten unter der Beteiligung der asymmetrischen vektorwertigen Vergleichs-
maße liegen die Ergebnisse unter Beteiligung der Schiefmaße im Median
signifikant unterhalb der Ergebnisse fu¨r die Varianten mit Jaccard. In mehr
als der Ha¨lfte der Fa¨lle findet hier im Sinne des 1-Kanten-Recalls keine An-
reicherung der erwu¨nschten Art statt. Dies gilt auch fu¨r das eigens definierte
asymmetrische ontologische Vergleichsmaß.
Tabelle 6.4 zeigt den gemittelten und gerundeten 2-Kanten-Recall fu¨r die
kleineren Ontologien. Der gemittelte 2-Kanten-Recall liegt lediglich bei der
Kombination Jaccard/Resnik im Median signifikant u¨ber einem Drittel. Dies
gilt fu¨r ein 0.95-Signifikanzniveau nach demWilcoxon-Test. Wiederum schnei-
den die Maße unter der Beteiligung von vektorwertigen Schiefmaßen deutlich
schlechter ab. In mindestens der Ha¨lfte der Fa¨lle liefern letztere Verfahren
keine Anreicherung im Sinne des 2-Kanten-Recalls. Wiederum finden wir
einen Ausreißer bei Ω′5. Eine mo¨gliche Erkla¨rung ist der deutlich geringe-
re Datenbestand bei der fu¨r Ω′5 durchgefu¨hrten Messung. Hier wurden von
Medivista nur wenige Suchtreffer erzielt, so dass mo¨glicherweise nicht aus-
reichende Kollokationsinformationen. Da das naive Anreicherungsverfahren
im Gegensatz dazu schon beim einmaligen Vorkommnis eines Kollokators
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Tabelle 6.3: gemittelter und gerundeter 1-Kanten-Recall bei kleineren On-
tologien (mit c ∈ C, b ∈ B′)
Sv SΩ Ω′1 Ω′2 Ω′3 Ω′4 Ω′5 Ω′6
J S0Ω 0.333 1 1 1 0 1
J S1Ω 0.667 0.667 1 1 0 1
D0.99(b, c) D0Ω 0 0 0 0 0 0
D0.99(b, c) D1Ω 0.333 0 0 0.5 0 0
D0.99(b, c) D2Ω 0.333 0 0 0.5 0 0
D0.99(c, b) D0Ω 0 0 0 0.5 0 0.25
D0.99(c, b) D1Ω 0 0 0 1 0 0.25
D0.99(c, b) D2Ω 0 0 0 0 0 0
Dg0.99(c, b) D
0
Ω 0.333 0 0 0.5 0 0.25
Dg0.99(c, b) D
1
Ω 0.667 0 0 0.5 0 0
Dg0.99(c, b) D
2
Ω 0.333 0 0 0.5 0 0.25
Dg0.99(b, c) D
0
Ω 0 0 0 0.5 0 0
Dg0.99(b, c) D
1
Ω 0 0.333 0 1 0 0
Dg0.99(b, c) D
2
Ω 0 0 0 0.5 0 0
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Tabelle 6.4: gemittelter und gerundeter 2-Kanten-Recall bei kleineren On-
tologien
Sv SΩ Ω′1 Ω′2 Ω′3 Ω′4 Ω′5 Ω′6
J S0Ω 0.375 1 1 0.75 0 0.941
J S1Ω 0.5 0.313 1 1 0 1
D0.99(b, c) D0Ω 0.125 0.167 0 0 0 0
D0.99(b, c) D1Ω 0.188 0 0 0 0 0
D0.99(b, c) D2Ω 0.436 0 0 0.25 0 0
D0.99(c, b) D0Ω 0 0 0 0.25 0 0.15
D0.99(c, b) D1Ω 0 0 0 0.375 0 0.083
D0.99(c, b) D2Ω 0.063 0 0 0.125 0 0
Dg0.99(c, b) D
0
Ω 0.188 0 0 0.375 0 0.235
Dg0.99(c, b) D
1
Ω 0.313 0 0 0.125 0 0.118
Dg0.99(c, b) D
2
Ω 0.375 0 0.1 0.125 0 0.057
Dg0.99(b, c) D
0
Ω 0.063 0 0 0.125 0 0.177
Dg0.99(b, c) D
1
Ω 0 0.083 0.1 0.375 0 0
Dg0.99(b, c) D
2
Ω 0 0.25 0 0.625 0 0
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Tabelle 6.5: gemittelte und gerundete 2-Kanten-Fehlklassifikation bei klei-
neren Ontologien
Sv SΩ Ω′1 Ω′2 Ω′3 Ω′4 Ω′5 Ω′6
J S0Ω 0.75 1 nicht definiert nicht definiert 0 0.93
J S1Ω 0.75 0.375 nicht definiert nicht definiert 0 1
wirkt, erfolgt bei Ω′5 eine Anreicherung dadurch, wie Tabelle 6.2 beim 2-
Kanten-Recall zeigt.
Fu¨r den gemittelten 1-Kanten-Recall ist der Unterschied zwischen den auf
dem Jaccardmaß basierenden Anreicherungen und der naiven Anreicherungs-
strategie signifikant (Signifikanzniveau mindestens 0.95). Eine solche Signifi-
kanz wird fu¨r den gemittelten 2-Kanten-Recall (trotz eines ho¨heren Werts in
allen Fa¨llen außer dem Ausreißer Ω′5) nicht erreicht. Ein Signifikanzniveau
von mindestens 0.95 wird jedoch fu¨r den Fall, dass man den 2-Kanten-Recall
pro einzelnem Begriff vergleicht, erreicht.
Tabelle 6.5 zeigt die gemittelte und gerundete 2-Kanten-Fehlklassifikation
fu¨r die nach obigen Ergebnissen anreicherungsfreudigen Kombinationen Jac-
card/Resnik und Jaccard/Li. Die Messreihe deutet an, dass mit den guten
Recallwerten Fehlklassifikationen verbunden sein ko¨nnen. Allerdings liegt
hier eine Situation vor, in der der fehlerhaft vorgeschlagene Begriff genau 3
Kanten vom Begriff, zu welchem vorgeschlagen wurde, entfernt war. Wir in-
terpretieren die Messung dahingehend, dass die Fehlklassifikation innerhalb
eines thematischen Bereiches stattfindet und somit eine Unscha¨rfe vorliegt.
Bei den beiden Ontologien, zu denen das Fehlklassifikationsmaß nicht defi-
niert war, lagen bei unserem experimentellen Aufbau keine Kandidaten vor,
die mehr als 3 Kanten vom Begriff, zu dem vorgeschlagen wurde, entfernt
waren. Diese Situation wiederholt sich bei den großen Ontologien, so dass
wir auf einen zusa¨tzlichen Indikator bezu¨glich des Fehlklassifikationsverhal-
tens zuru¨ckgreifen, wie er der Messung in Tabelle 6.6 zu Grunde liegt. Das
Fehlklassifikationsmaß pro Begriff sinkt fu¨r die Kombination Jaccard/Resnik
signifikant, wenn man pro Begriff den Median der fremdontologischen An-
reicherungsneigung mit der innerontologischen Anreicherungsneigung ver-
gleicht. Auch hier gilt ein Signifikanzniveau von mindestens 0.95. Der Median
sinkt fu¨r die Stichprobe von Begriffen, die zufa¨llig aus den anzureichernden
Ontologien ausgewa¨hlt wurden, gegenu¨ber denjenigen, die zufa¨llig aus den
nicht anzureichernden Ontologien ausgewa¨hlt wurden, von 1 auf 0.235, also
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Tabelle 6.6: Anreicherungsneigungen pro Begriff fu¨r kleine Ontologien, Jac-
card/Resnik
Begriff fremdontologische 2-Kanten-
Anreicherungsneigung Fehlklassifikation
b1 0.091 1
b2 0.455 1
b3 0.068 1
b4 0 1
b5 0.235 1
b6 0.373 1
b7 0.373 1
b8 0.078 1
b9 0.392 0.563
b1 =Basaliom, b2 =bo¨sartige Geschwu¨lste, b3 =malignes Melanom,
b4 =spinozellula¨res Karzinom, b5 =Atemwegsinfektionen, b6 =chronische
Bronchtis, b7 =Lungenabszess, b8 =Mukoviszidose, b9 =Pneumokokken
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Tabelle 6.7: Durchschnittlicher 2-Kanten-Recall fu¨r gro¨ßere Ontologien, Jac-
card/Resnik
Sv SΩ Ω∗1 Ω∗2 Ω∗3 Ω∗4 Ω∗5 Ω∗6
J S0Ω 0.667 0.397 0.444 0.423 0.209 0.167
auf knapp ein Fu¨nftel.
Die gro¨ßeren Ontologien wurden im zweiten Zug der Experimente un-
tersucht. Hierbei fanden lediglich auf Google basierende Kollokationsinfor-
mationen aus sechs Ontologien Ω∗1, ...,Ω∗6 Verwendung. Hauptsa¨chlich ver-
folgten die Messungen das Ziel, die Eigenschaften der Maßkombination Jac-
card/Resnik zu verifizieren. Die durchschnittlichen Werte fu¨r den 2-Kanten-
Recall dieser Maßkombination finden sich in Tabelle 6.7. Im Folgenden sind
die Signifikanzen immer am 0.95-Niveau ausgerichtet.
Die Werte in Tabelle 6.7 liegen im Median signifikant u¨ber 0.2 und es
findet sich kein Ausreißer, bei dem die Anreicherung nicht mehr stattfindet,
darunter. Zudem zeigte eine Stichprobe von 27 Begriffen aus Ω∗1, ...,Ω∗6, dass
pro Begriff der 2-Kanten-Recall u¨ber 0.32 liegt. Fu¨r die Kombination aus
Jaccard und Li liegt der gemittelte 2-Kanten-Recall nicht signifikant u¨ber
0.2.
Wir zeigen wieder die Ergebnisse fu¨r die naive Anreicherungsstrategie durch
einen Vergleich zur a¨hnlichkeitsbasierten Anreicherung mit der Maßkombi-
nation Jaccard/Resnik in Tabelle 6.8.
Die naive Anreicherung liegt beim 2-Kanten-Recall pro Begriff mit einem
Median zwischen 0 und 0.111 signifikant unterhalb der a¨hnlichkeitsbasierten
Ontologieanreicherung mit dem Median von 0.556 fu¨r die Stichprobe von
Begriffen aus den sechs gro¨ßeren Ontologien.
Die 2-Kanten-Fehlklassifikation war aufgrund der gegebenen Ontologiestruk-
turen zumeist nicht definiert. Tabelle 6.9 zeigt den daher getroffenen Ver-
gleich zwischen innerontologischen und fremdontologischen Anreicherungs-
neigungen.
Der Median der fremdontologischen Anreicherungsneigung sinkt fu¨r ei-
ne Stichprobe von Begriffen aus den sechs gro¨ßeren Ontologien signifikant
auf 0. Im Mittel findet somit die Anreicherung fachfremder Kandidaten als
Begriffsvorschla¨ge nicht statt.
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Tabelle 6.8: 2-Kanten-Recall fu¨r gro¨ßere Ontologien: naive Anreicherung mit
Google-Korpus gegen Jaccard/Resnik/Google
Begriff naiv Jaccard/Resnik
dura mater spinalis 0 1
arachnoidea mater 0 1
Zentralnervensystem 0 1
pneunomitis carinii pneunomie 0 0
Mukoviszidose 0.111 0.556
cystische Fibrose 0.111 0.556
Ketogenese 0.4 1
Biochemie 0.5 0
Gluconeogenese 0.667 1
Pra¨kanzerosen 0 0
malignes Melanom 0.667 0
mesenchymale Tumoren 0 0.5
Infektiologie 0.111 0.333
Anatomie 0 0
Plasmaprotein 0 0.75
156 KAPITEL 6. IMPLEMENTIERUNG UND MESSERGEBNISSE
Tabelle 6.9: Anreicherungsneigung pro Begriff in großen Ontologien, Jac-
card/Resnik, mit urspru¨nglichem Ω, anzureicherndem Ω∗, fachfremdem Ωx
Begriff innerontologische fremdontologische
Anreicherungsneigung, Anreicherungsneigung,
C ⊂ Ω C ⊂ Ωx
b1 1 0.6
b2 1 0
b3 0.667 0
b4 0.667 0
b5 0.778 0
b6 0.556 0.6
b7 0.333 0
b8 0.556 0
b9 0 0
b10 1 0
b11 0.333 0.9
b12 0.833 0
b13 0.833 0
b14 0.833 0
b15 0.833 1
b16 1 0
b17 0 0
b18 0 0.5
b19 0 0
b20 1 0
b1 =Arachnoidea mater, b2 =Ausgangsmaterial, b3 =Akute bronchitis,
b4 =Bronchiolitis, b5 =chronische Bronchitis, b6 =cystische Fibrose,
b7 =Infektiologie, b8 =Mukoviszidose,
b9 =pneunomitis carinii Pneunomie, b10 =Cofaktoren,
b11 =Gallenflu¨ssigkeit, b12 =Gluconeogenese, b13 =Glucosehomo¨ostase,
b14 =Ketogenese, b15 =Plasmaprotein, b16 =Triacylglycerin,
b17 =Dermatologie,
b18 =ektodermale, b19 =malignes Melanom, b20 =Tumoren der Haut
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6.3.4 Diskussion und Schlussfolgerung
Der folgende Abschnitt gliedert sich in zwei Teile. Die Diskussion der obigen
Messergebnisse fasst die wichtigsten Erkenntnisse fu¨r das gegebene Szena-
rio zusammen. Die Schlussfolgerung legt dar, inwieweit die experimentelle
Situation auf einen Vorschlag zur Anwendung der a¨hnlichkeitsbasierten On-
tologieanreicherung u¨bertragbar ist.
6.3.4.1 Diskussion der Messungen
Die Messergebnisse, die im vorigen Abschnitt gebu¨ndelt dargestellt wurden,
legen nahe, die vektorwertigen Una¨hnlichkeitsmaße fu¨r die Anreicherung der
gegebenen Ontologien zu verwerfen. Die Recallwerte fu¨r die kleinen Onto-
logien erweisen sich auch im Vergleich mit der naiven Anreicherungsstrate-
gie als zu niedrig, um ein positives Anreicherungsergebnis im Sinne einer
Vervollsta¨ndigung der Ontologie zu liefern. Eine vorsichtige Strategie legt
nahe, trotz der denkbaren gu¨nstigeren Anreicherungsergebnisse fu¨r gro¨ße-
re Ontologien die aufgefu¨hrten Versionen der Schiefmaße nicht weiter zu
beru¨cksichtigen. Eine Kombination des Schiefmaßes mit dem asymmetri-
schen Vergleichsmaß konnte in den Experimenten ebenfalls keine Verbesse-
rung erzeugen.
Prinzipiell stellen im vorgestellten Fall die vektorwertigen Una¨hnlichkeits-
maße, die auf dem Jaccardmaß beruhen, eine geeignete Mo¨glichkeit zur kon-
kreten Umsetzung des Ontologieanreicherungsverfahrens dar. Insbesondere
kann ihre Kombination mit dem A¨hnlichkeitsmaß nach Resnik als geeignete
Wahl der vektorwertigen und ontologischen Vergleichsmaße angesehen wer-
den. Dies gilt sowohl fu¨r die kleineren als auch fu¨r die gro¨ßeren Ontologien,
zu denen Messungen durchgefu¨hrt wurden.
Fu¨r diese Kombination aus dem Jaccardmaß und Resniks Maß kann auch
signifikant eine grundsa¨tzlich wu¨nschenswerte Wirkungsweise des a¨hnlich-
keitsbasierten Ontologieanreicherungsverfahren gezeigt werden. Die Anzahl
unerwu¨nschter Begriffsvorschla¨ge nimmt na¨mlich signifikant ab, wenn wir
Kandidaten heranziehen, die innerhalb der urspru¨nglichen Ontologie zu an-
deren Fachgebieten zu za¨hlen waren (Vergleich inner- und fremdontologi-
scher Anreicherungsneigung). Die gu¨nstigen Recallwerte fu¨r die Kom-
bination aus dem Jaccardmaß und Resniks Maß werden somit im
Rahmen unserer Messungen nicht durch eine eventuelle unzumut-
bar starke Neigung des Algorithmus zu vielen Vorschla¨gen konter-
kariert. Dies gilt insbesondere dann, wenn die Kombination des modifizier-
ten Jaccardmaßes und des Resnikmaßes bei den gro¨ßeren Ontologien mit
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auf Google-Suchtreffern basierenden Kollokationsinformationen angewandt
wird. Die niedrigeren durchschnittlichen Recallwerte im Vergleich zu den
kleineren Ontologien sind in diesem Falle in Kauf zu nehmen, da gleichzei-
tig wesentlich weniger (im Median 0) fremde Begriffe vorgeschlagen werden.
Im Vergleich zu den kleineren Ontologien (Median der fremdontologischen
Anreicherungsneigung: 0.235) stellt dies eine sehr wu¨nschenswerte Verbes-
serung dar.
Andererseits ist das Anreicherungsverfahren dem naiven Anreicherugsver-
fahren aus Sicht der Recall-Evaluierungen deutlich u¨berlegen. Die mangeln-
de sprachliche Vorverarbeitung des naiven Anreicherungsverfahrens kann
hierbei nicht als Begru¨ndung herangezogen werden, da eine entsprechende
obere Schranke des Recalls gemessen wurde und die bevorzugte Kombinati-
on aus ontologischem und vektorwertigem Vergleichsmaß auch dieser oberen
Schranke u¨berlegen war.
Eine mo¨gliche Erkla¨rung im Rahmen fu¨r das bessere Abschneiden der a¨hn-
lichkeitsbasierten Maße gegenu¨ber den una¨hnlichkeitsbasierten Maßen kann
durch folgende Betrachtung gewonnen werden. Wir ziehen fu¨r alle Kandi-
daten der Anreicherung kleiner Ontologien die mittlere durchschnittliche
Abweichung des durch die optimale Gewichtung ~kopt(Ω′i) gewonnenen Ver-
gleichsmaßes vom tatsa¨chlichen ontologischen Vergleichsmaß heran. Dazu
verwenden wir folgende Notation. Sei Ωi eine der urspru¨nglich gegebenen
Ontologien, bei der noch keine Kandidaten zu Evaluationszwecken entfernt
wurden. Es seien Ω′i eine der kleineren Ontologien mit den Begriffen B
′
i und
Ci die dazu geho¨rige Kandidatenmenge. Sei außerdem ~kopt(Ω′i) die fu¨r Ω
′
i
gefundene optimale Gewichtung. Dann gibt
A(Ωi,Ω′i) :=
∑
b∈B′i
∑
c∈Ci(
|~kopt(Ω′i)Sv(c,b)−SΩi (c,b)|
SΩi(c,b)
) + |
~kopt(Ω′i)Sv(b,c)−SΩi (b,c)|
SΩi(b,c)
|B′i||Ci|
(6.1)
an, wie stark die mittels der optimalen Gewichtung gefundenen Vergleichs-
werte im Verha¨ltnis zum urspru¨nglichen Vergleichswert vom urspru¨nglichen
Vergleichswert abweichen. Wir betrachten den Mittelwert von A(Ωi,Ω′i) u¨ber
unsere sechs gegebenen Ontologien fu¨r den Fall der kleinen Ontologien Ω′i
und erhalten die in Tabelle 6.10 aufgetragenen Werte.
Die Werte fu¨r das Jaccardmaß liegen mit 1.099 fu¨r Li und 2.351 fu¨r
Resnik niedriger als die Mittelwerte fu¨r die asymmetrischen vektorwertigen
Maße. In diesem Szenario erfolgt eine bessere Anpassung an Jaccardmaße
nach dem Versta¨ndnis der Gleichung 5.4. Fu¨r Recallwerte, Anreicherungs-
neigungen und Fehlklassifikationen gehen zwar jeweils nur ein Teil der in
6.3. MESSUNGEN 159
Tabelle 6.10: Anpassung der vektorwertigen und der ontologischen Ver-
gleichsmaße
Jaccard Schiefmaß gegla¨ttetes Schiefmaß
Resnik 2.351 52.4045 242.15
Li 1.099 7.119 7.166
asymmetrisches Vergleichsmaß 5.283 15.084 5.162
Tabelle 6.10 beru¨cksichtigten Vergleiche ein, trotzdem liefern die Ergebnisse
Grund zu der Annahme, dass die u¨ber das Minimierungsproblem 5.4 ge-
fundenen Maße fu¨r unter der Beteiligung des modifizierten Jaccardmaßes
besser fu¨r das generelle Vorgehen geeignet sind und besser zur Rekonstruk-
tion der ontologischen Vergleichsmaße durch das Minimierungsproblem 5.4
herangezogen werden ko¨nnen.
6.3.4.2 Schlussfolgerung und Vorschlag
Die Experimente des vorangegangenen Abschnittes zeigen, dass sich in der
gegebenen Situation die prinzipielle erwu¨nschte Wirkungsweise der a¨hnlich-
keitsbasierten Ontologieanreicherung mittels einer bestimmten Konfigurati-
on des Algorithmus (Wahl der Maße und Ausgangsgro¨ße der Ontologien)
erreichen la¨sst. Da in anderen Ausgangssituationen andere Ausgangsgro¨ßen
(Ontologien und Korpora) vorliegen ko¨nnen, liefern wir im letzten Abschnitt
dieses Kapitels einen Vorschlag, wie die systematische Durchfu¨hrung von
Messungen und Anreicherungen im Ontologieerstellungsprozess eingesetzt
werden kann.
Wir beziehen uns wieder auf das kooperative Ontologieerstellungsverfahren,
wie es in k-med eingesetzt wurde. Die zur Anreicherung notwendigen Akti-
vita¨ten des Moderators erfolgen nicht zeitgleich mit der Ontologieerstellung,
sondern wa¨hrend die Aktivita¨ten der Autoren ruhen. Das a¨hnlichkeitsbasier-
te Ontologieanreicherungsverfahren kann sowohl in der Verankerungsphase
als auch in der Phase der iterativen Verbesserung (die im Falle einer Ver-
schlagwortung einer Wechselwirkung mit der Anwendung unterliegt, siehe
Abbildung 3.3) eingesetzt werden. Fu¨r beide Phasen gilt, dass die technische
Durchfu¨hrung der Ontologieanreicherung beim Moderator liegen sollte.
Der Moderator fu¨hrt fu¨r eine gegebene Ontologie mehrere Formen der Zer-
legung in kleinere zusammenha¨ngende Ontologien durch. Dies geschieht, in-
dem die Gesamtmenge der Begriffe in disjunkte Teilmengen der Begriffe und
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der fu¨r sie gu¨ltigen Ober- und Unterbegriffsrelationen unterteilt wird. Zudem
beno¨tigt der Moderator von den Autoren der Ontologie Textkorpora, die als
charakteristisch fu¨r das zu modellierende Fachgebiet anzusehen sind. Zusa¨tz-
lich sollten die Autoren auch noch Listen von Kandidaten mitliefern. Dabei
kann es sich beispielsweise um das Stichwortverzeichnis eines Lexikons, um
den Index eines Fachbuches zum Themengebiet oder um Schlu¨sselwo¨rter,
die der Autor zur Verschlagwortung oder als Metadateneintra¨ge wu¨nscht
und die aber noch nicht als Begriffe der Ontologie angelegt sind, handeln.
Liegt eine solche Kandidatenliste nicht vor, so kann zwar grundsa¨tzlich je-
des Wort aus dem gegebenen Textkorpus daraufhin untersucht werden, ob
es zum Begriffsvorschlag des Ontologieanreicherungsverfahrens wird, jedoch
wa¨re eine Identifikation von Bezeichnern, die aus mehreren Wo¨rtern (im
Dermatologie-Beispiel des vorliegenden Kapitels: malignes Melanom, spino-
zellula¨res Karzinom et cetera) bestehen, notwendig.
Mit der Zerlegung der Ontologie wird der Anreicherungsprozeß unabha¨ngig
von einer Skalierbarkeit des a¨hnlichkeitsbasierten Verfahrens im Allgemei-
nen und der Lo¨sung des Minimierungsproblems 5.4 im Speziellen. Der Mo-
derator pru¨ft fu¨r verschiedene Zerlegungen der gegebenen Ontologie a¨hn-
lich wie in den vorgestellten Experimenten, wie sich die Recallmaße sowie
die inner- und fremdontologischen Anreicherungsneigungen gestalten. Da-
zu mu¨ssen per Los Teile der aus der Zerlegung resultierenden Ontologien
als Kandidaten identifiziert werden. Die Messungen des letzten Abschnit-
tes erheben in diesem Zusammenhang keinen Anspruch auf Vollsta¨ndigkeit,
sondern zeigen, welche Situation der a¨hnlichkeitsbasierten Anreicherung als
gu¨nstig identifiziert werden kann; die in der Auswertung unseres Experi-
ments favorisierte Kombination aus dem modifizierten Jaccardmaß und dem
Resnik-Maß erfu¨llt folgende Bedingungen:
• relativ hohe Recallwerte oberhalb der Vergleichswerte fu¨r das naive
Anreicherungsverfahren
• niedrige fremdontologische Anreicherungsneigung im Verha¨ltnis zur in-
nerontoloigschen Anreicherungsneigung
Bei der Bestimmung der fremdontologischen Anreicherungsneigung muss
im Vergleich zu unserem experimentellen Aufbau beachtet werden, dass es
durchaus positiv sein kann, wenn der eigene fachgebietsspezifische Korpus
eines Autoren Vorschla¨ge liefert, die als Begriffe in anderen Teilen der On-
tologie bereits vorhanden sind oder als Begriffsvorschla¨ge in anderen Teilen
der Ontologie auftauchen. Die fremdontologische Anreicherungsneigung soll-
te daher mit Korpusinformationen aus den fremden Textkorpora berechnet
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werden und ist als relatives Maß anzusehen. Das bedeutet, dass die fremdon-
tologische Anreicherungsneigung beim Vergleich verschiedener Zerlegungen
und Maßkombinationen gering ausfallen sollte, ein Median von 0, wie er in
unseren Messungen nachgewiesen werden konnte, sollte nicht als absoluter
Richtwert dienen. Die Korpusgro¨ßen sollten zudem nicht stark voneinander
abweichen. Ziel des Vergleiches ist somit die Herstellung optimaler Gewich-
tungen, die mo¨glichst korpusspezifisch sind. Will sich der Moderator auf
Untersuchungen von inner- und fremdontologischen Anreicherungsneigun-
gen mit einem Textkorpus beschra¨nken, so sollte die damit anzureichernde
Ontologie hinreichend groß sein, um auch tatsa¨chlich eine Herstellung von
als Begriffsvorschlag negativ aufzufassenden Kandidaten mo¨glich werden zu
lassen.
Der Moderator wa¨hlt eine Zerlegung und eine Maßkombination, die bei sei-
nen Tests als sinnvoll identifiziert wurde, indem ihr eine signifikant bessere
Wirkungsweise als anderen Zerlegungen und Maßkombinationen nachgewie-
sen werden konnte. Mit dieser gefundenen Auspra¨gung des Anreicherungs-
ansatzes werden schließlich die Begriffsvorschla¨ge zu den vorhandenen Be-
griffen hergestellt und den Autoren geliefert. Dabei ist zu beachten, dass
das Verfahren die Begriffsvorschla¨ge aufgrund derjenigen Ontologien liefert,
welche nach Entfernung der Kandidaten resultieren (in unseren Experimen-
ten Ω′i und Ω
∗
i ). Tritt ein gleich lautender Begriffsvorschlag an mehreren
Stellen der Gesamtontologie auf oder ist er bereits an einer andere Stelle der
Gesamtontologie vorhanden, so sind die fu¨r die jeweiligen thematischen Be-
reiche verantwortlichen Ontologieautoren zur Kooperation aufgerufen. Der
Moderator sollte diese U¨berschneidungen den Autoren mitteilen, um die Ko-
operation zu erleichtern.
Das gesamte Verfahren kann im Erstellungsprozess der Ontologie wiederholt
werden.
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Kapitel 7
Zusammenfassung
Die vorliegende Arbeit stellt einen neuartigen Ansatz dar, eine automatische
Unterstu¨tzung des Ontologieerstellungsprozesses zu liefern. Das Verfahren
kann bestehende Ontologien erweitern und so einen Beitrag zur erleichterten
Konstruktion und Wiederverwendung bestehender Wissensrepra¨sentationen
liefern.
Es wurde dazu eine a¨hnlichkeitsbasierte Methode definiert und erprobt. Die
Wirkungsweise der Methode gleicht die A¨hnlichkeiten zwischen Begriffspaa-
ren aus der Ontologie und die A¨hnlichkeiten, die sich aus der Verwendung
von Fachbegriffen in einem Textkorpus bestimmen lassen, einander an.
Die in der Arbeit dargelegten Messergebnisse zeigen, dass fu¨r ein beispiel-
haftes Szenario eine Definition des Verfahrens gefunden werden kann, die
anderen Verfahren signifikant u¨berlegen ist: die Kombination aus dem neu
definierten vektorwertigen A¨hnlichkeitsmaß, das auf dem Jaccardmaß be-
ruht, und dem ontologischen Vegleichsmaß nach Resnik.
Die Bewertung des Verfahrens im Beispielszenario beruht auf einem Da-
tenbestand, wie er in einer realistischen Projektsituation (k-med) entsteht.
Die in der Arbeit definierte Vorgehensweise der Messungen ist auf weitere
konkrete Anwendungsfa¨lle, in denen Ontologieanreicherungen vorgenommen
werden sollen, u¨bertragbar.
Alle in dieser Arbeit neu definierten Kriterien der Bewertung, na¨mlich Fehl-
klassifikation, Anreicherungsneigung und Recalleigenschaften, stehen in un-
mittelbarem Zusammenhang mit verschiedenen Phasen des kooperativen
Ontologieerstellungsprozesses nach Holsapple und Joshi, dessen iterative
Phasen im Rahmen dieser Arbeit mit der Erstellung von Metadaten und
noch allgemeiner mit der Verschlagwortung von Dokumenten integriert wur-
den.
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Das a¨hnlichkeitsbasierte Verfahren ero¨ffnet in zweifacher Hinsicht Mo¨glich-
keiten der automatischen Unterstu¨tzung. Sind eine Ontologie und ein Text-
korpus gegeben, so kann der Moderator des Ontologieerstellungsprozesses
jedem Ersteller der Ontologie unabha¨ngig von der Anwendung der Onto-
logie Begriffsvorschla¨ge und ihren Bezug zur bereits vorhandenen Ontologie
zukommen lassen. Dies kann im Erstellungsprozess bereits sehr fru¨h und
sehr spezifisch, das heißt mit kleinen fachbezogenen Ontologien, geschehen.
Die vorliegende Arbeit geht in diesem Sinne u¨ber vorhandene Arbeiten der
vollsta¨ndig automatischen Generierung von Ontologien hinaus.
Daru¨ber hinaus kann die Verschlagwortung mit neuen Begriffen wa¨hrend des
Ontologieerstellungsprozesses einen Ru¨ckbezug auf die Ontologie erfahren,
wie es fu¨r eine kontinuierliche anwendungsbezogene Erweiterung fachgebiets-
spezifischer Ontologien gefordert wurde.
Alle Untersuchungen der vorliegenden Arbeit wurden mit dem Anspruch
auf eine mo¨glichst starke Ausrichtung an statistischen Verfahren durch-
gefu¨hrt. Es wurde somit die Wirksamkeit eines Verfahrens ohne zusa¨tzliches,
aufwa¨ndig zu pflegendes sprachliches oder logisches Hintergrundwissen ge-
zeigt. Daher stu¨tzen sich die Auswertungen der Textkorpusinformationen
zur Verwendung von Fachbegriffen auf Kollokationen von Begriffsbezeich-
nern und Wo¨rtern in fachspezifischen Textkorpora. Durch die Einfu¨hrung
von A¨hnlichkeitswerten und Begriffsvorschla¨gen bleibt das Ontologieanrei-
cherungsverfahren fu¨r Anwender transparent, der letzte Schritt der konkre-
ten Integration eines Begriffsvorschlags obliegt der Gestaltungsfreiheit der
Nutzer.
Mit dem in der vorliegenden Dissertationsschrift entwickelten Verfahren wird
die Erstellung von Ontologien systematisiert und vereinfacht. In der erzielten
Vereinfachung ist ein Beitrag zum Einsatz von Ontologien in Anwendungen
der Wissensrepra¨sentation zu sehen.
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Anhang A
Implementierungsdetails
Dieser Anhang zeigt die Umsetzung der ontologischen und vektorwertigen
Vergleichsmaße und des Optimierungsproblems fu¨r die Testumgebung aus
Kapitel 6.
Zentrale Steuerung durch start.pl
Mit der Datei start.pl wird die Anwendung gestartet. Von diesem Skript aus
werden die anderen Skripte, die zur Berechnung des Algorithmus notwendig
sind, aufgerufen. Der Hauptteil des Quellkodes besteht aus der Implemen-
tierung der Benutzeroberfla¨che.
Formatierung ohne Stopwo¨rter durch conformat.pl
Dieses Skript besitzt die Aufgabe, die in einem Con-Verzeichnis enthaltenen
Kollokations-Dateien von unerwu¨nschten Kollokatoren zu befreien. Dies ge-
schieht mit Hilfe einer Stopliste (siehe Anhang). U¨ber die Kommandozeile
erha¨lt es einen Zeiger auf das derart zu bearbeitende Con-Verzeichnis, das
Verzeichnis, wo das Con-Verzeichnis nach Bearbeitung gespeichert werden
soll und einen Zeiger auf die Datei, die die Stopliste entha¨lt. Die Stopliste
sollte in einer Textdatei enthalten sein und jede Zeile sollte ein Wort ent-
halten.
Conformat.pl nimmt zuna¨chst allgemeine Filterungen vor, so werden bei-
spielsweise alle Wo¨rter mit drei oder weniger Buchstaben und alle Wo¨rter,
die mit einer Ziffer beginnen, eliminiert. Danach wird die Stopliste Zeile
fu¨r Zeile mit jeder Kollokations-Datei verglichen. Die u¨bereinstimmenden
Eintra¨ge werden nicht in die neue Kollokationsdatei u¨bernommen. Folgende
Programmzeilen bereinigen die Kollokationsdateien:
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for ($i = 2; $i < @files; $i++) {#komplettes ConVerzeichnis
durchgehen.
mkdir ($Argument2);
#Anlegen des Zielverzeichnisses.
#Oeffnen der jeweiligen Quell(Con)Datei zur Bearbeitung...
open (CONDATEI, ’$Argument1\\$files[$i]’) or die
(’Datei nicht gefunden’);
#Oeffnen der Zieldatei im Zielverzeichnis, Dateiname wird beibehalten.
open (CONDATEIFORMATIERT, ’>$Argument2\\$files[$i]’);
while (defined($line = <CONDATEI>))
{ #Alle Zeilen der ConDatei durchgehen.
@zeile = split (’,’, $line);
#Array zeile f"ur Zeile der ConDatei.
if ($zeile[0] =~ /^[^0-9]/)
{ #Alle Eintraege mit Ziffern am Anfang...
if (length($zeile[0])> 3)
{ #..und alle mit >=3 Zeichen raus.
$merker = 0;
#Hilfsvariable merker/Z"ahler (zur"uck-)setzen.
for ($l = 0; $l < @stopliste; $l++)
{ #Stopliste durchgehen.
chomp $stopliste[$l];
if ($stopliste[$l] eq $zeile[0]) {
$merker = 1;
#merker/Zaehler setzen bei Uebereinstimmung.
}#if
last if ($merker == 1);
#bei "Ubereinstimmung..
}#for
#naechste Zeile untersuchen.
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if ($merker == 0) {
print CONFORM $line;
#wenn keine Uebereinstimmung..
}#if
#Kollokatoren in neue ConDatei.
}#if
}#if
}#while
close CONDATEI; #Bearbeitete ConDatei wird
wieder geschlossen.
Wenn der Benutzer Wert darauf legt, dass im Gegensatz zur Standar-
deinstellung nicht alle Eintra¨ge mit drei der weniger Buchstaben entfernt
werden, kann in der entsprechenden if-Schleife die getestete La¨nge herun-
ter gesetzt werden. Das ha¨tte allerdings zur Konsequenz, dass viele drei-
buchstabige Worte, wie beispielsweise Pra¨positionen oder Artikel, die als
Kollokatoren keinen Informationsgehalt besitzen, manuell in die Stopliste
eingetragen werden mu¨ssten.
Vektorkonstruktion
Das Skript Vektorberechnung.pl setzt den ersten Teil des Algorithmus um.
Es erha¨lt das Verzeichnis mit den Kollokationsdateien und errechnet dar-
aus die vektorwertigen Vergleichsmaße. U¨ber die Kommandozeile werden
die Position des Con-Verzeichnisses und die Angabe, welches vektorwertige
Vergleichsmaß verwendet werden soll, u¨bergeben.
Vektorberechnung.pl findet zuna¨chst aus einem gegebenen Con-Verzeichnis
jene Kollokatoren, die in mindestens zwei Kollokationsdateien auftreten, und
schreibt diese in ein Array. Dieser Vorgang nimmt circa vier Fu¨nftel der Lauf-
zeit des gesamten Programms in Anspruch. Um jeden in einer Kollokations-
datei auftretenden Kollokator mit allen anderen Kollokatoren vergleichen zu
ko¨nnen, ist eine vierfach verschachtelte Schleife notwendig.
Der Algorithmus setzt sich aus vier ineinander verschachtelten for-Schleifen
zusammen. Die a¨ußerste for-Schleife o¨ffnet nacheinander die zu untersu-
chenden Kollokationsdateien im Con-Verzeichnis und liest die in der Da-
tei vorhandenen Kollokatoren in ein Array. In der zweiten Schleife werden
die Eintra¨ge dieses Arrays traversiert. Jeder Eintrag des Arrays wird mit
den Kollokatoren aller verbleibenden Kollokationsdateien verglichen. Dies
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geschieht jedoch nur dann, wenn der Kollokator nicht schon im Ergebnisar-
ray enthalten ist. Sollte dies der Fall sein, wird sofort zum na¨chsten Eintrag
des Arrays, also zum na¨chsten Kollokator u¨bergegangen. Wenn der Kollo-
kator noch nicht im Ergebnis-Array enthalten ist, werden nacheinander die
anderen Dateien aus dem Con-Verzeichnis geo¨ffnet. Der Laufindex dieser
dritten Schleife verhindert dabei, dass ein Kollokator zweimal mit irgendei-
nem anderen Kollokator verglichen wird. Dies wird durch die Abha¨ngigkeit
des Laufindex j der dritten Schleife von dem der a¨ußersten Schleife i mit
dem Startwert j = (i+ 1) gewa¨hrleistet.
Der Inhalt der zu vergleichenden Kollokationsdatei wird wiederum in ein
Array geschrieben, das schließlich von der innersten Schleife durchlaufen
wird. Innerhalb dieser Schleife wird dann der untersuchte Kollokator mit
den Kollokatoren aller anderen Kollokationsdateien verglichen und, wenn
er zusa¨tzlich in einer der anderen Datei auftritt, eine Za¨hlvariable gesetzt.
Sobald der Za¨hler fu¨r einen Kollokator gesetzt ist, ko¨nnen die beiden inne-
ren Schleifen abgebrochen und der na¨chste Kollokator untersucht werden.
Zuvor wird noch der Kollokator bei gesetztem Za¨hler an das Ergebnisar-
ray angefu¨gt. Das Ergebnisarray entspricht dem in Kapitel 4 dargestellten
Attributmenge A. Der Wortabstand δW ist durch die Kollokationsdateien
vorgegeben, die Auswahl der zu betrachtenden Kollokatoren, die in A ein-
gehen, wird durch den soeben beschriebenen Mechanismus getroffen. Diese
wird fu¨r die spa¨tere Verwendung zur Berechnung der Kandidaten und zur
Untersuchung durch den Benutzer, in einer Datei abgespeichert. Das erspart
den erneuten Durchlauf der Schleife, wenn in einen folgenden Untersuchungs-
schritt mit der gleichen Ontologie und dem gleichen Korpus, aber anderen
ontologischen und vektorwertigen Vergleichsmaßen angereichert wird.
Nun bildet Vektorberechnung.pl anhand des Vektors fu¨r jede Kollokati-
onsdatei weitere Vektoren. Hier werden die Auftrittsha¨ufigkeiten des zur
Kollokations-Datei geho¨rigen Begriffs mit jedem Kollokator des Wortvektors
eingetragen. Fu¨r jeden Begriff wird dazu dessen Kollokations-Datei geo¨ffnet
und die Kollokatoren mit den Eintra¨gen des Wortvektors (der Attributmen-
ge A) verglichen. Bei einer U¨bereinstimmung wird die Auftrittsha¨ufigkeit
dieses Kollokators mit dem Begriff aus der Kollokationsdatei in eine dem
Begriff zugeho¨rige Zeile der Matrix @vektor geschrieben. Die sich ergebende
Repra¨sentationsmatrix wird in der Datei Begriffsvektoren.dat zur Verwen-
dung bei der Beurteilung der Kandidaten zwischengespeichert. Durch die
Verbindung der Zeilen ergibt sich so die Repra¨sentationsmatrix fu¨r die ge-
gebene Ontologie und fu¨r die Attributmenge A. Jeder der Begriffsvektoren
wird nun mit sich selbst und allen anderen Vektoren verrechnet. Anhand
des u¨bergebenen Kommandozeilenarguments wird entschieden, welches vek-
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torwertige Vergleichsmaß zur Erstellung der Matrix verwendet wird. Das
matrixfo¨rmige Resultat dient dann als unterer Teil der AMPL-Datei, wie
wir sie in Abbildung 6.4 vorgestellt haben.
Die Berechnung entspricht den aus den Abschnitten 5.4.2.1 und 5.4.2.2 be-
kannten Termen fu¨r die vektorwertigen Vergleichsmaße.
Berechnung von ontologischen Vergleichsmaßen
Das Skript Ontologieberechnung.pl nimmt die Berechnung der ontologsichen
Vergleichsmaße (siehe Abschnitt 5.4.1) und die Formatierung der AMPL-
Datei vor. U¨ber die Kommandozeile erha¨lt das Skript Zeiger auf das Con-
Verzeichnis, Zeiger auf die Ontologiedatei (wie sie in Abbildung 6.3 darge-
stellt wurde), Zeiger auf die Datei, in der das Ergebnis zwischengespeichert
werden soll, Information u¨ber das zu verwendende ontologische Vergleichs-
maß (nach Li, Resnik oder dem asymmetrischen Vergleichsmaß), Informati-
on daru¨ber, ob Distanz oder A¨hnlichkeit berechnet wird und Parameter zur
Berechnung des Maßes nach Li.
Des Weiteren geht Ontologieberechnung.pl davon aus, dass sich die Datei
Rohdaten.dat mit den berechneten Entfernungsvektoren im Installations-
verzeichnis befindet. Zuna¨chst wird die Ontologieadatei eingelesen und die
Begriffe der Ontologie werden alphabetisch geordnet. Dies geschieht in der
Subroutine ordnen, die u¨ber subs.pl in das Skript eingebunden ist.
Bei der Berechnung des asymmetrischen Vergleichsmaßes folgt nun die Be-
stimmung der Anzahl der in Definition 9 eingefu¨hrten Geschwister fu¨r jeden
Begriff:
for $i (0..$#Begriffe) {
$siblings = 0;
$siblinghilfvar = 0;
@erga = split /\./, $Begriffe[$i][0];
for $j (0..$#Begriffe) {
@ergb = split /\./, $Begriffe[$j][0];
if (@erga == @ergb) {
$a = @erga;
if ($a == 1) {
$siblings++;
}#if
else {
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for ($c = 0; $c < $a-1 ; $c++) {
$siblinghilfvar = 0;
last if ($erga[$c] != $ergb[$c]);
$siblinghilfvar++;
}#for
#Begriff selbst z"ahlt auch als sibling/Geschwister.
$siblings = $siblings + $siblinghilfvar;
}#else
}#if
}#for
$Begriffe[$i][6] = $siblings;
}
Ein Begriff ist genau dann ein Geschwister zu einem anderen Begriff,
wenn beide Begriffe denselben direkten Oberbegriff besitzen. Daraus folgt,
dass die La¨nge der Positionszahl fu¨r beide Begriffe gleich sein muss. Daru¨ber
hinaus mu¨ssen beide Positionszahlen bis auf die letzte Ziffer gleich sein. Der
obige Algorithmus pru¨ft dies und bestimmt dementsprechend die Anzahl
der Geschwister. Hier wird der Begriff selbst auch als Geschwister gewertet,
was der Definition des asymmetrischen Vergleichsmaßes in Abschnitt 5.4.1.3
entspricht.
Die erhaltenen Anzahl wird fu¨r jeden Begriff gespeichert, damit spa¨ter der
Durchschnitt der Anzahl der Geschwister zweier Begriffe berechnet werden
kann. Die durchschnittliche Abstraktionsebene wird anhand der La¨nge der
Positionszahl der betrachteten Begriffe bestimmt. Fu¨r die Berechnung der
Schritte aufwa¨rts und abwa¨rts in der Hierarchie von einem Begriff zum an-
deren wird folgender Algorithmus verwendet, den wir in der Perl-Notation
darstellen:
if(@erga < @ergb) {
$kmax = @erga;
}#if else {
$kmax = @ergb;
}#else for ($k = 0; $k <= $kmax; $k++) {
$lambda = @ergb;
$lambda = $lambda - $k;
$kappa = @erga;
$kappa = $kappa - $k ;
last if ($erga[$k] != $ergb[$k]);
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}
Dieser Algorithmus ist sowohl auf die Abwa¨rts- wie auf die Aufwa¨rts-
schritte anwendbar. Die Anzahl der Schritte (kappa und lambda in Glei-
chung 5.20) ha¨ngt von den Positionszahlen der untersuchten Begriffe ab. Je
mehr Stellen die Bezeichner von vorne her gemeinsam haben, desto kleiner
ist die Anzahl der Schritte innerhalb der Hierarchie. Bei identischen Begrif-
fen ist die Anzahl der Schritte null, bei Begriffen deren Positionszahlen mit
unterschiedlichen Ziffern beginnen, entspricht die Anzahl der Schritte der
La¨nge eines der Begriffe, welches Begriffs, ist abha¨ngig von der Richtung,
die zur Traversion der Hierarchie verwendet wird.
Der einzige Unterschied zwischen A¨hnlichkeit und Una¨hnlichkeit nach dem
asymmetrischen Vergleichsmaß besteht in dem in 5.20 verwendeten Expo-
nenten. Der Variablenname
$Distanz
wird sowohl fu¨r die Distanzberechnung als auch fu¨r die A¨hnlichkeitsbe-
rechnung verwendet. Wurde das Ontologiemaß nach Resnik gewa¨hlt, wird
nach dem Ordnen der Begriffe der Ontologie zuna¨chst die Subroutine sum-
me aufgerufen. Diese berechnet aus den von Concollate erhaltenen Daten ein
Korrelat der absoluten Ha¨ufigkeit der Begriffe im Textkorpus, in dem sie die
Gesamtauftrittsha¨ufigkeiten aller Kollokatoren fu¨r jeden Begriff aufaddiert.
Nun wird jeweils die Frequenz berechnet. Die Frequenz eines Begriffs ist
hier die Summe der eigenen Gesamtauftrittsha¨ufigkeit im Textkorpus und
der aller Begriffe im Unterbaum des Begriffs, das heißt aller direkten und al-
ler weiteren Unterbegriffe bis zu den Begriffen, die keine Unterbegriffe mehr
besitzen.
for $i (0..$#Begriffe) {
$Begriffe[$i][4]=0;
for $j (0..$#Begriffe) {
#F"ur jeden Begriff wird die Haeufigkeit berechnet.
if ($Begriffe[$j][0] =~ /^$Begriffe[$i][0]/){
#Nur der Begriff selbst und seine \\
#Unterbegriffe werden beruecksichtigt.
$Begriffe[$i][4] += $Begriffe[$j][2];
}#if
186 ANHANG A. IMPLEMENTIERUNGSDETAILS
}#for
$anzahlgesamt += $Begriffe[$i][2];#Bestimmung der Gesamtsumme.
}#for $wertlang = @Werte; #oberster Begriff mit durchschnittlicher
Haeufigkeit wird zusaetzlich eingefuehrt. $oberst =
$anzahlgesamt/$wertlang; $anzahlgesamt = $anzahlgesamt + $oberst;
Um Definitionslu¨cken bei der Berechnung des Distanzmaßes zu umgehen
wird zusa¨tzlich noch ein bislang nicht explizit aufgefu¨hrter abstrakter Ober-
begriff > eingefu¨hrt, der als Oberbegriff des bisherigen Wurzelbegriffs der
Ontologie za¨hlt und dessen Ha¨ufigkeit dem Durchschnitt der Ha¨ufigkeiten
aller Begriffe entspricht. Nun folgend wird fu¨r jeden Begriff die Wahrschein-
lichkeit und deren Logarithmus berechnet und im Begriffsarray gespeichert.
for $i (0..$#Begriffe) {
$Begriffe[$i][4] = $Begriffe[$i][4]/$anzahlgesamt;
#Bei Aehnlichkeit log berechenen...
if ($ARGV[7] eq ’-s’ or $ARGV[7] eq ’-d’) {
$Begriffe[$i][5]= - log (1-$Begriffe[$i][4]) ;
}#if
#Bei Unaehnlichkeit log (1-..) berechnen.
elsif ($ARGV[7] eq ’-j’) {
$Begriffe[$i][5]= - log $Begriffe[$i][4];
}
}#for
Ob A¨hnlichkeit oder Una¨hnlichkeit berechnet wird, ist wiederum von
dem gewa¨hlten vektorwertigen Vergleichsmaß abha¨ngig (siehe Tabelle 5.3).
Nun wird, um die Entfernung zwischen zwei Begriffen zu ermitteln, der
Oberbegriff dieser Begriffe ermittelt. Der fu¨r diesen Oberbegriff ermittelte
Logarithmus entspricht dann der Una¨hnlichkeit beziehungsweise A¨hnlich-
keit. Die Ermittlung des Oberbegriffs zweier Begriffe wird im Folgenden
gezeigt.
for $i (0..$#Begriffe) {
@erga = split /\./, $Begriffe[$i][0];
for $j (0..$#Begriffe) {
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@ergb = split /\./, $Begriffe[$j][0];
#Oberbegriff berechnen.
$erg =’’;
if(@erga < @ergb) {
$zmax = @erga;
}#if
else {
$zmax = @ergb;
}#else
if ($erga[0] != $ergb[0]){
$erg = ’0.’;
}#if
else {
for($z=0;$z<$zmax;$z++){
last if($erga[$z]!= $ergb[$z]);
$erg=$erg.$erga[$z].’.’;
}#for
}#else
chop $erg;
}
}
Hier werden nacheinander die Stellen der Positionszahlen der beiden Be-
griffe verglichen. Fu¨r jede U¨bereinstimmung wird die untersuchte Stelle an
den Oberbegriff angefu¨gt. Sobald eine Stelle nicht mehr u¨bereinstimmt wird
die Untersuchung abgebrochen und der Oberbegriff ist gefunden. Wenn der
Oberbegriff ermittelt ist, wird der zugeho¨rige Vergleichswert in die Ergebni-
stabelle eingetragen. Bei der Ermittlung der ontologischen Vergleichsmaßes
nach Li werden die Abstraktionsebene des Oberbegriffs der beiden unter-
suchten Begriffe und die La¨nge des minimalen Pfades zwischen den beiden
Begriffen beno¨tigt. Die Ermittlung des Oberbegriffs la¨uft wie oben beschrie-
ben ab. Es besteht lediglich der Unterschied, dass die La¨nge der Positionszahl
des Oberbegriffs, welche der Abstraktionsebene entspricht, in die Berech-
nung eingeht. Um die Pfadla¨nge zu ermitteln, verwenden wie die Algorith-
men zur Berechnung der Schritte aufwa¨rts und abwa¨rts in der Hierarchie und
addiert diese. Zur Berechnung sind weiterhin die u¨ber die Kommandozeile
u¨bergebenen Parameter notwendig.
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#Li Paramter holen. $a = $ARGV[5]; $b = $ARGV[6];
#Unaehnlichkeit berechnen nach Li.
if ($ARGV[7] eq ’-s’ or $ARGV[7] eq ’-d’) {
#Berechnung als Unaehnlichkeitsma"s:
$S4= 1-(exp(-$a*$l) * ((exp($b*$h)-exp(-$b*$h)) / (exp($b*$h) +
exp(-$b*$h)))); } elsif($ARGV[7] eq ’-j’){
#Berechnung als Aehnlichkeitsma"s:
$S4 = exp(-$a*$l) * ((exp($b*$h) - exp(-$b*$h)) / (exp($b*$h) +
exp(-$b*$h))); }
$h
entspricht der Abtsraktionsebene des Oberbegriffs und
$l
der minimalen Pfadla¨nge zwischen den Begriffen.
Bestimmung von A¨hnlichkeitswerten
Nach der Berechnung der ontologischen Vergleichsmaße kann die Beurtei-
lung von mo¨glichen Kandidaten erfolgen. Kandidatenberechnung.pl beno¨tigt
hierzu einen Zeiger auf das Verzeichnis mit den Kollokationsdateien der Kan-
didaten und die Information, welches vektorwertige Vergleichsmaß zur Be-
rechnung verwendet werden soll. Des Weiteren wird dem Skript u¨ber die
Kommandozeile ein Parameter zur Berechnung des Schiefmaßes u¨bergeben.
Zuna¨chst werden die von Vektorberechnung.pl in Dateien zwischengespei-
cherten Daten, die Attributmenge A und die Begriffsvektoren, zuru¨ckgeholt
und in Arrays geschrieben. Ebenso geschieht dies mit der von AMPL errech-
neten und in einer Datei gespeicherten optimalen Gewichtung.
open (VEK, ’Wortvektor.dat’); @ergebnis = <VEK>;
#Wortvektor/Attributmenge zur"uckholen.
189
open (BEGVEK, ’Begriffsvektoren.dat’); @Begriffsvektoren=<BEGVEK>;
#Begriffsvektoren/Zeilen der Repr"asentationsmatrix zur"uckholen.
open (KAAS, ’tmp\\loesung.loe’); $line = <KAAS>;
while(defined($line = <KAAS>)) {
chomp ($line);
@zeile = split (’ ’, $line);
for ($i=0; $i<@zeile; $i = $i+2) {
$kvek[$zeile[$i]]=$zeile[$i+1];
#k-Wert holen und nach Gewichtung @kvek schreiben.
}
}
Nach dem Vorbild der Repra¨sentationsmatrix aus Abschnitt 5.3 wird
anhand der Attributmenge A fu¨r jeden Kandidaten ein Kandidatenvek-
tor gebildet. Das bedeutet, dass jeder Kandidat auf sein Vorkommen mit
den Kollokatoren aus dem Wortvektor hin u¨berpru¨ft und die Gesamtauf-
trittsha¨ufigkeit des Kandidaten mit dem Kollokator im Kandidatenvektor
gespeichert wird.
for ($i = 2; $i < @files; $i++) {
#Schleife mit ’L"ange des Wortvektors’-Durchl"aufen:
for ($k=0; $k < @ergebnis; $k++) {
#ConDatei des Kandidaten wird ge"offnet.
open (CON, ’$Argument0\\$files[$i]’)
or die (’Datei nicht gefunden’);
#ConDatei wird Zeile f"ur Zeile eingelesen
#und Merker/Zaehler zurueckgesetzt.
$merka = 0;
while(defined($line = <CON>)) {
last if ($merka == 1);
#Der Inhalt der Zeilen in das array ’zeile’
#geschrieben.
@zeile = split(’,’,$line);
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$name = $zeile[(@zeile-1)/2];
chomp $ergebnis[$k];
#Wenn der Kollokator die Bedingung erf"ullt...
if ($zeile[0] eq $ergebnis[$k]) {
$merka = 1;
#...wird seine Auftrittshaeufigkeit
#...in das Kandidatenvektorarray geschrieben.
chomp $zeile[@zeile-1];
$vektor[$k][$i-2]=$zeile[@zeile-1];
print SPEICHER $vektor[$k][$i-2],’,’;
}#if
}#while
if ($merka == 0) {
$vektor[$k][$i-2]= 0;
print SPEICHER $vektor[$k][$i-2],’,’;
}#if
#ConDatei wird geschlossen.
close CON;
}#for $k
$candidatenames[$i-2] = $name; print SPEICHER $name,’\n’; }#for $i
Hierzu wird fu¨r jeden Eintrag der Attributmenge A, die sich im Array @er-
gebnis befindet, jede Kollokations-Datei geo¨ffnet und die darin befindlichen
Kollokatoren mit dem jeweiligen Eintrag verglichen. Sobald eine U¨berein-
stimmung in einer Kollokations-Datei gefunden wurde, kann zur na¨chsten
Datei u¨bergegangen werden. Falls ein Eintrag des Wortvektors nicht in einer
Kollokations-Datei auftritt wird, an die zugeho¨rige Stelle im Kandidatenvek-
tor eine Null gesetzt, ansonsten die Auftrittsha¨ufigkeit aus der Kollokations-
datei. Nun wird jeder Kandidatenvektor mit jedem Begriffsvektor mit Hil-
fe des bereits auf das verwendete ontologische Vergleichsmaß abgestimmte
vektorwertigen Vergleichsmaßes verrechnet. Nun wird durch Skalarmultipli-
kation mit der Gewichtung ein reeller Wert berechnet, anhand dessen sich
die Eignung des Kandidaten beurteilen la¨sst.
Im Falle der Verwendung des symmetrischen Jaccardmaßes ist die A¨hnlich-
keit eines Kandidaten a zu einem Begriff b gleich groß wie die A¨hnlichkeit
von Begriff b zu Kandidat a. Da das Schiefmaß und das gegla¨ttete Schief-
maß jedoch asymmetrische Maße sind, muss sowohl die Distanz von a zu b,
als auch die von b zu a berechnet werden. Die berechneten Werte werden
schließlich zusammen mit den jeweils verglichenen Kandidaten und Begrif-
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fen in eine Datei geschrieben. Anhand der errechneten Entfernungen kann
nun beurteilt werden ob sich die Ontologie durch einen der Kandidaten an-
reichern la¨sst und an welcher Stelle der Kandidat eingeordnet werden kann.
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Anhang B
Weitere
Ontologieanwendungen
Der Einsatz mehrerer Ontologien bei einer in der Teilnehmerzahl beschra¨nk-
ten Suchanwendung kann anhand der Abbildung von Produktkatalogen ge-
zeigt werden, ontologiebasierte Spezifikationen anhand der patternbasierten
Sicherheit in der Informations- und Kommunikationstechnik. Als Vertreter
von Anwendungen mit einer per se unbeschra¨nkten Teilnehmerzahl werden
wir den Ansatz des ’Semantic Web’ und des ’Web of People’ besprechen. Bei
beiden verschra¨nken sich die genannten Anwendungsfelder.
Spezifikation
Der folgende Abschnitt beschreibt eine Anwendung von Ontologien auf die
strukturierte Spezifikation von Sicherheitslo¨sungen in der Informations- und
Kommunikationstechnik. Die Anwendungsklasse, die hier vorgestellt wird,
ist somit der Einsatz von Ontologien zur Pra¨zisierung des Sinngehaltes von
technischen oder fachbezogenen Spezifikationen.
Die Ausfu¨hrungen des vorliegenden Abschnittes liefern gleichzeitig ein Bei-
spiel dafu¨r, wie im Bereich der Softwareentwicklung Ontologien eingesetzt
werden ko¨nnen. Generell sieht [51] hier das erste zuku¨nftige Anwendungs-
feld, das in großem Umfang Ontologien einsetzen wird. Dies sei dadurch
bedingt, dass die Anwender in der Softwareentwicklung bereits einen ge-
schulten Zugang zur Formalisierung von Problemen als auch an die Wie-
derverwendung von technischen Komponenten besitzen. Zudem zieht [51]
Parallelen zur Verwendung von Papierformularen, die auch eine Standardi-
sierung des Vokabulars zum Ausfu¨llen des Formulars nach sich zo¨gen.
Ein Design Pattern ist eine wiederholt anwendbare strukturierte Lo¨sung fu¨r
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ein konkretes technisches Problem [35]. Der Unterschied zu den im letzten
Abschnitt genannten Anwendungen liegt nun zuna¨chst mehr in der Sicht-
weise als in der Art des Zugriffs auf die Wissensrepra¨sentation: eine fu¨r sich
genommenen Spezifikation durch Patterns wird hier bereits bei ihrer Erstel-
lung durch eine vorhandene Ontologie unterstu¨tzt. Fu¨r die Wiederverwen-
dung von Softwarekomponenten haben [49] Ontologien als Spezifikations-
und Suchhilfe herangezogen und eine signifikant niedrigere Einarbeitungs-
und Neuentwicklungszeit mit den so dokumentierten Komoponenten festge-
stellt. Beim Zugriff spielen in dem im Folgenden vorzustellenden Ansatz der
Security Patterns zudem noch Schlu¨sse, die aus der fachgebietsspezifischen
Ontologie gezogen werden, eine Rolle.
Der Begriff des Design Patterns stammt urspru¨nglich aus der Architektur,
wo beginnend mit den Arbeiten von [3] wiederkehrende und kombinierba-
re sta¨dtebauliche Lo¨sungen in einer fest vorgegebenen Form tradiert wur-
den. Die U¨bertragung dieser Vorgehensweise auf den Bereich des Software
Engineering erfolgte urspru¨nglich parallel mit der Entwicklung der objekt-
orientierten Programmiersprache Smalltalk [35]. Auch hier gibt ein Design
Pattern eine wiederholt anwendbare strukturierte Lo¨sung fu¨r ein konkretes
technisches Problem wider.
Ein Design Pattern im Software Engineering entha¨lt stets die Elemente Na-
me, Kontext, Problem, Randbedingungen und Lo¨sung. Der Name des Design
Patterns muss eindeutig und versta¨ndlich sein und idealerweise schon viel
u¨ber den Inhalt des Patterns aussagen. Der Kontext sagt etwas u¨ber den Zu-
sammenhang, in welchem Problem und Lo¨sung des Patterns gesehen werden
mu¨ssen. Randbedingungen hingegen beschreiben Bereiche, die beim Einsatz
der Lo¨sung einem positiven oder negativen Nebeneffekt unterliegen.
Die Arbeit von Schumacher [87] benutzt Ontologien fu¨r Patterns zum Spezi-
fizieren von Sicherheitslo¨sungen im Software- und Hardwarebereich. Es han-
delt sich dabei um eine fachgebietsspezifische kleine Ontologie mit zentralen
Begriffen aus der Sicherheitstechnik wie ’Bedrohung’ (im englischsprachigen
Original: threat), ’Angriff’ (attack), ’Gegenmaßnahme’ (countermeasure).
Die Unterbegriffsrelation ist nicht stark ausgepra¨gt, das heißt, Schumacher
definiert in erster Linie auf die fachspezifischen Relationen wie ’verursacht
Schaden bei’ (causes harm to) oder implementiert (implements). Die Onto-
logie wurde von Sicherheitsexperten erstellt. Zwischen den im Design Pat-
tern vorhandenen, in natu¨rlicher Sprache ausformulierten Elementen und
der Ontologie bestehen dann in der Gesamtspezifikation Relationen wie ’hat
Problem’ oder ’hat Lo¨sung’. Dies schafft neben einem einheitlichen formalen
Rahmen, der bei der Spezifikation benutzt wird und neben den Navigations-,
Anfrage- und Suchmo¨glichkeiten, die im vorhergehenden Abschnitt erla¨utert
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wurden, auch eine formale Mo¨glichkeit der Beurteilung von Sicherheitslo¨sun-
gen. Schumacher untersucht hier so genannte U¨berdeckungen, mit deren Hil-
fe festgestellt werden kann, ob bei Anwendung eines Patterns tatsa¨chlich die
Wirkungen aller Nebeneffekte der vorgeschlagenen Maßnahmen oder alle zu
beseitigenden Ursachen eines Problems erfasst werden.
Abbildung von Produktkatalogen
Der folgende Abschnitt zeigt ein Beispiel, bei dem die Anwendung der Wis-
sensrepra¨sentation zwei leichtgewichtige Ontologien einsetzt, anstatt von ei-
ner weitgehend statischen fachgebietsspezifischen Ontologie auszugehen.
Fast alle gro¨ßeren Unternehmen nutzen das Internet, um ihre Waren und
Dienstleistungen zu verkaufen. Elektronische Markt- und Handelspla¨tze wie
beispielsweise Amazon [6] oder auch ebay [23] zeigen, dass sich das Internet
als zusa¨tzlicher Vertriebskanal zum Kunden im so genannten Business-to-
Customer-Bereich (B2C) mittlerweile erfolgreich etabliert hat. Der Einsatz
von Ontologien in diesem Bereich entspricht den bereits erla¨uterten Such-
und Navigationsanwendungen, wobei hier das Ziel der Suche aus Produkten
beziehungsweise besonderen Angeboten des Verka¨ufers besteht.
Im Gegensatz zum B2C-Bereich wurde die elektronische Beschaffung von
Unternehmen selbst bislang weitgehend vernachla¨ssigt: Nur eine Minderheit
nutzt derzeit die Mo¨glichkeiten des Internets zur Beschaffung von Gu¨tern
und Dienstleistungen. Elektronische Transaktionen im Business-to-Business-
Bereich (B2B) finden zumeist mit Hilfe von speziell hierfu¨r konzipierten
Lieferantennetzwerken statt, die zum Teil sogar lediglich in Form von 1-zu-
1 Verbindungen ohne typische Internetdienste zwischen einem Ka¨ufer und
einem Lieferanten implementiert sind. Aktuelle Tendenzen zeigen jedoch,
dass vor dem Hintergrund eines stetig wachsendem Kostendrucks immer
mehr klein- und mittelsta¨ndische Unternehmen (KMU), Großunternehmen
und Konzerne die Kostensenkungspotenziale der elektronisch unterstu¨tzen
Beschaffung erkennen und versuchen, diese umzusetzen.
Jede Bestellung eines Unternehmens beno¨tigt Ressourcen in Form von Mit-
arbeitern, unter anderem aus den Bereichen Einkauf, Controlling, Warenan-
nahme, Qualita¨tskontrolle und Rechnungswesen. Die hierdurch kostenma¨ßig
verursachten Aufwendungen sind im Verha¨ltnis zum Beschaffungsvolumen
oft sehr hoch: Laut [46] kalkuliert die Unternehmensberatung KPMG bei-
spielsweise fu¨r einen Kugelschreiber im Wert von 2 Euro Prozesskosten in
Ho¨he von bis zu 200 Euro. Durch eine Dezentralisierung des Beschaffungs-
prozesses - das heißt ausgewa¨hlte Einkaufsprozesse ko¨nnen direkt vom An-
forderer ausgefu¨hrt werden - kann die Einkaufsabteilung von operativen Auf-
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gaben entlastet werden. Eine durchga¨ngige datenverarbeitungstechnische
Systemintegration der Beschaffungs- und Abrechnungsprozesse ermo¨glicht
die Minimierung von Fehlerquellen und kann so zu einer Kostenersparnis bei-
tragen. Zudem kann eine weit gehende Automatisierung der Bestellabwick-
lung zur Vereinfachung und Beschleunigung des Beschaffungsvorgangs bei-
tragen. Nicht zuletzt ist eine erho¨hte Markttransparenz zu nennen, die durch
die Bu¨ndelung der Angebote vieler Lieferanten auf einem B2B-Marktplatz
im Internet geschaffen werden kann. Diese Transparenz befa¨higt Unterneh-
men, Preise und Konditionen fu¨r bestimmte Produkte und Dienstleistungen
schneller und effizienter miteinander vergleichen zu ko¨nnen als dies im klas-
sischen Bestellprozess mit Hilfe von einzelnen - zum Teil sogar in Papierform
vorliegenden - Produktkatalogen mo¨glich ist.
Die zuvor genannten Vorteile verdeutlichen einerseits die Optimierungspo-
tenziale, die sich durch die Nutzung des Informations- und Kommunikati-
onsmediums Internet fu¨r die elektronische Unterstu¨tzung von Beschaffungs-
prozessen und deren betriebliche Integration ergeben. Andererseits liefern sie
Anhaltspunkte fu¨r die bislang fehlende weitfla¨chige Verbreitung von Lo¨sun-
gen: Eine datenverarbeitungstechnische Systemintegration und Automati-
sierung setzt unter anderem eine syntaktische Standardisierung beispiels-
weise in Form von Protokollen fu¨r den Datenverkehr zwischen den Handels-
partnern voraus. Um u¨ber virtuelle B2B-Marktpla¨tze im Internet einkaufen
oder elektronische Kataloge ins Beschaffungswesen integrieren zu ko¨nnen, ist
eine semantische Standardisierung, die eine einheitliche Sprachbasis bezie-
hungsweise Gescha¨ftssprache vereinbart, notwendig: Wa¨hrend es den Betei-
ligten der traditionellen 1-zu-1 Beziehungen mo¨glich war, sich individuell auf
die Terminologie des Partners einzurichten, erfordert ein B2B-Marktplatz
- der den Aufbau von Beziehungen zwischen n Lieferanten und m Kun-
den ermo¨glicht - ein einheitliches Vokabular, welches durch Ontologien zur
Verfu¨gung gestellt werden kann.
Neben der einheitlichen Benennung von Produkten und Dienstleistungen
erscheint eine hierarchische Gliederung eben dieser nach einem einheitli-
chen Schema erforderlich, um den potentiellen Ka¨ufern auf einem B2B-
Marktplatz eine Funktionalita¨t a¨hnlich der von zum Beispiel Amazon im
B2C-Bereich zur Verfu¨gung stellen zu ko¨nnen. In diesem Zusammenhang
spricht man von Klassifikationen oder genauer von Produktklassifikations-
standards. Nach unserer Ontologiedefinition sind hiermit Grundbestand-
teile einer Ontologie gegeben, wenn wir einen abstrakten Wurzelbegriff >
einfu¨hren. Die Produktkataloge sind durch eine Ordnungsrelation hierar-
chisch gegliedert und die Produkte eindeutig benannt.
Diesen Anforderungen steht, wie die Studie in [46] zeigt, eine o¨konomische
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Realita¨t entgegen, in der zwar Produktklassifikationsstandards entwickelt
werden. Durch ihre Parallelentwicklung jedoch wird der gewu¨nschte Infor-
mationsaustausch nicht erleichtert. Da der Einsatz der einzelnen Produkt-
kataloge in den Unternehmen teilweise stark etabliert ist und der Einsatz
eines weltweit einheitlichen Klassifikationsstandards einer Idealvorstellung
gleichkommt, bleiben nur die Alternativen der Abbildung oder Verschmel-
zung bestehender Produktklassifikationsstandards.
In [26] werden prototypisch die beiden Produktklassifikationsstandards UN-
SPSC (Akronym fu¨r United Nations Standard Products and Services Code)
und eCl@ss aufeinander abgebildet. Die Abbildung erfolgt per Hand und
u¨berfu¨hrt, wenn wir zwei Ontologien nach Definition 4, Ω1 und Ω2, in eine
gemeinsame Ontologie Ω u¨berfu¨hren. Im Gegensatz zur Verschmelzung von
Ontologien bleiben die jeweiligen Begriffsmengen B1 und B2 erhalten. Fu¨r
die Menge der Relationen R der Gesamtontologie Ω gilt, wenn wir mit R1 die
Menge der Relationen aus der ersten und mit R2 die Menge der Relationen
aus der zweiten Ontologie bezeichnen:
R ⊃ R1 ∪R2 (B.1)
Die Relationsmenge R beinhaltet als echte Obermenge von R1 und R2
zusa¨tzliche Abbildungsrelationen mit Definitionsbereich B1 und Wertebe-
reich B2 und umgekehrt:
∀r ∈ R \ (R1 ∪R2)∃Br1 ⊆ B1, Br2 ⊆ B2 : Br1 = B1(r), Br2 = B2(r) (B.2)
Die zusa¨tzlichen Abbildungsrelationen in R bestehen aus Relationen, die
eine Gleichheitsbeziehung oder eine Unterbegriffsbeziehung zwischen den
Begriffen aus beiden Ontologien herstellen und aus weiteren semantischen
Relationen, die beispielsweise die Funktionalita¨t eines Produktes beschrei-
ben. Die Abbildung B.1 stellt eine Form der Abbildung von UNSPSC und
eCl@ss dar.
Die rechte Seite der Abbildung B.1 zeigt einen Ausschnitt der aus eCl@ss
gewonnenen Ontologie, links einen Teil aus UNSPSC. Die symmetrische Re-
lation ’=’ kann als ’ist a¨quivalent zu’ gelesen werden. Innerhalb der in [26]
definierten Abbildung von eCl@ss und UNSPSC wird sie fu¨r den Fall einge-
setzt, dass eine vollsta¨ndige semantische Gleichheit zwischen den Begriffen
(Produktklassen) der beiden Ontologien vorliegt. Auf a¨hnliche Weise ko¨nnen
zusa¨tzliche Unterbegriffsrelationen und eine Relation ’ist a¨hnlich zu’ einge-
setzt werden. Wenn beispielsweise Ursache-Wirkungsprinzipien oder Teil-
Von-Beziehungen zwischen Begriffen der verschiedenen Ontologien denkbar
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Abbildung B.1: Abbildung zweier Ontologien
sind, so geho¨ren auch diese zur Auspra¨gung σ der in Gleichung B.1 ausge-
dru¨ckten echten Obermengenbeziehung.
Die hier mit natu¨rlichsprachlichen Namen versehenen Begriffe sind fu¨r je-
den Produktklassifikationsstandard mit Ziffernfolgen versehen, die bei einer
tatsa¨chlichen Abwicklung eines elektronisch unterstu¨tzten Beschaffungspro-
zesses angegeben werden ko¨nnen. Als Endergebnis wird somit die auf Kun-
denseite angegebene Kennziffer in die richtige Kennziffer nach dem Klassi-
fikationsstandard des Anbieters u¨berfu¨hrt.
Die Anwendung von Suche und Navigation in diesem unternehmenu¨bergrei-
fenden Szenario kommt durch die Verbindung zweier oder mehrerer Onto-
logien zustande. Eine zuverla¨ssige Verbindung muss derzeit per Hand durch
einen Experten fu¨r Wissensrepra¨sentation durchgefu¨hrt werden. In [26] wur-
de dazu ein systematisches Vorgehen vorgeschlagen, das unter anderem die
Arbeit vom Speziellen zum Allgemeinen und Systematiken beim Namens-
vergleich von Begriffen vorsieht. Insgesamt stellt sich allerdings eine Kosten-
Nutzenfrage, die nur dann positiv beantwortet werden kann, wenn ein ver-
tretbarer Aufwand bei der Abbildung der Ontologien entsteht. Somit sind
an dieser Stelle bereits automatisch unterstu¨tzte Verfahren in Erwa¨gung zu
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ziehen, deren Einsatz den Aufwand bei der manuellen Erstellung der Abbil-
dungsrelationen senken kann.
Die im vorliegenden Abschnitt in Beispielen umrissenen Vorteile und Proble-
me beim Einsatz mehrerer Ontologien in der Wissensrepra¨sentation werden
auch bei prinzipiell offenen Datenbesta¨nden wie denen des World Wide Web
auftreten. Dies zeigt der na¨chste Abschnitt.
Globale Anwendungen
Wir stellen in diesem Abschnitt zwei Ansa¨tze vor, deren Ziel es ist, die vor-
ausgegangenen Anwendungen von Ontologien fu¨r ein sehr großes Szenario
einzufu¨hren. Bei de anvisierten Umstrukturierungen des World Wide Web
handelt es sich in beiden Fa¨llen um wesentlich umfassendere Ansa¨tze als bei
der im Abschnitt 2.3.1 vorgestellten mo¨glichen Verbindung zwischen On-
tologien und Suchmaschinen. Vielmehr soll auf einem evolutiona¨ren Weg
aufbauend auf den bisherigen Ressourcen des WWW eine ho¨here semanti-
sche Interoperabilita¨t geschaffen werden. Bei beiden Ansa¨tzen, der ’Semantic
Web’-Initiative des World Wide Web Consortiums W3C und dem ’Web of
People’ handelt es sich im derzeitigen Stadium noch um Planungen und
Visionen, die erst durch eine breite Akzeptanz bei den Anwendern selbst
schrittweise verwirklicht werden ko¨nnen.
Das Semantic Web kann als Erweiterung des World Wide Web in einem
Schichtenmodell dargestellt werden [92]. Die eigentlichen Inhalte sollen nicht
mehr, wie es derzeit der Fall ist, in HTML festgehalten werden, sondern in
XML, was eine Trennung von Inhalten und ihrer Darstellung erlaubt. Diese
Inhalte sind mit Metadaten versehen, diese bilden die na¨chste Schicht. Ein
Beispiel fu¨r Metadaten waren in der Darstellung des Abschnittes 2.3.1 die
Schlagwo¨rter fu¨r Dokumente. Die fu¨r die Metadaten verwendeteten Aus-
dru¨cke sind wiederum Begriffe einer von vielen Ontologien. Ein weiteres
Merkmal des ’Semantic Web’ ist sein dezentraler Aufbau. Die semantische
Aufbereitung der Ressourcen im WWW erfolgt nicht u¨ber eine gemeinsame
große Ontologie, sondern u¨ber viele verteilte Ontologien, fu¨r deren Zusam-
menwirken wiederum Abbildungsregeln formuliert sein ko¨nnen. Die weite-
ren Schichten des ’Semantic Web’ oberhalb der Ressourcen, der Metadaten
und der Ontologien sind fu¨r Logik und Beweisfu¨hrung (das heißt, fu¨r das
Festlegen und Anwenden von Schlussregeln bezu¨glich einer oder mehrerer
Ontologien) und fu¨r die Bildung von Vertrauenswu¨rdigkeit der vorangegan-
genen semantischen Schichten zusta¨ndig.
Die Anwendungen der Ontologien im ’Semantic Web’ unterscheiden sich
nicht prinzipiell von den in den vorherigen Abschnitten. Die Gesamtarchi-
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tektur zielt jedoch auf einen versta¨rkten Einsatz von Softwareagenten bei
der Nutzung ab. Diese Anwendungen dienen in einem bekannten Beispiel
Tim-Berners Lees [9] beispielsweise dazu, Termine zwischen verschiedenen
Nutzern des ’Semantic Web’ zu koordinieren. An diesem Beispiel wird auch
ersichtlich, dass es sich bei den Ontologien im ’Semantic Web’ im Gegensatz
zu den anderen Beispielen, die wir bislang angefu¨hrt haben, nicht nur um
fachgebietsspezifische Ontologien handelt, sondern auch um Formalisierun-
gen von Alltagswissen. Die ’Semantic Web’ Bewegung ist schließlich auch
noch eng mit der Entwicklung von Ontologiesprachen wie OWL (Ontology
Web Language [78]) verknu¨pft, die sich aufgrund ihrer XML-Syntax beson-
ders gut fu¨r das WWW eignen. Die versta¨rkte Nutzung von Softwareagenten
setzt eine solche Standardisierung der formalen Sprachen des ’Semantic Web’
voraus.
Der Vorschlag zum ’Web of People’ [82] stammt von einer Forschungsgruppe
der France Telecom. Es handelt sich um eine prototypische Implementierung,
wa¨hrend die Entwicklung des ’Semantic Web’ teilweise bereits Standardisie-
rungsprozessen unterliegt Hier werden keine neuen Formate bei der Verwal-
tung von WWW-Ressourcen eingefu¨hrt, sondern vor allen Dingen die vor-
handenen eindeutigen Lokationen der Dokumente im WWW genutzt. Jeder
Teilnehmer des ’Web of People’ kann nun selbst eine Ontologie anlegen und
zu den Begriffen der Ontologie die eindeutigen Lokationen von Ressourcen
sammeln. Fu¨r jede solche Sammlung kann nun eine Liste von Personen, die
ebenfalls zum ’Web of People’ geho¨ren, festgelegt werden. Die Transitivita¨t
der Unterbegriffsrelation sorgt nun dafu¨r, dass sowohl fu¨r diese mit einem
Begriff ausgezeichnete Ressourcenliste als auch fu¨r alle Unterbegriffe und
die damit verwalteten Ressourcen eine sta¨ndige Aktualisierung erfolgt. Die
Teilnehmer des ’Web of People’ erhalten somit, sofern sie das wu¨nschen, fu¨r
thematisch ausgezeichnete Bereiche von bestimmten Personen im WWW ge-
fundene, selbst als WWW-Ressource eingestellte oder sogar als Empfa¨nger
des ’Web of People’ erhaltene Quellen. Durch die Mo¨glichkeit, bestimm-
te Ressourcen ausschließlich zum eigenen Gebrauch zu verwenden, wird das
System zu einer Mischung aus perso¨nlicher Verwaltung und Vero¨ffentlichung
oder auch Empfehlung u¨ber das WWW. Die gleichzeitige Einfu¨hrung von
perso¨nlichen Ontologien und von an Personen gebundenen Empfehlungen
ermo¨glicht eine deutlichere Vorauswahl. Sie bildet die Grundlage neuartiger
Suchmaschinen unter Einbeziehung von Ontologien und der Reputation der
Teilnehmer.
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