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Prologue
Ce livre est le résultat d’une collaboration d’une dizaine d’années entre plusieurs des auteurs, collabo-
ration née dans le cadre du programme ULTIMATECH du CNRS. À travers ce programme, de nombreux
liens s’étaient tissés entre les membres de la communauté des opticiens du champ proche en France. La
création d’un GROUPEMENT DE RECHERCHE CNRS sur le sujet allait permettre de renforcer ces liens
qui se concrétisèrent par l’organisation d’une École Thématique qui s’est tenue en mars 2000 à la Londe
les Maures (Var). Cette école qui a accueilli une centaine de participants nous a permis de faire le point
sur l’état de l’art dans ce nouveau domaine grâce à une série de cours portant autant sur la théorie que sur
l’expérience. La qualité des interventions et des polycopiés fournis aux participants nous ont convaincus
qu’une compilation fournirait un outil pour le chercheur et l’ingénieur qu’il soit jeune ou confirmé. Cette
compilation couvre une grande partie des domaines d’intérêt du champ proche, allant de la théorie à l’ap-
plication. Le contenu est écrit par des chercheurs et enseignants chercheurs travaillant dans le domaine
depuis de nombreuses années. Comme de nombreux champs de recherche en émergence, le champ proche
optique souffre encore aujourd’hui de nombreuses carences et incertitudes tant au niveau de la théorie que
de l’application. L’expérience accumulée par les auteurs de ce livre n’en est que plus précieuse et nous
l’espérons, sera appréciée des nouvelles générations de microscopistes en champ proche.
Comme le lecteur le constatera au long de ce livre, si l’on retrouve les individualités de chacun des
intervenants, nous avons cependant tenté d’assurer, dans la mesure du possible, une certaine cohérence au
niveau de la présentation et des systèmes d’unité. Cette même cohérence a été en grande partie assurée au
niveau des symboles mathématiques et physiques utilisés. Il y a toutefois des exceptions. Si les quantités
vectorielles ont été systématiquement représentées au moyen d’une casse grasse comme E0(r;r0) au lieu de
~E0(~r;~r0), par contre, les fonctions dyadiques ont été, suivant les auteurs, symobolisées sous la forme G ,
 !G
ou encore
=
G. Il en est de même des symboles utilisés pour représenter les quantités que sont les gradients,
divergences, rotationnels, etc.
Enfin, chaque chapitre devant être utilisable de manière autonome, une table des matières partielle leur
a été sytématiquement associée. Quant à la bibliographie qui regroupe plus de 530 références, celle-ci a été
globalement regroupée à la fin de l’ouvrage par souci de concision.
En conclusion, si notre participation à cette œuvre collective a été un réel moment de plaisir pour nous,
nous ne sommes en aucune manière les auteurs des textes qui composent cet ouvrage, nous en sommes
simplement les coordinateurs à travers notre rôle dans la remise en forme du texte, d’une partie des équa-
tions et de la base bibliographique, et enfin dans l’adaptation graphique d’un très grand nombre de figures,
courbes et photographies qui illustrent cet ouvrage.
Daniel Courjon
&
Claudine Bainier
17
18 TABLE DES MATIÈRES
Préface
par Jean-Marie Vigoureux
0.1 À propos d’ondes évanescentes
Il eût été possible de consacrer exclusivement cette introduction à un historique général de la micro-
scopie à champ proche. Ce type de microscopie devant remplir la quasi totalité de notre temps, il nous a
semblé plus judicieux, et peut être plus instructif, de prendre le problème autrement en nous plaçant dans le
cadre plus général des ondes évanescentes, élément clé dans la compréhension des mécanismes intervenant
en champ proche. D’autres approches du problème peuvent bien entendu être envisagées, le rayonnement
du champ avec les trois termes du rayonnement dipolaire est une voie particulièrement pédagogique qui
sera traitée dans le chapitre 1.
L’expérience de la réflexion totale frustrée de Newton est assez connue pour ne pas avoir à la détailler
ici. En quelques mots, Newton envoie un faisceau de lumière blanche sur un prisme selon une incidence
correspondant à la réflexion totale. En posant sur la face du prisme une lentille de même indice, il s’aperçoit
qu’autour du point de contact, une partie de la lumière, jusqu’alors totalement réfléchie, est transmise, via
la lentille, dans le second milieu : sans qu’il y ait contact, la réflexion de la lumière se trouve empêchée, ou,
suivant les termes qui seront consacrés par l’histoire, la réflexion totale est « frustrée ». En observant mieux
le phénomène, il remarque alors que la tache correspondant au faisceau transmis est irisée de rouge sur son
bord extérieur. Cette zone périphérique de la tache correspond aux endroits où la distance entre la lentille
et le prisme est la plus grande montrant ainsi que cette frustration de la réflexion totale n’est pas identique
pour toutes les couleurs, mais plus aisée pour le rouge que pour le bleu. Newton, qui ne parle évidemment
pas de longueurs d’ondes, puisque sa description de la lumière est purement corpusculaire, interprète ce
phénomène en pensant qu’à la réflexion totale, les particules lumineuses sortent du premier milieu puis
font demi-tour pour y retourner. Parmi elles, les particules correspondant au bleu pénètrent un peu moins
profondément que celles correspondant au rouge de sorte que ces dernières, seules, peuvent, atteindre les
parties de la lentille les plus éloignées. Nous savons maintenant que la théorie ondulatoire de la lumière
rend parfaitement compte du phénomène : une onde est mathématiquement définie dans tout l’espace ; elle
ne peut donc être non nulle d’un côté d’un dioptre sans l’être de l’autre côté et ceci indépendamment de
ses possibilités de propagation dans la direction perpendiculaire au dioptre.
– Si l’onde peut se propager dans le second milieu dans cette direction, nous avons l’onde transmise
habituelle ;
– si l’onde ne peut se propager dans cette direction, nous avons l’onde évanescente, dont l’amplitude
décroît exponentiellement avec la distance à la surface. Dans ce dernier cas, cependant, les conditions
de continuité de l’onde doivent bien sûr être à nouveau vérifiée si l’on approche un second dioptre
(la lentille dans le cas de l’expérience de Newton) : l’amplitude du champ ne peut être nulle sur
la surface « extérieure » de la lentille sans l’être sur la surface « intérieure ». Lorsque la lentille
entre dans l’onde évanescente, le champ à l’intérieur de celle-ci ne peut donc être rigoureusement
nul et peut en conséquence donner lieu à une onde transmise progressive : c’est la réflexion totale
« frustrée ». On remarquera l’analogie de ce processus avec l’effet tunnel quantique.
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0.1.1 Les propriétés de l’onde évanescente
Comme toute onde, l’onde évanescente est définie par sa polarisation , son vecteur d’onde et son am-
plitude.
Dans le cas d’une onde T E la polarisation de l’onde évanescente ne présente aucune particularité par
rapport à celle d’une onde progressive ordinaire. Dans le cas d’une onde T M il n’en est plus de même.
Plaçons nous par exemple dans le trièdre Oxyz, l’axe Oz étant perpendiculaire au dioptre et notons l’angle
d’incidence q1. Le plan Oxz étant le plan d’incidence, la polarisation du champ T M incident s’écrit dans
ce cas :
e I = ( cosθ1;0;sinθ1) : (1)
Si l’on note n1 l’indice du premier milieu et n2 = 1 celui du second, les relations de Snell-Descartes nous
permettent d’écrire les composantes du vecteur polarisation de l’onde transmise dans le second milieu, soit
e T =

 cosθ2 =
q
1 n21 sin
2 θ1;0;n1 sinθ1

: (2)
Quand le radical sous la racine est négatif, l’onde transmise est évanescente et son vecteur polarisation
s’écrit :
e T =

  j
q
n21 sin
2 θ1 1;0;n1 sinθ1

: (3)
Ce résultat exprime la particularité de la polarisation de l’onde évanecente dans ce cas particulier de po-
larisation (T M) : bien que la partie incidente de l’onde soit polarisée rectilignement, la polarisation de sa
partie transmise est :
– de structure elliptique (puisque les deux composantes sont alors déphasées l’une par rapport à l’autre) ;
– l’ellipse tournant non pas dans un plan perpendiculaire au vecteur d’onde comme dans le cas usuel,
mais dans le plan d’incidence Oxz.
Cette remarque a son importance en particulier lorsqu’en spectroscopie infra rouge (ATR) il s’agit d’inter-
préter des spectres.
Des considérations analogues peuvent s’appliquer au vecteur d’onde dont les composantes s’écrivent,
dans la partie incidente de l’onde
k I = [(ω=c)sinθ1;0;(ω=c)cosθ1℄ (4)
et dans la partie transmise :
k T =

(ω=c)sinθ2 = (ω=c)n1 sinθ1;0;(ω=c)cosθ2 = (ω=c)
q
1 n21 sin
2 θ1

: (5)
Comme précédemment, ces composantes deviennent dans le cas d’une onde évanescente (c’est-à-dire
lorsque n1 sin θ1 > 1)
k T =

(ω=c)n1 sinθ1;0; j(ω=c)
q
n21 sin
2 θ1 1

: (6)
Le caractère remarquable de ce vecteur d’onde de l’onde évanescente est :
– d’être complexe ;
– d’avoir une composante imaginaire pure suivant Oz, ce qui se traduira par une décroissance expo-
nentielle de l’amplitude de l’onde transmise en fonction de la distance au dioptre ;
– d’avoir une composante suivant Ox anormalement grande puisque nous avons pour cette composante
kx > ω=c alors que dans une onde progressive ordinaire une composante du vecteur d’onde est au
mieux égale à ω=c. Notons toutefois que dans tous les cas k k = ω2=c2.
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0.1.2 Quelques conséquences de ces caractéristiques inhabituelles
Ces expressions de la polarisation et du vecteur d’onde de l’onde évanescente sont tout à fait inhabi-
tuelles. Des expériences précises les ont vérifiées il y a maintenant une vingtaine d’années à la fois dans le
domaine optique et dans le domaine centimétrique. La question se pose toutefois de savoir quelles vont en
être les conséquences en ce qui concerne, par exemple, les interactions entre la matière et le rayonnement.
En nous limitant à nos plus proches préoccupations, les propriétés les plus intéressantes de l’onde évanes-
cente sont certainement celles qui sont liées aux caractéristiques du vecteur d’onde. Nous nous limiterons
à celles-ci en considérant seulement deux exemples, le premier concernant l’interaction d’un électron avec
une onde évanescente et le second, plus proche des préoccupations présentes de la plupart d’entre nous,
concernant la résolution d’un système optique.
De manière générale, un électron libre se déplaçant dans le vide à vitesse uniforme ne peut ni émettre ni
absorber de lumière ; on traduit ce résultat en disant qu’il ne permet pas d’effet photoélectrique du premier
ordre. La raison en est simple : la condition essentielle pour qu’un tel processus, par exemple d’absorption
de lumière, soit possible est que l’électron, après avoir augmenté son énergie de ~ω et son impulsion de
~k en absorbant le photon se retrouve dans l’un de ses états possibles. Ces états étant définis par l’équation
E2 = c2P2 +m2c4, un calcul simple, effectué dans le cas où l’électron se déplace dans la direction Ox,
montre que la raison pour laquelle cette condition est impossible à satisfaire tient à ce que la composante kx
de la quantité de mouvement apportée par le photon n’est pas assez grande. Cette constatation nous ouvre
la voie d’un processus possible en ce qui concerne l’interaction d’un électron et d’une onde évanescente :
si l’impulsion ~kx du photon « libre » n’est pas suffisante, celle d’un mode évanescent, qui, nous l’avons vu
ci-dessus, est supérieure à celle du photon libre pourra peut-être convenir. De fait, un calcul de conservation
de l’énergie et de l’impulsion montre que dans l’onde évanescente, l’interaction, tout à l’heure interdite, est
maintenant permise : un électron passant à vitesse constante au voisinage d’une surface peut absorber ou
émettre un mode évanescent du champ. Un calcul détaillé montre de plus que ce raisonnement conduit à une
théorie quantitative de l’effet Cerenkov (émission de lumière par un électron se déplaçant, dans un milieu à
une vitesse supérieure à celle de la lumière dans le milieu) ou de l’effet Smith-Purcell (émission de lumière
par un électron se déplaçant au voisinage d’un réseau). En ce qui concerne la microscopie, le raisonnement
est tout à fait similaire : la résolution d’un appareil optique fait intervenir le vecteur d’onde kx de la lumière
utilisée. De manière plus précise, la résolution est inversement proportionnelle à celui-ci. Comme ce dernier
est plus grand dans une onde évanescente que dans une onde progressive usuelle, on en déduit aisément que
la résolution sera elle aussi plus grande si l’on utilise une onde évanescente. L’équation (6) nous montre
cependant la limite incontournable de ces deux exemples : la composante parallèle au dioptre kx du vecteur
d’onde de l’onde évanescente et égale à (ω=c)nsinθ et vaut donc, au mieux, nω=c. Le seul gain à espérer
en utilisant l’onde évanescente décrite ci-dessus, est donc lié au passage de la valeur ω /c que nous aurions
normalement dans le vide, à nω=c. Il se trouve ainsi caractérisé par la valeur de l’indice. Celui-ci n’étant
jamais bien supérieur à 2, le gain sera au mieux de ce même facteur :
– dans le cas d’un électron libre en mouvement uniforme, le calcul montre que l’électron ne peut
interagir avec l’onde évanescente que lorsque sa vitesse est supérieure à ω=kx = c=nsinθ soit de
façon générale, supérieure à c=n. Si n vaut 2, il lui est donc nécessaire d’aller à une vitesse supérieure
à la moitié de celle de la lumière, ce qui reste une condition assez peu commune ;
– dans le cas de la résolution, une valeur de l’indice de n = 2, ne fait gagner de même qu’un coefficient
2 en résolution. Ce coefficient n’est pas bien grand : : : et revient d’ailleurs à obtenir ce que l’on
obtiendrait avec un microscope à immersion utilisant un milieu de même indice.
Doit-on en conclure que l’onde évanescente ne présenterait qu’un intérêt marginal et ne serait en fait qu’une
curiosité? Non, bien sûr, car ces réflexions ne condamnent que l’onde évanescente de Fresnel-Newton dont
la plus grande composante du vecteur d’onde est décidément trop faible pour laisser espérer un véritable
progrès dans les deux problèmes ci-dessus. Sur ces questions, cette dernière, certes, restera toujours un outil
didactique précieux, mais, pour obtenir des effets vraiment intéressants, il va nous falloir aller chercher plus
loin d’autres ondes évanescentes dont le vecteur d’onde permettrait des échanges de quantité de mouvement
beaucoup plus grands que ce que nous avons pu obtenir jusque là. De telles ondes évanescentes existent,
elles sont obtenues non plus par réflexion totale de la lumière, mais par diffraction. Le spectre théorique
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de diffraction d’un objet peu contenir en effet toutes les valeurs possibles de kx. De façon plus précise, si
L représente la dimension de l’objet diffractant, le spectre des fréquences spatiales disponibles ne se limite
pas aux seuls kx compris entre 0 et nω=c, comme dans le cas de la réflexion totale, mais il contient tous les
kx allant de 0 à 1=L. Ainsi, plus l’objet est petit, plus son spectre contient de grandes valeurs de kx (hautes
fréquences spatiales). Si donc on se trouvait limité, au voisinage d’un dioptre plan, à des valeurs de kx au
mieux égale à 2ω=c, il n’en est plus de même si l’on considère une surface rugueuse : plus les rugosités
seront fines, plus de grandes valeurs de kx seront présentes.
Cette simple remarque nous permet d’élargir nos espoirs et de reprendre nos propos précédents : la
condition pour qu’un électron libre puisse absorber ou émettre de la lumière est, nous l’avons vu, que
sa vitesse soit supérieure ou égale à ω=kx ; au voisinage d’une surface rugueuse où les valeurs de kx
peuvent être très grandes, cet électron pourra interagir même à faible vitesse. De même, et pour les mêmes
raisons, la résolution d’un dispositif optique pourra être beaucoup plus grande que celle que l’on connaît et
dépasser en particulier le critère de Rayleigh : : : Pour l’illustrer, rappelons en quelques mots le principe de
la microscopie en champ proche : un objet de dimension L diffracte la lumière qu’il reçoit dans un spectre
de fréquences spatiales kx s’étalant entre 0 et 1=L. Parmi celles-ci, bien sur, seules celles pour lesquelles
kx est compris entre ω=c et +ω=c peuvent se propager dans l’espace environnant ; les autres, ne vérifient
plus les conditions de propagation et restent donc piégées sur l’objet sous forme de modes évanescents.
– La microscopie dite « en champ lointain » détecte le champ diffracté à grande distance. Elle n’utilise
donc que les ondes qui ont pu se propager jusqu’au détecteur, c’est-à-dire celles dont les fréquences
spatiales appartiennent à l’intervalle [ ω=c; +ω=c℄. Ce spectre, nous l’avons vu, ne porte que les
informations relatives aux objets de tailles inversement proportionnelles à ces fréquences soit des
objets de dimensions « en gros » supérieures à λ.
– La microscopie en champ proche va au contraire chercher à « récupérer » la part la plus large possible
des fréquences spatiales de l’objet en détectant si possible et les ondes progressives et les ondes éva-
nescentes qu’il diffracte. Ces dernières restant sur la surface de l’objet, il faut pour cela en approcher
le détecteur le plus près possible. Cela est techniquement réalisé à l’aide d’une fibre optique dont
la pointe balaie la surface à observer à quelques nanomètres seulement de celle-ci. L’amplitude des
ondes évanescente décroissant, nous l’avons vu, d’autant plus rapidement lorsque l’on s’éloigne de
la surface que leur fréquence spatiale est grande, il va de soi que le spectre que l’on pourra détecter
sera d’autant plus large que la pointe sera proche de la surface. La résolution dépendra donc de cette
distance pointe-surface : plus cette distance sera faible, plus les ondes de « grande évanescence »
pourront être captées, et donc, plus la résolution du dispositif sera grande.
Une dernière question se pose alors : si les ondes évanescentes présentes sur la surface ne vérifient pas
les conditions de propagation, comment est-il possible de les capter avec une fibre? C’est là un problème
dit de « réciprocité » : si un objet de petite dimension diffracte une onde progressive sous forme (entre
autres) d’ondes évanescentes, réciproquement, une onde évanescente sera diffractée par un objet de même
dimension sous forme d’onde progressive. Ainsi, le mode de détection utilisé est-il un mode de « frustration
de l’onde évanescente » tout comme celui qui intriguait Newton. Cette dernière remarque peut nous fait
comprendre que la « résolution » espérée de tels dispositifs (qui, nous l’avons vu, est fonction de la distance
pointe-surface) dépende aussi de la taille de la pointe : une pointe de dimension d ne peut diffracter sous
forme d’ondes progressives que les fréquences spatiales de l’intervalle [0; 1=d℄. Plus la pointe sera donc
fine, plus des ondes de grande fréquence spatiale pourront donc être détectées, et plus la résolution sera
importante.
Ainsi, comme l’écrivait il y a plus de trente ans O. Costa de Beauregard, l’onde évanescente est une
« mine de trésors ». On peut ajouter aujourd’hui qu’elle n’a pas fini de nous étonner et que nous avons
encore beaucoup à apprendre d’elle.
Première partie
Théories et modélisations
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Présentation de la première partie
Après les travaux pionniers du milieu des années 1980, l’optique de champ proche s’est largement
développée au début des années 1990, avec l’apparition de diverses techniques permettant l’imagerie op-
tique au-delà de la limite de diffraction. Parallèlement, les premières études théoriques et numériques sont
apparues. Il s’agissait d’expliquer les principes fondamentaux [1, 2] et de comprendre l’influence des di-
vers paramètres sur la formation des images [3, 4]. Depuis, la simulation numérique et la modélisation ont
sans cesse évolué, permettant une meilleure compréhension de la formation des images et des mécanismes
physiques intervenant en champ proche [5–7].
Quelle que soit la technique utilisée et l’application visée, l’optique de champ proche exploite l’inter-
action entre un champ électromagnétique et des structures nanométriques. Comprendre ces interactions est
un problème a priori très complexe. On peut identifier trois causes principales à cette complexité.
1. Il est nécesaire de calculer un champ électromagnétique dans une géométrie confinée, ayant peu de
symétries, et en présence éventuellement de résonances et de diffusion multiple. Les approximations
de l’optique géométrique et de l’optique physique scalaire n’étant pas valables, seule un formalisme
électromagnétique vectoriel est utilisable.
2. Certains concepts utilisés en microscopie optique classique perdent leur sens en champ proche. Par
exemple, le facteur de réflexion (grandeur non locale définie pour une onde plane et une surface
lisse) n’a plus de sens à des échelles sub-longueur d’onde. Il faut donc changer certaines habitudes
et introduire de nouveaux concepts.
3. Les applications de l’optique de champ proche étant de plus en plus variées (et allant largement
au-delà de l’imagerie de surfaces), ce domaine se trouve désormais aux confins de l’optique élec-
tromagnétique, de la physique des structures mésoscopiques et de la physique moléculaire. C’est
d’ailleurs aussi ce qui en fait un domaine fascinant.
La partie Théories et modélisations de ce livre comporte six chapitres, couvrant les points principaux
de la théorie de l’optique de champ proche : concepts fondamentaux, modélisation et méthodes approchées,
simulation numérique, et descriptions de phénomènes physiques en champ proche.
Plus précisément, le chapitre 1 est une introduction au concept de champ proche optique. Deux points de
vue sont développés : l’approche « spectre angulaire et ondes évanescentes », et l’approche « rayonnement
électromagnétique ». Le chapitre 2 présente une vue globale et générale de la modélisation des images,
montrant en particulier comment inclure le rôle de la pointe dans la modélisation. Les applications visées
sont aussi bien la détection de champs électromagnétiques confinés que l’imagerie de structures de surface.
Le chapitre 3 expose la méthode perturbative et son application en champ proche. Bien qu’approchée, cette
méthode est très précise dans de nombreux cas. Elle permet des simulations numériques peu coûteuses en
temps de calcul et le développement de modèles simplifiés. Le chapitre 4 décrit une méthode de simulation
numérique exacte, fondée sur le formalisme de la fonction de Green, et propose des applications récentes de
ce formalisme. De telles méthodes sont indispensables en optique de champ proche, notamment pour traiter
des systèmes échappant au domaine de validité des méthodes perturbatives (par exemple certains systèmes
résonants). Le chapitre 5 introduit les plasmons de surface du point de vue de l’optique de champ proche.
L’observation, l’excitation locale et le contrôle des plasmons de surface est une application importante de
cette technique. Le chapitre 6 clôt cette première partie par une discussion sur la résolution et la difficulté
de définir cette notion en champ proche. Des éléments de réponse sont apportés, fondés sur des méthodes
d’analyse récentes des images en champ proche.
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Ces différents chapitres ont une vocation pédagogique, tout en présentant les méthodes et résultats les
plus récents. Trouver un équilibre entre une présentation didactique, mais trop simplifiée, et une présenta-
tion pointue et moderne, mais s’adressant uniquement au spécialiste, est une tâche difficile. Nous espérons
avoir réussi.
Rémi Carminati
Laboratoire EM2C, École Centrale, Paris
92295 Châtenay-Malabry cedex, France
Chapitre 1
Introduction aux concepts de l’optique
de champ proche
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1.1 Introduction
Le premier objectif de ce chapitre est de présenter le problème de la propagation de la lumière dans
un cadre électromagnétique et, ce faisant, d’introduire la notion d’onde évanescente et l’origine physique
de la limitation de résolution des systèmes optiques traditionnels. Le deuxième objectif est d’aborder les
notions de rayonnement nécessaires à la description du champ proche. Ces notions seront largement re-
prises et approfondies dans les chapitres ultérieurs. La présentation de la diffraction habituellement faite
dans le cadre de l’approximation scalaire a l’immense avantage de la simplicité. Toutefois, elle présente
l’inconvénient de dupliquer les notions mises en jeu : l’optique physique d’un côté, avec des amplitudes
scalaires et une intensité, l’électromagnétisme de l’autre avec des champs et le vecteur de Poynting. Il est
alors parfois tentant de créer des distinctions entre des notions qui sont en fait fondamentalement iden-
tiques. Ainsi, d’un point de vue strictement électromagnétique, on verra que la notion de diffraction n’a pas
de raison d’être. La première partie est consacrée à la notion de propagation d’une onde dans le vide, à l’in-
troduction du spectre angulaire et des ondes évanescentes et à la discussion de la limite de résolution. Dans
la deuxième, on déduit le principe de Huygens-Fresnel du formalisme électromagnétique, et l’on présente
dans la dernière partie quelques notions de rayonnement qui seront reprises dans les chapitres suivants.
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Commençons par rappeler ce qu’est un problème typique de diffraction par une ouverture. Il s’agit de
calculer le champ en un point (x;y;z) connaissant le champ sur un plan noté z = 0 et connaissant le compor-
tement asymptotique du champ à grande distance de ce plan (c’est-à-dire, décroissance à l’infini) 1. Il s’agit
donc essentiellement d’un problème de propagation. Dans la mesure où nous abordons ce problème dans le
cadre des équations de Maxwell et non pas à l’aide de l’optique géométrique, le comportement ondulatoire
du rayonnement est complètement pris en compte. Il n’est donc pas nécessaire d’introduire un principe pour
retrouver les figures de diffraction. Elles ne sont rien d’autre que la manifestation dans certaines conditions
de l’aspect ondulatoire du rayonnement. Il est clair que si l’on choisit l’optique géométrique comme cadre
théorique de référence, le point de vue est totalement différent et l’on est amené à considérer la diffraction
comme une anomalie et, à lui donner un nom particulier et à la décrire à l’aide d’un principe ajouté à la
théorie. Les équations de Maxwell fournissent un cadre qui englobe à la fois l’optique géométrique et la
propagation d’ondes, notamment dans les cas pour lesquels on parle, par habitude, de diffraction.
Pour traiter ce problème à l’aide des équations de Maxwell, nous allons montrer qu’il est possible
d’établir que le champ électrique peut s’écrire sous la forme d’une superposition d’ondes planes en tout
point du demi espace situé en z > 0. Sous cette forme, on retrouve des expressions très proches de celles
qui sont rencontrées en rayonnement. Les principales idées restent valables : notion de champ lointain et
de directivité notamment. Nous montrerons ensuite comment l’on peut déduire de ce résultat rigoureux le
principe de Huygens-Fresnel dans l’approximation paraxiale.
1.2 Propagation d’un faisceau
1.2.1 Position du problème
Nous étudions la propagation du rayonnement monochromatique de pulsation ω issu d’une source qui
n’est pas précisée. Nous prenons comme donnée de base du problème, la connaissance du champ électrique
sur le plan z = 0. Il peut s’agir par exemple d’un faisceau laser qui traverse le plan z = 0 ou bien du champ
dû à une antenne (ou toute autre distribution de courant) qui serait placée en un point de l’espace en
z < 0. Nous supposerons que la propagation s’effectue dans le vide. Ce que nous cherchons à obtenir est
une expression explicite du champ électrique en tout point z > 0. Il est clair que l’exemple typique de la
diffraction d’une onde plane par une ouverture dans un écran se ramène à ce problème.
Toutefois, cette façon de poser le problème est plus générale. Elle inclut également l’étude de l’élargis-
sement d’un faisceau dans le vide, l’étude de l’amplitude du champ au voisinage d’un point de focalisation
(infinie d’après l’optique géométrique), etc.
1.2.2 Formule de propagation du champ : spectre angulaire.
La démarche de détermination du champ électrique est tout à fait classique. Le champ obéit à l’équation
de Helmholtz dans le vide et satisfait des conditions aux limites de continuité à la surface z = 0. Par souci
de simplicité, nous allons travailler avec une amplitude scalaire. La prise en compte de l’aspect vectoriel
se fait de façon immédiate pour ce problème : il suffit de considérer que nous avons travailler sur l’une des
composantes cartésiennes du champ. L’équation de Helmholtz s’écrit pour le champ électrique scalaire
4E +
ω2
c2
E = 0 : (1.1)
A l’aide de cette équation et du théorème de Green, il est possible de trouver l’expression du champ.
C’est la formulation de Kirchhoff ou Kirchhoff-Sommerfeld de la diffraction. Ici, nous allons développer le
champ sur une base d’ondes planes. Pour cela, nous remarquons que le champ E(x;y;z) peut être considéré
comme une fonction de x et y dans un plan z fixé. Nous allons introduire la décomposition de Fourier de E
suivant x et y seulement.
E(x;y;z) =
ZZ
˜E(u;v;z)exp[i(ux+ vy)℄dudv ; (1.2)
1. Il s’agit, d’un point de vue mathématique, de définir correctement les conditions aux limites du problème en z= 0 et en z=+∞.
En z=+∞, la condition utilisée est la condition de rayonnement de Sommerfeld.
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où u et v sont réels. Il est toujours possible de le faire puisque la fonction est de carré sommable dans le
plan (x;y). En effet, l’intégrale du carré du champ sur le plan (x;y) est, à une constante près, l’énergie
électromagnétique du faisceau par unité de longueur suivant l’axe Oz, qui est nécessairement finie.
Le problème de la détermination de E(x;y;z) est alors ramené à la recherche de sa transformée de
Fourier. Nous obtenons l’équation satisfaite par ˜E(u;v;z) en reportant (1.2) dans (1.1).
On obtient ainsi,
ZZ
∂2 ˜E(u;v;z)
∂z2 +

ω2
c2
 u2  v2

˜E(u;v;z)

exp[i(ux+ vy)℄dudv = 0 ; (1.3)
ce qui entraîne :
∂2 ˜E(u;v;z)
∂z2 +

ω2
c2
 u2  v2

˜E(u;v;z) = 0 : (1.4)
La solution générale de cette équation s’écrit immédiatement sous la forme de deux exponentielles. Nous
introduisons la notation suivante :
w =
r
ω2
c2
 u2  v2 pour
ω2
c2
> u2 + v2 (1.5)
w = i
r
u2 + v2 
ω2
c2
pour
ω2
c2
< u2 + v2 : (1.6)
Avec ce choix de détermination, la solution générale s’écrit :
˜E(u;v;z) = A(u;v)exp[iwz℄+B(u;v)exp[ iwz℄ : (1.7)
Si l’on considère un champ se propageant dans le sens des z positifs, le terme B est nul. La détermination
de A se fait en écrivant simplement l’expression du champ dans le plan z = 0 à l’aide de (1.2) et (1.7). On
obtient ainsi :
E(x;y;0) =
ZZ
A(u;v)exp[i(ux+ vy)℄dudv : (1.8)
Cette expression montre que l’amplitude complexe A(u;v) est simplement la transformée de Fourier du
champ dans le plan z = 0.
A(u;v) = ˜E(u;v;0) : (1.9)
Finalement, le champ en tout point (x;y;z) s’écrit sous la forme :
E(x;y;z) =
ZZ
˜E(u;v;0)exp[i(ux+ vy+wz)℄dudv : (1.10)
Sous cette forme, il apparaît clairement que le champ s’écrit sous la forme d’une superposition d’ondes
planes dont les vecteurs d’ondes ont pour composantes (u;v;w) et qui satisfont à la relation de dispersion
dans le vide :
u2 + v2 +w2 =
ω2
c2
: (1.11)
L’amplitude complexe de chaque onde plane est donnée très simplement par la valeur de la transformée de
Fourier du champ dans le plan (x;y). Il est important de remarquer que cette expression fournit une solution
exacte au problème de la diffraction. Le résultat résumé par l’équation (1.10) est aussi appelé spectre
angulaire du champ. En résumé, le calcul de la transformée de Fourier du champ électrique considéré
comme une fonction de x et y fournit les amplitudes des ondes planes A(u;v) = ˜E(u;v;0). Pour cela on
utilise la formule d’inversion :
˜E(u;v;0) = 1
4pi2
ZZ
E(x;y;0)exp[ i(ux+ vy)℄dxdy : (1.12)
Il suffit alors de reporter cette expression dans l’équation (1.10) pour obtenir le champ en tout point (x;y;z).
Il faut souligner que cette expression est valable en champ proche également et qu’aucune approximation
n’a été faite jusqu’ici. Nous allons maintenant discuter la signification de ce résultat.
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1.2.3 La propagation est un analyseur de spectre
La propagation est un analyseur de spectre en ce sens que l’amplitude d’une onde plane se propageant
dans la direction (u;v;w) est proportionnelle à la transformée de Fourier du champ dans le plan z = 0.
Lorsque l’on effectue le calcul de l’amplitude complexe indiqué en (1.12) on obtient les amplitudes des
ondes planes dont le vecteur d’onde a pour composantes (u;v). Il est possible de donner une autre signi-
fication à ce calcul. En effet, effectuer la transformée de Fourier de E(x;y;0) revient à décomposer en
fréquences spatiales la fonction E(x;y;0). Par exemple, la composante u peut également s’écrire sous la
forme 2pi fx où fx est une fréquence spatiale. Cette notion de fréquence spatiale est intuitive sur l’exemple
d’une grille périodique de période d telle qu’on la voit sur la figure 1.1.
FIG. 1.1: Exemple d’objet à structure pério-
dique.
FIG. 1.2: Diagramme de répartition des vec-
teurs d’onde.
La fréquence spatiale associée est 1=d horizontalement, elle est nulle suivant la verticale (la période est
infinie). Dans le cas de la figure 1.1, le spectre fréquentiel ferait apparaître la fréquence fondamentale 1=d
ainsi que les harmoniques. La première remarque que l’on peut faire est qu’à chaque fréquence spatiale de
la fonction E(x;y;0) correspond une onde plane (donc une direction de propagation). Cela est schématisé
sur la figure 1.2 où l’on a représenté un demi cercle de rayon ω=c dans le plan (u;w). Pour un vecteur
d’onde situé dans ce plan, on a u2 +w2 = ω
2
c2
. On constate qu’une faible fréquence spatiale (faible valeur
de u) correspond à une onde plane proche de l’axe Ox tandis qu’une valeur élevée de u correspond à une
direction éloignée de l’axe Ox.
Supposons que l’on isole une direction de propagation et que l’on mesure l’amplitude du champ élec-
trique dans cette direction, on a accès à la transformée de Fourier spatiale du champ E(x;y;z = 0). Pour
réaliser cela, il suffit de se placer en champ lointain, ou bien de se placer dans le plan focal d’une lentille.
Dans ce dernier cas, le lien se fait de la façon suivante : à une fréquence spatiale du champ dans le plan
z = 0 d’amplitude ˜E(u;v;0) correspond une direction de propagation caractérisée par le vecteur d’onde
de coordonnées (u;v;w). A cette direction de propagation correspond un point dans le plan focal image.
La répartition de l’intensité lumineuse dans le plan focal image reproduit le spectre de l’image. De façon
plus précise, l’intensité est proportionnelle au carré du champ donc à j ˜E(u;v;0)j2 si bien que l’on perd la
phase. En quelque sorte, la propagation joue le rôle d’un analyseur de spectre. Revenons au cas d’un objet
périodique tel que la grille de la figure 1.1. Le champ transmis par la grille a une variation d’amplitude
périodique. Son spectre contient donc une fréquence spatiale fondamentale et des harmoniques. A chacune
de ces fréquences spatiales correspond une onde plane : ce sont les ordres du réseau !
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1.2.4 La propagation est un filtre passe-bas de fréquences spatiales
Nous venons de discuter la notion de fréquence spatiale. Nous allons étudier le rôle de filtre passe-bas
du phénomène de propagation. C’est cet aspect qui est à la base de la limite de résolution des appareils
d’optique. Considérons des exemples de situations pour lesquelles il existe des fréquences élevées c’est-
à-dire pour lesquelles l’amplitude du champ présente des variations rapides. Cela arrive pour deux types
de situations : lors de l’obturation d’un faisceau par un bord net d’une part, lors de la présence d’un objet
ou d’une structure de petite taille telle que poussière, rayure, etc., d’autre part. Nous avons vu ci-dessus un
premier exemple : le cas d’une grille de pas d. Le spectre comporte les harmoniques de fréquence n=d où n
est un nombre entier positif. Prenons un deuxième exemple : un faisceau uniforme diaphragmé par une ou-
verture de forme carrée de coté a. Le calcul de l’intégrale (1.12) est élémentaire et le résultat fait intervenir
la fonction 1
uv
sin
ua
2

sin
va
2

. Cette expression donne le spectre des fréquences présentes dans l’objet.
On note que la décroissance du spectre dans les hautes fréquences est lente. Cela est dû à la présence de
la discontinuité du champ sur les bords. On comprend intuitivement qu’il soit impossible de construire
une fonction avec un "bord net" en se contentant de superposer des cosinus de faible fréquence spatiale
(c’est-à-dire lentement variables). Il est donc indispensable de disposer d’ondes de fréquence spatiale éle-
vée pour rendre compte du fait qu’un champ peut varier sur des distances très courtes. Si l’on se reporte à
la figure 1.2, on constate qu’il n’est pas possible d’associer une direction de propagation à une fréquence
spatiale supérieure à ω=c. Si l’on se reporte à l’équation (1.5), on s’aperçoit que ces fréquences spatiales
sont associées à des vecteurs d’onde tels que w peut être imaginaire. Cela correspond donc à des ondes qui
ont une décroissance exponentielle suivant z. Au–delà de quelques longueurs d’onde, leur contribution au
champ devient négligeable. Seules les ondes planes telles que :
u2 + v2 <
ω2
c2
; (1.13)
ont une composante réelle du vecteur d’onde suivant z et peuvent donc se propager. En résumé, seules
les ondes satisfaisant à (1.13) peuvent se propager. Le vecteur d’onde maximal dans le plan (x;y) corres-
pondant à une onde propagative est ω
c
=
2pi
λ et la fréquence maximale est 1=λ. Cela a une conséquence
fondamentale pour la télédétection et l’imagerie. Lors de la propagation on perd toute l’information sur les
grandes fréquences spatiales. En d’autres termes, les détails fins, les structures de E(x;y;0) plus petites que
la longueur d’onde du rayonnement sont perdus lors de la propagation. En particulier, toute image optique
ne peut donner des détails plus petits que la longueur d’onde puisque la fréquence maximale est 1=λ.
Il est toutefois possible de dépasser cette limite lors de la réalisation d’une image. Pour réaliser ceci, il
faut aller chercher l’information là où elle se trouve, c’est-à-dire très près de la structure étudiée. Imaginons
une surface sur laquelle se trouvent gravées des structures petites devant la longueur d’onde. Un détecteur
placé à une distance petite devant la longueur d’onde sera sensible aux ondes évanescentes (ou ondes
de surface). Il sera donc sensible à des fréquences spatiales élevées et pourra fournir des images dont la
résolution est meilleure que la longueur d’onde de détection. Il est utile de noter à ce stade que la distance
z, sur laquelle se propage le rayonnement, définit une fréquence de coupure. Considérons une fréquence
spatiale u ω=c. La décroissance suivant z est alors donnée par exp[ w(u)z℄ ' exp[ uz℄ puisque w =

ω2
c2
 u2
1=2
' iu. En observant le champ à une distance z, la fréquence spatiale u = 1=z est atténuée
d’un facteur 1=e. Cette fréquence spatiale correspond à une période Λ = 2pi=u = 2piz. On retiendra qu’une
structure de période Λ s’atténue d’un facteur 1=e à une distance z = Λ=2pi. Cette relation fournit une
première définition de ce qu’on appelle le champ proche.
1.3 Le principe de Huygens-Fresnel retrouvé
1.3.1 Introduction
Le but de ce paragraphe est de montrer l’équivalence entre l’approche qui vient d’être présentée et
l’approche exposée traditionnellement à l’aide du principe d’Huygens-Fresnel. De façon très générale, on
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peut dire qu’il s’agit de faire un changement de base. L’expression du champ que l’on vient d’établir revient
à décomposer le champ sur une base d’ondes planes. En revanche, le principe de Huygens-Fresnel consiste
à écrire que le champ est la superposition du rayonnement d’une distribution de sources ponctuelles. On
pourrait dire qu’il s’agit de décomposer le champ sur une base d’ondes sphériques du type exp(ikr)
r
où
k = ω=c. Vu sous cet angle, le passage d’une formulation à l’autre ressemble à un changement de base. Le
problème est donc résolu si l’on sait exprimer une onde sphérique sur une base d’ondes planes.
1.3.2 Développement d’une onde sphérique en ondes planes
Nous allons utiliser le résultat suivant :
exp(ikr)
r
=
i
2pi
Z 1
w
exp[i(ux+ vy+wjzj)℄dxdy ; (1.14)
où w est une fonction de u et v définie par l’équation (1.5) et r = (x2 + y2 + z2)1=2. Cette expression
est appelée développement de Weyl [8, 9]. Elle permet de passer d’une description en termes d’ondes
sphériques à une description en termes d’ondes planes.
Nous allons avoir besoin par la suite de la transformée de Fourier de exp[iw(u;v)jzj℄. Par dérivation
suivant z de l’équation (1.14) dans le cas z > 0, on obtient :
∂
∂z

exp(ikr)
r

=
 1
2pi
Z
exp[iw(u;v)jzj℄ exp[i(ux+ vy)℄dxdy : (1.15)
1.3.3 Le principe de Huygens-Fresnel
Revenons au point de départ : l’expression du champ donnée par l’équation (1.10). On y constate que
le champ au point (x;y;z) est donné par la transformée de Fourier du produit de deux fonctions : ˜E(u;v;0)
et exp[iw(u;v)jzj℄. Cette remarque est d’ailleurs importante : le problème de la propagation est un problème
trivial dans cette représentation puisqu’il suffit de multiplier chaque composante du champ ˜E(u;v;0) par
le terme de propagation exp[iw(u;v)jzj℄. On sait que l’on peut écrire cela sous la forme d’un produit de
convolution des deux transformées de Fourier. En utilisant alors le résultat (1.15), on obtient :
E(x;y;z) =
 1
2pi
ZZ
E(x0;y0;0) ∂∂z

exp(ikR)
R

dx0dy0 ; (1.16)
où R2 = (x x0)2 +(y y0)2 + z2. Cette expression est identique au résultat obtenu à l’aide du théorème de
Green (cf. réf. [10,11]). A partir de là, il est possible d’utiliser l’approximation paraxiale et de se ramener à
l’expression classique donnée par le théorème de Huygens-Fresnel. La dérivée suivant z est alors remplacée
à un produit par ik cosθ où θ est l’angle entre la direction d’observation et l’axe 0z. Avant le développement
du calcul numérique, une expression du champ sous forme de transformée de Fourier était de peu d’utilité
dans la plupart des cas. C’est ce qui explique que la présentation de la diffraction en tant que développe-
ment en ondes planes soit rarement utilisée dans les ouvrages d’optique physique et l’électromagnétisme.
Aujourd’hui, il existe des algorithmes de transformée de Fourier très efficaces (Transformée de Fourier
Rapide) de sorte que l’expression (1.10) est souvent plus intéressante que le principe d’Huyghens–Fresnel.
En particulier, elle est exacte dans le domaine de la diffraction de Fresnel et notamment en champ proche.
1.3.4 L’approximation de champ lointain ou de Fraunhofer. Approximation de la
phase stationnaire
Malgré l’apparition de transformée de Fourier dans le résultat (1.10) obtenu § 1.2.2, il ne faut pas le
confondre avec l’approximation de champ lointain (ou de Fraunhofer). L’équation (1.10) est une forme
exacte du champ valable en tout point. En revanche, à partir de (1.16), on peut obtenir une forme asymp-
totique du champ diffracté par une pupille de taille caractéristique L [10, 11]. Cette expression est valable
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à grande distance 2. Le même résultat asymptotique peut se déduire directement de (1.10) en utilisant l’ap-
proximation de la phase stationnaire :
U(x;y;z) =
ZZ
a(m; p)exp[ik(mx+ py+qz)℄dmd p (1.17)
  
2ipi
k
z
r
a(
x
r
;
y
r
)
exp(ikr)
r
: (1.18)
Cette forme est souvent très utile pour les calculs de champs diffusés à grande distance. On peut par
exemple l’utiliser pour évaluer la valeur du champ diffusé par une structure au niveau d’un détecteur placé
en champ lointain. On voit que ce qui intervient est la transformée de Fourier du champ.
1.4 Rayonnement en champ proche
L’objectif de cette partie est d’introduire les principales notions qui permettent de décrire le champ
électromagnétique en fonction des sources. En effet, pour la plupart des applications de champ proche, les
sources sont des courants induits dans les objets étudiés. Il s’agit donc d’un problème de rayonnement pour
lequel les sources sont supposées connues. La détermination de ces courants induits n’est pas un problème
trivial. On trouvera des détails dans le chapitre 4 de ce volume ainsi que dans les références [5, 12, 13]. Le
traitement de ce problème est grandement facilité en introduisant des notions telles que le tenseur de Green
et les équations intégrales. Le but de cette partie est de donner une introduction élémentaire à ces concepts
en les présentant avec le minimum de formalisme nécessaire tout en les rattachant à des idées physiques
simples. Un deuxième objectif est de montrer que l’on peut très bien discuter des effets de champ proche
sans jamais faire référence aux ondes évanescentes.
Le plan de présentation est le suivant. Tout d’abord, on rappellera l’expression du champ électrostatique
créé par un dipôle oscillant. On montrera que ce champ peut s’écrire à l’aide d’un tenseur. Ensuite, on
rappellera l’expression du champ rayonné par un dipôle et là encore, on montrera que l’on peut ré-écrire
ce champ en introduisant un tenseur. Le cas du rayonnement par une distribution arbitraire de courants est
résolu par l’expression des potentiels retardés. A partir de ce résultat classique nous verrons comment l’on
peut introduire la notion de tenseur de Green. Enfin, nous discuterons de la partie singulière du tenseur de
Green qui n’est rien d’autre que le champ de Lorentz qui fournit la correction de champ local. Ce point est
important à prendre en compte en pratique lorsque l’on effectue des calculs numériques.
1.4.1 Champ électrostatique dipolaire
Nous appelons p le moment dipolaire qui constitue la source d’un champ électrostatique dans le vide.
On peut alors montrer que le champ est donné par l’expression [6, 8, 14] :
E =
 1
4piε0r3
[p 3(ur p)ur℄ ;
où ur = r=r et r = (x;y;z).
Deux aspects bien connus du champ électrostatique méritent d’être soulignés ici. D’une part, le champ
électrostatique est plus intense dans l’axe du moment dipolaire alors que l’on sait bien qu’au contraire, le
champ rayonné à grande distance est nul dans cette direction. D’autre part, le champ varie en 1=r3. On peut
noter à ce stade que le champ n’est pas parallèle au moment dipolaire. Les lignes de champ se referment sur
le moment dipolaire. Il est donc possible d’introduire le champ X créé par un moment dipolaire d’amplitude
unité porté par le vecteur unitaire ex, le champ Y créé par un moment dipolaire d’amplitude unité porté par
le vecteur unitaire ey et le champ Z créé par un moment dipolaire d’amplitude unité porté par le vecteur
2. Notons au passage que la notion de champ lointain est ici définie par la condition r  L2=λ. C’est d’ailleurs identique à la
notion de champ lointain en rayonnement. Prenons garde au fait que la notion de champ proche est définie par le fait que les ondes
évanescentes ont une amplitude non négligeable. De la sorte, on peut considérer que le champ proche est confiné à des distances
inférieures à λ=10.
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unitaire ez. Il est clair que le champ total créé par un moment dipolaire quelconque peut s’écrire sous la
forme :
E = pxX+ pyY+ pzZ :
Cette écriture peut être condensée sous la forme du produit d’une matrice dont les colonnes sont les vec-
teurs X;Y;Z par le vecteur p. Cette structure ne dépendant pas du repère choisi, il s’agit d’un tenseur. En
définitive, la structure de tenseur s’avère nécessaire pour rendre compte de ce fait banal : le champ créé
n’est pas colinéaire au moment dipolaire. Notons que l’on peut écrire le tenseur sous la forme suivante :
E =  1
4piε0r3
[
$
I  3urur℄p ; (1.19)
où
$
I désigne le tenseur identité et urur désigne le tenseur qui appliqué à X donne (urur)X = (ur X)ur.
Enfin, pour finir sur ces rappels, il est intéressant de comparer deux façons de représenter graphiquement
la distribution de champ créée par le dipôle. La représentation traditionnelle consiste à tracer les lignes
de champ. Il est intéressant également de tracer l’allure de l’intensité du champ autour du dipôle. L’allure
dépend alors totalement de la position et de l’orientation du dipôle par rapport au plan d’observation. La
figure 1.3 représente le carré du champ dans un plan situé au–dessus du dipôle pour deux orientations
différentes.
FIG. 1.3: Carré du champ dans un plan situé au–dessus du dipôle pour deux orientations différentes.
1.4.2 Champ rayonné par un dipôle et limite électrostatique
Passons maintenant au champ rayonné par un dipôle oscillant à la pulsation ω de moment dipolaire p.
Le champ rayonné peut s’écrire sous la forme suivante :
E =
k2
4piε0
exp(ikr)
r
[
$
I  urur +(
i
kr  
1
k2r2 )(
$
I  3urur)℄p : (1.20)
Comme pour le champ électrostatique, le champ rayonné n’est pas parallèle au moment dipolaire de sorte
qu’un tenseur apparaît naturellement. Par ailleurs, on observe que lorsque l’on considère la limite électro-
statique, on retrouve le résultat précédent (éq. 1.19).
Rappelons que la limite électrostatique correspond à la limite où la vitesse de la lumière tend vers
l’infini de sorte que les effets de retard deviennent négligeables. Prendre cette limite revient à considérer
que k = ω=c tend vers zéro. On observe dans l’équation (1.20) que dans ce cas, on retrouve bien le champ
électrostatique avec le terme en 1=r3.
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Il est intéressant de remarquer que l’on obtient exactement le même résultat en fixant c et en faisant
tendre r vers zéro. Les termes en 1=r3 dominent, de sorte que l(on retrouve le champ électrostatique. On
peut utiliser cette expression pour donner une deuxième définition du champ proche : c’est le domaine pour
lequel les termes en 1=r3 et en 1=r2 ne sont plus négligeables c’est–à–dire, d’après (1.20), r 6 λ=2pi. On
retrouve ainsi la condition qui était apparue dans notre discussion des ondes évanescentes ; on constate
ici encore, que l’échelle de longueur qui caractérise le champ proche n’est pas λ, mais plutôt λ=2pi. En
résumé, on retiendra que le champ près des sources est essentiellement piloté par le comportement dipolaire
électrostatique. C’est pourquoi il est utile d’avoir en tête l’allure de l’intensité créée par un dipôle au même
titre que l’on a en tête l’allure des lignes de champ.
1.4.3 Champ rayonné et champ diffusé
Le tenseur de Green est une notion qui s’introduit naturellement lorsque l’on cherche à exprimer le
champ rayonné par une distribution de courants. A la différence du tenseur que nous avons introduit ci-
dessus, il doit être défini avec soin en r = 0 où il présente une singularité. L’objet de ce paragraphe est
d’introduire cette notion à la fois d’un point de vue physique et d’un point de vue mathématique. Le rayon-
nement diffusé par une structure diélectrique quelconque peut se ramener à un problème de rayonnement
par une distribution de courants ou, ce qui revient au même, par un ensemble de dipôles rayonnants. En
découpant par la pensée un objet en éléments de volume de taille très petite devant la longueur d’onde, on
ramène le problème du calcul du champ diffusé par l’objet à la somme des champs rayonnés par chaque
élément de volume. Étant donné que le champ rayonné par un dipôle est connu, il semble que le champ
puisse être calculé en tout point aisément à l’aide du résultat discuté ci-dessus. Ceci est exact à une ex-
ception près. Lorsque l’on cherche à évaluer le champ à l’intérieur de l’objet, c’est-à-dire, au sein même
de la distribution de courants, on rencontre le problème de l’autoéclairement et l’on ne peut plus appliquer
le résultat. Ce problème est en fait le même problème que celui qui se pose dans le cadre de la théorie de
champ local.
Le point de départ de la discussion est la solution classique des potentiels retardés en régime mono-
chromatique. Pour le potentiel vecteur, la solution s’écrit :
A(r) = µ0
4pi
Z
j(r0)exp(ikR)
R
d3r0 ; (1.21)
où R = jr  r0j. Cette solution générale s’applique à tout type de problème. Ainsi, dans le cas d’une source
de lumière éclairant un objet qui diffuse la lumière, les courants peuvent se décomposer en deux types de
courants : d’une part, les courants jinc au sein de la source qui rayonnent le champ incident Einc et d’autre
part, les courants induits jind =  iωε0(εr  1)E au sein de l’objet. Le rayonnement de ces derniers est ce
que l’on appelle habituellement le champ diffusé. Il sera utile par la suite de ré-écrire la contribution des
courants induits au potentiel vecteur sous la forme :
Aind(r) =
 iω
c2
Z
(εr 1)E G(R)d3r0 ; (1.22)
où l’on a introduit la fonction de Green scalaire G(R) = exp(ikR)=4piR. A l’aide du potentiel vecteur, il est
possible d’exprimer le champ électrique en tout point, aussi bien à l’extérieur qu’à l’intérieur des objets
diffusants. En travaillant en jauge de Lorentz, on obtient :
E = iωA gradφ = iω(A+ 1k2 grad divA) : (1.23)
En remplaçant A par sa valeur (1.22), il devient :
E = k2(
$
I +
1
k2 grad div)
Z
(εr 1)G(R)E d3r0 : (1.24)
Le résultat ci-dessus est l’expression générale du champ rayonné par un système quelconque de courants. Il
est utile de séparer explicitement les effets des courants jinc existant à l’intérieur de la source qui créent Einc
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et la contribution des courants induits. Si l’on sépare les deux contributions et que l’on restreint l’intégration
sur le volume contenant les courants induits, on obtient :
E = Einc + k2(
$
I +
1
k2 grad div)
Z
(εr 1)G(R)E d3r0 : (1.25)
Ce résultat est valable aussi bien à l’intérieur qu’à l’extérieur des milieux matériels pouvant exister. Toute-
fois, son utilisation est un peu plus délicate lorsque le point d’observation se trouve à l’intérieur de l’objet.
Cela est dû au fait que le point d’observation étant près des sources, il existe des singularités. Nous allons
montrer quelle est leur signification physique et comment on peut les traiter mathématiquement de façon
très simple.
1.4.4 Singularité du tenseur de Green et champ local
D’un point de vue mathématique, la dérivation sous le signe somme ne pose pas de problème tant que
le point d’observation est à l’extérieur du domaine d’intégration, c’est-à-dire, à l’extérieur du diffuseur.
En revanche, lorsqu’il se trouve à l’intérieur, l’intégrand n’est plus borné de sorte que l’on ne peut plus
permuter dérivation et intégration. Le problème peut être traité au sens des fonctions. Il convient alors
d’introduire un volume d’exclusion autour du point considéré de sorte que l’intégrale apparaisse comme la
somme de deux termes :
lim
δV!0
grad div
R
V δV [εr(r
0
) 1℄E (r0)G(R)d3r0
+ lim
δV!0
graddiv
R
δV [εr(r
0
) 1℄E(r0)G(R)d3r0 :
Il est possible de permuter dérivation et intégration dans le premier terme puisqu’il n’y a plus de singularité
dans le domaine d’intégration. Le second terme est un peu plus délicat à évaluer. On trouvera le détail du
calcul dans le livre de J. van Bladel [15]. Un calcul analogue est effectué dans l’appendice du livre de
Born et Wolf [10], pour un volume d’exclusion sphérique. Cela étant, le résultat peut être obtenu de façon
évidente en remarquant que ce terme fournit le champ créé au centre d’une sphère par une distribution
uniforme de polarisation. En effet, puisque le rayon de la sphère tend vers zéro, les effets de retard sont
négligeables et l’on se trouve face à un problème d’électrostatique bien connu. Cette contribution au champ
vaut  P=3ε0. Finalement, on peut écrire le champ sous la forme :
E(r) = Einc(r)
+ k2 lim
δV!0
Z
V δV
[
$
I +
1
k2 grad div℄[εr(r
0
) 1℄E(r0)G(R)d3r0
 
P(r)
3ε0
: (1.26)
Remarquons que le fait d’introduire un volume d’exclusion puis de le faire tendre vers zéro est par définition
l’évaluation de l’intégrale au sens d’une valeur principale. Passons maintenant à l’interprétation physique
du résultat. Il apparaît que le champ au point r est la somme de trois termes. Les deux premiers termes
sont dus aux courants extérieurs au volume d’exclusion. Ce sont le champ incident et le champ créé par la
matière environnant le point considéré à l’exclusion de l’autoéclairement. La somme des deux termes est
précisément ce que l’on appelle habituellement le champ local, c’est-à-dire le champ qui éclaire la matière
placée à l’intérieur du volume d’exclusion. Le dernier terme est le champ créé par les courants induits
situés à l’intérieur du volume d’exclusion.
On peut ré-écrire le résultat sous une forme légèrement différente en introduisant un tenseur. Il suffit de
remarquer que l’on a l’égalité :
 
P
3ε0
=
Z
[εr 1℄E(r0)
δ(r  r0)
3 d
3 r0 :
On obtient ainsi :
E = Einc + k20
Z
$
G (r;r0)[εr(r0) 1℄E(r0) d3r0 ; (1.27)
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avec
$
G (r;r0) =VP

$
I +
1
k20
grad div

G(R) 
$
I
3k20
δ(r  r0) ; (1.28)
où VP indique que l’intégrale est calculée au sens d’une valeur principale 3.
En effectuant les dérivations, on retrouve le tenseur de Green que nous avons introduit dans le cas
du rayonnement du dipôle à une différence près : le tenseur de Green est maintenant défini en r = 0 où
il contient une singularité de Dirac, le reste de l’intégrale est défini au sens d’une valeur principale. On
retrouve également dans la structure du tenseur les deux contributions au champ : la valeur principale est le
champ local tandis que la singularité est le terme d’autoéclairement.
Une deuxième approche consiste à traiter le problème au sens des distributions. Le tenseur de Green
peut être calculé directement à partir de sa définition en tant que solution de l’équation différentielle :
rot rot
$
G +k20
$
G=
$
I δ(r  r0) : (1.29)
C’est le point de vue que l’on trouvera dans le chapitre 4. On trouvera une analyse détaillée du tenseur dans
les références [13, 15–17].
1.4.5 Équation intégrale pour le champ électrique
L’équation (1.26) donne une expression du champ qui est valable en tout point. Si l’on restreint le
domaine au volume des objets diffusants, on obtient une équation intégrale pour le champ électrique au
sein des objets. On trouvera dans le chapitre 4 une autre démonstration du résultat ainsi qu’une discussion
des méthodes de résolution numérique du problème (voir aussi le livre de R. Harrington [12] pour une
discussion générale de la méthode des moments).
3. Il est utile de remarquer ici que la forme du volume d’exclusion a un rôle important. Si l’on choisit un volume de forme
parallèlépipédique, la contribution électrostatique du parallèlépipède ne vaut plus P=3ε0. La valeur du champ ne devant pas dépendre
du choix de la forme du volume d’exclusion, cela signifie que la valeur de l’intégrale effectuée sur le volume extérieur change
également de sorte que la somme des deux contributions reste constante. Ceci doit être pris en compte lorsque l’on veut effectuer un
modèle numérique avec des volumes d’échantillonnage de formes variables ou bien un modèle microscopique d’un matériau.
40 CHAPITRE 1. INTRODUCTION AUX CONCEPTS
Chapitre 2
Modélisation de la microscopie optique
de champ proche
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2.1 Introduction
Datant d’une quinzaine d’années [18,19], les techniques d’optique de champ proche permettent notam-
ment d’obtenir des images de structures surfaciques avec une résolution sub-longueur d’onde, et de mesurer
des champs électromagnétiques confinés [20–23]. Citons par exemple la détection et/ou l’excitation loca-
lisée de plasmons de surface [24–27], la spectroscopie locale (molécules isolées, particules métalliques,
etc.) [28–31] ou la mesure de modes localisés sur des surfaces désordonnées [32, 33].
Dès le début des années 1990, les premiers modèles théoriques et calculs numériques ont été développés
[3,4,34,35]. Le problème est complexe, car il nécessite de traiter l’interaction électromagnétique en champ
proche entre deux objets comportant des structures ayant des échelles pouvant atteindre le nanomètre, et
dont l’un au-moins est macroscopique (la pointe). Au cours des dix dernières années, le développement de
méthodes numériques performantes et de modèles analytiques ont permis de comprendre, dans une certaine
mesure, les mécanismes de formation des images et l’influence des divers paramètres (polarisation, mode
d’illumination et de détection, cohérence, etc.). Pour une revue des différentes méthodes et modèles, voir
par exemple les références [5, 6].
Dans ce chapitre, nous nous proposons de montrer comment obtenir une expression générale (et exacte)
du signal mesuré par un microscope optique de champ proche. Nous examinons séparément le cas de la
mesure de champs électromagnétiques confinés (spectroscopie d’émission, détection d’ondes de surface,
etc.) et le cas de l’imagerie de structures diélectriques localisées (microscopie de surfaces). L’outil fonda-
mental de l’approche présentée est le théorème de réciprocité, dont différentes formulations sont rappelées
en annexe. Les fondements de cette approche ont été présentés antérieurement dans la référence [6] (sec-
tion 7). Notons que le théorème de réciprocité est très utilisé en théorie des antennes [36, 37], et qu’il
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a été également utilisé pour modéliser l’émission de lumière en microscopie électronique à effet tunnel
(STM) [38].
L’intérêt des résultats obtenus est de donner explicitement une expression de la grandeur mesurée en
microscopie optique de champ proche. De plus, ils mettent en évidence la complémentarité entre mo-
dèles et simulations numériques dans la compréhension des mécanismes de formation des images. À titre
d’illustration, nous expliquons le comportement en polarisation et la réponse spectrale d’un microscope
sans ouverture utilisant une pointe métallique. Nous discutons également la validité et l’utilité du concept
de réponse impulsionnelle d’un microscope optique en champ proche.
2.2 Détection de champs électromagnétiques confinés
2.2.1 Position du problème
Dans cette partie, on s’intéresse à la détection d’un champ électromagnétique émis par une structure
quelconque. La situation expérimentale est présentée sur la figure 2.1 a. La structure émettant le champ à
détecter est décrite par une densité de courant volumique monochromatique jexp(ω). Cette densité de cou-
rant représente une source primaire (décrivant par exemple la fluorescence d’une molécule à la fréquence
ω) ou un courant induit par une source externe jsou(ω), supposée ponctuelle et placée en champ lointain.
Ce second cas est, par exemple, celui d’une résonance plasmon dans une particule métallique excitée par
un laser. Les champs rayonnés par la densité de courant jexp sont notés Eexp (champ électrique) et Hexp
(champ magnétique). Notons qu’il s’agit des champs émis en présence de la pointe et de tout le système
de détection/illumination, représenté symboliquement par la boite carrée sur la figure 2.1.
Afin d’obtenir une expression explicite du champ Edet au niveau du détecteur, il est utile de considérer la
situation fictive représentée sur la figure 2.1 b, appelée situtation réciproque. Dans cette situation, la pointe
et le système de détection/illumination sont éclairés par une source ponctuelle de densité de courant jrec(ω)
placée à la position du détecteur, en l’absence de la structure créant le champ expérimental à mesurer. Les
champs créés dans cette situation en un point quelconque de l’espace sont désignés par Erec et Hrec.
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FIG. 2.1: a) : Représentation d’une situation expérimentale de détection d’un champ confiné. On note rsou
et rdet les positions de la source et du détecteur. b) : situation réciproque (fictive), dans laquelle le système
(pointe + optique) est éclairé par une source ponctuelle placée à la position du détecteur.
2.2.2 Application du théorème de réciprocité
En appliquant le théorème de réciprocité (forme 2 de l’annexe) aux deux situations de la figure 2.1, on
obtient :
Edet  jrec = Erec(rsou)  jsou +
Z
S
(EexpHrec ErecHexp)  ez dρ ; (2.1)
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où dρ = dxdy et ez est le vecteur unitaire de l’axe z. Le premier membre de l’équation (2.1) représente
une composante du champ au niveau du détecteur dans la situation expérimentale. Le premier terme du
second membre représente un terme de rayonnement direct de la source externe (par exemple, le laser) vers
le détecteur. Il est nul lorsque la situation expérimentale ne comporte pas de source externe excitatrice à la
fréquence ω (par exemple détection de fluorescence de molécule).
Afin de simplifier l’équation (2.1), nous utilisons la représentation en ondes planes (ou spectre angu-
laire) des champs (voir par exemple la référence [8] chap. 2, et le chapitre 1 de ce livre). Dans la région
située entre la structure émettrice et la pointe, le champ électrique expérimental s’écrit :
Eexp(ρ;z) =
Z
e+exp(q)exp(iq ρ+ iγz) dq+
Z
e exp(q)exp(iq ρ  iγz) dq ; (2.2)
où r = (ρ;z) et γ(q) = (k2  q2)1=2, avec k = ω=c et la détermination Re(γ) > 0 et Im(γ) > 0. Les inté-
grales sur le vecteur d’onde parallèle q sont étendues à 0 < jqj < ∞. Les ondes planes se propageant (ou
décroissant pour les ondes évanescentes) vers les z > 0 ont des amplitudes notées e+exp(q), alors que celles
se propageant (ou décroissant) vers les z < 0 ont des amplitudes notées e exp(q). Tous les autres champs
peuvent se décomposer de la même façon. Cependant, les champs Erec et Hrec de la situation réciproque
(fig. 2.1 b) ne comportent que des ondes se propageant (ou décroissant) vers les z < 0, du fait de l’absence
de sources dans le demi-espace inférieur. Notons qu’il serait possible d’inclure un substrat plan dans la
géométrie réciproque, ce qui n’est pas fait ici par souci de simplicité. La situation complète est étudiée
dans la référence ( [39]).
En introduisant les spectres angulaires des champs expérimentaux et réciproques dans l’intégrale de
l’équation (2.1), on obtient après quelques calculs :
Edet  jrec = Erec(rsou)  jsou  8pi
2
ωµo
Z
γ(q)erec( q)  e+exp(q)dq ; (2.3)
où l’intégrale est étendue à 0 < jqj< ∞. Une expression équivalente est obtenue en repassant dans l’espace
direct pour les champs intervenant dans l’intégrale. Elle s’écrit :
Edet  jrec = Erec(rsou)  jsou  2i
ωµo
Z
S
 ∂
∂zErec(ρ;z)

E+exp(ρ;z) dρ ; (2.4)
où l’intégrale est cette fois étendue à la surface S de la figure 2.1 (plan z = cte).
Les deux équations (2.3) et (2.4) sont des expressions exactes du champ électrique mesuré au niveau du
détecteur dans la situation expérimentale. Chacune d’elles décrit le couplage entre ce champ et le champ
émis par la structure observée sous forme d’une intégrale faisant intervenir le champ de la situation réci-
proque. Selon les cas, l’une ou l’autre des formulations peut être utilisée :
– L’expression (2.4) (espace direct) montre que le champ détecté est donné par une intégrale de re-
couvrement entre le champ expérimental et la dérivée par rapport à z du champ réciproque. Cette
dernière joue le rôle d’une fonction de réponse de l’instrument, décrivant aussi bien la localisation
spatiale de la détection que la réponse spectrale, ou encore la réponse en polarisation.
– L’expression (2.3) (espace de Fourier) montre comment chaque fréquence spatiale q du champ expé-
rimental est détectée. Le facteur de couplage est proportionnel à erec( q), montrant que pour qu’une
fréquence q donnée soit détectée efficacement, il faut que cette fréquence soit présente dans le spectre
du champ diffusé par la pointe lorsqu’elle est éclairée depuis le détecteur. En d’autres termes, seule
une pointe créant de hautes fréquence spatiales du champ lorsqu’elle est éclairée en champ lointain
permet de détecter les hautes fréquences spatiales d’un champ proche localisé.
Notons qu’une expression ayant la même structure que l’équation (2.4) a été obtenue comme généralisa-
tion de la formule de Bardeen, développée pour l’effet tunnel électronique entre deux électrodes [40]. Ce
résultat montre notamment que le SNOM et le STM (microscope électronique à effet tunnel) peuvent être
modélisés avec le même formalisme.
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2.2.3 Comment déterminer le champ réciproque?
Il apparaît clairement que la grandeur clé à connaître est le champ réciproque. C’est elle qui caractérise
complètement l’effet de la pointe et de tout le système de détection. En général, ce champ est solution
d’un problème de diffraction par une structure complexe. On peut alors avoir recours à des simulations
numériques pour le déterminer, au moins dans des géométries simplifiées. Cependant, dans certains cas,
des modèles sont disponibles et permettent de décrire le comportement de la pointe en champ proche. Par
exemple, dans le cas d’un microscope en mode collection utilisant une pointe métallisée avec ouverture,
le champ réciproque est le champ émis par cette ouverture lorsqu’elle est éclairée par des modes guidés
incidents. Ce champ peut être calculé numériquement [35], mais également décrit, par exemple, par le
modèle de Bethe-Bouwkamp [41–43]. Un autre cas intéressant est celui des microscopes sans ouverture
[44–46]. Dans le cas des montages utilisant des pointes coniques métalliques, le champ réciproque au
voisinage de la pointe peut-être décrit à l’aide d’un modèle introduit en optique de champ proche par
H. Cory et al. [47]. Dans ce modèle, la pointe est un cône infini parfaitement conducteur, et le champ
est calculé dans la zone correspondant à kr 1, où r est la distance à l’extrémité du cône (voir fig. 2.2).
Notons que de nombreux modèles décrivant la champ au voisinage d’objets singuliers (cônes, dièdres, etc.)
sont répertoriés dans les références [15, 48]. Lorsque le cône de la figure 2.2 est éclairé par une source
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FIG. 2.2: Géométrie de la pointe, modélisée par un cône parfaitement conducteur, de demi-angle α.
ponctuelle placée en champ lointain (le champ incident est alors assimilable à une onde plane), le champ
diffracté à courte distance de l’extrémité (kr 1) s’écrit [48] :
E = k(kr)ν 1 sinβ

ur +
uθ
ν
∂
∂θ

a(θo;θ;α) ; (2.5)
où a est une fonction de l’angle d’incidence θo, de l’angle d’observation θ et du demi-angle d’ouverture du
cône α. Les autres paramètres qui interviennent sont k = ω=c, l’angle de polarisation β de l’onde incidente
(β = 0 lorsque le champ électrique incident est perpendiculaire au plan d’incidence, β = pi=2 lorsque le
champ électrique incident est dans le plan d’incidence). ur et uθ sont les vecteurs unitaires en coordonnées
sphériques. ν est un nombre réel positif, vérifiant ν 1, et qui dépend de l’angle du cône uniquement. Il est
important de remarquer que le champ à courte distance de l’extrémité du cône a une structure spatiale qui
ne dépend pas des conditions d’éclairement (direction d’incidence et polarisation). Celles-ci interviennent
dans un préfacteur qui est un terme d’amplitude uniquement. Ajoutons qu’à plus grande distance de la
pointe (où si la polarisation incidente correspond à β = 0), le terme singulier de l’équation (2.5) n’est plus
suffisant pour décrire le champ et que des termes supplémentaires du développement doivent être pris en
compte [48].
L’expression (2.5) permet de décrire le champ réciproque au voisinage de la pointe. On peut par
exemple l’utiliser pour calculer la fonction de réponse (∂=∂z)Erec intervenant dans l’équation (2.4). La
dépendence spatiale des composantes z et x de cette fonction est représentée sur la figure 2.3.
On observe tout d’abord que la composante selon z (fig. 2.3 a) est celle qui domine en amplitude, mon-
trant que la composante selon z du champ expérimental sera préférentiellement détectée (du fait du produit
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(a) (b)
FIG. 2.3: Composantes selon z en (a) et x en (b) de la fonction (∂=∂z)Erec en fonction de la position
ρ = (x;y) dans un plan perpendiculaire à l’axe de la pointe. Distance de l’extrémité : z = 1 nm. Le cône a
une demi-angle α = 3o.
scalaire intervenant dans l’expression (2.4)). De plus, la largeur à mi-hauteur de la fonction de réponse
donne une idée de la résolution attendue. Une discussion fine de la résolution limite doit nécessairement
prendre en considération le rayon de courbure non nul de la pointe. Néammoins, cette approche permet de
montrer que la diffusion multiple pointe-échantillon n’est pas nécessaire pour atteindre une haute résolu-
tion. Nous reviendrons sur ce point lorsque nous discuterons le concept de réponse impulsionnelle.
2.2.4 Applications : effets de polarisation et réponse spectrale
Afin d’illustrer (et également de valider) l’approche qui vient d’être présentée, nous montrons qu’elle
permet d’expliquer quantitativement le comportement en polarisation et la réponse spectrale d’un micro-
scope sans ouverture utilisant une pointe métallique.
Un étude expérimentale [49] a permis de mesurer le signal obtenu en réflexion sur un substrat plan
de silicium en fonction de la polarisation de l’onde incidente. La détection est effectuée dans la direction
normale au substrat. L’état de polarisation est décrit par l’angle β (β = 0 pour une polarisation s ou TE,
β = pi=2 pour une polarisation p ou TM). Le résultat obtenu est représenté figure 2.4 (voir réf. [49] pour
plus de détails). Le résultat obtenu peut être expliqué à l’aide de l’expression (2.4). Le champ reçu par le
détecteur est celui décrit par le terme intégral qui implique le champ amplifié à l’extrémité de la pointe
(le premier terme du membre de droite de l’équation (2.4) donne une contribution négligeable dans ce
montage). Lorsque celle-ci est à distance nanométrique de la surface, le champ expérimental (éclairant la
pointe) est principalement le champ amplifié par l’effet de pointe et réfléchi par la surface. Le champ E+exp
est alors proportionnel au champ de l’équation (2.5), et donc à sinβ. Le signal mesuré, proportionnel au
module au carré du champ au niveau du détecteur est alors proportionnel à sin2 β. Ce comportement est
très proche de celui qui est obtenu expérimentalement (voir fig. 2.4). Il faut souligner que ce comportement
n’est pas celui qui serait obtenu en modélisant la pointe par une petite sphère dipolaire.
Un autre comportement non trivial du microscope sans ouverture est sa réponse spectrale. Il a été
observé récemment [31] que, dans le cas de pointes métalliques, la réponse dans le visible n’est pas plate,
et qu’elle dépend de la géométrie de la pointe (l’angle d’ouverture pour une pointe conique). Les résultats
expérimentaux pour deux pointes différentes sont présentés sur la figure 2.5. Les mesures sont effectuées en
réflexion, en géométrie confocale, sur un miroir plan d’aluminium (réponse spectrale plate dans le visible,
avec coefficient de réflexion R = 0:9). Les spectres présentés sont normalisés par les spectres obtenus
en réflexion en champ lointain (voir la référence [31] pour plus de détails). Le comportement spectral peut
également être étudié en utilisant l’expression (2.4). Le champ près de l’extrémité de la pointe est décrit par
le modèle de l’équation (2.5), dont la dépendence en fréquence est ων, où ν dépend uniquement de l’angle
d’ouverture du cône [48]. Ce modèle décrit bien le champ réciproque Erec. Le champ expérimental E+exp
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FIG. 2.4: Réponse d’un microscope sans ouverture utilisant une pointe en tungstène en fonction de la
polarisation du champ incident (décrite par l’angle de polarisation β). La courbe théorique correspond à
une évolution proportionnelle à sin2 β. D’après [49].
contient plusieurs contributions, dont le champ incident réfléchi par l’interface (n’ayant pas interagi avec la
pointe) et le champ exalté par la pointe et réfléchi par l’interface. Ce dernier s’écrit sous la forme du champ
donné par l’équation (2.5) multiplié par un facteur de réflexion ne dépendant pas ici de la fréquence. Dans
le cas d’une détection confocale comme celle de la référence [31] et de la figure 2.5, le signal provient de
l’interférence entre ces deux contributions. Il est donc proportionnel au terme intégral de l’équation (2.4),
dans lequel à la fois Erec et E+exp sont décrits par l’équation (2.5). Le signal est donc proportionnel à ω2ν 1.
Pour divers demi-angles d’ouverture de la pointe conique, le signal prédit par le modèle en fonction de
la longueur d’onde (λ = 2pic=ω) est représenté sur la figure 2.6. On observe un excellent accord avec les
résultats expérimentaux.
Il faut noter que la dépendance spectrale ne peut pas être étudiée avec un modèle électrostatique pour
décrire le champ au voisinage de la pointe, même si un tel modèle est capable de prédire correctement la
structure spatiale du champ à courte distance [50]. Là encore, le résultat qui serait obtenu en modélisant
la pointe par un dipôle serait erronné. On obtiendrait une dépendence spectrale en ω4, en contradiction
avec l’expérience. Il semble donc que le modèle de sphère dipolaire, souvent utilisé pour décrire en pre-
mière approche les images obtenues en microscopie sans ouverture [51, 52], ne permette pas de décrire
(même qualitativement) les microscopes utilisant des pointes coniques métalliques. Les résultats présentés
montrent l’importance d’un modèle réaliste de pointe (prenant en compte sa géométrie macroscopique)
pour l’étude de la spectroscopie en champ proche.
2.3 Imagerie de structures diélectriques localisées
2.3.1 Position du problème
Dans cette seconde partie, nous nous intéressons à l’imagerie d’une structure de surface. Nous la dé-
crivons par une constante diélectrique (généralisée) ε(r;ω), qui pourrait être éventuellement un tenseur
permettant de décrire un milieu anisotrope (par exemple magnéto-optique). L’objectif est, cette fois, d’ob-
tenir une expression reliant le champ reçu par le détecteur à la constante diélectrique de l’échantillon (plus
généralement aux courants induits dans l’échantillon). Cette expression est utile pour discuter du méca-
nisme de formation des images. Elle permet également de comprendre sous quelles conditions une réponse
impulsionnelle peut être introduite. Le montage expérimental est représenté schématiquement sur la fi-
gure 2.7 a. On raisonne sur une configuration de microscope à pointe sans ouverture en réflexion, mais le
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FIG. 2.5: a) : image de deux pointes en tungstène utilisées pour mesurer la réponse spectrale d’un micro-
scope sans ouverture. b) : réponse spectrale mesurée dans le domaine visible pour chacune des pointes.
D’après [31].
résultat peut être généralisé à tout type de montage. Bien que l’approche repose également sur le théorème
de réciprocité, nous allons utiliser une démarche différente de celle de la partie précédente. Pour ce faire,
nous allons introduire une géométrie de référence, qui est celle de la figure 2.7 a, en l’absence de l’échan-
tillon. En revanche, le substrat plan qui supporte l’échantillon est inclus dans la géométrie de référence. Le
champ correspondant à cette géométrie sera noté E(0)exp. Il est créé par la source de la situation expérimentale,
représentée par la densité volumique de courant jsou.
Un fonction de Green
$
G(r;r0;ω) (tensorielle) peut être introduite pour décrire la géométrie de référence.
Elle vérifie l’équation (voir les chapitres 1 et 4 de ce livre) :
∇∇
$
G(r;r0;ω)  k2εre f (r;ω)
$
G(r;r0;ω) =
$
I δ(r  r0) ; (2.6)
où
$
I désigne le tenseur unité et εre f désigne la constante diélectrique dans le système de référence (pointe,
substrat, optique de détection/illumination, etc. mais sans échantillon). Dans la suite, on supprime les dé-
pendences en ω de toutes les grandeurs, afin d’alléger les notations.
La fonction de Green permet d’exprimer explicitement le champ dans la situation de référence :
E(0)exp(r) = iωµ0
Z
$
G(r;r0) jsou(r0)dr0 : (2.7)
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FIG. 2.6: Réponse spectrale théorique pour différentes valeurs de l’angle de la pointe. Le signal (en
ordonnée) est modélisé par l’expression (2.4), avec un champ réciproque décrit par le champ de l’équation
(2.5). D’après [31].
L’intégrale dans l’équation (2.7) est étendue au volume de la source.
Si l’on considère maintenant le système expérimental complet de la figure 2.7 a, on peut décrire l’échan-
tillon comme une modification ∆ε(r) de la constante diélectrique du système de référence. La constante
diélectrique du système complet est alors :
ε(r) = εre f (r)+∆ε(r) : (2.8)
Le champ électrique Eexp dans la situation expérimentale vérifie l’équation :
∇∇Eexp(r)  k2εre f (r)Eexp(r) = iωµ0 jsou(r)+ k2∆ε(r)Eexp(r) : (2.9)
On voit que la variation de constante diélectrique fait apparaître un terme source supplémentaire, qui est le
terme source du champ diffusé par l’échantillon. En utilisant la fonction de Green solution de l’équation
(2.6), on peut écrire le champ dans la situation expérimentale sous la forme :
Eexp(r) = E
(0)
exp(r)+ k2
Z
Vech
$
G(r;r0)∆ε(r0)Eexp(r0)dr0 : (2.10)
Notons qu’il ne s’agit pas d’une expression explicite de Eexp, mais d’une équation intégrale équivalente à
l’équation (2.9). L’intégrale est étendue à toute la zone où ∆ε(r) n’est pas nul, c’est-à-dire au volume de
l’échantillon.
L’équation (2.10) permet d’exprimer le champ Eexp(rdet) reçu par le détecteur et noté Edet :
Edet = E
(0)
exp(rdet)+ k2
Z
Vech
$
G(rdet ;r0)∆ε(r0)Eexp(r0)dr0 : (2.11)
Cette équation relie le champ au niveau du détecteur au courant induit dans l’échantillon, grâce au tenseur
de Green
$
G du système de référence. En général, la détermination de
$
G pour une telle géométrie n’est pas
simple, et ne peut être effectuée que numériquement [5]. Cependant, calculer $G(rdet ;r0) revient à calculer
la réponse en champ lointain (détecteur) à une source ponctuelle placée entre la pointe et le substrat. Nous
allons voir comment, grâce au théorème de réciprocité, on peut se ramener à la détermination (parfois plus
aisée) de la réponse en champ proche à une source ponctuelle placée en champ lointain.
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FIG. 2.7: a) : vue schématique d’un montage de microscopie à pointe sans ouverture. La source est re-
présentée par une densité de courant jsou placée en champ lointain. b) : situation réciproque (fictive) dans
laquelle le système (pointe + optique + substrat) est éclairé par une source ponctuelle de densité de courant
jrec placée à la position du détecteur.
2.3.2 Application du théorème de réciprocité
Considérons une source ponctuelle placée à la position rdet du détecteur, dans la géométrie de référence.
Cette situation réciproque est représentée sur la figure 2.7 b. La source ponctuelle est décrite par sa densité
de courant jrec(r) = jrec δ(r  rdet).
En multipliant l’équation (2.10) par jrec(r) et en intégrant sur r, on obtient :
jrec Edet = jrec E(0)exp(rdet)+ k2
Z
Vech
jrec 
$
G(rdet ;r0)∆ε(r0)Eexp(r0)dr0 : (2.12)
Cette relation peut-être transformée en utilisant le théorème de réciprocité, formulé à partir du tenseur de
Green
$
G (forme 3 de l’annexe). On a en effet :
jrec 
$
G(rdet ;r0)Eexp(r0) = Eexp(r0) 
$
G
T
(rdet ;r
0
) jrec
= Eexp(r0) 
$
G(r0;rdet) jrec
= Eexp(r0) 
E(0)rec(r0)
iωµ0
;
où l’exposant T désigne le tenseur transposé. On peut alors récrire l’équation (2.12) sous la forme :
A = jrec Edet = jrec E(0)exp(rdet)  iωε0
Z
Vech
E(0)rec(r) ∆ε(r)Eexp(r)dr : (2.13)
La grandeur A est proportionnelle à l’amplitude complexe de la composante du champ au niveau du détec-
teur dans la direction définie par jrec. L’équation (2.13) montre que A = A f c +Aech est la somme de deux
termes :
A f c = jrec E(0)exp(rdet) ; (2.14)
et
Aech = iωε0
Z
Vech
E(0)rec(r) ∆ε(r)Eexp(r)dr : (2.15)
Le premier terme A f c contribue à un fond continu et ne contient aucune information sur l’échantillon. Il
décrit le rayonnement de la source vers le détecteur dans la situation expérimentale de référence (i.e. sans
échantillon). Le second terme Aech contient toute l’information sur l’échantillon (constante diélectrique et
topographie). C’est ce terme qui est responsable du contraste optique observé lorsqu’on mesure la puissance
reçue par le détecteur en fonction de la position de la pointe. Notons que les équations (2.14) et (2.15) ont
déjà été obtenues, d’une manière différente, dans la référence [6].
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2.3.3 Calcul du signal mesuré
Le signal mesuré est proportionnel au flux d’énergie à la position du détecteur, et donc à jAj2 (le détec-
teur est placé en champ lointain). Remarquons que ce signal correspond au flux de la composante du champ
orientée dans la direction de jrec, et donc à une situation expérimentale dans laquelle un analyseur (dont la
direction de polarisation est orientée selon jrec) est placé devant le détecteur. Si la détection est effectuée
sans analyseur, il faut sommer les contributions des jAj2 sur les directions de polarisation possibles.
Dans de très nombreux cas, le signal diffusé par l’échantillon est très faible en amplitude par rapport à
celui du système de référence : jAechj  jA f cj. Le signal s’écrit alors sous la forme :
S = jA f c +Aechj2 ' jA f cj2 +2RefA f cAechg ; (2.16)
où  désigne le complexe conjugué. Le second terme est un terme d’interférence, qui contient toute l’in-
formation sur l’échantillon. C’est lui qui contribue à la partie dynamique du signal. On peut l’exprimer en
utilisant (2.15) :
Sdyn = 2ωε0Im

A f c
Z
Vech
E(0)rec(r) ∆ε(r)Eexp(r)dr

: (2.17)
Deux remarques peuvent être formulées à ce stade :
– Sdyn est la seule partie dynamique du signal lorsque le balayage est effectué à hauteur constante (i.e.
parallèlement au substrat plan). Cependant, le terme jA f cj2 peut dépendre (parfois fortement) de la
distance pointe-substrat. Si cette distance varie au cours du balayage, les variations de jA f cj2 peuvent
engendrer l’apparition d’un contraste dans l’image qui ne contient aucune information optique sur
l’échantillon. On parle alors “d’artifacts” (ces artifacts ne seront pas discutés dans ce chapitre. Voir
par exemple [53–57]).
– L’équation (2.17) ne permet d’exprimer le signal que si le champ induit dans l’échantillon Eexp(r) est
connu. En présence de diffusion multiple, ce champ est difficile à déterminer et le recours à des simu-
lations numériques est en général nécessaire. Dans le cas où la diffusion multiple entre l’échantillon
et le système de référence est négligeable, nous allons voir comment simplifier l’équation (2.17)
pour obtenir une expression explicite du signal. Cette démarche conduira naturellement au concept
de réponse impulsionnelle.
2.3.4 Concept de réponse impulsionnelle : validité et utilité
Si l’échantillon diffuse faiblement le champ E(0)exp du système de référence, on peut utiliser la première
approximation de Born pour évaluer l’intégrale de l’équation (2.17). Une étude du domaine de validité
de cette approximation en champ proche (ou du développement perturbatif d’ordre un équivalent, voir le
chapitre 3 dans ce livre) est présentée dans la référence [58–60]. Notons que cette approximation n’exclut
pas une interaction forte entre la pointe et le substrat. Par exemple, rien n’empêche la pointe et le substrat
d’être métalliques, voire d’exhiber une résonance plasmon. Ce couplage fort est alors complètement décrit
par le champ E(0)exp. Dans ce cadre, la partie dynamique du signal s’écrit :
Sdyn ' 2ωε0Im

A f c
Z
Vech
E(0)rec(r) ∆ε(r)E(0)exp(r)dr

: (2.18)
On a cette fois un lien explicite entre le signal et la constante diélectrique de l’échantillon. Ce lien peut
s’écrire sous la forme :
Sdyn(rtip) =
Z
Vech
H(r;rtip;ω)∆ε(r)dr ; (2.19)
où rtip est la position de la pointe. La grandeur H apparaît comme une réponse impulsionnelle décrivant
la formation de l’image. Le système de référence étant invariant par translation dans la direction du plan
x y, on a en fait H(r;rtip;ω) =H(ρ ρtip;z;ztip;ω). On a donc une véritable réponse impulsionnelle (avec
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invariance par translation) lors d’un balayage à hauteur constante uniquement. L’expression complète de
H s’obtient à partir de l’équation (2.18) :
H(r;rtip;ω) = 2ωε0Im
n
A f cE(0)rec(r;rtip;ω) E
(0)
exp(r;rtip;ω)
o
: (2.20)
Remarquons que les deux champs E(0)exp et E(0)rec correspondent à deux situations de même géométrie (i.e.
la géométrie de référence). Seule la position de la source change (source expérimentale réelle pour E(0)exp,
source fictive placée à la position du détecteur pour E(0)rec). Comme dans la partie précédente, nous allons
illustrer le calcul de la réponse impulsionnelle sur l’exemple des microscopes sans ouverture utilisant une
pointe métallique.
2.3.5 Cas des microscopes sans ouverture
Dans ce cas, la pointe peut-être modélisée par un cône parfaitement conducteur [47]. Les deux champs
E(0)exp et E(0)rec se calculent, à courte distance de la pointe, par l’expression (2.5). Dans le cas présent, ces
champs doivent être évalués en présence du substrat plan, celui-ci étant inclus dans le système de référence.
Pour cela, comme dans la référence [47], on ne prend en compte qu’une interaction au premier ordre
entre la pointe et le substrat (supposé diélectrique et faiblement réfléchissant). On considère donc que la
pointe est éclairée par deux ondes planes, l’une provenant de la source (réelle ou réciproque, chacune étant
supposée ponctuelle) placée en champ lointain, et l’autre provenant de l’onde plane incidente réfléchie par
la surface, et affectée d’un facteur de réflexion. Le champ entre la pointe et le substrat est alors donné par
la superposition de deux champs du type de l’équation (2.5).
La réponse impulsionnelle H ainsi obtenue est représentée sur la figure 2.8. L’extrémité de la pointe est
placée au point (xtip;ytip;z), avec xtip = 0, ytip = 0 et z variable. H est tracée en fonction de x, pour y = ytip,
dans un plan juste au-dessus du substrat.
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FIG. 2.8: a) : réponse impulsionnelle (unité arbitraire) en fonction de la position latérale x et pour diffé-
rentes distances z entre la pointe et le substrat. Constante diélectrique du substrat ε = 2:4. La pointe est un
cône parfaitement conducteur de demi-angle α = 3o. b) : idem mais les courbes sont normalisées par leur
valeur maximum.
On remarque sur la figure 2.8 a que la réponse impulsionnelle a une amplitude qui décroît très vite
quand la distance z entre la pointe et le substrat augmente. En fait, l’expression (2.5) utilisée pour décrire le
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champ exalté au voisinage de la pointe n’est valable qu’à très courte distance de l’extrémité. À plus grande
distance, il faut rajouter des termes supplémentaires à l’expression du champ. Ces termes donneraient
une autre contribution à la réponse impulsionnelle. Retenons qu’exploiter le champ exalté par la pointe
nécessite de travailler avec une distance pointe-objet de quelques nanomètres au maximum.
La figure 2.8 b montre la réponse impulsionnelle normalisée par sa valeur maximum. On voit très net-
tement que sa largeur augmente avec la distance z. La largeur à mi-hauteur de la réponse impulsionnelle
donne une bonne idée de la résolution. Ici, la pointe a un rayon de courbure nul (cône parfait). Pour une
pointe réelle, l’expression (2.5) du champ reste cependant valable pour une distance à l’extrémité r supé-
rieure au rayon de courbure [15]. Concernant la résolution, le résultat principal est que la diffusion multiple
pointe-échantillon n’est pas nécessaire pour obtenir une résolution de l’ordre du nanomètre [51, 52].
Le concept de réponse impulsionnelle, qui ne peut être introduit que sous certaines conditions que nous
avons clairement indentifiées, est un outil très utile à la compréhension de la formation des images. Il
peut permettre d’étudier l’influence des divers paramètres sur le signal mesuré, de fournir des critères de
résolution (voir le chapitre 6 de ce livre), mais aussi de comparer et d’optimiser les montages.
2.4 Conclusion
Dans ce chapitre, nous avons montré comment obtenir une expression du signal mesuré en microscopie
optique de champ proche. Nous avons considéré séparément le cas de la détection de champs électroma-
gnétiques confinés et le cas de l’imagerie de structures diélectriques. Nous avons illustré l’approche en
étudiant la réponse en polarisation et la réponse spectrale d’un microscope sans ouverture utilisant une
pointe métallique. La grandeur clé de cette modélisation est le champ diffusé par le système (pointe +
optique + éventuellement substrat), en l’absence d’échantillon. Cette grandeur peut être modélisée dans
certains cas (par exemple dans le cas de pointes coniques ou de sondes à ouverture), ou calculée numéri-
quement. Elle caractérise complètement la réponse du microscope à un champ électromagnétique localisé
ou à une structure diélectrique hétérogène en termes de champ. Dans le cas où l’échantillon est faiblement
diffusant, nous avons introduit rigoureusement le concept de réponse impulsionnelle reliant le signal au
contraste diélectrique entre l’échantillon et le milieu environnant.
Annexe : théorème de réciprocité
Le théorème de réciprocité de l’électromagnétisme peut-être énoncé sous différentes formes équiva-
lentes, que nous rappelons ici. Pour une démonstration, voir [61–63].
Considérons un diffuseur, constitué d’un matériau linéaire, et décrit par des tenseurs diélectriques et
magétiques
$
ε (r;ω) et
$
µ (r;ω) symétriques.
Dans une situation 1, le diffuseur est éclairé par une source monochromatique de volume V1 décrite par
un courant volumique J1(r;ω). Les champs électriques et magnétiques résultant en tout point sont E1(r;ω)
et H1(r;ω).
Dans une situation 2, indépendante, le diffuseur est éclairé par une source monochromatique de volume
V2 décrite par un courant volumique J2(r;ω). Les champs électriques et magnétiques résultant en tout point
sont E2(r;ω) et H2(r;ω).
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H2
E2
situation 1
V1
sources
J1(r)
diffuseur
E1
H1
FIG. 2.9: Géométrie utilisée pour exprimer le théorème de réciprocité.
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Théorème de réciprocité : forme 1
Z
V1
J1(r) E2(r)dV =
Z
V2
J2(r) E1(r)dV (2.21)
où les dépendances en ω ont été omises. Dans le cas de sources dipolaires placées aux points r1 (situation
1) et r2 (situation 2), on a
Jk(r) = iωpk δ(r  rk) ; (2.22)
où k = 1;2 désigne la situation considérée. Après introduction dans l’équation (2.21), on obtient :
p1 E2(r1) = p2 E1(r2) : (2.23)
Théorème de réciprocité : forme 2
Pour toute surface fermée Σ, de normale extérieure n, entourant un volume V contenant le diffuseur
(mais pas forcément les sources) :
Z
Σ
(E1H2 E2H1) ndΣ =
Z
V
(J1 E2 J2 E1)dV : (2.24)
Lorsque la surface Σ est une sphère de rayon R! ∞, l’intégrale de surface s’annule (car l’intégrand est
identiquement nul en champ lointain) et on retrouve la formulation 1.
Théorème de réciprocité : forme 3
Si
$
G est le tenseur de Green du système « diffuseur dans l’espace libre » (c’est-à-dire sans les volumes
sources V1 et V2), on a par définition, dans le cas de sources dipolaires :
Ek(r) = µ0ω2
$
G(r;rk;ω)pk ; (2.25)
où k = 1;2 et rk est la position du dipôle source pk.
En introduisant (2.25) dans (2.23), et en utilisant la relation tensorielle :
u 
$
G(r;r0;ω)v = v 
$
G
T
(r;r0;ω)u (2.26)
on obtient :
$
G(r1;r2;ω) =
$
G
T
(r2;r1;ω) ; (2.27)
où l’exposant T désigne le tenseur transposé.
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Chapitre 3
Méthode perturbative en optique de
champ proche
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3.1 Introduction
La méthode de Rayleigh perturbative (MRP) travaille dans l’espace de Fourier. Elle permet de relier
simplement le spectre spatial de l’objet à celui de l’image. Les calculs sont essentiellement analytiques
ce qui permet une discussion simple de l’influence des paramètres expérimentaux sur la formation des
images. De plus, elle est facile à mettre en oeuvre, elle nécessite des moyens informatiques raisonnables et
les résultats sont obtenus avec des temps de calcul courts.
3.1.1 Utilisation de la méthode perturbative en champ lointain
La théorie de la diffraction qui est généralement enseignée est la méthode de Fresnel-Kirchhoff. Il s’agit
d’une théorie scalaire, où les propriétés de polarisation de la lumière ne sont pas prises en compte. De plus,
dans cette méthode, les conditions aux limites sur les objets diffractants sont traitées d’une façon approxi-
mative. Cette méthode donne de bons résultats pour traiter les problèmes d’optique physique traditionnels
(objets grands par rapport à la longueur d’onde et rayons paraxiaux). Elle est inadaptée et donne des ré-
sultats faux quand les objets diffractants ont des dimensions mésoscopiques, de l’ordre de grandeur de la
longueur d’onde, voire inférieures.
Par contraste, la méthode de Rayleigh [64, 65] est une méthode vectorielle, tenant compte de la polari-
sation du champ électromagnétique et respectant les conditions aux limites. Il ne s’agit pas d’une méthode
rigoureuse, elle peut présenter des problèmes de convergence dans certains cas mais la convergence vers le
bon résultat est efficace et rapide pour des surfaces comportant des reliefs de faible hauteur.
La bibliographie sur la méthode de Rayleigh en optique est trop abondante pour être citée ici de manière
exhaustive. Nous donnerons simplement une bibliographie minimale mais nécessaire sur la méthode de
Rayleigh perturbative.
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Quand les rugosités des interfaces ont une hauteur faible par rapport à la longueur d’onde, la méthode
de Rayleigh perturbative devient efficace. En optique, la méthode perturbative a été employée dans les
années 70 pour étudier la diffraction de la lumière en champ lointain par des rugosités de surface [66, 67].
A la suite de ces travaux, E. Church & al. publièrent une série d’articles [68] démontrant que l’on pouvait
utiliser cet outil théorique, conjointement à des expériences de diffusion, pour caractériser les surfaces
optiques. Pour les applications de la MRP à la détermination optique des rugosités d’une surface aléatoire,
la description de la méthode, son utilisation et une excellente bibliographie, peuvent être trouvées dans le
livre de J. Stover [69].
3.1.2 Utilisation de la méthode perturbative en champ proche
Un des premiers articles traitant de la modélisation d’un microscope optique en champ proche au moyen
de la méthode perturbative [4] était destiné à expliquer les principes théoriques de cette nouvelle microsco-
pie en discutant de l’influence des principaux paramètres expérimentaux sur la formation des images tels
que l’influence de la distance pointe objet sur la résolution, l’influence de la polarisation, etc. Cet article
était limité à un seul type de microscope (le microscope tunnel optique : STOM). De plus, le modèle était
très simplifié : la sonde optique était ponctuelle et diélectrique, l’objet était un réseau 1D sur une interface
entre deux milieux homogènes. Par la suite, avec la même approche théorique, la MRP a été appliquée à
d’autres types de microscopes, à divers modèles de pointes, à des objets plus compliqués et plus intéressants
pour d’éventuelles applications.
La diffusion de Mie par des ondes évanescentes a permis de discuter de l’influence du rayon de la
pointe sur les images STOM [70]. Pour un objet 3D, en configuration STOM, les images obtenues avec
une pointe diélectrique et une pointe métallisée ont été comparées et les influences de la polarisation du
champ incident et de la détection du champ magnétique sur la formation des images ont été discutées [71].
La méthode de Rayleigh perturbative a alors été généralisée à une structure multicouches comportant
de faibles reliefs 3D [72–74]. D. Barchiesi & al. [75] ont par exemple étudié la modification des images
d’une couche mince sur la surface d’un objet.
La comparaison des modélisations par MRP avec une autre approche théorique, telle que la méthode
de la fonction de Green avec intégrale volumique, est présentée dans la référence [60]. Les images obte-
nues au moyen des deux méthodes sont très semblables. La MRP peut être appliquée à un grand nombre
d’expériences d’optique en champ proche, elle décrit l’essentiel des phénomènes physiques et permet une
interprétation rapide et efficace des expériences. Lorsque la connaissance des paramètres expérimentaux est
suffisamment fiable, la comparaison théorie-expérience a pu être menée de façon quantitative et la méthode
de Rayleigh perturbative a pu montrer toute son efficacité.
3.2 Vocabulaire et notations
3.2.1 Coordonnées et différents vecteurs
Les objets ont des reliefs de faible hauteur (par rapport à la longueur d’onde). Les plans moyens sont
perpendiculaires à l’axe des z. Le plan (xy) est appelé plan transversal. Les vecteurs sont notés en gras. Les
vecteurs d’ondes sont notés k et u, v, w désignent les trois composantes dudit vecteur. Des indices et des
exposants sont utilisés pour différentier les différents vecteurs. Il est important de distinguer la projection
dans le plan transversal des différents vecteurs. On désignera par q et par ρ les projections transversales de
k et de r :
k = (q;w) = (u;v;w) et r = (ρ;z) = (x;y;z) :
Nous noterons ex, ey et ez les vecteurs de base orthonormés selon les 3 axes x;y;z.
3.2.2 Polarisation
Le plan d’incidence pour une onde plane est le plan défini par le vecteur d’onde et l’axe des z qui est
la normale au plan moyen des interfaces. Remarque : de façon analogue, on définit le plan d’incidence
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d’une onde plane réfléchie, transmise et même diffractée. Ce plan d’incidence permet de définir 2 types
de polarisation. Pour la polarisation Transversale Électrique, TE (ou s) le champ électrique de l’onde est
perpendiculaire au plan d’incidence. Pour la polarisation Transversale Magnétique, T M (ou p) le champ
magnétique de l’onde est perpendiculaire au plan d’incidence ; c’est-à-dire que le champ électrique est dans
le plan d’incidence.
3.2.3 Transformation de Fourier
Nous utilisons les notations de D. Champeney [76] pour écrire les transformées de Fourier.
E(x;y) =
1
(2pi)2
+∞
ZZ
 ∞
F(u;v)exp [i(ux+ vy)℄dudv
m
F(u;v) =
+∞
ZZ
 ∞
E(x;y)exp [ i(ux+ vy)℄dudv;
(3.1)
Remarque : u et v seront appelées dans toute la suite fréquences spatiales. En toute rigueur, les « vraies »
fréquences spatiales sont u=2pi et v=2pi.
3.3 Rappels théoriques
Pour préciser nos notations, nous allons rappeler quelques notions de base.
3.3.1 Équations de Maxwell
Dans le système international d’unités, les équations de Maxwell s’écrivent pour des champs mono-
chromatiques :
(a) rot(E) = iωB (b) div(B) = 0 (3.2)
(c) div(D) = ρe (d) rot(H) = j  iωD:
Elles relient les 4 champs électriques E, magnétique B, déplacement électrique D et induction magnétique
H. Nous avons utilisé les notations complexes et la dépendance temporelle est supposée en exp( iωt).
Dans ce chapitre, nous ne considérerons que des milieux diélectriques isotropes et non magnétiques et
nous noterons ε la constante diélectrique relative :
D = εε0E et B = µ0H avec ε0µ0c2 = 1 : (3.3)
Dans l’équation précédente, ε0 et µ0 sont les constantes du vide et c est la vitesse de la lumière dans le vide.
Par la suite, les champs seront créés à partir d’une onde incidente et il n’y aura pas de charges et de
courants libres : ρe = 0 et j= 0. Si le milieu est conducteur, sa conductivité sera prise en compte en intégrant
cette conductivité dans la partie imaginaire de la constante diélectrique [77].
En utilisant les équations de Maxwell et la relation de milieu (3.3), on obtient l’équation d’onde vérifiée
par le champ électrique. Pour une onde monochromatique, de fréquence circulaire ω, cette équation de
propagation se transforme en équation de Helmholtz:
∆(E)+ εω
2
c2
E = 0: (3.4)
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3.3.2 Ondes planes
En notations complexes, une onde plane monochromatique, de fréquence circulaire ω et de vecteur
d’onde k s’écrit :
E = E0 exp [+i(k:r ωt)℄ B = B0 exp [+i(k:r ωt)℄ : (3.5)
Appliquée à une onde plane, l’équation de Helmholtz conduit à l’équation de dispersion qui relie le vecteur
d’onde à la pulsation :
k k = ω
2
c2
ε : (3.6)
Quelques remarques, importantes pour la suite sont à faire à propos de l’équation de dispersion.
– Notons au préalable que même si k est complexe, c’est bien le carré scalaire k:k qui intervient dans
l’équation de dispersion.
– Pour une onde plane homogène, k est un vecteur réel.
– Pour un milieu absorbant, la constante diélectrique ε est complexe et le vecteur d’onde est donc
complexe. Dans ce cas, l’onde plane est inhomogène.
– Il est important de noter, que même dans un milieu sans absorption, avec ε réel (par exemple le vide),
il peut exister des ondes planes ayant un vecteur d’onde complexe. Il s’agit dans ce cas d’ondes
planes évanescentes, qui ne sont qu’un cas particulier d’ondes planes inhomogènes.
3.4 Méthode de Rayleigh perturbative
Dans ce chapitre, nous allons décrire la méthode de perturbation permettant de calculer les champs
dans une structure multicouches comportant de petites rugosités. Cette méthode sera présentée à partir du
développement de Rayleigh exprimant les champs sous forme de sommes d’ondes planes.
3.4.1 Système de multicouches rugueuses
Nous considérons un système de multicouches rugueuses (figure 3.1) comprenant M interfaces.
z
ε m-1
z=Pm(x,y)+zm
em-1
(x,y)
Fm-1
+ (q) F m-1 (q)-
ε
m
ε
m+1
F
m+1(q)+
F
m(q)+
F
m(q)-
F
m+1(q)-
z=Pm-1(x,y)+zm-1
FIG. 3.1: Système de multicouches
Chaque couche est constituée d’un milieu diélectrique homogène isotrope. On repère le milieu m par
sa constante diélectrique εm. Toutes les grandeurs associées à ce milieu seront marquées par l’indice m.
Le milieu par où arrive l’onde incidente m = 1, sera désigné comme « incident » ou « initial ». Le dernier
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milieu sera noté « terminal » et il correspond à m = M + 1. Les interfaces ont des reliefs de hauteur très
faible et tous les plans moyens sont perpendiculaires à l’axe des z. Cet axe est orienté du milieu « initial »
au milieu « terminal ». L’interface entre le milieu m et le milieu m+1 est décrite par l’équation :
z = zm +Pm(ρ) m = 1;M ; (3.7)
zm est l’ordonnée du plan moyen de l’interface, Pm(ρ) est l’équation du relief de cette interface, mesurée
par rapport au plan moyen. L’épaisseur d’une couche est exprimée simplement comme la différence des
coordonnées des plans moyens successifs :
em = zm+1  zm : (3.8)
Il est également nécessaire d’introduire la transformée de Fourier de la fonction Pm(ρ) :
Pm(ρ) =
1
(2pi)2
+∞
ZZ
 ∞
Pm(q)exp [i(q:ρ)℄ dq : (3.9)
3.4.2 Développement de Rayleigh
Définition
Dans toute la suite, les champs seront supposés monochromatiques. Dans un milieu homogène m, de
constante diélectrique εm, indépendante du point, l’expression la plus générale d’un champ monochroma-
tique, vérifiant l’équation d’Helmoltz, peut s’écrire sous la forme d’un développement de Rayleigh :
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4pi2
+∞
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 ∞
(
F+m(q)exp
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exp [i(q:ρ)℄ dq:
(3.10)
Le champ électrique est une fonction des 3 variables d’espace, (x;y;z), mais ce champ vérifie l’équation
d’Helmoltz (3.4) ce qui implique des contraintes sur ce champ. Ceci explique pourquoi le développement
de Rayleigh (3.10) est une transformée de Fourier à seulement deux dimensions. Le développement est
analogue au spectre angulaire introduit au chapitre 1. Ses propriétés sont également décrites dans les réfé-
rences [8, 78].
F+m(q) est l’amplitude d’une onde « montante », qui se propage dans la direction des z positifs. F m(q)
est l’amplitude d’une onde « descendante », qui se propage dans la direction des z négatifs. Dans la suite
nous noterons wm la racine carrée intervenant dans le développement de Rayleigh avec une détermination
précisée dans l’équation suivante :
wm(q) =
r
εm
ω2
c2
 q2 Re(wm) 0 Im(wm) 0 : (3.11)
De cette façon, les ondes planes montantes et descendantes ont pour vecteurs d’ondes respectifs :
k+m(q) = fu;v;wm(q)g= fq;wm(q)g et (3.12)
k m(q) = fu;v; wm(q)g= fq; wm(q)g : (3.13)
Remarque : wm(q), k+m(q), k m(q) sont des fonctions de q. Néanmoins quand il n’y aura pas d’ambiguïté
la dépendance ne sera pas explicitée.
L’existence des deux types de solutions (montantes et descendantes) résulte du caractère quadratique de
l’équation d’Helmoltz et de l’équation de dispersion. Dans un milieu limité spatialement, dans une couche,
les deux types d’ondes sont nécessaires pour décrire les champs. Dans un milieu semi-infini, une seule série
de termes est à conserver. Dans le milieu incident, seul le champ incident donnera des ondes montantes.
Dans le milieu terminal il n’y a pas d’ondes descendantes.
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Remarquons que l’intégration dans le développement de Rayleigh porte, a priori, sur tout l’espace des
vecteurs d’ondes transversaux. C’est-à-dire que l’intégration sur u et v s’étend de  ∞ à +∞. Aussi, dans
un milieu transparent, avec εm réel, le développement de Rayleigh comporte des ondes planes homogènes
avec wm réel pour q < ε ωc . Mais pour des vecteurs d’ondes grands, q > ε
ω
c
, wm devient imaginaire pur et
les ondes correspondantes sont évanescentes.
Pour un milieu absorbant, εm est complexe, et tous les vecteurs d’ondes sont complexes.
En plus de l’équation d’Helmholtz, le champ électrique doit vérifier l’équation de Maxwell : div(D) =
εε0div(E) = 0. Ceci implique que les 3 composantes des amplitudes de Fourier du champ électrique ne
soient pas indépendantes :
k+m(q):F+m(q) = u

F+m (q)

x
+ v

F+m (q)

y +wm

F+m (q)

z
= 0 (3.14)
k m(q):F m(q) = u

F m (q)

x
+ v

F m (q)

y wm

F m (q)

z
= 0 :
L’équation de Maxwell-Faraday, rot(E) = iωB, permet de déterminer facilement le développement de
Rayleigh du champ magnétique.
3.4.3 Approximation de Rayleigh
Le développement de Rayleigh est rigoureux dans une région de l’espace homogène, où la constante
diélectrique est indépendante du point. Autrement dit, le développement de Rayleigh est valable en dehors
de la région des interfaces où la constante diélectrique dépend de x et y, mais il cesse d’être valable dans
« les creux et bosses » des interfaces, dans la région de modulation.
Généralement, le signal détecté dépend des champs en dehors des interfaces. Aussi, les développements
de Rayleigh permettent une expression rigoureuse de ces champs et donc des signaux détectés.
La principale difficulté à la résolution du problème de diffraction est donc la détermination des ampli-
tudes de Fourier, F+m(q) et F m(q); en fonction des amplitudes incidentes.
Tout en restant dans l’espace de Fourier, en utilisant les développements de Rayleigh dans les régions
homogènes, diverses méthodes sont envisageables pour déterminer les amplitudes F+m(q) et F m(q) :
– la méthode différentielle résout les équations de Maxwell dans la zone de modulation [79,80], elle a
été utilisée en optique du champ proche par M. Nevière & al. [81] et J.-C. Weeber & al. [82–84] ;
– le théorème d’extinction permet d’aborder ce problème de manière à la fois différente et intéressante
[67, 85].
Une hypothèse très féconde a été introduite par Rayleigh à la fin du XIXe`me siècle. Elle consiste à supposer
que les développements de l’équation (3.10) demeurent valables sur les interfaces. Ils peuvent ainsi être
utilisés pour vérifier les conditions aux limites, ce qui est suffisant pour déterminer les amplitudes F+m(q)
et F m(q) et résoudre complètement le problème de diffraction par la structure multicouche.
Contrairement aux méthodes précédentes, la méthode de Rayleigh n’est pas rigoureuse a priori.
3.4.4 Réflexion sur un réseau 1D en métal parfait en polarisation TE
Afin d’illustrer le principe des calculs de la méthode de Rayleigh perturbative, nous allons considérer
un exemple très simple : la réflexion d’une onde plane sur la surface d’un métal parfait. Le plan moyen de
l’interface est le plan z = 0. Le profil de la surface est une fonction de la seule variable x :
P(x) =
1
2pi
Z
+∞
 ∞
bP(u)exp(iux) du: (3.15)
Le métal est dans la région z > P(x). En dessous du métal, pour z < P(x), il y a le vide. L’axe des z est
orienté du vide vers le métal.
Le champ incident est une onde monochromatique, de longueur d’onde dans le vide λ. Le plan d’in-
cidence est le plan (xz), il est perpendiculaire au profil de la surface. L’onde incidente sera supposée de
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FIG. 3.2: Diffraction par un métal parfait.
polarisation transversale électrique TE , c’est-à-dire selon y et parallèlement au profil de la surface métal-
lique.
De façon générale, l’onde incidente sera décrite au moyen d’un développement en spectre d’ondes
planes :
Einc(x;z) = ey
1
2pi
Z
+∞
 ∞
duFinc(u)exp(iux+ iw1z) : (3.16)
Dans le cas où le champ incident se réduit à une onde plane d’amplitude E0 et arrivant sous l’angle d’inci-
dence θ0, son vecteur d’onde a pour expression :
kinc =

uinc =
2pi
λ sin(θinc) ;vinc = 0;winc =
2pi
λ cos(θinc)

; (3.17)
et l’amplitude Finc(u) se réduit à une fonction de Dirac δ :
Finc(u) = 2piδ(u uinc)E0:
Le champ dans le vide est constitué du champ incident et du champ diffracté. Ce champ diffracté peut
également s’écrire comme un développement de Rayleigh, constitué uniquement de modes descendants
polarisés selon y. Ce qui donne pour le champ dans le vide :
E1(x;z) = Einc(x;z)+Edi f f (x;z) = (3.18)

1
2pi
Z
+∞
 ∞
Finc(u)exp(iux+ iw1z)du+
1
2pi
Z
+∞
 ∞
F1(u)exp(iux  iw1z)du

ey : (3.19)
Le métal étant parfait, le champ est identiquement nul dans ce métal. La seule condition de continuité
intéressante dans ce problème très simple de diffraction, est l’absence de champ électrique (il est tangentiel)
sur la surface du métal : E1(x;z = P(x)) = 0. Ce qui donne l’équation :
Z
+∞
 ∞
fFinc(u)exp [iux+ iw1P(x)℄+F1(u)exp [iux  iw1P(x)℄g du = 0 8x : (3.20)
Il s’agit d’une équation intégrale, dont la résolution est non triviale. Par contre, une solution itérative est
possible. Elle est basée sur le développement en série des exponentielles figurant dans l’équation de conti-
nuité :
exp [iw1P(x)℄ = 1 iw1P(x)+
[iw1P(x)℄2
2
+ : : : (3.21)
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De façon analogue, les amplitudes diffractées sont développées en série :
F1(u) = F
(0)
1 (u)+F
(1)
1 (u)+F
(2)
1 (u)+ : : : (3.22)
Le premier terme doit être indépendant du profil, le second est linéaire, le troisième est quadratique, etc.
Les développements (3.21,3.22) sont ensuite reportés dans l’équation de continuité (3.18) et on identifie
ensuite les termes de perturbation de même degré :
ordre zéro :
Z
+∞
 ∞
du
n
Finc(u)+F
(0)
1 (u)
o
exp [iux℄ = 0 8x ; (3.23)
ordre un :
Z
+∞
 ∞
duP(x)exp [iux℄
n
E0(u)iw1  iw1F
(0)
1 (u)+F
(1)
1 (u)
o
= 0 ;
(3.24)
ordre deux :
Z
+∞
 ∞
dueiux

[P(x)℄2
2
n
(iw1)2 E0(u)+( iw1)2 F
(0)
1 (u)
o
  iw1P(x)F
(1)
1 (u)+F
(2)
1 (u)

= 0 8x :
(3.25)
Ce système d’équations se résout de proche en proche. À l’ordre zéro, on trouve :
F (0)1 (u) = Finc(u) = 2piδ(u uinc): (3.26)
Puis on reporte cette solution dans l’identité (3.24) et on effectue la transformée de Fourier pour obtenir
F11 (u) :
F11 (u) =
1
2pi
Z
+∞
 ∞
du0 bP(u u0)f 2iw1 (u0)gFinc(u0): (3.27)
F (0)1 (u) et F
(1)
1 (u) étant connus, la troisième équation permet d’obtenir F
(2)
1 (u). L’équation (3.26) décrit la
réflexion spéculaire. L’équation (3.27) décrit le champ diffusé par la rugosité.
3.4.5 Diffraction par une surface 2D en polarisation quelconque
On considère maintenant un problème beaucoup plus général : la diffraction par une surface 2D avec
une polarisation quelconque. Une interface, décrite par l’équation z = P(x;y); sépare deux milieux définis
par leurs constantes diélectriques relatives ε1 et ε2. Le plan moyen de l’interface est le plan z = 0. L’axe
des z est orienté du milieu 1 vers le milieu 2 :
ε = ε1 pour z < P(x;y) ε = ε2 pour z > P(x;y ): (3.28)
On peut donc définir la surface par sa transformée de Fourier :
P(ρ) = 1
(2pi)2
+∞
ZZ
 ∞
bP(q)exp [i(q:ρ)℄ dq : (3.29)
Pour les équations de continuité, il est nécessaire de définir la normale à la surface :
n =
1
s
1+
∂P
∂x
2
+
∂P
∂y
2
8
>
>
<
>
>
>
:
 
∂P
∂x
 
∂P
∂y
+1
: (3.30)
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On considère une onde incidente de champ électrique Einc(r). Ce champ incident est diffracté par le relief
de surface et des champs diffractés sont ainsi créés dans les milieux 1 et 2.
Dans le milieu 1, le seul champ montant est le champ incident qui est donné sous la forme d’un déve-
loppement de Rayleigh :
Einc(r) =
1
4pi2
ZZ
+∞
 ∞
Finc(q)exp

ik+1 (q):r

dq: (3.31)
Le champ diffracté dans le milieu 1 est un champ descendant E1(r), le champ diffracté dans le milieu 2 est
un champ montant E2(r) :
E1(r) =
1
4pi2
ZZ
+∞
 ∞
F1(q)exp [ik m(q):r℄ dq (3.32)
E2(r) = d 14pi2
ZZ
+∞
 ∞
F2(q)exp [ik+m(q):r℄ dq: (3.33)
Le principe de la méthode de Rayleigh perturbative a été présenté dans le paragraphe précédent, nous
rappelons simplement la démarche ici et nous précisons nos notations.
Il s’agit d’utiliser les développements de Rayleigh sur les interfaces pour vérifier les conditions de
continuité. Dans le cas général étudié ici, ces conditions de continuité sont :
n^ (Einc(r)+E1(r) E2(r)) = 0
n^ (Binc(r)+B1(r) B2(r)) = 0
n:(Dinc(r)+D1(r) D2(r)) = 0
n:(Binc(r)+B1(r) B2(r)) = 0
9
>
>
=
>
>
;
pour z = P(x;y) : (3.34)
Dans les équations de continuité figurent des exponentielles de la forme exp [iwP(x;y)℄. Si la hauteur des
rugosités est faible, on peut utiliser un développement en série de ces exponentielles et l’on introduit un
développement analogue des amplitudes des champs :
Fm(q) = F
(0)
m (q)+F(1)m (q)+F(2)m (q)+ : : : ;(m = 1;2) : : : (3.35)
Les termes F(0)m (q) sont des termes spéculaires, ils sont obtenus à l’ordre zéro de perturbation et sont
indépendants du profil de l’interface. Au premier ordre de perturbation, on obtient les termes de diffraction
F(1)m (q) qui sont linéaires par rapport à la hauteur du profil P(x). Les termes F(2)m (q) sont quadratiques.
La détermination des coefficients F(0)m (q) et F(1)m (q) est simple mais beaucoup trop longue pour être
présentée ici. Nous donnerons simplement les résultats. Il s’agit, comme dans le cas du miroir parfait
étudié précédemment, d’une méthode par récurrence.
3.4.5.1 Champs réfléchi et transmis
Les amplitudes F(0)m (q) sont indépendantes du profil de l’interface. Elles sont reliées linéairement au
champ incident par les relations matricielles suivantes :
F(0)1 (q) = R(q):Finc(q) et F
(0)
2 (q) = T (q):Finc(q): (3.36)
Ces amplitudes ont les mêmes vecteurs d’onde transversaux en (x;y) que l’amplitude incidente, elles vont
donc vérifier les lois de Descartes.
F(0)1 (q) est l’amplitude du champ électrique réfléchi par une interface plane en z = 0, le champ incident
ayant le vecteur d’onde k+1 (q) et l’amplitude Finc(q). De même F
(0)
2 (q) est l’amplitude transmise. Les
matrices R(q) et T (q) ont leurs coefficients étroitement reliés aux coefficients de Fresnel :
R(q) =
0
B
B

w1(u;v) w2(u;v)
w1(u;v)+w2(u;v)
0  2uw1(u;v)(ε2 ε1)
(ε2w1(u;v)+ε1w2(u;v))(w1(u;v)+w2(u;v))
0 w1(u;v) w2(u;v)
w1(u;v)+w2(u;v)
 2vw1(u;v)(ε2 ε1)
(ε2w1(u;v)+ε1w2(u;v))(w1(u;v)+w2(u;v))
0 0 ε2w1(u;v) ε1w2(u;v)ε2w1(u;v)+ε1w2(u;v)
1
C
C
A
(3.37)
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T (q) =
0
B
B

2w1(u;v)
w1(u;v)+w2(u;v)
0  2uw1(u;v)(ε2 ε1)
(ε2w1(u;v)+ε1w2(u;v))(w1(u;v)+w2(u;v))
0 2w1(u;v)
w1(u;v)+w2(u;v)
 2vw1(u;v)(ε2 ε1)
(ε2w1(u;v)+ε1w2(u;v))(w1(u;v)+w2(u;v))
0 0 2ε1w1(u;v)ε2w1(u;v)+ε1w2(u;v)
1
C
C
A
(3.38)
3.4.5.2 Champs diffractés au premier ordre de perturbation
Au premier ordre de perturbation, les équations aux limites contiennent des termes en F(1)m (q) et des
termes en P(x;y)F(0)m (q) et en P(x;y)Finc(q0). Il suffit d’introduire la transformée de Fourier du profil, pour
obtenir les équations au premier ordre de perturbation :
F(1)m (q) =
1
4pi2
ZZ
+∞
 ∞
bP(q q0)Dm(q):T (q0):Finc(q0)dq0 ; (3.39)
avec n = 1 ou 2. D1 et D2 sont les deux matrices :
D1(u;v) = A
0
B

v2 +w1(u;v)w2(u;v)  uv
ε2
ε1
uw1(u;v)
 uv u2 +w1(u;v)w2(u;v)
ε2
ε1
vw1(u;v)
uw2(u;v) vw2(u;v)
ε2
ε1
 
u2 + v2

1
C
A
(3.40)
D2(u;v) = A

 uv u2 +w1(u;v)w2(u;v)  vw2(u;v)
uw1(u;v)  vw1(u;v)
 
u2 + v2


(3.41)
en posant
A =
i(ε1  ε2)
(ε2w1(u;v)+ ε1w2(u;v))
: (3.42)
Les calculs menant aux équations (3.39,3.40,3.41) sont simples mais fastidieux. Ils nécessitent une bonne
connaissance des relations à l’ordre zéro. La discussion de ces résultats sera faite ultérieurement, dans les
§ 3.7 et 3.8.1.
3.4.6 Diffraction par un système de multicouches rugueuses : cas général
Dans de nombreuses applications, il est nécessaire de pouvoir considérer des systèmes comportant
plusieurs interfaces. Ce formalisme a été décrit dans plusieurs articles [72, 73, 86]. On introduit un super-
vecteur de dimension 6 qui contient toutes les amplitudes de Fourier du champ dans une couche :
Fm (q) =
0
B
B
B
B
B
B

[F+m (q)℄x
[F+m (q)℄y
[F+m (q)℄z
[F m (q)℄x
[F m (q)℄y
[F m (q)℄z
1
C
C
C
C
C
C
A
: (3.43)
Puis on applique les conditions aux limites à l’interface entre les milieux m et m+ 1. Dans ces équations
on développe les exponentielles dépendant du profil de l’interface. De façon analogue, on introduit un
développement de perturbation des vecteurs 6D :
Fm (q) = F(0)m (q)+F(1)m (q)+ : : : (3.44)
On obtient alors plusieurs systèmes 6 6 d’équations qui peuvent être résolus de proche en proche. Les
résultats sont semblables à ceux des paragraphes précédents, mais les équations connectent des super-
vecteurs. Les amplitudes spéculaires F(0)m (q) du milieu m sont reliées linéairement à celles du milieu m+1
par la relation :
F
(0)
m+1 (q) = M m;m+1 (q)F
(0)
m (q) : (3.45)
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Les amplitudes diffractées F(1)m (q) sont reliées linéairement entre elles, mais elles sont de plus reliées
linéairement aux amplitudes spéculaires et à la transformée de Fourier du profil de l’interface :
F
(1)
m+1 (q) = M m;m+1 (q)F
(1)
m (q)+
1
4pi2
ZZ
bP(q q0)Γm;m+1 (q;q0)F(1)m (q0) dq0 : (3.46)
M m;m+1 (q) est une matrice 66 de transmission pour une interface plane. Γm;m+1 (q;q0) est une matrice
66 de diffraction. Les expressions explicites de ces matrices peuvent être obtenues à partir des conditions
aux limites et à partir des formules données dans les références [73, 86].
L’équation (3.45) permet de calculer de proche en proche les amplitudes spéculaires et ainsi d’exprimer
les champs transmis et réfléchi dans toutes les couches en fonction du champ incident. Les équations (3.45
et 3.46) permettent d’exprimer les amplitudes diffractées en fonction du champ incident et des spectres de
Fourier des différentes interfaces rugueuses. La programmation de cette méthode pour un système quel-
conque est relativement facile à mettre en oeuvre.
3.5 Méthode de perturbation et méthode de la fonction de Green
3.5.1 Équation de Lippman-Schwinger optique
On considère un système optique inhomogène dont la constante diélectrique dépend du point considéré.
Les équations de Maxwell impliquent que le champ électrique (monochromatique de fréquence circulaire
ω) vérifie l’équation :
rot [rot(E)℄  ε(r)ω
2
c2
E = 0 : (3.47)
Pour une fonction ε(r) quelconque, sans aucune propriété de symétrie, la solution de l’équation précé-
dente est impossible rigoureusement. Mais on peut travailler par approximations successives à partir de
problèmes plus simples dont les solutions sont connues.
On considère une distribution de référence, εre f (r). Pour ce système de référence l’équation de propa-
gation est soluble, on connaît la solution E0 dans tout l’espace :
rot

rot
 
E0

  εre f (r)
ω2
c2
E0 = 0: (3.48)
De plus, on suppose connue la fonction de Green du système de référence. Cette fonction de Green est la
solution de l’équation de propagation avec pour second membre, une fonction de Dirac δ.
rot

rot

G0
 
r;r0
	
  εre f (r)
ω2
c2
G0
 
r;r0

= δ
 
r;r0

: (3.49)
Remarque : dans les 3 équations précédentes, les dérivées spatiales des opérateurs rotationnels portent sur la
variable r et non pas sur r0. Si l’on introduit le champ diffracté ED (r) = E(r) E0 (r), qui est la différence
entre le champ pour la distribution ε(r) et le champ du système de référence, il est aisé de montrer que
ED (r) vérifie l’équation :
rot [rot(ED)℄  εre f (r)
ω2
c2
ED = [ε(r)  εre f (r)℄
ω2
c2
E : (3.50)
Ainsi, le champ diffracté vérifie l’équation de propagation du système de référence mais l’équation a un
second membre. Comme la fonction de Green du système de référence est connue, la dernière équation est
soluble formellement :
ED (r) =
ZZZ
ω2
c2

G0
 
r;r0

ε(r0)  εre f (r0)

E(r0)
	
dr0 : (3.51)
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Ce qui donne :
E (r) = E0 (r)+
ZZZ
ω2
c2

G0
 
r,r0

ε(r0)  εre f (r0)

E(r0)
	
dr0 : (3.52)
Dans l’équation précédente, l’intégration s’étend, en théorie, sur tout l’espace, mais dans la pratique il
suffit d’intégrer sur le volume ∆ de l’espace où la perturbation V (r0) = [ε(r0)  εre f (r0)℄
ω2
c2
est différente
de zéro. Cette équation est identique à l’équation 2.10 du chapitre 2 et à l’équation 4.26 du chapitre 4. Elle
est l’équivalent optique d’une équation intervenant en Mécanique Quantique dans la théorie des collisions
( [87] chapitre XIX). L’interprétation de cette équation est simple : le champ en tout point r0 de ∆ induit un
dipôle V (r0)E(r0), ce dipôle rayonne de r0 au point r à l’aide du propagateur G0 (r;r0). Le champ résultant
E(r) est la somme du champ incident E0 (r) et du champ de tous les dipôles de ∆. Néanmoins, sous une
apparence simple, l’équation (3.52) est de résolution non triviale car :
– il s’agit d’une équation non explicite, où la solution E(r) figure dans les deux membres : c’est une
équation auto-cohérente (self-consistent) ;
– l’équation (3.52) est une écriture formelle, car la fonction de Green n’est pas complètement définie
par l’équation (3.49). Il faut d’abord imposer à la fonction de Green des propriétés de comportement
à l’infini. De plus, la fonction de Green diverge pour r = r0 et il faut préciser sa définition au sens
des distributions, ou, ce qui revient au même, il faut régulariser l’intégrale de l’équation (3.52). Ce
point est discuté dans le chapitre 1 ;
– ces problèmes de régularisation sont bien connus depuis très longtemps. Ils sont abordés dans de
nombreux livres ( [88]). Ils sont traîtés de manière plus systématique dans celui de J. van Bladel [89] ;
– lorsque l’équation intégrale est résolue de façon numérique (voir chapitre 4), il est nécessaire de
traiter avec soin le problème de régularisation. Sur ce sujet on trouvera des informations et des
références dans l’article de revue de C. Girard & al. [5]. La méthode est détaillée dans l’article de
F. Pincemin & al. [90].
3.5.2 Développement de Born optique. Approximation de Rayleigh–Gans
Lorsque la perturbation est faible, l’équation de Lippmann-Schwinger peut être résolue par itérations
successives. On obtient ainsi le développement de Born optique :
E(r) = E0 (r)+
ZZZ
∆

G0
 
r;r0

V
 
r0

E0
 
r0
	
dr0+
+
ZZZ
∆

G0
 
r;r0

V
 
r0

E0
 
r0

ZZZ
∆

G0
 
r0;r”

V (r”)E0
 
r”
	
dr”

dr0+ : : : (3.53)
Lorsque ce développement est limité au premier ordre en V (r0), on obtient l’approximation de Born. Un
développement similaire a été introduit en Mécanique Quantique par M. Born dans la théorie des collisions
[87]. Il est bon de rappeler que ce genre de développement avait été introduit bien avant en optique pour
étudier la diffusion de la lumière par des petites particules et il porte alors le nom de méthode de Rayleigh-
Gans (voir [chapitre 6] de la référence [91]).
3.5.3 Application de l’approximation de Born à la diffraction par une interface
peu rugueuse
Dans les années 1970, A. Maradudin & al. [66] ont employé la méthode décrite ci-dessus pour étudier
la diffraction en champ lointain par une surface rugueuse. Le système de référence est l’interface plane
z = 0 entre les milieux ε1 et ε2. En introduisant la fonction de Heaviside Y (z) telle que Y (z) = 1 pour z > 0
et Y (z) = 0 pour z < 0, on peut donner une expression mathématique simple des fonctions diélectriques
εre f (r) et ε(r0) :
εre f (r) = ε2Y (z)+ ε1Y ( z) et ε(r) = ε2Y [z P(ρ)℄+ ε1Y [ z+P(ρ)℄ : (3.54)
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Dans le cas où le relief de l’interface est de faible hauteur, on peut effectuer un développement limité
de ε(r) en fonction de P(ρ). En limitant ce développement au premier ordre, on obtient une expression
approchée de la fonction de perturbation V (r0) :
V (r) =
ω2
c2
[ε(r)  εre f (r)℄t
ω2
c2
δ(z)(ε1  ε2)P(ρ) : (3.55)
Dans cette approximation, la perturbation est équivalente à une distribution de charges (de dipôles) en un
feuillet infiniment mince situé en z = 0 (les spécialistes de la théorie de la diffraction parlent d’une nappe
de courant).
L’approximation de Born s’écrit alors :
E(r) = E(0) (r)+ ω
2
c2
(ε1  ε2)
ZZZ
∆
n
P(ρ)δ(z0)G0
 
r;r0

E(0)
 
r0

o
dρdz0 : (3.56)
Il suffit d’introduire l’expression de la fonction de Green donnée dans l’article de A. Maradudin & al. [66]
et d’introduire les transformées de Fourier du profil P(ρ) et du champ incident pour retrouver les équations
du paragraphe 3.4.5. Il y a coïncidence entre l’approximation de Born et l’approximation du premier ordre
du développement perturbatif de la méthode de Rayleigh. Par la suite, nous emploierons indifféremment
les deux vocabulaires. Le champ du système de référence E(0) (r) utilisé dans cette partie, coïncide avec le
terme d’ordre zéro de perturbation. Le terme d’ordre 1 du développement de Born coïncide avec le terme
diffracté d’ordre 1.
Remarquons que l’intégration littérale de l’équation (3.56) est très délicate car la fonction de Green est
discontinue en z = 0. L’article original [66] contient une erreur de calcul ; elle a été signalée [92, 93] et
corrigée par la suite [94].
3.6 Limite de validité de la méthode de Rayleigh perturbative
La discussion de la validité des calculs précédents se subdivise en, limite de validité de la méthode
de Rayleigh, limite de validité du développement perturbatif et limite de validité de l’approximation du
premier ordre.
3.6.1 Validité de la méthode de Rayleigh
La méthode de Rayleigh est une méthode non rigoureuse a priori. Elle suppose valable les dévelop-
pements de Rayleigh dans les régions non-homogènes entre les reliefs des interfaces, ce qui est faux en
toute rigueur. C’est pour cela que d’autres méthodes, sans approximations a priori, sont dites méthodes
rigoureuses (méthode différentielle ou intégrale, méthode de Green, etc.). Néanmoins la méthode de Ray-
leigh est très commode d’emploi et elle est employée avec succès en optique et en acoustique. La limite de
validité de cette méthode a fait l’objet de longues discussions, voire de polémiques et il n’est pas aisé de
donner une réponse simple et brève à cette question.
En 1966, R. Petit & al. [79, 95] ont étudié la convergence de la méthode de Rayleigh pour un réseau
sinusoïdal z = Acos(px) en métal parfait. Elle conduit à des résultats incorrects pour Ap > 0:448. Mais
cette démonstration n’a pas clos le débat car de nombreux auteurs ont obtenu des résultats corrects en
employant la méthode de Rayleigh au-delà de la limite de Petit-Cadilhac. Il est possible de modifier, de
régulariser, la méthode de Rayleigh de façon à la rendre plus convergente. Dans un problème de diffraction,
il semble difficile de prévoir, a priori, si la méthode de Rayleigh va conduire à des résultats justes ou faux.
A ce stade de la discussion il faut parler de la validité du développement de perturbation.
3.6.2 Validité du développement de perturbation
Nous avons déjà signalé que la méthode de Rayleigh perturbative (limitée au premier ordre) et l’ap-
proximation de Born fournissaient les mêmes résultats. En 1983, A. Voronovich [96] a montré que les
développements obtenus à partir de la méthode de la fonction de Green et celui obtenu par la méthode de
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Rayleigh coïncidaient jusqu’au 5me ordre. Ce problème a été rediscuté récemment par V. Tatarskii [97]. Il
conclut que les développements en série obtenus par les deux méthodes sont complètement équivalents à
tous les ordres de perturbation. Ceci signifie que la convergence du développement en série est un critère
suffisant de validité de la méthode de Rayleigh.
Signalons à ce propos qu’à partir du théorème d’extinction et de l’hypothèse de Rayleigh, J.-J. Gref-
fet [85] a proposé une méthode itérative permettant d’obtenir les termes successifs du développement de
perturbation pour la diffraction sur une interface rugueuse pour une polarisation quelconque. Des formules
analytiques sont proposées et les résultats sont comparés avec ceux donnés par d’autres méthodes pour un
réseau 1D [98] et un réseau 2D [99].
3.6.3 Validité du développement de perturbation limité à l’ordre un (approxima-
tion de Born)
Une discussion de la limite de validité du développement de perturbation limité au premier ordre est
développée dans un article de R. Carminati & al. [58]. Différents cas sont à distinguer.
Pour un objet de dimensions finies, posé sur une interface diélectrique, le critère de validité de l’ap-
proximation linéaire du développement de perturbation s’écrit :
pi∆εhS
λ2d  1: (3.57)
Dans cette formule, la surface de l’objet est S, sa hauteur h, ∆ε est le maximum de contraste diélectrique
entre l’objet et le substrat, d est la distance minimale entre l’objet et l’endroit où l’on calcule le champ
proche.
Si l’objet est infini, c’est le profil de la surface, on introduit son spectre de Fourier et l’on désigne par
hg et kg l’amplitude et la fréquence spatiale d’une fréquence significative de l’objet.
Pour une basse fréquence spatiale (kg < 2piλ ), le champ proche est correctement décrit par le dévelop-
pement du premier ordre si :
2pi
λ h∆ε 1 : (3.58)
Pour les hautes fréquences spatiales, (kg >
2pi
λ ), il faut distinguer les deux polarisations :

2pi
λ
2
h∆εexp( kgz)kg
 1 en polarisation T E (s) (3.59)
h∆εkg exp( kgz) 1 en polarisation T M (p) :
Dans la référence [58], figure également une étude numérique de la précision de l’approximation de Born.
3.6.4 Autre exemple de discussion de la limite de validité
D’autres résultats sur les limites de validité peuvent être trouvés dans les articles de A. Maradudin &
al. [100]. Pour une surface 1D de forme gaussienne, P(x) = 2C exp x2=R2, l’hypothèse de Rayleigh est
valable pour 0:214<C=R < 0:214. Pour que l’approximation de Born soit valable, le profil de la surface
doit respecter la condition :
p
jεj4piC=λ 1.
3.7 Exemple d’application : modèle de STOM
3.7.1 Principe du microscope tunnel optique
Le principe d’un microscope tunnel optique (STOM pour Scanning Near-Field Optical Microscope
ou PSTM pour Photon Scanning Tunneling Optical Microscope) est présenté sur la figure (3.3). Il s’agit
3.7. MODÈLE DE STOM 69
d’un microscope fonctionnant par transmission, l’objet est posé sur une lentille demi-boule, il est éclairé
en réflexion totale. La pointe est utilisée en mode détection, elle collecte l’intensité du champ proche au–
dessus de l’objet. Une image est obtenue en traçant le signal détecté en fonction de la position de la pointe.
Un polariseur placé sur le faisceau laser et un analyseur placé avant la détection permettent une étude de la
polarisation.
z
objet
x
y
lentille 1/2 boule
Laser
RT
d
Détection
Polariseur
Ψ
θ
FIG. 3.3: Principe du microscope tunnel optique (STOM).
3.7.2 Modélisation
Le champ émis par le laser est décrit comme une onde plane. On ne tient pas compte du premier dioptre
sphérique rencontré en incidence normale. L’objet est supposé être le relief de l’interface verre-vide.
La pointe est diélectrique, non métallisée. Le diamètre de l’extrémité de la pointe est supposé très petit
(< 50 nm). Dans ce cas l’apex peut être assimilé à une petite sphère diélectrique et ses propriétés optiques
sont décrites par sa polarisabilité α. Un dipôle électrique est induit par le champ proche de l’objet et ce
dipôle rayonne dans la partie conique de la pointe. On supposera que le signal détecté est proportionnel au
module carré du dipôle induit, donc proportionnel au module carré du champ proche à la position de l’apex
de la sonde repérée par le vecteur RT = (ρT ;zT ) :
ID(RT )t jE2 (RT )j2 : (3.60)
Notons qu’il s’agit d’une approximation. Une méthode rigoureuse permettant de décrire la formation du
signal a été présentée au chapitre 2.
3.7.3 Calcul de l’intensité détectée
Le champ proche au-dessus de l’objet peut donc être calculé au moyen du formalisme présenté ci-dessus
(paragraphe 3.4.5) : il s’agit d’un système avec deux milieux (verre ε1et vide ε2 =1) avec une interface de
profil z = P(ρ). On désigne par Einc l’amplitude du champ incident et par qinc la projection de son vecteur
d’onde dans le plan (xy).
Si les rugosités ont une hauteur faible, l’approximation de Born est valable. Ce qui permet d’écrire le
champ diffracté au niveau de la pointe, sous la forme :
E2 (RT ) = E(0)2 (RT )+E
(1)
2 (RT ) : (3.61)
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L’ordre zéro E(0)2 (RT ) est ici le champ transmis par une interface plane :
E(0)2 (RT ) = T (qinc)Einc exp

ik+2 (qinc):RT

: (3.62)
L’ordre un s’obtient par intégration sur tous les vecteurs d’onde diffractés :
E(1)2 (RT ) =
1
4pi2
ZZ
+∞
 ∞
n
e[ik
+
2 (q):RT ℄ bP(q qinc)D2(q)T (qinc)Einc
o
dq : (3.63)
3.7.4 Discussion
L’avantage de travailler avec la méthode de Rayleigh perturbative est d’obtenir des équations analy-
tiques et de pouvoir analyser l’influence des divers paramètres sur la formation des images.
Dans cette discussion, l’objet est le profil P(ρ). Le champ proche au-dessus de l’objet (éq. 3.61) est
constitué de deux termes, le premier est un terme spéculaire qui est le champ transmis par l’interface sans
relief. Ce terme est indépendant du profil de la surface, si l’angle d’incidence est au-dessus de l’angle
critique, ce terme correspond à l’onde évanescente de Fresnel car w+2 (qinc) est imaginaire pur. Pour un
balayage de la pointe à altitude constante (zT =constante), ce terme donne un fond continu aux images. Le
terme qui contient de l’information sur l’objet est le terme de Born, E(1)2 (RT ) (éq. 3.63). Ce terme a une
interprétation très simple, il suffit de suivre l’intégrale de droite à gauche : le champ incident est transmis,
puis diffracté (D2(q)), par la rugosité bP, puis il y a propagation jusqu’à la sonde exp

ik+2 (q):RT

. Il faut,
bien évidemment, sommer sur tous les vecteurs d’onde transversaux diffractés q. Dans le champ diffracté,
la fréquence spatiale de l’objet apparaît dans la transformée de Fourier du profil, bP , sous la forme q qinc.
La diffraction se traduit par une relation simple entre les vecteurs d’onde :
qdi f f racte´ = qinc +qob jet : (3.64)
Pour un objet périodique (2D), qob jet est un vecteur du réseau réciproque. Pour un réseau 1D de période a,
qob jet = p
2pi
a
où p est un entier relatif.
3.7.5 Formation des images en STOM
Pour discuter de la formation des images en STOM, il est plus commode de transformer la formule
(3.63) en faisant la transformation q qinc  ! q de façon à faire apparaître le spectre de l’objet explicite-
ment :
E(1)2 (RT ) =
exp [iqinc:ρT ℄
4pi2
ZZ
+∞
 ∞
bP(q)exp [iq:ρT ℄

exp

izT w+2 (q+qinc)

D2(q+qinc):T (qinc):Einc
	
dq :
(3.65)
On constate alors que la transformée de Fourier du champ diffracté est proportionnelle à la transformée de
Fourier du profil de l’interface. Mais le coefficient de proportionnalité dépend de la fréquence spatiale de
l’objet et il va filtrer le spectre de l’objet. Ce filtrage comprend 2 termes :
– un filtrage de propagation selon z : F(q) = exp

izT w+2 (q+qinc)

,
– un filtrage de diffraction :D(q) = D2(q+qinc):T (qinc):Einc.
3.7.5.1 Filtrage de propagation
Le filtrage de propagation est le terme qui permet de comprendre le principe de fonctionnement de la
microscopie optique en champ proche. Pour les basses fréquences spatiales (q < 2piλ ), w
+
2 est réel, F(q)
est un nombre complexe de module égal à 1 et correspond à un déphasage. Par contre pour les hautes
fréquences spatiales (q > 2piλ ), w
+
2 est imaginaire pur, F(q) est un nombre réel positif inférieur à un et
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traduisant une atténuation. Cette atténuation augmente avec la distance pointe-objet, de plus il est facile de
remarquer que plus q est grand plus l’atténuation va être importante :
w+2 (q+qinc) =
s

2pi
λ
2
  (q+qinc)2
 !+i jqj pour q >> 2piλ (pratiquement q > 2
2pi
λ ) :
(3.66)
La propagation selon z est donc un filtre passe-bas.
L’analyse de l’équation précédente montre que le résultat devient très vite indépendant du vecteur
d’onde incident et donc de la longueur d’onde incidente.
Pour un objet de grande dimension par rapport à la longueur d’onde, son spectre comporte essentielle-
ment des basses fréquences (bP(q) = 0 pour q > 2piλ ). Le champ diffracté par l’objet ne comporte que des
ondes planes homogènes et propagatives. Elles peuvent être collectées à l’infini à l’aide d’une lentille et
l’on obtient une image de l’objet en champ lointain fortement corrélée à la structure de l’objet.
Lorsque la taille de l’objet diminue, les angles de diffraction deviennent plus importants, des hautes
fréquences spatiales deviennent significatives, l’image de l’objet en champ lointain est déformée. Il s’agit
de la diffraction de Fresnel puis de Fraunhofer.
Pour un objet encore plus petit, l’essentiel du spectre correspond à des hautes fréquences spatiales qui
vont donner des ondes évanescentes. Ces ondes ne peuvent être captées en champ lointain et il faut un
microscope en champ proche pour les détecter.
3.7.5.2 Distance et résolution
Contrairement à la microscopie conventionnelle, en microscopie optique en champ proche, il n’y a pas
de critère absolu de résolution. Néanmoins, la discussion précédente permet de répondre à une question très
importante : à quelle distance (en z) doit être placée la sonde optique pour avoir une certaine résolution?
Pour un détail de l’objet de dimension a, la fréquence spatiale associée est qa = 2pi
a
. Si a est plus petit
que la longueur d’onde qa est une haute fréquence spatiale et correspond à une onde évanescente. Le facteur
de filtrage est :
F(qa)t exp [ qazT ℄ = exp

 
2pi
a
zT

: (3.67)
Le signal relatif au petit détail va s’atténuer quand la distance sonde–objet va augmenter. Le critère de
résolution, dépend du pouvoir du microscope en champ proche de séparer la fréquence qa des hautes
fréquences et du bruit de fond. Un critère raisonnable consiste à considérer que l’on pourra « résoudre »
la fréquence qa si son facteur d’atténuation est supérieur à 1=e. En STOM, la distance d’approche de la
sonde optique pour résoudre un détail de dimension a < λ est de l’ordre de a=2pi. Remarquons que cette
distance est indépendante de la longueur d’onde.
L’essentiel de la discussion de ce paragraphe, n’est pas spécifique du STOM mais demeure valable
pour tous les microscopes optiques en champ proche.
3.7.6 Fonction de transfert et réponse impulsionnelle
3.7.7 Rappels
En microscopie conventionnelle, en champ lointain, les qualités d’un microscope sont décrites par sa
réponse impulsionnelle ou par sa fonction de transfert [88, 101]. Deux cas sont à envisager.
– En éclairage incohérent, l’objet est une intensité lumineuse (ou un éclairement), l’image est éga-
lement une intensité. La réponse impulsionnelle incohérente connecte ces deux intensités par un
produit de convolution.
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– En éclairage cohérent, l’objet est une amplitude complexe (le champ) et l’image est également une
amplitude complexe. La réponse impulsionnelle cohérente connecte ces deux amplitudes complexes.
La fonction de transfert est la transformée de Fourier de la réponse impulsionnelle. La réponse impulsion-
nelle doit être indépendante de l’objet.
3.7.7.1 Quasi-réponse impulsionnelle
En microscopie en champ proche, on est dans une situation proche de celle de l’éclairage cohérent.
L’éclairage est généralement issu d’un laser. Mais dans notre modèle de STOM, l’objet est le profil de la
surface et on mesure une intensité. Donc même dans ce modèle très simplifié, où la pointe est ponctuelle
et où l’on néglige le couplage pointe-surface, il est difficile de définir rigoureusement une fonction de
transfert. Néanmoins pour des reliefs de hauteur très faible et dans le cadre de l’approximation de Born,
J.-J. Greffet & al. [6] ont montré qu’il est possible de définir une « quasi » fonction de transfert.
Pour un relief de faible hauteur, l’amplitude diffractée est toujours très petite par rapport à l’ampli-
tude de l’onde transmise. Dans l’intensité détectée on peut, en première approximation, négliger le terme
quadratique en champ diffracté :
ID(RT ) = ID(ρT ;zT ) =



E(0)2 (RT )+E
(1)
2 (RT )



2
t I(0)D (zT )+2Re
h
E(0)2 (RT ) :E
(1)
2 (RT )
i
: (3.68)
Dans cette équation, le premier terme correspond à l’intensité de l’onde transmise, elle contribue à un fond
continu de l’image obtenue en balayant la pointe à altitude constante (zT = cste). Le second terme est un
terme d’interférence entre le champ diffracté et l’onde transmise. Il contient l’amplitude mais également
la phase du champ diffracté. Ce terme peut être interprété comme un hologramme avec pour champ de
référence E(0)2 (RT ) ce qui fournit un moyen de reconstituer le profil de la surface [102]. De plus, ce terme
est linéaire dans le profil de la surface, il est donc possible d’introduire une réponse impulsionnelle reliant
l’intensité détectée et le profil de l’objet :
ID(RT) = ID(ρT ;zT ) = I(0)D (zT )+
ZZ
+∞
 ∞
P(ρT )H (ρT  ρ;zT ;qinc;einc)dρ : (3.69)
Il s’agit d’une « quasi » réponse impulsionnelle car elle est bien indépendante du profil de la surface mais
dépend encore de la constante diélectrique du milieu. De plus, elle dépend de la distance pointe-surface et
elle est fonction du champ incident, c’est-à-dire de son vecteur d’onde qinc et de sa polarisation einc. La
référence [70] étudie plus en détail les propriétés de cette « pseudo-fonction de transfert ».
3.8 Autre exemple d’application : microscope en mode émission
3.8.1 Principe du microscope tunnel optique inversé : I-STOM
Dans ce chapitre, nous allons décrire le principe de la modélisation d’un microscope où la pointe est
utilisée en mode émission. Dans ce cas, la pointe est une nano-source et elle éclaire la surface de l’objet
en champ proche. Le champ diffracté par l’objet est ensuite collecté en champ lointain. Généralement, ce
champ diffracté est collecté au moyen d’une lentille et ce type de microscope est appelé SNOM (Scanning
Near-field Optical Microscope) ou N-SOM (Near-field Scanning Optical Microscope). Dans cette étude
nous avons choisi de modéliser une configuration initialement proposée par B. Hecht & al. [103]. Le
principe de cette configuration est présenté sur la figure (3.4). L’objet est posé sur une lentille demi-boule en
verre. La sonde est utilisée en mode émission, elle éclaire l’objet en champ proche. Le champ diffracté par
l’objet est collecté en champ lointain sur un détecteur quasi-ponctuel. La direction de détection est repérée
par les angles θD et ΨD (θD est l’angle d’incidence de l’onde diffractée et ΨD mesure l’angle du plan de
diffraction avec le plan (xz)). On note kD le vecteur d’onde correspondant à la direction de détection et RD
la distance du détecteur de l’origine du repère. La surface du détecteur est dS, ce qui permet d’introduire
l’angle solide de détection dΩD =
dS
(RD)2
. Lorsque l’angle d’incidence de détection θD est inférieur à
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FIG. 3.4: Principe du microscope tunnel optique inversé (I-STOM).
l’angle limite vide-verre, l’onde captée par le détecteur correspond à une onde issue du vide homogène.
Mais si l’angle θD est supérieur à l’angle limite, l’onde détectée est issue d’une onde évanescente dans le
vide avant l’interface vide-verre. D. Pohl appelle la détection dans le second cas, détection dans la « région
interdite » (forbidden) car on ne devrait rien détecter s’il n’y avait pas d’ondes évanescentes.
La configuration précédente est parfois appelée T-NOM (Tunneling Near–field Optical Microscope).
Mais il s’agit en fait d’un microscope tunnel optique où le sens de propagation de la lumière doit être
inversé et nous préférons l’acronyme I-STOM (Inverted STOM) [104].
Remarques :
– Dans le montage utilisé pratiquement par le groupe de D. Pohl, une optique de collection à base de
miroirs est utilisée pour augmenter l’intensité détectée [103].
– En utilisant une lentille demi-boule avec une interface plane parfaite, sans rugosité, le montage ci-
dessus (fig. 3.4) peut être utilisé pour caractériser optiquement les nano-sources [105].
3.8.2 Modélisation
Dans ce modèle simple, l’objet est le profil P(ρ) de l’interface plane. Cette interface est le plan z= 0. La
pointe est située dans le vide, ses coordonnées sont RT = (xT ;yT ;zT ) = (ρT ;zT ) avec zT < 0. Cette pointe
est une nano-source qui émet dans le référentiel ((xyz)) lié au dioptre, le champ incident (cf. équation 3.31)
Einc(r;RT ) =
1
4pi2
ZZ
+∞
 ∞
Finc(q;RT )exp

ik+1 (q):r

dq : (3.70)
Le champ diffracté dans le verre E2(r) peut être calculé avec les formules du § 3.4.5, le spectre spatial de
E2(r) étant relié linéairement au spectre spatial du champ incident Finc(q;RT ). Pour achever le calcul, il
faut connaître ces amplitudes incidentes et être en mesure de calculer la limite sur le détecteur, à grande
distance, du champ E2(r).
3.8.2.1 Limite à grande distance d’un spectre d’ondes planes
Le champ dans le verre est un développement de Rayleigh sans ondes descendantes :
E2(r) =
1
4pi2
ZZ
+∞
 ∞
F2(q)exp

iw+2 (q):z

exp [iq:ρ℄ dq: (3.71)
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La limite à grande distance de ce genre d’intégrale est un résultat très utile pour de nombreuses applications.
Une solution peut être aisément obtenue par une approche physique simple ( [76] chapitre 11.6). Mais la
limite à grande distance de l’intégrale (3.71) est mathématiquement délicate et demande une procédure
soignée. La démonstration à l’aide de la méthode de la phase stationnaire figure dans l’article [106] et
dans le livre de L. Mandel et E. Wolf ( [9] chapitre 3.3.4). Les résultats sont rappelés dans le livre de
M. Nieto-Vesperinas ( [8] chapitre 2.12).
Lorsque R ! ∞ dans une direction fixe, la limite du spectre d’onde plane est :
Limite
R !∞
[E2(ρ;z)℄ = 
ik2eik2R
2piR
F2(k2
ρ
R
) : (3.72)
À l’infini, la limite du spectre d’onde plane (éq. 3.71) est proportionnelle à l’amplitude de Fourier pour
la fréquence spatiale k2
ρ
R
. Remarquons que ce résultat est la base de la formulation de la diffraction de
Fraunhofer (cf. chapitre 1 de ce livre).
3.8.2.2 Modélisation de la nano-source
La modélisation du champ émis par la nano-source est la partie la plus délicate de cette modélisation
et ce problème mérite encore des études théoriques et une confrontation théorie–expérience. Pour notre
propos, il suffit de caractériser l’émission de la sonde par le champ qu’elle émet dans son référentiel propre.
On place la nano-source à l’origine des coordonnées et l’on caractérise son émission par le champ émis
dans un plan de référence, par exemple le plan z = 0. On introduit alors la transformée de Fourier 2D de ce
champ :
ET (ρ;z = 0;RT = 0) =
1
4pi2
ZZ
+∞
 ∞
FT (q)exp [iq:ρ℄ dq : (3.73)
En fait, les amplitudes spectrales de la sonde FT (q) sont les caractéristiques pertinentes de son émission et
de ses qualités optiques en champ proche, beaucoup plus que la forme géométrique de cette sonde.
Lorsque la pointe est en RT il faut calculer le champ incident sur le dioptre. Si la sonde est suffisamment
fine, on peut négliger le couplage pointe–surface et le champ incident sur l’objet est obtenu par simple
changement de référentiel et propagation du champ de l’équation 3.73. Ce qui permet de relier l’amplitude
de Fourier du champ incident à celle de la sonde :
Finc(q;RT ) = FT (q)exp [ iq:ρT + iw1(q) jzT j℄ : (3.74)
Il reste simplement à obtenir une description du spectre caractéristique de la nano-source : FT (q)
Pour une pointe diélectrique sans métallisation, un modèle de dipôle en émission peut être employé
dans une première approche. Pour une pointe métallisée, le modèle de Bethe-Bouwkamp s’est avéré être
un bon modèle [105].
3.8.3 Intensité détectée
Le dioptre sphérique, situé entre l’objet et le détecteur, travaille pratiquement en incidence normale.
Il ne dévie pas les rayons lumineux et son action se traduit par un simple coefficient de transmission.
À partir des résultats précédents, il est facile d’obtenir l’intensité détectée. Si l’on suppose qu’il n’y a
pas de polariseur devant le détecteur, l’intensité détectée est donc proportionnelle au module carré de
l’équation 3.72. En introduisant la partie transversale de la direction de détection qD on obtient :
dID
dΩD
t jF2(qD)j2 : (3.75)
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D’après le paragraphe (3.4.5) cette amplitude comprend un terme spéculaire, qui serait seul si la surface
était plane, et un terme de diffraction :
F2 (q) =T (q):Finc(q;RT )+
1
4pi2
ZZ
+∞
 ∞
bP(q q0)Dm(q):T (q0):Finc(q0;RT )dq0
= T (q):FT (q)exp [ iq:ρT + iw1(q) jzT j℄+
1
4pi2
ZZ
+∞
 ∞
ZZ
+∞
 ∞
bP(q q0)Dm(q):T (q0):FT (q0)exp [ iq0:ρT + iw1(q0) jzT j℄ dq0 :
3.9 Discussion
3.9.1 Terme spéculaire
Le premier terme est un terme spéculaire, il correspond à un champ transmis dans le verre. Si l’interface
vide-verre est parfaitement plane, les coefficients de la matrice T (q) sont facilement calculables, la mesure
de l’intensité détectée en changeant la direction de détection, permet de remonter au spectre de la nano-
source [105].
3.9.2 Fonctionnement du I-STOM
Pour une application en microscopie, la direction de détection va être fixée. Si la sonde est déplacée
à altitude constante (zT = constante) le terme spéculaire est une constante qui ajoutera un fond continu
aux images. Par contre le second terme de l’équation (3.8.3), le terme de diffraction, dépend du spectre
de l’objet et il est le terme fondamental en imagerie. L’équation précédente permet de comprendre le
principe de fonctionnement du microscope en champ proche en mode émission. Un objet plus petit que λ
éclairé par une onde plane, diffracte des ondes évanescentes indétectables en champ lointain. Une nano-
source, de dimension plus petite que λ, émet beaucoup d’ondes évanescentes. En éclairant un petit objet
par une nano-source, la diffraction transforme les ondes évanescentes en ondes homogènes qui peuvent
être captées en champ lointain. Ceci est traduit mathématiquement par le produit de convolution du second
terme de l’équation (3.8.3). Une nano-source efficace doit avoir un spectre significatif pour les grandes
fréquences spatiales (q > 2pi=λ). L’influence du diamètre de la nano-source sur ce spectre est étudié dans
la référence [105] à l’aide du modèle de Bethe Bouwkamp.
3.9.2.1 Réciprocité du I-STOM et du STOM
Une nano-source idéale possède un spectre spatial plat pour toutes les fréquences FT(q) = cste, ce
qui correspond physiquement à une source ponctuelle. Il faut remarquer dans ce cas, la grande similitude
des équations du STOM et du I-STOM. La direction de détection joue pour le I-STOM le rôle de la
direction du faisceau incident pour le STOM. Ceci mis à part, les résultats sont identiques. La discussion
de l’influence de la distance pointe-surface et l’étude de la réponse impulsionnelle peuvent être menées de
façon complètement similaire à ce qui a été réalisé en STOM.
Cette symétrie dans les résultats des deux configurations est en fait un résultat général démontré de
manière très élégante à partir du théorème de réciprocité [63, 107].
3.10 Conclusion
Dans ce chapitre, nous avons décrit l’application de la méthode de perturbation appliquée à la micro-
scopie optique en champ proche. Le principe de la méthode a été décrit sur un exemple simple (diffraction
sur un métal parfait) et la base des calculs dans les cas plus généraux ont été présentés. Le lien avec la
méthode de la fonction de Green a été présenté et nous avons abordé les limites de validité de la méthode.
Les deux applications qui ont été décrites ici (STOM et I-STOM) ont été choisies pour leur simplicité
(une interface unique et la mise en œuvre d’un modèle simple de pointes) et leur intérêt pédagogique. La
bibliographie que nous avons citée au long de ce texte montre toutes les possibilités de cette méthode. Elle
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permet de décrire et de comprendre l’essentiel des phénomènes en optique en champ proche. Les formules
analytiques simplifient la discussion de l’influence des paramètres expérimentaux, permettant l’introduc-
tion d’une réponse impulsionnelle et de discuter de la « réciprocité » des différentes configurations de
microscope.
Du point de vue quantitatif, pour des reliefs de faible hauteur, les résultats obtenus par la méthode per-
turbative sont plus que satisfaisants. Vue l’imprécision qui règne sur les paramètres expérimentaux essen-
tiels (distance pointe-objet, forme de la pointe, constante diélectrique, etc.), l’utilisation de méthodes plus
rigoureuses (a priori) est souvent injustifiée. Pour des objets métalliques ou métallisés, cette méthode est
particulièrement compétitive par rapport aux autres méthodes. L’étude de la production, propagation, dif-
fraction de plasmons de surface est un excellent domaine d’application de la méthode perturbative [86,100].
Dans des expériences récentes de diffraction de plasmons de surface excités localement par un SNOM en
mode émission, la méthode perturbative est parvenue à modéliser de manière très satisfaisante l’interaction
des champs et de la matière. Pour des champs incidents qui ne sont pas des ondes planes, cette méthode
qui travaille dans l’espace de Fourier, est particulièrement facile à utiliser et efficace : nano-source [108],
faisceau gaussien en STOM [109, 110], microscope par mesure du temps de déclin de fluorescence [111].
Néanmoins la confrontation avec les autres méthodes est nécessaire pour trouver les limites de vali-
dité de la méthode perturbative. De plus, des problèmes encore non totalement résolus (modélisation des
pointes 3D, étude du couplage pointe-surface) restent hors de portée de la méthode perturbative limitée à
l’approximation de Born.
Chapitre 4
Méthode de la fonction de Green en
optique de champ proche
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4.1 Introduction
L’optique en champ proche exploite le champ électromagnétique évanescent qui apparaît à proximité
d’un objet diffusant ou réfléchissant la lumière [1, 2, 18, 112–115]. L’importance de ce phénomène est
considérable. En effet dans le champ proche, l’énergie peut se concentrer dans des régions petites par
rapport à la longueur d’onde de la lumière. Sur ces fondements, une microscopie optique en champ proche à
balayage s’est développée depuis plusieurs années [116–118]. Par la même occasion, elle a mis en évidence
les limites de notre connaissance de l’optique des systèmes mésoscopiques (utilisés en microscopie en
champ proche). En effet, avant l’apparition de l’optique de champ proche, ce domaine était resté nettement
en recul par rapport au savoir accumulé sur les systèmes microscopiques ou macroscopiques [119]. La
cause de ce retard réside dans le fait qu’aucune approximation n’est vraiment satisfaisante pour aborder des
systèmes optiques dont la taille varie entre quelques dizaines de nanomètres et quelques microns. Il est donc
nécessaire de résoudre l’ensemble complet des équations de Maxwell en adoptant une technique capable
de s’adapter à la géométrie complexe de ces systèmes [4–6, 120]. Stimulée par cette nouvelle discipline,
l’étude théorique des phénomènes optiques, au voisinage ou à l’intérieur de structures sub-longueur d’onde,
a incité les théoriciens du domaine à développer un ensemble de méthodologies en adéquation avec ces
besoins. La théorie des fonctions de Green dyadiques (appelées quelques fois susceptibilités du champ)
répond aux exigences de l’optique de champ proche [121, 122].
Ce formalisme permet, lorqu’il est accompagné d’une procédure de discrétisation adéquate, d’analyser
une large classe de phénomènes de proximité pour lesquels l’interaction d’entités microscopiques (atomes,
molécules, etc.) ou macroscopiques (agrégats, particules, etc.) avec un environnement de géométrie com-
plexe, doit être traitée de façon autocohérente. Le présent chapitre a pour principal objectif d’exposer les
bases physiques et mathématiques de cette méthode pour l’optique de champ proche. Des éléments de
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comparaison avec d’autres techniques seront aussi présentés (théorie microscopique dipolaire et dévelop-
pement perturbatif de Rayleigh). Quelques applications concrètes de la méthode de Green en géométrie
tridimensionelle seront proposées à la fin du chapitre.
4.2 Fonction de Green et équations de Maxwell
Depuis de nombreuses années la technique des fonctions de Green constitue un outil puissant d’analyse
des phénomènes de diffusion avec des ondes de nature scalaire ou vectorielle. Son principal avantage réside
dans le fait qu’elle permet de traiter de façon exacte des situations où la symétrie est fortement réduite. C’est
par exemple avec cette méthode que le problème du transfert d’électrons par effet tunnel, entre la pointe et
l’échantillon d’un microscope STM, a pu être décrit pour la première fois de façon autocohérente [123]. Les
bases mathématiques de cette technique sont consignées dans de nombreux ouvrages spécialisés [124,125].
Des détails plus spécifiquement dédiés à des applications champ proche peuvent être trouvés dans des
thèses récentes [119, 126, 127] ainsi que dans quelques articles de revue [5, 6, 128, 129].
4.2.1 Notion de fonction de Green
Considérons un opérateur différentiel O r et l’équation avec second membre suivante :
O r f (r) = h(r): (4.1)
La fonction de Green G (r;r0) associée à cette équation est définie par
O rG (r;r
0
) = δ(r  r0): (4.2)
Cette fonction G est tabulée pour un grand nombre d’opérateurs différentiels utilisés en physique [124].
Cette fonction joue un rôle important dans la théorie mathématique des équations différentielles puisque sa
connaissance suffit à résoudre toutes formes de solutions particulières associées à l’équation différentielle
de départ. En effet, à partir de l’équation (4.1), on peut écrire :
f (r) = O  1r h(r)
= O  1r
Z
δ(r  r0)h(r0)dr0
=
Z
O  1r δ(r  r
0
)h(r0)dr0
=
Z
G (r;r
0
)h(r0)dr0 :
À titre d’exemple on peut choisir l’équation de Poisson :
∆Φ(r) =  ρ(r)
ε0
∆G (r;r0) = δ(r  r0) ;
où Φ(r) est le potentiel électrostatique et ρ(r) la densité de charge.
La fonction de Green associée s’écrit :
G (r;r
0
) = 
1
4pijr  r0j
; (4.3)
d’où la solution suivante
Φ(r) =
Z
 
1
ε0
ρ(r0)G (r;r0)dr0
Φ(r) =
1
4piε0
Z ρ(r0)
jr  r
0
j
dr0 :
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4.2.2 L’équation de Lippmann–Schwinger en électromagnétisme
Cette section développe la théorie de la fonction de Green dite « dyadique », c’est-à-dire se présentant
sous la forme d’un tenseur de rang deux dans l’espace cartésien. L’aspect tensoriel du tenseur de Green
en électromagnétisme découle directement de la nature vectorielle des champs électriques et magnétiques
(voir chapitre 1). Notons que cet aspect tensoriel persiste même dans la limite électrostatique qui consiste
à négliger les effets de retard.
4.2.2.1 Équations de Maxwell et tenseur de Green
Dans le système international, les quatre équations de Maxwell s’écrivent
∇^E(r; t) =  ∂B(r; t)∂t (e´quation de Maxwell Faraday) (4.4)
∇ B(r; t) = 0 (4.5)
∇ D(r; t) = ρ(r; t) (e´quation de Poisson) (4.6)
∇^B(r; t) = µ0
∂D(r; t)
∂t +µ0j(r; t) (e´q: de Maxwell Ampe`re) (4.7)
où ρ(r; t) et j(r; t) représentent respectivement, la densité de charge et de courant d’un système de forme
arbitraire, supposé non magnétique. Les dérivées temporelles peuvent être éliminées après transformée de
Fourier. On obtient alors :
∇^E(r;ω) = iωB(r;ω) (4.8)
∇ B(r;ω) = 0 (4.9)
ε(ω)∇ E(r;ω) = ρ(r;ω) (4.10)
∇^B(r;ω) =  iωµ0ε(ω)E(r;ω)+µ0j(r;ω) (4.11)
où ε représente la constante diélectrique de l’environnement.
La description du champ électrique se fait de la façon suivante : en utilisant d’une part l’identité bien
connue
∇^ (∇^W) = ∇(∇ W) ∆W ; (4.12)
ainsi que les deux relations qui établissent le lien entre densité de charge et de courant et densité de polari-
sation P(r;ω) à l’intérieur de l’objet, soit
ρ(r;ω) =  ∇ P(r;ω)
j(r;ω) =  iωP(r;ω) ;
on aboutit alors à l’équation d’onde :
∇^ (∇^E(r;ω)) = iω[ iωµ0ε(ω)E(r;ω)+µ0j(r;ω)℄ (4.13)
∆E(r;ω)+ k2E(r;ω) =  [
k20
ε0
+
1
ε(ω)
∇∇℄ P(r;ω) ; (4.14)
avec k2 = ω2µ0ε et k20 = ω2=c2.
La fonction de Green scalaire associée à cette équation (4.14) est solution de l’équation différentielle
suivante :
∆G 0(r;r
0
;ω)+ k2G 0(r;r
0
;ω) = δ(r  r0): (4.15)
L’ équation d’onde (4.14) peut être ré-écrite sous la forme opératorielle suivante :
OE(r;ω) = Q (r;ω) P(r;ω) ; (4.16)
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où O et Q sont deux opérateurs différentiels définis par :
O = ∆+ k2
Q =
k20
ε0
I+ 1
ε(ω)
∇∇:
On peut définir une fonction de Green dyadique S0 (ou tenseur de Green) par 1 :
O S0(r;r
0
;ω) = Q δ(r  r0): (4.17)
Or, d’après l’équation (4.16) et l’identité :
S0(r;r
0
;ω) = O  1Q δ(r  r0) ; (4.18)
on voit apparaître la forme intégrale suivante :
E(r;ω) =  O  1Q P(r;ω) (4.19)
=  O  1
Z
Q P(r
0
;ω)δ(r  r0)dr0 (4.20)
=
Z
S0(r;r
0
;ω) P(r
0
;ω)dr0 : (4.21)
La solution générale s’écrit alors :
E(r;ω) = E0(r;ω)+
Z
S0(r;r
0
;ω) P(r0 ;ω)dr0 ; (4.22)
où E0(r;ω) est la solution de l’équation homogène. Dans le cadre de l’approximation de la réponse linéaire
on peut établir une relation simple entre le champ dans l’objet et la polarisation P(r;ω), soit :
P(r
0
;ω) = χob(r0;ω) E(r
0
;ω): (4.23)
Pour une approche locale de la réponse du système, la susceptibilité χob(r0;ω) est directement reliée à la
différence de constante diélectrique entre environnement et objet, soit
χob(r0;ω) = εob(r0;ω)  ε(ω); (4.24)
si r0 appartient à l’objet, et
χob(r0;ω) = 0 (4.25)
à l’extérieur de l’objet. Ces dernières relations permettent d’écrire pour le champ électrique
l’équation de Lippmann–Schwinger :
E(r;ω) = E0(r;ω)+
Z
S0(r;r
0
;ω) χob(r0;ω) E(r
0
;ω)dr0 : (4.26)
4.2.2.2 Forme explicite du tenseur de Green S0
Il reste maintenant à expliciter la forme de S0(r;r
0
;ω). Ceci peut se faire à partir de la relation (4.18)
S0(r;r
0
;ω) = O  1 Q δ(r  r0):
Or, d’après (4.15), on peut déduire l’identité suivante :
G 0(r;r
0
;ω) = O  1δ(r  r0); (4.27)
1. En conséquence directe de la nature tensorielle de l’opérateur Q ce type de fonction de Green est une fonction tensorielle de
second rang, i.e., se présentant sous forme d’un tableau à neuf composantes.
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soit
Q G 0(r;r
0
;ω) = Q O  1δ(r  r0): (4.28)
En multipliant les deux membres de cette équation par l’opérateur O , il vient
O Q G 0(r;r
0
;ω) = O Q O  1δ(r  r0): (4.29)
Finalement, en remarquant que les opérateurs O et Q commutent, on obtient une relation opératorielle
simple entre G 0 et le tenseur de Green S0, soit
S0(r;r
0
;ω) = Q G 0(r;r
0
;ω) (4.30)
avec [124]
G 0(r;r
0
;ω) =
1
4pi
eikjr r
0
j
jr  r
0
j
: (4.31)
Cela conduit à la relation
S0(r;r
0
;ω) = [
k20
ε0
I+
1
ε(ω)
∇r∇r℄
eikjr r
0
j
4pijr  r0j
; (4.32)
qui, en posant R = r  r0, peut s’écrire sous la forme analytique suivante 2
S0(r;r
0
;ω) = [ k2T1(R)  ikT2(R)+T3(R)℄
eikjRj
4piε(ω)
(4.33)
où T1, T2 et T3 sont trois tenseurs dyadiques qui décrivent les effets de champ lointain et de champ proche,
T1(R) =
RR  IR2
R3
T2(R) =
3RR  IR2
R4
T3(R) =
3RR  IR2
R5
:
Le tenseur S0 est, à une constante près, identique au tenseur de Green de l’espace libre
$
G introduit au
chapitre 1.
Lorsque les distances en jeu sont petites par rapport à la longueur d’onde utilisée (λ = 2pic=pε(ω)ω),
les effets de retard disparaissent et S0(r;r
0
;ω) se réduit à :
S0(r;r
0
;ω) = T3(R) : (4.34)
On retrouve alors l’expression du tenseur de Green dans la limite électrostatique (voir chapitre 1).
2. Lorsque S0 est mutiplié à droite par un vecteur dipolaire placé en r0 le résultat donne le champ du dipôle en r [130] (voir
également le chapitre 1).
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4.2.3 Modification de l’équation de Lippmann–Schwinger en présence d’un sys-
tème de référence plus élaboré
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FIG. 4.1: Objet de forme arbitraire supporté par une surface plane.
Dans cet exemple, le système de référence est un demi–espace de matière homogène et non plus le
milieu homogène seul. Le tenseur de Green associé à cette nouvelle géométrie doit alors vérifier les condi-
tions aux limites sur la surface du support. Cela a pour effet d’engendrer un terme de réflexion dans le
demi–espace où se trouve l’objet. On a alors :
S(r;r0 ;ω) = S0(r;r
0
;ω)+Ssur f (r;r
0
;ω) : (4.35)
Cette seconde contribution dépend uniquement des propriétés de la surface sous–sous-jacente. Elle fut in-
troduite pour la première fois par A. MacLachlan dans le contexte des forces de van der Waals [131] au
voisinage des surfaces [7]. Elle fut reprise par G. Agarwal en 1975 dans le cadre de plusieurs études géné-
rales d’électrodynamique quantique au voisinage des surfaces [132]. L’équation de Lippmann–Schwinger
(4.26) s’écrit alors :
E(r;ω) = E0(r;ω)+
Z
v
S(r;r0 ;ω) χob(r0;ω) E(r
0
;ω)dr0 (4.36)
où v est le volume de la perturbation (objet). Des résolutions approchées (itératives) ou exactes de cette
équation peuvent être effectuées.
4.2.3.1 Résolution approchée : approximations successives de Born
(i) Dans le cadre de la première approximation de Born, on suppose que le champ à l’intérieur de l’objet
reste identique au champ d’illumination. Les interactions multiples à l’intérieur de l’objet sont négligées.
On a alors :
E1(r;ω) = E0(r;ω)+
Z
v
S(r;r0 ;ω) χob(r0;ω) E0(r
0
;ω)dr0 : (4.37)
(ii) La deuxième approximation de Born consiste à réintroduire la solution précédente E1(r;ω) dans l’équa-
tion intégrale, soit :
E2(r;ω) = E0(r;ω)+
Z
v
S(r;r0 ;ω) χob(r0;ω) E1(r
0
;ω)dr0 : (4.38)
Une discussion du domaine de validité est présentée au chapitre 3.
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4.2.3.2 Résolution exacte par discrétisation en volume de la zone source
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FIG. 4.2: Discrétisation de la zone source en N cellules de volume vi.
On cherche tout d’abord le champ dans l’objet par discrétisation du volume v. Cette procédure engendre
un système de N équations vectorielles à N inconnues E(ri;ω), soit :
E(ri;ω) = E0(ri;ω)+χ(ω)
N
∑
j=1
v jS(ri;r j;ω) E(r j;ω) : (4.39)
Ces équations peuvent se mettre sous forme d’un système linéaire :
E 0(ω) = M(ω) E (ω) (4.40)
dans lequel E 0(ω) et E (ω) sont deux super–vecteurs définis par
E 0(ω) = (E0(r1;ω);E0(r2;ω); : : : ;E0(rN ;ω)) (4.41)
et
E (ω) = (E(r1;ω);E(r2;ω); : : : ;E(rN ;ω)) : (4.42)
La quantité M(ω) est une matrice (3N x 3N) dont les éléments sont définis par la relation:
Mi; j(ω) = δi; j χ(ω)v jS(ri;r j;ω) : (4.43)
Le champ à l’intérieur de la zone source se calcule par résolution de ce système linéaire :
E (ω) = M(ω) 1 E 0(ω): (4.44)
Dans une seconde étape, le champ hors de la zone source se déduit à partir de celui calculé à l’intérieur de
celle-ci, soit :
E(r;ω) = E0(r;ω)+χ(ω)∑
j
v jS(r;r j ;ω) E(r j;ω) : (4.45)
Remarque : La fonction de Green dyadique S0 contenue dans S (cf. relations 4.35 et 4.43) diverge lorsque
ri  ! r j. Cette divergence, au sein de la zone source, peut être levée (voir chap. 1). En fait l’origine de
cette divergence peut être identifiée en remarquant qu’il n’est pas licite de commuter les opérateurs O  1
et
R
dans l’équation (4.19) lorsque l’intégrand devient singulier (r! r0). Dans ce cas précis, il est prouvé
que cette commutation entraîne un terme source supplémentaire, qui dépend de la forme des cellules de
discrétisation [5, 17, 123, 127]. Pour un maillage tridimensionnel de la zone source à partir de cellules
cubiques ou sphériques de volume vi la limite s’écrit :
S0(ri;ri;ω) = 
1
3viε(ω)
: (4.46)
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4.2.3.3 Résolution exacte basée sur l’équation de Dyson
Afin de faciliter et d’optimiser la résolution du système linéaire (4.44) nous pouvons introduire le
concept de propagateur généralisé [119,123,133] pour décrire l’état final du champ électrique. Cet objec-
tif peut être accompli en faisant appel à l’équation de Dyson qui établit un lien direct entre le propagateur
du système de référence S et le propagateur S du système complet (cf. figure 4.1). La formulation mathé-
matique de cette équation est la suivante :
S (r;r0;ω) = S(r;r0;ω)+
Z
v
S(r;r00;ω) χ(r00;ω)  S (r00;r0;ω)dr00 (4.47)
où comme précédemment l’intégrale de volume est effectuée sur l’objet à l’intérieur du système de ré-
férence (cf. figure 4.1). L’utilisation combinée de cette relation avec l’équation de Lippmann–Schwinger
produit une forme linéaire très concise et adaptée à la description du champ électrique dans tout l’espace,
soit :
E(r;ω) =
Z
v
K (r;r0;ω) E0(r0;ω)dr0 : (4.48)
En raison de sa capacité à décrire la réponse optique d’un système dans son ensemble, le tenseur dya-
dique K (r;r0;ω) a été dénommé propagateur généralisé. Il est relié au propagateur S (r;r0;ω), solution de
l’équation (4.47), par la relation suivante
K (r;r0;ω) = δ(r  r0)+ S (r;r0;ω) χ(r0;ω); (4.49)
indiquant clairement qu’il ne dépend pas des caractéristiques spatiales (polarisation, angle d’incidence,
focalisation, etc.) du mode d’illumination.
4.3 Fonction de Green et théories microscopiques
Les relations démontrées dans les sections précédentes sont générales et s’appliquent, sans modification
de leurs structures, aux propriétés optiques d’objets microscopiques (atomes, molécules, agrégats métal-
liques, etc.). En fait, plusieurs auteurs [3, 134] ont élaboré des théories pour l’optique de champ proche
basées sur cette représentation discontinue de la matière, par exemple, en couplant un ensemble fini d’en-
tités polarisables.
Le lien entre théorie microscopique et théorie des milieux continus apparaît clairement lorsque l’on
remplace la susceptibilité χ(r;ω) définie par la relation (4.24), par le développement multipolaire suivant :
χ(r;ω) =
n
∑
i
δ(r  ri)α1i (ω)+
n
∑
i
∇δ(r  ri)α2i (ω)+ : : : (4.50)
Dans cette équation, α1i (ω) et α2i (ω) représentent les polarisabilités dipolaire et quadrupolaire des entités
microscopiques [135]. Dans le cas présent, les centres atomiques ou moléculaires constituent un maillage
naturel pour la dicrétisation de l’équation de Lippmann–Schwinger [3].
Cette écriture peut être rapprochée avec d’autres familles de méthodes de discrétisation en volume. En
fait, lorsqu’il est limité à l’ordre dipolaire, le mode de discrétisation décrit par l’équation (4.50) s’appa-
rente à la méthode des dipôles couplés (Dipôle–Dipôle Approximation (DDA) [136] ou Coupled Dipole
Approximation (CDA) [137]) introduite notamment en astrophysique pour étudier les propriétés optiques
de particules interstellaires. Dans le cas de matériaux massifs présentant de fortes variations d’indices
(métaux, certains semiconducteurs, etc.), l’approximation CDA peut engendrer des instabilités numériques
importantes (voir par exemple référence [138]).
4.4 Quelques applications en optique du champ proche
De nombreuses observables physiques de l’optique de champ proche peuvent être extraites à partir du
formalisme de Green (densité d’états, champs proches et lointains, spectres locaux au voisinage de nano-
structures, etc.) Dans cette section, nous avons sélectionné quelques applications de la méthode de Green
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FIG. 4.3: Densité locale d’états photoniques au voisinage d’une structure diélectrique supportée. Le motif
en forme d’anneau est constituée de 12 plots diélectriques de même indice que le substrat. La densité
d’états est calculée à la longueur d’onde λ = 633 nm dans un plan situé à 100 nm de la surface de
l’échantillon.
en géométrie tridimensionnelle. De nombreuses applications de la méthode peuvent être aussi trouvées
dans la littérature existante [3, 6, 58, 85, 119, 121, 122, 126–128, 133, 138–142, 142–155]
4.4.1 Densité d’états au voisinage d’un échantillon
La densité d’états locale, ρ(R;E), est fondamentale en microscopie STM puiqu’elle est à l’origine de la
formation des images. Elle nécessite le calcul complet de la fonction de Green du système objet–échantillon
G (r;r0;E), soit
ρ(R;E) = 1
pi
ℑG (R;R;E) : (4.51)
Lorsque le champ proche est de nature électronique (surfaces métalliques), cette fonction scalaire vérifie
l’équation de Dyson suivante
G (r;r0;E) = G 0(r;r0;E)+
2m
~
2
Z
G 0(r;r
00
;E)V (r00)G (r00;r0;E)dr00 : (4.52)
Dans cette équation intégrale, G 0(r;r0;E) représente la fonction de Green électronique de l’échantillon
isolé, m la masse de l’électron et V (r00) le potentiel électronique engendré par le nano–système supporté.
Cette équation peut être résolue de façon exacte par une technique de discrétisation dans l’espace direct.
Dans le cas où l’on s’intéresse à la densité d’états locale du champ électromagnétique (photons),
le formalisme est le même. Il suffit seulement de remplacer les fonctions de Green scalaire par des
fonctions de Green dyadiques. La densité d’états locale de photons s’écrit dans ce cas en fonction de la
partie imaginaire de la trace de la susceptibilité du champ S (r;r0;ω), soit
ρ(R;ω) = ε0
pik2 ℑTrace(S (R;R;ω)) (4.53)
Cette expression est fondamentale dans tous les calculs de transfert d’énergie lumineuse entre nanostruc-
tures supportées. En particulier, ρ(R;ω) contrôle la variation des durées de vie des systèmes (molécules,
boîtes quantiques, etc.) [156–159]. Elle joue également un rôle important dans la formation des images
obtenues par certaines configurations de microscopes optiques en champ proche [160] ainsi que dans la
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FIG. 4.4: Étude de la variation de la durée de vie d’une molécule unique en fonction de la position latérale
de la pointe : (a) Z0 = 10 nm; (b) Z0 = 50 nm (les courbes pointillées correspondent aux effets obtenus
avec des pointes métallisées.
théorie des images de molécules individuelles. On peut remarquer la forte analogie entre l’image de la
figure (4.3) et l’image STM du « Quantum Corral » que Donald Eigler publia en 1993 dans la revue
Science 3.
4.4.2 Durée de vie d’un état de fluorescence
Supposons maintenant que nous ayons à traiter un problème dans lequel une molécule interagit avec
un environnement diélectrique complexe. Un exemple typique, en optique de champ proche, est l’étude de
la variation du spectre d’émission d’une molécule fluorescente adsorbée sur une surface en fonction de la
position du détecteur. En zone de champ proche, les modifications importantes de la densité locale d’états
photoniques (cf. figure (4.3)) induisent des diminutions du temps de vie de l’état moléculaire concerné. Cet
effet bien connu en spectroscopie moléculaire est décrit par la relation suivante [160] :
Γ(rm) = Γ0 +
4pi2ω22A0
3c2 ρ(rm;ω2); (4.54)
où Γ(rm) et Γ0 représentent respectivement les élargissements des niveaux avec et sans environnement. La
constante A0 est reliée au moment dipolaire de transition µab par la relation A0 = 2µ2ab=~ et rm représente la
position de la molécule. La densité d’états est donnée par l’équation générale (4.53). On peut observer sur
la figure (4.4) que lorsque la molécule est proche de la pointe SNOM, le temps de vie subit une décroissance
qui est renforcée lorsque la pointe est recouverte d’un métal (effet de « quenching »).
4.4.3 Cartographie du champ électromagnétique
A l’aide de cet outil théorique il est possible d’entreprendre un travail d’expérimentation numérique
en optique de champ proche. Par exemple, dans la configuration PSTM/STOM où l’onde incidente est
engendrée par réflection totale à la surface de l’objet, il ressort de ces études que la polarisation TM op-
timise la relation image objet lorsque l’on désire observer des motifs tridimensionnels plus petits que la
longueur d’onde incidente. Nos travaux de simulation, en s’appuyant sur l’implémentation numérique du
propagateur généralisé K (r;r0;ω) d’un échantillon tridimensionnel, ont démontré que la réduction des
défauts et de leurs écartements respectifs à des dimensions inférieures à la longueur d’onde, améliorait la
qualité attendue des images fournies par la configuration PSTM/STOM. Ces effets sont discutés dans les
références [161] et [162].
3. Science 262, 218 (1993), M. F. CROMMIE, C. P. LUTZ AND D. M. EIGLER.
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FIG. 4.5: Exemple de dispositif permettant de réaliser la spectroscopie locale d’un échantillon dans le
domaine optique. La pointe, symbolisée par un triangle, peut sonder un site choisi au préalable.
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FIG. 4.6: Spectres calculés à l’aplomb des nano–structures d’or et de nitrure de gallium (sites (1) et (2) sur
la figure précédente). Pour chaque longueur d’onde λ, le flux du vecteur de Poynting est calculé à la sortie
de la pointe. La distance pointe–surface, maintenue constante, est égale à 30 nm. Le résonance observée
sur la courbe en trait plein révèle l’excitation d’un plasmon localisé dans la particule d’or. La courbe en
traits discontinus donne accès à la signature spectrale de la nano–structure de nitrure de gallium dans la
fenêtre optique.
4.4.4 Spectroscopie locale par détection de champ proche
La spectroscopie locale d’une surface par détection de champ proche constitue une suite logique à la
microscopie optique en champ proche. Ces dernières années, plusieurs expériences préliminaires de spec-
troscopie locale, réalisées sur des échantillons de saphir dopés, ont démontré la faisabilité de la méthode
(T. L. Ferrell, Oak Ridge National Laboratory, USA). De plus, dans le domaine infrarouge proche, ce type
de détection constitue un outil précieux au niveau de l’analyse locale d’espèces moléculaires adsorbées.
De façon générale, nos codes initialement conçus pour le calcul des images SNOM peuvent être aisé-
ment adaptés à la simulation numérique de profils spectraux. Les résultats présentés dans la figure (4.6) ont
été obtenus au voisinage d’une surface supportant trois nano–structures de forme identique et déposées sur
une surface de silice (cf. figure (4.5). La section des trois objets est 50 nm50 nm et leur hauteur est 20 nm.
Le pavé central est de nature métallique (Or), les deux autres sont semiconducteurs (Nitrure de Gallium).
L’espacement entre les structures est de 50 nm.
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Chapitre 5
Plasmons de surface et optique
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5.1 Introduction
Dans le présent chapitre, nous présenterons les idées de base (pour plus de détails se reporter à l’article
de H. Raether [163]) en commençant par quelques définitions.
Dans un métal, on désigne par plasma le gaz d’électrons libres du modèle de Drude. Ce gaz est sus-
ceptible d’oscillations longitudinales de densité de charge, un champ électromagnétique étant associé à ce
mouvement de pulsation propre ωp, pulsation de plasma. Le quantum de cette oscillation de volume est le
plasmon de volume. À la pulsation ωp, la constante diélectrique du milieu ε(ω) s’annule.
Le plasmon de surface est, lui, localisé au voisinage de l’interface avec un diélectrique. Il est associé à
une onde dont le champ électromagnétique possède à la fois des composantes longitudinale et transverse
par rapport à la direction de propagation. Les plasmons de surface des conducteurs, obtenus pour des pul-
sations pour lesquelles ε(ω) 1, peuvent être excités par des électrons ou des ondes électromagnétiques.
L’analogue pour un diélectrique est le polariton de surface.
Les plasmons ayant une étendue faible perpendiculairement à l’interface, les techniques de champ
proche, électronique ou optique, sont particulièrement précieuses pour les sonder.
On va s’intéresser ici plus en détail au cas de l’interface plane entre un diélectrique et un conducteur,
métal noble, dont le plasmon sera le mode propre (§ 5.2). Puis, on verra comment on peut dans cette confi-
guration exciter les plasmons par une onde électromagnétique (§ 5.3). On introduira ensuite la résonance
plasmon dans le cas d’un objet localisé (§ 5.4). Enfin on donnera le principe de quelques expériences ayant
permis d’observer les propriétés des plasmons (§ 5.5).
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5.2 Modes propres électromagnétiques localisés au voisinage d’une
interface plane
5.2.1 Interface plane entre un diélectrique de constante diélectrique réelle et un
milieu non magnétique
Considérons donc une interface plane entre un diélectrique de constante diélectrique relative ε1 réelle
et un milieu non magnétique de constante diélectrique relative ε(ω) complexe (voir fig. 5.1). En l’absence
FIG. 5.1: Champ électromagnétique à l’interface entre un diélectrique de constante diélectrique ε1 et un
métal de constante diélectrique ε(ω).
de toute excitation, on cherche une solution des équations de Maxwell de type onde plane, se propageant
dans le plan xOy de l’interface, et décroissant exponentiellement de part et d’autre de ce plan. Cette onde
prendra la forme :
E(r; t)exp( iωt) = En(z)exp ikxxexp( iωt) : (5.1)
On a choisi l’axe Ox dans le plan d’incidence, et kx est le même dans les deux milieux d’après la loi de
Descartes.
Dans un milieu linéaire, homogène et isotrope de constante diélectrique εn (εn = ε1 ou εn = ε(ω))
l’équation vectorielle satisfaite par un champ électromagnétique quelconque s’écrit :
∆E+ ω
2
c2
εnE = 0 : (5.2)
On pose ω=c = k0, vecteur d’onde dans le vide à la pulsation ω, c étant la vitesse de la lumière. Pour la
forme (5.1) du champ,
∆E = ∂
2E
∂x2 +
∂2E
∂z2 =

 k2xEn +
∂2En
∂z2

exp i(kxx ωt) ; (5.3)
de sorte que (5.2) devient :
(εnk20  k2x)En +
d2En
dz2 = 0 : (5.4)
Par ailleurs, en l’absence de charges libres, on a divD = 0. Ceci entraîne, pour εn 6= 0, c’est-à-dire pour un
mode qui n’est pas longitudinal, la condition qui lie les deux composantes du plan d’incidence (à savoir x
dans le plan de l’interface et z normale à l’interface) de l’onde cherchée :
ikxEnx +
dEnz
dz = 0 : (5.5)
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Par dérivation de (5.5) par rapport à z et utilisation de (5.4) on obtient :
ikx
dEnx
dz +
d2Enz
dz2 = 0 ; (5.6)
soit
ikx
dEnx
dz +(k
2
x   εnk20)Enz = 0 : (5.7)
La composante du champ selon y, normale au plan d’incidence (polarisation s) n’intervient pas dans (5.5) ;
elle est indépendante des composantes x et z et pourra donc être traitée séparément.
5.2.2 Solution localisée au voisinage du plan xOy
On cherche ici, en l’absence de toute excitation extérieure, une solution localisée au voisinage du plan
xOy de l’interface, donc de la forme
En(r) = E+n exp( κnz)+E n exp(κnz) : (5.8)
L’équation (5.4) entraîne pour chaque composante la même relation de dispersion :
εnk20  k2x +κ2n = 0 (5.9)
Comme le champ électromagnétique s’annule à l’infini, les solutions acceptables sont :
- dans le milieu 1, où z < 0 :
E1(r) = E 1 expκ1z exp ikxx; avec κ
2
1 = k2x   ε1k20 et κ1 = ik1 ; (5.10)
- dans le métal où z > 0 :
E(r) = E+ exp κz exp ikxx; avec κ2 = k2x   ε(ω)k20 et κ = ik ; (5.11)
κ et κ1 sont éventuellement complexes, leurs parties réelles sont positives.
Les vecteurs E1 et E+ sont liés par les conditions de continuité en z = 0 des composantes tangentielles
de E, normales de D, tangentielles de H. Les composantes tangentielles de E sont portées par x et y :
(
E 1x = E
+
x
E 1y = E
+
y :
(5.12)
Les composantes normales de D sont liées aux composantes du champ électromagnétique sur Oz :
Dz = ε1E 1z = εE
+
z : (5.13)
La composante tangentielle de H, qui est continue, est liée à E, puisque le milieu n’est pas magnétique, par
l’intermédiaire de :
rotE = ∂(µ0H)∂t = iωµ0H (5.14)
soit, pour les composantes Hx et Hy :
8
>
<
>
:
∂Ez
∂y  
∂Ey
∂z = iωµ0Hx
∂Ex
∂z  
∂Ez
∂x = iωµ0Hy :
(5.15)
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Compte tenu des formes (5.10) et (5.11) du champ dans chaque milieu, les équations (5.15) sont équiva-
lentes à :
(
κ1E 1y = κE
+
y
κ1E 1x  ikxE
 
1z = κE
+
x   ikxE+z :
(5.16)
Les relations (5.12) et (5.15) concernant les composantes y ne sont compatibles que si κ1 = κ, ce qui est
contraire aux hypothèses posées (κ et κ1 positifs).
Les relations (5.12) et (5.13) sur les composantes x et z doivent être combinées avec (5.16), expressions
de la relation (5.7), déduite de l’expression de divD = 0, dans les deux milieux, soit :
(
ikxE 1x +κ1E
 
1z = 0
ikxE+x  κE+z = 0 :
(5.17)
La compatibilité des équations relatives aux composantes x et z exige que
ε1
κ1
+
ε(ω)
κ
= 0 (5.18)
alors que κ1 et ε1 (resp. κ et ε(ω)) sont liés par les relations (5.10) et (5.11). Le mode correspondant
sera polarisé dans le plan d’incidence (composantes x et z du champ, alors que la propagation est selon Ox).
5.2.3 Métal à constante diélectrique s’annulant pour la pulsation de plasma
On va s’intéresser maintenant au cas d’un métal, dont la constante diélectrique ε(ω) s’annule pour la
pulsation de plasma ωp du volume du conducteur. Dans le modèle de Drude, aux fréquences optiques, ε(ω)
s’écrit :
ε(ω) = 1+
iσ(ω)
ε0ω
= 1+
ine2τ
mε0ω(1  iωτ)

=
1 
ω2p
ω2
; (5.19)
en supposant que ωτ 1 (fig. 5.2). On a introduit la conductivité électrique σ(ω), la concentration en
porteurs n, la masse m de l’électron et sa charge e et enfin le temps de collision τ. Si ω < ωp, ε(ω)
est négatif, k est imaginaire pur et κ réel. Alors la relation (5.18) d’existence d’un mode propre localisé
FIG. 5.2: Constante diélectrique du métal au voisinage de la pulsation de plasma.
au voisinage de l’interface avec de l’air, où ε = 1 peut être satisfaite, avec κ et κ1 correspondant à des
atténuations et non des propagations. Cette relation s’écrit encore
ε(ω) = ε1
κ
κ1
: (5.20)
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Comme κ =
q
kx2  ε(ω)k02 et κ1 =
p
kx2  ε1k02, avec ε(ω) négatif, κ est supérieur à κ1 et ε(ω) est
inférieur à  1.
5.2.4 Relation de dispersion du plasmon de surface
Il s’agit de transformer la relation (5.20) entre ε(ω) et κ en une relation entre kx et ω, qui sera la relation
de dispersion du mode : en élevant la relation (5.20) au carré, il vient

ε(ω)
ε1
2
=

κ
κ1
2
=
k2x   ε1k2o
k2x   εk20
; (5.21)
d’où l’on déduit
kx = k0
s
ε1ε(ω)
ε1 + ε(ω)
: (5.22)
Rappelons que k0 = ω=c et que, dans le modèle de Drude, ε(ω) = 1 ω2p=ω2. La relation de dispersion
ω(kx), correspondant à l’équation (5.22), est représentée sur la figure 5.3. Pour ε(ω) =  ε1 =  1, kx
cône de
lumière c=
p
ε 1
c=
p
ε 1
sin
θ
ωp
p
2
ω
kx0
FIG. 5.3: Relation de dispersion du mode plasmon de surface.
est infini. Ceci se produit à ω = ωp
r
1
1+ ε1
=
ωp
p
2
, si le diélectrique est de l’air. On trouverait cette
même condition si l’on faisait tendre la vitesse de la lumière vers l’infini, ce qui correspond au régime
électrostatique.
À toute valeur de ε inférieure à  ε1 correspond une valeur de ω inférieure à ωp=
p
2, et une valeur
de kx. Lorsque ε tend vers moins l’infini, ω tend vers 0 (en fait il est simplement petit devant ωp) ; alors
kx = k0
p
ε1 et la pente de la tangente à l’origine de la courbe de dispersion ω(kx) est c=
p
ε1, vitesse de la
lumière dans le diélectrique. La courbe est toute entière sous cette tangente.
Dans le milieu 1, le vecteur d’onde d’une onde propagative, formant un angle θ avec la normale à
l’interface, a une composante normale réelle. Cette onde est représentée sur la figure 5.3 par une droite de
pente c=
p
ε1 sinθ, appartenant au « cône de lumière », compris entre la tangente à la courbe de dispersion
et l’axe des ordonnées. Elle ne coupe donc pas la courbe de dispersion.
On verra néanmoins comment la partie à faible kx de la courbe de dispersion peut être excitée
optiquement (§ 5.3) (alors qu’il est possible d’exciter la partie à grand kx grâce à des faisceaux d’électrons
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qui traversent le métal en cédant une partie de leur énergie et de leur impulsion au mode plasmon de
surface).
5.2.5 Propagation de l’énergie dans le mode plasmon de surface
La configuration des champs électrique et magnétique de l’onde est celle de la figure 5.4. Comme E+x
Diélectrique
Métal
FIG. 5.4: Configuration des champs électrique et magnétique du mode plasmon de surface.
et E+z sont liés par les relations (5.17), ces deux composantes sont en quadrature l’une par rapport à l’autre ;
By est en quadrature par rapport à Ex car
iωBy = ikxEz +
∂Ex
∂z = 

κ+
k2x
κ

Ex (5.23)
Le vecteur de Poynting s’écrit, en notation complexe,
S = 1
2
E
B
µ0
: (5.24)
Il est le long de la direction de propagation, Ox, est en phase avec Ez et s’atténue dans le métal comme
exp( 2κjzj).
5.2.6 Distances d’atténuation
La longueur d’onde du plasmon de surface est liée à kx par :
λx =
2pi
kx
=
2pi
k0
s
ε1 + ε(ω)
ε1ε(ω)
: (5.25)
Remarquons que l’équation (5.21), qui a fourni la relation de dispersion (5.22), n’a pas supposé kx réel.
Effectivement si ε(ω) = ε0+ iε00 est complexe, l’équation (5.22) fournira une composante du vecteur d’onde
parallèle à l’interface, kx = k0x + ik00x , complexe. Dans le cas d’un métal noble, pour lequel jε00j  jε0j, nous
déduisons
kx0 = k0

ε0(ω)ε1
ε0(ω)+ ε1
1=2
; (5.26)
kx00 = k0

ε0(ω)ε1
ε0(ω)+ ε1
3=2 ε00(ω)
2(ε0(ω))2
: (5.27)
Pour l’argent, un ordre de grandeur du « libre parcours moyen » dans le plan de l’interface (2kx00) 1 des
plasmons de surface est de 22 µm à une longueur d’onde visible λ = 0:5 µm (alors ε(ω) =  9;7+ 3;6i)
[163], et 500 µm dans l’infrarouge à λ = 10;6 µm.
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On peut aussi considérer qu’à kx réel fixé (cas d’une onde se propageant selon le plan de l’interface),
pour ε(ω) complexe, on déduit de l’équation (5.26) à la fois une pulsation ω mais aussi une durée de vie
de la résonance du mode plasmon de surface.
La distance d’atténuation perpendiculairement à l’interface ou « épaisseur de peau » des plasmons dans
le métal, telle que l’amplitude de l’onde est multipliée par 1=e, est donnée par :
1
κ
=
λ
2pi

ε0(ω)+ ε1
ε0(ω)2
1=2
; (5.28)
alors que dans l’air elle vaut :
1
κ1
=
λ
2pi

ε0(ω)+ ε1
ε21

: (5.29)
Pour l’argent à λ = 0;6 µm, où ε(ω) = 16+0;6i , ces distances sont de 24 nm dans le métal et de 390 nm
dans l’air ; pour l’or, à la même longueur d’onde, (ε(ω) =  9;6+ 1;5i) les distances sont de 31 nm dans
le métal et 280 nm dans l’air. Ces épaisseurs de pénétration sont donc plus petites, de plusieurs ordres de
grandeur, que les distances de propagation dans le plan de l’interface.
5.3 Excitation optique des plasmons de surface
Nous avons mis en évidence un mode propre de l’interface métal/air. Nous n’examinerons ici que
le cas de son excitation par une onde électromagnétique de pulsation ω et de vecteur d’onde k. Si ω
et k correspondent au mode propre de l’interface (c’est-à-dire si les courbes représentant la relation de
dispersion de l’onde et celle du mode plasmon se coupent), nous obtiendrons une résonance, qui pourra
être observée en réflexion ou en transmission.
5.3.1 Divergence des coefficients de Fresnel
On a appris dans les cours d’électromagnétisme que pour une polarisation s (champ électrique perpen-
diculaire au plan d’incidence) les coefficients de Fresnel en amplitude (fig. 5.1) ont pour expressions
rs =
E 1
E+1
=
k1  k
k1 + k
; (5.30)
ts =
E+
E+1
=
2k1
k1 + k
: (5.31)
Ce sont ici les composantes k et k1 des vecteurs d’onde sur la normale Oz à l’interface qui interviennent.
On a repris les notations introduites au § 5.2.
Pour une polarisation p (champ électrique dans le plan d’incidence) ces coefficients ont pour expres-
sions
rp =
E 1
E+1
=
ε1
k1
 
ε
k
ε1
k1
+
ε
k
; (5.32)
tp =
E+
E+1
=
2 ε1k1
ε1
k1
+
ε
k
: (5.33)
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Pour la polarisation s les expressions (5.30) et (5.31) ne divergent pour aucune fréquence. En revanche,
pour la polarisation p, la condition qui annule les dénominateurs de (5.32) et (5.33), (ε1=k1+ε=k) = 0, soit
aussi (ε1=κ1 + ε=κ) = 0, est précisément celle qui définit le mode propre du plasmon de surface (éq. 5.20).
On a vu qu’elle nécessite que les composantes normales k1 et k des vecteurs d’onde soient imaginaires,
c’est-à-dire que l’on soit capable d’exciter ce système à l’aide d’ondes évanescentes. Les configurations
expérimentales particulières requises vont être décrites ci-dessous.
Remarquons toutefois que, pour ε(ω) complexe, soit ε(ω) = ε0(ω)+ iε00(ω), les coefficients de Fresnel
ne divergent pas mais passent par une résonance quand la partie réelle du dénominateur est nulle, soit
(ε1=κ1 + ε0(ω)=k) = 0. Alors rp et tp sont de l’ordre de 4iε0=ε00. L’effet d’exaltation à la résonance
plasmon est plus important dans les métaux nobles pour lesquels, aux fréquences infrarouges ou visibles,
jε0=ε00j  1.
5.3.2 Milieux d’épaisseur finie, couplage par onde évanescente
Si une onde électromagnétique incidente interagit avec le mode plasmon, la droite qui représente sa re-
lation de dispersion dans le milieu de constante diélectrique ε1 coupe la courbe de dispersion des plasmons
de surface (formule 5.22 et fig. 5.3).
Or une onde propagative dans l’air, de constante diélectrique égale à 1, a pour relation de dispersion :
ω = c
q
k2x + k2z : (5.34)
À ω fixé, kx est plus grand sur la courbe de dispersion du plasmon que pour une onde propagative, puisque la
tangente à l’origine de la courbe du plasmon a ici pour pente c (fig. 5.5). Pour qu’une onde soit représentée
par une droite coupant cette courbe, il faudrait que kz soit imaginaire, ce qui signifie que l’onde sera
évanescente.
c=
p
ε 1
sin
θ 1
ωp
p
2
c
ω
ω
kxkxR0
FIG. 5.5: Couplage du plasmon par une onde évanescente dans l’air, excité en condition de réflexion totale
à l’aide d’un prisme d’indice ε1 > 1.
Ceci ne peut se réaliser avec une simple interface air-métal, mais est possible dans les configurations
ATR (Attenuated Total Reflection). Dans ce cas l’autre face du métal est en contact avec un prisme d’indice
ε1 > 1, produisant, pour une incidence θ1 dans le verre, un vecteur d’onde parallèle aux interfaces kx =
p
ε1k0 sin θ1 (fig. 5.6). On veut que kx > k0, il faut donc que pε1 sinθ1 > 1, c’est-à-dire que θ1, angle
d’incidence dans le milieu 1 sur l’interface parallèle au plan xOy, excède l’angle limite de la réflexion
totale verre-air θc tel que
p
ε1 sinθc = 1. L’onde sera bien évanescente dans l’air. Pour ω fixé, il existera un
seul angle θR, correspondant à kxR sur la courbe de dispersion du plasmon.
5.3. EXCITATION OPTIQUE DES PLASMONS DE SURFACE 97
métal
métal
FIG. 5.6: Excitation de plasmons de surface en réflexion totale atténuée : configurations a) de Kretsch-
mann, b) d’Otto.
FIG. 5.7: a) Observation, b) excitation des plasmons en champ proche.
Deux configurations sont possibles :
i) on excite une couche de métal à travers le prisme en verre sur lequel il est déposé, l’air étant de l’autre
côté du métal (fig. 5.6 a). C’est la configuration de Kretschmann. L’incidence du côté verre se fait donc à
un angle plus grand que l’angle limite ; l’angle θR correspondant à la résonance est tel que :
kx =
p
ε1 sinθRk0 =
s
ε1ε0(ω)
ε1 + ε0(ω)
k0 ; (5.35)
ii) le verre est séparé du métal par une couche d’air d’épaisseur de l’ordre de la longueur d’onde (fig. 5.6
b), selon la configuration d’Otto.
Lorsqu’on voudra observer les plasmons de surface en bénéficiant des techniques de champ proche, on
s’inspirera de ces deux situations (fig. 5.7) : dans la configuration de Kretschmann, on éclaire à travers un
prisme en champ lointain, et on recueille le signal dans l’air grâce à une fibre optique amincie. Dans la
configuration d’Otto, c’est la pointe qui apporte une excitation en champ proche, alors qu’on observe en
champ lointain.
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5.3.3 Couplage par un réseau
Pour une valeur de kx permettant la propagation d’une onde dans le diélectrique 1, il ne peut y avoir de
couplage avec les plasmons de surface car kx est trop petit pour permettre l’interaction avec les plasmons
de surface. Une manière d’augmenter kx est d’utiliser la diffraction par un réseau. Dans l’air et pour un
réseau de diffraction de pas a éclairé sous l’angle d’incidence θ, les vecteurs d’onde diffractés vallent :
kx =
ω
c
sinθ0 p
2pi
a
; (5.36)
où p est un entier. Plus généralement toute perturbation ou rugosité qui modifie le vecteur d’onde par
rapport à la situation d’une interface plane va permettre soit d’exciter le plasmon de surface à partir d’une
onde propagative, soit de faire passer du mode plasmon non propagatif au mode diffusé propagatif en
entrant dans le « cône de lumière » (fig. 5.8). En particulier on pourra observer les plasmons par diffusion
sur des rugosités.
c=
sin
θ
ωp
p
2
ω
ω
kxkxR
∆k
0
c
FIG. 5.8: Couplage au mode plasmons de surface par un réseau, introduisant un accroissement du vecteur
d’onde ∆k = 2ppi=a.
5.3.4 Variation du champ dans l’épaisseur d’une couche mince métallique hors
résonance et à la résonance
Le système est éclairé par l’intermédiaire du prisme, une partie de l’onde est directement réfléchie
à l’interface verre-métal, le reste de l’onde réfléchie provient de contributions ayant traversé le métal et
s’étant réfléchies au moins une fois à l’interface métal-air (fig. 5.9). Hors résonance, l’amplitude du champ
décroît du verre vers l’air (fig. 5.10). Au contraire, à la résonance, le champ dans le métal est exalté et
décroît à partir de l’interface où est localisé le mode plasmon et où le coefficient de réflexion est maximum.
Les deux contributions de l’onde émergeant du côté verre sont en opposition de phase, d’où une inten-
sité réfléchie plus faible. Pour une épaisseur particulière, l’atténuation liée à la propagation dans le métal
et l’amplification par le plasmon se combinent de telle sorte que les deux contributions se compensent
exactement, et l’intensité réfléchie est nulle.
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FIG. 5.9: Couche mince d’or éclairée à travers un prime par une onde évanescente.
5.4 Résonance plasmon d’une sphère métallique plongée dans un di-
électrique
On a vu comment exciter optiquement la résonance plasmon à l’interface plane entre un métal et un
diélectrique. Il est également possible d’exciter la résonance plasmon dans de petites particules métalliques,
placées dans une matrice diélectrique de constante diélectrique ε1. La condition de résonance s’obtient alors
en écrivant que le dipôle volumique induit devient infini ; elle dépend de la forme des particules.
Pour des particules sphériques de rayon très petit devant la longueur d’onde de la lumière, placées
dans un champ extérieur E0, le dipôle volumique induit a pour expression, dans le modèle de Lorentz-
Lorenz, [163] :
P(ω) =
ε(ω)  ε1
ε(ω)+2ε1
ε0E0(ω) : (5.37)
En régime de type électrostatique, non propagatif, on obtiendra la résonance lorsque ε(ω) = 2ε1.
5.5 Quelques expériences de mise en évidence
Le thème des plasmons de surface, dont nous venons de poser les bases, a fait l’objet d’une abon-
dante littérature. Nous ne citerons ici que quelques articles pionniers ou typiques. Pour ce qui est des
expériences, citons les premières observations directes par microscopie tunnel électronique [164], ou mi-
croscopie optique en champ proche, du plasmon [24], et de sa propagation [165], son excitation en champ
proche [25,166], l’effet d’augmentation du champ électrique à la résonance plasmon [167], les expériences
d’optique de surface avec des plasmons [26], l’observation de la localisation associée au plasmon dans
des films aléatoires métal-diélectrique [33], ou même une animation montrant la diffraction des plas-
mons [168]. L’analyse théorique des plasmons a été effectuée par de nombreux auteurs, par analyse de
modes propres [169, 170], fonction de Green [153] et dipôles couplés [171], ou pour ce qui concerne leur
excitation et leur détection en champ proche [109].
Nous décrivons maintenant plus en détail cinq expériences à titre d’exemples.
L’expérience la plus simple de mise en évidence du mode plasmon de surface consiste à éclairer à
travers un prisme la couche mince d’un métal noble, à faire varier l’angle d’incidence θ et à mesurer
l’intensité réfléchie. Pour une valeur de θ, de l’ordre de 45Æ pour de l’argent, supérieure à l’angle limite, et
une lumière incidente polarisée p, l’intensité réfléchie passe par un minimum, alors qu’on n’observe aucun
effet particulier pour une polarisation s de la lumière [163].
Une des premières observations directes de l’onde électromagnétique associée aux plasmons de surface
a été réalisée dans la configuration de Kretschmann, en microscopie optique en champ proche (Scanning
Near-Field Optical Microscopy). Les plasmons sont excités à la surface de billes métallisées, de diamètre
90 nm, servant d’antennes à plasmons [166]. La lumière diffusée est collectée en champ lointain par une
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métal
FIG. 5.10: Variation du champ électrique dans l’épaisseur d’une couche d’or de 30 nm d’épaisseur, selon
la polarisation de la lumière d’excitation. L’angle θc est l’angle limite de la réflexion totale, θR correspond
à la résonance plasmon.
lentille en verre, celle de polarisation p, à la différence de la contribution s, fait apparaître, pour un angle
d’incidence particulier, le pic plasmon. Des images ont été obtenues.
N. Kroo & al. [164] ont utilisé la pointe métallique d’un microscope tunnel électronique pour déter-
miner la longueur de décroissance (9;0 µm) de plasmons de surface à l’interface entre le vide et un film
d’argent, excité en géométrie de réflexion totale à travers un prisme en quartz par un laser He Ne. Le
mécanisme de détection serait principalement de nature thermique, la décroissance des plasmons se faisant
par excitation d’électrons ou émission de photons, processus qui produisent tous deux un échauffement.
Ceci modifie la distance pointe-échantillon, et par là le courant tunnel.
Le pic de propagation de plasmons de surface a été directement observé par microscopie tunnel optique
par P. Dawson & al. [165] : les images en champ proche montrent l’étalement dissymétrique du pic (de
l’ordre de 20 µm) dû à l’onde évanescente lorsqu’une couche d’argent est introduite et le plasmon excité.
Les expériences de magnéto-optique sont sensibles à la valeur du champ électromagnétique à l’endroit
de la couche magnétique. Dans un sandwich Au/Co/Au, (25 nm=1 nm=4 nm) on a observé sur le signal
magnéto-optique l’effet d’exaltation du champ électrique dans l’épaisseur de la couche métallique au pas-
sage à la résonance plasmon à une pulsation d’excitation donnée [167]. Cette exaltation a été mesurée en
réflexion en champ lointain, ou en transmission en champ proche. En faisant varier la pulsation de la lu-
mière, du visible à l’infrarouge et en ajustant son angle d’incidence on a pu décrire la courbe de dispersion
du plasmon dans l’argent (cf. fig. 5.3).
Chapitre 6
La résolution en champ proche
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6.1 Introduction
La résolution est un sujet sensible pour toutes les microscopies à sonde locale et en particulier en
microscopie en champ proche optique. Une approche adaptée de l’étude de la résolution doit être introduite
en tenant compte de toutes les spécificités des dispositifs en champ proche. Dans un premier temps, les
notions générales de limite de résolution en microscopie classique vont être introduites et on pourra noter
qu’elles sont peu adaptées aux microscopies optiques à sonde locale. Ensuite, quelques solutions seront
proposées pour définir la résolution de manière objective.
6.2 La résolution en microscopie classique
Des définitions de la résolution peuvent être trouvées dans nombre d’ouvrages « grand public » (diction-
naires, encyclopédies, livres d’enseignement). De nombreuses études précisent les méthodes et la notion de
résolution en microscopie classique, le problème ayant été posé et partiellement résolu au XIXème siècle
(Abbe (1873), Rayleigh (1896)). La notion de résolution est toujours attachée à un appareil donné. On parle
par abus de langage de résolution dans une image mais en pensant toujours aux limites de l’appareil qui a
permis de l’obtenir. On trouve trois grands types de définition :
– le plus petit intervalle entre deux éléments séparés par l’instrument,
– la plus petite taille d’un détail de l’objet observé par un instrument,
– la plus petite période d’un réseau observable avec une visibilité suffisante par l’instrument.
Toutes ces définitions montrent déjà la relativité de la notion de résolution. En effet, à quelle condition
considère-t-on que deux objets sont séparés dans une image? Quand considère-t-on qu’un objet n’est plus
visible (on sait que lorsqu’on s’approche de la limite de résolution, l’image est déformée)? Quelle est la
visibilité minimale, tolérable, d’un réseau? Pour répondre à toutes ces questions, il faut instaurer un critère,
intrinsèquement subjectif et relatif ou encore arbitraire.
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6.2.1 Critères de résolution
Pour un microscope classique, un critère de résolution communément admis est celui de Rayleigh [10],
[172, p.85–92]. Le critère de Rayleigh, permet de calculer la distance transversale minimale ∆x entre deux
points, dont l’objectif donne des images distinctes (limite de séparation) :
∆x = 0;611λ0
On
; (6.1)
où λ0 est la longueur d’onde de la source utilisée. L’ouverture numérique On caractérise le demi-angle
maximal α sous lequel l’objet immergé dans un milieu d’indice n peut être observé par l’objectif :
On = nsinα: (6.2)
Ce critère fait intervenir le calcul de la diffraction par une pupille circulaire : à un point objet correspond une
tache de diffraction image formée d’un lobe central et d’anneaux concentriques. Bien évidemment, deux
taches lumineuses images de deux points proches se recouvrent en général partiellement. Le critère de
Rayleigh stipule que deux points objets sont séparés par l’instrument si le maximum du lobe central image
d’un point lumineux correspond au premier minimum de la tache associée au point objet voisin. D’autres
critères peuvent être utilisés. Le critère de Rayleigh est assez favorable, ceux de Schuster ou Houston
définis au début du XXème siècle, conduisent à des limites de résolution bien différentes. Le critère de
Schuster stipule que deux points source sont résolus s’il n’y a aucun recouvrement des lobes centraux. La
limite de résolution est alors le double de celle donnée par le critère de Rayleigh (voir fig. 6.1). Dans l’étude
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FIG. 6.1: Deux taches images séparées par le critère de Rayleigh (à gauche) et de Shuster (à droite) en
incohérent. Les graduations sont en unités normalisées.
précédente, les points objets sont supposés incohérents. La résolution correspondant au critère de Rayleigh
cohérent est moins bonne qu’en éclairage incohérent [173]. J. Goodman [174, p. 117] montre que, déjà en
microscopie classique, il est impossible de choisir de manière générale entre un éclairage incohérent ou
cohérent, pour obtenir une meilleure résolution : le meilleur résultat dépend fortement de la structure fine
de l’objet et notamment de sa distribution de phase. Ceci est encore vrai en microscopie à champ proche
optique. M. Born et E. Wolf [10, p. 524] indiquent que la résolution obtenue par un microscope muni d’un
condenseur bien choisi est un peu améliorée (facteur 0;58 au lieu de 0;61 pour le critère de Rayleigh).
Définir le pouvoir de résolution des appareils, pour en comparer les performances, nécessite donc
d’adopter une convention commune : le critère de résolution. Les divers critères de résolution évoqués ne
tiennent pas compte du rapport signal sur bruit. Ils ne tiennent compte que de l’ouverture numérique et de la
longueur d’onde incidente. Il faut noter que l’image d’un point lumineux est une tache et le fait que l’image
ne ressemble pas à l’objet lorsque l’objet est petit (mais de taille supérieure à la limite de résolution) n’est
pas étonnante, même en microscopie classique.
6.2.2 Réponse impulsionnelle, fonction de transfert
Born et Wolf [10] nous montrent qu’il convient d’être prudent pour définir la limite de résolution
d’un microscope. En effet, deux point objets rapprochés ont entre eux un certain degré de cohérence. Les
propriétés de cohérence influent sur la limite de résolution calculée. Nous ne considérerons que les cas
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extrêmes de cohérence parfaite et d’incohérence parfaite pour simplifier l’analyse qui suit. Un microscope
classique peut être étudié théoriquement à l’aide de l’optique de Fourier (J. Goodman, [174]). L’application
au champ proche qui suivra nous oblige à en rappeler rapidement les fondements.
Les fonctions de transfert sont caractéristiques des systèmes linéaires et invariants par translation. Elles
ont un champ d’application étendu, et sont notamment connues en électronique et en optique. On comprend
aisément ce que signifie « linéaire » : la grandeur de sortie est reliée par une relation linéaire à la grandeur
d’entrée. En optique, par exemple dans le cas cohérent, la grandeur d’entrée sera un champ électromagné-
tique Eo émis par un objet, la grandeur de sortie sera le champ électromagnétique Ei dans le plan image du
système imageur. ρo = (xo;yo) étant un point objet, ρi = (xi;yi) un point image, l’invariance par translation
peut être définie par une réponse impulsionnelle du système vérifiant :
h(ρi ;ρo) = h(ρi ρo): (6.3)
Ceci implique qu’un point lumineux déplacé dans le plan objet produira un déplacement proportionnel de
la tache image associée. De plus, la réponse du système est identique quelle que soit la position du point
objet. La réponse impulsionnelle du système permet d’écrire le champ dans le plan image sous la forme 1 :
Ei(ρi) =
ZZ
+∞
 ∞
PSF(ρi  ρo)Eo(ρo)dρo =
ZZ
+∞
 ∞
h(ρi ;ρo)Eo(ρo)dρo: (6.4)
Cette expression constitue une convolution. Sa transformée de Fourier est donc un produit, dépendant de
q le vecteur constitué des deux variables réciproques de (x;y). Ces variables sont les fréquences spatiales
suivant x et y et elles correspondent aussi, en optique, aux coordonnées des vecteurs d’ondes (u;v) diffractés
dans le plan de la pupille. En prenant la transformée de Fourier de l’équation (6.4), on obtient :
Ei(q) = MT F(q):Eo(q): (6.5)
MT F(q) est la transformée de Fourier de la réponse impulsionnelle, c’est la fonction de transfert du sys-
tème :
MT F(q) =
ZZ
+∞
 ∞
PSF(ρ)exp( iρ:q)): (6.6)
L’avantage de ce formalisme réside dans la définition d’une fonction d’appareil, indépendamment de l’ob-
jet observé. Il permet de définir la caractéristique d’un appareil sans tenir compte du bruit, ni des carac-
téristiques de la source, ni de celles du détecteur. La résolution qu’il permet de définir est théorique ou
« mathématique ». En 1961, V. Ronchi [175] posait le problème de la résolution « réelle » différente de
la résolution « mathématique ». Cette distinction est encore plus cruciale en microscopie à champ proche
optique où le rapport signal sur bruit est en général très faible.
Comme tout système imageur, un microscope est limité par la diffraction. Les effets de la diffraction
par les pupilles d’entrée gouvernent le calcul de la fonction h [176]. Pour simplifier les calculs, des approxi-
mations sont nécessaires. L’hypothèse est celle de Kirchhoff et les approximations sont celles de Fresnel et
de Fraunhofer.
L’hypothèse de Kirchhoff [10, 8.3.2 p. 379] consiste à considérer que l’onde lumineuse est peu modifiée
par la pupille, excepté au voisinage immédiat de ses bords. Ainsi le champ au niveau de la pupille est celui
qui existerait au même endroit, si elle n’était pas présente 2.
Concernant les approximations de Fresnel et de Fraunhofer [10], retenons seulement les hypothèses de
base de ces approximations :
– la distance de la pupille au plan image est grande devant la taille de la pupille et devant la taille de la
zone considérée dans le plan image,
– approximation de Fresnel : l’approximation précédente permet un développement limité au premier
ordre et h peut être mise sous la forme de la transformée de Fourier du produit de la distribution du
champ Eo(ρo) au niveau de la pupille, par une fonction de phase,
1. PSF = Point Spread Function ou réponse impulsionnelle du système.
2. Cette hypothèse est intenable en champ proche, les « pupilles » sont de taille très inférieures à la longueur d’onde, le champ varie
très rapidement sur quelques nanomètres. Des effets de confinement de l’énergie lumineuse sont observés sur de telles dimensions.
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– approximation de Fraunhofer : si la distance pupille-écran est encore plus grande, cette fonction de
phase est quasiment constante et égale à l’unité sur la pupille. La distribution de champ sur l’écran
est obtenue par transformée de Fourier de la distribution de champ au niveau de la pupille.
On peut définir à partir de l’approximation de Fresnel, une fonction de transfert du système. Cette fonction
de transfert peut tenir compte de la présence d’aberrations. Dans ce dernier cas, la résolution est dégradée.
Si l’on tient compte des propriétés de cohérence, plusieurs résultats concernant la fonction de transfert
peuvent être obtenus. Comme précédemment, les détails pourront être trouvés dans la référence [174] et une
illustration simple des notions de cohérence est faite dans la référence [176]. Les principaux résultats sont
résumés ici. Les champs électromagnétiques émis par deux points source voisins peuvent avoir une relation
de phase entre eux. On ne distinguera que les deux cas extrêmes de cohérence parfaite et d’incohérence.
– Éclairage cohérent : les réponses impulsionnelles dans le plan image sont statistiquement dépen-
dantes. Les amplitudes des champs sont reliées par une transformation linéaire,
– Éclairage incohérent : les réponses impulsionnelles dans le plan image sont statistiquement indé-
pendantes. Les intensités sont reliées par une transformation linéaire. La réponse impulsionnelle est
proportionnelle au carré du module de la réponse impulsionnelle obtenue avec un éclairage cohé-
rent.
L’éclairage partiellement cohérent est défini et étudié dans la référence [10]. Si la région de cohérence (où
les points lumineux ont une relation de phase donnée entre eux) est de l’ordre de la taille de la réponse
impulsionnelle, l’éclairage est considéré comme partiellement cohérent.
En champ proche optique, par nature, les points balayés sont distants de quelques nanomètres. L’éclai-
rage utilisé peut-être de la lumière blanche [177], une émission Raman [178], ou plus souvent un éclairage
laser. La zone de cohérence spatiale est souvent plus grande que la zone balayée en champ proche [178],
sa taille est de l’ordre de la longueur d’onde compte-tenu du critère de Rayleigh, dans l’hypothèse où la
source est assez loin de l’objet 3. Diminuer la cohérence peut permettre d’éviter les effets de speckle [179]
et surtout les interférences, qui provoquent des raies parasites dans les images [177]. Le problème de la
cohérence est donc important en champ proche, dans le sens où elle peut induire un bruit (ou signal non
désiré, inutile) supplémentaire dans l’image.
6.2.3 Superrésolution « classique »
J. Goodman [174, p. 122] démontre que pour certains objets, une résolution au-delà des limites clas-
siques de la diffraction peut être atteinte. Pour des objets spatialement limités, il est en principe possible de
les résoudre avec une précision infinie. Il donne les raisons mathématiques de cette superrésolution pour
un champ objet « cubique ». Cette méthode consiste à suréchantillonner le signal. Le critère de Shannon-
Wittaker stipule que la résolution spatiale maximale est toujours le double du pas d’échantillonnage de
l’objet ∆x = 2p. Multiplier par m le nombre de points décrivant un même objet, multiplie par m le nombre
de points de l’image. Le pas d’échantillonnage est divisé par m, donc la résolution limite est divisée par m.
La relation d’incertitude stipule que le produit du pas d’échantillonnage par la fréquence spatiale limite est
une constante. La fréquence spatiale limite est multipliée par m. Le spectre du signal est obtenu par une
transformée de Fourier rapide (FFT = Fast Fourier Transform) du signal. Cette méthode est cependant très
sensible au bruit et pourra difficilement être utilisée dans les images champ proche, au faible rapport signal
sur bruit.
Pour augmenter la résolution d’un microscope classique, il est possible de placer un écran dont l’ab-
sorption varie judicieusement d’une zone à l’autre. Cette méthode s’appelle l’apodisation. Elle permet de
réduire la largeur mais aussi l’intensité du pic central de la réponse impulsionnelle. L’intensité dans les
lobes de la réponse impulsionnelle est cependant augmentée. Un écran opaque placé sur l’axe du micro-
scope permet ainsi d’augmenter la part des hautes fréquences spatiales de l’objet dans l’image. Cependant,
l’image n’est plus conforme à l’objet et comme en champ proche, l’interprétation des images est difficile.
Des méthodes utilisant la théorie de l’information, l’entropie, la théorie de la décision ont été développées
3. Ce qui est le cas dans la plupart des dispositifs expérimentaux champ proche, sauf peut-être lorsque la sonde sert aussi de source
ou dans l’étude de la fluorescence.
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plus récemment pour tenter de répondre au mieux aux questions liées à la résolution. Ces études spécifiques
ne seront pas détaillées ici, car elles n’ont pas été utilisées en champ proche même si la Transformée de
Karhunen-Loève a été ponctuellement appliquée [180]. L’article [181] présente une méthode numérique
pour augmenter la résolution latérale a posteriori dans les images. Les images présentées révèlent la sé-
paration de deux objets par méthode numérique (déconvolution) et énonce qu’un dispositif champ lointain
optimisé peut imager des objets de taille latérale λ=5, voire λ=13. Les limitations de cette méthode se-
raient le rapport signal sur bruit et le fait que l’objet est suffisamment petit pour représenter la réponse
impulsionnelle du système : objets petits et bien séparés. Bien évidemment cette réponse impulsionnelle
est fortement reliée à la structure de l’objet et à la zone observée. Plus l’objet est large, moins la méthode
fonctionne. En réalité, aucune loi physique de la diffraction n’est violée. La connaissance a priori de l’objet
et ses particularités permettent d’obtenir dans ce cas particulier, une excellente résolution. Nous cherchons,
en champ proche optique, à généraliser à tout objet, une méthode d’observation super-résolue. Donnons
maintenant quelques généralités concernant le champ proche afin d’introduire les problèmes spécifiques
liés à la résolution de ce type d’appareil.
6.3 Le champ proche optique, pourquoi?
Une excellente introduction à la microscopie champ proche optique est disponible dans une encyclopé-
die de renom (Encyclopædia Universalis). On ne résumera ici que les points concernant la résolution.
– la microscopie optique de champ proche permet d’atteindre des résolutions latérales meilleures
(quelques nanomètres) que celles des microscopes classiques, par la détection d’ondes évanescentes ;
– l’interprétation des images nécessite la résolution des équations de Maxwell dans une géométrie
connue.
Le but des microscopies optiques en champ proche est donc d’obtenir de meilleures résolutions latérales 4
que les microscopes classiques. Notons tout de même que pour être performantes, ces microscopies doivent
permettre d’obtenir une résolution latérale meilleure que les dispositifs confocaux [181, 182], moins dif-
ficiles à mettre en œuvre. Pour poser le problème de la résolution en champ proche, il est nécessaire de
connaître les principes de base des microscopies en champ proche optique (voir chapitres 1,2,3).
Lorsqu’un objet est éclairé par une onde électromagnétique, deux types de champs sont diffractés. Le
premier, le champ homogène se propage à grande distance et a une origine liée aux larges détails de l’objet
(basses fréquences spatiales), c’est le champ lointain. Le second, reste confiné au voisinage de l’objet 5 et
a une origine liée aux petits détails de l’objet (hautes fréquences spatiales). Le champ électromagnétique
diffracté par un objet contient toujours des ondes évanescentes et des ondes homogènes [183].
Pour simplifier, la distinction ondes évanescentes/ondes homogènes en terme de haute résolution/basse
résolution, ou hautes fréquences spatiales/basses fréquences spatiales sera utilisée dans ce chapitre.
En première approximation [6], la décroissance des hautes harmoniques à la distance z de l’objet (de
taille latérale ∆x, associée à la fréquence spatiale w i2pi=∆x), est gouvernée par :
exp(iwz)  exp

 
2pi
∆xz

: (6.7)
On peut définir alors une résolution typique en fonction de la distance à l’objet z :
∆x 2piz : (6.8)
L’idée de l’optique de champ proche, réalisée grâce aux moyens techniques modernes (piézo, amplifica-
teurs, etc.), consiste à détecter les hautes fréquences spatiales du champ. Quel que soit le dispositif, il
comprend l’objet et un petit élément diffractif (la pointe) placés à quelques nanomètres l’un de l’autre.
L’interaction électromagnétique entre ces deux éléments matériels provoque une possible conversion des
4. Résolution latérale : dans un plan parallèle au plan moyen de l’objet.
5. Le champ proche est constitué d’un mélange d’ondes homogènes et d’ondes évanescentes ; l’amplitude de ces dernières décroît
rapidement avec la distance à l’objet.
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ondes évanescentes en ondes homogènes et permet donc leur détection. Des informations complémen-
taires peuvent être trouvées dans les références de base [4–6]. Quelques idées fondamentales doivent être
retenues.
– Plus la pointe sera de petite dimension, mieux elle permettra une résolution des fréquences spatiales
élevées. Par contre, hors condition de résonance, l’efficacité de diffusion d’une petite sonde serait tel-
lement faible qu’elle serait difficilement détectable dans la lumière ambiante diffusée. La résolution
dépend évidemment des caractéristiques de la sonde.
– Plus la sonde est proche de l’objet, plus elle interagira avec des ondes très évanescentes, reliées à des
détails fins ou des hautes fréquences spatiales.
– La sonde et l’objet doivent être déplacés l’un relativement à l’autre (balayage : scanning) pour former
une image [184]. Le cas d’une étude spectroscopique locale 6 nécessite aussi un balayage après le
relevé d’un spectre pour étudier une zone donnée de l’objet.
Notons que les approximations de Fresnel et de Fraunhofer ne peuvent être utilisées dans le cas du champ
proche (la lumière est détectée à faible distance). De même l’hypothèse de Kirchhoff n’est pas valable, les
objets et la pointe étant de dimension nanométrique. Dans certains cas, pourtant, il est possible de définir
une fonction de transfert, pour un mode d’éclairage et une sonde donnés.
6.4 Qualité des images en champ proche optique et résolution
En microscopie classique, la résolution a été définie à partir de deux points sources objets. Résumons
les résultats principaux. Avec des approximations, notamment liées à la distance de l’objet à la pupille
d’entrée (approximation de Fresnel), une fonction de transfert linéaire a pu être trouvée. Cette fonction de
transfert permet de simplifier la détermination de la résolution limite à l’aide d’un critère. Notons que la
fonction de transfert « mathématique » ne dépend pas de l’objet, elle ne dépend que de l’appareil imageur,
sans tenir compte du rapport signal/bruit, ce qui est déjà sujet de controverse en microscopie classique.
Dans cette section, une discussion sur la nature des images champ proche introduira quelques méthodes de
caractérisation qui permettront de discuter l’existence d’une fonction de transfert en microscopie en champ
proche optique (voir également au chapitre 2).
6.4.1 Qu’est-ce qu’une image champ proche optique?
Le problème de la formation des images, prenant en compte le rôle de la pointe et son couplage avec
l’objet, a été étudié au chapitre 2. Par souci de simplification, nous ferons l’hypothèse d’une sonde pas-
sive, qui détecterait le module carré du champ à son extrémité, égal à celui qui existerait en l’absence de
sonde 7. Cette hypothèse de sonde passive permet de limiter le rôle de la sonde détectrice à une conversion
évanescent-homogène. Dans les cas où la sonde peut être considérée comme passive, il est plus aisé de
définir un objet adapté à la mesure de la résolution. En effet, dans le cas de la sonde détectrice, elle se
comporte alors comme un dipôle, excité par les ondes évanescentes diffractées par l’objet et qui rayonne
l’information associée à ces hautes fréquences spatiales, qui seraient atténuées à faible distance de l’objet.
Plus la distance sonde (passive)-échantillon est faible [4, 6, 173], meilleure est la résolution. En réalité,
le problème est plus compliqué puisque le signal détecté est le module carré de la somme de toutes les
harmoniques diffractées. En effet le signal détecté est une intensité lumineuse, proportionnelle au module
carré du champ électrique. De plus, la présence de la pointe au voisinage de l’objet peut impliquer un
confinement supplémentaire de la lumière et donc une meilleure discrimination spatiale. Dans certains cas,
on peut pourtant définir une fonction de transfert (voir chapitre 2).
Dans le cadre de l’hypothèse de sonde passive, on considère que les dispositifs SNOM imagent une
intensité lumineuse au voisinage de l’objet. L’objet pour ce type de microscopie n’est plus une varia-
tion de topographie ou d’indice (les deux étant intimement liés dans les images obtenues [75, 185]) mais
6. On cherche à caractériser la réponse d’une petite partie de l’objet à diverses longueurs d’ondes.
7. Notons que cette hypothèse ne permet pas de décrire les effets de polarisation provenant du couplage avec la pointe.
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directement l’intensité qui existerait sans la pointe. De nombreuses études montrent que le critère de sépa-
rabilité des objets diffractifs ne peut être considéré comme fiable, la formation des images champ proche
faisant intervenir des interférences et des effets de voisinage qui dégradent la résolution des objets maté-
riels [60, 162]. L’observation de réseaux [186, 187] et de structures périodiques semblables aux cristaux
photoniques [188] montre que la microscopie à champ proche optique est sensible aux hautes fréquences
spatiales de l’objet. Les flancs raides d’objets peuvent générer des confinements de champ, mais ceci n’est
pas systématique [189]. Une analyse de ce phénomène [4] montre que ce confinement est plus important
lorsqu’une composante du champ incident est perpendiculaire au plan moyen de l’objet. De plus, dans
des conditions de résonance plasmon, les images obtenues en champ proche sont en général encore plus
complexes [190]. Aussi, les microscopies à champ proche optique s’orientent-elles vers l’observation de
champ proche confiné, d’« objets électromagnétiques », plutôt que de chercher à découvrir une topogra-
phie inconnue. L’étude [188] montre bien que les structures d’intensité observées sont très éloignées de
la topographie et sont fortement dépendantes de la longueur d’onde utilisée et de la structure. L’exemple
de l’observation d’une marche [59] permet d’illustrer le problème. L’intensité lumineuse diffractée par
une marche matérielle fait apparaître un pic d’intensité et des oscillations, caractéristiques d’un filtrage
passe-bas. Mesurer la pente de l’intensité lumineuse ou la largeur du pic est irréaliste pour caractériser
l’appareil, puisque déjà la formation de l’intensité champ proche sans appareil se comporte comme un
filtre passe-bas. La figure 6.2 montre le profil d’intensité pour des signaux PSTM/STOM et SNOM en po-
larisation TM 8, pour une marche en verre de hauteur 15 nm. La simulation est effectuée à partir du modèle
décrit en [73]. La détection est supposée dipolaire, à 15 nm au-dessus de la marche. Dans une situation
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FIG. 6.2: Simulation d’un profil d’intensité SNOM : incidence θ = 0o (première ligne) et STOM/PSTM :
θ = 45o (deuxième ligne), en transmission (première colonne) et en réflexion (deuxième colonne). L’objet
est une marche en verre de hauteur 15 nm. L’intensité est normalisée à l’intensité de Fresnel et l’abscisse
est en unités λ (λ = 632;8 nm).
similaire, mais avec un pavé de largeur 50 nm comme objet, on obtient toujours le confinement d’inten-
sité au voisinage des bords (qui s’atténue rapidement avec la distance) qui peut être interprété comme un
double objet (confinement aux bords et chute d’intensité au milieu). Une inversion de contraste ne perturbe
8. La polarisation TM (ou p) est choisie car elle permet une meilleure ressemblance entre le profil d’intensité et l’objet, en
PSTM/STOM.
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pas la détermination de la résolution. L’origine des inversions de contrastes est aussi reliée à l’importance
(ou à l’absence) de la composante Ez du champ diffracté [162]. On pourra noter de plus, que l’intensité
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FIG. 6.3: Simulation d’un profil d’intensité SNOM (première ligne) et STOM/PSTM (deuxième ligne), en
transmission (première colonne) et en réflexion (deuxième colonne). L’objet est un pavé en verre de largeur
50 nm, de hauteur 15 nm.
calculée est fortement reliée à la composante Ez du champ électromagnétique diffracté. Cette composante
perpendiculaire au plan de l’objet, comporte une singularité lorsque l’objet qui le produit comporte un flanc
vertical. C’est cette singularité qui explique le confinement de la lumière observé en champ proche.
Des effets purement optiques sont l’objet d’études des microscopies optiques en champ proche (fluo-
rescence, plasmons, confinements de champ, etc.). Les microscopies à sonde locale telles les AFM (Atomic
Force Microscope) ou les STM (Scanning Tunneling electronical Microscope) ont la même approche. Les
premiers, par exemple, permettant d’étudier des forces atomiques, qui même si elles sont mieux corrélées à
la topographie que le champ électromagnétique, présentent parfois des inversions de contraste par rapport
à la topographie.
Il apparaît que définir un critère de résolution général est impossible. Parler de résolution est pourtant
nécessaire pour caractériser les appareils mais présente d’après ce qui précède des inconvénients majeurs.
Dans l’état de nos connaissances il semble plus prudent d’étudier le contenu spectral (la « résolution » ou
la qualité) dans chaque image acquise, en tenant compte des spécificités des microscopies à sonde locale
(asservissement, mode de balayage, etc.) en se gardant de conclure sur une caractérisation générale de
l’appareil. Parfois des résolutions excellentes ont été déterminées par l’observation directe de pentes dans
l’image. Les valeurs annoncées sont assez dispersées mais sont parfois inférieures à quelques nanomètres
[51, 191, 192] même si la pente mesurée à partir d’une intensité générée par une marche objet peut être
rédhibitoire pour caractériser un appareil.
Comme nous l’avons vu précédemment, il est raisonnable de tenter de caractériser le contenu spectral
local des images champ proche. On parlera alors de qualité des images ou de discrimination spatiale. Il faut
tenir compte de deux grandes caractéristiques des images champ proche :
– L’image est composée de lignes de balayage, aussi le traitement doit-il principalement porter sur ces
lignes, et la nappe d’intensité mesurée ne peut sans précaution être considérée comme une image
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classique, en terme de résolution. Une simple dérive du piézoélectrique qui déplace la sonde peut
induire une résolution artéfactuelle égale à deux pixels dans la direction perpendiculaire au balayage.
Ce problème est en voie d’être réglé dans tous les dispositifs expérimentaux. On sait aujourd’hui
compenser la dérive et l’hystérésis des translateurs piézoélectriques.
– La résolution diffère d’une zone de l’image à l’autre. En effet, lorsque la sonde se déplace dans un
plan non parallèle au plan moyen de l’objet, la zone où la pointe est plus proche de l’objet doit être
mieux résolue. L’étude de la résolution devra être la plus locale possible. De plus, la sonde peut être
déteriorée au cours d’un balayage. Il peut aussi être utile de changer les conditions d’éclairage au
cours d’un balayage, pour mettre en évidence des effets purement liés à la polarisation par exemple.
Il peut aussi être utile de distinguer les informations reliées au mode de balayage du signal purement
champ proche optique. Extraire le signal champ proche d’un signal champ lointain parasite (bruit),
ou d’un signal comportant des artefacts liés au mode de balayage pourrait s’avérer nécessaire dans
certains cas [188, 193].
En conséquence, pour caractériser l’information dans les images champ proche, une étude locale peut
s’avérer utile. Une simple transformée de Fourier du signal ne permet pas une analyse suffisamment fine
du signal champ proche, car elle ne permet pas de localiser les fréquences analysées précisément dans
l’image.
Dans la suite, des méthodes plus ou moins locales vont être présentées. Elles seront discutées rapide-
ment, ce sont :
– la transformée de Fourier classique et l’étude du niveau de bruit sur une ligne de balayage,
– les spectrogrammes,
– l’analyse temps-fréquence (optimisée pour localiser l’étude en fréquence et à des zones limitées de
la ligne),
– l’analyse par ondelette.
Deux types de méthodes existent. Les méthodes dites « directes » qui travaillent sur le signal par convolu-
tion ou les méthodes « réciproques » qui utilisent la transformée de Fourier du signal. Ces deux types de
méthodes sont équivalentes puisqu’il y a correspondance biunivoque entre le signal et sa transformée de
Fourier. Cependant, le débruitage classique par filtrage dans l’espace direct et la transformée en ondelettes
sont proches l’un de l’autre, comme la transformée de Fourier et l’analyse temps-fréquence (et les spectro-
grammes) appartiennent à la même famille. Nous allons introduire le débruitage simple, la transformée de
Fourier pour illustrer les deux types de méthodes.
6.4.1.1 Étude du bruit, transformée de Fourier
Pour avoir une idée de l’influence du bruit, on peut avec précaution utiliser une méthode élémentaire :
on suppose le bruit additif et on applique une fenêtre glissante pour débruiter le signal (S0). À ce stade, il
faut souligner que les fréquences spatiales caractéristiques du signal utile sont élevées ; de plus, le bruit y
a une contribution importante. Séparer le signal du bruit est donc très difficile. L’idée consiste ici à enlever
le plus de bruit possible du signal. C’est pourquoi, on peut penser à utiliser une moyenne glissante (avec
une petite fenêtre, si nécessaire de Hanning), qui tend à caractériser la dérivée du signal. On obtient une
image traitée (ST ) et le « bruit » (B = S0 ST ). On ajuste la taille de la fenêtre pour obtenir un minimum de
corrélation entre B et S0. Le maximum de corrélation montre un minimum pour une fenêtre de 3 pixels. Ce
résultat (fig. 6.4.1.1), issu d’une approche grossière, montrerait une résolution limitée à 3 pixels (300 nm)
dans ce cas. L’autocorrélation du signal peut donner des informations précieuses. Si le bruit est dominant
pour les valeurs extrêmes, on pourrait observer une discontinuité dans l’autocorrélation [194]. Une étude du
bruit dans le signal est toujours délicate mais elle permet d’évaluer une limite extrême à la discrimination
spatiale atteinte.
Une méthode plus raffinée permet de caractériser la résolution des microscopes en champ proche, par
détection du niveau de bruit dans les images [195]. Cette méthode utilise le spectre de Fourier des lignes
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de balayage. L’évaluation de la qualité des images champ proche utilise un lissage par splines pour ex-
traire l’information liée au bruit de celle liée à l’objet. L’image Shear-Force enregistrée simultanément à
l’image optique, permet de vérifier que le résultat n’est pas lié à la topographie. Cette méthode, appliquée à
un petit nombre de lignes de balayage, permet de déterminer la résolution, en relation avec l’objet observé.
Cette méthode utilise encore un « critère » : lorsque le niveau de bruit noie les hautes fréquences spa-
tiales, un changement de pente intervient dans le spectre avec un minimum local. D’autres méthodes sont
indépendantes de tout critère et donnent des résultats objectifs concernant le contenu spectral des images.
6.4.1.2 Analyse de Fourier
L’analyse de Fourier consiste à calculer la transformée de Fourier rapide FI du signal champ proche I(x),
comportant 2N +1 points. Cette transformée fournit N harmoniques de Fourier, dont l’amplitude définit la
projection du signal dans une base de fonctions harmoniques (exp(i2piux)). La définition de la fréquence
u est très précise, par contre l’étude spectrale n’est pas localisée. Une analyse de Fourier bidimensionnelle
mène à un résultat erroné [196], dans la direction perpendiculaire au balayage.
6.4.2 Résolution sur une portion de ligne
Trois méthodes vont être introduites pour pallier les inconvénients des précédentes. La méthode des
spectrogrammes et l’analyse temps-fréquence qui sont reliées à l’analyse de Fourier d’une part et l’analyse
par ondelettes, qui est apparentée à l’analyse directe du rapport signal sur bruit.
6.4.2.1 Spectrogrammes
Une méthode de type Fourier améliorée permet de déduire la résolution locale à l’aide de spectro-
grammes en amplitude et en phase de lignes de balayage [195, 197, 198]. Le principe du calcul est
l’étude du spectre d’un échantillon de la ligne extrait à l’aide d’une fenêtre glissante.
Un lissage par spline du spectre de Fourier d’une dizaine d’échantillons extraits de la ligne permet
la détermination de la résolution en considérant que lorsque le bruit couvre le signal haute fréquence, le
lissage produit un « moyennage » dans la zone du spectre considérée. On obtient, toujours sur la même
ligne de balayage, pour quelques échantillons répartis régulièrement, la figure 6.4. Parfois, le paramètre de
spline ne convient pas à certains échantillons, la résolution obtenue est alors égale à la limite de Shannon.
Il est alors nécessaire d’augmenter la valeur de ce paramètre pour obtenir un minimum. La taille de la
fenêtre ne doit pas être trop petite pour permettre une analyse spectrale suffisamment fine, mais doit être
suffisamment petite pour « localiser » l’étude.
L’inconvénient majeur de ce type de méthode spectrale est lié au fait que si l’on réduit la taille de
l’échantillon extrait de la ligne de balayage, on réduit en conséquence l’extension spectrale de l’ana-
lyse et on augmente l’incertitude sur la détermination spectrale (c’est encore le principe d’incertitude
d’Heisenberg-Gabor en analyse de Fourier). C’est pourquoi, nous nous sommes tournés vers l’analyse
temps-fréquence de type Wigner-Ville.
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FIG. 6.4: Lissage par spline (coefficient égal à 0,002) du logarithme du spectre des échantillons. On
représente le logarithme du spectre de Fourier de manière à mettre en évidence la décroissance quasi-
exponentielle de l’amplitude du spectre de Fourier du signal. Le minimum est localisé entre cette décrois-
sance et la prédominance du bruit. Une résolution minimale égale à 0,35 soit environ 3 pixels (160 nm) a
été obtenue dans ce cas.
6.4.2.2 Méthode temps-fréquence
Une analyse temps-fréquence plus précise que les spectrogrammes est possible grâce aux distributions
de type Wigner-Ville [199]. Ce type d’analyse permet de mieux contrôler la fenêtre spectrale et la fenêtre
dans l’espace direct, utilisées pour sonder l’image.
Le signal champ proche peut être analysé comme une fonction de trois variables (X ;Y; fs) où X , Y
et fs sont les pixels en ligne, colonne et la fréquence étudiée. La résolution ou plutôt la présence d’une
bande étroite de fréquences données peut être étudiée localement, dans des parties de l’image. Chaque
distribution temps-fréquence utilise un noyau (kernel) particulier, qui agit sur les pixels de l’image et les
fréquences. De nombreux noyaux ont été développés, adaptés à des applications spécifiques [199]. Tous
ces noyaux tentent de minimiser les effets d’interférences (cross term) inhérents aux distributions de type
Cohen. Les résultats suivants sont calculés à l’aide de la pseudo-distribution de Wigner-Ville lissée et réas-
signée (Reassigned Smoothed Pseudo-Wigner-Ville Distribution (RSPWVD)), développée par F. Auger et
P. Flandrin [200]. Cette version améliorée de la distribution de Wigner-Ville utilise un filtre dans l’espace
direct et un filtre dans l’espace de Fourier pour atténuer les termes d’interférences, d’où les qualificatifs
de « pseudo » et « lissée ». La réassignation correspond à attribuer les valeurs du traitement au centre
de gravité des points utilisés pour le traitement, elle est déconseillée si l’image est fortement bruitée. Les
résultats suivants montrent les applications possibles de ce type de traitement. D’une part, on peut faire une
analyse fréquentielle fine du signal, d’autre part, on peut même essayer de séparer les artefacts liés à l’as-
servissement, si les domaines fréquentiels sont suffisamment séparés. L’avantage de ce type de traitement
est l’analyse objective du contenu fréquentiel local des images champ proche.
6.4.2.3 Analyse par ondelettes
Cette analyse permet d’avoir un degré de liberté supplémentaire entre l’investigation spatiale et spec-
trale. Les ondelettes de Daubechies [202] permettent d’évaluer la résolution des images optiques. La trans-
formée en ondelettes utilise des familles d’ondelettes φa;b(x) qui sont déduites d’une ondelette mère par
des translations et des changements d’échelles :
φa;b(x) = 1
jaj
φ

t b
a

: (6.9)
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FIG. 6.5: AFM (a) et signal magnéto-optique champ proche (b) (données brutes), dimension 10 µm [201].
L’analyse RSPWVD aux fréquences 0;08203 (c) et 0;01171 (d) permet une séparation entre les détails
topographiques et le signal magnéto-optique. Les flèches indiquent une ligne topographique visible dans
(a), (b) et (c). Les cercles entourent des objets nanométriques dans (a), (b) et (c). La lettre « B », est placée
sur la frontière d’un domaine magnétique et la lettre « S » montre une paroi de domaine visible uniquement
dans (b) et (d).
La transformée en ondelettes d’un signal s(x) est alors donnée par les coefficients :
Ca;b =
Z
+∞
 ∞
f (x)φa;b(x)dx: (6.10)
La dilatation (ou changement d’échelle) et la translation permettent l’analyse locale du signal, en conser-
vant la forme de l’ondelette et donc son contenu spectral. Cette transformation est assez bien adaptée à
l’analyse locale de la résolution dans les images champ proche et est couramment utilisée pour le débrui-
tage des signaux. La décomposition sur la base des ondelettes est une opération de convolution similaire
à celle effectuée dans le cas du débruitage. Par contre, l’ondelette offre l’avantage d’avoir un spectre de
Fourier régulier, qui évite les effets de rebond ou recouvrement (aliasing) trop souvent rencontrés avec des
méthodes de type Fourier appliquées avec des « filtres » tels que les fenêtres glissantes (même si des fe-
nêtres de type hanning ou hamming permettent de diminuer ces effets). Une analyse multiniveaux peut ête
utilisée pour évaluer l’information dans les images champ proche [203]. À chaque étape de la décomposi-
tion multi-niveau, un canal de détail et un canal approché sont produits par l’action d’ondelettes passe-bas
et passe-haut. L’image originale est la somme des canaux de détail et approché, à chaque niveau du dé-
veloppement. Le signal approché est réutilisé pour construire la décomposition au niveau suivant. Cette
propriété de l’analyse multi-niveaux ou multi-échelles, facilite l’introduction d’un critère énergétique ou
entropique. Lorsque l’énergie (ou la densité de puissance en terme de traitement du signal) du premier ca-
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nal de détail (cD1) est supérieure à l’énergie du canal de détail du niveau suivant de décomposition (cD2),
le bruit prédomine dans cette zone. Par contre, si, localement, cD1 < cD2, le bruit a été séparé de l’infor-
mation. Un simple seuillage à mi-hauteur permet de mettre en évidence cet effet. L’analyse énergétique
présentée précédemment donne le résultat de la figure 6.6. Les points sombres montrent les niveaux supé-
rieurs au seuil choisi (mi-hauteur). Cette méthode fait intervenir un critère de seuil assimilable aux critères
de résolution précédents.
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FIG. 6.6: Analyse énergétique à l’aide de l’ondelette Daubechies 2. Les zones résolues à 2 pixels ap-
paraissent dans l’image E(cD2)-E(cD2). Elles caractérisent les zones périphériques des motifs, pouvant
laisser apparaître un confinement ou une forte variation du signal.
Les ondelettes doivent préférentiellement être utilisées dans un traitement 2D des images [196], pour
minimiser les artéfacts évoqués au § 6.4.1.
6.5 Conclusion
Les principes de base et les problèmes classiques liés à la résolution ont été abordés dans ce chapitre.
Des méthodes spécifiques au champ proche ont été présentées, afin d’étudier la qualité des images. Dans
cette optique, le problème n’est pas résolu mais reste ouvert. De nouvelles perspectives liées aux effets de
pointe et aux applications des microscopies à champ proche (lithographie, magnéto-optiques, plasmons,
matériaux à changement de phase, etc.) nous obligent à être prudents en annonçant les résolutions. Une
simple mesure de pente n’est pas réaliste. La méthode proposée par le schéma suivant pourrait résumer
l’approche champ proche de la résolution.
Ce synoptique résume les problèmes et la démarche pour évaluer cette résolution :
– l’intensité lumineuse détectée au-dessus de l’objet ne ressemble pas souvent à l’objet ;
– il y a peu d’objets idéaux pour caractériser les appareils ;
– il faut tenir compte des paramètres expérimentaux (comme le balayage) et des artefacts pour étudier
la résolution ;
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– l’utilisation d’un modèle, l’objet étant assez bien connu a priori, peut aider à définir la résolution ;
– sinon, des méthodes permettent de définir la résolution en tant que contenu spectral local dans les
images ;
– des méthodes de traitement du signal peuvent aider à éliminer les artefacts après enregistrement des
images.
L’étude objective, locale et précise du contenu spectral dans les images acquises, semble être une piste très
prometteuse pour évaluer la résolution. Développer ou appliquer d’autres méthodes comme les méthodes
entropiques, pourrait être une solution à moyen terme pour des séries d’acquisitions par exemple. Ceci ne
sera possible que lorsque la reproduction des conditions expérimentales pourra être mieux contrôlée.
Deuxième partie
Expérimentation
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Présentation de la deuxième partie
La communication optique, émission ou réception, avec un objet submicronique nécessite la mise en
relation sélective de cet objet avec une sonde spécifique nanométrique. L’évolution récente du domaine
du champ proche optique s’est appuyée sur les évolutions des microtechnologies dans le domaine de la
mécanique et de l’optoélectronique.
Cette partie est entièrement consacrée à la présentation du matériel constituant les microscopes de
champ proche optique, leur configuration, description ou fabrication.
Certains éléments n’ont pu être aussi détaillés que leur importance l’aurait demandé : capteurs de dé-
placement nanométriques, logiciels de contrôle, de régulation ou de sécurité par exemple.
Le premier chapitre (chapitre 7) expose les configurations expérimentales extrêmement diverses en
détaillant les sous-ensembles constitutifs du microscope. La description de la mécanique et de l’optique
aboutit à la génération de l’onde évanescente. Ce chapitre est essentiel pour apprécier l’immense diversité
des applications possibles qui seront détaillées dans la partie III.
Le chapitre 8 est centré sur les techniques de réalisation des principales sondes utilisées en champ
proche. Ces sondes sont essentielles dans la mesure optique. Dans le premier paragraphe sont introduites
les caractéristiques générales, avec quelques spécificités de chaque sonde. Ensuite, certaines techniques de
fabrication sont détaillées : les pointes obtenues à partir de fibres optiques étirées et/ou attaquées chimique-
ment, les sondes de type microlevier à base de semi-conducteur (Si et III-V) et enfin un exemple de pointes
métalliques en tungstène.
Le chapitre 9 expose l’outil micromécanique qui assure un triple déplacement de l’échantillon ou de
la sonde dans des conditions d’une extrême précision : c’est le « moteur » basé classiquement sur l’effet
piézoélectrique.
Enfin, nous terminons cette partie II par le chapitre 10 décrivant un microscope expérimental particu-
lièrement intéressant par son système d’asservissement. L’auteur nous permet de l’accompagner dans sa
démarche scientifique, il propose des idées originales, avec une rigueur et une méthodologie mathématique,
tout en conservant une impression d’apparente simplicité.
Michel Castagné
CEM2, Université Montpellier II
Place E. Bataillon, 34095 Montpellier cedex 05
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Chapitre 7
Les microscopes optiques en champ
proche
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Après quelques généralités, nous développerons dans ce chapitre les différentes configurations expé-
rimentales possibles pour la réalisation d’un microscope optique en champ proche. Nous supposerons
connu le principe de base de cette microscopie, ainsi que la notion d’onde évanescente. Afin d’acqué-
rir les connaissances nécessaires à la bonne assimilation des techniques présentées dans ce chapitre et
les suivants, le lecteur pourra consulter la préface et la première partie de cet ouvrage qui lui fourniront
toutes les bases théoriques nécessaires, et le livre de F. de Fornel [204] consacré principalement aux ondes
évanescentes.
7.1 Généralités
La microscopie optique en champ proche souvent appelée SNOM (Scanning Near Field Optical Micro-
scopy) fait partie des microscopies à sonde locale (SPM : Scanning Probe Microscopy) qui apparurent en
1982 avec l’invention du microscope à effet tunnel électronique (STM : Scanning Tunneling Microscopy)
par G. Binnig et H. Rohrer [205, 206].
Pour remédier à l’inconvénient principal du STM, à savoir l’impossibilité d’étudier des échantillons
isolants, G. Binnig, C. Quate et Ch. Gerber [207] proposent quelques années plus tard un autre type de
microscopie à sonde locale : la microscopie à force atomique (AFM : Atomic Force Microscopy). Les
avancées technologiques qu’ont permis les travaux réalisés dans le cadre de ces deux types de microscopie
ont largement contribué au développement du SNOM.
Historiquement, l’idée de la microscopie optique en champ proche remonte à 1928. En effet, un phy-
sicien irlandais, E. Synge [208], proposa d’utiliser une ouverture de dimensions petites devant la longueur
d’onde de la lumière λ, réalisée dans un écran métallique, pour éclairer localement un échantillon (fig. 7.1).
En déplaçant cette ouverture parallèlement à la surface de l’échantillon à une distance inférieure à la lon-
gueur d’onde d’illumination, seule une zone de dimensions sub-longueur d’onde serait éclairée à chaque
position de la nano-source du fait du confinement du champ électromagnétique au voisinage de l’ouverture.
En observant ainsi chaque point de la surface, on obtiendrait une image optique contenant des informations
relatives aux objets de taille sub-longueur d’onde qui la composent. Le principe de la microscopie op-
tique en champ proche venait d’être énoncé. En s’affranchissant ainsi des limitations dues à la diffraction,
cette méthode de caractérisation rend obsolètes les critères de résolution tels qu’ils sont définis en optique
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FIG. 7.1: Principe d’une nano-source optique. Configuration proposée par E.H. Synge [208].
classique, introduisant intuitivement la dimension de la sonde et la distance sonde/échantillon comme nou-
veaux facteurs limitatifs. Bien entendu, la longueur d’onde reste un paramètre important en microscopie
optique en champ proche puisque la nature du champ que nous désirons étudier en dépend.
En 1944, H. Bethe [41] étudia théoriquement la diffraction par une petite ouverture circulaire, en champ
proche et en champ lointain, et en 1984 G. Massey [209] montra à l’aide d’un formalisme d’optique de Fou-
rier que cette technique pouvait permettre d’atteindre une résolution optique comprise entre 30 et 100 nm,
uniquement limitée par l’épaisseur de peau de l’écran métallique. Dans son article, G. Massey propose
l’utilisation de transducteurs piézo-électriques, récemment développés à l’époque et utilisés par le STM, et
émet des idées générales sur la fabrication de sondes optiques.
Cette idée de source locale de taille bien plus petite que la longueur d’onde est mise en pratique pour
la première fois par E. Ash et G. Nicholls en 1972 [210] dans le domaine des micro-ondes (λ = 3 cm).
Une résolution latérale de λ=60 fut alors obtenue en utilisant une ouverture de 0;5 mm placée à 0;5 mm de
l’échantillon (constitué de motifs en aluminium déposés sur un substrat de verre).
Dans le domaine de l’optique, c’est D. Pohl [18] qui annonce pour la première fois, en 1984, la mise
au point d’un SNOM capable d’atteindre une résolution d’environ 25 nm (λ=20) à une longueur d’onde
de 488 nm en utilisant une sonde en quartz taillée en pointe à l’acide fluorhydrique dont les côtés sont
recouverts d’une couche mince d’aluminium.
Actuellement, il existe de nombreuses variétés de SNOM utilisant des sondes de nature différente, tra-
vaillant en transmission ou en réflexion, en éclairage champ lointain ou évanescent. Cette grande diversité
des configurations, que nous présentons dans ce chapitre, tend à montrer l’inexistence d’une configuration
universelle valable pour toutes les applications et pourrait être le reflet de la divergence de la communauté
scientifique sur la nature exacte des phénomènes générant les images optiques en champ proche.
Principe : détection des ondes évanescentes
Dans la partie théorique (chap.1), nous avons vu que le phénomène de diffraction impose une limite de
résolution latérale à la microscopie optique classique. La valeur de cette limite correspond approximative-
ment à la demi-longueur d’onde de la lumière visible, c’est-à-dire à environ 200 à 300 nm (expérimentale-
ment, c’est la limite qui est actuellement atteinte par la microscopie confocale).
La microscopie optique en champ proche permet le franchissement de cette limite par la détection
des informations relatives aux détails sub-longueur d’onde d’un objet, c’est-à-dire relatives à ses hautes
fréquences spatiales correspondant aux ondes évanescentes (donc non propagatives) situées au voisinage
de la surface de l’échantillon et par conséquent indétectables par les méthodes traditionnelles de l’optique
classique.
La diffraction de la lumière joue le rôle de filtre passe-bas vis à vis des fréquences spatiales de l’échan-
tillon, car seules les ondes homogènes peuvent atteindre le détecteur placé loin de l’échantillon alors que
les informations relatives aux détails optiques sub-longueur d’onde restent confinées aux abords immédiats
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FIG. 7.2: Conversion par une nanosonde des ondes évanescentes en ondes progressives et inversement.
Deux types d’éclairage sont représentés : en transmission et en réflexion (le type d’éclairage étant défini
selon sa position par rapport à la sonde).
de la surface. Cette zone de confinement de la lumière est appelée zone de champ proche optique. C’est
dans cette région que le champ électromagnétique évanescent contribue de manière significative au champ
total [6].
Pour détecter ces informations sub-longueur d’onde à la surface d’un objet, plusieurs configurations
sont possibles : soit éclairer la surface par des ondes évanescentes qui, diffractées par cette surface, don-
neront naissance à des ondes homogènes (radiatives) contenant l’information champ proche et détectables
par une méthode classique, soit éclairer la surface par des ondes homogènes, qui par diffraction par cette
surface, donneront naissance à des ondes évanescentes porteuses des informations champ proche.
Dans ces deux cas, il est nécessaire de trouver un moyen de convertir des ondes homogènes en ondes
évanescentes et vice versa. La solution de E. Synge [208] illustrée (fig. 7.1) utilise un nano-trou. Ce der-
nier peut également servir de nano-collecteur convertissant les ondes évanescentes en ondes homogènes
capables de se propager dans l’air ou dans un guide jusqu’à un détecteur. Nous verrons que d’un point de
vue pratique, il devra avoir des dimensions latérales très faibles afin de répondre à des contraintes liées à la
nécessité de réaliser un balayage latéral de la sonde ou de l’échantillon pour obtenir une image.
Une deuxième possibilité consiste à utiliser l’extrémité très petite d’un objet effilé (fig. 7.2), considé-
rée comme une particule de taille nanométrique diffusant localement le champ proche et par conséquent
capable de jouer le rôle de convertisseur (qu’on appellera aussi sonde) d’ondes homogènes en ondes éva-
nescentes et inversement.
Les ondes évanescentes porteuses de l’information champ proche d’une surface ont des « profondeurs
de pénétration » très faibles (typiquement inférieures à 100 nm). Il sera donc nécessaire d’approcher la
sonde le plus près possible de la surface. La résolution du microscope sera d’autant plus grande que la
distance sonde/surface sera petite, cette distance pouvant atteindre quelques nanomètres.
7.2 Les différents montages en microscopie optique en champ proche.
Les deux éléments principaux d’un SNOM sont la sonde et le système d’approche permettant le
contrôle de sa distance à la surface de l’échantillon. Pour différencier les montages, nous présenterons
rapidement les différents types de sondes utilisées en SNOM, car leur description détaillée et leur méthode
de fabrication font l’objet du chapitre 8.
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FIG. 7.3: Schéma des deux principaux types de sonde utilisés en SNOM. (a) sonde à ouverture (fibre
optique métallisée); (b) sonde sans ouverture (matériau homogène).
7.2.1 Sondes utilisées en microscopie optique en champ proche
Une sonde peut être une nano-source (nano-illuminateur) et nous parlerons dans ce cas de SNOM
en mode illumination locale, ou bien un nano-détecteur (nano-collecteur) et nous parlerons dans ce cas
de SNOM en mode détection locale. La sonde utilisée sera principalement une fibre optique effilée dont
l’extrémité métallisée lui permet de disposer d’une nano-ouverture (fig. 7.3 a) jouant ce rôle de nano-
illuminateur ou de nano-collecteur. La dénomination de SNOM à sonde à ouverture est également utilisée.
Lorsque la sonde joue le rôle d’un nano-objet diffusant ou perturbateur (fig. 7.3 b), on parle de SNOM
à sonde sans ouverture. La sonde est constituée d’un matériau homogène (métal, semi-conducteur ou di-
électrique) et ne présente pas à son extrémité de nano-ouverture.
7.2.1.1 Sondes à ouverture
Le concept de la sonde à ouverture reprend l’idée du nano-trou suggérée par E. Synge [208]. Le rôle de
cette ouverture optique est de confiner la lumière sur une zone très localisée de l’échantillon. Actuellement,
cette nano-ouverture est généralement obtenue en métallisant une fibre optique monomode dont l’extrémité
a été préalablement effilée (cf. chapitre 8). Elle présente alors à son extrémité une ouverture optique (milieu
diélectrique) de quelques dizaines de nanomètres de diamètre entourée d’un écran métallique d’épaisseur
supérieure à l’épaisseur de peau du métal utilisé (aluminium, or). Cette ouverture optique peut être utili-
sée pour éclairer localement l’échantillon (mode nano-illumination), on détecte alors le champ propagatif
résultant de cette interaction locale, en champ lointain, en réflexion ou plus généralement en transmission
à l’aide d’un système optique traditionnel (un objectif de microscope par exemple). Elle peut aussi être
utilisée pour détecter localement les ondes évanescentes générées à la surface de l’échantillon éclairée en
champ lointain (mode nano-collection). Le champ collecté par l’ouverture est rendu partiellement propa-
gatif par cette interaction en champ proche et est guidé vers l’autre extrémité de la fibre où il est détecté
par un photomultiplicateur avant d’être analysé.
Les photographies 7.4 a, b et c montrent des images de microscopie électronique à balayage de fibres
optiques effilées et métallisées.
7.2.1.2 Sondes sans ouverture
L’approche sonde diffusante généralise et applique le concept, décrit en introduction, de nano-diffuseur
plongé dans le champ proche d’un objet. La famille des sondes diffusantes regroupe les sondes homogènes
chimiquement (contrairement aux sondes à ouverture composées d’un cœur diélectrique entouré de métal).
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(a) extrémité de forme conique. (b) extrémité de forme parabo-
lique.
(c) ouverture optique en extrémité
de fibre métallisée.
FIG. 7.4: Photographies de fibres optiques effilées métallisées.
On peut classer dans cette catégorie les fibres optiques effilées (non métallisées) et les sondes utilisées
d’une manière générale en microscopie à sonde locale (AFM, STM, : : : ), (cf chapitre 8).
7.2.2 Système de régulation de la distance sonde/échantillon
Le principe de fonctionnement du système de régulation de la distance sonde/échantillon est décrit
d’une part dans le cadre général des SPM dont font parties les SNOM, et d’autre part dans les cas parti-
culiers d’un système de régulation à onde évanescente de Fresnel (cas des configurations appelées PSTM
pour Photon Scanning Tunneling Microscope ou STOM pour Scanning Tunneling Optical Microscope) et
d’un système à forces de cisaillement avec détection optique (« shear force ») développé spécifiquement
pour le SNOM. Le système « shear force » utilisant un diapason sera largement décrit dans le chapitre 10.
Nous n’aborderons pas les systèmes de type AFM [207,211–217] traditionnel et STM [205,206,218,219]
qui font l’objet de nombreux articles disponibles dans la littérature.
7.2.2.1 Principe général d’un système de régulation d’un SPM
D’un point de vue expérimental, un microscope optique en champ proche, faisant partie de la catégo-
rie des microscopes à sonde locale (SPM), repose sur le même principe que ces derniers, c’est-à-dire sur
le positionnement d’une sonde de taille nanométrique au contact ou au voisinage immédiat de la surface
(typiquement à quelques nanomètres) d’un échantillon et sur la détection de la grandeur d’interaction qui
existe entre la sonde et l’échantillon. Les différents types de SPM ne diffèrent que par la nature de l’inter-
action sonde/échantillon détectée, qui dans le cas d’un SNOM est une intensité lumineuse. La figure 7.5
montre leur principe de base. Le signal détecté est envoyé vers un correcteur d’erreur qui compare ce signal
à une consigne préalablement fixée dans le cas d’un asservissement. Le signal d’erreur (erreur = signal –
consigne) à travers un correcteur, commande le système d’ajustement de la distance sonde/échantillon. Des
tubes piézo-électriques sont utilisés dans les SPM afin d’assurer des déplacements très faibles (jusqu’à une
fraction de nanomètre) entre la sonde et l’échantillon selon les trois directions de l’espace. L’image est
obtenue par balayage de la surface de l’échantillon par la sonde, ou par déplacement de l’échantillon sous
la sonde, et en enregistrant la grandeur d’interaction en chaque point du balayage.
Les microscopes à sonde locale possèdent essentiellement deux modes de balayage :
le mode à hauteur constante (fig. 7.6 a) où la pointe se déplace dans un plan parallèle au plan moyen de
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l’échantillon. La distance sonde/échantillon varie alors avec la topographie de ce dernier ; la valeur
de la grandeur mesurée en chaque point de la surface est directement affichée et constitue le signal
de sortie du SPM.
le mode à intensité constante (fig. 7.6 b) qui utilise un asservissement pour garder l’intensité de la gran-
deur d’interaction égale à une consigne préalablement fixée. Ceci est réalisé en ajustant la distance
sonde/échantillon à chaque point de mesure. Dans ce mode, ce sont les déplacements du tube piézo-
électrique, maintenant l’intensité détectée à une valeur de consigne, qui constituent le signal de sortie
du microscope.
Ce dernier mode n’est appelé mode à distance constante que si le signal détecté est directement relié à la
topographie de l’échantillon. Dans ce cas, la sonde suit le relief topographique de l’échantillon. Le signal
de sortie représente alors la topographie de la surface de l’échantillon (fig. 7.6 b). Dans le cas où le signal
détecté ne dépend pas seulement de la topographie de l’échantillon, la sonde ne suit plus le relief mais un
trajet qui dépend de l’évolution de ce signal au dessus de l’échantillon. Ce trajet peut être très différent de
la topographie de l’échantillon (cas de la configuration PSTM décrite dans le § suivant) et expose ainsi
la sonde à un contact destructeur avec l’échantillon. C’est ce qui se passe lorsque le signal détecté est
une intensité lumineuse (cas du SNOM) dont les variations, qui dépendent de la nature physico-chimique
du matériau constituant l’échantillon et de nombreux paramètres caractérisant l’onde électromagnétique
incidente (polarisation, longueur d’onde, angle d’incidence, : : : ), ne sont pas reliées au profil géométrique
de l’échantillon.
En général, pour résoudre ce type de problème, un signal annexe d’origine non optique (signal de force
par exemple issu d’un AFM) sera utilisé comme signal de référence pour l’asservissement.
FIG. 7.5: Principe de fonctionnement des microscopes à sonde locale.
Chaque mode a ses avantages et ses inconvénients :
le mode à hauteur constante n’est utilisable qu’avec des échantillons présentant une très faible rugosité.
L’échantillon est alors positionné de façon à ce que sa surface soit parallèle au plan de balayage de
la sonde afin de minimiser les risques de destruction de cette dernière par un contact avec la surface.
Il peut être utilisé également pour réaliser des images à différentes hauteurs de l’échantillon. Le
balayage dans ce mode est rapide et permet d’étudier plus facilement les phénomènes dynamiques
se produisant à la surface des échantillons;
le mode à intensité constante qui permet de visualiser des surfaces plus rugueuses si le signal est relié
à la topographie (mode à distance constante) en minimisant le risque de collision de la sonde avec
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FIG. 7.6: Modes de balayage d’un SPM.
l’échantillon. Néanmoins le balayage dans ce mode est plus lent que celui du mode précédent, car le
temps de réponse de l’asservissement doit être pris en compte.
Dans le cas d’un SNOM, la mesure de force est en général associée à une mesure optique. La plupart des
SNOM sont donc des systèmes hybrides permettant de réaliser simultanément une double détection : celle
d’un signal optique pour le signal champ proche et celle d’un deuxième signal associé à la topographie de
l’échantillon.
7.2.2.2 Cas de l’asservissement optique par onde évanescente de Fresnel : configurations PSTM et
STOM
La configuration schématisée figure 7.7 a été proposée pour la première fois en 1989 simultanément
par R. Reddick & al [114], F. de Fornel & al [220] pour le PSTM et D. Courjon & al [115] pour le STOM.
Une onde évanescente de Fresnel, créée en configuration de réflexion totale par l’intermédiaire d’un
prisme, éclaire par transmission un échantillon transparent ou semi-transparent. L’onde de Fresnel d’in-
tensité I à décroissance exponentielle est perturbée par la surface de l’échantillon. Lorsque la sonde, une
fibre optique effilée (non métallisée), est suffisamment proche de l’échantillon (fig. 7.7), elle pénètre dans
le champ évanescent, le perturbe localement et partiellement, donnant naissance par diffusion à un champ
progressif (on dit qu’on frustre la réflexion totale) d’intensité dépendante de I transmis à travers la fibre
optique jusqu’à un photomultiplicateur. Ce mécanisme de diffusion est appelé effet tunnel optique par ana-
logie à l’effet tunnel électronique à partir duquel fonctionne le STM. Le signal, qui dépend fortement de
la distance pointe/échantillon, mais également de l’indice local de l’échantillon, est utilisé par une boucle
d’asservissement afin de maintenir I constante pendant le balayage latéral (mode à intensité constante).
La figure 7.8 montre une courbe de décroissance de l’intensité lumineuse captée par une fibre optique.
Cette courbe montre que l’intensité captée à l’approche de la surface commence par suivre en première
approximation une décroissance exponentielle; puis elle s’incurve au voisinage immédiat de la surface. Un
modèle où la sonde est remplacée par un plan semi-infini permet malgré cette approximation de rendre
compte de cet effet [221].
La courbe de la figure 7.8 montre que l’asservissement aura une sensibilité maximale dans la zone de
plus forte pente c’est-à-dire pour une distance sonde/échantillon supérieure à 50 nm, voire beaucoup plus
(500 nm). Cette contrainte contribuera à une limitation en résolution d’un tel système qui typiquement est
de l’ordre de 50 à 100 nm.
7.2.2.3 Cas d’un asservissement à forces de cisaillement à régulation optique (shear force)
Ce type d’asservissement a été imaginé en 1992 [222,223] dans le cadre spécifique des études en micro-
scopie optique de champ proche utilisant une sonde à fibre optique. En effet, l’utilisation d’une technique
AFM comme système d’asservissement posait le problème de l’utilisation de sonde qui n’était pas soli-
daire d’un bras de levier horizontal dont on mesure la déflexion verticale, c’est le cas des fibres optiques
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FIG. 7.7: Principe du microscope STOM/PSTM. FIG. 7.8: Variation de l’intensité lumineuse en
fonction de la distance sonde/échantillon dans
une configuration PSTM (θ : angle d’incidence
de l’éclairage en réflexion totale) ; d’après L. Sa-
lomon [221].
rectilignes effilées. Une solution consista à réaliser des fibres optiques courbées [224–226]. Une autre so-
lution fut de développer un mode résonant où la sonde, animée d’un mouvement de vibration latérale à
une fréquence proche de sa fréquence de résonance avec une amplitude de quelques nanomètres, subit, très
près de la surface, des forces latérales dites de cisaillement (shear force) dues à la présence de la surface.
Cette interaction provoque un amortissement de l’oscillateur (la sonde) et donc une atténuation de son am-
plitude de vibration utilisée pour contrôler la distance sonde/échantillon. L’asservissement de la position
de la sonde, pour une amplitude de vibration constante, conduit à la détection d’un signal fortement relié
au profil topographique de l’échantillon [227, 228]. L’amplitude de vibration peut être mesurée par inter-
férométrie optique (fig. 7.9) ou masquage ou ombrage d’un photo-détecteur à 2 ou 4 quadrants dans l’axe
du faisceau [229, 230]. Dans ce type d’asservissement à forces de cisaillement, la résolution latérale est
FIG. 7.9: Principe de fonctionnement d’un microscope à forces de cisaillement utilisant une sonde SNOM
(fibre optique) avec une détection interféromètrique.
limitée par l’amplitude crête à crête de vibration de la sonde qui est typiquement d’environ 10 nm.
La nature et l’origine exacte des forces de cisaillement ne sont pas très bien connues, plusieurs types
de forces pourraient intervenir (acoustiques, de viscosité, dipôlaires, : : : ).
Dans le chapitre 10, l’utilisation, dans un asservissement de type shear force, d’un diapason en quartz
sur une des branches duquel est fixée la fibre optique est décrite. Les avantages de cette technique y sont
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FIG. 7.10: Système de détection optique des forces de cisaillement (shear force) par « ombrage » de la
fibre optique.
présentés.
7.2.3 Configurations expérimentales
Dans le paragraphe 7.2.1, consacré aux différents types de sondes utilisés en SNOM, nous avons pro-
posé une classification des différentes configurations expérimentales s’appuyant essentiellement sur le rôle
que joue la sonde: celui d’un nano-illuminateur, d’un nano-collecteur ou d’un nano-objet diffusant. Dans ce
paragraphe nous nous appuierons sur cette classification et nous verrons que selon la position de l’éclairage
et de la détection par rapport à la sonde, nous parlerons de système en mode réflexion ou en mode transmis-
sion. Les figures 7.11 et 7.12 récapitulent schématiquement les principales configurations expérimentales
de la microscopie optique en champ proche en s’appuyant sur les critères précédemment cités. L’éclairage
et la détection lumineuse, lorsqu’ils ne sont pas assurés par la sonde, sont en général réalisés par des tech-
niques classiques de champ lointain (source et photodétecteur associés à un objectif de microscope par
exemple), l’éclairage pouvant dans certaines configurations (STOM et PSTM) être réalisé en réflexion to-
tale interne. Dans ce paragraphe, nous ne ferons pas un état de l’art des différentes configurations de SNOM
trop nombreuses à ce jour. Nous nous limiterons à décrire les deux grandes familles faisant l’objet de la
classification proposée et donnerons pour les illustrer quelques exemples d’architectures expérimentales.
FIG. 7.11: SNOM à sonde à ouverture ; a) mode illumination locale, b) mode collection locale.
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FIG. 7.12: SNOM à sonde sans ouverture ; c) et d) fibres optiques non métallisées, e) et f) sondes opaques
(semi-conductrices ou métalliques).
7.2.3.1 SNOM à sonde à ouverture
7.2.3.1.1 Mode nano-illumination Ce type de configuration est le premier à avoir été proposé en mi-
croscopie optique en champ proche. D. Pohl [18] présente en 1984 une configuration de SNOM par trans-
mission utilisant une sonde comme nano-source. Le schéma de la figure 7.13 rappelle le principe de cette
configuration : les ondes évanescentes issues de la diffraction de la lumière excitatrice par l’ouverture de
la sonde sont diffusées sous forme d’ondes homogènes par les hautes fréquences spatiales de la surface
de l’échantillon. La sonde utilisée par Pohl est un cristal de quartz taillé en pointe recouvert d’une couche
d’aluminium d’environ 50 nm d’épaisseur et d’une fine couche d’or protégeant l’ensemble de la corrosion.
Une ouverture optique est réalisée par élimination locale du métal en exerçant une légère pression méca-
nique sur l’extrémité de la sonde contre la surface d’un échantillon très plat. Un système optique classique
collecte en champ lointain à travers l’échantillon, donc en transmission, la lumière diffusée contenant les
informations champ proche (fig. 7.14). La résolution obtenue par ce premier système est de l’ordre de
25 nm (λ=20) pour une longueur d’onde d’éclairage de 488 nm.
En 1986, le même groupe [231] propose d’utiliser la métallisation de la sonde pour réaliser le contrôle
de la distance sonde/échantillon par STM. En 1987, il propose dans une deuxième configuration de tra-
vailler en mode réflexion [232]. La sonde est une lame de verre recouverte d’un film mince d’aluminium
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FIG. 7.13: Principe d’un SNOM à ouverture en mode illumination.
de 20 nm d’épaisseur. Un trou de 70 à 100 nm de diamètre réalisé dans le film métallique constitue une
nano-ouverture ayant le double rôle de nano-illuminateur et de nano-collecteur (fig. 7.15). Le mode ré-
flexion peut utiliser également la sonde comme nano-illuminateur et un système classique de collection en
champ lointain placé en incidence plus ou moins rasante par rapport à l’échantillon. Ce type de configura-
tion pose le problème des réflexions multiples du champ diffracté entre la partie métallique de l’extrémité
de la sonde et l’échantillon avant d’atteindre le détecteur [233] (fig. 7.16). En 1995, D. Pohl & al. [234] dé-
veloppe une configuration originale appelée TNOM (Tunnel Near Field Optical Microscope) schématisée
sur la figure 7.17 utilisant un STOM inversé. En s’inspirant du théorème de réciprocité de Helmholtz [10],
les concepteurs supposent que le signal champ proche détecté reste inchangé lorsque la source et le détec-
teur en champ lointain sont interchangés. En conséquence, un STOM en mode inversé (la sonde devient
nano-émetteur et la détection se fait au delà de l’angle critique), doit avoir les mêmes caractéristiques qu’un
STOM/PSTM conventionnel. Dans cette configuration originale, (fig. 7.17), l’illumination se fait locale-
ment, comme dans le cas d’un SNOM à ouverture en mode nano-illumination, grâce a une fibre optique
étirée et métallisée. Deux types de lumière détectée sont distingués: la lumière dite « permise » détectée à
des angles inférieurs à l’angle critique qui contient un mélange de hautes et basses fréquences spatiales de
l’objet, et la lumière dite « interdite » détectée au-delà de l’angle critique qui ne contient que des informa-
tions relatives aux hautes fréquences spatiales de l’objet. Ce dispositif permet de cumuler les avantages du
SNOM en terme de confinement de l’éclairage et du STOM/PSTM en terme d’amélioration du rapport si-
gnal sur bruit (détection en champ sombre). L’intensité mesurée au delà de l’angle critique est relativement
importante (30 % de la lumière transmise) et varie exponentiellement avec la distance sonde/échantillon. Le
dispositif expérimental a été amélioré par l’utilisation de miroirs ellipsoïdaux qui maximisent la détection
de la lumière « interdite ». Cette version [235] est connue sous le nom deTNOM-2. De nombreuses équipes
ont utilisé ce mode nano-illumination. Différents types de sondes ont été proposés : micro-pipette en verre
étirée à chaud et métallisée [236] à l’aluminium, sonde pyramidale creuse en nitrure de silicium métalli-
sée [237], l’ouverture optique sur ce même type de sonde ayant également été réalisée par micro-perçage
par faisceau d’ions focalisé [238].
Ce type de configuration a fait l’objet de nombreuses expérimentations décrites dans la littérature. Au-
jourd’hui, il utilise principalement comme sonde une fibre optique effilée métallisée associée à un système
d’approche de type AFM [222, 226] (traditionnel dans le cas d’une fibre optique courbée, shear force dans
les autres cas) ou STM [239, 240]. Dans ce dernier cas, les études sont limitées à des échantillons conduc-
teurs ou nécessitent le dépôt préalable d’une fine couche de métal sur les échantillons isolants. L’épaisseur
de cette couche doit être faible, environ 10 nm, afin de ne pas masquer les propriétés optiques de l’échan-
tillon.
132 CHAPITRE 7. LES MICROSCOPES OPTIQUES EN CHAMP PROCHE
FIG. 7.14: Configuration de SNOM à ou-
verture en transmission (d’après D. Pohl &
al. [18]).
FIG. 7.15: SNOM à ouverture utilisant une
nano-ouverture comme illuminateur et collecteur
locale (d’après D. Pohl & al. [232]).
7.2.3.1.2 Mode nano–collection Le schéma de la figure 7.18 rappelle le principe de cette configura-
tion. E. Betzig & al. [241] en 1987 proposent pour la première fois d’utiliser la nano-ouverture en extrémité
de sonde comme nano-détecteur du champ proche d’un échantillon dans une configuration en mode trans-
mission (fig. 7.19). Dans cette expérience, l’illumination se fait à l’aide d’un objectif de microscope et le
champ collecté par la nano-sonde est transmis vers un photomultiplicateur par l’intermédiaire d’une fibre
optique. Ce mode a fait l’objet d’un nombre limité d’expérimentation [242–244], car l’avantage d’éclairer
un échantillon localement a souvent été dominant sur celui de détecter localement, principalement dans des
expérimentations de spectroscopie. De plus, dans le cas du mode nano-collection, l’éclairage étant réalisé
de manière classique, donc d’une étendue spatiale plus large, le rapport signal sur bruit est dégradé.
La figure 7.20 montre un schéma expérimental utilisé dans une expérimentation de spectroscopie Ra-
man en champ proche [244]. L’échantillon est éclairé en réflexion totale interne et la fibre optique effilée
métallisée collecte le signal champ proche, la régulation de la distance sonde/échantillon étant assurée par
un système shear force.
7.2.3.1.3 Avantages et inconvénients des sondes à ouverture. Les configurations de SNOM à sonde à
ouverture ont l’avantage principal de confiner spatialement, soit la zone éclairée (mode nano-illumination),
soit la zone de capture du champ à détecter (mode nano-collection), minimisant ainsi les sources de bruit
liées à la diffusion des zones adjacentes.
Ce confinement permet d’atteindre des résolutions typiques de l’ordre de 30 à 50 nm annoncées par
la plupart des auteurs précédemment cités. Ce type de configuration a permis d’étudier à l’échelle sub-
longueur d’onde de nombreux phénomènes et propriétés optiques.
Le mode transmission ou réflexion, ainsi que les différents modes de fonctionnement que permettent
les systèmes de régulation de type AFM et STM, offrent la possibilité d’étudier aussi bien des échantillons
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FIG. 7.16: Réflexions multiples entre la couche métallique de la sonde et l’échantillon en configuration de
SNOM en mode réflexion.
FIG. 7.17: Principe du microscope TNOM.
biologiques que des matériaux diélectriques, conducteurs ou semi-conducteurs.
L’inconvénient majeur du SNOM à sonde à ouverture est la difficulté de réaliser des sondes devant
répondre à des caractéristiques géométriques reproductibles. En effet, les techniques utilisées pour effi-
ler et métalliser les fibres optiques n’assurent pas une grande reproductibilité de la forme de la sonde, du
diamètre de son extrémité avant métallisation, de son ouverture après métallisation. Cette métallisation
doit permettre le dépôt d’une couche métallique dont l’épaisseur doit être au moins égale à son épaisseur
de peau afin d’éviter des fuites de lumière trop importantes au niveau de la partie étirée de la fibre op-
tique. Rappelons que l’épaisseur de peau d’un métal (en supposant que cette notion reste valable en champ
proche) est l’épaisseur pour laquelle l’intensité transmise est atténuée d’un facteur e. Elle est d’environ 10
à 15 nm pour l’aluminium dans le visible. La résolution d’un SNOM à fibre optique métallisée sera donc
fondamentalement limitée par l’épaisseur de peau de la couche métallique déposée en extrémité de fibre.
Cela peut expliquer les difficultés rencontrées par ce type de microscopie à améliorer les premiers résul-
tats obtenus par D. Pohl & al. [18] en 1984 avec une résolution de 25 nm, une des meilleures résolutions
annoncées avec celle de E. Betzig & al. [245].
Un autre inconvénient inhérent à ce type de sonde concerne les pertes importantes du signal (six ordres
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FIG. 7.18: Principe d’un SNOM à ouverture en mode collection.
de grandeurs) au niveau de la partie effilée de la sonde utilisée en mode nano-illumination, où il n’y a
plus de mode guidé dans la fibre. Ces pertes ont pour conséquences de limiter les puissances incidentes
sur l’échantillon, parfois insuffisantes dans des expérimentations de spectroscopie à faible rendement et
d’induire des effets thermiques [246] qui vont dégrader la sonde soit en modifiant sa forme et ses dimen-
sions [247], soit en faisant fondre la couche métallique entourant l’ouverture.
Une autre limitation concerne le domaine spectral d’utilisation de ce type de sonde. En effet, les fibres
optiques disponibles aujourd’hui et pouvant être effilées correctement par les techniques actuelles sont li-
mitées à transmettre depuis 0;35µm jusqu’à 3µm de longueur d’onde. Les fibres à base de chalcogénure
utilisées dans l’infrarouge thermique posent des problèmes quant à leur mise en forme (opération d’effi-
lage).
7.2.3.2 SNOM à sonde sans ouverture
La famille des sondes diffusantes regroupe les sondes homogènes chimiquement (au contraire des
sondes à ouverture composées d’un matériau diélectrique recouvert d’un métal). On peut classer dans
cette catégorie les fibres optiques effilées (non métallisées) constituées d’un matériau diélectrique et les
sondes utilisées d’une manière générale en microscopie à sonde locale (AFM, STM, : : : ) constituées d’un
matériau diélectrique, semi-conducteur ou métallique.
7.2.3.2.1 Sondes diffusantes diélectriques Les fibres optiques effilées (non métallisées) sont les pre-
mières sondes diffusantes à avoir été utilisées essentiellement comme collecteur de lumière dans les confi-
gurations expérimentales de microscopie à effet tunnel optique désignées par les acronymes PSTM [114,
220] (Photon Scanning Tunneling Microscope) et STOM [115] (Scanning Tunneling Optical Microscope)
utilisant un éclairage en réflexion totale interne et présentées pour la première fois en 1989.
Dans ce type de configuration, la fibre optique diffuse l’onde évanescente de Fresnel ainsi que les
ondes évanescentes issues de la diffraction par les structures sub-longueur d’onde de l’échantillon. A titre
d’exemple, la figure 7.21 montre le schéma expérimental du STOM proposé en 1989 par D. Courjon &
al. [115].
Ce type de configuration avec un éclairage en réflexion totale interne a souvent été utilisé pour perturber
et donc détecter les plasmons de surface (voir Partie 1, Chapitre 5) excités par résonance à la surface d’une
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FIG. 7.19: Configuration de SNOM à ouverture en transmission en mode nano-collection proposée par E.
Betzig & al. [241].
fine couche métallique d’argent déposée sur un prisme en verre [248, 249]. Rappelons que pour un certain
angle d’incidence supérieur à l’angle critique, on observe un minimum du signal réfléchi par la face plane
du prisme (condition de résonance) du à l’absorption du champ incident associée à la génération d’un
plasmon de surface. L’extrémité de la pointe, approchée très près de la surface du film métallique, perturbe
localement le plasmon. Ceci entraîne une modification de la résonance se traduisant par une augmentation
du signal réfléchi. La perturbation dépend surtout de la distance sonde/échantillon, mais aussi des propriétés
locales de l’échantillon. C’est la mesure de cette variation de réflexion optique qui permet d’imager, par
balayage, la surface d’argent.
Nous verrons dans le paragraphe suivant que l’utilisation d’une sonde métallique perturbe plus efficace-
ment les plasmons et permet ainsi d’améliorer considérablement la résolution. Ces sondes diélectriques ont
également été utilisées en mode collection pour l’étude d’échantillons émetteurs de lumière (échantillons
fluorescents [250] ou photoluminescents [251]). Des études sur les guides d’ondes optiques [252] (profil
de mode, propagation dans les guides) ont permis de mesurer le champ en sortie de guide ou d’étudier la
propagation dans les guides par la diffusion au dessus des guides de la composante évanescente des modes
guidés.
Une configuration expérimentale en mode réflexion avec un asservissement par shear force utilisant
la fibre effilée à la fois pour illuminer et pour collecter le signal optique a été proposée par M. Spajer &
al [191, 253] (fig. 7.22). Parce que l’extrémité des fibres optiques non métallisées se comporte comme une
petite particule diffusante frustrant localement un champ évanescent, seule la taille de ce centre diffusant
devrait théoriquement être le facteur limitant la résolution. En réalité ce n’est pas le cas. En effet, même s’il
est possible de réaliser des extrémités de fibre optique de 10 nm de diamètre, les résultats obtenus montrent
que ces sondes n’ont pas permis d’atteindre des résolutions meilleures que 20 à 30 nm. Ceci peut avoir
plusieurs explications:
– lorsque la sonde est utilisée en mode illumination, le confinement médiocre de l’éclairage empêche
qu’il soit très localisé,
– en PSTM, la profondeur de pénétration de l’onde évanescente de Fresnel souvent trop importante
limite la résolution.
De plus, ces sondes ne permettent pas d’avoir un bon rapport signal sur bruit :
– le centre diffusant (silice) est un diélectrique de faible permittivité ε et ne permet donc que de faibles
diffusions,
– la diffusion se produisant spatialement dans un cône dont l’ouverture est beaucoup plus importante
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FIG. 7.20: SNOM à sonde à ouverture (fibre optique métallisée) en mode nano-collection appliqué à une
expérimentation de spectroscopie Raman développée par J. Grausem & al. [244].
que celle de l’extrémité conique des fibres, seule une faible partie du champ diffusé pénètre dans le
cœur de la fibre lorsqu’elle est utilisée en mode collection.
Un autre type de sonde diélectrique a fait l’objet de plusieurs études, c’est celui des sondes pyramidales en
SiN utilisées en AFM. Elles ont l’avantage d’être transparentes dans le visible et jusqu’à 290 nm dans le
proche UV, d’avoir un haut indice de réfraction (n = 2), de présenter une extrémité de petite taille (typique-
ment 20 à 50 nm), d’être peu fragiles, d’être solidaires d’un bras de levier permettant leur utilisation avec
un asservissement AFM en mode contact, donc favorable à l’obtention d’une bonne résolution, et finale-
ment d’être disponibles commercialement. Ces sondes ont été utilisées par différents auteurs [238,254,255]
comme sondes diffusantes. N. van Hulst & al. [254] proposa une configuration en mode réflexion utilisant
la sonde à la fois comme illuminateur et comme collecteur du signal champ proche (fig. 7.23). L’illumi-
nation de l’objet est réalisée par l’extrémité de la sonde grâce à un faisceau laser focalisé à l’intérieur de
celle-ci (pyramide creuse). La collection du signal champ proche se fait également par l’extrémité de la
sonde jouant alors son rôle de particule diffusante. Pour augmenter le rapport signal sur bruit de la détec-
tion optique, un diaphragme placé devant le photodétecteur permet de sélectionner uniquement la partie
du faisceau réfléchi issue du centre de la sonde, donc de son extrémité. Le mécanisme de conversion onde
évanescente/onde homogène, donc de collection du signal champ proche dans ce type de sonde, présentant
une structure complexe, a été étudié par M. Castagné & al. [256]. P. Adam & al. [257] proposent une
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FIG. 7.21: Configuration STOM (Scanning Tunneling Optical Microscope) proposée par D. Courjon &
al. [115].
FIG. 7.22: SNOM à fibre optique effilée, non métallisée, utilisée simultanément en mode illuminateur et en
mode collecteur développé par M. Spajer & al. [191, 253].
double configuration en transmission et en réflexion (fig. 7.24) où l’éclairage est respectivement réalisé,
soit en incidence normale à travers l’échantillon en champ lointain par un objectif de microscope, soit au
dessus de l’échantillon (donc en réflexion) pour deux angles d’incidence possibles, par une fibre optique
couplée à une lentille à gradient d’indice ou par un objectif de microscope. La sonde joue le rôle d’un
objet diffusant collectant le signal champ proche qui est envoyé vers un photomultiplicateur à travers une
fibre optique placée à la verticale de la sonde. Cette configuration très polyvalente a permis de travailler
sur l’influence sur le signal champ proche de différents paramètres optiques tels que l’angle d’incidence,
l’angle de détection et la polarisation.
7.2.3.3 Sondes diffusantes semi-conductrices ou métalliques (sondes AFM et STM)
Les différents résultats obtenus avec les sondes diélectriques diffusantes ont montré que les meilleures
résolutions produites étaient rarement supérieures à 20 nm. Dans l’espoir d’améliorer la résolution de la
microscopie optique en champ proche, d’autres techniques se sont développées. Une technique très pro-
metteuse, mettant toutefois en œuvre une expérimentation lourde et délicate, concerne l’utilisation comme
particule diffusante d’une molécule fluorescente déposée en extrémité de sonde diélectrique qu’on éclaire
dans sa bande d’absorption [258–260]. L’imagerie en champ proche d’un échantillon à proximité de la mo-
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FIG. 7.23: SNOM sans ouverture en mode réflexion utilisant une sonde pyramidale en SiN développé par
N. V. Hulst & al. [254].
lécule se fera à travers les modifications des caractéristiques de fluorescence (intensité émise, durée de vie
de fluorescence, spectre de fluorescence) de la molécule dues à la présence de l’échantillon. Les avantages
considérables de cette technique sont l’utilisation d’une sonde de taille moléculaire, ainsi que la connais-
sance parfaite des caractéristiques de l’émetteur (champ d’un dipôle). Très peu d’études sont entreprises
actuellement avec cette technique et des résultats significatifs ne semblent pas à ce jour avoir encore été
obtenus.
Une autre configuration de SNOM très prometteuse a été proposée en 1988 par C. Boccara [261] et en
1990 par K. Wickramasinghe [262]. Cette configuration repose surtout sur l’utilisation de sondes opaques
telles que celles qui sont utilisées en AFM et en STM et qui sont généralement semi-conductrices (Si :
silicium) et métalliques (W : tungstène), dont l’extrémité joue le rôle d’une nano-particule diffusante. Ces
sondes présentent des avantages leur conférant un fort potentiel dans les expérimentations de SNOM. Parmi
ces avantages, citons les principaux :
– la plupart des sondes sont disponibles commercialement. Dans le cas des sondes métalliques, le
tungstène souvent utilisé, est facilement façonnable par électrochimie (effilement de l’extrémité);
– une large variété de sondes, en terme de géométrie, est disponible (conique, tétrahédrale, hyperbo-
lique, : : : );
– ce type de sonde peut jouer le double rôle de nanosource et de nanodétecteur. Nous verrons que dans
le cas des sondes métalliques, la possibilité d’avoir un effet d’exaltation du champ électromagnétique
par effet de pointe en polarisation p, peut conférer à ces sondes un rôle de nanosource ;
– possibilité d’utiliser comme système d’asservissement de la distance entre la sonde et l’échantillon,
l’AFM ou le STM avec les avantages qu’ils procurent par rapport à un asservissement optique (voir
§ 7.2.2) ;
– sondes en général de taille très petite donc haute résolution espérée, le diamètre de l’extrémité des
sondes semi-conductrices ou métalliques peut facilement atteindre 10 nm, voire moins ;
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FIG. 7.24: SNOM sans ouverture (sonde pyramidale en SiN) en double mode transmission et réflexion
développé par P. Adam & al. [257].
– domaine d’étude spectrale large (une fibre optique posera des problèmes de transmission optique
ou de mise en forme de son extrémité par exemple dans l’infra-rouge moyen où de nombreuses
applications sont intéressantes) ;
– phénomènes thermiques minimisés (pas de problème de dégradation de la couche métallique d’une
fibre optique métallisée quand elle est soumise à une densité d’énergie trop importante) ;
– l’illumination de l’échantillon et la détection du signal optique étant assurées en champ lointain, leur
direction pourra facilement varier, l’état de polarisation des composants optiques assurant ces deux
fonctions pourra être mieux contrôlé.
La figure 7.25 illustre schématiquement le principe de ce type de configuration en montrant que l’éclairage
comme la détection peut se faire en transmission ou en réflexion.
Le fait, dans cette technique, d’éclairer classiquement l’échantillon en champ lointain peut poser un
certain nombre de problèmes. En effet, pour minimiser les sources de lumière parasite et donc pour maxi-
miser le rapport signal sur bruit d’un microscope utilisant de telles pointes, il sera nécessaire de réaliser
un éclairage très focalisé, un spot de focalisation de quelques microns de diamètre peut être typiquement
obtenu. Nous savons que dans un tel plan de focalisation, l’état de polarisation de l’éclairage sera mal dé-
fini. Un moyen de s’affranchir le plus possible de la lumière parasite (essentiellement la partie spéculaire)
due à la non localité de l’éclairage est de réaliser un éclairage en réflexion totale interne, qui toutefois,
sera limité à l’étude d’échantillons transparents ou semi-transparents. Dans un cas plus général, la solution
proposée consiste à faire vibrer verticalement la sonde à une fréquence f permettant ainsi la modulation
du champ qu’elle diffuse (fig. 7.26). En effet, la lumière parasite diffusée par les parties de la sonde autres
que son extrémité (cantilever, corps de la sonde : les flans du cône), est moins sensible à la vibration que
ne l’est l’extrémité en interaction avec le champ évanescent. Le signal optique de fréquence f est alors
extrait de l’intégralité du signal, détecté en champ lointain, par détection synchrone à cette même fré-
quence. La figure 7.26 illustre schématiquement l’effet de la vibration de la sonde. En position basse de
la vibration, la sonde perturbe fortement le champ proche de l’échantillon, alors qu’en position haute de
la vibration (quelques dizaines de nanomètres), l’interaction sonde/échantillon est beaucoup plus faible.
Le signal champ proche, entre ces deux positions, varie de manière importante alors que l’intensité de la
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composante champ lointain varie peu au cours de la vibration. Une détection synchrone permet de filtrer la
composante continue du signal champ lointain.
Une autre possibilité, récemment proposée [263], pour filtrer le signal provenant de l’extrémité de la
sonde en interaction avec l’échantillon, consiste à analyser à l’aide d’un polariseur le champ détecté par la
sonde pour éliminer les éventuelles contributions des sources progressives au signal champ proche. Cette
FIG. 7.25: Principe du SNOM sans ouverture dans le cas d’un éclairage en réflexion et en incidence
normale. Deux modes de détection possibles sont représentés : détection en réflexion et détection en trans-
mission.
FIG. 7.26: Principe de la détection du champ proche optique par une sonde sans ouverture en mode vibrant.
technique de SNOM à sonde opaque fait actuellement l’objet d’un certain nombre de travaux théoriques [6,
264, 265] permettant de mieux comprendre les mécanismes de contraste intervenant dans la formation des
images champ proche. Ces études ont montré que dans le SNOM sans ouverture la sonde a non seulement le
rôle de nanodétecteur (particule diffusante), mais également le rôle de nanosource lorsqu’elle est éclairée en
polarisation p. En effet, dans ce cas, la possibilité d’exalter le champ électromagnétique incident par effet de
pointe peut permettre d’augmenter considérablement, localement sous la sonde, l’intensité de l’éclairage,
d’où ce rôle de nanosource. La théorie [266, 267] prévoit des augmentations d’intensité de l’ordre d’un
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facteur 1000 à 3000 pour une pointe métallique (or), ces augmentations étant beaucoup plus faibles pour
des pointes diélectriques et semiconductrices. Cet effet a déjà été confirmé expérimentalement et utilisé
dans plusieurs applications [268–270].
Pour illustrer le SNOM à sondes opaques, nous proposons de décrire différents montages expérimen-
taux s’appuyant sur des configurations en transmission, ou en réflexion, sur des éclairages classiques mais
également en réflexion totale interne.
Dans la configuration présentée en 1994 [44] une sonde en silicium (extrémité environ 5 nm) est utilisée,
son approche est assurée par un AFM fonctionnant en mode non contact, assurant ainsi à la sonde une
vibration verticale d’amplitude quelques nanométres (6 à 10 nm). La figure 7.27 montre schématiquement
le principe de la détection interférométrique utilisée. Un objectif de Nomarski assure la focalisation de
deux spots laser sur la surface de l’échantillon, l’un servant de spot de référence non perturbé par la sonde
et l’autre de spot de mesure perturbé par la sonde. Le champ électrique total recueilli et issu du spot de
mesure est la somme du champ E0r qui représente le champ réfléchi par la surface de l’échantillon et du
champ électrique Es issu de la perturbation par la sonde des ondes évanescentes créées au voisinage de
l’échantillon. L’interférence de ce champ total avec le champ de référence Er réfléchi par la surface et
issu du spot de référence permet d’extraire le champ Es diffusé par la sonde. Les premiers résultats, bien
FIG. 7.27: SNOM à sonde diffusante en mode transmission avec détection interférométrique, développé
par H. Wickramasinghe & al. [44].
que contestés [271] quant à la résolution annoncée (quelques nanomètres), confirment le fort potentiel
de la configuration de SNOM à sonde sans ouverture et sa capacité à atteindre probablement de hautes
résolutions.
L’année suivante, R. Bachelot & al. [272] proposent une configuration en réflexion du SNOM sans ou-
verture utilisant une fine pointe métallique en tungstène comme sonde diffusante (fig. 7.28). L’échantillon
est éclairé par un objectif à forte ouverture numérique (O:N: = 0;85, grandissement X 100) en réflexion
et en incidence verticale. La taille de la zone illuminée est évaluée à un micron. La sonde métallique, qui
vibre verticalement avec une amplitude de 100 nm, est positionnée au dessus de la tache de focalisation. La
distance sonde/échantillon est contrôlée par le mode contact-intermittent d’un AFM. La lumière diffusée
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par la sonde est ensuite collectée par le même objectif utilisé pour l’éclairage de l’échantillon. Finalement,
un cube séparateur dirige la lumière collectée vers une photodiode derrière laquelle une détection syn-
chrone extrait le signal utile à la fréquence de vibration de la sonde. La meilleure résolution atteinte par
ce microscope dans le visible est de 15 nm, elle semble être de l’ordre de la taille de la sonde. Ce même
microscope utilisé dans l’infrarouge (10;6 µm) a donné une résolution de 20 nm (λ=600) [273]. Y. Inouye
FIG. 7.28: Schéma d’un SNOM à sonde métallique en mode réflexion, développé par R. Bachelot & al.
[272].
et S. Kawata [45] ont mis au point un SNOM à sonde sans ouverture (fig. 7.29) utilisant une pointe en or
animée d’une vibration verticale de quelques nanomètres d’amplitude. Cette sonde a été utilisée pour la dé-
tection de l’onde évanescente de Fresnel dans une configuration d’éclairage en réflexion totale interne. Le
contrôle de la distance pointe/échantillon est réalisée par STM. Ils ont montré que l’efficacité de diffusion
d’une pointe en or (n = 0;608 et k = 2;12 à λ = 0;67 µm) était environ 30 fois supérieure à celle d’une
pointe en verre (n = 1;5). Ces auteurs [274] ont également développé un microscope optique en champ
proche utilisant la pression de radiation exercée par des faisceaux lumineux pour déplacer une micro-bille
en polystyrène jouant le rôle d’un centre diffuseur.
Celle-ci est déplacée par un faisceau laser (Nd-YAG) focalisé par un objectif de microscope. La ré-
solution de ce microscope (quelques centaines de nanomètres) reste faible, ses avantages reposent sur la
possibilité de mouvoir la sonde en milieu liquide dans les trois dimensions et sur l’absence d’un levier
permettant une meilleure sélection spatiale du champ diffusé. Notons enfin qu’une autre version de ce
microscope [275] a été développée en utilisant une micro-bille métallique en or de 40 nm de diamètre.
H. Wioland & al. proposent une configuration (fig. 7.30) en transmission associant un AFM à un mi-
croscope optique inversé pour l’étude d’effets magnéto-optiques [276]. L’échantillon est éclairé en trans-
mission par un objectif de microscope. La sonde en silicium d’un AFM utilisé en mode vibrant joue le
rôle d’un nano-objet diffusant. Le signal champ proche recueilli dans la même direction que l’éclairage est
dirigé par un cube séparateur vers un photomultiplicateur. Le SNOM à sonde opaque et plus principale-
ment à sonde métallique a été utilisé dans des configurations à éclairage en réflexion totale pour imager
une surface métallique par perturbation de plasmons de surface. M. Specht & al. [277] en 1992 (fig. 7.31)
utilisent une sonde métallique (type sonde STM) pour perturber des plasmons de surface au dessus d’un
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FIG. 7.29: SNOM à sonde diffusante à éclairage à réflexion totale, développé par S. Kawata & al. [45].
film métallique d’argent. Ce système couplé à un asservissement de type STM atteint, selon les auteurs,
une résolution latérale de 10 nm. En utilisant un principe complémentaire mais similaire, U. Fischer et
D. Pohl [166] avaient déjà obtenu en 1988 une résolution d’une centaine de nanomètres. Dans leur confi-
guration, les plasmons sont excités à la surface d’une nano-sphère de polystyrène déposée sur la surface
d’une lamelle en verre, préalablement recouverte d’un film d’or, utilisée comme sonde locale. L’échan-
tillon perturbant les plasmons, on détecte les modifications du signal de la réflexion totale sur la sonde.
Bien qu’ayant l’originalité de travailler en réflexion, cette configuration, vue la géométrie complexe de la
sonde, n’a pas permis de couplage avec un AFM ou un STM.
Citons la configuration proposée par T. Silva et S. Schultz en 1994 [278] qui utilisèrent comme sonde
une petite particule d’argent déposée sur un substrat excitée à sa fréquence de résonance plasmon qui leur
a permis d’imager des domaines magnétiques sub-microniques avec une résolution de 100 nm.
La figure 7.32 montre une configuration en transmission développée par P. Adam & al. (unpubli) qui a
permis de mettre en évidence des plasmons localisés sur des nano-particules sphériques d’or de 40 nm de
diamètre. La sonde utilisée est une sonde AFM conique en silicium. L’AFM fonctionne en mode vibrant.
7.3 Conclusion
Nous avons présenté un état de l’art des deux principales familles de configurations expérimentales,
développées en microscopie optique en champ proche, en utilisant une classification s’appuyant essentiel-
lement sur le type de sonde utilisée : SNOM à sonde à ouverture optique et SNOM à sonde sans ouverture
optique ou encore appelée sonde diffusante. Ne pouvant passer en revue toutes les architectures expérimen-
tales développées à ce jour, nous avons fait le choix de présenter celles illustrant le mieux possible les deux
grandes familles de SNOM ainsi que les principales applications associées. Le choix d’une configuration
expérimentale en microscopie optique en champ proche dépend de très nombreux paramètres, deux d’entre
eux et certainement les plus importants étant l’échantillon que l’on souhaite étudier et le type de mesure que
l’on souhaite réaliser. Les caractéristiques optiques telles que la réflectance et la transmittance de l’échan-
tillon concerné, la nature du matériaux le constituant (diélectrique, semi-conducteur, métal,.) permettent de
définir dans quel mode expérimental (réflexion ou transmision) le système doit travailler ainsi que le type
de système de régulation de la distance sonde/échantillon et par conséquent le type de sonde à utiliser. Les
différents avantages et inconvénients des deux grandes familles de sondes qui ont été exposées dans cette
partie, seront évidemment à prendre en compte dans ce choix. D’autres paramètres, comme par exemple
le domaine spectral d’étude, la tenue de l’échantillon au flux laser, etc., pourront également conditionner
l’architecture définitive à mettre en ouvre. Il n’y a donc pas de « règles générales » dictant le choix d’une
configuration de SNOM. Toutefois, nous constatons actuellement que de plus en plus d’études du domaine
de la microscopie optique en champ proche s’intéressent à des configurations utilisant des sondes sans ou-
verture et plus principalement des sondes métalliques et semi-conductrices. Les avantages qu’apporte cette
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FIG. 7.30: SNOM à sonde diffusante en mode transmission proposé par H. Wioland & al. [276] appliqué
à l’étude des effets magnéto-optiques.
famille de sondes semblent intéressants pour de nombreuses applications même si actuellement l’interpré-
tation des résultats, associés à ce type de configuration, semble plus complexe. Les nombreux dispositifs
existants à ce jour et qui font l’objet d’études de plus en plus diverses, indépendamment du type de confi-
guration sur lequel ils s’appuient, soulèvent encore de nombreuses interrogations quant à la compréhension
des mécanismes physiques qui sont à l’origine des contrastes dans les images obtenues. Une avancée signi-
ficative des nombreux travaux théoriques et de modélisation réalisés dans ce domaine, dont une partie est
présentée dans cet ouvrage, permet d’apporter des réponses de plus en plus crédibles à ces interrogations.
Si d’un point de vue expérimental, de nombreuses applications sont actuellement à l’étude, il semble in-
dispensable, qu’en parallèle à ces applications, les expérimentateurs travaillent toujours de pied ferme sur
la compréhension des phénomènes physiques en étroite collaboration avec les théoriciens pour affiner le
contenu scientifique de ces réponses. Nous constatons aujourd’hui que cette démarche est fructueuse car
les résultats expérimentaux et théoriques présentés dans la littérature scientifique sont de plus en plus en
adéquation.
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FIG. 7.31: SNOM à sonde métallique à éclairage en réflexion totale, appliqué à l’étude des plasmons de
surface, proposé par M. Specht & al. [277].
FIG. 7.32: SNOM à sonde diffusante en silicium en mode transmission appliqué à l’étude de nano-
particules métalliques développé par P. Adam & al.
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Chapitre 8
Les sondes optiques en champ proche
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8.1 Généralités sur les sondes
Les sondes optiques utilisées pour la microscopie en champ proche doivent satisfaire à plusieurs exi-
gences :
– optique : compromis entre le confinement de la lumière nécessaire à la résolution souhaitée, et la
quantité de signal détecté ; adéquation du matériau au domaine spectral traité (absorption faible) ;
réponse en polarisation ;
– mécanique : souplesse pour éviter la détérioration, finesse pour la résolution topographique ;
– thermique : la puissance lumineuse véhiculée par les sondes métallisées doit être limitée à une dizaine
de mW pour éviter la destruction de la couche métallique ;
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– chimique : sondes adaptée aux milieux biologiques.
Une abondante bibliographie concerne la fabrication et l’optimisation des sondes considérées comme guide
d’onde, métallisé et terminé par une nano-ouverture, ou purement diélectrique : le plus souvent le trajet
lumineux emprunte, au moins sur quelques microns, un guide conique (ou pyramidal) qui peut être l’ex-
trémité d’une fibre amincie (voir § 8.2 et § 8.3) ou une pointe sur microlevier (voir § 8.4). Quel que soit
le procédé d’usinage retenu pour son extrémité, la fibre optique présente, par rapport au micro-levier, l’in-
convénient de la rigidité. Les dispositifs de « shear-force » utilisant un diapason ont toutefois montré leur
fiabilité. Ils peuvent être intégrés sous l’objectif à longue frontale d’un microscope classique en courbant
la fibre. Mais la fibre peut être transformée en micro-levier par coubure à chaud [279], ce qui permet
d’utiliser la détection d’un AFM et rend la sonde plus facilement utilisable en réflexion. L’élément clé du
microscope réside toujours dans les derniers microns de la pointe. D’autres sondes de type « antenne »
exploitent le confinement et la diffraction au voisinage d’une pointe métallique non guidante (voir § 8.5),
ainsi que les effets plasmons, ou encore la fluorescence de molécules greffées. Le type de sonde choisie
dépend étroitement de l’application et de la configuration.
8.1.1 Aperçu théorique
Une première description qualitative des sondes peut être faite en utilisant le modèle des guides d’onde
cylindriques [280], l’extrémité de la sonde étant assimilée à un empilement de tubes élémentaires. Elle
permet d’évaluer leur résolution en émission :
– le mode fondamental d’un guide diélectrique n’a pas de coupure mais il existe un diamètre du guide
qui optimise le confinement du mode propagé [281]. Pour un guide de silice dans l’air, ce confine-
ment a un rayon rc = 0:2λ;
– la résolution est améliorée en métallisant le guide, mais le mode TE11 est coupé pour une valeur
du rayon rc = uλ=2pin (u = 1:841 pour un conducteur parfait), en deçà de laquelle le mode devient
évanescent, avec une absorption β = i(u2=a2  k2)1=2. Ceci permet d’évaluer l’atténuation dans une
terminaison effilée. La figure 8.1 montre toutefois les limites de cette évaluation en la comparant
avec une méthode de discrétisation.
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FIG. 8.1: Atténuation de jEj2 à l’extrémité d’une sonde conique métallisée : a) d’après le modèle des guides
cylindriques, b) d’après la méthode MMP [282].
8.1. GÉNÉRALITÉS SUR LES SONDES 149
a = 2.8 µ θ = 6.1°  λ = 633 nm
P = 1.27 nW / µ2
TE modes
TM modes
104
102
100
10-2
10-4
10-6
101 102
Rayon de l’ouverture (nm)
Pu
is
sa
nc
e 
tra
ns
m
is
e 
(pW
)
FIG. 8.2: Collection d’une sonde conique métallisée en fonction de l’ouverture, d’après [283].
Dans les deux cas, l’utilisation d’un matériau de fort indice favorise le confinement, ce qui est indispensable
pour les grandes longueurs d’onde (infra-rouge) : c’est l’avantage du silicium (n = 3:5 dans le visible, 3:9
dans l’infrarouge, au lieu de 1:5 pour le verre). Dans le cas des sondes métallisées, cette description peut
être affinée par le modèle des guides coniques [283, 284] (fig. 8.2).
Les modèles englobant toutes combinaisons diélectrique/métal et toutes formes de sonde doivent faire
appel à des méthodes numériques basées sur un maillage de l’objet : soit la méthode auto-cohérente des
fonctions de Green (voir chapitre 4 et références [122, 285–288]), soit la méthode des multiple-multipoles
(fig. 8.1) [282, 289], soit la FDTD [290]. Elles cherchent à définir la qualité du confinement électroma-
gnétique au voisinage de l’extrémité, le champ diffracté entrant dans l’optique de collection (objectif de
grande ouverture ou fibre optique), et enfin la perturbation du champ par la présence de l’objet étudié. Etant
donnée l’importance des moyens de calcul nécessaires à une étude 3-D, le problème a souvent été abordé
en 2-D (fig. 8.3).
FIG. 8.3: Modèle 2D pour la propagation d’une impulsion lumineuse dans une pointe conique : cartogra-
phie du champ dans un dièdre, d’après [290].
Si la fabrication de nano-ouvertures « propres » reste d’un grand intérêt, une pointe dont l’extrémité
sphérique, est semi-métallisée constitue une sonde généralement plus performante. Au lieu de présenter
deux maxima sur le bord de l’ouverture (résultat connu depuis les travaux de H. Bethe [41]), le champ est
confiné selon une tache circulaire. L. Novotny & al. [291] ont montré que pour un rayon de courbure de
10 nm et une couche d’aluminium de 3 ou 5 nm à l’extrémité, la taille de la tache est respectivement de
l’ordre de 22 ou 30 nm quel que soit le 1=2 angle au sommet jusqu’à 50Æ.
Un autre paramètre important est la dépendance du rendement avec l’angle du cône : les mêmes auteurs
ont montré qu’il varie dans les proportions importantes suivantes [291] :
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1=2 angle 44Æ 18Æ 11:3Æ
rendement 10 4 10 8 10 12
On aura donc intérêt à travailler avec des sondes très ouvertes (45Æ) si la topographie de l’objet le
permet, pour des applications en transmission ou en réflexion. Par contre, la configuration STOM/PSTM
conduira à restreindre l’angle de la sonde pour optimiser la résolution [292].
Un autre intérêt des sondes semi-métallisées est la génération de plasmons au voisinage de l’extré-
mité : elle permet, pour un métal et une longueur d’onde particuliers, de multiplier jEj2 par un facteur
atteignant 5:104 (Ag à 380 nm). De telles sondes (« plasmon probe ») ont été réalisées, moyennant cer-
taines précautions quant à l’adhérence et à l’homogénéité du dépôt : une équipe japonaise [293] a utilisé
une pointe (angle 20Æ, rayon de courbure 10 nm) recouverte de 30 à 60 nm d’or, mais dans la configuration
STOM/PSTM. Le signal est multiplié par 6 par rapport à la fibre nue, l’exaltation de l’intensité jEj2 étant
évaluée à 100 200.
Les méthodes évoquées traitent efficacement le problème de la propagation dans les derniers microns
de la sonde. Dans le cas des fibres étirées, il est difficile, compte tenu de l’espace mémoire demandé par les
calculs, de traiter globalement la propagation dans tout le taper, long de quelques centaines de microns, qui
précède la pointe. Cette première étape de la propagation peut faire appel à des méthodes plus classiques
telles que
– la BPM [294], dans la partie où le faisceau n’interagit pas avec la paroi de la pointe,
– l’approche géométrique fondée sur la réflexion des rayons par la paroi métallisée [246] : elle permet
d’analyser qualitativement l’efficacité du taper et son comportement thermique, notamment la po-
sition des points chauds. Cette approche a dégagé l’idée d’une forme optimale obtenue par rotation
d’un arc de parabole [295].
8.1.2 Métallisation et post–usinage
Le dépôt métallique sur les fibres amincies est généralement réalisé par évaporation thermique sous
vide (effet Joule ou canon à électron), plus rarement par pulvérisation cathodique (« sputtering »). La
plupart des métaux peuvent être utilisés (Al, Ag, Au, Cr, Pt, Ti, etc.) mais l’aluminium est souvent choisi
pour son coefficient d’absorption élevé. L’épaisseur assurant une opacité totale est de l’ordre de 100 nm.
L’ouverture dans la couche métallique se fait par ombrage, en inclinant la fibre à environ 75Æ par rapport au
flux incident. Il est admis que l’obtention d’une ouverture bien définie suppose que l’extrémité de la sonde
comporte un méplat. Le dépôt doit éviter la formation de grains. D’après [296], il faut pour cela :
– un vide inférieur à 5:10 6 bar (il faut éliminer l’oxygène, ainsi que la vapeur d’eau),
– une vitesse d’évaporation aussi grande que possible,
– maintenir le substrat aussi froid que possible, tout en s’approchant à 15 ou 20 mm de la source,
– une grande propreté du substrat : éviter le dépôt de particules par adhérence électrostatique, donc
supprimer tout délai entre étirage et dépôt. Le nettoyage (solvants, acides, ultrasons) est rarement
très efficace. Le plus important est de bien enlever les résidus de gaine plastique.
L’évaporation traditionnelle à l’aide d’un filament en double hélice est préférée au canon à électron. La
vitesse de dépôt choisie est 25 nm=s. D’autres équipes [297] utilisent nanmoins avec succès l’évaporation
plus lente par canon à électron (2 à 5 nm=s).
Au lieu d’utiliser l’ombrage lors de l’évaporation, deux méthodes chimiques permettent de réaliser
l’ouverture voulue à l’extrémité d’une pointe complètement recouverte de métal :
– la lithographie [298] : la pointe métallisée est recouverte d’une résine photosensible, puis son extré-
mité irradiée par une onde evanescente. Après développement, l’ouverture pratiquée dans la résine
permet d’attaquer très localement la couche de métal,
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– l’électrolyte solide [299] : la pointe recouverte d’argent est mise à un potentiel positif au contact
d’une solution électrolytique solide de sel d’argent. Les ions Ag+ migrent à travers la solution vers
l’électrode, ce qui découvre progressivement l’extrémité de la pointe. La formation de l’ouverture
peut être contrôlée par le passage de la lumière.
Usinage par faisceau ionique focalisé (FIB)
L’usinage par faisceau ionique focalisé (« Focused Ion Beam » ou FIB), apparu récemment, constitue
un complément intéressant aux méthodes précédentes. L’appareil comporte une source d’ions gallium, ac-
célérés et focalisés par une série d’optiques électrostatiques. Le choc des ions sur l’objet produit une usure
de la surface, et les électrons libérés permettent aussi une imagerie mettant en évidence des contrastes chi-
miques. Ses performances atteignent quelques nanomètres en imagerie, quelques dizaines de nanomètres
en gravure. Des ouvertures de grande qualité ont ainsi été réalisées en tronçonnant avec précision l’extré-
mité d’une pointe métallisée [300] (fig. 8.4). Au delà de cette procédure de retouche, le FIB permet, en
associant usinage et dépôt métallique local, d’élaborer des formes de sonde plus sophistiquées, telles que
des sondes coaxiales, utilisables en infrarouge [301] (fig. 8.4).
(a) Ouverture réalisée sur une pointe métallisée (image
LOPMD-IMFC).
(b) Sonde coaxiale réalisée par dépôt métallique sous FIB
[301].
FIG. 8.4: Sondes réalisées par FIB.
8.1.3 Sondes fluorescentes
Une limite inférieure d’une dizaine de nanomètres dans la dimension des nano-ouvertures est imposée
par la profondeur de l’effet de peau des métaux. Des nanosources de taille inférieure sont réalisables en
mettant à profit la fluorescence de nanoparticules, de gouttelettes, voire de molécules greffées à l’extrémité
de la sonde, la lumière excitatrice étant éliminée par filtrage chromatique. Les premiers essais sont dus à
A. Lewis & al. [302], qui utilisaient une micropipette remplie d’un polymère coloré. Quelques exemples
plus récents peuvent être cités :
– sondes polymères sur microleviers : leur avantage est de pouvoir être greffées plus facilement avec
des dopants fluorescents [303],
– greffage de silicium poreux à l’extrémité d’une sonde, de façon à constituer une nanosource [304],
– les travaux de V. Sandoghdar & al. [305] sur les sondes actives visent à fixer à l’extrémité de la sonde
une goutte de polymère dopé de dimension inférieure à 50 nm, ou encore une molécule fluorescente
unique (terrylène), notamment pour les expériences à très basse température.
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8.1.4 Caractérisation des sondes
8.1.4.1 Comportement optique
L’évaluation la plus sûre de la qualité optique d’une sonde, notamment leur résolution, est donnée par
l’analyse des images d’objets tests dotés de structures suffisamment fines, par exemple des trous réalisés
dans une couche métallique. Les particules ou molécules fluorescentes constituent des tests de résolution
optique plus faciles à découpler de la topographie, notamment en réflexion.
La lithographie permet par ailleurs de réaliser une image de la répartition d’intensité lumineuse au
voisinage de la pointe. L’avantage est de pouvoir effectuer aussitôt la lecture de cette tache élémentaire
avec la sonde elle-même. La réponse dépend de la réaction du milieu photosensible : s’il s’agit d’une
variation de transmittance ou de réflectance, elle ressemble à l’autocorrélation de la tache ; s’il s’agit d’une
variation topographique, la réponse est plus complexe car elle dépend aussi de la forme de la pointe (cf.
chapitre 16).
Il est souvent souhaitable d’évaluer partiellement les performances des sondes au cours du processus
de fabrication, avant qu’elles ne soient implantées dans la tête du microscope. La première vérification
nécessaire pour la mise au point de toute nouvelle méthode est le contrôle au microscope électronique de
la forme de la pointe. Le microscope doit être utilisé au mieux de sa résolution (courte distance de travail)
lorsqu’on veut visualiser la qualité d’une pointe métallisée (forme et symétrie de l’ouverture, granularité
de la couche).
L’examen du faisceau émis par la sonde, avant toute prise d’image, s’il ne donne pas accès à la ré-
solution, permet toutefois d’éliminer les sondes trop défectueuses. Il est généralement constitué, pour la
sonde non métallisée, d’anneaux dont la symétrie nous renseigne sur la qualité de la pointe. G. Valaskovic
& al. [296] utilisent l’immersion dans une suspension de microbilles pour évaluer la partie de la sonde
réellement éclairée par l’onde guidée dans le taper : cette zone doit être aussi réduite que possible pour
optimiser le rendement lumineux de la sonde.
Cette analyse peut être affinée en étudiant le halo diffracté par la sonde placée dans une configuration
« STOM inversé », à proximité de la lentille demi-boule servant de support. Il faut étudier essentiellement
la partie sur-critique du faisceau réfracté dans la lentille car elle participe à la haute résolution des images.
Cette analyse est d’autant plus pertinente que l’indice de la lentille est élevé.
Plus simplement, dans ce type de configuration (STOM ou STOM inversé sur-critique), la courbe
d’approche (c’est-à-dire la variation de type exponentielle du signal en fonction de la distance de la sonde
à la surface de la lentille) donne une indication utile sur l’état de la pointe et son rendement.
Enfin, des mesures de la polarisation sur le faisceau émis par la sonde peuvent être reliées à l’anisotropie
de la nano-ouverture pour une pointe métallisée. Elles sont délicates car elles supposent une maîtrise de la
polarisation à l’entrée du taper.
8.1.4.2 Comportement thermique
Une des limites les plus sévères imposées au signal optique, lorsqu’on utilise une sonde émettrice
métallisée, est imposée par l’absorption de la lumière par la couche métallique. Elle entraine un échauf-
fement important de la sonde au voisinage de l’extrémité. Les mesures effectuées à l’aide d’un micro-
thermocouple [306] (fig. 8.5) indiquent une élévation de température locale de l’ordre de 200ÆC pour une
puissance injectée de 6 mW . Elle détruit la couche lorsqu’elle atteint 400ÆC [307]. Une équipe a récemment
proposé d’améliorer l’adhérence du métal et la résistance de la sonde, notamment aux faisceaux pulsés (ty-
piquement 270 µJ=10 ns) en procédant à un dépôt de multi-couches Al-Ti [308]. Bien avant d’atteindre
la destruction de la sonde, l’échauffement peut avoir un effet observable sur le signal optique lorsque la
lumière, donc la température, est modulée à basse fréquence (c’est le cas lorsque l’on utilise un « hacheur »
mécanique). Les dimensions de la sonde sont modulées, notamment sa longueur, ce qui peut perturber le
signal topographique.
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FIG. 8.5: Répartition de température au voisinage d’une sonde métallisée. (Résultats C. Bainier, D. Char-
raut).
8.2 Fabrication de pointes de fibre optique par étirage séquentiel à
chaud
L’amincissement d’une fibre optique par étirage à chaud est dérivé de celui développé pour les micro-
pipettes de biologie [309]. Il consiste à chauffer localement, par absorption du rayonnement infrarouge
(10;6 µm) d’un laser CO2, la fibre optique maintenue en tension sous l’action d’un poids. Au-delà d’une
certaine température, l’amincissement de la fibre intervient. Il s’apparente à l’écoulement d’un fluide vis-
queux. La formation de la pointe ultime se produit pendant le refroidissement, après que l’illumination
par le laser CO2 a été interrompue. Elle est quelquefois assistée par l’application d’une force de tension
impulsionnelle supplémentaire.
La procédure la plus répandue ne comprend qu’une seule séquence de chauffage–refroidissement, ou
un petit nombre de cycles. Un exemple typique de la morphologie des pointes que l’on obtient ainsi, est
présenté sur la figure 8.6. La forme générale de ces pointes se décompose schématiquement en 3 zones
[296] : un premier taper suivi d’un filament terminé par un second taper. Ce dernier (soit environ les 15
derniers microns) joue un grand rôle dans la transmission de la pointe, et une brève attaque chimique peut
en modifier efficacement l’angle terminal [310]. Une pointe de morphologie cônique, sans changement
notable de courbure et de grand angle au sommet, semble en définitive la forme la plus favorable. Une telle
pointe peut être fabriquée lorsque l’étirage à chaud comprend de multiples étapes successives de chauffage-
refroidissement, les caractéristiques de chacune des étapes étant conditionnées par la mesure du résultat des
étapes précédentes. Or la plupart des procédures d’élaboration ne permettent qu’un contrôle a posteriori
de ces paramètres. Nous allons montrer qu’il est possible de contrôler in situ la formation de la pointe, par
un processus rétroactif. Dans ce procédé, la pointe est préformée par un étirage séquentiel à chaud, puis sa
dimension est définie par une attaque chimique spécifique de sa morphologie.
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FIG. 8.6: Pointe de fibre optique amincie par une procédure d’étirage à chaud en une seule étape.
8.2.1 L’étirage séquentiel à chaud : un procédé rétroactif de formation d’une
pointe de fibre optique.
8.2.1.1 Le dispositif
Le dispositif d’étirage séquentiel de fibre optique diffère peu d’un dispositif commercial usuel. Ses
principales caractéristiques sont les suivantes. Une lentille positionne le faisceau du laser CO2 sur la fibre
optique en un spot de diamètre typique 2 mm (soit 20 fois le diamètre de la fibre). Le laser délivre des
impulsions dont la durée est ajustée par une commande TTL de son alimentation. La fibre est maintenue
par pincement entre deux rails qui coulissent horizontalement sur des cages à billes. Les extrémités des
rails sont reliées par un fil qui est guidé par des poulies et fixé à un poids libre. Ce poids détermine la force
qui s’exerce pendant toute la procédure sur les deux rails pour maintenir la fibre optique en tension. Un
microscope équipé d’une caméra permet de visualiser chaque étape de l’amincissement.
FIG. 8.7: a) Schéma du dispositif d’étirage séquentiel à chaud, b) Principe de mesure de l’étirement.
Si la pointe formée est de géométrie cônique, la mesure de l’étirage de la fibre est caractéristique de
son état d’amincissement et permet un contrôle du processus. La figure 8.7 b illustre le principe de cette
mesure. Un miroir est fixé sur un des rails coulissants. Il réfléchit perpendiculairement au rail, sur une pho-
todiode à quadrants, le faisceau émis parallèlement au rail par une diode laser. Une chaine d’amplification
différentielle mesure V = VA VB, un signal proportionnel à la différence de puissance lumineuse reçue
par les quadrants A et B de la photodiode. La diode laser et la photodiode étant fixes, le signal V indique
la position absolue du rail, sa variation ∆V et la dérivée de ∆V par rapport au temps fournissent respective-
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ment le déplacement du rail et sa vitesse de déplacement qui correspondent à l’allongement et à la vitesse
d’étirage de la fibre.
8.2.1.2 Principe et mode opératoire
L’étirage séquentiel consiste à chauffer la fibre optique par une série (typiquement une centaine) d’im-
pulsions laser de durée variable τn. Chaque impulsion produit un étirage ∆`n correspondant à la variation
de signal ∆Vn. Entre deux impulsions, un délai est ménagé pour permettre le refroidissement de la fibre. La
procédure se décompose en quatre phases. La phase 1 consiste à définir les conditions initiales de l’étirage.
La phase 2 réalise un amincissement de la fibre par étapes constantes et assure une morphologie cônique
de la pointe. La phase 3 prépare avec précision le diamètre de la fibre pour la formation de la pointe. La
phase 4 n’est constituée que d’une impulsion laser dont la durée assure la rupture de la fibre et la formation
de la pointe.
Au cours de la phase 1, la durée des impulsions laser croît jusqu’à ce que l’étirage ∆`i dépasse un
certain seuil ∆`I . L’impulsion i termine alors la phase 1 et définit les conditions initiales de l’étirage. La
durée τi de cette impulsion est choisie comme temps de référence τre f pour définir l’échelle des temps
de l’ensemble du processus ; c’est la durée d’impulsion nécessaire pour étirer une fibre de diamètre D1
(= 125 µm), de la longueur ∆`I (= 2;5 µm) (les valeurs données dans ce paragraphe sont indicatives).
La phase 2 correspond à un régime d’amincissement régi par une "rétroaction". Le premier paramètre
que l’on définit est la consigne ∆Vc qui correspond à la valeur ∆`c (= 2;5 µm) de l’étirement que l’on
souhaite maintenir constant pour toutes les impulsions. Au fur et à mesure que la fibre s’amincit, la durée
de l’impulsion nécessaire pour obtenir une valeur fixée de l’étirage diminue (figure 8.8). La décroissance de
FIG. 8.8: Évolution de la durée des impulsions en fonction du numéro d’impulsion. Les 4 phases de la
procédure d’étirage sont indiquées.
la durée des impulsions est contrôlée de manière itérative. Pour déterminer la durée de la n-ième impulsion
du laser, on définit d’abord la durée dont l’écart à τn 1 est identique à celui entre τn 1 et τn 2 :
τn 2  τn 1 = τn 1  τ
0
n : (8.1)
Ensuite, on détermine la véritable durée τn de la n-ième impulsion en ajoutant à τ0n une correction qui tient
compte, d’une part, de l’écart à la consigne mesuré lors de l’impulsion n  1 et, d’autre part, de la pente
avec laquelle l’étirage (ou l’écart à la consigne) varie entre les impulsions n 2 et n 1 :
τn = τ
0
n +Crδνn = τ0n +
Cr
∆Vc
[(∆Vc ∆Vn 1)  (∆Vn1 ∆Vn 2)℄ : (8.2)
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La valeur de la correction dépend du coefficient Cr. Ce coefficient joue le rôle d’un gain de rétroaction ap-
pliqué au signal d’erreur δνn. Sa valeur est choisie pour maintenir le signal d’erreur le plus faible possible.
Lorsque la durée de l’impulsion devient inférieure à ατre f , une fraction empiriquement choisie du temps
de référence, la phase 2 se termine.
A ce stade, l’amincissement de la fibre a permis d’atteindre un diamètre D2 (= 25 µm) par pas δD2
(= 1;5 µm). Il est alors nécessaire de poursuivre le processus par pas plus petits, afin de préparer de façon
précise, le diamètre de la fibre qui permettra la formation de l’extrémité de la pointe, avec les caractéris-
tiques géométriques désirées. On définit pour cela la phase 3 où la durée des impulsions décroît par paliers
dont les valeurs sont choisies de telle sorte que l’amincissement de la fibre à chaque impulsion soit infé-
rieur à δD3 (= 0;5 µm). Au cours de cette phase, ce n’est plus l’étirage qui est mesuré mais directement le
diamètre de la fibre, via le microscope représenté sur la figure 8.7 a. Lorsque la fibre atteint un diamètre
D3 typiquement15 µm, valeur qui dépend de la tension appliquée à la fibre, de la puissance du laser, etc., la
phase 3 se termine.
Le principe de rétroaction change pour la phase 4 : la durée de la dernière impulsion n’est pas fixée a
priori d’après le résultat des impulsions précédentes. L’interruption du faisceau laser intervient lorsque la
vitesse d’étirage ve de la fibre (vitesse de déplacement du rail) mesurée au cours de l’impulsion dépasse
un certain seuil ves dont la valeur est choisie d’après l’expérience. La pointe obtenue suite à cette dernière
impulsion a la forme d’un cône tronqué dont l’extrémité a un diamètre D4 compris entre 0;5 µm et 1 µm
(Figure 8.9). Les valeurs de l’angle au sommet θ correspondantes sont comprises entre 40Æ et 60Æ. Les
FIG. 8.9: Les pointes de fibre optique obtenues par étirage séquentiel visualisées au Microscope Electro-
nique à Balayage. a) échelle : 200 µm, b) échelle :2 µm
couples de valeurs de D4 et θ sont déterminés par la valeur précise de D3. La dimension des pointes
obtenues par cette méthode est au mieux de 500 nm, précision avec laquelle on peut mesurer D3. Cependant,
la reproductibilité de l’expérience est proche de 100%. Dès lors, la recherche des paramètres permettant
d’obtenir par étirement séquentiel à chaud des pointes de diamètre très inférieur semble être d’une difficulté
démesurée en comparaison de la voie offerte à ce stade par une attaque chimique complémentaire.
8.2.2 Attaque chimique en complément
On peut se demander a priori quel peut être l’intérêt d’utiliser un étirage séquentiel à chaud pour
ensuite avoir recours à une technique d’attaque chimique qui permet à elle seule de fabriquer directement
des pointes à partir d’une fibre optique à l’état brut (voir § 8.3). La raison tient à la forme de cône tronqué
des pointes obtenues par étirage séquentiel à chaud. Cette morphologie particulière a deux conséquences
majeures.
D’une part, pour parvenir à une pointe de diamètre extrême typique 10 nm, il est beaucoup plus facile de
contrôler l’attaque chimique à partir d’un diamètre de 500 nm (rapport 50) plutôt qu’à partir d’un diamètre
de 125 µm (rapport > 104). Il est clair que l’influence de facteurs extérieurs qu’il est difficile de contrôler
avec une grande précision, tels que la température, les vibrations, les turbulences, la concentration, se fait
beaucoup moins sentir. De plus, la sensibilité aux dérives dans le temps de ces paramètres est moindre dans
8.2. ÉTIRAGE SÉQUENTIEL : : : 157
FIG. 8.10: a) Pointe obtenue par attaque chimique : technique « tube etching » 2h00 avec gaine dans HF
48% + octane. b) Pointe obtenue par étirage séquentiel à chaud : ouverture w 500 nm. (Echelle : 5 µm)
la mesure où les temps d’immersion de la fibre dans la solution acide se trouvent considérablement réduits
(3 mn dans HF 12% à comparer avec 90 mn dans HF 48%).
D’autre part, si les procédés d’attaque chimique (cf. § 8.3) présentent un certain nombre d’avantages
(symétrie, maintien des propriétés guidantes du coeur : : : ), il n’en reste pas moins que les pointes qu’ils
fournissent ne possèdent pas d’ouverture pré-définie contrairement à celles obtenues par étirage séquentiel
à chaud (fig. 8.10). Cette propriété est particulièrement importante pour les expériences où la pointe est
utilisée comme source locale de lumière. Dans ce cas, il est nécessaire de réaliser une métallisation de
la pointe qui ménage une ouverture définissant la dimension de la source. Or, il est beaucoup plus facile
d’effectuer un tel dépôt de métal sur une pointe en forme de cône tronqué, que sur une pointe possédant un
rayon de courbure faible. On peut ainsi éviter d’avoir recours à la lourde technique d’usinage par focalisa-
tion de faisceau d’ions (Focused Ion Beam Milling) pour « gommer » l’extrémité de la pointe et dégager
une ouverture [300]. Par ailleurs, il est important de remarquer que l’état de surface des pointes obtenues
par étirage puis attaque HF est souvent de meilleure qualité que celui des pointes obtenues par le seul
processus d’attaque chimique dans une solution d’acide fluorhydrique. La figure 8.10 permet de comparer
l’état de surface d’une pointe obtenue par attaque chimique et d’une pointe ayant subi un étirage séquen-
tiel ; on verra par la suite que l’attaque chimique complémentaire ne dégrade pas la qualité de surface des
pointes, du fait de la faible quantité de matière dissoute. Cette qualité de surface est un avantage pour réali-
ser le dépôt de métal [308]. L’attaque chimique complémentaire d’une pointe préformée par amincissement
séquentiel à chaud est basée sur trois principes :
– l’attaque chimique est isotrope et conserve la forme de cône tronqué de la pointe (l’angle est
conservé, seul le diamètre change) ;
– la mesure des caractéristiques géométriques de la pointe préformée (angle, diamètre) fournit le « si-
gnal d’erreur » pour la dernière étape du processus rétroactif (i.e. pour le calcul du temps d’attaque
nécessaire à obtenir le diamètre final désiré) ;
– le choix de la concentration de la solution de HF n’affecte que la vitesse d’attaque.
8.2.2.1 Attaque isotrope de la pointe préformée
La figure 8.11 représente une pointe observée au Microscope Electronique à Balayage (MEB) avant et
après une minute d’attaque dans HF 12% à 25Æ C (échelle 500 nm) : ces clichés confirment clairement la
validité de l’hypothèse selon laquelle l’attaque chimique est isotrope et conserve la forme de cône tronqué
des pointes préformées. De plus, l’attaque complémentaire n’affecte pas de façon mesurable, à cette échelle,
la rugosité de la surface. Il semble même que certaines irrégularités soient lissées.
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FIG. 8.11: Clichés MEB d’une pointe préformée avant et après attaque chimique complémentaire. De
gauche à droite et de haut en bas ; avant et après attaque : vue inclinée, avant et après attaque : vue
latérale.
8.2.2.2 Calcul du temps d’attaque chimique d’une pointe préformée
A partir d’une vue schématique (fig. 8.12) de l’attaque chimique isotrope, on peut calculer le temps
d’attaque t nécessaire pour obtenir une pointe de diamètre final D.
D
e
e
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h
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FIG. 8.12: Modèle de l’attaque isotrope de la pointe.
On définit la « vitesse d’attaque linéaire » de la fibre par HF, qui correspond à la diminution du rayon R
d’une fibre optique cylindrique : vL =  dR=dt. À partir de cette vitesse linéaire d’attaque et des caractéris-
tiques géométriques de la pointe préformée définies sur la figure 8.12, on exprime facilement D en fonction
de t :
D = D0 2vLt
1  sin(α=2)
cos(α=2)
: (8.3)
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En fixant la valeur du diamètre D de l’ouverture que l’on veut obtenir, et en posant vD = 2vL on calcule le
temps d’attaque par la formule suivante :
t =
cos(α=2)
vD[1  sin(α=2)℄
(D0 D): (8.4)
Lors de l’étirage à chaud, la rupture de la fibre fournit deux pointes préformées. L’une sera utilisée comme
témoin pour évaluer le temps d’attaque. L’autre, destinée à être la nanosource, subira l’attaque chimique
puis éventuellemnt la métallisation. Le témoin de chacune des fibres est observé au MEB. À partir de ces
images, les grandeurs D0 et α sont mesurées et peuvent être utilisées pour calculer t.
8.2.2.3 Choix de la concentration de la solution de HF
Pour qu’il soit simple de contrôler la durée d’immersion de la pointe préformée avec une précision
d’environ 1%, il faut que sa valeur soit de l’ordre de 100 s (des temps beaucoup plus courts seraient
entachés d’une incertitude de mesure, des temps beaucoup plus longs rendraient l’expérience sensible aux
dérives). Les valeurs typiques de D0, le diamètre initial, et de l’angle au sommet α sont respectivement
500 nm et 45Æ. D’après ces caractéristiques et l’équation 8.4, pour obtenir par exemple, un diamètre final
de 50 nm après une attaque de 100 s, il faut ajuster la concentration de la solution de HF de manière à
obtenir vL = 3;4 nm:s 1.
La figure 8.13 montre les mesures du diamètre d’une fibre cylindrique en fonction du temps d’attaque
pour une solution de HF de concentration 48% en masse et à la température de 21ÆC. Ces valeurs s’alignent
sur une droite de pente  vD = 0;056 µm:s 1. Soit une vitesse d’attaque linéaire vL = 28 nm:s 1. Cette va-
leur de vL est trop importante d’un ordre de grandeur. Mais la vitesse d’attaque varie rapidement avec la
FIG. 8.13: Evolution du diamètre de la fibre en fonction du temps d’attaque (HF48%).
concentration [311], et les mêmes mesures réalisées dans une solution d’acide fluorhydrique de concentra-
tion en masse 12%, à la température de 25Æ C, donne une vitesse d’attaque linéaire vL = 2;33 nm:s 1. Cette
valeur est bien adaptée à la réalisation d’une attaque chimique complémentaire sur une pointe préformée.
8.2.3 Conclusion
En combinant la procédure d’étirage séquentiel à chaud et une attaque chimique complémentaire, il est
possible de réaliser des pointes de fibre optique amincie dont la forme et la dimension sont contrôlées avec
une très grande reproductibilité.
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Par comparaison avec des études utilisant un dispositif commercial d’amincissement à chaud [310],
l’avantage certain que l’on peut affecter à un système d’étirage séquentiel est la possibilité d’une rétroac-
tion permanente de manière à maîtriser parfaitement les étapes de la formation de la pointe. Au terme de
l’étirage, la dimension et la forme de la pointe préformée sont mesurées (figure 8.14). L’étape suivante,
l’attaque chimique, peut être vue alors comme la dernière étape du processus rétroactif. Elle a pour particu-
larité de ne pas modifier la forme générale de la pointe, mais elle permet d’ajuster précisément la dimension
de son extrémité.
FIG. 8.14: Observation au MEB du témoin d’une pointe préformée (échelle : 500 nm). a) Visualisation
de l’ouverture (vue inclinée). b) Mesure des caractéristiques géométriques de la pointe préformée (vue de
profil).
Considérons l’exemple de pointe préformée dont le témoin est représenté sur la figure 8.14. Les valeurs
du diamètre et de l’angle que l’on mesure sont : D0 = 700 nm et α = 48Æ. Pour obtenir un diamètre final
de 20 nm avec une vitesse d’attaque linéaire vL = 2;33 nm=s (HF 12% à 25ÆC), le temps d’attaque est
t = 3 mn 45 s.
La pointe correspondant au témoin de la figure 8.14 a subi une attaque chimique dans les conditions
décrites précédemment, puis une métallisation (dépôt de 10 nm de chrome puis de 100 nm d’aluminium) par
évaporation sous vide secondaire. Dans le dispositif d’évaporation sous vide secondaire, la pointe tourne
autour de son axe qui fait un angle de 75Æ avec la direction moyenne du flux de métal évaporé. De cette
façon, comme le montre l’image de la figure 8.15 b, l’ouverture pré-définie à l’extrémité tronquée de la
fibre est préservée du dépôt métallique. Son diamètre vaut environ 50 nm. Cette valeur est à comparer au
diamètre D = 20 nm qui était visé. Cet écart à la valeur calculée est probablement dû à une sous-estimation
soit de la vitesse d’attaque linéaire (de seulement 4%), soit de l’angle du cône, soit du diamètre initial de
l’extrémité de la pointe-témoin.
FIG. 8.15: Images MEB de la nanosource correspondant au témoin de la figure 8.10, et ayant subi l’attaque
chimique complémentaire puis la métallisation. a) Vue inclinée (échelle : 1 µm). b) Vue de face (échelle :
200 nm) l’ouverture à l’extrémité de la fibre est de 50 nm.
Notons que, sur les images de la figure 8.15, la morphologie du dépôt (couche compacte d’îlots de
dimension 100 nm) n’est pas idéale. Elle est probablement liée à une vitesse d’évaporation trop faible
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(10 nm Cr à 0;5 nm=s puis 100 nm Al à 2;2 nm=s). Néanmoins, cette pointe constitue une source localisée
et intense de lumière en champ proche dont la dimension est uniquement déterminée par l’ouverture pré-
définie.
8.3 Pointes optiques réalisées par attaque chimique
La silice dopée qui constitue les fibres optiques pour le visible et le proche infrarouge est dissoute par
l’acide fluorhydrique à raison d’environ 1 µm = mn dans une solution à 40 %, soit 1 heure pour une fibre
de 125 µm à température ambiante. Au terme de cette attaque, la fibre se termine généralement par un cône
dont on cherche à maîtriser l’angle. L’avantage de cette méthode est son faible coût et le bon rendement
lumineux des pointes, du fait que le coeur est présent jusqu’à l’extrémité.
8.3.1 Attaque « simple » en une étape
Attaque simple. L’attaque simple consiste à immerger les fibres optiques dans l’acide fluorhydrique, jus-
qu’à dissolution complète de la partie immergée et formation d’une pointe du fait de la présence
d’un ménisque entre l’acide et la fibre et du fait de la vitesse d’attaque variable en fonction de la
quantité de silice déjà attaquée. La durée d’attaque nécessaire dépend de la concentration de l’acide,
de la température du bain et des paramètres du matériau formant la fibre. Pour que la pointe ne soit
pas trop effilée, il est par ailleurs nécessaire d’arrêter la réaction au dessus du niveau de la solution
par une couche de liquide non miscible [312] : l’angle obtenu dépend du ménisque entre les deux
liquides et peut atteindre 40Æ. Une fois le processus optimisé, on peut avoir des pointes ayant à leur
extrémité un rayon de courbure de l’ordre de 100 nm [221].
Attaque tirant profit du profil d’indice des fibres utilisées. Des pointes de fibres optiques ayant un dia-
mètre de l’ordre d’une dizaine de nanomètres ont été réalisées par attaque chimique sélective [298].
L’angle du cône de la fibre est contrôlé en faisant varier le taux de dopant dans le cœur et ne tam-
ponnant la solution avec du fluorure d’ammonium NH4F . Le rayon de courbure final diminue avec
le temps d’attaque [23, 292].
(a) Photographie d’une pointe après attaque
simple (la barre mesure 100 nm) [221].
(b) Photographies d’une pointe après attaque tirant partie
de la différence de dopage entre cœur et gaine [292].
FIG. 8.16: Pointes réalisées par attaque chimique simple
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8.3.2 Attaque en plusieurs étapes
Le défaut de la technique décrite par M. Othsu & al. est que la pointe obtenue se situe sur la face clivée
de la fibre dont le diamètre est de l’ordre de 125 µm. Il procède donc à une première attaque de la fibre afin
de réduire le diamètre total de la fibre [23].
Une variante permet de réaliser des micro-ouvertures à fort coefficient de transmission. Deux attaques
de la fibre avec des concentrations en acide fluorhydrique différentes permettent de réaliser des sondes
ayant deux pentes, la pente la plus forte se situe à l’extrémité. Dans ces conditions, lorsque ces sondes
sont métallisées et qu’une micro-ouverture existe à l’extrémité, le coefficient de transmission s’avère être
supérieur à celui d’une sonde qui ne présenterait qu’une seule pente [313]. Cette forme a aussi prouvé son
efficacité pour une utilisation en réflexion [314]. D’autres paramètres ont conduit l’équipe citée à procéder
en plusieurs étapes, incluant la lithographie, pour dégager l’ouverture voulue ou laisser une protubérance
diélectrique sortant de l’ouverture [315, 316].
L’inconvénient de ces méthodes est d’imposer une fibre particulière à cœur fortement dopé GeO2.
Un autre procédé sélectif, proposé par A. Kim & al., semble moins limité dans son application car il
utilise la présence d’un creux central d’indice dans certaines fibres. Ce creux d’indice correspond à une
zone de la fibre où les dopants germanium ont subi une exodiffusion au moment de l’étape de rétreint
lors de la fabrication de la préforme. La composition étant différente la vitesse d’attaque est localement
variable [317].
(a) Schéma de l’attaque en deux étapes. (b) Image au MEB d’une pointe ainsi réalisée.
FIG. 8.17: Pointe optique réalisée en deux étapes [313]
8.3.3 Attaque avec gaine
La fibre immergée peut être protégée par une férule de céramique, ou plus simplement par sa propre
gaine, selon le procédé dit tube etching décrit simultanément par R. Stöckle & al. [318] et par P. Lambelet
& al. [319]. Il consiste à laisser la gaine polymère de la fibre lors de l’attaque. Il se créerait des courants
de diffusion le long de la fibre ce qui a pour conséquence de « nettoyer » la surface de la gaine des
produits issus de l’attaque et d’éventuels polluants. La surface de la pointe s’avère beaucoup plus lisse que
celle des pointes réalisées de façon traditionnelle. En fonction de la porosité de la gaine, la pointe a une
forme variable. R. Stöckle & al. ont comparé des pointes réalisées à partir de différentes fibres, le tableau
suivant montre que l’ouverture angulaire des pointes dépend de la concentration de l’acide et du type de
fibre utilisée. Cette remarque s’applique à chaque méthode de fabrication de pointe par attaque chimique.
Enfin, nous pouvons citer les travaux de N. Held & al. qui montrent que ces pointes peuvent être polies
mécaniquement pour modifier aposteriori l’ouverture angulaire des pointes.
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(a) Principe de base de l’attaque avec gaine [319]. (b) Comparaison entre fibre attaquée avec gaine (à
gauche) et sans gaine (à droite) [318].
FIG. 8.18: Attaque chimique d’une fibre protégée par sa gaine plastique.
Fibre — % de HF 40% 34% 28% 21%
3M 221 251 221 201
Cabloptic 182 23;61 20;81;5 19;41;1
Laser Comp.100µm 22;91;2 261 : : : 35;11
TAB. 8.1: Ouverture angulaire (en degrés) de pointes en fonction de la concentration en acide pour diffé-
rentes fibres et à température ambiante [318].
8.3.4 Caractérisation des pointes
Caractérisation a posteriori. La caractérisation est réalisée habituellement en métallisant la sonde et en
la visualisant au MEB. Les montages utilisant des pointes non métallisées ne peuvent bénéficier de
telles caractérisations. Dans ce dernier cas, il est nécessaire de faire un test témoin en métallisant une
partie des pointes, quand le procédé s’avère reproductible, on suppose que toutes les sondes faites
dans les mêmes conditions ont les mêmes caractéristiques.
Caractérisation en temps réel. La caractérisation en temps réel est délicate. Il faut tout de même noter,
les mesures obtenues par T. Pagnot & al. qui en cours d’attaque a déterminé le taux de transmission
de la fibre [320]. Celle-ci étant multimode, il est possible de voir en cours d’attaque le passage des
modes à leur coupure et d’en déduire la taille de la fibre attaquée. Ce procédé ne peut malheureuse-
ment s’appliquer jusqu’à la fin de l’attaque, car la fibre multimode devient monomode. Dans le cas
d’une fibre monomode, le mode n’a pas de fréquence de coupure.
8.3.5 Conclusion sur l’attaque chimique
Différentes techniques permettent actuellement de réaliser des sondes par attaque chimique ayant de
faibles rayons de courbure (10 nm) avec des angles de cône contrôlés. Pour garantir la dimension des
pointes réalisées par attaque chimique, il est nécessaire de contrôler la reproductibilité car la forme des
pointes dépend de tous les paramètres d’attaque (pureté des produits, température, durées de traitement,
etc.) mais aussi de la composition de la fibre optique qui n’est pas toujours une donnée aisée à obtenir de
la part du fabricant. Il reste encore à montrer par des études comparatives (expérimentales et théoriques, si
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(a) Schéma de la mesure. (b) Puissance transmise en cours d’attaque chimique.
FIG. 8.19: Contrôle en temps réel de l’étirage d’une fibre multimode [320].
l’on peut réellement simuler la sonde), que la forme qui semble être un optimum géométrique est également
optimale pour les mesures en champ proche.
8.4 Pointes microlevier sur Si et composés III V
L’utilisation des sondes optiques de champ proche micro-usinées est une alternative intéressante à l’em-
ploi de sondes de type fibres optiques étirées.
En effet, cette catégorie de sondes présente plusieurs avantages.
– La méthode de fabrication issue de la microélectronique permet une fabrication de masse (environ
1200 sur une plaquette 8”). Il en découle deux points importants, le faible prix de revient et la grande
reproductibilité ;
– La structure en levier et le rapport longueur/épaisseur de ces derniers, donnent une tolérance de
plusieurs micromètres en flexion avant d’atteindre la rupture, ce qui permet d’éviter les "accidents"
lors des déplacements ;
– Enfin, l’intégration de diverses fonctions sur le support du levier est un autre point fort de ces sys-
tèmes. Parmi les fonctions, on peut envisager l’intégration :
– du capteur de force entre la pointe sonde et l’échantillon, ce qui permet de déterminer la dis-
tance sonde-échantillon,
– de fonctions photoniques (émission localisée ou réception),
– d’actionneurs, pour asservissement en position ou en flux lumineux.
Ces objectifs nécessitent différentes étapes de fabrication du levier-sonde. Cette section s’intéressera à la
conception et à la réalisation de dispositifs micro-usinés sur substrat silicium et composés III-V, sondes
destinées à la microscopie en champ proche optique.
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FIG. 8.20: Orientation des plans cristallins dans un système cubique faces centrées.
8.4.1 Le silicium
Le silicium monocristallin est toujours utilisé pour ses propriétés électroniques, mais depuis quelques
années, grâce à ses propriétés mécaniques, il a servi de base au développement de nouveaux dispositifs inté-
grés appelés de manière générale micro-systèmes. Des connaissances bien établies sur son micro-usinage,
son oxyde et son nitrure ont permis de fabriquer en production de masse et à faible coût, de nombreux
capteurs et actionneurs.
8.4.1.1 Généralités sur le micro-usinage du silicium
8.4.1.1.1 La gravure humide anisotrope La gravure humide anisotropique du silicium, dont la vitesse
varie selon les directions cristallographiques, est utilisée dans la technologie de fabrication des dispositifs
semi-conducteurs depuis le début des années 1950. Les solutions de gravure sont nombreuses. Elles peuvent
être dépendantes ou non du dopage et possèdent des degrés de sélectivité variés par rapport à ce matériau.
Pour chacune d’entre elles, compte tenu de leurs propriétés chimiques, il faudra utiliser un matériau de
masquage approprié. Nous pouvons citer parmi celles-ci :
– NaOH, CsOH, NH4OH en solution aqueuse [321],
– éthylène diamine, pyrocatechol et eau plus connu sous le nom d’EDP [321],
– hydrazine H2N4 et eau [321],
– hydroxyde de potassium KOH et eau [321],
– tetramethyl ammonium hydroxyde TMAH et eau [321].
Le tableau 8.2 regroupe quelques données relatives à ces solutions.
Ce micro-usinage anisotrope révèle des plans cristallins bien définis permettant d’obtenir un angle de gra-
vure de 54,74Æ, spécifique au Si orienté <100>, ou bien un flanc parfaitement vertical pour le substrat
orienté <110> (cf. fig. 8.21).
8.4.1.1.2 La gravure humide isotrope La gravure humide isotrope du silicium basée sur le couple
HNO3 HF est un processus très complexe, d’alternances d’oxydation et de dissolution de l’oxyde. Si le
mélange est riche en HF, la gravure est limité par l’oxydation grâce à HNO3. Inversement, si l’espèce HF
est présente dans des proportions limitées, la dissolution du SiO2 formé limite la gravure. Des études de
gravure isotrope du silicium sont proposées par B. Schwartz [322] pour des solutions HNO3 HF utilisant
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Solution
d’attaque
diluant
Composition
typique
Température
en Æ C
Vitesse de
gravure (µm=mn)
Selectivité
<100>/<111>
Dépendance au
dopage
Matériau de
masquage
NaOH
eau
10 g
100 ml
65 0,25-1,0 ——- dopage au bore
31020cm 3 réduit
d’un facteur 10 la
vitesse de gravure
Si3N4, SiO2
(7
Æ
A =mn)
éthylène-
diamine
Pyrocatechol
eau
750 ml
120 g
100 ml
115 0.75 35:1 Dopage au bore
71019cm 3 réduit
d’un facteur 50 la
vitesse de gravure
Si3N4,
(1
Æ
A =mn) SIO2
(2
Æ
A /mn) Au,
Cr, Ag, Cu, Ta
éthylène-
diamine
Pyrocatechol
eau
750 ml
120 g
240 ml
115 1,25 35:1
H2N4
eau
100 ml
100 ml
100 2,0 ——- independant SiO2,Al
KOH
eau
44 g
100 ml
85 1,4 400:1 dopage au bore
 1020 cm 3 réduit
d’un facteur 20 la
vitesse de gravure
Si3N4, SiO2,
(14
Æ
A/mn)
KOH
eau
50 g
100 ml
50 1,0 400:1
TAB. 8.2: Caractéristiques des solutions de gravures anisotropes humides du silicium d’après K. E. Petersen [321].
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FIG. 8.21: Géométries de gravure anisotrope du Si. a) plaquette Si orienté <100>, b) plaquette Si orienté
<110>.
l’eau H2O ou bien l’acide acétique CH3COOH comme diluant. Toutes ces attaques ont lieu à température
ambiante et avec agitation (figure 8.22).
FIG. 8.22: Profil de gravure humide isotrope du silicium à l’ambiante : a) avec agitation, b) sans agitation.
8.4.1.2 Réalisation de leviers
Les microsondes silicium sont réalisées en utilisant les techniques classiques des procédés de la mi-
croélectronique. La pointe est fabriquée par photolithogravure anisotrope ou isotrope d’un substrat de si-
licium. Le profil de la monopoutre est ensuite réalisé en face avant par gravure sèche (RIE). La libération
de la poutre est effectuée par gravure anisotrope de la face arrière par photolithographie double face. La
poutre est au préalable fortement dopée p dans son épaisseur de manière à ne pas être attaquée au cours
de la gravure anisotrope du substrat de silicium mais aussi dans le but de constituer une couche d’arrêt. La
figure 8.23 propose une présentation du processus de production des sondes AFM silicium.
FIG. 8.23: Fabrication d’une sonde mono-poutre silicium : a) masquage SiO2 pour gravure anisotrope, b)
gravure de la pointe, c) libération par la face arrière.
8.4.2 Matériaux III V : gravure humide de l’InP et du GaAs
Quelques généralités sur la gravure des matériaux III-V et plus particulièrement l’InP et le GaAs sont
présentées dans ce paragraphe. Le micro-usinage de ces matériaux a été développé pour la microélectro-
nique et l’optoélectronique des dispositifs intégrés.
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FIG. 8.24: Images MEB de pointes obtenues par attaque isotrope [323].
8.4.2.1 Compositions chimiques des solutions d’attaque de l’InP <100>
De nombreux travaux concernant la gravure chimique de l’InP ont été effectués par S. Adachi [324].
Les caractéristiques des gravures chimiques ont été étudiées pour divers systèmes de gravure : HCl, HCl :
HNO3, H2SO4 (profil a), HBr (profil b;c ou d), Br2 : CH3OH (profil d) (voir fig. 8.25). Différents profils
de gravure peuvent résulter de l’utilisation de ces solutions d’attaque. Pour une solution donnée le profil
obtenu dépend aussi de l’axe cristallographique, <110> ou <-110>. Enfin, suivant la solution utilisée, la
sélectivité de l’attaque est variable (de totale à nulle) par rapport aux matériaux ternaires et quaternaires
relatifs à l’InP tels que l’InGaAs et le GaAlInAs. Du point de vue cristallographique les profils de gravure
peuvent être classés en quatre grandes catégories présentées sur la figure 8.25.
8.4.3 Profils obtenus
(voir figure 8.25).
8.4.4 Dispositifs actifs
8.4.4.1 Détecteur sur levier :
Sur structure III V Ce type de détecteur est utilisable dans une gamme de longueur d’onde comprise
entre 800 nm et 1600 nm.
Sur structure Si En transmission, le silicium est transparent dans la bande 1100 nm  1600 nm (en-
viron) en détection, il est possible d’intégrer un détecteur de type Schottky, sur la pointe silicium
(400 nm<λ<1100 nm) [325].
8.4.4.2 Guide optique intégré sur levier
Le levier est réalisé sur un substrat silicium. Le guide optique est constitué de SiNx transparent dans
une gamme de longueurs d’ondes comprises entre l’UV et le proche IR. Le schéma (figure 8.28) montre les
différentes étapes de réalisation de ce dispositif. On notera la couche de SiO2 qui sert à confiner l’énergie
lumineuse dans le guide.
8.5 Sondes en tungstène pour la microscopie optique en champ
proche
L’objectif principal de cette section est de décrire une méthode de réalisation de sondes en tungstène
qui peuvent être facilement adaptées sur les microscopes à sonde locale (SPM 1) commerciaux et utilisées
1. De l’anglais « Scanning Probe Microscope » : AFM, STM, SNOM.
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FIG. 8.25: Différents profils de gravure produits dans l’InP <100> suivant les solutions de gravure humide
utilisées d’après S. Adachi [324].
simultanément pour la microscopie optique en champ proche et pour la microscopie à force atomique.
La méthode de fabrication et l’installation de ces sondes sont décrites ainsi que leurs caractéristiques
en tant que pointe pour la microscopie à force atomique. Nous nous attarderons, à l’aide d’un survol de la
littérature, sur leurs performances en tant que sonde pour la microscopie optique en champ proche.
8.5.1 Fabrication et installation
Deux étapes bien distinctes sont nécessaires pour fabriquer et installer ces sondes. Ces deux étapes sont
respectivement imagées par les figures 8.29 et 8.30.
Une tige cylindrique en tungstène (état rectiligne, diamètre 125 microns) est pliée à l’aide d’une simple
pince brucelle. Sur la figure 8.29 a, la partie A correspond à la future pointe, et la partie B au futur levier
AFM. Lorsque la sonde sera prête pour utilisation, les dimensions respectives de ces deux parties seront
d’environ 1 mm et 4 mm. Ces dimensions résultent d’un subtil compromis entre les performances optiques
et mécaniques de la sonde. Ce compromis est développé en détail dans la reférence [326], mais nous pou-
vons ici donner un exemple. La pointe (partie A) doit être suffisamment longue pour éviter les contributions
du levier à la formation d’une image optique; par contre sa longueur doit rester nettement plus faible que
celle du levier afin de minimiser les mouvements latéraux de la pointe lors de la déflection verticale du
levier. Sur la figure 8.29 a, notons que le pliage n’est pas à 90Æ mais à 106Æ. Cette différence n’est pas
systématique, elle est nécessaire pour compenser l’éventuelle inclinaison naturelle du porte–pointe dans
certains AFM commerciaux. La pointe étant assez longue, il est en effet important d’assurer sa parfaite
verticalité au dessus de l’échantillon.
La partie B est ensuite polie. Cette étape est nécessaire si la sonde est destinée à un SPM commercial. En
170 CHAPITRE 8. SONDES OPTIQUES
FIG. 8.26: Structure d’un levier à photodétecteur intégré.
FIG. 8.27: Image au MEB d’une levier à photodétecteur intégré fonctionnant à 1;55 µm.
effet, dans la plupart des AFM, la déflection du levier est mesurée optiquement par réflexion d’un faisceau
laser sur le levier. Ce dernier doit donc présenter un méplat suffisamment réfléchissant. La mesure optique
de la déflection serait impossible avec la tige en W « brute », celle ci ayant une géométrie cylindrique et
une rugosité de surface de plusieurs microns rms. Inspirée du polissage optique, la méthode utilise une
pâte à diamant déposée sur un disque rotatif (vitesse typique : un tour par seconde) sur lequel est plaqué
le levier (sans en être solidaire) [327]. L’ opération se déroule pendant quelques minutes et est réitérée
plusieurs fois. A chaque fois, on change la pâte de diamant (en passant d’un grain important à un grain plus
faible). Typiquement, les grains successivement utilisés ont un diamètre de 7, 4, 1 et 0:1 µm. Le résultat
du polissage est caractérisé par microscopie optique à l’aide d’un objectif de grande ouverture numérique.
Cette méthode permet d’obtenir un méplat d’une trentaine de microns de large et dont la surface présente
une rugosité bien inférieure au micron. Notons que l’étape de polissage n’est pas nécessaire lorsqu’une
méthode alternative de mesure de déflection du levier est utilisée. Par exemple, on peut utiliser un faisceau
laser latéral (perpendiculaire au levier et à la pointe) focalisé sur le levier [49, 328]. Ce dernier joue alors
le rôle d’un couteau qui occulte plus ou moins le faisceau selon la déflection qu’il subit. Le levier est placé
entre le faisceau incident et une photodiode dont le signal permet de décrire les déflections.
Le levier poli est ensuite installé sur son support (fig. 8.29 b). Dans le cas d’un SPM commercial ce
support est initialement destiné à accueillir les « chips » parallélépipédiques sur lesquels quelques leviers
AFM sont intégrés. Le support est métallique pour des raisons que nous verrons bientôt. Le levier y est fixé
à l’aide d’une goutte de Phényl Salicylate qui a la particularité de se cristalliser à la température ambiante
et de passer à la phase liquide lors d’un léger chauffage (~ 50ÆC). Cette colle peut passer successivement
d’une phase à l’autre ce qui la rend facile d’utilisation. C’est lors de ce collage que l’on choisit la longueur
du levier dont dépend sa fréquence de résonance et sa raideur (cf. § 8.5.2). Un contact électrique entre
la pointe et le support est assuré par une goutte de laque d’argent. Ce contact est nécessaire pour l’étape
suivante : la fabrication de la pointe.
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FIG. 8.28: Etapes de réalisation d’un levier avec guide optique intégré.
La deuxième étape, illustrée figure 8.30, consiste à fabriquer l’extrémité nanométrique de l’apex. Il est
nécessaire que cette étape soit l’étape finale afin de minimiser tout risque d’endommagement de la pointe.
Cette étape est inspirée des méthodes de fabrication de pointes STM [329, 330]. Elle se résume à une
attaque électrochimique basée sur l’oxydation du fil de tungstène plongé dans une solution basique (NaOH
par exemple). La pointe est reliée, via le support métallique, à l’anode d’un générateur de tension, alors
que la cathode est reliée à une électrode en platine plongée dans la solution. Dans le cas de l’utilisation de
la soude, les demi-réactions aux électrodes sont : à l’anode,
W +8OH (aq)!WO2 4 (aq)+4H2O+6e
 
; (8.5)
à la cathode,
6H2O+6e ! 3H2 +6OH  (8.6)
et le bilan de la réaction s’écrit :
W +2OH (aq)+2H2O!WO2 4 (aq)+3H2: (8.7)
La production d’hydrogène gazeux révélée par le bilan ci-dessus est facilement observable expérimen-
talement : de petites bulles sont visibles autour de la pointe. La littérature (par exemple les références
[329,330]) indique que deux types de tension peuvent être appliquées : une tension DC ou une tension AC.
Dans le premier cas, on peut obtenir des pointes de 5 nm de rayon de courbure terminal. Le deuxième mode
est beaucoup plus rapide (il faut environ 5 minutes pour faire une pointe) car l’inversion périodique de la
polarisation permet l’évacuation régulière des « déchets » de la réaction qui ralentissent considérablement
celle–ci dans le cas du mode DC. La littérature conseille parfois une combinaison des deux modes (AC
suivi d’DC). Le mode AC permet d’obtenir des pointes d’une vingtaine de nanomètres. Il est très important
d’enregistrer et d’analyser le courant électrolytique lors de la fabrication de la pointe car c’est ce signal qui
fournit un critère d’arrêt de la réaction. La figure 8.30 b montre l’évolution typique du courant I pendant
l’opération (exemple du mode AC). De nombreux essais [326,327] ont montré qu’il fallait ouvrir le circuit
lorsque le gradient ∂I=∂t commençait à décroître notablement (trait vertical pointillé sur la figure 8.30 b).
Un résultat significatif de la procédure est montré sur la figure 8.31. Notons, sur l’image 8.31 a l’extrême
finesse de la pointe (permettant l’éclairage aisé de son extrémité à l’aide d’un faisceau laser), ainsi que le
rayon de courbure final qui, sur l’image 8.31 b, ne dépasse pas les 30 nm. Il est important de préciser que la
géométrie finale de la pointe est susceptible de dépendre des paramètres suivants : concentration molaire de
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FIG. 8.29: Première étape : pliage, polissage et installation du levier.
la soude, longueur et inclinaison de la pointe immergée dans la solution, fréquence du générateur de tension
(dans le cas du mode AC), valeur de la tension de polarisation, moment d’arrêt. Un utilisateur soucieux de
contrôler la géométrie de sa sonde devra étudier et évaluer l’influence de ces paramètres qui devront être
contrôlés. À titre d’exemple, la sonde présentée figure 8.31 a été préparée avec les paramètres suivants :
soude à 1mole=l, mode AC (100 Hz, 3 Vcc), 1:5 mm de tige plongée verticalement, IAC départ : 7 mA, IAC
fin : 5 mA.
8.5.2 Utilisation en AFM
La pointe étant fabriquée et le levier installé, la sonde peut être testée en tant qu’oscillateur mécanique.
La figure 8.32 montre la courbe de résonance de la sonde mesurée par un SPM commercial sur lequel elle a
été installée. Cette courbe révèle une résonance à 5670 Hz et un facteur de qualité de l’ordre de 200. Du fait
de la simplicité de la géométrie de la sonde, ses caractéristiques mécaniques peuvent être théoriquement
prévues à l’aide de notions de résistance des matériaux.
La raideur k du levier en flexion verticale nous est donnée par [331] :
k = 3EIl3 (8.8)
où l est la longueur du levier, E est le module d’élasticité de première espèce, ou module d’Young, égal
à 411 Gpa pour le tungstène, soit 4:11  1011 N=m2. I est le moment d’inertie du levier pour des charges
verticales, c’est-à-dire par rapport à l’axe horizontal perpendiculaire au levier, I s’écrit [332] :
I =
pi
4
R4; (8.9)
car, si l’on néglige le méplat, le levier est un cylindre plein uniforme de rayon R (= 62:5 µm). La masse du
levier s’écrit m = Sl µ, S étant la section transversale du levier (piR2), et µ la masse volumique du tungstène,
égale à 19:3103 kg=m3. La fréquence de résonance fr du levier est donnée par l’expression [333] :
fr = 12pi
s
k
mp + cm
; (8.10)
où mp est la masse de la pointe (charge) et c est le coefficient de réduction (< 1) égal à la proportion de la
masse du levier qui joue, avec mp, le rôle de charge. La valeur de ce coefficient est de 33=140 [333] dans
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FIG. 8.30: Etape de fabrication de la pointe par érosion électrochimique : a) montage électrochimique, b)
enregistrement du courant (AC) pendant l’opération (mode AC).
le cas d’une tige qui supporte une charge à une extrémité et dont l’autre extrémité est encastrée (c’est notre
cas). En première approximation, mp est la masse d’un cône en tungstène :
mp =
Slpµ
3 (8.11)
où lp est la longueur de la pointe ~ 1 mm (cf. fig. 8.31 a).
A l’aide des expressions 8.8, 8.9, 8.10, 8.11 on peut calculer les fréquences de résonance et raideur
de la sonde W en fonction de la longueur du levier. Le résultat de ces calculs est présenté figure 8.33.
La courbe 8.33 b a été vérifiée expérimentalement [334]. Sur la figure 8.33 a, on peut voir que pour des
longueurs typiques de levier (~4 mm), la raideur de ce dernier est élevée (100  300 N=m) par rapport
aux raideurs typiques des leviers AFM (0:1  10 N=m). La sonde ne fonctionne ici donc qu’en mode
AFM tapping. Ce mode, décrit par exemple dans les références [216, 335], est un mode intermédiaire
entre le contact et le mode attractif [335]. En mode tapping, la pointe oscille verticalement à la fréquence
de résonance du levier (comme en mode attractif) mais avec une importante amplitude d’oscillation de
quelques dizaines de nanomètres (contre quelques fractions de nanomètres en mode attractif). La forte
raideur du levier permet à la pointe de traverser périodiquement le potentiel attractif (dû essentiellement
aux forces de Van der Waals) de l’échantillon pour pénétrer périodiquement dans le potentiel répulsif
(rencontre des nuages électroniques de la pointe et de l’échantillon). Ce mode permet, notamment, d’être
insensible aux forces latérales et à leur effet destructeur et de travailler en milieu liquide [216].
La figure 8.34 montre deux images AFM significatives, réalisées à l’aide d’une pointe W montée sur
un AFM commercial. La figure 8.34 a est une image d’un réseau de plots d’aluminium sur substrat en
verre. Elle révèle une résolution de l’ordre de 20 nm. La figure 8.34 b. est une image d’une surface de verre
recouverte d’un couche liquide de plusieurs microns. Les défauts de la surface (petites rayures) ont pu être
décrits à travers la couche liquide. L’utilisation de ces pointes par un SPM commercial a été validée sur 3
modèles : le CP et le M5 de Park Scientific Instrument et le D3100 de Digital.
Précisons un point important : lorsque la pointe est détériorée, elle peut être remise en état en replon-
geant l’extrémité émoussée dans la solution de soude pendant quelques secondes, sans la décoller de son
support. Cette nano-réparation permet d’utiliser le même levier malgré quelques « accidents » habituels en
microscopie à sonde locale.
Enfin, notons que le coût total d’une sonde W est d’environ 2 euros.
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FIG. 8.31: Image MEB d’une sonde en tungstène réalisée en mode AC. a) levier et pointe, b) extrémité de
la pointe.
FIG. 8.32: Courbe de résonance d’une sonde en tungstène mesurée par un AFM comercial sur lequel la
sonde est installée.
8.5.3 Performances en SNOM
La pointe en tungstène est régulièrement utilisée en microscopie optique en champ proche à « pointe
sans ouverture » (cf. § 7.2.1.2 du chapitre 7). Elle est appréciée essentiellement pour sa facilité de fabrica-
tion, son efficacité de diffusion en intensité (10 fois supérieure à celle du verre) et pour le large domaine
spectral qu’elle permet d’explorer (de l’UV à l’infrarouge lointain). De plus, elle peut être utilisée si-
multanément comme sonde AFM (en mode tapping, cf. § 8.5.2), mais aussi en mode attractif [211]) ou
STM [277]. Enfin, elle peut jouer le rôle de nanosource optique lorsque « l’effet de pointe » est excité [49].
Un bilan (non exhaustif) de son utilisation en SNOM peut être établi ; de nombreuses équipes l’ont
utilisée dans la large gamme spectrale citée plus haut :
– pour mettre en évidence des contrastes locaux de constante diélectrique [328, 336],
– pour perturber et détecter des plasmons-polaritons générés à la surface d’un film d’argent [277],
– en nano photo-lithographie sur couche d’or [268] ou sur silicium passivé à l’hydrogène [337],
– pour détecter en champ proche la lumière diffusée lors d’une expérience de photo-acoustique nano-
seconde [338],
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FIG. 8.33: Raideur (a) et fréquence de résonance (b) de la sonde W calculées en fonction de la longueur
du levier.
– pour amorcer localement une photopolymérisation radicalaire [270],
– pour mettre en évidence des contrastes magnéto-optiques en champ proche [276, 339],
– pour détecter des exaltations de champs locaux sur une surface métallique percolante [33],
– pour caractériser en champ proche l’émission de lumière d’une diode laser en fonctionnement [340].
8.5.4 Conclusion
Nous avons décrit une méthode de fabrication des sondes en tungstène utilisées en microscopie optique
en champ proche. Ces sondes sont de faible coût et peuvent fonctionner sur les SPM commerciaux et
être restaurées plusieurs fois en cas d’endommagement. En SNOM, elles peuvent jouer le rôle de nano-
collecteur de lumière mais aussi de nano-illuminateur. Enfin, elles peuvent être utilisées, simultanément à
leur fonction optique, comme sondes AFM ou comme sondes STM.
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FIG. 8.34: Images AFM (22 µm2, mode tapping) : a) réseau de plots Al sur substrat de verre (avec profil
correspondant) ; b) surface de verre recouverte d’une couche liquide de quelques microns d’épaisseur.
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9.1 Généralités
Un matériau possède des propriétés piézoélectriques si une déformation mécanique sur ce matériau se
traduit par l’apparition de charges, créant un champ électrique entre les faces polarisées. Ces phénomènes
étant réversibles, une déformation apparaît dans le matériau lorsqu’il est soumis à un champ électrique.
Dans le premier cas, on parle d’effet piézoélectrique direct, dans le second cas il s’agit de l’effet piézo-
électrique inverse (fig. 9.1).
9.1.1 Historique
L’effet piézoélectrique direct est connu depuis l’antiquité. Il y a en effet au moins trois mille ans que
les indiens de Ceylan connaissent les propriétés des sels de tourmaline.
La première observation quantitative du phénomène a été effectuée par R. Haüy en 1817. Cependant,
la découverte de la piézoélectricité fut attribuée aux frères Pierre et Jacques Curie en 1880, car c’est à cette
époque qu’ils publièrent la première étude systématique sur les symétries de l’état cristallin. Ils énoncèrent
un certain nombre de lois et effectuèrent des travaux sur différents cristaux, dont le quartz, la topaze, la
tourmaline, le sel de Rochelle. En 1881, G. Lippmann suggère l’effet inverse, qu’il déduit de façon théo-
rique à partir des principes fondamentaux de la thermodynamique. En vingt-cinq ans les vingt classes cris-
tallines présentant des propriétés piézoélectriques et les dix-huit coefficients piézoélectriques permettant
l’analyse tensorielle complète ont été définis.
L’étude mathématique des milieux anisotropes et, en particulier des phénomènes piézoélectriques, est
due à Voigt. Ses principaux travaux ont été publiés en 1910 dans un ouvrage qui sert de référence : Lehr-
buch der Kristallphysik. Il y introduit la notion de tenseur et donne la première théorie de l’élasticité des
matériaux.
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(a) (b)
FIG. 9.1: Effet piézoélectrique, a) effet direct, b) effet inverse [341]
Les applications industrielles importantes n’apparaissent cependant que beaucoup plus tard. C’est en
1917 que Paul Langevin construit un générateur d’ondes ultra sonores pour la mesure et la détection sous-
marine. Peu de temps après, W. Cady propose l’utilisation du quartz pour le contrôle des fréquences dans
les oscillateurs radioélectriques [341].
Pendant la seconde guerre mondiale, des groupes isolés aux USA, au Japon et en Union Soviétique dé-
couvrent que certaines céramiques, préparées par frittage de poudres d’oxydes métalliques, présentent des
constantes piézoélectriques plus de 100 fois supérieures à celles des cristaux. Jusqu’en 1965, les recherches
portèrent sur le développement de la famille des titanates de baryum, puis des zirconate-titanates de plomb
(PZT), l’étude des structures des cristaux de perovskite, et des dopages possibles pour l’optimisation des
propriétés.
Les premières exploitations commerciales de matériaux piézoélectriques sont japonaises, après la pré-
sentation en 1951 d’un appareil de détection des bancs de poissons. Depuis, les industriels de nombreuses
autres nations se sont lancés dans l’aventure.
La piézoélectricité est présente partout, du satellite ou du laboratoire de recherche jusqu’à la cuisine
familiale, de l’hôpital jusqu’au "vêtement" grand public, discrètement cachée à l’intérieur des filtres élec-
troniques dont sont truffés nos téléviseurs, radios, lecteurs-enregistreurs audio et vidéo, dans un oscillateur
de hautes performances, mais aussi dans un allume-gaz, à la base du fonctionnement d’un appareil d’écho-
graphie médicale ou d’un sonar, dans une montre, un téléphone portable ou un capteur pour l’automobile.
Sans oublier, bien sûr, la fameuse "cale piézo" que tout microscopiste connaît.
9.1.2 Approche cristallographique
L’effet piézoélectrique ne peut s’observer que dans un certain nombre de cristaux non conducteurs dans
lesquels existe une anisotropie qui privilégie un axe d’apparition des charges, l’axe de polarisation [341].
C’est l’arrangement des ions, chargés positivement et négativement qui, dans certaines structures cris-
tallines, sont à l’origine de l’apparition de charges de polarisation lorsqu’elles subissent une déformation
mécanique : le déplacement des barycentres des charges positives et négatives provoque l’apparition de mo-
ments dipolaires dans la structure. Les cristaux susceptibles de présenter un effet piézoélectrique doivent
être dépourvus de centre de symétrie (fig. 9.2) Sur les 32 classes cristallines existant dans la nature, 21 ne
présentent pas de centre de symétrie, mais, parmi celles-ci, 20 seulement sont piézoélectriques.
9.1.3 La ferroélectricité
Parmi les vingt classes cristallines piézoélectriques, 10 possèdent une polarisation rémanente en l’ab-
sence de champ électrique externe appliqué. L’application d’un champ électrique E provoque l’apparition
d’une polarisation P et la représentation graphique de jPj en fonction de jEj est une courbe analogue au
cycle d’hystérésis des matériaux ferromagnétiques (fig. 9.3). C’est le cycle d’hystérésis ferroélectrique. Il se
caractérise par une polarisation maximum Pm, un champ coercitif Ec pour lequel la polarisation spontanée
s’inverse et une polarisation rémanente Pr en l’absence de champ électrique appliqué [8]. Les composés ob-
tenus par frittage, les céramiques piézoélectriques, ne présentent pas l’anisotropie nécessaire à l’apparition
d’un moment dipolaire global. L’orientation aléatoire des cristaux élémentaires doit être corrigée par l’ap-
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(a) Cristal centrosymétrique, aucun effet piézoélectrique (b) Cristal sans centre de symétrie, effet piézoélectrique
possible
FIG. 9.2: Conditions de symétrie pour un effet piézoélectrique possible ( [341]
FIG. 9.3: Cycle d’hystérésis ferroélectrique ( [342])
plication d’un champ intense, appelé champ de polarisation, qui leur confère le caractère ferroélectrique
nécessaire à l’exploitation de leurs propriétés piézoélectriques.
Le processus de polarisation consiste en l’application à chaud, à une température située au-delà du
"point de Curie" ferroélectrique (température critique au-delà de laquelle l’orientation des cristaux –la
polarisation– disparaît), d’un champ électrostatique de quelques kV=mm, puis de leur refroidissement en
présence de ce même champ. Cette opération est assez délicate pour une céramique épaisse. Une couche
mince de l’ordre du micron se contentera de quelques volts. Elle risque corrélativement d’être dépolarisée
ou inversée par la même très basse tension.
En général, dans de tels composés, il se produit une altération des propriétés piézoélectriques. Celle-ci
se fait, soit progressivement par suite d’une lente relaxation au cours du temps des contraintes internes
engendrées par le processus de polarisation, soit à la suite d’une exposition à une température au moins
égale à la température de Curie. Selon leur plus ou moins grande facilité à se dépolariser, on peut classer, de
façon sommaire, les différentes nuances de céramiques piézoélectriques en matériaux "durs" et "doux". Les
matériaux doux tendent à se dépolariser plus facilement, par exemple sous l’effet d’une contrainte élevée.
Les matériaux tels que le quartz, qui ne sont pas ferroélectriques, n’ont pas besoin d’être polarisés pour
que l’effet piézoélectrique soit présent.
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9.2 Équations de base de la piézoélectricité
9.2.1 Variables de la piézoélectricité
Le phénomène piézoélectrique est donc le résultat d’un couplage entre les propriétés élastiques et les
propriétés électriques de certaines structures cristallines, anisotropes et ne présentant pas de centre de sy-
métrie. Les équations piézoélectriques expriment le lien entre les variables mécaniques que sont le tenseur
des déformations relatives S et des contraintes T et les variables électriques, vecteur excitation électrosta-
tique D et champ électrique E . Ce sont les applications qui imposent le choix des variables.
La poursuite de cette étude, nécessite l’examen du comportement élastique des matériaux, notamment
au niveau des relations contraintes — déformations, puis de la polarisation électrique des milieux diélec-
triques. Nous n’entrerons pas dans les détails décrits dans les références [343, 344] pour les coefficients
élastiques et électrostatiques. Nous rappellerons simplement que le comportement élastique des matériaux
obéit à la loi de Hooke généralisée reliant les contraintes et les déformations. Celle-ci est supposée valable
pour de petites déformations dans les limites d’élasticité des matériaux. Elle admet que les composantes
des contraintes soient des fonctions linéaires des composantes des déformations. Cette hypothèse permet
donc un traitement tensoriel des problèmes d’élasticité.
9.2.2 Caractéristiques piézoélectriques
9.2.2.1 Relations entre grandeurs mécaniques et électriques. Effet direct, effet inverse
Les caractéristiques piézoélectriques traduisent le couplage entre les variables mécaniques et élec-
triques, dans certains matériaux, obligatoirement anisotropes. Avec l’hypothèse de linéarité, on peut écrire
ces relations sous différentes formes, selon que l’on veut décrire l’effet direct ou l’effet inverse :
Apparition d’une polarisation P sous l’effet d’une déformation S à champ électrique constant
P = e S (effet direct) (9.1)
où e est le tenseur des constantes piézoélectriques, traduisant la proportionnalité entre la charge électrique
et la déformation. Elles s’expriment en C=m2.
Apparition d’une polarisation P sous l’effet d’une contrainte T à champ électrique constant
P = d T (effet direct) (9.2)
d est le tenseur des constantes piézoélectriques traduisant la proportionnalité entre la charge et la contrainte.
Leur unité est le C=N.
Apparition d’une contrainte T sous l’effet d’un champ électrique appliqué E à déformation nulle
T = et E (effet inverse) (9.3)
et est la transposée de la matrice des constantes piézoélectriques e, exprimées en N=V:m.
Apparition d’une déformation S sous l’effet d’un champ électrique appliqué, à effort constant
S = dt :E (effet inverse) (9.4)
dt est la transposée de la matrice des constantes piézoélectriques d, dont les unités sont données en m=V .
Remarque : suivant les relations dans lesquelles ils interviennent, les mêmes coefficients sont exprimés
dans des unités différentes.
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9.2.2.2 Équations de la piézoélectricité
Nous avons décrit ci-dessus trois types de phénomènes dans les matériaux : leur comportement élas-
tique, sous la forme des relations contraintes-déformations, l’apparition de charges sous l’influence d’un
champ électrostatique externe dans les milieux diélectriques et, pour certains cristaux anisotropes, les cou-
plages piézoélectriques. En réalité, pour les matériaux piézoélectriques ces phénomènes ne sont pas dis-
sociables. L’hypothèse de leur linéarité dans les limites élastiques des matériaux et pour les déformations
de faible amplitude permet d’appliquer le principe de superposition des effets. Les huit équations d’état
s’écrivent alors sous la forme :
Effet piézoélectrique direct Effet piézoélectrique inverse
D = εT E+dT S = sE T+dtE
E = βT D gT S = sDT+gtD
D = εSE+ eS T = cES  etE
E = βS hS T = cDS htD
TAB. 9.1: Équations de la piézoélectricité.
Dans ce tableau, les lettres majuscules en exposant indiquent la variable maintenue constante. Le t
minuscule en exposant indique la matrice transposée. Ainsi, εT représente le tenseur des coefficients de
permittivité électrique à contrainte maintenue constante, dt est la transposée de la matrice des coefficients
piézoélectriques d. De nouveaux coefficients apparaissent :
– Le tenseur des coefficients g (matrice 3;6), qui sont des constantes piézoélectriques traduisant la
proportionnalité entre la contrainte et le champ à induction constante, en V:m=N dans le cas de
l’effet piézoélectrique direct (calcul du champ), ou en m2=C, dans le cas du calcul de la déformation
(effet inverse)
– Le tenseur des coefficients h (matrice 3;6), traduisant la proportionnalité entre la déformation et le
champ résultant à induction constante. Les unités de ces coefficients sont le V=m pour l’effet direct,
ou le N=C pour l’effet inverse.
9.2.2.3 Remarque sur les symétries cristallines
Les symétries d’orientation cristallines, c’est à dire les opérations de symétrie ou de rotation qui laissent
inchangées les propriétés des matériaux, permettent de réduire le nombre de coefficients indépendants. Pour
un cristal, les symétries possibles sont :
– Rotation directe de 2pi=p autour d’un axe, p étant égal à 1;2;3;4 ou 6, ou inverses (rotation de 2pi=p
par rapport à un axe + symétrie par rapport à un point sur l’axe)
– Symétrie par rapport à un plan, notée m
Ces symétries définissent 32 classes cristallines. Une description de ces classes cristallines, est détaillée
dans les références [345] et [346].
Considérons les lois de transformation des composantes d’un tenseur T lors d’un changement de co-
ordonnées orthogonales : pour écrire les composantes t 0i j de T dans un système d’axes ox0i, de vecteurs
unitaires e0i à partir des composantes ti j de ce tenseur T dans un système d’axes oxi, de vecteurs unitaires
ei, on écrit la matrice de transformation dont les composantes sont les cosinus directeurs du changement
d’axes ai j = cos(ox0i;ox j). On a :
t 0i j = aika jltkl (9.5)
Dans le cas où cette transformation correspond à une opération de symétrie dans le cristal, laissant inva-
riantes ses propriétés, on a t 0i j = ti j.
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Dans le cas où le cristal possède un centre de symétrie, la matrice de transformation s’écrit :

ai j

=






 1 0 0
0  1 0
0 0  1






(9.6)
Pour les coefficients à nombre impair d’indices, comme par exemple pour les coefficients piézoélectriques
(qui ont trois indices avant prise en compte des conditions de symétrie des tenseurs des déformations), on
obtient ei jk = ei jk, ce qui signifie qu’ils sont tous nuls. On vérifie ainsi qu’un cristal possédant un centre
de symétrie ne peut pas être piézoélectrique. Il en est de même pour les matériaux isotropiques [346].
9.2.3 Autres caractéristiques
Couplage électromécanique
D’autres caractéristiques comme le couplage mécanique donnent une indication sur la capacité du
matériau piézoélectrique à effectuer la conversion électromécanique. Les différents coefficients de couplage
sont définis dans les références [343, 345, 347, 348].
kp = k31
r
2
1 σE
avec σE = coefficient de Poisson (9.7)
σ =
s12
s11
et k1 = h33
s
eS33
cD33
(9.8)
On utilise l’un ou l’autre de ces coefficients suivant la forme de l’élément piézoélectrique utilisé. Par
exemple, le coefficient de couplage longitudinal intrinsèque, k33, est utilisé pour les couches épaisses vi-
brant suivant la direction de polarisation. On choisit le coefficient de couplage transverse, k15, pour les
pièces vibrant dans la direction transversale perpendiculaire à la direction de polarisation. kp est utilisé
pour les vibrations transversales des disques minces perpendiculaire à la direction de polarisation et kt ,
pour les vibrations suivant la direction de polarisation des pièces minces. Pour plus de détails le lecteur est
invité à se référer aux références [342, 345].
9.3 Caractérisation dynamique : facteur de pertes et coefficient de
surtension. Schéma électrique équivalent
Quand un élément piézoélectrique est soumis à un champ électrique alternatif en régime sinusoïdal, il
présente une impédance électrique et peut être représenté par un schéma électrique équivalent. La courbe
de l’impédance, ou de l’admittance en fonction de la fréquence (9.4) met en évidence la présence de deux
fréquences, fa, pour laquelle l’admittance du système est minimum, et fr, pour laquelle l’admittance est
maximum.
fa est appelée la fréquence d’antirésonance, fr est la fréquence de résonance, pour laquelle les am-
plitudes de vibration de l’élément piézoélectrique sont maximum. La forme la plus courante de circuit
électrique associé à cette courbe est un circuit oscillant RLC du type de celui de la figure 9.4. La capacité
C0 caractérise l’élément piézoélectrique, considéré comme un simple condensateur (en faisant abstraction
des propriétés piézoélectriques), dont la permittivité du diélectrique serait égale à celle de la céramique.
R0 est une résistance qui représente les pertes diélectriques. Elle permet de définir le coefficient de pertes
diélectriques par la relation, dans laquelle ω représente la pulsation en rad=s :
tanδ = 1
RC0ω
(9.9)
La valeur très élevée de R0 permet de souvent la négliger dans la représentation du circuit électrique équi-
valent.
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(a) Courbe d’admittance d’un élément piézoélectrique
C0 R0
C
L
R
(b) Circuit électrique équivalent [347]
FIG. 9.4:
Les parties C0 et R0 représentent la partie parallèle, ou branche bloquée, du circuit oscillant. La branche
R , L, C est appelée la branche motionnelle. R représente les pertes mécaniques dans le matériau. La self L
est proportionnelle à la masse de la céramique. La capacité C est proportionnelle à la constante élastique s.
En fait, les schémas électriques ou électromécaniques reposent sur l’analogie électromécanique représentée
dans le tableau ci-dessous, repris dans la thèse de R. Le Letty [348].
Grandeurs physiques Grandeurs mécaniques Grandeurs mécaniques (mouve-
ment de rotation)
Capacité C(F) Élasticité c(m=N) Inverse du moment de torsionl=k(m2=M)
Inductance L(H) Masse m(kg) Moment d’inertie j(kg:m2)
Charge électrique q(C) Amortissement c(kg=s) Amortissement c(kg:m=s)
Courant i(A) Vitesse v(m=s) Vitesse angulaire Ω(rad=s)
Diff. de Potentiel φ(V ) Force F(N) Couple T (Nm)
TAB. 9.2: Analogies électromagnétiques
L’acuité de la résonance est définie, comme pour tous les circuits résonnants, par le coefficient de
surtension :
Q = 1
RCωr
=
1
R
r
L
C
de la branche motionnelle (9.10)
ωr est la pulsation correspondant à la fréquence fr. De même, si l’on définit de façon classique, la bande
passante ∆ f comme l’écart des fréquences de part et d’autre du pic de résonance, pour un affaiblissement de
3 dB, on a Q = fr=∆ f . Les céramiques actuelles peuvent atteindre des valeurs de Q de 2000. On démontre
d’autre part que le coefficient de couplage k est relié aux capacités C et C0 par la relation :
k2 = C
C+C0
(9.11)
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9.4 Exemples de matériaux piézoélectriques
On peut classer les matériaux présentant des propriétés piézoélectriques ou ferroélectrique selon trois
familles : les monocristaux, les céramiques et les polymères piézoélectriques.
Parmi les cristaux, il faut citer les plus connus que sont le quartz et la tourmaline. Le quartz est un
système trigonal, de masse volumique 2;65 103 kg=m3, très rigide : il possède un axe d’ordre 3, l’axe
optique (p= 3, propriétés inchangées lors de rotations de 2pi=3 autour de l’axe optique) et trois axes d’ordre
2, perpendiculaires à l’axe optique et disposés à 120Æ les uns par rapport aux autres (axes électriques). Il
appartient à la classe cristalline 18. La tourmaline est un cristal de la classe 3, qui présente trois plans de
symétrie dont l’intersection est un axe d’ordre 3.
Le quartz est utilisé pour sa stabilité (bases de temps) et pour sa grande rigidité, d’où les applications
dans la haute fréquence et dans les filtres. La tourmaline est remarquable pour la gamme de température
dans laquelle elle peut être utilisée. Elle est cependant chère et de faible sensibilité.
Les céramiques sont des corps polycristallins, formés d’un composé de monocristaux possédant des
propriétés ferroélectriques, obtenu par frittage. Ce sont des titanates, niobates, zirconates de plomb, cal-
cium et baryum. Parmi ces matériaux, les plus connus sont les PZT (titanates - zirconates de plomb). Les
propriétés d’anisotropie de ces matériaux sont obtenues par l’orientation de ces cristaux en appliquant un
champ électrique de l’ordre de quelques kV=mm.
Pour une stabilité chimique comparable à celle du quartz, les céramiques piézoélectriques présentent
des coefficients piézoélectriques de valeurs plus de 100 fois supérieures, ce qui leur donne des coefficients
de couplage élevés. Elles permettent d’autre part de nombreuses variations de leur composition.
Par suite de leurs performances, les domaines d’utilisation des céramiques piézoélectriques sont ex-
trêmement nombreux. Elles se présentent sous de nombreuses formes : en couche mince, d’épaisseur de
l’ordre du 1=10eme de micron jusqu’à 10 µm. Des travaux sont également en cours dans les laboratoires sur
les techniques de dépôt en couches épaisses pour réaliser des stators de micromoteurs par des techniques
collectives de fabrication ou sous forme de composés multicouches pour diminuer les tensions d’alimen-
tation. Pour des applications d’imagerie, le plus souvent médicale, mais également pour des microaction-
neurs, elles se présentent également sous la forme de composites résine-céramique, appelés piézocompo-
sites de connectivité 1-3 [349, 350].
Pour terminer, nous mentionnerons les polymères piézoélectriques, parmi lesquels le PVDF (polyfluo-
rure de vinylidène), qui sont des polymères semi-cristallins comprenant une phase amorphe, qui donne les
propriétés mécaniques et une phase cristalline pour les propriétés piézoélectriques. Ces polymères existent
sous deux formes différentes :
– sous forme de film monoaxial, où la résistance mécanique et les coefficients piézoélectriques sont
les plus élevés dans le sens de l’étirage (sous un champ électrique intense de 40 kV=µm),
– sous forme de film biaxial : la résistance mécanique est élevée dans toutes les directions et les coeffi-
cients piézoélectriques d31 et d32 sont égaux. d33 est égal à 30 pC=N et d31 à 20 pC=N à température
ambiante.
Les épaisseurs obtenues varient de 0:3 à quelques centaines de microns. Les applications des films PVDF
sont les détecteurs acoustiques ou pyroélectriques, les transducteurs électro-acoustiques (haut-parleurs) et
les actionneurs (ventilateurs, miroirs à focale variable, interrupteurs opto-mécaniques).
9.5 Usage des matériaux piézoélectriques en microscopie champ
proche
La piézoélectricité a accompagné dès ses premiers jours l’évolution des microscopes à sonde locale.
Elle a même été présente bien avant que l’on soit capable de construire le premier microscope. E. H. Synge
déjà considéré comme l’inventeur de la microscopie optique en champ proche, [208] (voir chapitre 7)
proposa en 1932 l’usage de matériaux piézoélectriques afin de contrôler avec précision la distance séparant
collecteur et échantillon [351]. La puissance du matériau piézoélectrique est sa capacité à se dilater, se
comprimer et plus généralement se déformer de manière répétitive et avec une résolution subnanométrique.
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Il est effectivement aisé de contracter un élément piézoélectrique de quelques dixièmes d’angströms sans
grande difficulté ; ce sont les bruits électronique et thermique qui fixeront la résolution.
Notons que les matériaux piézoélectriques sont utilisés de deux manières différentes en microscopie à
sonde locale. Ils fonctionnent :
– soit en régime quasi-statique comme cale piézoélectrique pour assurer le balayage de l’objet et le
positionnement de la pointe,
– soit en régime dynamique (oscillant), afin d’amener la fibre optique (ou le microlevier) à vibrer dans
les configurations faisant appel au tapping-mode ou aux forces de cisaillement (voir chapitres 7 et 8).
Dans les deux cas, les matériaux mis en œuvre sont le quartz et les céramiques de type PZT.
9.5.1 Matériaux piézoélectriques comme dispositifs de balayage
Toutes les configurations présentées dans le chapitre 7 ont ceci en commun : elles ont besoin de dépla-
cements micro et nanométriques en translation pour assurer le balayage en x et y et l’approche en z entre la
pointe et l’échantillon.
La première configuration de microscope tunnel électronique faisait appel à un trièdre en quartz per-
mettant des déplacements dans les trois directions (voir fig. 9.5). Cette configuration souffrait de nombreux
défauts liés d’une part à la faible sensibilité du quartz et à la forme même du dispositif propre à générer
et entretenir des modes de vibration de poutre. Très rapidement, ce système a été remplacé par le tube en
céramique de type PZT dont le principe de fonctionnent est décrit dans le paragraphe 9.5.1.1. D’autres
solutions ont été également développées. Elles sont généralement basées sur la combinaison plus ou moins
intégrée de cales piézoélectriques associées afin de créer un actionneur triaxe. Ces solutions plus coûteuses
et encombrantes intègrent souvent des dispositifs de correction d’hystérésis par adjonction d’un capteur ca-
pacitif. Le fabricant Queensgate fournit des cales permettant des déplacements de plusieurs microns quasi
exempt d’hystérésis. Si de fortes amplitudes de déplacement sont nécessaires, la technologie inchworm
développée par Burleigh est à préférer. Elle permet des excursions de plusieurs centimètres grâce à un pro-
cédé de reptation séquentielle de trois tubes piézoélectriques solidaires, en céramique piézoélectrique et
enserrant un tube également en céramique. Le déplacement n’est pas sans rappeler la reptation d’un lom-
bric : : : L’inconvénient de cette technique utilisée dans certains STM commerciaux et en SNOM est l’effet
de recul lorsque les cylindres se contractent sur le tube central. Les conséquences de ce comportement
saccadé peut être minimisé en choisissant une configuration adéquate. Il n’a à notre connaissance pas été
réellement corrigé.
x
y
z
FIG. 9.5: Trièdre en quartz assurant les déplacements suivant les 3 directions x, y et z
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9.5.1.1 Le tube piézoélectrique comme actionneur triaxe
Le tube piézoélectrique est sans aucun doute le moyen le plus répandu pour assurer des déplacements
dans les trois directions de manière simple, efficace et précise. Le principe consiste
– à métalliser intérieurement et extérieurement un tube piézoélectrique généralement en PZT. Le métal
est de l’aluminium, du chrome, du nickel ou de l’argent ;
– à découper l’électrode extérieure en quatre segments de surface égale soit par voie chimique à l’acide
nitrique dilué (procédé répandu mais déconseillé car les céramiques présentent une certaine porosité),
soit par abrasion mécanique au moyen d’une meule très fine, (le fournisseur peut se charger de cette
opération) ;
– d’appliquer des tensions en push-pull (+Vx; Vx; +Vy; Vy; ) sur les électrodes opposées et une ten-
sion de référence +Vr sur l’électrode interne (souvent la masse).
L’application des champs électriques de signe opposé entraîne une déformation du matériau comme indiqué
sur la figure 9.6 a et b. Puisque les parties opposées du tube sont soumises à des différences de potentiel
Vx V r,  Vx Vr;Vy Vr,  Vy Vr, le tube subira simultanément un allongement et une contraction
sur la partie opposée. Le résultat sera une légère courbure du tube permettant d’induire des déplacements
parfaitement contrôlés suivant x et y. Il est donc possible de générer très facilement des allongements
allant du nanomètre à plusieurs dizaines de microns. Le déplacement selon z (c’est-à-dire le long de l’axe
du cylindre) est obtenu en ajoutant sur l’électrode interne (ou les quatre électrodes externes) une tension
déterminée qui se traduira par un allongement ou une contraction global du tube (voir équation 9.12).
La géométrie habituelle d’un tube est quelques centimètres de long, une épaisseur de 0,6 à 1 mm et un
diamètre compris entre 5 mm à quelques centimètres. L’allongement du tube est lié au coefficient de charge
d31 et la relation entre l’élongation ∆L, la longueur du tube L et l’épaisseur e, quand il est soumis à une
différence de potentiel V s’écrit :
∆L = d31 V
L
e
(9.12)
La valeur L=e = 50 est proche du maximum réalisable, ce qui conduit par exemple pour le modèle Quartz
et Silice, P4 68 [342] à des valeurs de déplacement :
– pour V = 1000volts, ∆L = 10microns
– pour V = 1volt, ∆L = 10nanomtres
9.5.1.2 Amélioration de la technique
On sait qu’il est possible d’empiler des disques en céramique, ceux-ci montés mécaniquement en série
et électriquement en parallèle vont ajouter leurs déformations, augmentant ainsi l’allongement global. De
la même manière, il est possible de combiner n tubes identiques comme indiqué sur la figure 9.6 (dans
ce cas n = 2) afin d’augmenter la longueur globale du déplacement, et d’autre part de compenser d’éven-
tuels défauts de linéarité de balayage en jouant sur les polarités des différentes électrodes. Les tubes sont
simplement assemblés au moyen d’un joint de colle époxy ou cyanoacrylate. L’électrode externe est alors
composée de 4n segments dont la combinaison électrique peut être plus ou moins sophistiquée en fonc-
tion de l’effet désiré.
9.5.1.3 Connection des fils sur les électrodes
Des précautions doivent être prises pour assurer la connection des électrodes. La température de Curie
des matériaux PZT est généralement basse (entre 150 et 300ÆC) la dépolarisation intervenant bien avant
ces valeurs, il est déconseillé de procéder par soudure à l’étain. Une colle époxy conductrice est la solution
à privilégier, malgré la durée de polymérisation.
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+Vx
-Vy
+Vx
Vx-Vx
+Vx
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-Vx
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a b
c d
FIG. 9.6: Déformations d’un tube piézoélectrique en fonction de la combinaison choisie d’excitation ; en
a et b, un seul élément au repos et excité ; en c, la dissymétrie de l’excitation entraîne un déplacement
résultant qui n’est pas rigoureusement linéaire, par contre en d, le problème est résolu.
9.5.1.4 Compensation thermique
Un autre exemple d’assemblage de tubes piézoélectriques est présenté sur la figure 9.7. Il permet de
s’affranchir de la dérive thermique des matériaux. En effet, la microscopie en champ proche souffre en gé-
néral d’une trop grande sensibilité aux variations de température. Dans cet assemblage mécanique de deux
tubes concentriques, la dilatation du tube extérieur compense exactement celle du tube intérieur. De plus,
le déplacement vertical global résultant est le double du déplacement d’un seul tube. Des combinaisons
jusqu’à 8 tubes concentriques ont été tentées. La gestion des tensions à appliquer devient toutefois délicate.
9.5.2 Matériaux piézoélectriques comme dispositifs vibrants
L’autre domaine d’application est l’utilisation de pastilles piézoélectriques ou de diapasons comme
dispositifs d’excitation mécanique. Par exemple, la figure 9.8 montre une configuration dans laquelle une
pastille céramique en PZT de quelques millimètres de diamètre est excitée au moyen d’une source de
tension alternative à quelques dizaines de kHz. La vibration mécanique est alors transmise à la fibre optique
qui se comporte alors comme une poutre vibrante encastrée. Une autre application est décrite dans le détail
dans le chapitre 10. Il s’agit de détecter l’amortissement des forces de cisaillement au moyen d’un diapason
d’horloger ou réalisé à partir d’un assemblage de plaquettes de PZT. La technique utilisant les diapasons
en quartz est aujourd’hui aussi incontournable que l’usage des dispositifs de balayage à base de PZT.
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extrémités encastrées
tube extérieur
tube intérieur
support isolant
dilatation thermique
extrémité libre du tube intérieur
FIG. 9.7: Assemblage de tubes permettant une compensation de la dérive thermique
V
support de pointe
pointepastille piézo
FIG. 9.8: Mise en vibration d’une fibre au moyen d’une pastille piézoélectrique
Chapitre 10
Détection des forces de friction et de
cisaillement à l’aide d’un diapason en
quartz
Sommaire
10.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 189
10.2 Modèle de l’oscillateur . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 189
10.2.1 Constante de raideur statique d’un bras du diapason . . . . . . . . . . . . . . . . 190
10.2.2 Modes de courbure des bras du diapason . . . . . . . . . . . . . . . . . . . . . 191
10.2.3 Modèle de l’oscillateur harmonique avec une masse effective . . . . . . . . . . . 193
10.2.4 Pourquoi utiliser un diapason plutôt qu’un simple levier? . . . . . . . . . . . . . 197
10.3 Le courant piézoélectrique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 197
10.4 Détection et calibration du signal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 199
10.5 Limites thermodynamiques à la détection de force . . . . . . . . . . . . . . . . . . . 202
10.6 Détection des forces de friction et de cisaillement . . . . . . . . . . . . . . . . . . . . 204
10.7 Réponse de la boucle fermée . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 209
10.8 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 213
10.1 Introduction
Les diapasons en quartz sont particulièrement réputés pour leur facteur de qualité mécanique très élevé
(de 103 à 105) ce qui les rend sensibles à des forces de friction et de cisaillement très petites, inférieures
au pN, lorsqu’ils sont excités à leur fréquence de résonance (104 à 5:106 Hz). La mesure de l’amplitude
d’oscillation utilise l’effet piézo-électrique naturellement présent dans le cristal de quartz, conduisant à
un signal électrique proportionnel aux forces appliquées. Petits, solides, d’utilisation simple comparée aux
systèmes de détection optique, ils sont principalement utilisés comme détecteur de force en microscopie
acoustique [352], en microscopie à force [353] atomique [354, 355], magnétique [356], en magnétométrie
[357] et bien sûr en microscopie en champ proche optique [358, 359]. Ils ont été exploités également dans
le but de créer des structures semiconductrices nanométriques avec une force parfaitement contrôlée [360].
Ce chapitre présente le diapason en quartz, son utilisation en microscopie à force et un état de l’art des
mesures à faible bruit des forces de friction et de cisaillement inférieures au pN.
10.2 Modèle de l’oscillateur pour un diapason, constante de raideur
Nombre de diapasons ont été développés pour exploiter les résonances mécaniques que sont les modes
de flexion, d’extension, de torsion et de cisaillement. La sensibilité en fréquence de ces modes aux per-
turbations extérieures (surcharge massique, pression ou variation de température, par exemple) rend les
oscillateurs à quartz adaptés à la technologie des capteurs. Bien que tous les modes de résonances cités
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FIG. 10.1: Schéma représentant le diapason de quartz avec la fibre collée le long de l’un de ses bras. Les
deux aires grisées représentent les deux électrodes métalliques A et B qui collectent les charges piézo-
électriques. Les axes X, Y , Z du cristal sont également représentés. Du fait de la symétrie du cristal, la
polarisation piézoélectrique est uniquement engendrée dans le plan XY. La base du diapason est collée sur
un support comprenant le système de préamplification électronique. Le plan y = 0 est défini comme étant
celui de la base du diapason.
ci-dessus puissent être utilisés, nous avons choisi de nous concentrer sur des mesures de force à partir des
modes de flexion des bras d’un diapason miniature en cristal de quartz.
10.2.1 Constante de raideur statique d’un bras du diapason
Le bras du diapason sur lequel est fixée la pointe est une poutre encastrée de longueur L, d’épaisseur
T et de largeur W comme le montre la figure 10.1. Il se déforme périodiquement suivant l’axe X et il est
supposé être fixé de façon rigide dans le plan y = 0. Une telle vibration mécanique est connue sous le nom
de « mode de flexion plane » d’un diapason. Nous supposons que :
– la longueur de la pointe dépassant du bras est suffisamment courte pour être considérée comme
infiniment rigide et se comporter comme un capteur parfait des forces de cisaillement selon X ,
– la pointe se trouve dans le plan y = L,
– la partie de la fibre optique qui est collée sur le bras soit suffisamment légère pour ne pas modifier de
façon significative la raideur de la poutre.
Si une force F est appliquée le long de l’axe X à y = L, le bras se courbe selon X . Le rayon de courbure
R(y) du grand axe de la poutre (i.e. l’axe qui ne subit pas d’effort) est donné à une position y de l’axe Y
par [361] :
1
R(y)
=
M(y)
EIIN
; (10.1)
où M(y) est le moment de la force de flexion, E est le module d’élasticité (i.e. le module de Young)
du matériau piézoélectrique du diapason et IIN =
R
x2dxdz est le moment d’inertie d’un des bras. Dans
le cas d’une poutre homogène ayant une coupe transversale WT rectangulaire, le moment d’inertie vaut
IIN = WT 3=12 [361]. Pour de petites amplitudes de courbure, nous pouvons écrire 1=R = ∂2u=∂y2 où
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u(y) représente la déformation de la poutre qui est définie comme le déplacement du bras par rapport à sa
position de repos qu’est l’axe Y . Dans ces conditions l’équation 10.1 devient :
∂2u
∂y2 =
M(y)
EIIN
: (10.2)
Dans le cas d’une déformation statique, le moment de la force de flexion est uniquement dû à F et vaut
M(y) = (L  y)F . La déformation statique u(y) est alors obtenue de façon triviale en résolvant l’équa-
tion 10.2, ce qui donne :
u(y) = [
2y2(3L  y)
(EW T 3)
℄F (10.3)
u(L) = xL =
4L3
(EWT 3)
F (10.4)
u(y) = [
y2(3L  y)
2L3
℄xL : (10.5)
L’équation 10.5 est une formulation de la déformation dans laquelle la force appliquée n’intervient pas
de façon explicite. Le déplacement xL de l’extrémité de la poutre qui correspond également à la position
de la pointe est donné pour y = L par l’équation 10.4 et dépend de la force appliquée F . La relation 10.4
montre que le bras se comporte comme un ressort avec une constante de raideur kstat et opposant une
force F = kstatxL à un écart xL de la position d’équilibre. Nous avons ici la première équation descriptive
intéressante, à savoir la constante de raideur des bras du diapason :
kstat =
E
4
W

T
L
3
: (10.6)
10.2.2 Modes de courbure des bras du diapason
Afin d’étudier les propriétés dynamiques de la poutre comme par exemple la fréquence de résonance,
nous avons besoin d’établir en premier lieu l’équation du mouvement d’une tranche infiniment fine δy du
bras. L’équation de Newton du mouvement de cet élément s’écrit :
δ f = (τS +δτS)  τS = δm(∂
2u
∂t2 ) : (10.7)
où  τS et τS +δτS sont respectivement les forces de cisaillement selon X ressenties par la poutre dans les
plans y et y+ δy. ∂m = ρWT δy représente la masse de l’élément du bras et ρ la densité du matériau du
diapason. À tout moment, la somme de l’ensemble des moments appliqués à l’élément de poutre δy est
nulle, cette condition s’écrit :
(M +δM) δM+(τS +δτS)dy+
δ f δy
2
= 0 : (10.8)
D’après l’équation 10.7, δ f est proportionnel à δy, en conséquence le dernier terme de l’équation 10.8
peut être limité au premier ordre de δy. Sous la condition aux limites δy = 0, l’équation 10.8 se réduit à
τS =  ∂M=∂y. Cette expression de τ ainsi que la limite δy = 0 pour l’équation 10.7 donne la nouvelle
équation du mouvement :
∂2M
∂y2 +ρWT (
∂2u
∂t2 ) = 0 : (10.9)
En se servant de la relation 10.2 qui relie l’amplitude u(y) de vibration des bras du diapason dans le plan
parallèle Z = 0, il nous reste l’équation habituelle du mouvement d’un levier en vibration :
∂4u
∂y4 +(ρWT=EIIN)(∂
2u=∂t2) = 0 : (10.10)
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Considérons les solutions de l’équation 10.10 qui présentent une dépendance temporelle périodique u =
u0 exp(iωnt) où ωn = 2pi fn est une des fréquences de résonance du mode normal du bras. Dans ce cas,
l’équation 10.10 se réduit à l’équation du mouvement d’un levier résonant :
∂4u
∂y4 = (αn)
4u (10.11)
(αn)
4
=

ρWT
EIIN

ω2n : (10.12)
L’équation différentielle 10.11 doit être résolue avec les conditions aux limites telles que u(y = 0) = 0 et
∂u=∂y = 0 imposées par le fait que le bras est solidaire de sa base. Pour un résonateur en oscillation libre, il
faut ajouter les conditions supplémentaires M(L) = 0 et τS(L) = 0. Ceci, en relation avec l’équation 10.2,
implique que [∂2u=∂y2℄y=L = 0. De plus, puisque τS =  ∂M=∂y, la dernière condition aux limites est
donnée par [∂3u=∂y3℄y=L = 0. La solution générale de l’équation 10.11 conduit à l’équation aux valeurs
propres en αn suivante :
cos(αnL)cosh(αnL)+1 = 0 : (10.13)
Les valeurs de αnL satisfaisant l’égalité 10.13 sont pour le mode fondamental et les cinq premières harmo-
niques :
α0L =η0 = 1:87510
α1L =η1 = 4:69409
α2L =η2 = 7:85476
α3L =η3 = 10:99554
α4L =η4 = 14:13717
α5L =η5 = 17:27876 :
(10.14)
Pour des plus grandes valeurs de n, les modes propres peuvent être approchés par αnL = ηn = n(2n+1)pi.
D’après la définition de αn donnée par la relation 10.12 et en se restreignant au cas des leviers rectangulaires
pour lesquels I =W T 3=12, on obtient pour les fréquences de résonance :
ωn = 2pi fn = η2n

T
L2

E
12ρ
1=2
(10.15)
ω0 = 2pi f0 = 1:0150

T
L2

E
ρ
1=2
: (10.16)
L’équation 10.16 est la deuxième équation importante donnant la fréquence de résonance du mode fonda-
mental du diapason. Pour le cas réel dans lequel une fibre optique est collée le long du bras, la formule
ci-dessus est seulement approximative. La fibre rend le levier plus rigide et nous pouvons nous attendre à
ce que les fréquences de résonances soient plus élevées que celles données par la relation 10.16.
Comme nous le verrons dans les parties suivantes, la sensibilité du diapason est principalement déter-
minée par sa constante de raideur kstat en plus de sa fréquence de résonance. Dans le but de concevoir un
capteur de force optimal, nous devons tout d’abord cerner les valeurs désirées pour kstat et f0 et en déduire
les dimensions correspondantes L, T et W des bras. Puisqu’un diapason est fabriqué par gravure d’un wafer
de quartz d’épaisseur W , il est tout aussi préférable d’utiliser W comme un paramètre spécifié. En résol-
vant le système d’équation 10.6 et 10.16 en T et L, nous obtenons pour le capteur de forces les dimensions
suivantes :
L = (1:0150=2pi f0)(4kstat=EW )1=3(E=ρ)1=2 (10.17)
T = (1:0150=2pi f0)(4kstat=EW)2=3(E=ρ)1=2 : (10.18)
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L (mm) T(mm) W (mm) f0 (Hz) kstatic (µN/nm)
2,65 0,265 0,125 32 768 2,46
3,98 0,600 0,400 32 768 26,9
2,28 0,600 0,400 100 000 144,0
TAB. 10.1: Dimensions caractéristiques de quelques diapasons de quartz disponibles dans le commerce.
Les paramètres utilisés sont : densité, ρ = 2659 kg=m3, module d’Young E = 7;87:1010 N=m2.
10.2.3 Modèle de l’oscillateur harmonique avec une masse effective
Lorsque le diapason est excité à sa fréquence de résonance, ses bras oscillent parallèlement à l’axe X .
Dans cette partie, nous calculons la position de la pointe lorsque le diapason est excité mécaniquement.
L’approche rigoureuse de ce problème serait d’établir les équations du mouvement dérivées de l’équa-
tion 10.10 avec en plus un terme de force dissipative pour tenir compte de l’absorption d’énergie par le
système. Deux de ces équations doivent être écrites pour chacun des deux bras et elles doivent être reliées
l’une à l’autre par un terme de couplage piézo-électrique conduisant le diapason à ne fonctionner que sur
un seul mode résonant. La dynamique du système peut être décrite de façon tout à fait satisfaisante avec un
modèle phénoménologique de l’oscillateur harmonique à une dimension efficace et plus simple. Pour des
petites amplitudes xL(t), chaque bras du diapason peut être vu comme un ressort de constante de raideur
kstat . En conséquence xL(t) est solution d’une équation du mouvement d’un oscillateur harmonique effectif
excité à la fréquence ω. L’équation du mouvement est donnée par :
m0
∂2xL
∂t2 +FD + kstatxL = F exp(iωt) ; (10.19)
avec m0 la masse effective qui est à déterminer et F la force d’excitation mécanique. Cette force est ha-
bituellement ajustée en jouant sur la tension d’alimentation des électrodes du diapason ou sur l’excitation
mécanique obtenue grâce à un piézo auxiliaire. FD est un terme dissipatif proportionnel à la vitesse. Il re-
présente une force de frottement qui s’oppose au mouvement des bras du diapason. Nous supposerons que
cette force de résistance est la somme des forces résultant de l’interaction due aux forces de cisaillement
entre la pointe et l’échantillon et à la force de résistance interne correspondant aux pertes visqueuses dans
le bras du diapason. Nous supposons pour le moment que FD est une force de type visqueux qui peut être
entièrement caractérisée par un paramètre phénoménologique γ qui a la dimension d’une fréquence :
FD = m0γ
∂xL
∂t : (10.20)
La masse effective m0 est choisie de telle façon que la fréquence de résonance f0 de cet oscillateur har-
monique corresponde au mode résonant donné par l’équation 10.16. Cette condition est remplie si l’on
écrit :
2pi f0 = ω0 =

kstat
m0
1=2
: (10.21)
En remplaçant kstat par son expression (égalité 10.6) et en utilisant la relation 10.16 pour 2pi f0, la masse
effective est donnée par :
m0 =
3m
η40
= 0:2427 m (10.22)
où m = ρ(LTW ) est la masse de l’un des bras du diapason. L’équation du mouvement 10.19 est résolue
de façon triviale dans le cas de faibles forces de frottement. Cette limite correspond à la condition réaliste
γω0. Dans ce cas, la dépendance temporelle de xL(t) est simplement en xL exp(iωt). De l’équation 10.19
on tire :
xL(t) = exp(iωt)(F=m0)=(ω20 ω2 + iγω) : (10.23)
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Finalement en combinant avec l’équation 10.20, la force de glissement devient :
FD(t) = im0γωxL(t) (10.24)
FD(t) comme xL(t) présente un pic de résonance pour la fréquence f0. L’amplitude xL de xL(t) est donnée
par :
jxL=xL0j=
γω0
[(ω20 ω
2
)
2
+ γ2ω2℄1=2
(10.25)
où xL0 = F=ω0=(ikstatγ) représente l’amplitude d’oscillation de la pointe à la résonance (i.e. pour ω =
ω0). L’équation ci-dessus montre que la réponse fréquentielle de ces amplitudes d’oscillation est de type
lorentzien avec un maximum pour ω = ω0. Ce résultat est vérifié en routine avec une très grande précision
expérimentale comme le montre la figure 10.2.
Une résonance de type lorentzien peut être entièrement caractérisée par sa résonance, sa largeur à mi-
hauteur et son amplitude maximum. Nous définissons alors le facteur de qualité Q tel que :
Q = f0=FW HM (10.26)
où FWHM est la largeur à mi-hauteur du pic de résonance lorentzien des amplitudes d’oscillation de la
pointe. Cette définition est pratique car FWHM et f0 sont contrairement à γ directement mesurables. À
partir de cette définition, nous pouvons relier γ à FW HM en résolvant l’équation en ω : jxL=xL0j= 1=2. La
condition jxL=xL0j= 1=2 permet de trouver les fréquences à mi-hauteur. Le résultat est alors :
γ = 2piFWHM=
p
3 : (10.27)
À la résonance, l’amplitude de la pointe et la force de frottement ressenties par le diapason sont données à
ω = ω0 par :
xL0 = [
p
3Q0=(ikstat)℄F (10.28)
FD0 = i[kstat=(
p
3Q0)℄xL0 : (10.29)
Notons que xL0 et FD0 sont déphasés de pi=2. L’équation 10.28 montre que, pour de petites pertes (i.e.
γ  ω0), le maximum d’amplitude de vibration xL0 est proportionnel à Q0. Cela s’est avéré être le cas
expérimentalement pour un véritable diapason piézoélectrique en quartz [353,358]. L’équation 10.29 donne
la force de résistance ressentie par le diapason en fonction de l’amplitude de vibration, elle ne dépend pas
de façon explicite de la force d’excitation F . Elle démontre en fait qu’un diapason peut être utilisé comme
un capteur de force dissipative. Cela est plus flagrant si l’on remarque que l’équation 10.29 est l’équation
d’un ressort avec une constante de raideur effective k0 donnée par le terme entre crochets :
k0 = kstat=(
p
3Q0) : (10.30)
En excitant le diapason à sa résonance, cette constante de raideur effective est plus petite que la constante
de raideur statique d’un facteur
p
3Q0. Puisque Q0 peut atteindre 103, les bras du diapason, qui sont très
rigides comparés aux leviers habituellement utilisés en microscopie à force atomique, peuvent donc être
« dynamiquement plus souples ». Comme nous le verrons bientôt, cette augmentation de la constante
de raideur effective est uniquement obtenue dans une bande de fréquences centrée sur f0 et de largeur
fB = piFWHM=
p
3. La relation 10.29 montre également que l’on peut obtenir une information quantitative
sur le maximum de la force de frottement FD0 ressentie par le diapason. À la fois Q0 et xL0 sont des quantités
relativement simples à déduire de mesures indépendantes [353,358]. La valeur de kstat est aussi nécessaire
pour déterminer FD0. Elle peut être, ou calculée à partir de l’équation 10.6, ou directement déduite de
la mesure de la fréquence de résonance f0 en utilisant les équations 10.21 et 10.22. Les deux méthodes
donnent des valeurs de kstat cohérentes entre elles à quelques pour cent près.
Une telle analyse du modèle de l’oscillateur harmonique est valable bien sûr pour les harmoniques
plus élevées des résonances de vibrations des bras. Dans ce cas, il faut remplacer dans toutes les équations
précédentes, l’indice 0 par l’ordre des harmoniques n. Pour augmenter la sensibilité du détecteur de force,
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il peut être préférable de choisir un diapason fonctionnant sur ses harmoniques plus élevées. On s’en rend
compte en réunissant les équations 10.15, 10.26 et 10.30. Pour des harmoniques plus élevées, la constante
de raideur effective dynamique des bras vaut :
kn = k0(η0=ηn)2 = kstat(η0=ηn)2=(
p
3Q0) : (10.31)
On observe par exemple une augmentation de la sensibilité d’un facteur 300 par rapport à k0 en travaillant
à la cinquième harmonique. Une augmentation supplémentaire de la sensibilité est obtenue par le courant
piézoélectrique qui augmente proportionnellement avec la fréquence (i.e. voir partie 3). Puisque les har-
moniques supérieures sont plus élevées en fréquence que le mode fondamental dans le rapport (ηn=η0)2,
nous supposons que l’amélioration totale de la sensibilité devrait être proportionnelle à (ηn=η0)4. Cela est
synonyme d’une augmentation d’un facteur 39 en travaillant au premier harmonique et d’environ 105 pour
le cinquième. Cependant, il serait nécessaire de redessiner les électrodes du diapason afin que l’harmonique
la plus élevée souhaitée, puisse être détectée. En écrivant l’équation 10.31 nous avons fait l’hypothèse im-
plicite que la largeur à mi-hauteur FWHM ne dépendait pas de la fréquence. Cette approximation est très
raisonnable car FWHM traduit les pertes mécaniques dues aux imperfections du quartz, de la fibre optique
et de la colle qui les maintient solidaires. Dans la configuration présente, de telles pertes ne sont pas censées
dépendre fortement de la fréquence si celle-ci reste inférieure au MHz.
La largeur de bande de détection fB du diapason utilisé ici est obtenue grâce aux solutions transitoires
des équations du mouvement 10.19 en appliquant la force d’excitation à partir de l’instant t = 0. La vibra-
tion des bras diminuera librement avec une constante de temps τ. Un tel temps de relaxation est directement
relié à la bande passante de détection caractéristique : fB = 1=τ. L’équation 10.19 devient alors une simple
équation différentielle linéaire ne comportant aucun terme de force excitatrice et dont la solution physique
est :
xL(t) = xL(0)exp[i(ω 2γ2=ω)t℄exp( γt=2) : (10.32)
Cette solution correspond à une fonction oscillante (légèrement décalée en fréquence) dont l’enveloppe
décroît exponentiellement et dont la relaxation est donnée par :
1=τ = γ=2 : (10.33)
D’après la définition de γ donnée par l’équation 10.27, la largeur de bande fB = 1=τ s’écrit :
fB = piFWHM=
p
3 : (10.34)
La décroissance exponentielle prévue par l’équation 10.32 est en parfait accord avec les mesures de la dé-
croissance de l’amplitude de vibration des bras d’un diapason de quartz piézoélectrique [353, 358] lorsque
l’on coupe l’excitation à t = 0. Les mesures (fig. 10.2) ont été réalisées avec un diapason commercial
brut.La fréquence de résonance de ce diapason est enregistrée grâce à un analyseur FFT (Standford Ins-
trument) en l’excitant par l’intermédiaire d’une source de bruit blanc. De la mesure de la fréquence de
résonance ( f0 = 32674 Hz) et de sa largeur à mi-hauteur (FW HM = 0:576 Hz), nous pouvons calculer le
facteur de qualité (Q0 = f0=FWHM = 56882). Pour mesurer la dépendance temporelle de la relaxation du
diapason, ses électrodes sont excitées avec une tension périodique de fréquence f0. Le courant piézoélec-
trique correspondant est mesuré avec démodulateur synchronisé sur la tension d’excitation. À l’instant t = 0
cette tension est nulle et le signal de sortie du démodulateur est enregistré en fonction du temps. Nous avons
tracé la courbe expérimentale ainsi que la décroissance théorique exp( t=τ) où τ =
p
3=(piFWHM). La
très bonne correspondance montre que le diapason peut être considéré comme un oscillateur harmonique
parfait.
Nous présentons maintenant les changements relatifs des mesures du signal piézoélectrique en fonc-
tion de la force de frottement ressentie par la pointe quand celle-ci est en interaction avec les forces de
cisaillement à proximité de l’échantillon. Tout ce que nous avons besoin de savoir pour l’instant est que le
signal piézoélectrique issu du diapason est proportionnel aux amplitudes de vibration xL0. Nous le démon-
trerons dans le §suivant. Dans le mode normal de détection de force, le diapason est excité mécaniquement
ou électriquement à la fréquence de résonance de son mode fondamental. L’essentiel est que l’excitation
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FIG. 10.2: Spectre de résonance d’un diapason
monté avec une fibre optique métallisée (diamètre
125 µm). Les points expérimentaux, sont à com-
parer avec la représentation de l’équation 10.25
(ligne continue). La fréquence f est celle d’un
piézo collé près de la base du diapason. L’ensemble
est refroidi à 4;2 K, sous faible pression d’hélium
(10 mbars). Le facteur de qualité est de 8096.
FIG. 10.3: Comportement en relaxation du signal
issu du diapason. L’instant t = 0 correspond à
l’arrêt d’excitation du diapason. Les points re-
présentent les données expérimentales et la ligne
continue le calcul théorique.
conduise à une force qui reste constante durant toute la mesure. Lorsque la pointe est loin de la surface
de l’échantillon, xL0 est maximum tout comme le signal piézoélectrique correspondant. Lorsqu’elle s’ap-
proche, l’amplitude du signal se réduit proportionnellement à x0. La force d’excitation reste constante
pendant l’approche de la pointe vers l’objet. En conséquence, la diminution des amplitudes correspond à
une diminution dans les mêmes proportions de Q0 comme le montre l’équation 10.28 et donc le rapport
xL0=Q0 reste constant. Ceci implique d’après l’équation 10.29 que la force de frottement FD0 détectée par le
diapason n’est pas affectée par l’interaction entre la pointe et l’échantillon. Il est important de comprendre
que le diapason réagit à cette force entre la pointe et l’échantillon tout en gardant la force de frottement
globale constante. Un système de contrôle de la distance pointe-échantillon basé sur l’utilisation d’un dia-
pason piézoélectrique fonctionne à force de frottement globale constante. Apparemment un tel système ne
peut pas nous renseigner sur les forces de friction qui existent entre la pointe et l’objet. Mais dans les faits,
la force de frottement totale FD agissant sur le bras du diapason est la somme d’une force de résistance FP
interne au système et d’une autre force de résistance FS due à l’interaction entre la pointe et l’échantillon.
Lorsque la pointe est loin de la surface de l’objet, le système ne détecte que la force de résistance interne
nominale : FP0 =FD = F . Lorsque la pointe atteint le domaine d’interaction, la force de frottement agissant
sur le diapason est FP +FS = FD. Alors que la force globale est constante, ses différentes composantes se
modifient lorsque la pointe approche de l’objet. Cela nous conduit à écrire :
FS = FP0(1 FP=FP0) (10.35)
où FP0 = FD d’après l’équation 10.29. La nature de la force interne ne dépend manifestement pas de la
distance pointe-échantillon. C’est pourquoi FP diffère de FP0 seulement par le fait que l’amplitude de la
pointe se réduit avec l’approche. Nous pouvons alors écrire que l’amplitude de la force de résistance interne
change proportionnellement au signal piézoélectrique :
FP=FP0 =V=V0 (10.36)
V0 et V étant respectivement les signaux piézoélectriques détectés lorsque la pointe est loin de l’échantillon
et lorsqu’elle se trouve dans la région d’interaction. La force de cisaillement enregistrée par la pointe est
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alors :
FS = (1 V=V0)[kstat=(
p
3Q0)℄xL0 (10.37)
où Q0 est le facteur de qualité du diapason et xL0 l’amplitude des oscillations lorsque la pointe est loin
de l’objet. Comme Q0, xL0 et kstat sont des paramètres auxquels on remonte facilement, l’équation ci-
dessus permet de connaître quantitativement la force d’interaction entre la pointe et l’échantillon. Notons
que la connaissance de la valeur de la force d’excitation et des paramètres piézoélectriques du diapason
n’interviennent pas de façon explicite dans le calcul de cette force de frottement. Puisque le signal est
proportionnel à l’amplitude de flexion, nous pouvons ré-écrire l’équation 10.37 sous une forme dont nous
nous servirons souvent par la suite :
FS = (1  xL=xL0)[kstat=(
p
3QO)℄xL0 : (10.38)
10.2.4 Pourquoi utiliser un diapason plutôt qu’un simple levier?
L’analyse que nous venons d’effectuer étant valable pour un levier, on pourrait penser qu’il suffit d’uti-
liser une poutre en quartz de la dimension de l’un des bras du diapason comme capteur de force. En fait,
si les conditions sont exactement les mêmes, le facteur de qualité du diapason est supérieur à celui d’un
levier. Un diapason est un système de deux poutres couplées oscillant en opposition. De ce fait, le centre
de masse reste immobile en dépit du mouvement des bras. Par contre, le centre de masse d’un bras unique
oscille et ce mouvement dissipe de l’énergie par l’intermédiaire du point d’ancrage. Cette source de perte
d’énergie n’existe manifestement pas pour pour un diapason bien symétrique. La seule possibilité de perte
reste liée au matériau du diapason et à l’émission d’ondes acoustiques lorsque l’on opère dans l’air. Les
pertes dues au mouvement du centre de masse sont généralement importantes, se produisent au niveau du
point d’ancrage et réduisent le facteur de qualité Q de plusieurs ordres de grandeur. Ceci explique aussi
pourquoi un diapason résiste bien aux vibrations extérieures. Si l’on ajoute une pointe sur l’un des bras du
diapason, la symétrie de répartition des masses est brisée ce qui entraîne un couplage avec le mouvement
du centre de masse. En pratique, la masse ajoutée, due à la pointe et la colle, ne représente que quelques
pour cent et en général n’amène pas de pertes d’énergie supérieures à celles occasionnées par la viscosité
en excès de la liaison entre pointe et bras du diapason.
10.3 Le courant piézoélectrique
Un diapason oscillant engendre entre ses électrodes des charges qui varient avec le temps. Ainsi, peut-il
être considéré idéalement comme un générateur de courant dont l’intensité est proportionnelle à l’amplitude
de la courbure mécanique des bras. Nous démontrons dans ce chapitre la relation entre l’amplitude xL des
oscillations de la pointe et le courant piézoélectrique induit par la flexion des bras du diapason.
Lorsque les bras du diapason se plient dans leur mouvement d’oscillation, une contrainte de tension
σ(x;y), longitudinale et orientée selon l’axe Y , apparaît localement au point (x;y) de la coupe transversale
des bras. Cette contrainte induit à son tour une polarisation locale p(x;y) du matériau piézoélectrique res-
ponsable du signal détecté sur les électrodes. La polarisation et les contraintes sont reliées par le tenseur
piézoélectrique [d℄ du matériau du diapason : p = [d℄σ [362]. Nous ne développerons pas la relation tenso-
rielle complète entre p et σ, le lecteur intéressé trouvera l’information dans la référence [362]. Nous nous
restreignons à un matériau piézoélectrique semblable au quartz (i.e. cristal trigonale de classe 32) et au cas
particulier où les axes de la figure 10.1 correspondent aux axes X ,Y , et Z du cristal du diapason. Dans ce
cas, on mesure l’effet de la polarisation p orientée selon l’axe X , perpendiculairement aux contraintes de
tension et la relation tensorielle entre p et σ se réduit à une équation scalaire :
px = d12σyy = d11σyy (10.39)
σyy est la seule composante non nulle de σ(x;y) (i.e. orientée selon Y ) et d11 est le module longitudinal
piézoélectrique. Nous avons besoin maintenant de connaître σyy en fonction de la courbure du bras xL
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FIG. 10.4: Coupe des bras du diapason dans le plan XZ de la figure 10.1. Les deux bras sont dessinés avec
leurs électrodes. La zone grisée correspond à un contact métallique et se trouve à un potentiel constant.
Les deux bras oscillent en opposition suivant l’axe X. Dans le plan YZ passant par chacun des bras en son
milieu, les contraintes et les efforts sont nuls. Le vecteur σ des contraintes de tension et de compression
est perpendiculaire au plan de la figure. Le vecteur p de la polarisation piézoélectrique correspondante
est orienté selon l’axe X. L’oscillation dans le temps de p induit un courant. Les lignes de champ E sont
indiquées.
au niveau de la pointe. La loi de Hook, au point de coordonnées (x;y) de la coupe transversale des bras,
s’exprime localement par :
σyy=E = x
∂2u
∂y2 : (10.40)
Utilisons la relation 10.5 pour u(y). L’équation 10.40 se réduit alors à :
σyy(x;y) = 3ExL(L  y)x=L3 : (10.41)
Cette dernière relation montre que les contraintes de tension longitudinales sont les plus importantes dans
les plans suivants : y = 0 qui est le plan d’ancrage des bras et x =T=2 qui est le plan des bords extérieurs
des bras. Il est alors possible de relier la polarisation p à xL. En particulier la composante selon l’axe X
vaut :
px(x;y) = 3d12ExL(L  y)x=L3 : (10.42)
Comme l’on s’y attendait, la polarisation induite par les charges locales est proportionnelle à l’amplitude
de la pointe xL. La densité de courant jX (x;y) s’écrit :
jx(x;y) = ∂px∂t = iωpx(x;y) : (10.43)
La densité de courant maximum est prévue selon l’axe X aux points de coordonnées (y = 0;x = T=2) et
(y = 0;x = T=2). Le courant total collecté par une paire d’électrodes opposées est alors donné par :
Iarm = 2iωuL
W=2
Z
 W=2
dz
L
Z
0
dy p(x = T=2;y) : (10.44)
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Nous avons supposé que les contacts métalliques recouvrent les bras en entier. Les deux bras du diapason
contribuent au signal, donc le courant total vaut I = `Iarm. Après calcul de l’intégrale, le courant total par
unité de courbure du bras est donné par :
I
uL
= i2pi f03d11E TWL : (10.45)
Pour le quartz, d11 = 2;31:10 12 C=N (ou m=V de façon équivalente) et E = 7;87:1010 N=m2. Le courant
théorique détecté par un tel diapason serait alors :
I
xL
= 3:42 f0(TW=L) en unités de A=m. (10.46)
Dans le cas particulier où f0 = 33 kHz, W = 0;4 mm, T = 0;6 mm et L = 4 mm, le courant collecté devrait
être de l’ordre de I=xL = 6;8 A=m. En pratique nous avons mesuré I=xL  2 A=m. L’écart peut s’expliquer
par le fait que toute la surface piézo disponible n’est pas métallisée et qu’une partie du courant généré à
une électrode est réutilisée pour activer le bras opposé du diapason.
Exprimons maintenant en terme de courant la sensibilité du capteur de force basé sur le diapason. Nous
avons vu que la force de frottement due à l’interaction pointe-échantillon est donnée par l’équation :
FS = (1  xL=xL0)=(
p
3Q)kstat xL : (10.47)
On peut remplacer xL par son expression en fonction du signal d’intensité, on utilise kstat = (E=4)W(T=L)3
et 2pi f0 = 01:0150(T=L2)(E=rho)1=2. On trouve alors que la force détectée est liée à l’intensité du courant
par
FS =

1 
uL
uL∞

I
12
p
3Q
r
ρ
E
T
d12
: (10.48)
Il est intéressant de remarquer que les seuls paramètres géométriques intervenant dans la sensibilité à la
force de frottement est la largeur T des bras du diapason.
10.4 Détection et calibration du signal
Afin d’utiliser les diapasons comme capteurs de force, il est nécessaire de mesurer leur résonance
fondamentale en fonction de la force qu’on leur applique. Cela se fait soit en excitant mécaniquement le
diapason à sa résonance et en mesurant la tension induite, soit en le pilotant directement avec une tension
résonante et en enregistrant le courant induit. Nous montrons dans ce paragraphe comment réaliser au
mieux cette dernière méthode car elle fournit un système plus simple mécaniquement au prix de très peu
d’électronique. Lorsque les électrodes A et B de la figure 10.1 sont connectées à un oscillateur externe basse
tension, les bras du diapason sont entraînés dans un mouvement d’oscillation. Les bras peuvent être ainsi
pilotés à leur fréquence de résonance avec une tension d’excitation Uexc. Le signal enregistré dans ce mode
opératoire est le courant alternatif traversant le diapason. Pour des fréquences éloignées des conditions de
résonance, le diapason et les électrodes ne sont rien d’autre qu’une capacité Cp (typiquement de quelques
pF pour des diapasons commerciaux à 33 kHz). Le courant résultant Icapa = i2pi fCpUexc augmente de façon
linéaire avec la fréquence. Lorsque le diapason est excité à sa fréquence de résonance, le courant atteint
une valeur maximale Imax qui dépend de la résistance ressentie par le diapason. Ce maximum de courant
est le signal utile pour contrôler la distance pointe-échantillon. Par opposition à l’excitation mécanique, la
partie utile du signal dans ce mode opératoire interfère avec les pertes capacitives du fond continu Icapa. Ce
comportement du courant est décrit par l’équation 10.49 qui est obtenue à partir d’une analyse identique à
celle présentée dans la troisième partie. En écrivant que la densité de courant j et le vecteur déplacement
électrique D vérifient la condition ∂D=∂t + j 
=
0, nous trouvons que l’amplitude du courant à travers le
diapason vaut :
I = i2pi f0(3d11E TWL xL +CPUexc): (10.49)
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FIG. 10.5: Amplitude crête à crête du courant traversant le diapason en fonction de la fréquence de la
tension d’excitation Uexc maintenue constante (1 mV crête-crête). Les points représentent les données
expérimentales et la ligne continue l’approximation fournie par l’équation 10.50. En dehors des conditions
de résonance, le diapason se comporte comme une capacité. La ligne en traits discontinus représente le
courant Icapa le traversant.
Le premier terme entre parenthèses contient la force de cisaillement, son amplitude n’est importante que
proche des conditions de résonance. Par contre, le deuxième terme qui est le potentiel d’excitation est res-
ponsable du fond continu capacitif. Cela vaut la peine de remarquer que l’on ne peut pas réduire le fond
continu en diminuant la tension d’excitation Uexc car xL est aussi proportionnel à Uexc. Plutôt que d’utiliser
l’équation 10.49, nous avons préféré mesurer le courant pour une condition expérimentale caractéristique.
La figure 10.5 donne une mesure de ce courant traversant le diapason sur lequel est montée une fibre op-
tique taillée en pointe. Ces mesures ont été réalisées pour de nombreux Q0 et pour trois diapasons de quartz
différents présentés dans le tableau 10.1 et nous avons trouvé que Imax=Icapa  ` = αQ0= f0 = α=FWHM
avec α 
=
110 une constante dépendant de la nature du matériau du diapason. Le rapport Imax=Icapa  `
représente le contraste entre le signal utile et les pertes en courant Icapa. Pour Q0 = 2176, f0 = 33 kHz,
W = 0;4 mm, T = 0;6 mm et L = 4 mm, la mesure de ce rapport de contraste vaut Imax=Icapa  `= 6;40,
le diapason étant excité avec une amplitude crête à crête Uexc de 1 mV . Dans de telles conditions et loin de
l’échantillon, l’amplitude de vibration résonante de la pointe est d’environ 0;5 nm et les courants corres-
pondants étaient de 1,1 nA pour Imax à f0 et de 0;149 nA pour Icapa à 30 kHz. Comme nous pouvons le voir
sur la figure 10.5, le profil du pic de résonance mesuré est une fonction asymétrique de la fréquence. Ceci
s’explique par le fait que la phase du courant piézoélectrique change de 180Æ lorsque la fréquence passe par
la résonance. Par contre le courant capacitif présente une phase constante et le résultat global correspond
à l’interférence de ces deux courants. On peut simuler simplement un tel comportement un écrivant une
équation phénoménologique similaire à l’équation 10.49 :
I
Icapa
=




∆ γω0
(ω20 ω
2
+ iγω)
+ `




: (10.50)
Le premier terme du membre de droite est proportionnel aux amplitudes de vibration des bras du diapason
dans le rapport : ∆2 = (Imax=Icapa)2   `. Le deuxième terme ` représente la contribution des pertes de
courant qui interfèrent avec le premier terme. La meilleure approximation des données de la figure 10.5 est
obtenue pour les valeurs de Q, f0 et Imax=Icapa qui y sont indiquées.
Dans le but d’éliminer les effets des pertes dues à la capacité parallèle, nous avons utilisé le « circuit-
pont » de la figure 10.6. La tension d’excitation est Vin Grâce au point de masse au centre, le transformateur
fournit deux ondes en opposition de phase. En ajustant de façon approximative la capacité variable, on peut
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FIG. 10.6: Circuit en pont d’excitation du diapason
et de détection des oscillations. La réponse de l’en-
semble est celle d’un circuit oscillant RLC série et
n’est due qu’au mouvement du résonateur. Le cou-
rant résultant est mesuré en fonction de la tension de
sortie Vout aux bornes de la résistance de charge Rg.
FIG. 10.7: Points de mesures de la réponse du
diapason. La ligne continue est l’approximation
déduite de l’équation (10.52). Cette réponse sy-
métrique contraste avec celle de la figure 10.5.
annuler le courant dans la capacité parallèle. Celle-ci est responsable de la déformation de la résonance. Un
circuit amplificateur standard convertit le courant instantané en tension. Nous avons miniaturisé le circuit et
positionné l’amplificateur au niveau de la base du diapason afin d’éliminer tout problème dû à la capacité
des câbles. Le gain courant-tension (I V ) du circuit a été calibré de 0 à 100 kHz et il est décrit par la
relation :
Zgain =
Rg
1+(ωRgCg)2
(10.51)
où ω = 2pi f est la pulsation, Rg = 9;51 MΩ et Cg = 0;260 pF est la capacité parasite en parallèle avec Rg.
Le gain résultant à 32;7 kHz est de Zgain = 8;47 MΩ. Le système de mesure étant calibré, l’impédance du
diapason peut être mesurée précisément. Nous avons testé un diapason nu dans les conditions ambiantes
(température et pression de la pièce). Un bruit blanc est appliqué au diapason et on enregistre tension de
sortie. Le rapport des tensions sortie/entrée est montré sur la figure 10.7. La réponse se rapproche bien de
la lorentzienne (ligne continue) définie par :
Vout
Vin
= A
( f0=Q) f
[( f 20   f 2)2 +(( f0=Q) f )2℄1=2
(10.52)
avec A = 17;14, f0 = 32773;3 kHz et Q = 8557. Ce résultat montre que l’effet de la capacité parasite
a été annulé et l’oscillateur harmonique est un excellent modèle pour la réponse du diapason. Les va-
leurs de R, L et C du circuit équivalent peuvent être déterminées en comparant la forme de la courbe à la
formule du gain de l’amplificateur avec le résonateur RLC comme impédance d’entrée ; on obtient alors
R = Zgain=A = 0;49 MΩ, L = RQ=2pi f0 = 20;5 kHz et C = 1=(4pi2 f 20 L) = 1;14 f F . La résistance R est
suffisamment importante pour qu’on l’attribue complètement à la dissipation mécanique associée au mou-
vement du quartz.
Une autre calibration importante est celle de l’amplitude des oscillations du diapason en fonction de
la tension de sortie, calibration que l’on caractérise par le paramètre α. Ce paramètre a été déterminé
en mesurant grâce à un interféromètre les amplitudes physiques des oscillations d’un bras du diapason
et en enregistrant en même temps la tension de sortie du système. Cette technique interférométrique est
décrite en détail dans les références [363, 364]. Nous montrons sur la figure 10.8 l’agencement optique
d’un interféromètre différentiel de Nomarski. Pour interpréter ces mesures, il est nécessaire d’établir une
relation entre la tension de sortie mesurée et l’amplitude d’oscillation du bras du diapason. La tension de
sortie ne traduit que les modes antisymétriques du diapason, Vout = C(x1  x2) où C est une constante et
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FIG. 10.8: Interféromètre différentiel pour la me-
sure de l’amplitude d’oscillation des bras du dia-
pason. Deux points lumineux (λ = 633 nm) sont fo-
calisés l’un sur la base immobile du bras et l’autre
sur son extrémité oscillante. Les faisceaux réfléchis
sont collectés par un photodétecteur.
FIG. 10.9: Calibration du courant piézoélectrique
en fonction de l’amplitude des oscillations des bras
du diapason. Les points représentent les mesures et
la ligne continue est la droite de meilleure approxi-
mation linéaire conduisant à une pente de calibra-
tion de 0;505 nm=nA.
x1 et x2 sont les amplitudes des mouvements des deux bras. En alimentant le diapason avec une tension
externe comme dans nos expériences, seul le mode antisymétrique est excité : on a alors x1 =  x2. Nous
définissons ainsi Vout = 2Cx1 = x1=α. Notre calibration conduit à α = 59;60;1 pm=mV . En considérant
le diapason comme une source de courant, il est pratique d’écrire l’équation ci-dessus en terme d’une
résistance convertissant courant en tension, α = β=Zgain avec β =0,505 m/A. Puisque la séparation des
charges dans le diapason dépend de l’amplitude, la calibration en terme de courant conduit à une mesure
précise de l’amplitude du mouvement des bras.
10.5 Limites thermodynamiques à la détection de force
Les limites fondamentales à mesurer la résonance sont définies par le bruit intrinsèque du système.
Nous pouvons déterminer ces limites expérimentalement en mesurant le bruit en sortie, la tension d’entrée
étant mise à la masse. Les mesures sont tracées sur le graphe 10.10 (cercles pleins). Une analyse du bruit du
circuit montre que les deux sources primaires de bruit sont le bruit de Johnson de la résistance (4kBT Rg)1=2
en V=
p
Hz et le bruit brownien associé à la dissipation mécanique dans le diapason, à l’image de R dans le
circuit RLC équivalent :
p
4kBT R
Zgain
R
( f0=Q) f
[( f 20   f 2)2 +(( f0=Q) f )2℄1=2
(10.53)
kB est la constante de Boltzman, T est la température et tous les autres paramètres ont déjà été déterminés
expérimentalement. Ces deux termes de bruit sont en quadrature. Dans ce modèle il n’y a pas de paramètre
ajustable et la courbe résultante est tracée en trait plein sur la figure 10.10. Sur la base du bon accord
entre le modèle et les données, nous estimons que nous en savons suffisamment pour cerner définitivement
les limites fondamentales de l’utilisation d’un diapason en quartz pour la mesure de force. Nous nous
limiterons à apporter quelques résultats concernant le déplacement minimum détectable, la plus petite
force mesurable et la vitesse de mesure la plus rapide.
Le premier problème est donc le plus petit déplacement détectable. Le spectre de puissance du bruit
associé au diapason (i.e. le carré de l’équation 10.53) peut être intégré afin d’obtenir l’écart type du bruit
de tension qui vaut Vrms = 3;81 µV ,
V 2rms = 4kBTR(Zgain=R)2(pi f0=2Q) : (10.54)
10.5. LIMITES THERMODYNAMIQUES À LA DÉTECTION DE FORCE 203
FIG. 10.10: Spectre de bruit du diapason obtenu avec le pont de mesure (fig. 10.6). La tension d’excitation
VIN est reliée à la masse. La courbe en trait plein est le résultat du modèle du bruit sans paramètre ajus-
table. L’accord entre expérience et théorie montre que le bruit a pour origine le bruit associé à Rg (le fond
continu) et le bruit thermique de l’oscillateur (pic).
Pour le relier au mouvement thermique des bras du diapason, nous avons pris la moyenne temporelle de la
définition vue auparavant qui relie la tension de sortie au mouvement des bras du diapason :
V 2rms = hC(x1  x2)2i=C2(hx21i+ hx22i 2hx21x22i): (10.55)
Nous avons supposé que les bras n’étaient que très faiblement couplés et donc que leurs mouvements
thermiques étaient décorellés, ce qui nous donne :
V 2rms = 2C2hx21i: (10.56)
Grâce aux mesures par interférométrie, nous pouvons en déduire l’écart-type du déplacement du bras :
xrms =
p
2αVrms = 0:312 pm: (10.57)
Cela représente les mouvements aléatoires, de l’un des bras du diapason, dus aux fluctuations thermiques.
Avec cette valeur pour xrms, nous utilisons le théorème d’équipartition pour calculer une constante de
raideur effective K = kBT=2x2rms  40;2 kN=m. Cela revient exactement au même que de faire une analogie
entre l’énergie totale des bras 2(Kx2=2) et l’énergie de l’oscillateur LI2=2. Nous pouvons comparer cette
valeur expérimentale de k avec la valeur calculée de la constante de raideur d’un bras. La valeur théorique
est obtenue à partir de la formule K = EWT 3=(4L3) déterminée auparavant où E = 7;87:1010 N=m2 est
le module de Young du quartz, W = 0;5 mm est la largeur, T = 0;65 mm l’épaisseur et L = 3;85 mm la
longueur d’un des bras du diapason. Avec ces valeurs, nous obtenons kstatic = 47 kN=m ce qui correspond
relativement bien avec nos résultats expérimentaux.
L’énergie thermique peut être considérée comme une force effective qui agit sur le diapason. Cette force
possède un spectre de puissance SF (N2=Hz) plat et on peut l’obtenir à partir de l’équation :
x2rms =
∞
Z
0
SF




f 20 =K
f 20   f 2  i( f f0=Q)




2
d f : (10.58)
En calculant l’intégrale et en utilisant une nouvelle fois le théorème d’équipartition, on obtient :
S1=2f =
p
2=pi f0Q(kBT=2xrms) = 0:44 pN=
p
Hz : (10.59)
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Il est important de noter que la sensibilité à la force est une fonction de la bande passante. Le rapport signal
sur bruit S=N, en tant que mesure de la bande passante ∆ fB, s’exprime comme suit :
S
N
=
1
β
Q
K

FS
s
4kBT

∆ fB
Rg
+
Q
Zr
Z f 0+∆ fB=2
f 0 ∆ fB=2
( f f0=Q)2
( f 20   f 2)2 +( f f0=Q)2
d f

: (10.60)
Le numérateur représente simplement la réponse du système à une force résonante FS et le dénominateur est
la somme quadratique de deux termes de bruit. Nous avons écrit que R était égal à Zr=Q où Zr = (L=C)(1=2)
est l’impédance à la résonance des composantes inductive et capacitive du résonateur RLC. L’intégrale a
une solution analytique si Q 1. Cette condition est toujours réalisée dans les cas pratiques. Le résultat se
simplifie alors :
S
N

=
(Q=K)(FS=β)
p
4kBT
p
(∆ fB=Rg)+( f0=Zr)arctan(∆ fBQ= f0)
: (10.61)
Cette équation est très utile car elle montre directement comment S=N varie en fonction de Q, Rg et ∆ fB.
Deux cas limites peuvent être envisagés. Dans le cas de faible bande passante où ∆ fB  f0=Q, le bruit
est essentiellement dû au mouvement brownien du diapason lui-même, comme on s’y attendait. Le rapport
signal sur bruit augmente proportionnellement à Q1=2 :
S
N
=
(Q=K)(FS=β)
p
4kBT ∆ fB
p
1=Rg +Q=Zr

1
β
FS
K
s
QZr
4kBT ∆ fB : (10.62)
Ce cas offre une sensibilité maximum mais correspond évidemment à la réponse la plus lente. Le bruit
est essentiellement dû à l’impédance résonante du diapason tant que cette dernière est inférieure de façon
significative à Rg. Le critère est valable jusqu’à des fréquences de l’ordre de :
∆ fB  f0Q
r
QRg
Zr
 1 : (10.63)
Il s’agit clairement du cas de la figure 10.10. On aurait préféré que le bruit soit toujours dû au bruit ther-
mique du diapason, mais, lorsque l’on travaille avec une bande passante plus élevée, le bruit associé à
Rg devient prépondérant. C’est le deuxième cas limite correspondant à des larges bandes passantes où
∆ fB  f0=Q. On a alors :
S
N

(Q=K)(FS=β)
p
4kBT
p
∆ fB=Rg)+(pi=2) f0=Zr
: (10.64)
On peut remédier au problème du bruit en augmentant la valeur de Rg ; cependant on dégrade par ce biais
le temps de réponse de l’amplificateur du fait de sa capacité parasite Cg. En fin de compte le choix de
Rg résulte d’un compromis entre la rapidité de la réponse et un rapport signal sur bruit important. Nous
estimons que Rg  10 MΩ est un choix raisonnable pour notre système.
10.6 Détection des forces de friction et de cisaillement
Les diapasons sont habituellement utilisés comme capteur de force en fixant une sonde appropriée sur
l’un de ses bras. La mesure est réalisée en excitant à la résonance, à amplitude de force constante et en
enregistrant la réponse en fonction de la distance pointe-échantillon. Le mouvement d’oscillation de la
pointe peut être soit parallèle, soit perpendiculaire à la surface. En microscopie optique en champ proche,
la pointe oscille parallèlement à la surface, comme pour les applications en nano-tribologie. Lorsqu’elle
s’approche de la surface, elle ressent à la fois des forces de réaction et de dissipation d’où une diminu-
tion de l’amplitude de vibration et un déplacement de la fréquence de résonance du diapason, comme le
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FIG. 10.11: Courbes de résonance du diapason au niveau de la pointe pour différentes distances Z pointe-
échantillon. Les mesures ont été réalisées sans boucle de contrôle. La distance Z est prise par rapport au
point où, sous une tension de 50 mV, un courant tunnel de 1 nA passe entre la pointe en or et une surface
plane au niveau atomique de graphite pyrolithique (HOPG) hautement orienté. L’expérience s’est déroulée
sous vide poussé (10 7 mbar) et à température ambiante. La sonde est obtenue à partir d’un fil d’or de
25 µm de diamètre taillé en pointe et elle dépasse du bras du diapason de 75 µm. Les lignes continues sont
une approximation des mesures obtenues à partir de l’équation 10.52. La mesure du bruit obtenue lorsque
la pointe est complètement en retrait, est indiquée dans l’encart.
montre la figure 10.11. Tous les spectres des résonances du diapason sont très bien approchés par celui
d’un oscillateur harmonique forcé, ce qui laisse supposer qu’il n’y a pas d’effet non linéaire même lorsque
la pointe est en interaction tunnel avec l’échantillon (à partir de 0;5 nm). Cela écarte l’idée [365] que la
pointe touche parfois l’échantillon. Une approximation par une courbe de Lorentz donne l’amplitude de la
pointe à la résonance, la fréquence de résonance et le facteur de qualité.
La figure 10.12 montre ce qui se passe lorsque la pointe s’approche de la surface, l’évolution de l’am-
plitude d’oscillation x(z) et le glissement de la fréquence de résonance ∆ f (z) par rapport à la fréquence
f0 où le diapason est très loin de la surface. Ces données ont été enregistrées à température ambiante et
sous vide poussé (10 7 mbar), l’amplitude est de 17;7 pm. La sonde est une pointe de STM en or et ef-
filée ; l’échantillon est du graphite pyrolithique hautement orienté et clivé juste avant les mesures. Cette
configuration favorise un effet tunnel entre la pointe et l’échantillon ce qui permet de connaître l’instant
où la pointe entre en contact avec la surface. Le courant tunnel est également tracé sur la figure 10.12.
La hauteur de la pointe au-dessus de l’échantillon est déterminée d’après le contact des deux éléments, le
contact étant défini par le courant tunnel. Ces données écartent complètement l’idée [365] que la courbe
d’approche implique un contact entre la pointe et la surface. Les courbes ont été obtenues en boucle ouverte
(pas de contre-réaction) en vérifiant la réponse du diapason, le système de positionnement restant lui à une
hauteur constante au-dessus de la surface. Notons que les forces dissipatives dominent quasiment tout le
long de la courbe d’approche alors que le déplacement de la fréquence de résonance devient important
(i.e. plus grand que la largeur de la résonance) seulement à quelques nanomètres de la surface. Ce fait
est déterminant pour l’analyse qui suit. Nous discuterons de la nature des forces mises en jeu dans cette
expérience. Nous n’avons pas tracé la dépendance de Q en fonction de z car nous avons établi que Q était
rigoureusement proportionnel à l’amplitude x de la pointe (voir fig. 10.13). La dépendance linéaire de Q
en fonction de x est une condition prérequise pour utiliser les formules présentées dans ce travail et qui
sont basées sur l’hypothèse de l’oscillateur harmonique amorti. Il est en particulier facile de démontrer
que si la force d’amortissement intervenant dans l’équation de l’oscillateur harmonique n’est pas de nature
visqueuse, c’est-à-dire s’il n’y a pas de relation linéaire avec la vitesse d’oscillation des bras, alors le fac-
teur de qualité Q n’est pas non plus proportionnel à l’amplitude des oscillations. Les mesures présentées
auparavant nous assurent que, premièrement, le diapason fonctionne toujours en régime linéaire et que,
deuxièmement, les forces de frottement entre la pointe et l’échantillon sont d’origine visqueuse. C’est net-
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FIG. 10.12: Glissement de la fréquence et amplitude du maximum des oscillations de la pointe en fonction
de la distance pointe-échantillon. Notons que le glissement de fréquence n’intervient que dans les derniers
nanomètres de l’approche. Il est mesuré par rapport à la fréquence de résonance lorsque la pointe est
complètement éloignée. Les conditions expérimentales sont les mêmes que celles de la figure 10.11. Le
courant tunnel utilisé comme indicateur de la distance absolue pointe-échantillon est également tracé.
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FIG. 10.13: Représentation en échelle de gris de tous les spectres de résonance mesurés en fonction de
la distance pointe-échantillon dans les mêmes conditions que celles de la figure 10.11. La figure de droite
montre que le facteur de qualité est tout à fait proportionnel aux amplitudes de la pointe.
tement différent d’une friction directe avec contact entre deux solides qui ne dépend pas de la vitesse mais
plutôt de la force de charge normale. Donc les forces dont nous parlons ici ne sont pas de façon évidente
liées à un mécanisme du type glissement-adhérence comme pour les frottements de contact entre deux so-
lides. Il est possible de déterminer à la fois les forces de cisaillement et de friction d’après le déplacement
et le changement d’amplitude.
Fshear(z) = 2kstat
∆ f
f0 x(z) : (10.65)
Cette force est une force de rappel le long de l’axe X de la pointe. Son origine physique est élaborée en
détail dans la référence [366]. Pour écrire l’équation 10.65 nous avons supposé que le déplacement en
fréquence était très inférieur à f0. Les forces de friction agissant sur la pointe sont identiques à la force de
frottement effective visqueuse que nous avons tiré du modèle de l’oscillateur harmonique forcé. Elle est
donnée par :
Ff riction(z) = i

1 
x
x0

kstat
p
3Q0
x0 : (10.66)
En appliquant ces deux égalités à l’approximation des valeurs de x et ∆ f obtenues par la mesure de la
résonance du signal issu du diapason, on obtient l’évolution des forces de friction et de cisaillement en
fonction de la distance pointe-échantillon. Le résultat (fig. 10.14) montre que la pointe ressent ces forces
sur des distances supérieures à 15 nm. Nous ne nous attendions pas à ce résultat car nous opérions dans
un vide poussé. Il faut également garder à l’esprit un autre point important, à savoir que les amplitudes
d’oscillation de la pointe étaient inférieures à 0;05 nm. Cela signifie que la pointe ne pourra jamais toucher
accidentellement la surface de l’échantillon pendant ses excursions périodiques. Nous écartons donc toutes
les tentatives d’explication trouvées dans la littérature [365] pour justifier que l’interaction entre la pointe
et l’échantillon se faisait par contact mécanique. Nous voudrions également faire remarquer que toutes les
courbes d’approche ont été réalisées en approchant la pointe de l’échantillon. La courbe obtenue quand
elle s’éloigne ne se superpose pas à la courbe d’approche dans la zone d’effet tunnel dans le cas de la
surface de graphite. Ce comportement d’hystérésis est assez prononcé avec des échantillons de graphite et
il est quasiment absent sur des semi-conducteurs de GaAs clivé. Nous attribuons pour le moment l’exis-
tence de cet hystérésis au fait que le graphite se compose de plusieurs couches empilées, ce qui le rend
beaucoup plus élastique, le long de la normale à sa surface, que le GaAS. Remarquons qu’en dépit de sa
taille relativement grande, le diapason permet de mesurer à la fois les forces de friction et de cisaillement
avec un niveau de bruit aussi petit que le pN. La figure 10.15 montre comment se modifie la résonance du
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FIG. 10.14: Forces de friction et de cisaillement (i.e. forces de frottement) agissant sur la pointe lorsque
celle-ci s’approche de la surface de l’échantillon. Les valeurs sont obtenues d’après les amplitudes de la
pointe et le glissement de fréquence (fig. 10.12) et d’après les équations (10.65) et (10.66).
diapason sous l’effet d’une très petite force de friction. Il est clair que cette force peut être mesurée avec
une résolution meilleure que 1 pN. Des mesures de force de friction aussi faibles sont à notre connaissance
sans précédent et sont supérieures de 2 ou 3 ordres de grandeur à celles obtenues avec des AFM standards.
Elles sont aussi meilleures que celles obtenues grâce à la technique de la microbalance en cristal de quartz
utilisée en science des surfaces. Le diapason offre donc de grandes possibilités pour l’utilisation en micro-
scopie de forces de friction et de cisaillement en nano-tribologie. De plus, c’est la seule technique que nous
connaissons où ces forces peuvent être mesurées d’abord sans contact réel et ensuite à n’importe quelle
distance de l’échantillon. Il est également intéressant de tracer la dépendance du terme d’amortissement
γ = 2pi f=(Qp3) de l’oscillateur harmonique forcé en fonction de z. Dans cette relation à la fois Q et f dé-
pendent de z. Remarquons aussi que le facteur d’amortissement semble augmenter exponentiellement avec
la distance pointe-échantillon. L’origine physique de cet effet est discuté dans la ref. [366]. Nous pouvons
déduire de cette observation que le nombre de possibilités de collisions participant à l’amortissement aug-
mente exponentiellement au fur et à mesure que la pointe se rapproche. Un tel comportement serait attendu
dans la zone d’effet tunnel. Nos mesures indiquent cependant que nous sommes la plupart du temps en
dehors du régime tunnel et cela ne peut donc pas en être l’explication.
Effet de la longueur de la pointe
Il est important que la pointe reste rigide à la fréquence de résonance afin d’assurer un amortissement
maximum du diapason. Dans nos mesures actuelles, la pointe est un fil d’or taillé en pointe de 25 µm de
diamètre. Du fait de ce diamètre particulièrement petit, il est important que la partie libre de la pointe
dépassant du diapason soit aussi courte que possible. La constante de raideur statique de la pointe doit être
beaucoup plus grande que celle du bras du diapason. Dans le cas d’une pointe cylindrique, la constante de
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FIG. 10.15: Courbes de résonance pour de très
faibles valeurs de la force de friction entre la pointe
et l’échantillon. Elles montrent clairement qu’une
sensibilité à ces forces inférieure à 1 pN est acces-
sible. La force de friction est déduite de l’équation
(10.66).
FIG. 10.16: Évolution du paramètre d’amortis-
sement γ de la friction ressentie par le diapa-
son lorsque la pointe approche de la surface de
l’échantillon. Les conditions expérimentales sont
celles de la figure 10.11. γ intervient dans l’am-
plitude par le biais de l’équation (10.25). On note
qu’il augmente de façon exponentielle lorsque la
distance pointe-échantillon diminue.
raideur est donnée par :
kprobe =
3piEprober4
4`3
: (10.67)
où r représente le rayon du fil et ` la longueur de la partie libre dépassant du bras du diapason. Pour l’or,
le module de Young vaut Eprobe = 8:1010 N=m2. La figure 10.17 montre une courbe d’approche lorsque
cette condition n’est pas remplie. La longueur de la pointe est alors de ` = 200 µm ce qui donne kprobe =
572 N=m  kstat ( 40 kN=m). Cette courbe d’approche est clairement différente de celle présentée par
la figure 10.13 avec une longueur de pointe plus courte (`= 75 µm). La vérification de la dépendance de
Q en fonction de l’amplitude x à la résonance exhibe clairement deux régimes différents. Dans chacun
de ces régimes le résonateur se comporte comme un oscillateur harmonique amorti de façon visqueuse.
Lorsque la pointe, éloignée au départ, s’approche (point A sur la figure 10.17), le facteur de qualité de
la résonance diminue comme prévu. À environ 50 nm du contact pointe-échantillon (défini par mesure
de l’effet tunnel), il inverse la tendance et commence à augmenter au fur et à mesure que z diminue.
Ce revirement intervient dans la région indiquée par la lettre B sur la figure 10.17. Le facteur de qualité
augmente ensuite linéairement jusqu’au point de contact tunnel (point C). Nous déduisons de ces mesures
que les forces de cisaillement au point B sont suffisamment importantes pour que la sonde commence à
se courber de manière élastique. De ce fait l’excursion de la pointe est plus petite et avec elle les frictions
au niveau de l’échantillon. Plus la pointe est rapprochée, plus les forces de rappel sont importantes et plus
la pointe se courbe au détriment des amplitudes d’oscillation à son extrémité. La contribution aux pertes
totales des frottements de la pointe se réduit en conséquence, conduisant à une augmentation de Q vers le
point C.
10.7 Réponse de la boucle fermée
Le dernier problème concerne la vitesse à laquelle les mesures peuvent suivre les variations de la force.
Les cartographies de forces surfaciques sont réalisées en faisant fonctionner le système en boucle fermée
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FIG. 10.17: Mêmes courbes que celles de la figure 10.13 mais avec une pointe dépassant du bras du dia-
pason de 200 µm (75 µm dans l’autre cas). Si la longueur de la pointe est trop longue, sa constante de
raideur devient trop faible par rapport à celle du diapason. Lorsque les forces de cisaillement deviennent
trop importantes, l’extrémité de la pointe est immobile et le système pointe-diapason s’apparente à des
ressorts en série qui résonnent à une fréquence plus élevée. Ce comportement est clairement mis en évi-
dence sur le graphe en échelle de gris. La courbe de Q montre qu’il y a deux régimes d’amortissement
visqueux distincts dépendant du fait que la pointe est en mouvement libre ou bien qu’elle est retenue par
son interaction avec la surface.
avec une contre-réaction et en choisissant comme signal de référence soit l’amplitude, soit la phase, soit
une combinaison des deux. Lorsqu’on utilise des leviers de silicium conventionnels [367], on doit recourir
à des techniques de rétroaction en boucle fermée basées sur la phase de sorte que le système réagisse
plus vite que le temps de réponse du résonateur en boucle ouverte à savoir 1=τ = pi f0=Q. Ces techniques
ont été aussi employées avec succès pour des systèmes utilisant des diapasons [356, 368, 369]. Cependant
nous montrerons par la suite qu’une simple boucle de contre-réaction proportionnelle intégrale (PI) est
suffisante pour la plupart des utilisations de diapasons. Nous justifierons cette observation expérimentale
par une brève discussion théorique.
Les expériences sont menées à température ambiante et sous pression atmosphérique. Pour plus de
clarté, la figure 10.18 donne le schéma expérimental. Une fibre optique taillée en pointe est montée sur le
diapason de sorte à fonctionner en microscopie optique en champ proche. La réponse en boucle ouverte du
diapason chargé correspond à l’équation 10.52 avec f0=2Q = 8 Hz soit τ = 20 ms. Le diapason est excité
à sa résonance par une tension de fréquence et d’amplitude fixes et le courant résultant est mesuré avec le
circuit de la figure 10.6. La sortie est envoyée sur un amplificateur synchrone dont la phase se réfère à celle
du diapason à la résonance. La sortie « X » du détecteur synchrone alimente une électronique de rétroaction
classique (PI) qui ajuste la position de la pointe au-dessus de la surface. Le point de fonctionnement de la
rétroaction est ajusté de sorte que la pointe se trouve toujours à environ 10 nm de la surface. Pour tester la
réponse du système en boucle fermée, la position verticale de l’échantillon est volontairement modulée à
100 Hz par un créneau de 1 nm de hauteur. La figure 10.19 montre la sortie de l’électronique de contrôle
qui suit clairement le signal de 100 Hz. Le temps de montée de la réponse est de l’ordre de 0;5 ms soit 40
fois plus rapide que la réponse en boucle ouverte. Nous ne pouvons pas aller plus vite et nous pensons que
cela provient de résonances dans le système de positionnement mécanique ; cependant il est clair qu’une
simple électronique de contrôle (PI) fournit un système d’asservissement en boucle fermée stable et qui
peut fonctionner à des vitesses beaucoup plus élevées qu’en boucle ouverte.
Nous présentons maintenant une justification théorique simple de ce résultat expérimental. Considérons
le diapason et l’amplificateur synchrone comme un seul système. L’amplificateur synchrone démodule le
signal issu du diapason, fournissant une tension continue à partir d’une tension alternative. La fonction de
transfert d’un oscillateur harmonique démodulé à sa fréquence de résonance est un filtre passe-bas à pôle
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FIG. 10.18: Représentation schématique du système de contrôle. Le diapason est excité à sa fréquence de
résonance par un générateur de tension Vin. Le courant résultant est démodulé grâce à un amplificateur
synchrone et réinjecté dans l’électronique de contrôle qui pilote un amplificateur haute tension. La boucle
est fermée par l’intermédiaire d’un dispositif d’entraînement piézoélectrique qui permet d’ajuster la dis-
tance pointe-échantillon. La force d’interaction entre la pointe et la surface contrôle la totalité du courant
généré par le diapason.
FIG. 10.19: Ces deux figures présentent la réponse de la boucle de contre-réaction à une modulation en
créneaux à 100 Hz et à 1 nm de la distance pointe-échantillon. La ligne continue indique l’entrée et les
points la réponse. Le cadre de droite donne une vue agrandie de celui de gauche. Le temps de réponse
du système est de l’ordre de 0;5 ms ce qui est plus rapide que celui du résonateur en boucle ouverte. Les
données proviennent de la référence [370].
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FIG. 10.20: Schéma de la boucle de rétroaction donnant la fonction de transfert du diapason et du détecteur
synchrone suivi par une contre-réaction proportionnelle intégrale. La tension de sortie alimente l’ampli-
ficateur haute-tension du dispositif piézo d’entraînement en Z qui ajuste la distance pointe-échantillon en
fonction de la force ressentie par la pointe.
unique présentant la réponse :
T ( f ) = (i=τ)=(2pi f + i=τ) : (10.68)
τ étant donné ci-dessus. Le système de contrôle est maintenant celui d’un système classique d’asservisse-
ment où l’ensemble à contrôler réagit comme un filtre passe-bas à pôle unique. Ce problème est très bien
documenté dans la référence [371]. L’électronique de contrôle optimale pour ce système utilise une contre-
réaction PI. La réponse pour le système en boucle fermée est obtenue en calculant Vout=Vin ; on établit
l’équation pour la fonction de transfert de l’ensemble du système en boucle fermée :
Vout = (Vin Vout)
i=τ
2pi f + i=τ

P+
I
 i2pi f

: (10.69)
La résolution de Vout=Vin dans le domaine temporel conduit à une fonction de transfert de la boucle fermée
proportionnelle à exp( Γt iΩt). Lorsque les valeurs de P et I sont optimisées telles que I =(1+P)2=(4τ),
nous obtenons les relations Γ=(1+P)=(2τ) et Ω= 0. Si I =(1+P)2=2τ, nous obtenons une bonne réponse
de la rétroaction à une perturbation du type échelon et on a alors Γ = (1+P)=2τ = Ω. Notons que si l’on
augmentent P et I le système répond plus vite et reste stable.
Des complications apparaissent avec cette analyse simple car Q et f0 dépendent de la hauteur de l’os-
cillateur par rapport à la surface. Ces complications réduisent la vitesse de réponse maximale que l’on peut
atteindre uniquement lorsqu’elles introduisent un retard de phase supplémentaire dans le circuit de rétro-
action. Si seul le facteur de qualité Q du résonateur change, le diapason se comporte encore comme un
filtre passe-bas à pôle unique et aucun retard de phase supplémentaire n’est introduit. Quand la fréquence
de résonance se déplace vers f + ε, la réponse démodulée devient :
T ( f ) = 1
2

i=τ
2pi( f   ε)+ i=τ +
i=τ
2pi( f + ε)+ i=τ

: (10.70)
La réponse en boucle fermée de ce système conserve la même forme e ΓteΩt avec la modification sui-
vante :
Γ =
(1+P)
2τ
et Ω (1+P)
2τ
s
1+

2piε 2τ
(1+P)
2
: (10.71)
Cette simple analyse montre clairement l’origine des oscillations de boucle fermée qui accompagnent nor-
malement un changement de fréquence du résonateur. Cela revient à augmenter le gain d’intégration de
sorte que la boucle de contrôle soit déséquilibrée. Cet effet n’est pas important tant que ε < (1+P)=(4piτ)
c’est-à-dire, dans l’expérience précédente, tant que ε < 300 Hz. Cette condition est satisfaite même pour le
décalage en fréquence maximum de la figure 10.12. La situation est différente pour des applications basées-
sur des leviers de silicium très sensibles pour lesquels les amplitudes de mouvement et les glissements en
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fréquence sont plus importants et les bandes passantes de la boucle fermée sont intentionnellement petites.
Les glissements de la fréquence de résonance deviennent évidemment un problème sérieux pour ces leviers
de silicium et des solutions utilisant une détection sensible à la phase sont nécessaires [367]. Cependant,
comme nous l’avons vu plus haut, les capteurs à base de diapason ne souffrent pas de ce problème et par
conséquent une simple boucle de contrôle PI suffit.
Il est clair qu’avoir une sonde avec un très haut facteur de qualité offre l’avantage de pouvoir mesurer
de très faibles forces. D’après l’analyse du bruit ci-dessus, lorsque l’on fait les mesures avec une boucle
fermée significativement plus rapide que la réponse en boucle ouverte, le rapport signal sur bruit varie
comme Q=(∆ fB)1=2. Ceci laisse fortement supposer que l’on n’aurait pas intérêt à réduire Q si l’on souhaite
balayer rapidement. Il est beaucoup plus efficace de maximiser Q et de réaliser un système de contrôle
correct puisque la sensibilité au bruit n’augmente qu’en fonction de la racine carrée de la bande passante
désirée.
10.8 Conclusion
En résumé, nous avons montré quelques limites fondamentales à l’utilisation des diapasons en quartz
comme capteurs de force en microscopie à balayage de sonde. À la température ambiante et sous pression
atmosphérique, ces capteurs de force présentent un seuil de bruit de 0;4 pN=
p
Hz et un écart-type pour
le mouvement thermique de seulement 0;2 pm. Nous avons montré que le facteur de qualité Q devait
toujours être maximisé afin d’obtenir la plus grande sensibilité et que cela ne dégrade aucunement le temps
de réponse de la mesure lorsque le diapason est monté dans une boucle fermée classique. Finalement la
rétroaction proportionnelle intégrale est un système de contrôle stable permettant de réaliser des mesures
plus rapides que le temps de réponse de ces résonateurs en boucle ouverte car leurs amplitudes de vibration
et le glissement en fréquence induit par la force sont relativement faibles.
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Présentation de la troisième partie
La microscopie optique de champ proche a suscité dès son développement un fort intérêt. Dans le sillage
des microscopies de champ proche à force atomique ou par effet tunnel, ce microscope qui contournait la
limitation fondamentale imposée par le critère de Rayleigh en optique de champ lointain, promettait d’accé-
der à la compréhension des effets physiques et chimiques hors effet de moyenne. Son champ d’application,
peu restrictif en raison des nombreuses configurations possibles à la fois en transmission et réflexion – col-
lection en champ proche, émission en champ proche, émission et collection en champ proche –, semblait
devoir s’étendre à des systèmes pertinents aussi bien en physique des solides, qu’en physique moléculaire,
optique, optoélectronique, physique des matériaux...
Assez rapidement toutefois, des difficultés sont apparues au niveau de la compréhension des effets
observés et de l’échelle spatiale à laquelle les phénomènes étaient réellement analysés, pas toujours en
accord avec la résolution attendue. La plupart du temps, la résolution spatiale était dégradée, dans d’autres
situations elle semblait artificiellement accrue. Grâce aux nombreux travaux théoriques sur l’imagerie de
champ proche et sur les interactions entre la nanosource et l’échantillon qu’elle sonde, la compréhension
de la fonction de réponse de la microscopie de champ proche optique a notablement progressé. Certains
artefacts ont été dénoncés et caractérisés expérimentalement. L’état de l’art des modèles théoriques a été
explicité dans les premiers chapitres de ce livre. Grâce au rapide développement technologique, le champ
proche optique est devenu un outil d’exploration plus facile à mettre en œuvre comme le décrit le deuxième
chapitre.
Les applications de la microscopie optique de champ proche ont largement bénéficié de ces avancées
conjointes et des progrès notables ont été réalisés dans leur maîtrise et dans leur diversification. Les cha-
pitres suivants regroupent différents exemples d’utilisation du champ proche optique. La première, à carac-
tère plus fondamental qu’appliqué, est la cartographie de champ électromagnétique. Ce sont des études qui
permettent une confrontation directe entre modélisation et expériences. Cette confrontation suppose une
bonne définition des interactions entre le champ proche optique et le système étudié. Les autres exemples
d’application sont dédiés à l’étude de systèmes photosensibles. Parmi ceux-ci certains correspondent à de
la spectroscopie au sens strict du terme. C’est le cas de la spectroscopie moléculaire, qui inclut la spectro-
scopie de fluorescence de molécules uniques, de la spectroscopie Raman et infrarouge de couches minces
et de la spectroscopie de semi-conducteurs nanostructurés. Dans ces trois exemples, le type de spectrosco-
pie étudié diffère par l’échelle énergétique mise en jeu, qui recouvre celle des transitions électroniques,
des transitions entre niveaux de vibrations des molécules et celle des transitions entre bandes d’un semi-
conducteur. Dans ces exemples et le suivant qui traite des effets magnéto-optiques, le champ proche optique
est une sonde de l’effet étudié et cette sonde est supposée non intrusive. Ainsi, en magnéto-optique, l’in-
térêt se concentre sur la réduction de l’échelle d’analyse des effets magnétiques dans un but fondamental
(compréhension des domaines) mais aussi en rapport avec le stockage à haute densité. En lithographie en
champ proche par contre, dernier exemple traité, le champ proche provoque une modification délibérée
du système. Il permet une nanostructuration du milieu qui pourrait à terme avoir des débouchés appliqués
importants.
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Le lecteur trouvera sur ces sujets, à chaque chapitre, un rappel des principes physiques à l’origine des
processus étudiés, suivi d’une description des résultats obtenus en champ proche optique. Les barrières
qu’il reste à franchir mais aussi les ouvertures possibles sont discutées.
Anne Débarre
Laboratoire Aimé Cotton, Bât 505
91405 Orsay cedex, France
Chapitre 11
Cartographie de champ
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11.1 Généralités
11.1.1 Où l’on ne parle pas encore de sonde
Un objet illuminé engendre une répartition de champ électromagnétique dans tout l’espace, à l’intérieur
comme à l’extérieur de l’objet. Dans la mesure où l’on s’intéresse à la détermination de la cartographie à
l’aide d’une sonde matérielle, le champ sera mesuré à l’extérieur de l’objet considéré. Pour déterminer cette
répartition, la cartographie peut se faire de différentes façons. Le schéma reporté figure 11.1 décrit trois
modes classiques de cartographie. Dans la première méthode, le champ est déterminé suivant des plans
parallèles au plan moyen de la surface de l’objet étudié, chaque plan, est repéré par sa hauteur par rapport
au plan moyen considéré. La deuxième méthode fait intervenir les surfaces d’iso-intensité du champ. La
troisième étudie le champ lorsque le point courant associé se déplace à distance constante de la surface
de l’objet. Une autre méthode consiste à déterminer la variation du champ normalement à la surface et en
regard des différents points de la surface.
L’objet est éclairé soit :
– en transmission ou en réflexion totale pour les objets transparents,
– en réflexion externe par une onde focalisée ou non,
– au travers d’une micro-ouverture,
– par l’émission lumineuse à l’intérieur de l’objet (génération de second harmonique, fluorescence par
exemple).
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FIG. 11.1: Description de trois modes de cartographie : a) à hauteur constante, b) à intensité constante, c)
à distance constante.
La détermination de la cartographie a deux buts principaux [204, 372–374] :
– la cartographie, en elle-même, pour la compréhension de la formation du champ proche,
– l’étude de phénomènes particuliers (fluorescence, excitation de modes propres, etc.).
Nous verrons que le type de cartographie sera choisi en fonction du but à atteindre. Avant de donner
des exemples réels, nous allons, pour une structure simple, simuler la réponse en fonction du type de
cartographie choisie.
11.1.2 Simulation simple
Pour simplifier l’analyse, nous nous limiterons à une structure très simple, invariante par translation
suivant une direction, décrite par les trois types de cartographie précités. Considérons une surface plane
sur laquelle se trouve un rail de même indice que le substrat, l’objet est éclairé en réflexion totale (la
géométrie du rail est indiquée sur la figure 11.2). La valeur du carré du champ électrique est calculée
à distance constante de l’objet (à 5 nm). Le calcul est fait à partir de la méthode différentielle [375].
On peut voir que l’intensité est pour ainsi dire constante, lorsque le point courant n’est pas en face du
rail. Le champ, en un point donné, est la somme des termes propagatifs et évanescents. Lorsque l’on se
rapproche de la zone où se situe le rail, la variation des différents termes se traduit par une variation locale
du champ. On voit apparaître alors une inversion de contraste entre la topographie et les variations du
champ électrique. Il faut remarquer que si l’on répète ce même type de calcul pour des structures de tailles
ou de contraste d’indice plus importants, les images sont plus complexes à décrire, on n’observe plus une
simple inversion de contraste, (voir fig. 11.3). Sur la figure 11.2, sont reportées les variations du champ
électrique lorsque le point courant se déplace parallèlement à la surface moyenne de l’objet (déplacement
dit à hauteur constante). L’effet de la diffraction du champ incident par le rail ne se voit que si l’on regarde
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(a) (b)
(c)
FIG. 11.2: Images simulées d’un rail de silice déposé sur un substrat (largeur 5 nm, hauteur 2 nm) en mode
hauteur constante et en mode distance constante, b) et c), images d’un sillon dans un substrat (largeur 5 nm,
profondeur 2 nm) en mode intensité constante et en mode hauteur constante.
les variations relatives du signal autour de sa valeur moyenne, celles-ci sont très faibles, de l’ordre de 10 3
pour notre exemple. Enfin, toujours avec le même type de structure, nous remarquons que la forme des
lignes d’iso-intensité est très proche de celle des variations d’intensité dans le mode hauteur constante [6].
Maintenant, nous allons établir la relation qui existe entre l’intensité détectée et le champ proche au
voisinage de l’objet. Il n’existe pas à notre connaissance de calculs numériques complets prenant en compte
tous les paramètres mis en jeu lors d’une mesure champ proche. Dans la suite de ce chapitre, nous décrirons
quelques résultats expérimentaux et théoriques rapportés dans la littérature.
11.1.3 Présence de la sonde et régulation de sa position
Le chapitre 8 décrit, de façon détaillée, les divers types de sondes et leurs modes de fabrication. Rap-
pelons simplement, qu’il est possible d’utiliser, des sondes diélectriques, partiellement ou totalement re-
couvertes de métal, ou bien des sondes métalliques. L’extrémité de ces sondes présente soit un apex dont
le rayon de courbure est de l’ordre de quelques dizaines de nanomètres, soit une micro-ouverture d’une
cinquantaine de nanomètres de diamètre.
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FIG. 11.3: Image simulée en mode distance constante (13 nm) d’un pavé diélectrique déposé sur substrat
de même indice, hauteur du pavé 130 nm, longueur 900 nm, largeur 700 nm, polarisation s.
Si la courbe de détection du signal optique est une fonction monotone de la distance qui sépare la sonde
de la surface, alors il est possible, en cours de balayage, de gérer la distance entre la sonde et la surface
de telle sorte que l’intensité captée reste constante, on obtient alors des images en mode iso-intensité (noté
CIM, constant intensity mode). Ce mode de fonctionnement est essentiellement associé à la configuration
PSTM. En faisant varier la valeur de consigne de l’intensité, on peut effectuer une cartographie en trois
dimensions. Lorsque la sonde se trouve située à une distance supérieure à une demi-longueur d’onde de la
surface, le signal capté par la sonde est généralement tel que la partie évanescente du champ proche captée
par la sonde n’est plus dominante dans le signal optique capté. Il est alors difficile, voire impossible, de
cartographier l’intensité détectée lorsque la sonde est trop loin de la surface de l’échantillon. En dehors de la
configuration du microscope à effet tunnel optique, où l’objet est éclairé en réflexion totale, le signal optique
détecté par la sonde suit le plus souvent une loi qui n’est pas monotone donc difficilement utilisable pour
réguler la position de la sonde [116,221]. Celle-ci est donc régulée par rapport à un autre signal détecté par
la sonde, (voir chapitre 7). Rappelons qu’avec une régulation de type AFM, « shear force » ou de type tunnel
électronique, la sonde reste à distance constante de la surface, on parle alors de mode à distance constante
(CGM pour Constant Gap Mode) ; cette distance étant de l’ordre de quelques nanomètres, la cartographie
à trois dimensions sera donc très limitée. Si la variation du signal optique en fonction de la distance à la
surface entre la sonde et l’objet n’est pas une fonction monotone, seul ce mode sera effectivement utilisable.
En cours de balayage, le signal optique est détecté par la sonde. Nous obtenons donc simultanément,
l’image de la topographie de l’objet et l’image du signal optique détecté par la sonde [55, 57, 376].
Remarquons que si l’objet que l’on souhaite étudier est transparent pour certaines longueurs d’onde, on
peut l’éclairer en réflexion totale dans la fenêtre de transparence, effectuer l’asservissement à cette longueur
d’onde dite de référence, et mesurer le signal recueilli simultanément à une autre longueur d’onde. On parle
alors de mesure à longueur d’onde pilote.
Le mode dit à hauteur constante (CHM pour Constant Height Mode) est difficilement accessible, car il
suppose des conditions expérimentales idéales à savoir pas de dérive mécanique, un positionnement précis
des éléments pour effectuer un balayage de la sonde réellement parallèle au plan moyen de l’échantillon. Ce
mode de fonctionnement présente le risque que la pointe soit détériorée en cours de balayage si l’échantillon
a une rugosité de l’ordre de la distance qui sépare la sonde de la surface.
11.2. CARTOGRAPHIE DU CHAMP PROCHE SANS ASSERVISSEMENT 225
11.2 Cartographie du champ proche sans asservissement
11.2.1 Cartographie à trois dimensions
Considérons une configuration très simple, un demi plan dont l’interface est illuminé en réflexion totale.
Une sonde (fibre multimode réalisée par attaque chimique) est amenée dans le champ proche au voisinage
de l’interface. La figure 11.4 montre la variation de l’intensité détectée et la courbe théorique de l’intensité
du champ électrique qui serait frustré par un troisième milieu jouant le rôle de la fibre. Ce résultat simple
(a) (b)
FIG. 11.4: Courbe d’intensité captée par la sonde en fonction de la distance, pour deux angles d’incidence,
a) mesure expérimentale, b) modèle théorique considérant le champ frustré par un milieu semi-infini [221].
permet de visualiser la variation du champ en face de l’objet, nous voyons que celui-ci décroît de façon ex-
ponentielle lorsque la sonde est à plus de 20 nm de la surface. Lorsqu’elle se situe à une distance inférieure
à 10 nm, la courbe s’écarte de l’exponentielle théorique, ceci montre qu’il y a couplage entre la sonde et
l’objet. Si l’on s’éloigne de la surface de l’objet, on arrive au niveau de diffusion qui serait nul si la surface
était rigoureusement plate, la valeur de ce niveau de diffusion nous renseigne sur la rugosité de la surface.
Si la sonde est à plus de 10 nm de la surface, on peut dire que le signal détecté est proportionnel au
carré du champ électrique. Ce résultat s’applique pour des objets plus complexes. L’intensité captée par la
sonde est proportionnelle au carré du champ électrique pour des structures diélectriques [6]. Il est possible
de montrer que ce résultat s’applique aussi aux structures métalliques, la figure 11.6 est un jeu d’images
obtenues à intensité constante pour un échantillon formé de plots métalliques déposés sur un substrat plan
diélectrique [375]. Si l’on compare ces images au calcul du champ électrique, (voir figure 11.5), nous
retrouvons les mêmes structures. En champ lointain (z  200 nm) se rajoute une structure associée au
« speckle » (granularité lumineuse) dû à la rugosité de la surface du plot et du substrat, qui va masquer la
structure du champ issu de la diffraction du faisceau incident par le plot. Dans la zone de champ proche, on
a un excellent accord entre les simulations et les images. Deux conclusions importantes sont à tirer de cette
série d’images, premièrement la sonde (ici une fibre optique multimode amincie chimiquement) restitue
un signal proportionnel au carré du champ électrique, deuxièmement l’image où la sonde est proche du
contact vérifie ceci, en d’autres termes, on ne retrouve pas de perturbation introduite par la sonde sur le
champ proche de l’objet, au contraire de la situation dans laquelle l’intensité est détectée en fonction de la
distance. Des mesures complémentaires s’avèrent toutefois nécessaires.
En métallisant une sonde diélectrique avec une couche d’or, J.-C. Weeber a pu montrer que l’image
enregistrée en champ proche optique (à hauteur constante) était proche de la forme du champ magnétique
[129]. Le couplage entre le champ magnétique et l’intensité captée par la sonde se ferait par l’intermédiaire
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de plasmons excités dans la couche de métal déposée sur la sonde.
(a) (b)
(c) (d)
FIG. 11.5: Images en mode iso–intensité obtenues avec une sonde multimode. La distance moyenne entre
la sonde et la surface est a) z0 = 0 nm, b) z0 = 80 nm, c) z0 = 130 nm, d) z0 = 220 nm.
11.2.2 Effet des propriétés de la sonde sur les images
Les figures 11.7 a et b montrent deux images obtenues avec asservissement sur le signal optique (CIM),
dans le premier cas l’image a été obtenue avec une fibre multimode, alors que dans le deuxième cas l’image
est obtenue avec une fibre monomode. On constate que dans le cas où la détection se fait avec une fibre mul-
timode l’image restitue le carré du champ électrique alors que dans le cas d’une fibre monomode l’image
s’en éloigne. Certains détails sont amplifiés, la dynamique des lignes iso-intensité est plus importante. Le
niveau de consigne dans la zone de champ proche est d’un ordre de grandeur plus faible pour la fibre mo-
nomode. Ceci est lié à la nature de la fibre qui ne peut propager que son mode fondamental. De ce fait,
l’intensité détectée est plus faible. Une autre façon de comprendre le problème de façon simple consiste
à imaginer que le champ proche est formé d’ordres propagatifs et d’ordres évanescents. La nature de la
fibre va effectuer une sélection dans ces ordres en les couplant aux modes de la fibre avec des coefficients
de couplage variables. La différence entre les images traduit la différence entre ces deux types de guides
d’ondes. La fibre multimode propage en effet plus efficacement des modes complexes.
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(a) (b)
(c) (d)
FIG. 11.6: Cartographie iso–intensité du carré du champ électrique en fonction de la distance, devant un
objet formé de plots d’or déposés sur un substrat plan, pour les mêmes conditions que celles des mesures
expérimentales.
11.3 Cartographie avec asservissement
Ainsi que nous l’avons indiqué précédemment, on peut acquérir des informations optiques dans le
champ proche de l’objet en asservissant la position de la sonde :
– soit sur le courant tunnel, lorsque l’échantillon et la sonde sont métalliques ou métallisés,
– soit en utilisant un asservissement de type AFM ou shear force.
Ces deux types d’asservissement permettent d’obtenir en plus d’une mesure optique, la topographie de
la surface de l’objet. Le signal optique est détecté, soit en champ proche par la sonde elle-même, si elle
est transparente, soit en champ lointain ; l’illumination de l’objet se fait en réflexion interne ou externe,
ou encore par une micro-ouverture (voir chapitre 7). L’analyse des informations contenues dans le champ
proche et surtout la reconstruction de la cartographie de champ sont alors plus compliquées même dans le
cas d’un objet plan. Pour un objet plan, si la détection optique se fait par une sonde purement diélectrique,
l’image obtenue pourra être reliée à la répartition de champ à condition que l’hypothèse de non perturbation
du champ proche par la sonde, reste encore valide lorsque la sonde est à quelques nanomètres de la surface
(distance imposée par l’asservissement). Une configuration comprenant un microscope sans ouverture est
plus complexe à étudier. Pour un objet non plan, l’image optique n’est pas simple à interpréter. Un contraste
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(a) (b)
FIG. 11.7: Images d’un rail diélectrique obtenues avec une sonde multimode en (a), monomode en (b)
élevé dans l’image peut être directement induit par le déplacement de la sonde dans le champ proche de
l’objet, (cf. cas du balayage à distance constante [55, 57, 116, 376]).
11.3.1 Exemple de mesure d’échantillons plans
11.3.1.1 Microscope à micro-ouverture
Revenons à un résultat déjà ancien, à savoir les images obtenues par E. Betzig de molécules fluores-
centes diluées dans une résine de type PMMA. Nous sommes dans le cas où l’échantillon est plan car les
molécules concernées par ces mesures sont noyées dans une résine. À nouveau seule une comparaison
théorie expérience peut nous autoriser à dire qu’une cartographie de champ est obtenue. Les figures 11.9 et
11.11 montrent une telle comparaison [29].
Les images obtenues montrent que le signal capté est proportionnel au carré du champ électrique, ce
résultat a été confirmé par des mesures présentées lors de la conférence NFO-6 à l’Université de Twente
(Pays-Bas) en août 2000. Ceci peut paraître en contradiction avec la remarque que nous avions faite dans
le paragraphe précédent concernant la mesure du champ magnétique par une fibre métallisée. Dans l’ex-
périence décrite par E. Betzig, la couche déposée pour réaliser la micro-ouverture était formée en partie
d’aluminium, dans ces conditions et aux longueurs d’onde utilisées, les plasmons de la couche n’étaient
pas excitables, ce qui explique que l’image ne restitue pas la répartition du champ magnétique.
11.3.1.2 Cas du microscope sans ouverture
Dans un microscope sans ouverture, l’objet est éclairé par un faisceau focalisé, une pointe opaque est
amenée dans le proche voisinage de l’objet [49,377,378]. La pointe oscille normalement à la surface, cette
oscillation crée une modulation du champ diffusé mesurée en champ lointain. Les microscopes utilisant de
telles sondes opaques sont appelés « apertureless microscopes ». Un modèle basé sur le calcul du vecteur
de Poynting a été proposé. La figure 11.11 donne un exemple de mesure, alors que La figure 11.10 présente
le vecteur de Poynting calculé. Si en polarisation p la simulation peut s’approcher de l’expérience, ceci
n’est plus le cas en polarisation s. Il semble trop tôt pour dire que le mode sans ouverture est capable de
restituer la structure du vecteur de Poynting.
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FIG. 11.8: Simulation du champ au voisinage d’un objet plan à distance constante de la surface de l’objet.
11.3.2 Cartographie en 3 dimensions
L’étude de C. Jordan & al. est intéressante à signaler [379]. L’expérience consiste à utiliser la régulation
shear force pour former une image en mode distance constante (CGM), en chaque point de la zone balayée
la sonde est reculée d’une centaine de nanomètres. Les variations du signal sont ainsi enregistrées (voir
fig. 11.12), et permettent de reconstruire des images correspondantes au mode hauteur constante (CHM).
Les images ainsi obtenues sont très proches de celles qui sont directement obtenues dans ce mode, la
différence est de l’ordre de 20%. Le but des auteurs était la reconstruction des images à hauteur constante,
mais ces travaux montrent qu’il est possible d’avoir une image 3D de l’intensité détectée par la sonde en
champ proche. Ceci permet de pallier les problèmes de dérive rencontrés dans le cas des mesures simples
à hauteur constante.
11.4 Applications
11.4.1 Mesure spectroscopique
Nous ne rentrerons pas dans les détails des mesures de spectroscopie en champ proche car une partie
importante de cet ouvrage leur est consacrée. Rappelons simplement que les mesures d’intensité en champ
proche permettent de visualiser la distribution spatiale de molécules fluorescentes ou d’éléments fluores-
cents. Lorsque l’on fait varier la longueur d’onde de la source excitatrice, on obtient la cartographie des
émetteurs résonants pour cette excitation.
11.4.2 Plasmons
Les plasmons ont été décrits dans le chapitre 5 de cet ouvrage. Ils présentent la particularité d’être
associés à une répartition de champ électromagnétique ayant une décroissance exponentielle dans l’air
(pour une configuration classique d’un plasmon de surface excité à l’interface métal air). Dans l’exemple
suivant, l’échantillon est formé de bandes d’or de 50 µm déposées sur un substrat de silice. Les condi-
tions d’illumination du film métallique se situent en dehors des conditions d’excitation des plasmons. Pour
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FIG. 11.9: Image du signal de fluorescence de molécules uniques détecté par une micropipette métallisée
et simulation théorique correspondante.
FIG. 11.10: Mesures correspondantes en mode apertureless, la topographie (fournie par la régulation
AFM) n’est pas « plate », elle est représentée par les tirets.
comprendre l’origine des oscillations, que l’on voit sur l’image fig. 11.13, L. Salomon a calculé le champ
proche d’une telle structure (voir fig. 11.14 a et b). Les calculs montrent une forte amplification du champ
proche lorsque l’angle d’incidence permet une excitation du plasmon à l’interface métal-air. Pour un angle
d’incidence différent, on note l’apparition d’oscillations de même période que celles qui ont été observées
expérimentalement. Ces oscillations sont dues aux interférences entre le plasmon excité par la diffraction
du faisceau incident sur le bord de la bande métallique et le champ évanescent crée dans la zone métallisée.
La décroissance de l’amplitude des oscillations traduit la longueur de propagation du plasmon dans le film
métallique (de l’ordre de 25 µm). Les mesures ont pu être faites dans le mode intensité constante du fait de
la forte amplitude du champ évanescent.
La cartographie du champ associé à la résonance plasmon est directement accessible à partir de me-
sures en mode iso–intensité avec une sonde diélectrique. Pour obtenir une cartographie en 3 dimensions, il
« suffit » d’acquérir des images à différents niveaux de consigne.
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(a) (b)
FIG. 11.11: Calcul du vecteur de Poynting, pour un demi–plan conducteur, dont le bord est placé à la cote
430 nm, le champ est polarisé s ou p, (a) ou (b).
11.5 Cartographie des modes d’un guide
Un autre exemple de cartographie de champ concerne l’étude de modes guidés. Un guide est formé
d’une zone de haut indice entourée d’une zone de bas indice ; dans la zone de bas indice existe un champ
évanescent, si ce dernier s’étale dans l’air, alors il peut être capté par la sonde, qui en fait la cartographie.
Pour des composants réalisés à partir de guides tels que des coupleurs, il est intéressant de voir comment
le champ y est réparti. La figure 11.15 issue d’un article de A. Choo & al. en est un exemple [380]. On
constate que la profondeur de pénétration associée aux modes est en accord avec les prévisions théoriques.
L’utilisation d’une telle mesure permet de reconstruire la cartographie du champ proche de composants de
l’optique intégrée.
Connaître la structure du champ en sortie d’un guide ou d’une source est une étape essentielle à leur
caractérisation. Nous citerons les travaux effectués au sein de l’équipe de J.-M. Moisan dans le cadre des
thèses de R. Cella et de F. Mignard. La figure 11.16 montre la structure de différents modes en sortie
de guide en fonction des paramètres du guide. Les mesures montrent un bon accord entre la théorie et
l’expérience [252, 381]. A partir des mesures en champ proche, la répartition du champ a été établie en
fonction de la distance à la face de sortie de la source. On peut ainsi visualiser la divergence du faisceau
émis. La structure modale montre des détails de l’ordre de λ=5. Pour aller plus loin dans la compréhension
du couplage entre la sonde et le champ proche, les auteurs de cette étude ont utilisé différents types de
sonde afin de quantifier la fonction de transfert associée à la sonde.
Un dernier exemple de mesure de répartition de champ est accessible lorsque l’on veut mesurer une
variation de champ en fonction de paramètres tels que la polarisation, la longueur d’onde, etc. La mesure
du champ dans des structures de type BIP (Bande Interdite Photonique) en est une illustration.
Observation de la localisation de champ dans une structure de type BIP Les structures BIP ou en-
core cristaux photoniques constituent une nouvelle classe de composants. A cause de leurs caractéristiques
géométriques et optiques, il existe des domaines de longueurs d’onde où toute propagation est interdite
à l’intérieur de ces structures. La création de défauts localisés dans ces structures fait apparaître des fe-
nêtres de transparence dans la bande interdite. Concernant la description de ces nouveaux matériaux nous
conseillons la lecture de l’ouvrage de J. Jouanopoulos & al. [382]. Les travaux en champ proche portant
sur l’étude de telles structures commencent à être assez courants. Citons les travaux de G. Vander Rodhes
& al. [383] et de D. Mulin & al. [384]. Nous décrirons de façon plus détaillée ces derniers travaux. La
structure périodique est formée de plots cylindriques de Si3N4 de 200 à 400 nm de diamètre. La sonde vient
détecter le champ au-dessus de la structure comme le montre le schéma de la figure 11.18. Le couplage
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FIG. 11.12: Comparaison entre l’image obtenue en mode hauteur constante (CHM) et l’image déduite de
l’image obtenue à distance constante (CGM) et des variations d’intensité détectées lorsque la sonde est
reculée (c).
entre le premier guide et la structure se fait par l’intermédiaire de la partie évanescente des modes guidés.
Il est intéressant de visualiser la forme et l’extension du champ au voisinage de la structure périodique
en fonction de la longueur d’onde de l’onde incidente. La figure 11.19 montre une pénétration réduite
du champ pour certaines longueurs d’onde (λ = 854 nm et λ = 864 nm). Comme l’indiquent les auteurs,
les mesures champ proche permettent de caractériser les composants de l’optique intégrée comportant des
BIP. Des études en champ proche sont encore nécessaires afin de corréler la forme du champ mesuré et la
réponse spectrale du composant. Il sera intéressant de visualiser la structure du champ de cristaux photo-
niques ayant des défauts localisés.
11.6 Discussion et conclusion
Le tableau suivant résume les résultats qui ont été discutés au cours de ce chapitre.
Nous avons montré qu’il était possible,
– dans certaines conditions, d’accéder au champ proche optique de différentes structures,
– de reconstruire directement la cartographie du carré du champ électrique, voire du carré du champ
magnétique suivant que la sonde était métallisée ou non, à condition que l’on soit dans une configu-
ration de type PSTM.
Nous avons vu que suivant les paramètres de la fibre, il pouvait y avoir un phénomène de filtrage qui
autorisait ou non l’obtention directe de cette cartographie. Les cartographies obtenues avec asservissement
de type shear force, AFM ou STM sont plus complexes à analyser. A part le cas particulier d’un échantillon
plan et à condition de savoir ce que détecte la sonde, il est difficile d’accéder à la cartographie de champ. Par
contre, pour suivre l’évolution de la réponse électromagnétique d’un système particulier, cette régulation
externe est le seul moyen d’obtenir des résultats quantitatifs et comparables. On a accès à une mesure
différentielle.
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Type de
détection
PSTM SNOM Apertureless
Type de
régulation
signal optique
(iso-intensité)
STM, shear force,
AFM
STM, AFM
Limites de la
cartographie
de champ
de z=10 nm à z=λ/2 limitée à la zone où la régulation peut
fonctionner, quelques nanomètres. Cette
limite peut être supprimée si l’on
enregistre le signal lors du recul de la
sonde en chaque point de la zone
balayée.
Conditions sur
le signal
optique
Le signal capté par la
sonde doit être à
variation monotone
aucune aucune
Résultats et
avantages
Cartographie possible en
trois dimensions.
Permet une comparaison réelle d’images
obtenues dans différentes conditions
Qu’est-ce que
l’on mesure?
-sonde diélectrique,
multimode : le carré du
champ électrique
-sonde diélectrique
métallisée : le champ
magnétique dans
certaines conditions.
topographie faible :
pointe non métallisée
on peut mesurer le
champ électrique. Si
la pointe est
métallisée, il faut être
prudent.
topographie
accidentée
la mesure est un
mélange de
topographie et de
signal optique
la mesure est reliée
au champ au
voisinage de
l’objet, le lien
n’est pas encore
bien déterminé.
TAB. 11.1: Comparatif et récapitulatif des différentes cartographies de
champ proche.
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FIG. 11.13: Image en mode intensité constante du champ au voisinage d’une bande d’or déposée sur un
substrat diélectrique.
(a) (b)
FIG. 11.14: Excitation de plasmon par un bord de marche.
11.6. DISCUSSION ET CONCLUSION 235
(a) (b)
FIG. 11.15: Structure du champ au voisinage d’un coupleur intégré.
FIG. 11.16: Image de modes et simulations correspondantes.
(a) (b)
FIG. 11.17: a) Répartition lumineuse en sortie de source. b) Cartographie en trois dimensions.
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(a) (b)
FIG. 11.18: a) Schéma de la configuration, b) image MEB de la structure [384].
λ = 864 nm
λ = 854 nmTopography
λ = 858 nm
FIG. 11.19: Champ proche détecté au voisinage de la structure BIP pour différentes longueurs d’onde,
images topographique et optiques de dimension 10x10 µm2 [384].
Chapitre 12
Spectroscopie moléculaire, molécule
unique, fluorescence
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12.1 Introduction
La microscopie de champ proche optique (NSOM) n’atteint pas la résolution spatiale de ses deux aî-
nées, les microscopies de champ proche par effet tunnel électronique (STM) ou par mesure de force (AFM).
Toutefois, elle offre des diagnostics sans équivalent dépassant la simple imagerie. La spectroscopie optique
est l’un des principaux et elle a souvent été mise en avant pour justifier le développement de l’optique de
champ proche. Le terme spectroscopie désigne de manière générale toutes les techniques qui apportent
une information sur les niveaux d’énergie du système étudié ou plus généralement encore une information
sur sa dynamique. Une technique spectroscopique dépend largement de la source d’énergie utilisée pour
sonder le milieu. La force commune aux spectroscopies optiques est liée à l’existence des sources lasers.
Ces sources peuvent être soit d’une finesse spectrale exceptionnelle (fréquence définie parfois avec plus de
douze chiffres significatifs!), soit au contraire d’une grande largeur spectrale déterminée par la durée des
impulsions, qui peuvent être très brèves (quelques femtosecondes).
Toutefois, ce que recouvre précisément le terme spectroscopie optique, c’est-à-dire les quantités me-
surées, les techniques, dépend fortement de l’objet étudié et n’est généralement pas présenté dans le cadre
de la microscopie de champ proche optique. Cette connaissance trop incomplète ne permet pas de cerner
quels sont les apports mutuels de la spectroscopie optique et de la microscopie optique de champ proche.
Ce chapitre tente de lever en partie cette difficulté en présentant un domaine de spectroscopie particu-
lier, la spectroscopie de molécules uniques. Deux autres chapitres couvriront des domaines différents, la
spectroscopie Raman et celle des semiconducteurs.
La spectroscopie de molécules uniques est une technique où les molécules sondes dopant le milieu
sont détectées une à une. Afin de bien comprendre pourquoi et comment la détection d’une seule molécule
dopant un solide (ou un liquide) est possible, nous commencerons par de brefs rappels de spectroscopie
moléculaire. Cette première section peut être omise par le lecteur familier avec ces notions, son but étant
essentiellement d’introduire les notions indispensables et de renvoyer le lecteur à des références biblio-
graphiques. Les principes de la détection de molécules individuelles seront alors présentés et illustrés par
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quelques exemples de dispositifs expérimentaux et de mesures réalisées, en particulier par microscopie de
champ proche optique. A partir de ces bases, les apports de la microscopie optique de champ proche et ses
difficultés par rapport à d’autres approches plus classiques seront discutés.
12.2 Le système moléculaire
La spectroscopie de molécules uniques repose sur l’emploi de molécules fluorescentes, absorbant très
efficacement une partie du spectre visible ou proche UV et ré-émettant après absorption un rayonnement
décalé vers les grandes longueurs d’onde. Parmi ces molécules, la plupart sont des colorants laser bien
connus tels que les rhodamines. Les aromatiques polycycliques (pérylène et dérivés, pentacène, terrylène et
dérivés, voir figure 12.1) constituent une famille particulièrement intéressante car ces molécules présentent
une grande photostabilité, un critère essentiel pour être détectées individuellement comme nous le verrons
dans le § 12.3.2. En biologie, un grand intérêt a été porté aux protéines fluorescentes naturellement telles
que la Green Fluorescent Protein qui permettent l’emploi des techniques de génie génétique [385]. Les
FIG. 12.1: Représentation schématique de quelques molécules polyaromatiques utilisées en détection de
molécules uniques : (a) pérylène, (b) pentacène et (c) terrylène.
molécules artificielles (quantum dots) sont aussi l’objet de nombreuses études.
La plupart de ces molécules sont de petits objets, d’une fraction de nanomètre à quelques nanomètres,
mais déjà trop complexes pour une description quantique exacte. De plus, en phase solide, la molécule
est couplée à son environnement. Nous allons rapidement rappeler quelles approximations permettent de
donner une image simple de ces systèmes en nous restreignant aux colorants, les notions introduites pouvant
être généralisées. Nous traiterons en premier lieu le cas de la molécule en phase gazeuse, puis examinerons
les perturbations apportées par un environnement solide ou liquide.
12.2.1 La molécule libre
12.2.1.1 Niveaux d’énergie
Le problème du calcul des niveaux d’énergie d’une molécule même aussi simple que le pérylène
(fig. 12.1) est complexe [386]. Cette molécule, l’un des colorants les plus simples, comprend déjà 32
noyaux, 132 électrons. Des approximations permettent de simplifier le calcul des niveaux d’énergie molé-
culaire car des échelles de temps différentes sont mises en jeu dans les mouvements électroniques et nu-
cléaires. Plus précisément, pour une molécule dans un gaz, on peut distinguer le mouvement de translation
avec un temps caractéristique Tt qui est l’intervalle entre collisions (10 9 seconde à Patm à plusieurs milli-
secondes en ultravide), puis le mouvement de rotation avec un temps caractéristique Tr de 10 9 seconde à
10 12 seconde, puis les mouvements de vibrations de noyaux avec des temps Tv de 10 14 seconde à 10 15
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seconde et enfin les mouvements électroniques qui sont les plus rapides avec des temps caractéristiques Te
de 10 16 seconde à 10 17 seconde.
L’approximation de Born–Oppenheimer consiste à séparer les mouvements électroniques et nucléaires :
les noyaux lents se déplacent dans le potentiel moyenné sur plusieurs révolutions des électrons. Ce potentiel
moyen s’obtient en résolvant le problème électronique à position des noyaux fixes. On obtient des courbes
de potentiel moléculaires correspondant aux divers états électroniques. Ce calcul est complexe, mais nous
n’aurons besoin que des premiers états électroniques de la molécule. Pour les colorants, les premiers ni-
veaux suivent le schéma de la figure 12.2. Le niveau électronique fondamental est un niveau singulet, noté
FIG. 12.2: Représentation schématique des courbes de potentiel électronique du singulet S0, du singulet
S1 et des niveaux triplets T1. Les niveaux d’énergie moléculaire, énergie électronique et de vibration, sont
représentés par les traits horizontaux. Les processus impliqués dans le cycle d’émission de fluorescence
sont représentés par des flèches. Le cycle principal est absorption-relaxation-fluorescence-relaxation. Le
cycle “parasite” correspond au piégeage dans l’état triplet absorption-ISC (transfert S1 vers T1)-relaxation
ou phosphorescence de T1 vers S0.
S0 (spin électronique S = 0) car pour des questions de stabilité ces molécules contiennent un nombre pairs
d’électrons appariés. Les premiers états excités sont un autre singulet, S1, et légèrement moins énergé-
tiques trois états triplets Tx, Ty, Tz, (spin électronique S = 1) [387]. Sur la figure 12.2, ces trois états sont
symbolisés par la courbe T1.
Il nous reste à traiter le mouvement des noyaux dans le potentiel électronique. Tout d’abord, on sépare
les degrés de vibration, des degrés de libertés dits externes, translation et rotation. Nous ne traiterons pas
le problème de degrés de libertés externes pour la molécule libre car ces rappels visent à donner une image
de la molécule en phase condensée. Or la forte interaction avec le milieu en phase solide ou liquide modifie
profondément la nature de ces mouvements (cf. § 12.2.2 traitant de l’influence du milieu). Le problème
vibrationnel est encore complexe à ce stade. Son étude est faite relativement en détail dans le chapitre
suivant auquel je renvoie le lecteur intéressé. Les étapes essentielles de sa résolution sont l’utilisation des
symétries moléculaires (représentations irréductibles) et en général l’approximation harmonique. Le poten-
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tiel électronique est développé au second ordre autour de la position d’équilibre des noyaux. Le problème
des vibrations se réduit alors à celui d’un ensemble d’oscillateurs harmoniques couplés. On appelle modes
normaux les modes propres de ce système. Pour la simple molécule de pérylène, on dénombre 90 modes
normaux. Si l’on note leur fréquence νi, on montre alors qu’en mécanique quantique l’énergie de vibration
des noyaux peut prendre une série infinie de valeurs de la forme :
E = ∑
i
(ni +1=2) hνi ; (12.1)
où la somme porte sur l’ensemble des modes normaux i et où ni est un entier positif ou nul représentant
le nombre de quanta d’excitation de cette vibration (ce qui classiquement s’apparente à l’amplitude de
vibration de ce mode) et h la constante de Planck. Nous avons représenté sur la figure 12.2 les niveaux
d’énergie de la molécule qui correspondent à l’énergie électronique plus l’énergie de vibration E par des
séries de niveaux horizontaux.
12.2.1.2 Transitions radiatives
La spectroscopie ne mesure pas directement la position des niveaux électroniques mais la différence
d’énergie de deux niveaux reliés par une transition radiative. Comme nous l’avons vu, les molécules sont
de petits objets et l’approximation dipolaire est en général valide. La section efficace d’absorption σi j entre
deux états i et j de la molécule, représentés par leur fonction d’onde ψi et ψ j respectivement est
σi j ∝
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2 (12.2)
avec
D = e∑
N
qNrN   e∑
e
re ; (12.3)
où eqN et rN sont les charges et positions des noyaux et re la position des électrons et n est la direction du
champ excitateur, e la charge de l’électron. Si les états i et j sont construits à partir du même état électro-
nique et ne diffèrent que par l’excitation vibrationnelle des noyaux, on parle de transition vibrationelle et
elle est en général située dans l’infrarouge (cf chapitre suivant). Ici, nous sommes intéressés par le cas où
les états i et j sont construits à partir d’états électroniques différents. En ne tenant compte que des degrés
de liberté électronique et de vibration, on peut monter que l’approximation de Born–Oppenheimer permet
d’écrire la fonction d’onde ψi des électrons et noyaux d’un état sous la forme
ψi = εi Ni (12.4)
où εi et Ni sont des fonctions d’onde décrivant respectivement les électrons et les noyaux. La section
efficace d’absorption peut se ré-écrire sous la forme :
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qui se simplifie dans le cadre de l’approximation de Franck-Condon :
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approx. de Franck–Condon , (12.6)
où rN 0 est la position d’équilibre des noyaux. La section efficace est proportionnelle au moment dipo-
laire de transition qui ne dépend que des états électroniques et au facteur dit de Franck–Condon, qui ne
dépend que du recouvrement (mesure de similitude) des fonctions de vibration nucléaire de l’état initial
et final. Il en résulte des règles de sélection qui déterminent quels couples d’états peuvent être reliés par
une transition forte. En particulier, le moment de transition dipolaire n’est important que si les états élec-
troniques initial et final ont même spin. Dans notre schéma (fig. 12.2), seule la transition S0 S1 est forte.
Les transitions du type S  T ne sont pas permises en première approximation. Il existe de nombreuses
autres règles de sélection qui reposent sur les symétries moléculaires, en particulier pour l’existence d’un
recouvrement entre fonctions d’onde nucléaires.
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12.2.1.3 Largeur des raies
Nous venons d’examiner les transitions permises. Si ces raies correspondaient à des niveaux discrets
d’un système moléculaire parfaitement isolé, elles seraient infiniment fines, c’est à dire de fréquence par-
faitement déterminée. En fait, il existe de nombreux couplages que nous avons négligés. En particulier,
la molécule est toujours couplée au bain du rayonnement électromagnétique et, dans un gaz, subit tou-
jours des collisions. De même, l’image simple de la molécule que nous avons donnée suppose d’avoir
négligé certains autres couplages, comme les termes anharmoniques ou les termes de spin-orbite dont nous
ne pouvons pas parler ici. Ces couplages sont faibles. Par exemple, le couplage avec le rayonnement est
responsable de la durée de vie τ finie, de l’ordre de quelques nanosecondes, du niveau excité S1 dans un co-
lorant. L’incertitude en fréquence correspondant, ∆ν = 12piτ , n’est typiquement que de quelques dizaines de
Mégahertz. De même, les termes de spin-orbite permettent des transitions avec changement de spin. Ainsi
le singulet S1 peut-il relaxer sans émission de photon vers T1 (intersystem crossing ISC) et le triplet T1 vers
S0. T1 acquiert une durée de vie de l’ordre de la milliseconde. Ces processus sont importants pour la dé-
tection de molécules uniques car le triplet, de longue durée de vie, devient un état « piège » qui interrompt
le processus de fluorescence. Les termes anharmoniques sont à l’origine de la durée de vie picoseconde
des états vibrationnels très excités. L’ensemble de ces élargissements forme l’élargissement homogène des
raies, car il existe même pour une mesure d’absorption idéale sur une molécule unique avec un état initial
parfaitement déterminé. Dans une mesure d’absorption réelle, il faut d’autre part tenir compte des deux
autres sources d’élargissement. L’état initial n’est pas parfaitement déterminé. On mesure simultanément
toutes les transitions à partir de tous les états qui sont peuplés thermiquement, suivant une distribution de
Boltzmann. D’autre part, on ne s’intéresse en général pas à une molécule unique. Or même dans un gaz,
toutes les molécules ne sont pas équivalentes, elles diffèrent par leur vitesse. Or la fréquence apparente
d’une molécule en mouvement est décalée par effet Doppler. La superposition des spectres de l’ensemble
des molécules produit donc un élargissement des raies qui est typiquement de l’ordre du GHz à température
ambiante.
12.2.2 La molécule dans un milieu
Le milieu affecte à la fois la position des niveaux d’énergie et leur largeur. La molécule constitue en
cela une sonde de son environnement local. Comme nous allons le voir, il reste cependant une signature
spectroscopique de sa nature chimique.
12.2.2.1 Modifications des niveaux
Les niveaux électroniques sont très sensibles à l’environnement et sont largement déplacés. De nom-
breuses applications en résultent en particulier dans le domaine des marqueurs biologiques qui peuvent être
des sondes sensibles au pH, à certaines concentrations ioniques ou au potentiel redox local. Sans évoquer
ces exemples extrêmes où le milieu induit en général un changement de conformation de la molécule (pro-
tonation, isomérisation, par exemple), il existe généralement un déplacement important par solvatation qui
peut être de plusieurs Térahertz.
La modification des niveaux vibrationnels est relativement plus réduite. Le spectre infrarouge ou Raman
reste caractéristique de l’identité chimique de la molécule. Les perturbations des niveaux vibrationnels
apportent de nombreux renseignements sur l’environnement local des molécules (voir chapitre suivant).
Ajoutons un mot sur la modification des degrés externes translation, rotation en phase solide. Ces degrés de
liberté sont fortement couplés aux modes de vibration de l’environnement. La molécule étant une impureté
très différente de la matrice, il résulte de ce couplage de modes de vibrations mixte molécule-matrice,
fortement localisés autour de la molécule, parfois appelés modes locaux.
12.2.2.2 Modification des largeurs de raies
L’ensemble des niveaux vibrationnels excités acquièrent une durée de vie typiquement picoseconde. Ils
peuvent se désexciter, d’une part, directement par émission de phonons dans la matrice, d’autre part, par
redistribution intramoléculaire comme pour la molécule libre, mais celle-ci est plus efficace car elle peut
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être assistée par émission de phonons. Une autre relaxation assistée par le milieu, est la relaxation T1 vers
S0 qui est favorable à la détection de molécule unique car elle diminue la durée de vie de l’état piège T1.
Les raies électroniques sont aussi affectées par l’interaction avec le bain de mode de vibrations de la
matrice et les modes locaux. A température ambiante, l’élargissement est considérable, typiquement de
quelques GHz à quelques milliers de GHz. Il faut mentionner à part le cas des très basses températures
[388]. On peut alors observer des raies à zéro phonon, qui sont l’équivalent des raies sans effet de recul
en spectroscopie γ Mössbauer. Pour une raie purement électronique (pas de quanta de vibration dans l’état
initial et final), on peut atteindre ou être proche de la largeur limitée par la durée de vie du niveau. Il
faut noter qu’en première approximation, l’intégrale en fréquence de la section efficace varie peu avec
la température. La section efficace est donc inversement proportionnelle à la largeur de raie et diminue
beaucoup quand la température augmente.
Nous venons de discuter de l’élargissement homogène des raies électroniques. En phase condensée,
l’élargissement inhomogène est aussi très important. Dans les solides non-cristallins et dans une moindre
mesure dans les solides cristallins à cause des défauts, chaque molécule a un environnement qui lui est
spécifique. Or nous avons vu au paragraphe précédent que la solvatation provoquait un déplacement très
important de la position de la raie en milieu solide par rapport à la phase gazeuse. Chaque molécule ayant
un environnement différent, ce déplacement varie de site en site. Il en résulte, lorsque la mesure est réalisée
sur un grand nombre de molécules simultanément, un élargissement des raies (dit inhomogène) extrême-
ment important, de l’ordre du THz et jusqu’à quelques dizaines de THz dans les matériaux désordonnés
ou présentant différents sites d’adsorption ou de dopage tels que les surfaces, les polymères, les milieux
biologiques. Un tel élargissement prive d’intérêt la plupart des mesures spectroscopiques. Plusieurs ap-
proches ont été développées pour éviter cet écueil. La spectroscopie de molécules uniques est l’une des
plus récentes et l’une des plus puissantes quand elle est applicable.
12.3 Spectroscopie de molécules uniques
La spectroscopie de molécules uniques est une technique spectroscopique qui analyse une à une des
molécules fluorescentes «sonde» d’un milieu, où molécules est à prendre au sens large (cf. § 12.2). Les
milieux peuvent être variés, solides, surfaces, liquides ou même des milieux complexes comme les mi-
lieux biologiques. Le paragraphe précédent a introduit l’une des premières motivations de cette approche,
la suppression de l’élargissement inhomogène. En fait, les intérêts de cette approche dépassent largement
cette seule motivation et seront présentés au paragraphe suivant. Armés de cette motivation, nous exami-
nerons dans quelles situations cette technique est applicable. Le signal émis par une seule molécule est
relativement faible et doit être séparé de la diffusion propre du milieu. Sa détection impose des conditions
sur le système moléculaire et sur le dispositif de détection. Nous terminerons cette section par quelques
exemples démontrant que le rapport signal sur bruit dans ces expériences peut être suffisamment élevé
pour permettre des mesures variées. Signalons pour le lecteur désirant approfondir ce domaine qu’il existe
plusieurs articles de revue [385, 389–394] et un livre récemment paru sur ce sujet [395].
12.3.1 Motivations
Comme nous l’avons vu chaque molécule est dans un environnement spécifique. Moyenner les infor-
mations spectroscopiques sur un ensemble très inhomogène de sites conduit à un élargissement des raies
et à une réduction notable de la quantité d’information. Les inhomogénéités peuvent être dues à l’environ-
nement, mais aussi à la synthèse de la molécule. Pour les colorants, les méthodes de synthèse permettent
d’obtenir des molécules quasi-identiques, sauf en ce qui concerne leur composition isotopique qui n’est
en général pas contrôlée. Pour d’autres nano-objets fluorescents, comme les boîtes quantiques et diverses
nano-particules, il existe en général une large inhomogénéité de synthèse. Détecter une seule molécule
permet non seulement de s’affranchir de ces inhomogénéités d’environnement ou de synthèse, mais de
les exploiter. Par exemple, si la synthèse fournit plusieurs tailles de nano-particules, en les étudiant une à
une par une technique spectroscopique combinée à une imagerie en champ proche optique (NSOM) ou
de force (AFM), on obtient non seulement une information beaucoup plus détaillée sur les propriétés mi-
croscopiques des particules, mais on peut aussi analyser les effets de taille. De même, l’inhomogénéité de
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sites peut être vu comme autant de préparation de la molécule avec des contraintes spécifiques (orientation,
champ local, etc). Si l’on sait déterminer à partir de mesures spectroscopiques la valeur de ces contraintes
et l’évolution d’autres paramètres moléculaires, on a l’occasion d’étudier la molécule dans des états diffi-
cilement accessibles par des techniques de laboratoire.
Un autre point fort de la spectroscopie de molécules uniques est de permettre l’étude de processus
dynamiques sans contrainte de synchronisation. C’est un avantage pour l’étude des processus spontanés,
que l’on peut illustrer sur deux exemples. Le premier est celui des matrices vitreuses polymères. Une telle
matrice n’est pas figée, même à basse température. Une molécule unique permet de suivre ces changements
importants de son environnement local [395]. Les changements en différents sites ne sont pas synchrones.
De plus, les évolutions locales ont en général tendance à se « compenser » statistiquement et la distribution
des sites occupés varie peu. Une étude multimolécule qui n’est sensible qu’à la distribution moyenne des
sites occupés perd toute l’information microscopique sur le dynamique des changements. Un autre exemple
est celui des molécules présentant un équilibre chimique entre deux formes. Les changements de confor-
mation des différentes molécules étant indépendants, on peut développer les mêmes arguments que pour le
changement d’environnement. Dans un exemple aussi simple, il existe souvent une façon indirecte de réin-
troduire une synchronisation au niveau macroscopique. A l’instant initial de l’expérience, on peut détruire
sélectivement, par photochimie par exemple, l’une des conformations et suivre le retour à l’équilibre de
la répartition entre les deux configurations. Toutefois, la réintroduction d’une synchronisation artificielle
est parfois non seulement difficile mais aussi inefficace. C’est le cas des processus comprenant au moins
deux étapes de durées aléatoires. Un premier exemple simple d’un tel processus est le dégroupement de
photons ou antibunching. L’antibunching est la propriété d’une molécule d’avoir une probabilité nulle de
ré-émettre un photon juste après l’émission d’un premier photon. Il faut en fait laisser le temps à la source
d’excitation de “repomper” la molécule dans l’état excité. Avec une excitation continue, un tel processus
est analysable sur une molécule unique [396]. Les molécules absorbant et émettant indépendamment les
unes des autres, cette observation n’est pas possible avec un grand nombre de molécules. On peut essayer
d’introduire une synchronisation artificielle en ne déclenchant l’excitation qu’à l’instant initial de l’expé-
rience. Alors la première absorption de toutes les molécules est synchronisée. Par contre, l’instant de la
première émission spontanée est par nature aléatoire, ce qui désynchronise les molécules. Même en ayant
synchronisé la première absorption, on obtient une distribution pour le temps d’émission du premier pho-
ton (ce qui est d’ailleurs l’une des méthodes pour mesurer la durée de vie du niveau). L’intervalle « noir »
existant entre le premier photon spontané et le second photon spontané émis par une seule molécule ne peut
être observé sur un ensemble de molécules. C’est l’une des signatures que l’on étudie bien une molécule
unique. Un autre exemple important de processus difficile à synchroniser sont les chaînes de réactions chi-
miques ou biologiques. Comme nous l’avons vu, on peut parfois synchroniser le démarrage de la chaîne de
manière photochimique, mais chaque étape présentant soit une durée aléatoire, soit une durée qui dépend
légèrement du site dans lequel est la molécule, les différentes chaînes sont rapidement désynchronisées. La
molécule unique évite cet écueil.
Le dernier aspect qu’il est intéressant de souligner est que la détection de molécules uniques permet
d’exploiter la taille extrêmement réduite des molécules pour obtenir des nanocapteurs. Des mesures locales
de pH ont par exemple été réalisées à partir d’une molécule unique [397]. En combinant la possibilité de
marquer par des molécules, des zones spécifiques, comme le permettent certaines techniques biologiques,
et le caractère local d’un tel marquage, on obtient une mesure des paramètres locaux d’un site, mais aussi
en détection de molécules uniques des mesures de distance entre sites marqués en fonction du temps, c’est
à dire la dynamique de l’objet étudié [385].
12.3.2 Signal sur bruit et détection en fluorescence
Nous venons de voir que la détection de molécule unique est un outil puissant de spectroscopie en
phase condensée. Le prix à payer est que la détection de la fluorescence d’une molécule unique est plus
complexe que celle d’un ensemble de plusieurs millions de molécules. D’une part, le signal émis par une
seule molécule sonde doit dominer les signaux de diffusion émis par les très nombreuses molécules du
milieu et, d’autre part, il faut sélectionner une seule des molécules sonde.
Pour ne sélectionner qu’une seule molécule sonde, le plus simple est de diminuer leur concentration
pour qu’il n’y en ait qu’une seule dans le volume sondé. C’est d’ailleurs l’approche utilisée à température
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ambiante. Pour garder une densité de marqueurs importante pour bien “cartographier” l’échantillon, on a
intérêt à sonder le volume le plus faible possible. Pour cela, le champ proche optique est une technique de
choix, mais de nombreuses expériences sont aussi réalisées par microscopie classique. A basse température,
un tri spectral supplémentaire est possible. Les molécules ont des fréquences d’absorption différentes car
chacune a un environnement spécifique. De plus, nous avons vu que les raies d’absorption étaient très
étroites à basse température. Il est alors possible de travailler avec quelques milliers de molécules dans
le volume sondé. Leurs raies d’absorption ne se recouvrant pas ou peu, on peut n’en sélectionner qu’une
seule par le choix de la fréquence d’excitation. L’élargissement des raies rend ce tri spectral peu efficace à
température ambiante.
Il reste à rendre le signal de la molécule sonde dominant devant les signaux de diffusion émis par
les très nombreuses molécules du milieu sondées simultanément. Cela n’est réalisable que si le milieu
est peu diffusant et non fluorescent à la longueur d’onde d’excitation, qui est choisie de façon à exciter à
résonance la molécule sonde. Pour ne pas être gêné par le bruit de photon du faisceau excitateur et pour
éviter la diffusion de milieu qui est essentiellement de la diffusion Rayleigh à la même longueur d’onde
que l’excitation, il est avantageux de détecter la fluorescence de la sonde émise à plus grande longueur
d’onde et de bloquer la lumière excitatrice avec un filtre qui passe les grandes longueurs d’onde. Le cycle
d’excitation moléculaire est alors celui représenté sur la figure 12.2. La molécule cycle principalement entre
le singulet S0 et le singulet S1. Ce cycle comprend le pompage de S0 vers S1 par le laser excitateur. Si la
molécule est portée sur un niveau vibrationnel excité, elle relaxe rapidement (cf. § 12.2.2.2). Puis elle émet
un photon de fluorescence vers un niveau vibrationnel de S0, qui peut être excité. La lumière émise est donc
de plus grande longueur d’onde que celle du faisceau excitateur et passe dans le système de détection. Puis
la molécule relaxe rapidement vers le fondamental de S0 d’où elle peut être “repompée” vers S1. Si ce cycle
principal était le seul, pour un pompage fort, la molécule pourrait émettre plus de 108 photons par seconde.
Malheureusement, comme nous l’avons vu dans le § 12.2, elle a aussi une faible probabilité de se désexciter
de S1 vers le triplet T1 sans émission de photon. L’état triplet est un état piège qui interrompt le cycle de
fluorescence pendant la durée de vie de T1 qui est longue, d’une fraction à quelques millisecondes car la
transition T1 vers S0 est interdite (cf. § 12.2). Ce chemin parasite limite le nombre maximal Rmax de cycles
de fluorescence par seconde. Il existe une intensité dite de saturation Is pour laquelle on atteint un taux
de fluorescence égal à Rmax=2. Pour des intensités supérieures, on augmente peu (moins que linéairement)
le taux de fluorescence, par contre la diffusion du milieu continue d’augmenter de manière linéaire. On
conçoit aisément que le meilleur rapport signal sur bruit sera atteint pour une intensité de l’ordre de Is. Il faut
signaler pour terminer cette discussion qualitative qu’une molécule n’émet en général qu’un nombre limité
Nmax de photons avant d’être détruite photochimiquement. Le milieu (nature, gaz dissous, température)
joue un rôle déterminant dans cette destruction.
A l’aide de ces éléments, le rapport signal sur bruit dans une expérience de détection de molécule
unique par fluorescence peut être évalué quantitativement. Le signal émis S est de la forme :
S = ησ I τ ; (12.7)
où σ est la section efficace d’absorption de la transition « pompée », I l’intensité d’excitation (photons/cm2),
η la probabilité de détecter un photon après une absorption et τ le temps d’acquisition. η peut s’exprimer
comme le produit de l’efficacité quantique d’émission (probabilité que la molécule émette un photon après
une absorption) par l’efficacité de la chaîne de détection (optique de collection, filtres, détecteur). Pour un
colorant typique, en travaillant avec une intensité excitatrice maximale (proche de l’intensité de saturation
Is), avec une efficacité de détection de 1% (détection optimisée mais aisément réalisable), l’ordre de gran-
deur du signal détecté est de quelques centaines à quelques milliers de coups par seconde. En l’absence de
diffusion parasite, il serait aisément détectable.
Le bruit de détection S0 s’exprime comme :
S0 = η0(σRaman + kσRayleigh)InVτ+Ndτ ; (12.8)
où n est la densité de molécules de la matrice (typiquement 1011mol=µm3), V le volume sondé, σRaman
la section de diffusion Raman du milieu ( 10 30 cm2), σRayleigh la section de diffusion Rayleigh (
10 20 cm2) et k la transmission de la chaîne de détection à la longueur d’onde d’excitation compte tenu du
rejet de cette longueur d’onde par les filtres. Dans un montage typique où un filtrage suffisant mais minimal
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à la longueur d’onde d’excitation est utilisé de façon à optimiser la transmission de la fluorescence, on a
k  10 7. Nd est le bruit de fond du système de détection qui pour les détecteurs modernes (photodiode
à avalanche en régime Geiger par exemple) n’est que de la dizaine de coups par seconde. Ce bruit est
négligeable dans la plupart des expériences. Dans une expérience typique, le bruit dominant est donc le
bruit Rayleigh auquel se superpose parfois un peu de fluorescence résiduelle du milieu. On obtient donc
l’expression suivante pour le rapport signal sur bruit :
S
B
=
S
p
S+S0
∝
1
r
1+
αV
σ
p
ησ I τ : (12.9)
Le facteur ησIτ représente le nombre total de photons détectés. (ησIτ)1=2 est donc la limite fondamentale
imposée par le bruit de photon quantique. Elle est déterminée par la photostabilité de la molécule qui ne
peut émettre qu’un nombre Nmax de photons et par l’efficacité du système de collection. On choisit donc des
molécules photostables et l’efficacité de collection doit être optimisée. A température ambiante, pour une
rhodamine et une efficacité de détection de 1%, S=B vaut typiquement quelques centaines si on accumule
jusqu’à la photodestruction moléculaire et est de l’ordre de 30 Hz 1=2, ce qui donne un temps minimal
de détection de l’ordre de la milliseconde. Fondamentalement, la détection est donc réalisable avec un
bon rapport signal sur bruit et l’on peut signaler que les rhodamines sont des molécules beaucoup moins
favorables que des molécules très photostables comme certains dérivés polyaromatiques, le terrylène par
exemple (cf. § 12.2).
Le facteur (1+αV=σ) 1=2 traduit la dégradation de ce rapport signal sur bruit par la diffusion du milieu.
Deux approches ont été suivies pour optimiser ce facteur. La première, historiquement, est l’optimisation
du couple molécule/environnement. On se place à basse température où la section efficace σ est grande
(cf. § 12.2.2) et l’on choisit un milieu très peu diffusant (α petit). La seconde approche est de réduire le
volume d’excitation. C’est l’approche suivie pour les études à température ambiante. Les deux dispositifs
principaux utilisés pour sonder un faible volume sont la microscopie classique, en particulier confocale et le
champ proche optique qui paradoxalement fut la première méthode employée. La figure 12.3 illustre deux
dispositifs expérimentaux qui suivent ses principes. Le dispositif (a) à basse température n’a pas besoin
d’une sélection spatiale sévère. Il utilise une fibre monomode pour l’excitation et le volume analysé est de
l’ordre de 100 µm3. Le dispositif (b) est celui utilisé par notre équipe à température ambiante. Sans la pointe
AFM, c’est un microscope confocal. Le volume sondé est alors typiquement de l’ordre du µm3. Lorsque
la pointe AFM est installée, c’est un microscope de champ proche sans ouverture par exaltation [398]. Le
volume sondé peut être réduit à 104 µm3!
12.3.3 Les mesures
De très nombreuses mesures ont été réalisées à partir de molécules uniques et ce chapitre ne peut pas en
donner une revue. Le but de ce paragraphe est plutôt de monter la variété des mesures disponibles à partir
de quelques exemples.
12.3.3.1 Mesures à basse température
À basse température les raies spectrales sont peu élargies. En dispersant la fluorescence collectée à
l’aide d’un spectrographe, on a directement accès au spectre vibrationnel de la molécule. La figure 12.4
montre un tel spectre [399]. La molécule étudiée est une molécule de terrylène dans une matrice de poly-
éthylène. A l’aide d’un tel spectre, on a une signature de l’identité chimique de la molécule et avec une
résolution suffisante on peut même déterminer sa composition isotopique. Ce type d’expérience atteint la
sensibilité ultime de l’analyse chimique. De même, comme il sera expliqué dans le chapitre suivant sur la
spectroscopie de vibration, certains déplacements des raies renseignent sur l’environnement local de la mo-
lécule. Il existe de nombreuses autres expériences qui ont utilisé l’extrême finesse de la raie d’absorption à
basse température et donc sa sensibilité à de nombreuses perturbations pour étudier les effets de pression,
l’existence de champs électriques locaux, l’influence de champs électrique ou magnétique extérieurs [395].
Les expériences récentes utilisent de plus en plus un microscope confocal en froid, non pas pour des ques-
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(a) Dispositif très simple, utilisable à basse tempéra-
ture. L’élément essentiel est le cryostat qui permet d’at-
teindre la température de l’hélium liquide. La collection
du signal optique est efficace grâce au miroir parabo-
lique, mais le volume de collection reste grand, environ
100 µm3.
(b) Dispositif confocal ou de champ proche par exalta-
tion lorsque la pointe AFM est approchée. Les divers
éléments sont : P polariseur contrôlant la direction de
polarisation dans le plan de l’échantillon, Cpol 3D qui
permet de contrôler la composante de polarisation per-
pendiculaire à l’échantillon au point focal, le scanner
piézoélectrique sur lequel repose l’échantillon qui per-
met son balayage dans le faisceau laser et la pointe. La
pointe AFM est fixe latéralement, mais est asservie ver-
ticalement pour suivre la topographie de l’échantillon.
L’asservissement est soit du type contact ou non-contact.
Différents diagnostics peuvent être attachés au micro-
scope. Deux ont été représentés, l’imagerie et l’acquisi-
tion de spectres. L’acquisition de la topographique com-
plète les informations optiques.
FIG. 12.3: Exemples de dispositifs expérimentaux utilisés pour la détection de molécule unique.
tions de réduction du bruit de l’environnement mais pour sa grande efficacité de collection et la qualité de
l’imagerie. Très peu de microscopes optiques de champ proche travaillent à froid et leur mise au point pour
obtenir un fonctionnement reproductible est délicate. Toutefois, quelques exemples montrent qu’il existe
un champ d’application pour de tels appareils, en particulier dans le domaine de la nano-électronique et des
supraconducteurs [359]. En résumé, il est possible d’obtenir de nombreuses informations sur la chimie et
la conformation locale à basse température. Ce domaine est celui où la molécule est aussi une sonde et un
modèle idéal. De nombreuses expériences d’optique quantique peuvent être réalisées. Par contre, de nom-
breux systèmes ne sont pas compatibles avec un tel environnement cryogénique et, même pour les systèmes
qui le sont, leur dynamique est profondément modifiée. Ces raisons ont suscité un effort important pour
étendre la spectroscopie de molécules uniques à température ambiante ces dernières années, en particulier
pour l’étude des systèmes biologiques.
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FIG. 12.4: La première trace est le spectre “multimolécules” de molécules de terrylène en matrice de po-
lyéthylène. Les traces suivantes sont les spectres de molécules étudiées individuellement. Chaque spectre
permet de caractériser sans ambiguïté la nature chimique de la molécule analysée. De plus, on peut remar-
quer que le premier spectre « multimolécules » est en fait une moyenne sur essentiellement deux types de
spectres différents (type I: traces A, F, G; type II: traces E et F). Certains détails du spectre dépendent de
l’environnement local et des contraintes exercées par l’environnement local, comme le dédoublement de la
raie à 1272 cm 1 [399].
12.3.3.2 Mesures à température ambiante
À température ambiante, l’élargissement spectral des raies ne permet pas une analyse chimique fine,
comme celle de la composition isotopique. Toutefois, des effets importants peuvent encore être visibles sur
le spectre. La figure 12.5 illustre une telle situation dans le cas de molécules de pérylène orange dopant
une matrice sol-gel. Ces molécules peuvent s’agréger et former de petits agrégats. L’imagerie confocale
discrimine peu les molécules isolées et agrégées. Par contre, une analyse spectrale montre une très nette
différence entre ces objets. De même, de nombreuses molécules ont été développées pour que l’environne-
ment puisse affecter profondément leur spectre d’absorption ou d’émission. Ainsi, des mesures de pH, de
concentration en Ca2+ ont-elles été réalisées à l’échelle de la molécule unique. À température ambiante, la
dynamique des nano-objets est rapide. Le temps devient une dimension importante et le suivi par simple
imagerie de fluorescence d’une quantité comme la position spatiale des molécules, c’est à dire une mesure
de diffusion spatiale à l’échelle d’une molécule, peut apporter des informations précieuses sur le système
étudié. Par exemple, dans les membranes lipides, l’existence de domaines de composition différente, leur
taille et en partie leur nature peuvent être déduites de telles expériences [400]. La mesure d’autres para-
mètres spectroscopiques permet des analyses plus fines. La figure 12.6 montre que l’orientation du dipôle
de transition moléculaire (cf. § 12.2.1.2) peut être déterminée sur une molécule unique en microscopie
confocale ou en microscopie optique de champ proche. Le suivi d’une telle quantité au cours du temps
permet de suivre des rotations lentes [401], contrairement aux mesures multimolécules de dépolarisation.
Cette technique est utilisée en particulier en biologie pour suivre la dynamique de moteurs moléculaires,
par exemple celle du F1 ATPase par le groupe de K. Kinosita à Keio University au Japon. Une autre gran-
deur qui peut être exploitée à température ambiante est la durée de vie. Celle-ci peut dépendre directement
de l’environnement et permettre la mesure de paramètres locaux comme la concentration en Ca2+ avec la
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molécule de Calcium Green. Elle peut aussi être affectée par la présence d’un « quencher », c’est-à-dire
d’une molécule (dite accepteur) vers laquelle la molécule sondée (dite donneur) peut transférer son énergie
sans émettre de photon. Ce type de transfert d’énergie, dit transfert de Förster ou FRET, est très utilisé car
il n’intervient que si la distance R entre le donneur et l’accepteur est plus petite qu’une dizaine de nano-
mètres. De plus, la dépendence en 1=R6 du taux de transfert donne une échelle de distance si les orientations
du donneur et de l’accepteur sont aléatoires ou connues. En greffant, un tel couple donneur/accepteur sur
une molécule biologique, on peut suivre ses mouvements fins [402].
12.4 Apports du champ proche en spectroscopie de molécules uniques
Nous avons vu que les deux grandes approches pour la spectroscopie de molécules uniques à tempé-
rature ambiante sont la microscopie optique classique, en particulier la microscopie confocale et la micro-
scopie optique en champ proche. Cette dernière section essaie de comparer les points forts et les faiblesses
de l’approche par microscopie de champ proche optique par rapport à une approche classique du type
confocale.
La microscopie de champ proche optique n’a été appliquée à l’étude des molécules uniques qu’en
1993. Ce n’est pas une technique aussi mature que la microscopie confocale. Elle est relativement lourde à
mettre en œuvre. De plus, les techniques d’asservissement sont loin de permettre des vitesses de balayages
comparables à celle de l’imagerie confocale ou parfois jusqu’à 500 images=s sont prises. Une telle vitesse
d’acquisition est un gros avantage dans l’étude de particules diffusantes. En microscopie, des molécules
uniques ont pu être étudiées dans de nombreux milieux, en particulier en milieu liquide (solution aqueuse,
lipides, etc.) En spectroscopie de champ proche, seules des diffusions lentes ont été suivies, comme la dif-
fusion en matrice polymère. Une autre limite de la microscopie de champ proche à ouverture est l’intensité
limitée que peut délivrer la source, ce qui d’une part ralentit l’acquisition et d’autre part rend inutilisable
la spectroscopie non-linéaire. De nombreux diagnostics (dont nous avons discuté dans le § 12.3.3.1 sur les
mesures réalisées) ont été optimisés en microscopie confocale (mesure de durée de vie, FRET, etc.) alors
que leur utilisation en microscopie optique de champ proche en est encore au stade de la validation. Il
faut enfin noter qu’un microscope confocal travaille réellement en trois dimensions et est capable d’étudier
des molécules relativement loin (jusqu’à 100 µm) de la surface alors que le microscope optique de champ
proche est limité aux premiers 50 nm. Il en résulte que la majorité des études en spectroscopie de molécules
uniques, en particulier sur les systèmes biologiques sont actuellement réalisées par microscopie confocale.
La microscopie optique de champ proche dispose cependant d’atouts qui n’ont pas encore été pleine-
ment exploités. Le premier apport de l’optique en champ proche est un gain en résolution spatiale. En mi-
croscopie confocale, la tache est limitée par diffraction. La résolution latérale pour un instrument optimisé
dans le visible est de l’ordre de 300 nm et la résolution axiale de l’ordre du micron. Pour un microscope de
champ proche à ouverture (voir la partie II), la résolution latérale est de l’ordre de 50 nm et du même ordre
en profondeur. En microscopie confocale, la stabilité de la tache d’éclairement permet une déconvolution.
La position d’un objet quasi-ponctuel comme une molécule unique peut être déterminée à mieux que 40 nm.
En microscopie de champ proche, la déconvolution est un peu plus délicate car il ne faut pas modifier la
nanosource durant le déplacement. La possibilité de déconvoluer a cependant aussi été démontrée et l’in-
certitude sur la position d’un objet quasi-ponctuel estimée à un nanomètre. La meilleure résolution spatiale
améliore non seulement l’imagerie mais permet aussi d’étudier des systèmes plus denses. Le paramètre
important dans ce cas est hélas la résolution au sens classique, c’est à dire la possibilité de séparer deux
points et non pas l’incertitude de pointé. Il faudrait que cette résolution descende en dessous de 10 nm pour
franchir un réel cap car c’est à peu près la portée des interactions moléculaires fortes en phase condensée.
Un microscope de champ proche fournit, simultanément à l’image optique une image dite topogra-
phique, qui est donnée par le système d’asservissement qui est généralement du type STM, AFM ou
“shear-force”. Cette image peut être à très haute résolution spatiale, voire de résolution atomique avec
un STM. Il est alors possible de corréler cette image topographique avec les mesures spectroscopiques.
C’est un avantage très net par exemple pour l’étude de systèmes de nano-particules dont la taille n’est pas
parfaitement contrôlée lors de la croissance.
Un aspect important du champ proche optique qui croît à mesure que l’on cherche à améliorer la
résolution spatiale, est que c’est une méthode invasive. Plusieurs expériences ont montré que lorsqu’une
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molécule passait sous le revêtement métallique d’une nanosonde à ouverture, son émission était « étouffée »
[403]. Plus récemment, nous avons montré qu’en choisissant la nature (métallique ou semiconductrice), la
géométrie et la distance d’approche de la pointe, non seulement on pouvait quencher la fluorescence, mais
qu’il existait d’autres régimes où au contraire l’émission était exaltée [404]. Le couplage entre la pointe et
le système moléculaire ne peut donc être ignoré. Cet aspect, qui peut être un défaut lorsque l’on cherche
les propriétés intrinsèques de la molécule, donne à cet instrument des possibilités de nano-manipulation.
Le contrôle de l’émission spontanée en est un exemple et beaucoup d’autres possibilités sont ouvertes. La
figure 12.7 montre un exemple où une tension est appliquée sur le revêtement d’une sonde à ouverture. Il en
résulte au voisinage de la pointe, un champ local intense qui permet de déplacer la fréquence des transitions
par effet Stark [405]. L’expérience en STM et la possibilité de photochimie locale offrent de nombreuses
autres possibilités qui n’ont pas été explorées.
12.5 Conclusion
La spectroscopie de molécules uniques, en détectant une à une les molécules sondes d’un milieu, per-
met de s’affranchir des inhomogénéités de l’échantillon et du problème de la synchronisation temporelle
des différentes sondes dans les études de dynamique. Cette méthode extrêmement puissante a connu ses
dernières années un développement important grâce à l’utilisation de la microscopie optique de champ
proche et surtout de la microscopie confocale qui ont permis d’obtenir un rapport signal sur bruit suffi-
sant pour appliquer cette méthode à de nombreux échantillons. La microscopie de champ proche optique
est actuellement moins utilisée que la microscopie confocale car elle est beaucoup plus lourde à mettre
en œuvre. La microscopie optique de champ proche a cependant plusieurs atouts à jouer. Sa résolution
spatiale est meilleure, mais hélas actuellement insuffisante pour étudier les systèmes denses présentant des
interactions moléculaires fortes. La microscopie de champ proche optique sans ouverture, et en particulier
la microscopie de champ proche par exaltation, semble une voie pour franchir ce gap important [404,406].
Finalement, si le microscope confocal reste l’instrument idéal pour des études non-invasives, le plus grand
atout de la microscopie optique de champ proche est qu’elle permet la nano-manipulation. C’est dans ce
domaine que l’on attend les plus grands développements.
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FIG. 12.5: Au centre, l’image initiale 6464 pixels, 10 µm10 µm d’un échantillon de pérylène-orange
en matrice sol-gel préparé par le groupe de J.P. Boileau et C. Chapput à l’Ecole Polytechnique. Le temps
de pose par point est de 5 ms. De part et d’autre, images agrandies des deux zones encadrées de l’image
centrale, de 3232 pixels et de 4:54:5 µm avec un temps de pose de 2 ms par point. Puis en se plaçant sur
les zones brillantes correspondantes, les spectres ont été acquis. L’imagerie ne permet pas de discriminer
la nature différente de ces deux zones brillantes. Par contre, par analyse spectrale, il est clair que la zone de
l’image du haut correspond à l’émission d’une molécule de pérylène orange alors que la zone de l’image
du bas à celle de molécules agrégées. L’étude du photoblanchiment confirme cet interprétation et montre
qu’en bas c’est une molécule unique. (J. Azoulay, A. Débarre, A. Richard et P. Tchénio et J.-P. Boilot et F.
Chaput).
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FIG. 12.6: La figure montre qu’il est possible de sélectivement exciter certaines molécules par le choix de
la polarisation excitatrice. L’originalité de la mesure présentée est que, grâce au contrôle tridimensionnel
de la polarisation, dans les images 1 et 3 sont excitées préférentiellement des molécules dont le dipôle a
une forte composante perpendiculaire au plan de l’échantillon. Une molécule possédant un fort moment de
transition dans cette direction a été entourée d’un cercle. L’image 2 montre que lorsque la polarisation est
ramenée dans le plan, cette molécule est peu excitée alors que d’autres molécules ayant une composante de
leur dipôle plus forte dans le plan de l’échantillon sont mieux visibles. L’ordre de prise des image est 1, 2,
3 montrant que la molécule ne disparaît pas en 2 parce qu’elle est photo-détruite (J. Azoulay, A. Débarre,
A. Richard et P. Tchénio , J.-P. Boilot et F. Chaput).
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FIG. 12.7: Spectres d’excitation montrant trois méthodes pour identifier des molécules près d’une na-
nosource à ouverture. Chaque raie correspond à une molécule unique de pentacène dans la matrice de
p-terphényl. Le premier encadré, montre que les molécules proches voient une intensité plus forte et que
leur taux d’émission sature, la largeur des raies augmente avec la puissance. Le deuxième encadré montre
l’effet de l’application d’un champ électrique entre le revêtement métallique de la pointe et l’échantillon.
Les raies des molécules proches de la pointe sont plus largement déplacées spectralement lorsqu’on ap-
plique le champ. Le dernier encadré présente une expérience similaire, mais la pointe est simultanément
déplacée latéralement. Les raies des molécules proches sont élargies.
Chapitre 13
Spectrométries de vibrations
moléculaires
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13.1 Les vibrations moléculaires
Ce chapitre a pour but de montrer quelles sont les informations physico-chimiques que l’on peut at-
teindre à l’aide de spectroscopies optiques et ce que l’on peut attendre avec des approches expérimentales
sub-longueur d’onde. Ainsi pour simplifier, nous ne considérerons que des molécules de petite taille qui
pourront se retrouver à une interface.
13.1.1 Modes de vibration moléculaire
Une molécule constituée de N atomes garde la trace des 3N degrés de liberté des atomes séparés sous
la forme de 3 degrés de translation, de 2 ou 3 degrés de rotation (suivant que la molécule est respective-
ment linéaire ou pas) et de 3N  5 ou 3N  6 degrés de mouvements internes à l’édifice moléculaire. Ces
mouvements internes complexes et apparemment apériodiques sont en fait le résultat de la superposition
d’un certain nombre de mouvements vibrationnels simples, caractérisés par des fréquences propres liées
aux modes de vibration.
Une molécule possède trois types d’énergie interne : par ordre décroissant en valeur énergétique, les
énergies électroniques, les énergies de vibration et les énergies rotationnelles. Ces énergies peuvent être
sondées à l’aide de transitions induites par des photons qui respectivement appartiennent aux plages spec-
trales de l’ultraviolet / visible, du proche infrarouge au moyen infrarouge et du lointain infrarouge (ceci
quand il s’agit d’un phénomène d’absorption ou d’émission simple).
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13.1.2 Paramètres physiques dans une vibration moléculaire, description classique
Pour décrire tous les paramètres importants qui sont mis en jeu dans les mouvements de vibration d’un
édifice moléculaire, commençons tout d’abord par des molécules diatomiques ne possédant qu’un seul
mode de vibration. Une description classique de cet oscillateur nous conduit à décrire l’énergie potentielle
autour d’une position d’équilibre sous la forme d’un développement :
V =Veq +

dV
dl

l=0
l + 1
2

d2V
dl2

l=0
l2 + 16

d3V
dl3

l3 + : : : ; (13.1)
où l correspond à l’allongement de la liaison entre les deux atomes. Si l’on choisit judicieusement le
référentiel d’énergie, Veq va être égal à zéro. Le deuxième terme s’annule également puisqu’il s’agit de
décrire la position d’équilibre (minimum énergétique par définition). Par conséquent, le premier terme non
nul des développements sera :
1
2

d2V
dl2

l=0
; (13.2)
que l’on posera égale à 12k:l
2 par analogie avec les ressorts de la mécanique classique. k exprime donc une
constante de raideur de force de la liaison chimique. Si on se contente de ce premier terme du développe-
ment, l’énergie potentielle prend une forme analytique parabolique centrée autour de l = 0. On dit alors
que l’on travaille dans l’approximation harmonique.
Cet oscillateur dans l’approximation harmonique possède une fréquence propre d’oscillation donnée
par
ν0 =
1
2pi
s
k
µ
; (13.3)
où µ représente la masse réduite de la molécule diatomique. Ce vibrateur mis en oscillation forcée sous
l’effet d’une contrainte extérieure de la forme F0 cos(ωt), rentrera en résonance quand ω sera égale à 2piν0.
Pour cette pulsation ω0, il y a transfert d’énergie entre la contrainte extérieure et l’oscillateur harmonique
idéal.
Ce modèle d’oscillateur harmonique peut être amélioré afin de décrire, de façon plus réaliste, les phé-
nomènes réels, en insérant en plus une force de rappel, force « de frottement » dans l’équation mécanique
de la dynamique :
µ

d2l
dt2

= kl  f

dl
dt

; (13.4)
qui accepte pour solution :
l(t) = l0 exp

 
t
τ

cos(
s
ω20 

1
τ
2
t) avec
1
τ
=
f
2µ
: (13.5)
Le temps τ est un temps de relaxation. Ce modèle d’oscillateur avec frottement, en oscillation forcée suit
alors la description :
µ

d2l
dt2

= kl  f

dl
dt

+F0 cos(ωt) ; (13.6)
qui en posant l = l0 cos(ωt)+ l”sin(ωt), a pour solution :
l0 = F0

µ(ω20 ω
2
)
µ2(ω20 ω2)2 + f 2ω2

; (13.7)
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FIG. 13.1: Variation de l0 et de l00 en fonction de la pulsation. Puissance absorbée par l’oscillateur forcé
en fonction de la pulsation.
et
l00 = F0
 f ω
µ2(ω20 ω2)2 + f 2ω2

: (13.8)
Ces deux spectres sont respectivement les spectres de dispersion et d’absorption, puisque l0 correspond
au terme en phase avec la force extérieure et l00 au terme en déphasage de pi (fig. 13.1). Ces équations
se simplifient pour jω0  ωj  ω0 +ω en une lorentzienne pour l00 ; dans ce cas l0 est relié à l00 par la
transformée de Hilbert ou relation de Kramers Kronig (une analogie est obtenue avec les lois de dispersion
de l’optique de l’indice de réfraction partie réelle et les lois d’absorption de la partie complexe de l’indice
de réfraction).
Il est important de retenir qu’à partir de cette description classique d’un oscillateur, on obtient un
phénomène de résonance quand ω=2pi est égal à la fréquence propre, dont la valeur nous renseigne sur la
constante de raideur de la liaison chimique (la force de la liaison) et sur les masses des atomes mis en
mouvement par la vibration. Ainsi, le chimiste est renseigné sur la nature chimique de la molécule s’il est
capable de mesurer cette fréquence de résonance. Le physico-chimiste sera renseigné sur l’environnement
moléculaire de la molécule en mesurant les variations de cette fréquence de résonance et de la largeur à
mi-hauteur (fonction de τ) en fonction des paramètres physiques température, pression ou chimiques pH,
concentration, potentiel de surface, force ionique : : :
13.1.3 Description quantique du vibrateur diatomique
Évidemment la description macroscopique que l’on vient d’obtenir d’un oscillateur diatomique ne peut
être satisfaisante à l’échelle moléculaire et une approche quantique s’impose. Pour l’oscillateur harmo-
nique, la mécanique quantique permet d’écrire que les niveaux d’énergie sont quantifiés par un nombre
entier n, allant de 0 à l’infini, de la façon suivante :
En = (n+
1
2
)hν0 où ν0 =
1
2pi
s
k
µ
: (13.9)
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Les fonctions d’onde associées à ces niveaux n dérivent des polynômes de Hermite :
ψn =
r
1
2n
n!pi1=2 exp( y
2
2
)Hn(y) avec y =
r
4pi2ν0µ
h l : (13.10)
Les polynômes Hn de Hermite sont donnés en tableau 1 ; ils sont de la parité de n (fig. 13.2). Dans
FIG. 13.2: Tracé de l’énergie de potentielle dans le cas du modèle de l’oscillateur harmonique. Les niveaux
n sont indiqués, les fonctions d’onde possèdent la parité de n par rapport à la position d’équilibre l = 0.
cette description harmonique les niveaux quantiques sont équidistants énergétiquement. L’énergie néces-
saire pour engendrer une transition de niveau à niveau est donc de hν0. Cependant, comme le montre
la figure 13.2, cette forme de courbe potentielle parabolique n’est pas satisfaisante pour des valeurs de l
élevées. En effet, par exemple, quand les atomes s’écartent l’un de l’autre il est évident que l’on devrait
tendre vers une valeur limite d’énergie potentielle. De même, quand les atomes se rapprochent l’un de
l’autre, l’énergie de répulsion devrait croître plus fortement. Une meilleure description du comportement
mécanique peut être atteinte soit par un développement de l’énergie potentielle à un ordre plus élevé :
V =
1
2

d2V
dl2

l=0
l2 + 16

d3V
dl3

l3 ; (13.11)
soit en admettant une description de l’énergie potentielle par une courbe de Morse :
V = De[1  exp( al)℄2 : (13.12)
Dans les deux cas on parle d’anharmonicité mécanique. Les fonctions d’onde et leurs carrés (ψn:ψn) qui
représentent les probabilités de trouver une valeur de l, changent légèrement par rapport au cas harmonique
(fig. 13.3). Le plus important est que les niveaux d’énergie ne sont plus équidistants et se rapprochent les
uns des autres au fur et à mesure que n augmente pour donner un quasi-continuum pour n tendant vers
l’infini.
En = (n+
1
2
)hν0  (n+
1
2
)
2hcχ; (13.13)
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FIG. 13.3: ψn (courbes en pointillé) et (ψn:ψn) courbes continues pour n = 0 à 3 pour un oscillateur
anharmonique.
où c est la vitesse de la lumière et χ une constante d’anharmonicité. Les niveaux d’énergie ne sont pas infi-
niment fins, « leur largeur » est donnée par le principe d’Heisenberg : ∆En:∆t  ~. Ceci a pour conséquence
qu’un niveau n ne sera statistiquement occupé que pendant un temps τ tel que : τ ~=∆En.
Rappelons enfin qu’une molécule dans un niveau vibrationnel n est caractérisée par sa fonction d’onde
propre ψn à un terme de phase près exp(iδ) par rapport au reste des autres molécules. Évidemment ceci
ne change en rien toutes nos remarques précédentes puisque ce qui comptait dans notre description était le
terme ψn:ψn qui est indépendant du terme de phase. Ce terme de phase sera cependant important dans la
description des phénomènes non linéaire et inélastique d’échange d’énergie photon/molécule.
13.1.4 Molécules à plus de deux atomes
Pour une description complète de ce que nous allons évoquer dans ce paragraphe, il est recommandé
aux lecteurs de se reporter à des ouvrages traitant de l’application de la théorie des groupes aux vibrations
moléculaires. Ici nous allons évoquer cet aspect sur l’exemple d’une molécule tétraédrique (groupe Td),
(fig. 13.5). Avec 5 atomes cette molécule possède 9 modes de vibration. Dans ces neuf modes, quatre
mouvements seront décrits sur la base des élongations de liaison, les cinq autres pourront être décrits à
partir des déformations angulaires. Le mode d’élongation évident correspond à l’allongement des quatre
liaisons en phase : mode de respiration (fig. 13.5 a). Ce mode conserve toute la symétrie de la molécule,
il s’agit d’un mode totalement symétrique noté A1 dans la théorie des groupes (notation de Schoënflies).
Les trois autres modes d’élongation se conçoivent à partir de ce premier en imaginant que le déplacement
d’un des quatre atomes externes soit déphasé de pi par rapport aux autres (fig. 13.5 b). Évidemment on
pourrait imaginer ce même type de mouvement en choisissant l’un des trois autres atomes à déplacer en
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FIG. 13.4: Courbe de potentiel de Morse, avec les niveaux quantiques de vibration anharmoniques sur-
ajoutés à cette description classique.
déphasage, cependant le quatrième de ces mouvements d’oscillation ne serait en fait que la somme des
trois précédents. Par conséquent, ces mouvements antisymétriques d’élongation peuvent être décrits sur la
base de trois mouvements orthogonaux entre eux qui correspondent à un même niveau d’énergie (niveau
d’énergie dégénéré d’ordre trois), (fig. 13.5 c). Il est intéressant de remarquer que si la nature chimique
de l’atome central est différente des autres atomes, ces trois modes dégénérés (notés T2) engendrent une
variation (et ici une création) du moment dipolaire de la molécule. Pour le premier mode A1, il n’y a aucune
création et variation du moment dipolaire de la molécule.
On peut tenir le même type de raisonnement pour les déformations d’angle et on obtient : (i) deux
modes dégénérés sans création de dipôle (modes E , fig. 13.5 d) et (ii) trois modes dégénérés avec création
d’un dipôle (modes T2, fig. 13.5 e).
13.2 Interactions rayonnement-vibration moléculaire
Les modes de vibration moléculaire que nous venons de décrire peuvent être excités par interaction
avec une onde électromagnétique essentiellement de deux manières différentes que nous allons décrire tout
d’abord de façon semi-classique.
13.2.1 Phénomènes d’absorption/émission et de diffusion
13.2.1.1 Absorption/émission
Ces deux phénomènes sont directement reliés à la résonance mécanique décrite précédemment. En
effet, la force F0:cos(ωt) exercée sur le vibrateur du paragraphe I.b. peut l’être à l’aide du champ élec-
tromagnétique associé à une propagation d’onde lumineuse dont le champ électrique s’exprime comme
E0 cos(ωt + φ). Pour qu’il y ait donc une interaction entre ce champ et la molécule vibrante, il faut qu’il
existe des charges localisées sur la molécule ou qu’il en soit créées par le mouvement de vibration. Autre-
ment dit, il est nécessaire que la vibration engendre une variation du moment dipolaire de la molécule pour
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FIG. 13.5: Schéma inspiré de l’ouvrage de D.A. Long « Raman Spectroscopy », Mc.Graw Hill, 1977
que l’onde électromagnétique puisse entrer en résonance quand sa pulsation ω correspondra à 2piν0. Ainsi
sur l’exemple de l’édifice tétraédrique seuls les modes T2 pourraient être excités par résonance avec une
onde électromagnétique.
Après avoir établi cette règle de sélection d’absorption ou d’émission, il est également important de
redonner les gammes spectrales pour lesquelles on observe ces phénomènes résonants. Pour cela aidons–
nous de la formule établie pour le vibrateur diatomique :
ν0 =
1
2pi
s
k
µ
: (13.14)
La constante de raideur pour des liaisons chimiques covalentes est comprise entre 300 et 700 N=m sui-
vant la nature chimique des atomes composant la molécule. Ainsi pour une molécule comme H2, avec
une constante d’environ 500 N=m, on obtient ν0 égale à 1:23 1014 Hz. Cette fréquence correspond au do-
maine infrarouge moyen ( 4116 cm 1 exprimé en nombre d’onde ou encore 2;44 µm en longueur d’onde).
Cette fréquence est la limite haute des résonances vibrationnelles moléculaires. La limite basse est dans le
domaine du lointain infrarouge (35 µm ).
Le dipôle de la molécule s’écrit alors avec les différentes remarques précédentes comme la somme d’un
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dipôle permanent et de dipôles oscillants aux fréquences propres des modes propres ; ce qui donne dans
l’approximation harmonique :
Pmol = Peq +∑
k
 ∂p
∂Qk

0
Qk (13.15)
si on se contente des premiers termes du développement, avec Qk =Qk0 cos(2piνk0 t+δk) le mode de vibra-
tion k de la molécule. Ces différents dipôles pourront entrer en résonance avec l’onde électromagnétique,
si ce produit scalaire, PmolE, est non nul et si la fréquence de l’onde électromagnétique correspond à la
fréquence propre νk0 d’un des modes k.
13.2.1.2 La diffusion de photons par les molécules
Si l’on considère maintenant une onde électromagnétique de plus haute fréquence (dans le domaine
visible ou ultraviolet) qui ne peut donc pas entrer en résonance de vibration avec la molécule, il peut
cependant y avoir un transfert d’énergie entre l’onde lumineuse et les molécules en vibration par l’intermé-
diaire de la polarisabilité. En effet, sous l’effet d’un champ électrique, apparaît une composante dipolaire
supplémentaire sur la molécule, le moment dipolaire induit :
Pinduit =
=
αE (13.16)
où =α représente le tenseur de polarisabilité de la molécule. Dans le cas qui nous intéresse, le champ élec-
trique qui s’exerce sur la molécule provient de l’onde électromagnétique, ainsi :
Pinduit =
=
αE0 cos(ωt +φ): (13.17)
Si
=
α n’induit aucune modulation de fréquence, le dipôle induit possède la même pulsation que l’onde élec-
tromagnétique. Cependant le dipôle induit n’est pas obligatoirement parallèle au champ électrique, puisque
le tenseur de polarisabilité est de rang deux et ses composantes dépendent de la symétrie moléculaire.
Ce dipôle induit va se comporter comme une petite antenne en émission, ce qui a pour conséquence
de changer la direction de propagation d’une partie des photons sans changement de fréquence : diffusion
élastique.
Considérons le dipôle induit comme constitué de deux charges  q et +q distantes de d variant suivant
d = d0 cosωtuz = d0e iωtuz avec ω = 2pic=λ.
Ce mouvement induit un moment dipolaire Pinduit variant tel que
Pinduit = p0e iωtuz avec p0 = qd0: (13.18)
Le potentiel vecteur A engendré en un point M distant de r à l’instant t est donné par :
A = ωqd0
µ0
4pi
sinω(t  r=c)
r
uz; (13.19)
ou encore en utilisant une notation complexe :
A = iω µ0
4pi
p
r
eikr avec k = ω
c
=
2pi
λ : (13.20)
Le potentiel scalaire V s’obtient au point M en utilisant la condition de jauge de Lorentz :
V =
1
4piε0
pcosθ
r2
(1  ik  r)eikr: (13.21)
Le champ électromagnétique peut dès lors se calculer grâce aux relations de Maxwell :
B =  iω µ0
4pi
psinθ
r2
(1  ik  r)eikruφ (13.22)
E = pe
ikr
4piε0r3
[2cosθ(1  ik  r)ur + sinθ(1  ik  r  k2r2)uθ℄ : (13.23)
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13.2.1.3 Champ rayonné à grande distance par un dipôle moléculaire vibrant
Si on se place à une distance R λ, l’expression du champ électromagnétique se réduit à :
E =   k
2
4piε0
psinθ
r
eikruθ (13.24)
B =  ωkµ0
4pi
psinθ
r
eikruφ ; (13.25)
ou encore en notations réelles, avec ε0µ0c2 = 1 :
E =  ω
2µ0
4pi
p0 sinθ
r
cosω(t  r=c)uθ (13.26)
B = urE=c; (13.27)
ce qui correspond à la structure d’une onde plane progressive. Le champ rayonné en M a localement une
structure d’onde plane progressive.
Les expressions des champs électrique et magnétique permettent de déterminer le vecteur de Poynting.
Dès lors, en un point M l’intensité énergétique du rayonnement, ou irradiance (puissance moyenne reçue
par unité de surface) qui est la moyenne temporelle de la norme du vecteur de Poynting, est définie par :
I = hjSji= p
2
0
32pi2ε0
ω4
c3
sin2 θ
r2
: (13.28)
Ce dernier résultat connu également sous le nom de puissance diffusée Rayleigh, permet d’expliquer en
champ lointain la dépendance du flux de photons diffusés en puissance 4 de la fréquence.
Si maintenant la molécule vient à vibrer, son tenseur de polarisabilité module en fréquence somme ou
différence le rayonnement du dipôle induit. En effet, le tenseur de polarisabilité devient :
=
α =
=
α0 +∑
k
 
∂=α
∂Qk
!
0
Qk (13.29)
où Qk est un des modes normaux de la molécule pour lequel on peut admettre en mécanique classique
l’écriture :
Qk = Qk0 cos(2piνk0t +δk); (13.30)
avec Qko l’amplitude du mode normal, νk0 la fréquence propre du mode k et δk un terme de déphasage de
ce mode k. Ces variations de polarisabilité induites par les modes de vibration Qk de la molécule donnent
différents dipôles induits :
pinduit =
=
α0 E0 cos(ωt +φ)+
∑
k
 
∂=α
∂Qk
!
0
Qk0 cos(2piνk0t +δk) E0 cos(ωt +φ)
(13.31)
ou, après simplification :
pinduit =p0 cos(ωt +φ)+
∑
k
pk cos[(ω+2piνk0)t +φ+δk℄+p0k cos[(ω 2piνk0)t +φ δk℄: (13.32)
Trois types de dipôles induits coexistent donc sur l’ensemble des molécules, des dipôles à la fréquence
de l’excitation lumineuse, des dipôles de plus basses fréquences ( ω
2pi
  νk0) et des dipôles de plus hautes
fréquences ( ω
2pi
+ νk0). Ces dipôles suivent tous, de la même façon, les lois de rayonnement décrites pré-
cédemment. On parle alors de diffusion Raman : diffusion Raman Stokes pour la fréquence, ( ω
2pi
 νk0), et
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Raman Anti-Stokes pour la fréquence, ( ω
2pi
+νk0). Par conséquent, on pourra observer les modes de vibra-
tion moléculaire k par transfert d’énergie inélastique d’une onde électromagnétique de haute fréquence vers
ces modes, à condition que les termes pk et p0k soient non nuls. Ces phénomènes inélastiques se retrouvent
déphasés par rapport à la pulsation de l’onde excitatrice. Le tableau suivant donne un résumé de ce que
nous venons de survoler, en absorption et en diffusion, pour une molécule linéaire ABA sous une forme
visuelle intuitive.
13.2.2 Apport de la mécanique quantique
La description des phénomènes d’interaction photon /matière ne seront abordés que de manière semi-
quantique. Dans ce genre d’approche l’onde lumineuse est traitée de manière classique à l’aide des équa-
tions de Maxwell et les atomes ou les molécules de manière quantique. Le hamiltonien décrit l’onde lu-
mineuse comme une perturbation sinusoïdale. Ainsi, si nous ne considérons que deux niveaux d’un édifice
moléculaire, ce traitement semi-quantique permet de définir un moment de transition dont le carré nous
donnera la probabilité d’observer une transition entre ces deux niveaux en présence de l’onde électroma-
gnétique. Dans les notations de Dirac, ce moment de transition s’écrit p f i = hψ f jPjψii
où ψ f et ψi sont les fonctions d’onde caractéristiques des niveaux initial (i) et final ( f ), avec P le
moment dipolaire approprié.
Ce moment P pour une absorption directe (ou une émission) de photons correspond à l’opérateur mo-
ment dipolaire permanent, variable suivant les modes de vibration k. En ce qui concerne les phénomènes
de diffusion, P est l’opérateur moment dipolaire induit. P, ψ f et ψi sont des fonctions des coordonnées
moléculaires ainsi que du temps.
Sans aller trop loin dans des considérations de spectroscopie, nous allons illustrer les conséquences de
l’approche semi-quantique sur une molécule diatomique en vibration. L’absorption ou l’émission directe
est reliée à P, décrit par l’équation (13.15), par :
pn0n = hψn0 jpeq +

dp
dl

0
ljψni; (13.33)
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dans le cas d’une molécule diatomique dont le seul mode est l’allongement de liaison l (dans l’approxima-
tion harmonique). Cette expression se simplifie comme :
pn0n = peq
Z
ψn0ψn dl+

dp
dl

Z
ψn0 l ψn dl: (13.34)
Les fonctions ψn et ψn0 étant les fonctions propres du hamiltonien sans perturbation, elles sont orthogo-
nales entre elles, ce qui a pour conséquence d’annuler le premier terme. Le deuxième terme donne la règle
de sélection n0 = n 1, pour que le moment de transition soit non nul, c’est à dire qu’il y ait absorption
ou émission de photon à la fréquence résonnante. Les autres transitions comme n0 = n2 sont interdites.
Ces transitions deviennent légèrement permises quand on intègre l’anharmonicité à la description de l’os-
cillateur, cependant elles restent peu intenses en comparaison des transitions fondamentales n0 = n1. La
description du phénomène de diffusion Rayleigh ou Raman par l’approche semi-quantique suit la même
démarche que précédemment en considérant cette fois le dipôle induit :
p f i = hψ f j
=
αjψii E0; (13.35)
qui doit être non nul pour obtenir le passage par diffusion de l’onde électromagnétique (dont l’amplitude
du champ électrique est E0) d’un édifice moléculaire de l’état i vers l’état j. Ainsi, si un des six termes
suivants est différent de zéro, les molécules diatomiques par diffusion de lumière pourront changer d’état
vibrationnel :

αρρ0

n0n
= hψ0njαρρ0 jψni (13.36)
où ρ et ρ0 désigne l’un des indices x, y et z et αρ0ρ est l’une des composantes du tenseur total. Explicitons
l’un de ces termes dans le modèle d’un oscillateur diatomique harmonique tout d’abord :

αρρ0

n0n
= hψn0 jαρρ0 +
dαρρ0
dl

0
ljψni qui se décompose en :

αρρ0

n0n
= hψn0 jαρρ0 jψni+ hψn0 j
dαρρ0
dl

0
ljψni (13.37)
La première intégrale est non nulle si n0 = n, c’est-à-dire que la molécule se retrouve après son interaction
avec l’onde dans le même état qu’avant : diffusion Rayleigh élastique. La deuxième intégrale peut être non
nulle pour
dαρρ0
dl

0
6= 0 (13.38)
et n0 = n 1 : diffusion Raman Stokes pour n0 = n+ 1 et Raman Anti-Stokes pour n0 = n  1. Comme
précédemment pour l’absorption, l’anharmonicité permet de légères dérogations à cette règle de sélection
en diffusion Raman.
13.2.3 Traitement quantique des vibrations moléculaires
Sans vouloir aller trop loin dans une description de l’interaction photon / molécule vibrante en méca-
nique quantique (par des descriptions du type de l’atome habillé par exemple qui est beaucoup plus près
de la réalité individuelle et statistique des molécules), soulignons quelques points qui pourraient se révéler
primordiaux quand les microscopies optiques de champ proche arriveront à décrire quelques molécules,
voire une seule.
13.2.3.1 Dépendance en fonction du temps dans l’approche dipolaire électrique
Pour un système non perturbé dans l’état vibrationnel n, la fonction Ψn dépendante du temps s’écrit
Ψn(t) = ψn exp( i2piν0nt)exp(iδn) (13.39)
264 CHAPITRE 13. SPECTROMÉTRIES DE VIBRATIONS MOLÉCULAIRES
avec ψn est la fonction d’onde indépendante du temps décrite précédemment à l’aide des polynômes de
Hermite et iδn est un terme de facteur de phase.
En absorption, la conséquence de cette dépendance du temps des états et des facteurs de phase, se
traduit par :
pn0n = hψn0 jpmol jψnicos(2piν0t +δn0 +δn) (13.40)
En diffusion, les composantes du dipôle induit sont
pinduit =
=
αn0n E0 expf i[(ω 2piν0)t +δn0 δn℄g+
=
α

n0n E0 expf i[(ω 2piν0)t +δn0 δn℄g
(13.41)
où :

αρρ0

n0n
=
1
~
∑
r

hψn0 jpρ0 jψrihψrjpρjψni
ωrn0 +ω  iΓrn0
+
hψn0 jpρjψrihψrjpρ0 jψni
ωrn0  ω  iΓrn0

(13.42)
et r est n’importe quel état du système, Γ représentant l’amortissement et/ou la largeur homogène des états.
Avec cette écriture plus complète il est intéressant de constater que la diffusion Rayleigh est dite cohérente
puisque δn0   δn est nulle, en revanche la diffusion simple Raman est incohérente. Enfin, le phénomène
Raman peut être résonnant quand ω, la pulsation de l’onde électromagnétique correspond à ωrn0 avec un
accroissement de l’intensité diffusée inélastique.
13.2.3.2 Spectroscopie optique non linéaire
Nous avons pour l’instant supposé que les champs électromagnétiques n’étaient pas suffisamment in-
tenses pour engendrer des phénomènes de deuxième ordre. Nous allons maintenant évoquer la possibilité
d’obtenir des effets d’ordre supérieur :
pmol = p0 +
=
α E+
1
2
β : EE (13.43)
où le tenseur de rang trois
β représente les paramètres moléculaires gouvernant les effets non linéaires.
Ces effets de deuxième ordre peuvent mélanger différents champs électromagnétiques et pour l’exemple
nous allons évoquer la spectroscopie fréquence somme mélangeant une onde infrarouge avec une onde vi-
sible. Un traitement quantique toujours dans l’hypothèse dipolaire comme précédemment permet de mon-
trer par exemple :
βvib;i; j;k = 2
~
∂αi; j(ωvib)
∂Qvib
∂pvib;k
∂Qvib
1
(ωvib ωIR  iΓvib)
(13.44)
où l’indice vib est utilisé pour repérer ce qui est dépendant des vibrations moléculaires. Ce terme est un
terme de résonance puisque que le dénominateur contient une différence qui devient très petite quand la
pulsation infrarouge devient proche de la pulsation de vibration caractéristique de la molécule. Ce coef-
ficient de transition est en quelque sorte le produit du module du moment de transition infrarouge décrit
précédemment et de la variation de polarisabilité impliquée en Raman. Dans ce phénomène résonnant, les
signaux produits sont cohérents et ne peuvent être obtenus que par des accords de phase entre les deux fais-
ceaux d’excitation. Nous verrons dans la suite qu’il est possible d’appliquer cette technique de fréquence
somme en champ proche optique.
D’autres effets non linéaires sont souvent utilisés en spectroscopie vibrationnelle, effet d’ordre 3 via un
tenseur de rang 4, pour obtenir un effet Raman stimulé cohérent.
13.3 Spectroscopie vibrationnelle en champ proche optique
13.3.1 Description à l’aide du dipôle oscillant
Nous avons décrit précédemment le dipôle induit Rayleigh ou Raman à l’aide des équations de Max-
well. Cette description à l’avantage d’évaluer le champ proche tout de suite, en effet reprenons les équations
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du dipôle oscillant :
B =  iω µ0
4pi
psinθ
r2
(1  ik  r)eikruφ (13.45)
E = pe
ikr
4piε0r3

2cosθ(1  ik  r)ur + sinθ(1  ik  r  k2r2)uθ

: (13.46)
Dans cette description, les termes en 1=r3 et en 1=r2 non rayonnants du champ électrique constituent
l’effet de champ proche. Dans ce champ proche, coexistent un champ de pulsation proportionnelle à la
fréquence élastique et des champs à des pulsations inélastiques. Ainsi, si on excite en champ lointain par
un faisceau laser de pulsation ωlaser un ensemble de molécules à proximité d’une sonde diélectrique, la
sonde se retrouve polarisée par les différents dipôles moléculaires à des fréquences caractéristiques du
déplacement Raman de certains modes des molécules. Le moment dipolaire induit dans l’extrémité de la
sonde va alors rayonner à l’intérieur du guide qui la supporte. Ce guide est couplé par son autre extrémité
à un système optique de détection.
Il est important de rappeler à cet instant les ordres de grandeur des effets Raman sans résonance en
champ lointain par rapport à l’effet Rayleigh et la transmission d’un faisceau traversant un liquide sans effet
d’absorption. Pour 1012 photons traversant un centimètre de tétrachlorure de carbone, on aura à température
ambiante 106 à 107 photons de type Rayleigh et 1 à 10 photons de type Raman diffusés sur tout l’angle
solide. Cet ordre de grandeur n’assure donc pas qu’une nanosonde puisse détecter le champ proche Raman
excité par un faisceau laser propagatif. Cependant, en champ proche le champ électrique croît inversement
proportionnellement au cube de la distance séparant les molécules et la sonde ; de plus, en approchant
la sonde, l’angle solide croît également. A partir de sections efficaces répertoriées en champ lointain, il
est possible d’évaluer les ordres de grandeurs de ces champs ou plutôt des puissances transférées [244].
On s’aperçoit alors qu’il n’est pas impossible de collecter ce champ proche Raman, cependant il faut
pouvoir l’observer sans que la sonde ne soit irradiée directement pour éviter des effets Raman parasites
(engendrés par les composants chimiques de la pointe) rapidement intenses. En effet si trop de photons
irradient directement la sonde ou sont propagés dans le guide d’onde, ils vont créer des signaux Raman du
matériau constituant le guide et la sonde. Ainsi, il est nécessaire dans cette configuration, uniquement en
collection, d’utiliser une sonde qui limite la collection de photons parasites : en quelque sorte, il s’agit de
travailler avec une « nanosonde en fond noir ». Un exemple de ce problème est illustré en figure 13.6, tirée
du travail de thèse de J. Grausem, publié en 1997 [407, 408]). Cette configuration en mode uniquement
nano-détection a été appliquée sur des échantillons modèles constitués de plots carrés de silice sur un
support de silicium [408], sur des monocristaux de silicium pour lesquels nous avons pu montrer que les
signaux du champ proche différaient de ceux de champ lointain en nombre d’onde et en profil de bande. Ces
changements signifient des changements d’environnements des atomes de silicium sondés en surface par
rapport à ceux de volume sondés en champ lointain : brisure de symétrie, contrainte mécanique différente
et oxydation chimique conduisant à des sous oxydes. De la même façon, sur des échantillons de sulfate de
plomb a priori sans impuretés décelables sur les spectres de champ lointain, le spectre obtenu en champ
proche sur des reliefs topologiques montre sans ambiguïté des spectres de sulfate de cuivre fortement
hydraté qui contrastent nettement avec ceux obtenus dans des « vallées » de l’interface où l’on retrouve un
spectre de champ proche très analogue à celui de champ lointain [244].
L’autre configuration envisageable serait d’utiliser les pointes comme des nano-sources de lumière et
de récupérer les signaux en champ lointain. Cependant il est encore nécessaire souvent d’utiliser une sonde
métallisée pour éviter d’engendrer trop de signaux classiques de champ lointain qui pourraient noyer ces
signaux de champ proche. Pour espérer avoir assez de signal inélastique, il faut cependant injecter dans
la fibre des puissances laser continues supérieures à une dizaine de mW , ce qui provoque souvent des
échauffements locaux de l’extrémité de la pointe détruisant le revêtement métallique [407, 409]. Pour des
expériences où les effets Raman sont résonnants et donc peu exigeants en puissance d’excitation, ce type
de configuration peut être envisagée sans crainte [410–415]. Cette configuration a été également utilisée
pour sonder des surfaces de semi-conducteur à base de silicium sans effet de résonance par l’équipe de
Leeds en Angleterre [416] avec des puissances injectées dans la fibre plus faibles que 10 mW . Notons que
dans ce cas l’effet Raman classique de champ lointain, sans effet proprement dit de résonance, du silicium
est cependant très intense avec une profondeur d’échantillonnage très faible (de l’ordre de 50 nm [417]).
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FIG. 13.6: Spectre Raman caractéristique du matériau silicique obtenu avec une nanosonde non métallisée
directement éclairée par un faisceau laser externe. Ce spectre ne permet pas d’obtenir par son intensité un
signal de type champ proche.
Ce qui important de signaler aussi ici c’est qu’il est très difficile d’obtenir des images spectrales Raman
sub-longueur d’onde pour l’instant, même avec des systèmes résonnants. Les meilleures images obtenues
avec une résolution de l’ordre de 200 nm en latéral sur quelques micromètres carrés sont enregistrées en 9
ou 10 heures ! [411, 416].
Enfin, il est à noter qu’il est impossible d’obtenir des signaux Raman champ proche en se servant de
la même pointe pour exciter et collecter (toujours à cause du signal Raman de la fibre rétro-diffusé qui
couvre complètement tous les autres signaux de champ proche très faibles relativement à ce signal généré
par des centimètres de silice), sauf à imaginer des systèmes optiques sub-longueur d’onde comprenant
une séparatrice dans la tête (fig. 13.7). Pour l’instant ce type d’optique n’a pas encore été portée à la
connaissance de l’auteur de ces lignes.
13.3.2 Ondes évanescentes obtenues en réflexion totale
La réflexion totale est utilisée depuis longtemps en spectroscopie d’absorption infrarouge pour analyser
des faibles épaisseurs de matériaux à l’aide des ondes évanescentes. Les premières expériences avait été
menées en 1933 par A. Taylor [418–420] et popularisées dans le monde des spectroscopistes par N. Harrick
depuis les années 1960 [421].
Dans cette technique spectroscopique on utilise le fait qu’en réflexion totale, la quantité de lumière
réfléchie à l’interface prisme – matériau dépend de l’absorption du matériau à l’intérieur duquel les ondes
évanescentes ont pénétré. Ainsi qu’il est expliqué dans les chapitres concernant la réflexion totale, on peut
établir que les composantes du champ s’écrivent pour la polarisation p :
Ep = Ep(incident)
2cosθe z=d
n2 cosθ+ i(sin2 θ n2)1=2

 i(sin2 θ n2)ex +(sinθ)ez
	 (13.47)
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FIG. 13.7: Nanosonde pouvant travailler en excitation et en collection rétro. La séparatrice permet d’en-
voyer une petite partie de l’excitation dans la pointe et de récupérer un signal rétrocollecté comportant le
signal champ proche provenant de la sonde et des signaux élastiques de diffusion de l’excitation (qui sera
éliminée ensuite par un filtre optique Notch). Si le rétro- parcours jusqu’à la séparatrice est sub-longueur
d’onde on peut espérer ne pas collecter un signal Raman de silice trop important.
et pour la polarisation s :
Ep = Ep(incident)
2cosθe z=d
cosθ+ i(sin2 θ n2)1=2
ey; (13.48)
où θ est l’angle d’incidence de l’onde dans le premier milieu, n = n2=n1 (avec n1  n2) et dp est appelée
profondeur de pénétration. Cette dernière traduit la décroissance du champ évanescent sur l’axe z :
dp =
λ
2pi
q
n21 sin
2 θ n22
: (13.49)
Toutes ces expressions sont dépendantes de l’indice n, évidemment, et par conséquent de l’absorption (due
aux modes de vibration des molécules constituant le milieu 2) du milieu 2 :
n =
n2
n1
(1+ ik2): (13.50)
Ainsi on peut alors retrouver les amplitudes réfléchies dans les deux polarisations :
r
?
=  
cosθ  (n2  sin2 θ)1=2
cosθ+(n2 + sin2 θ)1=2
(13.51)
r
k
=
(n2  sin2 θ)1=2 n2 cosθ
(n2  sin2 θ)1=2 +n2 cosθ
: (13.52)
A partir de ces amplitudes réfléchies, on peut obtenir les valeurs de n, où sa partie complexe est fonction
des modes de vibration ayant une activité infrarouge. Dans les mesures spectrales habituelles, on mesure
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l’onde réfléchie en champ lointain (en réflexion simple ou multiple pour augmenter le rapport signal/bruit).
Ainsi on obtient un spectre analogue à celui que l’on obtiendrait en transmission.
Cependant avec cette technique aucune information sur l’hétérogénéité chimique dans le plan latéral
n’est atteinte. Il est donc tentant de monter des microscopes en champ proche avec une sonde sub-longueur
d’onde du coté milieu 2 pour obtenir une information microscopique de nature chimique. Peu d’expériences
ont été cependant conduites dans ce domaine, avec le but d’obtenir un spectre de vibration. Les raisons
proviennent à la fois des difficultés d’avoir des nano-sondes optiques transparentes facilement utilisables
dans ce domaine spectral (2:5 µm à 15 µm) et d’avoir une source de lumière suffisamment intense sur toute
cette gamme spectrale. Les microscopes perturbatifs en champ proche pourraient constituer une solution
technologique intéressante au premier point. Il faut également noter que des améliorations importantes ont
été obtenues pour les guides d’ondes à base de chalcogénures ou de silices fluorées pour maintenant obtenir
des pointes reproductibles et utilisables.
Une autre alternative pourrait être d’utiliser directement un photo-thermo-détecteur sub-longueur d’onde
répondant suffisamment rapidement (quelques kHz) pour pouvoir être couplé à un multiplexeur optique de
type interféromètre de Michelson codant la source polychromatique infrarouge. Un premier travail dans
cette voie vient d’être récemment publié [422], appliqué à des analyses spectrales de polymères. Les au-
teurs envisagent dans ce travail de pouvoir mesurer des fluctuations thermiques de la surface de l’échan-
tillon soumis à des contraintes mécaniques. Ce type d’approche permettrait de résoudre en fait les deux
points problématiques évoqués ci-dessus : plus de fibre pour transporter le signal et par conséquence utili-
sation de source polychromatique classique.
L’intensité obtenue avec des sources laser infrarouge peut être largement suffisante pour obtenir des
signaux de champ proche optique, cependant il s’agit d’obtenir ici un spectre vibrationnel : c’est à dire
qu’il faut au moins une accordabilité du laser utilisé sur une gamme d’intérêt. Ce dernier point n’est pas
simple à obtenir. C’est ainsi que seules des équipes disposant de gros systèmes du genre Laser à électrons
libres ou nouvel génération de laser à amplification paramétrique (Oscillateur Paramétrique Optique) ont
pu obtenir quelques résultats encourageants Il faut notamment citer les travaux de A. Piednoir [423,424] en
collaboration avec le LURE d’Orsay. Ces travaux se poursuivent sous l’impulsion de J. Ortega au LURE
ou également aux États–Unis, dans l’équipe de J. Sanghera [425] en utilisant les lasers à électrons libres
comme source infrarouge accordable.
13.3.3 Spectroscopie non-linéaire
Dans ce domaine, en fait tout reste à faire. Il est cependant intéressant d’y réfléchir en ne perdant
pas de vue qu’un des buts ultimes est d’observer quelques molécules voir une molécule sous une pointe.
Au vue des intensités des champs, estimées localement, les paramètres requis pour obtenir des signaux
non-linéaires sont largement atteints. Que vont alors signifier en champ proche les temps de relaxation
T1 et T2 des réponses statistiques d’un ensemble de molécules vu en champ lointain ? Comment peuvent
apparaître les relations de cohérence spatiales et temporelles entre quelques vibrateurs à une échelle sub-
longueur d’onde? Pour l’instant seule une expérience de spectroscopie non-linéaire mais non-résonnante
classique a pu être couplée à un microscope de champ proche optique. On peut également citer les récents
travaux publiés en génération de seconde harmonique (SHG) en optique du champ proche [426]. Il ne
s’agit pour l’instant que de manipulations préliminaires qui montrent clairement une faisabilité de ce type
d’expérience. Tout est à FAIRE !
Il est difficile d’apporter une conclusion à ce survol rapide des capacités des spectroscopies vibra-
tionnelles en champ proche optique, par le fait qu’il faut améliorer encore beaucoup de points techniques
(détecteurs CCD, pointes, méthodes perturbatives, lasers accordables, résolution temporelle, : : : ). Les
premiers résultats montrent qu’il est bien utile de collecter des signaux de champ proche puisque ils ren-
ferment des informations non détectables par des mesures en champ lointain. Pour l’instant il reste très
difficile d’obtenir des images spectrales sub-longueur d’onde, mais il est peut être utile de se poser la
question de savoir si cela doit être le but de l’application des spectrométries de vibration en optique du
champ proche, en sachant que d’autres méthodes optiques seront bien plus performantes dans cette appli-
cation imagerie ! Il est sûrement plus utile d’utiliser l’approche vibrationnelle pour résoudre des problèmes
physico-chimiques à des échelles de quelques molécules !
Chapitre 14
Spectroscopie des semiconducteurs
nanostructurés
Sommaire
14.1 Technologie de fabrication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 269
14.1.1 Croissance épitaxiale . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 269
14.1.2 Nanolithographie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 270
14.1.3 Auto-organisation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 270
14.2 Propriétés électroniques et optiques . . . . . . . . . . . . . . . . . . . . . . . . . . . 270
14.2.1 Semiconducteurs massifs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 270
14.2.2 Réponse optique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 271
14.2.3 Semiconducteurs nanostructurés . . . . . . . . . . . . . . . . . . . . . . . . . . 273
14.3 Spectroscopie optique conventionnelle . . . . . . . . . . . . . . . . . . . . . . . . . . 274
14.3.1 Transmission, réflexion, luminescence, et photoconductivité . . . . . . . . . . . 274
14.3.2 Polarisation, intensité, temps, et modulation externe . . . . . . . . . . . . . . . 275
14.4 Spectroscopie optique locale . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 276
14.4.1 Spectroscopie locale en champ lointain . . . . . . . . . . . . . . . . . . . . . . 276
14.4.2 Intérêts du champ proche . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 276
14.4.3 Spectroscopie des puits, des fils et des boîtes quantiques . . . . . . . . . . . . . 277
14.4.4 Spectroscopie des structures jonction p-i-n et diodes lasers . . . . . . . . . . . . 278
14.4.5 Autres exemples d’application . . . . . . . . . . . . . . . . . . . . . . . . . . . 280
14.5 Conclusion et perspectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 280
La spectroscopie optique en champ proche est la méthode la plus récente, la plus directe, et la plus
prometteuse pour étudier les propriétés optiques locales des semiconducteurs structurés à l’échelle na-
nométrique. Bien entendu, cette nouvelle spectroscopie ne peut être développée qu’en tirant profit des
récents progrès en microscopie en proximité d’une part, et en nanotechnologie de fabrication d’autre part.
L’objectif de cet exposé est de présenter quelques notions de base sur la réalisation, la physique, et la
spectroscopie optique des semiconducteurs nanostructurés. Dans ce chapitre, nous allons tout d’abord rap-
peler brièvement les techniques d’élaboration et les propriétés fondamentales de ces structures. Ensuite,
nous discuterons des méthodes de spectroscopie optique couramment utilisées dans les laboratoires. Enfin,
nous décrirons quelques exemples de la spectroscopie optique en champ proche dans le développement des
semiconducteurs nanostructurés.
14.1 Technologie de fabrication
14.1.1 Croissance épitaxiale
Les techniques de croissance par épitaxie par jets moléculaires (EJM ou MBE en anglais) ou par dé-
pôt d’organométalliques en phase vapeur (MOCVD) permettent d’associer des composés III-V, II-VI, et
IV-IV sous forme d’hétérostructures bi-dimensionnelles comme les puits quantiques, les super-réseaux,
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les microcavités quantiques ou autres avec une précision d’une monocouche atomique [427]. Cette nou-
velle ingénierie a déjà débouché sur une véritable application industrielle dans la fabrication de circuits
électroniques rapides et de composants optoélectroniques haute performance pour les télécommunications.
L’association de semiconducteurs et d’autres types de matériaux magnétiques ou organiques est un axe de
recherche en plein développement [428].
14.1.2 Nanolithographie
La lithographie permet de réaliser des motifs de haute résolution dans une couche de polymère déposée
sur un substrat semiconducteur. Dès lors que les motifs sont définis, l’étape lithographique est suivie par
une ou plusieurs techniques de transfert telles que l’attaque chimique ou ionique, le dépôt métallique suivi
de « lift-off », la croissance électrolytique, etc. Dans une chaîne de fabrication, ce processus est répété de
nombreuses fois pour aboutir à la réalisation d’un circuit intégré complet. Désormais, l’industrie utilise
la lithographie optique de très courte longueur d’onde (193 nm) afin de dupliquer des motifs de haute
résolution. Au-delà d’une résolution de 100 nm environ, de nouvelles technologies comme la lithographie
par UV extrême (13 nm), par rayons X (1 nm), par faisceaux d’électrons ou d’ions en projection (à travers
un masque stencil), seront probablement mises en jeu [429]. La lithographie électronique à balayage est
une technique d’écriture séquentielle qui ne permet pas a priori la production de masse en raison de son
trop faible rendement. En revanche, cette technique est incontournable en recherche et dans la fabrication
de masques utilisés par les techniques de duplication. Actuellement, la recherche de nouvelles techniques
de lithographie à ultra haute résolution ou à bas coût est très active. Les techniques de dépôt ou de gravure
à l’aide d’une pointe de microscope à force atomique (AFM) ou microscope à effet tunnel (STM) sont des
exemples de lithographie à très haute résolution [430, 431]. Les méthodes de duplication comme la nano-
impression et la lithographie molle sont très intéressantes pour une reproduction à bas coût [432–434].
14.1.3 Auto-organisation
Certains types de nanostructures peuvent être auto-organisés par l’interaction entre des atomes, des
molécules ou des nano-particules. Citons un exemple de la fabrication de boîtes quantiques d’InAs [435] :
On dépose d’abord par EJM une fraction de monocouche d’InAs sur un substrat de GaAs. Après un temps
de diffusion, des îlots de très petite taille peuvent s’auto-organiser. On dépose alors une couche épaisse de
GaAs pour recouvrir les îlots déjà stabilisés. L’avantage de cette technique est de promouvoir assez finement
la fabrication de nanostructures spécifiques sans avoir à les construire ‘à la main’ atome par atome. Le point
délicat est de savoir bien contrôler l’uniformité de taille et de distribution spatiale des îlots. Par des voies
chimiques ou biologiques, des objets auto-organisés peuvent aussi être obtenus à l’échelle nanométrique
[436, 437]. L’exploitation de ces phénomènes est très prometteuse, du fait que l’auto-organisation peut
avoir lieu non seulement pour créer des nano-particules mais aussi pour aider à assembler des molécules
ou des particules sur d’autres types de matériaux. Des expériences récentes ont démontré la possibilité de
fabriquer des transistors quantiques basés sur des nano-tubes de carbone [438] ou des chaînes de molécules
entre deux électrodes métalliques [439].
14.2 Propriétés électroniques et optiques
14.2.1 Semiconducteurs massifs
Les semiconducteurs cristallins sont composés d’atomes d’un ou plusieurs types d’éléments de la clas-
sification périodique du groupe VI (Si, Ge), III et V (GaAs, InP, GaN, etc.), ou II-VI (CdS, ZnTe, etc.). Les
liaisons covalentes entre les atomes forment une structure de bandes d’énergies dans laquelle la bande de
valence (BV), qui est complètement remplie par les électrons à 0 K, et la bande de conduction (BC), qui est
vide mais peut accueillir des électrons, forment une bande interdite (le gap). Les propriétés électroniques
et optiques d’un semiconducteur sont déterminées essentiellement par la structure de bande et notamment
la partie de la structure de bande au voisinage du gap [440]. Pour un semiconducteur du gap direct, la BC
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et la BV sont représentées en première approximation par deux paraboles (fig. 14.1),
Ec = Eg +
~
2k2e
2me
; Eν = 
~
2k2h
2mh
; (14.1)
où Eg est l’énergie du gap, ke;h et me;h sont respectivement les vecteurs d’onde et les masses effectives
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FIG. 14.1: Représentation schématique de la bande de valence (BV) et de la bande de conduction (BC) au
voisinage du gap d’un semiconducteur à gap direct.
de l’électron (e) et du trou (h) (quasi-particule de charge positive décrivant l’absence d’un électron dans la
BV).
En présence de défauts en dopage, il peut apparaître des niveaux d’énergie supplémentaires dans la
bande interdite. Un semiconducteur est riche en donneurs (électrons) si le dopage est de type n ou riche
en accepteurs (trous) si le dopage est de type p. La population des électrons et des trous dans la BC et la
BV dépend de la concentration du dopage et de la température. A 0 K, toutes les bandes en dessous d’un
certain niveau d’énergie (niveau de Fermi) sont occupées. A plus haute température, certains électrons
passent dans la BC, augmentant ainsi la conductivité du semiconducteur.
L’interaction coulombienne entre un électron et un trou donne naissance à une nouvelle quasi-particule,
l’exciton, qui est équivalente dans un premier ordre d’approximation à un système hydrogénoïde dans un
milieu diélectrique. Les niveaux d’énergie d’un exciton sont décrits par la relation suivante :
Eexn (K) = Eg 
Eb
n2
+
~
2K2
2Mex
; (n = 1;2; : : : ) ; (14.2)
où Eb = R0(µex=m)(ε=ε0)2 est l’énergie de liaison de l’exciton (R0 = 13:6eV), K est le vecteur d’onde
du centre de masse, Mex et µex sont respectivement la masse effective totale et la masse effective réduite
de l’exciton (1=µex = 1=me +1=mh); (Mex = me +mh) ; ε0 et ε sont respectivement les constantes diélec-
triques du vide et du semiconducteur.
14.2.2 Réponse optique
La réponse optique d’un semiconducteur se traduit par des transitions inter-bandes et des transitions
intra-bandes [440]. La probabilité de transition est calculée selon la règle d’or de Fermi :
Pi! f =
2pi
~
j< f jP ji > j2 δ(E f  Ei~ω) ; (14.3)
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où P représente une perturbation harmonique de l’interaction matière-rayonnement; ji > et j f > sont les
fonctions d’onde d’un état initial et d’un état final ; ~ω est l’énergie du photon. Le signe « + » indique une
absorption et « - » l’émission d’un photon.
Pour une transition directe entre la BV et la BC, la probabilité de transition est donnée par
Pck!νk =
2pi
~

eA0
mc
2
jεˆ Mcν(k)j2δ(Ec(k) Eν(k)~ω) ; (14.4)
où A0 est l’amplitude du potentiel vectoriel du champ électromagnétique, εˆ la direction du vecteur polari-
sation ; Mcν(k) =< ckjpjνk > est l’élément de matrice de moment cinétique (p), jck > et jνk > étant les
fonctions d’onde de la BC et la BV.
Pour une transition excitonique, la probabilité de transition est caractérisée par la force d’oscillateur de
l’exciton, où
f = 2
m~ω
1
pia30
2V jhuνjεˆ pjucij2 ; (14.5)
où m est la masse de l’électron, a0 = aB(m=µex)(ε=ε0)2 est le rayon de Bohr effectif de l’exciton (aB =
0:053 nm), V est le volume du cristal, juνi et juci sont respectivement les fonctions de Bloch de la BV et la
BC.
Du fait que la propagation d’un exciton crée un champ de polarisation, du couplage entre ce champ de
polarisation et le champ électromagnétique de l’onde incidente résulte des nouveaux modes de propagation,
les polaritons. D’après les équations de Maxwell et la relation D = ε(ω)E, on obtient,
K2c2
ω2
= ε∞ +
4piβω20
ω20 ω
2
+~K2=Mex  iωΓ
; (14.6)
où ω0 est la fréquence de résonance de l’exciton ; Γ est le paramètre d’élargissement de l’exciton; β est
relié à la force d’oscillateur par β = f (e2=mω20 V ). La solution de l’équation 14.6 détermine les courbes de
dispersion du polariton.
Macroscopiquement, la réponse optique est décrite par la constante diélectrique du matériau,
ε = ε1 + iε2 (14.7)
ε1 = n
2
 κ2 et ε2 = 2nκ (14.8)
où n est l’indice de réfraction et κ le coefficient d’extinction du milieu. Le spectre d’absorption est calculé
à partir de κ
I = I0e αd; α =
2ω
c
κ ; (14.9)
où d est l’épaisseur de l’échantillon. Le spectre de réflectivité est donné par
R =
(n 1)2+κ2
(n+1)2+κ2
: (14.10)
La description microscopique du coefficient d’absorption est obtenue à partir de l’équation (14.4),
α(ω) =
4pi2e2
nm2cω ∑cν
Z
ZB
2dk
(2pi)3
jεˆ Mcν(k)j2δ(Ec(k) Eν(k) ~ω) ; (14.11)
dont on déduit la partie imaginaire de la fonction diélectrique ε2(ω). Selon la relation de Kramers-Kronig,
on peut calculer aussi la partie réelle de la fonction diélectrique ε1(ω). Comme l’élément de matrice du
moment cinétique Mcν(k) est une fonction de variation lente, le coefficient d’absorption et la fonction
diélectrique dépendent explicitement de l’intégrale suivante,
Jcν(ω) =
Z
ZB
2dk
(2pi)3 jεˆ Mcν(k)j
2δ(Ec(k) Eν(k) ~ω) : (14.12)
Cette intégrale porte le nom de densité d’états conjointe. Au voisinage du gap d’un semiconducteur de gap
direct, elle est proportionnelle à (~ω Eg)1=2.
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14.2.3 Semiconducteurs nanostructurés
Dans un semiconducteur de faible dimensionnalité (2D, 1D et 0D), les électrons et les trous sont confi-
nés, et leurs niveaux d’énergies sont quantifiés. Par conséquent, leurs propriétés optiques sont très diffé-
rentes de celles des semiconducteurs massifs (3D) [441, 442].
Commençons par des structures bi-dimensionnelles (2D). Dans une couche mince de GaAs entouré
d’AlxGa1 xAs, la différence de niveau entre leurs BC et BV au voisinage du gap se traduit par un puits
de potentiel. Lorsque l’épaisseur de la couche de GaAs est grande devant le rayon de Bohr de l’exciton
(L > a0), la quantification du centre de masse de l’exciton domine par rapport à celle des électrons et des
trous. L’équation (14.2) devient
Eexn;N = Eg 
Eb
n2
+
~
2pi2
2MexL2
N2; (n = 1;2; : : : ; N = 1;2; : : : ) : (14.13)
N définit le nombre quantique des niveaux d’énergie. Dans le cas où L< a0, la quantification du mouvement
des électrons et des trous est plus importante, résultant en deux séries de sous bandes [441] (fig. 14.2),
Enec =Eg +n
2
e
pi2~2
2meL2
+
~
2kke
2
2me
; (ne = 1;2;3; : : :) (14.14)
Enhν = n2h
pi2~2
2mh?L2
 
~
2kkh
2
2mhk
; (nh = 1;2;3; : : :) (14.15)
BC
BV
Eg
E nc e
E nν h
FIG. 14.2: Représentation schématique des sous bandes de la BV et la BC d’un puits quantique le long de
(a) et perpendiculairement à (b) la direction de croissance.
où kke;h représente les vecteurs d’onde dans le plan des électrons et des trous, mh?(k) sont les masses
effectives des trous perpendiculairement (parallèlement) au plan.
Les fonctions d’onde des électrons et des trous s’écrivent
Ψe;h(r) =
1
p
V
χe;h(z)eik
k
e;hrkucke;h(r) ; (14.16)
où ucke;h(r) sont les fonctions de Bloch (oscillation périodique rapide) ; χe;h(z) sont les fonctions enveloppes
de l’électron et du trou (oscillation relativement lente). Par approximation, la probabilité d’une transition
inter-bande est proportionnelle au carré du recouvrement de la fonction enveloppe de l’électron et du trou,
soit,
ηeh ∝




Z
χe(z)χh(z)dz




2
: (14.17)
Cette probabilité de transition augmente lorsque la largeur du puits diminue et elle est d’autant plus grande
que la dimensionnalité de la structure diminue. Comme la densité d’états dépend elle aussi de la dimen-
sionnalité de la structure, on attend des effets optiques non linéaires spectaculaires à faible dimensionnalité
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(fig. 14.3). Dans ce cas, l’énergie de liaison et la force d’oscillateur d’un exciton augmentent considérable-
ment, ce qui favorise encore les transitions excitoniques et les effets optiques non linéaires.
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FIG. 14.3: Représentation schématique de la structuration à 0, 1, 2, 3 dimensions et leurs densités d’états
sans (lignes continues) et avec (lignes discontinues) effet non-linéaire.
La structuration d’un semiconducteur permet de confiner non seulement les modes électroniques mais
aussi les modes optiques. Dans une microcavité quantique, par exemple, les puits ou les boîtes quantiques
sont placés judicieusement dans un résonateur de Fabry-Pérot composé de deux miroirs de Bragg. Tout
comme dans un système atomique confiné dans une cavité métallique, les problèmes de l’électrodynamique
quantique sont étudiés systématiquement [442]. En particulier, l’interaction résonnante entre les excitons du
puits et les photons de la cavité Fabry-Pérot peut être intensifiée ou totalement inhibée selon les parités des
deux modes en interaction. L’extension du concept a été poussée vers une nanostructuration à trois dimen-
sions. Un nouveau type de matériau, les cristaux photoniques, a été étudié plus récemment [382,442,443].
L’idée originale est de former une structure dans laquelle la propagation de photons est strictement interdite
dans toutes les directions pour un intervalle de fréquence donné. Supposons que cette bande photonique
interdite couvre l’énergie de la transition électronique fondamentale entre la BC et la BV d’un semicon-
ducteur, la recombinaison radiative ou l’émission de photons ne sera plus possible (fig. 14.4). Évidement,
cette façon de contrôler l’émission spontanée est très séduisante ; elle permet non seulement d’améliorer
la performance de dispositifs existants mais aussi de créer certaines nouvelles fonctionnalités à l’échelle
microscopique (résonateurs, guides d’onde, etc.). De ce point de vue, la recherche et l’application des
cristaux photoniques devraient être considérées comme un axe privilégié pour la spectroscopie optique en
champ proche.
14.3 Spectroscopie optique conventionnelle
14.3.1 Transmission, réflexion, luminescence, et photoconductivité
La spectroscopie mesure la réponse optique d’un milieu en fonction de la longueur d’onde [444]. En
transmission ou en réflexion, les mesures s’effectuent avec une source, un spectromètre, et un système
de détection photosensible. Afin de déterminer une structure de bande d’un semiconducteur massif, la
réflectivité est souvent mesurée sur une large bande spectrale. La transmission est plus intéressante pour
des études au voisinage du gap. Dans ce cas, il est nécessaire de travailler avec un échantillon aminci et à
basse température pour une meilleure résolution spectrale.
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FIG. 14.4: Inhibition de la recombinaison radiative (gauche) par une bande interdite d’un cristal photo-
nique (droite).
En luminescence, l’excitation peut se faire avec plusieurs types de sources, soit un faisceau laser (pho-
toluminescence), soit un faisceau d’électrons focalisé (cathodo-luminescence), ou encore un courant élec-
trique (électro-luminescence). En photo-luminescence, les mesures sont réalisées à longueur d’onde fixe
ou variable. On obtient dans le premier cas des spectres de photo-luminescence et dans le deuxième cas
des spectres d’excitation.
Pour une transition entre la BV et la BC, l’excitation fait passer un électron dans la BC en laissant
un trou dans la BV. Deux voies sont possibles pour que cet électron revienne dans son état initial : l’une
radiative et l’autre non-radiative. Une transition radiative se traduit par l’émission d’un photon. Avant
l’émission, l’électron et le trou subissent un processus de relaxation très complexe, caractérisé par leurs
temps de relaxation. Tenant compte de la distribution thermique des porteurs et des densités d’états de la
structure de bande, les transitions fondamentales sont plus faciles à observer en luminescence.
La photoconductivité est une autre technique de spectroscopie qui mesure le courant créé dans une
structure semiconductrice. Considérons une jonction p  n ou p  i  n. Au moment de la formation de
jonction, les électrons diffusent vers la partie dopée p et les trous vers la partie dopée n. A l’équilibre
une barrière de potentiel se forme qui ne laisse plus passer les électrons ou les trous. Il n’y a donc pas
de courant à la sortie de la jonction. Sous l’effet du rayonnement, des électrons et des trous se créent et
ils diffusent vers la partie dopée p et la partie dopée n, respectivement. En régime permanent, la diffusion
de ces porteurs minoritaires donne un courant électrique dont la densité est calculée selon l’équation de
Schottky [444, 445],
j = jn(xp)+ jp(xn) = js[exp(eV=kBT ) 1℄
js =eDp pn0Lp +
eDnnp0
Ln
;
(14.18)
où pn0(np0) est la densité de trous (électrons) dans la partie dopée n (p). Dp(Dn) et Lp(Ln) sont le coefficient
et la longueur de diffusion de ces porteurs minoritaires.
En fonction de la longueur d’onde de l’illumination, la photoconductivité peut varier sensiblement.
La spectroscopie de photoconductivité permet donc d’étudier quantitativement la réponse optique d’une
jonction p n ou p  i n.
14.3.2 Polarisation, intensité, temps, et modulation externe
La sensibilité d’une spectroscopie optique dépend non seulement de la configuration utilisée, mais aussi
de nombreux autres facteurs : la polarisation, l’intensité d’excitation, l’intervalle de temps entre la détection
et l’excitation, et éventuellement les perturbations externes.
Pour une nanostructure semiconductrice, l’effet de l’anisotropie est souvent important à cause du chan-
gement de symétrie. Dans un fil quantique, par exemple, la réponse optique varie beaucoup entre pola-
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risation parallèle et perpendiculaire (aux fils). Elle dépend également de l’intensité d’excitation. Du fait
que les densités d’états des nanostructures sont singulières, l’effet de remplissage est facile à observer et
il en est de même pour le processus de relaxation. D’une façon générale, la probabilité de transition dans
une nanostructure est plus grande que celle dans le semiconducteur massif à cause du confinement. Les
techniques résolues en temps permettent d’étudier ces phénomènes quantitativement. Enfin, en présence
d’une perturbation externe (champ électrique, magnétique, etc.) la réponse optique d’une nanostructure est
plus sensible par rapport à celle d’un semiconducteur massif. Sous un champ électrique, par exemple, le
potentiel d’un puits quantique ainsi que la distribution de porteurs dans le puits sont changés, conduisant à
une variation remarquable du spectre de l’électroluminescence ou de la photoconductivité.
14.4 Spectroscopie optique locale
14.4.1 Spectroscopie locale en champ lointain
En champ lointain, la résolution spatiale est limitée par la diffraction. Dans le meilleur de cas, une
résolution de l’ordre de 1 µm est possible avec un faisceau laser bien focalisé. Il s’agit de spectroscopies
à balayage, soit de la tache laser soit de l’échantillon. Les résultats peuvent donc être présentés soit par
une série de spectres à certaines positions choisies soit par une série d’images pour certaines longueurs
d’ondes spécifiques. En spectroscopie locale, il est nécessaire d’optimiser la sensibilité du système de dé-
tection et souvent de travailler à basse température. L’expérience de micro-spectroscopie en champ lointain
est relativement simple par rapport à celle du champ proche dont la difficulté majeure consiste à contrô-
ler la distance pointe-échantillon. Cependant, même en champ lointain relativement peu d’expériences ont
été menées : la micro-photoluminescence en champ lointain a été utilisée pour étudier les problèmes d’in-
homogénéité de la taille et de la distribution des boîtes quantiques de GaAs=AlxGa1 xAs [446] ou des
propriétés physiques d’une boîte quantique isolée d’InAs [435]. Une expérience très intéressante a été
réalisée par L. Landin & al. qui ont utilisé cette technique pour étudier l’interaction entre les électrons
confinés dans une seule boîte quantique en fonction de l’intensité d’excitation [447]. Il faut noter que ces
expériences ne sont possibles que si la densité de surface des boîtes est très faible. En micro-réflectivité,
l’expérience peut se faire avec un microscope optique conventionnel et un monochromateur. En illuminant
l’échantillon avec un objectif du microscope et projetant son image sur une fente du monochromateur à la
sortie du microscope, il est possible d’observer l’apparition d’une bande interdite dans des cristaux photo-
niques bi-dimensionnels de GaAs [448] ou tri-dimensionnels de Si [449]. Par analogie, B. Koopmans & al.
ont utilisé la micro-photoréflectance pour observer sur la tranche des structures très fines d’un sandwich
GaAs=AlxGa1 xAs [450].
14.4.2 Intérêts du champ proche
La plupart des expériences de spectroscopie optique en champ proche ont été réalisées avec une pointe
de fibre optique métallisée, placée très près de la surface de l’échantillon [23, 373]. La pointe est utilisée
comme une source si la lumière est injectée par l’autre extrémité de la fibre (mode illumination) ou une
sonde locale si la lumière est collectée par cette pointe (mode collection). Dans la pratique, le signal collecté
par la pointe ou l’intensité d’excitation de la lumière émise par la pointe est limitée par la faible taille
d’ouverture de la pointe. Dans certains cas et notamment dans le cas où la pointe est utilisée à la fois pour
l’illumination et la collection, on préfère élargir l’ouverture de la pointe pour retrouver un bon compromis
entre la résolution et la sensibilité de détection.
En mode illumination, une grande partie de l’énergie à la sortie de la pointe est localisée au voisinage de
son ouverture (ondes évanescentes). Une faible distance entre la pointe et l’échantillon permet un transfert
de l’énergie du champ électromagnétique de l’un à l’autre par effet tunnel [126]. Notons que dans la plupart
de cas, les structures quantiques de semiconducteurs sont localisées tout près de la surface de l’échantillon,
ce qui est nécessaire pour une bonne efficacité du couplage.
Considérons maintenant un modèle très simple (2D) sans tenir compte du couplage entre la pointe et
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l’échantillon : à la sortie de la pointe (z = 0), la distribution de l’intensité lumineuse dans le plan s’écrit :
I(x;z = 0) ∝ exp [  x
2
2a2
℄ ; (14.19)
où a est la taille d’ouverture de la pointe. Les modules du champ électrique dans l’espace réel et l’espace
de Fourier sont alors,
E(x;z = 0) ∝exp [  x
2
4a2
℄; (14.20)
E(qx) ∝exp [ a2q2x ℄ (14.21)
où qx est la projection du vecteur d’onde dans le plan qui ne devrait pas changer lorsque la lumière passe
à travers la surface de l’échantillon. Une onde est évanescente (propagative) si jqxj> q0 (jqxj< q0) (q0 =
2pi=λ). A cause du changement de l’indice de réfraction, les distances d’atténuation des ondes évanescentes
dans un semiconducteur sont plus faibles que dans le vide.
Pour une excitation propagative, jqxj est négligeable devant les vecteurs d’ondes électroniques dans le
plan d’un puits quantique (kke et kkh). Ainsi, une transition inter-bande directe se caractérise par k
k
e = kkh
(transition verticale). Sinon, pour une excitation évanescente, jqxj n’est plus négligeable devant kke et kkh,
ce qui permet des transitions non verticales et par conséquent, une augmentation considérablement de la
probabilité de transition globale. Par ailleurs, les règles de transition sont modifiées pour une transition
non verticale. Pour une transition verticale, la probabilité de transition est proportionnelle au carré du
recouvrement des fonctions d’ondes électron-trou,
ηeh ∝




Z L
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nepiz
L

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L

dz




2
(14.22)
et seules les transitions ∆n = ne nh = 0 sont permises. Par contre, pour une excitation évanescente, il faut
tenir compte de la variation lente du champ électromagnétique. La probabilité de transition est alors reliée
au terme suivant
ηeh ∝
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2
(14.23)
et les transitions ∆n 6= 0 deviennent aussi possibles.
14.4.3 Spectroscopie des puits, des fils et des boîtes quantiques
La spectroscopie optique en champ proche est devenue un outil performant pour étudier des structures
quantiques semiconductrices. En particulier, les techniques de photo-luminescence en champ proche sont
très puissantes pour étudier les problèmes de l’hétérogénéité, de la distribution de taille des boîtes quan-
tiques, et des effets optiques non linéaires. Dans la pratique, trois configurations (illumination, collection et
hybride) sont possibles pour étudier ces problèmes, présentant chacune ses avantages. Dans le mode illu-
mination, l’excitation s’effectue dans une zone très localisée (fig. 14.5). Les électrons et les trous créés sous
la pointe diffusent rapidement vers l’extérieur dans une zone plus large. Les signaux collectés en champ
lointain sont dus aux recombinaisons d’électrons-trous diffusés dans cette zone. Avant la recombinaison,
les électrons et les trous subissent un processus très complexe de diffusion, de collision et de relaxation.
Le spectre de photoluminescence est riche en informations. Des mesures résolues en temps en mode illu-
mination, par exemple, devraient permettre une détermination plus fine. En mode collection, l’excitation
est homogène pour un spot laser relativement grand et le signal détecté est lié directement aux proprié-
tés d’émission locales des structures situées sous la pointe. Dans ce cas, une étude approfondie des effets
physiques linéaires ou non linéaires est possible et plus pertinente.
La première expérience en champ proche sur les puits quantiques a été effectuée en 1993 par H. Hess &
al. Elle a consisté à étudier les recombinaisons excitoniques dans un puits quantique de GaAs=AlxGa1 xAs
[451]. Le mode illumination a été choisi pour mettre en évidence l’hétérogénéité de la structure. Comme
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FIG. 14.5: Illustration d’une comparaison entre le mode illumination et le mode hybride.
dans un puits quantique, la fluctuation d’une ou deux couches atomiques en épaisseur, joue un rôle im-
portant. On observe souvent en champ lointain plusieurs raies d’émission très proches les unes des autres.
En champ proche, il est possible d’identifier l’origine de ces émissions. L’expérience de H. Hess & al. a
confirmé la localisation des excitons à différentes endroits du puits à cause de la fluctuation d’épaisseur
(fig. 14.6). Cette étude a été reprise par plusieurs groupes, en mode collection, pour d’autres types de
structures à plus faible dimensionnalités. Citons, par exemple, les expériences effectuées sur des fils et des
boîtes quantiques de GaAs par reprise d’épitaxie [452, 453], des boîtes quantiques de GaAs par gravure
ionique réactive [454], des boîtes quantiques de GaAs par croissance sélective [455], des boîtes quantiques
de CdSe auto-organisées [456], et des boites quantiques auto-organisées d’InGaAs à basse température [23]
et température ambiante [457].
Le spectre de photo-luminescence dépend fortement des détails de la structure à étudier et de la lon-
gueur d’onde d’émission, G. Vander Rhodes & al. ont mis clairement en évidence la dépendance en ex-
citation du mode de confinement optique pour un laser semiconducteur d’émission de surface à cavité
verticale [458]. La photo-luminescence en champ proche a été aussi utilisée pour étudier les problèmes de
rugosité et d’inhomogénéité de couches minces de GaInP [459], de GaN [460] et d’InGaN [461] préparées
par différentes techniques de dépôt ou de croissance épitaxiale.
14.4.4 Spectroscopie des structures jonction p-i-n et diodes lasers
Dans la fabrication de diodes lasers, les puits quantiques sont largement utilisés pour leurs très grands
effets non linéaires. Pour obtenir un bon confinement optique, les puits sont souvent placés dans une couche
ou multicouche spécifique, enfermée par une couche dopée n, et une autre couche dopée p (jonction
p  i  n). L’injection des électrons et des trous s’effectue par un courant électrique. La recombinaison
entre ces électrons et trous dans les puits quantiques conduit à l’émission de photons. A faible courant
d’injection, l’émission spontanée est dominante. Lorsque le courant dépasse un certain seuil, l’émission
stimulée devient plus importante et l’effet laser peut avoir lieu. Pour obtenir une meilleure performance et
notamment un plus faible seuil du courant, il est possible de travailler avec des boîtes quantiques au lieu
des puits en raison de leurs effets non linéaires encore plus grands. En revanche, l’utilisation de cristaux
photoniques devrait permettre une nouvelle ingénierie dans un spectre plus large. En tous cas, il est im-
portant de faire la spectroscopie des raies d’émission et des modes du confinement optique à l’intérieur et
à la sortie du dispositif. C’est ici que la spectroscopie optique en champ proche apporte des informations
supplémentaires par sa haute résolution spatiale.
Deux types de mesures ont été effectuées. Commençons d’abord par la photoconductivité. La pre-
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FIG. 14.6: Spectres et images de photoluminescence d’un puits quantique GaAs enregistrés en champ
proche et en mode illumination. Reprinted with permission from [451]. c 1994, American Association for
the Advancement of Science.
mière expérience a été réalisée par S. Buratto & al. en 1994 sur une jonction p  i  n InP contenant des
multi-puits quantiques InGaAsP [462, 463]. La jonction est éclairée par un laser He Ne pour créer des
porteurs dans les parties dopées d’InP. Les mesures de photoconductivité à différents endroits de la sor-
tie de jonction ont été enregistrées, démontrant une résolution spatiale 5 fois supérieure à celle du champ
lointain. Ces mesures donnent de nombreuses informations concernant l’hétérogénéité de la croissance, la
distribution des défauts, etc. La photoconductivité en champ proche est aussi une très bonne méthode pour
étudier d’autres types de structures quantiques. B. Goldberg & al. ont développé une étude systématique
sur un échantillon contenant plusieurs puits quantiques de GaAs séparés par des barrières d’AlxGa1 xAs de
différentes épaisseurs [464, 465] (fig. 14.7).
En variant l’énergie d’excitation, la distance entre la pointe et l’échantillon et la position latérale de la
pointe, ils ont mis en évidence l’importance de l’excitation évanescente. Avec une structure de photodiode
Schottky (grilles métalliques sur un substrat de GaAs dopé n), K. Karrai & al. ont déterminé d’une manière
très précise les longueurs de diffusion des porteurs minoritaires [466]. La même technique a été aussi
utilisée par S. Davy & al. du groupe de Besançon pour étudier la réponde d’une structure Au=GaAs à 1;3 µm
[467]. Enfin, la technique de photoconductivité a été utilisée pour développer une étude très approfondie
des jonctions planaires avec deux types d’orientations de GaAs dopés Si sélectivement [463, 468].
Les hétéro-jonctions ou les diodes lasers peuvent être aussi étudiées par la spectroscopie d’électrolumi-
nescence. En effet, W. Herzog & al. ont étudié la divergence et la taille du faisceau laser d’un diode laser
d’InGaAs en champ proche et en champ lointain, démontrant l’existence d’une corrélation entre la distri-
bution du champ électromagnétique et la structure détaillée du dispositif [469]. D. Young & al. ont obtenu
des images d’électro-luminescence d’une diode laser d’InGaN en fonction du courant d’injection [470].
On observe cette fois une variation très sensible de la distribution des modes optiques en fonction du cou-
rant d’injection. Afin d’obtenir un spot laser de très petite taille en champ proche, A. Partovi & al. ont
fabriqué un masque métallique sur la face d’émission d’un diode laser [471]. Par des mesures en champ
proche et en champ lointain avec des trous de très petite taille sur le masque, ils ont établi une relation
intéressante entre la taille du trou et l’intensité. Enfin, R. Bachelot & al. du groupe de Troyes ont appliqué
la technique de pointe sans ouverture pour observer l’émission laser d’un diode AlxGa1 xAs [340, 472].
Leurs résultats montrent aussi un bon accord entre l’expérience et la théorie tant pour l’émission stimulée
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FIG. 14.7: Configuration et spectre de photoconductivité en champ proche des puits quantiques GaAs
intégrés dans une jonction p-i-n.
que pour l’émission spontanée.
14.4.5 Autres exemples d’application
Les techniques de microscopie optique en champ proche sont aussi un bon moyen pour caractériser les
guides d’onde de semiconducteurs. H. Jackson & al. ont développé une série d’études sur le confinement
du champ électromagnétique autour d’un guide d’onde [380,473]. R. Decca & al. ont étudié la dépendance
en polarisation du confinement du champ électromagnétique d’une structure fine d’AlAs enfermée dans un
substrat de GaAs [474]. Les expériences de D. Tsai & al. ont montré qu’il est possible de déterminer une
variation de l’index de réfraction de très faible contraste d’un guide d’onde sans relief avec un microscope
optique en champ proche [475].
Enfin, D. Mulin & al. de l’équipe de Besançon ont développé une étude sur le problème de transfert
d’énergie par ondes évanescentes dans une structure optique guidée [384]. Ils ont mis en évidence, par
exemple, une dépendance en longueur d’onde d’excitation (fig. 14.8) (voir également fig.11.18 et 11.19
du chapitre 11 de ce livre). Cette technique est particulièrement intéressante pour étudier certaines nou-
velles fonctionnalités des structures photoniques telles que l’effet de super-prisme, de spot-convertisseur,
de micro-résonateur de cristaux photoniques, etc. [476–478].
14.5 Conclusion et perspectives
La spectroscopie optique en champ proche est une méthode d’analyse des semiconducteurs nanostruc-
turés reconnue. L’utilisation possible en optoélectronique lui offre un champ d’investigation important. Cet
exposé a montré que si les techniques de cette micro-spectroscopie sont très riches en configurations et en
effets à étudier, beaucoup reste à faire. Actuellement, la physique et l’ingénierie des nanostructures de se-
miconducteurs sont à la frontière de nanosciences et nanotechnologies. Les sujets d’étude dans ce domaine
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FIG. 14.8: Configuration de la microscopie et la spectroscopie en champ proche d’une structure optique
guidée.
sont nombreux et très motivants (les structures optique guidée, les cristaux photoniques, les systèmes hy-
brides semiconducteurs, magnétiques et organiques, etc). Les observations faites sur ces structures seront
d’autant meilleures que les méthodes du champ proche pourront être plus fiables et simples. Ces études
requièrent encore de nombreux développements parmi lesquels la fiabilité des méthodes de champ proche
et la nécessité d’analyses théoriques poussées.
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Chapitre 15
Magnéto-optique et champ proche
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15.1 Introduction
Les effets magnéto-optiques, dont la découverte par Michael Faraday remonte à 1845, ont fait l’objet
d’études intrinsèques avant de faire partie de la panoplie des outils de caractérisation couramment utilisés
dans les laboratoires de magnétisme. L’intérêt qu’ils suscitent s’est encore accru au cours des dernières
décennies avec la course vers les très hautes densités de stockage de l’information au moyen de matériaux
magnétiques. En effet, les effets magnéto-optiques sont couramment utilisés lors de la caractérisation et
pour la lecture des bits sur certains supports qui ont même atteint le stade des applications industrielles
destinées au grand public sous la forme de disques réenregistrables (par exemple, Minidisk R de Sony).
L’évolution vers des densités d’enregistrement encore plus élevées peut passer par les progrès de la
lithographie et par les techniques de champ proche. Parmi celles-ci, celle de la microscopie optique à
champ proche suscite un intérêt grandissant de la part des laboratoires s’intéressant aux applications.
15.2 Notions de magnétisme
L’objectif de ce paragraphe est de familiariser le lecteur avec le vocabulaire de base et avec quelques
grandeurs caractéristiques en magnétisme. Pour un approfondissement des connaissances on se reportera
à des ouvrages spécialisés (par exemple [479]).
Pour certains matériaux, ferromagnétiques en particulier, un moment magnétique est une quantité ma-
croscopique, mesurable directement grâce aux courants électriques qu’il induit lors de ses variations en
intensité ou localisation. A partir de la mesure d’un échantillon macroscopique, on peut déduire le moment
magnétique atomique. Celui-ci peut être attribué à l’électron (moment magnétique de spin µs) et/ou au
mouvement orbital de celui-ci autour du noyau (moment magnétique orbital µl). Ces deux contributions,
dont les valeurs sont quantifiées, interagissent avec une énergie de couplage El:s telle que :
El:s = λ l:s (15.1)
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où l et s sont les moments cinétiques orbital et de spin respectivement et λ le facteur de proportionnalité.
C’est le couplage spin-orbite.
Un matériau diamagnétique n’est constitué que d’atomes non magnétiques mais un moment macrosco-
pique M (faible) est induit par un champ magnétique appliqué et il est opposé au champ qui l’a créé et qui
modifie le mouvement orbital des électrons. Le moment macroscopique résultant M a une direction et un
sens : c’est le vecteur aimantation, défini sur un élément de volume.
Un moment peut aussi exister spontanément, en l’absence de champ appliqué ; si, pour un grand nombre
d’atomes, aucune direction ou sens ne sont privil égiés, le moment macroscopique résultant est nul : le
matériau est paramagnétique. Un champ appliqué aligne les moments élémentaires et fait apparaître un
moment résultant M dans le sens du champ. Des interactions entre moments voisins peuvent conduire les
moments à s’aligner :
– parallèlement les uns avec les autres (interactions d’échange positives, M 6= 0)
– ou antiparallèlement (interactions d’échange négatives, M = 0) .
Les matériaux sont respectivement ferromagnétiques ou antiferromagnétiques.
Comme un matériau antiferromagnétique, un matériau ferrimagnétique est constitué de sous-réseaux
d’aimantations de signes opposés. Mais, dans ce cas, ces aimantations ne se compensent pas exactement
et il en résulte une aimantation spontanée. Une région de matériau ferro- ou ferrimagnétique présentant
un tel parallélisme sans champ appliqué est un domaine magnétique ou domaine de Weiss. La zone inter-
médiaire de rotation des moments entre deux domaines est une paroi. Le parallélisme des moments est
favorisé par un minimum de l’énergie d’anisotropie dont l’expression dépend, à une température donnée,
essentiellement de la configuration cristalline du matériau, de sa forme et des contraintes induites. L’ai-
mantation d’un ferromagnétique s’annule à la température de Curie, celle d’un antiferromagnétique à la
température de Néel. Pour des températures supérieures, le désordre des moments qui s’établit correspond
au paramagnétisme.
Les matériaux ferromagnétiques concentrent l’essentiel de l’intérêt car leurs applications sont nom-
breuses. Celles-ci tiennent à leurs propriétés soit de bistabilité, soit de concentration de flux, soit à leurs
propriétés dipôlaires magnétiques. La courbe représentant l’évolution de l’aimantation M en fonction du
champ magnétique appliqué H montre quelques grandeurs essentielles dans les processus d’aimantation
des matériaux ferromagnétiques.
On considère un échantillon ferromagnétique dans lequel le vecteur aimantation est porté spontanément
par une direction fixe déterminée. Cette direction est dite direction de facile aimantation, la direction per-
pendiculaire étant par conséquent la direction de difficile aimantation. Diverses causes (symétrie cristalline,
contraintes, forme de l’échantillon) contribuent à cette propriété d’anisotropie. Lorsque le champ extérieur
est appliqué parallèlement à la direction de facile aimantation, la courbe M(H), dite courbe d’hystérésis,
met en évidence la bistabilité : à champ nul, il subsiste une aimantation rémanente Mr qui peut prendre deux
valeurs opposées selon que l’on revient de l’état de saturation obtenu pour H positif ou négatif (fig. 15.1).
Le caractère irréversible du retournement de l’aimantation se traduit par un effet de retard et est mesuré par
le champ appliqué au moment du retournement par propagation des parois ou champ coercitif Hc. Le signe
de la valeur de l’aimantation à saturation Ms dépend de celui du champ appliqué correspondant. Pour un
champ appliqué dans la direction difficile, on perd beaucoup sur la propriété de coercitivité. Le retourne-
ment d’aimantation devient un processus essentiellement réversible de rotation cohérente des moments.
Certains matériaux ont un champ coercitif élevé : ce sont des matériaux durs dont font partie les aimants
permanents. Les matériaux doux, à faible champ coercitif, sont très utilisés en électrotechnique (tôles de
transformateur).
La terminologie propre aux effets magnéto-optiques sera précisée plus loin au paragraphe 15.4.
15.3 Intérêt de la magnéto-optique en champ proche
15.3.1 Au laboratoire
En préambule, il est bon de rappeler qu’un microscope optique en champ proche donne d’abord des
images topographique et optique avant de donner éventuellement une imagerie magnéto-optique.
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FIG. 15.1: Courbe d’aimantation M(H) d’une couche de TbFeCo selon la direction perpendiculaire au
plan de la couche, Mr aimantation rémanente, Hc champ coercitif.
Le magnétisme, comme d’autres disciplines de la Physique, évolue vers des entités de taille de plus
en plus réduite. Les motivations de cette évolution sont essentiellement liées à la recherche destinée à
augmenter la densité d’enregistrement numérique par unité de surface (ou de volume) ou encore à mettre
au point des micro- ou nanocapteurs ou actionneurs à base de magnétisme. Le front de la recherche a
ainsi commencé par passer des matériaux massifs aux couches minces, puis ultraminces, avant de dimi-
nuer la taille des objets étudiés selon les deux autres dimensions, d’abord par l’utilisation de procédés de
microlithographie, puis, en jouant sur les propriétés particulières de croissance, par auto-organisation ou
auto-assemblage.
D’autre part, grâce à des traitements physico-chimiques spécifiques, on a aussi créé des familles de ma-
tériaux nanocristallisés, aussi bien doux que durs magnétiquement, présentant des propriétés magnétiques
exceptionnelles et intéressantes du point de vue des applications (matériaux pour l’électrotechnique, ai-
mants permanents).
Les propriétés magnétiques de ces « nouveaux » objets doivent être étudiées, de manière statistique,
bien sûr, mais aussi à l’échelle individuelle. Ainsi, une nouvelle instrumentation, en partie basée sur les
microscopies de proximité, est en plein développement (microSQUID, microsonde Hall, microscopies de
force magnétique et tunnel résolue en spin).
L’analyse magnéto-optique peut contribuer, comme c’est le cas pour des objets macroscopiques, à la
compréhension des processus d’aimantation spécifiques au niveau d’une particule ou d’un cristallite (ou
grain) élémentaire. Ainsi, avant même de parler d’imagerie, il est important de souligner que la mesure
locale présente le plus grand intérêt.
Il est à remarquer également que la variable « temps » peut être incluse dans ce type d’étude. En effet,
dans le cas de l’enregistrement par exemple, la vitesse du retournement d’aimantation limite les fréquences
d’écriture (support) et de lecture (tête).
15.3.2 Au niveau des applications
L’intérêt est évident si l’on regarde un diagramme représentant l’évolution de la densité de bits par unité
de surface en fonction du temps, par exemple dans le domaine des disques durs et des mémoires produits
par IBM (fig. 15.2). L’optique en champ proche est l’une des voies actuellement activement explorées,
susceptible de faire gagner quelques ordres de grandeur sur cette densité et les premières réalisations dans
ce domaine commencent à apparaître en concurrence avec les systèmes purement magnétiques, à base de
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FIG. 15.2: Evolution de la densité d’enregistrement en fonction du temps. D’après Ed. Grochowski, IBM
Almaden Resesarch Center. Reprinted from J. Magn. Magn. Mater., 193, D.E. Speliotis, Magnetic recording
beyond the first 100 years, pp 29–35 (1999) (with permission from Elsevier Science).
magnétorésistance ou de jonctions tunnel ou encore holographiques.
Les actionneurs ou moteurs de taille submicronique font l’objet d’une recherche appliquée très active
basée sur le phénomène de magnétostriction (variation dimensionnelle d’un matériau en fonction de son
aimantation). Les applications potentielles sont nombreuses, en particulier en biologie du fait de la taille
mais aussi à cause de la commande par un champ magnétique appliqué à distance.
15.4 Magnéto-optique en champ lointain
15.4.1 Configurations et caractéristiques des différents effets
Les effets magnéto-optiques désignent l’interaction entre une onde lumineuse et un milieu magnétique.
Celle-ci se traduit par une modification d’intensité, de polarisation ou/et de phase de la lumière transmise
ou réfléchie. On rencontre des effets magnéto-optiques avec les différents types de matériaux : dia, para,
antiferro, ferri, et ferromagnétiques. Toutefois, l’attention se concentre plus du côté des dia, ferri et ferro-
magnétiques pour lesquels le champ des applications existantes et potentielles est plus important.
On choisira de classer les principaux effets selon que l’on s’intéresse à la lumière transmise ou la
lumière réfléchie.
En transmission L’effet Faraday est un effet en lumière transmise correspondant à un vecteur propa-
gation k parallèle au vecteur aimantation M. Pour une lumière incidente polarisée rectiligne, la polarisation
de la lumière transmise est légèrement elliptique, d’ellipticité ηF , et avec le grand axe faisant l’angle ΘF
avec la direction de polarisation de la lumière incidente.
Les polarisations circulaires (g et d) sont des états propres auxquels correspondent des indices com-
plexes Ng et Nd dont les parties réelles, ng et nd , ou indices de réfraction, sont différentes et donnent lieu au
phénomène de biréfringence magnétique circulaire tandis que les parties imaginaires kg et kd , ou indices
d’absorption, également différentes engendrent le dichroïsme magnétique circulaire. Le déphasage φ entre
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lumières circulaires est tel que :
φ = 2pi(ng nd) eλ0 (15.2)
où e est l’épaisseur de matériau traversée et λ0 la longueur d’onde dans le vide. Il en résulte que :
ΘF = pi(ng nd)
e
λ0
(15.3)
L’ellipticité ηF est telle que :
ηF = tanh

pi(kg  kd)
e
λ0
 (15.4)
L’effet Voigt, également en lumière transmise, est une biréfringence magnétique rectiligne telle que le
vecteur k est perpendiculaire à M et que, en considérant, pour simplifier, un milieu optiquement isotrope,
les modes propres sont rectilignes. Il s’agit d’un effet quadratique par rapport à M (d’où l’appellation
rectiligne plus appropriée que linéaire). Il se manifeste aussi un dichroïsme magnétique rectiligne.
En réflexion (fig. 15.3) L’effet Kerr magnéto-optique se manifeste sur la lumière réfléchie par une
surface sur laquelle un vecteur aimantation peut être défini. Trois géométries fondamentales peuvent être
distinguées :
Effet Kerr polaire : équivalent en réflexion de l’effet Faraday avec une incidence normale et un vecteur
M colinéaire à k. Il se traduit, pour la lumière réfléchie, par l’angle de rotation ΘK du plan de polarisation
et par l’ellipticité ηK .
Effet Kerr longitudinal (appelé aussi parfois par les anglo-saxons méridional): l’incidence est oblique
et le vecteur M est parallèle au plan d’incidence et à la surface de matériau considérée. Un vecteur champ
électrique incident orienté parallèlement (Ep) ou perpendiculairement (Es) au plan d’incidence subit une
rotation, notée ΘK p ou ΘKs, associée à une légère ellipticité ηK p ou ηKs. Les modes propres sont des
vibrations elliptiques.
Effet Kerr transverse (ou encore équatorial): l’aimantation est perpendiculaire au plan d’incidence et
le champ électrique incident est parallèle au plan d’incidence (Ep). La lumière réfléchie est également
rectiligne selon p et son intensité dépend de la direction de M. A une inversion de M correspond une
variation de réflectivité ∆Rp. La quantité caractéristique généralement considérée est ∆Rp=Rp.
FIG. 15.3: Les configurations géométriques de l’effet Kerr : a) polaire, b) longitudinal, c) transverse.
15.4.2 Propagation des ondes dans un milieu ferromagnétique
Un milieu ferromagnétique est en général métallique et donc très absorbant. L’indice de réfraction est
complexe ainsi donc que le vecteur propagation k. Une onde plane incidente voit donc son amplitude dimi-
nuer au fur et à mesure qu’elle se propage dans le matériau. Si on considère un milieu absorbant isotrope,
l’onde homogène dans un milieu incident non absorbant devient inhomogène car les plans équiamplitudes
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ne sont plus perpendiculaires aux plans équiphases. En effet, les premiers sont parallèles à l’interface tandis
que les seconds sont perpendiculaires à la direction de propagation. On part des équations de Maxwell où
l’on tient compte de la symétrie particulière des tenseurs de permittivité et de conductivité pour les milieux
magnétiques tels que les termes non-diagonaux sont anti-symétriques. Ainsi, pour un milieu ferromagné-
tique isotrope mais porteur d’une aimantation M quelconque, le tenseur de permittivité a la forme générale
suivante :
ε =
2
4
ε11 mzQε12 mxQε13
 mzQε12 ε11 myQε23
 mxQε13  myQε23 ε11
3
5 (15.5)
où mx;y;z = Mx;y;z=M est l’aimantation relative dans la direction considérée et Q un coefficient (complexe)
de proportionnalité à l’aimantation (complexe) appelé coefficient magnéto-optique.
En fait, on considérera les configurations pures telles que M est alignée sur une des directions du repère.
Par exemple, si M est selon z :
ε =
2
4
ε11 jmzQε11 0
  jmzQε11 ε11 0
0 0 ε11
3
5 (15.6)
Une onde plane de forme :
E = E0 exp  j(ωt k  r) (15.7)
H = H0 exp  j(ωt k  r) (15.8)
L’élimination de H dans les équations de Maxwell conduit à l’équation fondamentale de la magnéto-
optique :
εE = N2[E uk  (E uk)℄ (15.9)
où N est l’indice complexe du milieu et uk = (x;y;z) est le vecteur unitaire de k. Cette équation peut aussi
s’écrire :
S E = 0 (15.10)
avec
S =
2
4
ε11 N2(1  x2) jmzQε11 +N2xy N2xz
  jmzQε11 +N2yx ε11 N2(1  y2) N2yz
N2zx N2zy ε11 N2(1  z2)
3
5 (15.11)
Ceci implique que le déterminant kSk soit nul. Il en résulte une équation bicarrée (en N) qui conduira aux
indices et modes propres de propagation pour chaque configuration considérée. Par exemple, pour l’effet
Faraday, uk = (0;0;1) et l’équation bicarrée devient:
N4 2ε11N2 + ε211(1 Q2) = 0; (15.12)
conduisant aux indices (notés plus haut Ng et Nd) :
N
+
= n
+
+ jκ
+
=
p
ε11(1+Q) N  = n + jκ  =
p
ε11(1 Q); (15.13)
et aux champs électriques modes propres:
E
+
= (Ex;  jEx;0) E  = (Ex; jEx;0): (15.14)
On déduit les expressions des rotation et ellipticité mentionnées plus haut. La même démarche peut être
appliquée à l’effet Voigt.
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Les effets Kerr nécessitent des calculs plus lourds pour parvenir à l’expression des coefficients de
Fresnel ri j (où i; j = p;s) qui relient les composantes p et s du champ réfléchi à celles du champ incident.
On consultera la littérature spécialisée pour plus de détail et, en particulier, pour trouver l’expression des
coefficients de Fresnel [479–481].
La littérature relative à une approche théorique de la magnéto-optique en champ proche est relativement
peu abondante. D. van Labeke, A. Vial et D. Barchiesi ont conduit une réflexion basée sur l’approche
perturbative de la théorie de Rayleigh et appliquée à la distribution des champs au voisinage d’un réseau de
diffraction recouvert d’une couche ferromagnétique précédemment étudiée en champ lointain [482–484].
V.A. Kosobukin [485] a analysé sur le plan théorique l’expérience de T.J. Silva & al. [278, 486] re-
lative à l’effet Kerr longitudinal en polarisation s manifesté par un milieu ferromagnétique semi-infini en
interaction avec une particule de métal non-magnétique en résonance plasmon.
P. Bertrand a présenté dans sa thèse [487] un élégant traitement en perturbation des effets manifestés
par une structure multicouche en déterminant un vecteur « d’extraction » qui rend compte du rayonnement
exercé dans les milieux extrêmes par une couche interne excitée à partir du rayonnement incident. Il déter-
mine pour chaque couche le vecteur « d’extraction » qui convient et il a appliqué ce formalisme, dans la
première approximation de Born, aux milieux faiblement anisotropes que sont les milieux magnétiques.
15.5 Quelques résultats associant champ proche optique et magné-
tisme
Les résultats expérimentaux démontrant un contraste fondé sur le couplage magnéto-optique ne sont
pas légion. De plus, la plupart d’entre eux ont été obtenus sur les mêmes matériaux (grenats, multicouche
Co/Pt). Néanmoins, ils ont le mérite de laisser envisager des possibilités futures. Nous présentons ci-
dessous quelques résultats marquants mais la liste qui en est faite n’est pas exhaustive. Les expérimen-
tateurs ont naturellement repris les démarches et résultats connus en champ lointain en prenant notamment
des matériaux-tests tels que les grenats d’Yttrium-Fer (Y3Fe5O12) où les atomes de fer occupent des sites,
soit tétraédriques (24Fe3+), soit octaédriques (16Fe3+). Ils sont ferrimagnétiques à anisotropie perpendicu-
laire mais le couplage magnéto-optique révèle une contribution fortement majoritaire du sous-réseau de fer
octaédrique. Un dopage, essentiellement au bismuth, conduit à un angle de rotation du plan de polarisation
pouvant atteindre dans les meilleurs cas des milliers de degrés par centimètre.
E. Betzig & al [488], U. Hartmann [489], V.I. Safarov et le groupe de G. Lampel à l’Ecole Polytech-
nique [167], le groupe de P. Royer à l’Université de Technologie de Troyes [276], G. Eggers & al. [490],
T. Lacoste & al [491] ont utilisé la configuration classique de l’effet Faraday où la lumière transmise est
analysée et le contraste entre domaines magnétiques révélé par une extinction sélective. V.I. Safarov & al
ont mis en évidence la modulation de phase optique correspondant à la distribution en domaines dans une
configuration de microscope du type PSTM. Le dichroïsme attaché à l’effet Faraday a aussi été détecté pour
réaliser l’imagerie [276].
Ces résultats ont le mérite de montrer différents aspects de la sensibilité de la microscopie optique
en champ proche (polarisation, phase et amplitude). Toutefois, les grenats ferrimagnétiques, malgré les
quelques applications industrielles qui tirent parti de leurs propriétés (isolateurs et capteurs de champ), ne
présentent qu’un intérêt assez limité. Ils s’agit en effet de couches relativement épaisses (jusqu’à plusieurs
micromètres) et, de ce fait, la lumière impliquée dans l’imagerie interagit avec un volume de matériau
relativement important, ce qui réduit d’autant la résolution latérale.
La rotation Faraday a également été mise à profit en imagerie magnéto-optique en champ proche pour
d’autres matériaux à anisotropie perpendiculaire et plus intéressants dans le domaine de l’enregistrement
numérique comme les multicouches cobalt-platine [339, 492, 493]. Le dichroïsme associé à la rotation Fa-
raday a donné lieu à des réalisations originales. L’équipe de Y. Chen (L2M, Bagneux, France), associée à
celle de C. Chappert (IEF, Orsay, France), a visualisé les domaines magnétiques en éclairant des multi-
couches Au/Co en champ lointain avec de la lumière polarisée circulaire modulée alternativement gauche
et droite et en détectant, dans le champ proche, la phase de la modulation dans la lumière transmise [494].
La détection utilisée par M. Prins & al de l’Université Catholique de Nimègue [495, 496], utilise la
modulation de l’émission d’électrons émis par une pointe en AsGa. Celle-ci reçoit de la lumière circulaire
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transmise par la couche ferromagnétique observée. Le dichroïsme circulaire affecte le facteur de transmis-
sion et une modulation du sens de rotation de la lumière incidente engendre la modulation du nombre des
électrons générés par la pointe. Grâce à une tension de polarisation établie entre la pointe et la surface de
l’échantillon, il s’établit un courant tunnel également modulé. Une inversion locale d’aimantation se traduit
par une rotation de phase de pi du signal tunnel.
Des plots magnétiques inscrits sur une multicouche de Pt/Co déposée sur un substrat de verre ont pu
être visualisés par cette méthode. Les auteurs estiment qu’il est possible d’atteindre une résolution spatiale
de 6 nanomètres.
Les plasmons de surface [497, 498] continuent de faire l’objet d’un grand intérêt dans la mesure où
ils sont susceptibles d’augmenter le contraste magnéto-optique. Le montage classique consiste à créer le
plasmon de surface par réflexion totale à la surface d’un prisme ou d’une lentille hémisphérique. Eggers &
al. [490] ont associé une structure multicouche Au/Co/Au déposée sur verre sous UHV à la face plane d’une
lentille cylindrique au moyen d’un liquide d’indice. La condition de création du plasmon a été recherchée en
faisant varier continuement l’angle d’incidence entre 35 et 55 degrés. La lumière résultant de l’interaction
magnéto-optique a été détectée, d’une part sur la lumière transmise, d’autre part sur la lumière réfléchie, en
frustrant la réflexion totale avec une pointe de fibre optique située dans le champ proche optique et associée
à un photomultiplicateur.
L’analyse de la polarisation a montré des pics caractéristiques de la création d’un plasmon aussi bien,
en lumière polarisée p que s. L’effet se traduit par une augmentation de l’angle de rotation Faraday ou Kerr
par atténuation sélective d’une des composantes du champ électrique. Des résultats concordants ont été
obtenus en simulation par N. Richard, A. Dereux et l’équipe de J.P. Goudonnet de l’Université de Dijon en
collaboration avec une équipe de l’IPCMS de Strasbourg [498].
Les couches magnétiques, en général métalliques, sont toutefois rarement assez transparentes au rayon-
nement visible ou proche infra-rouge. C’est pourquoi les montages par réflexion présentent au moins autant
d’intérêt que ceux par transmission.
Les matériaux ferro ou ferrimagnétiques étudiés se présentent en général sous forme de couches minces
avec un état de surface compatible avec une microscopie de proximité.
Les échantillons à anisotropie magnétique perpendiculaire suscitent beaucoup d’intérêt à cause des
potentialités dans le domaine de l’enregistrement à haute densité. Il s’agit en général de multicouches de
métaux de transition (Fe, Co, Ni) alliés à des métaux nobles (Pt, Au, Ag,Cu, Pd, etc.). Les matériaux sous
forme d’alliages terre rare-métal de transition, intéressants du point de vue magnétique et magnéto-optique,
ont l’inconvénient d’être plus oxydables.
S. Schultz, T.J. Silva, D. Weller [278,486], puis T.J. Silva et A.B. Kos [499] ont montré les possibilités
de leur microscope sur des multicouches Co/Pt et, pour réaliser la sonde locale, ont utilisé la propriété de
polarisation d’une particule d’argent d’environ 40 nm. Celle-ci est excitée à sa fréquence plasmon (λ 
440 nm) par les ondes évanescentes diffractées par la surface sous examen. La forte section efficace de
la particule l’amène à rayonner vers l’ensemble modulateur-analyseur-détecteur. Des domaines d’environ
0;5 µm ont été ainsi visualisés.
En dehors des microscopes tirant parti de l’aspect « amplificateur » des plasmons, des dispositifs com-
parables à ceux utilisés en champ lointain ont été aménagés pour tenir compte des faibles flux lumineux
mis en jeu. Une grande ouverture numérique a été obtenue pour l’optique de collection qui se présente sous
la forme d’un miroir parabolique [490] ou elliptique [493] avec la sonde située à un foyer et le détecteur à
l’autre avec analyseur et éventuellement modulateur intercalés sur le trajet des rayons. Bien qu’un revête-
ment métallique ne soit pas très favorable à la conservation de la qualité de la polarisation, un bon contraste
magnéto-optique apparaît sur des images de domaines dans une multicouche de MnBi/Al et aussi de bits
inscrits thermomagnétiquement sur une multicouche Pt/Co [488]. Sur des couches analogues, C. Durkan
& al. [493] ont montré des images de bits de 0;5 µm et, en utilisant une modulation de la phase optique
pour augmenter la sensibilité de détection de la direction de polarisation émergente, L. Aigouy & al [339]
ont visualisé des domaines magnétiques en bande de largeur 200 nm environ.
La technologie actuelle d’écriture-lecture au moyen d’une tête solidaire d’un patin flottant au dessus
d’un disque a été adaptée au champ proche par un groupe d’IBM Research Division, San José (fig. 15.4)
[500].
Une lentille demi-boule, d’indice élevé, est posée sur le patin et éclairée en lumière convergente. Il y a,
d’une part réflexion totale sur la face plane, donc génération d’ondes évanescentes dans le milieu extérieur
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qui vont être diffractées par les singularités magnétiques du milieu, d’autre part une grande ouverture
numérique de la lentille à cause de son indice élevé. L’ouverture numérique de l’ensemble lentille de
collection-lentille hémisphérique peut atteindre une valeur élevée ( 1;5) très intéressante en matière de
résolution latérale et d’intensité recueillie. On atteint ainsi une valeur d’ouverture numérique accessible
en microscopie champ lointain seulement avec des objectifs à immersion: c’est la raison pour laquelle ce
dispositif a été appelé Lentille à Immersion Solide (SIL: Solid Immersion Lens) [501]. Des bits de 150 nm
environ ont pu être inscrits sur un support multicouche dont le matériau magnéto-optique est l’alliage
amorphe TbFeCo à anisotropie perpendiculaire [502].
La recherche technologique sur ce type de solution est actuellement très active dans le domaine de l’en-
registrement numérique. Dans tous les exemples qui viennent d’être cités l’aimantation est perpendiculaire
FIG. 15.4: Dispositif optique de la lentille à immersion solide (SIL).
à la surface. Or il semble opportun de remarquer que les media actuels sont majoritairement à aimantation
planaire. Le développement de méthodes de caractérisation et d’observation en champ proche est donc
digne d’intérêt même si les références bibliographiques sont rares.
Les effets magnéto-optiques en champ lointain susceptibles d’être mis en oeuvre sont, bien entendu,
les effets Kerr longitudinal ou transverse.
Nous avons proposé un montage différentiel d’effet Kerr transverse [503] qui prend en compte la diffé-
rence de réflectivité d’une surface ferromagnétique entre les deux sens de l’aimantation (perpendiculaire au
plan d’incidence). Nous avons vérifié que cette différence mesurée d’ordinaire en champ lointain existait
aussi en champ proche.
Le plan d’incidence contient la nanosource à l’extrémité d’une fibre optique et la direction moyenne
des photodétecteurs. Par différence des signaux photoélectriques on élimine la partie constante (non ma-
gnétique) en ne conservant que la variation engendrée par l’inversion de M. En notant S0 +∆S et S0 ∆S
les photosignaux élémentaires correspondant à deux états d’aimantation opposés, le photosignal différen-
tiel passe de 2∆S à  2∆S lors de l’inversion d’aimantation. L’augmentation de contraste par rapport à une
détection simple est très importante et permet une utilisation plus confortable de l’amplificateur à détec-
tion synchrone. Il a été ainsi possible de tracer des cycles d’hystérésis locaux et de visualiser le contraste
magnéto-optique d’une couche de matériau doux (FeSiAl ou Sendust) dont on a inversé l’aimantation en
cours de balayage (fig. 15.5).
15.6 Microscopies sensibles au magnétisme
Actuellement, les microscopies concurrentes ou complémentaires sont ou vont être :
– optiques en champ lointain adaptées à la mise en évidence des effets magnéto-optiques, Faraday et
Kerr essentiellement (résolution 0;5 µm),
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FIG. 15.5: Cycle d’hystérésis en champ proche d’un échantillon de FeSiAl (Sendust). Visualisation des
inversions d’aimantation en cours de balayage.
– de force magnétique (MFM), où une pointe magnétique est placée dans le gradient de champ magné-
tique rayonné par la surface de l’échantillon (résolution  20 nm),
– électronique à balayage à analyse de polarisation de spin (SEMPA), qui consiste à analyser la polari-
sation de spin des électrons secondaires (résolution de l’ordre de 10 nm),
– de Lorentz, où la déviation des électrons transmis par la couche magnétique (ultramince) dépend de
l’aimantation locale (résolution  1 nm),
– par holographie électronique, (résolution théorique 2 nm),
– à µsonde de Hall, sensible au champ rayonné (résolution dépendant de la miniaturisation de la sonde),
– à sonde µSQUID, sensible au flux magnétique rayonné dans une boucle comprenant deux jonctions
Josephson (résolution attendue de l’ordre de 100 nm),
– électronique à photoémission (PEEM), basée sur la sensibilité au dichroïsme magnétique circulaire et
qui peut avoir l’avantage de la sélectivité chimique quand le rayonnement incident (i.e. synchrotron)
couvre la bonne gamme d’énergie (résolution attendue quelques dizaines de nanomètres),
– tunnel à résolution de spin (SPSTM), où le couple pointe magnétique (ou semiconductrice) - échan-
tillon magnétique joue les rôles de polariseur-analyseur de polarisation de spin (résolution ultime:
atomique [504]).
Certaines sont d’un usage courant tandis que d’autres en sont seulement au stade du développement
(SPSTM et PEEM associée au rayonnement synchrotron). Les conditions d’utilisation et les résolutions
acquises ou attendues diffèrent selon les méthodes. Aux microscopies faisant intervenir une interaction
entre un pinceau d’électrons et la surface de l’échantillon correspond une profondeur de pénétration très
faible et toute altération de la surface est facteur de dégradation. Dans la pratique, pour ces méthodes, le
fonctionnement en ultra-vide, quasiment indispensable, constitue une contrainte lourde. A terme, la résolu-
tion devrait aller du micromètre (optique champ lointain) à l’Angström (SPSTM) en passant par les échelles
nanométriques (MFM, SEMPA, Lorentz, PEEM) [505, 506].
15.7 Conclusion
La microscopie optique en champ proche est l’une des voies de caractérisation locale et d’imagerie
susceptibles d’être utilisées en magnétisme parallèlement aux autres méthodes de microscopie existantes
et déjà d’usage courant pour certaines d’entre elles (magnéto-optique en champ lointain, MFM, SEMPA).
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Le rayonnement lumineux sonde, même en réflexion, un volume d’échantillon pouvant être considéré
comme important par rapport aux méthodes électroniques. Des mesures locales peuvent ainsi être effec-
tuées par microscopie optique en champ proche sur des surfaces dont l’état interdit totalement les méthodes
alternatives. C’est le cas de surfaces légèrement oxydées ou encore protégées contre l’oxydation.
L’interaction magnéto-optique pointe-échantillon mériterait un approfondissement afin de déduire des
configurations optimisées pour les différents cas de figure qui peuvent se présenter.
Sur le plan de la technologie relative à l’enregistrement numérique, le champ proche optique est tou-
jours une voie prometteuse capable de conduire vers des grandes densités de stockage (> 10Gbits=in2)
sur des media réinscriptibles, en compétition avec d’autres technologies purement magnétiques (jonctions
tunnel ou à valve de spins) ou optique (holographie, changement de phase).
Il apparaît que, malgré l’abondance des travaux au cours des années 90, l’application au magnétisme
de la microscopie optique en champ proche a relativement peu progressé et qu’il reste donc un important
domaine de recherche autant fondamentale qu’appliquée pour les prochaines années.
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Chapitre 16
Lithographie optique en champ proche
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16.1 Contexte, principe et motivations
Un état de l’art, le plus exhaustif possible, de la Lithographie Optique en champ Proche est présenté
dans cette partie. Cette technique est désignée par l’acronyme LOP, nous préciserons quels en sont les
intérêts et objectifs.
Un des atouts majeurs des techniques de champ proche optique est la possibilité d’amorcer optique-
ment un processus physico-chimique à une échelle spatiale bien inférieure à la longueur d’onde λ de la
lumière. La matière est ainsi modifiée localement de façon irréversible ou réversible. Les sondes SNOM
(quelles qu’elles soient) sont ici utilisées en mode illumination. Rappelons quelle est la nature du champ
en extrémité d’une sonde SNOM en mode illumination. Il a été vu dans la première partie de cet ou-
vrage que le champ électrique créé par diffraction par un objet de taille nanométrique (ici l’extrémité d’une
pointe SNOM) est constitué d’ondes évanescentes associées aux hautes fréquences spatiales de la sonde et
d’ondes progressives associées aux basses fréquences spatiales de la sonde.
Ce sont donc les ondes évanescentes qui sont représentatives du confinement de l’éclairage à une échelle
< λ puisque ce sont elles qui sont diffractées par les hautes fréquences spatiales de la pointe SNOM utilisée
en mode illumination. C’est donc essentiellement l’interaction entre les ondes évanescentes (issues de la
sonde) et la matière qui nous intéresse ici. Cette interaction donne naissance, entre autres, à des ondes
progressives (homogènes) qui sont détectées en champ lointain afin de caractériser l’échantillon dans le
cas d’une imagerie SNOM.
Les ondes évanescentes ont été utilisées par de nombreuses équipes pour modifier optiquement la ma-
tière à l’échelle nanométrique. C’est ce domaine d’utilisation que nous appelons « lithographie optique en
champ ». Remarquons que le concept d’utilisation énergétique d’une onde évanescente pour l’excitation
de la matière n’est pas nouveau : dans une configuration de réflexion totale atténuée (ATR 1), une onde
1. de l’anglais attenuated total reflection.
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FIG. 16.1: Les différentes lithographies
évanescente peut être absorbée par un film métallique dont les électrons entrent alors collectivement en
résonance [204].
Nous verrons que l’intérêt de la modification locale de la matière par les techniques de SNOM est beau-
coup plus étendu que la « simple » mise en œuvre d’une lithographie haute résolution. Plus précisément,
nous verrons à travers de nombreux exemples que trois motivations animent cette approche :
1. « enregistrer » sur un matériau l’intensité en champ proche afin de la caractériser et tester la pointe
SNOM,
2. étudier l’interaction locale lumière-matière en vue d’une meilleure connaissance du matériau à l’échelle
moléculaire,
3. utiliser une source optique (longueur d’onde λ) pour fabriquer des motifs de tailles < λ (lithographie
haute résolution, stockage optique des données,..).
La corrélation de ces trois objectifs n’a rien de surprenant : le troisième point ne pourra aboutir sans la
maîtrise des deux premiers.
Cette troisième motivation entre dans le contexte de la microélectronique et de la course au stockage
des données à haute densité.
La figure 16.1 présente les principales familles de lithographies utilisées de nos jours. Les lithogra-
phies optiques en champ proche (représentées en gris) ont leur place dans cette classification. L’objectif
général est d’écrire un motif donné sur un matériau sensible à la source utilisée. Deux grandes familles de
lithographie sont identifiées : les lithographies à masque et les lithographies à sonde.
– Dans le premier cas, une onde électromagnétique (UV ou X) éclaire le matériau à travers un masque
(de phase ou d’amplitude) représentant le motif à écrire. L’image du masque peut être « projetée »
via une optique sur la surface du matériau (lithographie en champ lointain) ou le masque peut être
directement en contact avec le matériau. Dans ce dernier cas, une lithographie en champ proche est
possible.
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– Dans le deuxième cas, une sonde est balayée au dessus du matériau sur lequel le motif est écrit
point par point. La sonde peut être distante et électromagnétique (faisceau focalisé optique, d’ions ou
d’électrons) ou proche et matérielle (sondes AFM, STM, SNOM). Une description des lithographies
AFM et STM est disponible dans plusieurs publications (par exemple cf. réf. [507]).
La lithographie optique en champ lointain à masque est sans nul doute la technique la plus utilisée à
l’échelle industrielle dans des domaines aussi importants que variés tels que la microélectronique et la
micro-optique [508]. Sa technologie est optimisée et beaucoup plus légère et économique que celle des
lithographies utilisant par exemple une source X ou d’ions. Les photorésines, sensibles en général aux raies
de la lampe à mercure (λ = 436; 405; 365 nm), sont bien connues et optimisées depuis de nombreuses
années. Il en existe d’ailleurs une multitude de familles destinées à des applications spécifiques. La li-
mite principale de la lithographie optique est, en pratique et en théorie, sa résolution qui est, au mieux,
de l’ordre de la demi-longueur d’onde de la lumière utilisée. Cette résolution est aujourd’hui d’environ
150 nm avec des sources dans le proche UV. Une tendance actuelle pour améliorer la résolution est le déve-
loppement d’une lithographie dans l’extrême UV : on espère atteindre dans quelques années une résolution
de 50 nm avec des longueurs d’onde de plus en plus faibles, sans pour autant atteindre les domaines X
ou électroniques. Cependant, même en restant dans le domaine de l’optique, la diminution de la longueur
d’onde impose le développement long et coûteux de nouvelles technologies : nouvelles sources, nouvelles
optiques, nouvelles résines photosensibles,... La lithographie optique en champ proche (LOP) propose une
alternative élégante à l’amélioration de la résolution de la lithographie optique. L’intérêt de la LOP par
rapport à l’ensemble des lithographies présentées Fig. 16.1 est de « rester optique » (avec les avantages
cités plus haut que cela implique) sans pour autant être limitée par la longueur d’onde λ de la lumière.
En effet, comme nous l’avons vu par exemple dans le chapitre 1, le confinement spatial des interactions
lumière/matière n’est, en champ proche, pas régi par λ mais bien par les dimensions et distances caracté-
ristiques de ces interactions (taille de la sonde, distance sonde-matière). Le paragraphe suivant rappelle et
précise les différentes façons d’éclairer la matière en champ proche.
16.2 Méthodes d’illumination locale en champ proche
Les techniques de LOP utilisent des configurations SNOM en mode illumination.
Six configurations ont été utilisées pour éclairer localement la matière, elles sont représentées sur la
figure 16.2. Le lecteur est invité à consulter cette figure lorsque sera évoquée l’utilisation de ces techniques
pour la LOP.
Les configurations a) et b) ont été largement décrites dans le chapitre 7. La configuration c) intéresse
de plus en plus la communauté de l’optique de champ proche. Il a été montré théoriquement [47, 509]
et vérifié expérimentalement [49, 510] que l’extrémité d’une pointe métallique éclairée par un faisceau
laser pouvait jouer le rôle d’une source lumineuse locale d’intensité très importante. Cette « exaltation »
locale correspond à une singularité électromagnétique associée à une forte densité de charges. Il s’agit
en fait du fameux « pouvoir des pointes » [511] appliqué au domaine de l’optique. La configuration d)
consiste à plaquer le masque contre le matériau photosensible afin que celui–ci soit dans le champ proche du
masque (distance < λ), condition indispensable pour que le matériau soit sensible à des variations spatiales
nanométriques du champ transmis fidèlement à travers le masque. Dans la configuration e), une onde
évanescente « de Fresnel » est créée dans le matériau par réflexion totale dans un prisme d’indice supérieur
à celui du matériau. Le confinement nanométrique du champ n’est assuré ici que perpendiculairement à
la surface du prisme. La configuration f ) associe habilement la haute résolution latérale des objectifs à
immersion avec la profondeur de champ nanométrique des sondes SNOM. Rappelons que la résolution R
de la microscopie optique « conventionnelle » est donnée par l’expression suivante :
R
λ
2O:N
(16.1)
où λ est la longueur d’onde de la lumière et O:N l’ouverture numérique de l’objectif de microscope utilisé.
O:N est donnée par :
O:N = nsinθ (16.2)
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FIG. 16.2: Rappel des différentes techniques d’éclairage en champ proche. Éclairage à l’aide a) d’une
sonde SNOM fibrée à ouverture (métallisée), b) d’une sonde SNOM fibrée sans ouverture (non métal-
lisée), c) d’une sonde SNOM métallique sans ouverture, d) d’un masque en contact, e) d’un prisme à
réflexion totale, f ) d’une lentille solide à immersion (SIL).
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où n est l’indice de réfraction du milieu objet et θ le demi angle d’ouverture de l’objectif. L’équation (16.2)
nous indique que l’on peut améliorer la résolution en augmentant la valeur de n. C’est le principe de
fonctionnement des objectifs à immersion dont l’extrémité est, avec l’échantillon, plongée dans un liquide
d’indice supérieur à l’unité. C’est également le principe des SIL 2 : en insérant, entre l’échantillon et l’onde
lumineuse incidente, un milieu d’indice élevé, on peut améliorer la résolution de l’objectif qui éclaire la
SIL. Le matériau dans lequel sont fabriquées les SIL est un verre d’indice 2,2 permettant une résolution
de λ=4. La SIL peut être considérée comme une sonde SNOM car la majorité des rayons sont positionnés
au delà de l’angle critique de la réfraction verre/air au niveau du deuxième dioptre (en contact avec le
matériau). La SIL génère donc un champ essentiellement évanescent qui ne peut interagir qu’en champ
proche avec l’échantillon. Ainsi, la configuration f ) est similaire à la configuration e) avec, en plus, une
optimisation « champ lointain » de la résolution latérale. En outre, comme le montre la figure 16.2 f , la
SIL peut facilement s’intégrer à un levier AFM, ce qui permet le contrôle aisé de son approche et de la
distance qui la sépare de la surface photosensible.
16.3 Principales expériences et matériaux utilisés
Nous verrons qu’en LOP la problématique réside autant dans la connaissance du champ qui initie les
réactions physico-chimiques que dans l’identification de ces dernières et qu’ une large gamme de matériaux
a été utilisée (sûrement plus large que celle utilisée en lithographie optique en champ lointain).
Les expériences présentées seront classées par type de matériau. Pour chaque expérience, nous décri-
rons et préciserons:
– le matériau utilisé et le mécanisme physico-chimique de lithographie (mécanisme proposé par les
auteurs),
– la configuration expérimentale utilisée pour modifier localement le matériau et caractériser le résultat,
– les principaux résultats et observations,
– les références bibliographiques correspondantes qui permettront au lecteur d’approfondir l’étude
d’une expérience particulière.
16.3.1 Polymères photosensibles
Les polymères photosensibles sont couramment utilisés en lithographie optique conventionnelle, ils ont
donc été tout naturellement largement utilisés en LOP. On peut classer les résines photosensibles en deux
familles [507] schématisées sur la figure 16.3:
Les résines positives Un polymère subit sous l’action de la lumière des réactions chimiques entraînant la
dégradation du matériaux (brisure de liaisons chimiques amorcée optiquement : photolyse) : les zones
exposées voient leur poids moléculaire affaibli et sont solubles sous l’action de solvants appropriés
(développement) qui restent sans effet sur les zones non-exposées. Les résines positives sont les plus
utilisées par la lithographie UV conventionnelle.
Les résines négatives Dans ce cas là, des liaisons chimiques se créent après absorption d’énergie lumi-
neuse entraînant une réticulation et une augmentation du poids moléculaire des zones insolées. Ces
dernières deviennent insensibles (insoluble) au solvant de la résine initiale (non insolée). Il y a deux
types de résines négatives : les formulations liquides polymérisables et les polymères linéaires. Dans
le premier cas, des chaînes polymères se créent à partir d’un monomère dissous dans une formulation
liquide. Dans le deuxième cas, on part d’un polymère de densité faible (simples liaisons linéaires) et
on initie, par éclairage optique, la formation de liaisons plus complexes (liaisons croisées,..).
Du fait de la structure chimique de ces matériaux, ces réactions ont en général lieu après exposition dans
l’UV proche ou lointain et le bleu. Souvent, les résines ont été développées pour réagir dans ce domaine
2. de l’anglais : Solid Immersion Lens.
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FIG. 16.3: Les deux familles de résines photosensibles : a) résine positive, b) résine négative.
spectral où la résolution optique standard peut atteindre 150 nm. Remarquons que ce type de matériaux
photosensibles est souvent désigné dans la littérature par le terme « photoresist ». Cette appellation a pour
origine la nature du traitement réservé au motif polymère photo-fabriqué. En effet, dans le domaine par
exemple de la microélectronique, l’obtention des motifs en polymère déposés sur un substrat de silicium
n’est pas une fin en soi. Ce n’est qu’une étape intermédiaire qui est généralement suivie d’une opération
de « transfert » [507] du motif sur silicium afin d’obtenir le composant final. Il y a différentes techniques
de transfert, la principale consiste à graver le silicium (à l’aide d’un solvant ou d’un jet de plasma). Les
zones insensibles à cette gravure sont celles qui sont protégées par le polymère qui résiste à cette opération,
d’où le terme de « photoresist ». Le composant final est obtenu en retirant tout le polymère déposé sur le
silicium. Ainsi, par exemple, une résine négative déposée sur un wafer de silicium qui a été éclairée par
un segment lumineux permet d’obtenir, après développement et transfert, un segment de silicium en relief.
Dans le cas d’une résine positive, on obtiendrait un sillon.
16.3.1.1 Utilisation de résines positives en LOP
16.3.1.1.1 Résines « standards » Ces résines, dites « novolac » (du nom du principal polymère prin-
cipal les constituant) sont les plus utilisées par la lithographie optique; elles ont été couramment testées en
LOP du fait de leur sensibilité à la lumière visible et proche UV et de leur grande disponibilité dans le com-
merce. La méthode de préparation des échantillons et leur utilisation ont été bien définies en lithographie
standard : le matériau est dissous dans du trichloroéthane (par exemple), déposé sur un substrat (silice ou
silicium) et étalé par spin-coating ; il est ensuite chauffé pour évaporer le solvant. On obtient ainsi des fines
couches (< 100 nm) photosensibles prêtes pour utilisation. Après la photolyse consécutive à l’exposition
en champ proche, l’échantillon est dit « latent ». Il subit alors un développement à la suite duquel les zones
insolées forment des creux qui sont facilement observables par diverses techniques telles que l’AFM. Ce
type de résine a été utilisé en LOP par plusieurs équipes. G. Kraush & al. [512], ainsi que A. Naber &
al. [513] l’ont éclairée à travers une sonde SNOM fibrée métallisée ou non. La distance sonde/échantillon
est contrôlée par une technique de « shear-force » (cf. Chapitres 7 et 10 de cet ouvrage) et la source utili-
sée est un laser à Argon (λ = 454 nm) couplé à un modulateur photo-acoustique utilisé pour contrôler le
temps d’exposition. Après développement, l’échantillon est caractérisé par AFM, jugé plus efficace que le
« shear-force » pour ce type d’échantillon.
J. Rogers & al. [514], ainsi que J. Aizenberg & al. [515] ont utilisé un masque de phase en contact
avec la résine (cf. Fig. 16.2 d) et éclairé par une lampe à mercure (λ = 365; 405; 436 nm). L’exposition
a lieu pendant quelques secondes à travers le masque. Après le développement, l’échantillon est métallisé
et imagé par microscopie électronique. Le principe du masque de phase est schématisé sur la figure 16.4.
Le masque induit un déphasage de pi au niveau des parties les plus épaisses du masque. Cette sur-épaisseur
a été ajustée à environ 500 nm pour que juste en sortie de masque (c’est à dire dans le champ proche
du masque) il y ait un déphasage de pi entre les ondes issues de la sur-épaisseur et celles qui n’en sont
pas issues. Ce déphasage, lié à une différence de chemin optique, est le déphasage « moyen » pour les
longueurs d’onde utilisées. Juste au bord du relief, il y a interférence destructive entre les deux types de
champ déphasés de pi l’un par rapport à l’autre; l’intensité s’annule alors au niveau des bords. Le contraste
et le confinement spatial de cette interférence destructive ne sont notables qu’en champ proche : si l’on
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FIG. 16.4: Masque de phase utilisé pour un éclairage en champ proche d’une résine positive.
éloigne le masque, les ondelettes de Huygens, créées à sa surface, se propagent avant d’atteindre la résine,
moyennant ainsi les phases en un point de la surface photosensible.
L. Ghislain & al. [516] ont éclairé une résine positive à travers une SIL à l’aide d’un faisceau focalisé
issu d’un laser Helium Cadmium (λ = 442 nm). Après développement, le résultat est caractérisé par un
AFM commercial.
La figure 16.5 présente un ensemble de résultats significatifs de LOP sur les résines positives. Rappe-
lons que, sur ces images, les creux correspondent aux zones éclairées en champ proche.
G. Kraush & al. ont réussi à photo-fabriquer des motifs constitués de points élémentaires (« trous »)
de 90 nm de diamètre avec une fibre métallisée (cf. fig 16.5 a) et 200 nm avec une fibre non métallisée.
Notons que la « résolution » LOP observée et annoncée dépend ici de trois phénomènes : le confinement du
champ créé par la sonde SNOM, la réponse spatiale du matériau (dépendant de ce dernier et des processus
mis en jeu) et la résolution du système imageur; il en sera de même pour toutes les résolutionsLOP qui
seront rapportées dans ce cours. Les résultats de G. Kraush & al. confirment que la résolution permise par
une sonde fibrée métallisée est nettement meilleure que celle obtenue en utilisant une sonde non métallisée
[373]. Naber & al. confirment les résultats de Kraush & al. en fabriquant des lignes de 80 à 150 nm de
large avec des sondes fibrées métallisées.
Dans le cas de l’utilisation des fibres métallisées, contrairement à S. Davy & al. (cf.§suivant), G. Kraush
& al. font remarquer qu’ils n’ont jamais pu observer de motifs correspondant à une exaltation de lumière
(prévue par de nombreux calculs théoriques, cf. par exemple [517]) au niveau de la couronne métallique
entourant l’ouverture. Ceci peut s’expliquer par leurs conditions expérimentales qui ne permettaient pas,
en extrémité de fibre, l’apparition de composantes du champ perpendiculaires à la surface du métal, néces-
saires à l’apparition de ce phénomène. Ainsi, seule une répartition spatiale d’intensité de type gaussien a
été mise en évidence en sortie de sonde par les expériences LOP de G. Kraush & al.
J. Rogers & al., ainsi que J. Aizenberg & al., ont réussi à photo-former des lignes polymères de largeur
< 100 nm (en contraste lumineux sur la figure 16.5 b. Rappelons que, la résine étant positive, les fines
bandes de polymère observées sur la Fig. 16.5 b, obtenues après développement, correspondent aux zones
d’interférences destructives induites par le masque lors de l’exposition.
La figure 16.5 c montre un exemple de résultat de LOP utilisant une SIL (L. Ghislain & al.) Ces motifs de
190 nm de large ont été écrits avec une vitesse de 1 cm=s sans aucun risque d’endommagement de la sonde
(cf. la géométrie compacte et solide présentée figure 16.2 f . Ces résultats démontrent le potentiel industriel
de ce procédé, malgré sa résolution latérale « type champ lointain » qui n’est d’ailleurs pas si éloignée des
résolutions « type champ proche » rapportées dans ce document.
16.3.1.1.2 PMMA avec greffage DR1 Le PMMA (Poly Methyl MethAcrylate) [507] est une résine or-
ganique positive très utilisée en lithographie X et électronique essentiellement du fait de son importante
résolution (< 10 nm). Initialement insensible à la lumière visible, son utilisation en LOP a nécessité le ra-
jout d’un chromophore 3 le DR1 4 greffé au PMMA, rendant la résine sensible à des longueurs d’onde com-
prises entre 400 et 600 nm. Le composé ainsi obtenu, le PMMA-DR1, fait l’objet de diverses recherches en
laboratoire car il pourrait être utilisé en optique guidée et en optique non-linéaire. En fait, dans le cas d’une
3. chromo=couleur, phore=porteur.
4. dispersed red one.
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FIG. 16.5: Résultats de lithographie optique en champ proche sur résines photosensibles positives. a)
Eclairage LOP réalisé par une sonde fibrée métallisée : image AFM (3x3 µm2) du résultat ; b) exposition
faite à travers un masque de phase : images MEB du résultat, l’image de droite est un zoom de l’image de
gauche ; c) éclairage à travers une SIL : image AFM du résultat.
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expérience LOP, le PMMA n’a que le rôle de matrice pour le DR1 dont les propriétés physico-chimiques
sont seules responsables des contrastes observés à la suite d’une exposition en champ proche. Après gref-
fage, la molécule de chromophore est reliée au PMMA par une de ses extrémités. Après absorption de
lumière, la seconde extrémité de la molécule de DR1 se lie au PMMA entraînant une réticulation et une
rétraction du polymère : la lumière crée un creux dans le polymère de profondeur proportionnelle à l’in-
tensité reçue. Pour des champs d’intensité importante, on dépasse ce domaine linéaire et il y a gonflement
de la matière au lieu d’une contraction. Ce phénomène n’est pas encore vraiment interprété, il pourrait être
lié soit à une fusion du polymère suivie d’une réorientation des molécules, soit à l’apparition de bulles
crées dans le polymère par les réactions chimiques, soit, enfin, à des forces optiques soulevant la matière.
Les processus physico-chimiques de l’interaction lumière – PMMA-DR1 décrits ci-dessus ne sont que des
hypothèses proposées par les équipes qui ont utilisé ce composé pour la LOP. Même si de nombreux
points d’interrogations subsistent, nous percevons ici un intérêt majeur de la LOP : faire de la photochimie
à l’échelle nanométrique initiant raisonnements et questions permettant d’avancer dans la compréhension
des propriétés physico-chimiques de la matière.
Le PMMA-DR1 a été utilisé en LOP essentiellement par S. Davy & al. [518] puis par S. Bozhe-
volny & al. [519]. Les auteurs ont éclairé le polymère à travers une sonde SNOM fibrée (métallisée ou
non) avec des impulsions lumineuses (λ = 543 nm) de quelques millisecondes. Le contrôle de la distance
sonde/échantillon est assuré par un asservissement « shear force » et la caractérisation du résultat se fait in
situ à l’aide de la même technique. Notons qu’aucun développement n’est ici nécessaire.
La figure 16.6 présente un exemple d’images obtenues par S. Davy & al. sur PMMA-DR1. Ces expé-
riences ont abouti à deux types de résultats :
1. Par « photographie en champ proche » sur le composé, S. Davy & al. ont vérifié deux phénomènes
SNOM d’importance :
- pour les pointes non métallisées, malgré la fuite de lumière sur les côtés de la pointe qui induisent
un éclairage micronique il y a un contraste optique plus confiné (~ 200 nm) au niveau de la pointe ;
- lorsque la pointe est métallisée, le confinement est plus efficace et le champ peut être confiné au
bord de l’écran métallique et non au centre de l’ouverture. Les figures 16.6 a et 16.6 b nous montrent
les deux cas rencontrés avec deux pointes métallisées différentes. Sur la figure 16.6 a nous voyons
clairement l’anneau qui correspondrait à l’exaltation de champ au niveau de la couronne métallique.
Sur cette figure sont mis en évidence les deux régimes d’interaction du matériau avec la lumière : au
centre l’intensité était modeste, le matériau était donc dans son régime linéaire (on observe un creux
dû à la réticulation et à la rétraction du polymère). Sur les bords du motifs, il y a eu, au contraire,
gonflement du polymère en présence d’une intensité très importante. Il est fort probable que dans
le cas de la fig. 16.6 a, le champ en sortie de sonde était essentiellement polarisé circulairement
de façon à ce qu’une composante de celui-ci soit perpendiculaire à la surface métallique, condition
d’apparition de cet effet. Ceci n’était pas le cas dans la figure 16.6 b : l’intensité est confinée au
centre et le régime est non linéaire partout. D’un point de vue interprétation des résultats, nous
voyons ici un excellent exemple de coexistence des influences des effets SNOM et des processus
physico-chimiques liés au matériau.
2. S. Davy & al. ont réussi à mettre en œuvre une lithographie optique de résolution 100 nm (fig. 16.6c).
Sur cette image, nous pouvons voir le mot SNOM photogravé dans le même régime que pour la
fig. 16.6 b.
16.3.1.2 Utilisation de résines négatives en LOP
Rappelons qu’il y a deux types de résines négatives : les formulations photo polymérisables et les
polymères linéaires de faible densité. Ces derniers ont été utilisés par I. Smolyaninov et al. [520] qui ont
conduit à une résolution LOP de 100 nm (à λ = 248 nm) à l’aide de sondes fibrées non métallisées. Le
résultat est caractérisé à l’aide d’un AFM commercial après développement.
Dans le cas où le développement n’est pas réalisé, ils observent d’intéressants contrastes AFM sur les
images latentes ce qui leur permit de faire un pas supplémentaire dans la compréhension du phénomène de
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FIG. 16.6: Images « shear-force » de résultats d’expériences LOP avec sonde fibrée métallisée sur PMMA-
DR1. a) mise en évidence de l’exaltation de champ au niveau de la métallisation, b) mise en evidence d’un
confinement de champ au centre de l’ouverture ; c) mot « SNOM » photogravé en champ proche.
réticulation et du principe du développement. Les formulations photopolymérisables, quand à elles, ont été
utilisées en LOP par trois équipes. Les paragraphes qui suivent décrivent ces expériences.
Formulation photopolymérisable (à radicaux libres) La formulation utilisée en LOP a été synthétisée
par l’équipe de Photochimie de l’École Nationale Supérieure de Mulhouse. Elle contient des photoinitia-
teurs (éosine + MDEA 5) et un monomère (PETIA 6). Les photoinitiateurs absorbent la lumière incidente
(lumière verte) et créent les radicaux libres avec lesquels le monomère réagit pour former les chaînes po-
lymères. C’est l’éosine, dont le spectre d’absorption a un pic à 530 nm qui permet d’utiliser la lumière
verte pour initier la réaction. Le principe simplifié du processus de polymérisation à radicaux libres est pré-
senté figure 16.7. Lorsque l’éosine absorbe des photons, elle est portée dans un état triplet et interagit avec
l’amine (MDEA) pour former des radicaux libres. Ces derniers, en réagissant avec le monomère amorcent
le phénomène de polymérisation. Notons que l’oxygène est susceptible d’intervenir dans les étapes du pro-
cessus de polymérisation. L’oxygène peut soit réagir avec les états excités des molécules, provoquant ainsi
leur désactivation empêchant la formation de radicaux libres, soit s’additionner à une espèce radicalaire
pour donner naissance à un autre radical non réactif vis-à-vis des espèces polymérisables. Les réactions
avec l’oxygène rentrent donc en compétition avec la polymérisation, ce qui a pour effet d’élever le niveau
de seuil de polymérisation. Cet effet est particulièrement prononcé dans le cas des couches exposées à l’air
libre.
Après exposition, le matériau non polymérisé peut être évacué par un rinçage au méthanol, cette étape
est équivalente à l’opération de développement réalisée sur les résines standard.
Précisons que le couple photoinitiateur éosine-MDEA peut être remplacé par du DMPA 7 qui est un
photoinitiateur pour le proche UV.
Cette formulation a été éclairée en champ proche de trois façons différentes. C. Ecoffet & al. [521,522]
ont utilisé une couche de formulation (d’indice de réfraction 1:5) de plusieurs microns d’épaisseur dépo-
5. N-methyl diethanolamine.
6. pentaerythritholtriacrylate.
7. dimethoxyphenyl-acetophenone.
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FIG. 16.7: Principe simplifié de la photo–polymérisation à radicaux libres.
sée sur une lame de verre haut indice (indice 1:62) posé sur un prisme haut indice (indice 1:62) éclairé
en réflexion totale (configuration e de la figure 16.2) par le faisceau d’un laser à Argon (λ = 514 nm). En
jouant sur le seuil de polymérisation, l’intensité incidente et le temps d’exposition, on peut polymériser
des couches nanométriques dont l’épaisseur correspond à peu près à la profondeur de pénétration de l’onde
évanescente dans la formulation. Cette épaisseur peut varier entre quelques nanomètres et quelques mi-
crons. Ici, l’onde évanescente absorbée par les molécules d’éosine n’est confinée que dans une direction
perpendiculaire à la surface du prisme. Le monomère restant est évacué par un rinçage au méthanol et le
résultat est caractérisé par microscopie optique interférométrique qui permet, malgré une résolution latérale
limitée par la diffraction, une résolution longitudinale nanométrique [523].
Y. Chen & al. [524] ont éclairé une couche de la même formulation à travers un masque d’amplitude
métallique (en tungstène ou chrome) directement posé sur la couche. Après exposition a travers le masque
(dans le vert ou le proche UV selon le photoinitiateur) ce dernier est retiré et le monomère restant est
évacué par un rinçage au méthanol. Le résultat est caractérisé par microscopie électronique à balayage
après métallisation.
G. Wurtz & al. [270] ont utilisé une pointe métallique (W) éclairée par un faisceau laser (λ = 542 nm)
polarisé rectilignement principalement selon l’axe de la pointe. La pointe est à quelques nanomètres d’une
fine couche de formulation photopolymérisable. L’intensité du faisceau incident et le temps d’exposition
sont tels que le seuil de polymérisation n’est pas atteint par la globalité du faisceau. Seule l’exaltation locale
de bout de pointe (cf. fig. 16.2 c) permet de passer au dessus du seuil et d’initier la polymérisation avec une
résolution spatiale < λ. Le contrôle de la distance sonde-formulation et la caractérisation du résultat se fait
en AFM (mode tapping), in situ et sans rinçage, en utilisant la même pointe.
La figure 16.8 montre un exemple de résultats LOP sur formulation photopolymérisable. C. Ecoffet &
al. ont réussi à fabriquer des couches polymères d’épaisseur comprise dans l’intervalle [5  1000 nm℄, et
plus généralement des objets 2D (très minces) en utilisant un masque dont l’image est formée à la surface
du prisme. Cette méthode se présente donc comme très efficace pour photo-fabriquer des composants
de l’optique planaire (réseaux, lentilles de Fresnel, etc.) La même équipe a mis en œuvre avec succès
une stéréolithographie en champ proche. Cette technique repose sur la formation d’un objet polymère
couche par couche (d’épaisseur < 1micron) en diminuant pas à pas le diamètre du diaphragme délimitant
le faisceau incident sur le prisme. La fig. 16.8 a montre un résultat surprenant : une « pièce montée » en
polymère et de hauteur submicronique a été fabriquée par stéréolithographie en champ proche.
G. Wurtz & al. ont réussi à polymériser par effet de pointe optique des zones de 70 nm de diamètre
(cf. Fig. 16.8 b). Ils ont également fait une observation intéressante confirmant les résultats théoriques des
références [47,49] : cette polymérisation locale n’était possible que lorsque le champ électrique du faisceau
incident était essentiellement parallèle à l’axe de la pointe.
Y. Chen & al., quant à eux, ont réalisé avec succès des répliques polymères de masques métalliques
avec une résolution de 70 nm. Ces résultats ont permis de confirmer la haute résolution spatiale associée au
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FIG. 16.8: Résultats d’expériences LOP sur formulation photopolymérisable. a) image de microscopie
interférométrique d’une « pièce montée » fabriquée par stéréolithographie en champ proche utilisant une
onde évanescente obtenue par réflexion totale, dimensions de l’objet : hauteur  2 microns, longueur et
largeur  2 mm ; b) volume nanométrique polymérisé par effet de pointe optique. La position de la pointe
métallique lors de l’étape d’exposition est représentée en pointillés.
phénomène de polymérisation radicalaire.
Nous venons de voir comment les résines photosensibles classiquement utilisées par la lithographie
optique ont été utilisées en champ proche, révélant ainsi une résolution spatiale (bien inférieure à λ) des
réactions photo-chimiques auxquelles la communauté de la lithographie optique n’est pas accoutumée.
Dans la suite, nous allons voir que les expériences de LOP sont allées bien au delà de la simple in-
solation locale de résines photosensibles. En effet, la LOP a permis d’explorer à l’échelle nanométrique
l’interaction de la lumière avec une multitude de matériaux de natures variées.
16.3.2 Semiconducteurs passivés à l’hydrogène
16.3.2.1 Silicium passivé utilisé en LOP
Le silicium (Si) s’oxyde naturellement à l’air libre pour se recouvrir d’une fine couche de silice (Si02).
La passivation consiste à fixer des atomes d’hydrogène à la surface du Si pour stabiliser le matériau avant
que l’oxydation n’ait lieu. Les atomes d’hydrogène utilisent ainsi les liaisons de covalence qui « étaient
réservées » aux atomes d’oxygène. Un apport d’énergie optique peut casser des liaisons Si-H (de 3 eV )
entraînant la désorption d’un groupe d’atomes H, provoquant instantanément l’oxydation de la partie in-
solée. Le contraste ainsi obtenu est très visible en AFM, après un développement qui consiste à tremper
l’échantillon dans une solution d’hydroxyde de potassium (KOH) : les zones oxydées sont protégées de
l’acide et forment une « bosse ». Le principe simplifié de préparation de l’échantillon de Si passivé est le
suivant : on plonge longuement une couche de silicium dans de l’acide fluorhydrique (HF). S. Madsen &
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FIG. 16.9: Résultats de LOP sur silicium passivé (images AFM après gravure au KOH), avec fibre non
métallisée : a) lithographie sans éclairage LOP, la dimension de l’image est 0:530:53 µm2, b) lithogra-
phie avec éclairage LOP avec fibre métallisée, la dimension de l’image est 5:75;7 µm2 ; c), d), e) avec
différentes amplitude « shear-force » pendant l’étape de lithographie (dimension des images 6 6 µm2.
Seule l’image e) a été obtenue après éclairage LOP.
al. [297, 525] ont utilisé du silicium passivé comme surface photosensible dans des expériences de LOP
avec une sonde fibrée non métallisée. La distance sonde/échantillon est contrôlée par une méthode « shear-
force » et l’exposition (λ = 458 nm) est suivie d’une gravure au KOH et d’une caractérisation par AFM en
mode contact. M. Herndon & al. [526] réalisèrent la même expérience avec des sondes fibrées métallisées.
Les deux équipes, citées ci dessus, ont très vite observé un phénomène inattendu : la désorption des
atomes d’hydrogène a lieu sans exposition lumineuse ! L’interaction électrostatique entre la pointe et la
surface semble suffire à amorcer le processus d’oxydation locale. Cet effet, bien que limitatif dans la mise
en œuvre d’une LOP, a néanmoins initié d’intéressantes comparaisons des influences, sur l’oxydation,
respectives, de l’interaction mécanique type « shear-force » et de l’exposition lumineuse en champ proche.
La figure 16.9 reflète cette comparaison. L’image en a montre le résultat d’une lithographie hautement
résolue sans exposition lumineuse, alors que celle en b montre deux lignes photo-inscrites à l’aide d’une
pointe non métallisée. Ces figures montrent que l’interaction mécanique entre la pointe et l’échantillon est
spatialement très confinée ( 50 nm) alors que le silicium passivé réagit à une source lumineuse de plus
d’un micron de largeur. Ce médiocre confinement optique peut s’expliquer par la fuite de lumière dont sont
victimes les sondes fibrées non métallisées à quelques microns de leur extrémité. Ce type d’expérience
est donc un bon moyen d’« enregistrement » des zones respectives d’interaction mécanique et optique en
SNOM. Les images de c à e montrent les résultats de l’expérience avec une sonde fibrée métallisée ; c et d
ont été obtenues sans exposition lumineuse mais avec deux amplitudes « shear-force » différentes lors du
balayage. Nous constatons que plus la vibration latérale est importante, plus la zone d’atomes H désorbés
est étendue. L’image e donne une idée de l’influence de l’exposition SNOM sur la lithographie. Il s’agit
du résultat d’une procédure LOP avec exposition lumineuse et une amplitude shear-force similaire à celle
en c. La largeur intermédiaire du motif obtenu permet de constater que dans le cas d’une fibre métallisée
l’intensité lumineuse est beaucoup plus confinée que dans le cas de b et contribue notablement (autant que
les interactions mécaniques) à la lithographie hautement résolue révélée en e.
16.3.2.2 Germanium passivé utilisé en LOP
Le germanium (qui est dans la même colonne que le Si dans le tableau périodique des éléments) peut
être aussi passivé à l’hydrogène et utilisé dans des expériences de LOP. La différence est que l’énergie
de liaison Ge-H (~ 5 eV ) est plus élevée que dans le cas précédent. Cette différence a permis à Lu &
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FIG. 16.10: Profil STM d’une ligne d’oxyde photo-écrite à l’aide d’une pointe en W sur une surface de
Germanium passivé à l’hydrogène.
al. d’insoler ce matériau par effet de pointe optique. En effet, l’utilisation de cette configuration LOP
(imagée fig. 16.2 c) nécessite un effet de seuil de la réponse du matériau dans la mesure où l’échantillon
est globalement éclairé par le faisceau laser incident. Seule la forte intensité lumineuse sous la pointe doit
pouvoir dépasser le seuil. Y. Lu & al. [337] ont utilisé une pointe en tungstène (employée simultanément
comme sonde STM) éclairée par des pulses lumineux de quelques nanosecondes et de longueur d’onde
532 nm (laser Nd :Yag). La caractérisation est effectuée in situ, sans post-gravure, en imagerie STM avec
la même pointe. L’absence de gravure au KOH n’est pas surprenante : on imagine aisément que la densité
électronique de surface, à laquelle est sensible le STM, est fortement modifiée par l’oxydation locale de
l’échantillon.
Y. Lu & al. ont réussi à fabriquer des lignes et des points d’oxyde de 25 nm de large (cf. Fig. 16.10). Ils
constatent que le seuil n’est pas évident à maîtriser dans cette expérience. La lumière simplement diffusée
par la pointe peut initier l’oxydation de la surface. Cependant, en faisant varier l’intensité du laser, un effet
de seuil a pu être observé : en dessous d’1 MW=cm2, aucune oxydation n’a lieu. Il notent également que
la forme géométrique de la pointe est un facteur déterminant, conformément aux prédictions théoriques de
nombreux auteurs. Aucune oxydation sans éclairage n’a été observée, ce fait peut avoir deux origines :
– l’énergie de liaison Ge-H est plus importante que l’énergie de liaison Si-H,
– l’interaction électrostatique entre la pointe et la surface est plus faible que dans le cas de l’utilisa-
tion du « shear-force ». Les interactions type « shear-force » seraient donc seules susceptibles de
provoquer la désorption des atomes H.
16.3.3 Métaux
16.3.3.1 Or
J. Jersch & al. [268] ont utilisé, pour une expérience LOP, une couche d’or de 50 nm (sur un substrat
de mica) qu’ils éclairèrent en mode exaltation à l’aide d’une pointe STM (W, Ag ou Pt/Ir) éclairée par
des impulsions laser de quelques nanosecondes issus d’un laser Nd :Yag (λ = 532 nm). Les auteurs ont
une incertitude sur le mécanisme de LOP. Ils supposent que l’exaltation de champ en extrémité de pointe
métallique provoque la fusion locale de l’or. Les grains d’or se « réorganisent » alors pour former des plots,
trous ou cratères nanométriques. La réorganisation de l’or dépendrait des interactions dipolaires entre les
agrégats. Il est possible également qu’il y ait sublimation de l’or à partir d’un certain seuil. L’extrémité
d’une pointe métallique en mode exaltation peut voir sa température augmenter fortement ( 100ÆC) [527].
Cependant, compte tenu de la température de fusion de l’or ( 1500 ÆC), on peut supposer que cette fusion
n’est pas due à un transfert de chaleur entre la pointe et l’or mais a été provoquée par une forte augmentation
de température de l’or consécutive à l’absorption d’une onde lumineuse de très grande énergie. Après
fabrication du motif, ce dernier est caractérisé in situ par imagerie STM avec la même pointe.
J. Jersh & al. ont réussi à photo-fabriquer des plots, des cratères et des creux de 50 nm de diamètre et
 10 nm de hauteur, stables dans le temps (cf. exemple figure 16.11). Ils ont fait également des observations
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FIG. 16.11: Image STM de plots d’or formé par LOP utilisant une pointe en argent en mode exaltation.
intéressantes :
– avec des pointes en argent des protubérances sont créées (fig. 16.11), alors que des trous et cratères
sont obtenus avec des pointes en tungstène et platine/iridium ;
– la géométrie des objets obtenus dépend fortement des conditions d’exposition, et spécifiquement de
l’intensité des impulsions.
L’interprétation de ces observations nécessite une meilleure compréhension du processus d’exaltation et du
comportement physico-chimique des particules d’or en présence d’une forte intensité lumineuse.
16.3.3.2 Chrome
K. Lieberman & al. [528] ont proposé une méthode de LOP sur couche (épaisseur  200 nm) de
chrome d’un photomasque pour lithographie conventionnelle. La couche subit une ablation thermique
locale initiée par l’éclairage SNOM avec un laser pulsé. Il s’agit ici d’une véritable sublimation du chrome
amorcée localement. Si le pulse est assez court (quelques femtosecondes) la zone éclairée s’évapore avant
que la diffusion thermique vers le reste de l’échantillon n’ait le temps de se produire. Cette technique a été
utilisée pour réparer ou ajuster la géométrie de ce type de masque coûteux. Les auteurs ont utilisé une pointe
SNOM fibrée et métallisée de 300 nm de diamètre terminal, permettant plusieurs centaines de mJ=cm2 à
chaque pulse (λ = 260 nm). Compte tenu de la forte élévation de température de la métallisation qui peut
se produire avec ce type de sonde ( 300Æ C), il est possible que le transfert thermique entre la pointe et le
chrome joue un rôle dans cette technique de LOP [528]. Le résultat de l’expérience est caractérisé par un
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FIG. 16.12: Images AFM (12 12 µm2) mettant en évidence une réparation par LOP d’un masque de
chrome. a) masque avec défaut, b) masque traîté.
AFM commercial travaillant en mode contact. K. Lieberman & al. réussirent par cette technique à réparer
de façon contrôlée des masques en chrome avec une résolution d’environ 300 nm. La figure 16.12 image
remarquablement cette application LOP : a est une image AFM d’un masque présentant un petit défaut de
quelques microns, b montre le masque réparé à l’aide de la méthode LOP décrite ci-dessus.
16.3.4 Cristaux organiques
Deux types de cristaux organiques ont été utilisés en LOP : un cristal de merocyanine (G. Kaupp &
al. [529]) et un cristal d’anthracène (D. Zeisel & al. [530]). Dans les deux cas une sonde fibrée métallisée
et contrôlée par une technique « shear-force » a été utilisée comme source locale. Les approches sont
cependant très différentes. Dans les expériences de G. Kaupp & al. l’énergie optique absorbée (suite à une
exposition de quelques secondes à λ = 488 nm) provoque la fusion locale du cristal (à  171ÆC) qui se
recristallise en surface en formant un cône. Le résultat est caractérisé par une imagerie AFM et SNOM.
Le phénomène d’échauffement de la pointe est consciemment utilisé dans les expériences de D. Zeisel &
al. qui choisirent de métalliser complètement la sonde, obstruant ainsi son ouverture. Ce cette façon, le
transfert énergétique photon/chaleur vers le métal est optimal puisque toute la lumière est absorbée par le
métal. Cette approche leur permet de provoquer la sublimation locale du cristal d’anthracène qui a lieu aux
alentours de 226Æ C. Ici, il ne s’agit donc pas à proprement parler d’une technique LOP dans la mesure où
aucune interaction entre l’onde lumineuse et le matériau ne rentre en jeu. La sonde peut en fait être vue
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FIG. 16.13: LOP sur cristaux organiques. a) image AFM de cônes submicroniques formés par fusion locale
suivie d’une recristallisation. b) profil « shear force » de nano-trous formés par sublimation thermique.
comme une source thermique activée optiquement. Dans les expériences de D. Zeisel & al., l’exposition
lumineuse à travers la sonde est pulsée (durée 3 6 ns à λ = 450 nm) et le résultat est caractérisé in situ en
mode « shear-force » à l’aide de la même pointe.
La figure 16.13 parle d’elle-même. G. Kaupp & al. ont créé un motif contrôlé de cônes submicroniques
(largeur  200 nm, hauteur  100 nm) sur la surface du cristal (fig. 16.13 a). D. Zeisel & al. fabriquèrent
de façon reproductible des trous de 70 nm de diamètre (Fig.16.13 b). G. Kaupp & al. firent une observa-
tion intéressante : aucun contraste SNOM correspondant à l’image AFM (fig.16.13 a) n’a jamais pu être
observé. Ce fait a conduit les auteurs à penser que le cristal de mérocyanine, après fusion, se recristallise
dans sa direction initiale.
16.3.5 Matériaux à changement de phase
T. Shintani & al. [531], S. Hosaka & al. [532], et R. Kim & al. [533] ont réalisé des expériences LOP
sur un matériau à changement de phase qui fait actuellement l’objet de nombreuses recherches dans le
cadre du stockage optique des données : le Ge2Sb2Te5. Ce matériau peut passer de façon réversible de
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FIG. 16.14: LOP sur GeSbTe. Image SNOM en mode réflexion de lettres préalablement cristallisées par
un éclairage en champ proche.
la phase amorphe à la phase cristalline par changement de température initiée optiquement. En partant
de la température ambiante, si le matériau est cristallin et s’il absorbe une impulsion laser suffisamment
puissante, il fond (à la température Tf), le matériau devient amorphe par refroidissement rapide. En partant
de la température ambiante si le matériau est amorphe, on peut le cristalliser par recuit en atteignant une
température de cristallisation Tc < T f par un éclairage laser moins puissant. Les deux phases du matériau
correspondent à des indices optiques différents :
– exemple pour le GeSbTe cristallin : n = 5;5+3;4i à 780 nm,
– pour le GeSbTe amorphe : n = 4;5+1;3i à 780 nm.
Ce matériau offre donc la possibilité d’écrire et d’effacer des bits optiques, les deux états (0 et 1) de ces
bits correspondant aux deux phases (amorphe et cristalline) du matériau. Il a été testé en LOP à l’aide
de sondes fibrées métallisées contrôlées par une technique « shear-force ». Seul le passage de la phase
amorphe à la phase cristalline a été validé par SNOM (avec une résolution  100 nm) par une impulsion
laser (λ = 780 nm, P = 8:5 mW , dt  1 ms) permettant  100 nW en extrémité de sonde. Le résultat est
caractérisé in situ par SNOM en mode réflexion. La figure 16.14 est une image SNOM des initiales du
laboratoire de Kim & al. préalablement cristallisées par LOP.
16.3.6 Cristaux liquides
Les cristaux liquides présentent quatre phases 8 : cristalline, smectique, nématique et liquide amorphe.
On peut passer d’une phase à l’autre par variations de température. Lorsque le matériau est dans sa phase
nématique (phase apparemment liquide), les molécules sont facilement orientables sous l’action d’un
champ extérieur, mais elles conservent un comportement collectif : elles s’orientent toutes dans la même
direction. Cette propriété est utilisée par exemple pour des applications d’affichage digital : en appliquant
des champs électriques appropriés, on peut ajuster spatialement la transmittance optique du matériau, cette
dernière dépendant de l’orientation commune des molécules. J. Moyer & al. [534] utilisèrent un cristal
liquide qui est en phase smectique à la température ambiante. En utilisant une sonde fibrée métallisée,
on peut lors d’un premier balayage lent faire passer localement le matériau dans sa phase nématique (par
élévation de température induite optiquement). C’est l’étape d’écriture. Un deuxième balayage rapide per-
met de caractériser le résultat par une imagerie SNOM (mode illumination, détection rasante, analyse en
polarisation). C’est l’étape de lecture. En effet, lors du second passage les molécules des zones en phase né-
matiques s’orientent facilement sous l’action du champ électrique optique issu de la sonde. Ces molécules
voient leur polarisabilité optique modifiée par rapport à celle des molécules des zones en phase smectique.
Ce phénomène induit, en imagerie SNOM, un contraste optique entre les deux phases.
La figure 16.15 montre un résultat remarquable de cette méthode de LOP. Sur l’image SNOM a, on
peut voir clairement le contraste noir correspondant aux zones qui ont été écrites lors du premier balayage.
Ce contraste est purement optique et ne correspond à aucun contraste dans l’image b « shear-force » si-
multanément obtenue. On peut considérer l’image a comme un véritable affichage à cristaux liquides en
8. A. Guinier, La structure de la matière, du ciel bleu à la matière plastique, ed. Hachette CNRS (1981).
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FIG. 16.15: Résultat d’une expérience LOP sur cristal liquide : a)image SNOM du résultat, les zones
noires correspondent aux zones qui ont été, par LOP, mises en phase nématique ; b) image « shear-force »
correspondante.
champ proche. La résolution annoncée pour cette méthode LOP est de 65 nm pour une longueur d’onde de
488 nm.
16.3.7 Matériaux photochromiques
Un matériau photochromique est un matériau dont le spectre optique d’absorption peut être modifié
par un éclairage lumineux suffisamment énergétique. Si on irradie les molécules du matériau suffisam-
ment longtemps, elles peuvent passer d’une forme isomère à l’autre, par exemple de la structure trans-
isomère à la structure cis-isomère (même composition chimique mais formule semi-developpée différente)
qui confère à la molécule un spectre d’absorption différent de celui de la molécule initiale. Par exemple,
son spectre d’absorption peut passer, après absorption photonique, du domaine UV au domaine visible; le
matériau devient alors coloré, d’où l’appellation de « photochromique ». Il s’agit ici d’une modification
purement optique de la matière et le phénomène peut être réversible. Plusieurs équipes ont mis au point des
expériences de LOP consistant à amorcer en champ proche une isomérisation de ce type de matériaux à une
échelle sub-micronique (S. Jiang & al. [535], M. Hamano & al. [536]). Ces équipes utilisent des sondes
fibrées métallisées ou non dans lesquelles est injecté un faisceau issu d’un laser Argon (raie UV ou visible
selon la structure isomère du matériau). La caractérisation du résultat est assurée par une imagerie SNOM à
une longueur d’onde appropriée. La modification physico-chimique d’une zone précise se fait typiquement
avec 30 µW de puissance pendant plusieurs secondes tandis que l’imagerie SNOM de caractérisation est
assez rapide pour ne pas modifier la matière.
Les équipes citées plus haut ont réussi à initier une isomérisation à l’échelle de 100 nm. Un exemple
remarquable est montré figure 16.16 qui présente l’image SNOM (obtenue par M. Hamano & al.) en trans-
mission à λ = 529 nm d’un bit optique écrit sur matériau photochromique. Le point lumineux correspond
à une petite zone de l’échantillon dont le spectre d’absorption a été décalé vers l’UV par isomérisation en
champ proche.
16.3.8 Matériaux magnétiques et ferro-électriques
Comme nous l’avons vu dans le chapitre 15, à une multicouche Co=Pt est associée une aimantation
perpendiculaire à la surface. La pointe SNOM peut « chauffer » localement la matière par absorption
optique jusqu’à sa température de Curie ( 300 ÆC), inversant l’aimantation et entrainant la formation d’un
domaine facilement observable en imagerie SNOM en mode magnéto-optique. E. Betzig & al. [222] ont
utilisé ce principe pour mettre en œuvre une LOP sur ce type de multicouche. Ils utilisèrent une sonde
fibrée et métallisée, éclairée dans le vert pour l’écriture, et dans le bleu pour la caractérisation du résultat
qui se fait par imagerie magnéto-optique en champ proche par effet Faraday. L’écriture s’effectue en mode
pulsé contrôlée par une cellule photo-acoustique.
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FIG. 16.16: Résultat de LOP sur matériau photochromique. Image SNOM en transmission (λ = 529 nm)
d’une zone nanométrique qui a subi une isomérisation en champ proche.
La figure 16.17 montre un exemple de résultat. E. Betzig & al. annoncent l’écriture de domaines espacés
de 120 nm correspondant à une capacité de stockage d’environ 45 Gbits=pouces2. La vitesse d’écriture était
de 10 kHz, et la vitesse espérée de 10 MHz en jouant sur la largeur des pulses du modulateur.
Les cristaux ferro-électriques ont été également utilisés en LOP. Faisons un petit rappel préalable. Un
matériau ferromagnétique (Fe, Ni, Co, : : : ) possède une aimantation « naturelle » spontanée non nulle
en champ nul. Cette propriété disparaît à la température de Curie et ces matériaux deviennent alors para-
magnétiques, c’est à dire régis par la loi M = kH où k > 0 est la susceptibilité magnétique dépendant de
la température, et M est l’aimantation 9 induite par l’application d’un champ magnétique H. Cette loi est
équivalente, pour le champ électrique E , à P = χE où χ est la susceptibilité diélectrique, et P la densité
volumique de moments dipolaires induits par E . Un matériau ferroélectrique est un matériau dont les pro-
priétés électriques sont analogues aux propriétés magnétiques des corps ferromagnétiques : il possède un
champ électrique important en absence de champ extérieur. Cette propriété disparaît au delà d’une tempé-
rature dite « de transition », équivalente de la température de Curie ; le corps devient alors paraélectrique
(sa susceptibilité diélectrique devient dépendante de la température).
J. Massanel & al. [537] ont réalisé des expériences LOP sur ce type de matériau (sulfate de tri-glycine
[538]), à l’aide d’une sonde fibrée métallisée utilisée aussi comme sonde « shear force ». L’illumination
(quelques dizaines de nW à λ = 488 nm) est suivie d’une caractérisation in situ par imagerie « shear-force »
en utilisant la même pointe.
Trois mécanismes (pouvant être simultanés) possibles de LOP ont été proposés par les auteurs :
– le matériau, du fait de sa nature ferroélectrique, présente en surface un champ électrique « naturel »
d’environ 100 V=m qui n’est pas suffisant pour éjecter les électrons. Cependant, ce champ, couplé à
une photo excitation SNOM des électrons de surface, pourrait permettre l’extraction d’électrons et
l’apparition d’une inhomogénéité surfacique de charges à laquelle serait sensible le mode shear-force
(interaction colombienne entre la pointe métallisée et les charges) ;
9. aimantation : densité volumique de moments magnétiques.
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FIG. 16.17: LOP sur matériaux magnéto-optique. Image SNOM en transmission en contraste Faraday du
résultat, pour plusieurs intensités d’écriture.
– le matériau étant organique, il peut subir des modifications photochimiques sous l’action de la lu-
mière, et particulièrement des cassures de liaisons, entraînant une baisse locale de la densité du
matériau à laquelle serait sensible le mode « shear-force » ;
– l’échauffement local annulant le caractère ferroélectrique du matériau.
J. Massanel & al. ont réussi de cette façon à fabriquer des lignes et des points de dimension latérale
comprise entre 60 et 150 nm (cf. exemple Fig. 16.18). Ces motifs sont stables pendant plusieurs jours.
16.4 Conclusion
Nous avons vu que de nombreuses configurations ont été utilisées pour amorcer optiquement une mo-
dification physico-chimique de matériaux photosensibles à une échelle nanométrique. Il convient de retenir
de ce document la diversité des matériaux utilisés qui s’est avérée beaucoup plus importante que dans le
cas de la lithographie optique conventionnelle. Cette variété traduit la diversité des processus qui peuvent
être induits par l’optique de champ proche en raison de la localisation de l’interaction.
Les nombreuses expériences LOP ont permis de faire des pas supplémentaires dans notre connaissance
des propriétés physico-chimiques des matériaux mais aussi de la nature du champ en extrémité de sondes
SNOM. Les résultats de ces expériences, encore très récentes, ouvrent la porte à de nouvelles et élégantes
techniques de lithographie haute résolution utilisant le photon comme « vecteur d’écriture ».
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FIG. 16.18: Image « shear force » d’un ligne photolithographiée par LOP sur une surface ferroélectrique.
Postface
par Michel Orrit
Le présent ouvrage rassemble les contributions des intervenants à l’École Thématique du Groupement
de Recherche (GDR) du CNRS « Optique du Champ Proche », réunion qui s’est tenue du 19 au 24 Mars
2000 à Lalonde les Maures (Var). Le but de l’École était de donner aux participants, pour la plupart issus des
équipes du GDR, un langage et un point de vue commun sur les principes, les méthodes et les utilisations
du champ proche optique. Au-delà de l’auditoire présent à l’École, pour lesquels ce livre servira d’aide-
mémoire, les organisateurs ont pensé aux jeunes (et moins jeunes) chercheurs et ingénieurs peu familiers
avec le domaine, mais qui seront amenés à utiliser le champ proche optique dans les prochaines années. Ils
ont donc demandé aux intervenants de rédiger cet ouvrage collectif à partir de leurs notes. En remerciant
encore une fois les auteurs pour les efforts de pédagogie et de précision de leur rédaction, les organisateurs
espèrent que de nombreux utilisateurs pourront faire usage de ce livre.
L’ouvrage comprend trois parties. Dans les six chapitres de la première partie, les principaux concepts
théoriques de l’optique en champ proche sont introduits, et des modèles de plus en plus élaborés sont
décrits, en commençant par des résultats généraux comme le théorème de réciprocité et les développements
perturbatifs, jusqu’au formalisme des fonctions de Green, qui s’applique à des matériaux et des géométries
quelconques. Le cas des plasmons de surface est traité dans un chapitre séparé.
Parmi les concepts importants du champ proche optique, celui de la propagation, vue comme un filtre
spatial, joue un rôle de premier plan. On comprend ainsi facilement pourquoi une résolution de l’ordre de
100nm impose de travailler à des distances très courtes (inférieures à 20nm) des structures diffractantes, et
ceci montre le rôle central des signaux d’approche en optique du champ proche. Les différentes méthodes
théoriques exposées dans cette partie peuvent se résumer par trois stratégies différentes et complémen-
taires :
– manipuler des modèles simples, faciles à comprendre et à traiter théoriquement, et pouvant se prêter
à des applications astucieuses de théorèmes puissants de l’électrodynamique, comme le théorème
de réciprocité. Ces arguments généraux permettent de simplifier un problème ou de le ramener à
des situations-types déjà connues, par exemple en échangeant détecteur et source. Cette stratégie
est illustrée par le cas d’école du cône de métal parfait, décrit en détail. Les modèles simples sont
particulièrement utiles aux expérimentateurs, qui doivent souvent raisonner à partir de situations
réelles beaucoup plus complexes que les modèles mathématiques, notamment en magnéto-optique ;
– appliquer des méthodes perturbatives. Les avantages de ces méthodes sont leur simplicité, la possi-
bilité d’obtenir des résultats analytiques, et la légèreté des calculs numériques qu’elles entraînent.
Même si elle ne s’appliquent pas à toutes les situations, elles permettent de débrouiller facilement
certains problèmes et ne doivent donc pas être négligées ;
– traiter exactement un problème de diffraction en champ proche grâce au formalisme des fonctions de
Green. Ces méthodes numériques donnent la solution des équations de Maxwell en recourant à des
astuces pour réduire la taille des calculs. Elles permettent donc en principe de traiter n’importe quel
problème : calcul du champ autour de structures tridimensionnelles arbitraires, de géométrie quel-
conque, comprenant n’importe quels types de matériaux, à condition qu’on sache en modéliser les
propriétés diélectriques et optiques. Toutefois, ces méthodes nécessitent des moyens de calcul im-
portants, et ne peuvent pas traiter certains phénomènes comme la dispersion spatiale dans le cas des
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plasmons. De même, les grandes échelles sont interdites par la taille des calculs. Une des perspec-
tives de ces simulations est donc leur couplage à des codes d’éléments finis pour traiter ces grandes
échelles.
Une des conclusions de l’École était le besoin de modèles et de concepts simples pour guider les expé-
riences, comme la théorie des perturbations. Pour une comparaison détaillée des résultats expérimentaux à
la théorie, cependant, rien ne remplacera une simulation détaillée à l’aide de calculs exacts comme la fonc-
tion de Green, pour obtenir par exemple une cartographie précise du champ dans un dispositif expérimental
réel.
La partie 2 aborde en 4 chapitres les différents montages et méthodes expérimentales utilisées actuelle-
ment dans le domaine du champ proche optique : le problème de la sonde (qui est central au champ proche),
celui des actionneurs piézoélectriques par lesquels la sonde est déplacée à la surface de l’échantillon, et ce-
lui des méthodes d’asservissement par l’exemple de la méthode du diapason.
Il n’existe pas un montage typique de champ proche optique, mais un grand nombre de plans de base,
avec de nombreuses variantes. Ces différentes configurations expérimentales peuvent se concevoir comme
des combinaisons de différentes options : pointe sonde avec ou sans ouverture, utilisation de la pointe en
illumination (l’objet diffracte le champ proche de la sonde utilisée comme source) ou en collection (la
sonde frustre le champ proche de l’objet et le diffracte en champ lointain), signal d’approche par la force
atomique ou purement optique, observation à la fréquence d’excitation ou à une fréquence différente, et de
multiples autres choix possibles. En fonction du problème à résoudre, on pourra adopter une combinaison
quelconque de ces différents choix, ce qui donne une gamme très étendue de montages possibles adaptés
à chaque application. Par exemple, pour observer des molécules individuelles à température ambiante,
le photoblanchiment est une limitation très sévère. On aura donc intérêt à travailler en illumination des
molécules par la pointe, et non en mode collection, car les molécules seraient irradiées et photodétruites
pendant tout le balayage, sans profit pour leur détection. De même, pour des applications d’optique non-
linéaire, une géométrie de pointe sans ouverture peut aboutir à des coefficients d’exaltation des champs
beaucoup plus importants qu’une géométrie de sonde à ouverture, où la puissance est de toute manière
limitée.
La sonde ou pointe est l’élément indispensable du champ proche, puisque c’est elle qui effectue le
couplage du champ lointain (utilisé pour l’excitation et la détection) au champ proche de l’objet que l’on
désire observer. La pointe est aussi le composant le plus critique car c’est elle qui donne l’accès au nano-
monde, et encore elle dont la géométrie est la plus difficile à contrôler. Parmi les sondes à ouverture, les
fibres peuvent être étirées ou attaquées, en fonction de la transmission désirée. De nouvelles méthodes d’at-
taque en conservant la gaine polymère donnent une bien meilleure qualité de pointe. D’autres modèles plus
exotiques de pointes coaxiales ou tétraédriques, explorées dans plusieurs groupes à travers le monde, ont
des performances originales très prometteuses. De même, plusieurs solutions et matériaux (W , Si, C) sont
possibles pour les pointes simples des montages sans ouvertures. Une nouvelle idée originale, proposée
récemment par un groupe allemand, est l’utilisation d’une seule molécule comme sonde ponctuelle.
Un chapitre entier est consacré à la méthode du diapason pour la mesure de la force atomique de
cisaillement (shear force). La sensibilité de cette méthode est remarquable, puisqu’elle atteint pratiquement
la limite thermodynamique. Le mécanisme d’apparition de la force pointe-surface est toujours mal compris,
mais sa variation exponentielle avec la distance suggère qu’un troisième corps peut être responsable de la
transmission de l’effort. Un point important est le temps de réponse de l’asservissement, qui n’est pas
nécessairement limité par le temps d’amortissement de toute l’énergie de vibration, mais est plutôt de
l’ordre de quelques périodes d’oscillation, car on peut détecter une très faible variation de l’amplitude ou
de la phase.
Le dernier chapitre de cette partie instrumentale concerne les matériaux piézoélectriques, indispen-
sables au fonctionnement d’un microscope en champ proche. Le matériau idéal transformerait une tension
appliquée en déformation ou en déplacement. En réalité, de nombreux écarts à l’idéalité sont observés
sur les actionneurs piézoélectriques réels: hystérésis, vieillissement, dérives, tous liés aux caractéristiques
du matériau. D’autres problèmes sont liés à l’utilisation : il faut par exemple limiter les tensions de po-
larisation, les températures auxquelles on porte le dispositif (en particulier lors des soudures de contacts
électriques) et prendre aussi des précautions sur les efforts mécaniques que doit supporter le dispositif. Ce
chapitre sera très utile non seulement à ceux qui veulent concevoir leur propre appareillage, mais aussi aux
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utilisateurs d’appareils commerciaux.
Dans la partie 3, six chapitres décrivent diverses applications de l’optique en champ proche : cartogra-
phie du champ, spectroscopie moléculaire et fluorescence, en particulier spectroscopie et microscopie à une
molécule, spectroscopie de vibrations moléculaires (Raman en particulier), semiconducteurs nanostructu-
rés, magnéto-optique, lithographies optiques en champ proche.
La cartographie du champ est un problème général en optique du champ proche. Le chapitre correspon-
dant introduit les principaux concepts par une théorie électromagnétique simple, qui donne les conditions
d’observation. Les plasmons de surface sont des objets riches et complexes, particulièrement adaptés à la
géométrie PSTM (microscope tunnel photonique). Les applications en magnéto-optique sont aussi pro-
mises à un bel avenir.
Les notions de spectroscopie moléculaire et de fluorescence permettent à un non-spécialiste d’intégrer
les propriétés photophysiques principales d’une molécule. Une molécule ou une nanoparticule est un ob-
jet simple, très bien compris théoriquement et pratiquement, qui peut servir d’objet-test ou de sonde dans
beaucoup d’expériences de champ proche. Pour beaucoup d’applications en optique, on peut restreindre la
molécule à deux concepts utiles : son dipôle de transition et son spectre d’excitation (ou de fluorescence).
Aux échelles du champ proche optique, c’est un objet pratiquement ponctuel, qui ne sera sensible qu’à la
valeur du champ électrique là où il se trouve. Le champ proche peut apporter beaucoup aux expériences
sur des molécules uniques : une meilleure résolution spatiale, un signal de topographie et la corrélation du
signal optique aux structures dans l’échantillon, des actions et des manipulations possibles sur la molécule
et sur son environnement, à l’aide de la sonde elle-même. En retour, les méthodes de molécules uniques
peuvent apporter à la microscopie en champ proche des sondes réellement ponctuelles, polarisées, parfai-
tement reproductibles (au contraire des nanostructures fabriquées), et surtout bon marché et disponibles
immédiatement ! Un exemple particulièrement frappant des possibilités des molécules est celui du transfert
d’énergie (FRET), très utilisé en biochimie moléculaire comme « règle » aux échelles nanométriques. C’est
en fait historiquement la première expérience claire de champ proche optique (déjà réalisée et comprise dès
les années 30 et 40 par Perrin et Förster) puisqu’on peut le représenter comme l’échange d’un photon entre
le donneur et l’accepteur. La dépendance spatiale du champ responsable du transfert, loin d’être celle d’un
champ rayonné, en inverse du carré de la distance, est en fait celle en inverse du cube de la distance du
dipôle électrostatique représentant le donneur, et dont l’accepteur sonde le champ proche.
Le chapitre suivant concerne la spectroscopie vibrationnelle en champ proche. Ce dernier peut avoir
des effets sur l’intensité des bandes (les règles de sélection et de polarisation peuvent être modifiées dans
le champ proche), ou la fréquence au voisinage des surfaces. Il serait très intéressant de transposer des
techniques d’optique non-linéaire (comme la génération de somme ou de différence de fréquences) au
champ proche optique, où l’on attend des effets d’exaltation spectaculaire des processus d’ordre élevé. Un
des buts à long terme de la microscopie vibrationnelle en champ proche est de dépasser les résolutions
actuelles des microsondes infrarouge et Raman, limitées par la diffraction, pour la caractérisation chimique
et physico-chimique des surfaces. Les récents progrès de la diffraction Raman en champ proche laissent
espérer que ce but n’est pas trop éloigné.
Le dernier chapitre, sur les nanostructures semi-conductrices, décrit les différentes structures existantes,
et les méthodes employées pour les réaliser. Les lasers pour générer la lumière, les modulateurs pour
modifier son intensité, sa phase, sa polarisation, etc., les guides d’ondes et les cristaux photoniques pour
contrôler sa propagation, sont tous des dispositifs dont les tailles deviennent de plus en plus réduites et
font désormais appel à des micro- ou nano-fabrications. Il faut donc souligner l’importance du champ
proche optique pour caractériser ces structures et leur fonctionnement. Les applications spectroscopiques
fascinantes d’objets tels que les plots quantiques individuels ont été évoquées au cours de l’École.
En conclusion, l’École a montré comme la communauté française de l’optique du champ proche est
variée et vivante, et cet ouvrage de synthèse en porte le témoignage. De nombreuses questions posées au
cours de la rencontre sont restées ouvertes, et apparaissent dans le texte. Par exemple, dans quels cas utiliser
un microscope en champ proche au lieu d’un microscope confocal classique? Pour certains problèmes, la
résolution limitée par la diffraction peut suffire, mais il est certain que le couplage à une pointe ouvre des
perspectives inaccessibles à la microscopie en champ lointain. Très probablement, les futures génération
d’appareils permettront l’accès à de meilleures résolutions avec un moindre investissement instrumental,
et deviendront donc des concurrents sérieux des microscopes classiques pour de nombreuses applications.
Comme le rappelait justement Daniel Courjon dans son exposé d’ouverture de l’École, l’aventure de l’op-
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tique en champ proche, qui a commencé avec des idées simples et des moyens très légers, presque avec des
« bouts de carton », est maintenant poursuivie par une communauté dynamique et étendue, dont on peut
attendre de nombreux développements surprenants dans les prochaines années !
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