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Abstract
Deterministic port-based teleportation (dPBT)protocol is a schemewhere aquantumstate is guaranteed to
be transferred to another systemwithoutunitary correction.Wecharacterise thebest achievable
performanceof thedPBTwhenboth the resource state and themeasurement is optimised. Surprisingly, the
best possiblefidelity for anarbitrarynumberofports anddimensionof the teleported state is givenby the
largest eigenvalueof aparticularmatrix—TeleportationMatrix. It encodes the relationshipbetweena certain
set ofYoungdiagramsandemerges as theoptimal solution to the relevant semidefiniteprogramme.
1. Introduction
Quantum teleportation is one of the earliest andmost widely used primitives inQuantum Information Science
which performs an arbitrary quantum state transfer between two spatially separated systems [2]. It involves
pre-sharing an entangled resource state and consists of three simple stages. Thefirst stage involves a joint
measurement of the teleported subsystem togetherwith the share of the resource state on the senderʼs side. In
the second step, classicalmeasurement outcome is communicated to the receiver. The last step consists of
applying a requisite correction operationwhich recovers the transmitted quantum state.
Port-based teleportation (PBT) discovered by Ishizaka andHiroshima [7] is a particular teleportation
protocol which stands out for its simplicity and surprising qualities which are unattainable by the pre-existing set
of protocols. Theywere able to reduce the three-step procedure to the onewhere the remaining correction step is
trivial. In this protocol, the sender and the receiver share a large entangled resource state and the sender
implements a joint POVMon the teleported system and the resource state. Depending on the type of POVM,
one distinguishes two operational regimes: probabilistic and deterministic. In the former case, which is well-
understood onlywhen one teleports qubits, themeasurement is designed to ensure that the teleported state
arrives intact to the receiver, but there is a small probability of failure. In the latter case, the state always gets to the
receiver but incurs some distortion. In both protocols the sender communicates the classicalmeasurement
outcome (including the failure in the former case) to the receiver who then traces out part of the resource state
indicated by the classical communication and finishingwith the teleported state in the case of deterministic
port-based teleportation (dPBT) ormaximallymixed state in case of the probabilistic PBT.
While the optimal functioning of the probabilistic PBT is well-understood, for a number of practical
applications itmay be critical to have a teleportation protocol without a unitary correctionwhich always
succeeds evenwhen the replica is distorted. Understanding the feasibility of such protocols (with optimal
measurements and the corresponding resource state) for an arbitrary number of ports and local dimension of
the teleported state remained a difficult open problem.
Despite the superficial similarity to theprobabilistic PBT, characterising theoptimal performanceof thedPBT
remained elusivedue to thedistortionwhich affected the teleported state—the existing toolswere ill-suited for the
analysis of the resultingquantumstate on the receiver. In ourwork,we showthat theoptimal performance regime for
thedPBT, remarkably, canbe reduced to the studyof a static object—TeleportationMatrix (TM). This extraordinarily
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simplematrix emerges as a result of anSDPoptimisation andcharacterises the abstract relationshipbetween the input
and theoutput states of the protocol.
In this work, we obtain a relationship between the dPBT and its companionTMand provide a convergent
algorithm to determine its infinity norm that characterises the best possiblefidelity of teleportationwhen both
the resource state andmeasurement are optimised. In particular, when the dimension of the teleported state is
greater or equal to the number of ports, themaximal eigenvalue is obtained analytically. In the other case, we
provide a convergent algorithm to compute it.
In section 2we review the connection of PBTprotocols with the algebra of partially transposed permutation
operators, followed by a short review of basic facts about the induced and restricted representations of the
symmetric group S(N) in section 3. In the same section, we also prove a group-theoretic lemma about characters
of the induced representations whichwill play an important role in the following sections. Then, in the first part
of section 4, we formally introduce the TMand study its properties. In particular, we present an analytical
expression for its eigenvalues and corresponding eigenvector when the dimension of underlying localHilbert
space is large enough compared to the number of ports. In the second part, we provide an alternative approach
to computing spectral properties of the TM. Finally, in section 5we showhow it naturally appears as a result of
semidefinite optimization and describe a convergent algorithmwhich calculates its infinity normwith the
corresponding eigenvector when the dimension of the localHilbert space is smaller than a number of ports.
2. The dPBTprotocol and its connection to a representation of the algebra
Wenow recall the details of the dPBT introduced in [6–8], and introduce the notation emphasise the connection
with the algebra of partially transposed permutation operatorsntn. Herewe review themost important facts
regarding the representation of ( )dntn (for detailed discussion of properties of ( )dntn see [11–13]). In dPBT, two
parties, Alice and Bob, share a resource state consisting ofN copies of bipartitemaximally entangled states y ñ+∣ .
ThenAlice performs a jointmeasurement on her half of the resource state and the unknown state θCwhich she
wants to teleport by performing a POVM P~ ={ }a aN 1, where eachP~a is a square rootmeasurement [7]. She then
communicates themeasurement outcome aä{1,K,N} to Bob. This outcome a labels the port on Bobʼs side
which contains the teleported state. Bob then traces out all the ports except for the ath. In this protocol,
teleportation always succeeds but the teleported state arrives distorted. To characterise the performance of the
dPBTweneed to evaluate thefidelity of teleportation F [7]:
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where 1aC denotes the identity operator acting on all subsystems except athCth,
+PaC denotes an unnormalised
projector onto themaximally entangled state F ñ = å ñ+ =∣ ∣iiaC d i
d
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1
1 between subsystems a andC, where the set
ñ ={∣ }i id 1 is the standard basis in d. In the second equality in(2)weuse awell-known fact that =+ ( )P V a C,aC tC ,
where tC is a partial transpositionwith respect to subsystemC performed on permutation operatorV(a,C)
acting between subsystems a andC. The operator ρ in(1) is called the PBToperator, and can be expressed as (see
[12]):
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Since every element Ä ( )V a C1 ,aC acts as a permutation on the fullHilbert space  Ä( )d n, where n=N+1,
wewill further denote it byV(a,C). To keep the notation consistent with the earlier works that study ( )dntn we
label subsystemC by the index n, then expressions(2) and (3) read
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From the above identities, it follows that ρ is closely related to algebra ( )dntn of partially transposed permutation
operators where partial transposition tn is performedwith respect to the nth subsystem. The operator ρ can be
regarded as an element of the algebra  ( )dntn . From [11, 13]we know that the full algebra  ( )dntn splits into a
direct sumof two left ideals  = Å( )dntn . From [12]we also know that the part of the algebra  ( )dntn
containing the ideal  does not play any role in the description of the dPBT, sowewill not discuss it here. In the
ideal, all irreducible representations (irreps) of ( )dntn are labelled by the irreps of the symmetric group S
(N−1), and they related to the irreps of the group S(N) induced by those irreps of S(N−1).
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Furthermore, we denote the corresponding projector (includingmultiplicities) on a chosen irrep labelled by
a -N 1 (the symbol  indicates that the diagramα is obtained forN−1 boxes) byMα, and its support space
by S(Mα). Further by Pμwe denote the Young projector (includingmultiplicities) onto irrep of S(N) labelled by
m N induced from a given irrepα of S(N−1). It occurs when a Young diagram m N can be obtained from a
Young diagram a -N 1by adding a single box (wedenote this byμäα), andwhen all irreps labelled byα
andμ occur. The latter happenswhen the height of the first columnofα andμ is less or equal to the dimension d
of the localHilbert space (i.e. when h(α)d, h(μ)d). Define projectors
m a a" Î ºm a m( ) ( )F M P , 5
which project onto irreps of S(N) contained inMα labelled by Young diagramsμ and induced from the irreps of
S(N−1) labelled byα [12]. Denoting byPα a Young projector onto irrep labelled by a -N 1we get the
following representation of η from equation (4):
å åh h a= =
a a
a( ) ( ) ( ) ( ) ( )V a N P V N n V a N, , , . 6tn
The support of every η(α) is the space S(Mα)which is invariant with respect to the action of S(n−1), sowe see
that Fμ(α) are eigenprojectors of η(α). From [12]we know that projectors Fμ(α) can bewritten as:
a g a h a=m m m m-( ) ( ) ( ) ( )F P P , 71
where the numbers g am ( ) are the eigenvalues of the operator η from(4) given by
g a =m m a
a m
( ) ( )Nm d
m d
, 8
where dα, dμ are dimensions of the irreps of S(N−1), S(N) labelled by Young diagrams  a m-N N1,
respectively, andmα,mμ are theirmultiplicities.
By combining(7) and(8)we see that the PBToperator ρ is closely related to η and has the following form:
å år l a a=
a m a
m m
- - Î
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N
In our previous work [12]we give an explicit expression for the fidelity F given in equation (1) in terms of
N d, , the dimensions dμ, andmultiplicitiesmμ of irreps of the permutation group S(N)when the resource state
is given by as aN-fold tensor product of y ñ+∣ . In this case, we also know that optimal POVMs P~ ={ }a aN 1 are given
in the formof square rootmeasurements (see(1)). In the qubit case when both themeasurement and the
resource state are optimised simultaneously it is known that it is possible to achieve a significantly higher
teleportationfidelity [8]. In the latter case, the resource state differs from y ñ+ Ä∣ N , and one has a different set of
POVMs. In the qudit case, we similarly take the resource state to be
y y yYñ = Ä ñ Ä ñ Ä Ä ñ+ + +∣ ( )∣ ∣ ∣ ( )O 1 , 11A B A B A B A BN N1 1 2 2
where = = A A A A B B B B,N N1 2 1 2 , andOA encodes an arbitrary operator onAliceʼs side satisfying
=†O O dTr A A N .Wewant to compute
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with respect to the following constraints
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where P ={ }a aN 1 is somenew, optimal set of decoratedPOVMs5which are compatiblewithoperationOA and 1B is
identity operator acting on single qudit space onBobs’ side.We see that theproblemof simultaneous optimisation
over a resource state Yñ∣ and the set of decoratedPOVMs P ={ }a aN 1 canbe cast as a semidefinite programme (SDP) [3].
Ifwe are interested inoptimisingonly themeasurement then see [12], and for explicit formula in the case of a small
number of ports see [14].Most of thiswork is dedicated tofinding anoptimal formofAlice’operationOA, the
optimal formofdecoratedPOVMs, and the expression for the optimal value of thefidelity(12). Aswehave
mentioned abovewe solve this problemby giving an analytical solutionof theprimal and thedual SDP.Moreover, all
such solutions are presented in termsof objects characterising ( )dntn .
5
Weuse the phrase ’decorated POVMs’ since they have been POVMs before applying operatorOA byAlice. This distinction is important
since sumofΠa is not smaller or equal to identity operator, so they cannot be called POVMs.
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3. Facts about symmetric group S(N)
Beforewe state and prove our results, we need to introduce further group-theoretic notation.
(i) By the symbol n m = we denote two Young diagrams μ, ν for the same natural numberNwhen μ can be
obtained from ν bymoving a single box (and vice versa).
(ii) ByαäμwedenoteYoungdiagrams a -N 1which canbeobtained from m N by removingonebox.
(iii) By  ( )S N wedenote the set of all possible irreps of the symmetric group S(N), and by ∣ ( )∣S N its cardinality.
(iv) Byjα,ψμ, etc we denote irreps of respective symmetric groups belonging to sets - ( )S N 1 or  ( )S N .
(v) For every permutation σäS(N) we define its decomposition into disjoint cycles s Î ¼x x( )N1 , 2 , , ,k N2
where k 0, ξi0, i=2,K,Ndenote thenumber of cycles of length 1 toN.Moreoverwehave
1·k+2ξ2+K+NξN=N. For example forσ=(23)(45)(678)wewriteσä(11,22,31) and indeedwehave
1·1+2·2+1·3=8.
Recall that the representations y y În n- ( ) ( )( )( ) S NRes ,S NS N 1 and ja- ( )( )( )IndS NS N 1 j Î -a  ( )S N 1 , have the
following structure
y j j y= =n a n a a m a m- Î - Î( ) ⨁ ( ) ⨁ ( )( )( ) ( )( )Res , Ind , 14S NS N S NS N1 1
so they are simply reducible. The following properties of yn- ( )( )( )ResS NS N 1 and ja- ( )( )( )IndS NS N 1 will be required in
section 4:
Proposition 1.Wehave the following:
(a) j yÎa n- ( )( )( )ResS NS N 1 if and only if y jÎn a- ( )( )( )IndS NS N 1 .
(b) Irreps y y Îm n  ( )S N, , m ¹ ν are in the relation n m = if and only if there exists
j y y jÎ Îa n m a- -( ) ( )( )( ) ( )( )Res : IndS NS N S NS N1 1 .
Proof.The statement (a) of the proposition is awell-known result in representation theory.We prove part (b).
From the assumptionwe have
n n n n n m n n n n= ¼ ¼ ¼  = ¼ - ¼ + ¼( ) ( ) ( ), , , , , , , , 1, , 1, , 15k l p k l p1 1
for some indices k l, .We chose
a n n n n= ¼ - ¼ ¼ -( ) ( )N, , 1, , , , 1, 16k l p1
which is properly definedYoung diagrambecause by assumptionμ is properly definedYoung diagram andwe
have m aÎ , so y jÎm a- ( )( )( )IndS NS N 1 . On the other hand for (b)wehave from the assumption that for a givenn n n n n= ¼ ¼ ¼( ), , , , , ,s t q1 such that ¹s t
a n n n n m a a a a= ¼ ¼ - ¼ = ¼ + ¼ ¼( ) ( ) ( ), , , , 1, , , , , 1, , , , , 17s t p s t q1 1
so m n n n n= ¼ + ¼ - ¼( ), , 1, , 1, ,s t q1 and n m = . ,
We further prove the following statement about characters of the induced representations.
Lemma2. Let s Î ( )S N and suppose thatσ has the following cycle structure s Î ¼x x( )N1 , 2 , ,k N2 , then
c s c= ¼ -j a x x-a- -( ) ( ( ) ) ( )( )( )( ) k N k1 , 2 , , . 18kInd 1S NS N N k1 2
In particular for s = Î ( )e 1N , where e denotes identity element of the group ( )S N we have
c =j aa- ( ) ( )( )( )( ) e Nd . 19IndS NS N 1
Proof.Recall that the induced representation ja- ( )( )( )Ind :S NS N 1 j Î -a  ( )S N 1 has the following form
s s j s" Î F =j aa ( ) ( ) [( ) ( )] ( )( )S N aN bN , 20ai bj ij,Ind
where
j p j p pp=
Î -
Ï -
a a ⎧⎨⎩( )
( ) ( )
( ) ( )
S N
S N
, 1 ,
0, 1 ,
21ij
4
New J. Phys. 20 (2018) 053006 MMozrzymas et al
and = ¼a b N, 1, , .We thus get the following formula for the character of the induced representation
åå åc s j s c s= =j a a
= = =
a a-  ( ) [( ) ( )] [( ) ( )] ( )( )( )( ) aN aN aN aN , 22
i
d
a
N
ii
a
N
Ind
1 1 1
S N
S N
1
where ca is defined in the sameway asjaij . Let s = Î ( )C C C S Nk1 2 be a unique decomposition of the
permutationσ into disjoint cycles. For a given transposition ( )aN of the natural transversal, the number a
appears in only one cycleCi inσ, and similarly for the numberN andwe have the following possible cycles,
which include the numbers a N,
= ¹
= ¹
= ¹
 
 
   
( )( )( ) ( )
( )( )( ) ( )
( )( )( ) ( ) ( )
aN ai i aN Ni i i N
aN Ni i aN ai i i a
aN ai N i aN Ni a i i a N
, ,
, ,
, , . 23
p p k
p p k
p p k
1 1
1 1
1 1
From equation (23) it follows that if s = Î ( )C C C S Nk1 2 is such that >∣ ∣C 1i (i.e. all cyclesCi inσ are of the
length greater than one), then for any transposition ( )aN the permutation s( ) ( )aN aN does not belong to
-( )S N 1 , and c s c s= å =a=- ( ) [( ) ( )]( )( ) aN aN 0aNInd 1S NS N 1 . Suppose now that a permutationσ contains the
cycle of the length one i.e. it is of the form
 s x sÎ ¼ - =x x -  ( ( ) ) ( )( ) ( ) ( )N k k a a a C C1 , 2 , , , 1, 0, , 24k j k p1 2 1N k2
where = ¼a N1, ,i and >∣ ∣C 1j . In this case, we have for = ¼i k1, ,
s = ¢ ¢ Î -  ( ) ( ) ( ) ( ) ( ) ( ) ( )a N a N a N a C C S N 1 , 25i i k p1 1
so for k transpositions of the transversal = ¼( )a N i k: 1, ,i wehave
c s c= ¼ -a a x x- - [( ) ( )] ( ( ) ) ( )a N a N N k1 , 2 , , 26i i k 1 N k2
and for the remaining transpositions of the transversal ( )a N :j >j k we have
c s =a [( ) ( )] ( )a N a N 0, 27j j
and
c c¼ - = ¼ -j x x a x x-a- - -( ( ) ) ( ( ) ) ( )( )( )( ) N k k N k1 , 2 , , 1 , 2 , , . 28k kInd 1S NS N N k N k1 2 2
,
4. Teleportationmatrix
Weare now ready to define the central object of ourwork—the TMMFwhich plays a key role in the analysis of
the simultaneous optimisation over decorated POVMs and the resource state in the dPBT. Later, wewill derive a
connection betweenMF and induced characters of the symmetric groupwhich enables us to use results from
section 3 in order to determine its spectral properties.We provide an analytical expression for its eigenvalues
whenever d N , and show thatMF togetherwith all of its principal submatrices is positive semidefinite.
Finally, we derive a few other important properties ofMF like its irreducibility and primitivity which are
necessarywhenwe discuss the convergent algorithm for computation of the infinity normof principal
submatrices ofMF (i.e. when d<N and the closed-form analytical expression for the eigenvalues is not known).
Definition 3. Let m n, run over all irreps of the group ( )S N , define the followingmatrixMF of dimension ∣ ( )∣S N
dº + Dm m n m n( ) ( )M n , 29F , ,
where mn is the number of a -N 1 for which a mÎ , and
m nD = =m n ⎧⎨⎩ ( )
1 if ,
0 otherwise.
30,
The symbol m n = denotes suchYoung diagrams m n, which can be obtained from each other bymoving a
single box.
Figure 1 depictsMF for =N 2, 3, 4when all the irreps of ( )S N occur. From the representation theory point
of view, the structure ofMF encodes relations among the irreps of the group S(N). Aswewill see later, the
relations that define thematrixMF are determined by the properties of the representations Res and Ind (see
section 3).Wewill further assume that all indices y y Îm n  ( )S N, of thematrixMF are ordered in the strongly
decreasing lexicographic order, starting from the biggest Young diagramμ=(N). In such ordering, Young
diagrams strongly decrease, whereas the height of the Young diagramsweakly increases.
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To reveal the connection betweenMF and irreps of S(N)we start from the following lemma:
Lemma4.The numbers, which appear in the row n of thematrix MF , are themultiplicities of the irreps y În  ( )S N
appearing in all representations
j j y jÎ Î -a a n a- - ( ) ( ) ( ) ( )( )( ) ( )( ) S NInd : Res , 1 , 31S NS N S NS N1 1
where the diagonal term nn shows howmanyj yÎa n- ( )( )( )ResS NS N 1 .
Proof.The lemma is in fact, a corollary from the proposition 1. From the statement (a) of this propositionwe get
that for a given y În  ( )S N , so for a given row ν of thematrixMF, the irrep ν is included in all representations
ja- ( )( )( )IndS NS N 1 such thatj yÎa n- ( )( )( )ResS NS N 1 , and there are nn of them. From statement (b) of proposition 1we
get that if m ¹ ν then n m = if and only if ym belongs to ja- ( )( )( )IndS NS N 1 for somej yÎa n- ( )( )( )ResS NS N 1 . It is
not difficult to prove that in the case m ¹ ν the irrep m n m =: appears only once in all
j j yÎa a n- -( ) ( )( )( ) ( )( )Ind : ResS NS N S NS N1 1 . ,
From the point of view of representation theory, the structure ofMF encodes relations among the irreps of S
(N). Such relations are determined by the properties of the representations Res and Ind (see section 3). Inwhat
followswe assume that all indices y y Îm n  ( )S N, of thematrixMF are in the strongly decreasing, lexicographic
order, starting fromμ=(N). In such ordering Young diagrams strongly decrease, whereas their heights weakly
increase.
To reveal the connection betweenMF and irreps of S(N) thefirst prove the following lemma:
Lemma5.The numbers, which appear in the row ν of thematrix M ,F are themultiplicities of the irreps y În  ( )S N
appearing in all representations
j j y jÎ Î -a a n a- - ( ) ( ) ( ) ( )( )( ) ( )( ) S NInd : Res , 1 , 32S NS N S NS N1 1
where the diagonal term nn shows howmanyj yÎa n- ( )( )( )ResS NS N 1 .
Figure 1.Teleportationmatrix for the dPBT schemes. Themaximal eigenvalue of each of thematrices determines the optimal
performance of the dPBT scheme forN=2 (A),N=3 (B),N=4 (C) in the case where all the irreps occur (i.e. local dimension d of
the teleported state and each of the port equals toN). Empty squares are filledwith zeros.
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Proof.The lemma is in fact, a corollary from the proposition 1. From the statement (a) of this propositionwe get
that for a given y În  ( )S N , so for a given row ν of thematrixMF, the irrep yn is included in all representations
ja- ( )( )( )IndS NS N 1 such thatj yÎa n- ( )( )( )ResS NS N 1 , and there are nn of them. From statement (b) of proposition 1we
get that if m ¹ ν then n m = if and only if ym belongs to ja- ( )( )( )IndS NS N 1 for somej yÎa n- ( )( )( )ResS NS N 1 . It is
not difficult to prove that in the case m ¹ ν the irrep m n m =: appears only once in all
j j yÎa a n- -( ) ( )( )( ) ( )( )Ind : ResS NS N S NS N1 1 . ,
In order to describe the spectral properties of thematrixMFwe introduce a notion of reduced character
Definition 6.The reduced charactermatrix for the group ( )S N has the following form
cº m( ( )) ( )T C , 33
where m runs over all irreps of the group = ¼x x( ) ( )S N C N, 1 , 2 , ,k N2 describes the class of conjugated
elements, cm (·) is character calculated on irrepμ and elements fromC. By c= m( ) ( ( ))T C C ,where C runs over
all classes of the group ( )S N , we denote the columns of thematrixT .
Matrix c= m( ( ))T C is unitary and related toMF via:
Proposition 7.Wehave the following spectral properties of thematrix MF
å c c=  =
m
nm m n( ) ( ) ( ) ( ) ( ) ( )M T C kT C M C k C , 34F F
where = ¼x x( )C N1 , 2 , ,k N2 , so k is the number of cycles of the length 1 in the class C which is the support of the
eigenvector ( )T C . The reduced charactermatrixT for the group ( )S N , diagonalises thematrix MF .
Proof. From lemma 5we deduce that for the given row ν of thematrixMF the sum
å c
m
nm m( ) ( ) ( )M C 35F
is equal to the sumof all characters of the irreps of the group ( )S N which are included in all induced
representations j j y jÎ Î -a a n a- - ( ) ( ) ( )( )( ) ( )( ) S NInd : Res , 1S NS N S NS N1 1 i.e. we have
å åc c=
m
nm m
j y
j
Îa n
a
-
-( ) ( ) ( ) ( )
( )
( )
( )
( )
( )
( )
M C C , 36F
Res
Ind
S N
S N
S N
S N
1
1
where = ¼ -x x -( ( ) )C N k1 , 2 , ,k N k2 . From lemma 2we have
å åc c= ¼ -
j y
j
j y
a x x
Î Î
-
a n
a
a n-
-
-
-( ) ( ( ) ) ( )
( )
( )
( )( )( )
( )
( )
( )
( )
C k N k1 , 2 , , , 37k
Res
Ind
Res
1
S N
S N
S N
S N
S N
S N
N k
1
1
1
2
where the sumonRHS is the character of the representation yn- ( )( )( )ResS NS N 1 , andwe have
å c c c¼ - = ¼ - =
j y
a x x x x n
Î
-
a n-
- -( ( ) ) ( ( ) ) ( ) ( )
( )( )( )
N k N k C1 , 2 , , 1 , 2 , , . 38k v
k
Res
1
S N
S N
N k N k
1
2 2
,
Fromproposition 7 one can get:
Corollary 8.
1. Thematrix MF has the following spectrum
= ¼ -( ) { } ( )M N Nspec 0, 1, 2, , 2, . 39F
Note that there is a gap in this spectrum—the number -N 1does not occur.
2. Thematrix MF is positive semidefinite.
3. The multiplicity of the eigenvalue Î ( )k Mspec F is equal to the number of cycles classes of the form
¼x x( )N1 , 2 , ,k N2 , equivalently to the number of solutions in  È { }0 of the equation (equations for x )l
å = -x
=
-
( )l N k. 40
l
N k
2
l
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4. The eigenvector = m( )v v for m Î  ( )S N corresponding to maximal eigenvalue N has strictly positive entries
(which agrees with Frobenius–Perron theorem—see theorem 44 of appendix B) and m" Î =m m ( )S N v d ,
where md is the dimension of the respective irrep.
5. The largest eigenvalue N , in fact spectral radius, has multiplicity one, which agrees with Frobenius–Perron
Theorem. Similarly the eigenvalues -N 2, -N 3 also are simple and themultiplicities of the eigenvalues
-N 4, -N 5 are equal 2 and so on.
The above statements are truewhen the dimension d of the underlyingHilbert space is large enough, i.e.
whenever heights h(μ), h(ν) of Young diagrams labelling rows and columns ofMF satisfy conditions h(μ)d, h
(ν)d, otherwise some irreps do not exist. Theminimal dimension d for having all irreps is just equal to the
height of the Young diagram corresponding to antisymmetric space, so it occurs when dN.
Tomake our expositionmore transparent, we introduce the following
Definition 9. If y Îm  ( )S N is irrep of the group ( )S N wewrite
y m= Î  =m   ( ) { ( ) ( ) } ( ) ( ) ( )S N S N h d S N S N: . 41d N
Thuswhenever d is small that the height of a for Young diagrams spectral analysis reduces to that of the
respective principal submatrices ofMF defined as follows
Definition 10.By MF
d wedenote a principal submatrix (i.e.matrix localised on themain diagonal in the upper
left corner), which contains all irreps y În  ( )S N , such that n( )h d. For such choicewe have
  = ( )N d M M , 42Fd F
and in particular =M MFN F .
Figure 2 illustratesMFwith its principal submatrices MF
d forN=5when d=2, 3, 4, 5.
Remark 11. FromSylvesterʼs theorem (see theorem 41 of appendix B) it follows that all principalmatrices MF
d
are positive semidefinite.
Using lemma 5we can calculate howmany irrepsψν of S(N)wehave in j j yÎa a n- -( ) ( )( )( ) ( )( )Ind : ResS NS N S NS N1 1
(i.e. howmany ¢s1 (withmultiplicities)wehave in the row ν in thematrix MFd):
Proposition 12.The number of all j j yÎa a n- -( ) ( )( )( ) ( )( )Ind : ResS NS N S NS N1 1 is not greater than n( )h d, so nn d.
In each induced representation ja- ( )( )( )IndS NS N 1 we have atmost n +( )h 1 irreps of ( )S N , if n <( )h d, and d irreps of
Figure 2.Teleportationmatrix for the dPBT schemeswith fixed number of ports (N=5—number of boxes in each shape) and
varying dimensions of each port and teleported state (themaximumadmissible height of each shape). A sequence of principal
submatrices corresponds to an optimal performance of a different dPBT scheme: the entirematrix (solid blue frame) corresponds to
d5, and itsfirst principal submatrix (dashed green frame) corresponds to the dPBT d=4, followed by d=3,2 (dashed–dotted
yellow frame and dotted black frame respectively). Empty cells contain zeros.
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( )S N if n =( )h d. From this it follows that in thematrix MFd , themaximumnumber of ¢s1 (withmultiplicities) in
each row is not greater than d2.
Defining º å =∣∣ ∣∣ ∣ ∣A amax ,
i
j ij1 for an arbitrary  = Î( ) ( )A a n,ij , and using proposition 12we have the
following
Corollary 13.Wehave the following upper bound for the norm of thematrix norm of MF
d
∣∣ ∣∣ ( )M d . 43Fd 2
Wenowprove a few additional important features of theTMMF, and its principalmatrices MF
d . It turns out that
matrices MF
d have a fewuseful properties regarding our algorithmpresented further in section 5.4—irreducibility
andprimitivitywhich are explained in definitions 42, 43, and 45 of appendix B.
Fact 14. MF given in definition 3 is irreducible in the sense of definition 43.
Proof.The formal proof can be done by induction, but the following observation is enough. From the definition
3we see that thematrixMF is at least three-diagonal. The number of zeros in every row of thematrixMF is equal
then to = -∣ ( )∣m S N 2. After the exponentiation of MF2 the positions
¹ ¼ ¹- ( ) ( )∣ ( ) ∣ ∣ ( ) ∣M M0, , 0F F S N S N1,3 2, , so the third upper (lower) diagonal becomes non-zero. Computing MF3
we see that the fourth upper (lower) diagonal has strictly positive entries. Because of the construction continuing
process of themultiplication + = -∣ ( )∣m S N1 1 timeswe have >+( )A 0m ij1 for every   ∣ ( )∣i j S N1 , . In
generalmatrixMFhas strictly positive numbers also outside of the threemain diagonals. Itmeans that in the
general case the required number of themultiplications can be smaller than +m 1. ,
Using similar arguments as in fact 14we can show that every principalmatrix MF
d is also irreducible.Matrix
MF, and its principalmatrices MF
d are also primitivematrices (see definition 45 of appendix B).Matrices
M M,F F
d satisfy all the assumptions of proposition 46 of appendix B sowe get:
Corollary 15.Thematrices M M,F F
d are primitive.
Remark 16. It follows also directly from the positive semidefiniteness of thematrices MF
d .
And lastly
Remark 17.ThematrixMF given in the definition 3 is a centrosymmetricmatrix according to definition 47 of
appendix B.
4.1. A different approach to eigenvalue analysis of the TM
Wewill now exhibit an entirely different approach tofinding spectrumofMF. Recall definition 9 and define the
followingmatrix:
Definition 18. For every N 2wedefine
 º Î - ´am  ( ( )) ( ( ) ( ) ) ( )R r N S N S N1 , , 44Nd d d d
where
m a
m a=
Î
Ïam
⎧⎨⎩( ) ( )r N
1 : ,
0 : .
45d
Thematrix RN
d has its rows indexed by irrepsj Î -a  ( )S N 1d whereas the columns are indexed by irreps
y Îm  ( )S Nd . The irreps indices of thematrix RNd are ordered lexicographically andwe set =R RNN N .
Thematrix RN
d has the following interesting properties:
(1) The sum of ¢s1 in a given row α is equal to the number of irreps y Îm  ( )S Nd included in the
representation ja- ( )( )( )IndS NS N 1 .
(2) The sum of ¢s1 in a given column μ is equal to the number of irreps j Î -a  ( )S N 1d included in the
representation ym- ( )( )( )ResS NS N 1 .
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(3) The number 1 in the position a m( ), in RNd means that the projector am ( )F is non-zero.
Example 19. In this example we show the explicit formofmatrix RN
d given in definition 18 for = =d N 4:
=
⎛
⎝
⎜⎜
⎞
⎠
⎟⎟ ( )R
1 1 0 0 0
0 1 1 1 0
0 0 0 1 1
. 464
4
Matrices RN
d have the following property:
Proposition 20. For any d 2 and N 2 thematrix RNd hasmaximal rank equal -∣ ( )∣S N 1d , so the rows of the
matrix RN
d are linearly independent.
Proof. Let consider a square submatrix ofmaximal dimensionwhose columns are indexed by irreps
y Îm  ( )S Nd
m a= + ( ), 47
where the box is added to the first row ofαwhich labelsj Î -a  ( )S N 1d , so Young diagramsμ are ordered
similarly toα. Then one can show that such a squarematrix is upper triangularwith ¢s1 on the diagonal, therefore
the correspondingminor ofmaximal dimension is non-zero. ,
Wenowdefine two othermatrices which are connectedwith RN
d :
Definition 21.
 º = Îmn ( ( )) ( ) ( ( ) ) ( )G g N R R S N , , 48Nd d Nd T Nd d
 º = Î -ab ( ( )) ( ) ( ( ) ) ( )H h N R R S N 1 , , 49Nd d Nd Nd T d
each of which is Grammatrix of the columns of thematrix RN
d andGrammatrix of the rows thematrix RN
d
respectively. ThematrixGN
d is indexed by Young diagramsμ such that y Îm  ( )S Nd whereas thematrix HNd is
indexed byYoung diagramsα such thatj Î -a  ( )S N 1d .
Fromproposition 20 it follows that thematrix HN
d is invertible with the following connection between the
spectra of thematricesGN
d and HN
d :
Proposition 22.All non-zero eigenvalues of thematrixGN
d are precisely the eigenvalues of thematrix HN
d and the
corresponding eigenvectors are related bymatrix RN
d . In particular, matricesGN
d and HN
d have the same spectral
radius.
Wenow show thatmatrices R G,N
d
N
d , and HN
d are closely related to principal submatrices ( )M NFd of TM MF
given in definitions 10 and 3 respectively:
Theorem23.The following relation holds
= ( ) ( )G M N , 50Nd Fd
so thematrix ( )M NFd is in fact a Grammatrix.
Proof. Let consider thematrix element of thematrixGN
d (we omit here the indexN)
å=mn
a
ma an ( )g r r . 51d d d
If m n= , then the non-zero terms in the sumonRHSof(51) are those for a m= - , so a m( ) ( )h h and
the summation of ¢s1 is over thoseα labellingj Î -a  ( )S N 1d , fromwhich one obtainsμ by adding properly
one box to and y Îm  ( )S Nd . Therefore =mm mm( )g Md Fd .
If m n¹ , then the non-zero terms in the sumonRHSof(51) are for suchα labellingj Î -a  ( )S N 1d , for
which one obtains both m n, by adding one box toα and y y Îm n  ( )S N, d . There exists only one suchYoung
diagramα and itmeans that the Young diagrams m n, are such that one is obtained from another one bymoving
one box, which is a definition of the element mn( )MFd in thematrix ( )M NFd . ,
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Corollary 24. For any d 2 and N 2 thematrix ( )M NFd is positive semidefinite.
Proving semidefiniteness of ( )M NFd becomes straightforwardwhenwe adopt the approach of this
subsection. To derive the remaining result we need the following simple observation:
Remark 25. For any d 2 and N 2 thematrix RNd is a principal submatrix of the fullmatrix RN .
Aswell as two technical lemmas below:
Lemma26. Fix two irrepsj Î -a  ( )S N 1 and y Îm  ( )S N . If a Young diagram a is such that a m= - i.e.
a a a a m m m= ¼ ¼ = ¼ - ¼( ) ( ) ( ), , , , , , 1, , , 52i k i k1 1
then g m m m m= ¼ - - ¼ --( ) N, , 1, 1, , 2i i k1 1 is also a well defined Young diagram and it labels an irrep
of -( )S N 2 .
Lemma27.Consider thematrix RN
d as a principal submatrix of the full matrix RN , then the row labelled by
a a <( )h d: of the submatrix RNd includes all ¢s1 from the row labelled by a in thematrix RN . If the row labelled by
a of the submatrix RNd is such that a =( )h d, then there is a single 1, which is outside the submatrix RNd .
Using these statements one can prove the following important relation between thematrices -( )M N 1Fd
and HN
d
Theorem28. For any d 2 and N 2we have
= + -( ) ( )H J M N 1 , 53Nd p Fd
where thematrix Jp is of the form
= ⎛⎝⎜
⎞
⎠⎟ ( )J
1 0
0 0
54p
p
and 1p is the identitymatrix of dimension p, which is the number of rows a for whichj Î -a  ( )S N 1d of the
submatrix RN
d is such that a =( )h d.
In particular we have
= + - = + -( ) ( ) ( )H J M N H M N11 , 1 , 55N F NN F2 1 2
i.e. in the last case Jp is a identitymatrix.
Remark 29.The importance of theorem28 follows from the fact that thematrices HN
d and = ( )G M NNd Fd have
the same non-zero eigenvalues (see proposition 22), so the relation in the theorem yields a recursive formula
between eigenvalues,matrices ( )M NFd and -( )M N 1Fd .
The starting point of the recursive descent is the case d=Nwhich then gives a following recursive relation
for themaximal eigenvalues l ( )Nmax ofmatrices ( )M NF
l l l= + -  =( ) ( ) ( ) ( )N N N N1 1 , 56max max max
which coincideswith the earlier result obtained using the spectral decomposition of thematrix ( )M NF butwith
significantly less effort.
5.Optimisation over a resource state in the dPBT
Wenow turn to the case when both the resource state Yñ∣ andAliceʼs decorated POVMs P ={ }a aN 1 are optimised
simultaneously. Since from [8]we know that this problem can be cast in terms of SDP, we provide analytical
solutions to both primal and dual SDPs and find the optimal formof decorated POVMs and the state Yñ∣ .
From general theory of SDP the solution of the primal problemprovides only an upper bound on the actual
solution.On the other hand, we know that the solution of the dual problem lower bounds it. In our case it turns
out that the solution of the primal problem equals to that of a dual (which is not always the case for an arbitrary
SDP), so by showing that the primalmatches the dual, we obtain the optimal fidelity. The optimalfidelity of the
dPBT is directly expressed in terms of the TMMF given in definition 3 or its principalmatrices if the dimension d
is smaller than the number of the portsN.More precisely, it is given by the square of amaximal eigenvalue
divided by the square of the dimension of the teleported system.
Figure 3 illustrates howoptimal fidelity compares to previous results.
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5.1. The primal SDP problem
The primal problem is to compute:
* å s= PP = [ ] ( ){ }F d
1
max Tr , 57
a
N
a a2
1i
with respect to constraints
å P Ä =
=
( ) ( ) ( )X X d11 , 2 Tr . 58
a
N
a A B A
N
1
In the above P ={ }a aN 1 is the set of decorated POVMsused byAlice, and = †X O OA A A, whereOA is a global
operation performed onAlices’ half of themaximally entangled resource state. The solution of(57)with the
constraints(58) is given in the following
Theorem30.The quantity *F in the primal problem can be expressed as:
* = ¥∣∣ ∣∣ ( )F
d
M
1
, 59F
d
2
where ¥∣∣ ∣∣MFd denotes the infinity norm of the principal submatrix of the TMMFwhich are given in definitions 10
and 3 respectively, and d denotes the dimension of the port.
Proof.Herewe assume themost general formof the decorated POVMs (indeedmore general than in(110)); for
= ¼a N1, , we take:
sP = P P ( ), 60a a
with
å å a a aP =
a m a
m m m
Î
( ) ( ) ( ) ( )p F p, 0, 61
and
å=
m
m m m ( )X c P c, 0. 62A
We rewrite expression(57) using our assumption about the formof decorated POVMs Pa for = ¼a N1, ,
given in(60):
* å ås s s
s s
= P = P P
= P P = P Ä P Ä
P = P
P P + +
⎡
⎣⎢
⎤
⎦⎥ [ ]
[ ] [ ( ) ( )] ( )
{ }
F
d d
N
d
N
d
P P1 1
1
maxTr
1
max Tr
max Tr max Tr , 63
a
N
a a
a
a a
N N N
2
1
2
2 2
a
wherewe use the fact that sP[ ]Tr a a does not depend on the index = ¼a N1, , . This property allows us to
compute the trace forfixed value a=N andmultiply itN times.Here and further in thismanuscript by +P we
Figure 3.Best achievablefidelity of port-based teleportationwhen both the state and themeasurement is optimised. dXENTdenotes
the fidelity of the dPBTwhen the resource state consists ofmaximally entangled pairs and only themeasurement is optimised;X
corresponds to the dimension of the teleported state. dXOPTdenotes the best possible fidelity achieved by optimizing the resource
state andmeasurement simultaneously.
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denote projector onto themaximally entangled state F ñ+∣ between N th and nth subsystem, and the identity
operator 1on -N 1first subsystems. Substituting decomposition ofΠ given in(61), fact that
Ä =+ ( )P V N n1 ,d t
1
n , and decomposition(5)wewrite:
* å å a a= ¢a a a a m am a
m m a m a m+ ¢ ¢ Î¢Î ¢
¢ ¢ ¢
m m¢
( ) ( ) [ ( ) ( )] ( )
{ ( ) ( )}
F
N
d
p p M P V N n M P V N nmax Tr , , . 64
N p p
t t
2 2 , ,
n n
Using that =a a( ) ( )V N n M V N n P, ,t tn n (see Fact 13 of [12])wehave
* å å a a= ¢a a a a m am a
m m m a m a+ ¢ ¢ Î¢Î ¢
¢ ¢ ¢
m m¢
( ) ( ) [ ( ) ( ) ] ( )
{ ( ) ( )}
F
N
d
p p P V N n P P V N n Pmax Tr , , . 65
N p p
t t
2 2 , ,
n n
Using properties d= = =a a m a a aa a¢ ¢[ ( )] [ ]P V N n P P P P P, , 0, , 0,tn , and again =a a( ) ( )V N n M V N n P, ,t tn n
we reduce above expression to
* å å
å å
a a
a a a a
=
= Ä Ä
a a a m am a
m m m a m a
a a a m am a
m m m a m a
+ Î
¢Î
¢ ¢
Î
¢Î
¢ + ¢ +
m m
m m
¢
¢
( ) ( ) [ ( ) ( ) ]
( ) ( ) [ ( )( ) ( )( )] ( )
{ ( ) ( )}
{ ( ) ( )}
F
N
d
p p P V N n P P V N n P
N
d
p p F P P F P P
max Tr , ,
max Tr . 66
N p p
t t
N p p
2 2 ,
2 ,
n n
In the next stepwe use of the identity operator in the form j a j a= å = å å å ñáa a a = =a a ∣ ( ) ( )∣P1 kd rm k r k r1 1 , , ,
where vectors j a ñ =a{∣ ( ) }k r kd, 1 span rth block of the irrep labelled byYoung diagramα:
* å å
å å
å å
å å
a a
a j a j a a j a j a
a a
j a j a a j a j a a
=
´ ñá Ä ñá Ä
=
´ ñá Ä ñá Ä
a a a m am a
m m
m m
a a a m am a
m m
m m
Î
¢Î
¢
= =
+ ¢ +
Î
¢Î
¢
= =
+ ¢ +
m m
a a
m m
a a
¢
¢
( ) ( )
[ ( )∣ ( ) ( )∣ ( )∣ ( ) ( )∣ ]
( ) ( )
[∣ ( ) ( )∣ ( )] [∣ ( ) ( )∣ ( )] ( )
{ ( ) ( )}
{ ( ) ( )}
F
N
d
p p
F P F P
N
d
p p
P F P F
max
Tr
max
Tr Tr . 67
N p p
k l
d
r s
m
k r k r l s l s
N p p
k l
d
r s
m
l s k r k r l s
2 ,
, 1 , 1
, , , ,
2 ,
, 1 , 1
, , , ,
In the last stepwemade use of the following observation:
a j a j a a j a j a
a j a j a a j a j a
j a a j a a j a j a
j a j a a j a j a a
ñá Ä ñá Ä
= ñ Ä F ñá Ä áF ñ Ä F ñá Ä áF
= á Ä áF ñ Ä F ñ ñ Ä F ñá Ä áF
= ñá Ä ñá Ä
m m
m m
m m
m m
+ ¢ +
+ + ¢ + +
+ ¢ + + +
+ ¢ +
[ ( )∣ ( ) ( )∣ ( )∣ ( ) ( )∣ ]
[ ( )∣ ( ) ∣ ( )∣ ∣ ( )∣ ( ) ∣ ( )∣ ∣]
( )∣ ∣ ( )∣ ( ) ∣ [ ( )∣ ( ) ∣ ( )∣ ∣]
[∣ ( ) ( )∣ ( )] [∣ ( ) ( )∣ ( )] ( )
F P F P
F F
F F
P F P F
Tr
Tr
Tr
Tr Tr . 68
k r k r l s l s
k r k r l s l s
k r l s k r l s
l s k r k r l s
, , , ,
, , , ,
, , , ,
, , , ,
Using fact 39we can simplify above expression as
* å å å å
å å
å å
a a d d
a a
a
=
=
=
a a a m am a
m m
m m
a
a a a
a
a m a
m a
m m m m
a a
a
a m a
m m
+ Î
¢Î
¢
¢
= =
+ Î
¢Î
¢ ¢
+ Î
m m
a a
m m
m
¢
¢
⎛
⎝
⎜⎜
⎞
⎠
⎟⎟
( ) ( )
( ) ( )
( ) ( )
{ ( ) ( )}
{ ( ) ( )}
{ ( )}
F
N
d
p p
m m
m
N
d
d
m
p p m m
N
d
d
m
p m
max
max
max . 69
N p p k l
d
r s
m
lk sr
N p p
N p
2 2 , 2 , 1 , 1
2 2
2 2 ,
2 2
2
Form the definition ofΠwe see that p p" Î P =( ) [ ( )]S N V, 0. Together with(9)wewrite
å å å ås r r a l a aP = P P = P P = P =
a m a
m m m
= = Î
( ) ( ) ( ) ( )p F . 70
a
N
a
a
N
a
1 1
2 2
Similarly to equation (37) in [8]we get
å å å å å åa l a a a l a aP = = Ä
a m a
m m m
m a m
m m m
m
m m
= Î Î
( ) ( ) ( ) ( ) ( ) ( ) ( )p F p F c P 1 . 71
a
N
a n
1
2 2
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Note that a Ìm m( )F P , so we have a l am m m( ) ( )p c2 . Nowwe see that thefidelity *F given by expression(69)
can only increase, whenwe increase coefficients am ( )p . Thus for anyfixed cμ it is optimal to choose am ( )p
satisfying
a a l a" =m m m( ) ( ) ( )p c . 722
Finally from the normalisation condition (expression (2) of(58)) and by substitution of(62)we get constraint
on coefficients mc
å å= = =
m
m m
m
m m m ( )X c P c d m dTr Tr . 73A N
Taking =m m m mv c d md2
1
N togetherwith the equation ensuringmaximal possible value of the quantity *F given in
(72)wewrite
a l a = =m m m m m m m m⎜ ⎟
⎛
⎝
⎞
⎠( ) ( ) ( )p d m d c d m d d v
1
. 74
N
N N2 2
Using the explicit formula for l am ( )we can compute am ( )p in terms of new coefficients mv as
a =m aa
m
m
( ) ( )p d
N
m
d
v
m
. 75
N
Now inserting above formula into(69)wehave
* å å å å= =
a
a
a m a
a
a
m
m
m
a m a
m+ Î Îm m
⎛
⎝
⎜⎜
⎞
⎠
⎟⎟
⎛
⎝
⎜⎜
⎞
⎠
⎟⎟ ( ){ } { }F
N
d
d
m
d
N
m
d
v
m
m
d
vmax
1
max . 76
N v
N
v2 2
2
2
2
Using equation (140)we get
å å å= =  =
m
m m m
m
m
m
m
⎛
⎝
⎜⎜
⎞
⎠
⎟⎟ ( )d d c d m d v d v
1
1. 77N
N
N N2 2
The above condition is just a normalisation condition for some vector v, i.e. = å =m m∣∣ ∣∣v v 12 2 . Finally writing
more explicitly the double sum in(76)we see the following

å å å å å å å= + = +
a m a
m
a m a
m m n
m n a
m n
m
m m m n
m n
m n
Î Î ¹Î
¹
=
⎛
⎝
⎜⎜
⎞
⎠
⎟⎟
⎛
⎝
⎜⎜⎜
⎞
⎠
⎟⎟⎟ ( )v v v v n v v v , 78
2
2
,
2
where mn is number of a -N 1 for which m aÎ . Having expression(78) togetherwith(77)we rewrite the
equation (76) as
* = á ñ º
= ¥
∣ ∣ ∣∣ ∣∣ ( )
∣∣ ∣∣
F
d
v M v
d
M
1
max
1
, 79
v v
F
d
F
d
2 : 1 2
,
5.2. The dual SDP problem
The dual problem is to compute:
* = W- W ¥∣∣ ∣∣ ( )F d min Tr , 80N B2
with respect to constraints
sW - = ¼ ( )a N0, 1, , . 81a
In the aboveΩ is an arbitrary operator acting onN subsystems. The solution of(80)with the constraints defined
in(81) is given in the following
Theorem31.The quantity *F in the dual problem can be expressed as:
* = ¥∣∣ ∣∣ ( )F d M
1
, 82F
d
2
where ¥∣∣ ∣∣MFd denotes the principal submatrix of the TM MF which are given in definitions 10 and 3 respectively, and
d denotes the dimension of the port.
Proof.Assume the general formof the operator which gives contribution to *F as
 
å å åa w a a w aW = W =~ ~
a a m a
m m m
- - Î
( ) ( ) ( ) ( ) ( )F , 0. 83
N N1 1
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By choosing coefficients w am ( )we ensure that sW -~ 0a for = ¼a N1, , , where s = Ä +- P1a d an a n1 ,N 1 (see
condition(81)), and +Pa n, is projector onto themaximally entangled state F ñ+∣ a n, between ath and nth subsystem.
Due to symmetry it is enough to check it only for a=N, and on all irrepsα.
 s a a sW " W~ ~ a⟺ ( ) ( )P , 84N N
where aP denotes a Young projector onto irrep labelled by the Young diagram a -N 1.More explicitly using
formof the operator aW~( ) from(83) and resolution of the identity in terms of Young projectors aP wehave
 åa w a a" - Ä
m a
m m a-
Î
+( ) ( ) ( )N d F P P1 . 85N 1
Wenowfind the set of w am{ ( )} that satisfy the above inequality. Using generalisation desribed in [7] of theorem
1 and lemma 1 from [10]we know, that
a a a a j a a j a- = áF á ñ F ñ
+ - +( )
( )
( ) ( ) ∣ ( )∣ ( )∣ ( ) ∣ ( )A
c
R c A
1
0 if , 86k l k l,
1
,
for all    a ak d l m1 , 1 . Plugging
åa w a a a= = Ä
m a
m m a-
Î
+( ) ( ) ( ) ( ) ( )A d F R P P, , 87N 1
we are in the position to compute the constant a( )c for all irrepsα
åå å
å
å
a j a w a a j a
w a j a j a a
w a
= áF á ñ F ñ
= ñá Ä
=
m a
m m
m a
m m
m a
m
m
a
- = =
+
Î
- +
- Î
- +
Î
-
a a
( ) ∣ ( )∣ ( ) ( )∣ ( ) ∣
( ) [∣ ( ) ( )∣ ( )]
( ) ( )
c
d
F
d
P F
d
m
m
1
1
Tr
1
, 88
N
k
d
l
m
k l k l
N k l k l
N
1
1 1
,
1
,
1
1
, ,
1
sincewe used fact 39 fromappendix A.One can see that because of fact 39 coefficient a( )c does not depend on
indices k l, for allα. Now, redefining the operator aW~( ) as
å å å åa a a w a w a a w aw a aW º W = =
~
n a
n
n
a m a
m m
n a m a
n m
a n
m
Î
-
Î Î Î
( ) ( ) ( ) ( ) ( ) ( ) ( )
( )
( ) ( )c
d
m
m
F
d
m
m
F
1 1
89
N N
1
we satisfy the constraint sW - 0N , since aW = å Wa ( ). In the next stepwe compute the quantityW-d TrN n2 from(80)
å å å å å å
å å åå
w a
w a a
w a
w a
a
a a m
a
a
W= =
= å = Î å
a n a m a
n m
a n
m
a n a m a
n m
m n
m
a m a
n a n
m
m
m
n a n
m
m
-
Î Î Î Î
Î
Î Î
( )
( )
( ) ( )
( )
( )
( )
⨯ ( )
( )
( )
d
d
m
m
F
d
m
m
P
d
t
t
P
d
t
t
P
Tr
1
Tr
1
1 1
, 90
N
n n
2
2 2
2 2
where
a w aºm
m
m
( )
( )
( )t m . 91
Fromdefinition of am ( )t wehave to exclude all coefficients w am ( )which are equal to zero from the
decomposition(83) . Finally, the quantity *F in the dual problem given in(80) is given as
* å å
a
a= W = a m a m
n a n
m
- W ¥
Î
Î
m∣∣ ∣∣
( )
( )
( ){ ( )}F d
d
t
t
min Tr
1
min max . 92N n t2 2
Sincewe are looking for the feasible solutionwe assume that a m a a" " Î =m m( )t t :
 å å åm" =
a m
n a n
m
n mn n
mÎ
Î ( ) ( )N
t
t
M t
t
, 93
F
d
wherematrix MF
d is given in definition 3. Substituting(93) into(92)we reducemin–max problem to
*
å=
m
n mn n
mm
( )
( )
{ }
F
d
M t
t
1
min max . 94
t
F
d
2
Consider the eigenproblem for thematrix l=M t tFd , where = m( )t t , and l 0, since MFd is positive
semidefinite.Writing eigenproblem forMF in the coordinates we have
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 å åm l l" =  =
n
mn n m n
mn n
m
( )
( )
( )N M t t
M t
t
. 95F
d F
d
Takingminimisation over all vectors t andmaximal possible value over all allowed Young diagramμwe get
definition of themaximal eigenvalue of thematrix MF
d :
*
å= =
m
n mn n
m
¥
m
( )
∣∣ ∣∣ ( )
{ }
F
d
M t
t d
M
1
minmax
1
. 96
t
F
d
F
d
2 2
,
From theorems 30 and 31we get:
Proposition 32.
• From equality * *=F F we find that
= ¥∣∣ ∣∣ ( )F
d
M
1
97F
d
opt 2
is an optimal value of the fidelity in the case of the dPBT, where MF
d is the principal submatrix of the TM MF which
are given in definitions 10 and 3 respectively, and d denotes the dimension of the port.
• The optimal decorated POVMs sP = P Pa a for = ¼a N1, , whereP are given as:
å å aP =
a m a
a
a
m
m
m
Î
( ) ( )d
N
m
d
v
m
F , 98
N
where the sa is from(2). The coefficients mv are the components of the eigenvector v corresponding to themaximal
eigenvalue of the MF when d N or respective principal submatrix MFd otherwise.
• The optimal resource state Yñ∣ :
y y yYñ = Ä ñ Ä ñ Ä Ä ñ+ + +∣ ( )∣ ∣ ∣ ( )O 1 , 99A B A B A B A BN N1 1 2 2
where
å=
m
m
m m
m ( )O d
v
d m
P . 100A N
In the above mP denotes Young projector onto irrep labelled by the Young diagram m N .
Proof.Taking(61) togetherwith(75)we obtain desired formof operatorΠ. To obtain expression(100)we
use(62)with the condition = †X O OA A A. ,
In the regime d N from corollary 8 of section 4we can give a simple formula for optimal fidelity Fopt in the
dPBT:
= ( )F N
d
, 101opt 2
since in this particular case = =¥ ¥∣∣ ∣∣ ∣∣ ∣∣M M NFd F .We can run the same analysis for the eigenvector = m( )v v :
when d N we know its analytical form as long aswe assume that the respective characters of the irreps of
( )S N are given. In this case, such vector is given as a columnof the reduced charactermatrix c= m( ( ))T C
introduced in definition 6 of section 4.We can construct it explicitly due to item 4 in corollary 8.When <d N
wedonot have analytical expressions (except for the qubit case discussed below) for the infinity normof the
principal submatrices ofMF or eigenvector v. In this case, we use the algorithmpresented in the section 5.4.
Themethod of construction of the explicitmatrix representation of the optimal POVMs and the state in the
computational basis is described in detail in appendix C.
At the end of this sectionwe discuss the asymptotic behaviour of the optimal fidelity = ( )F F N d,opt opt when
number of portsN tends to infinity withfixed local dimension of theHilbert space d. From corollary 13 and
fromwell known relation ( ) ∣∣ ∣∣r A A , where º ¥( ) ∣∣ ∣∣r A A is the spectral radius of   = Î( ) ( )A a n0 ,ij ,
and ∣∣ · ∣∣ is anymatrix normwe get thatfidelity ( )F N d,opt is bounded in the followingway
" ( ) ( )N d F N d, , 1, 102opt
which certifies our calculations. Denote by =  ( )F F N d,ent ent the lower bound for thefidelity in the non-
optimised case, when the resource state is a tensor product ofN d-dimensional singlets (see [1])
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= + -
 ( )F N
d N 1
. 103ent 2
We thus have  ( ) ( )F N d F N d, ,ent opt .Moreover, for afixed dimension dwehave =¥  ( )F N dlim , 1N ent , so
togetherwith expression(102)we see that =¥ ( )F N dlim , 1N opt .
5.3. Comparison with known results
In this sectionwe compare our results to the only previously investigated case of d=2 from [6–8].We show
howour approach relates to the latter when it comes to determining optimal fidelity and optimal decorated
POVMswith the known representation of the dPBT.Moreover, we showhow extending to higher dimensions
of the underlying localHilbert space reproduces the expression for the fidelity of the teleported state in the case
of themaximally entangled resource state presented in [12]. The proof presented here, remarkably, does not
require the notion of partially reduced irreps whichwas indispensable in the previous approach of [12].
We start from showing how the optimal fidelity Fopt given in proposition 32 from section 5.2 reduces to the
results presented in earlier works.Whenever > =N d2, 2 proposition 8 from section 4 is not applicable since
not all irreps of ( )S N appear.We thus cannot use the analytical formula for the optimal fidelity given by 101 and
instead have to carry out the analysis of the infinity normof principal submatrices ofMF. Fortunately, for this
case principal submatrices ofMF (we absorb coefficient 1/4 into definition ofMF) reduce to so-called tridiagonal
matrix of the form
 =
- +
- +
Î



      

⎛
⎝
⎜⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟⎟
( ) ( )M
x b c
a b c
a b c
a x b
t
1
4
0 0 0 0
0 0 0
0 0 0
0 0 0 0
, , 104F
1
2
for which analytical expressions for eigenvalues are known; t is the number of allowedYoung diagrams ofN for
= = =d a c2, 1, and b=2. The coefficients x x,1 2 depend on the parity ofN. Let us consider them separately.
(a) =x 11 and =x 02 whenN is odd.
In this case, from [15] (theorem1, page 72)we know that all eigenvalues ofMF for = ¼k t1, , are of the form:
l p p p= + + = + + = +
⎡
⎣⎢
⎛
⎝⎜
⎞
⎠⎟
⎤
⎦⎥
⎡
⎣⎢
⎛
⎝⎜
⎞
⎠⎟
⎤
⎦⎥
⎛
⎝⎜
⎞
⎠⎟ ( )b ac
k
t
k
t
k
t
1
4
2 cos
2
2 1
1
2
1 cos
2
2 1
cos
2 1
, 105k 2
since = -( )y ycos 2 2 cos 12 .WhenN is oddmatrixMF is + -( )N 1 2 dimensional, so
l p p=
+
= + = ¼ ++
⎛
⎝
⎜⎜
⎞
⎠
⎟⎟
⎛
⎝⎜
⎞
⎠⎟( ) ( ) ( )
k k
N
k Ncos
2 1
cos
2
, 1, , 1 2. 106k N
2
1
2
2
(a) = =x x 11 2 when N is even.
In this case, from [15] (theorem4, page 73)we know that all eigenvalues ofMF for = ¼k t1, , are of the form
l p p p= + = + =⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎡⎣⎢
⎛
⎝
⎞
⎠
⎤
⎦⎥
⎡
⎣⎢
⎛
⎝
⎞
⎠
⎤
⎦⎥
⎛
⎝
⎞
⎠ ( )b ac
k
t
k
t
k
t
1
4
2 cos
1
2
1 cos cos
2
. 107k 2
WhenN is evenmatrixMF is + -N 2 1 dimensional, so
l p p=
+
= + = ¼ +
⎛
⎝
⎜⎜
⎞
⎠
⎟⎟
⎛
⎝⎜
⎞
⎠⎟( ) ( )
k k
N
k Ncos
2 1
cos
2
, 1, , 2 1. 108k N
2
2
2
In both cases, i.e. whenN is odd or even themaximal eigenvalue is obtained for k=1, and then optimal fidelity
Fopt is equal to:
p= = +¥
⎛
⎝⎜
⎞
⎠⎟∣∣ ∣∣ ( )F M Ncos 2 . 109Fopt
2
We see that the above expression reproduces optimal fidelity in equation (41) from [8].
We now turn to the connection between our optimal decorated POVMs and those derived in [8]where
authors propose the following optimal decorated POVMs
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å r s rP = = ¼~
=
-
- -( ) ( ) ( ) ( ) ( )
( )
( ) ( )z s s s s a N, 1, , , 110a
s s
N
y s
a
y s
1 2
1 1
min
where s is the total spin number, and ( ) ( )z s y s, some constant numbers forfixed s. This expression is valid only
for the qubit case, but it can be easily translate into language of the irreps of ( )S N and all d 2. Assume the
general formof the optimal decorated POVM to be

å a r a s a r aP = = ¼~
a
a a
-
- -( ) ( ) ( ) ( ) ( )( ) ( )z a N, 1, , , 111a
N
y
a
y
1
1 1
where sum runs over all irreps labelled by Young diagrams ofNwhose height is not greater than dimension d of
the underlying localHilbert space. Nowwe are in the position to present direct connection between themost
general decomposition of decorated POVMspresented in (60), (61) and the formgiven in (111).
Corollary 33.Having decompositions of decorated POVMs defined in(60), (61), and(111) by comparisonwe can
write the following equality between coefficients am ( )p and a( )z :
a a l a=m m a-( ) ( ) ( ) ( )( )p z . 112y1
In particular for =d 2we have a direct translation between optimal decorated POVMs presented in [6–8] (or
see(110)) and the decomposition presented in thismanuscript.
The equation (112) can be obtained by direct comparison of(60),(61)with the expression(111) and fact
that r l a a= å åa m a m mÎ ( ) ( )F .
Before we go further and prove that the choice of the decorated POVMs in(111) reproduces correct
expression for thefidelity in the dPBT in the case of themaximally entangled resource state we need the
following auxiliary lemma
Lemma34.The fidelity of the teleported state with the decorated POVMs given from(111) is given by

å a a a=
a
a a
-
( ) ( ( )) ( )F N
d
z d m c y, , 113
N
N
2
1
2
where (see fact 39 and remark 40)
åa a l a=
m a
m a
m
aÎ
-( ( )) ( ) ( )( )c y
d
m
m
,
1
. 114y1
Proof. From [8]we know thatfidelity F in the deterministic version of the protocol is given by
å s= P
=
⎡
⎣⎢
⎤
⎦⎥ ( )F d
1
Tr , 115
a
N
a a2
1
wherePa are the POVMs given in(111). Using explicit formof POVMswe get:
å å
å
a r a s a r a s a
a r a r a
=
= Ä Ä
a
a a
a
a a a a
=
- -
- + - +
⎡
⎣⎢
⎤
⎦⎥( ) ( ) ( ) ( ) ( )
( ) [ ( ) ( ) ] ( )
( ) ( )
( ) ( )
F
d
z
N
d
z P P P P
1
Tr
Tr . 116
a
N
y
a
y
a
N
y y
2
1
1 1
2
1 1
Weused the fact that due to symmetry the trace in(115) does not depend on the index i and that s a =( )N
Äa +P P . Using the decomposition of the Young projector j a j a= å å ñáa = =a a ∣ ( ) ( )∣P kd rm k r k r1 1 , , we have
å å å
å å å
a j a j a r a j a j a r a
a j a r j a j a r j a
= ñá Ä ñá Ä
= á áF ñ F ñá áF ñ F ñ
a
a a
a
a a
= =
+ - + -
= =
+ - + + - +
a a
a a
( ) [∣ ( ) ( )∣ ( ) ∣ ( ) ( )∣ ( ) ]
( ) ( )∣ ∣ ∣ ( ) ∣ ( )∣ ∣ ∣ ( ) ∣
( )
( ) ( )
( ) ( )
F
N
d
z P P
N
d
z
Tr
.
117
N
k l
d
r p
m
k r k r
y
l p l p
y
N
k l
d
r p
m
k r
y
l p l p
y
k r
2
, 1 , 1
, ,
1
, ,
1
2
, 1 , 1
,
1
, ,
1
,
Using fact 39 and remark 40we obtain statement of lemma. ,
Wedo not claim yet that POVMs given by(111) are indeed the optimal ones for any d 2.We only derived
the formula for thefidelity of the teleported state for this particular choice ofmeasurements. Nowusing above
lemmawe can show that
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Lemma35. Substituting in expression(113) of lemma 34 and equation (110) a a" =( )y 2 and a =( )z 1we
reproduce POVMs (square rootmeasurement) and fidelity in the dPBT in the case of themaximally entangled state as
a resource state.
Proof. Inserting a a a" = =( ) ( )z y1, 2 into equation (111)we reproduce their form in the case of the
maximally entangled state as a resource state.We get formof the square rootmeasurement whichwe now is the
optimal one in this case

å r a s a r aP = = ¼
~
a - ( )
( )
( )
( )a N1 1 , 1, , . 118a
N
a
1
Making the same substitution in equation (113) and using the explicit formof coefficients a a( ( ))c y, given in
remark 40we get

å å l a l a=
a
a
a m m a
m m m m+ - ¢Î
- ¢ - ¢( ) ( ) ( )F
N
d
d
m
m m . 119
N
N
2 2
1 ,
1 2 1 2
Finally using explicit formof l a =m m aa m( )
N
d
m d
m dN
we have
 
å å å å= =
a m m a
m m m m
a m a
m m+ - ¢ Î
¢ ¢ + - Î
⎛
⎝
⎜⎜
⎞
⎠
⎟⎟ ( )F d d m d m d d m
1 1
. 120
N
N
N
N
2
1 ,
2
1
2
We reproduce the formula for the fidelity of the teleported state from [12]. ,
Wecan also reproduce expression for the fidelity of the teleported state in the case of themaximally
entangled state using certain choice of the coefficients am ( )p in themost general formof the POVM
given by(61).
Corollary 36.Choosing coefficients am ( )p in the decomposition(61) as
a m a a l a" " Î = =m m
a m
a m
( )
( )
( )p d
N
m d
d m
1
, 121
N
and plugging them in(69) we reproduce fidelity for themaximally entangled state as a resource state (see theorem 12
of [12] or expression(120) above).
5.4. Convergent algorithm for computing fidelity
Wenowdescribe amethod of approximation ofmaximal eigenvalues and the corresponding eigenvector of
principal submatrices MF
d 6.We use this algorithm for < <d N2 , since in this regimewe do not know an
analytical expressions formaximal eigenvalue and corresponding eigenvector of thematrix MF
d which are
required for computation of Fopt togetherwith optimal state and decorated POVMs, but of course it works for all
values of d andN. From fact 14 and corollary 15 from section 4we can apply Frobenius–Perron theorem (see
theorem44 of appendix B) toMF as well as to all of its principal submatrices MF
d , andwrite
Proposition 37. If matrix  Î ( )A n, is non-negative and irreducible then it satisfies the following eigenequation
= ( ) ( )Ax r A x, 122
where = å =( )x x x: 1i i i and >x 0,i so this eigenvector is positive. Such a vector x is called Perron eigenvector of
thematrix A.
Making use of irreducibility and the primitivity, one can approximatemaximumeigenvalues and find the
corresponding eigenvector of MF
d , which are positive semidefinite and primitive (see corollary 8 and remark 11).
Theorem38. Let  Î ( )A n, be a positive semidefinite and primitivematrix (in particular MFd). Suppose that the
vector w0 is of the form
å= = >( ) ( )w w w w: 1, 0, 123i
i
n
i i
0 0 0 0
6
SageMath code for implementing the algorithm aswell as routines to generate the respectivematrices is available upon request.
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thenwe define
= = ¼ = å = ¼
+ + +
+ ( )v Aw m w
v
v
m, 0, 1, , 0, 1, 124m m m
m
j j
m
1 1
1
1
We thus have the following limits
å= =¥ ¥ ( ) ( )w w v r Alim , lim , 125m m m
j
n
j
m
where w is Perron eigenvector of thematrix A. So the sequence of vectors { }wm approximates Perron eigenvector of the
matrix A, whereas the number sequence å{ }vjn jm approximates the spectral radius ( )r A of thematrix A.
Proof.Weuse themethod of calculation of eigenvalues of diagonalizablematrices described in [9], and for sake
of completeness of thismanuscript, we adopt thismethod to our particular case of positive semidefinite, non-
negative and irreduciblematrices.
By induction using the non-negativity and irreducibility of thematrixAwe get
 å" Î = >  >( ) ( )m v v v v: 0 0, 126m im im
j
j
m
so the vectors wm are well defined. Fromour assumptions on thematrixA and Perron–Frobenius theorem it
follows thatA has the following spectral decomposition
å m=
=
( )A P , 127
k
K
k k
1
where m m= >( )r A t: 2t1 and = = Î† ∣∣ ∣∣P p p p: ww n1 1 1 1 . The vectorw is the Perron vector of thematrix
A, so it satisfies = å =( )w w w: 1,i i i >w 0i . The remaining projectors have the form the standard form
 å= = Î =( ) ∣∣ ∣∣ ( )†P p p p p p k: , 1, 2. 128k
l
k
l
k
l
k
l
ki
l n
k
l
Using this spectral decompositionwe calculate

å åm m= = +( ) ( ) ( ) ( )v v p p w p p w, , , 129i
k
k
l
k
l
k
l1 1
1 1 1
0
2
0
where ( )p w,1 0 is the standard, Euclidean scalar product of vectors in the space n. From this we get

å å åm m= +( )( ) ( )( ) ( )v s p p w s p p w, , , 130
j
j
k
k
l
k
l
k
l1
1 1 1
0
2
0
where = å =( )s x xi i1 for = Î( )x xi n. Sowe have


å å
å å
m m
m m=
+
+
( ) ( )
( )( ) ( )( )
( )w
p p w p p w
s p p w s p p w
, ,
, ,
. 131k
k l k
l
k
l
k k l k
l
k
l
1 1 1 1
0
2
0
1 1 1
0
2
0
By inductionwe get


å å
å å
m m
m m=
+
+
( ) ( )
( )( ) ( )( )
( )w
p p w p p w
s p p w s p p w
, ,
, ,
132m
m
k k
m
l k
l
k
l
m
k k
m
l k
l
k
l
1 1 1
0
2
0
1 1 1
0
2
0
and


å å åå å
m m
m m=
+
+=
+
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s p p w s p p w
s p p w s p p w
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k k
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l k
l
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l
m
k k
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l
k
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1
1 1
1
1 1
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1 0
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where m m= >( )r A t: 2t1 and = = > >å( ) ( )∣∣ ∣∣ ∣∣ ∣∣s p p w0, , 0
w
w w1
1
1
0i i .We thus have
å m= = = =¥ ¥
=
+
( )
( ) ( )w p
s p
w v r Alim , lim . 134m m m
j
n
j
m1
1 1
1
1
,
6. Conclusions and discussion
We showed that the question of optimal functioning of the dPBT can be reduced tofinding amaximal
eigenvalue of a certain class ofmatrices which encode the relationship between Young diagrams. Remarkably,
this teleportation protocol can be fully characterised in terms of a single ‘static’ object—the TM. This brings
about a question onwhether one could reduce the study of the optimal performance of other important LOCC
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protocols inQuantum Information Processing to a study of a simple object which encodes the relationship
between the given input and the desired output states of such a protocol analogously do the dPBT.
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AppendixA. Auxiliary facts and lemmas
The set of vectors j a ñ =a{∣ ( ) }k r kd, 1 spans the rth irrep of -( )S N 1 is labelled by Young diagramα. Define the
following operators
å j a j a= ñáa
=
a
∣ ( ) ( )∣ ( )E , 135kl
r
m
k r l r
1
, ,
where am is amultiplicity of irrep labelled byα. The above operators play an important role in the description of
the irreps of the symmetric group, butwe skip the details here (see for example appendix F of [12]).
Fact 39.Assume, that am ( )F are projectors onto irreps of algebra  ( )dntn , then
j a a j a d dá áF F ñ ñ =m m
a
+ +( )∣ ∣ ( )∣ ∣ ( ) ( )F
d
m
m
1
, 136k r l s kl rs, ,
where vectors j a ñ =a{∣ ( ) }k r kd, 1 span the rth irrep of -( )S N 1 labelled by Young diagramα, and F ñáF+ +∣ ∣ is
maximally entangled state between two last subsystems.
Proof.Toprove statement first we use F ñáF =+ +∣ ∣ ( )V N n,
d
t1 n , property a =m a m( )F M P (see theorem 1 from
[12]), and =a a( ) ( )V N n M V N n P, ,t tn n (see fact 13 from [12])
j a a j a j a j a a
j a j a j a j a
j a j a
á áF F ñ ñ = ñá Ä F ñáF
= ñá = ñá
= ñá
m m
a m a m
a m
+ + + +( )∣ ∣ ( )∣ ∣ ( ) [∣ ( ) ( )∣ ∣ ∣ ( )]
[∣ ( ) ( )∣ ( ) ] [∣ ( ) ( )∣ ( ) ]
[∣ ( ) ( )∣ ( ) ] ( )
F F
d
V N n M P
d
V N n P P
d
P V N n P
Tr
1
Tr ,
1
Tr ,
1
Tr , , 137
k r l s k r l s
k r l s
t
k r l s
t
k r l s
t
, , , ,
, , , ,
, ,
n n
n
since =a[ ( ) ]V N n P, , 0tn . In the next step having decomposition j a j a= å å ñáa = =a a ∣ ( ) ( )∣P kd rm k r k r1 1 , , and taking
into account that the set j a ñ =a{∣ ( ) }k r kd, 1 is formed of the orthonormal vectors we conclude, that
j a j a j a j añá = ñáa∣ ( ) ( )∣ ∣ ( ) ( )∣Pk r l s k r l s, , , , . Having this wewrite
j a a j a j a j a
j a j a
á áF F ñ ñ= ñá
= ñá
m m
m
+ +( )∣ ∣ ( )∣ ∣ ( ) [∣ ( ) ( )∣ ( ) ]
[∣ ( ) ( )∣ ] ( )
F
d
V N n P
d
P
1
Tr ,
1
Tr , 138
k r l s k r l s
t
k r l s
, , , ,
, ,
n
because =( )V N n 1Tr ,n tn , where 1 is the identity operator on the second last subsystem.Using Fact 19 from
[12]wehave the following decomposition of mP
å å åj j p p= - - -m
m m
p
m
=
-
= Î -
-m
( )!
( ) ( ) ( ) ( ) ( )
( )
P
d
n
a n V a n V
1
, 1 , 1 . 139
a
n
i j
d
ij
S n
ji
1
1
, 1 2
1
Substituting(139) into(138) and using property - = d- -( )V a n d 1Tr , 1n 1 a n, 1 , where identity operator 1 acts
on thefirst -n 1 subsystemswe reduce to right-hand side to
å å å
å å å
j j p j a p j a
j j p j p d
- - á ñ
= - -
m d m
p
m
m d m
p
m a
=
-
= Î -
-
=
-
= Î -
-
m
m
-
-
( )!
( ) ( ) ( )∣ ( )∣ ( )
( )!
( ) ( ) ( ) ( )
( )
( )
d
d n
d a n V
d
d n
d a n
1
, 1
1
, 1 . 140
a
n
i j
d
ij
S n
ji l s k r
a
n
i j
d
ij
S n
ji lk rs
1
1
, 1 2
1
, ,
1
1
, 1 2
1
a n
a n
, 1
, 1
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Writing elementj pm -( )ji 1 in the PRIR basis (see appendix B of [12]) as j på åb m m bbÎ = -b bb b b( ) ( )i j
d
R j i, 1
1 we have
å å å åj p j p j p j p=
p
m a
b m p
m bb a
Î -
-
Î = Î -
-
b b
b
b b
⎛
⎝
⎜⎜
⎞
⎠
⎟⎟( ) ( ) ( ) ( ) ( ) ( )
( ) ( )
141
S n
ji lk
i j
d
S n
R j i lk
2
1
, 1 2
1
Substituting above to(140) and using standard orthogonality relation for irreps j s j så =s a bÎ -( ) ( )( )S n ij kl 1
d d dab
a
!n
d jk il
(see for example [4])we obtain
åj a a j a j dá áF F ñ ñ = - -m
m
a
d m aa+ +
=
-
-
⎛
⎝⎜
⎞
⎠⎟( )∣ ∣ ( )∣ ∣ ( ) ( ) ( ) ( ) ( )F d n
d
d
d a n
1
1
, 1 . 142k r l s
a
n
R lk rs, ,
1
1
a n, 1
The expression in bracket is just proportional to eigenvalues of PBT operatormultiplied by dlk (see appendixD.2
of [12]), namely is equal to d- m a
a m
( )n 1 m d
m d lk
, which gives desired result.
,
Remark 40.As a natural consequence of fact 39we have for = ¼ ak l d, 1, , and = ¼ ar p m, 1, , the following
j a r j a a a d dáF á F ñ ñ =a+ - +∣ ( )∣ ∣ ∣ ( ) ( ( )) ( )( ) c y, , 143k r y l p kl rp, 1 ,
where
åa a l aº
m a
m a
m
aÎ
-( ( )) ( ) ( )( )c y
d
m
m
,
1
, 144y1
and a( )y is an arbitrary non-zero real number depending onYoung diagram a -N 1.
Using that r a l a a= åm a m mÎ( ) ( ) ( )F we get the desired statement.
Appendix B. Additional facts fromgeneralmatrix theory
Webeginwith a short overview of some basic facts from thematrix theorywhich are required for the analysis of
the spectral properties of thematrixMF described in section 4.We discuss the notion of irreducibility for the
matrices with non-negative entries (which is the case formatrixMF) and primitivity.
Recall Sylwesterʼs theorem [5]
Theorem41 (Sylwester).AHermitianmatrix A is positive semidefinite if and only if all principalminors are
positive.
Definition 42. Let  Î ( )A m, , then thematrix A is irreducible if it cannot be conjugated into the block
upper triangular formby a permutationmatrix P :
¹- ⎛⎝⎜
⎞
⎠⎟ ( )PAP
A A
A0
, 1451 1 2
3
where A A,1 3 are non-trivial squarematrices.
If  Î ( )A m, is non-negative, thenwe have an equivalent definition (which is the case for the TMMF):
Definition 43. Let  Î ( )A m, be a non-negativematrix, then thematrixA is irreducible if for any pair of
indices  i j n1 , there exists a Îq such that >( )A 0q ij .
We nowpresent a stronger version of the Frobenius–Perron theorem:
Theorem44 (Frobenius–Perron). Let A be an ´m m irreducible matrix with non-negative, real entries with the
spectral radius ( )r A . Thenwe have the following:
1. The number ( )r A is a positive real number and it is an eigenvalue ofmatrixA (Perron–Frobenius eigenvalue).
2. Themultiplicity of an eigenvalue ( )r A is equal to one.
3. ThematrixA has an eigenvector corresponding to an eigenvalue r with all positive components.
Definition 45.Anon-negativematrix  Î ( )A m, is primitive if it is irreducible and has only one non-zero
eigenvalue ofmaximummodulus.
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On the other handwe have [5]:
Proposition 46. If thematrix  Î ( )A m, is non-negative, irreducible, and has positive diagonal then A is
primitive.
At the endwe introduce the notion of centrosymmetricmatrices.
Definition 47.Matrix  Î ( )A m, is called centrosymmetric if its entries satisfy
 = - + - + ( )A A i j mfor 1 , . 146i j m i m j, 1, 1
AppendixC. The explicit formof Young projectors and operators am ( )F in natural
representation
Weprovide the construction of the permutation operators s( )V , where s Î ( )S N , Young projectors mP , and
projectors am ( )F in the computational basis. Using this representationwe can construct the explicit formof the
optimal decorated POVM(98) and state(99) for various N d, .
Consider a unitary representation of a permutation group ( )S N acting on the N -fold tensor product of
complex spaces d, so our full Hilbert space is @ Ä( )d N . For afixed permutation s Î ( )S N a unitary
transformation s( )V is given by
s ñ Ä¼Ä ñ = ñ Ä¼Ä ñs s- -( )(∣ ∣ ) ∣ ∣ ( )( ) ( )V e e e e , 147i i i iN N1 1 1 1
where the set ñ Ä Ä ñ{∣ ∣ }e ei iN1 is a standard basis in  Ä( )d N . Then, the explicit formof the operator s( )V for
some s Î ( )S N is given by
ås = ñ Ä Ä ñá Ä Ä á
¼
s s- - ( ) ∣ ∣ ∣ ∣ ( )( ) ( )V e e e e . 148
e e
i i i i
, ,i iN
N N
1
1 1 1 1
Using an expression for any permutation operator s( )V , the explicit formof Young projectors in the natural
representation is
å c s s=m m
s
m
Î
-
!
( ) ( ) ( )
( )
P
f
N
V , 149
S N
1
where c sm ( ) is the character calculated on the irrep labelled by the Young diagram m N on the permutation
s Î m( )S N f, is some constant depending on the Young diagram m N (see for example [4]). The explicit form
of the projectors am ( )F described briefly in the introductory part of ourmanuscript (for complete description
see [12]) are given by
åa g a= Äm m m a m= +( ) ( ) ( ) ( ) ( )F P V a N P P V a N P
1
, , , 150
a
N
1
where a mP P, are Young projectors onto irreducible spaces labelled by Young diagrams a -N 1and
m -N 1 respectively, +P is an unnormalised projector onto themaximally entangled state between N th and
= +n N 1th, and g am ( ) is given in(8).
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