This study details the artificial neural network modelling of a diesel engine
Introduction
The use of diesel engines, invented by Rudolf Diesel in 1892, on the world market is increasing annually because of its efficiency and inherent fuel economy characteristics [1, 2] . However, the combustion of diesel fuel in the engine results in production of pollutant emissions. The main pollutants emitted are nitrogen oxides (NO x ), carbon monoxide (CO), and particulate matter (PM), which is composed of soot. The stringent pollutant emission law limits of the European Union for manufacturers are getting narrower at each new euro emission stage. The European Automobile Manufacturers Association (ACEA) agreement with the European Union foresees the carbon dioxide (CO 2 ) limit of 120 g/km by the year 2012, which was proposed to be 140 g/km in 2008 (EC, 2008) . The new Euro 6 regulation proposes a 55% reduction in NO x emission (0.180 g/km to 0.080 g/km) without any change in the PM emissions and a 26% reduction in NO x + hydrocarbon (HC) emissions (0.230 g/km to -0.170 g/km) for compression ignition (CI) diesel engine (EC, 2008) . These stringent emission regulations compel the manufacturers to use research and development methodologies such as combustion modelling [3] [4] [5] , artificial neural networks (ANN) [6, 7] to predict the cylinder pollutant emissions, which is an advantage during the research and development process.
The ANN approach is an evolutionary and fast calculation methodology that does not require complex mathematical equations to explain a non-linear and multidimensional system.
In this study, the use of MLP structured ANN was proposed to determine the engine brake power, brake torque, BSFC, and the emissions of CO, CO 2 , NO x , soot, and total hydrocarbons (THC) using a group of characteristic engine operating parameters as the ANN inputs.
Experimental works

Experimental set-up and measurement system
In this study, experiments were performed on a Ford 1.8 L, CI diesel engine using conventional diesel fuel. The test engine specifications are given in tab. 1.
The instrumentation specifications used on the test bench are shown in tab. 2. The schematic picture of the test set-up is shown in fig. 1 .
The experiments were run at maximum engine torque speeds (2000 rpm, 2500 rpm) and maximum engine power speed (3750 rpm). The intake manifold pressure was kept constant during the tests using variable geometry turbo control. Before starting the main experiments, the pre-experiments were performed to identify the engine's behaviour. The injected fuel mass was controlled by the engine control unit (ECU). The mass of fuel injected for each cycle is defined by considering the mechanical limits of the engine, such as the maximum cylinder pressure and the turbo compressor outlet temperature. For each test point, three different injection pressures were tested. 
Test procedure and test points
In this study, engine speeds of 2000, 2500, and 3750 rpm were investigated. For each engine speed, three different fuel masses were injected. Only one injection strategy was pursued. No pilot or post injection was utilised. During the tests, the SOI and rail pressure were varied and the intake manifold pressure was kept constant within the predefined range, which was identified with two pre-tests.
EGR was not employed. In total, 108 experiments were performed on the test bench. The tested points are 
Artificial neural network design
Haykin [10] stated, "ANN is a massively parallel-distributed processor, made up of inter-connected simple processing units, which has a natural propensity to store experiential information and to make it available for use. It resembles the brain in two respects: (1) Knowledge is acquired by the network from its environment through a learning process; (2) Interneuron strengths, known as synaptic weights, are used to store the knowledge."
The ANN methodology has different network types that researchers use for solving various problems. The MLP network is a feed-forward ANN that can map a set of input data to a set of appropriate outputs. MLP are particularly developed for the solution of non-linear behavioural problems. The MLP structure is mainly formed from three layers as shown in fig. 2 . These layers are: (a) input layer -consisting of the input parameters, and these parameters are considered as they affect the outputs of the network, (b) hidden layer -the inputs are processed within the weights and biases with the predefined non-linear activation functions, and (c) output layerconsisting of the output parameters. The MLP working process includes three consecutive steps: (1) creating and configuring the network -the inputs, number of hidden layers, number of neurons at the hidden layer, activation function and the topology of the network is identified at this step, (2) training the network -initialise the weights and biases, and error minimisation with respect to targeting the data, and (3) usage of the network. At the beginning of the MLP process, each input is multiplied with an appropriate weight w; generally this w is identified arbitrarily at the initialisation step. We can call this result of multiplication the weighted inputs (wi), and the weights at this input layer are called input weights (iw):
where m is the number of inputs and n -the number of neurons at the hidden layer. Then, these weighted inputs are summed with biases b, where b is the threshold value. The result is called the "net input -nip". nip wi b
Then, the net input is passed through a transfer function, which has to be differentiable (generally sigmoid) and produces the output (o):
After the output is calculated, the outputs are multiplied with the layer weights (LW) and summed with biases. The result is called net output (nout):
This step is called the feed forward calculation. After the output of the network is obtained, the desired j th output is compared with the desired j th target value (t) and the error (e) is calculated:
In the following step, to minimise the error, the error value is distributed to the weights with a predefined algorithm where the performance of the ANN is evaluated with the MSE algorithm:
These two steps have to be repeated until the desired predefined error level is reached. These two consecutive steps can be generalised as the "training step" of an MLP-type ANN [9, 20, 21] . For training, any standard numerical optimisation algorithm can be used to optimise the performance function. Beale et al. stated [21] , "there are a few key ones that have shown excellent performance for neural network training in which these optimisation methods use either the gradient of the network performance with respect to the network weights or the Jacobian of the network errors with respect to the weights. The gradient and the Jacobian are calculated using a technique called the back propagation algorithm, which involves performing computations backward through the network." When the error reaches a previously determined tolerance value, the training process is stopped [11] . According to Oztemel [20] "the information that is produced during this process is measured and stored within these adjusted weights and it is hard to reveal and interpret this information. "During these processes, the ANN learns the underlying function/physics of the system, while the results of the ANN learning are adjusted weights that could be used to accurately approximate the underlying function/physics of the system [7] . After the learning step, the network is tested with a different data set than that which was actualised before, and the performance of the network is analysed [20] . The structure of ANN is shown in fig. 2 . 
Application of neural networks
The goal of using ANN for this work is estimating the desired engine output parameter by using some engine operating parameters as inputs for the designed neural network. The network groups studied in this work were divided into two main groups. The first network group (NG1) used 10 engine operating parameters as inputs at the input layer of the network. These inputs are listed in tab. 4. All NG1 inputs are indicated in fig. 1 , and filter smoke number (FSN). This first group of networks has only one hidden layer, and during the training sessions, the neuron number of the hidden layer was increased from 1 to 20 to investigate the reaction of the network output to the hidden layer neuron number. The temperature of the water that enters the engine block for cooling 10 
Cooling water outlet temperature°C
The temperature of the water that exits the engine after re-circulating in the engine water jackets
After the design, training and analyses of the NG1 network, the THC estimation results were found to be unsatisfactory, and a new group (NG2) of networks were created to predict the THC. While designing the new individual networks for THC formation, the characteristics of this pollutant were considered. HC are the consequence of incomplete combustion, and HC emissions are sensitive to the oil and coolant temperature and increase from fuel absorbed in deposits and oil layers [22, 23 . Therefore, in the newly designed networks, the parameters that were related to enhancing the phenomenon of HC oxidation and HC absorption at the oil layers were considered. All of the new parameters are listed in tab. 5. The first group of new parameters that can be correlated with HC oxidation consisted of the maximum in-cylinder pressure, engine temperature, and turbine inlet temperature. The turbine inlet temperature is measured directly from the plenum of the exhaust manifold (before the turbocharger turbine section inlet). These data reflect more precise information about the combustion process and the combustion temperature than the exhaust temperature that was taken from the exhaust line (after the exit of turbocharger turbine) and more directly affect the HC oxidation. The second group of new parameters consisted of the oil temperature and oil pressure, which can be correlated with oil absorption at the deposits and oil layers. Each NG2 input is indicated in fig. 1 relative to their numbers. The NG2, which has three subgroups, uses the aforementioned operating parameters in addition to the SIP to estimate the THC. The first subgroup of NG2 (NG21) has three parameters, and the second subgroup of NG2 (NG22) has two extra input parameters in addition to the SIP. The third subgroup of NG2 (NG23) uses these extra five parameters, which were used in NG21 and NG21, in addition to the SIP. The NG2 input parameters groups are listed in tab. 6. The main aim of creating new networks is develop a satisfactory THC estimation. During this process, the reaction of the network to the increased number of input parameters and to the input type was also investigated. The data group obtained in the experiments was composed of 108 data sets, and these data sets were divided into three subsets. The first subset was the training set, which was used to compute the gradient and update the network weights and biases. This first subset included 50% of the experimental data. The second subset was the validation set, which included 20% of the experimental data. The error in the validation set was monitored during the training process. The validation error was expected to decrease during the initial phase of training, as did the training set error. However, when the network began to over-fit the data, the error on the validation set began to rise. Training continued until the validation error failed to decrease for six iterations. Then, the weights and biases at the minimum validation error were recorded and used. The third subset was the test set through which the network performance can be checked separately. The test set consisted of 30% of the experimental data set. The Matlab Programme ANN toolbox was used for developing and analysing the networks. A two-layer feed forward network with a tangent sigmoid (tansig) transfer function at the hidden layer and a linear transfer function at the output layer was formed for output estimation. In this study, the Levenberg-Marquardt algorithm was used for training, validation and testing that used the Jacobian of the network errors. The algorithm used is shown below:
where, H is the Hessian matrix approximation, J -the Jacobian matrix that contains first derivatives of the network errors, m -the Levenberg damping factor, k -the iteration number or the time step, x -the value of the weights, and e -the vector of network errors. This algorithm is the fastest method for training moderate-sized feed forward neural networks up to several hundred weights [21] . Extensive information about the Levenberg-Marquardt algorithm can be found in the literature [24] . The correlation coefficients (R) for the learning, validation, and testing stages were calculated to evaluate the ANN prediction capabilities. Additionally, the MSE obtained were provided for these stages [8, 21, 25] :
where t j is the target (real) value of j th test point output, the nout j -the output of the network estimated value (Est.), and t and nout are the mean values of the target and output values group, respectively.
Results and discussion
NG1 networks
The NG1 network overall regression (R) with an increasing neuron number at the hidden layer is given in fig. 3 for the CO, CO 2 , NO x , and FSN brake emissions, brake torque, brake power, and BSFC. The regression values presented in the figures are the values of the entire process (the combined training, validation, and testing phases). As seen from the figures and trend lines, the regression/performance of the networks increased with increasing neuron number, and the average regression is over~95%, which is a satisfactory result for this research. The neuron number of NG1 networks that show estimation performance superior to the others are: 13 neurons for CO 2 estimation, 5 neurons for CO estimation, 14 neurons for NO x estimation, a 16 neurons for FSN estimation, 14 neurons for torque, 7 neurons for power estimation, and 11 neurons for BSFC estimation. The R and MSE values are shown in tab. 7. The performance graphs for the networks with the best regression are shown in fig. 4 (a-g) . The THC estimation results for the NG1 networks and the best estimator network for the THC from NG1 group (13 neuron network, R-0.84945 and 0.24 MSE) and its performance graph are shown in fig. 5 . As shown in the figure, the average estimation performance for THC is~75, which is not satisfactory. Then, the new network group, which will be called the NG2 networks, were designed for THC estimation. 
NG2 networks
The NG2 networks were solely designed for THC estimation. The main aim is a better estimation of THC with an increased number of inputs and also increased prior knowledge. The three new network group performances and the reference NG1 network performances with the increasing neuron numbers are given in fig. 6 . As shown in the indicated trend lines for the data sets, the estimation performance increased with an increasing number of inputs for the THC emissions. Whereas the NG1 reference performance, with the SIP input packet, remained at approximately 75%, the NG21 performance with its input packet of engine temperature, turbo turbine inlet temperature and the current SIP packet was approximately 80%. The NG22 performance with its input packet of oil temperature, oil pressure and the standard SIP packet was 85%, and the NG23 performance with its input packet of engine temperature, turbine inlet temperature, oil temperature, oil pressure, and the standard SIP packet was~90%. It is obvious that the NG22 network estimation performance (~85%) is higher than NG21 (~80%). Therefore, the networks for this experiment are more sensitive to the oil temperature and oil pressure data characteristics for THC estimation. The neuron numbers for the NG2 networks with superior estimation performance are: 11 neurons for the NG21 network, 10 neurons for the NG22 network, and 11 neurons for NG23. The R and MSE values are given in tab. 8. The performance graphs for these networks are given in fig. 7(a-c) . 
Conclusions
In this study, the performance of the neural network calculation method was investigated to estimate two engine-out parameters. A regression analysis between the network response and the corresponding targets was performed. The results indicate the following. · The estimation performance of neural networks increased with an increasing neuron number at the hidden layer in all cases. · The NO x , CO, CO 2 , power, torque, and specific fuel consumption estimations are satisfactory (over 95%) using the SIP as the input layer of the neural network. · An increased number of inputs at the input layer results in increased estimation performance (75% to 90%) for the THC estimations. · For the same number of inputs, NG22 networks are more sensitive than the NG21 networks for THC estimation, which use only oil pressure and oil temperature at the input layer instead of engine temperature and turbo turbine inlet temperature. · The overall performance of neural networks is satisfactory, and it is obvious that with the proper input layer and hidden layer characterisation, this method can be utilised to estimate the engine out parameters with high levels of confidence. 
