ABSTRACT
INTRODUCTION
Medical images plays an important role in diagnosing diseases, where doctors use it as the first step for the diseases recognition. They detect any pathological changes from organs scans [1] . Not only, it is used in diagnosis but also it can help in reducing mortality rate. This occur by improving earlier detection and treatment stages, in which the time factor is very important to discover the disease in the patient as possible as fast, especially in various cancer tumours such as the lung cancer and the breast cancer [2, 3] . There are many medical imaging techniques, Computed tomography (CT) is considered as the most popular of them after developed in 1970's [4] .The major factors affected the medical image quality are Noise and resolution. Many image enhancement algorithms used to reduce these factors influence [5] .
Histogram Equalization (HE) is considered as the most popular algorithm for contrast enhancement. Its basic idea lies in mapping the gray levels based on the probability distribution of the input gray levels. It flattens and stretches the dynamic range of the image's histogram, resulting in an overall contrast improvement. HE has been applied in various fields such as medical image processing and radar image processing [6, 7] . The two categories of histogram equalization are: Global histogram equalization, which is simple and fast, but its contrastenhancement power is relatively low. Local histogram equalization, on the other hand, can effectively enhance contrast, but it requires more computations.
Global Histogram equalization is powerful in highlighting the borders and edges between different objects, but may reduce the local details within these objects to overcome HE's problems [8] . Ketcham and et al invented Local Histogram Equalization (LHE); LHE uses the histogram of a window of a predetermined size to determine the transformation of each pixel in the image. LHE succeeded in enhancing local details, but it depends on fixed size for windows where it may distort the boundaries between regions. It also demands high computational cost and sometimes causes over-enhancement in some portion of the image [9, 10] .
There are many algorithms try to preserve the brightness of the output image like Brightness preserving Bi-Histogram Equalization (BBHE) which separates the input image histogram into two parts based on the mean of the input image and then each part is equalized independently. There are many methods similar to BBHE like Dualistic Sub-Image Histogram Equalization (DSIHE), where it divides the histogram based on the median value. Modified Dualistic Sub Image Histogram Equalization (MDSIHE), A. Zadbuke made a modification on DSIHE and obtained good results [11] . Minimum Mean Brightness Error Bi-Histogram Equalization (MMBEBHE) provides maximal brightness preservation, but its results are found not good for the image with a lot details. To overcome these drawbacks, P. Jagatheeswari and et al proposed a modification to this method. They enhanced images by passing the enhanced ones through a median filter. The median filter is an effective method for the removal of impulse based noise on the images [12] . Recursive Mean-Separate Histogram Equalization (RMSHE) is also considered as an extension to BBHE. All these methods achieve good contrast but they have some problems in gray level variation [10] .
There are many algorithms start to combine the features of the local and global techniques. H. Cheng and et al improve the global histogram equalization by using multi-peak histogram equalization combined with local information, their algorithm success to enhance various kinds of images when the proper features (local information) can be extracted [13] . J.Kim and et al keep the high contrast of local histogram equalization with the simplicity of global histogram equalization. Their algorithm computation overhead is reduced by a factor of about 100 compared to that of local histogram equalization [14] .
The rest of the paper is organized as follows in section 2, the idea of A Histogram-Based Fast Enhancement Algorithm will be introduced. Then, the problems were found in this algorithm and the suggested modification is presented in section 3. Experimental results using clinical data of CT images is discussed in section 4 to demonstrate the usefulness of the proposed method. The Statistical analysis of the proposed algorithm is illustrated in section 5 with showing the different methods are used. At the last, concluding remarks is presented in section 6.
A HISTOGRAM BASED FAST ENHANCEMENT ALGORITHM (HBFE)
J. Yin and et al proposed an algorithm to enhance the interested areas in CT head images; they tried to improve the water-washed effect caused by the conventional histogram equalization algorithms as shown in Figure 1 . We will give it abbreviation of HBFE in this paper. The algorithm succeeded in removing water-washed effect. There are some important features for this algorithm like the speed and the simplicity. Its idea depends on that, most CT head images occupy the gray level 0, so they try to deal with the soft tissues by enhancing the region by using full range of all possible gray levels to enhance it in the CT head images. They analysed these images and found that more than half of the whole range of gray levels occupies 0 level, and all CT head images have three major peaks in their histograms. The left peak is formed by background pixels, the middle peak is usually formed by soft tissues in the CT head images, and the right peak is formed mostly by bone. For enhancement details, only the middle peak which formed by soft tissue is needed [15] . 
A MODIFIED HISTOGRAM BASED FAST ENHANCEMENT ALGORITHM (MHBFE)
The idea of HBFE Algorithm is based on the characteristics of CT head images. This makes the algorithm is suitable for special type of images, so we try to make a modification to this algorithm to be more appropriate for a wide range of CT images with enhanced results. The calculations of the algorithm depends on a constant value k (0<k<0.4) to evaluate how many gray levels should be ignored. This means that k remains constant for all images regardless of image characteristics, so we calculate the value of k to be variable according to the features image's gray levels.
First, we evaluate k as a ratio of the mean value of histogram values, which is considered as an important feature of the histogram then we recorded these results, and compared it with the HBFE; we found that there is a valuable enhancement in results. The steps of our proposed solution remained as in HBFE Algorithm, but the change will be occurred in determining k value as below:
Where k c is a constant value we determined form experimental results to achieve the best values, H mean is the mean value of the histogram, which is the sum of the histogram values divided by the number of histogram bins.it evaluated from the following equation:
Where H (i) is the repetitions' count of i bins of gray levels, n is the number of gray levels of the image. As known that the mean value is one of the most features of the image parameters, where it represent the distribution of image's gray levels. So we select this parameter to determine the number of gray levels will be ignored to complete the reminder algorithm steps. After applying the calculation of mean, we find that there is an enhancement on the three image' parameters of PSNR (Peak Signal-to-Noise Ratio), AMBE (Absolute Mean Brightness Error) and Entropy. The results will be shown in the next section.
After that we study another parameter that is the median, we performed the modification by using k as a ratio of median value of the histogram and found that the results become better that because this value also depends on the characteristic of image.
Where H median is the median value of the histogram, it is defined as the value which divides the values into two equal halves. It also achieve more enhancement in the PSNR, Entropy and AMBE. At the last, we use the mode value H mode which is the most frequently occurring value in the histogram.
The median value is considered as the best proposed modification for the algorithm, the compared results will be discussed later. We applied the modified algorithm to large varieties of CT images including head and lung images. To evaluate the effectiveness of the modification we use three widely-used metrics; PSNR, AMBE, and the entropy. We will show briefly how to evaluate these metrics in the next section.
Peak Signal to Noise Ratio (PSNR)
PSNR is the evaluation standard of the reconstructed image quality, and is an important measurement feature. PSNR is measured in decibels (dB). If we suppose a reference image f and a test image t, both of size M×N, the PSNR between f and t is defined by:
Where L is gray levels and MSE (Mean square error) is calculated as:
Note that the greater the PSNR, the better the output image quality.
Absolute Mean Brightness Error (AMBE)
It is the difference between original and enhanced image and is given as:
Where XM is the mean of the input image X = {X (i, j)} and YM is the mean of the output image Y = {Y (i, j)}. We try to preserve the brightness of the image to keep the image details, so if we reduce the difference this preserve the brightness of the image.
Entropy
Entropy is a statistical measure of randomness that can be used to characterize the texture of the input image. It is a useful tool to measure the Richness of the details in the output image [16] .
Where P i is the probability of the occurrence of symbol i.
Inspection of Visual Quality
In addition to the quantitative evaluation of contrast enhancement using the PSNR and entropy values, it is also important to qualitatively assess the contrast enhancement. The major goal of the qualitative assessment is to judge if the output image is visually acceptable to human eyes and has a natural appearance [11] .
EXPERIMENTAL RESULTS
To show the enhancement that occurred using the MHBFE, we apply it on a different types of CT images. However, HBFE applied only on CT head images. We use CT lung and head images. This is to be validate for all types of CT images. We will mention only 8 images in the following tables regards to be clearly explained; 4 CT head and 4 CT lung. In the next section, large number of images will be used.
As we mention before, the increase in the value of PSNR is considered as an enhancement in the algorithm. This is due to the decrement of noise ratio in the enhanced image. Table 1 contain the results PSNR measured using the HE, HBFE and MHBFE with three of modifications (mean, median and mode). As we see in Table 1 we find that there is an improvement in PSNR values using the proposed modified algorithm with its three methods. Our Proposed algorithm is considered one of brightness persevered algorithm so we try to reduce the difference between the brightness of input and the result image. From Table 2 , we can conclude that there is a clear enhancement in AMBE values using the proposed algorithm. As shown in the table, the enhancement value depends on the images.
As we will see in Table 3 , there is a small increase in the Entropy values. We notice that the results of MHBFE using the median and the mode in some images are very similar, where we have found there is a great convergence between their values. As for the Inspection of Visual Quality, as we see in Figure 2 and Figure 3 there are some details appeared in the proposed algorithm which help in diagnostic diseases more accurate.
We can exclude some points from the previous results that the modified algorithm achieves greater values of PSNR, AMBE and entropy compared with HBFE. The first metric of PSNR; the proposed algorithm have increased the values of PSNR; this means that less noise in the resulted image. The second metric is AMBE, it has been minimized and this means that it has preserved the brightness of the image. The third metric of entropy where it has increased; this means that more information can be extracted from the output image. To estimate the constant value used in the calculations, we perform the algorithms with rang of constant values then summarize the results in Figure 4 , Figure 5 , and Figure 6 , where Figure 4 shows the increment in PSNR values due to using the modification with mean, median and mode. Figure5 shows the enhancement in entropy values and Figure 6 show the decrement of AMBE. There is a valuable improvement in the three parameters for the modification especially the mode where give the best results. We found that there is a range of the constant values that gives the best results for the three parameters and outside this range there are less improved results. This gives us the ability to control this ratio to obtain the best results. 
STATISTICAL ANALYSIS
In the previous section, the experimental results show that the modification achieves enhancement in the three parameters of PSNR, Entropy and AMBE. But the sample size used in the previous section is small and this is for more clearly in illustration the results, but to make the results to be more generalized the statistical analysis should be performed on larger data sample. So in this section; we will use statistical analysis to find the significance enhancement of the proposed modification. We use the hypothesis testing approach which has a detailed protocols for decision-making concerning a population by examining a sample from that population [17] .
There are two assumptions that should be satisfied before using the hypothesis testing; 1) the sample of images should be randomly selected, 2) the sample data should come from approximately normal distribution.
To satisfy these assumptions we randomly select different CT lung and head image as a sample data. This achieves the first assumption. To satisfy the second assumption of the normality, the population distribution of the sample is drawn. It should be normal or approximately normal. We draw the distribution graphs for the three parameters (PSNR, entropy and AMBE) of the HBFE and MHBFE with the three modification. The normal quantile plot will be created to check the normality assumption as shown in figure 10 . The assumption is met if the points fall close to the red line [17] .
After draw the normality graph, we calculate the normality percentage. The Goodness-of-fit parameter is considered as a measure for the normality, which is calculated using Shapiro-wilk W test, which calculates a W statistic as:
Where the x (i) are the ordered sample values (x (1) is the smallest) and the a i are constants generated from the means, variances and covariance of the order statistics of a sample of size n from a normal distribution. It tests whether a random sample x 1 , x 2 ... x n comes from (specifically) a normal distribution. Small values of W are evidence of departure from normality [18] . The calculated Goodness-of-fit values are summered in Table 4 . Another important parameter needed in the following statistical analysis is the population variance σ 2 which is a measure of how far each value in the data set is from the mean and it is measured as: (10) Where the distribution with known population mean .
The next step is the using of ANalysis Of VAriance (ANOVA). It will be used to test if the HBFE and MHBFE with its methods are similar, and it accurately find if one of them is different and show a significant difference between them. Its idea based on satisfying some assumptions:
1. Single quantitative response variable where we apply the test of each parameter for each method.
2. Independent groups, the data sample of CT images are not depend on each other.
3. SRS (Simple Random Sampling) is used to collect the data, this is satisfied by select images randomly without any condition.
4. Common variances for all groups. Calculation of the variance for all parameters of methods in Table 5 , shows that they satisfy the condition [17] :
5. Population Distribution of response variable is approximate normal for PSNR, entropy for all methods but the Population Distribution for AMBE make a little diverge as shown in figure 10 and table 4 but the usage of 100 CT lung image as large number of images in the used sample overcome this point. After satisfying these assumptions on the selected sample of data. We use t-test that is used to measure the confidence ratio which shows how the proposed modified algorithm achieves differences in the enhancement results. By applying this test we found the confidence ratios are different for each parameter and also for each modification method. These results are summarized in Table 6 . As shown in Table 6 , the best values of confidence ratio is PSNR of mode method, where its value is 0.999.This means that if we have 1000 image we find only one image has the same value of PSNR using the mode modification like HBFE but the other 999 images have improvement in PSNR value [17] . If we make a simple comparison among confidence values, we find that there is high increase in PSNR, and this due to the high difference in the PSNR improvement that occurred using the three modification methods as illustrated before in section 4, there is a moderate difference in the entropy values. The confidence levels for AMBE is also noticeable high for the mode method but is low for the mean method and this means there is a similarity between the AMBE of HBFE values and MFBHE using mean.
These statistical results are close in meaning to the previous experimental results, which it also shows that there is an improvement occurred in PSNR, entropy and AMBE. We can also conclude that the variance in results due to the characteristic of the image. By using the statistical analysis , We can exclude that there is variable enhancements depend on the image features, this make the proposed medication is more generalized for any image and not specialized for one type.
CONCLUSION
In this paper, we have presented simple three modifications of Histogram Based Fast Enhancement Algorithm. First, we have showed how it succeeded in removing water-washed effect. Then discuss the proposed modification which enhances the PSNR, AMBE and entropy parameters values to be more appropriate for a wide range of CT images. In addition to the enhancements occurred to the HBFE, There are some advantages of the algorithm compared to other algorithms. It still keeps the advantage of simplicity due to less complex calculations used in the algorithm. There is another advantage of this algorithm due to its idea of using global histogram and not based on local histogram. This decreases the used time for running. We also make statistical analysis for the modification to be generalized as enhancement technique.
