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I. INTRODUCTION
Wireless mesh Network (WMN) has been presented in [1] , [2] and [3] as suitable architecture for communication recovery after a natural disaster. Due to the self-organisation and configuration character of such a network, it can be built few hours after the disaster in order to produce a quick response and coordinate rescue operations. The WMN routers necessary to build the disaster network are brought and dispersed in the disaster area by helpers of a protection organisation. In a previous publication [4] the requirements of WMN routing protocol in such scenarios have been defined. Based on these requirements, a classification was provided from which the protocols HWMP, Babel, and B.A.T.M.A.N. advanced are the most promising. This paper follows on the work by providing a comparison between the three protocols. The aims of the implemented scenarios are to evaluate the behavior of the routing protocols in static networks, to test their ability to produce a quick response after dynamic changes, and to test and to predict their performance inside large networks. The paper is structured as follows: section 2 introduces to the routing mechanisms, packet types and metrics in HWMP, Babel and B.A.T.M.A.N. advanced. In section 3, the behavior of the protocols by common operations is tested. This is done based on two tests, first one to evaluate whether differences in the link quality can affect the routing decision and the second one to find out if existing traffic can affect the routing decision. The performance of the routing protocols by dynamic processes is analysed in section 4. The tests look at the delay for three milestones: establishing an alternative path for a running flow that is interrupted due to a router loss, making a new coming node reachable by other mesh participants, and making a new coming node a complete part of the mesh, which routes existing flows. In section 5, the influence of the network size on the protocol performance is analysed. Section 6 presents an optimised network architecture and explains its benefits with the focus on the energy consumption as key requirement for communication network with battery supplied devices. This paper presents the first evaluation of the three routing protocols using the general Linux implementation and the described scenarios focused on disaster. The proposed architecture can be used to solve many issues in WMN.
II. ROUTING PROTOCOLS
Routing protocols are an important research domain in WMN. Due to the self-organisation and configuration character of a WMN, finding a path between two mesh participants has proved to be particularly difficult. Depending on the time, when the path is determined, these protocols can be shared into three groups: proactive, reactive and hybrid. Another classification differentiates between distance vector and link state protocols. By link state protocols each node periodically broadcasts update messages containing information about connection to its neighboring nodes (interface, link cost). These messages are forwarded to all mesh participants. Based on this information each node calculates the shortest path to a given destination, typically using Dijkstra's algorithm [11] . Due to the limited router computational resources and the difficulties in updating topology information, link state protocols have shown their limits for large WMNs. For distance vector protocols, each router periodically sends update messages that contain its routing table (information about the costs to all know destinations and their costs). Each neighboring router receiving this message updates its routing table and selects the originator of the message as next hop to reach a given destination, when the announced cost is better than current one. A complete knowledge of the network topology as well as intensive path computation are not required. This mechanism is used by the protocols HWMP, Babel and B.A.T.M.A.N. advanced that are discussed more detailed in this section.
A. HWMP
The Hybrid Wireless Mesh Protocol (HWMP) was standardised in IEEE802.11s [6] . It is a layer 2 routing protocol. That means, it uses MAC instead of IP-addressing for packet delivery. It is also a hybrid protocol because it allows each mesh participant to use proactive, reactive or a combination of both mechanisms for path discovery. During the reactive process, which is tested in this paper, each node willing to communicate with another one inside the mesh network starts a path request (PREQ). This request is broadcasted by neighbouring routers up to the destination. The routers between the source and the destination router, which receive the PREQ, learn the shortest path to the initiator of the request. Then the reply from the destination can be send as unicast path reply (PREP) to the initiator of the communication. If a mesh participant is configured to work proactively, it periodically broadcasts a root announcement (RANN) or a path request (PREQ). Each router which receives this message, ignores it if the metric that it contains, is worse good than the current metric to reach the initiator, or selects the neighbouring router which has send this message as next node to reach the root one and broadcast the message, if the metric is better than the current metric or the sequence number is newer. To determine the best path quality between two routers, HWMP uses the airtime link metric. The airtime link metric is calculated as follows: (1) It is given by the ETX metric (see following subsection equation (2)), which is corrected through the multiplication with another factor. The new factor takes the cost (delay) of the channel access as well as the test frame size and the data rate used by the router to transmit the test frame into consideration.
B. Babel
Babel is a proactive layer 3 routing protocol that was defined in RFC6126 [7] . Babel messages are defined using the Type-Length-Value (TLV) model and are transported inside UDP packets. To reduce the protocol overhead multiple Babel messages can be combined and send inside one UDP packet. Each Babel router periodically broadcasts a Hello message.
This message is received only by routers, which are located in the range of the transmitter and will not be forwarded. Hello messages are used for the neighbour discovery and for the estimation of the link quality. The metric used in Babel is a variant of the expected transmission count (ETX) metric: (2) is the packet error probability. It is calculated by the router, which gets the Hello message on the base of information it contains. The calculated packet error probability is transmitted to the sender by using an I-Heard-You (IHU) message. Additional to the Hello and IHU messages each router periodically broadcasts Update messages. For each known subnetwork and its metric, one Update message is generated. Each neighbouring router, which receives this message updates its routing table if the update is feasible and accordingly broadcasts the message. If a router wants to communicate with a given prefix and the information in the routing table is not up-to-date enough, it can use a Route or a Seqno Request to request and update this information.
C. B.A.T.M.A.N. advanced
The Better Approach To Mobile Adhoc Networking advanced (B.A.T.M.A.N. advanced) is a layer 2 proactive routing protocol [8] . Each B.A.T.M.A.N. advanced node periodically broadcasts an originator message (OGM) with an incrementing sequence number. Each mesh participant which receives an OGM updates its path table. Then it broadcasts the message only if it was received from the neighbouring router which is currently selected as next hop to reach the original initiator of the OGM. To select the best next node to reach a given originator, each OGM contains a Transmission Quality metric field (TQ). Its value is updated by each router before they forward the OGM. The new value is calculated on the basis of the normalised link local transmission quality multiplied by a link asymmetry penalty. (3) is the fraction of OGMs received during a given time frame (window size) from the neighbour router and is the fraction of own OGMs rebroadcasted by the given neighbour router. The developers of B.A.T.M.A.N. advanced IV assume that OGMs propagate faster over a non-overloaded path or a path with less packets loss. B.A.T.M.A.N. advanced attaches an additional headers from up to 32 Byte on all frames working over the network in order to perform its forward operations.
In B.A.T.M.A.N. advanced V, the developers try to decouple maintenance operations like neighbour discovery or link metric calculation from the spread of information necessary for the routing process. OGMs are no longer used to determine the path quality. The metric used in B.A.T.M.A.N. advanced V is based on the measured throughput. OGMs are used to transmit routing information over the mesh. This information is contained inside a list of one or more fields attached to the OGM message. These fields are structured using the Type Version Length Value (TVLV) model.
In this section, the WMN routing protocols HWMP, Babel, B.A.T.M.A.N. advanced IV and V are evaluated regarding two network scenarios. The first scenario consists of the path selection for a data transfer, when the maximal throughput of the existing paths is different. The second scenario consists of the path selection, when the best path is overloaded. For performing those scenarios, a virtual environment has been used. The environment is based on a Linux host using Docker for realizing the routers as a container, the kernel module mac80211_hwsim for realising the router's IEEE 802.11 radios and wmediumd [5] for emulating different transmission powers between the wireless interfaces of the routers. The network topology used to perform the scenarios is shown in figure 1 . It consists of 10 routers. The RSSI value is set to -90 and -81dBm so that the maximum bitrate is 5.5 and 24Mbps respectively. Table I summarizes the default configurations of the protocols, which are used during the realisation of the scenarios. 
A. Influence of the link quality
When building a WMN in a disaster area, it can be assumed that the distance between mesh participants is not the same overall. The data transmission between two neighbouring routers is also influenced by different factors such as the used IEEE 802.11 standard or the disaster environment. Therefore, it is impossible to have the same link conditions between all routers in the WMN. Due to these differences, significant changes are expected in the maximum data rate. To overcome this issue, the routing protocol must consider the available bandwidth between the source and the destination router. To test this, the network topology in figure 1 is used. After the router configuration, a waiting period is used to make sure that all routing updates were performed (this is important in the case of proactive protocols), the maximum throughput between routers R(1-1) and R(2-5) was measured using the Linux tool iperf3 by simulating a 90second UDP data transfer. The process was repeated 10 times for each protocol and the next transit router was determined. The obtained results can be interpreted as follows:
 The routing protocol HWMP considers the maximum bandwidth of the available paths. The UDP packets are therefore routed via router R(1-2) in all 10 tests.  The routing protocol Babel balances well between the two alternative paths. The next router is selected depending on the path that was learned first. The Hello messages used by Babel to determine the link quality are sent to the broadcast address. In WLAN, messages sent to the broadcast address are transmitted using the lowest possible data rate (1 Mbps in this scenario). Because no packet loss is registered at this rate, the protocol cannot differentiate between the path over R(1-2) and the one over R(2-1). Furthermore, the routing protocol Babel implements a mechanism to avoid unnecessary route changes. A route change is only occurring if the new route has a significantly better metric. 
B. Influence of existing flows
Another issue in WMN is the network traffic load. The routing protocol must consider existing traffic and selects an alternative route if the best one is overloaded at the time of the path establishment. The tests were performed on the network topology from Figure 1 , as before, but introducing crosstraffic. Firstly, a UDP data transfer was simulated between R(1-3) and R(1-4). The required bitrate for this transfer was set to 24 Mbps so that the link between these two routers was overloaded (the maximum bitrate was set to 24 Mbps on layer 1 using wmediumd). Secondly, a second UDP flow was simulated between R(1-1) and R(2-5), 30s after the first one was started. It was expected that the new flow would be routed over R(2-1) as long as the first stream between R(1-3) and R(1-4) is running. The experiment was repeated 10 times. The obtained results can be summarised as follows: using HWMP and B.A.T.M.A.N advanced V, the data stream is routed over R(1-2) by all 10 tests like in the previous scenario. This indicates that the existing data stream between R(1-3) and R(1-4) does not affect the new communication. By Babel the path over R(1-2) is selected 6 times and the one over R(2-1) 4 times. The same result is obtained with B.A.T.M.A.N advanced IV. Here, the selected path can change more than once during the transmission.
IV. ROUTING PROTOCOLS PERFORMANCE IN DYNAMIC NETWORK

SCENARIOS
Unlike common ad hoc networks where the mobility plays an important role, dynamic processes are not the focus in a WMN. However, they are an important part of the use cases in disaster situations. In this section the ability of the routing protocols HWMP, Babel, B.A.T.M.A.N. advanced IV and V to react to the loss or the integration of new devices is going to be tested and evaluated.
A. Router loss
A common scenario in disaster situation is the loss of an existing mesh router due to events such as aftershocks. As the devices of the disaster network are battery-supplied, lack of energy can also lead to the loss of a router. To react to this aspect of a lost router, all data flows via the lost router must be redirected within a short period of time. In this subsection, the time required for discovering an alternative path is going to be analysed. To reach this goal the network topology in figure 1 is used and an ICMP data transfer is simulated between the routers R(1-1) and R(2-5). The interval between ICMP Requests was 10ms. After 30s the router R(1-3) was shut down and the time difference between the last ICMP packet sent via R(1-2) (old path) and the first packet sent via R(2-1) (new one) was measured with Wireshark. The result is shown in table II (a). The protocol HWMP is the fastest and needs 0.2s to find an alternative path. This is due to the PERR frames generated by the neighbouring routers of R(1-3) after it leaves the mesh. The protocols B.A.T.M.A.N. advanced IV and V need 4.5s in average. This is due to the interval of 4s between the OGMs. The worst result is delivered by Babel (21.6s) and is based on the low frequency of routing updates (15s).
B. Router availability
An existing mesh can be extended by including new routers. In this subsection, the delay needed by the router R(1-1) to reach the router R(2-5) after it was started and becomes available, is going to be investigated. The test was performed using the ping -f command. The duration between the first frame sent by R(2-5) after it joins the mesh and the first ICMP packet that it replied, was measured. The results are resumed in table II (b). HWMP also shows the best result in this scenario with an average duration of 0,2s. For the protocols B.A.T.M.A.N. advanced IV and V, this procedure requires 6 and 3s respectively. Babel takes the most time (18s) to establish a communication between R(1-1) and R(2-5). This can be explain through the duration necessary for the association between R(2-5) and its neighboring routers and the low frequency of routing updates.
C. Router integration
One main objective of the integration of a new router inside an existing mesh is to improve the network performance. In this scenario, the mesh consists of the network topology in Figure 1 , except for router R (1-3) , which initially does not participate to the mesh. A UDP data stream was simulated between R(1-1) and R(2-5). After 30s, the router R (1-3) joins the mesh and the experiment measured the delay until the routing protocols discovered the existence of a better path. Table II (c) summarises the results obtained by the test. The results can be interpreted as follows:
 The routing protocol HWMP requires 5s to redirect the UDP stream. This value can be explained through the duration necessary for R(1-3) to discover its neighbouring routers and the interval of the periodic PREQ send by R(1-1).  The data stream is not redirected by Babel (No obtained results (-) in the table). Due to the metric implemented by Babel, the protocol cannot make a difference between the paths over R(1-2) and R(2-1). The data stream is already transmitted over R(2-1) when R(1-3) connects to the mesh. Due to the implemented mechanism to avoid unnecessary route changes in Babel, this path is used for total duration of the transmission. In this section, the results obtained in the previous part are used to predict the behaviour of the routing protocols HWMP, Babel, B.A.T.M.A.N. advanced IV and V in large networks. Figure 2 shows the network topology. It consists of a n×m, grid. The SNR is set to the same value for all links over network so that the maximum bandwidth between neighbouring nodes is 24 Mbps on Layer 1.
A. Network throughput
For the first test, the TCP throughput between the routers R(1-1) and R(n-n) was measured with iperf3. The obtained results are summarised in table III. It shows a strong dependency between the network size and the measured throughput. There are two reasons for the observed dependency. First, the communication across multihop paths leads to a deterioration of throughput, as described in [10] . The authors conclude that the path throughput is approximatively proportional to the inverse of the number of hops. Second, the huge number of packets generated by the routing protocol lead to a further deterioration of the path throughput. This explains the differences obtained by the tested protocols. The routing protocol HWMP, which generates the smallest number of routing packets, has the better result. However, when the traffic inside the mesh network increases, the excepted performance decrease because for each active data transfer a periodic PREQ is broadcasted by the originator of the communication. This PREQ is forwarded by all mesh participants. The obtained results show that the routing protocols B.A.T.M.A.N. advanced IV and V should not be used inside a network with more than 36 routers. The test fails for large network by both protocols ((-) in the table III). The measured bandwidth also decreases by Babel. This is due to the growing number of updates needed to be transmitted, when the network size increases. 
B. Router loss
In this subsection, the delay observed by the redirection of the network traffic is measured. The aim of this test is to determine the effect of multiple failures regarding the performance of the communication path. The network topology used previously is maintained. A ICMP data transfer is running between the routers R(1-1) and R(n-n). After a waiting time of 30s, the major part of routers were disconnected, so that only one path was available between both routers. This means the number of damages on the communication path increases with the network size and therefore with the path length. The time necessary for the router R(1-1) to find an alternative path was documented. The test was repeated 10 times and the results are summarised in table IV. The best result is obtained by HWMP, with a recovery time under 2s for a network size below 25 routers. This is due to the generated error messages after a router loss. For B.A.T.M.A.N. advanced V no dependence could be detected between the distance (increasing with the network size) and the delay necessary for a path recovery. By B.A.T.M.A.N. advanced IV a huge variation is detected and the path recovery could not be observed in large network. The recovery time is above 10s for the Babel protocol and increases with the network size. In this paper, the performance of the routing protocols HWMP, Babel, B.A.T.M.A.N. advanced IV and V was tested for disaster networks. In section 3, the performed analysis shows that the protocols HWMP and B.A.T.M.A.N. advanced V consider the path bandwidth by their routing operations. However, none of the examined protocols considers the influence of existing data transfers and implements load balancing to improve the network capability. Concerning the protocol performance after dynamic processes presented in section 4, the routing protocol HWMP has shown the best results. In the last section the performance of the protocols were examined for their scalability feature and it was concluded, that although the protocol Babel shows the best results concerning the network throughput none of the examined protocols can be used to build a large network like necessary for the communication after a disaster. This is due to the huge number of routing protocol packets generated in such a network. One solution can be to use a multiple cluster network like proposed in [9] . But such a network has two major inconvenient: first the hierarchical architecture is not desirable in disaster network due to the single point of failure and the need of a network administrator for the network configuration and secondly the routers which are configured as cluster head (CH) require huge computing and network capacity because all the network traffic has to transit them. This paper presents a new network architecture to overcome this issues. The proposed architecture is shown in figure 3 and consists of two layers (basis layer and overlay layer). The basis layer is built with wireless routers which run a layer 2 routing protocol (e.g. HWMP). On the top of this an overlay layer is implemented. It provides IP routing functionalities (e.g. using the Babel protocol). From the point of view of an IP router running on the overlay layer of the proposed architecture, the network is fully meshed. Nodes in this layer do not have to deal with link quality changes or hardware router loss. Each cluster build a subnetwork. In the following subsections, the benefits of the proposed network architecture are going to be discussed more in details. Its advantages are presented by addressing two specific communication cases (intra and inter cluster communication). In the last subsection, suggestions are made for the realisation of the proposed architecture.
