This paper proposes three different distributed event-triggered control algorithms to achieve leader-follower consensus for a network of Euler-Lagrange agents. We first propose two model-independent algorithms for a subclass of Euler-Lagrange agents without the vector of gravitational potential forces. By model-independent, we mean that each agent can execute its algorithm with no knowledge of the agent self-dynamics. A variable-gain algorithm is employed when the sensing graph is undirected; algorithm parameters are selected in a fully distributed manner with much greater flexibility compared to all previous work studying event-triggered consensus problems. When the sensing graph is directed, a constant-gain algorithm is employed. The control gains must be centrally designed to exceed several lower bounding inequalities, which require limited knowledge of bounds on the matrices describing the agent dynamics, bounds on network topology information, and bounds on the initial conditions. When the Euler-Lagrange agents have dynamics that include the vector of gravitational potential forces, an adaptive algorithm is proposed. This requires more information about the agent dynamics but allows for the estimation of uncertain parameters associated with the agent self-dynamics. For each algorithm, a trigger function is proposed to govern the event update times. The controller is only updated at each event, which ensures that the control input is piecewise constant and thus saves energy resources. We analyze each controller and trigger function to exclude Zeno behavior.
I. INTRODUCTION
T HE FIELD of multiagent systems has received extensive attention from the control community in the past two decades. In particular, coordination of a network of interacting agents to achieve a global objective has been seen as a key subarea within the field. See [1] for a recent survey of results. Leader-follower consensus is a variation of the commonly studied consensus problem where, with all agents having a commonly defined state variable(s), the network of follower agents converges to the state value of the stationary leader. This is achieved by interaction between neighboring agents using distributed control algorithms [2] , [3] .
The Euler-Lagrange equations describe the dynamics of a large class of nonlinear systems (including many mechanical systems, such as robotic manipulators, spacecraft, and marine vessels) [4] , [5] . As a result, there is motivation to study multiagent coordination problems, where each agent has Euler-Lagrange dynamics [6] . Leader-follower consensus for directed networks of Euler-Lagrange agents has been studied in [7] using a model-independent controller, and in [8] using an adaptive controller.
Recently, use of event-triggered controllers in multiagent coordination problems has been popularized [9] - [11] . While each agent has continuous time dynamics, the controller is updated at discrete time instants based on event-scheduling. Because the controller updates occur at specific events, this has the benefit of reducing actuator updates. However, it is important to properly design and analyze the event-scheduling trigger function to exclude Zeno behavior [12] , [13] , which can cause the controller to collapse. Numerous results have been published studying consensus-based problems using distributed event-triggered controllers. However, the majority study agents with simple single and double-integrator dynamics [14] - [17] .
There have been relatively few results published studying event-triggered control for networks of Euler-Lagrange agents. Pioneering contributions studied leaderless consensus (but not leader-follower consensus) on an undirected network [18] , [19] . The dynamics studied in [18] and [19] are a subclass of Euler-Lagrange dynamics as they do not consider the presence of gravitational forces for each agent. While continuous model-independent algorithms, e.g., [7] are easily adapted to be event-triggered, as shown in [18] and [19] , they cannot guarantee the coordination objective in the presence of gravitational forces (which has an effect similar to a bounded disturbance). Typical control techniques required to deal with this term include feedback linearization [20] , adaptive control [8] , and sliding mode control [21] . We note that these techniques have not been well studied in an eventtriggered framework. In [22] , an adaptive, event-triggered controller is proposed to achieve flocking behavior for undirected networks of Euler-Lagrange agents. This allows for agent dynamics with the gravitational forces that were omitted in [18] and [19] . However, the proposed controller in [22] is piecewise continuous, which restricts its implementation in digital platforms. Moreover, it is worth noting that the trigger function used in [22] cannot eliminate Zeno behavior for each agent.
A. Contributions of This Paper
In this paper, we propose three different distributed eventtriggered control algorithms to achieve leader-follower consensus for networked Euler-Lagrange agents; each algorithm has different strengths and their appropriateness of use may depend on the application scenario.
We propose two model-independent controllers for Euler-Lagrange agents without the gravitational term. First, a globally asymptotically stable variable-gain algorithm is proposed for agents on undirected graphs. The variable-gain controller allows for fully distributed design of parameters in both the control algorithm and trigger function. For agents with complex dynamics, almost all existing results require centralized design of key parameters in the trigger function using limited global knowledge of the network [18] , [19] , [22] . The design of these key parameters is to ensure either Zenofree behavior, or to guarantee convergence of the controller. In the case of simple agent dynamics, the parameters are distributed in design but must obey either upper or lower bounds [14] - [16] , [23] . As such, the fully distributed variablegain controller represents a significant advance on existing event-triggered algorithms, because stability, convergence, and Zeno-free behavior are always guaranteed, even if the algorithm and trigger function parameters are arbitrarily selected.
Even when implemented continuously, and with simple agent dynamics, variable-gain algorithms on directed graphs are difficult to analyze [24] - [26] . For the second modelindependent controller, which is applicable for directed graphs, we are motivated to use constant control gains. It will become apparent in the sequel that, even with constant gains, the combination of Euler-Lagrange dynamics, directed topology, and event-based control requires nontrival stability analysis. The algorithm achieves leader-follower consensus semi-globally, exponentially fast (neither directed graphs nor exponential stability has been studied in any existing results on eventtriggered control of Euler-Lagrange agents). Some limited knowledge of the bounds on the agent dynamic parameters, the network topology, and a bound on possible initial conditions is required to centrally design the control gains. This is a tradeoff for allowing agents to interact on a directed graph.
Lastly, we propose a globally asymptotically stable adaptive algorithm for use when the gravitational term is present in the agent self-dynamics; this algorithm appeared in our preliminary work [27] . The adaptive algorithm is able to estimate uncertain dynamical parameters, but requires increased knowledge about the agent self-dynamics.
All three proposed controllers are piecewise constant (unlike the piecewise continuous algorithm in [22] ), which has the benefit of reducing actuator updates and thus conserving energy resources. Furthermore, each agent only requires state and relative state measurements, and does not require knowledge of the trigger times of neighboring agents (unlike [18] and [22] ), which in general reduces the number of controller updates. For each algorithm, a trigger function is proposed and we show that Zeno behavior can be excluded for every agent. All three trigger functions are of the same form with minor modifications. Each term of the trigger function is carefully selected to ensure that the trigger function is more effective when compared with existing trigger functions, which do one of the following, but not both: 1) reduce the total number of events and 2) eliminate Zeno behavior for every agent. We show this by detailed comparison and analysis based on simulations. As a result of having multiple terms in the trigger function to achieve the aforementioned improvements, the stability analysis is significantly more complex. Each algorithm requires a different approach to proving stability, and the proposed methods may be useful for other problems in event-based control of multiagent systems.
Due to space limitations, some proofs and additional simulations are omitted from this paper, and are available in an extended version of this paper on arXiv [28] .
B. Structure of the Rest of This Paper
Section II provides mathematical notations and background on graph theory and Euler-Lagrange systems. A formal problem definition is also provided. The three different distributed event-triggered control algorithms are then proposed and analyzed in Sections III-V, separately. Concluding remarks are given in Section VI.
II. BACKGROUND AND PROBLEM STATEMENT

A. Notations and Mathematical Preliminaries
In this paper, R n denotes the n-dimensional Euclidean space and R m×n denotes the set of m × n real matrices. The transpose of a vector or matrix A is given by A . The ith smallest eigenvalue of a symmetric matrix A is denoted by λ i (A) . Let x = [x 1 , . . . , x n ] , where x i ∈ R n×n and n ≥ 1. Then diag{x} denotes a (block) diagonal matrix with the (block) elements of x on its diagonal, i.e., diag{x 1 , . . . , x n }. A symmetric matrix A ∈ R n×n which is positive definite (respectively, nonnegative definite) is denoted by A > 0 (respectively, A ≥ 0). For two symmetric matrices A, B, the expression A > B is equivalent to A − B > 0. The n × n identity matrix is I n and 1 n denotes an n-tuple column vector of all ones. The n × 1 column vector of all zeros is denoted by 0 n . The symbol ⊗ denotes the Kronecker product. The Euclidean norm of a vector, and the matrix norm induced by the Euclidean norm, are denoted by · . The absolute value of a real number is |·|. For the space of piecewise continuous, bounded vector functions, the norm is defined as f L ∞ = sup f (t) < ∞ and the space is denoted by L ∞ . The space L p for 1 ≤ p < ∞ is defined as the set of all piecewise continuous vector functions such that f L p = ∞ 0 f (t) p dt 1/p < ∞ where p refers to the type of p-norm.
We provide a theorem and a lemma, which will be used in this paper.
Theorem 1 (Mean Value Theorem for Vector-Valued Functions [29] ): For a continuous vector-valued function
Lemma 1 (From [30] 
B. Graph Theory
We model the interactions among the leader and n followers by a weighted directed graph
Without loss of generality, we assume throughout this paper that the leader agent is v 0 . We use G F to describe the interactions among the n follower agents with vertex set
The weighted adjacency matrix A = A(G) = {a ij } is the (n + 1) × (n + 1) matrix with elements a ij > 0, if and only if e ji ∈ E and a ij = 0, otherwise. In this paper, it is assumed that a ii = 0, i.e., there are no self-loops. The edge e ij is incoming with respect to v j and outgoing with respect to v i . A graph is undirected if e ij ∈ E ⇔ e ji ∈ E and thus a ij = a ji . The neighbor set of v i is denoted by N i = {v j ∈ V : (v i , v j ) ∈ E}. The (n + 1) × (n + 1) Laplacian matrix, L = {l ij }, of the associated directed graph G is defined as l ij = −a ij for all i = j and l ii = n k=1,k =i a ik for all i. A digraph with n + 1 vertices is called a directed spanning tree if it has n edges and there exists a root vertex with directed paths to every other vertex [6] . A graph is said to contain a directed spanning tree if a subset of its edges form a directed spanning tree. The following result holds for the Laplacian matrix associated with a directed graph.
Lemma 2 (From [6] ): Let L be the Laplacian matrix associated with a directed graph G. Then L has a simple zero eigenvalue and all other eigenvalues have positive real parts if and only if G contains a directed spanning tree.
Lemma 3 (From [31] ): Suppose a graph G contains a directed spanning tree, and there are no edges of G that are incoming to the root vertex v 0 of the tree. Then the Laplacian matrix associated with G has the following form:
and all eigenvalues of L 22 have positive real parts. Moreover, there exists a diagonal positive definite matrix such that Q := L 22 + L 22 > 0. In addition, if G F is undirected, then L 22 is symmetric positive definite.
C. Euler-Lagrange Systems
A class of dynamical systems can be described using the Euler-Lagrange equations [4] . The general form for the ith agent's equation of motion is
where q i ∈ R p is a vector of the generalized coordinates,
is the Coriolis and centrifugal torque matrix, g i (q i ) ∈ R p is the vector of gravitational forces and τ i ∈ R p is the control input vector. For agent i, we have
We assume each agent is fully actuated. Throughout this paper, the dynamics in (1) are assumed to satisfy the following properties, details of which are provided in [4] .
3) There exists a constant k C > 0 such that
is a known regressor matrix and i is a vector of unknown but constant parameters associated with the ith agent. Assumption 1 (Subclass of Dynamics): In Sections III and IV, we assume that g i (q i ) = 0 ∀ i. In other words, the dynamics of the agents belong to a subclass of Euler-Lagrange equations which do not have a gravity term. That is
If the gravity term g i (q i ) is present, the adaptive controller proposed in Section V may be used.
D. Problem Statement
Denote the leader as agent 0 with q 0 andq 0 being the generalized coordinates and generalized velocity of the leader, respectively. The aim is to develop event-triggered, distributed algorithms for each Euler-Lagrange follower agent, where the updates are such that τ i is piecewise-constant. The distributed algorithms are designed to achieve leader-follower consensus to a stationary leader, i.e.,q 0 (t) = 0 ∀t ≥ 0. Leader-follower consensus is said to be achieved if lim t→∞ q i (t) − q 0 (t) = 0 and lim t→∞ q i (t) = 0 ∀i = 1, . . . , n, are satisfied.
Another aim of this paper is to exclude the possibility of Zeno behavior, which we will formally define below. Roughly speaking, Zeno behavior of an event-based controller means an infinite number of controller updates occur in a finite time period, which is undesirable since no practical controller can do this.
In this paper, we assume that agent i ∈ 1, . . . , n is equipped with sensors that continuously measure the relative generalized coordinates to agent i's neighbors. In other words,
In Section IV, we also assume that the relative generalized velocities are available, i.e.,q i (t) −q j (t) ∀j ∈ N i . The scenario where agents collect relative information to execute algorithms can be found in many experimental testbeds, such as ground robots or UAVs equipped with high-speed cameras. It is also assumed that each agent i can measure its own generalized velocity continuously, i.e.,q i (t).
III. VARIABLE-GAIN, MODEL-INDEPENDENT CONTROLLER ON UNDIRECTED NETWORKS
In this section, we introduce a variable-gain, event-triggered control algorithm for when the network of follower agents is described by an undirected graph. We show that the proposed algorithm can be designed without any knowledge of the multiagent system (i.e., totally distributed design) and is globally asymptotically stable. Zeno behavior is also excluded for each agent in the system.
A. Main Result
Define a new state variable for agent i as
where a ij is the (i, j)th element of the adjacency matrix A associated with the graph G. Note that the follower graph G F is undirected. The variable control gain μ i (t) is subject to the following updating law 1 :
The scalar α i is strictly positive and may be independent for all agents. It is obvious that μ i (t) is a monotonically increasing function. The variable-gain scalar function μ i (t) is initialized at t = 0 with an arbitrary μ i (0) ≥ 0, which implies that
The control algorithm is now proposed. Let the trigger time sequence of agent i be denoted as t i 0 , t i 1 , . . . , t i k , . . . with t i 0 := 0 and we detail below how each trigger time is determined. The event-triggered controller for follower agent i is designed as
The control input for each agent is held constant and equal to the last control update
). We define a state mismatch for agent i between consecutive event times t i k and t i k+1 as follows:
The trigger function is designed as follows:
where β i is an arbitrarily chosen positive constant (see the Proof of Theorem 2 for the explanations), ω i (t) is an offset function defined as ω i (t) = κ i exp(−ε i t) with arbitrarily chosen κ i , ε i > 0. The kth event for agent i is triggered as soon as the trigger condition f i (e i ,q i , ω i ) = 0 is satisfied. The control input τ i (t) is updated only when an event of agent i is triggered. Furthermore, every time an event is triggered, and in accordance with their definitions, the measurement error e i (t) is reset to be equal to zero and thus the trigger function assumes a nonpositive value, that is,
], then the system exhibits Zeno behavior.
Remark 1: In existing event-based multiagent control literature, the parameter associated with the state-dependent term is typically restricted. For example, Huang et al. [19] studied leaderless consensus for undirected networked Euler-Lagrange agents. Different from our proposed variable-gain controller, their controller adopts fixed gains. As a result, the parameter i (see the trigger function in [19] ) of the state-dependent term has to be less than a computable upper bound. This bound requires knowledge of the control gains and graph topology, e.g., number of neighbors and degree of the agent. In comparison, our equivalent parameter β i in our proposed trigger function (6) can be chosen as an arbitrarily positive constant. This provides much greater flexibility in the implementation of the algorithm.
We note that even papers considering simple single integrator dynamics with a parameter for the state-dependent term, equivalent to our β i , require an upper bound as well (see the seminal works of [14] and [16] ). To the best of the authors' knowledge, the event-based controller proposed in this section is the first to allow for an arbitrarily chosen positive parameter for the state-dependent term in the trigger function.
By substituting the control input (4) into the system dynamics (2), the closed-loop system can be written as
Then by applying (5), we obtain
Define new state variables u i = q i − q 0 and v i =q i and we henceforth drop the argument t for brevity, and where there is no confusion. Define the stacked column vectors of all
, and e = [e 1 , . . . , e n ] , respectively. It is easy to obtain that
With these notations, the compact form of system (8) can be expressed aṡ
. The leader-follower objective is achieved when there holds u ≡ v ≡ 0 np . We now present the main result for this section.
Theorem 2: Suppose that each follower agent with dynamics (2), under Assumption 1, employs the controller (4) with trigger function (6) . Suppose further that the directed graph G contains a directed spanning tree, with the leader agent 0 as the root node (thus with no incoming edges) and the follower graph G F is undirected. Then the leader-follower consensus objective is globally asymptotically achieved and no agent will exhibit Zeno behavior.
Proof: We divide our proof into two parts. In the first part, we focus on the stability analysis of the system (9) . In the second part, analysis is provided to show the exclusion of Zeno behavior for each agent.
1) Stability Analysis: Consider the following Lyapunovlike function:
whereμ is a strictly positive constant. The choice ofμ will be presented below. Since G contains a directed spanning tree and G F is undirected, according to Lemma 3, L 22 is positive definite. Because M is positive definite and V 3 is nonnegative, we conclude that V is strictly positive for nonzero u and v.
Taking the derivative of V with respect to time, along the trajectory of system (9), there holdsV =V 1 +V 2 +V 3 . Evaluatinġ
Lastly, we obtainV 3 
Note that the nonpositivity of
It follows thatV satisfies:
For notation simplicity, we define χ =μ − (a/2) − (β/2a). Note that for any given a and β, we can find a sufficiently largeμ to ensure χ > 0 and thuṡ
and it is straightforward to conclude that the parameter β i in the trigger function (6) can be selected as an arbitrarily positive constant. Integrating both sides of the above equation from zero to t, for any t > 0, yields (10), it is straightforward to conclude that u, v, and μ i are all bounded. Now, we turn tov i . Notice thatq 0 = 0 and from (7), we havė
Since u, v, and μ i are bounded,q i and z i (t i k ) are bounded. Then by recalling Properties 2 and 3, we conclude thatv is bounded. From the fact that both v andv are bounded, we obtain v,v ∈ L ∞ . Moreover, the boundedness of χ t 0 v( ) 2 .d indicates v ∈ L 2 . By applying Lemma 1, we conclude that v → 0 np as t → ∞. From (3) we observe that μ i is strictly monotonically increasing. Combining this with the fact that μ i (0) ≥ 0 is bounded, we conclude that μ i (t) ∀ i tends to a finite constant value as t → ∞. Now, we turn to prove that u → 0 np . Due to the difficulty arising from the term ω i (t) (which makes the system nonautonomous), and the second-order nonlinear dynamics, the proof is more complex than existing proofs for showing convergence to the consensus objective. We discuss the intuition behind the following steps in Remark 2 below. Consider first e and K. We concluded earlier that lim t→∞ v ,ω(t) = 0, which implies that lim t→∞ e = 0 np . Recalling the definition of K above (9) , and the fact that μ i ∀ i tends to a constant value as t → ∞, we conclude that lim t→∞ K =K whereK is some finite constant matrix. Rewrite the second equation of (9) asv = f (t) + r(t) (12) where 
Consider the term t+ t f (s).ds . By applying Theorem 1, we conclude that there holds
where θ(t) ∈ (0, ). Subtracting f (t) from the both sides of the above inequality yields
Considering the above right hand side, we observe that
From Properties 3 and 4, we observe that lim t→∞ Ṁ ≤ 2k C v = 0. Observe thaṫ
We proved below (11) that u is bounded and lim t→∞ v = 0 np . Recall also that M(q) −1 is bounded according to Property 2. It follows from the above points that lim t→∞ ḟ = 0 because lim t→∞ v = 0. This implies t+θ(t) tḟ (s).ds = 0 since θ(t) ∈ (0, ) is finite. The inequality (15) then implies that lim t→∞ t+ t f (s).ds = f (t) . By substituting this into the left-hand side of (14), we obtain (16) as t → ∞. Immediately above (13) , we showed that lim t→∞ r = 0 np . In addition, lim t→∞ v = 0 np and is a positive constant. We conclude that lim t→∞ v(t + ) − v(t) + t+ t r(s).ds = 0, which according to (16) implies that lim t→∞ f (t) = 0. By recalling that f (t) = −M(q) −1 (L 22 ⊗ I p )u, we conclude lim t→∞ u = 0 np since both M(q) −1 and L 22 are nonsingular. It is obvious that lim t→∞ u, v = 0 np implies the leader-follower objective is asymptotically achieved.
2) Absence of Zeno Behavior: According to Definition 1, we can prove that Zeno behavior does not occur for t ∈ [0, b] by showing that for all k ≥ 0 there holds t i k+1 − t i k ≥ ξ where ξ > 0 is a strictly positive constant.
Let ξ i denote the lower bound of the interevent interval
In this part of the proof, we show that ξ i is strictly positive for k < ∞ and thus no Zeno behavior can occur. From the definition of e i (t) in (5) and the fact that z i (t i k ) is a constant, we observe that the derivative of e i (t) with respect to time satisfies
whereż
Note that it is straightward to concludeq i (t),q i (t),μ i (t), and μ i (t) are bounded according to the arguments in part 1). This impliesż i (t) is bounded. By letting a positive constant B e represent the upper bound of ż i (t) , we obtain It follows that:
for t ∈ [t i k , t i k+1 ) and for any k. It is obvious that the next event time t i k+1 is determined both by the changing rate of e i (t) and by the value of the comparison term β i v i (t) 2 
holds. In part 1) we conclude that global state variable v(t) → 0 np as t → ∞ but notice that in the evolution of the system (9), the state variable v i (t) may be equal to 0 p instantaneously (v i (t) is a component of v(t)) at t i k+1 . However, this does not imply leader-follower consensus is reached sincev i (t) might be nonzero at t i k+1 . We refer to such points in time as "zero-crossing points" for convenience. Here, we provide Fig. 2 to show the trigger performance at the zero-crossing points of v i (t) when ω i (t) = 0. It is observed that dense trigger behavior occurs whenever v i (t) crosses zero. Theoretically, it can be proved that Zeno behavior takes place at these zero-crossing points. We refer interested readers to [33] with detailed arguments of the Zeno triggering issues at zero-crossing points. Now, we return to the trigger time interval analysis. By recalling (19) , we conclude that at t i k+1 , the triggering of the event can only occur according to the following two cases.
1) Case 1:
) is satisfied. Compare the above two cases, and note that v i (t i k+1 ) > 0 for any v i (t i k+1 ) = 0. By recalling that e i (t) is equal to zero at t i k , it is straightforward to conclude that it takes longer for the quantity e i (t) 2 to increase to be equal to the quantity β i v i (t i k+1 ) 2 + ω i (t i k+1 ) (i.e., case 1) than to increase to be equal to the quantity ω i (t i k+1 ) (i.e., case 2), and thus trigger an event and reset e i (t). This implies that ξ Case2 < ξ Case1 and proving that there exists a strictly positive ξ Case2 allows us to draw the conclusion that no Zeno behavior occurs. According to (18) , we have
This implies that the interevent time ξ Case2 is lower bounded by the solution ξ Case2 of the following equation:
The solution is time-dependent and strictly positive for any finite time since B e is strictly positive and upper bounded. Zeno behavior is thus excluded for all agents. Remark 2: The reader will have noticed the complexity and length of argument required to go from concluding lim t→∞ v = 0 np below (11), to concluding lim t→∞ u = 0 np below (16) . The key reason is the combination of secondorder nonlinear dynamics and the nonautonomous nature of (9) resulting from the offset term ω i (t) in (6) . We now explain the intuition for the steps from (12) to immediately below (16) . Between (14) and (16), we use Theorem 1 (mean value inequality for vector-valued functions) and the definition of f to obtain the key equality lim t→∞ t+ t f (s).ds = f (t) . This allows us to use (14) to show a key result: lim t→∞ f = 0 np [because we established earlier that both terms on the right of (14) tend to zero]. We then use the definition of f to show that f = 0 np ⇒ u = 0 np .
Huang et al. [19] used a similar trigger function with the same offset term, and claimed that lim t→∞ v = 0 np implies that lim t→∞v = 0 np . This is not correct since the system is nonautonomous. The paper [34] uses a trigger function without the offset term, and thus they are able to avoid the nonautonomous issue. However, the lack of the offset term can yield Zeno behavior, something that was not recorded by [34] .
Remark 3: Unfortunately, we cannot find a constant lower bound for the interevent time interval. The lower bound ξ Case2 found by solving (20) is time-dependent and tends to zero as t → ∞. The avoidance of Zeno behavior depends completely on the exponential decay offset, and the trigger performance when t → ∞ is not discussed in the theoretical analysis. However, we note that the state-dependent term in (6) provides a performance advantage when t → ∞ due to its own specific effects and should not be removed. We will provide detailed explanations for the advantages of our proposed trigger function (6) in the following section.
Remark 4: As with other variable-gain controllers that have monotonically increasing gain, e.g., [24] , [25] , and [32] , there is a chance that μ i (t) becomes large. This is a fundamental aspect of such controllers, and might be considered a tradeoff for being able to design the controller in a distributed manner. An interesting future work is to consider an "adaptive σ -modification" algorithm that allows the gain to both increase and decrease, as studied in [25, Sec. III-C].
B. Discussions on the Choice of Trigger Functions
In this section, we provide discussions regarding the trigger performance of controller (4) using the following three trigger functions.
1) State-dependent trigger function (SDTF)
2) Time-dependent trigger function (TDTF)
3) Mixed trigger function (MTF), which is the proposed (6)
from both the viewpoints of theoretical analysis and numerical simulations. In doing so, we highlight the advantages of our proposed trigger function (6) . Note that it is hard, but not impossible, to observe the zero-crossing phenomenon for v i (t) ∈ R p , p ≥ 2 (i.e., when v i (t) = 0 p andv i (t) = 0 p occurs, Zeno behavior is observed as discussed in the proof of Theorem 2 and in [33] ). This is because each entry of v i (t) must be simultaneously equal to 0. For purposes of illustration, in this section, we therefore simulate using dynamics of a one-arm mechanic manipulator (v i (t) ∈ R). The dynamics are described by [4, eq. (3.5) ]. The graph topology is captured by Fig. 1 . For all simulations presented in this section, we set a constant step size in MATLAB to be 0.00005 s (the numerical accuracy of the simulation) and the running time to be 30 s. In order to compare performance, we require the following two definitions. 
In other words, for Agent i, t i j is the infimum of all event times t i k ∀ k such that the interevent time between consecutive events k + 1 and k + 2 is equal to the minimum interevent time i j . If there are multiple consecutive events (e.g., ten events) with interevent time i j then we call this a dense triggering of events. Note that i j > 0 for (22) and (23) because we can theoretically rule out Zeno behavior. In these two cases, dense triggering is not Zeno behavior, but is nevertheless undesirable.
Due to space limitations and the similarity of the proofs, we omit the proofs of convergence of system (7) under trigger functions (21) and (22) . Figs. 3 and 4 illustrate the controller (4) using SDTF (21) , and TDTF (22) , respectively. The figures show leader-follower consensus is achieved, the evolutions of comparison terms [β i v i (t) in SDTF and κ i exp(−ε i t) in TDTF], and event times. Fig. 5 shows the performance of controller (4) using MTF. We also provide three tables to compare the trigger performance when using SDTF, TDTF, and MTF. Table I records the total number of events which occur when using the three different trigger functions. Table II  TABLE I  NUMBER OF EVENTS FOR THREE DIFFERENT TRIGGER FUNCTIONS   TABLE II  MINIMUM INTEREVENT TIME i  j UNDER THREE TRIGGER FUNCTIONS   TABLE III  INFIMUM TIME DEFINITION 3 records the minimum interevent time, i j . Table III records the infimum time value, t i j , which was defined in Definition 3 above.
The SDTF and TDTF are widely adopted in eventbased multiagent consensus literature. We hereby review and illustrate the advantages and disadvantages regarding the trigger performance using SDTF and TDTF.
1) SDTF: The papers [14] , [16] , [22] , [23] , and [35] used SDTF to determine the event times. The disadvantage of using SDTF is that Zeno behavior can occur when the local statedependent term crosses zero at a finite time value as indicated in [33] [i.e., in (21) , the term v i (t) = 0 instantaneously, for t < ∞]. According to the first column of Table II , the minimum interevent time is i SDTF = 0.00005 s, for all i, which is equal to the fixed time step of the MATLAB simulations. From the first column of Table III and the second subgraph of Fig. 3 , we observe that Zeno behavior occurs at the time instants that v i (t) crosses 0, which supports the conclusion of [33] . However, according to the arguments in [14] and [33] , if each agent uses SDTF, then at any time t, there exists at least one agent for which the next interevent interval is strictly positive. In other words, for all t ∈ [0, ∞), some agents may exhibit Zeno behavior, but at least one agent will have a constant lower bound on its interevent time.
2) TDTF: In [15] , [36] , and [37] , by using carefully designed TDTF [typically the decay rate of ε i in (22) must be upper bounded], a strictly positive and constant lower bound on the interevent time interval for each agent can be obtained. However, the use of the TDTF has the following two limitations: 1) the applied system has to be exponentially stable Fig. 3 . Performance of controller (4) using SDTF (21) . We set β i = 2.4. From top to bottom: 1) the consensus of the generalized coordinates; 2) the evolution of β i v i (t) ; and 3) event times for each agent. Fig. 4 . Performance of controller (4) using TDTF (22) . We set κ i exp(−ε i t) = 0.1 exp(−0.2t). From top to bottom: 1) the consensus of the generalized coordinates; 2) the evolution of κ i exp(−ε i t); and 3) event times for each agent.
and 2) accurate model information (agent's dynamic model and network topology) is required to design the decay rate of exp(−ε i t). We emphasize that the use of TDTF with arbitrary decay rate for exp(−ε i t) is enough to exclude Zeno behavior (see the second part of the proof of Theorem 2). However, if the decay rate is not selected to be sufficiently slow, the lower bound on the interevent time cannot be guaranteed to be constant, but instead becomes time dependent. This results in dense triggering behavior as consensus is almost reached, i.e., multiple events occur in a very short time interval (see Fig. 4 ). From the second columns of Tables II and III, it is observed that i TDTF occurs around 29 s, for all i, which is when the system is close to consensus. Note that dense triggering as t → ∞ is not Zeno behavior (see Definition 1). However, it can be observed from Table I that unsuitably chosen trigger function parameters will introduce a large amount of events, which is obviously undesirable. This is in contrast to the SDTF, which ensures that a constant lower bound exists on the interevent time of at least one agent. In other words, a poorly designed TDTF will result in multiple events in sequence with interevent time equal to i TDTF when agents near consensus. In comparison SDTF ensures that for t = [0, ∞), there will always be at least one agent whose interevent time is lower bounded by a positive constant, even as agents near consensus. See Fig. 4 in comparison to Fig. 3 .
3) MTF: According to Table I , it is straightforward to conclude that using MTF yields the best trigger performance with the least number of total events. According to Table I , using MTF also shows that the minimum interevent time, i MTF is greater than the constant MATLAB step size of 0.00005 s, which indicates Zeno behavior is excluded. These observations reveal that MTF is able to combine the advantages of using SDTF and TDTF separately, i.e., the exclusion of Zeno behavior at any finite time instant (TDTF) and guarantee that dense triggering does not occur as consensus is almost reached (SDTF). This can also be observed from Fig. 5 in comparison to Figs. 3 and 4 . We conducted a large number of simulations with arbitrarily chosen κ i exp(−ε i t), all of which show the above observations. However, a thorough analysis to find a constant lower bound on i j when using MTF remains an open challenge (a time-dependent bound exists).
Remark 5: The intuition behind the MTF is straightforward. The time-dependent term κ i exp(−ε i t) (strictly positive for any t < ∞) in the MTF ensures that the error term e i (t) will not compare to a zero threshold when the state-dependent term v i (t) crosses zero, thus avoiding Zeno behavior that may occur using SDTF. Meanwhile, by using numerical simulation examples, it is observed that using SDTF shows better trigger performance near consensus. Although theoretical explanations cannot be provided at this stage, simulations show that using MTF combines the benefits of SDTF and TDTF.
Note that it is not guaranteed that using MTF will always result in better trigger performance (larger j i and fewer trigger events) compared to using SDTF or TDTF. For example, it is possible that v i (t) does not cross zero at any t < ∞, depending on the initial conditions and network topology. In this case, Zeno behavior will not occur even when using SDTF. Another example is that using a TDTF with a suitably chosen decay rate ε i based on accurate model knowledge may also yield better trigger performance than using MTF. Nevertheless, zerocrossing phenomenon cannot always be avoided when using SDTF and it is difficult to find a suitable TDTF in our proposed controller. In general, MTF is the most well rounded of all three proposed event-triggered controllers.
Remark 6: The works [38] and [39] also use MTF. However, the authors design the offset term ω i (t) using exact knowledge of agent dynamic models and the graph topology. The effects of adding state-dependent terms to the trigger functions were not well addressed by [38] and [39] .
IV. MODEL-INDEPENDENT CONTROLLER
ON DIRECTED GRAPH In this section, we propose and analyze a distributed eventtriggered algorithm for a directed network where each fully actuated agent has self-dynamics described by the Euler-Lagrange equation. For design of the control laws, the following assumption is required.
Assumption 2 (Limited Use of Centralized Design): Three parameters in the algorithm in this section must be designed to exceed several lower bounding inequalities. These inequalities require knowledge of the constants k m , k M , k C defined in the Properties 2 and 3 and the matrices Q, L 22 and as defined in Lemma 3. We therefore assume these constants are known to the designer.
Let the triggering time sequence of agent i be t i 0 , t i 1 , . . . , t i k , . . . , with t i 0 := 0. Consider a model-independent, event-triggered algorithm for the ith follower agent of the form
where a ij is the weighted (i, j)th entry of the adjacency matrix A associated with the weighted directed graph G. The control gain scalar μ > 0 is universal to all agents. To ensure the control objective is achieved, μ must be designed to satisfy several inequalities, which is discussed below, and detailed in [28] . Note that if the leader is a neighbor of agent i then for j = 0 we have μ(q i (t i k ) −q 0 (t i k )) = μ(q i (t i k )), which is simply a damping term.
Define a new variable for agent i as
We define a state mismatch for agent i between consecutive event times t i k and t i k+1 as follows:
The trigger function is proposed as follows:
where v i =q i and ω i (t) = a i exp(−κ i t) with a i , κ i > 0. The parameters β 1 and β 2 are to be determined in the sequel. The kth event for agent i is triggered as soon as the trigger condition f i (e i (t)) = 0 is fulfilled at t = t i k . For t ∈ [t i k , t i k+1 ), the control input is τ i (t) = τ i (t i k ); the control input is updated when the next event is triggered. Furthermore, every time an event is triggered, and in accordance with their definitions, the measurement error e i (t) is reset to be equal to zero and thus the trigger function assumes a nonpositive value. One can immediately observe that for all t
The stacked column vector e = [e 1 , . . . , e n ] then has the following property:
It is straightforward to verify that n i=1 l i x 2 = L 22 x 2 , and n i=1 l i v 2 = L 22 v 2 . It then follows that: (1/2) . It is obvious that
Applying control law (24) to each agent we can express the networked system using the variables u and v defined below (8) as (30) and expressed as the nonautonomous systeṁ
By using arguments like those of usual Lyapunov theory, we will be able to prove the stability of (31) . Before we present the main theorem of this section, we state a mild assumption used only in this section.
Assumption 3: All possible initial conditions lie in some fixed but arbitrarily large set, which is known a priori. In particular,
where k a and k b are known a priori.
This assumption is entirely reasonable; many Euler-Lagrange systems will have an expected operating range for q andq.
Theorem 3: Suppose that each follower agent with dynamics (2), under Assumption 1, employs the controller (24) with trigger function (26) . Suppose further that the directed graph G contains a directed spanning tree, with the leader agent 0 as the root node (and thus with no incoming edges). Then there exists a sufficiently large μ, and sufficiently small β 1 , β 2 , which ensures that the leader-follower consensus objective is achieved semi-globally exponentially fast and no agent will exhibit Zeno behavior.
Proof: The proof is lengthy and involves complex computations due to the combination of the highly nonlinear Euler-Lagrange dynamics, the directed graph, and the eventbased controller. We shall provide a sketch of the proof here, and refer the reader to the appendix of [28] for the full proof.
Design of the control gains requires use of the quantities k a , k b , k C , k m , k M , λ min (Q), λ max (Q), and , where Q = L 22 + L 22 > 0 as defined in Lemma 3. Let us defineγ and γ as the largest and smallest entries of the diagonal, positive definite , and let δ be an arbitrarily small constant satisfying k m − δ > 0.
First, we compute two scalar quantities X > 0 and Y > 0 using k a , k b , k m , k M , λ min (Q), λ max (Q), and . These two quantities have the property that u(0) < X and v(0) < Y. In fact, a key part of the proof will be to show that u(t) < X and v(t) < Y holds for all t ≥ 0. The control gain μ is involved in computing the quantities X and Y, but it can be shown that if we use any μ ≥ μ 1 , where
then X and Y are independent of μ. In other words, X and Y change with μ only if μ < μ 1 .
We propose a Lyapunov-like function V = (1/2)u Qu + (1/2)v p Mv + μ −1 u p Mv, where p = ⊗ I p . We show that V is positive definite and radially unbounded if μ > μ 2 = γ k M /λ min (Q). We next analyze the derivativeV along the trajectories of the system (31) . First, let us define the following regions. For two scalars ϕ 0 , ϑ 0 satisfying X − ϑ 0 > 0 and
and this is the red and blue shaded region in Fig. 6 , respectively.
In the extended proof in [28] , we provide analytic expressions for a quantity μ 3 [which depends on X , Y, k C , L 22 , λ min (Q)] and upper bounds on β 1 and β 2 [which are used in the trigger function (26)]. We show that if μ ≥ μ 3 and β 1 , β 2 satisfy these upper bounds, thenV is negative definite in S and sign indefinite in T . Moreover, we show that u(t) < X and v(t) < Y holds for all time, i.e., the trajectories of the networked system are bounded. Lastly, we show that in fact, given a constant μ ≥ max{μ 1 , μ 2 , μ 3 }, the region S(t) and T (t) are time-varying. This is because ϑ 0 and ϕ 0 in the above definition of S and T can be, respectively, replaced by strictly monotonically increasing functions ϑ(t) and ϕ(t), while continuing to satisfy thatV < 0 in S(t) andV sign indefinite in T (t). The functions are bounded as ϑ 0 ≤ ϑ(t) ≤ X and ϕ 0 ≤ ϕ(t) ≤ Y. We then show that T (t) vanishes exponentially fast, so that T (∞) = ∅ and
Lastly, we show that this implies the exponential convergence of the networked system (31) to u = v = 0 np , which indicates that leader-follower consensus is achieved. This completes the proof. A trajectory of (31) is shown with the black curve. At any time t = T 1 , we show that the trajectory of (31) is such that u(T 1 ) < X , v(T 1 ) < Y and thus the trajectory does not leave S(t). We show that ϑ(t) and ϕ(t) monotonically increase until ϑ(t) = X and ϕ(t) = Y, at which point T (t) = ∅. This corresponds to the dotted red and blue lines, which show, respectively, the time-varying boundaries of S(t) and T (t). The solid red and blue lines show, respectively, the boundaries of S(t) and T (t), which are time-invariant. Lastly, we use the behavior of T (t) and S(t) to conclude exponential convergence to the origin.
The proof for the exclusion of Zeno behavior is the same as that in part 2) of the proof of Theorem 2, with minor adjustments for the trigger function.
V. ADAPTIVE, MODEL-DEPENDENT CONTROLLER ON
A DIRECTED NETWORK In this section, we propose an adaptive, distributed eventtriggered controller to achieve leader-follower consensus for a directed network of Euler-Lagrange agents. This allows for uncertain parameters in each agent, e.g., the mass of a robotic manipulator arm, and includes the gravitational forces.
Before we present the main results, we introduce variables that allow us to rewrite the multiagent system in a way that facilitates stability analysis. To begin, we introduce the following auxiliary variables q ri and s i , which appeared in [8] and [40] for studying leader-follower problems in directed Euler-Lagrange networks. Definė q ri (t) = −α n j=0 a ij q i (t) − q j (t)
where α is a positive constant, a ij is the weighted (i, j) entry of the adjacency matrix A associated with the directed graph G that characterizes the sensing flows among the n followers. Utilizing Lemma 3, one can then verify that the compact form of (34) can be written aṡ q(t) = −α L 22 ⊗ I p q(t) − 1 n ⊗ q 0 + s(t).
From Property 6 listed below (1) and the definition ofq ri , we obtain M i (q i )q ri + C i q i ,q i q ri + g i (q i ) = Y i q i ,q i ,q ri ,q ri i i = 1, . . . , n.
Note that i is an unknown but constant vector for agent i. Letˆ i (t) be agent i's estimate of i at time t. We updatê i (t) by the following adaptation law:
where i is a symmetric positive-definite matrix. The control algorithm is now proposed. Let the triggering time sequence of agent i be t i 0 , t i 1 , . . . , t i k , . . . with t i 0 := 0. The event-triggered controller for follower agent i is designed as
where K i > 0 is a symmetric positive definite gain matrix. It is observed that the control torque remains constant in the time interval [t i k , t i k+1 ), i.e., τ i (t) is a piecewise-constant function in time. From the definitions of q ri and s i , calculations show that the system in (1) can be written as
for t ∈ [t i k , t i k+1 ). Before the trigger function is presented, we define two types of measurement error
where 0 < γ i < 1, ω i (t) = σ i √ λ min (K i ) exp(−κ i t) with σ i , κ i > 0. The kth event for agent i is triggered as soon as the trigger condition f i (ε i (t), e i (t)) = 0 is fulfilled at t = t i k . For t ∈ [t i k , t i k+1 ), the control input is τ i (t) = τ i (t i k ); the control input is updated when the next event is triggered. Furthermore, every time an event is triggered, and in accordance with their definitions, the measurement errors ε i (t) and e i (t) are reset to be equal to zero. Thus f i (ε i (t), e i (t), ω i (t)) ≤ 0 for all t ≥ 0.
We now present our main result. Theorem 4: Consider the multiagent system (1) with control law (39) . If G contains a directed spanning tree with the leader as the root vertex (and thus with no incoming edges), then leader-follower consensus is globally asymptotically achieved as t → ∞ and no agent will exhibit Zeno behavior.
Proof: The proof is omitted due to space limitations. We note that an additional assumption on the properties of Y i , which is not provided in this part, is required in the proof of the exclusion of Zeno behavior. For a detailed proof, please refer to [27] .
VI. CONCLUSION
This paper proposed and established the stability of three different algorithms for achieving leader-follower consensus for a network of Euler-Lagrange agents. Each algorithm is suited for a different scenario and have their advantages and disadvantages, and can be chosen depending on the problem requirements. For each algorithm, we propose a mixed trigger function. The effectiveness of such a trigger function is extensively explained via simulations. Future work includes relaxation of the continuous sensing requirement to allow for event-based sensing. One possible approach is via selftriggered controllers, but this may be difficult due to the complex Euler-Lagrange dynamics. A second key future work is to obtain a constant lower bound on the interevent times (currently the lower bound decreases as time increases).
