Introduction
The replica method is an important tool for analyzing spin glasses [1] . Historically, Edwards and Anderson [2] proposed a mathematical model of magnetism, now called the Edwards and Anderson model, which is characterized by randomness in interactions between magnetic moments, and introduced the replica method to analyze the model. Since then, the replica method has been applied to analysis of not only the Edwards and Anderson model but also various other models of spin glasses [1] .
The range of applicability of the replica method is not limited to mathematical models of spin glasses. An early example of non-spin-glass problems, to which the replica method has been successfully applied, is the analysis of storage capacity of a neural associative memory model [3] , which is sometimes called the Hopfield model. Another important example is the analysis of the perceptron [4] , which is a simple neural network model of learning from examples. The more successful applications of the replica method have been accumulated, the more attempts have been made to apply the replica method to various problems in fields other than spin glasses [5] [6] [7] .
Despite many successful applications of the replica method to various problems in numerous research fields, validity of the replica method in mathematically rigorous sense has not been established yet. Hence, researchers who respect mathematical rigor often do not accept the replica method and its consequences. Of course, the empirical validity of the replica method for various applications has been confirmed a posteriori and quantitatively with computer simulations. In addition, for a small number of examples, results obtained with the replica method have been successfully reproduced with mathematically rigorous non-replica approaches [8] . These circumstantial evidences have led many researchers to expect the replica method to provide true results.
An important problem that can be posed is therefore asking whether it is possible to justify the replica method in the mathematically rigorous sense, possibly by imposing additional conditions, or not, in which case the replica method should be regarded as no more than a heuristic tool of finding true solutions. In this paper, we discuss the problem in simple examples, expecting that the discussion will shed light on the validity of the replica method. Even though the discussion in this paper is far from decisive, our conclusion is that unconditional justification of the replica method seems impossible.
Replica Method
Let Z be a random variable whose values are positive real numbers. In this paper we assume that we are interested in evaluating Eðlog ZÞ, the expectation of log Z. More precisely, we consider cases where the probability distribution of Z is given analytically, on the basis of which we want to evaluate Eðlog ZÞ analytically. Typically the replica method is applied to cases for which direct evaluation of Eðlog ZÞ is not straightforward.
In the replica method, one evaluates Eðlog ZÞ as
The above formula can easily be verified by taking the limit n ! 0 of the following identity relation:
If the evaluation of EðZ n Þ is easier than that of Eðlog ZÞ, the replica method provides a way of evaluating the latter easily via the evaluation of the former.
Evaluation of Eðlog ZÞ is important in various fields. For example, in spin-glass theory one considers a system with a Hamiltonian HðSjJÞ, where S is a configuration variable and where J is a variable representing quenched disorder of the system. The partition function of the system with the Hamiltonian HðSjJÞ at inverse temperature is given by
The quantity log Z is called the free energy, from which one can extract various information about macroscopic properties of the system when it is in thermal equilibrium. In spin-glass theory, J is regarded as a random quantity. The most basic quantity of interest in such cases is the average of the free energy log Z over randomness of J, from which one can evaluate averaged macroscopic properties of the random system. In the prescription of the replica method, one first evaluates log EðZ n Þ by assuming that n is a natural number, and then evaluates the derivative with respect to n and the limit n ! 0 by regarding n to be a real number. In the spin glass example introduced above, assuming n to be a natural number allows us to write down the quantity Z n as a partition function of a system consisting of n replicas of the original system, that is,
HðS a jJÞ :
In most applications of the replica method, this rewriting is crucial in evaluating log EðZ n Þ. It is the reason why one has to assume n to be a natural number in the first step of the replica method. In the second step, it is obvious that one has to assume n to be a real number in order to take the derivative and the limit. A problem that arises here is that the assumptions in these steps are not consistent with each other. The above procedure is sometimes called the replica trick. In this paper, we give a simple discussion about validity of the replica trick.
Let us assume that a formula that gives n-th order moments of Z for any integer n is obtained. Let 'ðnÞ denote such a formula. The domain of 'ðnÞ is N ¼ f1; 2; . . .g. Intuitively, what we want to do is to ''analytically continuate'' the function 'ðnÞ, that is, we want to find a function " ' 'ðuÞ with u 2 R or C, whose domain contains the interval ð0; 1Þ, and for which " ' 'ðnÞ ¼ 'ðnÞ holds for n 2 N. In many cases it can be done by simply plugging a real-or complex-valued variable u into the formula of 'ðnÞ. A naive expectation is that " ' 'ðuÞ gives EðZ u Þ, the fractional moment of Z. The replica trick depends on this expectation.
Let us take an alternative look at the problem. Define a random variable X by X ¼ log Z. The quantity of interest is Eðlog ZÞ ¼ EðXÞ. The replica method actually evaluates not EðXÞ but 'ðnÞ ¼ EðZ n Þ ¼ Eðe nX Þ. The function " ' 'ðuÞ ¼ Eðe uX Þ is nothing but the moment generating function of the random variable X. The identity (1) can thus be regarded as representing the well-known fact that the first-order derivative of the moment generating function " ' 'ðuÞ of X at u ¼ 0 gives the expectation of X.
At first sight, one may feel that the replica trick can be justified with a uniqueness theorem of analytic functions in complex analysis. The uniqueness theorem states the following: Let f ðuÞ and gðuÞ be functions analytic in a region & C. Assume that f ðuÞ ¼ gðuÞ holds on a set of an infinite sequence of points in . Then, f ðuÞ is identically equal to gðuÞ. The uniqueness theorem guarantees that an analytic function is uniquely determined by its values on such a set. In the case of the replica trick, however, one cannot apply the uniqueness theorem to guarantee the uniqueness of " ' 'ðuÞ. For the uniqueness theorem to hold, the set of an infinite sequence of points should have an accumulation point in . On the other hand, we want to determine the function " ' 'ðuÞ by its values on the set N ¼ f1; 2; 3; . . .g, and the set N does not have an accumulation point, which invalidates the application of the uniqueness theorem to our case.
We can indeed construct explicitly counterexamples against the uniqueness of extending 'ðnÞ to " ' 'ðuÞ under the analyticity constraint. Below is the simplest one: Let us consider two functions " ' 'ðuÞ and " ' 'ðuÞ þ a sin 2u (a 6 ¼ 0). They are equal for integer u, but they are not for non-integer u. Thus, if " ' 'ðuÞ gives the correct fractional moments EðZ u Þ, " ' 'ðuÞ þ a sin 2u should not.
The above counterexample is not strong enough in our context, however. The reason is as follows: If " ' 'ðuÞ is a valid moment generating function, "
' 'ðuÞ þ a sin 2u cannot be a moment generating function of any random variable. For an analytic function to be a moment generating function of a (real-valued) random variable, the function should satisfy several properties. First, if a random variable has a moment generating function, it should be analytic in the vicinity of the origin. For an analytic moment generating function, the following theorem, due to Raikov [9] , holds.
Theorem 1 If a moment generating function "
' 'ðuÞ is analytic, then it has the following properties:
' 'ðuÞ is analytic in a ''vertical'' band À < Re u < ( > 0, > 0) in the complex plane.
2. The pole of " ' 'ðuÞ that is the closest to the origin resides on the real axis. 3. For any real number x satisfying À < x < ,
' 'ðxÞ ð 5Þ
holds.
From the theorem, one can immediately conclude that " ' 'ðuÞ þ a sin 2u for a 6 ¼ 0 cannot be a moment generating function, since j " ' 'ðx þ iyÞ þ a sin 2ðx þ iyÞj > " ' 'ðxÞ holds for a moment generating function " ' 'ðÁÞ and a sufficiently large y. This argument suggests that one has to take into account the fact that "
' 'ðuÞ is a moment generating function, or equivalently, that " ' 'ðuÞ gives fractional moments, which we expect to provide a condition constraining possible extensions from 'ðnÞ to " ' 'ðuÞ.
Moment Problem
A sufficient condition for an extension from 'ðnÞ to " ' 'ðuÞ to be unique is that the moment sequence f'ðnÞjn ¼ 1; 2; . . .g uniquely determines the distribution of the random variable Z. Indeed, if the moment sequence uniquely determines the distribution of Z, then Eðlog ZÞ should be uniquely determined therefrom. Studies of such problems have a long history, under the name of ''the moment problem'' [10] [11] [12] . Basically, the moment problem consists of two parts, existence and uniqueness. The existence part of the moment problem asks conditions that should be satisfied by a sequence of real numbers, so that there exists a probability measure whose moment sequence is equal to the given sequence. The uniqueness part of the moment problem asks conditions that a moment sequence should satisfy in order to uniquely determine a probability measure which gives the moment sequence. What matters in our case is the uniqueness part.
There have been many known results about the uniqueness part of the moment problem. The most basic result is that a probability measure on ½0; 1 is uniquely determined by its moment sequence ( [13] , p. 227). On the other hand, there exist counterexamples for the uniqueness part of the problem when the range of Z is not bounded, as shown below.
Heyde's counterexample [14] It is one of the most well-known counterexample of the uniqueness part of the moment problem. Let
be the probability density function of log-normal distribution. Consider a one-parameter family of probability density functions, with the parameter a (jaj 1), È p a ðzÞ ¼ p 0 ðzÞ½1 þ a sinð2 log zÞ
Then the moment sequence of p a ðzÞ is independent of a. In order to confirm the statement, we calculate the moment generating function of X ¼ log Z, where Z $ p a ðÁÞ. Since the probability density function of X is
the calculation goes as follows:
ffiffiffiffiffi ffi 2 p
The above calculation shows that the values of f " ' ' a ð1Þ; " ' ' a ð2Þ; . . .g are independent of a. On the other hand, one obtains
from which one can conclude that the value of Eðlog ZÞ is not uniquely determined by the moment sequence of Z.
Stieltjes-Hamburger's counterexample [15] Let 0 < < 1=2 and
Consider a one-parameter family of probability density functions, with the parameter a (jaj 1),
Then the moment sequence of p a ðzÞ is independent of a.
We calculate the fractional moment of Z $ p a ðÁÞ. We have
and therefore,
where ðÁÞ denotes the digamma function. Again, the moment sequence f " ' ' a ð1Þ; " ' ' a ð2Þ; . . .g does not depend on a while Eðlog ZÞ does, so that Eðlog ZÞ cannot be uniquely determined by the moment sequence in this case either.
The above two examples have been well known as counterexamples to the moment problem. One thus might ask: These counterexamples seems highly artificial, so that in more ''natural'' cases, it might be possible to justify the replica method. In the following example, however, we will show that even a ''natural'' example may provide a counterexample of the moment problem. This example and another one following it are the main contribution of this paper.
2-spin random Ising model Let us define a random variable Z as
where J is another random variable. Z can be regarded as the partition function of a 2-spin random Ising model with a random spin-spin interaction J. Assume that J follows a probability distribution that belongs to the following oneparameter family with a (jaj 1) its parameter:
The moment generating function of X ¼ log Z is evaluated to be
where Dz ¼ e
is the Gaussian measure. We have, for any positive integer n, 
the derivation of which is given in the Appendix. It means that the sequence f " ' ' a ð1Þ; " ' ' a ð2Þ; . . .g is independent of a. The expectation of X ¼ log Z is given by
Dz þ log 4; ð19Þ which depends on a when 6 ¼ 0.
The above example can straightforwardly be extended to the following one.
That is, we consider the partition function of a one-dimensional Ising chain with N spins, where the ends of the chain are assumed open. It is straightforward to calculate the partition function, which yields
Assume, as in the previous example, that J follows a probability distribution that belongs to the one-parameter family (16) . Then, the moment generating function of X ¼ log Z becomes
From the argument in the previous example, we can immediately conclude that, while the sequence f " ' ' a ð1Þ; " ' ' a ð2Þ; . . .g is independent of a, the expectation of X ¼ log Z does depend on a when 6 ¼ 0.
Discussion
A sufficient condition of the uniqueness part of the moment problem is given by the following theorem, due to Carleman:
then the probability distribution of Z is uniquely determined by its moment sequence.
None of the counterexamples discussed so far in this paper satisfies the sufficient condition. In addition, it has been shown [16] that the partition function of the Sherrington-Kirkpatrick model [17] , one of the canonical models extensively studied in the literature of spin glasses, does not satisfy the sufficient condition of Carleman's theorem, either.
As for uniqueness of moment generating functions, we have proved the following theorem:
Theorem 3 Assume that a moment generating function " ' 'ðuÞ is analytic for Re u ! 0, and that it satisfies the growthrate condition "
' 'ðuÞ ¼ Oðe k Re u Þ. Then, the function " ' 'ðuÞ is uniquely determined by its values at u ¼ 0; 1; 2; . . ..
It should be noted that the theorem is quite similar to Carlson's theorem [18] , but is slightly different in that the growthrate condition of Carlson's theorem is " ' 'ðuÞ ¼ Oðe kjuj Þ with k < . The above theorem is, like Carlson's theorem, a corollary of the Phragmén-Lindelöf theorem, but it makes use of the fact that " ' 'ðuÞ is a moment generating function, thus satisfying Theorem 1, which results in the difference in the growth-rate conditions. Note also that the growth-rate condition "
' 'ðuÞ ¼ Oðe k Re u Þ for a random variable X gives a sufficient condition for the uniqueness of the distribution of Z ¼ e X in terms of its moment sequence (Theorem 2). Again, none of the counterexamples in this paper satisfies the growth-rate condition, nor does the Sherrington-Kirkpatrick model. From these observations, one has to admit that we do not have unconditional mathematical justification of the replica method. On one hand, one evidently requires some constraints in order to justify the replica method, but on the other hand, requiring the uniqueness part of the moment problem to hold seems too restrictive, because it is not satisfied in the cases of the one-dimensional Ising chains or the Sherrington-Kirkpatrick model.
Conclusion
In this paper, we have concentrated on the aspect of the replica method that it calculates Eðlog ZÞ on the basis of the moment sequence fEðZ n Þg of a positive random variable Z, or equivalently, it calculates EðXÞ as the derivative of the moment generating function " ' 'ðuÞ at u ¼ 0 while the moment generating function is only evaluated at u ¼ 1; 2; . . .. On the basis of this observation, we have related the replica method with the uniqueness part of the moment problem. We then have provided a number of counterexamples for each of which the moment sequence of a random variable Z does not uniquely determine the distribution of Z or even Eðlog ZÞ. From these counterexamples, one has to conclude that unconditional mathematical justification of the replica method is not possible. Furthermore, these counterexamples include ones which are considered ''natural'' from the viewpoint of statistical mechanics, which suggests that one has to argue detailed conditions in order to mathematically justify the replica method, if ever such conditions exist.
We would like to mention that we have not discussed in this paper issues related to thermodynamical limit: In many applications of the replica method, one evaluates ''per-spin'' average free energy in the thermodynamical limit 
and applies the saddle-point method to evaluate lim N!1 N À1 log EðZ n N Þ. The interchange of the operations regarding N and n introduces another complication to the study of mathematical justification of the replica method, in that it may alter what will be obtained with the analysis. For the issues regarding possible interplay between the replica method and the thermodynamical limit, we ask those who are interested to refer to the paper by van Hemmen and Palmer [16] , and the papers by Ogure and Kabashima [19, 20] .
