In this paper, we propose a new algorithm, which exploits edge directional information for demosaicking. In order to obtain the edge directional information, we have developed 5x5 size contour information filter. The proposed algorithm can be briefly explained as follows. The initial estimation of the green channel is performed prior to blue and red channel interpolation. After this process is completed, the estimated green channel is modified according to the edge directional information. This produces the final estimation of the green channel, which is later used for blue and red channel estimation. The experimental results demonstrate that the proposed color demosaicking technique outperforms several existing methods in both CPSNR and visual quality.
Introduction
Image capturing devices are irreplaceable nowadays. Digital cameras, camcorders, cell phone cameras are in daily use. A color image requires at least three color samples at each pixel location, and computer images are composed of red (R), green (G), and blue (B) components. A camera would need three separate sensors to completely measure the image. In a three-chip color camera, the light entering the camera is split and projected onto each spectral sensor. Each sensor requires its proper driving electronics, and the sensors have to be registered precisely. These additional requirements add a large expense to the system. Thus, many cameras use a single sensor covered with a CFA. The CFA allows only one color to be measured at each pixel. This means that the camera must estimate the missing two color values at each pixel. This estimation process is known as demosaicking [1] [2] [3] . Figure 1 shows commonly used Bayer CFA pattern [4] . The Bayer array measures the G image on a quincunx grid and the R and B images on rectangular grids. The G image is measured at a higher sampling rate because the peak sensitivity of the human visual system lies in the medium wavelengths, corresponding to the G portion of the spectrum. Taking this into account, the green channel is interpolated prior to other components. If the initial estimation of the green channel is false, this error propagates when interpolating the other two channels. As the result, the effect called rainbow artifact occurs. Gunturk et al. [5] used an alternating projections scheme based on strong inter-channel correlation in high frequency subbands. Although the main objective is to refine red and blue channels iteratively, the same approach can also improve green channel interpolation beforehand which in turn yields better red and blue channel results. In [6] , Lian et al. proposed two key observations for preserving high-frequency information in CFA demosaicking. The high frequencies are similar across three color components, and the high frequencies along the horizontal and vertical axes are essential for image quality. This method design a filter for estimating the luminance at green pixels of the CFA image and devise an adaptive filtering approach to estimating the luminance at red and blue pixels.
Alleysson et al. [7] introduced the spatial multiplexing of red, green and blue color channel in a Bayer CFA signal. It also interpolates frequency multiplexing of luminance and chrominance component. In [8] , Menon and Calvagno proposed a regularization approach to demosaicking, making use of some prior knowledge about natural color images, such as smoothness of each single color component and correlation between the different color channels. It also a quadratic strategy is considered and general approach is introduced.
Several algorithms have suggested to exploit the edge information of an image for demosaicking [9, 10] . In [9] , Leung et al. is showed a luma-chroma demultiplexing algorithm using a lest-squares design methodology for the required band-pass filters. For reduce rainbow artifact, they represented R, G, and B channel to luminance and chrominance channel. Moreover, chrominance channel separated in horizontal and vertical part for considering directional characteristic. Zhang et al. used linear minimum mean square error estimation (LMMSE) technique [10] . Under assumption that the primary difference signals between the green and red/blue channels are low pass, the missing green samples are adaptively estimated in both horizontal and vertical directions.
The rest of this paper is organized as follows. In Section 2, the proposed algorithm will be proposed. In Section 3 the experimental results will be presented. Finally, Section 4 will conclude the paper.
Proposed Algorithm

Directional Contour Information Filter
The algorithm to be described in this paper focuses on demosaicking based on edge content of an image. We attempt to extract the edge information of an image, necessary for interpolation, and using this data, precise edge preservation is achievable in the resulting image. We have observed that considering the pixel value differences in vertical and horizontal directions can significantly improve the performance. We have designed 5x5 filter, which is described below.
In this equation, defines the pixel value of CFA image in Fig. 1 , is the edge strength obtained by the filter at pixel location.
(1)
In addition to edge strength parameters, we calculate weighting factors needed for the green channel modification procedure. In order to calculate the weighting factor for a pixel, we consider the pixels that lie in diamond-shaped neighborhood around it. The equation for weighting factor calculation is presented below. (2) Using this equation we obtain updated the green component value.
Green Channel Interpolation
As it was explained earlier in this paper, CFA image contains only one of three RGB components. In turn, the Bayer pattern consists of two green and one of each blue and red components. The blue component is also included in calculations, when computing the green channel for the current location of the B value. First we compute the horizontal and vertical differences using the value of , which was found earlier. (3) Then, after adding the difference to the original pixel value we select between horizontal and vertical directions. 
Green Channel Refinement
In the proposed algorithm we have conducted channel modification through exploiting the values calculated above. In the green channel modification process, we utilize the edge information that was obtained after filtering. Firstly, we have found , which are the differences of edge values surrounding the current pixel. (6) where α is a small positive number, which avoids singularity. When applying the green channel interpolation, we exploit earlier interpolated green values around the current pixel together with the difference of CFA image values. In case if Green channel data is not present at the locations and , we apply the difference between the original CFA image data and interpolated for the green channel interpolation. Moreover, we have asserted weights, which depend on the weighting factors obtained earlier and the difference of the current pixel and .
where (8)
Red and Blue Channel Interpolation
When the process of green channel interpolation is over, the obtained value is used when computing red and blue components. It is possible to reconstruct the full color image, if we find the missing the blue component value of the red location and the missing red component value of blue location. In order to find the missing blue component value of red location, gradient is calculated using the earlier interpolated the green value, as it is shown in the equation below.
(10)
The missing blue value can be calculated by applying the gradients to the equation below.
(11)
When calculating the missing red component value of blue location the aforedescribed procedure is conducted again.
Finally, to find the missing blue value of green location, the calculated green and blue values above, below, on the right and on the left of the current green location are used. This is reflected in the equation below.
(12) (13)
After completing the aforedescribed process we obtain the full color image. The goal can be achieved by only exploiting simple edge information and pixel value differences.
Experimental Results
In this section, we present some representative results and comparisons with other reference methods from the recent literature. The proposed algorithm was tested with 24 images of the Kodak image set. Figure 3 shows 24 images of the Kodak image set from upper left image number 1 to lower right image number 24.
For comparison, we have selected the following reference methods.
A: The regulation approach to demosaicking (RAD) of
Menon and Calvagno [8] . B: Least-squares luma-chroma demultiplexing algorithm (LSLCD) of Leung et al. [9] . C: The method of directional linear minimum meansquare error estimation (LMMSE) of Zhang and Wu [10] . D: The adaptive homogeneity directed (AHD) method of Hirakawa and Parks [11] . Note that the experiments were conducted under the condition of .
Although this method gives higher objective error than that in [5] , it was judged to give better subjective performance in the survey of [1] . Table 1 shows the CPSNR of the 24 test images. The bold entries indicate the highest CPSNR in each row. The italic entries indicate the second best result for these measures in each row. These numerical results may not correspond directly to those reported in other published papers, because of differences in the test platforms, such as different versions of the same images being used or slight differences in metric calculations. It can be seen from Table 1 that the estimates of the demosaicked images by the proposed demosaicking algorithm are very competitive with the reference methods. The proposed algorithm outperforms most of the other methods on average. The margins of improvement in CPSNR are 1.21, 0.28, 0.87 and 3.39 dB, respectively.
Then, the subjective image visual measure is adopted to demonstrate the visual quality advantage of our proposed algorithm. After recovering the mosaic image, some rainbow artifacts may appear on non-smooth regions of the zoomed full color image. Here, five magnified subimages cut from the testing image #18 are used to compare the visual effect among the four concerned algorithms. Comparing the visual effect between each magnified subimage in Fig. 4(a) and the corresponding one in Figs. 4(b)-(f), it is observed that our proposed demosaicking algorithm produces less rainbow artifacts when compared to the other four previous demosaicking algorithms. Further, we take the magnified subimages cut from the testing image #24 for visual comparison. Figures 5(a) -(f) are the magnified subimages cut from the original full color testing image #24 and the five demosaicked images. From visual comparison, it is observed that among the five concerned demosaicking algorithms, our proposed demosaicking algorithm produces the least rainbow artifacts, i.e. the best visual effect.
Conclusion
In the proposed algorithm we employ (extended edge filter) for CFA image demosaicking. The data after applying this filter is later utilized when deciding the direction and weighting factors, thus resulting in better visual quality. As it can be seen from the experimental results the proposed algorithm demonstrates the superior performance. We are currently researching the way to further simplify and improve the performance of the proposed scheme. 
