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Abstract--We consider the iteration Llgorltlun defined by 
• .+k = g[~(=. ,x.+1 . . . . .  =.+k--l)], n = 0, I, 2 . . . . .  
where ~b is a k-dirn,m.lon~l means. We ahow that under certain conditions on the functi~ g, the 
~dgorithm will converge globally to ,~ fixed point of 9, and that under lees stringent conditions, it will 
converge locally, even when the correspovdln~ ~dgorithn for simple iteration, 
~n+l  = 9( :~. ) ,  n = 0, 1, 2 . . . .  , 
does not. A coroll~y of our main theorem mmwers a related question concermng the dynamic 
triviality of & elM,* of mappings o~ Rk into itself. 
1. INTRODUCTION 
The research effort described in this paper began when we encountered in a mathematics journal 
the following deceptively simple problem: 
Show that when xo > O, xl > O, the algorithm defined by 
2 
z .+2 = , n = 0, 1, 2 , . . .  (1.1) 
Xn "~" Zn+l  
COn v~rges. 
Numerical evidence seemed to confirm the convergence of the algorithm and the limit seemed 
to be, as one might suspect, 1. But the behavior of the signs of the errors is highly variable and 
we could discover no quick and easy solution of the problem. In fact, the algorithm generalizes 
in a rather unexpected way and the proof for the convergence of the generalized algorithm--as 
we shall sec is very non-trivial. 
Since the algorithm can be written as an iteration in R +, 
=n+l  - -  1&, 
2 
Yn+l -- ~ ,  
z .  +1/ .  
(I .2) 
the problem can be rephrased in terms of the dynamical problem: 
XThe research of this author was supported by the National Science Foundation under Research Grant ~DMS 
890 1610. 
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Show the map 
, 2 T[z,y]= [y ~-~-~] , (1.3) 
is dynamica/Iy trivia/in R~. (A mapping is dynamically trivial on a set A if all orbits beginning 
in A converge to the same point in A.) 
Anyone who has worked with such problems knows that they are generally difficult to handle, 
and a successful attack is usually based on the application of ad hoc techniques. 
Our interest in the problem (1.1) was piqued by its cleax connection with the algorithm of 
simple iteration given in numerical analysis texts for determining the fixed points of a function 
g(z), the points where 
z -- g(z). (1.4) 
All the books show that if ]g~(z)[ < 1 in a neighborhood of a fixed point a, and the beginning 
iterate z0 is sufficiently close to a, the iterative process given by 
x,+1 = g(x , ) ,  n = 0, I, 2 , . . .  (1.5) 
will converge to 6. We call the above the original algorithm. 
In general the algorithm will not converge if Ig~(a)l > 1. For instance, if g(z) = 1/z and we 
staxt with z0 > 0, z0 ~ 1, the algorithm fails. Here, the fixed point a = 1 and g~(1) - -1.  Note, 
however, the problem asserts that if in this situation zn is replaced by the arithmetic mean of 
two previous values, i.e., by (zn + z,~_1)/2, which gives, essentially, the algorithm (1.1), then 
the algorithm will converge for any choice of values z0 and Zl > 0, i.e., the convergence will be 
global. 
More generally, we can ask what will happen in the original algorithm (1.5) if the iterate zn is 
replaced by a generalized mean ~ involving previous values of zn, to give the modified algorithm 
z,+k -- g [~(z,, X,+l, . . . ,  x,+k-1)], n - 0, 1, 2, . . . .  (1.6) 
Will the new algorithm converge when the original does not? Will the convergence always be 
improved? Will the convergence be global? We shall show that the answer is s qualified yes to 
all these questions, and the condition for global convergence involves an unexpected requirement 
fxom the function g. First, we give a definition. 
DEFINITION. A function ~b : R~ ---, H +, ~b G C 2 is called a means if 
rain 1/j _< ~b(1/i, I/2 .. . .  , l/k) _< max 1/j. (1.7) 
(1) 
(2)  j(o) = 1, 
The integer k is called the order of the means. We use the notation (a, c~,... ,c~) = a. Two 
properties of means that axe easily verified axe: 
= (1.8) 
k 
(1.9) o <  j(a) _< i, 
j= l  
the subscript j denoting the derivative of ~ with respect o its j th component. 
EXAMPLE. The axithmetic means is 
k-1 
@(Yl, Y2 .... , Yk) = ~ aj Yj+I, (1.10) 
jr0 
which is a special case (p = 1) of the family of power means, 
~b(yl, Y2, . . .  , Yk )  "- I'/p(Yl, Y2,. . .  ,Yk) "- "J 3+1 , 0 <_ p _< oo. (1.11) 
\ j=0 
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Note for the arithmetic means the arguments may be negative as wen as positive. For other 
examples of means, consult the treatments [1,2]. 
Expanding the means ~ in a neighborhood of an arbitrary point a = (a, a,..., a), a > 0 gives 
k 
~(Yl, Y2, . . . ,  Yt) = a + E (YJ - a) ~j(a) +.... (1.12) 
j=l 
The polynomial of degree k, 
k 
W(g, ~) - -  W(Z) = E (~j(@l)gj-1, 
j=l 
k-1 
= Z a/zJ' 
j=0 
(1.13) 
is called the generating function for the means ~. 
Note that 
k-1 
E aj = 1, (1.14) 
j=O 
i.e., w(1) = 1. Of course, w(z) does not uniquely characterize #i, but only the generating function 
for ~, and this will affect the convergence properties of the algorithms we shall study. If the 
means is the linear means (1.10), the generating function uniquely characterizes ~. 
2. GLOBAL CONVERGENCE 
As we shall show in Section 3, local convergence is rather easy to treat. In particular, if 
Ig'(a)l < 1, one is dealing with the arithmetic means and one starts sufficiently close to a, the 
sequence (xa)n>>_o will converge. In this section, we will deal only with the arithmetic means (1.10), 
the domain of which is Rt. However, to assure global convergence, it is necessary to restrict 
strongly the class of functions g. 
We study the convergence properties of the sequence defined by 
zn+k = g (~b(zn, xn+1,..., xn+k-1)), n = O, I, 2, .... (2.1) 
We further assume 
(1) 
(2) 
(3) 
(4) 
0<aj  <1;  
g : I - - , I ,  ICR ,  I an interval; 
a E I with g(a) = a; 
g is monotonically decreasing and convex on I; 
Because of property (2), the sequence (zn)n>0 is well-defined. 
These properties are certainly satisfied by the choice g(z) -- 1/z, which, with k - 2 and 
the standard arithmetic means, gives the problem (1.1). But the above four conditions are 
not sufficient to guarantee the convergence of zn. In particular, monotonicity and convexity 
alone are not sufficient, as the example g(x) -- 1/z 2, I = R +, a - 1, shows. Here, we obtain 
divergence for the arithmetic means: since e.g., zn, zn+l E (0, 1/4] U [4, c~), one also has xn+~ = 
g((zn + zn+l)/2) E (0, 1/4] U [4, oo). We require another less obvious condition: 
(5) g(g(z)) ~ x, z ~ c~ on I. (2.2) 
It is interesting that condition (5) for g is necessary and sufficient for there to exist, for 
each b _~ c~, an a(b) (_ ~ such that g([a, b]) C [a, b]. Also, if (5) holds and gl(c~) exists, then 
-1  _< < o. 
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EXAMPLE. ConJ~ler the function 
9(z) = e -x  - 1, I = R, c~ = O, (2 .3)  
and take the case k "- 2 with the ordinary arithmetic means. It is easily checked that conditions 
(1)-(5) are all satisfied. We have the algorithm 
n = 0, 1, . . . .  (2.4) 
Starting with the initial conditions z0 - 1, zl = 2, we generate the following sequence of 
iterates: -0.7769, -0.4575, 0.8537, -0.1797, -0.2861, 0.2623, 0.0120 . . . .  This sequence con- 
verges exponentially to the fixed point a - 0. The main theorem of this section asserts that this 
sequence converges to the unique fixed point a -- 0. 
Note that, from condition (5), it is easy to see that the sequence (Zn)n given by (2.1) is 
bounded. Moreover, with (Yn)n defined by Yn = max{yn, g(zn)}, we have ~n ~_ a. From the 
convexity of g and condition (5), we can conclude that yn+t ~_ #~Yn,Yn+l,...,Y~+h-1) for all 
n. Hence, because of condition (1), the sequence (yn)n has exactly one limit point y* > a. It 
remains to show that y" - a, i.e., that (Zn)n cannot have two, but only one, limit points. To do 
this, we have to take a much closer look at the properties of the error sequence, defined by 
e .  = z .  - a .  (2 .5 )  
The proof of our main theorem is quite technical. The basic tool is a mapping of the elements 
of the sequence into finite subsets of IN, which enables us to monitor the highly variable signs of 
the quantities ~n,C,~+x,... ,on+t-1 for all n. To do this, we introduce sets 
S(n) C {O,l,... ,k- I}, (2.6) 
defined as follows. 
(i) If cn+k-1 ~ 0 (or if ¢.+k-i = ¢.+k-2 = "" = e. = O, which produces the obviously 
convergent situation z# - a, j >_ n), we put 
S(n) - {k - 1) U {j : 0 _< j < h - 1, Cn+j " ¢n+}-1 > 0}; (2.7) 
(ii) otherwise, there exists an i - i(n) E {0,. . .  ,k - 2), such that 
~n-t-k-1 = Cnack-2  = " "" = ~n+i (n )+ l  = 0, Cn+i(n) ~ 0, (2.8) 
and in this case we put 
S(n) = {k - 1, k - 2 , . . . ,  i(n)} U {j : 0 <_ j < i(n), cn+i" cn+,(n) > 0}. (2.9) 
For h = 2, e.g., we obtain {1} C S(n) C {0, 1} and 0 E S(n) iff either ~n "en+l > 0 or ~+1 = 0, 
e,  0, ( i (n )  = 0). 
Note that S(n) is always non-empty. We next define a "counter" sequence (~(n))n>o recursively, 
by ~(0) ---- ~*(1) - - . . .  - ~(k - 1) "- 0 and 
I, 
+ - v (n  + - I) = 0, 
if Card S(n) = k; (2.10) 
otherwise. 
This counter sequence counts exactly how often the case S(n) - {0, 1 , . . . ,  h - I} occurs. 
Now suppose that ~(n ar 1) - v(n) - 1. We can assume without loss of generality that then 
en-~+x,. . .  ,¢n-x, en are non-negative and at least ~n-h+1 is positive. Then 
~(z, , -k+~,. . . ,  z )  > a and z,~+x < g(a) = a. 
D~n~mical]y trivial ~ I~P~ 
Hence ¢.+I ~ 0 and e..e.+1 _< 0. This implies that u(n+1) - u(n+2) -... - u(n+k) - u(n)+l. 
As a consequence of this, we have 
for every n E N: v(n) < u(n + k) < u(n) + I; 
(2.11) 
for every n E N: u(n) ~_ n/k. 
Below, we have illustrated the behavior of S(n) and u(n) with the sequence generated by 
z.+2 = exp ( - z .  + z .+ i ) /2  - I. Here k = 2 and a = 0. 
. =. S( . )  v(.)  . / k  
0 1.6972 {1} 0 0 
1 -.szo9 {o,i} o o.5 
2 -.~oo {1} o 1 
3 .5000 {0,1} 1 1.5 
4 .moo {1} 1 2 
5 -.2212 {1} 2 2.5 
o .osas {o,1} ~ 3 
7 -.0817 {1} 3 3.5 
8 .0142 {0,1} 3 4 
9 .&343 . . .  3 4.5 
10 . . . . . . .  4 5 
LEMMA 1. 
a/ / .  E N, 
Let the conditions (1)-(5) above be satisfied and let z0,11, . . . .  Zk -1  F. I. Then, for 
z.+k E {g(a + 6.+k), a + 6.+k}, (2.12) 
where Bn is defined by recurrence: 
6n+k -- max{z.+/= - a, 9-1(zn+k) -- a}, 0 < n < k, 
k--1 k--1 } 
6.+k=max/ ~ aj6.+~, ~ aj6a+j , n_>k. 
j=O j=O 
[ j~s( . )  j~s(.) 
(2.13) 
PROOF. Note that by convention, empty sums are 0. Since by definition zk,. . .  ,z2k-1 E g(i) 
and g is decreasing, the quantities are well defined. 
We have 
k-1 
j=O 
¢,~+j >0 
k-1 
-~a-kmax I Z aj6n+j, 
(jGs(.) 
_< a + 6.+k. 
,_i } 
aj 6.+j 
j~s(.) 
(2.14) 
Therefore, 
*.+h = g (~(=.) ,  ¢ (z .+, , . . . ,  ¢ (z .+,_ , ) )  >_ o (~ + 6.+k) • 
On the other hand, for each j < h, 
(2.~5) 
=.+~ _> a(a + 6.+~) ~ g(=.+~) _< z (a(- + 6.+i)) < ~ + 6.+j. (2.10) 
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Thus, because of the convexity of g, 
z.+~ < ~ (g(z.), g(z.+~),..., g(..+k-x)) 
k-1  
< ~ + ~ a~ 6.+~ = c, + 6.+h, (2.17) 
jffiO 
o(:.+:)>a 
the last step following because g(zn+j) > ~ iff e.+~ < O. I 
LEMMA 2. For 6k, 6~+x,..., defined as/n the previous Lemma, we have the estimation 
&,+k < C~"+k7 v("+h), (2.18) 
where C > O, 
/Y =max{#o,/~x,..., #k- l},  
#z(< 1) denoting the unique positive root of the polynomial 
, '  - (w(~) - ~,~'), 
and 
w(#) 
7 = /y, (> 1). 
PItOOF. By construction, there exists a~ ] E {0, I,. . .  ,/~ - I} with 
7-1  = ~- .a t  >0. 
We show the required inequality by recurrence, assuming C sufficiently large. 
CAs~ I. v(n + k) = p(n + k - I) + I. 
k-1 k-1 
6.+, = ~ ~6.+j < c#"-r'( "+')-~ ~ ~#~-i~o) -~("+k-~) 
.~:0 j=O 
<_ C#"?~("+~)-lw(#) = C~+kT"("+k). 
CASE 2. v(n + k) = v(n + k -- I). Here 1 ~ Card S(n) _< k - 1, therefore 
l, t~a ) i #i 
< c#"-r "("+') . rap  {w(#) - aaM} = c f f '+"r  "("+'). 
TxP.o~M. 
fixed poLut a. More preckely, 
I.°-.I_< 
NO~.  Since w(z) is monotone increasing to 1 and # < 1, then w(#) < 1. 
Pltoor. Since 7 > 1 and ~(n) _< n/k, 
_ _< = c 
(2.19) 
(2.20) 
(2.21) 
(2.22) 
(2.23) 
(2.24) 
Under the conditions (1)-(5), the sequence (z.).>o converges exponentially to the 
(2.25) 
(2.26) 
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Let z belong to some fixed compact set containing a. Since g is monotone decreasing and convex, 
there is an M (< 0) such that 
g(z) > g(a) + M (z - a), (2.27) 
see [3, p. 4]. In fact, for z = a + 5n, we have 
6n _> zn - a = ¢n _> g(c~ + 8n) - 9(a) _> M 6n, (2.28) 
and the result It.I < 6. • max {1, M} follows. 1 
DEFINITION. The quantity ~ wV/~ is called the global measure of convergence. 
COItOLLARY. Let dp be an arithmetic means, 
k-1  
@(Yl, Y~,... ,Yb)- ~-'~ ajyj+1, (2.29) 
j=o 
with 
k-1  
aj - 1, 0 < aj < 1. (2.30) 
j=0  
Let the function g satisfy the conditions (2)-(5). Then the mapping 
TLyl, Y2, . . . .  Yk] = [ga, ~ , . . . ,  yk, g (4(yl, ~ , . . . ,  yk))] (2.31) 
is dynamically trivial in I k. 
REMXrK. It is not too difficult to show this result can be generalized to the p-power means 
= Hp, see (1.11), when 1 < p < ~.  In this case, the above mapping is dynamically trivial in 
I k when I C R +. However, we omit the details. 
3. LOCAL CONVERGENCE.  
IMPROVEMENT IN S IMPLE ITERATION WHEN g'(o) < 0 
The problem of local convergence is fairly easy to analyze. Furthermore, the convergence can 
be conducted for generalized means ~. We shall show that it is possible to choose the means 
in a way that both optimizes and improves convergence, over the convergence shown by the 
algorithm for simple iteration (1.5) in the case when g'(~) < 0. 
Again, consider the iteration process defined by the modified algorithm (1.6). We assume that 
(1) g has a fixed point at ~, ~ > 0, and that 
(2) g E C 2 in a neighborhood of a, -1  < g'(a) < 1 and g'(a) ~ O. 
Expanding the right hand side of (1.6) about a gives 
k-1  
zn+k = g [~(a)] + 9' [qb(a)] Y~(zn+j  - a)q~j+l(a) +. ."  (3.1) 
j=O 
or, by using the properties of ~b and g, we get 
k-1  
-= u ie , ,+ i ,  u i  = e,.,, = - (3 .2 )  
j=O 
Thus the local convergence of the process is monitored by the modulus of the root of maximum 
modulus of z k = gl(a)w(z). The idea is to minimize this quantity by choosing a suitable 
generating function w. 
THEOREM. Let 
p(z) = z k - g'(~) w(z), ~(z) = z ~ - Ig'(a)l w(z). (3.3) 
Denote by ~" the root of maximum modulus of p(z) and r the unique positive root o f t (z ) .  Then: 
( i )  r >_ I~'l >_ p(2 - 1); 
(ii) in the case g'(~) <_ O, the lower bound is attained ff and only if 
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(iii) in the case g'(o~) > O, we have p(z) -- ~r(z) and so ~" = r .  
PILOOF. The result (i) is given by M~zden [4, p. 95], and the case (iii) is obvious. For case (ii): 
¢=: We have to show that 
~(z) = 2= ~ - ~(=), (3.~) 
has the zero r when p(z) is given by (3.4). But this is obvious. 
=~: Write 
k 
p(z ) - - 'H (z - I - z / ) ,  z./=r(211~-1)~je~e',  0 .,~.f___l, O jER.  (3.6) 
.i=1 
Then 
k k k 
p(r) -- 2r" - . ( r )  -- 2r h -- H Ir -I- zjl < r '  H (1 -I- (211' - 1)~j) < r k H 21/k -- 2rh" 
j=t  ./=1 j= l  
(3 .7)  
Therefore, for all j ,  ~. / -  1 and 0j = 0, i.e., z./= r(211k - I). | 
Note that in the cese 0 < g*(a) < I we have convergence, since [T I <_ r < I, but we obts/n no 
advantage, since ~e(z) --- p(z), Thus 
k-1  l=-I 
lie = g'(") E "j rj ~> rk-I g`(~) ~ nj = 7" k-1 g'(Q), 
j=0 j=O 
(3 .8)  
and so, r > g'(a), and the convergence of simple iteration is monitored by ~'(a)[. 
Imposing the condition w(1 ) = I in (ii) of the Theorem, Equation (3.4) gives an explicit formula 
for r: 
(1 - g~(c=))l lk _ 1 
= (2~/h _ 1) ' (3 .9 )  
and so we have an explicit formula for the generating function for the means, 
to(z)  -" (z  "1" (1 - # ' (cO)  I l k  1) k - z k 
-g ' (o , )  (3 .10)  
If -1  _< g'(c~) < O, convergence is always improved, since 
o < I f l  = (1 - g,(¢=))11~ _ 1 < -g ' (c  O. (3.11) 
In fact, convergence is obtained when g'(~) - - I ,  being of the order of 2 I/k - I. Even when 
g~(a) < - I ,  k can always be taken sufficiently large so that the modified algorithm (1.6) converges. 
DEFINITION. The quantity [T[ -- (I - g,(~))I/k _ I /n  (3.11) is called the local meas,re of con- 
vergence. 
It is interesting that the mew giving optimum convergence is highly unsymmetrical. For 
instance, when g~(~) = - I  and k - 3, the optimal choice for a linear means is 
~(p~,~,ps)=O.O17560pz+O.202677~+O.779763ys. (3.12) 
This choice will produce local exponenti~l convergence of order 0.259921. Other mesas, i.e., 
geometrical means, giving the same order of convergence are easily constructed, hut their interest 
seen~ to be theoretical. 
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4. CONCLUSIONS 
It is instructive to give an example comparing the local results given in Section 3, with the 
global results given in Section 2 and global measures of convergence. 
EXAMPLE 1. The linear means giving optimal ocal convergence in the case k = 2, g'(a) = -1 ,  
is 
O(Yl, Y2) "- (3 - 2V~) Yl + (2V~ - 2) y~ = 0.171573 Yl + 0.828427 y~, (4.1) 
producing local convergence of order v~-  1 = 0.414214. 
Taking 
w(z) = (3 - 2~/2) + z (2V~ - 2), (4.2) 
we obtain, in Lemma 2, 
8 - 80 = 2 (v~-  1) = 0.828427, 81 = v~ - 1 = 0.414214, (4.3) 
and so, by the Theorem in Section 2, we obtain global exponential convergence at least of order 
-- ~/~(~/2-  1) - 0.926210. (4.4) 
i~,XAMPLE 2. For a function g satisfying (2)-(5) with g'(a) = -1  (e.g., g(z) = l / z ) ,  and using 
the ordinary arithmetic means 
~(Yl, Y2) = ~/1 "l- Y2 (4.5) 
2 ' 
we have global convergence of order at least ~/½(1 + ~2) = 0.923879. 
On the other hand, the error locally behaves like 
en + en+l (4.6) 
~n+2 "- 2 
Thus, lenl -~ C(0.7071) n. 
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