A limit theorem for quadratic fluctuations in symmetric simple exclusion  by Assing, Sigurd
Stochastic Processes and their Applications 117 (2007) 766–790
www.elsevier.com/locate/spa
A limit theorem for quadratic fluctuations in symmetric
simple exclusion
Sigurd Assing
Department of Statistics, The University of Warwick, Coventry CV4 7AL, UK
Received 28 November 2005; received in revised form 21 September 2006; accepted 12 October 2006
Available online 3 November 2006
Abstract
We consider quadratic fluctuations V Hε (ηs) =
√
ε
∑
x∈Z H(εx)ηs(x)ηs(x + x0) in the centered
symmetric simple exclusion process in dimension d = 1. Although the order of divergence of√
E[∫ ε−20 ds V Hε (ηs)]2 is known to be ε−3/2 if ε ↓ 0, the corresponding limit theorem was so far not
explored. We now show that ε3/2
∫ tε−2
0 ds V
H
ε (ηs) converges in law to a non-Gaussian singular functional
of an infinite-dimensional Ornstein–Uhlenbeck process. Despite the singularity of the limiting functional
we find enough structure to conclude that it is continuous but not a martingale in t . We remark that in
symmetric exclusion in dimensions d ≥ 3 the corresponding functional central limit theorem is known to
produce Gaussian martingales in t . The case d = 2 remains open.
c© 2006 Elsevier B.V. All rights reserved.
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1. Motivation and summary
We are interested in the dynamics of moving particles described by an infinite volume simple
exclusion process ηs(x), s ≥ 0, x ∈ Zd . For space dimensions d ≥ 3 it is well-known that
the equilibrium fluctuations of the empirical measure evolving on the diffusive time scale can
be approximated by a stationary generalized Ornstein–Uhlenbeck process. Proving such a result
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comes down to showing a central limit theorem for quadratic fluctuations
ε
d
2
∑
x∈Zd
H(εx − vsε)[ηs(x)− Eαηs(x)][ηs(x + x0)− Eαηs(x + x0)], s ≥ 0,
where H is a smooth test function on Rd with compact support, vsε is a drift-correction term,
x0 ∈ Zd \ {0} and the expectation operator’s subindex α indicates the chosen initial equilibrium
measure — the Bernoulli product measure with intensity α.
In fact, it is part of the results in [4,8] that for d ≥ 3√√√√E(∫ ε−2
0
ds ε
d
2
∑
x∈Zd
H(εx − vsε)[ηs(x)− Eαηs(x)][ηs(x + x0)− Eαηs(x + x0)]
)2
(1)
diverges as ε−1, ε ↓ 0, in the general (even asymmetric) case of simple exclusion, the symmetric
case being covered. In particular, the Gaussian limit in law of
ε
∫ tε−2
0
ds ε
d
2
∑
x∈Zd
H(εx − vsε)[ηs(x)−Eαηs(x)][ηs(x + x0)−Eαηs(x + x0)], ε ↓ 0,
is, with respect to time t , a Brownian motion plus linear drift. The variance of the Brownian
motion and the coefficient of the linear drift (bulk diffusion coefficient) do of course depend on
H as well as the level of asymmetry of the process. We remark that the drift vanishes in the
symmetric subcase.
As a matter of fact the order of divergence of (1) is different in dimension d = 1. Although
we cannot quote a paper it seems to be common knowledge that it is ε−3/2 in the symmetric case.
The order of divergence in the asymmetric case is only conjectured: it is supposed to be ε−4/3
(see [2]), thus lower than in the symmetric case. However, the corresponding limit theorems have
not been proven, neither in the symmetric nor in the asymmetric case.
In this paper we deal with the symmetric case in dimension d = 1 and show the limit theorem
for the quadratic fluctuations
ε
1
2
∑
x∈Z
H(εx)[ηsyms (x)− Eαηsyms (x)][ηsyms (x + x0)− Eαηsyms (x + x0)], s ≥ 0,
where the drift correction vsε can be omitted because of symmetry. We also choose α = 1/2 and
use a mean zero setting such that the Eα-terms vanish. Hence our object of interest becomes
V Hε (η
sym
s ) =
√
ε
∑
x∈Z
H(εx)ηsyms (x)η
sym
s (x + x0).
Remark that in our mean zero setting the static compressibility χ = χ(1/2) is equal to one.
If H = G ′ for a fixed test function G then we obtain that
ε3/2
∫ tε−2
0
ds V G
′
ε (η
sym
s ), ε ↓ 0, (2)
converges in law to a singular functional which formally reads∫ t
0
ds
∫
R
G ′(u)[Ys(u)]2 du (3)
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where Ys, s ≥ 0, is an S ′(R)-valued stationary generalized Ornstein–Uhlenbeck process with
mean zero and covariance
Cov[Ys(G), Ys′(H)] = χ
∫
R
G e|s−s′|∆H du (4)
for 0 ≤ s, s′ < ∞ and G, H ∈ S(R). Here (es∆)s≥0 denotes the semigroup generated by
the one-dimensional Laplacian on R while S ′(R) and S(R) stand for the space of tempered
distributions and the space of rapidly decreasing test functions, respectively.
The Gaussian process Ys, s ≥ 0, is the ε-limit in law of the density fluctuation field√
ε
∑
x∈Z η
sym
sε−2(x)δεx where δεx denotes the Dirac measure concentrated in the point εx
(see [5]). The structure of the limit in (2) follows from Theorem 1 which says that, when
integrating s and summing up x , the local function ηsyms (x)η
sym
s (x + x0) can be replaced by
the square of the empirical density in a small macroscopic box around x if ε is small.
Since Ys is not a function, the rigorous definition of
∫
R G
′(u)[Ys(u)]2du requires taking the
limit (with respect to a weak topology)
lim
N↑∞
∫
R
G ′(u)[Ys ? dN (u)]2 du
where dN is a smooth approximation of the δ-distribution. As explained in [1] the above limit
unfortunately is a singular Hida distribution, hence a very irregular object. This irregularity
complicates the proofs. It is finally compensated by the averaging effect of the time integration
leading to a square integrable limit. If H is an arbitrary test function, that is H = G ′ is not
necessarily true, then further Wick renormalization has to be used, see Theorem 2 below.
Altogether the limit in law of (2) is more precisely described by
lim
N↑∞
∫ t
0
ds
∫
R
G ′(u)[Ys ? dN (u)]2 du
where the limit in N with respect to L2(P) and the time integration cannot be interchanged.
However we can show that the above limit is neither Gaussian nor a martingale in t , see
Theorem 3 below. Furthermore, we verify that it is Ho¨lder continuous in t . The proof of the
continuity rather supports the idea that the limit process is neither locally Lipschitz continuous
nor has locally finite variation in t as being suggested from the notation used in (3). Although we
cannot prove the latter statement we would like to put it forward as a hypothesis.
Finally, the limit theorem for quadratic fluctuations in symmetric simple exclusion in d = 1
is significantly different to the corresponding central limit theorem known in dimensions d ≥ 3.
It does not produce a Gaussian noise and the roughness of the limiting noise is not clear at all:
even though it is a continuous process it is not a martingale, hence its quadratic variation might
still be zero. As mentioned above, the conjectured scaling for quadratic fluctuations in the d = 1
asymmetric case is lower than in the symmetric case. Thus the limiting noise in the asymmetric
case might be very different from the one we found in the symmetric case. The case d = 2
remains open even in the symmetric situation.
2. Notation and results
We consider infinitely many particles moving on Z as symmetric random walks obeying an
exclusion rule. When a particle attempts to jump onto a site occupied by another particle the
jump is suppressed. The movement of these particles starts from a configuration where there is at
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most one particle per site, and we describe such a configuration by η ∈ {−1, 1}Z so that η(x) = 1
if the site x is occupied while η(x) = −1 otherwise.
We must mention here that it is rather common in the literature to denote an empty site by 0
instead of−1. However, our notation allows us to simplify the setting for fluctuation fields insofar
as no means need to be subtracted. Working on {0, 1}Z would only complicate our proofs but it
would not change the results or methods. Furthermore, the results in [3] show that configurations
in {−1, 1}Z are very convenient for approaching Burgers’ equation with exclusion processes.
Restricting ourselves to nearest neighbor symmetric exclusion processes, we model the above
described evolution of particles by a strong Markov–Feller process (ηsyms )s≥0 on a probability
space (Ω ,F,P), of which a generator acts on local functions f : {−1, 1}Z → R as
(Lsym f )(η) = 1
2
∑
x,y∈Z
|x−y|=1
[ f (ηx,y)− f (η)] (5)
where the operation
ηx,y(z) =
η(z) : z 6= x, yη(x) : z = y
η(y) : z = x
exchanges the “spins” at x and y.
For α ∈ [0, 1] denote by να the Bernoulli product measure on {−1, 1}Z satisfying να(η(x) =
1) = α for all x ∈ Z. All those measures are reversible and ergodic for the symmetric simple
exclusion process (see [10]). We emphasize that in our setting, that is working on {−1, 1}Z
instead of {0, 1}Z, some να-related parameters of simple exclusion processes slightly change.
For example, the static compressibility χ = χ(α) now becomes
χ = Varνα [η(0)] =
∫
η(0)2 dνα(η)−
(∫
η(0) dνα(η)
)2
= 4α(1− α).
But if we choose α = 1/2 then we can strongly benefit from the fact that in our setting∫
η(x) dνα(η) = 0 for all x ∈ Z. In what follows we therefore consider the symmetric simple
exclusion process (ηsyms )s≥0 in the equilibrium ν1/2. Other choices of να only complicate the
proofs because the corresponding means must be subtracted.
As discussed in Section 1 we study the behavior in t of
ε3/2
∫ tε−2
0
V Hε (η
sym
s ) ds
if ε is small. We now present our results which are all proved in Section 3. Let
Y εs =
√
ε
∑
x∈Z
η
sym
sε−2(x)δεx , s ≥ 0,
denote the density fluctuation field on diffusive time scale which defines a S ′(R)-valued
stochastic process. Fix an arbitrary nonnegative test function d ∈ S(R) satisfying
supp d = [−1, 1] and
∫
R
d(u) du = 1
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which is used to approximate the identity, i.e.
H = lim
N→∞
∫
R
Nd(N (· − u))H(u) du
especially for all test functions H ∈ S(R). We now abbreviate by :Y εs (dN )2: the S ′(R)-valued
random variable acting on test functions H ∈ S(R) as
:Y εs (dN )2:(H) =
∫
R
[Y εs (Nd(N (· − u)))2 − N‖d‖2L2(R)]H(u) du (6)
which approximates for large N and small ε the Wick-renormalized second power of the density
fluctuation field with respect to the equilibrium ν1/2.
Theorem 1. Fix H ∈ S(R) as well as T > 0. Then
lim
N↑∞ limε↓0 E
(∫ t
0
:Y εs (dN )2: (H) ds − ε3/2
∫ tε−2
0
V Hε (η
sym
s ) ds
)2
= 0
uniformly in t ∈ [0, T ].
Remark 1. (i) This theoremmeans that, when integrating s and summing up x , the local function
η
sym
s (x)η
sym
s (x+ x0) can be replaced, up to Wick renormalization, by the square of the empirical
density in a small macroscopic box around x , i.e.
η
sym
s (x)η
sym
s (x + x0) ∼
εN
2
∑
|x˜−x |≤ 1
εN
η
sym
s (x˜)
2 − εN
2
for small ε and large N . The Wick renormalization of magnitude (εN )/2 compensates side
effects caused by the hard core interaction.
(ii) There is a classical method based on the time evolution of the entropy combined with
multi-scale analysis (see [6,9] for milestones in the development of this method) which is
normally used to prove such a replacement even in the asymmetric case. For exclusion processes,
this method is more difficult to apply in dimensions d = 1, 2 than d ≥ 3. One of the technical
difficulties in our d = 1 case is that η(0)η(1) still is not in the range of (−Lsym)1/2 although∑
x cov1/2[η(0)η(1); η(x)] vanishes. As a consequence, certain correction terms produced in the
framework of this method are harder to control than those in the d ≥ 3 case. We therefore applied
gradient-type estimations on the semigroup generated by the operator given in (5) and did not
follow the classical method. However, it remains an interesting task to prove the same result by
applying a modified version of the classical method. Our method still needs to be tested in the
asymmetric situation.
(iii) From the proof of the theorem it easily follows how the order of divergence of the
space–time variance of any higher order fluctuation field can be calculated. Indeed, we obtain that
E
(∫ ε−2
0
ds
√
ε
∑
x∈Z
H(εx)ηsyms (x)η
sym
s (x + x0) · · · ηsyms (x + xk)
)2
=

O(ε−3) : k = 0
O(−ε−2 log ε) : k = 1
O(ε−2) : k ≥ 2
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where 0 < x0 < · · · < xk are arbitrary integers. We sketch the proof of this statement in Re-
mark 6 in Section 3 after the proof of Theorem 1. As a consequence, denoting the kth order
fluctuation field by V Hk,ε(ηs), ε
3/2 ∫ ε−2
0 ds V
H
k,ε(ηs) converges to zero in quadratic mean for all
k ≥ 1 (Boltzmann–Gibbs principle).
Using Theorem 1 we are now going to identify the limit of ε3/2
∫ tε−2
0 ds V
H
ε (ηs). As already
mentioned in Section 1, if ε tends to zero then the sequence of processes (Y εs )s≥0 converges in
law to a mean zero S ′(R)-valued stationary generalized Ornstein–Uhlenbeck process (Ys)s≥0
on a probability space (Ωµ,Fµ,Pµ). Here µ indicates the stationary distribution of the limit
process. From the covariance given in (4) follows that this stationary distribution is the mean
zero Gaussian white noise measure on S ′(R) with covariance∫
S ′(R)
φ(G)φ(H) µ(dφ) = χ
∫
R
GH du, G, H ∈ S(R). (7)
The convergence in law of the S ′(R)-valued processes (Y εs )s≥0 surely implies the convergence
in law of the random variables∫ t
0
:Y εs (dN )2: (H) ds
ε↓0−→
∫ t
0
:Ys(dN )2: (H) ds, t, H fixed.
Hence, by Theorem 1, showing that the above right-hand side converges in L2(Pµ) to a random
variable AHt if N goes to infinity also results in
ε3/2
∫ tε−2
0
V Hε (η
sym
s ) ds
ε↓0−→ AHt in law.
In order to identify AHt we have to introduce further notation. Let L2(µ) denote the Hilbert
space of square integrable functions on S ′(R) with respect to the stationary measure µ of the
process (Ys)s≥0. Fix a test function H ∈ S(R). Define : φ(dN )2 : (H) for φ ∈ S ′(R) by an
expression similar to (6), only replace Y εs by φ. Then the sequence of functions
S ′(R) 3 φ 7−→ :φ(dN )2: (H), N = 1, 2, . . . ,
is included in L2(µ). But it has not got a limit in L2(µ), neither strongly nor weakly. Nevertheless
the limit
lim
N↑∞
∫
S ′(R)
p(φ):φ(dN )2: (H) µ(dφ)
exists for all p ∈ P where
P = {p : S ′(R) → R|p(φ) = p(φ(H1), . . . , φ(Hn)),
H1, . . . , Hn ∈ S(R), p polynomial, n = 1, 2, . . .}
is obviously dense in L2(µ). As a consequence the limit :φ2: (H) of the sequence
:φ(dN )2: (H), N = 1, 2, . . ., can be defined in a Hilbert space larger than L2(µ) which still
contains P as a dense subset — see [1] for the details. It is called the second generalized Wick-
renormalized power on S ′(R) with respect to µ and it is not a function in φ anymore. The values
〈p, :φ2: (H)〉 def= lim
N↑∞
∫
S ′(R)
p(φ):φ(dN )2: (H) µ(dφ), p ∈ P, (8)
uniquely determine :φ2: (H).
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Remark 2. If the test function H ∈ S(R) satisfies ∫R H du = 0, i.e. if H = G ′ for another test
function G, then the Wick renormalization N‖d‖2L2(R) in (6) disappears and
:φ(dN )2: (G ′) =
∫
R
[φ ? dN (u)]2G ′(u) du, N = 1, 2, . . . .
Hence
:φ2: (G ′) could even be denoted by φ2(G ′), G ∈ S(R),
the latter being used to explain the Burgers-type nonlinearity λφφ′, λ some constant.
We now restrict Pµ to the σ -field FY generated by the process (Ys)s≥0 and consider the
Hilbert space L2(FY ,Pµ) which might be strictly included in L2(Pµ) = L2(Fµ,Pµ). The
domain
D =
{
m∏
k=1
pk(Ysk )
∣∣∣∣∣ p1, . . . , pm ∈ P, 0 ≤ s1 < · · · < sm, m ∈ N?
}
is obviously dense in L2(FY ,Pµ).
Theorem 2. Fix H ∈ S(R) as well as t ≥ 0. Then
lim
N↑∞ Eµ X
∫ t
0
:Ys(dN )2: (H) ds =
∫ t
0
〈Eµ(X |Ys = ·), :φ2: (H)〉 ds
for all X ∈ D.
Remark 3. It has already been discussed in [1] that µ-versions of the above conditional
expectations
S ′(R) 3 φ 7−→ Eµ(X |Ys = φ), s ≥ 0,
are in fact elements in P if X ∈ D, hence 〈Eµ(X |Ys = ·), :φ2: (H)〉 is well defined by (8). The
last expression turns out to be continuous as a function in s, so that the right-hand side of the
equation in Theorem 2 is eventually well defined. We refer to the proof of the theorem for more
details.
Definition 1. Fix H ∈ S(R) as well as t ≥ 0. We denote by AHt the unique element in
L2(FY ,Pµ) satisfying
Eµ XAHt =
∫ t
0
〈Eµ(X |Ys = ·), :φ2: (H)〉 ds
for all X ∈ D. We also write
AHt =
∫ t
0
:Y 2s : (H) ds.
Remark 4. It is not possible to give meaning to AHt =
∫ t
0 :Y 2s : (H) ds by a pathwise Bochner
integral in that Hilbert space larger than L2(µ) where :φ2: (H) actually is defined, since :φ2: (H)
is not a function in φ.
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Proposition 1. Fix H ∈ S(R) as well as t ≥ 0. Then
‖AHt ‖2L2(Pµ) = limN↑∞
∥∥∥∥∫ t
0
:Ys(dN )2: (H) ds
∥∥∥∥2
L2(Pµ)
= 4
∫ t
0
(t − r)
∫
R
∫
R
H(u)H(u′) g2(r, u − u′) dudu′ dr
where g(r, u) denotes the kernel of the semigroup er∆, i.e.
g(r, u) = 1√
4pir
e−
u2
4r , r > 0, u ∈ R.
Remark 5. (i) It easily follows from Theorem 2 and the proof of the above proposition that∫ t
0
:Y 2s : (H) ds = limN↑∞
∫ t
0
:Ys(dN )2: (H) ds in L2(Pµ)
uniformly in t on compact time intervals. However, it is not possible to interchange the limit in
N and the time integration on the above right-hand side since limN↑∞ Eµ[:Ys(dN )2: (H)]2 =
∞, s ≥ 0, as already mentioned. Hence the notation “∫ t0 :Y 2s : (H) ds” has to be read in a rather
formal way.
(ii) The limit
∫ t
0 :Y 2s : (H) ds should not be confused with the Bochner integral∫ t
0
∫
R
[Ys(u)Pµ Ys(u)] H(u) du ds
where the S ′(R)-valued process (Ys)s≥0 is understood as a space–time field Ys(u), s ≥ 0, u ∈ R,
of generalized random variables in the sense of Kondratiev (see [7] for example). The Wick
product on the path space
Ys(u)Pµ Ys(u)
of those generalized random variables is sometimes denoted by :Ys(u)2:, too. However,
straightforward calculations reveal that
Eµ
(∫ t
0
∫
R
[Ys(u)Pµ Ys(u)] H(u) du ds
)2
= ∞
for all t ≥ 0. Thus this Bochner integral describes an object different from our limit∫ t
0 :Y 2s : (H) ds which is rather related to a Wick product on the state space.
Proposition 2. For each H ∈ S(R), there exists a continuous modification of the process
(AHt )t≥0 which is locally Ho¨lder continuous with exponent no less than 1/4.
We always mean this continuous modification when we refer to the process (AHt )t≥0 in what
follows.
Theorem 3. Fix H ∈ S(R).
(i) The sequence of processes (ε3/2
∫ tε−2
0 V
H
ε (η
sym
s ) ds)t≥0 converges in law to the continuous
process (AHt )t≥0 if ε tends to zero.
(ii) The continuous process (AHt )t≥0 is neither Gaussian nor a martingale.
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3. Proofs
In what follows we denote by ‖H‖p the corresponding norm a test function H takes in
L p(R), 1 ≤ p < ∞. Other norms will be denoted by other more specific sub-indices.
Proof of Theorem 1. Without restricting the generality we assume x0 > 0 through this proof.
Furthermore, it is easy to see that we can restrict ourselves to functions H ∈ S(R) with compact
support. Fix such a test function as well as t ∈ [0, T ]. For s ∈ [0, t] we have that
:Y εs (dN )2: (H) =
∫ (√ε∑
x∈Z
Nd(N (εx − u))ηsymsε−2(x)
)2
− N‖d‖22
 H(u) du
=
∫ ∑
x∈Z
η
sym
sε−2(x)Nd(N (εx − u))I (ε, N , u, s) H(u) du
− N‖d‖22
∫
H(u) du
where
I (ε, N , u, s) =
∑
x˜∈Z
εNd(N (εx˜ − u))ηsymsε−2(x˜).
Lemma 1.
lim
N↑∞ limε↓0 E
(∫ t
0
[
:Y εs (dN )2: (H)+ N‖d‖22
∫
H(u) du
−
∑
x∈Z
H(εx)ηsymsε−2(x)
∫
Nd(N (εx − u))I (ε, N , u, s) du
]
ds
)2
= 0
uniformly in t ∈ [0, T ].
Because of the above lemma which will be shown after this proof we only have to investigate the
limN↑∞ limε↓0 of
E
(∫ t
0
:Y εs (dN )2: (H) ds − ε3/2
∫ tε−2
0
V Hε (η
sym
s ) ds
)2
= E
(∫ t
0
∑
x∈Z
H(εx)ηsymsε−2(x)
∫
Nd(N (εx − u))[I (ε, N , u, s)− ηsymsε−2(x + x0)]duds
− t N‖d‖22
∫
H(u) du
)2
= E
(∫ t
0
∑
x∈Z
H(εx)ηsymsε−2(x)
∫
Nd(N (εx − u))[I (ε, N , u, s)− ηsymsε−2(x + x0)]duds
)2
− 2E
∫ t
0
∑
x∈Z
H(εx)ηsymsε−2(x)
∫
Nd(N (εx − u))[I (ε, N , u, s)− ηsymsε−2(x + x0)]duds
· t N‖d‖22
∫
H(u) du + t2N 2‖d‖42
(∫
H(u) du
)2
.
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But,
E
∫ t
0
∑
x∈Z
H(εx)ηsymsε−2(x)
∫
Nd(N (εx − u))[I (ε, N , u, s)− ηsymsε−2(x + x0)]duds
= t
∑
x∈Z
H(εx)
∫
Nd(N (εx − u))
∑
x˜∈Z
εNd(N (εx˜ − u))du
∫
η(x)η(x˜) dν1/2(η)− 0
= t N‖d‖22
∑
x∈Z
εH(εx)
ε↓0−→ t N‖d‖22
∫
H(u) du
because the stationary measure ν1/2 is a product measure. Hence we need to prove that
lim
N↑∞ limε↓0
[
E
(∫ t
0
∑
x∈Z
H(εx)ηsymsε−2(x)
×
∫
Nd(N (εx − u))[I (ε, N , u, s)− ηsymsε−2(x + x0)]duds
)2
− t2N 2‖d‖42
(∫
H(u) du
)2]
= 0 (9)
uniformly in t ∈ [0, T ]. At first we remark that
E
(∫ t
0
∑
x∈Z
H(εx)ηsymsε−2(x)
∫
Nd(N (εx − u))[I (ε, N , u, s)− ηsymsε−2(x + x0)]duds
)2
= E
(
ε2
∫ tε−2
0
∑
x∈Z
H(εx)ηsyms (x)
∫
Nd(N (εx − u))
× [I (ε, N , u, sε2)− ηsyms (x + x0)]duds
)2
= ε4
∫ tε−2
0
ds
∫ tε−2
0
ds′
∑
x,x ′∈Z
H(εx)H(εx ′)
×
∫
du Nd(N (εx − u))
∫
du′ Nd(N (εx ′ − u′))
×E ηsyms (x)[I (ε, N , u, sε2)− ηsyms (x + x0)]
× ηsyms′ (x ′)[I (ε, N , u′, s′ε2)− ηsyms′ (x ′ + x0)].
In order to show (9) we can replace the last expectation by
E ηsyms (x)
∑
x˜∈Z
εNd(N (εx˜ − u))[ηsyms (x˜)− ηsyms (x + x0)]
× ηsyms′ (x ′)
∑
xˆ∈Z
εNd(N (εxˆ − u′))[ηsyms′ (xˆ)− ηsyms′ (x ′ + x0)]
because∑
x˜∈Z
εNd(N (εx˜ − u))− 1 resp.
∑
xˆ∈Z
εNd(N (εxˆ − u′))− 1
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are both O(εκ), κ arbitrarily large. The involved constants might depend on N which would not
affect our argument since limε↓0 is the first limit to be taken in (9). Therefore, if ε tends to zero
then
E ηsyms (x)[I (ε, N , u, sε2)− ηsyms (x + x0)]ηsyms′ (x ′)[I (ε, N , u′, s′ε2)− ηsyms′ (x ′ + x0)]
can be replaced by∑
x˜,xˆ∈Z
εNd(N (εx˜ − u))εNd(N (εxˆ − u′))
·
∫
η(x)[η(x˜)− η(x + x0)] T syms−s′ η(x ′)[η(xˆ)− η(x ′ + x0)] dν1/2(η)
for s ≥ s′ in particular applying the Markov property of the process (ηsyms )s≥0. Here (T symr )r≥0
denotes the corresponding transition semigroup on L2({−1, 1}Z, ν1/2).
Substituting the above expression we have to understand the limN↑∞ limε↓0 of
2ε4
∫ tε−2
0
ds
∫ s
0
dr
∑
x,x ′∈Z
H(εx)H(εx ′)
∫
du Nd(N (εx − u))
∫
du′ Nd(N (εx ′ − u′))
×
∑
x˜,xˆ∈Z
εNd(N (εx˜ − u))εNd(N (εxˆ − u′))
×
∫
η(x)[η(x˜)− η(x + x0)] T symr η(x ′)[η(xˆ)− η(x ′ + x0)] dν1/2(η). (10)
Fixing r ≥ 0 we calculate all possible values of the terms
T1(r) =
∫
η(x)η(x˜) T symr η(x ′)η(xˆ) dν1/2(η),
T2(r) =
∫
η(x)η(x + x0) T symr η(x ′)η(xˆ) dν1/2(η),
T3(r) =
∫
η(x)η(x˜) T symr η(x ′)η(x ′ + x0) dν1/2(η),
T4(r) =
∫
η(x)η(x + x0) T symr η(x ′)η(x ′ + x0) dν1/2(η),
depending on x, x ′, x˜, xˆ ∈ Z. Since ν1/2 is a Bernoulli product measure on {−1, 1}Z and
T symr 1 = 1, Lemma 2(i) in the Appendix implies the following table:
e−4r ∑∞n=0
(4r)n/n!
T1(r) T2(r) T3(r) T4(r)
x = x˜, x ′ = xˆ 1 0 0 pn([x ′, x ′ + x0], [x, x + x0])
x < x˜, x ′ = xˆ 0 0 pn([x ′, x ′+x0], [x, x˜]) pn([x ′, x ′ + x0], [x, x + x0])
x > x˜, x ′ = xˆ 0 0 pn([x ′, x ′+x0], [x˜, x]) pn([x ′, x ′ + x0], [x, x + x0])
x = x˜, x ′ < xˆ 0 pn([x ′, xˆ], [x, x+x0]) 0 pn([x ′, x ′ + x0], [x, x + x0])
x = x˜, x ′ > xˆ 0 pn([xˆ, x ′], [x, x+x0]) 0 pn([x ′, x ′ + x0], [x, x + x0])
x < x˜, x ′ < xˆ pn([x ′, xˆ], [x, x˜]) pn([x ′, xˆ], [x, x+x0]) pn([x ′, x ′+x0], [x, x˜]) pn([x ′, x ′ + x0], [x, x + x0])
x > x˜, x ′ < xˆ pn([x ′, xˆ], [x˜, x]) pn([x ′, xˆ], [x, x+x0]) pn([x ′, x ′+x0], [x˜, x]) pn([x ′, x ′ + x0], [x, x + x0])
x < x˜, x ′ > xˆ pn([xˆ, x ′], [x, x˜]) pn([xˆ, x ′], [x, x+x0]) pn([x ′, x ′+x0], [x, x˜]) pn([x ′, x ′ + x0], [x, x + x0])
x > x˜, x ′ > xˆ pn([xˆ, x ′], [x˜, x]) pn([xˆ, x ′], [x, x+x0]) pn([x ′, x ′+x0], [x˜, x]) pn([x ′, x ′ + x0], [x, x + x0])
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Here the sixth entry below T1(r) means that
T1(r) = e−4r
∞∑
n=0
(4r)n
n! pn([x
′, xˆ], [x, x˜]) if x < x˜, x ′ < xˆ;
the other entries are understood analogously.
The above table suggests we consider 9 cases of how x, x ′, x˜, xˆ ∈ Z relate to each other.
It turns out that one should differ between case 1, cases 2–5 and cases 6–9. So we split the
expression given by (10) into
S1(t, ε, N )+ S2−5(t, ε, N )+ S6−9(t, ε, N )
such that the structure of each subsum still coincides with the structure given by (10) but
the subsums are taken over those x, x ′, x˜, xˆ belonging to the corresponding cases of relations
between them.
We shall show
lim
N↑∞ limε↓0
∣∣∣∣∣S1(t, ε, N )− t2N 2‖d‖42
(∫
H(u) du
)2∣∣∣∣∣ = 0 (11)
as well as
lim
N↑∞ limε↓0|S2−5(t, ε, N )+ S6−9(t, ε, N )| = 0 (12)
uniformly in t ∈ [0, T ] which justifies (9), hence ending the proof of the theorem.
At first we deal with (11). Here S1(t, ε, N ) becomes
2ε4N 2
∫ tε−2
0
ds
∫ s
0
dr
∑
x,x ′∈Z
ε2H(εx)H(εx ′)
∫
du Nd2(N (εx − u))
×
∫
du′ Nd2(N (εx ′ − u′))[1+ T4(r)]
where T4(r) depends on x, x ′ as explained by the above table. Obviously∫
du Nd2(N (εx − u))
∫
du′ Nd2(N (εx ′ − u′)) = ‖d‖42
for all x, x ′ ∈ Z, hence
S1(t, ε, N ) = t2N 2‖d‖42
(∑
x∈Z
εH(εx)
)2
+ 2ε6N 2‖d‖42
∫ tε−2
0
ds
∫ s
0
dr
∑
x,x ′∈Z
H(εx)H(εx ′)T4(r).
Therefore, (11) holds true if limN↑∞ limε↓0 of the above right-hand side’s second summand
vanishes. But
T4(r) = e−4r
∞∑
n=0
(4r)n
n! pn([x
′, x ′ + x0], [x, x + x0])
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where∑
x∈Z
pn([x ′, x ′ + x0], [x, x + x0]) ≤ 1
for all x ′ ∈ Z and n ≥ 0. Since the support of H is compact, only those x ′ ∈ Z satisfying
−cH/ε ≤ x ′ ≤ cH/ε, cH being a constant independent of ε, N ,
have to be taken into account. Thus∣∣∣∣∣2ε6N 2‖d‖42
∫ tε−2
0
ds
∫ s
0
dr
∑
x,x ′∈Z
H(εx)H(εx ′)T4(r)
∣∣∣∣∣
≤ 2ε6N 2‖d‖42 ‖H‖2∞
∫ tε−2
0
ds
∫ s
0
dr e−4r
×
∞∑
n=0
(4r)n
n!
cH /ε∑
x ′=−cH /ε
1 = 2cHεN 2‖d‖42‖H‖2∞ · t2
and (11) holds true because limε↓0 has to be taken first. Remark that the above estimations are
uniform in t ∈ [0, T ].
In order to verify (12) we next show that
lim
N↑∞ limε↓0 |S2−5(t, ε, N )| = 0 (13)
uniformly in t ∈ [0, T ]. When expanding |S2−5(t, ε, N )| we apply the rather rough inequality
|T1(r)− T2(r)− T3(r)+ T4(r)| ≤ |T1(r)| + |T2(r)| + |T3(r)| + |T4(r)|
so that the problem comes down to further estimating the summands |Ti (r)|, i = 1, . . . , 4 in
all the relevant cases given by our table separately. But we only treat the first of these relevant
cases, which is |T3(r)| for x < x˜, x ′ = xˆ , as an example case; the other cases can be delt with in
exactly the same way. In this example case we only need to show that the corresponding limit of
2ε6N 2‖H‖2∞‖d‖2∞
∑
|x |≤ cH
ε
∑
|x ′|≤ cH
ε
∑
x<x˜
∫ tε−2
0
ds
×
∫ s
0
dr e−4r
∞∑
n=0
(4r)n
n! pn([x
′, x ′ + x0], [x, x˜])
vanishes uniformly in t ∈ [0, T ] because for all ε, N , x, x ′∫
du Nd(N (εx − u)) =
∫
du′ Nd(N (εx ′ − u′)) = 1.
For the two-dimensional random walk described in Lemma 2 it clearly holds that∑
x<x˜
pn([x ′, x ′ + x0], [x, x˜]) ≤ c/
√
n, n ≥ 1,
uniformly in x, x ′. Hence we only have to verify
lim
N↑∞ limε↓0 ε
4N 2
∫ tε−2
0
ds
∫ 4s
0
dr e−r
(
1+ c
∞∑
n=1
rn√
n n!
)
= 0.
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The above time integral can easily be dominated up to constants by∫ tε−2
0
ds
∫ 4s
0
dr/
√
r = O(ε−3)
uniformly in t ∈ [0, T ]. Hence the wanted limit is zero because limε↓0 has to be taken first.
We finish the proof of the theorem by showing that
lim
N↑∞ limε↓0|S6−9(t, ε, N )| = 0 (14)
uniformly in t ∈ [0, T ]. Here S6−9(t, ε, N ) is insofar different from both S1(t, ε, N ) and
S2−5(t, ε, N ) as the subsums for T1(r), T2(r), T3(r), T4(r) cannot be estimated separately. In
fact, subsums for T1(r)− T2(r) and −T3(r)+ T4(r), respectively, have to be taken into account
which involves estimating differences. However, by symmetry, it suffices to show the calculations
only for T1(r)− T2(r) in the case x < x˜, x ′ < xˆ . Hence we only calculate the limN↑∞ limε↓0 of∣∣∣∣∣2ε4
∫ tε−2
0
ds
∫ s
0
dr
∑
x,x ′∈Z
H(εx)H(εx ′)
×
∫
du Nd(N (εx − u))
∫
du′ Nd(N (εx ′ − u′))
×
∑
x<x˜
∑
x ′<xˆ
εNd(N (εx˜ − u))εNd(N (εxˆ − u′))
× e−4r
∞∑
n=0
(4r)n
n! (pn([x
′, xˆ], [x, x˜])− pn([x ′, xˆ], [x, x + x0]))
∣∣∣∣∣
≤ 2ε6N 2‖H‖2∞‖d‖2∞
∫ tε−2
0
ds
∫ s
0
dr
∑
|x |≤ cH
ε
∑
|x ′|≤ cH
ε
x+ 2
εN∑
x˜=x+1
x ′+ 2
εN∑
xˆ=x ′+1
× e−4r
∞∑
n=0
(4r)n
n! |pn([x
′, xˆ], [x, x˜])− pn([x ′, xˆ], [x, x + x0])| (15)
where the upper limits of the summations over x˜ and xˆ follow from supp d = [−1, 1].
Fix x ′, xˆ ∈ Z such that x ′ < xˆ as well as n ≥ 1 and N ≥ 1. Furthermore assume that ε is
already so small that at least |x0| ≤ 1εN . Then
∑
x∈Z
x+ 2
εN∑
x˜=x+1
|pn([x ′, xˆ], [x, x˜])− pn([x ′, xˆ], [x, x + x0])| ≤ 2
εN
(
c1
n εN
∧ c2√
n
)
for constants c1, c2 which do not depend on x ′, xˆ . The latter can be seen as follows. The
summation over x˜ involves 2
εN summands which is the first factor of the bound. The boundc1
n εN is the gradient estimate of the n-step transition probability of a one-dimensional standard
symmetric random walk if the difference of the arguments |x˜ − (x + x0)| is of the order of 1εN ,
while c2√n just bounds the n-step transition probability of a one-dimensional standard symmetric
random walk. The summation over x finally allows us to reduce the dimension to one. Remark
that it is standard in random walk theory to estimate transition probabilities pn(·, ·) as described
in Lemma 2 by those of standard symmetric random walks if n is large.
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Applying the above bound we further estimate (15) by
cd,H · ε3
∫ tε−2
0
ds
∫ 4s
0
dr e−r
(
1+
∞∑
n=1
rn
n!
[
1
n εN
∧ 1√
n
])
≤ cd,H tε
∫ 4tε−2
0
dr e−r
(
1+
∞∑
n=1
rn
n!
[
1
n εN
∧ 1√
n
])
for some constant cd,H only depending on d and H . If 0 < α < 1 then the last term is dominated
by
cd,H tε
∫ 4tε−2
0
dr e−r
1+
ε−2/Nα∑
n=1
rn√
n n! +
∑
n> ε
−2
Nα
rn
n! n εN

where obviously
lim
ε↓0 tε
∫ 4tε−2
0
dr e−r = 0
uniformly in t ∈ [0, T ].
We now prove that the remaining two parts converge to zero uniformly in ε and t ∈ [0, T ]
when N tends to infinity which eventually implies (14). At first
t
N
∫ 4tε−2
0
dr e−r
∑
n> ε
−2
Nα
rn
n! n ≤
tε2Nα
N
∫ 4tε−2
0
dr e−r
∞∑
n=0
rn
n! =
4t2Nα
N
since
1
n
≤ ε2Nα if n > ε
−2
Nα
.
Finally
tε
∫ 4tε−2
0
dr e−r
ε−2/Nα∑
n=1
rn√
n n! ≤ tε
ε−2/Nα∑
n=1
1√
n
≤ 2t
N
α
2
. 
Proof of Lemma 1. From the first two identities of the previous proof it is clear that
lim
N↑∞ limε↓0 E
(∫ t
0
∑
x∈Z
η
sym
sε−2(x)
∫
Nd(N (εx − u))
× I (ε, N , u, s)[H(u)− H(εx)] duds
)2
= 0
uniformly in t ∈ [0, T ] has to be verified. Similar to that proof, the last expectation can be
expanded into
2ε4
∫ tε−2
0
ds
∫ s
0
dr
∑
x,x ′∈Z
∫
du Nd(N (εx − u))
∫
du′ Nd(N (εx ′ − u′))
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×[H(u)− H(εx)][H(u′)− H(εx ′)]
×
∑
x˜,xˆ∈Z
εNd(N (εx˜ − u))εNd(N (εxˆ − u′))
∫
η(x)η(x˜) T symr η(x ′)η(xˆ) dν1/2(η)
where the sums can again be restricted to −cH/ε ≤ x, x ′ ≤ cH/ε resp. |x − x˜ | ≤ 2/(εN ) as
well as |x ′ − xˆ | ≤ 2/(εN ). A further consequence of supp d = [−1, 1] is
|[H(u)− H(εx)][H(u′)− H(εx ′)]| ≤ 1
N 2
‖H ′‖2∞
in the above expression which therefore can be estimated by
2ε6‖d‖2∞‖H ′‖2∞
cH /ε∑
x,x ′=− cH
ε
∑
|x−x˜ |≤ 2
εN
∑
|x ′−xˆ |≤ 2
εN
∫ tε−2
0
ds
∫ s
0
dr
×
∣∣∣∣∫ η(x)η(x˜) T symr η(x ′)η(xˆ) dν1/2(η)∣∣∣∣ .
Applying Lemma 2 as in the proof of (13) yields∑
x˜ 6=x
∣∣∣∣∫ η(x)η(x˜) T symr η(x ′)η(xˆ) dν1/2(η)∣∣∣∣ ≤ const/√r
for all x, x ′, xˆ ∈ Z. Hence there is a constant cd,H only depending on d and H such that
E
(∫ t
0
∑
x∈Z
η
sym
sε−2(x)
∫
Nd(N (εx − u))I (ε, N , u, s)[H(u)− H(εx)] duds
)2
≤ cd,H ε3N−1
∫ tε−2
0
ds
∫ s
0
dr/
√
r .
But the latter time integral is O(ε−3) uniformly in t ∈ [0, T ], thus taking limN↑∞ after limε↓0
finishes the proof of the lemma. 
Remark 6. Expanding
E
(∫ ε−2
0
ds
√
ε
∑
x∈Z
H(εx)ηsyms (x)η
sym
s (x + x0) · · · ηsyms (x + xk)
)2
as in the above proof we find the upper bound
const · ‖H‖∞‖H‖1
∑
x∈Z
∫ ε−2
0
ds
∫ s
0
dr
∣∣∣∣∫ η(x)η(x + x0) · · · η(x + xk)
× T symr η(0)η(x0) · · · η(xk) dν1/2(η)
∣∣∣∣
since ε
∑
x ′∈Z |H(εx ′)| converges to ‖H‖1 if ε tends to zero. The statement in Remark 1(iii) now
follows because∑
x∈Z
∣∣∣∣∫ η(x)η(x + x0) · · · η(x + xk) T symr η(0)η(x0) · · · η(xk) dν1/2(η)∣∣∣∣ = O(r− k+12 )
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if r is large. In fact, in the case k = 0, the latter was derived from the properties of the two-
dimensional random walk describing T symr (see Lemma 2). By the similarity of argument, for
the case k ≥ 1, it suffices to mention that the corresponding random walk describing T symr is
(k + 2)-dimensional.
Proof of Theorem 2. Fix H ∈ S(R), X ∈ D as well as t ≥ 0. The definition in (8) yields∫ t
0
〈Eµ(X |Ys = ·), :φ2: (H)〉 ds =
∫ t
0
lim
N↑∞
∫
Eµ(X |Ys = φ):φ(dN )2: (H) µ(dφ) ds.
We show that one can interchange the limit in N and the time integration on the above right-hand
side.
Introduce the operator A on S(R) by
AG(x) = − d
2
dx2
G(x)+ (x2 + 1)G(x), x ∈ R.
Its closure (A, D(A)) in L2(R) is a self-adjoint operator with discrete spectrum %i = 2i, i =
1, 2, . . .. Define the norm ‖ · ‖2,1,A on P by
‖p‖22,1,A =
∫
p(Aφ)2 µ(dφ).
Now Proposition 2 in [1] implies that∣∣∣∣∫ Eµ(X |Ys = φ):φ(dN )2: (H) µ(dφ)∣∣∣∣ ≤ ‖Eµ(X |Ys = ·)‖2,1,A · c ∞∑
i=1
%−2i ‖H‖L1(R)
for all s ≥ 0, N = 1, 2, . . . where c > 0 is some constant.
Remark 7. (i) Unfortunately there is a misprint in Proposition 2, [1], which could lead to the
impression that the correct sum in the above inequality should rather be
∑∞
i=1 %2i instead of∑∞
i=1 %
−2
i . Nevertheless,
∑∞
i=1 %
−2
i is right as the proof of Proposition 2 in [1] makes clear.
(ii) The constant c depends on the eigenfunctions ei (x), i = 1, 2, . . ., of the operator A which
are uniformly bounded in i and x (see Section 3 in [1] for the details).
In what follows we estimate ‖Eµ(X |Ys = ·)‖2,1,A uniformly in s ∈ [0, t]. Let∏mk=1 pk(Ysk )
be the concrete form of X ∈ D. Fix s ∈ [0, t] and assume
sk0−1 ≤ s ≤ sk0 for some 1 ≤ k0 ≤ m + 1
where s0 := 0 and sm+1 := ∞ by agreement. We can then decompose
Eµ(X |Ys = φ) = Eµ
(∏
sk>s
pk(Ysk )|Ys = φ
)
Eµ
(∏
sk≤s
pk(Ysk )|Ys = φ
)
by the Markov property of the process (Ys)s≥0. There is even an Ornstein–Uhlenbeck semigroup
(T OUs )s≥0 of symmetric bounded operators on L2(µ) such that
Eµ
(∏
sk>s
pk(Ysk )|Ys = ·
)
= T OUsk0−s[pk0T
OU
sk0+1−sk0 [. . . [pm−1T
OU
sm−sm−1pm] . . .]] µ-a.s.
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if k0 ≤ m, and
Eµ
(∏
sk≤s
pk(Ysk )|Ys = ·
)
= T OUs−sk0−1 [pk0−1T
OU
sk0−1−sk0−2 [. . . [p2T
OU
s2−s1p1] . . .]] µ-a.s.
if k0 ≥ 2. This semigroup can explicitly be given on P by Mehler’s formula, i.e.
T OUs p(φ) =
∫
p(es∆φ +
√
I d − e2s∆ φ˜) µ(dφ˜), s ≥ 0,
see [12] and the references therein. Thus, subsequently applying Mehler’s formula, there exist
pX,k0 ∈ P and pˆX,k0 ∈ P which in particular depend on sk0 , . . . , sm and s1, . . . , sk0−1 such that
Eµ
(∏
sk>s
pk(Ysk )|Ys = ·
)
=
{
T OUsk0−spX,k0 if k0 ≤ m µ-a.s.
1 else
and
Eµ
(∏
sk≤s
pk(Ysk )|Ys = ·
)
=
{
T OUs−sk0−1 pˆX,k0 if k0 ≥ 2 µ-a.s.
1 else
respectively. Hence Eµ(X |Ys = ·) ∈ P and, only dealing with the more involved case
2 ≤ k0 ≤ m, we find that
‖Eµ(X |Ys = ·)‖22,1,A =
∫
[T OUsk0−spX,k0(Aφ)T
OU
s−sk0−1 pˆX,k0(Aφ)]
2 µ(dφ)
=
∫ [∫
pX,k0(e
(sk0−s)∆Aφ +
√
I d − e2(sk0−s)∆ φ˜) µ(dφ˜)
×
∫
pˆX,k0(e
(s−sk0−1)∆Aφ +
√
I d − e2(s−sk0−1)∆ φ˜) µ(dφ˜)
]2
µ(dφ).
From (7) it follows that the above integral can be estimated by an expression of type
pX,k0(
√
(sk0 − s)2 + 1,
√
(s − sk0−1)2 + 1), pX,k0 a polynomial.
In fact the Gaussian integration comes down to a finite linear combination of monomials in
‖Aer∆G‖L2(R) and ‖er¯∆G¯‖L2(R) where r, r¯ ∈ {sk0−s, s−sk0−1} and G, G¯ ∈ S(R) run through
a finite collection of test functions in S(R) and
‖Aer∆G‖2L2(R) + ‖er¯∆G¯‖2L2(R) ≤ cG,G¯(r2 + 1)
by the properties of A and the heat semigroup.
Altogether the sequence of functions s 7→ ∫ Eµ(X |Ys = φ):φ(dN )2: (H) µ(dφ), N ≥ 1, is
dominated by a continuous function in s, thus∫ t
0
〈Eµ(X |Ys = ·), :φ2: (H)〉 ds = lim
N↑∞
∫ t
0
∫
Eµ(X |Ys = φ):φ(dN )2: (H) µ(dφ) ds
by Lebesgue’s theorem. Eventually∫ t
0
∫
Eµ(X |Ys = φ):φ(dN )2: (H) µ(dφ) ds = EµX
∫ t
0
:Ys(dN )2: (H) ds
finishing the proof of the theorem. 
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Proof of Proposition 1. Fix H ∈ S(R) as well as t ≥ 0. Writing the square of an integral as a
double integral and applying Fubini’s theorem yields
Eµ
(∫ t
0
:Ys(dN )2: (H) ds
)2
= 2
∫ t
0
dr (t − r)
∫
:φ(dN )2: (H) T OUr :φ(dN )2: (H) µ(dφ). (16)
Here (T OUr )r≥0 again denotes the Ornstein–Uhlenbeck semigroup introduced in the proof of
Theorem 2. By Mehler’s formula
T OUr :φ(dN )2: (H) =
∫
du′ H(u′) T OUr [φ(Nd(N (· − u′)))2 − N‖d‖22]
=
∫
du′ H(u′)
∫ [
φ(er∆Nd(N (· − u′)))
+ φ˜(
√
I d − e2r∆Nd(N (· − u′)))
]2
µ(dφ˜)−
∫
du′ H(u′) N‖d‖22
where (7) gives
φ(er∆Nd(N (· − u′)))2 + ‖
√
I d − e2r∆Nd(N (· − u′))‖22︸ ︷︷ ︸
N‖d‖22−‖er∆Nd(N (·−u′))‖22
for the integral against µ(dφ˜). Hence the
∫
du′ H(u′) N‖d‖22- term in the above expansion of
T OUr :φ(dN )2: (H) cancels and the Gaussian integral against µ(dφ) in (16) simplifies to∫
du H(u)
∫
du′ H(u′)
∫
[φ(Nd(N (· − u)))2 − N‖d‖22]
×[φ(er∆Nd(N (· − u′)))2 − ‖er∆Nd(N (· − u′))‖22]µ(dφ)
= 2
∫
du H(u)
∫
du′ H(u′)
[∫
dv Nd(N (v − u))
×
∫
g(r, v − v′)Nd(N (v′ − u′)) dv′
]2
= 2
∫
du H(u)
∫
du′ H(u′)
[∫ ∫
d(v) g
(
r, u − u′ + 1
N
v − 1
N
v′
)
d(v′) dvdv′
]2
.
The latter integral is easily estimated uniformly in N by constant/
√
r if r ∈ (0, t]. Thus, when
taking the limN↑∞ of (16), this limit and the time integration can be interchanged. But
lim
N↑∞
∫
du H(u)
∫
du′ H(u′)
[∫ ∫
d(v) g
(
r, u − u′ + 1
N
v − 1
N
v′
)
d(v′) dvdv′
]2
=
∫
du H(u)
∫
du′ H(u′)
[∫ ∫
d(v)
× lim
N↑∞ g
(
r, u − u′ + 1
N
v − 1
N
v′
)
d(v′) dvdv′
]2
=
∫ ∫
H(u)H(u′) g2(r, u − u′) dudu′ (17)
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because
∫
d(v) dv = 1 which eventually justifies that
limN↑∞
∥∥∥∥∫ t
0
:Ys(dN )2: (H) ds
∥∥∥∥2
L2(Pµ)
= 4
∫ t
0
(t − r)
×
∫
R
∫
R
H(u)H(u′) g2(r, u − u′) dudu′ dr.
As a consequence we can conclude from Theorem 2 that
∫ t
0 :Ys(dN )2: (H) ds converges to
AHt weakly in L2(Pµ). Hence
‖AHt ‖L2(Pµ) = sup‖X‖L2(Pµ)=1
Eµ XAHt = sup‖X‖L2(Pµ)=1
lim
N↑∞Eµ X
∫ t
0
:Ys(dN )2: (H) ds
which implies
lim sup
M↑∞
lim
N↑∞Eµ
∫ t
0
:Ys(dM )2: (H) ds
∫ t
0
:Ys(dN )2: (H) ds
≤ ‖AHt ‖L2(Pµ)
√
4
∫ t
0
(t − r)
∫
R
∫
R
H(u)H(u′) g2(r, u − u′) dudu′ dr .
Furthermore
‖AHt ‖L2(Pµ) ≤ limN↑∞
∥∥∥∥∫ t
0
:Ys(dN )2: (H) ds
∥∥∥∥
L2(Pµ)
also by the weak convergence, thus the proof of the proposition is complete if we can show that
lim sup
M↑∞
lim
N↑∞Eµ
∫ t
0
:Ys(dM )2: (H) ds
∫ t
0
:Ys(dN )2: (H) ds
= 4
∫ t
0
(t − r)
∫
R
∫
R
H(u)H(u′) g2(r, u − u′) dudu′ dr.
However the above equality is obtained by only slightly modifying the first part of the present
proof. Going through all the similar steps, the crucial limit in (17) would only change to
lim
M↑∞ limN↑∞ g
(
r, u − u′ + 1
M
v − 1
N
v′
)
leading to the same result. 
Proof of Proposition 2. Fix H ∈ S(R). By the well-known Kolmogorov–Cˇentsov theorem we
only have to show that
Eµ|AHt2 −AHt1 |2 ≤ C |t2 − t1|3/2, 0 ≤ t1 < t2 < ∞,
for some constant C . But, from the proof of Proposition 1, we know that
Eµ|AHt2 −AHt1 |2 = 4
∫ t2
t1
(t2 − r)
∫
R
∫
R
H(u)H(u′) g2(r, u − u′) dudu′ dr
which can easily be estimated by√
2
pi
‖H‖1 ‖H‖∞
∫ t2
t1
(t2 − r)√
r
dr.
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However∫ t2
t1
(t2 − r)√
r
dr = 2 t2(√t2 −√t1)− 23 (t
3/2
2 − t3/21 )
≤ 2 (√t2 −√t1)(t2 − t1)
and the proposition follows. 
Proof of Theorem 3. (i) Fix H ∈ S(R), T > 0 as well as a signed measure m on [0, T ] of finite
variation. It suffices to show that
lim
ε↓0
∣∣∣∣∣Eµ exp
{
i
∫ T
0
AHt dm(t)
}
− E exp
{
i
∫ T
0
[
ε3/2
∫ tε−2
0
V Hε (η
sym
s ) ds
]
dm(t)
}∣∣∣∣∣ = 0
where∣∣∣∣∣Eµ exp
{
i
∫ T
0
AHt dm(t)
}
− E exp
{
i
∫ T
0
[
ε3/2
∫ tε−2
0
V Hε (η
sym
s ) ds
]
dm(t)
}∣∣∣∣∣
≤
∣∣∣∣Eµ exp{i ∫ T
0
AHt dm(t)
}
− Eµ exp
{
i
∫ T
0
∫ t
0
:Ys(dN )2: (H) ds dm(t)
}∣∣∣∣
+
∣∣∣∣Eµ exp{i ∫ T
0
∫ t
0
:Ys(dN )2: (H) ds dm(t)
}
− E exp
{
i
∫ T
0
∫ t
0
:Y εs (dN )2: (H) ds dm(t)
}∣∣∣∣
+
∣∣∣∣∣E exp
{
i
∫ T
0
∫ t
0
:Y εs (dN )2: (H) ds dm(t)
}
− E exp
{
i
∫ T
0
[
ε3/2
∫ tε−2
0
V Hε (η
sym
s ) ds
]
dm(t)
}∣∣∣∣∣
for all N ≥ 1. Of course, m is the difference of two finite Borel measures m1 and m2 on [0, T ]
and we define |m| to be m1 + m2. Hence∣∣∣∣∣Eµ exp
{
i
∫ T
0
AHt dm(t)
}
− E exp
{
i
∫ T
0
[
ε3/2
∫ tε−2
0
V Hε (η
sym
s ) ds
]
dm(t)
}∣∣∣∣∣
≤ √2
∫ T
0
∥∥∥∥AHt − ∫ t
0
:Ys(dN )2: (H) ds
∥∥∥∥
L2(Pµ)
d|m|(t)
+
∣∣∣∣Eµ exp{i ∫ T
0
∫ t
0
:Ys(dN )2: (H) ds dm(t)
}
− E exp
{
i
∫ T
0
∫ t
0
:Y εs (dN )2: (H) ds dm(t)
}∣∣∣∣
+√2
∫ T
0
∥∥∥∥∥
∫ t
0
:Y εs (dN )2: (H) ds − ε3/2
∫ tε−2
0
V Hε (η
sym
s ) ds
∥∥∥∥∥
L2(P)
d|m|(t)
for all N ≥ 1.
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Fix δ > 0 and choose N0 sufficiently large such that
√
2
∫ T
0
∥∥∥∥AHt − ∫ t
0
:Ys(dN0)2: (H) ds
∥∥∥∥
L2(Pµ)
d|m|(t) < δ/3
as well as
√
2
∫ T
0
∥∥∥∥∥
∫ t
0
:Y εs (dN0)2: (H) ds − ε3/2
∫ tε−2
0
V Hε (η
sym
s ) ds
∥∥∥∥∥
L2(P)
d|m|(t) < δ/3
for all ε < εN0 . Remark that the latter is justified by Remark 5(i) and Theorem 1. Finally there is
an ε˜N0 > 0 such that∣∣∣∣Eµ exp{i ∫ T
0
∫ t
0
:Ys(dN0)2: (H) ds dm(t)
}
− E exp
{
i
∫ T
0
∫ t
0
:Y εs (dN0)2: (H) ds dm(t)
}∣∣∣∣ < δ/3
for all ε < ε˜N0 since (Y
ε
s )s≥0 converges in law to (Ys)s≥0 if ε tends to zero (cf. Section 1).
Altogether∣∣∣∣∣Eµ exp
{
i
∫ T
0
AHt dm(t)
}
− E exp
{
i
∫ T
0
[
ε3/2
∫ tε−2
0
V Hε (η
sym
s ) ds
]
dm(t)
}∣∣∣∣∣ < δ
for all ε < min{εN0 , ε˜N0} proving part (i) of the theorem.
(ii) Roughly speakingAHt =
∫ t
0 :Y 2s : (H) ds belongs to the second chaos in L2(FY ,Pµ), thus
it cannot be Gaussian.
To be more precise fix G ∈ S(R) as well as t > 0. Then Y0(G) ∈ D is a centered Gaussian
random variable and Definition 1 yields
EµY0(G)AHt =
∫ t
0
〈T OUs φ(G), :φ2: (H)〉 ds
as in the proof of Theorem 2. By Mehler’s formula
T OUs φ(G) = φ(es∆G)
and performing the Gaussian integration (also compare Lemma 1 in [1]) gives
〈φ(es∆G), :φ2: (H)〉 = 0
for all s ∈ [0, t]. Hence Y0(G) and AHt are uncorrelated since AHt is centered. Indeed
EµAHt =
∫ t
0
〈T OUs 1, :φ2: (H)〉 ds
=
∫ t
0
〈1, :φ2: (H)〉 ds = 0.
Uncorrelated Gaussian random variables are independent which would imply that
EµY0(G)2AHt should be zero
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if AHt was Gaussian. But
EµY0(G)2AHt =
∫ t
0
〈T OUs φ(G)2, :φ2: (H)〉 ds
=
∫ t
0
〈φ(es∆G)2 + ‖G‖22 − ‖es∆G‖22, :φ2: (H)〉 ds
= 2
∫ t
0
∫
R
[es∆G]2H duds
does not vanish for a nicely chosen test function G, hence AHt is not Gaussian.
Finally, if AHt was a martingale in t then EµY0(G)2AHt = EµY0(G)2AH0 and
EµY0(G)2AHt should be zero
leading to the same contradiction. 
Appendix
Lemma 2. Let (T symr )r≥0 denote the semigroup on L2({−1, 1}Z, ν1/2) generated by the closure
of the operator given in (5). Fix r ≥ 0.
(i) If y, y′ ∈ Z such that y < y′ then
T symr η(y)η(y′) = e−4r
∞∑
n=0
(4r)n
n!
∑
z<z′
pn([y, y′], [z, z′])η(z)η(z′)
where the transition probabilities pn([y, y′], [z, z′]) can be calculated from a symmetric two-
dimensional random walk which is both reflected and absorbed at {[x, x + 1]|x ∈ Z} ⊆ Z2,
i.e.
pn+1([y, y′], [z, z′]) = 14
{
pn([y, y′], [z − 1, z′])+ pn([y, y′], [z + 1, z′])
+pn([y, y′], [z, z′ − 1])+ pn([y, y′], [z, z′ + 1])
and
pn+1([y, y′], [z, z′]) = 14
{
pn([y, y′], [z − 1, z′])+ pn([y, y′], [z, z′])
+pn([y, y′], [z, z′])+ pn([y, y′], [z, z′ + 1])
for z + 2 ≤ z′ and z + 1 = z′, respectively. The above recursion obviously starts with
p0([y, y′], [z, z′]) =
{
1 if z = y and z′ = y′,
0 otherwise.
(ii) Fix y < y′ and z < z′. Rotating the axes clockwise by 45◦, i.e.(
a
b
)
=
(
1 1
−1 1
)(
y
y′
)
and
(
i
j
)
=
(
1 1
−1 1
)(
z
z′
)
respectively, leads to the formula
pn([y, y′], [z, z′]) = pin(a, i)[pin(b, j)− pin(b, 2− j)]
+
n∑
k=0
pin−k(a, i)[pin(b, 2− k − j)− pin(b,−k − j)]
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for the transition probabilities where
pin(a, i) =

1
2n
(
n
n+i−a
2
)
if 2/(n + i − a) and |i − a| ≤ n,
0 otherwise.
Proof. The structure of the semigroup in Part (i) is typical for the movement of independent
particles — see [10] for example. The mixed behavior of the random walk at the boundary is
caused by the hardcore exclusion rule as the following skeleton of the proof shows.
Fix y, y′ ∈ Z such that y < y′. We only have to show the Kolmogorov equation
∂
∂r
T symr η(y)η(y′) = LsymT symr η(y)η(y′).
But
∂
∂r
T symr η(y)η(y′) = e−4r
∞∑
n=0
(4r)n
n!
∑
z<z′
[4pn+1([y, y′], [z, z′])η(z)η(z′)
− 4pn([y, y′], [z, z′])η(z)η(z′)]
while
LsymT symr η(y)η(y′) = e−4r
∞∑
n=0
(4r)n
n!
∑
z<z′
pn([y, y′], [z, z′])Lsymη(z)η(z′) (18)
where
Lsymη(z)η(z′) =
{
η(z − 1)η(z′)+ η(z + 1)η(z′)
+ η(z)η(z′ − 1)+ η(z)η(z′ + 1)
}
− 4η(z)η(z′)
and
Lsymη(z)η(z′) = η(z − 1)η(z′)+ η(z)η(z′ + 1)− 2η(z)η(z′)
=
{
η(z − 1)η(z′)+ η(z)η(z′)
+ η(z)η(z′)+ η(z)η(z′ + 1)
}
− 4η(z)η(z′)
for z + 2 ≤ z′ and z + 1 = z′, respectively. Substituting the latter into (18) and rearranging
summation eventually proves the Kolmogorov equation.
The formula in Part (ii) follows by standard ideas about reflection. Rotating the axes clockwise
by 45◦ transforms the original two-dimensional random walk into a random walk (Xn, Yn)n≥0
where Yn is a one-dimensional symmetric random walk being Skorohod-reflected at level one
while Xn is a time-delayed one-dimensional symmetric random walk. More precisely, if X0 = a
for some a ∈ Z and Y0 = 1, that is (Xn, Yn)n≥0 starts from the boundary which is the most
interesting case, then
Yn = Y˜n − min
0≤k≤n Y˜k + 1, n ≥ 0,
where Y˜n with Y˜0 = 1 stands for some one-dimensional symmetric random walk. The reader
recognizes the latter equation as being a discretized version of Skorohod’s famous equation for
reflected one-dimensional continuous processes (see [11]). Finally Xn moves independently of
Y˜n , except that it suspends if min0≤k≤n Y˜k decreases. 
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