The growing success of Grid 
Introduction
The growing interest on developing Grid [4] technologies has produced a fairly large number of applications and tools, enabling the creation of well defined computing infrastructures. Recently, more attention has turned to the possibility of implementing systems able to exploit the Grid networks in order to allow the diffusion and sharing of knowledge among different people and groups. This semantic infrastructure, called Semantic Grid [2] and built over the Grid computational layer, has gained more and more interest in the scientific community. As defined in [2] , the information carried by the Semantic Grid can be thus intended as "data equipped with meaning" and much more.
In this framework, the development of open systems able to acquire knowledge from different sources while supporting its sharing inside a large community is a needed task. Such infrastructures, as defined in [3] , should consist of three conceptual layers: data layer, information layer and knowledge layer. Specifically, the third of these layers concerns the task of knowledge acquisition, retrieval, use, publishing and maintenance.
Textual data are pervasive in collaborative work as natural language is one of the preferred "media" for communicating knowledge. The success of Semantic Grid technologies then depends on the possibility of designing systems that may help in "absorbing" such a knowledge existing in the grid.
In this perspective, within the knowledge lifecycle (cf. [3] ), natural language processing (NLP) techniques play a crucial role. The amount of textual data can be very huge making the manual inspection very cumbersome. Moreover, NLP may help in making viable the interplay between the two phases of knowledge acquisition and knowledge modelling. During the knowledge acquisition phase relevant information stored in the domain text collections should emerge and used to justify the definition of the knowledge model. This latter can successively be used to expand the knowledge that can be acquired from domain texts.
In the following we will refer to tests carried out on the project SHUMI, devoted to support the activity of Spacecraft Design of scientific teams willing to access to distributed knowledge collected into documents in a grid environment. In fact team members are interested in a system supporting them to retrieve relevant information (currently represented by internal studies, reports, other web documents) stored in any site of the grid. Main problems to be tackled are both the identification of relevant features of space engineering domain and the design of the knowledge base.
Extracting factual knowledge out of domain texts is a process that may be organised in the following steps: specific domain concepts and domain relational concepts are detected, normalised, and ranked according to their domain relevance, e.g. out of a document collection regarding the space domain, normalised forms such as "Spacecraft launch Satellite from Location" or "Spacecraft boost into orbit Satellite from Location" should emerge as relevant.
Concept formation: the most important normalised
forms are selected and they provide the set of general domain conceptual relationships. In the above example, the inspection of the forms should induce the definition of more general relational concepts such as carry(Spacecraft,Satellite,Location). This sequence of activities mixes the knoweldge acquistion phase (steps 1, 3, and 4) with the knowlede modelling phase (step 2). In this paper we will therefore propose a method supporting the knowledge acquisition phase that takes advantage of well-assessed NLP techniques and well-assessed Machine Learning algorithms. The main idea is to carry the corpus processing phase in a "terminology extraction perspective" that forces the definition of prototypical admissible forms and the notion of domain relevance (as described in Sec. 2). This could support knowledge modelling phases during the concept formation phase as the domain expert activity can be focussed on relevant bits of knowledge coming out from domain texts. Moreover, we will propose two feature-value vector models in order to investigate the usability of machine learning algorithms in the form classification phase (Sec. 3). Finally, we will empirically investigate our method over a financial domain (Sec. 4). In fact as SHUMI is still in a preliminary phase, we could only refer to another application domain. In the following steps both sets of results will be cross-evaluated.
3.

Knowledge acquisition through a terminologial approach
In order to acquire domain knowledge relying only on text collections, we shall process the corpus to extract relevant linguistic forms. We expect that the linguistic forms of relevant relational concepts could emerge from a possibly domain independent corpus analysis process. For what concerns this analysis, we assume that a relational concept is represented in verb phrases r = (rv, (ra 1 , ra 2 , ..., ra n )) as (boost, ((subj, Spacecraft), (obj,Satellite), (pp(into), orbit)). Therefore, we here present an algorithm that, after the detection of admissible surface forms (i.e. linguistic "prototypes" written at a syntactic interpretation level), produces a ranking according to their domain relevance (i.e. their frequency).
In the following sections, we will first define the equivalence among admissible surface forms while estimating the size of the search space of the ranking algorithm. Secondly, an efficient algorithm for the estimation of the importance function based on the frequency of the relations in the target corpus is presented in Sec. 2.2
Admissible surface forms: size of the problem
A relational concept may appear in a number of different contexts where verbs have some additional arguments. If the corpus C may be seen as a collection of verb contexts c = (v, (a 1 , a 2 , ...a n )) where v is the governing verb and each argument a i is a couple (g i , c i ) representing its grammatical role g i (e.g. subject, object, pp(for), pp(to), etc.) and the concept c i semantically governing it, the problem is reduced to understand which are the more stable relationships established by each verb. Note that a context c ∈ C is a positive example of the target relation r ∈ R if rv = v and r partially cover c, i.e. the arguments of r should then appear in any order in the context c.
An algorithm evaluating the relevance of all the possible relations (rv, (ra 1 , ra 2 , ..., ra n )) works on huge search space. The number of different relations are obtained by partitioning the corpus C according to the verb governing the contexts. For each verb v, a subset of the corpus is then defined as
Defining A Λ (v) and A Σ (v) respectively as the possible lexicalised arguments and the possible syntactic arguments of a relation r(v) ∈ R(v):
the set R(v) of the possible relations for the named v is the following
the collection of all possible combination without repetition of i objects extracted from the set
The distinction between lexicalised and syntactic arguments is useful to take into account the fact that some relations may have a recurrent argument whose surface concept is not recurrent. In these cases, a generalisation of the argument concept, i.e. object, is retained. If R(v) is the set of all the relations for the investigated verb v, the domain importance of each r(v) ∈ R(v) should be assessed. Therefore, the evaluation of the frequency of the relation r(v) over the corpus C(v) will be used.
Given the defined sets, the size of the R(v) set is, in the worst case, the following:
where
M C(v) is the maximum context size for the verb v in C(v). It is worth noticing that |R(v)| values lie in a very large range, due to the size of A(v).
In the next section we will focus on a measure of relevance (for the target domain) that allows to systematically reduce the size of the space where pattern selection is applied for each verb v.
Estimating relational concept relavance
In order to tackle the inherent complexity due to the argument order freedom neglected in [14] , we defined an informed exploration strategy relying on these observations: (1) the target of the analysis is to emphasize the more important relations arising from the domain corpus; (2) the frequency of a specific relation strictly depends on the frequency of a more general relation (hierarchy of relations). A very simple but effective domain relevance estimator is the frequency of the relation over the corpus. As a consequence the complexity of the search algorithm if only promising relations are explored, i.e. patterns whose generalisations are over a frequency threshold.
The idea is then to drive the analysis by using pattern generalisation that may be obtained projecting the patterns on their "syntactic" counterpart. The projection Σ(r) of the relation r over the syntactic space Σ is defined as follows:
This search space can be used for the extraction of the more promising generalised relations. This subset R Σ can be used for narrowing the search space of the following step. In fact, when the acceptance threshold is settled, resultant admissible relations are confined in the following set:
The overall domain importance estimation procedure may take also advantage from considering that the order of the relation arguments may be fixed after the analysis of the promising syntactic patterns. The final counting activity can be thus performed with a simple sorting algorithm of the O(nlog(n)) complexity.
Machine learning techniques for classifying linguistic forms
Retrieved relational concepts (forms) should then be organized in the ontological model, in order to support an efficient retrieval procedure in textual documents stored in the grid. Once the hierarchy of relational concepts is in place after the concept formation phase, the task of positioning the forms in the hierarchy may be seen as a classification process.
We will explore the possibility of a classification process carried out using ML techniques, applied to lexical and semantic information. The feature-value vector model underlying many ML algorithms suggests an observation space in which dimensions represent features of the object to be classified and dimension values are the values of the features as observed in the object. Each instance object is then a point in the feature space, i.e. if the feature space is (F 1 , . .., F n ) an instance I is:
where each f i is the value of the feature F i for I. Classifying linguistic forms with ML algorithms implies their translation in observable object. As we want to investigate the use of general purpose lexical semantic information such as WordNet [6] , we propose here the notion of semantic fingerprint to introduce a conceptual hierarchy in a feature-value model. Hierarchies in the feature values are somehow in contrast with their expected flatness. To use this information, these hierarchies should be somehow reduced to a flat set SF where the problem of the inherent structure is simply forgot.
A word w (a verb or a noun) will leave its fingerprint SF (w) on the set SF that represents all the active senses with respect to the chosen semantic interpretation catalogue SF . The semantic fingerprint of word w is:
SF (w) = {s ∈ SF |s generalises s and s ∈ senses(w)} (6) where senses(w) are all the senses activated by the word w in the considered semantic resource. It will be the task of the machine learning algorithm the selection of the sense (or the senses) more promising for representing the investigated relationship. The algorithm will therefore also work as verb/noun sense disambiguator if the semantic information and the way we use it demonstrates to be useful.
Integrating the semantic fingerprint in the feature vector model is straightforward. Given an S i = {true, f alse} for each element in SF , the subpart of the feature space related to the semantic fingerprint is S 1 × ... × S n where n is the cardinality of SF . Each instance i containing the word w will have the feature value s j = true if s j ∈ SF (w) and s j = f alse otherwise.
With the semantic fingerprint abstraction we investigated two "semantic" models against a "bag-of-word" model. These are originated from the assumption that verbs play a relevant role in the problem under analysis. Then, the proposed models are:
where V ranges over all the possible verbs, 
Experimental analysis
For both clarification and evaluation purposes hereafter we will refer to a specific domain scenario 1 (financial news) over which to analyse the performance of the knowledge modelling as well as the retrieval task. We firstly prepared a relevant test set in order to clarify the final classification task. The manual tagging procedure and the results are presented in Sec. 4.1. Then, we have experimented our semantic-fingerprint-based models using well-assessed machine learning algorithms gathered in Weka [13] . It is worth noticing that the cross-algorithm validation can give hints on the relevance and the stability of the chosen feature spaces and on the correctness of the proposed model. The results of this investigation are reported in Sec. 4.2.
1 While Spacecraft Design is our reference domain, we will analyse results from another domain scenario (financial news) due to a couple of reasons: (1) SHUMI is still an on-going project on which, currently, final results must still be produced; (2) we considered more than one domain to verify the overall validity of our approach. The implemented methodology has been defined in a general framework and will be used for each domain. As it requires the support of a human expert for validation purposes, at the time of paper writing we could base on the competences related to economical domain. This forced the choice of final results to be shown. 
Test set preparation
In the test set preparation, our aim has been to have two different sources of information in order to cross check the results of the experiment. Given a catalogue C of relational concepts, we have produced:
• classified forms: a set of one-to-many associations between the concepts in C and the linguistic normalised forms
• classified sentences: a set of one-to-many associations between the concepts in C and sentences in the analysed corpus somehow related to the analysed linguistic forms
For the experiments, we used a corpus consisting of financial news, a text collection of around 12,000 news items published from the Financial Times in the period Oct./Dec. 2000. As described in Sec. 2, we, firstly, run a corpus processing phase selecting around 44,000 forms appearing more that 5 times. Secondly, in the concept formation phase a domain expert inspecting the top ranked forms defined 12 target relational concepts (see Tab. 1).
The classification phase has been performed by 2 human experts. They were given two separate set of normalised linguistic forms, two separate set of sentences extracted automatically from the corpus and a non-ambiguous definition of each class. The two experts were given respectively 3500 and 2200 forms to classify, taken from the first 6500 forms produced in the corpus processing phase. To evaluate the consistency between the classifications produced by the two experts, 300 of the given forms were in common, and over those forms the rater agreement was evaluated.
In case of doubt during the classification the expert could ask the system to show one or more sentences instance of the form, in order to gain enough information to classify the form itself. Annotators were also asked to classify all the shown sentences.
At the end of the phase, out of the normalised forms considered, 787 were retained as useful by the first expert, 298 by the second, i.e. the information carried in the words or in the named entity classes survived in the form has been considered sufficient to draw a conclusion on the classification. Moreover, the first expert classified 6609 sentences and the second 3550.
The two data sets, classified forms and classified sentences, have then been prepared. The first one consists of the 1091 forms obtained merging the two experts forms retained sets (for the 300 common forms, in case of disagreement the first expert class has been chosen). The second data set comprise the 6609 sentences classified by the first expert. The overall distribution of forms and sentences, for both the domain experts, is reported in Tab. 1. The inter-annotation agreement on the normalised forms is 90%, while the agreement on the sentences is 74%. These results show us a sufficient consistency over the data set, that can be thus considered a well defined gold standard for the experiments.
Analysis of the results
The classification problem over the two different proposed data set has been therefore analysed with a pool of algorithms. We firstly analyse the results on the classified forms and then we check our intuitions on the classified sentences.
For the first set, the classified forms, results are reported in tab. 2. The baseline of the classification is around 27%, corresponding to a naive classification of all the instances in the more probable class (i.e. 6-1). All the algorithms report both in the lexical and the two lexical-semantic spaces better results with respect to the baseline, showing that the chosen features convey the right information for our classification problem. Moreover, the use of the semantic information seems to be relevant, as it emerges in the performance improvement obtained with the majority of the investigated algorithms using the semantic prints on both verbs and nouns.
In particular, the verb semantic generalization features seem to be particularly useful: the best performance for the vast majority of the tested algorithms is in fact achieved using the lexical-semantic verb space. Furthermore, the experiment overall best performance is obtained by the IBk algorithm working on this space.
In order to verify how the verb semantic information drives the classification, it can be interesting to examine the rules produced by a rule based algorithm, such j48.PART. This algorithm derives its rules from a pruned partial decision tree built using the C4.5 implementation [9] . One of these rules that involves semantic information, is the following: price = no ∧ job = no ∧ hire = no ∧ succeed = yes ∧ entityN E = yes =⇒ 2-3. This rule indicates that every sentence containing a verb of succession (i.e., a troponym, in the Wordnet sense, of the verb succeed) together with an entityNE (that is, a company or a person) has to be classified in class 2-3 (staff movement events). This semantic generalised rule, according to the Wordnet hierarchy, therefore classifies verbs of succession like enter, supplant, replace, substitute. Such a general rule can not be captured in a simple lexical space.
Analysing the results of tab. 2, the noun semantic generalization seems to be slightly less effective than the one on verbs. It is interesting to notice how in the tree obtained by j48 the noun semantic information is used. For instance, the presence in a form of a noun whose base concept (i.e. noun semantic generalization in EuroWordNet [12] ) is financial obligation is used to capture "government activities: tax-reduction/increase" events (class 3-1). In this way forms that contain nouns like debt, rate, tax are all classified in class 3-1. This simple rule has been very effective on our data set, classifying positive instance with 100% precision.
For the experiment over the classified sentences (tab. 3) we used a reduced pool of algorithm, representative of the different classification methodologies. In this case the baseline is around 40%. Similarly to the previous experiment, the results show a performance improvement using the verb and noun semantic information. In that case the improvement is even more sensible, thanks to the larger data set which emphasize the beneficial effect of the information carried by the used features. Looking at the decision trees produced by the j48 algorithm, it can be noticed that in the lexical space the verb lemmas are the most selective information, while in the lexical-semantic space the semantic verb generalisations and the noun generalizations and lemmas tend to discriminate over the data set more than the verb lemmas. Since the introduction of the semantic spaces improves the algorithm performance, it can be stressed again that this kind of information has an important discrimination power.
Conclusions
In this paper we introduced a knowledge based approach to improve development of the Semantic Grid conceptual layer, based on NLP and ML techniques and methodologies. Our approach is strongly based on the idea that an ontological organization of the knowledge and the use of terminological and semantic information automatically extracted from a domain corpus can support the development of a coherent and consistent Semantic Grid infrastructure. The explicit use we make of many-to-one mappings between linguistic forms and their corresponding meaning (i.e. relational concepts) is strengthened by its diffusion in other linguistic applications. Many researches are in fact devoted to propose methods for automatically building equivalence classes of patterns in fields such as Information Extraction [14, 11] , Question Answering [10] , Terminology Structuring [7] , or Paraphrasing [1, 5] . As for all the methods, the use of some previous specific knowledge seems mandatory, i.e. focused and structured templates plus examples in [14, 11] , definitions and examples of the target relationships in [7, 10] , and parallel corpora for [1] , we tried to attack the problem from a different perspective. As in a Semantic Grid scenario previous specific knowledge is not always available. Many issues are still open, firstly those related to the knowledge publishing (as described in [3] ) and the development of a related usable tool. We will also address the problem of an automatic generation of relational concept classes from the corpus itself, using advanced clustering techniques.
