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1 Introduction
Classical reversible logic [1] [2] and quantum computing [1] [3] share the common
feature that all computations are reversible, i.e. each result of a computation can
be brought back to the initial state without loss of information. Reversibility is
a fundamental property of group theory, so it is natural to express both worlds
in a group-theoretical language. Whereas a quantum circuit acting on w qubits
is represented by an n × n unitary matrix, a classical reversible circuit acting
on w bits is represented by an n × n permutation matrix, where n is a short-
hand notation for 2w. The n × n unitary matrices form a continuous group,
i.e. the n2-dimensional Lie group U(n), called the unitary group. The n × n
permutation matrices form the finite group P(n), isomorphic to the symmetric
group Sn of order n!. The permutation matrices in P(n) constitute a trivial
subgroup of the unitary matrices in U(n). However, it is clear that there is
a vast world between P(n) and U(n), which has largely been left unexplored
up to present. The motivation of this work is to investigate the properties
of a potential quantum computer, living in a smaller and less powerful space
as the full-fledged U(n) quantum computer, but with the salient features of
quantum mechanics, lacking in classical reversible computers in P(n). The
strategy presented in this contribution is outlined as follows: we start from
the classical reversible circuits in P(n), with its decompositions [2], and add
a limited number of non-trivial quantum gates, such as e.g. a
√
NOT gate [4].
These gates will generate a new group, larger than P(n), and possibly smaller
than U(n).
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2 Single-qubit circuits
For w = 1, we have n = 2. There exist only two matrices in the group P(2):(
1 0
0 1
)
and
(
0 1
1 0
)
,
representing the IDENTITY gate and the NOT gate, respectively. In contrast, the
group U(2) is a 4-dimensional continuous group:
exp(iθ0)
(
exp(iθ1 + iθ3) cos(θ2) exp(iθ1 − iθ3) sin(θ2)
− exp(−iθ1 + iθ3) sin(θ2) exp(−iθ1 − iθ3) cos(θ2)
)
,
where θ0, θ1, θ2, and θ3 are the four real parameters.
Between the IDENTITY and the NOT, we introduce a third gate, i.e. the square
root of NOT or
√
NOT [4]:
W =
1
2
(
1 + i 1− i
1− i 1 + i
)
,
with symbol √ .
The
√
NOT is an interesting addition to classical reversible circuits, as it allows
for the decomposition of any multiple-bit classical reversible computer using a
library of only 2-qubit building blocks [5]. This is in contrast to purely classical
libraries, where building blocks only become universal at the 3-bit level, such as
e.g. the Toffoli gate [1] [2].
Thus the group P(2), isomorphic to the cyclic group Z2, is enlarged to a
group W(2), isomorphic to Z4 and consisting of the four matrices W , W
2 =
NOT, W 3, and W 4 = IDENTITY. Alternatively, we can enlarge P(2) to a contin-
uous group. For this purpose, we introduce, between the 0-dimensional group
P(2) and the 4-dimensional group U(2), a 1-dimensional group by interpolating
between IDENTITY and NOT:
(1− t)
(
1 0
0 1
)
+ t
(
0 1
1 0
)
,
which can also be regarded as an interpolation between the IDENTITY and the
σx Pauli matrix. The resulting matrix is unitary iff
t =
1
2
[ 1− exp(iθ) ] ,
leading to the 1-dimensional group of matrices
N(θ) =
1
2
(
1 + exp(iθ) 1− exp(iθ)
1− exp(iθ) 1 + exp(iθ)
)
= exp(iθ/2)
(
cos(θ/2) −i sin(θ/2)
−i sin(θ/2) cos(θ/2)
)
,
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representing the quantum operation called the NEGATOR [6] [7] with symbol
N(θ) .
The NEGATOR is proportional to an SU(2) rotation around the x-axis, generated
by the Pauli matrix σx, up to a phase factor exp(iθ/2). This extra, seemingly
arbitrary, phase is necessary when connecting canonically to the classical NOT
gate. The NEGATOR is also refered to as an X-rotation in the language of ZX
calculus [8] [9]. We denote the group of N(θ) gates by V(2). Whereas the
matrices of U(2) are merely unitary, each matrix of V(2) satisfies an extra
restriction: all its line sums (i.e. its two row sums and its two column sums) are
equal to 1. Conversely, each 2×2 unitary matrix with all line sums equal to 1 is
in V(2). Whereas U(2) fills a 4-dimensional space, V(2) is only a 1-dimensional
subspace. The group V(2) is isomorphic to U(1) and is generated by the 2× 2
Hermitian matrix τ = 12
(
1 −1
−1 1
)
.
For the particular values θ = 0, θ = pi, θ = pi/2, and θ = 3pi/2, the NEGATOR
becomes the IDENTITY, the NOT, the square root of NOT, and the ‘other’ square
root of NOT, respectively. The former two transformations are classical logic
gates; the latter two are quantum gates. For an arbitrary value of θ, we may
write
NEGATOR(θ) = NOT θ/pi .
We thus have the following hierarchy of groups:
P(2) ⊂W(2) ⊂ V(2) ⊂ U(2) ,
with orders
2 < 4 <∞1 <∞4 .
We use here the informal notation ∞p for a p-dimensional uncountable infinity,
in contrast to ℵ0, the notation for a countable infinity. We thus follow the
notation suggested by Wheeler and Penrose [10].
3 Multiple-qubit circuits
For w = 2, we have n = 4. The single-qubit gate V naturally leads to four
different 2-qubit building blocks:
√ • √
√ , , √ , and • .
The former two are
√
NOT s; the latter two are ‘controlled
√
NOT s’. The extension
is ‘natural’ in the sense that multiply-controlled NOT gates are common building
blocks for as well classical reversible [1] [2] as quantum computers [1] [11].
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They generate an infinite discrete group V(4), i.e. a group with a denumer-
able infinity of elements [12] [13]. All the elements are 4 × 4 unitary matrices
with all 16 entries equal to a Gaussian integer divided by some power of 2, e.g.
1
8


8 0 0 0
0 1− 3i 1 + 4i 6− i
0 6 + 4i 1− i 1− 3i
0 1− i 6− 3i 1 + 4i

 ,
such that all line sums (i.e. the four row sums and the four column sums) equal 1.
They form a group, as the product of two matrices again yields such a matrix.
Also the 1-qubit gate N(θ) naturally leads to four different 2-qubit building
blocks:
N(θ) • N(θ)
N(θ) , , N(θ) , and • .
The former two are NEGATORs; the latter two are ‘controlled NEGATORs’. They
are represented by the four 4× 4 unitary matrices
1
2


1 + e 1− e 0 0
1− e 1 + e 0 0
0 0 1 + e 1− e
0 0 1− e 1 + e

 , 12


1 + e 0 1− e 0
0 1 + e 0 1− e
1− e 0 1 + e 0
0 1− e 0 1 + e

 ,
1
2


2 0 0 0
0 2 0 0
0 0 1 + e 1− e
0 0 1− e 1 + e

 , and 12


2 0 0 0
0 1 + e 0 1− e
0 0 2 0
0 1− e 0 1 + e

 ,
where e is a short-hand notation for exp(iθ).
Each of these four matrices has all eight line sums equal to 1. The reader
will easily realize that a similar property holds for w > 2. Any NEGATOR and any
controlled NEGATOR, either controlled by a single line or by multiple lines (up
to w − 1 lines), either with positive-polarity controls or with negative-polarity
controls, give rise to unitary 2w × 2w matrices with all 2w+1 line sums equal
to 1. It therefore is very useful to investigate in detail the n×n unitary matrices
with all 2n line sums equal to 1. They form a group, as the product of two such
matrices yields such matrix. They thus form a subgroup of the n2-dimensional
Lie group U(n). We denote the group by V(n). We can prove [14] that V(n)
is an (n − 1)2-dimensional subgroup of U(n), isomorphic to U(n − 1). For
this purpose, we note that a Hadamard conjugation allows to relate a group
member V of V(n) to a group member U of U(n− 1):
V = H
(
1 0T
0 U
)
H−1
4
Table 1: The number of different (classical) reversible circuits and the number
of different quantum circuits, as well as the number of ‘intermediate’ circuits,
as a function of the number w of qubits.
w classical classical classical quantum
plus controlled
√
NOT plus controlled
√
NOT
plus NEGATOR
1 2 4 ∞1 ∞4
2 24 ℵ0 ∞9 ∞16
3 40,320 ℵ0 ∞49 ∞64
4 20,922,789,888,000 ℵ0 ∞225 ∞256
and vice versa: (
1 0T
0 U
)
= H−1V H ,
where 0 is the (n − 1) × 1 zero matrix and H an n × n dephased complex
Hadamard matrix. For n > 2, we thus have the following hierarchy of groups:
P(n) ⊂W(n) ⊂ V(n) ⊂ U(n) ,
with orders
n! < ℵ0 <∞(n−1)
2
<∞n2 .
See Table 1.
We can prove [14] the following theorem: the entire group V(2w), isomorphic
to U(2w−1), can be generated by merely NEGATORs and controlled √NOT s. E.g.
the controlled NEGATOR can be synthesized by a cascade of seven uncontrolled
NEGATORs and twelve controlled
√
NOT s:
• N(pi/4) • N(−pi/4) • N(θ/2) • N(−θ/2) • N(pi/4) • N(−pi/4)
=
N(θ) N(θ/2) 
√ †  √ †  ,
where  denotes NOT = W 2 and √ † denotes the complex conjugate of
W , i.e. W 3. This result is the V(n)’s analog of the decomposition theorem of
Barenco et al. [11], stating that all full-fledged U(n) computers can be decom-
posed into a cascade of one-qubit U(2) rotations and controlled NOT gates.
4 Conclusion
For n = 2w, the group P(n) represents all (classical) reversible computers act-
ing on w bits and the group U(n) represents all quantum computers acting on
w qubits. In a ‘natural’ way, we have constructed groups intermediate to the
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finite discrete permutation group P(n) and the n2-dimensional continuous uni-
tary group U(n). They consist of an infinite number of n× n unitary matrices
that have all line sums (i.e. its n row sums and its n column sums) equal to 1.
The infinite cardinality is either denumerable or non-denumerable. For the con-
tinuous case, we have demonstrated that the resulting group V(n) is isomorphic
to U(n− 1). Any w-qubit circuit built from controlled square roots of NOT and
NEGATORs, is a member of the new group V(2w), for the simple reason that the
product of two matrices with unit line sums is a new matrix with unit line sums.
We have demonstrated that, conversely, all members of V(2w) can be built with
the help of singly-controlled square roots of NOT and uncontrolled NEGATORs. In
this way, the NEGATOR gate, a ‘natural’ generalization of the NOT gate, bridges
the gap between the finite group P(2w) and the infinite group V(2w), which is
‘almost as big’ as the unitary group U(2w).
The motivation of the above research is the present difficulty of actually
building a full-fledged quantum computer. If one could fabricate the hardware
for both the NEGATOR gate and the singly-controlled square root of NOT, then
one could not make an arbitrary quantum computer, but at least ‘almost all’
quantum computers. The resulting quantum circuits from V(2w) could have a
computational power, sufficient to perform many quantum algorithms. E.g. the
Grover diffusion operator,
1
n


2− n 2 2 ... 2
2 2− n 2 ... 2
...
2 2 2 ... 2− n

 ,
which plays a pivotal role in Grover’s quantum search algorithm, indeed is a
matrix with all line sums equal to 1.
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