I. INTRODUCTION
The problem of co-channel interference is prevalent in most wireless communication systems. These include traditional cellular networks, systems operating in unlicensed bands such as the 2.4 GHz ISM band, systems employing an airborne communications node [1] and narrowband systems that have been overlaid with spread spectrum systems [2] , [3] . This is also a problem for 3G systems where some narrowband systems continue to operate in the spectrum allocated for 3G as well as for military systems that share the VHF band with commercial systems [3] .
Co-channel interference rejection techniques can be broadly divided into two categories depending upon whether the interfering signal is treated as noise or as another signal that is to be jointly detected. In this paper we propose modelbased techniques for joint detection of two, near equal power, co-channel MSK signals. MSK signals are a type of continuous phase modulation (CPM) and thus are nonlinear in nature. However we show that these signals can be considered to be piecewise linear and this allows us to develop receiver architectures based on classical linear estimation techniques. It is shown that these techniques can provide significant gains over the conventional correlation receiver. In section II we present the signal model that we have used throughout the paper. The minimum variance unbiased (MVU) and minimum mean square error (MMSE) estimation techniques are discussed in sections III and IV respectively. Simulation results are presented in section V and conclusions are given in section VI.
II. SIGNAL MODEL
Minimum Shift Keying (MSK) is a spectrally efficient modulation scheme that is being widely used in many wireless communication systems. It is a type of continuous phase frequency shift keying (CPFSK) with modulation index, h, equal to 0.5. MSK can also be viewed as staggered QPSK with sinusoidal symbol weighting. It has a constant envelope and can be demodulated coherently or noncoherently. When coherently demodulated the performance of MSK is the same as BPSK, QPSK and OQPSK [4] . An MSK signal can be expressed as is original data sequence. MSK can be demodulated coherently using a parallel receiver architecture shown in Fig. 1 . This is similar to a QPSK receiver except that the outputs of the correlators are sampled with an offset s N . Also note that the bit decisions in each arm are made over 2 s N . A detailed discussion about the properties of MSK and its transmitter and receiver architectures can be found in [4] and [5] .
In the presence of a co-channel interferer and additive white Gaussian (AWGN) the received signal can be written as 
where l is the offset in samples between the two signals and φ is the phase offset between the two carriers.
III. MINIMUM VARIANCE UNBIASED ESTIMATION
Finding the minimum variance unbiased (MVU) estimator is in general a difficult task, however, if the data can be represented in linear model form the MVU estimator can be easily determined from the properties of the Cramer Rao Lower Bound (CRLB) [6] . The linear model can be written in matrix notation as x = Hθ + w (4) where
and H is a known N x p matrix (where N > p) and is normally referred to as the observation matrix, x is an N x 1 vector of observations, θ is a p x 1 vector of parameters to be estimated and w is an N x 1 noise vector with PDF MSK is a type of continuous phase modulation and is therefore non-linear in nature, however, the MSK signal can be considered to be piecewise linear over the estimation interval ( 2 s N ) and therefore can be expressed in the linear model form of (4).
The possible trajectories of the in-phase and quadrature components of the MSK signal over 2 s N are shown in Fig. 2 . 
The matrices for the two estimations would then be defined as for ( 1) for (k 1) [ ] for ( 1) [ ] for (k 1) (5) . This is essentially a decorrelator detector that has been extensively studied for spread spectrum signals.
Let us now consider the case when there is a co-channel interferer. The possible trajectories for the in-phase and quadrature components of the desired signal and the interferer over 2 s N are shown in Fig. 3 . It can be seen that now there are four linear regions instead of two and therefore we have to perform four estimations for making each bit decision. This is because we have assumed that there is certain symbol offset between the two signals. If there is no symbol offset than we have the same case that was discussed earlier.
The where l is the symbol offset in samples and φ is the carrier phase offset. The matrices for the four piecewise estimations would then be defined as for ( 1) for ( 1) ( 1)
for ( 2) 
IV. MMSE ESTIMATION
It was observed that the MVU estimator gives significant gains over the conventional matched filter (MF) receiver for certain phase offsets but fails for others (section V). This problem can be traced back to the noise enhancement property of the decorrelator. The noise covariance at the output of the decorrelator is given as 
H H
for the matched filter receiver. It is well known that for a 2-user CDMA system the noise variance at the output of the decorrelator is equal to 2 2 / (1 ) σ ρ − where ρ is the correlation between the spreading codes. Therefore the noise variance at the output of the decorrelator increases without bound with an increase in correlation between the spreading codes or in general between the columns of H . In a CDMA system the maximum level of correlation can be fixed by appropriate selection of the spreading sequences. However this is not possible in our case as the correlation between the columns of H is a function of the symbol and carrier phase offsets that are random in nature. One solution to this problem is to use a minimum mean square error (MMSE) estimator instead of the minimum variance (MVU) estimator. The MMSE estimator for the above model is given as [7] ( )
where E is the energy per bit for signal 1 and signal 2 respectively. It is obvious that the MMSE estimator requires knowledge of the noise power and the signal and interference power levels. This is not completely impractical as noise and signal power estimation techniques are already being implemented in many wireless communication systems (e.g. in systems employing adaptive modulation).
The MMSE estimator protects against excessive noise enhancement by adding a diagonal matrix to the correlation matrix 
Here γ is a weighting factor and I is a 4 x 4 identity matrix. The choice of the weighting factor would depend upon the SNR region of operation and the expected SIR. We have used a constant value of 0.02 in our simulations.
V. SIMULATION RESULTS
The BER performance of the above schemes was found to be highly dependant on the phase difference between the two MSK signals. Therefore we first evaluated the performance of these schemes over various symbol and carrier phase offsets. The BER performance for no symbol offset and carrier phase offset of 0 / 2 π − is shown in Fig. 4 . It is observed that the performance of the MMSE and MVU-m estimator is always superior to that of the MF, however, the performance of the MVU is worse than the MF for carrier phase offsets of less than 15 deg. Similarly, when there is a certain symbol offset the performance of the MVU estimator is worse at other values of carrier phase offset that correspond to a high correlation between the signals. Therefore when the performance is averaged over all possible carrier phase offsets we do not get much benefit from using the MVU estimator instead of the MF.
The performance of these schemes was then evaluated for a constant symbol offset of / 2 b T and a random, uniformly distributed, carrier phase offset. It was found that for the case of equal power signals the MF performs very poorly and the error rate does not change much with increasing signal to noise ratio. The MMSE and MVU-m curves are much steeper and therefore these schemes give significant advantage even at very low SNRs. It is also observed that the performance of the MVU-m scheme approaches that of the MMSE at 8-14
dB. Different values of γ will result in different regions of optimum performance for the MVU-m. The performance of the MF is much better when there is some difference in power levels of the two signals. However the performance of the MMSE and MVU-m schemes does not change much with increasing SIRs. Therefore as the SIR increases the performance of the MF approaches that of the MMSE and MVU-m schemes (Fig. 7) . Similar results were found for other symbol offsets.
Although the simple linear model of (4) does not take into account the effect of Gaussian pulse shaping it was found that the model-based techniques continued to perform reasonably well at low SIRs. The performance of the ideal MF (matched to the Gaussian pulse shaping filter) and MMSE based detector is compared in Fig. 8 . It is observed that MMSE still outperforms the MF at SIR = 0dB but the performance of the MF is slightly better at SIR = 3dB.
VI. CONCLUSIONS
The model-based techniques provide significant gains over the traditional correlation receiver when the two signals have near equal power. However there is not much advantage in using these schemes when there is sufficient difference in power levels of the two signals (>3dB). In such a scenario interference rejection techniques might be preferable over these joint detection techniques.
These techniques require perfect phase synchronization and knowledge of signal and noise power levels for the signal of interest as well as the interferer. It was found that the latter requirement is not that strict as a rough estimate of the SNR region of operation can be used in choosing the weighting of the diagonal matrix. It would be interesting to evaluate the performance of these schemes in a fading environment and with non-ideal carrier phase synchronization.
