Abstract--Binary m-sequences are maximal length sequences generated by shift registers of length m, that are employed in navigation, radar, and spread-spectrum communication. It is well known that given a pair of distinct m-sequences, the crosscorrelation function must take on at least three values. This correspondence shows the three correlation values are symmetric about -1. The main result is a proof of a conjecture made by Helleseth in 1976, that if m is a power of 2 then there are no pairs of binary m-sequences with a 3-valued crosscorrelation function.
I. Introduction
where D denotes the cyclic shift operator, and suffices are read modulo 2 m − 1. The crosscorrelation function is periodic with period 2 m − 1. We assume the reader is familiar with the basic properties of the crosscorrelation function, which can be found in [1] and [3] . * Partially supported by CNF 10271042 † E-mail address: zzb322@yahoo.com.cn actly three values. We know that some 3-valued crosscorrelation functions had been shown in [8] , [9] , [10] , [11] and [12] . Helleseth [1] conjectured that the crosscorrelation function of two binary m-sequences of length n = 2 m − 1 take at least four values when m is a power of 2 and d / ∈ {1, 2, ..., 2 n−1 }. In [2] it is proved that the crosscorrelation function cannot take on the values −1, −1 − A, −1 + A when m ≡ 0 (mod 4). [14] and [15] .
We take the approach via cyclic codes to the crosscorrelation function [13] . Let ω be a primitive element in the finite field GF (2 m ). Let m i (x) denote the minimal polynomial of ω i over GF (2) . Let C be the binary cyclic code of the length n = 2 m − 1 generated by the product 
In all known cases of C ⊥ having three weights, it is true that a = b. But there is no proof that this must always be the case.
In this paper, we mainly used the result from Delsart theory [7] . First we give a different proof of Theorem 8
in [6] . Then we show that the 3-valued crosscorrelation function must has the the forms -1, −1 − a, −1 + b, and a = b. Finally, we prove the conjecture of Helleseth using the contradiction a = b.
II. Preliminaries
Again we suppose that C is the binary cyclic code of length n = 2 m − 1 generated by the product A codeword of weight 3 in C ⊥ is a cyclic shift of a codeword of weight 3 with a 1 in the first coordinate.
Let ω be a primitive element of GF (2 m ). Since the
a codeword of weight 3 means that there exist x, y ∈ GF (2 m ) with x = y and x, y = 0, 1 such that
In other words, we have a solution to
in GF (2 m ) apart from 0 and 1.
The following results can be found in [5] .
Theorem 1: T is equal to the number of orbits of length n.
Theorem 2:
From Theorem 2 and equation 5 we can get the following corollary:
Corollary 3: With C as above,
Consider next the annihilator polynomial of
whose roots are the weights. We express F (x) in its Krawtchouk expansion
where
is the kth binary Krawtchouk polynomial.
As in [5] substituting for each P k (x) in equation (9) and equating coefficients of x in equation (8) and (9) gives The following result follows from Theorem 3.2 in [7] .
The result there is more general, also applying to nonlinear codes.
Corollary 5: Let C be a binary linear code of length n. Let B i (x) be the number of vectors of weight i in C + x, where x ∈ (F 2 ) n . Let s be the number of nonzero
In this paper we mainly apply this corollary to the cyclic code C generated by the product
where s = 3. Note that B i (0) = B i , where B i is defined in Section 1.
III. Proof of the Conjecture of Helleseth
In [6] McGuire shows that C ⊥ can not have three weights when m is even and d ≡ 0 (mod 3). We give a different proof of it by the same method. 
Since m is even and 3 | d, taking equation (11) 
The equation (12) is contradict to equation (14) . This contradiction completes the proof. 2
Suppose C ⊥ has three weights and continue the notation as above. We can get the following theorem.
Theorem 7:
The number of (m t , n t , k t ) which satisfies And we assume the number of these codewords is N x .
Similarly we assume the number of weight 4 codewords which contain {1, y i } is N y . And these codewords satisfy the following equations 1 + y i + m t + n t = 0 and 1 + y Finally we consider the weight 6 codewords contain {1, x i , y i }. These codeword must satisfy the following
We assume the number of solutions of equations (20) is S. Since (1, x i , y i , m t , n t , k t ) is a codeword. So m = 0, 1, x i and y i . When m = 0, there is no solution of equations (20). When m = 1, the equations (18) and (19) are equivalent to equations (17). It has 2N 1 +2
solutions. When m = x i , the equations (18) and (19) are equivalent to equations (16). It has 2N y + 2 solutions. When m = y i , the equations (18) and (19) are equivalent to equations (15) . It has 2N x + 2 solutions.
We can consider n and k by the same method. We find that there are six solutions such as (1, x i , y i ) have been considered three times. Then we can get B 3 (x) = 1 + 
by equation (7). 2
We give the following properties which will be needed later. 
Similarly if there exists a solution (m j , n j , k j ) which satisfies the case t = t 2 , (lm j , ln j , lk j ) must be a solution to the case t = t 1 . So the number of solutions to equations (20) is not varied for different values t(t = 0). 2
Remark 10: With C ⊥ has three weights and continue the notation as above. Let ω be a primitive element of GF (2 m ). Every k = 0 in F 2 n can be denoted as ω j for one value j. So we can assume that k −1 exists for every
Now we give the following theorem using Theorem 7
and Proposition 9.
Theorem 11: With C as above, there exists a value x t s.t. there exists no weight 3 and weight 4 codewords in C whose support contains {1, x t }.
Proof:
If there exists no weight 3 codewords whose support contains {1, x t }, then we can get
From equation (6) Now we suppose that every x t satisfies equation (21) and has been contained in a weight 4 codeword {1, x t , m t , n t }. Then we have the following equations:
1 + x t + m t + n t = 0 (22)
And the different solutions of equations (22) and (23) are correspondent to the different solutions of equations (20). Otherwise we know that {1, x t , 1, x t } is not a code- We next consider B 3 (x). We know that the weight
Then the equations (24) are equivalent to We can get the following corollary from [4] . 
IV. Conclusion
We have studied the crosscorrelation function of distinct m-sequences via cyclic codes. We show that the 3-valued crosscorrelation function must have the symmetric form -1, −1 − a, and −1 + a. Thus we can prove the Helleseth conjecture.
