In this paper, we present a novel localized Markov random field (MRF) method based on superpixels for region segmentation. Early vision problems could be formulated as pixel labeling using MRF. But the local interaction in MRF is limited to pixel label comparison. We propose a new localized superpixel Markov random field (SMRF) model to incorporate local data interaction in unsupervised parameter learning. The advantages of the new model include computational efficiency by using superpixel structure and its ability to integrate local knowledge in the learning process. Quantitative evaluation and visual effects show that the new model achieves not only better segmentation accuracy but also lower computational cost than the baseline pixel based model.
INTRODUCTION
Probabilistic graphical model, an interplay between probability and graph theory, provides a natural solution for uncertain and complex engineering problems [1] . Markov random field (MRF) [2] is a popular undirected graphical model used in the physics and vision field. This paper provides a new unsupervised MRF method based on superpixels to solve the region segmentation problem. Image segmentation is a fundamental problem in both image processing and computer vision. MRF based segmentation methods are very appealing for various reasons. It incorporates both prior knowledge and local spatial relationship. It has performance evaluation in a natural way. MRF methods based on pixels or regular shape neighbors are widely explored in theoretical and practical research [3] . Pixel based method is computationally complex and intractable. Recently, several superpixel based methods for supervised learning [4] [5] [6] are proposed. One supervised superpixel based MRF for 3D reconstruction [4] uses 4 neighbor structure feature extraction. In [5] , superpixel surface layout learning does not employ MRF and uses location as a feature. The irregular labeling scheme in [6] only considers the two neighbor pairwise structure, uses only gray level as feature and has no numerical comparison. Although superpixel concept is widely used in computer vision, it has not been applied to unsupervised learning.
In this paper a novel unsupervised superpixel based MRF (SMRF) image segmentation method is presented. There are two main contributions of this work. First, the computational efficiency is improved by applying the superpixel concept to the unsupervised image segmentation. Second, the heuristic feature difference knowledge is included in the localized parameter selection to have better segmentation accuracy. Compared to its supervised counterpart, unsupervised SMRF is faster, easier for practical use and more convenient to incorporate heuristic cues. First the image is oversegmented to contextual homogenous superpixels [7] [8] . The superpixels and its neighboring superpixels form MRF graphical model. SMRF has the advantage of simplicity and accuracy over pixel based MRF. We could have reasonably good results because usually pixels in a superpixel belong to the same segment. Pixel based method usually has low accuracy because of its high dimensionality and complexity. With the new structure of SMRF, the traditional MRF model is modified to combine heuristic cues such as similarity of superpixels features for the segmentation task. The visual results and quantitative evaluation for unsupervised floor region segmentation prove the effectiveness of the method over the pixel based MRF method.
PROBLEM FORMULATION
Markov random field is a statistical model that is an extension of 1D Markov chain. MRF model turns out to be a very useful model in image processing areas such as image restoration, image segmentation and labeling and 3D reconstruction. The formulation of MRF model is as follows.
We denote X = {x i } i∈S the observation data from the input image. S is a set of image sites which could be pixels or a group of adjacent pixels with regular or irregular shape.
The set of observation features at site i is x i . The features could be any filter response of the site such as color, texture and shape. The associated labels of the image is denoted by Y = {y i } i∈S where y i ∈ L is the label for site i. Here L is set of all possible labels. For example the binary image labeling problem, L = {0, 1}, 1 represents the object and 0 the background. The problem is to infer the underlying labels Y given the image features X. The probabilistic expression is P (Y |X). According to Bayesian rule, MAP solution of the problem is
Under the common assumption both the probability P (Y ) and the conditional probability P (Y |X) are log-linear and the common factor P (X) is omitted. A MRF defines a conditional probability of the following factorized form,
where f i () is the data factor of the observation features given the label of site i, f ij () is the interaction factor between current site i and its neighboring site j and β is the interaction parameter. The Z is the normalize factor and N i ⊂ S is the neighbors of the site i. The Markov property is that site i only has interaction with its neighbor j ∈ N i instead of the whole set of sites S. It could also be expressed in energy terms,
The task is to optimize the energy function to find the most probable labels. The data term E d denotes the global features of the label and the edge term E e is the local interaction of site labels. The E di and E ei are individual data term and edge term for site i. The most attractive character of the MRF is its ability to consider local and global factors at the same time. The parameter β should be known before the model could infer the labels. In supervised learning, β is learned from the training set. In unsupervised learning, usually β is chosen experimentally without considering the features and labels. We propose a new unsupervised superpixel based model which include the feature interaction in the parameter learning.
THE NEW LOCALIZED SUPERPIXEL BASED MRF (SMRF) MODEL
In image processing and computer vision pixel based MRF is most commonly used. Pixel model is computational intensive and usually overfitting due to parameter estimation and optimization complexity. Since pixels are not perceptually meaningful entities of image and usually affected by noise, it is more natural to deal with bigger contextual meaningful components. We propose a new SMRF model for unsupervised learning. Superpixel is a group of pixels that is obtained using oversegmentation methods such as normalized cut [7] [8].
The benefits are computationally efficient, representationally efficient and perceptually meaningful. The SMRF is a MRF built on superpixels instead of pixels. The underlying assumption is that the information of local superpixel is sufficient to model the distribution of whole image features. Superpixel labels at a certain location depend on just a small neighborhood of superpixels. The conditional distribution of this dependence is MRF. SMRF model assumes the superpixels are locally smooth except for discontinuities corresponding to segment boundaries and edges. Penalty is given to discontinuities. The SMRF is different from pixel based MRF in that the number of neighbors is no longer constant and the shapes of the neighbors are irregular as shown in Fig. 1 . Superpixel 17 has six neighbors (13 15 16 22 23 25) which have different shapes. In baseline unsupervised MRF the interaction parameter is chosen by hand. It is difficult to integrate other prior knowledge for local interaction. With the new superpixel structure we propose a new model which include adaptive parameter β considering the features and labels of the superpixel locally
To simplify the problem Isling model is chosen for two class interaction function f ij (y i , y j ) = 1 − 2δ(y i , y j ). The δ function is Kronecker delta. We assume Gaussian distribution for all features given the label,
. Here K is the total number of features and x ik and δ x ik is the mean and the variance of kth feature in the feature vector given the label y i .
We choose a new interaction parameter β based on two basic principles, the simulated annealing and the probabilistic factor of the feature difference. The parameter has the form
where T t−1 is annealing temperature of last iteration, t represents the current number of iterations and α is a normalize factor for feature distances which is image dependent. The factor α is set to be (2
where . is the an average difference over the image. The common factor 0.9 is selected since the cooling speed in the range of [0.8, 0.99] is near optimal solution for annealing process [9] . By introducing new parameter function in unsupervised learning, the local interaction is weighted by feature differences. The parameter function β ij () likes a probabilistic function that reflects how the difference of two feature vectors accounts for the interaction. The chosen parameter means the higher the probability of the neighboring superpixels the higher the interaction factor and vice versa. Since the labels y i and y j are changed in each iteration, the new superpixel model is an adaptive algorithm with prior knowledges.
SMRF MODEL FOR IMAGE SEGMENTATION
To test the effectiveness of the new model, it is applied to unsupervised indoor image segmentation. First the image is oversegmented to superpixels [7] . Then SMRF model is used to infer the labels. To compare the performance between pixel based MRF (PMRF) and SMRF the EM algorithm, iterated conditional modes [10] , is used for learning. Advanced energy minimization methods [11] could further improve the efficiency which is beyond the scope of our discussion. The steps are as follows,
•
Step 1 -Initialization: the initial class label is assigned according to the prior knowledge of the problem. For example, in indoor image segmentation we suppose the superpixels in the lower one third part of the image is the initial floor area.
• Step 2 -Initial energy E 0 calculation: based on the initial label the total energy function of the whole image is calculated for the fist time. The total energy function is the summation of the individual energy function of all superpixels. The parameters in data term could be estimated based on the labels. For example in Gaussian model the mean and the variance of each class feature are easily calculated statistically given the labels now. For the edge term the Ising model is applied and the parameter β ij are calculated based on the current local feature differences shown in Equation 5.
• Step 3 -Local energy comparison: for every superpixel the local energy function for current label is compared with assigning the other class label. If it is smaller, the current label is kept otherwise the new label is assigned to the superpixel.
• Step 4 -The new total energy E t calculation: E t is computed with new labels and new parameters.
•
Step 5 -The energy comparison: if the new total energy E t is in small distance of the old one E t−1 the labeling process is finished and the algorithm converges. If the difference is still large, go to step 3 and computation continues until converges.
EXPERIMENTAL RESULTS
SMRF model is tested in floor area segmentation for indoor images. It is useful for indoor scene 3D reconstruction and analysis in computer vision [12] . Though it is binary labeling task, the problem is hard because in different room the floor looks very different. The ambiguity of content usually makes supervised learning unsuccessful when the room setting is unknown. A database of 53 indoor images with different layout and lighting condition is setup. They are from the MIT Labelme database [13] which is hand labeled by other researchers. Around 60 superpixels for each image is generated. The number is chosen because it is enough to have meaningful parts for the indoor images. We use the means of Lab color vector in the superpixel as color features and the edge percentage as textual feature. The initial temperature T 0 is set to be 3. The performance of the new SMRF is compared with the PMRF as shown in Fig. 2, Fig. 3 and Table  1 . In Fig.2 , the PMRF fails because it can not break some local minimum caused by lighting change. Since the SMRF model uses statistics of larger areas, it could proceed well. In Fig. 3 , the pixel MRF catches the rug edge and some other small details, while SMRF do avoid these details. The speed of the calculation is measured by using a 2GHz HP multimedia computer with 1G RAM. The SMRF is much faster than PMRF. The reason is that we have less nodes in the SMRF model. For SMRF, the nodes are superpixels and the number is much less than the number of pixels. Precision is the number of items correctly labeled as belonging to the class divided by the total number of elements labeled as belonging to the class. Recall is defined as the number of items correctly labeled as belonging to the class divided by the total number of elements that actually belong to the class. The SMRF method has better overall results for indoor images than the PMRF in term of the accuracy and processing speed. 
CONCLUSION
In this paper, we present a novel unsupervised MRF using superpixels as nodes for image segmentation. With the new superpixel neighbor structure the local parameters are adapted in order to integrate heuristic feature difference knowledge for indoor image segmentation. The real image results prove our analysis that the new SMRF method has less computational cost and better performance for floor area segmentation than piexel based MRF. Unsupervised SMRF is a general model that could be applied to other image processing tasks other than segmentation. Future work may include using the more advanced model such as Gaussian mixture for the data term of the energy function.
