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Abstract
We study a two-parameter generalization of the Catalan numbers: Cd,p(n) is the
number of ways to subdivide the d-dimensional hypercube into n rectangular blocks us-
ing orthogonal partitions of fixed arity p. Bremner & Dotsenko [14] introduced Cd,p(n)
in their work on Boardman–Vogt tensor products of operads; they used homological
algebra to prove a recursive formula and a functional equation. We express Cd,p(n) as
simple finite sums, and determine their growth rate and asymptotic behaviour. We give
an elementary proof of the functional equation, using a bijection between hypercube
decompositions and a family of full p-ary trees. Our results generalize the well-known
correspondence between Catalan numbers and full binary trees.
1
1 Introduction
1.1 Catalan numbers
The (binary) Catalan numbers form a well-known and ubiquitous integer sequence1:
C(n) =
1
n
(
2n−2
n−1
)
(n ≥ 1).
These numbers have over 200 different combinatorial interpretations; see Stanley [47] and
sequence A000108 from the Online Encyclopedia of Integer Sequences (OEIS) [45]. We focus
on the following three:
(i) Given a set with a binary operation, C(n) counts the ways to parenthesize a sequence
with n−1 operations and n factors. For example, the C(4) = 5 ways to parenthesize a
product with 4 factors using 3 operations are as follows:
(((ab)c)d), ((a(bc))d), ((ab)(cd)), (a((bc)d)), (a(b(cd))).
(ii) C(n) counts the plane rooted binary trees with n−1 internal nodes (including the root)
and n leaves, assuming that every internal node has two children. For example, the
C(4) = 5 rooted full binary trees with 4 leaves and 3 internal nodes are as follows:
(iii) C(n) counts the dyadic partitions of the unit interval obtained by n−1 bisections into
n subintervals [20, 21]. For example, the C(4) = 5 ways to partition the unit interval
into 4 subintervals using 3 bisections are as follows:
If we write y for the generating function of C(n),
y =
∑
n≥1
C(n)xn = x+ x2 + 2x3 + 5x4 + 14x5 + 42x6 + 132x7 + 429x8 + · · · ,
then one can check that y satisfies the functional equation
x+ y2 = y. (1)
1We index these numbers starting at n = 1 rather than the more conventional n = 0 for reasons that will
become apparent in the later sections.
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1.2 Geometry of higher-dimensional Catalan numbers
We study a higher-dimensional generalization of the Catalan numbers, which we first describe
in terms of subdividing the d-dimensional open unit hypercube using a sequence of p-ary
partitions, generalizing interpretation (iii) for the ordinary Catalan numbers.
Definition 1. Fix a dimension d ≥ 1. Consider an open d-rectangle in the open unit d-cube:
R = (a1, b1)× · · · × (ad, bd) ⊆ (0, 1)d.
Fix an arity p ≥ 2. For a fixed index 1 ≤ i ≤ d, partition the ith interval in the Cartesian
product into p equal subintervals with endpoints
ci(j) = ai +
j
p
(bi−ai) (0 ≤ j ≤ p).
We define the p-ary decomposition of R orthogonal to the ith coordinate axis to be
Hi(R) =
{
(a1, b1)× · · · ×
(
ci(j−1), ci(j)
)× · · · × (ad, bd) | 1 ≤ j ≤ p} .
Fix an integer m ≥ 0 and set S0 = {(0, 1)d}. For k = 1, . . . , m perform these steps:
1. Choose an element R ∈ Sk−1.
2. Choose a direction 1 ≤ i ≤ d.
3. Set Sk =
(
Sk−1 \ {R}
) ∪Hi(R).
The result Sm is called a (d, p, n)-decomposition; by this we mean a p-ary decomposition of
the unit d-cube into the disjoint union of n blocks (d-subrectangles) where n = 1+m(p−1).
We define Cd,p(n) to be the number of distinct (d, p, n)-decompositions.
Figure 1 illustrates all (2, 2, n)-decompositions for n ≤ 4. From the diagrams, we see that
C2,2(n) = 1, 2, 8, 39 for n = 1, 2, 3, 4 respectively.
For fixed d, p and n, the natural action of the d-dimensional hyperoctahedral group
[7, 51] on the unit d-cube sends one (d, p, n)-decomposition to another; hence this group has
a permutation representation on the set of all (d, p, n)-decompositions.
Observe that in the case of d = 1, p = 2 and n ≥ 1, Definition 1 reduces to subdividing the
unit interval into n subintervals using bisections. Thus, C1,2(n) = C(n) gives the ordinary
Catalan numbers. More generally, C1,p(n) gives the p-ary Catalan numbers [6, 34]:
C1,p (n) =
1
n
(
n− 1
n−1
p−1
)
(n ≥ 1).
Thus Cd,p(n) is a two-parameter generalization of the Catalan numbers, analogous in some
ways to the Fuss–Catalan numbers (also known as Raney numbers). For several other higher-
dimensional generalizations of the Catalan numbers, see [16, 30, 33, 36, 38].
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n = 1
n = 2
n = 3
n = 4
Figure 1: Partitions of the unit square into n ≤ 4 subrectangles using bisections
1.3 Interchange laws for operations of higher arity
We provide another interpretation of Cd,p(n) using d distinct p-ary operations (denoted by
d operation symbols or by d types of parentheses), generalizing interpretation (i) of the
ordinary Catalan numbers.
Definition 2. Fix integers d ≥ 1 (dimension) and p ≥ 2 (arity). Let S be a set and fix
operations f1, . . . , fd : S
p → S. Let A = (aij) be a p× p array of elements of S. If fk, fℓ are
two of the operations, then we may either apply fk to each row of A and then apply fℓ to
the results, or apply fℓ to each column of A and then apply fk to the results. If for every
array A both ways produce the same element of S,
fℓ
(
fk(a11, . . . , a1p), fk(a21, . . . , a2p), . . . , fk(ap1, . . . , app)
)
=
fk
(
fℓ(a11, . . . , ap1), fℓ(a12, . . . , ap2), . . . , fℓ(a1p, . . . , app)
)
,
(2)
then we say that fk and fℓ satisfy the interchange law. If equation (2) holds for every pair
of distinct operations then we have an interchange system of arity p and dimension d.
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In universal algebra (resp. algebraic operads), interchange systems were introduced in
the early 1960s by Evans [27] (resp. in the early 1970s by Boardman and Vogt [12]). In the
case of d = p = 2, two binary operations satisfying the interchange law first appeared in the
late 1950s in Godement’s five rules of functorial calculus [32, Appendix 1, (V)].
If we denote the two binary operations by (−−) and {−−}, then the interchange law can
be restated as
{ (a11 a12) (a21 a22) } = ( {a11 a21} {a12 a22} ).
Observe that the operations trade places and the arguments a12, a21 transpose. The inter-
change laws correspond naturally to the hypercube decompositions defined in Section 1.2:
If we regard (−−) and {−−} respectively as vertical and horizontal bisections of rectangles
in R2, then the interchange law expresses the equivalence of the two ways of partitioning a
square into four equal subsquares:
{ (a11 a12) (a21 a22) } =
a11 a12
a21 a22
=
a11 a12
a21 a22
=
a11 a12
a21 a22
= ( {a11 a21} {a12 a22} ).
For further information on algebraic operads and higher categories, see [8, 9, 10, 15, 22, 37,
42, 43, 44, 48].
Using the Boardman–Vogt tensor product of operads, Bremner and Dotsenko [14] showed
that this correspondence between interchange laws and hypercube partitions extends to
arbitrary arity p and dimension d, in which case fi (i = 1, . . . , d) corresponds to the Hi
operation of Definition 1 (the dissection of a d-dimensional subrectangle into p equal parts
by hyperplanes orthogonal to the ith coordinate axis). They also proved the following result.
Theorem 3 ([14], §3.1). Define the generating function
y = yd,p(x) =
∑
n≥0
Cd,p(n)x
n.
Then y satisfies this polynomial functional equation2:
d∑
k=0
(−1)k
(
d
k
)
yp
k
= x. (3)
For d = 1 and p = 2, equation (3) reduces to equation (1), the functional equation for
the ordinary Catalan numbers. One can derive from (3) this recursive formula:
Cd,p(n) =
d∑
k=1
(
(−1)k−1
(
d
k
) ∑
n1,...,npk≥1
n1+···+npk=n
pk∏
i=1
Cd,p(ni)
)
.
2The alternating sign was inadvertently omitted in [14].
5
One may also regard Cd,p(n) as the number of association types [26] (or placements of
parentheses and operation symbols) of degree n in higher-dimensional algebra [17, 18, 19]
with d operations of arity p. Similar (but inequivalent) constructions in the literature include
guillotine partitions, VLSI floorplans, and planar rectangulations [1, 2, 3, 4, 5, 23, 35, 41, 46].
1.4 Outline of this paper
In Section 2, we use Lagrange inversion to prove a simple closed formula (a finite sum) for
Cd,p(n) and then consider several special cases. In Section 3, we use analytic methods to
determine the asymptotic behaviour of Cd,p(n). In Section 4, we show that Cd,p(n) counts a
restricted set of p-ary trees, generalizing interpretation (ii) of the ordinary Catalan numbers.
In particular, we establish a bijection between these trees and hypercube decompositions,
and give a combinatorial proof (without homological algebra) that the generating function
satisfies the functional equation (3); this provides a elementary proof of Theorem 3. In
Section 5, we indicate how our results may also be understood from the point of view of
Gro¨bner bases for shuffle operads. In Section 6, we briefly indicate some directions for
further research.
2 Enumeration formulas
We first derive a summation formula for Cd,p(n) and then discuss special cases for small
values of d and p. We use the functional equation (3) to obtain our closed formula.
Theorem 4. For all integers d ≥ 1, p ≥ 2, and n ≥ 1 we have
Cd,p(n) =
1
n
∑
t1,...,td
[(
n−1+t1+ · · ·+td
n−1, t1, t2, . . . , td
) d∏
k=1
(
(−1)tk(k+1)
(
d
k
)tk)]
,
where the sum is over all integers t1, . . . , td ≥ 0 such that
d∑
k=1
tk(p
k−1) = n−1.
Proof. We may rearrange the functional equation (3) to obtain y = xφ(y) where
φ(y) =
(
d∑
k=0
(−1)k
(
d
k
)
yp
k−1
)−1
.
Since φ(y) can be expanded as a formal power series in y with nonzero constant term, we
apply Lagrange inversion [31] to obtain
[xn]y =
1
n
[yn−1]
(
φ(y)n
)
=
1
n
[yn−1]
(
d∑
k=0
(−1)k
(
d
k
)
yp
k−1
)−n
,
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where [xn]y denotes the coefficient of xn in the power series y. If we expand the factor with
the negative exponent and simplify the result then we obtain
φ(y)n =
∑
j≥0
(
n−1+j
j
)( d∑
k=1
(−1)k+1
(
d
k
)
yp
k−1
)j
=
∑
j≥0
(
n−1+j
j
) ∑
t1,...,td≥0
t1+···+td=j
[(
j
t1, t2, . . . , td
) d∏
k=1
(
(−1)tk(k+1)
(
d
k
)tk
ytk(p
k−1)
)]
=
∑
t1,...,td≥0
[(
n−1 +∑di=1 ti
n−1, t1, t2, . . . , td
) d∏
k=1
(
(−1)tk(k+1)
(
d
k
)tk
ytk(p
k−1)
)]
.
In the last step we used the equation
∑d
k=1 tk = j to eliminate j, and then used the obvious
combinatorial identity (
n−1+j
j
)(
j
t1, . . . , td
)
=
(
n−1+j
n−1, t1, . . . , td
)
.
The term of interest yn−1 occurs if and only if
d∑
k=1
tk(p
k−1) = n−1,
which completes the proof.
Theorem 4 implies simple closed formulas for Cd,p(n) for small d and p. We consider
three specific instances: (d, p) = (2, 2), (3, 2), (2, 3).
Corollary 5. The number of dyadic partitions of the unit square into n rectangles is
C2,2(n) =
1
n
⌊n−1
3
⌋∑
i=0
(
2(n−1−i)
n−1, n−1−3i, i
)
(−1)i 2n−1−3i.
Proof. For d = p = 2, Theorem 4 gives
C2,2(n) =
1
n
∑
t1, t2≥0
t1+3t2=n−1
(
n−1+t1+t2
n−1, t1, t2
)
(−1)t2 2t1 . (4)
If we set t2 = i then t1 = n−1−3i, and the sum (4) is empty when n−1−3i < 0 ⇐⇒ i > n−13 .
Hence (4) simplifies to the stated result.
We believe this is the first explicit non-recursive formula for sequence A236339:
1, 2, 8, 39, 212, 1232, 7492, 47082, 303336, 1992826, 13299624, 89912992, . . . .
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Remark 6. For d = p = 2, the functional equation (3) simplifies to the quartic polynomial
y4 − 2y2 + y = x, to which one may apply Cardano’s formula [49, §8.8] in order to solve
explicitly for y as a function of x. Indeed, let ρ be a primitive cube root of unity and set
A± = 3
√
72x− 11
2
± 3
2
√
768x3 + 1536x2 − 96x− 15 ,
θ1 =
1
3
(A+ + A− ), θ2 =
1
3
( ρ2A+ + ρA− ), θ3 =
1
3
( ρA+ + ρ2A− ).
The four roots of the quartic polynomial may then be expressed as
y = 1
2
(
δ
√
−θ1 + ǫ
√
−θ2 + δǫ
√
−θ3
)
,
where δ, ǫ ∈ {±1}. Only for δ = 1, ǫ = −1 does the power series expansion of y have constant
term 1. However, computing the other coefficients of this power series seems rather difficult.
Corollary 7. The number of dyadic partitions of the unit cube into n subrectangles is
C3,2(n) =
1
n
⌊n−1
7
⌋∑
j=0
⌊n−1−7j
3
⌋∑
i=0
(
2(n−1−i−3j)
n−1, n−1−3i−7j, i, j
)
(−1)i 3n−1−2i−7j .
Proof. Similar to the proof of Corollary 5. For d = 3, p = 2 Theorem 4 gives
C3,2(n) =
1
n
∑
t1,t2,t3≥0
t1+3t2+7t3=n−1
(
n−1+t1+t2+t3
n−1, t1, t2, t3
)
(−1)t2 3t1+t2 . (5)
If we set t2 = i, t3 = j then t1 = n−1−3i−7j, and the sum (5) is empty for n−1−3i−7j < 0.
Hence we may restrict the summation indices to 0 ≤ j ≤ n−1
7
and 0 ≤ i ≤ n−1−7j
3
, and so
(5) simplifies to the stated result.
This gives an explicit non-recursive formula for the sequence A236342:
1, 3, 18, 132, 1080, 9450, 86544, 819154, 7949532, 78671736, 790930728, . . . .
For p = 2 and 4 ≤ d ≤ 10 see sequences A237019 to A237025 and A237018.
Remark 8. For d = 3, p = 2, the functional equation (3) simplifies to the polynomial
y8 − 3y4 + 3y2 − y + x = 0.
An open problem is to determine the solvability of the Galois group of this polynomial in y
over a suitable field such as C(x) or its algebraic closure.
Corollary 9. The number of triadic partitions of the unit square into n subrectangles is
C2,3(n) =
1
n
⌊n−1
8
⌋∑
i=0
(
3
(
n−1
2
−i)
n−1, n−1
2
−4i, i
)
(−1)i 2n−12 −4i.
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Proof. For d = 2, p = 3, Theorem 4 gives
C2,3(n) =
1
n
∑
t1,t2≥0
2t1+8t2=n−1
(
n−1+t1+t2
n−1, t1, t2
)
(−1)t2 2t1 . (6)
If n is even then the above sum is empty, hence C2,3(n) = 0. If n is odd then t1 +4t2 =
n−1
2
.
If we set t2 = i then t1 =
n−1
2
−4i, and the sum (6) is empty for n−1
2
−4i < 0 ⇐⇒ i > n−1
8
.
Hence (6) simplifies to the stated result.
This gives an explicit non-recursive formula for the sequence A322543:
1, 2, 12, 96, 879, 8712, 90972, 985728, 10979577, 124937892, 1446119664, . . . .
Corollary 10. The number of triadic partitions of the unit cube into n subrectangles is
C3,3(n) =
1
n
⌊m/13⌋∑
j=0
⌊(m−13j)/4⌋∑
i=0
(
3(m−i−4j)
n−1, m−4i−13j, i, j
)
(−1)i 3m−3i−13j ,
where m = n−1
2
.
Proof. Similar to Corollaries 5, 7, 9.
At present this sequence (with 0s omitted) does not appear in the OEIS:
1, 3, 27, 324, 4452, 66231, 1038177, 16887528, 282394269, 4824324279, . . . .
Explicit summation formulas for other values of d and p can be obtained similarly.
3 Asymptotic behaviour and growth rate
We now consider the asymptotic behaviour and growth rate of Cd,p(n). Recall again the
functional equation (3). If we define the polynomial
qd,p(z) =
d∑
k=0
(−1)k
(
d
k
)
zp
k
,
then (3) can be restated simply as qd,p(y) = x. We call this polynomial q(z) when d, p are
clear from the context.
Figure 2 shows the graph of q(z) for small values of d and p.
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−1 1
−0.5
0.5
0
z
q(z)
−1 1
−0.5
0.5
0
z
q(z)
q2,2(z) = z−2z2+z4 q3,2(z) = z−3z2+3z4−z8
−1 1
−0.5
0.5
0
z
q(z)
−1 1
−0.5
0.5
0
z
q(z)
q2,3(z) = z−2z3+z9 q3,3(z) = z−3z3+3z9−z27
Figure 2: Graphs of the polynomials qd,p(z) for (d, p) = (2, 2), (3, 2), (2, 3), (3, 3)
3.1 Asymptotic behaviour
For p = d = 2, Kote˘s˘ovec gave this asymptotic formula (OEIS, sequence A236339):
C2,2(n) ∼ 1√−2πq′′(s) n−3/2q(s)1/2−n.
Here q(y) = y4 − 2y2 + y, hence q′(y) = 4y3 − 4y + 1 and q′′(y) = 12y2 − 4, and s is the
smallest positive real number where q′(s) = 0. Kote˘s˘ovec’s proof [39] relies on a theorem
of Bender [11] that was later corrected and refined; see [28] and [29, Theorem VII.3]. We
provide an asymptotic formula for Cd,p(n) for all d ≥ 1 and p ≥ 2. An important property
of the power series for Cd,p(n) is its periodicity:
Definition 11. A power series φ in the variable z is k-periodic for some positive integer k
if k is maximal subject to the condition that there exists a unique l ∈ {0, 1, . . . , k−1} such
that [zn]φ(z) = 0 for all n 6≡ l (mod k).
Then we have the following:
Lemma 12. The power series y =
∑
n≥1
Cd,p(n)x
n is (p−1)-periodic.
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Proof. We have Cd,p(1) = 1 for all d and p, and each subsequent p-ary partition of a subrect-
angle increases the number of regions by p−1. Hence Cd,p(n) = 0 if n 6≡ 1 (mod p−1).
The following result is a combination of Theorem VI.6 and [29, Note VI.17]:
Theorem 13. Let y be a power series in x. Let φ : C→ C be a function such that:
(i) φ is analytic at z = 0 and φ(0) > 0;
(ii) y = xφ(y);
(iii) [zn]φ(z) ≥ 0 for all n ≥ 0, and [zn]φ(z) 6= 0 for some n ≥ 2.
(iv) If r is the radius of convergence of φ then φ(s) = sφ′(s) for a unique s ∈ (0, r).
(v) The power series of φ is k-periodic.
Then for n ≡ 1 (mod k),
[xn]y ∼ k
√
φ(s)
2πφ′′(s)
n−3/2 (φ′(s))
n
Using Theorem 13, we obtain the following:
Theorem 14. For all integers d ≥ 1 and p ≥ 2, define
q(z) =
d∑
k=0
(−1)k
(
d
k
)
zp
k
.
Let s > 0 be the smallest real number such that q′(s) = 0. Then for n ≡ 1 (mod p−1),
Cd,p(n) ∼ p−1√−2πq′′(s) n−3/2 q(s)
1
2
−n.
Proof. Since q(y) = x, we have y = xφ(y) where
φ(z) =
z
q(z)
=
1∑d
k=0(−1)k
(
d
k
)
zpk−1
. (7)
We first show that φ(z) satisfies condition (v). The power series of φ has the form
φ(z) =
∑
n≥0
anz
n =
1∑d
k=0(−1)k
(
d
k
)
zpk−1
=
∑
j≥0
(
d∑
k=1
(−1)k−1
(
d
k
)
zp
k−1
)j
. (8)
Since p−1 | pk−1 for all k ≥ 1, we see that an = 0 when p−1 ∤ n and so φ is (p−1)-periodic.
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Second, we show that φ(z) satisfies (iii). It is clear that a0 = 1. We prove by induction
on n that for all d ≥ 1, p ≥ 2, n ≥ p we have
an ≥ (d− 1)an−(p−1).
For the basis, from (8) we see that an = d
n/(p−1) for all n < p2 − 1. For the inductive step,
from (7) we see that an satisfies the recurrence relation
an =
d∑
k=1
(−1)k−1
(
d
k
)
an−(pk−1)
= (d−1)an−(p−1) +
(
an−(p−1) −
(
d
2
)
an−(p2−1)
)
︸ ︷︷ ︸
(I)
+
d∑
k=3
(−1)k−1
(
d
k
)
an−(pk−1)︸ ︷︷ ︸
(II)
.
To show that an ≥ (d−1)an−(p−1), we verify that the terms (I) and (II) are both nonnegative.
By the inductive hypothesis, for all values of d and p we have
an−(p−1) ≥ (d−1)pan−(p−1)−p(p−1) = (d−1)pan−(p2−1) ≥
(
d
2
)
an−(p2−1),
and so (I) is nonnegative. Furthermore, for k ≥ 3 we have(
d
k
)
an−(pk−1) ≥
(
d
k
)
(d−1)an−(pk+1−1) ≥
(
d
k+1
)
an−(pk+1−1).
The first inequality follows from the inductive hypothesis, and the second from the fact that(
d
k
)
(d−1) ≥
(
d
k+1
)
for all d, k. Thus, the term (II) is also nonnegative. Since an ≥ (d − 1)an−(p−1), we hence
conclude that an ≥ 0 for all n ≥ 1.
We now consider condition (iv). Clearly,
φ′(z) =
q(z)− zq′(z)
q(z)2
, φ′′(z) =
−zq(z)q′′(z)− 2q(z)q′(z) + 2z(q′(z))2
q(z)3
. (9)
Let r be the radius of convergence of φ at z = 0. Since φ(z) = z/q(z), we see that r is the
smallest positive solution to q(r) = 0. We show there is unique s ∈ (0, r) with φ(s) = sφ′(s).
Notice that
φ(s) = sφ′(s) =⇒ s
q(s)
= s
(
q(s)− sq′(s)
q(s)2
)
=⇒ sq′(s) = 0.
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Since q(0) = q(r) = 0 and q is differentiable, it follows that q′(s) = 0 for some s ∈ (0, r).
This proves the existence of s. For uniqueness, since φ has nonnegative coefficients, it follows
that φ′′ is positive over (0, r), and hence over (0, r) we have
d
dz
(
φ(z)− zφ′(z)) = −zφ′′(z) < 0
Thus, φ(z) − zφ′(z) is continuous and decreasing over (0, r), and hence φ(z) − zφ′(z) = 0
cannot have distinct solutions over that interval.
Now that the analytic assumptions on φ(z) have been verified, we may establish the
asymptotic formula. Since q′(s) = 0, the expression (9) simplifies to
φ′(s) =
1
q(s)
, φ′′(s) =
−sq′′(s)
q(s)2
.
Therefore, when n ≡ 1 (mod p−1) we have
Cd,p(n) = [x
n]y ∼ (p−1)
√
φ(s)
2πφ′′(s)
n−3/2 φ′(s)n
= (p−1)
√
s/q(s)
2π
(− sq′′(s)/q(s)2) n−3/2
(
1
q(s)
)n
=
p−1√−2πq′′(s) n−3/2 q(s)1/2−n,
and this completes the proof.
3.2 Growth rate
We define the growth rate of Cd,p(n) as
Gd,p = lim
m→∞
Cd,p
(
(m+1)(p−1) + 1)
Cd,p
(
m(p−1) + 1) .
Then we have the following:
Corollary 15. Given fixed integers d ≥ 1 and p ≥ 2,
Gd,p = 1
(q(s))p−1
,
where s is the smallest positive real number where q′(s) = 0.
Proof. This follows immediately from Theorem 14.
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We computed Gd,p for various d and p; see Figure 3. For d = 1 (the familiar p-ary Catalan
numbers) we have
G1,p = p
p
(p−1)p−1 ,
which by Stirling’s formula grows almost linearly in p since G1,p+1 − G1,p ≈ e for p ≥ 1.
Figure 3 suggests that Gd,p also grows almost linearly in d for d ≥ 1, and in fact Gd,p ≈ dG1,p.
1 2 3 4 5 6 7 8 9 10 11 12
10
20
30
40
50
60
0
d
Gd,p
p = 2
p = 3p = 4
p = 5p = 6
Figure 3: The growth rate Gd,p for various d, p.
4 Interpretation of Cd,p(n) in terms of p-ary trees
Recall the three interpretations of the binary Catalan numbers from Section 1.1: (i) place-
ments of parentheses, (ii) binary trees, and (iii) bisections of the unit interval. For the
numbers Cd,p(n), we saw in the previous sections that (i) generalizes to the number of ways
to apply d distinct p-ary operations to n arguments while satisfying the interchange laws,
and (iii) generalizes to the number of ways to divide the d-dimensional hypercube into n rect-
angular regions using p-ary partitions. In this section, we generalize interpretation (ii), and
provide a combinatorial description of Cd,p(n) in terms of certain p-ary trees by establishing
a bijection between these trees and the set of (d, p, n)-decompositions.
4.1 Interchange maximal trees
Let Td,p,n denote the set of full p-ary trees (every internal node has exactly p children) with
n (unlabelled) leaves, such that each of the m = n−1
p−1
internal nodes is assigned a label from
{1, . . . , d}. Let Dd,p,n denote the set of (d, p, n)-decompositions (Definition 1).
We first describe a mapping from Td,p,n to Dd,p,n.
Definition 16. Define the function f : Td,p,n → Dd,p,n recursively as follows:
• (n = 1) f maps the exceptional tree with a single node to {(0, 1)d}, the decomposition
with a single region, the entire unit hypercube.
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T1 T2 T3
1
2 2
3 3
1
2 3
2 2
2
1 1
3 3
f(T1) = f(T2) = f(T3) =
1
2
3
Figure 4: Example of the map f from trees to decompositions (Definition 16)
• (n ≥ 2) Given T ∈ Td,p,n with root labelled i and subtrees (from left to right) T1, . . . , Tp,
for every j ∈ {1, . . . , p} place the decomposition f(Tj) at{
x ∈ Rd : xi ∈ (j−1, j), xk ∈ (0, 1) ∀k 6= i
}
.
Now that we have p hypercube decompositions lined up in a row along the ith axis, we
apply the linear transformation that compresses them along the ith axis by a factor of
p, and obtain a decomposition contained in (0, 1)d.
We define two trees T, T ′ to be interchange equivalent if f(T ) = f(T ′).
Figure 4 illustrates Definition 16: it displays three trees in T3,2,6 that are mapped by f
to the same decomposition in D3,2,6, and hence shows that f is not one-to-one.
Figure 5 describes how to produce interchange equivalent trees. Suppose T is a tree with
a subtree S whose root has label i and whose p children are internal nodes each with the
same label j 6= i. Let T11, T12, . . . , Tpp denote the p2 subtrees from left to right of the p nodes
labelled j (top of Figure 5).
The interchange law implies that in the subtree S we may change the root label from
i to j and simultaneously change the labels of the p children from j to i. The result is a
new tree T ′ which is interchange equivalent to T . Notice that the three trees in Figure 4
can be transformed into each other using this “subtree swapping” process that preserves
interchange equivalence.
Next, we consider a map that acts as an inverse of f by choosing a unique representative
in each inverse image f−1(D) for D ∈ Dd,p,n.
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ij j j
T11 T1p T21 T2p Tp1 Tpp
· · · · · ·
· · · · · ·· · ·· · · · · ·
j
i i i
T11 Tp1 T12 Tp2 T1p Tpp
· · · · · ·
· · · · · ·· · ·· · · · · ·
Figure 5: Two interchange equivalent subtrees
Definition 17. Define the function g : Dd,p,n → Td,p,n recursively as follows:
• (n = 1) g maps the trivial decomposition {(0, 1)d} to the tree with one node.
• (n ≥ 2) Given indices 1 ≤ i, j ≤ p, define the set
Bi,j =
{
x ∈ (0, 1)d | (j − 1)/p < xi < j/p
}
.
Then notice that Hi
(
(0, 1)d
)
= {Bi,j | 1 ≤ j ≤ p} (where Hi is as defined in Defini-
tion 1). Moreover, if we define the affine transformation Mi,j : R
d → Rd such that
[Mi,j(x)]k =
{
xk if k 6= i;
pxk − (j − 1) if k = i,
then Mi,j(Bi,j) = (0, 1)
d for every i, j. Then given a decomposition D ∈ Dd,p,n, we
choose the largest index i such that every region in D is contained in Bi,j for some
j. Next, define Dj = {d ∈ D, d ⊆ Bi,j} for every j = 1, . . . , p. By the choice of i,
D1, . . . , Dp must partition D, and Mi,j(Dj) is a decomposition of the unit hypercube
in its own right.
We then define g(D) to be the p-ary tree with root node labelled i, with subtrees
g (Mi,j(D1)) , . . . , g (Mi,j(Dp)) from left to right.
Example 18. Let D be the decomposition in Figure 4, which has 6 regions:
D = { (0, 1/2)× (0, 1/2)× (0, 1), (0, 1/2)× (1/2, 1)× (0, 1),
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(1/2, 1)× (0, 1/2)× (0, 1/2), (1/2, 1)× (1/2, 1)× (0, 1/2),
(1/2, 1)× (0, 1/2)× (1/2, 1), (1/2, 1)× (1/2, 1)× (1/2, 1) }.
Every region in D is contained in one of the sets
B1,1 = (0, 1/2)× (0, 1)× (0, 1), B1,2 = (1/2, 1)× (0, 1)× (0, 1)..
However, the same can be said for
B2,1 = (0, 1)× (0, 1/2)× (0, 1), B2,2 = (0, 1)× (1/2, 1)× (0, 1).
but not for the sets B3,1, B3,2. Thus, we choose the index i = 2, and so the root node of
g(D) has label 2. Continuing in this way, one finds that g(D) is the tree T3 in Figure 4.
By the construction of the functions f and g, it is clear that f(g(D)) = D for every
D ∈ Dd,p,n. Hence f is onto, which implies that Cd,p(n) counts the number of interchange
equivalence classes in Td,p,n. In other words, Cd,p(n) counts the number of trees in the image
of g. We characterize these trees through the following definition:
Definition 19. A tree T ∈ Td,p,n is interchange maximal if it has no subtree T˜ such that
1. T˜ has root labelled i;
2. there exists T˜ ′ with root labelled j where j > i such that f(T˜ ′) = f(T˜ ).
Example 20. In Figure 4, T1 and T2 are not interchange maximal since they both have root
labelled i = 1, while there exists an interchange equivalent tree T3 with root node labelled
j = 2. One can check that T3 is indeed interchange maximal.
Lemma 21. Every tree output by g must be interchange maximal.
Proof. This follows immediately from Definitions 17 and 19, as the function g always picks
the largest possible node label when generating the tree from the top down.
Remark 22. Condition 2. in Definition 19 is equivalent to
2′. There exists j > i such that the path between the root of T˜ and every leaf of T˜ contains
an internal node labelled j.
Condition 2′ characterizes interchange maximal trees without reference to hypercube decom-
positions. For instance, the tree T2 in Figure 4 is not interchange maximal since it has root
label 1, while the path from any leaf to the root contains a node labelled 2.
The reason we are interested in interchange maximal trees is the following:
Theorem 23. For every T ∈ Td,p,n, there exists a unique T ′ ∈ Td,p,n that is interchange
maximal and satisfies f(T ′) = f(T ).
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Proof. First, we prove existence. Given a tree T , let α(T ) = (α0, α1, . . . , ) be the sequence
where αk is the sum of the vertex labels of all level-k internal nodes of T . Now, if T is
not interchange maximal, one can replace a subtree in T rooted at an i-node by a different
subtree rooted at a j-node where j > i, and obtain a new tree T ′ where f(T ′) = f(T ).
Suppose the i-node in T is at level l. When we compare α(T ) = (α0, α1, . . .) and α(T
′) =
(α′0, α
′
1, . . .), we see that α
′
k = αk for all k < l, and α
′
l = αl + j − i > αl. Thus, the sequence
α(T ′) is strictly greater than α(T ) in lexicographic order. If T ′ is not interchange maximal,
we can repeat this process to find T ′′ where α(T ′′) is yet greater lexicographically. Since the
label-sum sequence cannot increase indefinitely, we conclude that there exists an interchange
maximal tree which is interchange equivalent to T .
Next, we prove uniqueness by contradiction. Suppose there are two distinct interchange
maximal trees T, T ′ where f(T ) = f(T ′) = D. Let l be the least level on which T, T ′ start to
differ, and that at this level T has a node labelled i whereas the same node in T ′ has label
j. Without loss of generality, we may assume that j > i. Let T˜ (resp. T˜ ′) be the subtree of
T rooted at the i-node (resp. the subtree of T ′ rooted at the j-node).
Since the i-node in T and the j-node in T ′ have identical ancestors in their respective
trees (by minimality of l), T˜ and T˜ ′ correspond to the same region in the decomposition
D. Thus, when considered as trees in their own right, we must have f(T˜ ) = f(T˜ ′). If we
now let T ′′ be the tree obtained from T by replacing the subtree T˜ by T˜ ′, we would have
f(T ′′) = f(T ), showing that T is not interchange maximal, a contradiction.
It follows from Theorem 23 that every class of interchange equivalent trees has exactly
one interchange maximal representative. Thus, if we let T +d,p,n ⊆ Td,p,n denote the set of
interchange maximal trees, then |T +d,p,n| = |Dd,p,n| = Cd,p(n) for all d ≥ 1, p ≥ 2, n ≥ 1.
Moreover, if we restrict the domain of f to T +d,p,n, then we obtain a bijection between the
interchange maximal trees and the hypercube decompositions. Clearly, the inverse of this
function is exactly g.
4.2 Deriving the functional equation (3) directly using trees
Having shown that |T +d,p,n| = Cd,p(n) by establishing a bijection between interchange maximal
trees and hypercube decompositions, Theorem 3 can now be restated as follows:
Theorem 24. Given fixed integers d ≥ 1, p ≥ 2, define the formal power series
w =
∑
n≥1
|T +d,p,n|xn.
Then w satisfies the functional equation
d∑
i=0
(−1)k
(
d
i
)
wp
i
= x. (10)
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In the rest of this section, we give a direct proof of Theorem 24, hence providing an
alternative proof of Theorem 3 that is purely combinatorial (and, in our opinion, more
elementary). First, we introduce some special families of trees.
Definition 25. Let S = {s1, s2, . . . , sk} where 1 ≤ s1 < s2 < · · · < sk ≤ d be a nonempty
set of indices. Define USd,p,n ⊆ Td,p,n to be the set of trees T for which
• T has root labelled s1 and all p subtrees at the root s1-node are interchange maximal.
• For all j ≥ 2 there exists T ′ ∈ Td,p,n such that T ′ has root labelled sj and f(T ′) = f(T ).
Example 26. For the trees in Figure 4, we first see that T1 6∈ US3,2,6 for any S since the right
subtree at the root node of T1 is not interchange maximal. On the other hand, T2 does have
two interchange maximal subtrees at the root and so T2 ∈ U{1}3,2,6. Moreover, the existence of
T3 (which has root label 2 and is interchange equivalent to T2) implies that T2 ∈ U{1,2}3,2,6 which
is a subset of U{1}3,2,6. Finally, T3 ∈ U{2}3,2,6, but T3 is not an element of US3,2,6 for any other S.
More generally, an interchange maximal tree with root labelled i belongs to U{i}d,p,n, but
not USd,p,n for any S with multiple indices. Thus, we obtain that
T +d,p,n =
( ⋃
S⊆{1,...,d}
|S|=1
USd,p,n
)
\
( ⋃
S⊆{1,...,d}
|S|=2
USd,p,n
)
. (11)
Note that (11) only applies for n > 1 (when the root of a tree is indeed an internal node).
If n = 1 then T +d,p,1 consists of only the tree with one node, thus |T +d,p,1| = 1. While we can
express the sets of interchange maximal trees in terms of the USd,p,n with sets S of size n ≤ 2,
it will be helpful to know the sizes of the USd,p,n for all S. Thus, we have the following:
Lemma 27. For every d ≥ 1, p ≥ 2, n ≥ 2 and S ⊆ {1, . . . , d} where |S| = k, we have
|USd,p,n| =
∑
n1,...,npk
(
pk∏
j=1
|T +d,p,nj |
)
,
where the summation is over all integers n1, . . . , npk ≥ 1 with
∑pk
j=1 nj = n.
Proof. Instead of counting |USd,p,n| directly, we first establish a bijection between USd,p,n and
another auxiliary set that has simpler structure.
Given S = {s1, . . . , sk} where the indices are increasing, let VSd,p,n ⊆ Td,p,n be the collection
of trees T such that
• For all 1 ≤ i ≤ k, all pi−1 nodes at level i−1 of T are internal nodes with label si.
• All pk subtrees of the pk−1 sk-nodes at level k−1 are interchange maximal.
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Using the trees from Figure 4 again, we have
T1 ∈ V{1,2}3,2,6 , T2 ∈ V{1}3,2,6, T3 ∈ V{2}3,2,6.
Notice that if |S| = 1 then USd,p,n = VSd,p,n by definition. We now construct a bijection
hS : USd,p,n → VSd,p,n,
that applies to sets S of arbitrary size. First, given T ∈ USd,p,n, let D˜ ∈ Dd,p,pk denote
the decomposition obtained by partitioning (0, 1)d into p regions along the s1-axis, then
partitioning each of those regions into p regions along the s2-axis (resulting in p
2 regions
at this point), and so on, until finally we partition along the sk-axis and obtain p
k total
regions of the hypercube. The fact that T has root label s1, and that there exist trees with
root labels s2, . . . , sk that are interchange equivalent to T , implies that every region in the
decomposition f(T ) is contained in one of the regions in D˜. Thus, we can consider f(T )
as consisting of pk decompositions, one for each of the regions in D˜. Moreover, for each
region, there exists a unique (see Theorem 23) interchange maximal tree representing this
decomposition. We thus obtain pk trees.
Next, define the tree T˜ ∈ Td,p,pk such that for 1 ≤ i ≤ k, all pi−1 vertices at level i−1
are internal nodes labelled si, followed by p
k leaves at level k. Obviously, f(T˜ ) = D˜. Now,
define hS(T ) to be the tree obtained by replacing the p
k leaves of T˜ by the corresponding
pk trees obtained from the previous paragraph. By construction, f(hS(T )) = f(T ) and
hS(T ) ∈ VSd,p,n. For example, in Figure 4, we have T2 ∈ U{1,2}3,2,6 and h{1,2}(T2) = T1 ∈ V{1,2}3,2,6 .
We now show that the mapping hS is onto. Given T ∈ VSd,p,n, note that T has root label
s1. Let T1, . . . , Tp be the subtrees of T at the root. For every i ∈ {1, . . . , p}, there exists a
unique T ′i that is interchange maximal and satisfies f(Ti) = f(T
′
i ). We replace the subtrees
T1, . . . , Tp in T by T
′
1, . . . , T
′
p respectively, and call the modified tree T
′. By construction,
f(T ) = f(T ′). We also see that T ′ ∈ USd,p,n, since it has s1 as root label and p interchange
maximal subtrees at the root. Moreover, for 1 ≤ i ≤ k, since T has a level of internal nodes
all of which have label si, we can use the subtree-swapping steps outlined in Figure 5 to
obtain a tree which is interchange equivalent to T and has si as root label. By construction
of T ′, we have hS(T
′) = T . Thus, every tree T ∈ VSd,p,n is in the image of hS.
It remains to show that hS is one-to-one. Assume to the contrary that there exist distinct
trees T, T ′ ∈ USd,p,n with hS(T ) = hS(T ′). Both T and T ′ have root label s1, so one of their
subtrees at the root must differ. Suppose the ith subtrees at the roots of T , T ′ are Ti,
T ′i respectively and Ti 6= T ′i . Since both Ti, T ′i are interchange maximal, f(Ti) 6= f(T ′i ).
This implies that f(T ) 6= f(T ′), since the ith slice along the s1-axis in the corresponding
decompositions are not the same. However, we showed above that hS(T ) is interchange
equivalent to T , and hence hS(T ) 6= hS(T ′).
Thus, we have established that |USd,p,n| = |VSd,p,n|. Finally, it is easy to see that there is a
natural correspondence between VSd,p,n and ordered sets of pk interchange maximal trees that
have a total of n leaves. This completes the proof.
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We are now ready to prove the main result of this section.
Proof of Theorem 24. From equation (11), we obtain
|T +d,p,n| =
∣∣∣∣∣
( ⋃
S⊆{1,...,d}
|S|=1
USd,p,n
)
\
( ⋃
S⊆{1,...,d}
|S|=2
USd,p,n
)∣∣∣∣∣ =
∣∣∣∣∣ ⋃
S⊆{1,...,d}
|S|=1
USd,p,n
︸ ︷︷ ︸
(I)
∣∣∣∣∣−
∣∣∣∣∣ ⋃
S⊆{1,...,d}
|S|=2
USd,p,n
︸ ︷︷ ︸
(II)
∣∣∣∣∣.
Since (II) is a subset of (I), the difference of the sizes of the sets equals the size of the
difference of the sets. Since U{i}d,p,n and U{j}d,p,n are disjoint for distinct i 6= j, the size of (I) is
simply
d∑
i=1
∣∣∣U{i}d,p,n∣∣∣ .
For (II), observe that given two-index sets S1 = {s11, s12} , . . . , Sk = {sk1, sk2} such that
1 ≤ sj1 < sj2 ≤ d for all j, we have
k⋂
j=1
USjd,p,n =
{
U(
⋃k
j=1 Sj)
d,p,n if s11 = s21 = · · · = sk1;
∅ if s11, s21, . . . , sk1 are not identical.
In the first case, observe that
⋃k
j=1 Sj = {s11, s12, s22, . . . , sk2} and has size k+1. Thus, by
the principle of inclusion-exclusion, the size of (II) is∣∣∣∣∣ ⋃
S⊆{1,...,d}
|S|=2
USd,p,n
∣∣∣∣∣ =
d∑
i=2
(
(−1)i−1
∑
S⊆{1,...,d}
|S|=i
∣∣∣∣∣USd,p,n
∣∣∣∣∣
)
.
Putting this all together, we see that for all n > 1, we have
|T +d,p,n| = |(I)| − |(II)|
=
d∑
i=1
∣∣∣∣U{i}d,p,n
∣∣∣∣− d∑
i=2
(
(−1)i−1
∑
S⊆{1,...,d}
|S|=i
∣∣∣∣USd,p,n
∣∣∣∣
)
=
d∑
i=1
(
(−1)i
∑
S⊆{1,...,d}
|S|=i
∣∣∣∣USd,p,n
∣∣∣∣
)
=
d∑
i=1
(
(−1)i
(
d
i
) ∑
n1,...,npi
( pi∏
j=1
|T +d,p,nj |
))
,
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where we applied Lemma 27 to obtain the last equality. If we take the above equation,
multiply both sides by xn, and sum over for n ≥ 1, we obtain
w = x+
d∑
i=1
(−1)i
(
d
i
)
wp
i
,
which rearranges to give (10), and this completes the proof.
5 Gro¨bner bases for shuffle operads
Recall that the original motivation for this paper came from combinatorial aspects of the
work by the third author and Dotsenko [14] on Boardman–Vogt tensor products of operads.
In this section we give an operadic explanation of the fact that the three distinct trees in
Figure 4 give rise to the same rectangular decomposition of the cube. This discussion is
based on the theory and algorithms of Gro¨bner bases for shuffle operads developed originally
by Dotsenko and Khoroshkin [24]; we follow the notation of [13].
5.1 Dimension 2
For completeness we begin with dimension 2. When d = 2 and p = 2 we have two operations
•1 and •2 satisfying the interchange law represented by this tree polynomial:
α =
1
2 2
a b c d
−
2
1 1
a c b d
Node labels 1 and 2 correspond to operations •1 and •2. The leading term of α does not
have any small common multiple with itself, so there are no S-polynomials and the Gro¨bner
basis of this shuffle operad consists simply of α.
5.2 Dimension 3
When d = 3 and p = 2, we have three operations •1, •2, •3 that satisfy three interchange
laws represented by these tree polynomials:
(a •2 b) •1 (c •2 d) = (a •1 c) •2 (b •1 d),
(a •3 b) •1 (c •3 d) = (a •1 c) •3 (b •1 d),
(a •3 b) •2 (c •3 d) = (a •2 c) •3 (b •2 d).
The operation order •1 ≺ •2 ≺ •3 extends in the usual way to a monomial order on the
shuffle operad generated by these three operations satisfying these three relations. The
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three interchange laws are represented by the following three tree polynomials; in each case
the leftmost tree is the leading monomial with respect to the monomials order:
α =
1
2 2
a b c d
−
2
1 1
a c b d
β =
1
3 3
a b c d
−
3
1 1
a c b d
γ =
2
3 3
a b c d
−
3
2 2
a c b d
The least common multiple of the leading terms of α and γ is this tree:
[α, γ] =
1
2 2
a b 3 3
c d e f
The corresponding S-polynomial obtained from α and γ is as follows:
ǫ =
1
2 3
a b 2 2
c e d f
−
2
1 1
a 3 b 3
c d e f
The tree polynomial ǫ is the first element in the Gro¨bner basis of this shuffle operad (beyond
the tree polynomials α, β, γ). The two terms in ǫ correspond to the two trees T2 and T3 in
Figure 4. This gives an operadic explanation of the fact that T2 and T3 produce the same
decomposition of the cube. It remains an open problem to compute a complete Gro¨bner
basis for this shuffle operad.
6 Future research
This paper has developed a more complete understanding of the numbers Cd,p(n) and estab-
lished a connection between (i) hypercube decompositions, (ii) interchange maximal trees,
and (iii) algebraic operads. It is an important open problem to determine if a similar theory
can be developed for other well-known variations on the Catalan numbers. In particular, we
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consider the Wedderburn–Etherington numbers [25, 50]; see also OEIS A001190. In this case
we have a binary operation that is commutative but not associative; we let W (n) denote the
number of ways to interpret xn under this operation. For instance, for x4 we have
((xx)x)x = (x(xx))x = x(x(xx)) = x((xx)x),
but all of these are distinct from (xx)(xx). Thus there are only two distinct interpretations
of x4, and so W (4) = 2. The following table lists the distinct nth powers for n ≤ 5.
n nth commutative nonassociative powers W (n)
1 x 1
2 xx 1
3 (xx)x 1
4 ((xx)x)x, (xx)(xx) 2
5 ((xx)x)x)x, ((xx)xx))x, ((xx)x)(xx) 3
While the growth rate of W (n) has been determined [40], it is an open problem to determine
a non-recursive formula for these numbers. It would be interesting to investigate higher-
dimensional analogues of the Wedderburn–Etherington numbers involving d distinct p-ary
operations satisfying various generalizations of commutativity.
7 Acknowledgments
The research of the second and third authors was supported by a Discovery Grant from
NSERC, the Natural Sciences and Engineering Research Council of Canada. The authors
thank Chris Soteros for very helpful comments on analytic combinatorics, which helped
us assemble the necessary tools to prove Theorem 14. We also express our gratitude to
Neil Sloane and the numerous contributors to the Online Encyclopedia of Integer Sequences
(OEIS) for developing and curating such a valuable resource for mathematical research.
References
[1] E. Ackerman, G. Barequet, R. Y. Pinter: A bijection between permutations and
floorplans, and its applications. Discrete Appl. Math. 154 (2006), no. 12, 1674–1684.
[2] E. Ackerman, G. Barequet, R. Y. Pinter, D. Romik: The number of guillotine
partitions in d dimensions. Inform. Process. Lett. 98 (2006), no. 4, 162–167.
[3] A. Asinowski, G. Barequet, M. Bousquet-Me´lou, T. Mansour, R. Y. Pin-
ter: Orders induced by segments in floorplans and (2-14-3,3-41-2)-avoiding permuta-
tions. Electron. J. Combin. 20 (2013), no. 2, Paper 35, 43 pages.
24
[4] A. Asinowski, G. Barequet, T. Mansour, R. Y. Pinter: Cut equivalence of
d-dimensional guillotine partitions. Discrete Math. 331 (2014) 165–174.
[5] A. Asinowski, T. Mansour: Separable d-permutations and guillotine partitions.
Ann. Comb. 14 (2010), no. 1, 17–43.
[6] J.-C. Aval: Multivariate Fuss-Catalan numbers. Discrete Math. 308 (2008), no. 20,
4660–4669.
[7] M. Baake: Structure and representations of the hyperoctahedral group. J. Math. Phys.
25 (1984), no. 11, 3171–3182.
[8] J. C. Baez, J. Dolan: Higher-dimensional algebra. III. n-categories and the algebra
of opetopes. Adv. Math. 135 (1998), no. 2, 145–206.
[9] F. Bagherzadeh, M. Bremner: Commutativity in double interchange semigroups.
Appl. Categ. Structures 26 (2018), no. 6, 1185–1210.
[10] M. Batanin, M. Weber: Algebras of higher operads as enriched categories. Appl.
Categ. Structures 19 (2011), no. 1, 93–135.
[11] E. A. Bender: Asymptotic methods in enumeration. SIAM Rev. 16 (1974) 485–515.
Errata: SIAM Rev. 18 (1976) no. 2, 292.
[12] J. Boardman, R. M. Vogt: Homotopy Invariant Algebraic Structures on Topological
Spaces. Lecture Notes in Mathematics, 347. Springer-Verlag, Berlin-New York, 1973.
[13] M. R. Bremner, V. Dotsenko: Algebraic Operads: An Algorithmic Companion.
CRC Press, Boca Raton, 2016.
[14] M. R. Bremner, V. Dotsenko: Boardman–Vogt tensor products of absolutely free
operads. To appear in Proceedings A of the Royal Society of Edinburgh.
[15] M. R. Bremner, S. Madariaga: Permutation of elements in double semigroups.
Semigroup Forum 92 (2016), no. 2, 335–360.
[16] M. G. Brin: Higher dimensional Thompson groups. Geom. Dedicata 108 (2004) 163–
192.
[17] R. Brown: Out of line. Royal Institution Proc. 64 (1992) 207–243.
[18] R. Brown, P. J. Higgins, R. Sivera: Nonabelian Algebraic Topology: Filtered
Spaces, Crossed Complexes, Cubical Homotopy Groupoids. EMS Tracts in Mathematics,
15. European Mathematical Society, Zu¨rich, 2011.
[19] R. Brown, T. Porter: Intuitions of higher dimensional algebra for the study of
structured space. Revue de Synthe`se 124 (2003) 173–203.
25
[20] J. W. Cannon, W. J. Floyd: What is . . . Thompson’s group? Notices Amer. Math.
Soc. 58 (2011), no. 8, 1112–1113.
[21] J. W. Cannon, W. J. Floyd, W. R. Parry: Introductory notes on Richard Thomp-
son’s groups. Enseign. Math. (2) 42 (1996), no. 3-4, 215–256.
[22] E. Cheng: Comparing operadic theories of n-category. Homology Homotopy Appl. 13
(2011), no. 2, 217–248.
[23] J. Conant, T. Michaels: On the number of tilings of a square by rectangles. Ann.
Comb. 18 (2014), no. 1, 21–34.
[24] V. Dotsenko, A. Khoroshkin: Gro¨bner bases for operads. Duke Math. J. 153
(2010), no. 2, 363–396.
[25] I. M. H. Etherington: Non-associate powers and a functional equation. The Math-
ematical Gazette 21 (1937) no. 242, 36–39.
[26] I. M. H. Etherington: Some problems of non-associative combinations, I. Edinburgh
Math. Notes 32 (1941), 1–6.
[27] T. Evans: Endomorphisms of abstract algebras. Proceedings of the Royal Society of
Edinburgh, Section A: Mathematics 66 (1962), no. 1, 53–64.
[28] P. Flajolet, R. Sedgewick: Analytic combinatorics: functional equa-
tions, rational and algebraic functions Research Report RR-4103, INRIA, 2001.
hal.inria.fr/inria-00072528
[29] P. Flajolet, R. Sedgewick: Analytic Combinatorics. Cambridge University Press,
2009.
[30] D. D. Frey, J. A. Sellers: Generalizing Bailey’s generalization of the Catalan
numbers. Fibonacci Quarterly 39.2 (2001) 142
[31] I. M. Gessel: Lagrange inversion. J. Combin. Theory Ser. A 144 (2016) 212–249.
[32] R. Godement: Topologie Alge´brique et The´orie des Faisceaux, Vol. 1. Actualite´s Sci-
entifiques et Industrielles, 1252. Hermann, Paris, 1958.
[33] H. W. Gould: Combinatorial Identities. West Virginia University.
www.math.wvu.edu/~gould/
[34] R. L. Graham, D. E. Knuth, O. Patashnik: Concrete Mathematics: A Foundation
for Computer Science. Second edition. Addison-Wesley Publishing Company, Reading,
MA, 1994.
26
[35] B. D. He: A simple optimal binary representation of mosaic floorplans and Baxter
permutations. Theoret. Comput. Sci. 532 (2014) 40–50.
[36] R. Kahkeshani: A Generalization of the Catalan Numbers. Journal of Integer Se-
quences 16, (2013) Article 13.6.8
[37] J. Kock: Note on commutativity in double semigroups and two-fold monoidal cate-
gories. J. Homotopy Relat. Struct. 2 (2007), no. 2, 217–228.
[38] T. Koshy: Lobb’s generalization of Catalan’s parenthesization problem. The College
Mathematics Journal 40.2, (2009) 99–107
[39] V. Kote˘s˘ovec: Personal Communication, June 2018.
[40] B. V. Landau: An asymptotic expansion for the Wedderburn-Etherington sequence.
Mathematika 24.2 (1977), 262–265.
[41] S. Law, N. Reading: The Hopf algebra of diagonal rectangulations. J. Combin.
Theory Ser. A 119 (2012), no. 3, 788–824.
[42] T. Leinster: Higher Operads, Higher Categories. London Mathematical Society Lec-
ture Note Series, 298. Cambridge University Press, Cambridge, 2004.
[43] J.-L. Loday, B. Vallette: Algebraic Operads. Grundlehren der Mathematischen
Wissenschaften, 346. Springer, Heidelberg, 2012.
[44] J. P. May: The Geometry of Iterated Loop Spaces. Lecture Notes in Mathematics, Vol.
271. Springer-Verlag, Berlin-New York, 1972.
[45] The On-Line Encyclopedia of Integer Sequences. Founded in 1964 by N. J. A. Sloane.
https://oeis.org
[46] N. Reading: Generic rectangulations. European J. Combin. 33 (2012), no. 4, 610–623.
[47] R. P. Stanley: Catalan Numbers. Cambridge University Press, New York, 2015.
[48] R. Street: Categorical structures. Handbook of Algebra, Vol. 1, 529–577.
Elsevier/North-Holland, Amsterdam, 1996.
[49] B. L. van der Waerden: Algebra, Volume 1. Frederick Ungar Publishing Co., New
York, 1970.
[50] J. H. M. Wedderburn: The functional equation g(x2) = 2αx+ [g(x)]2. Ann. Math.
(192), 121–140.
[51] A. Young: On quantitative substitutional analysis (fifth paper). Proc. London Math.
Soc. (2) 31 (1930), no. 4, 273–288.
27
2010 Mathematics Subject Classification: Primary 05A15. Secondary 05A16, 05A19, 17A42,
17A50, 18D50, 52C17.
Keywords : Catalan numbers, higher-dimensional analogues, hypercube decompositions, enu-
meration problems, generating functions, Lagrange inversion, interchange law, algebraic op-
erads, Boardman–Vogt tensor product, nonassociative algebra, higher categories.
Concerned with sequences A000108, A001190, A236339, A236342, A237018, A237019, A237020,
A237021, A237022, A237023, A237024, A237025, A322543.
28
