Input patterns to the olfactory bulb are dynamic and change in an odor-specific manner, as measured by selective calcium imaging of olfactory bulb input. To our knowledge, none of the published models of olfactory bulb function uses dynamic input patterns. Therefore we tested how dynamic input alters the behavior of a simple model consisting of two layers. The membrane potential of the first layer neurons, integrate and fire neurons corresponding to mitral cells, was modulated with a sub-threshold oscillation at respiration frequency. The membrane potential of the second layer neurons was used to discriminate input patterns. We implemented oscillating input with amplitudes and latencies different for each mitral cell. Not only varying the input amplitudes, but also de-synchronizing the input, and varying the relation between latency and input amplitude, individually changed the model's performance significantly. The discrimination time was affected more easily than the number of second layer neurons that can differentiate an odor pair. Increasing the de-synchronization, i.e. the spread of latency values, reduced the differences in response time between strong and weak stimulus pairs without reducing the number of reacting cells. Input phase relative to the sub-threshold oscillation altered the effect of de-synchronization. Thus, dynamic input changes performance parameters of models of olfactory information processing that can be verified experimentally.
Introduction
Odor representations in the olfactory bulb (OB) and the downstream cortical areas are dynamic (14; 15; 31) , and odor discrimination appears to be best during the dynamic phases of odor representation (18) . These dynamics can be odor specific and are modified by odor exposure and learning (33) . Furthermore even without an external stimulus there is considerable spontaneous activity within the network of the olfactory bulb (17; 21; 31) . There is ample evidence that temporal dynamics are generated in the olfactory bulb (8) and numerous models of olfactory processing demonstrate how a static input can be converted to a dynamic representation affording better odor identification, and explain how different types of dynamic behavior could contribute to odor discrimination and classification (3-5; 13; 19; 20; 24; 28; 30) . However, in addition to the dynamics created in the olfactory bulb, or the antennal lobe in insects, input to the olfactory system is not necessarily static: Dynamics of the stimulus can be represented in a stimulus-specific fashion (6) . Furthermore even simple stimuli without intentional temporal changes produce dynamic responses in isolated olfactory receptor neurons (22) and dynamic input patterns to the olfactory bulb in anesthetized (32) and in awake rodents (35) , as shown by direct measurements of the input to the olfactory bulb. These changes of the input to the olfactory bulb occur in the time window needed by rats and mice to perform odor discrimination tasks (1; 23; 34; 36) . We therefore tested if (I) dynamic input can affect performance of a model of olfactory bulb function and (II) how the temporal relationship between the dynamic input and the ongoing dynamics in the olfactory bulb influence the performance of the model. We chose to test a simple model that is based on the idea that amplitude differences can be transformed into timing differences by sub-threshold oscillation (11; 17) .
Materials and methods
The second layer contains 20,000 neurons called analysis cells (ACs). The ACs were modeled as integrators only in order to avoid defining a fixed threshold for action potential generation in the second layer. The only input to this second layer is the mitral cells' output.
Feedforward and feedback inhibition were not implemented in the second layer. Unlike the model used in (17) , we introduced delays in the connections between MCs and ACs. These delays were drawn from a uniform distribution ranging from 0-17 ms. Connection probability was 66%. The connections and the corresponding delays were kept constant throughout the entire modeling experiment. Since we are not aware of direct experimental evidence for random delays we repeated parts of the simulation without random delays. This did not alter the qualitative statements made here (Data not shown). For the 20,000 ACs, the PSPs were calculated and used for further analysis. The synapses from the MCs to the ACs all had the same strength of 3mV postsynaptic potential (PSP) amplitude. Membrane properties of the ACs were implemented so that the time constants for excitatory postsynaptic potential (EPSP) onset and decay were 5 ms and 10 ms, respectively (7).
Stimuli
For this study 40 basic synthetic stimulus patterns were randomly generated, resulting in 20 pattern pairs. Each pattern was primarily characterized by the amplitude pattern V i i.e. the relative strength of input to the 50 different individual MCs. Amplitude patterns V i , were generated by drawing 50 numbers randomly from a uniform distribution (-1 to 1) and can therefore be represented by a vector V 1…50 . Negative values (V i < 0) were set to 0 in order to guarantee purely excitatory input. As a second step latency patterns were introduced. Latency patterns T i , i.e. the relative timing of the input to the different individual glomeruli, were represented correspondingly by a vector T 1...50 . For each basic amplitude pattern three latency patterns were generated: One latency pattern was correlated with the amplitude pattern (T is proportional to V-0.5); one latency pattern was anti-correlated with the amplitude pattern (T is proportional to 0.5-V) and one latency pattern was uncorrelated; i.e. again 50 numbers were drawn randomly from a uniform distribution (-0.5 to +0.5). In addition to the amplitude pattern and the latency pattern, the synthetic input I sig to the 50 MCs was determined by three additional parameters: (i) The overall amplitude A was used to set the general strength of the input. Our I inj = I sig + I sub + I noise with I sig,i = A * V i * I max * (1+sin(2πf*t -D*T i -φ))/2, I sub = I ampl * sin (2πf*t) and I noise = F(t).
I noise was modeled as white noise (F is a vector of 50 random numbers taken from a Gaussian distribution with mean = 0, SD = 80 pA), and we consider I noise to represent the result of all noise sources. I sub stands for the sub-threshold oscillation (see above). The signal current I sig was based on an all positive sine wave going from 0 to +1 at a frequency of f = 4Hz. Its frequency f is thus the same as the frequency of the sub-threshold oscillation, its maximal amplitude I max = 200pA is twice as large as the sub-threshold oscillation.
To reduce effects generated by the beginning of simulation, the stimulus was added after two cycles of intrinsic oscillation only, i.e. the first simulated respiration cycle with stimulus was cycle number 3. All data shown refer to the third cycle.
Analysis and data processing
Our analysis was based on comparing pairs of patterns with different amplitude and latency patterns (see above) but otherwise identical stimulus parameters. In order to investigate population dynamics and to quantify temporal behavior, we used the following definition: a cell in the second layer is considered specific for the first pattern (A1) when the membrane potential in each trial exceeds a certain threshold. This threshold is calculated as the maximum of the membrane potential of all ten trials when the second pattern (B1) of the pair is used as stimulus.
The time when the membrane potential passes the threshold for the first time during a given trial is taken as the time when the cell reacts specifically (discrimination time). Response times were calculated relative to the time when the intrinsic oscillation reaches its minimum before the beginning of the stimulus. We compared average response times, median response time and minimum response time across the ACs that reacted specifically. For each individual cell, the average response time over all trials was less variable than the median or fastest response in any trial (data not shown). Also, the average response time across all cells specific for a certain odor was more reliable than the median or the fastest N cells (N = 1to 100 tested). For the data presented in this work, the whole analysis process was repeated for a total of 20 odor pairs (A1-
vs. B1-20).
Increasing the number of trials (100 instead of 10) used or the number of odor pairs tested (200 instead of 20) did not reduce the coefficient of variation enough to justify the additional computing time (see results).
All steps in our model that involve stochastically variable parameters were implemented using independent random number generation, however some of our results differed significantly from a normal distribution. We applied algorithms using robust regression (10) where necessary.
When comparing the results using least square and robust fit methods, the difference between these methods was only found to be significant in a single case. Thus, we used common least square tools to facilitate the comparison with experimental results and other modeling results.
Results
We systematically changed the relative timing of the input to the different mitral cells in order to test if and how temporal input dynamics to the olfactory bulb affect the output of a simple model for odor processing (Figure 1 ). The input's amplitude and timing were chosen to be distinct for individual mitral cells and both properties were stimulus-specific. We determined if individual analysis cells (ACs) in this model could discriminate stimulus pairs based on the amplitude of their summed postsynaptic potentials (see Materials and methods). Two parameters were analyzed to evaluate the performance of the simple model of olfactory processing. The first part of this paper focuses on the number of second layer neurons that can differentiate between two stimuli. We call these neurons specific neurons. In the second part we concentrate on the discrimination time defined as the average speed of the discrimination of all the specific neurons.
The number of discriminating neurons depends on input amplitude and timing of the input at reduced amplitudes Information processing in the olfactory system is a highly parallel process due to the high number of input channels as defined by the olfactory receptor types and the observation that many olfactory receptors respond to multiple ligands at physiological concentrations. We quartile]), however the coefficient of variation was reduced less (5,964 to 3,665) indicating that most of variance was due to the difference in the stimulus pairs (see also supplementary Figure   5 ). Next we allowed timing differences for the input to the different glomeruli. This desynchronization of the input did not change the number of specific ACs for some conditions while it decreased the number of specific ACs for other conditions significantly, as detailed below (also see Table 1 ). Initially we chose a negative correlation between input amplitude and timing, since theoretical consideration suggest that strongly activated receptors also respond early. Increasing de-synchronization stepwise from 15 ms up to 100 ms did not result in a significant change of the number of specific ACs (Figure 2A Sensory input can shift the phase of the respiration coupled sub-threshold electrical activity (31).
We therefore examined the effect of the phase relationship between input pattern and sub-threshold oscillation. Different phase relationships between input and ongoing sub-threshold oscillation did not result in a significant change of the number of specific ACs for full amplitude input and negative correlation between amplitude and timing ( Figure 2C ).
The olfactory system has to identify and to distinguish stimuli at different concentrations.
Decreasing the input amplitude to our model while keeping the level of sub-threshold oscillation and background 'noise' constant we reduced the number of specific ACs ( Figure 3A ).
However, across the set of our 20 stimulus pairs, only decreasing the input amplitude to 40% reduced the number of specific ACs significantly ( Figure 3A , right panel, p < 0.001, sign test).
As a second step we tested for combined effects of input amplitude reduction and desynchronization: Negatively correlated de-synchronization reduced the number of specific ACs in all cases ( Figure 3B ), however only in case of amplitude reduction to 40% this decrease was significant when correcting for multiple testing. The type of correlation between amplitude and timing as well as the phase relationship between input and sub-threshold oscillation determined how strong the effect of de-synchronization on the number of specific ACs is (for details, see supplementary Figure 3 ). For example positively correlated de-synchronization at 60% amplitude and at 40% amplitude results in a highly significant decrease of specific ACs.
Conversely, negatively correlated de-synchronization had a highly significant effect at 40% input amplitude but not at 60% input amplitude (supplementary Figure 3B ). Taken together this demonstrates that not only the input strength but also parameters such as temporal desynchronization, as well as the relationship between timing and amplitude patterns, can in some combinations alter the number of specifically reacting ACs, and by that the model's robustness in discriminating stimuli.
De-synchronization alters stimulus discrimination time
Stimulus discrimination time can be the more sensitive parameter compared to pure stimulus discrimination accuracy in behavioral experiments (27) . We investigated the changes in the model's stimulus discrimination time due to the temporally structured input. Here we defined the odor discrimination time of an individual AC as the first time point when the membrane potential allows discrimination between all trials of a given pair of stimuli (see Materials and methods). The discrimination time was calculated as the mean of all individual discrimination times of specific ACs.
With synchronous input, discrimination time was faster for full amplitude input (108.6 ± 0.8 ms; Figure 4A ; full, solid line) than for input of reduced amplitude (80% amplitude 110.9 ± 0.6, p = 0.018, 60% amplitude, 116.5 ± 0.5 ms, p < 0.001; Figure 4A ; reduced, dotted line). This difference in discrimination time is consistent with behavioral experiments where the discrimination of odors at low concentration took slightly longer (1). However, in the behavioral experiments this difference was not significant. Since the number of specifically reacting ACs was substantially reduced at 40% input amplitude we focused on 100% and 60% input amplitude.
First we examined de-synchronization with negative correlation between amplitude and timing of the input. This did indeed shorten the response times for reduced input amplitudes (60%, Figure 4A , 116.5 ± 0.5 ms vs. 110.5 ± 0.9 ms, p < 0.01 for all t ≥ 15 ms, KS-test). For full amplitudes however, there was even a slight increase of response time at intermediate amounts of de-synchronization (108.6 ± 0.8 ms vs. 110.4 ± 0.9 ms at t=45 ms, p = 0.027, KS-test, only significant value). Accordingly, response times for full and reduced amplitudes no longer differed significantly once de-synchronization was more than 80 ms (109.9 ± 1.0 ms for full, 111.4 ± 0.8 ms for reduced amplitudes, p = 0.081, sign test).
In order to reduce the variability of the discrimination time due to differences of the stimulus pairs (see above Figure 4A ) and in order to directly display the effect of desynchronization we normalized our data by subtracting the corresponding discrimination times without de-synchronization. The reduction in response time by de-synchronization for stimuli with reduced amplitude is even more apparent after normalization ( Figure 4B ). Intermediate levels of de-synchronization slightly increase response times for the full amplitude input (+1.6 ± 0.4 ms, at 30 ms de-synchronization, p = 0.002, sign test). Thus, the temporal structure of the input does change the performance of our simple olfactory processing model in terms of time needed for stimulus discrimination.
In order to understand why the discrimination times are affected in different ways by desynchronization at full and reduced amplitudes, we examined the input to the ACs for the maximum amount of de-synchronization ( Figure 5A ). AC input arrives in several waves, two waves for reduced, and three for full amplitudes. Each wave can be described by a Gaussian distribution with σ ≈ 10ms, the waves are approximately 35 ms apart. The first wave is strongest, i.e. later waves contain fewer events than the first (40% for reduced amplitudes, 75% and 40% for full amplitudes). With de-synchronization, the waves' positions shift in the expected direction, that is negative correlation causes earlier responses, positive correlation later responses. However the relative strength of the waves and the separation between the waves changes too: especially for full amplitudes, positive correlation enhances separability and favors the early waves. For negative correlation, the waves are less distinct from each other while the second wave is enhanced at the cost of the first wave. So even though the negatively correlated input starts earlier, its average position does not change much. This has an interesting effect on discrimination time which can be seen when the data of all experiments with 100 ms desynchronization are pooled ( Figure 5B ): discrimination time is distributed normally but for one case. For negatively correlated de-synchronization, there are two peaks in the appropriate graph, so the ACs react either fast or slow. As both populations have about the same size, the net effect on the average response time is about zero. However in this special case the average discrimination time might not be the best way to evaluate the models performance.
As done for the number of specific ACs we also tested how different types of relationship between amplitude and timing change the performance of our model in terms of discrimination time. For reduced amplitude patterns, discrimination time depends strongly on the type of desynchronization ( Figure 6B and Table 1 ). Negative correlation results in the fastest response times while positive correlation yields the slowest response times. The picture is different with full input amplitude: discrimination times with correlated input are not the slowest but lack of correlation between input amplitude and timing slows the discrimination time most. In order to quantify the effect of the different types of correlation, we calculated the discrimination time as a function of the de-synchronization and approximated the steepness of the resulting curves. The slopes were bigger for uncorrelated (0.091 ± 0.005) than for negatively correlated input (0.011 ± 0.005, robust fits, p << 0.001; the slopes are not depicted in the figures).
Finally we asked how the phase relationship between the ongoing oscillation and the sensory input affect discrimination time per se and the effect of de-synchronization on the discrimination time. As expected, earlier sensory input results in shorter discrimination times no matter how strong the input is ( Figure 7A , p << 0.001). Vice versa, later sensory input delays specific responses in ACs. However these timing changes are smaller than the time shift of the input in all cases (±5 ms for ±15 ms phase shift, supplementary Table 1 ). Next we concentrated on the combined effect of phase shift between input and sub-threshold oscillation on the one side and de-synchronization with negative correlation between amplitude patterns and timing patterns on the other side. For full amplitude input there is no combined effect of de-synchronization. The picture is different for reduced amplitude input ( Figure 7B ). The later the input arrives relative to the ongoing sub-threshold oscillation, the stronger the effect is of the de-synchronization on the discrimination time ( Figure 7C right side) . Or in other words, shifting the stimulus onset backward relative to the membrane potential oscillation (+15 ms) enhances the effect of desynchronization shortening the response time. Thus the phase relationship between input and sub-threshold oscillations is an important determinant of the network output ( Figure 7C ).
Taken together these simulations demonstrated that discrimination time is sensitive to each of the following three parameters: the input amplitude, the timing between input to different glomeruli and finally the phase relationship relative to the sub-threshold oscillation. On top of this there are combinatorial effects of all three parameters, e.g. using reduced amplitude, negative correlation between amplitude and timing patterns, and different phase relationships.
Discussion
Quantitative behavioral paradigms (1; 23; 34) and measurements of neuronal activity in higher processing areas can constrain models of sensory function. Precise knowledge of the stimulus kinetics (6; 12) as well as good understanding of the stimulus representation after sensory transduction (32; 35) are crucial to provide realistic input to models of sensory processing. Using input patterns with different temporal profiles for different glomeruli, we demonstrate that the introduction of temporal dynamics to the input strongly influences the output of a simple model of early olfactory processing. De-synchronization of input patterns decreased or increased the discrimination times depending on the amount of de-synchronization, the correlation between amplitude and time shift, the phase relative to a sub-threshold oscillation, and strength of the input patterns per se. This provides strong evidence that models of olfactory processing do indeed need to incorporate temporally dynamic input patterns and ask for at least two approaches in order to develop valid models of olfactory processing: I. Existing and new models have to be tested using dynamic input patterns. II. Amplitude and timing of olfactory input to the CNS have to be measured and determined in a behaviourally realistic scenario (35) with respect to the ongoing neuronal activity (2) .
Source of the sub-threshold oscillation
The model tested here makes no assumptions about the source of the sub-threshold oscillation. Oscillation at theta frequency can be a result of single cell properties and network properties of the isolated OB (26), it is influenced by centrifugal inputs to the OB (21) and depends on rhythmical airflow through the nose (16; 25; 29; 31) . Rhythmical airflow could evoke sub-threshold membrane potential oscillations even without odor molecules since olfactory sensory neurons are mechanically sensitive as shown by Grosmaitre and colleagues (9) .
The frequency of this rhythmical airflow changes the input to the olfactory bulb, but neither fast nor slow sniffing appear to be a prerequisite for successful odor discrimination (34; 35) Therefore we did not examine the effect of different sniffing frequencies here, however this will be a very interesting and important parameter for future simulations.
Correlation between amplitude and de-synchronization
We tested different types of correlation between latency patterns and amplitude patterns of the input since there is conflicting information about the correlation between input amplitude and timing of the input to the olfactory bulb. Theoretical considerations suggest that receptor populations with high efficacy for a given odorant are activated strongly and with a short latency since the threshold of action potential (AP) generation is reached faster in these olfactory receptor neurons. However, a recent imaging study measuring the input to the olfactory bulb suggests that there is only very weak correlation between amplitude and timing of the input to the OB (32), whereas a study using intracellular recordings from OB mitral cells suggests that there is a very high correlation between number of APs fired and timing of the first AP fired by a mitral cell (17) . The later finding is supported by injection of constant current pulses on top of the naturally occurring sub-threshold membrane potential oscillation. However, this might reflect the effect of a sub-threshold oscillation on AP generation. Furthermore, the input to the olfactory bulb is rarely static no matter if measuring in anesthetized (32) or awake animals (35) . Our modeling work now demonstrates that the type of correlation between amplitude and timing difference is an important parameter that has to be determined experimentally for more odors at various stimulus concentrations. Depending on the correlation between amplitude patterns and latency patterns, de-synchronization either increases or decreases discrimination times. Also, desynchronization alters response times differently depending on the phase relationship between the sub-threshold oscillation and the input (Figure 7 ). This has two important implications.
Firstly, there are obviously more and less favorable times to get input to the olfactory bulb in terms of being able to respond quickly. Secondly, a pure shift in time of the bulk of the input cannot explain the changes of discrimination times alone.
Performance
Robustness and speed are important criteria for evaluating the performance of sensory systems. Here we calculated how many ACs reacted specifically to a given input and when they reacted on average. At least three different scenarios could result from theoretical considerations:
I. The number of the specific neurons (robustness) is not related to the speed of stimulus discrimination. II. There is a tradeoff between speed and the robustness. III. The same mechanism allows optimization of speed and robustness. Introduction of temporal dynamics in the input to our simple model had variable effects on the two parameters (robustness and speed), i.e. the number of ACs and the discrimination times changed independently when desynchronization and phase shifts were added. Here are 3 examples: De-synchronization altered the discrimination time in most cases while the effect on the number of specific ACs was weak and not significant with full amplitude input. The effect on the number of ACs (robustness) was always a decrease in performance, however the effect on the discrimination time (speed) could be positive or negative. Finally, the type of de-synchronization, i.e. the correlation between the amplitude and the latency pattern, had different effects on the number of ACs and the discrimination time (see Table 1 ). Our simulation indicates that in the case of our simple model, speed and performance are not correlated. When does the introduction of temporal dynamic input result in the biggest gain or loss in performance? In case of the model tested here desynchronization of the input pattern has its most positive effect in the case of low amplitude input, negative correlation between input amplitude and input timing (strong inputs come early), and positive phase shift of the input relative to the ongoing sub-threshold oscillation (see Table   2 ). In this ideal case the robustness of odor detection does not suffer while the speed benefits from the de-synchronization. The worst case scenario in terms of robustness is de-synchronized input without correlation between amplitude and timing at weak input amplitudes. The worst case scenario in terms of discrimination speed is the weak input with positive correlation between input amplitude and input timing. In summary: For full amplitudes, synchronized input or negatively correlated de-synchronization is best. For reduced amplitudes, negatively correlated input with positive phase shift optimizes both speed and robustness parameters simultaneously.
Comparison to behavioral results
Increasing de-synchronization can reduce the difference of discrimination times between strong and weak input ( Figure 4A ). The first experiments examining the effect of odor concentration on odor discrimination times suggest that similarity of odor stimuli has more influence on discrimination time than odor concentration (1). The changes in input amplitude induced in our model are small compared to the entire dynamic range of the olfactory system in behaving animals. Changes in odor concentration can not be translated one to one to changes in input amplitude due to non-linearity in the transduction process as well as due the glomerular circuitry. However, even the small differences in input amplitude can alter the effect of desynchronization. Also, the type of correlation between amplitude patterns and latency patterns strongly influences the effect of concentration change. Interestingly in one of the scenarios, namely negative correlation between input amplitude and timing, de-synchronization significantly reduces the effect of odor concentration on the stimulus discrimination time.
Conclusion
The tested simple model of olfactory bulb function performs differently when dynamic input is introduced. Thus, it will be important to test existing and newly generated models of olfactory processing with input patterns incorporating results from up-to-date physiological measurements in vivo. Figure 2C ). The number of specific cells is not changed by negatively correlated de-synchronization at two different phase shifts (-15 ms: earlier input, +15 ms: later input). Again, we show the data using a linear scare (B1) and a modified logarithmic scale (B2). Table 1: Reference values for Tables 1 and 2 Values calculated with synchronized input (0 ms de-synchronization) that were used as reference values for tables 1 and 2. * p > 0.34 compared to fully synchronized input without phase shift. † p = 0.08 compared to fully synchronized input without phase shift. ‡ p << 0.001 compared to synchronized input without phase shift. Künsting and Spors Simple model of early olfactory processing C: Figure 7 Künsting and Spors Effect of phase shifted de-synchronization on response times
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