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Introduction
Motivation: Developers of distributed applications face many challenges stemming from inherent and accidental complexities, such as latency, partial failure, and non-portable low-level OS APIs. The magnitude of these complexitiescombined with increasing time-to-market pressures-are making it impractical to develop complex distributed applications manually from scratch. Commodity-off-the-shelf (COTS) distributed object computing (DOC) middleware helps address these challenges by:
1. Defining standard higher-level programming abstractions, such as distributed object and component interfaces, that provide location-and platform-transparency to client and server components;
2.
Shielding application developers from low-level network programming details, such as connection management, data transfer, parameter (de)marshaling, endpoint and request demultiplexing, error handling, multi-threading synchronization, and fault tolerance; and 3. Amortizing software lifecycle costs by leveraging previous development expertise and reifying implementations of key patterns [1, 2] into reusable middleware frameworks and common services.
In the case of standards-based DOC middleware, such as CORBA [3] , these capabilities are realized via an open specification process. The resulting products can therefore interoperate across many OS/network/hardware platforms and programming languages [4] .
To date, DOC middleware has been used successfully in domains ranging from telecommunications to aerospace, process automation, and e-commerce. It enables developers to create applications rapidly that can meet a particular set of requirements with a reasonable amount of effort. DOC middleware has been less successful, however, at shielding developers from the effects of changes to requirements or environmental conditions that occur late in an application's life-cycle, i.e., during deployment and/or at run-time. For example, application developers may want to change the following aspects of their programs after initial deployment:
Adding security mechanisms, such as authentication of credentials;
Buffering invocations to enable batch transfer and minimize calls to remote target objects;
Supporting advanced quality-of-service (QoS) features, such as multi-level distributed resource management based on adaptive feedback control;
Monitoring application behavior to detect run-time errors or intrusions; or Interacting with objects whose interfaces did not exist when a distributed application was deployed initially.
With conventional DOC middleware, applying these types of changes requires tedious and error-prone re-design and reimplementation of existing application software. Moreover, it may not even be possible to make some of these changes if the middleware itself is not available in open-source format.
To address the limitations with conventional DOC middleware outlined above, this paper describes and evaluates metaprogramming mechanisms, which are capabilities that can help improve the adaptability and flexibility of distributed applications with little or no impact on existing applications and/or DOC middleware. The meta-programming mechanisms we focus on in this paper can be grouped into the following three categories: 1 
Meta-programming mechanisms for developing and scripting generic applications. These mechanisms include:
Dynamic invocation interface (DII), which allows clients to generate requests at run-time, which is useful when an application cannot have compile-time knowledge of the interfaces it accesses.
Dynamic skeleton interface (DSI):
The DSI is the server's analogue to the client's DII, i.e., the DSI allows an ORB to deliver requests to servants that have no compile-time knowledge of the IDL interfaces they implement.
Interface repositories, which provide run-time information about IDL interfaces. Using this information, it is possible for an application to encounter an object whose interface was not known when the application was compiled, yet be able to determine what operations are valid on the object and (1) make invocations on it using the DII and (2) implement the interface via the DSI.
2. Meta-programming mechanisms that enable the context and behavior of applications to change without affecting the application implementation itself. These mechanisms include:
Smart proxies, which are application-provided stub implementations that transparently override the default stubs created by an ORB's IDL compiler to customize client behavior on a per-interface basis [5] .
Interceptors, which are objects that an ORB invokes in the path of an operation invocation to monitor or modify the behavior of the invocation without changing client or server application software. Interceptors are often used in conjunction with other meta-objects, such as servant managers [3] , to provide containers, which manage the resources required to customize server components transparently [6] .
3. Meta-programming mechanisms that enable the context and behavior of ORB middleware to change without affecting the ORB implementation itself. These mechanisms include:
Pluggable protocols, which are objects that implement the transportation mechanisms used internally in an ORB [7] . Pluggable protocols allow application developers to use different transportation mechanisms in an ORB transparently, i.e., without having to modify the ORB's internal implementation.
Bridges, which are software components that connect different ORB domains [3] or other distributed middleware technologies, such as Microsoft COM+, and enable them to interoperate with each other transparently from an application's perspective. Different ORB domains may use different security policies or transport mechanisms. Bridges translate the meta-information in one ORB domain to a different format that another ORB domain or distributed middleware technology understands.
The meta-programming mechanisms outlined above can be used to configure new or enhanced functionality into DOC middleware applications with little or no impact on existing software. The material presented in this paper is based on our experience implementing, using, and benchmarking these meta-programming mechanisms in TAO [5, 7] , which is an open-source, CORBA-compliant ORB designed to support applications with both stringent QoS and flexibility requirements. Paper organization: The remainder of this paper is structured as follows: Section 2 provides an overview of meta-programming; Section 3 describes alternative metaprogramming mechanisms that can be applied to develop and use CORBA middleware and applications; Section 4 compares these meta-programming mechanisms; and Section 5 presents concluding remarks.
Overview of Meta-Programming
Meta-programming is a term given to a loosely organized collection of technologies designed to improve software adaptability by decoupling application behavior from the various cross-cutting aspects and resources used by an application. Applying meta-programming usually involves identifying and dissecting programming constructs into Base-objects, which implement certain applicationcentric functionality; and Meta-objects, which abstract certain properties from base-objects and control various aspects of their behavior.
Meta-programming techniques generally appear in both programming languages and middleware, as described below: Language-based meta-programming: In most objectoriented programming languages, objects are defined by classes and class implementations determine the behaviors of objects. Certain languages, such as Java and Smalltalk, support meta-programming natively via meta-class features. A meta-object is an instance of a meta-class that encapsulates the type information and class implementation of a "baseobject." A base-object implements a well-defined unit of application functionality, whereas a meta-object implements a higher-order set of behavior that can monitor and control various aspects of the base object it is associated with [8] .
In languages that support meta-programming natively, baseobjects can interact with their meta-objects to realize object behaviors. For example, the newInstance method in Java's Class class creates a new instance of an object. Thus, a Class object can determine what kind of object it creates and customize the object's behavior accordingly.
Likewise, meta-objects can interact with each other to coordinate the behavior of base-objects. For instance, methods like DefineClass in Java's ClassLoader class allow other meta-objects to determine how and where a Class definition can be loaded, thereby controlling base-object behavior indirectly. The interfaces for coordinating objects/meta-objects and meta-objects/meta-objects are called meta-object protocols (MOPs), which define the interactions allowed among base-objects and meta-objects.
Some languages provide little or no native support for metaprogramming. For example, C does not support it at all and C++ supports it primarily via its run-time type identification (RTTI) feature. C and C++ programmers can still utilize metaprogramming techniques, however, by applying patterns to implement their own meta-objects manually and then using these meta-objects to control the behaviors of base-objects. For example, a meta-object implementation can apply the Reflection pattern [9] to serialize object instances and recreate object instances at a later point. Likewise, meta-objects can be used to encapsulate behaviors of some classes and allow class instances to determine their behaviors dynamically. Middleware-based meta-programming: These techniques can also be applied to DOC middleware, where meta-objects, such as smart proxies, interceptors, and interface repositories, can be used to affect various aspects of client/server behavior. For example, in Figure 1 illustrates how client meta-objects are Client-side meta-objects Server-side meta-objects
Object representations
Object implementations Transport media Figure 1 : Meta-objects in Distributed Object Computing Middleware used to forward operation invocations to a server object implementation and how the object implementation returns the operation results via server meta-objects. From the perspective of the client application, its stub meta-object represents the remote object, whereas to the server application, a skeleton meta-object represents the invoking client and a container meta-object provides resources tailored for a particular client invocation.
The meta-objects shown in Figure 1 represent a higher level of control than the base-objects that perform applicationspecific processing. For example, meta-objects can help connect clients to their remote server (base-)objects. They can also coordinate resources used by the middleware in support of client and server applications end-to-end.
Meta-programming is becoming prevalent in DOC middleware R&D. For example, the Quality Object (QuO) distributed middleware [10] developed at BBN applies metaprogramming techniques, such as smart proxies, interceptors, and bridges, to imbue regular CORBA base-objects with QoS characteristics controlled by meta-objects. Likewise, the dynamicTAO [11] reflective ORB applies meta-programming techniques to dynamically configure ORB properties for concurrency, scheduling, security, and monitoring. As a result, distributed application developers can increasingly benefit from knowledge of the meta-programming mechanisms described in this paper. Figure 2 provides a road map of meta-programming mechanisms we discuss in this paper. As described in Section 2, an Figure 2 : End-to-End Interactions Between CORBA Requests and Meta-objects ORB provides a meta-object framework to connect a client to a server. Many meta-programming mechanisms can be used at different levels to enhance the system's performance and adaptability end-to-end. For example, DII, DSI, and interface repositories provide an application with direct access to the meta-object system and are often used to implement bridges; smart proxies and interceptors can alter object behavior selectively; pluggable protocols control how ORBs exchange messages; and servant locators and containers direct resource management on the server.
Alternative

Meta-Programming Mechanisms for DOC Middleware
The remainder of this section describes the key capabilities provided by the meta-objects illustrated in Figure 2 .
DII, DSI, and Interface Repositories
One use of meta-objects is to provide local representations for remote objects and clients in distributed object computing systems. For example, a client process interacts with a remote object via its client-side meta-object, which is called a stub in CORBA terminology. Likewise, a CORBA metaobject called skeleton invokes the target object implementation's method upcall on the client's behalf and represents the client for the duration of the call. These meta-objects are defined using the OMG Interface Definition Language (IDL). An IDL compiler transforms application-supplied OMG IDL definitions into stubs and skeletons written using a particular programming language, such as C++ or Java.
In addition to providing programming language and platform transparency, an IDL compiler eliminates common sources of network programming errors and provides opportunities for automated compiler optimizations. CORBA applications can use these IDL Compiler-generated meta-objects by linking their implementations in applications directly. While this approach is straightforward, it requires that IDL Compilergenerated meta-objects be available in advance and limits applications to use a pre-determined number of interfaces.
The dynamic invocation interface (DII):
For certain types of applications, such as debugging and management services, it is infeasible to know what interfaces they will encounter a priori. To support these applications effectively, CORBA defines a dynamic invocation interface (DII) mechanism that allows clients to create invocation requests dynamically and use them to invoke the specified operations on remote objects. The DII API in CORBA is essentially a "meta-meta" mechanism that application developers can use to program the behavior of stub meta-objects dynamically. Thus, applications can use the DII API to invoke operations on objects whose interfaces are unknown at compile-time.
The dynamic skeleton interface (DSI):
The dynamic invocation interface outlined above is intended to improve the flexibility of client applications. It is also useful, however, for server developers to process operation invocations on objects that a server application had no built-in knowledge about at compile-time. To support this use-case, therefore, CORBA provides a dynamic skeleton interface (DSI). The DSI allows a server application to acquire meta-information at run-time describing the type of object it will support and use this information to process invocations on this object accordingly.
Interface repositories: In general, the purpose of DII/DSI is to defer an application's binding onto specific interface types until run-time. Ensuring this run-time binding is performed in a type-safe manner requires some type of interface repository, which is a service that provides run-time information about IDL interfaces. For example, CORBA applications can query an interface repository to obtain meta-information that describes interface types, operation signatures, operation arguments and return types, and the definition of user-defined data types. Both DII clients and DSI servers can use the metainformation provided in an interface repository to construct "generic" applications whose behavior can be scripted almost entirely at run-time. Moreover, these generic applications can be used to reduce the effort required to develop bridges, which are described in Section 3.5.
Smart Proxies and Portable Interceptors
As mentioned in Section 3.1, stub and skeleton meta-objects in CORBA serve as the "glue" between the client and servants, respectively, and the ORB. This glue shields application developers from the tedious and error-prone network programming details needed to transmit client operation invocations to server object implementations. For example, CORBA stubs implement the Proxy pattern [2] and marshal operation information and data type parameters into a standardized request format. Likewise, CORBA skeletons implement the Adapter pattern [2] and demarshal the operation information and typed parameters stored in the standardized request format.
Traditionally, the stubs and skeletons generated by an IDL compiler are fixed, i.e., the code emitted by the IDL compiler is determined entirely during interface translation time. However, fixing the generation of stubs and skeletons at this early stage makes it hard for certain types of applications to adapt readily to new requirements, such as:
The need to monitor system resource utilization may not be recognized until after an application has been deployed.
Certain remote operations may require additional parameters in order to execute securely in a particular environment.
The priority at which clients invoke requests or servers handle requests may vary according to environmental conditions, such as the amount of CPU or network bandwidth available at run-time.
In applications based on CORBA middleware with conventional fixed stubs and skeletons, addressing these types of changes often require re-engineering and re-structuring existing application software. One way to minimize the impact of these changes is to write the clients and servers entirely using the DII and DSI meta-programming mechanisms described in Section 3.1. While this approach is quite flexible, it also incurs a non-trivial time and space overhead due to the dynamic memory allocation and data copying associated with DII and DSI.
Therefore, it may be more effective in many cases to apply other meta-programming mechanisms that allow applications to adapt to various types of changes with little or no modifications to existing software. In particular, stubs and skeletons (as well as certain other points in the end-to-end operation invocation path) can be treated as meta-objects [8] . As operation invocations pass through these meta-objects, certain aspects of application and middleware behavior can be adapted transparently when system requirements and environmental conditions change by simply modifying the meta-objects.
To modify meta-objects, the DOC middleware can either (1) provide mechanisms for developers to install customized meta-objects for the client or (2) embed hooks implementing a meta-object protocol (MOP) [8] in the meta-objects and provide mechanisms to install meta-objects implementing the MOP to strategize these meta-object behaviors. In the context of CORBA, smart proxies are customized meta-objects and interceptors are meta-objects that implement the MOP. We explore both of these meta-programming mechanisms below.
Overview of Smart Proxies
Most CORBA application developers use the fixed stubs generated by an IDL compiler without concern for how the stubs are implemented. There are situations, however, where the default stub behavior is inadequate. For example, an application developer may wish to transparently change stub code in order to:
Perform application-specific functionality, such as logging;
Add parameters to a request;
Cache requests or replies to enable batch transfer or minimize calls to a remote target object, respectively; Support advanced quality-of-service (QoS) features, such as load balancing and fault-tolerance; or
To support these capabilities without modifying existing client code, applications must be able to override the default stub implementations selectively. These application-defined stubs are called smart proxies, which are customizable meta-objects that can mediate access to target objects in a server more flexibly than the default stubs generated by an IDL compiler. Smart proxies allow developers to modify the behavior of interfaces without re-implementing client applications or target objects.
The two main entities in smart proxy designs are (1) the smart proxy factory and (2) the smart proxy meta-object, which are shown in Figure 3 . When using a smart proxy After installing the smart proxy factory, the ORB automatically uses the application-supplied factory to create object references when a client invokes the narrow operation on an interface. Thus, if smart proxies are installed before a client accesses these interfaces, the client application can transparently use the new behavior of the proxy returned by the factory.
Overview of Portable Interceptors
The smart proxies feature outlined above is a metaprogramming mechanism that increases the flexibility of client applications. Interceptors are another meta-programming mechanism used in DOC middleware to increase the flexibility of both client and server applications. In CORBA, interceptors are standard meta-objects that stubs, skeletons, and certain points in the end-to-end operation invocation path can invoke at predefined "interception points." The two types of interceptors defined in the CORBA Portable Interceptor 2 specification are described below.
Request interceptors:
Request interceptors consist of client request interceptors and server request interceptors, which intercept the flow of a request/reply sequence through the ORB at specific points on clients and servers, respectively. Developers can install instances of these interceptors into an ORB via an IDL interface defined by the Portable Interceptor specification. Regardless of what interface an operation is invoked, after request interceptors are installed they will be called on every operation invocation at the pre-determined ORB interception points shown in Figure 4 .
As shown in this figure, request interception points occur in several parts of the end-to-end invocation path: when a client sends a request, when a server receives a request, when a server sends a reply, and when a client receives a reply. Different hook methods will be called at each point in this interceptor chain to allow modification of object behaviors, e.g. by throwing an exception or forward a request to another server. Interceptors can also be used to insert and extract out-of-band data into and out of a request invocations, respectively.
The behavior of an interceptor is defined by application developers. An interceptor can examine the state of the request that it is associated with and perform various actions based on the state. For example, interceptors can invoke other CORBA operations, access information in a request, insert/extract piggybacked messages in a request's service context list, redirect requests to other target objects, and/or throw exceptions based on the object the original request is invoked upon and the type of the operation [7] .
IOR interceptors: IIOP version 1.1 introduced an attribute called components, which contains a list of tagged compo- 2 The Portable Interceptor specification [12] , is being ratified by the OMG. nents to be embedded within an IOR. When an IOR is created, tagged components provide a placeholder for an ORB to store additional information pertinent to the object. This information can contain various types of QoS-related information pertaining to security, server thread priorities, network connections, CORBA policies, or other domain-specific data.
IOR interceptors are objects invoked by the ORB when it creates IORs. They allow an IOR to be customized, e.g., by appending tagged components. Whereas request interceptors access operation-related information via RequestInfos, IOR interceptors access IOR-related information via IORInfos. 
Servant Managers and Containers
The CORBA POA specification [3] allows server applications to register servant managers. Servant managers allow server application developers to strategize the selection, loading, unloading, and activation of object implementations. There are two types of servant managers in CORBA:
Servant activators: This meta-object provides hook methods called incarnate, which creates a servant the first time an object is accessed by a client, and etherealize, which destroys the servant and reclaims its resources when the servant is deactivated.
Servant locators:
This meta-object provides hook methods called preinvoke, which is invoked by a POA to locate a servant for each request on an object, and postinvoke, which notifies the servant locator after each request that a servant is no longer in use. Figure 6 illustrates how servant locators can be used in a CORBA application to perform various resource management activities before dispatching an operation to a servant. As shown in this figure, a POA can use a servant locator to link an implementation for an object dynamically when an operation request first arrives, thereby minimizing the resource committed to inactive servants. Other meta-mechanisms, such as the evictor shown in Figure 6 , can help reduce system resource usage by deactivating and unlinking infrequently used servants. A servant manager is similar to a server-side interceptor in several respects. For example, both implement the Interceptor pattern [1] . Moreover, both can (1) intercept requests before they are dispatched to servants, (2) invoke additional operations, and (3) affect the outcome of request invocations, e.g., by throwing exceptions.
Unlike interceptors, however, servant managers only affect the POAs that install them and can therefore only provide access to a limited subset of request-related information. As a result, they are more tightly coupled with POAs and servant implementations than interceptors are. For example, servant managers are used primarily to coordinate the resources necessary to activate and deactivate servants, rather than modifying internal ORB behavior.
The CORBA Component Model (CCM) [6] introduced the concept of a container, which is a meta-programming mechanism that provides the run-time environment for component implementations. Containers decouple application component logic from the configuration, initialization, and administration of servers. As shown in Figure 6 , a CCM container creates the POA and servant locator required to activate and control a component. Standard CCM containers can be extended to implement various resource management activities, such as automatic load balancing, persistence, transactional properties, event dispatching, and QoS adaptation, without changing the behavior of application components (which play the role of the base-objects).
Pluggable Protocols
Pluggable protocols frameworks [7] are another type of meta-programming mechanism provided by DOC middleware. These frameworks can be used to decouple an ORB's transport protocols from its higher-level component architecture. Developers can therefore add new protocols without changing existing middleware or application software. Pluggable protocols frameworks provide meta-objects that control the behavior of base-objects, which in this case are an ORB's message delivery mechanisms. Figure 7 illustrates TAO's pluggable protocols framework, which allows developers to install new transport protocols into an ORB by implementing customized pluggable protocol objects. Higher-level application components and CORBA ser- [1] to dynamically configure custom protocols into TAO's pluggable protocols framework without requiring obtrusive changes to themselves or the ORB. TAO's pluggable protocol framework is designed to control the following two levels of protocols:
ORB messaging protocols, which define the messaging format an ORB uses to exchange meta-information with other ORB to facilitate object requests/replies, locate object implementations, and manage communication channels.
ORB transport protocol adapters, which define the underlying transport mechanism messages an ORB uses to exchange meta-information with other ORB.
Separating these two protocols levels allows TAO to utilize high-speed transport protocols, such as AAL5 on ATM, as well as eliminating unnecessary overhead and features in standard GIOP. Pluggable protocol capabilities are being standardized by the OMG in the Extensible Transport Framework [13] (ETF) specification effort. However, unlike TAO's pluggable protocols framework, which allows both ORB messaging and transport protocol to be configured, the ETF specification only standardizes the interface to install the transport adaptation factory portion in Figure 7 . The reason for this restriction is because the ETF specification is focused largely on Real-time CORBA ORBs that want to use non-TCP/IP protocols to ensure deterministic message delivery. Thus, GIOP remains the sole ORB messaging protocol standard and is not itself pluggable in the ETF specification.
Bridges
An ORB domain specifies a group of inter-connected ORBs that (1) have the same administrative policies, such as security policies, (2) use the same ORB messaging and transport protocols, and (3) are capable of invoking operations directly upon one another. In contrast, ORBs that reside in different domains cannot invoke operations on each other directly because (1) they may not be using the same protocols or (2) direct invocations may violate certain administrative policies, e.g., such as Internet firewall restrictions.
To allow inter-domain communication, the CORBA specification defines the concept of bridges, which connect an ORB in one ORB domain to other ORBs in different ORB domain or other systems running different distributed middleware technologies, such as COM+ [14] or Java RMI. Bridges connect different ORB domains and allow invocations across domain boundary by translating these requests. For example, Figure 8 illustrates how bridges can be used to allow CORBA applications to communicate across a wide range of communication links, ranging from firewalled TCP/IP to wide-area group In the context of this paper, a bridge can be viewed as a high-level meta-object that handles requests by using their meta-data to translate them into different protocols, thereby allowing its client and server base-objects to interact end-to-end.
It is not generally possible to implement a generic bridge that can receive, process, and forward all types of requests. Therefore, many CORBA bridge implementations use the DII, DSI, and interface repositories described in Section 3.1. For example, a generic bridge can process a two-way operation as follows:
1. Receives a request and use the DSI API and an interface repository to decompose the request in a NVList, which is a standard CORBA data structures that stores each argument in an separate Any tuple;
2. Use the same NVList to construct a DII request and use the DII API to send this request to the target object;
3. When reply is received the bridge uses the DII request object to extract the return value and output arguments;
4. The DII object is then used to fill in the return value and output arguments for the original DSI request.
It should be clear from the discussion above that a bridge architecture can incur significant overhead. In particular, an ORB may require multiple data copies, e.g., first copying the data from the request buffer into each one of the Anys of the DSI argument list and then later copying the reply from the DSI argument list into the DII request buffer. Copies are also required from the DII reply buffer into the Anys used to extract each argument and finally into the DSI reply buffer.
Comparing
Meta-Programming Mechanisms for ORB Middleware
Section 3 describes a range of middleware-oriented metaprogramming mechanisms-i.e., DII/DSI, interface repositories, smart proxies, interceptors, servant managers, pluggable protocols, and bridges-that we have implement in TAO, which is our CORBA-compliant ORB targeted for applications with high-performance and real-time QoS requirements. These meta-programming mechanisms allow CORBA applications to adapt to requirement or environmental changes that occur late in an application's life-cycle with little or no obtrusive changes to existing software. Based on our experience implementing and using the meta-programming mechanisms in TAO, we have observed the following tradeoffs and limitations.
Generality vs. Overhead
To select suitable meta-programming mechanisms, developers must understand the tradeoffs between generality vs. overhead in their applications. Typically, the greater the generality of a meta-programming mechanism, the greater its overhead with respect to properties like memory footprint, function-call indirection, or CPU consumption. Thus, DSI/DII, interface repositories, and bridges often incur the most overhead since they are the most general meta-programming mechanisms.
The other mechanisms presented in this article incur less overhead, ranked roughly in terms of how closely they target specific ORB or application mechanisms. For example, portable interceptors often incur more overhead than smart proxies because they influence operation processing at multiple points along an invocation path. Thus, they must handle all interfaces via the CORBA generic any type, whereas smart proxies only affect the specific interfaces they target. Likewise, DSI/DII impose more overhead compared to using IDL Compiler-generated stubs/skeletons directly.
Although reducing overhead is often worthwhile, the flexibility afforded by the more general meta-programming mechanisms may be more important for some types of applications. For example, it may be infeasible for network management applications to know at compile-time all the types of object schemas in a management information base (MIB). Solving this problem generically therefore necessitates some type of DII and interface repository to navigate arbitrary MIBs at runtime.
Often, the additional indirection incurred by certain metaprogramming mechanisms may be a small cost relative to the large potential gain in performance at a higher level. For example, although pluggable protocols frameworks require additional levels of indirection, e.g., due to virtual method calls, the ability to install new protocols rapidly can speed up endto-end performance several orders of magnitude [7] . Moreover, a well-crafted ORB implementation can minimize overhead when certain features are not used by the application at run-time. When combined with patterns, such as Component Configurator [1] , and OS features, such as explicit dynamic linking, meta-programming mechanisms can be configured selectively and dynamically into CORBA clients and servers.
Early vs. Late Lifecycle Integration
Different meta-programming mechanisms can be introduced at different stages in an application's lifecycle. For example, bridges and pluggable protocols can be (re)configured transparently into applications. Moreover, some ORBs allow new protocols to be linked into the ORB at run-time [7] . Smart proxies, portable interceptors, and servant managers can be retrofitted into applications with minimal impact on existing code.
DII and DSI share some commonalities with portable interceptors, e.g., they can all be used on any interface and cannot modify argument values directly. Thus, adaptation of behavior can be achieved by changing the metainformation they received at run-time. However, unlike portable interceptors-which can be installed without changing application implementations-the use of DII/DSI must be selected during an application's design phase. This constraint can be offset to some extent by using DII/DSI in conjunction with scripting languages, such as CorbaScript [15] , although the use of scripting languages can further reduce performance.
Portability
Portability is an important criteria when selecting metaprogramming mechanisms, particularly if an application must run on multiple ORB implementations. The metaprogramming mechanisms described in this paper can be group into three general categories with respect to their portability:
Standardized: DII/DSI, interface repositories, servant managers, and bridges have been defined in the CORBA specification for many years. They should therefore work with any CORBA-conformant ORB.
Being standardized: The portable interceptor [12] , extensible transport framework [13] , and CCM container [6] specifications are in the process of being standardized by the OMG. At the present time, however, most ORBs implement these features in different ways -if they support them at all.
Non-standard: Smart proxies are not currently part of the CORBA standard. However, many ORBs provide some form of smart proxy mechanism as an extension.
Concluding Remarks
DOC middleware has been applied successfully to many domains. Its primary benefits are:
Shielding developers from distributed computing and communication challenges, such as security, partial failure, and end-to-end QoS-enabled resource management; and Allowing applications to invoke operations on target objects efficiently without concern for their location, programming language, OS platform, communication protocols and interconnects, and hardware [4] .
Historically, however, many DOC middleware solutions have tightly coupled interfaces and implementations. This coupling makes it hard to adapt middleware and applications to changes in requirements and environmental conditions that occur late in a system's life-cycle, i.e., after deployment and/or at runtime.
The meta-programming mechanisms described in this paper are becoming commonplace in DOC middleware. In CORBA, for example, an ORB is responsible for transmitting client operation invocations to target objects and returning their replies (if any). When a client invokes an operation, it interacts with a stub meta-object-either directly or through a smart proxy. The stub works in conjunction with transport-protocol metaobjects controlled by a pluggable protocol framework to access and/or transform (as in the case of a CORBA bridge), a client operation invocation into a request message and transmit it to a server. On the server's request processing path various meta-objects, such as interceptors and servant managers, can then access and/or perform inverse transformations on the operation invocation message and dispatch the message to its servant. An invocation result is returned in a similar fashion in the reverse direction.
In general, the growing availability and use of metaprogramming mechanisms is helping to increase the flexibility and adaptability of DOC middleware and applications. Moreover, if developers select their meta-programming mechanisms carefully, these increases in flexibility and adaptability can occur without degrading performance significantly [5] .
Future challenges confronting researchers and developers involve identifying the appropriate patterns, protocols, and architectures that can be applied to devise policies for configuring and controlling meta-programming mechanisms robustly and efficiently. Another important theme underlying future efforts is reflection, which enables the middleware and application policies and mechanisms to adapt autonomously, i.e., without explicit developer intervention.
All source code, documentation, and tests for TAO and its meta-programming mechanisms can be downloaded from www.cs.wustl.edu/schmidt/TAO.html.
