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SUMMARY
This dissertation presents the development of a semi-supervised incremental learning
framework with a multi-view perspective for image concept modeling. For reliable image
concept characterization, having a large number of labeled images is crucial. However, the
size of the training set is often limited due to the cost required for generating concept labels
associated with objects in a large quantity of images. To address this issue, in this research
we propose to incrementally incorporate unlabeled samples into a learning process to enhance
concept models originally learned with a small number of labeled samples. To improve the
convergence property of the proposed incremental learning framework, we further propose
a multi-view learning approach that makes use of multiple features such as color, texture,
etc., of images when including unlabeled samples. For robustness to mismatches between
training and testing conditions, a discriminative learning algorithm, namely a kernelized
maximal-gure-of-merit (kMFoM) learning approach is also developed.
A typical strategy for semi-supervised learning is to choose samples where an existing
model is able to correctly predict their class labels with high condence. However, these
samples are not usually the best in terms of reducing modeling error as they are often too
similar to already seen examples. In contrast, the proposed incremental learning frame-
work selects unlabeled samples based on an expected error reduction function that measures
contributions of the unlabeled samples based on their ability to increase the modeling ac-
curacy. In the proposed framework, one of the essential components for robust estimation
of the expected error reduction is a use of ensemble classiers, such as a combination of a
kMFoM classiers and a spectral clustering based nearest neighbor (NN) classier, etc. We
demonstrate that, given an unlabeled example - when half of the classiers in an ensemble
predict the class label for the sample almost denitively, while the rest of them remain un-
certain - the maximum value of the expected error reduction can be obtained. We generalize
this result by developing iterative learning procedures that control the number of classiers
xiii
within the ensemble that should exhibit high condence in their classication results when
selecting unlabeled samples. We further improve the stability of the proposed framework
by exploiting a class prior distribution so that a potential class imbalance problem can be
reduced.
On the other hand, taking advantage of multiple features (e.g., color, texture, etc.) is vi-
tal to achieving a good image concept model. In a semi-supervised setting, a typical method
to benet from multiple features, known as multi-view learning, is to enforce concept models
trained on individual features to generate the same prediction result. However, such enforce-
ment is not always benecial because dierent features might preferrably indicate dierent
class labels. Thus, in this dissertation, we propose a multi-view learning technique that
exploits an agreement function, a function conveying our degree of belief that the individual
models should agree upon their outputs. Then, we formulate a closed-form solution for a
kernel function that represents an unied reproducing kernel Hilbert space (RKHS) with
this agreement function.
Combining individual techniques, we also propose an integrated semi-supervised incre-
mental learning framework, namely a discriminative semi-supervised incremental learning
approach with a multi-view perspective, that takes advantage of both the power of multiple
features and the expected error reduction function. In the integrated framework, multiple
features extracted from images are combined through the kernel function. An ensemble of
discriminative classiers are then learned using the kernel function from which the expected
error reduction function is computed. Based on the values of the expected error reduction,
a set of unlabeled samples is chosen and exploited to enhance an existing model gradu-
ally. We conduct a set of experiments on various image concept modeling problems, such
as handwritten digit recognition, object recognition, and image spam detection to highlight




Humans learn by example [3]. It is said that a child builds a knowledge base by experiencing
the surrounding world with supervision (i.e., supervised learning) or without supervision
(i.e., unsupervised learning) of the child's parents or teachers [14]. Many machine learning
algorithms, in fact, can be seen as mathematical modeling of such human learning processes.
For example, consider one of the classical supervised machine learning problems, a point
estimation problem. Here, a parameter vector is estimated by a maximum likelihood (ML)
criterion (mathematical modeling) given a set of examples (examples) and their associated
class labels (supervision). Similary, suppose we have an unsupervised learning problem such
as a probability density function (PDF) estimation problem. Then, given training samples
(examples without supervision), a PDF is estimated using a kernel density estimation (KDE)
technique (mathematical modeling).
A fundamental assumption lying at the core of machine learning is that examples seen
during training and those in testing are independently and identically distributed (i.i.d.).
In many real-world applications however, this assumption is often violated as a result of
mismatches between training conditions and testing conditions. Conventional ways to reduce
such mismatches have been mainly two-fold: (a) to increase the size of a training data set
in hopes that some of the mismatch might be mitigated by the newly included samples, and
(b) to develop a learning algorithm with a small number of labeled samples that is robust to
the mismatches. However, both approaches often fail because for the rst approach, using
more training data might not be feasible, as the amount of eort required to generate class
labels is often prohibitive [76]. For the second approach, the number of training samples
fundamentally limits the robustness of a learning algorithm, as studied in [99, 5].
Interestingly, a closer look at human learning processes can reveal a viable solution to
such a mismatch problem. In many cases, when a child learns, the child not only relies on
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instructions from parents or teachers, but he or she also examines the surrounding world
without supervision simultaneously [119]. This observation implies that machines can also
learn using labeled samples (supervised) as well as unlabeled samples (unsupervised) at
the same time. Recently, this learning approach, known as semi-supervised learning (SSL)
[117, 25], has attracted much research attention. It is mainly because, through SSL, the
labeling eort can be kept to a minimum, while one can take advantage of a large number of
unlabeled samples, which in turn increases the coverage of the sample space and therefore,
potential mismatches between training and testing conditions can be reduced.
In this dissertation, we investigate an SSL framework for image concept modeling prob-
lems. Image concept modeling is a problem of creating a brief but representative text
description for an image by learning associations between visual cues extracted from a col-
lection of images and semantic concepts in human language. Examples are handwritten digit
recognition (image-to-number), object recognition (image-to-category), and image spam de-
tection (image-to-category). In general, these problems are very challenging because the
amount of randomness in the visual cues is usually very large, thus, requiring (a) a more
complex modeling scheme and (b) a large set of labeled images. As for the rst issue, we
can tackle it by exploiting a nonlinear discriminative learning framework such as a kernel-
ized maximal-gure-of-merit (kMFoM) learning, where we can eciently build a nonlinear
model, optimizing a certain performance metric directly. However, addressing the second
issue directly might not be feasible because the time required to label images tends to ex-
plode very quickly, as is empirically shown in [76]. As a result, image concept modeling is a
great venue where SSL can shine.
Among many possible directions, we focus on semi-supervised incremental learning be-
cause in practical image concept modeling scenarios, unlabeled images are often collected
incrementally. For instance, people usually upload pictures after taking a couple of photos
instead of waiting for thousands of images to be gathered. The main concern for semi-
supervised incremental learning is how to judicially incorporate unlabeled examples into the
learning process while enhancing initially learned concept models over time. In conventional
approaches, unlabeled examples are selected when a current model can classify them with
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high condence. The model is then updated using the selected unlabeled samples while their
missing class labels are lled-in from the prediction results of the current model. This ap-
proach, called a condence score based method, is based on the fact that the probability to
generate incorrect classication outputs is minimized if such samples are picked. However,
we claim that these samples might not be good candidates to reduce modeling error because
they are similar to the image samples already seen in the initial training phase. As a re-
sult, even after incorporating a large number of unlabeled samples, we might end up with a
sub-optimal concept model, which we refer to as the sub-optimality problem of a condence
score based method. Therefore, in this work, we develop an expected error reduction func-
tion that measures the contribution to reducing the classication error of each unlabeled
example, and use the expected error reduction function to select unlabeled samples. For
reliable estimation of the expected error reduction, we further make use of an ensemble of
classiers that mitigates potential bias and variance of the estimated amount of reduction
caused by a small size of initial labeled data.
Another aspect of image concept modeling is that images involve multiple features (e.g.,
color, texture, shape, etc.). In fact, to be able to handle multiple features is a key to achiev-
ing good concept models as studied in [81]. In the context of semi-supervised learning,
incorporating multiple features is often referred to as multi-view learning [10, 29, 90]. In con-
ventional multi-view learning, individually learned concept models are commonly enforced
to be agreed in their predictions on unlabeled samples, known as agreement assumption. In
this research, we argue that imposing this agreement assumption equally for all unlabeled
examples might not always be advantageous to concept modeling as dierent features might
indicate dierent classes (e.g., color might indicate cloud, while texture might indicate a po-
lar bear.). Thus, we propose an agreement function that measures how much the agreement
assumption should be enforced or relaxed for each unlabeled sample based on the consistency
of local information across dierent views. This agreement function is then embedded into
a reproducing kernel Hilbert space (RKHS) so that any discriminative kernelized learning
frameworks, the one in [18], can be used.
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In sum, the research objective of this dissertation is to develop a discriminative semi-
supervised incremental learning framework with a multi-view perspective for image concept
modeling problems. Various image concept modeling problems including object recogni-
tion, handwritten-digit recognition, and image-spam detection are tested to highlight the
eectiveness of the proposed framework. The procedures of the proposed framework are
summarized as follows: a kernel matrix for an image data set is computed based on some
features, such as color, texture, or even pixel value. For a data set with multiple features, we
evaluate an agreement function and then embed it into the kernel matrix using the multi-
view learning technique described in Chapter 5. Next, classication models are trained on
the kernel matrix using a discriminative kernelized learning framework, such as kMFoM
learning that we will discuss in Chapter 3. Given the learning models, unlabeled images
are selected according to their values of the expected error reduction function as explained
in Chapter 4. An existing model is then updated with the newly chosen images until some
stopping criteria are met.
Finally, we summarize the contributions of this dissertation as follows:
• A kernelized MFoM learning framework that learns a nonlinear class dependent score
function while optimizing a performance metric directly is proposed and then tested
on several image concept modeling problems (Chapter 3).
• An expected error reduction function is proposed based on a Bayesian decision theory
and a novel semi-supervised incremental learning framework that tackles the sub-
optimality problem of a condence score-based method using the expected error re-
duction function is investigated. Furthermore, the use of an ensemble of classiers is
proposed for robustly estimating expected error reduction. The proposed framework
is then applied to a couple of image concept modeling tasks (Chapter 4).
• After studying the validity of the agreement assumption in conventional multi-view
learning techniques, an agreement function is proposed so that one can selectively
impose the agreement assumption on each unlabeled sample. A closed-form solution
for a kernel function that unies multiple features with the agreement function is also
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formulated. The eectiveness of the proposed multi-view learning technique is then
veried with an articially generated data set and an image spam detection problem
(Chapter 5).
• An integrated learning framework that combines the semi-supervised incremental learn-
ing system discussed in Chapter 4 with the multi-view learning technique presented in
Chapter 5 is proposed. The advantages of the integrated framework are then shown
in an image spam detection problem (Chapter 6).
1.1 Organization of this dissertation
This dissertation is organized as follows:
In Chapter 2, we provide background knowledge of each of the contributions of this
dissertation, including discriminative learning for both supervised and semi-supervised cases,
multi-view learning, and incremental learning.
In Chapter 3, we develop a kernelized maximal-gure-of-merit (kMFoM) learning ap-
proach and conduct a series of experiments on various image concept modeling problems.
The kMFoM learning approach is an example of discriminative learning where a certain
performance metric is directly optimized similar to the original MFoM learning approach
proposed in [43]. Unlike the original MFoM learning, however, the kMFoM learning ap-
proach can take advantage of nonlinear class boundaries. The computational complexity
associated with non-linearization of the boundaries is minimized through a subspace dis-
tance minimization technique.
In Chapter 4, we investigate a novel semi-supervised incremental learning framework.
In particular, to tackle the sub-optimality problem of a conventional condence score-based
technique, an expected error reduction function is proposed with which unlabeled samples
are selected based on the amount of potential modeling error reduction. We also show how
to update a model parameter. Specially, we rst include the selected unlabeled samples
into a training data set and then re-run a learning algorithm given the augmented set of
data. We demonstate that a robust estimate of the expected error reduction can be achieved
by using an ensemble of classiers, mainly with kernelized maximal-gure-of-merit (MFoM)
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classiers and spectral clustering-based classiers. Finally, the eectiveness of the proposed
technique is examined with two image data sets, such as the COIL-100 data set and the
USPS handwritten digit recognition data set.
In Chapter 5, we develop a multi-view learning technique with an agreement function.
First, we validate the conventional use of the agreement assumption (i.e., the classication
results from dierent views should be the same for all unlabeled samples) and claim that such
usage might not always be advantageous. Instead, we propose an agreement function that
measures the degree of matches we want to impose between individual classiers. We then
provide a kernel function with the agreement function that simplies several feature spaces
into a single reproducing kernel Hilbert space. The eectiveness of the use of an agreement
function is demonstrated with articially generated data sets as well as a real-world data
set, namely, the TREC05 spam corpus for image spam detection.
In Chapter 6, a semi-supervised incremental learning algorithm with a multi-view per-
spective is presented after combining the semi-supervised incremental learning technique
discussed in Chapter 4 and the multi-view learning technique provided in Chapter 5. We
boost the performance of the initial model by taking advantage of multi-view learning. In
semi-supervised incremental learning, having a good initial model is crucial to (a) ensure
the convergence property of a learning process, and (b) to improve the performances of a
resulting model. With the TREC05 spam corpus, we show the importance of good initial
models and present the eectiveness of the combined system.




BACKGROUND AND RELATED WORK
In this chapter we compile background knowledge relevant to this dissertation by reviewing
some of the principles of the related work and discussing the-state-of-the-art techniques.
First, we review fundamentals of discriminative learning, covering its mathematical formu-
lation and some existing techniques for discriminative learning in Section 2.1. The main
purpose of Section 2.1 is to provide a number of essential concepts related to kMFoM learn-
ing, which will be discussed in Chapter 3. In Section 2.2, we lay out existing techniques
for discriminative semi-supervised learning (SSL), categorizing them into two major groups
according to their underlying assumptions. In Section 2.3, we present relevant incremental
learning techniques that build the foundation of semi-supervised incremental learning pre-
sented in Chapter 4. In Section 2.4, prior work on multi-view semi-supervised learning is
discussed so that we can easily absorb the gist of multi-view learning proposed in Chapter
5.
2.1 Background of discriminative learning
In this section, we review principles of discriminative learning and discuss some existing tech-
niques. In particular, Section 2.1.1 introduces basic mathematical formulation of discrim-
inative learning. Then, Section 2.1.2 presents existing discriminative learning techniques
developed from the formulation followed by Section 2.1.3 that discusses some variants of
discriminative learning techniques, which aim at a direct optimization of commonly used
performance metrics. Finally, in Section 2.1.4, we briey explain non-linearization of dis-
criminative learning.
2.1.1 Mathematical formulation
The origin of discriminative supervised learning can be traced back to work by Neyman
and Pearson in the 1930s about statistical hypothesis testing. In their work, given a ratio
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between the likelihood scores of a null hypothesis (e.g., a sample x is in the true class) and
that of an alternative hypothesis (e.g., x belongs to one of the competing classes), they
showed that an optimal testing strategy was to accept the null hypothesis if the likelihood
ratio was greater than a threshold and to reject the hypothesis otherwise [52]. In the late
1930s, Fisher proposed a linear discriminant analysis (LDA) where a linear transformation
of a feature space X that maximized separation between classes was used to classify samples
[38].
Typically, discriminative learning is formulated as an optimization problem with a dis-
criminant function f : X × Y → R and a decision rule δ : X → Y, where X is a feature
space and Y = {1, . . . , C} is a space of class labels. More precisely, suppose a discriminant
function f : X × Y → R and a decision rule δ : X → Y are dened by
f(x, y;θ) = gy(x)− gy−(x), (1)
and
δ(x;θ) = {y|f(x, y;θ) > 0, y ∈ Y}, (2)
respectively, where gy(x) is a shorthand notation of a class dependent score function g(x; θy)
for a sample x ∈ X and its associated class y ∈ Y, and θ = [θ1, . . . , θC ] denotes a collection
of parameters of gy(x) for y ∈ Y.
Then, for a labeled set, L = {li = (xli , yli)|xli ∈ X , yli ∈ Y, i = 1, . . . , Nl}, a discrimina-







V (δ(xli ;θ), yli) + λR(f(·;θ)), (3)
where V : R× Y → R is a loss function that measures the amount of error incurred by the
decision rule δ, and R(f(·;θ)) is a regularization term that prevents f from being too com-
plex. Moreover, λ is a positive constant that controls the signicance of the regularization
term. Because the rst term of Eq. (3) is usually called an empirical error on a training
data set D, the minimization in Eq. (3) can be interpreted as nding a model that ts well
to the training data while keeping the complexity of the model as small as possible.
In Eq. (1), the denition of y− can vary depending on the type of a problem. In
particular, in multi-class (i.e., C > 2) and binary-class (i.e., C = 2) classication problems,
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y− = arg maxy′∈Y\y gy′(x). On the other hand, in multi-label problems (i.e., x can belong
to multiple classes at the same time.), y− = Y\y. Note that regardless of the choice of
y− for Eq. (1), the discriminant function f measures separation between gy : X → R, a
class dependent score function for a class y, and gy− , a class dependent score function for
a competing class of y. Therefore, it can be said that any learning methods that maximize
separation between one class from the other can be thought of as discriminative learning
techniques as seen in Fisher's work.
2.1.2 Existing discriminative learning techniques
Several discriminative learning algorithms have been proposed based on the optimization
problem in Eq. (3). Examples include support-vector machines (SVMs) [99], logistic regres-
sion [48, 11], Gaussian processes (GPs) [77], etc. The main dierence among them is the
denition of the loss function V . Specically, SVMs use a hinge-loss function given by
max(0, 1− f(xli , yli ;θ)), (4)
while logistic regression uses a linear logit function embedded into a sigmoid function given
by
log(1 + e−f(xli ,yli ;θ)), (5)
and GPs exploits an L2-loss function given by
(yli − f(xli , yli ;θ))
2. (6)
On the other hand, various R(f(·;θ))s have also been creating many discriminative
learning approaches. For example, Lasso [96] and L1-normed SVMs [116, 102] dene an L1-
norm of θ for R(f(·;θ)) to achieve a sparse parameter vector θ. In contrast, regular SVMs
[99] and ridge regression [48] use a squared L2-norm of θ for R(f(·;θ)) for a mathematical
convenience due to the convexity of a L2-norm. Other possibilities are an L1,∞-norm given
by ‖θ‖1,∞ [75], and an Lp-norm of the second derivative of f(·;θ) [48].
When a class label y is a sequence of classes with some structural dependencies, we typ-
ically rely on a class-posterior probability P (y|x,θ) instead of the discriminative function
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f(·;θ) in Eq. (1). This is because one can take advantage of a conditional independence
among y when dening P (y|x;θt) so that an associated optimization problem can be sim-
plied signicantly. More precisely, suppose there is a conditional independence among y
given x and θ. Then, a discriminative supervised learning problem can be reformulated
using P (y|x,θ) and P (θ; ν), a prior density P (θ; ν) of θ, as follows:
max
θ∈Θ





k=1 Pk(yli |xli ,θ)P (θ; ν)∫ ∏nl
i=1
∏m








Pk(yli |xli ,θ)P (θ; ν), (8)
where P (y|x,θ) is factored into m components as P (y|x,θ) =
∏m
k=1 Pk(y|x,θ) as a result of
the conditional independence among y, and ν is a hyper-parameter of P (θ; ν). Examples of
such discriminative learning approaches for structural class label cases are Markov random
elds (MRFs) [59], conditional random elds (CRFs) [61], hidden-conditional random elds
(H-CRFs) [104], and many more.
Note that one can derive an equivalence between the optimization problem given in Eq.
(8) and that in Eq. (3). To see this equivalence, suppose P (yli |xli ,θ) and P (θ; ν) are dened
as follows:
P (yli |xli ,θ) =
1
Z(xli ,θ)
e−V (f(xli ,yli ;θ),yli ) (9)




where Z(xli ,θ) and Z(ν) are normalization components. Then, if we take the logarithms
of P (yli |xli ,θ) and P (θ; ν) in Eq. (10) and in Eq. (9), and then plug them into Eq. (8),
respectively, it can be seen that Eq. (8) becomes the same as Eq. (3).
2.1.3 Performance metrics and discriminative learning
So far, we have discussed commonly used discriminative supervised learning techniques
based on the principle of maximizing separation between classes. There are some variants of
discriminative supervised learning techniques that focus on optimizing performance metrics
directly. Some of the commonly used performance metrics are listed in Table 1.
The underlying idea of these techniques is that by matching the loss function V used
in training to the metric used for actual evaluation, one can reduce mismatches between
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Table 1: The denitions of some commonly used performance metrics. For simplicity, we
assume that there are only two classes; positive vs. negative. Note that precision and recalls
are computed with respect to the positive class. no. stands for number
Classication error the total no. of samples − the no. of correctly classied samples
the total no. of samples
Precision the no. of correctly classied positive samples
the total no. of positive samples
Recall the no. of correctly classied positive samples




training conditions and testing conditions. One of the earlier examples of these techniques
was a minimum classication error (MCE) learning algorithm used in speech recognition
[57]. In MCE learning, the classication error is approximated using a class 0 − 1 loss
function l given by
l(xli , yli ;θ) =
1
1 + eαf(xli ,yli ;θ)+β
, (11)
where α and β are parameters to tune. With Eq. (11), it can be seen that as the value of a
discriminant function for xli , f(xli , yli ;θ) becomes larger and larger, the value of the class
0− 1 loss function gets smaller and smaller, which conforms to the decision rule dened in
Eq. (2). Therefore, the classication error, denoted as Err(θ), can be approximated with a




l(xli , yli ;θ), (12)
which thus can be optimized with a standard non-constrained optimization tool, such as
a generalized probabilistic decent (GPD) algorithm. More recently, variants of SVMs were
proposed to maximize performance metrics, such as average precision (AP), F1-measure,
etc., as in [16, 55]. One possible drawback of these SVM-based techniques, however, is that
it is a lower bound of a performance metric that is actually maximized. This lower bound
might not be tight enough especially when a chosen performance metric and a regulariza-
tion term are not properly normalized. As an alternative method, a maximal-gure-of-merit
(MFoM) learning approach was proposed in which direct optimization of a commonly used
performance metric was considered [43]. Similar to MCE learning, an MFoM learning algo-
rithm often makes use of the class 0−1 loss function l given in Eq. (11). The main dierence
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between an MFoM learning technique and the MCE learning algorithm is the fact that in
MFoM learning, a designer has an option to choose performance metric of interest depend-
ing on an application. In contrast, in MCE, only the classication error can be optimized.
Nevertheless, the eectiveness of the existing MFoM learning approach is somewhat limited
by the fact that a class dependent score function g can only be linear.
2.1.4 Non-linearization of discriminative learning techniques
A nonlinear class dependent score function can be obtained by applying a feature map,
Ψ : X → H, where H is a Hilbert space. A simple example of such a feature map is when x
is a two-dimensional vector, such as x = [x1, x2]
T . Then, we can dene Ψ as





which results in an oval-shaped class dependent score function. Typically, the size of a
collection of possible nonlinear score functions is reduced by using a reproducing kernel
Hilbert space (RKHS), HK . According to the Moore-Aronszajn theorem [2], for every HK ,
there exists an associated kernel function k : X × X → R given by k = 〈Ψ(x),Ψ(y)〉HK ,
where 〈·, ·〉HK represents an inner product in HK and Ψ(x) is a function in HK associated
with x. Similarly, for every kernel function k : X × X → R, there also exists an associated
reproducing kernel Hilbert space whose inner product 〈·, ·〉HK is equal to the value of the
kernel function. Usually, the inner product 〈f, g〉HK for f ,g ∈ HK is dened as∫
f(t)g(t)dt, (14)
when f and g are assumed to be a function of t. There have been a number of studies
focusing on non-linearization of class dependent score functions, such as [84, 33, 77, 99].
2.2 Background of discriminative semi-supervised learning (SSL)
In this section we describe the background knowledge for discriminative semi-supervised
learning (SSL). In essence, discriminative SSL shares the same spirit of regular discriminative
supervised learning; to nd a decision rule in such a way that separation between classes is
maximized. In discriminative SSL however, one also needs to identify an eective way to
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take advantage of unlabeled samples when learning a classication model. In this section,
we give examples of how unlabeled samples can be used in discriminative SSL, starting
from a brief introduction of its mathematical formulation in Section 2.2.1. We then go over
some of the state-of-the-art techniques proposed in the literature in Sections 2.2.2 and 2.2.3,
categorizing them by their treatment of unlabeled samples.
2.2.1 Mathematical formulation
Let D = L ∪ U be a training data set with N data samples (N = Nl + Nu), where L is an
labeled data set given by L = {li = (xli)|xli ∈ X , i = 1, . . . , Nl} and U is an unlabeled data
set given by U = {ui = (xui)|xui ∈ X , i = 1, . . . , Nu}. Then, discriminative SSL algorithms
can typically be written as an optimization problem given by
max
θ∈Θ








where P (x|µ) is a marginal distribution of x parametrized with µ, P (θ|µ; ν) is an additional
probability distribution for θ given µ and ν, and the subscripts i and li are used to denote
ith sample in D and ith sample in L, respectively. In other words, in discriminative SSL,
we are looking for a maximizer of the likelihood score computed from training samples,
including both labeled and unlabeled sets. Although a high-level concept of Eq. (15) is
similar to that of Eq. (8), a key innovation of Eq. (15) is the introduction of the additional
probability distribution P (θ|µ; ν). With this distribution function, θ now becomes a function
of both ν and µ whereas in Eq. (8), θ is a function of only ν. In fact, this dependency
is what makes unlabeled samples valuable in discriminative SSL. Without P (θ|µ; ν), it
can be easily seen that unlabeled samples have no eect on estimating θ, which is also
pointed out in [85]. In many cases however, P (θ|µ; ν) is not explicitly modeled due to
mathematical intractability. Instead, most discriminative SSL techniques take advantage of
a simple dependency assumption between µ and θ, which will be discussed in the following
two sections.
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2.2.2 Methods using low-density separation
In semi-supervised learning it is generally assumed that samples in a single cluster share
the same class label. We have a toy example that satises such an assumption in Figure 1,
where the marginal distribution of x, P (x|µ) is represented as two Gaussian mixtures, each
of which has two mixture components. In Figure 1, a class boundary that passes in-between











Figure 1: An illustration of a low-density separation assumption. Two Gaussian mixtures
are separated by a decision boundary that passes through in-between of two mixtures. The
values of a marginal distribution of x, P (x|µ), are represented using iso-contours; red cor-
responds to the highest value and black corresponds to the lowest value. According to the
low-density separation assumption, class boundaries should be placed where the marginal
distribution of x is low. Here, it is seen that the low-density separation assumption holds.
two Gaussian mixtures can be found, which makes each cluster in Figure 1 labeled as the
same class. Examining the iso-contours of the marginal distribution, it can be also found
that the boundary is located where the probability of x is small, which is the reason why
such an assumption is called a low-density separation assumption in the literature.
One of the earlier techniques that exploited this low-density separation assumption suc-
cessfully was transductive SVMs (TSVMs) and its variants [56, 24]. In TSVMs, an extra
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loss function given by
nu∑
i=1
max(1− f(xui , δ(xui ;θ)), 0) (16)
was minimized along with a hinge-loss function dened in Eq. (4). Because Eq. (16) prefers
having class boundaries such that all unlabeled samples are located outside of a margin, the
smallest distance of training samples from the boundaries, one can see that the low-density
separation assumption will be automatically satised.
A more recent technique proposed in [46] made use of a conditional entropy of y given x
to exploit the assumption. To be more specic, in [46], an optimization problem was solved
in a way that the conditional entropy of y given x computed over U was minimized, while
the likelihood score of P (y|x,θ) over L was maximized. Conceptually, the smaller condi-
tional entropy is, the less uncertain P (y|x,θ) becomes. Thus, by minimizing the conditional
entropy, class boundaries will be placed where unlabeled samples are sparse, thus satisfying
the low-density separation assumption. Another technique based on this assumption is also
presented in [27]. In [27], the low-density separation assumption was imposed by stipulating
local behaviors of P (y|x,θ) for unlabeled samples. In particular, let Nxuibe a set of neigh-
boring samples of xui , the i
th unlabeled sample in U . Then the value of P (yui |xui ,θ) has to
be as close as possible to the value of P (y|x,θ) for all x in Nxui , which in turn, the value of
P (y|x,θ) can only be changed when P (x|µ) is low.
2.2.3 Methods using a data-driven kernel
In some semi-supervised learning techniques, unlabeled samples are used to create a kernel
matrix that determines closeness among data points. In this section, we review techniques
that make use of such data-driven kernels. The rst set of examples is techniques exploit-
ing some manifold structures in training data. In some applications, it is considered that
the support of the marginal distribution P (x|µ) is in a low-dimensional manifold. Figure 2
shows a simple case of this, where a set of data samples is scattered randomly in a seem-
ingly complex pattern in their original space while the actual support for the samples is a
perfect circle in a two-dimensional space. In this case one can take advantage of a man-
ifold assumption. The manifold assumption states that samples close to each other along
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Figure 2: An illustration of a manifold embedded in a higher-order space, w.hich is obtained
from [26]. Note that on the left, data are scattered in a rather complex pattern in a three-
dimensional space. In contrast, data samples form a perfect circle along the manifold in a
two-dimensional space on the right.
the manifold should have similar class labels. Because this assumption is closely related to
manifold learning, an unsupervised learning technique that is often solved by using a graph
Laplacian L [47], in [12, 7, 54, 114], a graph Laplacian L has also been used extensively
for solving discriminative SSL problems. To see this, suppose there is a graph G = (V, E),
where V is a vertex set corresponding to a training data set D, and E is an edge set encoding
pairwise relations between vertices with associated weights w. Now, given vi and vj in V,
the ith and the jth samples in D, respectively, let eij ∈ E be an edge between them and wij
be an weight associated with eij , which represents closeness between vi and vj . Then, the








wij(f(xi, y;θ)− f(xj , y;θ))2, (17)
where N is the total number of training samples including labeled and unlabeled data,
f(x, y;θ) is a discriminant function dened in Eq. (1), and Y is a set of class labels.
Therefore, given the minimizer of Eq. (17), the values of the discriminant function for the
ith and jth samples, denoted as f∗(xi, y;θ) and f
∗(xj , y;θ), respectively, should be similar
if those samples are close to each other (i.e., wij is large.) along the graph G. Recently, it
has been pointed out that Eq. (17) could be considered as a squared semi -L2-norm of f
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with respect to a graph Laplacian L [91]. Based on this observation, a data-driven kernel
function k : X × X → R can be constructed in a way that the value of k increases as two
data points get closer and closer in a manifold as discussed in [91].
Another technique that makes use of the manifold assumption is a label propagation
technique presented in [25]. In essence, the label propagation technique shares the same
formulation as in Eq. (17) because similarly dened weights wij control the maximum
amount of label information that can be propagated between two samples xi and xj . Thus,
a similar data-driven kernel k will be created in the end. One advantage to using label
propagation techniques over the techniques presented in [12, 7, 54, 114] is that in label
propagation techniques, not only undirected graphs, but also directed graphs can be used,
ensuring that the label information is propagated only from labeled samples to unlabeled
samples, not the other way around [25].
Other examples to learn a data-driven kernel function are based on a geometry of P (x|µ).
In particular, in [86], unlabeled samples were assumed to be drawn from a mixture of
probability distributions. Then, a kernel function k was dened using mutual information
such that k(xi, xj) ≥ k(x′i, x′j) for all xi, xj , x′i, x′j ∈ X , when xi and xj are in the same
mixture component, while x′i and x
′
j are in dierent mixture components. In other words,
a kernel function is created in a way that the value is large when two samples are deemed
to be in the same mixture component, and it is small if the sample are placed in dierent
components. A similar technique was proposed in [70]. Specically, given a Gaussian mixture





P (πk|xi)P (πk|xj)xTi Σ−1k xj , (18)
where P (πk|xi) and P (πk|xj) are the probabilities of xi and xj belonging to the kth mixture
component πk, respectively, and Σk is a covariance matrix of the k
th mixture component. By
inspection, one can easily see that the Fisher kernel also satises the inequality; k(xi, xj) ≥
k(x′i, x
′




j ∈ X , when xi and xj are in the same mixture, while x′i and x′j
are in dierent mixtures.
17
2.3 Relevant incremental learning techniques
All techniques describedin Sections 2.2 and 2.2 can be categorized as batch learning because
when training a model, a large number of training data are used as a whole. In real-world
applications however, such large sets of training samples are rarely prepared before learning
a classier. In contrast, in many cases, a handful of examples are constantly collected over
time while a classication system is operating. A simple example is a face recognition system
that can create tags for people in a photo repository automatically. When building such a
system, people tend to update the repository with tens of pictures daily, not with thousands
of photos after waiting for months. Therefore, it is desired to perform training incrementally,
enhancing an existing system by incorporating the small training data samples, which is the
main topic of this section, known as incremental learning. Figure 3 illustrates a system
overview of a typical incremental learning framework. In Figure 3, it can be seen that a
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Figure 3: An overview of incremental learning. Given a collection of unprocessed data,
a selection set St is created. After class labels for St are generated either by humans or
machines, a parameter vector θt is updated to θt. When the labeling system consists of
machines, this updated parameter is then used to enhance the labeling mechanism. Note
that sometimes, the labeling system helps to create St to speed up the convergence of θ.
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parameter vector at time t, θt, is updated to θt+1 with a selection set St, a collection of
data samples at time t chosen from unprocessed data. In the meantime, it is also seen that
class labels for the samples in St are generated by a certain labeling system that can be
either humans or machines. Additionally, the parameter θt helps to create St in such a way
that the update of the parameter vector θt to θt+1 is not detrimental.
From the analysis of Figure 3, it can be seen that there are two main research issues re-
garding development of an incremental learning framework: (a) how to update the parameter
vector eciently, and (b) how to construct St ensuring classication models are enhanced
at each iteration. In the literature, the rst issue is studied mostly in fully supervised cases
as in [31, 100], while the second issue has mainly been explored in semi-supervised settings.
As the theme of this dissertation is to develop a semi-supervised learning framework in this
section, we will primarily describe techniques to build St from a unlabeled data set. In
particular, in Section 2.3.1, we discuss active learning techniques, where a user (or an ora-
cle) provides the ground-truth label information (i.e., a man-powered labeling system) for
unlabeled samples in St. In Section 2.3.2, we presents semi-supervised incremental learning
techniques, where labels for unlabeled samples in St are predicted automatically by machines
(i.e., a machine-driven labeling system). Nevertheless, active learning and semi-supervised
incremental learning share similar mechanical procedures, as shown in Figure 3 and thus,
comparisons between them can provide useful insights to improve either technique. We will
see such a benet in Chapter 4 when presenting our semi-supervised incremental learning
algorithm.
2.3.1 Active learning
In active learning, a classication system invokes queries to users to ll in the missing class
labels for St [88]. Because the cost of such inquiries is usually very high, the main issue
of active learning is to minimize the number of those queries while retaining the modeling
accuracy as close as possible to the case when all possible training data are used. One of the
earlier active learning techniques is based on uncertainty-based sampling proposed by David
D. Lewis in the '90s [64]. There, the system asked class information to users for unlabeled
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samples that a current model was the least condent about their class labels. Because
the level of uncertainty was evaluated based on a class posterior probability P (y|x;θt), St
comprised unlabeled samples such that maxy∈Y P (y|x;θt) is small. Recently, information-
theoretic justications of this uncertainty-based sampling strategy were provided in [50, 89].
In particular, it was shown that an unlabeled example with the maximum entropy would
provide the maximum information gain if the class label for that sample is revealed. So, an
unlabeled sample x from which the maximum entropy is achieved should be selected, which
is the sample that maxy∈Y P (y|x;θt) is the smallest as claimed in [64]. On the other hand,
SVM-based active learning techniques can also be considered as variants of the uncertainty-
based sampling scheme [98, 97, 65]. A typical strategy of SVM-based active learning is as
follows: to select a sample with the smallest margin, the shortest distance among training
samples from decision boundaries. This use of a margin value is based on the fact that such
a sample will reduce an empirical error maximally as claimed in [65]. Later, in [49], an
extension of SVM-based active learning was also studied, where an ecient batch selection
algorithm was proposed using quadratic programming (QP) and sub-modular functions.
Query-by-committee (QBC) [41, 1, 67] is another popular technique for active learning. In
the QBC, the members in a committee usually consisted of several discriminative classiers
who should select a sample x such that their prediction results disagree maximally (e.g., a
half of the committee members classify x as positive, but the remaining half determines x to
be negative.). To understand the underlying theoretical foundation of the QBC, there are a
couple of concepts that need to be introduced: (a) a version space, and (b) consistency to
a data set. A version space is a region in a feature space X where committee members do
not share their decisions. On the other hand, committee members are said to be consistent
with a data set if every system in the committee attains a perfect modeling accuracy to the
data. Then, given a consistent committee to labeled samples, it was proved, [41, 1, 67], that
minimizing the size of the version space would reduce modeling error maximally and thus,
justifying the QBC criterion.
In [80, 118], algorithms based on an expected error reduction were proposed to reduce
classication error directly. The essence of these techniques is to choose a sample x such
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that a classication error at time t + 1 is maximally reduced compared to that at time t.
Because the ground-truth label for x is unknown at the time of selection (it will be provided
by users after the selection), the amount of an error reduction is averaged over a posterior
probability of the label y given x, P (y|x), instead. Therefore, given an unlabeled data set
available at time t, U t, a sample xu∗i is selected as follows:




P (y|xui)[V (δ(xui ;θt(xui)), y)], (19)
where θt(xui) denotes a parameter vector at time t learned from Lt, a labeled data set
available at time t, in addition to an unlabeled sample in U t, xui , (i.e., Lt ∪ {xui}), and V
is a loss function as usual. Note that the parameter vector θt(xui) is a function of a sample
in U t because depending on the sample chosen, dierent parameters will be learned. This
implies that solving Eq. (19) is often computationally prohibitive because one might have
to estimate parameters for all samples in U t to solve Eq. (19). As a result, expected error
reduction based techniques have been applied to only a few cases where ecient algorithms
to estimate θt(xui) exist.
2.3.2 Semi-supervised incremental learning
As mentioned earlier, in semi-supervised incremental learning, the ground-truth label in-
formation for St has to be estimated somehow by the learning algorithm itself. One naive
approach to addressing this issue is to simply trust the outputs that a current classication
model supplies. More formally, suppose δ(x;θt) is a decision rule for x learned with Lt, a
labeled set at time t. The prediction results given by δ(x;θt) for ∀x ∈ St are then treated
as clean, ground-truth class labels. In many cases, however, the number of samples used
to train the decision rule is often very small and thus, the generated label information is
rather noisy. Moreover, when such noisy class labels are aggregated, it is likely that the clas-
sication system will diverge (i.e., the nal model performs worse than the initial model)
eventually.
To avoid this failure, in the '90s, a condence score function - a measure of condence
that an existing model had regarding its decision δ(x;θt) on a sample x - was explored
in [110, 87]. According to a theory of hypothesis testing, samples with high condence
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scores would have a low probability of making incorrect predictions. Thus, the strategy
was to incorporate unlabeled samples with the high condence scores and their predicted
class labels into St, namely a condence score based method. Algorithm 1 presents this
condence score based method in detail. One problem of this technique is however, that it
Algorithm 1 Condence score-based semi-supervised incremental learning
prepare U0 and L0
initialize θ0 with L0
t← 0
repeat
compute condence scores sc(δ(x;θ
t)) for x ∈ U t
N tu ← |U t|
ktu ← the number of samples to be selected at time t
Ũ t ← {x(i) | x(i) ∈ U t, sc(δ(x(1);θt)) ≥ sc(δ(x(2);θt)) ≥ · · · ≥ sc(δ(x(Ntu);θ
t))}
St ← {(x(i), y(i)) | i ≤ ktu, y(i) = δ(x(i);θt), x(i) ∈ Ũ t}
Lt+1 ← Lt ∪ St
U t+1 ← U t\St
update θt+1 with Lt+1





until |U t| = 0
might result in a suboptimal solution even after incorporating a large number of unlabeled
samples chosen in order of their condence scores (i.e., θt ≈ θ0 for all t, where θ0 represents
an initial parameter vector). This is mainly due to the fact that highly condent samples are
often similar to already processed samples and thus, have insignicant eects on changing
decision boundaries. Recent work, such as [93, 34, 17], also revealed the sub-optimality
problem of a condence score-based technique empirically. Moreover, as identied in [113],
selecting samples in order of condence scores does not guarantee choosing samples according
to their marginal distribution P (x|µ). This implies that the possibility for a condence score
based technique to suer from a class imbalance problem could be large.
On the other hand, the risk of working with incorrect class labels during an incremental
learning process can also be reduced using an expectation-maximization (EM) algorithm.
Because with an EM algorithm, a selection set St is no longer constructed, a class posterior
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probability P (y|x;θt) computed for every sample is now used for parameter updates. In
particular, as in [69, 35], a new parameter vector at time t+ 1, θt+1, will be obtained such
that θt+1 is a maximizer of an auxiliary function Q(θ|θt) as














P (y|xui ;θt) logP (y)P (xui |y; θy)], (21)
where P (xli |yli ; θyi) (or P (xui |y; θy)) denotes a class conditional probability of the ith la-
beled (or unlabeled) sample given a class label yli (or y), and P (yli) (or P (y)) represents
a class prior distribution for yli (or y). In earlier work, a very simple model for the class
conditional probability (e.g., a single Gaussian distribution in [69]) has been used because
of computational intractability. More recently, in [108, 109], by applying linear discriminant
analysis (LDA) at every iteration in the EM procedures, complex models were exploited
by reducing the dimension of a feature space X . Still, similar to condence score based
techniques, EM-based algorithms might result in sub-optimal nal models because every
EM-based algorithm is subject to the initial parameter θ0.
This sub-optimality problem can be tackled by applying some prior knowledge when cre-
ating St. In particular, [78] used a closeness measure in a feature space X to select samples,
and in [112], a performance-driven measure was used instead of condence scores. Speci-
cally, in [112], unlabeled samples were rst divided into m groups, denoted as G1, . . . , Gm,
such that the associated condence scores in each group were distributed similarly. Next,
performance-driven measures, dened similar to Eq. (3), were evaluated after training a
candidate parameter vector θt+1j for the j
th group along with a labeled data set at time
t, say Lt ∪ Gj , for ∀j = 1 . . .m. Then, a group, say Gk, was chosen for St if the largest
performance gain was achieved with θt+1k against θ
t. In [112], it was shown that these
procedures exhibited a consistent performance improvement over a condence score based
method. However, as one can imagine, the computational complexity of this method could
be prohibitive as m dierent candidate parameter vectors (i.e., θt+1j for ∀j = 1 . . .m) need
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to be trained at every iteration.
Finally, the Co-training technique discussed in Section 2.4 can also be considered a semi-
supervised incremental learning technique, suitable for a case when there are two distinct
feature spaces (e.g., X = (X (1),X (2))). The theoretical background of the technique is pre-
sented in Section 2.4 and referenced therein. Instead, we mention the underlying assumptions
of the Co-training method here as follows: (a) each feature space should be sucient, mean-
ing that the use of a single feature is enough to achieve a perfect classication accuracy, and
(b) each feature space needs to be conditionally independent given a class label. Note that
satisfying both assumptions is sometimes unrealistic, so the Co-training algorithm might
not perform any better than the condence score based technique if the assumptions do not
hold. We summarize the detailed procedures of the Co-training algorithm in Algorithm 2
for more consistent presentation of related work.
Algorithm 2 Co-training algorithm [13]
prepare U0 and L0
initialize θ(1)0 using L0 with respect to X (1)
t← 0
repeat
for j = 1, 2 do
compute condence scores sc(δ(x;θ
(j)t)) for x ∈ U t with respect to X (j)
N tu ← |U t|
ktu ← the number of samples to be selected at time t
Ũ t ← {x(i) | x(i) ∈ U t, sc(δ(x(1);θ(j)t)) ≥ sc(δ(x(2);θ(j)t)) ≥ · · · ≥ sc(δ(x(Ntu);θ
(j)t))}
St ← {(x(i), y(i)) | i ≤ ktu, y(i) = δ(x(i);θ(j)t), x(i) ∈ Ũ t}
Lt ← Lt ∪ St
U t ← U t\St
if j = 1 then
update θ(2)t+1 with Lt
else if j = 2 then
update θ(1)t+1 with Lt
end if
end for





until |U t| = 0
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2.4 Relevant multi-view learning techniques
In many pattern classication problems, using multiple features is very important for con-
structing a good concept model because a single feature is often too simple to capture the
essence of signals. For example, in image concept modeling, the outputs of steering lters
[40], SIFT [66], and Gabor wavelets [37] can be combined to improve modeling accuracy [81].
Intuitively, working with multiple features can be thought of as a process of integrating mul-
tiple cues, each of which is specialized to deal with a certain characteristic of training data.
Because the cues from dierent features often exhibit dierent levels of discriminating power,
a key question to ask is how to produce an unied classication result while considering the
quality of each feature.
In supervised learning literature, there are mainly two dierent techniques: (a) early
fusion, and (b) late fusion. In early fusion, features are combined before a model is learned,
so only a single classier is generated during training. One advantage of early fusion is
that it is very easy to implement; one can simply put feature vectors next to each other,
creating a single, large feature vector. However, for some heterogeneous features such as
audio features and visual features, it is not straightforward to combine these features because
given a video stream for example, audio is usually processed at every ten milliseconds, while
video is refreshed at every one twenty-fourth second. Moreover, in early fusion, nding the
right balance between features is not a trivial task.
On the other hand, in late fusion, the output scores from the classiers trained on in-
dividual features, namely base classiers, are combined by taking the scores as an input
of a meta-classier. In the literature, late fusion is sometimes referred to as model-based
transform (MBT) [115, 51, 101]. An advantage of late fusion over early fusion is that the
meta-classier automatically learns weights between features depending on the discriminat-
ing power of each feature. An additional benet of late fusion is that it is easy to conduct
a post-analysis regarding how well each feature performs. However, it is somewhat dicult
to apply the late fusion approach to a semi-supervised setting in that it tends to over-t
to training data, making the output scores of base classiers bi-modal, which, limits the
merit of having multiple features. In other words, there is no room for further improvement
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through a meta-classier. Therefore, in semi-supervised learning (SSL), early fusion has
been a major technique to deal with multiple features.
In the SSL literature, training a classication model with multiple features is often
referred to as multi-view learning [10, 29, 90]. The origin of multi-view learning can be
traced back to the late '90s when A. Blum and T. Mitchell proposed their seminal work for
multi-view semi-supervised learning, namely, the Co-training [13]. In their work, iterative
procedures were proposed for two feature space cases (i.e., X = (X (1),X (2))), where a
parameter vector for the rst feature space X (1), denoted as θ(1) was bootstrapped by a
classication model of the second feature space X (2), θ(2), and vice versa. To develop such
procedures, they imposed a compatible assumption on both classication models, stating that
if the marginal distribution of a sample x is non-zero, classication results from the rst
and the second views should be equal. Given this assumption, they proved that arbitrarily
good classication performance could be obtained given the following two conditions: (a)
conditional independence between x(1) ∈ X (1) and x(2) ∈ X (2) when a class label was given,
and (b) suciency of X (1) and X (2). The suciency of a feature space was dened as follows:
given enough number of training samples, one could obtain perfect prediction results. In
[68], these conditions were empirically veried by constructing a multi-view environment
articially, splitting a single feature into two distinct features. However, as concluded in [68],
satisfying all of the conditions imposed by the original Co-training algorithm is somewhat
unrealistic. As a response, there has been a series of studies, such as [4, 105], to uncover more
relaxed conditions than those in [13]. Among them, the results in [105] were particularly
pleasing as it proved that the Co-training would succeed if classiers trained on individual
views were initially dierent. Nevertheless, all of these studies still assumed that each view
had to be sucient.
In the meantime, an analysis in [28] triggered another set of studies for multi-view
learning. In [28], it was proved that a classication error would be upper-bounded by the
probability of disagreement between views (i.e. P (f (1)(x, y;θ(1)) 6= f (2)(x, y;θ(2)), where
f (1) and f (2) are discriminant functions for the feature space X (1) and X (2) parametrized
with θ(1) and θ(2), respectively). Starting from a model complexity perspective, the work
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in [36, 63, 79] reached the same conclusion as the one in [28]. Specically, it was studied,
in [36, 63, 79], that minimizing the level of disagreement would reduce the Rademacher
complexity, a measure of the complexity of a parameter space [5]. It is well-known if the
complexity is reduced, the generalization error of a classication system on unseen data will
also be decreased [58]. Later, based on the same principle as the one in [28], co-regularized
SSL techniques were proposed in [90, 15, 92, 111], where the amount of disagreement between
views was measured by a squared sum of dierences between the values of discriminant
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It can be easily seen that Eq. (22) is convex with respect to the values of f (1) and f (2)
for xui ∈ U . In fact, this convexity makes Eq. (22) possible to be incorporated into a
regular discriminative learning framework easily. In particular, in [90, 15, 92, 111], Eq. (22)
was used as an additional regularization term on top of the empirical error term and the
regularization term in Eq. (3). Nevertheless, it has not been fully veried that the use of Eq.
(22) is an optimal way to take advantage of multiple features in a semi-supervised setting.
Thus, in Chapter 5, we investigate an agreement function for multi-view learning so that we




LEARNING FOR IMAGE CONCEPT MODELING
When evaluating the success of a machine learning algorithm, a certain performance met-
ric is selected depending on the type of problem to which the algorithm is applied. In
many cases however, there is inconsistency between the performance metric used in testing
phases and that used in training phases. While this inconsistency does not always result
in performance degradation, it is often seen that systems trained and tested consistently
outperform systems learned and evaluated with the inconsistency. Thus, several techniques
that optimize performance metrics directly have been recently proposed [16, 55, 43].
Among them, an MFoM learning approach has been successfully applied to many ma-
chine learning problems, such as text categorization [43], automatic image and video anno-
tation [42, 21], and image spam detection [20]. The key idea was to dene continuous and
dierentiable functions for a class dependent score function gy(x) for a class y ∈ Y, where
Y is a set of class labels, and to use an optimizable objective function that approximates
commonly used performance metrics, such as a false positive error, a false negative error,
or the ranking of a sample x. Although this MFoM learning approach is relatively easy to
apply to a wide range of performance metrics, the eectiveness of this technique has been
limited by the fact that so far, gy(x) can only be a linear function dened by
gy(x) = 〈θy, x〉X + θ0y, (23)
where 〈·, ·〉X is an inner product in X ⊂ Rd , and θ0y ∈ R is the intercept of a hyperplane
in a d-dimensional space for the class y determined by θy = [θ1y, . . . , θdy].
Such a restriction also greatly aects the capability of the technique to model image
concepts. In particular, the closeness between two image feature vectors does not linearly
transfer to the similarity in image concepts in many cases. To see this, consider two images
from the USPS handwritten digit recognition task data set in Figure 4. Although they
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are corresponding to two dierent numbers, number four and number nine, they look very
similar, making distinguishing these images using a linear model a dicult task.
(a) number four (b) number nine
Figure 4: Two images extracted from the USPS handwritten digit recognition task data
set. Although they correspond to two dierent numbers, four and nine, respectively, their
appearances are very similar to each other. Therefore, the closeness in image feature vector
domains might not be linearly mapped into the similarity in the class label domain.
As briey mentioned in Section 2.1.1, gy(x) in Eq. (23) can be non-linearized through a
feature map Ψ on X given by Ψ : X → H, where H is a Hilbert space. In particular, given
Ψ(x), a nonlinear gy(x) can be written as a linear combination of a linear functional on H




θiy〈Ψ(xi),Ψ(x)〉H + θ0y (24)
for all elements in X enumerated by xi ∈ X . However, one easily notices that θy =
[θ1y, . . . , θ∞y] is now an innite dimensional vector, which is impossible to determine. This
diculty can be addressed by the Representer theorem, stating that given a kernel function
k : X × X → R dened as k(x′, x) = 〈Ψ(x′),Ψ(x)〉H and the associated RKHS, HK , gy(x)




αiyk(xi, x) + α0y, (25)
where N is the total number of training samples, αy = [α1y, . . . , αNy] is a dual parameter
in RN , and α0y is the intercept of a hyperplane determined by αy. Thus, we only need to
estimate a N -dimensional vector αy. Now, one might attempt to derive a non-linearlized
version of an MFoM learning approach by plugging-in Eq. (25) into the original MFoM
learning framework. However, this simple approach might be problematic as αy can still be
a very high dimensional vector if the number of training data samples, N , is large.
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In this chapter, we develop a kernelized MFoM learning approach using subspace distance
minimization for image concept modeling. In particular, a subset of training samples whose
cardinality is Q is selected in a way that a subspace distance between a subspace constructed
with the entire training data set and that obtained from the subset is minimized. Intuitively,
this subset-selection method can be considered as a process for nding a Q-dimensional
function space that covers the original function space as much as possible. To this end, we
exploit the denition of the subspace distance presented in [103]. Then, we show that this
distance can be minimized by the Nyström extension, a spectral decomposition problem
studied in [6]. An ecient algorithm to perform the Nyström extension is also proposed
using a rank-1-update and -downdate algorithm given a Cholesky decomposition of a kernel
matrix associated with the training data samples. We then verify the eectiveness of the
proposed learning approach on three dierent image concept modeling problems, such as
handwritten digit recognition, object recognition, and automatic image annotation.
This chapter is organized as follows. In Section 3.1, we present mathematical formu-
lations to nd the subset of training data that minimizes the subspace distance using the
Nyström extension. In Section 3.2, the overall kernelized MFoM learning framework is pre-
sented, followed by a set of experimental results on various image concept modeling problems
in Section 3.3. Finally, this chapter is concluded in Section 3.4 with some remarks on the
related work. Note that the initial work was presented in [18].
3.1 Subspace distance minimization through the Nyström extension
To ease demonstration eorts, let us assume that there is an index set I = {i : 1 ≤ i ≤ N},
where i ∈ I denotes the ith sample in a training data set D, and Is = {j : 1 ≤ j ≤ Q} with
the cardinality of Q, a subset of I, where j ∈ Is denotes the jth sample in the subset. Then,
using I and Is, the problem can be restated as follows: to nd Is such that the distance
between a subspace constructed by Is and a subspace constructed by I is minimized. To
this end, let us dene a distance between subspaces as presented in [103]:
Denition 1. [103] Let S be a linear space, and U and V be l- andm-dimensional subspaces
of S, respectively. If u1, . . . , ul and vi, . . . , vm are the orthonormal bases of U and V, then a
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〈ui, vj〉2S , (26)
where 〈·, ·〉S represents an inner product in the linear space S.
From Eq. (26), d(U ,V) can be interpreted as a root-mean-square error of a projection of
the basis vectors of U onto V. Note that d(U ,V) achieves its maximum when the two spaces
are orthogonal to each other, while it achieves its minimum when the two spaces are fully
overlapped.
Now given Denition 1, let U be a subspace of a Hilbert space H given by a feature map
Ψ : X → H with I, and V be a subspace of H constructed Is. In particular, they can be
written as follows:
U = span{Ψ(xi)|i ∈ I} (27)
V = span{Ψ(xj)|j ∈ Is}. (28)
One diculty of using Eq. (27) and Eq. (28) to compute Eq. (26) is that the orthonormal
basis vectors for U and V are unknown. We address this diculty by transforming a problem
of minimizing Eq. (26) into a spectral decomposition problem using Lemma 2. To be
more specic, suppose there are kernel matrices K and Ks, where {K}ij = k(xi, xj) and
{Ks}i′j′ = k(xi′ , xj′) for ∀i, j ∈ I and ∀i′, j′ ∈ Is. Suppose further that the rows and
the columns in K have been rearranged so that the rst Q rows and the rst Q columns





where the rows and the columns of A ∈ RQ×N−Q correspond to Is and Ics , a complementary
set of Is given by Ics = I\Is, respectively. Similarly, the rows and the columns of B ∈
RN−Q×N−Q are all associated with Ics . Whence, the following lemma holds:
Lemma 2. let σi be an eigenvector of K in Eq. (29) with λi to be σi's associated eigenvalue.
Furthermore, let u1, . . . , ul and vi, . . . , vm be the orthonormal basis vectors of U and V, a
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The proof of Lemma 2 is presented in the Appendix.
Lemma 2 shows that the squared sum of the inner products between the orthonormal
basis vectors of U and V represented in Eq. (26) can be written as a quadratic form of a
matrix K̃ with an eigenvector σi of K. Now, given Lemma 2 one can derive an upper bound
































where ‖ · ‖F is a Frobenius norm of a certain matrix. From Eq. (33) to Eq. (34), the fact
that 1λiσ
T
i Kσi = 1 is used. Moreover, without the loss of generality, we assume that l ≥ m.
Now, since Eq. (35) holds for any U and V,
min
Is⊂I










, is also true. Based on Eq. (36), one can see that instead of minimizing
d(U ,V) directly, we can minimize the right-hand side of Eq. (36), the Frobenius norm of
the dierence between the original kernel matrix K and its approximate, K̃, to nd Is.
In fact, the minimization of the right-hand side in Eq. (36) is a certain spectral de-
composition problem, known as the Nyström extension [106, 39, 6]. To solve the Nyström
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extension, we adopt a technique proposed in [6]. The basic idea of [6] is to sample Is accord-
ing to a probability distribution that is proportional to the determinant ofKs. To implement
such a sampling strategy, in [6], a Metropolis-Hastings algorithm [9] is used, where at every
iteration, an element in Is is swapped with an element in Ics . A proposal statistic, dened by
a ratio of the determinant of Ks before swapping to the determinant of Ks after swapping,
is then used to determine whether to accept the swapped element or not.
One problem of the use of the Metropolis-Hastings algorithm is that computing the de-
terminant of a Q-by-Q matrix requires computational complexity of O(Q3). To address
this problem, in our kernelized MFoM learning framework, we propose a rank-1-update and
-downdate algorithm to evaluate the determinant of Ks. In particular, given a lower trian-
gular matrix obtained from the Cholesky decomposition of Ks, we show that the swapping
operation can be done by a rank-1-update followed by a rank-1-downdate of the lower trian-
gular matrix. Since the rank-1-update and the rank-1-downdate of a lower triangular matrix
can be done in O(Q2) as shown in [44], computation of the proposal statistic becomes very
ecient. The detailed derivation of using a rank-1-update and -downdate algorithm for the
swapping operation is presented the Appendix.
3.2 The proposed kMFoM learning framework
Once the subset of training data Is is found, the class score function gy, initially dened in





αjyk(xj , x) + α0y, (37)
where xj represents the j
th sample in the Is. Given this score function, an objective function
to learn the dual parameter vector α = [α1, . . . , αC ], where αy is a Q + 1-dimensional
parameter vector of the class y, is derived from Eq. (3). In particular, we set R(f(·;θ)),
a regularization term, to a sum of squared L2-norms of the class score functions, gy's, for
y ∈ Y restricted to the subspace V (recall that in Eq. (1), a discriminant function f is
dened as a dierence between gy and gy− for a class y and y
− = Y\y.). Thus, the objective
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where ‖gy‖2V is a squared L2-norm of gy evaluated on V, λ is a positive parameter to control
the balance between the L2-norm and the loss function V . Note that V in Eq. (38) is
written as a function of discriminant functions for all classes because some performance
metrics, such as micro- or macro-averaging F1-measures, are dependent upon all of the
quantities. Similarly, in an MFoM learning framework, V can be dened in several dierent
ways depending on a performance metric of interest. For example, suppose that we want to
minimize a classication error rate. The loss function V is then dened as





where l(xi, yi;α) is a class 0-1 loss function for the i
th sample in D, xi, with its class label yi
while N is the total number of training samples in D. The class 0-1 loss function l(xi, yi;α)





where α and β are constants to determine the slope and the oset of the sigmoid function.
Note that Eq. (40) becomes unity (or zero) when the value of a discriminant function is
negative (or positive), which is consistent with the denition of a classication error because
according to the decision rule in Eq. (2), an error occurs whenever f(xi, yi;α) < 0.
Another example is an F1-measure. As shown in Table 1, the F1-measure is a harmonic
mean of recall and precision (refer to Table 1 for the denitions of recall and precision as
well). Assuming there are only two classes, say positive and negative, denoted as c+ and c−,
the loss function V for the F1-measure can be written as a function of the number of true
positive samples, a false positive error, and a false negative error, each of which is denoted
as TP , FP , and FN , respectively, as follows:
V (·;D) = 1− 2TP
2TP + FN + FP
, (41)
34












l(xi, yi;α)I(yi = c+), (44)
where I(·) is an indicator function and l(·;α) is a class 0-1 loss function dened in Eq. (40).
In essence, the loss function V in Eq. (41) is maximizing the F1-measure for the class c+.
Additional performance metrics, such as precision, recall, or average precision can be derived
in a similar fashion.
3.3 Experimental results on image concept modeling
For evaluation purposes, we tackled three dierent image concept modeling problems: hand-
written digit recognition using the USPS data set, object recognition using the COIL-100
data set, and image annotation with the Corel 5k data set. In Figure 5, we illustrate some
of the handwritten digit images extracted from the USPS data set, which demonstrate a
wide range of writing styles in the data set. The images in this data set were collected from
a database of addresses and ZIP codes gathered at the Bualo Post Oce, New York, USA,
creating a collection of 18468 images corresponding to digits from zero to nine. Out of the
18468 images, we randomly drew 150 images for each digit and labeled the images corre-
sponding to digits, two and ve, as positive and the rest as negative. We then down-sampled
the images to 16-by-16 and randomly picked 20% for evaluation, resulting in a split of 1200
images for training and 300 images for testing. As for the feature vectors, we used pixel
values directly with which an RBF kernel was computed on top of the feature vectors, where
the bandwidth parameter h of the kernel was simply set to the average Euclidean distance
of the feature vectors.
Figure 6 depicts some sample images from the COIL-100 data set, which consists of
images of a set of 100 objects captured from 72 dierent angles, rotating at every ve degrees.
As shown in Figure 6, the objects exhibit quite a bit of distinct geometric and reectance
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Figure 5: Examples of handwritten digit images extracted from the USPS data set
characteristics. To evaluate the proposed system on this data set, we rst randomly selected
24 objects out of 100, resulting in 1728 images. Similar to the USPS data set, we then
performed down-sampling of the images into 16-by-16. The set of 24 objects was partitioned
into six classes of four object each. Moreover, randomly chosen 38 images from each class
were discarded to leave 250 image each. Finally, we split the remaining 1500 images into
two sets; one consisting of 1200 images for training and the other consisting of 300 images
for testing. As for the feature vectors, we again exploited pixel values directly to compute
a kernel matrix where the kernel matrix was computed using the same algorithm as the one
used for the USPS data set.
Finally, in Figure 7, some of the images contained in the Corel 5k data set and their
associated semantic concepts are shown. Note that since image annotation is a multi-label
problem, multiple concepts are allowed to be labeled to a single image. In the Corel 5k data
set, there were 4500 training images and 500 test images with 374 semantic concepts, such
as city, mountain, hills, Boeing, ower, sky, tree, castle, and many more (please refer to [72]
for a complete list of the concepts.). Out of the set of 374 concepts, we selected 36 semantic
concepts in which at least 100 training samples existed for benchmarking, resulting in 4212
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Figure 6: Some object images extracted from the COIL-100 data set
training images and 467 test images in total. Feature vectors were extracted through the
following steps. First, each image in the data set was segmented into 16-by-16 regular grids.
From each grid, a 12-dimensional color feature vectors was extracted by computing the
mean and the variance of each of the color channels in an RGB color space and a Lab color
space, respectively. Because the resolution of the images were all 192-by-128, the number
of feature vectors generated from each image was 96. Given feature vectors, clustering
(e.g., k-means clustering, etc) was then performed to create a so-called visual lexicon, where
the centroid of each cluster was assigned to a visual word. This visual lexicon was then
used to index the grids generated earlier in the feature extraction process by associating
the feature vector extracted from each grid with the closest centroid (i.e., a visual word).
Then, visual unigrams and bigrams were counted from each image. Figure 8 illustrates the
corresponding procedures. In particular, the visual unigrams are simply computed as the
number of occurrences of each visual word for each image. As for the visual bigrams, let
vij be a visual word assigned to the grid at the i
th row and jth column. Then, they are
obtained by counting the number of co-occurrences of adjacent visual words of vij in eight
directions and vij , such as (vi−1,j−1, vij), (vi−1,j , vij),. . . , (vi+1,j+1, vij). Because the number
of visual words was chosen to be 64 in this work, the dimensions of the resulting unigram
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(a) Castle, Tree, Sky (b) Cli, Sea, Sky, Shore
(c) Flower, Garden, Tree
Figure 7: Some images from the Corel 5k data set and their associated semantic concepts
and bigram vector were 64 and 4096, respectively. The feature vectors for categorizing
semantic concepts were then created by concatenating these two vectors (resulting in a
4160-dimensional vector). Given the feature vectors, We then performed a latent semantic
indexing (LSI) [8] (a) to select visual unigrams or bigrams that had more discriminating
power, and (b) to reduce the dimension of feature vectors for computational eciency. The
dimension of the nal feature vectors was 600. Given these feature vectors, a kernel matrix
was evaluated with an RBF kernel where a cosine distance dc(xi, xj) between two feature
vectors xi and xj given by




was used, where ‖ · ‖2 represented an L2-norm.
For the USPS data set and the COIL-100 data set, a classication error rate was selected
as the preferred performance metric and macro-averaging F1 was chosen as the performance

































(b) an illustration of visual bigram computation
Figure 8: An illustration of the procedures to compute visual unigrams and bigrams. vij
denotes a visual word assigned to the grid at the ith row and the jth column. In (a), visual
unigrams are simply computed by counting the number of occurences of each visual word.
Note that the visual words vij and vi+1j , vi−1j−1 and vi−1j+1 are assumed to be the same. In
(b), Given vij , we consider pairwise relationships of the visual words for neighboring grids in
eight dierent directions. Each pair is then counted, generating a histogram of co-occurences
of visual words. Note that the pairs (vij , vi+1j−1) and (vij , vi+1j+1) are assumed to be the
same.
dierent classes without considering the number of samples belonging to the individual
classes. Throughout the experiments, results were obtained after taking an average of 20
runs. All other parameters were determined empirically through cross-validation.
We set the baseline system as the same kernel MFoM learning framework but the sub-
space distance minimization algorithm was replaced with random selection. For fair com-
parison, all experimental congurations were set to be the same. We present the overall
experimental results in Figure 9.
In Figure 9, varying the size of the subset Q (i.e., 20, 35, 50, 65, 80, 100, 200, 400),
performance metrics (e.g., an error rate for the USPS and the COIL-100 data sets, and
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an F1-measure for the Corel 5k data set) of the proposed approach are compared with
those of the baseline system. In Figure 9-(a) and -(b), it can be clearly seen that the
proposed algorithm outperforms the baseline system in all cases. The maximum relative
error rate reductions are 23.9% at Q = 400 and 26.5% at Q = 50 for the COIL-100 and
USPS data sets, respectively. It is also seen that the amount of the relative improvement







































































































Rel. improvement of each concept
(c) Corel 5k
Figure 9 continued: Performance comparison graphs between the proposed kernelized MFoM
learning approach and the baseline system, varying the size of the selection set, Q. In (a)-
USPS and (b)-COIL-100, the primary axis(left) represents an error rate and the secondary
axis(right) is the relative improvement. On the other hand, in (c)-Corel 5k, distributions
of relative improvement are shown over dierent sizes of Q. Here, each circle corresponds
to the relative improvement of the proposed technique over the baseline system for each
concept. The end points of the vertical lines are the maximum and the minimum amounts
of the relative improvement and horizontal lines represent the rst and the third quartiles.
tends to increase as the training set size Q grows. For the Corel 5k data set, we present
distribution graphs of the relative improvement for each concept as follows. In Figure 9-(c),
each circle corresponds to each concept, resulting in 36 circles in each vertical line. The
end points of each vertical line in Figure 9-(c) represent the maximum and the minimum
relative improvement in term of an F1 measure. The horizontal line on the right side of the
vertical line is the rst quartile, and the one on the left is the third quartile of the relative
improvement of the proposed technique compared to the baseline system. Looking at the
horizontal line indicating the third quartile, it can be clearly seen that for 75% out of the
subset of 36 concepts, performance enhancement is observed. Moreover, for a quarter of
the concepts, signicant improvements can be seen. In fact, the amount of performance
improvement is much larger than the amount of performance degradation for all cases.
The most eective concept is statue followed by valley in which the amounts of relative
improvement are 23.3% and 19.9% on average, respectively. The least eective concept is
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jet where performance is relatively decreased by 1.4%. However, this amount is much less
than the amounts of improvement achieved for other concepts, as discussed earlier.
The second set of comparison results are the time required for training vs. performances
for the Corel 5k image data set. In Table 2, we list performances and training times when
Q = 400 and Q = 4212. In Table 2, a clear advantage of the proposed technique is shown.
In particular, it can be clearly seen that training time for the proposed technique is reduced
by a factor of 30, while the performance remains comparable. This result demonstrates
that the proposed framework is indeed an ecient algorithm to train a kernelized MFoM
classier.
Table 2: Comparisons on performances and training times while varying the size of the
subset of training data
k=400 k=4212
Macro F1 Training time(s) Macro F1 Training time(s)
0.4346 162 0.4509 5031
3.4 Summary
In this chapter, we have presented a kernelized MFoM learning approach based on a subspace
distance minimization criterion. We have provided an ecient algorithm to select a subset of
training samples that leads to nearly optimal parameter estimation. Experimental results on
several image data sets clearly showed that the proposed technique is ecient and eective
to train nonlinear image concept models tailored to various performance metrics.
Besides the proposed kernelized MFoM learning approach, there are other ecient algo-
rithms to learn kernelized classiers. However, such algorithms are typically specialized for a
certain loss function with or without a regularization term. In particular, a sequential mini-
mal optimization (SMO) algorithm proposed in [73] for SVMs used the non-dierentiability
of a hinge-loss function. On the other hand, when the regularization term is set to an L1-
norm as in [96], training samples were rst divided into a working set and a non-working
set, and then a projected gradient-descent algorithm was exploited [83].
In spirit, our proposed algorithm shares the idea of isolating a working set from a non-
working set as in [83]. However, it is dierent in essence from [83] in that a working set
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is determined only once and the parameters for a non-working set are set to zero. This
reduces the required computational complexity to at most O(NQ) (the exact computational
complexity varies depending on an optimization algorithm used. For instance, a stochastic
quasi-Newton method needs the complexity of O(Q2).) to compute the gradient. Although
one might argue that xing a working set might result in a sub-optimal parameter vector,
it should be noted that if the working set is not xed, the computational complexity will
remain high. Moreover, by carefully building a working set (e.g., the subspace constructed
with the working set is close to the subspace obtained from the entire training data set), we
will have a nearly optimal parameter vector at the end. It is also noteworthy that [106, 39]
used the Nyström extension to train kernelized classiers as well, but they purely aimed
at approximating a kernel matrix and none of these approaches provided the relationship
between a subspace distance and the Nyström extension as in Eq. (36).
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Chapter IV
SEMI-SUPERVISED INCREMENTAL LEARNING WITH AN ERROR
REDUCTION FUNCTION
In many machine learning problems, it is likely that designers are initially given only a
small number of labeled samples accompanied by a large amount of unlabeled samples.
Semi-supervised incremental learning is an attractive approach to bootstrapping a learning
process, in this case by starting with an initial set of models learned with labeled samples,
and then improving the initial models using unlabeled data.
To develop a semi-supervised incremental learning algorithm, a key question that needs
to be addressed is which unlabeled samples should be incorporated. On one extreme, we can
select samples that an existing model is condent about the associated class labels using a
condence score. However, as pointed out earlier in Chapter 2, this condence score based
approach might not always be benecial in terms of improving the existing model because
such samples are usually too similar to previously used samples. On the other extreme,
motivated from active learning, we can select samples located near decision boundaries
based on the fact that these samples could contribute the most to enhancing discrimination
capabilities of an existing model. However, unlike active learning where an oracle exists (see
Section 2.3.1 for more information), such samples are likely to be labeled incorrectly, so the
incremental learning process might not converge.
As a compromise between these two extremes, we initially explored a combination of a
condence score and a margin-like discrimination score in [17]. Specically, given an MFoM
classier at time t, we evaluated a condence score based on a probabilistic approximation of
the output of the MFoM classier. We also measure the discrimination capability of a certain
unlabeled sample x, called a margin-like discrimination score, using a regularized spectral
clustering-based nearest neighbor (NN) classier. These two scores were then simply added
together and the resulting quantity was used to decide which unlabeled samples should be
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selected. Experimental results were promising because a signicant performance gain was
observed when compared to the cases where the two above-mentioned scores were considered
separately.
One interesting property of a margin-like discrimination score is that the closer a sample
is to decision boundaries, the higher a margin-like discrimination score will be [17]. This
implies that the score can be considered as a penalty term of a condence score. Motivated
by this observation, we investigate a more general semi-supervised incremental learning ap-
proach in this chapter. In particular, instead of using a margin-like discrimination score, we
compute an expected error reduction function using a Bayesian decision theory to exactly
quantify the amount of contribution that each unlabeled sample has in terms of reducing the
overall classication error. Moreover, we generalize types of classiers and the number of
classiers. Note that in [17], a linear MFoM classier and a regularized spectral clustering-
based NN classier were used for sample selection. However, as discussed in Chapter 3,
nonlinear classiers might need to be exploited for image concept modeling to reduce mod-
eling errors. On the other hand, the number of classiers should not be limited only to two
to increase the robustness in computing the amount of the contribution. Therefore, in this
work, (a) instead of restricting ourselves to a linear MFoM classier, a kernelized MFoM
(kMFoM) classier is used, and (b) more than two classiers (e.g., a combination of three
kMFoM and one spectral clustering-based NN classier, a combination of eight kMFoM
classiers, etc.) can now be used to choose unlabeled samples. We refer to a set of such un-
labeled samples as a selection set, denoted as St where the superscript t represents a discrete
time index, incremented at every time when parameters are updated. The nal touches of
the proposed framework over the preliminary work are the uses of a Zipf distribution and
a class prior probability distribution with which a potential class imbalance problem can
be mitigated. We demonstrate the eectiveness of the proposed framework on two dierent
image concept modeling problems, handwritten digit recognition with the USPS data set
and object recognition with the COIL-100 data set, compared to two baseline systems, such
as a condence score based technique and a Co-training method, discussed in Section 2.3.2.
The remainder of this chapter is organized as follows. Section 4.1 describes our method
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to calculate condence scores followed by the algorithm to compute expected error reduction
in Section 4.2. In Section 4.3, a technique using an ensemble of classiers to improve the
robustness of the expected error reduction to the variability and the bias caused by a small
sample size of labeled data sets is discussed. The overall algorithm is presented in Section 4.4
and Section 4.5 discusses experimental results. Finally, Section 4.6 concludes this chapter.
4.1 A condence score
A condence score, denoted as sc(δ(xi;θ
t)), is dened as the degree that a classication
system, determined by a parameter vector θt at time t, is condent in its decision δ(xi;θ
t),
given by Eq. (2), for the ith sample xi in the training data D. The immediate implication
of this denition is the fact that as the condence score increases, the probability that the
decision δ(xi;θ
t) is incorrect will be reduced. As a result, the use of a condence score can
be typically seen in a verication system, where the system rejects its decision if a condence
score is less than a certain threshold. As for mathematical formulation of a condence score,
[53] provides a good literature survey on how to evaluate the condence score. One popular







where P (xi|yi;θt) is a class conditional probability of a sample xi given its class label yi
parametrized with a vector θt. Note that as in the previous chapters, a total number of C
classes are assumed, and θt = [θt1, . . . , θ
t
C ], where θ
t
j represents the parameter vector for the
jth class. Given Eq. (46), the condence score for a decision δ(xi;θ






where we use y without the subscript i for a class label variable to dierentiate it from the
ground-truth class label yi for a sample xi. One diculty of handling Eq. (47) is the fact
that its range is (−∞,∞). Often, such a wide range of Eq. (47) causes problems when the
actual value is used for further processing. To tackle this diculty, in this work, we dene
the condence score sconf (δ(xi;θ




P (xi|y;θt) + maxy−∈Y\y P (xi|y−;θt)
|y=δ(xi;θt), (48)
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so that now, the range of the condence score becomes within the interval of [0, 1]. Because of
this range characteristic, one might consider our condence score sconf (δ(xi;θ
t)) as a variant
of a class posterior probability P (y|xi,θt) for a sample xi. In fact, it is true to some extent
that Eq. (48) is the same as the class posterior probability P (y|x,θt) if we assume that
there are only two classes and the prior distribution for each class is uninformative prior.
Interestingly, this equivalence reveals another possible formulation for a condence score








If the number of classes is more than two, however, Eq. (47) starts to dier from Eq.
(49) because of the maximization term in the denominator in Eq. (48). The use of this
maximization term is to ensure Eq. (48) to be greater than 0.5 whenever the classication
result given by δ(xi;θ
t) is correct. In contrast, when there are more than two classes, say
four for example, sc(δ(xi;θ
t))POST might be much less than 0.5 even when the decision rule
δ(xi;θ
t) provides a true prediction output. This randomness might, in turn, pose a diculty
to use the score for determining whether to include a sample x into the incremental learning
process consistently.
For discriminative learning algorithms discussed in Section 2.1, including a kernelized
MFoM learning approach presented in Chapter 3, the class conditional probability P (xi|y;θt)
for y ∈ Y used in Eqs. (47)-(49) is not given. In this case, a technique that generates a
probabilistic output of the discriminant function f(xi, y;θ
t) for a sample xi and a class
y ∈ Y can be exploited as proposed in [74]. More precisely, suppose the discriminant
function f(xi, y;θ
t) is given by
f(xi, y;θ
t) = gy(xi)− max
y−∈Y\y
gy−(xi), (50)
as in Eq. (1). Then, a condence score sconf (δ(xi;θ








using a sigmoid function with parameters αy and βy that determines the slope and the
oset of the function for class y, respectively. These parameters are estimated based on a
Maximum Likelihood (ML) criterion over a labeled data set available at time t, denoted as


















where the subscript li is used to denote the i
th labeled sample in Lt (note that the subscript
i used so far represents the ith sample in the total training data D.), N tl is the total number
of labeled data samples in Lt, and I(·) is an indicator function. Moreover, tty is a target
value for a class y at time t, dened as
tty =
N ty + 1
N ty + 2
, (53)
where N ty is the number of labeled samples in Lt belonging to a class y at time t.
4.2 An expected error reduction function
One of the novelties in this chapter is the development of an expected error reduction
function. It is dened as the amount of classication error reduced by an unlabeled sample
x when the sample is included into the selection set St, a set of unlabeled samples chosen for
parameter update at time t. To evaluate such a quantity, we need to dene an error measure
rst. While many candidates, such as Eq. (4), Eq. (5), and Eq. (6), exist as discussed in
Section 2.1.1, our error measure is based on the condence score dened in Eq. (47). In
particular, suppose we have the true class label yi for a sample xi and a classication result
δ(xi;θ
t) with the corresponding condence score sconf (δ(xi;θ
t)). Then, the error measure
V : Y × Y → R denoted as V (δ(xi;θt), yi) is given by
V (δ(xi;θ
t), yi) = I(δ(xi;θ
t) = yi)[1− sconf (δ(xi;θt))] + I(δ(xi;θt) 6= yi)sconfyi (δ(xi;θ
t)),
(54)
where I(·) is an indicator function, and sconfyi (δ(xi;θ
t)) is a variant of the condence score
that is given in Eq. (47), where the maximization term is replaced with the class condi-
tional probability of a sample xi for the true class label yi, P (xi|yi;θt). More precisely,
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sconfyi (δ(xi;θ




P (xi|y;θt) + P (xi|yi;θt)
|y=δ(xi;θt). (55)
From Eq. (54), one can easily see that it is considered that there is no error if the output
of a classier for xi,δ(xi;θ
t), makes a correct decision with a high condence score. On the
other hand, the error measure will be the largest when the classier produces an incorrect
prediction result and assigns a zero value of class conditional probability to the ground-
truth label yi. One diculty of using Eq. (54) to compute an error reduction directly is the
fact that the ground-truth class label yi for the sample xi is unknown (xi is an unlabeled
sample). To tackle this issue, we compute an expected value of Eq. (54) over a class posterior





P (y|xi;θt)V (δ(xi;θt), y)






where the cardinality of a class label set Y is C. Given this denition of the expected error
measure in Eq. (56), we can now dene an expected error reduction for the sample xi at
time t, denoted as seer(δ(xi;θ
t)). By denition, seer(δ(xi;θ
t)) should measure how much
the classication error of a current model is decreased when the sample xi is included a
selection set St. Thus, we dene it as the dierence of the two expected error measures:
one computed at time t with the parameter vector θt and the other at time t+ 1 with θt+1,
respectively. The mathematical formulation of seer(δ(xi;θ
t)) is thus given by
seer(δ(xi;θ
t)) = Ey|x;θtV (δ(xi;θ
t), y)− Ey|x;θt+1V (δ(xi;θ
t+1), y). (57)
While Eq. (57) appears to be straightforward to compute (i.e., plug Eq. (56) into Eq. (57)
and then simplify the resulting terms.), evaluating Eq. (57) is, in fact, computationally
expensive because it depends upon a parameter vector at time t as well as that for time
t+ 1. This requires us to perform training as many times as the total number of unlabeled
samples in U t. To mitigate this diculty, we make the following two assumptions:
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• once we accept the prediction result given by a current model δ(xi;θt) as the true class
label for xi, the condence score corresponding to xi at time t+ 1, sconf (δ(xi;θ
t+1)),
becomes unity.
• P (y|xi;θt) ≈ P (y|xi;θt+1) for ∀y ∈ Y.
One might, of course, argue the validity of the above assumptions. However, when the size
of a labeled data set at time t, denoted as Lt, is small while a classication model family is
complex enough, the rst assumption will be easily satised. The second assumption will
also hold if the selection set St is small so that the labeled data set Lt remains relatively
unchanged (i.e., Lt ≈ Lt∪St); we set the maximum size of St to 3% of the number of labeled
samples in Lt throughout the development of the proposed incremental learning framework.
Given the above two assumptions, we can simplify Eq. (57) as follows:
seer(δ(xi;θ




P (y−|xi;θt)[1− sconfy− (δ(xi;θ
t))]|y=δ(xi;θt), (58)
which is now a function of only the current parameter vector θt.
4.3 Robust estimation of the expected error reduction through an ensem-
ble of classiers
One thing to note for the expected error reduction dened in Eq. (58) is that the class
posterior probability P (y|xi;θt) of a sample xi used in Eq. (58) is not the true class posterior
probability, which we denote it as P ∗(y|xi), but an estimated value derived from a current
model θt. In fact, the use of an estimate of the true posterior probability P ∗(y|xi) might
results in a biased expected error reduction. For example, suppose we have a binary-class
classication problem, and P (y|xi;θt) is an unbiased estimator of P ∗(y|xi). Suppose further
that the labeled data set Lt is a set of randomly drawn samples given a marginal distribution
of x, P (x|µ), where µ is its hyperparameter. Then, the expected value of seer(δ(xi;θt)) over
the dierent sets of labeled data samples, Lts, can be written as follows:
ELt [seer(δ(xi;θt))] = ELt [−2P 2(y|xi;θt) + 3P (y|xi;θt)]|y=δ(xi;θt) − 1
= (−2P ∗2(y|xi) + 3P ∗(y|xi)− 1− 2σP )|y=δ(xi;θt), (59)
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where σP is the variance of P (y|xi;θt) with respect to Lts. From Eq. (59), it can be seen
that ELt [seer(δ(xi;θt))] < 0 regardless of what value P (y|xi)|y=δ(xi;θt) will be if σP is large.
In other words, on average, the modeling accuracy will not be enhanced even after including
the sample xi into the learning process when the estimate of the posterior probability has a
large variability. Note that in Eq. (59), we implicitly assume that P (y|xi;θt) is an unbiased
estimate of P ∗(y|xi). If P (y|xi;θt) is no longer an unbiased estimate of P ∗(y|xi), Eq. (58)
might reect the actual contributions of unlabeled samples on reducing classication errors
even more poorly.
To address this problem, we propose to use an ensemble of classiers [48] with which we
reduce the variance of an estimate of P ∗(y|xi) by computing a sample mean of the posterior
probability P (y|xi;θt) over classiers in the ensemble. It is well-known that the variance
of a classication result is inversely proportional to the number of classiers used jointly to
draw such an unied output[32]. Thus, given J distinct classiers and the corresponding
decision rules denoted as δ(xi;θ
(j)t) for j = 1, . . . J , we compute a set of condence scores,
sconf (δ(xi;θ
(j)t)) and a collection of estimates of P ∗(y|xi) denoted as P (y|xi;θ(j)t) for in-













−)t) is an average of P (y|xi;θ(j)t) over j = 1, . . . , k − 1, k + 1, . . . , J (i.e.,
P (y|xi;θ(k
−)t) is an average of the posterior probabilities of all classiers in an ensemble
except for the kth one.) with which we aim at reducing the correlation between the value
of posterior probability and that of condence score when computing the expected error
reduction. In fact, it can be empirically shown that the large amount of the correlation
between the posterior probability and the condence score creates a bias for the resulting
expected error reduction value, which in turn, creating a selection set St that does not
help to improve classication accuracy. Now, given Eq. (60), our expected error reduction
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To understand the behaviors of Eq. (61), we plot the values of the expected error
reduction function given by Eq. (61) in Figure 10 against dierent values of class posterior
probabilities, where the size of the ensemble and the number of classes are assumed to be both
two (i.e., J = 2 and C = 2). Note that when C = 2, the condence score sconf (δ(xi;θ
t)) is
the same as the class posterior probability P (y|xi;θt) evaluated at y = δ(xi;θt), as discussed
in Section 4.1. Therefore, in this example, the decision rule δ(xi;θ
(j)t) for a sample xi and
the jth classier is given by
δ(xi;θ
(j)t) = {y|P (y|xi,θ(j)t) ≥ 0.5, y = 1, 2} (62)
Now, in Figure 10, note the upper-right and -left corners where the expected error re-
duction attains its maximum value. These points satisfy the following properties: (a) the
classication results for both classiers are the same (i.e., δ(xi;θ
(1)t) = δ(xi;θ
(2)t)), and
(b) the class posterior probabilities for individual classiers, denoted as P (y|xi;θ(1)t) and
P (y|xi;θ(2)t) respectively, are maximally disagreeing with each other subject to the con-
straint that δ(xi;θ
(1)t) = δ(xi;θ
(2)t). More precisely, the following holds:P (y|xi;θ(1)t) = 0.5
and P (y|xi;θ(2)t) = 1, or vice versa. Interestingly enough, because of the second property,
our expected error reduction function can be considered as an adapted version of the query-
by-committee (QBC) sampling strategy proposed for active learning (see Section 2.3.1) to
semi-supervised cases. Recall that in the QBC sampling strategy, a sample that the com-
mittee members dier from each other in their prediction results the most should be selected
because such a sample will maximally improve the overall modeling accuracy. The dierence
between the QBC sampling strategy and our expected error reduction is the fact that the
latter requires the prediction outcomes to be matched among classiers while the former
does not.
The analogy between the proposed expected error reduction and the QBC sampling
































Figure 10: The values of the expected error reduction dened in Eq. (61) when the size
of an ensemble is two. We also assume that the number of classes is also two. Note the
upper-right and -left corners where the maximum values of the expected error reduction are
attained. Those points are where two class posterior probabilities are maximally disagreeing
with each other.
J > 2). To see this, let us focus on the fact that in Figure 10 where the size of an ensemble is
two, both the minimum and maximum values of the expected error reduction are attained at
the extreme points of the bended surface (i.e., either P (y|xi;θ(j)t) = 1 or P (y|xi;θ(j)t) = 0.5
for j = 1, 2.). In fact, one can show that this characteristic still holds as long as we
have a nite number of classiers in an ensemble. Therefore, one can identify in which
conditions, the minimum and maximum values of the expected error reduction are attained
by enumerating all possible combinations of such extreme points for j = 1, . . . , J . We
summarize the ndings as follows:
seer(δ(x
∗;θt)) ≥ seer(δ(xi;θt)), (63)
for all samples xi ∈ D if
(P (y|x∗;θ(1)t), . . . , P (y|x∗;θ(J)t)) = (1, . . . , 1︸ ︷︷ ︸
J
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when J is even, or if
(P (y|x∗;θ(1)t), . . . , P (y|x∗;θ(J)t)) = (1, . . . , 1︸ ︷︷ ︸
J−1
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when J is odd, where x∗ ∈ D is a maximizer of the expected error reduction. The con-
ditions presented in Eqs. (64) and (65) clearly demonstrate the similarity of the expected
error reduction to the QBC sampling strategy with the following remarks: (a) the maximum
expected error reduction is achieved if a half of J classiers are completely sure on their
classication results, while the remaining half of the classiers are maximally incondent in
their decisions, and (b) to achieve the maximum expected error reduction, the classication
results of individual models in an ensemble should be consistent. Note that the order of
classiers in Eqs. (64) and (65) does not matter for obtaining a maximum value, although
we arrange them in an ascending order for an easier presentation. Note further that Eq. (63)
is true as long as J is nite. When J → ∞, one can also prove that maxx∈D seer(δ(x;θt))
approaches to 18 and the maximizer x
∗ is the sample that the corresponding posterior prob-
abilities P (y|x∗;θ(j)t) for j = 1, . . . ,∞ are all equal to 0.75.
4.4 The proposed algorithm
So far, we have discussed how to evaluate (a) the condence score and (b) the expected
error reduction. Given these two quantities, in this section, we present our proposed semi-
supervised incremental learning framework with which a selection set St is sampled from
an unlabeled data set U t in a way that the maximal reduction of the modeling error for a
current classier is achieved. To this end, given a sample xi, we can rst treat the expected
error reduction of at a certain time t, seer(δ(xi;θ
t)), as a penalty term of the condence
score of the sample, sconf (δ(xi;θ
t)) similar to the preliminary work presented in [17]. In
particular, we compute a weighted score between seer(δ(xi;θ
t)) and sconf (δ(xi;θ
t)), resulting
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in a selection score dened as
s(δ(xi;θ
t)) = (1− γ)seer(δ(xi;θt)) + γsconf (δ(xi;θt)), (66)
where γ is a convex combination coecient, to create the selection set St. Note that we
redene the condence score sconf (δ(xi;θ











(j)t)) represents the condence score for the jth classier dened as the
one in Eq. (47), and J is the total number of classiers in the ensemble.
We can understand the behaviors of Eq. (66) by plotting the values of s(δ(xi;θ
t)) for
the various values of class posterior probabilities in Figure 11 similar to what is shown in









































Figure 11: The values of the selection scores s(δ(xi;θ
t)) given by Eq. (66) when the size of
an ensemble and the number of classes are both assumed to be two and γ = 0.5. Note that
the maximum value is attained not only when P (1)(y|x) and P (2)(y|x) disagree the most
(the upper-right and -left corners), but also when P (1)(y|x) and P (2)(y|x) are all equal to
unity (the upper-middle corner).
with Figure 10, we assume that the size of the ensemble and the number of classes are all set
to two as in Figure 10. Now, it is shown that, in Figure 11, the selection score s(δ(xi;θ
t))
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attains its maximum value not only when the class posterior probabilities P (y|xi;θ(1)t) and
P (y|xi;θ(2)t) are disagreeing the most as in the case with Figure 10, but also when both
of the classiers are almost certain in their decisions. This implies that the corresponding
selection set St constructed based on the weighted score will choose samples with a high
condence score from at least one classication model. On the other hand, if St is collected
based on Figure 10 (i.e., according to the expected error reduction dened in Eq. (61)
only), the samples in St will have a high condence score only from a single classier. This
observation implies the following: the convex combination parameter γ actually determines
the number of classiers that have to be certain in their predictions for an unlabeled sample
xi to be included into St.
To see this, in Figure 12, a similar mesh-grid plot of the selection score s(δ(xi;θ
t)) to
Figure 11 is drawn when the convex combination parameter γ is now set to 0.42. Except for
the value of the convex combination parameter, other congurations are exactly the same
as those in Figure 11. Conrming our argument, one can easily see from Figure 12 that
when only one classier has a high condence score (and the other is the least certain for
its decision), unlabeled samples will be most likely to be selected for St. Now, one might
as well want to collect unlabeled samples whose selection scores are larger than a certain
threshold τ , instead of looking at only those extreme cases. Thus, we additionally draw
lines in Figure 12 to indicate the areas where the combined scores are greater than 93.5%
of a maximum value. The strategy to construct a selection set St here is then as follows:
(a) set the threshold value as 93.5% of the maximum value (e.g., 0.43 in Figure 12), and
(b) from a set of available unlabeled data samples at time t, U t, collect samples in which
the corresponding selection scores are greater than the threshold, and include them into St.
Given this strategy, from the Figure 12, one can easily see that St will now include samples
that the corresponding posterior probabilities P (y|xi;θ(1)t) and P (y|xi;θ(2)t) are equal to
the following values: (a) P (y|xi;θ(1)t) = 0.94 and P (y|xi;θ(2)t) = 0.5, (b) P (y|xi;θ(1)t) = 1
and P (y|xi;θ(2)t) = 0.87, etc.
When there are more than two classiers in an ensemble, one can still build a similar ar-






















































Figure 12: The values the selection scores s(δ(x;θt)) when the size of an ensemble and the
number of classes are both assumed to be two and γ = 0.42. Lines indicate the boundaries
where s(δ(x;θt)) is 93.5% of its maximum value, where the maximum of s(δ(x;θt)) is 0.46.
Thus, τ = 0.935, we will select unlabeled samples such that the corresponding selection
score s(δ(x;θt)) ≥ 0.43
let us rst recall that Eq. (63) says that the maximum expected error reduction is achieved
when the prediction results from a half of the classiers in an ensemble are absolutely sure
(i.e., P (y|xi;θ(j)t) = 1 for 1 ≤ j ≤ J2 if J is an even number.), while the remaining half
of the classiers are maximally uncertain on their decisions (i.e., P (y|xi;θ(j)t) = 0.5 for
J
2 + 1 ≤ j ≤ J when J is even.). Now, let us consider a more general case in which at least
one classier in the ensemble has a class posterior probability at those extreme points (i.e.
P (y|xi;θ(j)t) = 0.5 or P (y|xi;θ(j)t) = 1). Then, it can be easily seen that the expected error
reduction becomes piecewise linear in such cases. Moreover, given the same condition, the
condence score given by Eq. (67) also becomes piecewise linear, which makes the weighted
score s(δ(xi;θ
t)) piecewise linear as well. Note that a convex combination of two piecewise
linear functions is also piecewise linear. Whence, it is sucient to enumerate all the possible
combinations of the extreme values of class posterior probabilities for individual classiers
in the ensemble, similar to what we did for Eq. (63), to unfold the condition when the
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maximum value of s(δ(xi;θ
t)) is obtained for dierent values of convex combination param-
eters γ. Figure 13 summarizes such results where we plot the number of classiers that the
associated class posterior probabilities equal to one to make the selection score s(δ(xi;θ
t))
the maximum as a function of the weighting coecient γ. We also change the total number
of classiers in an ensemble, J , among 2, 4, 8, and 16. In essence, Figure 13 demonstrates





























# of classifiers : 2
# of classifiers : 4
# of classifiers : 8
# of classifiers : 16
Figure 13: The number of classiers with P (y|x;θt) = 1 to attain the maximum value of
the selection score s(δ(·;θt)) against various values of γ while the number of total classiers
is varied from 2 to 16.
how to control the number of classiers that need to produce condent predictions for an
unlabeled sample xi to be chosen for S
t. In particular, when there are eight classiers in
an ensemble and γ is set to 0.5, we prefer to incorporate samples into St if six out of the
eight classiers are fairly comfortable in their classication decisions for those samples. On
the other hand, when the size of an ensemble is equal to four, it is most likely to choose
samples for St when all of four classiers generate high condence scores for them if γ is set
to 0.7. In sum, Figure 13 provides very useful information to choose a parameter γ based on
the amount of assurance that a designer wants to pursue before setting o an incremental
learning process. One interesting thing to note in Figure 13 is that no matter what value
γ is assigned to, at least a half of the classiers in an ensemble have to be sure on their
predictions. This is intuitively pleasing because conceptually, it does not make sense to
exploit such a sample for training if more than a half of the classiers do not have condent
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class label predictions for the sample.
So far, we have introduced two parameters, a threshold τ and a convex combination
parameter γ, and discussed the characteristics of the selection score in dierent parameter
settings. One potential problem of creating a selection set St with the selection score and the
parameters τ and γ is that it does not guarantee that the number of samples that belongs
to each class in such a selection St is proportional to a class prior distribution P (y) for
y ∈ Y. While this is not necessary to have the convergence property of incremental learning
(i.e., the performance of an initial model is enhanced through the learning procedures.), the
selection set St tends to contain too many samples for a major class, which might cause the
class imbalance problem and thus, resulting in inferior performance at the end. To tackle
this issue, in the proposed framework, we rst compute a maximum likelihood estimate of











where |D| is the cardinality of a training data set D and J is the number of classiers in
an ensemble. Given Eq. (68), the procedures are then as follows: (a) we randomly draw a
candidate class y according to Eq. (68), (b) among the samples predicted as being in the
class y, an unlabeled sample xui ∈ U t is picked in a descending order of the corresponding
selection score s(δ(xui ;θ
t)), where U t corresponds to a set of available unlabeled samples at
time t, and the subscript ui is used to represent the i
th unlabeled sample in U t. Readers
should dierentiate it from the plain subscript i, which denotes the ith sample in the entire
training data set D.
In addition to the use of an estimate of class prior distribution, P̂ (y;θt), we also make a
further eort to create a more robust selection set St with using a Zipf distribution. A Zipf
distribution is an empirical distribution with a discrete random variable X > 0 in which
the probability of X being x is inversely proportional to the value of x, where the random
variable X typically represents a ranking of a certain entity. In the proposed framework,
therefore, we rst evaluate the ranking of the selection scores among those unlabeled samples
that are predicted to be in a class y given U t. We denote it as ranky{s(δ(·;θt))}. Then
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given a candidate class y chosen based on Eq. (68), we select a sample xui ∈ U t according
to the probability distribution given by





I(y = δ(xui ;θ
t)), (69)
where I(·) is an indicator function, Z represents a normalization parameter, and η ≥ 0 is
a parameter that determines the characteristics of the probability distribution in Eq. (69).
In particular, when η is large, only the top ranked samples will be picked, while η = 0, all
samples whose corresponding selection scores are above the threshold τ (i.e., s(δ(xi;θ
t)) ≥ τ)
will be selected uniformly.
In sum, we conclude this section by describing the detailed algorithmic procedures of the
proposed semi-supervised learning framework in Algorithm 3.
4.5 Experimental results
To evaluate the proposed technique, we prepared two data sets used in Chapter 3; the USPS
data set for handwritten digit recognition, and the COIL-100 data set for object recognition.
Features were extracted in the same way as discussed in Chapter 3. Out of the total 1500
samples, we randomly chose 300 samples for testing and use the remaining 1200 samples
for training. Among 1200 training samples, we further selected 5%, 10%, and 20% of them
and made the initially labeled data sets, while the remaining sets of samples were treated
as unlabeled data sets.
There were mainly four parameters to set: (a) the desired size of a selection set St,
denoted as ktu, (b) the threshold τ , (c) a positive constant η for the Zipf distribution, (d)
and the convex combination parameter γ. For ktu, it was set to three percent of the size of the
labeled data set at time t, Lt, throughout all experiments. Because it is somewhat unrealistic
to have a validation set for parameter tuning, the other parameters were determined based
on the performance improvement on test sets for a rst few iterations, say 5-10, depending
on the size of an initially labeled data set (i.e., less iterations for a larger initial label set).
As for the classiers used in an ensemble, we trained kernelized MFoM classiers pre-
sented in Chapter 3 and a regularized spectral clustering technique based nearest neighbor
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Algorithm 3 The proposed semi-supervised incremental learning algorithm
prepare U0 and L0
initialize θ0 with L0
t← 0
C ← the number of classes
repeat
compute Eq. (67), Eq. (61) and Eq. (66) for all samples in U t
estimate the class prior distribution using all samples in U t based on Eq. (68)
ktu ← the number of samples to be selected at time t
U ty ← {x |x ∈ U t, δ(x;θt) = y, s(δ(x;θt)) ≥ τ} for y = 1, . . . , C
Nuty ← |U
t
y| for y = 1, . . . , C
Ũ ty ← {x(i) |x(i) ∈ U ty, s(δ(x(1),θt)) ≥ s(δ(x(2),θt)) ≥ · · · ≥ s(δ(x(Nuty ),θ
t))}
compute a Zipf distribution based on Eq. (69) for all Ũ ty, y = 1, . . . , C
while |St| < ktu do
pick a candidate class m according to the estimated class prior distribution
if |Ũ tm| 6= 0 then
pick x according to the computed Zipf distribution for the class m





Lt+1 ← Lt ∪ St
U t+1 ← U t\St
update θt+1 with Lt+1





until |U t| = 0
(NN) classier originally presented in [114]. The use of such a regularized spectral cluster-
ing technique can also be found in [17]. The parameters used to train the kernelized MFoM
classiers were simply taken from those used in Chapter 3 to minimize the eorts required
for parameter adjustment. For the regularized spectral clustering based NN classier, there
were mainly two parameters to tune: (a) the size of nearest neighbors and (b) a weight
parameter to adjust the balance between the initial labels and the steady-state labels. We
set these parameters to 10 and 0.8, respectively, throughout all experiments for simplicity.
For more information regarding what these parameters are, please refer to [114]. Since the
kernelized MFoM classier did not produce class posterior probabilities, we estimated them
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from the class score function gy(xi) for y = 1, . . . , C (please refer to Chapter 3 for the
denition of the class score function.) by assuming that the class conditional probability
P (xui |y;θt) for a sample xui ∈ U t could be written as a log-linear of gy(xi) as follows:
P (xui |y;θt) =
1
Z(a)
eagy(xui )+by , (70)
where a and by were parameters to be estimated, where the subscript y represents the
dependency of the oset parameter b on a class label y, and Z(a) was a normalization term,
which was a function of a. The parameters a and by were found based on a maximum
likelihood (ML) criterion. In particular, we rst dened the class posterior probability for a













tty logP (y|xli ;θ
t)I(yli = y) (72)
where N tl was the number of labeled data samples in Lt, a set of available labeled samples
at time t, and I(·) was an indicator function. Moreover, tty was a target value for a class y
at time t, dened as
tty =
N ty + 1
N ty + 2
, (73)
where N ty was the number of samples that belong to a class y in Lt.
4.5.1 Comparisons with other semi-supervised incremental learning algorithms
In this section, we demonstrate the eectiveness of our proposed technique by making com-
parisons with two baseline systems, a condence score based method and a Co-training
method. To be able to make comparisons with the Co-training method, we have set the
number of classiers in an ensemble to two for the proposed framework as well. Moreover,
to ensure the Co-training method produces its best results, the classiers in the ensemble
were chosen to be dierent, namely a kernelized MFoM classier and a spectral clustering
technique based NN classier. Note that in Section 4.5.2, we experimented with an ensemble
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consisting of only kernel MFoM classiers. For fair comparisons, class prior distributions and
Zipf distributions were exploited in both baseline systems as well. Moreover, the parameters
associated with the baseline systems were determined in the same way as the one used for
the proposed technique (i.e., we chose parameters based on the performance improvement
on a test set after a rst few iterations). While varying the size of initially labeled data set
from 5%, 10%, and 20% of the entire training data to see the eects of dierent sizes of
initial sets, we illustrate the performance comparison curves on the USPS data set in Figure
14.
In Figure 14, it is clearly seen that the proposed technique outperforms all of the baseline
systems by a large margin. Specically, comparing the bottom curves (i.e, the proposed
technique) in Figures 14-(a), -(b), and -(c), with the two curves in the top (i.e., the condence
score based methods), the proposed technique achieves more than 25% relative error rate
reduction in all cases. Comparing the performances among dierent sizes of initial sets,
when the size of an initial labeled set is 5% of the training data set, the proposed technique
is able to show 26% of relative error rate reduction compared to its initial performance.
Even when the size of an initial labeled set is increased to 20%, the proposed technique still
shows 25.8% of relative error rate reduction over the initially trained system. On the other
hand, when the size of an initial labeled set is small (i.e. 5%), both of the baseline systems
cannot show any performance improvement. At rst glance, it is somewhat surprising to
see the Co-training does not perform well. However, this can be understood by the fact
that two models (i.e. the kernelized MFoM learning approach and the regularized spectral
clustering technique based NN classier) have been trained on the same feature. Recall
that for the Co-training to succeed, two classiers should be suciently dierent initially.
It is also interesting to see the rate of performance improvement is much higher for the
proposed technique than the baseline systems. This is mainly due to the fact that the
proposed technique actively searches for unlabeled samples with high values of expected
error reduction, while the baseline systems simply wait for those samples to be picked up.
Similarly, Figure 15 illustrates performance comparison curves on the COIL-100 data
set. Again, in Figure 15, the proposed technique outperforms all the baseline systems by a
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Confidence only (w/o zipf)
Confidence only (w/ zipf)
(a) Performance comparison curves when the size of an initially la-
beled set is 5 percent of the entire training data. The bottom curve
is for the proposed framework and those upper two curves are for
the condence score only methods with or without the use of a Zipf
distribution. The middle curve is for the Co-training method. As
seen here, the proposed technique outperforms the baseline systems
by a large margin.


















Confidence only (w/o zipf)
Confidence only (w/ zipf)
(b) Performance comparison curves when the size of an initially la-
beled set is 10 percent of the entire training data. The bottom curve
is for the proposed framework and those upper two curves are for the
condence score only methods with or without the use of a Zipf dis-
tribution. The middle curve is for the Co-training method. Still the
proposed framework outperforms the baseline systems while the gap























Confidence only (w/o zipf)
Confidence only (w/ zipf)
(c) Performance comparison curves when the size of an initially la-
beled set is 20 percent of the entire training data. The bottom curve
is for the proposed framework and those two curves in the middle
are for the condence score only methods with or without the use of
a Zipf distribution. The upper curve is for the Co-training method.
The proposed framework outperforms the baseline systems with 20
percent of the labeled data set, while all the baseline systems are
able to improve their intial models.
Figure 14 continued: Performance comparison curves between the baseline systems and the
proposed technique for the USPS data set. x-axis represents the number of training samples
that have been incoporated so far and y-axis represents an error rate. The sizes of initial
labeled data sets for above features are as follows: (a) 5 percent, (b) 10 percent, and (c) 20
percent of the entire training data.
large margin (see the two curves in the top and the bottom curve). Unlike the case with the
USPS data set, for the COIL-100 data set, the Co-training is able to show its eectiveness,
but the amount of improvement that the Co-training shows is small compared to that of
the proposed technique. The Co-training becomes somewhat comparable to the proposed
technique when the size of the initial label set is large enough (i.e., 20%). However, rst, the
proposed framework still outperforms the Co-training methods, and second, having a large
set of initially labeled samples (i.e., 20% of the entire training data in this case) is not always
achievable. Compared to the performances of initially given models, the proposed technique
show 28.1% and 31.7% of relative error rate reduction when the sizes of initial labeled sets
are 5% and 20%, respectively. In this data set, the rate of performance improvement for the
proposed technique is again signicantly higher than that of the baseline systems.
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Confidence only (w/o zipf)
Confidence only (w/ zipf)
(a) Performance comparison curves when the size of an initially la-
beled set is 5 percent of the entire training data. The bottom curve
is for the proposed framework and those upper two curves are for
the condence score only methods with or without the use of a Zipf
distribution, respectively. The middle curve is for the Co-training
method. As seen here, while the Co-training method shows some
improvement over the condence score based method, the proposed
technique outperforms both of the baseline systems by a large mar-
gin.





















Confidence only (w/o zipf)
Confidence only (w/ zipf)
(b) Performance comparison curves when the size of an initially la-
beled set is 10 percent of the entire training data. The bottom curve
is for the proposed framework and those upper two curves are for
the condence score only methods with or without the use of a Zipf
distribution, respectively. The middle curve is for the Co-training
method. Similar patterns to the above gure can be found here;


























Confidence only (w/o zipf)
Confidence only (w/ zipf)
(c) Performance comparison curves when the size of an initially la-
beled set is 20 percent of the entire training data. The bottom curve
is for the proposed framework and those upper two curves are for the
condence score only methods with or without the use of a Zipf distri-
bution, respectively. The middle curve is for the Co-training method.
As it can be seen, the gap of the performance curves between the Co-
training method and the proposed technique is narrowed. Still, the
proposed technique outperforms the baseline systems.
Figure 15 continued: Performance comparison graphs between the baseline systems and
the proposed framework for the COIL-100 data set. We tested with three dierent sizes of
initially labeled data sets; 5, 10, 20 percent of the entire training data set, each of which
corresponds to (a), (b) and (c), respectively. In all cases, the proposed technique outperforms
the baseline systems with a large margin, while as the size of initial label set grows, the gap
between the performances of the proposed technique and the baseline systems is narrowed.
x-axis represents the number of training samples that have been incoporated so far and
y-axis represents an error rate.
In Table 3, we have listed parameter sets used in the proposed technique for a repro-
duction purpose. Note that numbers for τ are the relative values of the maximum of the
selection score given in Eq. (66). Comparing parameters listed in Table 3 with Figure 13,
where the number of classiers that have to produce the class posterior probability of one
for the selection score dened in Eq. (66) to be maximal is illustrated against dierent γs,
it can be easily seen that unlabeled samples that the classiers are maximally disagreeing
(i.e. P (y|xi;θ(1)t) = 1 and P (y|xi;θ(2)t) = 0.5, or vice versa for xi ∈ U t.) are preferred for
both USPS and COIL-100 data sets. Nevertheless, one should not conclude this is indeed
the case all the time. The risk thatwrong class labels are included might be dierent even
with the same selection score depending on (a) classiers used in an ensemble, and (b) data
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Table 3: The list of chosen parameters
Data sets USPS COIL-100
] of initial labeled data 5% 10% 20% 5% 10% 20%
γ 0.44 0.46 0.42 0.44 0.44 0.46
τ 0.88 0.88 0.84 0.84 0.84 0.88
η 4.8 4.8 2.4 4.8 4.8 4.8
sets tested as we will see in next section.
4.5.2 Comparisons between dierent sizes of an ensemble
In this set of experiments, we examined how the proposed technique would work as the
size of the ensemble was increased. To this end, we constructed an ensemble of classiers
consisting of kernelized MFoM classiers, while varying the number of classiers in the
ensemble between two, four, and eight. For each kernelized MFoM classier in the ensemble,
we randomly chose a subset of training data to diversify classication outputs (i.e., we created
dierent sets of Is. Please refer to Chapter 3 for more information about Is). Similar to the
experiments in Section 4.5.1, we also created three dierent sizes of initially labeled data
sets, such as 5%, 10%, and 20% of the entire training data set. As baseline systems, we
prepared for two congurations:
• systems exploiting the same number of kernelized MFoM classiers but generating St
based on condence scores only (2kMFoM-Conf, 4kMFoM-Conf, and 8kMFoM-Conf ),
and
• systems using a single kernelized MFoM classier with a single NN-based classier
where St was created according to the selection score (kMFoM+SP).
We also denote the proposed framework with dierent sizes of ensembles as 2kMFoM-EER,
4kMFoM-EER, and 8kMFoM-EER, respectively. The purpose of the comparisons of the
proposed framework with the rst baseline systems is to verify the robustness of the proposed
technique as well as to illustrate the characteristics of the technique in a function of the
number of classiers in an ensemble. On the other hand, the purpose of the second baseline
system is to highlight the importance of the diversity of the outputs of the classiers used
in an ensemble.
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Figures 16, 17, and 18 summarize the comparison results on the USPS data set. First,
in Figure 16, performance comparison curves between the proposed framework and the
baseline systems are shown where the size of initially labeled data set is set to 5%. In
Figure 16-(a), the error rates of the condence score based techniques (i.e., 2kMFoM-Conf,
4kMFoM-Conf, and 8kMFoM-Conf ) are given in the top three curves against the number of
samples incorporated into the incremental learning procedures. The bottom curve represents
the error rates corresponding to the baseline system kMFoM+SP. It is clearly seen that all
of the three condence score based techniques diverge after a few iterations mainly because
of over-tting to the training samples initially given. On the other hand, in Figure 16-(b),
the error rates of the proposed technique (i.e., 2kMFoM-EER, 4kMFoM-EER, and 8kMFoM-
EER) at the top three curves as well as those of the baseline system kMFoM+SP are drawn
in the bottom. It is shown that the proposed technique is able to enhance initial models
except for the case when there are two classiers in an ensemble. In fact, the more classiers
exist in an ensemble, the better the resulting models perform, as we expected in Section
4.3. Interestingly, the size of ensemble needs to be increased to eight to approach to the
performance of the baseline kMFoM+SP, when an ensemble consists of kernelized MFoM
classiers only. This indicates an advantage of having diverse classication outputs, which
has been a key message of the Co-training method.
Next, in Figure 17, classication error rates of the baseline systems and the proposed
technique are drawn for a case when the size of initially labeled samples is 10% of the entire
training data. Comparing the performance curves for the condence score based techniques
(i.e., 2kMFoM-Conf, 4kMFoM-Conf, and 8kMFoM-Conf, the top three curves in Figure 19-
(a)) and the other baseline system (i.e., kMFoM+SP, the bottom curve in Figure 19-(a)), it
is clearly seen that condence score based techniques are not able to retain the convergence
property so that the nal model performs worse than initial models. In Figure 17-(b),
a similar tendency as in Figure 16-(b) is observed, where the systems with the proposed
technique (i.e., 2kMFoM-EER, 4kMFoM-EER, and 8kMFoM-EER) exhibit quite a bit of
performance improvement over their corresponding initial models. One thing to note here
is that the performance gap between dierent numbers of kernelized MFoM classiers used
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(a) Performance comparison curves for condence score based methods
with dierent sizes of ensembles such as 2, 4 ,and 8, and kMFoM+SP























(b) Performance comparison curves for the proposed technique with dif-
ferent sizes of ensembles such as 2, 4, and 8, and kMFoM+SP
Figure 16: Performance comparison curves between the proposed technique (i.e. using the
weighted combination of the expected error reduction and the condence score to select
unlabeled samples) and a condence score based selection method when the number of
classiers are increased from 2 to 8. 5% of the training samples are chosen for the initial
labeled set. x-axis represents the number of training samples that have been incoporated
so far and y-axis represents an error rate. (a) Condence score based technique only. (b)
The proposed techniques. Note that n kMFoM means an ensemble of n kernelized MFoM
classiers. kMFoM + SP represents the performance of the proposed technique using two
dierent classiers, such as kernelized MFoM learning and a spectral clustering technique
based NN classier.
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(a) Performance comparison curves for condence score based methods
with dierent sizes of ensembles such as 2, 4 ,and 8, and kMFoM+SP






















(b) Performance comparison curves for the proposed technique with dif-
ferent sizes of ensembles such as 2, 4, and 8, and kMFoM+SP
Figure 17: Performance comparison curves between the proposed technique and a condence
score based selection method on the USPS data set when the number of classiers in an
ensemble are increased from 2 to 8. 10% of the training samples are chosen for the initial
labeled set. Refer to the descriptions in Figure 16 for other details
in an ensemble is narrowed. This implies that when we have better initial models, we might
need fewer classiers in an ensemble for estimating the expected error reduction.
Finally, Figure 18 depicts the performance comparison curves of the case when 20% of
training data are used to learn initial models. As seen in Figure 18-(a), the systems with
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(a) Performance comparison curves for condence score based methods
with dierent sizes of ensembles such as 2, 4 ,and 8, and kMFoM+SP



















(b) Performance comparison curves for the proposed technique with dif-
ferent sizes of ensembles such as 2, 4, and 8, and kMFoM+SP
Figure 18: Performance comparison curves between the proposed technique and a condence
score based selection method on the USPS data set when the number of classiers in an
ensemble are increased from 2 to 8. 20% of the training samples are chosen for the initial
labeled set. Refer to the descriptions in Figure 16 for other details
condence score based techniques (i.e., 2kMFoM-Conf, 4kMFoM-Conf, and 8kMFoM-Conf )
are not diverged thank to good initial models, but they still fail to improve the initial models.
What has happened is that, they enhance the classication models, initially, but start to
fall out as the models are over-tted to a small set of the existing training samples. On the
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other hand, the systems with the proposed technique (i.e., 2kMFoM-EER, 4kMFoM-EER,
and 8kMFoM-EER) are able to show performance improvements consistently. It should
be noted that in Figure 18-(b), the performance gaps measured between them are further
narrowed from the case discussed in Figure 17-(b). In particular, even with an ensemble
of four kMFoM classiers (i.e., 4kMFoM-EER), comparable classication error rates are
shown for the best performing system, kMFoM+SP, where we have used distinct classiers
in the ensemble. This clearly demonstrates the power of having good initial models in a
semi-supervised incremental learning framework.
Next, we illustrate comparison results on the COIL-100 data set. In particular, Figure
19 presents comparison results when 5% of training data have been used for building initial
models. Comparing the top three curves in in Figure 19-(a) and those in Figure 19-(b), it is
seen that the proposed technique is not able to demonstrate its eectiveness over the baseline
systems with condence score based techniques (i.e., 2kMFoM-Conf, 4kMFoM-Conf, and
8kMFoM-Conf ) unlike that observed in the USPS data set. When eight kernelized MFoM
classiers are used in an ensemble, the performance of the initial model even deteriorates.
In fact, on the contrary to the USPS data set, in this case, the more classiers are used, the
worse performance becomes mainly because of a combination of two issues: (a) poor initial
models, and (b) highly correlated outputs of classiers in an ensemble. As for the rst issue,
note that the initially given error rate is over 30% as seen in Figure 19-(b). Furthermore,
although the outputs of kernelized MFoM classiers were randomized, they were based on
the same training set and the same training algorithm, which created the highly correlated
condence scores and posterior probabilities across the classiers in the ensemble. Thus,
the more classiers are used in estimating the expected error reduction, the more quickly
classication models will be over-tted to the incorrectly generated class labels.
In Figure 20, initial labeled samples are now increased to 10% of the entire training
samples. Comparing Figure 20-(a) with -(b), it is clearly seen that the proposed technique
still does not outperform the baseline systems based on condence scores (i.e., 2kMFoM-
Conf, 4kMFoM-Conf, and 8kMFoM-Conf ). As demonstrated in Figure 20-(b), there is a
large gap in terms of error rates between the systems with the proposed technique (i.e.,
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(a) Performance comparison curves for condence score based methods
with dierent sizes of ensembles such as 2, 4 ,and 8, and kMFoM+SP





















(b) Performance comparison curves for the proposed technique with dif-
ferent sizes of ensembles such as 2, 4, and 8, and kMFoM+SP
Figure 19: Performance comparison curves between the proposed technique and a condence
score based selection method on the COIL data set when the number of classiers in an
ensemble are increased from 2 to 8. 5% of the training samples are chosen for the initial
labeled set. Refer to the descriptions in Figure 16 for other details
2kMFoM-EER, 4kMFoM-EER, and 8kMFoM-EER) and the system with the proposed tech-
nique using dierent classiers (i.e., kMFoM+SP). Again, this conrms our previous claim
that highly correlated prediction results restrict the ability to construct a good selection set
St that preserves the convergence property of an incremental learning framework.
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(a) Performance comparison curves for condence score based methods
with dierent sizes of ensembles such as 2, 4 ,and 8, and kMFoM+SP






















(b) Performance comparison curves for the proposed technique with dif-
ferent sizes of ensembles such as 2, 4, and 8, and kMFoM+SP
Figure 20: Performance comparison curves between the proposed technique and a condence
score based selection method on the COIL data set when the number of classiers in an
ensemble are increased from 2 to 8. 10% of the training samples are chosen for the initial
labeled set. Refer to the descriptions in Figure 16 for other details
If we increase the size of initially labeled data set further to 20%, the proposed technique
start to show one of its properties; a faster rate of the performance improvement compared
to that of the baseline systems with the condence score based methods. To see this, one
can take a look at the middle part of the top three curves in Figure 21-(a) and those in
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(a) Performance comparison curves for condence score based methods
with dierent sizes of ensembles such as 2, 4 ,and 8, and kMFoM+SP























(b) Performance comparison curves for the proposed technique with dif-
ferent sizes of ensembles such as 2, 4, and 8, and kMFoM+SP
Figure 21: Performance comparison curves between the proposed technique and a condence
score based selection method on the COIL data set when the number of classiers in an
ensemble are increased from 2 to 8. 20% of the training samples are chosen for the initial
labeled set. Refer to the descriptions in Figure 16 for other details
Figure 21-(b). Moreover, unlike previous cases when the initial label sets were 5% or 10%,
the more classiers are used in estimating the expected error reduction, the better the nal
model performs. These ndings, in fact, highlight the importance of initial models to obtain
the robustness of the proposed technique in a case where the outputs of the models are
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highly correlated. In such cases, we might merely increase the risk of using incorrect class
labels without having any advantages from an ensemble of classiers.
To see how much initial models should be improved for the proposed framework to clearly
present its eectiveness in a highly correlated output case, an extra set of experiments was
conducted in which the size of initial labeled set was raised to 35% of the entire training
data. The baseline systems were congured in the same way as before. The comparison
results are presented in Figure 22. As is clearly seen in Figure 22-(a) and -(b), the proposed
framework now outperforms the condence score based selection scheme in all cases (i.e.,
two, four, and eight kMFoM classiers in an ensemble). Moreover, as also seen in the top
three curves from both gures, the rate of the classication error reduction of the proposed
technique is much faster than that of the condence score based systems during the rst few
iterations. This again indicates the benet of an expected error reduction function for semi-
supervised incremental learning. Nevertheless, the use of multiple randomized kernelized
MFoM classiers is not as much eective as the case when two dierent classiers are used
in an ensemble; in Figure 22-(b), note the large gap between the bottom curve and the top
three curves. This shows a clear advantage of exploiting dierent classication algorithms,
which in general reduces the risk of over-t and bias during estimation of the expected error
reduction. We summarize some aspects of the proposed framework that have been revealed
through a set of aforementioned experiments. First, the diversity of classiers is important
to reduce the risk of jeopardizing the convergence property. Second, if possible, better initial
models should be pursued. We shall see a viable solution to achieve good initial models in
Chapter 5. In Chapter 6 we will then come back to discuss how to integrate the technique
described in Chapter 5 into the semi-supervised incremental learning framework proposed
in this chapter.
4.6 Summary
This chapter mainly investigates a novel semi-supervised incremental learning framework
that takes advantage of an error reduction measure, a quantity that measures the contri-
bution of unlabeled samples on reducing classication errors if included into the learning
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(a) Performance comparison curves for condence score based methods
with dierent sizes of ensembles such as 2, 4 ,and 8, and kMFoM+SP





















(b) Performance comparison curves for the proposed technique with dif-
ferent sizes of ensembles such as 2, 4, and 8, and kMFoM+SP
Figure 22: Performance comparison curves between the proposed technique and a condence
score based selection method on the COIL data set when the number of classiers in an
ensemble are increased from 2 to 8. 35% of the training samples are chosen for the initial
labeled set. Refer to the descriptions in Figure 16 for other details. Note that this time, the
proposed technique outperforms the condence score based selection method and the rate
of performance increase is also much faster.
process. Given a small set of labeled and a large amount of unlabeled data, a handful
set of unlabeled samples was chosen by jointly considering four key factors: (a) a con-
dence score, (b) an expected error reduction measure, (c) a class prior distribution, and
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(d) a Zipf distribution. Then, the selected samples were used to update model parameter
vectors. For robust estimation of the expected error reduction, an ensemble of classiers
was also exploited. Because no restriction has been imposed on a type of a classier used,
many existing learning algorithms can be integrated into the proposed learning framework,
such as a spectral clustering technique based NN classier, or kMFoM classiers. Extensive
experiments were performed on two real-word image data sets: (a) the USPS handwritten
recognition data set, and (b) the COIL-100 object recognition data set. Experimental results
revealed that the proposed technique outperformed two baseline semi-supervised incremen-
tal learning systems, namely a condence score based method and the Co-training method.
Performance comparisons between dierent sizes of ensembles showed interesting properties
of the proposed technique. First, the more classiers exist in an ensemble, the better per-
formance is achieved in general. Second, diverse classiers in the ensemble is preferable.
Finally, the performance of an initial model is important to avoid over-tting and to ensure
the convergence of the incremental learning procedures. Note that in image concept mod-
eling, the performance of an initial model can be improved by incorporating more features.
In Chapter 5, we therefore discuss how to take advantage of multiple features and how to
unify them into a single feature space given unlabeled samples.
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Chapter V
AN AGREEMENT FUNCTION FOR MULTI-VIEW
SEMI-SUPERVISED LEARNING (SSL)
In Chapter 4, we have seen that the performance of an initial model plays a key role in
ensuring the success of a semi-supervised incremental learning framework. One natural
approach to enhancing the performance of a classication model is to take advantage of
multiple features that are complementary to each other. In the literature, there are mainly
two dierent techniques, namely, early fusion and late fusion, depending on at what stage
a classier is trained. Specically, in early fusion, we combine feature vectors together,
creating a single, large feature vector before a classier is learned. On the other hand, in
late fusion, classiers are trained rst individually for each feature and then a meta-classier
is learned on top of the outputs of the classiers. In Section 2.4, the pros and cons for each
fusion method are explained in more detail. Briey, in a semi-supervised setting, a late fusion
approach tends to suer from an over-tting problem due to a small number of labeled data
samples. In many cases, the decisions that individual classiers make for labeled samples
is either absolute yes or absolute no. Therefore, research on an early fusion approach has
attracted much attention when a classication system is built with a small set of label data
along with a large number of unlabeled samples.
One of the popular semi-supervised learning (SSL) frameworks capable of handling mul-
tiple features is a multi-view learning technique. Note that each view corresponds to each
feature space. As discussed in Section 2.4, in multi-view learning, one usually exploits an
agreement assumption stating that the models learned from individual features alone should
agree in their class predictions. More formally, suppose there are multiple feature spaces,
say X (1) and X (2), and the corresponding discriminant functions learned on X (1) and X (2),
80
f (1) : X (1)×Y → R and f (2) : X (2)×Y → R, respectively. Then, f (1) and f (2) should satisfy
f (1)(x(1), y;θ(1)) = f (2)(x(2), y;θ(2)) (74)
for {(x(1), x(2))|P (x(1), x(2)) > 0, x(1) ∈ X (1), x(2) ∈ X (2)} and ∀y ∈ Y,
where θ(1) and θ(2) are parameter vectors for f (1) and f (2), and the superscript (j) indicates
an entity associated with the jth feature space (e.g., x(1) is a feature vector in the rst
feature space X (1), f (2) represents a discriminant function trained on feature vectors in the
second feature space, etc.). Note that the superscript (j) in this chapter is dierent from
that used in Chapter 4. In particular, the former indicates the jth feature space, while the
latter corresponds to the jth classier. However, they will be easily dierentiable from the
context because when the superscript is used to refer to a feature space, it will be applied
to a feature vector x or a discriminant function f . If the superscript refers to a classier, it
will be used with a parameter vector, say θ.
In practice, Eq. (74) might be a too restrictive to be satised. Alternatively, techniques
proposed in [90, 15, 92, 111] use a squared sum of dierences between f (1) and f (2), referred
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where the subscript ui represent the i
th sample in an unlabeled data set U , and Nu is the
cardinality of U . However, the use of Eq. (75) to enforce the agreement assumption might
not always be benecial to increase the prediction accuracy. For example, suppose we have
an image spam email, an email that contains images lled with spam messages and texts that
look completely legitimate. Suppose further that a spamlter that classies emails based
on some image content analysis is given as in [20]. Then, according to the co-regularization
term dened in Eq. (75), the class label for the textual part of an image spam should also be
spam even if the content is non-spam. Now, a problem arises when the textual components
of image spam are similar to those of legitimate emails. If this happens, the legitimate
emails will also be labeled as spam, and eventually, the entire spam ltering system will be
poisoned.
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To tackle this issue, in this chapter, we dene a specic type of noise, called disagreement
noise, as follows: given multiple features, the disagreement noise occurs if more than two
class labels are assigned to a single data sample depending on the feature to which a labeler
refers (given this denition, it can be said that there exists disagreement noise in image
spam emails because if the labeler perceives textual parts only, such image spam emails
will be labeled as legitimate). Recently, a technique to deal with the disagreement noise
in a multi-view learning framework has been proposed in [22]. In particular, multimedia
data streams such as audio and video signals were considered where one of the signals can
be blacked out due to a fault of the corresponding sensor. The technique proposed in [22]
took care of such blackouts by assuming that there was a mixture model with three mixture
components, each of which corresponded to the followings: audio, video, and blacked-out
signals. However, in more general cases, this mixture modeling assumption might not t
well to many disagreement noises.
Instead, therefore, we investigate a technique to set up an agreement function, conveying
our belief of the degree that models learned on each feature should agree in their class
label predictions. Inspired by the analysis of the image spam email case, our algorithm of
computing the agreement function depends upon the local structure of each feature space.
More precisely, the value of an agreement function is proportional to the amount that the
neighboring information of a certain unlabeled sample is shared across feature spaces (i.e.,
views). To test the eectiveness of the proposed agreement function, we incorporate it into
the state-of-the-art co-regularized SSL algorithm originally presented in [92] by formulating a
closed form solution for a kernel function with the agreement function, which in turn, unies
multiple views into a single reproducing kernel Hilbert space (RKHS). Experimental results
on articially generated data sets showed that our technique outperformed the original co-
regularized SSL technique whenever disagreement noise exists. Additional experiments on
the TREC05 spam corpus also revealed that rst, there was indeed disagreement noise
on image spam emails and second, the use of an agreement function further reduced the
classication error over the conventional co-regularized SSL algorithms.
The remainder of this chapter is organized as follows: in Section 5.1 we present our
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algorithms to compute the agreement function. In Section 5.2, we discuss a multi-view SSL
framework to which the agreement function is incorporated while presenting a mathematical
formulation for the kernel function that combines multiple features spaces into a single
RKHS. Sections 5.3 and 5.4 then present experimental results on articially generated data
sets and on the TREC05 spam corpus, respectively. Finally, Section 5.5 summarizes this
chapter with some concluding remarks.
5.1 Algorithms to learn the agreement function
In this following, we describe an algorithm to evaluate an agreement function. In Section
5.1.1, we elaborate the discussion about the disagreement noise by providing a toy example
using graphical representations. Extending the discussions in Section 5.1.1, a graph-based
algorithm to compute an agreement function is presented in Section 5.1.2 followed by a
probabilistic generative modeling approach in evaluating the agreement function in Section
5.1.3.
5.1.1 Graphical representations of the disagreement noise
Figure 23 illustrates simple graphical representations of how unlabeled samples with multiple
views can be positioned. Here, we assume that there are two unlabeled samples with two








u2 ), where each node in the graphs correspond to
each of the feature vectors extracted from each view as seen in Figure 23. We also assume
that there are two dierent type edges in Figure 23 as well: (a) edges connecting nodes
within a view, and (b) edges connecting nodes across views. A dotted circle in Figure 23 is
referred to as a neighboring set for a certain node such that the class labels for the samples
in the neighboring set are assumed to be the same as the label of the corresponding node.
Among the three graphs in Figure 23 (i.e., G1, G2, G3), the most interesting case is G2
because the disagreement noise dened at the beginning of Chapter 5 will compromise a
classication performance the most compared to the other congurations in Figure 23. To
see this, suppose we have a binary-class problem, where the class labels are denoted as 0




u1 are labeled as 0, and
the node that represents x
(2)
u2 has a class label of 1 as shown in Figure 24. Then, it can
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(a) G1 (b) G2 (c) G3
Figure 23: Simple graphical representations of possible congurations of two unlabeled
samples with two views. The dotted circle represents a neighboring set of each node. The
class labels of the samples in the neighboring set are assumed to be the same as that of each
node. (a) Samples shares the same neighboring set consistently for both views. (b) Samples
are in the same neighboring set for only one view. (c) Samples have distinct neighboring
sets for both views.
be seen that based on the agreement assumption, x
(1)
u2 should be assigned to class 1, but
then this labeling scheme violates our premise regarding an neighboring set (i.e., samples
in the same neighboring set should share the same class labels.). On the other hand, if
we force x
(1)
u2 to be classied as class 1, according to the labeling rule of a neighboring set,
x
(1)
u1 will be labeled as class 1, and subsequently, x
(2)
u1 will also be assigned to class 1, which
will hurt the classication accuracy. In Figure 24, there are two possible ways to deal with
Figure 24: A graphical representation of what will happen with a presence of the disagree-




u1 , and x
(2)
u2 are assumed to be class 0,
class 0, and class 1, respectively. With this setup, it is not clear how to label x
(1)
u2 as the
agreement assumption says it should be classied as class 1, while the assumption regarding
neighboring sets claims it should be labeled as class 0.





that the conguration of the nodes can be eectively changed from G2 to G3, or (b) to
reduce the amount of agreement assumption between views. However, the rst approach
is, in general, infeasible because the size of the neighboring set is an inherent characteristic
84
of a certain data set. For a better understanding, consider an extreme case when the size
of the neighboring set is one. In this case, samples in a certain data set are deemed to
be independent to each other, so no helpful information can be extracted from unlabeled
samples in estimating class boundaries. As an alternative, therefore, we focus on learning an
agreement function with which we adjust selectively the level of agreement to be enforced
for each unlabeled sample.
5.1.2 A graph-based algorithm to learn the agreement function
To develop an algorithm to learn the agreement function, let J be the total number of views.
Then, the goal is to nd an agreement function ξ : U → R from N = Nl + Nu samples in
D = L ∪ U such that ξ(xui) for xui = (x
(1)
ui . . . x
(J)
ui ) denotes the signicance of agreement
for the ith unlabeled data sample in U , where Nl and Nu are the number of labeled and
unlabeled samples in L and U , respectively. Note that for the notational simplicity, we use a
shorthand notation for the agreement function as ξui = ξ(xui) hereafter. The development of
the agreement function can be started from the analysis of the disagreement noise in Figure
23. Specically, in Figure 23-(b), half of the neighboring set in X (1) coincides with that of
X (2), while in Figures 23-(a) and -(c), the neighboring sets in X (1) are matched perfectly
with those in X (2). Based on this observation, we claim that the value of an agreement
function should be proportional to the amount of neighboring information shared among
dierent views. To quantify this idea, we rst count the number of neighboring samples of
xui that repeatedly occur in all views, which we denote it as Nxui . More formally, let Nx(j)ui
be the neighboring set of xui based only on the j








where I(·) is an indicator function. Note that here, a plain subscript m is used for rep-
resenting a sample in the entire training data D, while ui is for a sample in an unlabeled
data set U only. Thus, the summation in Eq. (76) is over D, not just over U . Intuitively,
Eq. (76) can be interpreted as the size of the intersection of the neighboring sets of x
(j)
ui for
1 ≤ j ≤ J when the sets are projected onto the same space. Given Eq. (76), ξi can now be
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where | · | denotes a cardinality of a certain set.




for the unlabeled sample
xui given the j
th feature space. In this work, we use an anity matrix W (j) ∈ RN×N that
encodes pairwise distances among the samples in D. In particular, the element of W (j) at










m is one of the q nearest neighbors (NNs) of x
(j)
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n ), a certain distance metric (e.g.,




n can be used. Denoting













Eq. (78) can be simplied further by using a matrix form. Let D(j) ∈ RN×N be a diagonal
matrix, each of the diagonal entries is the column-wise sum of a row in W (j). Using the
Schure product (component-wise multiplication) denoted by ◦, let W = W (1) ◦ · · · ◦W (J)
and D = D(1) ◦ · · · ◦D(J). Then, Eq. (78) can be written as ζ
ξ
 = D−1W1, (79)
where ζ is an Nl dimensional vector that represents the values of an agreement function for
the labeled samples in L and ξ is a vector form of ξi as in ξ = [ξi, . . . , ξNu ] for the unlabeled
samples in U . 1 is an N dimensional vector lled with ones.
5.1.3 A probabilistic algorithm to learn the agreement function
The algorithm presented above can also be interpreted probabilistically using a generative
process. Suppose P (x) is the marginal probability distribution of x dened on X , where
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X = X (1) × X (2) × · · · × X (J) with a typical element x = (x(1), x(2), . . . , x(J)). Eventually,
we will show that the agreement function ξi is equal to P (xui), the probability of observing
xui according to the generative process. To derive this equality, let us rst assume there is
a latent random variable L such that L is a process to generate a particular data sample.
Given L, let us assume P (x(j)|L), a probability of observing a feature vector x(j) in X (j)
given L, that models the randomness in measuring feature vectors in X (j). Since these noises
can be assumed to be independent among dierent views, P (x(j)|J) can also be assumed to






P (x(j)|L)P (L). (80)
Now, suppose P (x(j)|L = l) is approximated with P (x(j)|x(j)l ). Using a classical kernel







































































where p is a combination of a vector form of P (xli), the marginal probability of the i
th
sample in L and that of P (xui) evaluated on U . Additionally, W = W (1) ◦ · · · ◦W (J), where




l ), and D = D
(1) ◦ · · · ◦D(J), where D(j) is a diagonal matrix such that






m ), respectively. Then, one can easily see
the similarity between the denitions of the agreement function given in Eq. (83) and Eq.
87
(79). Therefore, P (xui) can be used as an alternative denition of the agreement function.
The main dierence between Eqs. (83) and (79) is how the unit vector 1 is multiplied. In
particular, 1 is applied column-wise in Eq. (79) while in Eq. (83), the vector is multiplied
row-wise. Nevertheless, the equality relations can still be derived by using a symmetric




2 , instead of D−1W in Eqs. (79) and (83).
5.2 A multi-view SSL framework with an agreement function
A multi-view SSL algorithm with an agreement function, ξ, is implemented by extending a
co-regularized learning framework proposed in [92]. For simplicity, suppose we have J = 2.
























V (δ(xli , yli), yli), (85)
where f (1)(x(1), y) and f (2)(x(2), y) is a shorthand notation of f (1)(x(1), y;θ(1)) and
f (2)(x(2), y;θ(2)), respectively. Moreover, δ : X → Y is a decision rule given by
δ(x;θ = (θ(1),θ(2))) = {y|f(x, y;θ) > 0, y ∈ Y}, (86)
and H(1)K and H
(2)








evaluates the co-regularization term on unlabeled samples with an agreement function ξi
and 1Nl
∑Nl
i=1 V (δ(xli ;θ), yli) is an empirical error evaluated over labeled samples. λ1, λ2,
and µ are parameters to balance quantities among the norms in RKHS's H(1)K and H
(2)
K , the
co-regularization term, and the empirical error.
To solve the above optimization problem, we modify Theorem 2.2 in [92] to embed an
agreement function ξ as follows:
Theorem 3. Let be H(1)K and H
(2)
K are RKHS's and k
(1) and k(2) be the corresponding
reproducing kernels. Consider also a co-regularized objective function as in Eq. 85. Then,
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there exists an inner product on HK , given by HK = {f : f = f (1) + f (2), f (1) ∈ H(1)K , f (2) ∈
















(1)(x(1)ui , y)− f
(2)(x(2)ui , y)]
2 (88)
and reproducing kernel k : X × X → R given by
k(x, z) = λ−11 k
(1)(x, z) + λ−12 k
(2)(x, z)− µdTx H̃dz, (89)
where H̃ = (Ξ−1+µQ)−1 such that Ξ is dened as a diagonal matrix of which the ith diagonal
entry is ξi and {Q}ij = λ−11 k(1)(xui , xuj ) + λ
−1
2 k
(2)(xui , xuj ), i ∈ U , j ∈ U . Moreover dx
and dz represent vectors such that dx = [λ
−1
1 k




(1)(xui , z)− λ−12 k(2)(xui , z), i ∈ U ], respectively.
We have provided the proof of the above theorem in the Appendix.
Comparing Theorem 2.2 in [92] with Theorem 3, it can be seen that the main dierence
lies in how to construct the matrix H̃. Because dx and dz can be viewed as vectors measuring
the amount of disagreement between views, in Theorem 3, it can be considered that whether
to enforce or to ignore disagreement noise for each unlabeled sample is determined by H̃.
Additionally, Theorem 3 provides a simple method to solve Eq. (85). In particular, since
we know the closed-form solution for a kernel function for the newly constructed RKHS
HK , the norms in RKHS's H(1)K and H
(2)
K and the co-regularization term in Eq. (85) can be








V (δ(xli ,θ), yli) + λ
∑
y∈Y
‖f(·, y)‖2HK , (90)
where θ = (θ(1),θ(2)). It can be seen that Eq. (90) is a special case of discriminative
learning as discussed in Section 2.1; see Eq. (3). Therefore, we can apply any kernel based
learning algorithms, such as a kernelized MFoM learning approach presented in Chapter 3
or other techniques like SVMs, GPs, etc., to solve Eq. (90).
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5.3 Multi-view SSL on articial data sets
We rst evaluated the proposed multi-view SSL framework on articially generated data sets
to test the eectiveness of the agreement function with a presence of the disagreement noise.
The articial data were generated using a mixture of two dimensional Gaussian distributions
with four mixture components.
As shown in Figure 25-(a), a multi-view environment was created by tying two mixture
components each, resulting in two distinct views. Each view was then assumed to have two











(a) A clean data set













(b) A data set with disagreement noise. Samples with dis-
agreement noise are in magenta. Here, 20 percent of training
data samples have been corrupted by the disagreement noise.















View I View II
(c) A data set with disagreement noise. Samples with dis-
agreement noise are in magenta. Similar to the data samples
in (b), 20 percent of training data have been corrupted by
disagreement noise. However, the area where the disagree-
ment noise can occur is restricted to 0.2σ, where σ is the
variance of the original Gaussian mixture component.
Figure 25 continued: An illustration of articial data sets used to demonstrate the eective-
ness of the agreement function in multi-view SSL. Samples are generated from a mixture of
Gaussian distribution with four components where the means of the mixture components are
adjusted to generate the Bayes error rate of 5 percent when no disagreement noise exists (i.e.
in (a)). The variances for all four mixture components are set to unity. In (b), 20 percent of
the data samples are compromised with the disagreement noise where the aected samples
are colored in magenta. In (c), the same amount of the disagreement noise as the case in
(b) is introduced, but the area where the noise is observed is much smaller.
classes, say, class −1 and class 1. The mixture component in the bottom was labeled as
class −1, and the mixture component at the top was assigned to class 1. The variances
of all mixture components were set to 1 while the means of the mixture components were
adjusted to have a theoretical lower-bound for an error rate of 5% when no disagreement
noise was assumed. In particular, means vectors were located at [0, 0], [0, 4], [7, 0], and [7, 4],
respectively.
From each mixture component, we randomly generated 600 samples. Out of 600 samples,
a handful number of samples (e.g., 20, 50) from each view were chosen for a labeled set.
From the remaining data, we randomly chose 20% of them for testing. Disagreement noise
was created by performing cross-pairing such that samples in the lower-left component were
paired with samples in the upper-right component. Likewise, samples in the upper-left
component were paired with samples in the lower-right component. Figure 25-(b) illustrates
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an example of the resulting data set after this cross-paring where 240 out of 1200 (600 times
two) pairs of samples have been corrupted by the disagreement noise.
On the other hand, the disagreement noise might only occur from a small region of
the feature space as shown in Figure 25-(c). To control the size of such a region, another
Gaussian distribution whose variance was a fraction of the variance of the original mixture
component (i.e., the mixture model from which data samples were generated.) was used.
For example, let the variance of the original mixture component be σ. Then, in Figure 25-
(c), we drew the samples that had been compromised with the disagreement noise from an
extra Gaussian distribution whose variance was 0.2σ. Such samples are colored in magenta
in Figure 25-(c). Note that the mean of the extra Gaussian distribution was determined
randomly in a way that samples with the disagreement noise would have the variance of σ
on average.
The baseline system was a co-regularized multi-view SSL implemented based on [92].
For fair comparison, we matched all setups except for λ1, λ2. For λ1, λ2, the best set of
parameters for each case was determined through a cross-validation within a range of 1e−7
to 1e−2, incremented by a factor of 10. It should be noted that to compute Ξ, two more
parameters needed to be set: (a) the number of nearest neighbors q and (b) the size of the
bandwidth of an RBF kernel h. In this work, to lessen the eorts for parameter adjustment,
q and h were simply set to 10 and an average pairwise Euclidean distance between training
samples throughout experiments, respectively. Ξ was computed based on Eq. (82) with
an exponent parameter η ≥ 0 such that ξ̃ = pη, where pη was a vector obtained from p
with which each element of p was raised to the power of η. Therefore, by setting η = 0,
our proposed algorithm would be reduced to the baseline system. Again, to minimize the
eorts for parameter adjustment, η was simply set to 4.5. As for a classication model, a
Regularized Least Square Regression (RLSR) algorithm, discussed in [48], was used due to
its simplicity.
Figure 26 shows performance comparison curves of the proposed technique and the base-
line system when the number of labeled samples is 20. Performances are reported in terms
of an error rate after taking an average of the results of 100 runs for each of the following
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w/ agreement for 0.2σ
w/ agreement for 0.4σ
w/ agreement for 0.6σ
w/ agreement for 0.8σ
w/ agreement for σ
(a) Performance comparison curves on the unlabeled set. The
black solid line corresponds to the baseline system, while dotted
lines represent the error rates of the proposed multi-view SSL
framework.





















w/ agreement for 0.2σ
w/ agreement for 0.4σ
w/ agreement for 0.6σ
w/ agreement for 0.8σ
w/ agreement for σ
(b) Performance comparison curves on the test set. The black
solid line corresponds to the baseline system, while dotted lines
represent the error rates of the proposed multi-view SSL frame-
work.
Figure 26: Performance comparison graphs between the baseline system and the proposed
multi-view SSL technique when the number of labeled samples is set to 20. The solid line
corresponds to the baseline system that does not use the agreement function. The dotted
lines are for the proposed framework. x-axis represents the amount of disagreement noise,
while y-axis is an error rate. For the unlabeled data set (i.e., illustrated in (a)), as the amount
of disagreement noise and the area in feature spaces where the noise can occur increase, the
proposed framework becomes more and more eective. The maximum performance gain is
seen when the amount of the disagreement noise is 30 percent. For the test data set shown
in (b), the same observations as the case with the unlabeled data set can be made.
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cases: (a) varying the level of disagreement noise from 5% to 50%, and (b) varying the size
of the region where disagreement noise occurs from 0.2σ to σ, where σ is the variance of
the original mixture component. In Figure 26-(a), it can be clearly seen that the proposed
technique (the dotted lines) outperforms the baseline system (the solid line) except when the
level of disagreement noise is 50%. In particular, when we have the amount of disagreement
noise of 20%, we achieve 17.5% of relative error rate reduction. On the other hand, when
the level of disagreement noise is small, say 5%, the relative error rate reduction is 2.8%.
Therefore, it can be said that the amount of disagreement noise is an important factor to
determine the eectiveness of the proposed technique. The fact that the performances are
degraded when the amount of the noise is 50% can be justied by the fact that there is no
need to exploit co-regularization in the rst place if half of the training samples have been
corrupted by the disagreement noise. As shown in Figure 26-(b), the size of the compromised
region in the feature space is another important factor. In Figure 26-(b), it can be seen that
the proposed technique becomes more and more eective as the size of the region increases.
For example, when the area is set to 0.2σ and the amount of the noise is 20%, the proposed
framework is unable to show any advantage over the baseline system. However, tested with
the same amount of the noise but a larger size, say σ, it is seen that the error rate is reduced
by 17.5% relatively.
In Figure 27, we also present performance comparison curves for the cases when the
number of labeled sample is 50. As shown in Figure 27, the systems with proposed technique
(the dotted lines) still outperform the baseline system (the solid line), although the gap
between the solid line and the dotted lines is narrowed. In other words, when we have a
large set of labeled samples, the use of an agreement function might not be signicantly
advantageous. In particular, the maximum relative error rate reduction is 11.4% when 30%
of the training samples have been corrupted by the disagreement noise as shown in Figure
27-(a). When the amount of disagreement noise is 20%, the relative error rate reduction is
decreased to 7.4%. However, this may be because the performance of the baseline system
has already been reached to the Bayes optimal error rate when enough number of labeled
samples are available. In particular, the Bayes error rate when the amount of disagreement
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w/ agreement for 0.2σ
w/ agreement for 0.4σ
w/ agreement for 0.6σ
w/ agreement for 0.8σ
w/ agreement for σ
(a) Performance comparison curves on the unlabeled set. The
black solid line corresponds to the baseline system, while dotted
lines represent the error rates of the proposed multi-view SSL
framework.




















w/ agreement for 0.2σ
w/ agreement for 0.4σ
w/ agreement for 0.6σ
w/ agreement for 0.8σ
w/ agreement for σ
(b) Performance comparison curves on the test set. The black
solid line corresponds to the baseline system, while dotted lines
represent the error rates of the proposed multi-view SSL frame-
work.
Figure 27: Performance comparison graphs between the baseline system and the proposed
multi-view SSL technique when the number of labeled samples is set to 50. The solid line
corresponds to the baseline system that does not use the agreement function. The dotted
lines are for the proposed framework. x-axis represents the amount of disagreement noise,
while y-axis is an error rate. For both (a) and (b), as the amount of disagreement noise
and the area in feature spaces where the noise can occur increase, the proposed framework
becomes more and more eective, while it is not as eective as in the case when the number
of labeled samples is 20. Interestingly, the proposed framework appears to work better for
test data than for unlabeled data samples.
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noise is 20% is 12.5%, which is the exact error rate for the proposed technique as seen in
Figure 26-(b). Nevertheless, this also implies an agreement function is typically desirable
for multi-view SSL because the size of a labeled set is rarely big enough.
5.4 Multi-view SSL on the TREC05 spam corpus
Recently, text-based learning lters have grown in sophistication and eectiveness in lter-
ing email spam [23, 30, 82]. However, in response, spammers have adopted a number of
countermeasures to circumvent these text-based lters. Currently, one of the most popular
spam construction techniques involves embedding text messages into images and sending
either pure image-based spam or a combination of images that contains spam messages and
text messages that are typically seemingly legitimate. This strategy, usually called image
spam has been successful in bypassing text-based spam lters, posing a new challenge for
spam researchers [107]. Figure 28 illustrates some examples of such images extracted from
image spam emails.
Figure 28: Examples of images containing spam messages
Attempts to use optical character recognition (OCR) techniques to convert spam images
back to text for processing by text-based lters have been foiled [62]. An eective response
by spammers is the application of CAPTCHA (Completely Automated Public Turing test to
tell Computers and Humans Apart) techniques, which are designed to preserve readability
by humans but capable of eectively confusing the OCR algorithms. Thus, in [20], four key
properties of spam images, such as color moments, color heterogeneity, conspicuousness, and
self-similarity were used to train a discriminative classier with multi-class characterization
to detect spam images. Experimental results on the TREC05 spam corpus achieved 86.6%
detection rate with 19.1% false alarm rate. Although these results imply that spam image
detection is promising artillery for a battle against image spam, it is also demonstrated that
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the sole use of image-based ltering techniques would not be enough because of the high
false alarm error rate. As a response, [19] leveraged text-based spam lters, which perform
extremely well in identifying legitimate emails, in addition to the image-based spam lters.
Note that, however, it studied a combination of image-based lters and text-based lters in
a supervised setting, while SSL techniques for spam ltering remained relatively unexplored.
As mentioned in the beginning of this chapter, one of the properties of image spam is
the discrepancy between the contents of images and those of texts. Figure 29 illustrates
such an example where texts with legitimate messages and images with spam messages are
extracted from a single email. We can also see that in Figure 30, the words used in a spam
(a) A textual part of an image spam email (b) An attached image of an image spam
email
Figure 29: An example of an image spam email. Note the text content does not contain any
spam messages while the image advertises illegal medication
email (e.g., Figure 30-(a)) are very similar to those used in a legitimate email (e.g., Figure
30-(b)). According to the denition of the disagreement noise presented in the beginning
of Chapter 5 (i.e. given multiple features, the disagreement noise occurs if more than two
class labels are assigned to a single data sample depending on the features to which a labeler
refers), this characteristic of image spam, shown in Figures 29 and 30, can be considered as
a typical example of the disagreement noise; no one will label texts in Figures 29-(a) and
30-(a) as spam if no other information (e.g., the address of a sender or the attached images,
etc) is given. Thus, we can expect that the use of the proposed multi-view SSL framework
to image spam will be particularly benecial.
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(a) A text message extracted from an image spam email
(b) A text message extracted from an legitimate email
Figure 30: A comparison of a text message from an image spam email with that from
legitimate email. Note how the text message from a spam email appears to be legitimate
compared to that from a legitimate email
5.4.1 Feature extraction techniques
In this section, we briey explain the image feature extraction methods for image spam
for self completeness, which was originally proposed in [20], in Section 5.4.1.1. Please refer
to [20] for more details. We also discuss the feature extraction techniques for the text
component of image spam in Section 5.4.1.2.
5.4.1.1 Image features
The rst distinctive property of spam images is color moments. In spam images, several
notable color characteristics can be found such as discontinuous distributions, high intensity,
dominant peaks, etc. The simplest way to extract these color characteristics is to use color
histograms [95]. However, since most of the information is embedded in low-order moments,
color moments can be used instead [94]. In our experiments, the rst and second central
moments were computed through the following simple steps: (a) all images were transformed
to the HSV color space [45], and (b) in the HSV color space, the rst and second central
moments were computed for every channel.
The second property of spam images is color heterogeneity. Typically, legitimate images
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(a) (b)
Figure 31: Examples of images extracted from legitimate emails
convey a much larger number of colors than spam images. For example, in a person's
face, large variations can be observed, which account for shades or illuminations in the
face. In contrast with legitimate images, color in spam images usually stays constant. The
background is generally lled with the same colors, and a spam message embedded into the
image usually consists of a handful of colors. To see this, please compare the legitimate image
in Figure 31-(a) and the spam images in Figures 28-(a) to -(d). In this work, this property,
referred to as color heterogeneity, is extracted as follows: rst quantizing an image with at
most N colors through a minimum variance quantization algorithm and then measuring the
root-mean-squared error between the original image and the quantized image.
The third property of spam images is called color conspicuousness. Spammers want
spam messages to be easily noticeable to recipients so that desired actions can be incurred
(e.g., reading the message, clicking a link, etc.). Thus, it is natural for spam images to use
highly contrasted colors. In practice, we can indeed observe that many spam images use
highly saturated colors with contrasting white or black or white contrasting black. This
time, the comparison between Figure 31-(b) and Figures 28-(a) to -(d) clearly reveals this
property of spam images. In this work, this feature is extracted from an SV plane, which
is a subspace of an HSV color space. In particular, we rst learn M centroids of the pixel
values of an image in the SV plane. Given the M centroids, we compute an average of the
shortest distance between the centroids and three points (0,0), (0,1), and (1,1).
As for the fourth property, we extracted self-similarity of an image. In spam images,
some characteristic patterns are usually repeated. Specically, in spam images, it is more
likely to see a uniform background than from legitimate images. Moreover, text in spam
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images usually exhibit similar fonts and sizes. To extract the self-similarity, we need to
learn representative patterns from data rst. To this end, we rst segment a whole image
into several macro-blocks, where the size of a macro-block is globally set to 32x32. We then
compute a log-Gabor lter bank [60] from each block and concatenate the means and the
variances of the outputs of the lter bank. Next, we perform clustering, where the centroid of
each cluster is considered as the representative patterns. Once such patterns are identied,
we index the macro-blocks in images back using the learned pattern (i.e., to associate each
block with the closest centroid) with which the histogram of indices becomes the extracted
self-similarity vector.
Finally, we also nd that meta-data of images are also useful to distinguish spam images
from legitimate images. For instance, the ratio of a le size to the dimension of an image
(i.e., the compression ratio) is usually smaller for spam images than legitimate images. This
is because spam images have less foreground information. Entropy evaluated from the le
name of an image is also a good indication of spam images because the name of spam images
is usually generated randomly by a machine. Lastly, compression algorithms (e.g., JPEG,
GIF, PNG, etc.) provide useful information for spam image identication.
5.4.1.2 Text Feature Extraction
To extract text features, we parsed emails in the corpus by removing email headers and
multipurpose internet mail extensions (MIME) tags. For emails embedded into hypertext
markup language (HTML) tags, we also parsed such tags so that only pure text components
were remained. Then, term-frequency-inverse-document-frequency (tf-idf ) normalization
was carried out. This tf-idf normalization is a commonly used technique in text catego-
rization. The tf score indicates the relevance of a word to a document, which is usually
computed as the frequency of the word with in the document. On the other hand, the
idf score measures the indexing power of a certain term evaluated by the inverse of the
number of documents in which the term appears. More formally, suppose that there exists
a collection of emails D = {d1, . . . , dN} and a lexicon T = {t1, . . . , tM}. Then, using the
tf-idf normalization, we can represent the ith email di with aM -dimensional vector vi whose
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|dj : ti ∈ dj |
), (91)
where aij is the number of occurrences of the i
th term in the jth email and |dj : ti ∈ dj | is
the number of documents in D in which the ith term appears.
5.4.2 Experimental results
To test the proposed multi-view SSL framework, out of 92189 emails in the TREC05 spam
corpus (52790 emails for spam / 39399 emails for legitimate), we ltered out emails that
did not contain any images. Because spammers had copied the same emails over and over
to minimize the cost of generating a new type of spam, the remaining image spam had
many duplicates. After eliminating such duplicates, we had 1377 image spam emails left in
which there were 1170 spam emails and 207 legitimate emails. Given these 1377 emails, we
performed 80:20 splits (80% of them for training and the remaining 20% for testing) 100 times
to compute an average classication error rate. To create a semi-supervised environment,
we further divided the emails reserved for training (1102 out of 1137), selecting 5%, 10%,
and 20% of them. We then grouped the chosen samples as labeled sets and the rest of the
training samples were considered as unlabeled data samples.
Features were extracted based on the feature extraction techniques discussed in Section
5.4.1. As a result, the image feature generated a 86-dimensional vector (a 12-dimensional
vector for color moments, two 1-dimensional vectors for color heterogeneity and color con-
spicuousness, a 64-dimensional vector for self-similarity, and a 8-dimensional vector for meta-
data) and the text feature produced a 17896-dimensional vector. To create an unied RKHS,
we also computed a kernel matrix for each of them. In particular, an RBF kernel with a
bandwidth h set to 1 was used for the image feature where the associated distance function
was the Euclidean distance. For the text feature, an RBF kernel with its bandwidth h set
to 1 was again computed in which a cosine distance function was chosen for the distance
measure of the kernel.
As for the parameters λ1, λ2 in Eq. (89), the best performing values were chosen within
the range of 1e−6 to 1, incremented by a factor of 1e2. On the other hand, another parameter
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µ in Eq. (89) was set to 1 throughout experiments. In the proposed technique, parameters
for an agreement function Ξ, namely the number of nearest neighbors q and the size of the
bandwidth of an RBF kernel h were congured as follows: q = 5 for both image and textual
features, and h was set to an average Euclidean distance (or cosine distance) among feature
vectors for image feature (or for text feature). Similar to the experimental setups in the
articial data sets, the RLSR technique was adopted for our classier. Then, we prepared
for the following four systems where the rst three were the baseline systems and the last
one was the proposed technique:
• an RLSR classier with the image feature only (image-only)
• an RLSR classier with the text feature only (text-only)
• an RLSR classier with the co-regularized multi-view SSL technique without the agree-
ment function (w/o agreement)
• an RLSR classier with the proposed multi-view SSL technique using the agreement
function (w/ agreement)
In Table 4, we report the classication error rates for the proposed multi-view learning
algorithm (i.e., w/agreement) compared them with single feature cases (i.e., image-only and
text-only) while varying the size of labeled data samples. As noted, the rst three rows
correspond to the error rates for unlabeled data sets and the next three rows are for the
test data sets. In Table 4, it is clearly seen that by using multiple features rather than a
single feature, classication error rates are reduced signicantly for all cases. In particular,
using the image feature only, 9.71% of a classication error rate was achieved for unlabeled
samples when 10% of training data were used as a labeled set. On the other hand, with
the same number of labeled samples, the sole use of the text feature produced 7.56% of
a classication error rate. However, when the image feature and the textual feature were
combined, only 5.8% of unlabeled samples were misclassied. As for test data, the proposed
framework also outperforms single-feature systems signicantly for all various sizes of labeled
data sets. Therefore, it can be said that our multi-view SSL framework is able to eectively
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combine multiple features, producing signicant performance gains over the cases when a
single feature is used separately.
5% 10% 20%
Unlabeled
image-only 9.57 9.76 8.62
text-only 9.95 7.56 4.45
w/ agreement 7.52 5.8 4.13
Test
image-only 10.02 9.71 8.71
text-only 10.12 6.81 4.52
w/ agreement 7.73 5.87 4.18
Table 4: Comparisons of classication error rates on the TREC05 spam corpus between
single-view cases (image-only and text-only) and a multi-view case (w/ agreement). The
top three rows show the classication error rates of the three systems on unlabeled data sets
averaged over the 100 runs. The bottom three rows correspond to the classication error
rates of the chosen three systems on test data averaged over the 100 runs. Bold font indicates
statistically signicant cases. It can be seen that for all cases, the use of multiple features
through our proposed framework outperforms systems using a single feature separately.
Next, we compare two co-regularized SSL algorithms in Table 5, one of which exploits
an agreement function and the other does not (i.e., w/ agreement vs. w/o agreement), to
highlight the eectiveness of the agreement function when the disagreement noise presents
as we increase the size of a labeled data set from 5% to 20%. In Table 5, the top three
5% 10% 20%
Unlabeled
w/o agreement (%) 8.06 6.29 4.44
w/ agreement (%) 7.52 5.8 4.13
p-value 1.81× 10−5 8.87× 10−8 7.06× 10−6
Test
w/o agreement (%) 8.14 6.27 4.36
w/ agreement (%) 7.73 5.87 4.18
p-value 5.18× 10−4 6.69× 10−6 0.05
Table 5: Comparisons of classication error rates on the TREC05 spam corpus between a
baseline system (w/o agreement) and our proposed multi-view SSL framework (w/ agree-
ment). The top three rows show the classication error rates of the baseline and our system
on the unlabeled data sets averaged over 100 runs followed by the corresponding p-value
evaluated with paired two-tail t-tests. The bottom three rows present average performances
on the test data sets over 100 runs and the corresponding p-values. Bold font means statis-
tically signicant cases.
rows show the classication error rates of the baseline system (w/o agreement), those of the
proposed technique (w/ agreement), and the corresponding p-values evaluated by paired two-
tail t-tests for the unlabeled data sets, respectively. The bottom three rows present similar
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quantities except that they are measured with the test data sets. Comparing the two systems,
it can be seen that the proposed multi-view SSL framework that uses the agreement function
outperforms the baseline system. Specically, for unlabeled data, relative classication error
reductions are 6.7%, 7.8%, and 7.0% when the sizes of labeled samples are 5%, 10%, and
20% of the entire training data, respectively. Similarly, the classication error rates are
reduced by 5%, 6.4%, and 4.1% relatively when the agreement function is exploited for
test data in the same congurations. When we evaluate p-values using paired two-tailed
t-tests, they indicate that the performance improvements of the proposed technique over
the baseline system (w/o agreement) are statistically signicant for unlabeled data sets. For
test samples, on the other hand, the systems with an agreement function outperform the
baseline systems statistically signicantly when the size of labeled samples are 5% and 10%,
but not when the size of a labeled set is 20% of the training data samples. This can be
understood by the fact that given enough number of labeled samples, the baseline system
(w/o agreement) might already reach a similar performance of a fully-supervised system.
It is also interesting to see that the amount of the eectiveness of the proposed framework
is larger on unlabeled samples than on test data, which presents a potential benet of the
proposed system in a transductive setting, where test data are used during a training phase
as unlabeled samples.
5.5 Summary
In this chapter, we proposed an algorithm to learn an agreement function for a multi-view
SSL framework with which the amount of agreement we wanted to impose on unlabeled data
could be quantied. The key ndings of this chapter can be summarized as follows: (a) the
value of the agreement function can be modeled as the amount of local information that is
shared among dierent views, and (b) the use of the agreement function in a presence of the
disagreement noise is advantageous in reducing classication errors. Therefore, if two nearby
feature vectors in one feature space are located in dierent clusters in the other feature space,
one should relax the agreement assumption. On the other hand, if two feature vectors are
close to each other in both feature spaces, the agreement assumption should remain enforced.
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From a generalization error minimization perspective, by allocating the assumption in such
a data-driven way, we expect the true model more likely to be included into a hypothesis
space while keeping the complexity of the space in a similar level. Comparing the system
that applied the equal amount of the agreement assumption to every unlabeled sample
with the system that used the agreement function on articial data sets that contained the
disagreement noise, the classication error rates were reduced when the agreement function
was used.
We also investigated an application of the proposed learning framework to a real-world
machine learning problem, image spam detection. Image spam is a typical example where
multiple views (e.g., text messages and attached images) with the disagreement noise ex-
ists. This is because spammers usually embed spam messages into images and camouage
such spam messages with legitimate text. Compared with the cases (a) when a single
feature was used individually and (b) when no agreement function was applied, our exper-
imental results demonstrated that the use of an agreement function was indeed benecial,
especially to unlabeled samples in terms of improving prediction accuracy. In fact, this
property is advantageous to semi-supervised incremental learning because of the fact that
semi-supervised incremental learning mainly concerns with how to correctly create the label
information for unlabeled samples. In Chapter 6, therefore, we will discuss a simple but
eective method to integrate the multi-view learning technique presented in this chapter
with the semi-supervised incremental learning technique discussed in Chapter 4.
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Chapter VI
DISCRIMINATIVE SEMI-SUPERVISED INCREMENTAL LEARNING
APPROACH WITH A MULTI-VIEW PERSPECTIVE
One of the fundamental issues in semi-supervised incremental learning is how to ensure con-
vergence of an incremental learning process while getting away from sub-optimal solutions.
In many incremental learning algorithms, the corresponding learning procedures either con-
verge into sub-optimal solutions or diverge from their initial models. Condence score based
algorithms are typical examples of semi-supervised learning techniques that sub-optimal so-
lutions are often obtained. As discussed in Chapter 2, the Co-training has been proved to be
a viable solution to this sub-optimal-solution problem. However, the underlying assumption
in the Co-training, outputs from two distinct classiers are conditionally independent given
class labels, has made the applicability of the Co-training somewhat restrictive. On the
other hand, the performance measure based technique proposed in [112] has also attempted
to tackle the sub-optimality by evaluating a certain performance measure directly, but such
evaluation usually takes too many computational resources so that it also might not be an
eective solution to the issue.
One easy yet more principled approach to such an issue is to create better performing
initial models. In fact, the experimental results in Chapter 4 have demonstrated the impor-
tance of having good initial models. It has been seen that while attempting to address the
sub-optimality issue, the learning procedures diverge if the initial models do not perform
suciently well. Moreover, more powerful initial models generate less labeling errors when
incorporating unlabeled samples into the learning process. Thus, the risk of classication
models divergence will also be reduced. However, it should be noted that in Chapter 4, the
main recipe for improving the performance of initial models was to exploit a larger set of
labeled data samples, which is in many cases, unrealistic. Typically, we do not have enough
number of labeled samples to train good initial models. In contrast, in this chapter, we
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address this issue by starting with better performing models as follows:
• We unify multiple features through the multi-view learning technique discussed in
Chapter 5 because the more features we have, the more likely that a model performs
better.
• We learn the initial models using discriminative learning approaches, such as a kernel-
ized MFoM learning approach introduced in Chapter 3, because discriminative learn-
ing tends to be more robust in a small sample size situation than generative learning
approaches such as Gaussian mixture models.
In this chapter, we also investigate the feasibility of a cohesive semi-supervised incremental
learning system that integrates the multi-view learning technique proposed in Chapter 5
with the semi-supervised incremental learning approach proposed in Chapter 4, namely a
discriminative semi-supervised incremental learning approach with a multi-view perspective.
We highlight the eectiveness of the integrated system by experimenting it with the TREC05
spam corpus. Experimental results show that the use of the multi-view learning technique
along with the semi-supervised incremental learning approach indeed improves both the
robustness and the performance of the incremental learning technique signicantly. The
rest of this chapter is organized as follows. In Section 6.1, we present our integrated system
in more detail. Then, experimental results are given in Section 6.2 followed by a summary
with concluding remarks in Section 6.3.
6.1 System overview
A block diagram of an integrated discriminative semi-supervised incremental learning sys-
tem is presented in Figure 32. As can be seen, the integrated system inherently consists of
two main building blocks: (a) the component to handle multiple features in the front-end
and (b) the semi-supervised incremental learning system at the back-end. Typical proce-
dures of the system can be explained in more detail as follows: suppose that a certain data
set is given (e.g., the TREC05 spam corpus). Then, several feature extraction modules are
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Figure 32: A block diagram of the proposed discriminative semi-supervised incremental
learning approach with a multi-view perspective. Given a data set, a multi-view handler
located in the middle collects features and generates a unied kernel matrix. Then, using
this kernel matrix, a semi-supervised incremental learning technique recommends unlabeled
samples for parameter update. While updating parameters, the label information of the
selected unlabeled samples is also generated. This newly generated class labels are then
exploited to recompute the kernel matrix, which will be subsequently used to retrain classi-
cation models. We use thin arrows to dierentiate the steps that are done only once from
the constant work ows for incremantal learning, marked with thick arrows.
feature vectors can be grouped together to form a more meaningful feature vector (e.g.,
putting image-related features together to form a single image feature vector). Next, the
resulting feature vectors are fed into the multi-view learning module, generating a unied
kernel matrix. Given this unied kernel matrix, an ensemble of classiers is trained by apply-
ing various learning algorithms. The learned classiers are then used to compute expected
error reduction measures, condence scores, class prior distributions, and Zipf distributions,
all of which are exploited to recommend unlabeled samples that will be incorporated into
the incremental learning process. Finally, the multi-view learning module creates an up-
dated kernel matrix using the selected unlabeled samples along with their predicted class
labels. This matrix is then applied back to the semi-supervised incremental learning module,
completing a closed loop. This closed loop is highlighted in Figure 32 with thick arrows.
Note that one might pursue dierent congurations from Figure 32. For example, instead
of using a multi-feature handler that transforms multiple features into a unied kernel matrix
located at the middle of the system block diagram as shown in Figure 32, one can create a
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collection of classiers, each of which is trained on a single feature each. Then, consider this
set of classiers as the ensemble of classiers with which the selection score dened in Eq.
(66) is evaluated. While this approach seems viable at rst glance, there exists one issue
that needs to be addressed. In particular, because classiers are learned based on dierent
features, they might exhibit a wide spectrum of performances, so that the condence level of
the estimated parameters should be taken into account when unlabeled samples are selected
for training. However, doing so with only a small amount of samples might be dicult and
additional noise can be introduced. In contrast, the conguration illustrated in Figure 32 is
straightforward and relatively easy to implement.
We conclude this section by summarizing the detailed algorithmic steps of the proposed
discriminative semi-supervised incremental learning approach with a multi-view perspective
in Algorithm 4. It should be noted that the dierences between Algorithm 3 and Algorithm
4 are steps to update parameter vectors after the multi-feature handler (see Figure 32).
6.2 Experimental results
To test our integrated system, we used the TREC05 spam corpus, a image spam data set
introduced in Chapter 5. Since one could divide the feature spaces into two fairly easily
(i.e., image and text), this data set was a very good test case for the proposed framework.
Similar to our discussion in Chapter 5, out of 92189 emails, we extracted 1377 emails that
contained both the image and textual components after eliminating duplicated samples,
resulting in a total of 207 legitimate emails and 1170 spam emails. We then created four
dierent kernel matrices, namely, image-only, text-only, w/o agreement function, and w/
agreement function, for comparisons as follows:
• an RBF kernel with image feature only using the Euclidean distance and the bandwidth
set to 1 (image-only).
• an RBF kernel with text feature only using the cosine distance and the bandwidth set
to 1 (text-only).
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Algorithm 4 A semi-supervised incremental learning with a multi-view perspective
prepare U0 and L0
K0 ← k(x, z) for x, z ∈ U0 and L0 according to Eq. (89)
initialize θ0 with K0
t← 0
C ← the number of classes
repeat
compute Eq. (67), Eq. (61) and Eq. (66) for all samples in U t
estimate the class prior distribution using all samples in U t based on Eq. (68)
ktu ← the number of samples to be selected at time t
U ty ← {x |x ∈ U t, δ(x;θt) = y, s(δ(x;θt)) ≥ τ} for y = 1, . . . , C
Nuty ← |U
t
y| for y = 1, . . . , C
Ũ ty ← {x(i) |x(i) ∈ U ty, s(δ(x(1),θt)) ≥ s(δ(x(2),θt)) ≥ · · · ≥ s(δ(x(Nuty ),θ
t))}
compute a Zipf distribution based on Eq. (69) for all Ũ ty, y = 1, . . . , C
while |St| < ktu do
pick a candidate class m according to the estimated class prior distribution
if |Ũ tm| 6= 0 then
pick x according to the computed Zipf distribution for the class m





Lt+1 ← Lt ∪ St
U t+1 ← U t\St
Kt+1 ← k(x, z) for x, z ∈ U t+1 and Lt+1 according to Eq. (89)
update θt+1 with Kt+1





until |U t| = 0
• an unied kernel with both the RBF kernel from image feature and the RBF ker-
nel from text feature combined. NOT using an agreement function (w/o agreement
function).
• an unied kernel with both the RBF kernel from image feature and the RBF kernel
from text feature combined. Using an agreement function (w/ agreement function).
Note the similarity of the kernel matrices prepared here and those used in Chapter 5, where
the eectiveness of the multi-view SSL framework was demonstrated. This was because
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our main concern for this set of experiments was to see the potential advantages of tying
the multi-view learning framework together with the semi-supervised incremental learning
technique proposed in Chapter 4.
The parameters needed for the cases of w/o agreement function and w/ agreement func-
tion were borrowed from Chapter 5, where the parameters were found based on the classi-
cation error rates on the validation sets using a Regularized Least Square Regression (RLSR)
technique. The parameters for the semi-supervised incremental learning were picked using
the protocol described in Chapter 4. Specically, we chose the convex combination param-
eter γ and the threshold τ based on the performances on the test data sets during the rst
few iterations, each of which was incremented by 0.02 within a range of 0.44 to 0.54 for γ
and from 0.86 to 0.94 for τ . On the other hand, a positive constant η for a Zipf distribu-
tion and the size of the selection set St were set to 3.6 and 3% of the number of training
examples available at time t, respectively, for simplicity. The sets of labeled, unlabeled,
and test data samples were created by using the exact same splits generated in Chapter
5. This way, we could infer how well the proposed semi-supervised incremental learning
framework performed, compared to a semi-supervised learning technique trained in a batch
mode. The size of an ensemble for semi-supervised incremental learning was chosen to be
four and we used randomized kernelized MFoM learning techniques discussed in Chapter 3
for the classiers in the ensemble. In particular, 200 samples were randomly chosen out of
the set of 1102 samples with which a subspace of a function space was built. As for the size
of initially labeled samples, we experimented with two dierent set sizes, say 5% and 10%
of the training set.
First, we have drawn performance comparison curves for the above-mentioned four sys-
tems when the number of an initial labeled set is 5% of the training examples in Figure
33. From the curves in Figure 33, it can be clearly seen that the initial models are well
converged for all cases, showing the robustness of the semi-supervised incremental learning
framework discussed in Chapter 4. More importantly, the proposed learning framework (i.e.,
w/ agreement function, which corresponds to the bottom curve in Figure 33) achieves the
best performance among the four dierent tested systems. In particular, comparisons of the
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Figure 33: Performance comparison graphs of the proposed semi-supervised incremental
learning framework on the TREC05 spam corpus when the size of initially labeled set is
5% of the training set. Note that the proposed framework (the bottom curve) outperforms
all other cases. It can be also clearly seen that the use of multi-view learning techniques
improves the classication error rates signicantly as well the stability of the curves (see the
top two curves compare them with the bottom two curves.). x-axis represents the number
of training samples collected at a certain time t, while y-axis represents error rates evaluated
over test sets.
proposed technique with systems using a single feature (i.e., image-only and text-only, which
correspond to the top two curves in Figure 33, respectively) demonstrate that the proposed
technique experiences a relative error rate reduction of 30.5% in terms of nal classication.
Moreover, comparing the proposed system with the performance of a multi-view approach
without an agreement function (i.e., w/o agreement function, the second curve from the
bottom in Figure 33) highlights the eectiveness of the use of an agreement function; the
classication error rate is further reduced by 4.6% relatively. Interestingly, it can be seen
that the proposed framework achieves even better classication performance (i.e., the error
rate of 7.3%) than the error rate of 7.73% reported in Chapter 5, showing the benet of
using discriminative classiers, such as kernelized MFoM learning approaches.
In Figure 34, we show similar performance comparison curves except that the size of
an initial labeled set is now increased to 10%. Again, similar tendencies to those in Figure
33 are observed. In particular, although the improvement from incorporating an agreement
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Figure 34: Performance comparison graphs of the proposed semi-supervised incremental
learning framework on the TREC05 spam corpus when the size of initially labeled set is
10% of the training set. Refer to the descriptions in Figure 33 for more details. The
proposed framework still performs the best in terms of the nal performances, showing a
clear advantage of using a multi-view handler as well as the agreement function.
function is now marginal, one can easily see multi-feature cases (w/o agreement function
and w/ agreement function) outperform the single-feature cases (image-only and text-only)
all the time. More precisely, compared to the image only case (i.e., the top curve in Figure
33), the proposed learning framework exhibits a relative error rate reduction of 45.8% from
10.7% to 5.8%. On the other hand, 10.8% of relative performance improvement is observed
when comparing the proposed technique with the text-only case (i.e., the second curve vs.
the bottom curve in Figure 33). Interestingly, there seems to be no observed improvement
when only an image feature is used even if the size of an initial labeled set is increased. This,
in a way, illustrates the possibility that a learning process becomes unstable when only a
single feature is used in semi-supervised incremental learning.
6.3 Summary
In this chapter, we investigated a possibility to further improve the semi-supervised incre-
mental learning framework discussed in Chapter 4 by integrating it with the multi-view
learning approach proposed in Chapter 5. Because a kernel function formulated in Chapter
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5 was able to combine multiple features, such integration was done by applying the kernel
function directly into the unlabeled sample selection system for incremental learning. The
end result was a novel semi-supervised incremental learning framework with a multi-view
perspective. Experimental results on the image spam extracted from the TREC05 spam
corpus demonstrated that the use of a multi-feature handler during incremental learning
procedures indeed reduced classication error rates by 30% on average, as compared to
when a single feature was used. In sum, the integrated semi-supervised learning framework
enables us not only to take advantage of better initial models for robustness, but also to
produce accurate image concept characterization systems.
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Chapter VII
CONCLUSION AND FUTURE WORK
This dissertation discussed the development of a novel semi-supervised incremental learning
framework with a multi-view perspective on the ground of many machine learning tech-
niques, such as discriminative learning, semi-supervised incremental learning, multi-view
semi-supervised learning, and so on, and demonstrated the eectiveness of the developed
framework with an application to various image concept modeling problems such as hand-
written digit recognition, object recognition, and image spam detection problems. Recent
advances of image acquisition techniques make semi-supervised incremental learning par-
ticularly attractive to image concept modeling. Ideal semi-supervised incremental learning
should make use of all possible information extracted from data in addition to all prior
knowledge accrued from past experiences. However, because of the small number of labeled
data due to limited resources, collecting useful information for semi-supervised incremental
learning is often dicult. Moreover, even after some useful pieces of information are gath-
ered, it is usually not clear how to tie each piece together in a principled way. Thankfully,
in the literature, quite a bit of related research had been conducted, which provided us with
ample hints for what information should be used to where and how, as discussed in Chapter
2.
In Chapter 3, a discriminative learning algorithm, namely a kernelized maximal-gure-of-
merit (kMFoM) learning approach, was investigated. The qualitative analysis on some image
data sets in Chapter 3 indicated that non-linearization of discriminant functions would have
advantages in characterizing image concepts. We showed that by preserving the property
of the original MFoM learning approach (i.e., a variety of performance metrics are directly
optimized during the learning process), the proposed kMFoM technique was capable of mod-
eling various image concepts eectively. Because non-linearization through kernel functions
entailed higher computational complexity, we exploited a subspace distance minimization
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technique in which a subset of training data samples were chosen to be trained with. To
retain the coverage of a function space constructed with the subset, a subspace distance
minimization technique using the Nystöm extention was developed. A set of experiments
comparing the learning time with the performance showed that the performance of the pro-
posed framework was comparable to that of a system trained with the entire training data,
highlighting the eectiveness of the proposed system.
On the other hand, in Chapter 4, we answered the fundamental question of semi-
supervised incremental learning, how to arrange a sequential use of unlabeled samples, by
proposing a novel semi-supervised incremental learning framework in which an expected
error reduction was computed based on a Bayesian decision theory. Unlike the condence
scores that were used in the past, the use of the expected error reduction intended to directly
measure contributions of unlabeled samples to reducing classication errors so that we could
avoid a potential sub-optimality problem of the condence score based methods. In sum,
the proposed framework incorporated informative and dependable unlabeled samples more
quickly by blending an expected error reduction measure and a condence score. One unique
aspect of the proposed learning framework was that it enabled us to put various informa-
tion together to make the framework robust. In particular, the virtue of an ensemble of
discriminative classiers was taken advantage of for reliable estimation of the expected error
reduction. Class prior distributions were also used to prevent the class imbalance problem
by nominating a candidate class rst and then choosing unlabeled samples among the sam-
ples predicted to be in that class. Experimental results on various image concept modeling
problems clearly showed the eectiveness of the proposed framework with a couple of re-
marks. First, within the ensemble, it was advisable to have classiers that produced diverse
classication outputs. Second, the initial models should be suciently good to reduce a
potential bias and the risk of including incorrect class labels.
As a viable approach to having good initially trained models, in Chapter 5, we inves-
tigated a method to deal with multiple features in a semi-supervised setting. Multiple
features play a crucial role in image concept modeling because images are inherently per-
ceived through multiple channels. In the literature, early fusion has been a predominant
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technique for integrating multiple features in semi-supervised cases because late fusion ap-
proaches tend to over-t to labeled samples. Conventionally, in the early fusion approaches,
it has been assumed that prediction results of unlabeled samples obtained from individual
features should be the same. In Chapter 5, we argued that such an assumption should be
imposed based on the amount of the overlap of local structures along dierent features. We
then proposed an agreement function to convey such information. Experimental results on
articially generated data sets showed that the use of the agreement function was indeed
useful especially when disagreement noise presented. We also demonstrated the eectiveness
of the proposed multi-view learning framework on an image spam detection problem.
Given the techniques developed in Chapters 3, 4, and 5, an interesting observation was
made in Chapter 6; the fusion technique in Chapter 5 provided us a natural way to com-
bine the technique with the semi-supervised incremental learning framework presented in
Chapter 4 and the kMFoM learning technique discussed in Chapter 3. Therefore, in Chap-
ter 6, we further proposed an integrated semi-supervised incremental learning framework,
namely a discriminative semi-supervised incremental learning framework with a multi-view
perspective. Specically, we formulated a closed-form solution for a unied kernel function
that merged dierent feature spaces altogether. Next, we used the kernel function to train
kMFoM classiers from which the quantities needed to recommend unlabeled samples were
calculated. The experimental results on one of the image concept modeling problems, image
spam detection, showed a clear advantage of the integrated system in that we were able to
start the incremental learning process from good-performing initial models by taking advan-
tage of several complementary features, which in turn improved the stability of the overall
learning procedures.
7.1 Contributions of this dissertation
The contributions of this dissertation can be summarized as follows:
• we proposed a kernelized maximal-gure-of-merit classier using a subspace distance
minimization technique for image concept modeling problems.
 we provided mathematical formulation that proved that a subspace distance could
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be minimized by solving a spectral decomposition problem of a kernel matrix,
known as the Nyström extension.
 we presented ecient procedures to solve the Nyström extension problem using
rank-1 update and rank-1 downdate of a lower triangular matrix.
 we formulated an algorithm to learn a nonlinear discriminant function for which
a preferred performance metric could be directly optimized.
• we developed a novel semi-supervised incremental learning framework that utilized an
expected error reduction. We then applied the framework for various image concept
modeling problems.
 we introduced an expected error reduction for an unlabeled sample with which
the contribution of the sample to reducing classication error was measured.
 we provided a systematic way to take advantage of the expected error reduction
and the condence scores to recommend unlabeled samples for updating param-
eters using an ensemble of classiers.
• we presented a multi-view semi-supervised learning framework by proposing an agree-
ment function that measured the level of the signicance of the agreement on the
classication prediction among classiers trained on each view separately.
 we presented an algorithm to compute the agreement function and provided a
closed-form solution for a kernel function that unied multiple feature spaces
into a single reproducing kernel Hilbert space with the agreement function.
 we provided experimental evidences highlighting the eectiveness of the use of an
agreement function on an image spam detection problem.
• we developed a semi-supervised incremental learning framework that integrated all
the techniques presented in this dissertation, namely a discriminative semi-supervised
incremental learning framework with a multi-view perspective.
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 we demonstrated the robustness and the eectiveness of the developed framework
with a set of experiments on an image spam detection task.
7.2 Avenues for future work
Nevertheless, there is still much room for improvement. One immediate future research
venue is to investigate richer combinations of several discriminative learning algorithms for
ensemble classiers. For example, a combination of a structural SVM and a conditional
random eld might light up a direction to handle structural outputs. On the other hand,
combinations between discriminative learning algorithms and generative learning methods,
such as Gaussian Mixture Models, can reveal other interesting properties of the proposed
semi-supervised incremental learning framework.
Additionally, one can also investigate various fusion methods to deal with multiple fea-
tures in the future. For example, instead of combining features together prior to training
classiers, each classier in an ensemble can be trained only with a single feature. Then, the
outputs of individual classiers are used in unlabeled sample selection procedures. However,
there is one research issue that needs to be addressed for this approach; since classiers in the
ensemble will now have quite dierent levels of reliability, the formula to evaluate expected
error reduction should be re-developed. Another interesting research direction is to reduce
computational load during incremental learning procedures. Although the main focus of
this dissertation is the development of a dependable unlabeled sample selection algorithm
for incremental learning, it is also very important to design an ecient algorithm to up-
date parameters at every iteration because the number of available data has been increasing
exponentially these days.
In conclusion, we think that researchers have not fully taken advantage of the benet
of semi-supervised incremental learning toward image concept modeling problems due to its
limited applicability. We hope that the work in this dissertation contributes to further de-
velopment of semi-supervised incremental learning frameworks and more active application
of the learning frameworks into image processing elds.
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APPENDIX
Proof of Lemma 2
Proof. Suppose there is Ψ, a feature map from a sample space X to a Hilbert space H and
a kernel function k : X × X → R given by 〈Ψ(x),Ψ(x)〉H, an inner product on H. Suppose
further there are n samples denoted as x1, . . . , xn and two closed subspaces of H, U and
V, spanned by {Ψ(xi) : 1 ≤ i ≤ n} and {Ψ(xj) : 1 ≤ j ≤ q}, respectively, Here, it is
assumed that q < n. Then, we can construct a linear operator for U , TU : Rn → U given by
T (y) =
∑n
i=1 yiΨ(xi) for all y = [y1, . . . , yn] ∈ Rn and a linear operator for V, TV : Rq → V
given by TV(y) = {
∑q
j=1 yjΨ(xj)|y = [y1, . . . , yq] ∈ Rq}. Furthermore, we can construct a
self-adjoint operator T ∗UTU : Rn → Rn for U , where T ∗U is an adjoint operator of TU given by
T ∗U (Ψ(xj)) = [k(x1, xj), . . . , k(xn, xj)] ∈ Rn. Then, since the pre-image and image of T ∗UTU
are both in nite dimensional spaces, it can be represented with a symmetric matrix K and
decomposed using an unique orthonormal matrix Σ ∈ Rn×n such that ΣTKΣ = Λ, where
Λ ∈ Rn×n is a diagonal matrix. On the other hand, since TU is a bounded linear operator,
there exists a partial isometry U such that the image of U is the orthogonal complement of
the kernel space of TU , which satises the following equality:
U = TU (Σ)Λ
− 1
2 , (92)
where TU (Σ) represents [TU (σ1), . . . , TU (σr)] and r is the rank of the matrix K. Then, Σ
can be represented in terms of U as
Σ = T ∗U (U)Λ
− 1
2 , (93)


















where V is a partial isometry of TV and Σ
T
sKsΣs = Λs. Here, Ks is a matrix representation
of T ∗VTV : Rq → Rq, and Σs ∈ Rq×q is an orthonormal matrix and Λs ∈ Rq×q is a diagonal







Moreover, consider the ith column of Σ denoted as σi, the i
th orthonormal basis of U , ui,
and the ith diagonal entry of Λ, λi. Then,
σTi Σ̃sΣ̃
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where 〈·, ·〉H is a inner product on H. From Eq. (98) to Eq. (99), the equality in Eq. (94)
is used. In Eq. (99), since V is a partial isometry of TV : Rq → V, the inner product Eq.
(99) is equal to the sum of inner products between the ith orthonormal basis in U and the
orthonormal basis vectors vjS for V for 1 ≤ j ≤ q. Whence, it is only remaining to simplify
the left-hand side of Eq. (98) to complete the proof. In fact, By rearranging Eq. (99), we
have












In Eq. (101), T ∗UTV : Rq → Rn also has a matrix representation because the pre-image and







where A is a matrix representation of k(xi, xj) for q + 1 ≤ i ≤ n and 1 ≤ j ≤ q. By Eq.














which completes the proof.





s are kernel matrices corresponding to I(t)s and I(t+1)s , the subsets
of I at time t and t+1, respectively. The swapping operation consists of two step procedures;
shrinking and augmenting. Shrinking is an operation that an element in I(t)s is removed. On
the other hand, augmenting is an operation in which an element in Ic(t)s is inserted into K(t)s
to the same location where an element has been removed during shrinking. More formally,
they can be written as follows:
(Shrinking)

























where Kij for i, j = {1, 2} are block matrices. Here, one can see that the three components
corresponding to the selected element at time t, w, r, and z, are replaced with w̃, r̃, and z̃
through shrinking and augmenting.
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Typically, the determinant of a symmetric matrix K
(t)
s is computed by performing the
Cholesky decomposition, which produces a lower triangular matrix L
(t)
























































































































where Lij and L
′
ij for i, j = {1, 2} are lower triangular matrices. Note that, lw and lz are
column vectors and lr is a scalar corresponding to w, z, and r, respectively. Comparing Eq.








which is exactly the same as a rank-1 update of L22 with a vector lz [44].
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To derive the augmenting operation using a rank-1 downdate, one can set up similar
equations. This time, one wants to nd L
(t+1)







rank-1 downdate on L
(tshrinked)





































































11 L21 l̃w + l̃r l̃z L21L
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Now, for the augmenting operation, one needs to solve for l̃w, l̃z, l̃r, and L̃22. For l̃w,
a linear system of equations, w̃ = L11 l̃w can be used, which can be easily solved because
L11 is a lower triangular matrix. For l̃r, we only need to compute l̃r =
√
r̃ − l̃Tw l̃w, which is
guaranteed to exist, since Ks is positive semi-denite. l̃z can be obtained by simple algebraic







22 − l̃z l̃Tz , (122)
which is exactly the same as a rank-1 downdate of L′22 with l̃z. Whence completing the
presentation of the algorithm.
Proof of Theorem 3
Proof. The rst part of the theorem is an immediate corollary of Theorem 2.2 in [92] by
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redening the inner product in the theorem as
〈f, g〉HK = λ1〈f
(1), g(1)〉H(1)K





(1)(xui)− f (2)(xui))(g(1)(xui)− g(2)(xui)). (123)
To prove k is a valid kernel function, let us rst assume ξi is positive for all xui ∈ U . This
is perfectly valid because ξi ≥ 0 by the denition of ξi. Moreover we can drop xui such
that ξi = 0 from the co-regularization term. So Ξ
−1 exists. Now, let us express k(x, ·) as
k(x, ·) = h(1)(x, ·) + h(2)(x, ·), where h(1)(x, ·) ∈ span{k(1)(x, ·), and k(1)(xui , ·) for ∀i ∈ U}
and h(2)(x, ·) ∈ span{k(2)(x, ·), and k(2)(xui , ·) for ∀i ∈ U}. This is also possible because
k(x, ·) ∈ HK , and by the denition of HK , there exists some h1(x, ·) ∈ H(1)K and h2(x, ·) ∈
H(2)K such that k(x, ·) = h(1)(x, ·) + h(2)(x, ·). Now, to show k is a valid kernel function,
one only need to show the inner product 〈f, k(x, ·)〉HK is equal to f(x), say, 〈f, k(x, ·)〉HK =
f (1)(x)+f (2)(x) = f(x). To show this equality, let us consider h(1)(x, ·) and h(2)(x, ·) dened
by
h(1)(x, ·) = λ−11 {k
(1)(x, ·)− µdTx H̃k(1)(U, ·)} (124)
and
h(1)(x, ·) = λ−12 {k
(2)(x, ·) + µdTx H̃k(2)(U, ·)}, (125)
where k(1)(U, ·) and k(2)(U, ·) represent column vectors consisting of k(1)(xui , ·) and k(2)(xui , ·),
for i ∈ U , respectively, and dTx and H̃ are dened as in Theorem 3. It is clear that k(x, ·)
can still be expressed as k(x, ·) = h(1)(x, ·) + h(2)(x, ·). Furthermore, it can be shown that
[h(1)(x, U)− h(2)(x, U)]TΞ = dTx H̃, (126)
where h(1)(x, U) and h(2)(x, U) are also column vectors consisting of h(1)(x, xi) and h
(2)(x, xi),
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for i ∈ U , where Ξ is dened as in Theorem 3. Then,
〈f, k(x, ·)〉HK = λ1
〈





f (2), h(2)(x, ·)
〉
H(2)K
+µ[f (1)(U)− f (2)(U)]TΞ[h(1)(x, U)− h(2)(x, U)] (127)
= f (1)(x)− µdTx H̃f (1)(U) + f (2)(x) + µdTx H̃f (2)(U)
+µ[f (1)(U)− f (2)(U)]T H̃dx (128)
= f (1)(x) + f (2)(x) (129)
= f(x), (130)
where f (1)(U) and f (2)(U) are column vectors consisting of f (1)(xui) and f
(2)(xui), for i ∈ U .
This completes the proof.
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