The atomization process of turbulent liquid jets is as of this day not well understood. Detailed numerical simulations can help study the fundamental mechanisms in regions, where experimental access and analysis is difficult. However, simulating atomization accurately is a huge numerical challenge since time and length scales vary over several orders of magnitude, the phase interface is a material discontinuity, and surface tension forces are singular. The Refined Level Set Grid (RLSG) method is one numerical approach to simulate the primary breakup process of liquid jets and sheets in detail. With it, the liquid/gas phase interface is tracked by a level set method during the initial breakup phase. Although Weber numbers calculated with integral scales are typically large and thus would indicate that surface tension forces are not important, breakup always involves small scales where the local Weber numbers are small. Capillary forces are thus important during topology change events and must be accounted for in an accurate and stable manner. To this end, a balanced force algorithm together with an interface projected curvature evaluation method is employed ensuring minimal so-called spurious currents that could adversely effect the details of breakup events. Broken off, small scale nearly spherical drops are then transferred into a Lagrangian point particle description allowing for full two-way coupling and continued secondary atomization. This multi-scale approach allows for the efficient handling of the large number of liquid structures generated by atomization. We will present simulation results of the primary atomization of round turbulent liquid jets injected into stagnant high pressure air under Diesel engine conditions using the RLSG approach. The physical mechanisms resulting in the initial breakup of the jet will be discussed. Drop size distributions resulting from primary atomization will be presented and their dependence/independence on the employed numerical grid resolution will be discussed.
Introduction
The atomization of turbulent liquid jets is a highly complex process. Depending on the injector configuration, different atomization scenarios exist, among them atomization by fast moving coaxial or cross-flow gas streams, and high-speed liquid injection into stagnant dense air. Especially the latter case is of interest to reciprocal engine manufactures, since many modern engine concepts rely on the liquid fuel being directly injected into the cylinder. The atomization of high-speed liquid jets injected into stagnant dense air has thus been analyzed experimentally for quite some time. These studies focused mostly on global parameters, like liquid penetration, spray angle, and mean spray drop diameters. Nonetheless, no consensus has been reached on the dominant mechanism of the initial, primary breakup. Among the suggested mechanisms for liquid jets injected into stagnant air under Diesel engine conditions are Kelvin Helmholtz instabilities [1] , velocity profile relaxation and bursting events [2] , and velocity fluctuations in the liquid jet. Many interdependent phenomena may instigate velocity fluctuations in the flow within the nozzle. These fluctuations are significant and provoke a nonlinear instability of the exiting liquid jet. Experimental studies have shown that relevant phenomena within the nozzle include turbulence [3, 4, 5, 6 ] modulated by the nozzle geometry and by the collapse of cavitating bubbles [4, 7, 8, 9, 10] . Also, the unsteadiness of the injection velocity [11] and drop shedding [12] contribute essentially to the primary breakup process.
The major reason why no consensus on the dominant mechanisms for the primary breakup has been reached is that experimental observations of the liquid/gas interface dynamics during primary atomization is a challenging problem. For one, the atomizing jet is typically surrounded by a dense spray, making optical access difficult. Furthermore, length and time scales involved in the atomization process are usually several orders of magnitude smaller than the integral scales. Standard experimental techniques have thus not yielded sufficient direct evidence to distinguish clearly between the theorized breakup mechanisms. However, in recent years, the development of novel experimental techniques hold the promise of being able to observe the primary atomization process directly. Ultra-fast X-ray techniques [13] can penetrate the spray surrounding the liquid jet core and visualize the liquid/gas interface. However, both current exposure times of 0.47 µs and spatial resolutions of between 5 µm to 30 µm [13] appear to be too limited to observe the phase interface dynamics in detail. Ballistic imaging can also be used to visualize the liquid gas phase interface [14] . Here, exposure times of 1.8 ps are sufficient to avoid motion blur, but spatial resolution is limited to about 10 µm [14] .
Detailed numerical simulations offer an alternative to study the phase interface dynamics during primary atomization. Spatial and temporal resolution is limited only by the available computational resources, which have improved significantly over the past decades. With todays resources, spatial resolutions on the order of 1 µm and below and temporal resolutions of 2 ns and below are feasible using massively parallel computers. Yet, although detailed simulations solve the Navier-Stokes equations directly, it is incumbent on numerical simulations to demonstrate that spatial and temporal discretization errors are not unduly impacting the obtained results. It is this required grid independence of the numerical results that has yet to be demonstrated in numerical simulations of the primary atomization of high speed liquid jets [15, 16, 17, 18, 19] . Besides the enormous resolution requirement, detailed numerical simulations are challenging because one not only has to track the position of the liquid/gas interface and handle a large number of topology changes, but one also has to account for the fact that the phase interface is a discontinuity and the surface tension force represents a singular force [20] . Treating the surface tension force numerically in a stable and accurate manner is of crucial importance, since breakup by definition involves small scales where capillary forces are dominant.
Several different numerical approaches exist to track the location and motion of the phase interface, among them the marker method [21] , the Volume-of-Fluid (VoF) method [22] , and the level set method [23] . Here we will use a variant of the level set method, termed Refined Level Set Grid (RLSG) method [24, 25] . It handles all topology changes automatically, allows for easy grid convergence studies of the phase interface representation, and ensures good fluid volume conservation properties. Furthermore, the RLSG approach allows for a multi-scale approach to describing the phase interface during atomization: track the phase interface during primary atomization while utilizing a Lagrangian point particle description during secondary atomization. Such a multi-scale coupling approach is a prerequisite to handle the vast number of generated drops in an efficient manner and thus simulate the atomization process as a whole.
The outline of this paper is the following: after summarizing the governing equations, the numerical methods employed to solve them are briefly outlined. Then, we will present the algorithm to couple the level set tracked phase interface to the Lagrangian point particle description of small scale spray drops. Finally simulation results of the primary atomization of turbulent liquid jets injected into stagnant air under Diesel engine conditions will be presented and discussed.
Governing equations
The equations governing the motion of an unsteady, incompressible, immiscible, two-fluid system are the Navier-Stokes equations,
where u is the velocity, ρ the density, p the pressure, µ the dynamic viscosity, and T σ the surface tension force which is non-zero only at the location of the phase interface x f . Furthermore, the continuity equation results in a divergence-free constraint on the velocity field,
The phase interface location x f between the two fluids is described by a level set scalar G, with
at the interface, G(x, t) > 0 in fluid 1, and G(x, t) < 0 in fluid 2. Differentiating Eq. (3) with respect to time yields the level set equation,
Assuming ρ and µ are constant within each fluid, density and viscosity at any point x can be calculated from
where indices 1 and 2 denote values in fluid 1, respectively 2, and H is the Heaviside function. From Eq. (3) it follows that
with δ the Dirac delta function. Furthermore, the interface normal vector n and the interface curvature κ can be expressed in terms of the level set scalar as Using Eqs. (7) and (8), the surface tension force T σ can thus be expressed as
with σ the surface tension coefficient.
Numerical methods
In this section, we first briefly summarize the RLSG method used to track the phase interface during primary atomization. Then, the level set-based balanced force algorithm is reviewed that allows for the accurate and stable treatment of surface tension forces. Finally the coupling procedure of the RLSG tracked phase interface to the Lagrangian point particle method is described.
Refined Level Set Grid method
In the RLSG method, all level set-related equations are evaluated on a separate, equidistant Cartesian grid using a dual-narrow band methodology for efficiency. This so-called G-grid is overlaid onto the flow solver grid on which the Navier-Stokes equations are solved and can be independently refined, providing high resolution of the tracked phase interface geometry, see Fig. 1 . Details on the method, i.e. narrow band generation, level set transport and re-initialization, and curvature evaluation, as well as its performance in generic advection test cases can be found in [25] .
Balanced Force Algorithm
In the Navier-Stokes equation, the position of the phase interface influences two different terms. The first term is due to Eqs. (5) and (6) , since H(G) is a function of the position of the phase interface. For finite volume formulations, the volume fraction ψ cv of a control volume is defined as
with V cv the volume of the control volume cv. In the RLSG method, the above integral is evaluated using the high-resolution G-grid, see [24, 25] for a detailed description. Then both control volume density and viscosity are simply
The second term that is a function of the interface position is the surface tension force term, Eq. (9). Here it is critical for stability and accuracy, that the surface tension force can be balanced by the pressure gradient (jump) across the phase interface exactly on the discrete level. This is ensured by the balanced force approach [24, 25, 26] based on the Continuum Surface Force (CSF) model [27] . Then the surface tension force is,
with the phase interface curvature at the control volume face
and
The control volume curvature κ cv is calculated from the phase interface geometry on the high-resolution G-grid, using a second order accurate interface projected curvature calculation method [25] . A detailed description of the balanced force algorithm for the RLSG level set method and its performance in a range of test-cases involving capillary forces can be found in [24, 25] . In order to couple the level set equation to the Navier-Stokes equation, u in Eq. (4) is calculated from the flow solver velocity by tri-linear interpolation.
The flow solver solves the Navier-Stokes equations using a second order fully conservative scheme due to Morinishi et al. [28] on a staggered grid with a second order temporal integration due to Pierce [29] . Details concerning the flow solver can be found in Desjardins et al. [30] . The level set equations are solved using the fifth-order WENO scheme of Jiang and Peng [31] in conjunction with the third order TVD Runge-Kutta time discretization of Shu [32] . To achieve overall second-order accuracy in time, the level set equation is solved staggered in time with respect to the Navier-Stokes equations. geometry by tracking the phase interface associated with each of the resulting drops quickly becomes prohibitively expensive, such that a different numerical description has to be employed. An alternative approach is to introduce simplifying assumptions concerning the drop shape and treat all drops smaller than a cut-off length scale in a point particle, Lagrangian frame. One of the typical prerequisite of such standard spray models is that the drop size be smaller that the flow solver grid size. Since the RLSG approach can resolve and track sub-flow solver sized liquid structures, all transferred drops taken from the level set tracked representation and inserted into the Lagrangian spray model representation can fulfill this prerequisite. The details of the required broken-off drop identification and removal algorithm are presented in [33] . Drop transfer is initiated if a separated liquid structure has a liquid volume
Coupling to Lagrangian spray model
and its shape is nearly spherical,
with typically α = 2 and r max the maximum distance of the liquid structure's surface to it's center of mass. This second criterium ensures that small scale detached ligament structures that would fulfill the first criterium are not transfered and replaced by spherical drops, since these ligaments often continue to break up by capillary instabilities producing a range of small scale drops. Not prematurely transferring stretched out structures thus allows this breakup process to be simulated directly instead of relying on secondary atomization models for the Lagrangian description. Further details concerning the application of the Lagrangian spray model coupling procedure can be found in [34] . In the Lagrangian description, full two-way momentum coupling between the drop and continuous phase is used. However, since in this study we are interested in drop size distributions from primary 
Results

Operating conditions and computational domain
Simulations have been performed of the primary atomization of a turbulent liquid jet injected into stagnant dense air under Diesel engine conditions. Figure 2 shows the cylindrical computational domain. It extends 20D downstream of the injector exit and 4D in the radial direction, where D is the injector diameter. Also included in the computational domain is a part of the injector pipe of length D upstream of the injector exit.
No-slip boundary conditions are used on all boundary faces, except for a convective outflow at the right boundary and an inflow boundary condition at the injector pipe inlet. To accurately take the turbulence of the liquid jet into account, DNS of single phase periodic pipe flows have been performed using the injector flow Reynolds number. Results of these DNS are stored in a database and then used as inflow boundary conditions for the actual atomization simulations. For the level set equation, Neumann conditions are used on all boundaries, except at the tip of the injector exit, where the level set is anchored using Dirichlet boundary conditions. Table 1 summarizes the operating conditions used in the simulations and Table 2 It is important to point out that in a level set approach, topology changes occur automatically as soon as two phase interface segments enter into the same grid cell. This implies that level set methods, and for that matter Volume of Fluid methods, have an inherent breakup length scale that is equal to the grid resolution on which the level set scalar is solved. Because in the RLSG approach employed here one can independently refine the G-grid, one can study the impact of this breakup length scale on the resulting drop size distributions independent of the flow solver grid resolution (cases c21, c22, and c23).
As initial conditions, a liquid cylinder of length L = D/2 capped by a half-sphere of diameter D protrudes a total of length of D beyond the injector exit plane into the main computational domain. All velocities inside the liquid (the injector pipe section and the sphere capped liquid cylinder) are set to (100, 0, 0) T m/s, whereas all velocities inside the gas phase are set to zero. The Re=5000 turbulent pipe flow database is used as inflow boundary conditions at the injector pipe section and thus requires some time to propagate to the injector exit plane. Figure 3 shows the liquid/gas phase interface and generated liquid drops at t = 1 µs after start of the simulation for cases c21, c22, and c23, i.e. for a constant flow solver grid size of ∆x = 1 µm and different level-set grid sizes of ∆x G = 1.56 µm, 0.78 µm, and 0.39 µm. While all three simulations yield similar results in terms of penetration and surface wave structure, agreement is best for the two finer G-grids. At this early stage, breakup essentially occurs in a fully laminar environment. The pipe flow turbulence injected at the injector pipe entry has not yet had time to reach the injector exit plane and thereby influence the phase interface geometry. This is clearly evident by the extremely smooth surface near the injector exit. As such, the breakup observed here is not representative of the atomization of the liquid jet at later stages and is solely due to the chosen initial conditions. Yet interesting breakup phenomena can be observed. Waves are quickly generated on the cylindrical cap region of the jet that get stretched out into radial sheets, see Fig. 4 for a detailed view. The radial sheets form rings at their outside edges (Fig. 4 upper right) , before the inner part of the sheet ruptures leaving the ring (Fig. 4 lower left) experiencing capillary instabilities that then break the ring into individual drops (Fig. 4 lower right) . This breakup is reminiscent of the drop generation process used in 2D axisymmetric simulations once ligaments, i.e. rings, have detached from the main surface [35, 36] , but is not characteristic of the breakup at later stages.
Simulation results
At t = 4 µs, the turbulent pipe flow has reached the liquid jet surface. Near the injector exit, the streaky structures present in turbulent pipe flow boundary layers are the first to interact with the liquid surface generating streaky disturbances on the jet surface near the injector exit, see Fig. 5 . Increasing G-grid resolution does not impact these structures, thus even on the coarsest grid they are well captured. Breakup at the tip of the jet is however dependent on the G-grid resolution, since increasing the G-grid resolution effectively decreases the automatic breakup length scale. This leads to a noticeable different phase interface geometry at the tip and larger drops in the coarsest G-grid case, whereas the medium and fine G-grid cases exhibit many similarities. All three G-grid resolutions show a peculiar knob protruding out at the center of the jet. Interestingly such a structure was recently observed experimentally by Wang et al. [13] using X-rays.
At t = 10 µs, shown in Fig. 6 , significant amounts of drops have been generated. The coarsest G-grid shows noticeable fewer, yet larger drops than t = 1.10 µs t = 1.20 µs t = 1.25 µs t = 1.35 µs the two finer G-grids. Note that since no secondary atomization model is active, these larger drops are prevented from atomizing which otherwise might have produced significantly more smaller drops at this point in time. A similar trend is visible comparing the medium to the fine G-grid results. The finest grid appears to produce smaller drops directly from primary atomization that are not spreading as much in the radial direction as in the medium grid case. Again this might be due to the fact that the slightly larger drops produced by primary atomization on the medium G-grid are not allowed to atomize further, thereby retaining their larger Stokes numbers allowing them to penetrate further in the radial direction. A yet to be performed detailed analysis of drop Weber numbers and velocity statistics at the moment of drop creation and throughout their life time with the data available from the simulations will help substantiate this conjecture. In Fig. 7 all drops have been removed in order to gain a clear view of the phase interface geometry. The near injector region of all three liquid jets is very similar, whereas the tip region and the middle part of the jets show clear differences. It can be seen that the finer the G-grid, the more fine scale structures are resolved on the liquid jet surface, indicating that at least in the medium G-grid case, the grid resolution is insufficient. Note however, that while the small scale surface geometry does not agree, it is possible to discern similarity of larger scale structures of the phase interface geometry. A quantitative analysis of this similarity remains to be done in the future by applying appropriate spatial filters to the solution that are consistent with the symmetries of the level set equation [37] . Such filtering is also necessary to be able to compare the obtained numerical results to experimental observations by ballistic imaging [14] or X-rays [13] , since these experimental observations are limited to spatial resolutions more than one order of magnitude coarser than the available numerical grid resolutions. At t = 15 µs, shown in Figures 8 and 9 , the observations discussed above for t = 10 µs hold. A large range of scales appear to be present on the liquid jet surface ranging from small scale ligaments protruding out of the liquid jet's surface to small irregular sheets being deformed through interaction with the surrounding gas. Detailed statistical analysis of these features remain to be performed in the future. Interestingly enough, at times it appears that ligaments are pointing the wrong way, i.e. in the jet forward direction. These are however simply remnants of liquid structures downstream that have already atomized.
At t = 20 µs and t = 25 µs, results for only the coarse and medium, respective medium G-grid are shown, since the fine G-grid simulation has not reached these times, yet, see Figs. 10 and 11. It appears that near the end of the computational domain, i.e at around x/D = 19 gas can penetrate to the centre axis, marking thereby the end of the liquid core. Large scale (volume) liquid structures are separated from the liquid core that would continue to break up into smaller drops, were the simulation domain longer. Also note what appears to be a sinusoidal displacement of the liquid jet's center axis at larger x/D just prior to gas reaching the center axis. This feature is more evident in the coarser G-grid results and only detailed analysis of the jet geometry yet to be performed could yield a quantitative measure of this apparent phenomena.
Analyzing qualitatively the locations where drops are produced, it appears that a significant fraction is produced at or near the leading tip. This is not surprising, since there, the liquid jet should experience a large aerodynamic forces due to large velocity differences between liquid and the essentially stagnant gas. Nonetheless, significant amounts of liquid drops are also generated at the jet's surface, so much, that near the end of the computational domain, the jet appears to disintegrate into large scale, highly irregularly shaped liquid blobs. Figure 12 quantifies this observation. Shown is the rate of drop mass generationṁ D by primary atomization normalized by the total injected liquid mass flow rateṁ in versus time for the medium (c22) and the fine (c23) G-grid resolution. After the initial 1 µs where no drops are generated, the tip of the liquid jet experiences some initial breakup shown in Fig. 4 resulting in the first increase inṁ D . Up until t ≈ 4 µs, drops are mostly generated in a laminar environment, hence the drop mass generation rate is relatively low. After that turbulence sufficiently corrugates the jet surface causing, or at the least initiating increased breakup. The subsequent almost linear increase inṁ D is due to the increase of available surface area for atomization due to the jet penetrating into the domain. The subsequent drop inṁ D is caused by the leading tip region of the jet starting to leave the computational domain, indicating that substantial amounts of drops are generated there. At t ≈ 22 µs, the tip has completely left the computational domain andṁ D is solely cause by atomization of the remaining jet at its surface. Note that the tip region of the jet leaving the domain caused a drop in drop mass generation rate of about 25%. Furthermore, note that after the leading tip leaves the computational domain, approximately 8% of the injected liquid mass is atomized into small Drop size distributions from primary atomization A key metric for verification of simulations of primary atomization is whether the resulting drop size distributions are grid independent. This is extremely challenging since breakup by its very nature involves length scales that approach zero at the moment of topology change and thus can never be fully resolved numerically. Some artificial breakup length scale thus has to be introduced, which can be explicitly enforced in some numerical approaches like explicit surface tracking by marker particles or surface grids, but is typically implicitly enforced by implicit tracking methods like Volume of Fluid or level set methods via the employed local grid size. The RLSG method used in this paper falls into the latter category, yet provides some control by allowing to refine the G-grid and hence the breakup length scale independent of the flow solver grid. One can thus study the impact of finite flow solver grid resolution and breakup length scale independently from each other.
To this end, Figure 13 shows the drop size pdf resulting from primary atomization for a constant breakup length scale of ∆x G = 1.56 µm and flow solver grid resolutions of ∆x = 2 µm (case c11) and ∆x = 1 µm (case c22). The distribution was determined using 20 bins each. Excellent agreement between both distributions is achieved, indicating that for the chosen breakup length scale, grid independency of the flow solver grid can be achieved. Again data was binned using 20 bins each. To compare the different distributions scaling was introduced using data from a single bin. The distributions were determined using a total of 890 drops in case c21, about 85,000 drops in case c22, and roughly 186,000 drops in case c23. The three distributions collapse well for larger scale drops, however they show significant differences for smaller scale drops. Each of the three figures also shows the distribution resulting from a log normal number frequency distribution fitted to the finest G-grid result, case c23. Agreement between the individual cases and this log normal distribution is very good for larger drop sizes, however, at a certain drop size, the results of each of the simulations starts to deviate significantly. The interpretation of this result is as follows. Due to the inherent breakup length scale ∆x G of the RLSG approach, it can be expected that drops of that order of magnitude and smaller are influenced by the chosen breakup length scale. However, for drops much larger than ∆x G , the relative error incurred by the finite breakup length scale should be small. Thus one can expect grid independency of the drop Figure 14 gives an indication on how much larger these drops have to be, i.e. how many G-grid points per drop diameter are required for grid independency. Each of the individual number frequency distribution show a clear departure from the log normal fit for drops smaller than a certain size. This departure is indicated by open symbols. Upon Ggrid refinement by a factor 2, this departure point reduces by roughly a factor 2 as well. Using this departure point as a guide, an atomized drop resolution of roughly 6 G-grid points is required in the tracked formulation to ensure grid independence of the drop size distribution. This would indicate that in order to capture the maximum of the number frequency distribution, an additional G-grid refinement by a factor of 4 is required, whereas the maxima of area and volume frequency distribution are close to being resolved by the c23 case.
Using the log normal fitted distribution, the Sauter mean diameter of the atomized drop is estimated to be D 23 = 2.14 µm. This value appears to be small compared to measurements reported by Labs and Parker [38] . . Impact of G-grid refinement with constant flow solver resolution: c21 (triangles), c22 (circles), and c23 (squares). Filled symbols denote regions of grid convergence whereas open symbols denote regions of non-grid convergence. The line denotes a log normal distribution fit to the c23 data.
continue to atomize and could produce the observed larger SMD.
Summary
The Refined Level Set Grid method has been applied to the detailed simulation of the primary atomization of turbulent liquid jets under Diesel engine conditions. Although computational resources have increased manifold over the past decades, these simulations still remain extremely challenging due to the range of involved time and length scales. The reported results indicate that although the crucial verification metric of grid independence of the drop size number frequency has not yet been fully achieved, grid independence of larger scale drops, resolved by about 6 G-grid points, can be obtained.
During atomization, the phase interface exhibits a highly complex, three dimensional surface with a large range of different scales. Turbulence appears to be the driving mechanism or at least initiator of atomization within the first 20 diameters downstream of the injector. Detailed analysis of the large amount of data generated by the detailed simulations (10 GB of data every 50 ns) remains to be done in the future, in order to answer a range of different questions concerning primary atomization.
