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Resumen: En este artíulo desribimos un onjunto de ténias para la extensión
y orreión de léxios de amplia obertura. Se basan en la deteión de entradas
erróneas y la generaión automátia de hipótesis de orreión mediante el uso del
ontexto sintátio. Exponemos los resultados alanzados sobre un léxio franés y
planteamos su apliaión en el desarrollo de un léxio español.
Palabras lave: Adquisiión de reursos lingüístios, análisis sintátio, léxios
morfo-sintátios, análisis de errores
Abstrat: This paper desribes a set of tehniques for the extension and orretion
of wide-overage lexions based on detetion of erroneous entries and automati
generation of orretion hypotheses using the syntatial ontext. We report the
results ahieved on a Frenh lexion and we onsider the appliation of our tehniques
on a Spanish lexion.
Keywords: Linguisti resoure aquisition, parsing, morpho-syntati lexions,
error-minning
1. Introduión
El inremento de la obertura y la
preisión de los analizadores sintátios no
entrenados depende fundamentalmente de
la mejora de los léxios y gramátias que
utilizan.
La onstruión manual de reursos
lingüístios de amplia obertura es un trabajo
laborioso, omplejo y ausante de errores,
que requiere la intervenión de personal
experto. Con el objetivo de minimizar la
intervenión humana, simpliar el proeso
y aumentar la alidad de los resultados,
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es posible usar herramientas automátias
o semi-automátias. En el presente trabajo
presentamos un onjunto de herramientas
que permiten detetar defetos en léxios
morfo-sintátios y proponer orreiones a
los mismos. Todo ello tomando texto plano
omo entrada del proeso.
La extensión y orreión de un léxio
puede dividirse en dos fases: Primero
identiar entradas erróneas o inompletas
en el léxio, y segundo proponer orreiones
para dihas entradas.
Afrontamos el primer paso usando dos
ténias que permiten desubrir formas
sospehosas, es deir, aquellas que pareen
ausar errores de análisis sintátio en un
onjunto de frases.
La soluión al segundo paso se basa en el
siguiente prinipio: podemos enontrar patro-
nes de uso para una forma sospehosa estu-
diando varias frases que no han podido ser
analizadas y viendo que informaión hubie-
ra neesitado la gramátia para poder rea-
lizar análisis ompletos. Estos esquemas pue-
den entones ser planteados omo hipótesis de
orreión. En ierto modo, podríamos deir
que sabemos que el problema se debe al léxi-
o, y le pedimos a la gramátia que exprese
qué informaión hubiese aeptado para una
forma sospehosa.
El onjunto de ténias presentado es
omplemente independiente del lenguaje y de
la plataforma. Puede ser apliado a ualquier
a ualquier analizador sintátio. La únia
ondiión es garantizar que el texto usado
omo entrada es lexial y gramatialmente
orreto. Esto asegura que el rehazo de una
frase se debe solamente a errores en algun
omponente (tipiamente el lexio y/o la
grammatia).
Este artíulo está organizado de la siguien-
te manera. Primero introduiremos los on-
eptos teórios en los que se basan nues-
tras ténias (Se. 2). Después detallaremos
en Se. 3 y Se. 4 las ténias usadas pa-
ra detetar informaiones erróneas en el léxi-
o. A ontinuaión expliaremos omo gene-
rar (Se. 5) y ordenar hipótesis de orreión
(Se. 6). En Se. 7 omentaremos las diferen-
ias y similitudes on trabajos previos. Des-
pués, presentaremos los resultados alanza-
dos (Se. 8). Finalmente, hablaremos de tra-
bajo futuro (Se. 9), justo antes de onluir
(Se. 10).
2. Coneptos teórios
Las formas de una lengua suelen desribir-
se en un léxio mediante una o más entradas
que inluyen varios tipos de informaión: la
ategoría gramatial, informaión morfológi-
a, informaión sintátia (maros de suba-
tegorizaión) y informaión semántia.
Una forma onreta provoará un error de
análisis sintátio si su desripión en el léxio
ondue a un onito on la gramátia. Es
deir, uando la gramátia y el léxio no
oiniden en el patrón de uso de una forma.
Por razones prátias difereniaremos en-
tre onitos relaionados on ategorías gra-
matiales, que llamaremos defetos de a-
tegorizaión, y onitos relaionados on
maros de subategorizaión, que llamaremos
onitos de rasgos.
Los defetos de ategorizaión haen refe-
renia al heho de que una forma onreta no
tenga todas sus posibles ategorías gramati-
ales representadas en las entradas del léxi-
o. Por ejemplo, la forma "ha"podría apa-
reer omo verbo (har) y no omo sustanti-
vo. Este tipo de errores suele estar asoiada a
la homonimia. Se trata de lemas que pueden
desempeñar varias ategorías gramatiales y
alguna de las menos habituales ha sido olvi-
dada.
Los onitos de rasgos reejan inoheren-
ias en la desripión del maro de subate-
gorizaión de alguna entrada del léxio. Re-
sultan de la diultad de desribir exahusti-
vamente el omportamiento sintátio de una
forma. Si el uso más omún es también el más
restritivo, ondue a la sobre espeiaión,
es deir, el maro sintátio no permite todas
las funiones que esa forma puede desempe-
ñar en la prátia.
Tomemos una forma sospehosa ualquie-
ra asoiada a un onjunto de frases no anali-
zables, donde diha forma es la prinipal sos-
pehosa de ausar el fallo de análisis. La gene-
raión de orreiones léxias para esta forma
requiere obtener datos de la gramátia para
ada una de las frases asoiadas. Es deir, ob-
tener análisis de frases no analizables. Busa-
mos el onjunto de análisis sintátios que la
gramátia hubiese generado para esas frases
on un léxio arente de errores.
Conseguiremos este objetivo eliminando
las restriiones sintátias de la forma sospe-
hosa, es deir, inrementando el onjunto de
posibles ategorías gramatiales (esto es, aña-
diendo, de forma virtual, nuevas entradas al
léxio) y/o relajaremos las restriiones sin-
tátias de una entrada del léxio. Aunque a
vees la forma sospehosa no es la únia ra-
zón de todos los errores de análisis, este pro-
eso habitualmente inrementa el porentaje
de análisis ompletados.
La supresión de restriiones puede verse
de la siguiente forma: durante el proeso de
análisis sintátio, ada vez que se aede a la
informaión lexial de una forma sospehosa,
el léxio es ignorado y todas las restriiones
sintátias se onsideran umplidas. De este
modo, la forma se onvierte en lo que la
gramátia quiera que sea, es deir, enaja on
ualquier patrón morfológio y sintátio que
la gramátia neesitase para haer un análisis
ompleto. Estos patrones son los datos que
usaremos para generar las orreiones.
Suprimimos las restriiones de las formas
sospehosas sustituyéndolas en las frases
por una forma espeial que llamaremos
omodín.
3. Deteión de defetos de
ategorizaión
Con el objetivo de desubrir defetos de
ategorizaión en el léxio, hemos desarrolla-
do una ténia que se basa en el uso de un
etiquetador estoástio (Graña, Chappelier, y
Vilares, 2001; Molinero et al., 2007). La idea
es intentar adivinar nuevas ategorías grama-
tiales para las formas del orpus de entrada
usando un etiquetador ongurado de forma
espeial. Este etiquetador onsiderará omo
desonoidas todas aquellas palabras que per-
teneen a las ategorías abiertas
1
. Como on-
seuenia el etiquetador propondrá etiquetas
andidatas para ada una de estas palabras
y las más probables de ser orretas son es-
ogidas por el propio proeso de etiquetaión
estoástia. De este modo, nuevas ategorías
gramatiales surgen para algunas formas del
orpus de entrada.
Para obtener este etiquetador hemos
usando dos orpus de entrenamiento. El
primero es un orpus de oraiones (330K
palabras) etiquetado manualmente y extraido
del Treebank de la Universidad de París
7 (Abeillé, 2003). El segundo está ompuesto
por una lista de formas perteneientes a
las lases erradas
2
. El etiquetador fue
modiado para onsiderar omo onoidas
las formas perteneientes al segundo orpus.
El resto son onsideradas desonoidas.
Hemos pasado el orpus de entrada al eti-
quetador y extraido los pares forma/etiqueta.
Aquellos pares que no existían en el léxio fue-
ron propuestos omo andidatos de defetos
de ategorizaión. La apariión de falsos po-
sitivos ha sido atenuada ordenando los andi-
datos según la siguiente medida:
(nwt/nw) ∗ log(nwt),
Donde nwt es el número de apariiones de la
forma w etiquetada omo t y nw es número
total de apariiones de la forma w.
4. Deteión de onitos de
rasgos
La ténia desrita aquí amplía las ideas
desritas en Sagot y Villemonte de La
1
Adjetivos, sustantivos, adverbios, verbos y
nombres propios.
2
Preposiiones, determinantes, pronombres y
signos de puntuaión.
Clergerie (2006), donde los autores detetan
formas sospehosas mediante el análisis
estadístio de los resultados de un analizador
sintátio. Esta ténia permite obtener una
lista de formas, ada una on un oeiente de
sospeha y un onjunto de frases asoiadas en
las que diha forma es la prinipal sospehosa
de ser la ausante del fallo de análisis.
Dado que no hay un modo automátio
e inequívoo para deidir si un fallo de
análisis se debe a un error en el léxio
o en otro omponente del analizador,
la ténia de análisis de errores (error
mining) para detetar formas sospehosas
se basa en la siguiente idea: estudiando los
resultados del análisis sintátio de un orpus
suientemente amplio de frases orretas,
uanto menos aparee una forma en frases
analizables y más lo hae en frases no
analizables, más probable es que las entradas
lexiales de esa forma sean inorretas;
sobre todo si diha forma aparee en frases
no analizables junto on otras formas que
apareen en frases analizables.
La prinipal desventaja es que los resulta-
dos dependen en gran medida de la alidad de
la gramátia usada. De heho, si una forma
onreta está asoiada on iertas onstru-
iones sintátias no manejadas por la gramá-
tia, esta forma apareerá en frases no ana-
lizables y será onsiderada, inorretamente,
omo sospehosa. Se puede limitar este inon-
veniente apliando dos mejoras:
Usar varios analizadores, omo se desri-
be en Sagot y Villemonte de La Clergerie
(2006), basados en diferentes gramátias
y ombinar sus resultados para evitar los
errores sistemátios de ada una de ellas.
Busar patrones sintátios no ubiertos
en la gramátia y ltrar las frases no ana-
lizables donde apareen. Para haer esto,
se puede reduir ada frase de la entrada
a una seuenia de ategorías gramatia-
les mediante un etiquetador, y luego en-
trenar un lasiador de máxima entro-
pía (Daumé III, 2004) usando los posi-
bles trigramas. Este lasiador permite
identiar ada frase, a priori, omo ana-
lizable o no analizable. Aunque el resul-
tado no sea perfeto (el etiquetador o el
lasiador pueden equivoarse), este l-
trado permite inrementar notablemente
la alidad de los sospehosos que se ob-
tienen mediante el análisis de errores.
5. Generaión de orreiones
Una vez que las formas sospehosas han
sido detetadas y ordenadas, el siguiente paso
es sugerir automátiamente orreiones. La
manera más simple de generar hipótesis
de orreión sería usar omodines que no
ontengan ningún tipo de restriión. Así se
evitarían todo tipo de onitos y aumentaría
notablemente la obertura del analizador.
Sin embargo, omo se explia en Fouvry
(2003), esto genera una ambigüedad innee-
saria y ondue a una explosión del número
de análisis posibles o inluso a ningún análisis
por falta de memoria o de tiempo. De modo
metafório, omo hemos diho antes, busa-
mos que la gramátia nos proporione la in-
formaión léxial que hubiera aeptado para
las formas sospehosas. Introduiendo omo-
dines sin restriiones, la gramátia generaría
tanta informaión que no sabríamos uál to-
mar omo orreta, o inluso podría ser que
tenga tantas osas que deir que no pueda ex-
presar ninguna.
Por lo tanto renamos los omodines in-
troduiendo datos para restringir su uso y dis-
minuir la ambiguidad. Por razones prátias,
usamos omodines on una ategoría grama-
tial denida.
Para obtener hipótesis sobre defetos de
ategorizaión neesitamos que el analizador
explore reglas gramatiales distintas a las vi-
sitadas uando el análisis falló. Por lo tanto,
para ada forma sospehosa generamos omo-
dines on ategorías gramatiales diferentes a
las presentes en el léxio.
Para obtener hipótesis sobre onitos
de rasgos, neesitamos que el analizador
explore de nuevo las mismas reglas de
la gramátia pero sin detenerse por fallos
de uniaión de los rasgos. Por lo tanto
generamos omodines on la misma ategoría
gramatial que aquellos ya presentes en el
léxio.
Los análisis obtenidos tras la introduión
de los omodines son proporionados a un
módulo de onversión, desarrollado para ada
analizador, que extrae la entrada lexial
instaniada de ada omodín en el formato
del léxio. Esta forma de proeder tiene tres
ventajas:
No se neesita omprender el formato de
salida del analizador para estudiar las
orreiones;
Las orreiones propuestas están om-
puestas exlusivamente de datos relati-
vos al léxio;
Se pueden ombinar los resultados pro-
duidos por varios analizadores, lo ual
es una soluión eiente para solven-
tar algunas limitaiones del proeso (Ver
Se. 6).
6. Ordenaión de las hipótesis
Los lenguajes naturales son ambiguos, y
por tanto lo son las gramátias que los mo-
delan. Por ejemplo, en algunas lenguas ro-
manes, un adjetivo puede ser usado omo
sustantivo y un sustantivo omo adjetivo. En
onseuenia, un omodín on una ategoría
gramatial inorreta puede onduir a análi-
sis ompletos y ofreer orreiones inorre-
tas. Para paliar este problema lasiamos
primero las hipótesis de orreión de auer-
do a sus orrespondientes omodines atego-
rizados. Estudiando el porentaje de análisis
ompletos produidos por ada tipo de omo-
dín y las frases que son analizables graias a
ellos, resulta simple para un humano identi-
ar el omodín válido.
Cuando se usa un solo analizador ordenar
las orreiones es una tarea simple, pero
los resultados dependen ompletamente de
la alidad de la gramátia. Utilizar las
hipótesis de orreión provenientes de
varios analizadores alivia este problema,
pero requiere ténias de ordenaión más
sostiadas.
6.1. Ordenaión simple on un
solo analizador
Las hipótesis de orreión obtenidas des-
pués de introduir un omodín son general-
mente irrelevantes, es deir, muhas de ellas
son orreiones parásitas que provienen de la
ambigüedad introduida por el omodín. Sin
embargo, entre todas las orreiones, algu-
nas son válidas, o al menos útiles para desu-
brir las verdaderas. En el ámbito de una sola
frase, no hay un modo able de determinar
uáles son parásitas y uáles válidas. Pero si
onsideramos simultaneamente muhas frases
que inluyen la misma forma sospehosa en
diferentes onstruiones sintátias reono-
idas por diferentes reglas gramatiales, po-
dremos observar una gran dispersión de las
hipótesis parásitas. Al ontrario, las orre-
iones orretas que representan el verdadero
sentido de la palabra según la gramátia, apa-
reerán de forma reurrente. Por tanto, orde-
naremos las hipótesis de orreión en funión
del número de frases que la produen.
6.2. Ordenaión avanzada on
varios analizadores
Usar más de un analizador no sólo
mejora la deteión de formas sospehosas
sino que también permite ombinar hipótesis
de orreión para reduir al máximo la
inuenia de ada gramátia. Cuando alguna
forma está relaionada on una onstruión
sintátia que no está orretamente ubierta
por una gramátia, esta forma aparee
en frases no analizables y por tanto será
sospehosa. Reemplazarla por omodines solo
onduirá a orreiones inorretas porque el
problema no se enuentra en el léxio.
Por tanto, usar varios analizadores per-
mite obtener varios onjuntos de frases no
analizables y varios onjuntos de hipótesis de
orreión. Las hipótesis pueden desartarse
(o onsiderarse menos relevantes) según tres
prinipios:
Si una forma sospehosa realmente se
orresponde on un error en el léxio,
ninguna frase que la ontenga desempe-
ñando la funión sintátia asoiada al
error podrá ser analizada. Las hipótesis
produidas por frases que son analizables
por al menos uno de los analizadores pue-
den ser desartadas, ya que generalmente
el error no proviene del léxio sino de las
gramátias.
Por la misma razón, las hipótesis de
orreión produidas a partir de frases
en las que sólo un analizador ha
identiado la forma omo sospehosa
deben ser también eliminadas.
Finalmente, las hipótesis de orreión
propuestas sólo por uno de los analizado-
res (o propuestas muhas más vees por
uno de los analizadores que por los otros)
pueden ser simplemente onseuenia de
la ambigüedad de la gramátia. Al n y
al abo, las gramátias desriben el mis-
mo lenguaje, por lo que deberían de ofre-
er resultados omunes en el uso de una
forma.
Entones, usamos el siguiente esquema de
ordenaión: dada una forma sospehosa, solo
guardamos las hipótesis de orreión que
son obtenidas de onjuntos de frases que
eran originalmente no analizables, pero que
pasan a serlo por todos los analizadores
on la introduión de un mismo omodín.
A ontinuaión, ordenamos las hipótesis de
ada uno de los analizadores por separado y
nalmente ombinamos los resultados.
7. Trabajos relaionados
Una vez expuestas nuestras ténias,
disutimos las similitudes y diferenias entre
nuestras investigaiones y las ya publiadas.
La adquisiión/extensión/orreión de
léxios ha sido un tema de investigaión
muy ativo durante los últimos años. Sobre
todo desde que formalismos lexiales y
gramatiales adeuados para representar
onoimiento lingüístio profundo han sido
desarrollados.
La idea de inspirarse en el ontexto sintá-
tio para adquirir datos lexiales omenzó en
1990 (Erbah, 1990). La ténia de identi-
aión de formas sospehosas desrita en van
Noord (2004), se ombinó on esta idea a par-
tir de 2006 (van de Cruys, 2006; Yi y Kordoni,
2006). Salvo en Niolas, Farré, y Villemon-
te de La Clergerie (2007), no se ha usado la
mejora desrita en Sagot y Villemonte de La
Clergerie (2006). Hasta el momento tampoo
se ha intentado ltrar las frases de la entrada
(Se. 4) para mejorar la identiaión.
La generaión de omodines empezó a
anarse a partir del año 1998 (Barg y
Walther, 1998). Desde entones se suelen
onstruir omodines pariales para las lases
abiertas. En Yi y Kordoni (2006) se utiliza
una elegante ténia de lasiaión por
entropía para elegir los omodines más
adeuados antes de introduirlos.
La forma de lasiar las hipótesis suele
ser mediante el uso de una herramienta
entrenada (van de Cruys, 2006; Yi y Kordoni,
2006), omo un lasiador de entropía,
pero nuna se ha intentado evaluar las
hipótesis sobre varias frases para disriminar
las parásitas.
En denitiva, no se obtuvo ningún
resultado onreto en la orreión de léxios
hasta el año 2005. van de Cruys (2006) y
sobre todo Yi y Kordoni (2006) exponen
resultados aeptables basándose en frases
extraidas de un Treebank van de Cruys (2006)
separa los resultados según la ategoría
sintátia y se puede observar laramente,
espeialmente en lemas omplejos omo
los verbos, la imposibilidad de apliar
este tipo de ténias de forma automátia
sin perjudiar la alidad del léxio. Salvo
Niolas, Farré, y Villemonte de La Clergerie
(2007), ningún trabajo expone de forma
explíita la dependenia haia la alidad
de las gramátias usadas, que representa el
umbral de esta orriente y explia por qué
proedemos de forma semi-automátia y no
automátia.
8. Resultados
A ontinuaión, presentamos los resulta-
dos alanzados al apliar las ténias desritas
en este artíulo al léxio franés Lef
3
. Des-
ribiremos primero el ontexto prátio y me-
diremos la efetividad del proeso de orre-
ión.
8.1. Contexto prátio
El léxio Lef es un léxio morfo-sintátio
de amplia obertura que ha sido parialmente
onstruido usando ténias de adquisiión
automátia (Sagot et al., 2006). En el
momento de esribir el presente artíulo,
ontiene mas de 520.000 formas.
Hemos usado dos analizadores basados en
sendas gramátias:
FRMG (Frenh Meta-Grammar) es
una meta-gramátia (Thomasset y Vi-
llemonte de La Clergerie, 2005) que
ompilamos en un analizador híbrido
TAG/TIG.
SxLFG-Fr (Boullier y Sagot, 2005;
Boullier y Sagot, 2006) es una gramátia
LFG profunda no-probabilístia.
El orpus de entrada usado proviene de
un periódio de notiias polítias Le monde
diplomatique y está formado por más de
280.000 frases de menos de 25 palabras. En
total, onsta de 4,3 millones de palabras.
8.2. Eienia de las orreiones
Existen varias formas de medir la alidad
de un onjunto de orreiones. En nuestro
aso, hemos esogido medir la eienia del
proeso estudiando el aumento del porentaje
de frases analizables alanzado durante
nuestros experimentos. En ualquier aso,
debemos tener presente que las orreiones
son validadas y añadidas manualmente, por
3
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Figura 1: Número de frases analizadas
después de ada sesión de orreión.
Sesión 1 2 3 total
n 30 99 1 130
adj 66 694 27 787
verb 1183 0 385 1568
adv 1 7 0 8
total 1280 800 413 2493
Cuadro 1: Formas atualizadas en el léxio en
ada sesión de orreión
tanto el notable inremento experimentado
en la obertura del analizador se debe
globalmente a la mejora del léxio.
La Figura 1 muestra esta ganania
omo el número de frases analizables on
ada analizador después de ada sesión de
orreión.
El uadro 1 muestra el número de formas
atualizadas en el léxio en ada sesión.
Todas las sesiones de orreión han
sido realizadas usando las ténias de
deteión de errores y generaión de hipótesis
exepto la segunda sesión. En ella solo
ha sido apliada la ténia de deteión
de defetos de ategorizaión, que todavía
no ha sido onetada on el módulo de
generaión automátia de hipótesis por falta
de tiempo. En ualquier aso, la lista
de formas sospehosas produida por esta
ténia era suientemente simple omo para
ser revisada sin la ayuda del módulo de
generaión de hipótesis.
Como temíamos, los resultados alanzados
han sido rápidamente limitados por la alidad
de las gramátias y del orpus. De heho,
el léxio y las gramátias usados han
sido desarrollados onjuntamente durante los
últimos años usando el mismo orpus omo
ampo de pruebas. Esto hae que la ténia
de deteión de errores dé lugar a orreiones
irrelevantes después de unas poas sesiones.
Además, la ténia de deteión de defetos
de ategorizaión sólo puede ser usada una
sola vez para ada orpus de entrada. Para
realizar nuevas sesiones es neesario mejorar
o ambiar las gramátias usadas u obtener
nuevos orpora de entrada.
Aun así, en este experimento hemos orre-
gido 254 lemas orrespondientes a 2493 for-
mas. El porentaje de frases analizables
ha aumentado un 3,41% (5141 frases) pa-
ra FRMG y un 1,73% (2677 frases) para
SXLFG. Cabe destaar que graias a la e-
ienia de las ténias de deteión de errores
y generaión de hipótesis aquí presentadas,
estos resultados fueron alanzados on tan so-
lo unas poas horas de trabajo humano.
9. Trabajo futuro
Nuestros esfuerzos se foalizarán en dos
tareas.
9.1. Apliaión al español
La Universitat Pompeu Fabra
4
ha sido
pionera en el desarrollo de un léxio morfo-
sintátio de amplia obertura para el
español: SRG (Spanish Resoure Grammar)
(Marimon, Seghezzi, y Bel, 2006), que a día
de hoy es el más extenso y desarrollado. En Yi
y Kordoni (2006), los autores apuntan a los
fallos del léxio omo ausantes de la mayor
parte de los errores de análisis sintátio
de textos generalistas esritos en inglés:
alrededor del 70% de los análisis se detienen
por no disponer de informaión léxia de
alguna palabra. La lejanía entre el inglés y
el español impide extender esta onlusión.
Pero si pensamos en el franés, un idioma
muho más erano al español en términos
lingüístios, vemos que el Lef desribe más
de 110.000 lemas, y el SRG tan sólo 50.000.
Paree razonable onsiderar que este reurso
todavía ha de ser ampliado.
Consideramos su extensión apliando la
metodología siguiente:
Ampliaremos el número de lemas apli-
ando una ténia semi-automátia de
adquisiión (Clément, Sagot, y Lang,
4
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2004) que ha desmostrado su eaia
en varios idiomas tan diferentes omo el
franés, el eslovao y el heo. Obtendre-
mos así nuevos lemas on informaiones
morfológias.
A ontinuaión, apliaremos la ténia
desrita en este artiulo para obtener su
informaión sintátia.
En teoría, esta metodología se puede
apliar inluso a idiomas on léxios muy
pequeños. Pero es neesario que el léxio
permita enontrar en el orpus de entrada
un buen número de frases on una sola
forma sospehosa. SRG es lo suientemente
extenso omo para obtener muhas frases que
umplen esta ondiión, lo ual hae viable el
uso esta metodología.
9.2. Extensión de las ténias
Aunque la ténia de deteión y orre-
ión de defetos de ategorizaión ha ofrei-
do resultados aeptables, se enuentra toda-
vía en un estado preliminar. Es neesario dis-
minuir la ambigüedad introduida por el alto
número de palabras desonoidas que indue
nuestra ténia. Nos planteamos modiarla
para onsiderar, uando sea posible, una sola
palabra desonoida en ada frase. También
es neesario onetarla on el módulo de ge-
neraión de hipótesis de orreión para ons-
tituir una herramienta integrada.
Una ventaja del proesso está relaionada
on su prinipal desventaja : la dependenia
haia la gramátia usada. Si en una frase
no analizable no se ha podido validar
ninguna de las orreiones propuestas para
las formas sospehosas, entones esta frase
puede onsiderarse léxiamente orreta para
el estado atual de la gramátia. Es deir,
esa frase representa un error de la gramátia.
Por lo tanto, mejorar suesivamente el léxio
hasta que no dé lugar a nuevas hipótesis
de orreión orretas, permitirá obtener
un orpus representativo de las arenias
de la gramátia. Este orpus podría ser
la base de otra herramienta que permita
mejorar la gramátia. Heho esto, podría
usarse de nuevo el mismo orpus en la
deteión de errores lexiales. De esta forma
se podría realizar un proeso alternativo
e inremental para la mejora onjunta de
léxios y gramátias.
10. Conlusiones
En onlusión, el onjunto de ténias
presentadas han probado ser relevantes y
eientes en la prátia sobre un léxio
franés. Su apliaión a un léxio español nos
permitirá, por un lado, mejorar los reursos
lingüístios disponibles en español y, por otro,
detetar arenias en nuestras ténias que
todavía no hayan sido identiadas.
El punto alanzado en el desarrollo
de las ténias presentadas no onstituye
un nal. Todavía existen mejoras que
podemos implementar pero, sobre todo,
es el objetivo de la orreión gramatial
el que llama nuestra atenión. En efeto,
las ténias presentadas en este trabajo
onstituyen un sistema efetivo para la
extensión y orreión de léxios morfo-
sintátios. Pero también permiten onstruir
un orpus representativo de las arenias de
la gramátia, lo ual abre un amino haia la
extensión y orreión de la gramátia usada.
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