The decidedly asymmetrical architecture of the Tree of Life betrays the fact that some evolutionary lineages have diversified to a greater or lesser extent than have others. It has been a goal of evolutionary ecology to identify shifts in diversification rate (speciation rate minus extinction rate) and their causal bases. Historically, the question of relative diversity was addressed in terms of phylogenies of fossils (Simpson 1944 ) with focus shifting to taxonomies in the 1970s (Raup et al. 1973; Gould et al. 1977) . The dramatic rise in the availability of molecular sequence data in the 1990s led to renewed interest in phylogenies and diversity from evolutionary biologists and attempts to explain patterns of diversity returned to phylogenies. For the first time, however, historical events inferred to have shaped current diversity were identified without recourse to palaeontological data (Harvey et al. 1994) .
Two principal approaches have been developed-"distance" and "topological" methods. Distance (aka "temporal") methods represent a natural development of taxonomic methods that were initially aphylogenetic. They exploit branch length data or the temporal spacing of branching events within phylogenetic trees and while distance methods remain popular for analyzing rates of evolution, they have lost out in favor of topological methods for the analysis of the history of clade diversity.
Topological (aka "tree shape") methods were developed in parallel with distance methods but are distinguished in that they exploit only tree balance as a record of evolutionary history (Slowinski and Guyer 1989) . They have been adopted widely because they eschew temporal and distance data and so they can be applied readily to phylogenetic trees, such as supertrees, where distance data are lacking (Moore et al. 2004) . The purpose of these methods is to determine 1) if lineages within a given phylogenetic tree diversified under different rates and 2) which particular lineages within a given phylogenetic tree are more diverse than would be expected under a given model, such as a Yule model (Yule 1924) . These methods were not, however, conceived to identify the causal bases of tree imbalance but merely to identify whether these phenomena might exist in the first place (Raup 1985; Slowinski and Guyer 1989) . In this endeavour, topological methods perform their task admirably. However, in practice, the overwhelming majority of studies ( Table 1) that have employed topology-based methods have sought to identify causality "to know if shifts in diversification rate are correlated with changes in some other variable (e.g., the origin of morphological or behavioral novelties, ecological associations, biogeographic events)" (Moore et al. 2004; p. 524) . Intrinsic causal factors are identified through coincidence with diversification rate shifts in tree topology and extrinsic causes are identified through their temporal correspondence to the age of the node on which a diversification rate shift is identified. Increasingly sophisticated methods are being developed to test the coincidence between the putative causal factors and the diversification rate shifts to which they are attributed Donoghue 2007, 2009 ). However, the modus operandum is invariably inductive-first identifying diversification rate shifts and then seeking their causal bases rather than deductive-testing hypotheses of causal association between innovations and their impact upon diversity (but see Moore and Donoghue 2009) .
Ultimately, hypotheses of causality rest on the intuitively reasonable assumption that the position of diversification rate shifts within the topology of a phylogenetic tree reflects their relative timing. Thus, diversification rate shifts identified near the root or the tips of a tree are considered to have occurred early or late, respectively, within the evolutionary history of the clade. In this contribution, we demonstrate that this assumption is not a natural expectation of phylogenetic trees of standing diversity. The topologies of census trees are in constant flux as taxa are added by speciation and pruned by extinction. Nonrandom imbalances in the diversity of sister clades need not be 700 TABLE 1. All studies which use either the shift statistic (SymmeTREE) or the relative Cladogenesis statistic (End-Epi) to seek a causal explanation for perceived shifts in diversification rates. Additional papers have cited these two programs, however, they are either reviews or use other features implemented within said programs. Likewise, other methods ( Rabosky et al. 2007; Alfaro et al. 2009 ) have been developed which are subject to the same limitations Reference achieved by singular events or episodes of diversification, as topological methods presuppose. Nonrandom imbalances can also be achieved through temporally and causally unrelated episodes of random diversification (speciation and/or extinction), leading to spurious hypotheses of diversification rate shift. The contribution of extinction to standing diversity is especially critical, telescoping past flux in speciation and extinction into a single internal branch of a tree-an effect exploited in lineage through time analyses (Harvey et al. 1994) . In this way, the summed effects of random processes can produce nonrandom tree topologies.
If the veracity and timings of diversification rate shifts are to be correctly identified, we argue that it is necessary to distinguish the relative timing of the contributory episodes of speciation and extinction. In achieving this objective, the architecture of trees must be considered in terms of extinct and not merely extant taxa. In effect, it is necessary to shift focus from the investigation of diversification rate, to speciation rate, which better fits the pure birth Yule model that underpins the majority of topology-based methods. Only once this has been established will it be possible to speculate on, and test among, putative causal bases underpinning the flux of tree shape over the evolutionary history of clades.
MATERIALS AND METHODOLOGY
Using empirical data sets, we demonstrate the effect of extinction upon tree topology, perceived shifts in diversification rate, and the relative timing of the action of extinction versus its perceived impact on a tree. We then show how the integration of extinct among extant members of a clade makes it possible to distinguish between the contributory effects of speciation and extinction to diversity, to distinguish genuine from artifactual diversification rate shifts, and establish the timing of their causal drivers. For our demonstration, we used two empirical data sets, a supertree of extant carnivore relationships (Bininda-Emonds et al. 2007 ) to examine the impact of extinction, and a phylogenetic tree of extant and extinct crocodilian relationships to examine the impact of speciation (Gatesy et al. 2004 ). Our focus is on the identification of diversification rate shifts because, in terms of the relative timing of the events they predict, they are more readily testable than other topology-based methods that, for instance, focus exclusively on tree symmetry. Of the two approaches most commonly used to identify diversification rate shifts, End-Epi (Rambaut et al. 1997 ) is no longer distributed and runs on an obsolete Macintosh operating system and SymmeTREE (Chan and Moore 2005) . SymmeTREE has been adopted broadly, and we use it as an exemplar of the performance of topology-based methods.
Although topological methods seek to identify shifts in diversification rate, they do not measure rates in units of absolute time. Rather, topological methods assess whether local subtrees are more unbalanced than would be expected by chance if rates of speciation were equal. When analyses are run in SymmeTREE, two shift statistics Δ 1 and Δ 2 are produced for each node within the phylogenetic tree. A P value is also calculated for each node to express the probability of the observed difference in sister-group diversity. Significant (P < 0.05) and substantial (P < 0.1) values indicating asymmetries in sister clade diversity that reject the equal rates Markov (ERM) null model indicating that the more speciose clade has undergone nonrandom diversification. If two clades are considered, the shift statistics look at the probability that a shift occurred on the internal branch that subtends the more speciose clade. The Δ 1 shift statistic is simply the difference in the log-likelihood ratios between two models, one with a homogeneous rate, and the other with a heterogeneous rate at both the basal and the internal nodes of the clade (a,(b,c)). The Δ 2 shift statistic selectively and systematically excludes ingroup subclades in estimating the net rate of diversification in order to pinpoint nodes where the rate may have changed radically (see Moore 2002, 2005; Moore et al. 2004) . The specific settings used in our analyses were 1,000,000 random resolutions of the entire tree and 10,000 for nonbifurcating nodes using the taxon-size sensitive ERM algorithm, and the Δ 2 shift statistic was used to identify diversification rate shifts.
TOPOLOGIES OF DIVERSIFICATION RATE SHIFTS DO
NOT REFLECT TIMING SymmeTREE analysis of the Carnivora phylogenetic tree identified three significant and one substantial shift in the rate of diversification, all at levels approximately midway along the temporal axis (Fig. 1) . Molecular clock dates for these lineage divergences suggest that these shifts in the rate of diversification occurred in the interval 13-50 Ma (Bininda-Emonds et al. 2007) . To demonstrate how the topological position of diversification phenomena flux with extinction, we simulated the impact that extinction would have on the perspective of evolutionary history for extant carnivorans. Taxa that are considered "critically endangered" or "endangered" in the latest available International Union for Conservation of Nature (IUCN) and the United States Endangered Species Act (US ESA) lists (Released 1st ← FIGURE 1. Carnivoran phylogenetic tree taken from Bininda-Emonds et al. (2007) . The SymmeTREE analysis was run on both this tree and a pruned version, with all taxa at risk from extinction removed (dashed lines). The results of both analyses are shown with letters above each node corresponding to the presence or absence of a diversification rate shift in the respective analyses. Nodes represented by filled arrows indicate significant shifts in diversification, unfilled arrows indicate substantial shifts. (A) corresponds to shifts present in both phylogenies, (E) corresponds to shifts created by the future extinction of taxa, whereas (L) corresponds to the loss of a shift by extinction. Both represent artifacts of the data. Black triangles indicate the collapse of a larger clade for ease of representation. This figure is available in black and white in print and in colour at Systematic Biology online.
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September 2007) were pruned from the phylogenetic tree, representing a pessimistic census date perhaps 100 years hence. This is an entirely arbitrary but objective filter to simply demonstrate the effect of extinction upon the perception of historical diversity and, thus, perceived shifts in the rate of diversification.
The removal of 31 species (12%) leads to substantially different perception of diversification over what is essentially the same episode of evolutionary history. Although some shifts are identified in both topologies, others occur in only one of the topologies (Fig. 1) . For example, a shift leading to the families Procyonidae and Mustelidae is lost in the pruned tree (Fig. 1L) , and a new shift appears in the lineage leading to the clade encompassing Procyonidae, Mustelidae, and Pinnipedia (Fig. 1E 1 ) . This greatly affects the timing of the putative events that may have led to either diversification rate shift, with the dating of this phenomenon pushed back from 38 to 50 Ma. Likewise, a new diversification rate shift is identified as a result of taxon pruning at the base of the Civet and Genet clade (Fig. 1E 2 ) . The split between this clade and its sister taxon occurred at approximately 24 Ma during a period of global warming following a global decrease in temperatures after the Eocene-Oligocene extinction event (Cowie 2007) . Critically, however, the causal factor of this putative diversification rate shift is not rooted in a narrative of global warming in the Oligocene, but prospective extinction resulting from poaching and habitat destruction by humans in the Holocene.
Evidently, the positions of putative diversification rate shifts in phylogenetic trees do not reflect their relative or absolute timing. Diversification rate shifts located deep within a phylogenetic tree can be driven by random or deterministic causal factors operating at any time between the present and the node on which the rate shift is identified. Further, diversification rate shifts need not represent "events," as they are usually portrayed but instead may result from the net effects of multiple rounds of stochastic and/or deterministic speciation and/or extinction. This occurs because, as taxa are removed from consideration when they become extinct, the resolution of perceived changes in diversification rate is diminished. In some instances, this will mask real shifts in diversification rate, whereas in other instances, it will lead to the identification of spurious diversification rate shifts. As a result, the identification of diversification rate shifts may be little more than sampling artefact. The allusion to any deterministically causal macroevolutionary process is entirely inferential. No topology-based analyses of diversification rate have entertained this variable and so, for this reason, their results must be considered questionable.
CONSTRAINING THE TIMING OF DIVERSIFICATION RATE SHIFTS REQUIRES THE INCLUSION OF EXTINCT TAXA
Irrespective of the performance of topology-based methods in identifying diversification rate shifts, the phenomenon that we wish to explain, the unequal distribution of species diversity is real, and it remains our objective to find an approach that allows us to identify the cause of imbalances in clade structure. Because the identification of causal factors underpinning diversification rate shifts relies upon little more than the weak inductive logic of temporal correlation, it is imperative that there is constraint on the timing of both the diversification rate shifts and their putative causes (Moore and Donoghue 2009 ). The timing of action of the causal factors (deterministic or stochastic) that gave rise to shifts in taxic richness can only be determined by distinguishing the contributory effects of speciation and extinction. This requires that topological analyses of extant diversity also consider the effect of cumulative random extinction as a causal explanation in addition to deterministic factors. However, rejecting such a hypothesis requires the placement of extinct taxa within such topologies to be considered. Ultimately, the goal of topology-based methods cannot be achieved by analyzing phylogenetic trees that encompass extant taxa alone-"complete" phylogenies are required that encompass not just extant members of the clade in question but also their extinct relatives.
Concern over taxon sampling in topological analyses was raised by Mooers (1995) who showed that incomplete trees are more imbalanced than complete trees. This is significant because an increase in imbalance may lead to the erroneous identification of diversification rate shifts (Heath et al. 2008) . It has been argued that the imbalance between complete and incomplete phylogenies reflects the nonrandom manner by which systematists sample taxa; if a random sample were taken, the results for the incomplete and complete phylogenies would be the same (Guyer and Slowinski 1991; Kirkpatrick and Slatkin 1993; Mooers 1995; Purvis and Agapow 2002) . However, more recent work has shown that the random removal of taxa from simulated complete phylogenies increases the observed imbalance and, thus, incomplete sampling can have a strong effect on the perception of macroevolutionary events inferred from tree topologies (Heath et al. 2008 ). This provides further support for the inclusion of extinct taxa among their extant relatives in topological analyses of macroevolutionary processes such as diversification.
EXTINCT TAXA AND TOPOLOGY-BASED METHODS From their conception, it has been argued that topology-based methods should not be applied to extinct taxa:
When extinct lineages are used, relative differences in extinction can no longer be tested; instead, only differential speciation can be considered. However, if significant differences are found, they could be the results of certain lineages' having slightly more extinct taxa than others and, therefore, fewer chances through time for speciation. (Slowinski and Guyer 1989; p. 910) It has also been suggested that extinct taxa should not be included within topology-based methods of analyzing diversity because all such methods, including SymmeTREE (Chan and Moore 2005) , End-Epi (Rambaut et al. 1997) , and apTreeshape (Bortolussi 2006) contrast the degree to which the relative diversity of sister clades deviates from a pattern of random diversification, provided by a Yule Model (Kirkpatrick and Slatkin 1993; Fusco and Cronk 1995; Mooers and Heard 1997; McKenzie and Steel 2000; Chan and Moore 2002; Heard and Mooers 2002; Blum and Francois 2005) . A Yule model is a pure birth model (Yule 1924; Aldous 2001; Nee 2006 ) that follows a random branching process in which each tip (taxon) has an equal probability of branching at any moment in time. Clearly, speciation is not equally probable in extinct and extant lineages and, hence, extinct taxa have either been actively pruned from phylogenetic trees before conducting analyses (e.g., Jones et al. 2005) or else omitted in the first instance (e.g., Bininda-Emonds et al. 2007) .
Existing software used in analyzing diversification rate requires users to exclude extinct taxa because of the pure birth algorithms that were coded into them, but this is not a general requirement for software implementations of topology-based methods. Previously, analyses of tree topology have used statistics that have incorporated variable rates of speciation (Heard 1996) , speciation followed by mass extinction events (Yule 1924; Heard and Mooers 2002) , and variable rates of both speciation and extinction (Raup 1985; HarcourtBrown et al. 2001; Harcourt-Brown 2002) . To realize the aim of identifying the causal bases of diversification rate shifts it is necessary to distinguish the contributory effects of speciation versus extinction. This can only be achieved readily by analyzing holistic phylogenies that include extinct taxa.
Time Slicing does not Resolve the Problems with Inclusion of
Extinct Taxa A solution to the problem of including extinct taxa in topology-based analyses of diversity was proposed and applied by Ruta et al. (Ruta et al. 2007; Lloyd et al. 2008) , but their approach fails to overcome the fundamental problem with topology-based approaches, viz. an inability to distinguish between the relative effects of speciation and extinction. Their method also creates several new problems concerning the interpretation of results. Ruta et al. (2007) argued that topology-based methods may be extended to include extinct taxa without violating the Yule model by considering tree topology in cohorts of contemporaries. Once the phylogenetic tree has been mapped onto stratigraphy, it is broken down into separate time slices on which topologybased analyses are conducted sequentially from the oldest to the youngest. When an extinct taxon falls outside the temporal extent of this analytical window, it is removed. Lineages that are inferred to have existed within the time interval because subsequent intervals include descendent clades are shown as ghost lineages (Fig. 2) . This approach overcomes the violation of the particular implementation of the Yule model in SymmeTREE (Chan and Moore 2005) because within each time slice every taxon is extant. It also overcomes the limitation of topology-based methods in that it provides a basis for including extinct taxa alongside extant lineages. However, because this method considers tree topology within successive temporal intervals, it remains a topological approach and subject to the same errors associated with the analysis of extant taxa alone, with workers unable to distinguish between the relative effects of both speciation and extinction.
To demonstrate this phenomenon, we utilized the crocodilian phylogenetic tree of Gatesy et al. (2004) mapped onto geological time (Fig. 3 ) using data from FIGURE 2. The time slice approach as advocated by Ruta et al. (2007) . The complete phylogenetic tree is shown on the left, whereas the 3 respective time slices are shown on the right. Each slice shows a different portion of the evolutionary history of the clade. Slice one shows the origination of the clade with the gray line representing ghost ranges of clades that have yet to arise and are not currently known in the fossil record. The black lines indicate taxa with a known fossil record. In slice two, the three taxa known from slice one have become extinct and so no longer included within the analysis, whereas some of the ghost ranges have led to taxa now known in the fossil record others are still present. In the third and final slice, all taxa are represented as present and no ghost ranges are shown but several taxa from slice two have been removed because of extinction. This figure is available in black and white in print and in colour at Systematic Biology online. FIGURE 3. The crocodilian phylogenetic tree as presented in Gatesy et al. (2004) mapped to stratigraphy and dated according to Brochu (1997 Brochu ( , 1999 Brochu ( , 2000 Brochu ( , 2003 . This figure is available in black and white in print and in colour at Systematic Biology online. Brochu (1997 Brochu ( , 1999 Brochu ( , 2000 Brochu ( , 2003 . In so doing, we acknowledge that this phylogenetic tree is contentious and that the temporal ranges of these lineages will undoubtedly be revised in light of further sampling of the fossil record and molecular clock analyses. However, none of the competing phylogenies encompass so many extant and extinct taxa and the stratigraphic range data are constant in our comparative analyses of diversification rates. Therefore, with these caveats, we use these resources to make our conceptual point; the results of our analyses should not be read as providing insight into crocodilian evolutionary history.
The method advocated by Ruta et al. (2007) was applied to 6 time slices (Fig. 4) . No shifts were observed within the Pliocene, Miocene, and Oligocene. There was one shift in both the Eocene and the Cretaceous, whereas 6 were observed during the Paleocene. How to interpret the results? Should only those shifts present in all time slices be considered? Those shifts that are present in the majority? Or are all shifts identified in all analyses equally valid regardless of their transience? Another option would be to consider the time slices themselves: 6 shifts are observed in the Paleocene slice of which 5 are unique to this slice. If this were the correct approach, then the high number of diversification rate shifts in the Paleocene (Fig.  4) would imply a deterministic factor, possibly associated with the recovery following the CretaceousPalaeogene mass extinction. However, when these shifts are considered in light of their stratigraphic occurrence, it is clear to see that they all occurred at least 10 myr before the Cretaceous-Palaeogene mass extinction.
The underlying problem with the method advocated by Ruta et al. (2007) is that, like topological analyses of extant taxa, it relies upon incomplete phylogenies. As per topological analyses of exclusively extant taxa, the solution is to discriminate the relative effects of speciation and extinction on diversity by analyzing speciation alone and entertaining extinction as causal factor in explanation of lineages that are more diverse than would be expected under the Yule Model.
A Solution: Analysis of Speciation Rate Although topology-based methods perform their task well, they cannot discriminate between stochastic and deterministic differences in diversity or the relative timing of shifts in diversity. However, it remains possible to achieve the principal aims underpinning topologybased analyses of diversity. This can be done by discriminating between changes in diversity that are genuinely the outcome of contemporaneous extinction and speciation from changes in diversity that are merely the outcome of telescoping multiple episodes of stochastic extinction.
These aims can be achieved by analyzing speciation alone and attempting to distinguish between imbalances in diversity that deviate from the spectrum of outcomes expected on the basis of the Yule model. This is the approach advocated for analysis of trees encompassing extinct taxa when topology-based methods of diversity were first proposed (Slowinski and Guyer 1989: p. 910) . It is a logical expectation that, unlike analyses of diversification, shifts in the speciation rate are contemporaneous with the relative age of the branch on which the rate shift is identified. It is necessary to consider extinction as an explanatory factor, among other possible intrinsic and extrinsic factors. As we have shown, however, this was always an implicit requirement of effective interpretations of diversification rate shifts. This approach also has the benefit of allowing-arguably requiring-the inclusion of extinct taxa, facilitating discrimination between apparent and actual historical diversities (cf. Harvey et al. 1994) .
Rather than applying a time slicing approach, we used a nested-growth method wherein topology-based analytical methods are applied to increasingly inclusive nested sets of taxa, from the oldest to the youngest taxon. In this instance, the phylogenetic tree is grown through time so that all speciation events are recorded, and the SymmeTREE analysis is repeated after the addition of each successive time interval (i.e., the first analysis is on time period T1, the second is on T1 + T2 and the third on T1 + T2+ T3). This makes it possible to discriminate the pattern of speciation alone to which the temporally varying pattern of diversification may be compared. In these analyses, taxa move into, but not out of, the analytical reading frame of an analysis of tree topology (Fig. 5) . Thus, tree topology changes only as a result of speciation not extinction. Anomalous shifts in diversification rates that arise as a result of the inclusion of extinct taxa are identifiable because they appear at the base of extant clades long after their fossil relatives have gone extinct (cf. Slowinski and Guyer 1989) .
In the crocodilian example, Shift 4 can be identified as the product of extinction rather than speciation (Fig. 5) . Although the shift is inferred to have occurred in the Late Cretaceous, it is not apparent until the reading frame is extended to the Miocene. In this case, the diversification rate shift was caused by two factors; the later speciation within the Crocodylinae during the Miocene and the extinction of numerous (now stem) taxa during the Eocene. These two events occurred approximately 50 and 20 myr after the shift is inferred to have occurred showing that the causative factors were not associated with the origination of the more speciose clade. This is in contrast to Shift 1 that is present in every reading frame from the Cretaceous to the present. This shift is identified while both clades are contemporaneous, with the less speciose clade surviving more than 35 myr after the shift is inferred to have occurred showing that this lineage had sufficient longevity for further speciation. These results indicate that the shift at the base of crown Crocodylia reflects a genuine event during the end Cretaceous rather than an artifact caused by later extinction or speciation.
VOL. 60 FIGURE 4. The crocodylian phylogenetic tree divided into the 6 time slices shown in Fig. 3 following the method of Ruta et al. (2007) . Black lines indicate taxa present within the time slice, whereas gray lines show taxa known from their ghost ranges. Nodes represented by filled arrows indicate significant shifts in diversification, unfilled arrows indicate substantial shifts. This figure is available in black and white in print and in colour at Systematic Biology online.
FIGURE 5. The Gatesy et al. (2004) crocodilian phylogenetic tree analyzed using the nested-growth method. The phylogenetic tree is grown through the 6 time periods, nodes represented by filled arrows indicate significant shifts in diversification, and unfilled arrows indicate substantial shifts. As the tree is grown through time, the relative effects of both speciation and extinction becomes clear and it is possible to distinguish between the two. When we consider the diversification rate shift labeled 1, we see that it is present in every time period. It appeared in the Cretaceous, while both lineages were extant, the extinction of Pristichampsus vorax during the Eocene would not have had any affect on this diversification rate shift as it was already present when both lineages were contemporaneous. This is in contrast to the shift labeled 4, this shift appeared in the Miocene, although it is inferred to have occurred in the Cretaceous and is an artifact caused by both the speciation of the Crocodylinae in the Miocene and the extinction of many stem taxa during the Eocene. This figure is available in black and white in print and in colour at Systematic Biology online.
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Caveat Ex Tempore Our approach to using topology-based methods to identify clades that are more speciose than would be anticipated under a pure birth Yule model has the benefit of effectively identifying the relative timing of shifts in speciation. If only extant taxa are considered, it is not possible to discriminate whether extinction (stochastic or deterministic) is a causal factor in explaining differences in diversity, nor indeed, the relative timing of extinction or any other causal factor. However, with the inclusion of extinct taxa and subsequent conversion to timetrees (whether by using the temporal data with which fossil taxa are intrinsically imbued or else relying on molecular clock estimates), it is possible to discriminate between stochastic and nonrandom extinction as a causal factor underpinning diversity, as well as the relative, even absolute, timing of nonstochastic shifts in diversity.
Despite our enthusiasm for the integration of extinct and extant taxa in topology-based analyses of diversity, the view that such a holistic approach in some way provides for "complete" phylogenies must be tempered with the realization that it will never be possible to obtain phylogenies that encompass all members of a clade. This is because only a small proportion of species preserve a fossil record that survives the rigors of tectonism and is recovered and identified as relevant (Paul 2009 ). Further, the temporal extent of those extinct species that are known to science will always fall short of their true longevity because of secular biases in the preservation of environments in the rock record, peculiarities in the way that fossils are sampled, and the impact of provincialism in their biogeographic distribution, among other factors (e.g., Donoghue and Benton 2007) . These limitations can be constrained somewhat using methods such as confidence intervals (Marshall 1997) , and graphic correlation (Mann and Lane 1995) on stratigraphic range data, as well as molecular clock analyses (Smith et al. 2006) . Indeed, these limitations may be overcome altogether if preservation is controlled for alongside estimates of speciation and extinction (Connolly and Miller 2001; Foote 2001; Alroy et al. 2008 ), but no methods yet exist that integrate all three variables in a treebased approach. Regardless, the temporal context of those species that are preserved, collected, and studied, should provide sufficient constraint to discriminate between stochastic extinction and deterministic causal factors in explanation of nonstochastic patterns of clade diversity. The temporal correlation of putative causal factors may then be tested probabilistically (Moore and Donoghue 2009) .
At the conception of topology-based methods, Slowinski and Guyer (1989) shyed away from analyses that encompass extinct taxa, perhaps implicitly because of the problems we have just outlined but explicitly because of the problems perceived with identifying the phylogenetic position of fossil taxa. Empirical evidence shows that extinct taxa are just as influential as their extant relatives in affecting the precision of phylogenetic analyses (Gauthier et al. 1988; ) and simulations show in attempting to achieve an integrated phylogenetic tree of extinct and extant taxa, molecular phylogenetic data greatly improves the accuracy with which the phylogenetic position of extinct taxa is identified ).
Finally, we return to the nub of the issue, that is, why are certain clades considerably more speciose than their immediate relatives? Answering this question has been one of the principal goals of biology and, if it is to be achieved, it will be necessary to overcome both the limitations of the fossil record and the negative prejudices that exist toward it. This echoes the call for the integration of fossil taxa into lineage through time (Harvey et al. 1994; Pybus and Harvey 2000) based analyses of historical diversity (Crisp and Cook 2009; Rabosky 2009 Rabosky , 2010a Liow et al. 2010; Quental and Marshall 2010) . Ultimately, the fossil record may not be complete but, then, neither is a molecular phylogeny that, by necessity, encompasses only extant taxa. The only means of approximating a complete phylogeny and, therefore, a complete perspective on historical diversity is by restoring extinct taxa to their rightful place in phylogenies alongside their living relatives ).
CONCLUSIONS
Topology-based methods provide a means of describing tree shape and determining whether or not the shape of a particular phylogenetic tree deviates from the kind of shape that would be produced by a homogenous process of random branching. Inevitably, where differences in the diversity of sister lineages deviate significantly from random chance, causal drivers are sought. However, phylogenetic tree topology is the sum of multiple rounds of speciation and extinction, resulting in tree shapes that are significantly nonrandom. Furthermore, the relative timing of causal drivers underpinning tree asymmetries need not relate to the position of the root of the asymmetry within the topology of the tree. To determine the material basis of tree asymmetries, it is necessary to discriminate between those that occur as a result of contemporaneous changes in diversification rates versus tree asymmetries that occur through extinction-driven loss of phylogenetic history. This cannot be achieved using topological data from extant species alone. Fossil taxa incorporated into phylogenies of their extant relatives provide a means of temporally constraining and discriminating between the relative contributions of speciation and extinction in effecting diversification.
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Funding for this work was provided by the Natural Environment Research Council. Model identifiability is a key component of any proof of statistical consistency. Identifiability means that it is possible to infer all of the model's parameters given an infinite amount of data from the model. For phylogenetic inference under the F81+Γ model, for example, the parameters are the unrooted phylogenetic tree with branch lengths, the particular F81 rate matrix (Felsenstein 1981) , and a shape parameter for the gamma (Γ ) distribution describing the rate heterogeneity. The F81 rate matrix is particularly simple with the rate of mutating to state x depending only on the longrun frequency of state x. This model is not identifiable using only pairwise species comparisons, that is, the joint pairwise DNA state distributions (Steel 2009 ).
For any F81 matrix, any two distinct gamma distributions, and any set of four or more species, Steel (2009) showed that there are distinct topologies for each gamma distribution that give the same joint pairwise DNA sequence distributions for those species. Any statistical estimator of these model parameters using only pairwise comparisons, such as distance-based methods, will be trying to estimate two separate points in parameter space, violating the definition of consistency.
For the purposes of this work, we define generic identifiability to mean that the set of parameters for which a model is not identifiable has a smaller dimension than the whole parameter space. Wu and Susko (2010) proved generic identifiability for the general time reversible (GTR) + Γ model from pairwise comparisons. The model parameters are the phylogeny with branch lengths, the 4 × 4 instantaneous rate matrix describing GTR DNA evolution along the phylogeny, and a shape parameter for the gamma distribution. Specifically, they proved that for all but the F81 family of matrices and for all phylogenies with at least two distinct interspecies distances, the rate matrix, the shape of the gamma distribution, and the phylogeny and its branch lengths are identifiable from pairwise comparisons. Because a GTR Markov matrix is parameterized using three nonzero eigenvalues but the F81 subfamily of matrices is parameterized using only one nonzero eigenvalue, the F81 model is a lower dimensional subset of the whole GTR class. Similarly, given more than two taxa, phylogenies with only one value for all of their interspecies distances make up a lower dimensional subset of the whole of tree space.
For phylogenetic inference under GTR + Γ + I, we add an additional parameter, which is the proportion of invariable (I) sites (Gu et al. 1995) . Rogers (2001) argued that this popular model was generically identifiable from pairwise comparisons and that all other aspects of Wald's proof that maximum likelihood estimators are consistent held for phylogenetic inference. His argument of identifiability, however, contained a flaw (Allman et al. 2008) . Allman et al. (2008) gave a correct proof, using threetaxon comparisons, of identifiability for the model without invariable sites for generic GTR Markov matrices. The exceptional cases when using joint three-taxon distributions only involve conditions on the GTR rate matrices, thus eliminating the exception against phylogenies with only one interspecies distance. For 4 × 4 DNA matrices, the authors go on to handle the exceptional cases, so the specific results of Allman et al. (2008) show that the model with an F81 rate matrix and gamma-distributed rate heterogeneity is always identifiable using joint three-taxon distributions. Thus, although pairwise distributions can be the same for two distinct models with F81 rate matrices, threetaxon distributions cannot be. However, the sufficiency of pairwise comparisons is of interest because distance-based methods traditionally use only pairwise comparisons and proofs of their consistency rely on identifiability based only on pairwise information.
In this paper, we complete Rogers' proof of generic identifiability for the model with invariable sites using pairwise comparisons for all but members of the F81 family of rate matrices on any phylogeny with more than two distinct interspecies distances. Our proof also works on phylogenies with only two distinct pairwise interspecies distances if the rate matrix has three distinct nonzero eigenvalues, a condition which rules out not only the F81 family of matrices but also families such as K2P (Kimura 1980 ) with only two distinct nonzero eigenvalues. However, we show in the next section that deciding whether we are in the generic case or in an exceptional case as well as the nature of the exceptional case (whether it comes from not having enough distinct pairwise interspecies distances or from not having enough distinct nonzero eigenvalues) can be determined solely from the pairwise comparisons. All of these exceptional cases may still be identifiable VOL. 60 using information from the joint distributions of three or more taxa in which case maximum likelihood techniques would be consistent as would appropriately generalized distance-based methods (Ranwez and Gascuel 2002; Contois and Levy 2005) .
Software packages such as PAUP (Swofford 1991 ) and PhyML (Guindon and Gascuel 2003) use a discrete gamma distribution introduced by Yang (1995) for computational efficiency and do not actually use the theoretical continuous version discussed in this paper. PHYLIP (Felsenstein 2005) uses either a discrete gamma distribution or a Bayesian method for incorporating the gamma distribution for rate heterogeneity efficiently into its software code. Identifiability of models using the discrete gamma distribution has not been analyzed except in the case where the number of discrete classes is fewer than the number of states in the transition matrix, so fewer than four for DNA (Allman and Rhodes 2006) .
IDENTIFIABILITY OF THE GRT +Γ + I MODEL
We state the formal result and briefly give Rogers' proof up to the missing component. We sketch the idea behind the proof of the missing component in this section and give the rigorous details in the Appendix. Theorem 1. Let T be an unrooted phylogenetic tree with three or more distinct interspecies distances. Let Q be any GTR instantaneous rate matrix with two or more distinct nonzero eigenvalues. Let R be a mixture of a gamma distribution with mean 1 and invariable sites. Then, sequence data produced under this model identifies this model using pairwise comparisons. That is, with infinite sequence data at the species tips, we can recover all of the model parameters in T, Q, and R used to generate the species data using only pairwise species comparisons. Additionally, if the tree has only two distinct interspecies distances but the rate matrix has three distinct nonzero eigenvalues, then the model is also identifiable.
We work only with four-state DNA rate matrices although everything herein would generalize to more states, such as for models of protein evolution. Rogers' proof is nicely constructive in the sense that it not only says that the model can be identified but also explains how to identify the components.
What Was Previously Proved
Most of the components are easily identifiable.
1. The stationary nucleotide frequencies, Π = (π A , π C , π G , π T ), can be identified simply by determining the relative proportion of A's, C's, G's, and T's in the species sequences. In general, the stationary nucleotide frequency is not enough to determine the rate matrix Q. However, if additionally we know that the rate matrix has only one nonzero eigenvalue, then we know that the rate matrix is in the F81 family and thus has the form
where the dashes are understood to be what is required to make the row sum to zero. 2. The rate matrix Q is determined by its eigenvalues and its eigenvectors. The observed DNA state transition matrix for a pair of species separated by distance τ isP(τ) = E[exp(r τQ)], where r is the random rate from the mixture distribution of the gamma distribution plus invariable sites over which the expectation is taken. The observed matrixP(τ) has the same eigenvectors as the rate matrix Q. The eigenvalues of the two matrices are also related. If the eigenvalues for Q are
These latter values are observable from the transition matrix,P(τ). Let
−α be the moment generating function evaluated at −x for the rate distribution which is a mixture of invariable sites (with proportion π, not to be confused with the stationary distribution frequencies π A , π C , π G , π T , which have subscripts) plus a mean 1 gamma distribution (with proportion (1−π) and shape parameter α). If α and π were known, then the functional form of μ is known and one can solve for the nonzero eigenvalues. That is, for the ith pair of species tips with distance τ i between them and for eigenvalue λ j , m ij = E[e −rτ i λ j ] = μ(τ i λ j ) is observed and τ i λ j = μ −1 (m ij ). 3. Again, if the functional form of μ were known, then all the interspecies distances can be determined by inverting. Knowing all pairwise distances exactly determines the phylogeny (Buneman 1971 ).
There is a small redundancy that all of this is known up to an arbitrary scale factor because the distances and rates always appear multiplied together. We can set the distance between an arbitrary pair of species to be 1 to resolve this difficulty as Rogers suggested. Other branch lengths would then be relative to the distance between this pair. Alternatively, we can set a scale for the DNA evolution rate matrix, Q. Phylogenetic software typically sets the scale in the model with invariant sites so that
1−π with the interpretation that the branch length measures the expected number of substitutions on the branch per site.
Note that the observed moment,
is a strictly decreasing function of both the distances τ i and the nonzero eigenvalues λ j . By fixing a pair of species with pairwise distance τ i , we can determine how many distinct nonzero eigenvalues there are. If there is only one distinct nonzero eigenvalue, the matrix comes from the F81 family and one can determine the exact F81 matrix, as noted above. The observed moments also, for a fixed nonzero eigenvalue, determine how many distinct interspecies distances are in the phylogenetic tree. Thus, we can tell if we are in the exceptional case where there is only one or two distinct interspecies distances.
What Was Incorrectly Proved
The difficulty in the argument is determining the functional form for μ; that is, in determining π and α. At the point in Rogers' argument where he is trying to show that the form of the moment generating function is determined by the pairwise joint sequence distributions, the tree and the rate matrix describing DNA evolution generally have not yet been determined. Thus, the question is whether there can be two different models so that ν(t i l j ) = m ij = μ(τ i λ j ), where m ij are the moments determined by the nonzero eigenvalues of the observed transition matrixP, ν is one moment generating function for a rate distribution associated with interspecies distances t i and non-zero eigenvalues l j , and μ is another moment generating function for a rate distribution associated with interspecies distances τ i and nonzero eigenvalues λ j . Rogers noted that if there were two distinct interspecies distances (τ 1 / = τ 2 ), this could only happen if ν −1 (μ(τ 1 λ j ))/ν −1 (μ(τ 2 λ j )) = t 1 /t 2 for three distinct eigenvalues λ j of a generic rate matrix. The argument Rogers gave that this implies the two moment generating functions are identical was flawed (Rogers 2001 , Allman et al. 2008 .
We note the symmetry here played by the distances and the nonzero eigenvalues. If there are just two distinct nonzero eigenvalues (λ 2 / = λ 3 ) but many values for the distances separating pairs of tips, then we have ν −1 (μ(τ i λ 2 ))/ν −1 (μ(τ i λ 3 )) = l 2 /l 3 for at least three distinct interspecies distances τ i on a generic phylogeny.
Our main result, Proposition 1, proved in the Appendix, states that ν −1 (μ(τλ 2 ))/ν −1 (μ(τλ 3 )) equals a constant for at most two distinct values of τ unless the two moment generating functions ν and μ are identical. A mathematically identical argument works for two distinct interspecies distances with a rate matrix with three distinct nonzero eigenvalues by showing that Rogers' original ratio, ν −1 (μ(τ 1 λ))/ν −1 (μ(τ 2 λ)), can equal a given constant at most twice in the eigenvalue variable λ. We omit the statement and proof of this symmetrical result from the Appendix.
The Ideas Behind Our Proof
We make use of Rogers' original and useful trick of considering ν −1 (μ(x)), which changes the nonlinear multivariable problem of determining how many solutions are possible to the equations
in terms of the scale of the gamma distribution α and the proportion of invariable sites π into a single variable calculus problem of determining how many times the function ν −1 (μ(τλ 2 ))/ν −1 (μ(τλ 3 )) of the single variable τ crosses a horizontal line. A continuous, smooth function crosses a horizontal line at most once if it is monotone (increasing or decreasing); it crosses at most twice if its derivative is zero at most once; and it crosses at most three times if its derivative is zero at most twice, which happens if its second derivative is zero at most once. Those observations and some algebraic manipulations form the basis of the proof of this missing component in Rogers' argument. The rigorous proof is provided in the Appendix. This is the one place where Rogers' proof is not constructive in that the identification of α and π is not explicit at this point. In practice, for
−α , we would use three distinct interspecies distances τ 1 , τ 2 , and τ 3 , two distinct nonzero eigenvalues λ 2 and λ 3 , and solve the equations
for α and π using numerical software. These equations can be solved exactly in this context because we have an infinite amount of data and thus have the observed moments m ij exactly. With estimates of these moments from a finite amount of pairwise data, a least squares approach derived from these theoretical equations for estimating the common quotient, α, and π could be developed. This approach is unnecessary for maximum likelihood methods that have natural ways for estimating these parameters but might be useful for distance-based methods that do not currently provide estimates for α and π.
APPENDIX

Proof of Rogers
are the parameterizations of the two moment generating functions (evaluated at −x) for the rate distribution which is a mixture of a gamma distribution with mean 1 and a point mass at zero for invariable sites. Also assume that π ≥ p. (If this is not true, reverse the roles of ν and μ.) Furthermore, assume that the rate matrix Q in the model for DNA evolution associated with μ has at least two distinct nonzero eigenvalues (−λ 2 and −λ 3 ) so that λ 2 < λ 3 . Let the corresponding eigenvalues associated with ν be −l 2 and −l 3 , which need not be distinct. Then the equation
has at most two solutions in the variable x > 0 whenever μ / = ν.
Proof. Note that
and that showing (1) has at most two solutions for x > 0 is equivalent to showing that the function
for at most two x > 0. In this equation, A = l 2 /l 3 ≤ 1 because the eigenvalues are ordered and B = λ 3 /λ 2 > 1. The inequality for B is strict by the hypothesis that the rate matrix of the model associated with μ has at least two distinct nonzero eigenvalues. We further note that the equality holds at x = 0, and we will bound the number of times that the derivative of f (x) − Af (Bx) is zero. This is equivalent to bounding the number of times f (x)/f (Bx) = AB. We will use the following equivalent formulas for the derivative:
If α ≤ a, then using the second expression for the derivative we see that
Because both parts on the right hand side are increasing, f (x)/f (Bx) crosses AB at most once. Thus the equation
−1/a has at most one additional solution for x > 0. That the second term is increasing in x is not completely obvious. With some algebraic manipulation its derivative can be written as:
In the case α ≥ 1 the term B 1+Bx/α 1+x/α α−1 is increasing with a minimum of B at x = 0. In the case α < 1, it is decreasing with a minimum of B α as x → ∞. In either case, it is greater than 1. So the derivative is positive and the function is increasing as claimed.
If α > a, we will use the third expression for the derivative. For simplicity of notation and to facilitate our calculations, we will change the parameterization. Bounding the number of times f (x)/f (Bx) = AB is equivalent to bounding the number of times the function
where c is a constant, q = (π − p)/(1 − π) < 1, B > 1, 0 < r = a(α + 1)/(a + 1), 0 < s = (α − a)/(a + 1), and s + r = α. To do this, we will show that g (x) = 0 at most once. Note that g (x) = 0 if and only if
Placing the terms with a multiple of s on the other side and multiplying through by 
We claim that the function (4) on the left hand side of this equation is decreasing and the function (5) on the right hand side of this equation is increasing, so that the intersection occurs at most once. Thus g (x) = 0 at most once and f (x)/f (Bx) is AB at most twice for x > 0. Thus, f (x) − Af (Bx) = (1 − A)(1 − p) −1/a for at most two x > 0 because that equation holds for x = 0.
To prove the claims, let
Note that h 1 (0) = −(B − 1)(r + s) < 0 and h 1 (x) is decreasing because both 
Thus, h 2 (x) and, consequently, (5) are increasing functions.
The F81 Exceptional Case We will show that the F81 family of rate matrices are the only ones with only one nonzero eigenvalue because this was not pointed out in Wu and Susko (2010) . We can set the one nonzero eigenvalue to any negative number and the argument will be the same, so assume that the nonzero eigenvalue is −1. Let V be the matrix of eigenvectors with the last column being the eigenvector associated with the eigenvalue zero so that it is the transpose of (1/2, 1/2, 1/2, 1/2). Then, Thus, Q has the identical entries in a given column except for the diagonal entry, making the rate matrix a member of the F81 family. The Jukes-Cantor matrix is a special member of the F81 family and can be distinguished by considering the eigenvectors because, for Jukes-Cantor, the eigenspace of the nonzero eigenvalue is orthogonal to (1/2, 1/2, 1/2, 1/2). Other families can overlap with the F81 family and, for the specific cases in which they do so, they fall into the exceptional (nongeneric) case. Clearly, it is not possible to determine the branch lengths, shape parameter, and proportion of invariable sites for an F81 matrix using one three-taxon tree as done in Allman et al. (2008) for the model without invariable sites because there are at most four pieces of information (the changes between pairs of species and for the VOL. 60 entire three-taxon tree) and five parameters to solve for. Thus, at least four taxa are necessary to identify the rate parameters and branch lengths under the F81 rate matrix. For a four-taxon tree, we will have four three-taxon subtrees and thus four equations similar to Equation (8) (more specifically, the equation just above equation (8)) in Allman et al. (2008) with two unknown parameters, α and π to determine.
We have no proof to date that there cannot be multiple solutions to these four equations for all parameter choices, although we hypothesize that there will not be, at least for generic branch lengths. Using Rogers' trick of assuming that two distinct models give the same data, we do have a simple proof that two models that lie in one part of bivariate parameter space can be distinguished. Let μ be associated with tree T = ((AB)(CD)) and rate distribution mixture parameters α and π). Let ν be associated with an unknown tree T and parameters a and p. Assume p ≤ π and α ≤ a. The first restriction, p ≤ π simply places an ordering on the models. The line α=a divides the ordered bivariate parameter space into two parts. If the models fall on one side of this line, the side where α ≤ a, then we show below that they can be distinguished.
Let t x be the interior branch length in T and t A , t B , t C , and t D be the branch lengths to the respective tips in T . Then applying Rogers' trick to the four equations corresponding to Equation (8) or, more specifically, the equation appearing just above equation (8), in Allman et al. (2008) , we have, for any F81 matrix with eigenvalue set to −1 (and for the moment generating functions evaluated at the negative value):
As before, writing these equations in terms of the function
−1/a and letting s = t C + t x or s = t D + t x , we see that the first two equations have the form:
≤ 1, f is concave. In this case, one can show that there is no solution s unless a = α and π = p. When
> 1, f has one inflection point and there appears to be at most one solution s implying that the parameters are identifiable for generic trees. However, we have been at a loss to prove this last point formally.
Discretized Gamma Distribution
Phylogenetic software often uses a discrete gamma distribution where the gamma distribution is broken into k intervals of equal probability and the mean of each interval is used to represent the interval. This changes the functional form of the moment generating function. Let −λ be a nonzero eigenvalue for the instantaneous rate matrix Q and τ be the distance between a pair of species. The moment generating function evaluated at −λτ is then the function
where r j (α) is the mean of the gamma distribution, with shape parameter α and mean 1, over the jth equally probable interval (out of k intervals in total). It is an open mathematical problem to determine whether or not the model with this discrete rate distribution is generically identifiable.
This paper will attempt to resolve some controversies about the effects of missing data on phylogenetic analysis. Whether missing data are generally problematic is a critical issue in modern phylogenetics, especially as wildly different amounts of molecular data become available for different taxa, ranging from entire genomes, to single genes, to none (e.g., fossils). Our perception of the impact of missing data (or lack thereof) may strongly influence which taxa and characters we include in a phylogenetic analysis (Wiens 2006) and may lead to a diversity of serious errors. For example, if we think that missing data are problematic when they are not, then we may exclude taxa and characters that would otherwise benefit our analyses, given the abundant evidence that increasing numbers of both taxa and characters can potentially improve the accuracy of phylogenetic analyses (e.g., Huelsenbeck 1995; Rannala et al. 1998; Poe 2003) , where accuracy is generally defined as the similarity between the estimated tree and the correct, known phylogeny. In contrast, if missing data cells are themselves intrinsically problematic (e.g., Huelsenbeck 1991), including taxa or characters with many missing data cells may lead to inaccurate phylogenetic estimates.
Several studies have explored how missing data may impact phylogenetic analyses, using both empirical and simulated data. Many simulation and empirical studies now suggest that it is often possible to include taxa that have large amounts of missing data without ill effects (e.g., Thomson and Shaffer 2010; ). However, a recent simulation study (Lemmon et al. 2009 ) suggested instead that missing ("ambiguous") data are generally problematic for phylogenetic analysis and implied that these previous simulation and empirical studies are therefore incorrect. They justified their study based on the grounds that previous studies were supposedly in conflict about the impacts of missing data (p. 131).
In this paper, we will show that the paper by Lemmon et al. (2009; LEA hereafter) is problematic for several reasons. First, despite their statement that previous studies are in conflict, most simulation and empirical results on missing data can be easily explained within an existing theoretical framework (Wiens 2003b) . Furthermore, many contradictory studies suggesting that missing data are not generally problematic for Bayesian and likelihood analyses (given some assumptions) were not addressed by LEA. Second, the sweeping negative conclusions of LEA are not necessarily supported by their results. LEA find missing data to be problematic primarily when using sets of invariant or saturated characters and/or when obvious rate heterogeneity is ignored. Their results do not support the idea that missing data generally lead to incorrect inferences about topology when informative data are analyzed with appropriate methods. We conduct new simulations under more realistic conditions, and these results show no evidence that missing data generally lead to inaccurate Bayesian estimates of phylogeny. In fact, we show that the practice of excluding characters simply because they contain missing data cells may itself reduce accuracy. We reanalyze the "manipulated" empirical example from LEA and find that, without these artificial "manipulations" of the data, their conclusions are not supported. We also analyze eight empirical data sets, each containing many taxa with extensive missing data. We show that these incomplete taxa are consistently placed into the expected higher taxa, often with very strong support. Overall, our results confirm previous simulation and empirical studies showing that taxa with extensive missing data can be accurately placed in phylogenetic analyses and that adding characters with missing data can be beneficial (at least under some conditions). We conclude by pointing out important areas for future research on the topic of missing data and phylogenetic analysis.
A GENERAL FRAMEWORK FOR INTERPRETING SIMULATION AND EMPIRICAL RESULTS
There are two main ways that missing data might be added to a phylogenetic analysis, either through the addition of incomplete characters or incomplete taxa. For example, imagine having data from two genes for a given genus of organisms, in which the first gene has been sequenced for all 10 species and the second gene has been sequenced for only 5 species. Given this situation, one might (a) analyze only the first gene for all 10 species and then decide whether or not to (b) add VOL. 60 the second gene (adding incomplete characters that are missing data for 5 of the species). Or, one might (c) analyze only the 5 species having data for both genes, and then decide whether or not to (d) add the 5 species lacking data for the second gene (adding incomplete taxa that are lacking data for the first gene). Note that (b) and (d) are effectively identical. Most of the literature on missing data has focused on whether to include taxa lacking data for some characters (c versus d). LEA did not actually address this question, but they imply that their results overturn earlier studies that did (e.g., p. 141). Below, we briefly review previous studies on incomplete taxa (treating fossil studies collectively rather than individually), and address incomplete characters (a vs. b) in our simulations and under "Areas for Future Research."
Rather than being in conflict, we argue that most of the diverse empirical and simulation studies on missing data are largely consistent when viewed in light of the hypothesis that highly incomplete taxa can potentially be accurately placed if enough informative characters are sampled overall (Wiens 2003b) . Thus, the apparent impacts of extensive missing data in these studies fall along a continuum (from negative to inconsequential) based on the overall number of characters in the analysis.
The issue of missing data first became prominent in association with parsimony analyses of morphological data for fossil taxa (e.g., Platnick et al. 1991) . These studies have found incomplete taxa to be problematic in some cases (e.g., generating many equally parsimonious trees and poorly resolved consensus trees ; Novacek 1992; Wilkinson 1995; Anderson 2001) but not others (e.g., Kearney 2002; ). However, these studies included relatively few characters (up to a few hundred, but often <100). The simulations of Huelsenbeck (1991) included only 100 characters and found highly incomplete taxa (75% missing data) were often problematic. Wiens and Reeder (1995) found that including highly incomplete taxa (75%) reduced accuracy somewhat in parsimony analyses of known viral phylogenies, but their two data sets (sequence and restriction site) each included less than 100 parsimony informative characters. Dragoo and Honeycutt (1997) showed that their parsimony analyses were largely insensitive to missing data with ∼1500 characters (three mitochondrial genes for carnivoran mammals), with no effect on topology when one or two of the three genes were replaced with missing data cells, but that some resolution was lost when some taxa had ∼87% missing data. The simulations of Wiens (2003b; see also 2003a) showed that highly incomplete taxa (e.g., 90% missing data) can be accurately placed given enough characters in parsimony, likelihood, and neighbor-joining analyses, but the exact level of character sampling needed depends on the phylogenetic method, distribution of missing data among characters, and branch lengths (e.g., accurate placement is more difficult with neighbor joining and parsimony, when missing data are randomly distributed among taxa, and when overall branch lengths are long and/or characters evolve rapidly). Dunn et al. (2003) performed a limited set of simulations based on their data for 2293 rapidly evolving mitochondrial DNA characters for mylobatiform fish and found that the impact of incomplete taxa varied depending on the method, from negative (parsimony) to none (likelihood), relative to simulations in which all taxa were complete. Philippe et al. (2004) included 30,399 characters from 129 protein sequences among eukaryotes and found that highly incomplete taxa were placed with strong support in their empirical likelihood analyses (i.e., the four most incomplete taxa had 56%, 60%, 61%, and 76% missing data, and the likelihood bootstrap values placing them with their sister taxa are respectively 100%, 92%, 98%, and 95%). They also found high accuracy in their simulations based on those data (e.g., 100% accuracy for all nodes when 50% of the data were missing, and 89% mean accuracy across nodes when 90% were missing). Driskell et al. (2004) examined DNA data sets with very large numbers of characters (469,497 for metazoans and 96,698 for green plants) and extensive missing data (92% and 84%, respectively) and found that highly incomplete taxa were placed in clades expected from previous taxonomy with strong support based on parsimony bootstrapping. Wiens et al. (2005) included 3519 (mostly DNA) characters for treefrogs and showed that highly incomplete taxa were placed in the expected clades with very strong support by parsimony and Bayesian analyses (e.g., 10 species with >90% missing data each were all placed in the expected clades, with monophyly of these clades each supported with a Bayesian posterior probability (Pp) of 1.00). Other recent empirical studies (described below) have also shown that highly incomplete taxa are placed in the expected clades with strong support, and most of these studies included >4000 characters each (e.g., Lynch and Wagner 2010; Thomson and Shaffer 2010; . Wiens (2005) used simulations to show that adding highly incomplete taxa (i.e., 90% missing data) could be as effective as complete taxa in rescuing likelihood and Bayesian analyses from long-branch attraction, even when the models utilized in these analyses were misspecified (i.e., among-site rate heterogeneity and transition-transversion bias were simulated but not included in the estimation models), given a sample of 1000 characters. The simulations of amino acid data by Hartmann and Vision (2008) showed reduced accuracy with extensive missing data for parsimony, likelihood, and neighbor-joining analyses, but only included 500 characters. Wiens and Moen (2008; their fig. 2 ) used simulations to show that highly incomplete taxa could be accurately placed in Bayesian analyses given enough characters (e.g., 2000), even when rate heterogeneity and substitution bias were simulated but not included in the Bayesian model.
In summary, all of these simulation and empirical studies seem to fit into this common framework, with highly incomplete taxa being potentially problematic when the overall number of characters is small and generally unproblematic when the number is large. This common framework seems to apply to all phylogenetic methods, not simply likelihood and Bayesian analysis.
The results of many of these studies contradict the conclusions of LEA but were not mentioned by them, including the ones that addressed the impact of missing data on likelihood and Bayesian analyses (e.g., the results of Philippe et al. 2004; Wiens 2005; Wiens et al. 2005 were not mentioned, and the latter two studies were not cited). For example, LEA conclude that "in both ML and Bayesian frameworks, among-site rate variation can interact with ambiguous data to produce misleading estimates of topology" (p. 130) and that estimation becomes problematic "when rate variation across sites is not properly modeled" (p. 141). But the simulation studies by Wiens (2005) and Wiens and Moen (2008) showed accurate estimation of topologies with incomplete taxa by Bayesian and likelihood methods when rate variation was simulated but completely ignored.
PROBLEMATIC SIMULATIONS AND CONCLUSIONS OF
LEMMON ET AL. (2009) LEA analyzed a very limited set of simulated conditions and found results that were seemingly discordant with those of other simulation studies of the same topic. Yet, they make sweeping conclusions from their results (e.g., that their results have implications for "all analyses that rely on accurate estimates of topology or branch lengths", p. 130). They also imply that their results overturn those of previous studies. It is therefore important to look at what they did and found more closely.
LEA examined the four-taxon case, with the simplest model of sequence evolution (Jukes-Cantor), and equal branch lengths (given that an unrooted tree is estimated). For each set of conditions, they simulated two data sets (Gene A and Gene B), one with complete data for all taxa and characters, and another lacking data for all characters for two taxa. These genes were simulated under either the same or different rates of change. They then evaluated Bayesian Pp for the single internal node for Gene A alone and for Gene A and B combined. For maximum likelihood, they evaluated the frequency with which this clade was correctly reconstructed. They assumed that the combined data would give the same results as Gene A alone because data were only present in two of the four taxa for Gene B (making Gene B uninformative under the parsimony criterion, but note that this is not necessarily true for likelihood or Bayesian analysis, see below).
They found that Bayesian Pp for the combined data sometimes differed from the observed values based on Gene A alone (but for maximum likelihood a comparable result only occurred when branch lengths were arbitrarily fixed to nonzero values). They refer to these differences as "bias." In some cases, these biases appear to be problematic, as when Pp approaches zero for the true tree (such that the true phylogeny is not estimated). Similarly, they found some cases where Pp was very high for the true tree, even though both data sets were effectively invariable. They suggested that these biases were related to the Bayesian star-tree paradox (e.g., Lewis et al. 2005) , the tendency for Bayesian analysis to strongly favor one tree when there is little information with which to choose among trees (regardless of missing data). However, they found virtually none of these extreme biases unless the characters were effectively invariant or "saturated" (i.e., used by LEA as meaning so variable so as to be effectively uninformative), and unless rate heterogeneity between genes was simulated and then ignored by failing to partition by genes. The only exception we find is in their fig. 4 , for one set of conditions with very high rates in both genes and data missing in sister taxa. Thus, their results do not support their sweeping generalizations about the negative impact of missing data, especially for conditions likely to be encountered by most empirical systematists. This presumably explains why so many previous simulation and empirical studies contradict their conclusions about the negative impact of missing data on Bayesian and likelihood analyses (see above).
In some cases, they show that combined data Pp differ moderately from those for Gene A alone (e.g., their fig.  4 , when rate of Gene A is low). However, arguing that these Pp are "biased" assumes that Gene B has no influence on topology estimation whatsoever (i.e., Pp for the combined analysis should be the same as for Gene A alone). Although this is true for parsimony, it is not necessarily true for Bayesian or likelihood analyses. For example, if Gene B has no influence on Bayesian estimates of topology (which are based on Pp), then how can it influence Pp at all? Clearly, the initial assumption that incomplete characters in Gene B have no impact cannot be fully correct. Furthermore, finding that combined data Pp differ from Pp for Gene A is not direct evidence that combined data Pp yield biased estimates of accuracy (i.e., in this context, the probability that the clade is correctly reconstructed by the method under a given set of conditions). Demonstrating bias would require directly examining the relationship between accuracy (the probability that the clade is correctly reconstructed by Bayesian analysis of Genes A and B combined) and the combined-data Pp for these conditions (for studies examining the relationship between Bayesian Pp and accuracy see, e.g., Wilcox et al. 2002; Alfaro et al. 2003; Huelsenbeck and Rannala 2004) . LEA did not directly examine the relationship between accuracy and Pp when missing data are added, and so for these nonextreme conditions, their statements about "bias" caused by missing data are not actually based on any direct evidence.
In summary, the results of LEA suggest that missing data are primarily problematic when utilizing uninformative characters and/or when failing to partition clearly heterogeneous data sets, conditions that may not be routinely encountered by most systematists. This is not to say that we think that data sets with missing data always yield accurate phylogenies with VOL. 60 unbiased support values, but rather that the simulation results of LEA can have a very different interpretation from their sweeping negative conclusions, if one simply considers which of their results are relevant to what phylogeneticists actually do.
Another critical issue is the addition of sets of characters with data for only two species, which are expected to have little impact on the analysis (and which presumably would not be used by empirical systematists). It is unclear if their results are specific to adding only two species or if they also apply to larger numbers of species. We have therefore performed new simulations to address the relevance of the results of LEA to larger numbers of taxa.
NEW SIMULATIONS
Methods
We addressed how adding data from a gene with incomplete taxon sampling to the one with complete taxon sampling influences the accuracy of Bayesian phylogenetics. Simulation methods generally followed Wiens and Moen (2008) . We simulated 16-taxon phylogenies that were either fully asymmetric or symmetric. Following LEA, we simulated DNA data with the JukesCantor model with equal branch lengths across the tree. We generally used 500 characters per gene, but also simulated 100. Data set 1 had all characters for all 16 taxa. For Data set 2, we simulated the complete data, and then a set of taxa was randomly selected in each replicate to have all their characters replaced with missing data cells. In one set of simulations, eight taxa were incomplete in Data set 2 (one way of generalizing the design of LEA to larger numbers of taxa). In another set of simulations, 14 taxa were incomplete, leaving only 2 taxa in Data set 2 with nonmissing data (an alternate way of generalizing the design of LEA to more taxa). Data were simulated under a broad range of rates of change in each data set, from very low (probability of change in a given character along a given branch of 0.0001) to relatively high (0.50), and six intermediate rates (0.001, 0.01, 0.10, 0.20, 0.30, 0.40) . Initial analyses on the asymmetric tree showed that the most extreme rates gave relatively low accuracy for these conditions (30% of tree or less resolved correctly). We simulated both equal rates in each data set and many unequal rates (Fig. 1) , but not every possible combination of rates. We analyzed 100 replicates for each set of conditions. We analyzed Data set 1 alone and then analyzed data sets 1 and 2 combined. Data sets were analyzed using MrBayes v3.1.2 (Huelsenbeck and Ronquist 2001) , assuming a Jukes-Cantor model with a parameter for unequal rates of change among sites (gamma), and other options set to default values. Importantly, combined analyses were partitioned, allowing a different value for gamma in each data set. Analyses were run for 50,000 generations each, sampling every 100 generations, and excluding the first 10,000 generations as burnin. These settings provide adequate tree searches for these conditions (Wiens and Moen 2008) . We evaluated accuracy for each replicate as the proportion of resolved nodes in the majority-rule Bayesian tree that are shared with the known, true topology, and overall accuracy (for a given set of conditions) is based on the mean for 100 replicates. This measure of accuracy is used in many previous simulation studies (e.g., Wiens 2003b; Wiens and Moen 2008); other measures are certainly possible, but they should also reflect the similarity between the true and estimated trees averaged across replicates. We did not directly evaluate Pp support for individual clades, but a clade will not be resolved unless its Pp is >0.50, and LEA did not directly examine the relationship between accuracy and Pp either.
Results
We find that across a broad range of conditions ( Fig. 1) , adding the data set consisting of 50% missing data (8 of 16 taxa incomplete) either increases or has no effect on accuracy, relative to analyzing the complete data set alone. Although the increases are typically small, under some conditions, the relative increase can be >20% (e.g., 0.49 vs. 60). These increases in accuracy may occur when the rates of change in the two data sets are equal, or when they are very unequal as well. When the added data set has only two complete taxa (as in the simulations of LEA), accuracy may be slightly higher or slightly lower than Data set 1 alone, and is consistently within 0.05. These latter results suggest that adding sets of characters with only two species has little influence on the overall accuracy of analyses with larger numbers of taxa, and that the design and results of LEA do not generalize to more realistic conditions.
Discussion
Contrary to the conclusions of LEA, we find no evidence that adding sets of characters with extensive missing data leads to misleading estimates of Bayesian phylogeny or support values (i.e., only clades with Pp > 0.50 are supported). Importantly, our results suggest that under some conditions, failing to add characters with missing data can lead to reduced phylogenetic accuracy. Thus, being overly cautious about excluding characters simply because they have missing data can lead to reduced phylogenetic accuracy. This is a critical point that LEA do not discuss.
Our simulation methods are not identical to those of LEA. For example, we assume that researchers will not choose to analyze data sets that completely lack phylogenetic information due to rates that are too fast or slow (and so we do not simulate these conditions, but we do simulate branches that are both extremely long and extremely short). We also assume that most researchers will partition data sets evolving at different rates. But most importantly, our results suggest that the misleading Bayesian estimates noted by LEA do not necessarily occur under slightly more realistic conditions (e.g., more taxa, partitioned data, and FIGURE 1. Results of simulations showing the impact of adding sets of characters with missing data on the accuracy of Bayesian phylogenetic analysis. Within each square, the top number is accuracy for Data set 1 alone, whereas the bottom number is for combined analysis of Data sets 1 and 2. Results on the left are for simulations in which Data set 2 has eight complete taxa and the right shows results in which Data set 2 has only two complete taxa.
use of variable characters). As one example, LEA suggest that Bayesian Pp may be strongly influenced by whether the taxa with nonmissing data are sister or nonsister taxa, but this simple division becomes unclear when additional taxa are included. For example, given a five-taxon tree (A, B) (C (D, E), with missing data in species C and D, nonmissing data are simultaneously present in both sister taxa (A, B) and nonsister taxa (A, E).
These simulations are also very limited and still very far from realistic. Many parameters that could have been varied were not (e.g., more complex substitution models, variation in rates within genes), in order to make the results more comparable with those of LEA (see instead Wiens 2005; Wiens and Moen 2008) . Perhaps the most important oversimplification is the use of equal branch lengths throughout the tree. In order to address how missing data influence Bayesian and likelihood analyses VOL. 60 under fully realistic conditions, we also perform analyses of eight empirical data sets. Before we do that, we briefly address the empirical example offered by LEA.
Reexamining the Manipulated Empirical Example of LEA LEA analyzed an empirical data set but again made many methodological choices that make these data very different from those analyzed by empirical systematists. They analyzed data from a single mitochondrial gene from eight species of plethodontid salamanders (but for which entire mitochondrial genomes were available; Mueller et al. 2004) , deliberately analyzing a very small number of characters. We could not find an explanation for why these particular characters and taxa were chosen. They then added a second data set consisting of missing data for six of the eight species and "manipulated empirical data" for the other two. These added, nonmissing data consist of resampled sites from the same gene for the same species, selected to be either all invariant or all variable between the two species. Although they found that adding this second set of characters influenced Bayesian and likelihood estimates of topology, support, and branch lengths, this analysis raises many questions about its design. Why not use actual data (e.g., another gene) instead of resampling sites from the same gene? Why only variable and invariant sites? To what extent are their results an artifact of these methodological choices?
We addressed this latter question using very similar empirical data, and our results offer a dramatic contrast to those of LEA (Fig. 2) . We downloaded the same 16S data, but instead of adding only invariant or variant sets of characters from the same gene, we added unmanipulated data from another gene (the widely used cytochrome b; again from Mueller et al. 2004 ) to the same species to which LEA added data. Clearly, adding another gene is more relevant to what empirical systematists actually do. Instead of finding that "ambiguous characters can strongly bias estimates of topological support and branch lengths" (p. 139) we find that Bayesian and likelihood estimates of topology, support, and branch lengths are almost identical after adding cytochrome b with data missing in six species (see Fig. 2 legend for methods). As in their simulations, it appears that the results of LEA reflect artifacts of adding invariant and saturated characters (and failing to partition data sets), and therefore may have limited relevance to most empirical studies.
Apart from their example involving "manipulated" empirical data, LEA do not show any empirical studies in which missing data seem to be problematic for Bayesian or likelihood methods. Note that on p. 142, LEA state "One of us (K.S.-H.) has come across such an example of discordance among gene trees in empirical data from North American fireflies. Once ambiguous sites were excluded from the analysis, gene tree congruence increased substantially (Stanger-Hall et al. 2007 )." However, the only references to missing data in that paper were the following quotes: "However, due to stretches of missing data in individual taxa (due to differences in primer binding and sequencing success) and the possibility that these unduly influence the phylogenetic analysis (Lemmon et al. unpublished data) , the final alignment was reduced to 1906 bp." (p. 36) and also (p. 42) "it seems to have a significant effect on the outcome of a ML and/or Bayesian analysis (Lemmon et al., unpublished data) . This led us to exclude DNA segments with missing data for more than one taxon from our final alignment." Thus, the StangerHall et al. (2007) paper does not contain the empirical results that LEA state that it does, only references to LEA.
NEW RESULTS FROM EMPIRICAL DATA SETS The problem of missing data is something that empirical phylogeneticists may encounter every day. LEA state that the supposed negative impacts of missing data on phylogenetic analysis are relevant to "all studies" that estimate and use phylogenies (p. 130). If this were true, we would expect to see widespread negative impacts in empirical analyses that include extensive missing data. We have previously described empirical studies that showed evidence that such impacts can be small or nonexistent (e.g., Philippe et al. 2004; Wiens et al. 2005) , specifically for likelihood and Bayesian analyses. Here we present analyses of eight additional empirical data sets that show similar patterns.
Obviously, the true phylogeny is unknown in most empirical data sets. However, one can make predictions about how methods will perform with real data given the results of simulations. It is not immediately clear what specific empirical predictions can be derived from the simulations of LEA. Nevertheless, they state that extensive missing data may "positively mislead" (p. 143) estimated topologies in likelihood and Bayesian analyses. If this were the case, then we predict that highly incomplete taxa will be placed in clades that appear to be incorrect based on previous taxonomy and systematic research (i.e., assessing accuracy based on congruence). In contrast, if the hypothesis of Wiens (2003b) is correct, and if sufficient characters have been sampled, then we expect that incomplete taxa will be placed in the expected higher taxa (e.g., genera, families), and with strong support. In addition, there should be strong support for the localized placement of these species within these higher level taxa (if sufficient characters were sampled). Following Wiens et al. (2005) , we test for a negative relationship between localized clade support and incompleteness of individual taxa.
Methods
We selected eight published empirical data sets (Table 1) , all involving Bayesian or likelihood analyses of mostly nonoverlapping vertebrate clades. All eight have at least one species with >70% missing data, and four data sets have at least one species with >90% missing data. Given that all eight studies are from our laboratory, we know that taxa were not simply excluded because of incompleteness, or because of how incompleteness influenced the results (this is less clear for other studies). All eight studies include multiple genes, and six of eight include both nuclear and mitochondrial genes. Thus, there is considerable rate heterogeneity among genes and other data partitions.
For each data set, we quantified the percentage of missing data cells in each species. Most missing data originate from the complete absence of data from one or more genes (or parts of genes) in combined analyses, but a small fraction also comes from gaps in alignments. Levels of branch support were based on whichever model-based method was used in the original study (i.e., Bayesian vs. likelihood); we arbitrarily selected likelihood for Hua et al. (2009) , which used both. For the ranid and phrynosomatid data sets, we used 49% as the lowest bootstrap, as specific values <50% were unavailable; however, relatively few nodes had values <50% (14.6% for ranids, 7.3% for phrynosomatids) and using reasonable alternate values (e.g., 25%) gave identical correlation results. Detailed methods are described in the original studies. However, given that effects of missing data may depend on how a software package treats these cells, we note that maximum likelihood analyses used RAxML (Stamatakis 2006) and Bayesian analyses used MrBayes (Huelsenbeck and Ronquist 2001).
We first evaluated whether highly incomplete taxa are placed in the clades expected based on previous taxonomy, and whether they are placed in these clades with strong support. If highly incomplete taxa are generally problematic, then they should not be consistently placed in the clades predicted by previous taxonomy, or if they are, the support for these clades should be weak. For each data set, we identified a set of nonnested clades from previous taxonomy. These mostly consisted of genera, as the generic-level assignment of most of these species was previously established based on nonmolecular data. However, for higher-level snake phylogeny, with only one species per sampled genus, we used families (and well-established subfamilies for Colubridae). For ranids, we used subfamilies, given that the taxonomy for these clades is relatively stable (e.g., Bossuyt et al. 2006; Frost et al. 2006 ) whereas genericlevel taxonomy is not (e.g., Frost et al. 2006 vs. Wiens et al. 2009 ). We then tallied the support for each clade (likelihood bootstrap or Bayesian Pp) and the species with the maximum amount of missing data in that clade (i.e., the taxon that should be most difficult to accurately place). We acknowledge the possibility that these higher taxa may be associated with longer branches than a random sampling of internal branches within the tree, but this potential source of bias should not overturn our results or conclusions. Following Wiens et al. (2005) , we then quantified the level of branch support for the specific placement of each individual species based on either 1) the support for the node placing them with their sister species (for species that are sister to a single species), or 2) the average of the support for the clade uniting them with their sister group, and the support for the clade excluding the species from that sister group (for species that are sister to >1 species). Given the level of incompleteness and branch support for each species, we then examined the relationship between these variables using nonparametric Spearman's rank correlation analysis, implemented in Statview.
Note that a negative relationship between support and completeness is not inconsistent with the mechanism proposed by Wiens (2003b) . If there are too little data to accurately place a taxon on the tree, then the support for its placement should be weak. However, the simulations of Wiens (2003b) suggest that, given enough characters, even highly incomplete taxa will be accurately placed in the phylogeny with high consistency. This should be reflected with high support values.
Finally, we note that this analysis does not necessarily address whether support values are biased by missing data, unless they are strongly biased to be consistently positive or negative (but LEA do not address moderate biases either because they did not directly test how accuracy and support values are related).
Results
The eight data sets collectively include >1000 species and >60 higher taxa, and almost all of these species are placed in the expected higher taxa, despite many having extensive missing data (Tables 1 and 2) . Furthermore, the monophyly of most of these clades is strongly supported (Bayesian Pp = 1.00; likelihood bootstrap = 78%-100%, but most >90%). In the three cases in which genera are not monophyletic in these data sets, there are other factors besides missing data that are involved. In bolitoglossine salamanders, Pseudoeurycea and Lineotriton both appear to be nonmonophyletic (Wiens, ParraOlea, et al. 2007) , but previous phylogenetic studies with little missing data suggest that this reflects parallel evolution and misleading taxonomy (Parra-Olea and Wake 2001). The nonmonophyly of Trachemys seems to reflect conflict between mitochondrial and nuclear genes, not missing data per se (Wiens, Kuczynski, Arif, et al. 2010) . In summary, if missing data are generally problematic as LEA suggest, there does not seem to be any evidence for it in these eight data sets (unless the previous nonmolecular taxonomies in these groups have been misled in a way that is consistent with the misleading effects of missing data on likelihood and Bayesian analyses of DNA sequence data).
Only two of the eight studies show significant negative relationships between branch support and incompleteness (Fig. 3) . These results suggest that missing data have little consistent negative impact on levels of branch support, and there is sometimes strong VOL. 60 FIGURE 3. The relationship between the incompleteness of a taxon (% missing data) and the support for its localized placement in phylogenetic analyses using likelihood and Bayesian analysis. support for the localized phylogenetic placement of taxa with >90% missing data (Fig. 3) , within these expected higher taxa. Interestingly, the two data sets with significant relationships between support and completeness (plethodontids, ranids) have the largest numbers of taxa but only modest numbers of characters (Table 1) . Again, we note that when too few informative characters have been sampled in a taxon, we expect only weak support for its placement in the tree.
Other Studies
In addition to these eight studies and others mentioned previously (e.g., Driskell et al. 2004; Philippe et al. 2004; Wiens et al. 2005) , other recent studies have also shown similar patterns (e.g., Lynch and Wagner 2010; Thomson and Shaffer 2010; Pyron et al. 2011 ). For example, Lynch and Wagner (2010) examined boid snake relationships with a Bayesian analysis of 14,417 molecular characters, with some taxa 98% incomplete and each taxon having an average of 70% missing data. Yet, their phylogeny is generally strongly supported and congruent with previous hypotheses and taxonomy (e.g., of six genera with >1 species, five are strongly supported as monophyletic with Pp > 0.98). showed that addition of >15,000 molecular characters to a data set of 363 morphological characters for squamate reptiles did not change the placement of most fossil taxa in a combined Bayesian analysis (despite the fossils having >98% missing data in this analysis) and caused no significant change in Bayesian Pp for fossil taxa. Furthermore, the placement of fossil taxa was consistent with previous taxonomy (e.g., fossil snakes placed in snakes), both before and after addition of molecular data.
AREAS FOR FUTURE RESEARCH
There are now many studies showing concordant support for the idea that highly incomplete taxa can be accurately placed in model-based analyses, and sweeping statements about the negative impacts of missing data are not substantiated. Nevertheless, many other aspects of the potential impact of missing data on phylogenetic analysis are still in need of further research.
Adding Characters with Missing Data
In addition to the effects of incomplete taxa, another major question is: given a complete set of characters for a set of taxa, is it useful to add a second set of characters that are incomplete (because they include data for only some of the taxa)? In other words, when do the benefits of adding more characters outweigh the potential disadvantages of increasing missing data in the matrix? Superficially, it might seem that the simulations of LEA addressed this question. However, their results may be of limited relevance to empirical studies because only two species were added. Our simulations here (Fig. 1) suggest that adding a set of characters with data for 50% of the species is generally either beneficial or harmless for Bayesian analysis. However, these simulations were not comprehensive either, and additional analyses are needed (e.g., exploring unequal branch lengths, different numbers of characters, and different levels of taxon sampling).
Other simulation and empirical studies have also found results suggesting that incomplete characters can be beneficial, but with some caveats. Wiens (1998) found that adding sets of incomplete characters can potentially increase accuracy for parsimony, but that accuracy was increased more by distributing the same amount of added data among fewer taxa and more characters (and with less missing data). He also found potential problems of long-branch attraction when a set of highly incomplete characters is added. Wiens et al. (2005) showed that adding a set of slowevolving characters (nuclear genes) available for only some taxa (and with much missing data) seemed to improve results relative to those from analyzing only fastevolving characters (mitochondrial genes) for a larger number of taxa. Specifically, some taxa are apparently misplaced in the analysis of fast-evolving characters alone (based on previous taxonomy), but not in the combined analysis.
The simulations of Gouveia-Oliveira et al. (2007) showed that accuracy of likelihood analyses was much higher when sequences with gaps (i.e., missing data) are included rather than excluded. Similarly, used simulations to address whether adding molecular data improves phylogenetic accuracy for fossil taxa, in a combined analysis of molecular and morphological data, with parsimony and Bayesian analysis (where the molecular data are missing in the fossil taxa). These simulations showed that under many conditions, adding molecular data improved accuracy for fossil taxa. A review of empirical studies showed that adding molecular data can improve resolution (i.e., resolve polytomies in consensus trees) for the placement of fossil taxa, at least in some parsimony analyses (e.g. Manos et al. 2007 ). An analysis of squamate reptiles confirmed that molecular data can change the placement of some fossil taxa, in addition to increasing resolution.
Estimating Divergence Times
It would also be worthwhile to investigate the effects of missing data on estimation of divergence times. LEA state that their results on branch length estimation are relevant to this issue, but they acknowledge that their results may be an artifact of not including rate heterogeneity in the likelihood model (p. 139), and this latter hypothesis is supported by our analyses also (Fig. 2) . Furthermore, their study contains no actual estimation of divergence dates. We have conducted several divergence-dating analyses using matrices that contain extensive missing data (e.g., Kozak et al. 2009; Wiens et al. 2009 ), using both penalized likelihood and Bayesian approaches (Sanderson 2002; Drummond et al. 2006 ). Yet, we have found no evidence to suggest that these estimates are generally misled by missing data. Instead, these estimates are generally similar to those for the same groups based on smaller data sets with fewer missing data cells (e.g., Bossuyt et al. 2006 vs. Wiens et al. 2009 for ranid frogs; Wiens 2007 vs. Kozak et al. 2009 for plethodontid salamanders). But again, this is an area in need of further investigation.
Other Areas
Many other areas remain to be investigated. For example, it is unclear how congruence among gene trees may interact with missing data to impact phylogenetic accuracy. All simulation studies published so far have assumed that different genes share the same history, and have been based on combined analysis of genes (either implicitly or explicitly). The impact of missing data on methods that estimate species trees without concatenation (e.g., Edwards et al. 2007 ) also requires study.
The impact of missing data on support values would also benefit from additional study. For examples, simulations are needed to address whether the standard interpretation of support values (e.g., likelihood bootstrap support, Bayesian Pp) remains valid for taxa with extensive missing data. CONCLUSIONS LEA state (p. 130) that the results of their study "have major implications for all analyses that rely on accurate estimates of topology or branch lengths, including divergence time estimation, ancestral state reconstruction, tree-dependent comparative methods, rate variation analysis, phylogenetic hypothesis testing, and VOL. 60 phylogeographic analysis." However, examination of their results shows that their evidence for the negative impacts of missing data hinge largely on methodological choices that would presumably not be made by most empirical systematists (e.g., adding data sets consisting of invariant or "saturated" characters, failing to partition data sets evolving at dramatically different rates). Unless those choices are made, their sweeping generalizations are not supported by their own results. These generalizations are also contradicted by many previous simulation and empirical studies, and also by new results from simulations that incorporate larger numbers of taxa and data partitioning (Fig. 1) , from reanalysis of their plethodontid salamander example (Fig. 2) , and from eight empirical data sets analyzed here (Fig. 3) . In contrast to the idea of discordance among studies promoted by LEA, we argue that most results on missing data can be explained in a common theoretical framework (Wiens 2003b) , and that most studies suggest that it should generally be possible to accurately place incomplete taxa in phylogenies, if enough informative characters are sampled. We think that there is a need for continued investigation of the impact of missing data on phylogenetics, and we point out specific topics in particular need of focused research. However, future studies should strive to reconcile their new results with those from previous studies in order to make real progress in this area.
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