Abstract In this paper we derive rigorously the amplitude equation, using the natural separation of time-scales near a change of stability, for the stochastic generalized Swift-Hohenberg equation with quadratic and cubic nonlinearity in this form
Introduction
Swift-Hohenberg equation was first used as a toy model for the convective instability in the Rayleigh-Be´nard problem (see [1] or [2] ). Today it is one of the celebrated equations for the examination of the dynamics of pattern formation.
Near the bifurcation the equation exhibits two widely separated characteristic time-scales and it is desirable to obtain a simplified equation which governs the evolution of the dominant modes. These equations are referred to as amplitude equations. The approximation of SPDEs on bounded domains via amplitude equations was first rigorously verified in [3] for a simple Swift-Hohenberg model, and later extended in [4] [5] [6] [7] [8] . In all these publications the amplitude equation for the dominant modes is given by an ODE or a SDE.
Mohammed et al. [9, 10] studied the Equation
in case the noise-strength is r e ¼ e, and the noise does not act directly on the dominant modes. Here additional deterministic terms appear, due to the presence of noise, that change the stability of the system. In this paper, we will study two cases r e ¼ e 2 and r e ¼ e 3 , and suppose that the noise acts directly on the dominant modes.
The main result of this paper is to show that near a change of stability on a time-scale of order e Àn (n ¼ 2 or 4) the solution of (1) with respect to Neumann boundary conditions on the interval 0; p ½ is of the type uðt; xÞ ¼ ebðe n tÞ cosðxÞ þ error;
where b is the solution of the amplitude equation on the slow time-scale T ¼ e n t given by ; GðbÞ is quintic and given by
with C 0 ' 1:8. The remainder of this paper is organized as follows. In the next section we formulate the assumptions that we need in this paper. In Section 3 we derive the amplitude equation with error term and state without proof the approximation theorem. In Section 4 we give bounds for high modes. Finally, we give the proof of the main results.
Preliminaries
We work in some Hilbert space H equipped with scalar product Á; Á h i and norm Á k k. We denote by e k f g 1 k¼1 and k k f g 1 k¼1 an orthonormal basis of eigenfunctions and the corresponding
Hilbert [11] ). In our case
Define by S ¼ N ? the orthogonal complement of N in H and by P c the projection P c : H ! N . Define P s :¼ I ÀP c , where I is the identity operator on H. As the dimension of N is finite, it is well known that both P c and P s are bounded linear operators on H. Let us define the space H 1 by Fourier series:
The operator A generates an analytic semigroup fe tA g tP0 defined by
Àk k t c k e k 8 t P 0:
Also, it has the following property that for all t > 0; x ¼ k 1 and all u 2 H 1 e tA P s u
In an abstract setting we need the following assumption, which is trivial to check in the concrete examples. Assumption 1. Define the nonlinear term GðbÞ : R ! R via
Assume there exists a constant d 1 P 0 such that for u 2 R the following inequality is satisfied
For the noise we suppose the following:
Assumption 2. Let W be a Wiener process on an abstract probability space ðX; F; PÞ. For t P 0, we can write WðtÞ (cf. Da Prato and Zabczyk [12] ) as
where ðb k Þ k2N 0 are independent, standard Brownian motions in R and a k ð Þ k2N 0 are real numbers. We assume
For our result we rely on a cutoff argument. We consider only solutions that are not too large, as given by the next definition.
Definition 3 (Stopping time). For the N Â S -valued stochastic process a; w ð Þ defined later in (10) we define, for some T 0 > 0 and j 2 ð0; 1 3nþ11 Þ for n ¼ 1 or 2, the stopping time s Ã as
Definition 4. For a real-valued family of processes X e ðtÞ f g tP0 we say X e ¼ Oðf e Þ, if for every p P 1 there exists a constant C p such that
We use also the analogous notation for time-independent random variables.
Formal derivation and main result
In this section, we derive the amplitude equation with error term and state without proof the approximation theorem. 
We are interested here in studying the behavior of solutions to (9) on time-scales of order e Àn , for n ¼ 2 or 4. So, we split the solution u into uðtÞ ¼ eaðe n tÞ þ e 2 wðe n tÞ;
where a 2 N and w 2 S. After rescaling to the slow time-scale T ¼ e n t, we obtain the following system of equations: By direct estimates we show that all terms in R 1 are small. Now, let us consider two cases depending on the value of n and c 2 .
3.1. First Case: n ¼ 2 and c 2 <
38
In this case, by substituting from (14) into (13) we obtain the following amplitude equation with error term with R 1 defined in (15). We fix m e ¼ me 2 and r e ¼ e 2 . Then the main result in this case is given in the following theorem:
Theorem 5 (Approximation 1). Under Assumptions 1 and 2 let u be a solution of (1) with the splitting introduced in (10) and initial condition uð0Þ ¼ eað0Þ þ e 2 wð0Þ such that að0Þ 2 N and wð0Þ 2 S where að0Þ and wð0Þ are of order one. Let b be a solution of (3) The second case is slightly more stable, as we loose the cubic in the amplitude equation. Thus we need a different scaling. In this case, we apply Itoˆ's formula to B c ðw k e k ; w ' e ' Þ in order to obtain c e
where we used B k ðwÞ ¼ BðwÞ; e k h iand F k ðwÞ ¼ FðwÞ; e k h ifor shorthand notation. The error R 2 in Eq. (20) is defined by
Again, we show later that all terms in R 2 are of order e. By substituting (14) and (20) into (13) , and
where R 1 and R 2 are defined in (15) and (21), respectively. Now, we need to remove w from the right hand side of (22 
For the seventh term containing w in (22) we work with B c ðB k ða; w j e j Þe k ; w ' e ' Þ to obtain
For the eighth term. we apply Itoˆformula to B c ðF k ðaÞe k ; w ' e ' Þ.
For the ninth term containing w in (22) 
By substituting from (24)- (33) into (22) we obtain the following amplitude equation with error
ðaðsÞÞds þW c ðTÞ þR 2 ðTÞ;
where the quintic termGðaÞ is given bỹ with C 0 ' 1:8 and the error termR 2 ðTÞ is defined bỹ
where R 3 was defined in (23).
The main result in this case (with the scaling m e ¼ me 4 and r e ¼ e 3 ) is given in the following:
Theorem 6 (Approximation 2). Under Assumptions 1 and 2 let u be a solution of (1) defined in (10) with initial condition uð0Þ ¼ eað0Þ þ e 2 wð0Þ where að0Þ 2 N and wð0Þ 2 S such that að0Þ and wð0Þ are of order one. Let b be a solution of (3) with bð0Þ ¼ að0Þ; e 1 h i . Then for all p > 1; e 2 ð0; 1Þ, and T 0 > 0 and all j 2 ð0; 1 17 Þ , there exists C > 0 such that P sup t2 0;e À4 T 0 ½ uðtÞ À ebðe 4 tÞ cos
Bounds for the high modes
In the following lemma we show that in (10) the modes w 2 S are essentially an OU-process plus a quadratic term in the modes a 2 N . 
Proof. The mild formulation of (12) 
We now bound all four terms separately. For the first term, using (6), we obtain for all T 6 s For the fourth term we obtain by using (6) and the definition of s Ã , that
Àg dg 6 Ce 1À9j :
Combining all results, yields (38). The proof is complete. h
The next lemma provides bounds for the stochastic convolution ZðTÞ defined in (37).
Lemma 8. Under Assumption 2, for every j 0 > 0 and p P 1, there exists a constant C, depending on p; a k ; k k , j 0 and T 0 , such that
Proof. See the proof of Lemma 20 in [7] . h
We now need the following simple estimate. 
for all e 2 0; 1 ð Þ.
Proof. Using (6) The following corollary states that wðTÞ is with high probability much smaller than e Àj as asserted by the Definition 3 for T 6 s Ã . We will show later s Ã P T 0 with high probability (cf. proof of Theorem 5).
Corollary 10. Under the assumptions of Lemmas 7 and 8, if wð0Þ ¼ Oð1Þ, then for p > 0 and for all j 0 > 0 there exists a constant C > 0 such that
Proof. From (39), by triangle inequality and Lemmas 8 and 9, we obtain
for j < 1 9 and j 0 6 j. This yields (41). The proof is complete. h Now the next step is to bound the remainderR 1 in the case n ¼ 2 (orR 2 for n ¼ 4). This was defined in (18) (or (35)) we use it in order to show the approximation result later.
Lemma 11. We assume that Assumption 2 holds. Then for all p > 0, there exists a constant C > 0 such that
Proof. We use similar arguments as in the proof of Lemma 7 to obtain (42).
Proof of the main result
In order to prove the approximation result, we first need the following a-priori estimate for solutions of the amplitude equation.
Lemma 12. Let Assumption 1, holds. Define bðtÞ in R as the solution of (3) . If the initial condition satisfies E bð0Þ j j p 6 C for some p > 1, then there exists another constant C such that
Proof. The existence and uniqueness of solutions for Eq. (3) are standard. To verify the bound in (43), we define Y as
Substituting this into (3), we obtain
Taking the scalar product hÁ; Yi R on both sides of (45), yields
Using Young and Cauchy-Schwarz inequalities and Assumption 1, for n ¼ 2; 4, we obtain that
Taking p 2 -th power and expectation, we obtain, for
Together with (44), this implies 
hold on X Ã .
Proposition 14. The set X Ã has approximately probability 1.
Proof.
for l ¼ 1 (or l ¼ 2). Using Chebychev inequality, Corollary 10 and Lemmas 11, 12, we obtain for sufficiently large q > 0 that
In the following we identify N with R and rewrite the amplitude Eq. (16) 
Proof. Define uðTÞ as uðTÞ :¼ a 1 ðTÞ À R l ðTÞ:
From (50) Thus,
Taking the scalar product hÁ; hi R on both sides of (55), yields
where GðbÞ ¼ ÀCb 2lþ1 for l ¼ 1 (or l ¼ 2) where l ¼ n 2
. Using Young and Cauchy-Schwarz inequalities and Assumption 1, we obtain the following linear ordinary differential inequality
Using (47) and (48), we obtain, for l ¼ 1 (or l ¼ 2), @ T h j j 2 6 C½ h j j 2 þ h j j 2lþ2 þ Ce 2À2ð3lþ11Þj on X Ã :
As long as h j j < 1, we obtain @ T h j j 2 6 2C h j j 2 þ Ce 2À2ð3lþ11Þj on X Ã :
Integrating from 0 to T and using Gronwall's lemma, yields Using the first part and (48), we obtain the final result (52). h Now, we can use the previous results to prove the main result of Theorem 5 in the case of n ¼ 2 (or Theorem 6 in the case of n ¼ 4) for the approximation of the solution (2) of the SPDE (1). 
