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Abstract
The construction of artificial general intelligence (AGI) was
a long-term goal of AI research aiming to deal with the com-
plex data in the real world and make reasonable judgments
in various cases like a human. However, the current AI cre-
ations, referred to as “Narrow AI”, are limited to a specific
problem. The constraints come from two basic assumptions
of data, which are independent and identical distributed sam-
ples and single-valued mapping between inputs and outputs.
We completely break these constraints and develop the sub-
jectivity learning theory for general intelligence. We assign
the mathematical meaning for the philosophical concept of
subjectivity and build the data representation of general intel-
ligence. Under the subjectivity representation, then the global
risk is constructed as the new learning goal. We prove that
subjectivity learning holds a lower risk bound than traditional
machine learning. Moreover, we propose the principle of em-
pirical global risk minimization (EGRM) as the subjectivity
learning process in practice, establish the condition of consis-
tency, and present triple variables for controlling the total risk
bound. The subjectivity learning is a novel learning theory for
unconstrained real data and provides a path to develop AGI.
Introduction
In the past few decades, artificial intelligence (AI) research
has reached or even exceeded human-level performance on
many specific problems (Silver et al. 2016; Mnih et al. 2015;
He et al. 2015). In the current implementation of AI, the
learning relies heavily on datasets, which are built by artifi-
cially distinguished and collected data samples of specific
domains. The learning machine obtains abilities by mini-
mizing the risk of specific problems, as shown in Figure
1(b). This method of AI introduces a basic data assumption
(Vapnik 2003) that data samples are independent and iden-
tically distributed (i.i.d). This assumption conforms to the
characteristics of datasets and makes AI a solvable prob-
lem. However, it also limits the current AI machines to
a specific “intelligent” behaviors in a determined environ-
ment, which is referred to as “Narrow AI”(Kurzweil 2005).
When facing a general learning case, these AI creations
still have many problems, such as task specificity, weak
generalization, catastrophic forgetting. Some recent works
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attempt to solve these problems. For instance, multi-task
learning tries to learn multiple data distribution at the same
time (Evgeniou and Pontil 2004; Kendall, Gal, and Cipolla
2018); continual learning tries to learn sequential and un-
stable distributed data (Zenke, Poole, and Ganguli 2017;
Aljundi et al. 2019; Farquhar and Gal 2019); transfer learn-
ing tries to extend the ability of one data distribution to
another related one (Santoro et al. 2016; Ren et al. 2018).
Although the above works try to break the limits of i.i.d
samples to achieve greater progress, they still cannot deal
with the general learning scenario. The essential reason is
another basic data assumption in traditional machine learn-
ing: The single-valued mapping function of inputs to outputs.
The current AI studies are learning the mapping function
y = f(x) or F (y|x) from input to output for all data.
For the problem of general intelligence, not only the i.i.d
assumption but the single-valued mapping assumption in
traditional learning theory are all invalid. An input can be
given various labels with different recognition methods. Ev-
ery input-label pair constitutes a true data sample. As shown
in Figure 1(a), the same input contains the labels of “Ap-
ple”, “Red”, “Sweet” and even more. It is a common and
typical case. Notwithstanding, it shows the mentioned as-
sumptions are not applicable to general learning problems.
These data samples do not come from an identical distribu-
tion since multiple labels violate the normalization of prob-
ability, and we even cannot describe the relationship be-
tween inputs and labels by a single-value mapping func-
tion because an input corresponds to multiple labels. Di-
rectly using traditional machine learning to general learn-
ing case results in a label confusion, as shown in Figure
1(c). In summary, these challenges of real data can be at-
tributed to two essential features of artificial general intel-
ligence (AGI): (1) Data Complexity. AGI deals with incon-
sistent data from uncontrolled disparate tasks and various
dynamic environments. (2) Judgment Complexity. AGI in-
volves global judgments over a variety of tasks and problems
with different regularities(Adams et al. 2012; Goertzel 2014;
Laird and Wray III 2010). To achieve AGI, we must first
thoroughly break the traditional data assumptions and then
construct a new representation framework for the real data.
Therefore, we propose the subjectivity learning theory.
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To construct the representation of real complex data, we
introduce a new learning concept –subjectivity. We notice
that human actively classifies related judgments of complex
data into a specific category, where the data can be locally
represented as a function or distribution. From a philosoph-
ical perspective, some ideas, conclusions or judgments con-
sidered true only from the perspective of a subject (Allen
2002). We assign the mathematical meaning to the concept
of subjectivity, which is an active division and induction of
complex data such that inputs hold a consistent judgment un-
der a certain subject. The machine learns to divide the data
into multiple subjects and build judgments for every sub-
ject. We refer this novel machine learning method to as sub-
jectivity learning, which can model the complex data cases
in general intelligence. With the introduction of subjects, the
machine of subjectivity learning needs to learn two represen-
tations: (1) Which subject each sample should be classified
into. (2) How to express the data mapping under a certain
subject. The main question of subjectivity learning is how to
obtain these two descriptions.
To achieve the capabilities of general intelligence, we
build a new learning goal – the global risk. We find that hu-
man’s perception of the world is to avoid fatal errors in any
situation, rather than just being accurate in a specific task. It
means that the general intelligence adopts a risk metric cov-
ering all possible scenarios, which is referred to as global
risk. In subjectivity learning, this goal is to assess the sum
of risks covering all subjects. In this paper, we prove that,
for the complex data and the global risk metric, the descrip-
tion in traditional learning theories produces an inevitable
error, while the subjectivity learning could mitigate or even
eliminate it. Therefore, subjectivity learning is more appro-
priate for general intelligence, and the global risk can drive
the representation of subjectivity learning.
In this paper, we propose subjectivity learning theory to-
wards general intelligence. We first describe the framework
of subjectivity learning and compare it to traditional learn-
ing theory. The principle of empirical global risk minimiza-
tion is introduced to obtain the practical solution. Then, We
further analyze the consistency and the error bound of the
learning principle. Our contributions include:
(1)In general intelligence understanding, we point out the
crucial reasons of “Narrow AI” and violations of data as-
sumptions in traditional learning theory.
(2) In theory, we develop subjectivity learning for solving
these challenges by introducing the concept of subjectivity.
We prove that subjectivity learning can drive a solution with
lower risk than traditional machine learning.
(3) In mathematical method, we extend the Law of Large
Number to the case of two coupled variables and prove the
consistency of empirical global risk minimization with the
increase of samples when certain conditions are satisfied.
We further analyzed the error bound and then present triple
variables for controlling the error bound.
(4) In philosophy, we attempt to reveal the computational
meaning of subjectivity in human intelligence, which ex-
plains why the subjectivity is necessary for AI to achieve
general intelligence.
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(a) The Raw Data Samples in AGI Problem.
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(b) Traditional Machine Learning.
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(c) ML without Human-assignment for AGI Problem.
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(d) Subjectivity Learning for Solving AGI Problem
Figure 1: The data in AGI problem is complex, while ev-
ery sample only presents partial information. The traditional
machine learning focuses on the datasets of a specific prob-
lem which is assigned artificially. When they face the AGI
problem, serious errors occur. The subjectivity learning ac-
tively divides the complex data into multiple subjects and
learns the complete representation for AGI.
Related Work
Recently, some studies try to break down the limits of data
assumptions in traditional learning theory to develop AGI.
They can be divided into two categories. The first type of
works make efforts to solve the non-i.i.d data challenges
in one specific problem. (Steinwart and Christmann 2009;
Yu 1994) use various stochastic processes to model the com-
plex dataset. (Balcan, Blum, and Vempala 2014) studies
classification tasks with unstable distributed data samples in
the process of lifelong learning. (Pentina and Lampert 2015)
proved that learning tasks with non-i.i.d samples are also
beneficial for new tasks. In these works, although the data
samples are not i.i.d, the overall data is still assumed to be
a certain distribution, and the input-output relation can be
represented by a single-valued mapping function.
The other category focus on the problem of data with mul-
tiple distributions. The representative approach is to build a
hierarchical architecture, which consists of a task encoder
module and a task decoder module (Garnelo et al. 2018;
Sung et al. 2017; Schwarz et al. 2018). The task encoder
module explicitly projects the task-specific dataset to a task
vector, and the tasks decoder module predicts targets based
on both data inputs and task vectors. (He et al. 2019) pays
attention to the task-agnostic continual learning problem,
while they assume the data is piece-wise stationary and re-
cent samples are i.i.d. (Garnelo et al. 2018) addressed learn-
ing meta-networks from multiple tasks to perform few-shot
learning in supervised learning such as regression, classi-
fication and image completion. (Sung et al. 2017) used the
hierarchical framework to learn a meta-critic network to per-
form the few-shot transfer in the domain of reinforcement
learning. These efforts attempt to deal with multi-distributed
data, while they introduce other artificial assumptions for the
raw data. Globally, the single-valued function mapping from
the input (data & task) to the output (label) is still preserved.
In summary, two basic data assumptions in traditional
learning theory are not completely broken in all the existing
works. We propose the subjectivity learning theory aiming
to deal with the general data without these assumptions.
The Framework of Subjectivity Learning
In this section, we first explain the problem of general intelli-
gence. Then, we define the framework of subjectivity learn-
ing clearly and construct the mathematical form of global
risk. We further compare the subjectivity learning to tradi-
tional statistical learning, and prove that the global risk mini-
mization in subjectivity learning results in a description with
a lower risk.
Problem Statement
We consider the common learning scenario of general intel-
ligence. The real data contains various complex cases, while
every data sample comes from a specific case or specific
evaluation criteria. The label in a sample can only reflect a
part of the information in a specific task. Unlike the datasets,
the sources and tasks of all data are unknown in AGI prob-
lem. The system requires learning from various samples and
giving a complete and reasonable representation.
In the traditional learning theory, the data for a specific
problem is collected as a dataset. All samples (input-label
pair (x, y)) were assumed to be independent and identical
distributed. The machine is looking for a function y = f(x)
(or F (y|x)) to express the relation of input x to label y by
minimizing the risk functional. Remark the data samples as
z = (x, y) ∈ Z and the mapping function between x and
y as g((x, y)) = g(z) ∈ G. When a probability distribution
function F (z) is defined on Z, the problem of the traditional
risk minimization can be expressed as
inf
g
Rt(g(z)) =
∫
L(z, g(z)) dF (z) (1)
where L(z, g(z)) is the loss function of sample z. The sta-
tistical learning theory ensures that the empirical risk con-
verges to expection with the increase of samples.
However, the samples (x, y) in AGI problem are not i.i.d,
also the value of mapping y = f(x) (or F (y|x)) changes
with various tasks and environments. Human’s general in-
telligence involves how to adjust the judgment according to
different environments. Therefore, the current learning the-
ory is not applicable to general intelligence.
Subjectivity Learning
We notice that human’s intelligence is based on subjectivity
in making specific decisions, and one thing may correspond
to different judgments under different subjects. Therefore,
we draw on the concept of subjectivity to deal with com-
plex data. In philosophical, that is the collection of the per-
ceptions, experiences, expectations, and beliefs specific to a
person. We define the mathematical meaning of subjectivity
that
Definition 1. The subjectivity is defined as the subjective
collection for data samples with unified mapping, distribu-
tion, and loss metrics.
The core idea of subjectivity learning is learning to sub-
jectively divide complex data samples into various sub-
jects and to represent their various mappings. Although this
method can deal with AGI data, it brings a new variable that
is the subject attribution of the sample.
Specifically, we remark the subject as τ . The data descrip-
tion in subjectivity learning includes two parts:
(1) What is the input-label mapping y = f(x, τ) (or
F (y|x, τ)) under a specific subject τ? It is similar to the
function y = f(x) in the traditional machine learning, but
this relation can only be expressed as a function under a sin-
gle subject.
(2) Which subject τ should the samples (x, y) belong to? It’s
a new concept in the subjectivity learning. Mathematically,
when we give the subjects attribution for data samples, the
data and subjects form a joint distribution F ((x, y), τ). Dif-
ferent from the traditional learning problem, this joint distri-
bution is changing in the learning process. Thus, the sample
attribution corresponds to the posterior probability for sub-
jects, that is p(τ |(x, y)), which is a function variable to be
learned.
The current question is what is the goal driving the represen-
tation of subjectivity learning.
Global Risk Functional
The goal of human’s intelligence is to avoid the fatal error
in almost any cases, instead of only focusing on the risk of
specific tasks. We also adopt this goal as the evaluation and
construct the second core concept, the global risk functional,
for subjectivity learning. Since the data samples are divided
by different subjects in subjectivity learning, the goal should
consider the loss over all subjects.
Mathematically, when given the sample z = (x, y), the
subject of z is remarked as h(z, τ) = p(τ |z)/p(τ). The
input-label relation under a specific subject τ is defined as
g(z, τ) = F (y|x, τ). We define that
Definition 2. The global risk functional in the subjectivity
learning is defined as
inf
g,h
Rs(g, h) =
∫
L0(z, τ, g(z, τ))h(z, τ) dF (z) dF (τ),
(2)
where L0 is the loss function of sample z under subject τ ,
F (z) and F (τ) are the distributions of sample z and τ .
This global risk is related to the representation of sub-
jectivity learning. For g(z, τ), it is obvious that the risk in-
creases if the output does not match the real label. For the
h(z, τ) = p(τ |z)/p(τ), it also causes a serious error if con-
flict samples in different nature are classified as the same
subject. The following sample can clearly illustrate this sit-
uation.
Let the data (input-label pairs) be (x, y). For traditional
statistical learning problem, let the output of the learning
machine from input x as f(x). Then the loss function is
formed as L(f(x), y), and the risk function should be ex-
pressed as
Rt(f) =
∫
L(f(x), y)dF (x, y)
Note that an sample xmay correspond to multiple yj in gen-
eral case. If we optimize the risk functional
Rt(f) =
l∑
i=1
L(f(xi), yi)
over all data, the optimal solution is that
f(xi) = y¯i =
1
m
m∑
j=1
yij .
And there exist an absolute confusion error in the optimal
loss, that is
∆R =
∑
i,j
L(y¯i, yi,j).
It is the label confusion shown in Figure1(c) of the main con-
text. In the subjectivity learning, the samples are divided into
different subjects τ and measured by global risk Rs(g, h).
If the subjects’ division h(z, τ) is unreasonable, such as all
samples are still classified into one subject, the above abso-
lute error is reflected in the global risk. On the other hand,
when samples are reasonably divided into different subjects,
such as no conflict of sample mapping in any subject, the
global risk
Rs =
∑
j
∑
i
L(f(xi, τj , α), xi)I [(xi, yi) ∈ τj ]
likely converges to zero. It also shows that subjectivity is
pretty valuable to general intelligence instead of only hu-
man’s prejudice against things.
Subjectivity representations and the global risk functional
combined role makes the general intelligence a learning
problem. Next, we compare the subjectivity learning with
traditional machine learning, and prove that subjectivity
learning results in a lower global risk.
Risk Gap
Here we compare the global risk minimization of subjectiv-
ity learning to traditional learning problem. The following
theorem demonstrates that the subjectivity learning results
in a lower optimal risk under the equivalent loss measure.
Theorem 1. Let us consider the problem of machine learn-
ing (29) and the problem of subjectivity learning (30). Under
the equivalent loss measure L(z, g(z))|τ = L0(z, τ, g(z)),
the inequality
inf
g1
Rt(g1(z)) > inf
g2,h
Rs(g2, h) (3)
take place.
For the optimal solution g∗(z, τ) and h∗(z, τ), if there ex-
ists samples measured with dF (z, τ1),dF (z, τ2) > 0 such
that g∗(z, τ1) 6= g∗(z, τ2), there exist an absolute risk gap
that
∆R∗ = inf
g
Rt(g(z))− inf
g,h
Rs(g, h) > 0 (4)
Proof. See the Supplementary Material.
The above theorem contains two parts. In the first part
(31), we qualitatively state that the global risk functional
of subjectivity learning drives a more accurate description.
In AGI problem, a sample z almost holds multiple differ-
ent judgment g(z, τ) with various τ . In the second part (32),
we prove that there must be a risk gap greater than 0 be-
tween the traditional machine learning and the subjectivity
learning. Statistical learning theory ensures that minimum
empirical risk approaches the lower bound of the expected
risk with the increase of data samples. However, the above
risk gap demonstrates that the lower bound of traditional
risk functional can never approach the optimal description
of AGI. On the other hand, the subjectivity learning with
the global risk is able to drive a better description. From
a philosophical perspective, this theorem also explains why
the human constructs various subjectivity for the real com-
plex data, which is a method of interpreting the world with
less risk.
After presenting the framework of subjectivity learning,
we then illustrate the learning process and its convergence
in next section.
The Theory of Subjectivity Learning
After giving the representation of subjectivity learning and
the form of global risk functional, the current main ques-
tion is how to find the minimization of the global risk func-
tional. In this section, we introduce the principle of empiri-
cal global risk minimization (EGRM), and explain the pro-
cess of subjectivity learning under this principle. Different
from statistical learning theory, the subjectivity learning pro-
cess involves two types of samples, which are data samples
z and subjects samples τ , and the numbers of them are re-
lated. The nature of convergence changes with this relation-
ship. Therefore, we generalize the Law of Large Number to
the case of coupled variables. Then, we establish the con-
sistency conditions and give the convergence probability of
the learning process. We prove that the empirical global risk
minimization can tend to the expectation with the increase
of data samples and subjects samples.
Principle of EGRM
We cannot directly minimize the functional (30) since the
probability distributions of F (z) in the definition is un-
known. Also, we need to consider the newly introduced vari-
able, subject τ . In practical, we first get the data samples
z1, ..., zl in various cases. The form of subjects τ1, ..., τm is
a set of samples from a prior distribution F (τ), which can be
a language, a symbol or something else. Different with data
samples, subject samples is artificially introduced and con-
trollable. Before constructing the joint distribution with data
samples, the subject sample do not have a specific physical
meaning, so it can be sampled from any certain prior distri-
bution. However, the number of subject samples is related to
the giving data samples, and it should change as new sam-
ples continually arrive. When the data samples and subject
samples are determined, we need to select the optimal func-
tions g and h from the sets G and H to minimize the global
risk. Therefore, the learning process of subjectivity learn-
ing can be summarized as first sampling a set of subjects
τ1, ..., τm on the basis of data samples z1, ..., zl, and then
selecting the optimal description functions g and h based
on these samples to make the global risk functional min-
imum. This novel principle is called empirical global risk
minimization (EGRM). Now we show the specific form in
mathematical.
For simplicity, we first rewrite the global risk func-
tional. When formulating the minimization of the func-
tional (30), the set of functions g(z, τ) and h(z, τ) will be
given in a parametric form that {g(z, τ ;αg)αg ∈ Λg} and
{h(z, τ ;αh)αh ∈ Λh}. Here αg and αh are parameters from
the set Λg and Λh such that the value αg = α∗g defines the
specific function g(z, τ ;α∗g) in the set g(z, τ) and similar as
αh. We further merge these two sets of parameters such that
α = (αg, αh) and α ∈ Λ = Λg × Λh. In this notation, the
functional (30) can be written as
inf
α∈Λ
R(α) =
∫∫
Q(z, τ, α) dF (z) dF (τ) (5)
where
Q(z, τ, α) = L0(z, τ, g(z, τ ;αg))h(z, τ ;αh). (6)
The function Q(z, τ, α), which depends on variables z,
τ and α, is called basic loss function. Each function
Q(z, τ, α∗), α∗ ∈ Λ determines the value of the loss result-
ing from the data vector z and subject vector τ .
Then we introduce the principle of the empirical global
risk minimization that
Definition 3. (Principle of Empirical Global Risk Mini-
mization, EGRM) On the basis of data samples z1, ..., zl,
we select a suitable number of subject samples τ1, ..., τm
and minimize the functional
Remp(α,m, l) =
1
m
m∑
j=1
1
l
l∑
i=1
Q(zi, τj , α), α ∈ Λ, (7)
which is called empirical global risk functional.
This functional is defined in an explicit form, and can be
minimized. Let the minimum of the global risk functional be
attained at Q(z, τ, α0) and let the minimum of the empirical
global risk be attained at Q(z, τ, αl,m). We take the princi-
ple of EGRM that is using the function Q(z, τ, αl,m) as an
approximation of the function Q(z, τ, α0). The next prob-
lem is to establish the conditions under which the function
Q(z, τ, αl,m) is close to the function Q(z, τ, α0). Also, we
want to know (1) how to control the number of subject num-
ber with data samples; (2) how the speed of Q(z, τ, αl,m)
is close to Q(z, τ, α0) as the data and subjects samples in-
creases. These questions are discussed in the following con-
text.
Convergence with Two Coupled Variables
We have proposed the empirical global risk to approximate
the expectation (5). We need to determine under which con-
ditions such an approximation is valid. In this subsection,
we first give the definition of consistency. The consistency
in statistical learning theory is based on the Law of Large
Number that is the experience converges to expectation as
the number of samples increasing. While in the subjectivity
learning, besides the data sample, subjects sample are newly
introduced. The convergence should consider the increase of
these two type of variables and their relationship. Therefore,
we generalize the Law of Large Number to the case of two
coupled variable and define the consistency for the principle
of EGRM.
Let us consider a related empirical process. Let the prob-
ability distribution function F (τ) and F (z) be defined on
the space τ ∈ Rnτ and z ∈ Rnz , and let Q(z, τ, α), α ∈ Λ
be a set of measurable loss functions. Let τ1, ..., τm, ... and
z1, ..., zl, ... be sequences of independent identically dis-
tributed vectors of subjects and data. Consider the one-sided
empirical process given by the sequence of random values
ξ〈m,l〉 = sup
α∈Λ
(R(α)−Remp(α,m, l))
〈m, l〉 =1, 2, ...
(8)
which R(α) is the form (5) and Remp is the form (7).
In this process, we need to consider the increase of sam-
ples number m and l simultaneously, since different number
order of two samples changes the characteristics of the pro-
cess and its convergence. We note it as 〈m, l〉, which means
the growth of these two variables is based on a certain rule,
and 〈m, l〉 → ∞ notes the variables m, l both tend to infin-
ity under this rule. In the subjectivity learning, this rule can
be adjusted with controllable subjects number.
The Law of Large Numbers demonstrates that the se-
quence of means converges to expectation of a random vari-
able (if it exists) as the number of samples increases. As the
starting point for consistency theory, we first generalize the
Law of Large Number to the case of two couple variables.
Now we introduce the theorem:
Theorem 2. (Convergence Theorem with two coupled
variables.) When the α∗ is determined, for the function
Q(z, τ, α∗) and any ε > 0, the following convergence
P
{
R(α∗)−Remp(α∗,m, l) > ε
}
−−−−−−→
〈m,l〉→∞
0 (9)
take place, where the sample numbers 〈m, l〉 satisfied the
rule:
l >
2(Bz −Az)2
ε2
lnm+
(Bz −Az)2
(Bτ −Aτ )2m. (10)
The Bz, Az and Bτ , Aτ are respectively the bound of func-
tions that Az ≤ Q(z, τ) ≤ Bz and Aτ ≤ Rlo(α, τ) ≤ Bτ .
Proof. See the Supplementary Material
In the condition of Theorem 8, Rlo(α, τ) is the local risk
that
Rlo(α, τ) =
∫
Q(z, τ, α)dF (z), (11)
which represents the risk integral of all samples z under the
specific subject τ . It is only related to the subject variable τ
and parameter α. The Theorem 8 shows that the sequence of
ξm,l always converges in probability to zero, if set of func-
tionsQ(z, τ, α), α ∈ Λ contains only one element, that is the
function Q(z, τ, α) is determined. The consistency of sub-
jectivity learning should consider the set of functions con-
tains multiple and even infinite elements. Now we give the
definition of consistency.
Definition 4. We say that the method of global empirical
risk minimization is strictly (non-trivially) consistent the set
of function Q(z, τ, α), α ∈ Λ if for any nonempty subset
Λ(c), c ∈ (−∞,∞) of this set of functions such that
Λ(c) = {α :
∫∫
Q(z, τ, α) dF (z) dF (τ) ≥ c}, (12)
the next convergence is valid:
inf
α∈Λ(c)
Remp(α,m, l)
P−−−−−−→
〈m,l〉→∞
inf
α∈Λ(c)
R(α) (13)
Our goal is to find the conditions to make consistency (79)
exist. In the derivation, we use the convergence conditions
of the process (8) to construct the conditions of consistency,
that is to describe conditions such that for any ε > 0, the
following relation
P
{
sup
α∈Λ
(R(α)−Remp(α,m, l)) > ε
}
−−−−−−→
〈m,l〉→∞
0 (14)
takes place. This formula is referred to one-sided uniform
convergence.
Conditions of Consistency
We first show that one-sided uniform convergence (14)
forms not only the sufficient conditions for the consistency
of the EGRM, but the necessary conditions as well. We
further generalize Theorem 8 to the case of function set
Q(z, τ, α), α ∈ Λ and construct the conditions.
We formulate the following key theorem of subjectivity
learning theory to describe the above conclusions, similar to
the equivalent theorem of statistical learning theory.
Theorem 3. (the Equivalent Theorem) Let there exist the
constants a and A such that for all functions in the set
Q(z, τ, α), α ∈ Λ and for distribution functions F (t) and
F (z), the inequalities
a ≤
∫∫
Q(z, τ, α) dF (z) dF (τ) ≤ A (15)
hold true. Then the following two statements are equivalent:
1. The empirical global risk minimization method is
strictly consistent (79) on the set of functions Q(z, τ, α).
2. The uniform one-sided convergence of the means to
their mathematical expectation (14) takes place over the set
of functions Q(z, τ, α).
Proof. See the Supplementary Material
This theorem transforms the problem of consistency to the
problem of one-side uniform convergence. Now, we describe
the conditions for one-side uniform convergence (14). With
the local risk, the following inequality is valid:
Theorem 4. For any ε > 0, the following inequality holds:
P
{
sup
α∈Λ
(
R(α)−Remp(α,m, l)
)
> ε
}
≤P
{
sup
α∈Λ
( ∫
Rlo(α, τ) dF (τ)− 1
m
m∑
j=1
Rlo(tj , α)
)
> ε
}
+
m∑
j=1
P
{
sup
α∈Λ
( ∫
Q(z, τj , α) dF (τ)
− 1
l
l∑
i=1
Q(zi, τj , α)
)
> ε
}
(16)
Proof. See the Supplementary Material.
From the above theorem, the convergence probability
consists of two terms, where the first term is the convergence
probability of the subjectivity risk and the second term is the
sum of probability of data risk under all subjects. We further
use the concept of capacity like statistical learning theory to
discuss the conditions of uniform convergence.
For the first term, let Rlo(τ, α), τ ∈ T, α ∈ Λ be a set of
real-valued functions. Let NΛ,βττ (τ1, ..., τm) be the number
of different separations of m vectors τ1, ..., τm by a com-
plete set of indicators (detailed in supplementary material).
Then we define the annealed entropy of subjectivity risk that
Definition 5. (Annealed Entropy of Subjectivity Risk) The
quantity
HˆΛ,βττ (m) = lnEN
Λ,βτ
τ (τ1, ..., τm) (17)
is defined as the annealed entropy of the set indicators of
real-valued functions Rlo(τ, α).
Using the error inequality in statistical learning the-
ory(Vapnik 2003), for the bounded real-valued functions
Aτ ≤ Rlo(τ, α) ≤ Bτ , α ∈ Λ, the following inequality
is valid:
P
{
sup
α∈Λ
( ∫
Rlo(α, τ) dF (τ)− 1
m
m∑
j=1
Rlo(τj , α)
)
> ε
}
≤ 4exp
{(HˆΛ,βττ (2m)
m
− (ε−
1
m )
2
(Bτ −Aτ )2
)
m
}
.
(18)
Also, we define the annealed entropy of data risk for
Q(z, τ, α), z ∈ Z,α ∈ Λ and consider the second term of
(116). Let NΛ,βzz (z1, ..., zl) be the number of different sep-
arations of l vectors z1, ..., zl by a complete set of indicators
(detailed in supplementary material). We define that
Definition 6. (Annealed Entropy of Data Risk) The quan-
tity
HˆΛ,βzz (l) = lnEN
Λ,βz
z (z1, ..., zl) (19)
is defined as the annealed entropy of the set indicators of
real-valued functions Q(z, τ, α) under a specific τ .
For the bounded real-valued functionsAz ≤ Q(z, τ, α) ≤
Bz, α ∈ Λ, the following inequation is valid:
m∑
j=1
P
{
sup
α∈Λ
( ∫
Q(z, τj , α) dF (τ)
− 1
l
l∑
i=1
Q(zi, τj , α)
)
> ε
} (20)
≤4exp
{( lnm
l
+
HˆΛ,βzz (2l)
l
− (ε−
1
l )
2
(Bz −Az)2
)
l
}
(21)
Let substitute the inequation (125) and (131) into (116),
we get:
Theorem 5. Let Aτ ≤ Rlo(τ, α) ≤ Bτ , α ∈ Λ and
Az ≤ Q(z, τ, α) ≤ Bz, α ∈ Λ be measurable set of
bounded real-valued functions. Let HˆΛ,βtτ (m) and Hˆ
Λ,βz
z (l)
be the annealed entropies of the sets of indicators for them.
Then the following inequality is valid:
P
{
sup
α∈Λ
(
R(α)−Remp(α,m, l)
)
> ε
}
≤4exp
{(HˆΛ,βττ (2m)
m
− (ε−
1
m )
2
(Bτ −Aτ )2
)
m
}
4exp
{( lnm
l
+
HˆΛ,βzz (2l)
l
− (ε−
1
l )
2
(Bz −Az)2
)
l
}
.
(22)
Note that the samples number satisfied the inequality (53)
makes liml,m→∞ lnm/l = 0 must be true. Therefore, from
the above theorem, we can establish a set of sufficient con-
ditions for the uniform convergence.
Corollary 1. (Sufficient Conditions of Consistency) For
the existence of non-trival exponential bounds on uniform
convergence, the sufficient conditions is to satisfy all the fol-
lowing three formulas:
lim
l→∞
HˆΛ,βzz (l)
l
= 0 (23)
lim
m→∞
HˆΛ,βtτ (m)
m
= 0 (24)
l >
2(Bz −Az)2
ε2
lnm+
(Bz −Az)2
(Bτ −Aτ )2m (25)
It is the sufficient condition for one-side uniform conver-
gence (14), and is also sufficient conditions for the con-
sistency of EGRM. The condition consists of three parts.
The equation (133) means that under the specific subject τ ,
the number of distinguishable events NΛ,βzz should increase
slowly as the data sample size increases (slower than any
exponential function). The equation (134) considers the lo-
cal risk Rlo(τ, α) of different subjects. It requires that the
number of distinguishable events NΛ,βττ for local risk in-
creases slowly as the subject sample size increases (slower
than any exponential function). Besides, the equation (135)
constraints the number relation between the subjects and
data samples. So far, we have established a sufficient con-
dition for consistency. Next, we analyze the error bound of
global risk and discuss how to control the global risk in the
case of determined number of data samples.
Triple Variables for Global Risk Controlling
The Theorem 11 shows the probability of uniform conver-
gence , which is also the probabilistic form on generalization
ability. In this subsection, we further analyze the construc-
tive distribution-free bounds on generalization ability, and
propose triple variables for controlling the global risk.
For analyze the inequality (132), we introduce the concept
of the data dimension hz and the subject dimension hτ for
subjectivity learning, which are similar to the VC dimension
for statistical learning theory. The data dimension (subject
dimension) of a set of indicator functionsQ(z, τ, α), α ∈ Λ(
or Rlo(τ, α), α ∈ Λ) is equal to the largest number hz (or
hτ ) of vectors z1, ..., zl (or τ1, ..., τm) that can be shattered
by the complete set of indicators. These two dimensions sat-
ify that:
HˆΛ,βzz (l) ≤ hz
(
ln
l
hz
+ 1
)
(26)
HˆΛ,βττ (m) ≤ hτ
(
ln
m
hτ
+ 1
)
. (27)
We take them into (11) and rewrite it into the form of error
bound. We have that
Theorem 6. With probability 1 − η the risk for the func-
tion Q(z, t, αl,m) which minimizes the empirical glob risk
functional satisfies the inequality
R(αl,m) < Remp(αl,m) + εl,m, (28)
where εl,m satisfies
η = 4exp
{(ht
m
(1 + ln
2m
hτ
)− (εl,m −
1
m )
2
(Bτ −Aτ )2
)
m
}
+ 4exp
{( lnm
l
+
hz
l
(1 + ln
2l
hz
)− (εl,m −
1
l )
2
(Bz −Az)2
)
l
}
After getting the bound of generalization error, now we
consider how to control the error bound (144) when the size
of data samples l is small. In the statistical learning theory,
this issue is discussed by structural risk minimization prin-
ciple and is controlled by VC dimension. In the subjectivity
learning, there are three related factors: data dimension hz ,
subjects number m, and subject dimension hl. When l is de-
termined, we first adjust the data dimension hz and subjects
number m to balance the empirical global risk and error of
generalization. For EGRM, the smaller number of subjects
and small local dimensions could reduce the error of gener-
alization, while they result in a higher empirical global risk.
After the subjects number m is determined, the error bound
is related to subjectivity dimension hτ . Therefore, for con-
trolling the error bound of subjectivity learning, there are
two crucial difference: (1) Besides the design of function
complexity hz and hτ , it is necessary to control the num-
ber of subject samples m to balance the empirical global
risk and generalization error. (2) The subjectivity dimension
hτ , reflecting the complexity of subjectivity representation,
should change with the number of subject samples. It means
that the structure related to subjectivity dimension in the
learning machine also need to adjusted dynamically. So far,
we have given the complete theory of subjectivity learning.
Conclusion
In this paper, we point out two basic data assumptions in the
current AI and machine learning methods, which are not ap-
plicable to the complex data in general intelligence. We thor-
oughly break these assumptions and develop the theory of
subjectivity learning. We make a try to introduce the mathe-
matical meaning to subjectivity, which is the concept of tra-
ditional philosophy. The introduction of subjectivity makes
it possible to describe complex real data for general intelli-
gence. Our theory proves the feasibility of subjectivity learn-
ing framework and raises the guiding idea for AGI algorithm
in the future. However, there are still many difficulties in im-
plementation, such as how to design the algorithm structure
to express the functions in subjectivity learning and how to
optimize them. These questions will be answered in the fol-
lowing works. Beyond theory, we also believe that there ex-
ists a physiological explanation for subjectivity learning, and
subjectivity learning theory can also model related physio-
logical phenomena in human intelligence. Although we have
not yet reached a complete interpretation of general intelli-
gence, the idea of subjectivity learning provides a valuable
direction to solve intelligence puzzles.
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Supplementary Material
Due to the limitations of the length of the paper, we put
the proof of theorems and some details of discussion in this
supplementary Material.
Theorem Proof in
The Framework of Subjectivity Learning
In the Framework of Subjectivity Learning, we consider the
general learning scenario and give the form of traditional
machine learning and subjectivity learning. The learning
system is given a set of input-label pairs (xi, yi). In the sta-
tistical learning theory, it was assumed that all samples are
independent and identical distributed. It looks for a function
y = f(x) (or F (y|x))by minimizing the risk function. We
remark samples as z = (x, y) ∈ Z and remark y = f(x)
(or F (y|x)) as g((x, y)) = g(z) ∈ G. The traditional risk
minimization can be written as
inf
g
Rt(g(z)) =
∫
L(z, g(z)) dF (z) (29)
where L(z, g(z)) is the loss function of sample z and func-
tion g(z) ∈ G is on the function space Z → R.
Note that the sample pairs of real data do not meet
the independent and identical distributed. They may come
from multiple independent distributions (e.g, the mapping
f(xi) = yi,1 and f(xi) = yi,2 are both right with probabil-
ity 1 but yi,1 6= yi,2). It is obviously wrong to directly esti-
mate one posterior probability p(y|x) since it does not sat-
isfy the normalization condition that
∑
y p(y|x) 6= 1. Even
the mapping from x to y can not be expressed as a function.
To describe this complex data, we introduce the concept
of subjectivity. The data are subjectively divided into multi-
ple subjects τ and construct a joint distribution F (z, τ). Un-
der a specific subject τ , the input x contains a unique output
y and it could be expressed as a function y = f(x, τ) or
F (y|x, τ). At the same time, we add a new variable, which
is the subject attribution of the sample p(t|z). This frame-
work is named subjectivity learning. The goal of subjectivity
learning is to learning the variables g(z, τ) = F (y|x, τ) and
h(z, τ) = p(τ |z)/p(τ). As shown in the paper, we construct
the global risk functional that:
inf
g,h
Rs(g, h) =
∫
L0(z, τ, g(z, τ))h(z, τ) dF (z) dF (τ)
(30)
as the learning goal of subjectivity learning.
Proof of Theorem 1
We compare the traditional risk of statistical learning prob-
lem to the global risk of subjectivity learning. The Theorem
1 demonstrates that the minimization of global risk results in
a lower optimal risk under the equivalent loss measure, also
there exists a positive risk gap.
Theorem 7. Let us consider the problem of machine learn-
ing (29) and the problem of subjectivity learning (30). Under
the equivalent loss measure L(z, g(z))|τ = L0(z, τ, g(z)),
the inequality
inf
g1
Rt(g1(z)) > inf
g2,h
Rs(g2, h) (31)
take place.
For the optimal solution g∗(z, τ) and h∗(z, τ), if there ex-
ists samples measured with dF (z, τ1),dF (z, τ2) > 0 such
that g∗(z, τ1) 6= g∗(z, τ2), there exist an absolute risk gap
that
∆R∗ = inf
g
Rt(g(z))− inf
g,h
Rs(g, h) > 0 (32)
Proof. The theorem contains two parts. We firstly qualita-
tively state that the global risk functional drives a lower risk,
and then give the proof of the positive risk gap.
We consider a set of samples z1, ..., zl, ... are from the dis-
tribution F (z). The traditional risk minimization is defined
as
inf
g1(z)∈G1
Rt(g1(z)) =
∫
L(z, g1(z)) dF (z) (33)
whereG1 = Z → R. For comparison to the global risk min-
imization of subjectivity learning, we first consider a certain
data-subjects division hˆ(z, τ). We expand the risk function
(33) under this joint distribution that:
inf
g1(z)∈G1
Rt(g1(z))
= inf
g1(z)∈G1
∫
[Rt(g1(z)) | τ ] · dF (τ)
= inf
g1(z)∈G1
∫∫
[L(z, g1(z)) | τ ] · dF (z|τ) dF (τ).
By the condition L(z, g(z))|τ = L0(z, τ, g(z)) and
h(z, τ) = p(τ |z)/p(τ), the above risk minimization can be
expressed as
inf
g1(z)∈G1
Rt(g1(z))
= inf
g1(z)∈G1
∫∫
L0(z, τ, g(z))hˆ(z, τ) dF (z) dF (τ)
(34)
We then extend the function g1(z) from the space Z → R to
the space Z × T → R. We construct the function g′1(z, τ) ∈
Z × T → R such that g′1(z, τ) = g1(z) holds for all τ, z.
Then the traditional risk minimization can be expressed as
inf
g1(z)∈G1
Rt(g1(z))
= inf
g′1(z)∈G′1
∫∫
L0(z, τ, g
′(z, τ))hˆ(z, τ) dF (z) dF (τ)
(35)
whereG′1 = {g : g ∈ Z × T → R, g(z, τ) = g¯(z) for ∀τ}.
On the other hand, the global risk minimization in subjec-
tivity learning is defined as
inf
g2∈G2,h∈H
Rs(g2(z, τ), h(z, τ))
= inf
g2∈G2,h∈H
∫
L0(z, τ, g2(z, τ))h(z, τ) dF (z) dF (τ)
(36)
where G2 = {g : g ∈ Z×T → R}. When the data-subjects
relation is determined by hˆ(z, t), the global risk is formed as
inf
g2∈G2
R′s(g2(z, τ))
= inf
g2∈G2
∫
L0(z, τ, g2(z, τ))hˆ(z, τ) dF (z) dF (τ)
(37)
Since G′1 ⊆ G2, compared with (35) and (37), we have that
inf
g1(z)∈G1
Rt(g1(z)) > inf
g2∈G2
R′s(g2(z, τ)) (38)
take place for any division hˆ(z, τ). Also, h(z, τ) is a variable
of the global risk functional that
inf
g2∈G2
R′s(g2(z, τ)) > inf
g2∈G2,h∈H
Rs(g2(z, τ), h(z, τ)),
(39)
so we get the inequality
inf
g1(z)∈G1
Rt(g1(z)) > inf
g2∈G2,h∈H
Rs(g2(z, t), h(z, t)).
(40)
The first part of the theorem has been proved, which quali-
tatively shows the problem of global risk drives a lower risk
bound.
Then we consider a more realistic case. Let the op-
timal solution of global risk functional be g∗(z, τ) and
h∗(z, τ). There should exist samples measured with
dF (z, τ1),dF (z, τ2) > 0 such that
g∗(z, τ1) 6= g∗(z, τ2), (41)
which corresponds to the multi-label case of data in gen-
eral intelligence problem. Generally, the loss function holds
L0(z, τ, g1(z, τ)) 6= L0(z, τ, g2(z, τ)) when g1(z, τ) 6=
g2(z, τ).
Under the optimal data-subject distribution h∗(z, τ), we
expand the traditional risk functional by subject τ that
inf
g1
Rt(g1) = inf
g1
∫
L(z, g1(z)) dF (z)
= inf
g1
∫
L(z, τ, g1(z))|t · h∗(z, τ) dF (z) dF (τ)
= inf
g1
∫
L0(z, τ, g1(z))h
∗(z, τ) dF (z) dF (τ)
Let the optimal solution of traditional risk functional be
g∗1(z). Then we have
inf
g1
Rt(g1) =
∫
L0(z, τ, g
∗
1(z))h
∗(z, τ) dF (z) dF (τ)
(42)
One the other hand, we consider the lower bound of global
risk functional that
inf
g,h
Rs(g, h) =
∫
L0(z, τ, g
∗(z, τ))h∗(z, τ) dF (z) dF (τ).
(43)
Since there exist samples z, τ1 and z, τ2 measured with
dF (z, τ1),dF (z, τ2) > 0 such that
g∗(z, τ1) 6= g∗(z, τ2), (44)
there must have
g∗(z, τ1) 6= g∗1(z) or g∗(z, τ2) 6= g∗1(z). (45)
Without generality, suppose that g∗(z, τ1) 6= g∗1(z). Since
the loss function have
L0(z, τ, g1(z, τ)) 6= L0(z, τ, g2(z, τ)) (46)
when g1(z, τ) 6= g2(z, τ), we get
L0(z, τ1, g
∗(z, τ1)) 6= L0(z, τ1, g∗1(z)). (47)
And, because g∗(z, τ) is the optimal description for obtain-
ing the lower bound, the inequality
L0(z, τ, g
∗(z, τ)) ≤ L0(z, τ, g∗1(z)) (48)
holds for any z, τ . If the inequality is not satisfied, obvi-
ously we can construct a new optimal solution g∗∗ such that
g∗∗(z, τ) = g∗1(z) on the interval where inequality dose not
hold and g∗∗(z, τ) = g∗(z, τ) on the other interval.
Therefore, we have
L0(z, τ1, g
∗(z, τ1)) < L0(z, τ1, g∗1(z)) (49)
for sample z, τ1 with dF (z, τ1) > 0. Then the risk gap be-
tween lower bound of traditional risk functional and global
risk functional satisfies that:
∆R∗ = inf
g1
Rt(g1(z))− inf
g,h
Rs(g, h)
=
∫
L0(z, τ, g
∗
1(z))h
∗(z, τ) dF (z) dF (t)
−
∫
L0(z, τ, g
∗(z, τ))h∗(z, τ) dF (z) dF (τ)
=
∫
[L0(z, τ, g
∗
1(z))
− L0(z, τ, g∗(z, τ))]h∗(z, τ) dF (z) dF (τ)
=
∫
[L0(z, τ, g
∗
1(z))− L0(z, τ, g∗(z, τ))] dF (z, τ)
> 0.
The theorem is proved.
Theorem Proof in
Convergency with Two Coupled Variables
For analysis the consistency of the principle of empirical
global risk minimization, we first generalize the Law of
Large Number to the case of two coupled number. We use
the same notation of the global risk and the empirical risk
function in the paper that
R(α) =
∫∫
Q(z, τ, α) dF (z) dF (τ) (50)
and
Remp(α,m, l) =
1
m
m∑
j=1
1
l
l∑
i=1
Q(zi, τj , α). (51)
We propose the theorem that
Theorem 8. (Convergency Theorem with two coupled
variables.) When the α∗ is determined, for the function
Q(z, τ, α∗) and any ε > 0, the following convergence
P
{
R(α∗)−Remp(α∗,m, l) > ε
}
−−−−−−→
〈m,l〉→∞
0 (52)
take place, where the sample numbers 〈m, l〉 satisfied the
rule:
l >
2(Bz −Az)2
ε2
lnm+
(Bz −Az)2
(Bτ −Aτ )2m. (53)
The Bz, Az and Bτ , Aτ are respectively the bound of func-
tions that Az ≤ Q(z, τ) ≤ Bz and Aτ ≤ Rlo(α, τ) ≤ Bτ .
Before the proof, we first introduce two basic inequality
of probability. The first one is
Lemma 1. The inequality
P {x1 + x2 > ε} ≤ P
{
x1 >
ε
2
}
+ P
{
x2 >
ε
2
}
(54)
holds true.
Proof.
P {x1 + x2 > ε}
=P
{
x1 + x2 > ε | x1 > ε
2
}
P
{
x1 >
ε
2
}
+ P
{
x1 + x2 > ε | x1 ≤ ε
2
}
P
{
x1 ≤ ε
2
}
≤P
{
x1 + x2 > ε | x1 > ε
2
}
P
{
x1 >
ε
2
}
+ P
{
x2 >
ε
2
| x1 ≤ ε
2
}
P
{
x1 ≤ ε
2
}
≤P
{
x1 >
ε
2
}
+ P
{
x2 >
ε
2
}
The second lemma is the generalization of Lemma 1 for
multi-variables that
Lemma 2. The inequality
P
{
1
n
n∑
i=1
xi > ε
}
≤
n∑
i=1
P {xi > ε} (55)
holds true.
Proof. Let us prove it by mathematical induction. For n =
1, the inequality obviously holds true. For n > 1, we assume
that the inequality holds true for n− 1 that
P
{
1
n− 1
n−1∑
i=1
xi > ε
}
≤
n−1∑
i=1
P {xi > ε} . (56)
Then we have
P
{
1
n
n∑
i=1
xi > ε
}
=P
{
xn +
n−1∑
i=1
xi > n · ε
}
=P
{
xn +
n−1∑
i=1
xi > nε | xn > ε
}
P {xn > ε}
+ P
{
xn +
n−1∑
i=1
xi > nε | xn ≤ ε
}
P {xn ≤ ε}
≤P {xn > ε}P
{
xn +
n−1∑
i=1
xi > nε | xn > ε
}
+ P
{
n−1∑
i=1
xi > (n− 1)ε | xn ≤ ε
}
P {xn ≤ ε}
≤P {xn > ε}+ P
{
n−1∑
i=1
xi > (n− 1)ε
}
≤
n∑
i=1
P {xi > ε}
Therefore, the lemma is proved.
Now we prove the Theorem 8.
Proof of Theorem 8:. To prove the theorem, we rewrite the
equation (52) as that: For any ε > 0,  > 0, we can find
a δ1 > 0 so that when m∗ > δ1 and l∗ > δ2(m∗), the
following inequality
P
{
R(α∗)−Remp(α∗,m∗, l∗) > ε
}
< , (57)
take place, where the local risk is defined as
Rlo(τ, α) =
∫
Q(z, τ, α) dF (z). (58)
Then we consider left side of equation(57) as
P
{
R(α∗)−Remp(α∗,m∗, l∗) > ε
}
(59)
=P
{
R(α∗)− 1
m
m∑
j=1
Rlo(τj , α
∗)
+
1
m
m∑
j=1
Rlo(τj , α
∗)−Remp(α∗,m∗, l∗) > ε
} (60)
≤P
{
R(α∗)− 1
m
m∑
j=1
Rlo(τj , α
∗) >
ε
2
}
+ P
{ 1
m
m∑
j=1
Rlo(τj , α
∗)
−Remp(α∗,m∗, l∗) > ε
2
}
(61)
=P
{
R(α∗)− 1
m
m∑
j=1
Rlo(τj , α
∗) >
ε
2
}
+ P
{ 1
m
m∑
j=1
(
Rlo(τj , α
∗)
− 1
l
l∑
i=1
Q(zi, τj , α
∗)
)
>
ε
2
}
(62)
≤P
{
R(α∗)− 1
m
m∑
j=1
Rlo(τj , α
∗) >
ε
2
}
+ P
{ 1
m
m∑
j=1
[
Rlo(τj , α
∗)
− 1
l
l∑
i=1
Q(zi, τj , α
∗)
]
>
ε
2
}
(63)
≤P
{
R(α∗)− 1
m
m∑
j=1
Rlo(τj , α
∗) >
ε
2
}
+
m∑
j=1
P
{
Rlo(τj , α
∗)
− 1
l
l∑
i=1
Q(zi, τj , α
∗) >
ε
2
}
(64)
Note that the inequality (61) and (64) utilize the Lemma 1
and Lemma 2 respectively.
From the Law of Large Numbers, we have
P
{∫
Q(z, α∗) dF (z)− 1
l
l∑
i=1
Q(zi, α
∗) > ε
}
−−−→
l→∞
0,
(65)
that is, for any  > 0 we can find a δ such that when l > δ
the inequality
P
{∫
Q(z, α∗) dF (z)− 1
l
l∑
i=1
Q(zi, α
∗) > ε
}
<  (66)
takes place.
Therefore, we can find a δ1 > 0 so that when m∗ > δ1
we have
P
{
R(α∗)− 1
m∗
m∗∑
j=1
Rlo(τj , α
∗) >
ε
2
}
(67)
=P
{∫
Rlo(τ, α∗) dF (τ)− 1
m∗
m∗∑
j=1
Rlo(τj , α
∗) >
ε
2
}
<

2
(68)
When m∗ is determined, we can find a δ2(m∗) such that
when l∗ > δ2(m∗) we have
P
{
Rlo(τj , α
∗)− 1
l∗
l∗∑
i=1
Q(zi, τj , α
∗) >
ε
2
}
<

2m
.
(69)
Now we need to find the form of relation l > δ2(m∗).
From the Hoeffding’s inequality, we give the probability
form of (67) and (69) that:
P
{
R(α∗)− 1
m∗
m∗∑
j=1
Rlo(τj , α
∗) >
ε
2
}
≤ exp
(
− m
∗ε2
2(Bτ −Aτ )2
) (70)
and
P
{
Rlo(τj , α
∗)− 1
l∗
l∗∑
i=1
Q(zi, τj , α
∗) >
ε
2
}
≤ exp
(
− l
∗ε2
2(Bz −Az)2
)
.
(71)
Since the m∗ > δ1 makes equation (lemma1proofineq3)
be true, we assume that
exp
(
− m
∗ε2
2(Bτ −Aτ )2
)
<

2
. (72)
To make the inquality (69) take place, we can establish a
sufficient condition that:
exp
(
− l
∗ε2
2(Bz −Az)2
)
<
1
m
exp
(
− m
∗ε2
2(Bτ −Aτ )2
)
(73)
Rewrite the form of above inequality, we have
l >
2(Bz −Az)2
ε2
lnm+
(Bz −Az)2
(Bτ −Aτ )2m. (74)
With this relation, when m∗ > δ1, the inequalities (67) and
(69) all take place.
Bringing the inequality (68) and (69) into inequation (64),
we have
P
{
R(α∗)−Remp(α∗,m∗, l∗) > ε
}
< . (75)
In summary, we get
P
{
R(α∗)−Remp(α∗,m, l) > ε
}
−−−−−−→
〈m,l〉→∞
0. (76)
Proof of The Equivalent Theorem
When we consider the condition of consistency, we transfer
the problem of consistency to the one-sided uniform conver-
gence. The equivalent theorem demonstrates that one-sided
uniform convergency
P
{
sup
α∈Λ
(R(α)−Remp(α,m, l)) > ε
}
−−−−−−→
〈m,l〉→∞
0 (77)
forms not only the sufficient conditions for the consistency
of the EGRM, but the necessary conditions as well. The def-
inition of consistency is that :
Definition of Consistency We say that the method of
global empirical risk minimization is strictly (nontrivially)
consistent the set of function Q(z, τ, α), α ∈ Λ if for any
nonempty subset Λ(c), c ∈ (−∞,∞) of this set of functions
such that
Λ(c) = {α :
∫∫
Q(z, τ, α) dF (z) dF (τ) ≥ c}, (78)
the next convergence is valid:
inf
α∈Λ(c)
Remp(α)
P−−−−−−→
〈m,l〉→∞
inf
α∈Λ(c)
R(α) (79)
Now we prove the equivalent theorem:
Theorem 9. (the Equivalent Theorem) Let there exist the
constants a and A such that for all functions in the set
Q(z, τ, α), α ∈ Λ and for distribution functions F (t) and
F (z), the inequalities
a ≤
∫∫
Q(z, τ, α) dF (z) dF (τ) ≤ A (80)
hold true. Then the following two statements are equivalent:
1. The empirical global risk minimization method is
strictly consistent (79) on the set of functions Q(z, τ, α).
2. The uniform one-sided convergence of the means to
their mathematical expectation (77) takes place over the set
of functions Q(z, τ, α).
Proof. Let the global empirical risk minimization method
be strictly consistent on the set of functions Q(z, τ, α). Ac-
cording to the definition of strictly consistency, this means
that for c such that the set
Λ(c) = {α :
∫∫
Q(z, t, α) dF (z) dF (t) ≥ c} (81)
is noempty the following convergence in probability is true:
inf
α∈Λ(c)
Remp(α,m, l)
P−−−−−−→
〈m,l〉→∞
inf
α∈Λ(c)
R(α) (82)
Consider a finite sequence of numbers a1, ..., an such that
|ai+1 − ai| < ε
2
, a1 = a, an = A (83)
We denote by Gk the event
inf
α∈Λ(ak)
Remp(α,m, l) < inf
α∈Λ(ak)
R(α)− ε
2
, (84)
that is
inf
α∈Λ(ak)
1
m
m∑
j=1
1
l
l∑
i=1
Q(zi, τj , α)
< inf
α∈Λ(ak)
∫∫
Q(z, τ, α) dF (z) dF (τ)− ε
2
(85)
By the consistency of (82), we have
P (Gk)
P−−−−−−→
〈m,l〉→∞
0. (86)
We denote
G =
n⋃
k=1
Gk. (87)
Since n is finite and for any k the equation (82) is true, it
follows that
P (G)
P−−−−−−→
〈m,l〉→∞
0 (88)
We denote by A the event
sup
α∈Λ
(∫∫
Q(z, τ,α) dF (z) dF (τ)
− 1
m
m∑
j=1
1
l
l∑
i=1
Q(zi, τj , α)
)
> ε
(89)
Then we compare the eventA and the eventG. Suppose that
A takes place, then we can find an α∗ ∈ Λ such that∫∫
Q(z, τ, α∗) dF (z) dF (τ)− ε
>
1
m
m∑
j=1
1
l
l∑
i=1
Q(zi, τj , α
∗)
(90)
From α∗ we find k such that α∗ ∈ Λ(ak) and∫∫
Q(z, τ, α∗) dF (z) dF (τ)− ak < ε
2
(91)
For the chosen set Λ(ak), the inequality∫∫
Q(z, τ, α∗) dF (z) dF (τ)
− inf
α∈Λ(ak)
∫∫
Q(z, τ, α) dF (z) dF (τ) <
ε
2
(92)
holds true. Therefore for the chosen α∗ and the set Λ(ak),
then the following inequalities take place:
inf
α∈Λ(ak)
∫∫
Q(z, τ, α) dF (z) dF (τ)− ε
2
(93)
>
∫∫
Q(z, τ, α∗) dF (z) dF (τ)− ε (94)
>
1
m
m∑
j=1
1
l
l∑
i=1
Q(zi, τj , α
∗) (95)
≥ inf
α∈Λ(ak)
1
m
m∑
j=1
1
l
l∑
i=1
Q(zi, τj , α), (96)
that is, the eventGk does occur and, hence, so doesG. From
above derivation, we have
P (A) < P (G). (97)
By equation(88),
lim
〈l,m〉→∞
P (G) = 0, (98)
which expresses uniform one-sided convergence
P
{
sup
α∈Λ
( ∫∫
Q(z, τ, α) dF (z) dF (τ)
− 1
m
m∑
j=1
1
l
l∑
i=1
Q(zi, τj , α)
)} P−−−−−−→
〈m,l〉→∞
0
(99)
So far, the first part of the theorem is proved. Now sup-
pose that uniform one-sided convergence (99) takes place.
We need to prove that the strict consistency takes place in
this case. It is for any ε the convergence
lim
l→∞
P
{∣∣∣ inf
α∈Λ(c)
∫∫
Q(z, τ, α) dF (z) dF (τ)
− inf
α∈Λ(c)
1
m
m∑
j=1
1
l
l∑
i=1
Q(zi, τj , α)
∣∣∣ > ε} = 0 (100)
holds. Let us denote by A the event∣∣∣ inf
α∈Λ(c)
∫∫
Q(z, τ, α) dF (z) dF (τ)
− inf
α∈Λ(c)
1
m
m∑
j=1
1
l
l∑
i=1
Q(zi, τj , α)
∣∣∣ > ε. (101)
Then the event A is the union of two ond-sided events
A = A1
⋃
A2, (102)
where
A1 =
{
inf
α∈Λ(c)
∫∫
Q(z, τ, α) dF (z) dF (τ) + ε
< inf
α∈Λ(c)
1
m
m∑
j=1
1
l
l∑
i=1
Q(zi, τj , α)
} (103)
and
A2 =
{
inf
α∈Λ(c)
∫∫
Q(z, τ, α) dF (z) dF (τ)− ε
> inf
α∈Λ(c)
1
m
m∑
j=1
1
l
l∑
i=1
Q(zi, τj , α)
}
.
(104)
Then we bound the probability of the event A
P (A) ≤ P (A1) + P (A2). (105)
Suppose that the event A1 occurs. To bound P (A1) we take
a function Q(z, τ, α∗) such that∫∫
Q(z, τ,α∗) dF (z) dF (τ)
< inf
α∈Λ(c)
∫∫
Q(z, τ, α) dF (z) dF (τ) +
ε
2
.
(106)
Then the inequality
1
m
m∑
j=1
1
l
l∑
i=1
Q(zi, τj , α
∗)
>
∫∫
Q(z, τ, α∗) dF (z) dF (τ) +
ε
2
(107)
holds. The probability of this inequality is therefore not less
that the probability of the event A1:
P (A1)
≤ P
{ 1
m
m∑
j=1
1
l
l∑
i=1
Q(zi, τj , α
∗)
−
∫∫
Q(z, τ, α∗) dF (z) dF (τ) >
ε
2
} (108)
The probability on the right-hand side tends to zero by the
generation of the law of large numbers (Theorem 8), that is
P
{ 1
m
m∑
j=1
1
l
l∑
i=1
Q(zi, τj , α
∗)
−
∫∫
Q(z, τ, α∗) dF (z) dF (τ) >
ε
2
}
P−−−−−−→
〈m,l〉→∞
0.
(109)
Therefore, we conclude that
P (A1) P−−−−−−→〈m,l〉→∞ 0. (110)
On the other hand, the eventA2 occurs, then there is a func-
tion Q(z, τ, α∗∗), α∗∗ ∈ Λ(c) such that
1
m
m∑
j=1
1
l
l∑
i=1
Q(zi, τj , α
∗∗) +
ε
2
< inf
α∈Λ(c)
∫∫
Q(z, τ, α) dF (z) dF (τ)
<
∫∫
Q(z, τ, α∗∗) dF (z) dF (τ).
(111)
Therefore, the relation
P (A2)
<P
{∫∫
Q(z, τ, α∗∗) dF (z) dF (τ)
− 1
m
m∑
j=1
1
l
l∑
i=1
Q(zi, τj , α
∗∗) >
ε
2
}
<P
{
sup
α∈Λ
(∫∫
Q(z, τ, α) dF (z) dF (τ)
− 1
m
m∑
j=1
1
l
l∑
i=1
Q(zi, τj , α)
)
> ε
}
P−−−−−−→
〈m,l〉→∞
0
(112)
holds by virtue of (99). Since
P (A) ≤ P (A1) + P (A2), (113)
from equation (110) and (112) we conclude that
P (A) P−−−−−−→
〈m,l〉→∞
0. (114)
The theorem is proven.
Proof of Consistency Condition
With the Equivalent Theorem, we should consider the con-
ditions for uniform convergence (77). We also use the local
risk
Rlo(α, τ) =
∫
Q(z, τ, α)dF (z) (115)
for the subject τ . Then, the following inequalities is valid:
Theorem 10. For any ε > 0, the following inequality holds:
P
{
sup
α∈Λ
(
R(α)−Remp(α,m, l)
)
> ε
}
≤P
{
sup
α∈Λ
( ∫
Rlo(α, τ) dF (τ)− 1
m
m∑
j=1
Rlo(τj , α)
)
> ε
}
+
m∑
j=1
P
{
sup
α∈Λ
( ∫
Q(z, τj , α) dF (τ)
− 1
l
l∑
i=1
Q(zi, τj , α)
)
> ε
}
(116)
Proof.
P
{
sup
α∈Λ
(
R(α)−Remp(α,m, l)
)
> ε
}
=P
{
sup
α∈Λ
(
R(α)− 1
m
m∑
j=1
Rlo(τj , α)
+
1
m
m∑
j=1
Rlo(τj , α)−Remp(α,m, l)
)
> ε
}
≤P
{
sup
α∈Λ
(
R(α)− 1
m
m∑
j=1
Rlo(τj , α)
)
+ sup
α∈Λ
( 1
m
m∑
j=1
Rlo(τj , α)−Remp(α,m, l)
)
> ε
}
(117)
≤P
{
sup
α∈Λ
(
R(α)− 1
m
m∑
j=1
Rlo(τj , α)
)
>
ε
2
}
+ P
{
sup
α∈Λ
( 1
m
m∑
j=1
Rlo(τj , α)
− 1
m
m∑
j=1
1
l
l∑
i=1
Q(zi, τj , α)
)
>
ε
2
}
(118)
≤P
{
sup
α∈Λ
(
R(α)− 1
m
m∑
j=1
Rlo(τj , α)
)
>
ε
2
}
+ P
{ 1
m
m∑
j=1
sup
α∈Λ
(
Rlo(τj , α)
− 1
l
l∑
i=1
Q(zi, τj , α)
)
>
ε
2
}
(119)
≤P
{
sup
α∈Λ
(
R(α)− 1
m
m∑
j=1
Rlo(τj , α)
)
>
ε
2
}
+
m∑
j=1
P
{
sup
α∈Λ
(
Rlo(τj , α)
− 1
l
l∑
i=1
Q(zi, τj , α)
)
>
ε
2
}
(120)
=P
{
sup
α∈Λ
( ∫
Rlo(α, τ) dF (τ)− 1
m
m∑
j=1
Rlo(τj , α)
)
>
ε
2
}
+
m∑
j=1
P
{
sup
α∈Λ
( ∫
Q(z, τj , α) dF (τ)
− 1
l
l∑
i=1
Q(zi, τj , α)
)
>
ε
2
}
.
(121)
In the proof, the inequality (118) and inequality (120) re-
spectively use the Lemma 1 and Lemma 2.
The convergence probability consists of two terms, where
the first term is the convergence probability of the observa-
tions risk and the second term is the sum of convergence
probability of samples risk under the specific observations.
We further use the concept of capacity to discuss the condi-
tions of uniform convergence. Due to space limitations, the
representation in the main text is brief, here we present it in
detail.
Let us consider the first term
P
{
sup
α∈Λ
( ∫
Rlo(α, τ) dF (τ)− 1
m
m∑
j=1
Rlo(τj , α)
)
> ε
}
.
(122)
Let Rlo(τ, α), τ ∈ T, α ∈ Λ be a set of real-valued func-
tions. Let NΛ,βtt (τ1, ..., τm) be the number of different sep-
arations of m vectors τ1, ..., τm by a complete set of indica-
tors:
θ{Rlo(τ, α)− βτ},
α ∈ Λ, βτ ∈ Bτ =
(
inf
α,τ
Rlo(τ, α) ≤ βτ ≤ sup
α,τ
Rlo(τ, α)
)
.
Then we define the annealed entropy of subjectivity risk that
Definition 7. (Annealed Entropy of Subjectivity Risk) Let
the function
HΛ,βττ (τ1, ..., τm) = lnN
Λ,βτ
t (τ1, ..., τm) (123)
be measurable with respect to measure on τ1, ..., τm. The
quantity
HˆΛ,βtτ (m) = lnEN
Λ,βτ
τ (τ1, ..., τm) (124)
is defined as the annealed entropy of the set indicators
θ{Rlo(τ, α)− βτ} of real-valued functions Rlo(τ, α) .
Using the error equality in statistical learning theory,
for the bounded real-valued functions At ≤ Rlo(t, α) ≤
Bt, α ∈ Λ, the following inequality is valid:
P
{
sup
α∈Λ
( ∫
Rlo(α, τ) dF (τ)− 1
m
m∑
j=1
Rlo(τj , α)
)
> ε
}
≤ 4exp
{(HˆΛ,βττ (2m)
m
− (ε−
1
m )
2
(Bτ −Aτ )2
)
m
}
.
(125)
Then we consider the second term
m∑
j=1
P
{
sup
α∈Λ
( ∫
Q(z, τj , α) dF (τ)
− 1
l
l∑
i=1
Q(zi, τj , α)
)
> ε
}
.
(126)
Similarly, we define the annealed entropy of data risk. Let
Q(z, τ, α), z ∈ Z,α ∈ Λ be a set of real-valued functions.
Let NΛ,βzz (z1, ..., zl) be the number of different separations
of l vectors z1, ..., zl by a complete set of indicators:
θ{Q(z, τ, α)− βz},
α ∈ Λ, βz ∈ Bz =
(
inf
α,t
Q(z, τ, α) ≤ βz ≤ sup
α,t
Q(z, τ, α)
)
.
The annealed entropy of data risk is defined that
Definition 8. Annealed Entropy of Sample Risk Let the
function
HΛ,βzz (z1, ..., zl) = lnN
Λ,βz
z (z1, ..., zl) (127)
be measurable with respect to measure on z1, ..., zl. The
quantity
HˆΛ,βzz (l) = lnEN
Λ,βz
z (z1, ..., zl) (128)
is defined as the annealed entropy of the set indicators
θ{Q(z, τ, α)− βz} of real-valued functions Q(z, τ, α).
And we have the inequality that
m∑
j=1
P
{
sup
α∈Λ
( ∫
Q(z, tj , α) dF (t)
− 1
l
l∑
i=1
Q(zi, tj , α)
)
> ε
} (129)
≤
m∑
j=1
4exp
{(HˆΛ,βzz (2l)
l
− (ε−
1
l )
2
(Bz −Az)2
)
l
}
(130)
=4exp
{( lnm
l
+
HˆΛ,βzz (2l)
l
− (ε−
1
l )
2
(Bz −Az)2
)
l
}
(131)
Let us substitute the inequation (125) and (131) into
(116), we get:
Theorem 11. Let At ≤ Rlo(t, α) ≤ Bt, α ∈ Λ and
Az ≤ Q(z, t, α) ≤ Bz, α ∈ Λ be measurable set of
bounded real-valued functions. Let HˆΛ,βtt (m) and Hˆ
Λ,βz
z (l)
be the annealed entropies of the sets of indicators for them.
Then the following inequality is valid:
P
{
sup
α∈Λ
(
R(α)−Remp(α,m, l)
)
> ε
}
≤4exp
{(HˆΛ,βtt (2m)
m
− (ε−
1
m )
2
(Bt −At)2
)
m
}
+ 4exp
{( lnm
l
+
HˆΛ,βzz (2l)
l
− (ε−
1
l )
2
(Bz −Az)2
)
l
}
(132)
From this theorem, we can directly establish a sufficient
condition for the uniform convergence, which is to satisfy
three equations:
lim
l→∞
HˆΛ,βzz (l)
l
= 0 (133)
lim
m→∞
HˆΛ,βtt (m)
m
= 0 (134)
lim
l,m→∞
lnm
l
= 0 (135)
Note that in the Theorem 8, we have set the number of sam-
ples satisfied the inequality (53), which makes the equation
(135) always be true. So we replace the equation (135) in the
condition with inequality (53). And now we have the suffi-
cient conditions of consistency that
Corollary 2. For the existence of nontrival exponential
bounds on uniform convergence, the sufficient conditions is
to satisfy the following three formulas:
lim
l→∞
HˆΛ,βzz (l)
l
= 0 (136)
lim
m→∞
HˆΛ,βtt (m)
m
= 0 (137)
l >
2(Bz −Az)2
ε2
lnm+
(Bz −Az)2
(Bτ −Aτ )2m (138)
This condition is sufficient for the consistency of EGRM,
but is not necessary. More discussion is needed for the nec-
essary conditions, which will be demonstrated in the follow-
ing paper.
Triple Variables for Global Risk Controlling
To analyze the error bound (132), we introduce the data di-
mension hz and subject dimension htau. These two vari-
ables is similar to the VC dimension in statistical learning
theory. The data dimension hz corresponds to the function
Q(z, τ, α), α ∈ Λ. It is equal to the largest number of vec-
tors z1, ..., zl that can be shattered by the complete set of
indicators. Let the growth function of real-valued function
Q(z, τ, α) be
GΛ,Bz (l) = ln max
z1,...,zl
NΛ,Bz (z1, ..., zl), (139)
and we have
HˆΛ,βzz (l) ≤ GΛ,Bz (l) ≤ hz
(
ln
l
hz
+ 1
)
. (140)
The subject dimension corresponds to the function
Rlo(τ, α), α ∈ Λ. It is equal to the largest number of vectors
τ1, ..., τm that can be shattered by the complete set of in-
dictors. Let the growth function of the real-valued function
Rlo(τ, α) be
GΛ,Bτ (m) = ln max
τ1,...,τm
NΛ,Bτ (τ1, ..., τm), (141)
and we have
HˆΛ,βzz (l) ≤ GΛ,Bz (l) ≤ hz
(
ln
l
hz
+ 1
)
. (142)
Directly take the inequalities (140) and (142) to the equation
(132), we get the following probability
P
{
sup
α∈Λ
(
R(α)−Remp(α,m, l)
)
> ε
}
≤4exp
{(ht
m
(1 + ln
2m
hτ
)− (εl,m −
1
m )
2
(Bτ −Aτ )2
)
m
}
+ 4exp
{( lnm
l
+
hz
l
(1 + ln
2l
hz
)− (εl,m −
1
l )
2
(Bz −Az)2
)
l
}
.
(143)
Now we write the above equation. Let the right side of the
inequality (143) be η, that is
η = 4exp
{(ht
m
(1 + ln
2m
hτ
)− (εl,m −
1
m )
2
(Bτ −Aτ )2
)
m
}
+ 4exp
{( lnm
l
+
hz
l
(1 + ln
2l
hz
)− (εl,m −
1
l )
2
(Bz −Az)2
)
l
}
.
Then we get the theorem
Theorem 12. With probability 1 − η the risk for the func-
tion Q(z, t, αl,m) which minimizes the empirical glob risk
functional satisfies the inequality
R(αl,m) < Remp(αl,m) + εl,m. (144)
This is the bound of generalization error in the main con-
text.
