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Chapter 1
Introduction
1.1 Telecommunication Evolution
The evolution of mobile communications and the Internet has
led to the third generation of cellular networks, of which Univer-
sal Mobile Telecommunications System (UMTS) is a part. How-
ever, the mobile communication has undergone many evolution-
ary steps before reaching this state.
Figure 1.1: Simplified telecommunication evolution time line.
As shown in Fig. 1.1, the introduction of cellular systems
in the late 1970s and early 1980s was a major step in mobile
communication, especially in terms of capacity and mobility. 1st
Generation (1G) was the first generation system. 1G systems
were analogue and offered only voice services. They were not
protected against eavesdropping and offered no roaming possi-
bilities. The most important 1G systems were Advanced Mobile
Phone System (AMPS), Nordic Mobile Telephone (NMT) and Total
Access Communication System (TACS). With the introduction of
1G, the mobile market had annual growth rates of 30 to 50 per-
cent, reaching nearly 20 million subscribers by 1990.
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2nd Generation (2G) heralded then digital voice and messag-
ing services and offered encrypted transmission. 2G cellular
systems include Global System for Mobile communications
(GSM), Digital-AMPS (D-AMPS), Code Division Multiple Access
(CDMA) and Personal Digital Communication (PDC). GSM be-
came the dominant 2G standard and roaming became possi-
ble in adhering countries. The development of 2G cellular sys-
tems was driven by the need for improving transmission qual-
ity, system capacity, and coverage. Speech transmission was
dominating. However, the demand for fax, short message, and
data transmission grew rapidly. Supplementary services such
as fraud prevention and encryption of user data became stan-
dard features. Further evolutions of 2G, General Packet Ra-
dio Service (GPRS) and Enhanced Data rates for GSM Evolution
(EDGE) appeared. These are often referred to as 2.5G.
After many years during which 2G mobile systems and espe-
cially the GSM communication have been very successful yield-
ing important growth rates, the cellular universe is changing.
The first commercial release of the 3rd Generation (3G) systems
known as Rel’99 or Rel’4 has been in operation since 2003, of-
fering true broadband data. Multimedia messaging, video on
demand, videophones and high bandwidth games are available,
potentially leading to an explosion in throughput from a few
bytes for the Short Message Service (SMS) to a few kbps for the
Multimedia Messaging Service (MMS), to several 100kbps for video
content. 3G systems differ from the 2G in terms of both the
bandwidth and data capabilities they provide. With this new
generation of mobile communication, users are now able to ac-
cess the Internet from mobile terminals and use a large variety of
added value services. The key feature of 3G mobile systems such
as UMTS is the ability to deliver wideband and multimedia ser-
vices alongside the traditional radio services (mobile and fixed)
including voice, messaging and slow rate data. In this context,
UMTS is one of the candidates to provide the future mass mar-
ket with wideband mobile and fixed multimedia services. UMTS
offers significant user benefits including high quality multime-
dia, innovative services and applications.
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At the heart of 3G lays the promise to connect users anytime
and anywhere, providing the same experience as by fixed broad-
band at home and at work. However, current 3G deployments
are still far from achieving this objective, both in throughput
and capacity. 3G is enhanced by improving current technolo-
gies in order to deploy the well known Rel’5 (High Speed Down-
link Packet Access (HSDPA)) and Rel’6 (High Speed Uplink Pac-
ket Access (HSUPA)) UMTS more generically called Beyond 3rd
Generation (B3G) systems. Regarding radio access, evolved 3G
means higher transmission rates and a much lower cost per bit
in order to foster the development of an increasing number of
bandwidth-hungry services and applications.
Future steps towards B3G systems will improve coverage in
highly populated areas in order to carry more traffic by design-
ing a new air interface. B3G systems will also create a con-
vergence between diverse access technologies in order to deliver
the best possible services to subscribers, taking into account
both cost and bandwidth efficiency. Rather than targeting multi-
megabit/s capability per user, the objective of B3G will be to al-
low users to connect through a variety of devices anywhere and
at a wide range of speed.
A major issue is the timing for the development of evolved 3G
and B3G systems. Previous experience with 2G and 3G indi-
cates that standards development for each new generation sys-
tem technology takes about a decade, and that a further decade
is required before the technology reaches commercial maturity.
Therefore, as 3G Rel’5 systems are already deployed in many
countries, the time has come to start preparing the future. In
the short-term (up to about 2010), the future development of 3G
builds upon enhancing the capabilities of the initial deployment.
It is also believed that the interfaces for B3G systems will exploit
the new frequency spectrum that will be identified soon [1]. A
speculative time scale for a mature B3G system is expected be-
tween 2010 and 2015.
Further evolutions have already been started. UMTS Long
Term Evolution/System Architecture Evolution (LTE/SAE) is an
evolution of the B3G radio interface based on Orthogonal Fre-
quency Division Multiplexing (OFDM) and Multiple Input Multi-
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ple Output (MIMO) technologies. This will provide much higher
data rates (over 100Mbps) while reducing cost-per-bit. A reduc-
tion in latency will enhance the behaviour of time-sensitive ap-
plications, thus improving the user experience. To meet these
requirements, a reduction in the number of network nodes is
needed. One of these new nodes is the enhanced base sta-
tion, the so-called enhanced NodeB (eNodeB) presented in the
3rd Generation Partnership Project (3GPP) standards. It pro-
vides the LTE/SAE air interface and performs Radio Resource
Management (RRM) for the evolved access system. It is a way
of integrating UMTS Radio Network Controller (RNC) and Wide-
band CDMA (WCDMA) base station (NodeB).
At the same time, wireless technologies are also evolving and
compete with the 3GPP standard suites. That is true for the
802.16e standard widely know as Mobile Worldwide interoperabil-
ity for Microwave Access (WiMAX). This new technology comes
from the wireless world whereas 3G, B3G, LTE, etc. are evo-
lutions coming from the cellular world. Since the range of the
wireless access points is increasing these technologies are now
competitors, while users are able to access more services by cel-
lular phone. A kind of war is taking place; future will show
which approach will prevail: Cellular communication networks
initially designed for voice transmission and reshaped to offer
broadband access to digital networks, or wireless networks de-
signed for data transfers with successfully mastered Voice over
IP (VoIP) technologies.
Figure 1.2: Third generation network overview.
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The focus of this dissertation is the Rel’99 UMTS and, more
precisely, the UMTS Terrestrial RAN (UTRAN) part of the UMTS
network.
UMTS systems can be roughly divided into three (network)
parts: the air interface, the Radio Access Network (RAN), and
the Core Network (CN) as shown in Fig. 1.2. The air interface
is the technology of the wireless link located between the User
Equipment (UE) and the NodeB. The CN connects the operator
switches and routers and extends to a gateway giving access to
the wider Internet or Public Switched Telephone Network (PSTN).
Finally, the RAN is the ‘glue’ that links the CN to the NodeBs and
deals with most of the consequences of the terminal’s mobility.
As will be explained in Chapter 9, the Rel’99 UMTS air inter-
face is only the first step of this research. It was chosen because
it was the only flavour of the 3G technology available at the be-
ginning of this project in 2002. Adaptations and evolutions are
however possible and could be implemented to support HSDPA,
Mobile WiMAX, and even LTE/SAE.
The present dissertation targets readers with an advanced
knowledge of UMTS and more precisely UTRAN. References [2],
[3] and [4] give a comprehensive overview to readers lacking such
prerequisite knowledge.
1.2 Motivation
Different methodologies are available to develop and test new
wireless networks. Those methodologies can be classified in four
different tracks.
The first track uses analytical developments. With the help of
network calculus tools, statistical modelling and finite state ma-
chines, researchers aim at modelling the behaviour of computer
networks.
The second track is the simulation type. Communication
networks have become so complex and intricate that no one
can claim to have understood it completely with the sole help
of analytical studies. For instance, protocols designed to cope
with congestion in wired networks are likely to react in an unex-
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pected way when coping with phenomena triggered by wireless
communications. Time- and event-driven network simulators
implemented in software such as ns-2 [5] or Opnet [6] are valu-
able tools. They can figure out a number of issues to be solved
before even planning the real deployment.
The third track is the measurement campaigns on a testbed.
Network simulators also have their limitations. With increasing
size and complexity network simulations become more difficult
to implement and require even more computing time (scalabil-
ity issue). Testbeds can be considered as a complementary tool
in complex world simulations. They are indeed cheaper than a
real deployment. Moreover, they emulate real network behaviour
in a closer approximation than what a simulator would do in
certain cases such as hardware limitations or delay computa-
tions. Besides being able to emulate in detail a larger network,
another advantage of testbeds is their capability to reproduce
the behaviour of a single user with more accuracy than simu-
lators which are typically more suitable for global systems per-
formance analysis. The testbeds are seen as a good tradeoff
between computer simulations and field tests.
The last track combines all the field tests. Even if the test-
bed enables an approximation of the real network behaviour, at
a certain point, it bases on assumptions which could influence
and bias the conclusion made. On the other hand, field tests
results are of course extremely valuable and directly applica-
ble without any post-processing (results applicability). However,
the major disadvantage of this approach is the cost as well as
the irreproducibility of the test environment when confronting
different results (reproducibility issue).
Table 1.1: Four tracks comparison.
Analytical Simulation Testbed Field
Scalability − − + +
Reproducibility + + + −
Cost + + + −
Applicability − − + +
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The advantages and inconveniences of each of these tracks
are summarised in Table 1.1. However, one should not rely on
only one of the above described tracks in order to study a net-
work protocol, architecture or a Quality of Service (QoS) man-
agement technique. Instead, parallel progressing and cross-
validation such as presented in Sections 5.6, 7.5 and 8.3 is rec-
ommended (Fig. 1.3). Each track can serve as a benchmark for
the validation of results obtained by the other tracks. This pro-
cedure will yield cross-validated results.
Figure 1.3: Four tracks interaction.
The present dissertation mainly describes a third track ap-
proach, i.e. testbeding, while using the other tracks to cross-
validate the obtained results. This testbed has been designed so
as to emulate a Rel’99 UMTS access network.
The objective is to describe the design, constitution and ex-
ploitation of a modular Linux-based testbed of a Rel’99 UTRAN.
The platform is able to emulate advanced UMTS capabilities
(such as scheduling, Call Admission Control (CAC) or RRM) in a
Real-Time (RT) framework whereas simulators are mainly time-
or event-driven. This implies the possibility of testing multi-
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media applications (video conference, streaming services, web
browsing, etc.) over an emulated UMTS network with enhanced
RRM features. Moreover, the impact of these RRM algorithms
on system performance can also be emulated in different sce-
narios. Such scenarios may include different traffic load condi-
tions, propagation characteristics, and user mobility patterns.
Besides the common quantitative QoS metrics, such as jit-
ter, delay, packet loss rate, etc., the ultimate measure of a net-
work and its services is how subscribers perceive network per-
formance. Quality of Experience (QoE) is the term coined to
describe this perception and how satisfying and user friendly
subscribers think the services are. With the growth of mobile
services, it has become very important for an operator to accu-
rately measure the QoE perceived over its network and further
improve it in order to fulfil customer requirements and main-
tain a competitive edge. Even if the QoS metrics are above a
certain threshold, the resulting QoE can be poor, leading to the
dissatisfaction of customers, high churn rates, poor market per-
ception, and ultimately, brand dilution. QoE is therefore seen as
an extremely important parameter for the operators.
Due to its structure and its RT conception, the present test-
bed is able to test End-to-End (E2E) QoS performance and to
assess the effects that RRM algorithms have on the QoE per-
ceived by the end user. This is achieved by introducing real life
application sessions during the emulation.
This testbed is furthermore able to assess true and represen-
tative network-based QoS metrics (packet delay, loss rate, cell
throughput) as well as the QoE of a single user in many differ-
ent scenarios (mobility, traffic load, traffic type, etc.). Due to
these advantages, it could be of interest for:
• operators (Vodafone, Orange, Telecom Italia Mobile (TIM),
Hutchinson, etc.) who could, on a short-term basis, fine
tune their scheduling, RRM and CAC algorithms based on
specific scenarios, and
• infrastructure manufacturers (Ericsson, Nokia, Alcatel-Lu-
cent, etc.) who could, on a long term basis, benefit from
the testbed’s emulations to elaborate new algorithms.
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1.3 Thesis Objectives
The main objective of this thesis is to demonstrate through
comparison of results from the open literature, that a testbed
consisting of a dozen personal computers and open-source soft-
ware is able to realistically emulate the UTRAN.
Based on this testbed infrastructure, the second objective
of this project is to improve RRM, CAC and/or scheduling al-
gorithms in order to fulfil the QoS requirements for upcoming
applications and services, and the QoE of users.
1.4 Structure of the Dissertation
The present dissertation is structured as follows:
Part II presents the testbed as a tool and comprises four
main chapters. This perfectly matches the modular structure of
the testbed. Features from a given UTRAN layer can therefore
be found in several chapters. This is particularly true for topics
addressing the air interface.
Chapter 2 presents the state of the art of the existing test-
bed emulating a UMTS network. It also shows the dissertation
testbed’s perspective, characteristics, assumptions, limitations
and differences compared to other testbeds in the same research
field.
A generic three-level traffic model created for the purpose of
the present dissertation is described in Chapter 3 in order to
generate the four UMTS traffic classes proposed by the 3GPP.
Based on this multilevel structure, the chapter shows how the
four traffic classes are modelled in terms of stochastic distribu-
tions and injected in the testbed.
Chapter 4 depicts the world representation, explains how
the testbed emulates user mobility above a wired network in-
frastructure and describes the testbed handover management.
Chapter 5 shows a methodology of emulating a wireless link
over a wired one, based on the Linux Traffic Controller (TC) and
some of its components. Based on this implementation, the
chapter explains how the testbed emulates the Rel’99 UMTS air
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interface, the different transport channels, the higher Bit Error
Rate (BER) and its time-correlated errors property.
Part III covers the major achievements of the testbed’s oper-
ation. It provides results that mostly illustrate the capabilities of
the testbed. Many more experiments could have been designed
and performed on the testbed for further cross-validation. These
chapter presents only three case studies, as a proof of concept
of the testbed.
Chapter 6 aims at finding an optimal Spreading Factor (SF)
allocation strategy. It confronts the two opposite approaches of
this issue: The users’ perspective trying to receive the lower SF
in order to get the higher possible bandwidth, and the opera-
tors’ perspective trying to load as much as possible the Orthog-
onal Variable Spreading Factor (OVSF) tree in order to accept a
maximum number of sessions within the same sector.
Chapter 7 evaluates the advantages of a scheme based on
an optimal Non Real-Time (NRT) session switching between the
shared and the Dedicated CHannels (DCHs). This chapter also
analyses the advantage of an improved NRT sessions channel
switching strategy based on a division of the downswitch timer.
Chapter 8 measures the impact of design choices at trans-
port, data link and physical layers on the user experience at the
reception of RT flows.
In Part IV, conclusions and outlook on possible future sce-
narios are presented.
Finally, Part V includes the scientific contributions which
have been peer-reviewed and accepted for oral presentation in
international conferences.
1.5 Publications
This project has lead to 8 publications among which 5 have
been peer-reviewed and accepted for oral presentation in inter-
national conferences. The reader can find these major contribu-
tion in the Appendix A.
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“Description of an IPv6 Linux-Based UTRAN Testbed” empha-
sises the fact that network modelling and traffic characterisa-
tion are essential research activities towards the optimisation of
UMTS. It presents the thesis testbed, the statistical traffic distri-
butions, the random walk UE mobility and line-of-sight power-
based handover management. It explains also the interconnec-
tion of those different modules to obtain the first testbed results
about the handover and QoS management.
This article has been presented at TridentCom 2006. This
conference brings together all aspects related to experimental
telecommunication infrastructures, creating a forum where te-
lecommunication networks researchers, vendors, providers and
users can exchange ideas on past experience, requirements,
needs, visions for the establishment of such infrastructures [7].
It received the “Best Paper Award” presented in the Appendix B.
“Emulation of a Downlink Spreading Factor Allocation Strat-
egy for Rel’99 UMTS” derives a SF allocation map for the four
UMTS traffic classes and for four user profiles with the help of
the testbed. The map is based on the E2E delay experienced
by the user. Using this allocation map, this article measures
the performance of the UTRAN in terms of cell throughput and
blocking rate in different scenarios.
This article has been presented at VTC-fall 2006. This con-
ference aims at bringing together individuals from academia,
government, and industry, to discuss and exchange ideas in the
fields of wireless and vehicular technology. The conference usu-
ally features world-class plenary speakers, tutorials, and tech-
nical as well as applications sessions [8].
“UMTS Non Real-Time Sessions Channel Switching Emula-
tion” discusses a scheme to improve the Rel’99 UMTS RRM. This
article is focused on the two different types of transport channel:
shared and dedicated. It evaluates the merits of a scheme based
on an optimal NRT session switching between these two kinds
of channels. The switching decision may be influenced by sev-
eral parameters like the downswitch timer’s duration, the non-
/preemptive split of downswitch timer and the selection of the
initial transport channel. Performances of the analysed scheme
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are evaluated taking into account different metrics: blocking
rate, mean packet delay and cell throughput. The results show
that an optimal tuning of these three parameters may signifi-
cantly decrease the number of blocked calls while keeping the
other metrics at a satisfactory level.
This article has been presented at VTC-spring 2007 which is
the spring counterpart of the VTC-fall conferences.
“Performance of Downlink Shared Channels in UMTS Sce-
narios Using Markov Fluid Process” proposes a new model of
the Downlink Shared CHannel (DSCH) buffer in Rel’99 UMTS
cellular systems. Considering that the available bandwidth ded-
icated to DSCH traffic is limited by voice connections carried by
DCHs on the one hand, and by traffic on the Forward Access
CHannel (FACH) on the other hand, it proposes to model the
DSCH buffer content as a Markov driven fluid queue with jumps
and to derive several performance measures, namely stationary
DSCH buffer content, bit loss probability and overflow probabil-
ity. These measures are obtained through adequate transforma-
tion of the original fluid queue.
This article has been presented at ASMTA 2007. This confer-
ence is a continuation of the series started as the Conferences in
Analytical, Numerical and Stochastic Modelling Techniques held
as a part of European Conference for Modelling and Simulation.
It features an outstanding technical program ranging from intro-
ductory tutorials to software reviews to state-of-the-art research
and practice. The conference includes also exhibits, business
meetings for professional societies, software user groups [9].
“UMTS Layers Parametrisation for Real-Time Flows” demon-
strates the impact of design choices at transport (Transport Con-
trol Protocol (TCP) vs. User Datagram Protocol (UDP)), data link -
RLC (Acknowledged Mode (AM) vs. Transparent Mode (TM)) and
physical (SF 4 vs. 8) layers on the user experience at the recep-
tion of RT flows for both synthetic and real life Conversational
and Streaming traffics. Over an impaired wireless channel, it
appears that TM is not suited for Streaming flows, as it results
in significant Packet Error Rate (PER) on UDP or significant de-
lays on TCP, whereas it is acceptable for Conversational flows.
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This article has been presented at MobConQoE 2007. This
conference address all the technical aspects of implementing a
comprehensive process for content provisioning, optimisation
and monitoring of the delivered quality, with the scope of in-
creasing mobile subscribers’ experience [10].
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Chapter 2
Testbed Presentation
2.1 Introduction
This chapter first introduces a number of different UMTS
testbeds, their specificities and characteristics. It then presents
the thesis testbed’s perspective, characteristics, differences and
new features compared to these testbeds. Finally, assumptions
which have been set by the testbed implementation are listed in
three different limitations groups.
2.2 Testbed State of the Art
The idea of using a testbed to cross-validate simulation ex-
periments or analytical results as illustrated in Section 1.2 is
not new. Several other projects are already using this strat-
egy for UMTS studies and report good results. Here follows a
brief presentation of some of the most well-known testbed ex-
periments emulating a 3G cellular network with a special focus
on the management of Radio Link Control (RLC), Internet Proto-
col (IP) and transport layers.
2.2.1 Arrows
The first testbed emulating a UMTS network addressed here
is the Information Society Technologies (IST) project Arrows [1].
19
20 CHAPTER 2. TESTBED PRESENTATION
Arrows is designed to emulate as faithfully as possible a real-
istic 3G UMTS system consisting of one UE, the UTRAN, the
CN and one application server. This testbed aims at providing
advanced RRM and QoS solutions for the support of integrated
voice and data services within the UTRAN. Different algorithms
related to CAC, congestion control as well as packet schedul-
ing procedures are proposed and evaluated for both uplink and
downlink paths. This project includes packet access, asymmet-
rical traffic and high bit-rate (up to 2Mbit/s) services for multi-
media IP based applications.
A new extension of this project is an integrated UMTS-Wire-
less Local Area Network (WLAN) testbed [2] which is a platform
including multimedia terminals, UMTS and WLAN elements and
IP connectivity. The objective of this testbed is to help manag-
ing radio resources cooperatively across multiple radio access
technologies in a coordinated manner.
2.2.2 Novembre
The Novembre testbed [3] unites several wireless studies with
a special focus on the transport of RT voice traffic over the
UTRAN using IP (VoIP). Novembre tried to limit as much as pos-
sible the VoIP E2E delay by encapsulating compressed, low bit
rate voice traffic arriving at the NodeB into frames of variable
size. These frames were then multiplexed into larger, possibly
variable in size, IP packets. This aggregation took place in the
NodeB and a timer was associated with this component in order
to avoid unacceptable large packetization delays. This work is
based on the Adaptive MultiRate (AMR) codecs at 12.2kbps with
silent suppression. Over the radio interface, the transport of
radio bearers takes place within DCH.
2.2.3 Net Institute and Fokus
Other projects gather telecommunication partners who grant
an access to their wireless infrastructure. In this case, the test-
bed is in fact a simple reduction of a real UMTS network. The
NET Institute project [4] has such a great opportunity partnered
by the operator T-Mobile and the manufacturer Nokia. The main
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research focus of this project is on security improvements over
the air interface of the UMTS.
The Fokus project [5] has a similar design since this test-
bed is a part of T-Mobile’s technical UMTS infrastructure in
Berlin. Testbed users have the opportunity to experiment tech-
nology and applications in an integrated network environment
ranging from Bluetooth, WLAN 802.11a/802.11b, GSM, GPRS,
UMTS Time Division Duplex (TDD) and Frequency Division Du-
plex (FDD) right up to Satellite. The Fokus test and development
environment is mainly for client prospects from industrial and
public administration communities.
The flaw of this kind of testbeds is that research activities
are highly manufacturer-dependent. They should therefore be
considered as commercial showcase networks.
2.2.4 Mobiq
The Mobiq project [6] was focused on multimedia services in-
cluding VoIP and audio/video streaming. Its key components
were compression of Real-time Transport Protocol (RTP)/UDP/
IP headers for efficient media packet delivery on radio links,
layer2 combined queueing, which integrated wireless layer2
functionality into an IP-layer queueing model, and QoS control
utilising feedback information from a network agent called “RTP
monitoring agent” in order to counter both, network congestion
and radio link errors. These components enhance the quality of
multimedia delivery services in 3G and future mobile networks.
2.2.5 Whynet
The Whynet project [7] was an hybrid testbed which gath-
ered many wireless standards and worked on their interoper-
ability. The objective of this project was to develop a scalable
testbed in order to evaluate the impact of next-generation wire-
less technologies on application performance in heterogeneous
wireless networking scenarios, while realistically accounting for
various cross-layer interactions. Whynet has provided a number
of hybrid experimentation modes with seamlessly integration of
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physical, simulation and emulation components in order to ad-
dress issues related to vertical handovers.
2.2.6 Respect
The Respect testbed [8] investigates the performance of pac-
ket services in both a standalone UMTS network and a UMTS
network coexisting with other networks. The studies deal with
the performance of a single link. Respect is a RT emulation
platform that uses a combination of simulated and real network
protocols enabling both subjective and objective investigations
from the user’s perspective. It shall give a holistic view of pac-
ket service performance by considering the impact of different
protocol layers while taking the end user into account.
2.2.7 Virtuous, Future and ATB
Other projects have built a testbed in order to define, vali-
date and demonstrate the adaptations of 3G mobile technolo-
gies based upon WCDMA for supporting satellite-based services.
Such services are often generically referred to as Satellite-UMTS
(S-UMTS). IST Virtuous [9] and Future [10] projects, and the
European Space Agency (ESA) Advanced S-UMTS TestBed (ATB)
project [11] are examples of such S-UMTS testbed.
2.2.8 Unite
The Unite project [12] encompasses the common features of
cellular, wireless and Digital Video Broadcasting (DVB) in or-
der to provide a scalable and extensible testbed investigating
cross-layer and cross-system optimisation. The main objective
of this project is the investigation, the design and the evaluation
of cross-layer and cross-system interactions for current and fu-
ture generations of wireless systems in terms of both, radio and
protocols.
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2.3 Thesis Testbed Architecture
The testbed created for the purpose of the present disser-
tation [13, 14] differs from the ones previously described both
in scope and approach. The objective is to establish a suitable
open-source software/hardware RT platform in order to thor-
oughly analyse and improve QoS management in the UTRAN.
As shown in Table 2.1, most of the presented testbeds are fo-
cused on only one or two types of the typical UMTS traffic flows
defined by the 3GPP (Table 3.1), such as Streaming or Conversa-
tional. In contrast, this testbed is not restricted to a single ser-
vice but is open to all typical UMTS applications. It shall work
on an acceptable QoS level for all these simultaneously active
services e.g. a population of users within the same cell, some
of them having standard conversations (Conversational), oth-
ers browsing the Internet (Interactive) or retrieving their Emails
(Background), while a few more users arrive and initiate a video
streaming session (Streaming).
As shown on the upper part of Fig. 2.1, the testbed emulates
a Rel’99 UTRAN segment consisting of one RNC managing four
NodeBs, each of them serving a population of UEs. The NodeBs
are placed on a hexagonal grid being the standard macrocellular
set-up [15,16]. For representation simplicity, the four cells are
represented on a rectangle map.
In order to emulate this UTRAN segment, the testbed is com-
posed of nine Linux-operated personal computers interconnec-
ted with 100 Mbit/s Ethernet links thus creating a little network
isolated from the Internet, as shown on the lower part of Fig. 2.1
and in Fig. 2.2.
The network can be subdivided in three computer groups (A,
B and C). Group A comprises second-hand Pentiums III 750MHz
with 512MB of Random Access Memory (RAM). They all have
four network interfaces connected to various IP version 6 (IPv6)
sub-networks. Group B is composed of Celerons 300MHz with
128MB of RAM. Each computer is connected to one of the com-
puters of group A. Group C is a single computer. It has the same
hardware specification as the group A computers and is directly
connected to each of the group A machines.
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Figure 2.1: UTRAN testbed representation.
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Figure 2.2: The overall testbed.
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In order to ensure homogeneity, a Linux Red-Hat-based Fe-
dora Core 6, kernel 2.6.20 has been installed on each of the nine
computers. Flexibility, cost vs. performance and the ability to
customise the operating system in order to be able to accurately
tune its network behaviour and its performance motivated the
choice of this operating system.
From the implementation perspective, the present testbed is
fully developed in the C language. It can be seen as an assem-
bly of numerous modules. A module is a specialised code part
managing a predefined function for all the UEs active during
an emulation run. Modules tasks can be as different as traf-
fic generation, mobility evolution, CAC negotiation or handover
management. A detailed presentation of each of them can be
found in the testbed documentation [17].
Group A is placed in the centre of the network. These com-
puters run the freeware Quagga [18] and are used as routers.
Quagga is a routing software suite providing implementations
of multiple routing protocols (Open Shortest Path First (OSPF),
Routing Information Protocol (RIP), Border Gateway Protocol
(BGP), etc.) for Unix platforms. The computers of groups B and C
are placed in periphery and are used as traffic sources/sinks. To
serve that purpose, the open-source application TG [19] (a traffic
generator program able to create one-way UDP or TCP streams
between two computers) has been installed. The traffic gener-
ation process is detailed in Chapter 3 in terms of inter-arrival
times and packet lengths by means of statistical distributions.
Using this network infrastructure, the idea is to emulate a
real UTRAN segment:
2.3.1 Group A - NodeBs
The computers in group A represent four independent trisec-
torial macrocell NodeBs. Their role is to take care of the traffic
coming in from the UE (resp. RNC) and to forward it to the RNC
(resp. UE). Most of the QoS management functions are per-
formed at these spots as they are the bottlenecks of the UTRAN
(border between the wireless and the wired networks). Since the
network does not contain any real NodeB, these computers also
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handle the emulation of the UMTS air interface (BER, Service
Data Unit (SDU) segmentation), etc.).
In the early UMTS standardisation the NodeBs were seen as
simple access points linking the UEs to the UTRAN and the CN.
With the introduction of HSDPA, they gained more responsibili-
ties in terms of QoS management and packet scheduling. There-
fore, in anticipation of a future evolution of the testbed, the com-
puters emulating the NodeBs are designed in a Rel’5 philosophy
while the testbed is still emulating a Rel’99 UTRAN.
2.3.2 Group B - UEs
Each computer of this group acts as a population of UEs
attached to their Serving NodeB (SNodeB) (emulated on the at-
tached A group computer). Each of them generates several up-
link flows (from the UE to the RNC) representing the emulated
UEs network activity.
In order to simultaneously emulate several autonomous UEs
on a single computer, these computers use a control panel based
on virtual network interfaces management (Fig. 2.3). A physical
network interface can have multiple IP addresses assigned to it.
This could be done using the Linux virtual IP addressing. In Fe-
dora all information about the network interfaces is kept in the
following directory: /etc/sysconfig/network-scripts/. As-
suming that the eth1 network interface configuration script is:
/etc/sysconfig/network-scripts/ifcfg-eth1, it looks like
this:
# Interface
DEVICE=eth1
BOOTPROTO=static
ONBOOT=yes
TYPE=Ethernet
HWADDR=00:04:75:F5:02:6C
USERCTL=no
# IPv4 Configuration
NETWORKING=yes
IPADDR=10.0.3.1
NETMASK=255.255.255.0
NETWORK=10.0.3.0
BROADCAST=10.0.3.255
# IPv6 Configuration
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IPV6INIT=yes
IPV6ADDR=2005:0:0:3::1/64
IPV6_AUTOCONF=no
IPV6_ROUTER=yes
In order to allocate another IP address to this interface, one
simply has to make a copy in the same directory naming the
new file ifcfg-eth1:1 and adapting the DEVICE, IPADDR and
IPV6ADDR fields:
# Interface
DEVICE=eth1:1
BOOTPROTO=static
ONBOOT=yes
TYPE=Ethernet
HWADDR=00:04:75:F5:02:6C
USERCTL=no
# IPv4 Configuration
NETWORKING=yes
IPADDR=10.0.3.2
NETMASK=255.255.255.0
NETWORK=10.0.3.0
BROADCAST=10.0.3.255
# IPv6 Configuration
IPV6INIT=yes
IPV6ADDR=2005:0:0:3::2/64
IPV6_AUTOCONF=no
IPV6_ROUTER=yes
eth1:1 becomes an alias of the eth1 physical network in-
terface. Other aliases could be named eth1:2, eth1:3, etc.
The role of this control panel is to facilitate the UEs manage-
ment by delegating to them a single IPv6 address and a range of
UDP/TCP ports.
Figure 2.3: UE control panel.
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2.3.3 Group C - RNC
This single computer plays the role of the testbed’s unique
RNC. It is the sink of the traffic coming from the four NodeBs
and generates the downlink traffic flows (from the RNC to the
UEs) for each of the emulated UEs. As in a real UTRAN, the
complexity is gathered in the RNC since it is in charge of the
CAC and RRM. It consequently controls the entire emulation.
2.4 Testbed Limitations
When emulating such a complex network as a UTRAN over
a computer network, testbed limitations need to be taken into
account. The following section describes three different types of
limitations.
2.4.1 Computing Power
A major limitation is performance. Since the testbed was
built from second-hand computers with a limited computing po-
wer and RAM, the complexity of the emulated UTRAN had to be
adapted. This led to several further restrictions:
The NodeBs can serve only a fixed maximal number of 60
UEs due to the low computing power of the group B computers.
However, this number, fixed at the beginning of an emulation
run, is important enough to be realistic. The different UEs are
switched on during the entire emulation. This means that the
testbed does not have any UE birth-death mechanism. However,
the UEs activity is controlled by stochastic models which will be
presented in Chapter 3. As a result, during an emulation with
e.g. 12 users, one may encounter periods of inactivity as well
as full load periods when all 12 users are active. This is illus-
trated in Fig. 2.4 which shows the aggregate downlink traffic of
a given NodeB during an emulation of 1, 200s with 12 users. Up
to three users are simultaneously streaming around the 600th
second whereas there was no traffic at all a few seconds before.
Due to a lack of computing power, an adaptation to be made
is the load balancing of this scarce resource. In a real Rel’99
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Figure 2.4: NodeB downlink traffic.
UTRAN, all the complexity is gathered in the RNC while the
NodeB does not have much decision power. As already men-
tioned in Section 2.3.1, the testbed is designed in a Rel’5 way
in spite of the use of Rel’99 transport channels. This means the
NodeBs have much more capabilities in terms of CAC, RRM and
QoS management which spare the RNC resources.
On the UE side, the low Central Processing Unit (CPU) fre-
quency of the testbed computers induces to a greater action
granularity. This means that a UE can move, switch trans-
port channel, start or stop a session, etc. only once per second.
Actually, this granularity is as low as 10ms in the Rel’99 and
even only 2ms in Rel’5. This bigger testbed granularity does not
cause increased latency or delay while transmitting packet over
the emulated air interface. As discussed in Section 5.4.4, the
Transmit Time Interval (TTI) length is left unchanged and is set
to 10ms as the testbed emulates a Rel’99 UMTS network.
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The emulation main loop has to manage all UEs one by one
as shown in Fig. 2.5. This solution was imperative since a
thread parallelism was impossible due to the lack of RAM and a
limitation of the operating system which does not accept more
than 1, 024 Portable Operating System Interface on uniX (POSIX)
threads on the same computer (where a UE needs as many as
12 threads to manage all its complexity).
Figure 2.5: Main loop illustration of a n − user emulation run
(n ≤ 60).
2.4. TESTBED LIMITATIONS 33
In the testbed setting, a single UE treatment is divided into
five different phases. The first four phases deal with each of
the traffic classes (session starts/ends, channel switching, CAC
management, etc.), whereas the last phase manages the UE mo-
bility (handover, Signal-to-Noise plus Interference Ratio (SNIR)
evolution, BLock Error Rate (BLER) adaptation, etc.). Once all
the five phases are concluded for one UE, the script picks the
following UE and so on until all users have been served. The
loop then starts again after a synchronisation pause to allow for
alignment to the second tick. To ensure time synchronisation
between the 9 computers of the testbed, besides emulating the
RNC, the computer C assumes the role of a Network Time Proto-
col (NTP) server on which all other computers are lined up.
2.4.2 Air Interface
The second major limitation of the testbed is the absence of
radio transmissions. To overcome this issue, the lower layers of
the UMTS air interface were emulated over a classical Ethernet
(wired) link as shown in Fig. 2.6.
Figure 2.6: UMTS lower layer emulation.
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Pondering on out testbed’s limitations, it appears that the
RAN Round-Trip Time (RTT) (computed between the RNC and
the UE) is much more important in a real UTRAN since the pack-
ets are evolving on a wired network. In order to be as close to
reality as possible, the testbed includes a fixed delay to each
packet transiting over the emulated layers. This delay has been
fixed to 50.2ms following the 3GPP specifications [20].
An other assumption which had been set due to the air in-
terface emulation is the DCH allocation time. This is the delay
a UE undergoes between its DCH request and the time point it
transmits data through it. This allocation time mainly contains
the CAC procedure made by the RNC to allocate a SF to the UE.
This delay duration has been fixed to 900ms as proposed in [21].
2.4.3 Downlink-Oriented
A typical limitation of the testbed is that it is focused on the
downlink. The major part of the data is transported in this di-
rection. Therefore, the air interface emulation influences only on
this direction. For example, considering an Interactive session,
the testbed affects, with a given BER and bandwidth restriction,
the TCP segments used to download a web page, but the TCP
ACKnowledgement (ACK) segments returned by the UE do not
suffer any additional perturbation or bandwidth restriction.
2.5 Summary
Using testbeds to cross validate simulation results and to in-
vestigate new UMTS issues has already been adopted by several
researcher teams. In this way of thought, this chapter has ex-
posed the thesis testbed’s perspective, characteristics, assump-
tions, limitations and differences compared to other testbeds.
This tool aims at providing advices and hints to correctly tune
RRM algorithms over a UTRAN network supporting multiple mo-
bile users generating/receiving flows belonging to the four traf-
fic classes. The underlying objective is of course to optimise the
QoS perceived by the final users known as QoE.
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Chapter 3
Traffic Generation
3.1 Introduction
3G mobile communications systems offer high-speed mobile
access to a great variety of services world-wide. Some of these
services have certain E2E QoS requirements to be met by the
network in order to function properly (e.g. in multimedia ap-
plications). In UMTS, the 3GPP has decided not to standardise
a closed group of services. Instead, an open QoS architecture
was specified, including the definition of four QoS traffic classes
and a group of QoS parameters (tolerance to delays and losses
among them). The four different UMTS traffic classes are: Con-
versational, Streaming, Interactive and Background. They are
defined in the 3GPP specifications [1] together with their QoS
parameter values.
The 3GPP has defined traffic classes which need to be sup-
ported in UMTS. In order to characterise them, this work is fo-
cused on four representative applications as shown in Table 3.1.
Table 3.1: Traffic classes and applications.
3GPP Traffic Classes Representative Applications
Conversational VoIP
Interactive Web browsing
Streaming Video streaming
Background Email
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The above applications and their typical network activity
should be supported by the testbed. Complementary to the abil-
ity to rely on real life applications to emulate user behaviour,
the generation of synthetic traffic using stochastic distributions
(detailed in Appendix C) of packets carrying fake/dummy data
enables to mimic traffic patterns from real life applications as
realistically as possible. This choice was made for the sake of
simplicity and scalability. It is much simpler to configure prob-
abilistic traffic generators and launch them at the beginning of
an emulation run than to create as many real life user sessions.
Introducing one real life application session during the emula-
tion is still possible and would allow the evaluation of the user’s
QoE. For instance, including a real Streaming session while the
emulation is running would give a good hint of what a UMTS
user would experience under such circumstances. This will be
dealt with in Chapter 8.
The following sections aim at accurately establishing the re-
spective traffic source model of these applications. For this pur-
pose, an extensive literature survey has been performed in both
3GPP standardisation and open sources [2–6] in order to identify
models and their respective parametrisation values.
3.2 Generic Traffic Model
Appropriate traffic models are needed as input for the emu-
lator. Traffic models have to take into account the applications’
statistical properties. There are a number of studies on such
models for use in 3G access networks. Most of the times only
two classes of traffic are considered, usually voice (with delay
requirements) and data (with reliability requirements). Other
studies deal with the modelling of traffic sources in more general
mobile environments. Nevertheless, to the best of the author’s
knowledge, no article in the literature jointly treats all the four
traffic classes defined for UMTS.
As the objective of the present dissertation is to imitate the
transport layer activity of a single application over a packet-
switched, IP-based network, a generic, three-level traffic model
3.2. GENERIC TRAFFIC MODEL 41
as illustrated in Fig. 3.1 [7] was chosen to characterise the four
classes. Here is a quick run-down of the meaning of the levels:
• Session Level: Lasts as long as the application is running.
Its statistics are mainly influenced by user behaviour.
• Connection Level: Describes the connection behaviour of
a single session. The chosen pattern is based on a High-
Low model in which it is possible to generate traffic in both
states.
• Packet Level: Represents the packet inter-arrival and size
distribution for each state of the Connection Level.
Figure 3.1: Three-level traffic model.
The parametrisation of this model is specific for each traf-
fic class. Each application has been modelled to give physical
significance to each of the levels. Let consider the Conversa-
tional class. In this case, the session level describes the mo-
ments when a user is engaged in a phone call and the moments
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when s/he is not. When the user is engaged in a call, the con-
nection level represents the time intervals during which the user
is speaking and the time intervals during which s/he is simply
listening. Finally, when the user is speaking, the packet level
gives the size of each packet sent and the time interval separat-
ing two successive packets.
Although an application can be generally considered as bidi-
rectional, many applications are clearly asymmetric. Thus, only
the downstream flow is explicitly modelled, since this is the di-
rection in which the majority of the traffic is normally observed.
Hence the emulated traffic is simplex for applications emitting a
significant amount of data in only one direction, such as Stream-
ing and Interactive classes. The Interactive return traffic, mainly
consisting of ACKs, is not explicitly emulated here. As ACKs cir-
culate anyway, the return traffic is only emulated for the Con-
versational and Background classes.
3.3 Conversational Traffic - VoIP
The Conversational traffic is based on the voice communica-
tions. The 3GPP has decided to adopt the AMR vocoder with a
rate of 12.2kbps to encode voice traffic [8]. Since this kind of traf-
fic is considered as bidirectional, there is a need for synchroni-
sation. In a real conversation, both participants are speaking
throughout the session. Therefore, the emulated downlink and
uplink traffics have to be synchronised and mixed (Fig. 3.3(a)
and 3.3(b)).
In this type of application, a session lasts as long as the user
makes a phone call. As soon as the session arrivals are consid-
ered to be independent, the customer sessions inter-arrival time
follows a Poisson distribution whereas the session duration is
exponentially distributed with a mean of 120s [9].
Once active, the connection model has to take into account
the silence periods in the human voice activity. As the voice
activity represents only 32% of the overall call time, a simple
but convenient model is the two-state Markovian chain proposed
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in [8]. As shown in Fig. 3.2, the probability to remain in voice
inactivity states is denoted as P = 0.99 and the probability to
remain in voice activity state is known as Q = 0.9875.
When the user is speaking, the codec produces 32 − Byte
packets every 20ms. A single UE connected to a NodeB, gen-
erating and receiving Conversational traffic during 1, 200s has
been emulated with a session inter-arrival mean time fixed at
100s. Fig. 3.3 depicts the resulting activity graphs in the three-
level model. The statistical distributions and their parameters
are summarised in Table 3.2.
Figure 3.2: Two-state Markovian chain Conversational model.
This model has been chosen to comply with 3GPP require-
ments. It enables to produce contributions that would be ad-
missible at 3GPP standardisation.
Table 3.2: Conversational statistics summary.
Level Parameter Description
Session
{
Inter-Arrival [s] Poisson(100)
Length [s] exponential(120)
Connection Voice Activity Markovian(0.99, 0.9875)
Packet
{
Length [Bytes] constant = 32
Rate [kbps] constant = 12.2
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Figure 3.3: Conversational illustrations.
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3.4 Interactive Traffic - Web Browsing
Web traffic is nowadays the most important application used
by the Internet community. The term web traffic comprises all
HyperText Transfer Protocol (HTTP) traffic generated during a
session with a typical web browser like Firefox or Internet Ex-
plorer.
To fit the above presented multilevel structure to this Interac-
tive traffic, the first step is to study the way in which World Wide
Web (WWW) users generate traffic by browsing the web. A user
begins a WWW session by running a web browser. A session is
considered as the period of time between that starting moment
and the exit from the browser. The session arrival process is
modelled by a Poisson process with a mean set at 50s [10].
During a session, the user visits several web pages and reads
them. Therefore, a session is considered as a set of page trans-
fers (connections) separated by reading times. The number of
pages a user will browse during a session has been modelled by
a geometric distribution around 5 visited pages in [11]. These
pages need a certain number of packets in order to be success-
fully transmitted through the network. This number is consid-
ered to be geometrically distributed around 25 packets in [9].
The time the user will spend to read the newly downloaded page
is an exponentially distributed random variable centred on 12s
as proposed in [9].
This model and its parametrisation have been chosen again
to comply with 3GPP requirements.
Table 3.3: Interactive statistics summary.
Level Parameter Description
Session Inter-Arrival [s] Poisson(50)
Connection


Packet Call geometric(5)
Packet Number geometric(25)
Reading Time [s] exponential(12)
Packet
{
Length [Bytes] Pareto(1.1, 81.5, 66, 666)
Inter-Arrival [ms] exponential(8.3)
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Figure 3.4: Interactive illustrations.
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The transfer of a web page is composed of several TCP con-
nections that run in parallel. The resulting packet sizes are dis-
tributed following a Pareto distribution and their inter-arrival
time is exponentially distributed around 8.3ms [9]. The Web
browsing traffic then consists in a sequence of file downloads
named “Packet Call", each of them modelled as a sequence of
packet arrivals. All the parameters are summarised in Table 3.3.
Fig. 3.4 represents a typical WWW user activity graph.
3.5 Streaming Traffic - Video Streaming
Multimedia streaming services over the Internet are more
and more popular. Movies, news, education and training, video
conferences, personal streaming, such as webcams or security
surveillance, are only a small part of video streaming applica-
tions. UMTS extends these IP-based streaming services to mo-
bile terminals with a video encoding following the Motion Pic-
ture Experts Group Layer-4 (MPEG-4) standard [12]. MPEG-4
has been chosen as a standard since it can support very low bit
rates down to 5kbps and low frame rates of 15frame/s.
According to the multilevel model, a session is equal to a
connection since the session lasts during the whole Streaming
connection. The number of new customer arrivals in the system
(i.e. video sessions) follows a Poisson distribution with a mean of
300s, whereas the session length is determined by an exponential
distribution around 120s.
Video content compression in the MPEG-4 standard is done
via a Group of Pictures (GoP); either by intra-frame compres-
sion removing redundancies within a single frame of video, or by
inter-frame compression removing redundancies across a GoP
over time. MPEG-4 uses both intra- and inter-frame compres-
sion and its frames are designated as I-, P- or B-frames. As
illustrated in Fig. 3.5, I-frames (Intra frames) are single frames
in which all the content is examined independently by the com-
pressor regardless of the frames preceding or following it. P-
frames (Predicted frames) are following an I-frame whose con-
tent or colour has changed from the preceding I-frame. Be-
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cause a P-frame only contains data that has changed, it cannot
be accessed and displayed on its own. B-frames (Bidirectional
predicted frames) are additional content redundancies that can
be removed during compression by looking at changes in frame
content or colour-based on both previous and subsequent fra-
mes. A B-frame cannot be accessed and displayed on its own, it
requires an I-frame and surrounding P-frames. The unit for the
model is the video frame. Each of these frames is included into
a certain GoP as defined in the MPEG-4 standard: IBBPBBPBB-
PBB.
Figure 3.5: GoP illustration.
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Considering a constant bit rate video streaming at 25frame/s,
the size of the frames of each video session is described in [13] by
a gamma distribution with different parameters. This depends
on whether the user is streaming a high or low quality video. The
exact value of these parameters has been determined by exten-
sive statistical analyses made over a publicly available library
of frame size traces of long MPEG-4 encoded videos [14, 15].
These frame size traces have been generated from several video
sequences of typically 60 − minute length each. All those pa-
rameters are summarised in Table 3.4 and the resulting activity
graphs are depicted in Fig. 3.6.
Table 3.4: Streaming statistics summary.
Level Parameter Description
Session
{
Inter-Arrival [s] Poisson(300)
Length [s] exponential(120)
Connection n.a. n.a.
Packet
{
Length [Bytes] gamma
Inter-Arrival [ms] constant = 40
3.6 Background Traffic - Email
Background traffic class is based on sending and retrieving e-
mails. In this case of bidirectional traffic case, one can think of
a user downloading his/her mails and answering some of them
one by one after their download. Therefore, emulation then be-
gins with a massive downlink traffic followed by multiple smaller
uploads (Figs. 3.7(a) and 3.7(b)).
The session begins when the email application (Thunderbird,
Outlook, etc.) is connected to the email server (through Post
Office Protocol (POP) for example). According to [16], the session
volume is a log normal variable and the session inter-arrival
time follows a Poisson process with a mean of 200s.
Each mail is represented by a single connection. The size of
these mails is also defined by a log normal random variable [16].
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Figure 3.6: Streaming illustrations.
In downstream, all the mails are downloaded one after the other
(no mail inter-arrival time), whereas in upstream, each answer
is separated by a writing time that follows a Pareto distribu-
tion [16].
Finally, the packet inter-arrival is defined once again by a log
normal distribution [16]. More details about those distribution
parameters may be found in Table 3.5. Fig. 3.7 illustrates the
Background traffic.
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Figure 3.7: Background illustrations.
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Table 3.5: Background statistics summary.
Level Parameter Description
Session
{
Inter-Arrival [s] Poisson(200)
Volume [Bytes] log normal(11.117, 1.9095)
Connection
{
Volume [Bytes] log normal(8.1934, 3.3852)
Inter-Arrival [s] Pareto(2.1345, 14.436, 120)
Packet Inter-Arrival [ms] log normal(−4.4052, 4.4970)
3.7 Traffic Generator
The traffic generator TG [17] was chosen for this work pur-
poses. It is written in the C language, its source code is publicly
available and contributions to its further development are en-
couraged by the community. TG contains most of the statistical
distributions needed for the traffic generation except Pareto.
For the purpose of this project, the TG source code was mod-
ified to support the Pareto distribution (detailed in Appendix D),
to adapt the exponential distribution (detailed in Appendix E),
and also to implement the IPv6 addressing as presented in [18,
19]. The code of the enhanced TG was shared with the developer
community and published on the Internet [20].
3.8 Traffic Distribution
Probabilistic traffic models are used in the testbed to initiate
sessions of any of the four traffic classes at any time according
to Poisson processes. An emulated UE may initiate a Conver-
sational session while already active with an ongoing Interactive
session. In a real UTRAN, this would be translated by a UMTS
user getting called as s/he was browsing the Internet on a 3G
terminal.
As in real life, the traffic classes generated over the testbed
have to be mixed. Table 3.6 lists a share of calls with the prob-
ability of a specific service once a new call/session is generated,
as measured on a real life macrocellular outdoor network [21].
To the best knowledge of the author, there is no other open-
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Table 3.6: Traffic distribution.
Traffic Classes Share of Calls
Conversational 27%
Interactive 48%
Streaming 10%
Background 15%
source document stating such figures for the full traffic mix.
For the purpose of the dissertation, the above mentioned mix
has been chosen to generate traffic in each of the emulated ser-
vices. This traffic distribution seems realistic enough to claim
to mimic the load in a macrocellular network. It should how-
ever be adapted for studies focusing on micro-cellular or indoor
networks.
3.9 Summary
In this chapter, a generic traffic model has been presented
to generate the four UMTS traffic classes proposed by the 3GPP.
The model fits each of these classes in a three-level model: ses-
sion, connection and packet-level. Based on this multilevel
structure, the four traffic classes have been modelled in terms
of stochastic distributions, in line with open literature or 3GPP
standards whenever applicable. It has then been integrated
in the testbed through modification of the TG traffic generator
source code.
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Chapter 4
Mobility Management
4.1 Introduction
This chapter depicts several design choices of the testbed
which have been set in a way to emulate a real UTRAN seg-
ment. First, it presents the emulated world which is composed
of four trisectorial macrocell NodeBs. It comprises also the mo-
bility scheme enabling UEs to move across the entire emulated
world following a random walk algorithm coupled with the wrap
around principle. Finally, the chapter explains the RNC han-
dover management based on the UE’s position and a line-of-
sight power-based computation.
4.2 Emulated World
The testbed emulates four NodeBs each implemented on the
four group A computers shown in Fig. 2.1. These base stations
are situated on a hexagonal grid (standard macrocellular set-up
proposed by the 3GPP in [1, 2]). The cell radius equals 1, 400m
therefore, the NodeBs’ total covered surface is about 27km2 [3,4].
Until now, NodeBs were considered as omnidirectional, i.e.
their transmission power is equally distributed all around. In
fact, NodeBs are composed of three sectors emitting in different
directions. This calls for an adaptation of the world represen-
tation. Fig. 4.1 depicts the world evolution from the omnidirec-
tional to the trisectorial NodeBs.
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(a) Omnidirectional NodeBs. (b) Trisectorial NodeBs.
Figure 4.1: Emulated world representations.
In such hexagonal layout network, UEs behaviour at the
boundary of the cells can significantly bias the output statistics,
especially if the number of hexagonal cells is small in a cellu-
lar network simulation, as explained in [5]. For the purpose of
this dissertation and to avoid the boundary effect, UEs are not
restricted to this 27km2 area using a wrap around technique.
When a UE is about to leave the emulated world by crossing one
edge, it reappears at the opposite edge (still within the same cell
if necessary), as if moving on a torus (Fig. 4.2). Moreover, it has
been shown in [6] that the introduction of wrap around, when
modelling a cellular system, can have a beneficial effect on the
results obtained since it appears to be much more realistic.
Figure 4.2: Torus world.
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4.3 UE Mobility
To allow terminal mobility within the testbed, UEs are able to
move with four different fixed speeds defined by the 3GPP in [1]:
3km/h representing a pedestrian, 30 and 70km/h, which repre-
sents a UE on board of a vehicle within city limits and 120km/h,
which represents a UE on a train or on a car on the speedway.
To model UE mobility in the testbed design, a random walk
scheme based on the Gauss-Markov mobility model presented
in [7, 8] was chosen. On every main loop iteration (Fig. 2.5),
the distance the UE will travel and its direction during the next
iteration are randomly drawn. Keeping in mind that a vehicle
moving at 120km/h cannot turn as abruptly as a pedestrian, the
scope of possible directions is then reduced with increasing UE
speed. As illustrated in Fig. 4.3, the angle reduction is inversely
proportional to the square root of the UE speed. This is rational
to linking the angle a UE is able to turn with its speed. The
square root was mandatory since an angle reduction inversely
proportional to the UE speed itself was too stringent.
Figure 4.3: Angle amplitude vs. user speed.
As example, Fig. 4.4 presents the course of two different UEs
moving at 120 and 30km/h during 600s. The difference of distance
travelled appears clearly comparing the two paths. This figure
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illustrates also the wrap around principle since the UE moving
at 120km/h crosses five times the edge of the emulated world.
Figure 4.4: Random walk at two different speeds.
This random walk scheme is consistent with the regular de-
ployment of the NodeB (as already presented in Fig. 4.1(b)).
Thanks to the modularity of the testbed, a completely different
world layout with roads and buildings (Manhattan type map)
could be used, triggering a smarter UE mobility scheme.
4.4 Handovers
With moving UEs in the emulated world, the RNC needs to es-
tablish a handover procedure which will decide where and when
a handover has to be performed. This procedure is based on the
SNIR level reached by a UE:
SNIR =
Received Power
Interference+Noise
(4.1)
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4.4.1 Received Power
The computation of the received power is based on the sig-
nal power received on an unmodulated code channel. The main
function of this pilot channel is to help with the channel es-
timation at the terminal for the DCH transmissions. Another
important role for this kind of channel is the constant received
power measurement for the handover and cell selection. The
UMTS specific physical pilot channel is the Common PIlot CHan-
nel (CPICH). The assumptions concerning the CPICH, as well as
all the other testbed cellular parameters, are summarised in Ta-
ble 4.1.
Table 4.1: Testbed cellular parameters.
Parameter Setting
Transmission power [dBm] 43
Sectorial gain [dBi] 14
UE Noise figure [dB] 9
Thermal noise density [dBm/Hz] -174
Emitting frequency [GHz] 2.14
NodeBs height [m] 30
UEs height [m] 1.5
CPICH SF length [chips] 256
CPICH power [% of the total power] 10
SNIR handover threshold [dB] 4
The UE received power is then computed by a propagation
model mainly determined by the distance separating the UE and
its SNodeB and the angle created between the UE position and
the SNodeB’s sector emitting direction:
• The received power decreases as the distance between the
UE and its SNodeB increases. This relation is known as
path-loss and it is not a linear one as shown in Fig. 4.5(a).
To model this, the UMTS adaptation of the Okumura-Hata
wireless propagation equations presented in [9] and ap-
proved by the 3GPP in [10] has been chosen.
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• As shown in Fig. 4.5(b), if a UE is connected to a trisecto-
rial NodeB, its received power will decrease as it will move
away from the sector main lobe. The amplitude of this at-
tenuation has been fixed by the 3GPP in [11].
(a) Received power vs. UE-SNodeB
distance.
(b) Antenna gain vs. UE-SNodeB an-
gle.
Figure 4.5: UE received power influencing factors.
4.4.2 Interference
Focusing on the interference level a target sector has to sup-
port, it has been shown in [2, 12, 13] that taking into account
more tiers than the first and second surrounding sectors will
not yield significant changes. Therefore, higher level tiers can
be neglected in the testbed design. Fig. 4.6 shows the two tiers
of sectors surrounding a target sector.
For the testbed design, the interference figure a UE has to
support was defined as the sum of the received power from
all the testbed sectors except the sector the UE is connected
to, multiplied by two. With the testbed emulating 12 sectors (4
NodeBs), the computation of a representative interference figure
has to take into account the two tiers surrounding sectors. In
the hexagonal grid world representation, this means this com-
putation has to consider 18 neighbouring sectors. Multiplying by
two the calculated interference over the 11 neighbouring sectors
emulated by the testbed gives a realistic upper bound of what
could be the real interference level.
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Figure 4.6: Configuration of adjacent tiers of neighbouring cells.
4.4.3 SNIR Level
Another concept embedded in the WCDMA and influencing
the UE reception level is signal spreading [14]. It amplifies a
signal and attenuates the interferences. The higher the SF, the
more amplified the signal will be (resp. the more attenuated the
interferences will be). On the other hand, the sending of the
data on the wireless interface will be slower. The SF’s choice is
thus a real challenge the RNC has to overcome. This is a point at
issue in the present dissertation and will be thoroughly studied
in Chapter 6.
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As the noise level is assumed to be constant during an entire
emulation, (4.1) finally becomes:
SNIR =
Target Sector Received Power ∗ SFCPICH
2 ∗ (∑Other Sectors Received Power) +Noise (4.2)
Derived from (4.2), Fig. 4.7 represents the SNIR level a UE
may reach everywhere in the emulated world.
Figure 4.7: SNIR map.
This map represents the SNIR levels under unloaded condi-
tions. The map is not evolving during the emulation runs and,
therefore, the testbed (as it is) does not include the cell breath-
ing mechanism. As a result, UEs beyond the geographic cell
edge are not able to hook to corresponding NodeB. To imple-
ment such a cellular behaviour, the SNIR computation should
include the fluctuating CPICH as presented in (5.1).
4.4.4 RNC Decision
Based on the SNIR level constantly evaluated through (4.2),
the RNC is able to decide when a handoff is needed. A handover
occurs when the difference between the power of the SNodeB’s
signal and the power of another NodeB’s signal is greater or
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equal to the handover threshold already introduced in Table 4.1.
Based on this continuous SNIR evaluation the RNC knows ex-
actly when to handoff a UE.
Fig. 4.8 illustrates the results from the operation of the test-
bed. It represents the journey of one UE during 450 seconds
generating and receiving Conversational traffic only and moving
at 30km/h. The mobility graph of Fig. 4.8(a) shows that the UE
undergoes a handover passing from the NodeB #1 (sector a) to
the NodeB #3 (sector b) at about the middle of the emulation
run.
The SNIR evolution of the UE (Fig. 4.8(b)) shows that the han-
dover exactly occurs when the power of the signal received by
the NodeB #3 (sector b) exceeds by 4dB the signal received by
the UE’s SNodeB power. This behaviour is consistent with the
handover SNIR threshold value present in Table 4.1, originally
proposed in [15].
Finally, the activity graph of Fig. 4.8(c) shows that the UE was
active (sending/receiving data) when the handover occurred. It
clearly shows the end of the first connection and the begin-
ning of the second connection, both totally synchronised in up-
link and downlink directions. When the handover occurred,
the service has been stopped during a 900ms representing the
transport channel allocation time, as already introduced in Sec-
tion 2.4.2. The handover impact on UE Radio Resource Control
(RRC) state and/or transport channel will be further discussed
in Section 7.3.4.
4.4.5 Testbed’s Perspective
From the testbed’s perspective, this handover triggers a pro-
cess migration from one computer to another as illustrated in
Fig. 4.9. When the RNC decides to handoff the UE, the traffic
emitting processes have to be stopped on the source comput-
ers (computer C for the downlink and the eastern computer of
the B group for the uplink) and then new processes correspond-
ing to the traffic generation after the handover can be started
on computer C and the new destination computer (the south-
ern computer of group B). The remote configuration of the TG
processes on the B computer group by the RNC is based on the
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(a) Mobility graph.
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Figure 4.8: Handover impacts.
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Secure SHell (SSH). It appeared to be the easiest way to quickly
launch command lines on remote computers.
Figure 4.9: Testbed’s perspective at handover.
As a result, the packets belonging to the same activity ses-
sion do not use the same physical route before and after this
handover. This illustrates how the testbed implements UE mo-
bility over a wired network.
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4.5 Summary
This chapter has presented the testbed main modelisation
choices. First of all, it has described the emulated world, the
four trisectorial macrocell NodeBs and the integration of wrap
around to avoid border effect. The UE mobility scheme based
on a Gauss-Markov random walk has also been described and
illustrated. I was explained how the RNC manages the han-
dovers through a constant SNIR ratio evaluation and this has
illustrated it over the testbed.
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Chapter 5
RAN & Air Interface
5.1 Introduction - Generic Linux Model
Besides the mobility of the users already introduced in the
previous chapter, other properties characterise the wireless net-
works. The most important features are that such networks
suffer from a limited bandwidth, encounter typically more errors
than wired networks, and that these errors are time-correlated.
In order to mimic a mobile user connected to a wireless ac-
cess point, two Linux computers connected with a classical Eth-
ernet link were used with TC [1] which is able to perform packet
shaping, scheduling, policing and dropping.
The limited bandwidth availability over an air interface can
be emulated through the Token Bucket (TB) traffic shaper and
rate limiter. The TB is typically used to control the amount of
data that is injected into a network, allowing bursts of data to
be sent.
The higher and variable BER property is slightly more com-
plicated to emulate, since it has to take into account a larger
number of parameters such as user speed, its position, the en-
vironment in which it is evolving, etc. For the emulation of this
complex behaviour, the TC Network Emulation (NetEm) compo-
nent [2] is used. It is a waiting queue capable to delay, drop,
corrupt, duplicate or even reorder packets. The packet corrup-
tion functionality of this component is the most appropriate to
mimic what packets really undergo over radio links by intro-
ducing a single bit error at a random position. Instead of being
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dropped, this corrupted packet is transmitted to the mobile user,
and therefore consumes a part of the radio link bandwidth. To
cope with the time-correlated error property, the source code of
the NetEm component was to be modified, as the original version
generates independent errors.
Below follows the explanation of these different steps to fit to
the Rel’99 UMTS RAN and air interface.
5.2 Limited Bandwidth
5.2.1 Spreading Factors
Since the UMTS uses WCDMA as air interface, it has to re-
spect the spreading/despreading concept [3]. Transmissions
from a single source are separated by channelisation codes. The
spreading/channelisation codes of UTRAN are based on the
OVSF technique. These codes are picked from a code tree re-
lated to one sector and managed at the RNC.
The spreading code allocated to a flow and the bandwidth it
will receive are tightly linked: the SF defines how many chips are
used to code one user data symbol. Therefore, higher SFs will
subsequently reduce the data rate. WCDMA supports a maxi-
mal chip rate of 3.84Mcps and the available downlink SFs range
from 4 to 512. Table 5.1 (excerpt from [4]) shows the available
downlink data rates in Rel’99 UMTS with a Binary Phase Shift
Keying (BPSK) modulation1.
In the testbed design, the SF allocation scheme is based on
two main properties: the requirements of the data flow itself
(traffic class) and the expectation of the UE receiving the data
flow (user profile). The specific QoS needs of the four traffic
classes have already been introduced in Chapter 3. Four user
profiles have been created. They can easily be mapped on a real
cellular network:
1Data rates in reference [4] are given for Quadrature Phase Shift Keying
(QPSK). The present dissertation assumes BPSK. Impact of modulation ap-
pears in the available bandwidth by the user. Using QPSK modulation, a user
will be entitled to claim twice the bandwidth s/he enjoys with BPSK.
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Table 5.1: Available downlink data rates in Rel’99 UMTS.
SF Maximum User Data Rate
(BPSK and ½ rate coding)
512 3kbps
256 7.5kbps
128 15kbps
64 30kbps
32 60kbps
16 120kbps
8 240kbps
4 480kbps
• Platinum: business contracts. These users will get the best
treatment and the larger bandwidth possible according to
the network state.
• Gold: postpaid contracts. These are expensive contracts
which allow the user to easily access the different applica-
tions.
• Silver: postpaid contracts. These are the classical con-
tracts for an ordinary use of a mobile terminal.
• Bronze: prepaid contract. The less expensive contracts de-
signed for a minimal use of a mobile terminal. These users’
data will mainly be scheduled as best-effort traffic.
The testbed design assumes a 5% Platinum, 10% Gold, 15%
Silver and 70% Bronze distribution inferred from postpaid-pre-
paid ratios recently published by Belgian cellular network oper-
ators [5–7].
5.2.2 Transport Channels
In the UTRAN, data generated at higher layers (e.g. above
IP/Datalink) are carried over the air interface using transport
channels. The 3GPP has defined all these channels as unidirec-
tional, i.e. uplink or downlink. There are two types of transport
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channel: dedicated and common/shared channels. The main
difference between them is that a common channel is a resource
divided between users in a cell, whereas a DCH is a reserved re-
source for a single user.
The DCH is the only dedicated transport channel in the
UMTS standard. It carries the service data and control infor-
mation of a single user at variable bit rate. The DCH is charac-
terised by features such as fast power control and fast data rate
change on frame-by-frame basis.
The common channels are shared between several users
within the same cell. There are six different common transport
channel types defined for the Rel’99 UTRAN. The present dis-
sertation focuses on only two of them: The DSCH which carries
signalling and service data of several users at variable bit rates,
and the FACH which carries also the service data of several users
but at a fixed bit rate.
5.2.3 Sector Organisation
Each NodeB sector in the emulated world may only have one
FACH, one DSCH and a number of DCHs depending on the
RNC’s SF management. As presented in Table 5.2, the FACH
and DCH carry user data flow with a fixed bit rate depending
on their SF. The bandwidth of the DSCH is variable since its SF
occupies the free room left in the OVSF tree after the DCHs SF
allocation. Fig. 5.10 shows an example of this DSCH bandwidth
variation mechanism.
Table 5.2: Comparison of different transport channels.
Channel DCH DSCH FACH
SF Fixed [512 - 4] Variable [256 - 4] Fixed [256 - 4]
Multiusers Dedicated Shared Shared
Multicodes No Yes No
Even if signalling is beyond the scope of this work, the test-
bed has to consider the radio resource consumption of such traf-
fic. A quarter of the OVSF tree is then devoted to signalisation
and data transfer over specified transport channels (Broadcast
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CHannel (BCH), Paging CHannel (PCH) and FACH) whereas the
rest has to be divided between the DCHs and the DSCH. This is
illustrated in Fig. 5.1.
Figure 5.1: OVSF tree division.
An optimal OVSF management is a complex problem and also
a major point at issue in the present dissertation. Chapter 6 is
therefore dedicated to the study of SF allocation issue.
The RT sessions (Conversational and Streaming) are directly
allocated to a DCH, since this traffic cannot tolerate the signifi-
cant packet delay or delay variation likely to appear when using
shared channels. As there is no bandwidth reservation mech-
anism for shared channels, RT sessions are directed to DCHs
only.
On the other hand, NRT sessions (Interactive and
Background) may support a much longer delay. These traffics
tolerate to be directed to either dedicated or shared channels
since the packet scheduling of the shared channels does not af-
fect the NRT sessions as it does to the RT ones.
5.3 BER Specific Properties
5.3.1 Time Correlation
It has been shown that the typical bit errors over a radio link
are not totally decorrelated and tend to appear in bursts. One
of the analytical models trying to describe this property is the
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Gilbert-Elliot model presented in [8,9] and illustrated in Fig. 5.2
at a TTI level. This model uses a two-state (error and error-free)
discrete time Markov chain for the description of channel vari-
ations. Popular for wireless bit errors, it captures burstiness,
while remaining simple enough to be treated analytically.
Figure 5.2: Two-state Markovian time-correlated error model.
Recent research has shown that an enhanced version of the
Gilbert-Elliot model presented in [10] approaches even better the
UMTS radio link. The error state in the enhanced model version
is the same as in the simple two-state Markov model. For the
purpose of the present dissertation, the error-free state of the
new model was modified. The duration of the stay in that state
is now derived from a Weibull-distributed random variable which
correctly fits the measurements obtained in real networks.
Figure 5.3: Two-state Markovian time-correlated error model
with Weibull distribution.
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In the testbed design, the NetEm component has been mod-
ified to implement this error model considering the two-state of
the Markovian chain at the TTI level as shown in Fig. 5.3. If in
the error-free (resp. error) state, all the transmitted RLC Pro-
tocol Data Units (PDUs) transiting over the air interface during
the TTI are considered as well received (resp. corrupted). In line
with [10], a burst is now defined as a number of subsequent
erroneous TTIs (Fig. 5.4(a)), whereas a gap is considered as a
number of subsequent error-free TTIs (Fig. 5.4(b)).
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Figure 5.4: Testbed vs. live network measurements.
5.3.2 Variability
As described in Chapter 4, the emulated mobile users are
moving around on a torus world. Periodically, the received po-
wer of each UE is updated according to [11], in order to gauge
the quality of the ongoing transmission. The quality of a trans-
mission between a NodeB and a UE can be evaluated from the
received power the UE is getting. This power is a direct function
of the NodeB emitted power, and is also influenced by a number
of other factors. At the receiver end, the carrier-to-interference-
ratio is calculated following the guidelines given in [12] as:
(
C
I
)
CH
=
Sh . P l . (Pt)CH
αIintra + Iinter + PN
(5.1)
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where Sh is shadow fading affecting a communication at a pre-
cise location in the emulated world. This will be discussed in
Section 5.3.4. Pl represents the path loss the communication
undergoes at the same position. This has already been ad-
dressed in Section 4.4.1. (Pt)CH stands for the transmitted po-
wer the NodeB allocates to the transport channel. Iintra is the
intracell interference which is generated by those users who are
connected to the same sector as the observed user. Iinter rep-
resents the intercell interference which is generated from the
other cells. α is the orthogonality factor which takes into ac-
count the fact that all the downlink communications are not
perfectly orthogonal due to multipath propagation. An orthog-
onality factor of 0 corresponds to perfectly orthogonal intracell
users while with an orthogonality factor of 1 corresponds to the
intracell interference having the same effect as intercell inter-
ference. The assumed value for the orthogonality factor is 0.4 in
the macrocellular case as proposed in [12]. PN is thermal noise
power which has been fixed in [12] to −99dBm2.
From the (C/I)CH evaluated as in (5.1), the normalised en-
ergy per information bit is obtained as follows [13,14]:
(
Eb
N0
)
CH
=
1
2RCH
. SFCH .
(
C
I
)
CH
(5.4)
where RCH is the coding rate of the channel and SFCH its SF.
With (5.4) it is possible to calculate the power received in each
transport channel:
2To implement the cell breathing mechanism and considering (5.1), the
SNIR computation could include the fluctuating CPICH as follows:
SNIR
=
Sh . P l . (Pt)CPICH
αIintra + Iinter + PN
(5.2)
=
Sh . P l . (Pt)CPICH
α(Sh.P l.(Pt)Tot.(1− ρ)) + (2 ∗ (
∑other
sectors
Sh.P l.(Pt)Tot)) + PN
(5.3)
where ρ is the CPICH transmit power. It has been fixed in Table 4.1 to 10% of
the maximum cell transmit power, ρ is then equal to 0.1.
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FACH
The FACH transmission power is constant and defined as
−5dB relatively to the CPICH transmission power as explained
in [15]. From Table 4.1, the CPICH transmission power is fixed
at 33dBm meaning that the FACH is emitted at 28dBm. The Eb/N0
of the UE receiving a communication through the FACH is then
evolving during the emulation depending on its position.
DSCH
The DSCH is one of the rare common transport channels
which support fast power control. Its transmission power is
managed using the fast power control of its associated DCH with
a power offset. Considering that this offset is a mean to compen-
sate the difference between the SFs of these two channels, it can
be fixed to SFDCH/SFDSCH as in [16] giving the following equa-
tions:
(Pt)DSCH = (Pt)DCH .
SFDCH
SFDSCH
(5.5)
From (5.1) and (5.4), one has:
(
Eb
N0
)
DSCH
=
1
2RDSCH
.SFDSCH .
Sh.P l.(Pt)DSCH
αIintra + Iinter + PN
(5.6)
Using (5.5), (5.6) becomes:
(
Eb
N0
)
DSCH
= 12RDSCH .SFDSCH .
Sh.P l.(Pt)DCH
αIintra+Iinter+PN
. SFDCHSFDSCH (5.7)(
Eb
N0
)
DSCH
= 12RDSCH .SFDCH .
Sh.P l.(Pt)DCH
αIintra+Iinter+PN
(5.8)
Considering that (αIintra + Iinter + PN ) has approximately the
same value in both cases, one has:
(
Eb
N0
)
DSCH
∼= 12RDSCH .SFDCH .
(
C
I
)
DCH
(5.9)(
Eb
N0
)
DSCH
∼= RDCHRDSCH .
(
Eb
N0
)
DCH
(5.10)
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Supposing that the coding rate of these channels is equal,
this comes to:
(
Eb
N0
)
DSCH
∼=
(
Eb
N0
)
DCH
(5.11)
In the testbed design, a UE using the DSCH is then consid-
ered as enjoying the same Eb/N0 ratio as by its associated DCH.
Knowing the UE Eb/N0 ratio in a shared transport channel
and considering a coding rate of ½, the curve in Fig. 5.5 (taken
from [13]3) gives the corresponding BER a communication un-
dergoes for each Eb/N0 value.
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Figure 5.5: BER adopted in the testbed as a function of the bit
normalised energy.
3It has not been possible to clearly identify the simulation assumptions
(modulation, channel, speed, etc.) made by the authors to generate this curve.
Use of this curve is to be regarded as illustration of the emulation process. Any
relevant BER vs. Eb/N0 curve could be substituted to this one.
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DCH
On the DCH, due to its fast power control4, the target Eb/N0
set point is permanently adjusted and aims at maintaining a
constant quality which is usually defined as a certain target
BER, depending on the traffic class. Following the specifications
presented in [17], the BER was fixed to 10−4 for the RT traffic
and to 10−5 for NRT traffic.
Given that in DCH and DSCH, the transmit power of the
NodeB varies to continually meet the transmission quality re-
quired by the traffic class, a mechanism runs on the testbed in
order to check whether the total transmit power does not ex-
ceed the maximum transmit power of the NodeB. This check
must be performed at the end of each iteration of the main loop
(Fig. 2.5). The maximum transmit power is set to 43dB as shown
in Table 4.1. Should the UEs globally require more than 43dB,
the RRM algorithm would drop the DCH requesting the largest
part of the transmit power.
5.3.3 Resulting BLER
Assuming independent bit errors despite correlated errors at
TTI level, the above computed BER allows the approximation of
the resulting BLER as follows:
BLER = 1− (1−BER)l (5.12)
where l is the PDU length which has been fixed to 336 bits as
in [18]. This BLER is then injected into the modified version of
NetEm with two other informations: the allocated SF and the
selected RLC mode.
5.3.4 Shadow Fading Emulation
The shadow fading (also known as long-term or slow fading)
is a phenomenon occurring especially outdoor. It is caused by
the presence of obstacles situated in the propagation path of the
radio waves between an emitter (NodeB) and its receiver (UE).
4Perfect power control is assumed throughout the thesis.
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As presented in [19,20] , the shadow fading is a long-term (log
normal) fading characterised by a Gaussian distribution with
zero mean and standard deviation of 8dB as shown in Fig. 5.6(a).
Due to the slow fading process versus distance ∆x, adjacent fad-
ing values are correlated. Its normalised autocorrelation func-
tion R(∆x) can be described with sufficient accuracy by an ex-
ponential function [20]:
R(∆x) = e−
|∆x|
dcor
ln2 (5.13)
with the decorrelation length dcor, which is dependent on the
environment. This concept can be applied in the vehicular test
environment with a decorrelation length of 20m as advised by
the 3GPP in [21]. Fig. 5.6(b) and 5.6(c) respectively show the
shadow fading computed on a part of the emulated world before
and after the correlation process.
The calculation of the shadow fading values in the emulated
world is not simple due to computing limits. The granularity of
the shadow fading map has been increased to 10m2 instead of
1m2. This gives a 485× 560 shadow fading map SHW :
SHW =


SH1,1 SH1,2 . . . SH1,560
SH2,1 SH2,2 . . . SH2,560
...
...
. . .
...
SH485,1 SH485,2 . . . SH485,560


Here follows an explanation of the methodology applied to
achieve the shadow fading map of the emulated world. Taking
as example a 30m2 emulated world, SHW is set as a 3× 3 matrix:
SHW =


SH1,1 SH1,2 SH1,3
SH2,1 SH2,2 SH2,3
SH3,1 SH3,2 SH3,3


To generate this matrix, the first step is to create another ma-
trix C containing the correlation coefficient that links the shadow
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Figure 5.6: Emulated shadow fading.
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fading value computed in one part of the emulated world to the
other parts. Considering a decorrelation length of 20m, the cor-
relation coefficient linking SH1,1 to:
• itself is 1,
• SH1,2 and SH2,1 is ρ1,
• SH22 is ρ2,
• SH1,3 and SH3,1 is ρ3, and
• other shadow fading values area is 0.
Given the testbed specifications and following (5.13):
ρ1 = e
− 10
20
ln2 ∼= 0.71
ρ2 = e
−
√
102+102
20
ln2 ∼= 0.61
ρ3 = e
− 20
20
ln2 = 0.50
The correlation matrix C is then:
C =


cc1,1 cc1,2 cc1,3 cc1,4 cc1,5 cc1,6 cc1,7 cc1,8 cc1,9
cc2,1 cc2,2 cc2,3 cc2,4 cc2,5 cc2,6 cc2,7 cc2,8 cc2,9
cc3,1 cc3,2 cc3,3 cc3,4 cc3,5 cc3,6 cc3,7 cc3,8 cc3,9
cc4,1 cc4,2 cc4,3 cc4,4 cc4,5 cc4,6 cc4,7 cc4,8 cc4,9
cc5,1 cc5,2 cc5,3 cc5,4 cc5,5 cc5,6 cc5,7 cc5,8 cc5,9
cc6,1 cc6,2 cc6,3 cc6,4 cc6,5 cc6,6 cc6,7 cc6,8 cc6,9
cc7,1 cc7,2 cc7,3 cc7,4 cc7,5 cc7,6 cc7,7 cc7,8 cc7,9
cc8,1 cc8,2 cc8,3 cc8,4 cc8,5 cc8,6 cc8,7 cc8,8 cc8,9
cc9,1 cc9,2 cc9,3 cc9,4 cc9,5 cc9,6 cc9,7 cc9,8 cc9,9


where cci,j represents the correlation coefficient between
SHi/3,i%3 and SHj/3,j%3. C is symmetric and its diagonal is made
of 1 only. Expressed with ρ values, C becomes:
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C =


1 ρ1 ρ3 ρ1 ρ2 0 ρ3 0 0
ρ1 1 ρ1 ρ2 ρ1 ρ2 0 ρ3 0
ρ3 ρ1 1 0 ρ2 ρ1 0 0 ρ3
ρ1 ρ2 0 1 ρ1 ρ3 ρ1 ρ2 0
ρ2 ρ1 ρ2 ρ1 1 ρ1 ρ2 ρ1 ρ2
0 ρ2 ρ1 ρ3 ρ1 1 0 ρ2 ρ1
ρ3 0 0 ρ1 ρ2 0 1 ρ1 ρ3
0 ρ3 0 ρ2 ρ1 ρ2 ρ1 1 ρ1
0 0 ρ3 0 ρ2 ρ1 ρ3 ρ1 1


The second step in this methodology is to compute the square
root of C. To do so, the easiest way is to apply the Cholesky
factorisation since C is positive semi-definite:
C = ZT ×Z ⇒
√
C = Z (5.14)
This kind of operation is typically disc capacity and comput-
ing power consuming, especially with large matrices. For this
reason, this computation has been coded in Fortran77 using
a specialised compiler coupled with specific math libraries [22].
The Intel math kernel compiler offers highly optimised math rou-
tines for scientific applications that require maximum computer
performance, whereas the Basic Linear Algebra Subprograms
(BLAS) and Linear Algebra PACKage (LAPACK) libraries were cre-
ated to solve a large variety of linear algebra problems.
The third and final step to create the shadow fading map is
to multiply Z by a vector V containing log normal values drawn
randomly following the specifications given at the beginning of
this section:
V ec(SHW) = Z × V (5.15)
where the V ec() operator vectorises a matrix by stacking its
columns. For example:
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M =


1 2
3 4
5 6

 , V ec(M) =


1
2
3
4
5
6


This will create the desired matrix including correlated log
normal values, representing shadow fading levels the UEs will
have to undergo in every 10m2 area of the emulated world.
5.3.5 Gfactor Validation
As a proof of interference level validation, the Gfactor has
been calculated for every possible position in the emulated
world. As presented in [23]:
Gfactor =
Iintra
Iinter
(5.16)
the Gfactor is the ratio of intracell/intercell interference. Follow-
ing the OWN site Plus 2 other sector interference model (OWNP2)
approach presented in [24], the intercell interference is calcu-
lated based on the received power from the two other sectors of
the SNodeB plus the received power from 2 other sectors gener-
ating the most interference.
Fig. 5.7 clearly shows the good match between the testbed’s
results and those presented in literature [24,25].
5.4 RLC Modes
The UMTS RLC layer is able to transmit RLC PDUs in three
different modes: AM, Unacknowledged Mode (UM) and TM. Be-
low is a brief description of each of those modes.
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Figure 5.7: Gfactor distribution in the emulated world.
5.4.1 Transparent Mode
The TM is the simplest mode. A TM RLC entity does not add
any RLC protocol overhead to SDUs. The entity is transparent
to SDUs.
5.4.2 Unacknowledged Mode
A UM RLC entity does not guarantee correct deliveries of RLC
PDUs to the peer entity, but it adds RLC overheads to SDUs.
This header is made up of a sequence number. Since RLC PDUs
are numbered, a UM entity can provide segmentation of SDUs
and their reassembling at the receiver side.
If a receiving UM entity detects a missing RLC PDU, the entity
automatically discards all RLC PDUs that belong to the same
SDU. The UM is mainly utilised for transfers of cell broadcast
messages or for transfers of certain RRC messages.
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5.4.3 Acknowledged Mode
AM is the most elaborated RLC mode. A RLC entity is config-
ured to operate in AM if a reliable data transfer over the UMTS
radio interface is required. Compared to a UM RLC entity, an
AM RLC entity can be configured to deliver reassembled SDUs
to the upper layer either in sequence or out of sequence.
An AM RLC entity uses the Automatic Repeat reQuest (ARQ)
technique in order to provide reliable data transfers and handle
errors by retransmitting data according to receiver demands.
The ARQ technique requires one bi-directional connection be-
tween the transmitter and the receiver, i.e. the UE and the
NodeB. One direction is reserved for data transmission from the
transmitter to the receiver. The opposite direction is used by
the receiver to transfer status reports. Through status reports,
the receiver informs the transmitter about the RLC PDUs which
have to be retransmitted. The ARQ mechanism can retransmit
an erroneous PDU a fixed number of times before declaring this
PDU as lost. The number of retransmissions is referred as max-
DAT and is fixed at 3 in the emulation following the proposition
made in [26, 27]. The ARQ mechanism can manage either just
one PDU (Stop and Wait) or several PDUs at a time (Go-Back-N,
Selective Repeat). Erroneous PDUs at the receiver side are dis-
carded, as the receiver does not store them in its receiver buffer.
The UMTS RLC protocol uses the ARQ technique of Selective
Repeat type.
5.4.4 Testbed Adaptation
The present dissertation focuses only on two of the RLC mo-
des: TM and AM since cell broadcast and RRC messages trans-
ferring are beyond the scope of this work. The TM is more likely
to transmit the delay sensitive RT traffic. On the other hand,
AM is more suitable to lower the PER for NRT traffic. AM and
TM have been adapted to an Ethernet link and included in the
enhanced version of the TC NetEm component.
In TM (Fig. 5.8(a)), when an IP packet P arrives, NetEm com-
putes the numbers of TTIs needed to transmit P over the air
interface. This number is referred to as m. This division is
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(a) TM mode. (b) AM mode.
Figure 5.8: RLC modes implemented in the TC NetEm compo-
nent.
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based on P ’s length and on the SF allocated to the flow P be-
longs to. All these m TTIs are then injected into the two-state
Markovian chain modified by the Weibull distribution presented
in Section 5.3.1 to calculate the number of error-free TTIs re-
ferred to as TTI_score. If P does not have any erroneous TTI
(meaning m is equal to TTI_score), P is correctly transmitted.
However, if P has at least one erroneous TTI, P is corrupted
before being transmitted to its final destination.
In AM (Fig. 5.8(b)), the computation is similar to the compu-
tation in TM, but if P contains erroneous TTIs, (m − TTI_score)
TTIs are reinjected into the Markovian chain until all the TTIs
needed to transmit P are error-free, or until the number of at-
tempts (referred to as Nb_try) exceeds maxDAT. If all TTIs are
error-free, P is transmitted with a Nb_try × 2× TTI_length delay
including the ARQ delay due to the retransmissions. If there
is still at least one erroneous TTI at the end of the computa-
tion, P is corrupted and then transmitted with a (maxDAT +
1) × 2 × TTI_length delay. It is worth nothing that the delay
formula includes a TTI_length multiplied by 2 in order to rep-
resent the RTT over the air interface. An erroneous RLC PDU
consumes 1 TTI_length to transit from the transmitter to the
receiver and the feed back asking for a retransmission also con-
sumes 1 TTI_length. In a Rel’99 UMTS network, as well as in
the testbed, the TTI_length is fixed to 10ms.
5.5 Implementation
Using TC and its TB component to mimic the different avail-
able transport channels, and using the enhanced NetEm com-
ponent to emulate the packet loss over the UMTS air interface,
a structure can now be built to manage all the packets going
from a SNodeB to one of its UEs [28]. Fig. 5.9 illustrates the
implementation of one emulated NodeB:
1 First, a new downlink data flow is filtered based on the des-
tination IPv6 address and the 8 − bit “Traffic Class” field of
the IPv6 header. This field is initialised on the sender side
by TG. The injected value varies following three parameters:
the UE’s User Profile, the transport Channel Used over the
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Figure 5.9: Air interface emulation.
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Table 5.3: IPv6 header “Traffic Class” field.
User Channel Traffic
Profile User Class Comments
1 1 1 0 0 1 1 1 Platinum DCH Conversational
1 1 1 0 0 1 0 0 Platinum DCH Interactive
1 1 0 1 0 1 0 0 Platinum DSCH Interactive
1 1 0 0 1 1 0 0 Platinum FACH Interactive
1 1 1 0 0 1 1 0 Platinum DCH Streaming
1 1 1 0 0 0 0 0 Platinum DCH Background
1 1 0 1 0 0 0 0 Platinum DSCH Background
1 1 0 0 1 0 0 0 Platinum FACH Background
1 0 1 0 0 1 1 1 Gold DCH Conversational
1 0 1 0 0 1 0 0 Gold DCH Interactive
1 0 0 1 0 1 0 0 Gold DSCH Interactive
1 0 0 0 1 1 0 0 Gold FACH Interactive
1 0 1 0 0 1 1 0 Gold DCH Streaming
1 0 1 0 0 0 0 0 Gold DCH Background
1 0 0 1 0 0 0 0 Gold DSCH Background
1 0 0 0 1 0 0 0 Gold FACH Background
0 1 1 0 0 1 1 1 Silver DCH Conversational
0 1 1 0 0 1 0 0 Silver DCH Interactive
0 1 0 1 0 1 0 0 Silver DSCH Interactive
0 1 0 0 1 1 0 0 Silver FACH Interactive
0 1 1 0 0 1 1 0 Silver DCH Streaming
0 1 1 0 0 0 0 0 Silver DCH Background
0 1 0 1 0 0 0 0 Silver DSCH Background
0 1 0 0 1 0 0 0 Silver FACH Background
0 0 1 0 0 1 1 1 Bronze DCH Conversational
0 0 1 0 0 1 0 0 Bronze DCH Interactive
0 0 0 1 0 1 0 0 Bronze DSCH Interactive
0 0 0 0 1 1 0 0 Bronze FACH Interactive
0 0 1 0 0 1 1 0 Bronze DCH Streaming
0 0 1 0 0 0 0 0 Bronze DCH Background
0 0 0 1 0 0 0 0 Bronze DSCH Background
0 0 0 0 1 0 0 0 Bronze FACH Background
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air interface and the UMTS Traffic Class of the flow the pac-
ket belongs to. Table 5.3 regroups all the different values
the “Traffic Class” field could have. The filtering could also
easily be based on the Differentiated Services Code Point
(DSCP) of an arriving packet. From these header fields, the
testbed knows exactly in which sector the receiving UE is
located and which transport channel this flow will use over
the air interface.
2 A new instance of a NetEm queue connected to a TB is
then created for each data flow with a default finite queue
size of 1, 000 packets. It corrupts some of these packets ac-
cording to the principles exposed in the previous sections.
The TB is only responsible of the bandwidth consumption
of the flow ensuring that it never exceeds the maximum
bandwidth it has received via the SF allocation. In this ar-
chitecture, there is a NetEm-TB instance for each single
data flow. There are ni flows sharing the FACH, mi flows
sharing the DSCH and xi flows each of them occupying a
single DCH of the sector i (i=A, B or C).
3 If the flow is using a common channel (FACH or DSCH), it
has to share the channel bandwidth with other flows. All
NetEm-TB instances belonging to the same common chan-
nel are supervised by a Hierarchical TB (HTB) which can
borrow some unused tokens from a given TB to transfer
them to another TB waiting for tokens. If the flow is using
a DCH, it is directly scheduled at the TB responsible for
a sector. This TB has to equitably manage (xi+2) entries:
the xi DCHs + 1 FACH + 1 DSCH of the sector i (i=A, B or
C). It also has to guarantee that the total bandwidth con-
sumption of the sector never exceeds 2Mbps. Each entry of
the (H)TB is managed one after the other in a round-robin
scheme. This scheduling is fast enough so that the impos-
sibility to simultaneously transmit packets over Ethernet
does not impair the E2E performances.
4 The three TBs managing the three sectors are controlled
by the last TB representing the NodeB itself. The physical
100Mbps Ethernet link is assumed to support a maximal
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traffic bandwidth of 6Mbps. The overdimensioning of the
physical link hints that it has no influence on the emula-
tion.
The modularity of the testbed appears in Fig. 5.9.
This implementation requires modifications both in files of
Iproute2, which is a collection of utilities for controlling TCP/IP
networking and traffic control in Linux, and the NetEm kernel
module. These are detailed in the Appendix F.
5.6 Testbed Validation
To validate the testbed implementation, cross-check numer-
ical computations of an analytical model versus emulation re-
sults are to be done.
5.6.1 UMTS Scenario
Let consider the downlink of a Rel’99 UMTS cell. The NodeB
supervises the delivery of traffic to the users it is serving. This
downlink traffic is simply an aggregation of Conversational and
Interactive traffic, as previously presented in Chapter 3. These
traffic classes are delivered over the air through three different
transport channels, as introduced in Section 5.2.2. Under these
emulation assumptions, the DCHs will only transport the Con-
versational traffic. On the other hand, the two other transport
channels, the DSCH and the FACH, carry only the Interactive
traffic. Whether a given user traffic ends up in a DSCH or a
FACH depends on whether the user is simultaneously transmit-
ting through a DCH or not. When a user has already access to a
DCH, its Interactive traffic can be transported through a DSCH.
With no open DCH connection, his/her traffic will pass through
the FACH.
The present validation route studies the fluctuations of the
shared DSCH bandwidth, looking to the competing activity of
open DCHs and the FACH of the cell. The data is assumed to be
spread with a SF 64, and is half-rate coded, which means that
each transport channel is eager to achieve a bandwidth multiple
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of 30kbps. At any given time, the full downlink bandwidth could
be split into four types of transport channels:
• The FACH of the cell (bandwidth fixed to 30kbps),
• The K(t) DCHs transporting the K(t) currently active voice
connections (each with 30kbps),
• The DSCH carrying the signalling of the open DCHs (fixed
to 30kbps),
• The DSCH transporting the Interactive traffic of the users
already having a DCH.
As shown in Fig. 5.10, the DSCH enjoys residual bandwidth. In
a real UMTS system, a single DSCH carries both DCH signalling
and Interactive traffic. These traffics have been separated in
order to isolate the fluctuating part of the shared DSCH band-
width. Perfect fast power control is assumed. Every user trans-
mitting in a DCH will enjoy the full prescribed 30kbps bandwidth,
despite of fading, shadowing, intra- and inter-cell interference.
With this model, a NodeB can process up to 62 simultaneous
voice connections.
bandwidth
DSCH
Residual
62210
Number of
voice connections
1,890
1,920
150
120
90
60
30
Bandwidth [kbps]
Signalling DSCH bandwidth
FACH bandwidth
bandwidth
Total DCHs
Figure 5.10: Residual DSCH bandwidth vs. number of voice
connections.
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The DSCH buffer is modelled at layer 2. Interactive traffic
is composed of bursts of random size generated by the active
users which instantaneously accumulate in the shared DSCH
downlink buffer, as delivered by the higher layer. The model of
the Interactive traffic captures the fluctuating number of active
users. The more active users, the more intense the Interactive
traffic.
As perfect fast power control is assumed, the transmit po-
wer of a given mobile user is continuously adjusted in order to
achieve a fixed BLER at reception. To compute a simple analytic
model, Interactive traffic is assumed to be handled by the RLC
in TM, there is no reliability mechanism in layer 2, i.e. no link
retransmissions. Additionally, to limit complexity, this specific
Interactive traffic is supposed to be transported on UDP, with
layer 4 retransmissions not taken into account.
Traffic is then transmitted at a speed that depends on K(t).
This transmission speed R(t) is determined as follows:
R(t) =
{
64− [K(t) + 2]× 30kbps when 1 ≤ K(t) ≤ 62
63× 30kbps when K(t) = 0 (5.17)
5.6.2 Markov-Driven Fluid Model
Markov fluid processes are appealing models for the analy-
sis of complex telecommunication systems. Such mathematical
models can be analysed using matrix-analytic techniques and
accordingly, efficient algorithms can be developed in order to
measure performance of modelled telecommunication systems.
A new model of the DSCH buffer in Rel’99 UMTS cellular systems
is proposed. This new model is based on Markov fluid processes.
The available bandwidth dedicated to DSCH traffic is limited by
voice connections carried by DCHs on the one hand, and by traf-
fic on the FACH on the other hand. The resulting model for the
DSCH buffer content is shown to be a Markov driven fluid queue
with jumps.
For more information about the stochastic processes assu-
med in the system and the Markov-driven fluid model, the reader
should refer to [29].
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5.6.3 Numerical Analysis
The tests have used the following parameters: The burst ar-
rivals are following a Poisson process in time of rate λ. Their
size is in average 18×30kbps. The Poisson process is a particular
case of Markovian Arrival Process (MAP). Voice communication
appears at a rate of one every 100s in average and lasts for 40s
on average. Buffer size is about 50× 30kbps.
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Figure 5.11: Stationary buffer content distribution function for
different burst arrival rates.
Fig. 5.11 presents the distribution function of the stationary
buffer content when λ ranges from 1 to 3. The curves repre-
sent the outcome of the numerical computations of the analyt-
ical model, while the markers stand for the emulation results
obtained on the testbed. Each emulation run lasted 600s, with
up to 62 simultaneously active users.
There seems to be a good match between the analytical model
and the results of the testbed. A goodness-of-fit test, the one-
sample Kolmogorov-Smirnov test, has successfully been applied
to the samples. Moreover, the previous assumption on the lim-
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itation of the loss to the exceeding part of the burst when the
buffer is saturated does not significantly affect the validity of
the model. As far as the behaviour of the buffer is concerned,
it appears that increasing lambda comes with increased mass
probability on high buffer content levels.
5.7 Summary
This chapter has presented a methodology for emulating a
wireless link above a wired one based on TC and some of its
components namely TB, HTB and NetEm. Following this strat-
egy, the testbed emulates the Rel’99 UMTS air interface, the
different transport channels and their SF-based limited band-
width, the higher BER and its time-correlated errors property.
Finally, the testbed validation has been detailed by confronting
results obtained through an analytical model using the Markov
fluid process with measurements obtained on the testbed.
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Chapter 6
Spreading Factor
Allocation Map
6.1 Introduction
As introduced in Section 5.2.1 and in [1], the SF allocation
strategy located in the RNC is an essential part of the radio link
management. Two opposite approaches of the SF allocation is-
sue shall be described: the users’ perspective trying to receive
the lowest SF to obtain the highest possible bandwidth, and the
operators’ perspective trying to load as much as possible the
OVSF tree to accept a maximum number of sessions within the
same sector. Both strategies were injected in the testbed and
have been compared with respect to QoS metrics such as the
95th percentile of the packet transfer delay, cell throughput and
blocking rate. Based on this comparison, it was possible to iden-
tify an optimal SF allocation strategy for the testbed scenario.
6.2 Users’ Perspective
6.2.1 Emulation Assumptions
Different scenarios testing SF allocation for the four traffic
classes presented in Chapter 3 have been run on the testbed.
The idea was to find a range of SFs that would allow meeting the
packet transfer delay requirements of each of the traffic classes.
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Alongside the implementation assumptions already introduced
in Part II, the other specific emulation assumptions for this ex-
perimentation were the following.
• The emulation runs were performed with a single static UE,
to avoid any code starvation/blocking and handover influ-
ences at this stage of the study.
• The different kinds of traffic were generated with an Inter-
Session Arrival (ISA) mean of 300s.
• The emulation length has been fixed to 5, 600s which is suf-
ficient to capture a statistically significant number of pack-
ets.
6.2.2 Allocation Map
Following the definition given by the 3GPP in [2], the packet
transfer delay (expressed in ms) indicates the maximum delay for
the 95th percentile of the delay distribution for delivered packets
during the lifetime of a bearer service. The transfer delay of an
arbitrary packet is not meaningful for a bursty source, since
the last packets of a burst may suffer from long delays due to
queueing, whereas the meaningful response delay perceived by
the user is the delay of the first packet of the burst. For this
reason, the QoS metric is preferably based on the 95th percentile.
Figs. 6.1-6.2 represent the packet transfer delay during the
emulation runs. This delay is computed by post-processing the
log files of the synthetic traffic generator program [3]. It corre-
sponds to a user experienced delay since it is calculated at the
application layer. The packet delay only refers to delaying in the
UTRAN. CN delays were to be added to obtain the full E2E delay
of the packets.
Fig. 6.1 depicts the results obtained for the RT flows which
have a stringent delay requirement. The access network delay
is upper-bounded by 80ms in the Conversational case whereas
it is fixed to 250ms in the Streaming case. These limits were set
considering the recommendations made by the 3GPP in [2] to
leave some time budget margin for delays in the CN.
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Figure 6.1: RT traffic packet delay vs. allocated SF.
As mentioned in Section 3.3, the Conversational class is
based on a 12.2kbps AMR vocoder. The network data flow hence
never exceeds 20kbps. Given the above, it would be a waste of
network resources to allocate a SF < 64, whatever the user pro-
file is. This can be seen in Fig. 6.1 where the transfer delay
dramatically increases with SFs > 64.
The Streaming flows are divided into two categories: high
and low quality. This traffic class is the most bandwidth de-
manding, so it will require the lowest SF. Fig. 6.1 shows that the
high quality undergoes unacceptable packet delay using SF > 4.
The same conclusion can be drawn for the low quality streaming
with SF > 8. Therefore, the possibility to use a SF = 4 (high qual-
ity streaming) is agreed only to Platinum users. This huge radio
resources consumption representing a quarter of the OVSF tree
of one sector is balanced with the rarity of such a request since
only 5% of the emulated population is supposed to have con-
tracted a Platinum subscription as explained in Section 5.2.1.
Should the OVSF tree not accept this request, Platinum users
would enjoy a lower quality streaming session with SF = 8, the
only SF available for the other user profiles.
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Figure 6.2: NRT traffic packet delay vs. allocated SF.
The NRT traffic packet transfer delays are shown in Fig. 6.2.
The NRT traffic sets less stringent delay requirements. However,
the Interactive class involves human participation and then re-
quires a delay respecting this responsive behaviour (< 10, 000ms).
The packet delay is not that much important for the Background
traffic. Nevertheless, a 95th percentile of the packet delay higher
than 100, 000ms should be avoided.
Since the nature of the Interactive traffic is made up of mul-
tiple little downloads (i.e. successive pages) separated with page
reading times, the bandwidth required for this traffic class is
rather small. The SF allocation logic here is to allocate a 16−chip
spreading code to the Platinum and Gold users allowing them to
downgrade their request to a SF = 64 if the OVSF tree has not
enough room to accept their original request. In a similar way,
the Silver users begin with SF = 32 whereas the Bronze users
can only access a SF = 64.
The Background traffic represents massive downloads and
thus, even if it does not require a small mean packet delay, it
has to receive some bandwidth. For this reason, the Platinum
users receive a SF = 16 which can be degraded down to 128. Gold
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users have the ability to access a SF as small as 32, a SF = 64
for Silver users and a SF = 128 for Bronze users.
The allocation strategy does not allow lower SFs to be given to
NRT traffic since the resulting very substantial delay gain would
be obtained at the risk of code starvation.
Table 6.1 summarises the SF allocation map which has been
implemented in the testbed’s RNC as a base for the RRM and
CAC algorithms.
Table 6.1: SF allocation map.
Platinum Gold Silver Bronze
Conversational [64] [64] [64] [64]
Interactive [16− 64] [16− 64] [32− 64] [64]
Streaming (H) [4] n.a. n.a. n.a.
Streaming (L) [8] [8] [8] [8]
Background [16− 128] [32− 128] [64− 128] [128]
6.3 Operators’ Perspective
In the previous section, the SF allocation scheme has not
taken into account the operator’s perspective, i.e. the blocking
rate and the cell throughput. The SF allocation map from Ta-
ble 6.1 has been injected into new emulations in order to evalu-
ate its impact in three different scenarios:
• Operator’s Worst Case (OWC): All the UEs get the lowest
possible SF enabling them to access the maximal band-
width.
• User’s Worst Case (UWC): All the UEs receive their highest
SF enabling the operator to load a sector with the maximal
number of sessions since the OVSF tree is filling up slowly.
• OWC + degradation (OWC+): All the UEs get the lowest
possible SF where downgrading is enabled in order to avoid
blocking as much as possible. This is a tradeoff scenario
between the OWC and the UWC.
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6.3.1 Emulation Assumptions
The mobile UEs are evolving in an urban area. UE speed is
fixed at the beginning of the emulation and it remains constant
until the end of the emulation. In the urban scenario specified
by the 3GPP in [4], the UE speed distribution is the following:
30% at 3km/h, 40% at 30km/h, 20% at 70km/h and 10% at 120km/h.
At the beginning of the emulation, each sector is loaded with
8 UEs (total of 96 UEs in the emulated 4 − NodeB world) gener-
ating the different kinds of traffic which will definitely lead to
blocked calls. The emulation length is still fixed at 5, 600s.
When a UE receives a SF at the beginning of a session, be it
lowest, highest or degraded, it keeps it until the end of its cur-
rent session. In other words, code’s length renegotiation during
a session is not allowed in the testbed. To optimise the code
placement and replacement of successive SF requests and in
order to avoid the fragmentation of the OVSF tree, the crowded-
first algorithm introduced in [5] and explained in the following
section was implemented in the testbed.
6.3.2 Code Placement and Replacement Algorithm
When a call arrives requesting a spreading code of a given
length, the RNC needs to find a spot in the OVSF tree to accom-
modate this call. The crowded-first code placement algorithm
is simple: Assuming that no code reassignment has to be per-
formed (this will be discussed later in this section) and assuming
there is one or more than one free spreading codes in the code
tree able to serve the code request, the algorithm picks the code
whose ancestor has the least free capacity.
More specifically, assume codes x and x′ are both spreading
codes of the same length able to serve a call. The algorithm will
compare free capacities in their ancestors, e.g. y and y′ respec-
tively. The one with less free capacity (i.e., the more crowded)
will be picked to accommodate the new call. When there are
ties, the algorithm will go one level further up by comparing y
and y′’s ancestors. This is repeated until the sub-tree with the
least free capacity is found. A special case is that y may repre-
sent the same sub-tree as y′. If so, the algorithm will pick the
code on the left-hand side.
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For instance, consider the code tree shown in Fig. 6.3. Sup-
pose a new call arrives requesting a SF = 16. The crowded-first
algorithm will compare all the free spreading codes of the same
length’s ancestors. Among these ancestors, two of them, A and
B, will be fully occupied if their left free descendant is chosen.
The algorithm thus further compares the ancestors of A and B,
respectively C and D, this is however a tie. After going one level
further up (namely E and F), the algorithm will find that B is
more crowded than A, so the free descendant of B will be se-
lected to serve the new call.
When the code tree is used for a long time, it is sometimes
inevitable that the tree becomes fragmented. In this case, a
new call requesting a spreading code may be rejected even if the
total amount of free capacity in the code tree is larger than the
requested code’s length. This may result in low utilisation of the
code tree. To resolve this problem, code reassignment can be
conducted to create sufficient capacity for the new call. In case
an arriving call requests a spreading code, but there is no free
code of that length, the following steps are taken:
• If the total amount of free capacity in the code tree is lower
to the requested code’s length, the call is simply rejected.
Otherwise,
• For each busy code, the algorithm relocates them one-by-
one starting with the higher rates busy codes. For each re-
located busy code, the crowded-first algorithm is applied.
It is possible that there will be no free code to accommodate
the relocated call. If so, this will trigger another round of re-
location. This is reiterated recursively until all busy codes
are relocated. Such a process is guaranteed to succeed as
there is sufficient free capacity in the code tree. Despite
the low computation power of the computer emulating the
RNC, this reallocation algorithm is simple enough to com-
plete within a TTI (10ms). Since the control plane is beyond
the scope of this work, the signalling overhead (in terms of
time and/or throughput) when RNC notifies UEs of their
new code(s) is neither computed nor taken into account.
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For example, in the code tree presented in Fig. 6.4(a), a new
call is arriving requesting a SF = 4. The presented OVSF tree
can support an additional SF = 4 query but it has to reorganise
first. Code A contains only two busy codes to be reallocated,
namely B and C, whereas the two other codes on A’s level count
three and four busy codes. Code A is then chosen and is re-
ferred as the minimum cost branch. When relocating B, another
reassignment will be triggered. This time, D is selected as the
minimum cost branch because it contains only one busy code,
namely E. Based on the crowded-first algorithm, E will be re-
located at F. Then, B can be relocated at D. Consequently, C
will be relocated to G still following the crowded-first algorithm.
Now, A is available to accommodate the new SF = 4 call. The
resulting OVSF tree is shown in Fig. 6.4(b).
6.3.3 Results
The cell throughputs obtained in the different cases are de-
picted in Fig. 6.5. In the UWC, even if the UEs cannot use as
much as bandwidth as they would need, more UEs can transfer
data, which leads to a better cell throughput. In the OWC, the
UEs can use all the bandwidth they need, but due to the OVSF
tree structure, they all waste some resources leading to a lower
cell throughput. The OWC+ scenario yields approximately the
same cell throughput as the OWC due to the small number of
degraded queries (about 1%).
The blocking rates obtained by the different emulation runs
are presented in Fig. 6.6. As expected, the number of accepted
SF queries in the UWC is greater than in the OWC. In the UWC
scenario the OVSF tree fills up more slowly, since all the UEs re-
quest their highest SF. That leads to reduced radio resource con-
sumption and less blocked SF queries. The OWC+ yields approx-
imately the same number of accepted queries as in the OWC.
However, thanks to the downgrading, the number of blocked
queries is lower.
Table 6.2 compares 95th percentile packet delay in the differ-
ent Cases for the four traffic classes.
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Figure 6.5: Cdf of cell throughputs.
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Figure 6.6: Accepted/degraded/blocked SF queries.
Table 6.2: Traffic classes packet delay (95th percentile compared
to 3GPP bound).
Traffic Classes OWC UWC OWC+ 3GPP Bound
Conversational 77ms 75ms 74ms < 80ms
Interactive 5, 986ms 7, 702ms 7, 118ms < 10, 000ms
Streaming 91ms 93ms 91ms < 250ms
Background 56, 657ms 72, 581ms 67, 166ms < 100, 000ms
Considering the blocked SF queries percentage (Fig. 6.6), the
cell throughput level (Fig. 6.5) and the QoS bounds (Table 6.2), it
appears that the OWC+ strategy is the optimal solution. Indeed,
it reaches a lower blocked SF queries percentage than the OWC
strategy while giving approximately the same cell throughput.
It also gives better QoS results than with UWC strategy. It is
then chosen as the strategy to implement in the testbed since
it seems to be the best tradeoff between the two other extreme
strategies (OWC and UWC).
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Result sensitivity
The above results appear to be optimal under the assump-
tions set by the testbed, which tries to be as realistic as possi-
ble for the selected scenario of Part II. A confrontation of this
allocation map and the OWC+ strategy to other assumptions
is needed to evaluate the sensitivity of these results. A neu-
tral scenario has been elaborated for this purpose to check the
variability of the obtained results in another traffic distribution.
This new scenario can be considered as neutral since it includes
a uniform traffic distribution overwriting the one presented in
Table 3.6. The new traffic distribution is explained in Table 6.3.
Table 6.3: New traffic distribution.
Traffic Realistic Scenario Neutral Scenario
Classes Traffic % ISA Traffic % ISA ISA
Conversational 27% 100s 25% 25s 350s
Interactive 48% 50s 25% 25s 350s
Streaming 10% 300s 25% 25s 350s
Background 15% 200s 25% 25s 350s
In multivariate problems, changing variable influences all
others and the overall results. In order to be sure to confront
comparable results, a fixed point has to be chosen. Changing
the traffic mix while keeping the same fixed point (i.e. the cell
throughput) will allow to compare the variation of all the other
variables and the output results on the same basis. As pre-
sented in Fig. 6.7, two different ISAs (25s and 350s) yield approx-
imately the same cell throughput as in the realistic scenario.
Following the fixed point theory, these three scenarios can there-
fore be considered as comparable.
Fig. 6.8 shows that the results are highly sensitive to traffic
distribution patterns. The percentage of blocked queries com-
puted as 22.82% and 2.17% with an ISA respectively of 25s and
350s where it has been previously evaluated to 6.54% under the
OWC+ assumptions. The degraded queries follow the same trend
with a computed percentage of 3.52% and 0.21% while at 0.89 with
the OWC+ strategy.
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An explanation for this behaviour is that due to their nature,
RT sessions generate typically more traffic than NRT sessions.
With an equivalent number of sessions, supporting more RT ses-
sions will lead to a higher cell throughput. Considering the neu-
tral scenario, the proportion of Conversational sessions is more
or less unchanged whereas the part allocated to the Streaming
sessions increases from 10% to 25%. This explains why the test-
bed can reach the same range of cell throughput as the realistic
scenario, with other uniformly distributed traffic scenario. As
example, an ISA of 25s leads to a very high blocked queries and
degradaded sessions number whereas at the opposite side, an
ISA of 350s gives a few blocked queries and no degradation at all.
6.4 Summary
This chapter has presented the results obtained in terms of
QoS management using the computer testbed. First, it has es-
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tablished a SF allocation map giving the best possible treatment
to a data flow depending on its traffic class and the user pro-
file of the UE receiving/emitting the flow. This allocation map
has been established only considering the packet transfer de-
lays, i.e. the users’ perspective. The chapter has subsequently
evaluated this allocation scheme with respect to the operators’
requirements (cell throughput and blocked rate) in different sce-
narios. Considering both users and operators requirements, it
has been possible to find an optimal SF allocation strategy to
implement into the testbed. The sensitivity of such a strategy
has been evaluated.
To the best knowledge of the author, no similar results can
been found in open literature. Hence, this experiment does not
only claim to be a case study for the testbed validation, but it
is also a completely original result which could be helpful for
telecommunication operators.
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Chapter 7
Downswitch Timer
7.1 Introduction
This chapter discusses a scheme to improve the Rel’99 UMTS
RRM. It is focused on the two different types of transport chan-
nel presented in Section 5.2.2: shared and dedicated. It eval-
uates the advantages of a scheme based on an optimal NRT
session switching between these two kinds of channels. The
switching decision may be influenced by several parameters like
the downswitch timer’s duration, the non-/preemptive split of
downswitch timer and the selection of the initial transport chan-
nel. Performances of the analysed scheme are evaluated tak-
ing into account different metrics such as blocking rate, packet
transfer delay and cell throughput. The chapter finally presents
results showing that an optimal parameter tuning may signifi-
cantly decrease the number of blocked calls while keeping the
other metrics at a satisfactory level as presented in [1].
7.2 RRC States Simplification
Considering the specifications made by the 3GPP in [2], the
two basic operational modes of a UE are the Idle Mode and the
Connec-ted Mode. The Connected Mode can be further divided
into different service states known as Cell_DCH, Cell_FACH,
Cell_PCH, and URA_PCH. The focus of the present dissertation
is the UE data flows, it only deals with the user plane of the
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UTRAN. The control plane (signalling) is beyond the scope of this
work. Therefore, the UE Connected Mode RRC states switching
can be simplified as shown in Fig. 7.1:
(a) Original version. (b) Simplified version.
Figure 7.1: UE RRC states switching.
In the Cell_FACH state, no DCH is allocated to the UE but a
shared channel. In this case, the FACH will be used. This chan-
nel carries small amounts of user data using time multiplexing.
Its bandwidth is rather small since it is not expected to support
large data transfers.
In the Cell_DCH state, at least one DCH is allocated to the
UE. This channel transports a single user data flow with a fixed
bit rate depending on the SF allocated by the RNC. A shared
channel can also be used in this state to carry different user
data flows. Since the testbed is focused on the Rel’99 UMTS, this
shared channel is the DSCH. Its bandwidth is variable since its
SF occupies the free room left in the OVSF tree after the DCHs
SF allocation as shown in Fig. 5.11.
One can now add a line to Table 5.2 to mention in which RRC
state the UE has the ability to access a DCH, the FACH and the
DSCH (Table 7.1):
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Table 7.1: Enhanced comparison of different transport chan-
nels.
Channel DCH DSCH FACH
SF Fixed [512 - 4] Variable [256 - 4] Fixed [256 - 4]
Multiusers Dedicated Shared Shared
Multicodes No Yes No
RRC state Cell_DCH Cell_DCH Cell_FACH
A UE in the Idle Mode is considered as not active, so the
testbed assimilates a UE in this state simply as not connected.
7.3 Channels Switching Policy
As already explained in Section 5.2.3, the RT sessions are
directly allocated to a DCH whereas NRT sessions tolerate to be
directed to either dedicated or shared channels. As RT sessions
use DCHs only, channel switching will influence the NRT ses-
sions only.
7.3.1 NRT Traffic
According to the UMTS standard, the first channel allocated
to a NRT session is not the only one For this reason, channel
switching is permitted and even encouraged since it can opti-
mise the radio resources use.
If a NRT session uses a shared channel (DSCH or FACH), it
will continue using this channel until the RNC receives an in-
dication that the current burst might be long (the packet queue
length exceeds a fixed threshold). Then the RNC tries to allocate
a DCH to that session. If the OVSF tree has enough room to
accept this new DCH, the NRT session moves from the shared
channel to its new DCH.
On the other hand, when no packets are sent anymore over
the DCH, a timer is initialised and the session remains on the
DCH during this period. If there are no new arrivals within this
timeout period, the session is switched back to a shared chan-
nel.
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These two parameters presented in [3] are respectively the
upswitch threshold (from shared to DCH, expressed in bytes)
and the downswitch timer (from dedicated to shared channel,
expressed in seconds). Fig. 7.2 illustrates these mechanisms
with an upswitch threshold fixed to 500Bytes and a downswitch
timer of 8s.
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Figure 7.2: Channel switching.
7.3.2 Switching from Cell_FACH to Cell_DCH
Being in Cell_FACH means that the UE is active and does
not support any RT session. It can only support at least one
low bandwidth demanding NRT session which is satisfied with
FACH bandwidth.
Switching from Cell_FACH to Cell_DCH happens when a DCH
has been requested. This may be caused by the NRT session ex-
ceeding the upswitch threshold or by a beginning RT session. In
the first case, the NRT session will leave the FACH and continue
into its new DCH. In the second case, the RT session will start
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in its own DCH, and the NRT session not transferring enough
data to claim a DCH, will not stay in the FACH (since the UE
is no longer in Cell_FACH) but will proceed towards the shared
channel of the Cell_DCH state: the DSCH.
7.3.3 Switching from Cell_DCH to Cell_FACH
When DCHs are no longer needed by a UE (be it due to a
RT session end or/and a NRT session downswitch) and at least
one NRT session is still active in the DSCH, the UE falls back
to the Cell_FACH state. The NRT session assigned to the DSCH
must leave it and proceed in the FACH since the DSCH is not
accessible for a UE in the Cell_FACH state.
7.3.4 Handover Impact
When a UE has to undergo a handover, its resources con-
sumption in terms of SF are moving from an OVSF tree to an-
other. There is no SF reservation mechanism for handoff queries
implemented in the testbed. This means that if the destination
OVSF tree is too crowded to accept the new handoff query, the
session requesting the spreading code will be either stopped (RT
sessions) or redirected to a shared transport channel (NRT ses-
sions).
Handovers have an impact on the nature of the transport
channel a session can use. They also influence the RRC state
of a UE. Suppose a UE being in Cell_DCH state and enjoying
the use of a single DCH for its Interactive session. When the
RNC decides to handoff that UE, suppose the OVSF tree of the
destination sector cannot accept the spreading code query: The
Interactive session can only continue in a shared channel. The
UE will fall back to the Cell_FACH state and its session will con-
tinue on into the FACH.
7.4 Optimal Parameter Value Set
The UMTS standard does not give any guidance for setting
the value of the upswitch threshold or the downswitch timer.
The purpose of the present experiment is to find and evaluate
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the best possible values of these parameters in order to achieve
optimal resource use under the testbed assumptions.
Focusing on the upswitch threshold, its optimal value has
already been identified through extensive simulations in [4]. As
a rule of thumb, it has to be some what smaller than the aver-
age packet size. As the packet waiting buffer is filled with only
one packet (the NodeB can not emit packets as quickly as they
arrive), the underlying session responsible of this excess is di-
rectly upswitched. This strategy leads to open a DCH for large
connections as quickly as possible while preventing small con-
nections from opening one, keeping in mind that reserving a SF
and opening a DCH is time costly, i.e. 900ms as mentioned in
Table 7.2.
Since the optimal upswitch threshold has already been iden-
tified, three other parameters still have to be accurately tuned:
First, the NRT best suitable value for the downswitch timer has
to be identified. If it is high, a NRT session will remain longer
on a DCH and, if it has to send more packets after an inactiv-
ity period (i.e. a web page reading time), it has to not upswitch
again since it has kept its DCH. The connections undergo less
upswitches and the DCH allocation time affects the packet de-
lay in a less significant way. The downside in this situation is
that other connections may have to stay in the shared chan-
nel due to extensive OVSF tree occupation. On the other hand,
using a small downswitch threshold will lead to rapidly free the
OVSF tree by switching back to the shared channel after using a
DCH. In this case, sessions will suffer from multiple upswitches
and DCH allocation time will significantly increase the packet
transfer delay. A tradeoff between these two options is therefore
needed.
The second parameter to accurately tune is based on a strat-
egy initially proposed in [3]. This strategy splits the downswitch
timer in two distinct periods. The timer begins in the Non-
Preemptive (NP) mode. In this mode, the session admission
mechanism is exactly the same as for a normal downswitch ti-
mer. A NRT session keeps its SF disregarding all other new
sessions requests. After a period of inactivity in NP mode, the
downswitch timer moves into the preemptive mode. In this case,
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a NRT session keeps its SF until the end of its downswitch ti-
mer, unless another session needs this SF. Behind identifying
the best possible downswitch timer, is to evaluate the benefit
from splitting the downswitch timer in two periods. Fig. 7.3 il-
lustrates this new strategy with an upswitch threshold still fixed
to 500Bytes but a downswitch timer split with a NP period of 4s
and a preemptive period of 4s.
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Figure 7.3: Split downswitch timer strategy.
In a scenario with only one remaining DCH for new calls,
Fig. 7.4(a) illustrates a classical downswitch strategy:
t0: User A requests the DCH.
t1: User A gets the DCH and uses it.
t2: When transmission from user A stops, its downswitch ti-
mer starts.
t3: User B requests the DCH.
t4: The user B’s request is rejected since the DCH is still allo-
cated to user A even if it does not use it.
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(a) Normal downswitch timer.
(b) Split downswitch timer.
Figure 7.4: Comparison of downswitch strategies.
t5: The downswitch timer of user A ends up and user A leaves
the DCH.
t6: User C requests the DCH.
t7: User C gets the DCH and uses it since user A has released
the resource.
whereas Fig. 7.4(b) shows the split downswitch timer strategy:
t0: User A requests the DCH.
t1: User A gets the DCH and uses it.
t2: When transmission from user A stops, its downswitch ti-
mer starts in NP mode.
t3: The downswitch timer of user A passes in preemptive mode.
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t4: User B requests the DCH.
t5: User B gets the DCH and uses it since the downswitch ti-
mer of user A is in preemptive mode; the user A has to leave
the DCH.
t6: User C requests the DCH.
t7: The user C’s request is rejected since the DCH is already
allocated to user B.
A new transmission is then able to use the only one re-
maining DCH earlier with the split downswitch timer strategy
(Fig. 7.4(b)) than with the classical downswitch strategy (Fig.
7.4(a)).
Besides the downswitch timer dimensioning, the third option
is to determine whether it is beneficial or not to directly open
a DCH at the beginning of a NRT session or to allocate it to
a shared channel (DSCH or FACH) first. The UMTS standard
gives no particular guidance therefore.
The potential merits of the proposed scheme/values is mea-
sured by the previously described metrics: the blocking rate, the
packet transfer delay and the cell throughput to describe both,
the operators and the users perspective.
7.5 Results
7.5.1 Testing Environment
This experiment takes place in the testbed environment im-
plementing the OWC+ scenario as previously presented. All
other important emulation parameters are summarised in Ta-
ble 7.2.
An important characteristic of the emulation runs is the
downlink load factor (ηDL). It represents the downlink load pla-
ced on a sector by a set of channels. ηDL approaches 1 when
the channels’ total allocated bandwidth is being used. In the
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Table 7.2: Emulation parameters.
Number of UEs per sector 8
Emulation length [s] 5, 600
Downswitch threshold [s] 8; 15; 30; 45; 60
DCH allocation time [ms] 900
FACH SF 64
testbed, ηDL is focusing on the three types of transport channels
available (DCHs, FACH and DSCH) and is computed as follows:
0 ≤ ηDL =
∑
channels consumed bandwidth∑
channels allocated bandwidth
≤ 1 (7.1)
Under these emulation assumptions, the mean load factor com-
puted during the emulation runs is evolving between 0.35 and
0.4, where it can be as high as 0.75 over real UMTS network.
7.5.2 Observations
The present experiment consists in a single emulation for
every downswitch timer value (split or not) allocating either a
dedicated or a shared channel first. Furthermore, a set of val-
ues, leading to an optimal use of the UMTS wireless interface in
terms of blocking rate as well as cell throughput while keeping
acceptable packet transfer delays, have been identified. To illus-
trate these results, Fig. 7.5 shows the blocking rate and Fig. 7.6
depicts the packet transfer delay experienced by the four traffic
classes during the emulation runs. These metrics are plotted as
a function of the downswitch timer, either NP (lower time scale)
or split in NP and Preemptive periods (NP-P, upper time scale).
Finally, Figs. 7.7, 7.8, 7.9 and 7.10 present the cell throughput
cdfs of all the emulations.
From the downswitch timer perspective, it appears that di-
viding the downswitch timer in two equally long periods (a pre-
emptive one and a NP one) is beneficial. As shown in Fig. 7.5,
the blocking call rate is significantly reduced (almost 2% reduc-
tion in the best case), whereas packet transfer delay (Figs. 7.6)
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is approximately unchanged and cell throughput (Figs. 7.7-7.10)
is lightly increased.
Following the results depicted in the Fig. 7.6-7.10, opening
a DCH at the beginning of a new NRT session while ignoring
whether it will be a large connection or not, is the better choice.
As the DCH allocation time is included into the initial connection
establishment time, the average Interactive and Background de-
lays are subsequently reduced.
Focusing on the packet transfer delay (Fig. 7.6(a)) and the
cell throughput (Figs. 7.7 and 7.9) when opening a DCH at the
beginning of a new session, it appears that a short downswitch
timer (between 8 and 15 seconds) yields the best results.
According to these observations, the results of the testbed
emulations are inline with those from analytical computations
[5] and other simulations [6]. The testbed settings refines their
strategy. For the NRT sessions, the optimal strategy appears to
be:
• to start the session directly in a DCH (if possible depending
on the OVSF tree occupancy),
• to assign a short downswitch timer (as proposed in [6]), and
• to split the downswitch timer in two equivalent periods, the
first one NP and the other preemptive.
As mentioned in Section 7.5.1, the load factor of this chap-
ter’s experiments is moderate (0.4 compared to a maximum of
0.75). This raises the issue of the sensitivity of the results with
respect to the load factor. Depending on the cause of a change
of the load factor, results will be impacted or not.
• If the number of sessions, and therefore of transport chan-
nels, remains constant, an increase of the load factor due
to additional traffic of those ongoing sessions will not trans-
late into higher contention on the resources. Consequently,
one can expect that the results, which are focused on the
channel switching policy, will not be impacted.
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Figure 7.5: Blocking rate vs. downswitch timers.
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Figure 7.6: Packet transfer delay vs. downswitch timers.
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Figure 7.7: Cell throughput vs. downswitch timers (NP only –
DCH first).
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Figure 7.8: Cell throughput vs. downswitch timers (NP only –
shared channel first).
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Figure 7.9: Cell throughput vs. downswitch timers (NP-P – DCH
first).
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Figure 7.10: Cell throughput vs. downswitch timers (NP-P –
shared channel first).
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• If the increase of the load factor is due to the opening of
new sessions, the contention on the resources increases. In
such a scenario, the NP-P downswitch timer split strategy
should deliver even better results.
7.6 Summary
This chapter has presented the testbed’s results in terms of
RRM. This experiment has analysed an improved NRT sessions
channel switching strategy based on a division of the down-
switch timer. This strategy appears to optimally meet the UMTS
network requirements, such as a low blocking rate, a high cell
throughput, and a low packet transfer delay. A comparison with
simulations and analytical computations results taken from the
open literature yields converging sets of results.
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Chapter 8
Real-Time Flows
Parametrisation
8.1 Introduction
This chapter describes the results obtained on the testbed
based on one of its particularities: the possibility to evaluate the
QoE of a given flow a user supports. The goal of this experi-
ment is to measure the impact of design choices at transport,
data link and physical layers on the user experience when re-
ceiving RT flows. This is illustrated for both synthetic and real
life Conversational and Streaming traffics.
This chapter focuses on the influencing parameters which
the testbed is able to emulate and modify (from transport down
to data link layers). There could be other influencing factors on
QoE beyond UTRAN. For instance, E2E application layer mech-
anisms such as the automatic switch to a lower content resolu-
tion could also have a significant impact on the QoE. Therefore,
the comparison of the real life traffics is based only on identi-
cal application settings (codecs, degradation setup, buffer size,
etc.).
8.2 Emulation Assumptions
This experiment focuses on the QoE of a user receiving RT
flows. Since the RT flows are using DCHs only as explained in
141
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Section 5.2.3 and since a DCH is fast power controlled by the
RNC as exposed in Section 5.2.2, the received power of the user
tends to be constant whatever the number of interfering users
present in the same sector. For this reason, the experiment does
not require more than one active user.
This single user is also set as static. So, the impact of a
fluctuating received power or handovers on the user experience
is beyond the scope of this experiment. The only objective being
the identification of the optimal network parametrisation set for
RT flows delivered on a DCH based on the QoE evaluation.
8.3 User Experience
The QoE of the Streaming and Conversational classes is eval-
uated here as in [1]. In both cases, emulations were first run
with synthetic traffic (described in Chapter 3) to measure the
impact of the testbed settings. Performance has been evaluated
in terms of the classical QoS metrics (packet transfer delay and
packet loss rate) computed at the application layer as explained
in Section 6.2.2.
Real life experiments were set up with actual content be-
ing delivered through the testbed in order to assess the QoE at
the end-user when s/he connects through a UTRAN. Conversa-
tional and Streaming flows were generated adopting parameter
settings based on the options available in different layers:
• Transport layer: TCP vs. UDP.
• Data link layer (RLC): error-free Ethernet (reference), AM
with errors and TM with errors.
• Physical layer: selection of the SF.
8.3.1 Streaming Traffic
Synthetic traffic
Synthetic Streaming traffic generation was described in Sec-
tion 3.5. The results obtained for these synthetic flows are pre-
sented in Table 8.1. All possible settings have been taken into
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account. Following these QoS figures, it appears that streaming
a content over UDP can only be acceptable coupled with the AM
in the RLC layer since the TM leads to a too high packet loss rate.
Over a TCP connection, the Streaming flow seems to be excellent
over a RLC layer in AM; whereas the TM triggers too often the
TCP retransmission mechanism leading to an intolerable packet
transfer delay.
Table 8.1: Synthetic Streaming flow results.
Layers Delay Packet Lost
Transport Data Link Physical [ms] [%]
Ethernet 64 0.00
UDP WCDMA-AM SF=4 73 0.35
WCDMA-TM 63 17.73
Ethernet 67 0.00
TCP WCDMA-AM SF=4 108 0.00
WCDMA-TM 2, 343 0.00
Ethernet 51 0.00
UDP WCDMA-AM SF=8 71 0.31
WCDMA-TM 51 16.07
Ethernet 51 0.00
TCP WCDMA-AM SF=8 96 0.00
WCDMA-TM 4, 294 0.00
Real traffic
To generate a real streaming flow, the testbed included a Real
Network Helix streaming server [2] and a single client able to
connect to it through the RealPlayer 10 application. The server
is installed on the computer assuming the role of the RNC. An
additional delay budget must be added to described results in
order to estimate the real E2E delay the user encounters. Nev-
ertheless, the access network delays set by the 3GPP in [3] were
considered to identify the optimal solution. The streaming server
can serve two different videos representing the high and low
quality streaming as presented in Section 3.5. These two videos
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are the official Real streaming server testing videos: “White Rain”
and “Race Boat”. The results obtained for these real Streaming
flow tests are presented in Table 8.2. Following these figures,
the same conclusion can be drawn as for the synthetic traffic.
Table 8.2: Real Streaming flow results.
Layers Delay Packet Lost
Transport Data Link Physical [ms] [%]
Ethernet 74 0.00
UDP WCDMA-AM SF=4 86 0.13
WCDMA-TM 69 11.15
Ethernet 76 0.00
TCP WCDMA-AM SF=4 118 0.00
WCDMA-TM 2, 465 0.00
Ethernet 56 0.00
UDP WCDMA-AM SF=8 84 0.10
WCDMA-TM 61 15.62
Ethernet 51 0.00
TCP WCDMA-AM SF=8 109 0.00
WCDMA-TM 3, 597 0.00
Besides the QoS metrics, the advantage of this testbed is the
capacity to evaluate the QoE of all the possible settings. Meth-
ods for video quality assessment are divided into two categories:
objective and subjective. Objective methods aim at mathemati-
cally estimate the impairment introduced to video during trans-
port whilst the subjective counterparts aid in the compilation
and statistical analysis of sample ratings generated by humans.
Currently, subjective assessment is the main method used to
quantify video quality. However, it is time-consuming and ex-
pensive. Therefore, we need an objective video quality assess-
ment method that can estimate subjective video quality from
video characteristics effectively.
The most traditional way to objectively evaluate the quality of
a streamed video is the calculation of the Peak Signal-to-Noise
Ratio (PSNR) [4] between the original video signal and signal
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shown on screen. PSNR is the ratio between the maximum pos-
sible power of a signal and the power of degradation that affects
the fidelity of its representation.
It is most easily defined via the Mean Square Error (MSE).
For two m × n video frames, O and D where O is the original
frame and D is the decoded one, MSE is defined as:
MSE =
1
m× n
m−1∑
i=0
n−1∑
j=0
||O(i, j)−D(i, j)||2 (8.1)
Based on (8.1), the PSNR is defined as:
PSNR = 10 · log10
(
MAX
2
I
MSE
)
(8.2)
where MAXI is the maximum pixel value of the image, i.e. if the
pixels are represented using 8 bits per sample, this is 255.
Typical values for the PSNR in lossy image and video com-
pression are between 30 and 50dB, whereas a PSNR under 20dB
is considered as unacceptable.
The PSNR has been calculated by comparing the high quality
video “Race Boat” after decoding at the receiver to the reference
video which is the same video but directly read on the server. Ta-
ble 8.3 presents a summary of the obtained results. The ‘Perfect’
column refer to the percentage of perfect frames. These frames
are exactly identical in both reference and decoded video and
played exactly at the same time. The ‘Accept.’ column presents
the percentage of frame being acceptable in the terms of the
PSNR (≥ 20dB) whereas the ‘Unaccept.’ column represents the
percentage of frame being unacceptable (< 20dB). Finally the
‘Mean’ column shows the mean PSNR calculated on all the fra-
mes except the perfect ones.
Fig. 8.1 presents the frame-by-frame evolution of the PSNR
of each of the scenario where a perfect PSNR, which is normally
equal to +∞, has been arbitrarily set to 100dB for representation
purposes.
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Table 8.3: PSNR evaluation results.
Layers Perfect Accept. Unaccept. Mean
Transport Data Link [%] [%] [%] [dB]
Ethernet 57.01 32.23 10.76 22.07
UDP WCDMA-AM 1.81 40.06 58.13 18.93
WCDMA-TM 0.62 35.20 64.18 18.82
Ethernet 59.84 26.07 14.09 22.54
TCP WCDMA-AM 52.32 23.84 23.84 20.93
WCDMA-TM 29.77 10.62 59.61 13.29
However, PSNR values do not perfectly correlate with a per-
ceived visual quality due to the non-linear behaviour of human
visual system. Hence, there is a need to confront the objec-
tive evaluation results to a subjective benchmark. Based on the
QoE evaluation the testbed offers, the general conclusion is that
TCP over AM is the best choice under the experiment assump-
tions. As shown in Fig. 8.2, on the 25th second of the “Race Boat”
video, using UDP directly leads to packet losses and degradation
(Figs. 8.2(e)-8.2(f)), whereas TCP reaches the best resolution due
to the ability to buffer content before playing it back at the re-
ceiver side. The client application can download the first few
seconds of the content before playing it back in order to handle
the greater delay implied by the TCP retransmission.
Considering the interest of this experience, a part of the test-
bed was made publicly available on the Internet. By connecting
to http://www.umtsstreamingexperience.be, the reader can
self assess the user experience of streaming a video file over a
DCH.
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8.3.2 Conversational Traffic
Synthetic traffic
For the synthetic Conversational traffic generation (introdu-
ced in Section 3.3), there are few setting options. Due to the
stringent delay sensitivity, retransmissions at the transport
layer are ruled out. Hence, UDP must be used. As exposed
in Chapter 6, Conversational flows do not have any SF degrada-
tion possibility since they only accept a SF = 64. The only option
left is the selection of the RLC mode: AM or TM. The results (Ta-
ble 8.4) show that TM suffers from significant packet losses. AM
appears to be a better choice even if it implies a longer packet
transfer delay.
Table 8.4: Synthetic Conversational flow results.
Layers Delay Packet Lost
Transport Data Link Physical [ms] [%]
Ethernet 50 0.00
UDP WCDMA-AM SF=64 61 0.39
WCDMA-TM 50 12.81
Real traffic
The real VoIP tests were run with two Grandstream Networks
BudgeTone-100 Series IP phones [5] shown in Fig. 8.3. They
used the G.720 vocoder with silent suppression, which is close
to the AMR vocoder since it also produces 32− Byte packets ev-
ery 20ms. The results of these experiments are summarised in
Table 8.5. These figures are inline with the synthetic ones.
From the QoE perspective, it appeared that using TM, even
if the packet loss rate is above 10%, the communication quality
remains acceptable. In this case, UDP over a RLC layer in TM is
recommended.
To be complete, besides this subjective quality evaluation, an
objective quality assessment process should also be set up. Ob-
jective audio quality assessment also exist similar to the PSNR
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Figure 8.3: Testbed’s IP phones.
Table 8.5: Real Conversational flow results.
Layers Delay Packet Lost
Transport Data Link Physical [ms] [%]
Ethernet 50 0.00
UDP WCDMA-AM SF=64 71 0.11
WCDMA-TM 50 12.24
calculation for streamed video. For example, Perceptual Evalu-
ation of Speech Quality (PESQ) [6] is an enhanced perceptual
quality measurement for voice quality in telecommunications
and Perceptual Evaluation of Audio Quality (PEAQ) [7] is specif-
ically developed to apply to E2E voice quality testing under real
network conditions like in VoIP.
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8.4 Summary
This chapter has presented how the testbed enables the eval-
uation of the QoE of services delivered through a UTRAN. It
helped identifying the best parameter setting of the emulated
UMTS layers. Over a typically impaired wireless channel, it ap-
pears that TM is not suited for Streaming flows, as it results in
significant PER on UDP or significant delays on TCP, whereas it
is acceptable for Conversational flows.
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Part IV
Conclusion &
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153
Chapter 9
Conclusion
9.1 Achievements
The present dissertation aimed at designing, building and
validating a suitable open-source software/hardware RT plat-
form in order to thoroughly analyse, model, emulate and im-
prove QoS management in the UTRAN. As discussed in Chap-
ter 2, this testbed is not the first attempt in that direction.
However, it exhibits a number of innovative achievements which
make it unique.
9.1.1 Four Traffic Classes
The testbed simultaneously encompasses the four UMTS
traffic classes whereas other testbeds focus on one or two of
these classes only. This permits to evaluate each traffic class
when competing with the three others in order to gain access
to the scarce radio resources, considering its own QoS require-
ments.
This characteristic of the testbed has been used in Chap-
ters 6 in order to establish a SF allocation map giving the best
possible treatment to a data flow in relation to its traffic class,
the corresponding QoS requirements, and the user profile of the
UE source/sink. Chapter 7 also relied on this property to anal-
yse an improved NRT sessions channel switching strategy based
on a split of the downswitch timer.
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9.1.2 Air Interface
The emulation of the Rel’99 UMTS air interface over a wired
Ethernet link is the second achievement of the present disser-
tation. Based on a Linux kernel, the testbed is able to mimic
the RLC transport channels thanks to several parallel IP traffic
queues managed by specific scheduling algorithms. It is also
able to emulate the effect of the typical impairments of the wire-
less links through a modified version of the NetEm component.
The emulation includes SF-based limited bandwidth, transmit
power ceiling at the NodeB, PDU fragmentation, SNIR-dependent
packet loss, and delays due to optional lower layer retransmis-
sions.
Such an emulator would be useless without any validation.
This was performed in several cases. The packet loss history
was compared to similar statistics collected during field tests in
Section 5.3.1. The gap and burst distributions were showing a
good match. Another partial validation was performed in Sec-
tion 5.3.5 where the Gfactor computed on the testbed was com-
pared to Gfactor figures from the open literature. The curves
showed a good match, meaning that the interference level com-
putation in the testbed is realistic. Finally, Section 5.6 pre-
sented a comparison between results from the testbed and an-
alytical results. There was again a good match between these
results. This match validated the modelling of RLC transport
channels with the help of parallel IP packet queues.
9.1.3 Multi-User
Where most similar testbeds focus on a single active user, the
present testbed emulates several terminals, as shown in Chap-
ters 6 and 7. Nevertheless, a detailed focus on a single active
user is still possible, as illustrated in Chapter 8.
The testbed manages each of the UEs independently. Chap-
ter 4 described the UE mobility management based on a Gauss-
Markov random walk and SNIR-dependent handover procedure.
On the other hand, Chapter 3 exposed the UE traffic gener-
ation/reception scheme based on a generic three-level model
whose parameters are derived from statistical distributions.
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9.1.4 QoE Evaluation
Another innovation of the present testbed is the possibility to
truly evaluate the QoE of a flow being delivered over the UTRAN.
As presented in Chapter 3, the emulation generates synthetic
traffic mainly for the sake of simplicity and scalability. Chapter 8
inserted a real life application session in a full emulation run,
enabling the evaluation of the user’s QoE in a large variety of
scenarios.
9.2 Perspectives
9.2.1 Short-Term Perspectives
The value of the testbed was shown in the different chapters
of the present dissertation, especially in terms of QoS and QoE.
On a short term basis, the present work is of interest for network
operators. Its exploitation helps to provide advice and hints on
how to tune RRM, CAC, and scheduling algorithms of a UTRAN
network supporting any combination of the four UMTS traffic
classes.
9.2.2 Further Testbed Evolution
The modularity of the testbed was designed in such a way as
to enable modifications of a single module as straightforwardly
as possible. One example would be a modification of the wireless
interface modules in order to mimic other access network tech-
nologies than just the Rel’99 UMTS like HSDPA, Mobile WiMAX
or LTE/SAE.
Such an evolution is happening already since some features
of UMTS Rel’5 UMTS, as known as HSDPA, have been imple-
mented in [1] but not yet ported on the testbed. A second step
would be to implement another module to emulate the air inter-
face of the last technology to receive the 3G label, namely Mobile
WiMAX. This implementation could be based on a simulation
project presented in [2] which relies on a channel-aware QoS
scheduling architecture similar to the one illustrated in Fig. 5.9.
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9.2.3 Exploitation of the Testbed
Besides developing new modules in order to enrich the test-
bed features, one could still use this testbed to evaluate appli-
cations’ QoE. This approach has already been introduced in the
present dissertation (Chapter 8), but other projects can go sen-
sibly deeper in the evaluation, aiming at consequently adapting
the application and lower layers design.
For example, the new WalCoMo project, which has just star-
ted at the University of Namur, aims at designing and devel-
oping an innovative system which turns regular TV contents
into a video flow suited for display on portable terminals, de-
spite the small screen size and the transmission impairments.
This requires adapting and protecting the transmitted content.
Adaptation implies to reduce the spatial and temporal resolution
contents, but also to be focused on the areas of interest for the
user [3].
As discussed here above, the outcome of this thesis is po-
tentially the first step on the road of many more projects. It
has contributed to design, build and validate a testbed on which
other projects can lay down to test their own ideas on a quasi-
realistic infrastructure. In that longer term perspective, the test-
bed could be of interest for infrastructure manufacturers which
could benefit from the testbed’s emulations in order to elabo-
rate and optimise new RRM, CAC, or scheduling algorithms and
protocols.
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C.1 Poisson Distribution
The Poisson distribution is a discrete probability distribution
that expresses the probability of a number of events occurring in
a fixed period of time if these events occur with a known average
rate and independently of the time since the last event. The
Poisson distribution can also be used for the number of events
in other specified intervals such as distance, area or volume.
The work focused on certain random variables N that count,
among other things, a number of discrete occurrences (some-
times called “arrivals”) that take place during a time-interval of
given length. If the expected number of occurrences in this in-
terval is λ, then the probability that there are exactly k occur-
rences (k being a non-negative integer, k = 0, 1, 2, ...) is equal to:
f(k, λ) =
λke−λ
k!
(C.1)
where k is the number of occurrences of an event - the proba-
bility of which is given by the function and λ is a positive real
number, equal to the expected number of occurrences that occur
during the given interval.
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Figure C.1: Poisson distribution.
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C.2 Exponential Distribution
The exponential distributions are a class of continuous prob-
ability distribution. An exponential distribution arises naturally
when modelling the time between independent events that hap-
pen at a constant average rate.
The probability density function of an exponential distribu-
tion has the form:
f(x, λ) =
{
λe−λx , x ≥ 0,
0 , x < 0.
(C.2)
whereλ > 0 is a parameter of the distribution, often called the
rate parameter. The distribution is supported on the interval
[0,+∞).
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Figure C.2: Exponential distribution.
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C.3 Pareto Distribution
The Pareto distribution is a power law probability distribution
that coincides with social, scientific, geophysical, actuarial, and
many other types of observable phenomena.
The following examples are sometimes seen as approximately
Pareto-distributed:
• File size distribution of Internet traffic which uses the TCP
protocol (many smaller files, few larger ones), or
• The length distribution in jobs assigned supercomputers (a
few large ones, many small ones).
The probability density function of the Pareto distribution
has the form:
f(x, a, b) =
{
bab
xb+1
, x ≥ a,
0 , x < a.
(C.3)
where a is the (necessarily positive) minimum possible value of
x, and b is a positive parameter.
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Figure C.3: Pareto distribution.
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C.4 Gamma Distribution
The gamma distribution is a two-parameter family of contin-
uous probability distributions. It has a scale parameter λ and a
shape parameter ρ. If ρ is an integer then the distribution repre-
sents the sum of ρ exponentially distributed random variables,
each of which has parameter 1λ .
The probability density function of the gamma distribution
can be expressed in terms of the gamma function:
f(x, ρ, λ) =
{
xρ−1 e
−x/λ
λρ Γ(ρ) , x > 0,
ρ , λ > 0.
(C.4)
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C.5 Log Normal Distribution
The log normal distribution is the single-tailed probability
distribution of any random variable whose logarithm is normally
distributed. If Y is a random variable with a normal distribution,
then X = exp(Y ) has a log normal distribution; likewise, if X is
log normally distributed, then log(X) is normally distributed.
A variable might be modelled as log normal if it can be
thought of as the multiplicative product of many small indepen-
dent factors. For example the long-term return rate on a stock
investment can be considered to be the product of the daily re-
turn rates.
The log-normal distribution has the probability density func-
tion:
f(x, µ, σ) =
1
xσ
√
2pi
e−
(ln x−µ)2
2σ2 , x > 0. (C.5)
where µ and σ are the mean and standard deviation of the vari-
able’s logarithm (by definition, the variable’s logarithm is nor-
mally distributed).
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Figure C.5: Log normal distribution.
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C.6 Geometric Distribution
The geometric distribution is either of two discrete proba-
bility distributions: the probability distribution of the number
X of Bernoulli trials needed to get one success, supported on
the set {1, 2, 3, ...}, or the probability distribution of the number
Y = X − 1 of failures before the first success, supported on the
set {0, 1, 2, 3, ...}.
If the probability of success on each trial is p, then the prob-
ability that k trials are needed to get one success is
Pr(X = k) = (1− p)k−1 p, k = 1, 2, 3, ... (C.6)
Equivalently, if the probability of success on each trial is p,
then the probability that there are k failures before the first suc-
cess is
Pr(Y = k) = (1− p)k p, k = 0, 1, 2, 3, ... (C.7)
In either case, the sequence of probabilities is a geometric
sequence.
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Figure C.6: Geometric distribution.
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C.7 Weibull Distribution
The Weibull distribution is a continuous probability distribu-
tion with the probability density function:
f(x, k, λ) =
{
k
λ
(
x
λ
)k−1
e−(x/λ)
k
, x ≥ 0,
0 , x < 0.
(C.8)
where k > 0 is the shape parameter and λ > 0 is the scale pa-
rameter of the distribution.
The Weibull distribution is often used in the field of life data
analysis due to its flexibility, it can mimic the behaviour of other
statistical distributions such as the normal and the exponential.
If the failure rate decreases over time, then k < 1. If the failure
rate is constant over time, then k = 1. If the failure rate increases
over time, then k > 1.
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Appendix D
TG’s Pareto
Implementation
D.1 Added Code
The added code is based on the GNU Scientific Library (GSL)
numerical library for C programmer1. This library provides a
wide range of mathematical routines such as random number
generators, special functions, and least-squares fitting. Instead
of including the whole library to compute the Pareto distribution,
which would be too heavy for TG, only the relevant parts of the
GSL code were included.
D.1.1 tg.y & scan.l
The first step in supporting the Pareto distribution is to en-
able the notification of this distribution in the command line
of TG. This is done by adding the new distribution in the tg.y
(lines 192 and 746+) and in the scan.l (line 121) files to indicate
to the Lex parser the existence of this newly added distribution.
0 /* tg.y */
(...)
192 %token (...) DIST_PARETO
(...)
746 | DIST_PARETO number number number /* alpha min max */
747 {
748 char *cp;
1The GNU Scientific Library: http://www.gnu.org/software/gsl/, last
visited: March 13, 2008
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749 if ((cp = dist_pareto_init(&$$.tmpdist, $2.d, $3.d, $4.d)) != NULL)
750 yyerror(cp);
751 }
752 ;
(...)
0 /* scan.l */
(...)
121 "pareto" { count(); BEGIN LEX_NORMAL; return(DIST_PARETO); }
(...)
D.1.2 distribution.c & distribution.h
The second step consists in implementing the body of the dis-
tribution. All the distributions are implemented into the
distribution.c file and exported using distribution.h. This
implies introducing into these two files the Pareto distribution by
adding three new functions in the first file:
• proba(): returns a randomly generated real number be-
tween 0 and 1 (both excluded),
• dist_pareto_gen(dist): returns a Pareto distributed
random variable,
• dist_pareto_init(dist, alpha, min, max):
initialises the Pareto distributed random variable within
the interval [min, max].
0 /* distribution.c */
1 double
2 proba ()
3 {
4 double res = (1.0*random()/(RAND_MAX+1.0));
5 while (res==0.0 || res == 1.0) res = (1.0*random()/(RAND_MAX+1.0));
6 return(res);
7 }
8
9 /* distribution.c */\end{listing}
10 double
11 dist_pareto_gen(dist)
12
13 distribution *dist;
14 {
15 double x = proba();
16 double z = pow (x, -1/(dist->par1));
17 double res = (dist->par2)*z;
18 while (res>dist->par3)
19 {
20 x = proba();
21 z = pow (x, -1/(dist->par1));
22 res = (dist->par2)*z;
23 }
24 return(res);
25 }
26
27 char *
28 dist_pareto_init(dist, alpha, min, max)
29
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30 distribution *dist;
31 double alpha;
32 double min;
33 double max;
34 {
35 dist->generate = dist_pareto_gen;
36 dist->par1 = alpha;
37 dist->par2 = min;
38 dist->par3 = max;
39 return (NULL);
40 }
(...)
The final step is to modify the distribution.h (line 43) file to
export the new dist_pareto_init(dist, alpha, min, max)
function:
0 /* distribution.h */
(...)
43 extern char *dist_pareto_init();
(...)
D.2 Usage
Once all the modifications mentioned above are completed, it
is possible to use the Pareto distribution like the other ones. The
Pareto distribution needs three parameters: exponent (α), scale
(β) and maximum value (m).
The Pareto distribution might be, as all the other distribu-
tions, used in both arrival or length argument:
# client1.tg
on 0:15 tcp 10.0.14.2.81
at 2 setup
at 0.247940 arrival exponential 0.0083 length pareto 1.1 81.5 66666
packet 12
wait 22.284628
(...)
# client2.tg
on 0:15 tcp 10.0.14.2.81
at 2 setup
at 13.596063 arrival pareto 2 3 5 length 634
packet 82
wait 11.670262
(...)
D.3 Proof
In Fig. D.1, the line represents the GSL’s implementation of
the Pareto function with the following parameters (representing
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the packet length distribution of an Interactive session as pre-
sented in Table 3.3): α = 1.1, beta = 81.5 and m = 66, 666, whereas
the points show a graphical representation of a set of 10, 000 ran-
dom generated numbers base on the Pareto distribution imple-
mented into TG.
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Figure D.1: TG’s Pareto distribution.
The points set sticks to the line, suggesting that the imple-
mentation of the TG’s Pareto distribution is acceptable.
Appendix E
TG’s Exponential
Implementation
E.1 Added Code
To fit as much as possible the GSL code, changes have been
integrated to the exponential distribution in the
distribution.c file. The dist_exp_gen(dist) function has
been transformed so as it interacts with the previously presented
proba() function:
0 /* distribution.c */
1
2 double
3 dist_exp_gen(dist)
4
5 distribution *dist;
6 {
7 double u = proba();
8 double res = -dist->par1*log(u);
9 while (res>dist->par3 || res<dist->par2)
10 {
11 u = proba();
12 res = -dist->par1*log(u);
13 }
14 return(res);
15 }
(...)
E.2 Usage
The usage of the exponential distribution has not changed at
all. It can still be used in both arrival or length argument,
with one (mean) or three (mean, min, max) arguments. See TG’s
documentation for more details.
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E.3 Proof
In Fig. E.1, the line represents the GSL’s implementation
of the exponential function centred on 12, whereas the points
show a graphical representation of a set of 100, 000 random gen-
erated numbers based on the exponential distribution imple-
mented into TG.
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Figure E.1: TG’s exponential distribution.
The line and the set of points show a good match, suggest-
ing that the implementation of the exponential distribution is
acceptable.
Appendix F
Detailed Iproute2 and
NetEm Modifications
F.1 Iproute2 Modifications
The modification applied on Iproute2 are mainly focused on
the interpretation of the command line arguments. Only two
files have been modified: pkt_sched.h and q_netem.c.
Three lines have to be added to the first file in order to add
three entries to the tc_netem_qopt:
• the BLER experienced,
• the RLC mode used, and
• the SF allocated to the channel.
0 /* pkt_sched.h */
(...)
447 __u32 bler; /* indicates the BLER undergone (PDU level) (en 0/00) */
448 __u32 rlc_mode; /* indicates the RLC mode (0=TM, 1=UM, 2=AM) */
449 __u32 sf; /* indicates the SF used (4, 16, ..., 512) */
(...)
The major change in the q_netem.c files can be found in
the argument parsing method netem_parse_opt. The following
lines initialise the three above presented entries with the right
values, coming from the command line.
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0 /* q_netem.c */
(...)
202 dist_data = alloca(MAXDIST);
203 dist_size = get_distribution("weibull", dist_data);
204 corrupt.probability=1;
205 NEXT_ARG();
206 /* bler */
207 NEXT_ARG();
208 get_u32(&opt.bler, *argv, 0);
209 NEXT_ARG();
210 /* mode */
211 NEXT_ARG();
212 get_u32(&opt.rlc_mode, *argv, 0);
213 NEXT_ARG();
214 /* sf */
215 NEXT_ARG();
216 get_u32(&opt.sf, *argv, 0);
(...)
F.2 NetEm Modifications
The real challenge in this implementation lies with the NetEm
kernel module modification. This involves three different files:
skbuff.h, pkt_sched.h and sch_netem.c.
The modification in the first of these files includes two addi-
tional fields in the sk_buff structure, which represents a pac-
ket within the kernel implementation. The idea here is to stick
two more variable to a packet: tti_score which represents
the number of error-free TTIs and rlc_try which indicates the
number of retransmission attempts as presented in Section
5.4.4.
0 /* skbuff.h */
(...)
273 unsigned int len,
(...)
278 tti_score,
279 rlc_try;
(...)
The code added in the second file is the link between the ar-
guments parsed in the command line and the implementation
of the wireless link behaviour into the sch_netem.c file. It adds
three entries into the tc_netem_qopt structure to store the val-
ues previously presented:
0 /* pkt_sched.h */
(...)
447 __u32 bler;
448 __u32 rlc_mode;
449 __u32 sf;
(...)
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Finally, the most important part of the implementation lies in
the last file. The first step is to implement a PDU divider coupled
with a PDU corrupter based on the Weibull distribution:
0 /* sch_netem.c */
(...)
155 static short gilbert_weibull_corrupt(struct sk_buff *skb, struct netem_sched_data
*qdisc_q)
156 {
157 int nb_tti, pdu_length=336, cps=3840000, bit_per_tti, pdu_per_tti, j;
158 int TTI_length=100; /* 10ms */
159 int rate_coding=2; /* 1/2 */
160 int MAC_head=18; /* in bytes */
161 unsigned long q, max, alea;
162
163 if(qdisc_q->bler==0) return(0); /*No BLER = packet passes withOUT corruption*/
164
165 max = 4294967295;
166 q = (max / 18) * 10;
167 bit_per_tti = (((cps/(int)qdisc_q->sf)/rate_coding)/TTI_length);
168 pdu_per_tti = (bit_per_tti/pdu_length)+1;
169 nb_tti = (((skb->len-MAC_head)*8)/(bit_per_tti-qdisc_q->rlc_mode*8*pdu_per_tti));
170 if (((skb->len-MAC_head)*8)%(bit_per_tti-qdisc_q->rlc_mode*8*pdu_per_tti)!=0) nb_tti++;
171
172 for(j=skb->tti_score; j<nb_tti; j++)
173 {
174 if(qdisc_q->gilb_etat==TTI_NO_ERROR)
175 {
176 if(qdisc_q->gap_length>0)
177 {
178 qdisc_q->gap_length--;
179 skb->tti_score++;
180 }
181 else qdisc_q->gilb_etat=TTI_ERROR;
182 }
183 else {
184 alea = net_random();
185 if(alea < q)
186 {
187 qdisc_q->gilb_etat=TTI_NO_ERROR;
188 qdisc_q->gap_length=(int)tabledist(659/(int)qdisc_q->bler, 1185/(int)qdisc_q->bler,
&qdisc_q->delay_cor,qdisc_q->delay_dist);
189 skb->tti_score++;
190 }
191 }
192 }
193
194 if(nb_tti<=skb->tti_score) return(0); /*packet passes
withOUT corruption*/
195 else if(qdisc_q->rlc_mode==2 && skb->rlc_try<=maxDAT) return(1); /*packet has to
be requeued*/
196 else return(2); /*packet has to
be corrupted*/
197 }
(...)
Based on this procedure, it is now possible to compute, for
each packet, whether it will be corrupted or not during its trans-
mission over the air interface:
0 /* sch_netem.c */
(...)
251 if (q->corrupt)
252 {
253 short gilb_res=gilbert_weibull_corrupt(skb, q);
254 while (gilb_res==1) /* re-waiting queue */
255 {
256 skb->rlc_try++;
257 gilb_res=gilbert_weibull_corrupt(skb, q);
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258 }
259 if(gilb_res==2) /* corruption */
260 {
261 skb->data[skb_headlen(skb)-2] ^= 1<<(net_random() % 8);
262 }
263 }
(...)
The modified code (Iproute2 and NetEm kernel module) has
been made publicly available on the Internet1.
1New version of Iproute2 and Netem:
http://www.info.fundp.ac.be/~hvp/rech/doc/docs/6/netem_2.0.tar.gz, last
visited: March 13, 2008
