Abstract-A technique is presented for calculating the solution of Maxwell's equations using a CFIE based on the Cauchy integral and formulated in the guise of Clifford algebra. This formulation has a geometric interpretation leading to an iterative method of solution which is easily proven as convergent and correct for both perfectly reflective and perfectly transmissive interfaces. Simple test cases involving a cubic boundary and plane wave and dipole sources are used to investigate the numerical performance of the method.
I. INTRODUCTION

C
AST INTO integral form Maxwell's differential equations yield integral equations both throughout three-dimensional regions and over two-dimensional surfaces. The surface integrals lead to a variety of boundary integral equations [1] - [3] relating potentials, fields and/or sources. Formulation of the boundary integral equations typically employs a scalar Green's function to invert differential equations involving one or more potentials. If equations involving fields rather than potentials are required the integral equations involving potentials can be differentiated, converting potentials into the corresponding fields. Within this general approach specific choices of method lead to different formulations such as the EFIE (electric field integral equation [4] - [6] ) and the MFIE (magnetic field integral equation [4] , [6] - [8] ). Using the EFIE or the MFIE it is possible to solve for the scattered fields from conducting bodies. It is also possible to combine these two approaches into a single CFIE (combined field integral equation [4] , [9] - [12] ) and solve simultaneously for both electric and magnetic field.
Numerical solutions of electric, magnetic and combined field equations are typically based on the method of moments [13] - [15] , with which a system matrix can be constructed for a field (solution) vector. Inversion of the system is often carried iteratively [14] - [16] by whatever technique seems to suit any given problem. Iterative techniques which guarantee convergence to the correct solution are clearly preferable to those that do not. A great deal of freedom exists in exactly how to formulate integral equation techniques firstly at the level of the equations themselves and secondly at the level of the numerical solution. Formulation of integral equations can be carried either by using potentials and differentiations or by avoiding them altogether. One approach of the latter kind uses a multidimensional version of the Cauchy integral [17] to invert differential equations in the form of fields directly into the corresponding boundary integral equations [18] . This multidimensional Cauchy integral was not used when the approaches based on Green's functions were first developed for the simple reason that, at that time (cf. [19] ), it had yet to be discovered. Only recently [17] has this alternative approach appeared in the mathematical literature.
From a mathematical viewpoint, the method is based on extending the properties of analytic functions of complex variables in the plane, to multiple dimensions [20] as what are called monogenic functions of Clifford variables in -dimensional space, where . (Of course, in electromagnetism only dimensions are required, three for space and one for time or frequency). Such a generalization of complex variables into multiple dimensions has long been sought, engineers well recognizing their invaluable properties for solving field problems which conform to a two-dimensional planar geometry. That the generalization has proved somewhat elusive is in part because it is not to be found amongst the familiar mathematical tools of real or complex variables, algebra and arithmetic. Rather, the generalization is to be found amongst the (less familiar) tools of Clifford variables, algebra and arithmetic. These tools were actually developed for the specific purpose of making Maxwell's equations easier to solve a long time ago by Clifford [21] , a student of Maxwell's [22] , but were for some reason or the other, overlooked. However, a growing interest in applying Clifford's algebra to problems in mathematical physics including electromagnetism, gravitation and multiparticle quantum mechanics [23] has appeared within the last few years.
Regardless of origin, the key point now for the engineer is that this particular approach leads to an alternative method for solving Maxwell's equations as a CFIE (where 'C' could stand equally well for "combined" or "Clifford"). The Clifford algebra itself presents few problems. Apart from being non-com-mutative, it is only marginally more complicated than complex algebra.
The approach involving the Cauchy integral and Clifford algebra bears a formal similarity to integral methods involving Green's functions. However, they are by no means directly equivalent. The kernel for the Cauchy integral solves a first order differential equation whereas the Green's functions solve a second order differential equation. The singularities that appear in each differ, for example for the Green's function in the frequency domain and for the Cauchy kernel (see [24] ).
The Cauchy integral is known to apply to Lipschitz surfaces [18] , [25] , i.e. those with sharp corners and edges, such as cubes and wedges. It correctly accommodates fields which approach infinity at such points (cf. [26] , [27] ) provided that the basis functions for the fields on the boundary are chosen correctly. The functional analysis has been carried in two cases: one for fields on the boundary in the (square integrable) functional space [18] , [25] , and one for functions in a more complicated functional space denoted in [28] as . The second choice ensures that the field off the boundary is locally square integrable (i.e. finite energy, ).
Although mathematicians have proved to their satisfaction that solutions to Maxwell's equations exist within the framework of Clifford algebra and the multidimensional Cauchy integral, the task of demonstrating any such solutions has been left to others. The aim of this paper is to undertake that task, to report a viable algorithm which in theory converges to the correct solution, and to demonstrate its numerical performance.
Section II makes a few preliminary remarks about the use of Clifford algebra from the viewpoint of application to electromagnetism. Sections III and IV introduce the key elements developed by the mathematicians. Of particular importance are the Cauchy extension, the Cauchy integral and the Hardy projections in Section IV. These tools provide a method writing and manipulating what are otherwise integral equations as simple algebraic ones. Sections V and VI show first how Maxwell's equations are written in terms of these tools, and then how the solution can be obtained by geometrical construction. The geometry here is in an affine functional space (i.e., in a Banach space) rather than a space of ordinary points, but for the most part the same rules apply (cf. [29] ). The main theoretical contribution of this paper is the iterative solution presented in Section VI-B. Section VII describes numerical tests designed to investigate the performance of the iterative solution in terms of convergence and accuracy. The main experimental contribution of this paper are the results in Section VIII given by applying the tests to two particular cases: a cube illuminated from the outside by a plane wave, and from the inside by a Hertzian dipole. Section IX shows results when the technique is applied to one simple application, and Section X concludes with a discussion.
II. PRELIMINARIES
In using the multidimensional Cauchy integral to solve problems involving Maxwell's equations it is expeditious (although not strictly essential) to cast Maxwell's equations, the magnetic and electric field vectors and the divergence and curl differential operators into the framework of Clifford algebra rather than using them in the framework of vector calculus. 
where . The frequency domain version of the homogeneous form of Maxwell's equations (which are the ones used in the boundary formulation here) are written as the MaxwellDirac or -Dirac equation [18] , [24] (6)
Here the electromagnetic field of (3) is a monogenic function since the source term on the right is zero. Such a field could represent the total field in a region without sources, or some aspect of a field in a region containing sources (such as the field reflected from or transmitted through a boundary). If the inhomogeneous equation is required (i.e. with sources) there is a non-zero term on the right hand side. In that case the field is no longer a monogenic function.
III. FIELDS ON BOUNDARY
When using vector calculus the electromagnetic field is described as separate electric and magnetic field vectors (7) On the boundary at the interface between two homogeneous regions with different electrical properties, the field vectors exhibit certain discontinuities. These discontinuities are described by relationships (cf. [33] ) between the fields on the two sides of the interface (8) where and are the electric surface current density and surface charge density respectively, where is a unit vector normal to the interface, and where and are the electric permittivity and permeability in the two regions. The material properties and take complex scalar values. This accommodates lossy material in the frequency domain as a non-zero imaginary part of , but excludes anisotropic media.
Here, Maxwell's equations are solved using the multidimensional Cauchy integral, which can be expressed mathematically most directly when set in a framework of Clifford algebra (see [17] ), not vector calculus. For the boundary conditions, the normal and the tangential components of the field are written not in terms of the scalar (dot) and vector (cross) products in (8) , but instead in terms of two projection operators (9) derived both from the same reflection operator , where . The reflection operator produces an image of a vector reflected in the tangent plane to a boundary with a unit normal vector . Combining the vector with its mirror image as in (9) cancels either the normal part of the vector leaving only the tangential part , or vice versa.
When applied to the bivector electromagnetic field in (3), the result is a mixture of normal and tangential components of both electric and magnetic fields (10) A second level of projection operators (11) derived both from the same reflection operator , where , separates the mixture of normal and tangential components into all four parts by cancelling either the space-like part of the bivector leaving only the time-like part, or vice versa. The four boundary conditions in (8) can then be written in Clifford algebra using combinations of the operators. For example (12) if there are no sources on the boundary and the conductivity is everywhere finite.
IV. HARDY PROJECTIONS
The boundary value theorem [18] relates integrals of functions over a closed boundary to integrals of derivatives of those functions throughout the interior region . Stokes' theorem and the divergence theorem are special cases of the boundary theorem. When the Dirac operator (4) is used instead of curl and divergence operators the boundary value theorem takes the form (13) where is a Clifford number representing a point on the boundary or within its interior , is a Clifford number representing the outward unit normal, and and are the differential measures of area on the boundary and volume in the interior respectively.
In the special case when is replaced by a monogenic function and is replaced by the fundamental solution of the -Dirac operator: , then the boundary value theorem reduces to the integral equation formulation [24] (14)
This formula is known as the reproducing formula because the value of a monogenic (source free) electromagnetic field at a point inside a closed boundary can be reconstructed from its value on the boundary. The reproducing formula is a single-sided formula, producing only the value inside the boundary. Patching together two copies of the reproducing formula, one for the outside and one for the inside regions, gives the Cauchy extension operator [18] , [24] (15)
where represents a point placed inside either or and the function on the boundary can take any value; it need no longer be the trace of a monogenic function. Given the Cauchy extension produces two monogenic fields propagating away from the boundary: into and into as shown in Fig. 1 .
In electromagnetic problems the monogenic fields and play the role of fields transmitted through and reflected from the boundary. The source of the incident field, from which and are generated, could be somewhere in either or . Supposing that the source is in , the broken curve in Fig. 1 now represents the incident field. The incident field is related to the function on the boundary through the boundary conditions (8) or (12) as extracted by the projection operators in (9) and (10). The total field in is the sum of incident and reflected fields , whereas the total field in is the transmitted field by itself, . The difference of the two extensions for two points, in and in , in the limit as they approach the same point on the boundary from opposite sides retrieves the boundary function as a sum of two parts (16) with the two Hardy projection operators and introduced to represent the two limits (see [18] , [34] ). Applying the Hardy projection operator to the function on the boundary extracts the trace on the boundary of the transmitted field , and applying the Hardy projection operator extracts the trace on the boundary of the reflected field . The whole of the reflected field and the transmitted field can be recovered using the Cauchy extension operator (15) .
Note that it is the sense of the normal that determines which is the inside and which is the outside, rather than the converse. The sense of the normal can be chosen without regard to the particular geometry of any given application. Here the source has been chosen in , the region into which the normal points. To put the source and the incident field on the other side of the boundary without changing any equations is simply a matter of reflecting Fig. 1 about the vertical axis, effectively reversing the normal, all three fields, and all labels.
With point on the boundary itself, the Cauchy integral operator (see again [18] ) (17) gives the difference of the two fields. With the sum (as in (16)) and difference of the two fields known, each part can be separated (18) Table I summarizes the effects of the Cauchy integral and Hardy operators on three particular fields. The first is the case where there is no reflection, i.e. a perfectly transparent object. In this case there is no reflected field, so that on the boundary . The second case is for a perfectly reflecting object (conductor). Now there is no transmitted field, so that . The third case is for an object which is partially transmissive and partially reflective. In this case both transmitted and reflected fields are non-zero, and the function on the boundary is the value of their sum. Note that the Hardy projections play the role of decomposing the function on the boundary into its transmitted and reflected components, which may according to circumstance amount to the whole field, part of the field, or zero. Fig. 2 shows an electromagnetic field travelling from into , where the material properties are and respectively. The field is shown split into three components (19) where , and are four-dimensional Clifford bivectors representing incident, reflected and transmitted fields respectively. The total fields as in (8) or (12) are in and in . The cases where one of the fields is zero are the most simple. For perfectly reflecting objects there is no transmitted field , so that and . Applying the Hardy projections (18) as in Table I gives (20) For perfectly transparent objects there is no reflected field , so that and . Applying the Hardy projections to this case gives (21) Cases where there is partial transmission and reflection are more involved. See [25] for details.
V. INTEGRAL EQUATIONS FOR FIELDS ON BOUNDARY
Equations (20) and (21) are integral equations which relate the various components of the field on the boundary . Their nature as integral equations is seen by examining the Hardy projections as written in (18) in terms of the Cauchy integral, and then by referring to the nature of the Cauchy integral in (17) . Equations (20) and (21) play the same role as integral equations for fields that integral equations involving Green's functions play for potentials.
In electromagnetism, (20) applies to scattering problems, which are of practical importance in the design of antennas and waveguides. Equation (21) is also of importance. Its role lies in extending radiation patterns (as, for example, measured in an anechoic chamber) from the near field into the far field.
VI. GEOMETRIC SOLUTION
For cases of perfect transmission or reflection, solution of Maxwell's equations uses the integral equations in (20) or (21), along with boundary conditions from (8) or (12) . For perfect transmission any of the boundary conditions can be used, because there are no sources induced on the boundary. For perfect reflection only the bottom two equations can be used because charge and current sources of unknown value are induced. Adopting here the bottom two equations gives (22) for perfect reflection, and adopting the top two equations gives (23) for perfect transmission. The boundary conditions and are, as in (10), whatever mixture of normal and tangential components of the incident electric and magnetic fields is appropriate to the given problem.
Surface currents play no role in (22) and (23), and appear nowhere in the solution. It is for that reason it is possible to use the technique for objects which are not perfect electrical conductors just as easily as for objects which are perfect electrical conductors.
In order to visualise the solutions to (22) and (23) it is useful to represent them in a geometric form. Since and are operators which take the projections of functions rather than points, the appropriate geometrical space to use is one of functions , as shown in Fig. 3 , rather than points. Any function in this space can be represented in terms of two components and lying on coordinate axes and respectively, or equally well in terms of two components and lying on axes and . The two or components behave like vectors and add directly to reconstruct the function . The space behaves as if two-dimensional because the function can be fully reconstructed from only two components.
Although the figure as drawn appears to be either Euclidean for points or Hilbert for functions, this is not the case. The space lacks an inner product, so that angles (including right angles) have no meaning. Any figure which can be derived from Fig. 3 by a non-singular shearing operation is completely equivalent. Such spaces for points are called affine and for functions, as here, are called Banach spaces.
In Banach space the simultaneous equations in (22) and (23) can be drawn as in Fig. 4 (a) and 4(b) respectively. Translating (22) into the language of geometry reads on the first line "the solution lies on the axis" and on the second line "the solution lies on a line through the function on the axis parallel to the axis." Translating (23) reads on the first line "the solution lies on the axis" and on the second line "the solution lies on a line through the function on the axis parallel to the axis." It is one of the strengths of the approach adopted here, using Clifford algebra and the multidimensional Cauchy integral, that the solution of Maxwell's equations for a perfectly reflective or transmissive objects of any shape is reduced to finding the intersection of two straight lines.
Testing any method of finding the intersection can in principle be carried on either the problem of Fig. 4(a) or Fig. 4(b) . However, in practice Fig. 4(b) offers two advantages. The advantages come from reasons which are not geometric, since the two geometric problems are equivalent (rotating Fig. 4(b) by ninety degrees maps it onto Fig. 4(a) ). The reasons are in the numerical representation of the field , and in the independent knowledge of the actual solution.
For Lipschitz surfaces it is normally necessary to choose a basis which accommodates singularities at edges and corners, since the field can take infinite value at those places. However, for Fig. 4(b) the object is completely transparent so the field is everywhere (except at the source) regular and finite. That means a simpler basis can be chosen, one which cannot support singular field behaviour, without sacrificing accuracy. For perfectly reflecting objects of arbitrary shape, it is normally necessary to calculate the reflected field numerically. Indeed, that is the very aim of this work. However, testing any new numerical method is only as good as the accuracy to which the true solution is known. For Fig. 4(b) , the solution is known with zero error in advance, being simply the same as the incident field. That makes it possible to establish the accuracy of the numerical method with a higher degree of precision.
The approach here is therefore to test the method of finding the solution to Maxwell's equations by intersection of two straight lines in Banach space, on Fig. 4(b) . Note in advance (see Section VI-B) that any implementation for a solution to (23) can be altered to produce a corresponding implementation for a solution to (22) by changing only two signs in the original. However maintaining the accuracy of that derived solution also depends on upgrading the basis functions from the ones chosen here to ones which accommodate singularities.
A. Formal Solution
Consider now in detail the solution to the perfect transmission problem (23) and Fig. 4(b) .
Adding two components of a vector reconstructs the vector, so that , where is the identity. Substituting into (23) gives (24) But now from the boundary condition (25) Reference to Fig. 5 shows the geometric meaning of (25) as adding (as vectors along the axis) the two functions and to reconstruct the function (also as a vector along the axis). All trilaterals in Fig. 5 which appear by casual inspection to be similar are indeed similar. This holds even after any non-singular shearing operation. It therefore also follows geometrically, immediately by inspection, that the sum of these two functions does indeed reconstruct the solution .
Rearranging (25) (26) (27) now gives a formal solution in terms of the inverse of a compound operator . Note that (26) is not in the form of a Fredholm integral equation. Writing (26) in full integral form shows that the operator embeds with non-commutative multiplication from both sides. For a Fredholm integral equation the multiplication is from one side only. Whereas a direct matrix inverse style of solution for a discrete approximation to a Fredholm integral equation is possible, the same cannot be said for (26) . The formal solution as written in (27) is symbolic only, and should not be mistaken for some kind of matrix inverse.
B. Iterative Solution
The solution for in (27) need not involve a direct inversion of the compound operator . An iterative procedure can be used, as shown in Fig. 6 .
An initial estimate (28) is obtained by projecting the boundary conditions onto the axis. A correction is calculated by projecting first onto the axis and then back onto the axis. A new estimate is obtained by adding the correction to initial estimate. As a second iteration, an improved correction is used to give a better estimate . Note that the correction is always added to the initial estimate , not to the most recent estimate. The general form of the estimate is (29) The solution takes the form of a Neumann iteration, with initial guess calculated directly from the boundary conditions . A different field could also be chosen for an initial guess. This would make sense if it is known that is closer to the solution than .
The difference between consecutive estimates is (30) which, as shown in Fig. 7 , approaches zero as approaches infinity at a rate proportional to the size of the difference. In principle, the difference reduces to zero after an infinite number of iterations. At that stage , so that (31) The difference from the correct solution can be found by subtracting (25) (32) which by inspection of Fig. 8 can only be true if is sitting at the origin, so that . It therefore follows that the iterative method in (28) and (29) converges and, furthermore, converges to the correct solution.
A solution for the case of perfect reflection can be developed in exactly the same way. For perfect reflection, the solution is given formally by (33) and the iterative solution is (34) Convergence to the correct solution is assured for perfect reflection in the same way as for perfect transmission.
In both cases the iterative solution can be obtained by expanding the inverse of the compound operator in the formal solution as a binomial series . Convergence of the binomial series follows from the properties of the operator . Note in the case of Fig. 7 that and for any function on the axis that since is closer to the origin. That is always true as long as and (as here) are some kind of projection operators.
Note that any implementation of the transmissive solution can be altered to produce an implementation of the reflective solu- tion by changing only two signs in the whole procedure: the plus sign inside to minus, giving , and the minus sign inside to plus, giving . Doing so converts the equations for the transmissive solution (28) and (29) directly into the equations for the reflective solution (34) , as long as the appropriate boundary conditions are used.
VII. METHODOLOGY
A cubic boundary is used to test the iterative solution of Fig. 6 , and (28) and (29) . For this boundary minor modifications in the Cauchy integral and Hardy projections are required at the corners and edges. Equations (17) and (18) strictly apply only to points on smooth surfaces. In the case of points on edges and corners for the problem of perfect transmission, the equations should be written more generally as (35) and (36) Here, the parameter is the ratio of two angles: (i) the angle on the side of the boundary indicated by the superscript subtended to a point on the boundary, and (ii) the angle on either side of the tangent plane at the same point. The ratios at edges and corners, when calculating the Hardy projections for the interior and exterior fields, are as listed in Table II. The surface of the cube is divided into square elements of equal size. The Cauchy integral is calculated as a sum of smaller integrals over each element (37) The field on each element is approximated by a bilinear function (38) in a local coordinate system . The coefficients are Clifford bivectors which represent the values of the field at the four corners. Multiplying by the scalar functions (39) interpolates the field everywhere else over an element with edges of length . The sign is taken positive for when the value of is 2 or 3, and positive for when the value of is 3 or 4. The small integrals over each element are carried in the local coordinate system (40) where (41) For a single step in the iteration the Cauchy integral is calculated at every point at the corners of every element. However, it is only necessary to evaluate the geometric components once, since the entire set of values does not change as the iteration proceeds. Gauss-Legendre integration [35] is used here to evaluate these values numerically. The calculations required for each iteration then amount to the product of a matrix and a vector (42) both of which contain Clifford-valued quantities. The vector contains multiple copies of the points at the corners of the elements. The values in the matrix are obtained from the matrix by adding together columns which operate on common points. For any particular problem the matrix is fixed, and the vector represents the most recent estimate of the field at all points on the boundary.
A. Numerical Tests
The iterative algorithm has been investigated by performing numerical tests exposing a cube of 1 with edges aligned to the axes of a Cartesian system to two different incident fields.
In the first case the incident field is a uniform plane wave travelling in the positive direction, written in terms of electric and magnetic fields as [33] (43) Numerical values of and were taken for the magnitude of electric and magnetic fields respectively, and a numerical value of for the wavenumber.
In the second case the incident field emanates from a Hertzian dipole source oriented in the positive direction at the center of the cube, written in terms of electric and magnetic fields in spherical coordinates as [33] (44) A numerical value of was taken for the strength of the dipole, and a numerical value for the wavenumber of . In both cases free space values were taken for electric permittivity , magnetic permeability and intrinsic impedance . All of the calculations are carried using Clifford arithmetic, but the results are converted to vector form so they can be compared more easily to standard formulae, such as in [33] .
The tests aim to construct the full transmitted field on the boundary from half of the incident field ( , and ) using the iterative algorithm of Fig. 6 . Once the full field on the boundary is constructed it can be extended using the Cauchy extension, for the first case into the region bounded by the cube and for the second case into the unbounded region outside the cube, as shown in [24] .
Errors in the solution are presented in two forms. For the full field over the entire cube the error is presented as a single average value (45) where is the number of elements, and (46) are the errors in the magnitudes of the complex field vectors at the distinct corners of the elements, and (47) are the magnitudes of the complex field vectors of the known solution at the same points.
For the individual components of the field at individual points (in either Cartesian or spherical coordinates) the complex value of the error is presented in two parts, one part in phase with and one part in quadrature to the expected complex value, as a percentage of the magnitude of the whole or field.
VIII. NUMERICAL RESULTS
A. Case 1: Plane Wave
For the first case, Fig. 9 shows the error in the full field decreasing as the iterative algorithm progresses towards the solution. The three curves are for different conditions, with the cubic boundary divided into either , 384 or 600 elements. With each condition the solution obtained has a finite error. The error decreases as the number of boundary elements is increased. The error is slightly below 0.04% when the number of boundary elements . Fig. 10 shows at the 39th iteration the errors in the electric and magnetic fields along one edge of the cube . The errors along the edge are in broad agreement with the values in Fig. 9 . However, the errors at the corners themselves tend to be higher than average. This is more noticeable for the magnetic field, where they are in the vicinity of 0.1% when 600 boundary elements are used.
B. Case 2: Hertzian Dipole
For the second case, Fig. 11 shows the error in the full field decreasing as the iterative algorithm progresses towards the solution. The three curves are for different conditions, with the cubic boundary divided into either , 384 or 600 elements. With each condition the solution obtained has a finite error. The error decreases as the number of boundary elements Fig. 12 . Error in far field at r = 628:3 m, = 90 and = 0 generated by all components E; H of near field , and generated by components E ;H of near field 2.
is increased. The error is slightly below 0.4% when the number of boundary elements . At the 19th iteration the errors in the electric and magnetic fields along the edge of the cube (not shown) are in broad agreement with the values in Fig. 11 . In some cases, such as the radial electric field and the magnetic field , the errors at the corners are higher. However, that is not exclusively the case. For the electric field the errors close to are higher.
IX. APPLICATION  Fig. 12 shows the results of extending the near field of a dipole source measured on a cube of 1 to the far field at a point 623.8 m from the center of the cube using boundary elements.
For the lower curve all components of the and fields are taken on the cube from the analytical formula for a dipole source (44) and the far field is constructed in a single step using the Cauchy extension (15) . The error is due to the limited number of boundary elements (see [36] ). For the upper curve, the normal component of the electric field and the tangential component of the magnetic field are taken on the cube from the analytical formula. As a first step the missing components and are reconstructed using the iterative technique described in Section VI. As a second step the far field is constructed using the Cauchy extension. In this case the error includes that made during both steps of the calculation.
X. DISCUSSION
The iterative method presented in Section VI-B can be used for both perfectly reflective and transmissive interfaces. Here the tests are on the transmissive type of interface since the results are in general known in advance. This knowledge makes it easier to properly evaluate the performance of the algorithm.
The cube is chosen as a test shape for the reason of simplicity. For surfaces with sharp edges and corners it is usually expected that the field contains singularities at some points. That is not the case here, since the incident field is transmitted through the surface without perturbation. The field everywhere, including on edges and corners, is that of either a plane wave or is that of a dipole source. In the first case the field is totally void of singularities, and in the second case there is one singularity at the source itself. However, the dipole here is placed off the surface, so the field on the surface is everywhere finite and well behaved.
The accuracy achieved in Fig. 9 for the plane wave source is greater than in Fig. 11 for the dipole source. The orientation of the plane wave matches the orientation of the surface and also matches the orientation of the elements into which the surface is divided. The same is not true for the dipole source, where the nature of the wave is more well suited by a spherical rather than a cubic and Cartesian system. The bilinear functions and the quantization chosen here are set in the Cartesian framework, and do not accommodate the dipole field as easily as they accommodate the plane wave. It then follows for any given level of quantization that the accuracy is likely to be higher for the plane wave. Nevertheless, for both cases the accuracy can be improved by increasing the number of elements. It is likely that the same would also be the true if functions of higher order than bilinear were used.
The rate of convergence towards solution appears in Fig. 11 higher for the dipole source than in Fig. 9 for the plane wave, although the shape of the curve for the dipole makes it somewhat difficult to obtain a good estimate. For the plane wave, the accuracy accrues at a rate of one decimal place for every ten iterations. Five decimal places could be obtained with 50 iterations, although it would be necessary to use a higher number of elements than here.
In the case of Fredholm integral equations, the rate of convergence can be improved by replacing Neumann style iterative solutions by various alternatives, such as the conjugate gradient method (cf. [37] ). It would be expected that similar improvements can be achieved if the same methods apply in the non-Fredholm non-commutative situation here.
For each iteration the computational effort is as for the multiplication of a matrix with elements onto a vector of elements, i.e. multiplications and additions. For each iteration requires 362,404 operations. If indeed 50 iterations do give adequate accuracy, then the total computational effort is , which is less than a direct inverse of for all .
The operations of multiplication and addition are carried in Clifford arithmetic, which takes more work than real arithmetic. Without taking special short cuts, a Clifford multiplication of two four-dimensional Clifford numbers, each of which have 16 complex coefficients, takes complex multiplications and additions when implemented as 4 4 Dirac matrices. However, for applications in electromagnetism short cuts can be achieved because many of the 16 complex coefficients are zero. The and fields together require only six non-zero complex coefficients, and simple vectors such as the normal vector require only three non-zero real coefficients.
The mathematical theory [17] , [18] , [25] , [34] behind the method presented here is quite rigorous. The implementation departs from the rigor of the theory by making three different approximations. Firstly, the surface is quantized into a finite number of elements (here squares). Secondly, the field on each element is supposed to conform to a particular generic form (here bilinear). Thirdly, integrals over the elements are evaluated numerically (here by Gauss Legendre integration). Such departures from the theory, if taken too far, can render its support invalid. However, if departures from the theory are kept within acceptable limits, valid solutions are guaranteed. Although it is not clear in general what those limits might be, the experience here is that valid solutions are achievable (within a fixed amount of error) using relatively simple approximations. Needless to say, making improvements to those approximations is likely to yield even more accurate results.
When converting an implementation of the transmissive problem into an implementation of the reflective problem as described in Section VI-B some care must be taken. Validity of the conversion relies on the resulting implementation meeting certain conditions required of the reflective solution, but not of the transmissive solution. In principle, basis functions which support singularities at the corners and edges are required. Use of bilinear functions as here cannot be expected to give optimal results. With the new basis functions, methods of integration must be chosen accordingly i.e. to support (integrable) singularities at the limits of the integration. Doing so eliminates the need for the angular ratios in Table II at the corners and edges of the cube which, in the case of the transmissive problem, are unknown.
Our ongoing work involves testing the solution to the reflective problem in the case of various basis functions. Preliminary results in the reflective case are much the same as shown here for the transmissive case.
