The pronunciation of irregular words in deep orthographies like English cannot be specified by simple rules. On the other hand, the fact that novel letter strings can be pronounced seems to imply the existence of such rules. These facts motivate dual-route models of word naming, which postulate separate lexical (whole-word) and non-lexical (rulebased) mechanisms for accessing phonology. We used fMRI during oral naming of irregular words, regular words, and nonwords, to test this theory against a competing single-mechanism account known as the triangle model, which proposes that all words are handled by a single system containing distributed orthographic, phonological, and semantic codes rather than word codes. Two versions of the dual-route model were distinguished: an dexclusiveT version in which activation of one processing route predominates over the other, and a dparallelT version in which both routes are equally activated by all words. The fMRI results provide no support for the exclusive dual-route model. Several frontal, insular, anterior cingulate, and parietal regions showed responses that increased with naming difficulty (nonword > irregular word > regular word) and were correlated with response time, but there was no activation consistent with the predicted response of a nonlexical, rule-based mechanism (i.e., nonword > regular word > irregular word). Several regions, including the angular gyrus and dorsal prefrontal cortex bilaterally, left ventromedial temporal lobe, and posterior cingulate gyrus, were activated more by words than nonwords, but these dlexical routeT regions were equally active for irregular and regular words. The results are compatible with both the parallel dual-route model and the triangle model. dLexical routeT regions also showed effects of word imageability. Together with previous imaging studies using semantic task contrasts, the imageability effects are consistent with semantic processing in these brain regions, suggesting that word naming is partly semantically-mediated. D 2005 Elsevier Inc. All rights reserved.
Introduction
The correspondence between spoken and written forms of a language is not always systematic. While in some alphabetic orthographies the sound of a word can be worked out using rules of pronunciation, in most, there are varying degrees of irregularity in the mapping between print and sound. In English, for example, Bernard Shaw pointed out that the word ''fish'' could be written ghoti if one were mischievous enough to borrow the spelling for /f/ from rough, the spelling of /I/ from women, and the spelling of /sh/ from nation. Words like colonel and yacht are only some of the more extreme examples of such irregularity of pronunciation, which is pervasive in English and is seen in many of its more common words, including some, many, of, the, and word just used in this sentence.
While the pronunciation of these dirregularT words would seem to be learned through rote memorization of the whole word, there is also a degree of correspondence between letters and sounds in English that presumably assists with pronunciation. In the case of novel letter strings like mave, such correspondences seem necessary to construct a reasonable pronunciation without any prior example. This apparent qualitative distinction between whole-word and rule-based pronunciation forms the conceptual basis for dual-route models of word naming. The essential features of these models include a distinct lexical pathway for pronunciation of irregular words, which in some versions includes activation of semantic representations for the word; and a nonlexical, rule-based pathway for constructing the pronunciation of novel and unfamiliar words, often referred to as the graphemephoneme conversion (GPC) system. Regularly spelled words can be handled by either route, with word frequency being the major determinant of which pathway is selected. These models have a long and venerable history (Coltheart et al., 1977; Marshall and Newcombe, 1973; Meyer et al., 1974; Morton and Patterson, 1980) , continue to be updated and expanded (Coltheart et al., 1993 (Coltheart et al., , 2001 , and continue to garner empirical support (Andrews and Scarratt, 1998; Baayen and Schreuder, 1999; Jobard et al., 2003; Joubert and Lecours, 2000; McKague et al., 2001; Simos et al., 2000; Visser and Besner, 2001 ).
Alternatives to dual-route theory postulate a single mechanism that generates pronunciations for all words. The most prominent single-mechanism accounts are neural network models in which word pronunciations are learned through repeated training with a corpus of written and spoken inputs. After a set of optimal connection weights has been learned, both irregular words and nonwords are pronounced using the same network. The first version of this model used a single pathway mapping orthography directly to phonology (Seidenberg and McClelland, 1989) , but subsequent elaborations have added a layer of semantic units not only to assist with pronunciation of irregular words but also to more accurately account for dissociations between nonword and irregular word performance observed in patients with acquired dyslexia (Harm and Seidenberg, 2004; Plaut and Shallice, 1993; Plaut et al., 1996) . This version has become known as the dtriangle modelT in reference to the triangular architecture linking orthographic, phonological, and semantic units. While the addition of a semantic pathway would seem at first to blur the distinction between the dual-route and single-mechanism accounts, there remains one critical difference between the models. Whereas the dual-route theory postulates two qualitatively different mechanisms for generating phonology (whole-word retrieval vs. rule-based construction), the triangle model possesses only one mechanism, involving interactive parallel processing by sublexical orthographic, phonological, and semantic units. Consequently, the triangle model makes no reference to a lexicon of word form representations in the brain.
Several notable attempts have been made to test the dual-route model with functional neuroimaging, yet results have been far from consistent (Jobard et al., 2003; Mechelli et al., 2003) . One relatively reliable finding is stronger activation to nonwords than words in the left frontal operculum and adjacent anterior insula (Fiez et al., 1999; Hagoort et al., 1999; Herbster et al., 1997; Mechelli et al., 2003; Paulesu et al., 2000; Xu et al., 2001) . Because the dual-route model proposes greater reliance on the nonlexical GPC system in the case of nonwords, these findings have often been interpreted as evidence for such a system in the left inferior frontal lobe. This region has also shown stronger activation to irregular words compared to regular words, however, suggesting a closer relationship to naming difficulty than to the type of pathway engaged (Fiez et al., 1999; Herbster et al., 1997) . Both nonwords and irregular words are named more slowly and less accurately than regular words (Balota et al., 2004; Carr and Pollatsek, 1985; Seidenberg et al., 1984) . These facts present an inherent problem for any attempt to compare these classes of stimuli using functional imaging techniques, which are highly sensitive to task difficulty (Adler et al., 2001; Braver et al., 1997 Braver et al., , 2001 Honey et al., 2000; Jonides et al., 1997; Ullsperger and von Cramon, 2001 ). The problem is that changes in task difficulty can alter demands on general and selective attention, working memory, response monitoring, decision making, and other executive processes, regardless of the type of stimulus being processed. Such effects do not constitute evidence for differential activation of one processing pathway over another.
In assessing the evidence from functional imaging, it is useful to be as explicit as possible concerning the predictions made by each model (Fig. 1) . We distinguish between two rather different interpretations of dual-route theory, called here the dexclusiveT and the dparallelT models. The exclusive model refers to earlier forms of dual-route theory based on a highly modular conception of the model's processing components, such as the orthographic and phonological lexicons, the GPC system, and so on. This version of the theory (Fig. 1 , top row) has often been interpreted as postulating two exclusive pathways, only one of which is selected for processing a given item. Presentation of a nonword is assumed to engage the rule-based GPC route alone, whereas presentation of an irregular word engages the lexical route alone or to a much greater degree than the GPC route. Thus, this form of dual-route theory has often been interpreted as predicting mutually distinct areas of activation for nonwords and irregular words (Jobard et al., 2003; Rumsey et al., 1997; Simos et al., 2000) . Regular words (especially low-frequency regular words) are expected to produce more activation of the GPC route than irregular words. Irregular words should produce more activation of the lexical pathway than regular words, since some regular words are processed by the GPC route rather than by the lexical route.
More recent, computational forms of the dual-route model, however, make somewhat different predictions. In the best-known such version (Coltheart et al., 1993 (Coltheart et al., , 2001 , irregular (and regular) words are always processed in parallel by both the lexical and GPC routes (Fig. 1, middle row) . Since words always activate the GPC system, this form of the model does not necessarily predict any areas with greater activation for nonwords than words. Like the exclusive model, the parallel model predicts greater activation of the lexical pathway for words (both regular and irregular) compared to nonwords, since nonwords cannot activate word units in the orthographic and phonological lexicons that comprise this pathway. In contrast to the exclusive version, however, the parallel dual-route model assumes that both regular and irregular words are always processed by the lexical pathway, so there should be no effect of spelling -sound regularity on activation of the lexical pathway.
Distinct areas of activation by words relative to nonwords are also predicted, however, by the single-mechanism triangle model, because words have meaning and therefore activate semantic representations to a greater degree than nonwords (Fig. 1, bottom  row) . Like the parallel dual-route model, the triangle model assumes that all words are processed by the entire system, so there should be no difference in activation patterns for regular and irregular words. Also, like the parallel dual-route model, the triangle model predicts little, if any, activation favoring nonwords over words, since all stimuli activate the orthographic and phonological units.
Thus, the parallel dual-route and triangle models make very similar predictions about the effects of lexicality and regularity of pronunciation on brain activity. The principal difference between these models lies in whether the pronunciation of words is facilitated by word codes (the orthographic and phonological lexicons) or by semantic codes. According to the dual-route account, activation by words relative to nonwords represents processing of word codes and should not be modulated by semantic variables. In the triangle model, on the other hand, these areas process semantic codes and might therefore be sensitive to concreteness/imageability, taxonomic category, prototypicality, level of specificity, and other semantic factors. To the extent that lexical and semantic systems are spatially distinct in the cortex, the two models might also predict different specific areas of activation in a contrast between words and nonwords. For example, semantic memory systems have often been localized to ventral areas in the temporal lobe and to the angular gyrus (Binder and Price, 2001; Damasio et al., 2004; Gainotti, 2000; Martin, 2001) , whereas some studies suggest representation of lexical codes in more dorsolateral temporal regions (Howard et al., 1992; Perani et al., 1996; Price et al., 1996; Small et al., 1996) . To date, however, few studies have shown any activation for words over nonwords during simple pronunciation tasks, making adjudication of this matter difficult.
In the following fMRI study, we attempted to provide clearer evidence on these predictions in four ways. First, a relatively large sample of participants was studied to ensure reliable activation patterns and to optimize detection of subtle differences between conditions. Second, an overt naming task was used to ensure that accurate phonological representations were fully accessed. This method also provided vocal response times (RT) for use in assessing differences in task difficulty. These RT data were incorporated directly into the image analysis in an attempt to delineate brain areas modulated by task difficulty. Third, we used carefully matched nonword, regular word, and irregular word stimulus sets to avoid potential confounding from stimulus length, visual familiarity, word frequency, and imageability, all of which are known to influence word reading. Finally, because of the differential role played by semantic processes in the models, and because of recent results showing large effects of word imageability on brain activation (Binder et al., in press), we manipulated this variable to identify brain regions specifically involved in processing semantic information.
Several complexities arise in attempting to distinguish general effects of task difficulty from domain-specific word naming processes. It is helpful to recognize that differences in task difficulty are an inherent confound in comparisons among regular words, irregular words, and nonwords, because variation in task difficulty is inevitably correlated to some degree with other differences between these conditions. At the same time, variation in task difficulty also occurs within each condition, and these effects of task difficulty can be isolated from the condition effects of interest. We accomplished this by using multiple regression analyses in which normalized RT values were coded separately for each stimulus condition. Because these regressors are orthogonal to the condition regressors, they account for variance due to RT that is independent from variance due to the stimulus conditions. This analysis thus identified candidate brain regions that are likely to be modulated by non-specific differences in task difficulty, such as working memory, attention, decision, and response selection systems. These results are informative because the brain areas so modulated can be compared directly to those showing condition effects. Condition effects (i.e., differences between nonwords, regular words, and irregular words) appearing in brain regions that are modulated by general task difficulty are likely to reflect non-specific differences in task difficulty between conditions. In contrast, brain regions involved in more specific word naming processes should not be modulated by within-condition variance in RT.
Methods

Participants
Participants were 24 healthy, literate adults (12 men), aged 18 -48 years (mean = 27.5), with no history of neurological disease or learning disability. Years of education ranged from 11 to 24 (mean = 16). All were right-handed on the Edinburgh Handedness Inventory (Oldfield, 1971) and spoke English as a first language. All participants provided written informed consent in accordance with the institutional review board and were paid an hourly stipend.
Stimuli and task
The 240 reading stimuli included 160 English words and 80 word-like nonwords, all ranging from 4 to 6 characters in length (Table 1) . Words were all nouns and of low-to-medium word frequency (range 0 -65/million). There were 80 Irregular and 80 Regular words. Irregular words were mostly taken from previous studies of word naming (Coltheart et al., 1979; Seidenberg et al., 1984; Taraban and McClelland, 1987; Waters and Seidenberg, 1985) . These items included both spellings that violate common pronunciation patterns (dexceptionT words such as wand, sweat, plaid, caste, spook, threat) and unique spellings that violate pronunciation rules (dstrangeT words such as aisle, choir, fruit, heir, corps, scheme). Regular words had regular spelling-to-sound mappings (e.g., lice, hedge, sleeve, deed, pride, grudge). Equal numbers of concrete and abstract nouns were included in each set.
Irregular and Regular word sets were matched on letter and phoneme length, mean positional bigram frequency, orthographic neighborhood count, and word frequency using phonological data and frequency counts from the CELEX lexical database (Baayen et al., 1995) . The sets were also matched on imageability. Imageability ratings were taken from the MRC lexical database (Wilson, 1988) (www.psy.uwa.edu.au/mrcdatabasewa _ mrc.htm) and from norms published by Bird et al. (2001) and Cortese and Fugett (2004) . Imageability ratings for the study items ranged from 140 to 659 (mean = 458, SD = 125) and were uncorrelated with letter length, phoneme length, mean positional bigram frequency, orthographic neighborhood count, or word frequency.
The 80 Nonwords were generated by Markov chaining based on position-specific bigram frequencies from the CELEX database. These were selected from a larger pool of stimuli to create a set of easily pronounceable nonwords matched to the word sets on the four lexical characteristics listed in Table 1 . ANOVAs (df = 2237) showed no significant differences across the three conditions on any of these variables (all P > 0.1).
In addition to the word and nonword conditions, 80 trials using false-font stimuli were included as a control for low-level sensory processes. Results from this condition are not relevant to the aims of this study and will not be discussed here. Finally, 80 trials of fixation only (no stimulus except a fixation cross) were included as a low-level baseline.
Participants were asked to read each word or nonword aloud ''as quickly as possible without making errors''. Participants practiced the tasks prior to entering the scanner, using items not included in the experiment, and were trained to respond within a time window of about 4 s after stimulus onset. This was accomplished by using an auditory warning cue, consisting of two short tones, presented 3750 ms after the onset of each stimulus to signal the end of the response window. Stimuli were computer generated using Psyscope software (Cohen et al., 1993) , which also recorded vocal RT. Responses were monitored and phonetically transcribed on-line by an experimenter and later scored for accuracy. A liquid crystal display projector was used to rearproject the stimuli onto a screen located near the participant's feet. Subjects viewed the stimuli through prism lenses. Stimuli were presented in white lower-case Geneva font on a black background and subtended an average horizontal visual angle of about 3.58 at the center of the field of view. Order of presentation was randomized. Trials occurred every 7 s and were synchronized with image acquisitions, as described below. Stimulus duration was 2 s. A fixation cross appeared during each interstimulus interval. As in the practice session, an auditory warning tone signaled the end of the response window after each trial.
MRI acquisition
MRI data were acquired on a GE Signa 1.5-T scanner (GE Medical Systems, Milwaukee, WI) using a 3-axis, local gradient coil with a built-in transmit -receive RF coil (Medical Advances, Inc., Milwaukee, WI). High-resolution, T1-weighted anatomical reference images were acquired as a set of 124 contiguous sagittal slices (0.9375 Â 0.9375 Â 1.2 mm) using a spoiled-gradient-echo sequence (''SPGR'', GE Medical Systems, Milwaukee, WI). Functional imaging used a clustered (or dsparseT) acquisition, gradient-echo, echoplanar sequence with the following parameters: 40 ms echo time, 7 s repetition time, 2 s volume acquisition time, 24 cm field of view, 64 Â 64 pixel matrix, and 3.75 Â 3.75 mm inplane voxels. Twenty-one sagittal slices covered the entire brain. Slice thickness was either 6.5 or 7.0 mm depending on brain width. Five runs of functional images were acquired, each composed of 80 whole-brain image volumes. Timing of scanner and task events is illustrated in Fig. 2 .
fMRI data analysis
All image analysis was done with the AFNI software package (http://afni.nimh.nih.gov/afni) (Cox, 1996) . Motion artifacts were minimized by within-participant registration of echoplanar image volumes. Estimates of the three translation and three rotation movements at each point in each time-series were computed during registration. Mean, linear trends, and 2nd-order trends were removed on a voxel-wise basis from each functional run, and the five runs were concatenated into a single series of 400 image volumes.
Image volumes were categorized according to the stimulus presented prior to each volume acquisition, and the entire series was then analyzed using multiple regression. Trials on which errors occurred were coded as such and treated as a separate condition of no interest. Normalized imageability ratings for each word were included as an independent regressor to identify brain areas modulated by imageability. Translation and rotation movement parameters estimated during image registration were included in the regression model to remove residual variance associated with motion-related changes in BOLD signal. Finally, the RTs on each trial (including error trials) were included in the regression model, after normalization of the RT values, to account for any variance due solely to time on task. Separate RT regressors were created for each of the three reading conditions. Since each RT regressor was normalized, each was orthogonal to the condition regressors and represented only within-condition variance in RT. The resulting parametric maps included coefficient (magnitude) and t-statistic parameters for each condition, for the imageability rating, and for each RT regressor. Contrasts between conditions (IrregularRegular, Irregular -Nonword, and Regular -Nonword) were then performed under a general linear model to identify voxels in which the BOLD response differed between conditions. The resulting coefficient maps from each participant were linearly resampled in standard stereotaxic space (Talairach and Tournoux, 1988) to a voxel size of 1 mm 3 and spatially smoothed with a 7-mm full-width-half-maximum Gaussian kernel to compensate for variance in anatomical structure. The smoothed coefficient maps were then subject to a random effects analysis comparing the coefficient values to a null hypothesis mean of zero across participants. Condition-specific RT maps were combined in a conjunction analysis to determine common areas modulated by RT independent of reading condition. All resulting group activation maps were thresholded at a voxel-wise 2-tailed probability of P < 0.001 ()t-deviate) !3.76). Finally, Monte Carlo simulation was used to estimate the chance probability of spatially contiguous clusters of voxels passing this threshold. Clusters smaller than 450 Al in the group maps were removed, resulting in a corrected 2-tailed probability threshold of P < 0.05 for each group map.
Results
Behavioral results
All subjects were easily able to respond within the 3750-ms response window on all trials. Response time (RT, correct trials only) and accuracy data are listed in Table 2. RT differed Note that while there were differences in accuracy across conditions, only correct trials were included in the fMRI analysis, so accuracy was matched (100% in all conditions) in the fMRI analysis.
fMRI results
Tables in Appendix A list stereotaxic coordinates for activation peaks observed in the main contrasts of interest. Activations shown in the figures have been mapped to a representative dinflatedT brain surface using the FreeSurfer (http://surfer.nmr.mgh.harvard.edu) and CARET (http://brainvis.wustl.edu/caret) software packages (Dale et al., 1999; Van Essen et al., 2001) .
Activations relative to fixation
Much of the brain was activated bilaterally during reading aloud compared to visual fixation, and the maps for the different conditions appeared qualitatively very similar. Fig. 3 shows an example map for the Nonword condition. Bilaterally activated regions included the calcarine cortex and occipital pole, large regions of ventral and dorsal extrastriate cortex, intraparietal sulcus (IPS), superior temporal primary and association auditory areas, lateral premotor and motor areas including the frontal eye field (FEF), inferior frontal gyrus (IFG) and adjacent middle frontal gyrus, insula, anterior cingulate gyrus and supplementary motor area (SMA), superior cerebellum (not shown), and basal ganglia.
dDeactivationsT (i.e., higher signals during fixation) occurred bilaterally in the angular gyrus, posterior cingulate gyrus and precuneus, dorsal prefrontal cortex (centered on the superior frontal sulcus), and ventromedial frontal lobe; and unilaterally in the left anteromedial temporal lobe.
Activations correlated with RT
Inclusion of individual, trial-by-trial RT data in the activation model provides a powerful means of detecting areas where brain activity varies with RT. The analysis used condition-specific normalized RT values to represent within-condition RT variance. These maps were then combined in a conjunction analysis to identify brain areas modulated by RT regardless of stimulus condition (Fig. 4A) . Many of the frontal and parietal regions activated during reading showed this sensitivity to time on task. These areas included the IFG and adjacent middle frontal gyrus, precentral sulcus and FEF, anterior insula, anterior cingulate gyrus, SMA, IPS, thalamus, and globus pallidus bilaterally; as well as left posterior temporal -occipital cortex in the posterior inferior temporal gyrus, posterior fusiform gyrus, and middle and inferior occipital gyri. Negative correlations with RT were observed in the left posterior cingulate gyrus and in the body and tail of the caudate nucleus bilaterally.
Irregular vs. Regular words
The contrast between Irregular and Regular words showed a more restricted set of activated regions (Fig. 4B) . Notably, no areas showed stronger signals for Regular words. Stronger activity for Irregular words occurred in the IFG, adjacent middle frontal gyrus, and adjacent precentral sulcus bilaterally; anterior insula bilat- erally; anterior cingulate gyrus bilaterally; and left IPS. All of these areas had shown strong general effects of time on task in the RT map (Fig. 4A ).
Regular words vs. Nonwords
If any of the areas activated by Irregular words relative to Regular words represent a lexical processing pathway, as postulated by the dual-route model, then these areas should also be activated to some degree by Regular words relative to Nonwords. This contrast showed greater activation by Regular words in a number of regions (yellow -red colors in Fig. 4C ), but these regions did not overlap at all with those activated in the IrregularRegular contrast. Relatively greater activation for Regular words was observed in the left ventromedial temporal cortex (fusiform and parahippocampal gyri along the anterior collateral sulcus) and bilaterally in the angular gyrus, dorsal prefrontal cortex (centered on the superior frontal sulcus), posterior cingulate gyrus, precuneus, and ventromedial frontal cortex. A small focus occurred in the anterior right middle temporal gyrus.
Greater activation for Nonwords (blue colors in Fig. 4C ) was seen bilaterally in the IFG and adjacent middle frontal gyrus, precentral sulcus and FEF, anterior insula, anterior cingulate gyrus, and IPS; and unilaterally in the left posterior inferior temporal -occipital region. These areas are strikingly similar to those modulated by RT (see Fig. 4A ) and also overlap almost completely with areas activated by Irregular relative to Regular words. Thus, an almost identical network of brain regions was activated by both Nonwords and Irregular words relative to Regular words, and this network was modulated by RT independent of reading condition.
Irregular words vs. Nonwords
The contrast between Irregular words and Nonwords showed differential activation in several regions (Fig. 4D) . Relatively greater activation for Irregular words was observed in many of the same areas observed for Regular words over Nonwords, including the angular gyrus bilaterally, left dorsal prefrontal cortex, left ventromedial temporal cortex along the anterior collateral sulcus, posterior cingulate gyrus, and ventromedial frontal cortex. Greater activation for Nonwords was seen in the left posterior IFG and adjacent precentral sulcus, left FEF, left posterior temporaloccipital cortex, bilateral anterior cingulate gyrus, and bilateral IPS. Once again, these areas activated by Nonwords overlapped almost entirely with those modulated by RT (Fig. 4A ) and with those activated by Nonwords relative to Regular words (Fig. 4C ).
There was, however, generally less activation for Nonwords relative to Irregular words than for Nonwords relative to Regular words.
Imageability effects
Imageability effects are of relevance for the interpretation of the angular gyrus and other regions activated more by words than nonwords (Figs. 4C and D) . If these differences are due to activation of a non-semantic lexicon, as postulated in some versions of the dual-route model, these regions should not show sensitivity to word imageability, since both concrete and abstract words are represented similarly in the lexicon. We previously showed greater activation in these same regions, however, for concrete words relative to abstract words during a lexical decision task (Binder et al., in press ).
Effects of word imageability were examined by incorporating individual item imageability ratings in the regression model. Positive correlations with imageability were observed in most of the areas activated by words relative to Nonwords, including the angular gyrus bilaterally, dorsal prefrontal cortex bilaterally, left ventromedial temporal cortex, and posterior cingulate gyrus bilaterally (Fig. 5) . Ventromedial frontal cortex was not modulated by imageability. Negative correlations (stronger activation for less imageable words) occurred in the left IFG and adjacent precentral sulcus, and in the anterior cingulate gyrus bilaterally.
Discussion
Oral reading engages a variety of general and more specific processes, including primary vision and form perception, attention and other executive processes, orthographic to phonological translation, speech articulation, and speech perception. These systems-comprising large regions of visual, auditory, motor, premotor, prefrontal, and dorsal parietal cortex bilaterally-were activated in common during reading of Regular words, Irregular words, and Nonwords compared to a fixation baseline. More specific comparisons were designed to detect differences in brain activation as a function of spelling -sound regularity and lexicality. Complicating these analyses were significant differences in task difficulty across conditions, as indicated by differences in both RT and accuracy. These differences are not unique to the present study; they are consistently observed in experimental studies of word and nonword naming (Balota et al., 2004; Carr and Pollatsek, 1985; Seidenberg et al., 1984) . Indeed, many effects of lexicality and spelling -sound regularity reported in previous imaging studies could have resulted from unmeasured differences in task difficulty. Our aim here was to test the feasibility of several models of word naming that focus on domain-specific orthographic, phonological, and semantic processes (Fig. 1) . Approaching this goal using neurophysiological methods requires separation, as far as possible, of general effects on attention, working memory, decision, response selection, and monitoring processes from modulation of these domain-specific linguistic processes.
The novel strategy we pursued was to concurrently identify brain areas that are modulated by within-condition variation in RT during the naming task. Many of the frontal and parietal regions activated by the naming task showed this general sensitivity to time on task regardless of the particular reading condition. Many of these areas, including the IFG bilaterally, left precentral sulcus, and IPS, have been linked in prior studies to working memory processes (e.g., Barde and Thompson-Schill, 2002; Braver et al., 1997 1997; Jonides et al., 1998; LaBar et al., 1999; Paulesu et al., 1993; Smith et al., 1998; Wager and Smith, 2003) . Others, including the FEF, anterior cingulate gyrus, and IPS, are the principal components of a well-described frontoparietal attention network (e.g., Adler et al., 2001; Corbetta and Shulman, 2002; Gitelman et al., 1999; Kastner and Ungerleider, 2000; LaBar et al., 1999; Mesulam, 1999; Yantis et al., 2002) . Other regions modulated by RT, including the IFG, anterior insula, and anterior cingulate gyrus bilaterally, have been linked with decision, response selection, and response monitoring processes (e.g., Badgaiyan and Posner, 1998; Binder et al., 2004; Botvinick et al., 1999; Braver et al., 2001; Carter et al., 1998; Horovitz et al., 2002; Krawczyk, 2002; Menon et al., 2001; Ullsperger and von Cramon, 2001; van Veen and Carter, 2002) . All of these regions have been demonstrated previously to show activation correlated with RT (Binder et al., 2004; Binder et al., in press; Honey et al., 2000) . Modulation of left posterior temporal -occipital cortex (posterior inferior temporal gyrus, inferior and middle occipital gyri) by RT warrants further discussion, since this region is unlikely to play a role in attentional control or other executive functions. These areas are considered ventral visual extrastriate cortex and are near both the dvisual word form areaT in the left lateral fusiform gyrus and inferior temporal sulcus (Cohen et al., 2002; McCandliss et al., 2003) and the visual motion perception area MT (Beauchamp et al., 1997; Chawla et al., 1998; Zeki et al., 1991) . Modulation of this region by RT was reported previously during a visual lexical decision task (Binder et al., in press) , and this region was robustly activated in an fMRI study of covert shifting of spatial attention . One possibility is that attentional systems modulate the level of activity in early visual recognition networks located in these areas. RT may also be a rough index of how long subjects fixate the stimulus, which could determine activation level in these visual association areas. Another possibility, however, is that this region is modulated by demands on orthographic-to-phonological conversion processes. This account is considered in more detail later in discussing the dexclusiveT dual-route model.
An identical network of frontal, cingulate, insular, and dorsal parietal areas was activated in several of the contrasts between reading conditions. These areas showed stronger activation for Irregular compared to Regular words (Fig. 4B) , as well as for Nonwords compared to Regular words (Fig. 4C) and Nonwords compared to Irregular words (Fig. 4D ). This network of brain regions was thus generally activated in order of ascending task difficulty: least for Regular words, more for Irregular words, and most for Nonwords. These results are consistent with several prior studies that have shown relative activation of the IFG and adjacent areas by both nonwords and irregular words compared to regular words (Fiez et al., 1999; Herbster et al., 1997) .
The direct comparisons between reading conditions also revealed another, distinct brain network activated by words (Regular and Irregular) relative to Nonwords. These areas included the angular gyrus, dorsal prefrontal cortex, posterior cingulate gyrus, and ventromedial frontal lobe bilaterally, and left ventromedial temporal cortex. This network has been strongly implicated in semantic processing in a number of previous studies (Binder and Price, 2001) . For example, these regions show stronger activation during semantic than phonological tasks (Binder et al., 1999; Démonet et al., 1992; Mummery et al., 1998; Poldrack et al., 1999; Price et al., 1997; Roskies et al., 2001; Scott et al., 2003) . They are activated more by words than nonwords during lexical decision Binder et al., in press; Ischebeck et al., 2004) and more by concrete words than abstract words (Binder et al., in press ). This network has also been repeatedly shown to ddeactivateT during active tasks relative to resting or passive stimulation conditions (Binder et al., 1999; Mazoyer et al., 2001; McKiernan et al., 2003; Raichle et al., 2001; Shulman et al., 1997) . This latter effect was also clear in our contrasts between the naming conditions and passive fixation (Fig. 3) , which showed ddeactivationT in a network almost identical to the one activated by words relative to nonwords.
In the following sections, we compare these patterns of activity with the predictions made by various models of word naming. Though these models remain somewhat underspecified at the neural level, we believe the imaging data rule out at least one account and offer some constraints for future development and modification of others.
The dexclusiveT dual-route model
How consistent are these data with the dual-route model of word naming? This depends on whether Irregular words are viewed as selectively activating the lexical pathway, as in the dexclusiveT version of the model, or are processed by both pathways. We believe our data are incompatible with an exclusive model. If Irregular words are processed only by the lexical pathway and not by the assembled phonology pathway, then Regular words should produce greater activation in the latter pathway than Irregular words. There were, however, no regions activated by Regular relative to Irregular words, which is inconsistent with an exclusive dual-route model. Furthermore, the exclusive model predicts much greater activation of this same assembled pathway by Nonwords than by Irregular words. Although there were several regions activated by Nonwords relative to Irregular words (blue areas in Fig. 4D ), most of these areas were also activated more by Irregular words than Regular words. This pattern of activation (Nonword > Irregular > Regular) is clearly not compatible with the predicted response of an assembled phonology pathway.
What does this network of brain areas represent, then, if not a rule-based phonological assembly system? Rather than playing an exclusive role in one type of reading pathway, these frontal, anterior insula, anterior cingulate, and dorsal parietal regions appear to be modulated in a non-specific manner by task difficulty. Both spelling -sound regularity and lexicality can be understood as affecting pronunciation difficulty, though in somewhat different ways. Irregular words contain grapheme -phoneme correspondences that are unusual or unique; in essence, these correspondences are encountered much less frequently than regular graphemephoneme mappings. In the case of Nonwords, the string of letters taken as a whole is unique, so the grapheme -phoneme mappings for the string as a whole are less familiar. In addition, Nonwords do not activate lexical or semantic representations that could assist in producing a phonological output. In both cases, the relative unfamiliarity of the particular correspondence makes the mapping process less efficient, resulting in an increased load on attentional (FEF, IPS, anterior cingulate), working memory (IFG, precentral gyrus, IPS), decision (IFG, anterior cingulate gyrus, anterior insula), and response monitoring (anterior cingulate gyrus) mechanisms. Activation of these regions is therefore consistent with the expected and observed differences in task difficulty between conditions, and not indicative of a specialized route for rule-based phonological assembly.
A possible exception to this interpretation concerns the left inferior temporal -occipital cortex, which showed greater activation for Nonwords than for either Regular or Irregular words, but no difference between Regular and Irregular words. This pattern could represent an assembled phonology (GPC) pathway that is particularly activated by nonwords. Indeed, activation of this region by nonwords relative to words in a few prior studies has been so interpreted (Mechelli et al., 2003; Paulesu et al., 2000; Xu et al., 2001) . While this interpretation cannot be entirely discounted, the same pattern of activation across contrasts occurred in the left FEF and right IPS, neither of which showed differences between Regular and Irregular words. Since it is unlikely that either of these regions process grapheme or phoneme representations, a parsimonious explanation is that these three regions showed no difference between Irregular and Regular words because these conditions were closer in terms of RT (58 ms difference) than were the Nonword and Irregular word (106 ms difference) or Nonword and Regular word (164 ms difference) contrasts.
Why, then, were there other regions-in the IFG and anterior insula bilaterally-that did show differences between Irregular and Regular words (Fig. 4B ) but no differences between Nonwords and Irregular words (Fig. 4D) ? These dissociations deserve further detailed investigation, but the likely answer is that dtask difficultyT is not a simple, unitary phenomenon. For example, while the word conditions were closer to each other in terms of RT than either condition was to the Nonword condition, this was not true for the accuracy measure, which was much lower for Irregular words compared to the other conditions. While error trials were removed from the analysis, it is still likely that Irregular words placed the greatest demands on decision, response selection, and error monitoring processes, accounting for additional activation in certain frontal regions for the Irregular -Regular contrast.
A final result that is incompatible with an exclusive dual-route model is the finding that areas activated by Irregular words relative to Nonwords (angular gyrus, dorsal prefrontal cortex, left anterior collateral sulcus, posterior cingulate gyrus, ventromedial frontal cortex) are activated equally well by Regular words. According to dual-route theory, these areas must represent the lexical pathway, which is predicted to be activated by words but not (as much) by nonwords. According to the exclusive dual-route model, this pathway should be activated more by Irregular than Regular words, since at least some Regular words are processed by the assembled phonology route. This is predicted to be the case especially with lower-frequency regular words such as those used in this study. Thus, the finding of equivalent activation in these regions by Regular and Irregular words (i.e., no difference in these regions in the direct comparison, Fig. 4B ) is incompatible with an exclusive version of the dual-route model.
The dparallelT dual-route model
In more recent, connectionist versions of the dual-route model, Irregular words (and Regular words) are processed in parallel by both the lexical and assembled phonology routes (Coltheart et al., 1993; Coltheart et al., 2001 ). Both pathways provide input to a common phoneme selection system comprised of position-specific phoneme units. In the case of Regular words, the inputs received by these phoneme units from the lexical and assembled pathways are congruent, and activation of the correct target phoneme units ensues without conflict. In the case of Irregular words, the inputs to the phoneme units from lexical and assembled pathways are partly incongruent, with resulting delay in activation of the target phonemes.
In contrast to the exclusive dual-route model, the parallel model does not predict differences in activation of the two reading routes by Regular and Irregular words, since both word types activate both pathways. The only difference occurs at the final stage of phoneme selection, which proceeds more slowly and with more competition between alternatives in the case of Irregular words. Thus, the model is compatible with our results showing greater activation for Irregular words in brain areas associated with attention and executive processes. Similarly, since activation of these brain regions is purely a function of pronunciation difficulty and not related to any particular reading mechanism, Nonwordswhich are the most difficult to pronounce-produce the strongest activation.
Activation of the angular gyrus and other regions by both Irregular and Regular words is also compatible with the parallel dual-route model. According to this model, all words activate word units in the lexical pathway, which are activated weakly or not at all by Nonwords. According to the parallel dual-route model, these regions are the neural correlates of the orthographic and phonological lexicons that enable whole-word naming.
The dtriangleT model
The results are also compatible with connectionist models that contain no word units, but instead compute print-to-sound mappings through interactive activation of non-lexical orthographic, phonological, and semantic units (Harm and Seidenberg, 2004; Plaut et al., 1996; Seidenberg and McClelland, 1989) . Like the parallel dual-route model, the triangle model postulates activation of all parts of the reading system by both Irregular and Regular words. Irregular words are named more slowly than Regular words because of conflicting input to the phonological system from semantic and orthographic systems, and because of relatively stronger connections from orthography to phonology in the case of Regular words. Both Irregular and Regular words produce stronger input to the semantic system than Nonwords, since connections from orthography to semantics are relatively weak for Nonwords.
Thus, both the triangle model and the parallel dual-route model are compatible with our finding of relatively little activation difference between Irregular and Regular words, and with the greater activation in attention and executive systems as a function of pronunciation difficulty. Both models also predict the observation that some brain areas respond more to words than to Nonwords.
Lexicon or semantics?
The preceding discussion serves to emphasize an important point, that the chief distinction between the parallel dual-route and triangle models of word naming (at least as these are currently formulated) is whether Irregular word naming is enabled by word units or by semantic units. The concept of a non-semantic lexicon or dlist of words in the brainT remains an essential feature of all dual-route models, while the triangle model contains no units representing individual words or word-forms. In place of the lexicon in the triangle model are distributed representations of word meaning. Activation of a given set of these units is analogous to accessing the meaning of a word, which can then be mapped directly onto a phonological representation without an intervening lexicon. Given this critical distinction between the models, it is important to consider the response properties of the angular gyrus and other regions activated by word relative to nonword naming. Do these regions behave as though they are processing lexical status or processing meaning?
As discussed above, all of the regions showing activation for words relative to Nonwords in the current study have been associated with semantic processing in previous studies (Binder et al., 1999 Démonet et al., 1992; Mummery et al., 1998; Poldrack et al., 1999; Price et al., 1997; Roskies et al., 2001; Scott et al., 2003) . In a previous lexical decision experiment , we tested the hypothesis that activation for words compared to nonwords in these regions might be due to activation of word units. This study manipulated the orthographic neighborhood size of the word and nonword stimuli, i.e., the number of words that are orthographically similar to (differing by one letter from) the stimulus (Coltheart et al., 1977) . Increasing the neighborhood size of a stimulus affects performance on speeded visual recognition tasks (Andrews, 1989; Carreiras et al., 1997; Coltheart et al., 1977; Forster and Shen, 1996; Grainger and Jacobs, 1996; Huntsman and Lima, 1996; Sears et al., 1995) , and many theorists have proposed that these effects represent partial activation of the word units in the lexicon that represent the neighbors of the stimulus. That is, reading the word TAIL will cause partial activation of the word nodes for BAIL, FAIL, MAIL, NAIL, PAIL, RAIL, SAIL, TOIL, and TALL. Thus, stimuli with many neighbors should produce greater activation in the lexicon than words with few neighbors (e.g., SIGN). The results of this prior study, however, offered no support for this hypothesis. No regions showed increased activity for large-neighborhood relative to small-neighborhood words. In fact, many of the regions activated by words compared to nonwords showed the opposite effect-greater activation for small-neighborhood words. This pattern was attributed to additional activation of semantic information for small-neighborhood words as compensation for the lower orthographic familiarity of these items . These data thus provide no evidence for activation of wordlevel codes.
Also supporting a semantic account is the modulation of these regions by word imageability. Imageability is a semantic property, so there seems little reason to expect differential activation of nonsemantic word codes by this factor, provided that other lexical variables (e.g., word frequency, neighborhood size) are controlled. The positive correlation between word imageability and activation in the angular gyri, dorsal prefrontal cortex, left ventromedial temporal cortex, and posterior cingulate gyrus therefore argues for a semantic interpretation of the processes carried out in these areas. It should be noted that this manipulation was not a strong one, since word naming is a relatively shallow task that does not overtly require processing of semantic information, and imageability is only one of many possible semantic factors that could determine the level of activation in these regions. The fact that imageability effects were nevertheless observed is compelling evidence for involvement of these brain regions in aspects of semantic retrieval.
Finally, the ddeactivationT of these regions by active tasks relative to conscious resting and passive stimulation conditions (Fig. 3) can also be seen as consistent with a semantic account. Both intuition and empirical evidence suggest that the conscious drestingT state is a highly active condition involving ongoing retrieval of conceptual and autobiographical knowledge, problemsolving, and planning (Andreasen et al., 1995; Antrobus et al., 1966; Binder et al., 1999; James, 1890; Mazoyer et al., 2001; McGuire et al., 1996; McKiernan et al., 2003; Pope and Singer, 1976; Shulman et al., 1997; Singer, 1993; Stark and Squire, 2001; Teasdale et al., 1993) . Given the complex and highly integrative nature of the conceptual processing that occurs during drestT, it is not surprising that regions responsible for this processing would be less engaged by single words and nonwords that provide at best only limited semantic input.
Summary
Much of the discussion in the functional neuroimaging literature concerning dual-route models of word naming has focused, either implicitly or explicitly, on what we refer to as the dexclusiveT version of the theory. In this version, words are processed either entirely or predominantly by one of the putative routes to the exclusion of the other. In this fMRI study, we found no support for this model and much evidence to contradict it. For example, there was no differential activation consistent with the predicted response of a phonological assembly route (nonword > regular word > irregular word), and the dlexical routeT regions activated more by words than nonwords were equally active for irregular and regular words.
These findings are consistent, however, with either a parallel, interactive version of the dual-route model (Coltheart et al., 1993 (Coltheart et al., , 2001 or with a single-mechanism dtriangleT model lacking word units (Plaut et al., 1996; Seidenberg and McClelland, 1989) . The chief distinction between these theories lies in whether the indirect pathway to phonology is mediated by word codes or by semantic codes. The available evidence suggests that these dlexical routeT regions are modulated by semantic factors and not by lexical neighborhood size, arguing for a semantic interpretation, though this is clearly an issue warranting further investigation.
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Appendix A
Location of activation peaks in the atlas of Talairach and Tournoux (1988) 
