ABSTRACT Cloud computing allows applications to share resources on physical machines in an independent manner so as to effectively increase the utilization of physical machines. To enable cloud service users to obtain high-quality services, it is significant for cloud service providers to reduce the time required to allocate and deploy virtual machines, as well as to provide time windows for the deployment of physical servers. To ensure demand is met, one effective implementation method is to predict the workload of virtual machines in the future, as this contributes to the efficient deployment of a data center's requests from virtual machines to dynamically changing physical servers. However, due to the complexity of virtual machine requests, virtual machine workload prediction remains a significant challenge at present; on the one hand, it is difficult for standard recurrent neural networks to capture long-term dependencies because of the disappearance of gradients, while on the other hand, the long short-term memory method cannot handle irregular intervals. Accordingly, a new virtual machine workload prediction method that is capable of managing irregular time intervals is proposed in this paper. The proposed method combines the amount and time intervals of historical virtual machine work requests in order to accurately predict the virtual machine's future workload using a fixed length of time as a unit. Experiments show that the proposed model can generate more accurate prediction results than the long short-term memory method.
I. INTRODUCTION
There is a conspicuous imbalance between the resource demands of a single application at different times and the resource demand between different applications. A large number of physical servers have only a very low utilization rate, but high management and maintenance costs, leading to a serious waste of resources. To solve this problem, cloud computing technology has come into being. Cloud computing utilizes virtualization technology [1] , [2] : based on this technology, applications can run directly on the virtual machine, and each physical machine can accommodate multiple virtual machines at the same time. In other words, applications can share resources on physical machines, while in most cases, one virtual machine's workload has only a minimal effect on the performance of other virtual machines [3] - [5] .
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Therefore, this virtualization technology effectively increases the resource utilization rate of physical machines.
A data center, which is a method of providing cloud computing services to clients, involves the deployment of many physical servers; moreover, virtualization technology creates many virtual machines on these servers, on which all applications are deployed to facilitate client services. By benefiting from the convenience of virtual machines, a data center can provide flexible resource allocation to meet the applications' different performance requirements. For this to be executed successfully, the workload of the virtual machines first needs to be well predicted. At present, however, the prediction of virtual machine workload [6] - [9] is still a major challenge in cloud computing. Since there are a wide range of virtual machine types and substantial user demand for virtual machines, it is particularly important for cloud service providers to predict the future workload of virtual machines in advance in order to effectively reduce the allocation and VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ deployment time of virtual machines. In addition, as it takes some time for cloud service providers to deploy physical servers, it is also of great significance to predict the number of physical servers that will need to be added when the utilization rate of these servers reaches a certain threshold. This type of prediction can both provide a time window for the deployment of physical servers and enable cloud service providers to provide higher-quality services to clients. Accordingly, to solve the above problems, the historical data of users' requests for virtual machines should be used to predict users' future requests for virtual machines. In fact, some models and methods for workload modeling and prediction already exist [10] , [11] . Since these historical records are longitudinal, it is important to capture the relationships and the dependencies between the elements of the record sequence in order to learn more effective and robust representations, which can then be used in the clustering stage to obtain more accurate prediction results [12] , [13] . Users' requests for virtual machines tend to be regular, consistent and predictable. As Recurrent Neural Networks (RNNs) can effectively capture the complex relationships within such data, this makes it possible to estimate the future workload with reasonable accuracy. However, due to the disappearance of the gradient, it is difficult for standard RNNs to capture the long-term dependencies. To solve this problem, a variant of RNN has been proposed, Long Short-Term Memory (LSTM), that is suitable for processing and predicting important events with relatively long intervals and delays in the time series [14] . LSTM is a popular RNN variant capable of handling long-term event dependencies by utilizing a gated architecture, and has recently been applied to prediction problems with promising results.
However, one limitation of standard LSTM networks is that they cannot handle input data with irregular time intervals. The virtual machine requests during a certain period of time make up the virtual machine workload in a cloud data center, and the time interval is a crucial attribute of this workload. The influence of the time interval on prediction is mainly evident when multiple requests are made at the same time, or when continuous requests are made at a fixed time interval on the same virtual machine.
To address the aforementioned challenges in short-term load forecasting of virtual machines, we propose an integrated approach to forecast workload using a novel LSTM, referred to as N-LSTM, which is a modified LSTM architecture that takes the elapsed time into consideration between the consecutive elements of a sequence to adjust the memory content of the unit. N-LSTM is designed to incorporate the time irregularities in the memory unit to improve the performance of the standard LSTM.
The remainder of this paper is structured as follows. Related research works on virtual machine workload prediction are introduced and compared with this paper in section II. In section III, the problem of how to preprocess the historical virtual machine request data is outlined, while the N-LSTM model is also described in detail. Section IV presents the experimental results and comparative analysis. The final section summarizes this paper and provides some suggestions for future research.
II. RELATED WORK
Neural networks [15] - [20] can be used to capture very complex relationship models, and have been proven to play an important role in the field of deep learning [21] - [27] . Many scholars have carried out in-depth research on addressing the prediction problem using neural networks [28] , [29] .
The RNN algorithm can be used to implement software testing prediction [17] . Although this approach yields very good prediction results when the amount of data is large, the prediction ability of the model is greatly impacted by the type and quantity of the data, resulting in low prediction accuracy when the amount of data is small. In other words, the robustness of this model is very poor.
An independent feedforward neural network, based on the traditional RNN, is utilized to deal with static information and dynamic information in the prediction model [18] . This method combines RNN with GRU and a feedforward neural network to improve the prediction accuracy, with good results. However, it is assumed that the long-term dependencies are not important in tasks, but the problem discussed in this paper is on the contrary. Therefore, this model is not suitable for solving the workload prediction problem addressed in the present work.
A deep RNN based on RNN is proposed [19] , which involves combining RNN with LSTM in the long-range context of flexible authorized RNN, and proves to be very effective in the multi-level representation of deep networks. When end-to-end training is carried out under proper regularization, the deep RNN with LSTM achieves higher accuracy.
A RNN model based on multi-layer LSTM is designed [20] , in which each LSTM layer has a linear repetitive projection layer, and achieves an ideal effect in modeling practical problems. However, the above methods do not involve the processing and prediction of data with different time intervals, and thus cannot be used to address the prediction problem in this paper.
An original LSTM method is put forward [14] , which exhibits obvious advantages in the resolution of complex and artificial delayed tasks in terms of both speed and effect when compared with traditional RNN methods. While this method yields quite good results when processing data with the same time interval, it fails at making predictions with an uneven time interval distribution. As a result, this approach is also unable to offer a solution to this problem.
Another gate-controlled cycle unit mechanism [21] , named Gate Recurrent Unit(GRU), is proposed based on LSTM. The goal of this model is to enable each recurrent unit to self-adaptively capture the dependencies of different time scales. Some variant GRU models are proposed to deal with a supervised problem setting [22] , [23] . In the present paper, however, we deal with an unsupervised problem setting. Although the proposed models can solve the problems mentioned in this paper to some extent, their algorithm will encounter problems in practical application on virtual machines.
In conclusion, the methods currently used to deal with prediction problems cannot provide an ideal solution to the problems mentioned in this paper. Moreover, the traditional LSTM encounters practical difficulties in its training model [24] - [27] , and cannot cope very well with data spanning different time intervals [30] , [31] . Accordingly, it is proposed that the traditional LSTM should be optimized. Thus, N-LSTM with different time intervals is proposed, where the time lapse between successive records is included in the network architecture.
III. DATA PREPROCESSING AND N-LSTM MODEL
In order to meet the needs of different users, cloud data centers often provide different types of virtual machines, and thus need to dynamically allocate resources to users according to their real-time needs. Virtual machine workload data will be generated when users apply for a virtual machine in the cloud data center. The essence of predicting the virtual machine workload involves learning the historical workload data and predicting the future virtual machine load.
A. PREPROCESSING HISTORICAL WORKLOAD DATA
The initial data of the virtual machine workload is obtained from the log files of the cloud data center. A virtual machine workload data includes the virtual machine type, the virtual machine request date and the request time duration. For the workload data, varying the elapsed times can be treated as part of the information contained in the history of one single virtual machine; hence, it should be utilized while processing the records. It should be noted here that the amount of virtual machine requests within a certain period of time constitutes the virtual machine workload during that period. The data sets applicable to this model can be obtained by processing the initial data as follows:
Define N as the number of virtual machine types; D as the unit time length of target prediction; T as the time period length of target prediction. The virtual machine request is defined as X = {x 1 , x 2 , . . . , x T }, where x i = {x i1 , x i2 , . . . , x iN }, x in denotes the number of requests for virtual machines of the nth type on the ith day; moreover, the average request interval is ∆t = {∆t 1 , ∆t 2 , . . . , ∆t T }, where ∆t j = {∆t j1 , ∆t j2 , . . . , ∆t jN }, ∆t jn denotes the average request interval of the nth virtual machine for the jth unit time. For example, the workload of three virtual machine types in the next seven days is predicted in terms of ''days'' (N = 3, D is ''days'', T = 7). The amount of requests X = {x 1 , x 2 , . . . , x 7 }, and the average request interval ∆t = {∆t 1 , ∆t 2 , . . . , ∆t 7 }, where
If the target prediction time is measured in days, the interval time is usually measured in seconds. If it is necessary to learn and predict the virtual machine workload in terms of years, or even longer units of time, then days can serve as the unit of time interval.
This model mainly uses data, including virtual machine types and virtual machine request time, to accurately predict virtual machine workload in the prospective time period based on virtual machine types; that is, to predict N kinds of virtual machine workload in the prospective T unit time length.
In practical applications, there may be missing values or outliers in the sequence data [24] , [25] . This model is based on using the historical virtual machine request data for training and prediction purposes. In so doing, it faces two main problems:
1) The workload of the virtual machine may be zero for a period of time, whether for customer reasons or due to factors concerning the virtual machine server itself (for example, the workload will be zero during server maintenance). Under normal circumstances, however, the workload should not be zero.
2) The workload of some time periods is often much larger than that of the surrounding time periods; for example, the workload of the Taobao server is much higher during the ''Double Eleven'' sales than in other time periods.
For the partial data missing problem, a simple method would be to replace each missing value with the mean of the variables in the training sample. However, in this problem, there are significant differences between the data in different time periods in this problem. For example, the data over a consecutive time period is often similar, but the virtual machine requests in the first and last several days of a month or a year are often quite different. Therefore, a compromise method is used to take the mean value of the past and following M records as the value of the missing data. That is, the supplementary value of the data on the kth record of missing data is as follows:
For the determination of the value of M , according to the experimental results, M is taken as 20 in this paper. This not only ensures the coherence of data in the time range, but also prevents data from being influenced by different data from other time periods.
To solve the partial data anomalies problem, the denoising method is adopted. Calculated the mean value of all variables within the first L records, if there is a variable with a value that is much more than twice of the mean value or much less than half of the mean value, then it will be assigned the mean value of that variable. That is, if
For the determination of the value of L, according to the experimental results, L is taken as 50 in this paper.
B. LSTM
RNN is a kind of artificial neural network with directionally connected nodes, which can predict future information by learning historical information. For the problem mentioned in this paper, the workload of the different virtual machines is consistent over a certain period of time: that is, the workload of the virtual machines on a given day is dependent on the workload of the historical virtual machines over the past few days, and the data is continuous and highly correlated. The main reason why RNN is used for modelling lies in its good predictive ability for learning long-term dependencies. However, it is observed that due to the disappearance of gradients, it is difficult for standard RNN to capture long-term dependencies [26] .
One of the ways to learn representations using deep networks is to employ auto-encoders. An encoder network learns a single representation of the input sequence, after which then the decoder network reconstructs the input sequence from the representation learned by the encoder at the end of the sequence. Reconstruction loss at each iteration is minimized so that the learned representation can summarize the input sequence effectively [24] .
LSTM is a special RNN structure used to solve the problem of gradient extinction. A gated mechanism is developed to determine when and how the hidden state of RNN should be updated [14] . Standard LSTM units include forget gates, input gates, output gates and memory units; however, the implicit assumption underpinning this architecture is that the elements in the sequence are evenly distributed over time. Therefore, the possible temporal irregularities in vertical data are not integrated into the LSTM architecture. For example, the workload distribution of virtual machines of the same type is very uneven for the same day, and the request intervals of same-type virtual machines may vary from several seconds to more than ten hours apart. Considering that time interval is an important attribute of virtual machine workload, it is necessary to preprocess time interval in the prediction model. To this end, an N-LSTM model based on LSTM is proposed; this model can handle time intervals, as well as cover the time intervals of the virtual machine requests in the architecture. N-LSTM will be introduced in more detail in the next section.
C. N-LSTM
Due to the nature of the virtual machine workload itself, the irregularity of request time is a key aspect of virtual machine workload prediction. The influence of time interval on prediction can be seen most clearly in cases where multiple requests for the same type of virtual machine are made at the same time, or when continuous requests are made at a fixed time interval. Taking the time interval information into consideration while processing the virtual machine workload can further reveal the internal relations within the workload, which is necessary if prediction performance is to be optimized. The average request interval for the same type of virtual machine can thus be considered part of the historical information and utilized for prediction. While long-term effects should not be discarded entirely, the shortterm memory should be adjusted proportionally to the time span between the records at one time step and the next.
Accordingly, to solve this problem, this paper proposes a novel model based on LSTM, referred to as N-LSTM, which can handle the time interval. In combination with the time interval of virtual machine requests, the historical data is learned in a fixed length of time, so that future virtual machine requests can be accurately predicted.
The overall architecture of the N-LSTM model is presented in Figure 1 . This model incorporates the time interval information into the standard LSTM architecture so as to capture the impact of the time interval proposed by the virtual machine request on the virtual machine workload. From Figure 1 , it can be seen that the input sequence consists of the number of requests for different types of virtual machines and the average interval between requests for different types of virtual machines. The request time of the same type of virtual machine over one day is irregular: the interval between two requests may be very short, or may exceed ten hours. If the interval between some requests for the same virtual machine is very small, or tends to be 0, it is very likely to mean that one client is making multiple requests for the same type of virtual machine at the same time. This indicates that there will still be simultaneous batch requests for the same type of virtual machine in the future; more specifically, there will be a sudden increase in workload in the future. If there is a large time interval between requests for a virtual machine, on the other hand, it is likely that the requests will not affect each other.
The N-LSTM model consists of a combination layer, LSTM layer and prediction layer. The model requires two inputs, namely X and ∆t. These two pieces of information are merged in the combination layer to get the current state, s. The merged information contains not only the information regarding the number of requests X in the current time period, but also part of the time information ∆t for transmitting requests. Therefore, it can better represent the overall status of requests in the current time period. Subsequently, s is sent to the LSTM for processing, and the hidden state containing the historical information is obtained. This hidden state is used as the input of the prediction layer for prediction purposes.
Firstly, the combination layer combines the X i and ∆t i of the ith unit of time into one piece of information using two matrices, W s and U s . The concrete formulas are as follows:
Here, W s ∈ R m×|N | , U s ∈ R m×|N | and b s ∈ R m , b t ∈ R m are all parameters to be learned. m is the preset state representation vector size. Next, the obtained state information s T is sent to the LSTM for processing. A relu unit is placed on x i and a sigmoid unit is placed on ∆t i at the top to predict the virtual machine workload until the next virtual machine request. The LSTM can process the time sequence data very well. The LSTM block structure is presented in Figure 2 .
The specific calculation process is as follows:
where S t represents the current input, h i−1 and h i are the previous and current hidden states, and C i−1 and C i represent the previous and current cell memory.
are the network parameters of the forgetting, input and output gates respectively. The general historical state h T processed by the LSTM layer is input into the prediction layer for the final prediction. The concrete formulas are as follows:
where W p ∈ R m×|N | and b p ∈ R |N | are the parameters that need to be trained. The mean square error is used to calculate the difference between the predicted value and the real value, such that the loss function is as follows:
According to LSTM training method, the training process is as follows:
1) COMPOSITE LAYER
The processed request quantity X and time interval ∆t serve as the input of the combination layer, while the merged information S is obtained after the merge operation is complete.
2) LSTM LEVEL
We use the merged information S as the input of LSTM layer. The information s i of each unit of time is input into different LSTM units in chronological order. After the last unit time information s T is input, the general state h T containing all historical information can be acquired.
3) PREDICTION LEVEL
Taking h T as the input of the final prediction layer, the prediction value can be obtained through the calculations of the prediction layer.
4) ADJUST THE MODEL THROUGH SUPERVISED TRAINING
We calculate the difference between the predicted value and the real value according to the loss function, then adjust the parameters of each layer using the BP algorithm.
The process is repeated following parameter adjustment until a set of optimal parameters is obtained and retained.
The prediction process involves repeating the first, second and third steps of the training process until, finally, the optimal parameters of the new request X and the time interval ∆t trained by the model are obtained. These are utilized to predict the workload in the relevant future period. To capture more complex structure with fewer iterations, the number of layers in our proposed model will be increased in case of dimensionality reduction.
IV. EXPERIMENTS
In this section, experimental results on a real-world dataset are reported. Comparisons are made between several models, including the proposed N-LSTM model. A mini-batch optimizer was used in the N-LSTM model during experiments. All weights were learned simultaneously in a data-driven manner. The same network settings and parameters were used for all deep methods used for comparison. Therefore, a fixed number of epochs were chosen for the experiments. The application of the N-LSTM auto-encoder on the real-world dataset is presented below, and experimental results are discussed.
A. DATASET DESCRIPTION
The dataset used in our experiment was obtained from the HUAWEI Code Craft 1 competition. This data contains over 100,000 records that detail the load of each virtual machine on the physical server. In this dataset, there are 328 virtual machines deployed in 23 physical servers. It should be emphasized here that the timestamps of these records are not regular, which is why the model presented in this paper is so elaborately designed.
Physical Server: There are three types of physical servers: namely, general, high-performance and large-memory. Each type of server has a different price, and each new server starts with a corresponding deployment cost.
Virtual Machine: Virtual machines with different specifications usually have different rental prices; this assumes that only the monthly rental scenario needs to be considered, while the length of rental time need not be considered. In addition, it is assumed that virtual machines with CPU greater than or equal to 16 cores and a CPU-to-memory ratio of 1:1 can only be placed on high-performance physical servers, while virtual machines with memory greater than or equal to 32 GB and a memory-to-CPU ratio greater than or equal to 4:1 can only be placed on large-memory physical servers; other types of virtual machines are not required.
One of the competition goals is to accurately predict the distribution of virtual machines, which is also the objective of this proposed N-LSTM model. Table 1 presents a sample of the real contents of the experimental dataset.
B. EXPERIMENTAL SETUP
In this section, the N-LSTM model proposed in this paper will be evaluated via experiments. Prediction accuracy and running time will be used as key technical indicators of the model, which will be compared with two other similar models. Experiments are performed on an INTEL Core i5 processor with a basic frequency of 2.80 GHz and 4 GB of physical memory. Each comparative experiment is run 10 times and the average value is taken. Three contrast models are set up:
1) N-LSTM MODEL
The N-LSTM model proposed in this paper uses unit time request volume and average request interval for prediction purposes. Through the combination layer, the two parts of information are combined and input into the LSTM unit. N-LSTM proposes to incorporate the elapsed time information into the standard LSTM architecture, thus enabling it to capture the temporal dynamics of sequential data with time irregularities. In the proposed N-LSTM architecture, the input sequence is represented by the temporal patient data. Again, the elapsed time between two immediate records can be quite irregular.
2) LSTM MODEL
The standard LSTM model makes predictions based only on the virtual machine request X, ignoring the time interval information. A standard LSTM unit comprises forget, input, output gates and a memory cell; however, the architecture is built on the implicit assumption of uniformly distributed elapsed time between the elements of a sequence. Therefore, the time irregularity that can be present in longitudinal data is not integrated into the LSTM architecture.
3) LSTM+ MODEL
The combination layer is removed from the LSTM+ model. Therefore, this model carries out the sigmoid operation on the average request interval of virtual machine ∆t, then connects it with the request amount X before being input into the LSTM unit.
Since the time gap of the data used in this experiment is not related to an actual time measurement, we could compare the performances of N-LSTM, LSTM and LSTM+.
C. IMPLEMENTATION DETAILS
The above models are implemented and used to optimize model parameters with TensorFlow [32] deep learning framework. Different from a normal neural network model with the input to be a mini-batch of patients, the proposed framework is trained on a batch of input pairs to ensure that each of the input pairs can be measured. With regard to the overfitting issue, we use the regularization and dropout strategy.
In the experiment, we choose the number of hidden layer neurons as 1024 and that of output layer ones as 512. All of these approaches are trained for 100 epochs on the training phrase. Moreover, the parameters in the comparable neural network models, learned simultaneously and in data-driven manner, are exactly same. We report the best performance for each approach.
D. SIMILAR MODEL COMPARISON EXPERIMENT
In this section, N-LSTM, LSTM and LSTM+ models are used to carry out experiments in order to compare them on prediction accuracy and running time. Experiments are carried out with 3, 4, 5, 6 and 7 days as the length of time to be predicted. Moreover, the Hill coefficient [29] , [33] is employed in the accuracy calculation formula. The Hill coefficient is a commonly used index for evaluating prediction models, and is always between 0 and 1. The final score of the model is related closely to the Hill coefficient: as the score increases, the prediction accuracy is also deemed to increase. The specific function formula is as follows:
where y j denotes the actual number of virtual machine specifications of type j, y j denotes the predicted number of virtual machine specifications of type j, and N indicates the set of virtual machine specifications.
The experimental results are presented in Table 2 .
From the experimental results, it can be concluded that the N-LSTM model outperforms the other two models in terms of prediction accuracy at the different prediction time interval parameters. Furthermore, the prediction accuracy of all models increases as the length of time also increases. This shows that the LSTM method can effectively utilize historical information for prediction: as the amount of available historical information increases, the prediction results become more and more accurate. At the same time, however, it can also be seen that the two models using time interval information (N-LSTM and LSTM+) can generate better results; this proves the importance of using time interval data for prediction. Moreover, a reasonable combination method can make more effective use of the time interval information.
Next, the convergence rate of the different models is counted, and the maximum loss values of all models in the training process are normalized to obtain the overall loss values of the three models in the training process. The results are shown in Table 3 . Table 3 shows the convergence process of the three models. From the Figure, it can be seen that the convergence rate of the LSTM and LSTM+ models are approximately equal, while the N-LSTM model exhibits the fastest convergence speed, especially over the first 10 iterations. This indicates that the N-LSTM model can make better use of request information for prediction purposes.
We next determine the training time required by the different models, set the training time of N-LSTM model as criterion, and then compare the three models on training time. The results are presented in Table 4 . Table 4 shows the runtime comparison of the three models. From the table, it can be observed that although the proposed model features one additional combination layer, which adds complexity, the running time has not increased significantly, and is still close to that of the original LSTM model.
Through the above comparative experiments, we can see that the N-LSTM algorithm achieves clear improvements relative to the LSTM algorithm, and also yields apparent superiority in terms of accuracy. Moreover, it can converge to the optimum faster than the other two models. In terms of runtime, the increased complexity of the proposed model does not result in a significant change, but rather only a small increase that falls within the acceptable range. To sum up, N-LSTM is an efficient prediction model for this problem.
V. SUMMARY AND RESEARCH PROSPECTS
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