Laplace approximations to hypergeometric functions of two matrix arguments  by Butler, Ronald W. & Wood, Andrew T.A.
Journal of Multivariate Analysis 94 (2005) 1–18
www.elsevier.com/locate/jmva
Laplace approximations to hypergeometric
functions of two matrix arguments
Ronald W. Butlera, Andrew T.A. Woodb,∗
aDepartment of Statistics, Colorado State University, Fort Collins, CO 80523, USA
bSchool of Mathematical Sciences, University of Nottingham, Nottingham NG7 2RD, UK
Received 5 September 2001
Available online 14 October 2004
Abstract
We present a uniﬁed approach to Laplace approximation of hypergeometric functions with two
matrix arguments. The general form of the approximation is designed to exploit the Laplace approxi-
mations to hypergeometric functions of a single matrix argument presented in Butler andWood (Ann.
Statist. 30 (2002) 1155, Laplace approximations to Bessel functions of matrix argument, J. Comput.
Appl. Math. 155 (2003) 359) which have proved to be very accurate in a variety of settings. All but
one of the approximations presented here appear to be new. Numerical accuracy is investigated in a
number of statistical applications.
© 2004 Elsevier Inc. All rights reserved.
AMS 1991 subject classiﬁcation: primary 62H10; secondary 62E17
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1. Introduction
1.1. Background
In this paper, we present Laplace approximations to hypergeometric functions of two
matrix arguments. In all but one case (that of 0F (m)0 ) the resulting approximation appears
to be new. Our principal reason for revisiting this topic is that recent work in [1] has shown
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that certain new Laplace approximations to the single-matrix-argument hypergeometric
functions are often very accurate. The approximations to two-matrix-argument hyperge-
ometric functions presented here are designed to exploit the accuracy of the one-matrix-
argument approximations in [1] as far as possible.
A number of authors derived asymptotic approximations to hypergeometric functions of
two matrix arguments in the 1970s and 1980s. See, in particular, [4,5,9,16,8,17,21,22] and
for related power computations see [3,7,20].
Hypergeometric functions of twomatrix arguments are of importance in statistics because
they determine the joint density of the eigenvalues of certain random matrix distributions.
For pioneering work on the relevant distribution theory see [6,10,11].
Our principal motivation is to provide simple practical approximations and to give some
indication of their numerical accuracy. In nearly all of the limited number of cases consid-
ered, the proposed Laplace approximations are more accurate than existing approximations.
Furthermore, if higher accuracy of approximation is required, then an alternative more com-
putationally intensive method is suggested in Section 3.1 which uses simulation to integrate
the single-matrix-argument approximations in [1] over the orthogonal group.
Frequently, it has been found that Laplace’s method yields approximations in sub-
asymptotic situations which are more accurate than one has a right to expect. In practice,
however, care is required in the implementation of Laplace’s approximation. In particular,
care is needed is deciding which terms (if any) should be left out of the maximization, and
care is also needed in deciding how to calibrate (i.e. normalize) the approximation (if at
all). (In fact, we have not attempted to calibrate the approximations given below as there
does not seem to be a natural way to do it in the case of hypergeometric functions with
two matrix arguments.) In general, no clear rules seem to be available for deciding on these
issues. However, see [1, Section 3] for further discussion in the case of hypergeometric
functions with one matrix argument.
Discussion of sufﬁcient conditions for the validity of the Laplace asymptotics in this
setting is given in e.g. [17]; we do not go into details here.
A referee has pointed out that it would be interesting to compare the approximations
given in this paper with approaches basedmore directly on zonal polynomials and their two-
variable generalizations; see e.g. [13, Chapter 6]; [12] for relevant exact results concerning
these families of polynomials.
1.2. Deﬁnition of hypergeometric functions
The single-matrix-argument hypergeometric function pFq can be deﬁned in terms of a
zonal polynomial expansion as follows:
pFq(1, . . . , p;1, . . . ,q;X) =
∑

(1) . . . (p)
(1) . . . (q)
C(X)
||! ,
where 1, . . . , p and 1, . . . ,q are real numbers, and X is a real symmetric matrix;  =
(1, . . . , k), with 12 · · · k > 0, is a partition of the integer || = 1 + · · · + k;
C(X) is the zonal polynomial associated with the partition  (see e.g. [17]); and, for a real
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number  and integer partition , we deﬁne
() =
k∏
i=1
i∏
j=1
{− (i − 1)/2+ j − 1}.
There are various integral representations for the pFq , and also various integral formulae
linking different pFq ; see [17] for further details.
The hypergeometric function of two matrix arguments, written pF (m)q , may be written as
an integral of the corresponding one-argument function, pFq , over the orthogonal group,
as follows:
pF
(m)
q (1, . . . , p;1, . . . ,q;A,B)
=
∫
Q∈O(m)
pFq(1, . . . , p;1, . . . ,q;AQBQT )(dQ), (1)
where O(m) = {Q(m × m) :QTQ = QQT = Im} is the group of orthogonal m × m
matrices, and (dQ) is normalizedLebesguemeasure onO(m) chosen so that ∫O(m)(dQ)=1.
1.3. Relevance to eigenvalue distributions
For statistical applications, the important hypergeometric functions with two matrix ar-
guments are given by (p, q) = (0, 0), (1,0), (0,1), (1,1) and (2,1). This is because, in each
case, the joint density of the eigenvalues of a random matrix of statistical importance is
determined by pF (m)q . [When we say is determined by, we mean is equal to the relevant
pF
(m)
q multiplied by elementary functions.]
• (p, q) = (0, 0). The function 0F (m)0 determines the joint density function of the eigen-
values of a m×m central Wishart matrix; see [17, p. 106].
• (p, q) = (1, 0). The function 1F (m)0 determines the joint density of the eigenvalues of
A1A
−1
2 where A1 and A2 are independent central m × m Wishart matrices; see [17,
p. 312].
• (p, q) = (0, 1). If A (m×m) is a noncentral Wishart matrix, then 0F (m)1 determines thejoint density of the eigenvalues of A; see [17, p. 442].
• (p, q) = (1, 1). If A (m × m) is a noncentral Wishart matrix and B (m × m) is an
independent central Wishart matrix, then 1F (m)1 determines the joint distribution of the
eigenvalues of AB−1; see [17, p. 450].
• (p, q) = (2, 1). Suppose
A =
(
A11 A21
A21 A22
)
is a central Wishart matrix with blocksAij of dimensionmi ×mj , wherem = m1m2.
Then 2F (m)1 determines the joint density of the eigenvalues of A−111 A12A−122 A21; see [17,
p. 539].
Further details of applications of these eigenvalue distributions to statistical inference are
given by Muirhead [17]. Some of these applications are considered later in this paper.
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1.4. Outline of paper
In Section 2 we derive the general form of our Laplace approximation, and then brieﬂy
discuss implementation in particular cases. Numerical investigations and statistical appli-
cations are then considered in Section 3.
2. The approximation
Consider matrices A = diag{a1, . . . , am} and
B = diag{b1, . . . , b1, b2, . . . , br , . . . , br},
where a1 > a2 > · · · > am > 0, b1 > · · · > br0, and bi has multiplicity mi where
m = ∑ri=1 mi . Write Y ≡ Y (Q) = A1/2QBQTA1/2 where Q ∈ O(m), the space of
m×m orthogonal matrices. Consider
F(Q) ≡ G{Y (Q)} ≡ f (1, . . . , m),
where F depends on Q only through the (necessarily real) eigenvalues 1, . . . , m of Y =
Y (Q). Suppose that F is maximized at any block diagonalQ ∈ O(m) of the form
Q = diag(Q1, . . . ,Qr), where Qi ∈ O(mi), 1 ir,
as will be the case for all F that we consider; see [5] for relevant optimization results. Let
m = 2mm2/2/m(m/2) denote the volume of O(m), m1, and write
(m1, . . . , mr) = −1m
r∏
i=1
mi .
Deﬁne
J =
∏
{(i,j) : 1 i<jm∩	(i)<	( j)}
{(ai − aj )(b	(i) − b	( j))
ij },
where

ij = 2 fiaib	(i) − fjajb	( j)
aib	(i) − ajb	( j) , (2)
fi = f (1, . . . , m)/i
and 	(i) is the smallest integer k such that i∑kj=1 mj . Note that J is a product of
s =
r−1∑
i=1
r∑
j=i+1
mimj (3)
terms, and that s = m(m− 1)/2 when mi = 1 for all i.
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The Laplace approximation to pF (m)q is then given by
pFˆ
(m)
q (;;A,B) = (2)s/2(m1, . . . , mr)J−1/2pFq(;;AB), (4)
where  = (1, . . . , p)T ,  = (1, . . . ,q)T , and pFq is the corresponding one-argument
matrix hypergeometric function. The evaluation or approximation of pFq is discussed in
Section 2.3.
Note that, in this approximation, we should take
fi = i f (1, . . . , m) =

i
log pFq(;; diag{1, . . . , m}). (5)
We now derive the Hessian J in two cases. In Section 2.1, B has distinct eigenvalues, i.e.
each eigenvalue bi has multiplicitymi = 1; and in Section 2.2, B has repeated eigenvalues,
with eigenvalue bi having multiplicitymi , i = 1, . . . , r . Finally, in Section 2.3, we discuss
the calculation (or approximation) of pFq and fi in the various cases.
2.1. Hessian Case I: distinct eigenvalues
Here we assume that B has distinct eigenvalues b1 > b2 > · · · > bm0.
The ﬁrst differential of F(Q) is given by
dF(Q) =
m∑
i=1
fi di (Q),
where
di = uTi (Y )(dY )ui(Y )
and ui(Y ) is the unit eigenvector of Y = Y (Q) associated with the eigenvalue i ; see e.g.
[15]. The second differential is given by
d2F(Q) =
m∑
i,j=1
fij di dj +
m∑
i=1
fi d
2i .
AtQ = diag{±1, . . . ,±1}, di = 0 for all i, so the ﬁrst term on the right-hand side makes
no contribution to the Hessian at such Q, and so may be ignored here.
Now
d2i = ui(Y )T (d2Y )ui(Y )+ tr[(dY )d{ui(Y )ui(Y )T }].
From Magnus and Neudecker [15, p. 159],
dui(Y ) = (iI − Y )+(dY )ui(Y ),
where A+ denotes the Moore–Penrose inverse of a matrix A. Therefore
d{ui(Y )ui(Y )T } = {dui(Y )}ui(Y )T + ui(Y ){dui(Y )}T
= (iI − Y )+(dY )ui(Y )ui(Y )T
+ui(Y )ui(Y )T (dY )T (iI − Y )+.
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Now transform from Q to H whereQ = exp(H) and H is skew-symmetric. Then
Y = A1/2(I +H + 12H 2 + · · ·)B(I +HT + 12 (HT )2 + · · ·)A1/2
so
(dY )H=0 = A1/2(dH)BA1/2 + A1/2B(dH)T A1/2
and
(d2Y )H=0 =A1/2(dH)(dH)BA1/2 + A1/2B(dH)T (dH)T A1/2
+2A1/2(dH)B(dH)T A1/2.
Deﬁne
U(H) =
m∑
i=1
fi tr{(d2Y )ui(Y )ui(Y )T }
and
V (H) =
m∑
i=1
fi tr[(dY )d{ui(Y )ui(Y )T }].
At H = 0, Q = I and Y = A1/2BA1/2 so that {ui(Y )} is the standard orthonormal basis,
and
m∑
i=1
fiui(Y )ui(Y )
T = diag{f1, . . . , fm} := .
Let D˜m and ˜(A) be deﬁned as in [14, p. 94]. In particular, D˜m and ˜ are chosen so that
for any skew-symmetric matrix A, D˜m˜(A) = vec(A). Then
U(0)= tr{(d2Y )}
= tr{A1/2(dH)(dH)BA1/2} + tr{A1/2B(dH)T (dH)T A1/2}
+2 tr{A1/2(dH)B(dH)T A1/2}
= 2 tr{(AB)(dH)I (dH)} + 2 tr{(A)(dH)B(dH)T }
= 2{vec(dH)}T [B ⊗ (A)− I ⊗ (AB)] vec(dH)
= 2˜(dH)T D˜Tm[(A)⊗ B − (AB)⊗ I ]D˜m˜(dH)
since (dH)T = −(dH) by skew-symmetry, and
tr(ABCD) = vec(DT )T (CT ⊗ A) vec(B).
But from Magnus [14, p. 101, Example 6.11],
2D˜Tm((A)⊗ B − (AB)⊗ I )D˜m
is a diagonal matrix with diagonal elements
2(fiaibj + fjajbi − fiaibi − fjajbj )
= −2(bi − bj )(fiai − fjaj ), 1 i < jm.
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Now consider V (H). We have
V (H)=
m∑
i=1
fi tr[(dY )d{ui(Y )ui(Y )T }]
=
m∑
i=1
fi tr{(iI − Y )+(dY )ui(Y )ui(Y )T (dY )
+ui(Y )ui(Y )T (dY )T (iI − Y )+(dY )}
= 2
m∑
i=1
fi{vec(dY )}T [(uiuTi )⊗ (iI − Y )+] vec(dY ).
Using the identity vec(ABC) = (CT ⊗ A) vec(B), we obtain
vec(dY )H=0 = ((BA1/2)⊗ A1/2 − A1/2 ⊗ (A1/2B)) vec(dH)
= (A1/2 ⊗ A1/2)(B ⊗ I − I ⊗ B) vec(dH).
Therefore, since all the matrices concerned are diagonal and so commute, and writing
Pi = uiuTi and Ci = (iI − AB)+, we have
V (0) = 2
m∑
i=1
fi ˜(dH)T D˜Tm[(A⊗ A)(B ⊗ I − I ⊗ B)2(Pi ⊗ Ci)]D˜m˜(dH).
Then, using the fact that APi = aiPi and BPi = biPi , we obtain
(A⊗ A)(B ⊗ I − I ⊗ B)2(Pi ⊗ Ci)
= (A⊗ A)(b2i Pi ⊗ Ci + Pi ⊗ (B2Ci)− 2biPi ⊗ (BCi))
= (A⊗ A){Pi ⊗ (b2i I + B2 − 2biB)Ci}
= aiPi ⊗ A(b2i I + B2 − 2biB)Ci.
Thus
V (0) = 2˜(dH)T D˜Tm
{
m∑
i=1
fiaiPi ⊗ A(b2i I + B2 − 2biB)Ci
}
D˜m˜(dH).
Using Magnus [14, p. 101, Example 6.11] again, we see that
2D˜Tm
{
m∑
i=1
fiaiPi ⊗ A(b2i I + B2 − 2biB)Ci
}
D˜m
is a diagonal matrix with diagonal elements
2
fiaiaj (bi − bj )2
aibi − ajbj + 2
fjaiaj (bi − bj )2
ajbj − aibi
= 2 (fi − fj )aiaj (bi − bj )
2
aibi − ajbj , 1 i < jm.
Finally, we see that
U(0)+ V (0) = ˜(dH)T˜(dH),
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where
 = Hessian{F(Q)}Q=I
is a diagonal matrix with diagonal elements
−2(bi − bj )(fiai − fjaj )+ 2 (fi − fj )aiaj (bi − bj )
2
aibi − ajbj ,
which simpliﬁes to
−(ai − aj )(bi − bj )
ij , 1 i < jm,
where
ij is deﬁned in (2).
2.2. Hessian Case II: repeated eigenvalues
Here we assume that B has distinct eigenvalues b1 > b2 > · · · > br where bi has
multiplicity mi . The function on O(m) given by
Y (Q) = AQBQT
may be viewed as a function on the product spaceM ×N where
M = O(m)O(m1)× · · · ×O(mr) and N = O(m1)× · · · ×O(mr)
and Y (Q) is constant on N. The spaceM is not a group, but it does have nice structure as a
quotient space. In the terminology of O’Neill [18, p. 466],M is a Riemannian homogeneous
space, and in the terminologyofO’Neill [19, p. 212], the naturalmapping :O(m)→ M is a
semi-Riemannian submersion. A key point is that geodesics inO(m)which are “horizontal”
with respect to this submersion map to geodesics in the quotient spaceM (see the Corollary
on p. 212 of O’Neill [19]). In practical terms, this means that at each point inM, the tangent
space can be represented as a linear subspace, T say, of the vector space of skew-symmetric
matrices. The linear subspace T may be described as follows:
T = {A :AT = −A; aij = 0 if 	(i) = 	( j)},
where 	 is the map deﬁned at the beginning of Section 2. Note that T has dimension s given
in (3).
In the repeated eigenvalue case, the derivation of J is essentially the same as that given in
Section 2.1, except that the skew-symmetric matrixHwhich appears there is now restricted
to the linear subspace T .
2.3. Implementation in various cases
We brieﬂy run through the implementation of the approximation in the cases considered
in Section 1.3.
• (p, q) = (0, 0). In this case we use the fact that 0F0(X) = etr(X). Thus fi = 1 in (5).
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• (p, q) = (1, 0). From Muirhead [17, p. 262], 1F0(, X) = |Im −X|−, and fi in (5) is
given by fi = /(1− i ).
In the remaining cases pFq cannot be expressed in terms of elementary functions, and
we make use of the Laplace approximations given in [1,2]. Without loss of generality, we
assume that X = diag{x1, . . . , xm}.
• (p, q) = (0, 1). Here, we approximation 0F1 using the following Laplace approximation
given in [2]:
0Fˆ1(n/2;XXT /4) = R−1/20,1
m∏
i=1
{(1− yˆ2i )n/2exi yˆi },
where
R0,1 =
m∏
i=1
m∏
j=i
(1− yˆ2i yˆ2j )
and yˆi = yˆ(xi) is given by
yˆ(x) = u/(
√
u2 + 1+ 1),
where u = 2x/n. The derivatives fi in (5) may be approximated by numerical differen-
tiation of log 0Fˆ1.
• (p, q) = (1, 1). From Butler and Wood [1] we have
1Fˆ1(a; b;X) = bbm−m(m+1)/4R−1/21,1
m∏
i=1
{(
yˆi
a
)a (1− yˆi
b − a
)b−a
exi yˆi
}
, (6)
where
R1,1 =
m∏
i=1
m∏
j=i
{
yˆi yˆj
a
+ (1− yˆi )(1− yˆj )
b − a
}
and yˆi = yˆ(xi) is given by
yˆ(x) = 2a/(b − x +
√
(x − b)2 + 4ax).
Similarly, fi in (5) may be approximated by numerical differentiation of log 1Fˆ1.
• (p, q) = (2, 1). From Butler and Wood [1], we have
2Fˆ1(a, b; c;X) = CR−1/22,1
m∏
i=1
{(
yˆi
a
)a (1− yˆi
c − a
)c−a
(1− xi yˆi)−b
}
, (7)
where C = ccm−m(m+1)/4 and
R2,1 =
m∏
i=1
m∏
j=i
{
yˆi yˆj
a
+ (1− yˆi )(1− yˆj )
c − a −
bxixj yˆi yˆj (1− yˆi )(1− yˆj )
(1− xi yˆi)(1− xj yˆj )a(c − a)
}
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and yˆi = yˆ(xi) is given by
yˆ(x) = 2a/(
√
2 − 4ax(c − b)− ),
where  = x(b− a)− c. As in the previous two cases, fi in (5) can be approximated by
numerical differentiation, this time of the function log 2Fˆ1.
3. Numerical examples and applications
The two argument pF (m)q function has been deﬁned in (1) and our Laplace approximation
in (4) provides approximate values for this integral. The oscillatory nature of the integrand in
(1) makes this an exceedingly difﬁcult problem. However, we ﬁnd that our Laplace approx-
imation reproduces values of this integral with quite reasonable accuracy. This accuracy is
an improvement over that of the Laplace approximations suggested in [8,9,21]. Even further
improvement is achieved when approximating relative values of (1). These aspects of its
accuracy are discussed in Section 3.1.
A computationally intensive method is also suggested for approximating two argument
pF
(m)
q functions from their corresponding single-argument Laplace approximations pFˆq .
This procedure makes use of the uniform accuracy of pFˆq for pFq, as discussed in [1,2], to
simulate the integral of pFˆq over the orthogonal group (on which pFˆq is uniformly close to
pFq ) as an approximation for pF (m)q . Justiﬁcation for this method has been provided with
the uniformity discussions in [1,2].
The good relative accuracy of the proposed two argument Laplace approximation has
practical importance when applied in some importance sampling applications. One such
setting that is not considered here and which was suggested by a referee, involves us-
ing the relative values of 1Fˆ (m)1 in importance sampling to compute the power curves
for the four major tests in MANOVA. The second setting that is considered here, en-
tails testing the rank of the noncentrality matrix in MANOVA. In both of these settings,
importance sampling can be used to compute the power function of the likelihood ra-
tio test by using importance weights that are ratios of 1F (m)1 -values. The latter applica-
tion is considered in Section 3.2. A third related example considers the power computa-
tion of the likelihood ratio test for the number of nonzero canonical correlations relating
two vectors. The power of this test involves ratios of 2F (m)1 -values and is considered in
Section 3.3.
3.1. Absolute and relative error
Consider the accuracy of approximation (4) when determining 1F (m)1 (;;A,B). To
evaluate (4), we use the single argument approximation 1Fˆ1(;;AB) given in (6). This
particular single argument approximation has exhibited relative errors of nomore than 0.1%
over a wide selection of values for ,, and AB including quite small values of  and 
near 1 that represent small degrees of freedom in practical applications. Thus, in practice,
it is likely that most of the error in estimating the two argument function 1F (m)1 (;;A,B)
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will be due to the Laplace approximation in (4), as opposed to the error in approximating
the one argument function 1F1.
Table 1 compares Laplace approximation (4) to an “Exact” computation determined
from simulation, and the Laplace approximations for 1F (m)1 developed in [8, Section 6; 21].
Values for the argument parameters in 1F (m)1 are those used when testing the dimensionality
of the noncentrality matrix in a 1-way MANOVA.
In this context, suppose there are n1 and n2 degrees of freedom for hypothesis and
error respectively with noncentrality matrix  = diag(1, . . . ,m) = n2. The table
lists approximate values for 1F (m)1 (
1
2 (n1 + n2); 12n1; 12n2, B) which is a factor in the
density of B = diag(b1, . . . , bm), the random latent roots for MANOVA as described in
[17, Section 10.7.3]; see also the next subsection. The “Exact” entry has been determined by
simulation as
1F
(m)
1
(
n1 + n2
2
; n1
2
; n2
2
, B
)
≈ 10−6
106∑
i=1
1Fˆ1
(
n1 + n2
2
; n1
2
; n2
2
QiBQTi
)
,
where {Qi} are i.i.d. determinations of orthogonalmatrices that are uniformonO(m). Values
for Qi are conveniently generated by extracting the eigenvectors from i.i.d. sequences of
Wishartm (2m, Im) matrices. For each choice of parameters m, n1, n2, and, two choices
for the Bmatrix, B1 and B2, are listed in the table. The± range for each of the simulations
determines a 95% conﬁdence interval of the function.
From column 3, we see that the Laplace approximation is able to track the correct order
of the result from simulation, as would be expected from the asymptotic development. It
shows consistently better accuracy than the approximation of Glynn [8] in column 4 both
in the table as well as in numerous other examples. The approximation of Srivastava and
Carter [21] in column four with error O(n−22 ) was not a competitor. In the fourth case,
Glynn [8] and Srivastava and Carter [21] are undeﬁned; they contain the factor8(2)which
is undeﬁned.
The rationale for considering pairs of B values above is that it allows for the assessment
of the relative accuracy of approximation (4) as matrix argument B varies. The idea is that
the 1F (m)1 values may simply be improperly scaled as a function of B and evidence for this
can be seen by comparing the ratios of the approximations as in Table 2. For example, the
top “Exact” ratio 25.30 = 8569/338.7 as computed from Table 1. The relative accuracy
of approximation (4) is better than its absolute accuracy as may be seen by comparing the
“Exact” ratios with the Laplace (4) ratios. Note that the Glynn [8] ratios deviate further
from the “Exact” ratios suggesting that its inaccuracy is less likely to be just a scale factor.
The agreement of the “Exact” and Laplace (4) ratios is exploited when implementing the
importance sampling as introduced in the next subsection.
Similar computations to determine values for 2F (m)1 (,; ;A,B) came to virtually
the same conclusions as for 1F (m)1 . Relative accuracy is better than absolute accuracy
when the two argument approximation is based upon the single argument approximation
2Fˆ1(,; ;AB) given in (7). Furthermore, the approximation in [9] is consistently less
accurate particularly in the sub-asymptotic settings.
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Table 1
Assessment of the absolute accuracy of the Laplace approximation for 1F
(m)
1 (
1
2 (n1+n2); 12n1; 12n2, B) given
in (4)
m n1; n2 12n2
B1 “Exact” Srivastava and
B2 “Exact” Laplace (4) Glynn [8] Carter [21]
3 3; 5 2.5(2, 1, 12 )
( 34 ,
1
2 ,
1
4 ) 8569.0± 9.8 7566.0 10911.0 1.9× 107
( 12 ,
3
10 ,
1
10 ) 338.7± 0.35 319.0 332.2 2.3× 105
3 10; 50 25( 12 , 13 , 580 )
( 35 ,
2
5 ,
1
5 ) (4.931± 0.022)1014 3.784× 1014 1.037× 1015 4.1× 1022
( 12 ,
3
10 ,
1
20 ) (4.500± 0.025)1011 3.650× 1011 2.277× 1012 5.4× 1019
4 10; 60 30( 410 , 310 , 210 110 )
1
10 (8, 6, 4, 2) (6.848± 0.039)1025 3.942× 1025 8.889× 1025 1.9× 1036
1
10 (7, 5, 3, 1) (6.388± 0.042)1021 3.754× 1021 9.620× 1021 1.7× 1032
4 10; 60 30(2, 32 , 1, 12 )
1
10 (8, 6, 4, 2) (6.857± 0.262)1084 5.223× 1084 6.954× 1085 2.7× 1095
1
10 (7, 5, 3, 1) (3.733± 0.159)1072 2.921× 1072 5.954× 1072 1.4× 1083
5 6; 30 15( 95 , 75 , 1, 45 , 25 )
1
10 (8, 7, 6, 4, 2) (1.201± 0.015)1049 6.303× 1048 4.358× 1049 1.2× 1058
1
10 (6, 5, 4, 2, 1) (2.592± 0.028)1036 1.302× 1036 6.720× 1036 1.4× 1045
6 10; 50 25(3, 52 , 2, 32 , 1, 12 )
1
10 (9, 8, 7, 5, 3, 1) (4.243± 1.86)10143 3.420× 10143 2.099× 10144 1.6× 10160
1
10 (8, 7, 6, 4, 2,
1
2 ) (5.250± 2.19)10125 4.446× 10125 2.401× 10126 1.6× 10142
8 4; 34 17(2, 95 , 85 , 75 , 65 , 1, 45 , 35 )
1
10 (9(−1)2) (1.895± 0.060)10114 1.826× 10114 Undeﬁned Undeﬁned
1
20 (17(−2)3) (8.831± 0.305)10106 7.921× 10106 Undeﬁned Undeﬁned
10 10; 70 35( 1020 (− 120 ) 120 )
1
20 (18(−1)9) (5.234± 0.042)10106 2.278× 10110 2.240× 10114 1.9× 10140
1
20 (17(−1)8) (1.230± 0.011)10101 4.015× 10104 3.177× 10108 2.5× 10134
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Table 2
Assessment of the relative accuracy of the Laplace approximation for 1F
(m)
1 (
1
2 (n1 + n2); 12n1; 12n2, B) given
in (4) as it depends on the entries of B
m n1; n2 12n2 Ratios
“Exact” Laplace (4) Glynn [8]
3 3; 5 2.5(2, 1, 12 ) 25.30 23.72 32.84
3 10; 50 25( 12 , 13 , 580 ) 1096.0 1037.0 455.4
4 10; 60 30( 410 , 310 , 210 110 ) 10720 10500 9240
4 10; 60 30(2, 32 , 1, 12 ) 1.837× 1012 1.788× 1012 1.168× 1013
5 6; 30 15( 95 , 75 , 1, 45 , 25 ) 4.633× 1012 4.841× 1012 6.485× 1012
6 10; 50 25(3, 52 , 2, 32 , 1, 12 ) 8.082× 1017 7.692× 1017 8.742× 1017
8 4; 34 17(2, 95 , 85 , 75 , 65 , 1, 45 , 35 ) 2.146× 107 2.305× 107 Undeﬁned
10 10; 70 35( 1020 (− 120 ) 120 ) 4.362× 105 5.674× 105 7.051× 105
3.2. Testing noncentrality rank in MANOVA
We suppose a MANOVA setting with an error matrix SSE ∼ Wishartm(n2, Im) indepen-
dent of treatment error measured by
SSB ∼ Noncentral−Wishartm(n1, Im,)
with  = diag(1, . . . ,m) as the noncentrality matrix and 1 · · · m0. The stan-
dard likelihood ratio test for = 0, or equivalentlyH0 :1 = 2 = · · · = m = 0, rejects
for small values of T0 = ∏mi=1 (1 − ui) where 1u1u2 · · · um0 are the sample
eigenvalues of (SSE + SSB)−1SSB.
The likelihood ratio test for Hk : rank()k for k = 1, . . . , m, or
Hk :k+1 = · · · = m = 0, (8)
rejects for small values of
Tk =
m∏
i=k+1
(1− ui) (9)
as discussed in [17, Section 10.7.4]. Following his conditional approach, we condition Tk
on the observed values for u1, . . . , uk and use importance sampling to determine the power
function for the test in (8). The conditional p-value of this test is speciﬁed in Theorem 10.7.5
of Muirhead [17] and is based upon the asymptotic approximation
−
(
n2 − k + 12 (n1 −m− 1)+
k∑
i=1
u−1i
)
ln Tk
H0∼ 2(m−k)(n1−k) (10)
given u1, . . . , uk . The m.l.e. of , or ˆ = diag(ˆ1, . . . , ˆm), consists of the eigenvalues
of the matrix n2SSE−1SSB and has ˆi = n2ui/(1− ui).
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3.2.1. Importance sampling
The m.l.e. for the p-value of the conditional test, as an alternative to (10), is approxi-
mated using simulation. We simulated N = 105 values of Tk under hypothesis Hk taking
ˆ1, . . . , ˆk as the true values of the larger unknown eigenvalues of . With these values
of Tk denoted as {t(i) : i = 1, . . . , N}, then the m.l.e of the p-value is
pˆk := N−1
N∑
i=1
1{ln t(i) < ln tok }, (11)
where tok is the observed value of Tk .
The attained power function of this test may be determined using importance sampling.
The importance weights make use of the joint density of U = diag(u1, . . . , um) under the
alternative hypothesis. This has been given in [17, Section 10.7.1] as
f (U ;) ∝ 1F (m)1
(
n1 + n2
2
; n1
2
; 1
2
;U
)
g(U)h()
for suitable functions g and h. We use f (U ; ˆ) as our importance distribution to simulateN
values of U , denoted as {U(i)}, under alternative ˆ from the two original Wishart matrices
SSE and SSB. These importance samples approximate the power of the likelihood ratio test
at alternative  as
pˆk, :=
∑N
i=1 wˆ(i)1{ln t(i) ln tok }∑N
i=1 wˆ(i)
, (12)
where t(i) is determined from U(i) as in (9), and the estimated importance weights {wˆ(i)}
are the relative values of 1Fˆ (m)1 given as
wˆ(i) = 1Fˆ
(m)
1 (
n1+n2
2 ; n12 ; 12;U(i))
1Fˆ
(m)
1 (
n1+n2
2 ; n12 ; 12 ˆ;U(i))
.
3.2.2. Example
Suppose a 1-way MANOVA withm = 4, six levels so n1 = 5, and 20 replicates/level so
n2 = 114. Suppose that  = diag(114, 57, 11.4, 0) = n2 where  = diag(1.0, 0.5, 0.
1, 0.). This replicates the approach to asymptotics applied in the 1-way setting in [17,
Section 10.7.3]. A value of U was simulated from this model to serve as the data and gave
the value U = diag(0.57, 0.31, 0.08, 0.038). From this, ˆ = diag(151, 51, 9.9, 4.5).
With k = 3, we test that  has a rank of at most 3. The Muirhead p-value is 0.0830 and
the m.l.e. from (11) has pˆ3 = 0.0681.
With k = 2, the Muirhead p-value is 0.0266 and the m.l.e. from (11) has pˆ2 = 0.0255
again showing good agreement. Importance sampling was used to determine the attained
power function of the test against various sorts of alternatives. These alternatives assume that
(1,2) = (ˆ1, ˆ2) and specify the other values as (a) (3,4) = (t, 0); (b) (3,4) =
(t, t/2); and (c) (3,4) = (t, t) for t = 1(2.5)40. Plots for these three power curves
versus t are given in Fig. 1 as the solid, dotted and dashed lines, respectively. To check
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Fig. 1. Attained power functions for the test that the noncentrality rank is two or less.
their accuracy, direct simulation of these same power functions has been implemented at
selected points. These values are shown as circles, diamonds, and crosses. Overall, we
see that the determination of power from importance sampling has been quite success-
ful presumably because of the relative accuracy of the importance weights as ratios of
1Fˆ
(m)
1 - values.
3.3. Testing the number of nonzero canonical correlations
The development of tests for the number of useful canonical correlations closely parallels
that for tests of noncentrality rank. The main exception is that the densities of sample
eigenvalues now involve the two argument 2F (p1)1 function instead of 1F
(m)
1 . Suppose that
S =
(
S11 S12
S21 S22
)
∼ Wishartm(n,)
with S11 as p1×p1, S12 as p1×p2, etc., p1+p2 = m, and p1p2. Partition  similarly
and let
2 = diag(21, . . . ,2p1)
contain the population squared canonical correlations as the eigenvalues of−111 12
−1
22 21
with 121 · · · 2p10. The likelihood ratio test of the null hypothesis that rank()k
or
Hk :k+1 = k+2 = · · · = p1 = 0
for k = 0, . . . , p1 − 1, rejects for small values of
Tk =
p1∏
i=k+1
(1− r2i ), (13)
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where 1r21r22 · · · r2p10 are the sample eigenvalues of S−111 S12S−122 S21. Under the
null Hk , the asymptotic distribution of T given r21 , . . . , r
2
k is such that
−
(
n− k − 1
2
(m+ 1)+
k∑
i=1
r−2i
)
ln T ∼ 2(p1−k)(p2−k), (14)
as given in Theorem 11.3.9 of [17].
3.3.1. Importance sampling
A m.l.e. for the p-value of the conditional test may be found as an alternative to (14).
This and all the importance sampling proceeds in exactly the same manner as described
with the previous example. The joint density of R2 = diag(r21 , . . . , r2p1) has been given in[17, Section 11.3.4] as
f (R2;2) ∝ 2F (p1)1
(n
2
,
n
2
; p2
2
;2;R2
)
g(R2)h(2),
for suitable functions g and h.We use f (R2; ˆ2) as our importance distribution where ˆ2
is the observed value of R2. To implement the importance sampling, N = 105 values of S
are simulated assuming population canonical correlations given by ˆ. From this, squared
sample canonical correlations {R2(i) : i = 1, . . . , N} along with their associated test values
of Tk are computed. The estimated importance weights, used in the power computations of
(12) at alternative , are now
wˆ(i) = 2
Fˆ
(p1)
1 (
n
2 ,
n
2 ; p22 ;2;R2(i))
2Fˆ
(p1)
1 (
n
2 ,
n
2 ; p22 ; ˆ
2;R2(i))
.
3.3.2. Example
Suppose m = 8, p1 = 4 = p2, n = 300 and let  = diag(0.6, 0.3, 0.1, 0.). With this
value of , we simulated a data set and determined its m.l.e. as
R = diag(0.559, 0.267, 0.1236, 0.07755).
With k = 3, we test that  has a rank of at most 3. The Muirhead p-value is 0.1330 and
the m.l.e. from (11) is pˆ3 = 0.1049.
With k = 2, the Muirhead p-value is 0.1534 and the m.l.e. from (11) is pˆ2 = 0.1462.
Importance sampling was used to determine the attained power function of the test against
the same sort of alternatives as previously considered. Plots for these three power curves are
given in Fig. 2. The accuracy of the importance sampling was checked using results from
direct power simulations and are given as the circles, diamonds, and crosses. For this setting,
the determination of power from importance sampling has not shown quite the accuracy
seen in Fig. 1. Overall, however, it has still been quite successful.
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Fig. 2. Attained power functions for the test of two or less nonzero canonical correlations.
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