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Abstract
Feature extraction, or dimensionality reduction, is an essential part of many machine learning
applications. The necessity for feature extraction stems from the curse of dimensionality and
the high computational cost of manipulating high-dimensional data. In this thesis we focus on
feature extraction for classification. There are several approaches, and we will focus on two
such: the increasingly popular information-theoretic approach, and the classical distance-based,
or variance-based approach.
Current algorithms for information-theoretic feature extraction are usually iterative. In con-
trast, PCA and LDA are popular examples of feature extraction techniques that can be solved
by eigendecomposition, and do not require an iterative procedure. We study the behaviour
of an example of iterative algorithm that maximises Kapur’s quadratic mutual information by
gradient ascent, and propose a new estimate of mutual information that can be maximised
by closed-form eigendecomposition. This new technique is more computationally efficient than
iterative algorithms, and its behaviour is more reliable and predictable than gradient ascent.
Using a general framework of eigendecomposition-based feature extraction, we show a connec-
tion between information-theoretic and distance-based feature extraction.
Using the distance-based approach, we study the effects of high input dimensionality and
over-fitting on feature extraction, and propose a family of eigendecomposition-based algorithms
that can solve this problem. We investigate the relationship between class-discrimination and
over-fitting, and show why the advantages of information-theoretic feature extraction become
less relevant in high-dimensional spaces.
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1. Introduction
1.1. A primer
Intelligent systems, including our own brains, learn to successfully categorise objects by effec-
tively using their characteristics. Biological systems, like animal brains, can do this effortlessly
but subconsciously. The translation of this ability to electronic systems requires a conscious
and rigorous understanding of the underlying mechanisms, and it constitutes a significant part
of machine learning and artificial intelligence.
The key to successfully categorising or classifying objects is effectively using their charac-
teristics, or features. Suppose for example that we wish to categorise cars in terms of their
top speed: fast, medium, or slow. Suppose also that we have no direct information about a
car’s speed. We may look at the size of its exhaust pipe, since it may give some information
about how fast a car might go, and this is intuitively reasonable. The size of a car’s exhaust
pipe, in the language of machine learning, is a feature. Arguably, a better feature may be the
retail price of a car, since this may be more closely related to a car’s top speed. Neither of
these two features are perfect however, since there are expensive cars (limousines) and cars
with large exhaust pipes (off-road vehicles) that drive relatively slowly. However, cars that are
both expensive and have large exhaust pipes may be more likely to be fast. In this view, we
would like to keep both of these features in mind. So far we have identified two possibly useful
features.
A feature that is not very useful, at least intuitively, is the colour of a car. Now this may
be obvious to us, but imagine a child who has not seen many cars before. Imagine further
that, by coincidence, the only fast cars the child has ever seen tend to be close to red in colour,
and the slower cars tend to be blue or black. In the child’s mind it is perfectly reasonable
to use colour as a useful feature in deciding the top speed of a car, since in his (insufficient)
experience, the colour of a car is a very good indicator of its speed. In the language of machine
learning, the cars that the child has seen constitute the training data; and colour, as a feature,
over-fits the training data, in the sense that it is useful in categorising the training data but
not useful in general. Perhaps the child will adjust his choice of features as he grows older and
sees more cars, and in the context of machine learning this is called online learning. (Though
in this thesis we will not focus on the dichotomy of online and oﬄine learning.) However, if
the child does not adjust his views and insists on using a car’s colour as a ‘useful’ feature, then
there may be detrimental consequences in his ability to predict the top speed of a new car. For
example, a car that is expensive and has large exhaust pipes, but is blue, might be declared
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to be a slow car by the child, when it is in fact fast. This illustrates that, as well as retaining
useful features, it is important to discard useless features.
So far we have identified three features about a car: two that are possibly useful and one
that is probably not. In general, we may have an abundance of information about a car:
manufacturer, country of origin, year of production, mass, height, length, wheel diameter,
weight distribution, fuel consumption, and so on. More generally, we may have a huge amount
of information about any type of object that we wish to categorise. Among all this information,
only a small subset may be useful. Among this useful subset, an even smaller subset may be
sufficient in adequately categorising the type of object in question. The behaviour of knowledge,
when it is presented with huge amounts of information, can be strange and counterintuitive.
In the language of machine learning, this is known as the curse of dimensionality. Identifying
and constructing a subset of information that is small but sufficiently informative for the task
in hand comes quite naturally to biological systems, but poses a challenge to computers. The
first step in this challenge is to precisely define our intuition about information and knowledge,
and for this we turn to mathematics.
1.2. The problem
The general form of the classification problem is as follows. We have a set of training data
points, represented by vectors in a typically high-dimensional input space. These data points
are allocated to different classes, and we know this allocation for these training data points. The
classification task is to be able to classify new data points into their correct classes. We want
to project the new data points from the high-dimensional input space onto a lower-dimensional
feature subspace, in order that efficient and reliable classification can be executed. The basis
vectors spanning the lower-dimensional feature subspace are the features that we seek. A feature
is therefore represented by a unit vector living in the input space. The search for these features
is the problem of feature extraction, also known as dimensionality reduction in the context of
data representation and visualisation.
As an example, a learning machine may be tasked with classifying face images to the correct
persons they represent. Each face image is represented by a vector, and each element of these
is a number indicating the colour intensity of the corresponding pixel in the image. A set
of training images is presented to the learning machine with their correct class labels. The
machine’s task is then to be able to recognise a person from a new image which it has not seen
before. This is the task of face recognition [58, 21].
Pictorially, we can think of a feature as a line in the input space. A set of such features will
span a subspace which we call a feature subspace, onto which we wish to project our data points
before any classification algorithm is executed. Now these features may simply be a subset of
the basis vectors of the input space, or they may be linear combinations thereof. The former
constitutes a simpler problem of feature selection [15], while the latter constitutes the more
general problem of linear feature extraction, which is the main subject of this thesis. Features
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may also be non-linear functions of the basis vectors of the input space, and this constitutes
non-linear feature extraction. The dichotomy of linear and non-linear feature extraction will be
briefly discussed in section 1.4.2. Both feature selection and feature extraction aim to reduce
the dimensionality of the input space, before a classification algorithm is applied.
The need for dimensionality reduction is two-fold, and it stems from two practical difficulties
associated with classification. The first is computational efficiency. A classification algorithm
typically manipulates data points and carries out calculations in a vector space [16]. If that
vector space is a high-dimensional input space, these calculations may become computationally
intensive or infeasible. In the face recognition example, even an extremely modest 128 ×
128-pixel, greyscale image lives in 16,384-dimensional space, and a typical use-case for a face
recognition algorithm may be for a hand-held device to recognise faces within a fraction of a
second.
The second difficulty associated with classification is the famous problem known as curse of
dimensionality [16, 3, sec.1.4], which will discuss in the next section.
1.3. Curse of dimensionality, over-fitting, and small sample
size
It would be reasonable to hold the intuition that the more information a learning machine has,
the more accurate it would be at making predictions. However the curse of dimensionality
teaches us that this view is too simple. Now information comes in different forms, and in the
context of curse of dimensionality we focus on two such forms. The first is information about
each data point, and mathematically this translates to input dimensionality. For example a
million-pixel image carries more information than a 256-pixel thumbnail. The second is global
information about the underlying distribution of all the data points, and this is given by the
abundance of training data points. For example, a dataset with 100 data points per class is
more informative (about the underlying distribution of the data points) than a dataset with
only 10 data points per class. We will call the former specific information, and the latter global
information. A simple but accurate summary of the curse of dimensionality is this. Too much
specific information is bad, and the more global information the better.
Trunk [51] and Bishop [3, sec.1.4] provided a mathematical example and intuitive, visual
illustrations of curse of dimensionality, which we will not repeat here. We note that these
approaches to understanding the curse of dimensionality are from the perspective of classifi-
cation, but we want to understand it both from this and from another perspective — one of
dimensionality reduction.
Curse of dimensionality is closely related to the small sample size problem and the problem of
over-fitting, and in fact in many cases the three are just different names for the same problem.
Curse of dimensionality occurs not just when the input dimensionality is high, but when it is
high compared to the number of training data points, also called the sample size. When this
happens, curse of dimensionality leads to over-fitting and other problems. We will illustrate
13
(a) Small sample size and over-fitting. (b) Adequate sample size.
Figure 1.1.: The datasets in (a) and (b) come from the same underlying distribution. In (a)
where the true distribution of the data is not well represented due to the small
number of training data points (sample size), the feature (blue dashed line) pro-
duced by LDA discriminates the training classes well. However in (b) we can see
that when more data points are presented, that feature performs poorly compared
to the feature trained on the bigger data set (black line) shown in (b). Note that
these are lines of projection, and not decision boundaries. We look for good separa-
tion between the two classes when the data points are projected onto the respective
lines.
this with an artificial and a real-world example. Here for the sake of illustration, we use linear
discriminant analysis (LDA, also known as Fisher’s discriminant) [3, sec.4.1.4] as our feature
extraction algorithm. Consider the two class problem shown in figure 1.1, where the true
distribution of each class is spherical Gaussian with the identity covariance matrix. LDA seeks
features along which the variance of each class is minimised but the distances between classes
are maximised. In figure 1.1a, due to the small number of training data points, the within-
class variances in the horizontal direction are not faithfully represented by the training data,
and consequently LDA produces a feature (blue dashed line) that is severely sub-optimal for
classification. Note that the dashed line in the figure is a line of projection, and not a decision
boundary. On the other hand, in figure 1.1b where we have adequately many training data
points, the within-class variances in all directions are well-represented, and a good feature (solid
black line) can be extracted. Note again that the lines are lines of projection, and not decision
boundaries. The black line in the case of figure 1.1b is a better line of projection because
when the data points are projected onto this line, they are better separated than if they were
projected onto the blue dashed line. This illustrates the small sample size problem, but also
illustrates the problem of over-fitting. In figure 1.1a, the LDA feature does a very good job of
discriminating between the two classes for the training data points, and so it fits the training
data points well. However, when more data points are produced from the true distribution of
the data, we can see in figure 1.1b that the original feature would produce large classification
errors. In this way, the original LDA feature is said to over-fit the training data presented in
figure 1.1a.
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In the above example, the artificial training data is 2D, and our task was to extract a single
feature from an input dimensionality of 2. In general, as the input dimensionality increases, the
problems of small sample size and over-fitting are exponentially exacerbated. This is because
the search space, in which the optimal feature lives, increases exponentially, from R2 to R3 to
. . . to RD, D  1. Intuitively, we can imagine that when the input dimensionality is large, there
are ‘too many features to choose from’ and while there is only one optimal feature, most ‘others’
will lead to severe over-fitting due to small sample size. This is the curse of dimensionality.
Again, when we say the input dimensionality is large, we mean that it is large compared to the
sample size.
(a) 2D projection using LDA trained on the
whole data. Note that what look like sin-
gle data points are actually many data
points (of the same class) very closely
packed together.
(b) 2D projection using LDA trained on 80%
of the data; the rest 20% are marked with
grey circles.
Figure 1.2.: The dataset is the AT&T dataset of faces, formerly the ORL face dataset, with an
input dimensionality of 10,304, 40 classes, 10 data points per class. In (a) we can
see that the two best LDA features fit the data very well, because each class forms
a very compact cluster, well-separated from the rest. However, if we train LDA
only on 80% of the data but project the whole dataset onto its best two features,
as in (b), then we see that in each class, the 2 testing data points stray far away
from the 8 training data points, which form a compact cluster that looks like a
singleton point at this resolution.
The example in figure 1.1 may seem artificial and contrived, but its simplicity elucidates
the problems that are commonplace in real-world, high-dimensional datasets. As a real-world
example, let us consider the AT&T dataset of faces, formerly the ORL face dataset. It has 40
classes, 10 data points per class, and an input dimensionality of 10,304. More concretely, this
means that there are 40 persons, 10 (greyscale) face images per person, and each face image has
10,304 pixels. We will extract 2 features from the 10,304 input features using LDA, and project
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the data onto them. In figure 1.2a, we trained LDA using the whole data set, and projected
the whole dataset onto its 2 best features. We can see the class discrimination very clearly. In
fact, each class is so compact that it appears as a singleton point at this image resolution, and
well-separated from the other classes. In this sense, the LDA features fit this data very well.
In fact too well, as we see in figure 1.2b. In figure 1.2b, we split the data into an 80% training
set and a 20% testing set. LDA is trained using just the training set to produce 2 features,
but both the training set and the testing set are projected onto the features. The projected
testing data points are marked with grey circles. Each class has 8 training data points that are
tightly packed together much like figure 1.2a, but also 2 testing data points that are far from
the 8 training data points. See for example the class on top of figure 1.2b marked by green
stars. This illustrates that the feature extractor, LDA in this case, over-fits the training data,
and fits the testing data poorly. In this sense, the extractor is said to give poor generalisation
performance. For many feature extractors, the higher the input dimensionality of a dataset,
the more likely this kind of over-fitting will occur. This is the curse of dimensionality as it
manifests in dimensionality reduction for real-world applications.
The curse of dimensionality can be alleviated if we have an abundance of training data
points that are highly representative of the true data distribution, as illustrated in figure 1.1b.
However, for many real-world applications, this can be unrealistic in practice. The AT&T
dataset of faces, for example, has 400 training data points, which is quite typical of a real-
world scenario. Jain, Duin and Mao [16, sec.3] suggested that as a rough guideline, ideally
we should have at least 10 times as many training data points as input dimensions. Now
given that the input dimensionality of the AT&T dataset of faces (for example) is 10,304, such
abundance of training data points is unrealistic for any real-world application. Hence the need
for dimensionality reduction. However, as shown above, dimensionality reduction itself can
suffer severely from curse of dimensionality. A detailed discussion of the effects of high input
dimensionality, and the prevention and circumvention thereof, will be presented in chapter 3 of
this thesis, and it constitutes one of the main contributions.
1.4. Scope
The scope of this thesis is supervised linear feature extraction in classification, and the use of
information-theoretic techniques therein. In this section we put the scope of this thesis in the
broader context of feature extraction, pattern recognition and machine learning.
1.4.1. Feature selection and feature extraction
A feature can be thought of as a line that lives in the typically high-dimensional input space,
and it can be concretely represented by a unit vector. We wish to project the training data
points onto a feature, or a subspace spanned by a set of features. Trivially, each of the basis
vectors that span the input space is also itself a feature. Feature selection (or variable selection)
is the process of selecting a subset of these original basis vectors that span the input space [15].
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Linear feature extraction, on the other hand, is the process of constructing new features that
are linear combinations of the original basis vectors. The dichotomy of linear and non-linear
feature extraction will be explained in section 1.4.2.
In a sense, feature extraction generalises feature selection. However, feature selection has
important applications in certain areas. For example, in classification of diseases using gene
expression data [45, 39], where each feature corresponds to a gene (in contrast with face recog-
nition where each feature corresponds to a pixel), it is often desirable to know which individual
genes are related to the disease in question. This problem of gene selection is a natural appli-
cation of feature selection [9, 39]. Feature extraction, on the other hand, would construct new
features that are linear or non-linear combinations of genes, and so does not directly reveal the
level of relevance of individual genes to a particular disease. Another application of feature
selection is text classification [12, 8].
Wrapper, embedded, and filter methods of feature selection
Feature selection can be subdivided into three kinds of techniques: wrapper, embedded, and
filter. The wrapper technique [18] uses the classification performance of a particular classifier
to assess the quality of a feature, and selects features based on this assessment. It treats
the classifier as a black box, and so is classifier-agnostic. By its formulation, wrappers rely on
training the classifier repetitively to perform feature selection, and so may have a comparatively
large computation overhead. Embedded feature selectors are formulated as part of a classifier.
Decision trees are examples of classifiers in which feature (variable) selection is an essential part
[5]. Filter methods perform feature selection as a pre-processing step, completely independent
of the classifier. Like wrappers, filters are classifier-agnostic, but unlike wrappers, filters do not
require training the classifier, and so are often more computationally efficient.
The trichotomy of the wrapper, embedded, and filter techniques are not so emphatic in the
feature extraction literature. However, it is possible to conceive of their analogy in feature
extraction. For example, a feature extraction algorithm that iteratively improves the quality of
a feature by incrementally changing its orientation, where quality is assessed by cross-validation
using a classifier, could be regarded as a wrapper method, since it requires the classifier to
assess the quality of a feature but is agnostic as to which classifier is used. In this view, all the
feature extraction techniques considered in this thesis are filter techniques; they are completely
independent of the classifier, do not require training the classifier, and should be used as a
preprocessing step before classification.
1.4.2. Linear and non-linear feature extraction
There is a degree of ambiguity in the feature extraction literature, regarding the words “linear”
and “non-linear”. Here we will focus on two different meanings of non-linear feature extraction.
The first meaning of non-linear is that it qualifies the kind of transformation (projection) of
data points from the high-dimensional input space to the lower-dimensional feature subspace.
A linear transformation can always be written as multiplying a data point (which is a vector
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in the input space) by a matrix, where the resulting vector is the corresponding data point in
the feature subspace. Thus, to say that a feature extraction technique is linear is equivalent
to saying that the extracted features are straight lines in the input space. Examples of linear
feature extraction include PCA, LDA, and the two new techniques developed in this thesis,
EMI and SDM. We will introduce them in chapters 2 and 3. An example of non-linear feature
extraction, in the sense described above, is Kernel PCA [3, sec.12.3]. In Kernel PCA, the
projection of data points from the input space to the feature space cannot be formulated as
multiplication by a matrix.
Another meaning of non-linear is more of an interpretation rather than actual (mathemat-
ical) non-linearity. For example, Isomap is widely interpreted as a non-linear dimensionality
reduction technique [47, 27]. Indeed, its objective is to find a lower-dimensional subspace that
preserves the (estimated) geodesic distances between pairs of data points in the input space.
It assumes that the data points live on a lower-dimensional manifold embedded in the high-
dimensional input space. This manifold may be, for example, a curvy surface. The non-linear
geodesic distance is the distance between two points along this manifold. This is in contrast
with the linear Euclidean distance, which is simply the distance between two points along a
straight line. Isomap tries to map the data points embedded in this non-linear manifold onto
a (linear) feature subspace with the same intrinsic dimensionality as the manifold. In this
view, Isomap clearly has a non-linear interpretation. However, the ultimate optimisation of
its objective function can be formulated as an eigendecomposition problem, and the solutions,
which are the features to extract, are vectors (straight lines) that live in the input space [55].
Therefore, although Isomap has a non-linear interpretation, the formulation of the essential
optimisation is still one of linear feature extraction. That is to say, the projection of data
points onto the lower-dimensional feature space is still essentially projection onto straight lines.
The authors in [55] present a unifying framework that generalises dimensionality techniques
including Laplacian Eigenmaps [2], Locally Linear Embedding [38], Isomap [47], Hessian LLE
[10], and Local Tangent Space Alignment [56]. All of these techniques have non-linear interpre-
tations, but as shown in [55], the essential formulations of these techniques are ones of linear
feature extraction.
The scope of this thesis is linear feature extraction. We use linear to mean the kind of
projection from input space to feature space. That is, all the techniques considered in [55] will
be considered linear. Kernel PCA, however, is still considered non-linear.
1.4.3. Supervised and unsupervised feature extraction
Supervised feature extraction means that the class labels of the training data points are taken
into account in formulating the feature extraction technique. The resulting features will depend
on the class labels of the training data points. Unsupervised feature extraction techniques are
independent of the class labels of the data points, and usually consider the relations between
pairs of data points in the input space. An example of unsupervised feature extraction technique
is PCA. More examples of unsupervised feature extraction include all but one of the techniques
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considered in [55] (excluding LDA), and all those considered in [27]. Notice from [55] and [27]
that in the unsupervised context, the term dimensionality reduction is often used instead of
feature extraction. In this thesis, we will use the two terms interchangeably.
Examples of supervised feature extraction include LDA, and the two new techniques devel-
oped in this thesis, EMI and SDM. We will focus mainly on supervised feature extraction.
However, we will use PCA in experimental comparisons, since it is popular even in supervised
contexts, and often performs better than supervised techniques in classification. In fact, in
chapter 3 we will study why PCA out-performs some supervised techniques for some datasets,
and propose a new technique that can out-perform PCA under these settings.
1.4.4. Classification and regression
In one sense, the problem of regression can be regarded as more general than the problem of
classification. In both classification and regression, each input data point is associated with an
output value. For training data points, these output values are given; the task of the learner
(classification or regression algorithm) is to predict the output value for new data points whose
output values are not known in advance. In classification, these output values are discrete, and
must be one of a finite number of values known as classes. For example, in face recognition,
each class corresponds to an individual person, and each data point corresponds to a single
face image. In regression on the other hand, the output values can live in a continuous set, for
example R.
The techniques for solving classification and regression, respectively, may vary significantly.
In particular, we may exploit the discreteness of the output value in classification. For a compre-
hensive introduction to regression and classification, we refer the reader to [3], and in particular
chapters 3 and 4 therein. The scope of this thesis is feature extraction for classification.
1.4.5. Classifiers
A complete classification package usually consists of at least two parts: feature extractor and
classifier. In some cases the feature extractor may be a part of the classifier (as mentioned in
subsection 1.4.1), and in other cases the classifier may be separate from the feature extractor.
Different types of classifiers abound in the machine learning literature [3], and some are
more ‘sophisticated’ than others. Among the simplest classifiers are the Naive Bayes Classifier
[37] and the nearest neighbour classifier [28]; among the more ‘sophisticated’ classifiers are
the Support Vector Machine, Neural Networks, and the Relevance Vector Machine [3]. Some
‘sophisticated’ classifiers map the input data points to another space non-linearly, as part of the
classification procedure. The 2-class Support Vector Machine, for example, maps the input data
points onto an infinite-dimensional space (if we use the Gaussian kernel for example), before
mapping it back down to a one-dimensional space (a line) for classification. As such, support
vector machines may not be suitable for a study of feature extraction algorithms. Indeed,
support vector machines may themselves be regarded as feature extraction algorithms in their
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own right, and we will discuss this in section 4.1.3.
In this thesis we want to focus on studying the behaviour of feature extractors, in the con-
text of classification but independently of classifiers. As such we will use one of the simplest
classification algorithms for evaluation: the nearest neighbour classifier, which classifies a new
testing data point according to the training data point nearest to it in the feature subspace.
1.5. Contributions
The main contributions of this thesis will be presented in chapters 2 and 3.
In chapter 2 we will study the behaviour of a current information-theoretic feature extraction
algorithm that is based on gradient ascent, and propose a new information-theoretic feature
extractor that has a closed-form solution based on eigendecomposition. To the author’s knowl-
edge, no other information-theoretic feature extraction algorithm has so far been proposed, that
has an eigenvalue solution. The fact that our new technique is based on eigendecomposition
makes it significantly more computationally efficient, and enables us to study information-
theoretic feature extraction in high-dimensional input spaces.
In chapter 3 we will study the behaviour of feature extraction algorithms in high-dimensional
input spaces, and investigate why PCA often out-performs more ‘sophisticated’ feature extrac-
tors, including LDA. We will propose a new algorithm that is able to consistently out-perform
PCA in the high-dimensional setting.
1.5.1. Publications
An algorithm for feature selection using order statistics is published as the following. In this
algorithm, the data points in the input space are pre-processed such that only their orderings
along each input feature is retained. This reveals a measure of overlap between classes, based
on which we can select features with minimal overlap.
• Raymond Liu and Duncan F. Gillies. “Feature selection using order statistics”. In: Pro-
ceedings of the Eleventh International Conference on Pattern Recognition and Information
Processing. 2011
A feature extraction algorithm using eigenvalue-based mutual information (which we will see
in chapter 2 of this thesis) is introduced in the following publication.
• Raymond Liu and Duncan F. Gillies. “An eigenvalue-problem formulation for non-
parametric mutual information maximisation for linear dimensionality reduction”. In:
International conference on image processing, computer vision, and pattern recognition.
Vol. 2. 2012, pp. 905–910
A more detailed theoretical account of the underlying estimate of mutual information em-
ployed in [22] (above) is presented in the following.
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• Raymond Liu and Duncan F. Gillies. “An Estimate of Mutual Information that Permits
Closed-Form Optimisation”. In: Entropy 15.5 (2013), pp. 1690–1704. issn: 1099-4300.
doi: 10.3390/e15051690. url: http://www.mdpi.com/1099-4300/15/5/1690
1.6. Notation
Here we provide a brief description of parts of our notational convention that may depart from
established mathematical conventions, and present some of the most commonly used symbols
and their usual meanings.
Vectors and matrices of real numbers (as opposed to random variables) will have single and
double underlines respectively, like x and x. Other notational conventions may use capital
letters for matrices, but we want to reserve capital letters for random variables, for example
a random vector and a random matrix may look like X and X respectively. The probability
density function of a random variable X, evaluated at a point x, will be denoted by pX(x).
For the sake of visual clarity and brevity, we will sometimes omit the subscript on the p at the
slight risk of confusion, but meanings should be clear from context. So for example p(x, y) and
p(x|y) will mean pX,Y (x, y) and pX|Y (x|y) respectively.
The basic notational design of our problem is as follows. We are given N data points
x1, . . . , xN that live inD-dimensional input space. UsuallyD  1. Sometimes it is convenient to
use the N×D design matrix x, whose nth row is the nth data point xTn . In supervised problems,
each training data point xn will have an associated class label cn, 1 ≤ cn ≤ K. We wish to find
P unit vectors w1, . . . , wP in the input space, where P < D, onto which we wish to project our
data points. The projected data points are usually denoted by y
1
, . . . , y
N
, and the space they
live in is called the feature space or feature subspace. Note that x1, . . . , xN , w1, . . . , wP ∈ RD
and y
1
, . . . , y
N
∈ RP . Again, sometimes it is convenient to use the design matrix y in the fea-
ture space, whose nth row is the nth projected data point yT
n
. The column vectors w1, . . . , wP
can be collected together to form the projection matrix w, whose pth column is wp. Thus we
have y = xw and in particular, for each n = 1, . . . , N we have y
n
= wTxn. With this notation,
the challenge of linear feature extraction therefore is to find a ‘good’ projection matrix w.
1.7. Distance-based approach
The classic feature extraction techniques can be understood from two equivalent perspectives,
one in terms of the variance of the data distribution, and another in terms of the distances
between data points. We will use as an example, perhaps the most common feature extraction
technique, principle component analysis (PCA) [3, sec.12.1]. PCA finds a set of features, or
equivalently a feature subspace, in which the total variance of the data is maximised. Thus the
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quantity to maximise is (refer to section 1.6 for notation)
1
N
N∑
n=1
‖y
n
− y¯‖2 (1.1)
where y¯ := 1
N
∑N
n=1 yn is the sample mean of the projected data points. Note that (yn − y¯) =
wT(xn − x¯), and equation (1.1) can be written as follows.
1
N
N∑
n=1
‖y
n
− y¯‖2 = 1
N
N∑
n=1
tr
[
(y
n
− y¯)(y
n
− y¯)T
]
=
1
N
N∑
n=1
tr
[
wT(xn − x¯)(xn − x¯)Tw
]
= tr
[
wT
( 1
N
N∑
n=1
(xn − x¯)(xn − x¯)T
)
w
]
.
(1.2)
It is easy to show [3, sec.12.1] that the optimal w is given by the largest eigenvectors of the
total sample covariance matrix
st :=
1
N
N∑
n=1
(xn − x¯)(xn − x¯)T. (1.3)
By “largest eigenvectors”, we mean the eigenvectors with the largest eigenvalues. (Of course
the eigenvectors are assumed to be given as unit vectors.) These largest eigenvectors are called
principal components. The above is the variance-based perspective of PCA. We will now derive
the distance-based perspective of PCA. By noting that
N∑
n=1
N∑
m=1
xnx
T
m =
N∑
n=1
xn
N∑
m=1
xTm and
N∑
n=1
xn = Nx¯ (1.4)
and some symmetries in n and m in the sums, we have the following.
N∑
n=1
N∑
m=1
(xn − xm)(xn − xm)T = 2N
N∑
n=1
xnx
T
n − 2
N∑
n=1
N∑
m=1
xnx
T
m
= 2N
N∑
n=1
xnx
T
n − 2N2x¯x¯T = 2N
[ N∑
n=1
xnx
T
n − 2Nx¯x¯T +Nx¯x¯T
]
= 2N
N∑
n=1
(xn − x¯)(xn − x¯)T = 2N2st.
(1.5)
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Thus we see that eigendecomposition of st is equivalent to eigendecomposition of
∑N
n=1
∑N
m=1(xn−
xm)(xn − xm)T. Similarly, we can show that
2N
N∑
n=1
‖y
n
− y¯‖2 =
N∑
n=1
N∑
m=1
‖y
n
− y
m
‖2. (1.6)
Now recall that PCA seeks a lower-dimensional projection of the data that maximises the
quantity (1.1), or equivalently the LHS of equation (1.6). Then we see that equation (1.6)
reveals a distance-based perspective of PCA, that it seeks a lower-dimensional projection of the
data such that the squared pair-wise distances ‖y
n
− y
m
‖2 between data points are maximised.
So far we have shown that PCA can be done either by seeking the largest eigenvectors of st
or equivalently by seeking the largest eigenvectors of the matrix
∑N
n=1
∑N
m=1(xn − xm)(xn −
xm)
T. One would not usually choose to do the latter because the matrix st is much more
computationally efficient to construct, and furthermore, it lends itself to further computation
optimisation in the case when D ≥ N [3, sec.12.1.4]. However, the distance-based perspective of
PCA lends itself to a useful, more general family of distance-based feature extraction techniques.
Several names have been given to members or subsets of this family, including weighted PCA
[44, 54, 29], Laplacian PCA [57], and Laplacian Eigenmaps [2]. We will adopt the name
Laplacian maps for the general family of feature extraction methods, which we will define
below. It is worth mentioning that there is another view of PCA, in which the subspace is one
that minimises the reconstruction error [32, 3, sec.12.1.2].
Note that the LHS of (1.5) is a sum of (rank 1) matrices, each of which is constructed by a
pair of data points (xn, xm). Now consider a weight ωnm ∈ R on every pair (xn, xm) of data
points, and define ω ∈ RN×N to be the weight matrix, whose (n,m)th element is the weight
ωnm. (Not to be confused with the projection matrix w. Throughout this thesis we assume
that each ωnm is symmetric in n and m, that is, ωnm = ωmn. Recall that x is the design matrix,
and define an objective matrix
m(ω, x) :=
1
2
N∑
n=1
N∑
m=1
ωnm(xn − xm)(xn − xm)T. (1.7)
By a similar analysis to that in PCA, it is easy to show that the largest (or smallest) eigenvalues
of m(ω, x) span a subspace in which the following is maximised (or minimised).
f(ω, y) :=
1
2
N∑
n=1
N∑
m=1
ωnm‖yn − ym‖2. (1.8)
Given weights ω and data x, let w(ω, x) be the projection matrix whose columns comprise the
eigenvectors of m(ω, x), then we say that w is a Laplacian map; its columns are features and
it maps a high-dimensional data point x onto a lower-dimensional subspace via x→ wTx. For
the sake of compactness we will sometimes omit the parentheses after m, f , and w. Notice
from equations (1.5) and (1.6) that PCA can be formulated as just a special Laplacian map
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where all the weights ωnm are 1. The reason we call these Laplacian maps is that equations
(1.7) and (1.8) can be rewritten, in matrix form, as
m = xTlx and f = tr[yTly], (1.9)
where the Laplacian matrix l is defined to be
l := diag[ω1]− ω, (1.10)
where we define the 1-vector 1 := (1, . . . , 1)T.
Laplacian matrices stem from graph theory. Given an undirected weighted graph, the (i, j)th
off-diagonal element of the Laplacian matrix is the negative weight of the edge between the
ith and the jth vertices, or 0 if those vertices are not adjacent to each other. Each (i, i)th
diagonal element is (−1) × (sum of the off-diagonal elements in the ith row). Assuming that
all the weights between vertices are non-negative, then the Laplacian matrix has the following
properties [52].
• It is symmetric.
• Each row sums to 0.
• It is positive semi-definite.
So in this view, the training dataset is a graph where each data point is a vertex, and each
unordered pair {xn, xm} of data points has an edge with weight ωnm which is symmetric in n
and m and could be 0.
The methodology of finding eigenvectors of m in order to maximise the objective function f ,
as in equations (1.9), is in fact very general. If we relax the requirement that l be a Laplacian,
then it is shown in [55] that this methodology generalises many popular dimensionality reduction
techniques including Laplacian Eigenmaps [2], Locally Linear Embedding [38], Isomap [47],
Hessian LLE [10], and Local Tangent Space Alignment [56]. This generalisation stems from the
observation that all of these methods are eigendecomposition problems, and that the constraints
of the underlying optimisation in each method can be encoded in the matrix l.
So far we have considered weighting each pair of data points. This generalises weighting
each individual data point as in, for example, the maximisation of
∑N
n=1 ωn‖yn − y¯‖2, where
the equivalent pairwise weights are ωnωm∑
n ωn
. A localised version of this can be found in [57].
A different approach to a weighted generalisation of PCA is to consider weights on the input
features, as opposed to data points. The name spatial weighting has been given to this approach
in [44]. In image recognition for example, spatial weighting corresponds to weighting each pixel
(or pairs thereof), and data point weighting (so called temporal weighting in [44]) corresponds
to weighting each image (or pairs thereof). One can of course use both weighting techniques
simultaneously, at the expense of some increase in computational complexity.
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To end this section, we briefly mention LDA [3, sec.4.1.4], which seeks a subspace that max-
imises between-class variance and minimises within-class variance. This subspace is spanned
by the largest eigenvectors of the objective matrix s−1w sb, where sw and sb are the within-class
and the between-class covariances respectively. For a class c (1 ≤ c ≤ K), let Nc be its size, Ic
be its index set, and x¯c be its mean. Let x¯ be the over-all mean. Then sw and sb are defined
by
sw :=
1
N
K∑
c=1
∑
n∈Ic
(xn − x¯c)(xn − x¯c)T and sb :=
K∑
c=1
Nc
N
(x¯c − x¯)(x¯c − x¯)T. (1.11)
One problem with LDA as it is formulated above is that the matrix sw has rank at most N−K,
and so is not invertible for datasets whose input dimensionality is larger than that. Even if
we apply PCA first and reduce the dimensionality of the data to N − 1, sw is still invertible.
However, by using st = sb + sw, we can formulate LDA equivalently as seeking the largest
eigenvectors of the objective matrix s−1t sb. Now st has rank N − 1 (as long as all the data
points are linearly independent), which can still be smaller than the input dimensionality D.
This is solved by the popular technique often known as PCA+LDA, where the dimensionality
of the data is reduced to N − 1 by first applying PCA. It can be shown [53] that preprocessing
the data by PCA loses no discriminative information with respect to LDA. Therefore in this
thesis, whenever we say LDA, we mean PCA+LDA.
PCA, LLE, Laplacian Eigenmaps, LTSA, Isomap are examples of unsupervised dimension-
ality reduction techniques, which means that these techniques do not take into account the
categorical information of the data. LDA is an example of supervised feature extraction, where
categorical information of the data is used as part of the algorithm. The term dimensionality
reduction is often used in the unsupervised setting, for example data visualisation [27]; while
the term feature extraction is often used in the supervised setting, for example classification.
For our purposes, the two terms are interchangeable, and we will focus on supervised feature
extraction in this thesis.
1.8. Information-theoretic approach
In section 1.7, all the dimensionality reduction techniques are based on distances between pairs
of data points ‖y
n
−y
m
‖, or distances between a data point and some centroid (mean) ‖y
n
− y¯‖.
These distances may be weighted (Laplacian Eigenmaps), or estimated along a manifold (for
example in LLE), or be confined to local neighbourhoods (LLE, Laplacian Eigenmaps, LTSA,
Isomap, and so on), but the interpretations thereof are based on distance or variance. In this
section we study a view of feature extraction that is based on information.
The information-theoretic approach to feature extraction is motivated by the fact that classi-
cal distance-based techniques fail for some data distributions, as illustrated in figure 1.3 where
the aim is to extract a single feature from 2D data. Here the two classes have almost equal
means, so the between-class variance is almost zero. LDA therefore will try to find a direction
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Figure 1.3.: This artificial 2D data is categorised into two classes: pink pentagons and blue
stars. We can see that the black line is a better line of projection for the data,
in terms of class-discrimination, than the blue dashed line. The blue dashed line
is the feature computed using LDA; PCA produces a very similar feature in this
case. The black line is computed using an information-theoretic technique (in fact
our eigenvalue-based mutual information method [22, 23]).
along which the average within-class variance is minimised. This happens to be the blue dotted
line shown, because all the other directions will produce larger class variances in the blue star
class, due to the heavily bimodal nature of its class-conditional distribution. This is why LDA
fails in maximising class-discrimination in this case. From this intuition we see that LDA is
liable to fail whenever the class-conditional distributions are not unimodal Gaussian. PCA will
seek a direction along which the variance of the whole data is maximised, which in this case is
very similar to the LDA feature.
An information-theoretic approach, on the other hand considers the probability distribution of
each class (the class-conditional distribution pY |C(y|c)), and maximises the divergence between
the distributions of different classes. The term divergence can be intuitively understood as the
difference, or lack of overlap, between probability distributions. Along the blue dashed line in
figure 1.3, we can see that the distributions of the two classes overlap completely. But along
the information-theoretic feature (black line), the class distributions exhibit much better class-
discrimination, and look like figure 1.4. Such features are found by maximising an estimate of
the mutual information between the data Y along the feature and the class variable C.
Mutual information and entropy are closely related. In his seminal work on information
theory [40], Shannon defined the entropy of a discrete random variable X to be
HS(X) := −
∑
x
pX(x) log2 pX(x), (1.12)
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Figure 1.4.: Example distributions of a unimodal class and a bimodal class. The grey-shaded
areas are where the distributions overlap.
where the sum is over all possible realisations of X. The subscript S on the H stands for
Shannon. The entropy of a random variable is a measure of how unsure we are about its
value, and for discrete random variables it is always at least 0, with equality iff it is in fact
deterministic. The mutual information between two discrete random variables is defined as
IS(X;Y ) :=
∑
x
∑
y
pX,Y (x, y) log2
pX,Y (x, y)
pX(x)pY (y)
, (1.13)
where the sums
∑
x and
∑
y run over all possible values of X and Y respectively. The mutual
information between two random variables is the amount of information one random variable
contains about the other. That is, how much less uncertain we are about X if we knew the
value of Y . This is expressed in the following identity.
IS(X;Y ) = HS(X)−HS(X|Y ), (1.14)
where HS(X|Y ) is the conditional entropy of X given Y , that is, the average amount of uncer-
tainty we have about X given that we know Y .
HS(X|Y ) : = EY
[
−
∑
x
pX|Y (x|y) log2 pX|Y (x|y)
]
= −
∑
y
∑
x
pX,Y (x, y) log2 pX|Y (x|y).
(1.15)
Mutual information is shown to be always non-negative [7, chap.2], with equality iff X and Y
are independent.
If one or both of the random variables in (1.13) is continuous, we replace the corresponding
sum with an integral. As a side-note, if X is a continuous variable, then we can replace the sum
in (1.12) with an integral, to form the differential entropy of X. Note that while the entropy
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of a discrete random variable is always non-negative, the differential entropy of a continuous
random variable can be negative. However, whether the random variables X and Y are discrete
or continuous, the mutual information IS(X;Y ) is always non-negative, and is 0 iff they are
independent [7, chap.8].
Some feature extraction techniques try to maximise estimates of Shannon’s mutual infor-
mation as defined in equation (1.13) [41, 19, 30]. However, a popular alternative is to use
Kapur’s quadratic mutual information (QMI) [50], which we will study shortly. First note that
Shannon’s mutual information is closely related to Kullback-Leibler divergence, also known as
relative entropy, defined as follows
DKL(p ‖ q) :=
∑
x
p(x) log2
p(x)
q(x)
, (1.16)
where p and q are two probability mass functions of random variable X and the sum runs
over all possible values of X. DKL(p ‖ q) is called the divergence of q from p. Again, if X is a
continuous random variable, the sum is replaced by an integral. By comparing (1.16) and (1.13)
we can see that Shannon mutual information can easily be expressed as the KL divergence of
the independent joint distribution pX · pY from the true joint distribution pX,Y .
IS(X;Y ) = DKL(pX,Y ‖ pX · pY ). (1.17)
1.8.1. Quadratic mutual information (QMI)
Shannon’s formulation of entropy and mutual information can be characterised by a set of
intuitively evident axioms [40, 36]. Kapur [17, p.178] argued that “if the aim is not to calculate
an absolute value of divergence, but rather to find a distribution that minimizes/maximizes
the divergence, the axioms in deriving the measure can be relaxed and yet the result of the
optimization is the same distribution” [50]. A number of families of alternative measures of
divergence is proposed in [17], and one that is particularly mathematically and computationally
convenient is the following.
DQ(p, q) :=
∫ (
p(x)− q(x)
)2
dx. (1.18)
Note that the integrand is a quadratic expression of the PDFs p and q, hence the subscript Q
on the D. We can see that DQ(p, q) is a measure of the total squared difference between p and
q, and when p(x) = q(x) ∀x, then DQ(p, q) = 0. With this definition of divergence between two
PDFs, and with the identity (1.17) in mind, we can define the quadratic mutual information
between two continuous random variables X and Y [50], as
IQ(X;Y ) :=
∫
X
∫
Y
(
pX,Y (x, y)− pX(x)pY (y)
)2
dx dy. (1.19)
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Notice that whenX and Y are independent, we have pX,Y (x, y) = pX(x)pY (y), and so IQ(X;Y ) =
0. This confirms our intuition that when two random variables are independent, their mutual
information should be 0. When one or both of X and Y is a discrete random variable, the
respective integral is replaced by a sum. Now if we recall the notation Y = wTX (section 1.6),
we can write the QMI of (or along) a feature w as
IQ(Y ;C) =
K∑
c=1
∫
Y
(
p(y, c)− p(y)p(c)
)2
dy. (1.20)
Torkkola’s QMI algorithm [50] find features along which IQ(Y ;C) is maximised. The features
are found sequentially, where the (i+ 1)th feature is found in the space orthogonal to the space
spanned by the first i features. Each feature is found by gradient ascent where the (t + 1)th
iteration is given by
wt+1 =
vt+1
‖vt+1‖
, vt+1 = wt + η∇wtIQ(Y ;C), (1.21)
where η is the learning rate, which can be variable. The initial unit vector w0 may be random
or a feature computed by another feature extraction algorithm such as LDA.
1.8.2. Gaussian kernel density estimation
The QMI IQ(Y ;C) in the form of equation (1.20) involves PDFs of the data, which are not
given. In order to apply gradient ascent, a concrete estimate of IQ(Y ;C) is needed. This
can be done using Gaussian kernel density estimation [31, 3, sec.2.5.1], which is particularly
convenient when applied to IQ(Y ;C) in the form of (1.20). We take advantage of the property
that the convolution of two Gaussians is another Gaussian.∫
R
G(z − x, σ2x)G(z − y, σ2y) dz = G(x− y, σ2x + σ2y), (1.22)
where the Gaussian function G(x− µ, σ2) is defined by
G(x− µ, σ2) := 1
σ
√
2pi
exp
(
− (x− µ)
2
2σ2
)
. (1.23)
This Gaussian convolution property will enable us to avoid numerical integration.
For a one-dimensional random variable X with continuous distribution, and given N realisa-
tions (data points) x1, . . . , xN , the PDF of X can be estimated by
pX(x) ≈ 1
N
N∑
n=1
k(x | xn, h), (1.24)
where k(· | xn, h) is a kernel function corresponding to the data point xn, with kernel width
h, hence the name kernel density estimation (KDE). Intuitively, each k(·|xn,h)
N
is a ‘hat’ put on
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top of xn, and KDE is the sum of the hats of the data points. The kernel can be chosen to be
Gaussian.
k(x | xn, h) := G(x− xn, h2), ∀n. (1.25)
By Bayes’ theorem equation (1.20) can be re-written as
IQ(Y ;C) =
K∑
c=1
p(c)2
∫
Y
(
p(y|c)− p(y)
)2
dy. (1.26)
With KDE (1.24) the Gaussian kernel (1.25), the over-all probability distribution pY and the
class-conditional distribution pY |C can be estimated as
pY (y) =
1
N
N∑
n=1
G(y − yn, σ
2
2
),
pY |C(y|c) = 1
Nc
∑
n∈Ic
G(y − yn, σ
2
2
).
(1.27)
The prior class probabilities pC are simply estimated by its proportion in the training set,
pC(c) =
Nc
N
. We can unpack the parentheses in equation (1.26) to obtain three integrands,
IQ(Y ;C) =
K∑
c=1
p(c)2
∫
Y
[
p(y|c)2 + p(y)2 − 2p(y)p(y|c)
]
dy. (1.28)
Now if we substitute in the estimates (1.27), the integrands can be written as
p(y)2 =
1
N2
N∑
n=1
N∑
m=1
G
(
y − yn, σ
2
2
)
G
(
y − ym, σ
2
2
)
,
p(y|c)2 = 1
N2c
∑
n∈Ic
∑
m∈Ic
G
(
y − yn, σ
2
2
)
G
(
y − ym, σ
2
2
)
,
p(y)p(y|c) = 1
NNc
∑
n∈Ic
N∑
m=1
G
(
y − yn, σ
2
2
)
G
(
y − ym, σ
2
2
)
.
(1.29)
Finally, if we substitute (1.29) into (1.28), and use the Gaussian convolution property (1.22),
we arrive at a concrete estimate
IQ(Y ;C) =
1
N2
[( K∑
c=1
N2c
N2
)( N∑
n=1
N∑
m=1
)
+
( K∑
c=1
∑
n∈Ic
∑
m∈Ic
)
− 2
( K∑
c=1
Nc
N
∑
n∈Ic
N∑
m=1
)]
gnm, (1.30)
where we use the short-hand notation
gnm := G(yn − ym, σ2). (1.31)
The same derivation can be found in slightly more detail in [50]. Note that while the sums in
(1.30) may look like triple sums, they’re actually at most double sums over the whole dataset.
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Now let us derive a more notationally compact form of IQ(Y ;C), which will be useful later. If
we define
ρnm :=
1
N2
(
I[cn = cm] +
( K∑
c=1
N2c
N2
)− 2Ncn
N
)
, (1.32)
then we claim that equation (1.30) can be simply written as
IQ(Y ;C) =
N∑
n=1
N∑
m=1
ρnmgnm. (1.33)
The reason is as follows. Equation (1.30) has three sums: the total sum
∑N
n=1
∑N
m=1, the within-
class sum
∑K
c=1
∑
n∈Ic
∑
m∈Ic , and the mixed sum
∑K
c=1
∑
n∈Ic
∑N
m=1. Pick any ordered pair
of indices (n,m) (as opposed to an unordered pair {n,m}), and consider where gnm appears
in each of those three sums. It will appear exactly once in the total sum, with coefficient(∑K
c=1
N2c
N2
)
; it will appear in the within-class sum, with coefficient 1, exactly when xn and
xm are in the same class; finally, it will appear in the mixed sum exactly once (since we’re
considering ordered pairs (n,m)), with coefficient 2Ncn
N
.
1.9. Summary and structure of the thesis
We have introduced two broad approaches to feature extraction: distance-based and information-
theoretic.
Under the distance-based paradigm, we have reviewed the classic techniques PCA and LDA.
For PCA we noted the pairwise distance perspective, and have formulated a generalisation
which we call Laplacian maps, of which PCA and Laplacian Eigenmaps are special cases. In
chapter 2 we will see that this generalisation forms a link between information-theoretic and
distance-based feature extraction. A slightly further generalisation of it (the relaxation of
the Laplacian condition) encapsulates LLE, Isomap, HLLE, and LTSA [55]. Distance-based
techniques are mathematically elegant and computationally efficient because the algorithms
boil down to the eigendecomposition of some objective matrix.
Under the information-theoretic paradigm, we focused mainly on the maximisation of QMI
[50]. So far we have seen that QMI can be maximised using gradient ascent. However, the it-
erative nature of gradient ascent makes it less stable and more computationally intensive than
the eigendecomposition problem that underpins distance-based feature extraction. Further-
more, gradient ascent induces free variables in the algorithm which are difficult to estimate in
a principled manner. One of the fundamental problems with using gradient ascent for mutual
information maximisation is that the underlying optimisation problem is not convex. We will
study these points in more detail in chapter 2, where we will also introduce a new information-
theoretic feature extraction technique that has an eigendecompositional solution [22].
A very important concept to keep in mind when developing feature extraction or machine
learning algorithms is the curse of dimensionality, which we have discussed in section 1.3. Ex-
periments in [27] have shown that for real-world datasets, often PCA out-performs more recent,
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more sophisticated dimensionality reduction algorithms (Laplacian Eigenmaps, LLE, Isomap,
LTSA and so forth). Our experiments show similar results. The under-performance of a feature
extraction algorithm is often interpreted in terms of data distribution. In particular, a common
suggestion for improving the classification performance of a feature extraction technique is to
increase the discriminating power [33, 29], or to maximise the separation or margins (of sorts)
between classes [34, 20, 25]. In chapter 3 we will present a geometric view of feature extrac-
tion in terms of class-separation, from which we derive the argument that for high-dimensional
datasets, the wisdom of maximising class-separation should be tamed with over-fitting in mind.
Specifically, we find through experiments that under the high-dimensional setting, the naive
approach to maximising class-separation often leads to bad classification performance, and that
contrary to the intuition of maximising class-separation, lower class-separation entails better
classification accuracy. We will explain this phenomenon in terms of curse of dimensionality.
This insight will lead to a simple but effective family of feature extraction algorithms that
consistently out-performs PCA in terms of classification accuracy.
Supervised and unsupervised feature extraction is still a very active area of research, and
due to the plethora of different techniques and approaches, there is little agreement as to the
standardisation of the field [14]. We will conclude our particular exposition of this subject,
together with recommendations for future research, in chapter 4.
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2. Information-theoretic feature
extraction
In section 1.8 we introduced Shannon’s mutual information and quadratic mutual information
(QMI). For continuous data, precise estimates of Shannon’s mutual information are extremely
computationally intensive, since they involve numerical integration. For an algorithm to be
feasible in maximising Shannon’s mutual information, one can resort to discretisation as an
estimate. There are other estimates of mutual information from data, of which squared-loss
mutual information is an example [46]. So far in the field of feature extraction, these esti-
mates of mutual information can be optimised only through an iterative, gradient-ascent-type
procedure. In this chapter we will introduce a new estimate of mutual information which we
will call eigenvalue-based mutual information (EMI), that can be maximised via closed-form
eigendecomposition, thus significantly reducing computational complexity while avoiding other
difficulties associated with iterative optimisation. But first, we will study iterative procedures
for maximising mutual information using QMI and Torkkola’s algorithm [50] as a representative
example.
2.1. Gradient ascent for QMI maximisation
It was shown that Torkkola’s gradient ascent algorithm in maximising QMI can give supe-
rior classification results for some low-dimensional datasets, while the conventional feature
extraction methods PCA and LDA perform better on others. No high-dimensional datasets
were tested in [50] however, possibly due to the high computational complexity of iterative
algorithms. QMI is a theoretically elegant and practically applicable estimate of mutual infor-
mation. Regarding its maximisation by gradient ascent however, there are practical drawbacks,
which can be summarised as follows.
• The computational complexity (cost) of iterative optimisation algorithms can be very
high, and QMI in its current form, equations (1.30) or (1.33), can only be maximised
iteratively. Table 2.1 shows a comparison of the computing times of PCA, LDA, Torkkola’s
iterative QMI algorithm, and our proposed eigenvalue-based MI method.
• The current iterative algorithms have many free parameters, including the learning rate
and the stopping criterion, for which there is not yet a principled method of estimating.
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• Our experiments show that a straight-forward application of gradient ascent can have
unstable and unpredictable convergence in high-dimensional spaces. In particular, it does
not always maximise QMI since the shape of the objective function is not convex. Figure
2.1 illustrates this, for the AT&T Dataset of Faces. Note that this is not an intrinsic
deficiency of QMI, but rather of gradient ascent as applied to maximising QMI.
Time to extract
first feature 39 features
PCA 0.406 (0.406)
LDA 1.185 (1.185)
EMI 4.992 (4.992)
QMI 265.034 10330.358
Table 2.1.: Times taken, in seconds, for algorithms PCA, LDA, eigenvalue-based MI, and itera-
tive QMI to extract one feature and 39 features respectively, from the AT&T Dataset
of Faces. The computing times for eigenvalue-based algorithms (PCA, LDA, EMI)
are independent of the number of extracted features, due to the closed-form na-
ture of eigendecomposition. This was a Python 2.7 implementation with packages
Numpy, MatPlotLib, and PIL (Python Imaging Library), executed on an Intel Core
i7-2600K processor at 3.40 GHz with 16GB of RAM.
In figure 2.1, the reader may ask why LDA produces high values of QMI, similar to that
produced by the EMI method, despite the fact that LDA is not designed to maximise QMI.
To answer this question, we recall equation (1.26). Let us consider a simple 2-class example,
where both classes have equal prior probabilities PC(c) =
1
2
. In this case, equation (1.26) tells
us that IQ(Y ;C) is proportional to a sum of two summands, each of which is the square of the
area between the graphs of the class-conditional distribution pY |C and the overall distribution
pY . Let us suppose further that the classes are normally distributed with the same variance but
different means. Then figure 2.2 shows us that maximising QMI is equivalent to minimising the
overlap between the 2 class-conditional distributions, or equivalently maximising the separation
between the classes.
The intuition shown in figure 2.2 can be validly extrapolated to higher dimensions, general
class-conditional distributions, and multi-class datasets. LDA maximises the class-separation
of the data in the sense that it maximises the between-class distances and minimises within-
class distances between data points. Now depending on the class-conditional distributions and
input dimensionality, LDA will not always succeed, as illustrated in figure 1.3. However, where
LDA does succeed, different classes will be well-separated and so the QMI along the features
produced by LDA will be high. The AT&T Dataset of Faces is one in which LDA does succeed
in maximising the separation between classes, as shown in figure 2.3a (and figure 1.2a). The
similarity in the values of QMI obtained by LDA and our EMI method is explained by the
similarity in their respective 2D projections shown in figures 2.3a and 2.3b. Figure 2.3c, in
contrast, does not exhibit good separation between classes, which explains the relatively low
values of QMI obtained by the iterative method as shown in figure 2.1. Furthermore, figure
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Figure 2.1.: Plot of the QMI between the class label and each of the first 10 features, computed
by various methods. The horizontal axis indexes the features, while the vertical
axis measures the QMI along each feature. We see that Torkkola’s iterative QMI
algorithm gives lower values of QMI than the EMI algorithm, which gives values
similar to LDA. Note that LDA is not designed to maximise QMI. PCA is also
included for the sake of comparison. In the experiment, the data was whitened and
the initial features for the iterative QMI algorithm were set to random features.
(a) Good class separation, high QMI. (b) Bad class separation, lower QMI.
Figure 2.2.: The solid lines are the class-conditional distributions for the 2 classes, and the
dashed line is the overall distribution pY . The checkered and the dotted areas
correspond to the value of |pY |C(y|c)− pY (y)| for each of the 2 classes respectively,
and the squares of only these areas contribute to the value of QMI, not the grey-
shaded area. The grey-shaded area is the overlap between the two class-conditional
distributions. We see that the smaller the overlap, the larger the value of the dotted
and checkered areas, and therefore the larger the value of QMI.
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(a) LDA
(b) EMI
(c) QMI using gradient ascent (d) PCA
Figure 2.3.: 2D projections of the AT&T Dataset of Faces, computed using (a) LDA, (b) our
EMI method, (c) Torkkola’s iterative QMI method, and (d) PCA for comparison.
In (a) we see that each of the 40 classes in the dataset is in a compact cluster, well
separated from others. In fact, each class is so tightly packed that at this resolution
it looks like a singleton point. Similar observations can be made from (b). In (c)
however, each class seems to be scattered into 2 or more clusters, as exemplified
by the class marked by red circles. Note that each class of the dataset has 10 data
points, and the class marked by red circles seems to be in 4 clusters. For all of (a),
(b) and (c), the data was whitened as a pre-processing step.
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2.3c suggests that the iterative QMI method in this case might have sought a local optimum,
due to the scattering nature of individual classes into more than one cluster.
In what follows in this section we will discuss some of the free parameters and other aspects
of maximising QMI by gradient ascent. Some of these also apply to other iterative algorithms.
2.1.1. Whitening
By whitening, we mean pre-processing the data by normalised PCA such that the resulting
data has a variance of 1 in any direction. Specifically, the data is projected onto its principal
component space where in addition, each component of the data is divided by the square root
of the corresponding eigenvalue of the total sample covariance matrix. The resulting data after
this pre-processing has dimensionality at most min{D, (N − 1)}.
In producing figures 2.3 and 2.1, the AT&T Dataset of Faces was whitened as a pre-processing
step. In practical terms, whitening makes little difference to LDA in real-world high-dimensional
datasets. The LDA projection of the AT&T Dataset of Faces, for example, looks like figure 2.3a
whether or not the data is whitened. Our EMI algorithm that we will introduce later requires
that whitening be applied as a pre-processing step, for reasons that will become clear.
On maximising QMI via gradient ascent however, whitening seems to have a significant
effect for high-dimensional datasets, as shown in figures 2.3c and 2.4. In figure 2.3c the data
was whitened, whereas in figure 2.4 the same data was not. With the exception of whitening, all
other parameters of the algorithms used to produce the two figures are kept identical. We see
that figure 2.4 exhibits weak class discrimination and a high degree of overlap between classes,
and that while figure 2.3c may show less overlap between classes, it nevertheless suggests that
the algorithm might have sought a local maximum. In fact, figure 2.4 produces a lower value
of QMI than the PCA projection shown in figure 2.3d.
The following is a possible explanation for the under-performance of the iterative QMI algo-
rithm without whitening. We will show that without whitening, the algorithm may be data-
dependent and the convergence may be unstable. Recall from equation (1.33) that IQ(Y ;C) is
a weighted sum of gnm terms, where gnm is defined in equation (1.31) (and equation (1.23)). In
a gradient ascent algorithm, according to equation (1.21), we need to consider the derivative
∇wIQ(Y ;C)s, which is a sum of ∇wgnm terms. Each ∇wgnm term is given by
∇wgnm = −(yn − ym)
σ2
1
σ
√
2pi
exp
[
− (yn − ym)
2
2σ2
]
(xn − xm). (2.1)
We will see in the next section that the estimation of σ depends on the variance of the data
along the direction w. If we use Silverman’s rule of thumb for example [43], σ would be directly
proportional to the standard deviation of the data along w, which in turn scales like each
(yn − ym). In equation (2.1) we can see that there is a σ−1 term outside the exponential that
is not ‘cancelled out’ by any (yn − ym) term or (xn − xm) term. This means that each ∇wgnm
term, and therefore ∇wIQ(Y ;C), scales inversely to the spread of the data along w. Since each
gradient step depends on ∇wIQ(Y ;C), we observe the following.
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Figure 2.4.: 2D projection of the iterative QMI algorithm where the data (AT&T Dataset of
Faces) is not whitened as a pre-processing step. The initial features of the algorithm
are set to random vectors.
• When w is a direction along which the data has large variance, ∇wIQ(Y ;C) will be small
and so the convergence will be slow.
• Conversely, when w is a direction along which the data has small variance, ∇wIQ(Y ;C)
can be very large and convergence may be erratic.
If a dataset is whitened, then the variance of the data along any w will be constant, and so
∇wIQ(Y ;C) will not depend directly on the variance along w but only on the value of IQ(Y ;C),
as it ought to since it is only IQ(Y ;C)) that we are trying to maximise. On the other hand if
the data is not whitened, then ∇wIQ(Y ;C) will depend on the variance along w, which for the
reasons listed above, may make the algorithm unstable or unpredictable. Furthermore, different
datasets will in general have very different variances along any w, and whitening will ensure
that any pre-processed dataset will have variance 1 along any w, so we see that whitening is
also a way of making the convergence of the algorithm less data-dependent.
Note that in contrast, whitening makes little difference to the behaviour of LDA for high-
dimensional datasets because LDA does not depend on any kernel width in the way that QMI
depends on σ.
2.1.2. Bandwidth selection
Bandwidth selection refers to the choice of the kernel width which we denoted by h in equation
(1.25). Note that in our notation, σ is directly related to the kernel width by σ = h
√
2. A
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principled method for determining the kernel width is Silverman’s rule of thumb [43], according
to which the kernel width is estimated by
h =
(
4
3N
) 1
5
sˆ, (2.2)
where sˆ is the sample standard deviation. By this, the kernel width will be constant throughout
the gradient ascent iterations if the data is whitened, and variable (not constant) in general if
the data is not whitened. In this way we see that bandwidth selection is related to whitening.
Torkkola proposed a different way of setting the kernel width [50, p.1426], according to which
the kernel width is set to approximately half of the distance between the two furthest data
points at the beginning of the iterations, and gradually decreasing to about half of the average
distances between all pairs of data points towards the end of the iterations. This is a very
heuristic approach but seems to work as claimed. In this approach, the kernel width is variable
whether the data is whitened or not. We can alternatively take the slightly simpler approach,
one in which the kernel width is always set to half of the average pairwise distance. The kernel
width would still be variable in this approach, whether the data is whitened or not.
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(a) Example 2-class data. Solid line: op-
timal feature with respect to LDA,
Bayes error and QMI with fixed
bandwidth. Dotted line: optimal fea-
ture with respect to QMI with vari-
able bandwidth (Silverman).
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(b) Various objective values measured along a fea-
ture as it is rotated anticlockwise through pi ra-
dians, starting from the positive ‘x’-axis. The
maxima of Fisher’s discriminant (LDA) and
QMI with fixed bandwidth agree, and both
agree approximately with the estimate of Shan-
non’s MI. However, QMI with variable band-
width has two local maxima at the ‘wrong’
places.
Figure 2.5.: Illustration of the behaviour of QMI with variable and fixed bandwidths.
Let us study the behaviour of the gradient ascent algorithm with respect to variable and
fixed bandwidths. First consider the example artificial dataset in figure 2.5a. This dataset
is generated from two homoscedastic Gaussians with the identity covariance matrix centred
at (−1, 2) and (1,−2). Since the classes are homoscedastic Gaussian, LDA is guaranteed to
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produce the optimal feature with respect to Bayes error. In figure 2.5a, the solid black line is
the LDA-optimal feature, which is (almost) the same as the optimal feature with respect to
QMI with fixed bandwidth. The dotted line marks the feature obtained by QMI with variable
bandwidth which is clearly suboptimal, and in figure 2.5b we can see why. For comparison,
the values of Shannon’s MI along the features are also included, these are estimated using
discretisation.
Regarding the dichotomy of using Torkkola’s heuristic or Silverman’s rule of thumb for esti-
mating the bandwidth, our experiments so far suggest that it makes no qualitative difference
in the behaviour of the algorithm with respect to high-dimensional real-world datasets. Figure
2.6 illustrates observation. We can see that it looks qualitatively similar to figure 2.3c. Except
for the method used for bandwidth selection, all other parameters of the algorithms used to
produced the two figures are identical.
Figure 2.6.: 2D projection of the (pre-whitened) AT&T Dataset of Faces using the iterative QMI
algorithm with a simplified version of Torkkola’s heuristic for bandwidth selection,
whereby the bandwidth is always set to half of the average pairwise distances of
the data.
Based on our observations so far of the effects of whitening and bandwidth selection, perhaps
a good recommendation for using gradient ascent for maximising QMI for high-dimensional
datasets is to pre-whiten the data and then to use Silverman’s rule of thumb for bandwidth
selection. Whitening could make the algorithm less data-dependent and more stable, and
Silverman’s rule of thumb will produce a fixed bandwidth for whitened data.
2.1.3. Feature initialisation
Before the gradient ascent iterations begin, how should we initialise the features? This is an
important question. They could be initialised as random features, or as LDA features, as
Torkkola did for some of his experiments [50]. However, there are two noteworthy points about
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initialising the features by LDA. First, for some datasets, LDA cannot produce enough features
to begin with; the Pima Indian Diabetes dataset for example, available from the UCI database,
is a 2-class problem, and so LDA can only extract one single feature. Second, while initialising
the features by LDA can improve the performance of gradient ascent, it may arguably mask
the effects of the gradient ascent iterations. We will explain this point presently.
The iterative QMI algorithm used to produce figures 2.1 and 2.3 were initialised by random
features. Recall that figure 2.1 shows the value of QMI along the features computed by LDA,
PCA, QMI maximisation and EMI maximisation respectively. It shows that the iterative QMI
algorithm is not effective in extracting features with high QMI for this dataset, compared with
LDA and our EMI algorithm. In particular, the QMI algorithm seems to have sought a local
maximum. Figure 2.7 shows a plot that is analogous to figure 2.1, but here the QMI algorithm
is initialised with LDA features. We see that with LDA features as initial features, the iterative
QMI algorithm is able to (slightly but visibly) improve on the quality of the LDA features, as
judged by QMI. In particular, using LDA features to initialise the QMI algorithm significantly
improves its performance compared with using random features.
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Figure 2.7.: Values of QMI measured along the first 10 features extracted by LDA, EMI and
the iterative QMI algorithm respectively, where the initial features for the QMI
algorithms are LDA features. The dataset used is the AT&T Dataset of Faces.
With this observation it would be reasonable to say that whenever possible, use LDA to
initialise the features, and use random features only when LDA cannot extract enough features
(in 2-class or few-class problems). At the same time however, a comparison between figures 2.7
and 2.1 suggests that LDA is necessary for the proper execution of the iterative QMI algorithm,
and that the algorithm produces improvements on the initial features computed by LDA. Given
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that one of the main advantages of information-theoretic feature extraction is that it is robust in
situations where LDA would fail (figure 1.3), it would therefore be reasonable to require that an
information-theoretic feature extraction algorithm be able to execute properly (without getting
stuck in local maxima) without the help of LDA.
The LDA and EMI algorithms used in figure 2.7 are identical to those used in figure 2.1, and
their 2D projections are shown in figures 2.3a and 2.3b. The projection of the QMI algorithm
initialised by LDA would be similar to that of LDA, but with even tighter compactness of
the classes, and we can understand this intuitively by considering figure 2.2 and explanations
thereof.
2.1.4. Learning rate and stopping criterion
The learning rate of gradient ascent is denoted η in equation (1.21). It governs the amount by
which the feature is updated at each gradient ascent step. If it is too large, the iterations may
never converge to the optimum but only swing either side of it. If it is too small, convergence
be slow. One intuitively attractive heuristic is to have a large learning rate in the beginning
of the iterations, and gradually decrease it toward the end, as recommended in [50]. However,
in our experiments we have not found this method of varying the learning rate to be effective.
In general, there is not yet a principled procedure to determine the learning rate, and likewise,
the stopping criterion.
We could choose the stopping criterion to be when ‖∇wIQ(Y ;C)‖ falls below a certain thresh-
old, which means that the update becomes sufficiently small. This makes intuitive sense if we
hope that the objective function IQ(Y ;C) obeys certain smoothness conditions even in high-
dimensional spaces. In particular, we hope that the gradient ∇wIQ(Y ;C) is near zero in a
neighbourhood of the optimum. On a related note, we also want to make the learning rate
small enough such that the iteration does not jump out of this neighbourhood in one step.
However, even if these smoothness conditions are met, it is still very plausible that there be
areas where IQ(Y ;C) is far from optimal and yet ‖∇wIQ(Y ;C)‖ is small. This would cause
the iterations to stop prematurely. A simpler heuristic for choosing the stopping criterion is to
stop when IQ(Y ;C) starts decreasing (as opposed to continuing to increase), hoping that this
is an indication that we have reached and have slightly overtaken the maximum. Again, this
depends heavily on the smoothness of the objective function and the learning rate, and could
suffer from local maxima. In our experiments, we have tested a range of learning rates and
numbers of iterations, and a set of parameters that seems to do best for the whitened AT&T
Dataset of Faces comprises a constant learning rate between 2 to 5, and a number of iterations
between 50 and 100. Figures 2.1, 2.3c, 2.4, 2.6, and 2.7 were produced with these parame-
ters. For non-whitened high-dimensional data, our experiments suggest that the performance
of the algorithm is somewhat unaffected by what parameters we choose, and is consistently
poor. Note however, that these parameters are somewhat data dependent, and that our ex-
periments have shown that the behaviour of the iterative QMI algorithm in high-dimensional
datasets and low-dimensional datasets can be very different. The fundamental problem is that
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the underlying optimisation is not convex.
In summary, there is considerable variety in the behaviour of QMI maximisation by gradient
ascent, depending on the dataset, input dimensionality, bandwidth selection, feature initialisa-
tion, learning rate and stopping criterion. A comprehensive evaluation of the behaviour and
performance of QMI maximisation by gradient ascent, for all types of datasets and all rep-
resentative values of free parameters, is not the aim of this thesis. Indeed it would be very
time-consuming. Instead, we will now propose a novel method that circumvents the difficulties
associated with gradient ascent and iterative algorithms in general.
2.2. Eigenvalue-based mutual information
In section 2.1 we have studied some properties of QMI maximisation by gradient ascent, and
have seen how they may lead to various implementational challenges. In this section we will
propose a novel technique of information-theoretic feature extraction that can be solved by
eigendecomposition. This technique makes use of a new estimate of mutual information that is
slightly different from QMI, and we will call it eigenvalue-based mutual information (EMI) [23].
(Spectral mutual information may also be a suitable name.) In summary, EMI maximisation
has the following advantages over QMI maximisation by gradient ascent.
• Its computational complexity is much lower (see table 2.1). Specifically, for high-dimensional
datasets it is of the same order as that of PCA.
• EMI maximisation has no free parameters, and its formulation and implementation is not
data-dependent.
• Because of its closed-form nature, the behaviour of EMI maximisation is consistent, pre-
dictable, and is guaranteed to find global maxima.
We derive EMI from a pairwise interaction view of QMI. Mutual information is often in-
terpreted as the difference or similarity between two probability distributions: the true joint
distribution and the joint distribution under the independence assumption. In the context of
estimating mutual information from data however, equation (1.33) uncovers an alternative view
of mutual information, one in terms of pairwise interactions gnm between each pair {xn, xm} of
training data points, weighted by the ρnm. This view is especially applicable and intuitive in
classification problems. Each pairwise interaction gnm is monotonically decreasing in the dis-
tance |yn−ym| between two data points along the feature w, as is clear from equation (1.31). So
for example if we simply wanted to maximise the sum
∑N
n=1
∑N
m=1 gnm (rather than equation
(1.33)), then we will obtain a feature along which the data points are as close to each other
as possible, which is obviously not desirable from a classification perspective. However the
weights ρnm can be negative, in which case the corresponding pairwise distance is maximised.
Let us conceive of a simple example in which there are 2 classes (c = 2), and each class has 5
training data points (N1 = N2 = 5 and N = 10). Then the reader may verify from equation
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(1.32) that if two data points xn and xm are in the same class, then ρnm =
1
200
; and if they
are in different classes, then ρnm = − 1200 . This means that in the maximisation of IQ(Y ;C) as
in equation (1.33), the within-class distances are minimised while the between-class distances
are maximised. On a side-note, we see that in this pairwise interaction view of mutual infor-
mation maximisation, there is significant resemblance to LDA. However, unlike LDA, QMI has
advantageous information-theoretic properties as illustrated by figure 1.3.
Another consequence of this view of QMI is that we can now generalise the pairwise inter-
actions between data points. In QMI with Gaussian kernel density estimation, each pairwise
interaction gnm is a Gaussian function of (yn − ym). The salient characteristics of gnm that
give IQ(Y ;C) its information-theoretic properties are as follows. Note that since yn = w
Txn by
definition and that ‖w‖ = 1, we always have 0 ≤ |yn − ym| ≤ ‖xn − xm‖.
• It is symmetric in (yn − ym) and monotonically decreasing in |yn − ym|.
• It reaches its maximum when yn − ym = 0, where the maximum is 1σ√2pi .
• It reaches its minimum when |yn − ym| = ‖xn − xm‖, where the minimum is
1
σ
√
2pi
exp
(
− ‖xn−xm‖2
2σ2
)
.
All of these properties can be preserved by using an alternative, negative-parabolic (as opposed
to Gaussian) pairwise interaction, in the form of a− b(yn − ym)2. More precisely, define
enm :=
1
σ
√
2pi
(
1− 1− e
− ‖xn−xm‖
2
2σ2
‖xn − xm‖2
(yn − ym)2
)
. (2.3)
We see that if we view (yn − ym) as the abscissa, then the graph of enm in equation (2.3) is a
negative parabola, hence the name negative parabolic pairwise interaction. Figure 2.8 illustrates
the differences and similarities between enm and gnm.
Now we can measure the mutual information between the data and the class label by using
the following, instead of QMI as in equation (1.33).
IE(Y ;C) :=
N∑
n=1
N∑
m=1
ρnmenm, (2.4)
where ρnm is the same as in equation (1.32). For the example dataset in figure 1.3, the black
line is the feature along which the maximum value of IE(Y ;C) is obtained. We call IE(Y ;C)
eigenvalue-based mutual information (EMI), for reasons that will become clear shortly. Figure
2.9 demonstrates the similarities between EMI, QMI and Shannon’s MI (equation (1.13)).
The real advantage of using EMI instead of QMI is that it can be optimised analytically,
obviating the need for any iterative procedure. enm can be written as w
Tenmw where
enm : =
1
σ
√
2pi
exp
[
−(xn − xm)(xn − xm)
T
2σ2
]
=
1
σ
√
2pi
[
I − (1− e
− ‖xn−xm‖
2
2σ2 )
‖xm − x2m‖
(xn − xm)(xn − xm)T
]
,
(2.5)
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Figure 2.8.: Graphs of enm as in equation (2.3), and gnm as in equation (1.31), where we view
(yn − ym) as the abscissa. The two pairwise interactions agree at their maximum
(in the middle) and at their minima (two sides).
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Figure 2.9.: The values of the various measures of mutual information along a feature, as the
feature is rotated pi radians. The dataset used is the one shown in figure 1.3. Note
that some of the measures are rescaled so that all measures are visually comparable,
however it is not the actual value of the measure that matters in the context of
optimisation, but rather the shape of the graph. We see that EMI, QMI and
Shannon’s MI peak at almost the same place. For the sake of comparison, Fisher’s
discriminant (LDA)is also included. We see that Fisher’s discriminant measure
does not peak at the ‘right’ place. The Fisher-optimal feature (computed by LDA)
is shown as the blue dashed line in figure 1.3.
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where the second line follows from evaluating the matrix exponential in the first line using
Taylor expansion. Thus, if we define a matrix e by
e :=
N∑
n=1
N∑
m=1
ρnmenm, (2.6)
then we see that EMI can be written as IE(Y ;C) = w
TEw. Now finding a feature that
maximises EMI is equivalent to maximising IE(Y ;C) in w, and we see that the maximising w
are just the largest eigenvectors of the matrix e.
The reader may notice some similarities between enm and the Epanechnikov kernel, which is
defined as follows.
hnm :=
3
4
(
1− (yn − ym)2
)
I[|yn − ym| ≤ 1]. (2.7)
This also has a negative parabolic shape, but there are several fundamental differences between
this and our pairwise interaction enm. First, enm has a variable width that depends on ‖xn−xm‖,
while in contrast hnm does not, and is fixed-width. In particular, hnm does not take into account
any pairs of points for which |yn − ym| > 1. Moreover, the indicator function I[|yn − ym| ≤ 1]
cannot be encoded in a matrix in the way that enm can be encoded in the matrix enm (equation
(2.5)) via enm = w
Tenmw. It is the ability of a pairwise interaction (or kernel) to be encoded
in a matrix that allows the associated dimensionality reduction algorithm to be formulated as
an eigenvalue-problem.
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Figure 2.10.: Average classification error rates of the nearest-neighbour classifier through 10
repeats of 5-fold cross-validation, for the subspaces computed by PCA, EMI and
the iterative QMI method respectively. The dataset used is the Pima Indians
Diabetes Dataset, available from the UCI Machine Learning Repository. LDA was
not included in this evaluation because the dataset only has 2 classes and LDA
would only be able to extract 1 feature. We see that EMI has lower (average)
error rates than PCA and Torkkola’s iterative QMI method.
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Figure 2.10 illustrates a practical application of EMI. It shows the average classification error
rates of the nearest-neighbour classifier through 10 repeats of 5-fold cross-validation, for the
subspaces computed by PCA, the EMI method, and the iterative QMI method respectively,
using the Pima Indians Diabetes Dataset available from the UCI machine learning repository.
The error bars (not to be confused with classification error rates) on the respective graphs show
one sample standard deviation either side of the average classification error rates, averaged over
the numbers of repeats and folds. Note that in this experiment there are a total of 50 evaluations
(per dimensionality of the feature subspace), since there are 10 repeats and 5 folds per repeat.
Throughout this thesis, an error bar will always show one sample standard deviation either side
of the average classification error rate.
Figure 2.11 shows the 2D projections computed by the three methods. Note the similarity
between the projections computed by the two information-theoretic methods, in contrast to
that of PCA. Note also that a 2D projection cannot be computed using LDA since this is a
2-class problem and LDA would only be able to compute one feature. Recall in section 2.1.3
that initial features for the iterative QMI algorithm can be either random or LDA features.
This is a case where the initial features cannot be LDA features (except the first one). In this
experiment the parameters of the iterative QMI algorithm were set as follows. The data is
pre-whitened, the learning rate was set to 1, the bandwidth was estimated using Silverman’s
rule of thumb (and therefore constant), and the initial features were random.
(a) PCA (b) EMI (c) Iterative QMI
Figure 2.11.: 2D projections of the Pima dataset computed by three feature extraction tech-
niques.
2.2.1. Relationship with Laplacian maps
Recall that in section 1.7 we defined a generalisation of PCA which we call Laplacian maps
(equations (1.7) and (1.8)). Laplacian maps also generalise an unsupervised dimensionality
reduction technique called Laplacian Eigenmaps [2]. The objective of the Laplacian Eigenmaps
technique is to minimise the distances between nearby data points in the lower-dimensional
feature subspace, and it does so by eigendecomposition. For each training data point xn, only
its nearest neighbours are considered. Therefore in the formulation of Laplacian Eigenmaps,
most of the weights ωnm are zero, and they are non-zero only when xn and xm are close neigh-
bours. Consequently, the corresponding Laplacian matrices of Laplacian Eigenmaps (equation
(1.10)) are sparse, and so the Laplacian Eigenmaps technique is very computationally efficient.
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Laplacian Eigenmaps is a local technique as opposed to a global technique like PCA. It is worth
mentioning that experiments in [27] have shown that local techniques generally have lower per-
formance than global techniques for real-world datasets in terms of classification accuracy. Our
experiments also support this observation.
Now we show that Laplacian maps also generalises EMI. From equations (2.3) and (2.4), we
can re-write the EMI along a feature w as the following.
IE(Y ;C) =
( N∑
n=1
N∑
m=1
ρnm
σ
√
2pi
)
−
( N∑
n=1
N∑
m=1
ρnm
(1− e− ‖xn−xm‖
2
2σ2 )
σ
√
2pi‖xn − xm‖2
(yn − ym)2
)
. (2.8)
Note that the first term on the right-hand-side of equation (2.8) does not involve w, and so is
irrelevant in the maximisation. If we want a low-dimensional subspace spanned by P features
w1, . . . , wP that maximises the EMI along each feature, then the quantity we aim to maximise
can be written as follows.
IE(Y ;C) =
(
M
N∑
n=1
N∑
m=1
ρnm
σ
√
2pi
)
−
( N∑
n=1
N∑
m=1
ρnm
(1− e− ‖xn−xm‖
2
2σ2 )
σ
√
2pi‖xn − xm‖2
‖y
n
− y
m
‖2
)
. (2.9)
Now if we define the pairwise weights
ωnm := ρnm
(1− e− ‖xn−xm‖
2
2σ2 )
σ
√
2pi‖xn − xm‖2
, (2.10)
noting that the first term on the right-hand-side of equation (2.9) does not involve w1, . . . , wP ,
we see that maximising EMI as in equation (2.9) is equivalent to minimising equation (1.8),
whose solution is given by the smallest eigenvectors of the matrix xTlx as shown in equations
1.9. Thus we see that EMI can be seen as a special case of Laplacian maps.
So far we have shown two perspectives of EMI. First, it is a modification of QMI where,
instead of using Gaussian pairwise interactions gnm (equation (1.31)), we use negative parabolic
pairwise interactions enm (equation (2.5)). Second, it is a special case of Laplacian maps where
the eigenvectors of the objective matrix m maximise an estimate of mutual information. PCA
and Laplacian Eigenmaps are both special cases of Laplacian maps, and both are examples of
distance-based dimensionality reduction. Indeed, Laplacian maps were defined from a distance-
based perspective, where each pairwise distance ‖y
n
− y
m
‖ is weighted by ωnm. It is interesting
to see now that for particular choices of ωnm, we can formulate information-theoretic feature
extraction from Laplacian maps. In this way, Laplacian maps serve as a connection between
distance-based and information-theoretic feature extraction.
2.2.2. Computational complexity
The EMI technique requires that the data be whitened, which implies that PCA must be applied
prior to EMI maximisation. For now let us assume that D ≥ N . For each data point xn, define
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the centred data point xˆn := xn − x¯, and let xˆ denote the centred design matrix, whose nth
row is the nth centred data point xˆTn . Then the sample covariance matrix can be written as
1
N
xˆTxˆ, whose construction takes O(ND2) time. However in the case D ≥ N , PCA can be done
more efficiently by eigendecomposition of the N × N Gram matrix xˆxˆT [3, sec.12.1.4], whose
construction takes O(N2D) time, and whose eigendecomposition takes O(N3) time. So in the
case D ≥ N , PCA takes O(N2D +N3) = O(N2D) time.
After PCA, the dimensionality of the data is reduced from D to at most N − 1. Given that
the Nc and N are pre-computed, we see in equation (1.32) that each ρnm takes O(1) time to
compute. Since each ‖xn−xm‖2 takes O(N−1) time to compute (after PCA has been applied),
we see from equation (2.10) that each ωnm takes O(N) time to compute, thus the N×N weight
matrix ω takes O(N3) time to construct. From equation (1.10) we see that the Laplacian matrix
l also takes O(N3) time to construct. The objective matrix of a Laplacian map is xTlx, whose
construction and eigendecomposition both take time O(N3). So any Laplacian map takes
O(N3) to compute, after the application of PCA. Since EMI maximisation is a Laplacian map,
it also takes O(N3) time after PCA.
Therefore, in the case D ≥ N , the computational complexity of EMI maximisation (including
the PCA step) is O(N2D+N3) = O(N2D), which is the same as that of PCA. In the case D <
N however, a similar analysis shows that PCA takes O(ND2) time while EMI maximisation
still takes O(N2D) time, which is higher by a factor of N
D
. Note however that often, practical
problems that require dimensionality reduction will have high input dimensionality D and
typically low sample size N , such as image recognition or gene expression microarray data. Note
also that the above analysis is theoretical. An actual implementation of EMI maximisation can
be optimised to drive the running time much lower than to simply compute and eigendecompose
xTlx.
For comparison let us calculate the computational complexity of QMI maximisation by gra-
dient ascent. First let us suppose that PCA is not pre-applied to the data. Suppose we wish to
extract P features (typically 1 < P < 100), and to use R iterations of gradient ascent per feature
(typically 50 ≤ R ≤ 200). At each gradient ascent step, ∇wIQ(Y ;C) =
∑N
n=1
∑N
m=1 ρnm∇wgnm
needs to be computed. By equation (2.1), each ∇wgnm takes O(D) time. Thus ∇wIQ(Y ;C)
takes O(N2D) time, the same as PCA or EMI maximisation. This is one gradient ascent it-
eration, and there will be PR such iterations in total, so the total computational complexity
of QMI maximisation by gradient ascent is O(PRN2D). If we required that the data be pre-
whitened or pre-processed by PCA so that the dimensionality is reduced from D to N−1, then
the complexity will be O(N2D + PRN3) if D ≥ N , or O(PRN2D) if D < N .
2.3. Summary
In this chapter we have studied QMI maximisation by gradient ascent [50] in some detail. We
have seen how the behaviour of the algorithm is affected by whitening, bandwidth selection,
feature initialisation, learning rate and stopping criterion. The optimal values of the free pa-
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rameters depend on the dataset, and consequently the formulation of QMI maximisation by
gradient ascent is data-dependent. Because of the variety in the behaviour of the algorithm and
its relatively high computational complexity, we have not carried out a full experimental investi-
gation of the algorithm’s behaviour with respect to its parameters. Instead, we have proposed a
new information-theoretic feature extraction technique that circumvents the implementational
challenges facing QMI maximisation by gradient ascent.
The proposed technique uses EMI as an estimate of mutual information, which enables the
feature extraction problem to be solved by eigendecomposition. This has several advantages.
There are no free parameters; the computational complexity is of the same order as PCA, and
much lower than that of QMI maximisation by gradient ascent; the formulation of EMI is not
data-dependent; its behaviour is stable and predictable; and it is always guaranteed to find the
global optimum.
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3. Over-fitting and distance-based feature
extraction
In this chapter we study the limitations of information-theoretic feature extraction when applied
to high-dimensional datasets. From the perspective of over-fitting and the curse of dimension-
ality (section 1.3), we study why LDA and EMI under-perform on these datasets compared to
PCA, even though LDA and EMI clearly give better class-discrimination. According to these
insights, we prescribe a simple but effective technique to solve the over-fitting problem and
achieve consistently better classification accuracy than PCA.
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Figure 3.1.: Average classification error rates of the nearest-neighbour classifier through 12 re-
peats of 2-fold cross-validation, for the subspaces computed by PCA, LDA, and
EMI respectively, on the AT&T Dataset of Faces. The data is pre-whitened.
PCA achieves better classification accuracy even though it gives lower class-
discrimination than LDA and EMI.
Figure 2.10 shows a dataset on which information-theoretic feature extraction out-performs
PCA. From figure 2.11 we can see why: the information-theoretic projections clearly show
better class-discrimination than the PCA projection. However, this intuitively attractive idea
that the better the class-discrimination, the better the quality of feature extraction, seems
inconsistent in figure 3.1. (Recall that throughout this thesis, an error bar on a graph shows
one sample standard deviation either side of the average classification error rate, averaged over
the numbers of repeats and folds.) Figure 3.1 shows that PCA achieves the highest classification
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accuracy, while figure 2.3 clearly shows that the PCA achieves lower class-discrimination. In
short, this is caused by over-fitting, as shown in figure 1.2. Over-fitting typically occurs in
high-dimensional datasets, such as the AT&T Dataset of Faces or any image dataset. More
experimental results similar to figure 3.1 are presented in appendix A.
3.1. Limitations of information-theoretic feature extraction
Figure 1.3 and extrapolations thereof constitute a common argument in favour of using informa-
tion theory in feature extraction. One of the main benefits of taking the information-theoretic
approach is that it is robust against non-Gaussian, and specifically multimodal class-conditional
distributions, whereas LDA is not. For high-dimensional datasets however, we will now show
that this advantage becomes less relevant.
Recall in figure 2.3a that LDA is able to compute feature subspaces that exhibit good class-
discrimination for the AT&T Dataset of Faces. Since we know that LDA is optimal for datasets
with homoscedastic Gaussian class-conditional distributions, we might suppose that the classes
in this dataset have Gaussian distributions in the input space, and in particular that they are
unimodal. For the sake of illustration let us re-group the 40 classes in the dataset into 10 classes,
by mixing 4 classes into 1 larger superclass. The resulting dataset then clearly has multimodal
class-conditional sample distributions. Indeed, figure 2.3a confirms that each superclass has at
least 4 modes since it is composed of 4 original classes, all of which are well-separated from
each other. By the intuition in figure 1.3, we might think that LDA might fail for this dataset
and that an information-theoretic approach might give better class-discrimination. However,
figure 3.2 shows us that this is not true.
Figure 3.2.: 2D projection of the AT&T Dataset of Faces where 10 superclasses are formed
from the 40 original classes by regarding 4 as 1. Each superclass then clearly
has a multimodal distribution in the input space, and yet LDA is still able to
find extremely good class-discrimination, in that each of the 10 superclasses are
extremely compact and well separated from others.
The same result is obtained when we re-group the classes into different numbers of super-
classes. This phenomenon may be explained in terms of the high dimensionality of the dataset
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used, and we begin with three toy exapmles.
First let us consider an unsupervised, 3D dataset that is composed of two clearly separated
spherical Gaussian clusters, say centred at coordinates (−2,−2, 0) and (2, 2, 0) respectively, each
with the identity covariance matrix. Consider 2D projections of this dataset. If we choose the
xy-plane as our projection, then the data would appear bimodal, with two spherical Gaussians
centred at (−2,−2) and (2, 2) respectively. However, there is a 2D projection in which the
data appears as a spherical unimodal Gaussian, namely the plane perpendicular to the vector
(1, 1, 0)T.
Next, consider a slightly modified dataset that contains an additional Gaussian cluster centred
at coordinates (2,−2, 0). Now there is no 2D projection in which this trimodal dataset appears
unimodal, since there is no straight line in the 3D input space that could intersect the centres
of all 3 Gaussian clusters.
Finally, consider the same dataset but with an additional redundant dimension. That is,
a 4D dataset with 3 distinct spherical Gaussian clusters, centred at coordinates (2, 2, 0, 0),
(−2,−2, 0, 0), and (2,−2, 0, 0) respectively. Then we can easily check that the plane spanned
by the vectors (0, 0, 1, 0)T and (0, 0, 0, 1)T is a 2D projection in which the dataset appears as a
unimodal Gaussian.
In general, suppose we have an unsupervised dataset with D input dimensions and L distinct
clusters whose centres (modes, means or medians) are at µ
1
, . . . , µ
L
. Suppose we aim to find
a P -dimensional subspace in which the dataset appears to have one centre. Then we want to
solve
µT
1
w = µT
2
w = . . . = µT
L
w (3.1)
in w. The degrees of freedom (DoF) of w permitted by equation (3.1) will then be the maximum
dimensionality of a subspace in which the dataset (which we assume to be multicentral in the
input space with L > 1 centres) appears unicentral. Any subspace with dimensionality higher
than that will necessarily embed a multicentral dataset, since in such a subspace, equation (3.1)
will not hold in general. On the other hand, we can always find a subspace with dimensionality
at most the DoF of w in equation (3.1) in which the dataset appears unicentral, since we can
always choose the subspace to only contain those w that satisfy equation (3.1). Note that the
DoF of w permitted by equation (3.1) is D− (L− 1). Thus we have the following observation.
Lemma 1. Suppose a D-dimensional dataset has L distinct clusters. There exists a P -
dimensional projection such that the centres (means, medians or modes) of the clusters coincide
if and only if P ≤ D − L+ 1.
We can generalise this for supervised datasets. Suppose each class c (1 ≤ c ≤ K) has Lc
clusters, centred at µ(c)
1
, . . . , µ(c)
Lc
. Suppose we aim to find a P -dimensional subspace in which
the projection of the dataset is such that each class appears to have one single cluster. Then
we have K simultaneous sets of equations to solve in w.
wTµ(c)
1
= wTµ(c)
2
= . . . = wTµ(c)
Lc
, 1 ≤ c ≤ K. (3.2)
53
For each class c, equation (3.2) has Lc−1 degrees of restriction. So the total number of degrees
of restriction are
∑K
c=1(Lc − 1) = L − K, where we let L :=
∑K
c=1 Lc, the total number of
clusters. Therefore the total number of DoF for w is D − (L−K). The following observation
summarises this.
Lemma 2. Suppose a D-dimensional supervised dataset has K classes and L separate clusters,
where L ≥ K. There exists a P -dimensional projection of the dataset such that the centres
(means, medians or modes) of the clusters in each class coincide, if and only if P ≤ D−L+K.
A trivial case of lemma 2 is when each class is already a single cluster in the input space,
that is, L = K. Then lemma 2 says that a subspace has unicentral classes if and only if the
subspace has dimensionality at most D − L + K = D, obviously. A more interesting case of
lemma 2 is when we regard each data point xn as its own singleton cluster, that is, L = N .
Then lemma 2 says that we can find a subspace in which each class of the data appears as a
singleton data point, if and only if the dimensionality of the subspace is at most D −N + K.
When this happens, we say that the subspace is a perfect fit, or that it is perfectly fitting for
the training dataset. For the AT&T Dataset of Faces, which has D = 10, 304, K = 40, and
N = 400, we see that there is a perfectly fitting subspace as long as its dimensionality is at
most 10, 304−400+40 = 9, 944. This applies analogously to all high-dimensional datasets with
a relatively low sample size, and datasets in image recognition and gene expression microarrays
are typical examples. It is safe to say that in feature extraction, we do not want to extract
9,944 features from an input dimensionality of 10,304. Typically we want to extract between 2
and 40 features. Even if we pre-process the data using PCA, the dimensionality of a perfectly
fitting feature subspace can still be up to (N − 1) − N + K = K − 1, which in the case of
the AT&T Dataset of Faces, is 39. So in a typical feature extraction task, we can always
extract perfectly fitting subspaces, or at least subspaces in which each class is tightly packed
as one unimodal cluster. Now given that LDA is designed to minimise the average within-class
covariance and maximise the between-class covariance, it is not surprising that figures 2.3a
and 3.2 are obtained using the AT&T Dataset of Faces. Note that LDA does not necessarily
produce perfectly fitting feature subspaces, but very well-fitting ones.
Another implication of lemma 2 is that claims pertaining to explaining the superior classifica-
tion performance of a feature extraction algorithm in terms of its superior class-discrimination
[34], should be taken with care. For low-dimensional data such as the Pima Indians Diabetes
dataset, we have seen in figures 2.10 and 2.11 that superior class-discrimination does indeed
lead to superior classification performance. However, for high-dimensional data such as the
AT&T Dataset of Faces, we have seen that we can always find perfectly fitting subspaces, and
that these are prone to over-fitting (figure 1.2) and will give low classification accuracy (figure
3.1). Therefore, when over-fitting is shown to occur, and when a feature extraction algorithm
is shown to give superior classification accuracy, this superiority cannot be explained purely by
its superior discriminative power compared with another feature extraction algorithm — there
must be another explanation. An example of such a claim can be found in [34], where a feature
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extraction algorithm called Infomargin is introduced. The authors have shown that Infomar-
gin can give better class-discrimination than Torkkola’s QMI maximisation, and claim that
because of this, Infomargin gives superior classification accuracy on several datasets, including
the AT&T Dataset of Faces.
Now we can explain why the advantages of mutual information over LDA becomes less rel-
evant in high-dimensional spaces. Recall equation (1.26) and the property of QMI shown in
figure 2.2, in particular that QMI maximisation leads to minimising class-overlap, or equiva-
lently maximising class-discrimination. Consider the two kinds of class-discrimination shown
in figure 3.3 (figure 3.3a is in fact identical to figure 2.2a). To ensure a fair comparison, both
diagrams are constructed such that the overall variances are equal, and that each Gaussian
cluster in the bimodal class is half as wide as the unimodal class. Both figures 3.3a and 3.3b
show clear discrimination between the two classes. However, in figure 3.3b where one of the
classes is bimodal, the overlap between the two classes is slightly larger. Since QMI maximisa-
tion is equivalent to minimising overlap, we see that QMI prefers unimodal class discrimination,
given that the overall variance remains unchanged. Indeed, this observation is confirmed by
figure 2.3 where QMI maximisation by gradient ascent was shown to compute projections in
which the classes are multimodal, and figure 2.1 where QMI maximisation by gradient ascent
was shown to achieve lower QMI than LDA and EMI maximisation, which compute projections
with unimodal classes.
(a) Unimodal class-discrimination, higher
QMI
(b) Bimodal class-discrimination, lower QMI
Figure 3.3.: The solid lines are the class-conditional distributions for the 2 classes, and the
dashed line is the overall distribution pY . (b) shows the PDFs of two classes, a
unimodal Gaussian class and a bimodal class whose modes are on either sides of
the unimodal class. The checkered and the dotted areas correspond to the value
of |pY |C(y|c)− pY (y)| for each of the 2 classes respectively, and the squares of only
these areas contribute to the value of QMI, not the grey-shaded area. The grey-
shaded area is the overlap between the two class-conditional distributions. The
variance of the overall distribution in (a) and (b) are equal. We see that (a) has
smaller overlap than (b).
The observation that QMI prefers unimodal class discrimination applies analogously to Shan-
non’s MI and EMI. This, together with lemma 2, means that the advantage of mutual informa-
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tion over LDA, that it is robust against multimodal class distributions (figure 1.3), is irrelevant
for high dimensional datasets. An intuitive way of thinking about this is that we can always
find low-dimensional projections with unimodal classes, and MI prefers unimodal classes any-
way. Furthermore, recall figure 2.7, where we have shown that if we use LDA to initialise the
features for QMI maximisation by gradient ascent, QMI maximisation was able to increase the
values of QMI along the features. This validates the efficacy of QMI maximisation when LDA
features are used as initial features for gradient ascent. Geometrically however, the already
tightly packed classes in the LDA feature subspace (figure 2.3a) are made even more compact
through QMI maximisation, thus exacerbating the effects of over-fitting.
Based on our observations so far in this chapter and our understanding of over-fitting in high-
dimensional datasets in section 1.3, we recommend that in the context of feature extraction
for classification of high-dimensional data, future research with the aim of improving classifi-
cation accuracy should focus more on alleviating the effects of over-fitting, rather than simply
maximising mutual information or other kinds of discrimination.
With figure 3.1 in mind, the following questions still remain. Why does PCA still have
the best classification performance for high-dimensional datasets, even though it is an un-
supervised dimensionality reduction technique? Given that the advantages offered by MI in
high-dimensional datasets are limited, can we still find techniques that consistently give better
classification performance than PCA? The rest of this chapter addresses these questions, but
first we need a convenient measure of discrimination.
3.2. A measure of class-discrimination
We use a measure of class-discrimination closely related to LDA. We will call the following the
∆-measure of a supervised dataset {y
n
, cn}Nn=1 in a feature space.
∆({y
n
, cn}Nn=1) :=
√√√√ ∑Kc=1Nc‖y¯c − y¯‖2∑K
c=1
∑
n∈Ic‖yn − y¯c‖2
. (3.3)
This is the square root of the ratio between the average between-class variance and the average
within-class variance.
Note that in a two-class problem where the aim is to extract one feature, what is often known
as the Fisher criterion [3, p.188] between two classes is in fact ∆2 in our notation in equation
(3.3). For a multi-class problem, the Fisher criterion can be defined in a number of ways [13,
p.446]. One of them is tr[(wTsww)
−1(wTsbw)] and another is tr(wTsbw)
/
tr(wTsww) , where the
between-class and within-class covariance matrices sb and sw are defined in equation (1.11).
The former is the criterion used by LDA, and the latter is equal to ∆2. We call equation 3.3
the ∆-measure and not the Fisher measure, in order to avoid any confusions.
The value of the ∆-measure is high when the average within-class variance is small com-
pared to the average between-class variance. It’s an intuitively evident measure of class-
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discrimination, but only under the condition that the classes are unimodal, since multimodal
classes can have relatively large within-class variances but still be well-distinguished from each
other. Indeed, figure 3.3b shows a class with a bimodal distribution, which consequently has
relatively large within-class variance, but is nevertheless well-distinguished from the other uni-
modal class. However, lemma 2 implies that the condition of unimodal classes can always be
satisfied for high-dimensional datasets. This justifies the use of the ∆-measure as a measure of
class-discrimination for the high-dimensional datasets that we study in this thesis.
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Figure 3.4.: Values of ∆({y
n
, cn}Nn=1) in the subspaces computed by PCA, LDA, and EMI re-
spectively, using the AT&T Dataset of Faces. The data is pre-whitened. Note
the log scale on the vertical axis. Note also that the horizontal axis indicates the
dimensionality of the projected data points y
n
, and not simply the index of the
feature along which ∆({yn, cn}Nn=1) was computed.
Recall figure 3.1, which shows the classification error rates of PCA, LDA, and EMI on
the AT&T Dataset of Faces. Figure 3.4 shows the ∆-measure in the subspaces computed
respectively. Unsurprisingly, LDA achieves the highest values of ∆ by design. PCA scores the
lowest values of ∆, which is again unsurprising by looking at its 2D projection in figure 2.3d.
The key point however is the following. The order of LDA, EMI and PCA with respect to the
∆-measure, which is a measure of class-discrimination, is the reverse of their order with respect
to classification accuracy, as shown in figure 3.1. From this it is tempting to make the counter-
intuitive suggestion that the lower the discriminative power of a feature extraction algorithm,
the higher the classification accuracy. But at the extreme low end of class-discrimination, where
the classes are mixed together and indistinguishable from each other, this suggestion is clearly
not true. Indeed, figure 2.10 shows that EMI achieves better classification accuracy than PCA
and figure 2.11 shows that this is because EMI has better class-discrimination. The implications
of our observations so far can be summarised as follows.
For a dataset with a high input dimensionality and small sample size, extremely high levels of
class-discrimination will cause over-fitting and consequently the classification accuracy will be
low. On the other hand, very low levels of class-discrimination will cause overlap between classes
and again the classification accuracy will be low. The optimal level of class-discrimination, with
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respect to generalisation performance (classification accuracy of new data points), lies some-
where between overlap and over-fitting. PCA often exhibits better classification performance
than LDA and EMI for high-dimensional face datasets because the PCA subspace does not have
extremely high values of the ∆-measure and so does not suffer from over-fitting, but nonetheless
often happens to preserve some of the discriminative information in the data too.
Based on this, we now want to focus on finding ways in which class-discrimination in the
feature subspace can be controlled, to an extent.
3.3. Soft discrimination
We propose a family of feature extractors, parameterised by a single scalar parameter β. This
technique strikes a balance between discrimination and overlap between classes, and conse-
quently circumvents the curse of dimensionality and the problem of over-fitting. We simply
consider the eigendecomposition of the following objective matrix.
mβ := sb − βsw, β ∈ R. (3.4)
The parameter β controls the level of class-discrimination. Large β means small within-class
variance and large between-class variance. Recall that LDA is the ratio between the between-
class variance and the within-class variance, and notice that (3.4) is the weighted difference be-
tween them. We have seen that LDA (and EMI) can suffer from over-fitting in high-dimensional
spaces, and that this is because the level of class-discrimination is too high in the sense that the
classes are too tightly packed (figure 2.3a). In a way, the class-discrimination in an LDA feature
subspace is too “harsh”. Eigenvectors of (3.4) span a subspace in which the class-discrimination
is softer, as shown in figure 3.5. Hence, we call these eigenvectors soft discriminants, and the
technique soft discriminant maps (SDM).
Figure 3.5 shows the 2D projections computed by SDMs on the AT&T Dataset of Faces,
for various values of β. For easy comparison, PCA and LDA are also included. We see how
the value of β affects the level of class-discrimination. At this resolution, for β = 10, 000
and β = 10, 000, 000, the projections computed by the corresponding SDMs look like perfectly
fitting projections, as does the LDA projection. However, figure 3.6 reveals their levels of
discrimination. It shows the values of the ∆-measure (equation (3.3)) in their respective feature
subspaces. Figure 3.7 shows their classification error rates. We can see that SDMs give better
classification performance than PCA, and far better than LDA. The key point here is that the
reason for SDM’s superior performance over PCA is different from that over LDA. SDM has
better classification performance than PCA because it gives better class-discrimination, as can
be seen in figure 3.5. On the other hand, it is better than LDA because the class-discrimination
in an SDM feature subspace is not too harsh, and so SDMs (for appropriate values of β) do not
suffer as much from over-fitting. Figure 3.8 shows the level of over-fitting in a 2D projection
computed by SDM. Compared with figure 1.2b, we can see that the testing data points are
relatively close to the corresponding training data points in the same class.
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(a) SDM, β = 10
(b) SDM, β = 50
(c) SDM, β = 10, 000 (d) SDM, β = 10, 000, 000
(e) LDA
(f) PCA
Figure 3.5.: 2D projections of the AT&T Dataset of Faces computed by PCA, LDA and SDMs
for various values of β. The data is pre-processed using PCA, but not whitened.
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Figure 3.6.: Values of the ∆-measure for the feature subspaces computed by SDMs for various
values of β, on the AT&T Dataset of Faces. The data is pre-processed by PCA but
not whitened.
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Figure 3.7.: Classification error rates averaged over 12 repeats of 2-fold cross-validation using
the nearest neighbour classifier, for the subspaces computed by SDMs for various
values of β, on the AT&T Dataset of Faces. The data is pre-processed by PCA but
not whitened. For comparison, PCA and LDA are also included.
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Figure 3.8.: 2D projection of the AT&T Dataset of Faces computed by SDM (β = 50), where
the projection is computed on 80% of the data. The rest 20% are marked by grey
circles.
It is also interesting to notice that for this particular dataset, the classification performance
of SDMs is rather insensitive to the value of β, in that the classification accuracy of all of the
SDMs are quite close to each other, and all clearly better than PCA. This suggests that for
this dataset, the range of β for which over-fitting is avoided is quite large, certainly at least
as large as [10, 10000000]. For other datasets though, an SDM can be more sensitive to the
value of β. Experiments on other datasets can be found in appendix A. Recall Laplacian
maps defined in section 1.7, whose objective matrix is defined in equation (1.7). They are a
family of eigenvalue-based feature extraction algorithms that encompasses PCA and Laplacian
Eigenmaps, and we have shown in section 2.2.1 that our proposed EMI technique is also a
special case. Laplacian maps are based on maximising or minimising the weighted squared
pairwise distances ωnm‖yn − ym‖2 in the feature subspace. It is worth noting that SDM can
also be formulated as a special case of Laplacian maps, since both sb and sw can be written as
sums of weighted outer products ωnm(xn − xm)(xn − xm)T for a suitably chosen set of weights
ωnm.
3.3.1. Other similar algorithms
In [55], the authors presented a unifying framework for many dimensionality reduction tech-
niques including Isomap, Locally Linear Embedding, Laplacian Eigenmaps, Hessian LLE, and
Local Tangent Space Alignment. The framework is called Patch Alignment, and has inspired a
new technique which the authors call Discriminative Locality Alignment (DLA). DLA is based
on the eigendecomposition of an objective matrix that is very similar to our SDM objective
matrix in equation (3.4). The difference is that instead of using the whole within-class covari-
ance matrix sw, a matrix is built by considering each data point and only its nearest neighbours
within its class. Note that in contrast, using the whole within-class covariance matrix sw is
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equivalent to accounting for each data point and all of the other data points in the same class.
Similarly, instead of using the between-class covariance matrix sb, a matrix is built by consider-
ing each data point and only its nearest neighbours outside of its class. In this way, the authors
claim that local geometrical information is accounted for. The authors have demonstrated the
superior classification performance of DLA over PCA, LDA and other competing algorithms on
several face datasets, and have explained the superiority of DLA by the fact that it accounts for
both discriminative information and local structure of the data. By its similarity to SDM how-
ever, we conjecture that the superior classification performance of DLA can also be explained
in terms of over-fitting, specifically that it does not suffer as much from over-fitting as does
LDA, and accounts for discriminative information while PCA does not.
Another algorithm similar to SDM is proposed in [20]. In fact, the algorithm proposed
there is precisely a special case of SDM where β = 1. In other words the algorithm is an
eigendecomposition of sb − sw. The authors called this the Maximum Margin Criterion. It is
worth pointing out two flaws with the theory involved.
First, the name Maximum Margin Criterion is misleading. Eigenvectors of the matrix sb−sw
do not maximise the margin between classes, as can be seen in figure 3.5. Indeed, LDA feature
subspaces and perfectly fitting projections (see lemma 2 in section 3.1) both exhibit larger
margins between classes. In fact, it is because SDMs do not maximise the margin between
classes that we can control the level of class-discrimination (with the parameter β) so as to
avoid over-fitting. Therefore, we claim that the superior performance of the “maximum margin
criterion” algorithm proposed in [20], when it does occur, is explained by the fact that the
algorithm does not maximise the margin between classes and therefore avoids over-fitting,
while accounting for discriminative information at the same time.
Second, some of the authors’ claims pertaining to equivalences under certain conditions
between their maximum margin criterion and LDA are false. As a particular example, the
authors claim on page 161 that when the sample size is small, “[Maximum Margin Criterion]
is actually equivalent to LDA + PCA”. The justification for this was claimed to be that “in
order to maximize tr(wT(sb−sw)w), the columns of w have to be in the null space of sw”. This
latter statement is not true. The reader may check this with the following example dataset.
Consider a 2D dataset with 2 classes, each with 2 data points, which are {(−1, 21), (−1, 20)}
and {(1,−21), (1,−20)} respectively. The null space of sw in this case is the line spanned
by the vector (1, 0)T, since in this direction the within-class variance vanishes. However, the
difference between the between-class variance and the within-class variance in this direction,
wT(sb − sw)w, is equal to 1, and is clearly less than that in the direction of the vector (0, 1)T,
where the within-class variance is not 0 but equal to 1
4
. In general, and intuitively speaking, in
order to maximise wT(sb − sw)w, it is not necessary that the vector w be in a direction where
wTsww = 0, because in this direction, w
Tsbw may be small. In maximising w
T(sb − sw)w, a
large wTsbw is preferred, sometimes at the expense of a positive w
Tsww.
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3.3.2. Pre-processing by PCA
Prior to an execution of SDM, we recommend that the data be projected onto its maximal
PCA space (the space spanned by all of the principal components), which has dimensionality
min{D,N − 1} (for N linearly independent data points). For high-dimensional datasets where
D ≥ N , this is a way of reducing computational cost, since the construction of the matrix sw
is in general O(D2(N −K)), and that of sb is in general O(D2K).
It is natural to wonder whether any information has been lost through projecting the D-
dimensional dataset onto the smaller (N−1)-dimensional PCA space. However it can be easily
shown that no information is lost with respect to sw and sb through the application of PCA
[53]. Let Φ be the (N − 1)-dimensional PCA space of a high-dimensional dataset with D ≥ N ,
and let Φ⊥ be its orthogonal complement. Any w ∈ RD can be written as w = u + u⊥ where
u ∈ Φ and u⊥ ∈ Φ⊥. By construction we have uT⊥stu⊥ = 0. Since the matrices sw, sb and st
are all positive semi-definite, and since sw + sb = st, we see that u
T
⊥swu⊥ = 0 and u
T
⊥sbu⊥ = 0.
Therefore we see that wTsww = u
Tswu and w
Tsbw = u
Tsbu. This implies that the SDM
objective wT(sb − βsw)w is the same whether we work in the input space or the PCA space.
The same derivation can be found in [53] where the authors used the argument to justify the
use of LDA in the PCA space.
Note that we do not necessarily recommend whitening of the data before applying SDM, as
we do require whitening for EMI. For SDM we only recommend pre-processing by PCA without
whitening.
3.3.3. Controlling the level of class-discrimination
The essence of SDM is to be able to control the level of class-discrimination so as to avoid
over-fitting while retaining enough discriminative information in the data. Figures 3.5 and 3.6
are a schematic illustration of how the parameter β affects the class-discrimination. However
it would be interesting to see a more precise relationship between β and class-discrimination.
SDM can be formulated as the following optimisation problem.
Maximise wTsbw subject to w
Tsww = α
and wTw = 1,
(3.5)
where α is a constant. In other words, equation (3.5) says “find a unit vector w along which
the between-class covariance is maximised as long as the between-class covariance is equal to a
given constant number”. The Lagrangian is
L(w; β, λ) = wTsbw − β(wTsww − α)− λ(wTw − 1). (3.6)
By setting the derivative with respect to w to zero we obtain
(sb − βsw)w = λw. (3.7)
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As expected, equation (3.7) says that w is an eigenvector of sb − βsw with eigenvalue λ. Now
we would like to investigate the relationship between β and the class-discrimination along a
feature, so we want to express β in terms of a feature w and matrices sw and sb. Let 1 be the
vector whose every element is 1, 1 := (1, . . . , 1)T. We can produce two simultaneous equations
from equation (3.7) by pre-multiplying it by wT and 1T respectively, and substitute the two
equations together to eliminate λ. We then obtain
β =
1Tw(wTsbw)− 1Tsbw
1Tw(wTsww)− 1Tsww
=
1T[(wwT − 1)sb]w
1T[(wwT − 1)sw]w
, (3.8)
where 1 is the identity matrix. Recall the ∆-measure defined in equation (3.3), which is a rea-
sonable measure of class-discrimination in the case of unimodal classes. For a one-dimensional
feature subspace spanned by w, the ∆-measure can be written as
∆(w) =
√
wTsbw
wTsww
. (3.9)
A comparison between equations (3.8) and (3.9) suggests that β is related directly to ∆. Note
however the relationship between β and ∆ is stochastic and not exact, in the sense that it
depends on the data which is random. For the AT&T Dataset of Faces, figure 3.9 shows the
relationship between β and ∆ in 5-dimensional feature subspaces. Feature subspaces with other
dimensionalities show the same result.
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Figure 3.9.: A plot of β against the ∆-measure in 5-dimensional feature subspaces computed by
SDMs for various values of β, on the AT&T Dataset of Faces. Feature subspaces
with other dimensionalities show the same result, that β and ∆ seem to be linearly
related.
We see that β and ∆ seem to be linearly related to each other, and moreover the devia-
tion from the optimal line is very small. This linear relationship is observed for other high-
dimensional image datasets too, see appendix A. This implies that there is a simple way of
choosing the value of the parameter β, according to what we want the class-discrimination
to be in the resulting feature subspace (as measured by the ∆-measure). One way of doing
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this is to plot a graph like figure 3.9, use simple linear regression to estimate the parameters
of linearity between β and ∆ (gradient and y-intercept), and evaluate the desired β using a
known desired value for ∆. This will involve several executions of SDMs for different values of
β, which may be undesirable despite the low computational cost of SDM. However, given that
the relationship between β and ∆ is linear for many datasets, it may suffice to simply compute
two SDMs, one for relatively small β and the other for large β, and use the line between those
two points as an estimate for the linear relationship between β and ∆. Note that for some
datasets, the level of over-fitting (and therefore the classification performance) is somewhat
insensitive to the value of β, as shown in figure 3.7 for the AT&T Dataset of Faces. So for these
datasets, the estimation of the optimal β need not be very accurate. The question remains as
to how to determine the optimal value of ∆ in the resulting feature subspace. In general this
will depend on N , D, K and the particular dataset. In practice, nearly optimal values of β or
∆ can be obtained by heuristics.
3.3.4. Highly representative datasets
(a) PCA
(b) LDA
Figure 3.10.: 2D projections of the JAFFE face dataset computed by PCA and LDA respec-
tively, where the projections are computed using 80% of the dataset. The remain-
ing 20% are marked with grey circles. This illustrates the level of over-fitting in
the 2D feature subspace. We can see that for this particular dataset, unlike the
AT&T Dataset of Faces, LDA does not suffer severely from over-fitting.
We ought to emphasize that there exists high-dimensional datasets on which LDA does not
suffer from over-fitting as severely as others, as shown in figure 3.10. Indeed, for the JAFFE
face dataset [26], figure 3.11 shows that LDA gives better classification accuracy than PCA. The
reason for the robustness against over-fitting is that the training dataset is representative of the
true data distribution. Geometrically, this means that all non-zero regions of the (unknown)
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true data distribution contain suitable numbers of training data points, and in general this is
always a good property of a dataset. From figure 3.11 we can also see that SDMs out-perform
both PCA and LDA. This could be because that although LDA does not suffer as much from
over-fitting for the JAFFE dataset as it does for the AT&T dataset of faces, it is still more
affected by over-fitting that SDMs (for appropriate values of β). Based on this and experiments
on other datasets (appendix A), we recommend that for high-dimensional datasets, even when
LDA does not suffer very much from over-fitting, it may still be a good idea to use SDMs. In
practice, owing to the low computational complexity of PCA, LDA, and SDM, we can always
plot graphs using cross-validation on the training dataset to decide which technique is best for
a particular dataset.
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Figure 3.11.: Classification error rates averaged over 12 repeats of 2-fold cross-validation, using
the nearest neighbour classifier on the JAFFE face dataset, for LDA, PCA and
SMDs (β = 100, 1000). Note that despite the high-dimensionality of the dataset,
LDA out-performs PCA. However, SDMs still out-perform both PCA and LDA.
3.4. Summary
In this chapter we have studied the behaviour of feature extraction for high-dimensional datasets.
We have seen how the advantages of information-theoretic feature extraction is limited in the
high-dimensional setting, because we are always guaranteed to find low-dimensional projections
with unimodal classes.
Moreover, for high-dimensional datasets we have seen that in aiming to maximise classifica-
tion performance, we should not simply maximise class-discrimination (separation or margin),
as this may lead to severe over-fitting. Indeed, it is easy to maximise class-discrimination, since
lemma 2 implies that we can always find perfectly fitting projections. The prevailing factor
affecting the classification performance for high-dimensional datasets is over-fitting, and the
challenge of feature extraction for this type of data is in avoiding over-fitting while retaining
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enough discriminative information in the data. We have proposed a parametric family of al-
gorithms, collectively called soft discrimination maps (SDMs), that accomplish this task. This
family, like EMI, is also a subset of a more general family of eigenvalue-based feature extrac-
tion algorithms which we call Laplacian maps, introduced in section 1.7. We have seen how the
parameter of SDM controls the level of discrimination in the resulting feature subspace, and in
particular that the two form a linear relationship.
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4. Conclusions
We categorise our conclusions and contributions into two categories: observations and tech-
niques.
Theoretical and practical observations:
• QMI maximisation by gradient ascent is effective for many comparatively low-dimensional
datasets. However, its behaviour can have significant variety for high-dimensional datasets,
depending on its free parameters, which include the learning rate and the stopping crite-
rion. The algorithm seems better-behaved when the data is pre-whitened and especially
when the features are initialised as LDA features before the gradient ascent iteration
process begins.
• A popular view of mutual information is in terms of probability distributions and their
similarities with each other. In the context of feature extraction in classification, an alter-
native view of mutual information in terms of pairwise interactions or pairwise distances
provides a theoretically convenient perspective, which can elucidate a connection between
information-theoretic and distance-based (or variance-based) feature extraction, through
a generalised family of techniques which we call Laplacian maps.
• Information-theoretic feature extraction has limited advantages for high-dimensional
datasets, compared with distance-based feature extraction. This is because high input
dimensionality means that we can always find smaller subspaces in which each class in
the dataset is unimodal, and mutual information prefers unimodal class-separation to
multimodal class-separation.
• Lemma 2 (section 3.1) implies that we can always find perfectly fitting subspaces, in
which the data points in each class coincide exactly, but such subspaces are prone to
over-fitting. More generally, lemma 2 says that we can always find subspaces in which
each class is unicentral, where “centre” could be mean, mode, or median.
• Over-fitting tends to occur when the classes in the training dataset are too compact in
the feature subspace. This will occur when a feature extraction algorithm puts too much
emphasis on maximising the class-discrimination. On the other hand, too little emphasis
on maximising class-discrimination may lead to a high degree of overlap between classes.
LDA tends to suffer from over-fitting for some high-dimensional face datasets (but not
all), while PCA discards discriminative information and therefore tends to suffer from
overlap between classes.
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• The challenge of feature extraction for high-dimensional datasets is not to maximise class-
discrimination (margin, distance, or compactness), but rather to avoid over-fitting while
retaining enough discriminative information in the data.
Techniques:
• From the pairwise interaction view of mutual information, we can derive a new estimate
of mutual information which we call eigenvalue-based mutual information (EMI), that can
be maximised via eigendecomposition of an objective matrix, in the same way that PCA
and LDA can be solved by eigendecomposition. EMI maximisation has no free parameters
and is significantly more computationally efficient than QMI and Shannon’s MI, which
currently can only be maximised using iterative methods. For high-dimensional datasets,
EMI maximisation has the same theoretical computational complexity as PCA and LDA.
• Soft discrimination maps (SDMs) are a family of techniques that can circumvent the
effects of over-fitting in high-dimensional datasets. Even for highly representative datasets
where LDA out-performs PCA, SDMs can still out-perform LDA for appropriately chosen
values of the parameter β. We find that β has a linear relationship with the level of
discrimination in the resulting feature subspace.
• Both EMI and SDMs are specific cases of the more general family of Laplacian maps.
4.1. Future research
4.1.1. Mutual information
Our experiments on relatively low-dimensional data, in figure 2.10 and in appendix A, show
that information-theoretic feature extraction can be effective and advantageous for classifi-
cation tasks. However, our observations in section 3.1 imply that we are better off taking
a distance-based approach for high-dimensional datasets, with particular emphasis on over-
fitting. Dimensionality reduction is always necessary for high-dimensional datasets as long as
the curse of dimensionality exists in classification. For relatively low-dimensional data however,
with the continually increasing computing power at our disposal, the need for dimensionality
reduction is limited. Together, these observations suggest that mutual information may have a
limited role in feature extraction for classification.
4.1.2. Relevance vector selection and extraction
In this thesis we have mainly focused on reducing the number of dimensions, or equivalently,
variables. This is useful in datasets where the input dimensionality is high. However, there
are datasets with relatively low input dimensionality but a very high number of training data
points. For example, the Letter dataset, available from the UCI database [1], has 20,000
training data points and only 16 input dimensions. For such datasets, dimensionality reduction
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is practically redundant, and the prevailing factor limiting the efficiency of their computation
is the large number of training data points. When the number of training data points is very
large compared to the input dimensionality, we may reasonably expect that the true data
distribution is very well represented by the training data, and in fact too well, in the sense that
we need not so many data points to give a good representation of the true data distribution.
In these situations, an effective way of increasing the efficiency of a classifier is to select a few
representative data points from the training dataset, and only use these data points to represent
the data distribution in order to classify new data points. The number of these representative
points can be significantly smaller than the size of the whole training dataset. As an example,
support vector machines (SVMs) [6, 3, sec.7.1] use only the data points on the margins (class
boundaries), called support vectors, to compute decision surfaces. That is to say, if all the other
training data points were removed, the resulting SVM trained on the remaining data points
would be exactly the same. Another example is the Relevance Vector Machine [49, 3, sec.7.2],
which performs classification using a sparse subset of representative data points called relevance
vectors, which are identified among the whole training dataset through a Bayesian approach to
maximum likelihood. Figure 4.1 illustrates how a data distribution can be well-represented by
just a small subset of the whole training dataset, as long as the subset is selected sensibly. In
this particular case, the two modes of the data distribution can be represented using just two
data points.
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Figure 4.1.: Illustration of how a data distribution can be well-represented by only a small
subset of the whole dataset. The data points are marked by ×, and their estimated
distributions, computed by Gaussian kernel density estimation, are shown in dashed
lines. The distribution computed using the small subset in (b) is similar to the one
computed using the whole dataset in (a).
Instead of selecting a subset of relevance vectors to represent a data distribution as do
relevance vector machines, we could construct new data points that are representative of the
data distribution. We may call such a technique relevance vector extraction. The dichotomy
between relevance vector selection and extraction is analogous to that between feature selection
and extraction. Relevance vector extraction is closely related to clustering, for which there
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are well-established techniques such as k-means clustering and Gaussian mixture models [3,
chap.9]. For example, in Gaussian mixture models, the data distribution is assumed to be a
weighted average of Gaussian clusters, and each cluster can be represented by a single mean
data point instead of possibly many training data points, much like how the two Gaussian
clusters in figure 4.1a can be represented by two mean data points in figure 4.1b. k-means
clustering and Gaussian mixture models require the expectation-maximisation algorithm (EM)
[3, chap.9]. Recent advances in spectral clustering [52] have seen improvements in efficacy and
computational efficiency in clustering, by employing techniques in spectral graph theory [4].
It will be interesting in future research to investigate relationships between feature extraction
and relevance vector extraction (or clustering). Recall that each row of a design matrix x is
a data point xTn . Equivalently, each column of a design matrix is a dimension in the data. In
this way, we can view feature extraction as the process of finding an alternative dataset with a
design matrix y that has fewer columns. Analogously, we can view relevance vector extraction
as the dual problem of feature extraction, where we try to find an alternative dataset with a
design matrix that has fewer rows. Both feature extraction and relevance vector extraction
aim to reduce the size of the data, by reducing the number of columns and rows, respectively,
of the design matrix. Note that by “reducing” the number of columns and rows, we do not
simply mean selecting a subset of columns or rows from the original design matrix, for that
would be feature and relevance vector selection. In feature and relevance vector extraction,
we construct whole new datasets that represent the original input datasets. A more specific
(but still informal) connection between feature extraction and relevance vector extraction is
the following. We already know that PCA outputs eigenvectors that point in the directions
of greatest variance in the data. The advent of kernel PCA [3, sec.12.3] has led to a new
perspective of PCA, one in terms of similarity between data points. In this view, traditional
PCA measures similarity by alignment between data points, which is measured by their dot
product. This gives us the perspective of PCA that it outputs eigenvectors that point towards
clusters of similar data points. Kernel PCA, on the other hand, measures similarity by a chosen
kernel. For example, the Gaussian kernel (equation (1.23)) measures similarity by the closeness
(inverse Euclidean distance) between two data points. (But it is far from the unique kernel that
does this, any local kernel will do.) In this way we can see connections between kernel PCA
and clustering, which is an example of a connection between feature extraction and relevance
vector extraction.
Often equivalent techniques are known by different names in different literatures. For ex-
ample, the edge weight matrix in spectral clustering and spectral graph theory is equivalent to
the Gram matrix in kernel PCA. Connections between feature extraction and relevance vector
extraction (or clustering) will enable us to extrapolate techniques from one field to the other,
and elucidate useful insights.
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4.1.3. Relationship between feature extraction, classification and
regression.
As well as connections between feature extraction and relevance vector extraction, it will be
enlightening to see connections between supervised feature extraction and classification. For
example, LDA was originally formulated as a linear classifier for two-class problems, where the
projection of a data point along the one extracted feature w determines class membership (or
probabilities thereof) [3, sec.4.1.4]. Two further examples of two-class classification techniques
that determine class membership by the projection of data points along a vector w are support
vector machines (SVMs) and relevance vector machines (RVMs), as mentioned in section 4.1.2.
A standard way of generalising two-class classifiers like SVMs and RVMS to multiple classes is
the one-versus-the-rest technique. For example, in the one-versus-the-rest approach, an RVM
is trained K times, once for each of the K classes, where each class and the rest of the classes
are regarded as two classes, hence the name one-versus-the-rest. In this way, we end up with
K RVMs, each with a corresponding weight vector w. Put together, these K vectors can be
regarded as K features that span a K-dimensional feature subspace.
Both RVMs and SVMs can be formulated for regression. (In fact, RVMs are more natu-
rally formulated for regression than for classification.) Given the connections between feature
extraction and classification, we can extrapolate the insights therein to feature extraction for
regression.
There may be many benefits that can be derived from connections between feature extraction,
classification and regression. For example, it is known that SVMs can suffer from the curse of
dimensionality and over-fitting. Given the connections between feature extraction and classifi-
cation, we can extrapolate our insights on over-fitting of feature extractors for high-dimensional
datasets, in chapter 3, to investigate the mechanisms that cause over-fitting for SVMs, or to
explain why SVMs are so successful in many practical uses.
4.1.4. Maximum-spread-zero-overlap and the maximum entropy principle
In this section we describe a specific feature extraction technique that is closely related to
soft discriminant maps (SDMs) in principle, and to SVMs in formulation. The principle we
employ is one of conditional maximum entropy, and we begin with an intuitive explanation.
The algorithm described herein is a natural next step in future research from SDMs in chapter
3.
Recall that there is one free parameter in SDMs, which we denote by β. It controls the
level of class-discrimination in the data in the resulting feature subspace. We mentioned that
in practice, a good value of β can be chosen by heuristic or by experimentation, since the
computational complexity of SDMs is low. However it would be theoretically elegant to be rid
of any free parameters. Moreover, the lack of free parameters means that the formulation of
the algorithm will be independent of the particular dataset. So is there an autonomous rule
for choosing good values of β that works for all (high dimensional) datasets? We approach this
72
question by thinking in terms of the level of discrimination in the desired feature subspace.
Recall that we observed in figure 3.9 that there seems to be a rather precise (and linear)
relationship between the value of β and the level of class-discrimination in the feature subspace.
So we could ask the following question instead. What level of class-discrimination ought we to
aim for in the desired feature subspace?
We approach this question by thinking in terms of the level of uncertainty we have about
the true data distribution, or equivalently our level of confidence in the representativeness of
the training data. In an over-fitting scenario, each class in the training dataset is too tightly
packed in the feature subspace. Figure 1.2 shows an example of this. In terms of uncertainty,
we may say that the feature extractor is too confident about the training data, in that it fits the
training data almost perfectly but fits new testing data points badly. Conversely, increasing the
spread of each class (or decreasing the compactness) corresponds to decreasing our confidence
in the training data (or increasing our uncertainty). In general, a high level of uncertainty
makes good sense in classification, since it accommodates a good amount of variation in the
data. Mathematically, the level of uncertainty is measured by the entropy of a distribution,
and for unimodal distributions, high entropy corresponds to large spread (or variance).
However, we ought not to be too uncertain about the training data, lest too much overlap be-
tween classes will occur. Figure 2.3d shows an example of this. So a sensible aim is to maximise
our uncertainty about each class as long as the classes in the training dataset do not overlap in
the feature subspace. Mathematically, this translates to a conditional maximum entropy prin-
ciple, where we maximise the entropy of each class-conditional distribution conditional on the
non-overlapping between classes. Practically, this translates to a maximum-spread-zero-overlap
(MSZO) algorithm.
More precisely, suppose we have a two-class problem, where the two classes are labelled by 1
and −1 respectively. Suppose for the moment that the dataset is separable, that is to say that
the two classes can be separated by a (D − 1)-dimensional hyperplane. Suppose each training
data point xn is labelled by cn where cn = 1 or −1. This is the same setup as in SVMs. For
each n, let us denote zn := w
Txn+b, for some feature w and bias parameter b. Since we assume
that the dataset is separable, there exists w and b such that zn ≥ 0 whenever cn = 1 and zn ≤ 0
whenever cn = −1. So for such w and b, we have cnzn ≥ 0 for all n. This is the no-overlap
condition. So we have the following optimisation problem.
Maximise wTsww subject to w
Tw = 1
and cnzn ≥ 0.
(4.1)
This is the precise statement of the MSZO problem. We can compare it with the underlying
optimisation problem in SVMs.
Minimise wTw subject to cnzn ≥ 1. (4.2)
To solve MSZO, we can employ numerical algorithms in non-linear programming similar to
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those used in SVMs. Note that in its current form, the MSZO problem is not quite a quadratic
programming problem since the constraint wTw = 1 is not linear in w. We refer the reader to
[35] for an extensive discussion of constrained optimisation.
The problem stated in (4.1) is under the assumption that the classes are separable. For
non-separable datasets, we can project the data points onto a higher-dimensional space though
a mapping φ : x 7→ φ(x), in which the classes are separable. One example of such a mapping
is φ(x) := (k(x, x1), . . . , k(x, xN))
T, where k(·, ·) is a kernel. Note however that for high-
dimensional datasets, lemma 2 implies that the classes are always separable in the input space.
However if D > N , it may still be a good idea to use a kernel mapping described above, or
pre-process the data using PCA, in order to improve computational efficiency and to avoid the
curse of dimensionality.
We can extend this technique to multiple classes via one-versus-the-rest or similar approaches.
Note that by our discussion in section 4.1.3, the MSZO algorithm can be regarded as either
a feature extraction algorithm or a classification algorithm, as can SVMs and RVMs. A fair
evaluation of MSZO should include comparisons with SVMs and RVMs.
4.1.5. Unification of feature extraction techniques
In the current feature extraction and selection literature, the variety of techniques is greater
than a PhD thesis can comprehensively encapsulate. A variety of perspectives and approaches
to problems in a research area can be a good thing. However, too much of certain kinds of
variety can distract from the main goals of a subject of research, and a theoretical unification
of techniques can be beneficial.
There have been attempts to unify feature extraction and selection techniques [14, 55]. In
the introduction of [14], the authors defined the relevance of features in terms of their mutual
information with the target variables (class labels in the case of classification). We can view
this as a top-down approach to the unification of techniques, in which an intuitively evident
standard is defined (definition of relevance of a feature) and various new techniques can seek
to conform to it. We can also conceive of a bottom-up approach to the unification of algo-
rithms, where we find existing mathematical equivalences and relationships between different
algorithms, thus unifying equivalent techniques and possibly generalising similar techniques as
belonging to a common family. We have already mentioned that [55] presents a unification
of several dimensionality reduction algorithms by showing that they have a common general
procedure, one based on “part optimisation” and “whole alignment”. We can view this as
an example of bottom-up approach to the unification of these techniques. In this thesis, we
have taken provision to unify our proposed algorithms with each other, and with other existing
techniques. In particular, we have defined the Laplacian map (section 1.7), which encapsu-
lates EMI maximisation, SDMs, and Laplacian Eigenmaps [2]. (In fact, a slight relaxation of
the definition of Laplacian maps would give us an equivalent generalisation to that presented
in [55].) Furthermore, we have shown a relationship between EMI and QMI [50] in terms of
pairwise interactions.
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A. Supplementary experimental results
This appendix includes some extra experimental results in support of the observations through-
out this thesis. The reader may wish to consult this appendix when it is recommended in the
main text. As a reminder, all the error bars on the graphs show one sample standard deviation
either side of the average classification error rates, averaged over the numbers of repeats and
folds.
A.1. EMI maximisation
A.1.1. Relatively low-dimensional datasets
The behaviour of low-dimensional datasets is more variable and less predictable than that of
high-dimensional face datasets. This is intuitively evident, given the observations we have
made in chapter 3. In short, the shape of a data distribution plays a comparatively bigger role
in low input dimensionality, whereas in high-dimensional datasets, the exact shape of a data
distribution is less relevant than the spread of each class, which affects the level of over-fitting.
We’ve seen how EMI maximisation performed on the Pima dataset in figures 2.10 and 2.11.
Here we present some more experimental results on datasets available from the UCI Machine
Learning Repository [1].
Figure A.1 shows the error rates on the Breast Cancer dataset. This dataset is quite unusual
in that the error rates go up as the dimensionality of the feature subspace increases. This is
likely because the intrinsic dimensionality of the dataset is low, which implies that classification
in relatively high-dimensional subspaces is unstable. Note that EMI maximisation achieves the
lowest error rates in the lower-dimensional regions. QMI maximisation was not included due to
its high computational complexity. A similar evaluation of QMI maximisation using gradient
ascent would take more than 24 hours (with a current PC), whereas the evaluation of both PCA
and EMI maximisation together, as shown in figure A.1 only took about 20 minutes. However,
a 2D projection of QMI maximisation by gradient ascent is included in figure A.2.
The Image Segmentation dataset is provided explicitly with a training subset with 210 train-
ing data points, and a much larger testing subset with a total of 2100 testing data points. We
carried out two experiments on this dataset. The first is a 5-fold cross-validation on the training
dataset only, shown in figure A.3. The second is a direct test where the feature extractors are
trained on the training dataset and tested on the testing dataset, shown in figure A.4. In figure
A.3 we observe the that the information-theoretic methods clearly perform better in terms of
classification, and in particular that EMI maximisation performs better than QMI maximisa-
75
0 5 10 15 20
Dimensionality of subspace
0.04
0.06
0.08
0.10
0.12
0.14
0.16
0.18
0.20
E
rr
o
r 
ra
te
PCA
Eigenvalue-based MI
Figure A.1.: Classification error rates averaged over 12 repeats of 2-fold cross-validation of the
nearest neighbour classifier, on the pre-whitened Breast Cancer dataset. Note that
since this is a 2-class dataset, LDA would only be able to extract one feature, and
so was not included. QMI maximisation was also not included due to its high
computational complexity.
(a) PCA (b) EMI (c) QMI by gradient ascent
Figure A.2.: 2D projections of the pre-whitened Breast Cancer data.
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Figure A.3.: Classification error rates averaged over 9 repeats of 5-fold cross-validation of the
nearest neighbour classifier, on the pre-whitened Image Segmentation dataset.
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Figure A.4.: A direct test on the pre-whitened Image Segmentation dataset, where the respec-
tive feature extractors are trained on the training dataset of 210 data points, and
tested on the testing dataset of 2100 data points.
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tion by gradient ascent. In figure A.4, we see that although the information-theoretic methods
do have slightly better classification performance, all of the techniques perform quite badly.
This is not surprising since the testing set is 10 times as large as the training set, which may be
too small to represent the true data distribution well. Figure A.5 shows the 2D projections of
the training subset for the respective feature extractors, from which we can see that one reason
for the under-performance of PCA may be that it is affected by an outlier.
(a) PCA
(b) LDA
(c) EMI (d) QMI by gradient ascent
Figure A.5.: 2D projections of the pre-whitened training subset of the Image Segmentation
dataset.
On the Parkinsons dataset, PCA, QMI and EMI maximisation have comparable performance,
as shown in figure A.6. Figure A.7 shows the respective 2D projections.
EMI maximisation seems to perform relatively well on the Silhouette dataset. This is a 4-class
dataset, so LDA could only be evaluated for subspace dimensionalities of 2 and 3. Figure A.8
shows the results. Again due to the high computational complexity of QMI maximisation by
gradient ascent, we did not include an evaluation of it here. An evaluation of QMI maximisation
by gradient ascent, equivalent to that for PCA and EMI maximisation would take more than
30 hours, whereas for PCA and EMI maximisation, the evaluation took just over 30 minutes.
However, a 2D projection of the dataset computed by QMI maximisation is included in figure
A.9.
Figures A.10 and A.11 show the error rates and 2D projections of the Yeast dataset. Again,
78
0 5 10 15 20 25
Dimensionality of subspace
0.05
0.10
0.15
0.20
0.25
0.30
E
rr
o
r 
ra
te
PCA
Eigenvalue-based MI
Iterative QMI
Figure A.6.: Classification error rates averaged over 12 repeats of 2-fold cross-validation of the
nearest neighbour classifier, on the pre-whitened Parkinsons dataset. Since this
is a 2-class dataset, LDA would only be able to extract one feature as so is not
included in this experiment.
(a) PCA
(b) EMI
(c) QMI by gradient ascent
Figure A.7.: 2D projections of the pre-whitened Parkinsons dataset.
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Figure A.8.: Classification error rates averaged over 12 repeats of 2-fold cross-validation of the
nearest neighbour classifier, on the pre-whitened Silhouette dataset. Due to the
high computation complexity of QMI maximisation by gradient ascent, we did not
include it here. This is a 4-class dataset and LDA can only give up to 3 features.
due to the high computational complexity of QMI maximisation by gradient ascent, its evalu-
ation is not included here.
All of the datasets described so far are available on the UCI machine learning database
[1]. Table A.1 is a table listing the characteristics of these relatively low-dimensional datasets,
including the Pima dataset shown in figures 2.10 2.11 in section 2.2. We briefly note that EMI
maximisation solves a little problem associated with LDA, that it cannot output more than
K − 1 features.
Dataset name N K D Class sizes
Pima 768 2 8 268, 500
Breast Cancer 569 2 30 212, 357
Image Seg. 210 (train), 2100 (test) 7 19 30
Parkinsons 195 2 22 147, 48
Silhouette 846 4 18 199, 217, 218,
212
Yeast 1484 10 8 244, 429, 463,
44, 35, 51, 163,
30, 20, 5
Table A.1.: Relatively low-dimensional datasets and their characteristics. N = total number of
data points; K = number of classes; D = input dimensionality.
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(a) PCA
(b) LDA
(c) EMI
(d) QMI by gradient ascent
Figure A.9.: 2D projections of the pre-whitened Silhouette dataset.
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Figure A.10.: Classification error rates averaged over 12 repeats of 2-fold cross-validation of
the nearest neighbour classifier, on the pre-whitened Yeast dataset. Due to the
high computation complexity of QMI maximisation by gradient ascent, we did
not include it here.
(a) PCA
(b) LDA (c) EMI
Figure A.11.: 2D projections of the pre-whitened Yeast dataset.
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A.1.2. High-dimensional datasets
Here we present experimental results in support of the observation in chapter 3 that LDA and
EMI often under-perform compared to PCA in terms of classification performance, for high-
dimensional datasets. Recall that in short, this is due to over-fitting in LDA and EMI, in
particular that the training data classes in the LDA and EMI subspaces are too compact. Our
aim here is to illustrate the over-fitting effect in techniques that put too much emphasis on
the compactness of classes and class-separation in the feature subspace. We have observed in
section 2.1 that the behaviour of QMI maximisation by gradient ascent can be unpredictable
in high-dimensional input spaces, and that its computational complexity is significantly higher
than PCA, LDA and EMI maximisation. We observed in figures 2.2 and 3.3 that QMI prefers
large class separation and unimodal classes. In conclusion, due to the unpredictability of
the gradient ascent algorithm in high-dimensional input spaces, QMI maximisation will not
converge properly in general; and when it does, it will give feature subspaces that have the
same property as those of LDA and EMI maximisation, that the classes are compact and well-
separated from each other — precisely the mechanism that causes over-fitting. In regard of
these observations, we do not include evaluations of QMI maximisation by gradient ascent in
the experiments presented here.
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Figure A.12.: Classification error rates averaged over 12 repeats of 2-fold cross-validation of the
nearest neighbour classifier, on the pre-whitened Essex95 face dataset.
The Essex face database (maintained by Dr. Libor Spacek, University of Essex [48]) has
four datasets, called Essex94, Essex95, Essex96, and Essex Grimace. Essex94 and Essex96 are
significantly larger than Essex95 and Essex Grimace. See table A.2 for the characteristics of
the high-dimensional datasets used in this thesis. Figure A.12 shows the classification results
on the Essex95 dataset, and figure A.13 shows the respective 2D projections. Figures A.14 and
A.15 are the corresponding figures for the Essex Grimace dataset. We make two important
observations from these figures. First, the classification performance of LDA and EMI is worse
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(a) PCA
(b) LDA
(c) EMI
Figure A.13.: 2D projections of the pre-whitened Essex95 dataset.
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Figure A.14.: Classification error rates averaged over 12 repeats of 2-fold cross-validation of the
nearest neighbour classifier, on the pre-whitened Essex Grimace dataset.
(a) PCA (b) LDA
(c) EMI
Figure A.15.: 2D projections of the pre-whitened Essex Grimace dataset.
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than that of PCA. Second, the 2D projections computed by LDA and EMI maximisation are
‘better’ than those computed by PCA, in the sense that the classes in the LDA and EMI feature
subspaces are well-separated from each other and individually compact, so much so that at this
resolution, each class appears as a singleton point. We can make exactly the same observations
for the Essex94 and Essex96 datasets, and so to save space we do not include the corresponding
diagrams here.
An interesting point to note is that on Dr. Libor Spacek’s official website for the Essex
Datasets, he mentioned that Essex Grimace is one of the “most difficult” datasets (of the four),
due to “extreme variations of [facial] expressions”. With the insight we have obtained through
this thesis, we note that the word “difficult” should be understood with care, and in context.
By comparing figures A.14 and A.12, we see that Essex Grimace is actually easier compared
with Essex95, since the classification results on Essex Grimace are better. The reason for this,
from the over-fitting perspective of feature extraction that we explored in chapter 3, is precisely
because of the “extreme variations” in facial expressions. Indeed, with large variations in facial
expressions, the training data points become more representative of the true data distribution
(or, of all the possible facial expressions), and consequently techniques like EMI and LDA suffer
less from over-fitting.
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Figure A.16.: Classification error rates averaged over 12 repeats of 2-fold cross-validation of the
nearest neighbour classifier, on the pre-whitened JAFFE dataset.
We mentioned the JAFFE face dataset [26] in section 3.3.4, which seems particularly well-
suited for LDA, since LDA gives better classification performance than PCA even though the
input dimensionality is high. It is worth mentioning that for this dataset, EMI maximisation
curiously under-performs compared with both LDA and PCA, as shown in figure A.16. However,
as shown in figure 3.11, the SDM technique gives better results than all of LDA, PCA, and EMI
maximisation. The cause of the bad classification performance of EMI maximisation on JAFFE
can be see in figure A.17, where we can see that some classes are overlapping with each other.
The mechanisms that cause this is not clear at this stage. It is plausible that some outliers or
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artifact in the data are causing the problem. However, since we see that SDMs consistently give
superior performance for high-dimensional datasets, and that we do not recommend the use of
LDA or EMI maximisation for high-dimensional datasets because of the observations made in
chapter 3, we have not dwelled on the investigation of this problem. Rather, this experiment
serves as a warning that EMI maximisation, as formulated in section 2.2 of this thesis, can
occasionally give curious results.
Figure A.17.: 2D projection of the pre-whitened JAFFE face dataset, computed by EMI, where
part of the projection is zoomed in. We can see that, although some classes are
well-isolated, others are overlapping with each other.
We end this section with evaluations of EMI maximisation on two more datasets. Classifi-
cation results for the Sheffield Face Dataset (formerly UMIST) [42] are shown in figure A.18.
The FVC (Fingerprint Verification Competition) [11] datasets used here are subsets of the
original full database. Only these subsets are available to download from [11]. There are 4
subsets, corresponding to different sensor technologies (one of them, FVC4, is synthetically
generated). The classification results for the 4 subsets are very similar, and so we will show
only one of these, in figure A.19. Note that on all of the high-dimensional datasets mentioned
in this section, SDMs can give superior classification performance to all of LDA, PCA and EMI
maximisation, as we will see in section A.2.
A.2. Soft discriminant maps
In figures 3.7 and 3.11 we have shown the classification performance of SDMs on the AT&T
Dataset of Faces and the JAFFE face dataset respectively. In this section we present some more
experiments on various datasets. The datasets used and their characteristics are summarised
in table A.2. All evaluations are averages of 12 repeats of 2-fold cross-validation of the nearest
neighbour classifier. Moreover, datasets are always pre-processed by PCA before the application
of SDMs. However the datasets are not whitened during pre-processing, in contrast to the
evaluations of EMI where the datasets are pre-whitened as per prerequisite.
Classification results for the four Essex datasets are shown in figure A.20. Figure A.21 shows
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Figure A.18.: Classification error rates averaged over 12 repeats of 2-fold cross-validation of the
nearest neighbour classifier, on the pre-whitened Sheffield Face Dataset.
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Figure A.19.: Classification error rates averaged over 12 repeats of 2-fold cross-validation of the
nearest neighbour classifier, on the pre-whitened FVC1 fingerprint dataset.
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(b) Essex95
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(d) Essex Grimace
Figure A.20.: Classification error rates for the four Essex face datasets.
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Dataset name N K D
AT&T 400 40 10304
Essex94 3040 152 36000
Essex95 1440 72 36000
Essex96 3018 151 38416
Essex Grimace 360 18 36000
JAFFE 213 10 65536
FVC1 80 10 90000
FVC2 80 10 93184
FVC3 80 10 214144
FVC4 80 10 76800
Sheffield 565 20 10304
Table A.2.: High-dimensional datasets and their characteristics. N = total number of data
points; K = number of classes; D = input dimensionality.
2D projections of the Essex95 dataset computed by SDMs for various values of β. We can see
how the classes become more compact in the 2D feature subspace as the value of β increases.
Figure A.20b suggests that the best value for β may be around 10, and as the value of β
increases so does the error rate. This is the gradually increasing effect of over-fitting as the
level of class-discrimination increases. However, when the level of class-discrimination is too
low, as is the case for PCA, we obtain high classification error again. The Essex95 dataset
seems quite sensitive to the value of β, unlike the other datasets. The Essex96 dataset, for
example, shows little difference in classification error rate for different values of β. The 2D
projections of the other Essex datasets are completely analogous to figure A.21, and so are not
shown here.
Next we study the four FVC datasets (Fingerprint Verification Competition) [11]. Note that
this is a subset of the full database. Only this subset is available from the website [11], and not
the full database. Figure A.22 shows the classification results. Note that there are classification
algorithms and suites (feature extractor plus classifier) far better designed for the specific task
of recognising finger prints based on these training datasets. Our focus here is not to design the
best classifier specifically for this data, but rather to illustrate the breadth of applications and
performance of SDMs as a feature extractor. We can see that all of these datasets are relatively
insensitive to the value of β, quite like the AT&T Dataset of Faces (figure 3.7) and unlike the
Essex95 dataset (figure A.20b). Also notice that the performance of both PCA and the SDMs
are quite bad for the FVC4 dataset, though note that this is a synthetic dataset. Figure A.23
shows the 2D projections of the FVC1 dataset. Again, the 2D projections for the other three
FVC datasets are completely analogous and so only FVC1 is shown here.
Classification results and 2D projections of the Sheffield face dataset (formerly UMIST) [42]
are shown in figures A.24 and A.25. In the context of face recognition, this is an interesting
dataset because each class (corresponding to each individual) contains several angles of view
of an individual’s face, varying gradually from profile to frontal. This rotation in our physical
world would translate to a one-dimensional manifold (a curve) in the input space, where the
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(a) PCA (b) SDM, β = 10
(c) SDM, β = 100
(d) SDM, β = 1000
Figure A.21.: 2D projections of the Essex95 face dataset. Notice the inverse relationship be-
tween β and the level of class-discrimination in the projection.
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0 5 10 15 20
Dimensionality of subspace
0.30
0.35
0.40
0.45
0.50
0.55
0.60
0.65
0.70
0.75
E
rr
o
r 
ra
te
PCA
Soft Discriminant (β = 10)
Soft Discriminant (β = 100)
Soft Discriminant (β = 1000)
(c) FVC3
0 5 10 15 20
Dimensionality of subspace
0.65
0.70
0.75
0.80
0.85
0.90
E
rr
o
r 
ra
te
PCA
Soft Discriminant (β = 10)
Soft Discriminant (β = 100)
Soft Discriminant (β = 1000)
(d) FVC4
Figure A.22.: Classification error rates for the four FVC fingerprint datasets.
(a) PCA (b) SDM β = 10
(c) SDM β = 100 (d) SDM β = 1000
Figure A.23.: 2D projections of the FVC1 dataset computed by SDMs for various values of β.
Notice the inverse relationship between β and the level of class-discrimination in
the projection.
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Figure A.24.: Classification error rates for the Sheffield dataset.
one dimension corresponds to the one degree of physical freedom in the rotation of the head.
We can verify this by looking at figure A.25a, where we can see the intuitively satisfying pattern
that the shape of each class seems to be of a one-dimensional curve.
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(a) PCA
(b) SDM, β = 10
(c) SDM, β = 100
(d) SDM, β = 1000
Figure A.25.: 2D projections of the Sheffield dataset, computed by SDMs for various values of
β.
A.2.1. Relationship between β and class-discrimination
In section 3.3.3, and in particular in figure 3.9, we observed that the value of β in SDMs seems
to be linearly related to the level of class-discrimination in the desired feature subspace, as
measured by the ∆-measure defined in equation 3.3. This relationship is stochastically linear,
however the deviation from linearity seems to be negligibly small, as can be seen in figure 3.9.
In this section we present some more plots on different datasets, similar to figure 3.9. These
plots (figure A.26) look extremely similar to each other, and therefore not overwhelmingly
fascinating in themselves, but they serve as experimental evidence for the observation that β
is linearly related to the ∆-measure.
The corresponding plots for the Essex94 and Essex96 datasets are very similar to those for
Essex Grimace and Essex95, and so are not included. Similarly, the corresponding plots for
FVC2, FVC3 and FVC4 are almost identical to that for FVC1, and so are not included. We note
that in the Essex and Sheffield datasets, the deviation from linearity is more severe at relatively
low values of β, where ∆ seems to be sub-linear with β. We have found in our experiments that
this tends to happen for relatively large datasets at small values of β. However, the over-all
pattern of linearity is clear. In any case, whether the relationship between β and ∆ are precisely
linear is less relevant than the observation that their relationship does indeed seem to be quite
precise, which means that we can usually find near-optimal and reliable values for β through
experimentation.
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Figure A.26.: Plots of β against the Delta-measure in 5-dimensional feature subspaces com-
puted by SDMs for various values of β. Feature subspaces with other dimension-
alities show the same pattern.
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