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Abstrat
We study a simplied system of the original Eriksen-Leslie equations for the
ow of nemati liquid rystals. This is a oupled non-paraboli dissipative dynami
system. We show the onvergene of global lassial solutions to single steady states
as time goes to innity (uniqueness of asymptoti limit) by using the ojasiewiz
Simon approah. Moreover, we provide an estimate on the onvergene rate. Finally,
we disuss some possible extensions of the results to ertain generalized problems
with hanging density or free-slip boundary ondition.
Keywords: Nemati liquid rystal ow, NavierStokes Equations, uniqueness of
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 limit, ojasiewiz-Simon inequality.
AMS Subjet Classiation: 35B40, 35B41, 35Q35, 76D05.
1 Introdution
We onsider the following hydrodynamial model for the ow of nemati liquid rystals
(f. [13, 15℄)
vt + v · ∇v − ν∆v +∇P = −λ∇ · (∇d⊙∇d), (1.1)
∇ · v = 0, (1.2)
dt + v · ∇d = γ(∆d− f(d)), (1.3)
in Ω×R+, where Ω ⊂ Rn (n = 2, 3) is a bounded domain with smooth boundary Γ. Here,
v is the veloity eld of the ow and d represents the averaged marosopi/ontinuum
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moleular orientations in R
n (n = 2, 3). P (x, t) is a salar funtion representing the
pressure (inluding both the hydrostati and the indued elasti part from the orientation
eld). The positive onstants ν, λ and γ stand for visosity, the ompetition between
kineti energy and potential energy, and marosopi elasti relaxation time (Debroah
number) for the moleular orientation eld. We assume that f(d) = ∇F (d) for some
smooth bounded funtion F : Rn → R. ∇d⊙∇d denotes the n×n matrix whose (i, j)-th
entry is given by ∇id · ∇jd, for 1 ≤ i, j ≤ n.
In this paper we deal with the system (1.1)(1.3) subjet to the initial onditions
v|t=0 = v0(x) with ∇ · v0 = 0, d|t=0 = d0(x), for x ∈ Ω, (1.4)
and the Dirihlet boundary onditions:
v(x, t) = 0, d(x, t) = d0(x), for (x, t) ∈ Γ× R
+. (1.5)
In [13℄, the author proposed equations (1.1)(1.3) as a simplied system of the original
EriksenLeslie system (f. [2, 12℄). By EriksenLeslie's hydrodynamial theory of the
liquid rystal, the (simplied) system desribing the orientation as well as the marosopi
motion reads as follows (here we assume the density to be onstant)
vt + v · ∇v − ν∆v +∇P = −λ∇ · (∇d⊙∇d), (1.6)
∇ · v = 0, (1.7)
dt + v · ∇d = γ(∆d+ |∇d|
2d), |d| = 1. (1.8)
In order to avoid the gradient nonlinearly in (1.8), usually one uses the GinzburgLandau
approximation to relax the onstraint |d| = 1. The orresponding approximate energy is∫
Ω
1
2
|∇d|2 +
1
4η2
(|d|2 − 1)2dx,
where η is a positive onstant. Then we arrive at the approximation system (1.1)(1.3),
where
f(d) =
1
η2
(|d|2 − 1)d (1.9)
with its antiderivative
F (d) =
1
4η2
(|d|2 − 1)2. (1.10)
The EriksenLeslie system is well suited for desribing many speial ows for the
materials, espeially for those with small moleules, and is wildly aepted in the engi-
neering and mathematial ommunities studying liquid rystals. System (1.1)(1.3) an
be possibly viewed as the simplest mathematial model, whih keeps the most impor-
tant mathematial struture as well as most of the essential diulties of the original
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EriksenLeslie system (f. [15℄). System (1.1)(1.3) with Dirihlet boundary onditions
has been studied in a series of work not only theoretially (f. [15, 16℄) but also numeri-
ally (f. [17,19℄). In partiular, in [15℄, the authors proved the existene theorem for the
weak solutions of system (1.1)(1.5) by a modied Galerkin sheme. After that they also
obtained the global existene and uniqueness of lassial solutions to the same system for
n = 2 or n = 3 with large visosity assumption. Moreover, a preliminary analysis of the
asymptoti behavior of global lassial solution was also given in [15℄. In the nal remark
of [15℄, a natural question on the uniqueness of the asymptoti limit was raised. This is
just the main goal of the present paper. For the sake of simpliity, in the following text,
we always treat the nonlinearity f of form (1.9). However, it is not diult to verify that
our results holds true for more general nonlinearities whih is analyti and with proper
growth and dissipation assumptions.
In this paper, we show the onvergene to equilibrium of global lassial solutions to
system (1.1)(1.5). Namely, we obtain the following results:
Theorem 1.1. When n = 2, for any v0 ∈ H
1
0 (Ω) with ∇ · v0 = 0 and d0 ∈ H
2(Ω), the
unique lassial solution to problem (1.1)(1.5) has the following property
lim
t→+∞
(‖v(t)‖H1 + ‖d(t)− d∞‖H2) = 0, (1.11)
where d∞ is a solution to the following nonlinear ellipti boundary value problem:{
−∆d∞ + f(d∞) = 0, x ∈ Ω,
d∞ = d0(x), x ∈ Γ.
(1.12)
Moreover, there exists a positive onstant C depending on v0, d0,Ω, d∞, suh that
‖v(t)‖H1 + ‖d(t)− d∞‖H2 ≤ C(1 + t)
− θ
(1−2θ) , ∀ t ≥ 0, (1.13)
with θ ∈ (0, 1/2) being the same onstant as in the ojasiewizSimon inequality (see
Lemma 2.1 below).
When the spaial dimension is three, we deal with two ases. The rst result is
onerning the large visosity ase, we have
Theorem 1.2. When n = 3, for any v0 ∈ H
1
0 (Ω) with ∇ · v0 = 0, d0 ∈ H
2(Ω) under
the large visosity assumption ν ≥ ν0(λ, γ, v0, d0), the unique global lassial solution of
problem (1.1)(1.5) enjoys the same properties as in Theorem 1.1.
The seond one is a "stability" result for the near equilibrium initial data in the three
dimensional ase.
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Theorem 1.3. When n = 3, let d∗ ∈ H2(Ω) be an absolute minimizer of the funtional
E(d) =
1
2
‖∇d‖2 +
∫
Ω
F (d)dx
in the sense that E(d∗) ≤ E(d) whenever d = d∗ = d0(x) on Γ. There is a onstant σ
whih may depend on λ, γ, ν and v0, d0, suh that if ‖v0‖H1 + ‖d0 − d
∗‖H2 < σ, then the
problem (1.1)(1.5) admits a unique global lassial solution enjoying the same properties
as in Theorem 1.1.
Remark 1.1. Theorem 1.3 implies that if the initial data is suiently lose to an ab-
solute minimizer of funtional E, then there exists a global solution and the solution will
onverge to an equilibrium whih may not neessarily be the original minimizer. This is
beause the set of equilibria might be a ontinuum. Theorem 1.3 gives the "uniqueness"
of asymptoti limit of the global solution to problem (1.1)(1.5). This improves the result
stated in [15, Theorem C℄, in whih only sequene onvergene for diretor eld d was
obtained.
The problem about uniqueness of asymptoti limit for nonlinear evolution equations,
namely whether the global solution will onverge to an equilibrium as time tends to
innity, has attrated a lot of interests of mathematiians. If the spae dimension n ≥ 2,
it is known that the struture of the set of equilibria an be nontrivial and may form
a ontinuum for ertain physially reasonable nonlinearities. The reader is referred, for
instane, to [7, Rem. 2.3.13℄, where the following two-dimensional equation −∆u+ u3 −
λu = 0, λ > 0, endowed with a standard Dirihlet homogeneous boundary ondition,
is onsidered. And we note that, for the vetor funtions, the situations may be even
more ompliated. If this is the ase, it is highly nontrivial to deide whether or not
a given bounded trajetory onverges to a single steady state. In 1983, L. Simon [23℄
made a breakthrough that for a semilinear paraboli equation with a nonlinearity f(x, u)
being analyti in the unknown funtion u, its bounded global solution would onverge
to an equilibrium as t → ∞. Simon's idea relies on a generalization of the ojasiewiz
inequality (see [21,22℄) for analyti funtions dened in nite dimensional spae R
m
. Sine
then, his original approah has been simplied and applied to prove onvergene results for
many evolution equations (see e.g., [46,811,14,2729℄ and the referenes ited therein).
For our problem (1.1)(1.5), in order to apply the ojasiewizSimon approah to prove
the onvergene result, we need to introdue a suitable ojasiewizSimon type inequality
for vetor funtions with nonhomogeneous Dirihlet boundary ondition (f. Lemma 2.1).
As far as the onvergene rate is onerned, it is known that an estimate in ertain
(lower order) norm an usually be obtained diretly from the ojasiewizSimon approah
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(see, e.g., [9, 30℄). Then, one straightforward way to get estimates in higher order norms
is using interpolation inequalities (f. [9℄) and, onsequently, the deay exponent deteri-
orates. We shall show that by using suitable energy estimates and onstruting proper
dierential inequalities, it is possible to obtain the same estimates on onvergene rate in
both higher and lower order norms. Our approah in some sense improves the previous
results in the literature (see, for instane, [9,30℄) and it an apply to many other problems
(f. [5, 6, 28, 29℄).
The remaining part of this paper is organized as follows. In Setion 2, we introdue
the funtional setting, some preliminary results as well as some tehnial lemmas. Setion
3 is devoted to the two dimensional ase. We prove the onvergene of global solutions
to single steady states as time goes to innity and obtain an estimate on onvergene
rate. In Setion 4, we onsider the three dimensional ase. The same onvergene result
was proved for two subases, in whih the global existene of lassial solutions an be
obtained. In the nal Setion 5, we disuss some possible extensions of our results to
ertain generalized problems with hanging density or free-slip boundary onditions.
2 Preliminaries
First, we introdue the funtion spaes we shall work on (f. [15, 26℄):
H10 (Ω) = the losure of C
∞
0 (Ω,R
n) in the norm
(∫
Ω
|∇v|2dx
) 1
2
,
H−1(Ω) = the dual of H10 (Ω),
H2(Ω) = {v ∈ L2(Ω,Rn) | vxi , vxixj ∈ L
2(Ω,Rn), 1 ≤ i, j ≤ n},
V = C∞0 (Ω,R
n) ∩ {v : ∇ · v = 0},
H = the losure of V in L2(Ω,Rn),
V = the losure of V in H10 (Ω),
V ′ = the dual of V.
Global existene and uniqueness of lassial solution to system (1.1)(1.5) has been
proven in [15, Theorem B℄. More preisely, we have
Proposition 2.1. Problem (1.1)(1.5) admits a unique global lassial solution (v, d)
provided that v0 ∈ H
1
0 (Ω), d0 ∈ H
2(Ω) either n = 2 or n = 3 with the large visosity
assumption ν ≥ ν0(λ, γ, v0, d0).
For any lassial solution (v, d) ∈ Ω × [0, T ] = QT (0 ≤ T ≤ +∞) of problem (1.1)
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(1.5), we onsider the funtional
E(t) =
1
2
‖v(t)‖2 +
λ
2
‖∇d(t)‖2 +
λ
2
∫
Ω
F (d(t))dx. (2.1)
It has been shown in [15℄ that our system (1.1)(1.5) has the following basi energy law,
whih an be viewed as a diret onsequene of the balane laws of the linear momentum
(1.1) and angular momentum (1.3):
d
dt
E(t) + ν‖∇v(t)‖2 + λγ‖∆d(t)− f(d(t))‖2 = 0, 0 ≤ t ≤ T. (2.2)
(2.2) reets the energy dissipation property of the ow of liquid rystals. Moreover, one
an verify that E(t) serves as a Lyapunov funtional for problem (1.1)(1.5).
Next, we look at the following ellipti boundary value problem{
−∆d+ f(d) = 0, x ∈ Ω,
d = d0(x), x ∈ Γ.
(2.3)
Denote
E(d) =
1
2
‖∇d‖2 +
∫
Ω
F (d)dx. (2.4)
It is not diult to see that the solution to (2.3) is a ritial point of E(d), and onversely,
the ritial point of E(d) is a solution to (2.3) (f. [27, 29℄ and referenes ited therein).
Besides, regularity of the solution to (2.3) has been shown in [15℄ suh that d is smooth
on Ω provided d0 is smooth on Γ.
As mentioned in Introdution, in order to apply the ojasiewizSimon approah to
prove the onvergene to equilibrium, we have to introdue a suitable ojasiewizSimon
type inequality related to our present problem. In partiular, we have
Lemma 2.1. [ojasiewizSimon Type Inequality℄ Let ψ be a ritial point of E(d).
There exist onstants θ ∈ (0, 1
2
) and β > 0 depending on ψ suh that for any d ∈ H1(Ω)
satisfying d|Γ = d0(x) and ‖d− ψ‖H1 < β, there holds
‖ −∆d+ f(d)‖H−1 ≥ |E(d)− E(ψ)|
1−θ. (2.5)
Remark 2.1. The above lemma an be viewed as an extended version of Simon's result [23℄
for salar funtion under the use of L2-norm. We an refer to [10, Chapter 2, Theorem
5.2℄, in whih the ase for vetors subjet to homogeneous Dirihlet boundary ondition
was onsidered. Here we observe that, our present (nontrivial) boundary data for diretor
eld d does not depend on time. As a result, every solution to the orresponding stationary
problem (2.3), whih is a ritial point of E(d) satises the same boundary ondition as the
solution to the evolution problem. Therefore, we only have to derive a ojasiewizSimon
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type inequality for funtions d, whih satisfy d|Γ = d0(x) and fall into a properly small
neighborhood of ertain but arbitrary ritial point of E(d). In this ase, it is always true
that the dierene d˜ = d − ψ ∈ H10 (Ω). Keeping this fat in mind, we are able to prove
the present lemma following the steps in [10, Chapter 2, Theorem 5.2℄ or [8℄. Hene,
the details are omitted here. We ould also refer to a related ase treated in [5℄, that a
nonhomogeneous (time-dependent Dirihlet) boundary ondition was removed by a proper
variable transformation (f. also [27℄ where the boundary ondition ontains a nonzero
onstant).
In the following text, we will use the regularity result for Stokes problem (f. [25℄)
Lemma 2.2. Denote the Stokes operator by S, whih is a unbounded operator in H of
domain H2(Ω) ∩ V :
Su = −∆u+∇π ∈ H, ∀u ∈ H2(Ω) ∩ V.
Then there exists a onstant C suh that for any u ∈ H2(Ω) ∩ V ,
‖u‖H2 + ‖π‖H1\R ≤ C‖Su‖.
Before ending this setion, we introdue the following lemma whih is useful in the
study of large time behavior of solutions to evolution problems. We will apply it to obtain
uniform (higher order) estimates of the solution and deay of the energy dissipations of
system (1.1)(1.5).
Lemma 2.3. [30, Lemma 6.2.1℄ Let T be given with 0 < T ≤ +∞. Suppose that y(t)
and h(t) are nonnegative ontinuous funtions dened on [0, T ] and satisfy the following
onditions:
dy
dt
≤ c1y
2 + c2 + h(t), with
∫ T
0
y(t)dt ≤ c3,
∫ T
0
h(t)dt ≤ c4,
where ci(i = 1, 2, 3, 4) are given nonnegative onstants. Then for any r ∈ (0, T ), the
following estimates holds:
y(t+ r) ≤
(c3
r
+ c2r + c4
)
ec1c3, ∀ t ∈ [0, T − r].
Furthermore, if T = +∞, then
lim
t→+∞
y(t) = 0.
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3 Convergene to Equilibrium for Two Dimensional Case
In this setion, we prove the onvergene of global solutions to single steady states as time
tends to innity for 2-D ase. Sine parameters λ, γ, ν do not play ruial role in the 2-D
ase, we set λ = γ = ν = 1 in this setion for the sake of simpliity.
When the spae dimension equals to two, an important property for the global solution
to problem (1.1)(1.5) is the following high order energy law, whih played a ruial role
in the proof of global existene result in [15℄. Denote
A(t) = ‖∇v(t)‖2 + ‖∆d(t)− f(d(t))‖2. (3.1)
Then we have
Lemma 3.1. (f. [15, (4.9)℄) In 2-D ase, the following inequality holds for the lassial
solution (v, d) to problem (1.1)(1.5)
d
dt
A(t) + (‖∆v‖2 + ‖∇(∆d− f(d))‖2) ≤ C(A2(t) + A(t)), ∀ t ≥ 0, (3.2)
where C is a onstant depending on f,Ω, ‖v0‖, ‖d0‖H1(Ω).
3.1 Convergene to Equilibrium
Based on the high order energy law (3.2), we are able to show the onvergene of the
veloity eld v rst.
Lemma 3.2. For any t ≥ 0, the following uniform estimate holds
‖v(t)‖H1 + ‖d(t)‖H2 ≤ C, (3.3)
where C is a onstant depending on f,Ω, ‖v0‖H1, ‖d0‖H2(Ω). Furthermore,
lim
t→+∞
(‖v(t)‖H1 + ‖ −∆d(t) + f(d(t))‖) = 0. (3.4)
Proof. It follows from the basi energy law (2.1) that
E(t) +
∫ t
0
A(τ)dτ = E(0) <∞, ∀ t ≥ 0. (3.5)
By the Young inequality a2 ≤ 1
2
a4 + 1
2
, we an see that E(t) is bounded from below by a
onstant whih is only dependent of |Ω|. As a result,∫ ∞
0
A(t)dt ≤ E(0) < +∞, (3.6)
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and
E(t) ≤ E(0), ∀ t ≥ 0. (3.7)
(3.7) implies the uniform estimate
‖v(t)‖+ ‖d(t)‖H1 ≤ C, ∀ t ≥ 0. (3.8)
Furthermore, (3.6) together with Lemma 3.1 and Lemma 2.3 yields that
lim
t→+∞
(‖∇v(t)‖+ ‖∆d(t)− f(d(t))‖) = 0. (3.9)
By the Poinaré inequality, we prove the onlusion (3.4). Conerning the uniform bound
(3.3), we take r = 1 in Lemma 2.3 to get
‖∇v(t)‖+ ‖ −∆d(t) + f(d(t))‖ ≤ C, ∀ t ≥ 1, (3.10)
where C does not depend on t. On the other hand, for any t ∈ [0, 1], it follows from (3.2)
and the fat
∫ 1
0
A(t)dt ≤ C that
sup
0≤t≤1
A(t) ≤ e
R 1
0 A(t)dtA(0) + C ≤ C. (3.11)
Besides, from the ontinuous embedding H1 →֒ Lp(1 ≤ p <∞) and (3.8) we have
‖∆d‖ ≤ ‖ −∆d+ f(d)‖+ ‖f(d)‖ ≤ ‖ −∆d+ f(d)‖+ C
(
1 + ‖d‖3L6
)
≤ C. (3.12)
Now we an onlude (3.3) from (3.10)(3.12). The proof is omplete.
Let S be the set
S = {(0, u) | −∆u+ f(u) = 0, in Ω, u|Γ = d0(x)}.
The ω-limit set of (v0, d0) ∈ V ×H
2(Ω) ⊂ L2(Ω)×H1(Ω) is dened as follows:
ω((v0, d0)) = {(v∞(x), d∞(x)) | there exists {tn} ր ∞ suh that
(v(x, tn), d(x, tn))→ (v∞(x), d∞(x)) in L
2 ×H1, as tn → +∞}.
We infer from Lemma 3.2 that
Proposition 3.1. ω((v0, d0)) is a nonempty bounded subset in H
1(Ω)×H2(Ω). Besides,
all asymptoti limiting points (v∞, d∞) of problem (1.1)(1.5) belong to S. In other words,
ω((v0, d0)) ⊂ S.
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In what follows, we prove the onvergene for diretor eld d. For any initial datum
(v0, d0) ∈ V ×H
2(Ω), it follows from Lemma 3.2 that ‖d‖H2 is uniformly bounded. Sine
the embedding H2 →֒ H1 is ompat, there is an inreasing unbounded sequene {tn}n∈N
and a funtion d∞ suh that
lim
tn→+∞
‖d(tn)− d∞‖H1 = 0. (3.13)
In partiular, Proposition 3.1 implies that d∞ satises the equation
−∆d∞ + f(d∞) = 0, x ∈ Ω, d∞|Γ = d0. (3.14)
We prove the onvergene result following a simple argument introdued in [11℄, in
whih the key observation is that after a ertain time t0, d(t) will fall into a ertain small
neighborhood of d∞ and stay there forever.
From the basi energy law (2.1), we an see that E(t) is dereasing on [0,∞), and it
has a nite limit as time goes to innity beause it is bounded from below. Therefore, it
follows from (3.13) that
lim
tn→+∞
E(tn) = E(d∞). (3.15)
On the other hand, we an infer from (2.1) that E(t) ≥ E(d∞), for all t > 0, and the
equal sign holds if and only if, for all t > 0, v = 0 and d solves problem (3.14).
We now onsider all possibilities.
Case 1. If there is a t0 > 0 suh that at this time E(t0) = E(d∞), then for all t > t0, we
dedue from (2.1) that
‖∇v‖ ≡ 0, ‖ −∆d+ f(d)‖ ≡ 0. (3.16)
It follows from (1.3), (3.16) and the Sobolev embedding Theorem that for t > t0
0 ≤ ‖dt‖ ≤ ‖v · ∇d‖+ ‖ −∆d + f(d)‖ ≤ ‖v‖L4‖∇d‖L4 ≤ C‖∇v‖ = 0. (3.17)
Namely, d is independent of time for all t > t0. Due to (3.13), we have d(t) ≡ d∞ for
t > t0.
Case 2. For all t > 0, E(t) > E(d∞). First we assume that the following laim holds
true.
Proposition 3.2. There is a t0 > 0 that for all t ≥ t0, ‖d(t)− d∞‖H1 < β. Namely, for
all t ≥ t0, d(t) satises the ondition in Lemma 2.1.
In this ase, it follows from Lemma 2.1 that
|E(d)− E(d∞)|
1−θ ≤ ‖ −∆d+ f(d)‖H−1 ≤ ‖ −∆d+ f(d)‖, ∀ t ≥ t0. (3.18)
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The fat θ ∈ (0, 1
2
) implies 0 < 1− θ < 1, 2(1− θ) > 1. As a onsequene,
‖v‖2(1−θ) = ‖v‖2(1−θ)−1‖v‖ ≤ C‖v‖.
Then we infer from the basi inequality
(a + b)1−θ ≤ a1−θ + b1−θ, ∀ a, b ≥ 0
that
(E(t)− E(d∞))
1−θ ≤
(
1
2
‖v‖2 + |E(d)− E(d∞)|
)1−θ
≤
(
1
2
‖v‖2 + ‖ −∆d+ f(d)‖
1
1−θ
)1−θ
≤
(
1
2
)1−θ
‖v‖2(1−θ) + ‖ −∆d+ f(d)‖
≤ C‖v‖+ ‖ −∆d+ f(d)‖. (3.19)
Therefore, a diret alulation yields
−
d
dt
(E(t)− E(d∞))
θ = −θ(E(t)−E(d∞))
θ−1 d
dt
E(t)
≥
Cθ(‖∇v‖+ ‖ −∆d+ f(d)‖)2
C‖v‖+ ‖ −∆d+ f(d)‖
≥ C1(‖∇v‖+ ‖ −∆d+ f(d)‖), ∀ t ≥ t0, (3.20)
where C1 is a onstant depending on v0, d0,Ω.
Integrating from t0 to t, we get
(E(t)− E(d∞))
θ + C1
∫ t
t0
(‖∇v(τ)‖+ ‖ −∆d(τ) + f(d(τ))‖)dτ
≤ (E(t0)− E(d∞))
θ <∞, ∀ t ≥ t0. (3.21)
Sine E(t)− E(d∞) ≥ 0, we onlude that∫ ∞
t0
(‖∇v(τ)‖+ ‖ −∆d(τ) + f(d(τ))‖)dτ <∞. (3.22)
On the other hand, it follows from equation (1.3) that
‖dt‖ ≤ ‖v · ∇d‖+ ‖ −∆d+ f(d) ≤ ‖v‖L4‖∇d‖L4 + ‖ −∆d+ f(d)‖
≤ C‖∇v‖+ ‖ −∆d+ f(d)‖. (3.23)
Hene, ∫ ∞
t0
‖dt(τ)‖dτ < +∞, (3.24)
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whih easily implies that as t→ +∞, d(x, t) onverges in L2(Ω). This and (3.13) indiate
that
lim
t→+∞
‖d(t)− d∞‖ = 0. (3.25)
Sine d(t) is uniformly bounded in H2(Ω) (f. (3.3)), by interpolation we have
lim
t→+∞
‖d(t)− d∞‖H1 = 0. (3.26)
On the other hand, uniform bound of d in H2(Ω) implies the weak onvergene
d(t) ⇀ d∞, in H
2(Ω).
However, the deay property of the quantity A(t) (f. Lemma 3.2) ould tell us more.
Namely, we ould get strong onvergene of d in H2 without using uniform estimates in
higher order norm. To see this, we keep in mind that that
‖∆d−∆d∞‖ ≤ ‖∆d−∆d∞ − f(d) + f(d∞)‖+ ‖f(d)− f(d∞)‖
≤ ‖∆d− f(d)‖+ ‖f ′(ξ)‖L4‖d− d∞‖L4
≤ ‖∆d− f(d)‖+ C‖d− d∞‖H1 . (3.27)
The above estimate together with (3.4) and (3.26) yields
lim
t→+∞
‖d(t)− d∞‖H2 = 0. (3.28)
To nish the proof, we will show that Proposition 3.2 always holds true for the global
solution d(t) to system (1.1)(1.5). Dene
t¯n = sup{ t > tn| ‖d(·, s)− d∞‖H1 < β, ∀ s ∈ [tn, t]}. (3.29)
It follows from (3.13) that for any ε ∈ (0, β), there exists an integer N suh that when
n ≥ N ,
‖d(·, tn)− d∞‖H1 < ε, (3.30)
1
C1
(E(tn)− E(d∞))
θ < ε. (3.31)
On the other hand, we an easily see that the orbit of d is ontinuous in H1. This is
beause we already know from (3.3) that d ∈ L∞(0,+∞;H2(Ω)). As a onsequene,
d ∈ L2(t, t + 1;H2(Ω)) for any t ≥ 0. The basi energy law and (3.23) imply dt ∈
L2(t, t + 1;L2(Ω)). Thus, d ∈ C([t, t + 1];H1(Ω)), for any t ≥ 0 (f. [3℄). The ontinuity
of the orbit of d in H1 and (3.30) yield that
t¯n > tn, for all n ≥ N.
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Then there are two possibilities:
(i). If there exists n0 ≥ N suh that t¯n0 = +∞, then from the previous disussions in
Case 1 and Case 2, the theorem is proved.
(ii). Otherwise, for all n ≥ N , we have tn < t¯n < +∞, and for all t ∈ [tn, t¯n], E(d∞) <
E(t). Then from (3.21) with t0 being replaed by tn, and t being replaed by t¯n, we get
from (3.31) that ∫ t¯n
tn
(‖∇v(τ)‖+ ‖ −∆d(τ) + f(d(τ))‖)dτ < ε. (3.32)
Thus, it follows that (f. (3.23))
‖d(t¯n)− d∞‖ ≤ ‖d(tn)− d∞‖+
∫ t¯n
tn
‖dt(τ)‖dτ
≤ ‖d(tn)− d∞‖+ C
∫ t¯n
tn
(‖∇v(τ)‖+ ‖ −∆d(τ) + f(d(τ))‖)dτ
< Cε, (3.33)
whih implies that limn→+∞ ‖d(t¯n)− d∞‖ = 0. Sine d(t) is relatively ompat in H
1(Ω),
there exists a subsequene of {d(t¯n)}, still denoted by {d(t¯n)} onverging to d∞ in H
1(Ω),
i.e., when n is suiently large,
‖d(t¯n)− d∞‖H1 < β
whih ontradits the denition of t¯n that ‖d(·, t¯n)− d∞‖H1 = β.
Summing up, we have onsidered all the possible ases and the onlusion (1.11) is
proved.
3.2 Convergene Rate
In this part, we shall show the estimate on onvergene rate (1.13). This an be ahieved
in several steps.
Step 1. As has been shown in the literature (f. for instane, [9, 30℄), an estimate on
the onvergene rate in ertain lower order norm ould be obtained diretly from the
ojasiewizSimon approah. From Lemma 2.1 and (3.20), we have
d
dt
(E(t)− E(d∞)) + C1(E(t)− E(d∞))
2(1−θ) ≤ 0, ∀ t ≥ t0, (3.34)
whih implies
E(t)−E(d∞) ≤ C(1 + t)
− 1
1−2θ ∀ t ≥ t0. (3.35)
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Integrating (3.20) on (t,∞), where t ≥ t0, it follows from (3.23) that∫ ∞
t
‖dt‖dτ ≤
∫ ∞
t
(C‖∇v‖+ ‖ −∆f + f(d)‖)dτ ≤ C(1 + t)−
θ
1−2θ . (3.36)
By adjusting the onstant C properly, we obtain
‖d(t)− d∞‖ ≤ C(1 + t)
− θ
1−2θ , t ≥ 0. (3.37)
Step 2. In Step 1, we only obtain the onvergene rate of d (in L2). Unlike for the
temperature variable in some phase-eld systems (f. [5,29℄ and referenes ited therein),
although we have got some deay information for the veloity eld v suh that∫ ∞
t
‖∇v‖dτ ≤ C(1 + t)−
θ
1−2θ , (3.38)
it is not easy to prove onvergene rate of v diretly. This is beause now v satises a
NavierStokes type equation, whih is muh more ompliated than the heat equation
for the temperature variable in phase-eld systems. As a result, one annot easily obtain
relation between ‖∇v‖ and vt (in ertain possible norm) from the equation itself. However,
it is possible to ahieve our goal by using the idea in [29℄, where we use higher order energy
estimates and onstrut proper dierential inequalities (f. also [5,6,28℄). Besides, in this
way the onvergene rate of d in higher order norm an be proved simultaneously.
The steady state solution orresponding to problem (1.1)(1.5) satises the following
system (f. [15℄)
v∞ · ∇v∞ − ν∆v∞ +∇P∞ = −∇ · (∇d∞ ⊙∇d∞), (3.39)
∇ · v∞ = 0, (3.40)
v∞ · ∇d∞ = ∆d∞ − f(d∞), (3.41)
v∞|Γ = 0, d∞|Γ = d0(x). (3.42)
Lemma 3.2 implies that the limiting point of system (1.1)(1.5) has the form (0, d∞) ∈
S. As a result, system (3.39)(3.42) an be redued to
∇P∞ = −∇d∞ ·∆d∞ −∇
(
|∇d∞|
2
2
)
, (3.43)
−∆d∞ + f(d∞) = 0, (3.44)
d∞|Γ = d0(x), (3.45)
where in (3.43) we have used the fat that
∇ · (∇d∞ ⊙∇d∞) = ∇
(
|∇d∞|
2
2
)
+∇d∞ ·∆d∞.
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Subtrating the stationary problem (3.43)(3.45) from the evolution problem (1.1)(1.5),
we get
vt + v · ∇v − ν∆v +∇(P − P∞) +∇
((
|∇d|2
2
)
−
(
|∇d∞|
2
2
))
= −∇d ·∆d+∇d∞ ·∆d∞, (3.46)
∇ · v = 0, (3.47)
dt + v · ∇d = ∆(d− d∞)− f(d) + f(d∞), (3.48)
(d− d∞)|Γ = 0. (3.49)
Multiplying (3.46) by v and (3.48) by −∆d+ f(d) = −∆(d− d∞) + f(d)− f(d∞) respe-
tively, integrating on Ω, and adding the results together, we obtain
d
dt
(
1
2
‖v‖2 +
1
2
‖∇d−∇d∞‖
2 +
∫
Ω
F (d)− F (d∞)− f(d∞)(d− d∞)dx
)
+ν‖∇v‖2 + ‖∆d− f(d)‖2
= (v,∇d∞ ·∆d∞)
= (v,∇d∞ · (∆d∞ − f(d∞))) + (v · ∇d∞,−f(d∞))
= 0. (3.50)
Multiplying (3.48) by d− d∞ and integrating in Ω, we have
1
2
d
dt
‖d−d∞‖
2+‖∇(d−d∞)‖
2 = −(v ·∇d, d−d∞)− (f(d)−f(d∞), d−d∞) := I1. (3.51)
The right hand side an be estimated as follows
|I1| ≤ ‖v‖L4‖∇d‖L4‖d− d∞‖+ ‖f
′(ξ)‖L3‖d− d∞‖
2
L3
≤ C‖∇v‖‖d− d∞‖+ C(‖∇(d− d∞)‖
1
3‖d− d∞‖
2
3 + ‖d− d∞‖)
2
≤ ε1‖∇v‖
2 +
1
2
‖∇(d− d∞)‖
2 + C‖d− d∞‖
2. (3.52)
Multiplying (3.51) by α > 0 and adding the resultant to (3.50), using (3.52) we get
d
dt
(
1
2
‖v‖2 +
1
2
‖∇d−∇d∞‖
2 +
α
2
‖d− d∞‖
2 +
∫
Ω
F (d)dx−
∫
Ω
F (d∞)dx
−
∫
Ω
f(d∞)(d− d∞)dx
)
+ (ν − αε1) ‖∇v‖
2 + ‖∆d− f(d)‖2 +
α
2
‖∇(d− d∞)‖
2
≤ Cα‖d− d∞‖
2. (3.53)
On the other hand, by the Taylor's expansion, we have
F (d) = F (d∞) + f(d∞)(d− d∞) + f
′(ξ)(d− d∞)
2, (3.54)
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where ξ = ad+ (1− a)d∞ with a ∈ [0, 1].
Then we dedue that∣∣∣∣
∫
Ω
F (d)dx−
∫
Ω
F (d∞)dx+
∫
Ω
f(d∞)d∞dx−
∫
Ω
f(d∞)d dx
∣∣∣∣
=
∣∣∣∣
∫
Ω
f ′(ξ)(d− d∞)
2dx
∣∣∣∣
≤ ‖f ′(ξ)‖L∞‖d− d∞‖
2 ≤ C2‖d− d∞‖
2. (3.55)
Let us dene now, for t ≥ 0,
y(t) =
1
2
‖v(t)‖2 +
1
2
‖∇d(t)−∇d∞‖
2 +
α
2
‖d(t)− d∞‖
2 +
∫
Ω
F (d(t))dx−
∫
Ω
F (d∞)dx
−
∫
Ω
f(d∞)(d(t)− d∞)dx. (3.56)
In (3.53) and (3.56), we hoose
α ≥ 1 + 2C2 > 0, ε1 =
ν
4α
.
As a result,
y(t) + C2‖d− d∞‖
2 ≥
1
2
(‖v‖2 + ‖d− d∞‖
2
H1). (3.57)
Furthermore, we infer from (3.57) that for ertain onstants C3, C4 > 0,
d
dt
y(t) + C3y(t) ≤ C4‖d− d∞‖
2 ≤ C(1 + t)−
2θ
1−2θ . (3.58)
As in [28, 29℄, we have
y(t) ≤ C(1 + t)−
2θ
1−2θ , ∀ t ≥ 0, (3.59)
whih together with (3.57) implies that
‖v(t)‖+ ‖d(t)− d∞‖H1 ≤ C(1 + t)
− θ
1−2θ , ∀ t ≥ 0. (3.60)
Step 3. In the last step, we proeed prove the onvergene rate in higher order norm.
In Setion 3.1, it has been proven that, one we ould obtain the uniform bound of d in
H2, we are able to obtain strong onvergene of d in H2 instead of weak onvergene.
By reinvestigating the higher order energy estimate for the subtrated system (3.46)
(3.48) (f. also Lemma 3.1), we an obtain a further result, whih provides the same rate
estimate of (v, d) in H1 ×H2 as (3.60).
In what follows, we just perform the estimates for lassial solutions. Taking the time
derivative of A(t), we obtain by a diret alulation
1
2
d
dt
A(t) + (‖Sv‖2 + ‖∇(∆d− f(d)‖2)
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= (Sv, v · ∇v)− (f ′(d)(∆d− f(d)),∆d− f(d)) + 2
∫
Ω
(∆d− f(d))xjv
j
xk
dxkdx
−
∫
Ω
∇π · ∇d(∆d− f(d))dx
= (Sv, v · ∇v)− (f ′(d)(∆d− f(d)),∆d− f(d))
+2
∫
Ω
(∆d− f(d))xjv
j
xk
(d− d∞)xkdx− 2
∫
Ω
(∆d− f(d))∇v∇2d∞dx
−
∫
Ω
∇π · ∇d(∆d− f(d))dx
:= I2 + I3 + I4 + I5 + I6. (3.61)
In the above, we use the fat that (Sv, vt) = (−∆v, vt), whih follows from vt ∈ H .
Notiing that we have got uniform bounds for ‖v‖H1 and ‖d‖H2 before (see Lemma 3.2),
in what follows we estimate Ii (i = 2, ..., 6) term by term.
|I2| ≤ ‖Sv‖‖v‖L4‖∇v‖L4 ≤ C‖Sv‖(‖∇v‖
1
2‖v‖
1
2 )(‖∆v‖
1
2‖∇v‖
1
2 )
≤ C‖Sv‖‖∆v‖
1
2‖v‖
1
2 ≤ ε2‖Sv‖
2 + C‖v‖2. (3.62)
Sine
‖∇(∆d−∆d∞)‖
≤ ‖∇(∆d− f(d))‖+ ‖∇(f(d)− f(d∞))‖
≤ ‖∇(∆d− f(d))‖+ ‖f ′(d)(∇d−∇d∞)‖+ ‖(f
′(d)− f ′(d∞))∇d∞‖
≤ ‖∇(∆d− f(d))‖+ ‖f ′(d)‖L∞‖(∇d−∇d∞)‖+ ‖f
′′(ξ)‖L∞‖d− d∞‖L4‖∇d∞‖L4
≤ ‖∇(∆d− f(d))‖+ C‖d− d∞‖H1 , (3.63)
we have
|I3| ≤ ‖f
′(d)‖L∞‖∆d− f(d)‖
2 ≤ C(‖∆d−∆d∞‖
2 + ‖f(d)− f(d∞)‖
2)
≤ C‖∆d−∆d∞‖
2 + C‖f ′(ξ)‖2L∞‖d− d∞‖
2
≤ C‖∇(∆d−∆d∞)‖
4
3‖d− d∞‖
2
3 + C‖d− d∞‖
2
≤ ε2‖∇(∆d− f(d))‖
2 + C‖d− d∞‖
2. (3.64)
Next,
|I4| ≤ ‖∇(∆d− f(d))‖‖∇v‖L4‖∇(d− d∞)‖L4
≤ ε2‖∇(∆d− f(d))‖
2
+C(‖∆v‖‖∇v‖+ ‖∇v‖2)(‖∆(d− d∞)‖‖∇(d− d∞)‖+ ‖∇(d− d∞)‖
2)
≤ ε2‖∇(∆d− f(d))‖
2 + ε2‖Sv‖
2 + C‖∆(d− d∞)‖
2 + C
(
1 +
1
ε2
)
‖∇(d− d∞)‖
2
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≤ 2ε2‖∇(∆d− f(d))‖
2 + ε2‖Sv‖
2 + C‖d− d∞‖
2
H1 . (3.65)
|I5| ≤ ‖∆d− f(d)‖L4‖∇v‖L4‖∇
2d∞‖
≤ C‖∇(∆d− f(d))‖(‖∆v‖
3
4‖v‖
1
4 + ‖v‖)
≤ ε2‖∇(∆d− f(d))‖
2 +
C
ε2
(‖∆v‖
3
2‖v‖
1
2 + ‖v‖2)
≤ ε2‖∇(∆d− f(d))‖
2 + ε2‖Sv‖
2 + C
(
1
ε72
+
1
ε2
)
‖v‖2. (3.66)
|I6| ≤ ‖∇π‖‖∇d‖L4‖∆d− f(d)‖L4
≤ C‖Sv‖‖∇(∆d− f(d))‖
1
2‖∆d− f(d)‖
1
2‖d‖H2
≤ ε2‖∇(∆d− f(d))‖
2 + ε2‖Sv‖
2 +
C
ε32
‖∆d− f(d)‖2
≤ 2ε2‖∇(∆d− f(d))‖
2 + ε2‖Sv‖
2 +
C
ε72
‖d− d∞‖
2
H1 . (3.67)
Taking ε2 suiently small, we dedue from (3.61)(3.67) that
d
dt
A(t) + (‖Sv‖2 + ‖∇(∆d− f(d))‖2) ≤ C(‖v‖2 + ‖d− d∞‖
2
H1). (3.68)
Using the Poinaré inequality for ∆d − f(d) whose trae on Γ is 0 and Lemma 2.2, we
an onlude from (3.68) and (3.60) that
d
dt
A(t) + CA(t) ≤ C(‖v‖2 + ‖d− d∞‖
2
H1) ≤ C(1 + t)
− 2θ
1−2θ , ∀ t ≥ 0. (3.69)
Again, by the Gronwall inequality, we have
A(t) ≤ C(1 + t)−
2θ
1−2θ , ∀ t ≥ 0, (3.70)
whih yields
‖∇v(t)‖+ ‖∆d(t)− f(d(t))‖ ≤ C(1 + t)−
θ
1−2θ , ∀ t ≥ 0. (3.71)
Realling (3.27), it follows from (3.71) that
‖∆d(t)−∆d∞‖ ≤ C(1 + t)
− θ
1−2θ , ∀ t ≥ 0. (3.72)
Summing up, from (3.60)(3.71)(3.72) we an dedue the required estimate (1.13). The
proof of Theorem 1.1 is omplete.
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4 Results for Three Dimensional Case
The results proved in previous setion hold true for global lassial solutions to system
(1.1)(1.5) in 3-D ase. In what follows, we show the onvergene to equilibrium for two
subases onsidered in [15℄ (ref. Theorem B and Theorem C therein) that existene of
global lassial solution was proven. In partiular, we answer the question of uniqueness
of asymptoti limit of d (f. [15, Remark, page 32℄) and provide a uniform onvergene rate.
Case I: Initial Data Near Absolute Minimizer of E.
The following result has been proven in [15, Proposition 5.2℄.
Proposition 4.1. There is an ε0 ∈ (0, 1) depending only on ν, λ, γ,Ω and f with the
following property: Whenever
ν‖∇v‖2(0) + λγ‖∆d− f(d)‖2(0) ≤ ε0,
either
(1) Problem (1.1)(1.5) has a unique lassial solution (v, d) in Ω× (0,+∞)
or
(2) there is a T∗ ∈ (0,+∞) suh that
E(T∗) < E(0)− ε0,
where
E(t) = ‖v‖2 + λ‖∇d‖2 + 2λ
∫
Ω
F (d)dx.
Moreover, in ase (1), one has
‖v(t)‖H1(Ω) → 0, ‖∆d− f(d)‖ → 0, as t→ +∞. (4.1)
Before proving the onvergene result orresponding to Theorem 1.1, we turn to the se-
ond ase. Later we shall prove our result in a unied way.
Case II: Arbitrary Initial Data with Large Visosity.
It has been proven that for any initial data v0 ∈ H
1(Ω), d0 ∈ H
2(Ω), if the visosity ν
is "large enough" (see below), problem (1.1)(1.5) admits a unique global lassial solution
(f. [15, Theorem B℄). As pointed out in [15℄, when the dimension is three, the size of
visosity ν plays a rather ruial role while the other onstants λ, γ do not, as long as λ, γ
are positive onstants. Thus we shall assume λ = γ = 1 for the sake of simpliity. The
following high order energy estimate an be obtained (f. [15, (4.13)℄).
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Lemma 4.1. In the 3-D ase, the following inequality holds for lassial solution (v, d)
to problem (1.1)(1.5)
1
2
d
dt
A˜(t) ≤ −
(
ν −Kν
1
2 A˜
)
‖∆v‖2−
(
1−
KA˜
ν
)
‖∇(∆d−f(d))‖2+KA˜, ∀ t ≥ 0, (4.2)
where A˜ = A + 1 = ‖∇v‖2 + ‖∆d − f(d)‖2 + 1 (f. (3.1)) and K is a positive onstant
depending on f, ν,Ω, ‖v0‖, ‖d0‖H1(Ω).
When the visosity ν is assumed to be properly large, based on the above lemma, we
an not only show that the global solution (v, d) is uniformly bounded (as in [15℄) but
also the quantity A(t) deays to zero in time.
It follows from (3.6) that∫ t+1
t
A˜(τ)dτ ≤
∫ t+1
t
A(τ)dτ + 1 ≤M, ∀ t ≥ 0, (4.3)
where M > 0 is a onstant depending only on ‖v0‖, ‖d0‖H1. Then we have
Lemma 4.2. If
ν
1
2 ≥ K
(
A˜(0) + 2KM + 4M
)
+
1
2
, (4.4)
then the unique global solution to problem (1.1)(1.5) satises the following uniform esti-
mate
‖v(t)‖H1 + ‖d(t)‖H2 ≤ C, ∀ t ≥ 0, (4.5)
where C is a onstant depending on f,Ω, ‖v0‖H1(Ω), ‖d0‖H2(Ω). Furthermore,
lim
t→+∞
(‖v(t)‖H1 + ‖ −∆d(t) + f(d(t))‖) = 0. (4.6)
Proof. Proof of existene and uniqueness of the global solution has been given in [15℄.
Next, we show the uniform bound (4.5). Take ν large enough that (4.4) is satised. Then
by (4.2), there must be some T0 > 0 suh that
ν −Kν
1
2 A˜(t) ≥ 0, 1−
KA˜(t)
ν
≥ 0,
for all t ∈ [0, T0]. Moreover, on [0, T0],
d
dt
A˜(t) ≤ 2KA˜(t). (4.7)
Denote T∗ = sup T0. First we show that T∗ ≥ 1 by a ontradition argument.
If T∗ < 1, then
A˜(T∗) ≤ A˜(0) + 2K
∫ 1
0
A˜(t)dt ≤ A˜(0) + 2KM.
20
On the other hand, from the denition of T∗, we have
ν < max{KA˜(T∗), K
2A˜2(T∗)} ≤ K(A˜(0) + 2KM) +K
2(A˜(0) + 2KM)2,
whih ontradit (4.4).
Next, if T∗ < +∞, (4.3) implies that there is a t1 ∈ [T∗ −
1
2
, T∗] suh that
A˜(t1) ≤ 4M. (4.8)
As a result,
A˜(T∗) ≤ 4M + 2K
∫ T∗
t1
A˜(t)dt ≤ 4M + 2KM. (4.9)
Again from the denition of T∗, we have
ν < max{KA˜(T∗), K
2A˜2(T∗)},
whih together with (4.9) yields a ontradition with (4.4).
Therefore, for all t ≥ 0, (4.7) holds. Namely,
d
dt
A(t) ≤ 2KA(t) + 2K ≤ KA2(t) + 3K. (4.10)
Due to (3.6), we an onlude (4.5) and (4.6) following the similar argument in the proof
of Lemma 3.2.
Remark 4.1. Generally speaking, (4.4) only provides a suient ondition on the large-
ness of visosity ν, whih ensures the existene of global solution to problem (1.1)(1.5).
It may not be an optimal lower bound for all possible ν.
Based on above results, now for both ases I and II, one an argue exatly as in Setion
3.1 to onlude
lim
t→+∞
(‖v(t)‖H1 + ‖d(t)− d∞‖H2) = 0. (4.11)
Then we are able to proeed to show the estimate on onvergene rate for both two
ases. To this aim, we hek the argument for 2-D ase step by step. By applying
orresponding Sobolev embedding Theorems in 3-D, we an see that all alulations in
Setion 3.2 are valid for our urrent ase (with minor modiations). Hene the details
are omitted.
We omplete the proof for Theorem 1.2 and Theorem 1.3.
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5 Further Remarks
We remark that our approah used in this paper are valid for some other model systems
for nemati liquid rystal ows in the literature and similar onvergene result an be
proved.
(1) A model with hanging density
Reently the following problem was onsidered in [20℄.
ρt +∇ · (ρv) = 0, ρ ≥ 0, (5.1)
(ρv)t +∇ · (ρv ⊙ v)− ν∆v +∇P = −λ∇ · (∇d⊙∇d), (5.2)
∇ · v = 0, (5.3)
dt + v · ∇d = γ(∆d− f(d)), (5.4)
in Ω × (0,∞), where Ω ⊂ Rn(n = 2, 3) is a bounded domain with smooth boundary Γ.
ρ(x, t) is a salar funtion denoting the density of the uid. The above density-dependent
liquid rystal model is subjet to the following initial ondition
ρ|t=0 = ρ0(x) ≥ 0, (ρv)|t=0 = q0(x), d|t=0 = d0(x), for x ∈ Ω, (5.5)
and the boundary onditions:
v(x, t) = 0, d(x, t) = d0(x), for (x, t) ∈ Γ× R
+. (5.6)
Problem (5.1)(5.6) an be viewed as a generalization of our problem (1.1)(1.5). It
enjoys some important properties as for (1.1)(1.5). In partiular, we have the following
basi energy law (see [20℄)
d
dt
∫
Ω
(
1
2
ρ|v|2 +
λ
2
|∇d|2 +
λ
2
∫
Ω
F (d)dx
)
= −
∫
Ω
(
ν|∇v|2 + λγ|∆d− f(d)|2
)
dx. (5.7)
In [20℄, the authors proved the existene of the weak solution to inompressible liq-
uid rystal system (5.1)(5.6) under ertain ompatibility ondition on the initial data.
There they onsidered the general ase for the density, namely they only required the
initial density to be nonnegative. As a result, one an only expet the density to be
nonnegative for all time and vauum state may our. In this ase, it is very diult to
prove orresponding results to [15, Theorem B, Theorem C℄ where the global existene
and uniqueness as well as asymptoti behavior of lassial solutions were obtained.
However, if we assume in addition that the initial density is a bounded positive fun-
tion, i.e., there are two positive onstants ρ and ρ¯ suh that
0 < ρ ≤ ρ0(x) ≤ ρ¯, ∀ x ∈ Ω. (5.8)
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Then by virtue of the omparison priniple (f. [20℄), we have
0 < ρ ≤ ρ(x, t) ≤ ρ¯, ∀ t ≥ 0. (5.9)
In this speial ase, we an hek that under suitable assumptions on the initial data
(for instane, v0 ∈ H
1
0 , d0 ∈ H
2
), parallel results to [15, Theorem B, Theorem C℄ an be
ahieved. Besides the basi energy law (5.7), due to uniform upper and lower bound (5.9),
one an proeed to get proper high order energy law similar to Lemma 3.1 (2-D ase) as
well as Lemma 4.1 (3-D ase). For instane, denote
Aˆ(t) = ρ‖∇v‖2 + λ‖∆d− f(d)‖2, (5.10)
we an show that
Lemma 5.1. In the 2-D ase, the following inequality holds for the lassial solution (v, d)
to problem (5.1)(5.6)
d
dt
Aˆ(t) +K1(‖Sv‖
2 + ‖∇(∆d− f(d))‖2) ≤ K2(Aˆ
2(t) + 1), ∀t ≥ 0, (5.11)
where K1, K2 are onstants depending on f,Ω, ‖v0‖, ‖d0‖H1(Ω), ν, λ, γ, ρ¯, ρ.
Corresponding results in 3-D ase (f. Lemma 4.1) an also be obtained. The proofs
for these results follow from the same sprit of those in [15℄ with some proper modiations.
Hene, the details are omitted here.
Remark 5.1. Dierent from system (1.1)(1.5), where the density is assumed to be a
onstant, in order to get the high order energy law, we deal with the time derivative of
a modied quantity Aˆ(t) with weight ρ instead of A(t). This is due to the mathematial
struture of (5.1)(5.6), in whih the density variable is involved. Beause of the uniform
upper and lower bounds of the density (5.9), one an hek that Aˆ(t) plays a similar role
as A(t) for system (1.1)(1.5).
Based on the fats obtained above, we are able to prove the orresponding onvergene
results (f. Theorem 1.1Theorem 1.3) for system (5.1)(5.6), following the argument in
the previous setions. We leave the details to the interested readers.
(2) A model with free-slip boundary ondition
vt + v · ∇v − νdivD(v) +∇P = −λ∇ · (∇d⊙∇d), (5.12)
∇ · v = 0, (5.13)
dt + v · ∇d = γ(∆d− f(d)), (5.14)
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in Ω × (0,∞), where Ω ⊂ Rn(n = 2, 3) is a bounded polygonal domain (with pieewise
smooth boundary). D(v) = 1
2
(∇v + (∇v)T ) is the strething tensor. We onsider the
system (5.12)(5.14) subjet to the initial onditions
v|t=0 = v0(x) with ∇ · v0 = 0, d|t=0 = d0(x), for x ∈ Ω, (5.15)
and the free-slip boundary onditions:
v · n = 0, (∇× v)× n = 0, ∂
n
d = 0, for (x, t) ∈ Γ× R+, (5.16)
where n is the unit outer normal vetor to the boundary Γ.
As has been pointed out in the reent paper [18℄, the free-slip boundary ondition
(5.16) indiates that in the liquid rystal ows, there is no ontribution from the diretor
eld d to the surfae fores. Boundary ondition (5.16) seems to be more appropriate for
some types of ow in the bulk of a liquid rystal onguration. On the other hand, it
allows people to onstrut more eient numerial shemes for the numerial simulations
for liquid rystal ows (f. [18℄). Comparing with system (1.1)(1.5), the inuenes of the
orner singularities is less severe with free-slip and Neumann boundary onditions than
the Dirihlet boundary onditions.
Basi theoretial analysis on problem (5.12)(5.16) has been done in [18℄, where the
authors proved global existenes of weak solutions as well as regularities and global ex-
istene/uniqueness of lassial solutions. In partiular, although the boundary ondition
(5.16) plays a signiantly dierent role in the alulation, proper high order energy law
similar to Lemma 3.1 ould still be obtained (f. [18, Lemma 4.1℄). The same onvergene
results for system (1.1)(1.5) obtained in the present paper an be shown true for problem
(5.12)(5.16), by adapting the argument here. We thus omit the details.
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