Resting-state directed brain To the best of our knowledge, our study is the first to apply the information flow rate to neuroscience 81 data. Our second goal is to analyze EEG resting-state data from a group of healthy adolescents 82 using the information flow rate, in order to identify connectivity patterns in the adolescent brain.
Introduction

29
The brain is a complex entity comprising widely distributed but highly interconnected regions, the 30 dynamic interplay of which is essential for brain function. Establishing how activity is coordinated 31 across these regions to give rise to organized (higher order) brain functions ranks as one of the key section) which give it unique advantages for connectivity analysis compared with standard methods. 80 To the best of our knowledge, our study is the first to apply the information flow rate to neuroscience 81 data. Our second goal is to analyze EEG resting-state data from a group of healthy adolescents 82 using the information flow rate, in order to identify connectivity patterns in the adolescent brain. 83 Only one prior study that focuses on this age group is available in the literature, and the connectivity 84 analysis in that study is carried out in sensor space (Marshall et al., 2014) . 85 The information flow rate was developed by Liang using the concept of information entropy 86 and the theory of dynamical systems (Liang, 2008 causality, the information flow rate is derived from general, first-principles equations for the 93 time evolution of stochastic dynamical systems (Liang, 2016 (Liang, , 2018 ). Owing to its definition, which 94 involves only the time series and their temporal derivatives (or their finite-difference approximations 95 for discretely sampled systems), the information flow rate has computational advantages over 96 other entropy-based measures such as transfer entropy, that require the estimation of additional 97 information (e.g., conditional probabilities) from the data. In addition, the information flow rate 98 concept does not require stationarity (Liang, 2015 ) or a specific model structure, and can also be 99 applied to deterministic nonlinear systems (Liang, 2016) . These are important advantages, since information flow rate instead of the non-normalized → , because we aim to capture interactions 174 between brain regions that significantly affect the receiver region (denoted by the index ). The 175 advantage of → is its ability to measure the relative importance of causal relations (Liang, 2015) . 176 We use the second-neighbor differencing scheme (i.e., = 2, see Box 1) to calculate the informa-177 tion flow rates as suggested by Liang (2014). We further comment on this choice in Materials and 178 methods (section on the impact of differencing scheme).
179
Our analysis focuses on the mean information flow rate calculated over all the individuals in the 180 study cohort, but we also explore variations of connectivity between individuals.
181
Brain connectivity based on mean information flow rate 182 To study the information flow across brain regions we want to characterize connections that exhibit 183 significant levels of activity (as measured by the information flow rate) over all the individuals. We 184 do this using the ensemble mean of the normalized information flow rate → evaluated over the 185 cohort of = 32 individuals:
The top panel in Figure 1 displays In the above, the linear (Pearson) sample correlation coefficient between the time series and is defined bŷ wherê , is the sample cross-covariance of the series and , and̂ = √̂ , is the sample standard deviation of the series ( = 1, … , ). Botĥ , and̂ , (often used to measure functional connectivity) are non-directional and symmetric under the index interchange ⇆ . The sample cross-covariancê , is defined bŷ
where the "overline" denotes the sample time average, i.e., wherê , is the sample covariance of the time series and the first derivative, d ∕d , of the series . Due to the discrete nature of sampling, the first derivative d ∕d is unknown a priori.
Hence, a finite difference approximation based on the Euler forward scheme, with a time step equal to Δ , is used, i.e.,
The differencing orders = 1 and = 2 are the two most common choices (Liang, 2013a) which we also consider herein. Herein we refer to as the transmitter series and to as the receiver series with respect to → .
We adopt the term transmitter instead of "source" for the series that "sends" information in order to avoid confusion, since all the time series represent current dipole moments obtained from scalp EEG by means of source reconstruction. for selecting a threshold value above which connections are considered important (Cohen, 2014) .
204
Hereafter, we will consider that a connection → between two dipoles is active in the ensemble shows the mean information flow rate for the connections that are active in the ensemble sense.
210
The latter involve only connections such that → ≥ 0.05. As evidenced in this plot, 92 out of the 210 211 inter-dipole pairs are connected on average, i.e., they exhibit → ≥ .
212
The top thirty (30) active connections, ranked on the basis of → , are listed in Table 1 and   213 displayed by arrows on an axial view schematic in The last column of We define the frequency of activity, → ( ), for the connection → as the number of individuals 236 in the study cohort for which the specific connection is active. Hence,
where (⋅) is the unit step function, i.e., ( ) = 1, for ≥ 0 and ( ) = 0 for < 0. The frequency of The maximum → observed among individuals is ≈ 0.36. This is about three times higher than 273 the highest ensemble mean → which is equal to 0.116 (cf. To investigate the variability of the connectivity patterns between individuals, in Figure 8 we plot The Liang-Kleeman information flow rate is a recently developed measure which is also based 384 on the concept of Shannon entropy (Liang, 2008, 2013b,a, 2014) . However, the information flow 385 formalism can be derived using either absolute or relative entropy. In two dimensions (i.e., for a 386 Manuscript submitted to eLife system of two time series) this was shown by Liang (2013b Liang ( , 2014 independence from a specific model structure and the stationarity assumptions), make it especially 513 well suited for exploring these exciting new directions.
514
Materials and Methods
515
In this section we briefly describe the EEG dataset. We then present the Liang-Kleeman directional 516 information flow rate that will be used for the analysis of resting-state EEG brain connectivity. We 517 also discuss how to numerically calculate and evaluate the statistical significance of the information 518 flow rate obtained from the EEG data. The total rate of entropy change of (receiver) depends not only on the information flow from 638 (transmitter), which is determined by the rate → , but also on d difference between the mean → estimated from the time series whether = 1 or = 2 is used.
718
In the case of the source-reconstructed EEG data, we repeated the entire analysis using = 1. 
