Summary. We discuss a mixed-integer nonlinear programming formulation for the problem of covering a set of points with a given number of slabs of minimum width, known as the bottleneck variant of the hyperplane clustering problem. We derive several linear approximations, which we solve using a standard mixed-integer linear programming solver. A computational comparison of the performance of the different linearizations is provided.
Introduction
We investigate some mathematical programming formulations for the following optimization problem. is minimum.
In other words, we want to partition N into m clusters whose points are projected onto a (d − 1)-dimensional subspace in such a way that the maximum Euclidean distance between a point and its projection is minimized. Our problem is a special case of a projective clustering problem in which all the subspaces are of the same dimension. It is also known as the Hyperplane Cover Problem [9] , the m-Hyperplane Center Problem [15] and the Slab Width Problem [7] in literature.
If we fix max to some maximum tolerance, geometrically our problem is that of finding slabs of minimum width that cover all the points -thus the name bottleneck. In the case when the slabs are of zero width, the problem at hand is known as the k-line center problem in which lines are used instead of slabs. The k-line center problem has been studied extensively in literature: [15] reports a table with summarized complexities of the developed algorithms. Most of the past work studied the problem from a computational geometry point of view; most results are theoretical in nature. To the best of our knowledge, mathematical programming based solution approaches for the bHCP have not been extensively studied yet.
Previous work
Clustering techniques are widely studied in areas ranging from data mining to information retrieval and pattern recognition to name a few. They also arise in the context of shape fitting in geometric covering problems where given a set of shapes the goal is to choose the one that covers the data points w.r.t. some objective. Deciding whether a set of n points in R 2 can be covered with m lines was shown to be NP-complete in [14] ; trying to approximate the width of the minimum slab that covers the point is also NP-complete.
A sublinear time randomized algorithm in which all but (1 − γ)n of the points are covered is presented in [15] . They prove that the m-q-dimensional hyperplane center problem (where q is the dimension of the subspace) can be solved inÕ(d mq γ q+1 ). The described algorithm finds a collection of O(m log mdq γ ) slabs of width at most 2 q times the optimum. For points in R 2 and R 3 , [2] present randomized algorithms which compute O(m log m) strips of bounded width that cover the data points. Their algorithms have run times of O(nm 2 log 4 n) if m 2 log m ≤ n and O(n 2/3 m 8/3 log 4 n) for larger m when d = 2 and O(n 3/2 m 9/4 polylog(n)) for d = 3. A coreset framework based approach was proposed in [7] . It was shown that no coreset exists for the problem of covering a set of points with 2 slabs in R 3 ; however, a (1 + γ) approximation algorithm for the same problem was also presented.
In [9] , some fixed-parameter tractable algorithms which are based on general techniques of parameterized complexity are presented. The main argument of this work rests on the fact that certain parameters (such as the dimension) can be used to limit the complexity of these problems.
Many variants of the bHCP have been proposed in the literature. [5] adapted the k-means algorithm to the case of hyperplanes and treated the problem of minimizing the sum of the Euclidean distances of points to the assigned hyperplanes (for fixed m). Another variant minimizes the total number of hyperslabs of a fixed width used to cover a set of points [3] .
The rest of this paper is organized as follows. The mathematical programming formulation of the bHCP is given in Sect. 2. Some exact reformulations are given in Sect. 3. Three model-based approximating linearizations are proposed in Sect. 4. Our computational results are discussed in Sect. 5. Sect. 6 concludes the paper.
Problem formulation
Given a set of n points p i ∈ R d (i ≤ n) we seek a set of m hyperplanes (w j , w 0 j ) ∈ R d+1 (j ≤ m) and an assignment x ∈ {0, 1} nm (such that x ij = 1 iff p i is assigned to the hyperplane (w j , w 0 j ) for all i ≤ n, j ≤ m) that minimizes the maximum of the Euclidean distances between the hyperplanes and their assigned points. The following Mixed-Integer Nonlinear Programming (MINLP) formulation correctly describes the problem:
Computationally, the direct solution of (1) is problematic because (1) is nondifferentiable and has a singularity at w = 0.
Reformulations
Reformulations are symbolic transformations that are applied to the problem formulation and yield modified formulations with different mathematical properties [11] . Within this paper, we shall make use of two types of reformulations: opt-reformulations and approximations. Opt-reformulations guarantee that there is an optimum of the reformulated problem corresponding to each optimum of the original problem [12] . The precise definition of an approximation is given in [12] ; for our purposes, it suffices to know that an approximating reformulation yields a sequence of reformulated problems dependent on a numerical parameter, which "tends" to the original problem when the parameter tends to infinity. An approximation is simply a problem in the sequence. We first provide opt-reformulations that yield a differentiable MINLP. We remark that if we require all vectors w to be normalized to 1, there is no need for dividing the objective function terms through by ||w|| 2 : the objective thus becomes min max j≤m i≤n
We reformulate the maximum operator by introducing an added nonnegative continuous variable ε ≥ 0: the objective becomes min ε subject to added constraints ∀i ≤ n, j ≤ m ε ≥ |w j p i − w 0 j |x ij . Secondly, we reformulate the absolute values by introducing added nonnegative continuous variables t
subject to added constraints 
where M is a large enough constant. We also remark that the intuitive meaning of (3) is that ε should be bounded below by t + ij + t − ij if and only if x ij = 1. This can be written formally as:
where y ij is an added nonnegative continuous variable constrained to take value ε if and only if x ij = 1 (otherwise, it is free):
The latter approach provides an alternative linearization of the products.
The reformulations above therefore provide two different twice-differentiable MINLP formulations for the bHCP:
is a global optimum of (4) (resp. (5)) then it is also a global optimum of (1).
Proof. This follows by Defn. 2.3.10 and Lemma 2.3.11 in [11] , because all the reformulations involved are opt-reformulations.
Both (4) and (5) are extremely difficult problems to solve, due to the high number of binary variables and the nonconvexity of (2). Exact solutions of such MINLPs can be obtained via the spatial Branch-and-Bound (sBB) algorithm [1, 16, 17, 10] only for very small instances (≤ 10 points, ≤ 3 hyperplanes, ≤ 2 dimensions). MINLP heuristics such as VNS [13] fare slightly better but are far from being able to tackle realistically-sized instances.
Approximations
In this section we propose three different Mixed-Integer Linear Programming (MILP) approximations for the problematic nonconvex constraints (2) in terms of the ℓ 1 and ℓ ∞ norm, which can both be linearized exactly. We first remark the following inclusion relationships:
We shall exploit these inclusions to derive exactly linearizable approximations for U 2 .
In the rest of this section, we shall discuss the exact linearization of both ℓ 1 and ℓ ∞ unit constraints. We shall then propose three different approximations of (2): the ℓ ∞ approximation, the ℓ 1 /ℓ ∞ "sandwiching" approximation, and the ℓ 1 /ℓ ∞ "alternating" approximation (shown graphically in Fig. 1 ).
Linearization of ℓ 1 unit constraint
The linearization of the ℓ 1 unit constraint:
which can also be written as k≤d |w jk | = 1 for j ≤ m, proceeds by repeated application of the AbsDiff opt-reformulation [11] to each absolute value term |w jk |: let w and add the following exact reformulation of the linear complementarity conditions w
where for j ≤ m, k ≤ d µ jk are added binary variables that are 1 if w + jk has nonzero value.
Linearization of ℓ ∞ unit constraint
The linearization of the ℓ ∞ unit constraint:
which can also be written as max k≤d |w jk | = 1 for j ≤ m, is a reformulation of the narrowing type [12] denoted by InfNorm, and was proposed in [6] . In full generality it works as follows. Consider a mathematical programming formulation P with a d-vector of variables x = (x 1 , . . . , x d ) ∈ R d bounded in [−α, α] (for some α > 0) with the property that if x * is a feasible solution of P then −x * is also a feasible solution of P with the same objective function cost; and a constraint ||x|| ∞ = α. The InfNorm reformulation is as follows:
• for all k ≤ d, add a binary decision variable u k to P ; • delete the constraint ||x|| ∞ = α; • add the following constraints:
This reformulation being a narrowing, it guarantees that at least one optimum of the original problem is mapped into an optimum of the reformulation.
Proposition 2.
There exist an optimum of P which is also an optimum of InfNorm(P ).
Proof. Constraint (9) ensures that there is at least an index k ≤ d such that, by (8) and the fact that the upper bound for x k is α, the value of x k is exactly α: this forces ||x|| ∞ to be precisely α. Suppose now there is a feasible values of x with ||x|| ∞ = α such that x k = α for all k. Since ||x|| ∞ = α, this implies there is at least an index k ≤ d for which x k = −α. By the symmetry assumption, −x is feasible and has the same objective function value as x.
Pure ℓ ∞ approximation
This approximation is based on simply replacing (2) by (7) and applying the InfNorm narrowing. Geometrically, we replace a hyperspherical feasible region with its hypercubical overapproximation, as shown graphically in Fig. 1  (A) . An equivalent pure ℓ 1 approximation (where (2) was replaced by (6) and subsequently linearized) was tested but found to yield markedly inferior performances, and thence discarded.
Sandwiching ℓ 1 /ℓ ∞ approximation
This approximation, depicted graphically in Fig. 1 (B) , consists of replacing (2) by the following constraints:
The above constraints can be linearized exactly by applying the reformulations of Sections 4.1 and 4.2.
Alternating ℓ 1 /ℓ ∞ approximation
This approximation, depicted graphically in Fig. 1 (C) , consists of replacing (2) by the following disjunction:
This is modelled by introducing added binary variables µ j ∈ {0, 1} for j ≤ m which have value 1 if the constraint ||w j || ∞ = 1 is active and 0 otherwise, and serve the purpose of alternating between ℓ 1 and ℓ ∞ unit norm constraints.
Computational experiments
We considered a set of 8 instances whose statistics are given in Table 1 . The cancer instance is taken from the Wisconsin Prognostic Breast Cancer (WPBC) Database [4] . The other instances are randomly generated. All instances were solved using 6 different MILP formulations: (4) and (5) with the "pure ℓ ∞ " (Sect. 4.3), "sandwich" (Sect. 4.4) and "alternating" (Sect. 4.5) approximations. All results were obtained on one core of a quad-CPU Intel Xeon 2.4GHz with 8GB RAM using ILOG CPLEX 11.0 [8] . The results are given in Table 2 x ij computed using the solution given by the approximation; the CPU time (limited to 1800 seconds of user time); the Branch-and-Bound (BB) node index F where the recorded optimum was found; the total number N of BB nodes explored within the allowed time; and the final optimality gap reported by CPLEX (opt=0%). For each approximation type, boldface is used to emphasize the original problem ( (4) or (5) 6 Conclusion
