Abstract. Since Leibniz algebras were introduced by Loday as a generalization of Lie algebras, there has been a lot of interest in which results of the latter extend to the former. Cyclic algebras, those generated by one element, are a useful tool for studying these concepts. In fact, they have no Lie algebra counterpart. Their simple structure lends itself to elegant counterexamples to the extension of several important results from Lie algebras to Leibniz algebras. In this paper, we give a classification of cyclic Leibniz algebras.
Introduction
Cyclic Leibniz algebras were introduced in [6] and appear in the classification of elementary [3] and minimal non-elementary Leibniz algebras [7] . They are also used as examples in the expository article [4] . In this work we classify these algebras. Good references are [1] , [2] , [4] , and [5] .
We recall that a Leibniz algebra is an algebra in which left multiplication by every element is a derivation, i.e., multiplication is given by x(yz) = (xy)z + y(xz) for all x, y, z ∈ A. Note that with the further constraint xy = −yx this becomes a Lie algebra.
One major difference between Leibniz and Lie algebras is that the product of an element with itself in a Leibniz algebra may not be 0. Thus it makes sense to speak of Leibniz algebras generated by a single element. Such algebras are called cyclic Leibniz algebras. Some interesting results about these algebras have already been obtained, such as the facts that cyclic Leibniz algebras have a unique Cartan subalgebra, that they have only finitely many maximal subalgebras, and that all of these subalgebras can be explicitly computed [7] .
Basic Structure
Let A be an n-dimensional vector space over C containing a nonzero element a. Choose a linear operator T : A → A such that a is a cyclic vector for T , i.e., such that B = {a, T (a), . . . , T n−1 (a)} is a basis for A.
for some α 1 , · · · , α n ∈ C. We define a product Ca × A → A as follows
i.e., such that T is left multiplication by a. Throughout the rest of the paper we will adobt the notation L a when referring to this T . To avoid always writing the basis elements of A in terms of L a , we let a
(a). We aim to extend this product linearly to all of A × A in such a way that left multiplication is a derivation.
Proposition 2.1. In the setting defined above, left multiplication is a derivation if and only if
Proof. First we assume that left multiplication is a derivation. Then
for all 1 ≤ j ≤ n, which implies that a 2 a j = 0 for all 1 ≤ j ≤ n. Now assume a k−1 a j = 0 for some 3 ≤ k ≤ n and for all
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By the induction hypothesis
Thus α 1 = 0. For the other implication, assume that (i) and (ii) hold. Since A = span{a, a 2 , . . . , a n } and L a k = 0 for k > 1, it is enough to check that L a is a derivation, i.e. that
for all 1 ≤ j, k ≤ n. By (i) both sides of this equation are 0 when k > 1 and a j+2 when k = 1.
Of course, all of what we have said so far is well-known. We could have just started by saying that a cyclic Leibniz algebra is an algebra generated by a single element a such that left multiplication by a is a derivation. We chose to include the preceding details because the underlying vector space structure is the heart of the following classification.
Classification of Cyclic Leibniz Algebras over C
Let A be an n-dimensional cyclic Leibniz algebra over C generated by a single element a. If aa n = 0, then A is the nilpotent cyclic Leibniz algebra of dimension n of which there is only one up to isomorphism. Throughout the rest of this paper, we consider only non-nilpotent cyclic Leibniz algebras, i.e., cyclic Leibniz algebras where the generator a satisfies
From the discussion in the previous section, it is easy to see that any choice of α 2 , . . . , α n defines a cyclic Leibniz algebra. However, as we will show, differing choices of these coefficients do not always yield nonisomorphic algebras. A simple example that illustrates this point is when A is 2-dimensional and
Then clearly x is a cyclic generator for A and
Thus A itself has generators whose multiplications are different. We consider the question of when two cyclic Leibniz algebras of the same dimension are isomorphic.
Lemma 3.1. Let A and B be two cyclic Leibniz algebras of dimension n. Assume A has a cyclic generator a which satisfies
Then A is isomorphic to B if and only if B has a cyclic generator b which satisfies
Proof. Suppose that A is isomorphic to B. There is an isomorphism of algebras f : A → B that sends a to some element f (a) = b ∈ B, so that the following holds:
To show that b generates B, let b ′ ∈ B so that f −1 (b ′ ) = c 1 a + · · · + c n a n ∈ A for some constants c i . Observe that
For the other direction, suppose B has a generator b with the above multiplication. Let f : A → B be the vector space isomorphism that sends a i → b i for 1 ≤ i ≤ n. To show that this is a homomorphism of Leibniz algebras, we find that f (aa
. From this we see that f respects all non-zero products in A. Thus f is an isomorphism of algebras from A to B.
Given a cyclic Leibniz algebra A of dimension n with a generator a satisfying (1), we aim to find the isomorphism class of A. By Lemma 3.1, it is enough to find all possible coefficients γ 2 , . . . , γ n ∈ C such that there exists a generator x ∈ A satisfying
In the basis B = {a, a 2 , . . . , a n }, the linear operator L a has matrix
which is the companion matrix for the characteristic polynomial
By the Cayley-Hamilton theorem f (L a ) = 0. In other words
for all x ∈ A. Now let us assume x is a cyclic generator and write x in terms of the basis B:
By rearranging (4) we obtain
Note that c 1 = 0 else x is not a cyclic generator for A. We multiply by c
By Proposition 2.1 we know that left multiplication by a j is zero for all j > 1.
which we may also write as
Thus every generator for A satisfies (5) . Since x = c 1 a is a generator for all c 1 = 0, there is at least one cyclic generator for A satisfying (5) for every c 1 = 0. We have proven the following lemma:
Lemma 3.2. Let A be an n-dimensional cyclic Leibniz algebra with generator a satisfying (1). Then (i) Every generator x = c 1 a + · · · + c n a n for A satisfies
(ii) A has at least one generator satisfying (6) for each c 1 = 0.
We call an n-dimensional non-nilpotent cyclic Leibniz algebra A a type k algebra if A has a generator x with multiplication
Lemma 3.3. Every n-dimensional non-nilpotent cyclic Leibniz algebra is of type k for one and only one k ∈ {2, . . . , n}.
Proof. Let A be a non-nilpotent cyclic Leibniz algebra having a generator a with multiplication as in (1) . Let x = c 1 a where
Then by Lemma 3.2 part (i), x is a generator satisfying (7) with γ k+i = c n−k+1−i 1 α k+i . Thus A is of type k for at least one k. That this k is unique again follows immediately from part (i) of Lemma 3.2, since c 1 = 0 and α k = 0 imply that c n−k+1 1 α k = 0.
By Lemma 3.3, we know that any non-nilpotent cyclic Leibniz algebra of type k has a generator satisfying (7) for some (n − k)-tuple (γ k+1 , . . . , γ n ). The question remains as to whether A can also have a generator satisfying (7) for some other (n − k)-tuple.
Let d = n − k. We define the following relation on 
Then we have the following lemma.
Lemma 3.4. Fix k ∈ {2, . . . , n} and let (γ k+1 , . . . , γ n ) ∈ (C n−k ) \ 0. Let A be a cyclic Leibniz algebra of dimension n containing a generator x such that
Then A also has a generator y such that for some (n − k + 1) − th root of unity ω. Then the generator y = ωx satisfies
We have shown that there is a one-to-one correspondence between isomorphism classes of non-nilpotent n-dimensional cyclic Leibniz algebras of type k and the nonzero elements of C n−k / ∼. More precisely, we have the following classification: Theorem 3.5 (Classification). Let A be an n-dimensional cyclic Leibniz algebra over C. Then A is isomorphic to a Leibniz algebra spanned by {a, a 2 , . . . , a n } with the product aa n given by one and only one of the following:
(1) aa n = 0 (nilpotent case). (2) aa n = a n . (3) aa n = a k + α k+1 a k+1 + · · · + α n a n , 2 ≤ k ≤ n − 1, (α k+1 , . . . , α n ) ∈ C n−k / ∼.
