Abstract-Selecting routes of higher throughput in wireless mesh networks plays an important hole and has been considered in several works. Previous studies establish routing metrics that do not consider the possibility of using new technologies such as Software Defined Radio (SDR) that allows transmission channels of different widths. In wireless mesh networks equipped with routers that apply this technology, it is possible to improve the network capacity by transmitting multiple parallel flows in narrower channels. Another improvement related to the use of such approach is the reduction in the number of hops of an endto-end communication. In this work, we employ these possibilities to develop a simulation model for wireless mesh networks that are capable to perform channel width adaptation. Additionally, we extend the traditional Medium Time Metric (MTM), propose the B-MTM (Burst per MTM) metric and an algorithm that jointly select routes with higher throughput in wireless mesh networks.
I. INTRODUCTION
Advances in Digital Signal Processors (DSPs) devices have enabled the development of Software Defined Radio (SDR) technology [1] through which a radio transceiver can now have its functions changed using software commands instead of a behavior exclusively defined by hardware. This capability enables designing more flexible devices with the ability of being reconfigured during operation and performing previously not allowed tasks. One example is the IEEE 802.11 Orthogonal Frequency Division Multiplexing (OFDM) physical layer that previously worked only with 20MHz channel width and now incorporates the support for 5 and 10MHz channel widths in its new specification [2] .
The advantage of channel width dynamic adaptation is that it allows creating new scenarios where the performance of wireless networks, such as those that employ the 802.11 technology, can be improved. Some of these possibilities were initially observed in [3] , however, they were not used in scenarios of wireless mesh networks.
In this context, wireless routers that use channels of lower width acquire capabilities that did not exist in 20MHz channels. First, it is likely to reduce the amount of hops required for an end-to-end communication without having to increase This research was supported by CAPES, CNPq, UFAM, FAPEAM, SECT/AM and FINEP. transmission power. Also, it is possible with routers equipped with multiple radio interfaces to increase the data throughput through the use of parallel transmissions of multiple streams in narrower channels.
In a review of the literature, there are few works that employ dynamic channel width selection for transmission in 802.11 networks. The work in [4] uses this capability in scenarios of cognitive radios, but it does not model the effects of using narrower channels in signal transmission range and does not explain their impact on the data throughput. Besides, the work does not propose the use of channel width adaptation in scenarios composed of multiple radio routers.
This paper explains these issues in detail and different from other works found in literature [4] and [5] , we establish a simulation model that considers the impact of using different channel widths on the signal transmission range. This work defines and evaluates through simulation a routing metric for multiple radio and multiple channel wireless mesh networks, where the channels can assume different widths according to a proposed algorithm. The simulation results show that the routing metric coupled with the channel width selection algorithm ensure greater throughputs when compared to Minimum Number of Hops (MNH) and Medium Time Metric (MTM) [6] metrics.
To address these issues, this paper is organized as follows. Section 2 explains the effects of channel width changing in the frame transmission time and signal transmission range. In Section 3, the proposed simulation model for wireless mesh networks with different channel widths is presented. Section 4 defines the proposed routing metric and the channel width selection algorithm. Section 5 describes simulations and obtained results. Finally, Section 6 presents conclusions and some issues for future work.
II. EFFECTS OF CHANGING CHANNEL WIDTH
When changing the channel width in 802.11 OFDM physical layer, the frame transmission time and the signal transmission range are also affected. These changes are explained in this section.
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A. Times and Frame Transmission Rates with Different Channel Widths
The transmission duration of a Medium Access Control (MAC) 802.11 data frame plus acknowledgment frame (ACK) has a value given by Equation (1). The inverse of this value multiplied by the frame size in number of bits correspond to the throughput [3] .
In Equation (1), T T is the total time required to transmit a frame and CW is the contention window, which has a value equal to [1, 31] 
In Equation (2), the variables T P R , T SI and T SY M (lines 5 through 7 of the Table I ) represent the transmission time of the synchronization preamble needed to synchronize with the demodulator, the transmission time of the signal field that indicates to the physical layer the transmission mode and the symbol duration in which the 52 useful subcarriers of 802.11 OFDM physical layer are transmitted, respectively. 
As observed in the columns 2, 3 and 4 of the table, T P R , T SI and T SY M have their values doubled each time the channel width is divided by two. This is because by reducing channel width also decreases the width Δf (line 2 of Table  I ) occupied by each of the 64 subcarriers generated in the Inverse Fast Fourier Transform (IFFT) block 3 of the OFDM modulator. 1 In the calculation, we use the average value of CW that is equal to 16 × t slot 2 considering that ACK is transmitted using the same data rate 3 IFFT (Fast Fourier Transform -FFT -in the demodulator) receives 2 N (N integer) complex symbols (e.g. QPSK symbols), to compose the time domain OFDM signal. In 802.11, N is equal to 6, resulting in 64 subcarriers with Δf spacing (Table I) . Among these, only 52 subcarriers are used, and the remaining 12 are used for guard interval.
Therefore, by changing channel width, all transmission times that depends on T F F T at the physical layer are altered, since to ensure the orthogonality of the OFDM subcarriers is necessary that Δf (line 2) be equal to ( [7] . The Signal Extension Time (T SE ) has a fixed value equal to 6μs and has the function of including additional processing time to the demodulator.
The L SER (16 bits) and L T AIL (6 bits) variables represent the size of the service field, which is reserved for future applications, and the tail that marks the end of the OFDM frame, respectively. The variable α can assume the value L MAC (34 bytes) plus B (bytes) corresponding to the MAC header plus data or the value L ACK (14bytes) of the ACK frame.
Finally, the N DBP S variable (column 4 of Table II) represents the number of bits of information transmitted in one OFDM symbol and its values depend on a combination of modulation (column 2) and channel coding rate (column 3) [2], which is called transmission mode or only mode (column 1). By the equation (3), it is possible to assess the impact of using different channel widths on the maximum throughput of a source/destination pair. In this equation, V w ,mn qI represents the obtained throughput through the use of qI communication interfaces in non-overlapping channels of w ( = 1, ..., |W |) width and using m n (n = 1, ..., |M |) transmission mode. Where W represents the set of existing channel widths (e.g. 5, 10 and 20MHz) and M represents the set of available transmission modes (e.g. m 1 , ..., m 8 ). In the same equation, B represents the data frame size in bytes, and T T w ,mn is the frame transmission time (Equation (1)), which has distinct values for each channel width w and for each transmission mode m n (see Table II ). In the evaluation, we use B equal to 2000 bytes and vary qI from 1 to 3 for 20MHz channel width, from 1 to 6 for 10MHz and from 1 to 12 for 5MHz.
In Figure 1 , the X-axis represents the OFDM transmission modes and the Y-axis shows the throughput in Mbits/s. We vary from 1 to 12 and from 1 to 3 the number of simultaneous transmissions (variable qI of the Equation (3)) in channels of 5 (dotted curves) and 20MHz (full curves in bold), respectively. It can be observed that with qI equal to 4 and 5MHz channels, i.e. a total of 20MHz occupied frequency bandwidth, a greater throughput than that achieved when using qI equal to 1 and 20MHz channel for all transmission modes is obtained. This gain in favor of channels of lower widths becomes more evident when comparing the throughput of 3 channels of 20MHz with the one of 12 channels of 5MHz, with both occupying a total of 60MHz.
By other results, which are not shown in this paper, one can observe that higher throughput values are obtained through the use of 2, 4 and 6 channels of 10MHz when compared to the use of 1, 2 and 3 channels of 20MHz, i.e. using equivalent total frequency bandwidth.
In Figure 2 , qI is assigned the values 2, 4, 6, 8, 10 and 12 for channels of 5MHz and the values 1, 2, 3, 4, 5 and 6 for 10MHz channels. It is noticed that when using 5MHz channels and the same amount of bandwidth (e.g. 2 channels of 5MHz and 1 channel of 10MHz), we obtain higher throughput with 5MHz channels when compared to the obtained values with 10MHz channels.
By these results, one can conclude that the throughput obtained by using multiple lower width channels is always higher than the one obtained with wider channels even when they sum up the same total amount of frequency band.
This better performance can be explained from the data in Table III that shows the successful transmission time of one data and the subsequent ACK frame for each of the 802.11 channel widths. The columns 1, 2 and 3 represent the transmission channel width (w ), the time spent with the overhead of the MAC layer (CW MIN , DIF S and SIF S of Equation (1)) and, the time spent with the transmission of one data and ACK frames (T DAT A plus T ACK of Equation (1)), respectively. The column 4 shows the total time spent in the transmission, which is calculated by adding up the values of the columns 2 and 3. Finally, the column 5 represents the obtained throughput in each of the channel widths, which is given by 1/T T otal . Note that the time spent with overhead (T Overhead ) is the same for all channel widths. In the case of T DAT A plus T ACK transmission time, these values are almost doubled each time the channel width is divided by two, as presented earlier in this section. However, simultaneous transmissions of 4 frames in 4 parallel channels of 5MHz result in a throughput value (4 × 560.53 = 2242.12 f rames/s), which is higher than the one obtained for 20MHz width. This way, one realizes that despite of the increase in T DAT A and T ACK times for the narrower channels, one saves the time spent with T Overhead of serial transmissions using wider channels. In this case, one obtains greater throughputs with parallel transmissions in lower channel widths for the same amount of total frequency bandwidth. 
B. Impacts on Signal Range
Channel width modification implies in variations of receiver sensitivity, and thus changes to the maximum distance the signal can spread being still intelligible by the receiver.
In Equation (4) [8] , S min is the minimum sensitivity in dBm, SN R min is the minimum signal-to-noise ratio required to decode the signal, K is the Boltzmann constant (1.38 × 10 −20 J/K), T 0 with value 290K is the absolute temperature, B (5,10 or 20MHz) is the communication channel width and N F (typical values of 10dB [2]) is the receiver noise figure and expresses the signal deterioration caused by receiver's internal noise circuit.
From Equation (4), we obtain that SIN R min is given by:
Referring to the data-sheet of an 802.11g wireless card of 3Com [9] manufacturer, it is found that for 54 Mbits/s rate (m 8 mode), the minimum sensitivity for 20MHz width is −69 dBm. Substituting this value in Equation (5), together with B = 20MHz and N F = 10dB, we can found that it is necessary ∼ = 22dB of SIN R min to decode the signal. By applying this result in equation 4, it is found that for B equal to 5 and 10MHz, the minimum sensitivity values for m 8 transmission mode are −75 dBm and −72 dBm, respectively. Thus, each time one divides channel width by two, one reduce 3 dB in minimum sensitivity to the same transmission mode.
The previous calculations explain the values of minimum sensitivity found in [2] and shown in Table IV , which are close to the measurement results presented in [3] . The minimum sensitivity values of Table IV when applied to log-distance path loss equation [10] can determine the maximum distance, in meters, between a source/destination communication pair.
In Equation (6), P L is the free space propagation path loss given by the transmission power (P T ) minus the power perceived in the receiver (P R ). The variable f is the signal frequency in Hz (2.4GHz is used), d0 is the reference distance (values 1 or 100m for medium distance communication systems [10] , 1m is used), c is the light speed in vacuum ( 3 · 10 8 m/s), n is the propagation loss exponent and d is the separation distance between transmitter and receiver.
By isolating variable d from Equation (6), we derive Equation (7) through which we can obtain the maximum distance between transmitter and receiver for a given transmission power and receiver sensitivity. In this equation, we used P T = 17 dBm [9] , n equal to 2.5 and the variable P R received the minimum sensitivity values of Table IV in order to generate the curves of Figure 3 .
These curves show the maximum signal range as function of used transmission modes, from m 8 (shortest range) to m 1 . It is observed that in all transmission modes, greater transmission ranges are obtained using smaller channel widths. Thus, a source router could need a smaller amount of hops to communicate with a destination router across a multihop route by using smaller channel widths.
Another change related to the use of smaller channel widths is the variation in CSThreshold value. In the simulations of this paper, as in [11] , it was used as values for CSThreshold -82, -85 and -88 dBm for channel widths of 20, 10 and 5MHz, . Also, we have called physical link e i,j,w the set of all logical links set up between routers v i and v j using channels of the same w width. In the rest of the paper, we use only link to designate a logical link.
In the following, we enumerate the other used notations: . To determine the elements of this matrix, the equation (7) is used to calculate the communication distance d. For that, the P R variable is assigned to the minimum sensitivity value of the transmission mode with greater transmission range of w channel width (e.g. in Table IV equal to 1. In this case, given the distance d i,j , n and P T , we calculate the received power P R(i,j) of a link by isolating P R variable of Equation (6) . Then, we choose for each channel width w , the transmission mode m n that has minimum sensitivity (Table IV) immediately below the received power P R(i,j) . The chosen transmission mode is the one which provides the lowest transmission time and therefore will be used for communication on link e i,j,c w d
. After transmission mode selection, we use its N DBP S value (Table II) It is considered that all routers have information about the maximum frequency bandwidth that a physical link may occupy (B MAX ). For example, B MAX equal to 20 MHz represents that a physical link e i,j,w can transmit with a maximum of qI = B MAX /w radio interfaces. Thus, if B MAX = 20MHz and w is equal to 5, 10 or 20 MHz, it can be used 4, 2 or 1 radio interfaces in a physical link, respectively.
To calculate the throughput obtained in different routes we use the model in [13] , which is extended in this work to scenarios composed of multiple transmission channels and multiple channel widths. In Figure 4 , it is assumed that all links are within interference range of each other. The route I is composed of 4 links that occupy the channels c 1 , c 2 , c 3 and c 1 , respectively. All links have w 1 width and frame transmission time equal to 6s. In this case, the throughput is equal to the lowest capacity of the links that compose the route, which is given by min{Ca 1 , Ca 2 , Ca 3 , Ca 4 
, where Ca is the link capacity. Note that links 1 and 4 have the lowest capacity since they share the same channel c 1 .
In the route II, the link 4 is replaced by a new physical link composed of c 1 and c 2 channels of w 2 = w 1 /2 width. It is important to note that the c w1 1 channel occupies the same frequency band of c w2 1 and c w2 2 channels. Also, the latter two channels have higher transmission airtimes ( t5 = t6 = 10s) since they are narrower. In this case, the throughput of route II is given by min{
16 . It is observed that the throughput calculation of link 4 has a value 2 in the numerator, since two concurrent frames are transmitted using the 2 non-overlapping channels of this new link.
In the Section V, we perform calculations similar to the previous example to determine the throughput of some established routes. In this case, the Equation (8) 
IV. SELECTION OF HIGHER THROUGHPUT ROUTES
According to Section II-A, the maximum throughput of a wireless mesh node is influenced by the amount of radio interfaces and the channel width used in each interface. Thus, in order to consider these new variables in route selection we have extended the Medium Time Metric (MTM) [6] , creating the Burst per MTM metric (B-MTM). In the proposed metric, each physical link (e i,j,w ) is associated with a weight that is inversely proportional to the throughput of the physical link, according to the Equation (9) . In this equation, the variable V w ,mn qI , defined in Equation (3), represents the obtained throughput through the use of qI communication interfaces, where each one transmit in one channel of w width using the m m transmission mode.
The MTM metric assigns a weight to each link that is proportional to the data frame transmission time [6] . Thus, it uses the values of the T T w ,mn variable from Equation (3) for this assignment. According to the values in Table III , the MTM metric chooses logical links with higher channel widths (e.g. 20MHz) since these logical links have lower transmission times. However, as shown in Section II, for a given value of frequency bandwidth, when we use channels of greater width we obtain smaller values of throughput when compared to the use of concurrent transmissions using multiple lower width channels. Therefore, we propose the B-MTM metric that favors the selection of physical links composed of multiple interfaces for burst transmission using narrower channels. In the Equation (9), B-MT M qI i,j,w represents the metric value for a physical link between v i and v j routers using qI interfaces of w channel width.
B-MT M
The values of the B-MTM, MTM or MNH metrics are determined in Algorithm 1 4 that stores the metric values for each channel width w and for each physical link e i,j,w in the matrix called metricM atrix (line 6). After that, for each pair of nodes i, j the algorithm extracts from metricM atrix the lowest metric value (line 11) and stores the extracted metric value and corresponding channel width (lines 12 and 13, respectively). The matrix betterLinkM etricM atrix, that contains the lowest calculated metric value for each pair of nodes i, j, is applied to Dijkstra's algorithm (line 21) to determine the hops that compose each route r k . Finally, in line 25, the algorithm extracts from the matrix betterChanW idthM atrix the values of channel width to be used in each hop of each route r k . The previously extracted values are stored in a vector chanW idthOf HopsOf Route(k). After executing this algorithm, the links' occupation and then the throughput of each route can be calculated, as described in Section III. V. SIMULATIONS As evaluation scenario of the proposal, we have used an area of 1000m × 1000m where 100 routers are randomly spread. The number of flows f k is varied from 1 to 10, where each flow has source and destination routers randomly selected. The frame size is 2000 bytes and the path loss exponent (n) is equal to 2.5. B T OT and B MAX variables are assigned to 60MHz and 20MHz, respectively. Hence, three, six or twelve channels of 20, 10 and 5MHz are available for transmission, respectively. Thus, routers can use 1, 2 or 4 interfaces in each physical link. The average result of 100 simulations with a confidence interval of 95% is presented below. Figures 5 and 6 show results for routers equipped with 4 transmission interfaces, while Figures 7 and 8 exhibit results for routers equipped with 2 and 8 transmission interfaces, respectively.
In Figure 5 , the abscissa shows the number of flows/routes and the coordinates depicts the resulting throughput in Mbits/s. It can be seen that the B-MTM metric with 5, 10 and 20MHz channels obtains higher values of aggregate throughput for all quantities of routes (ro k , k = 1, ..., 10), when compared with the MTM and MNH metrics. For evaluation purposes and how can be seen in the figures, we simulated one first situation where B-MTM metric is used only with 5MHz channels and, a second situation where MNH metric is used only with 20MHz channels.
The Figure 6 shows the average number of hops obtained for each configuration described above. The X-axis represents the number of used routes and the Y-axis the average number of hops. It is observed that the MTM metric, with 5, 10 and 20MHz channels, selects routes with higher number of hops when compared to other metrics. This occurs because the MTM metric assigns lower weights to links that use channels of 20 MHz width, because these links have lower transmission times (Table III) . Since 20 MHz channel width has smaller transmission ranges (Figure 3) , the number of hops between source and destination becomes larger. Conversely, the MNH metric with 5, 10 and 20 MHz channels presents the lower average number of hops for all quantities of routes when compared to the other metrics. This result is explained by the fact that links of 5 MHz channel width are preferred, since these links have greater transmission range. By using the MNH metric with 20 MHz channels, one can observe a lower average number of hops when compared to the MTM metric with 5, 10 and 20 MHz channels. This is due to the MTM to give priority to links of 20MHz width while the MNH metric choose routes with fewer hops with the same channel width. The B-MTM metric obtains intermediate values in the amount of hops since routes with fewer hops or smaller capacities, such as those that use larger channel widths, are not chosen. Finally, in the case of B-MTM metric with only 5MHz channels, one can observe a fewer number of hops when compared with B-MTM metric with 5, 10 and 20MHz channels. This result comes from the greater transmission range of 5MHz channels which reduces the number of hops between source and destination. In Figure 7 one can observe greater values of aggregated throughput when using B-MTM and MTM metrics, both with 5, 10 and 20MHz. This is because the fewer available number of communication interfaces (e.g. 2 interfaces). In this case, both metrics tend to choose the 20 MHz channel width aiming to take advance of the available frequency bandwidth.
In the case of Figure 8 , is coincident the greater value of aggregated throughput when applying the B-MTM metric with 5, 10 and 20MHz and the B-MTM metric when employing only 5MHz channels. Due to the greater number of available transmission interfaces in each router and since one can obtain a greater throughput value when using parallel transmissions in narrower channels, the B-MTM metric tends to choose 5 MHz channels.
We simulated a second scenario that differs from the first in relation to the B T OT variable, that now assumes the value 80MHz. The results are showed in figures 9 and 10 for routers equipped with 4 and 8 transmission interfaces, respectively. It is observed that the B-MTM metric makes better use of a larger frequency bandwidth, thus obtaining a greater amount of aggregate throughput for all number of routes, when compared with the other metrics.
VI. CONCLUSION
This paper studies the impact of changing channel width in 802.11 networks with OFDM physical layer. From the observations, a model to simulate networks with these features was established. Following, a routing metric (B-MTM) for choosing routes of higher throughput and an algorithm for channel width selection were proposed. Simulations to compare the obtained throughput by the B-MTM, MNH (Minimum Number of Hops) and MTM (Medium Time Metric) metrics were performed. The results show the effectiveness of the proposal in determining routes of higher throughput. Future studies aim to treat the choice of routes in multiple channel widths networks as an optimization problem.
