A distributed control algorithm using a new idea of collaborative processing for networked control systems with limited computational resources is proposed. In a networked control system, the processing unit is required to complete multiple tasks (such as control, sensing, signal processing, etc.) in a timely manner. Due to limited computational resources that are available to the processing unit, the assumption that the control input is computed at every time step may no longer hold. There are multiple remote controllers and each controller controls its own plant is considered. The authors give the controllers within a neighbourhood the ability to compute their neighbours' control inputs. By suitable design of the processor collaboration algorithm, their are able to ensure the stochastic stability of the entire system even if there are random computation interruptions occurring at different time steps. Numerical results verify the effectiveness of the algorithm.
Introduction
Networked control systems (see e.g. [1] [2] [3] ) constitute a major control design framework for the next generation control applications. In a networked control system, the components (such as digital controller, sensor, etc.) are spatially distributed and connected over a communication network. Processing units in the system need to govern multiple tasks, e.g. computing control input, processing sensor information, etc., to ensure that the entire system functions as desired.
Due to the requirement for multi-tasking and the limited computational resources in a networked control system, the assumption that the control input can be computed at any time step may no longer hold. This makes the analysis and design of the system a challenging task. Not surprisingly, there are some recent works on controller design for such computational resource constrained systems. For example, the work of sequence-based anytime control (see e.g. [4, 5] ) designs a robust controller to resolve the issue of the inefficient computational resources for a single plant with a single controller setup. Sequence-based anytime control computes a sequence of tentative control inputs whenever the computational resources are available. The controller stores the sequence of the control inputs in the buffer. At time steps, when the controller lacks computational resources, the controller applies the stored tentative control inputs to the actuator to ensure the stability of the plant. Adopting an alternative viewpoint, the work in [6] considers the communication scheduling of the networked control systems to address the issues of how and how often the data should be transmitted to maintain the control performance. The work in [7] studies computational resource allocation of networked control systems to schedule control tasks and improve control performance. In [8] , the authors study the computational resource allocation problem in a networked control system with both communication and computation limitations. The authors in [8] derive the optimal ways of task scheduling and the sampling rates of the plants in a networked sensing, estimation, and control system subject to packet dropping links with limited computing resources. Event-triggering control in distributed networked control systems [9] computes the control inputs in an on-demand fashion to improve the computational efficiency.
In this paper, we extend the work of sequence-based anytime control [5] to a distributed system, and explore the possibility of processor collaboration for the networked control system. The main idea is that we give the remote controllers the ability to share the computational resources with their adjacent neighbours. In particular, at time steps, when processing is subject to computation interruptions, the neighbouring controllers have chances to compute the control inputs for the controller in need. By carefully designing the processor collaboration algorithm in a stochastic setting, we are able to implement the algorithm in a fully distributed manner for a general connected network. Furthermore, despite that there exist computation interruptions, the processor collaboration algorithm can be designed to ensure the stochastic stability of the entire system.
Our contributions are two-fold. First, we explore the idea of collaborative processing in distributed control for computational resource constrained systems. We analyse the stochastic stability for such systems. The processor collaboration ensures that the networked control systems remain stable even if there exist computational interruptions at some time steps and the individual controllers fail to ensure the stochastic stability of their own plants. Second, we customise the processor collaboration algorithm to be implemented in a distributed manner. We further propose an optimisation formulation to choose a controller that provides help to its neighbouring controllers.
The paper is organised as follows. In Section 2, we formulate the problem. In Section 3, we present the processor collaboration algorithm for a case of two processors. Section 4 extends the case to multiple processors. Section 5 resolves the issues arising from coupled dynamics. Section 6 provides some numerical examples to verify the effectiveness of the processor collaboration algorithm. Finally, Section 7 concludes the paper.
Notation: We write ℕ for {1, 2, …} and ℕ 0 for ℕ ∪ {0}. ℝ represents the real numbers, ℝ ≥ 0 := [0, ∞), and ℝ > 0 := (0, ∞). For Λ ∈ ℕ, ℕ 0 Λ := {0, 1, …, Λ}. The p × p identity matrix is denoted by I p , 0 p × q is the p × q all-zeroes matrix, 0 p := 0 p × p , and 0 p := 0 p × 1 . The notation {x} stands for {x(k) : k ∈ }, where ⊆ ℕ 0 . The superscript T refers to the transposition of a matrix or a vector. The Euclidean norm of a vector x is denoted via ∥
, if it is continuous, zero at zero, strictly increasing, and unbounded. The probability of an event Ω is denoted by Pr{Ω} and the conditional probability of Ω given Γ by Pr{Ω | Γ}. The expected value of a random variable ν given Γ is denoted by E{ν | Γ}, while E{ν} refers to the unconditional expectation.
Problem formulation
Consider N dynamically decoupled discrete-time possibly nonlinear systems that evolve as
with states x i (k) ∈ ℝ n and control inputs u i (k) ∈ ℝ p for all k ∈ ℕ 0 . We assume that the origin is an equilibrium point of each system, so that f i (0 n , 0 p ) = 0 n . The initial states x i (0) for all i ∈ {1, 2, …, N} are arbitrary. We focus on a scenario in which we give the neighbouring controllers the ability to compute their neighbours' control inputs. We refer to the scenario as processor collaboration. In particular, at time k ∈ ℕ 0 , if controller i ∈ {1, …, N} is subject to the interruption of the control input computation, its neighbouring agents may have chances to compute the control input u i (k) for the malfunctioning agent i. For easy of presentation, we assume that the network configuration is fixed and static. A precise description of the processor collaboration is presented in Sections 3 and 4. In Fig. 1 , we use a simple four-agent system to illustrate the idea of the processor collaboration. In this figure, solid lines connect all neighbouring agents in the network. Arrows point to the agents that allocate the computations of the control inputs to the neighbouring agents. For example, in Fig. 1 , Agent 1 is able to compute the control inputs for Agent 2 and Agent 3. Similarly, Agent 2 and Agent 3 are able to compute Agent 3's and Agent 4's control inputs, respectively.
We assume that agents can access their direct neighbours' state information. For example, consider a team of robots tasked with monitoring and collecting information in an environment of interest. In this problem formulation, the state space contains robots' coordinates in the workspace. Agents (robots) can measure the relative distances between their neighbours and themselves to infer neighbours' state information. Note that the control packets are sent to the actuators through the network, and the sensors feed the state information back to the remote controllers via the network. We assume that the communication between an agent's remote controller to its own plant and the one between its remote controller to it's neighbouring plants are similar. Therefore, the proposed processor collaboration does not introduce extra communication overheads.
A motivation example is that consider drones that do not carry powerful computers for reasons of weight or cost but still have to do image processing on board to be able to generate their trajectories. For instance, they may be tasked with identifying if a target is present in the image generated by their cameras and follow it if a target is identified. Then, the drones have a low image processing load most of the time if they are following the target; however, if they lose the target, the image processing load increases suddenly. In this case, it might be the situation that a drone calls upon its neighbour to calculate its control inputs while it is inundated with the image processing task.
Standing assumptions on the system dynamics
We assume that the system dynamics (1) satisfies the following assumptions. 1) , and a control policy κ i : ℝ n → ℝ p , such that
for all x ∈ ℝ n , and i ∈ {1, 2, …, N}. The initial state satisfies
The inequalities (2) add constraints on the state trajectories that evolve as (1). If the system (1) is controllable, then the constants ρ i < 1 for all i ∈ {1, 2, …, N}.
We also make assumptions about the the open-loop dynamics f i (x, 0 p ), i ∈ {1, …, N} derived from (1) as follows.
Assumption 2: There exists α i ∈ ℝ ≥ 0 such that (1) are open-loop stable, then the constants α i < 1 for all i ∈ {1, 2, …, N}. In more general cases, some α i may be larger than one.
Design of the control input sequence
For a given buffer size Λ ∈ {2, 3, …}, denote by {b i (k)} ℕ 0 the buffer state for the ith agent, where i ∈ {1, …, N}, and b i (k) := (b 1, i (k), …, b Λ, i (k)) ∈ ℝ Λp . Without loss of generality, we assume that all buffers have the same size. For the ith agent, the processor resources at time step k are denoted by [Note that the computational resources are countable in the formulation. It represents the number of rounds of the control input computation; for details see [5] .] N i (k) ∈ ℕ 0 Λ . We use this notation of processor resources N i (k) to describe the computational resources that are available to controller i at time k. In particular, at time step k ∈ ℕ 0 , for agent i ∈ {1, …, N}, if N i (k) ≥ 1 and without any sharing of the computational resources, the sequence of the tentative control inputs computed is given as u 
The state feedback policies κ i in Assumption 1 provide the control inputs at current time step k, which are taken equal to the first element in the current buffer, namely, 
Also N i (k) and N j (k) are mutually independent for all i, j ∈ {1, …, N}, and k ∈ ℕ 0 . Based on (5), for agent i ∈ {1, …, N}, there is a chance (with probability p 0 i ) that the processor resources N i (k) = 0 at time k ∈ ℕ 0 . If this is the case, then agent i does not compute any control input at current time step k in contrast to our previous work in [5] . We allow the neighbouring agents to compute the control inputs for the malfunctioning agent i. We next discuss this processor collaboration strategy.
Processor collaboration scheme for two processors
First, we consider a basic case in which there are two controllers (controller 1 and controller 2) in the system. Each controller governs its own plant but is subject to possible control input computation interruptions. In the next section, we extend the basic case to the case of multiple controllers.
We use the sequence of random variables {h(k)} M to characterise the processor collaboration strategy that the system adopts at current time step k ∈ ℕ 0 , where the set M ⊆ ℕ 0 . The sequence of random variables {h(k)} M is defined as (see (6)) For simplicity, the process {h(k)} M is assumed to be i.i.d.
where i = 1, 2 for all k ∈ ℕ 0 . The probability distributions δ i , i = 1, 2 are design variables. A larger δ i indicates that the corresponding agent may provide help with a higher probability.
A robust processor collaboration strategy should take into account the computational resources available to the agents to provide or receive help. If the computational resources are limited, then it is not feasible for agents to provide any help. Agents should provide help only when they have enough computational resources available. We design our processor collaboration strategy based on this idea. The processor collaboration mechanism works as follows (the corresponding flowchart can be found in Fig. 2 ). If the processor resources N i (k), i = 1, 2 are larger than half of the buffer length Λ, then the (random) processor collaboration mechanism is triggered. For example, at time step k, if the collaboration is triggered and the random variable h(k) = 1, then controller 1 may compute the control input for controller 2 depending on whether the processor resources N 1 (k) are larger than half of the buffer length. Conversely, if h(k) = 2, then controller 2 may compute the control input for controller 1 depending on whether the processor resources N 2 (k) are larger than half of the buffer length. Thus, our processor collaboration strategy allows agents to use computational resources to compute their own control inputs and use the remaining (if there are any) resources to provide help.
Example 1:
The processor collaboration is triggered at time step k t and controller 1 uses two of the resources to compute u 1 (k t ) and u 1 (k t + 1), whereas it uses the other two of the resources to compute u 2 . Now we assume that h(k t − 1 ) = 2, Λ = 4, N 1 (k t ) = 0, N 2 (k t ) = 3. Then, the processor collaboration is triggered at time step k t and controller 2 uses two of the resources to compute u 2 and the remaining one of the resources to compute u 1 .
Remark 1: Our collaborative strategy makes decisions based on h(k) and the processor resources N i (k). Other considerations such as the buffer state b i (k) or the effective buffer length λ i (k) may also be considered to design alternative state-dependent triggering conditions.
Denote by = {k t } t ∈ ℕ 0 the time steps at which both controllers have non-zero computational resources either from their own processors or via the processor collaboration. Due to (6), we assume that M = since agents may compute their neighbours' control inputs only when they have non-zero computational resources. Also we assume that the same strategy is used from k t to k t + 1 − 1. Let k 0 = 0 and define k t + 1 as 
Denote by Δ t ∈ ℕ the amount of time steps between consecutive elements of , i.e. Δ t := k t + 1 − k t , for all (k t + 1 , k t ) ∈ × . Based on Assumptions 3 and 4, the process {Δ t } t ∈ ℕ 0 has conditional distributions:
where p 0 | 1 := p 0 1 + p 0 2 (p 1
The value Δ t depends on the strategy used at time step k t . We use the same strategy from time step k t to time step k t + 1 − 1.
h(k) := 1, controller 1 is asked to compute the control input for controller 2, 2, controller 2 is asked to compute the control input for controller 1. The
is Markovian. Proof: It follows directly from (8) and the fact that {h(k)} is conditionally i.i.d. and (u 1 (k t ), u 2 (k t )) is determined by (x 1 (k t ), x 2 (k t )). □ Now we apply the two-agent processor collaboration strategy discussed in this section to the dynamics (1) and present a lemma that is needed for stochastic stability analysis for the dynamics (1). The results are summarised in Lemma 2. The proof of Lemma 2 can be found in Appendix 1.
Definition 1:
for some φ ∈ ∞ . Lemma 2: If Assumptions 1 to 4 hold, then we have for all k t , k t + 1 ∈ , and χ 1 ,
where X = (x 1 , x 2 ), χ = ( χ 1 , χ 2 ), and
where Ω i j , i, j = 1, 2 are functions of the probabilities δ i , p l i , for i = 1, 2 and l = 0, …, Λ, the open-loop gains α i , i = 1, 2, and the closed-loop gains β i , i = 1, 2. The reader is referred to Appendix 1 for explicit expressions of Ω i j , i, j = 1, 2.
Despite the fact that Lemma 2 considers only the time instant k t ∈ , the bound in (11) can be used to conclude about stochastic stability for all k ∈ ℕ 0 [5] .
Processor collaboration algorithm for multiple processors
In this section, we design a processor collaboration algorithm for multiple processors. The design can be implemented in a distributed manner and a general graph is considered for the algorithm design. Similar to the two-agent setup in Section 3, the first goal here is to study the stability of the system with the processor collaboration. The stability analysis (11) soon becomes too complicated when we generalise it to a multi-agent setting.
Thus, in this section, we adopt a different processor collaboration strategy for multiple agents as described as follows.
Processor collaboration algorithm
The system is characterised as a connected and undirected graph = (ℳ, ℰ), where ℳ denotes the set of vertices of the graph and ℰ ⊂ ℳ × ℳ denotes the set of edges in the graph. The edge (i, j) connects vertices i and j. For our setup, the set of vertices ℳ := {1, …, N} denotes the set of agents in the network. The edge (i, j) ∈ ℰ indicates that agent i and agent j can exchange information over the communication link.
For notational convenience, we define the following sets: We assume that for any agent i ∈ ℳ b , the event that agent i provides help, the event that agent i receives help, and the event that agent i neither provides nor receives help are mutually exclusive, thus ∑ j ∈ ℳ i p ji + ∑ j ∈ ℳ i p i j + p 00 i = 1, for all i ∈ ℳ b . Example 3: In Fig. 1 , for agent 3, p 23 + p 13 + p 34 + p 00 3 = 1. □
Implementation of the processor collaboration strategy
The control packets are sent to the actuators through the network, and the sensors feed the state information back to the remote controllers via the network. We assume that the neighbouring agents use the same network protocols to prevent unbalanced and extra communication burdens on the agents. Our collaboration strategy does not introduce extra communication burdens on agents since each agent can either compute its own control input or its neighbour's control input. The processor collaboration strategy can be implemented in a distributed manner based on the design of the mutually exclusive events. The controller designed for the task to compute its neighbour's control input is given the ability to directly access its neighbour's state information via its neighbour's sensor, and can also send the control input to the neighbour's actuator. In particular, we implement our collaboration algorithm in a distributed manner based on the idea of shared randomness in information theory [10] . For example, agents can use the same seed to generate a common uniformly distributed random variable ξ. By measuring ξ, each agent can make a collaboration decision in a distributed manner. Algorithm 1 summarises this procedures to select the processor collaboration sequences {h i (k)} ℕ 0 for all i ∈ {1, …, N} in a distributed manner. Else, Agent i neither provides nor receives help and set h i (k) = (0, 0); end for Example 4: Consider a three-agent configuration. Agent 1 connects to Agent 2, Agent 2 connects to Agent 1 and 3, and Agent 3 connects to Agent 2. An illustration of the collaboration strategy implementation can be found in Fig. 4 . At time k, each agent generates a common uniformly distributed random variables ξ ∈ (0, 1). Fig. 4 shows that ξ lies in the interval which triggers the event that Agent 1 may help Agent 2. Thus, in this example, h 1 (k) = (1, 2), h 2 (k) = (2, 1), h 3 (k) = (0, 0).
Algorithm 1: [Selection of the random variables
In Section 6, we will illustrate potential performance benefits of collaborative control. After identifying the Markovian process Z i (k), we can model our system as a Markovian jump system:
Stability analysis
Proof:
where the equality holds because of (12) and the Markovian property of Z i (k). □ Now we are ready to analyse the stability of the dynamics (1) which applies the processor collaboration strategy. The results are stated in Theorem 1.
Theorem 1: Suppose that Assumptions 1, 2, 5, and 6 hold.
where Ω i (s¯) = q s¯0 i α i + ∑ s ≠ 0 q s¯s i ρ i , then (12) stochastically stable. Proof:
The inequality (13) implies that there exists c i ≤ ∞ such that
. Then based on Assumption 1 and straightforward algebraic manipulation, we can show that
Since φ i ∈ ∞ , stochastic stability follows. □ The term Ω i (s¯) describes the convergence rate for each agent i ∈ {1, …, N} given the state s¯∈ {0, 1, 2, …, Λ}. The convergence rate is interpreted as the rate of the convergence to the origin. Note that we assumed that the origin is an equilibrium point of the plant. We require that Ω i (s¯) < 1 for all i ∈ {1, …, N}, s¯∈ ℕ 0 Λ to ensure the stability of the system.
Optimisation of the processor collaboration strategy
We formulate an optimisation problem to select the probability distributions of the processor collaboration strategy processes Fig. 4 Illustration of the collaboration strategy implementation for a three-agent configuration {h i (k)} ℕ 0 , i ∈ {1, …, N}. Motivated by our preceding analysis, we optimise the convergence rate Ω i with respect to the probabilities p i j , p 00 i , where i, j ∈ {1, …, N} as follows:
where we minimise the aggregated convergence rate subject to various constraints on the probabilities and the stability conditions. Note that both the cost function and the constraints are linear functions of the decision variables p i j and p 0 i . Thus, the problem (15) is convex. We use dual decomposition (see e.g. [11] ) to solve this optimisation problem in a distributed way.
Coupled dynamics
The discussion so far assumed decoupled dynamics among all the agents. We now consider coupled dynamics case. Consider a linear system and assume that each agent's buffer length is equal to one, i.e. Λ = 1. Suppose that there are N agents and their aggregated dynamics is modeled as a Bernoulli jump linear system (BJLS): Where for i ≠ j, A r(k) i j models the coupled dynamics between agent i and j. Denote by r(k) ∈ , k ∈ ℕ 0 the jump variables with the corresponding distribution q r¯: = Pr{r(k) = r¯}, r¯∈ := {1, …, 2 N }. The jump dynamics is governed by (see equation below) where A i j ∈ ℝ n × n is the openloop dynamics and Ã i j ∈ ℝ n × n is the closed-loop dynamics. A necessary and sufficient condition for the stability of the BJLS (see e.g. [12] ) is presented in Theorem 2. Theorem 2: Assume that the condition
holds, where ⊗ denotes the Kronecker product and ρ is the spectral radius operator. Then the BJLS (16) is stable.
Applying Gershgorin Theorem to the stability condition (17), we derive a set of sufficient conditions to ensure the stability of the BJLS (16) as follows.
Theorem 3: Assume that the conditions
hold, where
and a r(k) i j is the (i,j)th element of matrix A r (k) . Then the BJLS (16) is stable.
Proof: Direct calculations of radius of Gershgorin disc with simple inequality
lead to the results. □ These Nn conditions in (18) are polynomials of the decision variables p i j and p w i , which destroy the convex structure of the optimisation problem (15). The convergence to the optimal cost function value of the dual decomposition algorithm relies on the convex structure of the optimisation problem. In order to obtain a set of convex functions of the decision variables p i j and p w i , we decompose the stability sufficient conditions (18) into 2Nn decoupled conditions. The results are presented in the following corollary. The proof for Corollary 1 can be found in Appendix 3. Corollary 1: Assume that there exists a positive number 0 < ϵ < 1 such that the conditions,
hold. Then the BJLS (16) is stable.
These 2Nn conditions in (21) are linear (convex) functions of decision variables p i j and p w i and can be used in the objective functions and constraints in the optimisation problem (15). Thus, we can solve the optimisation problem (15) using dual decomposition to obtain the optimal processor collaboration distributions of the strategy sequences based on the stability conditions (21).
A r(k) i j := A i j , if the ith agent doest not apply the control input in the mode r(k), 
Numerical examples
In the first example, we verify the effectiveness of using dual decomposition to select the processor collaboration strategy distribution. Consider a three-agent configuration. Agent 1 is connected to Agent 2, Agent 2 is connected to Agent 1 and Agent 3, and Agent 3 is connected to Agent 2. Consider the buffer length Λ = 2, the open-loop gains α 1 = 1.0, α 2 = 1.3, α 3 = 1.5, the closedloop shrinking factors ρ 1 = 0.3, ρ 2 = 0.3, ρ 3 = 0.3, and the probabilities of the processor resources p 0 1 = 0.1, p 1 1 = 0.1, p 2 1 = 0.8, p 0 2 = 0.6, p 1 2 = 0.3, p 2 2 = 0.1, p 0 3 = 0.6, p 1 3 = 0.2, p 2 3 = 0.2. By implementing the dual decomposition algorithm to solve (15), we are able to obtain the optimal processor collaboration strategy distributions for the agents. Fig. 5 shows the convergence result of dual decomposition, The optimal solutions are given as (p 12 * , p 23 * , p 00 2 * ) = (0.303, 0.133, 0.564). The result indicates that Agent 1 computes the control input for Agent 2 with a probability 0.303 and Agent 2 computes the control input for Agent 3 with a probability 0.133. We now evaluate the performance of the processor collaboration algorithm. Consider that there are two remote controllers and two plants. We adopt the linearised error dynamics of a two-wheeled mobile robot [13] as our model. For robot i, denote by (x i , y i , θ i ) the 2D position and the orientation of the robot.
The desired 2D position is denoted by (x i d , y i d ) and the desired linear velocity is denoted by v i d . Similarly, the desired orientation and angular velocity are denoted by θ i d and w i d , respectively. The dynamics of robot i is given as
where the state e i :
and the control input
We use a state feedback controller, i.e.
The controller gain K i is obtained by solving a linear matrix inequality for checking the stability of the target system (22) and (23). The plants are robots which follow pre-assigned 2D unit circles. We set (x 1 d , y 1 d ) = (cos(t), sin(t)) and (x 2 d , y 2 d ) = (2.5 + cos(t), sin(t))
. The corresponding open-loop gains are equal to α 1 = α 2 = 2.5 and the closed loop gain are equal to ρ 1 = ρ 2 = 0.5. We consider a simple case without buffers (buffer length is equal to one) for both agents. The probability that Agent 1 has computational resources to compute the control input is equal to 0.9, and equal to 0.1 for Agent 2. The second robot is not closedloop stable (see Fig. 6 ) due to the limited computational resource constraints. In Fig. 7 , Agent 1 provides help to Agent 2 with probability p 12 = 0.5. We can see that with the processor collaboration, Robot 2 is closed-loop stable, and Robot 1 remains closed-loop stable even if it offers help to Robot 2. We conclude through collaboration the system performance is improved in terms of the stability of both robots.
Conclusions
We explore the possibility of processor collaboration for networked control systems. We design a processor collaboration algorithm to stabilise the overall system despite computation interruptions. The processor collaboration algorithm can be implemented in a distributed manner which fits in with networked control system frameworks. Future works include considering time-varying communication topologies. For example, in a robotic system, the locations of the robots keep changing. If the robots are arranged to communicate only with their physical neighbours, then this will likely lead to a time-varying communication topology. where Ω i = max (Ω i 1 , Ω i 2 ), i = 1, 2.
Since functions V 1 and V 2 are independent, we have for all k t , k t + 1 ∈ , and χ 1 , χ 2 ∈ ℝ n E V(X(k t + 1 )) X(k t ) = χ ≤ Ω 1 V 1 ( χ 1 ) + Ω 2 V 2 ( χ 2 ), ≤ max (Ω 1 , Ω 2 )(V 1 ( χ 1 ) + V 2 ( χ 2 )) = max (Ω 1 , Ω 2 )V( χ),
where χ = ( χ 1 , χ 2 ). □ For i ∈ ℳ r , (see equation below) For i ∈ ℳ b , (see equation below)
Appendix 3: Proof of Corollary 1
Based on the assumptions (21), we have ∑ l ∈ 1 (i, i) q l A(i) ≤ 1 − ϵ − 2 ϵ(1 − ϵ), i = 1, …, Nn, ∑ l ∈ 4 (i, i) q l Ã(i) ≤ ϵ, i = 1, …, Nn,
and note that the set 1 (i, i¯) ⊂ B 1 (i, i), ∀i, i¯= 1, …, Nn and the set
