We introduce two models, the Fermi-Ulam model in an external field and a one dimensional system of bouncing balls in an external field above a periodically oscillating plate. For both models we investigate the possibility of unbounded motion. In a special case the two models are equivalent.
Introduction
In this article we investigate the possibility of unbounded growth of energy in periodically forced Hamiltonian systems. The first models of this type were proposed by Poincaré [P] in relation to the problem of the growth of entropy. In [Pu8] these questions were studied in Newtonian as well as relativistic mechanics. One of the most popular simple models for which this question has been investigate is the Fermi-Ulam model [F] [U]: a point particle moves vertically between two periodically oscillating plates and reflects elastically from them. For rationally related frequencies of the oscillating plates it was shown [Pu4] [Pu5] [Pu9] that the velocity of the ball is bounded for each trajectory. Another popular model is that of an elastic ball bouncing vertically on a periodically oscillating plate under the influence of an external gravitational field. In contrast to the Fermi-Ulam model it was shown in [Pu1] - [Pu3] that for a sufficiently fast oscillating plate for an open set of initial condition with infinite measure the velocity of the ball is unbounded.
In this paper we propose two new models for the investigation of Fermi acceleration which are natural generalizations of the above described models. The first is the FermiUlam model in an external gravitational field which will be described precisely in section 2. The second is a one dimensional system of bouncing balls in an external gravitational field above a periodically oscillating plate which will be described precisely in section 3.
For each of these models we investigate the question, does there exist a trajectory with unbounded growth of the absolute value of the velocity and the energy. Furthermore we show that in a certain special case the Fermi-Ulam model in an external field is equivalent 1 Forschungszentrum BiBoS, Universität Bielefeld 2 Electric Power Research Institute VNIIE, Moscow 3 Institute for Mathematical Sciences, SUNY Stony Brook to the one dimensional system of two balls. In contrast to the Fermi-Ulam model, for the bouncing ball model we study only special cases.
The Fermi-Ulam model in an external field with and without singularities
At first we describe the (classical) Fermi-Ulam model [U] . We consider two infinitely heavy parallel plates, the lower plate oscillates according to the law z = f 1 (t) and the upper plate according to the law z = f 2 (t). Here t is time and we assume the both functions are smooth, periodic with period T > 0 and f 2 (t) > f 1 (t). Note that the period of both functions is assumed the same! A ball moves freely in the direction z between the plates and collides elastically with them. Here the laws of motion and collision are Newtonian.
The Newtonian mechanics play an important role, in [Pu6] [Pu7] a relativistic analogue of the Fermi-Ulam model was introduced and it was shown that the energy of the ball has unbounded growth. Below we will describe the behavior of the classical Fermi-Ulam model which is in stark contrast to the relativistic case.
Ulam [U] posed the following problem in connection with mechanism of Fermi acceleration [F] : do there exist trajectories for which the energy or the velocity of the ball grow unboundedly. This problem for the Fermi-Ulam model was first solved affirmatively in [Pu4] [Pu5] for analytic functions f 1 (t) and f 2 (t). Ulam himself only considered the case when f 1 (t) and f 2 (t) are sinusoidal and moreover the special case when one of them is constant. The main result of [Pu4] [Pu5] is: for any initial condition the energy and the velocity of the ball are bounded by a certain constant which depends on the initial conditions. The proofs in [Pu4] [Pu5] actually hold for smooth enough differentiable functions f 1 (t) and f 2 (t).
In this article we study the Fermi-Ulam model in an external gravitational field, the ball falls toward the lower plate with constant acceleration g ≥ 0 ( fig. 1 ). The main result for this model is that if f 1 (t) and f 2 (t) are smooth enough and do not touch (i.e. f 1 (t) < f 2 (t) for all t) then the energy and the velocity of the ball are always bounded, i.e. are smaller than a constant which does not depend on t.
We say that the orbit of the ball which has speed v 0 at time t 0 has bounded velocity if there exists c := c(v 0 ) > 0 such that sup τ |v(τ )| ≤ c. If the ball does not have bounded velocity we say that it has unbounded velocity. For simplicity we state the next theorem for analytic functions even though the proof holds for finitely differentiable functions with enough derivatives.
Theorem 2,1.
Suppose f 1 (t), f 2 (t) are analytic, periodic with the same period and f 1 (t) < f 2 (t) for all t. Then the ball has bounded velocity.
Since the ball has zero radius we consider an important special case when the two plates are allowed to touch which we call a singularity, i.e. there exists a time t * when fig. 2 ). In this case the ball can make an infinite number of collisions with both plates in a finite time interval. We say that the ball which has speed v at time t has unbounded velocity at time t
Theorem 2,2. Suppose f 1 , f 2 are continuous function and there is an ǫ 1 > 0 such that
extend by continuity from the left to the points t
exist positive constants K, ǫ such that if the initial condition (v 0 , t 0 ) satisfies |v 0 | > K and t 0 ∈ (t * − ǫ, t * ) then the particle will have unbounded velocity at time t * .
Theorems 2,1 and 2,2 will be proven in section 4.
3. A one dimensional system of bouncing balls in an external gravitational field with oscillating plates
In this article we will only consider the case of two balls. Call the balls P 1 and P 2 and the masses m 1 and m 2 . The balls are elastic point particles and move on a vertical line in a gravitational field with constant acceleration g > 0. They collide elastically with each other and with an infinitely heavy horizontal plate which oscillated periodically in time according to the law z = f (t). Here f (t) is a smooth function having period T > 0. In the case of triple collisions, standard mechanical laws do not apply in most cases. In the special case when instead of two ball we have one ball then this model reduces to the model studied in [Pu1] - [Pu3] . We remark that several balls under the influence of an external field bouncing vertically above a fixed plate was studied in [W1] [W2] and [Ch] . Our first result is
Proposition 3,1. If the masses of both balls are positive but finite then either both balls have unbounded velocity or both balls have bounded velocity.
To produce acceleration we consider a special class of functions which was introduced Pu3] . Let C := {f (t) : f periodic with period T and ∃t 0 withḟ (t 0 ) = KT g/2 for some K ∈ N + }. Note that if f is of class C 1 then there exists a positive constant c 0 (f ) such that f (ct) ∈ C for all c ≤ c 0 and f (ct) ∈ C for all c > c 0 , that is if we scale f to oscillate quickly then it is in the class C and if we scale f to oscillate slowly then it is not in C. The constant c 0 (f ) depends only of the variation of f.
We next consider the special case when the balls are of equal masses. We investigate which different kinds of possible acceleration can happen. Namely suppose that P 2 is the lower ball and P 1 is the upper ball. Let v
be the velocity of ball P 2 at the moment just after the ith collision with the plate and v
(1) i be the velocity of the ball P 1 at the moment just after the ith collision with ball P 2 .
Theorem 3,2. If the masses of both balls are equal and if f ∈ C then there exists unbounded motions of both balls such that
Next we consider the special cases when the mass of ball P 1 is zero while P 2 has non-zero mass. In analogy to celestial mechanics this case is called the restricted system.
There are two possible positions of the balls, in the first case the ball P 2 with non-zero mass is situated between the plate and the ball P 1 ( fig. 3 ) and in the second case the ball P 1 is situated between the plate and the ball P 2 (fig. 4) . In both case the two balls interact between each other according to the law of elastic collisions. The ball P 1 does not influence the ball P 2 since it has zero mass.
Theorem 3,3. If f is a periodic function of class C 1 then in case (1) it is impossible that P 2 has unbounded velocity while P 1 has bounded velocity. If f ∈ C then there are initial conditions for which both balls have unbounded velocity.
If f ∈ C does the motion (unbounded, unbounded) occur? Arnold has shown for a class D ⊂ C of slowly oscillating functions the ball P 2 always has bounded velocity [A] .
Theorem 3,4. In case (2), if f is a periodic function of class C 1 then there exists bounded motions of P 2 and if f ∈ C then there exists unbounded motions of P 2 , for each of which an open set with infinite measure of initial conditions for ball P 1 lead to P 1 having infinite velocity in finite time.
Note that the motion of ball P 2 can, in this case, be regularized through a triple collision since P 1 has zero mass and does not affect P 2 . The motion of P 1 can not be regularized through this collision. In case (2) if P 2 has periodic motion then the model is equivalent to a special case of the Fermi-Ulam model in an external gravitational field.
Proofs of Fermi-Ulam theorems
Proof of theorem 2,1: We prove theorem 2,1 by applying the KAM theorem of Moser [M] .
Namely let (r, θ) be polar coordinates of the annulus 0 < a ≤ r ≤ b and difine a mapping of the annulus by
If h(r, θ) is a function with continuous derivatives up to order s we define the sth derivative norm by
where (r, θ) range over the domain in which h is defined.
Theorem [M] . Fix ǫ > 0 and an integer s ≥ 1. Assume for the mapping (4.1) that every closed curve near a circle and its image curve intersect. Assume further b − a ≥ 1 and
with some constant b 0 > 1. Finally assume F, G have continuous derivatives up to order l and satisfy the inequalities
where δ 0 = δ 0 (ǫ, s, c 0 ) is a sufficiently small positive real number and l = l(s) is a large enough integer. Then the mapping (4.1) has a closed invariant curve
where the functions p, q are functions of period 2π with s continuous derivatives satisfying
The application of Moser's theorem follows the same path as the proofs in [Pu4] [Pu5]
and [Pu9] . Let (t, v) be polar coordinates for the plane R 2 , t ∈ [0, T ) the angular coordinate and v ≥ 0 the radial coordinate. Let D r ⊂ R 2 be the disk of radius r and center v = 0.
For r > 0 sufficiently large let A : R 2 \D r → R 2 having the form A(t, v) = (t ′ , v ′ ) be given implicitly by the following formulas:
(4.7)
The formulas always have an implicit solution if r is sufficiently large. Here we take the minimalt > t which is a solution of the first equation and then the minimal t ′ >t which is a solution of the third equation. Then the dynamics of the ball for large enough v is implicitly given by the mapping A. Namely, if at the moment of collision with the bottom plate the ball has large enough velocity then it will collide exactly once with the top plate before hitting the bottom plate again. If these three events occur at times which we call t <t < t ′ and the velocities at these times (at the moment after the collision) are called v > 0,ṽ < 0 and v ′ > 0 respectively then formula (4.7) holds.
We first verify that the intersection hypothesis of Moser's theorem holds.
Lemma 4,1. Let γ be a simple closed smooth curve on R 2 (parametrized by t) enclosing the disk D r for large enough radius r. Then
Proof of Lemma 4,1: We represent A as the composition of four mappings
A 2 (t 1 , v 1 ) :=(t 2 , v 2 ) = (t,ṽ),
(4.9)
The physical meaning of these mappings is as follows. A 1 accounts for the movement from the lower plate to the upper plate, A 2 accounts for the reflection due to the collision with the upper plate, A 3 accounts for the drop from the upper plate to the lower plate and A 4 for the reflection due to the collision with the lower plate.
The integral invariant of Poincaré-Cartan [C] gives
(4.10)
Set dz =ḟ 1 (t), dz 1 = dz 2 =ḟ 2 (t 1 )dt 1 =ḟ 2 (t 2 )dt 2 , dz 3 =ḟ 1 (t 3 )dt 3 . This transforms equations (4.10) to
For large r the the curves A(γ) and γ have the same orientation. Thus the equality (4.12) is equivalent to the statement of Lemma 4,1.
Lemma 4,2. Let γ be a parametrized simple closed smooth curve on R 2 enclosing D r for large enough radius r. Assume additionally that the mapping A takes γ to the curve A(γ) of the same orientation. Then γ intersects A(γ).
Lemma 4,2 follows directly from Lemma 4,1. This completes the verification of the intersection hypothesis in Moser's theorem. Next we must verify the small parameter condition (4.4) in Moser's theorem. To do this we will make several changes in coordinate as in [Pu4] and [Pu5] . Namely let l be a positive number. We introduce new polar coordinates (t, y) := U (t, v) := (t, 2l/v) (t is the angle variable, y the radius variable).
We consider the mapping A in these coordinates. Equation (4.7) transforms to
and there exists a r > 0 such that in the region |y| ≤ r, 0 ≤ t ≤ T |φ(t, y)| < c 1 y 2 .
(4.14)
Here c 1 is a positive constant not depending on t or y. Furthermore from (4.7) follows
(4.15)
Combining these two equations gives
Applying the change of variables y = 2l/v to (4.7) and (4.16) yields
Next choose l large enough so that
Then for sufficiently small r > 0
for |y| < r, 0 ≤ t < T where 0 < c 0 < 1 is a constant not depending on t, y.
If the constants c 0 and c 1 in equations (4.23) and (4.14) where sufficiently small then Moser's theorem would imply that in any neighborhood of the point y = 0 there exists an A ′ -invariant curve which surrounds the point y = 0. Theorem 2,1 follows from this fact.
In our case the constants c 0 and c 1 from (4.23) and (4.14) are not necessarily small.
The only inequality which c 0 satisfies is 0 < c 0 < 1. Thus we apply the proof of theorem 2 in [Pu5] which is a generalization of Moser's theorem in the case that the mapping has the form given by equations (4.13) and (4.21) which satisfy Moser's intersection condition and satisfy the inequalities (4.14) and (4.23) with an arbitrary constant c 1 and 0 < c 0 < 1.
The main part of the proof of theorem 2 in [Pu5] is the construction of change of variables which transforms the mapping A ′ into a mapping which satisfies Moser's theorem, that is the newly constructed mapping satisfies Moser's intersection condition of has constants analogous to c 0 and c 1 which are small. This fact finishes the proof of theorem 2,1.
Proof of Theorem 2,2: Equation (4.7) implies
We assume without loss of generality that T = 1, t * = 0 and f 1 (0) = f 2 (0) = 0.
The assumption of the theorem imply that f
for t ∈ (−ǫ, 0], i = 1, 2. Fix a positive constant C 1 . We choose the constant K so large that if (v 0 , t 0 ) satisfies |v 0 | > K and t 0 ∈ (−ǫ, 0) then the ball will in its three next hits alternate hitting the top and bottom plates. We denote the next hit of the bottom plate by (v, t) (the velocity is taken to be the velocity just after the hit) and the next hit after time t of the top plate by (ṽ,t) (again the velocity is that just after the hit). We further assume K is so large that v, −ṽ > 2C 1 .
(4.26)
Putting together (4.24) and (4.26) yields
Now equations (4.24) and (4.26) imply max(|t
Putting (4.27) and (4.28) together yields
We inductively assume that
that is the time and velocity of the nth hit on the bottom plate. Furthermore lett n play the role oft when t = t n in equation (4.7). Equations (4.24) and (4.26) imply that n and then simple algebra yields that t n ≤ s n for all n. Thus it follows that t n = −∞ and v n → ∞.
Lemma 4,3. Supposed τ (s) ≡ 0 is a positive C 3 function in the domain (−δ, 0] where δ is a positive constant. Furthermore we assume τ (0) =τ (0) = 0. Consider the sequence {s n : n ≥ 0} given by s n+1 = s n +τ (s n ). Then there exists an ǫ 0 > 0 so that if −s 0 ∈ (0, ǫ 0 )
Proof of Lemma 4,3: Suppose that
since τ (0) =τ (0) = 0. For any n we have the identity
Thus by taking logarithms of (4.32) we see that the limit
exists and s * = 0. Therefore, from (4.33) lim n→∞ s n = s 0 s * = 0 which contradicts equation (4.31).
Proofs of bouncing ball theorems
Proof of proposition 3,1: Suppose the masses of the balls are m 1 and m 2 . Let
Let the velocities of the balls just before a collision be given by v
− and just after the collision by v Proof of theorem 3,2: We first assume there is only one ball above the plate and will build two trajectories γ 1 , γ 2 for it, where γ 1 is periodic and γ 2 has unbounded velocity. Suppose that after the collision with the plate at time t the ball has velocity v > 0, after the next collision with the plate at time t ′ the ball has velocity v ′ and in the time interval [t, t ′ ] the ball does not collide with the plate. The dynamics of the ball is implicitly given by the
Here we take the minimal t ′ > t which is a solution of the first equation. If f ∈ C 1 then there existst 0 so thatḟ (t 0 ) = 0. If f ∈ C then there existst 0 so thatḟ (t 0 ) = T g/2. Set v 0 := T gm 2 /2. Here we have assumed that K = 1 in the definition of the class C.
Using the pointst 0 ,t 0 and elementary algebra we produce two trajectories,
such that v 0 = T gm 2 /2 > 0 where m 2 is a sufficiently large positive integer,t 0 ,t 0 satisfy the equationsḟ (t 0 ) = 0,ḟ (t 0 ) = T g/2 and for all n ≥ 0 the following hold:
(5.5)
Now we return to the case of two balls. The case when lim i→∞ |v
(1)
i | = ∞, occurs when the initial condition of ball P 1 is (t 0 ,v 0 ) and the initial condition of ball P 2 is (t 0 + nT,v 0 ) for any positive integer n. The case lim sup i→∞ |v
(2) i |) < ∞, occurs when the initial condition of the balls is (t 0 ,v 0 ) and (t 0 ,v 0 ). In both cases the behavior described occurs because when two ball of equal mass collide they exchange velocities.
Proof of theorem 3,3: Let v
(1) (t), v (2) (t) be the velocities of balls P 1 , P 2 at time t. Suppose that there is a constant C 1 > 0 such that sup t≥0 |v (1) (t)| < C 1 and sup t≥0 |v (2) (t)| = ∞.
Let 0 ≤ t 1 < t 2 < . . . be the collision times between the particles and ∆t i = t i+1 − t i .
If sup i≥0 ∆t i = ∞ then there is an i ≥ 0 for which ∆t i > 4C 1 /g. Then for t * = t i + (1/2)∆t i we have
It remains to study the case when ∃C 2 > 0 such that sup i≥0 ∆t i < C 2 . Since the second ball has unbounded velocity there are arbitrarily large time intervals in which it has arbitrarily large speed. In particular there existst such that for all t ∈ [t,t + (2) (t 1 ). Thus using (5.6) and (5.7) yields |v (1) (t i )| > −C 1 + 2C 1 = C 1 (5.8) a contradiction.
We have already shown in theorem 3,2 that for a single ball there is an unbounded trajectory γ 2 if f ∈ C. However the zero mass particle does not effect the dynamics of the ball P 2 so this trajectory occurs in the case (1) as well. The above discussion shows that any initial condition for P 1 above the trajectory γ 2 leads to both balls having unbounded velocity.
Proof of theorem 3,4 We apply Theorem 2,2. The role of the function f 2 (t) in theorem 2,2 will be played by the orbit of P 2 and the role of f 1 (t) will be played by f (t).
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