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Гібридні нейронні мережі засновані на ідеї поєднан-
ня спайк-нейронних мереж та принципів нечіткої логі-
ки. У статті пропонується архітектура самонавчан-
ної фаззі-спайк-нейронної мережі на основі дискретних 
динамічних ланок другого порядку
Ключові слова: нечітка кластеризація, спайк, фаззі-
спайк-нейронна мережа
Гибридные нейронные сети основаны на идее объе-
динения спайк-нейронных сетей и принципов нечеткой 
логики. В статье предлагается архитектура самообу-
чающейся фаззи-спайк-нейронной сети на основе дис-
кретных динамических звеньев второго порядка
Ключевые слова: нечеткая кластеризация, спайк, 
фаззи-спайк-нейронные сети
The hybrid neural network based on the idea of combining 
spiking neural networks and the principles of fuzzy logic. The 
paper presents the architecture of self-learning fuzzy spiki-
ng neural network based on discrete second-order critically 
damped response units
Keywords: fuzzy clustering, spike, fuzzy spiking neural 
networks
1. Вступ
Серед розмаїття засобів обчислювального ін-
телекту задля обробки даних за умов відсутності 
апріорної інформації, самонавчанні фаззі-спайк-
нейронні мережі (СФСНМ) [1] привертають дедалі 
більше уваги через те що вони ближче до моделей 
реальних нейронних систем, ніж штучні нейронні 
мережі попередніх поколінь, швидкіші та обчислю-
вально потужніші за них. Крім того, СФСНМ вия-
вили нову галузь, де спайк-нейронні мережі можуть 
бути успішно застосовані, а саме – нечітку кластери-
зацію. У даній роботі пропонується архітектура са-
монавчанної фаззі-спайк-нейронної мережі на основі 




2. Архітектура самонавчанної спайк-нейронної мережі
Самонавчанну спайк-нейронну мережу зображено 
на рис. 1.
Як видно, це гетерогенна тришарова нейронна ме-
режа з бічними зв’язками у другому прихованому 
шарі.
Перший прихований шар спайк-нейронної мережі 
(СНМ) [2] призначається для кодування вхідних об-
разів x k( )  розмірності n ×( )1  до вхідного вектору із 
спайків δ t t x k− ( )( )( )0 , де кожен спайк визначається 
його часом збудження. Перетворення здійснюється 
шляхом популяційного кодування, яке передбачає, 
що вхід x k i ni ( ) =, , ,...,1 2  обробляється водночас за до-
помогою сукупності нечітких рецепторних нейронів 
FRN l hli , , ,...,= 1 2 .
Виявлення кластерів відбувається у другому при-
хованому шарі, який складається з m  спайк-нейронів 
SN j mj, , ,...,= 1 2  ( m  – кількість кластерів, що їх необ-
хідно знайти). Вони з’єднані з нейронами попередньо-
го шару синапсами MSjli . Після фази навчання спайк-
нейрон SN j  посилає вихідний спайк δ t t x k− ( )( )( )0  для 
кожного вхідного образу x k( ) , при чому збудження 
нейрона визначає відстань між вхідним образом та 
центром нейрона.
Третій шар обробляє відстані між вхідними обра-
зами та центрами нейрона, виконує нечітке розбиття 
та обчислює рівні належності µ j x k j m( )( ) =, , ,...,1 2 .
3. Нечіткі рецепторні нейрони 
У загальному випадку час збудження нейрона, що 
його було поширено рецепторним нейроном, знахо-
диться в інтервалі 0 0, maxt
[ ]  , який називається інтерва-
лом кодування й визначається виразом
t x k t x k clj j j lj j
0 0 01[ ] [ ] [ ]( )( ) = − ( ) −( )( ) max ,ψ σ , (1)
де ψ • •( ), , clj0[ ]  та σ j  є активацій-
на функція рецепторного нейрона, її 
центр та ширина відповідно.
Інтерпретуючи функцію акти-
вації ψ li ix k( ( ))  як функцію належ-
ності, шар рецепторних нейронів 
може розглядатися як такий, що 
перетворює вхідні дані у нечітку 
множину, яка визначається значен-
нями активаційної функції належ-
ності ψ li ix k( )( )  і виражається в ча-
совому просторі у вигляді спайків 
t x kli i
0[ ] ( )( ) .
Насправді, кожен пул рецептор-
них нейронів виконує нечітке висно-
вування нульового порядку Такаґі-
Суґено [3]
IF x k IS X THEN OUTPUT IS ti li li( ) [ ]0 , (2)
де Xli  нечітка множина з функ-
цією належності ψ li ix k( )( ) . Вико-
ристовуючи такий підхід, можна 
інтерпретувати пул рецепторних 
нейронів як певну лінгвістичну 
змінну, а кожен рецепторний ней-
рон (точніше, нечіткий рецепторний 
нейрон) в пулі – як лінгвістичний терм з функцією 
належності ψ li ix k( )( ) . 
Таким чином, не маючи ніяких апріорних знань 
про структуру даних, можна налаштувати актива-
ційну функцію першого шару нейронів для того, щоб 
вона відповідала ним і, у такий спосіб, отримати кращі 
результати кластеризації.
4. Спайк-нейрон як нелінійна динамічна система
Cкладений синапс MSjli спайк-нейрона SN j  пере-
творює вхідний сигнал з часоімпульсної форми у 
часонеперервну, а його сома перетворює вхідний 
сигнал з часонеперервної назад до часоімпульсної 
форми.
З позиції класичної теорії автоматичного керу-
вання, cкладений синапс MSjli  є динамічною систе-
мою, яка складається з різних часових затримок, 
критично згасної ланки другого порядку, а також з 
регульованих коефіцієнтів підсилення , що їх з’єдна-
но паралельно.
Кожна група з часової затримки, ланки другого 
порядку, та коефіцієнтів підсилення формують під-
синапс cкладеного синапсу. У відповідь на вхідний 
спайк, підсинапс виробляє зважений постсинаптич-
ний потенціал з затримкою u tjli
p ( ) , а також декілька 
синапсів виробляють загальний постсинаптичний 
потенціал u tjli ( ) , що надходить до соми спайк-ней-
рона.
Рис. 1. Архітектура самонавчанної спайк-нейронної мережі
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5. Нечіткий вихідний шар 
кластеризації
Вихідний шар, він же нечіткий 
вихідний шар кластеризації, прий-
має спайки δ t t x kj− ( )( )( )[ ]1  , що над-
ходять з другого шару, і здійснює 
нечітке розбиття вхідних образів 
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,          (3)
де ζ  фаззіфікатор, який визначає 
межу між кластерами та контролює 
рівень нечіткості кінцевого розбиття 
даних за кластерами.
Спайк-нейронні мережі більш 
схожі на моделі реальних нейронних 
систем, ніж штучні нейронні мережі 
попередніх поколінь. Трактування 
спайк-нейронної мережі в рамках 
теорії автоматичного керування дає 
змогу побачити, що синапси спайк-
нейрона є ніщо інше, як ланки дру-
гого порядку, а сома – система поро-
гового виявляння. Спайк-нейронна 
мережа, реалізована на їх основі, є 
аналого-цифровою нелінійною ди-
намічною системою, яка передає та 
обробляє інформацію і в часоімпуль-
сній, і в часонеперервній формах.
6. Розв’язування завдання нечіткого кластерування 
даних
На основі розв’язання задачі сегментування зобра-
жень самонавчанною фаззі-спайк-нейронною мережею 
продемонстровано ефективність її роботи.
Для розв’язання даної задачі було обрано зобра-
ження ХНУРЕ з сателіту.
З 50% пікселів, що їх було обрано випадково було 
сформовано навчальну вибірку (рис. 2). Зображення 
подавалося на вхід попіксельно у формі тривимірних 
векторів, які відповідали RGB-складникам відповід-
ного пікселю. Для більш зручного представлення ре-
зультатів розкластерування зображень, кластери по-
значено відтінками сірого (рис. 3).
7. Висновки
Спайк-нейронні мережі більш схожі на моделі 
реальних нейронних систем, ніж штучні нейронні 
мережі попередніх поколінь. Трактування спайк-
нейронної мережі в рамках теорії автоматичного ке-
рування дає змогу побачити, що синапси спайк-ней-
рона є ніщо інше, як ланки другого порядку, а сома 
– система порогового виявляння. Спайк-нейронна 
мережа, реалізована на їх основі, є аналого-цифро-
вою нелінійною динамічною системою, яка передає 
та обробляє інформацію і в часоімпульсній, і в часо-
неперервній формах.
Запропоновані в роботі фаззі-спайк-нейронні ме-
режі підтвердили свою дієвість в задачах розпізнаван-
ня образів на зображеннях.
а)                                                          б)
Рис. 2. а) Зображення ХНУРЕ; б) навчальна вибірка
а)                                                         б)
Рис. 3. Зображення, отримане при обробці тестовій вибірки фаззі-спайк-
нейронною мережею а) на першій епосі навчання, б) на третій епосі навчання
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