In many important application areas such as signal processing, pattern recognition, control, and communication, nonlinear adaptive systems are needed to approximate underlying nonlinear mappings through learning from examples. In order for approximations to be sufficiently accurate, a good performance is required for nonlinear adaptive systems. Meanwhile, many applications, especially those in emerging areas of wireless communication and networking [24] , [38] , [79] , [95] , require the learning to be done in real time in order to adapt to a rapidly changing stochastic environment. Other applications such as data mining and searching the Web need to deal with very large data sets [37] , [66] , and thus the learning time must scale nicely with respect to the size of data sets. Since the size of learning machines determines the memory required for implementation, a learning machine with a compact structure is preferred. Therefore, a challenging problem is how to develop adaptive learning systems with a compact
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Publisher Item Identifier S 0018-9219(99)06910 -8. structure that can achieve good performance and be adapted in real time. The goal of this paper is to address the important issues of performance and real-time learning for nonlinear adaptive learning machines by reviewing recent work in the interdisciplinary areas of adaptive learning systems, statistics, and information theory. There are two aspects when these issues are investigated: architecture of adaptive learning machines and learning scenarios (approaches). The learning scenario considered is the supervised learning for nonparametric nonlinear regression including classification as a special case. We discuss several general frameworks, such as the expectationmaximization (EM) framework, the combination scheme, weak learning, and evolutionary algorithms, all of which aim at improving the efficiency and performance of a learning machine. In order to be comprehensive, a neural network is used as a sample architecture to show how these general frameworks are applied. The reason why neural networks are chosen is that they have been shown to be universal approximators to a general class of nonlinear functions [9] and have become popular recently. The general framework can be applied to other learning machines. This, however, is not the focus here.
In supervised learning, performance addresses the problem of how to develop a learning machine to achieve optimal performance on samples that are not included in a training set. Efficiency deals with the complexity of a learning machine in both space and training time. Specifically, the space complexity of a neural network refers to its size, and the time complexity characterizes the computational time needed to develop such a neural network. These three issues are interrelated.
The performance of a supervised learning system is characterized by its generalization error, which measures the distance between the output function of a trained model and an underlying target function. Most existing methods for training neural networks in supervised learning suffer from an intrinsic problem in pattern recognition: the bias and variance dilemma [39] , [47] . That is, if a neural network is too large, 1 it may overfit a particular training set and 1 For instance, feedforward neural networks with too many neurons. thereby fail to maintain good generalization error. A small neural network, however, may be sufficient to approximate an optimal solution. In addition, one important algorithmic problem is how to deal with a complex optimization problem with possibly many local minima. The size of a learning machine can be characterized by the space complexity, which is related to the number of free parameters (for instance, the number of weights of a neural network). A learning machine is considered to be efficient in space if its space-complexity scales as a polynomial function in terms of the dimension of feature vectors. 2 It has been found that compact adaptive learning systems like multilayer feedforward neural networks are efficient approximators of a wide class of smooth functions. They possess a polynomial space complexity [10] . Other learning machines, which consist of localized models such as nearest neighbor classifiers [27] , Parzen windows [35] , and linear combinations of localized basis functions [10] , [80] , may suffer from the so-called "curse of dimensionality." That is, their space-complexity scales exponentially with the dimension of the feature vectors [10] , [65] , [85] .
Learning time can be characterized by the time complexity as a scaling property with respect to the dimension of feature vectors. An adaptive learning system is considered efficient in time if the time complexity is polynomial. Training (nonlinear) feedforward neural networks and classifiers is slow, and in general, NP-complete [18] , [59] . But training the aforementioned localized learning machines can be done quickly. For example, nearest-neighbor classifiers simply remember all training samples and therefore do not require training. This presents a dilemma that exists between performance, space complexity, and time complexity. Therefore, an important issue is whether or not it is possible and how to develop a neural network that can learn in real time while achieving a desired performance with a polynomial space complexity.
In this work, we address these three fundamental issues: performance; efficiency; and space-complexity. We discuss how they motivate the search for new solutions for adaptive learning machines with a neural architecture. To achieve our goal within a limited scope, we focus on reviewing recent work in three areas: training an individual neural network; combinations of well-trained models; and combinations of weak models. We also discuss hybrid methods, such as evolutionary computation in the emerging area of soft computing, and their role in tackling these fundamental issues.
This paper is organized as follows. Section II gives the background knowledge on performance and efficiency. Section III provides an overview to the approaches to be discussed in this paper. Section IV reviews neural networks that utilize a fixed structure to tackle the issues of performance and efficiency. As finding an appropriate structure is very difficult, approaches have been developed to combine models. Section V reviews the research on combining welltrained models to improve the performance. Section VI then discusses combinations of weak classifiers and how combined weak classifiers make a tradeoff among performance, time complexity and space complexity. Section VII introduces hybrid methods, such as evolutionary computation, and their role in tackling issues of performance and efficiency. We conclude the paper in Section VIII. As there is a large volume of related work, our selections of material may be subjective, and we apologize for any significant omission.
II. BACKGROUND: PERFORMANCE AND EFFICIENCY

A. Notation
In a supervised learning environment, let denote training samples pairs, where is a -dimensional feature vector of the th sample and is the corresponding target. For simplicity, is assumed to be a scalar in this paper. Furthermore, we assume that there is a function so that . 3 For the function approximation problem, is a real number. For classification, indicates the class to which the th sample belongs.
Neural networks are a class of nonlinear models that consist of interconnected nonlinear processing nodes. As an example, a two-layer feedforward network with one linear output unit, input units, and sigmoidal hidden units is shown in Fig. 1 . Let be a weight matrix at the first layer and its th column ( ) be the weight vector connecting the th hidden unit to the inputs. Let be a weight vector at the second layer and its th element denote the weight connecting the th hidden unit to the output.
is a vector that represents the outputs of hidden units corresponding to input . The th element ( ) of is equal to (1) where is the sigmoidal transfer function. The output of the network, , corresponding to an input can be expressed as (2) B. Performance and Efficiency 1) Performance: Let be a model with a set of parameters and trained on training set . The performance of can be measured in terms of the difference between a function to be approximated and its approximation through the squared norm
where is the probability density function of . If training samples are drawn randomly, the expected squared norm is (4) where the expectation ( ) is over all possible training sets of the same size. The quantity can be considered as a measure of the performance. It is also called the generalization error of , since it measures the average performance of in approximating the unknown function rather than fitting training samples alone.
When pattern classification is considered as a special case of nonlinear regression, generalization error can be defined as the probability of incorrect classification, which is .
2) Efficiency:
The space complexity of is the number of free parameters of when the generalization error is no bigger than . For example, if a two-layer feedforward neural network is considered, can be either the number of hidden units or the total number of independent weights of the network. The timecomplexity of an adaptive learning system is defined as the expected training time needed to obtain a learning system when the generalization error is bounded by .
The scaling property of the time complexity and space complexity defines the efficiency of an adaptive learning machine (or algorithm) whose generalization error is no bigger than a given quantity . is said to be efficient in space if scales polynomially in terms of the dimension of feature vectors, , and other related parameters. If the time complexity scales polynomially in term of these quantities, the learning machine is said to be efficient in time. If the efficiency can be achieved both in space and time, the learning machine is said to be efficient.
3) Relationships Between Performance and Efficiency: Performance and efficiency are interrelated. This can be understood through an example of a two-layer feedforward neural network.
Suppose a training algorithm exists that can obtain the weights of each hidden unit in polynomial time. The algorithm is not efficient if the number of hidden units needed is exponential in terms of the dimension of feature vectors. This is because the total training time can be estimated as the time needed to train a single hidden unit multiplied by the number of hidden units in the networks. In other words, a polynomial space complexity is needed to achieve the polynomial time complexity for training the entire network for this example. Together, space efficiency and time efficiency can define the efficiency of a learning algorithm for two-layer feedforward neural networks. This idea will be further explained in Section VI in the context of combinations of weak classifiers.
Efficiency has to be defined together with performance, i.e., the generalization error of a resulting two-layer network should be smaller than a desired quantity 4 when the space complexity and time complexity are examined. This is because the concept of efficiency would be meaningless without a requirement on generalization performance. For example, a binary classifier with a generalization error of can certainly be obtained using an efficient (yet trivial) algorithm that only performs random guessing.
C. Performance Issues
There are two important factors affecting the performance: the bias and variance dilemma, and possibly a complex objective function with many local minima.
The first issue is intrinsic and is independent of algorithms used. The second issue is algorithm and problem dependent. In the following, we further discuss the first issue and its relationship with the second issue.
1) Bias and Variance Dilemma:
The generalization error is affected by two factors: bias and variance. To define the bias and variance, let be the best model in the model space, that is, . Therefore, the solution does not depend on the training data. Furthermore, the bias Bias and variance Var for a model can be defined as Bias (5) where the expectation is on a randomly drawn , and
The inner expectation is on and the outer one is on randomly drawn training sets of the same size. Therefore, the generalization error can be decomposed into, and bounded by, a sum of the bias and variance [10] , [22] , [39] Bias Var
The first term of the right-hand side is the error due to the bias that can be caused by an inappropriate choice of the size of a class of models when the number of training samples is assumed to be infinite. The latter is the error corresponding to the variance and is caused by the finite number of training samples. 5 In a special case when a class of models was chosen to be two-layer feedforward neural networks with sigmoid hidden units, 6 the bias and variance were bounded explicitly by Barron [10] . In particular, and are upper bounds for the bias and variance respectively, where represents a quantity in the order of . The fact that decreases with the number of hidden units suggests that a large neural network with many free parameters is less biased. Since it has been shown by Barron [10] that feedforward neural networks are capable of approximating a wide class of smooth functions when the number of hidden units is sufficiently large, a larger set of neural networks (with a larger ) certainly contains a better approximation of than a smaller set of neural networks (with being smaller). That is why the bias is smaller when is larger. However, when the number of training samples is finite, a network with an excessively large space complexity will overfit the training set. This can be understood from the concept of information capacity of neural networks [1] , [13] , [28] , [52] , [74] in information theory. The information capacity is the maximum number of training samples that can be memorized by a neural network given a certain space complexity. When the space complexity exceeds the information capacity, learning machines are so large that they only memorize training samples. Since there are many such neural networks with the same space complexity but different choices of weights which can memorize training samples, their (generalization) performance varies and thus leads to a large variance. That is, the average performance can decrease as gets larger. This can be observed from the term , which increases with respect to . Therefore, a tradeoff needs to be made between bias and variance.
2) Bias Variance and Local Minima: An issue that needs to be clarified is whether the bias and variance are related to local minima, or the effectiveness of an algorithm at finding a good solution. In our view, the bias by definition only depends on the structure of a class of neural networks but not the choice of values of weights and is therefore independent of any training algorithm. To understand the variance as defined, we can consider the sample variance. For any given (randomly drawn) training set of size , a network corresponding to can be found, which contributes to one sample in the sample variance. The true variance can be estimated through a sufficiently large number of such samples. In the definition given by Barron [10] , it was assumed that each corresponded to the global minimum of the error function, i.e., it was the best network that can be obtained given information from a training set. To define the variance depending on a specific algorithm and applications, the theoretical result may lose its generality. This definition (given by Barron) simply suggests that the bias and variance dilemma is intrinsic for nonparametric regression (even if one had the most powerful algorithm to obtain the globally optimal network). Therefore, such a definition on the variance can also be considered to be algorithm independent.
In practice, for a given training set and the chosen error function, different algorithms result in different networks corresponding to different 's. If an algorithm (say, an evolutionary algorithm to be introduced later) is always better at finding a globally optimal solution, and another algorithm (say, a gradient-descent algorithm) gets stuck at a local minimum more often, then the former would have a smaller sample variance than that of the latter.
III. OVERVIEW OF APPROACHES
Before we go into details, a quick overview on what we will soon discuss may elucidate the logical organization of this paper.
Focusing on performance and efficiency, we start our review from an individual model. For training an individual model, performance can be improved by balancing bias and variance through either finding a model with optimal size or adding a regulation term in an objective function to confine the complexity of a model. Efficiency in finding a model can be achieved through fast training algorithms based on the "divide-and-conquer" principle.
However, finding an optimal size is usually difficult if not impossible. To address the performance issue, a combination of well-trained models has been proposed. The essential idea is to pick a slightly oversized model as a base for combination. Since the base model is oversized, it has a low bias but a high variance. The algorithm, therefore, relies on combinations to diminish the overall variance, and thus the generalization error.
Although the combination of well-trained models relaxes the need to optimize the size of a model, its learning time increases with the number of models to be combined. The combination of weak models aims at improving the efficiency of the combination of well-trained models while preserving the nice performance property. In particular, this approach uses the similar combination scheme but it chooses a weak model as a base model. A weak model is a model whose performance is only slightly better than random guessing and thus has a large bias but a small variance. From the performance perspective, since different weak models are forced to learn different parts of a problem, combinations of many such weak models can diminish the overall bias and thus achieve good generalization. From the time-efficiency point of view, since the base model performs only slightly better than random guessing, it can be obtained efficiently. Furthermore, this approach uses an incremental learning procedure. The whole training process can be very efficient.
Since there is still a large body of related work in these three areas, we further narrow our scope in each area.
Specifically, for training an individual model, we focus on the issue of the time efficiency and illustrate how the "divide-and-conquer" principle is applied to the reviewed algorithms. For combinations of well-trained models, since there are papers with an extensive review on this subject [33] , [77] , we focus on one class of algorithms that hopefully serves as a bridge to the next topic on combinations of weak classifiers. More thorough review is given on combinations of weak models both on algorithms used and theoretical results.
As will soon be discussed, randomized algorithms play a key role in combinations of both well-trained and weak models. They are also one of a few approaches that can hopefully result in polynomial-time algorithms and achieve global optimization. This leads us to further discussing hybrid methods such as evolutionary computation in the emerging area of soft computing and illustrating the relationships with combinations of weak classifiers.
IV. PERFORMANCE AND EFFICIENCY: TRAINING AN INDIVIDUAL MODEL
A. Performance
In order to make a tradeoff between bias and variance when a single network is used, we need to find the optimal architecture of a neural network. This is equivalent to determining an optimal space complexity, for example, the optimal number of hidden units and layers for multilayer neural networks. Tremendous efforts have been made on estimating and finding the optimal architecture of a learning system using a finite number of training samples. These approaches include computational learning theory [13] , [39] , [49] , [53] - [55] , [96] - [98] , various statistical methods including cross validation and model selection [9] - [11] , [81] , [83] , [100] , [104] , and stochastic exploration of an optimal structure based on evolutionary algorithms [73] , [105] . Due to inherent difficulties in accurately estimating the (space) complexity of a nonlinear adaptive system like a neural network with limited training samples, finding the optimal architecture for a learning machine remains a very difficult task.
Another practical difficulty of training a neural network is that the error function (the objective function) to be minimized is usually very complex with many local minima and possibly flat areas [40] . Therefore, a deterministic gradient-based approach may be trapped by a local minimum rather than a global minimum. To deal with this issue, stochastic algorithms have been developed. Since stochastic algorithms are also used in our next two subjects as a general framework for randomization, we will leave the further discussion on these algorithms to Section VII.
B. Space Complexity
Although an exact optimal architecture is difficult to obtain, nonlinear adaptive systems such as multilayer feedforward neural networks have been shown to be efficient in space. In particular, Barron [10] showed that the space complexity of two-layer feedforward networks with sigmoidal hidden units is polynomial when used to approximate a wide class of smooth functions. The space complexity of linear combinations of localized basis functions, however, is exponential when used to approximate the same class of functions. Although feedforward two-layer neural networks can also be regarded as linear combinations of (sigmoidal) basis functions, they are efficient in space because of two major reasons: 1) sigmoidal functions are nonlocal and 2) sigmoidal functions at the hidden layer when regarded as basis functions are parameterized by their weights. Those weights effectively adapt the sigmoidal (basis) functions to the feature space and thus result in a good scaling property on the space complexity with respect to the dimension of feature vectors.
C. Fast Training Algorithms
Finding a nonlinear adaptive system like a neural network with an appropriate structure is a nonlinear optimization problem, which can be complex and slow. One of the most widely used algorithms for training neural networks is backpropagation (BP) based on gradient descent [90] , [103] . Although this simple approach has been successfully used to train neural networks for a wide range of applications, the algorithm can be notoriously slow when used to train a large network in solving a complex problem. This is because neural networks with a complicated structure result in complex error functions that are difficult to minimize.
In fact, it has been shown that training a multilayer neural network of a fixed structure is NP complete [18] , [59] . It is not clear whether an approximation of an optimal solution can be found in polynomial training time either. Therefore, to tackle the issue of time complexity, efforts have been focused mostly on developing "fast" training algorithms that can improve upon the training time compared with, for instance, that of BP. There are two categories of fast training algorithms. The first one is motivated by the "divide-and-conquer" principle and tries to decompose the complicated problem into a set of relatively easy subproblems. The second class of algorithms is motivated by stochastic algorithms and tries to "escape" from local minima through randomized approaches. We discuss algorithms in the first category next and the second category in Section VII.
Three major types of fast training algorithms developed in the first category are: 1) decision-tree algorithms; 2) incremental learning algorithms for training multilayer neural networks; and 3) EM algorithms. Although they are in different forms, they were all developed based on the "divide-and-conquer" principle.
1) Decision Tree:
A decision tree is a directed, acyclic graph in which each node is either a decision node with two or more successors or a leaf node. Every leaf is labeled as a class, while a decision node has a model for deciding to which successor a sample (feature vector) belongs. Usually, a model at a decision node can be as simple as a linear model (or a so-called perceptron) or just a threshold on an attribute. A decision tree can be considered as a special case of multilayer feedforward neural networks [4] .
The decision tree algorithm can be considered as a typical example of "divide-and-conquer." It is a recursive algorithm (see [19] and [86] for more elaborate review). The algorithm starts with a root node which utilizes all training data. First, a best model is computed according to a criterion for best separating the training data into two sets. Then the tree grows to the next level with two children so that the left child only takes care of one part of the training data, and the right child looks at the rest. The left and the right children have their own children in a similar fashion, and the tree grows until a stopping criterion is satisfied.
The decision tree algorithm is very efficient for two reasons. First, each node usually uses a simple decision model, (e.g., a perceptron or a threshold on one attribute). Secondly and more importantly, a complicated problem is divided by a decision node so that its successors only focus on parts of the problem instead of the entire problem.
2) Incremental Learning: Incremental learning trains one base model at a time using the residual error from the previously trained models. Once a base model is trained, it is fixed and combined with all previously trained models. The new residual error is calculated for training the next base model until a certain stopping criterion is met. Through this algorithm, training a large complicated model is reduced to training an individual base model sequentially. As an example, to train a two-layer feedforward neural network [36] , a neuron is treated as a base model. Since incremental algorithms reduce the task of training an entire neural network into training individual neurons sequentially, they have been shown to be one or two orders of magnitude faster than gradient-descent-based algorithms [23] , [36] , [46] .
3) EM Algorithms: As the previous two algorithms were developed based on heuristics, fast training algorithms based on EM algorithms were formulated through a better established theoretical framework [58] , [69] - [71] . The EM algorithm was originated from statistics [31] for finding the maximum likelihood. It was introduced into the learning community in the past few years to speed up training. Specifically, EM algorithms were derived for training the stochastic Boltzmann machines [2] , [25] , the mixture of experts [16] , [58] , two-layer feedforward neural networks [71] , and fully connected recurrent neural networks [69] , [70] .
In the following, we first review the general EM framework [31] . We discuss how to apply the EM framework in a supervised learning environment [58] . We then provide an EM algorithm for training a two-layer neural network [71] . a) EM framework: The EM algorithm can be viewed as a statistical framework for maximum likelihood estimation [31] . Let be a set of data observed directly, and let be a set of parameters characterizing the corresponding distribution of the random variables. The maximum likelihood problem is to find an optimal set of parameters through maximizing the log likelihood of the data. That is (8) Although the above optimization problem can be done through a gradient-based approach, it can be computationally difficult to maximize the original log likelihood function directly. How can such an optimization problem be simplified? Intuitively, a complicated problem may be decomposed into simpler problems through carefully chosen auxiliary variables. These auxiliary variables may not be observed directly but may be estimated. These variables are called missing variables and denoted as . The EM algorithm provides a framework to utilize such missing variables and simplify a complex optimization problem into several much simpler problems. The way to do so is through iterating between a so-called expectation(E)-step, and a maximization(M)-step. The E-step estimates the missing variables, and the M-step uses the estimated variables to find a locally optimal solution.
Specifically, in the E-step, the following conditional expectation can be computed (with respect to hidden variables) of the complete data ( ) log likelihood given incomplete data and the previous parameters at the th step: (9) where . is called complete data including both missing data and incomplete data. The notation indicates that the conditional expectation is a function of and the expectation is evaluated using as parameters in the probability density function. represents a probability density function. stands for the expectation operation. In the M step, new parameters are found by maximizing the expected log likelihood . The algorithm alternates between the E and M step and terminates when a certain convergence criterion is satisfied. Local convergence of the EM algorithm is guaranteed. That is, after every (E-M) iteration, the original log likelihood does not decrease, i.e.,
. As a result, the optimal set of parameters can be obtained. In practice, this implies convergence to a local maximum of the original log likelihood . b) EM for supervised learning: Jordan et al. [58] introduced the EM framework into the supervised learning environment. Specifically, the observed data, i.e., incomplete data, can be defined as [58] . Moreover, if a set of hidden targets denoted as can be chosen, the complete data corresponds to . For notational simplicity, we will use to represent . Therefore, the Q function (9) can be rewritten as the following, when training samples are assumed independently drawn from the input domain: (10) Therefore, to apply the EM algorithm, we need to define a proper set of hidden targets and the probability models of and . c) EM for neural networks: To show a relatively simple example, we apply the EM framework to training a twolayer feedforward neural network. Our discussion is based mostly on [70] . More detailed treatment for more complicated (recurrent) neural networks can be found in [69] and [71] .
In [69] and [71] , the hidden variables have been chosen to be the desired targets at the hidden layer denoted by for the th training sample. This is motivated by the fact [48] , [64] , [89] , [91] that if the targets (missing variables) of each individual neuron could be obtained in addition to the input-output training examples, training a complicated neural network with many interconnected hidden neurons could be reduced to training a sequence of individual neurons.
To establish probability models, Gaussian models have been established in [69] and [71] based on previous work [67] , [72] , [104] . Through some tedious algebraic manipulations, the following algorithm has been derived [71] .
1) and initialize the weights at both layers ( and ) randomly. 2) E-step: Compute the expected hidden targets for the hidden units as follows:
where and are weighting parameters. represents the th element of (given in (1) evaluated at the th step.
is the training error of the th training sample at the th step.
3) M-step: Compute and as follows (12) where stands for the new weight vector at the first layer, for . This step is equivalent to training individual sigmoidal (hidden) units in parallel (13) where are the new second-layer weights. This can be accomplished by training individual single neurons simultaneously.
4) Let
, and go back to step 2) until certain convergence conditions are satisfied. The main idea of the derived EM algorithm for training a two-layer neural network can be summarized as follows. At each iteration, the expected hidden targets are evaluated first through the E-step (11). The expected hidden targets then serve as the targets at the hidden layer to train the first-layer weights (12). Since the hidden targets for the hidden units are completely separable, finding the firstlayer weights can be done through training M individual neurons simultaneously. Furthermore, the hidden targets also serve as inputs to the second layer, and the quadratic training error between the outputs and the desired targets is minimized to obtain the new second-layer weights (13) . This is equivalent to training a single linear neuron. Therefore, training the original two-layer (nonlinear) network is decomposed into training a set of single neurons, which can be done much faster than training the original (nonlinear) layer network. The derived EM algorithms were tested extensively on various applications [70] , [71] and were shown to reduce the training time by a factor of 10-20 as compared with BP. 4) Discussion: Three types of fast training algorithms have been reviewed in this section that apply the "divideand-conquer" principle to improve training time.
Decision tree algorithms divide a problem (or a training set) recursively by the tree structure so that nodes (or base models) in the tree deal with successively easier problems moving down the tree. Therefore, a decision tree algorithm can be viewed as implementing "divide and conquer" in a "vertical" fashion. The incremental algorithms train a base model individually using residual error. Therefore, this scheme can be viewed as implementing the "divide and conquer" in a "horizontal" fashion. The EM algorithm works in a slightly different way. It divides a problem into small pieces iteratively using the "divide-and-conquer" procedure so that each base model can be trained in the maximization step. Once training is completed, it redivides the problem and reestimates information needed to train each small piece in the expectation step. Each piece is then trained again in the M step. The process continues until a convergence criterion is met.
D. Open Problems
Although fast training algorithms have been shown to improve the training time substantially, the improvement is usually measured heuristically. The theory on training time is still missing.
Many algorithms have been proposed to adapt the structure of a single model in order to find the optimal tradeoff between the bias variance. However, these algorithms are mostly developed through heuristics and lack a solid theoretical ground. The algorithmic complexity of these algorithms may also be higher. It has not been proved theoretically whether and how to develop an algorithm that is efficient for achieving good performance through adapting its structure. As a result, achieving a good generalization performance of an individual model is still considered to be a challenging open question.
V. PERFORMANCE: COMBINATIONS OF WELL-TRAINED MODELS
To alleviate the difficulties in finding an optimal structure of a single nonlinear adaptive system (neural network), methods are proposed to combine different models. The main idea is to train multiple models, such as neural networks, decision trees, or classifiers individually, and then combine them as an ultimate model. The hope for using a combination to improve the generalization performance is that if individual models make mistakes differently, a combined model would be able to improve upon the performance of a single model.
Tremendous efforts have been made to investigate whether a combined model can indeed improve the performance, and how to combine models to achieve good performance [3] , [88] . Specifically, combinations of experts have shown to be able to work at least as well as the best expert in the pool of experts on predicting binary strings [26] , [68] . Combinations of neural networks [84] , [102] and regressors [21] have also been used for both classification and function approximation problems. Somewhat similar ideas were also used for collective agents such as in classifier systems and genetic algorithms [43] , [50] , [51] .
As a good review on this subject was offered by Dietterich [33] , in this section we do not intend to survey all aspects of combinations of well-trained models. Rather, we focus on the general issues that are relevant to the next subject we will discuss on combinations of weak classifiers.
A. Key Issues
A combined model can be represented in a simple form. Let 's be a set of total models defined on a feature vector , where a can be a neural network (or a single neuron). Let be the weighting factor for the th model. The combination of these models can be represented as (14) is essentially a linear combination of the so-called base models 's. When a (two-class) classification is considered, the combined model becomes a combined classifier , where
is an indicator function, where for , and otherwise.
is a label assigned to a feature vector by a combined classifier. When 's are also classifiers, is a combination of classifiers. There are two key issues in combinations of models.
1) How to obtain a set of base models, . 2) Given a set of base models, how to choose an optimal set of weighting factors so that the generalization error of the combined model is minimized.
B. Obtaining Base Models 1) Requirements:
Numerous algorithms have been developed to explore the first question. These algorithms are distinct in two ways. One results from different architectures for base models and different algorithms for obtaining base models. Another corresponds to different methods used to "perturb" the training process so that the base models obtained can have diverse error patterns. Having classifiers with diverse error patterns were shown to be crucial to effectively improving the performance through combinations of models [61] , [63] . This can be understood through two (extreme) examples. At one extreme, if these classifiers are identical, there will be no gain from any combination. At the other extreme, if these classifiers make independent errors with a probability less than 0.5, the overall number of errors made after a combination can decrease exponentially as the number of such classifiers increases [61] . However, the "diversity" is not easy to achieve because all models are trained to do essentially similar tasks. Therefore, a certain randomness should be introduced to "perturb" the learning procedure so that models can learn different parts of a problem, and thereby make errors as differently as possible.
2) Diversification of Base Models: The common methods used to perturb training were categorized by Dietterich [33] , [34] into the following cases.
1) Manipulating the input features, i.e., selecting different features for training different base models (classifiers). One such example is Adaboot [45] , where every individual classifier is trained on only one randomly chosen dimension of a feature vector. 2) Randomizing training procedures. For example, [84] sets randomized initial weights of neural networks; [57] generates hyperplanes randomly. 3) Manipulating the labels in a training set, i.e., adding the random noise to the labels [32] . 4) Manipulating a training set, i.e., resampling or reweighting the original training set from a certain resampling probabilities (or reweighting schemes) [20] , [30] , [44] .
A successful algorithm for generating base models may use one or several aforementioned techniques to diversify base models.
3) Algorithms: Among the above techniques, the most appealing is to randomize training data by selecting a resampling probability due to its effectiveness and simplicity.
Three algorithms to control resampling probabilities have been proposed and proven to be effective by extensive experiments. The first algorithm was originally proposed by Wolpert [102] and was extensively investigated by Breiman [20] , [21] as the so-called bagging algorithm. This algorithm generates a training set for training a base model through resampling the original training set with replacement uniformly. Through this resampling algorithm, a newly generated training set is not exactly the same as the original one, although both data sets are drawn from the same distribution. Therefore, the resulting base models from different training sets are different.
The second algorithm was proposed by Freund et al. [45] . The algorithm starts from a uniform resampling probability denoted as for a training sample . The th model is trained on the th training set, which is resampled with replacement from the original training set according to probability . changes dynamically as follows. If the th sample is incorrectly classified by the current combined model, is increased from the previous resampling probability . Otherwise it remains the same. Comparing with the above uniformly resampling algorithm, the resampling probabilities here are dynamically changed based on the performance of all previous obtained models.
The third algorithm was proposed by Ji and Ma [30] , [57] . This algorithm divides training samples into two classes: a set of "cares" and a set of "don't cares." The former consists of training samples that have not been classified correctly. The latter contains the training samples that have been classified correctly. A base model is then obtained using a set of "cares" alone. This algorithm can be viewed as a compromise between the first two algorithms, since it dynamically determines the set of "cares" and "don't cares" but uniformly resamples only on all "cares." 7 
C. Combination
The other important issue for combination is how to determine the weighting factors. Intuitively, the outputs of base models can be used to "train" the weighting factors . However, the straightforward minimization approach often results in overfitting [75] , [77] and is therefore not applicable. This is because the base classifiers are highly correlated since they are designed to solve similar tasks. One simplest algorithm called majority vote uses the equal weighting for base models, i.e., for all . Clearly, this scheme is not optimal because it does not take full consideration of differences among base models. But majority vote has been used widely due to its simplicity [20] , [22] , [57] . More elaborate algorithms have been investigated for combination. Wolpert [102] proposed combining base models through minimizing the squared error using cross validation. Breiman [21] later imposed proper constraints on the weights 's. Freund et al. [44] , [45] proposed using the confidence of a base model as the weight for that model. Principal component analysis [76] was also investigated to explore and thus discount correlation among individual base models.
D. Open Questions
Both theoretical and empirical results [20] , [22] suggest that combinations of well-trained models can ease the bias-variance dilemma and improve the performance substantially. That is, we can select a base model with a relatively large size so that it has a small bias but a large variance. A combination scheme can be responsible for reducing the overall variance for a combined model [20] , [22] , [76] , [84] . Therefore, finding an optimal structure of a model is no longer important. Very often, however, the price paid for the gain in performance is a larger space complexity. In addition, as several models are combined, each of which may take a long time to train, an even longer training time results in for a combination. Since training time is critical for real-time applications and is more difficult to tackle than the space complexity, a natural question to ask is whether combinations of models can be used to improve the time complexity at a reasonable cost of the space complexity. Combining weak models provides a promising answer to this question.
VI. PERFORMANCE AND EFFICIENCY: COMBINATIONS OF WEAK MODELS (CLASSIFIERS)
Although individual base models in a combination can be quite general, we focus on classifiers as base models in this section.
A. Three Approaches
There are three main approaches developed on combinations of weak classifiers: the boosting algorithm called Adaboost (adaptive boosting algorithm) by Freund and Shapire [44] , [45] ; the stochastic discrimination (SD) by Kleinberg [61] , [62] ; and the combination of weak perceptrons (CWP) by Ji and Ma [30] , [56] , [57] .
The concept of weak learning was first introduced by Kearns and Valiant [60] as a part of a theoretical question in the context of the probabilistic approximately correct (PAC) learning theory [13] , [97] . The question can be informally stated as "Does the existence of a weak learner imply the existence of an efficient strong learner?" Schapire [93] first proved the existence with a "yes" through a recursive and constructive approach. He showed that if a classification problem is solvable in the PAC framework, the problem can be solved through combinations of weak classifiers that can do a little better than random guessing. Later, Freund [44] showed that in theory a combination of weak classifiers through the simple majority vote can combine the weak classifiers into a strong classifier. The Adaboost [44] was further proposed as a practical algorithm for combinations. Although this work [44] , [45] illustrated that weak classifiers could be combined to achieve what a strong classifier could do, it did not further address whether combinations of weak classifiers had any advantage in performance or efficiency as compared with training an individual strong classifier or combining well-trained individual strong classifiers.
In an independent work, Kleinberg [61] proposed stochastic discrimination and showed that combining a large number of weak classifiers could improve the (training) performance monotonically. In addition, he also showed that the time-complexity of combined weak classifiers was polynomial. The derived theory, however, was built on an assumption that weak classifiers made independent classification errors. Such an assumption cannot be achieved in a real situation.
Ji and Ma [30] , [56] , [57] proposed combinations of weak perceptrons (or neurons). Through extensive experiments, this work showed that a very simple algorithm for generating and combining weak classifiers may achieve better efficiency and performance than training a strong classifier or combining well-trained classifiers. Such a simple procedure is to generate randomly weak perceptrons from the perceptron space as weak classifiers and combine these weak perceptrons through a majority vote. Timecomplexity and space-complexity of a combined classifier were formally defined and shown to be polynomial for a "special case" when the strength of weak classifiers was properly chosen. A tradeoff was explicitly shown to exist between time complexity and space complexity.
In the following, we further review these three algorithms and the corresponding theoretical results.
B. Weak Classifiers 1) Definition:
The strength of a classifier can be characterized by , the so-called weakness factor, where . Let be the required (generalization) error of classifier , i.e., Pr . If , the classifier is considered to be a weak classifier because it only performs a little better than random guessing. The larger the is, the weaker the weak classifier. The time compelxity and space complexity of follow the general definition given in Section II but should take into account the weakness factor.
If the space complexity and time complexity of a combined classifier scales polynomially with respect to both the dimension of feature vectors and parameters such as the weakness factor and a desired generalization error, the classifier is said to be efficient. Otherwise, if an exponential scaling is observed, they are considered to be inefficient.
A set of weak classifiers should satisfy the following two conditions: 1) each weak classifier should do better than random guessing and 2) the set of classifiers should have enough computational power to learn a problem. The first condition ensures that each weak classifier possesses a minimum computational power. The second condition suggests that individual weak classifiers should learn different parts of a problem so that a collection of weak classifiers can learn an entire problem. If all the weak classifiers in a collection were to learn the same part of a problem, their combination would not do better than individual classifiers.
2) The Structure of Weak Classifiers: Both local and nonlocal classifiers have been proposed. Kleinberg et al. [62] proposed using a hypersphere as a weak classifier. Such a weak classifier classifies all the samples that fall into the sphere as one class and those outside as the other class. This classifier is local because samples close to the center of a sphere are in the same class. This choice of weak classifiers, however, may suffer from the "curse of dimensionality" and thereby is difficult to handle high-dimensional problems.
Kleinberg [62] and Freund et al. [45] independently proposed to use a half space as a weak classifier. A half space classifier classifies input features based on only one selected dimension (or feature) and ignores other dimensions. Therefore, the decision boundary of a halfspace classifier is a hyperplane perpendicular to the selected dimension. Such a classifier is global and may be expected to have a nice (polynomial) scaling property with respect to the dimension of feature vectors, thereby avoiding the curse of dimensionality for some cases. As shown by experimental results [44] , the set of half-space weak classifiers is limited for representing an arbitrary decision boundary. As a result, the performance is not as good as that of combinations of stronger classifiers. To increase the representation power of the half-space classifiers, the union of two or more half spaces was also considered.
To generate a global classifier with a stronger representational power, Ji and Ma proposed using a perceptron (or a neuron) as a weak classifier [30] , [57] . Similar to a halfspace classifier, the decision boundary of this classifier is also a hyperplane, and therefore global. However, the orientation of its decision hyperplane can be arbitrary. Therefore, a hyperplane classifier is much more flexible than a half-space classifier. In fact, the combination of these perceptrons (or neurons) forms a two-layer neural network which has been shown to be able to approximate arbitrary functions in theory [10] .
C. Algorithms for Combinations of Weak Classifiers
Once the structure of weak classifiers is determined, qualified weak classifiers can be generated and combined.
1) Generation of a Qualified Weak Classifier:
There are two fundamentally different approaches to generate a qualified weak classifier. One is to apply a training algorithm to find the "best" weak classifier. The other is to randomly generate a weak classifier from the set of all weak classifiers until a qualified classifier is obtained.
Freund et al. [45] used the first scheme, where a feature is first selected randomly and the best threshold is then obtained through exhaustive search. Both stochastic discrimination (SD) [62] and combinations of weak classifiers [57] generated a weak classifier through the second approach. The algorithm can be described as follows: 1) partition the training data into "cares" and "don't cares"; 2) randomly generate a candidate classifier from the classifier space; 3) test classification error rate of the candidate classifier on the "cares"; 4) if the error rate on the "cared" samples is less than a threshold , then keep this classifier and go to step 1) to generate another weak classifier; otherwise go to step 2), where is the weakness factor. 8 In this algorithm, a random classifier is first chosen as a candidate classifier. The strength of this candidate classifier is then tested on a set of "cares," which refer to those training samples incorrectly classified. If the candidate passes the threshold, it is accepted and combined with previous qualified classifier. Otherwise, it is rejected and the procedure is repeated until a qualified candidate is found.
Therefore, this approach of generating a qualified classifier can also be called trial until qualified (TUQ).
To generate a perceptron classifier randomly [57] , the direction of a hyperplane is first generated randomly and uniformly. Then a feature vector is picked randomly to place the hyperplane in the feature domain.
Three considerations motivate the choice of a randomized (TUQ) approach over the training classifier approach. First, if a qualified classifier is weak enough so that it can be obtained through only several trials, the TUQ may be computational cheaper than training a classifier. Second, the random sampling to obtain a weak classifier may reduce overfitting, which is the problem inherently associated with any training algorithm. Third, random sampling may facilitate theoretical analysis as we will discuss later.
2) Combinations of Qualified Weak Classifiers:
In general, the combination schemes developed to combine well-trained models can be used to combine weak classifiers. Specifically, Freund [45] used the weighted majority vote and chose the confidence of the corresponding classifier as the weighting factors. Both combinations of weak perceptrons [57] and stochastic discrimination [62] used the simple majority vote to combine weak classifiers.
3) Adaptively Reweighting and Combining (ARC): Several algorithms for combining either weak or strong models have been discussed. They are bagging [20] , Adaboost [44] , stochastic discrimination [61] , [62] , and a combination of weak hyperplanes [30] , [57] . Although these algorithms were rooted from different theories and served different purposes, they share common characteristics. Recently, Breiman [22] proposed an ARC framework to capture the common characteristics in these algorithms, where ARC characterizes a combination algorithm as an iterative threestep procedure [assuming classifiers have been obtained in the current combination]. 1) Resampling (or reweighting) the original training set to obtain the th training data set. Bagging algorithm uniformly resamples the original training set. Boosting adaptively resamples the original training set. Stochastic discrimination and combinations of weak perceptrons resample uniformly on dynamically chosen "cares." 2) Generating a qualified th classifier based on the th training data. Bagging algorithm was designed to combine well-trained models. In practice, both neural networks and decision trees (CART) [20] have been used as base classifiers. Although Adaboost was originally designed to combine weak classifiers, it has been widely used effectively to boost the performance of strong classifiers [22] , [87] . SD and CWP all used the TUQ algorithm to generate randomly either a hypersphere or a perceptron but only keep those which exceed a certain performance threshold. 3) Determining the weight for voting. Adaboost uses the confidence over the performance of a model as the corresponding weight for voting. All other algorithms use the simple majority vote combination scheme.
D. Performance of Combinations of Weak Classifiers
Since the performance of Adaboost [45] when used to combine a large number of weak classifiers was found to be either comparable or somewhat inferior to combining strong classifiers, Adaboost algorithms have been used mostly to combine a small number of well-trained classifiers [22] , [45] , [87] . Through extensive experimental comparisons [22] , [45] , [87] , Adaboost for combining strong models has been shown to perform consistently better than training an individual model or a bagging combination algorithm.
Can combinations of weak classifiers do better in performance than training a strong classifier? Although the independent assumption used in the theory for stochastic discrimination is difficult to satisfy in reality, better performance has been obtained consistently when a large number of weak classifiers are combined and used in handwritten digit recognition [62] . In particular, the resulting combined classifiers were shown to be less sensitive to overfitting. This means the performance of a combined classifier was usually improved when more and more weak classifiers were combined. Similar to combinations of well-trained classifiers, this in fact shows that combinations of weak classifiers reduce the variance when more and more weak classifiers are combined.
Combinations of weak perceptrons [57] were tested extensively on various synthetic and real data sets. The generalization performance of the combined weak perceptrons has been shown to be slightly better than combinations of well-trained classifiers and outperforms individual neural network classifiers and -nearest neighbor classifiers. Meanwhile, as will soon be shown, interesting phenomena have been observed that a tradeoff can be made between performance and efficiency by combinations of weak perceptrons.
E. Efficiency of Combinations of Weak Classifiers
As the performance of combinations of weak classifiers is comparable to that of combinations of well-trained classifiers, what really are the advantages of using weak classifiers? 1) SD: SD [61] first suggested that combinations of weak classifiers can be used to improve the training time. A theory was derived to show that when weak classifiers were assumed to make independent classification errors, the computational time for selecting a weak classifier was polynomial in terms of the dimension of feature vectors. As the space complexity was also shown to be polynomial, the resulting time complexity of a combined classifier was polynomial. Empirically, the training time needed to obtain a combination of weak classifiers was shown to be magnitudes faster than that of conventional training methods such as BP.
Three factors were not included when the timecomplexity was derived: the structure of weak classifiers; the weakness factor; and the statistical dependence among outputs of weak classifiers. As discussed in Section V-A, the structure of weak classifiers relates directly to the space complexity of a combined classifier and thus determines its space efficiency. The weakness factor also affects the space complexity of a combined classifier, since the weaker the weak classifiers are, the more weak classifiers may be needed to learn a problem, and the larger the space complexity. This may in turn influence the time complexity, since the time complexity of a combined classifier can be regarded as the average training time needed to obtain a weak classifier multiplied by the space complexity. 9 
2) Combinations of Weak Perceptrons: a) Empirical results:
The efficiency of combinations of weak perceptrons was first tested empirically through various pattern classification problems [30] , [57] . For the space complexity, when the -nearest neighbor classifiers suffer from the curse of dimensionality, a nice scaling property in terms of the number of dimensions was observed for combined weak classifiers.
As for the training time, a qualified weak perceptron could usually be obtained within ten trials for all these experiments. Therefore, combinations of weak perceptrons are magnitudes faster than training a two-layered neural network by BP algorithms.
The empirical results also showed that the weaker the weak perceptrons, the more weak perceptrons (the larger the space complexity of a combined classifier) were needed to achieve a certain performance, and the less time was needed to obtain a weak perceptron. Therefore, a tradeoff may be made between the time and space complexity through a properly chosen weakness factor. b) Theoretical results: To shed light on whether and why combinations of weak perceptrons are efficient, theoretical analysis was carried out on a simple example when combinations of weak classifiers are used to learn underlying perceptrons [57] .
The generalization error Pr of the combined classifier with weak perceptrons was derived and bounded above by a quantity in the order of i.e., (16) where is the weakness factor.
stands for a quantity in the order of .
Such a bound shows that the generalization error decreases at a polynomial rate in terms of the number of weak perceptrons. By setting the upper bound to be equal to , which is a bound on the desired generalization error, the space complexity of a combined classifier 10 can be obtained easily as (17) 9 The number of weak classifiers by definition. 10 S is the number of weak classifiers needed to achieve a certain generalization error.
Therefore, is polynomial in both the weakness of factor and .
The time complexity of a combined classifier is defined as the average number of samplings needed to obtain a combined classifier when a desired generalization error at most . Such a time complexity was shown to satisfy (18) for and large but . Since the larger the weakness factor , the larger the space complexity , but the smaller the time complexity , a tradeoff can be made between the space complexity and time complexity by finding an optimal . Specifically, let and assume large, an optimal weakness factor can be obtained as . Therefore, when , the time complexity is polynomial in the dimension of feature vectors; otherwise, is an exponential function of . In the meantime, when this condition is satisfied, the space complexity is also polynomial in . The existence of such a critical value for the weakness factor suggests that the polynomial time complexity may be obtained at a cost of a larger size classifier compared to that of a welltrained classifier with a fixed structure. The cost, however, is theoretically tolerable, since it scales polynomially in the dimension of feature vectors. c) Discussion: Through analyzing the time complexity, an intuitive explanation can be drawn on when and why combinations of randomly selected weak perceptrons are efficient. If weak classifiers are weak enough, i.e., the weakness factor is large enough, there will be many such weak classifiers. Therefore, the chance of getting a weak classifier is high at each sampling. That is, the number of times needed to sample the classifier space until a qualified weak classifier is accepted is small. As soon as weak classifiers are not too weak to destroy the polynomial space complexity, the efficiency can be achieved both in time and space for combinations of weak perceptrons.
The theory provides a unique explicit relationship between performance and efficiency but is limited to a special case for learning a linear decision boundary. There are no similar results derived so far on nonlinear classification problems.
F. Open Questions
Due to the intrinsic difficulties of tackling performance and efficiency of nonlinear classifiers, many open questions need to be investigated on combinations of weak classifiers.
Some of these open questions are given below.
1) How to show the optimality of a (randomized) algorithm for choosing and combining weak classifiers.
Assuming there were an infinite number of weak classifiers usable in a combination, this question essentially asks whether an algorithm is optimal in approximating a Bayes classifier. As an elegant analysis showed that the nearest-neighbor classifiers [27] are asymptotically Bayesian optimal, it remains open as to whether or not similar results could be obtained for a randomized algorithm using weak classifiers.
2) For what problems do a large number of weak classifiers exist to achieve a desired performance? Even when an optimal algorithm is used to obtain a combination of weak classifiers, it is not clear whether a large enough number of weak classifiers exist so that the combined classifier can achieve a desired performance for a given structure (perceptron, for example) and a weakness factor. If the classification problem is too difficult, there may not exist any weak classifier, since a set of weak classifiers with the chosen structure may not have enough capacity [13] , [27] , [52] , [74] to do better than random guessing.
3) For what problems do a large number of weak classifiers exist so that the time complexity can be polynomial? Not all problems can be solved in polynomial time, (e.g., training nonlinear neural classifiers is NP complete). A polynomial complexity for randomly selecting a weak classifier is obtained based on the assumption that there exist a large number of weak classifiers. For example, if there exists at least a polynomial fraction of classifiers that can do better than random guessing, the average number of tries required to get one weak classifier is polynomial. Otherwise, choosing one acceptable weak classifier from an exponentially small fraction of all classifiers would take an exponential number of tries on the average. Since the number of acceptable weak classifiers depends on the problem, it is important to characterize problems for which a large number of weak classifiers do exist.
VII. PERFORMANCE AND EFFICIENCY THROUGH STOCHASTIC TRAINING: EVOLUTIONARY ALGORITHMS
As explained in the previous sections, randomization is the key for the success of the two combination approaches. In combining well-trained models, randomness is introduced into different phases of the training process to obtain diverse base models. In combining weak classifiers, the randomized algorithm is crucial to generate different weak classifiers to achieve good performance and efficiency. In fact, randomization not only benefits the combination schemes but is also essential to exploring the global rather than local optimization (as deterministic gradient-based approaches do).
In this section, we further elaborate more general randomized algorithms based on evolutionary computation. Evolutionary computation has been used for solving complicated problems in diverse areas of engineering and biology. Its general introduction and related applications can be found in [5] , [40] - [42] , and references therein. In what follows, we focus on specific applications of evolutionary algorithms to tackling the issues of training neural networks. Other applications can be found in [41], which include applying evolutionary algorithms to finding appropriate network architecture [73] , [105] and adaptively adjusting the learning rate [92] . We first illustrate how to apply evolutionary algorithms to train a neural network. We then discuss the similarities and differences between evolutionary algorithms and the algorithm for combinations of weak perceptrons.
A. Evolutionary Computation
A fundamental difficulty of using a deterministic gradient-descent-based algorithm for nonlinear optimization is that the algorithm can be easily trapped by a local minimum. As the error function of a complicated nonlinear system is itself usually very complex and may have many "tiny" local minima and flat areas, using a gradient-based algorithm to train a neural network is usually extremely slow and yields poor results. To ease this problem, evolutionary algorithms, which are stochastic algorithms, were proposed [41] as an alternative to deterministic approaches.
Evolutionary algorithms are a class of stochastic optimization and adaptation techniques that are inspired by natural evolution. They mainly consist of genetic algorithms [51] , evolutionary programming [41], and evolution strategies [94] . A comprehensive review of these three different methods can be found in [7] . Although each evolutionary algorithm is designed with a different methodology, all of them are population-based search procedures. When evolutionary algorithms are used to train neural networks, a typical algorithm can be described as follows.
Let be a real-valued -dimensional weight vector of a neural network with an input-output function , where is the input vector, and is the output. The goal is to find a vector so that a certain criterion on , denoted as , can be minimized.
1) Initial step at , and randomly generate an initial population with parent vectors for . 2) Generate offspring from each parent, i.e.,
where . indicates a random variation operation. 3) Select the th generation based on all offspring 's. The fitness of offspring can be evaluated through . Then based on the fitness measure, a selection operator can select a set of offspring as the new parents for the th generation. That is, a set of the new parents (weight vectors) satisfies (20) where is a set of weight vectors consisting of all 's. Steps 2) and 3) can be combined into one as .
4) Let
. Go back to
Step 2) until stopping criteria are satisfied.
At each iteration which is called a generation, an evolutionary algorithm first generates offspring (candidates) from each of parents through a randomization operator [Step 2)]. As an example, [40] describes a simple variation operation as , where is a vector and its elements are independent Gaussian random variables with zero mean and variance proportional to . The next key step [Step 3)] in an evolutionary algorithm is to select a set of offspring as a new generation (qualified candidates). A simple way to select offspring as the th generation is to pick the top offspring based on their performance . , for instance, can be the one that minimizes an error on a given training set while minimizing the complexity (the number of nonzero weights in ) of the network [10] , [39] . More sophisticated variation and selection operators can be found in [41] .
B. Efficiency: Relationships to Combinations of Weak Classifiers
To understand how evolutionary algorithms may contribute to tackling the issue of computational efficiency, it is beneficial to compare the similarities and differences between evolutionary algorithms and combinations of weak classifiers.
1) Comparison with Combinations of Weak Classifiers:
There are two loops in the algorithm for CWP given in Section VI-C1. The inner loop is used to obtain a qualified weak classifier, and the outer loop is for growing the structure by combining more and more qualified weak classifiers. The algorithm at the inner loop, which is TUQ, can be viewed as a special case of the evolutionary algorithm described above. The outer loop can also be viewed as a special case of evolutionary architecture, where the training samples are evolving toward those which are misclassified.
When weak classifiers are weak perceptrons, corresponds to a weight vector that defines a hyperplane. The fitness measure represents the (classification) error rate. The selection threshold is , which is the upper bound on the training error to ensure that candidate classifiers are not too weak. Corresponding to Step 1), a hyperplane ( ) is chosen initially from a uniform distribution. Its strength is then tested using . The selection operator simply keeps those that have a classification error no larger than . To generate the offspring (hyperplanes at the next step), the randomization operator simply generates another set of hyperplanes randomly. However, different from evolutionary algorithms, combinations of weak classifiers combine hyperplanes (parents) at each stage in order to select new hyperplanes (offspring). The final solution for combinations of weak classifiers is a combination of selected parents and offspring at all stages, whereas an evolutionary algorithm intends to find a (single) optimal solution at the final stage. However, the combination can also be included in evolutionary algorithms by revising either the section operator or the random variation operator .
Similar comparisons can be made between evolutionary algorithms and other related randomized algorithms given in Section V. Details will be omitted.
2) Discussion: To understand whether and when evolutionary algorithms could be efficient in time, we recall that combinations of weak classifiers use many randomly chosen (weak) classifiers whereas evolutionary algorithms (the current version) intend to find a (single) globally optimal solution. This leads to the question of whether and when it is possible to find a single solution through random sampling in hopefully a polynomial number of steps on the average.
Consider again the simple example on combinations of weak classifiers given in Section VI-E2. When random sampling was used to select a single weak classifier, weak classifiers needed to be weak enough so that the subset of all weak classifiers occupies a large enough fraction in the space of all classifiers defined by one perceptron. Then the average number of times needed to (uniformly) sample the classifier space until a qualified weak classifier was obtained would be polynomial. Since each classifier thus obtained was weak, many such classifiers would need to be combined so that the resulting classifier could have a low classification error. The number of weak classifiers needed in a combination would be polynomial if the classification error of the combined classifiers decreased at least at a polynomial rate with respect to the number of weak classifiers. This shows that the key ingredients for combining randomized weak classifiers are 1) to have a large enough weak classifier space to sample in order to achieve polynomial time-complexity for each weak classifier, and 2) to have a polynomial number of weak classifiers in a combination (a polynomial space complexity) so that the time complexity for a combined classifier is polynomial.
Imagine evolutionary algorithms were used for this case. Then random sampling is used to obtain a single classifier with a low classification error. Since the number of such strong classifiers is an exponentially small fraction of all classifiers, sampling the classifier space randomly will not result in polynomial time complexity. That is, nonuniform sampling is needed in order to achieve polynomial time complexity. This needs to be done by carefully designing the random operator and the selection operator so that smaller and smaller classifier subspaces can be sampled to eventually obtain an optimal classifier with a high probability. Finding the operators and that can accomplish such a task is crucial to the resulting time complexity. This is equivalent to other problems of random sampling with different samplers [12] . In other words, as this problem is solvable in polynomial time, and extremely simple, it could be used as a simple example to see how an evolutionary algorithm can be designed to achieve the polynomial time complexity.
C. Open Questions
As evolutionary algorithms have shown potential in finding optimal space complexity in a reasonable computational time, little has been done in investigating performance and efficiency of evolutionary algorithms. This, in fact, poses several interesting open questions for possible future research through both empirical and theoretical studies. 1) How can one obtain experimental evidence on the quality of solutions (networks) obtained by evolutionary algorithms to achieve good generalization? 2) How does one rigorously define the time complexity and space complexity of evolutionary algorithms? 3) How does the time-complexity (once defined) scale with the complexity of a benchmark problem (characterized by the dimension of feature vectors)? 4) How should one analyze the performance and efficiency of evolutionary algorithms at least for simple cases?
Due to the complexity of nonlinear optimization, theoretical studies of randomized algorithms would probably be tractable for only simple problems and simplified algorithms. As evolutionary algorithms were posed in a very general form in order to solve complex problems, for analytical tractability, it may be beneficial to consider very simple operators ( and ) for simple examples. In fact, this approach was taken by Karp et al., who introduced randomized algorithms in a general form but provided theoretical analysis on simple cases [15] , [29] . He showed that using very simple random sampling, it was possible to obtain a single solution in polynomial time for some cases, which may help analyzing the time complexity of evolutionary algorithms.
For more complex problems such as finding (nonlinear) neural networks, empirical studies on performance and efficiency of evolutionary algorithms on benchmark problems should be possible. Either empirical or theoretical studies on the performance and efficiency of evolutionary algorithms will provide a better understanding of these emerging approaches.
VIII. CONCLUSION
We have reviewed several general techniques to improve efficiency and performance. Three different approaches have been discussed to improve the performance through making a tradeoff between the bias and variance: 1) searching for an optimal structure for a single network-this was studied mainly for improving the performance of single model; 2) training several oversized models that have a low bias but a high variance, and then diminish the overall variance through combining these models-combinations of well-trained models improve the performance through this approach; 3) training a large set of weak models that have a large bias but a small variance, and then diminish the overall bias and thus the generalization error by combining these weak models-combinations of weak classifiers improve the performance through this scheme. Furthermore, to find global (rather than local) optimal, a stochastic training algorithm, such as an evolutionary algorithm, is essential.
To improve the efficiency for searching for a single optimal solution, the "divide-and-conquer" principle can be used vertically for decision tree algorithms, horizontally for incremental learning algorithms, or recursively for the EM algorithms.
Combinations of weak classifiers, which use an incremental combination scheme and a randomized algorithm, have shown the potential to achieve time efficiency as well as a good generalization performance at a cost of polynomial space complexity for benchmark problems. Explicit relationships have been provided to illustrate the interrelation and the tradeoff between performance and efficiency through combinations of weak classifiers.
As randomized algorithms play an important role for combinations of (weak) classifiers in tackling performance and efficiency, hybrid methods such as evolutionary computation are discussed as a class of more general randomized algorithms.
Although much progress has been made in performance and efficiency of nonlinear adaptive systems, many problems are still wide open for possible future research.
