We develop arguments on the critical point theory for locally Lipschitz functionals on OrliczSobolev spaces, along with convexity and compactness techniques to investigate existence of solution of the multivalued equation −∆ Φ u ∈ ∂j(., u) + λh in Ω, where Ω ⊂ R N is a bounded smooth domain, Φ : R −→ [0, ∞) is a suitable N-function, ∆ Φ is the corresponding Φ-Laplacian, λ > 0 is a parameter, h : Ω → R is integrable and ∂j(., u) is the subdifferential of a function j associated with critical growth.
Introdution
We deal with the multivalued equation −∆ Φ u ∈ ∂j(., u) + λh in Ω (1) where Ω ⊂ R N is a bounded domain with smooth boundary ∂Ω, h : Ω → R is measurable, λ > 0 is a parameter, ∆ Φ is the Φ-Laplacian operator, that is 
where σ ∈ L ∞ (Ω), σ ≥ 0, σ ≡ 0, a > 0 is a number and Φ * , is the inverse of the function t ∈ (0, ∞) → ds which extends to R by Φ * (t) = Φ * (−t) for t ≤ 0, while ∂j(x, t) stands for the subdifferential of j, ∂j(x, t) = {µ ∈ R | j o (x, t; r) ≥ µr, r ∈ R}, where j o (x, t; r) is the generalized directional derivative of t → j(x, t) in the direction of r, j o (x, t; r) = lim sup y→t, s→0 + j(x, y + sr) − j(x, y) s .
Due to the nature of the differential operator ∆ Φ it is natural to work in the framework of OrliczSobolev spaces. It is known, (cf. [14, 25] ), that Φ * (t) = 
Our main results are,
Remark 1.1 If N ≥ 3, φ(t) = 2 and σ ≡ 1, then by computing, one gets Φ * (t) = t
2N
N−2 and φ * (t) = t N+2 N−2 , up to constants. The subdifferential of j(x, t) is shown to be
Equation (1) reads as
−∆u ∈ ∂j(., u) + λh in Ω.
A nonnegative solution u ∈ H 1 0 (Ω) of (4) with |{x ∈ Ω | u(x) = a}| = 0 is shown to satisfy 
Notations and Preliminary Results
In this section we gather notations and results on subdifferential calculus and Orlicz-Sobolev spaces.
To begin with, following Chang [9] , Clarke [10] , Motreanu & Panagiotopoulos [22] and Carl, Le & Motreanu [8] , let X be a reflexive real Banach space and let I : X → R be a locally Lipschitz continuous (I ∈ Lip loc (X, R) for short).
The generalized directional derivative of I at u ∈ X in the direction of v ∈ X is defined as
It is known that I 0 (u; ·) is convex and continuous, its subdifferential at z is
and the generalized gradient of I at u ∈ X is
An element u 0 ∈ X is a critical point of I if 0 ∈ ∂I(u 0 ). A main abstract result to be used in this paper is a variant for Lip loc functionals, of the AmbrosettiRabinowitz Mountain Pass Theorem, to our best knowledge, developed first via the Deformation Lemma, by Chang [9] , see also [2] for a proof using the Ekeland Variational Principle and the Ky Fan Minimax Theorem, cf. [7] .
If I ∈ Lip loc (X, R) and u ∈ X then ∂I(u) ⊂ X ′ is bounded, nonempty, convex and weak*-closed, in the sense that if ξ j ∈ ∂I(u j ), u j → u and ξ j * ⇀ ξ then ξ ∈ ∂I(u). We set
Theorem 2.1 Let X be a Banach space and let I ∈ Lip loc (X, R) with I(0) = 0. Suppose there are numbers η, r 1 > 0 and e ∈ X such that
(ii) e > r 1 and I(e) ≤ 0.
where
Then c > 0 and there is a sequence (u n ) ⊆ X (named a (P S) c -sequence) satisfying
The reader is referred to [1, 18, 25, 16] regarding Orlicz-Sobolev spaces. The usual norm on L Φ (Ω) is ( Luxemburg norm),
and the Orlicz-Sobolev norm of W 1,Φ (Ω) is
Recall that
It turns out that Φ and Φ are N-functions satisfying the ∆ 2 -condition, (cf. [25, p 22] ). In addition, L Φ (Ω) and W 1,Φ (Ω) are separable, reflexive, Banach spaces. By the Poincaré Inequality, (see e.g. [16] ),
where d = diam(Ω), and it follows that
As a consequence, u := ∇u Φ defines a norm in W 1,Φ 0 (Ω), equivalent to . 1,Φ . The imbeddings below (cf. [1, 18, 11] ) will be used in this paper:
Regarding this last case, Φ * is the critical growth function associated to Φ, and the best constant, labeled S, is positive and given by
By [14, p. 263] ,
. By the Hölder inequality,
As a consequence of the inequality above and (6)
The energy functional associated with (1) is I := I λ,a defined by
It is known that
and, (cf. lemma 4.1),
Thus,
The Mountain Pass Geometry of I
The proof of theorem 1.1 uses theorem 2.1. Items (i)-(ii) in theorem 2.1 are known as the mountain pass geometry for I. In this regard we will present a proof of the result below based on [3] .
Lemma 3.1 Let h ∈ L Φ * (Ω) be nonnegative, with h = 0, and assume that ℓ * > m. Then there exist λ 0 , η, r 1 > 0 and e ∈ W 1,Φ 0 such that for each λ ∈ (0, λ 0 ) and a > 0,
e > r 1 and I(e) ≤ 0.
Proof At first we show (i). Indeed, using lemmas 7.1, (cf. Appendix), and the Hölder Inequality we have
Using lemma 7.2 also in the Appendix, we get
Joining estimates (10) and (11) we have
Taking u ≤ 1 it follows by the inequality just above that
Choosing r 1 := min{1, s 0 } it follows that
This shows (i). In order to show (ii), pick ϕ ∈ C ∞ 0 (Ω) with ϕ ≥ 0 such that meas{x ∈ Ω | ϕ(x) ≥ a} > 0 and ϕ ≥ 1.
Taking t > 1 we get
Setting e := t 1 ϕ with t 1 > 1 large enough we have I(e) < 0, showing (ii).
Boundedness of the Palais-Smale Sequence
The result below is a special case of theorem 1.1 in Le, Motreanu and Motreanu [20] which in turn is a variant for Orlicz-Sobolev spaces, of the Aubin-Clarke Theorem (cf. [10, theorem 2.7.5]). The result itself as well as its proof will be used several times in this paper.
Lemma 4.1 Let j be as in (2) . Then
and the functional
By lemmas 3.1, 4.1 and theorem 2.1 there is a sequence (u n ) ⊆ W 1,Φ 0 such that
Actually, there is w n ∈ ∂I(u n ) such that
and so there is ρ n ∈ ∂J(u n ) such that
The result below is inspired on lemma 1.20 of Willem [26] .
is bounded. In particular, there is some
Proof of Lemma 4.1 By the very definition of j, j(x, .) is differentiable at each t = a and
On the other hand, if t = a, then (cf. [8] ),
In particular, for each ρ = ρ(x) ∈ ∂j(x, t) with t ≥ 0 we have,
Actually, if t > a, then
Notice that if ρ := ρ(x) ∈ ∂j(x, t) then
Moreover, using the fact that Φ * (φ * (t)) ≤ Φ * (2t), (cf. [14, p. 263]), we infer that
which is condition (1.6) in theorem 1.1 of [8] . This proves lemma 5.1.
Proof of Lemma 4.2. By (12) we have
Estimating using the inequality above, (14) , the Hölder Inequality and lemma 7.1 we have
showing that ( u n ) is bounded.
On the Convergence of the Palais-Smale Sequence
The result below is crucial, will be proved in detail in this paper, and actually, was motivated by lemma 4.4 by Fukagai, Ito & Narukawa [14] .
(Ω) be the sequence in (12) . Extend each u n to R N by setting u n = 0 on R N \Ω. Then there are
At first we gather some notatios and remarks, (cf. Willem [26] ). Given v ∈ C ∞ 0 (Ω) we extend it to R N by setting v(x) = 0 if x ∈ R N \Ω and denote the extension by v.
. Similar notations for functions in L Φ * (Ω). Consider the normed space
where |u| ∞ = sup x∈R N |u(x)| and denote by M the space of finite measures on R N with the norm
Remark 5.1 We recall below some notations and results:
By lemma 4.2 the (P
Then there is a constant C > 0 such that
We shalll need the following variant for Orlicz-Sobolev spaces of the concentration-compactness principle cf. Lions [21] , Fukagai, Ito & Narukawa [14] .
Lemma 5.2 There exist a denumerable set J, a family {x j } j∈J ⊆ R N with x i = x j and families of nonnegative numbers {ν j } j∈J and {µ j } j∈J such that
where δ x j is the Dirac measure with mass at x j . In addition,
Lemma 5.3 The set J = {j ∈ J | ν j > 0} is finite.
Proof We claim that {x j } j∈ J ⊆ Ω. Indeed, if on the contrary, x j ∈ Ω c for some j ∈ J , there is
Now, we extend u n to R N by setting u n (x) = 0 for x ∈ R N − Ω. Take ǫ > 0. Using (16), we have
and passing to the limit as ǫ → 0 we get,
Hence, µ j = 0 and by lemma 5.2 we infer that ν j = 0, impossible because j ∈ J, showing the claim.
We claim that
Indeed, take ψ ∈ C ∞ 0 such that 0 ≤ ψ ≤ 1, ψ(x) = 1 if |x| ≤ 1 and ψ(x) = 0 if |x| ≥ 2. Pick x j with j ∈ J, ǫ > 0 and set
At this point we recall that
Since m(u n ) → 0 we infer from (17) that
Moreover, by lemma 4.1, ρ n ∈ L Φ * (Ω) and ρ n (x) ∈ ∂j(x, u n (x)) for x ∈ Ω. By (18) and lemma 4.1,
On the other hand, using the fact that t 2 φ(t) ≥ Φ(t) we have,
Using (19), (20) and the inequality Φ(tφ(t)) ≤ Φ(2t) it follows that (φ(|∇u n |)|∇u n |) is bounded in L Φ (Ω), showing the claim. As a consequence (φ(|∇u n |)∂u n /∂x i ) is also bounded in L Φ (Ω) and so
Setting w = (w 1 , ..., w N ), we claim that
Indeed, in a first step applying an easy estimate and in a second step using the the Hölder inequality and applying (21) with test function
Since by (5), u n − u Φ → 0, we infer that
which leads to (22) , showing the claim. Replacing (22) in (20) we get
It follows from (19) and (23) that
Passing to the limit in the inequality just above in n, recalling that
we get to
We claim that (ρ n ) is bounded in L Φ * (Ω). Indeed, using lemma 4.1 we get
showing the claim. Thus there is ρ ∈ L Φ * (Ω) such that
(Ω). Passing to the limit in the expression
and using (21) we get to
Setting v = uψ ǫ in (25) we have Noticing that
Passing to the limit in (24) we get to
By lemma 5.2, µ j ≤ c 1 µ α j , where 1 < α ≤ min {ℓ * /ℓ, m * /ℓ, ℓ * /m, m * /m}. Thus µ j ≥ c 2 for some positive constant c 2 . In addition by (26) , ν j ≥ c 3 , for j ∈ J and for some positive constant c 3 . At this point, we infer that if #( J) = ∞, then
which is impossible because ν is a finite measure and
This ends the proof of lemma 5.3.
Proof of Lemma 5.1 Since J is finite pick δ > 0 such that B δ (x j ) ∩ B δ (x j ) = ∅ for i = j with i, j ∈ J . Next take a compact set
Notice that
On the other hand,
Since the argument above holds for each δ > 0 we infer that (15) holds for each compact set
6 Proofs of the Main Results
Proof We will show, at first that
Indeed, let K ⊆ R N \{x j } j∈ J be a compact set and take ϕ ∈ L Φ * (K).
and so
On the other hand, by lemma 5.1,
and by [10, Proposition 2.1.5], ρ ∈ ∂J(u). By the Aubin-Clarke theorem (cf. lemma 4.1 above ), ρ ∈ L Φ * (K) and ρ(x) ∈ ∂j(x, u(x)) a.e. x ∈ K.
where {K ν } ∞ ν=1 is a sequence of compact sets, it follows that ρ(x) ∈ ∂j(x, u(x)) a.e. x ∈ Ω. Next we will show that
Since ρ n = 0 on R N − Ω, it follows that
This ends the proof of lemma 6.1. The proof of the next lemma is based on lemma 4.5 in [14] .
Proof Let {K ν } ∞ ν=1 be a family of compact sets such that (27) holds. Pick an integer ν ≥ 1 and a
Setting S χ = supp(χ) we get
and since (ρ n ) is bounded in L Φ * (Ω),
which shows via (29) that
Using the well known fact that −∆ Φ is a map of type (S + ),
It follows that ∇u n n → ∇u a.e. on K ν and as a consequence, ∇u n → ∇u a.e. on R N .
Recalling that u n (x) = 0 for x ∈ R N \Ω, we get to ∇u n → ∇u a.e. in Ω, endding the proof of lemma 6.2.
Proof By lemma 6.2, ∇u n → ∇u a.e. in Ω.
Since φ is continuous, φ(|∇u n |)∇u n −→ φ(|∇u|)∇u a.e. in Ω.
Applying lemma 2 in Gossez [16, p 88] , ends the proof of lemma 6.3.
Proof of Theorem 1.1 By lemma 6.3, On the other hand,
where ρ ∈ L Φ * (Ω) and ρ n (x) ∈ ∂j(x, u n (x)) a.e. x ∈ Ω.
Passing to the limt in (13) we get to 
Hence
−∆ Φ u = ρ + λh a.e. in Ω.
Appendix
The results below are elementary and can be found in [14, 15] . Lemma 7.1 Assume (φ 1 ) − (φ 3 ). Let ζ 0 (t) = min{t ℓ , t m } and ζ 1 (t) = max{t ℓ , t m }, t ≥ 0.
Then ζ 0 (ρ)Φ(t) ≤ Φ(ρt) ≤ ζ 1 (ρ)Φ(t), ρ, t > 0,
Lemma 7.2 Assume (φ 1 ) − (φ 3 ). Let ζ 2 (t) = min{t ℓ * , t m * } and ζ 2 (t) = max{t ℓ * , t m * }, t ≥ 0.
Then ζ 2 (ρ)Φ * (t) ≤ Φ * (ρt) ≤ ζ 3 (ρ)Φ * (t), ρ, t > 0,
