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In this work two different areas of high intensity laser-plasma interaction are
considered. The first part of the dissertation describes the dynamics of laser-
irradiated clusters. It addresses two different regimes of laser-cluster interac-
tions. In the so-called Coulomb regime, the laser pulse removes a significant
part of the electrons from the cluster. The remaining electrons form a cold
electron core inside a positively charged ion shell. The ion shell expands due
to its space charge. A different situation occurs in the so-called hydrodynamic
regime. In this case, a two-component electron distribution is formed in the
cluster due to stochastic vacuum heating. The cluster remains quasi-neutral
and it expands due to the hot electron pressure. Understanding electron and
ion dynamics in both these regimes is the main goal of the first part of the dis-
sertation. Stochastic vacuum heating of the electrons is demonstrated in the
hydrodynamic regime. Anisotropy in cluster expansion is predicted and the
vii
sign of the anisotropy is found to depend on the laser intensity. A model of har-
monic generation in clusters is developed. Resonant enhancement of harmonic
generation during cluster expansion is demonstrated. Our theoretical models
are verified and extended via numerical simulations using a newly-developed
particle-in-cell axisymmetric electrostatic code.
The second part of the dissertation deals with laser wakefield accelera-
tion in the self-modulation regime seeded by a Raman shifted low amplitude
laser pulse. Raman seeding provides means of coherent control of the excited
wakefield. The energy threshold for pulse modulation in the diffraction limited
regime is derived. The relative roles of the seed and the leading edge of the
pulse in creating an initial perturbation are compared. One dimensional and
two dimensional particle-in-cell simulations are employed to model the effects
of the seed pulse. Examples of coherent control are demonstrated. Numerical
simulations show that a 38 mJ Raman seeded pulse can generate relativistic
bunches of ∼ 1 nC. Conventional (unseeded) self-modulated laser wakefield
acceleration would require significantly more energetic pulses at relativistic
intensities for generating similar electron bunches. Our results indicate that a
pulse repetition rate of ∼ 1 kHz may be feasible with proper Raman seeding.
The simulation also demonstrate the possibility of Raman-seeded acceleration
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1.1 High intensity laser-plasma interaction
One of the major breakthroughs in laser technology is the invention in the
early 1990s of chirped pulse amplification [1]. This has lead to creation of
high power lasers, known as “table-top-terawatt” or “T3” lasers. These lasers
have very short pulselength of 10−100 fs and very high intensities of 1015 −
1019 W/cm2. These intensities are significantly greater than the ionization
threshold, which is ∼ 1014 W/cm2 for hydrogen. The matter easily becomes
plasma during interaction with such pulses. For this reason plasma physics
approach is appropriate for describing high intensity regime. Over the past few
decades, the area of high intensity laser-plasma interaction has become very
diverse, giving rise to the broad experimental and theoretical research with
conceivable applications from particle acceleration [2] to nuclear fusion [3].
Laser interactions with plasma can be subdivided into three categories.
The first one is the interaction with low density (underdense) plasma. In
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this regime, the laser frequency ω0 is typically much larger than the plasma
frequency. Therefore, the dielectric constant ε = 1 − ω2p/ω20 is close to unity
and the laser pulse can propagate in the plasma. At high intensities the laser
pressure can excite strong oscillations of plasma density. The shape of the
pulse can be significantly affected by laser-plasma instabilities. One of the
important applications of this interaction is utilizing the field of the excited
wave, also referred to as wake, for acceleration of charged particles.
The second regime is typical for laser-solid interaction or interaction
with overdense plasma (ω  ωp). In this regime, the dielectric constant
ε is negative and the electromagnetic wave interacts primarily with plasma
surface. For high intensity pulses a number of interesting phenomena have
been studied in this regime such as harmonic generation [4, 5, 6], electron and
ion acceleration [7, 8], and inertial fusion [9].
The third regime corresponds to a cluster medium. A cluster is a large
group (103-106) of atoms held together by van der Waals forces [10]. A cluster
gas can be viewed as an intermediate state between gas and solid media, be-
cause the plasma is underdense on average, but each individual solid cluster
is overdense. As a result, cluster medium can behave very different from both
low density plasmas and solids. In particular, electrons in clusters can effec-
tively absorb laser energy compared to the gas or solid targets [11] and transfer
this energy to the ions [12, 13]. The intense study of laser-irradiated clusters
was motivated by the experimental demonstration of X-ray generation [14, 15],
creation of extremely hot plasmas, and fusion neutron production [3].
This dissertation addresses two different topics. First, in Part I, we
study nonlinear laser-cluster interaction. A cluster, being a rather simple
object, offers a lot of very interesting physics [16]. We assume that all atoms
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in the cluster are completely ionized, which usually applies to low Z materials
in the strong field. Assuming complete ionization and, thus, reducing the
problem to plasma physics allows us to advance further both analytically and
numerically in the cases relevant to experiment, e.g. fusion experiments with
deuterium clusters, where plasma effects are dominant.
There are two possible scenarios of laser-cluster interaction. In the so-
called Coulomb regime, a significant part of the electrons is removed from the
cluster by the laser pulse. Remaining electrons form an electron core inside an
ion shell of the cluster [17]. The shell of uncompensated ions expands due to
its space charge. In the other case (hydrodynamic regime) a two component
electron distribution builds up in the cluster due to stochastic vacuum heating.
The cluster remains quasi-neutral in this case and it expands due to the hot
electron pressure.
In order to study electron and ion dynamics in these regimes, we have
developed an efficient particle-in-cell code. We combine theoretical and numer-
ical approaches to study formation of the electron core and collective core os-
cillations in uniform and nonuniform clusters. Analytical solutions are used to
benchmark the code. As mentioned above, clusters are very effective in absorb-
ing laser energy. Several models of absorption have been suggested [18, 17, 16].
We use numerical simulations to study stochastic vacuum heating of electrons
and formation of the two component electron distribution [17].
Anisotropy in cluster expansion was experimentally observed by several
groups [19, 20, 21]. Our study shows that the degree of anisotropy depends on
the laser pulse intensity. In the hydrodynamic regime anisotropic expansion
arises from anisotropy of the electron temperature. In the Coulomb regime, the
expansion anisotropy is associated with anisotropic oscillations of the electron
3
core.
We also study nonlinear response of a cluster with particular attention
to the third harmonic generation. This study is motivated by recent experi-
ments [22, 10]. Understanding harmonic generation in clusters is important,
because it can provide a valuable diagnostic tool. Higher harmonics are also
of interest for creating a source of coherent soft X-rays. Our newly developed
model of harmonic generation [23] is based on the nonlinear response of the
electron core in a nonuniform cluster. It is noteworthy, that numerical simu-
lation allows us to study harmonic generation in an expanding cluster, which
reveals resonance enhancement of harmonic generation when the the cluster
eigenfrequency matches the third harmonic of the laser frequency.
The second part of the dissertation, Part II, deals with optimization
and controll of laser wakefield acceleration (LWFA). LWFA is acceleration of
electrons (or other charged particles) to relativistic speeds by the electric field
of the plasma wave, excited by a laser pulse. The major advantage of this
type of acceleration is that plasma can sustain electric field of high amplitude,
which is determined by the plasma density. For example, for plasma density
n = 1019 cm−3 the maximum field amplitude is given by Emax = mec ωp/e ≈
1 TeV/m. In contrast with this, in a linear radio-frequency (RF) accelerator,
the maximum field is determined by the breakdown on the walls of the struc-
ture, which is limited to a much smaller value ∼ 100 MeV/m. Acceleration
of the particles to large energies required for modern high energy experiments
requires, therefore, extended acceleration structures.
Plasma based accelerator can potentially reduce the acceleration dis-
tances to centimeters and the whole accelerator to the size of a table-top laser
system. This will significantly reduce the cost of accelerators, what makes
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the wide spread of their practical applications more feasible. However, de-
spite enormous acceleration gradients in plasma-based accelerators, the elec-
tron bunches produced by current LWFA experiments can not compete with
linear accelerators neither in peak or average current nor in the beam energy.
The underlying reason is that it is very difficult to create extended regular
acceleration structures in plasma, because the interaction length is limited by
pulse diffraction, electron bunch dephasing, and laser-plasma instabilities [2].
Of the various methods of driving large-amplitude plasma waves [2],
the self-modulated laser wakefield accelerator (SM-LWFA) [24, 25, 26] has so
far yielded electron bunches of the highest energy (tails > 200 MeV [27]),
charge (>1 nC/bunch [28, 29]) and collimation (transverse emittance ε⊥ <
0.1π mm · mrad [30]). The beam properties achieved in SM-LWFA experi-
ments [28, 29, 31, 32, 33] are favorable enough for near-term applications such
as table-top nuclear activation of rare isotopes [29], injectors for conventional
high-energy physics accelerators, and radiation oncology [34, 35, 36].
In Part II we study the applicability of Raman seeding technique for
enhancing particle production and controll of the wakefield excitation and
particle acceleration. In this scheme, the main pulse with frequency ω0 is
combined with a significantly weaker seed pulse of frequency ω0−ωp [37, 38, 39].
The beating of the two pulses resonantly excites a plasma wave, which serves
as an initial perturbation for modulation instability [40]. We show that when
the interaction length is limited by diffraction, the development of the pulse
modulation is determined by the pulse energy only. As a result, low energy
pulses can not acquire significant modulation unless the instability develops
from a finite amplitude seed rather than from a noise. We study the affect of
the seed on the development of the pulse modulation and wakefield excitation.
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In particular, we show that by varying seed parameters one can control the
timescale of the modulation and the phase of the excited wake. The latter is
very important for multistage acceleration or when external electron injection
is used.
Up to now electron production in SM regime in experiments has been
associated with high intensity pulses, where the power of the laser pulse is
greater than the critical power, i.e. P > Pc. We investigate the possibility
of utilizing Raman seed for electron production by pulses in the sub-critical
power domain. In this domain, we also investigate how channeling further
lowers the production threshold.
1.2 Role of the numerical simulations
Both laser-cluster interaction and wakefield acceleration involve intrinsically
nonlinear phenomena that are often too complicated for purely analytical
treatment. In order to extend the study beyond the limitations of the of
the analytical theory, we employ numerical simulations, which is a substantial
part of this work. Due to complexity and diversity of laser-plasma interaction,
it is virtually impossible or at least impractical to write a code capable of
simulating all possible scenarios. Instead, we will tailor numerical algorithm
to a specific problem at hand. Most of the problems require kinetic treatment.
The standard tool for this is particle-in-cell (PIC) codes [41, 42]. In these
codes, the plasma of 1015-1020 real particles (unrealistic number for simula-
tion on the largest supercomputers) is modeled by 104-107 macroparticles of
proportionally larger charge and mass. The latter is routinely simulated on
personal computers. The plasma frequency for macroparticles is the same as
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that for the real plasma, so are the dispersion relation and the distribution
function. The unphysical collisional effects between macroparticles, caused by
their artificially large charge, are suppressed numerically in PIC algorithm.
The problem with PIC codes is that most of the problems involve multiple
scales. For example, in laser-cluster interaction the cluster size R is typically
much smaller than the laser wavelength λ. In wakefield problems one has to
deal with the laser wavelength λ, plasma wavelength λp, and the pulse length
c τpulse. The size of the simulation domain is usually determined by the largest
scale, whereas the smallest scale has to be resolved by significant ( 1) num-
ber of macroparticles. As a result, the total number of particle involved in the
simulation, and, therefore, simulation time for a PIC code may become very
large. In practice, only 1D full-scale simulations are affordable if a parame-
ter scan is required. A few 2D simulations are possible on current personal
computers and a limited parameter scan is possible with the help of supercom-
puters. 3D simulation are currently state-of-art and typically the simulation of
only a few points in the parameter space is affordable even on supercomputers.
A better approach is to use as much knowledge about the physics of
the problem at hand as possible, in order to reduce the problem to a simpler
formulation, which can be simulated more efficiently. Code optimization can
speed up simulation by tens of percent, algorithm optimization can improve
the performance by hundreds or thousands percent. A relevant reduction of
the physics problem can easily improve the performance of the code by orders
of magnitude.
In order to simulate cluster response to the laser field, we take advan-
tage of the fact that the problem becomes electrostatic for small clusters and
moderate laser intensities( see Part I Sec. 5.1 for details). The smallest scale
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in this problem is the cluster size, rather than laser wavelength. Furthermore,
if the laser pulse is linearly polarized, the problem becomes axisymmetric i.e.
2D. We thereby reduce the problem of a 3D cluster response to the laser field
to a much simpler one. The corresponding code developed allows to solve the
reduced problem of laser-cluster interaction on a personal computer.
The simulation of wakefield excitation also allows similar reduction of
scales. In the so-called envelope approximation, only the evolution of the
envelope of the laser pulse and the corresponding slowly varying ponderomotive
force are considered. As a result, the smallest scale in the problem becomes
plasma wavelength λp, which reduces the simulation time. We implemented
a code, which combines this approach with fluid description of the plasma.
This code is very effective for simulation of 2D wakefield excitation and some
2D effects of the pulse evolution, such as diffraction, channel guiding and
relativistic self-focusing. However, it can not simulate SM-LWFA because
wavebreaking and particle trapping cannot be described within fluid model.
For this regime a PIC code is required. We used VORPAL code [43, 44, 45],
which provides vast flexibility in specifying initial and boundary conditions,









2.1 Cold electron core equilibrium
Our study of the electron dynamics is based on the electron core model devel-
oped in Ref. [17]. In this introduction, we describe the assumptions and the
main ingredients of this model.
The typical laser intensity in cluster experiments [10] is in the range of
1015 − 1016 W/cm2, which is significantly larger than the ionization threshold
(∼ 1014 W/cm2 for hydrogen). Therefore, the cluster becomes ionized at the
very beginning of the laser pulse. For light atoms like hydrogen or helium
the ionization is complete; for heavy atoms partial ionization may lead to
additional effects that will not be discussed here.
A typical cluster size is 2-100 nm, which is much smaller than laser
wavelength (∼ 1µ). This implies that the laser field can be treated as a
uniform in space function of time.
Inside the cluster, the plasma frequency ωp is much larger than the
10
laser frequency ω0. In response to the laser electric field E0 cos(ω0t), the
electrons inside the cluster move adiabatically in order to partially compensate






Figure 2.1: Electron core in a uniform spherical cluster [17]. The core adia-
batically responds to the laser field.
field of amplitude E0 is introduced quasi-statically. As the field increases
it extracts some electrons from the cluster. The extracted electrons cross
the cluster boundary, accelerate, and leave. The remaining electrons form a
spherical core inside the cluster as shown in Fig. 2.1. In order to see that this
charge configuration corresponds to an equilibrium, we calculate the electric






r̄1 + Ē0 =
4πNe
3
d̄ + Ē0, (2.1)
where N is the ion density, −e is the electron charge.
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Note, that the field inside the electron core is uniform and depends
only on the core displacement d̄ and the external field Ē0. The core is in the
equilibrium when





The radius of the electron core is given by
Re = R− d. (2.3)
If the external field is turned off, the core will move to the center. In
this configuration the electron core is surrounded by the ion shell of thickness
d. In the presence of a time dependent external field E(t), which changes
slowly compared to the plasma frequency ωp, the core electrons will move as
a rigid body in order to compensate the external field as long as the core does
not cross the boundary of the cluster E(t) ≤ E0. If the core crosses the cluster
boundary, then it looses some electrons and shrinks. In general, the radius of
the core is given by [17]






Once extracted from the cluster, electrons may never come back. This
happens when the electron excursion is much larger than the cluster radius.
In this case, the kinetic energy of an extracted electron exceeds the bounding
potential of the charged cluster. For a sinusoidal laser field, E = E0 cos(ω0t),
the electron excursion is roughly ζ = eE0/mω
2
0. Therefore, the extracted
electrons escape when ζ  R.
We have used particle-in-cell simulation (See Chapter 5 for a detailed
code description) to illustrate the process of electron core formation described
above. Fig. 2.2 shows the evolution of the charge configuration as the external

















Figure 2.2: Simulation of the electron core formation. The left graph shows
the time evolution of the quasi-static laser electric field. The graphs on the
right show the particle configuration of 4 different times. As the field increases,
more electrons leave the cluster, while the inner electrons form a spherical core.
Once the field reaches its maximum value, the trapped (core) electrons reach
an equilibrium.
2.2 Electron core oscillations
2.2.1 Uniform cluster
Electrostatic oscillations of the core satisfy the condition ∇ · D̄ = 0 for the










where ωp(r) = (4πN(r)e
2/m)
1/2
is the plasma frequency and Ω is the mode
frequency.
For a dipole mode in spherical coordinates, we have
φ = ψ(r) cos(θ), (2.6)
















ψ = 0. (2.7)
First, we reproduce the eigenfrequency Ω0 (Mie frequency [46]) for a uniform
cluster. We set ωp(r) = Θ(r − R)ωp0, where Θ(x) is Heaviside step function
and we look for a solution in the form




, r > R. (2.8)





























Note, that in a uniform cluster the restoring force acting on electrons
inside the core is proportional to the core displacement, therefore, Eq. (2.10)
holds for finite amplitude oscillations as well.
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2.2.2 Nonuniform cluster
If the cluster is slightly nonuniform, then the eigenfrequency Ω would differ
from Ω0 only slightly. In order to find the corresponding correction to Ω0, we
proceed to follow the conventional perturbation theory approach. Eq. (2.5)
can be rewritten in the form:
∇ ·
([





Here ωp = ωp(r̄) is the perturbed plasma frequency, φ0 is the electrostatic








and δφ is the correction to the unperturbed potential due to cluster nonuni-
formity. We now linearize Eq. (2.11) with respect to small quantities Ω2 −Ω20,
































Here we have used Gauss theorem to eliminate the first term. The last term













This expression is of the order of δφ2 and can be neglected. Therefore,








(∇φ0)2dV = 0. (2.16)
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In order to calculate the first integral we multiply Eq. (2.12) by −φ0 and



















Since ∇φ0 is constant inside the cluster and both ωp(r) and ωp(r) are zero
outside of the cluster we cancel (∇φ0)2 in the numerator and denominator.
The final answer for the frequency shift caused by the nonuniformity of the















where δN is the perturbation in plasma density, 〈 〉 denotes averaging over the
cluster volume.
Simulation of free oscillations
In order to benchmark our code (See Chapter 5), we simulate free oscillations
of the electron core with radius Re =
3
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R inside a non-neutral cluster (with
ion shell) with radius R. We excite the dipole mode by displacing the core
with respect to the equilibrium by d = 1
14
R. We perform simulations for a
uniform and nonuniform ion density profiles. In the case of uniform density,
the frequency of the oscillations is Ω0 = ωp0/
√
3. In the case of nonuniform
density, the frequency of the dipole mode Ω is given by Eq. (2.19). We use a
parabolic density profile





with ∆N = 0 and ∆N = ±0.2N0. The dipole mode frequency shift for convex













We perform the simulations for three different profiles for K ≈ 208 periods
of the dipole mode. The frequency resolution is determined by the number of
periods: δΩ/Ω0 = 1/K ≈ 4.8 · 10−3. The time step in the simulation is 0.028
of the period of the dipole mode. The numerical frequency drift in leap-frog




2 = 1.2 · 10−3, where ∆t is the time step (See
Chapter 5). The computed spectrum of the cluster dipole moment is shown in
Fig. 2.3. The “nonuniform” shift in the frequency of the eigenmode obtained
from the simulation agrees with the theoretical predictions. The code has
sufficient resolution to reproduce this shift.



























Figure 2.3: Spectra of the free electron core oscillations inside a spherical
cluster. The figure shows the Fourier amplitude |Ḋω| of the cluster dipole
moment in a spherical cluster with a radial density profile given by Eq. (2.20).
The curves correspond to concave (∆N = −0.2N0), flat (∆N = 0), and convex
(∆N = 0.2N0) density profiles.
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2.3 Driven core oscillations
In the presence of the laser electric field, driven oscillations will occur at the
laser frequency ω0. The solution far from the cluster must match the external
field. Therefore, instead of Eq. (2.8) we have




− Elaserr, r > R,
(2.22)


















Together with Eq. (2.6) and Eq. (2.22) they give the following electrostatic










As already noted above, in the case of a uniform cluster, this solution
remains valid for finite amplitude oscillations. It follows form Eq. (2.1) and
Eq. (2.25) that the equation for the electron core displacement in the oscilla-











ξ̄ = −eĒ0 cos(ω0t). (2.27)
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The solution to this equation is





The core oscillates at the frequency ω0, so that its characteristic velocity is
vcore = ω0ξ. The motion of the core is nonrelativistic even for relatively large







Simulation of driven core oscillations in a uniform cluster
We simulate cold electron oscillations inside a uniform spherical cluster in
the presence of the external laser field. The laser frequency is much smaller
than the plasma frequency ( we choose ω0 = ωp/6). The amplitude of the
laser field grows linearly to its maximum value (eE0/mcω0 = 0.063) during
the first several cycles and then remains constant. The simulation is done for
20 laser periods. The radius of the electron core is smaller than the radius of
the ion sphere and the core does not touch the surface of the cluster during
the oscillations. The ion density profile is fixed in the simulation. The top
graph in Fig. 2.4 shows the position of individual particles after 17 periods.
One can see that the electrons preserve the initial spherical shape predicted
by the theory [17]. The bottom graph in Fig. 2.4 shows the evolution of
the second time derivative D̈ of the cluster dipole moment D. The dashed
lines indicate the amplitude of D̈ calculated analytically. The response of the
uniform cluster is predominantly at the laser frequency. It also has a small
component at Ω0 = ωp/
√
3, which is excited by the leading edge of the pulse.
The time step in this simulation is 1
10
of the Mie mode period (2π/Ω0); as a
19












Figure 2.4: Driven core oscillations in a uniform spherical cluster. The top
figure shows the cluster configuration after 17 laser periods. The bottom graph
shows the time evolution of the second time derivative of the cluster dipole
moment.
2.4 Electron heating
If the laser electric field is not strong enough to completely remove the ex-
tracted electrons from the cluster, then two electron populations will coex-
ist [17]. Electrons respond differently to the laser field, depending on whether
they cross the cluster boundary or stay inside the cluster. The extracted
electrons can undergo stochastic heating, whereas the inner (core) electrons
remain cold. Collisional heating of the core is usually insignificant on the time
20
scale of the laser pulse [17]. This leads to the formation of a two component
electron distribution, as predicted in [17].
The characteristic excursion of an extracted electron in the oscillating
laser field E = E0 cosω0t can be estimated as ζ = eE0/meω
2
0. In this section
we assume that ζ is much smaller than the cluster radius R, so that the
extracted electrons are bound to the cluster. We also assume that the the
field changes slowly compared to plasma response in the cluster ( ω0  ωp,
ω2p = 4πn0e
2/me), and that the radius of the cluster is much smaller than the
laser wavelength (R  λ).
Initially all electrons are in equilibrium. As the laser field increases,
electrons will redistribute themselves in order to compensate the field. This
happens almost instantaneously for the core electrons, since ω0  ωp. There-
fore the electric field inside the cluster is virtually zero and the electrons inside
the cluster follow the electric field quasi-statically.
Those electrons, which cross the cluster boundary will be accelerated
by the laser field for half of a period. Since the field amplitude is small, the
electron won’t travel far from the cluster. As the field changes its sign they







There is an important difference between the electrons which never left
the cluster and those which at least once crossed the boundary of the cluster.
The motion of the inside (cold core) electrons is very regular and they are
subject only to collisional heating. The motion of the extracted and pulled
back electrons is ballistic inside the cluster. As these electrons reach the other
side they bounce back from the ion potential, which leads to chaotic motion.
If the length of the pulse is larger than the time it takes for a hot electron
to cross the cluster the electron can undergo the process of vacuum heating
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many times, each time randomly changing its momentum by the value of the
order of eE0/ω0. As hot electrons gain more energy, the condition ζ  R may
fail and the electrons may escape. This happens because the potential drops
as 1/r for a spherical cluster, contrary to in 1D and 2D geometries, where
electrons are always bound to the cluster.
In order to model the buildup of the hot electron population, we choose
an initially neutral spherical cluster of a radius R = 40 nm with an immobile
uniform ion background. The laser field is taken to be sub-relativistic with
eE0/mecω0 = 0.025. The laser wavelength is λ = 0.8 µ. The corresponding
excursion of an extracted electron (ζ = eE0/meω
2
0) is 10% of the cluster radius.
The electric field is oscillatory with amplitude starting from 0 and linearly
rising withing 2.5 laser periods to its maximum value and than remaining
constant. For an electron with momentum eE/ω0 it would take about 3 cycles
to pass through the cluster across the diameter. We simulate 10 laser cycles in
order to observe multiple passes of electrons through the cluster. Many heated
electrons pass the cluster along shorter secants and thus are able to undergo
the process of vacuum heating many times.
Figure 2.5 shows the time evolution of the electron momentum distri-
bution. The center peak of the distribution corresponds to the cold electron
core, the tails correspond to the stochastically heated electrons. Note, that
the traditional vacuum heating [47] occurs in a single bounce: an electron is
extracted from the surface by the external electric field and then pushed back
during the other part of the cycle. The corresponding momentum gain is of the
order of eE/ω0. In a cluster, electrons can undergo this process many times.
Indeed, as seen in Fig. 2.5, the maximum normalized electron momentum at
t = 2τ is of the order of 4eE/ω0. This means that some electrons were able to
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Figure 2.5: Electron momentum distribution
gain energy each semi-period. Another interesting feature is that the electron
momentum distribution is anisotropic. For example at t = 2τ one can clearly
see that the momentum distribution along the field is noticeably wider than
the distribution perpendicular to the field.
The graph indicates that the central peak also becomes broader with
time. Thus broadening is not associated with collisional heating because
particle-in-cell code suppresses binary collisions. It turns out that the heating
results from numerical noise at the boundary of the electron core.
In order to observe the build up of the two component electron distri-
bution, we keep track of the electrons that travel more than 80% of ζ from the
cluster surface at least once. This selects the electrons that gain the largest
energy during a laser cycle. The top graph in Fig. 2.6 shows the distribution
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Figure 2.6: The distribution of the extracted electrons (top graph) and the
cold core electrons (bottom graph) over axial momentum pz after 20 laser
periods.
of such electrons over axial momentum pz. The corresponding distribution of
the remaining electrons (cold electron core) is shown in the bottom graph of
Fig. 2.6. We observe an order of magnitude difference between the temper-
atures of these two populations after 20 laser periods. As the fast electrons
from the narrow edge layer expand, they spread over the entire cluster volume.
They, therefore, contribute to the electron density inside the cold core, causing
the core to expand. This expansion allows some cold electrons to come close
enough to the edge to be extracted by the laser field during its next period.












Figure 2.7: Formation of the two component electron distribution. “Cold
electrons” are the electrons that never traveled more than 80% of the typical
electron excursion ζ from the cluster surface. “Hot electrons” are the electrons
which have crossed this boundary at least once. “Hot removed electrons”
are hot electrons that reached the boundary of the simulation box and were
removed from the simulation. The area plot shows the corresponding fraction




3.1 Coulomb and hydrodynamic regimes of ex-
plosion
As we saw in Chapter 2, electron distribution during the interaction depends
on the amplitude of the laser field and the size of the cluster.
In one limiting case, when the electron excursion is much larger than
the cluster radius ζ = eE/mω20  R, the extracted electrons leave the cluster
and never come back. The confined electrons, if any, form a cold electron core
surrounded by an ion shell. This regime corresponds to large laser intensities
and small clusters. The ion shell explodes under the Coulomb force of its
uncompensated charge. The time scale of the expansion is given by the inverse
ion plasma frequency ω−1pi , which is typically comparable to the duration of
the laser pulse. In this case, the electron core oscillates in the laser field and
the cycle-average electron charge distribution should be used to calculate the
force acting on ions.
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In the opposite limit when ζ  R a two component electron distribution
builds up in the cluster. In this case one can introduce an effective temperature
of the hot electron population and calculate the force on the ions as a gradient
of the electron thermal pressure. This regime is referred to as hydrodynamic
regime. Condition ζ  R corresponds to large clusters or small laser field.
3.2 Anisotropy in cluster explosion
3.2.1 Coulomb regime
Consider a cluster of radius R with an electron core of radius Re = R − d,
where d is the amplitude of the core oscillations (see Fig. 3.1). The radial
component of the instantaneous electric force acting on an ion at point A is












( this force is perpendicular to the laser electric field). The azimuthal force
at point B is parallel to the laser electric field and is given by







R2 + d2 sin2(ω0t)
)
. (3.2)
To obtain the time averaged forces, we expand Eq. (3.1) and Eq. (3.2) in


























Figure 3.1: Cluster configuration in the Coulomb regime. The core undergoes
oscillations at the laser frequency causing anisotropy in the ion expansion
causing the force at points A and point B to be different.
We now abserve that the average force perpendicular to the laser field is larger

























One should note, that Eqs. (3.3) were derived for the ions, which are initially
at the surface of the cluster. These ions will gain the largest energy during
expansion. The relation (3.4) does not hold for all ions. In fact, one can show






















Therefore, the anisotropy sign will change for the ions with lower energy. It is




− 〈F⊥〉 is linearly proportional to d.
We performed numerical simulation of the anisotropic cluster expansion
in the Coulomb regime. The parameters are chosen such that d/R = 2/5 and
ζ/R = 8. The ion mass is set to be artificially large, so that the cluster hardly
change its shape during the interaction with the laser pulse. Figure 3.2 shows
that the extracted electrons are gone and the inside electrons have formed
electron core as it should be in the Coulomb regime.
r
z
Figure 3.2: Cluster configuration in the Coulomb regime. The outer ion shell
expands due to the Coulomb force from its uncompensated charge. The core
undergoes oscillations at the laser frequency causing anisotropy in the ion
expansion.
Figure 3.3 shows angular anisotropy in the ion momentum for the most
energetic ions. The angular dependence of the largest ion momentum is con-
sistent with (3.4).
One should note, that for the realistic ion mass the cluster will expand
on faster timescale. One of the consequences will be that the electrons will
constantly leak from the core of the cluster. The field created by the escaping









Figure 3.3: The absolute value of the ion momentum as a function of the angle
between the ion velocity and the normal plane to the laser electric field.
the electrons leak sufficiently fast.
3.2.2 Hydrodynamic regime
Anisotropy in the hydrodynamic regime is determined by the anisotropy in the
electron temperature. As was pointed out in Chapter 2, Sec. 2.4, the electron
momentum distribution along the laser field is broader than that perpendicular
to the laser electric field. As a result, the ions, which expand along the field
will gain more energy than the ions, which expand perpendicular to the laser
field.
Figure 3.4 shows cluster configuration in the simulation with ζ/R =
1/10. Figure 3.5 shows that the anisotropy in this regime is significantly




Figure 3.4: Cluster configuration in the hydrodynamic regime after 10 laser
periods. Hot electron do not have enough energy to leave the cluster. The ion
acceleration is caused by the thermal electron pressure.
2π− 0 2π
.).( uap
Figure 3.5: The absolute value of the ion momentum as a function of the angle
between the ion velocity and the normal plane to the laser electric field.
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Chapter 4
Harmonic generation in clusters
4.1 Problem formulation and assumptions
Recent experiments on laser interaction with small clusters reveal an interest-
ing phenomenon of harmonic generation [22, 10]. This effect can serve as a
diagnostic tool in cluster experiments. It may also be useful for producing co-
herent short pulses of soft X-rays. The experiments typically deal with clusters
that are smaller in size than both the incident laser wavelength and the radi-
ated wavelength. It is therefore appropriate to treat the harmonic emission as
dipole radiation of the cluster. This approach reduces the problem to finding
Fourier harmonics of the cluster dipole moment, which is the main technical
goal of this chapter.
It is apparent that the cluster response to the laser field has to be non-
linear to produce harmonics. The physics origin of this nonlinearity is the
nonlinearity of electron oscillations in the potential well created by the ion
background. There are several simplifications that facilitate the correspond-
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ing analysis. First, if the laser pulse is not too strong (which we assume to be
the case) then the electron motion in the cluster is nonrelativistic. It is note-
worthy, that the applicability condition for this assumption to a high density
cluster is considerably weaker than the corresponding condition in vacuum
(see Section 2.1). Second, it is allowable to use electrostatic approximation
to calculate the electron response. Third, the problem becomes axisymmetric
when the laser is linearly polarized.
Yet another important aspect of the problem is that the electron re-
sponse can be strongly enhanced by collective effects when the harmonic fre-
quency resonates with a linear eigenmode in the cluster. The mode of primary
interest is the Mie dipole mode [46, 16]. The corresponding eigenfrequency for
a nearly uniform cluster is ωp/
√
3, where ωp is the electron plasma frequency.
Making use of the features described above, we develop an analytical
model and a numerical code to calculate nonlinear electron response induced
in the cluster by the laser pulse. The code allows us to go beyond the technical
limitations of the analytical theory. In particular, the theory is restricted to
the case of only slightly nonuniform cluster with a fixed ion density profile,
whereas the code is free from this constraint, which enables it to simulate self-
consistently the resonant enhancement of harmonic generation during cluster
expansion. In addition, the code takes account of hot electrons that undergo
“vacuum heating” at the cluster boundary. This will enable us to compare the
relative roles of the hot electron population and the cold electron core.
Nonlinear excitation of the Mie resonance has recently been discussed
in Refs. [50, 51, 52] in relation to harmonic generation in clusters. Although
the model developed in these references has the same basic ingredients as
our theory (collective eigenmode and nonlinear coupling), the actual cause of
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the nonlinear response and the rigorousness of its analysis are different. Ref-
erence [51] deals with a single-fluid model for heated electrons in a spatially
uniform spherical ion background. The authors assume that the electron cloud
oscillates as a rigid body in step with the applied field and that certain part of
the electron cloud crosses the ion boundary. Within this model, the effect of
the sharp edge in ion density is crucial. The resulting nonlinear force is pro-
portional to the gradient of the electron density at the edge of the ion sphere.
The problem with this model is that the rigid displacement approximation
fails for the edge electrons, which invalidates the perturbative approach used
in Refs. [50, 51, 52].
As shown in Ref. [17], there are two electron populations in the cluster,
the cold core and the heated halo, and they respond differently to the applied
laser field. In an equilibrium state, the radius of the cold electron core is
smaller than that of the ion-cluster. As long as the core is inside the ion
sphere, it moves coherently in response to the laser-field. In Sec. 4.3 we will
show that the core motion can be described by rigid displacement as long
as the cluster non-uniformity is small. Although this may resemble the rigid
displacement approximation from Ref. [50], the fact that we consider only those
core electrons that do not touch the edge makes a big difference and allows
us to derive an accurate analytical expression for their nonlinear response.
In contrast with the core electrons, the halo electrons move chaotically. The
chaotic electron halo that crosses the ion boundary can contribute to harmonic
generation. However, this contribution cannot be described in terms of rigid
coherent displacement.
Based on the two-component electron picture, we will demonstrate that
the cold electron core plays the dominant role in harmonic generation, provided
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that the ion density profile inside the cluster is nonuniform. A natural reason
for this nonuniformity is the ion motion during cluster expansion.
In what follows, we will limit our analysis to the case of a single cluster.
By doing so, we will demonstrate the basic mechanism of harmonic generation
with particular attention to the third harmonic. However, our results will not
be quite ready for quantitative comparison with experimental data since the
experiments typically deal with many clusters. One would therefore need to
take into account that the measured signal involves averaging over the cluster
distribution and the laser beam profile. Also, interference effects need to be
considered to properly interpret the data. These two aspects go beyond the
scope of the present work.
4.2 Nonlinearities in clusters
There are two factors that lead to the nonlinearity of the electron core re-
sponse. First, relativistic motion is nonlinear. The small dimensionless pa-
rameter describing this nonlinearity is vcore/c. Second, nonuniformity of the
cluster density makes the oscillations nonlinear. The corresponding small di-




, where d/R is the ratio of the core displacement
to the cluster radius and δn/n0 is the relative nonuniformity of the ion den-
sity. In order to understand the relative role of the two factors leading to the







Since the laser wavelength is much larger than the cluster radius (the ratio
λ/R is about 102 in experiments described in Ref. [10]), we conclude that a
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small density perturbation in the cluster can easily be the main reason for
nonlinearity of the core response.
In addition to the core electrons, there are some electrons which are
extracted from the cluster and accelerated by the external field. The behavior
of these electrons depends on the amplitude of the laser field. In the strong field
limit, when the characteristic excursion of an extracted electron ζ = eE0/meω
2
0
is much larger than the cluster radius R, these electrons are not trapped in
the cluster potential and they leave the cluster. In the opposite case of ζ  R,
the extracted electrons return to the cluster as the external field changes sign.
As these electrons bounce back and forth, they continuously gain energy due
to so-called vacuum heating [47] or surface heating [16]. As a result, a two-
component electron distribution arises in the cluster [17]. Of these two, it is
the cold component that produces the most of the coherent nonlinear response.
4.3 Analytical treatment of harmonic genera-
tion
The aim of this section is to describe analytically how the laser field produces
a strong response of the cluster at the third harmonic of the laser frequency.
This effect is very similar to the response of a weakly nonlinear oscillator that








+ Ω2x = αx3 + f sinω0t, (4.2)
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where the coefficient α characterizes the nonlinearity. To lowest order in f ,





The resulting nonlinear force αx3 contains a spectral component at 3ω0. This
component can generate a strong resonance response when 3ω0 is close to Ω.
In order to link the cluster problem to the oscillator problem, we use a

























|r + ξ(r; t) − r1|






The dynamical variable in this Lagrangian is the electron displacement vector
ξi(r; t), where r is the particle equilibrium position, and the subscript i for
ξ denotes the corresponding Cartesian component. The functions n(r) and
N(r) are the unperturbed densities of electrons and ions in the absence of the
laser electric field Ei(t). The individual terms in the Lagrangian represent the
electron kinetic energy, the electron-electron Coulomb energy, the electron-
ion Coulomb energy, and the electron interaction with the laser electric field
(this field is time-dependent, but spatially uniform within the cluster). It is
apparent that n(r) and N(r) are equal within the cold electron core. We
will assume that the ion density profile extends beyond the electron core, so
that there is a positive ion shell around the neutralized core (see Fig. 2.1).
We will also assume that the electron displacement is smaller than the shell
thickness ∆, so that all electrons remain inside the potential well in their
oscillatory motion. This requires the laser electric field to be smaller than:
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E0  (ω2p/3 − ω20)me∆/e [see Eq. (2.28)] .
In order to make the problem tractable analytically, we will introduce
an additional assumption that N(r) is nearly flat within a spherical boundary.
Yet, we will retain a small deviation from a purely flat ion profile, which turns
out to be essential for harmonic generation.
We now expand the Lagrangian in powers of ξi(r; t) up to fourth-order
terms. For brevity we suppress r and t in the arguments of displacement, but
we keep r1 in the argument. This expansion starts from quadratic terms since
the linear term vanishes due to the requirement that ξi(r; t) = 0 represents
































d3rd3r1n(r)n(r1) [ξi − ξi(r1)] [ξk − ξk(r1)]



































The quadratic parts of the electron-electron and electron-ion Coulomb energies
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is constant within the electron core, because this quantity represents the equi-
librium electrostatic potential created by the ion shell in the core.
It is noteworthy that the electron-ion terms in Eq. (4.6) vanish in the
case of a uniform spherical ion background. Indeed, for N(r) = const, inte-











where R is the cluster radius. The third and the fourth derivatives of this
expression equal zero, which eliminates the corresponding electron-ion terms
for N(r) = const. We also observe that the third- and the fourth order elec-
tron terms in the Lagrangian vanish if we consider a rigid displacement of
the electron core. The underlying physics is that rigid displacement of all
electrons does not affect their mutual potential energy. As a result, the rigid
displacement is an exact solution of the equations of motion for a uniform
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spherical cluster in the presence of a sinusoidal driving field. These observa-
tions suggest that a displacement ξi(r; t) with a weak spatial dependence is
a relevant candidate solution for a slightly nonuniform and/or non-spherical
cluster. The spatial variation in such a solution would scale linearly with
the small nonuniform part of N(r). This allows us to neglect the third- and
fourth order electron-electron interaction terms in Eq. (4.6) compared to the








































































− eEi(t) = 0.
Here the space-time dependance of ξ is now explicitly displayed.





[E0 exp(−iω0t) + c.c. ] , (4.11)
where εi is the unit polarization vector and E0 is the field amplitude, and we
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ξ(1)i exp(−iω0t) + ξ(2)i exp(−2iω0t) + ξ(3)i exp(−3iω0t) + c.c.
]
+· · · .
(4.12)
This representation leads to a truncated set of equations for the Fourier
amplitudes of the displacement. In particular, to the leading order the third


































Calculation of the nonlinear force in Eq. (4.13) involves equations for the
































+ eE0εi = 0. (4.15)
It is apparent that ξ(1)i scales linearly with the laser field amplitude E0 and that
ξ(2)i scales as E
2
0 . Therefore, both nonlinear terms in Eq. (4.13) scale as E
3
0 .
Yet, in the case of nearly flat ion density profile, the first of the two nonlinear






|r−r1| vanishes for a uniform spherical cluster. Therefore,
ξ(2)i is proportional to the deviation δN from the uniform ion density. As a
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result, the first nonlinear term in Eq. (4.13) is proportional to the square of
δN , whereas the second term is linear in δN .























with a normalization condition,
∫
n(r)η∗i (r)ηi(r)d
3r = 1. (4.18)





















If 9ω20 is close to Ω
2 and the nonlinear force is sufficiently small, then equation
Eq. (4.19) implies that me(Ω
2δik − L̂ik)ξ(3)k(r) ≈ 0. In other words, ξ(3)i(r)
must be an eigenvector of the operator L̂ up to an overall multiplicative factor,
i.e. ξ(3)i(r) ≈ Cηi with C a constant. In order to find the constant C, we
multiply Eq. (4.19) by n(r)η∗i (r) and integrate the result over the volume.
Since L̂ is a self-adjoint operator, this procedure annihilates the term involving
(Ω2δik − L̂ik). Solving for C gives
C = − e
2












As already noted, only the deviation δN from the uniform density profile
contributes to the inner integral in Eq. (4.20), which allows us to disregard
small non-uniformity in the quantity n(r)η∗i (r)ξ(1)k(r)ξ(1)l(r)ξ(1)m(r) within the






















and the outer integration needs to be performed over the spherical volume of
the electron core.
It is apparent that, for the nearly spherical cluster, ηi has to be par-
allel to the laser electric field, as the direction of this field is the only pre-
ferred direction in the problem. We denote this direction with a subscript
s. Equations (4.21) and (4.22) together with the definition of ξ(3)i and the
























In order to evaluate the integral on the right-hand side of this expression, we





where θ1 is the angle between the vectors r1 and εi. We find that only N0, N2,












































where Re is the radius of the cold electron core.
The total power radiated by an oscillating dipole with the amplitude

















































4.4 Nonlinear response of the cold electron
core (simulation results)
4.4.1 Cluster with a fixed ion density profile
This section addresses the case in which the excursion of the extracted electrons
is much larger than the cluster radius. In this regime, most of the extracted
electrons escape from the cluster and never come back. As a result, the cluster
contains only cold electrons that are trapped inside the electrostatic potential
well and respond to the laser field adiabatically.
In order to simulate the response of the confined electrons only, we
choose an initially spherical cluster in which the radius of the cold electron
core is less than the radius of the ion sphere, so that the core is surrounded
by a positively charged ion shell. Such a configuration can be created by a
very short pump laser pulse that removes the edge electrons before a lower
amplitude probe pulse arrives. Starting from this configuration, we simulate
the cluster response to the probe pulse.
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We first present simulation results for the case of immobile ions with
a radial density profile given by Eq. (2.20), with ∆N/N0 = −0.2. The laser
pulse is 60 periods long. The amplitude of the laser field rises from zero to its
maximum value during the first 6 periods and then remains constant. We per-
form simulations with different amplitudes and frequencies of the laser field in
order to compare the frequency and amplitude scalings of the cluster response,
which may be evaluated by Eq. (4.23) using the ion profile of Eq. (2.20). The















(9ω20 − Ω2) (ω20 − Ω2)3
, (4.27)
where Qe and Re are the charge and the radius of the electron core, ωp0 is the
plasma frequency corresponding to N0, and Ω = Ω0 + δΩ = 0.989 · ωp0/
√
3 is
the eigenfrequency in nonuniform cluster.
At each time step, the code computes the first time derivative Ḋ of the
cluster dipole moment D. This gives Ḋ as a function of time. In order to
calculate the cluster response at the third harmonic, we Fourier transform Ḋ
and filter out all frequencies except those in the third harmonic vicinity, which
finally gives us the computed value of D(3)s.
In the first set of simulations, we choose the laser frequency such that
3ω0 = 1.06 · Ω0 and vary the laser amplitude. According to Eq. (4.27), the
cluster response at the third harmonic should cubically depend on amplitude.
Figure 4.1 shows comparison between the simulation results and the theoretical
prediction given by Eq. (4.27). For low laser amplitudes the linear cluster
displacement is smaller than the size of the electron core and the results of the
simulation are in good agreement with the theory. As the amplitude of the
core oscillations increases, the average ion density seen by the electron core
45
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Figure 4.1: Normalized dipole moment of the cluster at the third harmonic
(|D(3)s|/QeRe) as a function of the laser field amplitude. The dots are the sim-
ulation results, the solid line is the theoretical prediction given by Eq. (4.27).
The cluster is nonuniform with a density profile given by Eq. (2.20), where
∆N/N0 = −0.2.
decreases, moving the resonance frequency Ω away from 3ω0, which explains
the deviation from the theoretical curve in Fig. 4.1.
In the second set of simulations, we keep the laser field amplitude fixed
and we vary the laser frequency in the proximity of the “resonance” frequency
Ω/3. The results are presented in Fig. 4.2 that shows the cluster dipole moment
at the third harmonic as a function of the laser frequency. We observe very
good agreement between simulations and theory in this figure.
4.4.2 Enhancement of the 3rd harmonic during cluster
expansion
As already stated, the frequency of the dipole mode Ω is larger than the triple
laser frequency at solid state densities. As the cluster expands, its density and
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Figure 4.2: Normalized dipole moment of the cluster at the third harmonic
(|D(3)s|/QeRe) as a function of the laser frequency. The dots are the simu-
lation results, the solid line is the theoretical prediction given by Eq. (4.27).
The cluster is nonuniform with a density profile given by Eq. (2.20), where
∆N/N0 = −0.2.
the eigenfrequency Ω decrease, so that Ω can eventually cross the resonance
value 3ω0.
In order to simulate this process, we use the same setup as for induced
oscillations in subsection 2.3, except we let the ions move. Almost all the elec-
trons remain inside the cluster during the simulation. Only a small fraction
of electrons crosses the boundary at the end of the simulation. This config-
uration allows us to demonstrate the harmonic generation in the expanding
cluster due to the cold electrons alone.
We choose the initial conditions in such a way, that the third harmonic
is slightly bellow the eigenfrequency (3ω0 = 0.88Ω). We first take an artificially
large ion mass mi = 50000me in order to slow down cluster expansion and make
the effect more pronounced. Figure 4.3 shows the result of this simulation. We
observe that:
a) The electron response is virtually linear at the beginning of the laser
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Figure 4.3: Enhancement of the third harmonic during expansion of a cluster
with artificially heavy ions (mi = 50000me). Initial cluster consists of a cold
electron core inside an uncompensated ion shell. The core oscillates inside the
expanding cluster. The enhancement happens when the core eigenfrequency
matches the third harmonic of the laser frequency. The upper graphs show the
incident laser field as a function of time and its spectrum. The lower left graph
shows the time evolution of the second time derivative D̈ of the cluster dipole
moment D. The three lower right graphs show the spectra of D̈ corresponding
to the time intervals A, B, and C shown on the lower left graph.
pulse.
b) As the cluster expands and the resonance frequency matches the third
harmonic frequency, significant energy goes into the third harmonic.
c) The third harmonic is still present later in time, but it is not as strong
as during resonant enhancement.
Next, we take the parameters close to the real experiments [53]: λ = 1µ,
ωp/ω0 = 6.6 and mi = 4000me. This corresponds to a deuterium cluster with
the density of N0 = 4.85 × 1022cm−3. The cluster radius is R = 4.6nm, the
core radius is Re = 2.5nm. The field amplitude is eE0/mecω0 = 0.0315, which
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Figure 4.4: The third harmonic generation in an expanding Deuterium cluster.
Initial cluster consists of a cold electron core inside an uncompensated ion
shell. The upper graphs show the incident laser field as a function of time and
its spectrum. The lower graphs show the time evolution of the second time
derivative D̈ of the cluster dipole moment D and the corresponding spectrum.
As the cluster expands the electrons leak out from the core, which explains
the decay of the cluster response in the left bottom graph
corresponds to the core displacement d = 0.16nm and the extracted electron
excursion ζ = 2.4nm. The result of the simulation is shown in Fig. 4.4. A new
element that we observe in this simulation is the electron leakage through the
ion shell during the relatively fast expansion of the shell. It takes only 15
laser periods for all electrons to leave the expanding cluster, which is evident
from the signal depletion in Fig. 4.4.
4.5 Role of hot electrons
How will the situation change if there is no ion shell preventing electrons from
leaving the cluster? In order to answer this question, we do another simulation
with the same parameters as in section 4.4.2, but setting the initial radius of
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the ion sphere R equal to the radius of the electron core Re, so that the cluster
is initially neutral. Here we take mi = 50000me in order to suppress cluster
expansion early in time. The result of this simulation is presented in Fig. 4.5.
In comparison with the previous case (Fig. 4.3), we now observe third harmonic
generation at the early stage of the interaction. The underlying reason is that
the extracted electrons excite the third harmonic transiently as they move















































Figure 4.5: The third harmonic generation during expansion of initially neutral
cluster with artificially heavy ions (mi = 50000me). The upper graphs show
the incident laser field as a function of time and its spectrum. The lower graphs
show the time evolution of the second time derivative D̈ of the cluster dipole
moment D and the corresponding spectrum. The harmonic generation at early
time is caused by the extracted electrons. After the extracted electrons leave,
the third harmonic disappears. Later in time the third harmonic emerges again
when its frequency matches the core eigenfrequency.
Figure 4.6 shows that there are electrons that are not confined inside
the cluster after 7 laser periods. The ion density is still very close to uniform
at this moment. It appears that mostly the extracted electrons produce the
nonlinear response at the early stage. Later in time, the extracted particles are
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nearly gone, but the ion density profile becomes strongly nonuniform because
of the cluster expansion. At this stage, the mechanism for harmonic generation











Figure 4.6: Configuration of initially neutral cluster with artificially heavy ions
(mi = 50000me) after approximately 7 laser periods.
In order to verify this interpretation, we perform another simulation
with the same parameters, except that we freeze the ions to keep their density
uniform. Figure 4.7 shows that, in this case, the third harmonic arises at the
early stage only (due to the extracted electrons).
Figure 4.8 shows partial contributions of the two electron populations
to the oscillating dipole moment of the cluster. Early in time, the electron
response is linear. As the laser heats more electrons, the response exhibits
nonlinearity. The spectrum indicates the presence of the third harmonic. One
may think that the third harmonic stems from the stochastic motion of the hot
electrons. A more detailed analysis shows that this is not the case. Although
there is third harmonic component in the hot electron dipole moment, it is
significantly smaller than that of the core electrons. The motion of the core
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Figure 4.7: Transient generation of the third harmonic by the extracted elec-
trons in an initially neutral and uniform cluster with immobile ions. As the
extracted electrons leave, the third harmonic disappears.
electrons appears to be affected by the nonuniform space-charge of the hot
electron halo and it is no longer harmonic as it would be in the absence of the
hot population.
4.6 Summary
The underlying premise of this chapter is that a laser-irradiated cluster gen-
erally contains two electron populations, the cold core and the heated halo.
Electrons in the core move collectively in step with the applied laser field.
On the other hand, the stochastically heated halo electrons move in a chaotic
manner.
Our analytic model deals with the oscillatory motion of the core in a
potential well provided by the ions of the cluster. The nonlinear response of
the core is due to nonuniformity of the ion density, which could be due to
some intrinsic nonuniformity or may arise naturally in the process of cluster
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Figure 4.8: Harmonic generation in the presence of the hot electron halo. The
left column shows the time dependence of the laser field, the second time
derivative D̈ of the cluster dipole moment and the contribution to D̈ from the
cold and hot electrons. The right column shows the corresponding spectra.
expansion. When the third harmonic of the laser frequency is in resonance
with the Mie frequency, which is the experimentally relevant case, the cluster
exhibits enhancement of third harmonic generation. In the present work, this
resonant enhancement has been confirmed through PIC simulations.
Our simulation work also confirms the presence of the halo electrons
(see Chapter 2, Sec. 2.4). Here the vacuum heating mechanism is operative.
The characteristic energy of halo electrons increases in time due to vacuum
heating and the number of halo electrons increases as well. Since the halo is
less dense than the cold core and its motion is incoherent albeit nonlinear,
the halo contributes less than the core to the third harmonic signal. Also, the
timing of the halo response is different.
It remains to be a challenge to observe such two-component electron
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dynamics experimentally and to quantitatively compare our description of en-





5.1 Model and assumptions
We use particle-in-cell code to simulate electron and ion dynamics self-consistently.
The assumptions that the laser wavelength is much larger than the cluster size
and that the motion of the particles is non-relativistic make the problem elec-
trostatic. The laser electric field is introduced in the simulation as a spatially
uniform function of time; the magnetic field is neglected. We assume that
the laser is linearly polarized and that the cluster is axisymmetric with the
axis of symmetry along the laser electric field. The code employs cylindrical
coordinates with axial symmetry.
Our numerical model has three important distinctions from earlier 2D
simulations performed in Cartesian coordinates [12]. First, we address a 3D
physical problem that is relevant to spherical clusters as opposed to rod-like
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clusters. The electrostatic potential falls off faster with distance for a spherical
cluster, which changes the behavior of the extracted electrons significantly.
Also, the electron eigenmodes are different for spherical and rod-like clusters.
Second, the electrostatic approximation makes our code faster than the earlier
electromagnetic code since the size of our simulation box is only a small fraction
of the laser wavelength. In experiments, the clusters are about 100 times
smaller than the wavelength [10]. Our simulation box is typically five times
larger than the cluster radius, which saves computation time while capturing
most of relevant physics. Third, our code does not impose periodic boundary
conditions, which is convenient for modeling isolated clusters.
The macro-particles in our axisymmetric code represent charged rings.
Each particle has only radial and axial components of the velocity. The az-
imuthal velocity is zero because of the axial symmetry. The electric field con-
sists of two parts: the external (laser) field, which is a given function of time,
and the Coulomb part. The Coulomb electric field is calculated by transferring
the charge density onto the grid and then solving the Poisson’s equation using
the multigrid method [54, 55]. The boundary condition for an isolated cluster
is such that the electrostatic potential vanishes at infinity. Since our simula-
tion box is finite, we need to precalculate the value of the potential at the edge
of the simulation box in order to formulate the boundary value problem for
Poisson’s equation. Since the box is larger than the size of the cluster, we use
the total charge and the dipole moment of the particles in the box to find the
potential at the boundary. By doing so, we reduce the error in the boundary
condition from the order of R/L to the order of (R/L)3, where L is the size of
the box and R is the cluster radius.











Figure 5.1: Simulation setup.
the simulation box (see Fig. 5.1). If an extracted electron reaches the edge of
the simulation box, we remove it from the simulation. A macroparticle away
from the axis represents more real particles than a macroparticle in the central
region. When a large macroparticle moves close to the axis, we split it into
several macroparticles in order to keep the number of macroparticles per cell
much larger than unity.
In most of our simulations, 12000 grid points correspond to one laser
wavelength e.g. 800nm. The initial cluster radius in a typical run is 30-50 grid
points. Electron core can have a smaller radius than the ion background. A
typical size of the simulation box is 256×256 grid points. The total number of
particles during a run varies from hundreds of thousands to several millions.
The simulation of 10-20 laser periods takes less than half an hour on a 2.8 GHz
Pentium 4 PC.
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5.1.1 Limits of applicability
Absence of magnetic field
Clearly, the presence of magnetic field would break the symmetry of the prob-
lem. The legitimate question is how well our approximation describes the real
laser-cluster interaction and when the magnetic field changes the particle dy-
namics? The condition for the escaped electrons is the same as that for a free
electron: eElaser/mcω0  1. A more interesting question is under what con-
dition the inner electrons are affected by the presence of the magnetic field?













Elaser is the electric field inside the cluster [see Eq. (2.25)],






[see Eq. (2.29)]. The
magnetic field can be neglected when the ratio of the magnetic force to the




Note that although electron motion inside the cluster is always sub-relativistic,
the condition for neglecting the magnetic field is the same as for a free electron
in vacuum.
Collisionlessness
The particles-in-cell algorithm suppresses binary collisions. In the real exper-
iment the ion-electron collisions may lead to electron heating. The character-
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is the characteristic energy of the electron in the elec-
tromagnetic field, νie is the ion-electron collision frequency. As long as the
simulation time is shorter than this time, the effects of the collisional heating
are not important and the model is valid.
Ionization
For light atoms, such as hydrogen, the ionization threshold is very low (∼
1014W/cm2) compared to the typical laser intensities 1015 − 1017W/cm2 in
cluster experiments. As a result, the atoms in the cluster are completely
ionized by the time the main part of the pulse reaches the cluster. Heavy atoms
may be partially ionized during the interaction. This may lead to nonuniform
ionization [16] and other interesting changes in the cluster dynamics, which
goes beyond the scope of this thesis.
5.2 Geometry, equations, and boundary con-
ditions
Our code employs cylindrical coordinates (r, z), with a simulation box deter-
mined by 0 < r < Rbox and −Lbox/2 < z < Lbox/2. The size of the simulation
box is typically several times larger than the cluster radius R and smaller than
the laser wavelength λ. Since the laser wavelength λ is much larger than the
size of the cluster R, the laser field in the simulation box is set to be a spatially
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uniform function of time. We assume that the laser pulse is linearly polarized
in z direction and has subrelativistic intensity with normalized vector poten-
tial a0 = eE0/mcω0  1. This allows us to neglect the effects of the magnetic
field and makes both electron and ion response to the laser field axisymmetric.
The cluster can have any axisymmetric shape. In the code each macro-
particle represents a charged ring. Suppose, we want to simulate a cylindrically
symmetric neutral cluster, for example, a spherical cluster. We then construct
the corresponding initial mass-charge distribution from positively and nega-
tively charged rings. The rings may have the same charge (and mass) or be
uniformly distributed in (r, z) but have different masses and charges to form
the desired density profile. The first representation requires more memory and
CPU operations, since the the number of particles per cell increases propor-
tionally to r. The second representation is more efficient but it is problematic
if the particle layers cross. In this case, ”heavy” particles from the areas with
large r may reach the small volume cells in the region of small r and lead
to significant numerical noise. We resolve this problem by splitting a heavy
particle in half if its mass exceeds 10% of the cell volume times the initial
density. One would want to use the first type of particles to represent hot
electrons, and the second type of particles to represent ions. Every ring is


























At r = 0 we use ”mirror” boundary condition for particles. If rk turns out
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to be negative after advancing a particle position, we change its sign and
reverse the radial component of the particle’s momentum pkr as well. If an
electron escapes from the cluster and reaches the edge of the simulation box,
that is rk > Rbox or |zk| > Zbox/2, then the particle is removed from the
simulation. The underlying reason is that since the particle is no longer bound
to the cluster potential and is unlikely to return back. On the other hand the
contribution of such particles to the field inside or near the cluster is also
negligible. This is specific property to 3D geometry, where the potential drops
as 1/r, In 1D and 2D geometries the particles are always bound to the cluster.
The electric field consists of two parts. The first one is the external laser









and the charge density ρ is calculated from the particle distribution.
5.3 Numerical implementation
The simulation box of the size Rbox ×Hbox is divided into N × N − 1 cells of
equal hight and width ∆, where N = 2k for some integer k. The boundaries
of the cells are planes zj = j and cylinders with ri = 0.5+ i for integer i and j.
The distance between grid points serves as a unit of length in the code. The




density is in the units of n0. For example, the ”frequency” of the electron
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dipole mode in a cluster of ”density” 1 in the code would be 1/
√
3. The unit
of momentum is mc, where m is the particle mass.
5.3.1 Density calculation
All macroscopic quantities such as electrostatic potential, charge density and
electric field are evaluated at the grid points which are located at the centers
of the cells, that is at points with ri = i and zj = j + 0.5 for integer i and j.
Knowing the positions of all the particles, we compute the charge density at
the grid point. This is done by using the following 4-point weighing scheme.
Let the position of the kth particle be given by r = ri + dr and z = zj + dz,
where (ri, zj) is the coordinate of a grid point and 0 ≤ dr < 1, 0 ≤ dz < 1.
Then the contribution to the density from kth particle is:
qkdr · dz/Vi,j at point grid point (i, j),
qk(1 − dx) · dy/Vi+1,j at point grid point (i + 1, j),
qkdx · (1 − dy)/Vi,j+1 at point grid point (i, j + 1),
qk(1 − dx)(1 − dy)/Vi+1,j+1 at point grid point (i + 1, j + 1),
where Vi,j is the volume of cell (i, j).
5.3.2 Calculation of the fields
Having the charge density at the grid points we solve Poisson equation to find
the electrostatic potential.
∇2φ = −4πρ
In order to implement the boundary condition φ|∞ = 0, we take the simu-
lation box a few times larger than the characteristic size of the cluster and
we approximate the value of the potential at the boundary of the box using
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multipole expansion up to the dipole moment. Therefore, the error in the
boundary condition for the potential is of the order of (R/Lbox)
3, where R is
the characteristic size of the cluster and Lbox is the size of the simulation box.
The boundary condition at the axis of symmetry is ∂rφ|r=0 = 0.
We use time-efficient multigrid method, which has the complexity of
O(N2), where N2 is the total number of the grid points. The numerical version
of the Poisson equation in cylindrical coordinates is



















and ∆ is the distance between grid points. We start with some approximate
solution φi,j0 to discrete equation (5.5) on the grid N ×N − 1, where N = 2k.




k + dt(∇2φi,j + 4πρi,j) = φi,jk + dtLφi,j,
where dt = ∆2/4. These iterations smooth the residue ui,j = Lφi,j, this
means that the high order harmonics of the descrete Fourier transform of ui,j
quickly converge to zero during these iterations. In order to eliminate low order
components of the residue ui,j, we transform the equations onto a coarser grid
N1 ×N1 − 1, where N1 = 2k−1. On this grid we solve the equation
LδφI,J = −uI,J (5.6)
where δφI,J is the correction to φi,j such that L(φ+δφ) = 0. After finding δφI,J ,
we interpolate it back to the fine grid using 2D linear interpolation getting
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δφi,j. The new approximation to the solution of equation (5.5) is φi,j + δφi,j.
After that, we perform several Gauss-Seidel iterations again to smooth the
residue. The whole cycle is then repeated until we get the required precision,
i.e., until the absolute value of the residue ui,j becomes much smaller than
unity. The equation (5.6) is a Poisson equation on the coarser grid. Therefore,
we solve it the same way, using Gauss-Seidel iterations, going to even coarser
grid and back and doing Gauss-Seidel iterations again. The process of going to
the coarser grid is repeated recursively until we reach a grid of the size 2 × 1,
where the equations can be solved explicitly. During the transformation of the
equations from one grid to another, we need to transform both the discrete
functions, such as φ, ρ, and u, and the boundary conditions. In the case of
the cylindrical geometry it is convenient to do it if we use the grid size of
2k × 2k − 1. In this case in order to go to the coarser grid we just through
away every second row and column on our grid as shown in Fig. 5.2. The
circles indicate the grid points, the squares indicate the points at which the
boundary conditions are specified. When we change to a coarse grid only the
grid points marked with the white dots remain.
From the particle distribution we calculate the charge density ρi,j and
the boundary vales of the electrostatic potential φi,0, φi,N−1, and φN−1,j on the
finest grid, where i = 0..N − 1, j = 0..N − 2. The transition to the coarse grid







(ρi−1,j + ρi+1,j + ρi,j−1 + ρi,j+1) +
1
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where i = 2I and j = 2J .
z
r
grid point on fine mesh
grid point on coarse or fine mesh
boundary condition point on fine mehs
boundary condition point on coarse or fine mehs
cell boundary
simulation box boundary
Figure 5.2: Multigrid implementation
In order to start the iterations of any iterative algorithm, such as Gauss-
Seidel we need some initial approximation to the solution. Any initial approx-
imation will converge, however, if it is not very close to the real solution it will
require more iterations. We implement the so-called full multigrid method.
This means that before starting iterations, we first solve the problem on the
coarsest grid. Next, we interpolate this solution onto the finer grid and use the
result as the first approximation for this grid. Then refine the grid again, until
we get the approximate solution on the grid of interest. Finally, the iterative
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multigrid method described above is used to further reduce the error.
5.3.3 Numerical frequency shift in leap-frog method
In our code particle coordinates and fields are specified at integer time point,
whereas velocities are specified at semi-integer points. Core oscillation in a
uniform cluster are equivalent to the following discrete equations (this method




xn+1 = xn + vn+1/2∆t,
vn+3/2 = vn+1/2 − Ω20xn+1∆t.
(5.8)
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= −Ω20Ae Ω(n+1)∆t. (5.11)




By expanding sin() in the RHS into Taylor series up to the third order and sub-
















Because electrostatic fields in a relativistic plasma wave can exceed those in
radio-frequency linear accelerators by 3 orders of magnitude, plasma based
accelerators can potentially provide a compact source of high energy elec-
tron bunches [56]. Of the various methods of driving large-amplitude plasma
waves [2], the Self-Modulated Laser Wakefield Accelerator (SM-LWFA) [24,
25, 26] has so far yielded electron bunches of the highest energy (tails to
>200 MeV [27, 57]), charge (> 1 nC/bunch [28, 29]) and collimation (trans-
verse emittance ε⊥ < 0.1π mm · mrad [30]). In the SM-LWFA, the plasma
density ne is chosen such that the duration τpulse of the driving pulse (typ-






2 (typically 1019 cm−3 < ne < 10
20 cm−3 or 2 fs< ω−1p < 6 fs).
Such pulses are subject to envelope modulation due to Forward Raman Scat-
tering (FRS) and Envelope Self-Modulation (ESM) instability, also called Res-
onance Modulation Instabilities (RMI) [40]. Modulation breaks the long pulse
into short subpulses of duration equal to the plasma period, which resonantly
excite a high amplitude plasma wave. Under these conditions, a collimated
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beam of multi-MeV electrons, resulting from capture and acceleration of elec-
trons from the surrounding plasma by the plasma wave, has been observed
in several laboratories [28, 29, 31, 32, 33, 27]. The beam properties achieved
in recent work are favorable enough that near-term applications of the SM-
LWFA - including table-top nuclear activation of rare isotopes [29], injectors
for conventional high-energy physics (HEP) accelerators, and radiation oncol-
ogy [34, 35, 36] - are gradually emerging.
A disadvantage of the SM-LWFA is the high peak power of the driving
laser pulses, which is required to achieve the necessary beam energy, collima-
tion, and peak current for practical applications. This restricts laser repetition
rate to a few Hertz, and average current to nano-amp levels. Most demonstra-
tions of SM-LWFA have, in fact, been essentially single-shot ( 1 Hz) [31, 32,
28, 33]. Only recently has high quality SM-LWFA been achieved at repetition
rates as high as 10 Hz [29]. However, kilohertz repetition rates (micro-amp
average currents) are desirable for most applications. Recently laser systems
capable of delivering pulses approaching ∼1 TW at ∼1 kHz repetition rate
have indeed been developed [58]. However, these pulses currently fall short
of the threshold required for efficient SM-LWFA. Therefore, it is timely to in-
vestigate schemes for “seeding” the growth of RMI that have the potential to
reduce the threshold energy for SM-LWFA to levels achievable by kHz laser
systems, while retaining the favorable beam characteristics (high peak current,
collimation, energy).
Here we investigate through 1D and 2D particle-in-cell (PIC) simula-
tions a Raman-seeding mechanism [59, 38, 39], in which a driving pulse with
frequency ω is “seeded” by a co-propagating superposed pulse of a substantially
lower intensity and with a frequency ωseed ≈ ω−ωp. The presence of this seed
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pulse greatly enhances RMI compared to the unseeded case. Recent demon-
stration of experimental schemes for generating Raman-shifted seed pulses by
chirped-pulse stimulated Raman scattering in Raman-active crystals [60] has
further motivated the present study.
Our regime of interest must be distinguished from previous studies
of plasma beat-wave acceleration (PBWA), in which, although two incident
pulses that differed in frequency by ωp were also used, the plasma density
was much lower (typically ne < 5 × 1016 cm−3) [61, 62, 63] than the density
considered here. In the PBW regime, the wakefield generation is inefficient
unless the two pulses are comparable (i.e. within one order of magnitude)
in intensity. In addition, in low density PBWA experiments, the two driving
pulses were close enough in frequency that they were produced from within
the spectral bandwidth of the same parent laser – e.g. by using neighboring
spectral lines of a CO2 laser [61, 62], or by dividing the bandwidth of a Ti:S
laser using etalons [64] or frequency masks [65] – and could thus easily be ren-
dered comparable in intensity. Moreover, from a theoretical standpoint, the
physics of PBWA differs in two important respects from the case we consider.
First, electron pickup from the background plasma does not occur because
the accelerating fields are smaller, and Backward Raman Scattering (BRS),
which is an important mechanism for pre-accelerating electrons to the capture
threshold, produces less energetic electrons than at higher density. Second, the
laser-plasma interaction at low density consists almost entirely of the action
of the linear ponderomotive force on the plasma electrons.
By contrast, in the high density SM-LWFA regime, the sideband pulse
would, in practice, have to be generated outside the bandwidth of most avail-
able high intensity laser systems. For this reason, it is more appropriate to
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refer to the sideband generation as “Raman shifting”. This process is in-
evitably inefficient, so there is little practical interest in considering the case
of comparable intensities. A Raman-shifted pulse 100 times less intense than
the parent driving pulse can, in sharp contrast to the PBWA regime, critically
influence the production of a high amplitude plasma wave by creating a fa-
vorable initial condition, or “seed”, for the growth of RMI. For this reason,
it is appropriate to refer to the sideband as a “Raman seed” in the high den-
sity regime. The subsequent physics also differs qualitatively from the PBWA
regime. In high density regime, BRS excites a short-scale plasma wave, which
easily breaks, proving enough momentum for electrons to get injected into the
accelerating phase of the large-scale wakefield. Therefore, electron pickup from
the background plasma becomes important, and can be as efficient as in con-
ventional SM-LWFA. Moreover, other 1D and 2D laser-plasma nonlinearities
such as relativistic self-focusing and RMI, etc. – that are negligible at lower
density, influence the interaction strongly at high density, and must be taken
into account. However, unlike SM-LWFA, Raman seeding allows wakefield
excitation and particle acceleration in the low pulse amplitude regime, where
the pulse is less subjects to undesirable instabilities such as self-focusing and
RMI can be controlled with the seed parameters (see Chapter 8).
In view of recent demonstrations of high quality SM-LWFA beams, kHz
TW laser systems, Raman-shifted seed pulses, and potential applications that
could benefit from reduced threshold, it is imperative to examine the quanti-
tative 1D and 2D simulation features of Raman-seeded laser-wakefield accel-
eration (RS-LWFA) explicitly. Here are several important points of interest.
Since the seeded pulse is introduced externally, we would like to investigate
how the variations of seed parameters control wakefield excitations. Up to
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now electron production in SM regime in experiments has been associated
with high intensity pulses, where the power of the laser pulse is greater than





In this work, we investigate the possibility of utilizing Raman seed for electron
production by pulses in the sub-critical power domain. In this domain, we also





7.1 1D and 3D regimes of the modulation
There are several different regimes of Resonance Modulational Instability (RMI)
[40, 66]. When 16(ω/ωp)
2/(kpσ⊥)
2 < 1, where kp = ωp/c, σ⊥ is the spot-
size, the modulation is caused by 1D RMI known as Forward Raman Scat-
tering (FRS). When σ⊥kp < ω/ωp, the problem becomes essentially three-
dimensional and the dominant modulation mechanism is Envelope Self-Modulation
(ESM). For the parameters of interest (low energy pulses with the interaction
length limited by diffraction or dephasing), the 4-wave FRS and ESM are
important. For the detailed classification of RMI regimes, see Ref. [40].
At early times, the main mechanism of the pulse modulation in the
self-modulation regime is FRS [66, 67]. It begins with the leading edge of
the incident pulse (or some other perturbation) exciting a plasma wave with
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frequency ωp. The rest of the pulse scatters on this wave into the Stokes
and anti-Stokes waves. The beating of the fundamental and scattered waves
creates modulation with spacing λp = 2πc/ωp. Each period of the modulation
further excites the plasma wave resonantly, leading to even more scattering,
thus creating a positive feedback. The pulse modulation is stronger at the tail
of the pulse, since the tail is scattered on the wave created by the entire pulse.
The modulation grows in time until saturation, caused by scattering of the
Stokes and anti-Stokes waves, which lead to appearance of the higher order
Fourier components (ω0 ± kωp) and degradation of the modulation structure.
Another process leading to saturation is wavebreaking of the plasma wave (see
Chapter 9). Before saturation the solution for the growth of the wakefield




















is the number of the e-fold magnifications of the original perturbation χs0, n0
is the plasma density, δn is the plasma density perturbation, a0 = eA/mc
2
is the normalized vector potential, t is the interaction time during which the
laser pulse passes through the gas jet, and ψ is the distance from the head of
the pulse. The last expression is the asymptotic form for large values of Γ.
For pulses of small spotsize 3D ESMI quickly becomes dominant [40, 66].
In this process, the excited plasma wave modulates the pulse envelope by
forming a periodic refractive structure. The regions with positive density
perturbation act as diverging lenses, whereas the regions with negative density
perturbation form converging lenses. As a result, the longitudinal profile of
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the spotsize and, therefore, the amplitude envelope becomes modulated, which
causes stronger wakefield excitation. The growth of the modulation can be













where σ⊥ is the spotsize.
The transition from 1D to 3D regime occurs when Γ3D1 becomes larger
than Γ1D1. For the parameters used in our 2D simulation, this transition
happens at the very beginning of the interaction, which means that ESM
dominates most of the time. In 1D simulations only FRS is present.
Putting ψ to be half of the pulse length and neglecting the length of
the pulse compared to the interaction length, we can rewrite Eq. (7.2) and





















where ε is the pulse energy, λ is the laser wavelength, TR = πσ
2
⊥/λc is the
Rayleigh time. Assuming ω/ωp = 6 and λ = 0.8 µ (parameters used in the




















7.2 Relevant regime for Raman seeding
Depending on the value of Γ, the following regimes of modulation can be
distinguished:
• Γ  1 - the modulation quickly develops from any perturbation and
saturates almost instantaneously.
• Γ > 1 - the modulation growth depends strongly on the initial pertur-
bation.
• Γ ≤ 1 - the modulation fails to develop during the interaction time
regardless of initial conditions.
The intermediate regime with Γ > 1 is the main focus of this work. There are
two reasons for this.
First, by introducing a finite amplitude external perturbation with Ra-
man seed, we can reduce the energy threshold for modulation and strong
wakefield excitation to the low mJ range (see Eq. (7.6) and Eq. (7.7)). Since
pulsed laser systems can typically produce ∼10 W average power, repetition
rate approaching 1 kHz may be within reach. However, modulation growth
and electron production depends critically on additional seeding.
Second, since in this regime the seed is critical, new opportunities arise
to control the phase of the generated wakefield and the rate of particle pro-
duction through manipulation with the seed pulse (see section 8.1).
Note that Eqs. (7.1-7.7) should be applied only for qualitative estimates
of the modulation amplification, because for small values of Γ the asymptotic
solution is not accurate, whereas for large values of Γ other effects lead to
saturation.
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7.3 Raman seed amplitude
In the absence of external perturbation or “seed”, the Raman Forward Insta-
bility may develop from different noise sources for a sufficiently energetic pulse.
For example, the leading edge of the laser pulse with finite length can excite a
plasma wave [67]. The ionization front of the laser pulse may be considered as
a delta function ponderomotive driver that can also create an initial plasma
wave [38, 68]. Finally, BRS perturbs the pulse envelope as well as creates
noises in the plasma, which can seed RMI [69].
If the energy of the pulse is relatively small, then the number of e-
foldings may not be enough to produce a wave of sufficient amplitude from a
small perturbation during the interaction time. In this case it is reasonable to
introduce a seed - an external perturbation either in plasma or in the pulse
envelope - which after amplification might be larger than the natural seeds
and produce modulation structure capable of exciting large amplitude waves
and accelerating particles. Several seeding mechanisms have been suggested,
for example, Raman seed [37, 38] and resonant pre-pulse [70].
Although there is no fundamental difference among the different types
of seeds to use, because all approaches serve the same purpose of creating
an initial perturbation from which the modulation develops, we use a slightly
modified Raman seed in all our numerical simulations. The reason for choosing
Raman seed is that it is relatively easy to control and, unlike resonant pulses,
suitable for high-density self-modulation regime. Since the instability develops
faster at the tail of the pulse we put the seed pulse closer to the head of the
main pulse. As a result, the head of the pulse will be pre-modulated at the
very beginning. As the tail starts to experience modulation, the whole pulse
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becomes almost uniformly modulated.
Although the coefficient χs0 from Eq. (7.1) may be associated with
various noise sources in the laser-plasma system, the finite length of the pulse
is the major contribution to χs0 [67]. To estimate the effect due to the shortness




















G(ψ − ξ). (7.9)
In Eq. (7.9), G(x) = − 1
kp
sin kpx, for x ≤ 0, and 0 elsewhere. To obtain an
analytic dependence of χs0 on laser pulse parameters such as the intensity and
the pulse-length, used the following pulse-envelope was used in Ref. [67]:
a(ξ) = a0 sin
πξ
L
, for 0 < ξ < L, (7.10)
and a(ξ) = 0 elsewhere. This leads to

























For the Raman seeding case, we parameterize the incident laser field in
the region 0 < ξ < L by












where a0seed is the seed amplitude . In the integrand of Eq. (7.9), replacing
the function atotal(ξ)
2 by 2a(ξ)aseed(ξ) we obtain
χseed = χ
seed













The ratio of χavgs0 to χ
seed





















Figure 7.1 shows the result of 1D PIC simulations for different values of
a0seed/a0. The graph shows the amplitude of the wakefield at t = 100ω
−1
p for a
100 fs laser pulse with a0 = 0.5 and ω/ωp = 6. The point a0seed/a0 = 0.015 at







thus confirming Eq. (7.18).
Since the process of Raman shifting is not very efficient (∼ 30% in
energy) [60], it makes sense to use only a small portion of the laser energy
for creation of the seed. For example, production of seed with a0seed/a0 =
0.1 would require splitting approximately 3% of the laser energy for Raman
shifting.
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Figure 7.1: Wakefield amplitude at t = 100ω−1p as a function of seed amplitude.
At aseed/a0 = 0.015 the contribution to χs0 from the seed is equal to the
contribution from the leading edge of the pulse.
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Chapter 8
Effect of seed parameters on
LWFA
8.1 Coherent control with Raman seed
A Raman seed allows us to control the generation of the wakefield by changing
the parameters of the seed pulse. Here we present several examples of coherent
control of the excited wave.
In Fig. 8.1 we show the results of 1D PIC simulations for different am-
plitudes of seed pulse ranging from a0seed/a0 = 0.0001 to 0.1. The normalized
vector potential in the simulation is a0 = 0.5, laser to plasma frequency ratio
is ω0/ωp = 6. Although 1D simulation does not take into account important
transverse effects such as diffraction, self-focusing, transverse bunching and
transverse wavebreaking, it correctly describes FRS and can be applied for
qualitative investigation of pulse and wakefield dynamics at early times. For
example, for a spot size of 10 µ and λ = 0.8 µ the Rayleigh length in the units
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Figure 8.1: Wakefield amplitude for different values of seed as a function of
the interaction time.
on the graph would be around 500. Figure 8.1 shows that by changing the
amplitude of the seed one can change the time it takes for the wakefield to
reach significant value as well as the maximum amplitude of the wakefield and
saturation time. On the other hand when seed intensity becomes very small,
the effects from the seed are virtually negligible compared to the effects due
to the leading edge of the pulse and numerical noise. For example, the value
of the wakefield at t = 250ω−1p does not vary much for a0seed ≤ 0.01a0 (in good
agreement with Eq. (7.18)).
Controlling the phase of the wakefield is important if RS LWFA is used
as an injector. Since the most energetic electrons are localized around certain
phase of the plasma wave, this can be used to synchronize these electrons with
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Figure 8.2: Wakefield phase vs. seed phase, a0 = 0.5, t = 200ω
−1
p , a0seed/a0 =
0.1. Raman seeding enables control of the phase of the excited plasma wave.
the accelerating structure in the second stage of the acceleration.
Moreover, although in the 2D simulations presented in this work the ex-
cited plasma wave amplitude is large enough to trap the background electrons,
which have been preheated by BRS (see Chapter 9), lower amplitude pulses
are capable of exciting plasma waves without particle trapping. Such wake-
fields can be used to accelerate externally injected particles or in multistage
accelerators. In this regime Raman seed not only enhances the modulation
but also can be used to control the phase of the excited wakefield.
Figure 8.2 shows the phase of the plasma wave as a function of the
phase difference between the main pulse and the seed pulse. This dependence
is virtually linear, in contrast to SM-LWFA, where the modulation grows from
the noise, which results in indeterminate phase with random shot-to-shot fluc-
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tuations. Suppose, we would like to make a two stage accelerator and for this
purpose we take two laser pulses with a fixed phase difference and send them
into two consecutive gas jets. After electrons are accelerated by the wakefield
in the first jet, they enter into the second one. In order to control the phase
difference between the wakefields in the two jets we split a small fraction of
one of the pulses and Raman shift it in a Raman active crystal. Then we split
the shifted pulse again into two seed pulses and combine each of them with
one of the main pulses. Although, the phase of the shifted light is random
with respect to the phase of the main pulses, the difference between the beat-
ing and, therefore, the wakefield phases in the two jets will be a controlled
parameter.
8.2 Sensitivity of Raman seeding to frequency
mismatch
In the beat-wave accelerator the pulses with frequencies ω0 and ω0 − ωp have
comparable amplitudes. The superposition of the two waves creates a beating
pattern, which may be viewed as a train of resonant pulses. In the Raman
seeded LWFA, on the other hand, a0seed  a0 and the modulation structure
develops by a self-organizing process of Raman scattering. Consider two laser
pulses with a relative frequency difference not exactly equal to ωp. In the seed-
ing case, only those components of the initial perturbation will be amplified
which have the correct phase. For the beat-wave case the wakefield excited is




sin ((k1 − k2 − kp)ψ/2)
(k1 − k2 − kp)ψ/2
sin ((k1 − k2 + kp)ψ/2) , (8.1)
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where k1 and k2 are the wave number of the two pulses. Here we assumed a
rectangular envelope for the pulses. The growth of the wakefield amplitude
is sensitive to the phase mismatch, which will increase with the length of the
pulse and is given by:
∆ϕ = (k1 − k2 − kp)L, (8.2)
where L is the length of the pulse. The amplitude of the wakefield grows
linearly with ψ if ∆ϕ 1. Otherwise, the wakefield excited by different parts
of the pulse will be out of phase and will partially cancel each other.
In order to demonstrate the effect of the frequency mismatch on the
particle acceleration, we perform a series of 1D particle-in-cell simulations with
different frequencies of the second pulse. In the seeded case the main pulse
has a0 = 0.5, the seed pulse has a0seed/a0 = 0.1. The pulses in the beatwave
case have equal intensity and their combined energy is equal to the energy of
the main pulse in the seeded case, i.e. a′0 = a
′′
0 = 0.35. The interaction time
is 500ω−1p . Figure 8.3 shows the dependence of the maximum particle energy
on the mismatch for the case of the Raman seeded and beatwave LWFA. Note
that Raman seeded wakefield acceleration is less sensitive to the frequency
mismatch.
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Figure 8.3: Maximum electron longitudinal momentum as a function of fre-




Particle production in RS and
SM LWFA
The results of 1D and 2D simulations indicate the presence of particle trapping
and acceleration by a plasma wave, which is far from cold plasma wavebreak-
ing, when the normalized electrostatic potential is φ = eΦ/mc2 ∼ 0.5. A 1D
nonlinear plasma wave breaks when [71] φ = (γ2p−1)/γp  1, where γp = ω/ωp
is the relativistic factor of a particle resonant with the wave. It is noteworthy
that a 2D or 3D plasma wave eventually breaks at any wave amplitude [72].
However, in our simulations we observe particle trapping in 1D. This indicates
that the mechanism of injection of the particles into the acceleration phase is
different from transverse wavebreaking. It turns out that the appearance of
the particles that are coherent with the plasma wave is the result of the fine-
scale wavebreaking caused by Backward Raman Scattering (BRS) [73, 74, 75].
During this process, a wave (ω, k) decays into a scattered wave (ω − ωp, −k)
and a plasma wave (ωp, 2k) [2]. Since this process is unstable, the amplitude
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of the short-scale plasma wave grows fast until wavebreaking, which occurs
at significantly lower amplitude φ = 1/2γp than the long-scale wakefield with
wavenumber kp ≈ ωp/c. The electrons, which lose the coherence with the wave
due to wavebreaking, have characteristic velocity equal to the phase velocity
of the short-scale plasma wave vph = ωp/2k = c/2γp = 0.08c. The simulations
show that the actual momentum spread resulting from this wavebreaking can
be several times this number (see Fig. 9.1). Wavebreaking leads to plasma
heating. When the Debye length becomes comparable to the wavelength of
the excited plasma wave, the plasma wave is then strongly damped, and the
process of BRS is suppressed.
Figure 9.1: Wavebreaking due to Backward Raman Scattering. 1D simulation
with a0 = 0.35 and no seed. The graph shows the longitudinal projection of
the phasespace. For lower values of x, the wave gets completely destroyed and
the particle momenta reach the values of ∼ 0.4mc.
The trapping mechanism must be explained in terms of the particle
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dynamics in the long-scale plasma wave. A motion of a particle in a cold
plasma wave is described by a Hamiltonian [71]:
H(β, ψ) = γ(1 − ββp) − φ(ψ), (9.1)
where ψ = x − vgt, vg is phase velocity of the long-scale plasma wave (ap-
proximately equal to the group velocity of the laser pulse), βp = vg/c, β is
the normalized particle velocity, γ is the particle relativistic factor. H is nor-
malized electron energy in the wave frame. The trajectory of the particle in
the cold wave is determined by the condition, that at the turning point of
the oscillation (β = 0) the restoring force on the particle is maximum. This




H(β, ψ) = 1 − φ(ψ∗),
φ′′(ψ∗) = 0.
(9.2)
The trajectories of the particle, which are trapped in the wave are separated
from the rest of the particles by the separatrix, which is determined by the
condition that at the maximum of the potential energy −φ there is a unique
solution for β or
H(β, ψ) = γ−1p − φmin (9.3)
For simplicity, we assume that the potential is sinusoidal. Figure 9.2 shows the
trajectories in the (ψ, px) phasespace given by Eqs. (9.2) and (9.3) with the
amplitude φ0 = 0.5. Figure 9.3 shows the minimum of the difference between
the two curves as a function of the wakefield amplitude. The trapping occurs
when the momentum spread provided by short-scale wavebraking is sufficient
for transferring a particle from the wave into the trapped region.
Note, that the wave is sinusoidal only in the low amplitude region
φ0  1. For large values of φ0 the differential equation for a nonlinear plasma
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wave must be solved [2]. Still the present analysis gives a qualitative under-
standing of the electron trapping at low values of φ0.













Particle in the wave
Figure 9.2: Trajectory in the phase space of a particle in the wave given by
φ = 0.5 cos(kpx − ωpt) and the particle on the separatrix. Preheating caused
by Backward Raman Scattering perturbes the trajectories of the particles in
the wave and allows them to reach the separatrix (become trapped).
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Figure 9.3: The minimum difference between momenta given by Eqs. (9.2) and




In this chapter, we study wakefield creation and particle acceleration using
Raman seed and self-modulation for relatively low energy pulses. Low energy
pulses require a very tight focus in order to obtain relativistic intensities.
Proper treatment of two dimensional effects, such as diffraction, relativistic
self-focusing, transverse modulation, and transverse wavebreaking is needed
for quantitative description of LWFA. The standard tool suitable for treating
2D effects is a 2D particle-in-cell (PIC) code. Our simulations are done in
slab geometry, i.e., the plasma and the laser filed is uniform in the direction
along the laser magnetic field. We use versatile VORPAL code [43, 44, 45] in
the particle-in-cell mode (the code also supports fluid and Vlasov description
of plasma). In the simulation, the pulse enters the plasma from the right
boundary. When it reaches the middle of the simulation box, the simulation
window is switched to the pulse frame. This reduces the simulation time,
since only the plasma in the region of the laser pulse is simulated. The plasma
behind the laser pulse is removed and the new plasma in front of the pulse is
added as time progresses.
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10.1 Raman seeded wakefield acceleration
Experiments indicate that energetic electron production for SM-LWFA occurs
only when the laser power exceeds the critical power P > Pc [29]. We will first
simulate unseeded LWFA at the critical power to demonstrate the importance
of self-focusing in SM regime. Then we will show how the introduction of the
Raman seed enhances the modulation and leads to particle production.
Consider a smooth laser pulse of amplitude a0 = 0.5, spot size w = 6 µ,
wavelength λ = 0.8 µ, and duration τ = 125 fs. This pulse is at critical power
P ≈ Pc for ω/ωp = 6 so the effects of diffraction is compensated by relativistic
self-focusing.
Figure 10.1: No seed, a0 = 0.5, t = 200ω
−1
p = TR. Graphs a and b show the
pulse amplitude. Graphs c and d show the wakefield.
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Figure 10.2: No seed, a0 = 0.5, t = 400ω
−1
p = 2TR. Graphs a and b show the
pulse amplitude. Graphs c and d show the wakefield.
From Eq. (7.3) we find that after one Rayleigh length Γ ≈ 7 and eΓ3D1 ≈
1000. This gain is not enough to develop significant modulation for a smooth
noiseless pulse. Fig. 10.1 shows the results of 2D PIC simulation for such a
pulse at t = TR, i.e. after the pulse has traversed 1 Rayleigh length in plasma.
Figure 10.1a shows the pulse-field along the propagation axis, i.e. at y = 25 µ.
Notice that for this no-seed case, there is very little modulation. The contour
plot showing x−y dependence of the pulse-field is presented in Fig. 10.1b. The
corresponding wakefield Ex is shown in Fig. 10.1c and Fig. 10.1d. As expected,
due to the lack of pulse modulation, there is very little wakefield excitation,
and no accelerated electrons. Figure 10.2 shows the corresponding pulse and
wakefield at t = 2TR (e
Γ3D1 ∼ 104). A comparison between Fig. 10.1a and
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Fig. 10.2a indicates that after having covered the second Rayleigh length, the
pulse has acquired noticeable modulation near the end of the pulse, i.e. in the
range x ∼ 70− 100 µ, which leads to the generation of wakefield as illustrated
in Fig. 10.2c and Fig. 10.2d. Figure 10.2c shows that the wakefield excitation
along the beam axis which begins from the center of the pulse is extending to
the small x region with an average amplitude of about (∼ 0.2ωpmc/e). The
wakefield excitation here is not strong enough to accelerate significant number
of electrons. Only 0.002nC of hot electrons (with kinetic energy > 1 MeV) per
pulse were produced. Figure 10.2d shows that the wakefield has the maximum
amplitude at the propagation axis.
Figure 10.3: Seed, a0 = 0.5, t = 500ω
−1
p = TR. Graphs a and b show the pulse
amplitude. Graphs c and d show the wakefield.
Although Γ is not very large in this example, as alluded to in Sec. 7.2,
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Raman seed makes the initial perturbation finite, which speeds up the process
of pulse modulation. For the same parameters as above, we have performed
the simulation of the Raman seeded pulse, with seed pulse 1% in intensity
of the main pulse. The simulation results at t = TR are given in Fig. 10.3.
Fig. 10.3a shows the laser field along the beam axis. The pulse has acquired
a significant modulation. Fig 10.3b shows that while the main pulse along
the beam axis is well focused, a subpulse is developed on each side, which
suggests the presence of the filamentation process. The corresponding wake-
field excitation is illustrated in Fig. 10.3c and 10.3d. The wakefield along the
propagation axis is shown in Fig. 10.3c. Notice the presence of large wakefield
excitation with amplitude ∼ 0.6ωpmc/e which begins near the center of the
pulse. This large wakefield is stretched out by about one-third of the pulse
length. Then a wavebreak occurs which leads to the destruction of the wake-
field. Figure 10.3d shows the wakefield excitation is trailing behind the pulse
with a “wavebreak” occurring near the beam axis behind the pulse. This is a
2D transverse wavebreaking, which leads to a significant reduction of particle
energy of the accelerated electrons compared to that for the 1D case.
At t = TR, the total charge of hot electrons produced is 0.62 nC, which
is produced by a Raman-seeded pulse, with pulse energy equal to 38 mJ.
This is to be compared to recent experimental results [29] where ∼ 1 nC
hot electrons is generated by 500 mJ pulse. The properties of the electron
bunch are shown in Fig. 10.4. Figure 10.4a shows the y-distribution of elec-
trons with kinetic energy greater than 1 MeV. Here the y-deviation defined
by 〈∆y〉 =
√
ȳ2 − ȳ2 ≈ 4 µ, which is 70% of the spotsize. The outgoing
beam is still reasonably well collimated. It turns out as time further increases

















































std(y)=4µ std(py)=1.9mc a) b) 
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Figure 10.4: Seed, a0 = 0.5, t = 200ω
−1
p = TR. Transverse a) spatial and b)
momentum distribution for electrons with kinetic energy over 1 MeV. c) lon-
gitudinal momentum distribution and d) longitudinal projection of the phase
space.
deviation increases to twice the spotsize. Here we will confine our attention
to the 1-Rayleigh length case. Figure 10.4b shows the y-momentum distri-
bution which leads to an angular deviation of 〈θ〉 ≈ 12◦. The longitudinal
momentum distribution is shown in Fig. 10.4c. There are two distinct features
which differ from the corresponding 1D case [35]. First, for the same maximum
wakefield amplitude, the maximum value of the longitudinal momentum pmaxx
obtained here is about half of that of the 1D case. Second, the dN/dpx plot
here has a rapid fall compared to a relatively flat behavior for the 1D case.
Both features may be attributed, at least in part, to the occurrence of the
aforementioned wavebreaking phenomena which occur in the 2D case we are
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considering. Other effects affecting the properties of the particle beam in 2D
are particle beam defocusing by transverse component of the ponderomotive
force of the laser and by the transverse electrostatic field of the wakefield ( in
the first quarter of the 2D plasma wave the electron beam is both accelerated
and focused, whereas in the second half it is accelerated but defocused). The
x-phase space plot is shown in Fig. 10.4d. Notice that the high momentum
electrons concentrated in x = 80− 100 µ region are results of the acceleration
by the corresponding large wakefield in the same x-region (see Fig. 10.3c).
10.2 Raman seeded LWFA in a channel
In this section we investigate the possibility of Raman seeded LWFA for sub-
critical pulses. The reason for this is that, first, subcritical pulses are less
subject to the transverse processes, which lead to the pulse destruction such
as filamentation and transverse modulation. This allows higher degree of con-
trol compared to the supercritical pulses. Second, low energy pulses are more
accessible and can be produced at higher repetition rate.
As we discussed above, SM-LWFA is not possible for subcritical pulses.
In the non-seeded example from the previous section, we considered a pulse
at critical power. It generated a few relativistic electrons only at t = 2TR.
This was possible only because of the relativistic self-focusing. The pulse of a
smaller power would neither have modulated within one Rayleigh length nor
have enough intensity beyond this because of diffraction.
In order to overcome this problem with low intensity pulses described
above, we can utilize another mechanism preventing diffraction instead of rel-
ativistic self-focusing, namely plasma channel guiding. We simulate a pulse,
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Figure 10.5: Seed, a0 = 0.35, channel, t = 2.5TR. Graphs a and b show the
pulse amplitude. Graphs c and d show the wakefield.
which enters the simulation box from the left boundary, after 0.5 Rayleigh
lengths it reaches the channel. The channel is chosen such that 1 − P/Pc −




−1 is the critical channel depth, ∆n is the channel depth, that
is, the density in a channel is given by n0+∆nr
2/r20, and r0 is the laser spotsize.
Under such conditions, the pulse propagates in the channel distortion-free [76].
Figure 10.5 shows the laser field and the wakefield at t = 2.5TR (two Rayleigh
lengths inside the channel) for the Raman-seeded pulse in the channel. Fig-
ure 10.5a shows that the pulse acquired significant modulation despite its low
intensity. The modulation is almost uniform along the pulse due to the proper
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Figure 10.6: Seed, a0 = 0.35, channel, t = 2.5TR. Transverse a) spatial
and b) momentum distribution for electrons with kinetic energy over 1 MeV.
c) longitudinal momentum distribution and d) longitudinal projection of the
phase space.
of the pulse is well preserved as well. The reason for this is that the effects
of 2D self-modulation and filamentation are greatly reduced when P < Pc.
Figure 10.5c and Fig. 10.5d show the corresponding wakefield in the channel.
The amplitude of the wakefield is significant. Nevertheless, the wave does not
break as in Fig. 10.3d. Figure 10.6 shows the properties of the electron bunch
of 0.33 nC generated by the seeded pulse in the channel. Figure 10.6a and
Fig. 10.6b show the transverse coordinate and momentum distributions for the
particles with kinetic energies greater than 1 MeV. Although the maximum
particle energy is lower than in the higher intensity case presented in Fig. 10.4
and the transverse size of the beam is larger, the beam is still collimated and
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the total charge in the beam is around nC range desirable for practical appli-
cations. Figure 10.6c shows the longitudinal momentum distribution of all the
particles in the simulation. Figure 10.6d shows the x − px projection of the
phase space.
As a summary, the Table 10.1 shows the number of relativistic particles
produced in different simulations.
Table 10.1: Total charge of electrons with kinetic energy > 1 MeV for three
different simulations.
a0 0.35 channel 0.5 seed 0.5 no seed
t = TR 0 0.62 nC 0




We have investigated the possibility of controlled wakefield excitation and
particle acceleration by low energy Raman seeded pulse in the self-modulated
regime. Our 2D PIC simulations show that significant pulse modulation is
possible if the initial perturbation provided by a seed pulse, when multiplied
by eΓ, is of the same order as the main pulse; the excited wake then traps and
accelerates background electrons to 10 − 20 MeV.
Raman seeded acceleration has some distinct advantages over conven-
tional high amplitude self-modulation accelerators. First, the resulting mod-
ulation structures and the wakefields turn out to be very clean and can be
controlled by seed pulse parameters. The possibility of coherently controlling
the wakefield can be especially important for beam shaping or in multistage
accelerators, when the external particle injection is used. Second, our sim-
ulations indicate that a 38 mJ Raman seeded pulse can excite very strong
wakefield that can trap and accelerate 0.6 nC of multi-MeV electrons. With
the conservative assumption that the laser system can sustain in average 10 W
of radiated power, we conclude that acceleration is possible at frep = 260 Hz.
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By contrast, most wakefield experiments in the self-modulation regime were
done with single shot frep  1 Hz, up to the maximum repetition rate 10 Hz.
High repetition rate means large average current, which is important in many
applications, such as radiation oncology [35] or isotope production [29]. In
particular our simulation of a Raman-seeded, channeled laser pulse with only
a0 = 0.35 shows that a pulse at half critical power is capable of exciting a
plasma wave and accelerating 0.33 nC to relativistic velocities.
Our 2D simulations show that subcritical, controlled Raman-seeded
wakefield excitation continues to occur at main pulse intensities even lower
than the examples presented above, although, very few particles are trapped
during wavebreaking. Nevertheless, external injection might be used in this





Lase Electromagnetic code is designed for simulation laser propagation through
plasma and wakefield excitation. The laser is modeled using quasi-static ap-
proximation. The plasma is model as a relativistic fluid. The closed system of















































γ = 1 +


















In these equations ψ = φ− az, where φ is normalized scalar potential,
a is normalized vector potential, af is an envelope of the laser pulse, u is
normalized momentum, ρ = n/n0γ is normalized density, γ =
√
1 + |u|2 is
relativistic factor.
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For cartesian coordinates equations look like






V 2ψ2xξ + |af |2/2 − 2 − ψ2
2V (1 + ψ)
(.17)


















Initial conditions are the following:







V (t = 0) =
1
ρ0
Boundary conditions imposed are:
ψ(ξ = 0) = 0
∂ψ
∂ξ
(ξ = 0) = 0
For x either periodic or mirror boundary conditions are assumed.
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Finding ψ
Index i corresponds to x, index j to ξ. We start at ξ = 0 since we can take
advantage of boundary condition. At j = 0 and j = 1 ψ is equal to 0. We
start with j = 1, all quantities at j and j − 1 are known. So we can find Γ for















2 + |af ij|2/2 − 2 − (ψij)2


















j − Aij(Vx)ij (.25)






























Now knowing Γ we can find ψ at j + 1
ψij+1 = 2ψ
i














Lets transform everything to fourier space using FFT. Let af = ae
ı(k·r−ωt).
Then equation .6 becomes
(




a = R (.32)
where R(x, z) = a(x,z)
V (x,z)
.
Thus explicit formula for time integration of the envelope is:
∂a
∂t
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