The -indicator subset selection selects a subset of a nondominated point set that is as close as possible to a reference point set with respect to the -indicator. This selection procedure is used by population-based heuristic approaches for multiobjective optimization problems. Given that this procedure is called very often during the run of the heuristic approach, efficient ways of computing the optimal subset are strongly required. In this note, we give a correctness proof of the -indicator subset selection algorithm proposed by Ponte et al. [1] for the bidimensional case as well as several algorithmic improvements in terms of time complexity. Extensions to larger dimension are also discussed.
Introduction
A common heuristic approach to multiobjective optimization is to keep a set of solutions, named population, in memory, which is improved iteratively by some operator. In order to maintain a population of fixed cardinality over the run of the heuristic, a subset selection procedure chooses a subset of the new population to undergo local changes in the next iteration. Several well-known approaches, such as IBEA [2] and SMS-EMOA [3] , use indicator-based measures in the selection process. These indicators measure the quality of the population by assigning it a scalar value. Two of the most common indicators are the hypervolume and -indicator; we refer to [4, 5, 6 ] for a more detailed discussion about their properties and usage as subset selection criteria.
Recently, there has been some interest on the design of subset selection procedures that compute an optimal subset and their integration on heuristic approaches. Efficient subset selection approaches are strongly required since they play an important role in the running time of heuristic approaches to multiobjective optimization. Bader [7] describes an O(n 3 )-time dynamic programming algorithm that finds the optimal subset from a population of n elements with respect to the hypervolume indicator for the biobjective case. Ponte et al. [1] uses the -indicator within a beam-search algorithm to select a subset from the population that is as close as possible to a reference set for the biobjective case. This approach takes O(mn log(m + n))-time, where m and n are the size of the population and the reference set, respectively. However, the correctness of the approach and potential improvements are not discussed in the article.
This note gives a proof of correctness of Ponte's subset selection algorithm, as well some algorithmic improvements on time complexity. Moreover, extensions to larger dimensions are discussed.
Notation and Ponte's algorithm
In the following, we use the standard notions of multiobjective optimization [8] . Given two points p, q ∈ R 
where (a, b) = max{b i /a i }, for i = 1, . . . , d. Given a positive integer k ≤ n, the -indicator subset selection problem consists of finding a set A * as follows
Ponte et al. [1] proposes an algorithm for d = 2 that solves a sequence of easy set covering problems. Therefore, throughout the paper we assume d = 2, except when explicitly stated. For a given value, we formulate the set covering problem as follows. Let A = {1, 2, . . . , n} be the set of columns and B = {1, 2, . . . , m} be the set of rows of a zero-one matrix C. For a given , each entry c ij in matrix C is generated as follows:
A cover of C is a set of columns A ⊆ A such that for each row i there exists a column j ∈ A * with c ij = 1. The goal is to report whether a k-cover exists, that is, exactly k columns cover all rows of C.
By solving the set covering problem above for different values, it is possible to solve Problem (2). The overall time complexity derives from three main steps:
• Step 1 (Preprocessing step): Sort the mn possible values;
• Step 2 (Search step): Perform binary search on the mn possible values;
• Step 3 (Feasibility step): Find whether a k-cover exists for each value in Step 2.
The overall time complexity is expressed by T = T p + T s · T f where T p , T s and T f correspond to the time taken by Step 1, 2 and 3, respectively. According to the authors, matrix C of the set covering problem above has the consecutive ones property (C1P), that is, the entries with a value of 1 in each row are consecutive [9] . Due to this property, this problem can be solved in O(m) amount of time, after the matrix construction [10] . However, the complexity for Step 3 is O(mn) since it corresponds to the time complexity for the matrix construction. The authors report the following time complexity for each step: T p = O(mn log(m + n)), T s = O(log(m + n)), and T f = O(mn). Therefore, the overall time complexity is T = O(mn log(m + n)).
The authors reduce the number of calls of Step 2 in practice by bounding the number of values of to test. The lower bound is given by m = I (A, B), which is the minimum value for which a n-cover exists. The upper bound is M = min a∈A I ({a}, B), which corresponds to the maximum value for which a 1-cover exists. Note that there may not exist a k-cover for = m but it always exists for = M ; in the latter case, it is enough to add arbitrary k − 1 columns to the 1-cover since they will not increase the value of . In addition, these bounds do not change the time complexity of Step 2.
Correctness
In the following, we show the correctness of the approach of Ponte et al. by proving that matrix C of each set covering problem has C1P. Proposition 3.1. There can be no row of matrix C consisting only of zeroes for ≥ m .
Proof. There always exists a n-cover for ≥ I (A, B).
Algorithms
Time complexity Original algorithm [1] O(mn log(m + n)) 1. Bitonic rows O(mn log(m + n)) 2. Bitonic rows + merge sort O(mn log m) 3. Bitonic rows + fractional cascading for m < n O(mn + m 2 log n) 4. Bitonic rows + fractional cascading for m > n O(m(n + log m) log n) Proof. Assume that for an arbitrary row i in matrix C, there exist two non-consecutive ones, i.e. there is a zero in between. Note that this is the only possibility due to Proposition 3.1. Then, there exist points a x , a y , a z ∈ A, a 
Algorithmic improvements

Bitonic rows
Rather than using matrix C, we consider a matrix D with entries . Therefore, the bitonic row can be split into two sorted sequences and binary search can be applied to each sequence. As a result, finding the indexes in each of the two sequences where (a j , b i ) is as large as possible, while being at most can be performed in O(log n). These are the locations of the first and last entry with the value 1, and we can consider a compressed representation for C, which only stores these two locations for each row. Since we need to find these locations for each of the m lines, we have that T f = O(m log n).
Merge sort
Due to the bitonic nature of the rows in matrix D, it is possible to sort each row in O(n)-time by performing a merge of the increasing and decreasing subsequences. This allows to sort the list of possible values by first sorting each row in O(mn) and then merging all the rows in O(log m) iterations, building sorted lists of size 2n in the first iteration, then 4n, and so on until the entire list is sorted. Since at each iteration, the size of the merged lists doubles, O(log m) iterations are needed. Therefore, we have that T p = O(mn log m) since the algorithm has to run through the entire list in each iteration. Together with the improvement described in the previous section, we have an overall time complexity of T = O(mn log m).
Fractional cascading
A possibility for improving the search step is to use fractional cascading, a technique that allows searching in a set of sorted lists without executing binary search in every list. This requires a preprocessing step of O(mn), which consists of creating a new matrix, based on matrix D described in Section 4.1. This transformation is standard and we refer to Chazelle and Guibas [11] for a detailed description (see also its application for computing layers of mutually nondominated points [12] ). With this technique, the preprocessing becomes T p = O(mn). We distinguish two cases: i) m < n, which gives a search step with T s = O(m + log n); ii) m > n, which gives a search step with T s = O(n + log m) by using the transpose of the new matrix and performing the search over the rows (columns of the original matrix); since the columns have the same bitonic nature as the rows, the same algorithm above can be applied, but scanning over the columns of the original matrix, when doing the preprocessing step. Since testing each value of can be done in O(m log n)-time (see Section 4.1), we obtain the overall time complexity T = O(mn + m 2 log n) for the first case and T = O(m(n + log m) log n) for the second case. Table 1 presents the time complexities of the different versions of the subset selection algorithm. Note that the last three approaches improve the upper bound of the original algorithm. Moreover, the fractional cascading approaches have the best time complexity for each of the two cases. In the context of subset selection procedures within heuristic approaches, n, the size of the population, is kept constant and m > n usually holds [1] . Under this assumption, the fourth improvement is the most favorable in terms of time complexity.
Discussion
The -indicator subset selection can be applied to the case where the reference set B is not available and the goal is to find k elements of set A that minimize the -indicator. This scenario is similar to the one described by Bader [7] with the hypervolume indicator. In our case, it is enough to consider that B = A, resulting in an O(n 2 log n)-time approach and improving over the time complexity of the dynamic programming algorithm proposed by Bader. Of particular interest is to know whether a subset selection procedure with O(n 2 ) time complexity can ever be achieved for any of the two indicators.
Extensions
For d = 2, matrix C of the underlying set covering problem has C1P. However, this property may not hold for d > 2, as we state in Proposition 5.1, which means that the same algorithm cannot be applied to the generic case.
Proposition 5.1. For d > 2, matrix C is not guaranteed to have C1P, even by reordering its rows or columns.
Proof. Consider, without loss of generality, the case d = 3, since for additional dimensions, the vectors may have a fixed value, which does not change the -indicator and consequently, matrix D. Let B = {(3, 5, 2), (4, 4, 8) , (5, 3, 2)} and A = {(1, 3, 2), (2, 2, 1), (3, 1, 2)}. Matrix D is given in Table 2 . For = 4, matrix C is composed of ones, except for the values of the anti-diagonal, which are zero, since the values in matrix D in that positions are larger than . Therefore, there exist three zeroes, one in each column and one in each row. Therefore, independently of the ordering of the rows or columns, one of the rows will have a zero in the central position, with two non-consecutive ones at the leftmost and rightmost positions.
