The application of Time-Frequency (T-F) masking based approaches for Automatic Speech Recognition has been shown to provide significant gains in system performance in the presence of additive noise. Such approaches give performance improvement when the T-F masking front-end is trained jointly with the acoustic model. However, such systems still rely on a pre-trained T-F masking enhancement block, trained using pairs of clean and noisy speech signals. Pre-training is necessary due to large number of parameters associated with the enhancement network. In this paper, we propose a flat-start joint training of a network that has both a T-F masking based enhancement block and a phoneme classification block. In particular, we use fully convolutional network as an enhancement front-end to reduce the number of parameters. We train the network by jointly updating the parameters of both these blocks using tied Context-Dependent phoneme states as targets. We observe that pretraining of the proposed enhancement block is not necessary for the convergence. In fact, the proposed flat-start joint training converges faster than the baseline multi-condition trained model. The experiments performed on Aurora-4 database show 7.06% relative improvement over multi-conditioned baseline. We get similar improvements for unseen test conditions as well. Index Terms: speech recognition, Time-Frequency making, robust speech recognition, multi-conditioned training essary to improve ASR performance. In such a scenario, the pre-training of enhancement network using such objective function seems counter-intuitive. However, pre-training of the enhancement network is necessary due to large number of parameters associated with the network architecture [3] [4] [5] [6] . In previous studies different neural network architectures such as DNN [3, 4, 6] and Long Short-Term Memory (LSTM) network [5] have been used as the enhancement front-end. Due to the large number of parameters associated with these architectures, it is necessary to employ pre-training for convergence of network parameters. In this paper, we propose joint training of an acoustic model that has a
Introduction
Deep Neural Network (DNN) based systems have become prevalent for Automatic Speech Recognition (ASR). The current ASR systems work well in relatively clean conditions. Now the focus is on improving the robustness of such systems to various degradation conditions such as channel distortion, presence of additive noise, reverberation etc. [1] . Even the best ASR systems trained on clean data performs poorly on noisy data. This is attributed to the mismatch between train and test conditions. It has been shown in literature that DNN-based acoustic models can adapt well if trained using degraded data [2] . Such training is referred to as multi-condition training (MCT).
Many approaches have been proposed to improve the performance of MCT over the years. [3] first proposed the joint training of Time-Frequency (T-F) masking based enhancement front-end and DNN based acoustic model. In this work, a pretrained T-F masking enhancement network was used along with a DNN-based acoustic model. Both the networks were then combined and their parameters were updated jointly by using Context-Dependent (C-D) phoneme labels as the overall network output. This work was extended in [4] by employing additional features and more in-depth analysis, and in [5] for large vocabulary task by employing Long Short-Term Memory (LSTM) network as both the enhancement front-end and phoneme classification network. Similarly, [6] proposed the joint training of an enhancement network and phoneme classification network by directly predicting the enhanced features without using T-F masking. In [6] , the authors used a pretrained feature enhancement network to estimate the clean features given noisy features. The joint training was similarly performed as [3, 4] using the pre-trained feature enhancement network. In [7] , it was shown that, in the context of speech separation, T-F masking with ratio masks is perhaps the most effective way to handle background noise when using DNNs. This was attributed to the the inherently normalized and bounded nature of the ratio masks and also to the fact that denoising via masking is less sensitive to estimation errors.
All these approaches improves upon the MCT baseline by a significant margin. However, this improvement comes at the cost of pre-training a T-F masking based or a direct feature enhancement network. This pre-training requires parallel corpus containing clean-degraded speech utterances. Moreover, such approaches result in larger training times for overall network training. In this paper, we propose a joint training framework based on T-F masking enhancement that does not require pre-trained enhancement network. Therefore, it does not require parallel corpus of clean-degraded speech. Also, since pretraining the enhancement network is not required, proposed approach results in significantly faster training time.
Relation to Prior Work
It has been shown that enhanced features that are ideal for ASR may not be ideal for perfectly resynthesizing the target clean speech [5, 8] . And joint training of enhancement network and phoneme classification network is more appropriate strategy to improve the ASR performance [3] [4] [5] [6] . However, such jointly trained networks still rely on pre-trained feature enhancement networks. Such pre-training is done with the objective of minimizing the Mean Square Error (MSE) between network output and clean speech features. It has been shown that the features enhanced using such training are not optimal for ASR performance [9, 10] , and further tuning of network parameters is nec-F masking enhancement network and a phoneme classification network. The novelty of our work lies in using a Fully Convolutional Network (FCN) as the enhancement network. FCN has been recently shown to provide better enhancement performance than DNN and LSTM with significantly less number of parameters [11] . Due to less number of parameters associated with the FCN, we envisage that the acoustic model can now be trained jointly with random initialization and can converge without pre-training. In such training, no parallel clean-noisy speech data is required for training of the enhancement block. The entire network is trained using C-D phoneme labels as the network output with random initialization. We believe that in the absence of clean data available for training, the T-F mask learned by the enhancement network will be optimal for improving ASR performance.
Experiments performed on Aurora-4 database shows that the proposed network converges with random initialization of both enhancement and phoneme classification network. The T-F masking enhancement driven by ASR labels provide significant performance improvement over the MCT baseline. We show that the performance improvement is in fact due to the T-F masking enhancement formulation in the network architecture and not because of simply adding more number of parameters (or layers) to the network.
Label Driven Time-Frequency Masking
The network architecture of the proposed acoustic model consists of two blocks. The first block is a T-F masking enhancement front-end, which is a Fully Convolutional Network (FCN). The input to the FCN is the noisy log Mel filterbank Energies (MFBEs). We design the enhancement network in a way that it gives the same dimensional output as the input. To achieve this, we use padded convolution without any pooling operation in convolutional layers. The output of the T-F masking enhancement network is a T-F mask that can be applied to the noisy T-F representation to get the enhanced T-F representation. The mask values are restricted to have values between 0-1 to emulate the effects of Ideal Ratio Mask (IRM) [10] .
The second block is a phoneme classification network. In general, any network architecture can be used as a phoneme classification block since the output of the enhancement block is of the same dimension as the input. In this work, we use a fully connected DNN as the phoneme classification model to compare the performances with the established DNN baselines.
The T-F mask obtained as the output of the enhancement block is applied to the input T-F representation to form an enhanced T-F representation. This enhanced representation is then given as the input to the phoneme classification block by reshaping it. Mathematically, the operations can be represented as follows,
is taken as the input to the phoneme classification DNN. The output of the DNN is the C-D phones of the HMM. The entire network is trained to optimize the Cross-Entrpy (CE) loss between true C-D phone label and the output of the acoustic model. The parameters associated with both the enhancement block and phoneme classification block were initialized randomly. Hence, the resulting T-F mask will be learned in the manner that will maximize the correct classification probability.
In previous joint training frameworks involving T-F masking [3] [4] [5] , the enhancement network is trained using parallel clean-degraded speech pairs. In that case it is necessary that the data used for training the enhancement network is different than the data used to train the classification network to ensure better generalization to unseen degradation conditions [5] . The classification network is then trained using either clean speech features or using the output of the enhancement front-end by fixing the parameters of enhancement block. Then in the final stage, parameters of both these block are updated using CE loss. Our proposed acoustic model is trained in a single stage without using any clean data. The lower number of parameters associated with FCN make it possible to train the network with random initialization. This results in considerably less training time and does not require pairs of parallel clean-degraded speech data.
As it is noted in [5] , the ideal T-F mask for improving the ASR performance need not be similar to the ideal T-F mask for improving the perceptual speech quality. Hence, in the absence of ideal T-F masks the enhancement block will learn the mask that is only optimal for ASR performance. The T-F masking enhancement block also enables the visualization of the learned T-F mask and can give insights in what constitutes an optimal T-F mask for improving the ASR performance.
Experiments

Database description
All the experiments were performed on the Aurora-4 database [12] . Aurora-4 is a medium vocabulary database used for noise robust continuous speech recognition task. It contains speech data in the presence of additive noises and linear convolutional (channel) distortions. It contains two training sets. One is clean training set consisting of 7138 utterances recorded by the primary Sennheiser microphone. The other one is timesynchronized multi-conditioned training set. One half of the utterances were recorded by the primary Sennheiser microphone while the other half were recorded using one of the secondary microphones. Both halves include a combination of clean speech (893 utterances) and speech corrupted by one of six different noises (street, train station, car, babble, restaurant, airport) at 10-20 dB SNR (2676 utterances). Two test sets consists of 330 utterances from 8 speakers, which were recorded by the primary microphone and a set of secondary microphones, respectively. Each set was then corrupted by the same six noises used in the training set at 5-15 dB SNR, creating a total of 14 test sets. These 14 test sets were grouped into 4 subsets: clean (Set 1, denoted by A), noisy (Set 2 to Set 7, denoted by B), clean with channel distortion (Set 8, denoted by C), noisy with channel distortion (Set 9 to Set 14, denoted by D). Moreover, 100 utterances are chosen from development set available with Aurora-4 as a validation set for tuning the parameters associated with the proposed model. These utterances were similarly recorded and corrupted by conditions used in the test set. Hence, giving 1400 total validation utterances.
To evaluate the performance of the proposed method in unseen noise conditions, we create a training set by adding unseen noises (i.e. noise types different from the ones that are found in the test utterances) to the clean utterances of the AURORA-4 database. This ensures that the noise types encountered in the test utterances were unseen during the training phase. We created two multi-conditioned training set by adding 100 types of environmental noises [13] , and 11 types of noises from Noisex noise database [14] with the SNR of 0-15 dB with 5 dB of increment, following [15] . We removed the babel noise from Noisex since it is present in the test set. We retain the clean utterances recorded by both primary and secondary microphones with the multi-conditioned data. The resulting training set had 893 clean utterances recorded using primary microphone, 893 clean utterances recorded using secondary microphones, and 5352 utterances with additive noise, recorded using primary microphone.
Network architecture and training
For ASR system building we use hybrid DNN-HMM acoustic model. First, we develop GMM-HMM system using 13 dimensional Mel-Filter Cepstral Coefficients (MFCCs) in Kaldi [16] using the WSJ recipe. The GMM-HMM system is trained on clean data. Then the alignments of clean data is used to develop DNN-HMM system on multi-conditioned data. DNNs were implemented in Tensorflow. The DNN had 7 hidden layers with 2048 hidden units and ReLU activation. The input layer had 11-frame context of 24 dimensional log-MFBEs. The output layer had 3088 softmax units, corresponding to 3088 tied states of HMMs. Input features were normalized to have zero mean and unit variance. Moreover, the utterance-level mean normalization was also used as suggested in [3] . The network was trained with random initialization for 30 epochs. The batch size of 256 was used and the learning rate was scheduled to decrease linearly as per training epochs. For first 20 epochs, the learning rate was decreased from initial 0.001 to final 0.0001. The final learning rate of 0.0001 was kept constant for remaining epochs. The network was trained using Stochastic Gradient Descent (SGD) with Adam optimizer [17] .
The enhancement block was an FCN. We derived the optimal set of parameters such as number of convolutional layers, number of filters in a layer, and filter sizes via parameter search using the validation set. The optimal network had 4 convolutional layers with filter sizes of 5 × 7 , 5 × 5, 5 × 5, and 5 × 5, respectively. The number of filters in each layer were 60, 60, 60, and 1. Each layer, except for the final layer had ReLU activations. The final layer had sigmoid activation to restrict the mask values between 0 − 1. Input to the enhancement block was 21-frame context of the log-MFBEs giving input size of 21 × 24. Since we use padded convolution, the output of the enhancement block was also of the same dimension. However, we use only 11 centre frames as an input to the acoustic model to compare the results with the baseline model. Hence, the 21frame context is used to obtain the T-F mask, but only 11 frame context is used for ASR. The obtained mask is applied to the input T-F representation as per Eq. 1. This results in the enhanced T-F representation. The center 11 frames were extracted and flattened to use as the input to the DNN. Hence, the input dimensions for DNN were 11 * 24 = 264. The training parameters for this DNN was same as the baseline model.
We observed that the proposed acoustic model converges faster than the baseline DNN model and quickly starts overfitting. Hence, to choose the best model we perform decoding on the validation set after each epoch and choose the model with the least WER on the validation set. We observed that unlike the baseline DNN model, the proposed model converges to the best performance within 5-6 epochs with same training parameters. Further we verify that the performance improvement is in fact due to T-F masking enhancement network, and not due to additional parameters in the overall network architecture. We do this by training one more network that has similar architecture but without T-F masking formulation shown in Eq. 1. To achieve this we take output of the FCN enhancement block directly as the input to DNN classification network. In this case we treat the output of the FCN enhancement block as the enhanced feature representation and we do not multiply it with the input T-F representation. This network has the similar architecture as the proposed network with one difference. We use linear activation function at the final layer of FCN since the output values need not be restricted between 0-1. All other parameters associated with the network were similar and the training and model selection was also performed similarly. Table 1 shows the results of the acoustic models trained on Aurora-4 multi-condition training set. The results are shown for baseline DNN models, acoustic models with the proposed T-F masking enhancement block, and the model with direct feature enhancement, without T-F masking. The baseline model trained on Aurora-4 multi-conditioned data gives 11.48% Word Error Rate (WER). This baseline is stronger than the one reported in [3] for the same feature-set and network architecture. The proposed model gives 10.67% WER with the T-F masking enhancement block. It shows 7.06% relative improvement over the baseline model. While the model with direct enhancement block without T-F masking gives 11.20% WER. It has been shown in [15] that by simply adding more layers to DNN baseline does not improve the ASR performance significantly. The results from the model with direct enhancement block seems to confirm this. Merely adding the FCN enhancment block to the DNN acoustic model did not result in signficant performance gain. However, the proposed model with T-F masking improves the ASR performance by a signficant margin. This result shows the significance of the T-F masking formulation. The highest improvement was observed in C and D test conditions that correspond to channel distortions and channel distortions plus additive noise, respectively. These results are along the similar lines as the results reported in [6] on Aurora-4 database, where performance in C and D test conditions improved significantly with joint training. Table 2 shows the results of various ASR models trained on different unseen noisy conditions. We got the similar per- We suspect the reason behind this can be the absence of channel plus additive noise conditions in the training dataset. Moreover, the performance improvement for environmental noises was more than using NOISEX noises. We believe this is due to more number of noises in the training data. Next, we observe the properties of T-F masks learned by joint training on various databases. We visualize the enhanced T-F representations after applying T-F masks learned by the enhancement network for various degradation conditions in Figure 1. The first row shows the log-MFBEs of original utterances with various degradation conditions. The second column shows the resultant enhanced log-MFBEs after applying the T-F mask learned by the joint network trained on Aurora-4 multi-condition data. The resultant enhanced T-F representations show that masks generated by the jointly trained model attenuate noise, while preserving spectro-temporal patterns that are most important for recognition. The enhanced T-F representations are different in nature than clean T-F representation, which are expected targets of typical feature enhancement networks. Similar properties can be observed for the enhanced T-F representations after applying T-F masks learned using unseen training noises. In this case, we observe that the T-F masks focuse more on identifying the useful spectro-temporal patterns than attenuating noise. We suspect this behavior is due to mismatch between train and test conditions. However, it should be noted that after T-F masking, the signals under different conditions look more alike than the same signals without T-F masking. This "alikeness" in the signal under different conditions provides the performance improvement seen in the experiments.
Results and discussions
We now try to quantify the "alikeness". While comparing the enhanced T-F representations, it can be said that the variance of the enhanced T-F representations across various degradation conditions is significantly less than the original degraded speech. To quantify the variance, we find the mean squared difference between the original clean and degraded features for various degradation conditions and then compute the standard deviation of the difference. For T-F masking based enhanced features, we perform similar calculations after applying the respective T-F masks obtained using jointly trained network. Table 3 shows the resultant standard deviations across conditions. It can be observed that the standard deviation of mean squared error is very high in the case of degraded signals. After enhancing the signals using learned T-F masks, the standard deviation drops significantly. It shows that the learned T-F masks try to normalize the resultant T-F representations for various degradation conditions by suppressing noise and identifying the important T-F points.
Conclusions
In this paper we proposed a joint training framework for Multi-Condition Training (MCT) with a T-F masking enhancement block and a phoneme classification block. We show that it is possible to train such network with random initialization, without using any clean data. We achieve this by using Fully Convolutional Network (FCN) as the enhancement block. Due to smaller number of parameters associated with FCN, it is possible to train the T-F mask estimation network jointly with the phoneme classification network with random initialization. We show that such network improves significantly upon MCT baseline without using clean data. Performance improvements we achieve are also consistent over unseen degradation conditions. Moreover, we also show that the improvement is in fact due to T-F masking formulation rather than adding more network parameters. The study of resultant enhanced T-F representations show that the learned T-F masks suppress noise and enhance spectro-temporal patterns responsible for better ASR performance across various degradation conditions. The proposed framework is generalized and can be applied to any kind of acoustic model. In future, we plan to use different acoustic models like LSTM and CNN along with the proposed T-F masking enhancement network. Moreover, the FCN used in this work consists of vanilla convolutional layers. This can be further improved by using more sophisticated network architecture that includes batch-normalization, skip connections, etc. Varying feature dimensions and context size is also expected to improve the performance using the proposed method.
