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Doctor of Philosophy in the subject of Physics
by Pablo Burset Atienza
This thesis is devoted to the study of superconducting eﬀects on carbon based systems.
On the ﬁrst part, the induced superconducting proximity eﬀect is studied in graphene-
superconductor (GS) hybrid structures. On the second, nonlocal transport is studied
in graphene and carbon nanotubes. On the one hand, a theoretical analysis of the
graphene-superconductor interface is presented at the microscopic level. Two diﬀerent
models for the interface are proposed: one in which the superconductor induces a ﬁnite
pairing in the graphene regions underneath, thus maintaining the honeycomb structure
at the interface and one that assumes that the graphene layer is directly coupled to
a bulk superconducting electrode. The Andreev reﬂection probability and its channel
decomposition critically depend on the model used to describe the interface. The prox-
imity eﬀect on the local density of states on the graphene layer has also been studied for
semi-inﬁnite and ﬁnite layers, armchair and zigzag edges and diﬀerent transparencies.
Additionally, the induced minigap at ﬁnite layers and how it is reduced when the length
of the layer increases has been analyzed. Subsequently, the formation of Andreev bound
states at isolated graphene-superconductor junctions has been demonstrated. These
states are sensitive to a supercurrent ﬂowing on the superconducting electrode and are
robust against moderate disorder. They also provide long-range superconducting cor-
relations on the graphene layer, which may be exploited for the detection of crossed
Andreev processes. On the other hand, a graphene pnp junction with a central su-
perconducting electrode has been demonstrated to act as a Veselago lens for incoming
electrons by focusing them and their phase-conjugated counterpart (holes) into diﬀerent
points of the optical axis. This property can be useful for the detection of entangled
electron pairs. Finally, a Cooper pair splitter device based on carbon nanotubes has
been analyzed microscopically. It has been demonstrated that the splitting eﬃciency
can be raised to ∼ 100% in the nonlinear regime. As a result, recent experiments in this
regime have been analyzed.
Abstract/Resumen
Facultad de Ciencias
Departamento de F´ısica Teo´rica de la Materia Condensada
Doctor of Philosophy in the subject of Physics
by Pablo Burset Atienza
Esta tesis esta´ dedicada al estudio de los efectos de la superconductividad en sistemas
basados en carbono. En la primera parte, se ha estudiado el efecto de proximidad su-
perconductor inducido en estructuras h´ıbridas grafeno-superconductor. En la segunda,
se ha estudiado el transporte no local en grafeno y en nanotubos de carbono. Por un
lado, se ha analizado la juntura grafeno-superconductor a nivel microsco´pico. Para este
ﬁn, se han propuesto dos modelos para la interfase: uno en el que el acoplo con el
superconductor induce un potencial de pares en el grafeno, mantenie´ndose la estruc-
tura hexagonal del grafeno en la interfase, y otro en el que se asume que la la´mina
de grafeno esta´ conectada directamente a un electrodo superconductor. La probabil-
idad de reﬂexio´n Andreev y su descomposicio´n en canales dependen cr´ıticamente de
las caracter´ısticas de la interfase. Tambie´n se ha estudiado el efecto de proximidad en
la densidad local de estados del grafeno para la´minas semi-inﬁnitas y ﬁnitas, as´ı como
para bordes armchair y zigzag con distintas transparencias. Adema´s, se ha estudiado
el minigap inducido en la´minas ﬁnitas y su dependencia con la longitud de la la´mina.
Seguidamente, se ha demostrado la aparicio´n de estados de Andreev ligados en uniones
grafeno-superconductor aisladas. Estos estados son sensibles a una supercorriente en el
electrodo superconductor y su formacio´n es robusta frente a la presencia de un desor-
den moderado. Adicionalmente, los estados producen correlaciones superconductoras de
largo alcance en la la´mina de grafeno que pueden ser explotadas para la deteccio´n de
reﬂexiones de Andreev cruzadas. Por otro lado, se ha demostrado que una unio´n pnp
de grafeno con un electrodo central superconductor actu´a como una lente de Veselago,
focalizando los electrones provenientes de una de las partes normales y los huecos que
estos generan en el superconductor en distintos puntos de la otra parte normal. Esta
propiedad puede resultar u´til en la deteccio´n de pares de electrones entrelazados. Fi-
nalmente, se ha analizado microsco´picamente un dispositivo divisor de pares de Cooper
basado en nanotubos de carbono. Se ha demostrado que la eﬁciencia de separado de
pares se puede incrementar hasta ∼ 100% en el re´gimen no lineal. Como consecuencia,
estos resultados se han usado para analizar experimentos recientes en este re´gimen.
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Chapter 1
Preface and outline.
The two main topics of these thesis are the proximity induced superconductivity in
graphene and superconductivity mediated nonlocal transport. Superconductivity is
therefore the main link throughout this work. The achievement of a microscopic the-
ory for superconductivity was one of the landmarks for the quantum theory in the last
century. It took more than forty years, from its discovery in 1911 to the publication of
the BCS theory in 1957. And still today, more than one century after the discovery, a
wide range of issues remain unexplained. From high critical temperature superconduct-
ing compounds to the more recently discovered iron-based superconductors, the formal
theories for superconductivity have been tested to many diﬀerent limits. Some questions
have been answered, but many more have raised. This work is not centered around exotic
superconducting phenomena in novel compounds. Quite the contrary, in the systems
described here, the superconducting electrodes are usually bulk metals for which the
BCS theory works perfectly ﬁne. The interest of this work is another kind of limit to the
theory: In the particular case of a normal metal contacted with a superconductor, how
dimensionality affects the formation of superconductivity? and how the superconducting
pairing amplitude penetrates into the normal metal?. Phonon-mediated superconductiv-
ity is a purely 3D property and the BCS theory was developed for the bulk of metals.
As a consequence, reducing one or more of the dimensions of a superconducting mate-
rial aﬀects its behavior. Speciﬁcally, the spatial extension of superconductivity, or more
precisely, of a Cooper pair, is given by the superconducting coherence length. If one or
more of the dimensions of the metal-superconductor link, or only of the metal part, is
reduced below the superconducting coherence length, the formation of Cooper pairs and
therefore the appearance of superconductivity is aﬀected. This is what has been called
mesoscopic superconductivity.
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2 Chapter 1. Preface and outline
The recent discovery of graphene, a one-atom thick material and thus the closest to a
2D crystal, opened new and very interesting possibilities for the study of mesoscopic
superconductivity. During the years 2004 and 2005, the group of Geim in Manchester
published the discovery of free-standing graphene and the demonstration of the equiva-
lence of its charge carriers with massless relativistic fermions. The physics community
has resonated with this discovery, with more than ten thousand articles published in over
six years. In addition to its low-dimensionality, the possibility of describing electrons in
graphene as massless relativistic particles opens a new playground for studying relativis-
tic eﬀects on the framework of superconductivity. Furthermore, being a very thin layer,
when graphene is deposited on top of another material, it has the ability to inherit some
structural properties of the host. In particular, superconductivity and ferromagnetism
can be induced in graphene by proximity from a host material, even though these two
phenomena are not intrinsic properties of graphene. Subsequently, graphene in contact
with a superconducting electrode is described as a graphene-based link where part of
the graphene layer is in the superconducting state and the rest in the normal one.
On the other hand, the second main topic of this thesis is devoted to the study of nonlocal
processes mediated by the presence of a superconductor. Transport through the interface
between a normal metal and a superconductor is microscopically understood using the
concept of Andreev reﬂection. An Andreev reﬂection involves an electron incoming from
the normal region into the superconducting one that is reﬂected as a hole, injecting a
Cooper pair into the superconductor. In other words, if the electron, a ﬁlled state on the
conduction band, has an excitation energy below the superconducting gap, can not be
transferred into the superconductor due to the absence of available states. Subsequently,
there are only two possible outcomes, it can be normally reﬂected or it can be paired
with another electron with opposite momentum and spin to be transferred as a Cooper
pair into the superconductor. In the latter case, the total charge injected into the
superconductor is 2e, and an empty state is left in the normal region. As a consequence,
this empty state, with opposite momentum and spin to the incoming electron, is the
reﬂected hole, thus completing the Andreev process.
An interesting consequence of the Andreev reﬂection appears when one considers the
time-reversal of this process. Indeed, a Cooper pair injected from the superconductor
into the normal metal creates an electron and a hole states which have opposite momen-
tum and spin. This process is therefore a natural source of spin entanglement. A Cooper
pair splitter is thus the name given to the solid-state device which is able to inject split
Cooper pairs, i.e., beams of electrons and holes with opposite spin, into independent
normal electrodes.
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Andreev reﬂection is a nonlocal process where the incoming electron and the reﬂected
hole can be separated a distance of the order of the superconducting coherence length.
However, as the reﬂected hole follows back the path of the incoming electron, if electrons
are injected from an electrode, the reﬂected holes will be headed to the same source,
making impossible to independently detect both signals. An early proposal for a Cooper
pair splitting device considered the possibility of having two electrodes, the source of
electrons and the detector of the spin entangled holes, separated a distance smaller than
the superconducting coherence length. Such a device takes advantage of the intrinsic
non-locality of the Andreev reﬂection. In addition, graphene oﬀers a new interesting
possibility. The two-dimensional character of graphene, together with the particular
dispersion relation where the conduction and the valence bands touch at one point, open
the possibility of having a new type of Andreev reﬂection where the hole experiences
an specular reﬂection. This new Andreev reﬂection, enhanced in the low-doping regime,
can be exploited to detect the reﬂected holes in the same graphene layer where the
electrons are being injected. Additionally, while in a normal metal electrons and holes
belong to the conduction band, owing to the high tunability of the dispersion relation
of graphene, electrons and holes can belong to diﬀerent bands, enhancing the eﬃciency
of a graphene-based Cooper pair splitter.
Furthermore, recent experiments have made an incredible progress in the implementation
of Cooper pair splitters based in carbon nanotubes and InAs nanowires. Both systems
have the peculiarity of being almost one-dimensional. Due to this fact, an enhancement
of the coherence length was measured in this systems. As a consequence, the splitting
eﬃciency was highly increased compared with previous experiments. Carbon nanotubes
are rolled sheets of graphene and the low-energy behavior of their charge carriers is
also explained using the Dirac equation. Furthermore, electron-electron interactions in
carbon nanotubes can be enhanced to work in a regime where only one isolated energy
level is relevant for transport. This quantum dot regime, which is often referred to as
a zero-dimensional system, is capital in the implementation of this new type of Cooper
pair splitters.
1.1 Outline.
This thesis is divided into four main chapters. Each chapter begins with an introduction
to the subject treated, which also serves to outline the results presented and their relation
with other works. A great part of the bibliography is therefore presented in these
introductions. Additionally, at the end of each chapter, together with a summary of the
main conclusions, a relation with the rest of the thesis is included.
4 Chapter 1. Preface and outline
In Chapter 2, this thesis begins introducing and reviewing the basic transport properties
of graphene. From a tight-binding description of the hexagonal lattice of graphene, the
relativistic Dirac equation is reached for the low-energy regime. The intrinsic relativistic
character of charge carriers in graphene is highlighted reviewing some striking properties
like the Klein paradox, the minimum of conductivity and the appearance of electron-
hole charge puddles at the Dirac point. Also in this chapter there is a brief introduction
to superconductivity and the superconducting proximity eﬀect, which is responsible
for a rich interplay between conventional transport of charge in metals with the unique
transport without resistance characteristic of superconductors. Speciﬁcally, the Andreev
reﬂection is presented as the microscopic mechanism to explain how an electrical current
behaves when ﬂowing from a normal metal into a superconductor. As a consequence,
the same phenomena is explored in graphene and a new kind of Andreev reﬂection is
presented which is intrinsically rooted in the relativistic and two-dimensional nature of
transport in graphene. Finally, a brief presentation of the Green function techniques,
which are widely used throughout the rest of the thesis, is introduced.
Chapter 3 is used to present the application of the Green function techniques to graphene
layers. To do so, two theoretical frameworks are used: a tight-binding model for
graphene, which provides a microscopic description, and a continuous model based on
the Dirac equation, which, in many cases, enables to have an analytic description. The
Green functions for graphene layers with diﬀerent edge orientations are presented, to-
gether with the ones corresponding to superconducting graphene regions1. Subsequently,
the results for the diﬀerent models are compared.
With Chapter 4, the main part of the thesis is presented. In this chapter, the graphene-
superconductor interface is explored in great detail. First, two diﬀerent models to mi-
croscopically describe superconducting electrodes are presented and their eﬀect on the
Andreev reﬂection at the interface is studied. Next, the proximity eﬀect in a graphene-
superconductor hybrid system is analyzed. For ﬁnite graphene layers with edges, the
appearance of a minigap in the density of states of graphene is studied both analytically
and numerically. The proximity eﬀect is further analyzed using the local density of
states. This allows to present results for ﬁnite and semi-inﬁnite graphene layers and to
explore the role of the edges in the transmission at the interface with the superconduc-
tor. Finally, the previous results are justiﬁed within a simple model for the formation
of interface bound states at the graphene-superconductor interface. These states are
robust against moderate disorder and the ﬂowing of a supercurrent at the interface.
1Superconducting graphene regions are the ones in contact with a host material in the superconduct-
ing state.
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Finally, Chapter 5 and Chapter 6 are devoted to the study of non local phenomena
in graphene and in carbon nanotubes, respectively. In the case of graphene, two dif-
ferent situations are considered: nonlocal eﬀects in the normal region of a graphene-
superconductor system and the possibility of having transport between two independent
graphene layers connected by a superconducting region. The former is a very instruc-
tive illustration of the new Andreev reﬂection presented in Chapter 2 and detailed in
Chapter 4, although is still far from experimental realization. The latter is a novel re-
alization of a Cooper pair splitter that exploits the analogy between the propagation of
electron beams in graphene-based pnp junctions and that of photons in metamaterials
with negative refraction index. On the other hand, nonlocal transport for the case of
carbon nanotubes has a closer relation with experimental results. Indeed, a description
is presented of two previous independent experiments presenting similar proposals for
the realization of Cooper pair splitters based on carbon nanotubes and InAs nanowires.
Subsequently, a microscopic theory for Cooper pair beam splitters based on carbon nan-
otubes is introduced in detail. The possibility of enhancing the splitting eﬃciency of the
experimental proposals by taking them into the non-linear regime is discussed. Finally,
the theoretical model is used to ﬁt and reproduce the experimental results of the Paris
group in the same proposed regime.
In addition, some appendices have been included to account for the details of some
calculations. Although they can be interesting and useful for the specialized reader,
they are not part of the main discourse and including them in the chapters can be
omitted in a ﬁrst reading.

Chapter 2
Background and theoretical
framework.
2.1 Graphene basics.
A ﬂat one atom thick layer of carbon atoms arranged in a honeycomb lattice is known
as graphene. The study of graphene dates back to 1947 when Wallace [1] applied band
theory to the study of one-atom thick layer of graphite as a building block for the three
dimensional material [1, 2]. In 1984, graphene was predicted to be an excellent condensed
matter analogue of (2 + 1)-dimensional quantum electrodynamics [3], however this re-
mained just as an ‘academic’ prediction. The great interest on carbon-based materials
reached a peak in the 90’s with the discovery of carbon nanotubes [4]. The properties
of these virtually one-dimensional materials are easily understood through the ones of
two-dimensional graphite [5]. The International Union of Pure and Applied Chemistry
(IUPAC) gave the following deﬁnition of graphene in 1994 “the term graphene should be
used to designate the individual carbon layers in graphite intercalation compounds” [6].
In spite of the theoretical importance of graphene, it was regarded as a virtual material
since it was believed to be unstable with respect to the formation of curved structures
such as fullerenes and carbon nanotubes. Few-layer graphite on a substrate was an
experimental reality way before 2004, but it is not until that year when the Manch-
ester group lead by Novoselov and Geim discovered free-standing graphene [7]. The
two-dimensional nature of graphene was quickly conﬁrmed [8] and, more importantly,
the behavior of its carriers as massless Dirac fermions [9]. A new deﬁnition is given by
Geim in a recent review: “graphene is a single atomic plane of graphite which–and this
is essential–is suﬃciently isolated from its environment to be considered free-standing”
[10]. In the following years, close to ten thousand articles have been published with the
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word ‘graphene’ on their title1 and graphene is known for some record-breaking proper-
ties. In addition to be the thinnest and strongest known material in the universe, “its
charge carriers exhibit giant intrinsic mobility, have zero eﬀective mass, and can travel
for micrometers without scattering at room temperature. Graphene can sustain cur-
rent densities six orders of magnitude higher than that of copper, shows record thermal
conductivity and stiﬀness, is impermeable to gases, and reconciles such conﬂicting qual-
ities as brittleness and ductility” [10]. In recognition for their pioneering work, Geim
and Novoselov won the Nobel Prize in Physics in 2010 “for groundbreaking experiments
regarding the two-dimensional material graphene”.
Apart from its outstanding mechanical and optical properties, the most relevant feature
of graphene related to transport is its low-energy dispersion relation. The Fermi surface
of graphene at half-ﬁlling is reduced to six points where two equivalent bands touch. Due
to the honeycomb lattice symmetry of graphene only two of these points are relevant. In
the low-energy regime, the two equivalent bands of graphene reduce to two conical bands,
referred to as “valleys”, that touch at the two inequivalent charge neutrality points,
known as “Dirac points”. The behavior of charge carriers in this regime is analogous
to that of massless Dirac fermions. As a consequence, graphene oﬀers the possibility to
test in the laboratory interesting phenomena which is usually out of experimental range.
This striking property triggered an outstanding research activity in the condensed matter
community. A wide range of high-energy phenomena, such as half-integer quantum Hall
eﬀect and Klein tunneling, were predicted and measured in graphene.
Graphene displays another fascinating property. In spite of having relatively weak elec-
tronic correlations, diﬀerent phenomena such as ferromagnetism and superconductivity
can be induced in graphene by proximity to a host material. Indeed, depositing a
graphene layer on top of a superconducting electrode, the region of the layer that cov-
ers the superconductor inherits the pairing correlation between electrons and holes by
means of the proximity eﬀect [11–14]. This peculiarity opens a wide range of possibilities.
In particular the study of the rich interplay between superconductivity and relativistic
phenomena in graphene-superconductor hybrid structures.
Due to the still very short live of graphene and the immense interest on its research, any
attempt to produce an up-to-date review of its properties quickly becomes obsolete. On
the other hand, the basic properties of graphene have been known for sixty years. As
a consequence, although it is easy to ﬁnd many detailed reports of the basic transport
properties of graphene, new review articles appear frequently to account for the most
recent experimental and theoretical updates. A list of the most recent and complete
reviews is provided here. A good review of the new interesting transport properties of
1Data taken from ISIWEB up to 2011.
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graphene can be found in Ref. [15], although the basics about the low-energy dispersion
relation of graphene were clearly exposed in the articles by Wallace [1], Slonczewski and
Weiss [2] and Semenoﬀ [3]. Similarly, Ref. [5] reviews the case of carbon nanotubes,
which very frequently is analogous to that of graphene. A more thorough and updated
review for the transport properties of graphene is found in Ref. [16]. The similarities
between the tight-binding approach and the continuous quantum electrodynamics model
in two-dimensions, with special emphasis on the symmetries, are described in Ref. [17].
Ref. [18] gives a short introduction to the interplay between relativistic Dirac particles
and superconductivity. Klein tunneling and negative refraction are reviewed in a very
pedagogical way in Ref. [19]. An updated overview of the fabrication and electronic
properties of graphene nanostructures, with a detailed description of recent reports on
graphene-based quantum dots can be found in Ref. [20]. In the same line, Ref. [21]
provides both experimental and theoretical updates and Ref. [22] accounts for the
possible application of graphene-based quantum dots for spin qubits from a theoretical
point of view. Finally, the eﬀect of disorder on the transport properties of graphene has
been recently reviewed in Ref. [23] and brieﬂy in Ref. [24].
This Chapter is organized as follows: We begin with a microscopic tight-binding model
for graphene which includes many of its basic characteristics. Speciﬁcally, we explain
how the low energy excitations of graphene within the tight-binding approximation
can be eﬀectively described with the Dirac equation. As a consequence, we explore
the relativistic behavior of charge carriers in graphene, emphasizing striking properties
like Klein tunneling, pseudo-diﬀusive transport, the minimum of conductivity and the
appearance of charge puddles. Next, we introduce the superconducting proximity eﬀect
in metal-superconductor hybrid structures. Moreover, we explain the Andreev reﬂection
mechanism as the microscopic process that allows to describe transport in such systems.
Subsequently, we introduce the special Andreev reﬂection in graphene, highlighting its
diﬀerences with the case of normal metals. Finally, we brieﬂy introduce the basics of
the Green functions techniques.
2.1.1 From tight-binding model to Dirac’s equation.
In this section we derive the band structure of graphene within the tight-binding approx-
imation. From the energy dispersion relation of graphene we obtain the Dirac equation
in the low-energy regime. This derivation was ﬁrst introduced by Wallace in 1947 [1]
when studying the band theory of graphite. The results presented here are analogous
to that work.
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The honeycomb structure of graphene is formed by combining two triangular lattices,
denoted A and B, or equivalently, as a triangular lattice with a basis of two atoms per
unit cell. In any case, a unit cell contains one atom from each lattice and thus the
vectors a1,2 = (1,±
√
3)a/2 are deﬁned as the primitive translations and a = |a1| =
|a2| =
√
3a0 ≈ 0.246nm is the lattice constant. The corresponding reciprocal lattice
vectors are b1,2 = (1,±1/
√
3)2π/a.
Any atom from a determined sublattice, say A, is connected to its three nearest neighbors
from the other sublattice, B, via the vectors δ1 = (a1 − a2)/3 = (0, 1/
√
3)a, δ2 =
a1/3+2a2/3 = (1,−1/
√
3)a/2 and δ3 = −2a1/3−a2/3 = (1,−1/
√
3)a/2. Subsequently,
any pair of atoms from a unit cell can be labeled through the integers n1 and n2 by the
vectors RA = n1a1 + n2a2 and RB = n1a1 + n2a2 + δ1.
The carbon atoms in the graphene plane are connected by strong covalent bonds due
to the sp2 hybridization of the atomic orbitals 2s, 2px and 2py. The 2pz orbitals are
perpendicular to the graphene plane, have zero overlap with the rest and can be treated
independently. They form the π bonds of graphene, while the in-plane overlap is called
a σ bond. We can thus provide a basis of wavefunctions for the lowest energy states in
graphene with the two Bloch functions constructed from the atomic orbitals for the two
inequivalent carbon atoms at A and B,
Φi(r) =
1√
N
∑
Ri
eikRiϕ(r−Ri), with i = A,B.
N is the number of unit cells, ϕ(r) is the normalized 2pz orbital of the isolated carbon
atom and the summation is taken over all possible lattice vectors. From the Schro¨dinger
equation HΨ = EΨ, with Ψ = CAΦA + CBΦB , one can obtain the transfer integral
matrix Hij = 〈Φi|H|Φj〉 and the overlap integral matrix Sij = 〈Φi|Φj〉. The en-
ergy dispersion relation for the system is therefore obtained from the secular equation
det [H− ES] = 0. Since the two atoms of the unit cell are identical, the Hamiltonian
matrix element HAA, which represents the interaction of an atom at site A with itself
and the rest of the A atoms in the lattice, is exactly the same as HBB . As a consequence,
HAB = H
∗
BA. One can further neglect the overlap between wave functions centered at
diﬀerent atoms thus having SAB = SBA = 0. Furthermore, assuming a proper normal-
ization of the wave functions we have SAA = SBB = N = 1. Under these approximations
the resulting secular equation becomes trivially E± = HAA ± |HAB|, where E+ repre-
sents the eigenvalue for the symmetric combination of wave functions, which form the
valence band or the bonding π energy band, and E− is the antisymmetric conduction
band or the anti-bonding π∗ band.
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Within the nearest neighbors tight-binding approximation, every atom, say A, interacts
only with itself and the surrounding three B atoms. The diagonal elements become
constant terms representing the energy of an electron on the 2pz orbital of carbon,
including the eﬀect of the periodic potential of the lattice: HAA = E2p. If the atoms of
the unit cell were diﬀerent, as it is the case for boron nitride (BN), the on-site energy E2p
would be diﬀerent for B and N and the dispersion relation would show a gap between
the π and π∗ bands. That is not the case of graphene, formed only by carbon atoms,
and we can thus take E2p = EF = 0.
On the other hand, the oﬀ-diagonal terms are
HAB = H
∗
BA = 〈ΦA|H|ΦB〉
=
∑
RA
∑
RB
eik(RA−RB)〈ϕ(r −RA)|H|ϕ(r −RB)〉
= tg
∑
δi
eikδi = tge
ik(a1−a2)/3
[
1 + eika2 + e−ika1
]
= tg
[
exp
(
i
kya√
3
)
+ 2cos
kxa
2
exp
(
−i kya
2
√
3
)]
, (2.1)
where we have used that the wave functions ϕi are radially symmetric in the graphene
plane and that the distance between the A atom and its three neighbors is the same to
deﬁne the tight-binding integral tg > 0. The substitution into the secular equation is
straightforward and the resulting energy dispersion relation for a graphene plane in the
tight-binding approximation is
E±(kx, ky) = EF ± tg
√
1 + 4 cos2
kxa
2
+ 4 cos
kxa
2
cos
√
3kya
2
. (2.2)
Since graphene’s honeycomb lattice contains two atoms per unit cell (two sublattices)
the excitation spectrum contains two branches (bands) which are symmetrical around
E = 0. These bands touch at six points in momentum space given by the roots of
E(k) = 0
kx = ±4π
3a
, ky = 0
kx = ±2π
3a
, ky = ± 2π√
3a
. (2.3)
At half-ﬁlling, which is the pertinent situation for the study of graphene and other
carbon-based materials, the band structure given by Equation 2.2 has six isolated Fermi
points instead of a Fermi line. These are the six corners of the ﬁrst Brillouin zone which,
due to the symmetry of the hexagonal lattice, correspond to only two independent states.
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Figure 2.1: (a) graphene lattice showing the unit cell and the primitive translations.
(b) Brillouin Zone of graphene showing the reciprocal lattice vectors and
the high-symmetry points Γ, K, K ′ and M . (c) Graphene dispersion
relation evaluated from Equation 2.2. The inset shows a Dirac valley at
the low-energy regime. (d) Model energy dispersion from Equation 2.4,
showing the chirality of each branch. (e) Density of states of graphene.
This result is of capital importance since it allows to study the low-energy excitations
of graphene by taking the continuum limit at any two independent Fermi points. As a
consequence, if we choose the two independent Fermi points
K± = (±4π
3a
, 0), (2.4)
any wave vector in the proximity of K± is written as k = (±4π3a + δkx, δky). By substi-
tuting in Equation 2.1 we obtain
tg
[
exp
(
i
δkya√
3
)
+ 2cos
(
±2π
3
+
δkxa
2
)
exp
(
−iδkya
2
√
3
)]
≈ ±
√
3
2
tga (δkx ∓ iδky) +O
(
(aδk)2
)
.
As a result,
E±(k) ≈ ±
√
3
2
tga|k| = ±~vF |k|. (2.5)
This implies that the energy dispersion relation is conical in the proximity of a Fermi
point. A striking consequence is that the Fermi velocity, deﬁned as ~vF =
√
3tga/2, is
independent of both the energy and the momentum. The best experimental estimates
of tg ≈ 2.5eV and a ≈ 0.14nm give vF ≈ 106m/s in the absence of any carriers. In the
presence of charge carriers this value is slightly modiﬁed without aﬀecting the results
presented here [16]. The linearity of the dispersion relation holds accurately up to an
energy EC < 0.4tg ∼ 1eV, which allows to introduce a cutoﬀ wave vector kc = Ec/~vF ≈
0.25nm−1.
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In the usual continuum approximation for lattice theories in condensed matter physics,
i.e. the eﬀective mass theory, one has a quadratic dispersion relation. Furthermore, an
eﬀective Schro¨dinger equation can be implemented in which all many-body eﬀects are
included in the eﬀective mass parameter. On the contrary, graphene is a zero band-
gap semiconductor with a linear low-energy dispersion for electrons and holes in the
conduction and valence bands, respectively.
The linearity of the dispersion relation, with an energy independent Fermi velocity, is
not the only striking result for the low-energy spectra of graphene. Indeed, the fact of
having two atoms per unit cell or two equivalent and independent sublattices A and B
implies that the two linear branches of the dispersion relation become independent of
each other. This degree of freedom due to the sublattices deﬁnes a pseudospin quantum
number equivalent to the electron spin. As a result, the low-energy, long-wavelength,
eﬀective 2D continuum Schro¨dinger equation for spinless carriers in the proximity of
graphene Fermi point K± becomes
{~vF [±kxσˆx + kyσˆy]− EF σˆ0}Φ±(x, y) = EΦ±(x, y). (2.6)
Pauli matrices σˆx,y (with σˆ0 the 2 × 2 identity matrix) are acting on graphene lattice
subspace and Φ±(x, y) is a 2D spinor wave function although we are not taking into
account the real spin. Equation 2.6 is exactly the equation for massless chiral Dirac
fermions in 2D, known as Weyl’s equation for neutrinos, with the only diﬀerence that
the spinor acts in the pseudospin rather than in the real spin. As a result, we shall refer
to the Fermi points of Eqs. 2.3 and 2.4 as Dirac points or valleys. Intervalley scattering
requires a large momentum transfer or strong lattice scale scattering. It is therefore
weak and usually ignored in the description of the low energy states in graphene.
A series of experiments conducted by the Manchester group leaded by Geim triggered
an intense research activity in graphene. Not only they isolated graphene but also
demonstrated the relativistic behavior of electrons. In Ref. [7], the method to obtain
one-atom thick graphite was presented. It was further developed in Ref. [8]. It was
demonstrated that few and even mono layer graphite behaved like a two dimensional
semimetal. There was a small overlap between the conduction and the valence bands
and a strong ambipolar electric ﬁeld eﬀect was measured. Additionally, in Ref. [9] the
relativistic behavior of carriers in graphene was demonstrated. A linear dependence of
the conductivity on the gate voltage was measured. Mobilities up to 15,000 cm2V−1s−1
were measured for electrons and holes. Furthermore, the measurement of half-integer
quantum Hall eﬀect corroborated once more the two-dimensional relativistic nature of
carriers in graphene.
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2.1.2 Relativistic behavior of low-energy carriers in graphene.
Wave functions around each Dirac point satisfy Equation 2.6 with E being the excitation
energy of an electron-like quasiparticle. If we consider that momentum along the y-axis
(~q) is conserved, the wave function can be written as Φ±(x, y) = eiqyφ±(x). With
the replacement k (q) = (−i∂x, q) in Dirac’s equation, we obtain the following linear
independent solutions for each valley
φ+(x) = c
+
1 e
ikxϕ1 + c
+
2 e
−ikxϕ2
φ−(x) = c−2 e
ikxϕ2 + c
−
1 e
−ikxϕ1,
with
ϕ1,2 =
(
1
±se±iα
)
, (2.7)
s = sgn(E +EF ) and e
±iα = ~vF (k ± iq)/(EF +E). The constants c±1,2 are determined
by boundary conditions for the wave functions φ± (x). In a one-valley description of
graphene equation 2.7 describes an oscillating wave where s is the band index (s = 1 for
the conduction band and s = −1 for the valence band) and α(k) is the angle between the
wave vector k and the x-direction. Let us deﬁne the chirality operator as the projection
of the pseudo-spin operator on the momentum direction 2
Cˆ ≡ k · σˆ|k| .
In the absence of an external potential this operator commutes with the Hamiltonian
and becomes a conserved quantity. The eigenvalues of the chirality are given by the
band index s = ±1. On the other hand, the velocity operator can be deﬁned as vˆ ≡
−i
[
r, Hˆ
]
= σˆ. Therefore, the average velocity of a plane wave is given by v = sk/|k|. As
a result, an electron and a hole propagating in the valence band have the same average
velocity and move in the same direction. However, their electric current is opposite since
they have opposite charge.
An important consequence of the conservation of chirality is the absence of backscatter-
ing. Any two electron states propagating in opposite directions have opposite chirality,
resulting in vanishing probability for reﬂection. This fact was ﬁrst exposed by Ando for
the one-dimensional case of carbon nanotubes [25, 26].
Another striking property of graphene is the relativistic transmission through a potential
barrier, also known as Klein tunneling [27]. A classical barrier conﬁnes all particles with
2This is in fact the helicity operator, which is a function of physical quantities and thus has physical
sense. However, in the relativistic limit with zero effective mass both quantities are the same. We adopt
the standard in the literature and hereon we call this quantity chirality instead of helicity.
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energy lower than the barrier height. In quantum mechanics, the wave function of non-
relativistic particles with energy lower than the barrier height can still leak out into the
classically forbidden region, giving rise to quantum tunneling. It is well known that the
transmission through such quantum barrier decreases exponentially with the height and
width of the barrier. On the other hand, for Dirac particles, the transmission probability
depends only weakly on the barrier height, approaching unity with increasing barrier
height [28]. As it was demonstrated in the previous sections, the Dirac Hamiltonian
allows for both positive and negative energy states, i.e. electrons and holes. While a
potential barrier is repulsive for electrons, it is attractive for holes. The opposite happens
for a potential well. At any potential barrier one needs to match the electronic states
outside the barrier with the hole states inside. Since the larger the barrier is, the greater
the matching between electron and hole states is, the transmission is also greater. As a
consequence, the transmission becomes perfect for an inﬁnite barrier.
In other words, Klein tunneling is a relativistic eﬀect in which electrons and holes are
coupled by means of an electrostatic potential. The conservation of chirality, previously
explained, implied that backscattering is forbidden in graphene. It is another conse-
quence of the analogy of charge carriers in graphene with relativistic massless Dirac
fermions that tunneling through a potential barrier happens with unit eﬃciency at nor-
mal incidence [28]. An striking conclusion is that graphene pn junctions are essentially
transparent. This fact has been demonstrated experimentally in several works [29–33].
It is also the reason why graphene-based quantum dots are so experimentally challeng-
ing [20–22]. Furthermore, graphene pn junctions away from normal incidence behave as
negative refraction index interfaces [34].
A direct consequence of Klein tunneling in graphene is that both the pnp junction and the
n-n’-n junctions have ﬁnite transmission coeﬃcients. And, more importantly, graphene’s
conductivity at zero doping, i.e. at the Dirac point, is ﬁnite [35, 36]. A graphene
sheet contacted by two heavily electron doped contacts allows for testing the ballistic
conductivity at the Dirac point. In other words, the crossover from the pnp junction
regime into the n-n’-n junction of the source-graphene-drain conﬁguration gives exactly
the conductivity of graphene in the absence of charge carriers. By ballistic conductivity
we are referring to the case of noninteracting electrons at zero temperature in the limit of
no disorder. The absence of scattering in a non-Dirac metal yields that the semiclassical
electrical conductivity is inﬁnite, since there is nothing to impede the electron motion.
The same argument implies that the conductivity would vanish as the carrier density is
tuned to zero, giving rise to a metal-insulator transition.
The conductivity of a system governed only by the Dirac equation (Equation 2.6) can
be obtained by calculating the transmission probability of modes conﬁned in a strip of
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widthW and length L connected to heavily doped contacts [35, 36]. For transport along
the xˆ-direction, the transmission probability for a transverse mode has the form
Tn =
1
cosh2(qnL)
, (2.8)
where the transverse momentum qn depends on the details of the precise boundary con-
dition of the strip [36, 37]. This transmission probability is given strictly by evanescent
modes since both the energy and the doping are zero at the Dirac point. It is important
to stress that this result is obtained in the absence of disorder, interactions and at zero
temperature, i.e. this is a ballistic transmission with a dependence on the length of the
sample L. This dependence, along with the distribution of eigenvalues of the transmis-
sion matrix resembles that of a diﬀusive system. This is known as pseudo-diffusivity of
graphene at the charge neutrality point [38, 39].
For wide enough strips the conductivity of the system is independent of the boundary
conditions and is found by summing over the modes,
σ = gsgv
L
W
e2
h
∑
n
Tn(xˆ) =
e2
h
2L
π
∫ ∞
−∞
dq
cosh2(qL)
=
4
π
e2
h
for W >> L . (2.9)
The condition for the existence of a well deﬁned -size independent- conductivity is the
dependence of the transmission probability on the product qL [Eq. (2.8)] and the linear
dispersion of the carriers. The condition W ≫ L allows the sum of the transmissions
over the modes to be written as an integral over q in Eq. (2.9). The crucial features for
this minimum of the conductivity are the gapless character of the spectrum and specially
the chirality of the carriers.
In the previous results, the chemical potential is assumed to be constant over the
graphene layer, with a discontinuity at the electrodes. This simpliﬁcation was proven to
be insuﬃcient. It is well known that the spatial distribution of charge close to the Dirac
point is not uniform. In low doped graphene, as in other 2D semiconductors, strong
charge inhomogeneities appear. These inhomogeneities are known as electron-hole pud-
dles3 and are due to a random distribution of charge in the environment and, in a small
contribution, to the ripples associated with the substrate roughness or the intrinsic wrin-
kles of suspended graphene. Contrary to the case of 2D semiconductors, transport at
the charge neutrality point in the presence of puddles is still possible [40, 41]. Indeed,
the boundaries between these charge puddles are pn junctions which, for the case of
3In the case of 2D semiconductors, the puddles are formed by either electrons or holes depending
on the doping. In graphene at the Dirac point, the puddles are a mixture of electron and hole-doped
inhomogeneities.
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graphene, have ﬁnite transparency. Transport close to the Dirac point has been success-
fully compared to percolating currents in networks of pn junctions [42], although the
theoretical picture of transport at undoped graphene remains incomplete. However, the
experiments of Refs. [40, 41], in agreement with previous numerical calculations [43],
were able to give some values for the size and strength of the charge puddles. Subse-
quently, the density ﬂuctuations can be considered to have a characteristic length of up
to 30nm, with a measured strength of around 25− 30meV.
2.2 Superconductivity basics I. Proximity effect.
Superconductivity is the phenomenon by which many materials develop zero electrical
resistance and perfect diamagnetism below a critical temperature and magnetic ﬁeld.
The vanishing of electrical resistance was discovered by Kamerlingh Onnes [44] in 1911
while studying the properties of metals at extremely low temperatures. In 1933, Meiss-
ner and Ochsenfeld [45] measured the expulsion of magnetic ﬁelds by a material in the
superconducting state. A phenomenological theory for this phenomenon, known as the
Meissner eﬀect was developed by the London brothers in 1935 [46]. In 1954 Landau and
Ginzburg published a phenomenological theory of superconductivity [47] in which they
introduced the superconducting order parameter. A microscopic theory of supercon-
ductivity was formulated 46 years after its discovery by Bardeen, Cooper and Schrieﬀer
(BCS theory [48]). In this theory, a phonon-mediated attractive interaction between
electrons is the responsible for the transition into the superconducting state.
The main feature of superconductivity is the absence of resistance below a ﬁnite tem-
perature TC . Furthermore, the drop in the resistance is very sharp, implying a phase
transition. A common picture of conductivity relates the electrical resistance with the
scattering of electrons with the vibrational excitations of the lattice (phonons). By low-
ering the temperature, the phonons are continuously suppressed reaching a minimum
at T = 0, where only the lattice defects and impurities contribute to the scattering
of electrons. This result is independent of the temperature and insuﬃcient to explain
the appearance of superconductivity. The BCS microscopic theory of superconductivity
demonstrates the formation of a new many-body ground state. In s-wave superconduc-
tors, Cooper pairs are formed by coupling two electron of opposite spin. The resulting
pair has total spin 0 and therefore can be considered a boson. Cooper pairs occupy the
same many-body ground state. This is the BCS ground state ΨBCS which contains the
sum of all Cooper pairs in the material. Since the Coulomb interaction causes a repuls-
ing force between any electrons, there has to be an attractive force between electron
pairs in the conduction band. A weak, phonon-mediated, attractive interaction between
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electrons close to the Fermi surface is the responsible to overcome the Coulomb repul-
sion. Electrons in a metal create local distortions in the lattice which act as an indirect
attractive force upon other electrons. When this attraction overcomes the Coulomb
repulsion a Cooper pair is formed.
Thus, ΨBCS describes a collective excitation with momentum kBCS where all the indi-
vidual Cooper pairs have zero momenta relative to kBCS . The individual Cooper pairs
are spatially overlapped. The typical length scale of the collective mode ξBCS is much
greater than the mean distance between individual electrons in the metal. This is known
as the ‘BCS coherence length’ and is a fundamental parameter that characterizes the
superconductor. This collective mode provides a direct interpretation of the vanishing
resistance of a superconductor. Since all individual Cooper pairs overlap at ΨBCS , the
scattering of one of them requires an equivalent change of momentum in the rest. This
would require a large amount of energy and therefore the scattering of Cooper pairs is
highly suppressed. However, the supercurrent given by the collective mode can not be
inﬁnite since it is limited by the density of Cooper pairs.
In the superconducting state the attraction between electrons overcomes the Coulomb
repulsion. This makes the formation of Cooper pairs energetically favorable. This
coupling between electrons opens a gap in the spectrum since it is impossible to have an
individual excitation with energy below the one required to form a Cooper pair. We must
introduce the ‘BCS gap parameter’ ∆BCS as another of the fundamental parameters in
the characterization of a superconductor.
The resulting ‘BCS density of states’ is
NBCS(E)
N(0)
=

|E−µ|√
(E−µ)2−∆2BCS
, |E − µ| > ∆BCS
0 , |E − µ| < ∆BCS
(2.10)
where N(0) represents the density of states on the normal state. In the inset of Fig-
ure 2.2, we show the experimental results of Ref. [49] for the DOS of a bulk superconduc-
tor. It is shown how no quasi-particle is allowed below the superconducting gap of width
2∆BCS . All the states are pushed to the edges of the gap, forming two characteristic
peaks at E − µ = ±∆BCS.
A metal in electrical contact with a superconductor can develop superconducting features
such as inﬁnite conductance and perfect diamagnetism. We consider the superconductor
as a reservoir where the electrons are condensed into Cooper pairs and the normal metal
as a gas of free electrons. The proximity eﬀect is the phenomenon in which the electrons
in the normal metal acquire superconducting correlations through the diﬀusion at the
Chapter 2. Background and theoretical framework 19
Figure 2.2: Proximity eﬀect in a normal-superconductor junction. (a) Left: Normal-
ized DOS for the ballistic case. The bulk normal and superconductor
cases are included. Results extracted from Ref. [50]. (b) Right: Dif-
ferential conductance in the tunnel regime for the diﬀusive case. Both
experimental and theoretical results are extracted from Ref. [49]. The
inset shows the bulk experimental results for the superconductor.
contact between the normal metal and the superconductor. The behavior of the super-
conducting order parameter in the distances close to this interface is therefore crucial to
study how the correlations leak into the normal region. Following the Ginzburg-Landau
theory [47] a superconducting order parameter ∆(x), which only depends on the distance
from the interface, contains all the information about the propagation of superconduc-
tivity into the normal region. This theory accounts for the macroscopic equilibrium
properties close to the critical temperature. However, it is not valid when T → 0. In
this case, for ballistic junctions, the BTK model [51], developed in the early 1980s and
introduced in the next section, gives a microscopic explanation. The theory of non-
equilibrium superconductivity developed in the 1990s reconciled these two limit cases
into a complete description of the proximity eﬀect. In this theory the order parameter
∆(x,E) contains both the spatial and the energy dependence of the density of states
NBCS(x,E). Hence, in the absence of magnetic ﬁelds, the natural unit of length for
the variation of ∆(x,E) is the superconducting coherence length ξBCS and the energy
dependence is given by the density of states of the bulk superconductor NBCS(E).
In the ballistic case, the electron mean free path l is much greater than the supercon-
ducting coherence length ξBCS . Consequently, the variation of the order parameter at
the normal metal-superconductor interface can be considered abrupt. Therefore, we
have ∆(x) = 0 for the normal region and ∆(x) = ∆0, with ∆0 constant, at the super-
conductor4. The combination of constant density of states at the normal metal with a
BCS-like density of states in the superconductor results in the DOS shown in the left
panel of Figure 2.2. For an excitation energy greater than the gap, the DOS tends to
4This step-like form of the superconducting pairing potential is known as “rigid boundary condition”.
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the case of the isolated normal metal. Inside the gap, there is a ﬁnite DOS for energies
up to zero.
On the other hand, the diﬀusive regime is deﬁned when l is small compared with the
superconducting coherence length. For this case we show in the right panel of Figure 2.2
the experimental results of Ref. [49], compared with the theoretical predictions using
Usadel equation. In the inset it is shown the experimental DOS for the bulk supercon-
ductor. In spite of having a well-deﬁned BCS density of states, where the sharp edges
at the gap can be observed, the DOS inside the normal region is smooth with a charac-
teristic V -shaped dip at low voltages. For a diﬀusive NS junction, the number of states
within the gap presents two maxima for energies close to the gap and is highly reduced
for lower energies. The proximity eﬀect is decreased for larger distances to the interface.
2.3 Superconductivity basics II. Andreev reflection.
2.3.1 The concept of Andreev reflection.
At the interface between a normal metal and a superconductor, the superconducting
pairing potential can convert an electron from the normal region into a hole, creating a
Cooper pair in the superconductor. This process is known as Andreev reﬂection [52] and
is responsible for transport in NS junctions. The electron is a ﬁlled state with energy E
above the Fermi energy EF in the normal metal. If E is lower than the superconducting
energy gap ∆, single-particle tunneling into the superconductor is forbidden since there
are no available states. This quasi-particle may only enter the superconducting region if
it forms a Cooper pair. In order to do that it must couple with another electron from the
normal region with opposite wave vector and spin. Therefore, the empty state below the
Fermi energy left behind by this electron is the reflected hole. As a consequence, a total
charge of 2e is transmitted from the normal region to the superconductor. Time-reversal
symmetry yields that an incident hole from the normal region is Andreev reﬂected as
an electron at the interface.
This eﬀect was ﬁrst introduced by A. F. Andreev when studying the heat transport at
NS interfaces [52]. Andreev reﬂection is the microscopic mechanism which explains how
a dissipative current from the normal metal transforms into a supercurrent at the NS
interface.
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Figure 2.3: Sketch of the Andreev reﬂection at a metallic junction. Conductance at
the metallic NIS junction.
The most common metals have Fermi energies EF that are much greater than the
superconducting energy gap ∆5. By neglecting the terms of the order ∆/EF
6, the
incident electron and the reﬂected hole have the same wave vector which lies at the edge
of the Fermi surface. While the velocity of a conduction band electron is parallel to its
wave vector, the velocity of a conduction band hole is opposite to its wave vector and
the hole is retroreflected. It is common to say that, in the Andreev reﬂection, the hole
traces back the path of the incident electron.
2.3.2 Transport at a normal metal-superconductor interface.
The Bogoliubov-de Gennes (BDG) equations describe the quasi-particle excitations in
non-uniform superconductors. They are among the most useful techniques for describing
phase-coherent normal-superconductor (NS) hybrid structures. In a superconductor the
quasi-particle excitations consist of a mixture of electron-like and hole-like states. The
BDG equations are two coupled linear diﬀerential equations describing the amplitudes
u(x,E) and v(x,E) of an excitation of energy E on the electron and hole states. They
are expressed as,(
H − EF ∆(x)
∆∗(x) EF − T HT −1
)(
u(x)
v(x)
)
= E
(
u(x)
v(x)
)
, (2.11)
5For example, Copper and Aluminum have Fermi energies of 7 eV and 11.7 eV, respectively [53]. On
the other hand, the bulk superconducting gap of Aluminum is 0.15 meV [54].
6This approximation is known as Andreev approximation
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where H is the single-particle Hamiltonian of the system (i.e. Schro¨dinger or Dirac-
Weyl, depending on if we are describing traditional semiconductors or graphene), T is
the time-reversal operator and ∆(x) is the pairing potential between electrons and holes.
A simple example is a one-dimensional normal-superconductor junction with an insu-
lating barrier at the interface (NIS system). By substituting H in Equation 2.11 by the
Schro¨dinger Hamiltonian in one dimension and taking ∆(x) = ∆0θ(x), with θ(x) being
the Heaviside step function, we are describing an impurity-free one-dimensional junc-
tion with one normal region and one superconducting region. We consider an incoming
electron from the normal region into the superconductor and we allow it to be either
transmitted as a Cooper pair or reﬂected as a hole. Matching wave functions at the
interface we obtain that the Andreev reﬂection probability is 7 Reh = |reh|2 = |u0/v0|2.
The probability of Andreev reﬂection is thus unity inside the superconducting gap and
decays exponentially outside. This one-dimensional result is easily expanded for the 3D
case, where electron normal reﬂection is included. The result is similar, nonetheless. In
a famous article from 1982, Blonder, Tinkham and Klapwijk (BTK model [51]) used for
the ﬁrst time this formalism based on the BDG equations to describe superconducting
microconstrictions. They solved the problem introduced here, using both plane waves
to consider impurity-free systems and a Dirac delta-like potential at the point between
the normal and the superconductor electrodes to include all the possible scattering pro-
cesses at the interface. The intensity of the barrier is controlled by a parameter Z,
which allows to go from the absence of barrier (Z = 0) to the case of strong barrier
(Z ≫ 1). By studying the probability of each microscopic process and its contribution
to the current they obtained the conductance results shown in Figure 2.3. The two
limiting cases of zero barrier and strong barrier are very pedagogical. In the former, the
probabilities of normal reﬂection and transmission of electrons into hole-like excitations
are both zero. Thus, Andreev reﬂection for energies below the gap is perfect (i.e. occurs
with unit probability as in the one-dimensional case) and transmission of electrons into
the superconductor as electron-like excitations is Tee = 1 − Reh, thus contributing to
the conductance only for energies over the gap. This behavior is particular of metallic
junctions. On the other hand, for strong barrier the Andreev reﬂection probability is
strongly suppressed while normal reﬂection Ree dominates inside the gap. This behavior
7In the one-dimensional case, we consider plane wave solutions of Equation 2.11 of the form (u0, v0)×
eik
e
S
x, where u20(v
2
0) = min[1, E/∆0](1 ±
√
E2 −∆2/E)/2 are the BCS coherence factors and the wave
vector has the form ke,hS (E > 0) =
√
2m(ESF ±
√
E2 −∆20)/~2. The wave vector for the normal region
is obtained for ∆0 → 0, limit in which (1, 0) and (0, 1) represent electron and hole quasi-particles,
respectively. The matching of the wave functions reads
(
1
0
)
eik
e
N
x + reh
(
0
1
)
eik
h
N
x =
(
u0
v0
)
eik
e
S
x. (2.12)
The normalization is done over the incident flow and thus reh is the Andreev reflection amplitude.
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Figure 2.4: Sketch of the Andreev reﬂection at a graphene junction. Conductance at
the graphene-based NS and NIS systems.
is characteristic of classical tunnel junctions. Thus, the BTK model continuously con-
nects this two limit cases. The importance of this simple model was demonstrated by the
experiments conducted by Blonder and Tinkham [55]. There is an excellent agreement
between the theoretical predictions and the experimental I − V curves for Cu-Nb point
contacts. Thus, the importance of the Andreev reﬂection for describing the transport
on superconducting junctions was demonstrated.
2.3.3 The BTK model applied to graphene.
In a seminal article by Beenakker in 2006 [56], the BTK model was applied to a graphene-
based NS system. Substituting the Dirac-Weyl Hamiltonian of Equation 2.6 into Equa-
tion 2.11, we reach what are commonly known as the Dirac-Bogoliubov-de Gennes
(DBDG) equations. Two important features rapidly arise. First, while in a metal-
lic junction electron and hole-like states are only coupled through the superconducting
pairing potential, in graphene these states are related with each other also through time-
reversal symmetry. Second, the Fermi energy of a metal is much greater than the rest
of the energy scales like the excitation energy and the superconducting gap. This means
that both electron and hole states belong to the conduction band. However, the Fermi
energy in graphene can be comparable or even smaller than the excitation energy and
the gap. The conduction and the valence bands in graphene touch at the Dirac point
and Andreev conversion of electrons into holes can occur in diﬀerent bands. In Fig-
ure 2.4 we show the plots of the conductance for a graphene-based NS junction, showing
the two distinctive regimes of low-doping, which enhances inter-band Andreev reﬂection
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Figure 2.5: Andreev reﬂection in graphene. (a) Andreev retro-reﬂection. (b) Specular
Andreev reﬂection.
and high-doping, which is mainly due to intra-band Andreev reﬂection and is equiv-
alent to the metallic junction behavior, with a small barrier. Furthermore, the study
of the graphene NIS junction done in Ref. [57] showed another important diﬀerence
with the metallic junctions: the conductance is an oscillatory function of the eﬀective
barrier strength. The amplitude of these oscillations is maximum when the Fermi levels
of the normal and the superconducting region are aligned and it can be zero for large
Fermi vector mismatch8. In addition to that, a maximum value of the conductance can
be reached at zero bias for a ﬁnite barrier, in stark contrast with the case of metallic
junctions (see Figure 2.4).
2.3.4 Andreev reflection in graphene: specular versus retro.
An schematic description of Andreev reﬂection in the conical band structure of graphene
is shown in Figure 2.5. The Cooper pair must carry zero total momentum, so the
electrons are taken from opposite corners of the Brillouin zone (±K). Therefore, Andreev
reﬂection mixes graphene’s valleys [56]. The electron excitations of Figure 2.5 are from
the conduction band (ﬁlled states with E > 0, from one valley). When E < EF , which is
the usual case of traditional NS junctions, the reﬂected hole remains in the conduction
band (in graphene it still belongs to the other valley). This intraband Andreev reﬂection
applies if E < EF . When E > EF , the hole is reﬂected into the valence band. When
EF = 0, the reﬂected hole is always an empty state below the Fermi energy so, in
undoped graphene, Andreev reﬂection is an interband process at all excitation energies.
8For a detailed study of both the NS and the NIS cases see Ref. [58
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Interband Andreev reﬂection does not exist in usual metals which have an excitation
gap between the conduction and valence bands much larger than ∆.
It is considered a basic feature of Andreev reﬂection that the hole produced upon
electron-hole conversion retraces the trajectory of the incident electron. Then, one
says that Andreev reﬂection has a retro-reﬂection character when all components of the
velocity change sign and then the hole follows back the path of the incident electron.
The mean-ﬁeld approximation for superconductivity demands that the superconducting
coherence length ξ = ~vF /∆ is much greater than the Fermi wave length on the super-
conductor λSF = ~vF /(E
S
F + U0). There is no restriction over the relative magnitude of
ξ and the Fermi wave length in the normal region. An impurity-free graphene-based NS
system has the following dispersion relation
E =
√
|∆|2 +
(
EF ± ~vF
√
k2x + k
2
y
)
, (2.13)
where kx is the projection of the momentum in the direction transversal to the interface,
while ky is the projection parallel to the interface. The energy includes the two branches
of the spectrum of graphene, corresponding to the conduction and valence bands. Let
the superconducting region be in the inﬁnite half-plane x < 0. The quantities ky and E
are conserved upon reﬂection, so an incident electron from the normal region, belonging
to valleyK, will have transverse momentum k−e +K. Here, k−e is one of the two solutions
of Equation 2.13 with negative slope. The other solution with negative slope, i.e. k−h ,
represents a hole going to the interface, while the two solutions with positive slope (k+e,h)
represent outgoing electron and hole excitations. In the interface, it will form a Cooper
pair reﬂecting a hole with transverse momentum k+e −K. The slope of the momentum is
proportional to the expectation value of the velocity (vi = ~
−1∂E/∂ki). Fixed EF and
E, for an incoming electron with k−e there are only two possible reﬂected momenta: k+e
for electrons and k+h for holes. For E < EF , the reﬂected hole is in the conduction band
while it is in the valence band if E > EF . Since a conduction band hole moves opposite
to its wave vector, both projections of the velocity change sign. Therefore, we associate
intraband Andreev reﬂection with retro-reﬂection. On the other hand, a valence band
hole moves in the same direction as its wave vector. The reﬂection only changed the sign
of the component of the velocity perpendicular to the interface, while the component
parallel to the interface remains unchanged. This is a specular Andreev reﬂection which
we associate with intraband reﬂections.
As E increases from zero to EF and beyond, there is a transition from retro-reﬂection
to specular reﬂection. The reﬂection angle αout (measured relative to the direction of
normal incidence) ﬁrst becomes greater than the angle of incidence αin, then jumps from
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+90◦ to −90◦ at E = EF (where it can not be deﬁned), and ﬁnally approaches −αin
when E ≥ EF [56]. Speciﬁcally, there is no Andreev reﬂection beyond a critical angle of
incidence αc = arcsin |E − EF | /(E + EF ).
2.3.5 Nonlocal transport and crossed Andreev reflection.
Andreev reﬂection is intrinsically a nonlocal process. Indeed, it takes place in a coherence
volume of size ξBCS , the characteristic length associated to the superconducting gap
∆BCS . As a consequence, the incident electron and the reﬂected hole can be separated
by hundreds of nanometers. Could it be possible to independently measure these two
coherent currents?
In an article in 2000, G. Deutscher and D. Feinberg [59] considered a multi-terminal
system formed by two point contacts coupled to a superconductor and separated by a
distance L smaller than the superconducting coherence length. When studying transport
at subgap voltages and temperatures they realized that Cooper pairs made of electrons
coming one from each tip can be injected into the superconductor. This process is
known as crossed Andreev reﬂection (CAR). Subsequently, it was shown that another
process involving the coherent tunneling of two electrons into each normal electrode
is possible [60]. This process is called electron co-tunneling (EC) and its contribution
to the nonlocal conductance is the opposite to the one due to the CAR processes. It
can exactly cancel the CAR contribution in the tunnel regime. At the same time, local
Andreev reﬂection can occur at each normal electrode, giving an extra contribution to
the nonlocal conductance which usually is hard to distinguish from that coming from
CAR processes.
Nonetheless, study of the nonlocal conductance can give evidence of the presence of CAR
processes. The time-reversal of a CAR process is that in which each electron from a
Cooper pair coming from the superconductor coherently tunnels into a diﬀerent normal
electrode. An independent measure of these processes is thus equivalent to measure the
splitting of a Cooper pair. This splitting is therefore a source of entanglement and has
many possible applications in quantum information theory.
The cancellation between the EC and the CAR contributions to the nonlocal conduc-
tance for thick tunnel barriers was shown to be removed by introducing ferromagnetic
leads [60, 61], increasing the barrier transparency [62–64] or taking into account Coulomb
interactions [65]. The importance of non-equilibrium eﬀects at large bias voltages has
been also analyzed [66].
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A series of recent experiments have demonstrated these facts. In 2004, Beckmann et
al. [67] measured the nonlocal resistance of an Aluminum bar with two ferromagnetic
wires forming point contacts to the Aluminum. When the Aluminum was in the su-
perconducting state, they observed a nonlocal spin-dependent resistance. The spatial
decay of this signal was controlled by the superconducting coherence length rather than
by the normal state spin-diﬀusion length. Furthermore, the energy dependence on the
probability of EC and CAR was measured by S. Russo et al. [68]. They found that CAR
dominated over EC at high energies, with the Thouless energy of the superconductor
being the energy scale for the crossover. This indicates that the phase coherence of the
processes is playing a fundamental role. Further experiments corroborated this fact,
along with the key role played by the contact resistances and the excitation energy of
the particles [69–71].
Another multi-terminal device was proposed by P. Recher et al. [72] in 2001. In this
case, the superconductor is weakly coupled by tunnel barriers to two quantum dots
(QDs). Each QD is treated as a one-level system and is also weakly coupled to a
normal lead. If the QDs are in the Coulomb blockade regime, the probability for the
state with two electrons on the same dot is suppressed. Electrons coming from the
superconductor tunnel into separate dots and therefore into separate leads with higher
probability. When the energy levels of the dots coincide, the splitting of the Cooper pairs
from the superconductor is enhanced. The study of entanglement in similar systems was
performed in Refs. [73] and [74]. Similar predictions were reached for other mesoscopic
systems like Luttinger liquids [75].
2.4 Methodology: Green functions techniques.
Green functions techniques are applied in a wide range of mathematical and physical
problems. From the solution of diﬀerential equations in Classical Mechanics or Electro-
magnetism to the diagrammatic theory of Quantum ﬁelds. In Quantum Mechanics the
Green function is often interpreted as the inverse of a diﬀerential operator. Since both
Schro¨dinger and Dirac equations are diﬀerential equations, we can obtain diﬀerent Green
functions for each Hamiltonian. In this section, a brief introduction of single-particle
Green functions with some basic deﬁnitions is presented.
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2.4.1 Equilibrium Green functions.
2.4.1.1 General definition of the Green functions. Properties, physical
quantities and Dyson equation.
The deﬁnition of the Green functions can be generalized to any single-particle problem.
Let H be the Hamiltonian of a one-particle system, the retarded and advanced Green
functions are thus deﬁned as
Gr,a(E) = lim
η→0
[(E ± iη) I−H]−1 , (2.14)
with I the identity operator. Equation 2.14 is an identity between operators and thus
independent of the chosen representation. Thus, we can obtain an expression equivalent
to Equation 2.14 as a function of the eigenvalues ǫn and the eigenfunctions |ϕn > of the
Hamiltonian that reads
Gr,a(E) = lim
η→0
∑
n
|ϕn >< ϕn|
E − ǫn ± iη .
The local density of states can be expressed as a function of the eigenstates of the
Hamiltonian as
ρ(r, E) =
∑
n
| < r|ϕn > |2δ(E − ǫn),
where the spatial vector r is generalized to any number of spatial dimensions. As a
consequence, the imaginary part of the Green function is associated with the local density
of states (LDOS) as
ρ(r, E) = ∓ 1
π
Im [Gr,a(r, E)] . (2.15)
Subsequently, the local terms of the Green function with r = r′ always verify that
Im [Gr(E)] ≤ 0 and Im [Ga(E)] ≥ 0. It is also a consequence of the general deﬁnition
of the Green functions in Equation 2.14 that Gr = [Ga]†.
The Green function techniques are very useful in order to describe arbitrary perturba-
tions of the system. Let the Hamiltonian be expressed as H = H0+V, where H0 is the
Hamiltonian of a system with known Green functions G(0)r,a, and V a single-particle
perturbation. We can write the Green functions of the total system H using the Green
functions of the already solved system H0. From Equation 2.14 we write
Gr,a(E) = lim
η→0
[(E ± iη) I−H0 −V]−1 .
We already know the solution to the non-perturbed system
G(0)r,a(E) = lim
η→0
[(E ± iη) I−H0]−1 .
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It is straightforward to combine these two results to obtain an expression for the Green
functions of the coupled system, which reads
G(E) = G(0)(E) +G(0)(E)VG(E), (2.16)
where we have omitted the labels for retarded and advanced Green functions because this
equation is satisﬁed by any Green function. Equation 2.16 is known as Dyson equation
and is very useful to include interactions to a single-particle Hamiltonian. Furthermore,
an interesting application of Dyson equation is when the non-perturbed Hamiltonian H0
is a subspace of the Hilbert space of the total Hamiltonian H. In this case, the extra
degrees of freedom from H not included in H0 can be treated as the perturbation V.
Speciﬁcally, say we have a system divided into two regions, H = H1 +H2. We are able
to calculate the Green functions of the system, G, projected into one of the regions, say
1, as
P1GP1 = [(E ± iη) I−H1 −Σ (E)]−1 ,
where P1 are projectors into the subspace 1 and the extra degrees of freedom from the
region 2 are included as an operator with an energy dependence, Σ(E), which is known
as the electronic self-energy. The self-energy is thus deﬁned as
Σ (E) = V12 [(E ± iη) I−H2]−1V21.
The main eﬀect of the self-energy is to project the degrees of freedom of the subspace 2 as
a renormalization of the energy levels of the subspace 1. The Green function techniques
are therefore a powerful tool to obtain the response of a system to any perturbation
at any point of the space and to include hard to calculate degrees of freedom as a
renormalization of the solutions of well-known problems.
In Chapter 3, we show how to obtain the Green functions of a semi-inﬁnite graphene
layer, i.e., with one edge, in the normal and the superconducting state. Dyson equation
makes it straightforward to use this result to obtain the Green functions of a ﬁnite
graphene layer (with two edges) and also of the normal-superconductor coupled system.
In this Thesis we mainly use retarded Green functions so hereon we will refer to them
simply as ‘Green functions’, unless otherwise speciﬁed. It is also assumed that the
imaginary part of the energy is present although it is omitted in many expressions.
As an straightforward example, we can calculate the Green function associated to a free
Dirac particle. From the two-dimensional Dirac equation
Hˆ(x, y)ψ(x, y) = Eψ(x, y),
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we can apply the deﬁnition given in Equation 2.14 to obtain
lim
η→0
[
E ± iη − Hˆ(x, y)
]
Gˆr,a(x, x′; y, y′) = δ(x− x′)δ(y − y′). (2.17)
It is easy to give a physical interpretation to the Green function by solving the case
of free single particle using Hˆ = −i~vF (σˆx∂x + σˆy∂y). Because there is no external
potential, the Hamiltonian is invariant under translations. This implies that the Green
function depends only on the diﬀerence r− r′. An ambiguity in the sign of the deﬁnition
of the spatial diﬀerences x − x′ and y − y′ is taken into account with the introduction
of an inﬁnitesimal imaginary part in the energy, i.e. E → E ± iη. Assuming the Green
functions are zero at the boundaries |x − x′| → ∞ and |y − y′| → ∞, we can Fourier
transform Equation 2.17 and make the substitution −i∂x,y → kx,y to obtain
Gˆr,a(x, x′; y, y′) =
∫∫
dkx
2π
dky
2π
eikx|x−x
′|+iky|y−y′|Gˆr,a
k
(kx, ky)
Gˆr,a
k
(kx, ky) =
~vF
(E ± iη)2 + ~2v2F (k2x + k2y)
(
E±iη
~vF
kx − iky
kx + iky
E±iη
~vF
)
The Green function is physically interpreted as a quantity that gives the amplitude
of propagation for a particle, hence the common name of propagator. In that sense,
the retarded Green function corresponds to the propagation of a free-particle at (x′, y′)
toward a diﬀerent point (x, y). In this case, they are plane-waves propagating through
the two-dimensional space with their source at (x′, y′). On the other hand, the advanced
Green functions represent plain-waves converging into (x′, y′) from every point of the
space.
2.4.1.2 Single-particle Green function for a many-body system.
The Green functions techniques are very successfully applied to many-body problems.
The Green functions represent solutions of the equation of motion of the system, which
has a structure similar to a diﬀerential equation. They contain the relevant information
for a given problem and are thus the building blocks for the solution of the system. The
retarded Green function for a system of many fermions is deﬁned as
GR(k, s, t; s′, t′) = −iθ(t− t′)〈
{
cks(t), c
†
ks′(t
′)
}
〉, (2.18)
where the indexes s, s′ label the spin degree of freedom and the anti-commutator {· · · }
is deﬁned as {A,B} = AB+BA. In a system with translational invariance there is only
a spatial dependence on the diﬀerences r′− r. Thus, the notation has been simpliﬁed in
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terms of creation and destruction operators in the basis of the wave vectors k. For a non-
interacting particle this result reduces to the deﬁnition given in Equation 2.14. Since the
operator cks(t) is an eigenfunction of the many-body Hamiltonian governing the system,
these Green functions represent the amplitude of propagation of a particle between two
points of space taking into account the interaction due to the rest of the particles of
the system. An straightforward example is given by a non-interacting Hamiltonian in a
general basis |i〉 of the form H0 =
∑
ij tijc
†
jci. Equation 2.14 transforms into∑
k
(δik (ω + iη) − tik)
(
GR0
)
kj
(ω) = δij .
GR0 is the retarded Green function corresponding to the Hamiltonian H0 in matrix form.
If the basis is diagonal, one has tij = δijǫi and thus
9
(
GR0
)
ij
(ω) =
1
ω + iη − ǫiδij .
With this non-interacting result one can use Equation 2.16 to introduce a perturbation
of the type H = H0 +Hint just doing
GR(ω) = [(ω + iη)I −H0 −Σ(ω)]−1 ,
where I is the identity matrix and the self-energy Σ(ω) is interpreted as the matrix
that dynamically renormalizes the matrix elements of the unperturbed Hamiltonian H0.
In the case of a diagonal problem, the self-energy renormalizes the energy levels of the
system as (
GR
)
ij
(ω) =
1
ω + iη − ǫi − Σi(ω)δij .
This result is formally equivalent to the single-particle problem. In that case, the degrees
of freedom of a subspace of the total system are included into the description of the rest
of the system. In the many-body case, the diﬀerent interactions between the components
of the system can be impossible to treat separately, but they can be integrated out into
self-energy. Subsequently, the self-energy is included in the Green function describing a
part of the system that is easier to handle. As a consequence, diﬀerent approximations
can be done to the self-energy and included into the Green function of the total system.
Finding the appropriate self-energy for a many-body system is usually a highly non-
trivial problem that goes beyond the scope of this Thesis. In the following chapters, a
single-particle picture is used to describe the physics of the systems described.
9By taking ~ = 1 there is an equivalence between energies and frequencies that simplifies the notation.
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2.4.1.3 The Bogoliubov-de Gennes equations and the Nambu formalism.
The transport properties of normal-superconductor hybrid systems are mainly studied
through the LDOS and the current-voltage (I−V ) characteristics. These two properties
are determined by the equilibrium and non-equilibrium Green functions of the system.
Therefore, the Green functions of the system, obtained from the Bogoliubov-de Gennes
(BDG) equations introduced in Equation 2.11, are of capital importance in the descrip-
tion of these systems. Equation 2.11 is expressed in Nambu space, which contains the
SU(2) symmetry given by the pairing potential between electrons and holes. Thus, we
can deﬁne the fermion ﬁeld operators
ψ(r, t) =
(
c↑(r, t)
c
†
↓(r, t)
)
ψ†(r, t) =
(
c
†
↑(r, t) c↓(r, t)
)
, (2.19)
where c†s(r, t) and cs(r, t) are the fermion operators of creation and destruction of a
particle with spin s and space-time coordinates (r, t). This notation was ﬁrst introduced
by Anderson [76] in the study of the RPA of the Coulomb correlation energy in the BCS
theory and developed by Nambu [77] in the study of the Gauge invariance of the BCS
theory. It exploits the fact that the superconducting pairing amplitude ∆ introduces non-
zero correlations of the type 〈c†↑(r, t)c†↓(r′, t′)〉 and 〈c↓(r, t)c↑(r′, t′)〉. These correlations,
which do not conserve the number of particles and should be zero in the normal state,
measure the probability amplitude of creating and destroying a Cooper pair, respectively.
We can thus deﬁne the retarded Green function as
Gˇr(r, t; r′, t′) = −iθ(t− t′)
(
〈c↑(r, t)c†↑(r′, t′)〉 〈c↑(r, t)c↓(r′, t′)〉
〈c†↓(r, t)c†↑(r′, t′)〉 〈c†↓(r, t)c↓(r′, t′)〉
)
. (2.20)
In the absence of external ﬁelds, one needs to impose that the Green functions fulﬁll the
inhomogeneous BDG equations
i~
∂
∂t
Gˇr(r, t; r′, t′)−
∫
dr′′Hˇ(r, r′′, t)Gˇr(r′′, t; r′, t′) = ~δ(t − t′)δ(r− r′),
where
Hˇ(r, r′, t) =
(
δ(r− r′)He(r, t) ∆(r, r′, t)
∆∗(r, r′, t) −δ(r− r′)H∗e(r, t)
)
,
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and He(r, t) is any single-electron Hamiltonian. Thus, we can write the BDG equations
in the integral form
θ(t− t′)
(
u(r, t)
v(r, t)
)
= i
∫
dt′dr′
(
Gr11(r, t; r
′, t′) Gr12(r, t; r
′, t′)
Gr21(r, t; r
′, t′) Gr22(r, t; r
′, t′)
)(
u(r′, t′)
v(r′, t′)
)
.
As a consequence, we identify the retarded Green function Gˇr(r, t; r′, t′) as the propa-
gator of the quasi-particles from the space-time coordinates (r′, t′) to any other point
(r, t), with t > t′. The diagonal components Gr11(r, t; r
′, t′) and Gr22(r, t; r
′, t′) describe
the electron and hole-like propagators while the non-diagonal components include the
processes featuring conversion of electrons into holes.
When the Hamiltonian does not have an explicit dependence on time, the Green function
from Equation 2.20 is written as Gˇr(r, t; r′, t′) = Gˇr(r, r′; t− t′) = Gˇr(r, r′; τ). One can
thus deﬁne the Fourier transform
Gˇr(r, r′;E) =
∫ ∞
−∞
dτeiEτ/~Gˇr(r, r′; τ),
that now fulﬁlls the time-independent inhomogeneous BDG equations
EGˇr(r, r′;E)−
∫
dr′′Hˇ(r, r′′)Gˇr(r′′, r′;E) = ~δ
(
r− r′) .
2.4.2 Non-equilibrium Green functions. The Keldysh formalism.
In this section the Keldysh non-equilibrium Green functions are brieﬂy presented. An
extended review, full of historical information, is given in Ref. [78]. A detailed formalism
is introduced in Ref. [79].
The Keldysh technique is a formalism for the treatment of out-of-equilibrium interacting
many-body systems. It was developed by L.V. Keldysh in 1964 [80] to study the Green
functions of systems beyond the linear response or the adiabatic approach. The Keldysh
technique is a generalization of the diagrammatic perturbation theory for the equilibrium
that includes new propagators in such a way that the diagrammatic structure of the
theory remains invariant.
We start with the deﬁnition of the Hamiltonian of the system H = H0 + V(t). This
system is analogous to the perturbed system in the equilibrium case, but now H0 is a
Hamiltonian without interactions and V(t) is a time-dependent perturbation which may
include external potentials or interaction terms. We suppose that the interaction can be
adiabatically “switched on and oﬀ” at t → ±∞. This means that we can continuously
evolve the state at t → −∞ into the one at t → ∞. At equilibrium both states are
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only distinguished by a phase factor due to a symmetry in time. Out of equilibrium this
states can be diﬀerent because the perturbation has a dependence on time. Keldysh
[80] suggested to increase the temporal evolution −∞ → t→∞ by returning the state
to −∞. In the Keldysh path, the initial and the ﬁnal states are both at t → −∞
and thus are distinguished only by a phase factor. The ﬁrst branch of Keldysh path,
−∞ → t → ∞, is usually labeled by +, while the second branch, ∞ → t → −∞, is
labeled by −. The operator TC is then responsible of the alignment of the diﬀerent
temporal parameters along the Keldysh path. As a consequence, the propagators in the
Keldysh formalism are deﬁned in an analogous way to the equilibrium,
G(r, tα; r
′, tβ) = −i
〈ΨH |TC
[
Ψσ(r, tα)Ψ
†
σ(r′, tβ)
]
|ΨH〉
〈ΨH |ΨH〉 .
The wave vectors |ΨH〉 are in the Heisenberg representation while the operatorsΨσ(r, tα)
have a time-dependence and are in the interaction picture. The labels α, β = ± represent
the branch of the Keldysh time-contour. Analogously, for a discrete basis of states |i〉,
like the ones used in tight-binding models, we have
Gij(tα, tβ) = −i
〈ΨH |TC
[
ciσ(tα)c
†
jσ(tβ)
]
|ΨH〉
〈ΨH |ΨH〉 .
To reduce the notation involved in the deﬁnitions of the Green functions for the Keldysh
formalism we hereon show only the results for a discrete basis.
We have thus increased the number of propagators by four, with the possibilities
Gij(t+, t+) ≡ G++ij (t+, t+) = −i〈T
[
ciσ(t)c
†
jσ(t
′)
]
〉
Gij(t+, t−) ≡ G+−ij (t+, t−) = i〈c†jσ(t′)ciσ(t)〉
Gij(t−, t+) ≡ G−+ij (t−, t+) = −i〈ciσ(t)c†jσ(t′)〉
Gij(t−, t−) ≡ G−−ij (t−, t−) = −i〈T¯
[
ciσ(t)c
†
jσ(t
′)
]
〉
The ﬁrst and last Green functions have both time arguments in the + and − branches,
respectively. Thus, T is the causal time-ordering operator and T¯ is the anti-causal time-
ordering operator. The latter is used because the Keldysh-contour branch − goes from
positive time at +∞ to negative time at −∞. G+−ij is of fundamental interest due to the
fact that at equal times it corresponds to the distribution of electrons out of equilibrium.
It is thus related with the electrical current10. The Green functions are not independent
10The temperature is a parameter that is not explicitly included on Keldysh formalism. This fact is
used to include it in an indirect form. G+−ij , for t = t
′ = 0 and i = j, is therefore reduced to
G
+−
ii (0) = i〈niσ〉 =
∫ ∞
−∞
dω
2pi
G
+−
ii (ω).
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and obey the causality condition G++ij +G
−−
ij = G
+−
ij +G
−+
ij .
It is useful to deﬁne a matrix Green function
Gˆ =
(
G++ G+−
G−+ G−−
)
,
where the coordinates dependence has been omitted for simplicity. The causality condi-
tion is included demanding that det
[
Gˆ
]
= 0. The breaking of the time symmetry results
in the SU(2) representation of the propagator space, represented by the notation ˆ· · · on
the matrix Green function. Formally, the non-equilibrium formalism is equivalent to the
perturbation theory but doubling the matrix dimension. It is then possible to complete
the diagrammatic procedure, but the details are beyond the scope of this introduction.
However, it is important to include the result for the Dyson equation, which is still valid
out of equilibrium, and reads
Gˆ(t, t′) = gˆ(t, t′) +
∫
dt1
∫
dt2gˆ(t, t1)Σˆ(t1, t2)Gˆ(t2, t
′). (2.21)
The spatial dependence is omitted and the non-perturbed propagators are represented
by gˆ instead of Gˆ(0) for simplicity. The self-energy Σˆ is a matrix in the Keldysh SU(2)
space. In the stationary case, the Green functions depend only on the diﬀerence in times
and it is possible to Fourier transform Equation 2.21 into an energy dependent algebraic
equation that reads
Gˆ(E) = gˆ(E) + gˆ(E)Σˆ(E)Gˆ(E).
In the superconducting state, the breaking of gauge symmetry due to the order parameter
yields that the propagators have to be written in Nambu SU(2) space as it is done
in Equation 2.20 for the retarded Green function Gˇr. The notation ˇ· · · corresponds to
Nambu space. The non-equilibrium propagator is expressed both in Nambu and Keldysh
spaces in the generalized form
ˇˆ
Gij(tα, tβ) = −i〈TC
[
ψi(tα)ψ
†
j(tβ)
]
〉,
where the fermion ﬁeld operators are deﬁned in Equation 2.19 and α, β = ±. The
electrical current depends only on the element Gˇ+−, which is given by
Gˇ+−ij (t, t
′) = i
(
〈c†j↑(t′)ci↓(t)〉 〈cj↓(t′)ci↑(t)〉
〈c†j↑(t′)c†i↓(t)〉 〈cj↓(t′)c†i↑(t)〉
)
.
As a consequence, we have G+−ii (ω) = 2ipiρii(ω)f(ω), with f(ω) being the equilibrium Fermi distribution
for electrons. Analogously, we haveG−+ii (ω) = −2ipiρii(ω) [1− f(ω)]. This indicates that, for any chosen
basis, we always have G+−ii (ω) ∝ f(ω) and G−+ii (ω) ∝ 1− f(ω).
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2.4.3 Normal transport.
Describing transport properties of metallic junctions requires the use of non-equilibrium
Green functions. They are essential to give a microscopic description of the junctions
and treat many-body eﬀects properly. A calculation of the tunneling current of metallic
junctions separated by an insulator within the Keldysh formalism was ﬁrst introduced
in Ref. [81]. An analogous description is introduced here, highlighting the important
aspects of the theory but without going into detail.
A typical junction consists of three separated systems representing two macroscopic
electrodes, denoted L and R, and a central region C representing the junction. The
Hamiltonian of the system H0 is therefore divided into the Hamiltonians of each region
as H = HL+HC+HR+V ≡ H0+V , where V represents a perturbation. The diﬀerent
regions in H0 are assumed to be in local thermal equilibrium (i.e. in the Keldysh contour
they belong to the initial state at t → −∞). In a compact notation we can deﬁne a
Hamiltonian matrix
H =

HL VLC 0
VCL HC VCR
0 VRC HR
 ,
where the eﬀect of the perturbation is divided as well into the interaction between
diﬀerent regions. By introducing the Keldysh Green function operator
G+− = (1 +GrV )G+−(0) (1 +GaV ) ,
where the Green retarded and advanced Green functions Gr,a are the ones previously
introduced. The unperturbed Green function operator is deﬁned as
G+−(0) =
(
Ga(0) −Gr(0)
)
fL,R,
with fL,R =
(
eβ(ω−µL,R) + 1
)−1
the Fermi electronic distributions at the electrodes L
and R. These factors include the eﬀect of the temperature with the usual notation
β = (kBT )
−1.
The ﬁnal state after the introduction of the perturbation is independent of the value of
G
+−(0)
C , so it is common to take G
+−(0)
C = 0 to simplify.
The Keldysh Green function operator allows to calculate the current at each electrode
as
IL =
2e
h
∫
dωTr
[
VLCG
+−
CL − VCLG+−LC
]
.
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An analogous expression is obtained for IR. Further manipulation leads to
IL = IR =
8e
h
∫
dω (fL(ω)− fR(ω)) Tr [ΓLGrΓRGa] ,
with ΓL,R = ImΣL,R and ΣL,R = VC(L,R)G
(0)
L,RV(L,R)C .
2.4.4 Extension to the superconductor state.
Following the previous results, one can consider now that the central part C is in the
superconductor state. The system thus represent a NSN junction. This implies the
need to expand the formalism to the Nambu space. All the Green functions previously
introduced are expanded as follows
Gˇ
r,a(0)
L,R =
(
Gˇ
r,a(0)
L,R,e 0
0 Gˇ
r,a(0)
L,R,h
)
=
(
[ω ± iη −HL,R]−1 0
0 [ω ± iη +HL,R]−1
)
.
The unperturbed Green function is also expanded as Gˇ
+−(0)
L,R =
(
Gˇ
a(0)
L,R − Gˇr(0)L,R
)
fˇL,R,
where the Fermi electronic distribution has also been expanded to
fˇL,R =
(
f eL,R 0
0 fhL,R
)
,
with f e,hL,R =
(
eβ(ω±µL,R) + 1
)−1
.
The currents are computed form the expression
Iµ =
e
h
∫
dωTr
[
τˇz
(
VµCGˇ
+−
Cµ − VCµGˇ+−µC
)]
,
with µ = L,R and ˇtauz the Pauli matrix in Nambu space. At subgap voltages (i.e. when
µL,R < ∆), the current is reduced to
Iµ =
2e
h
∫
dω
[(
f eµ − fhµ
)
RAµ +
(
f eµ − fhµ¯
)
TCAR +
(
f eµ − f eµ¯
)
TEC
]
, (2.22)
where if µ = L,R then µ¯ = R,L. In this important result are summarized all the
microscopic processes that give a contribution to the subgap current. Indeed, the current
measured at electrode µ depends on the local Andreev reﬂection that take place at that
electrode
RAµ = 4Tr
[
ΓeµG
rΓhµG
a
]
, (2.23)
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with Γe,hµ = ImΣ
e,h
µ . Also included in the current are the nonlocal processes like the
crossed Andreev reﬂection (CAR)
TCAR = 4Tr
[
ΓeµG
rΓhµ¯G
a
]
, (2.24)
and the electron co-tunneling (EC)
TEC = 4Tr
[
ΓeµG
rΓeµ¯G
a
]
. (2.25)
Chapter 3
Green functions techniques for
graphene.
3.1 Introduction.
This chapter is organized as follows: we start describing the edge Green function of
a semi-inﬁnite graphene layer for the tight-binding model. We use this result as a
building block for the description of the ﬁnite isolated layer. Next, we introduce the
method for obtaining the Green functions through the asymptotic solutions of the Dirac-
Bogoliubov-de Gennes equations. Then we obtain the Green functions of a graphene
layer with armchair and zigzag edges. For both cases we start with the normal solutions
and, subsequently, expand the results to Nambu space to obtain the superconducting
results. Finally, we expose a method to combine diﬀerent continuous solutions using a
microscopic Dyson equation. The results presented in this Chapter have been published
in [82] and [83].
3.2 Green functions in the tight-binding model.
3.2.1 Tight-binding description of isolated graphene layers.
We concentrate here in the derivation of the edge Green function for a semi-inﬁnite
graphene layer with armchair orientation. We assume that there is translational sym-
metry in the direction parallel to the edge (y). The semi-inﬁnite system can be decom-
posed into lines of sites in the y direction which are coupled by hopping elements with
the neighboring lines on the x direction. The unit cell on each line includes two sites
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Figure 3.1: Geometry of the systems treated in this work: a horizontally ﬁnite sheet
of graphene with armchair edges (left) or zigzag edges (right). The sheets
are assumed to be inﬁnite in the vertical direction. The edges are located
at positions xL and xR. These positions can be taken to be inﬁnite,
representing a bulk of graphene (inﬁnite plane) or a semi-inﬁnite layer
(inﬁnite half-plane). For each geometry we represent the chosen Dirac
points in the Brillouin zone.
corresponding to each hexagonal sublattice that are denoted by A and B. These sites
are coupled by a hopping element tg within the unit cell. Thus, the cell Hamiltonian is
given by
hˆ =
(
ǫ tg
tg ǫ
)
.
The hopping elements between neighboring lines couple also sites of type A with sites
of type B but should include a phase factor e±iqa due to the displacement of the cells in
the y direction. The hopping matrix in the A-B space (both in the forward and in the
backward direction) can be written as tˆ(q) = tgUˆ(q), where
Uˆ(q) =
(
0 eiqa
e−iqa 0
)
.
The self-similarity of the semi-inﬁnite system with one additional line of sites leads to
the following implicit equation for the edge Green function
gˆ(q, ω) =
[
ωIˆ − hˆ− t2gUˆ(q)gˆ(q, ω)Uˆ (q)
]−1
.
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Hereafter we implicitly assume that ω stands for ω ± iη and that the limit η → 0 is
taken to obtain the retarded or the advanced component respectively. We can now
deﬁne ˆ˜g = Uˆ gˆ which satisﬁes the simpler equation
ˆ˜g =
[
Xˆ(q, ω)− t2g ˆ˜g
]−1
,
where Xˆ(q, ω) = (ωIˆ − hˆ)Uˆ(q).
To obtain an explicit expression for ˆ˜g it is useful to perform a basis rotation in order
to diagonalize the matrix Xˆ. The general form of this rotation is Rˆ = Rˆ1Rˆ2 where
Rˆ1 = e
iqa/2σˆz , σˆz being the z-Pauli matrix acting on the sublattice space and
Rˆ2 =
1√−2 sinα
(
eiα/2 e−iα/2
ie−iα/2 ieiα/2
)
,
where cosα = tg sin qa/(ω − ǫ). The eigenvalues of Xˆ are x1,2 = −tg cos qa ±√
(ω − ǫ)2 − t2g sin2 qa. We thus get
gˆ(q, ω) =
(
g f
f ′ g
)
=
1
tg
Uˆ Rˆ1Rˆ2
(
eiφ1 0
0 e−iφ2
)
Rˆ−12 Rˆ
†
1
=
1
2tg sinα
(
eiφ1 − e−iφ2 ieiqa [e−i(α−φ1) − ei(α−φ2)]
−ie−iqa [ei(α+φ1) − e−i(α+φ2)] eiφ1 − e−iφ2
)
,(3.1)
where cosφ1,2 = x1,2/(2tg). The eigenvalues e
iφ1 and e−iφ2 have been chosen so that the
resulting Green functions have the proper behavior when the frequency goes to inﬁnity.
3.2.2 Finite graphene layer
Starting from the results of the previous section one can obtain the Green functions of
a ﬁnite graphene layer by introducing a perturbation consisting in breaking the bond
between the N -th line and its neighbors on the N + 1 line. From Dyson’s equation we
obtain the following set of coupled equations
gˆFn,n = gˆn,n − gˆn,N+1tˆgˆFN,n
gˆFN,n = gˆN,n − gˆN,N+1tˆgˆFN,n, (3.2)
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where the superindex F stands for the ﬁnite system and the subindexes i, j indicate
the lines within the layer. On the other hand the elements gˆN,N+1 can be expressed as
gˆN,N+1 = gˆ
F
N,N tˆgˆN+1,N+1. We now use that gˆ1,1 = gˆ and gˆn,N = gˆN,n =
(
gˆtˆ
)N−n
gˆn,n,
where gˆ corresponds to the surface Green function for the semi-inﬁnite system de-
rived in the previous section. Also we have gˆN+1,N+1 =
[
gˆ − tˆgˆFN,N tˆ
]−1
and gˆn,n =[
Iˆ − (gˆtˆ)2n] [Iˆ − (gˆtˆ)2]−1 gˆ, which allows to obtain
gˆFn,n =
[
Iˆ − (gˆtˆ)2]−1 [Iˆ − (gˆtˆ)2(N+1)]−1 [Iˆ − (gˆtˆ)2n] [Iˆ − (gˆtˆ)2(N−n+1)] gˆ (3.3)
gˆFn,N =
[
Iˆ − (gˆtˆ)2(N+1)]−1 [Iˆ − (gˆtˆ)2n] (gˆtˆ)N−n gˆ.
Making use of the rotation matrix deﬁned in the previous section these quantities can
be written in the following rather simple form
gˆFn,n =
1
tg
Rˆ
 sinnφ1sinφ1 sin (N−n+1)φ1sin (N+1)φ1 0
0 sinnφ2sinφ2
sin (N−n+1)φ2
sin (N+1)φ2
 Rˆ−1Uˆ
gˆFn,N =
1
tg
Rˆ
 sinnφ1sin (N+1)φ1 0
0 sinnφ2sin (N+1)φ2
 Rˆ−1Uˆ . (3.4)
One can have the expression for the borders of the layer setting n = 1 or n = N . Then,
the eigenvalues of the Green functions become sinNφi/ sin (N + 1)φi and sinφi/ sin (N + 1)φi,
with i = 1, 2, for the gˆF1,1 = gˆ
F
N,N and gˆ
F
1,N = gˆ
F
N,1 cases, respectively. This expressions
are equivalent to those for a ﬁnite tight-binding chain [84].
The poles of these Green functions determine the spectral properties of the layer. These
poles are ﬁxed by the condition sin (N + 1)φ1,2 = 0, which is satisﬁed by φ1,2 = mπ/(N+
1), where m is an integer. One can associate this condition with the quantization of the
transverse momentum which is used in the continuous model for describing armchair
nanoribbons [37]. At the charge neutrality condition the existence of zero energy states
requires φ1,2 = ±2π/3, which can only be satisﬁed for N = 3p + 2 (in a more compact
notation for N mod 3 = 2). Therefore the layers can be classiﬁed into metallic, for
the N mod 3 = 2 case, and insulating for the other cases (N mod 3 = 0, 1). In the
insulating cases the gap in the spectrum is 2Eg, where Eg ≃ π~vF /3L, L = Na/
√
3
being the length of the layer. It should be noted that electron states in the metallic case
are doubly degenerate, while the degeneracy is removed in the insulating cases [37].
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3.3 Continuous approach to graphene layers with edges.
A complete description of the low energy electron excitations on a graphene layer is
reached by superposing solutions on both valleys. Each solution Φ± is modulated by a
rapidly varying plane wave from each valley eiK±·r [5] thus giving
Φ (x, y)=eiqyφ(x)=eiqy
[
eiKxφ+(x)+e
−iKxφ−(x)
]
. (3.5)
This wave function is solution of Schro¨dinger’s equation for a Hamiltonian that combines
both valleys. However, it is helpful to use a four-component spinor notation for the
wave function made from the two-dimensional spinors for each valley in which the phase
factors are omitted (i.e. ψT =
(
φT+, φ
T−
)
=
(
φA+, φ
B
+, φ
A−, φB−
)
) [17]. This new notation is
useful in order to calculate the full Green function of the system, including both valley
and pseudospin degrees of freedom. The four-dimensional spinor obeys the equation
Hˇψ (x) = Eψ (x), where
Hˇ =
(
Hˆ+ 0
0 Hˆ−
)
(3.6)
is the Dirac Hamiltonian in sublattice and valley spaces. We are using the notation ˇ· · ·
for 4× 4 matrices and ˆ· · · for 2× 2 matrices.
The Green function associated to Ψ(x, y) = eiqyψ(x) is Gˇψ (x, x
′, y) =
∫
Gˇψ (x, x
′; q) eiqydq,
where Gˇψ (x, x
′; q) satisﬁes the 4× 4 matrix equation
[
Hˇ (q)− EIˇ] Gˇψ (x, x′; q) = δ(x− x′)Iˇ(
Hˆ+−E 0
0 Hˆ−−E
)(
Gˆ++ψ Gˆ
+−
ψ
Gˆ−+ψ Gˆ
−−
ψ
)
=δ(x − x′)Iˇ , (3.7)
with Iˇ the 4-dimensional identity matrix. Hereafter we implicitly assume that E stands
for E + iη and that the limit η → 0 has been taken to obtain the retarded component
of the Green function. From the elements of the full Green function Gˇψ we can deﬁne a
valley superposed Green function Gˆφ, associated with the wave function of Eq. (3.5), as
Gˆφ
(
x, x′, y, y′
)
=
∫
dqeiq(y−y
′)
∑
µ,ν=+,−
ei(Kµ·r−Kν ·r
′)Gˆµνψ
(
x, x′; q
)
. (3.8)
Besides allowing valley mixing, this Green function include the phase factors exp [i (Kµr−Kνr′)]
which are crucial to describe the presence of well deﬁned edges or interfaces at the atomic
scale. This valley superposed Green function is derived in the next sections for armchair
and zigzag edges.
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Figure 3.2: Schematic representation of the asymptotic solutions of Eq. (3.7) for
a system with armchair edges. Scattering at an armchair edge always
changes the valley projection. The processes with non zero probability
combine solutions on the left edge with one valley projection (e.g. ψ+<)
with solutions on the right with the opposite valley index (ψ˜−>). (a)
Example of valley mixing at armchair edges (xL and xR) for incident
particles with a ﬁxed valley index, where solid (dashed) lines represent
particles with valley index + (−). Reﬂection processes for electron (b) and
hole-like (c) quasiparticles. For a semi-inﬁnite region, xR goes to inﬁnity
and the asymptotic solutions are outgoing plane waves. For zigzag edges
we have the same behavior without the change in the valley index.
The method that we implement to calculate the Green function is based in using the
asymptotic solutions of the diﬀerential equation (3.7). Basically, we extend the method
used in Refs. [85, 86] to the relativistic Bogoliubov-de Gennes equations. Thus, the full
Green function in pseudospin and valley spaces can be written as
Gˇψ
(
x, x′; q
)
=

∑
µ,ν=+,−
Aµνψ
µ
< (x) · ψ˜νT> (x′) · γˇ ;x < x′∑
µ,ν=+,−
A′µνψ
µ
> (x) · ψ˜νT< (x′) · γˇ ;x > x′
, (3.9)
where the indexes µ and ν represent diﬀerent valley projections of the asymptotic solu-
tions. We build the Green’s function using tensor products as Gˆ(x ≶ x′) ∝ ψµ<(>)(x) ·
ψ˜νT>(<)(x
′). Where ψµ<(x) and ψν>(x) are the asymptotic solutions that fulﬁll the bound-
ary conditions to the left and right edges of the system, respectively. In Figure 3.2
(a) the possible processes for an armchair edge are shown. The labels µ and ν are
always determined by the valley index of the incident particle. On the other hand,
ψ˜ν<(>)(x
′) represent asymptotic solutions for the transposed Dirac’s equation with the
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same boundary conditions and opposite wave number ψ˜ν<(>)(r) = exp(−iqy)ψ˜ν<(>)(x).
Since HˇT (−q) = Hˇ (q), the wave functions ψ˜νT<(>)(x) fulﬁll the same diﬀerential equation
than ψν<(>)(x). The constants A
(′)
µν are determined from the condition
∑
µ,ν=+,−
A′µνψ
µ
> (x) · ψνT< (x) · γˇ −
∑
µ,ν=+,−
Aµνψ
µ
< (x) · ψνT> (x) · γˇ = −
i
~v
τˆz ⊗ σˆx, (3.10)
which is obtained integrating Eq. (3.7) around x = x′.
In our deﬁnition of the Green functions in Eq. (3.9) we have introduced the parity matrix
γˇ in order to make the scalar product ψ¯Gˆψ invariant under Lorentz transformations and
spatial inversion (parity transformation). Here ψ¯ is the adjoint Dirac spinor deﬁned as
ψ¯ = ψ†γˇ. The transformation rule for Dirac spinors is ψ → ψ′ = Sˇψ, where Sˇ is a 4× 4
matrix that fulﬁlls Sˇ†γˇSˇ = γˇ. With this rule, the product
(
ψ¯ψ
)′
= ψ¯Sˇ†γˇSˇψ′ = ψ¯ψ is
Lorentz invariant (for a complete description of the symmetries of Dirac fermions see
Ref. [17]). Now, since Gˇ ∝ ψψT γˇ, we have that Gˇ → Gˇ′ = SˇGˇγˇSˇγˇ and the product(
ψ¯Gˇψ
)′
= ψ†Sˇγˇ
(
SˇGˇγˇSˇγˇ
)
γˇψ = ψ†γˇGˇψ = ψ¯Gˇψ is also Lorentz invariant. The matrix γˇ
in reciprocal space changes both valley and pseudospin indexes. Then, since the spinor
is in the basis (A+, B+, A−, B−) the matrix γˇ can be written as γˇ = τˆx ⊗ σˆx and we
can check that the Hamiltonian Hˇ is transformed with γˇ as γˇHˇ (p) γˇ = Hˇ (−p). In the
next section, where the armchair edge is studied, we use this form of the matrix γˇ. A
simpliﬁed form of matrix γˇ for one valley is also derived and used for zigzag edges.
3.3.1 Armchair edges
We can now apply this method to derive the Green functions for a layer of graphene
with armchair edges. Within the geometry depicted in the left panel of Figure 3.1, the
direction perpendicular to the edge may be inﬁnite or have a ﬁnite size W . In this later
case, we have two edges at positions xL and xR. The main characteristic of an armchair
edge is that scattering at the edges changes the valley index. This is a direct result of
vanishing either the wave function [Eq. (3.5)] or its derivative on both lattices at the
armchair edge. Asymptotic solutions for this system correspond to incoming waves from
one valley that are reﬂected on the other valley. All possible processes are illustrated in
Figure 3.2(a). The index ± symbolizes an incoming wave around the Dirac point K±
that is reﬂected at the interface. For incident waves reﬂected at the left (<) or at the
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right (>) edge we have the four-dimensional spinors in valley and lattice spaces
ψ+<(>)(x) = e
∓ikx
(
ϕ2(1)
0
)
+ r+L(R)e
±ikx
(
0
ϕ2(1)
)
(3.11)
ψ−<(>)(x) = e
∓ikx
(
0
ϕ1(2)
)
+ r−L(R)e
±ikx
(
ϕ1(2)
0
)
(3.12)
The reﬂection amplitudes r±L(R) are calculated imposing boundary conditions to the two-
dimensional wave function of Eq. (3.5) at the edge xL(R), this is φ(xL) = φ(xR) = 0 or
∂xφ(xL) = ∂xφ(xR) = 0, which yields
r±R = se
±2i(K∓k)xR
r±L = se
±2i(K±k)xL , (3.13)
where s = ± corresponds to the case in which the wave function (−) or its derivative
(+) is vanished at the interface. The main diﬀerences between both cases are studied
in the next section. For simplicity we have chosen that xL ∈ (−∞, 0] and xR ∈ [0,∞).
Combining the asymptotic solutions, as has been explained in the previous section,
we obtain a general expression for the full Green function with armchair edges (Gˇarmψ )
equivalent to Eq. (3.9). The constants A
(′)
µ=ν in this equation correspond to processes
in which the excitation changes its valley projection when it propagates from one edge
to the other. Therefore, these processes have zero probability and, from Eq. (3.10),
one explicitly obtains A
(′)
++ = A
(′)
−− = 0, A+− = A′+− = −i/
(
2~v cosα
(
1− r+L r−R
))
and
A−+ = A′−+ = −i/
(
2~v cosα
(
1− r−L r+R
))
. Substituting these results in Gˇarmψ we can
derive the valley superposed Green function for a layer of graphene with armchair edges
Gˆarmφ
(
x, x′
)
=
−i
2~v cosα
(
1− r−L r+R
) [ei(K+k)|x−x′| + r−L r+Re−i(K+k)|x−x′|
+r−L e
i(K+k)(x+x′) + r+Re
−i(K+k)(x+x′)
]
ϕ1ϕ
†
1 +
−i
2~v cosα
(
1− r+L r−R
) (3.14)
×
[
e−i(K−k)|x−x
′| + r+L r
−
Re
i(K−k)|x−x′| + r+L e
−i(K−k)(x+x′) + r−Re
i(K−k)(x+x′)
]
ϕ2ϕ
†
2.
The poles of the Green function are determined by cosα = 0,
(
1− r−L r+R
)
= 0 and(
1− r+L r−R
)
= 0. The ﬁrst one results in the bulk dispersion relation ~v |q| = |EF + E|.
In the second and third cases we reach the condition 2(K± + kn)W = 2nπ, with W =
xR − xL and n an integer. Thus, the allowed values of the transverse momentum for a
ﬁnite armchair sheet are kn =
nπ
W ∓ 4π3a , independently of the boundary condition chosen
for the armchair edges. This result is in agreement with previous works on graphene
nanoribbons with armchair edges [37].
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We now consider the case of a superconducting graphene region, where the description of
electron and hole excitations is done within Nambu space. We assume a s-wave pairing
which leads to a constant gap ∆ which is diagonal in sublattice space. The system is
then represented by the BdGD equation written in lattice, Nambu and valley spaces
(8× 8 matrix). It reads
Hˆ+ − ESF ∆ 0 0
∆∗ ESF − Hˆ+ 0 0
0 0 Hˆ− − ESF ∆
0 0 ∆∗ ESF − Hˆ−


φe+
φh−
φe−
φh+
 = E

φe+
φh−
φe−
φh+
 , (3.15)
with E positive unless otherwise speciﬁed. Each valley Hamiltonian is written as Hˆ± =
−i~v [±∂xσˆx + ∂yσˆy]. Two-dimensional spinors φe,h± represent electron or hole like excita-
tions for each valley in lattice space. Whenever the pairing potential is assumed constant,
the low energy spectrum is given by E =
√
∆2 +
(
ESF − ~v
√
k2 + q2
)2
. We deﬁne the
transversal momentum as ~vkSe,h =
√(
ESF ± Ω
)2 − (~vq)2, with Ω = √E2 −∆2. The
solutions of the BdGD equation are a direct product of graphene’s bulk solutions and
the usual BCS solutions. The pair potential couples electron and hole-like excitations
with opposite momentum, which means diﬀerent valley index, thus φe and φh correspond
to diﬀerent valleys. This allows us to reduce the degrees of freedom of the problem to
Nambu and pseudospin spaces.
In order to study a semi-inﬁnite superconducting graphene region with an armchair
edge extending from xL = 0 to xR → ∞, we deﬁne a ﬁnite and constant pair potential
∆(x) = Θ(x)∆. Reﬂection amplitudes are then ﬁxed to r+L = r
−
L = ∓1 ≡ r and
r+R = r
−
R = 0. The asymptotic solutions are
ψ
e(h)+
< (x) =
{
e∓ike(h)x
(
ϕ2e(1h)
0
)
+re±ike(h)x
(
0
ϕ2e(1h)
)}
⊗
(
u(v)
v(u)
)
(3.16)
ψ
e(h)+
> (x) = e
±ike(h)x
(
ϕ1e(2h)
0
)
⊗
(
u(v)
v(u)
)
(3.17)
ψ
e(h)−
< (x) =
{
e∓ike(h)x
(
0
ϕ1e(2h)
)
+re±ike(h)x
(
ϕ1e(2h)
0
)}
⊗
(
u(v)
v(u)
)
(3.18)
ψ
e(h)−
> (x) = e
±ike(h)x
(
0
ϕ2e(1h)
)
⊗
(
u(v)
v(u)
)
, (3.19)
where ϕie(h), with i = 1, 2, is obtained from Equation 2.7 making α→ αSe(h) and deﬁning
e
iαS
e(h) = ~v
(
kSe(h) + iq
)
/|ESF ± Ω| and u2
(
v2
)
= (1± Ω/E) /2. The function ψe(h)< de-
scribes an incoming electron-like (hole-like) quasiparticle with energy E > ESF (E < E
S
F )
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and valley index ± that is reﬂected at xL into an electron-like (hole-like) quasiparticle
with valley index ∓.
The 8 × 8 matrix Green’s function can be written as the superposition of all possible
quasi-electron and quasi-hole injection processes depicted in Figs. 3.2(b) and 3.2(c).
The resulting Green function, written in Nambu, valley and pseudospin spaces, has the
form
ˇˆ
GSψ
(
x < x′
)
=

∑
j=e,h
µ,ν=+,−
Ajµνψ
jµ
< (x) · ψjνT>
(
x′
)
(γˇ ⊗ τˆ0) ;x < x′
∑
j=e,h
µ,ν=+,−
A′jµνψ
jµ
> (x) · ψjνT<
(
x′
)
(γˇ ⊗ τˆ0) ;x > x′
, (3.20)
where τx,y,z and τ0 are Pauli matrices in Nambu space. The parity matrix γˇ is diagonal
in this space and only acts on graphene’s valley and pseudospin degrees of freedom.
As in the normal case, the coeﬃcients A
(′)j
µ,ν with µ = ν vanish as they correspond to
processes which change the valley polarization without reﬂection at the edges. Addi-
tionally, the processes that couple quasi-electron with quasi-hole and vice versa have
zero probability. This can be explicitly found from the condition given by Eq. (3.10)
where A
(′)j
µ=ν = 0, Ae+−(−+) = A
′e
−+(+−) = iEe
+(−)iαe/ (2~vΩcosαe) and Ah−+(+−) =
A′h+−(−+) = iEe
+(−)iαh/ (2~vΩcosαh). Thus, after applying boundary conditions and
solving Eq. (3.10), the valley superposed Green function in Nambu space for a super-
conducting region with an armchair edge is
GˇS,armφ
(
x, x′
)
=
−i
2~v
{[
AˆSe + Aˆ
S
h
]
⊗
(
E
Ω
τˆ0 +
∆
Ω
τˆx
)
+
[
AˆSe − AˆSh
]
⊗ τˆz
}
, (3.21)
with the following deﬁnitions
AˆSe(h) = fe(h)
(
cos−1 αSe(h)σˆ0 + tanα
S
e(h)σˆy
)
± ige(h)σˆx
fe(h) = cos
[
K
(
x′ − x)]e±ikSe(h)|x′−x| + r cos [K (x′ + x)]e±ikSe(h)(x′+x)
ge(h) = sgn
(
x′ − x) sin [K (x′ − x)]e±ikSe(h)|x′−x| + r sin [K (x′ + x)]e±ikSe(h)(x′+x).
It is interesting to take this expression to the heavily doped limit in which ESF ≫
E,∆, ~vq and thus cosαSe,h → 1 and sinαSe,h → 0. Within this approximation, for a
microscopic distance x0 ∼ a from the interface we have
GˇS,armφ (x0, x0) ≈
−i
~v
{
[1 + r cos 2Kx0] σˆ0 ⊗
(
E
Ω
τˆ0 +
∆
Ω
τˆx
)
+ ir sin 2Kx0σˆx ⊗ τˆz
}
.
(3.22)
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For the boundary condition of vanishing the derivative of the wave function (r = 1), we
can evaluate the Green function at the edge (x0 = 0). Thus,
GˇS,armφ (0, 0) ≈ −
2i
~vΩ
(Eσˆ0 ⊗ τˆ0 +∆σˆ0 ⊗ τˆx) , (3.23)
which corresponds to the momentum independent BCS Green function without sublat-
tice structure [82]. Then, 2/~v corresponds to an averaged Fermi energy DOS per unit
length for the superconductor.
On the other hand, for the boundary condition over the wave function (r = −1) the
Green function vanishes at x0 = 0. For ﬁnite x0, the Green function can exhibit a struc-
ture in pseudospin space given by the last term in Eq. (3.22). This expression is used
in the following sections when we microscopically couple normal and superconducting
regions.
3.3.2 Zig-zag edges
The geometry of the graphene sheet is now set to have a zigzag edge along the y-axis.
With this new orientation of the layer the Brillouin zone rotates as illustrated in the
upper part of the right panel of Figure 3.1, which allows to select the Dirac points at
K± = (0,±K). We still call ~q the conserved momentum along the y direction. We
consider either a ﬁnite layer with edges at positions xL and xR or a semi-inﬁnite one in
which xL or xR goes to inﬁnity. Zigzag edges are formed by a line of atoms all pertaining
to one sublattice. These edges do not mix valleys so we can treat them separately and
use a Dirac Hamiltonian of just one valley, Hˆ+ = ~v (kσˆx + qσˆy) − EF σˆ0. Thus, the
asymptotic wave functions including a reﬂection at the edge are
φ<(x) = e
−ikxϕ2 + rLeikxϕ1 (3.24)
φ>(x) = e
ikxϕ1 + rRe
−ikxϕ2. (3.25)
The reﬂection amplitudes depend on the atoms chosen to form the zigzag edge. Thus,
if we choose the border at xL to be formed by atoms of A (B) lattice, the one at xR
is formed by atoms pertaining to B (A) lattice (see right panel of Figure 3.1). Impos-
ing the boundary conditions φ<(xL)|A(B) = φ>(xR)|B(A) = 0 we obtain the reﬂection
amplitudes:
rAL(R) = −e±iαe∓2ikxL(R) rBL(R) = e∓iαe∓2ikxL(R) . (3.26)
When combining the asymptotic solutions to build the Green functions, as it was done in
the previous section, the elements of the full Green function that mix valleys (+−,−+)
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are zero. In what follows the full Green function is understood to represent only a
projection over one valley (i.e. Gˇzz,++ψ ). Following the steps given in the previous
sections we can write
Gˆzzψ (x, x
′) =
{
Aφ<(x) · φT>(x′) · γˆ ;x < x′
A′φ>(x) · φT<(x′) · γˆ ;x > x′
. (3.27)
For the case of a graphene sheet with zigzag edges, we have set the Dirac points to be at
K± = (0,±K). Thus, the Hamiltonian on each valley is given by Hˆzz± = ~v [kσˆx ± qσˆy]−
EF σˆ0. The Hamiltonian of the full system is related with the one given in Eq. (3.6) by
Hˇzz = Tˇ HˇTˇ , with
Tˇ = Tˇ−1 =
(
1 0
0 σˆz
)
. (3.28)
The matrix γˇ = τˆx ⊗ σˆx is then transformed as γˇzz = Tˇ γˇTˇ = τˆy ⊗ σˆy. When we apply
this matrix to Hˇzz we have γˇzz
(
Hˇzz (k)
)
γˇ−1zz = Hˇzz(−k), which corresponds to a parity
transformation.
Since the zigzag boundary conditions do not mix valleys we can work only with one
valley (K+) using Hamiltonian Hˆ
zz
+ = Hˆ+. For this Hamiltonian the eﬀect of the parity
transformation, restricted to the sublattice subspace, is equivalent to set γˆ = σˆz.
For a ribbon of graphene with the left zigzag edge of type B (and thus the right one of
type A) we have
Gˆzzψ (x, x
′) =
−i
2~v cosα
(
1− rBL rAR
)×

eik(x
′−x)ϕ2ϕ
†
2 + r
B
L r
A
Re
−ik(x′−x)ϕ1ϕ
†
1+
+rBL e
ik(x′+x)ϕ1ϕ
†
2 + r
A
Re
−ik(x′+x)ϕ2ϕ
†
1
;x < x′
eik(x−x′)ϕ1ϕ
†
1 + r
B
L r
A
Re
−ik(x−x′)ϕ2ϕ
†
2+
+rBL e
ik(x+x′)ϕ1ϕ
†
2 + r
A
Re
−ik(x+x′)ϕ2ϕ
†
1
;x > x′
(3.29)
For the other valley we obtain the same result with the change ϕ1,2 ↔ ϕ2,1. As it
was explained in the previous section, cosα = 0 gives the bulk dispersion relation.
Furthermore, if the layer has a ﬁnite width which is set to W = xR − xL, the condition
1− rBL rAR = 0 transforms into
e2ikW =
q + ik
q − ik . (3.30)
For k real, this expression leads to the quantization of transverse momentum in the
ribbon (i.e. q = kn/ tan knW ). On the other hand, if the transverse momentum is a
pure imaginary number (k = −iz) Eq. (3.30) transforms into
e−2zW =
q − z
q + z
, (3.31)
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whose solutions correspond to surface states, at E = EF , localized along the edges of
the ribbon [37].
Analogously to the armchair case, we now consider a superconducting region spread
over the x > 0 inﬁnite half-plane with a zigzag edge at x = 0. If we couple electronic
excitations with K+ index to hole-like quasiparticles with the other valley index, Eq.
(3.15) is reduced to a 4× 4 matrix equation in Nambu and pseudospin spaces(
Hˆ+ − ESF ∆
∆∗ ESF − Hˆ+
)(
φe+
φh−
)
= E
(
φe+
φh−
)
. (3.32)
The asymptotic wave functions for quasi-electron and quasi-hole injection are written in
Nambu and pseudospin space as
φ
e(h)
< (x) =
{
e∓ikxϕ2e(1h) + r
B,e(h)
L e
±ikxϕ1e(2h)
}
⊗
(
u (v)
v (u)
)
(3.33)
φ
e(h)
> (x) = e
±ikxϕ1e(2h) ⊗
(
u (v)
v (u)
)
, (3.34)
where the edge has been chosen to be formed by atoms from sublattice B. Boundary
conditions for the wave function at the zigzag edge determine the reﬂection amplitudes.
Thus, for electronic excitations we substitute α → αSe in Eq. (3.26), while we change
α→ −αSh for hole excitations. The resulting Green’s function for a semi-inﬁnite super-
conducting region reads
GˇS,zzψ (x, x
′) =
−i
2~v
{[
ZˆSe + Zˆ
S
h
]
⊗ 1
Ω
(Eτˆ0 +∆τˆx) +
[
ZˆSe − ZˆSh
]
⊗ τˆz
}
, (3.35)
where
ZˆSe(h) =
e
±ikS
e(h)
(x+x′)
2 cosαSe(h)
e
∓iαS
e(h)ϕ1e(2h)ϕ
†
2e(1h) +
e
±ikS
e(h)
|x′−x|
2 cosαSe(h)
 ϕ2e(1h)ϕ
†
2e(1h)
;x < x′
ϕ1e(2h)ϕ
†
1e(2h) ;x > x
′ .
(3.36)
When Eq. (3.35) is evaluated at the edge of the graphene layer it reduces to
GˇS,zzψ (0, 0) =
−i
2~v
{(
e−iα
S
e + eiα
S
h 0
0 0
)
⊗ 1
Ω
(Eτˆ0 +∆τˆx) +
(
e−iα
S
e − eiαSh 0
0 0
)
⊗ τˆz
}
+
−i
2~v

(
0 −1
0 0
)
⊗ τˆz ; 0 < x < x′(
0 0
1 0
)
⊗ τˆz ; 0 < x < x′
(3.37)
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Furthermore, in the heavily doped limit (ESF ≫ E,∆, ~vq), the previous expression
reduces to
GˇS,zzψ (0, 0) ≈
−i
2~v
{
(σˆ0 + σˆz)⊗ 1
Ω
(Eτˆ0 +∆τˆx)∓ 1
2
(σˆx ± iσˆy)⊗ τˆz
}
, (3.38)
where the sign identiﬁes the cases with x < x′ or x > x′. Thus, in this limit we roughly
have a BCS Green function projected to the site A.
3.3.3 Bulk Green’s functions.
If we set all the reﬂection amplitudes to zero in Eq. (3.15) we obtain the bulk solution
for an inﬁnite graphene layer
Gˆbulkφ (x, x
′) =
−i
2~v cosα
×
{
ei(K+k)|x−x′|ϕ1ϕ
†
1 + e
−i(K−k)|x−x′|ϕ2ϕ
†
2 ;x < x
′
ei(K+k)|x−x′|ϕ2ϕ
†
2 + e
−i(K−k)|x−x′|ϕ1ϕ
†
1 ;x > x
′ (3.39)
Thus, the local propagator for a bulk of graphene is
Gˆbulkφ (x = x
′) =
−i
2~v cosα
[
ϕ1ϕ
†
1 + ϕ2ϕ
†
2
]
=
−i
~v
[
cos−1 ασˆ0 + tanασˆy
]
. (3.40)
Furthermore, the bulk LDOS is obtained integrating this simple result, thus giving
ρbulk(E) = 2 (E + EF ) /~
2v2.
On the other hand, vanishing the reﬂection coeﬃcient (r) in Eq. (3.21) we reach the
bulk solution for an inﬁnite superconducting region. The local valley superposed Green
function is then written as
GˇS,bulkφ (x = x
′) =
−i
2~v
{(
cos−1 αSe σˆ0 + tanα
S
e σˆy
)⊗ 1
Ω
(Eτˆ0 +∆τˆy + τˆz)
+
(
cos−1 αSh σˆ0 + tanα
S
h σˆy
)⊗ 1
Ω
(Eτˆ0 +∆τˆy − τˆz)
}
.
(3.41)
In the heavily doped limit, the Green’s function loses all structure in sublattice space,
GˇS,bulkφ (x = x
′) ≈ −i
~vΩ
(Eτˆ0 +∆τˆy) , (3.42)
and is equivalent to the bulk BCS Green function.
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3.4 Continuous model versus tight-binding model.
3.4.1 Dyson equation for coupling separate regions.
Once the expressions for bulk, armchair and zigzag graphene sheets, as well as for
the semi-inﬁnite superconducting regions have been obtained, we concentrate in the
determination of the Green functions for the coupled system. This amounts in principle
to solve the integral Dyson equation
Gˆφ(x, x
′) = gˆφ(x, x′) +
∫
dx1dx2gˆφ(x, x1)Vˆ (x1, x2)Gˆφ(x2, x
′), (3.43)
where now Gˆφ denotes the valley superposed Green function of the coupled system, gˆφ
corresponds to the uncoupled ones and Vˆ is an appropriate perturbation describing the
coupling between the two regions. In general, we must use valley superposed Green
functions in Dyson’s equation to have a microscopic description of the coupling between
graphene layers. In order to simplify the model while still keeping the possibility to
describe interfaces of arbitrary transparency we shall assume that the perturbation only
connect points on an atomic scale close to the interface. We thus deﬁne a general
perturbation
Vˆ (x1, x2) = βtgaeff δ (x1 − x0) δ (x2 + x0) σˆx, (3.44)
where β ∈ [0, 1] is a dimensionless parameter that controls the transparency of the
interface and x0 is a microscopic distance from the interface. The eﬀective hopping
matrix tgaeff σˆx has a structure dictated by the change of sublattice associated with
the hopping between the two graphene sheets at the interface. In this expression aeff
represents an “eﬀective distance” which we determine from the condition that the bulk
graphene result is recovered when coupling two semi-inﬁnite regions with β = 1.
We ﬁrst discuss the case of two semi-inﬁnite graphene sheets with armchair edges. The
simplest possible choice would be x0 → 0+, which can be applied when the condition of
vanishing the derivative of the wave function at the edge has been taken. In this way one
may convert Eq. (3.43) into an algebraic equation, which for the local Green functions
at the interface can be written as
GˆR(L) =
[
gˆ−1R(L) − (βtgaeff )2 σˆxgˆL(R)σˆx
]−1
, (3.45)
where R,L denotes (x, x′)→ (0±, 0±) and gˆL(R) are given by
gˆL(R) =
−2i
~v
(
cos−1 ασˆ0 + tanασˆy
)
. (3.46)
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One can check that the bulk Green function is recovered for aeff =
√
3a/4, which
therefore sets the condition of perfect transparency for this case.
A slightly more cumbersome matching condition has to be introduced if one would like
to reproduce the limiting results of the TB model for such an interface [82]. This requires
using the Green functions obtained by vanishing the wave function at the edges of the
graphene sheet and take x0 = a/4. One obtains then a Dyson equation like (3.45) with
R,L denoting (x, x′) = (±a4 ,±a4 ) and gˆL,R given by
gˆL(R) =
−√3i
2~v
[√
3
(
cos−1 ασˆ0 + tanασˆy
)− iσˆx] . (3.47)
These expressions exactly reproduce the TB results in the continuum limit, this is a→ 0
but with Ka → 4π/3 [87]. One can further check that for this case the bulk graphene
result is recovered for aeff = a/2 which is the distance between lines of atoms along the
x direction in an armchair edge.
We now focus on zigzag edges. In this case one can disregard the valley mixing but care
should be taken due to the discontinuity of the Green functions at x = x′. As discussed
in the previous section we select the condition of vanishing one of the wave function
components at the interface and take x0 → 0+. The precise value of x0 ∼ a is here
irrelevant because the Dirac points lie along the y direction.
When we evaluate Eq. (3.29) at the edge of each region we get
gˆL =
−i
~v

(
0 −1
0 e−iα
)
≡ gˆ+L ;x < x′ → 0−(
0 0
1 e−iα
)
≡ gˆ−L ;x′ < x→ 0−
(3.48)
gˆR =
−i
~v

(
e−iα −1
0 0
)
≡ gˆ+R ;x < x′ → 0+(
e−iα 0
1 0
)
≡ gˆ−R ;x′ < x→ 0+
(3.49)
where we have implicitly assumed a A(B) termination for the L(R) graphene sheet. The
Green function of the coupled system must be constructed including the discontinuity
of the uncoupled Green’s functions at the edges, i.e for x, x′ < 0
GˆL
(
x, x′
)
= gˆ
(
x, x′
)
+(tgaeff )
2 gˆ
(
x, 0−
)
σˆx
[
1− (tgaeff )2 gˆ−R σˆxgˆ+L σˆx
]−1
gˆ−R σˆxgˆ
(
0−, x′
)
,
(3.50)
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where gˆ (x, 0−) = exp (−ikx) gˆ+L , gˆL (0−, x′) = exp (−ikx′) gˆ−L and gˆ (x, x′) corresponds
to Eq. (3.29) with rBL = 0. When x < x
′, and using that for this case rBL = −rAR, this
results in
GˆL
(
x, x′
)
=
−i
2~v cosα
eik(x−x′)ϕ2ϕ†2 + e−ik(x+x′)rARϕ2ϕ†1
1− β2 (1 + e−2iα)
3a2
4a2
eff
+ β2e−2iα
 ,
(3.51)
where we have replaced tg = 2~v/(
√
3a). The bulk result is recovered at perfect trans-
parency (β = 1) for aeff =
√
3a/2, which corresponds to the horizontal separation
between atoms of the same sublattice. This result corresponds to the projection over
the point K+. For the other valley, the same result with ϕ1 ↔ ϕ2 is reached and the
bulk result is recovered for perfect transparency superposing both valleys.
3.5 Conclusion and discussion.
In this Chapter we have presented the Green function methods for both the continuous
and the tight-binding model. We have demonstrated the equivalence of both approaches
for describing the properties of graphene. In particular, expressions for the Green func-
tion of the graphene normal-superconductor system are given in Chapter 4. We have
also presented a novel method for combining them using a microscopic Dyson equation
for the continuous model.

Chapter 4
The graphene-superconductor
interface.
4.1 Introduction.
Graphene is not intrinsically a superconductor. However, due to its two-dimensional na-
ture, graphene is a material which can easily inherit the bulk properties of other materials
when in contact with them. For this reason, Heersche et al. in 2007 [11, 88] opened a way
for exploring superconductivity in graphene and also graphene-superconductor hybrid
structures. In these works, a graphene sample was contacted with two closely spaced
superconducting electrodes and supercurrents carried by electrons and holes, depending
on the doping of the graphene layer, were measured. Their results demonstrated that
transport at the Dirac point between a graphene layer and a superconductor was phase
coherent. Furthermore, the contact between graphene and the bulk superconductor was
very transparent at the atomic scale. Further experiments corroborated these results and
measured Multiple Andreev Reﬂections in similar graphene-based Josephson junctions
[12–14].
The physical consequence of the good contact achieved between the superconductor
and the graphene layer deposited on top of it is that superconducting pairing corre-
lations are induced in graphene by means of the proximity with the superconductor.
Indeed, in a series of theoretical works prior to these experiments, a graphene-based
ballistic Josephson junction was studied where the superconducting electrodes were ap-
proximated by heavily doped graphene electrodes with an induced pairing correlation
[89–91]. A ballistic Josephson junction is that junction where the distance between the
superconducting electrodes L is much smaller than the width W of the contacts. A
superconducting graphene electrode consists of a graphene layer with a high doping,
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compared to the superconducting gap and the excitation energy, where the supercon-
ducting order parameter is ﬁnite. Consequently, these electrodes describe a graphene
layer where superconductivity has been induced by proximity with a superconducting
material. In particular, Titov and Beenakker predicted in Ref. [89] a non-vanishing
Josephson current at the Dirac point, feature that was measured in Ref. [11]. This
supercurrent is due to the peculiar band structure of graphene.
In addition to the Josephson junction, a graphene-based NS system has been predicted
to behave diﬀerently to the metallic NS junction. The seminal work by Beenakker in
2006 [56], already explained in Chapter 2, predicted a new type of Andreev reﬂection at
a low-doped graphene-based NS junctions. Additionally, the tunneling conductance of a
graphene NIS junction was studied in Ref. [57], presenting also distinctive behavior from
the normal metal counterpart. Next, the eﬀect of Andreev reﬂection on the peculiar
conductivity minimum of graphene was studied for a NS system in Ref. [38]. While
Andreev reﬂection increases the ballistic conductance away from the Dirac point, the
minimum of conductivity remained unaltered. This pseudo-diﬀusive transport at the
Dirac point was also found in short ballistic metal-graphene-metal junctions for arbitrary
dopings and magnetic ﬁelds [39]. The possibility of having a diﬀerent symmetry on the
superconducting order parameter like d-wave was studied in Refs. [92] and [58].
In all these works the microscopic structure of the graphene-superconductor interface
was not studied. Neither it was the inﬂuence of the new type of Andreev reﬂection on the
density of states. The ﬁrst work in which the eﬀect of having a determined orientation
of the graphene edge at the NS interface is taken into account was Ref. [93], where the
local density of states of a zigzag nanoribbon coupled to a superconductor was studied.
In line with this work, in Ref. [94] the density of states of a Josephson junction was
studied in the regime where the superconducting coherence length is much smaller than
the separation between superconductors.
In this chapter we present a microscopic study of the graphene-superconductor junc-
tion with especial attention to the interface. Two models are considered for the study
of the NS interface: one in which a bulk-BCS superconductor is coupled to a graphene
layer and another in which the superconducting region is represented by a heavily doped
graphene with a superconducting pairing amplitude. The latter case maintains graphene
sublattice structure inside the superconducting region, which is essential to have per-
fect transmission between the normal and the superconducting regions. In addition, a
microscopic description of the interface allows to deﬁne a particular orientation of the
graphene edges, i.e. armchair or zigzag. The inﬂuence on the LDOS and the Andreev
conductance of the type of superconducting electrode, together with the graphene edge
orientation, is analyzed. Finally, it is shown that all the microscopic properties of the
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graphene-based NS junctions can be qualitatively explained by the presence of interface
bound states which appear due to the interplay of Andreev and normal reﬂection. These
states are obtained using a simple model which can be solved analytically.
4.2 Modeling the graphene-superconductor interface.
The aim of this section is to analyze diﬀerent ways to describe the interface between
a graphene layer and a superconductor. In the recent literature it has been assumed
that a superconducting electrode deposited on top of graphene induces a ﬁnite pairing
amplitude and introduces a ﬁnite level of doping which shifts the Fermi level of the
graphene layer far away from the Dirac point [56, 89]. This heavily doped supercon-
ducting graphene (HDSC) model provides a simple boundary condition for the eﬀective
Dirac-Bogoliubov-De Gennes equations describing the interface.
One can alternatively imagine that the graphene layer is coupled directly to a bulk
superconducting electrode by means of a sharp interface which breaks the coherence
between the two graphene sublattices. We shall refer to this case as the bulk-BCS
model. We analyze the diﬀerences between these two models, schematically represented
in Figure 4.1.
The inﬂuence of the leads on the conductivity of graphene in the normal state has
been studied in several works (see for example Refs. [95–97]). In Ref. [95] it was
demonstrated that transport in a weakly doped graphene sample contacted to normal
electrodes depended only quantitatively but not qualitatively on the form of the leads
when a large number of transversal modes is considered (i.e. when the width of the
graphene layer is much greater than the length). In particular, at the Dirac point, the
conductivity is mainly due to evanescent modes [35, 36] and obeys Ohm’s law, decaying
proportionally to the length of the sample. However, in Ref. [96] the eﬀect of the
width on a graphene nanoribbon with zigzag edges contacted to metallic electrodes was
studied for arbitrary doping. They realized that the conductance at the Dirac point is
independent of the hopping integral at the interface when the normal leads are modeled
as a square lattice with two sites. The main property of the square lattice is that it
maintains graphene’s internal structure.
4.2.1 HDSC graphene electrodes versus bulk-BCS electrodes.
The two diﬀerent superconducting electrodes are modeled using the Green functions
techniques presented in Chapter 3. A microscopic description of the electrodes can be
60 Chapter 4. The graphene-superconductor interface
Figure 4.1: Schematic picture of an Andreev reﬂection in the bulk-BCS and in the
HDSC models. In the ﬁrst case, the sites on each sublattice of the
graphene edge are coupled to the superconductor through independent
channels thus breaking the coherence of the honeycomb structure. In the
other case, the coupling with the superconducting region maintains this
structure. See text for more details.
reached using the tight-binding (TB) model. The presence of superconducting correla-
tions requires to introduce the Nambu space describing electron and hole propagation
within the graphene layer. All Green functions acquire a 2×2 structure in Nambu space.
For the uncoupled graphene we have
ˇˆg =
(
gˆe 0
0 gˆh
)
, (4.1)
where gˆe corresponds to the propagators obtained in Section 3.2 and gˆh is obtained from
gˆe by changing ǫ→ −ǫ and tg → −tg (notice that we use the hat symbol to denote the
sublattice space while the check symbol indicates the Nambu space).
The eﬀect of the coupling with the superconducting electrode can be introduced by
means of a self-energy
ˇˆ
Σ which renormalizes the uncoupled Green functions. Thus, the
local Green function on the graphene edge at the interface is determined by [ˇˆg−1− ˇˆΣ]−1.
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In the case of the bulk-BCS model the self-energy is momentum independent and does
not have a structure in the sublattice space; i.e.
ˇˆ
Σ = πρst
2
c τˇzgˇBCS τˇz ⊗ Iˆ , (4.2)
where τˇz is the z Pauli matrix in Nambu space and t
2
c is the mean square hopping element
between the graphene layer and the superconducting electrode. This quantity controls
the value of the parameter β = t2cπρs/tg which characterizes the quality of the interface.
ρs is the density of states of the superconducting electrode at the Fermi level in the
normal state. On the other hand, gˇBCS = gsIˇ + fsτˇx stands for the dimensionless BCS
Green function, i.e. gs = −ω/
√
∆2 − ω2 and fs = ∆/
√
∆2 − ω2, where the supercon-
ducting electrode is supposed to have electron-hole symmetry. This model thus consists
of coupling a one-dimensional metallic chain in the superconducting state to each atom
of the graphene edge. The Green functions describing the superconducting electrode
are the bulk ones. The form of the electrodes is therefore not important since we are
interested only in a small window of energies around the Fermi level. As a consequence,
the eﬀects of ﬁnite bandwidth have been neglected for the uncoupled superconductor.
This approximation is justiﬁed when the excitation energy and the doping level of the
normal region are both comparable to the superconducting gap, which is much smaller
than the superconducting bandwidth.
We would like now to derive the expression of the self-energy within the HDSC model.
The building blocks for this problem are the TB uncoupled Green functions of a semi-
inﬁnite graphene layer described in Chapter 3. We ﬁrst notice that in the heavily doped
limit one has |ǫ| >> |ω|, tg sin qa for the relevant range of frequencies and q values. Thus
in Rˆ2 one has α→ π/2. In the new basis the system is equivalent to a tight-binding chain
with site energies ǫ± tg and local pairing ﬁxed by ∆. Although the exact Green function
for this system is rather complicated, for low excitation energies it can be approximated
by
Rˆ−12 ˇˆgRˆ2 ≃
(
πρ+ 0
0 πρ−
)
⊗ gˇBCS + 1
2t2g
(
ǫ+ tg 0
0 ǫ− tg
)
⊗ τˇz, (4.3)
where πρ± =
√
1−
(
ǫ±tg
2tg
)2
/tg. By further taking the approximation |ǫ| << tg and
transforming back into the site representation we obtain the following self-energy
ˇˆ
Σ/tg ≃
√
3
2
τˇzgˇBCS τˇz ⊗ Iˆ − 1
2
τˇz ⊗ σˆx. (4.4)
Notice that, in contrast to the ﬁrst model, the self-energy in the HDSC model does
exhibit a structure in the sublattice space. However, it satisﬁes the condition det
ˇˆ
Σ/tg =
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1. This structure turns out to be of importance in connection to Andreev reﬂection as
discussed in the next section.
In the following we use a general form of the model self-energies, which can be expressed
as
ˇˆ
Σ = βτˇz gˇBCS τˇz ⊗ Iˆ − γτˇz ⊗ σˆx. (4.5)
Thus, appropriate values for β and γ will correspond to the diﬀerent models (i.e. γ = 0
with arbitrary β for the bulk-BCS model, while β =
√
3/2 and γ = 1/2 in units of tg,
for the HDSC model).
4.2.2 Influence of the electrodes on the Andreev reflection.
As it was introduced in Chapter 2, the Andreev reﬂection is the basic mechanism for
the conversion of a quasiparticle current into a supercurrent at the interface between a
normal metal and a superconductor. In the case of a graphene-superconductor interface,
where the normal region is described within the TB model introduced in Section 4.2 and
the superconductor is either the bulk-BCS or HDSC type, there are two channels for
the incident electrons with a given wave vector q corresponding to the states which
diagonalize the Xˆ matrix. The reﬂected hole can be in either of these two channels. Our
microscopic theory can thus describe a more general situation than the idealized model
for the interface used in [56] which assumes only one channel for the reﬂected hole for a
given wave vector.
The Andreev reﬂection amplitudes can be expressed in terms of Green functions. Gen-
eralizing previous works [98, 99] we can derive the expression
rˆA(q, ω) = 2iAˆ
1/2
e
{
ˇˆ
Σ
[
ˇˆ
I − ˇˆg ˇˆΣ
]−1}
eh
Aˆ
1/2
h , (4.6)
where Aˆe,h(q, ω) =
(
gˆe,h(q, ω)− gˆ†e,h(q, ω)
)
/2i. Using the general form of the model
self-energies discussed in the previous section allows us to reduce the expression of rˆA
to
rˆA = 2iAˆ
1/2
e βfs
[
Iˆ − βgs (gˆe + gˆh)− γ (gˆhσˆx − σˆxgˆe)− (β2 + γ2)gˆhgˆe
]−1
Aˆ
1/2
h . (4.7)
This expression becomes particularly simple when ǫ = 0 because ge = gh, f e = −fh and
f ′e = −f ′h due to electron-hole symmetry. So rˆA is an scalar quantity given by
rˆA =
4βfs
(
Img2 − |f − f ′∗|2)
1− Tr
[(
βgsIˆ ∓ γσˆx
)
gˆe,h
]
− (β2 + γ2) det gˆe,h
Iˆ , (4.8)
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Figure 4.2: Andreev reﬂection probability on the two eigenchannels as a function of
the parallel momentum q for ﬁxed energy ω = 0.2∆. The left panel
corresponds to the bulk-BCS model (with β = 1) and the right one to
the HDSC model. The diﬀerent curves correspond to diﬀerent values of
the doping level ǫ: 0 (full lines), 0.1 (dashed lines), 0.3 (dotted lines) and
0.4∆ (dashed-dotted lines).
where Tr
[(
βgsIˆ ∓ γσˆx
)
gˆe,h
]
= [2βgsg − γ(f + f ′)] and det gˆe,h = (g2 − ff ′).
In general doping conditions (i.e. when ǫ 6= 0), rˆA is not a scalar within the bulk-BCS
model. The eigenvalues of rˆArˆ
†
A give the Andreev reﬂection probability decomposed into
two eigenchannels for each wave vector q. The evolution of these eigenvalues for ﬁxed
ω and increasing ǫ as a function of q is shown in the left panel of Figure 4.2. Their
maximum value is reached for β = 1 and it never exceeds ∼ 0.76 at normal incidence.
Within the HDSC model, however, rˆA remains scalar for arbitrary doping and it always
reaches the unitary limit at q = 0 (see right panel of Figure 4.2).
It is also interesting to analyze the physical character of the Andreev reﬂection in the
two models. The information on how the eigenchannels of the uncoupled structure are
connected by an Andreev process is contained in the matrix RˆerˆARˆ
−1
h . As rˆA is a scalar
within the HDSC model, the channel mixing is determined by RˆeRˆ
−1
h . This is also
the case for the bulk-BCS model at zero doping. In this case we have αh = π − αe
and thus electrons injected in one channel emerge as holes in the opposite one. The
momentum in the y direction is conserved in this process and therefore this type of
reﬂection corresponds to what has been described in [56] as specular Andreev reflection.
On the other hand for ǫ 6= 0 and ω → 0 we have αh = αe which corresponds to the usual
(retro) reﬂection where holes are reﬂected on the same channel as the incident electron.
For intermediate doping situations both types of reﬂection would be present although
with a dominance of specular (retro) reﬂection for ω > ǫ (ω < ǫ).
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Figure 4.3: Total diﬀerential conductance per unit length due to Andreev reﬂection
GAR normalized to the conductance per unit length of a ballistic graphene
layer g0(V ) =
4e2
h
(eV + ǫ)/(π~vF ). The results for the HDCS model
(full lines) and for the bulk-BCS model (dashed lines) are compared with
increasing doping level ǫ = 0, 0.2, 0.4 and 0.6∆.
To complete the analysis of the present section we have computed the diﬀerential con-
ductance per unit length due to Andreev processes, given by [51]
GAR =
2e2
h
1
2π
∫ pi
a
−pi
a
dqTr
[
rˆ(q, eV )rˆ†(q, eV )
]
. (4.9)
The results for GAR within the two models are shown in Fig. 4.3. As suggested in Ref.
[56] we normalize the result by the conductance per unit length of a ballistic graphene
sheet, which in the low energy limit is given by g0(V ) =
4e2
h (eV + ǫ)/(π~vF ). As can
be observed, at the charge neutrality point the HDSC model yields a maximum of ratio
GAR/g0 = 2 at zero voltage, which drops to ∼ 1.33 for ǫ > 0, in agreement with the
results of Ref. [56]. This ratio is of the order of ∼ 1.63 in the bulk-BCS model with β = 1
regardless of the doping level. The qualitative behavior of the diﬀerential conductance
with ǫ is similar in both models and agree with the results of Ref. [56].
4.2.3 Conclusions.
Two models have been introduced to describe the superconducting electrode within the
TB approach. On the one hand, a bulk macroscopic superconductor is contacted to the
graphene layer. The internal structure of graphene, based on the combination of two
sublattices, is therefore interrupted at the NS interface. The scattering introduced by
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this interface is responsible of not reaching perfect transmission between the graphene
layer and the superconductor.
On the other hand, the superconductor is modeled as a graphene layer with high doping
and a pairing correlation amplitude. The interface maintains the internal structure and
the coupling between the normal and the superconducting regions is perfect. The results
for this model are equivalent to the ones obtained in Ref. [56] where the mode matching
at the interface was perfect.
In the following section the proximity eﬀect on the normal graphene region is studied.
These two situations are considered within the TB approach. However, the results
for the continuous model, which give a clear analytical insight on the eﬀect of the
superconductor on the local density of states, are considered to be equivalent to the
HDSC model. The reason for doing so is that the continuous model considers perfect
matching of the wave functions at the NS interface.
4.3 Proximity effect on a graphene layer.
When contacted by a superconducting host, the behavior of electrons in a normal metal
is altered. As it was explained in Section 2.2, the superconducting pairing amplitude
does not vanish abruptly at the interface with the normal metal. Quite the contrary, it
penetrates the normal metal inducing some of the characteristics of the superconductor
on it. In particular, the density of states of the normal region develops a gap ∆ limited
by sharp peaks for energies E = ±∆. The states within the gap are no longer accessible
since the pairing amplitude favors the coupling between electrons and holes and are
pushed outside the gap. The superconducting pairing amplitude decays inside the normal
region until the usual properties of the metal are recovered far away from the interface.
This decaying is controlled by the superconducting coherence length ξ. Insight on the
proximity eﬀect can be obtained by analyzing the local density of states (LDOS). The
LDOS is the density of states at a particular point inside the normal region. As a
consequence, it depicts both the eﬀect of the pairing amplitude on the normal density
of states and its decay away from the interface.
The study of the proximity eﬀect on a graphene-based NS junction is of capital impor-
tance to understand the rich interplay between the superconducting correlations and the
Dirac spectrum and in order to have a clear picture of the mesoscopic superconductivity
on a truly two-dimensional material. The LDOS on graphene-based hybrid supercon-
ductor systems was studied prior to this work in Ref. [93] (zigzag edged NS) and Ref.
[94] (SNS junction). Explain. More recent studies include ...
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A particular feature of the proximity eﬀect on diﬀusive SNS and NS junctions is the
appearance of a sharp cut-oﬀ in the energy spectrum below which the density vanishes
completely, i.e. the minigap Eg. The minigap is smaller than the superconducting gap
and depends on the concentration of impurities and on the length of the normal region
L. In the limit L ≫ ξ, e.g. for a semi-inﬁnite normal region, there is no minigap. For
the case of SNS junctions, the minigap also depends on the phase diﬀerence between the
superconductors ϕ. In particular, for a short diﬀusive Josephson junction the minigap
has the simple form Eg = ∆cosϕ/2 [100]. In general, the existence of a minigap is a
highly non-trivial phenomenon. For more details see for example Ref. [101].
4.3.1 Equation for the minigap.
Using the previous results one can analyze the eﬀect of the coupling with the super-
conductor on the spectral properties of a graphene layer of ﬁnite size. Again, we will
focus on the diﬀerences between the bulk-BCS and the HDSC models for the interface.
A ﬁnite graphene layer coupled to a superconductor is studied within the TB approach.
As it is demonstrated in Section 3.2, the Green function of a ﬁnite layer with armchair
edges and N sites is constructed from the semi-inﬁnite case. From the Dyson’s equation
it is straightforward to obtain the Green functions at the edge of the layer (labeled as
1) when the coupling to the superconductor is introduced on the opposite edge (labeled
as N). Then, for an arbitrary line n inside the layer we have
ˇˆ
Gn,n = ˇˆg
F
n,n +
ˇˆgFn,N
ˇˆ
Σ
[
ˇˆ
I − ˇˆgFN,N ˇˆΣ
]−1
ˇˆgFN,n, (4.10)
where
ˇˆ
Σ stands for the general form of the self-energy introduced in Sec. 4.2. We can
further reduce this expression to
ˇˆ
Gn,n = ˇˆg
F
n,n +
ˇˆgFn,N
×
[βgs − γσˆx+(β2 + γ2) gˆFhN,N] Dˆ−1e −βfsDˆ−1h
−βfsDˆ−1e
[
βgs + γσˆx+
(
β2 + γ2
)
gˆFeN,N
]
Dˆ−1h
 ˇˆgFN,n.
(4.11)
The quantities Dˆe and Dˆh have the following general form, expressed in the graphene
sublattice space
Dˆe = Iˆ − βgs(gˆFe + gˆFh )− γ(gˆFe σˆx − σˆxgˆFh )− (β2 + γ2)gˆFe gˆFh
Dˆh = Iˆ − βgs(gˆFe + gˆFh )− γ(gˆFh σˆx − σˆxgˆFe )− (β2 + γ2)gˆFh gˆFe
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As it was exposed in the previous section, in the limit where ǫ = 0 these two denominators
become equal and simplify to an scalar, D, because βgs(gˆ
F
e + gˆ
F
h ) + γ(gˆ
F
e σˆx − σˆxgˆFh ) =
Tr
[(
βgsIˆ ∓ γσˆx
)
gˆFe,h
]
, and gˆFe gˆ
F
h = det gˆ
F . Then
D = 1− Tr
[(
βgsIˆ ∓ γσˆx
)
gˆFe,h
]
− (β2 + γ2) det gˆFe,h . (4.12)
Using the expression of the ﬁnite layer Green functions and the rotation given in Sec-
tion 3.2 one can easily show that
det
[
gˆFe,h
]
= − 1
t2g
sin (Nφ1) sin (Nφ2)
sin [(N + 1)φ1] sin [(N + 1)φ2]
,
Tr
[(
βgsIˆ ∓ γσˆx
)
gˆFe,h
]
=
1
tg sinα
{
sin (Nφ1) sin [(N + 1)φ2] [βgs − γ sin (α+ q)]
sin [(N + 1)φ1] sin [(N + 1)φ2]
− sin (Nφ2) sin [(N + 1)φ1] [βgs + γ sin (α− q)]
sin [(N + 1)φ1] sin [(N + 1)φ2]
}
.
The zeroes of D determine the poles of the coupled system Green functions. From
them one can thus analyze the distortion of the spectrum due to the superconducting
proximity eﬀect. For the charge neutrality case, this zeroes can be obtained from the
expression
−βω2√
ω2−t2g sin2 qa
√
∆2−ω2 =
sin [(N+1)φ1] sin [(N+1)φ2]+(β2+γ2) sin (Nφ1) sin (Nφ2)
sin (Nφ1) sin [(N+1)φ2]−sin (Nφ2) sin [(N+1)φ1]
+ γsinα
sin (α+q) sin (Nφ1) sin [(N+1)φ2]+sin (α−q) sin (Nφ2) sin [(N+1)φ1]
sin (Nφ1) sin [(N+1)φ2]−sin (Nφ2) sin [(N+1)φ1] .
(4.13)
The spectrum corresponds to a series of subbands which disperse quadratically as a
function of q in the small q limit. As in the uncoupled case, detailed in Section 3.2, the
precise form of the dispersion relation depends on the value of N mod 3. In the case
where the uncoupled layer is metallic (N mod 3 = 2) the coupling to the superconductor
induces a minigap in the lowest band. The existence of this minigap in the spectrum is
similar to what is found for diﬀusive conductors and can be associated to the pseudo-
diﬀusive behavior of graphene at the charge neutrality point [38, 102]. For the cases
N mod 3 = 0, 1 the uncoupled layer is insulating and the coupling of the superconductor
just leads to a renormalization of the gap in the spectrum. We denote by E∗g the lowest
energy level for all three cases.
The dependence E∗g as a function of N and the interface parameters β and γ can be
obtained from Equation 4.13 with q = 0. For large N this level decreases as 1/N
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Figure 4.4: Evolution of the lowest energy level E∗g of a ﬁnite graphene layer coupled
to a superconductor as a function of β within the bulk-BCS model for
L = 40ξ (left panel) and with the length of the layer L within both the
bulk-BCS (at β = 1) and the HDSC models (right panel). In the case of
the bulk-BCS model for arbitrary β three diﬀerent behaviors are found
depending on the N mod 3 value. On the contrary, a universal behavior
of E∗g is found within the HDSC model regardless of the N value (see
text).
with a prefactor which depends on N mod 3 and the interface parameters. Figure 4.4
describes the behavior of E∗g both in the bulk-BCS and in the HDSC models. The left
panel shows the lowest energy state within the bulk-BCS model as a function of the
interface transparency parameter (β) for ﬁxed N . The three cases N mod 3 = 0, 1, 2
are shown. As can be observed, in the metallic case the minigap evolves from zero at
β = 0 to a maximum value at β = 1. On the other hand, the two insulating cases
exhibit diﬀerent behavior. While the starting value at β = 0 is ﬁxed by Eg in both
cases, in the case N mod 3 = 0 it decreases until it reaches the same value as the one
of the N mod 3 = 2 case for β = 1. On the other hand E∗g remains approximately
constant for N mod 3 = 1. This behavior indicates that the proximity eﬀect is almost
negligible in this case. The right panel shows the behavior of the lowest energy state as a
function of N both in the bulk-BCS model with β = 1 and in the HDSC. The results are
universal (i.e. independent of the ratio ∆/tg) when plotted as a function of L/ξ, where
ξ = ~vF /π∆ is the superconducting coherence length. It is interesting to note that while
in the bulk-BCS model two limiting 1/L curves, corresponding to N mod 3 = 0, 2 and
N mod 3 = 1, appear, in the HDSC model E∗g lay on the same 1/L curve regardless of
N (dashed line in Figure 4.4).
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Figure 4.5: Spatial variation of the LDOS on a ﬁnite layer (L = 9ξ) in the HDSC
model. The plots on the top panels correspond to the lines inside the layer
with n mod 3 = 1, 2 and those on lower ones correspond to n mod 3 = 0.
The uncoupled layer has a metallic behavior (N mod 3 = 2). The LDOS
for this case at the edges of the layer (top left panel) and at the center
of the layer (lower left panel) is plotted with dashed lines. When coupled
to the superconductor, the LDOS is modiﬁed by the appearance of a
minigap (denoted as m0 in the pictures) and with the breaking of the
uncoupled bands into a pair of subbands (m1 and m2 in the pictures).
The evolution of the LDOS along the layer is shown in the right panels.
The results are normalized to the LDOS of a bulk graphene layer with
zero doping at ω = ∆, denoted by ρ0.
4.3.2 Local density of states.
We deﬁne the electronic local density of states (LDOS) on a line n within the graphene
layer as
ρn(ω) =
a
(2π)2
∫ pi
a
−pi
a
dqTrIm
[
Gˆn,n(q, ω)
]
, (4.14)
which has been normalized to one electron per site and spin. The LDOS thus deﬁned is
measured in units of a/~vF . However, to study the proximity eﬀect it is more convenient
to normalize the LDOS with the density of a bulk graphene layer with zero doping at
ω = ∆, ρ0, which for ∆≪ ~vF /a is given by ∆/2π(a/~vF )2. The results thus obtained
do not depend on the choice of the ratio ∆/tg used in our tight-binding calculations.
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The LDOS on a metallic layer (N mod 3 = 2) is shown in Figure 4.5. The results for the
coupled case within the HDCS model are compared with the results for the uncoupled
case. It is typically found that the number of singularities in the LDOS (associated
with the number of subbands) in a given energy interval is doubled as compared to the
uncoupled case. This eﬀect is due to the breaking of the double degeneracy of the bands
due to the coupling with the superconductor. The LDOS also exhibits an oscillatory
behavior with the position on the layer. This behavior reﬂects the properties of the
electronic wave functions and, as in the case of isolated nanoribbons [37], is distinct for
lines with n mod 3 = 1, 2 and lines with n mod 3 = 0. We thus illustrate these cases
separately on the top and on the lower panels of Figure 4.5.
The right panels of Figure 4.5 show the evolution along the layer of the LDOS close to
the singularities. We illustrate this evolution at three diﬀerent energies corresponding
to the lowest ﬁrst singularities, indicated by m = 0, 1 and 2 in Figure 4.5. For reference
we also show the spatial variation of the LDOS close to the ﬁrst singularity for the
uncoupled case. In this case the LDOS reaches a maximum value at the edges of the
layer and a minimum in the middle for lines n mod 3 = 1, 2, while the opposite behavior
is found for n mod 3 = 0. In the coupled case one can still identify the singularities with
the oscillation pattern in the LDOS but it does no longer reach an extreme value at the
edge of the layer in contact with the superconductor.
As ﬁnal remark we note that in the case of insulating nanoribbons the coupling to the
superconductor just induces a shift singularities in the spectrum but do not change their
number. This is due to the non-degenerate character of the bands of the uncoupled layer.
4.3.3 Semi-infinite graphene layer within the TB approach.
The results of the previous section can be extended to analyze the spectral properties
of a semi-inﬁnite graphene layer coupled to a superconductor. The local Green function
on a line n is given by
ˇˆgn,n =
[
ˇˆ
G−1n,n − t2g ˇˆg
]−1
,
where
ˇˆ
Gn,n is the Green function for a ﬁnite graphene layer coupled to a semi-inﬁnite
superconducting layer obtained in the previous section and ˇˆg is the Green function for
the edge of the semi-inﬁnite layer.
Figure 4.6 illustrates the spatial variation of the LDOS on a semi-inﬁnite graphene layer
and the eﬀect of varying the doping level within the bulk-BCS model. For reference
we show the LDOS for the uncoupled case on the upper panels. As can be observed,
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Figure 4.6: LDOS on lines of type n mod 3 = 1 for a semi-inﬁnite graphene layer
coupled to a superconductor within the bulk-BCS model (lower panels).
The upper panels show the corresponding results for the uncoupled case.
The plots on the left correspond to the undoped case while those on the
right correspond to ǫ = ∆.
the uncoupled LDOS exhibits long wavelength oscillations on the ∼ ~vF/|ω| scale on
top of the characteristic V shape behavior. These oscillations are a surface eﬀect which
decreases in amplitude inside the layer as shown in Fig. 4.7, where the LDOS proﬁle at
ω = 2∆ is plotted on a larger scale. A similar eﬀect has been shown to occur in the case
of nanoribbons with zigzag edges [93].
The superconducting proximity eﬀect is manifested by the appearance of sharp peaks in
the LDOS for energies |ω| ∼ ∆ (lower panels on Figure 4.6). These peaks distort the V
shape density of states, an eﬀect which decays within a few times the coherence length
inside the layer. The small oscillations on the ~vF /|ω| scale are reduced as compared
to the uncoupled case but are still observable within the bulk-BCS model (indicated by
the full line in Figure 4.7).
The overall behavior of the LDOS within the HDSC model is very similar, although in
this last case the ~vF /|ω| oscillations are further suppressed (dashed line in Figure 4.7).
The right panels in Figure 4.6 illustrate the eﬀect on the LDOS of a displacement from
the charge neutrality condition by applying a gate potential (ﬁnite ǫ). It is observed that
the V shape is essentially rigidly displaced while the peaks induced by the proximity
eﬀect remain ﬁxed at ω ∼ ±∆. On the other hand, the wavelength of the oscillation
pattern is in this case set by ~vF /|ω − ǫ|.
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Figure 4.7: Oscillation pattern on the LDOS of a semi-inﬁnite armchair graphene
layer at zero doping within the bulk-BCS model (full line), the HDCS
model (dashed line) and in the uncoupled case (dotted line). The energy
is ﬁxed at ω = 2∆.
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Figure 4.8: LDOS in the normal region with EF = 0 for a semi-inﬁnite layer of
graphene with armchair edges coupled to a superconducting region (left
panel). Proﬁles for both boundary conditions (full blue line when vanish-
ing the wave function and full red line for the derivative) are equivalent
to the TB results (dashed line). The right panel shows the oscillating
behavior of the LDOS for E = 2∆ along the direction transversal to the
interface. The transversal distance d is normalized to the BCS super-
conducting coherence length ξ. All the results show the same oscillating
behavior around the bulk value. The oscillatory behavior at the atomic
scale is shown in the inset for the boundary condition of vanishing the
wave function.
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4.3.4 LDOS within the continuous approach. Influence of the edges.
We complete the analysis of the graphene-based NS junction using the results by the
continuous model introduced in Section 3.3. All the ingredients necessary to analyze the
graphene-superconductor coupling within the continuous approach have been already
introduced in that section and in Section 3.4. In the present section, we analytically
derive the Green function of the coupled system both for armchair and zigzag edges.
We locate the interface at x = 0, parallel to the y axis, with the normal region covering
the x < 0 inﬁnite half-plane. Since the superconducting region is represented in Nambu
space, in order to use Dyson’s equation as has been explained in Section 3.4, the Green’s
functions of the normal region are written as
gˇL =
(
gˆe 0
0 gˆh
)
. (4.15)
Electron excitations are states above the Fermi energy. Therefore, gˆe corresponds to the
Green function of a semi-inﬁnite graphene layer with armchair or zigzag edges at the
interface. We set αe = α, with ~vF ke =
√
(EF + E)
2 − (~vF q)2. On the other hand,
hole excitations have energies below EF . Thus, gˆh corresponds to the same equations
but with the change αh = arcsin ~vF q/ (EF − E), with ~vF kh =
√
(EF − E)2 − (~vF q)2.
For the superconducting region (R), gˇR stands in Dyson’s equation for the Green function
of the semi-inﬁnite superconducting region, with either an armchair or a zigzag edge at
the interface.
The coupling with the superconductor appears in the Green function as a perturbation
of the semi-inﬁnite result gˇL. Thus we can write
GˇL(x, x
′) = gˇL(x, x′) + δGˇ(x, x′), (4.16)
where δGˇ is the correction with respect to the uncoupled case. Our formalism allows
in principle to obtain analytical results for δGˇ in the case of arbitrary eﬀective hopping
and coordinates x and x′.
For the case of an armchair interface, using the boundary conditions of vanishing the
derivative of the wave function and setting β = 1, for x = x′ we can write the perturba-
tion δGˇ of Equation 4.16 as
δGˆarmee (x = x
′) =
i
~vF
e−2ikex
cosαe
{(
cos 2Kx −i sin (2Kx+ αe)
−i sin (2Kx− αe) cos 2Kx
)
+
Narm
Darm
(
sinαe −i
i sinαe
)}
, (4.17)
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where we have deﬁned the auxiliary quantities
Narm = 2 sinαe
(
1 +
E
Ω
cosαh
)
+
∆2
Ω2
(sinαe − sinαh) (4.18)
Darm = 2 + 2 cosαe cosαh + 2
E
Ω
(cosαe + cosαh) +
∆2
Ω2
[1 + cos (αe + αh)] (4.19)
The denominator Darm contains information on the spectral properties of the coupled
system. It will be described in detail in the following section. For the calculation of the
LDOS it is necessary to obtain the diagonal components of the local Green’s function
([ee,AA] and [ee,BB]). Whenever Kx = nπ, they simplify to
GarmL|ee,AA(x, x) = G
arm
L|ee,BB(x, x) =
−i
~vF
{
1
cosαe
− e−2ikexNarm
Darm
tanαe
}
. (4.20)
We now analyze a normal-superconductor graphene junction with a zigzag edge at x = 0.
We impose that the normal region at x < 0 ends with a zigzag edge formed by A atoms.
The superconducting region (at x > 0) has therefore an edge formed by atoms from the
B sublattice. For these conditions we obtain the following correction for Equation 4.16
δGˇzzee(x, x
′) = − iβ
2e−ike(x+x
′)
~vFDzz
[
E
Ω
+ β2
eiαh
cosαh
](
1 e−iαe
−e−iαe −e−2iαe
)
, (4.21)
with
Dzz = 1 + β
2E
Ω
(
e−iαe
cosαe
+
eiαh
cosαh
)
+ β4
e−iαeeiαh
cosαe cosαh
. (4.22)
The electronic LDOS per unit length for a distance x = x′ ≡ d is deﬁned as
ρ(E, d) =
−1
π
∫ ∞
−∞
dqTr
[
Im
{
GˇL|ee (q,E; d, d)
}]
(4.23)
The left panel of Figure 4.8 shows the LDOS for an armchair edge close to the interface
(d = −0.1ξ) obtained using the boundary conditions of vanishing the wave function or
its derivative. For comparison we also show in this ﬁgure the results obtained for the
TB model calculations. The results of Figure 4.8 are normalized to the density of a
bulk graphene layer with zero doping at E = ∆, ρ0 = 2∆/~
2v2F (see the bulk results
calculated in Section 3.3). The discrepancies between the diﬀerent matching conditions
tend to disappear when we move away from the interface, as it is shown in the right panel
of Figure 4.8. This panel also illustrates the oscillatory behavior of the LDOS inside
the normal region of graphene around the bulk value (indicated by the dashed line).
The period of the oscillation is given roughly by ~vF /E and the amplitude decreases
with the distance to the interface. When studying the spatial evolution of the LDOS
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Figure 4.9: LDOS proﬁles, at a distance d = −0.41ξ inside the normal region with
EF = 0, for diﬀerent transparencies of the zigzag (left panel) and armchair
(right panel) interface. In the zigzag case, the edge state splits and evolves
into a band inside the superconducting gap when the transparency β goes
from 0 (uncoupled case represented by a dashed black line) to 1 (perfect
transparency, solid black line). For the armchair case the superconducting
proximity eﬀect is manifested by the appearance of sharp peaks in the
LDOS for energies E ∼ ∆.
of an armchair layer of graphene, it is well known that there is an oscillatory behavior
at the atomic scale [37, 82]. As it is explained in the previous section for the case of
the semi-inﬁnite layer, this is a direct result of the valley mixing that happens at an
armchair edge. For the sake of clarity, the evolution of the LDOS with the direction
transverse to the interface shown in the right panel of Figure 4.8 has been calculated for
values |x| /a = 3n, with n a positive integer. Similar proﬁles are reached for diﬀerent
multiplicities of the coordinate x. The oscillatory behavior at the atomic scale is shown
in the inset of this panel for the boundary conditions of vanishing the wave function.
On the other hand, the left panel of Figure 4.9 shows the LDOS for a zigzag edge at a
distance inside the normal region d = −0.4ξ. The results correspond to diﬀerent values
of the parameter β controlling the interface transparency. For the uncoupled case with
β = 0, a localized edge state appears at E = EF (dashed line in Figure 4.9). However,
for a non-zero transparency the edge state splits and evolves into a band inside the
superconducting gap. By further increasing the parameter β, this band gives rise to the
peaks in the DOS for energies around E = ±∆, when β = 1. This eﬀect is analyzed in
detail in the next section.
It is important to emphasize that although the surface state at E = EF for zigzag
edges has been thoroughly studied, our results demonstrate that the superconducting
proximity eﬀect splits this state and produces a shift that depends on the transparency
between the normal and superconducting regions.
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The LDOS for the armchair case with the same set of parameters is illustrated in the
right panel of Figure 4.9. As can be observed there is no localized state for the uncoupled
case (β = 0) and when β increases, two peaks arise around E = ±∆.
The coupling with the superconductor depends on the edge type when the transparency
is not perfect. This is a direct consequence of the diﬀerences between armchair and
zigzag edges in graphene. On the contrary, for a perfect transparency, the proﬁle of
the LDOS is independent of the edge type. The main characteristic of this proﬁle, with
respect to the corresponding result for a metal in contact with a superconductor, is the
enhancement of the density of states within the gap.
4.3.5 Conclusions.
Equation for the minigap and minigap evolution with the length of the normal region.
LDOS of the ﬁnite and semi-inﬁnite normal regions. Introduction of states inside the
gap. Inﬂuence of the model for the superconductor. Inﬂuence of the edge orientation
when the coupling is not perfect.
We have presented a theoretical analysis of the proximity eﬀect at a graphene-superconductor
interface. We have studied the eﬀect of the coupling with the superconductor on the
spectral properties of ﬁnite and semi-inﬁnite graphene layers. For ﬁnite layers, we have
obtained a simple expression for the energy spectrum of the coupled system, which can
be numerically evaluated asily. We have shown that a metallic ribbon develops a minigap
whose size inversely decreases with the length of the layer. This eﬀect can be associated
with the pseudodiﬀusive behavior of graphene. The induced minigap is slightly smaller
in the bulk-BCS model with β = 1 than in the HDSC model.
For the semi-inﬁnite case, the proximity eﬀect manifests in the appearance of peaks in
the DOS for frequencies |ω| ∼ ∆. These peaks rapidly decay inside the graphene sheet
for distances a few times the superconducting coherence length ξ. On the other hand,
the LDOS keeps its characteristic V shape for zero doping for frequencies |ω| < ∆.
4.4 Proximity induced interface bound states.
The properties of bound states arising from multiple Andreev reﬂections in S-graphene-S
junctions have been analyzed in Refs. [94] and [103]. However, as we show in this section,
the special electronic properties of graphene are such that bound states can be formed
even at isolated single junctions. The aim of this section is to demonstrate the existence
of these interface bound states (IBS) and to analyze their properties for diﬀerent types
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of graphene-superconductor junctions. This section is organized as follows: First, we
justify the existence of the IBS using a simple model based on the matching of the wave
functions that are solution of the Dirac-Bogoliubov-de Gennes equations for diﬀerent
regions. After completing the analysis for the case of the simple model, which implicitly
assumes a decoupling of the two valleys in the graphene band structure, we consider more
microscopic models for junctions formed along armchair or zig-zag edges. We study the
eﬀect of an additional potential barrier at the interface and the possibility to modify the
states by a supercurrent ﬂowing through the superconductor. We ﬁnally discuss how
robust are these bound states to the eﬀect of disorder on the graphene sample.
4.4.1 IBS from solution matching at a graphene NIS system
The mechanism for the emergence of these states can be understood from the scheme
depicted in the left panel of Figure 4.10. As is usually assumed, the junction can be
modeled as an abrupt discontinuity between two regions described by the Bogoliubov-
de Gennes-Dirac equation, taking a ﬁnite superconducting order parameter ∆ and large
doping ESF ≫ ∆ on the superconducting side and zero order parameter and small doping
EF ∼ ∆ on the normal side. For the analysis it is instructive to include an artiﬁcial
intermediate normal region with ∆ = 0 and EIF = E
S
F , whose width, d, can be taken to
zero at the end of the calculation. This intermediate region allows to spatially separate
normal reﬂection due to the Fermi energy mismatch from the Andreev reﬂection asso-
ciated to the jump in ∆. As shown in Figure 4.10 (case i), an incident electron from
the normal side with energy E and parallel momentum ~q such that ~vF q < |E − EF |
is partially transmitted into the intermediate region and after a sequence of normal and
Andreev reﬂections would be reﬂected as a hole. This process can either correspond to
retro or specular Andreev reﬂection depending on whether E < EF or E > EF [56]. For
~vF q ≥ |E ± EF | neither electron or holes can propagate within the graphene normal
region. However, virtual processes like the one depicted in Figure 4.10 (case ii) would
be present. These correspond to sequences of Andreev and normal reﬂections within
the intermediate region. A bound state emerges when the total phase φ accumulated in
such processes reach the resonance condition φ = 2nπ.
It is quite straightforward to determine the dispersion relation for the IBS from the model
represented in the left panel of Figure 4.10. The phase accumulated by a sequence of
normal and Andreev reﬂections in the intermediate region can be obtained from the
corresponding coeﬃcients re, rh and rA. Following Ref. [56], one obtains
re,h = e
iαIe,h
e−iα
I
e,h − e−iαe,h
eiα
I
e,h + e−iαe,h
, (4.24)
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Figure 4.10: Simple model for the emergence of the IBS (left panel). It illustrates the
scattering processes taking place at a graphene-superconductor interface
with an intermediate heavily doped normal graphene region of width d.
Cases (i) and (ii) correspond to the case ~vF q < |E ± EF | and ~vF q >
|E ± EF | respectively with ∆ > E > EF . (Right panel) Graphene-
superconductor junctions along diﬀerent edges. On the superconducting
side (shaded areas) the on-site order parameter ∆ is ﬁnite and the doping
level is high (ESF ≫ ∆).
where α
(I)
e,h = arcsin ~vF q/(E ± E
(I)
F ). The condition E
I
F ≫ ∆, E, ~vF q allows to take
αIe,h ≃ 0. On the other hand, in the region of evanescent electron and hole states for
graphene (|~vF q| > |E ± EF |), re,h becomes a pure phase factor eiϕe,h , with ϕe,h =
−2sign(q/(E ± EF )) arctan eλe,h and λe,h = sign(q)arcosh(~vF q/|E ± EF |). For the
Andreev reﬂection coeﬃcient between regions I and S one has rA = e
iϕA , where ϕA =
arccosE/∆, as it corresponds to the Andreev reﬂection at an ideal N-S interface with
ESF ≫ ∆ [51]. In the limit d→ 0 the total phase accumulated is thus φ = 2ϕA+ϕe+ϕh,
from which one obtains the following dispersion relation
E
∆
= ±e
(λe+λh)/2 − sign(E2 − E2F )e−(λe+λh)/2
2
√
coshλe cosh λh
. (4.25)
This dispersion simpliﬁes to E/∆ = ±~vF q/
√
(~vF q)2 +∆2 at the charge neutrality
point (i.e. for EF = 0). In this case the IBS approaches zero energy for q → 0 and
tend asymptotically to the superconducting gap for large q. Notice also that the decay
of the states into the graphene bulk region (x < 0 in the left panel of Figure 4.10) is set
by ex/ξe,h , where ξe,h = ~vF /[|E ± EF |sinh(λe,h)] for the electron and hole components
respectively, which can be clearly much larger than the superconducting coherence length
ξ0 = ~vF /∆ when EF ≪ ∆. It is also interesting to notice that the IBS survive when
EF > ∆, i.e. in the regime corresponding to the usual Andreev retro-reﬂection, but
with a much smaller spatial extension.
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Figure 4.11: Gray-scale plot of the spectral density at a distance ∼ ξ0 from the inter-
face deﬁned along an armchair edge. The results were obtained using the
HDSC model for EF = 0 (left panel) and EF = ∆/2 (right panel). The
full lines indicate the position of the IBS determined from Equation 4.25.
In order to analyze the existence and the characteristics of the IBS for diﬀerent types
of graphene-superconductor junctions we make use of the Green function formalism
based on tight-binding and continuous models for these junctions that was introduced
in Chapter 3. Within the TB approach, the retarded green functions at the interface
ˇˆ
G(E, q) are given by
[
ˇˆg−1 − ˇˆΣ
]−1
, where ˇˆg corresponds to the surface of the uncoupled
semi-inﬁnite graphene layer and
ˇˆ
Σ is the self-energy associated to the coupling with the
superconductor. In general all these quantities have a 2 × 2 structure both in the sub-
lattice (indicated by the hat symbol ˆ· · ·) and the Nambu (indicated by the check symbol
ˇ· · ·) spaces. Once these quantities for each type of interface have been determined, the
existence of an IBS can be established by analyzing the equation det
[
ˇˆg−1 − ˇˆΣ
]
= 0.
On the other hand, within the continuous model the coupling with the superconductor is
included in the perturbation δGˇ from Equation 4.16. The condition for a bounded state
at the interface is thus included in the denominator of this perturbation. Depending of
the type of edge, a diﬀerent conditions is obtained from Equation 4.19 and Equation 4.22.
4.4.2 Interface along an armchair edge.
We begin with the TB model to study the eﬀect of the superconducting electrode on
the IBS. We consider an interface constructed along an armchair edge, as schematically
depicted in the right panel of Figure 4.10. In a rather generic way one can write ˇˆg =
gˆe(τˇ0 + τˇz)/2 + gˆh(τˇ0 − τˇz)/2 and ˇˆΣ/tg = βτˇzgˇBCS τˇz + γτˇzσˆx, where gˆe,h describe the
propagation of e and h components in the uncoupled graphene layer, gˇBCS = gτˇ0 + f τˇx
with g = −Ef/∆ = −E/√∆2 − E2 being the BCS dimensionless Green functions,
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and β and γ are parameters which allow to control the transparency and the type of
interface. As it was discussed in Section 4.2, γ = 0 corresponds to a model in which
the coherence between the sublattices of graphene is broken on the superconducting
side (bulk-BCS model), whereas for β =
√
3/2 and γ = 1/2 corresponds to the ideal
case where superconductivity is induced on the graphene layer by a superconducting
electrode deposited on top, thus leading to a heavily doped graphene superconductor
(HDSC).
To make further analytic progress we take the limit E,∆, ~vF q ≪ tg in the Green
functions gˆe,h introduced in Section 3.2, where tg denotes the hopping element between
neighboring sites in the graphene layer. In this case and for ~vF q > |E ± EF |, gˆe,h
adopt the form tggˆe,h = −12
[√
3 (µe,hσˆ0 + νe,hσˆy)± σˆx
]
, where µe,h = sign(q)/ sinh λe,h
and νe,h = sign(E ± EF )/ tanh λe,h. The Green functions matrix has the property
gˆ−1e,h = −t2ggˆTe,h ∓ tgσx. Using this property and the deﬁnition for the self-energy the
equation for the IBS in this case becomes
det
[
t2ggˆhgˆe + βgtg (gˆe + gˆh) + γtg (σˆxgˆe − gˆhσˆx)− (β2 + γ2)
]
= 0 (4.26)
For the HDSC model (i.e. β =
√
3/2 and γ = 1/2) the equation for the IBS reduce to
the one already found within the simple analytical model (Equation 4.25). This leads
to a single root for arbitrary doping which is four-fold degenerate due to valley and spin
symmetry. Figure 4.11 shows a color-scale plot of the spectral density at a distance ∼ ξ0
from the interface on the graphene layer with two diﬀerent doping conditions. The full
lines correspond to the IBS dispersion obtained by solving Equation 4.25. As can be
observed, the minimal energy for the IBS, Emin, depends on EF . Further analysis of
Equation 4.25 reveals that it satisﬁes the cubic equation E3min + E
2
minEF −∆2EF = 0,
thus evolving between 0 and ∆ as EF increases. The transition between Emin > EF
and Emin < EF occurs at EF = ∆/
√
2. The presence of the IBS manifests also in the
appearance of singularities in the LDOS around E = ±∆, as it is clearly exposed in the
previous section (see Figure 4.6, for example).
On the other hand, for the bulk-BCS model (i.e. γ = 0 and β ∈ (0, 1)) one obtains
3
2
β2g2(µeµh + νeνh − 1) +
√
3βg(µe + µh)(1 + β
2)
+
β2(1 + 2β2)
2
+
3
4
(1 + 2β2)(νeνh − µeµh) + 1
4
= 0. (4.27)
In this case the degeneracy associated to the two valleys in the band-structure of
graphene is generally broken (except for EF = 0). The roots gradually evolve toward
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Figure 4.12: Dispersion relation for the IBS on a zig-zag interface for decreasing pa-
rameter β controlling the coupling with the superconductor. The paral-
lel momentum q in Equation 4.30 is measured from the Dirac points at
K = ±2π/3a.
the linear dispersion |E + EF | = ~vF q as β → 0, which corresponds to the armchair
edge state of the isolated graphene layer [57].
The continuous approach gives further analytic insight. In particular, from Equa-
tion 4.19, the condition Darm = 0 is satisﬁed by states with energy given by
E
∆
= ±e
(λe+λh)/2 − sign(E2 − E2F )e−(λe+λh)/2
2
√
coshλe cosh λh
, (4.28)
where we deﬁne λe,h = sign(q)arcosh(~vF q/|E ± EF |) for evanescent electron or hole
states with |~vF q| > |EF ± E|. This is the same result that is obtained within the
simple model in Equation 4.25 and for the HDSC model in the TB approach. The
equivalence between the HDSC model within the TB approach with the continuous
model has been already exposed in the previous section (see Figure 4.8) and, in more
detail, in Section 3.4.
4.4.3 Interface along a zig-zag edge.
We now consider an interface along a zig-zag edge as illustrated in the right panel of
Figure 4.10. The Green functions for the semi-inﬁnite zig-zag edge can be obtained
following the same formalism as in Chapter 3. In the continuous limit gˆe,h becomes
tggˆe,h =
(
ie−iαe,h ∓eiπ/3
∓e−iπ/3 0
)
, (4.29)
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where, as in Equation 4.24, sinαe,h = (~vF q)/(E±EF ) but with q measured with respect
to the point K = 2π/3a; where a is the lattice constant indicated in the right panel of
Figure 4.10. There exists an additional branch where q is measured from the opposite
Dirac point at −K. The self-energy due to the coupling with the superconductor is in
this case
ˇˆ
Σ = βtg(σˆ0 + σˆz) (τˇz gˇBCS τˇz) /2. The equation for the IBS then becomes
E
∆
= ±e
(λe+λh)/2 − sign(E2 − E2F )β2e−(λe+λh)/2√
(eλe + β2e−λe)(eλh + β2e−λh)
, (4.30)
which looks very similar to Equation 4.25 except for the presence of the parameter β
controlling the coupling and the already mentioned redeﬁnition of the parallel momen-
tum q. An interesting property of zig-zag edges is the presence of zero energy states for
total parallel momentum between (−K,K) and EF = 0 (for more details see Ref. [15]).
When the coupling to the superconductor is turned on by increasing the parameter β,
one observes that the zero energy states evolve acquiring a ﬁnite slope. These states
can thus be identiﬁed with the IBS for this type of interface. This is illustrated in Fig-
ure 4.12. When the coupling parameter β reaches 1 the usual dispersion of the simplest
analytical model is recovered. Analogously, when this denominator of Equation 4.21 is
set to zero one obtains the dispersion relation for the IBS along this edge,
E
∆
= ±e
(λe+λh)/2 − β2sign(E2 − E2F )e−(λe+λh)/2√
(eλe + β2e−λe)(eλh + β2e−λh)
, (4.31)
which is in perfect agreement with the previous result.
4.4.4 Effect of a supercurrent.
A supercurrent ﬂowing on the superconducting side of the junction modiﬁes the spatial
variation of the phase of the order parameter which produces a Doppler shift in the
energy of the quasiparticles. This shift, obtained from the Bogoliubov-de Gennes-Dirac
equations within the Andreev approximation, is given by η = (~vF )
2qsq/E
S
F , where ~qs
is the momentum of the Cooper pairs assumed to be parallel to the interface. This result
is equivalent to the one found in Refs. [104] and [105] for conventional and two-band
superconductors. Notice that for this analysis we go beyond the limit ESF →∞ taken in
the initial simple model. The expression for the reﬂection coeﬃcients of Equation 4.24
still holds but αIe ≃ −αIh ≡ αI = arcsin ~vF q/ESF is kept ﬁnite. On the other hand,
the phase of the Andreev reﬂection coeﬃcient between the intermediate region and the
current-carrying superconductor becomes ϕA = arccosE
′/∆(qs), where E′ = E + η.
At zero temperature, due to Landau criterion, the order parameter is unaﬀected by
the supercurrent while ~vF qs . ∆(0) [104, 105]. Therefore, in this condition, ∆(qs) ≃
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Figure 4.13: Eﬀect of a supercurrent ﬂowing on the superconducting electrode on
the dispersion relation (left panel) and on the local density of states at a
distance ∼ ξ0/10 from the interface normalized to ρ0 = ∆(a/~vF )2/2π
(right panel). The results correspond to ~vF qs/∆ = 0.0, 0.25, 0.5 and
0.75 with ESF = 100∆.
∆(0) ≡ ∆. For the case E > EF we thus get the following modiﬁed equation for the
IBS within the simple model sketched in Figure 4.10
E′
∆
= ±sinh (λe + λh)/2 + sinα
I sinh (λe − λh)/2√
(cosh λe − sinαI)(cosh λh + sinαI)
. (4.32)
Figure 4.13 illustrates the eﬀect of a supercurrent both in the dispersion relation of the
IBS (left panel) and in the local density of states close to the interface (right panel).
For qs = 0, the IBS manifest in a ﬁnite LDOS for E < ∆ and a sharp peak at E =
∆. Qualitatively, the presence of a supercurrent breaks the symmetry with respect to
inversion of the parallel momentum ~q and leads to a splitting of the singularity at
E ≃ ∆ in the LDOS. Note that this implies the appearance of an induced net current
on the graphene side (for |x| . ξ). For EF = 0 the distortion of the dispersion relation
for ﬁnite and small qs is given by E(qs, q) = E(0, q) + (~vF q)
2η/((~vF q)
2 +∆2).
A more quantitative analysis of the eﬀect of a supercurrent requires the estimation of
the parameter ESF . This parameter is very much dependent on the fabrication methods
and material properties of the metallic electrodes deposited on top of the graphene layer.
According to the ab-initio calculations of Ref. [106] for Pd on graphene a typical estimate
would be ESF ∼ 0.1eV , which for a superconductor like Nb gives a ratio ESF /∆ ∼ 100.
The results on Figure 4.13 have been obtained for this ratio.
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4.4.5 Effects of disorder on the IBS.
We notice that the inclusion of weak disorder along the interface, introducing a small
uncertainty in the parallel momentum δq, would not prevent the emergence of IBS
provided that δq ≪ ∆~vF . However, the electron-hole inhomogeneity in graphene (i.e.,
charge puddles [40, 41]) is a type of charge disorder that has to be taken into account.
The results previously presented correspond to an inﬁnite layer of pristine graphene
connected to a superconductor modeled as it is introduced in Section 4.2. A more
realistic model should include size eﬀects such as a graphene layer with a ﬁnite length,
along with the possibility of electron-density inhomogeneities. Although the eﬀect of
having a ﬁnite length in the normal region can be treated within both the continuous
and the TB models, the latter is more suitable to explore the eﬀect of disorder.
Within the TB model, we deﬁne an impurity-free graphene layer of horizontal length
L = dN and periodic boundary conditions along the vertical direction to eﬀectively have
an inﬁnite width. The horizontal ﬁnite length of the layer depends on the number of cells
N and the typical size of a cell, which is d =
√
3a0 for the armchair orientation and d =
3a0 for the zigzag one, with a0 the distance between nearest carbon atoms. The details
of the TB model have been already introduced in Section 3.2. Disorder is introduced
as a two-dimensional superlattice potential. This potential is built combining piecewise
potentials along the vertical and the horizontal directions, with spatial periodicity dy
and dx, respectively. The strength of the potential, δV , takes random values in the range
[−V0, V0] over an area of typical size dxdy. This two-dimensional superlattice potential
is equivalent to the chessboard potential introduced in Appendix A, with the peculiarity
that the shape of each piecewise potential is not a series of consecutive barriers and wells
but a random step-like proﬁle.
The results for a graphene layer of horizontal length L =
√
3800a0, with armchair
edges, coupled to a superconductor are presented in Figure 4.14. The left panel has
been calculated in the absence of the disordered potential. The results are similar to
the undoped case presented in Figure 4.6: A clear peak at E = ∆, which rapidly
decays inside the normal region after a few times the superconducting coherence length.
The ﬁnite length of the graphene layer manifests as the appearance of some energy
states close to the gap edge. When the disorder is taken into account (right panel),
the peak at the edge of the gap remains unaltered and the decay is comparable to the
non-disordered case. However, the weight of the states below the gap becomes more
important, which makes the LDOS proﬁle more noisy. The envelope of the LDOS is still
comparable to the non-disordered case, but small ﬂuctuations appear. The main eﬀect
of disorder can be seen as an eﬀective doping, which does not alter deeply the LDOS.
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Figure 4.14: LDOS for a graphene layer of length L = 197 nm (800 armchair cells)
coupled to a superconductor on an armchair edge calculated within the
TB model. For the simulation, the superconducting gap has been chosen
to be ∆ = 0.005tg. The left panel shows the results for the case without
disorder. For the right panel, a superlattice potential of strength V0 =
0.01tg, with spatial periods dx = 22 nm and dy = 10 nm, has been
applied.
The strength of the superlattice potential used in these simulations is V0 = 0.01tg ≈ 27
meV, which is comparable to the greatest estimation for the measured strength of the
charge inhomogeneities in graphene [41]. The periodicity of the superlattice potential
has been chosen to be dx ≈ 22 nm and dy ≈ 10 nm. This is, however, slightly smaller
than the typical length of a charge puddle in graphene, which has a average size of 30
nm. In spite of this, the results presented are close enough to suppose that a bigger
period for the superlattice potential would not aﬀect considerably the LDOS proﬁles.
4.4.6 Conclusions.
We have shown that interface bound states appear at graphene-superconductor junc-
tions. The properties of these states are sensitive to the type of edge forming the
interface, its transparency, and the doping conditions of the graphene layer. We have
demonstrated that the interface states evolve toward the edge states of the isolated
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graphene layer when the transparency of the interface is reduced. We have also shown
that they can be modulated by a supercurrent ﬂowing through the superconductor in
the direction parallel to the interface. Even when our analysis has been restricted to
interfaces along armchair or zig-zag edges we expect the appearance of IBS to be a
general property of any edge orientation. Additionally, the inclusion of weak disorder
along the interface introducing a small uncertainty in the parallel momentum δq would
not prevent the emergence of IBS provided that δq ≪ ∆/~vF . On the other hand, the
presence of charge inhomogeneities in the normal region introduces small ﬂuctuations in
the LDOS proﬁle. However, the IBS and, consequently, the envelope of the LDOS are
robust against a disorder strength comparable to the measured strength of the charge
puddles. As a ﬁnal remark we would like to comment that the existence of IBS induces
long-range superconducting correlations between distant points on the graphene layer
that are close to the interface. This property could be exploited to detect crossed An-
dreev processes and therefore entangled electron pairs using weakly coupled STM probes
on a graphene-superconductor junction in a conﬁguration such as the one proposed in
Ref. [107]. The analysis of nonlocal transport in this system is the aim of the next
chapter.
4.5 Conclusion and discussion.
A microscopic description of a graphene-based NS junction has been presented. Special
emphasis in the diﬀerent superconducting electrodes is given. The proximity eﬀect is
studied, with results for the minigap induced in the normal region. The LDOS on the
normal region is studied, distinguishing the case of a semi-inﬁnite normal region and
a ﬁnite one and also the diﬀerent graphene edges. The eﬀect of the edge orientation
(zigzag and armchair) on the coupling with the superconductor is treated. A simple
model for the formation of bound states at the graphene-superconductor interface is
given. These states give more microscopic insight on the LDOS proﬁles. The results
presented here are very useful for studying nonlocal transport in graphene, which is the
subject of the next Chapter.
We expect that these ﬁndings can be useful to analyze future scanning tunneling mi-
croscopy experiments on graphene sheets with superconducting electrodes.
Chapter 5
Nonlocal transport in graphene.
5.1 Induced pairing correlations.
5.1.1 Electron-hole correlations on the NS system.
How does the proximity with the superconducting interface aﬀect the nonlocal transport?
We know that the eﬀect of coupling a superconductor (heavily doped graphene) to a semi-
inﬁnite graphene layer is the appearance of peaks in the DOS for energies near the value
of the superconducting gap ∆ (see Chapter 4). These peaks decay inside the graphene
layer for distances of the order of the superconducting coherence length ξ. The formation
of these peaks is due to interface bound states in the graphene-superconductor junction.
We have to understand how this aﬀects the nonlocal transport near the interface.
The coupling with the superconductor induces correlations between electron and hole-
like excitations in the normal region by the proximity eﬀect. We can map the spatial
variation of these correlations using the Green function of the coupled system. The
element GˇL|eh,AA(x, x′, y), from Equation 4.16, corresponds to the injection of electron
excitations at the point x′ on the y = 0 axis and its propagation as a hole excitation
to the rest of the plane (x, y) after an electron-hole conversion at the interface. The
probability Pe→h that an electron injected at (x′, 0) would be converted into a hole at
(x, y) is proportional to
Pe→h ∝
∣∣∣∣∫ ∞−∞ dqeiqyGˇL|eh,SS′ (q,E;x, x′)
∣∣∣∣2 , (5.1)
with S, S′ = A,B.
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For analyzing the induced pairing correlations, in the normal graphene layer with arm-
chair edges coupled to a superconductor, the electron-hole elements of δGˇ in Equa-
tion 4.16 are needed. We set β = 1, thus having perfect transparency, and for any
values of x and x′ these elements reduce to
GˆarmL|eh,AA(BB)(x, x
′) =
−ie−ikexeikhx′
~vDarm
∆
Ω
{
cos
[
K
(
x− x′)] [1 + cos [αe − αh] + E
Ω
(cosαe + cosαh)
]
+
1
2
sin
[
K
(
x− x′)] cosαe − cosαh
cosαe cosαh
[
sinαe + sinαh +
E
Ω
sin [αe − αh]
]}
.
(5.2)
On the other hand, for a zigzag interface, the electron-hole component of the Green
function is given by
GˇzzL|eh(x, x
′) =
iβ2e−ikexeikhx′
~vDzz
∆
Ω
(
1 eiαh
−e−iαe −e−iαeeiαh
)
. (5.3)
In our study of the spatial variation of the superconducting correlations we set x′ = −ξ.
We ﬁnd it interesting to explore the change in the induced pair correlations for electrons
injected within the gap (E < ∆) when the doping level varies from EF ≫ ∆ (left panel
of Figure 5.1) to EF ≪ ∆ (right panel). As it was demonstrated in Ref. [56], these two
limiting cases correspond to the regimes in which Andreev reﬂection exhibits respectively
a retro or a specular character. In these limits and in the case of perfect transparency,
the main diﬀerence between an armchair edge and a zigzag one is that the atomic
oscillations happen along the x or y axis, respectively. Thus, we only analyze the results
for an armchair edge with a ﬁxed multiplicity. In Figure 5.1 these two cases are shown
for an incident energy E = 0.75∆. In the case EF > ∆, shown in the left panel, electron-
hole conversion occurs mainly for y ≃ 0 decaying fast for y & ξ. This conﬁnement of
the pairing correlations on the y direction is a consequence of the underlying diﬀraction
pattern for the injected electrons at one point which has a spatial extension of the order
of ~v/EF . The behavior is drastically diﬀerent in the limit EF < E < ∆ for which
specular reﬂection is enhanced (right panel). In addition to the electron-hole conversion
for normal incidence, the results exhibit the presence of long-range superconducting
correlations along the y axis, provided that x ∼ ξ. These long-range correlations can
be directly associated with the presence of IBSs which in this regime have a spatial
extension inside the normal region which is much larger than ξ. At the same time, the
extended correlations can be interpreted as a signature of divergent Andreev reﬂection
trajectories characteristic of the regime EF ≪ ∆.
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Figure 5.1: Spatial mapping of induced pairing correlations in the normal region of
graphene. The results show the squared absolute value of the Fourier
transform of GˇL|eh,AA for an incident energy E = 0.75∆ and x
′ = −ξ.
The panel on the left shows the case EF > ∆ with EF = 2.1∆, in which
retro-reﬂection is enhanced. The right panel shows the opposite case
EF < ∆, with EF = 0.1∆, in which specular reﬂection dominates.
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Figure 5.2: Comparison between TB and BdGD model. For the region of positive
energies (top panel),
∣∣Gˇee,AA∣∣2 and ∣∣Gˇeh,AA∣∣2 are represented using both
models. In the other region (bottom panel), we represent
∣∣Gˇhh,AA∣∣2 and∣∣Gˇhe,AA∣∣2. For the TB model two lines with diﬀerent multiplicity are
shown. The Fermi energy is 0.5∆ and the spatial separation is 500 in
units of each model. I think that the main diﬀerences are due to the
diﬀerent units of length used in each model.
5.1.2 Long-range proximity effect.
The proximity of the superconductor induces long range superconducting correlations
between distant points on the graphene layer that are close to the interface [83]. This
property could be exploited to detect crossed Andreev processes and therefore entangled
electron pairs using weakly coupled STM probes on a graphene-superconductor junction,
in a conﬁguration like the one proposed in Ref. [107, 108].
When we study the electronic properties for two positions of a graphene sheet coupled to
a superconducting region, we will focus in the propagation of electrons from one point
to another [electron co-tunneling (EC)] and the possibility that an incoming electron
from one point is reﬂected in the interface as a hole which propagates to the second
position [crossed Andreev reflection (CAR)]. We will see how each phenomenon can be
enhanced for diﬀerent energy regions when the Fermi energy is of the same order of the
superconducting gap.
We begin by setting an injection point for electrons at a ﬁxed transversal distance to the
interface d ≡ x = x′ = −0.6ξ. Figure 5.2 shows the dependence on the energy of both
the EC and the CAR transmissions when the system is doped but the Fermi energy is
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Figure 5.3: Graphene layer with W = 500a0 coupled to a superconductor (S
R).
Injection at y = 0 and x′ = −ξ/4 (x′ = −ξ for semi-inﬁnite zigzag).
E = 0.85∆ for the specular case and E = 0.25∆ for the retro-reﬂected
one. EF = 0.5∆.
within the superconducting gap. TCAR is always symmetric with the energy while TEC
is only symmetric when EF = 0. As a result, there is an energy window in which TEC
is reduced and can be comparable or even lower than TCAR. By varying the doping
of the normal region we get an energy range in which electron-hole conversion is more
probable than electron transmission. However, when EF ≫ ∆, TEC is symmetric and
greater than TCAR so the structure around Dirac’s point is essential if we want to study
when TCAR is enhanced.
Whenever the injection point is close enough to the interface the proximity eﬀect allows
to have superconducting correlations even at long distances from the injection point.
We show this long range behavior parallel to the superconductor-graphene interface in
Figure 5.3. We set the injection point at d = −ξ/4. We then plot electron-electron
propagation and electron-hole conversion of the injected electrons along the interface at
d = 0 as a function of the vertical distance y. We set the doping of the normal region
to be EF = 0.5∆ and inject electrons within the gap (E < ∆). We plot the results for
electrons in the conduction band E > EF and from the valence band E < EF . These
two cases correspond to the regimes in which Andreev reﬂection is, respectively, specular
or retro [56]. Results for both armchair and zigzag edges clearly show how electron-hole
conversion has a short vertical range when retro-reﬂection dominates. However, when
Andreev reﬂection has a specular character, the probability of electron-hole conversion
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Figure 5.4: Plot of GCAR as function of the vertical separation y for diﬀerent values
of E = EF = r∆. The linear conductance becomes ﬂat for values of r
over 1/
√
2. This eﬀect is controlled by the parameter η.
is almost constant even for vertical distances of tens of the superconducting coherence
length ξ.
The long-range behavior of the linear conductance is due to a singularity in GˆL[ee, eh].
In the simplest case in which E = EF = r∆, with 0 < r < 1, the Fourier transform can
be written as G(x, y) = ∫ ef(x,y;q)g(q)dq, with
g(q) =
√
1− q2
4r2
+ iq2r − ir√1−r2√
1− q2
4r2
(
2 + 1
1−r2
)
− ir
2r(1−r2) +
2r√
1−r2
=
1
2
1
q − 1√
1−r2
[
q − 2
√
1− r2 − 2ir
√
1− q
2
4r2
]
(5.4)
When we check the condition g(q0) = 0, we conclude that the pole q0 =
(
1− r2)−1/2
only exists for r ≥ 1/√2. The residue for this pole is
R =
2r2 − 1√
1− r2 exp
{
2r2x± iy√
1− r2
}
, (5.5)
where x < 0. In the limit |x| → ∞ the contribution of the residue to the integral is
negligible. The contribution of the exponential to the integral is also important. We can
use the saddle point approximation to determine the contribution to the integral. The
saddle point is obtained from the ﬁrst derivative of f(q) = (x± iy)q − ix
√
4r2 − q2
f ′(qs) = 0→ qs = − 2r (x± iy)√
(x± iy)2 − x2
. (5.6)
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Under this approximation, the integral is given by
I(x, y; r) ≈
√
2π
ef(qs)
|f ′′(qs)|1/2
g(qs) =
= − 4πr
~v
√
1− r2 |x||(x + iy)
2 − x2|−3/4
× exp
{
2r√
(x+ iy)2 − x2 (x|x| − (x+ iy)
2)
}
g(qs) (5.7)
g(qs) =
(1− r2)((x+ iy)− |x|)− ir√1− r2
√
y2 − i2xy
|x|(2r2 − 1) + x+ iy − 2ir√1− r2
√
y2 − i2xy
(5.8)
If we set x = ξ, the evolution with y is an exponential decay which must be dominant
when r < 1/
√
2. When r ≥ 1/√2, the residue begins to gain importance giving the os-
cillatory behavior around a determined value shown in Figure 5.4. The long-range decay
of the integral is controlled by the parameter η which was omitted in this calculation.
5.2 Selective focusing of electrons and holes in a graphene-
based Veselago lens.
5.2.1 Electron optics in graphene.
In the previous section, the possibility to exploit specular Andreev reﬂection in graphene
to observe paired electrons within a single graphene layer connected to a superconductor
was studied. As it is explained, the entangled electrons would be distinguishable along
diverging trajectories on the normal region of the NS junction. However, independent
detection of electron beams depending on their angle with the NS interface is a rather
complicated issue due to quantum interference eﬀects. That is not the case in optics,
where diﬀerent rays can be ﬁltered depending on their angle, or focused in diﬀerent
spatial regions.
The possibility of ﬁne-tuning the density of carriers in graphene together with their re-
semblance to massless particles like photons have made graphene a promising candidate
for testing photonic analogies in electron transport. As an example, an electron beam
ﬂowing through a single pn junction experiences negative refraction [109] and thus this
system has been proposed as the electronic equivalent of a Veselago lens [110]. Thanks
to this analogy, striking properties of the meta-materials such as perfect-lensing [111]
could be explored in graphene. In particular, supercollimation of electron beams [112]
has been proposed for graphene under periodic potentials and the focusing of electron
beams has been studied in circular graphene pn junctions [113], graphene nanoribbons
[114] and the surface of topological insulators [115]. The analogy between beam optics
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Figure 5.5: Graphene superconducting pnp junction. The band structure of each
region is shown on top for the case when the normal electrodes L and R
are adjusted to have the opposite doping level than the superconducting
central region S. Incoming electrons from the left electrode (solid red
lines) transform into evanescent electron and hole-like excitations inside
the superconductor (dashed red and blue lines, respectively). In the right
region, electrons and holes (solid blue lines) focus into distinct regions.
and Dirac electrons in graphene has been studied in detail for ﬂat, convex and concave
graphene pn junctions [116]. Graphene-based Veselago lenses have also been proposed
as filtering systems for spin-polarized electron beams [117]. All these proposals are
sustained in the advances in the construction of ballistic pnp junctions in graphene
[31, 118–120]. Additionally, good contact can be achieved between lithographically de-
ﬁned superconducting electrodes and graphene layers [11, 12, 14], with the possibility of
reaching almost ballistic transport in the presence of superconducting electrodes [13].
In a graphene-based normal-superconductor-normal (GSG) junction, local and crossed
(CAR) Andreev reﬂections can occur if the width of the central superconducting elec-
trode is comparable to the superconducting coherence length. The relativistic dispersion
relation of graphene, with the valence and the conduction band touching at the Dirac
point, enables to observe a theoretically pure CAR process in a GSG junction [121]. The
time-reversal of these processes corresponds to the splitting of a Cooper pair from the
superconductor into an entangled electron pair in the normal electrodes [59]. Although
progress has been achieved in the experimental realization of Cooper pair splitters using
carbon nanotube and semiconducting nanowire quantum dots [122, 123], it is expected
that graphene can provide even better conditions for the entanglement detection.
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Figure 5.6: Spatially separated focusing of electrons and holes in region R after inject-
ing electrons in region L. (a) Map of the electron transmission Tee(x, y)
near the focusing point x = 3WS/2. The width of the superconducting
region is WS = ξ ∼ 1µm and the doping levels are |EL,S,RF | = 0.5 eV.
(b) For the same parameters, map of the hole transmission Teh(x, y) near
the focusing point x = 5WS/2. (c) Sketch of the trajectories of electrons
and holes through the superconductor into the region R. See the text for
details. (d) Logarithmic scale plot of the transmission of electrons (red)
and holes (blue) into region R for y = 0, showing the proﬁles of (a) and
(b) where the peaks due to internal reﬂections can be distinguished.
In this section we propose to create a Veselago lens in a GSG junction to focus electrons
and holes in diﬀerent spatial regions. The idea is schematically depicted in Figure 5.5.
A graphene sheet is deposited on top of two independent gate electrodes and a central
superconducting electrode (denoted L, R and S respectively). The superconducting
electrode shifts the electronic bands of the underlying graphene region by transference
of electrons to produce an n-doping eﬀect. Subsequently, the doping level of each normal
region is adjusted by the gate electrodes so the system behaves as a pnp junction but
with the peculiarity that superconductivity is induced in the central region. Injection of
electrons can be realized in the L region by means of a local probe, and when the central
electrode is in the normal state the system acts as a Veselago lens focusing electrons at
the region R. When superconductivity is “switched on”, evanescent electron and hole-
like states are created in the graphene region located under the central electrode. In
the right electrode, electrons and holes become propagating waves again and are focused
into regions separated by hundreds of nanometers. This spatial separation would allow
the detection of the transmitted holes by means of a second local probe (detector in
Figure 5.5).
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5.2.2 Independent focusing of electrons and holes
For modeling the Veselago lens depicted in Figure 5.5, we consider an inﬁnite plane of
graphene with a superconducting electrode covering the region 0 < x < WS , while the
regions x < 0 (L) and x > WS (R) remain in the normal state. Although graphene is
not intrinsically superconducting, the superconducting electrode can induce a pairing
amplitude ∆ by proximity eﬀect [82, 93, 124]. We choose the width of the central region
to be comparable to the superconducting coherence length WS = ξ = ~vF/∆. For a
typical superconductor like Pb or Al ∆ ∼ 1 meV and thus ξ ∼ 0.5 − 1µm. An Al or
Pd/Al electrode in the superconducting state induces an n doping in the underlying
graphene region estimated as EFS ∼ −0.5 eV [125]. Since the gate potentials of the
normal regions can be adjusted independently, we choose them to be EL,RF = −ESF .
This set of parameters deﬁne a pnp junction with a central superconducting electrode.
The low energy excitations of the system are described by the Dirac-Bogoliubov-de
Gennes (DBdG) equations(
H − V (x) ∆(x)
∆(x) V (x)−H
)(
u
v
)
=E
(
u
v
)
, (5.9)
where H = ~vF (σˆxk + σˆyq) is the one-particle Dirac Hamiltonian with Fermi velocity
vF , ∆(x) is the pairing amplitude, V (x) is the potential proﬁle and E > 0 is the
excitation energy. We impose rigid boundary conditions at the normal-superconducting
interfaces to the pairing and the electrostatic potentials such that ∆(|x| > WS) = 0,
∆(|x| < WS) = ∆ and V (x < 0) = ELF , V (0 < x < WS) = ESF , V (x > WS) =
ERF . Whenever the pairing potential is assumed constant and nonzero, the low-energy
spectrum is given by E =
√
∆2 +
(
ESF − ~vF
√
k2 + q2
)2
. We deﬁne the momentum
perpendicular to the interfaces as ~vFk± =
√(
ESF ±Ω
)2 − q2, with Ω = √E2 −∆2 and
~q the conserved momentum parallel to the interfaces. The pairing potential couples
electrons and holes from diﬀerent valleys. Equation 5.9 is therefore written in Nambu
and pseudospin space, omitting the valley and spin degeneracies.
The transport properties can be expressed in terms of one-particle Green functions which
satisfy [(E ± i0+)−H(x)]Gr,a(x, x′) = δ(x− x′), where H denotes the full Hamiltonian
of the left hand side of Equation 5.9. We calculate the Green functions by solving
separately each region and combining the results following the method explained in
Section 3.4. To fully resolve spatially the Green functions we use the Fourier transform
G(x, x′; y−y′) = ∫ dqeiq(y−y′)G(x, x′). Therefore, by setting the electron injection in the
left region (x′ < 0) we analyze the electron transmission into the right region deﬁning
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Tee ∝ Tr |Gee(x, x′; y − y′)|2 and the CAR probability as Teh ∝ Tr |Geh(x, x′; y − y′)|2,
where the trace is done in the pseudospin space.
The transmission probabilities Tee(x, y) from region L to region R [i.e., electron co-
tunneling (EC)], and Teh(x, y) (CAR probability) are deﬁned so (x, y) denotes the de-
tector coordinates when the source coordinates are (−d, 0). In Figure 5.6 we show
the result of the microscopic calculation for the transmission probabilities. Tee ex-
hibits a well-deﬁned peak at 3d while we obtain a maximum of Teh at 5d, as it is
shown in Figure 5.6(a) and Figure 5.6(b), respectively. Both results are normalized to
T0 = Tee(−d, 0). The intensity of the electron focusing is much higher than that of the
holes, i.e., Tee(3d, 0) ∼ 100Teh(5d, 0), thus indicating that the EC signal is much greater
than the CAR signal. However, the spatial separation between peaks is exactly the
width of the superconducting region, which is of the order of 1 µm. This would allow to
detect each signal independently as we discuss in more detail below.
These results can be qualitatively explained with a simple analysis of the group velocities
of the particles at each region [see Figure 5.6(c)]. For a perfectly symmetric pnp junction,
the normal regions L and R are p doped with EF > 0, while the superconducting region
S is n doped with −EF . In the heavily doped regime |EF | ≫ ∆, E, an analysis of the
propagation of waves based on classical trajectories is sensible since λF ≪WS . Even for
the evanescent waves within the superconducting region and with |E| < ∆, this type of
analysis is valid considering waves with kSF ∼ kL,RF ∼ EF /~vF . Subsequently, the angle
of incidence and transmission of particles is deﬁned as φ(ky, EF ) = ± arcsin[~vF ky/EF ],
where the sign depends on the doping level of each region. As a result, the group veloci-
ties of electrons and holes can be written asVe,h = ±εvFke,h/|ke,h| = ±εvF (cosφ, sinφ),
where ε = 1(−1) for quasiparticles in the conduction (valence) band. From the con-
servation of the component of the wave vector parallel to the interface, we reach the
electronic equivalent of Snell’s law at each interface [109, 115] which allows us to deﬁne
a relative refraction index at each interface nLS,SR = sinφ
L,S/ sin φS,R = −ε. Taking
into account the sign due to the band index (conduction or valence) and the one due
to particle index (electron or hole), when the particle type is the same at both sides of
the interface (ε = 1), the change of band causes a negative refraction with n = −1. On
the other hand, when the particle type is not conserved (ε = −1), there is no negative
refraction and n = 1. This explains the classical trajectories sketched in Figure 5.5
and Figure 5.6(c): Incoming electrons from the region L (solid red lines) transform into
electron and hole-like excitations inside the superconductor (dashed red and blue lines,
respectively). While the former experiences a negative refraction because the particle
type is conserved, the latter follows the same path as the incoming electron. At the
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Figure 5.7: Injection at a distance greater than the width of the superconductor.
Microscopic calculation for Tee(x, 0) and Teh(x, 0) when the injection of
electrons is done at d = −3WS/2. The inset shows a sketch of the classical
trajectories. Notice that the peak of Teh at x = 3.5WS is ∼ 5 times larger
than the EC background.
second interface, the processes that preserve the particle type experience a negative re-
fraction and are focused to form an image in the optical axis x (for an analysis of the
transmission amplitudes, see Appendix B).
Furthermore, at each interface specular reﬂection occurs when the particle type is con-
served, while retro-reﬂection happens otherwise [Figure 5.6(c)]. Electron and hole-like
excitations can endure two consecutive specular reﬂections inside the superconductor to
create a new electron or hole beam in the normal region R. This leads to a sequence of
alternated electron and hole focusing points at the optical axis. In Figure 5.6(d) we show
the microscopic calculation in which we obtain peaks of Tee at x = (2m − 12)WS and
peaks of Teh at x = (2m+
1
2)WS , with m = 1, 2, .... The intensity of these peaks decays
exponentially with the distance to the superconductor, consistent with the behavior of
the proximity eﬀect in a graphene-superconductor interface [82, 93, 124].
While the previous analysis explains the separate focusing of electrons and holes, it
would be desirable that the background EC conductance at the CAR peak could be
further reduced. This can be achieved by increasing the injection distance d. Indeed,
the injection point (−d, 0) determines the origin of the sequence of focusing points in
which the separation between maxima of Tee and that of Teh is WS. For d < WS
the sequence of points starts always with a maximum of Tee. On the other hand, for
d > WS , electrons are only transmitted into the region R after two or more internal
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Figure 5.8: Tunnel junction. Microscopic calculation for the p-p’-n-p’-p junction in
the limit of thin barrier with the same parameters of Figure 5.6 (top)
and when the sign of the doping of region L is changed, thus having a
n-p’-n-p’-p junction (bottom).
specular reﬂections. However, a combination of one specular reﬂection and one retro-
reﬂection, which changes the particle type, allows for a hole focusing point at x = 1.5WS ,
i.e., to the left of the electron focusing point at x = 2.5WS (see Figure 5.7 for a sketch of
the trajectories and the microscopic calculation). The intensity of this peak is the same
as the CAR peak appearing at x = 3.5WS , to the right of the electron focusing point,
which comes from a transmitted hole without internal reﬂections. Both peaks of Teh in
Figure 5.7 are greater than the peak of Tee; in particular the peak at x = 3.5WS is ∼ 5
times larger than the background EC contribution.
5.2.3 Focusing in the tunnel limit
We now describe a p-p’-n-p’-p junction, where the p’ regions are narrow normal inter-
mediate regions with a large energy potential for the quasiparticles (see the sketch in
the top panel of Figure 5.8). These regions act as an insulating barrier between the
normal and the superconducting regions. As it was studied in Refs. [57, 58], in the limit
of thin barrier, these regions introduce a Fermi vector mismatch such that the reﬂection
and transmission amplitudes exhibit an oscillatory behavior as a function of the barrier
strength χ (see more details in Appendix B). Recreating the conditions of Figure 5.6
in this system, i.e. injection at −d = −WS/2 and dopings EL,RF = −ESF = 0.5 eV, the
barrier strength can be tuned so that the CAR and EC signals are of the same order of
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Figure 5.9: Deviations from the ideal case: caustic curves and disorder. (a): Map of
Teh(x, y) for an asymmetric pnp junction. We set E
R
F = 0.4 eV and keep
the rest of the parameters the same as in Figure 5.7, where d > WS . The
refracted waves in the right region form a characteristic interference pat-
tern showing two caustic curves near the cusp for each of the transmitted
holes. (b): Map of Teh(x, y) for a pnp junction calculated using the TB
model. The length of the central superconducting region is WS = 85.2
nm. The gate potentials used are EL,RF = −ESF = 0.6 eV, with ∆ = 2.7
meV. The left panel includes no disorder. The central panel has V0 = 54
meV. The right panel has V0 = 81 meV. The smearing of the potential
for the three panels has a range of ∼ 35 nm.
magnitude but focus at diﬀerent points. We show in the top panel of Figure 5.8 how
the intensity of the Tee peak is slightly the double of the Teh one. The Fermi vector
mismatch introduced by the barriers allows to change the sign of the doping for the
region L, thus having a n-p’-n-p’-p junction where the focusing of CAR and EC are spa-
tially exchanged with respect to the previous case (see bottom panel of Figure 5.8). We
should notice here that this exchange of electron and hole trajectories can not be done
in a perfectly transmitting nnp junction since the change of sign in the ﬁrst interface is
necessary to create hole-like excitations inside the superconductor.
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5.2.4 Deviations from the ideal case
We have considered thus far that each interface is a perfectly symmetric pn junction,
i.e. EpF = −EnF . If the doping level of one of the regions is not perfectly aligned with
the next we have that n 6= −1 for that interface. In Figure 5.9(a) we show a map of
Teh(x, y) with E
L
F = −ESF = 0.5 eV and ERF = 0.4 eV where the refraction index of
the SR interface becomes n = −ERF /ELF = −0.8. For this case the classical trajectories
are deformed at the region R. The focal points are displaced from the ones shown in
Figure 5.7 and the envelope of the refracted rays becomes a caustic curve [126]. The
focusing pattern is reproduced but the intensity of the cusps is not the same, as was the
case for the symmetric junction. Caustic curves for electrons in asymmetric pn junctions
have been predicted to appear [109, 113, 115] but we show here that these curves appear
in spite of being originated from hole-like excitations inside the superconductor. We
thus conclude that a doping imbalance between regions has the same eﬀect on the CAR
signal as that on the EC one.
The results presented thus far correspond to an inﬁnite layer of pristine graphene under
a perfectly sharp potential proﬁle. As it is done in Section 4.4, one can go beyond
the ideal case including size eﬀects such as a graphene layer with a ﬁnite length, a
potential proﬁle varying smoothly along the sample and the inclusion of charge puddles
[40, 41]. Using a tight-binding model with a two-dimensional superlattice potential we
explore the stability of the focusing pattern under these premises. We deﬁne a defect-
free graphene strip of total length W ∼ 900 nm, with a central superconducting region
of length WS ∼ 90 nm and coupled to normal metallic electrodes at the edges. A
smearing of the potential proﬁle within a range of 30 − 40 nm is introduced at each
normal-superconductor interface. In addition, we introduce random inhomogeneities of
the potential proﬁle of strength V0 over an area of typical length d ∼ 20 − 30 nm (the
details of the superlattice potential are presented in Appendix A).
We show in the left panel of Figure 5.9(b) the TB results for Teh(x, y) in the absence of
disorder (V0 = 0). The focusing spot at x = 2.5WS is clearly distinguishable although
some diﬀraction eﬀects are present due to the ﬁnite length of the system and the smearing
of the potential. When we introduce disorder of strength V0 = 54 meV (central panel)
the intensity of the focusing spot is reduced but its size remains almost unchanged. In
the right panel, when the disorder strength is increased to V0 ∼ 81 meV, diﬀraction
eﬀects overcome the focusing pattern. The smearing of the potential has a range of ∼ 35
nm for the three panels. As it was demonstrated in Ref. [114] for a smooth pn junction,
the smearing of the potential introduces a small diﬀraction eﬀect in the transmission,
reducing the intensity of the focusing point, but leaving the extension of the spot almost
unchanged. We also ﬁnd that the focusing pattern is robust against disorder caused by
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charge puddles of width ∼ 20−30 nm and strength V0 . 80 meV. These parameters are
well above the measured inhomogeneities in graphene, which are bounded to 30 meV
over 20− 30 nm [40, 41].
5.2.5 Conclusions.
In conclusion we have shown that selective focusing of electrons and holes can be pro-
duced in a GSG junction. In addition, the geometry can be tuned in order that the
CAR peak dominates over the EC background. We have also shown that the focusing
is robust against deviations from the ideal conditions. Under these premises, a possible
experimental realization of this proposal is sketched in Figure 5.5, where electrons are
injected at the source electrode and collected at the detector electrode. If the source is
a ﬁxed electrode, a mobile detector would be able to distinguish between the EC sig-
nal and the CAR signal by moving from one focusing point to the other. On the other
hand, if the detector is ﬁxed, by moving the source electrode the focusing pattern can be
adjusted to reach the ﬁxed electrode. Although the nonlocal electron-hole transmission
is reduced by a factor of 10−4 with respect to the transmission at the injection point,
the total nonlocal conductance can reach a measurable value when adding the contribu-
tion of many channels. These properties open an interesting route for the detection of
entangled electron pairs over distances of ∼ 1 µm.
Chapter 6
Cooper pair splitters based on
carbon nanotubes.
6.1 Cooper pair beam splitters in double quantum dots.
Producing entangled electron pairs in a solid state device from the splitting of Cooper
pairs [72–75] is a challenging possibility which is starting to generate an intense experi-
mental eﬀort [67–71, 122, 123]. A basic splitting device is a three terminal system with
a central superconducting lead (S) in between two normal (N) ones, as depicted in the
upper panel of Figure 6.1. When a Cooper pair is injected from the S lead it can either
be transmitted as a whole to one of the N leads by means of a local Andreev process
[Figure 6.1(a)] or split so that each of the electrons in the pair is transmitted to a dif-
ferent lead, which corresponds to a crossed Andreev process (CAR) [Figure 6.1(b)] [59].
Initial experimental devices were based on nanolitographically deﬁned diﬀusive samples
[67–71]. In this case a key issue which was extensively addressed theoretically was the
competition between CAR processes and direct tunneling of electrons between the nor-
mal leads. The cancellation between both contributions to the nonlocal conductance
for thick tunnel barriers was shown to be removed by introducing ferromagnetic leads
[60, 61], increasing the barrier transparency [62–64] or taking into account Coulomb
interactions [65]. The importance of non-equilibrium eﬀects at large bias voltages has
been also analyzed [66]. More recent experiments are oriented towards tunable double
quantum dots systems based either on carbon nanotubes [122] or InAs nanowires [123].
In spite of the diﬀerence in materials the systems realized in both experiments were con-
ceptually equivalent. They did correspond, however, to diﬀerent physical regimes: while
in Ref. [122] the hybridization by direct tunneling between the dots was dominant, in
Ref. [123] the direct tunneling appeared to be negligible. In both works the Cooper pair
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Figure 6.1: Schematic representation of local (a) and nonlocal (b) Andreev processes
in a generic Cooper pair splitter. (c) Speciﬁc geometry considered in this
work: a ﬁnite SWCNT coupled to normal leads at its ends and a central
superconducting lead. The lower image (d) illustrates the potential proﬁle
along the tube.
splitting action was demonstrated indirectly by analyzing the changes in the behavior of
the conductance when going from the normal to the superconducting state. Both works
pointed out an unexpectedly high eﬃciency for CAR, much higher than what would
be predicted by theories which do not take into account the direct inter-dot tunneling
[72–75]. Still further experimental and theoretical eﬀorts are needed in order to demon-
strate the splitting unambiguously and to reach the nearly 100% eﬃciency which could
be necessary for entanglement detection [127].
This section is organized as follows: We begin with a SWCNT in the normal state
without e-e interactions in order to analyze the inter-dot coupling. Subsequently, we
switch on superconductivity in the central electrode and study the probability of the
CAR processes and the splitting eﬃciency. Finally, we map the problem into a minimal
model where analytical insight into the non-linear regime and the eﬀect of interactions
is obtained.
6.2 Experiments on Carbon nanotubes and InAs nanowires.
Two recent experiments have shown that Cooper pairs can be split in a controlled fashion
in double quantum dot structures. In one case, the electron entangler was based on single
walled carbon nanotubes [122], while the other was based on InAs nanowires [123]. Both
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Figure 6.2: (a) Sketch of the model used for the Cooper pair splitters. (b) SEM
image, in false colors, of the Cooper pair splitter device based on carbon
nanotubes, with the two biasing schemes sketched. (c) Conductance map
as a function of the gates for an anticrossing in the superconducting state.
(d) Measurements of the conductance in the normal state (black solid
lines) and in the superconducting state (red [medium gray] solid lines)
for GR and GL along the direction of the yellow arrow of (c). For the
sake of clarity, the normal state conductances have been multiplied by
1/3. The model calculations are in green [dark gray] solid lines for the
superconductor state and in orange [light gray] solid lines for the normal
state. In blue dashed lines, the CAR probability. Images taken from Ref.
[122].
experiments exploit the possibility of individually tuning the levels of each dot by means
of independent gates. At the same time, in the quantum dot regime, a suﬃciently large
Coulomb interaction on each dot prohibits the possibility of having two electrons on the
same dot. Subsequently, both experiments are a good realization of the model proposed
by Recher et al. for a Cooper pair splitter [72] [see Figure 6.2(a)].
Using the parameters deﬁned in Figure 6.2(a), we analyze the diﬀerent regimes in which
each experiment has been realized. On the one hand, for the experiment from Ref.
[123], the superconducting gap is ∆ ≈ 150 µeV, corresponding to a central electrode
made from aluminum. The width of the superconducting lead was ∼ 150 nm, while the
distance between the central electrode and the metallic contacts is ∼ 350 nm. The setup
is therefore symmetric, with the broadening of the QD levels of the order ΓL = ΓR =
Γ ≈ 0.5 meV. The DQD is taken into the Coulomb blockade regime with a charging
energy of U = UL = UR ≈ 2− 4 meV. The conductance at each electrode, GL and GR,
is determined applying a small voltage VM ≈ 5 − 10 µV to the superconducting lead
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and measuring the currents through the normal electrodes. For this setup, the maximal
change in the non-local conductance, relative to the mean conductance, was ∼ 9% at 20
mK.
On the other hand, for the experiment from Ref. [122], the central superconducting
electrode, 80−100 nm wide, is an aluminum-palladium bilayer and the spacing between
the two normal contacts is between 600 nm and 1.2 µm. A SEM image of the exper-
imental setup is shown in Figure 6.2(b) including a sketch of the two biasing schemes
used: characterization and beam splitter. For characterization, the device is operated as
a series double dot by setting VM = 0 and VS 6= 0, thus allowing for sequential tunneling
through the double dot. This setup was used to ﬁnd the energy regime in which the sys-
tem showed the charge stability diagram characteristic of a coupled double quantum dot.
Speciﬁcally, a honeycomb stability diagram with spatially separated avoided crossings
was found [128]. The details of one of these avoided crossings, in the superconducting
state, are shown in Figure 6.2(c), were the conductance GL = dIL/dVS is mapped as
a function of the gate voltages VSG1 and VSG2 close to a resonance. Subsequently, the
device was operated as a beam splitter by setting VM 6= 0 and VS = 0. The measure of
the conductance out of resonance, now deﬁned as GL,R = dIL,R/dVM , allowed them for
an estimation of the superconducting gap and the electronic temperature as 85 µeV and
100 mK, respectively. When the voltage applied is smaller than the superconducting
gap, i.e. VM < 85 µV, there is only injection of Cooper pairs into the DQD. The striking
result of Figure 6.2(c) clearly shows a contribution to the conductance at VM = 40 µeV,
which can only be understood if Andreev reﬂections are taking place at resonance. The
conductance measurements are shown in Figure 6.2(d) for both the normal (black solid
line) and the superconducting (red solid line) states. The former are reduced by a factor
1/3 for the sake of clarity. A ﬁt to a minimal model like the one sketched in Figure 6.2(a)
yields the following hierarchy of energy scales: UL,R ≈ 1 meV, Γ12,ΓL,R ≈ 100 µeV and
ΓSL,SR ≈ 10 µeV. As a consequence, a contribution of split Cooper pairs up to 35% for
GL and 55% for GR was found.
Although both SWCN and InAs nanowires are almost one-dimensional systems and, in
these works, both are taken into the DQD regime, one would expect slightly diﬀerent
behaviors. Speciﬁcally, SWCN are clean almost ballistic systems while transport at
InAs nanowires is diﬀusive. However, the results that we obtain in this section from
microscopic models based in carbon nanotubes can be generalized to the case of the
nanowires.
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6.3 Microscopic theory of Cooper pair beam splitters in
carbon nanotubes.
We proceed to analyze microscopically the case of double quantum dots (DQD) deﬁned
on single-walled carbon nanotubes (SWCNTs) and show that the two regimes of Refs.
[122, 123] can be reached in metallic or semiconducting tubes. We consider the situation
illustrated in Figure 6.1(c) and 6.1(d) where the central electrode modiﬁes the electro-
static potential and induces a pairing amplitude on the portion of the tube underneath
without breaking its continuity. In agreement with the experimental observations we
show that in this case the splitting eﬃciency decays rather weakly with the width of the
central electrode [123]. Our results also suggest how to increase the splitting eﬃciency
up to a level close to 100% by operating the devices in the non-linear regime.
We focus on zigzag SWCNTs which allow to consider both metallic and semiconducting
cases. If the coupling to the central lead is suﬃciently smooth on the atomic scale we
may assume that intervalley scattering is weak and the K-K’ degeneracy is preserved.
For this case and when the radius is of the order of 1 nm or smaller it is important to
consider curvature eﬀects which produce a ﬁnite band gap in metallic tubes and enhances
the eﬀect of spin-orbit (SO) interactions. We use two complementary approaches for
describing the electronic states in the zigzag SWCNT: a tight-binding (TB) model and
a continuous description based on the Bogoliubov-de Gennes-Dirac equations. While
the latter allows analytic insight, the numerical TB calculations allow to identify eﬀects
due disorder or arbitrary spatial variation of the electrostatic potential along the tube.
Within the continuous description the system is characterized by the equations(
Heτ,s − EF ∆(x)
∆(x) EF −Heτ,s
)(
uτ,s
vτ,s
)
=Eτ,s
(
uτ,s
vτ,s
)
(6.1)
where Heτ,s = −i~vF∂x · σx + τ~vF qnσy + τδ0s − τδ1sσy + V (x) is the normal state
eﬀective Hamiltonian for the n mode (corresponding to a quantized momenta qn around
the tube), ∆(x) is the induced pairing amplitude and V (x) the electrostatic potential
proﬁle along the tube. In these equations σµ are Pauli matrices in sublattice space, and
τ, s = ± correspond to the valley and spin indexes respectively. Finally, the terms in
δ0 and δ1 take into account the SO interaction as in Refs. [129, 130]. The momenta
qn take the values
2π
3Na0
(
n± p3
) − qcurv, with p = Nmod3 = 0,±1 and N being the
number of atoms in the cross section. Depending on whether p = 0 or p = ±1 the
tube is metallic or semiconductor, respectively. The curvature eﬀect is included in
qcurv = Ecurv/~vF , where Ecurv ≃ π2|Vppπ|/4N2 with |Vppπ| ≃ 2.7 eV. In the normal
homogeneous case the corresponding energy levels for longitudinal wave vector k are
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Figure 6.3: Left panel: Conductance map for a metallic tube (N = 12) in the normal
state for the p-n-p region with (lower) and without (upper) SO interac-
tions. Right panel: Same for the semiconducting tube (N = 11) but in a
logarithmic scale. The geometrical parameters are W =WL,R = 170nm.
thus given by Enτ,s(k) = ~vF
√
(qn + τsδ1)2 + k2+δ0τs. The transport properties can be
expressed in terms of Green functions which satisfy (E−Hτ,s(x))Gτ,s(x, x′) = δ(x−x′),
where Hτ,s(x) denotes the full Hamiltonian on the left hand side of Equation 6.1. We
obtain these quantities by solving ﬁrst for the uniform ﬁnite regions and then matching
the result using the method explained in detail in Section 3.4.
6.3.1 Normal state.
We start by analyzing the linear conductance along the tube, GLR, when the central
lead is in the normal state. In Figure 6.3 we show a map of GLR in the VgL − VgR
plane, obtained using the TB model in the usual nearest neighbors approximation with
a hopping parameter t ≡ Vppπ. As a ﬁrst approximation the potential proﬁle along
the tube is assumed to change discontinuously as represented by the dashed lines in
Figure 6.1(d). The lateral leads are modeled by ideal 1D channels weakly coupled to
the ends of the tube, as represented schematically in Figure 6.1(c). We ﬁx the tunneling
rates to these leads to a value ΓL,R ∼ 0.01t which is consistent with the conductance
values observed in Ref. [131] for the lowest energy states of a SWCNT quantum dot. To
model the eﬀect of the central lead we rely on the results of ab-initio calculations for the
case of Al electrodes [125, 132]. According to Ref. [125] these produce a n-doping eﬀect,
leading to a shift of the tube bands EFs ∼ −0.5 eV for an ideal interface. On the other
hand in the normal state it would induce a broadening of the tube levels of the order
of a few meV [132] which suggests a typical value ΓS ∼ 1meV for the corresponding
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tunneling rate. We choose the length of the central region to be set initially to ∼ 200
nm, slightly bigger than the experiments from Ref. [122] and closer to the one from Ref.
[123]. We consider tubes with N = 11, 12 which corresponds to radii R ∼ 0.43, 0.47 nm
respectively. In the metallic case curvature eﬀects lead to the opening of a narrow gap,
which can be estimated as Eg ≃ Ecurv ≃ 45 meV. The curvature gap is apparent in the
upper left panel of Figure 6.3. On the other hand, in the semiconducting case the gap
is Eg ≃ 412 meV (top right panel of Figure 6.3). It should be noticed that for these
diameters and for gate potentials of the order of 0.5 eV only the lowest energy mode,
corresponding to n = 0, gives a signiﬁcant contribution to the transport properties.
For positive VgL, VgR, i.e. in the pnp regime, the conductance displays a DQD behavior
as shown in Figure 6.3. The metallic case (left panels) exhibits an anticrossing pattern
similar to the one found in the experiments of Ref. [122]. As the gate potentials VgL, VgR
become increasingly positive the conductance map exhibits resonances along lines VgL+
VgR ∼ const indicating the delocalization of the electronic states due to Klein tunneling.
The conﬁnement of the dot states is much more pronounced in the semiconducting case
where the Klein tunneling is less signiﬁcant. We have used a logarithmic scale in this
case in order to enhance the visibility of the conductance peaks. When SO scattering is
introduced (lower panels in Figure 6.3), there is a general splitting of the conductance
peaks of the order of ∼ 2 meV due to the breaking of the spin-valley degeneracy. Close
to the gap edges this splitting is of the same order as the mean level separation.
6.3.2 Superconducting state.
When superconductivity in the central lead is switched-on pairing correlations within
the tube are induced by proximity eﬀect. The size of the induced gap ∆i is set by
ΓS . We shall assume that temperature is zero and that the energy E of the injected
electrons from the normal leads is smaller than ∆i. Then RAL(E) and RAR(E) denote
the local Andreev reﬂection probabilities at the L,R leads while TCAR(E) corresponds
to the CAR processes. When operated as a beam splitter a ﬁnite voltage diﬀerence V is
applied between the S and the normal leads and the non-linear conductance is given by
GL(R)(V ) = G0(TCAR(V ) + TCAR(−V ) + 2RAL(R)(V )),
with G0 = 2e
2/h (notice that at ﬁnite energy, in general, TCAR(E) 6= TCAR(−E) due to
the breaking of the electron-hole symmetry). Thus we can deﬁne the splitting eﬃciency
as
η = G0
TCAR(V ) + TCAR(−V )
GL(V ) +GR(V )
.
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Figure 6.4: Evolution of the CAR probability (blue or dark grey) and the splitting
eﬃciency η (green or light grey) in the linear regime as a function of the
length W of the central electrode for a metallic SWCNT with N = 12
(upper panel) and a semiconducting one with N = 11 (lower panel). The
gate potentials VgL,gR are ﬁxed at the points indicated by the circles in
Figure 6.3. The dashed lines represent the decay of the CAR probability
for a 3D bulk superconductor times a factor 103.
Within our model the CAR coeﬃcients decay exponentially on the scale ξ0 = ~vF /∆i√
1− (~vfq/EFs)2, where q = q0 ± δ1/~vF exhibiting oscillations on the scale λF =
~vF /|EFs|, as illustrated for the linear regime in Figure 6.4. In these plots we have
ﬁxed the gate voltages at the values indicated by the circles in Figure 6.3. The CAR
probability decays more slowly in the metallic case (N = 12) due to the longer eﬀective
coherence length of this case. In both cases, however, the decay is remarkably slower
than in a 3D bulk BCS superconductor where the prediction is ∼ exp (−2W/ξ0)/(kFW )2
[60, 61], indicated by the dashed lines in Figure 6.4. This is a consequence of the single
channel character of the connection between the dots in the present system and explains
the rather large eﬃciency values estimated in recent experiments [123]. As can be
observed the eﬃciency η decreases from 0.4 at W ∼ 200nm to < 0.05 at W ∼ 700nm
in the semiconducting case, while it varies between 0.5 and 0.2 for the metallic tube
within the same W range. For large W the overall evolution of η is well described by
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Figure 6.5: Evolution of the splitting eﬃciency η as a function of the length W of the
central electrode for N = 11, calculated with the smooth potential given
by Equation 6.3. Diﬀerent values of the parameter α are shown repre-
senting diﬀerent electrostatic potential proﬁles. The asymptotic behavior
η ∼ 1/(1 + exp2W/ξ(q)) is indicated by the black dashed line. The gate
potentials VgL,gR are ﬁxed at the values indicated by the center of the
circles of Figure 6.3 in the main text.
the expression η ∼ 1/(1 + exp 2W/ξ0).
This qualitative behavior is also found for a smoother potential proﬁle. For the results
of Figure 6.3 and Figure 6.4 the electrostatic potential proﬁle along the tube has been
assumed to change discontinuously at the interfaces with the central region. It is thus
deﬁned as
V (x) =

VgL , 0 ≤ x ≤WL
EFs , WL < x ≤WL +W
VgR , WL +W < x ≤WT
, (6.2)
where WT =WL+W +WR. However, a more realistic description would correspond to
a smooth potential as the one deﬁned by
V (x) = EFs +
VgL − EFs
π
[
π
2
− arctan x−WL
α
]
+
VgR − EFs
π
[
π
2
+ arctan
x−WL −W
α
]
, (6.3)
where the parameter α controls the smearing of the potential at the interfaces. This
smooth electrostatic potential displaces the position of the energy levels of the dots, thus
changing the position of the resonance in the VgL-VgR map. Nevertheless, the overall
features of the conduction maps are not modiﬁed. In Figure 6.5 we show the evolution
of the splitting eﬃciency η as a function of the length W of the central electrode for a
semiconducting case with N = 11 and gate potentials corresponding to the resonance
indicated by the center of the red circles of Figure 6.3. Diﬀerent values of the parameter
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α are shown along with the case α→ 0 which is exactly equivalent to the square barrier
potential given by Equation 6.2. The main eﬀect of the smeared potential is a change of
phase in the oscillatory pattern at the atomic scale. However, in all cases, the eﬃciency
ﬁts very well to the functional form η ∼ 1/(1 + exp 2W/ξ(q)) indicated by the black
dashed line in Figure 6.5.
6.3.3 Map into a minimal model and non-linear regime.
Further analytic insight is provided by mapping the system into a minimal model, valid
around the crossing points between dot resonances, in which we keep just one two-fold
degenerate electron level EL,R in each dot. The eﬀect of SO interactions is to break the
fourfold degeneracy and it is thus implicitly taken into account in the minimal model.
In the combined dot-Nambu space the model properties can be expressed in terms of
bispinor ﬁelds Ψµ=(dµ↑, d
†
µ↓)
T where µ = L,R and d†µσ creates dot electrons. In the
absence of interactions this reduced model is characterized by a retarded Green function
matrix of the form Gˆ(0)=
[
E−hˆ0+iΓˆ−Σˆ(E)
]−1
, where (hˆ0)µν,αβ = Eµδµνδαβ(−1)α+1,
with µ, ν ≡ L,R, α, β ≡ 1, 2 are the Nambu indexes, (Γˆ)µν,αβ = Γ˜µδµνδαβ , with Γ˜µ =
Γµa0/Wµ, correspond to the eﬀective tunneling rates to the normal leads and Σˆ is a
matrix self-energy describing the coupling with the central superconducting region (see
Appendix C). Of particular importance for determining the splitting performance of the
device is the quantity ΣLR,12 associated with the interdot CAR processes. In the long
W limit this reduces to
ΣLR,12 ∼ ta0e
−W/ξ(E)
2
√
WLWR
∆i√
E2 −∆2i
sin (k0W + αs), (6.4)
where k0 =
√
(EFs/~vF )2 − q2, eiαs = ~vF (k0 + iq)/EFs and ξ(E) = ξ0∆i/
√
∆2i − E2.
To the lowest order in Σˆ, we ﬁnd that
TCAR(E) ∼
∣∣∣∣ ΣLR,12[E − EL + iΓ˜L)(E + ER + iΓ˜R)
∣∣∣∣2 ,
which suggests that it would be maximized for E ∼ EL ∼ −ER. Further analysis shows
that η → 1 could be obtained provided that ∆i > |EL| ≫ Γ˜L,ReW/ξ(EL). As we show
below these predictions are conﬁrmed by the full calculations where we additionally
include the eﬀect of interactions.
For this purpose we assume a constant charging energy UL,R ≫ ∆i acting on each
dot and apply the equation of motion (EOM) technique with a Hartree-Fock decou-
pling at the level of the two-body Green functions as described in Appendix D. This
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Figure 6.6: Color map of the splitting eﬃciency within the minimal model with
parameters corresponding to a semiconducting tube with W ∼ 700nm
(indicated by the arrow in Figure 6.4) in the linear (a) and non-linear
(b) regimes. In the latter case the dot levels are varied along the line
EL ∼ −ER indicated by the dashed red line of (a). The white dashed
lines indicate the maxima in the spectral density which is shown in (c)
for the two dots along this line. Local and nonlocal Andreev processes at
ﬁnite V are indicated by the black arrows.
approximation is valid when Kondo and exchange correlations between the dots can
be neglected. Further simpliﬁcation is achieved in the limit Uµ → ∞ where we ﬁnd
Gˆ =
[
gˆ−1+iΓˆ−Σˆ
]−1
, with g = (E − hˆ0)−1[1 − Aˆ∞] and (Aˆ∞)µν,αβ = nµδµνδαβ . The
evaluation of the mean values nµ=<d
†
µσdµσ> must be performed self-consistently. The
relevant transport coeﬃcients are ﬁnally computed as TCAR(E) = 4Γ˜LΓ˜R|GLR,12(E)|2
and RAL(R)=4Γ˜
2
L(R)|GLL(RR),12|2.
The main eﬀect of interactions within this approximation is to shift the resonances and
to reduce their width, roughly as (1 − nµ)Γ˜µ. Then, the CAR and the local Andreev
probabilities are reduced by a factor (1− n1)(1 − n2) and (1− nµ)2 respectively, which
therefore does not modify signiﬁcantly the eﬃciency at resonance. The color map in
Figure 6.6(a) shows the eﬃciency in the linear regime corresponding to the semicon-
ducting case with W ∼ 700nm (arrow in Figure 6.4) and for the region of gate voltages
indicated by the circle in the right panel of Figure 6.3. As can be observed, η exhibits
maximum values at the crossing point between the resonances of the order of 0.1 which
are slightly higher than the values found in the non-interacting case. The eﬃciency
reaches a maximum of the same magnitude along the line EL ∼ −ER (red dashed line).
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What is more remarkable is that the eﬃciency along this line rises up to ∼ 100% in
the non-linear regime V 6= 0. This is illustrated in Figure 6.6(b). The high eﬃciency
regions lie within the dot resonances (indicated by the dashed white lines) which are
shifted from zero energy due to the presence of an induced minigap and split due to the
hybridization between the dots. This last eﬀect is linked to the matrix elements ΣLR,µµ.
The origin of these high eﬃciency regions can be understood qualitatively from the
spectral density on each dot, which is shown in Figure 6.6(c). As can be observed the
electron-hole symmetry in the local spectral density is lost along the line EL ∼ −ER.
Crossed Andreev processes like the one sketched as the CAR arrow in Figure 6.6(c)
combines electron and hole states on each dot with high spectral density. These inter-dot
transitions are then more favorable than the intra-dot electron-hole conversions (arrows
AR and AL), in which either the electron or the hole state has low spectral density. As a
consequence, local Andreev processes become suppressed while nonlocal CAR processes
are enhanced, thus explaining the eﬃciency increase. It should be stressed that this
increase is mainly due to an energy ﬁltering mechanism [133], which is only weakly
aﬀected by Coulomb interactions.
6.4 Cooper pair splitters in the nonlinear regime.
The coherence of the emitted states in a Cooper pair splitter device is of capital impor-
tance for the implementation of quantum optics-like experiments with electronic states.
Since the splitting eﬃciency is greatly enhanced in the non-linear regime, it is crucial
to establish how a Cooper pair splitter behaves when a ﬁnite bias is applied to the
superconducting electrode.
In a recent experiment, Hofstetter et al. [134] extend the study of Cooper pair splitters
based on semiconducting nanowires to the nonlinear regime. In this case, one of the QD,
say R, is totally grounded, i.e., instead of a single energy level this QD is characterized
by a constant density of states. Subsequently, a ﬁnite bias diﬀerence V was applied to
this dot and the conductance through the other QD, GL = dIL/dV was measured. This
ﬁnite bias spectroscopy is very useful to identify the nonlocal processes and distinguish
the contribution of CAR to the nonlocal conductance. Indeed, nonlocal Andreev states
originated from the CAR processes are expected to depend on the single-particle energies
of the quasiparticles forming the split Cooper pair [72]. In their ﬁndings, a positive
nonlocal diﬀerential conductance was found on-resonance, i.e. when the gate voltage in
L is aligned with the energy level of the QD. This result is interpreted as an enhancement
of the contribution from CAR processes. On the other hand, a negative diﬀerential
conductance was measured oﬀ-resonance, consistent with a higher rate of EC processes.
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Figure 6.7: (a): Stability diagram of a SWCN based Cooper pair splitter in the linear
regime showing the avoided crossings of levels characteristic of the DQD
regime. The paths 1 − 3 correspond to the directions for the non-linear
spectroscopy. (b): Non-linear spectroscopy along path 1 of (a) on a wide
energy scale showing a Coulomb ‘diamond’.
These results imply that the rate of the contribution of the EC and CAR processes to
the diﬀerential conductance can be tuned by an electric potential. Although the setup
for this experiment was not exactly in the double quantum dot regime and a complete
theoretical explanation of the data has not yet been obtained [135], these results are
promising and call for a deeper understanding of the ﬁnite-bias spectroscopy of Cooper
pairs.
In a similar way, the experimental setup of Ref. [122] for carbon nanotubes can be taken
into the non-linear regime. The case of SWCN allows for a more clear realization of the
DQD regime, as it is shown in Figure 6.7(a). In this case, for a temperature of 120 mK,
the stability diagram of the conductance for the left arm, GL, is presented showing a
pattern of avoided crossings of energy levels. The non-linear spectroscopy of the Cooper
pair splitting is realized injecting a bias voltage Vinj between the normal leads and tuning
the gate potentials to follow the paths marked in the ﬁgure. Paths 1 and 2 correspond
to a situation where the energy levels of both dots are moved in the same direction, i.e.,
EL ∼ ER, while path 3 represents the case where they are moved in opposite directions,
EL ∼ −ER. Figure 6.7(b) shows the non-linear spectroscopy following path 1. The range
of the applied bias voltage is wide enough to show the average charging energy of the
dots U ≈ 1 eV, shown as the pink diamond. The superconducting gap is the horizontal
dark strip at zero bias and can be estimated, outside the resonances, as ∆ ≈ 85 µV. The
resonances correspond to the anti-crossings, where some states penetrating the gap are
clearly shown.
The diﬀerential conductance GL far from a resonance displays a clear gap that can be
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Figure 6.8: Diﬀerential conductance GL, measured on-resonance, panel a, and oﬀ-
resonance, panel b. The experimental results are taken from the dashed
lines of Figure 6.7(b), with the on-resonance corresponding with the black
line and the oﬀ-resonance to the yellow. The theoretical results are cal-
culated using the TB model described in the main text.
ﬁtted to a BCS curve with a gap of 85 µeV at 120 mK. The experimental data and the
ﬁtting are clearly shown in the left panel of Figure 6.8(b) as the red squares and the
green solid line, respectively. The blue circles correspond to the diﬀerential conductance
measured when a magnetic ﬁeld, perpendicular to the axis of the superconducting ﬁnger
and with an intensity of ∼ 45 mT, was applied. These results are therefore identiﬁed
with the normal state of the beam splitter [122]. On the other hand, no gap is found
on-resonance. Figure 6.8(a) shows the experimental data (red squares) taken along the
black dashed line of Figure 6.7(b) together with the results for an applied magnetic ﬁeld
(blue circles). The ﬁtting to a BCS-like curve with the same parameters as before (green
solid line) shows a distinctive behavior. Firstly, the quasi-particle peaks at the edges of
the BCS gap are clearly enhanced and broadened. Secondly, the gap disappears. Lastly,
the change of shape of the diﬀerential conductance inside the gap indicates the presence
of midgap states. As a consequence, the results seems to indicate the existence of subgap
states which arise from the crossed Andreev reﬂection and the partial conﬁnement in
each of the dots.
To conﬁrm these observations and, subsequently, quantify the ratio of CAR processes in
the measured conductance, the experimental results are compared with the TB model
previously presented. Since the comparison with the experiments is now quantitative,
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Figure 6.9: The solid red line shows the diﬀerential conductance GL from the TB
calculations on-resonance [equivalent to the right panel of Figure 6.8(a)].
The dotted and the dashed lines correspond to the local Andreev reﬂec-
tion probability RAL and the CAR probability TCAR, respectively. The
dashed-dotted line is the addition of the two.
and not only qualitative as before, a slightly ﬁner tuning of the parameters is needed.
We thus describe a metallic zigzag SWCN, with radius ∼ 0.5 nm and total length 600
nm, contacted at its ends by normal metallic leads. The central superconducting region
has a width of 90 nm, which is slightly smaller than the previously used. The tunneling
rates with the normal electrodes are ΓL ≃ 0.1tg and ΓR ≃ 0.03tg . This asymmetry
does not result in a diﬀerent behavior of the conductances GL and GR, but appears
essentially as a scale factor between them. Additionally, the induced gap is ∆i ≃ 0.1
meV and the eﬀective coupling of the resonant levels with the superconducting ﬁnger is
ΓS ∼ ∆i. Furthermore, the coupling with the central electrode is smooth enough at the
atomic scale to neglect inter-valley scattering. However, for small radius, the spin-valley
degeneracy is broken by spin-orbit interactions. One can focus in only one the crossings
of these spin-valley resonances for each dot.
The right panels of Figure 6.8(a) and Figure 6.8(b) show the numerical calculations
for GL using the described realistic parameters (solid red lines). While in the results
presented previously only the contribution of subgap processes (i.e., local and nonlo-
cal Andreev reﬂections) to the conductance were taken into account, now we include
the contribution of single particle processes. These processes are responsible for the
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enhancement and broadening of the conductance for eV > ∆. Additionally, the blue
dashed lines in the theoretical plots show the results for the normal state conductance.
All results have been calculated for a temperature of 120 mK. In order to distinguish
the contribution of these quasi-particle processes from the one coming from the Andreev
processes, we also plot in Figure 6.8(a) and Figure 6.8(b) the numerical results up to
the ﬁrst order in the coupling with the central superconducting electrode (green dotted
line). Both local and nonlocal Andreev processes have a second order contribution in
the coupling with the superconductor. The ﬁrst order results are therefore including
only the contribution to the conductance from single quasi-particles, which reduces to
the BCS gap out of resonance and is enhanced on the gap edge, but without contribu-
tion within the gap, when on-resonance. The diﬀerences between the theoretical results
in Figure 6.8(a) and Figure 6.8(b) are demonstrating that the Andreev processes only
occur on-resonance.
The qualitative agreement between theory and experiment is very good for both the
on and oﬀ-resonance conductance. Therefore, we can analyze the experimental results
from the theoretical simulations. On the one hand, the oﬀ-resonance conductance (lower
panels of Figure 6.8) is well described by a BCS gap. On the other hand, the on-resonance
conductance includes a rich subgap structure. Due to the ﬁnite temperature, the single
particle processes give a small contribution for eV . ∆, which is not dominant inside the
gap. The subgap structure is therefore due to the local and nonlocal Andreev reﬂections.
From the numerical calculations we can estimate the contribution from each process to
the diﬀerential conductance. In Figure 6.9 we plot again the diﬀerential conductance
on-resonance taken from the right panel of Figure 6.8(a) (solid red line). The CAR prob-
ability TCAR and the local Andreev reﬂection probability RAL are shown as the dashed
and the dotted lines, respectively. It is clearly seen that RAL ≈ 2TCAR. Additionally,
the dash-dotted blue line shows the sum of these two contributions which accounts for
almost the total contribution to the diﬀerential conductance within the gap. Close to
the border of the gap and outside it the diﬀerential conductance is dominated by the
quasi-particle contribution.
When the coupling to the normal electrodes is weak, i.e., smaller than the energy gap ∆
of the superconductor, Andreev states can be detected by means of a spectroscopy mea-
surement. In this regime, Andreev bound states have been detected in carbon nanotubes
[136] and graphene-based [137] Josephson junctions. For these cases, the Andreev bound
states carry a supercurrent between th two superconductors of the Josephson junction.
In the present case, in addition to having only one superconductor involved in the An-
dreev reﬂection process, the coupling to the normal electrodes is much stronger, relative
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Figure 6.10: (a): Zoom on the non-linear spectroscopy of the CPS in or scale of GL
along path 2 from Figure 6.7(a). The “egg” shape due to the non-local
Andreev levels is observed. (b): Zoom on the non-linear spectroscopy
of the CPS in or scale of GL along path 3, with EL ∼ −ER, from
Figure 6.7(a). (c) and (d): Numerical results from the TB model, with
the parameters speciﬁed in the text, for paths similar to 2 and 3.
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to the superconducting energy gap. Subsequently, the Andreev states can not be de-
tected with the exquisite detail of Refs. [136, 137]. Their presence, however, is still
revealed qualitatively on a map of the diﬀerential conductance as a function of the bias
voltage and a deﬁnite path for the gate voltages, as it is shown in Figure 6.10(a). This
map corresponds to a zoom of the resonance obtained following path 2 of Figure 6.7(a).
This experimental results show a clear subgap structure, where a contribution within
the gap is found when the gate voltages are on each resonance1. Figure 6.10(c) shows
the equivalent numerical calculations. The conductance map reveals two broad features
within the gap close to the resonances, formed almost entirely by the contribution from
Andreev processes (see Figure 6.9). The “egg shaped” area delimited by these contribu-
tions presents the oﬀ-resonance BCS proﬁle. Due to the qualitative agreement with the
experimental results, the theoretical analysis reveals that these subgap contributions are
a clear signature of the nonlocal Andreev processes inside the gap. When the temper-
ature is increased, the contribution from the quasi-particle processes to the diﬀerential
conductance becomes stronger. The “egg” structure is therefore tilted and the subgap
contribution to the diﬀerential conductance is gradually less pronounced. Additionally,
Figure 6.10(b) and Figure 6.10(d) display the experimental and the numerical results
taken from path 3 of Figure 6.7(a), respectively. This particular path is taken so it does
not cross any resonance and thus the subgap structure is absent, with the exception to
the contribution from the quasi-particles close to the gap edges.
6.5 Conclusion, discussion and perspectives.
We have analyzed the splitting eﬃciency of SWCNT double-quantum-dot devices in
terms of material and geometrical parameters. The single-channel character of the con-
nection between the dots in this conﬁguration explains the weak decay of CAR with
distance, which is consistent with the experimental observations. Furthermore we have
shown how the splitting eﬃciency can rise to ∼ 100% by working in the nonlinear regime.
In this respect, the appearance of recent experimental results by Hofstetter et al. [134]
is encouraging; they extend the study of Cooper pair splitters based on semiconducting
nanowires to the nonlinear regime.
As a consequence, we have also investigated the operation of a Cooper pair splitter, based
on a SWCN-DQD, in the nonlinear regime. We have identiﬁed the contribution to the
diﬀerential conductance coming from Andreev processes. This contribution is enhanced
at the position of the nonlocal Andreev levels that are partially conﬁned at each dot.
1 A similar result is shown in Figure 6.7(b), although in a much wider energy scale. For that case,
the contribution from each resonance is more clear, where in Figure 6.10(a) one of the resonances show
what it seems to be an experimental glitch.
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The experimental results were taken in the strong coupling regime, which limits the
possibility of having a clear spectroscopy of these levels, since they are broadened by
the coupling between the dots and the normal electrodes. The numerical results allow,
however, to qualitatively identify these levels, which shows that Cooper pairs can survive
once injected in the quantum dot in the nonlinear regime.

Chapter 7
Summary and conclusions.
This thesis has dealt with the study of the superconducting proximity eﬀect in graphene
and with the nonlocal transport in carbon based materials with reduced dimensionality.
A theoretical analysis of the proximity eﬀect in a graphene-superconductor junction has
been presented. We have presented a microscopic description of the interface, consider-
ing diﬀerent experimental setups. We have predicted the behavior of the local density
of states of a graphene layer in contact with a superconducting electrode. Addition-
ally, we have predicted the appearance of bound states associated to the graphene-
superconductor interface for energies below the superconducting gap. On the other
hand, we have proposed and, subsequently, analyzed the possibility of focusing beams of
electron and holes in separated spatial region on a graphene-superconductor-graphene
junction. Finally, we have analyzed the crossed Andreev reﬂections that occur in carbon
nanotubes coupled with superconducting electrodes. A list of the publications resulted
from this work is given in Appendix E. We now provide a detailed enumeration of the
results of each chapter.
We have presented in Chapter 3 the extension to carbon based nanostructures of the
Green function techniques for both the continuous and the tight-binding model. Specif-
ically, Green function techniques including the presence of superconducting correlations
have been adapted to graphene systems. As a result, we have provided “hybrid” models
in which the graphene layer is described using a continuous approach based on the Dirac
equation and a discrete model is used for the description of the coupling with the su-
perconductor. In particular, analytic expressions for the Green function of the graphene
normal-superconductor system are given in Chapter 4. Additionally, a novel method for
combining the continuous results using a microscopic Dyson equation, is presented in
Chapter 3. The results presented here have been published in Ref. [83] and, partly, in
Ref. [82].
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In Chapter 4, a microscopic description of a graphene-based NS junction has been pre-
sented. Two diﬀerent models for microscopically describing the superconducting elec-
trodes are provided. On the one hand, a model in which the superconductor induces a
ﬁnite pairing in the graphene regions underneath has been used. This model maintains
the honeycomb structure of graphene at the interface. On the other hand, a graphene
layer is directly coupled with a bulk superconducting electrode. The Andreev reﬂection
probability and its channel decomposition have been shown to depend critically on the
model used for describing the interface. Moreover, the proximity eﬀect on the local den-
sity of states of graphene has been studied. For ﬁnite layers, the induced minigap and
its dependence on the length of the layer has been analyzed. Additionally, results for
the local density of states proﬁles for ﬁnite and semi-inﬁnite layers have been presented,
taking into account the orientation of the edges and the transmission of the interface.
Finally, it is shown that all the microscopic properties of the graphene-superconductor
junctions can be qualitatively explained by the presence of interface bound states which
appear due to the interplay of Andreev and normal reﬂection. A simple analytic model
for the formation of these bound states at the graphene-superconductor interface is
given. These results have been published in Refs. [82, 83, 87].
The interface bound states provide long-range superconducting correlations on the graphene
layer, which may be exploited for the detection of crossed Andreev processes. The pos-
sible applications of these results for studying the nonlocal transport in a graphene-
superconductor system are developed in the ﬁrst part of Chapter 5. These results are
still unpublished. In the second part of Chapter 5, we have shown that selective focusing
of electrons and holes can be produced in a graphene-superconductor-graphene junction.
In addition, the geometry can be tuned in order to have a dominance of Crossed Andreev
processes over the incoherent transmission of electrons. We have also shown that the
focusing is robust against deviations from the ideal conditions. Under these premises, a
possible experimental realization of this proposal has been sketched. These properties
open an interesting route for the detection of entangled electron pairs over distances of
∼ 1 µm. These results have been published in Ref. [138].
In conclusion, a microscopic theory has been developed for describing a wide variety
of graphene-superconductor hybrid structures. The detailed possibilities of the Green
function techniques described in Chapter 3 have been already used in several publications
[82, 87, 138], but they can still be used in more sophisticated systems. Speciﬁcally, with
the use of the model explained in Appendix A, the inclusion of disorder in the graphene-
superconductor junction can lead to a new level of detail in the description of such
a system. In particular, this model is used in Section 4.4 to study the robustness of
the interface bound states to disorder. A more detailed study of the eﬀect of disorder
on the graphene-superconductor interface is needed, since the novel specular Andreev
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reﬂection, unique of graphene, is enhanced at the low-doping regime, where the electron-
hole puddles play an important role.
On the other hand, the same Green function techniques are easily applied to systems
based on carbon nanotubes, as it is explained in detail in Appendix C. A consequence of
that is the microscopic theory for the Cooper pair splitters developed in Section 6.3. Ad-
ditionally, in Chapter 6, we have analyzed the splitting eﬃciency of single-walled carbon
nanotube double-quantum-dot devices in terms of material and geometrical parameters.
The single-channel character of the connection between the dots in this conﬁguration
explains the weak decay of the Crossed Andreev processes with distance, which is consis-
tent with the experimental observations. Furthermore, we have shown how the splitting
eﬃciency can rise to ∼ 100% by working in the nonlinear regime. These results have
been published in Ref. [139]. The theoretical model presented is used for the analy-
sis of experiments for the production of entangled electron pairs using these devices.
Speciﬁcally, the nonlinear transport in a double quantum dot connected to two normal
electrodes and a superconducting ﬁnger has been analyzed. A great agreement with the
experiments has been reached, providing an unique analytic insight on the experimental
results. This latter part is still unpublished. Cooper pair splitters based on double
quantum dots in the non-linear regime are an open ﬁeld where promising experiments
are been conducted [134]. The success in the ﬁtting of the experimental results shown
in Section 6.3 is encouraging.

Chapter 8
Sumario y conclusiones.
Esta tesis ha versado en el estudio del efecto de proximidad superconductor y el trans-
porte no local en materiales de dimensionalidad reducida basados en carbono. Se ha pre-
sentado un ana´lisis teo´rico del efecto de proximidad en una unio´n grafeno-superconductor.
Se ha presentado, tambie´n, una descripcio´n microsco´pica de la interfase, considerando
distintos montajes experimentales. Adema´s, se ha predicho el comportamiento de la
densidad local de estados de una la´mina de grafeno en contacto con un electrodo su-
perconductor. Finalmente, se ha predicho la aparicio´n de estados ligados asociados a
las interfases grafeno-superconductor para energias menores que el gap superconductor.
Por otro lado, se ha propuesto y, en consecuencia, analizado la posibilidad de “focalizar”
haces de electrones y huecos en distintas regiones de una juntura grafeno-superconductor-
grafeno. Finalmente, se han analizado las reﬂexiones de Andreev cruzadas en nanotubos
de carbono acoplados a electrodos superconductores. En el Ape´ndice E se incluye una
lista de las publicaciones derivadas de este trabajo. A continuacio´n se provee una detal-
lada enumeracio´n de los resultados de cada cap´ıtulo.
En el Cap´ıtulo 3 se ha presentado la extensio´n para nanoestructuras basadas en carbono
de las te´cnicas basadas en funciones de Green, tanto para modelos continuos como para
modelos tipo tight-binding. Principalmente se han desarrollado me´todos de funciones de
Green adaptados al caso del grafeno en presencia de correlaciones superconductoras. Se
han desarrollado modelos “h´ıbridos” en los que se utiliza una descripcio´n continua tipo
ecuacio´n de Dirac para el grafeno y un modelo discreto para describir la interfase con el
superconductor. En particular, en el Cap´ıtulo 4 se muestran las expresiones anal´ıticas
para las funciones de Green de una juntura grafeno-superconductor. Adema´s, un nuevo
me´todo para combinar los resultados de los modelos continuos mediante una ecuacio´n
de Dyson microsco´pica se detalla en el Capitulo 3. Los resultados aqu´ı presentados se
han publicado en la Ref. [83] y, parcialmente, en la Ref. [82].
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En el Cap´ıtulo 4 se ha presentado una descripcio´n microsco´pica de una unio´n grafeno-
superconductor. Se han introducido dos modelos para describir microsco´picamente los
electrodos superconductores. En uno, el superconductor cubre una regio´n de la la´mina
de grafeno e introduce una correlacio´n de emparejamiento en ella. Este modelo mantiene
la estructura hexagonal del grafeno. En el otro, la la´mina de grafeno se conecta directa-
mente a un electrodo superconductor. Se ha demostrado que la probabilidad de reﬂexio´n
Andreev y su descomposicio´n en canales dependen cr´ıticamente del modelo usado para
describir la interfase. Adema´s, se ha estudiado el efecto de proximidad en la densi-
dad local de estados de una la´mina de grafeno. Para la´minas ﬁnitas, se ha analizado
el minigap inducido y su dependencia con la longitud de la la´mina. Tambie´n se han
presentado los resultados para la´minas semi-inﬁnitas. Se ha tenido en cuenta el tipo
de borde de la la´mina de grafeno y la transparencia de la interfase con el superconduc-
tor. Finalmente, se ha demostrado que las propiedades microsco´picas de las junturas
grafeno-superconductor se pueden explicar cualitativamente a trave´s de la presencia de
estados ligados que aparecen debido a la conexio´n entre reﬂexio´n normal y Andreev. Se
ha presentado un modelo anal´ıtico simple para la descripcio´n de estos estados ligados.
Los resultados presentados en este cap´ıtulo se han publicado en las Refs. [82, 83, 87].
Los estados ligados en la interfase son responsables de la aparicio´n de correlaciones super-
conductoras de largo alcance en la la´mina de grafeno. Las posibles aplicaciones de estos
resultados en el estudio del transporte no local en un sistema grafeno-superconductor
se han desarrollado en la primera parte del Cap´ıtulo 5. Estos resultados au´n no esta´n
publicados. En la segunda parte del Cap´ıtulo 5, se ha demostrado la focalizacio´n selec-
tiva de electrones y huecos que se produce en una unio´n grafeno-superconductor-grafeno.
Adema´s, la geometr´ıa de esta juntura se puede adecuar para obtener un dominio de los
procesos cruzados de Andreev sobre la transmisio´n incoherente de electrones. Tambie´n
se ha demostrado que esta focalizacio´n es robusta frente a desviaciones con respecto
a las condiciones ideales. Bajo estas condiciones, se ha esquematizado una propuesta
experimental. Estas propiedades abren una interesante posibilidad para la deteccio´n de
pares de electrones entrelazados separados distancias de ∼ 1 µm. Estos resultados se
han publicado en la Ref. [138].
En conclusio´n, se ha desarrollado una teor´ıa microsco´pica para describir una amplia var-
iedad de estructuras h´ıbridas grafeno-superconductor. Las posibilidades de las te´cnicas
de funciones de Green descritas en el Cap´ıtulo 3 han sido publicadas en distintos art´ıculos
[82, 87, 138], pero todav´ıa se pueden usar en sistemas ma´s soﬁsticados. En particular,
usando el modelo detallado en el Ape´ndice A, la inclusio´n de desorden en una juntura
grafeno-superconductor permite llegar a un nuevo grado de detalle en la descripcio´n de
dicho sistema. Este modelo se ha usado en la Seccio´n 4.4 para estudiar el efecto del
desorden en los estados ligados de la interfase. Un estudio ma´s detallado del efecto del
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desorden en la interfase grafeno-superconductor es necesario, teniendo en cuenta que la
reﬂexio´n especular de Andreev, u´nica en grafeno, es dominante en el regimen de bajo
dopado, donde las inhomogeneidades de carga juegan un rol muy importante.
Finalmente, en el Cap´ıtulo 6, se ha analizado la eﬁciencia de separado de pares de
Cooper en puntos cua´nticos dobles basados en nanotubos de carbono. La conexio´n
entre los puntos cua´nticos en esta conﬁguracio´n se realiza mediante un u´nico canal, lo
cual explica el de´bil decaimiento de los procesos de Andreev cruzados con la distancia,
consistentemente con las observaciones experimentales. Adema´s, se ha demostrado que
la eﬁciencia de separado se puede elevar hasta ∼ 100% trabajando en el re´gimen no
lineal. Estos resultados se han publicado en la Ref. [139]. El modelo teo´rico presentado
se ha usado en el ana´lisis de los resultados experimentales sobre la produccio´n de pares
de electrones entrelazados en estos dispositivos. En particular, se ha alcanzado un gran
acuerdo con las mediciones realizadas en el re´gimen no lineal, lo que ha proporcionado
una detallada descripcio´n anal´ıtica de los experimentos. Estos resultados todav´ıa no
esta´n publicados. Los dispositivos divisores de pares de Cooper basados en puntos
cua´nticos dobles en el re´gimen no lineal representan un nuevo campo donde experimentos
muy prometedores se esta´n realizando [134]. El e´xito demostrado en la Seccio´n 6.3, donde
se compara la teoria con los resultados experimentales es muy prometedor.

Appendix A
Transport in superlattices on
single layer graphene.
This Appendix is devoted to the study of electronic transport in graphene in the presence
of superlattice potentials. Such potentials may create a strong anisotropy in the electron
velocity around the Dirac point. As a consequence, new Dirac points can be created
in the band structure of graphene. The anisotropy introduced by a one-dimensional
potential is highly dependent on the direction of the potential. For that motive, transport
parallel and perpendicular to the direction of the potential is studied. On the other
hand, the case of a two-dimensional potential is also considered. In this case, the study
is centered on isotropic superlattice potentials. These potentials leave the conductivity
unaltered for a wide range of parameters. This latter case is also the framework for the
study of disorder in graphene samples as it is done in Section 4.4 and in Section 5.2.
This Appendix is organized as follows. In Section A.1 we motivate our work in su-
perlattices on graphene, brieﬂy discussing previous works and introducing the main
results. Subsequently, in Section A.2 we present the analytical results for the conductiv-
ity obtained assuming independent anisotropic Dirac points. In Section A.3 we present
numerical results obtained with a microscopic tight-binding Hamiltonian and compare
with the analytical expressions. Section A.4 is dedicated to the conclusions.
A.1 Introduction.
The application of electric ﬁelds via nano gate geometries makes it possible to sub-
ject graphene-based systems to potentials varying on a short length scale. Using these
techniques, recently it has been possible to study experimentally transport through pn
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junctions and pnp junctions in graphene [29, 119, 140–142]. Theoretically, there has
also been much eﬀort devoted to the study of the spectra and the electronic transport
through diﬀerently doped regions [18, 42, 143–145] whose behavior diﬀers from that of
conventional two-dimensional electron gases.
A superlattice potential on top of graphene opens the possibility of tailoring its band
structure and modifying its transport properties [146–149]. In particular in the case
of a one dimensional superlattice potential, the properties of the carriers are extremely
sensitive to the amplitude V0 and period d of the superlattice. For a one dimensional
superlattice, the velocity of the carriers is highly anisotropic [112, 150, 151] and the
number of Dirac points at the Fermi energy can be altered by varying the product V0d
[152–154]. Moreover, when the potential magnitude of the superlattice varies slowly
in space, the electronic spectra develops a Landau level spectrum [155]. The eﬀect of
superlattice potentials due to external magnetic ﬁelds has also attracted a great deal of
attention [156–159].
Several groups have numerically studied electronic transport perpendicular to the su-
perlattice barriers [152, 154, 160–165]. Starting from the theoretical universal value
σ0 =
4
π
e2
h [18], the conductivity increases with the product V0d and develops peaks at
the critical values of V0d for which new Dirac points emerge [152].
In this Appendix we consider electronic transport in graphene in the presence of superlat-
tice potentials that are piecewise constant. In the case of one-dimensional superlattices
we study both transport parallel [Figure A.1(a)] and perpendicular [Figure A.1(b)] to
the barriers. We also analyze transport in two-dimensional superlattices [Figure A.1(c)].
Analytical expressions for the conductivity are obtained by describing the carriers with
the Dirac Hamiltonian and using the Kubo formula. These are compared with numeri-
cal results obtained using a tight-binding Hamiltonian for graphene in the presence of a
superlattice potential and the Landauer-Bu¨ttiker formalism for obtaining the electrical
conductivity in the presence of leads.
In the case of a one dimensional superlattice, we ﬁnd that, as a function of the product
V0d, the conductivity parallel to the superlattice barriers, σ‖, decreases quadratically
from its value in the absence of the potential, σ0, whereas in the perpendicular direction
the conductivity σ⊥ increases quadratically. The appearance of new Dirac points pro-
duces peaks in σ⊥ and minima in σ‖. For two-dimensional superlattices the conductivity
depends on the relative values of the product V0d in diﬀerent directions. Interestingly, for
isotropic superlattice potentials, the conductivity is unaﬀected by the perturbation and
remains at the universal value σ0=
4
π
e2
h . Further insight into the character of transport
is obtained from the channel decomposition of the transmission matrix.
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Figure A.1: Schematic representation of the superlattice potentials used showing the
axis selection. The system is inﬁnite along the x-direction and has a
ﬁnite length along the y-direction. The dashed patterns on each side of
the y-direction indicate the leads for the Landauer conductance calcu-
lations. The superlattice barriers can be parallel (a) or perpendicular
(b) to the direction of transport. We also consider a chessboard-like two
dimensional superlattice potential in which dy ≃ dx (c).
A.2 One dimensional superlattice potential
A.2.1 Preliminaries.
The electronic structure of an inﬁnitely large ﬂat graphene ﬂake is described by the
Dirac Hamiltonian,
H0 = ~vFk · σ (A.1)
where ~k is the momentum operator, σ are the Pauli matrices and vF ≃ 106m/s is the
Fermi velocity. The two entries of the Dirac Hamiltonian correspond to the two carbon
atoms in the unit cell in graphene.
The eigenvalues and eigenvectors of this Hamiltonian are εk,s=svF~k and |s,k >=
eikr√
2
(
1
seiθ(k)
)
, where s = −1 and s = 1 describe the occupied and empty bands
respectively. In the previous expressions θ(k) is the angle of the vector k with respect
to the kˆx direction.
A.2.2 Superlattice band structure.
We consider a one-dimensional Kronig-Penney superlattice along the xˆ-direction (see
Figure A.1(a)). The period of the potential is d, V (x) = V (x+ d) and V (x)=V0 sgn(x)
for |x| < d/2. For this potential it is possible to ﬁnd an analytical expression for the
band structure [145, 154], that in the limit of small wave vector and energies takes the
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form
ε(k) = ±~vF
(
k2x + k
2
y
sin2(V˜ )
V˜ 2
)1/2
, (A.2)
where V˜= V0d2~vF . The group velocity of the state is anisotropically renormalized, and has
a strong dependence on the direction of the wave vector k [150]. At the Dirac point and
for directions along the superlattice axis the velocity of the carriers is unaﬀected by the
potentials, v0x=vF . However the group velocity along the direction perpendicular to the
superlattice direction is strongly renormalized and takes the form
v0y ≃ vF
| sin(V˜ )|
V˜
. (A.3)
Whenever the superlattice parameters satisfy the condition,
V0d
~vF
= 2πj j = 1, 2, 3, ... (A.4)
the group velocity in the yˆ direction vanishes and a new pair of Dirac points emerges from
the original Dirac point, moving in opposite direction along the kˆy-direction [152, 153].
Near the new Dirac points and at low energy the dispersion is also linear and anisotropic.
For the j-th pair of new Dirac points the velocity in the xˆ and yˆ directions have the
expressions [154],
vjx =
j2π2
V˜ 2
vF
vjy = vF − vjx . (A.5)
A.2.3 Electrical conductivity.
The conductivity in the collisionless limit has the expression [166, 167]
σµµ(ω)=−ie
2
~
gsgv
∑
k,s,s′
fk,s′−fk,s
εk,s′−εk,s
| < s, k|vµ|s′, k > |2
εk,s′−εk,s−~ω−iδ
(A.6)
where s′ and s are band indices, fk,s is the Fermi distribution function for the states
|s,k >, vµ is the velocity operator in the µˆ direction and δ is a positive inﬁnitesimal
constant. The conductivity contains a factor gsgv=4, which takes into account the spin
and valley degeneracy. In the case of a single Dirac point with anisotropic velocities vx
and vy, expressed with a Dirac Hamiltonian of the form
HA = ~(vxkxσx + vykyσy),
Appendix A. Transport in superlattices on single layer graphene. 135
one may show that the conductivity parallel and perpendicular to the potential barriers
of the superlattice may be written in the form
σ0‖(ω = 0) =
v0y
v0x
σ0 = σ0
| sin(V˜ )|
V˜
,
σ0⊥(ω = 0) =
v0x
v0y
σ0 = σ0
V˜
| sin(V˜ )| , (A.7)
with σ0 the conductivity of an isotropic Dirac Hamiltonian. The value of σ0 depends
on the order in which the zero frequency, zero temperature and vanishing “smearing
parameter” δ [167] limits are taken [167, 168]. However the form of the velocity rescaling
of the conductivity is independent of the order in which the limits are taken.
In the case of several Dirac points in the spectrum, we assume that each of the points
contributes to the conductivity in parallel and using Equation A.5, the conductivity
takes the form,
σ‖ = σ0
 | sin(V˜ )|
V˜
+ 2
jmax∑
j=1
V˜ 2 − (πj)2
(πj)2

σ⊥ = σ0
 V˜
| sin(V˜ )| + 2
jmax∑
j=1
(πj)2
V˜ 2 − (πj)2
 (A.8)
where jmax=Integer(
V˜
π ) indicates the number of Dirac point pairs induced by the su-
perlattice. From this expression we see that for small potentials the conductivity per-
pendicular to the superlattice barriers increases quadratically with V0d, and each time
a new pair of Dirac points emerges the conductivity exhibits a peak. In the direction
parallel to the barriers, the conductivity decreases quadratically with V0d and dips when
new Dirac points emerge.
We remark that in obtaining Equation A.8, we have assumed that each Dirac point
contributes as an independent channel to the conductivity and that near each Dirac
point the dispersion relation is linear over a wide range of the reciprocal space.
A.2.4 Mode dependent transmission.
The conductivity of a system governed by the Dirac equation with anisotropic velocities,
H = ~(vxkxσx+vykyσy), can be also obtained by calculating the transmission probability
of modes conﬁned in a stripe of width W and length L connected to heavily doped
contacts [16, 28, 36]. For transport along the xˆ-direction, the transmission probability
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for a transverse mode has the form
Tn =
1
cosh2(
vy
vx
qnL)
, (A.9)
where the transverse momentum qn depends on the details of the precise boundary
condition of the strip [36, 37]. For wide enough strips the conductivity of the system is
independent of the boundary conditions and is found by summing over the modes,
σxx = gsgv
L
W
e2
h
∑
n
Tn(xˆ) =
e2
h
2L
π
∫ ∞
−∞
dq
cosh2(
vy
vx
qL)
=
4
π
e2
h
vx
vy
for W >> L . (A.10)
The conductivity in the yˆ direction is obtained by interchanging x and y in the last
equation. The condition for the existence of a well deﬁned -size independent- conductiv-
ity is the dependence of the transmission probability on the product qL (Equation A.9)
and the linear dispersion of the carriers. The condition W ≫ L allows the sum the
transmissions over the modes to be written as an integral over q in Equation A.10.
A.2.5 Two dimensional superlattice potential.
The striking result of Equation A.10 is that for symmetric superlattice potentials the
conductivity in the xˆ and yˆ directions are equal and take the value of pristine graphene,
σxx=σyy=σ0=
4
π
e2
h .
In the particular situation of a two dimensional superlattice potential on top of a
graphene sheet, in second order perturbation theory the group velocity of quasiparticles
with momentum k has the form [150]
vk = vF − vF
∑
G 6=0
2|U(G)|2
~2v2F |G|2
sin2 θk,G , (A.11)
where G and U(G) are the reciprocal lattice vectors and the corresponding Fourier
component of the external potential and θk,G is the angle between G and k. Using the
same approximation as in the previous subsection the conductivity in the xˆ-direction
takes the form
σxx = σ0
~
2v2F −
∑
G 6=0 2|U(G)|2
G2y
|G|4
~2v2F −
∑
G 6=0 2|U(G)|2 G
2
x
|G|4
. (A.12)
The conductivity in the yˆ-direction is obtained by interchanging Gx and Gy in this ex-
pression. The expression Equation A.11 has been obtained in second order perturbation
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Figure A.2: (a): Schematic representation of the superlattice used in the tight-
binding calculations showing the axis selection. The system is inﬁnite
along the x-direction and has a ﬁnite length L =
√
3Na0 along the y-
direction. The superlattice has a vertical period dSC = 3Ma0 in which
periodic boundary conditions are imposed. We include a sketch of the
Brillouin zone with the same axis selection for a potential applied along
the x-direction (b) and the y-direction (c). The length of the reduced
Brillouin zone (2π/dSC) is indicated. The splitting of the Dirac points is
also sketched. Note that the new Dirac points always move perpendicu-
larly to the direction of the potential.
theory and it is a good approximation provided that the superlattice potential does not
induce new Dirac points. We expect that Equation A.12 will be valid in the same regime.
A.3 Numerical calculations.
In order to compute numerically the transport properties we describe the electronic
states of a defect free graphene layer using the tight-binding approximation,
Hˆ = −tg
∑
<ij>
cˆ†i cˆj +
∑
i
Vicˆ
†
i cˆi , (A.13)
where tg = 2~vF /3a0 denotes the hopping element between nearest carbon atoms on
the hexagonal lattice, a0 is the smallest carbon-carbon distance and Vi is the potential
applied to the lattice. The spin degree of freedom has been omitted due to degeneracy.
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In order to analyze the diﬀerent transport situations depicted in Figure A.1 we assume
that the central region is a strip with armchair edges along the xˆ-direction as depicted
in Figure A.2. The strip is constructed by repeating a unit cell composed of four atoms
N times along the yˆ-direction and M times along the xˆ-direction. Thus, the length of
the graphene layer is L = N
√
3a0. For describing the W ≫ L limit we impose periodic
boundary conditions in the transversal direction xˆ and deﬁne q ∈ [−π/dSC , π/dSC ] as the
corresponding wave vector, with dSC = 3Ma0 being the vertical length of the supercell.
We connect the armchair edges of the nanoribbon to heavily doped graphene leads,
maintaining the graphene sublattice structure at the edges and thus representing the
experimental situation in which the electrodes are deposited on top of the graphene
layer [82, 87, 95–97]. The corresponding self-energies on the graphene sites at the layer
edges are approximated by a 4M × 4M matrix with elements ΓL,Rij,αβ = δijγL,Rαβ , where
α, β = 1, . . . , 4 label the atomic sites within the unit cell and i, j = 1, . . . ,M label the unit
cells in the superlattice. Following the geometry depicted in Figure A.2, the elements
of the self-energy matrix are explicitly deﬁned as γL22 = γ
L
33 = γ
R
11 = γ
R
44 = i
√
3/2 and
γL23 = γ
L
32 = γ
R
14 = γ
R
41 = −1/2 [82]. Thus, we calculate the transmission at zero energy,
T (q), as
T (q) = 4Tr
[
ΓˆLGˆ
r
LR(E = 0, q)ΓˆRGˆ
a
RL(E = 0, q)
]
, (A.14)
where Gˆr,aLR,RL(E, q) are the 4M × 4M retarded and advanced Green functions be-
tween the edges of the layer. Furthermore, for analyzing the transmission distribution
it is useful to determine the eigenvalues τα(q) of the transmission matrix tˆ
†tˆ, where
tˆ = 2
√
ΓˆLGˆ
r
LR(E, q)
√
ΓˆR. From these eigenvalues one can determine the probability
distribution P (τ) =
∑
α,q δ(τ − τα(q)) and the Fano factor
F =
4M∑
α=1
∑
q
τα(q) (1− τα(q))
4M∑
α=1
∑
q
τα(q)
. (A.15)
By integrating the transmission, the conductance is given by G = (4e2/~)
∫
dqTr
[
tˆtˆ†
]
,
where both the spin and valley degeneracies have been taken into account. The resulting
conductivity, within the limit W ≫ L, is obtained by multiplying by the geometrical
factor L.
Appendix A. Transport in superlattices on single layer graphene. 139
 0
 1
 2
 0
 1
 2
 3
 4
-pi -pi/2 0 pi/2 pi
 0  0.25  0.5  0.75  1
T
(q
)
co
u
n
ts
(a
rb
.
u
n
it
s)
qdSC Transmission
V˜
pi
= 0
V˜
pi
= 0.2
V˜ /pi = 0
V˜ /pi = 0.2
V˜
pi
= 1.4
V˜
pi
= 1.7
V˜ /pi = 1.4
V˜ /pi = 1.7
Figure A.3: For a potential along the x-direction as depicted in Figure A.1(a), in the
left panels we plot the transmission T (q) per spin channel as a function of
qdSC for a superlattice of period d = 42a0 and amplitudes V˜ =
V0d
2~vF
< π
(top left panel) and for a period d = 54a0 and amplitudes V˜ > π (bottom
left panel). Note that for this orientation of the potential d = dSC .
In the right panels we plot the distribution of the eigenvalues of the
transmission matrix for the diﬀerent values of V˜ . The length of the
stripe is L = 100
√
3a0.
A.3.1 Transport parallel to the superlattice barriers.
For studying the transport parallel to the superlattice, we consider a periodic one-
dimensional potential along the xˆ-direction within the previous geometry as is schemat-
ically depicted in Figure A.1(a). The one-dimensional superlattice potential, Vi, has the
piecewise constant form,
Vi =
{
V0 , 0 ≤ xi ≤ d2
−V0 , d2 < xi ≤ d
, (A.16)
where d = dSC = 3Ma0 is the period of the potential.
In Figure A.3 we plot the transmission T (q) as function of the product qd for a super-
lattice of period d = 42a0 and amplitudes V0d = 0 and V0d = 1.4~vF in the top left
panel and for a period d = 54a0 and amplitudes V0d = 8.6~vF and V0d = 10.8~vF in
the bottom left panel. The horizontal length of the graphene layer is L = 100
√
3a0.
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We also plot in the right panels of Figure A.3 the distribution of the eigenvalues of the
transmission matrix.
In Figure A.4 we plot, as function of V0d, the conductivity and the Fano factor obtained
for a system of length L=100
√
3a0 and for diﬀerent values of the superlattice period, d.
We ﬁrst discuss the case of potential barriers in the range V0 < Vc =
2π~vF
d [top panels
of Figure A.3]. For these superlattices the original Dirac points are the only active
transport channels. As a function of q the transmission is peaked at q=0, and the
width of the peak diminishes when V0d increases. The transmission ﬁts very well to
the functional form [see Equation A.9] T (q) = 2/ cosh2( V˜| sin V˜ |qL), where the factor 2
accounts for the valley degeneracy and V˜ = V0d2~vF . The corresponding distribution of the
eigenvalues of the transmission matrix has the form P (τ) ∼ 1/ (τ√1− τ) indicating the
pseudo-diﬀusive character of the transport in this range of potentials. The conductivity
obtained by integrating the transmission is well-deﬁned and, in this range of V0d, has the
form σ0‖ = σ0
| sin(V˜ )|
V˜
[see Figure A.4]. The Fano factor in this range of potentials is 1/3
in agreement with the pseudo-diﬀusive character of transport. We thus conclude that in
the range of parameters V0d < 2π~vF the transport is pseudo-diﬀusive, the conductivity
only depends on the product V0d and has the form σ
0
‖ = σ0
| sin(V˜ )|
V˜
.
For normalized barrier heights V0d larger than 2π~vF two new Dirac points per valley
appear [152, 153]. These new Dirac points are new transmission channels in the system,
that for transport parallel to the superlattice barriers are superimposed in reciprocal
space upon the original Dirac points. The resultant transmission exhibits a wider dis-
tribution in reciprocal space [see bottom left panel of Figure A.3]. The width of the
transmission can reach the edges of the reduced Brillouin zone ±π/d for small values
of L/d. The corresponding distribution of the eigenvalues of the transmission matrix
is a superposition of the distribution of each mode, and the corresponding Fano factor
is diﬀerent than 1/3. The conductivity should be independent on the system size. We
ﬁnd that the value of L where the conductivity is well deﬁned depends on d and co-
incides with the value of L in which the transmission is non zero at the edges of the
reduced Brillouin zone. In Figure A.4 we see that the general trend of the conductivity
for values of V0d larger than 2π~vF is qualitatively described by the continuum model,
Equation A.8. However the analytical model neglects some eﬀects such as the coupling
between the modes or the deviation from linear dispersion, so that in this range of su-
perlattice parameters the conductivity depends separately on V0 and d. The coupling
between the modes also leads to a Fano factor with a value larger than 1/3, and the
transport is not pseudo-diﬀusive.
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Figure A.4: Transport parallel to the superlattice barriers. Top (bottom) panel shows
the conductivity (Fano factor) for a graphene sheet with L = 500
√
3a0
and superlattice period d = 24a0 (solid blue line) and L = 200
√
3a0 and
superlattice period d = 36a0 (dashed red line) as a function of the nor-
malized barrier height V0d. Dotted line corresponds to the conductivity
obtained in the continuum model assuming independent transport chan-
nels, Equation A.8, in the top panel and to the pseudo-diﬀusive value
F = 1/3 in the bottom panel.
A.3.2 Transport perpendicular to the superlattice barriers.
In this section we consider a potential in the yˆ-direction and study the transport in
the same direction, i.e. perpendicular to the superlattice barriers [see Figure A.1(b)].
Following the same geometry as in the previous section (see details in Figure A.2), we
deﬁne a one-dimensional piecewise potential along the yˆ-direction as
Vi =
{
V0 , 0 ≤ yi ≤ d2
−V0 , d2 < yi ≤ d
, (A.17)
where d = 2n
√
3a0 is the period of the potential.
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Figure A.5: For a potential along the y-direction as depicted in Figure A.1(b), in the
left panels we plot the transmission T (q) per spin channel as function of
qdSC for a superlattice potential of period d = 38.1a0 and normalized
amplitudes V˜ = V0d
2~vF
< π (top left panel) and V˜ > π (bottom left
panel). In the right panels we plot the distribution of the eigenvalues of
the transmission matrix for the diﬀerent values of V˜ . The length of the
stripe is L = 500
√
3a0.
In the left column of Figure A.5 we plot the transmission T (q) as a function of qdSC
for a superlattice with period d = 38.1a0 and amplitudes V0d = 0, V0d = 5~vF (top
left panel), V0d = 6.6~vF and V0d = 7.2~vF (bottom left panel). The horizontal length
of the graphene strip is L = 500
√
3a0. In the right column of Figure A.5 we plot the
corresponding distribution of the eigenvalues of the transmission matrix.
In the top panel of Figure A.6 we show, as function of V0d, the conductivity for horizontal
periods of d = 34.6a0 and d = 76.2a0, for a graphene sheet of length L=500
√
3a0. In
the bottom panel of Figure A.6 we plot the Fano factor for the same two values of the
period of the superlattice.
In the range of potential barriers before the creation of new Dirac points, i.e. V0 < Vc,
the behavior of the transmission is exactly the inverse of the previous case. The contri-
bution to the transmission from each valley is superimposed as a sharp peak at q = 0.
However, contrary to the previous result, the width of the peak increases with the prod-
uct V0d. Following Equation A.9, the transmission is ﬁtted to T (q) = 2/ cosh
2( | sin V˜ |
V˜
qL).
Subsequently, the distribution of the eigenvalues is that of pseudo-diﬀusive transport.
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Figure A.6: Transport perpendicular to the superlattice barriers. Top (bottom) panel
shows the conductivity (Fano factor) for a graphene sheet with L =
500
√
3a0 and superlattice periods d = 34.6a0 (solid blue line) d = 74.2a0
(dashed red line) as a function of the normalized barrier height V0d.
Dotted line corresponds to the conductivity obtained in the continuous
model assuming independent transport channels, Equation A.8, in the
top panel and to the pseudo-diﬀusive value F = 1/3 in the bottom panel.
On the other hand, when V0 > 2π~vF , a pair of Dirac points is created for each valley.
In the bottom panel of Figure A.5 we show how these new peaks split from the original
ones until there are three almost independent contributions to the transmission. In this
later case the distribution of eigenvalues for each mode returns to a form of the type
P (τ) ∼ 1/ (τ√1− τ), indicative of pseudo-diﬀusive behavior. Before the new Dirac
points are completely separated from the original ones, the coupling between modes
produces a deviation from the pseudo-diﬀusive transport.
The behavior of the conductivity perpendicular to the barriers is completely diﬀerent
than the parallel case. The perpendicular conductivity presents peaks at the values of the
normalized potential height where new Dirac points appear. The numerical calculated
conductivity agrees very well with the analytical one, Equation A.8, even for values of
V0d > 2π~vF . The Fano factor has the value 1/3 for all values of V0d except near the
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Figure A.7: In the top (bottom) panel we plot the conductivity (Fano factor) as a
function of the normalized barrier height V0dy for a graphene sheet in
presence of a two dimensional superlattice with a ﬁxed vertical period
of dx = 48a0 and diﬀerent horizontal periods dy = 45a0 (blue solid
line) and dy = 48.5a0 (red dashed line). The dotted line corresponds
to the conductivity of pristine graphene (σ0) in the top panel and to
the pseudo-diﬀusive limit (1/3) in the bottom panel. The length of the
graphene sheet is L = 200
√
3a0. Inset: the conductivity as a function
of the normalized barrier height in the proximity of the critical potential
Vc in which a new pair of Dirac points is created.
values of V0d for which new Dirac appears. This indicates that, in this geometry, the
Dirac points are weakly coupled and the approach of Section A.2 for the conductivity is
appropriate.
A.3.3 Transport in a two dimensional superlattice
One of the more striking results presented in Section A.2 is that the conductivity of
graphene in the presence of a symmetric two dimensional superlattice potential is 4π
e2
~
independent of the period and the height of the potential barriers. In order to check
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this result we have built a chessboard-like potential combining piecewise potentials in
the xˆ, Equation A.16, and yˆ, Equation A.17, directions in a way in which a potential
barrier is always followed by a well along each direction (see Figure A.1(c)). The length
of the period in the xˆ and yˆ directions is dx and dy respectively. Because the underlying
triangular lattice of graphene, the period in both directions cannot be exactly equal.
The top panel of Figure A.7 shows the conductivity as a function of the potential height
V0 for a graphene layer with L = 200
√
3a0 and a ﬁxed vertical period of dx = 48a0. We
plot the conductivity for two diﬀerent horizontal periods dy = 45a0 and dy = 48.5a0.
We compare these results with the isotropic conductivity of graphene σ0 =
4
π
e2
h .
A remarkable result is that the conductivity in this potential remains almost constant in
the range V0 & Vc where a new pair of Dirac points is created in the previously studied
cases. Thus, in this range of potential barriers, Equation A.12 obtained in second
order perturbation theory remains a good approximation according to the tight-binding
results. Furthermore, the pseudo-diﬀusive behavior of transport is maintained for a
large range of the potential barriers. In the bottom panel of Figure A.7 we show how
the Fano factor is stable around the pseudo-diﬀusive value of 1/3 while V0dy . 4π~vF .
When V0dy ∼ 4π~vF , which for the previous potentials corresponded to the creation
of the second pair of Dirac points, the conductivity deviates from σ0, the Fano factor
increases and transport is no longer pseudo-diﬀusive. The approximation of weakly
coupled Dirac points is then no longer applicable.
The small deviations from the conductivity of pristine graphene that occurs when V0dy ∼
2π~vF can be more clearly appreciated in the inset of Figure A.7. Due to the geometry
of the graphene layer, the period in both directions is never exactly the same. This
aﬀects the validity of Equation A.12 to a small degree. When dy . dx the conductivity
slightly increases from σ0, presenting a positive slope, while if dy & dx the eﬀect is the
opposite. When the diﬀerence between both periods becomes larger the conductivity
continuously evolves into the corresponding case of the previous sections (Figure A.4
and Figure A.6).
A.4 Conclusions
Superlattice potentials generically induce anisotropy in the dispersions near the Dirac
points in graphene, and under certain circumstances may induce extra Dirac points at
zero energy. In this work we demonstrated that when the Fermi energy passes through
a spectrum with a single anisotropic Dirac point, the resulting conductivity can be
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expressed in a very simple way in terms of the velocities along the two principle di-
rections of the anisotropy, and the conductivity for the corresponding isotropic Dirac
point. The result can be generalized to the case of several Dirac points when they are
suﬃciently separated in momentum space so that a conductivity expressed as a sum
over those of independent Dirac points is sensible. For a two-dimensional superlattice
which induces little anisotropy in the spectrum, a remarkable result is that the conduc-
tivity is essentially unchanged from the result for pristine graphene, even if the velocity
renormalization is quite large.
Numerical tight-binding calculations generally conﬁrm this simple picture. In particular
one ﬁnds the conductivity parallel and perpendicular to the superlattice barriers for a
one-dimensional potential evolve in opposite directions with increasing V0d, and that
for a spectrum in which no new Dirac points have been generated there is quantitative
agreement with the simple analytical model. As new Dirac points are introduced into
the spectrum one ﬁnds dips in σ‖ and peaks in σ⊥ as expected, although the results
are less quantitatively described by the continuum model, presumably because the wave
functions cannot be uniquely associated with single Dirac points. Deviations of the Fano
factor from pseudo-diﬀusive behavior conﬁrm this interpretation.
These studies suggest that more complicated potentials could also yield behaviors in the
conductance with simple interpretations. For example, a modulated superlattice poten-
tial yields a Landau level spectrum [155], for which σ‖ may have behavior reminiscent
of edge state transport. It is also interesting to speculate that for isotropic superlattice
potentials, one may suﬃciently slow the electron velocity so that electron-electron in-
teraction eﬀects become important [169, 170]. We leave these questions as well as the
possible eﬀect of temperature and disorder for future research.
Finally, the two-dimensional superlattice potential is suitable to be used to simulate
disorder in a graphene sample. Indeed, the eﬀect of charge puddles in graphene can be
simulated by deﬁning an area of dimensions dxdy in which the potential takes a random
value V0. This technique is used in Section 4.4 and in Section 5.2 to study the eﬀect of
disorder.
Appendix B
Scattering amplitudes at the
graphene-superconductor
interface.
We consider a normal-superconductor interface along the y-direction in a graphene sheet,
with the normal region extended at x < 0. An incoming electron into the interface from
the normal region can be reﬂected as an electron or a hole with probability amplitudes
ree and reh respectively or it can be transmitted into the superconducting region as
an electron-like or a hole-like quasiparticle, with probability amplitudes tee and teh
respectively. The scattering states in both regions are
ψL(x) = eik
L
e x
(
ϕL1e
0
)
+ reee
−ikLe x
(
ϕL2e
0
)
+ rehe
ikLhx
(
0
ϕL1h
)
, (B.1)
ψS(x) = teee
ikSe x
(
uϕS1e
vϕS1e
)
+ tehe
−ikShx
(
vϕS2h
uϕS2h
)
, (B.2)
where the dependence on y has been omitted because the vertical momentum q is con-
served. Following the notation explained in Ref. [83], we have deﬁned the bispinors in
sublattice space ϕT1e,1h = (1, e
±iα
e,h ), ϕ
T
2e,2h = (1,−e∓iαe,h) and the BCS coherence factors
u2(v2) = (E ± Ω)/2∆, which are normalized so that |u|2 + |v|2 = 1. We are inter-
ested in the heavily doped regime with |ELF | = |ESF | ≡ EF ≫ ∆, E, which satisﬁes the
mean-ﬁeld approach for superconductivity. In this regime kLe,h ≈ kSe,h and kL,Se = kL,Sh .
The angles at each region are thus deﬁned as αLe = α
L
h = φ and α
S
e = α
S
h = sφ with
φ = arcsin ~vF/EF and s = sign(E
L
F )sign(E
S
F ), which is positive when there is no change
in the doping level at the interface and negative otherwise (i.e. for a np or a pn junc-
tion). Matching the scattering states at the interface it is straightforward to obtain the
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reﬂection and transmission amplitudes (a detailed description is given in Ref. [58]), in
the energy regime of this work they reduce to
ree =
(eiφ + eisφ)(e−iφ + e−isφ)
e−2iφ + e−2isφ
, (B.3)
reh =
−2i cosφe−isφ
e−2iφ + e−2isφ
, (B.4)
tee = (1− i) cosφ e
−iφ + e−isφ
e−2iφ + e−2isφ
, (B.5)
teh = −(1 + i) cos φ e
−iφ − e−isφ
e−2iφ + e−2isφ
. (B.6)
When the NS interface is equivalent to a perfectly transparent symmetric nn junction
the incoming electron is transmitted into the superconductor only as an electron-like
quasiparticle since s = 1 and thus teh = 0.
On the other hand, we can analogously examine the reﬂection and transmission ampli-
tudes of an incoming electron-like excitation from the superconductor into the rightmost
normal region. The scattering states are thus
ψS(x) = eik
S
e x
(
uϕS1e
vϕS1e
)
+ r′eee
−ikSe x
(
uϕS2e
vϕS2e
)
+ r′ehe
ikShx
(
vϕS1h
uϕS1h
)
, (B.7)
ψR(x) = t′eee
ikRe x
(
ϕR1e
0
)
+ t′ehe
−ikRh x
(
0
ϕR2h
)
. (B.8)
The resulting amplitudes, in the energy regime used are
r′ee =
1− e2iφ
e−2iφ + e−2isφ
, (B.9)
r′eh = ie
iφ (e
isφ + e−isφ)
e−2iφ + e−2isφ
, (B.10)
t′ee =
(1 + i)
2
1 + e−2isφ + eiφ(eisφ + e−isφ)
e−2iφ + e−2isφ
, (B.11)
t′eh =
(1− i)
2
1 + e2isφ − eiφ(eisφ + e−isφ)
e−2iφ + e−2isφ
. (B.12)
The incoming electron-like excitation can be reﬂected inside the superconductor both
preserving and changing the particle type. The former is a specular reﬂection with a
change of sign in both components of the velocity while the latter is a retro-reﬂection in
which the new excitation follows back the path of the incident one. Equivalent results are
obtained for an incoming hole-like excitation. As in the previous case, for a nn junction
(s = 1) there is only transmission into the normal region preserving the particle type
since t′eh = 0.
Appendix B. Scattering amplitudes at the graphene-superconductor interface. 149
To summarize, for a pnp junction the incident electron from the normal region L splits
into electron and hole-like excitations inside the superconductor and this splitting de-
termines the focusing points of each type on the normal region R. On the other hand,
for a nnp junction only electron-like excitations are created inside the superconductor
and thus there is only focusing of electrons in region R. This condition can be relaxed if
the transparency of the interface is not perfect or if the junction is not symmetric (i.e.
|ENF | 6= |ESF |).
The dependence on the transparency of the interface is studied in Ref. [57] and Ref.
[58]. In the limit of interest for this work we obtain the following expression for the
creation of hole-like excitations inside the superconductor
teh = −2(1 + i)cos θe
iθ
d
{
cosχ(1− ei(1+s)θ) + i sinχ(1− eisθ)
}
, (B.13)
d = (1 + cosχ)(1 + e2i(1+s)θ) + (1− cosχ)e2isθ + 2e2iθ(1− cos2 χ),
t′eh =
1− i
d′
{
cosχ(1− ei(1+s)θ)(1 + e2isθ) + i sinχ(1 + e−2isθ)(eisθ − eiθ)
}
,(B.14)
d′ = cos2 χ(1 + e2i(1+s)θ)− sin2 χe2iθ,
where χ = EIF d/~vF . The height and width of the barrier are E
I
F and d respectively.
We have used the limit of thin barrier taking EIF →∞ and d→ 0 such that χ remains
constant. The perfect transparency or absence of barrier is recovered when χ = nπ for
any integer n. Subsequently, when the barrier is not perfectly transparent the transmis-
sions are modiﬁed resulting in the possibility of having t′eh 6= 0 in a nn junction. The
price to pay is a reduction of the transmission amplitudes.

Appendix C
Green functions techniques
applied to carbon nanotubes.
We include in this Appendix a brief description on how to adapt the Green functions
techniques for graphene samples developed in Chapter 3 to carbon nanotubes. We also
provide some details on the calculation of the self-energy between the dots and the
central superconducting region.
Analogously to the case of graphene, low-energy excitations on carbon nanotubes can
be described by a Dirac-Weyl equation [5]. Following Ref. [130] and [129], the normal
state eﬀective Hamiltonian corresponding to a quantized momenta qn around the tube
is Heτ,s = −i~vF∂x · σx + τ~vF qnσy + τδ0s − τδ1sσy + V (x). The ﬁrst two terms form
the usual Dirac Hamiltonian while the diagonal terms in δ0 and δ1 take into account the
spin-orbit (SO) interaction, with τ, s = ±1 corresponding to the valley and spin indexes,
respectively.
The Bogoliubov-de Gennes-Dirac equations for a superconducting single-walled carbon
nanotube (SWCNT) of width W and radius R are written in Nambu space as(
Heτ,s − EF ∆(x)
∆(x) EF −Heτ,s
)(
uτ,s
vτ,s
)
=Eτ,s
(
uτ,s
vτ,s
)
(C.1)
Considering that the induced superconducting pairing amplitude ∆(x) = ∆i is uni-
formly extended along the whole tube, we can apply the method of Chapter 3 to obtain
the Green function of the isolated ﬁnite superconducting SWCN. Thus, we write the
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asymptotic solutions of Equation C.1 as
φ
e(h)
< (x) =
{
e∓ik±xϕ2e(1h) + r
A,±
L e
±ik±xϕ1e(2h)
}
⊗
(
u (v)
v (u)
)
(C.2)
φ
e(h)
> (x) =
{
e±ik±xϕ1e(2h) + r
B,±
R e
±ik±xϕ1e(2h)
}
⊗
(
u (v)
v (u)
)
, (C.3)
where k± =
√
(EF ± Ω)2 /~2v2F − q2, with Ω =
√
E2 −∆2i ; and the bispinors in sub-
lattice space are ϕT1e,1h = (e
∓iα± , e±iα±) and ϕT2e,2h = (e
±iα± ,−e∓iα±), with eiα± =
(k± + iq) /
√
k2± + q20 . The reﬂection amplitude at the left (right) edge formed with
atoms that belong to sublattice A (B) is rA,±L = −e±iα± (rB,±R = e±iα±e±2ik±W ) and
u2(v2) = (1±√E2 −∆2/E)/2 are the BCS coherence factors.
The four-dimensional spinors Φ
e(h)
> (x, y) = e
iqyφ
e(h)
> (x) and Φ
e(h)
< (x, y) = e
iqyφ
e(h)
< (x) in
Nambu and sublattice space represent an electron-like (hole-like) excitation moving in
the positive and negative horizontal direction that are reﬂected at the edges.
C.1 Self-energy describing the coupling with the super-
conducting electrode.
In order to obtain the propagator for the ﬁnite nanotube region we combine the asymp-
totic solutions of Equation C.3 following the method described in Chapter 3. This results
in
g
S ,µν =
(
F 1µν
Ω
(E + σx∆i) + σzF
2
µν
)
, (C.4)
where the indexes µ, ν = L,R denote the two edges of this region and σx, σz are the
Pauli matrices in Nambu space. The functions F 1,2µν depend on the width of the super-
conducting region W and are of the form
F 1,2LR = F
1,2
RL =
cosα−
2 cos (k−W + α−)
∓ cosα+
2 cos (k+W + α+)
, (C.5)
F 1,2LL = F
1,2
RR =
i sin k−W
2 cos (k−W + α−)
∓ i sin k+W
2 cos (k+W + α+)
. (C.6)
An equivalent expression to Equation C.4 is obtained for a normal ﬁnite SWCN in the
limit ∆i = 0. This ﬁnite normal region can be coupled to a normal electrode on one
edge, leaving the other edge free to be coupled to the superconducting region. The
resulting system is shown in Figure 6.1. To study the transport properties of this
system in the double quantum dot regime we are only interested in the contributions
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due to a single level on each normal region, dubbed µ = L,R. The normal ﬁnite tube,
including the coupling with the macroscopic electrode on one edge, can be described by
the retarded Green function projected to the other edge, i.e. g
(0)
µ = Aµ(E− ǫµ− iΓ˜µ)−1.
This approximation is valid around one of the resonances of the normal tube, with
Γ˜µ = Γµa0/Wµ being the eﬀective tunneling rate to the normal macroscopic electrode
and Wµ the length of the tube. The parameter Aµ gives the weight of the wave function
at the edge and is used to renormalize the contribution to the self-energy of the coupled
system.
With this, the self-energy between the dots and the superconductor is given by
Σµν =
√
Γ˜Sµ Γ˜SνσzgS ,µνσz , (C.7)
where Γ˜Sµ are the eﬀective tunneling rates from the central region to the dots, Γ˜Sµ =
ta0 |sin (k0µWµ) cosαµ| /(2Wµ), k0µ being the wavevector for the corresponding dot state
and cosαµ = k0µ/
√
k0µ + q2.
C.2 Spatial evolution of the CAR and EC coefficients.
We use the microscopic insight that Equation C.7 gives to study the spatial dependence
of the non-local electron-electron and electron-hole signals. To simplify the analytic
results we work in the limit when the coupling between the dots and the superconducting
region is in the tunnel regime and the width of the superconducting SWCN, W , is large
compared with the electron coherence length. The electron-hole element of the non-local
Green function of the coupled system is
GLR,eh ≃
ΣLR,eh(
E − ǫL + iΓ˜L − ΣLL,ee
)(
E + ǫR + iΓ˜R − ΣRR,hh
) , (C.8)
with an equivalent expression for GLR,he changing the electron (e) and hole (h) indexes.
This yields that the interdot CAR transmission can be expressed as
TCAR = |GLR,eh|2 =
|ΣLR,eh|2
|iΓ˜L +ΣLL,ee|2|iΓ˜R +ΣRR,hh|2
. (C.9)
Within this limit, the local and non-local electron-hole contributions of the self-energy
are reduced to
ΣLR,eh = 2iΓS
∆i
Ω
cosα sin (k0W + α)e
−W/ξ(E) (C.10)
ΣLL,eh = ΓS
∆i
Ω
cosα. (C.11)
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The CAR coeﬃcients decay exponentially on the range given by ξ(E) = ξ0∆i/
√
∆2i − E2,
with ξ0 = ~vF /∆i
√
1− (~vF q/EFS) and q = q0 ± δ1/~vF the lowest-energy mode. The
analysis of this decay and the comparison with the well-known result for 3D supercon-
ductors is done in Section 6.3.
Appendix D
Equation of motion approach to
include interactions
In this Appendix we describe the approximation used to include interactions within the
minimal model for the S-DQD system. The dot levels will be indicated by the indexes
µ = L,R (dot), σ =↑, ↓ (spin). The Hamiltonian of the system is
Hˆ = HˆL + HˆR + HˆS +
∑
µ,σ
Eµnˆµσ +
∑
µ
Uµnˆµ (nˆµ − 1) /2 + HˆT + HˆDS , (D.1)
where d†µσ creates an electron in dot µ with spin σ, nˆµσ = dˆ
†
µσdµσ, and nˆµ =
∑
σ nˆµσ,
HˆL,R,S describe the isolated left, right and central superconducting leads respectively.
Finally HˆT corresponds to the tunnel coupling between the dot level and the normal
leads while HDS couple the dots to the superconducting electrode.
The transport properties of this model can be adequately described in terms of the DQD
retarded Green functions in Nambu space, deﬁned as Gˆ(τ) = −iθ(τ)〈
[
ψˆ(τ), ψˆ†(0)
]
+
〉,
where ψˆµ =
(
dµ↑, d
†
µ↓, dµ↑, d
†
µ↓
)
is a bispinor in Nambu-space. To simplify the notation
we shall use hereafter Gˆ =<< ψˆ; ψˆ† >>. To deal with the interaction we rely here on an
equation of motion (EOM) approach, with a decoupling at the level of the two-particle
Green functions. From the equation of motion for Gˆ, in frequency representation we
obtain [
ωIˆ − hˆ0 + iΓˆ− Σˆ
]
Gˆ = Iˆ + UˆWˆ , (D.2)
where we have deﬁned the matrices in Nambu-dot space (hˆ0)µν,αβ = δµνδαβ(−1)α+1Eµ,
(Uˆ)µν,αβ = δµνδαβ(−1)α+1Uµ and Wˆ =<< φˆ; ψˆ† >>; with (φˆ)µ,α = δα,1dµ↑nµ↓ +
δα,2d
†
µ↓nµ↑. Wˆ is a two body Green function generated by the presence of the U -terms
in the model Hamiltonian. The tunneling rates (Γˆ)µν,αβ = Γµa0/Wµδµνδαβ arise from
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the coupling to the normal leads, while Σˆ is the matrix self-energy described in the
previous section. To close the system of equations we analyze the EOM for Wˆ and we
introduce a mean ﬁeld decoupling scheme for the rest of two-body Green functions which
are generated. In this way we obtain(
ωIˆ − hˆ1
)
Wˆ = Aˆ
[
1 +
(
Σˆ− iΓˆ
)
Gˆ
]
, (D.3)
where (Aˆ)µν,αβ = δµν
(
δαβ < nµ > +(1− δαβ) < dˆµ↑dˆµ↓ >
)
and hˆ1 = hˆ0 + Uˆ .
Extracting Wˆ from (D.3) and substituting in (D.2) we obtain an expression for Gˆ which
can be evaluated self-consistently
Gˆ =
[
ω − hˆ0 + iΓˆ− Σˆ− Uˆ
(
ω − hˆ1
)−1
Aˆ
(
−iΓˆ + Σˆ
)]−1 [
Iˆ + Uˆ
(
ω − hˆ1
)−1
Aˆ
]
.
(D.4)
This can be written in a more compact way as
Gˆ =
[
gˆ−1 + iΓˆ− Σˆ
]−1
, (D.5)
where
gˆ =
(
ω − hˆ0
)−1 [
Iˆ + Uˆ
(
ω − hˆ1
)−1
Aˆ
]
.
Finally, taking the limit Uµ →∞ further simpliﬁcation occurs as one can safely neglect
the induced pairing correlations < dˆµ↑dˆµ↓ > [171, 172]. This allows to write
gˆ →
(
ω − hˆ0
)−1 [
Iˆ − Aˆ∞
]
, (D.6)
where (Aˆ∞)µν = δµν < nµ >.
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