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ABSTRACT
User profiling is an important aspect of recommender sys-
tems. It models users’ preferences and is used to assess an
item’s relevance to a particular user. In this paper we pro-
pose a profiling approach which describes and enriches the
users’ preferences using multiple types of interactions. We
show in our experiments that the enriched version of users’
profiles is able to provide better recommendations.
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1. INTRODUCTION
Usually, in recommender systems, users’ profiles consist
of a vector where each position represents an item of the
database, and the value of each position is the rating the user
has assigned or a binary value representing whether the user
consumed the item or not [8, 4]. This type of representa-
tion, however, leads to sparsity because there are thousands
of items available and only a small set of them was evaluated
or viewed by the user.
Many systems on the Web today allow users to interact with
the content in multiple ways. In fact, depending on many
factors, customers may interact differently with the content,
and consequently, provide different types of feedback regard-
ing his/her preferences. The literature reports a shortage of
techniques which integrate different types of user feedback
into a generic model [6, 2, 4]. However, some of these tech-
niques are limited to a small subset of users’ feedback, and
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others, which have a generic scope [2, 6], are time consuming
and/or with low accuracy.
Given this need of processing different users’ interactions in
order to obtain more accurate information about the users’
preferences, we propose an approach that enriches users’
profiles by means of a pre-processing step that analyzes dif-
ferent users’ interactions, producing a set of statistics related
to the users’ behavior. Such analysis is integrated to items’
related categories, in order to represent the users’ interests
towards particular topics.
We direct our efforts into an item recommendation scenario,
where the main goal is to produce a top-N ranking of sugges-
tions. Given that, we adapt two recommender algorithms
into this scenario, and subsequently extend them so they
can incorporate the enriched profiles. We compare the final
rankings produced by the algorithms with and without us-
ing the enriched profiles, and analyze how much the users’
interactions can influence the final recommendations.
The paper is structured as follows: Section 2 addresses the
related work; Section 3 describes how the users’ profiles were
built; Section 4 presents the extended recommendation al-
gorithms; Section 5 reports the evaluation conducted in the
system; finally, Section 6 presents the final remarks and per-
spectives for future work.
2. RELATEDWORK
The SVD++ algorithm proposed in [4] uses explicit (rat-
ings) and implicit (viewing history) information from users
in a factorization model. Another factorization model, called
Factorization Machines (FM) [6], can consider many types
of information regarding users, items and/or their interac-
tions. These techniques have the drawback that they process
only certain types of interactions, with little capability of
extension to other different types. In recent studies, Costa
et al. [2] developed an ensemble recommender technique,
called Ensemble BPR Learning, to unify different types of
feedback from users, processed in different recommendation
techniques. While this model is extensible for any types of
user’s interaction, its learning phase has high computational
cost, since it depends on the execution of several recommen-
dation techniques beforehand.
The present work differs from the aforementioned since it
explores an alternative to build enriched user profiles, in a
pre-processing step, that summarizes the interactions made
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by users in the system, producing a statistical view.
3. USER PROFILING
We propose a pre-processing approach that considers statis-
tics from different user interactions and produces a vector-
based user profile with a smaller set of attributes, reducing
data sparseness and improving representation of each user’s
preferences. To do that, we derived information from ratings
and tags attributed by users. We used only these two inter-
actions due to their availability in the adopted database, but
the profile can be further extended to other available interac-
tions. We also consider the statistics towards the categories
of the items the user evaluated. Category can be seen as
the classification of an item in its domain, e.g. the genre
of a movie. By doing this, the enriched user’s profile con-
veys more detailed information, such as which categories
he/she likes/dislikes the most, or which categories he/she
maintains a certain rating pattern. In this work, we consid-
ered the movie genre category, available within the dataset
used. The interactions were processed as follows.
Ratings: we consider a global average and standard devia-
tion of all of their ratings. Also, for each category, we track
which items belonged to them and then calculate the av-
erage and standard deviation using the ratings that he/she
assigned to items of that category.
Tags: we derive a user x item matrix that contains the sen-
timent of the tags that the users attributed to the items.
Tags are small labels that describe the content of an item,
and may contain sentiment or not. Neutral tags are more
common and tend to dominate the calculation of the average
sentiment, and thus we do not consider them. We compute
a float score (ranging from 1 to 5) that represents the sen-
timent for each user/item pair that has tag attribution. In
order to do this, we process the tags in the sentiment anal-
ysis algorithm available in the Stanford CoreNLP1, which
classifies sentences into one of the following: “Very Nega-
tive”, “Negative”, “Neutral”, “Positive”, “Very Positive”. We
convert this classification in a range of values from 1 to 5,
where 1 is equivalent to “Very Negative” and 5 is equal to
“Very Positive”, finally producing a user x item matrix refer-
ring to the tags’ sentiment. With the tag sentiment matrix
at hand, for each user we select his corresponding row and
derive from that the average tag sentiment score and the
standard deviation, as well as the scores for each category,
in a similar fashion performed with the ratings matrix.
4. RECOMMENDER ALGORITHMS
We evaluate our proposal with two recommender algorithms:
a neighborhood-based [5, 8] and a soft clustering [3] ap-
proaches. The following subsections detail the adaptations
we performed in each algorithm to allow them to process the
enriched profile and provide rankings of recommendation.
4.1 User k-Nearest Neighbor
The first recommendation algorithm is the well-known User
k-NN, which a description can be found in [5, 8]. We adopt
this algorithm because of its well-acceptance, and because
1http://nlp.stanford.edu/software/corenlp.shtml
it can be intuitively extended to include other information.
The main goal of the algorithm is to find similar users and
predict a rating based on their rating assignments.
We extended the aforementioned algorithm to consider the
enriched users’ profiles in its calculation, using the default
similarity defined in Equation 1.
suv =
nuv
nuv + λ1
puv, (1)
where nuv is the number of items that users u and v have
in common, and λ1 is a regularization constant, set as 100
according to suggestions found in the literature [5], and puv
is a similarity score given by a similarity measure such as
cosine or Pearson correlation.
We combine this standard similarity with the similarity be-
tween users’ profiles, computed in the same fashion, produc-
ing a final average similarity.
Another change that we made was to keep the set of the k
most similar users to u, regardless whether they evaluated
the item or not. Then, a cut is carried out in this set, keeping
only those who indeed have evaluated the item. The effect
is that the system considers only users that evaluated the
item in question and are in fact similar to the user u, which
now can be a different number for different users u.
4.2 Soft Clustering Recommender
The second recommendation algorithm used was based on
a work proposed by Ganu et al. [3] where the users are
arranged into different clusters with a degree of relevance.
The main idea of this algorithm is that each user has a value
that describes the probability, or the degree of relevance,
that it is contained in a cluster. The full description of this
algorithm can be seen in [3].
To aggregate the enriched profile, the algorithm produces
a second clustering solution from their vectors, calling it
vprofilej (ck). The final contribution is equivalent to the sum
of the relevance degrees in both solutions for every other user
that has viewed this item, as presented by the equation:
Contr(ck, i) =
∑n
j=1 vj(ck) + v
profile
j (ck)
2
(2)
We eliminate the addition of the ratings to the contribution
score, since we are dealing with ranking recommendation.
The final rˆui value obtained this way is equivalent to the
affinity level of the user towards an item, instead of being
the predicted rating.
5. EVALUATION
To evaluate our approach we first check which of the inter-
actions provided the best gain in the user profiling by com-
paring these interactions individually and combined. Fur-
thermore, we compare the algorithms having the best com-
bination of interactions with a state-of-the-art CF-based al-
gorithm, called BPR MF [7].
5.1 Experimental Setting
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Regarding the database, we used the HetRec MovieLens 2k,
introduced by Cantador et al. [1]. This database consists of
800,000 ratings (ranging from 1 to 5) and 10,000 tag assign-
ments applied by 2,113 users into 10,197 movies.
All experiments were executed using 10-fold cross-validation,
and we present the average results of our experiments.
We evaluated the rankings using Mean Average Precision
(MAP), applying the Student t-test to check if the results
are statistically significant.
Regarding the algorithms’ configuration, we tested several
combinations in a preliminary analysis and report only the
most promising results. For the User k-NN, we used the co-
sine similarity and k = 50. For the soft clustering approach,
we used the IIB algorithm with k = 4 clusters.
5.2 Results
We detail the results obtained in our experiments. In a first
experiment, we evaluated how much each interaction is able
to improve recommendation accuracy when used for profiles’
enrichment, as it can be seen in Figure 1.
Figure 1: Profiles Comparison results using MAP.
According to the results, the profiles enriched with tags per-
formed worst, while combining both interactions provided
better rankings. We argue that while tags do help increasing
the user’s preferences representation, their interaction ma-
trix is generally more sparse. However, as we combine tags
information with ratings into one single profile per user, the
system is able to obtain more detailed information about his
interests, increasing recommendation accuracy.
The second experiment consists of measuring the impact of
integrating the profiles’ enrichment into both recommender
algorithms previously described. Figure 2 show comparative
charts containing the results of the considered approaches.
Figure 2: Recommeders comparison using MAP.
It can be seen that the User k-NN and the RB-Soft Clus-
tering achieved the worst results when not considering the
enriched users’ profiles. However, when considering the en-
riched users’ profiles in their recommendation model, their
accuracy was statistically better than BPR MF (with the
p-value < 0, 01). Additionally, as the results show, the en-
riched profiles were able to enhance the ranking generation of
every algorithm considered in this study, providing a positive
indication of the availability of taking into account different
interactions in the user profiling.
6. FINAL REMARKS
In this paper, we proposed an approach to enrich the users’
profiles using different types of user interactions. The goal
of this enrichment was to describe more accurately the pref-
erences and interests of individuals and, consequently, rec-
ommend more relevant items to them.
As future work, we aim at evaluating the proposed ap-
proach with additional data sets from other domains and
checking its accuracy with more user information, since pre-
processing premise for user profiling can be easily extended
to aggregate different types of interactions. We also plan
to extend additional algorithms, such as the BPR MF algo-
rithm, to be able to process the enriched user profile.
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