Abstract | Morphological size distributions and densities are frequently used as descriptors of granularity or texture within an image. They have been successfully employed in a number of image processing and analysis tasks, including shape analysis, multiscale shape representation, texture classi cation, and noise ltering. In most cases however it is not possible to analytically compute these quantities. In this paper, we study the problem of estimating the (discrete) morphological size distribution and density of random images, by means of empirical as well as Monte Carlo estimators. Theoretical and experimental results demonstrate clear superiority of the Monte Carlo estimation approach. Examples illustrate the usefulness of the proposed estimators in traditional image processing and analysis problems.
In order to e ectively employ size distributions in realistic problems, it is imperative to estimate these quantities for more general stochastic image models.
When no particular image model is available, a natural approach to estimating the size distribution is to employ an empirical estimator, applied on a single image realization. In this case, an image is assumed to be a realization of a stationary random eld, viewed through a nite observation window. Under suitable assumptions, it can be shown that the empirical estimator almost surely converges to the true value, in the limit as the observation window grows to in nity. In practice, however, data are observed through nite size windows. Hence, we do not have much control over the bias and the mean-squared-error (MSE) of an empirical estimator. As a general rule, one can get good estimates of the size distribution only at \small sizes." In order to overcome this problem, we need to assume a model for the images under consideration.
One of the most popular modeling assumptions is to consider images as being realizations of a Markov random eld (MRF) (e.g., see 16] , 17]). This naturally leads to the problem of calculating the size distribution of a MRF which does not in general enjoy an analytical solution. In order to provide a meaningful solution to this problem, we here propose a Monte Carlo approach that results in three unbiased and consistent estimators of the size distribution 1], 2]. The rst estimator is applicable in cases when independent and identically distributed (i.i.d.) realizations are available. When this is not possible, an alternative Monte Carlo estimator can be employed, based on a Markov Chain Monte Carlo (MCMC) approach for estimating ensemble averages (e.g., see 18]{ 20]). Implementation of such estimators however may require substantial computations. To ameliorate this problem, a third Monte Carlo estimator is proposed that enjoys better computational performance.
We would like to mention here the related work of Sand and Dougherty 21] who have derived asymptotic expressions for the moments of the size distribution (see also 22] and 23]). Their work, however, is based on a rather restrictive image model. Bettoli and Dougherty 24] as well as Dougherty and Sand 23] have derived explicit expressions for size distribution moments. However, they have assumed a deterministic image corrupted by random pixel noise and have only considered \linear" size distributions.
This paper is organized as follows. A brief introduction to mathematical morphology and Markov random eld theory is presented in Section II. This section establishes useful notation and is essential for those readers who are not familiar with either one of these subjects. Size distributions and densities of binary random images are reviewed in Section III. Extension to grayscale images is also considered. In Section IV, we present a theorem for the convergence of an empirical estimator for the size distribution, based on the work by Moore and Archambault 25] . Monte Carlo estimation of the size distribution of a MRF is considered in Section V. Three estimators are proposed and are shown to be unbiased and consistent. In Section VI, simulations demonstrate the superiority of the Monte Carlo approach over the empirical approach. Furthermore, examples illustrate the usefulness of the proposed estimators in a number of traditional image processing and analysis problems. Our conclusions are nally summarized in Section VII.
II. Preliminaries
In this section, we brie y summarize a number of concepts used throughout the paper. More particularly, we rst review basic concepts from mathematical morphology. We then consider twodimensional Markov random elds, de ned over a nite rectangular subset of Z Z 2 . A. Mathematical Morphology Mathematical Morphology was introduced by Matheron 4] and Serra 5] as a tool for investigating geometric structure in binary images (shapes). Binary images are represented as subsets of a two-dimensional space (usually the two-dimensional Euclidean plane IR 2 or the two-dimensional discrete plane Z Z 2 or some subset of these). Geometric information is extracted from a binary image by \probing" it with a small shape, known as the structuring element. Binary mathematical morphology has been extended to grayscale and other kinds of images (e.g., multispectral images, convex shapes, etc.) by considering mathematical morphology as being a general algebraic tool, dealing with operators on complete lattices 26] . A complete lattice L is a collection of objects (e.g., binary images, grayscale images, multispectral images, etc.), furnished with a partial order relationship (partial since there might be two elements in L that are not related), such that every subset H of L has a least upper bound (supremum) _H and a greatest lower bound (in mum)^H.
An example of a complete lattice, which forms the basis of grayscale morphology, is the collection X of all functions mapping Z Z 2 into a complete lattice G, furnished with the component-wise partial order relationship X 1 X 2 , X 1 (w) X 2 (w), for every w 2 Z Z 2 , X 1 ; X 2 2 X, where X 1 = fX 1 (w); w 2 Z Z 2 g and X 2 = fX 2 (w); w 2 Z Z 2 g. Here G denotes the set of graylevel values of an image X. In this case, the supremum and in mum are de ned by for every collection fX i 2 L; i 2 Ig of elements in L (i.e., an operator on L that distributes over suprema). Two operators and are said to be an adjunction if (X 1 ) X 2 , X 1 (X 2 ), X 1 ; X 2 2 L. In this case, is an erosion and is a dilation. An operator is called an opening if it is increasing (i.e., X 1 X 2 ) (X 1 ) (X 2 )), anti-extensive (i.e., (X) X), and idempotent (i.e., ( (X)) = (X)). Dually, any operator that is increasing, idempotent, and extensive (i.e., X (X)) is called a closing. It is easy to show that for an adjunction ( ; ), the composition is an opening, whereas the composition is a closing.
From complete lattice-theoretic generalizations, it follows that any translation invariant erosion and any translation invariant dilation is of the form (X)(w) = (X B)(w) =v 
for some B 2 X, known as a structuring function. In this case, the operators (X) = (X B) B = X B and (X) = (X B) B = X B; (3) are the translation invariant opening and closing, respectively. One usually takes B to be constant over a bounded subset of Z Z 2 with value ?1 elsewhere. In such a case, the above operators are known as at erosion and at dilation, respectively, and the structuring function B is known as a at structuring function (or structuring element). In this paper, we only deal with at operators and at structuring functions which take value 0 over bounded subsets of Z Z 2 . B. Markov Random Fields Let W = fw 2 Z Z 2 j w = (m; n); 0 m M ? 1; 0 n N ? 1g, M; N < 1, be a twodimensional nite collection of M N sites in Z Z 2 . At each site w, we associate a subset N w W such that w = 2 N w and w 2 N v , v 2 N w : (4) N w is known as the neighborhood of site w, whereas a pair (v; w) of sites in W that satisfy (4) are called neighbors. In most applications, N w = N fwg, where N is a structuring element centered at (0; 0) such that (0; 0) = 2 N. This will be the only choice to be considered in this paper. Let X(w) be a random variable assigned at site w 2 W that takes values in a discrete and nite state-space G. Without loss of generality, we assume that G = f0; 1; :::; Gg, for some integer 1 G < 1. The collection X = fX(w); w 2 Wg de nes a two-dimensional random eld on W that assumes realizations X = fX(w); w 2 Wg in the Cartesian product S = G MN . If: (a) the probability mass function Pr X = X] of X is strictly positive, for every X 2 S, and (b) for every w 2 W, the conditional probability of X(w), given the values of X at all sites in W n fwg, depends only on the values of X at sites in N w , i.e., if Pr X(w) = X(w) j X(v) = X(v); v 2 W n fwg] = Pr X(w) = X(w) j X(v) = X(v); v 2 N w ]; (5) for every w 2 W, then X is a MRF on W. In (5), A n B = A \ B c is the di erence between sets A and B. The conditional probabilities on the right-hand side of (5) are known as the local characteristics of X.
A site w close enough to the boundary of W needs special attention since it may be that N w 6 W. In this case, either N w is replaced by N w \W or neighborhoodÑ w replaces N w , whereÑ w is formed by mapping each site (m; n) 2 N w to site ((m) M ; (n) N ), where (m) M means that m is evaluated modulo M. The rst choice is known as a free boundary condition whereas the second choice is known as a toroidal boundary condition. Although both boundary conditions are important, the free boundary condition is more natural in practice. However, the toroidal boundary condition frequently simpli es analysis and computations.
It can be easily shown that, if the probability mass function Pr X = X] of X satis es the positivity condition (a) above, then Pr X = X] = (X) = 1 Z expf? 1 T U(X)g; 8 X 2 S; (6) where Z = X X 2 S expf? 1 T U(X)g; (7) is a normalizing constant known as the partition function. In (6) and (7), U is a real-valued functional on S, known as the energy function, whereas T is a real-valued positive constant, known as the temperature. A probability mass function of the exponential form (6) is known as the Gibbs distribution, whereas any random eld X whose probability mass function is of the form (6), (7) is known as a Gibbs random eld (GRF). A MRF is a special case of a GRF when, in addition to the positivity condition, the Markovian condition (5) (8) with appropriate modi cations at the boundary of W, where w 1 = (m; n ? 1) and w 2 = (m ? 1; n), provided that w = (m; n), and , 1 , 2 are real-valued parameters. In this case, N w = f(m ? 1; n); (m + 1; n); (m; n ? 1); (m; n + 1)g. The importance of this model stems from the fact that a number of quantities (e.g., the partition function) can be analytically calculated (this is not however true for more general MRF's). Pr X(w) = X(w) j X(v) = X(v); v 2 W w ] = Pr X(w) = X(w) j X(v) = X(v); v 2 w ]; (10) for every w 2 W. The conditional probabilities on the right-hand side of (10) are known as the transition probabilities of X. It can be shown that a UMRF is also a MRF with partition function that equals one and
Pr X(w) = X(w) j X(v) = X(v); v 2 w ]; 8 X 2 S: (11) However, a MRF is not in general unilateral. Notice that the unilateral condition (b) above results in a probability mass function p in (11) that is a simple product of transition probabilities, as opposed to the more general probability mass function in (6).
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Direct simulation of a UMRF (i.e., drawing samples from the associated probability mass function) is straightforward due to the product form of (11) . This problem is equivalent to drawing samples from a Markov chain and can be easily accomplished by means of one lexicographic scan of W. Direct simulation of a more general MRF however is not possible in general, due primarily to the multivariate nature of the Gibbs distribution and lack of analytical tools for calculating its partition function. A popular indirect technique for simulating a MRF is based on Markov Chain Monte Carlo (MCMC) sampling. According to this technique, an ergodic Markov chain fX k ; k = 1; 2; :::g is generated, with state-space S, whose equilibrium distribution is the Gibbs distribution under consideration; i.e., such that lim k !1 Pr X k = X j X 1 = X 0 ] = (X); 8 X; X 0 2 S:
In this case, and for large enough k, any state of the Markov chain fX k ; k = 1; 2; :::g will approximately be a sample drawn from .
A commonly used MCMC sampling technique is the so-called Metropolis's algorithm with random site updating. In this case, the transition probability p k (i; j) = Pr X k+1 = X j j X k = X i ] associated with Markov chain fX k ; k = 1; 2; :::g is given by p k (i; j) = It is a well known fact that, in the limit, as T ! 1, a GRF X becomes an i.i.d. random eld;
i.e., lim
where jAj denotes the cardinality of set A (i.e., the total number of its elements). On the other hand, lim T ! 0 + (X) = lim
otherwise ; (13) where U = fX 2 S j U(X ) U(X); 8 X 2 Sg: Therefore, the probability mass function of a GRF becomes uniform, over all global minima of its energy function (known as the ground states), in the limit, as the temperature decreases to zero.
As a direct consequence of (12) , only short range pixel interactions are possible at high temperatures and a typical MRF realization will be dominated by ne structure. In this case, the MRF under consideration is said to be at a ne phase. At low temperatures however long range pixel interactions are possible and a typical MRF realization will be dominated by large structure, typical to the underlying ground states, as is clear from (13) . In this case, the MRF under consideration is said to be at a coarse phase. In general, as the temperature decreases to zero, transition from ne to coarse phase is not smooth. In most cases, there exists a temperature T c , known as the critical temperature, at which abrupt change from ne to coarse phase occurs. Around the critical temperature, structures of a wide range of sizes may coexist. This phenomenon, known as phase transition, is typical in natural systems (e.g., see 28] ). This is illustrated in Fig. 1 and for the Ising model discussed in Example 1, de ned over a 256 256 rectangular grid, with = 0, III. Granulometries, Size Distributions, and Size Densities
We now discuss the notions of (discrete) granulometry and anti-granulometry as well as the notions of (discrete) size distribution and size density, associated with a random eld X (see also given by 0 (X) = 0 (X) = X, s (X) = X sB, s = 1; 2; :::, and s (X) = X sB, s = 1; 2; :::, respectively, where B is a symmetric nite structuring element and sB is recursively de ned by 0B = f(0; 0)g, and sB = (s ? 1)B B, for s = 1; 2; :::. These are known as the morphological granulometry and morphological anti-granulometry, respectively.
Example 5. We may consider the morphological operators 0 (X) = 0 (X) = X, s (X) = X sB, (17) due to the fact that s+1 s and s s+1 . Notice that S X (s) and s X (s) enjoy similar properties as S X (w; s) and s X (w; s), respectively.
The notions of size distribution and size density can be extended to a grayscale random eld X on Z Z 2 . Indeed, consider the collection fT t (X)g t=1;2;:::;G of threshold sets of X, given by T t (X) = fw 2 Z Z 2 j X(w) tg; for t 2 G 0 ; G 0 = f1; 2; :::; Gg ; (18) and a random variable T that (randomly) determines a threshold level t 2 G 0 for X. The (discrete) size distribution S X (w; s) of random eld X is de ned by (compare with (III)) S X (w; s) = Pr w 2 0 s (T T (X))]; for s 0 Pr w 2 0 jsj (T T (X))]; for s ?1 ; for every w 2 Z Z 2 , where f 0 s g s=0;1;::: is a granulometry on P and f 0 s g s=0;1;::: is the associated anti-granulometry. If T is uniformly distributed in G 0 (which will be assumed in this paper), then it is not di cult to show that S X (w; s) = 1 G
S Tt (w; s) ; (19) where S Tt (w; s) = Pr w 2 0 s (T t (X)) j T = t]; for s 0 Pr w 2 0 jsj (T t (X)) j T = t]; for s ?1 ; (20) is the size distribution of the DRS T t (X), given that T = t. From (18) , (19) , (20) , and equation Pr w 2 0 s (T t (X))]
where s is a at operator on X, generated from 0 s by means of s (X)](w) = max f t j w 2 0 s (T t (X))g (see 26]). In this case 0 s (T t (X)) = T t ( s (X)), as required for the second equality in (21) 
By averaging S X (w; s) over W, we nally obtain (compare with (16) and (17)): 
where kXk W = P w2W jX(w)j. Notice that (23) and (24) reduce to (16) and (17), respectively, when G = 1.
IV. Empirical Estimators
We are now ready to study estimators for the size distribution and the associated size density.
In this section, we review a useful estimator for S X (s) (and, therefore, for s X (s)), based on an empirical estimation principle (see also 25], 32]).
Let X be a random eld on Z Z 2 and let s be a morphological operator from X into itself. For example, if s = s , s = 0; 1; :::, then f s g s=0;1;::: is a granulometry on X, whereas, if s = s , s = 0; 1; :::, then f s g s=0;1;::: is an anti-granulometry on X. We assume that X is observed through an increasing sequence W 1 
From (25) and (26), observe that X (s; W r ; ) = 1 jW 0 r (s)j k s (X)k W 0 r (s) : (27) We now discuss the almost sure (a.s.) convergence of X (s; W r ; ), in the limit as r ! 1. This problem has been considered by Moore and Archambault 25] , and for the case of random closed sets on IR 2 . Our presentation focuses here on the case of discrete, nite-valued random elds on Z Z 2 . We rst need to de ne a useful notion of stationarity (see also 25]).
De nition 2. A random eld X is rst-order stationary with respect to (w.r.t.) a morphological operator s : X ! X, if E s (X)](w) ] is independent of w 2 Z Z 2 .
The proof of the following proposition is an immediate consequence of (27 To show that lim r!1 U r = 0, a.s., recall (33) and the fact that fW r g r=1;2;::: is an increasing sequence of windows, in which case The Borel-Cantelli lemma now results in Pr jU r j ; i.o.] = 0 and, since > 0 was arbitrary, lim r!1 U r = 0, a.s. Next, observe that (see also (33) and use the fact that 0 e s ; X (s; W r ; ) G) 
provided that jW r 2jsjBj 6 = 0. Estimator (40) and the associated estimator for the size density will be referred to here as the opening/closing (discrete) size distribution and density, respectively. (41) provided that jW r jsjBj 6 = 0. Estimator (41) and the associated estimator for the size density will be referred to here as the erosion/dilation (discrete) size distribution and density, respectively. In many instances, this distribution quanti es shapes equally well as the opening/closing size distribution, and is frequently preferred for shape analysis since it leads to computationally simpler algorithms 34] (see also 35] and Section VI.B).
V. Monte Carlo Estimators
We now study a number of estimators for the size distribution S X (s) (and size density s X (s)) based on a Monte Carlo estimation principle. These estimators are shown to be unbiased and consistent, as the number of Monte Carlo iterations approaches in nity. Therefore, their statistical behavior is not controlled by the data size but by the computer program used for implementation. Furthermore, no di cult to verify assumptions, similar to (30){(32), are needed here.
Suppose that X is a random eld on Z Z 2 such that it is possible to draw independent samples from its probability mass function inside a window W; i.e., we can draw samples X (1) (44) provided that S X (s) 6 = 0. Thus,Ŝ X;1 (s; K s ) is an unbiased (for every K s 1) and consistent (as K s ! 1) estimator of the size distribution S X (s). Additionally, the Monte Carlo estimator s X;1 (s; K s ; K s+1 ) =Ŝ X;1 (s; K s ) ?Ŝ X;1 (s + 1; K s+1 ); is an unbiased (for every K s ; K s+1 1) and consistent (as K s ; K s+1 ! 1) estimator of the size density s X (s) in (24) .
The relative MSE (44) is directly controlled by the number K s of Monte Carlo iterations, regardless of the size of the observation window W. In fact, the relative MSE decreases to zero inversely proportional to the number of Monte Carlo iterations. As is clear from (44) , it su ces to set
so as to uniformly obtain (over all s) a relative MSE of no more than . The value of K s in (45) directly depends on the particular value of S X (s). As expected, and in order to obtain the same relative MSE for all s, small values of S X (s) require more Monte Carlo iterations than larger ones.
In view of the fact that S X (s) is not known a-priori and the fact that K s ! 1, as S X (s) ! 0 + , we may decide in practice to estimate only size distribution values that are above a pre-de ned threshold a > 0, with relative MSE of no more than . In this case, we may set K s = (1 ? a)= a, for every s 2 Z Z. Notice nally that the numerical implementation of (42) Estimators (48) and (49) are the most useful in practice. They may however turn out to be computationally intensive. This is due to the fact that (48) and (49) require computation of openings and closings (in the case of (48)), or erosions and dilations (in the case of (49)), over the entire sub-windows W 2jsjB and W jsjB, respectively, which need to be re-evaluated at each Monte Carlo iteration. Recall however that when the Metropolis' algorithm is employed in MCMC, (50), are available from the previous iteration. When jW v j 1, calculation of these local minima may be computationally expensive. Similar remarks also hold for estimator (49) , with s ?1, as well as for estimator (48) .
In order to ameliorate this problem, we may assume that X is a rst-order stationary random eld w.r.t. s and s , in which case S X (w; s) = S X (0; s) and the size distribution is therefore independent of w (recall (22) (46) and (47) 
. 
VI. Applications and Examples
We now discuss applications and provide examples that demonstrate the e ectiveness of both empirical and Monte Carlo estimators considered in this paper in solving a number of traditional image processing and analysis problems. respectively. To obtain these estimates, we have assumed a toroidal boundary condition and we have employed estimators (52), (54) (for Fig. 2 ) and (51), (53) (for Fig. 3 ), with i = 2. On the other hand, the second row of Figs. 2 and 3 depict the corresponding empirical estimates, obtained by means of (39) and (41), (40), respectively. Observe that the Monte Carlo estimates are symmetric, as expected, since the Ising model under consideration is self-dual (i.e., (X) = (X c )). From Fig. 3 , it is clear how the size density characterizes the granular structure of a MRF, at di erent temperatures. Above the critical temperature (e.g., at T = 0:9), most non-negligible values of the size density are at small sizes, which veri es the presence of a ne phase. Below the critical temperature (e.g., at T = 0:5), the size density spreads out to larger sizes and is negligible at small sizes, which veri es the presence of a coarse phase. At the critical temperature (i.e., at T = 0:7), the size density spreads out evenly at a rather wide range of sizes, which veri es the presence of phase transition (i.e., coexistence of both ne and coarse phases). As is clear from the third rows of Figs. 2 and 3 , the empirical estimators (40) and (41) work reasonably well at high temperatures. However, these estimators are unreliable at low temperatures, especially at large sizes. This is partially due to the fact that the empirical estimators use single realizations, observed only through a nite size window. Furthermore, conditions (30){(32) may not be satis ed here, in which case the empirical estimators may not be consistent. It is worthwhile noticing that the performance of the empirical estimator for the erosion/dilation size density is relatively better as compared to that for the opening/closing size density. This is due to the fact that the sub-window W 0 r (s) W r satisfying (25) is larger for the case of erosion and dilation than for the case of opening and closing.
To conclude, caution should be exercised when the empirical size density estimators are used in practice, especially at large sizes, since they are amenable to serious errors. (24), (27) , and (55) Classi cation based on the opening/closing size density was exceptional. In the binary case of Fig. 4 only one misclassi cation occurred in 76 trials, resulting in 99% accuracy, whereas no misclassi cations were observed in the grayscale case of Fig. 5 , resulting in 100% accuracy. In the binary case, the erosion/dilation size density produced 6 misclassi cations out of 76 trials, resulting in 92% accuracy, whereas no misclassi cations were observed in the grayscale case, resulting in 100% accuracy. All misclassi cations were observed for images that did not belong to the training set.
The experiment depicted in Fig. 6 was designed to classify 4 19 grayscale images (with G = 15)
into four classes as well. In this case however, the classes are characterized by very similar size densities. Class 1 is characterized by the same auto-binomial model as Class 4 in Fig. 5 . Classes 2, 3, and 4 are characterized by auto-binomial models whose parameters are the ones of Class 1 divided by 2, 3, and 4, respectively. Notice the visual similarity between the four realizations and the size densities depicted in Fig. 6 . Classi cation based on the erosion/dilation size density produced 7 errors, resulting in 91% classi cation accuracy, whereas classi cation based on the opening/closing size density produced 5 errors, resulting in 93% accuracy. All errors occurred in classifying Class 2 textures as Class 1 (in the case of the erosion/dilation size density) or Class 1 textures as Class 2 (in the case of the opening/closing size density). However, and for the erosion/dilation size density, 100% accuracy was achieved in classifying Class 1, 3, and 4 textures, whereas 100% accuracy was 
Model Parameters
Classification Results (Erosion/Dilation Size Density) 
Erosion/Dilation Size Densities Opening/Closing Size Densities Figure 6: Grayscale texture classi cation experiment (16 graylevels were assumed). Both approaches produced errors due to the close similarity between Class 1 and Class 2 size densities. Erosion/dilation based classi cation resulted in 91% accuracy, whereas opening/closing based classi cation resulted in 93% accuracy.
achieved in classifying Class 2, 3, and 4 textures by means of the opening/closing size density. This is due to the fact that the Class 1 and 2 size densities are almost indistinguishable to allow 100% correct classi cation.
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Texture classi cation by means of size densities produces highly accurate results even in cases when textures are visually indistinguishable. The training step is computationally intensive due to the need of determining the proper MRF model for each class and the extensive MCMC simulations required for obtaining estimates of (m k ; C k ), for k = 1; 2; :::; K. This step however needs to be done once and o -line. The classi cation step is easy to implement, due to the relatively simple form of the feature vector v, given by (27) , (57). In fact existing algorithms may be used here in order to allow fast computation of v (e.g., see 44] ). On the other hand, a classi cation technique based on the erosion/dilation size density should be considered rst, since this technique requires substantially less computations than a technique based on opening/closing size densities and may provide acceptable classi cation results.
The texture classi cation techniques proposed in 39], 40] are based on feature vectors directly derived from model parameters and are therefore computationally intensive since they require online optimal t of a MRF model to given data. Although estimates of image model parameters (or other functionals of these) are frequently su cient statistics for the model under consideration (and therefore the right feature vector to choose, from a statistical point of view), size densities are better suited in summarizing geometric image information as far as shape and size is concerned.
To conclude this subsection, we should point out here that alternative texture classi cation techniques, based on the concept of size density, and more generally on mathematical morphology, have been proposed in the literature (e.g., see 11], 13], 14], 45]{ 47]). Most of these techniques however use size density information obtained by means of a (frequently local) empirical estimator of the \true" size density. Calculation of the \true" size density for each class is therefore limited by the size of the underlying window and the actual size density may not be correctly estimated (especially at large sizes) by these techniques. Finally, most techniques use only partial size density information, by reducing the size density into its rst few moments. The technique proposed here allows accurate size density estimation and employs the entire size density information for texture classi cation. 
where X is a random eld that models the image under consideration, N 1 , N 2 are two random elds that model degradation, and N 1 (w) = G ? N 1 (w), for every w 2 W. 3 In particular, N 1 , N 2 may model degradation due to clutter, sensor noise, incomplete data collection, or occlusion.
This type of noise is frequently referred to as a min/max noise. The problem of optimal image restoration consists of designing a set operator such that
is \optimally close" to X, in the sense of minimizing a distance metric D(X;X). It is this problem that we are considering in this subsection. Before we proceed however we need the following de nition (see also 
The optimal estimateX of X is then obtained by determining an index set S + in (62) that results in a minimum expected absolute di erence. We have the following proposition. 
where s X (s) and s N 2 (s) are the opening/closing size densities of X and N 2 , respectively, minimizes the expected absolute di erence metric D(X;X), given by (63), whereX is given by (62).
Proof. Observe that (see (61) and (62) requires only the assumption that X, N 2 are a.s. non-interfering (assuming also that N 1 = 0, a.s.). This is in sharp contrast to the assumptions made in 9] which are quite restrictive and rather unrealistic.
By duality (since X^N 1 = (X _ N 1 ) , in which case (X B) = X B and (X B) = X B), 4 and due to the particular form of (63), for which D(X ;X ) = D(X;X), we have the following proposition. Example 10. We now demonstrate the use of operator , given by (62), (64), for restoring binary images corrupted by union noise. In this case, N 1 = 0, a.s., and Y = X N 2 (see also (58)). The rst row of Fig. 7 depicts the result of restoring a random image X by means of (62), (64). X is taken to be a 256 256 pixel UMRF with binomial transition probability, given by (recall (9) , (10) The size densities s X (s), s N 2 (s), for s 0, were estimated by means of the Monte Carlo estimator (51), (53), with i = 1; 2, respectively. The RHOMBUS structuring element was employed. These densities are then used to determine the set S + in (64) which, in turn, speci es the particular form of by means of (62).
The second row of Fig. 7 depicts a similar image restoration example with X being a 256 256 pixel binary Matisse image. 5 In this case, N 2 is taken to be a UMRF that models vertical striking, whose transition probability is given by \optimal" restoration operator is not necessarily increasing 51] (although morphological opening is increasing, operator is not increasing in general).
Example 11. Image restoration in the more general setting of (58) is clearly more challenging. In this example, we demonstrate the use of GAF (i.e., of operator ) and of GASF (i.e., of operator SQUARE structuring element was used in the implementation of both AF and ASF) and a 7 7 median lter (found to be optimal) is depicted in Fig. 10 Figure 12 depicts the relative error occurred in restoring X from Y by means of a GAF, GASF, AF, ASF (the SQUARE structuring element was used in the implementation of both AF and ASF) and a 7 7 median lter (found to be optimal). In this case, GASF outperformed all other operators with GAF producing results very close to that of GASF.
In the UMRF case, application of GASF on Y resulted in 56% reduction in relative error (from In practice, either GAF or GASF should be preferred over AF or ASF (or even median ltering) since application of AF, ASF, or median ltering requires an \optimal" choice for the \size" of these operators. The GAF or GASF can be directly applied on data, as long as the associated size densities are known or have been estimated. If the densities are not known a-priori, they can be estimated from training data by means of either the empirical estimators discussed in Section IV or the i.i.d. Monte Carlo estimators discussed in Section V. On the other hand, if statistical models are available for the signal and/or degradation, then the Monte Carlo estimators discussed in Section V can be e ectively used for size density estimation.
VII. Conclusion
In this paper, we have considered the problem of estimating discrete morphological size distributions and densities for binary and grayscale images. We have reviewed two di erent approaches to this problem that lead to two di erent types of estimators: empirical estimators, applied on data available through nite size windows, and Monte Carlo estimators, applied on statistically independent or dependent image samples. The empirical estimators are unbiased and they are consistent as the size of the observation window grows to in nity. These estimators however are reliable only when data are observed through large enough windows and are not expected to provide reliable estimates of size distributions and densities at large sizes. The Monte Carlo estimators on the other hand are unbiased and consistent as the number of Monte Carlo iterations tends to in nity. Therefore, they are expected to provide reliable estimates of size distributions and size densities, regardless of data size.
We have successfully applied the size distribution and density estimators in two traditional image processing and analysis problems: texture classi cation and image restoration. In texture classi ca- lter (GAF), a generalized alternating sequential lter (GASF), an alternating lter (AF), an alternating sequential lter (ASF), and a 7 7 median lter for the UMRF and the Lenna images depicted in Fig. 11 . Application of GASF outperformed all other operators with GAF producing results very close to that of GASF.
tion, textures are to be classi ed into a prede ned number of classes, each class being characterized by a Markov random eld model with known energy function. Each class is represented by the underlying size density, estimated by means of Markov chain Monte Carlo, and a minimum distance classi er is employed for classi cation. The feature vector is taken to be the empirical size density estimator. Extensive experiments have shown that this approach is highly accurate even when the underlying classes are close to each other. In image restoration, we have extended the results by Haralick et. al. to the grayscale case, and showed that, under the condition of non-interference between the original image and degradation, there exist lters that result in \optimal" estimates of the original image from data corrupted by either min or max noise. These estimates are optimally close to the original image in the sense of minimizing the expected absolute di erence metric. The design of such lters requires knowledge of a number of size densities which are estimated by means of the empirical and Monte Carlo estimators proposed in this paper. Based on these results, we have generalized the well known notions of alternating and alternating sequential lters. The new lters are in general non-increasing, require no knowledge of \optimal size," are easy to implement (as long as the required size densities are available), and outperform traditional morphological lters in experiments.
