In this paper, we will give a C 1,β -regularity result on the boundary for two dimensional sliding almost minimal sets. This effect may lead to the existence of a solution to the Plateau problem with sliding boundary conditions proposed by Guy David in [4] .
Introduction
In [4] , Guy David proposed to consider the Plateau Problem with sliding boundary conditions, since it is very natural to soap films and has some advantages to consider the boundary regularity.
Jean Taylor, in [10] , proved a C 1,β -regularity theorem for Almgren almost minimal sets of dimensional two in an open set U ⊂ R 3 , and Guy David, in [2] , given a new proof and generalized it to any codimension.
In [6] , we proved a Hölder regularity of two dimensional sliding almost minimal set at the boundary. That is, suppose that Ω ⊂ R 3 is a closed domain with boundary ∂Ω a C 1 manifold of dimension 2, E ⊂ Ω is a 2 dimensional sliding almost minimal set with sliding boundary ∂Ω, and that ∂Ω ⊂ E. Then E, at the boundary, is locally biHölder equivalent to a sliding minimal cone in the upper half space Ω 0 . In this paper, we will generalized the biHölder equivalence to a C 1,β equivalence when the gauge function h satisfies that h(t) ≤ Ct α . Let us refer to Theorem 1.2 for details. In our case, the list of sliding minimal cones is known: they are ∂Ω 0 and ∂Ω 0 ∪ Z, where Z are half planes or cones of type Y + , which meet ∂Ω 0 perpendicularly.
Let us introduce some notation and definitions before state our main theorem. A gauge function is a nondecreasing function h : [0, ∞) → [0, ∞] with lim t→0 h(t) = 0. Let Ω be a closed domain of R 3 , L be a closed subset in R 3 , E ⊂ Ω be a given set. Let U ⊂ R
3 be an open set. A family of mappings {ϕ t } 0≤t≤1 , from E into Ω, is called a sliding deformation of E in U if following properties hold: ϕ t (x) = x for x ∈ E \ U, ϕ t (x) ⊂ U for x ∈ E ∩ U, 0 ≤ t ≤ 1,
is continuous, and ϕ 1 is Lipschitz and ψ 0 = id E . Definition 1.1. We say that an nonempty set E ⊂ Ω is locally sliding almost minimal at x ∈ E with sliding boundary L and with gauge function h, called (Ω, L, h) locally sliding almost at x ∈ E for short, if H 2 E is locally finite, and for any sliding deformation {ϕ t } 0≤t≤1 of E in B(0, r), we have that H
2 (E ∩ B(x, r)) ≤ H 2 (ϕ 1 (E) ∩ B(x, r)) + h(r)r 2 .
We say that E is sliding almost minimal with sliding boundary L and gauge function h, denote by SAM (Ω, L, h) the collection of all such sets, if E is locally sliding almost minimal at all points x ∈ E. Theorem 1.2. Let Ω ⊂ R 3 be a closed connected set such that the boundary ∂Ω is a 2-dimensional manifold of class C 1,α for some α > 0. Let E ⊂ Ω be a closed set such that E ⊃ ∂Ω and E is a sliding almost minimal set with sliding boundary ∂Ω and with gauge function h satisfying that h(t) ≤ C h t α1 , 0 < t ≤ t 0 , for some C h > 0, α 1 > 0 and t 0 > 0.
Then for any x 0 ∈ ∂Ω, there is a unique tangent cone of E at x 0 ; moreover, there exist a radius r > 0, a sliding minimal cone Z in Ω 0 with sliding boundary ∂Ω 0 , and a mapping Φ : Ω 0 ∩ B(0, 1) → Ω of class C 1,β , which is a diffeomorphism between its domain and image, such that Φ(0) = x 0 , |Φ(x) − x 0 − x| ≤ 10 −2 r for x ∈ B(0, 2r), and E ∩ B(x 0 , r) = Φ(Z) ∩ B(x 0 , r). Theorem 1.2 and Jean Taylor's theorem imply that any set E as in above theorem is lipschitz neighborhood retract. This effect gives the existence of a solution to the Plateau problem with sliding boundary conditions in a special case, see Theorem 6.1.
Lower bound of the decay for the density
In this section, we will consider a simple case that Ω is a half space and L is its boundary; without loss of generality, we assume that Ω is the upper half space, and change the notation to be Ω 0 for convenience, i.e.
It is well known that for, any 2-rectifiable set E, there exists an approximate tangent plane Tan 2 (E, y) of E at y for H 2 -a.e. y ∈ E. We will denote by θ(y) ∈ [0, π/2] the angle between the segment [0, y] and the plane Tan 2 (E, y), by θ x (y) ∈ [0, π/2] the angle between the segment [x, y] and the plane Tan 2 (E, y), for x ∈ R 3 .
In this section, we assume that there is a number r h > 0 such that
and put h 1 (t) = t 0 h(2s) s ds, for 0 ≤ t ≤ r h .
Lemma 2.1. Let E ⊂ Ω 0 be any 2-rectifiable set. Then, by putting u(r) = H 2 (E ∩ B(x, r)), we have that u is differentiable almost every r > 0, and that
for such r.
Proof. Considering the function ψ : R 3 → R defined by ψ(y) = |y − x|, we have that, for any y = x and v ∈ R 3 , Dψ(y)v = y − x |y − x| , v , thus ap J 1 (ψ| E )(y) = sup{|Dψ(y)v| : v ∈ T x E, |v| = 1} = cos θ x (y).
(2.2)
Employing Theorem 3.2.22 in [7] , we have that, for any 0 < r < R < ∞, we get so that, for almost every r ∈ (0, ∞),
Lemma 2.2. Let E be a 2-rectifiable (Ω 0 , L 0 , h) locally sliding almost minimal at some point x ∈ E. If x ∈ E ∩ L 0 , then for H 1 -a.e. r ∈ (0, ∞),
Then, for any y = x and any v ∈ R 3 , by puttingỹ = y − x, we have that
If the tangent plane Tan 2 (E, y) of E at y exists, we take v 1 , v 2 ∈ Tan 2 (E, y) such that |v 1 | = |v 2 | = 1, v 1 is perpendicular to y = x, and that v 2 is perpendicular to v 1 , let v 3 be a vector in R 3 which is perpendicular to Tan 2 (E, y) and |v 3 .
We consider the function ψ : R 3 → R defined by ψ(y) = |y − x|. Then, by (2), we have that ap J 1 (ψ| E )(y) = cos θ x (y).
For any ξ ∈ (0, r/2), we consider the function f defined by f (t) =      0, 0 ≤ t ≤ r − ξ r ξ (t − r + ξ), r − ξ < t ≤ r t, t > r.
Then we have that ap J 2 (φ| E )(y) ≤ f (|ỹ|)f (|ỹ|) |ỹ| cos θ x (y) + f (|ỹ|) 2 |ỹ| 2 sin θ x (y).
Applying Theorem 3.2.22 in [7] , by putting A ξ = E ∩ B(0, r) \ B(0, r − ξ), we get that 
Since the function g(t) = H 1 (E ∩ B(x, t))/t is a measurable function, we have that, for almost every r,
, thus for such r,
For any set E ⊂ R 3 , we set
, for any r > 0, and denote by Θ E (x) = lim r→0+ Θ E (x, r) if the limit exist, we may drop the script E if there is no danger of confusion.
Proof. From Lemma 2.2 and Lemma 2.1, by putting u(r) = H 2 (E ∩ B(x, r)),
We put v(r) = r −2 u(r), then v (r) ≥ −8r −2 h(2r), we get that Θ(x, r) + 8h 1 (r) is nondecreasing.
Remark 2.4. Let E be a 2-rectifiable (Ω 0 , L 0 , h) locally sliding almost minimal at some point x ∈ E. Then by Theorem 2.3, we get that Θ E (x) exists.
Estimation of upper bound
Let Z be a collection of cones. We say that a set E ⊂ R 3 is locally C k,α -equivalent (resp. C k -equivalent) to a cone in Z at x ∈ E for some nonnegative integer k and some number α ∈ (0, 1], if there exist 0 > 0 and τ 0 > 0 such that for any τ ∈ (0, τ 0 ) there is ∈ (0, 0 ), a cone Z ∈ Z and a mapping Φ : B(0, 2 ) → R 3 , which is a homeomorphism of class C k,α (resp. C k ) between B(0, 2 ) and its image Φ(B(0, 2 )) with Φ(0) = x, satisfying that
and
Similarly, if Ω ⊂ R 3 is a closed domain with the boundary ∂Ω is a 2-dimensional smooth manifold, a set E ⊂ Ω is called locally C k,α -equivalent to a sliding minimal cone Z in Ω 0 at x ∈ E ∩ ∂Ω, if there exist 0 > 0 and τ 0 > 0 such that for any τ ∈ (0, τ 0 ) there is ∈ (0, 0 ) and a mapping Φ : B(0, 2 ) ∩ Ω 0 → Ω, which is a diffeomorphism of class C k,α between B(0, 2 ) ∩ Ω 0 and its image Φ(B(0, 2 ) ∩ Ω 0 ) with Φ(0) = x satisfying that Φ(L 0 ∩ B(0, 2 )) ⊂ ∂Ω and (3) and (3).
Jean Taylor proved, in [10] , that if E is a 2-dimensional almost minimal set in an open set U ⊂ R 3 with gauge function h satisfying h(r) ≤ cr α , then E is locally C 1,β -equivalent to a minimal cone at each point x ∈ E for some β > 0. In [2, Theorem 1.15], Guy David gave a different proof of this result and generalized it to high dimensional ambient space. In [6] , we got that, when Ω ⊂ R 3 is a closed domain with the boundary ∂Ω is a 2-dimensional smooth manifold, any sliding almost minimal set E ⊃ ∂Ω in Ω with sliding boundary ∂Ω and with gauge function h satisfying (2) , is locally C 0,β -equivalent to a sliding minimal cone in Ω 0 at x ∈ E ∩ ∂Ω.
Approximation of E ∩ ∂B(0, r) by rectifiable curves
For any sets X, Y ⊂ R 3 , any z ∈ R 3 and any r > 0, we denote by d z,r a normalized local Hausdorff distances defined by
A cone Z ⊂ Ω 0 is called of type P + is if it is a half plane perpendicular to
where Y is a cone of type Y + perpendicular to L 0 ; for convenient, we will also use the notation P + , to denote the collection of all of cones of type P + , and Y + to denote the collection of all of cones of type Y + .
For any set E ⊂ Ω 0 with 0 ∈ E and r > 0, we set
and set K r = E ∩ ∂B(0, r). If E is 2-rectifiable and H 2 (E) < ∞, then K r is 1-rectifiable and H 1 (K r ) < ∞ for H 1 -a.e. r ∈ (0, ∞); we consider the function u : (0, ∞) → R defined by u(r) = H 2 (E ∩ B(0, r)), then u is nondecreasing, and u is differentiable for H 1 -a.e.; we will denote by R the set r ∈ (0, ∞) such that H 1 (K r ) < ∞ and u is differentiable at r.
For a proof, see for example Lemma 3.12 in [5] Lemma 3.2. Let X be a locally connected and simply connected compact metric space. Let A and B be two connected subsets of X. If F is a closed subset of X such that A and B are contained in two different connected components of X \ F , then there exists a connected closed set F 0 ⊂ F such that A and B still lie in two different connected components of X \ F 0 .
Proof. See for example 52.III.1 on page 335 in [9] .
For any r > 0, we put Z r = (0, 0, r) ∈ R 3 .
Lemma 3.3. Let E ⊂ Ω 0 be a 2-rectifiable set with H 2 (E) < ∞. Suppose that 0 ∈ E, and that E is locally C 0 -equivalent to a sliding minimal cone of type P + at 0. Then there exist r = r(τ ) > 0 such that, for any r ∈ (0, r) and ε > ε P (r), we can find y r ∈ E ∩ ∂B(0, r) \ L , X r,1 , X r,2 ∈ E ∩ L ∩ ∂B(0, r) and two simple curves γ r,1 , γ r,2 ⊂ E ∩ ∂B(0, r) satisfying that (1) |y r − Z r | ≤ εr and |z r,1 − z r,2 | ≥ (2 − 2ε)r;
(2) γ r,i joins y r and X r,i , i = 1, 2; (3) γ r,1 and γ r,2 are disjoint except for point y r .
Proof. Since E is locally C 0 -equivalent to a sliding minimal cone of type P + at 0, there exist τ > 0, > 0, sliding minimal cone Z of type P + , and a mapping Φ : Ω 0 ∩ B(0, 2 ) → Ω 0 which is a homeomorphism between Ω 0 ∩ B(0, 2 ) and Φ(Ω 0 ∩ B(0, 2 )) with Φ(0) = 0 and Φ(∂Ω 0 ∩ B(0, 2 )) ⊂ ∂Ω 0 such that (3) and (3) hold. We new take r = . Then for any r ∈ (0, r),
Without loss of generality, we assume that
, A = {0} and B = Z ∩ ∂B(0, 3 ), we get that there is a connected closed set F 0 ⊂ F such that A and B lie in two different connected components of A \ F 0 , thus
; otherwise A and B are contained in a same connected component of X \ F 0 . We take z r,i ∈ F 0 ∩ a i , and let X r,i = φ(z r,i ) ∈ E ∩ ∂B(0, r). Then |X r,1 − X r,2 | ≥ (2 − 2ε)r.
Since F 0 is connected and H 1 (F 0 ) < ∞, by Lemma 3.1, F 0 is path connected. Let γ be a simple curve which joins z r,1 and z r,2 . We see that B(Z r , εr) ∩ γ = ∅, because ε P (r) < ε and Z r ∈ Z for sliding minimal cone Z of type P + . We take y r ∈ B(Z r , εr) ∩ γ.
Lemma 3.4. Let E ⊂ Ω 0 be a 2-rectifiable set with H 2 (E) < ∞. Suppose that 0 ∈ E, and that E is locally C 0 -equivalent to a sliding minimal cone of type Y + at 0. Then there exist r = r(τ ) > 0 such that, for any r ∈ (0, r) and ε > ε Y (r), we can find y r ∈ E ∩ ∂B(0, r) \ L , X r,1 , X r,2 , X r,3 ∈ E ∩ L ∩ ∂B(0, r) and three simple curves γ r,1 , γ r,2 , γ r,3 ⊂ E ∩ ∂B(0, r) satisfying that (1) |Z r −y r | ≤ πr/6, and there exists Z ∈ Y + with dist(x, Z) ≤ εr for x ∈ γ; (2) γ r,i join y r and X r,i ; (3) γ r,i and γ r,j are disjoint except for point y r .
Proof. Since E is locally C 0 -equivalent to a sliding minimal cone of type Y + at 0, there exist τ > 0, > 0, sliding minimal cone Z of type Y + , and a mapping Φ : Ω 0 ∩ B(0, 2 ) → Ω 0 which is a homeomorphism between Ω 0 ∩ B(0, 2 ) and Φ(Ω 0 ∩ B(0, 2 )) with Φ(0) = 0 and Φ(∂Ω 0 ∩ B(0, 2 )) ⊂ ∂Ω 0 such that (3) and (3) hold. We new take r = . Then for any r ∈ (0, r),
, A = {0} and B = Z ∩ ∂B(0, 3 ), we get that there is a connected closed set F 0 ⊂ F such that A and B lie in two different connected components of A \ F 0 , thus φ(F 0 ) ⊂ E ∩∂B(0, r) is connected. We let a i , i = 1, 2, 3, be the there component of Z ∩ L 0 \ A. Then F 0 ∩ a i = ∅, i = 1, 2, 3; otherwise A and B are contained in a same connected component of X \ F 0 . We take z r,i ∈ F 0 ∩ a i , and let X r,i = φ(z r,i ) ∈ E ∩ ∂B(0, r). Then |X r,1 − X r,2 | ≥ ( √ 3 − 2ε)r. Since F 0 is connected and H 1 (F 0 ) < ∞, by Lemma 3.1, F 0 is path connected.
Approximation of rectifiable curves in S 2 by Lipschitz graph
We denote by S 2 the unit sphere in R 3 . We say that a simple rectifiable curve γ ⊂ S 2 is a Lipschitz graph with constant at most η, if it can be parametrized by
where v is Lipschitz with Lip(v) ≤ η.
Lemma 3.5. Let T ∈ [π/3, 2π/3] be a number, and γ : [0, T ] → S 2 a simple rectifiable curve given by
where v is a continuous function with v(0) = v(T ) = 0, θ is a continuous function with θ(0) = 0 and θ(T ) = T . Then there is a small number τ 0 ∈ (0, 1) such that whenever |v(t)| ≤ τ 0 , we have that
Proof. We let A = γ(0) = (1, 0, 0), B = γ(T ) = (cos T, sin T, 0), and let C = γ(t 0 ) be a point in γ such that
We let γ i , i = 1, 2, be two curve such that γ 1 (0) = A, γ 1 (1) = C, γ 2 (0) = B and γ 2 (1) = C, and let s ∈ [0, 1] be the smallest number such that γ 1 (s) ∈ γ 2 , and put D = γ 1 (s). Then, by setting C 1 , C 2 and C 3 the arc AD, BD and CD respectively, we have that
We see that C 1 ∪ C 2 is a simple Lipschitz curve joining A and B, and let
be its parametrization by length. We assume that
|w (t)|dt. We let our τ 0 to be the small number τ 1 < 1 as in Lemma 7.8 in [2] . If
We get so that
Lemma 3.6. Let a and b be two points in Ω 0 ∩ ∂B(0, 1) satisfying
Let γ be a simple rectifiable curve in Ω 0 ∩ ∂B(0, 1) which joins a and b, and satisfies
where τ 0 > 0 is as in Lemma 3.5. Then there is a constant C > 0 such that, for any η > 0, we can find a simple curve γ * in Ω 0 ∩ ∂B(0, 1) which is a Lipschitz graph with constant at most η joining a and b, and satisfies that
The proof will be the same as in [2, p.875-p.878], so we omit it.
Compare surfaces
Let Γ be a Lipschitz curve in S 2 . We assume for simplicity that its extremities a and b lie in the horizontal plane. Let us assume that a = (1, 0, 0) and b = (cos T, sin T, 0) for some T ∈ [π/3, 2π/3]. We also assume that Γ is a Lipschitz graph with constant at most η, i.e. there is a Lipschitz function s : [0, T ] → R with s(0) = s(T ) = 0 and Lip(s) ≤ η, such that Γ is parametrized by
where w(t) = (1 − |s(t)| 2 ) 1/2 . We set D T = {(r cos t, r sin t)| | 0 < r < 1, 0 < t < T }, and consider the function v : D T → R defined by v(r cos t, r sin t) = rs(t) w(t) for 0 ≤ r ≤ 1 and 0 ≤ t ≤ T.
For any function f : D T → R, we denote by Σ f the graphs of f over D T .
Lemma 3.7. There is a universal constant κ > 0 such that we can find a Lipschitz function u on D T satisfying that
The proof is the same as Lemma 8.8 in [2] , we omit it.
Retractions
We let µ r : R 3 → R 3 be the mapping defined by µ r (x) = rx for any r > 0, and let Π : R 3 \ {0} → S 2 be the projection defined by Π(x) = x/|x|. In this subsection, we will construct a neighborhood retraction of set E, which satisfying the following conditions: E ⊂ Ω 0 is a 2-rectifiable set with H 2 (E) < ∞, 0 ∈ E, and E is locally (Ω 0 , L 0 , h) sliding almost minimal at 0, E is locally C 0 -equivalent to a sliding minimal cone of type P + or Y + at 0. For convenient, we will denote
and denote by R 1 the set {r ∈ R : j(r) ≤ τ 0 }, where τ 0 is the small number considered as in Lemma 3.5. For any r ∈ (0, r) ∩ R 1 , we take X r ⊂ E ∩ B(0, r) ∩ L as following: if E is locally C 0 -equivalent to a sliding minimal cone of type P + , we let X r,1 and X r,2 be the same as in Lemma 3.3, and let X r = {X r,1 , X r,2 }; if E is locally C 0 -equivalent to a sliding minimal cone of type Y + , we let X r,1 , X r,2 and X r,3 be the same as in Lemma 3.4, and let X r = {X r,1 , X r,2 , X r,3 }.
We take y r as in Lemma 3.3 and Lemma 3.4. For any x ∈ X r , we let γ x be the curve which joins x and y r as in Lemma 3.3 and Lemma 3.4, let D x,yr be the sector determined by points 0, y r and x. We denote by P x,yr the plane that contains 0, x and y r , let R x,yr be a rotation such that R x,yr (y r ) = (r, 0, 0) and
For any x ∈ X r , γ x is a simple rectifiable curve in Ω 0 ∩ ∂B(0, r), thus the curve
be the corresponding curve with respect to Γ x as in Lemma 3.6. Let z(t) = (w(t) cos t, w(t) sin t, s(t)) be a parametrization of R x,yr (Γ x * ), where w(t) = 1 − s(t) 2 . Let Σ x v and Σ x u be the same as in Lemma 3.7. We put T = x∈Xr T x , and put
By Lemma 3.7, we get that
we have that
we get so that
and then
Lemma 3.9. For any r ∈ (0.r) ∩ R 1 , we let Σ be as in (3.4). Then there is a Lipschitz mapping p :
and that p(z) = z for z ∈ Σ.
Proof. By definition, we have that Σ \ B (0, 9/10) = M \ B (0, 9/10) ,
For any z ∈ Ω 0 \ {0}, we denote by (z) the line which is through 0 and z. Then ∂D x,yr = (x) ∪ (y r ). We fix any σ ∈ (0, 10
Then we see that R x ⊂ R x 1 , and that both of them are cones,
Since Σ x u is a small Lipschitz graph over D x,yr bounded by two half lines of ∂D x,yr with constant at most η, there is a constantη such that
We will construct a Lipschitz retraction p 0 :
and Lip(p 0 ) ≤ 3. We now distinguish two cases, depending on cardinality of X r .
Case 1: card(X r ) = 2. We assume that X r = {x 1 , x 2 }. Then |y r | = |x 1 | = |x 2 | = r, and
Since |y r − Z r | ≤ εr, we have that | y r , x | ≤ εr 2 for any x ∈ L ∩ ∂B(0, r). We now let e 1 and e 2 be two unit vectors in L such that x 1 , e 1 = x 2 , e 1 ≥ 0 and e 2 = −e 1 . Then 0 ≤ x i , e 1 ≤ εr.
We let Ω 1 and Ω 2 be the two connected components of
We claim that
Without loss of generality, we assume z 1 , z 2 ∈ ∂Ω 1 , because for another case we will use the same treatment. We see that
Dx,y r w1 w2 Figure 1 : the angle between z 1 − z 2 and D x,yr is small.
(1) In case z 1 , z 2 ∈ ∂R xi 1 ∩Ω 1 , without loss of generality, we assume that
and let z i ∈ (y r ) be such that
and put
. Moreover, we have that z 1 − w 2 is perpendicular to w 2 − z 2 and parallel to y r . Thus
We apply Lemma 3.8 to get that
We let z i ∈ D xi,yr be such that
Then by Lemma 3.8, we have that
we get that
Since z 1 − z 2 is perpendicular to z 1 − z 1 and z 2 − z 2 , and
we get, by Lemma 3.8, that
Thus
We now define p 0 : Ω 0 → R 1 as follows: for any z ∈ Ω i , we let p 0 (z) be the unique point in ∂Ω i such that p 0 (z) − z parallels e; and for any z ∈ R 1 , we let
.
Indeed, for any z 1 , z 2 ∈ Ω 0 , we put
Case 2: card(X r ) = 3. We assume that X r = {x 1 , x 2 , x 3 }, then
We put
and let Ω 1 , Ω 2 and Ω 3 be the three connected components of
Indeed, we only need to check the case z 1 , z 2 ∈ ∂Ω 1 , and the other two cases will be the same. Since
1 ∩Ω 1 , and let z i ∈ D x2,yr be such that
then we get that z 1 − w 2 is perpendicular to w 2 − z 2 and parallel to y r . Since
∩ Ω 1 , we let z i ∈ D xi,yr be such that
By Lemma 3.8, we have that
Applying Lemma 3.8 with x 2 /|x 2 |, x 3 /|x 3 | ≤ −1/2 + 2ε, we get that
We get, from (3.4) , that
For any z ∈ Ω i , we now let p 0 (z) be the unique point in ∂Ω i such that p 0 (z) − z parallels e; and for z ∈ R 1 , we let p 0 (z) = z. Then p 0 (L) ⊂ L. We will check that p 0 is Lipschitz with Lip(p 0 ) ≤ 6.
For any z 1 , z 2 ∈ Ω i , we put
By the definition of R x and R x 1 , we have that
Similar as above, we can that, for any
where e i is the vector in 3.4 such that z 1 , z 2 ∈ Ω i . We now consider the mapping p 1 : R 1 → R defined by
By the same reason as above, we get that
We define a mapping p 2 : R ∩ B(0, 1) → Σ as follows: we know Σ x u is the graph of u over D x,yr , thus for any z ∈ R x , there is only one point in the intersection of Σ x u and the line which is perpendicular to D x,yr and through z, we define p 2 (z) to be the unique intersection point. That is, p 2 (z) is the unique point in Σ x u such that p 2 (z) − z is perpendicular to D x,yr . We will show that p 2 is Lipschitz and Lip(p 2 ) ≤ 1 + 10 4 η. Indeed, for any points z 1 , z 2 ∈ R x , we let z i , i = 1, 2, be the points in D x,yr such that z i − z i is perpendicular to D x,yr , then
Let p 3 : R 3 → R 3 be the mapping defined by
Lemma 3.10. For any r ∈ (0.r) ∩ R 1 , we let Σ be as in (3.4), and let Σ r be given by µ r (Σ). Then we have that
Proof. For any ξ > 0, we consider the function ψ ξ : [0, ∞) → R defined by
and the mapping φ ξ : Ω 0 → Ω 0 defined by
Then {ϕ t } 0≤t≤1 is a sliding deformation, and we get that
Since ψ ξ (t) = 1 for t ∈ [0, 1 − ξ], we get that
We set A ξ = B(0, r) \ B(0, (1 − ξ)r). By Theorem 3.2.22 in [7] , we get that
For any z ∈ A ξ and v ∈ R 3 , we have, by setting z = z/r, that
For any z ∈ A ξ ∩ E, we let v 1 , v 2 ∈ T z E be such that
then we have that z/|z|, v = cos θ(z), and that
Since p( z) = z for any z ∈ Σ, we have that
We now get, from (3.4), that
plug that into (3.4) to get that
we let ξ → 0+, then we get that, for almost every r,
for such r, we have that
The main comparison statement
For any x, y ∈ Ω 0 ∩ ∂B(0, 1), if |x − y| < 2, we denote by g x,y the geodesic on Ω 0 ∩ ∂B(0, 1) which join x and y.
Lemma 3.11. Let τ ∈ (0, 10 −4 ) be a given. Then there is a constant ϑ > 0 such that the following hold. Let a ∈ ∂B(0, 1) and b, c ∈ L ∩ ∂B(0, 1) be such that dist (a, (0, 0, 1)) ≤ τ , dist(b, (1, 0, 0) ) ≤ τ and dist(c, (−1, 0, 0) 
Proof. The proof will be similar to the proof of Lemma 14.4 in [2] .
Lemma 3.12. Let τ ∈ (0, 10 −4 ) be a given. Then there is a constant ϑ > 0 such that the following hold. Let a ∈ ∂B(0, 1) and
. Then there is a Lipschitz mapping ϕ :
Proof. The proof will be similar to the proof of Lemma 14.6 in [2] .
Let E ⊂ Ω 0 be a 2-rectifiable set with H 2 (E) < ∞ and 0 ∈ E. Suppose that E is locally (Ω 0 , L 0 , h) sliding almost minimal at 0, and that E is locally C 0 -equivalent to a sliding minimal cone of type P + or Y + at 0. We will denote by R 2 the set
and denote by B t the open ball B(0, t) sometimes for short for any t > 0.
Lemma 3.13. For any r ∈ (0, r) ∩ R 2 , we have that
Proof. Without loss of generality, we assume that x = 0. Let Σ, Σ r , ξ, ψ ξ , φ ξ and {ϕ t } 0≤t≤1 be the same as in the proof of Lemma 3.10. We see that
and that Σ ∩ B(0, 2κ) = X ∩ B(0, 2κ), where X is a cone defined in (3.4). We see that if Θ(0) = π/2, then X satisfies the conditions in Lemma 3.11; if Θ(0) = 3π/4, then X satisfies the conditions in Lemma 3.12. Thus we can find a Lipschitz mapping Ω 0 → Ω 0 with ϕ(E ∩ L) ⊂ L, |ϕ(z)| ≤ 1 when |z| ≤ 1, and ϕ(z) = z when |z| > 1, such that
Let ϕ : Ω 0 → Ω 0 be the mapping defined by ϕ(x) = rϕ(x/r), then
But we see that Σ r = {rx : x ∈ Σ}, Σ ∩ B(0, 2κ) = X ∩ B(0, 2κ), and
and that
By (3.4), we get that
For any ε > ε(r), there exists cone Z of type P + or Y + such that
by the construction of X and M, we see that
By Lemma ??, we have that
We get that for any z ∈ E ∩ ∂B(0, r),
because Σ \ B(0, 9/10) = M \ B(0, 9/10). We get that
By Lemma 3.6, we have that
so that
Since r ∈ (0, r) ∩ R 2 , we have that
Theorem 3.14. There exist λ, µ ∈ (0, 10 −3 ) and r 1 > 0 such that, for any 0 < r < r 1 ,
Proof. We put τ 1 = min{τ 0 , 10 −12 (1 − ϑκ 2 ) 2 }, and take δ such that
We see that ε(r) → 0 as r → 0+, there exist r 1 ∈ (0, r) such that, for any r ∈ (0, r 1 ), ε(r) ≤ 10
If r ∈ (0, r 1 ) and j(r) ≤ τ 1 , then r ∈ R 2 , then by Lemma 3.13, we have that
We only need to consider the case r ∈ (0, r 1 ), j(r) > τ 1 and
By the construction of X, we see that X ∩ B(0, 1) is Lipschitz neighborhood retract, let U be a neighborhood of X ∩ B(0, 1) and ϕ 0 : U → X ∩ B(0, 1) be a retraction such that |ϕ 0 (x) − x| ≤ r/2. We put U 1 = µ 8r/9 (U )
We consider the mapping ψ : Ω 0 → Ω 0 defined by
then ψ(L) = L and ψ(x) = x for |x| ≥ 8r/9. We take r 1 > 0 such that, for any r ∈ (0, r 1 ),
Then we get that ψ(x) ∈ X for any x ∈ E ∩ B(0, 3r/4); dist(ψ(x), X) ≤ 3ε(r)|x| for any x ∈ E ∩ B(0, r) \ B(0, 3r/4);
and Ψ(E ∩ B r ) ∩ B(0, r/4) = X ∩ B(0, r/4). We now consider the mapping Π 1 : Ω 0 → Ω 0 defined by
and the mapping ψ 1 : Ω 0 → Ω 0 defined by
We have that ψ 1 is Lipschitz, ψ 1 (L) = L and ψ 1 (B(0, r)) ⊂ B(0, r),
Let ϕ be the same as in Lemma 3.11 and Lemma 3.12, and let
We take µ = 2 · 10 −4 − ϑκ 2 and λ = ϑκ 2 , then by (3.5) and (3.5), we have that
We get from (3.5) and (3.5) that
For convenient, we put λ 0 = λ/(1 − λ), f (r) = Θ(0, r) − Θ(0) and u(r) = H 1 (E ∩ B(0, r)) for r > 0. Since f (r) = r −2 u(r) − Θ(0) and u is a nondecreasing function, we have that, for any λ 1 ∈ R and 0 < r ≤ R < +∞, 
for any 0 < ρ ≤ r 1 .
Proof. For any r > 0, we put u(r) = H 2 (E ∩ B(0, r)). Then u is differentiable for H 1 -a.e. r ∈ (0, ∞). Recall that R is the set r ∈ (0, ∞) such that H 1 (E ∩ B(0, r)) < ∞ and u is differentiable at r, and we have that H 1 ((0, ∞) \ R) = 0. By Theorem 3.14 and Lemma 2.1, we have that for any r ∈ (0, r 1 ) ∩ R,
We get, from (3.5), so that, for any 0 < r < R ≤ r 1 ,
Since h(t) ≤ C h t α , we have that
thus, for any β ∈ (0, α),
(3.18) Hence (3.15) follows from (3.5), (3.5), (3.5) and Theorem 2.3. Indeed, there is a constant C 1 (α, β, λ 0 ) > 0 such that
and there is a constant C 2 (α, β, λ 0 ) > 0 such that
Remark 3.16. If the gauge function h satisfy that
for some A, b, C > 0, then (3.5) implies that there exist R > 0 and constant C(R, λ, b) such that
for 0 < r ≤ R.
Approximation of E by cones
In this section, we also assume that E ⊂ Ω 0 is a 2-rectifiable set with H 2 (E) < ∞ and 0 ∈ E, and that E is locally (Ω 0 , L 0 , h) sliding almost minimal at 0. Suppose in addition that E is locally C 0 -equivalent to a sliding minimal cone of type P + or Y + at 0. We let ε(r) = ε P (r) if E is locally C 0 -equivalent to a sliding minimal cone of type P + ; and let ε(r) = ε Y (r) if E is locally C 0 -equivalent to a sliding minimal cone of type Y + .
For any r > 0, we put
and put Ξ(r) = rf (r) + 2f (r) + 16h(2r) + 32h 1 (r),
We denote by X(r) and Γ(r), respectively, the cone X and the set Γ which are defined in (3.4), and by γ(r) the set µ r (Γ(r)). For any r 2 > r 1 > 0, we put
Lemma 4.1. For any 0 < r < R < ∞ with
Proof. We see that for H 2 -a.e. x ∈ E, the tangent plane Tan 2 (E, x) exists, we will denote by θ(x), the angle between the line [0, x] and the plane Tan 2 (E, x). For any t > 0, we put u(t) = H 2 (E ∩ B(0, t)), then u : (0, ∞) → [0, ∞] is a nondecreasing function. By Lemma 2.2, we have that
for H 1 -a.e. t ∈ (0, ∞). Considering the mapping φ : R 3 → [0, ∞) given by φ(x) = |x|, we have, by (2) , that
for H 2 -a.e. x ∈ E.
Apply Theorem 3.2.22 in [7] , we get that
thus (4.1) holds. By a simple computation, we get that
we now apply Theorem 3.2.22 in [7] to get (4.1).
We get from above Lemma that
Proof. By lemma 2.1, we get that
By Theorem 3.14, we get that
by Lemma 3.5, we get that for any z ∈ Γ(r),
Lemma 4.3. For any 0 < r 1 < r 2 < (1 − τ )r, if P is a plane such that H 1 (E ∩ P ∩ B r ) < ∞ and P ∩ X r = ∅ for any r ∈ [r 1 , r 2 ], then there is a compact path connected set
Proof. We let be the same as in 3. Since Φ − id ∞ ≤ τ , we get that
We take x 1 , x 2 ∈ X r , x 2 = x 1 , such that Φ −1 (x 1 ) and Φ −1 (x 2 ) are contained in two different connected components of X\F . By Lemma 3.2, there is a connected closed subset F 0 of F such that Φ −1 (x) and Φ −1 (x 2 ) are still contained in two different connected components of X\F 0 . Then
is path connected. We take z 1 ∈ Φ(F 0 ) ∩ γ(r 1 ) and z 2 ∈ Φ(F 0 ) ∩ γ(r 2 ), and let g : [0, 1] → Φ(F 0 ) be a path such that g(0) = z 1 and g(1) = z 2 . We take
Lemma 4.4. Let T ∈ [π/4, 3π/4] and ε ∈ (0, 1/2) be given. Suppose that F a 2-rectifiable set satisfying
Then we have, by putting P θ = {(t cos θ, t sin θ,
Since |θ| ≤ T /2 ≤ 3π/8, we get that the mapping φ : F → R given by φ(x 1 , x 2 , x 3 ) = arctan x 2 x 1 is well defined and Lipschitz. Moreover, we have that
For any 0 < t 1 ≤ t 2 , we put
For any t > 0, we putε (t) = sup{ε(r) : r ≤ t}.
Lemma 4.5. If r 2 > r 1 > 0 satisfy that 8(1 + r 2 /r 1 )ε(r 2 ) < 1/2, then we have that X(t)∩∂B(0,1)
Proof. For any δ > 0, we can find sliding minimal cone Z in Ω 0 with sliding boundary L such that d 0,r (E, Z) ≤ 2ε(r),
We get that
we get so that dist(Π(x), X(t)) ≤ (8r 2 /r 1 + 4)ε(r 2 ) < 1 2 .
We now apply Lemma 4.4 to get the result.
Lemma 4.6. Let ε ∈ (0, 1/2) be given. Let A ⊂ ∂B(0, 1) be an arc of a great circle such that 0 < H 1 (A) ≤ π and
Then there is a constant C > 0 such that
Proof. We let P be the plane such that A ⊂ P , let v 0 ∈ P ∩ L ∩ ∂B(0, 1) and v 2 ∈ P ∩ ∂B(0, 1) be two vectors such that v 0 is perpendicular to v 1 . Then A can be parametrized as γ : [θ 1 , θ 2 ] → A given by
where θ 2 −θ 1 = H 1 (A). We write v 1 = w+w ⊥ with w ∈ L and w ⊥ perpendicular to L. Since ap J 1 γ(t) = 1 for any t ∈ [θ 1 , θ 2 ], by Theorem 3.2.22 in [7] , we have that
Lemma 4.7. Let r 1 and r 2 be the same as in Lemma 4.3. If Ξ(r i ) ≤ µτ 0 , (1 + r 2 /r 1 )ε(r 2 ) ≤ 1/10, then we have that
Proof. For z ∈ X(r 2 ) ∩ ∂B 1 , if z / ∈ {y r } ∪ X r , we will denote by P z the plane which is through 0 and z and perpendicular to Tan(X(r 2 ) ∩ ∂B 1 , z). By Lemma 4.2, we have that
For any x ∈ X r , we let A x be the arc in ∂B(0, 1) which join Π(x) and Π(y r ), We see that X(r 2 ) ∩ ∂B(0, 1) = ∪ x∈Xr A x , and
Remark 4.8. For any cones X 1 and X 2 , we see that
Since Ξ(r) = [rF 1 (r)] for any r ∈ R, we get that
For any ζ > 2, if r 1 ≤ r 2 ≤ r, then by Chebyshev's inequality, we get that,
Proof. For any k ≥ 0, we take r k = 2 −k r. Then there exists
We let X k = X(t k ), then for any j > i ≥ 1, we have that
where
For any x ∈ X(r) ∩ B r with Ξ(|x|) ≤ µτ 0 , we assume that t k+1 ≤ |x| < t k , then
For any 0 ≤ a ≤ b ≤ r, we put
We let
For any x ∈ X(r) ∩ B r , if s i ≤ |x| < s i+1 for some 0 ≤ i ≤ m, we have that
Definition 4.10. Let U ⊂ R 3 be an open set, E ⊂ R 3 be a set of Hausdorff dimension 2. E is called Ahlfors-regular in U if there is a δ > 0 and ξ 0 ≥ 1 such that, for any x ∈ E ∩ U , if 0 < r < δ and B(x, r) ⊂ U , we have that
Lemma 4.11. Let R 0 be the same as in Lemma 4.9. If E is Ahlfors-regular, and
Proof. Let {X k } k≥1 be the same as in (4). For any t ∈ R with t k+1 ≤ t < t k , Ξ(t) ≤ µτ 0 and x ∈ γ(t), we have that
For any x ∈ γ(t) with t ∈ (0, r) \ J(0, r), we have that
,
Then
But on the other hand, by Ahlfors-regular property of E, we have that
We put X k = X(s k ). Then for any j ≥ i ≥ 2, we have that
If the gauge function h satisfy that h(r) ≤ C(ln(A/r)) −b , 0 < r ≤ R 0 , for some A > R 0 , C > 0 and b > 3, then
, and then Remark 3.16 implies that
In case (4) holds, X k converges to a cone X(0), and
Lemma 4.12. If (4) holds, then X(0) is a minimal cone.
Proof. We see that for any r ∈ (0, r) ∩ R, there exist sliding minimal cone Z(r) such that d 0,1 (X(r), Z(r)) ≤ 20ε(r) 1/2 . But ε(r) → 0 as r → 0+, we get that
Since Z(s k ) is sliding minimal for any k, we get that X(0) is also sliding minimal.
For any r ∈ R ∩ (0, R 0 ) with Ξ(r) ≤ µτ 0 , we assume R k+1 ≤ r < R k , by Lemma 4.7, we have that
Theorem 4.13. If (4) holds, and E is AR, then E has unique tangent cone X(0) at 0, and there is a constant C = C 10 (µ, Θ, ξ 0 ) such that
In particular,
• if h(r) ≤ C h r α1 for some C h , α 1 > 0, and 0 < r ≤ r 0 , 0 < r 0 ≤ min{1, R 0 }, then
Proof. From (4) and Lemma 4.9, we get that, for any x ∈ X(0) ∩ B r where
Similarly to the proof of Lemma 4.9, we still consider
we have that I(a, b) = ∅ whenever b − a > rF 1 (r) 1/3 . We let {s i } m+1 0 ⊂ [0, r] be a sequence such that 0 = s 0 < s 1 < · · · < s m < s m+1 = r, s i ∈ I(0, r),
For any r ∈ (0, R 0 ), we assume that
From (4) and Lemma 4.11, we have that, for any x ∈ X(0) ∩ B(0, 9r/10) where
Similarly to the proof of Lemma 4.11, we can get that
We get, from (4) and (4), that (4.13) holds. If h(r) ≤ C h (ln(A/r)) −b for some A, C h > 0 and b > 3 and 0 < r ≤ R 0 < A, then
, and by Remark 3.16 we have that
Hence we get that
. If h(r) ≤ C h r α1 for some C h , α 1 > 0 and 0 < r ≤ r 0 , then
We see, from the proof of Corollary 3.15, that
where then by (3.5), we have that (4) holds.
Parameterization of sliding almost minimal sets
Let n, d ≤ n and k be nonnegative integers, α ∈ (0, 1). By a d-dimensional submanifold of class C k,α of R n we mean a subset M of R n satisfying that for each x ∈ M there exist s neighborhood U of x in R n , a mapping Φ : U → R n which is a diffeomorphism of class C k,α between its domain and image, and a d dimensional vector subspace Z of R n such that
In this section, we assume that Ω ⊂ R 3 is a closed domain such that the boundary ∂Ω is a 2-dimensional submanifold of class C 1,α for some α > 0. Let E ⊂ Ω be a closed set such that E ∈ SAM (Ω, ∂Ω, h) and ∂Ω ⊂ E, x 0 ∈ ∂Ω. We always assume that the gauge function h satisfies (4.14) and (4.14). We put λ 0 = λ/(1 − λ), and
We see, from Proposition 4.1 in [3] , that E is Ahlfors-regular in B(x 0 , R 0 ), i.e. there exist δ 1 > 0 and ξ 1 ≥ 1 such that for any x ∈ E ∩ B(x 0 , R 0 ), if 0 < r < δ 1 and B(x, r) ⊂ B(x 0 , R 0 ), we have that
We see from Theorem 3.10 in [6] that there only there kinds of possibility for the blow-up limits of E at x 0 , they are the plane Tan(∂Ω, x 0 ), cones of type P + union Tan(∂Ω, x 0 ), and cones of type Y + union Tan(∂Ω, x 0 ). By Proposition 29.53 in [3] , we get so that
In the next content of this section, we put ourself in the case Θ E (x 0 ) = 3π/2 or 7π/4.
Lemma 5.1. There exist r 0 = r 0 (x 0 ) > 0 and a mapping Ψ = Ψ x0 : B(0, r 0 ) → R 3 , which is a diffeomorphism of class C 1,α from B(0, r 0 ) to Ψ(B(0, r 0 )), such that
and that DΨ(0) is a rotation satisfying that 
where Z is a plane through 0. Indeed, we have that
We will denote by A the linear mapping given by A(v) = DΦ(x 0 ) −1 v, and assume that A(V ) = B(0, r) is a ball. Let Φ 1 be a rotation such that Φ 1 (Tan(∂Ω, x 0 )) = L 0 and Φ 1 (Tan(Ω, x 0 )) = Ω 0 . Then we get that Φ 1 • A • Φ is also C 1,α mapping which is a diffeomorphism between U and B(0, r),
We now take r 0 = r and Ψ = (Φ 1 • A • Φ) −1 | B(0,r) to get the result.
Let U ⊂ R n be an open set. For any mapping Ψ : U → R n of class C 1,α , we will denote by C Ψ the constant defined by
Lemma 5.2. For any 1 < ρ ≤ r 0 , M ρ is local almost minimal in B ρ at 0 with gauge function
Moreover, we have that
Proof. We see that
By Proposition 2.8 in [3] , we have that
By Proposition 4.1 in [3] , we get that M ρ is Ahlfors-regular in B ρ . Indeed, we can get a little more, that is, for any x ∈ M ρ with 0 < rΛ(ρ) < δ 1 and B(x, r) ⊂ B(0, ρ), we have that
Let {ϕ t } 0≤t≤1 be a sliding deformation of M r in B ρ . Then
is a sliding deformation of E in U ρ . Hence we get that
For any 2-rectifiable set A ⊂ B r , by Theorem 3.2.22 in [7] , we have that
By (5), we get that
Combine these two equations with (5), we get that
Lemma 5.3. Let E 1 ⊂ Ω 0 be a 2-rectifiable set, x ∈ E 1 , X a cone centered at 0, Φ : R 3 → R 3 a diffeomorphism of class C 1,α . Then there exist C > 0 such that, for any r > 0 and ρ > 0 with B(Φ(x), ρ) ⊂ Φ(B(x, r)),
Proof. Since Φ is of class C 1,α , we have that
For any z ∈ E 1 ∩ B r and y ∈ x + X, we have that
For any z ∈ X ∩ B r , Φ(x) + DΦ(x)z ∈ Φ(x) + DΦ(x)X, and
(5.5) We get from (5) and (5) that
Theorem 5.4. Let Ω, E ⊂ Ω, x 0 ∈ ∂Ω and h be the same as in the beginning of this section. Then there is a unique tantent cone X of E at x 0 ; moreover, if the gauge function h satisfy that
then there exists ρ 0 > 0 such that, for any 0 < β < min{α, α 1 , 2λ 0 },
where C is a constant satisfying that
Proof. Let r ∈ (0, r 0 ) be such that C Ψ r α ≤ 1/2 and 2r ≤ R 0 . Then Λ(r) ≤ 2. By Lemma 5.2, we have that M r is loacal almost minimal at 0 with gauge function H satisfying that
where C r ≤ ξ 1 Λ(r)C Ψ (4 + C Ψ r α ) ≤ 9ξ 1 C Ψ is a constant. We put f Mr (ρ) = Θ Mr (0, ρ) − Θ Mr (0). Then we get, from (3.5) and (3.5) , that
where C 1 (α, β, λ 0 ) is the constant in (3.5). We get from (5) that
by setting F 1 (ρ) = f Mr (ρ) + 16H 1 (ρ), we have that
We now apply Theorem 4.13, there is a unique tangent cone T of M r at 0, thus there is a unique tangent cone X of E at x 0 .
For any R ∈ (0, R 0 ), we put
We see, from (5) and
Thus we get that
If h satisfy (5.6), we take 0 < ρ 0 ≤ min{r, t 0 }, then
8) where C 13 (λ 0 , α 1 , β, ρ 0 , C h ) and C 14 (α, ξ 1 , C Ψ ) are constant satisfying that
We get so that (5) can be rewrite as
By Theorem 4.13, we have that
Apply Lemma 5.3, and by setting X = DΨ(0)T , we get that, for any ρ ∈ (0, 9ρ 0 /10),
The radius ρ 0 is chosen to be such that 0 < ρ 0 ≤ min 1, t 0 , r 0 (x 0 ), R 0 /2, (2C Ψ ) −1/α and R 0 > 0 is chosen to be such that F Mr (R 0 ) ≤ µτ 0 /4,ε(R 0 ) ≤ 10 −4 , R 0 < (1 − τ )r.
Lemma 5.5. For any τ > 0 small enough, there exists ε 2 = ε 2 (τ ) > 0 such that the following hold: E is an sliding almost minimal set in Ω with sliding boundary ∂Ω and gauge function h, x 0 ∈ E ∩ ∂Ω, Ψ is a mapping as in Lemma 5.1 and C Ψ is the constant as in (5), if r 0 > 0 satisfy that C Ψ r α 0 ≤ ε 2 , h(2r 0 ) ≤ ε 2 and F E (x 0 , r 0 ) ≤ ε 2 , then for any r ∈ (0, 9r 0 /10), we can find sliding minimal cone Z x0,r in Tan(Ω, x 0 ) with sliding boundary Tan(∂Ω, x 0 ) such that dist(x, Z x0,r ) ≤ τ r, x ∈ E ∩ B(x 0 , (1 − τ )r)
dist(x, E) ≤ τ r, x ∈ Z x0,r ∩ B(x 0 , (1 − τ )r), and for any ball B(x, t) ⊂ B(x 0 , (1 − τ )r),
|H
2 (Z x0,r ∩ B(x, t)) − H 2 (E ∩ B(x, t))| ≤ τ r 2 .
Moreover, if E ⊃ ∂Ω, then Z x0,r ⊃ Tan(∂Ω, x 0 ).
Proof. It is a consequence of Proposition 30.19 in [3] .
Corollary 5.6. Let Ω, E ⊂ Ω, x 0 ∈ ∂Ω, h and F E be the same as in Theorem 5.4. Suppose that the gauge function h satisfying h(t) ≤ C h t α1 for some C h > 0, α 1 > 0 and 0 < t < t 0 . (5.9)
Then there exists δ > 0 and constant C = C 20 (µ, λ 0 , α, α 1 , β, ξ 1 ) > 0 for 0 < β < min{α, α 1 , 2λ 0 } such that, whenever 0 < ρ 0 ≤ min{1, t 0 , r 0 (x 0 )} satisfying Lemma 5.7. Let Ω, E, x 0 and h be the same as in Theorem 5.4. Suppose that Θ E (x 0 ) = 3π/2. Then there exist a radius r > 0, a number β > 0 and a constant C > 0 such that, for any x ∈ B(x 0 , r) ∩ E and 0 < ρ < 2r, we can find cone Z x,r , which is a half plane in Tan(Ω, x 0 ) union Tan(∂Ω, x 0 ) when x ∈ ∂Ω and a plane in R 3 when x / ∈ ∂Ω, satisfying that
Proof. By Corollary 5.6, there exist δ > 0 and C > 0 such that whenever 0 < ρ 0 ≤ min{1, t 0 , r 0 (x 0 )} satisfying where 0 < β < min{α, α 1 , 2λ 0 }/4. We take ρ 1 ∈ (0, ρ 0 ) such that F E (x 0 , 2ρ) + C Ψx 0 ρ α + C h ρ α1 ≤ min{δ/2, ε 2 (τ )}, ∀0 < ρ ≤ ρ 1 .
If x ∈ ∂Ω ∩ B(x 0 , ρ 1 /10), we take t = ρ 1 /2, then apply Lemma 5.5 with r = |x − x 0 | + t to get that H 2 (E ∩ B(x, t)) ≤ H 2 (Z x,r ∩ B(x, t)) + τ r 2 ,
thus Θ E (x, t) ≤ 1 t 2 H 2 (Z x,r ∩ B(x, t)) + 4τ ≤ π 2 + C Ψx 0 r α + 4τ, where 0 < β < min{α, α 1 , 2λ 0 }/4. We take ρ 1 ∈ (0, ρ 0 ) such that F E (x 0 , 2ρ) + C Ψx 0 ρ α + C h ρ α1 ≤ min{δ/2, ε 2 (τ )}, ∀0 < ρ ≤ ρ 1 .
If x ∈ ∂Ω ∩ B(x 0 , ρ 1 /10), we take t = |x − x 0 |/2, then apply Lemma 5.5 with r = |x − x 0 | + t to get that H 2 (E ∩ B(x, t)) ≤ H 2 (Z x,r ∩ B(x, t)) + τ r 2 ,
thus Θ E (x, t) ≤ 1 t 2 H 2 (Z x,r ∩ B(x, t)) + 9τ ≤ π 2 + C Ψx 0 r α + 9τ, and F E (x, t) ≤ C Ψx 0 r α + 9τ + 16h 1 (t).
We get that F E (x, 2ρ) + C Ψx ρ α + C h ρ α1 ≤ δ for 0 < ρ ≤ t/2. Thus d x,r (E, x + Tan(E, x)) ≤ Cδ 1/4 (r/t) β , 0 < r < 9t/20.
If x ∈ ∂Ω ∩ B(x 0 , ρ 1 /10) \ ∂Ω, we put E Y = {x ∈ E : Θ E (x) = 3π/2} and take t = t(x) = min{dist(x, ∂Ω), dist(x, E Y )}, then apply Lemma 5.5 with r = |x − x 0 | + t to get that H 2 (E ∩ B(x, t)) ≤ H 2 (Z x,r ∩ B(x, t)) + τ r 2 ,
thus Θ E (x, t) ≤ 1 t 2 H 2 (Z x,r ∩ B(x, t)) + 4τ ≤ 3π 2 + 4τ.
It is follow from Section 12 in [1] that d x,r (E, x + Tan(E, x)) ≤ C(r/t) β , 0 < r < 9t/20.
A Similar argument as above, we will get the result.
Corollary 5.9. Let Ω, E, x 0 and h be the same as in Theorem 5.4. Then there exist a radius r > 0, a number β > 0 and a constant C > 0 such that, for any x ∈ B(x 0 , r) ∩ E and 0 < ρ < 2r, we can find cone Z x,r , which is a sliding minimal cone when x ∈ ∂Ω and a minimal cone in R 3 when x / ∈ ∂Ω, satisfying that estimates, but in our case, we can get a bit little more that equation (10.22) in [1] and (5.9) give a C 0,β -Hölder estimates of its differential.
Existence of the Plateau problem with sliding boundary conditions
Let Ω ⊂ R 3 be a closed domain such that the boundary ∂Ω is a 2-dimensional manifold of class C 1,α for some α > 0. Let E 0 ⊂ Ω be a closed set with E 0 ⊃ ∂Ω. We denote by C (E 0 ) be the collection of all competitors of E 0 .
Theorem 6.1. There exists E ∈ C (E 0 ) such that
We put m 0 = inf{H 2 (S \ ∂Ω) : S ∈ C (E 0 )}.
If m 0 = +∞, we have nothing to do; if m 0 = 0. We now assume that 0 < m 0 < +∞. Let {S i } ⊂ C 0 be a sequence of competitors bounded by B(0, R) such that • U i ⊂ U i+1 , ∪ i≥1 U i = B(0, R + 2) \ ∂Ω;
We assume that E i converge locally to E in B(0, R + 2), pass to subsequence if necessary, then by Corollary 21.15 in [3] , we get that E is sliding minimal.
We get, from Theorem 1.2 and Theorem 1.15 in [2] , that E is a Lipschitz neighborhood retract. But we see that E i converges to E, we get so that E is a competitor.
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