By associating a 'motivic integral' to every complex projective variety X with at worst canonical, Gorenstein singularities, Kontsevich [Kon95] proved that, when there exists a crepant resolution of singularities ϕ : Y → X, the Hodge numbers of Y do not depend upon the choice of the resolution.
Introduction
String theory is the motivation behind the 'Mirror Symmetry Conjecture' which states that there exist mirror pairs of Calabi-Yau varieties with 'certain compatibilities'. For instance, if (X, X * ) is a smooth, projective mirror pair of dimension n, then we expect the relation h p,q (X) = h n−p,q (X * )
to hold between their Hodge numbers. Mirror pairs are not smooth in general and the compatibility relation (1) can fail to hold if either X or its mirror have singularities. In this case, string theory led to the following revised compatibility relation: if there exist crepant resolutions Y → X and Y * → X * then we expect the relation
to hold between the Hodge numbers of the smooth varieties Y and Y * . A resolution ϕ : Y → X is said to be crepant if K Y = ϕ * X. However, it is not obvious that the revised relation (2) is well defined; if a crepant resolution exists it is not necessarily unique. In particular, given two crepant resolutions Y 1 → X and Y 2 → X, it is not clear a priori that the Hodge numbers of Y 1 and Y 2 are equal.
Nevertheless, the consistency of string theory led Batyrev and Dais [BD96] to conjecture that, when X has only mild Gorenstein singularities, the Hodge numbers of Y 1 and Y 2 are equal. In a subsequent paper [Bat99a] , Batyrev used methods of p-adic integration to prove that the Betti numbers of Y 1 and Y 2 are equal. Kontsevich [Kon95] later proved that the Hodge numbers are equal by introducing the notion of motivic integration.
This article provides an elementary introduction to Kontsevich . This measure is not real-valued; the subtlety in the construction is in defining the ring in which µ takes values. We adopt the structure of the proof of Theorem 6.28 from Batyrev [Bat98] to establish the following user-friendly formula: 
where we sum over all subsets J ⊆ {1, . . . , r} including J = ∅.
The motivic integral of a complex algebraic variety X with Gorenstein canonical singularities is defined to be the motivic integral of a pair (Y, D), where Y → X is a resolution of singularities for which the discrepancy divisor D has simple normal crossings. Crucially, this is well defined independent of the choice of resolution. The motivic integral induces a stringy E-function E st (X) := J⊆{1,...,r}
which is also independent of the choice of resolution (see Warning 3.4). The E-polynomials E(D • J ⊂ Y , and the stringy E-function records these numbers with certain 'correction terms' written in parentheses in formula (4). When Y → X is a crepant resolution the correction terms disappear leaving simply the terms E(D • J ) whose sum is the E-polynomial of Y . In this way the function E st (X) encodes the Hodge numbers of a crepant resolution Y → X, thereby establishing Kontsevich's result on the equality of Hodge numbers (see Section A for a brief look at the motivic nature of the integral).
However, crepant resolutions do not exist in general. To get a better feeling for the stringy E-function of varieties admiting no crepant resolution we calculate E st (X) for several 4-and 6-dimensional Gorenstein terminal cyclic quotient singularities. These calculations lead naturally to a discussion of how Batyrev used the theory of motivic integration to prove a refined version of the generalised McKay correspondence conjecture of Reid [Rei92] : Theorem 1.2 (Batyrev) Let G ⊂ SL(n, C) be a finite subgroup and suppose that the quotient X = C n /G admits a crepant resolution ϕ : Y → X. Then H * (Y, Q) has a basis consisting of algebraic cycles corresponding oneto-one with conjugacy classes of G. In particular, the Euler number of Y equals the number of conjugacy classes of G.
This result generalises a theorem of McKay [McK80] , namely, that the graph of ADE type associated to a Kleinian singularity C 2 /G can be constructed using only the representation theory of the finite subgroup G ⊂ SL(2, C). This establishes a one-to-one correspondence between a basis for the cohomology of the minimal resolution Y of C 2 /G and the irreducible representations of G, hence equality between the Euler number e(Y ) and the number of irreducible representations (or conjugacy classes) of G.
Batyrev [Bat99b, Bat00] derives Theorem 1.2 as a consequence of the equality between the stringy E-function of the quotient C n /G and the 'orbifold E-function' of the pair (C n , G). We choose not to discuss the orbifold function here; instead, we present a simple, direct proof of Theorem 1.2 for a finite Abelian subgroup G ⊂ SL(n, C).
The original references on this topic are Batyrev [Bat98, §6] and Denef and Loeser [DL99b] . The more recent article by Looijenga [Loo00] provides a detailed survey of motivic integration.
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2 Construction of the motivic integral 2.1 The space of formal arcs of a complex manifold Definition 2.1 Let Y be a complex manifold of dimension n, and y ∈ Y a point. A k-jet over y is a morphism
Once local co-ordinates are chosen the space of k-jets over y can be viewed as the space of n-tuples of polynomials of degree k whose constant terms are zero. Let J k (Y ) denote the bundle over Y whose fibre over y ∈ Y is the space of k-jets over y. A formal arc over y is a morphism
Once local co-ordinates are chosen the space of formal arcs over y can be viewed as the space of n-tuples of power series whose constant terms are zero. Let π 0 : J ∞ (Y ) → Y denote the bundle whose fibre over y ∈ Y is the space of formal arcs over y.
Recall that a subset of a variety is constructible if it is a finite, disjoint union of (Zariski) locally closed subvarieties.
It's clear that the collection of cylinder sets forms an algebra of sets (see [Rud87, p. 10 
is a cylinder set, as are finite unions and complements (and hence finite intersections) of cylinder sets.
2.2
The function F D associated to an effective divisor Definition 2.3 Let D be an effective divisor on Y , y ∈ Y a point, and g a local defining equation for D on a neighbourhood U of y. For an arc γ u over a point u ∈ U, define the intersection number γ u · D to be the order of vanishing of the formal power series g(γ u (z)) at z = 0. The function
Our ultimate goal is to integrate the function F D over J ∞ (Y ), so we must understand the nature of the level set F −1
With this goal in mind, we introduce a partition of F 
These subvarieties stratify Y and define a partition of the space of arcs into cylinder sets:
For any s ∈ Z ≥0 and J ⊆ {1, . . . , r}, define
It now follows from (5) that
As a result we produce a finite partition of the level set for some j y ≤ n.
Proof of Proposition 2.5. A finite union of cylinder sets is cylinder and we have a partition (6) of F −1 D (s), so it is enough to prove, for some J ⊆ {1, . . . , r} and (
1 . Cover Y = U by finitely many charts on which D has a local equation of the form (7), and lift to cover J ∞ (Y ) = π −1 0 (U). Clearly we need only prove that the set
is cylinder. In the notation of (7), if J {1, . . . , j y } then D
to be empty, and hence a cylinder set. We suppose therefore that J ⊆ {1, . . . , j y }, thus |J| ≤ n holds by (7).
The key observation is that when we regard each arc γ u as an n-tuple (p 1 (z), . . . , p n (z)) of formal power series with zero constant term, each condition F D i (γ u ) = m i is equivalent to a condition on the truncation of the power series p i (z) to degree m i . Indeed, since D i is cut out by z i = 0 on U, it follows that
and only if the truncation of p i (z) to degree m i is of the form c m i z m i , with c m i = 0. Truncating all n of the power series to degree t := max{m j |j ∈ J} produces n − |J| polynomials of degree t with zero constant term, and, for each j ∈ J, a polynomial of the form
The set (U ∩ D
|J| is constructible, so U m 1 ,...,mr is a cylinder set. This completes the proof of the proposition.
2
It is worth noting that F −1
is not a cylinder set. Indeed, suppose otherwise, so there exists a constructible subset
is an n-tuple of power series, at least one of which is identically zero, whereas each γ y ∈ π −1 k (B k ) is an n-tuple of power series whose terms of degree higher than k may take any complex value; clearly this is absurd.
is a countable intersection of cylinder sets.
Proof. Observe that
because a power series is identically zero if and only if its truncation to degree k is the zero polynomial, for all k ∈ Z ≥0 . It is easy to see that the sets
2.3 A measure µ on the space of formal arcs
In this section we define a measure µ on J ∞ (Y ) with respect to which the function F D is measurable. The measure is not real-valued, so we begin this section by constructing the ring in which µ takes values.
Definition 2.7 Let V C denote the category of complex algebraic varieties. The Grothendieck group of V C is the free Abelian group on the isomorphism classes [V ] of complex algebraic varieties modulo the subgroup generated by elements of the form
, and the resulting ring, denoted by K 0 (V C ), is called the Grothendieck ring of complex algebraic varieties. Let
denote the natural map sending V to its class [V ] in the Grothendieck ring. This map is universal with respect to maps which are additive on disjoint unions of constructible subsets, and which respect products.
Also, if f : Y → X is a locally trivial fibration w.r.t. the Zariski topology and F is the fibre over a closed point then
Definition 2.9 Recall that cylinder sets in J ∞ (Y ) are subsets π
which assigns a 'measure' to each cylinder set is defined by
Using the fact that the map [ ] introduced in Definition 2.7 is additive on disjoint unions of constructible sets, it is straightforward to show that
For this reason we call µ a finitely additive measure.
Proposition 2.5 states that for s ∈ Z ≥0 , the level set F −1 D (s) is a cylinder set, and is therefore µ-measurable. However,
is not cylinder. To proceed, we extend µ to a measure µ with respect to which F −1
The following discussion is intended to motivate the definition of µ (see Definition 2.11 to follow). The set to see this, take complements in equation (9) of Proposition 2.6. Our goal is to extend µ to a measure µ defined on the collection of countable disjoint unions of cylinder sets so that the set
However, countable sums are not defined in
. Furthermore, given a countable disjoint union C = i∈N C i , it is not clear a priori that µ(C) defined by formula (11) is independent of the choice of the C i .
Kontsevich [Kon95] solved both of these problems at once by completing the ring
, thereby allowing appropriate countable sums, in such a way that the measure of the set C = i∈N C i is independent of the choice of the C i , assuming that µ(C i ) → 0 as i → ∞.
Definition 2.10 Let R denote the completion of the ring
By composing µ with the natural completion map φ, we produce a finitely additive measure with values in the ring R, namely
which we also denote µ. Given a sequence of cylinder sets {C i } one may now ask whether or not µ(C i ) → 0 as i → ∞. We are finally in a position to define the measure µ on the space of formal arcs.
Definition 2.11 Let C denote the collection of countable disjoint unions of cylinder sets i∈N C i for which µ(C i ) → 0 as i → ∞, together with the complements of such sets. Extend µ to a measure µ defined on C which takes values in R given by
It is nontrivial to show (see [DL99b, §3.2] or [Bat98, §6.18]) that this definition is independent of the choice of the C i .
Proposition 2.12 F D is µ-measurable, and µ(F −1
Proof. We prove that F −1 D (∞) (in fact its complement) lies in C. It's clear from (10) that we need only prove that µ(π
, by the nature of the topology on R, tends to zero as k tends to infinity. This proves the first statement. Using (10) we calculate
Proof. It is enough to prove the result for a prime divisor D, since F −1
. . , p n (z)) of power series over y ∈ U ∩ D such that p 1 (z) is identically zero. Truncating these power series to degree k leaves n − 1 polynomials of degree k with zero constant term, and the zero polynomial π k (p 1 (z)). The space of all such polynomials is isomorphic to 
Since the set F −1
has measure zero (see Proposition 2.12), we need only integrate over
, so we need only sum over s ∈ Z ≥0 .
We now show that the motivic integral converges in the ring R introduced in Definition 2.10. In doing so, we establish a user-friendly formula. 
Proof. In the proof of Proposition 2.5 we cover Y by sets {U} and prove
Since the map [ ] introduced in Definition 2.7 is additive on a disjoint union of constructible subsets, take the union over the cover {U} of Y to see that
where
Since µ π
Now use the partition (6) of F −1 D (s) to compute the motivic integral: 
of the ring R introduced in Definition 2.10.
The transformation rule for the integral
The discrepancy divisor 
∪∞. An arc in Y which is not contained in the locus of indeterminacy of α −1 has a birational transform as an arc in Y ′ . In light of (5) and Proposition 2.12, α ∞ is bijective off a subset of measure zero.
The sets F −1
Thus, for any s ∈ Z ≥0 we have, modulo the set F −1 W (∞) of measure zero, a partition
The set C k,s is cylinder and, since the image of a constructible set is con-
We use this identity and the partition (13) to calculate
. Substituting this into the above leaves
Discussion of proof. Both C k,s and α ∞ (C k,s ) are cylinder sets so there exists t ∈ Z ≥0 and constructible sets B ′ t and B t in J ∞ (Y ′ ) and J ∞ (Y ) respectively such that the following diagram commutes:
We claim that the restriction of
as required. The proof of the claim is a local calculation which is carried out in [DL99b, Lemma 3.4(b)]. The key observation is that the order of vanishing of the Jacobian determinant of α at
Definition 2.20 Let X denote a complex algebraic variety with at worst Gorenstein canonical singularities. The motivic integral of X is defined to be the motivic integral of the pair (Y, D), where ϕ : Y → X is any resolution of singularities for which the discrepancy divisor D = K Y − ϕ * K X has only simple normal crossings.
Note first that the discrepancy divisor D is effective because X has at worst Gorenstein canonical singularities. The crucial point however is that the motivic integral of (Y, D) is independent of the choice of resolution: Proof. Form a 'Hironaka hut'
The maps ψ i : Y 0 −→ Y i are proper birational morphisms between smooth projective varieties so Theorem 2.18 applies:
This proves the result. 2
Hodge numbers via motivic integration
This section describes how the motivic integral of X gives rise to the socalled "stringy E-function" which encodes the Hodge-Deligne numbers of a resolution Y → X.
Encoding Hodge-Deligne numbers
Deligne [Del71, Del74] showed that the cohomology groups H k (X, Q) of a complex algebraic variety X carry a natural mixed Hodge structure. This consists of an increasing weight filtration
on the rational cohomology of X and a decreasing Hodge filtration
on the complex cohomology of X such that the filtration induced by F • on the graded quotient Gr 
Evaluating E(X) at u = v = 1 produces the standard topological Euler number e c (X) = e(X).
Theorem 3.2 ([DK87])
Let X, Y be complex algebraic varieties. Then (i) if X = X i is stratified by a disjoint union of locally closed subvarieties then the E-polynomial is additive, i.e., E(X) = E(X i ).
(ii) the E-polynomial is multiplicative, i.e., E(X × Y ) = E(X) · E(Y ).
(iii) if f : Y → X is a locally trivial fibration w.r.t. the Zariski topology and F is the fibre over a closed point then E(Y ) = E(F ) · E(X).
See Danilov and Khovanskii [DK87] for a proof.
Kontsevich's theorem
Theorem 3.2 asserts that the map E :
] associating to each complex variety X its E-polynomial is additive on a disjoint union of locally closed subvarieties, and satisfies E(X × Y ) = E(X) · E(Y ). It follows from the universality of the map [ ] introduced in Definition 2.7 that E factors through the Grothendieck ring of algebraic varieties, inducing a function
By defining E(L −1 ) := (uv) −1 , this extends to 3 .
Proposition 3.3
The map E can be extended uniquely to the subring
Proof. The kernel of the completion map φ :
For
. The E-polynomial of an element Z in the intersection (14) must therefore be −∞; that is, E(Z) = 0. Thus E annihilates ker φ and hence factors through
The result follows when we define
By Corollary 2.17 the motivic integral of the pair (Y, D) lies in the subring of Proposition 3.3. We now consider the image of the integral under E.
Warning 3.4 As Warning 2.16 states, the derivation of the motivic integral in [Bat98] contains a small error which leads to the omission of an L −n term. However, in practise it is extremely convenient to omit this term (!). As a result, we define the stringy E-function to be the image under E of the motivic integral times L n . In short, our stringy E-function agrees with that in [Bat98] , even though our calculation of the motivic integral differs.
Definition 3.5 Let X be a complex algebraic variety of dimension n with at worst Gorenstein canonical singularities. Let ϕ : Y → X be a resolution of singularities for which the discrepancy divisor D = r i=1 a i D i has only simple normal crossings. The stringy E-function of X is
where we sum over all subsets J ⊆ {1, . . . , r} including J = ∅. 
The stringy E-function is independent of the choice of the resolution ϕ. In particular, E(Y ) = E st (X) = E(Y 2 ) for ϕ 2 : Y 2 → X another crepant resolution. It remains to note that E(Y ) determines the Hodge-Deligne numbers of Y , and hence the Hodge numbers since Y is smooth and projective. 2
Calculating the motivic integral
To perform nontrivial calculations of the stringy E-function we must choose varieties which admit no crepant resolution. A nice family of examples is provided by Gorenstein terminal cyclic quotient singularities.
Toric construction of cyclic quotient singularities
Consider the action of the cyclic group G = Z/r ⊂ GL(n, C) generated by the diagonal matrix 
, and hence
In order to consider only Gorenstein terminal cyclic quotient singularities we impose certain restrictions on the type 1 r (α 1 , . . . , α n ). Watanabe [Wat74] showed that for a small subgroup G ⊂ GL(n, C), C n /G is Gorenstein if and only if G ⊂ SL(n, C). Thus,
To determine when X N,σ is terminal we recall the discrepancy calculation for cyclic quotients following Reid [Rei80, Rei87] . Write 2 for the unit box in N ⊗ R ∼ = R n , i.e., the unit cell of the sublattice N ∼ = Z n . Each element g ∈ G ∼ = N/N has a unique representative
here v g denotes both the vector in N ⊗ R and the lattice point in N. For each primitive vector v g ∈ N ∩ 2, the barycentric subdivision of σ at v g determines a toric blow-up ϕ : B → A of the cyclic quotient A = X N,σ . The exceptional divisor is D = X N (τ ), Star(τ ) 5 , where τ is the ray with primitive generator v g . Adjunction for the toric blow-up ϕ is
as shown by Reid [Rei87, §4.8]. Thus,
That is, every point v g ∈ N ∩ 2 must lie above the hyperplane x i = 1.
Given any fan Σ in the vector space N ⊗R, the E-polynomial of the corresponding toric variety X N,Σ is computed using the following simple formula: Proposition 4.1 For a toric variety X N,Σ of dimension n we have
where d k is the number of cones of dimension k in Σ.
Proof. The Hodge numbers of P 1 are well known and, by Theorem 3.2, we compute E(C * ) = E(
The action of the torus T n ≃ (C * ) n on X N,Σ induces a stratification of X N,Σ into orbits of the torus action O L,τ ∼ = (C * ) n−dim τ , one for each cone τ ∈ Σ. The result follows from Theorem 3.2(i). 
The examples
For a finite subgroup G ⊂ SL(n, C) with n = 2 or 3, the Gorenstein quotient C n /G admits a crepant resolution; this is a classical result for surfaces and was established for 3-folds through a case by case analysis of the finite subgroups of SL(3, C) by Ito, Markushevich and Roan (see Roan [Roa96] and references therein). We therefore begin by considering 4-dimensional quotient singularities of type 1 r
(1, r − 1, a, r − a) with gcd(r, a) = 1. Morrison and Stevens [MS84, Theorem 2.4(ii)] prove that these are the only Gorenstein terminal 4-fold cyclic quotient singularities.
Remark 4.2
In each example below we calculate both E(Y ) and E st (C n /G) after resolving the singularity ϕ :
The point is that the E-polynomial encodes the Hodge-Deligne numbers of compactly supported cohomology, yet
the first equality holds because D is compact, and the isomorphism is induced by a deformation retraction of Y onto D ⊂ Y . (1, 1, 1, 1). Add the ray τ generated by the vector v = 1 2
(1, 1, 1, 1) to the cone σ, then take the simplicial subdivision of σ. This determines a toric resolution ϕ : Y → X with a single exceptional divisor D = X N (τ ),Star(τ ) ∼ = P 3 . The discrepancy of D is 1 by (17). Using Proposition 4.1 we calculate
Compare this with the stringy E-function:
Example 4.4 Write X = X N,σ for the cyclic quotient singularity of type 1 3
(1, 2, 1, 2). Add rays τ 1 and τ 2 generated by the vectors v 1 = 1 3
(1, 2, 1, 2) and v 2 = 1 3 (2, 1, 2, 1) respectively to the cone σ, then take the simplicial subdivision of σ. The resulting fan Σ is determined by its cross-section ∆ 2 := σ ∩ ( x i = 2) illustrated in Figure 1 . (1, 2, 1, 2) There are eight 3-dimensional simplices in ∆ 2 (four contain a face of the tetrahedron and four contain the edge joining v 1 to v 2 ). Each of these simplices determines a 4-dimensional cone in Σ which is generated by a basis of the lattice N, so Y = X N,Σ → X N,σ is a resolution. The union of all eight 3-dimensional simplices in ∆ 2 contain eighteen faces, fifteen edges and six vertices. Write d k for the number of cones of dimension k in Σ, so
Apply Proposition 4.1 to compute
To compute E st (X) observe first that for j = 1 or 2 the exceptional divisor D j := X N (τ j ),Star(τ j ) has discrepancy 1 by (17). Write d k (τ j ) for the number of cones of dimension k in Star(τ j ), so N(τ j )) .
Proposition 4.1 gives
Similarly, the fan Star( τ 1 , τ 2 ) contains four faces, four edges and one vertex so Proposition 4.1 gives E(D 1 ∩ D 2 ) = (uv) 2 + 2(uv) + 1. As a result
• E(D
Now compute the stringy E-function using formula (15):
Example 4.5 Write X = X N,σ for the cyclic quotient singularity of type 1 4
(1, 3, 1, 3). Add rays τ 1 , τ 2 and τ 3 generated by the vectors v 1 = 1 4
(1, 3, 1, 3) and v 2 = 1 4 (2, 2, 2, 2) and v 3 = 1 4 (3, 1, 3, 1) respectively to the cone σ, then take the simplicial subdivision of σ. The cross-section ∆ 2 of the resulting fan Σ has three colinear points in the interior of the tetrahedron but is otherwise similar to that shown in 
•
• E(D Remark 4.6 The above examples feature only exceptional divisors with discrepancy 1. To obtain examples of Gorenstein terminal cyclic quotient singularities which admit resolutions containing divisors having discrepancy larger than one we must work in dimension higher than four.
Example 4.7 Write X = X N,σ for the cyclic quotient singularity of type 1 r
(1, 1, 1, . . . , 1) where n := dim X = kr for some k ∈ Z (by assuming that r divides n we ensure that X is Gorenstein). Add a single ray τ generated by the vector v 1 = 1 r (1, 1, 1, . . . , 1) to the cone σ, then take the simplicial subdivision of σ. This determines a toric resolution ϕ : Y → X with a single exceptional divisor D = X N (τ ),Star(τ ) ∼ = P n−1 . The discrepancy of D is k − 1 by (17). Using Proposition 4.1 we calculate
Example 4.8 Let X = X N,σ denote the cyclic quotient singularity of type 1 3
(1, 2, 1, 2, 1, 2) (compare Example 4.4). Add rays τ 1 and τ 2 generated by the vectors v 1 = 1 3
(1, 2, 1, 2, 1, 2) and v 2 = 
E(Y ) = (uv)
6 + 2(uv) 5 + 3(uv) 4 + 4(uv) 3 + 3(uv) 2 + 2(uv).
As with Example 4.4, for j = 1, 2 write d k (τ j ) for the number of cones of dimension k in Star(τ j ), so
Similarly, counting simplices in the fan Star( τ 1 , τ 2 ) gives
6 + 2(uv) 3 .
The McKay correspondence
The stringy E-function of a Gorenstein canonical quotient singularity C n /G can be calculated in terms of the representation theory of the finite subgroup G ⊂ SL(n, C) using a simple formula due to Batyrev [Bat99b, Bat00] (see also Denef and Loeser [DL99a] ). To state the formula, note that each g ∈ G is conjugate to a diagonal matrix
where r(g) is the order of g and i = √ −1. To each conjugacy class [g] of the group G we associate an integer in the range 0 ≤ age[g] ≤ n − 1 defined by
(In particular, for the cyclic action introduced in §4.1, the age grading on G corresponds to the slicing of the unit box 2 ⊂ N R ∼ = R n into polytopes
where we sum over the conjugacy classes of G. For example, the nontrivial element g of the group G = Z/2 acting on C 4 in Example 4.3 has age two because v g = 1 2
(1, 1, 1, 1) ∈ ∆ 2 . Formula 
Reid's McKay correspondence conjecture
Motivated by string theory, Dixon et al. [DHVW85] introduced the orbifold Euler number for a finite group G acting on a manifold M. This number can be written in the form Hirzebruch and Höfer [HH90] observed that for a finite subgroup G ⊂ U(n) acting on M = C n , the orbifold Euler number is equal to the number of conjugacy classes of G because every fixed point set M g is contractible. For G ⊂ SU(2, C), the classical McKay correspondence states that the second Betti number b 2 (Y ) of the minimal resolution Y → C 2 /G equals the number of nontrivial conjugacy classes of G. As a result, the equality
can be viewed as a version of the McKay correspondence. Inspired by this observation, Reid [Rei92] proposed that a version of the statement (21) should hold in arbitrary dimension:
Conjecture 5.2 (McKay correspondence) For G ⊂ SL(n, C) a finite subgroup, suppose that the quotient variety X := C n /G admits a crepant resolution ϕ : Y → X. Then H * (Y, Q) has a basis consisting of algebraic cycles corresponding one-to-one with conjugacy classes of G. In particular e(Y ) = # conjugacy classes of G = e(C n , G).
McKay correspondence via motivic integration
The key to Batyrev's proof of Conjecture 5.2 is formula (20):
where the sum runs over conjugacy classes of G.
Proof of the Abelian case 7 . Choose coordinates on C n so that every matrix g ∈ G takes the form given in (19). The construction of §4.1 can be adapted to show that C n /G is the toric variety X N,σ corresponding to the cone σ = R ≥0 e 1 + · · · + R ≥0 e n and the lattice
Now X N,σ is Gorenstein because G ⊂ SL(n, C), so there exists a continuous linear function ψ K : N ⊗ R → R ≥0 satisfying ψ(e i ) = 1 for i = 1, . . . , n. A straightforward computation due to Batyrev [Bat98, Theorem 4.3] gives
For v g ∈ 2, ψ K (v g ) = age(g). In fact, for any lattice point v ∈ N ∩ σ we have
Thus for each v ∈ N ∩ σ there exists unique v g ∈ 2 and (x 1 , . . . , x n ) ∈ Z n ≥0 such that v is the translate of v g by (x 1 , . . . , x n ), and ψ K (v) = age(g) + n i=1 x i . Covering the positive orthant σ by translations of 2 gives v∈N ∩σ A Why 'motivic' integration?
Substituting this into (23) gives
In this appendix we investigate the motivic nature of the integral. We also justify the notation L for the class of the complex line C in the Grothendieck ring of algebraic varieties.
The category M C of Chow motives over C is defined as follows (see [Sch94] ): an object is a triple (X, p, m) where X is a smooth, complex projective variety of dimension d, p is an element of the Chow ring A d (X × X) which satisfies p 2 = p and m ∈ Z. If (X, p, m) and (Y, q, n) are motives then C → M C which sends X to (X, ∆ X , 0), the Chow motive of X, where the diagonal ∆ X ⊂ X × X is the identity in A * (X × X). The motive of a point 1 = h(Spec C) is the identity with respect to tensor product. The Lefschetz motive L is defined implicitly via the relation h(P We now play the same game as we did in §3. Namely, M factors through
Observe that the image of [C] under M is the class of the Lefschetz motive L; this explains why we use the notation L to denote the class of
At present it is unknown whether or not M annihilates the kernel of the natural completion map φ :
Denef and Loeser conjecture that it does (see [DL98, Remark 1.2.3]). If this is true, extend M to a ring homomorphism 
M(D
where we sum over all subsets J ⊆ {1, . . . , r} including J = ∅. As with the definition of the stringy E-function (see Definition 3.5) we multiply by L n for convenience.
