Abstract-We demonstrate learning in a neuromorphic recurrent attractor network distributed onto two VLSI chips. On a monitor we present some stimuli which are input to the network through the neuromorphic retina. Stimulation induces modification in the synaptic weights up to the point in which the selective reverberant states of activity are supported in the absence of stimulus. The network activity and the evolution of the synaptic matrix are monitored during learning. The visitor can draw his/her own stimuli, he/she can modify the learning parameters to teach the network to recognize them.
The setup includes a monitor to display the stimuli, a neuromorphic retina [1] to acquire them and a VLSI neuromorphic network that learns in an unsupervised fashion. The devices are connected using a PCI-AER board which connects chips and retina and communicates with the PC. The pattern of synaptic connectivity is fixed. The PC is just for monitoring the activity and it does not affect the network dynamics.
Every chip hosts 128 integrate-and-fire neurons and 16384 hebbian plastic stochastic bystable synapses. The network is fully reconfigurable: for this demo we use an inhibitory population of 50 neurons plus an excitatory population of 200 neurons. Throughout learning the initial homogeneous network tends to create clusters of neurons (one per input stimulus) that, at the end of learning reaches a sufficiently high level of positive feedback to self-sustain their activity even after the release of the stimulus.
II. VISITOR EXPERIENCE
The role of the visitor is to play with our setup to lead the network to learn a pair of visual stimuli. With a user-friendly interface the visitors draw a couple of stimuli, choose a learning protocol and observe the network evolution during learning. The state of the network is shown every few seconds thus visualizing how learning proceeds and how it is affected by various parameters. After learning, in a test phase the visitor can corrupt the original stimuli to test the error correction ability of this attractor network.
The demo has been thought to show the robustness of this kind of attractor architecture [2, 3] to various sources of noise: from the circuitry mismatch to the input noise. A fault-tolerant architecture which can reliably learn, in an unsupervised fashion, to recognize visual stimuli.
