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Abstract
We show that, under appropriate conditions, the waiting time in a queu-
ing system converges to a stationary distribution as time tends to infinity,
even in the case where inter-arrival times are dependent random variables.
A convergence rate is given. These results provide tools for the statistical
analysis of such systems, transcending the standard case where inter-arrival
times are assumed independent.
Keywords: Queuing; Dependent random variables; Inter-arrival times; Limit the-
orem
1 Introduction
Let ℝ+ ∶= {푥 ∈ ℝ ∶ 푥 ≥ 0}. We consider a strongly stationary sequence
(푆푛, 푍푛)푛∈ℤ ∈ ℝ2+. A single-server queuing model will be considered where cus-
tomers are numbered by 푛 ∈ ℕ. The time between the arrival of customers 푛 + 1
and 푛 is described by the random variable 푍푛+1, for each 푛 ∈ ℕ. The service time
∗Both authors thank for the support of the “Lendület” grant LP 2015-6 of the Hungarian
Academy of Sciences.
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for customer 푛 is given by the random variable 푆푛, for 푛 ∈ ℕ. We say that the
queue is
subcritical if 피(푆0) < 피(푍0),
critical if 피(푆0) = 피(푍0),
supercritical if 피(푆0) > 피(푍0).
The waiting time푊푛 of customer 푛 satisfies the Lindley recursion
푊푛+1 = (푊푛 + 푆푛 − 푍푛+1)+, 푛 ∈ ℕ, (1)
where, for simplicity,푊0 ∶= 0 is assumed (i.e. we start with an empty queue).
The ergodic theory of general state space Markov chains (see e.g. [10]) allows
to treat the case where (푆푛)푛∈ℤ , (푍푛)푛∈ℤ are i.i.d. sequences, independent of each
other. Such an independence assumption, however, seems too strong for applica-
tions and we wish to strengthen the theoretical foundations of queuing systems
also in cases where one of the two sequences is merely stationary.
The mathematics for such a setting is an order of magnitude more difficult as
(푊푛)푛∈ℕ fails to be aMarkovian process. Wewill rely on the recent advancesmade
by [8] in the theory of Markov chains in random environments. More complex
(e.g. multiserver) queuing systems could be analysed along similar lines but we
do not pursue such ramifications here.
The case where both sequences are only stationary cannot be treated within
this framework. As far as we know, [9] was the first who studied the stability of
waiting times in this general setting. Stability of푊푛, 푛 ∈ ℕmeans here that there
exist a unique limit distribution of 푊푛 as 푛 → ∞. Györfi and Morvai extended
Loynes’ result in [6] proving that for subcritical queues, a stronger version of
stability called coupling holds also true (see Theorem 1.1 below).
We say that the sequence (푊푛)푛∈ℕ is coupled with (푊 ′푛 )푛∈ℕ if this latter se-
quence is stationary and ergodic and there is an almost surely finite random vari-
able 휏 such that
푊푛 = 푊
′
푛
for 푛 > 휏 . Györfi and Morvai’s theorem concerning queues in this general setting
reads as follows:
Theorem 1.1. Let 휉푛 = 푆푛 − 푍푛+1 and assume that the process (휉푛)푛∈ℤ is stationary
and ergodic with 피(푆0) < 피(푍0). Then (푊푛)푛∈ℕ is coupled with a stationary and
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ergodic (푊 ′푛 )푛∈ℤ such that 푊 ′0 = sup푛∈ℕ 푌푛 , where
푌0 = 0,
푌푛 =
푛
∑
푘=1
휉−푘 , 푛 ≥ 1.
Little is known about the limit distribution and the speed of convergence.
Actually, Theorem 4 on page 25 of [3] gives the following upper bound
|ℙ(푊푛 ∈ 퐵) − ℙ(푊 ′0 ∈ 퐵)| ≤ ℙ(min0<푘<푛푋푘 > max(푊1,푊 ′0 + 휉0)) ,
where (푋푛)푛∈ℕ is defined as
푋0 = 0
푋푛 =
푛∑
푘=1
휉푘 , 푛 ≥ 1
and 퐵 ⊂ ℝ+ is an arbitrary Borel set. By taking the supremum in 퐵 on the left
hand side, we can easily obtain an estimate for the total variation distance of the
corresponding distributions. However, the expression standing on the right hand
side of (1) does not provide a concrete rate estimate. For further information, the
reader should consult the textbooks [2] (in Russian) and [1] (in English).
Before expounding our new contributions, we introduce somemore notations.
Throughout this paper we will be working on a probability space (Ω, , 푃 ). For a
Polish space , we denote by() its Borel sigma-algebra. We denote by피[푍 ] the
expectation of a real-valued random variable 푍 . For a -valued random variable
푋 we will denote by (푋 ) its law on on (). The set of probability measures on
() is denoted by1(). The total variation metric on1() is defined by
푑TV(휇1, 휇2) = |휇1 − 휇2|(), 휇1, 휇2 ∈1(),
where |휇1 − 휇2| denotes the total variation of the signed measure 휇1 − 휇2. We do
not indicate the dependence of the metric 푑TV on  since the latter will always
be clear from the context.
We now present our standing assumptions. In a stable system service times
should be shorter on average than inter-arrival times (i.e. we work in the sub-
critical regime). In our approach we also need that the service time sequence is
independent of inter-arrival times. So we formulate the following hypothesis.
Assumption 1.2. We stipulate that 피[푆0] < 피[푍0] (where the latter may be infin-
ity). The sequences (푆푛)푛∈ℕ and (푍푛)푛∈ℕ are independent.
3
Definition 1.3. We say that a sequence (푌푛)푛∈ℕ of real-valued random variables
satisfies a Gärtner-Ellis type condition if there is 휂 > 0 such that the limit
Γ(훼) ∶= lim
푛→∞
1
푛
ln피 [푒훼(푌1+…+푌푛)] (2)
exists for all 훼 ∈ (−휂, 휂) and Γ is differentiable on (−휂, 휂).
Remark 1.4. The notion above is inspired by the Gärtner-Ellis theorem, see [5],
and it holds in a large class of models, well beyond the i.i.d. case. For instance, let
푌푛 = 휙(퐻푛) for a measurable 휙 ∶ ℝ
푚 → ℝ satisfying a suitable growth condition
and let (퐻푛)푛∈ℕ be an ℝ푚-valued sufficiently regular Markov chain started from
its invariant distribution. Then (2) holds true for all 휂 > 0, see Theorem 3.1 of [7]
for a precise formulation.
We mention another example: let 푌푛 = ∑∞푖=−∞ 푎푖휁푖, where 휁푖 , 푖 ∈ ℤ are inde-
pendent and identically distributed ℝ-valued random variables with finite expo-
nential moments of all orders and ∑∞푖=−∞ |푎푖 | < ∞. Then (2) is satisfied for this
process by Theorem 2.1 of [4].
We now present a result on the ergodic behaviour of queuing systems with
dependent service times which was obtained in Section 3 of [8].
Theorem 1.5. Let (푍푛)푛∈ℕ be an i.i.d. sequence and let (푆푛)푛∈ℕ be uniformly bounded,
satisfying a Gärtner-Ellis type condition. Let us assume that 푃 (푍0 > 푧) > 0 for all
푧 > 0. Then there exists a probability 휇∗ on (ℝ+) such that
푑TV((푊푛), 휇∗) ≤ 푐1 exp (−푐2푛1/3) ,
for some 푐1, 푐2 > 0. 
In the present article we concentrate on the (arguably) more interesting case
where service times are independent but inter-arrival times may well be depen-
dent.
Theorem 1.6. Let (푆푛)푛∈ℕ be an i.i.d. sequence and let (푍푛)푛∈ℕ be bounded, satisfy-
ing a Gärtner-Ellis type condition. Let us assume that 피[푒훽0푆0] < ∞ for some 훽0 > 0
and (푆0) has a density 푠 → 푓 (푠) (w.r.t. the Lebesgue measure) which is bounded
away from 0 on compact subsets of ℝ+. Then the conclusions of Theorem 1.5 hold.
Remark 1.7. The mathematical setting of Theorem 1.6 is significantly more in-
volved that that of Theorem 1.5. In Theorem 1.5, one may profit from the fact that,
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freezing the values of the process (푆푛)푛∈ℕ, the waiting time becomes an inhomo-
geneous Markov chain with a particular state (the point 0) which is a reachable
atom. In the proof of Theorem 1.6 one needs to guarantee ergodicity using a
deeper coupling construction.
We can somewhat relax the boundedness condition on 푍0 in Theorem 1.6
above at the price of more stringent assumptions on 푆0. Namely, we assume an
exponential-like tail for 푆0 and for 푍0 a very light tail, like that of the Gumbel
distribution at −∞. It will become clear from the proof that requiring a thinner
tail for 푆0 (e.g. Gaussian) would necessitate even more stringent tail assumptions
for 푍0, hence we do not strive for further generality here.
Theorem 1.8. Let (푆푛)푛∈ℕ be an i.i.d. sequence and let (푍푛)푛∈ℕ satisfy a Gärtner-
Ellis type condition and 푃 (푍0 ≥ 푧) ≤ 퐶1 exp (−퐶2푒퐶3푧) with some 퐶1, 퐶2, 퐶3 > 0. Let
us assume that 피[푒훽0푆0] < ∞ for some 훽0 > 0 and the law of 푆0 has a nonincreasing
density 푠 → 푓 (푠) such that 푓 (푠) ≥ 퐶4푒−퐶5푠 , 푠 ≥ 0 for some 퐶4, 퐶5 > 0. Then there
exists a probability 휇∗ on (ℝ+) such that
푑TV((푊푛), 휇∗) ≤ 푐1 exp (−푐2푛푐3) ,
holds for some 푐1, 푐2, 푐3 > 0.
In Section 2 we recall the notion of Markov chains in random environments
and certain results of [8]. Sections 3 and 4 contain the proofs of our two new
theorems.
Remark 1.9. Based on results of [8] we could also provide a law of large numbers
with a convergence rate for functionals of the waiting time. Roughly speaking, if
the process 푍 has favourable mixing properties then an estimate of 푂(푁 −1/6) for
the 퐿푝-norms of the functional averages can be obtained. As it is not easy to
provide a clear-cut set of conditions for 푍 we refrain from these ramifications.
2 Markov chains in random environments
Let ,  be two Polish spaces and 푌 ∶ ℤ×Ω →  a strongly stationary-valued
stochastic process. Let 푄 ∶  × ×() → [0, 1] be a mapping such that for all
퐵 ∈ () the function (푦, 푥) ↦ 푄(푦, 푥, 퐵) is () ⊗ ()-measurable and for all
(푦, 푥) ∈  ×  , 퐵 ↦ 푄(푦, 푥, 퐵) is a probability measure on ().
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We will consider -valued process 푋푡 , 푡 ∈ ℕ such that 푋0 = 푥0 ∈  is fixed
and
ℙ(푋푡+1 ∈ 퐵 ∣ 휎 (푋푠 , 0 ≤ 푠 ≤ 푡 ; 푌푠 , 푠 ∈ ℤ)) = 푄(푌푡 , 푋푡 , 퐵) ℙ − a.s., 푡 ∈ ℕ. (3)
We interpret the process 푋 as a Markov chain in a random environment described
by the process 푌 .
Definition 2.1. Let 푅 ∶  ×() → [0, 1] be a probabilistic kernel. For a measur-
able function 휙 ∶  → ℝ+, we define
[푅휙](푥) = ∫

휙(푧)푅(푥 , d푧), 푥 ∈  .
ConsistentlywithDefinition 2.1, for 푦 ∈  ,푄(푦)휙will refer to the action of the
kernel 푄(푦, ⋅, ⋅) on 휙. First, a Foster-Lyapunov type drift condition is formulated.
Assumption 2.2. Let 푉 ∶  → ℝ+ be a measurable function. We consider mea-
surable functions 퐾, 훾 ∶  → ℝ+ with 퐾 (⋅) ≥ 1. We assume that, for all 푥 ∈  and
푦 ∈  , [푄(푦)푉 ](푥) ≤ 훾 (푦)푉 (푥) + 퐾 (푦).
Here 훾 (푦) ≥ 1 may well occur, but in the next assumption we require that the
system dynamics, on long-time average, is contracting.
Assumption 2.3. We assume that
훾̄ ∶= lim sup
푛→∞
피1/푛 (퐾 (푌0) 푛∏푘=1 훾 (푌푘)) < 1.
We stipulate the existence of suitable “small sets”, which are familiar notions
in Markov chain theory, see [10].
Assumption 2.4. Let 훾 (⋅), 퐾 (⋅) be as in Assumption 2.2. We assume that for some0 < 휀 < 1/훾̄ 1/2 − 1, there is a measurable function 훼 ∶  → (0, 1) and a probability
kernel 휅 ∶  × → [0, 1] such that, for all 푦 ∈  and 퐴 ∈ ,
inf
푥∈푉 −1([0,푅(푦)])푄(푦, 푥, 퐴) ≥ (1 − 훼(푦))휅(푦, 퐴), where 푅(푦) = 2퐾 (푦)휀훾 (푦) (4)
and 푉 −1([0, 푅(푦)]) ≠ ∅.
We also need to control the probability of 훼(푌0) approaching 1.
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Assumption 2.5. lim푛→∞피1/푛휃 [훼(푌0)푛] = 0
holds for some 0 < 휃 < 1.
We now recall results of [8]: with the above presented assumptions, the law
of 푋푛 converges to a limiting law as 푛 → ∞, moreover, bounded functionals of
the process 푋 show ergodic behavior provided that 푌 is ergodic.
Theorem 2.6. Under Assumptions 2.2, 2.3, 2.4 and 2.5, there exists a probability law휇∗ such that
푑TV((푋푛), 휇∗) ≤ 퐶0(푒−휈1푛2/3 + ∞∑푘=푛피 휈2푘휅휃 [훼푘휅−1(푌0)]) (5)
holds for all 푛 ∈ ℕ, with some 퐶0, 휈1, 휈2 > 0, where 휅 ∶= 13(1−휃 ) .
Proof. This follows from Theorems 2.8, 2.10 and Lemma 5.4 of [8].
3 Proof in the unbounded case
Throughout this section the assumptions of Theorem 1.8 are in force. We will use
results of the previous section in the setting  =  = ℝ+; 푌푛 ∶= 푍푛, 푛 ∈ ℕ. We
can easily extend the process 푌 on the negative time axis in such a way that 푌푛 ,푛 ∈ ℤ is stationary. Define the parametrized kernel 푄 as follows:
푄(푧, 푤, 퐴) ∶= ℙ [(푤 + 푆0 − 푧)+ ∈ 퐴] , 푧 ∈  , 푤 ∈  , 퐴 ∈  () .
We now turn to the verification of Assumptions 2.2 and 2.3.
Lemma 3.1. For some 훽̄ > 0 define
푉 (푤) ∶= 푒훽̄푤 − 1, 푤 ≥ 0, 퐾 (푧) ∶= 훾 (푧) ∶= 푒−훽̄푧피 [푒훽̄푆0] , 푧 ≥ 0.
We have [푄(푧)푉 ](푤) ≤ 훾 (푧)푉 (푤) + 퐾 (푧) (6)
for all 푧 ∈  , 푤 ∈  . Furthermore, choosing 훽̄ small enough,
훾̄ ∶= lim sup푛→∞ 피1/푛 (퐾 (푍0) 푛∏푘=1 훾 (푍푘)) < 1. (7)
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Proof. Let us estimate
[푄(푧)푉 ](푤) = 피[푒훽̄(푤+푆0−푧)+] − 1 ≤ 피[푒훽̄(푤+푆0−푧)] + 1 − 1
= 훾 (푧)푒훽̄푤 = 훾 (푧)푉 (푤) + 훾 (푧),
so (6) holds. Define 휆(훽) ∶= Γ(−훽)+ln(피[푒훽푆0]), 훽 ∈ (−휂̄, 휂̄)where 휂̄ ∶= min{휂, 훽0/2}.
Note that 푍0 has finite exponential moments of all orders. Hence the functions휆푛(훽) ∶= 1푛 ln피 [푒훽∑푛푗=1(푆푗−푍푗 )] , 훽 ∈ (−휂̄, 휂̄), 푛 ≥ 1
are finite. They are also clearly convex. Define
휓푛(훽) ∶= 피 [푒훽∑푛푗=1(푆푗−푍푗 ) − 1훽 ] , 훽 ∈ (0, 휂̄), 푛 ≥ 1.
By the Lagrange mean value theorem and measurable selection, there exists a
random variable 휉푛(훽) ∈ [0, 훽] such that
휓푛(훽) = 피 [( 푛∑푗=1(푆푗 − 푍푗 ))푒휉푛(훽)∑푛푗=1(푆푗−푍푗 )] .
Here ( 푛∑푗=1(푆푗 − 푍푗)) 푒휉푛(훽)∑푛푗=1(푆푗−푍푗 ) ≤ ( 푛∑푗=1 푆푗)푒휂̄∑푛푗=1 푆푗 ,
which is integrable. Hence reverse Fatou’s lemma shows that
lim sup훽→0+ 휓푛(훽) ≤ 피 [ 푛∑푗=1(푆푗 − 푍푗)] = 푛피 [푆0 − 푍0] .
This implies that, for all 푛 ≥ 1, 휆′푛(0) = 1푛 lim훽→0+ 휓푛(훽) ≤ 피 [푆0 − 푍0] < 0.
Since 휆푛(훽) → 휆(훽) for 훽 ∈ (−휂̄, 휂̄) by the Gärtner-Ellis-type property of(푍푛)푛∈ℕ. It follows from Theorem 25.7 of [11] that also 휆′푛(0) → 휆′(0) hence휆′(0) < 0. By Corollary 25.5.1 of [11], differentiability of 휆 implies its continuous
differentiability, too. Hence from 휆(0) = 0 and 휆′(0) < 0we obtain that there exists훽̄ > 0 satisfying
lim푛→∞ 1푛 ln피푒훽̄(푆1+…+푆푛)−훽̄(푍1+…+푍푛) < 0. (8)
By (8), the long-time contractvity condition holds:
lim sup푛→∞ 피1/푛[퐾 (푍0)훾 (푍1) … 훾 (푍푛)] < 1 (9)
since 퐾 (푧) ≤ 피[푒훽0푆0] for all 푧 ∈  .
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Choose 휀 ∶= (1/훾̄ 1/2 − 1)/2. Notice that 푅 ∶= 푅(푧) ∶= 2퐾 (푧)/(휀훾 (푧)) = 2/휀 does
not depend on 푧. Now let us turn to the verification of the minorization condition.
Let ℎ ∶= ln(2휀 + 1) /훽̄.
Lemma 3.2. For 푧 ∈  , 퐴 ∈  () define 휅(퐴) ∶= 휅(푧, 퐴) ∶= Leb(퐴 ∩ [ℎ, ℎ + 1]),
where Leb denotes the Lebesgue measure. Then
inf푤∈푉 −1([0,푅])푄(푧, 푤, 퐴) ≥ (1 − 훼(푧))휅(퐴),
holds for 훼(푧) ∶= √푒2 푒− 푓 (푧+ℎ+1)2 .
Proof. Notice that 푉 −1([0, 푅]) = [0, ℎ]. For each 푧 ∈  , 퐴 ∈ () and 푤 ∈ [0, ℎ],푄(푧, 푤, 퐴) = ℙ ([푤 + 푆0 − 푧]+ ∈ 퐴) ≥ ℙ (푤 + 푆0 − 푧 ∈ 퐴 ∩ [ℎ, ℎ + 1])
≥ ℙ (푆0 ∈ (퐴 + 푧 − 푤) ∩ [ℎ + 푧 − 푤, ℎ + 1 + 푧 − 푤])
≥ 푓 (푧 + ℎ + 1)휅(퐴 + 푧 − 푤) = 푓 (푧 + ℎ + 1)휅(퐴)
≥ 푓 (푧 + ℎ + 1)2 휅(퐴) ≥ √푒2 푒− 푓 (푧+ℎ+1)2 휅(퐴),
by translation invariance of the Lebesgue measure and by the elementary inequal-
lity
1 − 푥 ≥ √푒2 푒−푥 , 푥 ∈ [0, 1/2],
noting also that 푓 (푧 + ℎ + 1) ≤ 1. We may conclude.
Proof of Theorem 1.8. Let 휇0 denote the law of 푍0. Let 퐻 > 0 be a constant to be
chosen later. From Lemma 3.2,퐸[훼푛(푍0)]
≤ ∫ ∞0 푒− 푛퐶42 푒−퐶5푧휇0(푑푧)
≤ ∫ 퐻 ln(푛)0 푒− 푛퐶42 푒−퐶5푧휇0(푑푧) + 푃 (푍0 ≥ 퐻 ln(푛))
≤ 퐻 ln(푛)푒− 푛퐶42 푒−퐶5퐻 ln(푛) + 퐶1 exp (−퐶2푒퐶3퐻 ln(푛))
≤ 퐻 ln(푛) exp{−퐶4
2
푛1−퐶5퐻} + 퐶1 exp{−퐶2푛퐶3퐻}. (10)
Choosing 퐻 so small that 퐻퐶5 < 1 we get that Assumption 2.5 holds for 휃 small
enough. The claimed convergence rate also follows from (10) and (5).
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4 Proof in the bounded case
Let the assumptions of Theorem 1.6 be in force. Notice that Lemma 3.1 applies
verbatim in this case, too.
Lemma 4.1. For 푧 ∈  , 퐴 ∈  () define 휅(퐴) ∶= 휅(푧, 퐴) ∶= Leb(퐴 ∩ [ℎ, ℎ + 1]).
Then inf푤∈푉 −1([0,푅])푄(푧, 푤, 퐴) ≥ (1 − 훼)휅(퐴),
holds for a constant 훼 > 0.
Proof. Let 푀 > 0 be such that |푍0| ≤ 푀 almost surely. As in Lemma 3.1,
푄(푧, 푤, 퐴) ≥ ℙ (푆0 ∈ (퐴 + 푧 − 푤) ∩ [ℎ + 푧 − 푤, ℎ + 1 + 푧 − 푤])
≥ 푓 (푧 + ℎ + 1)휅(퐴 + 푧 − 푤) ≥ [ inf푣∈[0,푀+ℎ+1] 푓 (푣)]휅(퐴),
which proves the statement since 푓 is bounded away from 0 on compacts.
Proof of Theorem 1.6. Assumption 2.4 holds by Lemma 4.1 and Assumption 2.5
holds trivially. Lemma 3.1 implies Assumptions 2.2 and 2.3. We can conclude
from Theorem 2.6 with the choice 휃 = 1/2, noting that, in the present case,
피
휈2
푘1/3 [훼푘2/3−1(푌0)]] ≤ 1훼휈2 훼휈2푘1/3 and∑∞푘=푛 훼휈2푘1/3 ≤ 퐶♯훼휈♯푘1/3 for some 퐶♯, 휈♯ > 0.
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