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a b s t r a c t 
This paper proposes a new distributed multiple model multiple manoeuvring target tracking algorithm. The 
proposed tracker is derived by combining joint probabilistic data association (JPDA) with consensus-based dis- 
tributed filtering. Exact implementation of the JPDA involves enumerating all possible joint association events 
and thus often becomes computationally intractable in practice. We propose a computationally tractable approxi- 
mation of calculating the marginal association probabilities for measurement-target mappings based on stochastic 
Gibbs sampling. In order to achieve scalability for a large number of sensors and high tolerance to sensor failure, 
a simple average consensus algorithm-based information JPDA filter is proposed for distributed tracking of mul- 
tiple manoeuvring targets. In the proposed framework, the state of each target is updated using consensus-based 
information fusion while the manoeuvre mode probability of each target is corrected with measurement prob- 
ability fusion. Simulations clearly demonstrate the effectiveness and characteristics of the proposed algorithm. 
The results reveal that the proposed formulation is scalable and much more efficient than classical JPDA without 
sacrificing tracking accuracy. 
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(. Introduction 
Proliferation of low-cost, lightweight, and power efficient sensors
nd advances in networked systems enable the employment of multiple
ensor nodes, capable of communicating with each other. The sensors in
 network cooperatively enable complicated sensing and tracking tasks,
hich are otherwise difficult to accomplish. Compared to the single sen-
or target tracking, utilising multiple sensors, through information fu-
ion, can significantly improve the sensor coverage and the estimation
ccuracy [1] . The challenge is that these sensors are likely to contain
ome degree of uncertainties. Low-cost sensors are generally subject to
igh clutter rate and low detection probability. Combined with the in-
erent uncertainties and complexity of the problem, the poor perfor-
ance issue with these sensors could be significantly exacerbated in
arget tracking, especially in multi-target tracking [2–4] . When targets
re manoeuvring, the problem becomes even more challenging. Practi-
al applications that involve manoeuvring targets include, but are not
imited to, aircraft tracking, ground moving vehicle tracking, re-entry
ehicle tracking, and human tracking. However, algorithms for multiple
anoeuvring targets tracking in a sensor network are rare. Therefore, it
s meaningful to develop a tractable multi-sensor multiple manoeuvring
argets tracking algorithm. 
The objective of this paper is, in fact, to address the problem
f distributed multiple manoeuvring targets tracking in a sensor net-∗ Corresponding author. 
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 http://creativecommons.org/licenses/by-nc-nd/4.0/ ) ork, subject to a certain degree of uncertainties. Generally, the multi-
ensor multi-target tracking is divided into two stages: the first stage
s a local multi-target tracking phase and the second is the estima-
ion fusion among all sensors. The focus of this paper is the devel-
pment of efficient algorithms for handling important issues in both
tages. 
In the local estimation stage, each sensor node runs a multi-target
racking (MTT) algorithm to obtain the local tracks. As discussed, the
ey issue is that the measurement uncertainty could significantly de-
rade the performance of MTT. Data association is a plausible and
idely-accepted solution in multi-target tracking to resolve the problem
f measurement uncertainty. This technique discerns target-generated
easurements from clutters and finds the mappings between targets and
easurements. One of the most well-known association algorithms is the
ultiple hypothesis tracking (MHT) [5,6] . MHT solves the problem of
ssociation ambiguity by a delayed logic, which maintains all data as-
ociation hypotheses in a decision-making tree unless enough informa-
ion is available to remove the impossible hypothesis. Although MHT
s proved to be Bayesian optimal for MTT, finding the exact solution
s computationally intractable and hence requires approximated imple-
entations [7–10] . Another widely-accepted probabilistic data associa-
ion approach, joint probabilistic data association (JPDA), is known as a
uboptimal MTT estimator that can achieve reasonable results at lower
omputational burden [11] . .-S. Shin), a.tsourdos@cranfield.ac.uk (A. Tsourdos). 
ril 2020 
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g  Considering the balance between the sensitivity issue and the compu-
ational cost, this paper adopts JPDA as the underlying data association
pproach. The issue with JPDA is that it requires to enumerate all fea-
ible joint events to find the marginal association probability. Note that
he marginal probability is then used to perform moment matching to
erge the posterior Gaussian mixture into a single Gaussian form. Com-
uting the marginal probabilities itself is # P-complete, thereby leading
o intractability for a large number of targets. To reduce the computa-
ional cost of the JPDA, many ad hoc formulations and approximations
ave been developed, [12–15] . Unlike previous accountable approxima-
ions, this paper proposes a new stochastic sampling-based implemen-
ation of JPDA that greatly improves the computational efficiency and
aintains the robustness of standard JPDA against outliers. Note that
hese characteristics are of great importance for sensor networks, where
he computational power is limited. 
In the fusion stage, the sensor nodes communicate with each other
o perform estimation fusion through a network topology. Unlike the
entralised filter, the distributed estimation is known to exhibit the
dvantages of scalability for large-scale networks and strong robust-
ess against sensor fault [16–19] . Among the existing distributed ap-
roaches, consensus-based methods [19–21] are widely-used due to
heir global convergence and easy implementation. By iteratively com-
unicating with the adjacent sensors at each time instant, the estima-
ion obtained by each sensor asymptotically converges to the global
ne. The Kalman consensus filter (KCF) [16,19,22] is a well-known dis-
ributed filter, which directly applies the average consensus algorithm
o local state estimations. However, it only works well in the situation
here each sensor can get a measurement from the target [23,24] . In
25,26] , a distributed multi-sensor multi-target tracking algorithm was
roposed on the basis of KCF and thus cannot account for the naive sen-
ors, 1 e.g., targets are out of sensors’ field-of-view [24] . In a recent no-
able contribution [24] , the authors proposed an information consensus
lter (ICF) that addresses the inherent problems of KCF and guarantees
onvergence to the centralised one. Based on either KCF or ICF, different
istributed estimation algorithms for single manoeuvring target tracking
ere proposed in [27–29] . Note that although distributed multi-sensor
sing consensus algorithm for single target tracking is well-established,
irect extension to the MTT scenario is unreasonable due to the mea-
urement origin uncertainty and therefore requires careful adjustment.
ombining the probabilistic data association (PDA) filter [30] with the
dea of ICF, a multi-sensor multi-target tracking filter was developed in
31] for a sensor network, but this algorithm was shown to be sensi-
ive to clutter rate. By incorporating consensus algorithm with Proba-
ility Hypothesis Density (PHD) filter, the authors in [32,33] proposed
ovel multi-sensor multi-target tracking approaches. Note that these two
istributed PHD filters are based on classical geometric average fusion
ule. The authors in [34] first developed a new consensus-based PHD
lter by utilising the arithmetic average fusion rule. It has been later
emonstrated that the simpler arithmetic average fusion outperforms
he geometric average fusion in some cases [35,36] . The consensus-
ased PHD filters, however, can not preserve track continuity, e.g., can-
ot provide target identity information. This issue was later resolved by
he consensus-based [37,38] 𝛿-Generalised Labeled Multi-Bernoulli ( 𝛿-
LMB), which shares similar concept as classical data association tech-
iques in the implementation. The authors in [39–41] proposed two
ulti-sensor multi-target tracking filters: parallel and sequential multi-
ensor JPDAs. The parallel version was shown to be exponentially com-
utationally complex as the total number of sensors increases [39] . On
he other hand, the sequential one has lower survivability [40] , i.e., it
equires each sensor’s field-of-view to cover the entire surveillance re-
ion. These approaches, however, require sequentially connected sensor
etworks and are not really distributed trackers. 1 Naive sensors mean the sensors that cannot detect the same target as other 
ensors. 
W
p
21 Motivated by the above observations, this paper aims to develop a
ractable/practical algorithm that is suitable for multiple manoeuvring
argets tracking using a partially connected sensor network. The main
ontributions of this paper are highlighted as follows: 
(1) An efficient algorithm for the JPDA implementation is proposed
y utilising stochastic Gibbs sampling. Each possible joint event is con-
idered as a random variable that can be generated by stochastic Gibbs
ampling and hence the marginal association probability can be easily
pproximated by the event occurrence. This polynomial-time approxi-
ation makes it feasible to apply JPDA in a sensor network for multi-
arget tracking. Experiments show that the proposed approximation is
calable and of great efficiency with ignorable performance sacrifice. 
(2) A general framework of distributed multiple sensors multiple ma-
oeuvring targets tracking algorithm is developed by incorporating the
onsensus algorithm and interactive multiple model (IMM) approach
nto the proposed Gibbs-JPDA filter. More specifically, we formulate the
tate estimation of each manoeuvre mode in the form of information
tate fusion by developing a distributed information consensus JPDA
lter. Based on the jump Markov nonlinear system (JMNS) modelling,
he proposed general framework incorporates the IMM filter by using a
istributed measurement probability fusion scheme to provide the ca-
ability of accurate estimation for manoeuvring targets. Due to the dis-
ributed nature, the proposed algorithm has strong robustness against
ensor failures. 
Note that the tracking algorithm developed has already been applied
nd tested in the EuroSwarm 2 project. The corresponding indoor demo
s also attached in the Supplementary file. 
The rest of the paper is organised as follows. Section 2 presents
ome preliminaries and backgrounds. Section 3 provides the details of
he proposed Gibbs sampling-aided marginalisation. In Section 4 , the
KF-based distributed information JPDA filter is derived in detail, fol-
owed by the proposed multiple model UKF-based distributed informa-
ion JPDA filter shown in Section 5 . Finally, some simulation results and
onclusions are offered. 
. Backgrounds and preliminaries 
This section first provides some necessary backgrounds of the basics
f JMNS, to facilitate the analysis in the following sections. Then, the
roblem formulation of the paper is stated. 
.1. Multiple-target jump markov nonlinear system 
Let 𝑋 𝑘 = 
{ 
𝑥 1 
𝑘 
, … , 𝑥 𝑁 𝑘 
𝑘 
} 
be the set of target states at scan k , where
 k denotes the number of targets at scan k , 𝑥 
𝑖 
𝑘 
the i th target at scan
 . The target considered in this paper manoeuvres according to various
inematic models. In the case of manoeuvring target estimation, one
ey issue is how to construct a suitable model to represent the system
ransition model. To date, the most widely-accepted idea is the JMNS
odelling [42,43] , which assumes that the target motion can be quan-
ified by a weighted sum of several manoeuvre modes. A JMNS consists
f a set of different nonlinear models and each model is quantified by its
ode probability. The mode probability evolves with time according to
 finite state Markov chain and determines how probable the manoeu-
re mode follows the real target motion model. Under the JMNS frame-
ork, the i th target can be modeled by the following discrete-time jump
arkov nonlinear system 
 
𝑖 
𝑘 
= 𝑓 𝑖 
(
𝑥 𝑖 
𝑘 −1 , 𝑟 
𝑖 
𝑘 
)
+ 𝜔 𝑖 
𝑘 −1 
(
𝑟 𝑖 
𝑘 
)
(1)
here f i denotes the system dynamics transition function of the i th tar-
et, 𝑟 𝑖 
𝑘 
the target manoeuvre mode, and 𝜔 𝑖 
𝑘 −1 
(
𝑟 𝑖 
𝑘 
)
the process noise.
e assume that 𝑟 𝑖 
𝑘 
takes value from a finite set Ξ = 
{
1 , 2 , … ,  𝑟 
}
2 Description can be accessed through https://www.cranfield.ac.uk/research- 
rojects/euroswarm-developing-technology-for-uav . 
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Fig. 1. General information flow of the proposed algorithm. 
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𝜑  ith mode transition probability matrix Π = 
[
𝜋𝑚𝑠 
]
 𝑟 × 𝑟 
, where 𝜋𝑚𝑠 
Δ
=
r 
{ 
𝑟 𝑖 
𝑘 +1 = 𝑠 
|||𝑟 𝑖 𝑘 = 𝑚 } for all m, s ∈ Ξ and ∑ 𝑟 𝑠 =1 𝜋𝑚𝑠 = 1 for any m ∈ Ξ.
he Markovian transition probability matrix determines the possibility
f a certain motion model that the target follows in the next scan 𝑘 + 1
iven a motion model at current scan k . 
.2. Problem formulation 
The aim of this paper is to design a distributed multiple manoeuvring
argets (e.g., multiple JMNSs) tracking algorithm using a partially con-
ected sensor network. Each sensor node runs a local multi-target track-
ng algorithm and the local estimations are then fused in a distributed
ay. Note that in a partially or not fully connected sensor network, each
ensor can only communicate with its neighbours. The main challenges
f the considered problem are twofold. On one hand, most multi-target
racking algorithms have high computational burden and thus have lim-
ted applications in multi-sensor network systems. Although the JPDA
an achieve reasonable accuracy with less computational power than the
HT, full enumeration of all possible joint events is still intractable for
ractical applications. On the other hand, the posterior of multi-target
stimations contain the measurement origin uncertainty, meaning that
irect extension of distributed single manoeuvring target multi-sensor
usion algorithms to the multiple manoeuvring targets case is not feasi-
le and thus requires careful adjustment. 
In order to tackle these challenges, we tailor a framework incorporat-
ng the information-form JPDA filter with IMM for multi-sensor multiple
anoeuvring targets tracking. The proposed framework is illustrated in
ig. 1 . In the local estimation, we consider each joint association event in
PDA as a random variable that satisfies a distribution and then propose
o leverage the stochastic Gibbs sampling to calculate the approximated
arginal probability of JPDA filter. This stochastic approximation can
ignificantly reduce the computational burden and retain the properties
f the original JPDA. For estimation fusion, we reformulate the JPDA22 lter in an information form and then utilise the average consensus al-
orithm for both target state fusion and model probability fusion in a
istributed way. In summary, the proposed tracking algorithm consists
f three modules: (1) Gibbs sampling based JPDA ( Section 3 ); (2) dis-
ributed UKF-based information JPDA filter for each manoeuvre mode
 Section 4 ); and (3) multiple model estimation fusion ( Section 5 ). 
. Gibbs sampling based JPDA filter 
This section proposes a new JPDA filter algorithm using a stochastic
ibbs sampling approach. For brevity, we ignore the sensor index as
ell as the mode index here. 
.1. Standard JPDA filter 
Let us briefly review the classical JPDA filter for the completeness
f the paper. The set of measurements received by one sensor at scan
 is defined as 𝑍 𝑘 = 
{ 
𝑧 0 ,𝑘 , 𝑧 1 ,𝑘 , … , 𝑧 𝑀 𝑘 ,𝑘 
} 
, where M k denotes the num-
er of measurements received at scan k, z j,k ( j ≠ 0) the j th measurement
eceived at scan k, z 0, k the dummy measurement for convenient rep-
esentation of miss detection and false alarm. The number of clutters
r false alarms is assumed to be a Poisson distribution and 𝜆F denotes
he expected number of clutters per unit volume of the validation gate,
nown as spatial density of clutters. 
In the standard JPDA filtering approach, each measurement is as-
umed to originate from a number of candidate targets and thus tracks
re updated by a weighted sum of the validated measurements from
he current time. This is the reason why JPDA is known as a ’soft de-
ision’ filter. This feature makes the posterior probability distribution a
aussian mixture form. Propagation of the Gaussian mixture distribu-
ion over time contains an exponential number of mixture components
nd is thus intractable without approximations. In order to maintain the
easibility, JPDA uses a single Gaussian model to approximate the Gaus-
ian mixture at each time step. More specifically, the state estimation is
btained by using a weighted innovation term 
̃ 𝑖 
𝑘 
= 
𝑀 𝑘 ∑
𝑗=1 
𝛽𝑖 
𝑗 ̃
𝑧 𝑖 
𝑗,𝑘 
= 
𝑀 𝑘 ∑
𝑗=1 
𝛽𝑖 
𝑗 
(
𝑧 𝑗,𝑘 − ?̂? 𝑖 𝑘 
)
(2)
here ?̂? 𝑖 
𝑘 
denotes the predicted measurement of the i th target, 𝛽𝑖 
𝑗 
the
arginal association probability that the j th measurement is associated
ith the i th target. 
It is clear that determining the marginal association probabilities 𝛽𝑖 
𝑗 
s the key part of JPDA. JPDA algorithm calculates the marginalised
ssociation probability based on all possible joint association events.
 feasible joint event is defined as one possible mapping of the mea-
urements to the tracks such that: (1) each measurement (except for
he dummy one) is assigned to at most one target; (2) each target is
niquely assigned to a measurement. Let Θ𝑘 = 
{
𝜃𝑖 
𝑘 
}
, 𝑖 ∈
{
1 , 2 , … , 𝑁 𝑘 
}
,
enote the joint association event at scan k , where 𝜃𝑖 
𝑘 
∈
{
0 , 1 , … , 𝑀 𝑘 
}
tands for the single association event. Here, 𝜃𝑖 
𝑘 
= 𝑗 means that the j th
easurement originates from the i th target. The posterior distribution
f the joint event is 
 
(
Θ𝑘 ||𝑍 𝑘 ) ∝
( 
𝑁 𝑘 ∏
𝑖 =1 
𝜑 𝑖 
(
𝜃𝑖 
𝑘 
)) ( ∏
( 𝑖,𝑖 ′) ∈𝐸 
𝜑 𝑐 
(
𝜃𝑖 
𝑘 
, 𝜃𝑖 
′
𝑘 
)) 
(3)
here 𝜑 𝑖 
(
𝜃𝑖 
𝑘 
)
denotes the un-normalised PDA probability of event 𝜃𝑖 
𝑘 
iven by [30] 
 𝑖 
(
𝜃𝑖 
𝑘 
= 𝑗 
)
∝
{ (
1 − 𝑃 𝐷 𝑃 𝐺 
)
𝜆𝐹 , 𝑗 = 0 
 
(
𝑧 𝑗,𝑘 ; 𝐻 𝑖 𝑘 𝑥 
𝑖 
𝑘 
, 𝑆 𝑖 
𝑘 
)
𝑃 𝐷 , 𝑗 ≠ 0 
(4) 
here  ( 𝑥 ; 𝜇, Σ) denotes the Gaussian distribution of variable x with
ean 𝜇 and covariance Σ, 𝐻 𝑖 
𝑘 
the measurement matrix, 𝑆 𝑖 
𝑘 
the innova-
ion covariance matrix, P D the probability of detection, P G the gating
robability, and 
 𝑐 
(
𝜃𝑖 
𝑘 
, 𝜃𝑖 
′
𝑘 
)
= 
{ 
0 , 𝜃𝑖 
𝑘 
= 𝜃𝑖 ′
𝑘 
> 0 
1 , otherwise 
(5)
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s  
w  
t  
L = 
{ (
𝑖, 𝑖 ′
)|||∃𝑖 ∈ [𝑁 𝑘 ], 𝑖 ′ ∈ [𝑁 𝑘 ] , 𝑖 ≠ 𝑖 ′} (6)
hich ensure that one measurement (except for the dummy measure-
ent) can only be allocated to one target. 
The marginalised association probability 𝛽𝑖 
𝑗 
indicating that the j th
easurement is associated with the i th target can be obtained by the
aw of total probability as 
𝑖 
𝑗 
= 
∑
Θ𝑘 ∶ 𝜃𝑖 𝑘 = 𝑗 
𝑝 
(
Θ𝑘 ||𝑍 𝑘 ) (7) 
hich implies that exact solution of the marginal association probability
equires fully enumerating all possible joint events. 
emark 1. Note that the standard JPDA filter requires the assumption
hat the number of targets is known a priori [11] . The same assumption
s also utilised in this paper. However, this algorithm can be adapted to
ore practical scenarios, where the number of targets is unknown, by
ither simple heuristic M / N logic [6] or birth model approach [44] . 
.2. Gibbs sampling-aided marginalisation 
Determining the marginal joint association probabilities 𝛽𝑖 
𝑗 
between
easurements and targets, which is a well-known # P-complete prob-
em. To tackle with the combinatorial nature in obtaining the associa-
ion probability, this paper proposes a sampling based, specifically Gibbs
ampling-based, algorithm. 
The key idea that this paper proposes is to consider each joint asso-
iation event Θk as a random variable that satisfies a distribution 𝜋( Θk ).
o this end, we construct a Markov chain whose state space is the set of
ll feasible joint events with stationary distribution as the posterior joint
vent distribution. To ensure that the joint events with higher probabil-
ty are more easily to be sampled, it is natural to construct the sampling
roposal 𝜋( Θk ) proportional to its corresponding joint posterior proba-
ility, i.e., 
(
Θ𝑘 
)
∝
( 
𝑁 𝑘 ∏
𝑖 =1 
𝜑 𝑖 
(
𝜃𝑖 
𝑘 
)) ( ∏
( 𝑖,𝑖 ′) ∈𝐸 
𝜑 𝑐 
(
𝜃𝑖 
𝑘 
, 𝜃𝑖 
′
𝑘 
)) 
(8) 
Using the sampling proposal 𝜋( Θk ), we could generate sufficiently
nough samples of Θk . From the samples, it is straightforward to ap-
roximate the marginal joint association probability by the sample oc-
urrence. 
The issue is that direct sampling from (8) is very difficult as enumer-
ting all possible joint events is impossible for real-time applications.
herefore, we develop a sampling-based marginalisation algorithm us-
ng Gibbs sampling. Gibbs sampling is a stochastic method for Bayesian
nference to approximate the posterior multivariate probability distri-
ution in a polynomial time [45,46] . This sampling approach was also
tilised in the implementation of 𝛿-GLMB in [47] . The main advantage
s that it is simpler to recursively sample from a conditional distribution
han to sample directly from the joint distribution itself. More specifi-
ally, the transition kernel from one joint event Θ𝑘 = 
(
𝜃1 
𝑘 
, … , 𝜃𝑁 𝑘 
𝑘 
)
to
nother joint event Θ̄𝑘 = 
(
?̄?1 
𝑘 
, … , ̄𝜃𝑁 𝑘 
𝑘 
)
is given by 
(
Θ̄𝑘 ||Θ𝑘 ) = 𝑁 𝑘 ∏
𝑚 =1 
𝜋𝑚 
(
?̄?𝑚 
𝑘 
|||?̄?1 𝑘 , … , ̄𝜃𝑚 −1 𝑘 , 𝜃𝑚 +1 𝑘 , … , 𝜃𝑁 𝑘 𝑘 ) (9) 
here 𝜋m can be obtained from (4) and (8) as 
𝑚 
(
?̄?𝑚 
𝑘 
|||?̄?1 𝑘 , … , ̄𝜃𝑚 −1 𝑘 , 𝜃𝑚 +1 𝑘 , … , 𝜃𝑁 𝑘 𝑘 )
= 
𝜋
(
?̄?1 
𝑘 
, … , ̄𝜃𝑚 
𝑘 
, 𝜃𝑚 +1 
𝑘 
, … , 𝜃𝑁 𝑘 
𝑘 
)
𝜋
(
?̄?1 
𝑘 
, … , ̄𝜃𝑚 −1 
𝑘 
, 𝜃𝑚 +1 
𝑘 
, … , 𝜃𝑁 𝑘 
𝑘 
)
∝ 𝜋
(
?̄?1 
𝑘 
, … , ̄𝜃𝑚 
𝑘 
, 𝜃𝑚 +1 
𝑘 
, … , 𝜃𝑁 𝑘 
𝑘 
)
23 = 
( 
𝜑 𝑚 
(
𝜗 𝑚 
𝑘 
) ∏
( 𝑚,𝑖 ′) ∈𝐸 
𝜑 𝑐 
(
𝜗 𝑚 
𝑘 
, 𝜗 𝑖 
′
𝑘 
)) 
×
( ∏
𝑖 ≠𝑚 
𝜑 𝑖 
(
𝜗 𝑖 
𝑘 
) ∏
( 𝑖,𝑖 ′) ∈𝐸,𝑖 ≠𝑚 
𝜑 𝑐 
(
𝜗 𝑖 
𝑘 
, 𝜗 𝑖 
′
𝑘 
)) 
∝ 𝜑 𝑚 
(
𝜗 𝑚 
𝑘 
) ∏
( 𝑚,𝑖 ′) ∈𝐸 
𝜑 𝑐 
(
𝜗 𝑚 
𝑘 
, 𝜗 𝑖 
′
𝑘 
)
(10) 
here 𝜗 𝑖 
𝑘 
= ?̄?𝑖 
𝑘 
, 𝑖 ∈ { 1 , … , 𝑚 } , 𝜗 𝑖 
𝑘 
= 𝜃𝑖 
𝑘 
, 𝑖 ∈
{
𝑚 + 1 , … , 𝑁 𝑘 
}
‘Proportion to’ in Eq. (10) highlights the dependence of individual
onditional distribution on 𝜗 𝑚 
𝑘 
, while rest parts are formed as the nor-
alisation constant. Given the joint event Θk , a joint event Θ̄𝑘 can be
btained by recursive sampling according to the following individual
onditional distributions 
̄1 
𝑘 
∼ 𝜋1 
(
?̄?1 
𝑘 
|||𝜃2 𝑘 , … , 𝜃𝑁 𝑘 𝑘 )
⋮ 
̄𝑚 
𝑘 
∼ 𝜋𝑚 
(
?̄?𝑚 
𝑘 
|||?̄?1 𝑘 , … , ̄𝜃𝑚 −1 𝑘 , 𝜃𝑚 +1 𝑘 , … , 𝜃𝑁 𝑘 𝑘 )
⋮ 
̄𝑁 𝑘 
𝑘 
∼ 𝜋𝑁 𝑘 
(
?̄?
𝑁 𝑘 
𝑘 
|||?̄?1 𝑘 , … , ̄𝜃𝑁 𝑘 −1 𝑘 ) (11) 
Once an enough number of samples generated, the marginal joint as-
ociation probability is approximated by occurrence. After constructing
he Markov chain, it is necessary to prove that the generated Markov
hain asymptotically converges to its invariant distribution and this
roperty is formulated in Theorem 1 . 
heorem 1. Given any initial feasible joint event, the distribution of Gibbs
amples (9) asymptotically converges to the target distribution (8) with an
xponential rate as 
𝜋𝑛 
(
Θ̄𝑘 ||Θ𝑘 ) − 𝜋(Θ̄𝑘 )||| ≤ ( 1 − 2 𝛽) ⌊𝑛 ∕2 ⌋ (12) 
here 𝜋𝑛 
(
Θ̄𝑘 ||Θ𝑘 ) denotes the nth power of transition kernel 𝜋(Θ̄𝑘 ||Θ𝑘 ), 𝛽 =
in Θ𝑘 𝜋
2 (Θ̄𝑘 ||Θ𝑘 ) ∈ ( 0 , 0 . 5 ] the least likely two-step transition probability. 
roof. In general, the convergence of finite-state Markov chain is guar-
nteed by its irreducibility and regularity. The irreducibility of a Markov
hain is quantified in terms of the possibility that one state has capabil-
ty to transfer to another state within finite step. And the regularity of
 Markov chain can be checked by the positivity of the entries of some
nite power of its transition matrix. 
Let 0 n denote the n dimensional zero vector. Since every target
an share the dummy measurement, i.e., 𝜑 𝑐 
(
0 , 𝜃𝑖 
𝑘 
)
= 1 , it follows from
10) that (
0 𝑁 𝑘 
||Θ𝑘 ) ∝ 𝑁 𝑘 ∏
𝑚 =1 
𝜑 𝑚 ( 0 ) > 0 
(
Θ𝑘 
|||0 𝑁 𝑘 ) ∝ 𝑁 𝑘 ∏
𝑚 =1 
𝜑 𝑚 
(
𝜃𝑚 
𝑘 
)
> 0 (13) 
Then, the two-step transition kernel from any 𝜃 to any ?̄? satisfies 
2 (Θ̄𝑘 ||Θ𝑘 ) = ∑
𝜁
𝜋
(
Θ̄𝑘 |𝜁 )𝜋(𝜁 ||Θ𝑘 )
> 𝜋
(
Θ̄𝑘 
|||0 𝑁 𝑘 )𝜋(0 𝑁 𝑘 ||Θ𝑘 ) > 0 (14) 
This implies that the Markov chain 
{ 
Θ( 𝑡 ) 
𝑘 
} ∞
𝑡 =1 
generated by the Gibbs
ampler is irreducible and recurrent, and therefore the Markov chain
ill asymptotically converge to its invariant distribution, e.g., the pos-
erior of the joint event, by the ergodic theorem [48] . Next, applying
emma 2 , presented in Appendix A, to 𝜋2 
(
Θ̄𝑘 ||Θ𝑘 ) gives 
max 
Θ𝑘 
𝜋2 𝑛 
(
Θ̄𝑘 ||Θ𝑘 ) − min Θ𝑘 𝜋2 𝑛 (Θ̄𝑘 ||Θ𝑘 ) ≤ ( 1 − 2 𝛽) 𝑛 
lim 
𝑛 →∞
max 
Θ𝑘 
𝜋2 𝑛 
(
Θ̄𝑘 ||Θ𝑘 ) = lim 𝑛 →∞min Θ𝑘 𝜋2 𝑛 (Θ̄𝑘 ||Θ𝑘 ) ≥ 𝛽 > 0 (15) 
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Algorithm 1 Marginalisation by Gibbs sampling. 
Input: Previous target estimation, received measurements, allowable 
samples 𝑁 𝑔𝑖𝑏𝑏𝑠 , burn-in samples 𝑁 𝑏𝑢𝑟𝑛 − 𝑖𝑛 
Output: Marginal association probability 𝛽𝑖 
𝑗 
1: 𝑖𝑡𝑒𝑟 ← 1 
{
set the initial iteration counter as one 
}
2: 𝑁 𝜃𝑖 
𝑗 
← 0 
{
set the event counter as zero 
}
3: Θ(1) 
𝑘 
← 0 𝑁 𝑘 { set the initial state for the Gibbs sampler } 
4: while 𝑖𝑡𝑒𝑟 < 𝑁 𝑔𝑖𝑏𝑏𝑠 do 
5: 𝑖𝑡𝑒𝑟 ← 𝑖𝑡𝑒𝑟 + 1 
6: for 𝑚 = 1 ∶ 𝑁 𝑘 do 
7: Recursive sampling according to (11) 
8: end for 
9: Θ( 𝑖𝑡𝑒𝑟 ) 
𝑘 
= 
(
𝜃1 
𝑘 
, … , 𝜃𝑁 𝑘 
𝑘 
) {
one Gibbs sample 
}
10: if 𝑖𝑡𝑒𝑟 > 𝑁 𝑏𝑢𝑟𝑛 − 𝑖𝑛 then 
11: if 𝜃𝑖 
𝑘 
= 𝑗 then 
12: 𝑁 𝜃𝑖 
𝑗 
← 𝑁 𝜃𝑖 
𝑗 
+ 1 
13: end if 
14: end if 
15: end while 
16: 𝛽𝑖 
𝑗 
= 𝑁 𝜃𝑖 
𝑗 
∕ 
(
𝑁 𝑔𝑖𝑏𝑏𝑠 − 𝑁 𝑏𝑢𝑟𝑛 − 𝑖𝑛 
)
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iSince Lemma 1 , presented in Appendix A, states that
ax Θ𝑘 𝜋
𝑛 
(
Θ̄𝑘 ||Θ𝑘 ) is non-increasing and min Θ𝑘 𝜋𝑛 (Θ̄𝑘 ||Θ𝑘 ) is non-
ecreasing in n , (15) can be reformulated as 
max 
Θ𝑘 
𝜋𝑛 
(
Θ̄𝑘 ||Θ𝑘 ) − min Θ𝑘 𝜋𝑛 (Θ̄𝑘 ||Θ𝑘 ) ≤ ( 1 − 2 𝛽) ⌊𝑛 ∕2 ⌋
lim 
𝑛 →∞
max 
Θ𝑘 
𝜋𝑛 
(
Θ̄𝑘 ||Θ𝑘 ) = lim 𝑛 →∞min Θ𝑘 𝜋𝑛 (Θ̄𝑘 ||Θ𝑘 ) > 0 (16)
Due to the asymptotical convergence property of the proposed
arkov chain, we have (
Θ̄𝑘 
)
= lim 
𝑛 →∞
max 
Θ𝑘 
𝜋𝑛 
(
Θ̄𝑘 ||Θ𝑘 ) = lim 𝑛 →∞min Θ𝑘 𝜋𝑛 (Θ̄𝑘 ||Θ𝑘 ) (17)
Since 𝜋
(
Θ̄𝑘 
)
lies between the minimum and maximum 𝜋𝑛 
(
Θ̄𝑘 ||Θ𝑘 )
or any given state 𝜃, (12) can be directly ensured. QED. □
emark 2. Theorem 1 shows that, given any feasible joint association
vent as the initial state Θ(1) 
𝑘 
, the generated Markov chain 
{ 
Θ( 𝑡 ) 
𝑘 
} ∞
𝑡 =1 
ex-
onentially converges to the posterior of the joint event. Due to the
onvergence property, one can easily select a feasible joint event as the
nitial state for Gibbs sampler. For example, one can choose the joint
ssociation event that all targets are assumed to be miss-detected as the
nitial state of the Gibbs sampler, e.g., Θ(1) 
𝑘 
= 0 𝑁 𝑘 . 
emark 3. Since Gibbs sampler is initialised with random values, sam-
les generated at early iterations, known as the burn-in phase, usually
annot represent the target distribution and need to be discarded. Typi-
ally, there is no rule-of-thumb or analytically way to set the number of
urn-in phase samples. However, due to the exponential convergence
ate, the burn-in phase of the proposed Gibbs sampler is short. Even
hough the number of burn-in samples is empirically set, its influence
n the marginalisation is ignorable since the generated Gibbs samples
re not used for inference the stationary distribution (3) . This will be
mpirically analysed in the simulation part. 
emark 4. Similar to Metropolis-Hastings sampling, the Gibbs sam-
ling might become inefficient in exploring the space with high di-
ensionality, e.g., extremely large number of targets, because of the
andom-walk behaviour [49] . Under this condition, the Hamiltonian
onte Carlo sampling could be utilised as an alternative way to ob-
ain the samples in a more efficient way. Compared to Gibbs sampling,
he Hamiltonian Monte Carlo sampling has faster convergence speed for
igh-dimensional target distribution, although the price of single itera-
ion is higher [49] . 
The Gibbs sampling-based marginalisation algorithm developed is
ummarised in Algorithm 1 . 
. Distributed UKF-based information JPDA filter 
This section proposes a distributed UKF-based information JPDA fil-
er. We first briefly review the well-known average consensus algorithm
nd then present the detailed filtering algorithm. As this section only
onsiders distributed estimation for each manoeuvre mode, we ignore
he mode notation here for simplicity. 
.1. Average consensus 
Suppose that N s sensors participate in a cooperative distributed es-
imation mission. For this multi-sensor system, we use an undirected
raph  = (  ,  ) to represent the communication topology, where  =
 
𝜈1 , 𝜈2 , … , 𝜈𝑁 𝑠 
} 
is a set of vertices that represent N s sensors and  =
 ( 𝑖, 𝑗 ) ∈  ×  } is a set of edges that stand for the relationship between
wo neighbouring sensors in this topology. If two sensors ( i and j ) are ad-
acent, namely, they can communicate with each other, then 
(
𝜈𝑖 , 𝜈𝑗 
)
∈ 
nd 
(
𝜈𝑖 , 𝜈𝑗 
)
∈  . The graph  is said to be connected if there exists a path
etween any two sensors. The adjacency matrix of graph  , denoted by
 = 
[
𝑎 𝑖𝑗 
]
∈ ℝ 𝑁 𝑠 ×𝑁 𝑠 is defined as 𝑎 𝑖𝑗 = 1 , if 
(
𝜈𝑖 , 𝜈𝑗 
)
∈  , otherwise 𝑎 𝑖𝑗 = 0 .24 To perform estimation fusion in a distributed way, the concept of
onsensus is adopted here. In particular, average consensus among net-
orked sensors is performed. The average consensus algorithm is used
o obtain the mean value of the information of all sensors in a distributed
ay. Denote a l as the available information from the l th sensor and a l 
s initialised as a l (0). Then, the distributed average consensus algorithm
18,19] at the m th iteration is defined as 
 𝑙,𝑚 = 𝑎 𝑙,𝑚 −1 + 𝜀 
∑
( 𝜈𝑙 , 𝜈𝑙 ′ ) ∈ 𝑙 
(
𝑎 𝑙 ′ ,𝑚 −1 − 𝑎 𝑙,𝑚 −1 
)
(18) 
here  𝑙 denotes the set of sensors that have connections with the l th
ensor and 𝜀 is the consensus gain, which is designed to tune the conver-
ence speed. To guarantee the stability of the consensus phase, the gain
 should satisfy 𝜀 ∈ (0, 1/ Δmax ), where Δmax is the maximum degree of
ndirected graph  . 
Based on the analysis of [18,19] , it can be concluded that 
lim 
 →∞
𝑎 𝑙,𝑚 = 
1 
𝑁 𝑠 
𝑁 𝑠 ∑
𝑙=1 
𝑎 𝑙 ( 0 ) (19) 
hich means that the information of all sensors asymptotically con-
erges to the average value. 
.2. UKF-based distributed estimation 
This paper considers manoeuvring target tracking with a nonlinear
bservation model. In this regard, the well-known UKF is utilised to
andle the issue of nonlinearity. It is known that the information fil-
er is a suitable formula to address multi-sensor data fusion problem in
 distributed manner [23,50] . However, direct application of the well-
stablished information filter for single target tracking to the MTT is
ntractable due to the measurement origin uncertainty. To this end, this
aper develops a distributed information-form of the JPDA filter that
nly exploits the exchanged information among the neighbour sensors.
his form of the filter is excepted to enable low communication load,
ast implementation and more robustness against sensor failures than
he centralised implementation. Since the prediction step in multi-sensor
ltering is similar to standard prediction of JPDA, we only derive the
orrection step in this subsection. 
The state estimation in JPDA filter can be rewritten using matrix
nversion lemma as 
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w s  ̂ 𝑖 
𝑘 |𝑘 = ?̂? 𝑖 𝑘 |𝑘 −1 + 
[
𝑃 𝑖 
𝑘 |𝑘 −1 (𝐻 𝑖 𝑘 )𝑇 (𝑆 𝑖 𝑘 )−1 ]?̃? 𝑖 𝑘 
= ?̂? 𝑖 
𝑘 |𝑘 −1 + 
[ (
𝑃 𝑖 
𝑘 |𝑘 −1 
)−1 
+ 
(
𝐻 𝑖 
𝑘 
)𝑇 
𝑅 −1 𝐻 𝑖 
𝑘 
] −1 
×
(
𝐻 𝑖 
𝑘 
)𝑇 
𝑅 −1 
( 
𝑀 𝑘 ∑
𝑗=1 
𝛽𝑖 
𝑗 
𝑧 𝑖 
𝑗,𝑘 
− 
(
1 − 𝛽𝑖 0 
)
𝐻 𝑖 
𝑘 ̂
𝑥 𝑖 
𝑘 |𝑘 −1 
) 
= ?̂? 𝑖 
𝑘 |𝑘 −1 + 
(
𝑌 𝑖 
𝑘 |𝑘 −1 + I 𝑖 𝑘 
)−1 [
i 𝑖 
𝑘 
− 
(
1 − 𝛽𝑖 0 
)
I 𝑖 
𝑘 ̂
𝑥 𝑖 
𝑘 |𝑘 −1 
]
= 
(
𝑌 𝑖 
𝑘 |𝑘 −1 + I 𝑖 𝑘 
)−1 (
𝑦 𝑖 
𝑘 |𝑘 −1 + i 𝑖 𝑘 + 𝛽𝑖 0 I 𝑖 𝑘 ̂𝑥 𝑖 𝑘 |𝑘 −1 
)
(20) 
here the information-related terms are defined as 
 
𝑖 
𝑘 |𝑘 −1 = 
(
𝑃 𝑖 
𝑘 |𝑘 −1 
)−1 
, 𝑦 𝑖 
𝑘 |𝑘 −1 = 
(
𝑃 𝑖 
𝑘 |𝑘 −1 
)−1 
?̂? 𝑖 
𝑘 |𝑘 −1 
 
𝑖 
𝑘 
= 
(
𝐻 𝑖 
𝑘 
)𝑇 
𝑅 −1 𝐻 𝑖 
𝑘 
, i 𝑖 
𝑘 
= 
(
𝐻 𝑖 
𝑘 
)𝑇 
𝑅 −1 
𝑀 𝑘 ∑
𝑗=1 
𝛽𝑖 
𝑗 
𝑧 𝑖 
𝑗,𝑘 
(21) 
Define a new information contribution ī 𝑖 
𝑘 
= i 𝑖 
𝑘 
+ 𝛽𝑖 0 I 
𝑖 
𝑘 ̂
𝑥 𝑖 
𝑘 |𝑘 −1 , then,
20) can be reduced to 
̂ 𝑖 
𝑘 |𝑘 = 
(
𝑌 𝑖 
𝑘 |𝑘 −1 + I 𝑖 𝑘 
)−1 (
𝑦 𝑖 
𝑘 |𝑘 −1 + ̄i 𝑖 𝑘 
)
(22) 
Based on the matrix inversion lemma, the correction of the informa-
ion matrix 𝑌 𝑖 
𝑘 |𝑘 −1 is derived as 
 
𝑖 
𝑘 |𝑘 = 
{ 
𝑃 𝑖 
𝑘 |𝑘 −1 − 𝐾 𝑖 𝑘 [(1 − 𝛽𝑖 0 )𝑆 𝑖 𝑘 − 𝑃 𝑖 𝑘 ](𝐾 𝑖 𝑘 )𝑇 } −1 
= 𝑌 𝑖 
𝑘 |𝑘 −1 + ̄I 𝑖 𝑘 (23) 
here 𝑃 𝑖 
𝑘 
is a positive semi-definite matrix representing the measure-
ent origin uncertainty and takes the form 
̄
 
𝑖 
𝑘 
= 
𝑀 𝑘 ∑
𝑗=1 
𝛽𝑖 
𝑗 ̃
𝑧 𝑖 
𝑗,𝑘 
(
?̃? 𝑖 
𝑗,𝑘 
)𝑇 
− ?̃? 𝑖 
𝑘 
(
?̃? 𝑖 
𝑘 
)𝑇 
(24) 
nd 
 
𝑖 
𝑘 
= 𝑌 𝑖 
𝑘 |𝑘 −1 𝐾 𝑖 𝑘 
{ [(
1 − 𝛽𝑖 0 
)
𝑆 𝑖 
𝑘 
− 𝑃 𝑖 
𝑘 
]−1 − (𝐾 𝑖 
𝑘 
)𝑇 
𝑌 𝑖 
𝑘 |𝑘 −1 𝐾 𝑖 𝑘 
} (
𝐾 𝑖 
𝑘 
)𝑇 
𝑌 𝑖 
𝑘 |𝑘 −1 (25) 
s an information matrix contribution. 
Eqs. (22) and (23) constitute the information form of the JPDA fil-
er. Different from classical information filter, the information form of
PDA filter consists of two different information state contributions and
wo different information matrix contributions. The differences between
 
𝑖 
𝑘 
and ī 𝑖 
𝑘 
, I 𝑖 
𝑘 
and Ī 𝑖 
𝑘 
are resulted from the measurement origin uncer-
ainty. Apparently, if there is no measurement uncertainty, we have
𝑖 
0 = 0 and 𝑃 
𝑖 
𝑘 
= 0 , which means that the proposed information JPDA
lter reduces to the classical information filter [19] . Furthermore, if the
 th target is miss detected, then, 𝛽𝑖 0 = 1 and 𝑃 
𝑖 
𝑘 
= 0 , which implies that
 
𝑖 
𝑘 
= 
(
𝐻 𝑖 
𝑘 
)𝑇 
𝑅 −1 𝐻 𝑖 
𝑘 ̂
𝑥 𝑖 
𝑘 |𝑘 −1 and 𝑌 𝑖 𝑘 |𝑘 = 𝑌 𝑖 𝑘 |𝑘 −1 . Therefore, if the i th target is
iss detected by one sensor, that sensor can only provide the informa-
ion about the prediction of the i th target. 
Note that implementing (20) requires the measurement matrix 𝐻 𝑖 
𝑘 
,
hich is not explicitly given by the nonlinear measurement model. In
rder to apply UKF in nonlinear filtering to the JPDA filter, we use the
seudo measurement matrix that can be derived from the statistical lin-
ar error propagation approach as 𝐻 𝑖 
𝑘 
≈
(
𝑃 𝑖 
𝑘 |𝑘 −1 
)−1 
𝑃 𝑖 
𝑘,𝑥𝑧 
, where 𝑃 𝑖 
𝑘,𝑥𝑧 
s the cross-correlation covariance, which can be approximated by un-
cented transformation as 
 
𝑖 
𝑘,𝑥𝑧 
= 
2 𝑛 ∑
𝑠 =0 
𝑊 𝑠 
(
𝜆
𝑖,𝑠 
𝑘 |𝑘 −1 − ?̂? 𝑖 𝑘 |𝑘 −1 
)(
𝛾
𝑖,𝑠 
𝑘 
− ?̂? 𝑖 
𝑘 
)
(26) 
here 𝜆𝑖,𝑠 
𝑘 |𝑘 −1 denotes the mapped sigma points through system transfor-
ation function, 𝛾𝑖,𝑠 
𝑘 
the mapped sigma points through system observa-
ion function, W s the weights of sigma points, and ?̂? 
𝑖 
𝑘 
the predicted mea-
urement of the i th target, which is approximated by ?̂? 𝑖 
𝑘 
= 
∑2 𝑛 
𝑠 =0 𝑊 𝑠 𝛾
𝑖,𝑠 
𝑘 
. 25 Based on the property of estimators with information form, incorpo-
ating additional information from other sensors could be achieved by
ummation of the corresponding information terms. This implies that
he optimal centralised implementation of JPDA with N s sensors is given
y 
 
𝑖 
𝑘 |𝑘 = 𝑌 𝑖 𝑘 |𝑘 −1 + 
𝑁 𝑠 ∑
𝑙=1 
Ī 𝑖 
𝑙,𝑘 
̂ 𝑖 
𝑘 |𝑘 = 
( 
𝑌 𝑖 
𝑘 |𝑘 −1 + 
𝑁 𝑠 ∑
𝑙=1 
I 𝑖 
𝑙,𝑘 
) −1 ( 
𝑦 𝑖 
𝑘 |𝑘 −1 + 
𝑁 𝑠 ∑
𝑙=1 
ī 𝑖 
𝑙,𝑘 
) 
(27) 
It follows from (27) that centralised estimation requires full infor-
ation of all sensors. Considering each sensor usually can only com-
unicate with its neighbours due to communication limit, this paper
evelops a distributed implementation based on consensus algorithm to
ecover the performance of the centralised estimation (27) . Assume that
he information states and matrices of all sensors converge to the global
nes at previous scan, e.g., each sensor has an identical copy of the sys-
em state and the same amount of information matrix after consensus at
revious scan, (27) can be reformulated as 
 
𝑖 
𝑘 |𝑘 = 
𝑁 𝑠 ∑
𝑙=1 
( 
𝑌 𝑖 
𝑙,𝑘 |𝑘 −1 
𝑁 𝑠 
+ ̄I 𝑖 
𝑙,𝑘 
) 
̂ 𝑖 
𝑘 |𝑘 = 
[ 
𝑁 𝑠 ∑
𝑙=1 
( 
𝑌 𝑖 
𝑙,𝑘 |𝑘 −1 
𝑁 𝑠 
+ 𝐼 𝑖 
𝑙,𝑘 
) ] −1 ( 𝑁 𝑠 ∑
𝑙=1 
( 
𝑦 𝑖 
𝑙,𝑘 |𝑘 −1 
𝑁 𝑠 
+ ̄i 𝑖 
𝑙,𝑘 
) ) 
(28) 
Define consensus variables 𝑣 𝑖 
𝑙,𝑘 
, 𝑉 𝑖 
𝑙,𝑘 
, 𝐺 𝑖 
𝑙,𝑘 
, which are initialised as 
 
𝑖 
𝑙,𝑘 
( 0 ) = 
𝑦 𝑖 
𝑙,𝑘 |𝑘 −1 
𝑁 𝑠 
+ ̄i 𝑖 
𝑙,𝑘 
, 𝑉 𝑖 
𝑙,𝑘 
( 0 ) = 
𝑌 𝑖 
𝑙,𝑘 |𝑘 −1 
𝑁 𝑠 
+ ̄I 𝑖 
𝑙,𝑘 
 
𝑖 
𝑙,𝑘 
( 0 ) = 
𝑌 𝑖 
𝑙,𝑘 |𝑘 −1 
𝑁 𝑠 
+ I 𝑖 
𝑙,𝑘 
(29) 
In a practical implementation scenario of multi-sensor estimation,
ot all sensors can get the measurement information of each target due
o limited sensor field-of-view and non-unity detection probability. In
he case where no measurement information of the i th target is avail-
ble at the l th sensor, the quality of local estimation ?̂? 𝑖 
𝑘 |𝑘 will be very
oor and is far from the real state 𝑥 𝑖 
𝑘 |𝑘 . Fusing this poor information
ith other relatively good local estimation will obviously deteriorate
he performance of the fused results and might result in estimation di-
ergence. To accommodate this issue, we set the initial values of three
onsensus variables as zero if the local sensor node cannot get the mea-
urement of a specific target. In this situation, the naive sensors will
ot perform information fusion steps and leverage the information from
ther non-naive sensors for estimation update. This simple strategy is
emonstrated to be helpful in improving the stability of the fusion pro-
ess. 
After several average consensus iterations, each sensor obtains the
istributed estimation of the system state and information matrix as 
 
𝑖 
𝑙,𝑘 |𝑘 = 𝑁 𝑠 𝑉 𝑖 𝑙,𝑘 
̂ 𝑖 
𝑙,𝑘 |𝑘 = 
(
𝑁 𝑠 𝐺 
𝑖 
𝑙,𝑘 
)−1 (
𝑁 𝑠 𝑣 
𝑖 
𝑙,𝑘 
)
= 
(
𝐺 𝑖 
𝑙,𝑘 
)−1 
𝑣 𝑖 
𝑙,𝑘 
(30) 
Based on the above derivations, the following points of the proposed
istributed information JPDA filter are important. 
(1) The consensus variables 𝑣 𝑖 
𝑙,𝑘 
and 𝑉 𝑖 
𝑙,𝑘 
contain the effect of mea-
urement origin uncertainty. This shows how data association is tightly
ntegrated in consensus-based distributed filtering, which has not been
xplored in previous works. 
(2) It follows from (30) that the proposed distributed multi-target
racking algorithm requires the total number of sensors N s for imple-
entation. This information can be calculated in a distributed way as
hown in [51] . In the case of sensor failure, however, one may get the
rong estimation of N . In Sec. VI, we will show that, even under the
S. He, H.-S. Shin and A. Tsourdos Information Fusion 64 (2020) 20–31 
c  
p
 
b  
c  
t  
s  
k  
fi  
t
R  
e  
r  
t  
m  
a  
m  
g  
t  
a  
b  
[  
t  
a  
t  
p
5
 
f  
m  
[
 
s  
o
 
i  
A  
r
𝑝
 
a
 
 
a  
m  
t  
b  
t  
i
𝑥
𝑃
w
 
t  
e
 
m  
s  
d
𝑝
 
t
𝑥
𝑃
w  
c
𝜇
w  
m
𝑝
 
(
𝜇
 
l  
p  
c  
a  
t  
w  
A  
pondition of sensor failure, the proposed algorithm can get comparable
erformance to the centralised one. 
(3) Theoretically, the average consensus guarantees asymptotic sta-
ility. In practice, since only finite number of iterations is tractable,
onvergence will not be fully achieved. However, we can safely assume
hat both the estimated system state and the information matrix of all
ensors are the equal after enough finite iterations. This assumption is a
ey point that we can apply average consensus algorithm in distributed
ltering and is reasonable as the consensus error could be made arbi-
rarily small after sufficient iterations. 
emark 5. In MTT over a sensor network, each sensor node orders its
stimated tracks differently and therefore track-to-track association is
equired to associate the tracks from different sensors that represent
he i th target. Typical track-to-track association utilises the so-called
ulti-dimensional association (MDA) formulation. If only two sensors
re utilised in fusion, the MDA problem reduces to a classical 2D assign-
ent problem, which can be efficiently solved by the well-known Hun-
arian algorithm. When the number of sensor nodes is larger than two,
he track-to-track association MDA problem becomes NP-hard. There
re a number of elegant choices for solving the MDA problem in com-
inatorial optimisation by reformulating the problem as a network flow
52] or using approximate Lagrangian relaxation [53,54] and stochas-
ic sampling approach [55] . However, the discussion of track-to-track
ssociation is beyond the scope of this paper and we assume local es-
imates have perfect matching when evaluating the performance of the
roposed algorithm for simplicity. 
. Distributed UKF-based multiple model information JPDA filter 
This section develops the distributed UKF-based multiple model in-
ormation JPDA filter to provide the capability for accurately estimating
anoeuvring targets based on the JMNS modelling using IMM concept
42,56] . 
Let 𝑍 𝑙 
𝑘 
denote the measurement set received from the l th sensor at
can k and define 𝑍 1∶ 𝑁 𝑠 
𝑘 
= { 𝑍 1 
𝑘 
, … , 𝑍 𝑁 𝑠 
𝑘 
} . In general, one filtering cycle
f JMNS consists of four steps: 
(1) 𝑝 
(
𝑥 𝑖 
𝑘 −1 
|||𝑟 𝑖 𝑘 −1 , 𝑍 1∶ 𝑁 𝑠 𝑘 −1 ) Mixing → 𝑝 (𝑥 𝑖 𝑘 −1 |||𝑟 𝑖 𝑘 , 𝑍 1∶ 𝑁 𝑠 𝑘 −1 )
(2) 𝑝 
(
𝑥 𝑖 
𝑘 −1 
|||𝑟 𝑖 𝑘 , 𝑍 1∶ 𝑁 𝑠 𝑘 −1 ) Prediction → 𝑝 (𝑥 𝑖 𝑘 |||𝑟 𝑖 𝑘 , 𝑍 1∶ 𝑁 𝑠 𝑘 −1 )
(3) 𝑝 
(
𝑥 𝑖 
𝑘 
|||𝑟 𝑖 𝑘 , 𝑍 1∶ 𝑁 𝑠 𝑘 −1 ) Bayes → 𝑝 (𝑥 𝑖 𝑘 |||𝑟 𝑖 𝑘 , 𝑍 1∶ 𝑁 𝑠 𝑘 )
(4) 𝑝 
(
𝑟 𝑖 
𝑘 
|||𝑍 1∶ 𝑁 𝑠 𝑘 −1 ) Bayes → 𝑝 (𝑟 𝑖 𝑘 |||𝑍 1∶ 𝑁 𝑠 𝑘 )
Since steps (2) and (3) are accomplished by the proposed distributed
nformation JPDA filter, this section only focuses on steps (1) and (4).
ccording to the total probability theorem, the mixed prior can be de-
ived as 
 
(
𝑥 𝑖 
𝑘 −1 
|||𝑟 𝑖 𝑘 = 𝑟, 𝑍 1∶ 𝑁 𝑠 𝑘 −1 ) =  𝑟 ∑
𝑚 =1 
𝑝 
(
𝑥 𝑖 
𝑘 −1 
|||𝑟 𝑖 𝑘 −1 = 𝑚, 𝑍 1∶ 𝑁 𝑠 𝑘 −1 )
× Pr 
(
𝑟 𝑖 
𝑘 −1 = 𝑚 
|||𝑟 𝑖 𝑘 = 𝑟, 𝑍 1∶ 𝑁 𝑠 𝑘 −1 ) (31)
nd the mode mix probability Pr 
(
𝑟 𝑖 
𝑘 −1 = 𝑚 
|||𝑟 𝑖 𝑘 = 𝑟, 𝑍 1∶ 𝑁 𝑠 𝑘 −1 ) is given by 
Pr 
(
𝑟 𝑖 
𝑘 −1 = 𝑚 
|||𝑟 𝑖 𝑘 = 𝑟, 𝑍 1∶ 𝑁 𝑠 𝑘 −1 ) = 𝜋𝑚𝑟 𝑝 
(
𝑟 𝑖 
𝑘 −1 = 𝑚 
|||𝑍 1∶ 𝑁 𝑠 𝑘 −1 )∑ 𝑟 
𝑚 =1 𝜋𝑚𝑟 𝑝 
(
𝑟 𝑖 
𝑘 −1 = 𝑚 
|||𝑍 1∶ 𝑁 𝑠 𝑘 −1 ) (32)
It follows from (31) that the exact solution of JMNS estimation is
 Gaussian sum with 
(
 𝑟 
)𝑘 
terms at scan k . Propagation of Gaussian
ixtures is naturally intractable in real applications. In order to main-
ain the computational efficiency, the concept of IMM is adopted here
y using a single Gaussian to approximate the mixed prior (31) at every
ime instant. This implies that the mixed initial condition for each filter26 s given by 
̂ 
0 𝑖,𝑟 
𝑘 −1 |𝑘 −1 = 
 𝑟 ∑
𝑚 =1 
𝜇
𝑖,𝑟 |𝑚 
𝑘 −1 ?̂? 
𝑖,𝑚 
𝑘 −1 |𝑘 −1 
 
0 𝑖,𝑟 
𝑘 −1 |𝑘 −1 = 
 𝑟 ∑
𝑚 =1 
𝜇
𝑖,𝑟 |𝑚 
𝑘 −1 
[
𝑃 
𝑖,𝑚 
𝑘 −1 |𝑘 −1 + 
(
?̂? 
𝑖,𝑚 
𝑘 −1 |𝑘 −1 − ?̂? 0 𝑖,𝑟 𝑘 −1 |𝑘 −1 
)
×
(
?̂? 
𝑖,𝑚 
𝑘 −1 |𝑘 −1 − ?̂? 0 𝑖,𝑟 𝑘 −1 |𝑘 −1 
)𝑇 ] 
(33) 
here 𝜇𝑖,𝑟 |𝑚 
𝑘 −1 = Pr 
(
𝑟 𝑖 
𝑘 −1 = 𝑚 
|||𝑟 𝑖 𝑘 = 𝑟, 𝑍 1∶ 𝑁 𝑠 𝑘 −1 ). 
By feeding the mixed prior 
(
?̂? 
0 𝑖,𝑟 
𝑘 −1 |𝑘 −1 , 𝑃 0 𝑖,𝑟 𝑘 −1 |𝑘 −1 
)
as the initial condi-
ion to each information JPDA filter, only  𝑟 modes are kept at one
stimation cycle. 
Based on the mode-conditioned update 𝑝 
(
𝑥 𝑖 
𝑘 
|||𝑟 𝑖 𝑘 , 𝑍 1∶ 𝑁 𝑠 𝑘 ) and the
ode probability update 𝑝 
(
𝑟 𝑖 
𝑘 
|||𝑍 1∶ 𝑁 𝑠 𝑘 ), the posterior probability den-
ity function of one target can be represented by a Gaussian mixture
istribution using the total probability theorem as 
 
(
𝑥 𝑖 
𝑘 
|||𝑍 1∶ 𝑁 𝑠 𝑘 ) =  𝑟 ∑
𝑟 =1 
𝑝 
(
𝑥 𝑖 
𝑘 
|||𝑟 𝑖 𝑘 = 𝑟, 𝑍 1∶ 𝑁 𝑠 𝑘 )
× 𝑝 
(
𝑟 𝑖 
𝑘 
= 𝑟 |||𝑍 1∶ 𝑁 𝑠 𝑘 ) (34) 
The state estimate and error covariance matrix of each target, ex-
racted from (34) using moment-matching, are obtained as 
̂ 𝑖 
𝑘 |𝑘 = 
 𝑟 ∑
𝑟 =1 
𝜇
𝑖,𝑟 
𝑘 |𝑘 ?̂? 𝑖,𝑟 𝑘 |𝑘 
 
𝑖 
𝑘 |𝑘 = 
 𝑟 ∑
𝑟 =1 
𝜇
𝑖,𝑟 
𝑘 |𝑘 
[ 
𝑃 
𝑖,𝑟 
𝑘 |𝑘 + 
(
?̂? 
𝑖,𝑟 
𝑘 |𝑘 − ?̂? 𝑖 𝑘 |𝑘 
)(
?̂? 
𝑖,𝑟 
𝑘 |𝑘 − ?̂? 𝑖 𝑘 |𝑘 
)𝑇 ] 
(35) 
here 𝜇𝑖,𝑟 
𝑘 |𝑘 = 𝑝 
(
𝑟 𝑖 
𝑘 
= 𝑟 |||𝑍 1∶ 𝑁 𝑠 𝑘 ) is the posterior mode probability, which
an be calculated by Bayesian rule as 
𝑖,𝑟 
𝑘 |𝑘 = 
𝑝 
(
𝑟 𝑖 
𝑘 
= 𝑟 |||𝑍 1∶ 𝑁 𝑠 𝑘 −1 )
𝑝 
(
𝑍 
1∶ 𝑁 𝑠 
𝑘 
|||𝑍 1∶ 𝑁 𝑠 𝑘 −1 )𝑝 
(
𝑍 
1∶ 𝑁 𝑠 
𝑘 
|||𝑟 𝑖 𝑘 = 𝑟, 𝑍 1∶ 𝑁 𝑠 𝑘 −1 ) (36) 
here 𝑝 
(
𝑍 
1∶ 𝑁 𝑠 
𝑘 
|||𝑍 1∶ 𝑁 𝑠 𝑘 −1 ) is the normalisation constant, and the predicted
ode probability 𝑝 
(
𝑟 𝑖 
𝑘 
= 𝑟 |||𝑍 1∶ 𝑁 𝑠 𝑘 −1 ) can be obtained as 
 
(
𝑟 𝑖 
𝑘 
= 𝑟 |||𝑍 1∶ 𝑁 𝑠 𝑘 −1 ) =  𝑟 ∑
𝑚 =1 
𝜋𝑚𝑟 𝑝 
(
𝑟 𝑖 
𝑘 −1 = 𝑚 
|||𝑍 1∶ 𝑁 𝑠 𝑘 −1 ) (37) 
Since the measurements from different sensors are independent,
36) can be further reduced to 
𝑖,𝑟 
𝑘 |𝑘 = 
𝑝 
(
𝑟 𝑖 
𝑘 
= 𝑟 |||𝑍 1∶ 𝑁 𝑠 𝑘 −1 )
𝑝 
(
𝑍 
1∶ 𝑁 𝑠 
𝑘 
|||𝑍 1∶ 𝑁 𝑠 𝑘 −1 )
𝑁 𝑠 ∏
𝑙=1 
𝑝 
(
𝑍 𝑙 
𝑘 
|||𝑟 𝑖 𝑘 = 𝑟, 𝑍 1∶ 𝑁 𝑠 𝑘 −1 ) (38) 
Eq. (38) provides the centralised form of mode probability calcu-
ation and is required to be distributed for sensor networks. Since the
roduct form in (38) causes an issue in directly applying the average
onsensus algorithm in the proposed distributed fusion, we define an
uxiliary variable 𝛿𝑖,𝑟 
𝑙,𝑘 
= ln Λ𝑖,𝑟 
𝑙,𝑘 
. Note that Λ𝑖,𝑟 
𝑙,𝑘 
= 𝑝 
(
𝑍 𝑙 
𝑘 
|||𝑟 𝑖 𝑘 = 𝑟, 𝑍 1∶ 𝑁 𝑠 𝑘 −1 ) is
he mode conditioned measurement likelihood of the l th sensor. Then,
e define consensus variable 𝑄 𝑖,𝑟 
𝑙,𝑘 
, which is initialised as 𝑄 𝑖,𝑟 
𝑙,𝑘 
(0) = 𝛿𝑖,𝑟 
𝑙,𝑘 
.
fter running average consensus algorithm for 𝑄 𝑖,𝑟 
𝑙,𝑘 
, the fusion of the
osterior mode probability in a distributed way is given by 
S. He, H.-S. Shin and A. Tsourdos Information Fusion 64 (2020) 20–31 
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Algorithm 2 Distributed UKF-based multiple model information JPDA 
filter. 
Input: Previous target estimation, received measurements 
Output: Current target estimation 
(1) Step 1. Mode Mixing 
a. Calculate the mode mix probability 𝜇𝑖,𝑟 |𝑚 
𝑘 −1 using (32) 
b. Calculate the mixed prior state estimation ?̂? 0 𝑖,𝑟 
𝑘 −1 |𝑘 −1 and 
error covariance 𝑃 0 𝑖,𝑟 
𝑘 −1 |𝑘 −1 using (33) 
(2) Step 2. Mode-conditioned distributed JPDA estimation 
(Sec. 4) 
a. Predict target state and calculate the error covariance 
based on ?̂? 0 𝑖,𝑟 
𝑙,𝑘 −1 |𝑘 −1 and 𝑃 0 𝑖,𝑟 𝑙,𝑘 −1 |𝑘 −1 
b. Receive measurements and perform gating with 
probability 𝑃 𝐺 
c. Apply Gibbs sampling for marginal association probability 
𝛽𝑖 
𝑗 
approximation (Sec. 3) 
d. Calculate the information terms 𝑌 𝑖 
𝑙,𝑘 |𝑘 −1 , 
𝑦 𝑖 
𝑙,𝑘 |𝑘 −1 , i 𝑖 𝑙,𝑘 , I 𝑖 𝑙,𝑘 , ̄i 𝑖 𝑙,𝑘 , ̄I 𝑖 𝑙,𝑘 
e. Broadcast message to neighbour sensors and receive 
neighbours ′ messages on 𝑣 𝑖,𝑟 
𝑙,𝑘 
, 𝑉 𝑖,𝑟 
𝑙,𝑘 
, 𝐺 𝑖,𝑟 
𝑙,𝑘 
f. Perform average consensus for each 𝑣 𝑖,𝑟 
𝑙,𝑘 
, 𝑉 𝑖,𝑟 
𝑙,𝑘 
, 
𝐺 
𝑖,𝑟 
𝑙,𝑘 
independently 
g. Get fused posterior target estimation ?̂? 𝑖,𝑟 
𝑘 |𝑘 
and 𝑃 𝑖,𝑟 
𝑘 |𝑘 for each mode 
(3) Step 3. Mode probability fusion and update 
(Sec.5) 
a. Calculate the mode conditioned measurement likelihood 
(40) 
b. Broadcast message to neighbour sensors and receive 
neighbours ′ messages on 𝛿𝑖,𝑟 
𝑙,𝑘 
c. Perform average consensus for 𝛿𝑖,𝑟 
𝑙,𝑘 
d. Calculate fused posterior mode probability 𝜇𝑖,𝑟 
𝑘 |𝑘 
according to (39) 
(4) Step 4. Output 
Given all the mode-conditioned fused estimates, the final 
state estimate of each target is obtained 
as a weighted sum of individual fused estimates by using (35) 
w  
b
𝑧
w
  
𝜎
 
p  
t  
1  
s  
r  
s  
a  
T  
s
𝐴𝑖,𝑟 
𝑘 |𝑘 = 
𝑝 
(
𝑟 𝑖 
𝑘 
= 𝑟 |||𝑍 1∶ 𝑁 𝑠 𝑘 −1 )
𝑝 
(
𝑍 
1∶ 𝑁 𝑠 
𝑘 
|||𝑍 1∶ 𝑁 𝑠 𝑘 −1 ) exp 
( 
𝑁 𝑠 
( 
1 
𝑁 𝑠 
𝑁 𝑠 ∑
𝑙=1 
𝛿
𝑖,𝑟 
𝑙,𝑘 
) ) 
= 
𝑝 
(
𝑟 𝑖 
𝑘 
= 𝑟 |||𝑍 1∶ 𝑁 𝑠 𝑘 −1 )
𝑝 
(
𝑍 
1∶ 𝑁 𝑠 
𝑘 
|||𝑍 1∶ 𝑁 𝑠 𝑘 −1 ) exp 
(
𝑁 𝑠 𝑄 
𝑖,𝑟 
𝑙,𝑘 
)
(39) 
After finding the posterior mode probability 𝜇𝑖,𝑟 
𝑘 |𝑘 , the final state es-
imate and covariance matrix of each target is given by (35) . 
emark 6. Consensus on 𝑄 𝑖,𝑟 
𝑙,𝑘 
requires Λ𝑖,𝑟 
𝑙,𝑘 
: this can be readily obtained
y summing up all the PDA probability (4) , i.e., 
𝑖,𝑟 
𝑙,𝑘 
= 
(
1 − 𝑃 𝐷 𝑃 𝐺 
)
𝜆𝐹 + 
𝑀 
𝑖,𝑟 
𝑙,𝑘 ∑
𝑗≠0 
𝑝 
(
𝑧 𝑙,𝑗,𝑘 
|||𝑥 𝑖,𝑟 𝑙,𝑘 )𝑃 𝐷 (40) 
here 𝑀 𝑖,𝑟 
𝑙,𝑘 
denotes the number of validated measurements for the i th
arget with the r th mode from the l th sensor. 
emark 7. Compared with single-mode distributed JPDA filter, incor-
orating IMM with mode probability fusion will inevitably increase the
omputational burden. However, it is clear to verify that the complex-
ty of the proposed distributed UKF-based multiple model information
PDA filter is proportional to the number of modes  𝑟 , e.g., the pro-
osed algorithm is scalable. 
The proposed multiple model UKF-based distributed information
PDA filter is summarised in Algorithm 2 . 
. Numerical simulations 
In this section, the effectiveness of the proposed multiple model UKF-
ased distributed information JPDA filtering algorithm is demonstrated
hrough numerical simulations in a cluttered environment. The target
racking problem is based on some generic air traffic control (ATC) sce-
arios. For typical ATC cases, the behaviour of civilian aircraft may be
odelled by two different modes: constant velocity (CV) and coordi-
ated turning (CT). 
.1. Simulation setup 
In our simulations, 7 targets, switching between CV model and CT
odel, are considered. The state vector contains planar position and
elocity. More specifically, for CV model, the state transition is 
 𝑘 = 𝐹 𝐶𝑉 𝑥 𝑘 −1 + 𝐺 𝑤 𝑘 −1 (41) 
ith 
 𝐶𝑉 
Δ
= 𝕀 2×2 ⊗
[ 
1 𝑇 
0 1 
] 
, 𝐺 
Δ
= 
⎡ ⎢ ⎢ ⎢ ⎢ ⎣ 
𝑇 2 ∕2 0 
𝑇 0 
0 𝑇 2 ∕2 
0 𝑇 
⎤ ⎥ ⎥ ⎥ ⎥ ⎦ 
(42) 
here 𝕀 2×2 denotes the 2 × 2 identity matrix, 𝑇 = 1 𝑠 the sampling period,
nd 𝑤 𝑘 ∼ 
(
⋅; 0 , 𝜎2 
𝑣 
)
the Gaussian process noise with 𝜎𝑣 = 5 𝑚 ∕ 𝑠 2 . The
tate transition of CT model is 
 𝑘 = 𝐹 𝐶𝑇 𝑥 𝑘 −1 + 𝐺 𝑤 𝑘 −1 (43) 
ith 
 𝐶𝑇 
Δ
= 
⎡ ⎢ ⎢ ⎢ ⎢ ⎢ ⎣ 
1 sin ( 𝜔 𝑘 𝑇 ) 
𝜔 𝑘 
0 − 1− cos ( 𝜔 𝑘 𝑇 ) 
𝜔 𝑘 
0 cos 
(
𝜔 𝑘 𝑇 
)
0 − sin 
(
𝜔 𝑘 𝑇 
)
0 1− cos ( 𝜔 𝑘 𝑇 ) 
𝜔 𝑘 
1 sin ( 𝜔 𝑘 𝑇 ) 
𝜔 𝑘 
0 sin 
(
𝜔 𝑘 𝑇 
)
0 cos 
(
𝜔 𝑘 𝑇 
)
⎤ ⎥ ⎥ ⎥ ⎥ ⎥ ⎦ 
(44) 
 
Δ
= 
⎡ ⎢ ⎢ ⎢ ⎢ ⎣ 
𝑇 2 ∕2 0 
𝑇 0 
0 𝑇 2 ∕2 
0 𝑇 
⎤ ⎥ ⎥ ⎥ ⎥ ⎦ 
(44) 27 here 𝜔 𝑘 = 6 𝜋∕180 𝑟𝑎𝑑∕ 𝑠 is the turning rate. The nonlinear range and
earing measurement model for state correction is 
 = 
⎡ ⎢ ⎢ ⎣ 
√ (
𝑥 𝑇 − 𝑥 𝑅 
)2 + (𝑦 𝑇 − 𝑦 𝑅 )2 
arctan 
(
𝑦 𝑇 − 𝑦 𝑅 
𝑥 𝑇 − 𝑥 𝑅 
) ⎤ ⎥ ⎥ ⎦ + 𝑣 𝑘 (45) 
here ( x T , y T ) is target position, ( x R , y R ) radar position, and 𝑣 𝑘 ∼
 
(
⋅; 0 , 𝑅 𝑘 
)
the Gaussian measurement noise with 𝑅 𝑘 = 𝑑𝑖𝑎𝑔 
(
𝜎2 
𝑟 
, 𝜎2 
𝑎 
)
,
𝑟 = 20 𝑚, 𝜎𝑎 = 2 ( 𝜋∕180 ) 𝑟𝑎𝑑. 
For all sensors, the measurements are generated with a detection
robability 𝑃 𝐷 = 0 . 85 and the clutter is assumed to be uniformly dis-
ributed in the surveillance region with its number being Poisson with
0 average returns at each scan. Gating is performed with a threshold
uch that the gating probability is 𝑃 𝐺 = 0 . 999 . The field-of-view of all
adars are set as [0, 3000 m ] × [0, 90 ∘]. In order to fully cover the entire
urveillance region, we use the minimum four radars, which are fixed
t ( −1500 𝑚, −600 𝑚 ) , ( −1500 𝑚, 2000 𝑚 ) , ( 1600 𝑚, −600 𝑚 ) , (1600 m , 2000 m ).
he default communication topology among these four radars is repre-
ented by the adjacent matrix 
 = 
⎡ ⎢ ⎢ ⎢ ⎢ ⎣ 
0 1 0 1 
1 0 1 0 
0 1 0 1 
1 0 1 0 
⎤ ⎥ ⎥ ⎥ ⎥ ⎦ 
(46) 
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Fig. 2. Snapshots of the considered scenario with grey stars as measurements, 
black solid line ground truth, colour dashed line estimation, red triangle sensors. 
(For interpretation of the references to color in this figure legend, the reader is 
referred to the web version of this article.) 
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gIt follows from (46) that the maximum degree of the network undi-
ected graph is Δmax = 2 and then the consensus gain is set as 𝜀 =
 . 5∕2 . For information exchange, the consensus iteration is selected as
𝑡𝑒 𝑟 max = 10 , which is shown to be enough to reduce the consensus er-
or. The design parameters for Gibbs sampling-based implementation
re set as 𝑛 max = 200 , 𝑛 𝑏𝑢𝑟𝑛 − 𝑖𝑛 = 100 . All experiments are performed on
atlab 2016b platform using an Intel Core i5-6500 CPU and the number
f Monte-Carlo runs is 50. 
In simulations, three different models are considered, i.e. CV model,
eft CT model, right CT model. The mode transformation probability is
elected as 
= 
{
𝜋𝑚𝑟 
}
3×3 = 
⎡ ⎢ ⎢ ⎣ 
0 . 8 0 . 1 0 . 1 
0 . 1 0 . 8 0 . 1 
0 . 1 0 . 1 0 . 8 
⎤ ⎥ ⎥ ⎦ (47)
Snapshots of the considered scenario are depicted in Fig. 2 . The well-
nown unitless optimal sub-pattern assignment (OSPA) distance metric
57] for MTT problem is considered here for performance evaluation.
et X and Y be the position estimation set and true target position set,
espectively. The cardinality of these two sets are m and n , respectively.
enote Πn as the set of all permutations on { 1 , 2 , … , 𝑛 } for any positive
nteger n . 𝑑 𝑐 
(
𝑥 𝑖 , 𝑦 𝜋( 𝑖 ) 
)
= min 
(
𝑑 
(
𝑥 𝑖 , 𝑦 𝜋( 𝑖 ) 
)
, 𝑐 
)
with d ( x i , y 𝜋( i ) ) is the cut-
ff Euclidean distance between two vectors with d ( x i , y 𝜋( i ) ) being the
uclidean distance. Then, for c > 0 and 1 ≤ p < ∞, the OSPA distance
 
𝑐 
𝑝 
( 𝑋, 𝑌 ) is defined as [57] 
 
𝑐 
𝑝 
( 𝑋, 𝑌 ) 
Δ
= 
⎧ ⎪ ⎨ ⎪ ⎩ 
[
1 
𝑛 
(
min 𝜋∈Π𝑛 
∑𝑚 
𝑖 =1 𝑑 
𝑐 
(
𝑥 𝑖 , 𝑦 𝜋( 𝑖 ) 
)𝑝 + 𝑐 𝑝 ( 𝑛 − 𝑚 ) )]1∕ 𝑝 , 𝑚 ≤ 𝑛 
𝑑 𝑐 
𝑝 
( 𝑌 , 𝑋 ) , 𝑚 > 𝑛 
(48)
here the order parameter p determines the sensitivity of 𝑑 𝑐 
𝑝 
( 𝑋, 𝑌 ) in
enalizing estimation outliers, while the cut-off parameter c determines
he relative weighting of the penalties allocated to cardinality and local-
zation errors. In all simulations, these two parameters are set as 𝑝 = 2 ,
 = 100 . 
.2. Characteristics of the proposed algorithm 
For consensus-based filtering, multiple communications between dif-
erent sensors are required and the performance is related to the consen-28 us gain and the number of iterations. In order to investigate the effect
f these two parameters on filtering performance, Monte-Carlo simula-
ions are performed with respect to different iterations and consensus
ain. The simulation results of the OSPA distance are depicted in Figs. 3
a) and (b). When testing the effect of one parameter, the other one is
et to its corresponding default value presented in Sec. VI A. Fig. 3 (a)
hows that the performance of distributed estimation is improved when
he number of iterations increase. Distributed JPDA filtering with iter-
tions greater than 5 has close performance with its centralised JPDA
ounterpart. This implies that the performance of centralised estimation
an be recovered with enough consensus iterations. Fig. 3 (b) shows that
mprovement in estimation can be obtained by increasing the consensus
ain. However, with large enough gains, there is not much difference
or the proposed distributed JPDA with different consensus gains. 
As mentioned before, the number of the burn-in samples is empir-
cally set. Fig. 3 (c) studies the impact of number burn-in samples on
he performance of the proposed tracking algorithm. From this figure, it
s clear that 𝑛 𝑏𝑢𝑟𝑛 − 𝑖𝑛 = 60 achieves the best estimation accuracy, but the
racking performance in terms of the OSPA distance under all consid-
red conditions is comparable. This means that the proposed algorithm
s robust against the variation of number of burn-in samples. 
In distributed network estimation, the communication structure
lays an important role in governing the overall filtering performance.
he performance of the proposed algorithm is compared by using four
ifferent sensor networks A 1 , A 2 , A 3 and A 4 : 
 1 = 
⎡ ⎢ ⎢ ⎢ ⎢ ⎣ 
0 1 0 1 
1 0 1 0 
0 1 0 1 
1 0 1 0 
⎤ ⎥ ⎥ ⎥ ⎥ ⎦ 
, 𝐴 2 = 
⎡ ⎢ ⎢ ⎢ ⎢ ⎣ 
0 1 0 1 
1 0 1 0 
0 1 0 0 
1 0 0 0 
⎤ ⎥ ⎥ ⎥ ⎥ ⎦ 
 3 = 
⎡ ⎢ ⎢ ⎢ ⎢ ⎣ 
0 0 0 1 
0 0 1 0 
0 1 0 1 
1 0 1 0 
⎤ ⎥ ⎥ ⎥ ⎥ ⎦ 
, 𝐴 4 = 
⎡ ⎢ ⎢ ⎢ ⎢ ⎣ 
0 0 1 1 
0 0 1 0 
1 1 0 1 
1 0 1 0 
⎤ ⎥ ⎥ ⎥ ⎥ ⎦ 
(49) 
The results, shown in Fig. 3 (d), reveal that the OSPA discrepancies
etween different communication topologies are quite small, demon-
trating that proposed algorithm is robust against the variation of com-
unication structures. 
Now, let us investigate the effect of the total number of sensors on
ltering performance. Except for the four default sensors mentioned in
ig. 2 , the positions of other sensors are randomly placed. Fig. 3 (e) pro-
ides the OSPA distance of the Monte-Carlo simulations with respect to
ifferent total numbers of sensors. In this simulation, the sensor range is
et as 3000m. One can note from Fig. 3 (e) that larger number of sensors
enders smaller OSPA distance, but the difference in terms of estimation
ccuracy is ignorable when the sensor number is larger than 6. This re-
ult reveals that the minimum number of sensors that cover the entire
urveillance region is enough for the proposed filter to obtain good per-
ormance. The recorded mean running time of these four scenarios are
4.9137s, 17.6921s, 20.3121s, 22.9994s, 25.0001s, respectively, which
eveals that the running time of the proposed algorithm grows linearly
ith the increasing of sensor numbers. 
As mentioned earlier, the proposed distributed multi-target tracking
lgorithm requires the total number of sensors for implementation. Al-
hough this information can be calculated in a distributed way as shown
n [51] , one may get the wrong estimation of N s in the presence of sen-
or failure. To this end, we test the robustness and sensitivity of the
roposed distributed filter against the wrong estimation of N s . In this
egard, let the total number of sensors be 𝑁 𝑠 + Δ𝑁 𝑠 with ΔN s being the
iased term. Fig. 3 (f) shows the OSPA distance of the Monte-Carlo simu-
ations with respect to different biased terms. The actual sensor number
or this test is 7. Fig. 3 (f) reveals that the OSPA discrepancies between
ifferent biased terms are quite small, demonstrating that proposed al-
orithm is highly tolerant to the wrong estimation of N . s 
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Fig. 3. Characteristics of the proposed algorithm: OSPA distance under different conditions. 
(s)
Fig. 4. OSPA distance of different algorithms. 
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t  .3. Comparisons with other algorithms 
In order to verify the effectiveness of the proposed algorithm com-
ared to other PDA-type multi-sensor filters, we compare the proposed
ne with JPDA-KCF [25,26] and PDA-ICF [31] . To make fair compar-
sons, all tested algorithms are enhanced by the IMM for manoeuvring
arget tracking. Fig. 4 shows the OSPA distance of the Monte-Carlo sim-
lations obtained by different algorithms. As not all sensors can the
easurement of each target due to sensor field-of-view limit and none-
nity detection probability in the considered scenario, there exist naive
ensors for some targets at some time instants. This fact results in per-
ormance degradation of JPDA-KCF. Not surprisingly, since PDA only
onsiders one measurement-target associations and neglect the effect of29 ther possible solutions, not realistic for some scenarios, the obtained
ean OSPA distance of the PDA-ICF is larger than that of the proposed
lgorithm. 
To demonstrate the efficiency of Gibbs sampling-aided implementa-
ion, Monte-Carlo simulations are carried out and the comparison re-
ults among exact JPDA, ENNJPDA [12] , m -best JPDA [15] and Gibbs
ampling-aided implementation are presented in Figs. 5 and 6 , where
ig. 5 is for different number of clutter returns at one scan and Fig. 6 is
or different number of targets. In ENNJPDA, only the joint event with
he highest probability is picked up for marginalisation. As an extension
f this idea, m -best JPDA maintains m -best joint events for the marginali-
ation. In this regard, the ENNJPDA can be viewed as a special case of m -
est JPDA with 𝑚 = 1 . In [15] , it was shown that the m -best joint events
an be iteratively solved by linear programming (LP). In the simulations,
e leverage the commercial Gurobi solver to derive both ENNJPDA and
 -best JPDA with 𝑚 = 5 . Additionally, in order to reduce the complexity
f LP problems for m -best JPDA, the binary tree partition method [15] is
lso adopted in simulations for m -best JPDA implementation. The results
n Figs. 5 (a) and 6 (a) reveal that the proposed Gibbs sampling-aided
mplementation runs much faster than standard JPDA as well as m -best
PDA. However, as ENNJPDA only needs to solve one LP problem to ob-
ain the best joint event, it requires slightly less running time than the
roposed method in a dense clutter environment or with large number
f targets. Notably, the zoomed-in graph in Fig. 6 (a) demonstrates that
he execution time of the proposed Gibbs sampling-aided JPDA grows
inearly with respect to the target numbers and thereby the proposed
lgorithm is scalable. For large-scale problem, the scenario with 14 tar-
ets for instance, exact JPDA, m -best JPDA take 1374.8034s, 41.8488s,
espectively, while Gibbs sampling-aided implementation only requires
5.9695s. It is evident from Figs. 5 (b) and 6 (b) that the estimation per-
ormance of exact JPDA, m -best JPDA and the proposed one in terms of
SPA distance accuracy is comparable. Fig. 5 (b) also shows that the
ean OSPA distance of standard JPDA is relatively lower than the pro-
osed algorithm and m -best JPDA when the number of average clut-
er returns increases. The reason of this phenomenon lies in that both
S. He, H.-S. Shin and A. Tsourdos Information Fusion 64 (2020) 20–31 
Fig. 5. Comparison results with different number of average clutter returns at each scan: (a) Mean execution time; and (b) Mean OSPA distance. 
Fig. 6. Comparison results with different number of targets: (a) Mean execution time; and (b) Mean OSPA distance. 
t  
w  
r  
d  
h  
s  
s
7
 
p  
t  
a  
T  
f  
p  
e  
t  
a  
c  
fi
D
 
i  
t
A
 
p
L  
l  
whe proposed method and m -best JPDA use accountable approximations,
hich means that the number of Gibbs samples plays a trade-off role in
eal implementation. However, the recorded discrepancy of mean OSPA
istance between these three schemes is less than 1.5, while ENNJPDA is
ighly sensitive to clutters. These results prove that the proposed Gibbs
ampling method can greatly improve the efficiency of JPDA without
acrificing tracking performance. 
. Conclusions 
The problem of multiple manoeuvring targets tracking using multi-
le sensors in a distributed fashion is investigated in this paper. The con-
ribution of this work is twofold. As our first contribution, we propose
 general framework of multi-target multi-sensor estimation for JMNSs.
he proposed algorithm is derived by JPDA and consensus-based data
usion. Due to the combinatorial nature of JPDA, exact solution is com-
utationally intractable. Our second contribution lies in developing an
fficient Gibbs sampling method to approximate the marginal associa-
ion probabilities in JPDA. Simulation results show that the proposed
lgorithm can generate almost the same estimation performance as the30 entralised filter and is much faster than classical JPDA without sacri-
cing tracking accuracy. 
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ppendix A. Lemmas 1 and 2 
This appendix collects two key lemmas in [48] that are used in the
roof of Theorem 1 . 
emma 1. Let 𝜋 be the transition matrix of a finite-state Markov chain and
et 𝜋n be the nth order transition probabilities. Then, for any state and n ≥ 1,
e have 
max 
𝜃
𝜋𝑛 +1 ( 𝜒|𝜃 ) ≤ max 
𝜍 
𝜋𝑛 ( 𝜒|𝜍 ) 
min 
𝜃
𝜋𝑛 +1 ( 𝜒|𝜃 ) ≥ min 
𝜍 
𝜋𝑛 ( 𝜒|𝜍 ) (A.1) 
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[  emma 2. Let 𝛼 = min 𝜃 𝜋( 𝜒|𝜃 ) and the transition matrix 𝜋 of a finite-state
arkov chain satisfy 𝜋 > 0 . Then, for any state and n ≥ 1, we have 
max 
𝜃
𝜋𝑛 +1 ( 𝜒|𝜃) − min 
𝜃
𝜋𝑛 +1 ( 𝜒|𝜃) 
≤ 
[ 
max 
𝜍 
𝜋𝑛 ( 𝜒|𝜍 ) − min 
𝜍 
𝜋𝑛 ( 𝜒|𝜍 ) ] ( 1 − 2 𝛼) 
max 
𝜍 
𝜋𝑛 ( 𝜒|𝜍 ) − min 
𝜍 
𝜋𝑛 ( 𝜒|𝜍 ) ≤ ( 1 − 2 𝛼) 𝑛 
lim 
𝑛 →∞
max 
𝜍 
𝜋𝑛 ( 𝜒|𝜍 ) = lim 
𝑛 →∞
min 
𝜍 
𝜋𝑛 ( 𝜒|𝜍 ) ≥ 𝛼 > 0 (A.2) 
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