ATLAS, a particle physics experiment at the Large Hadron Collider at CERN, produces petabytes of data annually through simulation production and tens of petabytes of data per year from the detector itself. The ATLAS computing model embraces the Grid paradigm and a high degree of decentralization of computing resources in order to meet the ATLAS requirements of petabytes scale data operations. It has been evolved after the first period of LHC data taking (Run-1) in order to cope with new challenges of the upcoming Run-2. In this paper we describe the evolution and recent developments of the ATLAS Grid Information System (AGIS), developed in order to integrate configuration and status information about resources, services and topology of the computing infrastructure used by the ATLAS Distributed Computing applications and services.
shows the basic information entities stored in AGIS and represents a schematic view of the experiment physical resources. This unique AGIS information collection enables a mapping of the physical resources (GOCDB/OIM sites, CEs, SEs, LFCs, etc.) to the ATLAS activity end points (ATLAS sites, PanDA queues workload management endpoint, DDM spacetoken endpoints).
System architecture
The AGIS architecture is based on the classic client-server computing model. AGIS uses the Django [12] framework as a high-level web application framework written in Python. The Oracle DBMS is used as the default database backend.
The object relation mapping technique which is built in the Django framework allows access to the content of the database in terms of high level models, thus avoiding any direct dependence on the relational database system used. Since the system provides various client interfaces such as an Application Programming Interface (API), a Web user interface (WebUI) and a Command Line Interface (CLI) to retrieve and manage the needed data, no direct access to the database from the clients is required. Figure 3 shows a schematic view of the AGIS architecture. To automatically populate the database with the information collected from external information sources, a set of collectors run on the main AGIS server. All interactions with the external information services are hidden. Synchronization of the AGIS content with the related sources is performed by agents that periodically communicate with sources via standard interfaces and update the AGIS database content. For some types of information AGIS itself is the primary source. The clients are able to update information stored in AGIS through the API and the WebUI. The WebUI is mainly used to define new objects, modify existing properties and easily browse experiment specific resources from various user-friendly views. The AJAX (Asynchronous JavaScript and XML) technology is actively involved to offer efficient interactive access through the WebUI. REST (Representational State Transfer) [13] style API and command line tools further help the end users and developers to use the system conveniently.
From the point of view of data synchronization, the whole information stored in AGIS can be classified as static and dynamic. Dynamic data means regular synchronization against the information source from which it is collected. Technically it could be as a set of dynamic properties (for example, CE queue's status, free space at a site) or as complete objects (e.g. downtime entries). Objects automatically injected into the system (e.g. GOCDB/OIM sites and services) are registered in the database in DISABLED states (hidden for data export through API), to make such object visible the user has to activate it via the WebUI forms.
The variety of developed JSON (JavaScript Object Notation) REST services and newer functionality with filtering support which allows easy selection and use of multiple structures of output data (JSON presets suitable for specific client) helps to increase the number of clients using AGIS in production.
Today, the REST full client API allows users to retrieve data in JSON and, for some applications, in XML formats. For instance, all the ATLAS topology can be exported either in the XML format or in JSON structures suitable for the ADC applications.
Recent developments
The AGIS main concept of distinguishing between 'used by' and 'hosted by' site resources (the define and the connect capabilities explained above) easily allows the transparent declaration of any virtual resource, such as Cloud and High-Performance Computing (HPC), which have recently become widely used by the ATLAS computing. Following the evolution of the ATLAS Computing model, AGIS is able to define a new top Site entry (see Fig.2 , same level as for GOCDB or OIM) related to HPC or Cloud resources, and then all the remaining object definition of computing resources remains the same as for regular grid resources. A special resource_type attribute on the level of PandaQueue object makes it possible for the PanDA system to identify non-grid resources and interpret them appropriately. 
