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Abstract
The main mathematical result of this paper may be stated as follows: Given a matrix
MAf1; 1gnn and any matrix M˜ARnn such that signðM˜i;jÞ ¼ Mi;j for all i; j; then
rankðM˜ÞXn=jjM jj: Here jjM jj denotes the spectral norm of the matrix M:
This implies a general lower bound on the complexity of unbounded error probabilistic
communication protocols. As a simple consequence, we obtain the ﬁrst linear lower bound on
the complexity of unbounded error probabilistic communication protocols for the functions
deﬁned by Hadamard matrices. This solves a long-standing open problem stated by Paturi and
Simon (J. Comput. System Sci. 33 (1986) 106).
We also give an upper bound on the margin of any embedding of a concept class in half
spaces. Such bounds are of interest to problems in learning theory.
r 2002 Elsevier Science (USA). All rights reserved.
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0. Introduction
Lower bounds on the complexity of communication protocols have applications in
several areas such as circuit complexity, data structures and VLSI. For a list of
references, see Kushilevitz and Nisan [13]. In this paper, we prove new and improved
lower bounds on the communication complexity of distributed functions. In
particular we show that the unbounded error probabilistic communication
complexity of the functions deﬁned by Hadamard matrices is linear. This solves a
long-standing open problem stated by Paturi and Simon [14] and Krause [12].
In this paper, a probabilistic communication protocol is a probabilistic algorithm
for two processors P0 and P1 that computes a distributed function f : f0; 1g
n 
f0; 1gn-f0; 1g: Both processors have unbounded computational power. Processor
P0 sees only the ﬁrst part, x; and P1 sees only the last part, y; of the input
ðx; yÞAf0; 1gn  f0; 1gn: Obviously, there has to be some communication between the
two processors to calculate f ðx; yÞAf0; 1g: The processors can communicate by
exchanging messages bAf0; 1gn: The computation takes place in rounds. In each
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round, one of the processors is active, in odd rounds it is P0 and in even rounds, it is
P1: The active processor probabilistically (depending on the part of the input it
knows and on the past messages) chooses a message according to the communication
protocol. In the ﬁnal round, the active processor probabilistically chooses the result
of the computation.
We say that a protocol computes the distributed function f : f0; 1gn 
f0; 1gn-f0; 1g with unbounded error if for all inputs ðx; yÞAf0; 1gn  f0; 1gn the
correct output is calculated with probability greater than 1
2
: The complexity of a
communication protocol is Jlog2 Nn; where N is the number of distinct message
sequences that can occur in computations that follow the protocol. The
communication complexity Cf of a distributed function f : f0; 1g
n  f0; 1gn-f0; 1g
is the smallest complexity that a communication protocol for f can have.
It is known that the unbounded error probabilistic communication complexity for
almost all functions f : f0; 1gn  f0; 1gn-f0; 1g is linear in n (see [1,14]). This was
shown by counting arguments that do not give lower bounds on the communication
complexity of explicit functions. Paturi and Simon [14] give an example of a
distributed function with logarithmic communication complexity. They conjecture
that the functions deﬁned by Hadamard matrices have linear probabilistic
communication complexity. We prove this conjecture in Corollary 2.2.
Our techniques can also be applied to another class of problems. Recently, there
has been a lot of interest in maximal margin classiﬁers. Learning algorithms that
calculate a hyperplane that separates positive and negative instances of a sample with
the largest margin and use this hyperplane to classify new instances have shown
excellent empirical performance (see [4]). Often the instances are mapped (implicitly
when a kernel function is used) to some possibly high-dimensional space before the
hyperplane with maximal margin is calculated. If the norms of the instances are
bounded and a hyperplane with large margin can be found, a bound on the VC-
dimension can be applied [4,16, Theorem 4.16]. A small VC-dimension means that a
concept class can be learned with a small sample size [3,11,17] [3,11,17, Theorem 3.3].
The success of maximal margin classiﬁers raises the question of what concept
classes can be embedded in half spaces with a large margin. For every concept class,
there is a trivial embedding in half spaces. Ben-David et al. [2] show that most
concept classes (even of small VC-dimension) cannot be embedded with a margin
that is much larger than the trivial margin. They use counting arguments that do not
give an upper bound on the margin for an explicit concept class. Vapnik [16] also
showed an upper bound on the margin that is in terms of the VC-dimension. We
prove a general upper bound on the margin that is much stronger than Vapnik’s in
the case of concept classes deﬁned by Hadamard matrices. We show that for these
only the trivial margin can be achieved.
Both a distributed function f : f0; 1gn  f0; 1gn-f0; 1g and a concept class C over
an instance space X can be represented by a matrix with entries 71: For a
distributed function f we can use the matrix Mf :¼ ð2f ðx; yÞ  1Þx;yAf0;1gn ; and for a
concept class C over the instance space X we can use the matrix MX ;CAf1; 1g
XC
for which the entry ðMX ;CÞx;c is 1 if xAc and 1 otherwise.
Krause [12] shows that the complexity of any probabilistic communication
protocol which computes a function f : f0; 1gn  f0; 1gn-f0; 1g with error
probability bounded by 1
2
 1
s
is at least 1
4
ðn  log2 jjMf jj  log2
ﬃﬃ
s
p
 2Þ for all sAN:
Here jjMf jj is the spectral norm of the matrix Mf : We improve on this result by
showing that the assumption that the error of the protocol is bounded is not really
needed: In Section 2, we prove a lower bound of n  log2 jjMf jj on the unbounded
error communication complexity. A result from matrix theory needed in the proof is
given in Section 4. In Section 3, we show that any concept class ðX ;CÞ can only be
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embedded in homogeneous half spaces with margin at most jjMX ;Cjj=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
jX j jCj
p
: In the
next section, we ﬁx some notation for the rest of the paper.
After a preliminary version of this paper [5] was published, some of the techniques
and results presented here have been improved and strengthened.
It is shown in [6] that the lower bound on the unbounded error probabilistic
communication complexity of a distributed function given in Section 2 is reasonably
good for almost all distributed functions: It is linear in n for the vast majority of
distributed functions.
The lower bound on the dimension of arrangements of half spaces given in
Theorem 2.2 is used in [6] to show lower bounds on the size of depth-2 threshold
circuits that compute Hadamard matrices: If the top gate of the circuit is a linear
threshold gate with unrestricted weights and if there are s linear threshold gates on
the bottom level with integer weights of absolute value at most W ; then s ¼
Oð2n=2=ðnW ÞÞ: If the top gate of the circuit is a linear threshold gate with unrestricted
weights and there are s gates on the bottom level that compute symmetric functions,
then s ¼ Oð2n=2=nÞ: Also, Theorem 2.2 is used to give an example of a function which
can only be computed by probabilistic ordered binary decision diagrams (OBDDs)
of exponential size.
Furthermore, the lower bound of Theorem 2.2 is generalized in [6]. An example of
a class of matrices is given for which Theorem 2.2 fails, but for which the
generalization of Theorem 2.2 still gives a strong lower bound on the dimension. It is
shown that the dimension k of any arrangement of half spaces realizing a matrix
MAf1; 1gXY is at least kX
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
jX j jY j
p
=jjM˜jj for any matrix M˜ARXY for which the
entries M˜x;y have absolute value at least 1 and which has the same sign pattern as M
(i.e. signðM˜x;yÞ ¼ Mx;y for all xAX ; yAY ). This bound is more general than Theorem
2.2 because the absolute values of the entries of M˜ do not have to be equal.
A similar generalization of Theorem 3.1 to matrices with arbitrary nonzero entries
is given in [7]. There it is shown that the margin g of any embedding of a matrix
MAf1; 1gXY is at most
gp
ﬃﬃﬃﬃﬃﬃ
jX j
p
jjM˜jjﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃP
yAY ð
P
xAX jM˜x;yjÞ
2
q
for any matrix M˜ARXY with the same sign pattern as M: This result is used to show
that the optimal margin for embedding the matrix MAf1; 1gnn with Mi;j ¼ 1 iff
iXj is of the order p
2 ln n
þYð 1
ðln nÞ2
Þ:
1. Preliminaries from matrix theory
For a ﬁnite set X ; RX is the vector space of real-valued functions (‘‘vectors’’) on X :
The vectors vARX are column vectors, and the Euclidean norm of v is jjvjj :¼ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃP
xAX v
2
x
p
: For two ﬁnite sets X ; Y we write RXY for the set of matrices with rows
indexed by the elements of X and columns indexed by the elements of Y : As usual,
we write Rn :¼ Rf1;y;ng and Rmn :¼ Rf1;y;mgf1;y;ng: The identity matrix in RXX is
denoted by IX ; the identity matrix in R
nn by In: The transpose of a matrix AAR
XY
is A?ARYX : We deﬁne exAR
X ; xAX ; to be the canonical unit vectors satisfying
ðexÞy ¼
1; x ¼ y;
0; xay;
(
for x; yAX : The ðk  1Þ-dimensional sphere, i.e. the set fvARk j jjvjj ¼ 1g; is denoted
by Sk1:
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For a linear function A :RX-RY ; the null space is
nullðAÞ ¼ fvARX j Av ¼ 0g;
and the range of A is
rangeðAÞ ¼ fAv j vARXg:
The spectral norm of a matrix AARXY is
jjAjj ¼ sup
vARX
jjvjjp1
jjAvjj ¼ max
vARX
jjvjjp1
jjAvjj: ð1Þ
The supremum is attained because jjAvjj is a continuous function of v and the unit
ball fvARX j jjvjjp1g is compact. It is well known that for any matrix AARXY :
jjAjj2 ¼ jjA?Ajj ¼ jjAA?jj:
The trace of a square matrix AARXX is traceðAÞ ¼
P
xAX Ax;x: A matrix
AARXX is called symmetric if A? ¼ A: The spectral theorem for symmetric matrices
[10, Theorem 2.5.6] states that every symmetric matrix is orthogonally diagonaliz-
able. Equivalently, we can say that for every symmetric matrix AARXX there is an
orthonormal basis d1;y; djX j of R
X consisting of eigenvectors of A and there are real
numbers l1;y; ljX jAR (the eigenvalues of A) such that
A ¼
XjX j
i¼1
lidid?i :
In this case, the spectral norm jjAjj is equal to the maximum of the absolute values of
the eigenvalues of A: Also note that for any vector vARX with norm jjvjj? ¼ 1 the
term v?Av lies in the interval
v?AvA min
jX j
i¼1
li;max
jX j
i¼1
li
 
ð2Þ
because v?Av ¼
PjX j
i¼1 li/v; diS
2 is a convex combination of the eigenvalues (sincePjX j
i¼1 /v; diS
2 ¼ jjvjj2 ¼ 1).
A matrix AARXX is said to be positive semideﬁnite if it is symmetric and
v?AvX0 for all vARX : For a ﬁnite set of vectors uxAR
k; xAX ; the matrix A :¼
ð/ux; ux˜SÞx;x˜AX is an example of a positive semideﬁnite matrix: Obviously, A is
symmetric, and for an arbitrary vector vARX we have
v?Av ¼
X
x;x˜AX
vx/ux; ux˜Svx˜ ¼
X
xAX
vxux;
X
x˜AX
vx˜ux˜
* +
¼
X
xAX
vxux




2
X0:
For an arbitrary matrix AARXY ; the matrix B :¼ jjAjj2IX  AA? is another
example of a positive semideﬁnite matrix: Obviously, B is symmetric, and for an
arbitrary vector vARX we have v?Bv ¼ jjAjj2jjvjj2  jjAvjj2: This is nonnegative
because jjAvjjpjjAjj jjvjj by the deﬁnition (1) of the spectral norm.
We also need the following two results from matrix theory:
Theorem 1.1 (Fejer’s Theorem [10, Corollary 7.5.4]). A matrix AARXX is positive
semidefinite if and only ifX
x;x˜AX
Ax;x˜Bx;x˜X0
for all positive semidefinite matrices BARXX :
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Proof. We only prove the part of the theorem that is used in this paper. Assume that
A; BARXX are positive semideﬁnite matrices. Because of the spectral theorem for
symmetric matrices we can write A ¼
PjX j
i¼1 lidid
?
i with an orthonormal basis
d1;y; djX j of R
X : Because A is positive semideﬁnite we know that l1;y; ljX jX0: It
follows thatX
x;x˜AX
Ax;x˜Bx;x˜ ¼
XjX j
i¼1
li
X
x;x˜AX
ðdiÞxðdiÞx˜Bx;x˜ ¼
XjX j
i¼1
li d?i Bdi|ﬄﬄ{zﬄﬄ}
X0
X0: &
Bessel’s Inequality (see [15]) states that for every set d1;y; dnAR
X of orthonormal
vectors and every vector vARX :Xn
i¼1
/v; diS2pjjvjj2: ð3Þ
In our bounds, the spectral norm of matrices MAf1; 1gXY will appear. For a
matrix of this form it is easy to see that jjM jj ¼
ﬃﬃﬃﬃﬃﬃ
jY j
p
if the rows of M are pairwise
orthogonal and that jjM jj ¼
ﬃﬃﬃﬃﬃﬃ
jX j
p
if the columns of M are pairwise orthogonal.
Furthermore, rankðMÞ ¼ 1 iff jjM jj ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
jX j jY j
p
:
Hadamard matrices HnAR
2n2n are examples of matrices with pairwise orthogonal
rows and pairwise orthogonal columns. They are recursively deﬁned by
H0 ¼ 1; Hnþ1 ¼
Hn Hn
Hn Hn
 !
:
The signum function sign:R-R is given by
signðxÞ ¼
1; x > 0;
0; x ¼ 0;
1; xo0:
8><
>:
2. A lower bound on the complexity of unbounded error probabilistic communication
protocols
We say that a matrix MAf1; 1gXY can be realized by an arrangement of
homogeneous half spaces in Rk if there are vectors ux; vyAR
k for xAX ; yAY such
that sign/ux; vyS ¼ Mx;y for all xAX ; yAY : A vector vy (or analogously a vector ux)
can be interpreted as a normal vector of the boundary of the homogeneous half
space fzARk j/z; vySX0g: Then sign/ux; vyS ¼ Mx;y means that the vector ux lies in
this half space iff Mx;y ¼ 1:
The unbounded error probabilistic communication complexity Cf of a distributed
function f is strongly related to the smallest dimension of any arrangement of
homogeneous half spaces that realizes the matrix Mf :
Theorem 2.1 (Paturi and Simon [14, Theorem 2]). Let f : f0; 1gn  f0; 1gn-f0; 1g be
a distributed function. If k is the smallest dimension of any arrangement of
homogeneous half spaces that realizes Mf ; then
Jlog2 knpCfpJlog2 knþ 1:
We state our main result now. It immediately implies a lower bound on
communication complexities.
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Theorem 2.2. If a matrix MAf1; 1gXY can be realized by an arrangement of
homogeneous half spaces in Rk; then
kX
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
jX j jY j
p
jjM jj
:
Proof. Assume that there is an arrangement of homogeneous half spaces in Rk
realizing M; i.e. there are vectors ux; vyAR
k such that sign/ux; vyS ¼ Mx;y for all
xAX ; yAY : We can assume without loss of generality that spanfux j xAXg ¼ R
k:
This implies that jX jXk:
Furthermore, we can assume that any k of the vectors ux; xAX ; are
linearly independent. This can be seen as follows: We iteratively look at each vector
ux; xAX ; and modify it such that it does not lie in any linear span of k  1 of the
other vectors ux˜; x˜AX \fxg: This is possible because the signs of the scalar products
/ux; vyS are not affected by small changes of the ux; and the union of the linear
spans [
x1;y;xk1AX \fxg
spanfux1 ;y; uxk1g
is a set with Lebesgue measure zero.
Now we can apply a result from matrix theory that is proved in Section 4:
Theorem 4.1 states that if jX jXk and if uxAR
k; xAX ; are vectors such that any k of
these vectors are linearly independent, then there is a nonsingular linear
transformation AARkk such thatX
xAX
u˜xu˜
?
x ¼
jX j
k
Ik ð4Þ
for the vectors u˜x :¼ jjAuxjj
1AuxASk1:
We also deﬁne transformed vectors *vy :¼ jjðA?Þ
1vyjj
1ðA?Þ1vyASk1; yAY :
Then the vectors u˜x; *vyAR
k also realize the matrix M; because
sign/u˜x; *vyS ¼ sign/Aux; ðA?Þ
1vyS ¼ sign/ux; vyS ¼ Mx;y
for all xAX ; yAY : The new arrangement of half spaces has the advantage that the
vectors u˜x are nicely balanced in the sense (4).
Now we have for all yAY thatX
xAX
j/u˜x; *vySj X
1Xj/u˜x;*vySj X
xAX
/u˜x; *vyS2 ¼ *v?y
X
xAX
u˜xu˜
?
x
 !
*vy ¼
ð4Þ jX j
k
: ð5Þ
Inequality (5) means that for all yAY the absolute values of the scalar products
/u˜x; *vyS are on the average at least 1k: Therefore, the vectors u˜x cannot lie arbitrarily
close to the homogeneous hyperplane with normal vector *vy:
Lemma 2.1 (which is proven below) gives a corresponding upper bound in terms
of the spectral norm jjM jj on the absolute values of the scalar products /u˜x; *vyS: It
follows that
jY j
jX j
k
 2
p
ð5Þ X
yAY
X
xAX
j/u˜x; *vySj
 !2
p
Lemma 2:1
jX j jjM jj2: &
From Theorems 2.1 and 2.2 (applied to the case X ¼ Y ¼ f0; 1gn; M ¼ Mf ) we
get the following corollary:
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Corollary 2.1. For every distributed function f : f0; 1gn  f0; 1gn-f0; 1g; the commu-
nication complexity is at least
CfXn  log2 jjMf jj:
Recall that for a matrix MAf1; 1gXY with pairwise orthogonal columns, the
spectral norm is jjM jj ¼
ﬃﬃﬃﬃﬃﬃ
jX j
p
: Now we can give an example of a distributed function
that has linear communication complexity:
Corollary 2.2. The communication complexity of the distributed function f : f0; 1gn 
f0; 1gn-f0; 1g for which Mf is an Hadamard matrix Hn is at least n2: An Hadamard
matrix Hn can only be realized by an arrangement of homogeneous half spaces in R
k if
kX2n=2:
We still have to prove the following lemma:
Lemma 2.1. Let MAf1; 1gXY be a matrix and let ux; vyASk1 be vectors such that
sign/ux; vyS ¼ Mx;y for all xAX ; yAY : Then
X
yAY
X
xAX
j/ux; vySj
 !2
pjX j jjM jj2:
Proof. For every yAY we have thatX
xAX
j/ux; vySj ¼
X
xAX
Mx;y/ux; vyS
¼
X
xAX
Mx;yux; vy
* +
p
jjvy jj¼1 X
xAX
Mx;yux



; ð6Þ
where we used the Cauchy–Schwartz Inequality. We square inequality (6) and sum
over yAY :
X
yAY
X
xAX
j/ux; vySj
 !2
p
ð6Þ X
yAY
X
xAX
Mx;yux;
X
x˜AX
Mx˜;yux˜
* +
¼
X
x;x˜AX
ðMM?Þx;x˜/ux; ux˜Sp
ð* Þ X
x;x˜AX
ðjjM jj2IX Þx;x˜/ux; ux˜S
¼ jjM jj2
X
xAX
jjuxjj
2 ¼ jX j jjM jj2:
For the proof of inequality ð*Þ we ﬁrst note that A :¼ jjM jj
2IX  MM? and
B :¼ ð/ux; ux˜SÞx;x˜AX are positive semideﬁnite matrices (see Section 1). By Fejer’s
Theorem 1.1 we know that
0p
X
x;x˜AX
Ax;x˜Bx;x˜ ¼
X
x;x˜AX
ðjjM jj2IX Þx;x˜/ux; ux˜S
X
x;x˜AX
ðMM?Þx;x˜/ux; ux˜S;
therefore ð*Þ holds. &
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3. An upper bound on the margin of arrangements of half spaces
In this section, we are interested in the largest margin (not the smallest dimension)
that an arrangement of half spaces that realizes a matrix MAf1; 1gXY can have.
We say that the matrix MAf1; 1gXY can be realized by an arrangement of
homogeneous half spaces with margin g if there are vectors ux; vy for xAX ; yAY that
lie in the unit ball of Rk (where k can be arbitrarily large) such that sign/ux; vyS ¼
Mx;y and j/ux; vySjXg for all xAX ; yAY : If we interpret vy as the normal vector of a
homogeneous half space, then sign/ux; vyS ¼ Mx;y means that the vector ux lies in
the interior of this half space if and only if Mx;y ¼ 1: The requirement j/ux; vySjXg
means that the point ux has distance at least g from the boundary of the half space.
Analogously, we can interpret the vectors ux as normal vectors of half spaces and the
vectors vy as points. It is crucial that we require the vectors to lie in a unit ball (or
that they are bounded) because otherwise we could increase the margin by simply
stretching all vectors.
Note that it is not really a restriction to assume that the half spaces are
homogeneous: Assume we have points uxAR
k; xAX ; that lie in the unit ball and an
arrangement of (not necessarily homogeneous) half spaces given by normal vectors
vyASk1 and thresholds tyA½1; 1 such that
M ¼ ðsignð/ux; vyS tyÞÞxAX ;yAY :
Then the vectors
u˜x :¼
1ﬃﬃﬃ
2
p ux
1
 !
; *vy :¼
1ﬃﬃﬃ
2
p vy
ty
 !
lie in the unit ball of Rkþ1; M ¼ ðsignð/u˜x; u˜ySÞÞxAX ;yAY ; and the margin of the new
arrangement is only by a factor of 1
2
worse than the old margin.
As observed by Ben-David et al. [2], a matrix MAf1; 1gXY can always be
realized by an arrangement of homogeneous half spaces with margin
maxðjX j1=2; jY j1=2Þ: In the case jX jpjY j let, for xAX ; ux be the canonical unit
vector exAR
X ; and let, for yAY ; vy :¼ jX j1=2ðMx;yÞxAXAR
X : Then jjuxjj ¼ jjvyjj ¼ 1;
Mx;y ¼ sign/ux; vyS and j/ux; vySj ¼ jX j1=2 for all xAX ; yAY :
A concept class ðX ;CÞ consists of a set X ; called the instance space, and a set C of
concepts, where any subset of X is called a concept. For a concept class ðX ;CÞ; a
theorem by Vapnik [16,4, Theorem 4.16] gives an upper bound on the margin of any
arrangement of half spaces that realizes MX ;C: There it is shown that if d is the VC-
dimension of ðX ;CÞ; then at most the margin d1=2 is possible. It is always true that
dpjX j; and if d ¼ jX j then the upper bound on the margin meets the lower bound
from the trivial embedding given above. However, d ¼ jX j is a very special case:
d ¼ jX j means that the set of concepts is the power set, C ¼ PðX Þ:
Ben-David et al. [2] show that most concept classes (even of small VC-dimension)
cannot be realized by an arrangement of half spaces with a margin that is much
larger than the margin achieved by the trivial embedding. They use counting
arguments that do not give an upper bound on the margin for explicit concept
classes.
We show a result that implies that for some concrete concept classes (even if the
VC-dimension is much smaller than jX j and jCj) the margin cannot be much larger
than the margin achieved by the trivial embedding. In particular, it will follow from
Theorem 3.1 that the trivial embedding gives the best possible margin if the rows or
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the columns of MX ;C are orthogonal, or also if MX ;C has jX j pairwise orthogonal
columns.
Theorem 3.1. If a matrix MAf1; 1gXY can be realized by an arrangement of
homogeneous half spaces with margin g; then
gp jjM jjﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
jX j jY j
p :
Proof. Let ux; vyASk1 be vectors with sign/ux; vyS ¼ Mx;y and j/ux; vySjXg for
xAX ; yAY : From Lemma 2.1, it follows that jY jðjX jgÞ2pjX j jjM jj2: &
For orthogonal matrices, in particular for Hadamard matrices, this shows that the
trivial embedding gives the optimal margin:
Corollary 3.1. The largest margin of any arrangement of homogeneous half spaces that
realizes the concept class ðX ;CÞ for which MX ;C is an Hadamard matrix Hn is g ¼
2n=2:
Proof. The trivial embedding has this margin, and Theorem 3.1 shows that this
margin is optimal. &
Note that the VC-dimension d of the concept class of Corollary 3.1 is n: Thus, for
this concept class the upper bound d1=2 ¼ n1=2 on the margin in terms of the VC-
dimension is much weaker than our bound from Theorem 3.1.
4. A result from matrix theory
In this section, we show a result that was needed in the proof of Theorem 2.2. We
start by deﬁning some notation used in this section.
For any ﬁnite set XDRk we consider the following positive semideﬁnite matrix:
MðX Þ :¼
X
xAX
xx?ARkk:
This matrix and its eigenvalues and eigenvectors can be used to measure in which
directions the vectors xAX are pointing on the average. The range of the matrix
MðX Þ is rangeðMðX ÞÞ ¼ spanðX Þ: (This simple fact is, for example, shown in [8].) For
any nonsingular linear transformation AARkk we write AðX Þ :¼ fAx j xAXg: We
also write NðX Þ :¼ fNðxÞ j xAXg; where N : Rk\f0g-Sk1; NðxÞ :¼ xjjxjj; normalizes
vectors. If XDRk; kpjX joN; has the property that any subset of X with k elements
is linearly independent, then so do the sets AðX Þ for any nonsingular linear
transformation AARkk and the set NðX Þ: Furthermore, jAðX Þj ¼ jNðX Þj ¼ jX j:
Repeated applications of nonsingular linear transformations and of normalizations
N can be merged: Obviously NðBðNðAðX ÞÞÞÞ ¼ NððB3AÞðX ÞÞ for any nonsingular
linear transformations A; BARkk:
We want to prove that
Theorem 4.1. Let XDRk; jX jXk; be a finite set such that all subsets of X with k
elements are linearly independent. Then there is a nonsingular linear transformation
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AARkk such that
MðNðAðX ÞÞÞ ¼
X
xAX
1
jjAxjj2
ðAxÞðAxÞ? ¼
jX j
k
Ik:
Note that it is easy to ﬁnd a nonsingular linear transformation AARkk such that
MðAðX ÞÞ is ‘‘optimally balanced’’, i.e. such that MðAðX ÞÞ ¼ Ik: (How this can be
done is shown below in the proof of Lemma 4.1.) However, this observation does not
sufﬁce to prove Theorem 4.1 because we are considering MðNðAðX ÞÞÞ and not
MðAðX ÞÞ there. But we can still use the linear transformation A with MðAðX ÞÞ ¼ Ik
to get a little closer to the solution we are looking for. This is formalized in Lemma
4.1. With this result and with a compactness argument (Lemma 4.2) we can ﬁnally
prove Theorem 4.1.
Lemma 4.1. Let XDSk1; jX jXk; be a finite set such that all subsets of X with k
elements are linearly independent. Then either MðX Þ ¼ jX j
k
Ik or there is some
nonsingular linear transformation AARkk such that the smallest eigenvalue of
MðNðAðX ÞÞÞ ¼
X
xAX
1
jjAxjj2
ðAxÞðAxÞ?
is strictly larger than the smallest eigenvalue of MðX Þ:
Proof. Let l be the smallest eigenvalue of MðX Þ and m its multiplicity. The sum of
the k (nonnegative) eigenvalues of MðX Þ is traceðMðX ÞÞ ¼
P
xAX jjxjj
2 ¼ jX j: Thus,
the smallest eigenvalue l is at most jX j
k
: Furthermore, if l ¼ jX j
k
then all eigenvalues of
MðX Þ must be equal to jX j
k
; i.e. MðX Þ ¼ jX j
k
Ik: Thus, we can assume that lojX jk : In this
case, mok must also hold.
If jX j ¼ k; we can simply map the elements of X to the canonical unit vectors with
a nonsingular linear transformation A: Thus, we can assume that jX j > k:
We only show that there is a nonsingular linear transformation AARkk such that
the smallest eigenvalue of MðNðAðX ÞÞÞ is at least l; and the multiplicity of the
eigenvalue l of MðNðAðX ÞÞÞ is strictly smaller than m: This sufﬁces because we can
repeat the procedure until the multiplicity of l is zero.
We know that lX0 because MðX Þ is positive semideﬁnite. We even know that
l > 0 because there are k linearly independent elements in X which means that MðX Þ
is nonsingular.
We can assume without loss of generality (using the spectral theorem for
symmetric matrices) that
MðX Þ ¼ diagðl1;y; lkÞ;
where 0ol ¼ l1 ¼? ¼ lmolmþ1p?plk: For the matrix A :¼ diag
ðl1=21 ;y; l
1=2
k ÞAR
kk we haveX
xAX
ðAxÞðAxÞ? ¼ AMðX ÞA? ¼ Ik: ð7Þ
Furthermore, for all xAX :
1
jjAxjj2
¼
Xk
i¼1
x2i
li
 !1
Xl ð8Þ
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because
Pk
i¼1 x
2
i ¼ jjxjj
2 ¼ 1 and l1;y; lkXl: Equality in (8) holds if and only if we
have that xi ¼ 0 or li ¼ l for i ¼ 1;y; k; i.e. iff x is an eigenvector of MðX Þ ¼
diagðl1;y; lkÞ for the eigenvalue l: Because of 1pmok this happens for at most m
elements x of X ; i.e. for at least jX j  m elements of X we have strict inequality in (8).
It is not hard to see that because of this the rank of the matrix
MðNðAðX ÞÞÞ  lIk ¼
ð7Þ X
xAX
1
jjAxjj2
 l
 
|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
X0ð8Þ
ðAxÞðAxÞ?; ð9Þ
is at least minðjX j  m; kÞ: We can argue as follows: There is a subset Y of X
of cardinality minðjX j  m; kÞ such that strict inequality in (8) holds for all xAY :
The elements of Y are linearly independent because Y is a subset of X with at
most k elements. It follows that the matrix on the right-hand side of (9) has
rank at least jY j ¼ minðjX j  m; kÞ; because for all xAY the coefﬁcients of
the summands in (9) are strictly positive and rangeðMðZÞÞ ¼ spanðZÞ holds for
any set of vectors ZDRk: Thus, the eigenspace of MðNðAðX ÞÞÞ for l has dimension
at most
k minðjX j  m; kÞ ojX j>k m:
We still have to show that the matrix MðNðAðX ÞÞÞ has no eigenvalues strictly smaller
than l: This is equivalent to showing that the matrix on the left-hand side of (9) is
positive semideﬁnite. This is true because the right-hand side of (9) is a sum of
positive semideﬁnite matrices. &
Note that the spectral norm induces a topology on the set of matrices Rkk: We
say that a sequence of matrices A1; A2;yAR
kk converges to the matrix AARkk iff
the spectral norms jjAl  Ajj converge to zero as l-N: A subsetA of R
kk is called
bounded if supAAA jjAjj is ﬁnite.
Lemma 4.2. Let XDRk; jX jXk; be a finite set such that all subsets of X with k
elements are linearly independent. Then for every e > 0 the set of nonsingular matrices
AARkk with spectral norm jjAjj ¼ 1; and for which all eigenvalues of MðNðAðX ÞÞÞ are
at least 1þ e; is compact.
Proof. Obviously this set of matrices is a bounded subset of Rkk; and we have to
show that it is closed in Rkk: For this, let A1; A2;y be a sequence of elements from
the set that converges to some AARkk: Clearly jjAjj ¼ 1 holds because the spectral
norm is continuous.
We only have to show that A is nonsingular: Once we know this, it follows that the
matrices
MðNðAlðX ÞÞÞ ¼
X
xAX
1
jjAlxjj2
ðAlxÞðAlxÞ
?
converge to MðNðAðX ÞÞÞ as l-N: This implies that the eigenvalues of the matrix
MðNðAðX ÞÞÞ are at least 1þ e; because they are the limits of the eigenvalues of the
matrices MðNðAlðX ÞÞÞ (see [9, Theorem 8.3.4]).
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The idea of our proof that A is nonsingular is to show that if A would be singular
then most vectors in NðAlðX ÞÞ would get arbitrarily close to rangeðAÞ as l-N: This
means that not enough ‘‘weight’’ would remain in rangeðAÞ> for all eigenvalues of
MðNðAlðX ÞÞÞ to be larger than 1þ e:
Let n :¼ dimðnullðAÞÞ: We also have that
dimðrangeðAÞ>Þ ¼ k  dimðrangeðAÞÞ ¼ dimðnullðAÞÞ ¼ n:
Therefore, we can choose an orthonormal basis d1;y; dn of rangeðAÞ
> consisting of
n vectors. Because the smallest eigenvalue of MðNðAlðX ÞÞÞ is at least 1þ e; we know
that
d?i MðNðAlðX ÞÞÞdiX1þ e
for i ¼ 1;y; n (see (2)). If we sum over i we get that
nð1þ eÞp
Xn
i¼1
d?i MðNðAlðX ÞÞÞdi ¼
X
xAX
Xn
i¼1
di;
Alx
jjAlxjj
 2
|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
ð* Þ
:
Because of Bessel’s Inequality (3), each term ð* Þ is at most one. For xAX \nullðAÞ we
know even more: from jjAxjj > 0 it follows that
Alx
jjAlxjj
-
l-N Ax
jjAxjj
ArangeðAÞ;
and because of diArangeðAÞ
>; ð* Þ converges to zero for l-N: It follows that
nð1þ eÞpjX-nullðAÞjpn: ð10Þ
For the second inequality in (10) note that by the assumption on X we know that
dimðspanðX-nullðAÞÞÞ ¼ minðjX-nullðAÞj; kÞ:
This is obviously upper bounded by n ¼ dimðnullðAÞÞ: Because of jjAjj ¼ 1; we know
that k > n; therefore we must have jX-nullðAÞjpn:
Now we just have to note that (10) can only hold if n ¼ 0; i.e. if A is
nonsingular. &
Proof of Theorem 4.1. We start with a nonsingular linear transformation A that
maps k arbitrarily chosen elements of X to the canonical unit vectors of Rk: Then the
smallest eigenvalue of MðNðAðX ÞÞÞ is at least 1: In the case jX j ¼ k we are already
done.
Now assume that jX j > k: Lemma 4.1 says that if MðNðAðX ÞÞÞ ¼ jX j
k
Ik does not
already hold we can modify A such that the smallest eigenvalue of MðNðAðX ÞÞÞ
increases. Thus, we can ﬁnd an A and an e > 0 such that the smallest eigenvalue of
MðNðAðX ÞÞÞ is 1þ e: Obviously, we can assume that jjAjj ¼ 1 (replace the matrix A
by jjAjj1A).
By Lemma 4.2, the set of all nonsingular AARkk; jjAjj ¼ 1; for which the smallest
eigenvalue of MðNðAðX ÞÞÞ is at least 1þ e; is compact. The smallest eigenvalue of
MðNðAðX ÞÞÞ is a continuous function of AARkk: (The smallest eigenvalue of a
positive semideﬁnite matrix is equal to the smallest singular value, and the sing-
ular values depend continuously on the matrix, see, e.g., Golub and Van Loan
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[9, Theorem 8.3.4]) This means that there is a nonsingular AARkk; jjAjj ¼ 1; for
which the smallest eigenvalue of MðNðAðX ÞÞÞ is maximal.
For this A we must have MðNðAðX ÞÞÞ ¼ jX j
k
Ik; because otherwise we could apply
Lemma 4.1 like before and increase the smallest eigenvalue of MðNðAðX ÞÞÞ: But this
would contradict the fact that the smallest eigenvalue of MðNðAðX ÞÞÞ is already
maximal. &
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