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Introduction
If A is a Jordan algebra, then Str(A) = LA⊕Der(A) forms a Lie algebra called the structure algebra
of A, where La denotes the left multiplication operator by a ∈ A and Der(A) is the algebra of deriva-
tions of A. The Tits–Koecher–Kantor construction gives the vector space K (A) := A˜ ⊕ Str(A) ⊕ A
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connected to those of A.
In 1972 [13], Issai Kantor generalized the Tits–Koecher–Kantor construction, extended it to the
wide class of binary algebras, which he called conservative algebras. The Kantor construction put a
graded Lie algebra into correspondence with a conservative algebra. A conservative algebra is called
to be of second order if its Lie algebra has (−2,2)-grading. In the same paper, I. Kantor classiﬁed the
ﬁnite dimensional simple conservative algebras of second order over an algebraically closed ﬁeld of
characteristic 0.
In [1], B. Allison deﬁned a class of non-associative algebras containing the class of Jordan algebras
and allowing the construction of generalizations of the structure algebra and the Tits–Koecher–Kantor
algebra (Allison’s construction). The algebras in this class, called structurable algebras, are unital alge-
bras with involution. The class is deﬁned by an identity of degree 4 and includes associative algebras,
Jordan algebras (with the identity map as involution), tensor product of two composition algebras,
the 56-dimensional Freudenthal module for E7 with a natural binary product, and some algebras
constructed from hermitian forms in a manner generalizing the usual construction of Jordan algebras
from quadratic forms.
As it was clariﬁed later [4], there is a one to one correspondence between the class of conservative
algebras of second order with a left unity and the class of structurable algebras. Under this corre-
spondence, Kantor’s construction for the conservative algebras transforms into Allison’s construction
for the structurable algebras.
The Lie algebras obtained from the central simple structurable algebras using the Allison construc-
tion include all ﬁnite dimensional central simple Lie algebras over a ﬁeld of characteristic 0 that
contain at least one nonzero ad-nilpotent element.
Central simple ﬁnite dimensional structurable algebras over a ﬁeld of characteristic zero were clas-
siﬁed by B. Allison [1]. The classiﬁcation of simple structurable algebras over a modular ﬁeld was
obtained by O.N. Smirnov [17]. Moreover, under solving this problem there was found a new class of
simple structurable algebras of characteristic zero, missed by B. Allison.
In this article we consider the class of structurable superalgebras. The ﬁrst important problem for
this class is to classify simple such superalgebras in the case of algebraically closed ﬁeld of charac-
teristic zero (this problem was formulated in [6,15]). The classiﬁcation of simple ﬁnite dimensional
structurable superalgebras of classical type, i.e., such superalgebras whose Allison–Kantor Lie superal-
gebra (AK -Lie superalgebra) is a Lie superalgebra of type A, B,C, D, P , and Q was obtained recently
in [8]. Thus, at present the most interesting objects in this direction are ﬁnite dimensional structurable
superalgebras of Cartan type.
In Section 1, we give some basis for the structure theory of the structurable superalgebras. All
the results are analogous of Allison’s results [1,2]. The proofs may be obtained by the same way,
repeating the proofs in [1,2], just correcting some steps in accordance with the parities of elements.
Another way of proof is to consider the Grassmann envelope of a superalgebra and come to the case
of structurable algebras. Because of these we give all such results without the proofs. Results of this
section were a part of the ﬁrst author talk on Malcev’s meetings (Novosibirsk, IM SB RAS, 2007).
In Section 2, we give the description of simple Lie superalgebras arising from structurable superal-
gebras; the ground ﬁeld is assumed to be algebraically closed of characteristic zero. Namely, we prove
that if G is a simple Lie superalgebra such that G  A(0,1), B(0,1), B(0,2),C(3), then G appears by
Allison–Kantor’s construction from a structurable superalgebra with the unity.
In Section 3, for every Lie superalgebra G of Cartan type we construct a simple non-Jordan struc-
turable superalgebra AG whose AK -Lie superalgebra is a Lie superalgebra isomorphic to G and
investigate the structure of AG . It happens that the even part of AG is a direct sum of a simple
structurable subalgebra and a “huge” nonzero solvable ideal. If G ∼= H(n) then we may also construct
from G a simple Jordan superalgebra of bilinear form if n = 4 and a simple Jordan superalgebra of
Poisson Grassmann brackets if n > 4.
In Section 4, we give a classiﬁcation of the simple structurable superalgebras of Cartan type over
an algebraically closed ﬁeld F of characteristic 0. Every superalgebra of this type is isomorphic to
one of the superalgebras constructed in the third section. Modulo Faulkner’s theorem [8], it gives a
classiﬁcation of the simple structurable superalgebras over F .
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Let A = A0¯ ⊕ A1¯ be a unital superalgebra with superinvolution ¯ over a ﬁeld of characteristic 0.
Then A = H ⊕ S , where H = {a ∈ A: a¯ = a} and S = {s ∈ A: s¯ = −s}.
In what follows, by an ideal we mean a ¯-stable ideal; (−1)xy and (−1)xD denotes (−1)p(x)p(y)
and (−1)p(x)p(D) , respectively, where p(x) is the parity of x and p(D) is the parity of the operator D
(p(x) = i if x ∈ Ai¯). The expression (−1)x,y,z will stand for (−1)xy+xz+yz . The symbol [ , ] denotes the
supercommutator, i.e., [x, y] = xy − (−1)xy yx.
The superalgebra (A, ¯ ) is called structurable if
[Tz, Vx,y] = VTz(x),y − (−1)xzVx,T z¯(y), (1)
where
Tx(z) = xz + (−1)xzz(x− x¯),
Vx,y(z) = (xy¯)z + (−1)x,y,z(z y¯)x− (−1)xz+yz(zx¯)y.
In terms of identities, it is equivalent to the following:
(s, x, y) = −(−1)sx(x, s, y), (2)
(a,b, c) − (−1)c(a+b)(c,a,b) = (−1)ab(b,a, c) − (−1)a,b,c(c,b,a), (3)
Σa,b,c f (a,b, c,d) = 0, (4)
where s ∈ S , x, y ∈ A, a,b, c,d ∈ H ,
(x, y, z) = (xy)z − x(yz),
f (a,b, c,d) = 2
3
[[ab, c],d]− (−1)d(a+b+c)((d,ab, c) + (d,a,bc))
and the operator Σa,b,c acts by the permutations in S3 on a,b, c and by the sign rule for the
superalgebras (setting, for example, x1 = a, x2 = b, x3 = c; Σa,b,c(a(bc)) = a(bc) − (−1)bca(cb) +
(−1)c(a+b)c(ab) − (−1)a,b,cc(ba) + (−1)a(b+c)b(ca) − (−1)abb(ac)).
If we assume that all the elements in (A, ¯ ) are even, then we arrive at a structurable algebra
deﬁnition.
Examples. Below, we give some examples of structurable superalgebras and the classiﬁcation theorem
of structurable algebras.
• Unital associative superalgebra with superinvolution.
• Unital Jordan superalgebra with trivial superinvolution.
• A superalgebra of hermitian form.
Let (A, ¯ ) be an associative superalgebra with superinvolution ¯ , let W be a left A-module, and let h
be an A-hermitian superform on W , i.e., for a ∈ A, wi ∈ W ,
h(w1,w2) = (−1)w1w2h(w2,w1), h(aw1,w2) = ah(w1,w2).
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(a1,w1)(a2,w2) =
(
a1a2 + h(w1,w2), a¯1w2 + (−1)a2w1a2w1
)
.
If the superinvolution is nontrivial then it is easy to prove that this superalgebra is simple iff A is
simple and the form h is non-degenerate. If the superinvolution is trivial then it is easy to prove that
this superalgebra is simple iff A is simple, the form h is non-degenerate, and W = Aw0 for some
w0 ∈ W such that h(w0,w0) = 1.
Theorem. (See B. Allison [1], O.N. Smirnov [16].) Let (A, ¯) be a ﬁnite dimensional central simple structurable
algebra over a ﬁeld F of characteristic zero. Then, either (A, ¯) is isomorphic to one of the following:
• a central simple associative algebra with involution;
• a central simple Jordan algebra with trivial involution;
• an algebra of a non-degenerate hermitian form on amodule over a unital central simple associative algebra
with involution;
• the Smirnov algebra [17];
or there exists an extension P of F of degree 1 or 2 such that (A ⊗F P , ¯) is isomorphic as an algebra over P
to one of the following:
• (S1 ⊗P S2, ¯), where S1 and S2 are composition algebras over P , ¯ is the tensor product of the standard
involutions, and S1 or S2 is an octonion algebra;
• an algebra of an admissible triple over P .
The structure algebra. Let Der(A, ¯ ) be the set of superderivations of (A, ¯ ) that commute with ¯ . It
is easy to note that if x ∈ (A, ¯ ) and Tx(1) = 0 then x = 0. Therefore, T A ∩ Der(A, ¯ ) = 0 and we may
deﬁne
Sk(A, ¯) = T S ⊕ Der(A, ¯),
Str(A, ¯) = T A ⊕ Der(A, ¯).
Denote by Lx and Rx the operators of left and right multiplication on x, i.e., Lx(y) = xy, Rx(y) =
(−1)xy yx. If E ∈ EndF (A) then we deﬁne
Eδ = E + RE(1), Eε = E − T E(1)+E(1), E¯(x) = E(x¯).
If D ∈ Der(A, ¯ ) then Dδ = Dε = D¯ = D and
T δx (y) = xy + (−1)xy yx¯; T εx = −Tx¯; Tx(y) = x¯y − xy + (−1)xy yx¯.
Consequently, if E ∈ Str(A, ¯ ) then Eδ = Eδ and so Eδ stabilizes S and H .
Proposition 1.1. Let (A, ¯) be skew-alternative (i.e. it satisﬁes (2)) and C ∈ EndF (A). Then the following are
equivalent:
(1) C ∈ Sk(A, ¯);
(2) C¯ = C − LC(1) − RC and C(xy) = Cδ(x)y + (−1)xC xC(y);
(3) Cδ(xy¯) = C(x) y¯ + (−1)xC xC(y);
(4) [C, Vx,y] = VC(x),y + (−1)xC Vx,C(y) .
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LCδ (x) for x ∈ A and C ∈ Sk(A, ¯).
Corollary 1.3. If (A, ¯) is skew-alternative then
E(sx) = Eδ(s)x+ (−1)sE sEε(x)
for all E ∈ Str(A, ¯), s ∈ S, x ∈ A.
Corollary 1.4. Let (A, ¯) be a structurable superalgebra. Then
(1) [Ta, Tb] ∈ Sk(A, ¯) for all a,b ∈ H ;
(2) Str(A, ¯) is a Lie subsuperalgebra of EndF (A);
(3) ε restricts to a homomorphism of Str(A, ¯) that ﬁxes the elements of Sk(A, ¯) and satisﬁes T εa = −Ta for
a ∈ H ;
(4) Vx,y ∈ Str(A, ¯) for all x, y ∈ A;
(5) if E ∈ EndF (A) then E ∈ Str(A, ¯) iff
[E, Vx,y] = V E(x),y + (−1)xE Vx,Eε (y)
for all x, y ∈ A;
(6) the map A 	→ Aδ|S is a Lie superalgebra homomorphism of Str(A, ¯) into EndF (S);
(7) [E, LsLt] = LEδ (s)Lt + (−1)sE LsLEεδ(t) , where E ∈ Str(A, ¯), s, t ∈ S, and LS LS is an ideal of Str(A, ¯).
Allison–Kantor’s construction. Let InStr(A, ¯ ) be the subspace of EndF (A) spanned by {Vx,y:
x, y ∈ A}. If (A, ¯ ) is structurable then InStr(A, ¯ ) is an ideal in Str(A, ¯ ) containing LS LS .
For x, y ∈ A, deﬁne Dx,y ∈ EndF (A) by
Dx,y(z) = 1/3
[[x, y] + [x¯, y¯], z]+ (−1)x,y,z(z, y, x) − (−1)z(x+y)(z, x¯, y¯).
A simple calculation shows that for x, y ∈ A,
3Vx,y = T2xy−x¯ y¯+(−1)xy(xy+ y¯x¯) + 3Dx,y.
Lemma 1.5. Suppose (A, ¯) is skew-alternative. Then
(1) Ds,a = Da,s = 0 for a ∈ H, s ∈ S;
(2) Dx¯, y¯ = Dx,y for x, y ∈ A;
(3) Dx,y = −(−1)xy D y,x for x, y ∈ A.
Lemma 1.6. Suppose (A, ¯) is skew-alternative and satisﬁes (3). Then
[Tx, Ta] = 1
3
T [2x−x¯,a] + Dx,a,
[T y, Ts] = T [ y¯,s] + 3Dy,s
for x, y ∈ A, a ∈ H, s ∈ S.
Lemma 1.7. Suppose (A, ¯) is skew-alternative, satisﬁes (3), and [Ta, Tb] ∈ Sk(A, ¯) for all a,b ∈ H. Then
(1) Dx,y ∈ Der(A, ¯) for x, y ∈ A;
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Dxy,a + (−1)a(x+y)Dax,y + (−1)x(y+a)Dya,x = 0;
(3) if s ∈ S, x, y ∈ A then Dxy,s + (−1)s(x+y)Dsx,y + (−1)x(y+s)Dys,x = 0.
Let InDer(A, ¯ ) be the subspace in EndF (A) spanned by {Dx,y: x, y ∈ A}. Then
InStr(A, ¯) = T A ⊕ InDer(A, ¯).
Moreover, for all x, y ∈ A and D ∈ Der(A, ¯ ),
[D, Dx,y] = DD(x),y + (−1)xD Dx,D(y).
Therefore, if (A, ¯ ) is structurable then InDer(A, ¯ ) Der(A, ¯ ).
Put N = {(x, s): x ∈ A, s ∈ S}. Then, since the map E 	→ Eδ |S is a Lie superalgebra homomorphism,
N is a Str(A, ¯ )-module under the action E(x, s) = (E(x), Eδ(s)). Put
F(A, ¯) = N ⊕ Str(A, ¯) ⊕ N,
where N is F -isomorphic to N under a linear map n 	→ n . Deﬁne a superanticommutative operation
[ , ] on F(A, ¯ ) := N ⊕ Str(A, ¯ ) ⊕ N such that Str(A, ¯ )  F(A, ¯ ) and, for x, y ∈ A, s, r ∈ S , E ∈
Str(A, ¯ ):
[
E, (x, s)
]= (E(x), Eδ(s)),[
E, (x, s)
]= (Eε(x), Eεδ(s)),[
(x, s), (y, r)
]= (0, xy¯ − (−1)xy yx¯),[
(x, s), (y, r)
]= (0, xy¯ − (−1)xy yx¯),[
(x, s), (y, r)
]= −(−1)xr(rx,0) + Vx,y + LsLr + (sy,0).
Theorem 1.8. F(A, ¯) is a Lie superalgebra. Moreover, F(A, ¯) is Z-graded:
F(A, ¯) = F−2 ⊕ F−1 ⊕ F0 ⊕ F1 ⊕ F2,
F−2 = (0, S), F−1 = (A,0), F0 = Str(A, ¯), F1 = (A,0), F2 = (0, S).
To prove it we use the fact that the map
m + A + n 	→ n + Aε +m
is an automorphism of F(A, ¯ ) of period 2, and we also use the following two lemmas.
Lemma 1.9. For all x, y ∈ A, t, r, s ∈ S, E ∈ Str(A, ¯) we have:
(1) V εx,y = −(−1)xy V y,x, V δx,y(s) = x( y¯s) + (−1)s,x,y(sy)x¯;
(2) (LsLt)ε = −(−1)st Lt Ls , (LsLt)δ(r) = s(tr) + (−1)r,s,tr(ts);
(3) Eδ(xy¯ − (−1)xy yx¯) = (Ex) y¯ − (−1)y(E+x) y(Ex) − (−1)xy(Ey)x¯+ (−1)xE x(Ey).
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Lxy¯−(−1)xy yx¯Ls = (−1)x(y+s)V y,sx − (−1)ysVx,sy .
Put
K (A, ¯) = N ⊕ InStr(A, ¯) ⊕ N.
Then, since InStr(A, ¯ ) is an ideal of Str(A, ¯ ), K (A, ¯ ) is an ideal of F(A, ¯ ). More generally, suppose
D is any subalgebra of Der(A, ¯ ) containing InDer(A, ¯ ). Then T A ⊕ D is a subalgebra of Str(A, ¯ )
containing InStr(A, ¯ ). We put
K (A, ¯, D) = N ⊕ T A ⊕ D ⊕ N.
Then K (A, ¯ ) ⊆ K (A, ¯ , D) ⊆ F (A, ¯ ). Moreover, K (A, ¯ ) = K (A, ¯ , InDer(A, ¯ )) and F(A, ¯ ) =
K (A, ¯ ,Der(A, ¯ )).
Proposition 1.11. If B  (A, ¯) and E  InDer(A, ¯) are such that
DB,A ⊆ E ⊆
{
D ∈ InDer(A, ¯): DA ⊆ B}
then
I = {(x, s): x ∈ B, s ∈ B ∩ S}⊕ TB ⊕ E ⊕ {(x, s): x ∈ B, s ∈ B ∩ S} K (A, ¯).
Moreover, any ideal of K (A, ¯) is obtained in this way.
Theorem 1.12. K (A, ¯) is simple iff (A, ¯) is simple.
An invariant form on (A, ¯ ) is a supersymmetric bilinear form 〈 , 〉 on A satisfying
〈x¯, y¯〉 = 〈x, y〉, 〈zx, y〉 = (−1)xz〈x, z¯ y〉
for x, y, z ∈ A.
Denote by str the supertrace [11].
Theorem 1.13. Suppose (A, ¯) is a structurable superalgebra. Then 〈x, y〉 = str(Lxy¯+(−1)xy yx¯) is an invariant
form on (A, ¯). Moreover, if (A, ¯) is simple of characteristic 0 and dim A0¯ = dim A1¯ then the form is non-
degenerate.
The following proposition may be also derived from an analogous statement for structurable alge-
bras using the Grassmann enveloping.
Proposition 1.14. Suppose (A, ¯) is a structurable superalgebra. Then S is a Jordan triple supersystem and a
Malcev superalgebra with respect to the products:
{r, s, t} = r(st) + (−1)r,s,tt(sr), [s, t] = st − (−1)stts.
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In what follows, by sl2-triple we mean the three-dimensional split Lie subalgebra:
[h, f ] = −2 f , [e, f ] = h, [h, e] = 2e.
Denote by V j a standard irreducible module over sl2 of dimension 2 j+1. Following Allison’s proof [2],
we arrive at the following theorem.
Theorem 2.1. Let F be a ﬁeld of characteristic zero and L be a Lie superalgebra over F . Then there exists a struc-
turable superalgebra (A, ¯) and a subalgebra D ∈ Der(A, ¯) such that Inder(A, ¯) ⊆ D and L is isomorphic to
K (A, ¯, D) ⇔ L0¯ contains an sl2-triple which generates a subalgebra SL with the following properties:
(a) L is a direct sum of copies V 0, V 1 , and V 2 , considered as an SL-module with respect to the adjoint action;
(b) SL does not centralize nontrivial ideals of L.
Proof. The proof is analogous to the Allison proof, and we give only a sketch and a part of it needed
in what follows. Let L be a Lie superalgebra which contains such triple { f ,h, e}. Put F = ad( f ), H =
ad(h), E = ad(e). Then L is a sum of some SL-modules of the type V k = {v−k, . . . , v0, . . . , vk} with
the action
F v j = (k − j + 1)v j−1, Hv j = 2 jv j, Ev j = (k + j + 1)v j+1,
−k j  k, k = 0,1,2. (5)
Given j ∈ Z, denote by L j the eigenspace for H corresponding the value 2 j. By linearity, for j ∈ Z and
e j ∈ L j , we deﬁne σ ∈ Aut L by
σ(e j) = (−2) jeF e−EeF (e j).
By direct computation, we get
σ(v j) = (−1)k2 j v− j, −k j  k. (6)
By the hypothesis, L is a direct sum of copies V 0, V 1, and V 2. Let Lk be the sum of the summands
isomorphic to V k , k = 0,1,2. Then L = L2 ⊕ L1 ⊕ L0. Put
Lkj = Lk ∩ L j, k = 0,1,2, −k j  k,
A := L1, S := L21, H := L11, i.e., A = S ⊕ H .
Let ¯ be a linear mapping on A such that s¯ = −s for s ∈ S , and a¯ = a for a ∈ H . For all x, y ∈ A, deﬁne
a multiplication on A by the rule:
x · y = 1
4
E
([σ x, y¯] − [x,σ y¯])− 1
2
F [x, y¯]. (7)
With respect to this multiplication A becomes a structurable superalgebra with the unity 1 = 12 e.
Moreover, we have
s · x = −1
4
[Es,σ x], a · x = −[Fa, x] (8)
for all s ∈ S , a ∈ H , x ∈ A. 
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be characterized also as the sl2-triples {h, e, f } in L0¯ such that Spec adh|L ⊆ {−4,−2,0,2,4}. These
sl2-triples we call the admissible sl2-triples. A Lie superalgebra which may be constructed from a struc-
turable superalgebra by the Allison–Kantor construction will be denoted as AK -Lie superalgebra.
In what follows, we use notation for the Lie superalgebras from [11].
Lemma 2.2. Let G ∼= A(0,1) or G ∼= B(0,1). Then G contains no an admissible sl2-triple.
Proof. Let G ∼= A(0,1). It is easy to see that an admissible sl2-triple should lie in [G 0¯,G 0¯]. As is
known [11], in this case G 1¯ is the direct sum of two irreducible two-dimensional modules. Therefore,{±1} ⊆ Spec adh. The case G ∼= B(0,1) is considered analogously. 
Lemma 2.3. Let G be a classical simple Lie superalgebra such that G  A(0,1), B(0,1), B(0,2),C(3). Then G
contains an admissible triple.
Proof. In the case A(0,n) with n  2, we may choose as such triple the following one: e = eα + eβ ,
f = 2 fα + 2 fβ , h = [e, f ], where α is a root of short length. The cases A(n,n) with n  2, A(m,n)
with m = n, m > n, m = 1, P (n) and Q (n) are analogous.
In the case A(1,1), we may take e = e12 + e34, f = e21 + e43. The same happens with D(2,1,α).
The cases B(0,n) with n 2, B(m,n), D(m,n), and F (4) follow from [12].
In the case G(3), the proof repeats the argument of [2, Theorem 10] for G2 with the additional
remark that the weights of the 7-dimensional irreducible module over G2 are of the same shape as
the roots. 
Lemma 2.4. Given a structurable superalgebra A with the trivial involution, A is a Jordan superalgebra.
Proof. Since ab = (−1)abba, the supercommutativity follows. From Tx = Lx we obtain Vx,y = Lxy +
[Lx, L y]. Therefore, (1) may be written as
[
Lz, [Lx, L y]
]+ [Lz, Lxy] = Lzx·y + [Lzx, L y] − (−1)xzLx·zy − (−1)xz[Lx, Lzy].
If we rewrite the last identity in terms of the right multiplication operators, we get
Rx·yt − (−1)xy R y·xt − (−1)t,x,y Rt R y Rx + (−1)t(x+y)Rt RxR y + Rxy·t − (−1)t(x+y)Rt Rxy
= RxR y Rt + RxR yt − (−1)yt RxRt R y − (−1)xy R y RxRt − (−1)x(y+t)R yRt Rx
+ (−1)xy R y Rxt . (9)
Swapping x and y in (9), we obtain an identity which in sum with (9) gives
RxRt R y + (−1)t,x,y R y Rt Rx + (−1)ty Rxy·t = RxRty + (−1)y(x+t)R yRxt + (−1)xt Rt Rxy,
which is the second identity deﬁning the Jordan superalgebras. 
Lemma 2.5. Let (A, ¯) be a simple structurable superalgebra and G be a Lie superalgebra obtained from (A, ¯)
by Allison–Kantor’s construction. Then G  B(0,2).
Proof. Assume the contrary. Then dimG 0¯ = 10, dimG 1¯ = 4. Allison–Kantor’s construction gives a
Lie superalgebra with a 4-dimensional odd part only if dim A1¯ = 1 (since 1 ∈ A, dim A1¯  2 im-
plies dimG 1¯  6). Furthermore, if 0 = s ∈ S and s ∈ A1¯ then from the beginning of the proof of
[2, Theorem 10] it follows that dimG 1¯  5. If dim A0¯ = dim A1¯ = 1 then dimG 0¯ = dimG 1¯ = 3. If
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the case dim A0¯ = 3. If S = 0 then dimG 0¯  11. Therefore, the involution is trivial and A is a simple
Jordan superalgebra, which is impossible by the dimension argument. 
Corollary 2.6. Let (A, ¯) be a simple structurable superalgebra and G be a Lie superalgebra obtained from
(A, ¯) by Allison–Kantor’s construction. Then G  C(3).
Proof. It is easy to see that an admissible triple should lie in the even part of the subalgebra of type
⎛
⎜⎜⎝
0 0 x x1
0 0 x x1
x1 x′1 a b−x −x′ c −a′
⎞
⎟⎟⎠ ,
which is isomorphic to B(0,2). By Lemma 2.5, B(0,2) contains no admissible triples. 
In the following theorem, in the case H(n), we assume that the ﬁeld F contains an element ı such
that ı2 = −1.
Theorem 2.7. A Lie superalgebra of Cartan type over F is an AK -Lie superalgebra.
Proof. Consider the case L = W (n). Denote ∂
∂xk
by ∂k . Since W (n)0¯ contains gln [11], we may choose
an admissible triple as follows
h = 2(x1∂1 − x3∂3), e = x1∂2 + x2∂3, f = 2(x2∂1 + x3∂2).
Without loss of generality it suﬃces to verify that g ∈ Lα , where
g = xi1 . . . xis∂i, (10)
α ∈ {−2,−1,0,1,2}, xi1 . . . xis is an element of the Grassmann algebra Λ(n) = Λ(x1, . . . , xn), and Lα
is the eigenspace for h corresponding the value α. In what follows, if x = xi1 . . . xis ∈ Λ(n) then x j /∈ x
means that x jx = 0. By direct computation, it is easy to see the following inclusions:
x3 x¯∂1 ∈ L−2, x1 x¯∂3 ∈ L2,
x1x3 x¯∂1, x3 x¯∂ j, x¯∂1 ∈ L−1, x1x3 x¯∂3, x1 x¯∂ j, x¯∂3 ∈ L1,
x1 x¯∂1, x3 x¯∂3, x1x3x¯∂ j, x¯∂ j ∈ L0, (11)
where, in every case, j is an arbitrary index such that j = 1,3, and x¯ is an arbitrary element in Λ(n)
of the shape x¯ = xi1 . . . xis , x1, x3 /∈ x¯, j = 1, . . . , s, 0 s n − 2.
In the case S(n), we may choose the same triple. It suﬃces to show that h acts analogously on the
elements of the type
∂(xi1 . . . xis )
∂x
∂
∂x
+ ∂(xi1 . . . xis )
∂x
∂
∂x
.i j j i
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assume that i1 = 1, i2 = 3 otherwise we again arrive at (10). Thus, we come to the elements of the
type
α(xˆ1x3 . . .)∂3 + β(x1 xˆ3 . . .)∂1,
on which h acts as zero (note: [xk∂k, (xk . . .)∂k] = 0; as usually, the symbol xˆi denotes that xi is miss-
ing). In the case i = 1, j = 3 (and i = 3, j = 1 by symmetry), we analogously assume i1 = 1, i2 = 3
(otherwise, h acts in the required way), and [h, g] = −g . In the last case i = 1, j = 3, h acts on g as
required.
In the case S˜(n), the elements gi := ∂i − x1 . . . xn∂i replace the elements ∂i . Therefore, it suﬃces to
see the action of h on gi :
[h, gi] = ±gi (i = 1,3) and [h, gi] = 0 (i = 1,3).
In the case H(n), we may consider H˜(n), which contains H(n), and ﬁnd a required triple from
H(n) in H˜(n). As such triple we may take the following:
E = x1∂3 − x3∂1 + ı(x3∂2 − x2∂3), F = −x1∂3 + x3∂1 + ı(x3∂2 − x2∂3),
H = 2ı(x1∂2 − x2∂1).
We may choose the following basis in H˜(n):
n∑
i=1
∂(xi1 . . . xis )
∂xi
∂
∂xi
, 1 i1 < · · · < is  n.
It is easy to see that
fx :=
n∑
i=3
∂i(x)∂i ∈ L0 and gx :=
n∑
i=1
∂i(x1x2x)∂i ∈ L0
if x1, x2 /∈ x. Put ax := x∂1 −∑ni=3 x1∂i(x)∂i , bx := x∂2 −∑ni=3 x2∂i(x)∂i . Then
[H,ax + ıbx] = −2(ax + ıbx), [H,ax − ıbx] = 2(ax − ıbx).
Thus, Spec ad H = {0,±2}. 
Remark 2.8. We may also choose a “non-homogeneous” sl2-triple. For example, in the case W (n), we
may add f ∂3 to the element e, and 2 f ∂1 to f , where f ∈ Λ(n) and x2 /∈ f . As we shall see in the last
section, this choice gives a conjugated triple.
Summarizing, we get
Theorem 2.9. Let G be a simple ﬁnite dimensional Lie superalgebra over an algebraically closed ﬁeld of char-
acteristic zero such that G  A(0,1), B(0,1), B(0,2),C(3). Then G appears by Allison–Kantor’s construction
from a structurable superalgebra with the unity.
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In this section we give some examples of simple structurable superalgebras possessing the AK -Lie
superalgebras of Cartan type. We start from a simple Lie superalgebra of Cartan type G and construct
a simple structurable superalgebra AG using Theorems 2.1 and 2.7. In what follows, we use notation
of Theorem 2.1.
The case W (n). Applying the construction from Theorem 2.1 to the superalgebra W (n) and using
(11), we obtain a structurable superalgebra AW(n) with the basis
{x1x3x∂3, x1x∂k, x∂3},
where k is an arbitrary index such that k = 1,3 and x in every case is an arbitrary element in Λ(n)
of the shape x = xi1 . . . xis , i j = 1,3, j = 1, . . . , s, 0 s n− 2. It is easy to see that
dimAW(n) = n2n−2, dimAW(n)0¯ = dimAW(n)1¯,
AW(n)0¯ =
〈
x1x3x∂3, x1x∂k, y∂3: x ∈ Λ(n)0¯, y ∈ Λ(n)1¯
〉
.
Fix x = xi1 . . . xis ∈ Λ(n), i j = 1,2,3, j = 1, . . . , s, 0 s n − 3. Fix k = 4, . . . ,n. Put
e1 = x1x2x∂3, e2 = x1x3x∂3 − x1x2x∂2, e3 = x1x2x∂1 − 2x1x3x∂2 + x2x3x∂3,
e4 = x1x3x∂1 − x2x3x∂2, e5 = x2x3x∂1.
Note that ei = ei(x). Then we have the following action
Ee1 = 0, Ee2 = 2e1, Ee3 = 3e2, Ee4 = e3, Ee5 = e4,
Fe1 = e2, Fe2 = e3, Fe3 = 3e4, Fe4 = 2e5, Fe5 = 0.
In the notation of (5), we have
e1 ↔ v2, 2e2 ↔ v1, 2e3 ↔ v0, 4e4 ↔ v−1, 4e5 ↔ v−2.
Put
f1 = x1x3x∂3 + x1x2x∂2, f2 = −x1x2x∂1 + x2x3x∂3, f3 = −x1x3x∂1 − x2x3x∂2.
Then we have the following action
E f1 = 0, E f2 = f1, E f3 = f2,
F f1 = f2, F f2 = f3, F f3 = 0.
In the notation of (5), we have
f1 ↔ v1, 2 f2 ↔ v0, 2 f3 ↔ v−1.
Furthermore, 〈g := x1x2x∂1 + x1x3x∂2 + x2x3x∂3〉 is an one-dimensional module over SL.
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e′1 = x1x∂3, e′2 = x2x∂3 − x1x∂2, e′3 = x1x∂1 − 2x2x∂2 + x3x∂3,
e′4 = x2x∂1 − x3x∂2, e′5 = x3x∂1,
f ′1 = x2x∂3 + x1x∂2, f ′2 = −x1x∂1 + x3x∂3, f ′3 = −x2x∂1 − x3x∂2,
g′ = x1x∂1 + x2x∂2 + x3x∂3,
f ′′1 = x1x2x∂k, f ′′2 = x1x3x∂k, f ′′3 = x2x3x∂k,
f ′′′1 = x1x∂k, f ′′′2 = x2x∂k, f ′′′3 = x3x∂k,
g′′ = x1x2x3x∂k, g′′′ = x∂k.
Moreover,
x∂3 ↔ v1, −2x∂2 ↔ v0, 2x∂1 ↔ v−1,
x1x2x3x∂3 ↔ v1, −2x1x2x3x∂2 ↔ v0, 2x1x2x3x∂1 ↔ v−1.
From here, we see that S = 〈x1x3x∂3 − x1x2x∂2, x2x∂3 − x1x∂2〉 and dim S = 2n−2. From the action of
SL written above and (6) we obtain
σ(x1x2x3x∂3) = −4x1x2x3x∂1, σ (x1x3x∂3) = 4x1x3x∂1, σ (x1x2x∂2) = 4x2x3x∂2,
σ (x1x2x∂k) = −4x2x3x∂k, σ (x1x∂2) = 4x3x∂2, σ (x1x∂k) = −4x3x∂k,
σ (x2x∂3) = 4x2x∂1, σ (x∂3) = −4x∂1.
For x and k as above, we introduce the following notation:
ax = x1x∂2, a¯x = x2x∂3, bx = x∂3, ckx = x1x∂k,
ex = x1x2x∂2, e¯x = x1x3x∂3, fx = x1x2x3x∂3, gkx = x1x2x∂k.
Now, by (7) we arrive at the multiplication table in AW(n) as follows (the missing products of basis
elements either are zero or may be obtained by superinvolution):
axay = axy, axby = (−1)xbxy, axgky = (−1)xgkxy − fxk y, ax f y = fxy,
a¯xc
k
y = ckxy − e¯xk y, a¯xey = (−1)xexy, a¯xe¯ y = (−1)xe¯xy,
bxc
k
y = −axk y, bxey = −(−1)xaxy, bxgky = −(−1)xckxy + (−1)xexk y, bx f y = −e¯xy,
ckxc
j
y = −(−1)x g jxyk − gkx j y, ckxey = (−1)xgkxy, ckxe¯ y = fxy,
exey = −(−1)x fxy, (12)
where x, y are considered as elements in Λ(n − 3), xy denotes the product in Λ(n − 3), and xk = ∂x
∂xk
in Λ(n − 3).
We may see that AW(3)0¯ is an associative algebra with involution. However, AW(n)0¯ , n  4, is
not an associative algebra: it suﬃces to consider (ax, ciy, c
j
z) for n > 4 and (a1,bx4 , g
4
x4) with n = 4. It
is also easy to see that AW(3)1¯ is not an associative module over AW(3)0¯: (a1, f1,b1) = 0.
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to the even part. Observe also that AW(n) contains a subalgebra 〈ex, e¯x, fx, g jx〉 of dimension n2n−3
which is solvable of index 2.
Let Λ(n−3) =∑i0 Λ(n−3)i be the natural ﬁltration on Λ(n−3). Then it is also easy to see that
I = 〈ax, a¯x, c jx,by, ex, e¯x, g jx, f z: x ∈ Λ(n − 3)2, y ∈ Λ(n − 3)3, z ∈ Λ(n − 3)〉∩ AW(n)0¯
is a solvable ideal in AW(n)0¯ of index k, where k is the minimal integer such that 2k > n − 1, n > 4
(and I is Abelian when n = 3,4).
Put bxi = bi , c j1 = c j . Let SAW(n) = 〈a1, a¯1,bi, c j〉. Then dimSAW(n) = 2(n − 2), SAW(n) is a
simple non-associative structurable algebra with the unity e = 1/2(a1 + a¯1) and with the multiplica-
tion table:
a1 a¯1 b j c j
a1 a1 0 b j 0
a¯1 0 a¯1 0 c j
bi 0 bi 0 −δi ja1
ci ci 0 −δi j a¯1 0
where δi j is Kronecker’s delta. Thus, AW(n)0¯ = SAW(n)⊕ I , where SAW(n) is a simple structurable
algebra of hermitian form, SAW(n) = (E,W ) with E = Fa1 ⊕ F a¯1 and W = 〈b3, . . . ,bn〉⊕〈c3, . . . , cn〉.
We may consider AW(n)1¯ as a left (or right) module (or bimodule) over SAW(n)0¯ . For example,
considering it as a left module we may distinguish the submodule 〈b, c〉, where 〈b, c〉 =⊕∑ki=0 V2i if
n− 3= 2k (〈b, c〉 =⊕∑k+1i=0 V2i if n− 3= 2k+ 1) and Vi = 〈bx, cy: x ∈ Λ(n− 3)i−1, y ∈ Λ(n− 3)i〉 is
an irreducible left module of dimension Cn−2i . An analogous situation takes place with the submodule
〈g,h〉. Also we may consider the submodule 〈ay,dky, ey, f ky〉 and decompose it into the direct sum of
irreducible submodules.
Summarizing, taking into account Theorem 2.1 and the connection between simplicities of a struc-
turable superalgebra and its AK -Lie superalgebra we obtain the following
Theorem 3.1. AW(n), n  3, with the product given by (12), is a simple structurable superalgebra,
dimAW(n) = n2n−2 , dimAW(n)0¯ = dimAW(n)1¯ , dim S = 2n−2 . The AK -Lie superalgebra for AW(n)
is isomorphic to W (n), and AW(n)0¯ is the direct sum of a simple structurable subalgebra SAW(n) of hermi-
tian form, dimSAW(n) = 2(n − 2), and a solvable ideal of index  [log2(n − 1)].
The case S(n). Recall that S(n) is the linear span in W (n) of the elements of the shape
∂(xi1 . . . xis )
∂xi
∂
∂x j
+ ∂(xi1 . . . xis )
∂x j
∂
∂xi
.
Note that if Xn−1 is a base of S(n − 1), then Xn = Xn−1 ∪ xnXn−1 ∪ {x∂n: x ∈ Λ(n − 1)} ∪ Y , where Y
is a base of the space 〈xnx∂n − xix∂i: xi, xn /∈ x, x ∈ Λ(n − 1)〉. Now,
Y = {xnx∂n − x1x∂1: x1, xn /∈ x} ∪ {xnx1x∂n − x2x1x∂2: x1, x2, xn /∈ x}
∪ {xnx1x2x∂n − x3x1x2x∂3: x1, x2, x3, xn /∈ x} ∪ · · ·
∪ {xnx1x2 . . . xn−2∂n − xn−1x1x2 . . . xn−2∂n−1}.
Since the element H is the same as in the case W (n), we get LS1 = LW1 ∩ S(n), where
LW1 is the eigenspace for h with value 2. By formulaes (11), L
W
1 = {x1x3x∂3, x1x∂ j, x∂3: x ∈
Λ(n − 2), x1, x3 /∈ x, j = 1,3}. By [11], ∑ Pi∂i ∈ S(n) ⇔∑ ∂i(Pi) = 0, whence
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〈
x1x3x∂3 − x1x jx∂ j, x1x∂ j, x j /∈ x; x1xix∂i − x1x jx∂ j, xi, x j /∈ x; x∂3;
x ∈ Λ(n − 2), x1, x3 /∈ x, j = 1,3
〉
.
Clearly, the elements {x∂3, x1x∂ j} are linearly independent modulo others, and the set {x1x3x∂3 −
x1x jx∂ j: xi /∈ x} completes them to a base of LS1 . Thus, dimAS(n) = (n − 1)2n−2. Note that also we
may construct a base for AS(n) in the same way as it was done for S(n).
From here and (11) we see that x1x∂3, x1x2x∂3 ∈ S(n) ∩ L2. Therefore,
S = {x2x∂3 − x1x∂2, x1x3x∂3 − x1x2x∂2: x ∈ Λ(n − 3), x1, x2, x3 /∈ x}.
Note that E, F , H are the same as in the case W (n) and E, F , H ∈ S(n); the operator σ acts in the
same way, and thus AS(n) is a subsuperalgebra in AW(n). Put sex = e¯x − ex , hix = hx − f ixi x , gix =
e¯x − dixi x . Then we have the following base of AS(n):
{
ax,bx, cx, sex,h
i
y, g
i
y,d
i
y, f
i
y: xi /∈ y
}
,
and as above we assume that x, y ∈ Λ(n), x1, x2, x3 /∈ x, y,3 i  n. From (12) we obtain the multi-
plication table in AS(n) (putting se := e and writing nonzero products):
ax · ay = axy; ax · cy = (−1)xcxy; ax · hiy = hixy, xi /∈ x;
ax · f iy =
{
(−1)zhizy, x = xi z,
(−1)x f ixy, xi /∈ x;
bx · by = bxy; bx · ey = (−1)xexy; bx · giy = (−1)xgixy, xi /∈ x;
bx · diy =
{−gizy, x = xi z,
dixy, xi /∈ x;
cx · by = cxy; cx · ey = (−1)x+1axy;
cx · hiy =
{−exy, xi ∈ x,
−gixy, xi /∈ x;
cx · giy = (−1)x+1axy, xi ∈ x;
cx · diy = −azy, x = xi z; cx · f iy =
{
(−1)x(gizy − ezy), x = xi z,
(−1)x+1dixy, xi /∈ x;
ex · ay = exy; ex · cy = (−1)xbxy; ex · giy = (−1)xhixy, xi /∈ x;
ex · diy =
{−hizy, x = xi z,
f ixy, xi /∈ x;
hix · by = hixy, xi /∈ y; hix · cy = (−1)x+1
(
gixy − exy
)
, xi /∈ y;
gix · ay =
{ exy, xi ∈ y,
gi , xi /∈ y; g
i
x · cy =
{
(−1)x2bxy, xi ∈ y,
(−1)xb , x /∈ y; g
i
x · ey = (−1)xhixy, xi /∈ y;xy xy i
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{
(−1)xh jxy, xi /∈ y, x j /∈ x,
(−1)xhixy, xi /∈ y, x j ∈ x;
gix · d jy =
⎧⎪⎪⎨
⎪⎪⎩
2 f ixy, xi /∈ y, i = j,
f jxy, xi /∈ y, x j /∈ x,
hizy − h jzy, xi /∈ y, x = x j z;
dix · ay =
{
(−1)x(exz − gixz), y = xi z,
dixy, xi /∈ y;
dix · cy = −bx∂i(y);
dix · ey =
{
hixz, y = xi z,
(−1)x+1 f ixy, xi /∈ y;
dix · g jy =
⎧⎨
⎩
h jxz, y = xi z, x j /∈ x, hixz, y = xi z, x j ∈ x,
(−1)x f ixy, xi /∈ y, i = j, f i∂ j(x)x j y, xi /∈ y, i = j;
dix · d jy =
⎧⎪⎪⎨
⎪⎪⎩
(−1)x+1(hitz − h jtz), y = xi z, x = x jt,
(−1)x+1 f jxz, y = xi z, x j /∈ x,
− f i
∂ j(x)y
, xi /∈ y;
f ix · by =
{
(−1)x+1hixz, y = xi z,
f ixy, xi /∈ y;
f ix · cy =
{
exz − gixz, y = xi z,
(−1)xdixy, xi /∈ y.
Following this multiplication table we see that
I = {ax,bx, cz, ey,hit, giy,dix, f iy: z ∈ Λ(n)3, x ∈ Λ(n)2, y ∈ Λ(n)1, t ∈ Λ(n)}∩ AS(n)0¯
is a solvable ideal of the even part, and the quotient algebra AS(n)/I is the same as in the case
AW(n). Thus, we obtain the following
Theorem 3.2. AS(n),n 3, with the basis and the multiplication table given above, is a simple structurable
superalgebra, dimAS(n) = (n − 1)2n−2 , dim S = 2n−2 . The AK -Lie superalgebra for AS(n) is isomorphic
to S(n), and AS(n)0¯ is the direct sum of a simple structurable subalgebra SAW(n) of hermitian form and a
solvable ideal.
The case S˜(n), n is even. Recall that S˜(n) differs from S(n) by the elements ∂i − x1 . . . xn∂i , which
replace the elements ∂i , i = 1, . . . ,n. From here we see that AS˜(n) has the same base as AS(n)
with the element ∂3 − x1 . . . xn∂3 instead of ∂3. Therefore, in the multiplication table we only have to
replace c1 with C1 := c1− x1 . . . xn∂3 and then we have the following nonzero multiplications with C1:
ax · C1 =
{
C1, x = 1,
(−1)xcx, x = 1;
C1 · bx =
{
C1, x = 1,
cx, x = 1;
C1 · C1 = ex1...xn ; C1 · ex = ax; ex · C1 = (−1)xbx;
C1 · hix = −gix; hix · C1 = (−1)x
(
ex − gix
); gix · C1 = (−1)xbx;
C1 · f ix = dix; f ix · C1 = f ix.
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nor the structure of the simple part. Thus, we arrive at the following.
Theorem 3.3. AS˜(n), n 3, with the basis and the multiplication table given above, is a simple structurable
superalgebra, dimAS˜(n) = (n − 1)2n−2 , dim S = 2n−2 . The AK -Lie superalgebra for AS˜(n) is isomorphic
to S˜(n), and AS˜(n)0¯ is the direct sum of a simple structurable subalgebra SAW(n) of hermitian form and a
solvable ideal.
The case H(n). In this case we consider two choices for an sl2-triple in H(n). Recall that the canonical
base of H(n) consists of the elements of the type D f =∑i ∂ f∂xi ∂∂xi , where f ∈ Λ(n), f (0) = 0, f =
x1 . . . xn . In the H(n)-calculus, the following formulae is very useful
[D f , Dg] = D{ f ,g}, where { f , g} = (−1) f
∑
i
∂ f
∂xi
∂ g
∂xi
.
In what follows, we extensively use this formulae without mentioning this fact.
Jordan subcase. Take an sl2-triple in H(n) as in Theorem 2.7. We see that
J AH(n) :=
〈
hx := x∂1 − ıx∂2 −
n∑
i=3
(x1 − ıx2)∂i(x)∂i: x ∈ Λ(n − 2)
〉
,
dimJ AH(n) = 2n−2 and S = 0. By Lemma 2.4, J AH(n) is a Jordan superalgebra. In the case n = 4,
we may put
e = 1/2(−x3∂1 + ıx3∂2 + (x1 − ıx2)∂3), a = 1/2(x4∂1 − ıx4∂2 − (x1 − ıx2)∂4),
b = 1/2(∂1 − ı∂2), c = 1/2
(
x3x4∂1 − ıx3x4∂2 − (x1 − ıx2)(x4∂3 − x3∂4)
)
.
By (8), e is the unity in J AH(4) and the nonzero products of the basis elements are as follows:
a2 = −e, bc = −cb = −e,
whence J AH(4) is a simple Jordan superalgebra of bilinear form. In the case n > 4, we easily see
that I = 〈hx: x ∈ Λ(n− 2)3〉 ∩J AH(n)0¯ is a nonzero solvable ideal in J AH(n)0¯ . Therefore, J AH(n)
is isomorphic to the Jordan superalgebra of Poisson Grassmann brackets.
Non-Jordan subcase. Suppose that n  6 (for n  5, H(n) contains no sl2-triple determining a non-
Jordan superalgebra). Take the following sl2-triple in H(n):
H = −2ıDx5x2 + 2ıDx6x3 , E = Dx6x4 + Dx2x1 + ıDx5x1 + ıDx3x4 ,
F = Dx4x6 + Dx1x2 + ıDx5x1 + ıDx3x4 .
Denote Λ(x1, x4, x7, . . . , xn) by Λ′ . With respect to H , we have
L−4 =
〈
g′x := ıDx2x3x + Dx6x2x + Dx5x3x + ıDx5x6x: x ∈ Λ′
〉
,
L4 =
〈
gx := ıDx3x2x + Dx6x2x + Dx5x3x + ıDx6x5x: x ∈ Λ′
〉
,
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〈
a′x := Dx2x − ıDx5x, b′x := Dx3x + ıDx6x, c′x := Dx2x3x6x − ıDx5x3x6x,
d′x := Dx3x2x5x + ıDx6x2x5x: x ∈ Λ′
〉
,
L2 =
〈
ax := Dx2x + ıDx5x, bx := Dx3x − ıDx6x, cx := Dx2x3x6x + ıDx5x3x6x,
d′x := Dx3x2x5x − ıDx6x2x5x: x ∈ Λ′
〉
.
Thus, AH(n) = 〈ax,bx, cx,dx: x ∈ Λ′〉 and dimAH(n) = 2n−2.
Denote Λ(x7, . . . , xn) by Λ7. In what follows, y denotes some ﬁxed element in Λ7. We have the
following SL-module structure of H(n):
v2 v1 v0 v−1 v−2
gy 2(ax4 y − ıbx1 y) 2(Dx2x6 y + 2Dx4x1 y + Dx5x3 y) −2(a′x4 y + ıb′x1 y) g′y
gx1 y 2(ax4x1 y + dy) −2ı(Dx6x5x1 y + 2Dx5x2x4 y + Dx2x3x1 y) 2(a′x4x1 y − d′y) −g′x1 y
gx4 y −2ı(bx1x4 y + cy) 2ı(Dx4x2x3 y + 2Dx1x3x6 y + Dx5x4x6 y) 2ı(b′x1x4 y + c′y) −g′x4 y
gx1x4 y 2(ıcx1 y + dx4 y) −2(Dx2x4x6x1 y + 2Dx5x2x3x6 y + Dx5x4x3x1 y) 2(ıc′x1 y − d′x4 y) g′x1x4 y
v1 v0 v−1
ay −2Dx1 y −a′y
ax1 y 2ıDx5x2 y a
′
x1 y
ax4 y + ıbx1 y 2ı(Dx3x2 y + Dx5x6 y) a′x4 y − ıb′x1 y
−(ax1x4 y + dy) 2(Dx5x3x1 y + Dx6x1x2 y) a′x1x4 y + d′y
by 2ıDx4 y −b′y
bx4 y 2Dx3x6 y −b′x4 y
cy − bx1x4 y −2ı(Dx4x2x6 y + Dx4x5x3 y) c′y − b′x1x4 y
dx4 y − ıcx1 y 2ı(Dx4x2x3x1 y + Dx5x4x6x1 y) d′x4 y + ıc′x1 y
cx4 y −2Dx1x3x6x4 y −c′x4 y
cx1x4 y 2ıDx5x2x3x6x4 y c
′
x1x4 y
dx1 y 2ıDx4x2x5x1 y d
′
x1 y
dx1x4 y 2Dx6x3x2x5x1 y −d′x1x4 y
From here we see that the dimension of the space SAH(n) of skew-symmetric elements is equal
to 2n−4. Introduce a function φ on Λ(n) by the rule: φ(x) is equal to the entrance number of x1
and x4 in x (thus, the values of φ lie in {0,1,2}). To write down the multiplication table in AH(n)
(for nonzero products) we also use the following convention: the symbol θ denotes any of the letters
a,b, c,d; θx = 0 if x = 0; yk stands for ∂k(y); we replace xi ykxk by −yxi if xi ∈ x (and the index k
denotes an arbitrary index). Thus, we arrive at the following multiplication table in AH(n) (replacing
θx with 12 θx):
ax bx cx dx
ax1 y ayx (−1)y ıdykxk (−1)ycyx 0
bx4 y cykxk (−1)y+1ıbyx 0 (−1)y+1ıdyx
cx4 y (−1)ycx1x4 yx ıbx1x4 yx 0 ıdx1x4 yx
dx1 y ax1x4 yx (−1)y ıdx1x4 yx cx1x4 yx 0
ax4 y + ıbx1 y (−1)y ıbyx + dykxk −ıayx + (−1)ycykxk −ıdyx −ıcyx
ax4x1 y − dy (−1)y ıbx1 yx + dx1 ykxk (−1)y ıax1 yx − cx1 ykxk (−1)y+1ıdx1 yx (−1)y+1ıcx1 yx
cy − bx1x4 y (−1)y ıdx4 ykxk − bx4 yx (−1)y+1cx4 ykxk − ax4 yx dx4 yx cx4 yx
dx4 y − ıcx1 y (−1)ydx1x4 ykxk + ıbx1x4 yx (−1)ycx1x4 ykxk − ıax1x4 yx −ıdx1x4 yx ıcx1x4 yx
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cx1x4 y · ax = cx4 yx, cx1x4 y · bx = −dx1x4 yx, dx1x4 y · ax = −ıcx1 yx, dx1x4 y · bx = ıdx1 yx,
(−1)φ(x)ax (−1)φ(x)bx (−1)φ(x)+ycx (−1)φ(x)+ydx
ax4 y − ıbx1 y (−1)y ıbyx − dykxk (−1)y ıayx + dykxk −ıdyx −ıcyx
ax4x1 y + dy (−1)y+1ıbx1 yx + dx1 ykxk (−1)y+1ıax1 yx − cx1 ykxk ıdx1 yx ıcx1 yx
dx4 y + ıcx1 y (−1)y ıbx1x4 yx − dx1x4 ykxk ıax1x4 yx + cx1x4 ykxk −ıdx1x4 yx −ıcx1x4 yx
bx1x4 y + cy (−1)ybx4 yx + ıdx4 ykxk (−1)yax4 yx − ıcx4 ykxk −dx4 yx −cx4 yx
From the multiplication table we see that I = 〈ax,bx, cy,dy: |x|  3, |y|  1〉 is an ideal of the
even part of AH(n). If Ik = 〈ax,bx, cy,dy: |x|  k, |y|  k − 2〉, then Ik is a subalgebra in I and
I2k = I2k−1. Thus, I is a solvable ideal. A complementary subspace to I may be chosen as follows:
A = 〈axi ,bxi : i ∈ {1, . . . ,n} \ {2,3,5,6}〉, dim A = 2(n − 4). Denote axi by ai and bxi by bi . Then from
the multiplication table for AH(n) we obtain the multiplication table for A (A is a subalgebra in
AH(n)):
a1 a4 b1 b4 a j b j
a1 a1 a4 0 0 a j 0
a4 0 0 −ıa1 −ıa4 ıb j 0
b1 b1 b4 0 0 0 −a j
b4 0 0 −ıb1 −ıb4 0 −ıb j
a j a j 0 b j 0 −a1 −b1
b j 0 −ıa j 0 −ıb j ıa4 ıb4
where j is an arbitrary index in {7, . . . ,n} and all non-mentioned products are as usually assumed to
be zero (for example, ai · b j = 0 if i = j, i, j = 1,4).
We may equip A with a hermitian form:
(ai,ai) = −1, (bi,bi) = ıb4, (ai,bi) = ıa4, (bi,ai) = −b1.
It is easy to see that the mapping ¯ , which maps a4 into ıb1, b1 into −ıa4, and ﬁxes other basis
elements, is an involution on A′ := 〈a1,a4,b1,b4〉. The algebra A′ is a simple associative algebra with
the unity a1 + ıb4, and the formula x ◦ y = y · x for y ∈ M := 〈ai,bi: i = 7, . . . ,n〉 gives a structure of
an A-module on M . We see that M =⊕∑ni=7〈ai,bi〉 is the direct sum of two-dimensional irreducible
modules over A′ . Thus, A is a simple structurable algebra of hermitian form.
Finally, we get
Theorem 3.4. The superalgebra J AH(n), n  4, with the basis and the multiplication table given above, is
a simple structurable superalgebra, dimJ AH(n) = 2n−2 , S = 0. The AK -Lie superalgebra for J AH(n) is
isomorphic to H(n), and J AH(n) is a simple Jordan superalgebra of bilinear form if n = 4 and J AH(n) is a
simple Jordan superalgebra of Poisson Grassmann brackets when n > 4.
The superalgebra AH(n), n 4, with the basis and the multiplication table given above, is a simple struc-
turable superalgebra, dimAH(n) = 2n−2 , dim S = 2n−4 . The AK -Lie superalgebra for AH(n) is isomorphic
to H(n), and AH(n)0¯ is the direct sum of a simple structurable subalgebra of hermitian form and a solvable
ideal.
Corollary 3.5. Let G be a nontrivial Lie superalgebra of Cartan type. Then there exists a simple structurable
superalgebra AG with its AK -Lie superalgebra isomorphic to G such that the even part of AG is the direct
sum of a simple structurable subalgebra of hermitian form and a nonzero solvable ideal.
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First, we prove the following technical lemma.
Lemma 4.1. Let H =∑n−1i=1 γi(xi∂i − xi+1∂i+1), a1 = γ1 , ai = γi − γi−1 , i = 2, . . . ,n − 1, an = −γn−1 . Then
[H, xix j∂k] = (ai + a j − ak)xix j∂k
for all i, j,k ∈ {1, . . . ,n} such that i = j.
Proof. It may be given by direct computation. Consider, for example, the case k = i + 1.
If j = i+1 then [H, xixi+1∂i+1] = (γi −γi−1)xixi+1∂i+1 = aixixi+1∂i+1 (if i = 1 then we get γ1 = a1).
If j = i − 1 then
[H, xixi−1∂i+1] = (−γi−2 + 2γi − γi+1)xixi−1∂i+1 = (ai−1 + ai − ai+1)xixi−1∂i+1
(if i − 1= 1 then we obtain 2γ2 − γ3 = a1 + a2 − a3).
If j = i + 2 then
[H, xixi+2∂i+1] = (−γi−1 + 2γi − 2γi+1 + γi+2)xixi+2∂i+1 = (ai − ai+1 + ai+2)xixi+2∂i+1
(if i = 1 then we have 2γ1 − 2γ2 + γ3 = a1 − a2 + a3).
In other cases we may see that
[H, xix j∂i+1] =
(
γ j − γ j−1 + (−γi−1 + 2γi − γi+1)
)
xix j∂i+1 = (a j + ai − ai+1)xix j∂i+1
(if j = n then we get −γn−1 + (−γi−1 + 2γi − 2γi+1); if i = 1 then we obtain 2γ1 − γ2 + (γ j − γ j−1)).
The lemma is proved. 
A simple structurable superalgebra is called classical provided that its AK -Lie superagebra is of
classical type, and it is called a superalgebra of Cartan type provided that its AK -Lie superagebra is
of Cartan type. The classical ﬁnite dimensional structurable superalgebras over an algebraically closed
ﬁeld of characteristic 0 were classiﬁed by J. Faulkner [8]. Thus, Faulkner’s theorem and the following
theorem give the classiﬁcation of the simple ﬁnite dimensional structurable superalgebras over an
algebraically closed ﬁeld of characteristic 0.
Theorem 4.2. Let A be a simple ﬁnite dimensional structurable superalgebra of Cartan type over an alge-
braically closed ﬁeld of characteristic 0, which is not a Jordan superalgebra. Then the even part of A is the
direct sum of a simple structurable algebra of hermitian form and a solvable ideal, A possesses a natural ﬁltra-
tion, and A is isomorphic to one of the superalgebras AW(n),AS(n),AS˜(n), and AH(n).
Proof. Let G be an AK -Lie superalgebra for A with the standard ﬁltration G = ⊕n−1i=−1 Gi [11]. An
admissible sl2-triple lies in G 0¯ . Moreover, we may assume that it lies in [G0,G0] also. Indeed, it lies
in some Levi factor of G 0¯ , which is conjugated by an inner automorphism of G 0¯ (and, therefore, of G)
to the semisimple part [G0,G0] of G 0¯ . Thus, H belongs to a simple Lie algebra L, which is isomorphic
either to sln or to son [11]. It is known that H belongs to a Cartan subalgebra of L. By an inner
automorphism of L, which may be extended to an automorphism of G [10], we may assume that H
lies in an arbitrary ﬁxed Cartan subalgebra of L.
Consider the case G ∼= W (n), S(n), or S˜(n). In this case L ∼= sln under the mapping ψ : xi∂ j 	→
ei j . Thus, we may assume that H is a diagonal matrix of trace 0. Put H = ∑n−1i=1 γi(eii − ei+1i+1)
and  = {−4,−2,0,2,4}. Since our triple is admissible, therefore a1 = γ1 ∈ , ai = γi − γi−1 ∈ ,
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we have ai + a j − ak ∈  for all i, j,k ∈ {1, . . . ,n} such that i = j. Notice that
γ1 = a1, γ2 = a2 + a1, . . . , γn−1 = an−1 + · · · + a1.
Thus, all these conditions on ak give ai = ±4 for all i (if ai = ±4 for some i then a j = 0 for all
j = i (an ∈ ), whence H has no eigenspaces with respect to the eigenvalues ±2, i.e., A should be
zero). If there are three nonzero elements among ai then 2 and −2 should be among them, which
is impossible by Lemma 4.1. Therefore, there are only two nonzero elements among ai , which are of
different signs. Up to a permutation of the variables (i.e., up to an automorphism), we may assume
that H = 2(x1∂1 − x3∂3). It follows from Theorem 2.7 that there is an admissible triple containing H .
By Malcev’s theorem [14, Theorem 2], all sl2-triples with the ﬁxed “perpendicular” H are conjugated
by an inner automorphism of sln . Thus, we may assume that up to an automorphism an admissible
triple coincide with the sl2-triple of Theorem 2.7. Since the structurable superalgebras AW(n), AS(n),
and AS˜(n) were constructed using exactly this triple; therefore A is isomorphic to one of these
superalgebras in the case under consideration.
Consider the case G ∼= H(n). Let n = 2l (or n = 2l+1). Then the elements hk = ıDxkxk+l , k = 1, . . . , l,
form a base of a Cartan subalgebra in L [10]. Let k be the dual base to hk , i.e., k(h j) = δkj . Then we
have the following root system in G [10]:
{i1 + · · · + it −  j1 − · · · −  js : ir = ip, jr = jp, ir = jp, 0 t, s l}. (13)
Let H =∑li=1 γihi . Then from (13) we deduce:
γi + γ j ∈ , γi − γ j ∈ , γi ∈ 
for all i, j = 1, . . . , l. As before, we conclude that γi = ±4. Furthermore, it is clear that only two (or
one) of γi are nonzero.
If only one of γi is nonzero, then up to a permutation of the variables the admissible triple is
the triple from Theorem 2.7, which leads us (see Section 4) to the structurable superalgebra J AH(n)
being a Jordan one.
If γi = 2 and γ j = −2 for some i, j then up to a permutation of the variables and a conjugation the
admissible triple coincides with the triple in Section 4, which leads us to the structurable superalgebra
AH(n).
The cases γi = 2 and γ j = 2 (γi = −2 and γ j = −2) for some i, j may be obtain from the previous
case by a permutation of the variables. The theorem is proved. 
Corollary 4.3. Let A be a simple ﬁnite dimensional structurable superalgebra of Cartan type of characteristic 0,
which is not a Jordan superalgebra. Then A0¯ is the direct sum of a simple structurable subalgebra of hermitian
form and a nonzero solvable ideal.
Remark 4.4. The superalgebra AH(n) gives an example of a Lie superalgebra LH possessing two
isomorphic three-dimensional simple subalgebras with the same spectrum in LH which are not con-
jugated in LH.
Remark 4.5. Using an analogous technique we may also consider the non-unital structurable super-
algebras. In this case, we may apply Cantarini and Kac’s approach, ﬁnding a required triple in the
derivation algebra of an appropriate Lie superalgebra [5].
Remark 4.6. The authors are grateful to Professor J.R. Faulkner for the possibility to get acquainted
with his preprint and for the interesting discussion on the subject. After the main theorem of the
A.P. Pozhidaev, I.P. Shestakov / Journal of Algebra 323 (2010) 3230–3251 3251present article was proved, Professor J.R. Faulkner suggested another way of constructing the struc-
turable superalgebras of Cartan type [9]. This new approach is based on connection of the action of S4
on a Lie superalgebra with a structurable superalgebra [3,7].
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