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Introduzione
La demodulazione in un sistema digitale di telecomunicazione richiede
la conoscenza di alcuni parametri del segnale ricevuto, quali il periodo
di simbolo, l’offset di frequenza, lo shift di fase e, in molte applicazioni
in cui e` richiesto il controllo di potenza, l’ampiezza del segnale ricevuto.
Tali parametri devono essere accuratamente stimati per evitare severe
degradazioni delle prestazioni dei sistemi. In letteratura sono stati pro-
posti sia algoritmi detti data-aided, che recuperano i parametri di sin-
cronizzazione inviando una sequenza nota al ricevitore (fanno quindi un
uso non efficiente delle risorse), che algoritmi detti blind che utilizzano
informazioni legate alle statistiche del segnale. Molti algoritmi blind (o
non data-aided ) [3], [14], [25], [26], [27], [28], [29], utilizzano le proprieta`
di ciclostazionarieta` presentate dalla maggioranza dei segnali modulati.
I segnali ciclostazionari [9] hanno funzioni statistiche, quali la funzione
di autocorrelazione, i momenti e i cumulanti, che sono funzioni quasi
periodiche del tempo. Le frequenze delle espansioni in serie di Fourier
di tali funzioni quasi periodiche sono chiamate frequenze di ciclo e sono
legate a parametri come la frequenza della portante e il tasso di simbolo.
Ricercando le frequenze di ciclo del segnale ricevuto e` possibile stimare
i parametri utili per la sincronizzazione.
In un canale di comunicazione in cui ricevitore e trasmettitore sono
in moto fra loro, nel segnale ricevuto non e` presente soltanto lo shift
delle frequenze ma anche un fenomeno di scalatura temporale. Tale
fenomeno va portato in conto se il segnale ricevuto e` a larga banda.
In tal caso il canale di comunicazione si comporta come una trasfor-
mazione lineare-tempo-variante (LTV) [18], [19] riconducibile ad una
trasformazione lineare quasi periodicamente tempo variante (LAPTV)
se il fattore di scala ha valore unitario. In applicazioni sonar [38] il
segnale riflesso da un oggetto in moto con velocita` costante rispetto al
ricevitore e` modellato come un segnale a banda larga se il rapporto fra
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la velocita` dell’oggetto e quella di propagazione nel mezzo non e` molto
minore dell’unita`. Per un canale di comunicazione il modello a ban-
da larga diventa indispensabile se il prodotto della banda del segnale
per la durata dell’intervallo di osservazione non e` molto piu´ piccolo del
rapporto tra la velocita` radiale e la velocita` di propagazione nel mezzo.
Le odierne tecniche di telecomunicazione richiedono una banda sempre
maggiore per ottenere elevati bit rate e lunghi intervalli di osservazione
per gli algoritmi di stima ed egualizzazione in presenza di forti segnali
interferenti. Molti sono gli scenari in cui l’introduzione di un modello a
larga banda si e` rivelato di fondamentale importanza per modellare cor-
rettamente il fenomeno in esame. In [31] e` raccontato come la mancata
adozione di un modello a banda larga per il segnale ricevuto rischiasse
di compromettere la sorte della missione spaziale delle sonde Cassini e
Huygens. Nelle applicazione radar e sonar, dove il segnale analizzato e` di
energia, se si utilizza il modello di segnale a larga banda i parametri del
segnale sono stimati ricorrendo alla Wide-Ambiguity-Function (WAF)
[21]; nelle telecomunicazioni i segnali ricevuti e trasmessi nelle appli-
cazioni di sincronizzazione e stima sono modellati come ciclostazionari,
quindi ad energia infinita, rendendo impossibile l’uso della WAF.
Se il moto tra ricevitore e trasmettitore e` caratterizzato da un’ac-
celerazione non nulla, il segnale ricevuto non e` piu` ciclostazionario, ma
ciclostazionario generalizzato [17], [18], [19], [20]. Le funzioni statisti-
che delle serie temporali ciclostazionarie generalizate sono funzioni quasi
periodiche del tempo i cui sviluppi in serie di Fourier sono caratterizza-
ti da coefficienti e frequenze che sono funzioni dei vettori ritardo delle
serie temporali e l’unione, effettuata su tutti i possibili vettori ritardo,
delle frequenze dipendenti dal ritardo non e` sempre un insieme nume-
rabile. I segnali ciclostazionari rappresentano un caso particolare di
segnali ciclostazionari generalizzati in quanto le frequenze dello svilup-
po in serie di Fourier dei loro parametri statistici sono costanti. In molti
problemi di stima un segnale puo` essere modellato come ciclostazionario
o ciclostazionario generalizzato; infatti se l’intervallo di osservazione e`
incrementato per aumentare l’immunita` agli effetti del rumore e dell’in-
terferenza, puo` accadere che il modello ciclostazionario adottato per il
segnale in ingresso non sia piu` valido e, quindi, sia piu` corretto adottare
un modello ciclostazionario generalizato.
La tesi e` suddivisa in 7 capitoli. Nel Capitolo 1 il modello per
il segnale ricevuto a banda larga e` stato ricavato come evoluzione dal
2
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modello a banda stretta. Il Capitolo 2 e` dedicato alle proprieta` dei
segnali ciclostazionari. Nel Capitolo 3 e` descritta la classe dei segnali
ciclostazionari generalizzati. Nel Capitolo 4 sono descritte per via ana-
litica e numerica le proprieta` asintotiche di un algoritmo blind di stima
dei parametri di sincronizzazione che adotta un modello a banda stretta
per il segnale ricevuto. Nel Capitolo 5 e` presentato un algoritmo blind
che utilizza le proprieta` di ciclostazionarieta` del secondo ordine per sti-
mare i parametri di sincronizzazione del segnale ricevuto nelle ipotesi di
segnale a larga banda. Un algoritmo blind per la stima dell’ampiezza
delle fase, del Doppler shift e del fattore di scala per segnali circolari
e` presentato nel Capitolo 6. Nel Capitolo 7, infine, sono tracciate
le linee guida di una estensione degli algoritmi analizzati nei capitoli
precedenti al caso multi utente.
3
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Capitolo 1
Effetto Doppler
Un canale di comunicazione e` il mezzo fisico usato per collegare una
sorgente di informazione (il trasmettitore) ed un utente (il ricevitore).
Se x(t) e` il segnale trasmesso, esso e` espresso da
x(t) = Re
[
x˜(t)ejω0t
]
(1.1)
dove x˜(t) e` l’inviluppo complesso di x(t). Nel caso di moto relativo tra
trasmettitore e ricevitore, il segnale ricevuto e` dato da [7],[38]
y(t) = Re
[
x˜(t− τ(t))ejω0(t−τ(t))
]
. (1.2)
Il termine τ(t) e` noto in letteratura con l’epressione range delay ed e`
il ritardo tempo variante con cui un segnale trasmesso all’istante t −
τ(t) raggiunge il ricevitore all’istante t. Nella (1.2) sono stati trascurati
gli effetti selettivi in frequenza introdotti dal canale e l’espressione del
segnale ricevuto dipende solo dalle ipotesi sul moto relativo tra ricevitore
e trasmettitore.
Se il ricevitore e il trasmettitore sono entrambi fermi rispetto al
sistema di riferimento, si avra`
τ(t) = τ0 =
R0
c
(1.3)
con R0 distanza tra ricevitore e trasmettitore e c velocita` di propagazione
el mezzo. Il segnale ricevuto sara` allora
y(t) = Re
[
x˜(t− τ0)ejω0(t−τ0)
]
. (1.4)
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Se ricevitore e trasmettitore si muovono lungo la stessa direzione,
il ricevitore in moto con velocita` vx e il trasmettitore con velocita`
vy, (rispetto ad un sistema di riferimento opportuno), le loro posizioni
saranno descritte dalle seguenti equazioni [30]
X(t) = X0 + vxt, (1.5)
Y (t) = Y0 + vyt (1.6)
e la distanza e` data da
R(t) = Y (t)−X(t) = (Y0 −X0) + (vy − vx)t = R0 + (vy − vx)t. (1.7)
Un segnale trasmesso all’istante t−τ(t) raggiunge il ricevitore all’istante
t percorrendo una distanza pari a
cτ(t) = R(t− τ(t)) + vyτ(t) = R0 + (vy − vx)(t− τ(t)) + vyτ(t) (1.8)
da cui deriva
τ(t) =
R0
c− vx +
vy − vx
c− vx t. (1.9)
Sostituendo la (1.9) nella (1.2) si ottiene
y(t) = Re
{
x˜[st− τ(0)]ejω0(st−τ(0))
}
(1.10)
dove
s
4
=
c− vy
c− vx =
1− vy/c
1− vx/c (1.11)
e` detto fattore di scala. Se si assume che
vx ¿ c (1.12)
e
vy ¿ c (1.13)
allora per il fattore di scala s si ha
s =
1− vy/c
1− vx/c
∼= (1− vy
c
)(1 +
vx
c
) ∼= 1− vy − vx
c
= 1− v
c
(1.14)
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dove
v
4
= vy − vx. (1.15)
In molte applicazioni il valore di s puo` essere assunto unitario e il ritardo
massimo che si trascura per un segnale di durata T e` [7],[38]
(1− sT ) ' v
c
T. (1.16)
Per un segnale di banda B l’inviluppo complesso non cambia in
maniera apprezzabile in un intervallo di durata 1/B. Pertanto, l’errore
espresso dalla (1.16) e` trascurabile se
BT ¿ c
v
. (1.17)
Se vale la (1.17) l’espressione del segnale ricevuto diventa
y(t) = Re
{
x˜ (t− τ0) ejω0[(1−
v
c )t−τ0]
}
(1.18)
dove, nell’ipotesi (1.12), si e` posto
τ(0) ∼= τ0. (1.19)
Consideriamo l’espressione dell ’esponente presente nella (1.18)
ω0
[(
1− v
c
)
t− τ0
]
. (1.20)
Definendo lo scostamento Doppler (Doppler shift)
ωd
4
= ω0
v
c
(1.21)
la (1.20) diventa
(ω0 − ωd)t− ω0τ0. (1.22)
Sostituendo la (1.22) nella (1.18) si ha
y(t) = Re
{
x˜(t− τ0)ej(ω0−ωd)(t−τ0)
}
. (1.23)
Molti algoritmi di sincronizzazione e di egualizzazione necessitano di
intervalli di osservazione relativamente lunghi. Inoltre, applicazioni ad
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elevati bit rate richiedono segnali a banda sempre piu` ampia; in queste
ipotesi la condizione epressa dalla (1.17) non e` soddisfatta e il segnale
ricevuto presenta un fattore di scala a valore non unitario. Si utilizza in
tal caso il modello a banda larga (Wide-band) per il segnale ricevuto:
y(t) = Re
[
x˜ (st− τ0) ej(ω0−ωd)(t−τ0)
]
. (1.24)
E` possibile estendere il discorso sulla caratterizzazione di un canale
Doppler introducendo la sua risposta impulsiva
h(t, u)
4
= δ(u− t+ τ(t)). (1.25)
Lo sviluppo in serie di Taylor del termine τ(t) e` [15]
τ(t) = d0 + d1t+ d2t2 + .... (1.26)
In molte applicazioni si puo` considerare lo sviluppo arrestato al secondo
ordine. Nel caso di assenza di moto tra ricevitore e trasmettitore i
termini d0, d1 e d2 si ricavano dalla (1.3) e sono
d0 = R0/c, (1.27)
d1 = d2 = 0. (1.28)
Se si ha velocita` relativa costante v tra ricevitore e trasmettitore dalla
(1.9) si ricavano
d0 =
R0
c
, (1.29)
d1 =
v
c
, (1.30)
d2 = 0. (1.31)
Nel caso di ricevitore in moto rispetto al trasmettitore con accelerazione
uniforme a e velocita` iniziale v0 si ha che la distanza che il segnale
trasmesso all’istante t− τ(t) deve percorrere e`
R(t) = R0 + v0t+
1
2
at2 = cτ(t) (1.32)
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da cui derivano i termini dello sviluppo in serie di τ(t)
d0 =
R0
c
, (1.33)
d1 =
v0
c
(1.34)
e
d2 =
a
2c
. (1.35)
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Capitolo 2
Segnali Ciclostazionari
I segnali ciclostazionari (cyclostationary processes)[9], [10] sono segnali
che hanno parametri probabilistici, come la funzione di autocorrelazione,
i momenti, i cumulanti, che sono funzioni periodiche del tempo. In natu-
ra molti fenomeni fisici, in cui sono presenti periodicita`, sono all’origine
di processi temporali per i quali il modello ciclostazionario puo` essere
correttamente utilizzato. Ad esempio: nell’astronomia, le periodicita`
sono dovute ai moti di rivoluzione e rotazione dei pianeti; nelle co-
municazioni, elaborazioni sui segnali, come la modulazione, il campio-
namento, la codifica e il multiplexing, danno luogo a serie temporali
ciclostazionarie.
Nei prossimi paragrafi le proprieta` statistiche dei segnali ci-
clostazionari saranno analizzate adottando un approccio fraction-of-time
(FOT) [9], [12], alternativo a quello classico stocastico, in cui i segnali
sono modellati come singole funzioni del tempo (serie temporali) e non
come realizzazioni di un processo stocastico. Tale approccio e` molto
utile quando un insieme di realizzazioni non esiste e viene introdotto
artificialmente. Nell’approccio FOT i parametri statistici sono definiti
attraverso medie temporali su intervalli infiniti e non come medie d’in-
sieme su processi stocastici. Partendo dalle serie temporali, nel prossi-
mo paragrafo saranno introdotti concetti probabilistici classici operando
nell’approccio FOT.
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2.1 Serie temporali
L’approccio FOT si basa sulla decomposizione delle funzioni di una serie
temporale nella sua componente quasi periodica (eventualmente nulla)
e di un termine residuo; si avra` quindi
x(t)
4
= xap(t) + xr(t) (2.1)
dove xap(t) e xr(t) sono rispettivamente una funzione quasi periodica e
un termine residuo privo di componenti sinusoidali additive〈
xr(t)e−j2piαt
〉
t
≡ 0, ∀α ∈ R. (2.2)
L’operatore di estrazione della componente quasi periodica E{α}{x(t)}
e` definito come l’operatore che estrae tutte le componenti additive
sinusoidali presenti nel suo argomento
E{α}{x(t)} 4= xap(t). (2.3)
Sia x(t), t ∈ R una serie temporale tempo-continuo a valori reali, si
assuma che l’insieme Γ1 delle frequenze della componente quasi periodica
della funzione 1{x(t)≤ξ} sia numerabile per ogni valore di ξ, dove
1{x(t)≤ξ}
4
=
{ 1, t : x(t) ≤ ξ
0, t : x(t) > ξ
(2.4)
e` la funzione indicatrice dell’insieme {t ∈ R : x(t) ≤ ξ}.
Si puo` dimostrare che la funzione di ξ
F
{α}
x(t) (ξ)
4
= E{α}{1{x(t)≤ξ}} (2.5)
e` una valida funzione di distribuzione cumulativa (esclusa la proprieta`
di continuita` a destra). Infatti, assume valori nell’intervallo [0, 1], e` non
decrescente e si ha
F
{α}
x(t) (−∞) = 0 (2.6)
F
{α}
x(t) (+∞) = 1. (2.7)
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La sua derivata rispetto a ξ, f{α}x(t)(ξ), e` una valida funzione di densita` di
probabilita`. Se g(·) e` una funzione che soddisfa opportune proprieta` di
regolarita`, si ha
E{α}{g(x(t))} =
∫
R
g(ξ)f{α}x(t)(ξ)dξ (2.8)
che rivela che l’operatore di estrazione della componente quasi periodica
E{α} e` l’ operatore di media rispetto alla distribuzione F {α}x(t) (ξ) per le
serie temporali x(t). Per un segnale x(t) quasi periodico si ha
E{α}{x(t)} 4= x(t) (2.9)
cioe` i segnali quasi periodici sono deterministici nell’approccio FOT.
La caratterizzazione del secondo ordine di un segnale x(t) reale puo`
essere ottenuta usando nuovamente l’operatore di estrazione della com-
ponente quasi periodica come operatore di media. Si assuma che l’in-
sieme Γ2 delle frequenze della componente quasi periodica della funzione
1{x(t+τ)≤ξ1}1{x(t)≤ξ2} sia numerabile per ogni valore di ξ1, ξ2 e τ : allora
la funzione di ξ1, ξ2
F
{α}
x(t+τ)x(t)(ξ1, ξ2)
4
= E{α}
{
1{x(t+τ)≤ξ1}1{x(t)≤ξ2}
}
(2.10)
e` una valida funzione di distribuzione cumulativa congiunta del secondo
ordine per ogni fissato t e τ (esclusa la proprieta` di continuita` a destra
rispetto a ξ1 e ξ2). Inoltre, la derivata del secondo ordine della (2.10),
rispetto a ξ1 e ξ2, denotata da f
{α}
x(t+τ)x(t)(ξ1, ξ2), e` una valida funzione
di distribuzione di probabilita` congiunta del secondo ordine.
Si puo` dimostrare che la funzione
Rx(t, τ)
4
= E{α}{x(t+ τ)x(t)}
=
∫
R2
ξ1ξ2f
{α}
x(t+τ)x(t)(ξ1, ξ2)dξ1dξ2 (2.11)
e` una valida funzione di autocorrelazione.
Generalizzando le (2.5),(2.10) e` possibile una caratterizzazione
statistica completa di ordine N considerando la funzione
13
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F
{α}
x(t+τ1),...,x(t+τN−1),x(t)
(ξ1, . . . , ξN−1, ξN )
4
= E{α}
{
1{x(t+τ1)≤ξ1} · · ·1{x(t+τN−1)≤ξN−1}1{x(t)≤ξN}
}
(2.12)
che e` una valida distribuzione cumulativa congiunta di ordine N
(esclusa la proprieta` di continuita` a destra rispetto a ξ1, . . . , ξN ),
per ogni fissato valore di t e τ1, . . . , τN−1, nell’ipotesi che l’insieme
ΓN delle frequenze della componente quasi periodica della funzione
1{x(t+τ1)≤ξ1} · · ·1{x(t+τN−1)≤ξN−1}1{x(t)≤ξN} sia numerabile (per ogni
valore ξ1, . . . , ξN , τ1, . . . , τN−1).
2.2 Ciclostazionarieta` del secondo ordine
Se x(t) e` una serie temporale a valori reali, si ha che
Rx(t, τ) =
∑
α∈A
Rαx(τ)e
j2piαt (2.13)
con A insieme numerabile dove la funzione
Rαx(τ)
4
=
〈
x(t+ τ)x(t)e−j2piαt
〉
t
(2.14)
e` la funzione di autocorrelazione ciclica alla frequenza di ciclo α (α ∈ R).
La classificazione del tipo di non stazionarieta` di una serie temporale
puo` essere fatta sulla base degli elementi contenuti nell’insieme A. Se
l’insieme contiene frequenze di ciclo α incommensurabili, la serie tempo-
rale x(t) e` detta quasi ciclostazionaria in senso lato (wide sense almost
cyclostationary (ACS). Nel caso in cui A ≡ {k/T0}k∈Z la serie temporale
x(t) e` detta ciclostazionaria in senso lato (wide sense cyclostationary).
Infine, se l’insieme A contiene il solo elemento α = 0 la serie temporale
x(t) e` detta stazionaria in senso lato (wide sense stationary).
Consideriamo la caratterizzazione in senso lato del secondo ordine
nel dominio della frequenza delle serie temporali ACS introducendo la
funzione di correlazione spettrale
14
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Sx(f1, f2)
4
= lim
∆f→∞
lim
T→∞
1
T
∫ T/2
−T/2
X1/∆f (t, f1)X
∗
1/∆f (t, f2)dt
=
∑
α∈A
Sαx (f1)δ(f2 − f1 + α) (2.15)
il suo supporto nel piano (f1, f2) e` costituito da linee parallele con
pendenza unitaria.
La funzione
Sαx (f)
4
= lim
∆f→∞
lim
T→∞
1
T
∫ T/2
−T/2
∆fX1/∆f (t, f)X
∗
1/∆f (t, f − α)dt (2.16)
e` detta spettro ciclico o funzione di densita` di correlazione spettrale alla
frequenza di ciclo α e rappresenta la correlazione fra due componenti
spettrali alle frequenze di ciclo f e f − α quando la banda tende a zero
dove
X1/∆f (t, f)
4
=
∫ t+ 1
2∆f
t− 1
2∆f
x(s)ej2pifsds. (2.17)
Vale la relazione di Wiener ciclica
Sαx (f) =
∫
R
Rαx(τ)e
−j2pifτdτ (2.18)
che lega lo spettro ciclico all’autocorrelazione ciclica.
Per α = 0 lo spettro ciclico si riduce allo spettro di potenza. Nel
caso di segnali stazionari non esiste alcuna correlazione fra componenti
spettrali distinte, cioe` si ha
Sx(f1, f2) = S0x(f1)δ(f2 − f1). (2.19)
2.2.1 Serie temporali a tempo discreto
La caratterizzazione statistica delle serie temporali a tempo discreto
(sequenze temporali) nell’approccio FOT puo` essere fatta introducendo
l’operatore di estrazione della componente quasi periodica a tempo di-
screto E{eα}(·) che e` definito in maniera analoga al caso tempo continuo.
E’ possibile, quindi, (considerando la sola caratterizzazione del secon-
do ordine), introdurre una valida funzione di distribuzione congiunta
15
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per ogni n,m (eccetto per la proprieta` di continuita` a destra rispetto a
ξ1, ξ2)
F
{eα}
x(n+m)x(n)(ξ1, ξ2)
4
= E{eα} {1{x(n+m)≤ξ1}1{x(n)≤ξ2}} (2.20)
nelle ipotesi in cui l’insieme Γ˜2 delle frequenze della componente quasi
periodica della funzione di n 1{x(n+m)≤ξ1}1{x(n)≤ξ2} e` numerabile per
ogni valore di ξ1, ξ2 e m. In maniera analoga al caso tempo continuo, la
derivata rispetto a ξ1 e ξ2 della (2.20), denotata da f
{eα}
x(n+m)x(n)(ξ1, ξ2),
e` una valida funzione di densita` di probabilita` congiunta del secondo
ordine.
Introduciamo ora la funzione di autocorrelazione
R˜x(n,m)
4
= E{eα}{x(n+m)x(n)}
=
∫
R2
ξ1ξ2f
{eα}
x(n+m)x(n)(ξ1, ξ2)dξ1dξ2
=
∑
eα∈ eAR
eα
x(m)e
j2pieαn (2.21)
con
A˜
4
=
{
α˜ ∈ [−1/2, 1/2) : R˜eαx(m) 6= 0} (2.22)
insieme numerabile e la funzione
R˜eαx 4= lim
N→∞
1
2N + 1
N∑
n=−N
x(n+m)x(n)e−j2pieαn (2.23)
che e` la funzione di autocorrelazione ciclica a tempo discreto alla
frequenza di ciclo α˜.
La (2.21) e` periodica in α˜ di periodo 1; la somma nella (2.21) puo`
essere estesa all’insieme
A˜1
4
= {α˜ ∈ [0, 1) : R˜eαx(m) 6= 0}. (2.24)
Se l’insieme A˜ contiene frequenze di ciclo α˜ incommensurabili, la
sequenza e` detta quasi ciclostazionaria in senso lato; se A˜1 ≡
{0, 1/N0, . . . , (N0−1)/N0} per qualche intero N0, allora la sequenza x(n)
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e` ciclostazionaria in senso lato; se l’insieme A˜ contiene il solo elemento
α˜ = 0, allora la sequenza e` stazionaria in senso lato.
Lo spettro ciclico o la funzione di densita` di correlazione spettrale
alla frequenza di ciclo α˜ e` dato da
S˜eαx (ν) 4= lim
∆ν→∞
lim
N→∞
1
2N + 1
N∑
n=−N
∆νXb1/∆νc(n, ν)X∗b1/∆νc(t, ν − α˜)
(2.25)
dove
X2M+1(n, ν)
4
=
n+M∑
k=n−M
x(k)e−j2pikν (2.26)
con l’operatore b·c che seleziona l’intero dispari piu` vicino e con ∗ che
rappresenta l’operazione di coniugazione complessa.
Vale, come nell’analisi a tempo continuo, la relazione di Wiener ciclica
S˜eαx (ν) = ∑
m∈Z
R˜eαx(m)e−j2piνm (2.27)
che lega lo spettro ciclico all’autocorrelazione ciclica.
2.3 Segnali complessi
Data una serie temporale x(t) a tempo continuo e a valori complessi, una
caratterizzazione in senso lato (limitata al secondo ordine) puo` essere
fatta introducendo i due momenti del secondo ordine
Rxx∗(t, τ)
4
= E{α}{x(t+ τ)x∗(t)}
=
∑
α∈Axx∗
Rαxx∗(τ)e
j2piαt (2.28)
Rxx(t, τ)
4
= E{β}{x(t+ τ)x(t)}
=
∑
β∈Axx
Rβxx(τ)e
j2piβt (2.29)
che sono dette funzioni di autocorrelazione e funzione di autocorre-
lazione coniugata, rispettivamente.
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I coefficienti dello sviluppo in serie di Fourier
Rαxx∗(τ)
4
= 〈x(t+ τ)x∗(t)e−j2piαt〉t (2.30)
Rβxx(τ)
4
= 〈x(t+ τ)x(t)e−j2piβt〉t (2.31)
sono detti funzione di autocorrelazione ciclica alla frequenza di ciclo α
e funzione di autocorrelazione ciclica coniugata alla frequenza di ciclo
coniugata β, rispettivamente.
Le trasformate di Fourier della funzione di autocorrelazione ciclica e
della funzione di autocorrelazione ciclica coniugata
Sαxx∗(f)
4
=
∫
R
Rαxx∗(τ)e
−j2pifτdτ (2.32)
Sβxx(f)
4
=
∫
R
Rβxx(τ)e
−j2pifτdτ (2.33)
sono dette spettro ciclico e spettro ciclico coniugato, rispettivamente.
Una serie temporale x(t) a valori complessi e` detta circolare se la
funzione di autocorrelazione coniugata e` nulla [32].
2.4 Trasformazioni lineari quasi periodicamen-
te tempo varianti
Una trasformazione lineare tempo variante, caratterizzata dalla risposta
impulsiva h(t, u), presenta la seguente relazione ingresso-uscita:
y(t) =
∫
R
h(t, u)x(u)du. (2.34)
Molte elaborazioni compiute sui segnali, come la modulazione e il cam-
pionamento, sono trasformazioni lineari quasi periodicamente tempo
varianti (linear almost-periodically time-variant(LAPTV)); esse hanno
la proprieta` di introdurre nuove periodicita` trasformando un segna-
le stazionario in uno ciclostazionario ed un segnale ciclostazionario in
uno quasi ciclostazionario. La risposta impulsiva di una trasformazione
LAPTV e` sviluppabile in serie di Fourier
h(t, u) =
∑
σ∈G
hσ(t− u)ej2piσu (2.35)
18
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con G insieme numerabile.
Per l’uscita y(t) corrispondente ad un ingresso x(t) valgono le
seguenti relazioni
y(t) =
∑
σ∈G
hσ(t)⊗ [x(t)ej2piσu] (2.36)
=
∑
σ∈G
[gσ(t)⊗ x(t)]ej2piσu (2.37)
dove
gσ(t)
4
= hσ(t)ej2piσu (2.38)
dalle quali segue che una trasformazione LAPTV e` equivalente ad un fil-
traggio lineare tempo invariante della versione traslata in frequenza del-
l’ingresso (frequency shift filtering (FRESH)) o, in maniera equivalente,
ad una traslazione in frequenza della versione dell’ingresso elaborata da
un filtro tempo invariante.
2.4.1 Relazioni ingresso-uscita in termini di statistiche
cicliche
Date due serie temporali ACS xi(t), i = 1, 2, t ∈ R a valori complessi,
la ciclostazionarieta` congiunta puo` essere caratterizzata dalla funzione
di mutua correlazione (coniugata) del secondo ordine
R
x1x
(∗)
2
(t, τ)
4
= E{α}{x1(t+ τ)x(∗)2 (t)}
=
∑
α∈A12
Rα
x1x
(∗)
2
(τ)ej2piαt (2.39)
dove (∗) indica una coniugazione opzionale, la funzione
Rα
x1x
(∗)
2
(τ)
4
=
〈
x1(t+ τ)x
(∗)
2 (t)e
−j2piαt
〉
t
(2.40)
e` la mutua correlazione ciclica (coniugata) fra x1 e x2 alla frequenza di
ciclo α e
A12
4
= {α ∈ R, Rα
x1x
(∗)
2
(τ) 6= 0} (2.41)
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e` un insieme numerabile. Se A12 contiene almeno un elemento non nullo,
le due serie temporali sono dette congiuntamente ciclostazionarie.
Dati due sistemi lineari LAPTV con risposte impulsive hi(t, u), i =
1, 2, dalla (2.35) si ricava
hi(t, u) =
∑
σi∈Gi
hσi(t− u)e(j2piσiu) i = 1, 2. (2.42)
La mutua correlazione (coniugata) delle uscite
yi(t) =
∫
R
hi(t, u)xi(u)du i = 1, 2 (2.43)
e` data da
R
y1y
(∗)
2
(t, τ)
4
= E{α}{y1(t+ τ)y(∗)2 (t)}
=
∑
α∈A12
∑
σ1∈G1
∑
σ2∈G2
[
Rα
x1x
(∗)
2
(τ)ej2piσ1τ
]
⊗
τ
r
α+σ1+(−)σ2
σ1σ2(∗) (τ) e
j2pi(α+σ1+(−)σ2)t (2.44)
dove
⊗
τ
indica la convoluzione rispetto a τ e
rγ
σ1σ
(∗)
2
(τ)
4
=
∫
R
hσ1(τ + s)h
(∗)
σ2 (s)e
−j2piγsds. (2.45)
Si avra` quindi
Rβ
y1y
(∗)
2
(τ)
4
=
〈
y1(t+ τ)y
(∗)
2 (t)e
−j2piβt
〉
t
=
∑
σ1∈G1
∑
σ2∈G2
[
R
β−σ1−(−)σ2
x1x
(∗)
2
(τ)ej2piσ1τ
] ⊗
τ
rβσ1σ2(∗)(τ)
(2.46)
Sβ
y1y
(∗)
2
(f)
4
=
∫
R
Rβ
y1y
(∗)
2
(τ)e−j2pifτdτ
=
∑
σ1∈G1
∑
σ2∈G2
S
β−σ1−(−)σ2
x1x
(∗)
2
(f − σ1)Hσ1(f)H(∗)σ2 ((−)(β − f))
(2.47)
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dove
Hσ1(f)
4
=
∫
R
fσ1(τ)e
−j2pifτdτ. (2.48)
Nelle (2.46), (2.47) il segno meno opzionale (−) e` legato alla coniugazione
opzionale (∗).
Le (2.46), (2.47), nel caso in cui x1 = x2 = x, h1 = h2 = h, e
y1 = y2 = y ed e` presente la coniugazione, diventano :
Rβyy∗(τ) =
∑
σ1∈G1
∑
σ2∈G2
[
Rβ−σ1+σ2x1x∗2 (τ)e
j2piσ1τ
] ⊗
τ
rβ12(τ)
(2.49)
Sβy1y∗2
(f) =
∑
σ1∈G1
∑
σ2∈G2
Sβ−σ1+σ2x1x∗2 (f − σ1)Hσ1(f)H
∗
σ2(f − β)
(2.50)
con
rβ12(τ)
4
=
∫
R
hσ1(τ + s)h
∗
σ2(s)e
−j2piβsds (2.51)
che rappresentano le relazioni ingresso uscita in termini dei parametri
ciclici per una trasformazione LAPTV.
2.5 Prodotto di segnali ciclostazionari
Date due serie temporali x(t) e c(t), esse si dicono statisticamente in-
dipendenti nell’approccio FOT se la loro funzione di densita` di prob-
abilita` congiunta si fattorizza nel prodotto delle densita` marginali.
Siano
Rxx(∗)(t, τ) =
∑
αx∈Axx(∗)
Rαx
xx(∗)(τ)e
j2piαxt (2.52)
Rcc(∗)(t, τ) =
∑
αc∈Acc(∗)
Rαc
cc(∗)(τ)e
j2piαct. (2.53)
Nell’ipotesi di indipendenza statistica, la funzione di autocorrelazione
(coniugata) del segnale
y(t) = c(t)x(t) (2.54)
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e` data da
Ryy(∗)(t, τ) = Rcc(∗)(t, τ)Rxx(∗)(t, τ). (2.55)
La funzione di autocorrelazione ciclica (coniugata) e lo spettro ciclico
(coniugato) del segnale y(t) sono, rispettivamente,
Rα
yy(∗)(τ) =
∑
αx∈Axx(∗)
Rαx
xx(∗)(τ)R
α−αx
cc(∗) (τ) (2.56)
Sα
yy(∗)(f) =
∑
αx∈Axx(∗)
∫
R
Sαx
xx(∗)(λ)S
α−αx
cc(∗) (f − λ)dλ. (2.57)
2.6 Campionamento e aliasing
Sia x(n) una sequenza ottenuta campionando uniformemente con
periodo Ts = 1/fs il segnale tempo continuo xa(t):
x(n)
4
= xa(t)|t=nTs n ∈ Z. (2.58)
La funzione di autocorrelazione (coniugata) del segnale tempo di-
screto x(n) e` la versione campionata della funzione di autocorrelazione
(coniugata) del segnale tempo continuo xa(t):
E{eα}{x(n+m)x(∗)(n)} = E{α}{xa(t+ τ)x(∗)a (t)}|t=nTs,τ=mTs (2.59)
Valgono le seguenti relazioni per la funzione di autocorrelazione ci-
clica (coniugata) e per lo spettro ciclico coniugato della sequenza x(n)
[16],[22]
R˜eαxx∗(τ) = ∑
p∈Z
Rα−pfs
xax
(∗)
a
(τ)|τ=mTs,α=eαfs (2.60)
S˜eαxx∗(ν) = 1Ts
∑
p∈Z
∑
q∈Z
Sα−pfs
xax
(∗)
a
(f − qfs)|f=νfs,α=eαfs (2.61)
dalle quali si deduce che, per la presenza di aliasing sia nel dominio delle
frequenze di ciclo che in quello delle frequenze spettrali, le (2.60), (2.61)
non sono le versioni campionate delle funzioni corrispondenti della serie
xa(t).
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Per determinare una condizione sulla frequenza di campionamen-
to fs che assicuri la non sovrapposizione delle repliche presenti nelle
(2.60), (2.61), si consideri un segnale x(t) a banda limitata con banda
monolatera B per il quale si avra`
supp[Sα
xx(∗)(f)] ⊆ {(α, f) ∈ R× R : |f | ≤ B, |α− f | ≤ B}
⊆ {(α, f) ∈ R× R : |f | ≤ B, |α| ≤ 2B}.
(2.62)
Il supporto di ogni replica e` contenuto nell’insieme
{(α, f) ∈ R× R : |f − qfs| ≤ B, |α− pfs| ≤ 2B}. (2.63)
Una condizione sufficiente che assicuri assenza di aliasing e`
fs ≥ 4B (2.64)
e solo la replica con p = 0 da` contributo non nullo nel dominio principale.
Si ha, quindi:
Rα
xax
(∗)
a
(τ)|τ=mTs =
 R˜
eα
xx(∗)(τ)|eα=α/fs |α| ≤ fs2
0 altrove
(2.65)
Sα
xax
(∗)
a
(f) =

TsS˜
eα
xx(∗)(ν)|ν=f/fs,eα=α/fs |α| ≤ fs2 , |f | ≤ fs2
0 altrove
(2.66)
ed e`,pertanto, possibile ricostruire lo spettro ciclico del segnale a tempo
continuo a partire da quello del segnale a tempo discreto.
2.7 Stimatori
Nell’approccio FOT i parametri statistici sono definiti attraverso medie
temporali di singole funzioni su intervalli temporali di lunghezza infinita
e non come medie d’insieme di un processo stocastico come avviene
nell’approccio stocastico classico. Gli stimatori dei parametri statistici
nell’approccio FOT sono ottenuti considerando medie su intervalli di
durata finita delle stesse quantita` coinvolte nelle definizioni dei parametri
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statistici. Se tali limiti esistono (per ipotesi) non e` necessario ricorrere ad
ipotesi di ergodicita` per stabilire la convergenza degli stimatori asintotici
al valore vero.
E’possibile introdurre nell’approccio FOT i concetti di Bias e
Varianza. Sia z(t) una serie temporale e definiamo
zβ(t)T
4
=
1
T
∫ t+T/2
t−T/2
z(u)e−j2piβudu (2.67)
zβ
4
= lim
T→∞
1
T
∫ T/2
T/2
z(u)e−j2piβudu (2.68)
La funzione zβ(t)T e` uno stimatore di zβ basato sulle osservazioni
{z(u), u ∈ [t − T/2, t + T/2]}. L’operazione di estrazione della com-
ponente quasi periodica nell’approccio FOT svolge lo stesso ruolo della
media statistica nell’approccio stocastico tradizionale, da cui deriva che
il bias e la varianza dello stimatore zβ(t)T sono
bias{zβ(t)T } 4= E{α}{zβ(t)T } − zβ
' 〈zβ(t)T 〉t − zβ (2.69)
var{zβ(t)T } 4= E{α}
{∣∣∣zβ(t)T −E{α}zβ(t)T ∣∣∣2}
'
〈
|zβ(t)T − 〈zβ(t)T 〉t|2
〉
t
(2.70)
〈|zβ(t)T − zβ|2〉t ' var{zβ(t)T }+ |bias{zβ(t)T }|2 (2.71)
dove l’approssimazione diventa esatta per t → ∞. L’affermazione che
uno stimatore tende asintoticamente al valore vero in media quadratica
nell’approccio FOT e` equivalente all’analoga affermazione nell’approccio
stocastico tradizionale.
2.7.1 Stime della funzione di Autocorrelazione Ciclica e
dello Spettro Ciclico
Nell’ipotesi in cui la serie temporale x(t) ha memoria finita (mixing
conditions), il correlogramma ciclico
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Rαx(τ ; t0, T )
4
=
1
T
∫ t0+T/2
t0−T/2
x(t+ τ)x(t)e−j2piαtdt (2.72)
e` uno stimatore consistente asintoticamente non polarizzato della
funzione di autocorrelazione ciclica Rαx .
Nel dominio della frequenza il periodogramma ciclico
Iαx (t, f)
4
=
1
T
XT (t, f)X∗T (t, f − α) (2.73)
con XT (t, f) definita in accordo con la (2.17), e` uno stimatore asintotica-
mente non polarizzato, ma non consistente, dello spettro ciclico Sαx (f).
Nelle ipotesi che la serie temporale abbia memoria finita, si ha che il
periodogramma ciclico mediato in frequenza (frequency-smoothed)
SαxT (t0, f)∆f
4
=
1
∆f
∫ f+∆f/2
f−∆f/2
1
T
XT (t0, λ)X∗T (t0, λ− α)dλ (2.74)
e` uno stimatore consistente dello spettro ciclico.
Il periodogramma ciclico mediato nel tempo (time-smoothed)
Sαx1/∆f (t, f)T
4
=
1
T
∫ t+T/2
t−T/2
∆fX1/∆f (s, f)X
∗
1/∆f (s, f − α)ds (2.75)
e` asintoticamente equivalente al periodogramma ciclico mediato in
frequenza; cioe`
lim
∆f→0
lim
T→∞
SαxT (t, f)∆f = lim∆f→0
lim
T→∞
Sαx1/∆f (t, f)T . (2.76)
Sia il periodogramma ciclico mediato in frequenza (2.74), che il periodo-
gramma ciclico mediato nel tempo (2.75), presentano risoluzione spet-
trale dell’ordine di ∆f e risoluzione delle frequenze cicliche dell’ordine
1/T .
2.8 Esempi di segnali ciclostazionari
La ciclostazionarieta` introdotta dall’uomo nei segnali coinvolti nelle co-
municazioni e` dovuta ad operazioni di modulazione, campionamento e
successive elaborazioni compiute sul segnale.
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2.8.1 Segnale modulato in ampiezza
Come esempio di segnali ciclostazionari consideriamo il segnale modulato
in ampiezza (Double Side-Band Amplituded -Modulated (DSB-AM))
x(t)
4
= s(t) cos(2pif0t+ φ0). (2.77)
L’autocorrelazione ciclica e lo spettro ciclico di x(t) sono dati da
Rαx(τ) =
1
2
Rαs (τ) cos(2pif0τ)
+
1
4
{
ej(2pifoτ+2φ0)Rα−2f0s (τ) + e
−j(2pifoτ+2φ0)Rα+2f0s (τ)
}
(2.78)
Sαx (f) =
1
4
{Sαs (f − f0)
+ Sαs (f + f0) + S
α−2f0
s (f − f0)ej2φ0 + Sα+2f0s (f + f0)e−j2φ0}
(2.79)
Se s(t) e` un segnale stazionario in senso lato allora, si ha che Rαs (τ) =
R0s(τ)δα. Le (2.78), (2.79) diventano
Rαx(τ) =

1
2R
0
s(τ) cos(2pif0τ) α = 0
1
4e
±j(2pif0τ+2φ0)R0s(τ) α = ±f0
0 altrove
(2.80)
Sαx (f) =

1
4
{
S0x(f + f0) + S
0
x(f − f0)
}
α = 0
1
4e
±j2φ0S0s (f ∓ f0) α = ±f0
0 altrove
(2.81)
2.8.2 Segnale PAM
Sia x(t) un segnale PAM (Pulse Amplitude Modulated) a valori
complessi:
x(t)
4
=
∑
k∈Z
akq(t− kT0) (2.82)
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Figura 2.1: Ampiezza della funzione di autocorrelazione ciclica
Rαx(τ) come funzione di α e τ del segnale (2.77).
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Figura 2.2: Ampiezza dello spettro ciclico Sαx (f) come funzione
di α e f del segnale (2.77).
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con l’impulso q(t) avente trasformata di Fourier
Q(f)
4
=
∫
R
q(t)e−j2piftdt (2.83)
e la sequenza {ak}k∈Z, ak ∈ C di tipo ACS.
La funzione di autocorrelazione ciclica (coniugata) e lo spettro ciclico
(coniugato) del segnale x(t) sono dati da
Rα
xx(∗)(τ) =
1
T0
∑
m∈Z
[
R˜eα
aa(∗)(m)
]
eα=αT0 r˜αqq(∗)(τ −mT0) (2.84)
Seα
xx(∗)(ν) =
1
T0
∑
m∈Z
[
S˜eα
aa(∗)(ν)
]
ν=fT0,eα=αT0 Q(f)Q(∗)((−)(α− f))
(2.85)
dove
R˜eα
aa(∗)(m)
4
= lim
N→∞
1
2N + 1
N∑
k=−N
ak+ma
(∗)
k e
−j2pieαk (2.86)
S˜eα
aa(∗)(ν)
4
=
∑
m∈Z
R˜α
aa(∗)(m)e
−j2piνm (2.87)
con
rα
qq(∗)(τ)
4
=
∫
R
q(t)q(t+ τ)e−j2piαtdt. (2.88)
Se la sequenza {ak}k∈Z e` stazionaria in senso lato ed e` bianca, si ha
R˜α
aa(∗)(m) = R˜
0
aa(∗)(m)δ(eαmod1)δm (2.89)
con δγ delta di Kronecker e mod operazione di modulo. In questa ipotesi
le (2.84), (2.85) diventano
Rα
xx(∗)(τ) =
R˜0
aa(∗)(0)
T0
δ(αT0mod 1)r
α
qq(∗)(τ) (2.90)
Sα
xx(∗)(τ) =
R˜0
aa(∗)(0)
T0
δ(αT0mod 1)Q(f)Q
(∗)((−)f − α) (2.91)
rispettivamente.
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Figura 2.3: Ampiezza della funzione di autocorrelazione ciclica
Rαx(τ) come funzione di α e τ del segnale PAM (2.82) con una
sequenza {ak}k∈Z stazionaria e l’impulso q(t) rettangolare.
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Figura 2.4: Ampiezza dello spettro ciclico Sαx (f) come fun-
zione di α e f del segnale PAM (2.82) con una sequenza {ak}k∈Z
stazionaria e l’impulso q(t) rettangolare.
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2.9 Statistiche di ordine superiore
Un segnale x(t) ha ciclostazionarieta` di ordine superiore se esiste una
trasformazione omogenea non lineare di x(t) di ordine superiore al se-
condo che genera componenti additive sinusoidali. Numerose sono le
motivazioni che possono spingere a studiare ciclostazionarieta` di ordine
superiore [13],[22],[36]:
1. Segnali che non hanno ciclostazionarieta` del secondo ordine
possono avere ciclostazionarieta` di ordine superiore.
2. Il filtraggio a banda stretta puo` distruggere ciclostazionarieta` del
secondo ordine.
3. L’uso della ciclostazionarieta` di ordine superiore puo` essere utile
per operazioni di classificazione dei segnali. Molti segnali coinvolti
nelle comunicazioni possono, infatti, presentare uguali frequenze di
ciclo del secondo ordine e risultano distinguibili solo se si ricorre a
ciclostazionarieta` di ordine superiore.
2.9.1 Statistiche cicliche di ordine superiore per segnali a
tempo continuo
Consideriamo un vettore colonna x(t)
4
=
[
x
(∗)1
1 (t), . . . , x
(∗)N
N (t)
]T
dove
le sue componenti sono N segnali tempo-continui, a valori complessi
non necessariamente distinti con (∗)k che rappresenta una coniugazione
opzionale del k-esimo segnale xk(t) e T l’operazione di trasposizione. Le
N serie temporali hanno ciclostazionarieta` congiunta di ordine N in sen-
so ampio con frequenza di ciclo α 6= 0 se almeno una delle funzioni dimo-
mento mutuo temporale ciclico (Cyclic temporal cross moment function
(CTCMF))
Rαx(τ ) 4=
〈
N∏
k=1
x
(∗)k
k (t+ τk)e
−j2piαt
〉
t
(2.92)
non e` identicamente nullo, con τ
4
= [τ1, . . . , τN ]
T . Le N serie tempo-
rali hanno ciclostazionarieta` congiunta in senso lato di ordine N con
frequenza di ciclo α 6= 0 se, per qualche valore di τ , il lag-product
Lx(t, τ)
4
=
N∏
k=1
x
(∗)k
k (t+ τk) (2.93)
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contiene una componente additiva sinusoidale alla frequenza α di
ampiezza e fase pari all’ampiezza e fase di Rαx(τ ).
La funzione Momento temporale mutuo (temporal cross moment
function (TCMF)) e` definita come
Rx(t, τ ) 4= E{α} {Lx(t, τ )}
=
∑
α∈Ax
Rαx(τ ) ej2piαt (2.94)
dove Ax e` l’insieme numerabile, non dipendente da τ , delle frequenze
di ciclo di ordine N delle serie temporali x(∗)11 (t+ τ1), . . . , x
(∗)N
N (t+ τN ),
per una data configurazione di coniugazioni.
La trasformata di Fourier N-dimensionale della CTCMF
Sαx(f) 4=
∫
RN
Rαx(τ ) e−j2pif
T τ dτ (2.95)
con f
4
= [f1, . . . , fN ]
T , e` detta funzione Momento spettrale ciclico mutuo
di ordine N (cyclic spectral cross moment function (CSCMF)) e puo`
essere scritta come
Sαx(f) = Sαx(f
′
)δ(fT1− α) (2.96)
con 1
4
= [1, . . . , 1]T e u
′ 4
= [u1, . . . , uk−1]T versione ridotta del vettore
u
4
= [u1, . . . , uk]
T .
La funzione Sαx(f
′
) e` detta CSCMF a dimensione ridotta (reduced
dimension CSCMF(RD-CSCMF)), ed e` cos´ı definita:
Sαx(f
′
)
4
=
∫
RN−1
Rαx(τ
′
) e−j2pif
′T τ
′
dτ
′
(2.97)
dove
Rαx(τ
′
)
4
= Rαx(τ )|τN=0 (2.98)
e` il CTCMF a dimensione ridotta (reduced dimension (RD-CTCMF)).
Il RD-CSCMF puo` essere espresso anche nel seguente modo:
Sαx(f
′
) = lim
T→∞
lim
Z→∞
1
Z
∫ t+Z/2
t−Z/2
1
T
X
(∗)N
N,T (u, (−)N (α− f
′T1))
N−1∏
k=1
X
(∗)k
k,T (u, (−)kfk)du (2.99)
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dove
Xk,T (t, fk)
4
=
∫ t+T/2
t−T/2
xk(s)e−j2pifksds (2.100)
e (−)k e` un meno opzionale collegato alla coniugazione opzionale.
La funzione Rαx(τ
′
) non e` assolutamente integrabile perche` essa non
decade per ‖τ ′‖ → ∞, ma oscilla. Questo comporta che Sαx(f
′
) puo` con-
tenere impulsi e Sαx(f) prodotti di impulsi. Si dimostra che Sαx(f
′
) puo`
contenere termini impulsivi se il vettore f con fN = β −
∑N−1
k=1 fk giace
nel β-submanifold, cioe` se esiste almeno una partizione {µ1, . . . , µp} di
{1, . . . , N} con p > 1 tale che ogni somma αµi =
∑N−1
k∈µi fk e` una frequen-
za di ciclo di ordine µi del segnale x(t) con |µi| numero degli elementi in
µi. Nel dominio spettrale una funzione dal comportamento regolare puo`
essere introdotta considerando la funzione cumulante temporale mutuo
di ordine N (temporal cross cumulant function(TCCF))
Cx(t, τ ) 4= cum
{
x
(∗)k
k (t+ τk), k = 1, . . . , N
}
= (−j)N ∂
N
∂ω1, · · · , ∂ωN logeE
{α}
{
exp
[
j
N∑
k=1
ωkx
(∗)k
k (t+ τk)
]} ∣∣∣∣∣
ω=0
=
∑
P
[
(−)p−1(p− 1)!
p∏
i=1
Rxµi (t, τµi)
]
, (2.101)
dove ω
4
= [ω1, . . . , ωN ]
T , P e` l’insieme delle partizioni distinte di
{1, . . . , N}, ognuna costituita dai sottoinsiemi {µi, i = 1, . . . , p}, xµi e` il
vettore µi-dimensionale le cui componenti sono quelle di x aventi indice
in µi. Facendo la trasformata di Fourier N-dimensionale dei coefficienti
dello sviluppo in serie di Fourier e della (2.101)
Cβx(τ ) 4=
〈
Cx(t, τ )e−j2piβt
〉
t
(2.102)
chiamata funzione Cumulante mutuo temporale ciclico (cyclic temporal
cross cumulant function (CTCCF) di ordineN , si ottiene la funzione Cu-
mulante mutuo spettrale ciclico (cyclic spectral cross cumulant function
(CSCCF))
Pβx(f) = P βx (f
′
)δ(fT1− β) (2.103)
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dove
P βx (f
′
)
4
=
∫
RN−1
Cβx(τ
′
)e−j2pif
′T τ
′
dτ
′
(2.104)
e` il Polispettro mutuo ciclico di ordine N (cyclic cross polyspectrum
(CCP)) e
Cβx(τ
′
)
4
= Cβx(τ )|τN=0 (2.105)
e` chiamato CTCCF a dimensione ridotta (reduced dimension (RD-
CTCCF). Il polispettro ciclico e` una funzione dal comportamento re-
golare nelle ipotesi che le serie temporali xN (t) e xk(t + τk) con k =
1, . . . , N − 1 sono asintoticamente indipendenti per |τk| → ∞ tale che
Cβx(τ
′
)→ 0 quando ‖τ ′‖ → ∞.
2.9.2 Statistiche cicliche di ordine superiore per segnali a
tempo discreto
Date N serie temporali a valori complessi tempo discreto, non necessa-
riamente distinte, esse hanno ciclostazionarieta` congiunta di ordine N
in senso lato con frequenza di ciclo α˜ 6= 0 (α˜ ∈ [−1/2, 1/2[) se almeno
uno dei CTCMF di ordine N
R˜eαx(m) 4= lim
N→∞
1
2N + 1
N∑
n=−N
N∏
k=1
x
(∗)k
k (n+mk)e
−j2pieαn (2.106)
non e` identicamente nullo, con x(n)
4
= [x(∗)11 (n), . . . , x
(∗)N
N (n)]
T e m
4
=
[m1, . . . ,mN ]T . L’ampiezza e la fase della (2.106) sono l’ampiezza e la
fase della componente sinusoidale alla frequenza α˜ contenuta nel lag-
product tempo discreto il cui valore atteso e` il TCMF tempo discreto di
ordine N .
La trasformata di Fourier N -dimensionale del CTCMF e`
S˜ eαx(ν) 4= ∑
m∈ZN
R˜eαx(m)e−j2pimT ν (2.107)
dove ν
4
= [ν1, . . . , νN ]T , e` chiamato CSCMF di ordine N e puo` essere
scritto come
S˜ eαx(ν) = S˜eαx(ν ′) +∞∑
r=−∞
δ(α˜− νT1− r) (2.108)
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dove la funzione S˜eαx(ν ′) e` il RD-CSCMF di ordine N che puo` essere
espresso come la trasformata discreta (N − 1)-dimensionale
S˜eαx(ν ′) = ∑
m
′∈ZN−1
R˜eαx(m′)e−j2pim′T ν′ (2.109)
della RD-CTCMF di ordine N
R˜eαx(m′) 4= R˜eαx(m)|mN=0. (2.110)
Il TCCF tempo discreto di ordine N e` definito in maniera analoga
al caso tempo continuo; allora il CTCCF di ordine N e` dato da
C˜ eβx(m) 4= lim
N→∞
1
2N + 1
N∑
n=−N
C˜x(n,m)e−j2pieβn (2.111)
La sua trasformata di Fourie e` il CSCCF di ordine N
P˜ eβx(ν) = P˜ eβx (ν ′) +∞∑
r=−∞
δ(β˜ − νT1− r) (2.112)
dove P˜
eβ
x (ν
′
) e` il CCP di ordine N che e` la trasformata discreta di ordine
N − 1 del RD-CTCCF di ordine N
C˜
eβ
x(m
′
)
4
= C˜ eβx(m)|mN=0. (2.113)
Valgono, inoltre, le seguenti relazioni di periodicita`
R˜eαx(m) = R˜eα+px (m)|mN=0, p ∈ Z (2.114)
S˜ eαx(ν) = S˜ eα+px (ν + q)|mN=0, p ∈ Z, q ∈ ZN (2.115)
C˜ eβx(m) = C˜ eβ+px (m)|mN=0, p ∈ Z (2.116)
S˜ eαx(ν) = S˜ eα+px (ν + q)|mN=0, p ∈ Z, q ∈ ZN . (2.117)
Analoghe proprieta` valgono per i parametri a dimensione ridotta.
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Segnali quasi ciclostazionari
generalizzati
In questo capitolo saranno descritti i segnali quasi ciclostazionari ge-
neralizzati (Generalized Almost-Cyclostationary Signals (GACS)) (vedi
[17], [18], [19], [20]) che costituiscono una classe di segnali di cui gli ACS
sono un sottoinsieme, recentemente introdotti dai proff. Luciano Izzo ed
Antonio Napolitano. Le funzioni statistiche delle serie temporali GACS
sono funzioni quasi periodiche del tempo i cui sviluppi in serie di Fourier
sono caratterizzati da coefficienti e frequenze che sono funzioni dei vet-
tori ritardo delle serie temporali e l’unione, effettuata su tutti i possibili
vettori ritardo, delle frequenze dipendenti dal ritardo non e` sempre un
insieme numerabile. I segnali ACS rappresentano un caso particolare di
segnali GACS in quanto le frequenze dello sviluppo in serie di Fourier
dei loro parametri statistici sono costanti. In molti problemi di stima
un segnale puo` essere modellato come ACS oppure GACS in funzione
della lunghezza dell’intervallo di osservazione; questo fatto pone limita-
zioni nelle prestazioni ottenute con alcuni algoritmi di elaborazione dei
segnali adottati nelle comunicazioni dove segnali ACS sono elaborati da
sistemi LAPTV. Infatti, se l’intervallo di osservazione e` incrementato per
aumentare l’immunita` agli effetti del rumore e dell’interferenza, puo` ac-
cadere che il modello ACS adottato per il segnale in ingresso non sia piu`
valido e, quindi, sia necessario adottare un modello GACS, poiche` pic-
cole variazioni temporali dei parametri del segnale (non evidenti quando
la lunghezza dell’intervallo di osservazione e` inferiore) devono essere pre-
si in considerazione. Per caratterizzare statisticamente i segnali GACS
37
Capitolo 3. Segnali quasi ciclostazionari generalizzati
sara` utilizzato l’approccio FOT introdotto nel capitolo precedente.
3.1 Caratterizzazione statistica del secondo
ordine
Sia x(t) una serie temporale a valori complessi; la sua funzione di
autocorrelazione E{α}{x(t+ τ)x∗(t)} puo` essere espressa come
E{α}{x(t+ τ)x∗(t)} =
∑
α∈Aτ
Rαxx∗(τ)e
j2piαt
=
∑
n∈I
R
(n)
xx∗(τ)e
j2piαn(τ)t (3.1)
dove
Aτ 4= {α ∈ R : Rαxx∗(τ) 6= 0} (3.2)
ed Rαxx∗(τ) e` la funzione di autocorrelazione ciclica, introdotta nel
capitolo precedente, definita come
Rαxx∗(τ)
4
=
〈
x(t+ τ)x∗(t)e−j2piαt
〉
t
. (3.3)
Nella (3.1) le frequenze αn(τ) sono dette frequenze cicliche dipendenti
dal ritardo (lag-dependent cycle frequencies), mentre i coefficienti, det-
ti funzioni di autocorrelazione ciclica generalizzata (generalized cyclic
autocorrelation functions ) sono dati da
R
(n)
xx∗(τ)
4
=
〈
x(t+ τ)x∗(t)e−j2piαn(τ)t
〉
t
. (3.4)
Se per qualche τ l’insieme Aτ (3.2) non contiene soltanto l’elemento
α = 0, allora la serie temporale x(t) e` detta quasi ciclostazionaria gene-
ralizzata in senso lato. Si puo` dimostrare che esiste il seguente legame fra
la funzione di autocorrelazione ciclica e la funzione di autocorrelazione
ciclica generalizzata:
Rαxx∗(τ) =
∑
n∈I
R
(n)
xx∗(τ)δα−αn(τ) (3.5)
dove δα e` la delta di Kronecker. Dalla (3.5), per i segnali GACS, si ha
Aτ =
⋃
n∈I
{α ∈ R : α = αn(τ)} (3.6)
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da cui deriva che il supporto della funzione Rαxx∗(τ) nel piano (α, τ) e´
costituito da un insieme numerabile di curve descritte dalle equazioni
α = αn(τ), n ∈ I.
I segnali ACS sono un sottoinsieme della classe dei segnali GACS per
i quali le frequenze di ciclo dipendenti dal ritardo αn(τ) sono costanti
rispetto a τ e sono uguali alle frequenze di ciclo. Inoltre, si ha che
A 4=
⋃
τ∈R
Aτ (3.7)
e` un insieme non numerabile per i segnali GACS che non sono ACS.
3.2 Caratterizzazione statistica di ordine supe-
riore
Per caratterizzare statisticamente in senso lato, sia nel dominio del tem-
po che in quello della frequenza, i segnali GACS saranno introdotti nuovi
parametri statistici detti momenti e cumulanti ciclici generalizzati.
La serie temporale x(t) a tempo continuo e a valori complessi e`
detta quasi ciclostazionaria generalizzata di ordine N (per la data
configurazione di coniugazioni) se l’insieme
Aτ 4= {α ∈ R : Rαx(τ ) 6= 0} (3.8)
e` numerabile per ogni τ
4
= [τ1, . . . , τN ]T con
Rαx(τ ) 4=
〈
N∏
n=1
x(∗)n(t+ τn)e−j2piαt
〉
t
(3.9)
che e` il momento temporale ciclico di ordine N (CTMF) introdotto nel
capitolo precedente.
Nel caso particolare in cui l’insieme
A 4=
⋃
τ∈RN
Aτ (3.10)
e` numerabile, la serie x(t) e` detta quasi ciclostazionaria in senso lato di
ordine N .
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Per la proprieta` di numerabilita` degli insiemi Aτ per ogni τ , il sup-
porto nello spazio (α, τ ) dei CTMF e` costituto da un insieme dimanifold
N -dimensionali definiti dalle seguenti equazioni implicite:
φζ′ (α, τ ) = 0, ζ
′ ∈W ′ , (3.11)
con W
′
insieme numerabile. Si ha, quindi, che
supp {Rαx(τ )} 4= cl
{
(α, τ ) ∈ Aτ × RN : Rαx(τ ) 6= 0
}
= cl
⋃
ζ
′∈W ′
{
(α, τ ) ∈ R× RN : φζ′ (α, τ ) = 0, Rαx(τ ) 6= 0
}
= cl
⋃
ζ∈W
{(α, τ ) ∈ R×Dζ : α = αζ(τ )} (3.12)
dove cl indica chiusura, W e` un insieme numerabile e, nell’ul-
tima uguaglianza, ogni manifold descritto dall’equazione implicita
φζ′ (α, τ ) = 0 e` stato decomposto in un insieme numerabile di manifold
ognuno descritto dall’equazione esplicita α = αζ(τ ). La funzione αζ(τ ),
chiamata frequenza di ciclo dipendente dal ritardo di ordine N relati-
va al momento (N th-order (moment) lag-dependent cycle frequency) e`
definita in Dζ ⊆ RN e non e` necessariamente una funzione continua di
τ .
L’insieme Aτ puo` essere scritto in questo modo:
Aτ =
⋃
ζ∈W
{α ∈ R : α = αζ(τ )} (3.13)
dove le frequenze di ciclo dipendenti dal ritardo e relative al momento
αζ(τ ) sono tali che per ogni (α, τ ) ∈ Aτ ×RN esiste un solo ζ ∈W tale
che α = αζ(τ ).
Introduciamo i momenti temporali ciclici generalizzati partendo
dal momento temporale che, nell’ipotesi di quasi ciclostazionarieta` ge-
neralizzata della serie temporale x(t), puo` essere scritto in questo
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modo:
Rx(t, τ ) 4= E{Aτ }
{
N∏
n=1
x(∗)n(t+ τn)
}
=
∑
α∈Aτ
Rαx(τ ) ej2piαt
=
∑
ζ∈W
Rx,ζ(τ ) ej2piαζ(τ )t (3.14)
dove nell’ultima uguaglianza la funzione momento temporale e` espressa
in termini di espansione in serie di Fourier e la somma si estende su
un insieme W che non dipende da τ , mentre le frequenze dipendono da
τ . Le funzioni Rx,ζ(τ ) presenti nella (3.14) sono dette momenti ciclici
generalizzati (GCTMFs) e sono date da
Rx,ζ(τ ) 4=

〈∏N
n=1 x
(∗)n(t+ τn)e−j2piαζ(τ )t
〉
t
, ∀τ ∈ Dζ
0, altrove
(3.15)
e non sono necessariamente funzioni continue di τ .
Nella (3.13) si e` assunto che ∀τ si abbia che αζ1(τ ) 6= αζ2(τ ) per ζ1 6=
ζ2; se risulta che K funzioni sono definite in K intorni, detti I1, . . . , IK ,
non necessariamente distinti, dello stesso punto τ 0, e solamente una e`
definita in τ 0 e inoltre risulta che
lim
∆τ→0
τ0+∆τ∈Ik
αζk(τ 0 +∆τ ) = α0, k = 1, . . . ,K (3.16)
si considera αζ1(τ 0) = · · · = αζk(τ 0) = α0 e
Rx,ζk(τ 0)
4
= lim
∆τ→0
τ0+∆τ∈Ik
Rx,ζk(τ 0 +∆τ ), k = 1, . . . ,K. (3.17)
L’insieme dei punti τ 0 per i quali vale la (3.16) per qualche ζk ∈ W
sara` chiamato Dx e si assume che sia numerabile. Si puo` dimostrare che
per i CTMF e i GTMF vale la seguente relazione:
Rαx(τ ) =
∑
ζ∈W
Rx,ζ(τ )δα−αζ(τ ) (3.18)
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da cui deriva che la funzioneRαx(τ 1)ej2piαt rappresenta la somma di tutte
le sinusoidi con frequenza α contenute nella (3.14) quando τ = τ 1. Si
ha inoltre che ∀τ ∈ Dζ − Dx
Rx,ζ(τ ) = Rαx(τ )|α=αζ (τ ). (3.19)
Per le serie temporali GACS che non sono ACS, anche se l’insieme
Aτ e Rx(t, τ ) sono funzioni continue del vettore τ , i CTMFs non sono
necessariamente funzioni continue di τ . In particolare, come si puo`
notare dalla (3.18) i CTMFs possono essere dati da somme di funzioni
delta di Kronecker.
Per ogni ∆ reale si ha che
αζ(τ + 1∆) = αζ(τ ) (3.20)
da cui deriva che
Rx,ζ(τ + 1∆) = Rx,ζ(τ )ej2piαζ(τ )∆. (3.21)
Dalle (3.14) e (3.21) segue che la funzione momento temporale e` funzione
di 1t+ τ e
Rx(t, τ ) =
∑
ζ∈W
Rx,ζ(τ + 1t) ≡ Rx(1t+ τ ). (3.22)
Dalle (3.20) e (3.21) si deduce che e` possibile introdurre i parametri a
dimensione ridotta senza che ci sia alcuna perdita di informazione. Si
possono definire le frequenze di ciclo dipendenti dal ritardo relative ai
momenti a dimensione ridotta
αζ(τ ′)
4
= αζ(τ )|τN=0 (3.23)
e i GTCMFs di ordine N a dimensione ridotta (RD-GCTMFs)
Rx,ζ(τ ′)
4
= Rx,ζ(τ )|τN=0. (3.24)
Nel caso particolare dei segnali ACS le funzioni αζ(τ ) sono indipen-
denti da τ e si ha, quindi, una corrispondenza uno a uno fra gli elementi
ζ appartenenti a W e le frequenze di ciclo α appartenenti all’insieme
numerabile A; inoltre, per ogni α e ζ tali che αζ(τ ) = α, si ha che
Rx,ζ(τ ) = Rαx(τ ) (3.25)
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cioe` per le serie temporali ACS la funzione momento temporale ciclico
generalizzato coincide con la funzione momento temporale ciclico.
Si dice che un segnale x(t) contiene una componente ACS se esiste
almeno una frequenza di ciclo dipendente dal ritardo αζ(τ ) che assume
un valore costante all’interno di un insieme con misura di Lebesgue non
nulla in RN .
3.2.1 Caratterizzazione spettrale
I segnali GACS che non appartengono all’insieme degli ACS non pos-
sono essere caratterizzati nel dominio spettrale dalle funzioni momenti
spettrali ciclici (CSMF) di ordine N a dimensione ridotta Sαx(f
′
), in-
trodotti nel capitolo precedente, in quanto tali funzioni possono essere
infinitesime.
Si introduce la trasformata di ordine N del GCTMF
Sx,ζ(f) =
∫
RN
Rx,ζ(τ )e−j2pifT τdτ (3.26)
che e` detta funzione momento spettrale ciclico generalizzato di ordine N
(GCSMF).
Sia
Sx(f) 4= lim
T→∞
E{Λ0}
{
N∏
n=1
X
(∗)n
T (t, (−)nfn)
}
(3.27)
la funzione momento spettrale di ordine N con
XT (t, f)
4
=
∫ t+T/2
t−T/2
x(u)e−j2pifudu (3.28)
e Λ0 l’insieme dele possibili frequenze di ciclo della serie temporale
XT (t, f) con T →∞. Si puo` dimostrare [17] che Λ0 contiene solo l’ele-
mento α = 0 e che esiste la seguente relazione fra la funzione momento
spettrale e e i GCSMF:
Sx(f) =
∑
ζ∈W
Sx,ζ(f). (3.29)
Considerando, poi la (3.14) e la (3.26) con t = 0, dalla (3.29) si ottiene
Sx(f) =
∫
RN
Rx(τ )e−j2pifT τdτ . (3.30)
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Si puo` dimostrare che i GCSMF delle serie temporali GACS non conte-
nenti alcuna componente ACS sono non impulsivi, a differenza di quelli
delle serie ACS [18].
Per le serie temporali ACS c’e` una corrispondenza uno a uno fra gli
elementi ζ ∈Wx e le frequenze di ciclo α ∈ Ax e inoltre i GCSMF sono
coincidenti con i momenti spettrali ciclici.
3.2.2 Cumulanti ciclici generalizzati:parametri temporali
e spettrali
La definizione di funzioni cumulanti temporali di ordine N di una serie
temporale a valori complessi e tempo continuo per i segnali GACS e`
analoga a quelle delle serie temporali ACS introdotta nel capitolo prece-
dente. La funzione cumulante temporale e` quasi periodica in t per i
segnali GACS ed e` data da
Cx(1t+ τ ) =
∑
β∈Bτ
Cβx(τ )ej2piβt (3.31)
con
Bτ
4
=
{
β ∈ R : Cβx(τ ) 6= 0
}
(3.32)
insieme numerabile ∀τ ∈ RN e dove
Cβx(τ ) 4=
〈
Cx(1t+ τ )e−j2piβt
〉
t
(3.33)
e` la funzione cumulante temporale ciclico di ordine N (CTCF). Il sup-
porto dei CTCF nello spazio (β, τ ) e` costituito da un insieme dimanifold
N -dimensionali descritti dalle equazioni esplicite
β = βξ(τ ), ξ ∈WC (3.34)
dove WC e` un insieme numerabile e le frequenze βξ(τ ), dette frequenze
di ciclo dipendenti dal ritardo relative ai cumulanti di ordine N, non
sono necessariamente funzioni continue di τ . Per ogni τ si ha
Bτ =
⋃
ξ∈WC
{β ∈ R : β = βξ(τ )} (3.35)
e la funzione quasi periodica Cx(1t+ τ ) puo` essere scritta come
Cx(1t+ τ ) =
∑
ξ∈WC
Cx,ξ(τ )ej2piβξ(τ )t (3.36)
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con le funzioni Cx,ξ(τ ), funzioni cumulanti temporali ciclici generalizzati
di ordine N (GCTCF), date da
Cx,ξ(τ ) 4=

〈Cx,ξ(1t+ τ )e−j2piβξ(τ )t〉t , ∀τ ∈ Dξ
0, altrove
(3.37)
con l’insieme Dξ che e` il dominio della funzione βξ(τ ). Nella (3.35) si e`
assunto che ∀τ si abbia che βξ1(τ ) 6= βξ2(τ ) per ξ1 6= ξ2; se risulta che K
funzioni βξ1(τ ), . . . , βξk(τ ) sono definite in K intorni, detti I1, . . . , IK ,
non necessariamente distinti, dello stesso punto τ 0, e solamente una e`
definita in τ 0 e, inoltre, risulta che
lim
∆τ→0
τ0+∆τ∈Ik
βξk(τ 0 +∆τ ) = β0, k = 1, . . . ,K (3.38)
si considera βξ1(τ 0) = · · · = βξk(τ 0) = β0 e
Cx,ξk(τ 0)
4
= lim
∆τ→0
τ0+∆τ∈Ik
Cx,ξk(τ 0 +∆τ ), k = 1, . . . ,K. (3.39)
L’insieme di punti τ 0 per i quali vale la (3.38) per qualche ξk ∈ WC e`
detto D′x e si assume essere numerabile.
Si dimostra che i CTCF e i GCTCF sono legati dalla relazione
Cβx(τ ) =
∑
ξ∈WC
Cx,ξk(τ )δβ−βξ(τ ). (3.40)
Inoltre, ∀τ ∈ Dξ − D′x si ha
Cx,ξk(τ ) = Cβx(τ )
∣∣∣
β−βξ(τ )
. (3.41)
Per qualsiasi numero reale ∆ si ha che
Bτ+1∆ ≡ Bτ (3.42)
da cui deriva che
βξ(τ + 1∆) = βξ(τ ) (3.43)
e
Cx,ξ(τ + 1∆) = Cx,ξ(τ )ej2piβξ(τ )∆. (3.44)
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Il GCTCF a dimensione ridotta di ordine N (RD-GCTCF) e` dato
da
Cx,ξ(τ ′)
4
= Cx,ξ(τ )|τN=0 (3.45)
e le frequenze di ciclo dipendenti dal ritardo relative ai cumulanti a
dimensione ridotta sono date da
βξ(τ
′) 4= βξ(τ )|τN=0. (3.46)
Per le serie temporali ACS tali che x(t) e x(t + τ) sono asintotica-
mente indipendenti (|τ | → ∞) la funzione cumulante temporale ciclico
a dimensione ridotta Cβx(τ ′) e` sommabile, mentre la funzione momen-
to temporale ciclico a dimensione ridotta Rαx(τ
′) in generale non lo e`;
analoga proprieta` vale anche per le serie temporali GACS.
La trasformata di ordine N del GCTCF di una serie temporale x(t)
Px,ξ(f) 4=
∫
RN
Cx,ξ(τ )e−j2pifT τdτ (3.47)
e` detta funzione cumulante spettrale ciclico generalizzato di ordine N
(GCSCF).
La trasformata di Fourier di ordine N − 1 di Cx,ξ(τ ′) e` chiamata
polispettro ciclico generalizzato di ordine N. In ipotesi di asintotica in-
dipendenza della serie temporale x(t) il RD-GCTCF e` assolutamente
integrabile e trasformabile secondo Fourier nel senso ordinario.
La funzione cumulante spettrale di ordine N e`
Px(f) 4= lim
T→∞
cum
{
X
(∗)n
T (t, (−)nfn), n = 1, . . . , N
}
(3.48)
che puo` essere scritta anche nel modo seguente:
Px(f) =
∫
RN
Cx(τ )e−j2pifT τdτ . (3.49)
La funzione cumulante spettrale puo` essere espressa in termini di
GCSCF considerando la relazione
Px(f) =
∑
ξ∈WC
Px,ξ(f). (3.50)
Per i segnali ACS i GCSCF sono coincidenti con le funzioni cumulanti
spettrali ciclici.
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3.3 Stimatori delle statistiche cicliche genera-
lizzate
Stimatori delle statistiche cicliche dei segnali ACS sono stati proposti
in [9] e [36]. In [23] e` stato affrontato il problema della stima delle
statistiche cicliche generalizzate di ordine superiore per i segnali GACS
che non sono ACS.
Si assuma che τ ∈ Dζ e τ /∈ Dζ′ per qualsiasi ζ 6= ζ ′ e che sia
nota la frequenza di ciclo dipendente dal ritardo αζ(τ ). Risulta che uno
stimatore di GCTMF e`
RxT ,ζ(t0, τ )
4
=
1
T
∫
R
N∏
n=1
rect
(
u− t0
T
)
x(∗)n(u+ τn)e−j2piαξ(τ )udu
(3.51)
con rect(t) = 1 per |t| < 1/2 e rect(t) = 0 altrove, con T tempo di
osservazione. Si ha, inoltre, che
lim
T→∞
RxT ,ζ(t0, τ ) = Rx,ζ(τ ) (3.52)
dove la convergenza e` in media quadratica.
Se si assume che τ ∈ Dξ e τ /∈ Dξ′ per qualsiasi ξ 6= ξ′, si ha che la
funzione
CxT ,ξ(t0, τ )
4
=
∑
P
(−1)p−1(p− 1)! ∑
ζ∈W
p∏
i=1
RxTµi ,ζi(t0, τµi)δβξ(τ )−αζ(τ )T 1

(3.53)
converge al GCTCF per T →∞
CxT ,ξ(t0, τ ) = Cx,ξ(τ ). (3.54)
Quando l’insieme delle frequenze di ciclo dipendenti dal ritardo
{αζ(τ )}ζ∈W non e` noto, esso si puo` ottenere partendo dal supporto
supp
{RαxT (t0, τ )} 4= cl{(α, τ ) ∈ R× RN : RαxT (t0, τ ) 6= 0} (3.55)
dove
RαxT (t0, τ )
4
=
1
T
∫
R
N∏
n=1
rect
(
u− t0
T
)
x(∗)n(u+ τn)e−j2piαudu (3.56)
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e` lo stimatore del CTMF introdotto in [36]. Infatti per T → ∞ il
supporto (3.55) ha misura nulla in RN+1 ed e` costituito da un insieme
numerabile di manifold descritti dalle equazioni α = αζ(τ ), ζ ∈ W . Le
stime delle frequenze di ciclo possono essere sostituite ai valori veri nelle
espressioni degli stimatori se il massimo errore assoluto e` piu` piccolo
della risoluzione della frequenza di ciclo 1/T .
Per i parametri spettrali la funzione
SxT ,ζ(t0,f)Z
4
=
1
Z
∫ t0+Z/2
t0−Z/2
[
N∏
n=1
X
(∗)n
T (t, (−)nfn)
⊗
f
Aζ(t,f)
]
ej2pif
T1tdt
(3.57)
e` uno stimatore di GCSMF con
Aζ(t,f) 4=
∫
RN
e−j2piαζ(τ )te−j2pif
T τdτ (3.58)
e si ha
lim
T→∞
lim
Z→∞
SxT ,ζ(t0,f)Z = Sx,ζ(f). (3.59)
3.4 Esempi di segnali GACS
In questo paragrafo saranno esaminati due esempi di segnali GACS: il
segnale chirp, che e` largamente utilizzato in molte applicazioni, in fisica,
sonar, radar e nelle comunicazioni, ed un segnale campionato in maniera
non uniforme.
3.4.1 Segnale chirp
Consideriamo il segnale chirp
x(t)
4
= exp(jpict2) (3.60)
dove il parametro c non nullo e` il chirp rate. La funzione momento
temporale ciclico alla frequenza di ciclo α si ottiene sostituendo la (3.60)
nella (3.9):
Rαx(τ ) = exp(jpic1(−)
T
τ (2))δα−c1(−)T τ δ1(−)T 1 (3.61)
dove 1(−) 4= [(−)11, . . . , (−)N1]T e τ (2) 4=
[
τ21 , . . . , τ
2
N
]T . Dalla (3.61) si
deduce che il CTMF e` non nullo solo quando il numero di elementi coniu-
gati e non coniugati del vettore x e` lo stesso ed inoltre solo sull’iperpiano
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nello spazio (α, τ ) definito dall’equazione
α = c1(−)Tτ . (3.62)
Quindi, poiche` l’insieme dei punti τ per i quali vale la (3.62) e` un insieme
che ha misura di Lebesgue nulla in RN , i CSMF sono infinitesimi.
I momenti spettrali ciclici generalizzati forniscono una valida carat-
terizzazione spettrale per i segnali chirp. Confrontando la (3.61) con la
(3.18), risulta che l’insieme W contiene un solo elemento e
αζ(τ ) = c1(−)Tτ (3.63)
e
Rx,ζ(τ ) = exp
(
jpic1(−)
T
τ (2)
)
δ1(−)T 1 (3.64)
che e` non nullo solo quando N e` pari e il numero di elementi coniugati
e non del vettore x e` lo stesso. Il GCSMF e` dato da
Sx,ζ(f) = 1|c|N/2 exp
(
−j pi
c
1(−)Tf (2)
)
δ1(−)T 1 (3.65)
con f (2)
4
=
[
f21 , . . . , f
2
N
]
.
Per i cumulanti ciclici generalizzati si ha che l’insieme WC contiene
un solo elemento e
βξ(τ ) = c1(−)Tτ (3.66)
e
Cx,ξ(τ) = exp
(
jpic1(−)
T
τ (2)
)
(3.67)∑
P
[
(−1)p−1(p− 1)!
p∏
i=1
δ
1
(−)T
µi
1µi
]
.
I RD-GCTCF del segnale chirp non convergono a zero per ‖τ ′‖ → ∞
poiche` le serie temporali x(t) e x(t + τn) non sono asintoticamente
indipendenti.
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3.4.2 Segnale campionato non uniformemente
Un segnale uniformemente campionato puo` essere modellato come il
prodotto di un segnale a tempo continuo per un treno di impulsi con
periodo costante; se il segnale a tempo continuo e` ACS ed e` stretta-
mente limitato in banda, le sue proprieta` ciclostazionarie possono essere
facilmente determinate nell’ipotesi che la frequenza di campionamento
sia sufficientemente elevata ([16]), ([22]). In un modello piu` realistico
si considerano treni di impulsi spaziati in maniera non uniforme con un
periodo non costante nel tempo. Consideriamo il segnale campionato
non uniformemente
x(t)
4
= w(t)s(t) (3.68)
dove
s(t)
4
=
+∞∑
k=−∞
δ(t− kTp(t)) (3.69)
e` un treno di impulsi il cui periodo Tp(t) e` una funzione di t lentamente
variabile e w(t) e` una serie temporale tale cheRαw(τ ) 6= 0 solo per α = 0.
Usando la formula di Poisson
+∞∑
k=−∞
δ(t− kTp(u)) = 1
Tp(u)
+∞∑
m=−∞
ej2pimt/Tp(u) (3.70)
nel caso t = u si ha che
Rαs (τ ) =
〈
N∏
n=1
fp(t+ τn)
∑
m∈ZN
(3.71)
exp
[
j2pi
(
N∑
n=1
(−)nmnfp(t+ τn) · (t+ τn)− αt
)]〉
t
dove fp(t)
4
= 1/Tp(t) e m
4
= [m1, . . . ,mN ]T . Dalla (3.71) non e` possi-
bile ricavare in maniera semplice l’espressione analitica delle frequenze
dipendenti dal ritardo che possono essere stimate seguendo lo stesso ap-
proccio indicato nel paragrafo (3.3). Dalla stazionarita` in senso lato di
w(t) le frequenze di ciclo dipendenti dal ritardo del segnale x(t) sono le
stesse di s(t) e il GCTMF di x(t) e`
Rx,ζ(τ ) = R0w(τ )Rs,ζ(τ ). (3.72)
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Quando la massima variazione delle frequenze di ciclo dipendenti dal
ritardo non e` piu` grande della risoluzione delle frequenze di ciclo 1/T ,
con T pari alla lunghezza dell’intervallo di osservazione, allora il periodo
di campionamento si puo` considerare costante e il segnale puo` essere
modellato come ACS piuttosto che GACS.
3.5 Trasformazioni lineari tempo varianti dei
segnali GACS
Le serie temporali in molti problemi di interesse nell’ambito delle elabo-
razioni dei segnali e delle comunicazioni subiscono delle trasformazioni
che possono essere modellate come sistemi lineari tempo varianti stoca-
stici o deterministici. Un sistema deterministico opera solo sulla variabi-
le temporale e considera come una costante la variabile appartenente allo
spazio campione, trasformando un segnale in ingresso deterministico in
un segnale in uscita deterministico; un sistema stocastico opera sia sulla
variabile temporale che sulla variabile appartenente allo spazio campio-
ne, trasformando segnali in ingresso deterministici in segnali in uscita
stocastici. Il problema del filtraggio lineare e` stato considerato in [18] e
[19] adottando l’approccio FOT per caratterizzare in maniera utile il se-
gnale in uscita ad un sistema lineare fluttuante in maniera aleatoria che,
nell’approccio stocastico tradizionale, fornirebbe in uscita segnali non
ergodici. La perdita di ergodicita` di un segnale in uscita ad un sistema
LTV nell’approccio stocastico costituisce una delle piu` importanti moti-
vazioni dell’introduzione dell’approccio FOT per analizzare il filtraggio
LTV. Un processo stocastico si dice ergodico per la funzione momento
temporale stocastico se tale funzione e` uguale alla funzione momento
temporale di ogni realizzazione del processo (analogo discorso puo` es-
sere fatto per la funzione cumulante). I sistemi stocastici trasformano,
in generale, processi stocastici ergodici in ingresso in processi stocastici
non ergodici in uscita, in quanto le relazioni ingresso-uscita nell’approc-
cio stocastico non coincidono con le analoghe relazioni che coinvolgono
gli stimatori.
3.5.1 Sistemi FOT deterministici e aleatori
Nell’approccio FOT un sistema deterministico e` definito come un siste-
ma eventualmente complesso, non necessariamente lineare, che per ogni
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segnale deterministico (cioe` quasi periodico) in ingresso presenta in usci-
ta un segnale deterministico. Sistemi che non sono FOT deterministici
saranno chiamati FOT aleatori. Dato in ingresso il segnale
x(t) = ej2piλt (3.73)
un sistema FOT deterministico ha in uscita il segnale quasi periodico
y(t) =
∑
n∈Eλ
G
′
ηe
j2piηt (3.74)
dove, per ogni frequenza in ingresso λ fissata, si ha che l’insieme delle
frequenze di uscita Eλ
4
= {η1(λ), . . . , ηn(λ) . . .} e` un insieme numerabile
e G
′
η sono coefficienti complessi.
L’insieme dei punti (η, λ) ∈ Eλ×R tali che G′η 6= 0 e` costituito da un
insieme di curve non necessariamente continue definite dalle equazioni
implicite
φσ′(η, λ) = 0, σ′ ∈ Ω′ (3.75)
con Ω′ insieme numerabile. Si ha che
cl{(η, λ) ∈ Eλ × R : G′η 6= 0}
= cl
⋃
σ
′∈Ω′
{(η, λ) ∈ R× R : φσ′(η, λ) = 0, G′η 6= 0}
= cl
⋃
σ∈Ω
{(η, λ) ∈ R×Dϕσ : η = ϕσ(λ)} (3.76)
con Ω insieme numerabile, Dϕσ dominio della funzione ϕσ(·), che puo`
essere scelta fra le funzioni monotone reali tali che ϕσ(λ) 6= ϕσ′(λ) per
σ 6= σ′. La serie temporale in uscita al sistema puo` essere scritta anche
in questo modo:
y(t) =
∑
σ∈Ω
Gσ(λ)ej2piϕσ(λ)t. (3.77)
Le funzioni Gσ(λ) sono date da
Gσ(λ)
4
=

G′η|η=ϕσ(λ), λ ∈ Dϕσ
0, altrove.
(3.78)
52
Capitolo 3. Segnali quasi ciclostazionari generalizzati
Per un dato sistema le funzioni ϕσ(·) e Gσ(·) non sono univocamente
determinate poiche` per le curve descritte da un’equazione implicita sono
possibili molte decomposizioni in curve descritte da equazioni esplicite.
Inoltre, se piu` funzioni ϕσi(·) sono definite in K intorni non necessaria-
mente coincidenti dello stesso punto λ0, aventi tutte lo stesso limite ϕ0
per λ→ λ0, e solo una e` definita in λ0, allora si assume
ϕσ1(λ0) = · · · = ϕσk(λ0) = ϕ0 (3.79)
e si definisce
Gσi(λ0)
4
= lim
λ→λ0
Gσi(λ), i = 1, . . . ,K. (3.80)
Sono state fatte le seguenti ipotesi di regolarita`: piccoli cambiamenti
nelle frequenze di ingresso generano piccoli cambiamenti nelle frequenze
di uscita ηn(λ) ∈ Eλ, in maniera tale che l’insieme Eλ e` continuo rispetto
a λ e le funzioni φσ′(η, λ) e ϕσ(λ) sono continue nei loro domini.
Dato un sistema lineare tempo variante, la relazione ingresso-uscita
e` data da
y(t) =
∫
R
h(t, u)x(u)du (3.81)
dove h(t, u) e` la risposta impulsiva del sistema. La relazione ingresso-
uscita nel dominio della frequenza si ottiene trasformando la (3.81):
Y (f)
4
=
∫
R
y(t)e−j2piftdt
=
∫
R
H(f, λ)X(λ)dλ (3.82)
dove H(f, λ) e` la funzione di trasmissione ed e` data dalla doppia
trasformata di Fourier della risposta impulsiva del sistema:
H(f, λ)
4
=
∫
R2
h(t, u)e−j2pi(ft−λu)dt du. (3.83)
Trasformando secondo Fourier il lato destro dell’equazione (3.77), si
ha
H(f, λ) =
∑
σ∈Ω
Gσ(λ)δ(f − ϕσ(λ)) (3.84)
=
∑
σ∈Ω
Hσ(λ)δ(fλ− ψσ(f)) (3.85)
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dove ψσ(f) sono le funzioni inverse delle ϕσ(λ) e Gσ(λ) e Hσ(λ) sono
legate dalle seguenti relazioni:
Hσ(f) = |ψ˙σ(f)|Gσ(ψσ(f)) (3.86)
Gσ(λ) = |ϕ˙σ(λ)|Hσ(ϕσ(λ)) (3.87)
con ψ˙σ(f) e ϕ˙σ(λ) uguali alle derivata prima di ψσ(f) e ϕσ(λ), rispet-
tivamente. Dalle (3.84), (3.85) segue che la funzione risposta impulsiva
di un sistema lineare FOT deterministico puo` essere espressa come
h(t, u) =
∑
σ∈Ω
∫
R
Gσ(λ)ej2piϕσ(λ)te−j2piλudλ (3.88)
=
∑
σ∈Ω
∫
R
Hσ(f)e−j2piψσ(f)ue−j2piftdf. (3.89)
Sostituendo le (3.84), (3.85) nelle (3.82) si ottiene la relazione ingresso-
uscita di un sistema lineare FOT deterministico nel dominio della
frequenza:
Y (f) =
∑
σ∈Ω
∫
R
Gσ(λ)δ(f − ϕσ(λ))X(λ)dλ (3.90)
=
∑
σ∈Ω
Hσ(f)X(ψσ(f)) (3.91)
da cui, antitrasformando,
y(t) =
∑
σ∈Ω
∫
R
Gσ(λ)X(λ)ej2piϕσ(λ)tdλ (3.92)
=
∑
σ∈Ω
hσ(t)⊗ xψσ(t) (3.93)
con
xψσ(t)
4
=
∫
R
X(ψσ(f))ej2piftdf. (3.94)
Dalla (3.92) si deduce che l’uscita di un sistema LTV FOT e` una versione
compressa o espansa in frequenza e poi filtrata dell’ingresso. Per i sistemi
LAPTV si ha che le funzioni ψσ(f) sono lineari con pendenza unitaria,
cioe`
ψσ(f) = f − σ, σ ∈ Ω (3.95)
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mentre per la risposta impulsiva si ha
h(t, u) =
∑
σ∈Ω
hσ(t− u)ej2piσu. (3.96)
Il sistema che realizza la scalatura temporale e` un sistema FOT
deterministico la cui risposta impulsiva e` data da
h(t, u) = δ(u− st) (3.97)
dove s 6= 0 e` il fattore di scala e l’insieme Ω contiene un solo elemento,
ψσ(f) =
f
s
(3.98)
Hσ(f) =
1
|s| . (3.99)
3.5.2 Decomposizione della risposta impulsiva di un
sistema LTV FOT aleatorio
Tra i sistemi lineari tempo varianti che non possono essere modellati
come FOT deterministici ci sono i modulatori chirp, i modulatori la cui
portante e` una sequenza pseudo-casuale, i canali che introducono ritardi
tempo varianti ed i sistemi che realizzano una finestratura temporale.
Tali sistemi non hanno in uscita un segnale quasi periodico quando hanno
in ingresso una sinusoide.
Nell’approccio FOT una serie temporale GACS puo` essere de-
composta in una componente deterministica ed in una puramente
aleatoria:
x(t)
4
= E{α}{x(t)}+ xr(t)
= xp(t) + xr(t) (3.100)
dove la componente deterministica xp(t) e` la componente quasi periodica
della serie temporale x(t) e xr(t) e` la componente puramente aleatoria
per la quale si ha 〈
xr(t)e−j2piαt
〉
t
≡ 0, ∀α ∈ R. (3.101)
Nell’approccio stocastico in maniera analoga alla (3.100) un segnale
stocastico puo` essere decomposto nella somma della sua media statistica
55
Capitolo 3. Segnali quasi ciclostazionari generalizzati
e di un termine residuo a media nulla. Nell’approccio stocastico anche
la risposta impulsiva di un sistema LTV puo` essere vista come la som-
ma di una componente deterministica e di una puramente aleatoria in
quanto la media statistica puo` essere applicata nello stesso modo ad un
processo stocastico ed alla risposta impulsiva di un sistema stocastico.
Nell’approccio FOT l’operazione di estrazione della componente quasi
periodica non e` in grado di fornire la componente deterministica dei si-
stemi, ma puo` essere utile vedere un sistema LTV come il parallelo di
due sistemi tali che la sua risposta impulsiva e`
h(t, u)
4
= hD(t, u) + hR(t, u) (3.102)
dove hD(t, u) e` la risposta impulsiva del sottosistema che per ogni in-
gresso quasi periodico da` in uscita un segnale quasi periodico e sara`
detta risposta impulsiva della componente FOT deterministica del si-
stema LTV; la funzione hR(t, u) e` la risposta impulsiva del sottosistema
che per ogni ingresso quasi periodico da` in uscita un segnale privo di
componenti sinusoidali additive con potenza finita e sara` detta compo-
nente FOT puramente aleatoria del sistema LTV. Per i sistemi FOT
deteministici si avra`
h(t, u) = hD(t, u) (3.103)
mentre i sistemi per i quali si ha
h(t, u) = hR(t, u) (3.104)
saranno denominati sistemi FOT puramente aleatori.
Sostituendo la (3.100) e (3.102) nella relazione ingresso/uscita (3.81),
la componente quasi periodica del segnale in uscita y(t) e` data da
E{α}{y(t)} =
∫
R
hD(t, u)xp(u)du
+E{α}
{∫
R
hR(t, u)xp(u)du
}
+E{α}
{∫
R
hD(t, u)xr(u)du
}
+E{α}
{∫
R
hR(t, u)xr(u)du
}
. (3.105)
In base alla definizione di hR(t, u), il secondo termine a destra dell’uguale
della (3.105) e` nullo, mentre, nell’ipotesi di assenza di termini impulsivi
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per la funzione Gσ(λ) e di indipendenza statistica, nell’approccio FOT,
fra il segnale in ingresso e il sistema e` possibile dimostrare che sono nulli
anche il terzo ed il quarto termine a destra dell’uguale della (3.105). Si
ha, quindi
E{α}{y(t)} =
∫
R
hD(t, u)xp(u)du (3.106)
dove, per analogia con l’approccio stocastico, hD(t, u) puo` essere in-
terpretato come la media, nell’approccio FOT, della risposta impulsiva
h(t, u) (che non puo` essere ottenuta in generale attraverso l’operazione
di estrazione della componente quasi periodica). Un risultato analogo
alla (3.106) si ha nell’approccio stocastico quando un processo stocasti-
co e` filtrato da un sistema con risposta impulsiva aleatoria, nell’ipotesi
che sistema e segnali sono statisticamente indipendenti e all’operatore
di estrazione della componente quasi periodica si sostituisca la media
statistica e alla componente deterministica della risposta impulsiva del
sistema la sua media statistica. Tali grandezze nell’approccio stocastico
possono essere misurate solo se sono soddisfatte opportune ipotesi di
ergodicita`, mentre nell’approccio FOT la componente quasi periodica
del segnale in uscita (la media nell’approccio FOT) puo` essere misurata
partendo da un sola serie temporale.
Come esempio di applicazione dei risultati precedenti si consideri un
segnale PAM
xPAM(t) = xδ(t)⊗ q(t) (3.107)
dove q(t) e` un impulso ad energia finita e xδ(t) e` il segnale campionato
idealmente
xδ(t) =
+∞∑
k=−∞
x(k)δ(t− kTs). (3.108)
Il segnale xPAM(t) puo` essere interpretato come l’uscita di un sistema
LTI (e quindi deterministico) che ha in ingresso il segnale aleatorio xδ(t)
statisticamente indipendente dal sistema. Dalla (3.106) si ha
E{α} {xPAM(t)} = E{α} {xδ} (t)⊗ q(t)
=
+∞∑
k=−∞
E{α˜} {x(k)} q(t− kTs) (3.109)
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con E{α˜} che indica l’operatore di estrazione della componente quasi
periodica a tempo discreto.
3.5.3 Caratterizzazione di ordine superiore dei sistemi
LTV nel dominio del tempo e della frequenza
Il lag product di ordine N dell’uscita y(t) di un sistema LTV e` dato da
Ly(1t+ τ )
4
=
N∏
n=1
y(∗)n(t+ τn) (3.110)
=
∫
RN
N∏
n=1
h(∗)n(t+ τn, t+ sn)Lx(1t+ s)ds
con s
4
= [s1, · · · , sN ]T . Si ha, quindi, che le periodicita` nascoste del se-
gnale in ingresso che sono rigenerate dal lag product di ordine N sono
trasformate nelle periodicita` presenti nel lag product di ordine N del se-
gnale in uscita da una trasformazione lineare rispetto al prodotto tempo
ritardo il cui nucleo e` il lag product di ordine N della risposta impulsiva
del sistema LTV. Si ha la seguente decomposizione per il lag product di
ordine N della risposta impulsiva:
N∏
n=1
h(∗)n(t+ τn, un)
4
= Rh(1t+ τ ,u) + lh(1t+ τ ,u) (3.111)
con u
4
= [u1, · · · , uN ]T . La funzione Rh(1t + τ ,u) e` la funzione mo-
mento temporale del sistema ed e` il nucleo dell’operatore lineare che
trasforma la componente quasi periodica del lag product in ingresso al
sistema, cioe` il momento temporale in ingresso, nella componente quasi
periodica presente nel lag product in uscita al sistema; lh(1t+ τ ,u) e` il
nucleo dell’operatore lineare che trasforma qualsiasi componente quasi
periodica presente nel lag product in ingresso in una componente FOT
puramente aleatoria del lag product in uscita al sistema.
Per ricavare l’espressione del momento temporale del sistema si
consideri il seguente lag product in ingresso:
Lx(1t+ s) ≡ Rx(1t+ s) = ej2piλT (1t+s) (3.112)
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con λ
4
= [λ1, · · · , λN ]T . Si ha che la componente quasi periodica del lag
product in uscita al sistema e`
E{α}{Ly;λ(1t+ τ )} =
∑
η∈Eλ,τ
G
′
η(τ )e
j2piηt (3.113)
dove per ogni (λ, τ ) si ha che Eλ,τ e` un insieme numerabile e G
′
η(τ )
sono funzioni complesse.
Dalla numerabilita` di Eλ,τ si ha che l’insieme di punti (η,λ) ∈ Eλ,τ×
RN tali che G′η(τ ) 6= 0 e` costituto da un insieme di manifold descritti
da equazioni esplicite; si ha quindi
cl
{
(η,λ) ∈ Eλ,τ × RN : G′η(τ ) 6= 0
}
= cl
⋃
θ∈Θ
{(η,λ) ∈ R×Dθ(τ ) : η = ϕθ(λ, τ )} (3.114)
dove Θ e` un insieme numerabile e ϕθ(·, ·) sono funzioni reali tali che
ϕθ(λ, τ ) 6= ϕθ′(λ, τ ) per θ 6= θ′ e Dθ(τ ) e` il dominio di ϕθ(·, τ ). Definita
la funzione
Gθ(λ, τ )
4
=

G
′
η(τ )|η=ϕθ(λ,τ ), λ ∈ Dθ(τ )
0, altrove
(3.115)
si ha che la componente quasi periodica del lag product in uscita al
sistema e`
E{α} {Ly;λ(1t+ τ )} =
∑
θ∈Θ
Gθ(λ, τ )ej2piϕθ(λ,τ )t. (3.116)
Dalla definizione di funzione momento temporale del sistema si ha che
E{α} {Ly;λ(1t+ τ )} =
∫
RN
Rh(1t+ τ ,u)ej2piλTudu (3.117)
da cui segue che la funzione momento temporale del sistema ha la
seguente espressione:
Rh(1t+ τ ,u) =
∑
θ∈Θ
∫
RN
Gθ(λ, τ )ej2piϕθ(λ,τ )te−j2piλ
Tudλ. (3.118)
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Poiche` l’operatore di estrazione della componente quasi periodica e` il
corrispondente dell’operatore di media nell’approccio stocastico classico,
si ha che per N = 2 la funzione E{α} {Ly;λ(1t+ τ )} e` la correlazione fra
i segnali in uscita corrispondenti agli ingressi ej2piλ1t e ej2piλ2t. Mentre
si ha che E{α} {Ly;λ(1t+ τ )} dipende da τ1 − τ2, un’analoga proprieta`
non vale per la dipendenza da λ1 e λ2. Nel caso particolare in cui si ha
che per ogni θ ∈ Θ
Gθ(λ1, λ2, τ1, τ2) = Gθ(∆λ,∆τ) (3.119)
ϕθ(λ1, λ2, τ1, τ2) = ϕθ(∆λ,∆τ) (3.120)
dove ∆λ = λ1 − λ2 e ∆τ = τ1 − τ2, la funzione Gθ(·, ·) corrisponde alla
funzione di correlazione tempo-frequenza definita nell’approccio stocas-
tico tradizionale [33]. La sua trasformata di Fourier rispetto alla va-
riabile ∆τ , valutata per ∆λ = 0, corrisponde alla funzione spettro di
potenza Doppler del canale, mentre la doppia trasformata rispetto a ∆λ
e ∆τ e` la funzione di scattering del canale [33].
Si puo` ricavare una relazione ingresso-uscita in termini di funzioni
momenti temporali dei sistemi LTV che e` formalmente analoga a quella
ottenuta per i processi stocastici:
E{α} {Ly(1t+ τ )} = Ry(1t+ τ ) (3.121)
=
∫
RN
Rh(1t+ τ ,1t+ s)Rx(1t+ s)ds.
Il vantaggio della (3.121) rispetto all’analoga relazione nell’approccio
stocastico consiste nel fatto che non e` necessario formulare nessuna
ipotesi di ergodicita`. Poiche` le Rx(1t+ τ ) e Ry(1t+ τ ) sono le medie
(nell’approccio FOT) dei lag product in ingresso e in uscita, la funzione
Rh(1t+τ ,1t+s) puo` essere interpretata come la media, nell’approccio
FOT, del lag product della risposta impulsiva, da cui deriva il nome di
momento temporale del sistema. In generale Rh(1t+τ ,1t+s) non puo`
essere ottenuto estraendo la componente quasi periodica del prodotto
della risposta impulsiva a differenza di come accade per i segnali.
In termini di funzioni cumulanti temporali la relazione ingresso-
uscita e`
Cy(1t+ τ ) =
∫
RN
Rh(1t+ τ ,1t+ s)Cx(1t+ s)ds. (3.122)
Nelle ipotesi che le funzioni considerate siano trasformabili almeno nel
senso delle distribuzioni si ha che la trasformata di Fourier di ordineN di
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entrambi i membri dell’equazione (3.121) fornisce la relazione ingresso-
uscita in termini di funzioni momenti spettrali:
Sy(f) =
∫
RN
Sh(f ,λ)Sx(λ)dλ (3.123)
dove la funzione
Sh(f ,λ)
4
=
∫
R2N
Rh(τ ,u)e−j2pi(f
T τ−λTu)dτdu (3.124)
e` la funzione momento spettrale del sistema.
La relazione ingresso-uscita in termini di funzioni cumulanti
spettrali, infine, e` data da
Py(f) =
∫
RN
Sh(f ,λ)Px(λ)dλ. (3.125)
3.5.4 Numerabilita` dell’insieme delle frequenze di ciclo
Il problema della numerabilita` del’insieme delle frequenze di ciclo in
uscita ad un sistema LTV e` rilevante nell’approccio FOT poiche` in
tale contesto l’operazione di estrazione della componente quasi periodi-
ca e` analoga all’operazione di media statistica dell’approccio stocastico
tradizionale. Considerando un sistema LTV che ha in ingresso un se-
gnale x(t), in base alla relazione ingresso-uscita per i momenti temporali
(3.121), si ha che l’insieme delle frequenze di ciclo di ordine N per ogni
valore di τ e` dato da
Ay,τ 4=
{
α ∈ R : Rαyτ 6= 0
}
=
⋃
θ∈Θ
⋃
ζ∈Wx
{
α ∈ R :
∫
RN
Gθ(λ, τ )
δϕθ(λ,τ )−αSx,ζ(λ)dλ 6= 0
}
. (3.126)
Dato un sistema LTV che non si comporti come un risonatore, cioe`
tale che il lag product in uscita presenti componenti sinusoidali additive
solo in corrispondenza di particolari frequenze del lag product in ingresso,
l’insieme (3.126) risulta numerabile e il segnale in uscita risulta GACS
(o a potenza nulla), sia nel caso di segnali in ingresso GACS privi di
componenti ACS, sia nel caso di segnali in ingresso ACS [19].
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Esaminiamo il caso di un sistema LTV puramente aleatorio e consid-
eriamo il canale Doppler esistente fra un trasmettitore ed un ricevitore
con accelerazione non nulla la cui risposta impulsiva e`
h(t, u) = δ(u− t−D(t)) (3.127)
con
D(t)
4
= d0 + d1t+ d2t2, d2 6= 0. (3.128)
Se ej2piλ
T (1t+s) e` il lag product in ingresso, la componente quasi periodica
del lag product in uscita e` data da
E{α} {Ly;λ(1t+ τ )} = ej2piλ(−)T (1t+τ )E{α}
{
e−j2piλ
TD(−)(1t+τ )
}
(3.129)
con D(−)(1t + τ ) 4= [(−)1D(t+ τ1), · · · , (−)ND(t+ τN )]T . Nel caso in
cui D(t) e` dato da (3.128) si ha che
E{α}
{
e−j2piλ
TD(−)(1t+τ )
}
= e−j2piλ
T [d01(−)+d1τ (−)+ d2τ (−)(2)]
e−j2piλ
T [d11(−)+2d2τ (−)]tδλT 1(−)d2 (3.130)
dove 1(−) 4= [(−)11, . . . , (−)N1]T , τ (−) 4= [(−)1τ1, . . . , (−)NτN ]T ,
τ (−)(2) 4= [(−)1τ21 , . . . , (−)Nτ2N ]T .
Dalle (3.129),(3.130) e (3.116) segue che per un sistema LTV che ha
risposta impulsiva data dalle (3.127),(3.128), l’insieme Θ contiene solo
un elemento e , per d2 6= 0, si ha
Gθ(λ, τ ) = ej2piλ
(−)T [(1−d1)τ−d2τ (2)]δλ(−)T1 (3.131)
ϕθ(λ, τ ) = −2d2λ(−)Tτ , per λ(−)Tτ = 0. (3.132)
Considerando la (3.118), si ha, poi,
Rh(1t+ τ ,u) =
∫
RN
e−j2piλ
T [u−φ(−)(t,τ )]δλ(−)T 1dλ (3.133)
con
φ(−)(t, τ ) 4= [(−)1φ(t, τ1), . . . , (−)Nφ(t, τN )]T
= (1− d1)τ (−) − d2τ (−)(2) − 2d2τ (−)t (3.134)
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dove
φ(t, τ)
4
= (1− d1)τ − d2τ2 − 2d2τt. (3.135)
Sostituendo l’espressione del momento temporale del sistema (3.133)
nella relazione ingresso uscita (3.121), si ha:
Ry(1t+ τ ) =
∫
RN
ej2piλ
Tφ(−)(t,τ )δλ(−)1Sx(λ)dλ. (3.136)
La presenza della funzione delta di Kronecker nella funzione integranda
implica che la funzione momento in uscita al sistema puo` contenere
componenti sinusoidali additive solo se il segnale in ingresso contiene
componenti ACS. Se il segnale in ingresso e` ACS si ha che
Sx(λ)δλ(−)1
4
=
∑
α∈ Ax
Sαx(λ)δλ(−)1
=
∑
α∈ Ax
Sαx(λ
′)δ(α− λT1)δλ(−)1 (3.137)
con Sαx(λ
′) che e` la funzione momento spettrale ciclico a dimensione
ridotta che puo` essere impulsiva.
Se si assume che il sistema LTV e` FOT deterministico e sufficien-
temente regolare tale che le funzioni Gθ(λ, τ ) non contengano termini
impulsivi in λ si ricava la seguente espressione:
Ry(1t+ τ ) =
∑
σ∈ΩN
∫
RN
N∏
n=1
|ϕ˙σn((−)nλn)|H(∗)nσn (ϕσn((−)nλn))
Sx(λ)ej2piϕ
(−)
σ (λ
(−))T (1t+τ )dλ. (3.138)
Se si considera il caso di un sistema FOT deterministico che ha in in-
gresso un segnale GACS non contenente alcuna componente ACS, si puo`
dimostrare che esso ha in uscita un segnale di potenza nulla tranne nel
caso in cui la risposta impulsiva del sistema contenga termini impulsivi;
se in ingresso c’e` un segnale ACS in uscita al sistema c’e` un segnale ACS
qualora il sistema contenga componenti LAPTV o termini di scalatura
temporale.
Come esempio di sistema LTV FOT deterministico consideriamo un
canale Doppler esistente fra un trasmettitore ed un ricevitore che si
muovono con velocita` relativa costante la cui risposta impulsiva e`
h(t, u) = δ(u− t+ (d0 + d1t)). (3.139)
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Tale sistema introduce un ritardo dipendente dal tempo D(t) = d0+d1t
che realizza una scalatura temporale ed introduce un ritardo costante
nel segnale in uscita al sistema
y(t)
4
= x((1− d1)t− d0)
= x((1− d1t))⊗ δ(t− d0/(1− d1)). (3.140)
Assumendo che d0 = 0, si ottengono le seguenti relazioni:
Ry(1t+ τ ) = Rx(s(1t+ τ )) (3.141)
Rαy(τ ) = Rα/sx (sτ ) (3.142)
con s
4
= 1− d1. Se in ingresso c’e` un segnale DSB x(t) = s(t) cos(2pif0t)
si ha che il segnale in uscita e` DSB con frequenze di ciclo ±2f0s e ±4f0s.
3.5.5 Filtraggio LAPTV
Consideriamo un sistema LAPTV, cioe` un sistema FOT deterministico
LTV la cui risposta impulsiva e`
h(t, u) =
∑
σ∈Ω
hσ(t− u)ej2piσu (3.143)
con Ω insieme numerabile degli spostamenti in frequenza introdotti dal
sistema. Considerando le (3.86), (3.95) si ha
ϕσ(λ) = λ+ σ, σ ∈ Ω (3.144)
Gσ(λ) = Hσ(λ+ σ), σ ∈ Ω (3.145)
con Hσ(·) trasformata di Fourier di hσ(·). In particolare, per i sistemi
LAPTV si ha
ϕθ(λ, τ ) = λT1+ σ(−)T1 (3.146)
e
Gθ(λ, τ ) =
N∏
n=1
H(∗)nσn ((−)nλn + σn)ej2pi(λ+σ
(−))T τ (3.147)
dove σ(−) 4= [(−)1σ1, . . . , (−)NσN ]T .
Per i sistemi LAPTV (in particolare LTI) vale il risultato ottenuto
per i sistemi LTV FOT deterministici: se in ingresso al sistema c’e` un
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segnale GACS non contenente alcuna componente ACS, il segnale in
uscita e` GACS con i GCTMF identicamente nulli, cioe` con potenza nulla.
Inoltre i segnali GACS che non contengono componenti ACS hanno una
funzione di autocorrelazione mediata nel tempo Rx(τ1, 0) che contiene
il termine additivo x2δτ1 tale che la potenza e` distribuita su una banda
infinita; quando viene filtrato da un sistema con banda finita il segnale
in uscita e` nullo.
In molti problemi di stima un segnale puo` essere modellato come ACS
oppure GACS in funzione della lunghezza dell’intervallo di osservazione.
Questo fatto pone alcune limitazioni nelle prestazioni ottenute con alcuni
algoritmi di elaborazione dei segnali adottati nelle comunicazioni dove
segnali ACS sono elaborati da sistemi LAPTV. Infatti, se l’intervallo
di osservazione e` incrementato per aumentare l’immunita` agli effetti del
rumore e dell’interferenza, puo` accadere che il modello ACS adottato
per il segnale in ingresso non sia piu` valido sia piu` corretto adottare
un modello GACS, poiche` piccole variazioni temporali dei parametri del
segnale (non evidenti quando la lunghezza dell’intervallo di osservazione
e` inferiore) devono essere presi in considerazione. L’aumento eccessivo
della lunghezza dell’intervallo di osservazione non sempre comporta il
benefico effetto di migliorare l’affidabilita` delle stime delle statistiche
cicliche del segnale in uscita; esso puo` dare origine a statistiche cicliche
(e statistiche cicliche generalizzate) che tendono asintoticamente a zero.
Esiste, quindi, un limite superiore alla lunghezza massima del’intervallo
di osservazione e, di conseguenza, esiste un limite al minimo rapporto
segnale-rumore accettabile per algoritmi basati sulla ciclostazionarieta`
che sono, in principio, immuni al rumore e all’interferenza nel caso in
cui la lunghezza dell’intervallo di osservazione tenda all’infinito.
3.5.6 Modulazione a prodotto
Consideriamo un sistema LTV che realizza una modulazione a prodotto
di un segnale in ingresso GACS:
y(t) = c(t)x(t) (3.148)
dove c(t) e` un segnale GACS statisticamente indipendente nell’approccio
FOT da x(t) e con TMF di ordine N pari a
Rc(1t+ τ ) =
∑
ξ∈Wc
Rc,ξ(τ )ej2piγξ(τ )t. (3.149)
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La risposta impulsiva del sistema e`
h(t, u) = c(t)δ(t− u), (3.150)
ed il sistema e` puramente aleatorio se c(t) non contiene componenti
sinusoidali additive.
La componente quasi periodica del lag product in uscita quando
l’ingresso e` ej2piλ
T (1t+s) e` data da
E{α} {Ly;λ(1t+ τ )} =
∑
ξ∈Wc
Rc,ξ(τ )ej2piλT τ ej2pi(γξ(τ )+λT 1)t. (3.151)
Confrontando la (3.151) con la (3.116), si deduce che c’e` una cor-
rispondenza uno a uno fra gli elementi θ dell’insieme Θ e gli elementi di
ξ dell’insieme Wc. Si ha, inoltre,
ϕθ(λ, τ ) = γξ(τ ) + λT1 (3.152)
Gθ(λ, τ ) = Rc,ξ(τ )ej2piλT τ . (3.153)
La funzione momento temporale della trasformazione modulazione a
prodotto puo` essere scritta nel seguente modo:
Rh(1t+ τ ,u) = Rc(1t+ τ )δ(1t+ τ − u) (3.154)
dove δ(u) e` la funzione di Dirac N -dimensionale. La relazione ingresso
uscita in termini di TMF e` data da
Ry(1t+ τ ) = Rc(1t+ τ )Rx(1t+ τ ) (3.155)
che e` formalmente analoga al risultato nell’approccio stocastico. L’e-
spressione (3.154) conferma l’interpretazione di Rh(1t+τ ,u) come me-
dia (nell’approccio FOT) del prodotto tempo ritardo della risposta im-
pulsiva, essendo Rc(1t+ τ ) la componente quasi periodica del prodotto
tempo ritardo del segnale c(t).
Il TMF di ordine N del segnale x(t) e`
Rx(1t+ τ ) =
∑
ζ∈Wx
Rx,ζ(τ )ej2piαζ(τ )t (3.156)
e le frequenze di ciclo relative al prodotto tempo ritardo della serie
temporale GACS in uscita sono
βη(τ ) = αζ(τ ) + γξ(τ ), (ζ, ξ) ∈Wx ×Wc (3.157)
66
Capitolo 3. Segnali quasi ciclostazionari generalizzati
e, inoltre,
Ry,η(τ ) 4=
〈
Ry(1t+ τ )e−j2piβη(τ )t
〉
t
=
∑
ζ∈Wx
∑
ζ∈Wc
Rx,ζ(τ )Rc,ξ(τ )
δβη(τ )−[αζ(τ )+γξ(τ )]. (3.158)
Nel caso in cui il segnale c(t) e` periodico si ha che la trasformazione
(3.148) e` LAPTV e quindi
Rc(1t+ τ ) =
N∏
n=1
c(∗)n(t+ τn). (3.159)
Infine, la relazione ingresso uscita in termini di cumulanti e`
Cy(1t+ τ ) = Rc(1t+ τ )Cx(1t+ τ ). (3.160)
3.5.7 Canali Multipath Doppler
Il modello di canale Doppler relativo nell’ipotesi di banda larga, in-
trodotto nel primo capitolo, e` un sistema LTV FOT deterministi-
co. Generalizzando al caso di K cammini, si ha la seguente risposta
impulsiva:
h(t, u) =
K∑
k=1
akδ(u− skt+ dk)ej2piνkt. (3.161)
La funzione di trasmissione corrispondente, doppia trasformata di
Fourier della risposta impulsiva, e` data da
H(f, λ) =
K∑
k=1
ake
−j2piνkdkδ(f − νk − λsk) (3.162)
da cui si ottengono
ϕk(λ) = skλ+ νk, k = 1, . . . ,K (3.163)
Gk(λ) = ake−j2piλdk , k = 1, . . . ,K. (3.164)
e, in maniera equivalente,
67
Capitolo 3. Segnali quasi ciclostazionari generalizzati
ψk(f) =
1
sk
(f − νk), k = 1, . . . ,K (3.165)
Hk(f) =
ak
|sk| e
j2pi(f−νk)dk/sk , k = 1, . . . ,K. (3.166)
La funzione momento temporale del sistema del canale multipath
Doppler e` data da
Rh(1t+ τ ,u) =
∑
k∈INk
(
N∏
n=1
a
(∗)n
kn
)
ej2piνk
(−)T (1t+τ )
δ(sk ◦ (1t+ τ )− dk − u) (3.167)
dove k
4
= [k1, . . . , kN ]T , sk
4
= [sk1 , . . . , skN ]
T , νk(−)
4
=
[(−)1νk1 , . . . , (−)NνkN ]T , IK
4
= {1, . . . ,K} e ◦ rappresenta il prodotto
matriciale di Hadamard.
La funzione momento temporale del segnale in uscita al canale
Doppler e` espressa da
Rey(1t+ τ ) = ∑
k∈INk
(
N∏
n=1
a
(∗)n
kn
)
ej2piνk
(−)T (1t+τ )
Rex(sk ◦ (1t+ τ )− dk) (3.168)
dove l’uguaglianza e` in media quadratica temporale.
Non tutti termini a destra dell’uguale della (3.168) danno contributo
non nullo alla componente quasi periodica del lag product di ordine N
in uscita al sistema. Nel caso in cui i fattori di scala temporale dei
differenti cammini sono diversi e nell’ipotesi in cui x˜(t) e x˜(t + τ) sono
asintoticamente indipendenti (|τ | → ∞) nell’approccio FOT, risulta che,
se sh 6= sk per h 6= k, allora, per τ = 1τ0, |τ0| → ∞, si ha
Rex(sk ◦ (1t+ τ )) −→ N∏
n=1
E{α}
{
x˜(∗)n(snt+ snτn)
}
(3.169)
poiche` le due serie temporali x˜(∗)h(snt+ snτn) e x˜(∗)k(skt+ skτk) risul-
tano traslate l’una rispetto all’altra di una quantita` infinita. Un’uguale
fattorizzazione si ottiene per |t| → ∞. Se almeno uno degli sk e` dif-
ferente da tutti gli altri nell’asintotica (per |t| → ∞) fattorizzazione di
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Rex(sk◦(1t+τ )) c’e` almeno un termine del tipo E{α} {x˜(∗)n(snt+ snτn)}.
Quindi se x˜(t) non contiene alcuna componente additiva sinusoidale, si
ha
lim
|t|→∞
Rex(sk ◦ (1t+ τ )) = 0. (3.170)
Assumendo nelle (3.168) che almeno uno degli sk e` diverso da tutti gli
altri, i termini con s 6= 1sn, cioe` con k 6= 1kn, sono nulli in media
quadratica temporale e la (3.168) diventa
Rey(1t+ τ ) = ∑
k∈Ik
(
N∏
n=1
a
(∗)n
kn
)
ej2piνk1
(−)T (1t+τ )
Rex(sk(1t+ τ )− 1dk) (3.171)
dove l’uguaglianza e` in media quadratica temporale e si e` considerato
s1kn = 1skn . Infine si ricava
Rαey(τ ) = ∑
k∈IK
(
N∏
n=1
a
(∗)n
k
)
ej2piνk1
(−)T τ
∑
ζk∈Wx
Rx,ζk(skτ − 1dk)δαζk (skτ )−(α−1(−)T1νk)/sk
=
∑
k∈Ik
(
N∏
n=1
a
(∗)n
k
)
ej2piνk1
(−)T τ
R(α−1(−)T1νk)/skex (skτ − 1dk) (3.172)
dove 1(−) 4= [(−)11, . . . , (−)N1]T .
Dalla (3.172) segue che se x˜ e` GACS anche y˜ e` GACS e frequenze
di ciclo dipendenti dal ritardo di y˜ sono
βζ,k(τ ) = skαζ(τ ) + 1(−)T1νk, ζ ∈Wx, k ∈ Ik. (3.173)
Nel caso particolare in cui valga la condizione espressa nel primo capitolo
WT ¿ c
v
(3.174)
per ognuno dei K cammini, allora i fattori di scala sk possono essere
considerati unitari, le funzioni ϕk(λ) sono lineari ed il canale multipath
Doppler puo` essere modellato come un sistema LAPTV e si ha
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Rαey(τ ) = ∑
k∈INK
(
N∏
n=1
a
(∗)n
k
)
ej2piνk
(−)T τRα−ν
(−)T
k 1ex (τ − dk).
3.6 Campionamento dei segnali GACS
Nell’approccio FOT una serie temporale x(k) a valori complessi, di po-
tenza finita a tempo discreto, e` detta ciclostazionaria in senso ampio di
ordine N con frequenza di ciclo α˜ /∈ Z per una data configurazione di
coniugazioni se il CTMF di ordine N
R˜α˜x(m) 4= lim
K→∞
1
2K + 1
K∑
k=−K
N∏
n=1
x(∗)n(k +mn)e−j2piα˜k (3.175)
esiste ed e` non nullo per qualche vettore colonna m
4
= [m1, · · · ,mn]T ∈
ZN , dove x 4= [x(∗)1(k), · · · , x(∗)N (k)]T e la convergenza della media
temporale rispetto a k e` assunta in media quadratica temporale o nel
senso delle distribuzioni.
Se l’insieme
A˜m 4=
{
α˜ ∈ [−1/2, 1/2[: R˜α˜x(m) 6= 0
}
(3.176)
e` numerabile per ogni m allora il prodotto tempo ritardo puo` essere
espresso come la somma di una componente quasi periodica e di un ter-
mine residuo che non contiene alcuna componente additiva sinusoidale,
cioe` si ha:
L˜x(1k +m)
4
=
N∏
n=1
x(∗)n(k +mn)
= R˜x(1k +m) + l˜x(1k +m) (3.177)
dove la funzione quasi periodica
R˜x(1k +m) 4= E{eα}
{
N∏
n=1
x(∗)n(k +mn)
}
=
∑
eα∈ eAm R˜
α˜
x(m)e
j2pieαk (3.178)
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e` detta funzione momento temporale. Il termine residuo e` tale che
lim
K→∞
1
2K + 1
K∑
k=−K
l˜x(1k+m)e−j2pieαk ≡ 0, ∀α˜ ∈ [−1/2, 1/2[. (3.179)
L’insieme A definito dalla (3.10) nel caso tempo continuo e` non numera-
bile per le serie temporali che sono GACS ma non ACS; il corrispondente
insieme nel caso tempo discreto e`
A˜ 4=
⋃
m∈ZN
A˜m (3.180)
che e` sempre numerabile in quanto unione di insiemi numerabili con
m ∈ ZN. Si ha, quindi, che tutti i segnali a tempo discreto per i quali
il prodotto tempo ritardo di ordine N contenga componenti sinusoidali
additive sono ACS e la somma nella (3.178) puo` essere estesa all’insieme
A˜.
La funzione cumulante di ordine N di una serie temporale a tempo
discreto e a valori complessi puo` essere espressa come
C˜x(1k +m) =
∑
P
[
(−1)p−1(p− 1)!
p∏
i=1
R˜x,µi(1k +mµi)
]
. (3.181)
Essa e` una funzione quasi periodica di k e puo` essere scritta come
C˜x(1k +m) =
∑
eβ∈ eB C˜
eβ
x(m)e
−j2pieβk (3.182)
dove gli insiemi
B˜ 4=
⋃
m∈ZN
B˜m (3.183)
B˜m 4=
{
β˜ ∈ [−1/2, 1/2[: C˜β˜x(m) 6= 0
}
(3.184)
sono numerabili.
Si consideri la serie a tempo discreto x(k) ottenuta dai campioni di
un segnale GACS a tempo continuo xc(t)
x(k)
4
= xc(t)|t=kTs k ∈ Z, (3.185)
71
Capitolo 3. Segnali quasi ciclostazionari generalizzati
con Ts pari al periodo di campionamento e si consideri la versione
campionata del prodotto tempo ritardo
L˜x(1k +m) = Lxc(1t+ τ )|t=kTs,τ=mTs
= R˜′x(1k +m) + l˜
′
x(1k +m) (3.186)
dove il termine residuo non contiene alcuna componente additiva sinu-
soidale a tempo discreto. La funzione R˜′x(1k +m) puo` essere scritta
come
R˜′x(1k +m) 4= Rxc(1t+ τ )|t=kTs,τ=mTs
=
∑
α∈AmTs
Rαxc(mTs)ej2piαkTs
=
∑
ζ∈W
Rxc,ζ(mTs)ej2piαζ(mTs)kTs . (3.187)
La funzione R˜′x(1k+m) e` quasi periodica rispetto a k e, poiche` il termine
residuo l˜
′
x(1k+m) non contiene alcuna componente sinusoidale additiva,
si ha che R˜′x(1k +m) coincide con R˜x(1k +m), che e` la componente
quasi periodica contenuta in L˜x(1k +m).
L’insieme AmTs e` definito come
AmTs 4=
{
α ∈ R : Rαxc(mTs) 6= 0
}
=
⋃
ζ∈W
{α ∈ R : α = αζ(mTs)}
=
⋃
p∈Z
{
α ∈ R : α = (α˜+ p)fs, α˜ ∈ A˜′m
}
(3.188)
con
A˜′m 4= {α˜ ∈ [−1/2, 1/2[: α˜ = (α/fs)mod 1, α ∈ AmTs}. (3.189)
L’operazione modb nella (3.189) denota l’operazione di modulo con i
valori nell’intervallo [−b/2, b/2[.
Si puo` dimostrare che i CTMF del segnale campionato sono legati ai
CTMF del segnale tempo continuo xc(t) dalla relazione
R˜eαx(m) = +∞∑
p=−∞
R˜(eα+p)fsxc (mTs) (3.190)
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che estende al caso GACS il risultato derivato in [22] per i segnali ACS.
Considerando la (3.189), si ha
R˜x(1k +m) =
∑
eα∈ eA′m
+∞∑
p=−∞
R(eα+p)fsxc (mTs)ej2piα˜fskTs
=
∑
eα∈ eA′m R˜
eα
x(m)e
j2piα˜k. (3.191)
Il segnale campionato x(k) e` ACS, sia nel caso in cui il segnale GACS
xc(t) e` ACS che nel caso in cui non lo e`, indipendentemente dal fatto
che l’insieme del segnale a tempo continuo A 4= ⋃τ∈RAτ sia o non
numerabile. Si ha che
A˜ 4=
⋃
m∈ZN
A˜m
=
⋃
m∈ZN
⋃
α∈AmTs
{α˜ ∈ [−1/2, 1/2[:
α˜ = (α/fs)mod 1,Rαxc(mTs) 6= 0
=
⋃
m∈ZN
⋃
ζ∈W
{α˜ ∈ [−1/2, 1/2[:
α˜ = αζ(mTs)Tsmod 1,Rxc,ζ(mTs) 6= 0}. (3.192)
Si noti che A˜ e` un insieme numerabile poiche` e` ottenuto come unione di
insiemi numerabili A˜m con m appartenete all’insieme numerabile ZN .
I CTMF di un segnale GACS a tempo discreto ottenuto campionando
un segnale GACS possono essere espressi in termini dei suoi GCTMF
R˜eαx(m) = ∑
(ζ,m)∈Xeα
Rxc,ζ(mTs)
=
∑
ζ∈W
Rxc,ζ(mTs)δ[αζ(mTs)Ts−eα]mod1 (3.193)
dove
Xeα 4= {(ζ,m) ∈W × ZN :
αζ(mTs)Ts = α˜mod1,Rxc,ζ(mTs) 6= 0}. (3.194)
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Sebbene i TMF a tempo discreto sono la versione campionata dei TMF
a tempo continuo, in generale per i CTMF si ha
R˜eαx 6= Rαxc(τ )|τ=mTs,α=eαfs (3.195)
a causa della presenza dell’aliasing nel dominio della frequenza di ciclo.
Dalla (3.190) segue che la versione campionata del CTMF di ordine
N ad una data frequenza di ciclo α non e` affetta da aliasing se e solo
se non c’e` alcuna frequenza di ciclo di xc(t) che differisce da α di un
intero multiplo della frequenza di campionamento fs. Una condizione
necessaria e sufficiente che assicura assenza di aliasing nell’intero do-
minio delle frequenze di ciclo e` che la frequenza di campionamento sia
sufficientemente elevata che tutte le frequenze di ciclo del segnale tempo
continuo xc(t) appartengono all’intervallo [−fs/2, fs/2]. Infatti, in tale
caso, solamente il termine p = 0 nella (3.190) puo` essere differente da
zero e, inoltre, risulta che
R˜eαx = Rαxc(τ )|τ=mTs,α=eαfs ∀α˜ ∈ [−1/2, 1/2[,∀m ∈ ZN . (3.196)
Nel caso particolare di un segnale ACS a tempo continuo la condizione
necessaria e sufficiente che assicura assenza di aliasing sull’intero dominio
delle frequenze di ciclo per i CTMF di ordine N e` che il segnale sia
a banda strettamente limitata minore di fs/2N , poiche`, in tale caso,
tutte le frequenze di ciclo di ordine N sono minori di fs/2. Nel caso
piu` generale dei segnali GACS una condizione sufficiente che assicura
assenza di aliasing e`
|αζ(mTs)Ts| < 12∀m ∈ Z
N e ∀ζ ∈W tale cheRxc,ζ(mTs) 6= 0. (3.197)
Per i GCTCF di una serie a tempo discreto costituita dai campioni
di un segnale a tempo continuo si ha
C˜ eβx(m) = +∞∑
p=−∞
C˜(eβ+p)fsxc (mTs) (3.198)
C˜ eβx(m) = ∑
(ξ,m)∈Yeβ
Cxc,ξ(mTs)
=
∑
ξ∈WC
Cxc,ξ(mTs)δ[βξ(mTs)Ts−eβ]mod 1 (3.199)
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dove
Yeβ 4=
{
(ξ,m) ∈WC × ZN :
βξ(mTs)Ts = β˜mod1, Cxc,ξ(mTs) 6= 0}. (3.200)
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Capitolo 4
Prestazioni asintotiche di
un nuovo algoritmo di
sincronizzazione
In un sistema di comunicazione digitale e` possibile considerare una ge-
rarchia di problemi di sincronizzazione [8]. Il ricevitore, per demodulare
coerentemente il segnale ricevuto e generare la versione in banda base,
ha bisogno di una portante di riferimento: e` il problema della sincroniz-
zazione di portante (carrier synchronization) che riguarda la genera-
zione di una portante con fase prossima a quella del segnale trasmes-
so. Il problema di sincronizzare l’orologio del ricevitore con la sequen-
za dei simboli del segnale in banda base e` chiamato sincronizzazione
di bit (bit synchronization). Seguono, in questa gerarchia, i problemi
di sincronizzazione di parola, trama e pacchetto (word, frame, packet-
synchronization) in funzione del tipo di sistema preso in considerazione.
Questi ultimi problemi vengono, usualmente, risolti progettando oppor-
tunamente il messaggio attraverso la ripetizione di parole e bit nella
sequenza per scopi di sincronizzazione. Per utilizzare in maniera effi-
ciente la potenza trasmessa, la sincronizzazione di portante e di bit deve
essere effettuata senza la trasmissioni di componenti non modulate della
portante sinusoidale.
Un’alternativa e` costituita dagli algoritmi detti blind o non data-
aided che recuperano i parametri utili per la sincronizzazione utilizzando
il segnale ricevuto ed i parametri statistici del segnale di informazione.
Molti algoritmi blind utilizzano le proprieta` di ciclostazionarieta`
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sincronizzazione
possedute da quasi tutti i segnali modulati, poiche`, a differenza delle
ordinarie statistiche stazionarie, le statistiche cicliche (come la fun-
zione di autocorrelazione ciclica e la funzione di autocorrelazione ciclica
coniugata) conservano l’informazione sulla fase.
Sia x(t) una serie temporale a valori reali ACS in senso lato del secon-
do ordine; il suo prodotto tempo ritardo del secondo ordine x(t)x(t+ τ)
puo` essere decomposto nella somma della sua componente quasi perio-
dica e di un termine residuo lx(t, τ) che non contiene alcun termine
additivo sinusoidale:
x(t)x(t+ τ) = E{α} {x(t)x(t+ τ)}+ lx(t, τ)
=
∑
α∈A
Rαx(τ)e
j2piαt + lx(t, τ) (4.1)
dove 〈
lx(t, τ)e−j2piαt
〉
t
≡ 0 ∀α ∈ R. (4.2)
Per i segnali di comunicazione, le frequenze di ciclo α ∈ A sono legate
a parametri quali la frequenza della portante sinusoidale, la frequenza
di simbolo, la frequenza di campionamento. L’operazione di estrazione
della componente quasi periodica fornisce un segnale utile per problemi
di sincronizzazione. In generale si ha che trasformazioni non lineari
tempo invarianti del secondo ordine o di ordine superiore generano serie
temporali contenenti componenti sinusoidali additive le cui frequenze
sono le frequenze di ciclo del secondo ordine o di ordine superiore del
segnale originale.
Algoritmi che sfruttano le proprieta` di ciclostazionarieta` sono stati
proposti ed analizzati in [3], [4], [14], [25]-[29], [35]. In particolare in [3],
[25], [29] e` proposto uno stimatore dell’offset di frequenza e del Doppler
shift (carrier-frequency-offset(CFO)), indotti da derive temporali degli
oscillatori locali e dal moto relativo tra ricevitore e trasmettitore; tale
stimatore e` basato sulla massimizzazione, rispetto alla frequenza di ci-
clo, della norma al quadrato della funzione di autocorrelazione ciclica
(Conjugate Cyclic Autocorrelation Norm (CCAN)). In [3] si e` dimostra-
to che tale stimatore e` asintoticamente gaussiano, consistente in media
quadratica (cioe` l’errore in media quadratica tende a zero), con varianza
asintotica O(N−3) con N pari alla dimensione del campione preso in
esame. La tecnica proposta in [25], [29] nel caso multiutente utilizza
gli spostamenti di frequenza stimati per ottenere le frequenze di ciclo
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coniugate del segnale ricevuto. Tali frequenze di ciclo sono poi inserite
negli stimatori delle statistiche cicliche utilizzati per stimare i rimanen-
ti parametri, quali ampiezze, ritardi e fasi. Poiche` gli stimatori delle
statistiche cicliche sono molto sensibili agli errori nelle valutazioni delle
frequenze di ciclo, un nuovo stimatore detto proiezione dell’autocorre-
lazione ciclica coniugata (Conjugate Cyclic Autocorelation Projection
(CCAP)) e` stato proposto nel caso del singolo utente. Esso e` basato
sulla massimizzazione, rispetto alla frequenza di ciclo coniugata, della
proiezione della funzione di autocorrelazione ciclica coniugata del segna-
le ricevuto sull’autocorrelazione ciclica coniugata vera. Le stime del-
l’ampiezza, del ritardo e della fase sono ottenute utilizzando l’algoritmo
proposto in [25], [29] nel caso del singolo utente. Il nuovo stimatore
ha prestazioni superiori al precedente in quanto quest’ultimo realizza la
stima massimizzando rispetto alla frequenza di ciclo coniugata la norma
al quadrato della funzione di autocorrelazione ciclica coniugata, cioe`,
utilizzando un riferimento rumoroso per la proiezione.
In questo capitolo sara` descritta l’analisi delle prestazioni asintotiche
del metodo CCAP. In particolare, sara` provata che CCAP e` asintotica-
mente gaussiano e consistente in media quadratica, con varianza asin-
totica del tipo O(N−3); da cio` deriva che gli stimatori dell’ampiezza,
del ritardo e della fase sono a loro volta consistenti. Inoltre, saranno
presentate alcune simulazioni che mostrano che, per valori finiti di N ,
la varianza dello stimatore CCAP e` piu` piccola di quella del precedente
stimatore. In questo capitolo e` stato adottato l’approccio stocastico per
descrivere le prestazioni asintotiche dello stimatore del Doppler shift:
tale approccio consente di interpretare in maniera piu` intuitiva i risultati
raggiunti.
4.1 Algoritmo di stima
Consideriamo l’inviluppo complesso del segnale ricevuto a tempo
continuo
ya(t) = Aejϕxa(t− da)ej2piνat + wa(t) (4.3)
dove wa(t) e` il rumore additivo, xa(t) il segnale trasmesso, A, ϕ, da
e νa sono l’ampiezza, la traslazione in fase, il ritardo temporale e lo
spostamento in frequenza, rispettivamente. Se il segnale ya(t) e` uni-
formemente campionato con periodo di campionamento Ts = 1/fs, si
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ottiene il segnale a tempo discreto
y(n)
4
= ya(t)|t=nTs = Aejϕxd(n)ej2piνn + w(n) (4.4)
dove xd(n)
4
= xa(t− da)|t=nTs , w(n) 4= wa(t)|t=nTs e ν 4= νaTs.
Assumendo che xa(t) e wa(t) sono a media nulla e statisticamen-
te indipendenti, la funzione di autocorrelazione ciclica e la funzione di
autocorrelazione ciclica coniugata del segnale y(n) sono date da
rαyy∗(m)
4
= lim
N→∞
1
2N + 1
N∑
n=−N
E {y(n+m)y∗(n)} e−j2piαn
= A2 e−j2piαdrαxx∗(m) e
j2piνm + rαww∗(m) (4.5)
e
rβyy(m)
4
= lim
N→∞
1
2N + 1
N∑
n=−N
E {y(n+m)y(n)} e−j2piβn
= A2 e−j2pi(β−2ν)d ej2ϕrβ−2νxx (m) e
j2piνm + rβww(m) (4.6)
rispettivamente, nell’ipotesi che non ci siano frequenze di ciclo o frequen-
ze di ciclo coniugate del segale xa(t) le cui ampiezze siano superiori a
fs/2 (evitando cos`ı il problema dell’aliasing nel dominio delle frequenze
cicliche [22]). Nelle (4.5) e (4.6) d
4
= da/Ts non e` necessariamente un
numero intero e rαxx∗(m) e r
β
xx(m) sono le funzioni di autocorrelazione
ciclica e ciclica coniugata del segnale x(n)
4
= xa(t)|t=nTs .
Nelle ipotesi che il segnale di disturbo w(n) non presenti ne´ ci-
clostazionarieta` alla frequenza di ciclo α ne´ ciclostazionarieta` coniugata
alla frequenza di ciclo β, cioe`
rαww∗(m) ≡ rβww(m) ≡ 0 (4.7)
le equazioni (4.5) e (4.6) forniscono relazioni utili per ricavare un algorit-
mo fortemente immune al rumore e all’interferenza, indipendentemente
dall’estensione della sovrapposizione temporale e spettrale dei segnali
x(n) e w(n). Anche se il termine di disturbo w(n) puo` contenere, in
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generale, sia rumore stazionario che interferenza non stazionaria. L’as-
sunzione (4.7) puo` facilmente essere soddisfatta, poiche` e` verificata nel-
l’ipotesi in cui ci sia almeno una frequenza di ciclo, coniugata o non, del
segnale utile e della sua versione traslata in frequenza che sia differente
dalle frequenze di ciclo, coniugate o non, del segnale interferente. Inol-
tre, il rumore stazionario non fornisce alcun contributo alle statistiche
cicliche di w(n).
Siano wa(t) un segnale circolare (cioe` con funzione di correlazione
coniugata nulla) ed il segnale xa(t) un segnale non circolare con ci-
clostazionarieta` coniugata con periodo QTs. Si avra` che w(n) e` cir-
colare (quindi la sua funzione di correlazione coniugata rww(n,m)
4
=
E {w(n+m)w(n)} = 0) e, inoltre, x(n) e` non circolare e possiede
ciclostazionarieta` coniugata con periodo Q. Allora la funzione di
correlazione coniugata di y(n) e`
ryy(n,m) =
Q−1∑
k=0
rβkxx(m)A
2 ej2ϕ e−j2piβkd ej2piνm ej2pi(βk+2ν)n (4.8)
dove βk
4
= k/Q.
Sia y2(n)
4
= [y(n−M)y(n), . . . , y(n+M)y(n)]T il vettore lag
product del secondo ordine. Il vettore correlogramma ciclico coniugato
rβyy,N
4
=
1
2N + 1
N∑
n=−N
y2(n) e
−j2piβn (4.9)
e` una stima del vettore di autocorrelazione ciclica coniugata rβyy
4
=[
rβyy(−M), . . . , rβyy(M)
]T
alla frequenza di ciclo coniugata β, valutata
sulla base del segnale ricevuto osservato su un intervallo di lunghezza
2N + 1.
Lo stimatore CCAP CFO proposto in [27] e`
ω̂N
4
= argmax
ω∈I0
|fN (ω)|2 (4.10)
con
fN (ω)
4
=
M∑
m=−M
rβk+2ωyy,N (m) e
−j2piωmrβkxx(m)
∗
=
[
rβk+2ωyy,N (m)¯ a(ω)∗
]T
rβk∗xx (4.11)
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dove ¯ denota il prodotto matriciale di Hadamard, a(ω) 4=[
e−j2piωM , . . . , ej2piωM
]T e βk e` una frequenza di ciclo coniugata (even-
tualmente nulla) di x(n). Nella (4.10), I0
4
= [βk −∆β/2, βk +∆β/2]
con ∆β e la traslazione in frequenza ν che soddisfano le condizioni
|ν| ≤ ∆β/4 e con ∆β < 1/Q, in maniera tale che ci sia in ogni intervallo
di ricerca una sola frequenza di ciclo utile.
La funzione |fN (ω)| rappresenta l’ampiezza della proiezione della sti-
ma della funzione di autocorrelazione ciclica coniugata rβk+2ωyy,N (m) sulla
sua espressione asintotica (N → ∞) ottenuta ponendo β = βk + 2ω =
βk+2ν nella (4.6) con r
β
ww(m) ≡ 0. Cos`ı, al limite per N →∞, |fN (ω)|
e` non nulla solo in corrispondenza dell’insieme discreto di valori di ω tali
che β = βk + 2ω sono le frequenze di ciclo coniugate del segnale y(n),
cioe` e` diversa da zero solo per ω = ν, nell’ipotesi che rβww(m) ≡ 0 per
β ∈ I0. Cos`ı, per N → ∞, |fN (ω)| ha un picco per ω = ν, e, per valo-
ri finiti di N , una stima ωN dello spostamento in frequenza puo` essere
ottenuta localizzando il massimo della funzione |fN (ω)| per ω ∈ I0.
Si noti che per un intervallo di osservazione finito lo stimatore CCAP
CFO ha prestazioni migliori del CCAN. Infatti la stima CCAN CFO e`
ottenuta massimizzando la funzione ω → ‖rβk+2ωyy,N ‖2 che e` la proiezione
della stima della funzione di autocorrelazione ciclica coniugata su se stes-
sa. Cioe`, per un intervallo di osservazione finito, il segnale di riferimento
e` una versione rumorosa di quello adottato in (4.11).
Una volta che e` stata ottenuta la stima dello spostamento in frequen-
za, le stime dell’ampiezza, del ritardo e della fase possono essere realiz-
zate considerando la versione per singolo utente dell’algoritmo proposto
in [25], [29].
Si assuma che αx sia una frequenza di ciclo nota non nulla di x(n).
L’equazione (4.5) (con rαxww∗ ≡ 0) suggerisce che la stima dell’ampiezza
e del ritardo possono realizzarsi minimizzando rispetto a γ la funzione
g(γ, γ∗) 4=
∥∥∥rαxyy∗,N − γrαxxx∗ ¯ a(ω̂N )∥∥∥ . (4.12)
Infatti, per N →∞ e per ω̂N = ν, risulta che g(γ, γ∗) ≡ 0 per
γ = A2 e−j2piαxd. (4.13)
Per valori finiti di N , il valore di γ che minimizza g(γ, γ∗) e` dato da
γopt =
[
rαxyy∗,N
]T
[rαxxx∗ ¯ a(ω̂N )]∗ ‖rαxxx∗‖−2. (4.14)
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Considerando la (4.13), le stime dell’ampiezza A e del ritardo d sono
date da
Â =
√
|γopt| (4.15)
e
d̂ = −∠[γopt]/2piαx, (4.16)
dove ∠[·] e` la fase di un numero complesso.
Si assuma che βx sia una frequenza di ciclo coniugata nota di x(n).
L’equazione (4.6) (con rβxww(τ ) ≡ 0 per β ∈ [βx − ∆β/2, βx + ∆β/2])
suggerisce che la stima della fase si realizzi minimizzando rispetto a γ la
funzione
h(γ, γ∗) 4=
∥∥∥rβx+2bωNyy,N − γrβxxx ¯ a(ω̂N )∥∥∥ . (4.17)
Infatti, per N →∞ e per ω̂N = ν, risulta che h(γ, γ∗) ≡ 0 per
γ = A2 e−j2piβxd ej2ϕ. (4.18)
Per valori finiti di N , il valore di γ che minimizza h(γ, γ∗) e` dato da
γopt =
[
rβx+2bωNyy,N ]T [rβxxx ¯ a(ω̂N )]∗ ‖rβxxx‖−2. (4.19)
Considerando la (4.13) e la (4.18), la stima della fase e` data da ϕ e`
ϕ̂ =
1
2
∠
[
γopt
γopt
ej2pi(βx−αx)bd] . (4.20)
E’ facile dimostrare che i punti stazionari cos`ı determinati per entrambe
le funzioni (4.12), (4.17) sono punti di minimo.
Per evitare ambiguita` nella stime (4.16) e (4.20) devono valere le
seguenti ipotesi:
|d| ≤ 1/2|αx| (4.21)
|ϕ| ≤ pi/2 (4.22)
In [29] e` stato provato che, per un’opportuna scelta della frequenza
di ciclo αx, la condizione espressa dalla (4.21) non costituisce un limite
per la sincronizzazione; la (4.22) porta ad una ambiguita` di fase di pi
radianti che non crea problemi al ricevitore se al segnale trasmesso e`
applicata una codifica differenziale.
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4.2 Analisi delle prestazioni asintotiche dello
stimatore CCAP CFO
In questo paragrafo sara` illustrata l’analisi delle prestazioni asintotiche
del nuovo algoritmo di stima; sara` provato che lo stimatore CFO e` con-
sistente in media quadratica con varianza O(N−3). Tale comportamento
asintotico consente di provare la consistenza delle stime dei rimanenti
parametri. I primi risultati sono stati presentati in [6].
Consideriamo l’espansione in serie di Taylor della derivata di
|fN (ω)|2 con termine residuo di Lagrange:
d
dω
|fN (ω)|2
∣∣∣∣
ω=bωN =
d
dω
|fN (ω)|2
∣∣∣∣
ω=ν
+
d2
dω2
|fN (ω)|
∣∣∣∣2
ω=eωN (ω̂N − ν) (4.23)
dove ω˜N = ν+ηN (ω̂N−ν) e ηN ∈ [0, 1]. Ponendo [d|fN (ω)|2/dω]ω=bωN =
0, segue che
(2N + 1)3/2(ω̂N − ν) = −A−1N BN (4.24)
dove
AN 4= (2N + 1)−2 d
2
dω2
|fN (ω)|2
∣∣∣∣
ω=eωN
= 2(2N + 1)−2Re
{
f
′′
N (ω˜N )fN (ω˜N )
∗
}
+ 2(2N + 1)−2|f ′N (ω˜N )|2 (4.25)
BN 4= (2N + 1)− 12 d
dω
|fN (ω)|2
∣∣∣∣
ω=ν
= 2(2N + 1)−
1
2Re
{
f
′
N (ν)fN (ν)
∗
}
(4.26)
con f
′
N (ω) e f
′′
N (ω) derivate del primo e del secondo ordine di fN (ω).
Il lag product del secondo ordine y2(n) puo` essere decomposto nella
somma di un termine periodico (il vettore della correlazione coniugata)
ed un termine residuo e(n) non contenente alcuna componente additiva
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sinusoidale di potenza finita
y2(n) =
Q−1∑
h=0
rβhxx ¯ a(ν)ej2pi(βh+2ν)n + e(n) (4.27)
dove, allo scopo di ricavare le prestazioni asintotiche senza perdere di
generalita`, e` stato assunto A = 1, ϕ = 0 e d = 0.
In ipotesi molto generali sul termine di disturbo w(n), il termine
residuo e(n) soddisfa la seguente condizione di mixing :
∀L,∃ML <∞, ∀n1, ∀(ν1, . . . , νL) ∈ {0, 1}L
∑
(n2,...,n2)∈ZL−1
‖cum(e(ν1)(n1), . . . ,e(νL)(nL))‖ ≤ ML. (4.28)
Tale condizione esprime la proprieta` che campioni sufficientemente se-
parati sono approssimativamente indipendenti; tale ipotesi e` soddisfatta
dalla quasi totalita` dei segnali a memoria finita incontrati nella pratica.
Sostituendo la (4.27) nella (4.9) si ha
rβk+2ωyy,N =
Q−1∑
h=0
rβhxx¯a(ν)DN (βK +2ω−βh− 2ν)+ s(0)N (βk+2ω) (4.29)
dove
s
(K)
N (α)
4
=
1
(2N + 1)K+1
N∑
n=−N
e(n)nK e−j2piαn (4.30)
DN (ξ) 4= 1(2N + 1)
N∑
n=−N
e−j2piξn =
sin(piξ(2N + 1))
(2N + 1) sin(piξ)
. (4.31)
Si avranno, seguendo le linee guida delle dimostrazioni tracciate
nell’appendice C, i seguenti risultati:
lim
N→∞
N(ω̂N − ν) = 0 con probabilita` 1 (4.32)
e
lim
N→∞
ω̂N = ν con probabilita` 1. (4.33)
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Considerando i risultati delle appendici A e B, si ha che
lim
N→∞
fN (ω˜N ) = ‖rβkxx‖2 (4.34)
lim
N→∞
(2N + 1)−1f
′
N (ω˜N ) = 0 (4.35)
lim
N→∞
(2N + 1)−2f
′′
N (ω˜N ) = −
4pi2
3
‖rβkxx‖2. (4.36)
Sostituendo le (4.34), (4.35), (4.36) nella (4.25), si ha
lim
N→∞
AN = −8pi
2
3
‖rβkxx‖4. (4.37)
Considerando le (4.47),(4.48),(4.50), si ha per il termine BN
lim
N→∞
fN (ν) = ‖rβkxx‖2 (4.38)
e
lim
N→∞
(2N + 1)−1/2f
′
N (ν) = −j4pi[ζ ¯ a∗(ν)]Trβk∗xx (4.39)
dove
ζ
4
= lim
N→∞
(2N + 1)
1
2s
(1)
N (βk + 2ν) (4.40)
e` un vettore complesso gaussiano e a media nulla.
Sostituendo (4.38), (4.39), (4.40) nella (4.26) si ha
lim
N→∞
BN = −8pi‖rβkxx‖2Re
{
j[ζ ¯ a∗(ν)]Trβk∗xx
}
. (4.41)
Infine, usando la (4.37) e la (4.41) nella (4.26) si ha
lim
N→∞
(2N + 1)
3
2 (ω̂N − ν) = − lim
N→∞
A−1N BN
= − 3
pi
‖rβkxx‖−2Re
{
j[ζ ¯ a(ν)]Trβk∗xx
}
.
(4.42)
Si ha, quindi, che l’errore di stima del CFO e` asintoticamente gaussiano
con media nulla e varianza O(N−3). Tale comportamento asintotico
assicura che il correlogramma ciclico (coniugato) alla frequenza di ciclo
stimata (coniugata) βk +2ω̂N e` una stima consistente in media quadra-
tica della funzione di autocorrelazione ciclica (coniugata) alla frequenza
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di ciclo βk + 2ν. Di conseguenza, poiche` i parametri γopt e γ̂opt sono
combinazioni lineari degli elementi dei vettori del correlogramma ciclico
e del correlogramma ciclico coniugato, segue che le stime di ampiezza,
ritardo e fase sono a loro volta consistenti.
Consideriamo la media temporale simmetrica delle quantita` definite
in [3]
A¯N
4
= (2N + 1)−2
d2
dβ2
∥∥∥rβyy,N∥∥∥2 ∣∣∣∣
β=eβN
B¯N
4
= (2N + 1)−
1
2
d
dβ
∥∥∥rβyy,N∥∥∥2 ∣∣∣∣
β=βk+2ν
(4.43)
dove β˜N = βk + ηN (β̂N − βk), ηN ∈ [0, 1] e
β̂N
4
= argmax
β∈J0
∥∥∥rβyy,N∥∥∥2 (4.44)
con J0
4
= (βk − 1/2Q, βk + 1/2Q). Usando il risultato espresso dalla
(4.40), si ha
lim
N→∞
A¯N = −2pi
2
3
∥∥∥rβkxx∥∥∥2
lim
N→∞
B¯N = −4piRe
{
j[ζ ¯ a∗(ν)]Trβk∗xx
}
. (4.45)
Pertanto gli errori asintotici dello stimatore CCAP CFO ω̂N e dello sti-
matore CCAN CFO θ̂N
4
= (β̂N −βk)/2 hanno la stessa caratterizzazione
statistica; infatti si ha
lim
N→∞
(2N + 1)
3
2 (θ̂N − ν) = lim
N→∞
(2N + 1)
3
2
1
2
(β̂N − (βK + 2ν))
= −1
2
lim
N→∞
A¯−1N B¯N
= − 3
pi
‖rβkxx‖−2Re
{
j[ζ ¯ a∗(ν)]Trβk∗xx
}
= lim
N→∞
(2N + 1)
3
2 (ω̂N − ν). (4.46)
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Inoltre i due stimatori hanno la stessa asintotica varianza.
Nel prossimo paragrafo sono riportati i risultati delle simulazioni
ed e` mostrato che per valori finiti di N lo stimatore CCAP CFO ha
prestazioni migliori di quelle dello stimatore CCAN.
4.3 Risultati delle simulazioni
Negli esperimenti effettuati, il segnale utile x(n) e` un segnale BPSK
con impulso rettangolare e full duty cicle con fattore di sovracampiona-
mento Q = 4 e w(n) e` un rumore gaussiano stazionario complesso e
circolare. Nel primo esperimento, le deviazioni standard campionarie
degli stimatori CFO considerati, valutate sulla base di 500 prove Mon-
tecarlo, sono riportate come funzioni del numero di simboli elaborati
Ns = (2N + 1)/Q, con rapporto segnale rumore SNR fissato a −10dB.
Sono stati analizzati i due casi βK = 1/Q (fig.4.1) e βK = 0 (fig.4.2) . In
entrambi i casi e` evidente che per valori elevati di N entrambi gli stima-
tori CFO hanno una varianza O(N−3) e inoltre il loro valore e` lo stesso
ed e` uguale al valore asintotico derivato in [3]. Lo stimatore CCAP CFO
supera in prestazioni lo stimatori CCAN CFO per bassi valori di N ; in
particolare, in corrispondenza dei valori di soglia Ns = 212 per βk = 1/Q
(fig.4.1), e Ns = 210 per βk = 0 (fig.4.2).
Nel secondo esperimento l’errore efficace (sample root mean square
(RMSE)) dello stimatore CFO considerato e` stato valutato sulla base di
500 prove Montecarlo, ed e` riportato in funzione dell’SNR, con Ns = 212
per βk = 1/Q (fig.4.3), e Ns = 210 per βk = 0 (fig.4.4)
4.4 Appendice A: Risultati su s
(K)
N (α)
Si puo` facilmente dimostrare che
ds
(K)
N (α)/dα = −j2pi(2N + 1)s(K+1)N (α). (4.47)
Nell’ipotesi che valga la (4.28) sulla sommabilita` dei cumulanti del
vettore processo e(n), si ha
lim
N→∞
sup
α∈[−1/2,1/2[
‖s(K)N (α)‖ = 0, con probabilita` 1, ∀K. (4.48)
Sia {ξN}N∈N una sequenza a valori reali tali che ξN ∈ X con X
insieme compatto contenuto nell’intervallo [−1/2, 1/2[ e si assuma che il
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Figura 4.1: Deviazione standard degli stimatori con βK = 1/Q:
∗ metodo CCAN, ♦ metodo CCAP, ◦ valore asintotico teorico
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Figura 4.2: Deviazione standard degli stimatori con βK = 0: ∗
metodo CCAN, ♦ metodo CCAP, ◦ valore asintotico teorico
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Figura 4.3: RMSE dello stimatore CFO con βK = 1/Q, Ns =
212: ∗ metodo CCAN, ♦ metodo CCAP
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Figura 4.4: RMSE dello stimatore CFO con βK = 0, Ns = 210:∗
metodo CCAN, ♦ metodo CCAP
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limite limN→∞ ξN esiste. Si ha, allora,
lim
N→∞
‖s(K)N (ξN )(α)‖ = 0, con probabilita` 1, ∀K. (4.49)
4.5 Appendice B: Risultati su DN(ξ)
Siano D
′
N (ξ) e D
′′
N (ξ), rispettivamente, la derivata prima e la derivata
seconda di DN (ξ). Risulta che
lim
N→∞
(2N + 1)−1/2D
′
N (ξ) = 0 ∀ξ. (4.50)
Sia {ξN}N∈N una sequenza a valori reali tali che ξN ∈ X con X
insieme compatto contenuto nell’intervallo [−1/2, 1/2[. Se limN→∞ ξN =
0 e limN→∞NξN = 0, allora si ha
lim
N→∞
DN (ξN ) = 1 (4.51)
lim
N→∞
(2N + 1)−1D
′
N (ξN ) = 0 (4.52)
lim
N→∞
(2N + 1)−2D
′′
N (ξN ) = −
pi2
3
(4.53)
altrimenti, se limN→∞ ξN 6= 0, si ha
lim
N→∞
DN (ξN ) = 0 (4.54)
lim
N→∞
(2N + 1)−1D
′
N (ξN ) = 0. (4.55)
4.6 Appendice C
Dimostrazione della 4.32. Si consideri la successione {ω̂N}N≥0 ap-
partenente all’insieme compatto A interno all’intervallo [−1/2, 1/2]; per
provare che essa converge a ν, e` sufficiente provare che ogni successione
{ω̂φ(N)}φ(N)≥0 estratta dalla {ω̂N}N≥0 converge a ν. Dalla definizione
di ω̂N si ha che fN (ω̂N ) ≥ fN (ν). Si consideri la quantita`
∆f = lim
N→∞
[fφ(N)(ω̂φ(N))− fφ(N)(ν)] (4.56)
che e` sempre non negativa. Detto ω1 il limite della successione estratta
{ω̂φ(N)}φ(N)≥0, si prova, sfruttando i risultati dell’appendice A, che la
quantita` 4.56 e` non negativa se e solo se ω1 = ω. In maniera analoga,
ma considerando la successione {Nω̂φ(N)}φ(N)≥0, si prova la (4.33).
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Capitolo 5
Algoritmo di
sincronizzazione per segnali
wide-band
In questo capitolo e` proposto un algoritmo per la stima blind dei para-
metri di un segnale a larga banda in un sistema di comunicazione mobile
[5]. L’ipotesi formulata di segnale a larga banda implica che deve essere
considerato un fattore di scala a valore non unitario nel modello del
segnale ricevuto anche per intervalli di osservazione di durata limita-
ta. L’algoritmo di sincronizzazione presentato utilizza le proprieta` di
ciclostazionarieta` e ciclostazionarieta` coniugate per stimare il fattore di
scala, l’offset in frequenza, l’ampiezza, la fase ed il ritardo del segnale
ricevuto. I risultati delle simulazioni, presentate alla fine del capitolo,
mettono a confronto le prestazioni di tale algoritmo con il metodo che
adotta un modello a banda stretta per il segnale, cioe` che assume un va-
lore unitario per il fattore di scala, mostrando l’efficacia dell’algoritmo
proposto.
5.1 Introduzione del modello a banda larga
Nel capitolo precedente per il segnale ricevuto e` stato adottato il mo-
dello a banda stretta per il quale i parametri di interesse per la sin-
cronizzazione, che devono essere opportunamente stimati per evitare
severe degradazioni delle prestazioni, sono l’ampiezza, la fase e l’offset
di frequenza. L’ampiezza tiene conto della potenza trasmessa e dell’at-
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tenuazione introdotta dal canale, mentre la differenza di fase tra segnale
trasmesso e segnale ricevuto e` dovuta alla rotazione di fase introdotta dal
canale ed al possibile disadattamento in fase tra gli oscillatori in ricezione
ed in trasmissione; il ritardo e` legato al ritardo di propagazione e l’offset
in frequenza e` dovuto all’effetto Doppler ed ad un disadattamento in
frequenza fra gli oscillatori in ricezione ed in trasmissione.
In un sistema di comunicazioni a larga banda il canale, inoltre, in-
troduce un fattore di scala non unitario nel segnale ricevuto [38]. Tale
modello di canale e` appropriato quando c’e` moto relativo fra ricevitore e
trasmettitore e la velocita` radiale e` tale che il prodotto banda del segnale
per lunghezza dell’intervallo di osservazione non e` molto piu` piccolo del
rapporto fra la velocita` di propagazione del mezzo e la velocita` radiale
[38]. Tale modello risulta appropriato nei moderni sistemi di comuni-
cazione dove sempre piu` banda e` impiegata per ottenere elevati bit rate
ed, inoltre, lunghi intervalli di osservazione sono utilizzati per gli algo-
ritmi blind di identificazione ed egualizzazione del canale o di rivelazione
in ambienti fortemente corrotti dal rumore e da segnali interferenti.
Molti sono gli scenari in cui l’introduzione di un modello a larga
banda si e` rivelato di fondamentale importanza per modellare corret-
tamente il fenomeno in esame. In [31] e` evidenziato che la sorte della
missione spaziale della sonda Cassini rischiava di essere gravemente com-
promessa da una mancata adozione del modello a larga banda; problemi
di comunicazione tra la navicella spaziale Cassini e la sonda Huygens
avrebbero potuto rendere vano il lavoro decennale di molti scienziati,
lasciando Titano, il satellite piu` grande di Saturno, ancora avvolto nel
mistero. Alla sonda spaziale Huygens, staccatasi dalla navicella Cassini,
in moto intorno all’atmosfera di Titano, spettava il compito di pene-
trarne i densi strati, ricchi di idrocarburi, che nascondevano la superficie
del pianeta. Alla velocita` di 21000 chilometri all’ora, frenata da alcuni
paracaduti, la sonda avrebbe dovuto compiere un viaggio di sola andata
alla scoperta dei misteri della superficie di Titano raccogliendo fonda-
mentali dati scientifici. I risultati dell’esplorazione della superficie di
Titano avrebbero raggiunto la terra con una comunicazione a due stadi:
la sonda Huygens e` infatti troppo piccola per essere equipaggiata con
un trasmettitore radio sufficientemente potente da raggiungere la terra;
i dati raccolti, trasmessi alla navicella Cassini, avrebbero raggiunto il
gruppo di impazienti scienziati sulla Terra utilizzando la principale an-
tenna della Cassini, alta quattro metri. La comunicazione tra la sonda e
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la sua navicella spaziale ha creato imprevisti problemi. Nella sua discesa
verso la superficie di Titano, la velocita` relativa di Huygens rispetto alla
Cassini avrebbe dovuto raggiungere la velocita` di 5, 5 chilometri al se-
condo, determinando uno shift in frequenza pari a 38 chilohertz a causa
dell’effetto Doppler. La modulazione adottata per la trasmissione dei
dati era la BPSK con un tasso di 8192 bit al secondo. L’algoritmo di de-
codifica dei dati prevedeva un’ampia gamma di di frequenze per rilevare
correttamente la portante del segnale di Hyugens, anche in presenza del
Doppler shift, ma aveva completamente trascurato l’altro effetto dovuto
al fenomeno del Doppler: la scalatura temporale che rendeva la velocita`
di trasmissione dei dati molto lontana dal valore nominale di 8192 bit al
secondo. Il segnale trasmesso dalla sonda verso la navicella sarebbe stato
compresso, la velocita` di trasmissione sarebbe aumentata, poiche` la du-
rata di ogni bit sarebbe diminuita. Si scelse di modificare la traiettoria
della navicella e della sonda prima che raggiungessero Titano; in parti-
colare la sonda Cassini fu mantenuta piu` lontana da Titano durante la
discesa della sonda, determinando una modifica geometrica fondamen-
tale: la componente di maggiore decelerazione fu resa perpendicolare
alla direzione di congiungimento Cassini-Hyugens, annullando cos`ı gli
eventuali effetti di scalatura temporale.
Le odierne tecniche di telecomunicazioni richiedono una banda sem-
pre maggiore per ottenere elevati bit rate e lunghi intervalli di osser-
vazione per gli algoritmi di stima ed egualizzazione in presenza di forti
segnali interferenti. Se si considera, ad esempio, un segnale trasmesso in
un sistema ad accesso multiplo a divisione di codice con circa duecen-
to utenti, l’adozione di un valore unitario per il fattore di scala limita
a qualche migliaio il massimo numero di bit che e` possibile elaborare
se la velocita` del terminale mobile e` di circa 100 Km all’ora. Volendo
elaborare un numero maggiore di bit, diventa necessaria l’adozione del
modello a larga banda per il segnale.
In questo capitolo e` presentato un algoritmo basato sulla ci-
clostazionarieta` per stimare l’ampiezza, lo shift di fase, il ritardo tem-
porale, il fattore di scala e l’offset di frequenza del segnale ricevuto. Il
fattore di scala e l’offset di frequenza modificano la frequenza di ciclo
e la frequenza di ciclo coniugata del segnale trasmesso e, quindi, l’al-
goritmo proposto realizza la stima dell’offset di frequenza e del fattore
di scala stimando la frequenza di ciclo e la frequenza di ciclo coniugata
del segnale ricevuto. Poi, le frequenze di ciclo (coniugate) stimate sono
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inserite nelle statistiche cicliche del secondo ordine utilizzate per stimare
i rimanenti parametri. Per stimare ampiezza, fase e ritardo si effettuano
due minimizzazioni di errori quadratici medi: il primo e` tra lo spettro
ciclico teorico e quello misurato; il secondo tra lo spettro ciclico coniu-
gato teorico e quello misurato. Se vale l’ipotesi che il segnale trasmesso
ha almeno una frequenza di ciclo (coniugata) non troppo vicina a quelle
del segnale di disturbo, l’algoritmo proposto fornisce stime dei parame-
tri incogniti che sono intrinsecamente immuni agli effetti del rumore e
dell’interferenza. Quindi, nell’ipotesi che per le stime sia utilizzato un
intervallo di osservazione sufficientemente lungo, nella pratica tale algo-
ritmo e` fortemente resistente al rumore ed all’interferenza. E’ impor-
tante sottolineare che non e` necessario formulare ipotesi di gaussianita`
per il rumore e che tale algoritmo continua ad essere valido in canali
radio di comunicazione, come quello indoor e quello urbano, dove sono
presenti segnali interferenti non noti a banda stretta e rumori impulsivi
[37].
5.2 Modello del segnale ricevuto
In un sistema di comunicazione mobile se la velocita` radiale fra il
trasmettitore ed il ricevitore puo` essere assunta costante all’interno
dell’intervallo di osservazione, allora l’inviluppo complesso del segnale
ricevuto e` [38, pp. 240-242]
r(t) = y(t) + n(t)
= Aejϕ x(st− d) ej2piνt + n(t) (5.1)
dove n(t) e` il rumore additivo, A e` l’ampiezza, ϕ lo shift di fase, d il
ritardo temporale, s il fattore di scala e ν l’offset di frequenza. Nella
(5.1) s = c/(c + v) e ν = −fcv/(c + v) + νosc, dove c e` la velocita` di
propagazione nel mezzo , v la velocita` radiale, fc la frequenza portante
del segnale reale trasmesso, e νosc il disadattamento in frequenza fra
gli oscillatori in trasmissione ed in ricezione. Inoltre ϕ = ϕch + ϕosc
con ϕch uguale allo shift di fase introdotto dal canale e ϕosc uguale al
disadattamento in fase fra l’oscillatore in ricezione ed in trasmissione.
Il fattore di scala s puo` essere considerato unitario se la condizione
BT ¿ c/v (5.2)
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e` soddisfatta, dove B e` la banda di x(t) e T e` la lunghezza dell’intervallo
di osservazione [38, pp. 240-242]. Se vale l’ipotesi precedente, il canale
fra trasmettitore e ricevitore puo` essere modellato come periodicamente
tempo variante.
Ci sono delle situazioni pratiche in cui il prodotto BT non soddisfa la
condizione (5.2) e, quindi, il fattore di scala non puo` essere considerato
unitario; ad esempio, si consideri il segnale trasmesso in un sistema ad
accesso multiplo a divisione di codice (CDMA), con periodo di chip Tc,
numero di chip per bit Nc, periodo di bit Tb = NcTc, e Tc pari alla
durata dell’impulso chip rettangolare. Assumendo B ' 1/Tc, risulta che
la condizione (5.2) diventa
BT ' NbNc ¿ c/v + 1 (5.3)
dove Nb = T/Tb = T/(NcTc) e` il numero di bit processati nell’intervallo
di lunghezza T . Quindi, se c ' 3 ·108 m s−1, v=100 km h−1, e Nc = 512,
allora la (5.3) porta a Nb ¿ 2 · 104. Vale a dire che, qualora il massi-
mo numero di bit processati superi poche centinaia, deve essere preso
in considerazione un fattore di scala non unitario. Molti altri esempi
in cui la (5.2) non e` soddisfatta si hanno nei sistemi di comunicazione
ultra wide-band. In [34] l’adozione del modello a banda larga e` reso ne-
cessario dal valore della risoluzione temporale che, essendo inversamente
proporzionale alla banda, e` molto piccola per i segnali ultra wide-band,
rendendo difficile la possibilita` di trascurare il fattore di scala s.
Il modello di segnale (5.1) e` stato adottato nelle applicazioni
radar/sonar dove x(t) ∈ L2([0, T ]), con [0, T ] l’intervallo di osservazione.
In questi casi i parametri del segnale sono stimati ricorrendo alla funzione
di ambiguita` a banda larga (wide-band ambiguity) [21]. Nelle comuni-
cazioni, per problemi di stima e sincronizzazione, i segnali trasmessi e
ricevuti sono modellati come ciclostazionari e, quindi, con segnali di en-
ergia infinita. In tal caso il metodo basato sulla funzione di ambiguita`
ad ampia banda non puo` essere utilizzato.
Il metodo di stima proposto si basa sul calcolo delle statistiche
cicliche del secondo ordine del segnale ricevuto r(t).
Nell’ipotesi che sia x(t) che n(t) nella (5.1) siano a media nulla e sta-
tisticamente indipendenti, lo spettro ciclico e lo spettro ciclico coniugato
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del segnale ricevuto r(t) sono dati da
Sαrr∗(f) =
A2
|s| e
−j2piαd/sSα/sxx∗
(
f − ν
s
)
+ Sαnn∗(f) (5.4)
Sβrr(f) =
A2
|s| e
j2ϕ e−j2pi(β−2ν)d/s
S(β−2ν)/sxx
(
f − ν
s
)
+ Sβnn(f) (5.5)
rispettivamente, dove Sαxx∗(f) e S
β
xx(f) sono lo spettro ciclico e lo spettro
ciclico coniugato di x(t) e Sαnn∗(f) e S
β
nn(f) quelli di n(t).
Siano α0 e β0, rispettivamente, una frequenza di ciclo e una frequenza
di ciclo coniugata di x(t). Inoltre, si assuma che i valori del fattore di
scala s e dell’offset di frequenza ν siano tali che, per qualche ∆α e
∆β, c’e` solo una frequenza di ciclo di y(t) nell’insieme J(α0,∆α)
4
=
[α0 −∆α/2, α0 +∆α/2] e solo una frequenza di ciclo coniugata di y(t)
nell’insieme J(β0,∆β), e, inoltre, Sαnn∗(f) = 0 per α ∈ J(α0,∆α) e
Sβnn(f) = 0 per β ∈ J(β0,∆β). In tal caso, le stime di s e ν possono
essere ottenute da
ŝ =
α̂
α0
ν̂ =
1
2
(β̂ − ŝβ0) (5.6)
dove
α̂ = arg max
α∈J(α0,∆α)
∫
R
∣∣∣Ŝαrr∗(f)∣∣∣2 df (5.7)
β̂ = arg max
β∈J(β0,∆β)
∫
R
∣∣∣Ŝβrr(f)∣∣∣2 df (5.8)
con Ŝαrr∗(f) e Ŝ
β
rr(f) che sono, rispettivamente, le stime dello spettro
ciclico e dello spettro ciclico coniugato del segnale r(t). L’assunzione
precedente puo` essere facilmente verificata nell’ipotesi che |α0 − αI | >
∆α/2 e sα0 ∈ J(α0,∆α) dove αI e` la frequenza di ciclo di n(t) piu` vicina
ad α0 e, inoltre, |β0 − βI | > ∆β/2 e sβ0 + 2ν ∈ J(β0,∆β) dove βI e` la
frequenza di ciclo coniugata di n(t) piu` vicina a β0.
La stima dei rimanenti parametri A, ϕ e d si ottiene risolvendo due
problemi di minimizzazione dell’errore quadratico medio.
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Dall’equazione (5.4) segue che le stime di ampiezza e ritardo possono
essere ottenute minimizzando rispetto a γ la funzione
g(γ, γ∗) 4=
∫
R
∣∣∣∣Ŝbsα0rr∗ (f)− γ Sα0xx∗ (f − ν̂ŝ
)∣∣∣∣2 df . (5.9)
Nel caso ideale di misura perfetta, in accordo con la (5.4) con Sαnn∗(f) ≡
0, la soluzione del problema di minimizzazione e`
γ(opt) =
A2
|s| e
−j2piα0d (5.10)
dalla quale segue che g(γ(opt), γ(opt)∗) = 0. Nel caso di intervallo di os-
servazione finito, la funzione g(γ, γ∗) puo` essere minimizzata risolvendo
l’equazione
∂
∂γ
g(γ, γ∗)
∣∣∣∣
γ=γ(opt)
= 0 (5.11)
con γ and γ∗ considerati come variabili indipendenti [2]. Questo porta
a
γ(opt) =
∫
R
Ŝbsα0rr∗ (f) Sα0xx∗ (f − ν̂ŝ
)∗
df
·
[∫
R
∣∣∣∣Sα0xx∗ (f − ν̂ŝ
)∣∣∣∣2 df
]−1
. (5.12)
Di conseguenza, in accordo alla (5.10), le stime di ampiezza e ritardo
sono
Â =
∣∣∣γ(opt)ŝ∣∣∣1/2 (5.13)
d̂ = − 1
2piα0
∠
[
γ(opt)
]
. (5.14)
Dall’equazione (5.5) segue che la stima della fase puo` essere ottenuta
minimizzando rispetto a γ¯ la funzione
h(γ¯, γ¯∗) 4=
∫
R
∣∣∣∣Ŝbsβ0+2bνrr (f)− γ¯ Sβ0xx(f − ν̂ŝ
)∣∣∣∣2 df . (5.15)
Nel caso ideale di misura perfetta in accordo con la (5.5) con Sβnn(f) ≡ 0,
la soluzione del problema di minimizzazione e`
γ¯(opt) =
A2
|s| e
j2ϕ e−j2piβ0d (5.16)
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dalla quale segue che h(γ¯(opt), γ¯(opt)∗) = 0. Nel caso reale di intervallo di
osservazione finito la funzione h(γ¯, γ¯∗) puo` essere minimizzata risolvendo
l’equazione
∂
∂γ¯
h(γ¯, γ¯∗)
∣∣∣∣
γ¯=γ¯(opt)
= 0 (5.17)
che porta a
γ¯(opt) =
∫
R
Ŝbsβ0+2bνrr (f) Sβ0xx(f − ν̂ŝ
)∗
df
·
[∫
R
∣∣∣∣Sβ0xx(f − ν̂ŝ
)∣∣∣∣2 df
]−1
. (5.18)
Pertanto, in accordo con la (5.10) e la (5.16), la stima della fase e`
ϕ̂ =
1
2
∠
[
γ¯(opt)
γ(opt)
e−j2pi(α0−β0)bd] . (5.19)
5.3 Risultati delle simulazioni
Simulazioni Monte Carlo sono state effettuate per mostrare l’efficacia
dello stimatore proposto. Nell’esperimento x(t) e` un segnale PAM con
impulso di Nyquist con eccesso di banda uguale a 0.85 e periodo di bit
pari a Tb = 9Ts, con Ts periodo di campionamento. Il rumore n(t) e`
gaussiano bianco circolare stazionario e il rapporto segnale-rumore nella
banda (−1/2Ts, 1/2Ts) e` 10 dB. I parametri del segnale ricevuto sono:
s = 1.0013, ν = 0.00047/Ts, A = 1, ϕ = 0.78 e d = 2.7Ts. La frequenza
di ciclo e la frequenza di ciclo coniugata di x(t) sono α0 = β0 = 1/Tb.
Gli spettri ciclici (coniugati) sono stimati usando lo smoothing in fre-
quenza per il periodogramma ciclico (coniugato) [9], con una finestra
rettangolare di smooting di durata ∆f = 0.027/Ts, in funzione di un
numero di bit Nb che va da 26 a 211. Le prestazioni dell’algoritmo sono
determinate in funzione dell’errore efficace, valutato su 400 prove, per
il fattore di scala, lo shift di frequenza, l’ampiezza, il ritardo e lo shift
di fase normalizzati rispettivamente a |s|, 1/Tb, A, Tb e 2pi (Fig. 5.1).
I risultati mostrano che l’algoritmo proposto ha prestazioni migliori di
quello che stima i rimanenti parametri trascurando il fattore di scala
(cioe`, che assume s = 1 in (5.1)) che adotta, cioe` un modello a banda
stretta. Inoltre, per un intervallo di osservazione sufficientemente lungo,
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le prestazioni dello stimatore proposto sono prossime a quelle dell’al-
goritmo che ha una perfetta conoscenza dello shift in frequenza e del
fattore di scala.
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Figura 5.1: RMSE per la stima del fattore di scala s, dello
shift in frequenza ν, dell’ampiezza A, del ritardo d e dello shift
di fase ϕ, normalizzati a |s|, 1/Tb, A, Tb e 2pi, rispettivamente,
in funzione del numero di bit Nb.
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Molti segnali di comunicazione, come i segnali M-ari QAM con M ≥ 4,
sono segnali circolari, hanno cioe` la funzione di autocorrelazione coniu-
gata identicamente nulla. Gli algoritmi di stima blind, presentati nei
capitoli precedenti, sia nel caso di modello a banda larga che nel caso in
cui sia lecito assumere un valore unitario per il fattore di scala, non pos-
sono essere utilizzati nell’ipotesi di segnale circolare in quanto realizzano
la stima del Doppler shift ricercando le frequenze di ciclo coniugate del
segnale ricevuto. In questo capitolo sara` presentato un algoritmo che
stima gli shift in frequenza ricercando le frequenze di ciclo del quarto
ordine del segnale ricevuto, cioe` le frequenze dell’espansione in serie di
Fourier del cumulante del quarto ordine del segnale ricevuto; il fattore
di scala viene stimato ricercando le frequenze di ciclo del secondo or-
dine del segnale ricevuto. Il massimo errore accettabile per la stima di
una frequenza di ciclo da inserire poi in uno stimatore di una statistica
ciclica deve essere piu` piccolo della risoluzione della frequenza di ciclo
della stima della statistica ciclica (che e` dell’ordine del reciproco del-
la lunghezza dell’intervallo di osservazione). E` necessario, quindi, che
le stime del fattore di scala e del Doppler shift siano molto accurate.
Una volta che il fattore di scala ed il Doppler shift sono stati stimati,
per stimare l’ampiezza, il ritardo e la fase, si minimizzano due errori
quadratici medi: il primo e` fra la funzione cumulante temporale ciclica
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a dimensione ridotta stimata e quella vera; il secondo e` fra la funzione
di autocorrelazione ciclica stimata e quella vera. La complessita` com-
putazionale connessa al calcolo dell’intera statistica ciclica del quarto
ordine e` molto elevata a causa della durata dell’intervallo di osservazione
necessaria per assicurare buone prestazioni. E` stata, quindi, introdotta
una versione dell’ algoritmo di stima a complessita` ridotta, la cui com-
plessita` computazionale e` paragonabile a quella degli algoritmi basati
sulle statistiche del secondo ordine.
6.1 Algoritmo di stima
Si consideri per il segnale ricevuto l’espressione introdotta nel Capitolo
5, nelle ipotesi di modello a banda larga. Se il segnale x(t) trasmesso
e` statisticamente indipendente dal rumore n(t), per la proprieta` di ad-
ditivita` dei cumulanti di segnali statisticamente indipendenti [13], si ha
che la funzione cumulante temporale a dimensione ridotta di ordine N
del segnale ricevuto r(t) e`
Cαr (τ
′) = ANe−j2pi(α−ν1
(−)T1)d/sC
(α−ν1(−)T 1)/s
x (sτ ′)
ej2piν1
′(−)T τ
′
ej1
(−)T 1ϕ + Cαn (τ
′) (6.1)
con τ ′ 4= [τ1, . . . , τN−1]T , r
4
= [r(∗)1 , . . . , r(∗)N ]T , (∗)k che rappresenta la
k-esima coniugazione complessa opzionale, 1(−) 4= [(−)11, . . . , (−)N1]T ,
con (−)k che rappresenta un segno meno opzionale da considerarsi quan-
do la coniugazione opzionale (∗)k e` presente. Nell’ipotesi in cui il segnale
di disturbo non e` ciclostazionario di ordine N alla frequenza di ciclo α
per la considerata configurazione di coniugazioni, cioe` se si ha
Cαn(τ
′) ≡ 0 (6.2)
l’equazione (6.1) fornisce una relazione utile per ricavare un algoritmo
fortemente immune al rumore ed alle interferenze, indipendentemente
dall’estensione della sovrapposizione temporale e spettrale dei segnali
x(t) e n(t), senza assumere alcuna conoscenza della funzione di densita`
di probabilita` del primo ordine e della funzione di densita` spettrale del
termine di disturbo n(t).
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Per N = 2, nell’ipotesi di segnali a media nulla, scegliendo la confi-
gurazione di coniugazioni [rr∗] nella (6.1), si ha 1(−)T1 = 0 e si ottiene
la funzione di autocorrelazione ciclica del segnale r(t)
Rαrr∗(τ1) = A
2ej2piντ1e−j2piαd/sRα/sxx∗(sτ1) +R
α
nn∗(τ1). (6.3)
Scegliendo la configurazione di coniugazione [rr] nella (6.1) si ottiene la
funzione di autocorrelazione ciclica coniugata che e` identicamente nulla
per segnali circolari.
Per N = 4, scegliendo la configurazione di coniugazioni [rrrr], si ha
1(−)T1 = 4 e la (6.1) diventa
Cαrrrr(τ
′) = A4e−j2pi(α−4ν)d/sC(α−4ν)/sxxxx (sτ
′)
·ej2piν(τ1+τ2+τ3)ej4ϕ + Cαnnnn(τ ′). (6.4)
Siano α0 e β0 rispettivamente una frequenza di ciclo del secondo ordine
e una frequenza di ciclo del quarto ordine relativa alla configurazione di
coniugazione [xxxx] di x(t). Inoltre, si assuma che i valori del fattore di
scala s e dell’offset di frequenza ν siano tali che, per qualche ∆α e ∆β,
ci sia solo una frequenza di ciclo del secondo ordine di r(t) nell’insieme
J(α0,∆α)
4
= [α0 − ∆α/2, α0 + ∆α/2] e solo una frequenza di ciclo del
quarto ordine relativa alla configurazione di coniugazione [rrrr] di r(t)
nell’insieme J(β0,∆β), e, inoltre, Rαnn∗(τ) = 0 per α ∈ J(α0,∆α) e
Cβnnnn(τ ′) = 0 per β ∈ J(β0,∆β). In tal caso, le stime di s e ν possono
essere ottenute da
ŝ =
α̂
α0
ν̂ =
1
4
(β̂ − ŝβ0) (6.5)
dove
α̂ = arg max
α∈J(α0,∆α)
∫
R
∣∣∣R̂αrr∗(τ)∣∣∣2 dτ (6.6)
β̂ = arg max
β∈J(β0,∆β)
∫
R3
∣∣∣Ĉβyyyy(τ ′)∣∣∣2 dτ ′ (6.7)
con R̂αrr∗(τ) e Ĉ
β
rrrr(τ ′) stime dell’autocorrelazione ciclica e del cu-
mulante ciclico del quarto ordine a dimensione ridotta relativo alla
configurazione di coniugazione [rrrr] del segnale r(t).
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L’assunzione precedente puo` essere facilmente verificata nell’ipotesi
che |α0 − αI | > ∆α/2 e sα0 ∈ J(α0,∆α) dove αI e` la frequenza di
ciclo di n(t) piu` vicina ad α0 e, inoltre, |β0 − βI | > ∆β/2 e sβ0 + 4ν ∈
J(β0,∆β) dove βI e` la frequenza di ciclo del quarto ordine relativa alla
configurazione di coniugazione [nnnn] di n(t) piu` vicina a β0.
La stima dei rimanenti parametri A, ϕ e d si ottiene risolvendo due
problemi di minimizzazione dell’errore quadratico medio.
Dall’equazione (6.3) segue che le stime di ampiezza e ritardo possono
essere ottenute minimizzando rispetto a γ la funzione
g(γ, γ∗) 4=
∫
R
∣∣∣R̂bsα0rr∗ (τ)− γ Rα0xx∗(ŝτ)ej2pibντ ∣∣∣2 dτ. (6.8)
Nel caso ideale di misura perfetta, in accordo con la (6.3) con Rαnn∗(τ) ≡
0, la soluzione del problema di minimizzazione e`
γ(opt) = A2e−j2piα0d (6.9)
dalla quale segue che g(γ(opt), γ(opt)∗) = 0. Nel caso di intervallo di os-
servazione finito, la funzione g(γ, γ∗) puo` essere minimizzata risolvendo
l’equazione
∂
∂γ
g(γ, γ∗)
∣∣∣∣
γ=γ(opt)
= 0 (6.10)
con γ and γ∗ considerati come variabili indipendenti [2]. Questo porta
a
γ(opt) =
∫
R
R̂bsα0rr∗ (τ)Rα0xx∗(ŝτ)∗e−j2pibντdτ
·
[∫
R
|Rα0xx∗(ŝτ)|2 dτ
]−1
. (6.11)
Di conseguenza, in accordo con la (6.9), le stime di ampiezza e ritardo
sono
Â =
∣∣∣γ(opt)∣∣∣1/2 (6.12)
d̂ = − 1
2piα0
∠
[
γ(opt)
]
. (6.13)
Dall’equazione (6.4) segue che la stima della fase puo` essere ottenuta
minimizzando rispetto a γ¯ la funzione
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h(γ¯, γ¯∗) 4=
∫
R3
∣∣∣Ĉbsβ0+4bνrrrr (τ ′)− γ¯ Cβ0xxxx(ŝτ ′)ej2pibν(τ1+τ2+τ3)∣∣∣2 dτ ′. (6.14)
Nel caso ideale di misura perfetta, in accordo con la (6.4) con
Cβnnnn(τ ′) ≡ 0, la soluzione del problema di minimizzazione e`
γ¯(opt) = A4ej4ϕe−j2piβ0d (6.15)
dalla quale segue che h(γ¯(opt), γ¯(opt)∗) = 0. Nel caso reale di intervallo di
osservazione finito la funzione h(γ¯, γ¯∗) puo` essere minimizzata risolvendo
l’equazione
∂
∂γ¯
h(γ¯, γ¯∗)
∣∣∣∣
γ¯=γ¯(opt)
= 0 (6.16)
che porta a
γ¯(opt) =
∫
R3
Ĉbsβ0+2bνrrrr (τ ′) Cβ0xxxx(ŝτ ′)∗e−j2pibν(τ1+τ2+τ3)dτ ′
·
[∫
R3
∣∣∣Cβ0xxxx(ŝτ ′)∣∣∣2 dτ ′]−1 . (6.17)
Infine, in accordo con la (6.9) e la (6.15), la stima della fase e`
ϕ̂ =
1
4
∠
[
γ¯(opt)
γ(opt)
e−j2pi(α0−β0)bd] . (6.18)
6.2 Realizzazione del metodo proposto
Nel paragrafo precedente, per la statistica del quarto ordine, la confi-
gurazione di coniugazioni adottata e` stata la [rrrr]. Tale scelta non e`
l’unica possibile che consente la stima della fase, infatti, scegliendo la
configurazione di coniugazioni [rrrr∗], si ha 1(−)T1 = 2 nella (6.1) e
quindi
Cαrrrr∗(τ
′) = A4e−j2pi(α−2ν)d/sC(α−2ν)/sxxxx∗ (sτ
′)
·ej2piν(τ1+τ2+τ3)ej2ϕ + Cαnnnn∗(τ ′). (6.19)
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Scegliendo la configurazione [rrr∗r∗] si ha 1(−)T1 = 0 e la (6.1) diventa
Cαrrr∗r∗(τ
′) = A4e−j2piαd/sCα/sxxx∗x∗(sτ
′)
·ej2piν(τ1+τ2−τ3) + Cαnnn∗n∗(τ ′). (6.20)
Per la scelta della configurazione da adottare sono state prese in
considerazione due esigenze: la necessita` di scegliere il grado piu` alto
di ciclostazionarieta` del quarto ordine e la piu` bassa ambiguita` nella
fase. Un problema di minimizzazione basato sulla (6.19) porta alla con-
dizione sulla fase |ϕ| ≤ pi/2, mentre, considerando la (6.4), si ha la
condizione piu` restrittiva |ϕ| ≤ pi/4. Si e` preferito adottare la configu-
razione di coniugazione [rrrr] perche` a tale configurazione e` associata
una ciclostazionarieta` del quarto ordine piu` elevata di quella ottenuta
considerando [rrrr∗] per il segnale utente considerato. La configurazio-
ne [rrr∗r∗] non puo` essere utilizzata poiche` non consente la stima della
fase.
Per la stima delle statistiche cicliche ridotte del quarto ordine e` ne-
cessario conoscere l’intero β-submanifold del segnale r(t). Infatti, anche
se il segnale di disturbo n(t) non presenta ciclostazionarieta` del quarto
ordine alla considerata frequenza di ciclo, il β-submanifold del segnale
r(t) dipende dalle frequenze di ciclo di ordine piu` basso, sia del segnale
utile x(t) che del segnale di disturbo. In generale, una caratterizzazione
spettrale del segnale di disturbo che includa tutte le frequenze di ciclo di
ordine piu` basso potrebbe non essere disponibile. Una possibile soluzione
consiste nell’adottare il metodo proposto in [24] per stimare il polispettro
ciclico e poi antitrasformare secondo Fourier per ottenere il RD-CTCF.
Nel caso particolare in cui N e` il piu` basso grado di ciclostazionarieta`
del segnale utile (per la considerata configurazione di coniugazioni adot-
tata per il lag-product di ordine N) e, inoltre, il segnale di disturbo ha
frequenze di ciclo incommensurabili con, o non troppo vicine a, quelle
del segnale utile, allora, per frequenze di ciclo β 6= 0, il RD-CTCF del
segnale r(t) e` coincidente con la funzione momento temporale ciclico a
dimensione ridotta (RD-CTMF). Infatti, per N = 4 e τ4 = 0 si ha che,
considerando l’ espressione che esprime la funzione cumulante temporale
ciclico di ordine N in termini delle funzioni momenti temporali ciclici di
ordine N [13] e piu` basso, il RD-CTCF di un segnale r(t) a media nulla
alla frequenza di ciclo β con configurazione di coniugazioni [rrrr] e` dato
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da
Cβrrrr(τ
′
) = Rβrrrr(τ
′
)
−
∑
(µ1,µ2∈P2)
 ∑
αµ1+αµ2=β
Rαµ1rr (τµ1)Rαµ2rr (τµ2)

τ4=0
.(6.21)
Nella (6.21) Rβrrrr(τ
′
) e` il RD-CTMF del quarto ordine di r(t) la somma
interna e` su tutte le coppie delle frequenze di ciclo coniugate del secondo
ordine del segnale r(t) tali che αµ1 + αµ2 = β e la somma esterna e` su
tutte le partizioni {µ1, µ2} dell’insieme {1, 2, 3, 4} tali che ogni sottoin-
sieme µi e` costituito da due elementi: infatti, non sono state considerate
partizioni costituite da un solo elemento per l’ipotesi fatta di media nul-
la del segnale r(t). Inoltre, nella (6.21) τµi e` il vettore i cui elementi
hanno per indice gli elementi dell’insieme µi e
Rαµirr (τµi)
4
=
〈∏
k∈µi
r(t+ τk)e−j2piαµi t
〉
= Rαµixx (τµi) +R
αµi
nn (τµi). (6.22)
Se il segnale x(t) e` circolare (si ha quindi R
αµi
xx (τµi) ≡ 0) e il segnale di
disturbo n(t) (non necessariamente circolare) e` tale che per ogni coppia
(αn,1, αn,2) delle frequenze di ciclo coniugate del secondo ordine non
risulti mai che αn,1 + αn,2 = β per qualche β ∈ I(β0,∆β0), allora nella
(6.21) si ha che Rαµ1rr (τµ1)Rαµ2rr (τµ2) ≡ 0 ∀(αn,1, αn,2) tale che αn,1 +
αn,2 = β ∈ I(β0,∆β0) e quindi
Cβrrrr(τ
′) = Rβrrrr(τ
′) ∀β ∈ I(β0,∆β0). (6.23)
Di conseguenza, la stima del RD-CTCF del quarto ordine si riduce a
quella del RD-CTMF del quarto ordine che puo` essere realizzata con il
correlogramma ciclico del quarto ordine
R̂βrrrr(τ
′
)
4
=
1
T
∫
R
r(u)
3∏
k=1
r(u+ τk)rect(
u
T
)e−j2piβudu (6.24)
che e` molto piu` semplice e non richiede la conoscenza del β-submanifold
del segnale ricevuto. Nella (6.24) rect(t) = 1 per |t| ≤ 1/2 e 0 altrove. La
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condizione sulle frequenze di ciclo del segnale di disturbo non presenta
particolari problemi. Infatti, considerando che le frequenze di ciclo sono
ottenute come combinazioni lineari di parametri come la frequenza della
portante o la frequenza di simbolo, e` sufficiente che tali parametri siano
incommensurabili o non troppo vicini a quelli del segnale utile, dove le
distanze e` necessario che siano piu` grandi di ∆β0.
6.3 Algoritmo a complessita` ridotta
La valutazione dell’intera statistica ciclica del quarto ordine del se-
gnale ricevuto rappresenta un problema ad elevata compessita` com-
putazionale, poiche` per ottenere stime con bias e varianza sufficiente-
mente piccole sono necessari intervalli temporali di durata elevata. Per
ridurre la complessita` computazionale, la stima del Doppler shift basato
sulla (6.4) e della fase basato sul problema di minimizzazione (6.15) sono
realizzate con riferimento non all’intera statistica ciclica del quarto, ma
considerando una slice per τ2 = τ2,0 e τ3 = τ3,0 in maniera tale da
massimizzare rispetto a τ2 e τ3 la funzione di costo
F β0(τ2,0, τ3,0)
4
=
∫
R
∣∣∣Cβ0xxxx(τ1, τ2,0, τ3,0)∣∣∣2 dτ1 (6.25)
che e` una misura del grado di ciclostazionarieta` del quarto ordine del
segnale lungo una slice del RD-CTCF alla frequenza di ciclo β0 con τ2 e
τ3 fissati. Tale massimizzazione e` indipendente dal segnale ricevuto r(t)
e puo` essere effettuata una volta per tutte. Una volta che i valori ottimi
per τ2,0 e τ3,0 sono stati determinati, la stima del Doppler shift viene
effettuato considerando la funzione Cβrrrr(τ1, τ2,0, τ3,0). In tal caso, la
stima del RD-CTCF del segnale ricevuto si riduce alla stima della mutua
correlazione ciclica coniugata fra il segnale r(t) e r3(t) = r(t+ τ2,0)r(t+
τ3,0)r(t) e, quindi, la complessita` computazionale e` riconducibile a quella
degli algoritmi basati sulle statistiche cicliche del secondo ordine.
6.4 Simulazioni numeriche
Sono state effettuate delle simulazioni Monte Carlo per mostrare l’effi-
cacia dello stimatore proposto. Nell’esperimento x(t) e` un segnale PAM
complesso con impulso di Nyquist con eccesso di banda uguale a 0.9 e
periodo di bit Tb = 4Ts, con Ts periodo di campionamento. Il rumore
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Figura 6.1: Funzione di costo
n(t) e` gaussiano bianco circolare stazionario e il rapporto segnale-rumore
nella banda (−1/2Ts, 1/2Ts) e` 10 dB. I parametri del segnale ricevuto
sono: s = 1.001, ν = 0.0047/Ts, A = 1, ϕ = 0.4 e d = 1.8Ts. La frequen-
za di ciclo e la frequenza di ciclo coniugata di x(t) sono α0 = β0 = 1/Tb.
La Fig. 6.1 mostra che la slice ottima e` quella con τ2,0 = τ3,0 = 0. Le
prestazioni dell’algoritmo sono determinate in funzione dell’errore effi-
cace, valutato su 500 prove, per il fattore di scala, lo shift di frequenza,
l’ampiezza, il ritardo e lo shift di fase normalizzati a |s|, 1/Tb, A, Tb e 2pi,
rispettivamente (Fig. 6.2). I risultati mostrano che l’algoritmo proposto
supera largamente quello che stima i rimanenti parametri trascurando
il fattore di scala cioe` se adotta un modello a banda stretta. Inoltre,
per un intervallo di osservazione sufficientemente lungo, le prestazioni
dello stimatore proposto sono prossime a quelle dell’algoritmo che ha
una perfetta conoscenza dello shift in frequenza e del fattore di scala.
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Figura 6.2: RMSE per la stima del fattore di scala s, dello
shift in frequenza ν, dell’ampiezza A, del ritardo d e dello shift
di fase ϕ, normalizzati a |s|, 1/Tb, A, Tb e 2pi, rispettivamente,
in funzione del numero di bit Nb.
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Conclusioni e sviluppi
futuri
In questo lavoro di tesi e` stato affrontato il problema della stima blind dei
parametri del segnale ricevuto in un canale di comunicazione Doppler
adottando un approccio ciclostazionario. Nei capitoli precedenti sono
stati presentati algoritmi di stima che si basano sia sul modello a banda
stretta che sul modello a banda larga per il segnale ricevuto. Lo sce-
nario considerato e` quello del singolo utente: un solo utente trasmette
un segnale che viene corrotto mentre viaggia nel canale di comunicazione
Doppler dovuto al moto relativo fra trasmettitore e ricevitore. In uno
scenario multiutente il canale di comunicazione viene utilizzato contem-
poraneamente da N utenti; il segnale ricevuto e` costituito dalla som-
ma di N segnali che sono una versione ritardata, attenuata, traslata in
frequenza ed in fase e scalata temporalmente dei segnali trasmessi. Il
problema della stima dei parametri del segnale consiste nella stima delle
ampiezze, delle fasi, dei ritardi, dei Doppler shift e dei fattori di scala
presenti nel segnale ricevuto.
Un algoritmo blind nel caso multiutente puo` essere ricavato con-
siderando i risultati descritti nel Capitolo 5 nel caso di modello a banda
larga. Il modello di segnale adottato per il segnale ricevuto e`
r(t) =
M∑
m=1
Ame
jϕmxm(smt− dm)ej2piνmt + n(t) (7.1)
dove i segnali xi(t) con i = 1, . . . ,M sono statisticamente indipendenti
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l’uno dall’altro e dal segnale di disturbo n(t). I parametri Am, dm, ϕm,
νm, sm, con i = 1, . . . ,M , sono reali.
L’autocorrelazione ciclica del segnale ricevuto e`
Rαrr∗(τ) =
M∑
m=1
A2me
j2piνmτR
α/sm
xmx∗m(smτ)e
−j2piαdm/sm +Rαnn∗(τ) (7.2)
e l’autocorrelazione ciclica coniugata e`
Rβrr(τ) =
M∑
m=1
A2me
j2piνmτR(β−2νm)/smxmxm (smτ)e
−j2pi(β−2νm)dm/sm +Rβnn(τ)
(7.3)
Dalle equazioni (7.2) e (7.3) si deduce che i fattori di scala ed i Doppler
shift alterano le frequenze di ciclo e le frequenze di ciclo coniugate dei
segnali trasmessi. Nell’ipotesi in cui α0 e β0 sono una frequenza di ciclo
ed una frequenza di ciclo coniugata condivisa da tutti i segnali xi(t) si
considerino le funzioni
Hrr(β) =
∫
R
|Rβrr(τ)|2dτ (7.4)
Zrr∗(α) =
∫
R
|Rαrr∗(τ)|2dτ. (7.5)
Siano αi con i = 1, . . . ,M gli M picchi della funzione (7.5). Si avranno
M candidati per le stime dei fattori di scala
ŝi = αi/α0, i = 1, . . . ,M. (7.6)
Siano βj con j = 1, . . . ,M gli M picchi della funzione (7.4). Si avranno
M2 candidati per le stime dei Doppler shift
ν̂ij =
βj − ŝiβ0
2
, i = 1, . . . ,M, j = 1, . . . ,M. (7.7)
Si consideri la seguente funzione:
hij(γ) =
∫
R
|R̂bsiα0rr∗ (τ)− M∑
m=1
γmR
α0
xmx∗m(ŝiτ)e
j2pibνijτ |2dτ. (7.8)
con γ = [γ1, . . . , γM ]T . Se si definisce
γoptij
4
= argmin
γ
hij(γ). (7.9)
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si dimostra che
γoptij = S
−1
ij ρij (7.10)
dove
ρij =
∫
R
R̂bsiα0rr∗ (τ)Rα0xx∗(siτ)∗e−j2pibνijτdτ (7.11)
e
Sij =
∫
R
Rα0xx∗(siτ)
∗Rα0xx∗(siτ)
Tdτ (7.12)
dove
Rα0xx∗(siτ)
4
=
[
Rα0x1x∗1
(ŝ1τ), . . . , Rα0xMx∗M (ŝMτ)
]T
(7.13)
Si costruisce la matrice Γ costituita da M righe e M2 colonne
Γ
4
=
[
γopt11 , . . . ,γ
opt
M1,γ
opt
12 . . . ,γ
opt
M2, . . . ,γ
opt
MM
]
. (7.14)
Ad ogni colonna della matrice Γ e` associata una delle possibili M2 cop-
pie delle stime dei parametri (si, νj); in particolare, al vettore γ
opt
ij cor-
risponde la coppia (ŝi, ν̂ij). Per ogni riga della matrice Γ, corrispondente
ad un segnale, individuando il massimo, e` possibile associare una coppia
(ŝi, ν̂ij), fra le M2 possibili, delle stime dei parametri del segnale xm.
Dopo questa associazione fra le M2 coppie saranno considerate solo P
coppie ribattezzate (ŝp, ν̂p) con p = 1, . . . , P e P ≤ M e degli M2 vet-
tori γopt saranno considerati solo i vettori γoptp con p = 1, . . . , P . Se si
considera
gp(γ ′) =
∫
R
|R̂bspβ0+2bνprr (τ)− M∑
m=1
γ′pmR
β0
xmxm(ŝpτ)|2dτ p = 1, . . . , P e P ≤M
(7.15)
con γ ′p = [γ′p1, . . . , γ′pM ]
T e si definisce
γ
′opt
p
4
= argmin
γ
gp(γ ′) (7.16)
si dimostra che
γopt
′
p = S
′−1
p ρ
′
p (7.17)
dove
ρ′p =
∫
R
R̂
bspβ0+2bνp
rr (τ)Rβ0xx(spτ)
∗e−j2pibνpτdτ (7.18)
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e
S′p =
∫
R
Rβ0xx(ŝpτ)
∗Rβ0xx(ŝpτ)
Tdτ (7.19)
Le stime di ampiezza, ritardo e fase sono date da:
Âm =
1
2
[
(γ
′opt
pm )
1/2 + (γoptpm )
1/2
]
d̂m = −arg[γ
opt
pm ]
2piα0
ϕ̂m =
1
2
arg
[
γ
′opt
pm
γoptpm
ej2pi(β0−α0)bdm] (7.20)
Nel caso di segnalazione multiutente circolare un algoritmo di stima
puo` essere ricavato dai risultati descritti nel Capitolo 6, utilizzando le
proprieta` di ciclostazionrieta` di ordine superiore al secondo.
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