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The present study is part of an ongoing effort to develop a simple diagnostic technology for
detecting internal bleeding in the brain, which can be used in lieu or in support of medical imaging
and thereby reduce the cost of diagnostics in general, and in particular, would make diagnostics
accessible to economically disadvantaged populations. The study deals with a single coil inductive
device to be used for detecting cerebral hemorrhage. It presents a first‐order experimental study that
examines the predictions of our recently published theoretical study. The experimental model
employs a homogeneous cylindrical phantom in which internal head bleeding was simulated by way
of a fluid inclusion. We measured the changes in amplitude and phase across the coil with a network
vector analyzer as a function of frequency (100–1,000MHz), volume of blood simulating fluid, and
the site of the fluid injection. We have developed a new mathematical model to statistically analyze
the complex data produced in this experiment. We determined that the resolution for the fluid
volume increase following fluid injection is strongly dependent on frequency as well as the location
of liquid accumulation. The experimental data obtained in this study supports the predictions of our
previous theoretical study, and the statistical analysis shows that the simple single coil device is
sensitive enough to detect changes due to fluid volume alteration of two milliliters.
Bioelectromagnetics. 2020;41:21–33. © 2019 Bioelectromagnetics Society
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INTRODUCTION
Stroke is the second leading cause of death and the
third leading cause of debilitating injury in the world
[Geneva World Health Organization Estimates, 2016].
Approximately 10% to 20% of strokes are associated with
intracerebral hemorrhage (ICH). About 40% of patients
die in the first month following a stroke and 54% die
during the first year. Only 12% to 39% of survivors retain
long‐term physiological function [An et al., 2017]. A case
of ICH occurs every 18min in the United States, with
15% of those suffering from subarachnoid aneurysmal
hemorrhage (SAH), dying before arrival to the hospital.
Of those arriving to the hospital, 25% will endure either a
mistaken diagnosis or avoidable delays in treatment
[Foundation Brain Aneurism, 2018]. The volume of
hematoma can vary significantly, depending on the type
and location of the bleeding. For example, intraparench-
ymal hemorrhages have a mean volume of 68.7ml in a
range of 0–200ml [Caceres and Goldstein, 2012] while
intraventricular hemorrhages have a range of 0–20ml
[Gebel et al., 1998]. ICH is an acute health problem, with
a high percentage of death and incapacitation, which
could be alleviated by rapid and reliable diagnosis
[Foundation Brain Aneurism, 2018].
Medical imaging techniques such as magnetic
resonance imaging, computerized tomography (CT),
and Doppler ultrasound are the gold standards for the
detection and diagnosis of internal bleeding in the
brain [Huisman, 2005]. However, these technologies
are expensive and require trained experts. In many
parts of the world, including industrialized countries,
the economically disadvantaged population has no
access to these technologies [González et al., 2010].
Furthermore, these advanced diagnostic modalities
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cannot be used in ambulances or for continuous
monitoring of the brain in a hospital setting, where CT
is contraindicated for children [Little, 2008].
Since the skull is rigid and the volume of the brain
cavity is fixed, the physiological consequence of internal
bleeding in the brain is a change in the ratio between the
volume occupied by blood and cerebrospinal fluid (CSF),
and the volume occupied by tissue. Because the dielectric
properties of brain tissue, CSF, and blood are substantially
different from each other [Nyboer, 1970; Foster and
Schwan, 1989; Gabriel, 2000], changes in the fluid/brain
tissue ratio in the brain can affect the electromagnetic
properties of the brain. This has led to the use of non‐
contact electromagnetic measurements to detect or image
[Mobashsher and Abbosh, 2016] changes in the fluid/
tissue ratio inside the skull [e.g. Lin and Clarke, 1982;
Clarke and Lin, 1983; Scharfetter et al., 1999; Griffiths
et al., 1999; Qureshi et al., 2018]. Motivated by the
medical needs of the economically disadvantaged
population in Mexico, our group began developing simple
and inexpensive diagnostic technologies for the detection
of internal bleeding in the body with non‐contact
electromagnetic measurements [González and Rubinsky,
2006]. The technology referred to as “Volumetric Integral
Phase‐Shift Spectroscopy” (VIPS) employs measure-
ments of the changes in the amplitude and phase of
electromagnetic waves transmitted across the bulk of the
brain over a range of frequencies. Our VIPS technology
has received CE and U.S. Food and Drug Administration
(FDA) approval and is currently used in a variety of
clinical studies such as for the development of classifiers
to detect edema and hematoma [González et al., 2013], as
a tool to study cerebrovascular reactivity [Oziel et al.,
2016], or to detect fluid shifts in the brain during dialysis
[Rao et al., 2018].
VIPS technology is sensitive to changes in the
distance between the coils across the head and to motion
artifacts between the coils and the head. While this
sensitivity to motion artifacts is not detrimental with
patients who are unconscious, it is an impediment to long‐
term use with patients who are alert. To overcome the
sensitivity of the VIPS system to motion artifacts, we
have developed two new devices, as described in Oziel
et al. [2017, 2018]. The primary application of these
devices is to detect changes in the volume of a hematoma
in the head using inexpensive and simple technology. One
of these technologies is based on the principles of radar
[Oziel et al., 2017] and employs one antenna to detect
changes in the fluid/brain tissue ratio in the brain. The
second employs a single inductive coil around the head
[Oziel et al., 2018]. These technologies are less sensitive
to the motion of the head relative to the transmission
device than the earlier VIPS two‐coil system [González
and Rubinsky, 2006]. The use of one antenna/coil to
measure changes in electromagnetic properties in an
object of interest is not novel; it is used extensively in
industry for non‐invasive measurements of solid objects
[Wadley and Choi, 1997] and in medicine for such
applications as non‐contact measurements of breathing
[Teichmann et al., 2013, 2014] and thermal therapy
monitoring [Haynes et al., 2014].
We previously appraised the effect of changes in the
fluid/brain tissue ratio on the impedance in the frequency
range from 100MHz to 1GHz [Oziel et al., 2017, 2018].
A numerical solution (Comsol Multiphysics, COMSOL,
Stockholm, Sweden) of the complete Maxwell equations
in the head, their surroundings, and the antenna was
obtained. In Oziel et al. [2017], we analyzed the changes
in impedance of a spiral antenna backed by a reflector
plate, facing different parts of the head relative to a
hematoma in the brain. In Oziel et al. [2018], we
examined by simulation the changes in the impedance of
a coil surrounding the head, due to the formation of a
hematoma. The analysis shows that when the location of
the hematoma is not known, the coil antenna is
advantageous over the spiral antenna in terms of ease of
use and resolution. Several additional findings emerged
from the analysis. The numerical analysis indicated that
both antennas were sensitive enough to detect changes in
blood volume as small as 2ml. Another important finding
was that the resolution is frequency‐dependent and that
the measurements must be performed over a wide range
of frequencies. The observation that multiple frequency
measurements are needed to analyze and detect changes
in the blood volume/tissue ratio is consistent with our
analytical and experimental observations with the two‐coil
VIPS devices [González and Rubinsky, 2006; González
et al., 2013].
This study considers a simple experimental
phantom made by a homogeneous cylinder with fluid
inclusions to simulate internal bleeding in the brain
and follows our previous theoretical study [Oziel
et al., 2018]. The goal of this study was to
experimentally verify the conclusions of the theore-
tical study [Oziel et al., 2018], namely that the single
inductive coil measurements are sensitive enough to
detect changes in blood volume in the head and that
the sensitivity of the measurements is frequency‐
dependent, and to increase our understanding of how a
simple system behaves when adding fluid to tissue.
MATERIALSANDMETHODS
Inductance coil sensorand data collection system
The experimental system was built around a
Foxfield N9923A Network Analyzer (Keysight, Santa
Rosa, CA) connected to the induction coil sensor, by
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single co‐axial coil. The electrical circuit as well as
photographs of the devices are shown in Figure 1. The
induction coil sensor was made of a 240mm diameter and
60mm height plastic core cylinder with thickness of
1mm. Copper electric wires used for transformer
applications with cross‐section of 1mm2 were wrapped
in a single layer around the cylinder. The width of the
wire wrapping (30mm) and the coil are shown in the
schematic in Figure 2. The network analyzer was
connected to a laptop (Lenovo, Morrisville, NC) W541
through a LAN connection. The laptop collected and
stored the data, using a simple C# program that we wrote
based on Keysight’s VISA library.
S21, i.e., the ratio between the power entering port 2 to the
power exit from port 1, was measured by the network
analyzer throughout the experiment. We measured S21 for
50 frequencies equally spaced between 100MHz and
1GHz at a frequency of one measurement per 600 ms,
with no averaging mode, IF bandwidth= 300Hz, and
maximum power level (5 dBm). The relation between S21
and the transmission impedance across the sensor coil is
given by Keysight [2018]:







where ZT is the transmission impedance of the
induction coil at each excitation, and Z0 is the system
impedance in the absence of an excitation.
Internal bleeding simulation phantom
The phantom used to simulate the brain was
similar to that used in previous studies for first‐order
experimental studies on internal bleeding in the brain
[Lin and Clarke, 1982; González and Rubinsky,
2006]. It was a cylinder with a diameter of 160 mm
and a height of 100 mm, made of a gel solution of
70% ethanol mixed with agar (35–40% ethanol,
60–65% water with agar [160 gr/L]). Internal bleeding
was simulated with Standard 2‐way Foley Balloon
catheter (Bard, Covington, GA) with a rubber valve.
The balloon was inserted in the gel at a height of
20 mm from the bottom of the gel. The balloons were
placed at two locations relative to the center line, one
at 10± 2 mm from the center line and the second at
10± 2 mm from the outer surface (see Fig. 2). The
balloons were filled stepwise with physiological saline
(0.9% NaCl in distilled water) to simulate internal
bleeding. Precise quantities of saline were injected
through the rubber valve with a 10 ml syringe
(MedicPro, Kuala Lumpur, Malaysia).
Experimentalmethod
S21 was measured and recorded continuously
throughout the experiment. The experimental error in
the S21 measurement was caused by several factors
such as thermal noise and internal drift. A Faraday
cylindrical cage, 250 mm diameter and 120mm height,
was built around the inductive coil sensor to reduce
external sources of errors (Fig. 2). Experiments were
performed to estimate the measurement error. In these
experiments the coil was connected to the vector
analyzer and surrounded by a Faraday cage. The
instruments were calibrated in the same way they
would be calibrated in the actual experimental
simulations (i.e., no averaging, IF bandwidth= 300 Hz,
Fig. 1. Scheme of experimental electrical network and visualization of elements in the
experiment.
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maximum power level [5 dBm]). Twenty min of the S21
data were recorded with care to avoid any movement
of the system. These experiments were performed
under several different scenarios: (i) when the device
was turned on for less than half an hour (cold device);
(ii) when the device was turned on for more than 2 h
(hot device); (iii) and with and without the phantom
and repeated three times for each scenario. After
verifying that the noise distribution was a normal one,
we calculated the average (over the different measure-
ments) and the standard deviation for the
amplitude and phase. We estimated the relative error
due to noise in the amplitude measurements to be 2.1e
−4 dB and in the phase measurements to be 1e−3 deg.
To overcome these systematic errors, we made
numerous recurring measurements over time for the
same experiment.
Internal bleeding was simulated by injecting
precise volumes of saline into the balloon. The
injections simulating the volume of blood in the brain
were made in increments of 2± 0.2 ml. For every
injected volume increment, we took between 30 and
60 S21 measurements during a period of at least 1 min.
The injected volumes ranged from 0 to 10 ml. At least
three experiments were made for each injected volume
increment. Table 1 displays the dielectric properties of
the phantom and saline as well the dielectric proper-
ties of the brain and blood.
Mathematicalmodel for data analysis
To streamline data analysis, we defined the set of
experimental results, E(f,V,n), as follows:
ϕ( ) = { ( ) ( )}E f V n A f V n f V n, , , , , , , (2)
where f is the frequency at which the data were taken,
V is the particular volume of blood in a particular
experiment, n is the number of the measurement for
that volume (between 30 and 60 recurring measure-
ments were obtained for each volume data point), A is
the amplitude, and ϕ is the phase. Equation (2) means
that we are treating the amplitude and phase in the
same way.
To simplify the analysis, we homogenized the
results with respect to the average value
Fig. 2. Schematic of experimental design showing the location of the coils, gel, and saline
injection sites.
TABLE 1. Dielectric Parameters*
Brain Alcohol gel Blood Saline
Frequency rε σ (S/m) rε σ (S/m) rε σ (S/m) rε σ (S/m)
100MHz 89.76 0.79 53 0.55 76.8 1.23 120 1.48
500MHz 53.82 1.08 51.9 5.5 63.3 1.38 61 1.51
1000MHz 48.85 1.30 50 11 61.1 1.58 55 1.56
*The brain and the blood dielectric properties derived from [Hasgall et al., 2018]. The alcohol gel properties derived from [Megriche
et al., 2012], where the water‐agar phantom assumed to have the same dielectric properties as water. The saline dielectric properties
derived from [Alanen et al., 1999].
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( ( = ))avg E f V, 0 , when the blood volume was zero,
and normalized with respect to the maximal value of
E(f,V,n) in any measurement throughout one
experimental series. This yields the variable, M:
M f V n
E f V n avg E f V
max E f V n avg E f V
( , , ) =
( , , ) ( ( , = 0))




Figure 3a shows typical results from an experiment
in which the normalized and homogenized values of the
amplitude and phase for the transmission impedance were
measured at a frequency of 412.2MHz (around the
resonance), when saline was injected in a balloon in
increments of 2–10ml. The left panel shows the normal-
ized and homogenized amplitude and phase as a function
of the volume of the injected saline. The right panel
shows a typical raw data distribution for the multiple
measurements of the amplitude (top) and phase (bottom)
in the first 2ml increment. Analysis of the data points
with one sample Kolmogorov–Smirnov test [Lilliefors,
1967] shows that the distribution is not normal (P< 0.05).
For comparison, Figure 3 shows a normal distribution fit
over the non‐normal distribution of the data for the
amplitude and phase.
In the next step, we wanted to define a statistical
parameter for the sensitivity of each frequency to an
injection of 2 ml, so we wanted to use a test that would
measure if the change in the amplitude/phase
following each injection was significant. Since our
distribution was not normal, we used the two‐sample
Kolmogorov–Smirnov Test (TSKMT) to determine if
the data from two tested groups originate from the
same distribution. This test is particularly important
for experimental results such as those in Figure 4
(explained in detail in the Results section), for
frequencies of 412 and 338MHz, where it is not
obvious how to identify different distributions.
We defined the results of the TSKMT test
(marked by, h(f,m)) to be 0 when two groups of data
that were compared were from the same distribution
and 1 when the two groups of data were from different
distributions. We also calculated the average value of
( )M f V, and the standard deviation (std).
To evaluate the frequency‐dependent sensitivity
of the measurements to increments in volume of
injected fluid, we defined the ratio of the measure-
ments between two sequential volumes of injected
fluid, m and m+ 1; V(m) and V(m+ 1), as:
( )
= ( ( ( ))) − ( ( ( + )))
( ( ( ( ))) ( ( ( + ))))
R f m
avg M f V m avg M f V m
max std M f V m std M f V m
,
, , 1
, , , 1
(4)
Fig. 3. (a) Normalized and homogenized amplitude and phase as a function of the volume
of saline injected into the phantom's center, measured at a frequency of 412.2 MHz (around
the resonance). Due to manual injection we have between 30 and 60 recurring
measurements for each volume data point. The results are given as mean ± SD. (b)
Example of non‐normal distribution of the data. Typical raw data distribution for
measurements in one volume increment of the first 2 ml injection. A normal distribution
plot is shown, for comparison of the amplitude (top) and phase (bottom).
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where R(f,m) is a measure of how many standard
deviations are between two subsequent injected
volumes in our experiments, at a certain frequency.
We now define r(f, m) as a Boolean function in
the following way:
⎧⎨⎩
≥( ) = ( )r f m R f m, 1 if , 2
0 else
(5)
We defined two parameters to define the
frequency‐dependent sensitivity of the measurements
to changes in volume. One parameter provides
information on how many times the value of M(f)
changes in a statistically significant manner during a
series of experiments in which the volume of the
injected fluid has increased in controlled increments
from V= 0 to V= Vmax.
∑ ⋅( ) = ( ) ( )Num f h f m r f m, ,
m
(6)
The summation is over all the discrete changes in
volume. In Equation (6), h(f,m) is the Boolean function
defined in regards to the TSMKT test. Here, h(f,m) takes
the value 1 when two adjacent sequential measurements
belong to two different distributions, and takes the value 0
when the statistical analysis shows that they belong to the
same standard distribution. We consider measurements at
two consecutive changes in volume to be of statistical
significance only in situations in which the difference in
mean values is at least two standard deviations (P< 0.05).
The second parameter is a measure of the
number of standard deviations between volume
measurements for a particular frequency. It is a
measure of the sensitivity of the measurements at
one frequency. This is given by:
∑ ⋅ ⋅( ) = ( ) ( ) ( )grade f h f m r f m R f m, , ,
m
(7)
It is useful to notice that the criteria in (6, 7)
are expressed only in terms of values obtained
from the statistical analysis; i.e., whether two sets
of measurements belong to the same distribution
and number of standard deviations between the
averages of two sets of measurements.
This study produced thousands of data points.
The mathematical model was designed to facilitate
Fig. 4. Examples of the changes in impedance (a) and phase (b) in response to
incremental increase in the volume of injected saline at the center of the phantom, as a
function of three different arbitrary chosen frequencies. The results are given as
mean ± SD.
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a statistically robust means to analyze experi-
mental data of the kind generated by this experi-
mental system.
Numerical simulationmethod
To test the effect of the Faraday cage on the
frequency range, we reproduced the simulations we
performed in Oziel et al. [2018]. In brief, we used the
COMSOL RF Module Version 5.2. The simulation
used a complete anatomical model of a head and
brain. We classified the brain elements into four types
of tissue: white matter, gray matter, cerebrospinal
fluid, and the skull bone. For each brain’s element, we
coupled the appropriate electrical properties (Permit-
tivity and Conductivity) per frequency using ITIS's
dielectric tissue properties database [Hasgall et al.,
2018]. The model includes a coil made of 16 turns of
copper wire with a diameter of 240 mm and height
of 30 mm.
RESULTS
Typical experimental results are shown in
Figure 4. The figure shows the (non‐normalized)
change in impedance (left) and phase (right) as a
function of the incremental increase in the volume
of injected saline at the center of the phantom at
three different arbitrary frequencies that respond
differently to the same injection. Up to 60
measurements were taken for each incremental
increase in volume, and the figure shows the data
points as they were taken sequentially in time. The
results are typical of all experiments. They show
that the measurements are strongly frequency‐
dependent and that at some frequencies the
resolution is excellent while at others the increase
in injected volume cannot be detected. The
resolution for a frequency of 467.35 MHz is
excellent (Num = 5 and high grade). The effects
of changes in volume on changes in amplitude and
phase are well distinguished and evident. Ob-
viously, this frequency has a change in volume
detection resolution of at least 2 ml. However, the
resolution of an adjacent frequency of 412.24 MHz
is poor (Num = 3 and low grade). It generates
changes in amplitude that could discriminate in a
volume resolution of 4 ml at best. At a frequency of
338.78 MHz, the change in volume of saline
produces no discernible effect (Num = 0). It is
obvious that inductive coils can be used to detect
changes in saline volume; however, the resolution
is strongly frequency‐dependent.
Useof the statisticalmodel to analyze the internal
bleeding phantomsimulation experiment
Figure 5 gives the results of the statistical
analysis for all experiments, repeats, and frequencies
and injection locations. The top panel was derived
from Equation (6) and is a histogram that gives the
percentage from all the experiments in this study in
which a certain value of Num was calculated. Since
there are five increments in the volume of injected
fluid, the values of Num can range from 0 to 5. The
top panel shows that for 11% of the tested frequencies
Num= 5; i.e., at those frequencies increments in
injected volume can be detected with a statistical
significance of P< 0.05 for all five consecutive
injection increments of 2 ml. The top panel shows
that for 26% of the frequencies it is possible to detect
with a statistically significant resolution that there is a
statistically significant distinction of four (15%) or
five (11%) injections. In 12% of the frequencies
Num= 0; i.e., it is impossible to detect the changes in
injected volume.
When using the same technique to calculate
Num for a (single) increment of 10 ml (i.e., from 0 to
10 ml), we found that there are 22 frequencies that can
detect the injected volume with a statistically
significant resolution. Obviously, the lower the
resolution required for detection of changes in
volume, the larger the number of frequencies that
can detect these changes with high statistical
significance.
Concerning the actual value of the resolution
of the measurements, for all the frequencies for
which Num = 5, the value of the measured
impedance amplitude in 90% of the measurements
ranged from 0.141 to 0.228 ohm. For Num = 4, the
value of the impedance amplitude in 90% of the
measurements ranged from 0.082 to 0.105 ohm.
The middle panel in Figure 5 displays the average
value of Num(f) calculated from Equation (6), as a
function of the frequency. The amplitude is marked
blue, and the phase red. The panel shows that there
is no frequency with Num = 5, in all the experi-
ments. The maximal value of Num is 4.42 at
427 MHz. No clear pattern for the Num value,
dependence of frequency was observed. In other
words, there are some frequencies that have a value
of Num = 5 for many cases. However, even in these
frequencies, there are cases in which not even a
single injection was recognized. Interestingly, the
lack of recognition of a single injection can occur
at any stage of the injection sequence. This
illustrates the importance of multifrequency
measurements.
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Amplitude‐phase correlation
The bottom panel in Figure 5 suggests that there is a
correlation between the changes in amplitude and phase at
frequencies with a high grade. Next, we explored the
correlation coefficients between amplitude and phase in
the experiments of this study. Changes in impedance due
to changes in the volume of saline can be written as:
∆ = ( ( ( − ))
+ ( ( − )))
Z abs f real Z Z








The injected volume at which the base line reading
of the impedance is taken is marked as (V1). The second
volume is (V2). The changes in impedance betweenV1 and
V2 are a result of the changes in amplitude and phase of
the current flowing through the coil, due to changes in the
volume of the injected saline (representing blood), where
f1 and f2 are any arbitrary functions that enable aligning
the impedance units correctly. In our previous simulations
[Oziel et al., 2018], we used the following expression for
the change in impedance with a change in volume:
∆ = ( − )Z abs Z ZV V2 1 (9)
This expression contains an implicit assumption
that there is a high correlation between amplitude and
phase, and that the amplitude and phase have an equal
weight. Our experimental results allow us to precisely
evaluate the correlation coefficients between ampli-
tude and phase, using Hall [2015]:
[ ( ) ( )] = ( ( ) ( ))R f p f crossCoef amp f phase f, ,i i i i
(10)
Where amp and phase vectors were normalized using
Equation (3), i is the experiment index, f is the
frequency, ( )R fi is the correlation coefficient for the
specific measurement, i, and frequency, f, and ( )p fi
are the P‐value which tests the hypothesis; i.e.,
P< 0.05 means that the correlation R is conclusive.
Figure 6 shows several correlations between changes
in amplitude and phase from arbitrary frequencies
calculated from the experimental data.
Figure 7 is a histogram that shows the frequen-
cies at which the cross‐correlation gives R> 0.9 and
p< 0.05 for all the cases in which Num> 3.
Comparing Figure 7 with the bottom panel of Figure 5
shows that for frequencies in which the statistical
value grade is high, there is a high cross‐correlation
between amplitude and phase.
We summarized the calculated correlations from
all the experiments and found that the percentage of
all frequencies in which the correlation between the
changes in amplitude and phase are good (R> 0.9 and
Fig. 5. Top panel: Histogram that gives the percentage of experiments in this study in
which a certain value of Num was calculated. Middle panel: Average value of Num(f).
Bottom panel: Value of grade(f); i.e., provides a measure of the sensitivity in detecting
changes in injected volume at each frequency.
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p< 0.05) is 24.88%, bad (R< 0.9 and p< 0.05) is
62.20%, and the other (p> 0.05) is 12.92%. In a
substantial percentage of frequencies, the correlation
is good. As mentioned earlier, the good correlations
occur at frequencies at which the grade value is high.
We used the observation concerning the correla-
tion to improve the resolution of our measurements.
We will next show how a linear combination of
amplitude and phase can lead to higher sensitivity for
detection of changes in blood volume/tissue ratio. We
can define the function G as:
∅( ) = ( (
^ ) + ( ^ ))
G f V n
A f V n f V n
, ,
, , , ,
2
(11)
where A is the amplitude vector,∅ is the phase vector,
and the operator ^ is the normalization operator
defined in Equation (3). Accordingly, Equation (4)
becomes:
( )
= ( ( ( ))) − ( ( ( + )))
( ( ( ( ))) ( ( ( + ))))
R f m
avg G f V m avg G f V m
max std G f V m std G f V m
,
, , 1
, , , 1
(12)
The results are shown in Figure 8. Figure 8 is
actually a modified version of the bottom panel of
Figure 5 to which we have added the grade value for
the combination amplitude and phase from
Fig. 6. Examples of different correlations: R = 0.74 (a), R = 0.90 (b) and R = 0.98 (c),
between changes in amplitude and phase calculated from the experimental data. The
graphs were chosen as examples for three different correlation coefficients.
Fig. 7. Histogram showing the frequencies at which the
cross‐correlation gives R> 0.9 and p< 0.05 for all the cases
in which Num> 3.
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Equation (11). It is evident that in all the frequencies
that had a strong response (high resolution) to changes
in saline/tissue ratio (i.e., showed a high correlation
between phase and amplitude), the values of the
combination grade are higher than the value of the
grade for amplitude and phase alone. This suggests
that the combination of amplitude and phase yields
higher resolution results at optimal frequencies.
E¡ect of the location of the saline injection on
measurement resolution
It is obviously of substantial interest to under-
stand the effects of the location of the blood
hematoma (saline injection in the gel) on the
resolution of the measurements and frequencies that
give the highest resolution. To this end, we analyzed
the experiments separately in which the balloon was
close to the center and those in which the balloon was
close to the margin (Fig. 9). The panels show the
frequency‐dependent percentage at which Num= 5
for the combination phase and amplitude at the two
locations of the balloon. It is interesting to note that
the highest resolution frequencies are different
between the two locations of the balloon.
E¡ect of the boundary conditions
To verify the effects of the boundary conditions,
we reproduced the simulations in Oziel et al. [2018]
with Faraday cage boundary conditions. Figure 10
was obtained from a numerical simulation similar to
that in Oziel et al. [2018], albeit with Faraday cage
boundary conditions, in which we injected 9 ml
physiological saline in 30 equal increments in an
alcohol gel. The figure gives the ratio between the
saline injections that caused a change in impedance at
500MHz to the change in impedance at 1,000MHz
(the frequencies tested in Oziel et al. [2018] are shown
in blue circles) or the ratio between 430 and 870MHz
(the highest frequencies from the present study are
shown in red squares). The ratio between the changes
in impedance for both ratios was between 1.5 and 3
times. This demonstrates that the effect of the Faraday
cage is to enhance the resolution in the frequencies
around 500MHz over that in the 1,000MHz range.
This means that as the frequency increases, in case of
absorption boundary conditions, the sensitivity to the
injection would also increase. After adding a Faraday
cage, the most sensitive frequencies were at the center
of the frequency range (approximately 430MHz).
DISCUSSION
This first‐order experimental study on the use of
an inductive coil around the head, for the detection of
changes in volume of saline injected in a phantom of
the head, supports the results in our previous study
that this simple technology has the potential to detect
changes in the volume of blood in the head in a
hematoma with high resolution [Oziel et al., 2018]. It
also shows that the resolution is frequency‐dependent,
which was also predicted by our recent theoretical
study [Oziel et al., 2018]. To get a handle on the
significance of the multifrequency measurements, we
developed a method to statistically analyze the data. In
the ensuing discussion, we will illustrate its use with
the results emerging from these experiments. It should
be emphasized that we did not try to develop a
diagnostic algorithm, but rather a way to analyze
multifrequency data of a type that will most likely
emerge from the use of a single inductive coil to
detect changes in the volume of a hematoma in
the head.
The goal of this study was to examine the effect
of frequency on the ability to detect internal bleeding
in the head, in a range of frequencies that was not
studied before, between the typical beta dispersion
frequencies of tissue and low microwave frequencies.
Earlier studies of this kind examined frequencies in
the range from 1MHz to below 400MHz [e.g.,
González et al., 2013; Li et al., 2019] or above
1 GHz [Lin and Clarke 1982; Mobashsher and
Abbosh, 2016]. The lower range of frequencies was
chosen in earlier studies of this kind because it was
thought that the measurement sensitivity would be
greater in the beta dispersion range and slightly above,
and because of deficiencies in modeling the entire set
Fig. 8. Comparison between the grade value for change in
amplitude, change in phase, and linear combination of
change in phase and change in amplitude, as a function of
frequency.
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of Maxwell equations at higher frequencies (the
simplified Maxwell equations fail above about
400MHz). The other studies examined low micro-
wave frequencies from 1 to 3 GHz, probably because
this is the range of what is usually defined as low
microwave frequencies [Lin and Clarke 1982;
Mobashsher and Abbosh, 2016]. Our numerical
studies of the complete Maxwell equations in an
anatomically complete 3D model of a head suggested
that frequencies in the intermediate range from
100MHz to 1 GHz may be valuable for the detection
of internal bleeding in the head [Oziel et al., 2017;
Oziel et al., 2018]. Indeed, the results of this
experimental study show that sensitivity to changes
in blood volume in the range of frequencies from 400
to 600MHz is higher than sensitivity at frequencies
lower than 300MHz (Fig. 8). Also, sensitivity in the
range of frequencies from about 800 to 900MHz is
higher than sensitivity at 1 GHz (Fig. 8). Obviously,
the study of the range of frequencies examined in this
paper can provide valuable information for the design
of internal bleeding detection devices. We believe that
in the future, when learning algorithms will be applied
to clinical data from a broad range of frequencies, it
will be found that every range of frequencies can
provide additional information on the nature as well as
the location of the hematomas, similar to what was
found in González et al. [2013].
E¡ect of the boundary conditions
The bottom panel of Figure 5 displays the value
of grade(f), calculated from Equation (7) as a function
of the frequency; grade(f) provides a measure of the
sensitivity in detecting changes in injected volume at
each frequency. The values for amplitude and phase
are in blue and red, respectively. The bottom panel
demonstrates that, quantitatively, not all frequencies
respond the same way to changes in the injected
volume of saline. In fact, at frequencies lower than
350MHz the resolution is too low to detect changes in
the simulated fluid/brain tissue ratio of our experi-
ments. Also, similar to previous theoretical studies,
the highest resolution detection peak is in the
frequency range of 390 to 500MHz with two lower
peaks at 570 and 870MHz. While the results of the
experimental studies concerning the high‐resolution
frequency peaks are qualitatively the same as in the
theoretical study [Oziel et al., 2018], the results
are quantitatively different. In the theoretical study,
we found that the higher the frequency the higher the
resolution, while in this study we found that the peak
at 880MHz was substantially lower than at 450MHz.
We showed that the difference is due to different
boundary conditions in the experimental and theore-
tical studies. In the theoretical study, we used
absorption boundary conditions. In the experiment,
we used a Faraday cage to minimize reflection from
the surroundings. This causes standing waves and
substantially changes the response at different fre-
quencies.
This part of the study also illustrates the
importance of boundary conditions in the experiments
Fig. 9. Frequency‐dependent percentage at which Num= 5
for the combination of phase and amplitude at the two
locations: The phantom edge (a) and the phantom center (b),
of the saline injection.
Fig. 10. Results from a numerical simulation with Faraday
boundary conditions. The figure gives the ratio between
impedance changes induced by saline injections that caused
a change in impedance at 500MHz to the change in
impedance at 1,000MHz (blue circles) and the impedance
ratio between 430 and 870MHz (red squares).
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and the sensitivity of the results to the boundary
conditions. A practical conclusion is that Faraday
cages may be needed around the single coil inductive
sensor. The Faraday cage can significantly limit a real
device and there is a need to find creative solutions to
design or overcome the need for a cage. A possible
solution is the use of a mask similar to the mask used
in radiotherapy, which can block the reflection from
the environment as well as fix the coil so it will
not move.
E¡ect of the location of the injections
We showed (Fig. 9) how the sensitivity of high/
low frequencies vary depending on the location of the
injection (center and phantom margin). However, the
frequencies in the center of the frequency range
showed the highest sensitivity for both injection
locations. It appears that both the high and low
frequencies are superfluous. On the other hand, we
believe that these frequencies contain important
information that can help in designing a clinical
algorithm to identify the location of the bleeding.
However, it is clear that for a device designed only to
detect changes in blood/tissue ratio, there is no need to
scan the whole frequency range. In addition, it appears
that having to scan the frequency range between
100MHz and 1 GHz limits the device in both the need
to support a greater frequency space and in the
sampling time. However, our measurement device
(FoxField N99923A; Keysight) has the ability to
measure this range in less than 650 ms, thereby
overcoming the limitation of the sampling time.
CONCLUSIONS
The primary goal of this study was an initial
validation of our theoretical study on the use of a
single inductive coil around the head for the detection
of internal bleeding [Oziel et al., 2018]. Because of
the complexity of the results, and to facilitate a better
analysis of the experimental results, we derived a
statistically based mathematical method of analysis.
This approach may have value in the future for the
analysis of experiments performed in vivo. We
believe that other scientific fields may also benefit
from this approach.
Our analysis reveals that the experimental
results are consistent with the results obtained in
the previous numerical simulation [Oziel et al.,
2018]. We found that the inductive coils can detect
changes in injected saline volume as low as 2 ml,
the resolution is frequency‐dependent, and the
statistical analysis can point to frequencies with
the highest resolution. We used a Faraday cage to
avoid reflection back to the coil from the
surrounding environment and showed that the
boundary conditions have a large impact on
frequency sensitivity. We examined the correlation
between the amplitude and phase and found that
there is a high correlation between amplitude and
phase for frequencies with high grade. This
knowledge can help to enhance frequency resolu-
tion and also be used for choosing optimal
frequencies for a future clinical algorithm. Finally,
we believe that there is important information at
the high frequencies (at approximately 1 GHz) that
may help locate the position of the bleeding.
While the goal of this study was to provide
first‐order experimental support to the numerical
analysis, and the mathematical analysis was
restricted to generate a better understanding of
the results of these experiments, the findings and in
particular the statistical model may help in the
future development of a clinical diagnostic algo-
rithm using a simple single coil inductive system
for monitoring bleeding in the brain.
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