A conceptual framework, called the Binding Model, for the creation, deployment and management of multimedia services on ATM-based broadband networks with end-to-end QOS guarantees is presented. The key function of the associated Binding Architecture is to provide an open programmable environment that facilitates the easy creation of flexible services. We describe the implementation of a prototype binding architecture called xbind as a middleware toolkit for building open programmable ATM networks. Finally, we present our initial experiences with experimenting and deploying xbind over an ATM testbed and highlight some of the lessons learned.
bilities for supporting the scalable development and deployment of multimedia applications with Quality of Service (QOS) guarantees. Thus, our notion of service encompasses high level activities related to multimedia distribution like video on demand as well as the low level support functions needed to realize such a service.
Based on this understanding, we observe that typical network services are created using four types of broadband kernel services. Specifically these services need support for name and resource mapping, support for resource management and reservation, support for a media stream transport and support for service management functionality.
They require name and resource mapping in order to translate the logical service abstractions into physical resources. They also require a resource reservation (partitioning) procedure since the service must guarantee QOS, they require a stream transport for distribution of its media streams with QOS and finally they require management functionality for its monitoring and control. It is also implicit from the description above that some form of state abstraction is needed for characterizing the dynamic elements of the service while it is executing.
The Binding Architecture [24] is a formal description of the Binding Model. Its principal aim is to provide an open programming environment that facilitates the easy creation of network services. By open, we mean the architecture must support functional Application Programming Interfaces (APIs) for developing useful services. By programmable, we mean that these APIs should be 'high-level' enough to allow the service specification and creation process to be carried out via a high-level programming language.
The Binding Architecture consists of an organized collection of interfaces, called the Binding Interface Base [28] (BIB), and a set of algorithms that run on top of these. BIB
interfaces provide an open and uniform access to abstractions that model the 'local' states of networking resources. Binding algorithms play a key role in the service creation process through the process of interconnecting (binding) networking resources. QOS is explicitly modeled in the architecture via a set of abstractions that characterize the multiplexing capacity of networking and multimedia resources under QOS requirements.
These abstractions allow admission control tests to be executed in real time during the resource reservation process.
We describe our initial experience with an implementation of the binding architecture, called xbind [39] , a middleware toolkit for building scalable multimedia services on top of heterogeneous computing and networking platforms. xbind achieves interoperability between the different resource control and management algorithms of a multimedia network by giving these open access to the BIB. By adopting the Common Object Request Broker Architecture (CORBA) [37] , an industry standard for distributed computing platforms, xbind achieves interoperability in terms of data representation across diverse operating systems and machine architectures. This paper is organized as follows. In section 2 the Binding Model as a framework for network programmability is introduced. To give the proper context, an Extended Reference Model (XRM) [22] for networking is first introduced. The Binding Model is identified as a service creation space within one of the components of the XRM. Finally, the service creation model is briefly described. In section 3, elements of the binding architecture are given. These include a description of the BIB and a specification of the service creation process. In section 4, our experience with xbind is discussed. Related work is presented in section 5. Finally, concluding remarks appear in section 6.
The Binding Model as a Framework for Network Programmability
The ability to create multimedia services requires three key components. First, there must be a means of obtaining information about the state of resources in the system. Second, a middleware layer is necessary for providing appropriate network abstractions.
Third, a general service model is needed for structuring the relation between services and their interactions so that more complex services can be systematically composed from simpler ones. To put the latter in the proper context, we will start our presentation by giving more structure to the XRM. This will be followed by a description of the Binding Model and its embedding into the XRM. We will close this section be discussing the associated service creation model.
The RGB Decomposition of the XRM
The XRM models the communications architecture of networking and multimedia computing platforms. It consists of 3 components called, the Broadband Network, the Multimedia Network and the Services and Applications Network (see Figure 1) . The broadband network is defined as the physical network that consists of switching and communication equipment and multimedia end-devices. Upon this physical infrastructure, resides the multimedia network whose primary function is to provide the middleware support needed to realize services with end-to-end QOS guarantees over the physical media-unaware network. This is achieved by deriving from the broadband network a set of QOS abstractions. The latter jointly define the resource management and control space. The process of service creation calls for resource reservation and distributed state manipulation algorithms. From this perspective, the multimedia network provides a programming model that allows service behavior to be specified and executed. Service abstractions represent the states of a service created using algorithms native to the multimedia network. These abstractions are used by the services and applications network for managing and creating new services through dynamic composition and binding . The 3 component networks of the model above can be refined further. As shown in Figure 2 , each of the original RGB component networks is decomposed into five planes.
The decomposition results in 3 submodels collectively known as the RGB decomposition
Services and Applications Network
The Multimedia Network
The Broadband Network The RGB decomposition represents detailed viewpoints of the broadband network, the multimedia network and the services and applications network, respectively. The interface between R-, and G-models is a set of QOS abstractions typically structured as graphs that quantitatively represent various resources in the physical network. The Gmodel uses these graphs for creating service abstractions that are provided to the Bmodel for building more complex services. Thus, the interface between the R-and Gmodels and the interface between the G-and B-models provide abstractions that are similar in structure but differ in usage. In the following paragraphs, we describe each plane of the RGB models in detail. Throughout this document the full scoping notation will be used to refer to a particular plane of the XRM (e.g., XRM::M) or a submodel (e.g., XRM::G). The interface between planes will be denoted by using two bars. For example R||G represents the interface between the R-and G-models. Finally, application protocols belong to the functionality of the U-plane.
The Binding Model
The Binding Model defines a conceptual framework for the creation, deployment and management of multimedia services on ATM-based broadband networks with end-toend QOS guarantees. Binding refers to the activity of creating a requested multimedia service with QOS guarantees. It entails the association of a set of network and end system resources with a media transport protocol and the service management system.
The Binding Model gives the XRM::G its operational capability through a model of service creation. In this context, service creation is defined as a process of object composition whereby objects are manipulated by algorithms residing in various XRM::G-planes.
The Binding Model describes how to marshall and compose resources into network services starting with services offered at the R||G interface.
There are a number of services provided at the R||G interface including the physical connection graph [22] and the multimedia networking capacity graph ( Figure 3 ). The physical connection graph carries all the topological information about the physical network and the associated resources. Figure 3 also depicts the multimedia networking capacity graph. The capacity of networking as well as media resources is characterized through the concepts of schedulable and multimedia capacity regions as given in [25] . Suffices to say here, that the multimedia networking capacity graph consists of a set of interconnected interfaces providing the access to objects representing quality of service abstractions. There are also a number of other services offered at the same interface such as network management services in support of plane management. However, because of space limitations, these will not be covered here.
The Binding Model consists of two building blocks: a set of (enveloped) states that can be accessed through the BIB and a set of binding algorithms operating on these inter- At the G||B interface, the XRM::G model also offers a number of network services.
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Among others, we mention, virtual circuits, virtual paths [1] , virtual networks [6] and multicast [2] . The reader is recommended to consult these references for details.
A Framework for Service Creation in the Binding Model
The • create a service skeleton for an application such as a virtual circuit, virtual path, virtual network or multicast. The structure of the skeleton for a virtual circuit, for example, consists of a graph from a source node to destination;
• map the skeleton into the appropriate name and resource space and thereby create a network application;
• associate (bind) to the application a media transport (stream) protocol and thereby create a transport application;
• bind the transport application to resources and thereby create a network service;
• bind the service management system to the network service and thereby create a managed service. Figure 5 illustrates the individual service view of the service creation process. First a skeleton is created using name and resource mapping services. The resulting network application is bound to a transport protocol, resources and service management. When a service is required, the application process issues a service request to the responsible service provisioning entity that in response will invoke the corresponding binding algorithm(s) for establishing a service instance.
.
Elements of the Binding Architecture
The Binding Architecture is a formal description of the Binding Model. In what follows we will present some of its better understood elements. These include the BIB, a switch control API, a set of broadband kernel services, and a model for developing high level broadband services from these elements.
The Binding Interface Base
The Binding Architecture specifies all interfaces defined in the BIB in CORBA's Interface Definition Language (IDL). Because the focus of the BIB is on providing access only to resource states, a number of interfaces present in the original proposed BIB of [24] have been omitted. The new streamlined binding interface base is given in Figure 6 .
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Besides interfaces, the BIB also defines a specialized class of factory interfaces for instantiating all other interfaces. These interfaces are used during the bootstrap of the system for creating the appropriate interfaces to existing physical and logical devices.
The IDL definition of the generic BIB factory interface, called the BIBFactory, allows the creation, destruction and querying (of the list) of interfaces that are instantiated by a server. All other factory interfaces are derived from this interface and customized to create specialized interfaces specific to the resource concerned.
The VirtualSwitch controls the manner in which VPI/VCI pairs are allocated and deallocated. The VirtualSwitch interface gives therefore access to the abstraction of the valid VPI/VCI pairs for both an ATM switch as well as an ATM adapter card. Obviously the two have substantial hardware differences: in the case of the switch the methods of the interface are mapped onto the functionality of the hardware. In the case of the adapter, however, the fabric component is absent. (We expect that in the future the internal bus of workstations or PCs will have a design very close to an ATM switch and thus VCs will terminate not onto an adapter but directly on the target or source device.) The primary These are given by the methods getOutputChannelIdentifier(), getInputChannelIdentifier() and the set of commitChannel() calls, respectively (see Table 1 ).
On the other hand, the VirtualDevice interface abstracts the functionality of a multimedia stream device. The current interface models a multimedia device as either a source or a sink. The interface allows multimedia streams to be added to a device or dropped from a device by specifying the end VPI/VCIs used by the stream. Individual active streams can also be paused or resumed. A list of these methods is given in Table 2 . 
The Switch Control API
We proposed a set of APIs, called the Switch Control Application Programming Interface (SCAPI) [29] , for the general control and management of ATM switches. The same motivation (albeit through a different approach) has also prompted Ipsilon Networks to propose a wired protocol called the General Switch Management Protocol (GSMP) [36] with similar functionality to allow remote switch management. Main differences between the two proposals lie in the area of QOS control and their intended use. In the SCAPI proposal, QOS issues play a central role. In the current version of GSMP, however, QOS issues have not been explicitly addressed. Moreover while GSMP is meant to allow remote access to switch control functionality, SCAPI is a programming interface for developing high level control software on a switch. In the Binding Architecture, this is represented by the software that implements the VirtualSwitch interface. Figure 7 illustrates the SCAPI proposal. 
Broadband Kernel Services
The Broadband Kernel Services refer to low level "operating system" like functionality provided by the middleware for deriving higher level multimedia services. These include services for connection management, routing, device management and transport. The Connection management service provides connection setup and tear down functionality between a number of network endpoints. The routing service provides a route location functionality for traversing any two network endpoints. Together, they implement the basic connectivity services in the network component of the system and can be used to built Switched Virtual Circuits (SVCs). On the host end, a device management service provides the functionality of tracking and managing the numerous multimedia devices spread throughout the system. Ensuring format compatibility and presentation translation are also aspects of this service. Finally the transport management service defines the functionality required for sustaining transport streams in the network. These include functionality for rate control and bandwidth renegotiation. 
Broadband Services
Based on the service creation process described in Section 2.3, we define the following object framework for service creation [30] . Services are offered by servers which support the creation and maintenance of their state. When a request for a service is made to a server, a service instance is instantiated or created. Each service instance is composed of an algorithmic part and a data part. The algorithmic part expresses the logic of the service instance while the data portion is an abstraction of its state. Individual service instances can be customized by modifying the logic of its algorithmic part. Similarly control can be effected on an executing service instance by the modification of its states.
Servers also have an algorithmic component which specifies how service instances are created, deployed and managed and a data part which models the state of the server and its policies. It is possible for some services to have no state (e.g., a simple database lookup service).
Such services do not create instances and have only factory and logic interfaces. We exemplify the operational significance of the service creation process by briefly describing below a realization of a video conferencing service.
As an example, consider a simple video conferencing service as illustrated in Figure 9 . In order to realize this service, a small number of supporting services must be defined. In this case, we say that the video conferencing service is composed of a transport management service, a device management service, a connection management service and a route management service. The video conferencing session manager upon receiving a request for a new session from its service factory interface activates 2 other services, the connection management service (point 1.) and the device management service (point 2.). The connection management service contacts the routing service (point 1.2) to obtain a source route and then proceeds to set up the connection (point 1. 
Experimenting with xbind
Since the Fall of 1994 we have been experimenting with xbind [39] , an implementation of the Binding Architecture. The objective of xbind is the system level validation of the Binding Model. xbind currently supports a subset of the functionality defined in the Binding Architecture. Important components whose implementation has been left to future releases are the mechanisms for supporting QOS for some of the resources. We delayed the implementation of this important part of the Binding Architecture because of the lack of support in the first generation ATM switches for traffic classes with associated QOS specifications. Similarly the currently available operating systems running on workstations or personal computers cannot guarantee allocation of computational resources, and therefore any implementation of the multimedia capacity region mentioned in [23] would have been very limited in scope. We decided instead to focus the first implementation of xbind on interoperability aspects.
The implementation of the hardware specializations of the VirtualSwitch for all the platforms listed in Table 3 required considerable development effort. Our overall goal of having access to low level control APIs that directly operate on the routing tables of various ATM switches is currently difficult to achieve since these are not open to third parties.
However, through direct collaboration with the switch manufactures we were able to implement the VirtualSwitch on an individual basis. This approach is rather time consuming and, obviously, not scalable.
In the following sections, we will examine some important elements of xbind including its signalling infrastructure, its deployment, and from an implementation perspective, an example service, the video conferencing service already described in Section 3.4.
The Basic Signalling Infrastructure
The term 'signalling' refers to the functional role of the C-plane, namely the transport of control information. From this perspective, the basic signalling infrastructure is somewhat akin to the CCSS #7 of the telephone network or the Distributed Processing Environment (DPE) of the TINA reference model [3] . In xbind, the signalling infrastructure is com-posed of a collection of CORBA Object Request Brokers (ORBs) which provide a homogenous name space across a distributed set of heterogeneous platforms. The signalling infrastructure also provides location transparency and well defined call semantics through its Remote Procedure Call (RPC) interface.
Using CORBA for signalling requires having CORBA objects reside directly on the networking or media resources -it requires the capability to run CORBA objects such as the VirtualSwitch on the ATM switch hardware. In our case where an off-the-shelf CORBA implementation by Iona Technologies (Orbix [14] ) was the platform of choice, this was possible for some of the earlier generation groupware ATM switches (like the Fore System ASX-100 and ASX-200) which employ a conventional microprocessor with a standard UNIX operating system as the switch controller. Since on newer switch platforms the controller runs on an embedded board with a real time operating system, realizing a similar configuration is more difficult.
One of the drawbacks of the current generation of CORBA implementations is that these are usually not supported by different lower level transport protocol stacks. As a result, there is usually little alternative to the use of TCP/IP. We did some preliminary investigation with Postmodern Technologies on the possibility of replacing IP with a native ATM network protocol stack in their ORBline product but concluded that it would require too much effort in rewriting portions of the ORB. In addition, this aspect of CORBA implementations turned out to be secondary to the initial interoperability objective of the Binding Architecture. Moreover, the typical semantics of object invocations favored short messages on a highly flexible connectionless transport, which in fact made IP the ideal transport! We therefore concentrated on solving the problem of how to support IP [21] communication services on an ATM network prior to the establishment of any wired signalling protocol.
To this end, we decided on a combination of two different approaches, namely:
• whenever possible use a switch's native signalling mechanism for establishing IP over ATM. In the case of Fore System switches, these automatically create SVCs for the IP traffic using SPANS during bootup.
• otherwise configure an IP network through scripts that add static IP routes or create 'ad hoc' VC routes in the routing table of the switches through CORBA calls to the local VirtualSwitch interfaces.
The implementation of OMG CORBA currently used in xbind is Orbix. Interworking with other CORBA implementations is planned with compatibility among the different ORB implementations based on the OMG Internet Inter-ORB Protocol (IIOP) [4] .
xbind Deployment
As we have already explained in the introduction, interoperability is achieved in the Binding Architecture through the separation of binding algorithms from logical resources. In Table 3 we list the hardware and software platform specializations of the VirtualSwitch and VirtualDevice interfaces available in xbind.
The first implementation of xbind was completed at the beginning of 1995 and its binaries were made available in the public domain by the summer of 1995. Starting with the Figure 10 shows the network topology used in some of the experimentations.
The rapid deployment of xbind into NYNET was possible for two main reasons. Firstly, the flexibility of the reservation system for VCs in the VirtualSwitches allowed the transparent use of a set of permanent VCs interconnecting NYNET sites. Secondly, in xbind 
The xbind Video Conferencing Service
A number of simple multimedia services have been implemented in xbind. These include an ATM LAN traffic monitoring service, a connection monitoring service and a video conferencing service that allows setup of multiparty video conference sessions using the connection, device management and transport management services of the broadband kernel services layer. However due to the constraints of space, we will only describe the architecture of the video conferencing service. An overview of its architecture is given in Figure 11 . It consists of four software functional layers.
The lowest layer of software is formed by the BIB, a collection of interfaces that offers an abstract view of resources in the Binding Architecture. These include logical resources like ATM Virtual Circuit Identifiers (VCIs) or physical resources like multimedia devices.
Calls are made to these interfaces to bind the underlying resources to create low level services, i.e., broadband kernel services. Upon these, network services are built. Examples of the former include routing and device management, and of the latter, virtual circuits, virtual paths and virtual networks. These services are used to build the multimedia services layer. The multimedia services layer consists of very high level services for multimedia content search, retrieval, distribution and interaction. These include conference management services, multimedia agent-based services, Java [40] , [41] and the World Wide Web (WWW) enabled services. At the highest layer of the architecture lie the user level applications which may be WWW browsers or conventional interactive applications.
Located at the application layer, Java-xbind [32] is a multiparty desktop teleconferencing service whose functionality is offered through a Java applet loaded with a Java-enabled Web browser. The applet supports typical Graphical User Interface (GUI) features like scrolled-lists, check boxes, push buttons, bitmaps, etc., that achieve the standard 'Motiflike' look and feel. In addition, the applet also contains the logic and data structures for managing a multiparty conference. Figure 12 shows the applet during the modification of media stream characteristics of a conference session. The interface design assumes that the back-end system provides a directory service that allows easy access to the frequently participating parties. Ideally, the system should be able to perform functions of name mapping and retrieve the actual location of the user and their availability upon a connection request. To illustrate the relation between the software components of the functional layers of the xbind architecture and their interactions, we will describe the calling sequence of the Java-xbind video conference service that we implemented for demonstrating the capability of xbind. Note that the discussion here is merely in terms of object invocations.
Previously we described the same service from the perspective of the service architecture.
. Referring to Figure 11 , when a client application requests a video connection, the call is translated from the Java applet into a CORBA call. In this case, the call is directed to the video conferencing service entity which in turn makes two calls to the broadband kernel.
The first call is to the connection manager to set up an ATM connection between the requested hosts, and the second to the device manager to setup the multimedia devices at the end hosts. The connection manager in turn invokes the routing service to obtain a route for the connection and then invokes a series of calls to the network resources (in Fig. 12 . The Java-xbind video conferencing service this case the VirtualSwitches and VirtualLinks) to reserve the required bandwidth and buffer space. Similarly, the device manager invokes the appropriate series of calls to the multimedia devices to initiate the generation of audio/video streams to the appropriate VCI/VPI's previously reserved. At this stage, the call is complete and the Java-applet is notified of the success or failure of its request.
The communication with the CORBA-based Conference Manager on the back-end is achieved using the orbixweb [15] Java-CORBA integration toolkit made recently available by IONA Technologies. Through this library the applet can perform CORBA calls directly to the ORB resident on the same host of the Web server where the applet was loaded from. This restriction was imposed to the Java applets by the Web browsers because of security issues.
Related Work
There has been tremendous interest in the area of service creation and deployment primarily from the direction of Advanced Intelligent Networks (AINs) community. In response to this, the Telecommunications Information Architecture Consortium [3] (TINAC) has recently defined a framework [42] for building TINA-compliant telecommunications services. The primary emphasis of the document is on specifying a broad set of guidelines for building services that must interwork with other TINA defined components.
In addition, the framework also identifies and specifies the architecture of specific essential services like subscription, billing, etc.
In terms of standardization efforts of services, the ITU-T has recently specified a series of recommendations [18] for building interworking multimedia conferencing applications.
The recommendations specify protocols for transport, conferencing control and multipoint communications as well as application protocols for binary file transfer, still image exchange and annotation. The Multimedia Communications Forum (MMCF) is also working on specifying a set of middleware services [34] for building multimedia desktop collaboration applications that must interoperate across software components implemented by different vendors. Its first series of recommendations have addressed several impor-tant aspects of multimedia application interworking including a set of commonly agreed upon application QOS requirements [35] .
Historically, one of the earlier groups to investigate the problem from a distributed systems perspective was ANSA [33] . The ANSA architecture specifies a set of components, rules, recipes and guidelines for building scalable distributed applications. The architecture also contains a set of 5 models for structuring the specification of systems. Although the original target of ANSA was never intended to be the telecommunications industry, a number of its concepts and models were later adopted by the ITU for standardization as part of the Open Distributed Processing Reference Model [17] (ODP-RM). These recommendations in turn influenced the architecture proposed by the Telecommunications Information Networking Architecture Consortium [3] (TINA-C).
In the area of wireless Personal Communications Systems (PCS), a cluster based distributed call processing architecture has been proposed [20] where call and service processing is delegated away from the switching elements and distributed to specialized servers. This separation of call and service processing from transport and switching simplifies the signalling requirements for mobility management significantly and allows complex PCS services to be more readily implemented.
In the area of object oriented distributed computing technology, work by the Object Management Group (OMG) on CORBA as an industry standard has led to a large number of commercial implementations. Although the initial specifications of CORBA were significantly lacking in the support of services necessary to realize a practical large scale distributed system, its Interface Definition Language [11] (IDL) standard enjoys enormous popularity as the language of choice for specifying interfaces. The subsequently proposed OMG Object Services addresses some of these shortcomings. Recently there have also been a number of proposed extensions to CORBA. [10] for example, proposes real-time extensions to CORBA for building QOS sensitive applications while the SUMO [7] project is investigating the addition of stream interfaces into the CORBA computational model. Others [9] have reported results of benchmarks of commercial implementa-tions of CORBA over ATM networks to test their performance for time sensitive applications.
A number of research projects have also been recently defined for investigating the application of TINA/DPE concepts in telecommunications systems. Among them are the ACTS ReTINA [16] project aimed at developing and demonstrating an industrial-quality DPE, the DCAN [31] project aimed at applying TINA/ANSA philosophies to building a distributed control platform of ATM LANs and ATM peripherals, and the Magenta [19] project aimed at introducing mobile intelligent agent concepts into TINA.
Conclusion
As seen from the brief survey of the related work, there has been substantial interest and research in the area applying DPE concepts to service creation and deployment in telecommunications. Our work, however, differs from the efforts reported in the literature in two fundamental aspects. Firstly, the emphasis of our approach is on identifying a programming model consisting of a set of states (the BIB) and a set of binding algorithms operating on these states. Secondly, QOS abstractions are an integral component of our model.
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Performance is one of the primary concerns in telecommunications. Therefore, extreme care must be taken at the design stage to ensure that OO techniques like decomposition
are not overly applied since they can lead to designs that are too fine grained. Because of these concerns and from our experience with the original BIB design presented in [24] , our current BIB reflects only resource state abstractions. Furthermore, explicit abstractions for modeling QOS were introduced so that the issue of performance is factored into our architecture. We believe these two issues to be tantamount in any architecture based on distributed computing for telecommunications.
The primary challenge in the next phase of our work is extending the programming model to the Internet and mobile networks (see Figure 13 ) [5] . This requires a better understanding of the scaling properties of the binding architecture. To this end, we believe that the current generation of CORBA development tools are not sufficiently sophisticated to allow scaling without requiring substantial effort on the part of the programers. For example, the default location service in Orbix uses a list of hostnames stored on a file as the primary means of locating other ORB servers. Even the set of OMG Object Services which are being standardized by OMG of which a subset has been recently made available in commercial implementations, are not expected to give an appropriate answer to the scaling problem. Other more fundamental problems like partial failures and inconsistency also exist. In this respect, traditional distributed system techniques should in the long run provide answers to these problems so long timeliness and reliability, the cornerstones of telecommunications engineering are not compromised.
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