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1Abstract
This thesis is devoted to a rigorous study of interacting quantum gases. The main objects
of interest are the closely related concepts of excitation spectrum and quasiparticles. The
immediate motivation of this work is to propose a spectral point of view concerning these
two concepts.
In the first part of this thesis we discuss the concepts of excitation spectrum and
quasiparticles. We provide an overview of physical motivations and based on that we
propose a spectral and Hamiltonian-based approach towards these terms. Based on that,
we formulate definitions and propositions related to these concepts.
In the second part we recall the Bogoliubov and Hartree–Fock–Bogoliubov approxi-
mations, which in the physics literature are used to obtain the quasiparticle picture. We
show how these two approaches fit into a universal scheme which allows us to arrive at a
quasiparticle picture in a more general setup. This scheme is based on the minimization
of Hamiltonians over the so-called Gaussian states. Its abstract formulation is the content
of Beliaev’s Theorem.
In the last part we present a rigorous result concerning the justification of the Bo-
goliubov approximation. This justification employs the concept of the mean-field and
infinite-volume limit. We show that for a large number of particles, a large volume and a
sufficiently high density, the low-lying energy-momentum spectrum of the homogeneous
Bose gas is well described by the Bogoliubov approximation. This result, which is formu-
lated in the form of a theorem, can be seen as the main result of this thesis.

3Streszczenie
Niniejsza rozprawa poświęcona jest ścisłej analizie gazów kwantowych, a w szczególności
zbadaniu pojęć kwaziczątek i widma wzbudzeń w takich układach. Przedstawione w pracy
podejście do tych terminów oparte jest o spektralne własności układów hamiltonowskich.
Rozprawa składa się z trzech części. Pierwsza z nich poświęcona jest dyskusji pojęć
kwazicząstek i widma wzbudzeń. Przedstawiony został fizyczny kontekst pojawienia się
tych terminów. Posłużył on za motywację do wprowadzenia innych - opartych o formal-
izm hamiltonowski i własności spektralne układów - definicji tych pojęć. Przedstawione
zostały bezpośrednie konsekwencje zaproponowanych definicji.
Druga część pracy poświęcona jest przybliżeniom Bogoliubowa oraz Hartree–Focka–
Bogoliubowa. Nazwy te odnoszą się do schematów, które pozwalają na przybliżone wyz-
naczenie widma wzbudzeń gazu oddziałujących bozonów i fermionów. Pokazane zostało
jak procedury te wpisują się w pewien ogólny schemat rachunkowy, który pozwala na
otrzymanie obrazu kwazicząsteczkowego. Ten uniwersalny schemat związany jest z min-
imalizacją hamiltonianów w klasie tak zwanych stanów gaussowskich. Jego abstrakcyjne
sformułowanie ujęte jest w postaci twierdzenia Beliaewa.
W trzeciej części rozprawy przedstawione zostały ścisłe wyniki dotyczące przybliżenia
Bogoliubowa. Udowodniono poprawność tego przybliżenia w ramach teorii pola średniego,
w tak zwanej granicy dużej gęstości i słabego sprzężenia. Wynik ten - sformułowany w
postaci twierdzenia - uznać można za główny rezultat tej rozprawy.
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1 Introduction
One of the main goals of many-body quantum mechanics is to determine how properties
of a system of interacting particles differ from those of non-interacting particles. One
can look at different features, e.g., the ground-state energy, excited energy levels, various
temperature-dependent quantities and phenomena like free energy, specific heat, phase
transitions, etc. These issues, due to the complexity of the system, are usually difficult
to analyze rigorously.
In general, the concept of quasiparticles in a translation invariant quantum system
refers to the following idea: as a consequence of the interaction between particles, the
single-particle motion becomes considerably modified. As a particle moves along, it drags
some particles with it, repels others, etc. Because of that interaction, one observes a dif-
ferent dispersion relation (energy versus momentum dependence) than for a freely moving
particle. The expectation is that, for very low temperatures, the system may be regarded
as made up of quasiparticles - that is new, independent particles with a specific dispersion
relation that depends on many features of the system [47].
As a consequence, one expects that quasiparticles provide a description of low-lying ex-
cited states. This makes the concepts of quasiparticles and excitation spectrum - by which
we mean the joint energy-momentum spectrum with the ground-state energy subtracted
- closely related.
Historically, the idea of quasiparticles appeared first in the context of condensed matter
problems, both in reference to bosonic [6] and fermionic [37, 38] systems. It subsequently
spread to other fields of physics, among others to the theory of atomic nuclei and plasma
theory.
One of the possible ways to put the concept of quasiparticles on mathematical basis,
is the introduction of the single-particle Green’s function. In this approach, which will be
described in Section 2, the energy and lifetime of a quasiparticle are determined by a pole
in the analytic continuation of the Green’s function. This description has several advan-
tages. In particular, it allows for the macroscopic limit (we will use the terms macroscopic
and infinite-volume interchangeably) without referring to any kind of macroscopic limit
of the Hamiltonian of the system. Moreover, one should not expect that there exists a
Hamiltonian corresponding to the Green’s function in the infinite-volume limit.
On the other hand, one could argue that, since quantum theories based on Hamil-
tonians are in some sense more fundamental, a purely spectral approach to the concept
of quasiparticles would be desirable. This was the main motivation for this thesis. In
particular, in the first part of the thesis we propose an approach towards the concept
of quasiparticles which does not refer to the notion of Green’s functions. It is based on
spectral properties of Hamiltonians and will be the keynote of this work.
There exist many papers that study the energy spectrum of systems consisting of
interacting fermions and bosons. In particular, there exist interesting works that study
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the Bogoliubov and Hartree–Fock–Bogoliubov approximations. In our approach, we would
like to stress the significance of translation invariance of the systems considered. This
enables us to ask questions about the excitation spectrum, which we expect to have
interesting properties. Some of these features play an important role in explaining various
phenomena in condensed matter theory such as superfluidity in bosonic systems [35] and
superconductivity in fermionic ones [1].
Several papers discuss the way in which the models based on the concept of quasi-
particles approximate the properties of models based on realistic Hamiltonians. However,
only relatively crude features are considered in essentially all these papers. Typically,
they study the energy or the free energy per volume in the thermodynamic limit. We are
particularly interested in the excitation spectrum. There are rather few rigorous results
on the excitation spectrum of an interacting quantum system. One of them has been
derived by the author and is presented in the third part of this dissertation.
The thesis is organized into three parts. They are related, but can be read indepen-
dently.
The first part of the thesis consists of Sections 2 and 3. In Section 2, based on the books
of Pines ([47]) and Fetter-Walecka ([22]), we present an approach towards the concept of
quasiparticles that one encounters in many textbooks. It is based on field-theoretical
techniques in many-body quantum mechanics and the concept of Green’s functions. In
Section 3, we present a different approach towards quasiparticles. It is formulated in terms
of spectral properties of Hamiltonian systems. We would like to stress that the approach
presented in this part of the thesis is quite general and applies to any translation invariant
system. Section 3 is based mainly on the article On the energy-momentum spectrum
of a homogeneous Fermi gas (Annales Henri Poincaré 14, 1-36 (2013)) written by Jan
Dereziński, Krzysztof A. Meissner and the author.
Sections 4, 5 and 6 form the second part of this thesis in which we introduce approx-
imate methods that lead to the derivation of the excitation spectrum. In Section 4, we
present the Bogoliubov approximation and the so-called improved Bogoliubov method. This
section is based on the papers [6] and [11]. Although these articles are not co-authored by
the author of this thesis, we include some parts thereof in our presentation because they
provide bosonic counterparts of the Hartree–Fock–Bogoliubov approximation presented in
Section 5. The latter section is also based on the article [17] mentioned in the previous
paragraph. In Section 6, the last one in the second part of the thesis, we show how the
above approximate methods fit into a universal scheme which allows us to arrive at a
quasiparticle picture in a more general setup. This scheme is based on the minimization
of Hamiltonians over the so-called Gaussian states. Section 6 is based on the article On
the minimization of Hamiltonians over pure Gaussian states which appeared in the book
"Complex Quantum Systems. Analysis of Large Coulomb Systems" (World Scientific
2013), written by Jan Dereziński, Jan Philip Solovej and the author.
In the third and last part of the thesis, we present a rigorous justification of the
Bogoliubov approximation. This justification employs the concept of the mean-field and
infinite-volume limits. We show that for a large number of particles, a large volume and
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a sufficiently high density, the low-lying energy-momentum spectrum of the homogeneous
Bose gas is well described by the Bogoliubov approximation. In particular, we give explicit
bounds on the error terms. In Section 7, we formulate that statement in a precise way,
while in Section 8 we present the proof of that statement. These sections are based on the
article Excitation spectrum of interacting bosons in the mean-field infinite-volume limit
written by Jan Dereziński and the author of this thesis. It will appear in Annales Henri
Poincaré (DOI 10.1007/s00023-013-0302-4).
We close the thesis with a short summary and present possible directions of future
research.
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Part I
Excitation spectrum
and quasiparticles
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2 Quasiparticles via Green’s function
One of the possible ways to put the notion of quasiparticles on a reasonable mathematical
basis, is the introduction of a concept used in quantum field theory, namely the single-
particle propagator or single-particle Green’s function. Below, we give a brief presentation
of that approach. It is based on the classical books of Fetter–Walecka [22] and Pines [47].
These techniques will not be used later in this thesis.
2.1 Single-particle Green’s function
Consider a spatially homogeneous (i.e. translation invariant) system which is described
by the time-independent, many-body Hamiltonian H. Let ψ0 represent its ground state
with energy E0.
We define the single-particle Green’s function, or propagator, as
G(p, τ) := −i〈ψ0|T{cp(τ)c†p(0)}|ψ0〉, (2.1.1)
where
cp(τ) = e
iHτ cp e
−iHτ
and its hermitian conjugate are annihilation and creation operators in the Heisenberg
representation (here and henceforth we assume ~ = 1) . T is the Dyson chronological
operator, which orders earlier times to the right. Thus, using (2.1.1), we have
G(p, τ) = −i〈ψ0|cp e−iHτ c†p|ψ0〉 eiE0τ τ > 0 (2.1.2a)
G(p, τ) = ±i〈ψ0|c†p eiHτ cp|ψ0〉 e−iE0τ τ < 0, (2.1.2b)
where the (+) sign corresponds to fermions and the (−) sign to bosons. Note that we
adopt the convention (as usual in physics) that the inner product is linear in the second
argument. (In this section we shall suppress the spin index on fermion operators, unless
needed to prevent ambiguity.)
G(p, τ) represents the probability amplitude that if there is a particle with momentum
p at t = 0, then it will be found in that state at time τ > 0. In other words, G(p, τ)
describes the propagation in time of a particle in that momentum state.
We also define G(p, ) by the following relation:
G(p, τ) =:
1
2pi
∫
R
G(p, ) e−iτ d. (2.1.3)
G(p, τ) is defined in the momentum representation. Of course, one can also define the
space-dependent single-particle Green’s function
G(x, τ) = −i〈ψ0|T{ax(τ)a†x(0)}|ψ0〉.
Here ax(τ) and a†x(0) are the second quantized field operators in the Heisenberg represen-
tation. Clearly, G(p, τ) is the Fourier transform of G(x, τ).
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2.2 Lehmann representation
Assume there is a complete set of eigenstates |ψn〉, that is, (N + 1)-particle states with
momentum p such that Hψn = Enψn and
∑
n |ψn〉〈ψn| = 1. By introducing these states
into the definition (2.1.2), we find for τ > 0
G(p, τ) = −i
∑
n
〈ψ0|cp|ψn〉〈ψn| e−iHτ c†p|ψ0〉 eiE0τ
= −i
∑
n
|(c†p)n0|2 e−i(En−E0)τ ,
where
(
c†p
)
n0
= 〈ψn|c†p|ψ0〉. We now write
En(N + 1)− E0(N) = En(N + 1)− E0(N + 1) + E0(N + 1)− E0(N) (2.2.1)
= ωn0 + µ (2.2.2)
where ωn0 is the excitation energy in the (N + 1)-particle system and µ = E0(N + 1) −
E0(N).
Note, that we allowed for states with different numbers of particles and thus it is
natural to consider the problem in the grand-canonical approach where the number of
particles is not fixed. In the grand-canonical setting one fixes the chemical potential. From
statistical mechanics we know that, for a system at zero temperature and of constant
volume, the chemical potential describes the change of the energy of the system upon
adding a particle to the system. Thus µ in (2.2.2) has the natural interpretation of the
chemical potential.
Doing the same for τ < 0 leads to
G(p, τ) = ±i
∑
n
|(cp)n0|2 ei(En−E0)τ ,
where the eigenstates states now correspond to states of momentum −p of the (N − 1)-
particle system. Again one can write
En(N − 1)− E0(N) = ω′n0 − µ′
where ω′n0 is an excitation energy in the (N − 1)-particle system and µ′ is the chemical
potential for going from N − 1 to N particles. In the large N limit one can expect that
ωn0 = ω
′
n0 and µ = µ
′
to an accuracy of order 1/N . With this assumption
G(p, τ) = −i
∑
n
|(c†p)n0|2 e−i(ωn0+µ)τ , τ > 0 (2.2.3a)
G(p, τ) = ±i
∑
n
|(cp)n0|2 ei(ωn0−µ)τ , τ < 0 (2.2.3b)
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where the excitation energies ωn0 are necessarily positive. By introducing the spectral
functions
A(p, ω) =
∑
n
|(c†p)n0|2δ(ω − ωn0),
B(p, ω) =
∑
n
|(cp)n0|2δ(ω − ωn0)
we can rewrite (2.2.3) in the following form
G(p, τ) = −i
∫ ∞
0
A(p, ω) e−i(ω+µ)τ dω, τ > 0 (2.2.4a)
G(p, τ) = ±i
∫ ∞
0
B(p, ω) ei(ω−µ)τ dω, τ < 0. (2.2.4b)
Furthermore, using contour integration, we obtain
G(p, ) =
∫ ∞
0
[
A(p, ω)
− (ω + µ) + iη +
B(p, ω)
+ ω − µ− iη
]
dω. (2.2.5)
Here ±iη is an infinitesimal quantity which specifies the position of the pole in the complex
 plane.
Formula (2.2.5) is known as the Lehmann representation in quantum field theory [39].
2.3 Quasiparticles as poles of the propagator
So far we have assumed that all eigenvalues are discrete. This is true for finite systems.
With this assumption (2.2.2) and (2.2.5) imply that the discrete poles of the function
G(p, ) yield the excitation energies of an interacting system corresponding to total mo-
mentum p.
This situations changes if one considers the macroscopic limit. In that case, the
spectral function A(p, ω) of an interacting system will no longer be a combination of δ
functions. Its behaviour will be modified - one can expect it will become a continuous
function. In particular, it will no longer correspond to discrete excited states.
As a consequence, the analytic structure of G(p, ) will change in the infinite-volume
limit. Before the macroscopic limit was taken, G(p, ) was a meromorphic function. After
taking the infinite-volume limit the energy spectrum becomes continuous and G(p, ) has
a branch cut along the real axis. One can expect that G(p, ) has an analytic continuation
onto the second Riemann sheet. In particular it may have complex poles there. Thus there
exists a qualitative difference between the analytic structure of G(p, ) before and after
taking the macroscopic limit.
Motivated by this argument assume that the spectral function has a peak which is
smeared out (in contrast to a "pure" δ function) in the vicinity of ω = ˜(p) − µ in the
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following way
A(p, ω) =
i
2pi
Zp
ω − (˜(p)− µ) + iΓp + c.c.,
where c.c. means complex conjugate. Using this form of the spectral function in (2.2.4a)
leads by contour integration (a contour consisting of the positive real axis, negative imag-
inary axis and a curve in the lower right quadrant) to the following result
G(p, τ) = −iZp e−i˜(p)τ e−Γpτ + correction terms. (2.3.1)
If one assumes that the correction terms are negligible, then one can see that G(p, τ)
describes the propagation of a state of energy ˜(p) and lifetime of τ v 1/Γp. Thus the
state has a finite lifetime and its propagation is damped.
Thus, one arrives at the following conclusion: a pole in the analytic continuation of
G(p, ) yields the energy and lifetime of a quasiparticle with momentum p.
2.4 Remarks on quasiparticles via Green’s function
In the previous section we gave a brief presentation of an approach to quasiparticles based
on analytic properties of Green’s functions. It has several advantages (for more details
see, e.g., [22]). The biggest one is probably a natural way to detect quasiparticles with
finite lifetime. Note that this procedure involves taking some kind of macroscopic limit.
Another advantage of using Green’s function relies on the fact that properties derived
in the infinite-volume limit do not require an application of the concept of a macroscopic
limit to the Hamiltonian - whatever that would mean. One should rather expect that
there is no Hamiltonian corresponding to the Green’s function after the infinite-volume
limit.
On the other hand, one could argue that quantum theories based on Hamiltonians
are in some sense more fundamental, especially in the non-relativistic case. With that
assumption, it would be desirable to have a different approach to quasiparticles - based
on spectral properties of Hamiltonians of systems under consideration. This is done in
the next section.
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3 Quasiparticles and quasiparticle-like excitation spec-
trum
In this section we attempt to give a number of interpretations of the term quasiparticle
based on spectral properties of Hamiltonians. In particular, we will not a priori refer to
field-theoretic techniques. We will also discuss spectral properties of quantum systems
that can be described in terms of quasiparticles. The discussion of this section will be
rather general and is based on [17].
3.1 Translation invariant quantum systems
From a spectral point of view, it is not completely obvious, how to describe properties
of translation invariant quantum systems in macroscopic limit. There are at least two
approaches that can be used to describe such systems.
In the first approach one starts with a construction of a system in finite volume, using
Λ = [−L/2, L/2]d, the d-dimensional cubic box of side length L, as the configuration
space. It is convenient, although somewhat unphysical, to impose the periodic boundary
conditions. The system is described by its Hilbert space HL, Hamiltonian HL and mo-
mentum PL. The spectrum of the momentum is discrete and coincides with 2pi
L
Zd. After
computing appropriate quantities (such as the infimum of the excitation spectrum, which
will be defined later) one tries to take the limit L→∞.
Sometimes a different approach is possible. One can try to construct a Hilbert space
H, a Hamiltonian H and a momentum P that describe the system on Rd. This may
be not easy. It requires the use of refined techniques [27, 9] and is, probably, not always
possible. Note that in this case the spectrum of the momentum is expected to be absolutely
continuous, with the exception of the ground state.
The latter approach seems conceptually more elegant. Throughout most of this section
we will adopt it. In many situations this will allow us to formulate some of the physical
concepts in a concise manner.
In the next two parts of this thesis we adopt the former approach. It is more down-
to-earth and, probably, more useful when specific calculations need to be done. In this
approach, only a family (HL, PL) for finite L will be defined.
To sum up, throughout most of this section by a translation invariant quantum system
we will mean d+1 commuting self-adjoint operators (H,P1, . . . , Pd) on a Hilbert space H.
H has the interpretation of a Hamiltonian and P = (P1, . . . , Pd) describes the momentum.
3.2 Excitation spectrum
The joint spectrum of the operators (H,P ) (which is a subset of R1+d) will be denoted
by sp(H,P ) and called the energy-momentum spectrum of (H,P ).
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We will often assume that H is bounded from below. If it is the case, we can define
the ground state energy as E := inf spH. We will also often assume that H possesses
translation invariant ground state Φ, which is a unique joint eigenvector of H and P . In
particular, HΦ = EΦ and PΦ = 0.
Under these assumptions, by subtracting the ground state energy from the energy-
momentum spectrum we obtain the excitation spectrum of (H,P ), that is, sp(H −E,P ).
We can also introduce the strict excitation spectrum as the joint spectrum of restriction
of (H − E,P ) to the orthogonal complement of Φ:
Exc := sp
(
(H − E,P )
∣∣∣
{Φ}⊥
)
. (3.2.1)
Thus if (E,0) is an isolated simple eigenvalue of (H,P ), then
Exc = sp(H − E,P ) \ (0,0).
We introduce also a special notation for the infimum of Exc:
(k) := inf{e : (e,k) ∈ Exc}.
The following two parameters have interesting physical implications. The first is the
energy gap, defined as
ε := inf
(
sp(H − E)
∣∣∣
{Φ}⊥
)
= inf{(k) : k ∈ Rd}.
Another quantity of physical interest is the critical velocity:
ccrit := inf
k 6=0
(k)
|k| .
Physical properties of a system are especially interesting if the energy gap ε is strictly
positive. In such a case, the ground state energy is separated from the rest of the energy
spectrum, and hence the ground state is stable.
Positive critical velocity is also very interesting. Physically, a positive critical velocity
is closely related to the phenomenon of superfluidity, see e.g. a discussion in [11].
3.3 Essential excitation spectrum
One expects that in a macroscopic limit most of a typical excitation spectrum is absolutely
continuous with respect to the Lebesgue measure on Rd+1. However, it may also contain
isolated shells continuously depending on the momentum. In this subsection we attempt
to define the part of the excitation spectrum that corresponds to such a situation.
We say that (e,k) ∈ Rd+1 belongs to Excd, called the discrete excitation spectrum,
if there exists δ > 0 such that the operator P has an absolutely continuous spectrum of
uniformly finite multiplicity when restricted to
Ran1(|H − E − e| < δ)1(|P − k| < δ).
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The essential excitation spectrum is defined as Excess := Exc \ Excd.
Here, we use an obvious notation for spectral projections of self-adjoint operators H
and P : e.g. 1(|H − e| < δ) denotes the spectral projection of H onto ]e− δ, e+ δ[.
We introduce also a special notation for the bottom of Excess:
ess(k) := inf{e : (e,k) ∈ Excess}.
Obviously,
Exc ⊃ Excess,
(k) ≤ ess(k), k ∈ Rd.
One can expect that, typically, Excd consists of a finite number of shells separated by
lacunas.
Assume now, that abstract theory allows us to represent the Hilbert space H as the
direct integral over Rd given by the spectral decomposition of P (see, e.g., Section 4.4.1.
in [8]). Suppose, in addition, that this direct integral can be taken with respect to the
Lebesgue measure, so that we can write
H =
⊕∫
k∈Rd
H(k)dk. (3.3.1)
Then it is tempting to claim that
sp(H − E,P ) =
⋃
k∈Rd
sp
(
H(k)− E)× {k}, (3.3.2)
Excess =
( ⋃
k∈Rd
spess
(
H(k)− E)× {k})cl, (3.3.3)
where spess denotes the essential spectrum and the subscript cl denotes the closure. Un-
fortunately, at this level of generality there is a problem with (3.3.2) and (3.3.3). First
of all, there is no guarantee that we can put the Lebesgue measure in (3.3.1). Secondly,
the direct integral representation (3.3.1) is not defined uniquely, but only modulo sets of
measure zero.
In concrete situations (such as quasiparticle systems considered in Sect. 3.4), however,
the direct integral (3.3.1) has an obvious distinguished realization involving the Lebesgue
measure, for which the identities (3.3.2) and (3.3.3) are actually true.
3.4 Quasiparticle quantum systems
Let us now turn to the concept of quasiparticles in a more precise way.
For a Hilbert space Z, the notation Γs(Z), resp. Γa(Z) will stand for the bosonic,
resp. fermionic Fock space with the 1-particle space Z.
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By a quasiparticle quantum system we will mean (Hfr, Pfr), where
Hfr =
∑
i∈Q
∫
Ii
ωi(k)b
†
i (k)bi(k)dk, (3.4.1)
Pfr =
∑
i∈Q
∫
Ii
kb†i (k)bi(k)dk, (3.4.2)
for some intervals Ii ⊂ Rd, real continuous functions Ii 3 k 7→ ωi(k), and (quasiparticle)
creation, resp. annihilation operators b†i (k) and bi(k). Q is called the set of quasiparticle
species and it is partitioned into Qs and Qa – bosonic and fermionic quasiparticles.
We are using the standard notation of the formalism of 2nd quantization: b†i (k) and
bi(k) satisfy the usual commutation/anticommutation relations. The right hand sides of
(3.4.1) and (3.4.2) are well defined as operators on the Fock space
⊗
i∈Qs
Γs
(
L2(Ii)
)⊗ ⊗
j∈Qa
Γa
(
L2(Ij)
)
. (3.4.3)
For i ∈ Q, the set Ii describes the allowed range of the momentum of a single ith
quasiparticle and ωi(k) is its energy (dispersion relation) for momentum k ∈ Rd. Note
that Ii can be strictly smaller than Rd – some quasiparticles may exist only for some
momenta. This allows us more flexibility and is consistent with applications to condensed
matter physics. It will be convenient to define
I(k) := {i ∈ Q : k ∈ Ii(k)}
(the set of quasiparticles that may have momentum k ∈ Rd).
Clearly, if we know the dispersion relations Ii 3 k 7→ ωi(k), i ∈ Q, then we can
determine the energy-momentum spectrum of (Hfr, Pfr):
sp(Hfr, Pfr) = {(0,0)} (3.4.4)
∪ {(ωi1(k1) + · · ·+ ωin(kn),k1 + · · ·+ kn) : n = 1, 2, 3 . . . }cl.
Note that there is an obvious direct integral representation of the form (3.3.1) and the
relations (3.3.2) and (3.3.3) hold.
3.5 Properties of the excitation spectrum of quasiparticle systems
Let (H,P ) be a quasiparticle system (note we dropped the subscripts fr). The energy-
momentum spectrum of such systems has special properties. First, we have
(0,0) ∈ sp(H,P ), (3.5.1)
because of the Fock vacuum state, which is a unique joint eigenstate of (H,P ). Moreover,
we have a remarkable addition property
sp(H,P ) = sp(H,P ) + sp(H,P ). (3.5.2)
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Assume now that the Hamiltonian (3.4.1) is bounded from below, or what is equivalent,
assume that all the dispersion relations are non-negative. Then the Fock vacuum is a
ground state satisfying E = 0, so that the excitation spectrum coincides with the energy-
momentum spectrum. Thus we can rewrite (3.5.1) and (3.5.2) as
(0,0) ∈ sp(H − E,P ), (3.5.3)
sp(H − E,P ) = sp(H − E,P ) + sp(H − E,P ). (3.5.4)
Given (3.5.3), (3.5.4) is equivalent to
Exc ⊃ Exc + Exc. (3.5.5)
Another remarkable property holds true if in addition the number of particle species
is finite. We have then
Excess =
(
Exc + Exc
)cl
. (3.5.6)
Indeed, using the continuity of the momentum spectrum, we easily see that only 1-
quasiparticle states can belong to the discrete spectrum of the fiber Hamiltonians H(k).
Before we proceed, let us introduce some terminology concerning real functions that
will be useful in our study of quasiparticle-like spectra. Recall that a function Rd 3 k 7→
(k) is called subadditive if
(k1 + k2) ≤ (k1) + (k2).
Let Rd ⊃ I 3 k 7→ ω(k) be a given function. Define
ςω(k) = inf{ω(k1) + · · ·+ ω(kn) : k1 + · · ·+ kn = k, n = 1, 2, 3, . . . },
ςess,ω(k) = inf{ω(k1) + · · ·+ ω(kn) : k1 + · · ·+ kn = k, n = 2, 3, . . . },
(By definition, the infimum of an empty set is +∞). ςω is known under the name of the
subadditive hull of ω. Equivalently, ςω is the biggest subadditive function less than ω.
Note the relation
ςω(k) = min{ω(k), ςess,ω(k)}. (3.5.7)
For k ∈ Rd, define
ωmin(k) := min{ωi : i ∈ I(k)}. (3.5.8)
Recall the functions  and ess and the parameters ε and ccr that we defined in Subsects
3.2 and 3.3.
Theorem 3.1. Consider the quasiparticle system given by (3.4.1) and (3.4.2) with non-
negative dispersion relations. Assume the number of quasiparticle species is finite.
1. The bottom of the strict excitation spectrum is the subadditive hull of ωmin:
(k) = ςωmin(k), k ∈ Rd.
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2. The energy gap satisfies
ε = inf
k
ωmin(k).
3. The bottom of the essential excitation spectrum satisfies
ess(k) = ςess,ωmin(k), k ∈ Rd.
4. The critical velocity satisfies
ccr = inf
k 6=0
ωmin(k)
|k| = infk 6=0
ess(k)
|k| .
Proof. 1. is a direct consequence of the representation (3.4.4) and the fact that (0,0) is
removed from the strict excitation spectrum.
Let us prove 2. Assume infk ωmin(k) = ωmin(k0) > ε. By 1. and the definition
of ε this implies that there exists a k1 such that ςωmin(k1) < ωmin(k0). But since the
dispersion relations are non-negative this means there exists a k2 (maybe equal k1) such
that ωmin(k2) ≤ ωmin(k0) which is a contradiction with infk ωmin(k) = ωmin(k0).
3. follows from 1. and the fact that only 1-quasiparticle states belong to the discrete
spectrum, as expressed by (3.5.6).
To prove 4. note that using 1. we have
ccr := inf
k 6=0
(k)
|k| = infk 6=0
ςωmin(k)
|k| .
Using (3.5.7) this can be rewritten as
ccr := inf
k 6=0
min{ωmin(k), ςess,ωmin(k)}
|k| = infk 6=0
min{ωmin(k), ess(k)}
|k|
where the last equality follows by 3. Obviously
inf
k 6=0
ωmin(k)
|k| ≥ infk 6=0
ess(k)
|k| .
On the other hand, a strict inequality would violate the assumption on non-negative
dispersion relation. This ends the proof.
Note that we assume that the momentum space is Rd. If we replace the momentum
space Rd with 2pi
L
Zd (that is, if we put our system on a torus of side length L) and we
assume that all quasiparticles are bosonic, then all statements of this subsection generalize
in an obvious way. However, because of the Pauli principle, not all of them generalize in
the fermionic case.
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3.6 Quasiparticle-like quantum systems
One often considers quantum systems of the form
H = Hfr + V, P = Pfr,
where (Hfr, Pfr) is a quasiparticle system (defined in Subsection 3.4) and the perturbation
V is in some sense small. A description of physical systems in terms of approximate
quasiparticles is very common in condensed matter physics.
Clearly, there is a considerable freedom in choosing the splitting of H into Hfr and
V , and so quasiparticles of this kind are only vaguely determined. We will argue that in
some cases a different concept of quasiparticles is useful, which is rigorous and in a way
much more interesting. This concept is expressed in the following definition.
Let (H,P ) be a translation invariant system on a Hilbert space H. We will say that
it is a quasiparticle-like system if it is unitarily equivalent to a quasiparticle system.
3.7 Asymptotic quasiparticles
The above definition has one drawback. In practice we expect that the unitary equivalence
mentioned in this definition is in some sense natural and constructed in the framework of
scattering theory.
Scattering theory is quite far from the main subject of this thesis, which is mostly
concerned with purely spectral questions. However, since it has been mentioned and is
related to the concept of a quasiparticle, let us give a brief discussion of this topic.
For a number of many-body systems the basic idea of scattering theory can be de-
scribed as follows. Using the evolution eitH for t→ ±∞, we define two isometric operators
S± : ⊗
i∈Qs
Γs
(
L2(Ii)
)⊗ ⊗
j∈Qa
Γa
(
L2(Ij)
)→ H. (3.7.1)
S± are called the wave or Møller operators and they satisfy
HS± = S±Hfr, PS± = S±Pfr,
where (Hfr, Pfr) is a quasiparticle quantum system. S := (S+)
†
S− is then called the
scattering operator.
We will say that the system is asymptotically complete if the wave operators S± are
unitary. Clearly, if a system is asymptotically complete, then it is quasiparticle-like.
There are at least two classes of important physical system which possess a natural
and rigorous scattering theory of this kind.
The first class consists of the 2nd quantization of Schrödinger many-body operators
with 2-body short range interactions [15]. One can show that these systems are asymptot-
ically complete (see [14] and references therein). In this case the system is invariant with
respect to the Galileian group and the dispersion relations have the formRd 3 k 7→ E+ k2
2m
.
Quasiparticles obtained in this context can be “elementary” – in applications to physics
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these are typically electrons and nuclei – as well as “composite” – atoms, ions, molecules,
etc.
Another important class of systems where the concept of asymptotic quasiparticles
has a rigorous foundation belongs to (relativistic) quantum field theory, as axiomatized
by the Haag-Kastler or Wightman axioms. If we assume the existence of discrete mass
shells, the so-called Haag-Ruelle theory allows us to construct the wave operators, see e.g.
[34]. Note that in this case the system is covariant with respect to the Poincaré group
and the dispersion relation has the form Rd 3 k 7→ √m2 + k2. Here, quasiparticles are
the usual stable particles.
Let us stress that both classes of systems can be interacting in spite of the fact that
they are equivalent to free quasiparticle systems. In particular, their scattering operator
can be nontrivial.
The above described classes of quantum systems are quite special. They are covariant
with respect to rather large groups (Galilei or Poincaré) and have quite special dispersion
relations.
3.8 Quasiparticles in condensed matter physics
The concept of a quasiparticle is useful also in other contexts, without the Galilei or
Poincaré covariance.
An interesting system which admits a quasiparticle interpretation is the free Fermi gas
with a positive chemical potential. We describe this system in Subsection 3.16. In this
case the scattering theory is trivial: S+ = S−, and hence S = 1.
It seems that condensed matter physicists apply successfully the concept of a quasi-
particle also to various interacting translation invariant systems.
One class of such systems seems to be the Bose gas with repulsive interactions at zero
temperature and positive density. In this case, apparently, the system is typically well
described by a free Bose gas of quasiparticles of (at least) two kinds: at low momenta we
have phonons with an approximately linear dispersion relation, and at somewhat higher
momenta we have rotons (see, e.g., [29] and also Figure 13 in Section 7). This idea
underlies the famous Bogoliubov approximation [6, 5]. The phenomenon of superfluidity
can be to a large extent explained within this picture. The model of free asymptotic
phonons seems to work well in real experiments [12, 45]. The Bogoliubov approximation
will be discussed in greater details in the second and third part of this thesis.
Another class of strongly interacting systems that seems to be successfully modelled
by independent quasiparticles is the Fermi gas with attractive interactions at zero tem-
perature and positive chemical potential. By using the Hartree-Fock-Bogoliubov (HFB)
approach, which is closely related to the original Bardeen-Cooper-Schrieffer (BCS) approx-
imation [1], one obtains a simple model that can be used to explain the superconductivity of
the Fermi gas at very low temperatures. The corresponding quasiparticles are sometimes
called partiholes. This will be explained in the second part of this work.
Note that the above two examples – the interacting Bose and Fermi gas – are in
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realistic circumstances neither Galilei nor Poincaré covariant. This allows us to consider
more general dispersion relations. However, we do not know whether these systems admit
a quasiparticle interpretation or possess some kind of scattering theory.
Unfortunately, rigorous results in this direction are rather modest. One of such results
is presented in the third part of this thesis.
3.9 Quasiparticle-like excitation spectrum
The concept of a quasiparticle-like system, as defined in Subsection 3.6, is probably too
strong for many applications. Let us propose a weaker property, which is more likely to
be satisfied in various situations.
Again, our starting point is a translation invariant system described by its Hamiltonian
and momentum (H,P ). Let us assume that H is bounded from below, with E, as usual,
denoting the ground state energy.
We will say that the excitation spectrum of (H,P ) is quasiparticle-like if it coincides
with the excitation spectrum of a quasiparticle system (see (3.4.1) and (3.4.2)).
Clearly, the excitation spectrum of a quasiparticle-like system with a bounded from
below Hamiltonian is quasiparticle-like. However, a system may have a quasiparticle-like
excitation spectrum without being a quasiparticle-like system.
A quasiparticle-like excitation spectrum has special properties. In particular, it satis-
fies (3.5.3) and (3.5.4).
There exists a heuristic, but, we believe, a relatively convincing general argument why
realistic translation invariant quantum systems in thermodynamic limit at zero tempera-
ture should satisfy (3.5.3) and (3.5.4). We present it below. Note in particular that the
infinite size of the quantum system plays an important role in this argument.
Consider a quantum gas in a box of a very large side length L, described by (HL, PL).
For brevity, let us drop the superscript L. First of all, it seems reasonable to assume that
the system possesses a translation invariant ground state, which we will denote by Φ, so
that HΦ = EΦ, PΦ = 0. Thus (3.5.3) holds.
Let (E + ei,ki) ∈ sp(H,P ), i = 1, 2. We can find eigenvectors with these eigenvalues,
that is, vectors Φi satisfying HΦi = (E+ ei)Φi, PΦi = kiΦi. Let us make the assumption
that it is possible to find operators Ai that are polynomials in creation and annihilation
operator smeared with functions well localized in configuration space such that PAi ≈
Ai(P + ki), and which approximately create the vectors Φi from the ground state, that
is Φi ≈ AiΦ. By replacing Φ2 with eiyP Φ2 for some y and A2 with eiyP A2 e−iyP , we can
make sure that the regions of localization of A1 and A2 are separated by a large distance.
Note that here a large size of L plays a role.
Now consider the vector Φ12 := A1A2Φ. Clearly,
PΦ12 ≈ (k1 + k2)Φ12.
Φ12 looks like the vector Φi in the region of localization of Ai, elsewhere it looks like
Φ. The Hamiltonian H involves only expressions of short range (the potential decays in
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space). Therefore, we expect that
HΦ12 ≈ (E + e1 + e2)Φ12.
If this is the case, it implies that (E + e1 + e2,k1 + k2) ∈ sp(H,P ). Thus (3.5.4) holds.
3.10 Bottom of a quasiparticle-like excitation spectrum
Now suppose that (H,P ) is an arbitrary translation invariant system with a bounded
from below Hamiltonian. For simplicity, assume that its ground state energy is zero. We
assume that we know its excitation spectrum sp(H,P ). There are two natural questions
1. Is sp(H,P ) quasiparticle-like?
2. If it is the case, to what extent are its dispersion relations determined uniquely?
In order to give partial answers to the above questions, recall the functions  and ess,
as well as the sets Excd and Excess that we defined in Subsections 3.2 and 3.3. The fol-
lowing statements immediately result from the definitions of quasiparticle-like excitation
spectrum and quasiparticle system.
These theorems justify also the title of this subsection since they show the bottom of
a quasiparticle-like excitation spectrum is the crucial object when giving (at least partial)
answers to the above questions.
Theorem 3.2. Suppose that the excitation spectrum of (H,P ) is quasiparticle-like. Then
the following is true:
1.  is subadditive.
2. We can partly reconstruct some of the dispersion relations:
Excd = {(ωi(k),k) : i ∈ Q, k ∈ Rd} \ Excess. (3.10.1)
Consequently, for k satisfying (k) < ess(k),
(k) = ωmin(k),
where ωmin was defined in (3.5.8).
3. If the number of quasiparticles species is finite, we can reconstruct ess from :
ess(k) = inf{(k1) + (k2) : k = k1 + k2}. (3.10.2)
The existential part of the inverse problem has a partial solution:
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Theorem 3.3. Suppose that Rd 3 k 7→ ω(k) be a given subbadditive function. Consider
the translation invariant system
Hfr =
∫
ω(k)b∗kbkdk, Pfr =
∫
kb∗kbkdk.
Then
(k) = ω(k),
ess(k) = inf{ω(k1) + ω(k2) : k = k1 + k2}.
The answer to the uniqueness part of the inverse problem is negative. The only
situation where we can identify dispersion relations from the spectral information involves
Excd, see (3.10.1). The following example shows that we have quite a lot of freedom in
choosing a dispersion relation giving a prescribed excitation spectrum. For instance,
all the Hamiltonians below have the same excitation spectrum and essential excitation
spectrum with (k) = ess(k) = |k|:
H =
∫
|k|<c
|k|(1 + d|k|α)b∗kbkdk,
where c > 0, d ≥ 0 and α > 0 are arbitrary.
3.11 Translation invariant systems with two superselection sec-
tors
We believe that it is relevant to introduce another concept. Suppose that a Hilbert space
H has a decomposition H = H+⊕H−, which can be treated as a superselection rule (see
e.g. [46]). This means that all observables decompose into direct sums. In particular, the
Hamiltonian and momentum decompose as (H,P ) = (H+, P+)⊕ (H−, P−). Clearly,
sp(H,P ) = sp(H+, P+) ∪ sp(H−, P−). (3.11.1)
We will often assume that H is bounded from below and possesses a translation in-
variant ground state Φ with energy E, which belongs to the sector H+. The sector H+
will be called even. The other sector H− will be called odd.
Under these assumptions we will call sp(H+−E,P+), resp. sp(H−−E,P−) the even,
resp. odd excitation spectrum. We introduce also the strict even excitation spectrum:
Exc+ := sp
(
(H+ − E,P+)
∣∣∣
{Φ}⊥
)
(3.11.2)
The strict odd excitation spectrum will coincide with the full odd excitation spectrum:
Exc− := sp(H− − E,P−). (3.11.3)
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Finally, we define the even and odd essential excitation spectrum Exc±ess just as in
Subsect. 3.3, except that we replace (H,P ) with (H±, P±).
We introduce also a special notation for the bottom of the sets Exc± and Exc±ess:
±(k) := inf{e : (e,k) ∈ Exc±},
±ess(k) := inf{e : (e,k) ∈ Exc±ess}.
We have,
sp(H − E,P ) = sp(H+ − E,P+) ∪ sp(H− − E,P−), (3.11.4)
Exc = Exc+ ∪ Exc−, (3.11.5)
Excess = Exc
+
ess ∪ Exc−ess, (3.11.6)
(k) = min{−(k), +(k)}, (3.11.7)
ess(k) = min{−ess(k), +ess(k)}. (3.11.8)
3.12 Quasiparticle systems with the fermionic superselection rule
Consider a quasiparticle system (Hfr, Pfr) on the Fock space (3.4.3). Define the fermionic
number operator as
Na =
∑
i∈Qa
b∗i (k)bi(k).
The fermionic parity (−1)Na provides a natural superselection rule. If H = H+⊕H− de-
notes the corresponding direct sum decomposition, then the Hamiltonian and momentum
decompose as
(Hfr, Pfr) = (H
+
fr , P
+
fr )⊕ (H−fr , P−fr ). (3.12.1)
(3.12.1) will be called a two-sector quasiparticle system.
If we know the dispersion relations Ii 3 k 7→ ωi(k), i ∈ Q, then we can determine the
even and odd energy momentum spectrum of (H+fr , P
+
fr ):
sp(H+fr , P
+
fr ) = {(0,0)}
∪ {(ωi1(k1) + · · ·+ ωin(kn),k1 + · · ·+ kn) :
even number of fermions, n = 1, 2, 3 . . . }cl,
sp(H−fr , P
−
fr ) =
{(
ωi1(k1) + · · ·+ ωin(kn),k1 + · · ·+ kn
)
:
odd number of fermions, n = 1, 2, 3 . . . }cl.
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3.13 Properties of the excitation spectrum of two-sector quasi-
particle systems
Let (H,Pfr) = (H+, P+) ⊕ (H−, P−) be a two-sector quasiparticle system. Clearly, we
have
(0,0) ∈ sp(H+, P+) (3.13.1)
because of the Fock vacuum. Here are the properties of the even and odd excitation
spectrum:
sp(H+, P+) = sp(H+, P+) + sp(H+, P+) (3.13.2)
⊃ sp(H−, P−) + sp(H−, P−), (3.13.3)
sp(H−, P−) = sp(H−, P−) + sp(H+, P+). (3.13.4)
Assume now that the Hamiltonian is bounded from below. Then the Fock vacuum
is a translation invariant ground state satisfying E = 0, so that the excitation spectrum
coincides with the energy-momentum spectrum. Thus we can rewrite (3.13.1)-(3.13.4) as
(0,0) ∈ sp(H+ − E,P+), (3.13.5)
sp(H+ − E,P+) = sp(H+ − E,P+) + sp(H+ − E,P+) (3.13.6)
⊃ sp(H− − E,P−) + sp(H− − E,P−), (3.13.7)
sp(H− − E,P−) = sp(H− − E,P−) + sp(H+ − E,P+). (3.13.8)
Given (3.13.5), (3.13.6)-(3.13.8) are equivalent to
Exc+ ⊃ (Exc+ + Exc+) ∪ (Exc− + Exc−), (3.13.9)
Exc− ⊃ Exc− + Exc+. (3.13.10)
If in addition the number of particle species is finite, then
Exc+ess =
(
Exc+ + Exc+
)cl ∪ (Exc− + Exc−)cl, (3.13.11)
Exc−ess =
(
Exc− + Exc+
)cl
. (3.13.12)
3.14 Two-sector quasiparticle-like spectrum
Consider now an arbitrary translation invariant system with two superselection sectors
(H,P ) = (H+, P+)⊕ (H−, P−). We will assume that H is bounded from below and the
ground state with energy E is translation invariant and belongs to the sector H+.
We will say that the excitation spectrum of the system (H+, P+)⊕ (H−, P−) is two-
sector quasiparticle-like if it coincides with the excitation spectrum of a two-sector quasi-
particle system. Such an excitation spectrum has special properties. In particular, it
satisfies (3.13.5)-(3.13.8).
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There exists a heuristic general argument why realistic translation invariant quan-
tum systems in thermodynamic limit should satisfy (3.13.5)-(3.13.8). It is an obvious
modification of the argument given in Subsect. 3.9.
Indeed, we need to notice what follows. (−1)Na is always a superselection rule for real-
istic quantum system. In particular, if we assume that the ground state is nondegenerate,
it has to be either bosonic or fermionic. We make an assumption that it is bosonic.
The eigenvectors Φ1 and Φ2, discussed in Subsect. 3.9, can be chosen to be purely
bosonic or fermionic. Using the fact that the ground state is purely bosonic, we see that
we can chose the operators A1 and A2 to be purely bosonic or fermionic. (That means,
they either commute or anticommute with (−1)Na). Consequently, we have the following
possibilities:
• Both Φ1 and Φ2 are bosonic. Then Φ12 is bosonic.
• Both Φ1 and Φ2 are fermionic. Then Φ12 is bosonic.
• One of Φ1 and Φ2 is bosonic, the other is fermionic. Then Φ12 is fermionic.
This implies (3.13.9) and (3.13.10).
3.15 Bottom of a two-sector quasiparticle-like excitation spec-
trum
Suppose again that (H,P ) = (H+, P+)⊕ (H−, P−) is a translation invariant system with
two superselection sectors. We assume that we know its excitation spectrum. We would
like to describe some criteria to verify whether it is two-sector quasiparticle-like.
These criteria will involve the properties of the bottom of the even and odd excita-
tion spectrum. The following theorem follows directly from the properties described in
Subsection 3.11 and the definition two-sector quasiparticle-like quantum system. It is in
some sense analogous to Theorems 3.2 and 3.3.
Theorem 3.4. Suppose that the excitation spectrum of (H+, P+)⊕(H−, P−) is two-sector
quasiparticle-like.
1. We have the following subadditivity properties:
−(k1 + k2) ≤ −(k1) + +(k2),
+(k1 + k2) ≤ −(k1) + −(k2),
+(k1 + k2) ≤ +(k1) + +(k2).
2. If the number of species of quasiparticles is finite, then we can reconstruct −ess and
+ess from − and +:
−ess(k) = inf{−(k1) + +(k2) : k = k1 + k2},
+ess(k) = inf{+(k1) + +(k2), −(k1) + −(k2) : k = k1 + k2}.
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3.16 Non-interacting Fermi gas
As an example of the introduced concepts, let us give a brief discussion of the free Fermi
gas with chemical potential µ in d dimensions. For simplicity, we will assume that particles
have no internal degrees of freedom such as spin.
The Hilbert space of N fermions equals ΓNa
(
L2(Rd)
)
(antisymmetric square integrable
functions on (Rd)N). Let ∆(i) denote the Laplacian ∆ acting on the ith variable. Then
the Hamiltonian equals
HN =
N∑
i=1
(−∆(i) − µ). (3.16.1)
It commutes with the momentum operator
PN :=
N∑
i=1
−i∇(i).
It is convenient to put together various N -particle sectors in a single Fock space
Γa(L
2(Rd)) :=
∞⊕
N=0
ΓNa
(
L2(Rd)
)
.
Then the basic observables are the Hamiltonian, the total momentum and the particle
number operator:
H =
∞⊕
N=0
HN =
∫
a†x(−∆− µ)axdx,
P =
∞⊕
N=0
PN = −i
∫
a†x∇xaxdx, (3.16.2)
N =
∞⊕
N=0
N =
∫
a†xaxdx,
where a†x/ ax are the usual fermionic creation/annihilation operators.
The three operators in (3.16.2) describe only a finite number of particles in an infinite
space. We would like to investigate homogeneous Fermi gas at a positive density in the
thermodynamic limit. Following the accepted, although somewhat unphysical tradition,
we first consider our system on Λ = [−L/2, L/2]d, the d-dimensional cubic box of side
length L, with periodic boundary conditions. Note that the spectrum of the momentum
becomes 2pi
L
Zd. At the end we let L→∞. The Fock space is now Γa(L2(Λ)).
It is convenient to pass to the momentum representation:
HL =
∑
k
(k2 − µ)a†kak
PL =
∑
k
ka†kak, (3.16.3)
NL =
∑
k
a†kak,
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where we used (3.16.2) and ax = L−d/2
∑
k e
ikx ak. We sum over k ∈ 2piL Zd.
It is natural to change the representation of canonical anticommutation relations and
replace the usual fermionic creation/annihilation operators by new ones, which kill the
ground state of the Hamiltonian:
b†k : = a
†
k, bk := ak, k
2 > µ,
b†k : = ak, bk := a
†
k, k
2 ≤ µ.
Then,
HL =
∑
k
|k2 − µ|b†kbk + EL,
PL =
∑
k
kb†kbk,
NL =
∑
k
sgn(k2 − µ)b†kbk + CL,
where
EL =
∑
k2≤µ
(k2 − µ),
CL =
∑
k2≤µ
1.
It is customary to drop the constants EL and CL.
Set ω(k) = |k2 − µ|. In the case of an infinite space, the above analysis suggests that
it is natural to postulate
H =
∫
ω(k)b†kbkdk, (3.16.4)
P =
∫
kb†kbkdk, (3.16.5)
N =
∫
sgn(k2 − µ)b†kbkdk, (3.16.6)
as the Hamiltonian, total momentum and number operator of the free Fermi gas from the
beginning, instead of (3.16.2).
The operators b†k/bk can be called quasiparticle creation/annihilation operators and
the function k 7→ ω(k) the quasiparticle dispersion relation. Thus a quasiparticle is a true
particle above the Fermi level and a hole below the Fermi level.
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3.17 Energy-momentum spectrum of non-interacting Fermi gas
The analysis in the previous subsection implies that the energy-momentum spectrum of a
non-interacting Fermi gas is described by (3.16.4) and (3.16.5) with the dispersion relation
ω(k) = |k2 − µ|. Below we present present diagrams representing the energy-momentum
spectrum.
In the full and the odd cases, that is sp(H,P ) and sp(H−, P−), the dispersion relation
ω is a singular part of the spectrum and it is be denoted by a solid line. In the even case,
sp(H+, P+), the dispersion relation is denoted by a dotted line.
P
H
Figure 1: sp(H,P ) in the non-interacting case, d = 1.
P+
H+
Figure 2: sp(H+, P+) in the non-interacting case, d = 1.
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P-
H-
Figure 3: sp(H−, P−) in the non-interacting case, d = 1.
For d ≥ 2 the energy-momentum spectrum is rather boring:
ÈPÈ
H
Figure 4: sp(H,P ), sp(H+, P+), sp(H−, P−) in the
non-interacting case, d ≥ 2.
In the next parts of the thesis we shall also present diagrams representing the energy-
momentum spectrum of interacting Bose and Fermi gases, which one can obtain using the
Bogoliubov (in the bosonic case) and Hartree–Fock–Bogoliubov (in the fermionic one)
approximations.
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Part II
Calculation of the
excitation spectrum
- approximate
methods
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4 Energy-momentum spectrum of a homogeneous Bose
gas
In this section we shall consider a homogeneous Bose gas. After defining the model,
we will present the so-called Bogoliubov approximation. This approximation leads to a
quantitative description of the low-lying energy-momentum spectrum. This section is
based on [6] and [11].
4.1 The model
4.1.1 Bose gas in canonical approach
Consider a system of N bosons interacting via a 2-body potential. In the canonical
approach one assumes that the number of particles is fixed.
Suppose that the 2-body potential of an interacting Bose gas is described by real
function Rd 3 x 7→ v(x), with its Fourier transform defined by
vˆ(p) :=
∫
Rd
v(x) e−ipx dx.
We assume that v(x) = v(−x), and that v decays sufficiently fast at infinity.
We also suppose that the Fourier transform of the potential is positive, i.e.
vˆ(p) ≥ 0, p ∈ Rd.
Such potentials are sometimes called repsulsive.
A homogeneous Bose gas is described by the Hilbert space L2s ((Rd)N) (symmetric
square integrable functions on (Rd)N) , the N -body Schrödinger Hamiltonian
HN = −
N∑
i=1
∆i +
∑
1≤i<j≤N
v(xi − xj), (4.1.1)
and the momentum operator
PN =
N∑
i=1
−i∇i. (4.1.2)
Clearly (4.1.1) and (4.1.2) commute, thus they define a translation invariant quantum
system (recall Subsection 3.1).
As in the case of the Fermi gas, we want to investigate homogeneous Bose gas at
positive density. Therefore, we will consider the Bose gas on a torus, that is in the box
Λ = [−L/2, L/2]d with periodic boundary conditions.
The original potential v is then replaced by its periodized version
vL(x) :=
1
Ld
∑
p∈(2pi/L)Zd
eipx vˆ(p).
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Here, p ∈ (2pi/L)Zd is the discrete momentum variable. Note that vL is periodic with
respect to the domain Λ and that vL(x)→ v(x) as L→∞.
The homogeneous Bose gas is thus described by the Hamiltonian
HLN = −
N∑
i=1
∆Li +
∑
1≤i<j≤N
vL(xi − xj) (4.1.3)
acting on the space L2s (ΛN) (the symmetric subspace of L2(ΛN)). The Laplacian is as-
sumed to have periodic boundary conditions.
Accordingly, the momentum operator is given by
PLN =
N∑
i=1
−i∇Li , (4.1.4)
where ∇Li denotes the gradient acting on the i-th variable, with periodic boundary con-
ditions.
4.1.2 Grand-canonical Hamiltonian of the Bose gas
Instead of studying the Bose gas in the canonical formalism, fixing the number of particles,
it is mathematically more convenient to use the grand-canonical formalism and fix the
chemical potential µ. One can pass from the chemical potential to the density by the
Legendre transformation.
In the grand-canonical approach one allows the system to have an arbitrary number
of particles. Thus, it is convenient to put all N -particle spaces into a single bosonic Fock
space
Γs(L
2(Λ)) :=
∞⊕
N=0
ΓNs
(
L2(Λ)
)
with the Hamiltonian
HLµ :=
∞⊕
N=0
(HLN − µN)
=
∫
a†x(−∆Lx − µ)axdx+
1
2
∫ ∫
a†xa
†
yv
L(x− y)ayaxdxdy,
where ax, a†x are the usual bosonic annihilation and creation operators. The second
quantized momentum and number operators are defined as
PL :=
∞⊕
N=0
PLN = −i
∫
a†x∇Lxaxdx,
NL :=
∞⊕
N=0
N =
∫
a†xaxdx.
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Due to periodic boundary conditions it is convenient to pass to momentum represen-
tation. Then
HLµ =
∑
k
(
1
2
k2 − µ)a†kak
+
1
2Ld
∑
k1,k2,k3,k4
δ(k1 + k2 − k3 − k4)vˆ(k2 − k3)a†k1a†k2ak3ak4 , (4.1.5)
PL =
∑
k
ka†kak,
NL =
∑
k
a†kak.
Here ax = L−d/2
∑
k e
ikx ak and the summation over momenta runs over k ∈ 2piL Zd.
4.2 The Bogoliubov approximation
In this subsection we would like to introduce the famous Bogoliubov approximation.
This scheme was introduced by Bogoliubov in 1947 in his famous paper "On the Theory
of Superfluidity" [6]. His goal was to derive a microscopic theory of superfluidity. In
particular, Bogoliubov wanted to show that the homogeneous Bose gas meets Landau’s
criterion for superfluidity. This criterion says that a system can behave in a superfluid
manner only if its low-lying excited states depend linearly on the total momentum of the
system [35].
Below we will describe the original ideas of Bogoliubov. Later, based on [11], we
would like to present a modification of that scheme. This improved method fits into a
more general scheme which will be described in Section 6.
4.2.1 The original Bogoliubov approximation
In his original approach [6, 7], Bogoliubov considered the canonical setup with the Hamil-
tonian
HL0 =
∑
k
1
2
k2a†kak
+
1
2Ld
∑
k1,k2,k3,k4
δ(k1 + k2 − k3 − k4)vˆ(k2 − k3)a†k1a†k2ak3ak4 . (4.2.1)
From now on we will drop the subscript 0 and superscript L.
Bogoliubov starts with the observation that the operators N0 = a†0a0 and N0+1 = a0a
†
0
enter the Hamiltonian (4.2.1) only via the ratios
a†0a0
Ld
,
a0a
†
0
Ld
.
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The difference of these ratios equals 1/Ld, which goes to zero when taking the thermody-
namic limit, that is when
N →∞, L→∞ with N
Ld
= ρ = const. (4.2.2)
Thus, according to Bogoliubov, one can neglect the non-commutativity of the operators a†0
and a0 when deriving an approximate expression for the Hamiltonian (4.2.1), and replace
them by (complex) numbers. This is the so-called c-number substitution [42].
In the next step Bogoliubov assumes the considered system is weakly interacting.
With this assumption one can expect that the ground state of this interacting is not too
different from the ground state of the non-interacting system, i.e. most particles have
zero momentum. Thus, when looking at the low-lying states, the quantity∑′ Np
N
=
N −N0
N
is small. Here, the prime next to sum symbol means we are summing over momenta
p ∈ (2pi/L)Zd \{0}. Since Np = a†pap we conclude that for p 6= 0 the operators (or rather
operator amplitudes) ap and a†p will be small compared with a0 and a
†
0 respectively. Thus,
in the approximate expression for (4.2.1) Bogoliubov neglects the terms with more than
two ap and a†p (p 6= 0).
With these assumptions one arrives at the following expression which is an approxi-
mation for (4.2.1):
H =
∑′ p2
2
a†pap + vˆ(0)
(
N20
2Ld
+
N0
Ld
∑′
a†pap
)
+
N0
Ld
∑′
vˆ(p)a†pap
+
a20
2Ld
∑′
vˆ(p)a†pa
†
−p +
a†,20
2Ld
∑′
vˆ(p)apa−p. (4.2.3)
(For simplicity, we will keep denoting the Hamiltonians after successive approximations
also by H). Since ∑′
Np = N −N0,
then in the considered approximation
N20
2Ld
+
N0
Ld
∑′
a†pap =
N20 + 2N0(N −N0)
2Ld
≈ N
2
2Ld
up to terms with four creation or annihilation operators with non-zero momentum which,
due to our assumptions, can be dropped.
Therefore, using (4.2.3), we obtain
H = vˆ(0)
N2
2Ld
+
∑′(p2
2
+
N0
Ld
vˆ(p)
)
a†pap +
∑′
vˆ(p)
(
a20
2Ld
a†pa
†
−p +
a†,20
2Ld
apa−p
)
.
(4.2.4)
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Let us now introduce the operators (p 6= 0)
bp = a
†
0N
−1/2
0 ap, b
†
p = a0N
−1/2
0 a
†
p. (4.2.5)
Note that
[bp, b
†
q] = δp,q −
a†paq
N0
and thus the assumption about the macroscopic occupation of the zero momentum mode
yields in the thermodynamic limit bosonic commutation relations for the operators bp and
b†p.
Using (4.2.5) we can rewrite (4.2.4) as
H = vˆ(0)
N2
2Ld
+
∑′(p2
2
+
N0
Ld
vˆ(p)
)
b†pbp +
∑′
vˆ(p)
(
N0
2Ld
b†pb
†
−p +
N0
2Ld
bpb−p
)
. (4.2.6)
This expression can be looked upon as a quadratic Hamiltonian in terms of the operators
bp and b†p and it can be diagonalized by introducing new operators
ξp =
bp − Apb†−p√
1− A2p
, ξ†p =
b†p − Apb−p√
1− A2p
, (4.2.7)
where
Ap =
Ld
N0vˆ(p)
(
E˜(p)− p
2
2
− N0
Ld
vˆ(p)
)
and E˜(p) =
√
N0
Ld
p2vˆ(p) +
p4
4
. (4.2.8)
The operators ξ†p and ξp also satisfy the (approximate) canonical commutation relations.
Inverting (4.2.7) we have
bp =
ξp + Apξ
†
−p√
1− A2p
, b†p =
ξ†p + Apξ−p√
1− A2p
. (4.2.9)
Substituting these expressions in the Hamiltonian (4.2.6) we obtain
H =
N2
2Ld
vˆ(0) +
1
2
∑′(
E˜(p)− p
2
2
− N0
Ld
vˆ(p)
)
+
∑′
E˜(p)ξ†pξp.
In the approximation we are considering, we can replace N0/Ld by the density ρ. Then,
finally,
H =
Nρ
2
vˆ(0) +
1
2
∑′(
E(p)− p
2
2
− ρvˆ(p)
)
+
∑′
E(p)ξ†pξp (4.2.10)
where
E(p) =
√
p2ρvˆ(p) +
p4
4
.
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Thus, the Bogoliubov approximation predicts that the low-lying spectrum of a weakly
interacting Bose gas is quasiparticle-like in the sense of the definition in Subsection 3.9.
Since
inf
p6=0
E(p)
|p| > 0,
it also predicts a positive critical velocity and no energy gap (recall the definitions in
Subsection 3.2).
4.2.2 The improved Bogoliubov method
Let us now present a version of the Bogoliubov approximation adapted to the grand-
canonical setting with arbitrary chemical potential µ. This presentation is based on [11],
which, as mentioned before, is not co-authored by the author of this thesis. We include
this presentation nevertheless, because it was the immediate motivation for the work
presented in the next sections and it fits perfectly into the structure of this thesis.
We start by defining two operators. For α ∈ C, we define the displacement or Weyl
operator of the mode k = 0:
Wα := e
−αa†0+α¯a0 . (4.2.11)
If Ω denotes Fock vacuum, then we define the coherent vector by
Ωα := W
†
αΩ. (4.2.12)
Then using the Lie formula
e−X B eX =
∞∑
j=0
(−1)j
j!
[X, ...[X,B] . . . ]
j times
we obtain
a˜0 := W
†
αa0Wα = a0 − α and a˜k := W †αakWα = ak if k 6= 0. (4.2.13)
Such a transformation is sometimes called the Bogoliubov translation. Note that the
operators with and without tildes satisfy the same commutation relations. In addition,
the annihilation operators with tildes destroy the "translated vacuum" Ωα.
Now, let 2pi
L
Zd 3 k 7→ θk ∈ C be a square summable sequence with θk = θ−k. For such
a sequence let us define the unitary operator
Uθ :=
∏
k
e−
1
2
θka
†
ka
†
−k+
1
2
θ¯kaka−k . (4.2.14)
We then have
U †θakUθ = cosh |θk|ak −
θk
|θk| sinh |θk|a
†
−k =: bk. (4.2.15)
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The transformation above is called Bogoliubov rotation. Furthermore, introducing
ck := cosh |θk| and sk := − θk|θk| sinh |θk|, (4.2.16)
we also have
a†k = ckb
†
k − s¯kb−k and ak = ckbk − skb†−k. (4.2.17)
Both the Bogoliubov translation and the Bogoliubov rotation are special cases of the more
general Bogoliubov transformations. They will be discussed in more detail in Section 6.
The operator
Uα,θ := WαUθ
is the general form of a Bogoliubov transformation commuting with the total momentum
operator PL. The vector
Ωα,θ := U
†
α,θΩ
is called a pure Gaussian vector or squeezed vector.
We shall now look for a pure Gaussian vector that minimizes the expectation value of
HLµ (recall (4.1.5)). Clearly, if
b˜k := U
†
α,θakUα,θ, (4.2.18)
then
b˜kΩα,θ = 0.
Thus, to calculate the expectation value mentioned above, it is useful to express HLµ
in terms of b˜k. We start by performing a Bogoliubov translation and expressing the
Hamiltonian in terms of a˜k. By (4.2.13) we have
HLµ = −µ|α|2 +
vˆ(0)
2Ld
|α|4 (4.2.19)
+
(
vˆ(0)
Ld
|α|2 − µ
)
(α¯a0 + αa
†
0)
+
∑
k
(
1
2
k2 − µ+ (vˆ(0) + vˆ(k))
Ld
|α|2
)
a†kak
+
∑
k
vˆ(k)
2Ld
(α¯2aka−k + α2a
†
ka
†
−k)
+
∑
k,k′
vˆ(k)
Ld
(α¯a†k+k′akak′ + αa
†
ka
†
k′ak+k′)
+
1
2Ld
∑
k1,k2,k3,k4
δ(k1 + k2 − k3 − k4)vˆ(k2 − k3)a†k1a†k2ak3ak4
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where we dropped the tildes for notational simplicity.
Now we perform a Bogoliubov rotation (4.2.17). After this substitution the Hamilto-
nian in the Wick ordered form equals
H = B + Cb†0 + C¯b0
+
1
2
∑
k
O(k)b†kb
†
−k +
1
2
∑
k
O¯(k)bkb−k +
∑
k
D(k)b†kbk
+ terms higher order in b’s. (4.2.20)
Above, we have dropped the tildes, superscript L and subscript µ. From now on, if not
needed, we will not use them. In (4.2.20) B and C are given by
B = −µ|α|2 + vˆ(0)
2Ld
|α|4
+
∑
k
(
1
2
k2 − µ+ (vˆ(0) + vˆ(k))
Ld
|α|2
)
|sk|2
−
∑
k
vˆ(k)
2Ld
(α¯2skck + α
2s¯kck)
+
∑
k,k′
vˆ(k− k′)
2Ld
ckskck′ s¯k′
+
∑
k,k′
vˆ(0) + vˆ(k− k′)
2Ld
|sk|2|sk′ |2
and
C =
(
vˆ(0)
Ld
|α|2 − µ+
∑
k
vˆ(0) + vˆ(k)
Ld
|sk|2
)
(αc0 − α¯s0)
+
∑
k
vˆ(k)
Ld
(αs0cks¯k − α¯c0cksk).
Furthermore, introducing
fk :=
k2
2
− µ+ |α|2 vˆ(0) + vˆ(k)
Ld
+
∑
k′
vˆ(0) + vˆ(k′ − k)
Ld
|sk′|2 (4.2.21)
and
gk := α
2 vˆ(k)
Ld
−
∑
k′
vˆ(k′ − k)
Ld
sk′ck′ (4.2.22)
one can express O(k) and D(k) by
O(k) = −2ckskfk + s2kg¯k + c2kgk, (4.2.23)
D(k) = fk(c
2
k + |sk|2)− ck(skg¯k + s¯kgk). (4.2.24)
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Note that fk is real.
Recall we want to minimize H over Ωα,θ. By (4.2.20) we have
〈Ωα,θ|HΩα,θ〉 = B.
Thus we demand that B attains a minimum. We shall start by minimizing B over α.
Since α is a complex parameter we can minimize independently with respect to α and α¯.
The derivatives are
∂αB =
(
vˆ(0)
Ld
|α|2 − µ+
∑
k
vˆ(0) + vˆ(k)
Ld
|sk|2
)
α¯−
∑
k
vˆ(k)
Ld
αcks¯k,
∂α¯B =
(
vˆ(0)
Ld
|α|2 − µ+
∑
k
vˆ(0) + vˆ(k)
Ld
|sk|2
)
α−
∑
k
vˆ(k)
Ld
α¯cksk.
It follows that
C = c0∂α¯B − s0∂αB,
and thus the condition
∂α¯B = ∂αB = 0 (4.2.25)
entails C = 0. By (4.2.25) we obtain
µ =
vˆ(0)
Ld
|α|2 +
∑
k
vˆ(0) + vˆ(k)
Ld
|sk|2 − α
2
|α|2
∑
k
vˆ(k)
Ld
s¯k′ck′ . (4.2.26)
Eliminating µ from fk we obtain
fk =
k2
2
+ |α|2 vˆ(k)
Ld
+
∑
k′
vˆ(k′ − k)− vˆ(k′)
Ld
|sk′ |2 + α
2
|α|2
∑
k
vˆ(k)
Ld
s¯k′ck′ . (4.2.27)
Let us now derive the conditions arising from the minimization of the energy over θk. By
(4.2.16) we see that instead of minimizing over θk ∈ C we can choose sk and s¯k as the
independent parameters. (4.2.16) implies
sks¯k = c
2
k − 1
and thus
∂skck =
s¯k
2ck
, ∂s¯kck =
sk
2ck
.
Using that we obtain
∂skB = fks¯k −
g¯k
2
(
ck +
|sk|2
2ck
)
− gk s¯
2
k
4ck
, (4.2.28)
∂s¯kB = fksk −
gk
2
(
ck +
|sk|2
2ck
)
− g¯k s
2
k
4ck
. (4.2.29)
4. Energy-momentum spectrum of a homogeneous Bose gas 46
We then calculate that
O(k) =
(
−2ck + |sk|
2
ck
)
∂s¯kB −
s2k
ck
∂skB.
Thus, the condition
∂skB = ∂s¯kB = 0 (4.2.30)
entails O(k) = 0.
Note also, that (4.2.28) and (4.2.29) imply
sk∂skB − s¯k∂s¯kB =
ck
2
(gks¯k − g¯ksk),
and hence (4.2.30) implies
gks¯k = g¯ksk. (4.2.31)
Using that we obtain
D(k) = (c2k + |sk|2)fk − 2skckg¯k, (4.2.32)
O(k) = −2skckfk + (c2k + |sk|2)gk. (4.2.33)
If we assume O(k) = 0 and fk 6= 0, then
D(k) =
ck + |sk|2
fk
(
f 2k − |gk|2
)
=
2cksk
gk
(
f 2k − |gk|2
)
.
We obtain the solution
D(k) = (sgnfk)
√
f 2k − |gk|2, (4.2.34)
Sk =
gk
D(k)
, (4.2.35)
Ck =
fk
D(k)
, (4.2.36)
where we introduced
Sk := 2skck, Ck = c
2
k + |sk|2.
If we also set eiτ := α|α| , then we can write
fk =
k2
2
+ |α|2 vˆ(k)
Ld
+
∑
k′
vˆ(k′ − k)− vˆ(k′)
2Ld
(Ck′ − 1) +
∑
k′
vˆ(k′)
2Ld
e2iτ S¯k′ , (4.2.37)
gk = α
2 vˆ(k)
Ld
−
∑
k′
vˆ(k′ − k)
2Ld
Sk′ . (4.2.38)
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Let us now recap what we have presented above. We started with the Hamiltonian
(4.1.5) and we minimized its expectation value with respect to pure Gaussian states Ωα,θ.
To this end we expressed the Hamiltonian in terms of creation and annihilation operators
b†k and bk such that bΩα,θ = 0.
Then, after some tedious calculations, we noticed that the minimizing conditions imply
C = 0 and O(k) = 0 in (4.2.20). We would like to stress that this turns out to be a special
case of a more general fact which will be described in abstract terms in Section 6. Putting
C = 0 and O(k) = 0 in (4.2.20) yields
H = B +
∑
k
D(k)b†kbk. (4.2.39)
Clearly B is a rigorous upper bound for the ground state energy of (4.1.5).
We shall now look at D(k) given by (4.2.34). First notice that the case of D(k) < 0
seems physically irrelevant. Thus, we can assume that fk > 0 and thus
D(k) =
√
f 2k − |gk|2
where fk is given by (4.2.37) and gk is given by (4.2.38).
We shall now try to find parameters α and Sk in (4.2.37) and (4.2.38) which satisfy
the minimization condition. This is of course a difficult task and one could try to do it
by iterations.
A natural starting point seems to be Sk = 0 (and thus also sk = 0). Then by (4.2.26)
we have
µ = vˆ(0)κ,
where we put α =
√
V κ eiτ . The reason we introduced the fixed parameter κ > 0 is that
it has the interpretation of the density of the condensate. We shall not elaborate on that.
Then, after one iteration, we obtain
fk =
k2
2
+ κvˆ(k),
gk = κvˆ(k)
and thus
D(k) =
√
(k2/2)2 + k2κvˆ(k).
We thus reconstruct the quasiparticle-like excitation spectrum of the Bogoliubov ap-
proximation presented in Section 4.2.1. In particular we reconstruct the same dispersion
relation of the quasiparticles as in (4.2.8), that is before replacing the condensate density
by the full density of the considered system. For further advantages and consequences of
this approach we refer to [11].
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5 Energy-momentum spectrum of a homogeneous Fermi
gas
We shall now turn our attention to the description of the low-lying excitation spectrum of
a homogeneous Fermi gas. This description can be obtained through the Hartree–Fock–
Bogoliubov approximation which can be looked upon as the fermionic counterpart of the
bosonic Bogoliubov approximation described in the previous section.
Internal degrees of freedom of particles, such as spin, play an important role in
fermionic systems. In particular, they are crucial in the BCS approach ([1]). There-
fore, we will take them into account. This, however, leads to a more general form of the
kinetic and potential energy than in the case of spinless bosons. This will be discussed in
the next subsection. In Subsection 5.2 the Hartree-Fock-Bogoliubov approximation will
be applied to a general, spin-dependent Hamiltonian.
This section is based mainly on [17].
5.1 The model
5.1.1 Kinetic energy
We assume that the internal degrees of freedom are described by a finite dimensional
Hilbert space Cm. Thus the one-particle space of the system is L2(Rd,Cm).
The kinetic energy of one particle including its chemical potential is given by a self-
adjoint operator T on L2(Rd,Cm). We use the following notation for its integral kernel:
for Φ ∈ L2(Rd,Cm),
(TΦ)i1(x1) =
∑
i2
∫
Ti1,i2(x1,x2)Φi2(x2)dx2.
We assume that T is a self-adjoint and translation invariant 1-body operator. Then,
Ti1,i2(x1,x2) = Ti2,i1(x2,x1)
= Ti1,i2(x1 + y,x2 + y).
The first identity expresses the hermiticity of T while the second the translation invariance
of T .
We will sometimes assume that T is real, that is, invariant with respect to the complex
conjugation. This means that Ti1,i2(x1,x2) are real. An example of a real 1-particle energy
is
Tij =
(− 1
2mi
∆− µi
)
δi,j,
where the ith “spin” has the mass mi and the chemical potential µi.
If the operator T has the form
Ti,j(xi,xj) = t(xi,xj)δi,j,
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for some function t satisfying
t(x1,x2) = t(x2,x1)
= t(x1 + y,x2 + y),
then we will say that T is spin-independent.
Clearly, the 1-particle energy can be written as
Ti,j(x1,x2) = (2pi)
−d
∫
τi,j(k) e
ik(x1−x2) dk.
If it is real, then τi,j(k) = τi,j(−k).
If it is spin independent, then τi,j(k) = τ(k)δi,j.
In the real spin-independent case we have τ(k) = τ(−k).
5.1.2 Interaction
The interaction in the Fermi gas will be described by a 2-body operator V . It acts on the
antisymmetric 2-particle space as
(V Φ)i1,i2(x1,x2) =
∑
i3,i4
∫ ∫
Vi1,i2,i3,i4(x1,x2,x3,x4)Φi4,i3(x4,x3)dx3dx4,
where Φ ∈ Γ2a
(
L2(Rd,Cm)
)
. We will assume that it is self-adjoint and translation invari-
ant. Its integral kernel satisfies
Vi1,i2,i3,i4(x1,x2,x3,x4) = −Vi2,i1,i3,i4(x2,x1,x3,x4)
= −Vi1,i2,i4,i3(x1,x2,x4,x3)
= Vi4,i3,i2,i1(x4,x3,x2,x1)
= Vi1,i2,i3,i4(x1 + y,x2 + y,x3 + y,x4 + y).
The first two identities express the antisymmetry of the interaction, the third – its her-
miticity and the fourth – its translation invariance. We also assume that V (x1,x2,x3,x4)
decays for large differences of its arguments sufficiently fast.
We will sometimes assume that V are real, that means, they are invariant with respect
to the complex conjugation. This means Vi1,i2,i3,i4(x1,x2,x3,x4) is real.
We will say that the operator V is spin-independent if there exists a function v(x1,x2,x3,x4)
such that
Vi1,i2,i3,i4(x1,x2,x3,x4)
=
1
2
(
v(x1,x2,x3,x4)δi1,i4δi2,i3 − v(x1,x2,x4,x3)δi1,i3δi2,i4
)
,
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Note that
v(x1,x2,x3,x4) = v(x2,x1,x4,x3)
= v(x4,x3,x2,x1)
= v(x1 + y,x2 + y,x3 + y,x4 + y).
It will be convenient to write the Fourier transform of V as follows
V (x1,x2,x3,x4)
= (2pi)−4d
∫
eik1x1+ik2x2−ik3x3−ik4x4 Q(k1,k2,k3,k4)
×δ(k1 + k2 − k3 − k4)dk1dk2dk3dk4,
where Q(k1,k2,k3,k4) is a function defined on the subspace k1 +k2 = k3 +k4. (Thus we
could drop, say, k4 from its arguments; we do not do it for the sake of the symmetry of
formulas). Clearly,
Qi1,i2,i3,i4(k1,k2,k3,k4) = −Qi2,i1,i3,i4(k2,k1,k3,k4)
= −Qi1,i2,i4,i3(k1,k2,k4,k3)
= Qi4,i3,i2,i1(k4,k3,k2,k1).
If we assume that the interaction is real, then
Qi1,i2,i3,ik(k1,k2,k3,k4) = Qi1,i2,i3,ik(−k1,−k2,−k3,−k4).
If we assume that the interaction is spin-independent, then
Qi1i2i3i4(k1,k2,k3,k4) =
1
2
(
q(k1,k2,k3,k4)δi1,i4δi2,i3 − q(k1,k2,k4,k3)δi1,i3δi2,i4
)
,
for some function q defined on k1 + k2 = k3 + k4 satisfying
q(k1,k2,k3,k4) = q(k2,k1,k4,k3)
= q(k4,k3,k2,k1).
In the real spin-independent case we have in addition
q(k1,k2,k3,k4) = q(−k1,−k2,−k3,−k4).
For example, a 2-body potential V (x) such that V (x) = V (−x) corresponds to the
real spin-independent interaction with
v(x1,x2,x3,x4) = V (x1 − x2)δ(x1 − x4)δ(x2 − x3),
q(k1,k2,k3,k4) =
∫
dqVˆ (q)δ(k1 − k4 − q)δ(k2 − k3 + q).
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5.1.3 N-body Hamiltonian
The N -body Hamiltonian of the homogeneous Fermi gas acts on the Hilbert space
ΓNa
(
L2(Rd,Cm)
)
(antisymmetric square integrable functions on (Rd)N with values in
(Cm)⊗N). Let Ti denote the operator T acting on the ith variable and Vij denote the
operator V acting on the ijth pair of variables. The full N -body Hamiltonian equals
HN =
∑
1≤i≤N
Ti +
∑
1≤i<j≤N
Vij. (5.1.1)
Recall we have assumed that the kinetic energy T and interaction V are translation
invariant. Thus HN commutes with the total momentum operator
PN :=
N∑
i=1
−i∇i.
5.1.4 Putting system in a box
As before, since we want to investigate homogeneous Fermi gas at positive density, we
restrict (5.1.1) to Λ = [−L/2, L/2]d , the d-dimensional cubic box of side length L with
periodic boundary conditions.
This means in particular that the kinetic energy is replaced by
TL(x1,x2) =
1
Ld
∑
k∈ 2pi
L
Zd
eik·(x1−x2) τ(k),
and the potential V is replaced by
V L(x1,x2,x3,x4) =
=
1
L4d
∑
k1,...,k4∈ 2piL Zd,
k1+k2=k3+k4
eik1x1+ik2x2−ik3x3−ik4x4 Q(k1,k2,k3,k4).
Note that V L is periodic with respect to the domain Λ, and V L(x) → V (x) as L → ∞.
The system on a torus is described by the Hamiltonian
HLN =
∑
1≤i≤N
TLi +
∑
1≤i<j≤N
V Lij (5.1.2)
acting on the space ΓNa (L2(Λ,Cm)).
5.1.5 Grand-canonical Hamiltonian of the Fermi gas
As before, it is convenient to put all the N -particle spaces into a single fermionic Fock
space
Γa(L
2(Λ,Cm)) :=
∞⊕
N=0
ΓNa
(
L2(Λ,Cm)
)
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with the Hamiltonian
HL :=
∞⊕
N=0
HLN
=
∫
a†x,i1T
L
i1,i2
(xi1 − xi2)ax,i2dx1dx2
+
1
2
∫ ∫
a†x1,i1a
†
x2,i2
V Li1,i2,i3,i4(x1,x2,x3,x4)ax3,i3ax4,i4dx1dx2dx3dx4,
where ax,i, a†x,i are the usual fermionic annihilation and creation operators. The second
quantized momentum and number operators are defined as
PL :=
∞⊕
N=0
PLN = −i
∫
a†x,i∇Lxax,idx,
NL :=
∞⊕
N=0
N =
∫
a†x,iax,idx.
Above we use the summation convention.
In the momentum representation (with the indices omitted),
HL =
∑
k
τ(k)a†kak
+
1
2Ld
∑
k1+k2=k3+k4
Q(k1,k2,k3,k4)a
†
k1
a†k2ak3ak4 , (5.1.3)
PL =
∑
k
ka†kak,
NL =
∑
k
a†kak.
Here the summation over momenta runs over k ∈ 2pi
L
Zd. In the spin-independent case,
the interaction equals
1
2Ld
∑
k1+k2=k3+k4
q(k1,k2,k3,k4)a
†
k1,i
a†k2,jak3,jak4,i
In the case of a (local) potential, it is
1
2Ld
∑
k,k′,q
Vˆ (q)a†k+q,ia
†
k′−q,jak′,jak,i.
5.2 The Hartree-Fock-Bogoliubov approximation applied to a ho-
mogeneous Fermi gas
We shall now present how one can try to compute the excitation spectrum of the homoge-
neous interacting Fermi gas by approximate methods. Historically, the first computation
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of this sort is due to Bardeen-Cooper-Schrieffer in 1957 ([1]). In its original version, the
BCS method involved a replacement of quadratic fermionic operators with bosonic ones.
We will use an approach based on a Bogoliubov rotation of fermionic variables, which is
commonly called the Hartree-Fock-Bogoliubov method. Its main idea is the same as in
Subsection 4.2.2, that is to minimize the energy in the so-called fermionic Gaussian states
– states obtained by a Bogoliubov rotation from the fermionic Fock vacuum. The mini-
mizing state will define new creation/annihilation operators. We express the Hamiltonian
in the new creation/annihilation operators and drop all higher order terms. This defines
a new Hamiltonian, that we expect to give an approximate description of low-energy part
of the excitation spectrum.
5.2.1 The rotated Hamiltonian
We start the HFB method with a rotation of the fermionic creation and annihilation
operators. Similarly to the bosonic case, for any k, this corresponds to a substitution
a†k = ckb
†
k + skb−k, ak = c¯kbk + s¯kb
†
−k, (5.2.1)
where ck and sk are matrices on Cm satisfying
ckc
†
k + sks
†
k = 1, (5.2.2)
cks
T
−k + skc
T
−k = 0. (5.2.3)
(† denotes the hermitian conjugation, ·T denotes the transposition and · denotes the
complex conjugation).
For a sequence 2pi
L
Zd 3 k 7→ θk with values in matrices on Cm such that θk = θ−k, set
Uθ :=
∏
k
e−
1
2
θka
†
ka
†
−k+
1
2
θ†kaka−k . (5.2.4)
It is well known that for an appropriate sequence θ we have
U †θakUθ = bk, U
†
θa
†
kUθ = b
†
k.
As in the bosonic case Uθ is the general form of an even Bogoliubov transformation
commuting with PL.
Note that (5.2.2) guarantees that [a†k, ak]+ = 1, (5.2.3) guarantees that [a
†
k, a
†
k]+ = 0
while [a†k, ak′ ]+ = 0, [a
†
k, a
†
k′ ]+ = 0 for k 6= k′ are satisfied automatically.
In this subsection we drop the superscript L, writing, e.g., H for HL. The Hamiltonian
(5.1.3) after the substitution (5.2.1) and the Wick ordering equals
H = B
+
1
2
∑
k
O(k)b†kb
†
−k +
1
2
∑
k
O¯(k)b−kbk +
∑
k
D(k)b†kbk
+ terms higher order in b’s. (5.2.5)
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A tedious computations leads to the following explicit formulas for B, D(k) and O(k):
B =
∑
k
τ(k)sks¯k
+
1
2Ld
∑
k,k′
Q(k,−k,−k′,k′)skc−kc¯−k′ s¯k′
+
1
Ld
∑
k,k′
Q(k,k′,k′,k)sksk′ s¯k′ s¯k;
O(k) = 2τ(k)cks¯k
+
1
Ld
∑
k′
Q(k′,−k′,−k,k)sk′c−k′ s¯−ks¯k
+
1
Ld
∑
k′
Q(k,−k,−k′,k′)ckc−kc¯−k′ s¯k′
+
4
Ld
∑
k′
Q(k,k′,k′,k)cksk′ s¯k′ s¯k
D(k) = τ(k)ckc¯k −
(
τ(k)s−ks¯−k
)T
+
1
Ld
∑
k′
Q(k′,−k′,−k,k)sk′c−k′ s¯−kc¯k
+
1
Ld
∑
k′
Q(k,−k,−k′,k′)cks−kc¯−k′ s¯k′
+
2
Ld
∑
k′
Q(k,k′,k′,k)cksk′ s¯k′ c¯k
− 2
Ld
∑
k′
(
Q(−k,k′,k′,−k)s−ksk′ s¯k′ s¯−k
)T
.
Note that the formulas for B, O(k) and D(k) are written in a special notation, whose
aim is to avoid putting a big number of internal indices. The matrices ck and sk have
two internal indices: right and left. We sum over the right internal indices, whenever we
sum over the corresponding momenta. The left internal indices are contracted with the
corresponding indices of τ or Q. The superscript T stands for the transposition (swapping
the indices).
5.2.2 Minimization over Gaussian states
Let Ω denote the vacuum vector. Ωθ := U †θΩ is the general form of an even fermionic
Gaussian vector of zero momentum. Clearly,
(Ωθ|HΩθ) = B, (5.2.6)
(b†kΩθ|Hb†kΩθ) = B +D(k). (5.2.7)
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We would like to find a fermionic Gaussian vector that minimizes B – the expectation
value of H. We assume that there exists a stationary point (s˜k, c˜k) of B considered as a
function of c and s. Bogoliubov transformations form a group, hence the neighbourhood
of the stationary point can be expressed in the following way:[
ck sk
s¯k c¯k
]
=
[
c˜k s˜k
¯˜sk ¯˜ck
] [
c′k s
′
k
s¯′k c¯
′
k
]
. (5.2.8)
This means (including internal indices) that
cil,k = c˜im,kc
′
ml,k + s˜im,ks¯
′
ml,k,
c¯il,k = ¯˜sim,ks
′
ml,k + ¯˜cim,kc¯
′
ml,k,
sil,k = c˜im,ks
′
ml,k + s˜im,kc¯
′
ml,k
s¯il,k = ¯˜sim,kc
′
ml,k + ¯˜cim,ks¯
′
ml,k.
We enter the above formulas into the expressions for B,O(k) and D(k).
We can always multiply ck and sk by a unitary matrix without changing the Gaussian
state. Hence, we can assume that
c′k =
√
1− (s′k)†s′k. (5.2.9)
Since s′ is a complex function we can treat s′ and s¯′ as independent variables. ck = c˜k,
sk = s˜k corresponds to s′ = 0, s¯′ = 0. Because of (5.2.9), we have
∂
∂s′k
c′k
∣∣∣
s′=0
s¯′=0
= 0,
∂
∂s¯′k
c′k
∣∣∣
s′=0
s¯′=0
= 0.
Then, for example, taking the first term of B one gets
∂
∂s′rt,k′
∑
k
ταβ,ksαα′,ks¯βα′,k
∣∣∣
s′=0
s¯′=0
= ταβ,k′ c˜αr,k′ ¯˜sβt,k′ ,
which equals the first term of O(k) at c = c˜ and s = s˜. Calculating other terms of B one
finally gets
∂B
∂s′
∣∣∣
s′=0
s¯′=0
=
1
2
O(k)|c=c˜
s=s˜
. (5.2.10)
Thus the minimizing procedure is equivalent to O(k) = 0 in exactly the same way as it
happened in the improved Bogoliubov method in Subsection 4.2.2.
As in the bosonic case described in the previous section , it turns out this result is a
special case of a more general fact discussed in the next section.
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Thus, if we choose the Bogoliubov transformation according to the minimization pro-
cedure, the Hamiltonian equals
H = B +
∑
k
D(k)b†kbk + terms higher order in b’s. (5.2.11)
In the case of the model interaction considered by Bardeen-Cooper-Schrieffer, de-
scribed in many texts, e.g. in [22], the minimization of B yields a dispersion relation that
has a positive energy gap and a positive critical velocity uniformly as L→∞, that is,
inf
k
D(k) > 0, inf
k 6=0
D(k)
|k| > 0. (5.2.12)
This phenomenon is probably much more general. In particular, we expect that it is true
for a large class of real, spin-independent and attractive interactions. In the next two
subsections we provide computations that seem to support this claim.
Note that the reality and spin-independence of the interactions leads to a considerable
computational simplification. By an attractive interaction we mean an interaction, which
in some sense, described later on, is negative definite.
Let us assume in addition that higher order terms in (5.2.11) are in some sense negli-
gible. Then, formally, H is approximated by a quadratic Hamiltonian B +
∑
kD(k)b
†
kbk
whose dispersion relation, as we will argue below, has a strictly positive energy gap and
critical velocity (recall Subsection 3.2).
5.2.3 Reality condition
Let us first apply the assumption about the reality of the interaction. In this case, it is
natural to assume that the trial vector is real as well. This means that we impose the
conditions
c¯k = c−k, s¯k = s−k.
This allows us to simplify the formulas for B, D(k) and O(k):
B =
∑
k
τ(k)sks¯k
+
1
2Ld
∑
k,k′
Q(k,−k,−k′,k′)skc¯kck′ s¯k′
+
1
Ld
∑
k,k′
Q(k,k′,k′,k)s¯ks¯k′sk′sk,
O(k) = 2τ(k)cks¯k
+
1
Ld
∑
k′
Q(k,−k,−k′,k′)(ckc¯k − sks¯k)ck′ s¯k′
+
4
Ld
∑
k′
Q(k,k′,k′,k)cksk′ s¯k′ s¯k,
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D(k) = τ(k)(ckc¯k − sks¯k)
+
2
Ld
∑
k′
Q(k,−k,−k′,k′)cks¯kck′ s¯k′
+
2
Ld
∑
k′
Q(k,k′,k′,k)(cksk′ s¯k′ c¯k − sksk′ s¯k′ s¯k).
5.2.4 Spin 1
2
case
Assume that the “spin space” is C2 and the Hamiltonian is spin independent. We make
the BCS ansatz:
ck = cos θk
[
1 0
0 1
]
,
sk = sin θk
[
0 1
−1 0
]
,
where, keping in mind the reality condition, the parameters θk are real. Then
B =
∑
k
τ(k)(1− cos 2θk)
+
1
4Ld
∑
k,k′
α(k,k′) sin 2θk sin 2θk′
+
1
4Ld
∑
k,k′
β(k,k′)(1− cos 2θk)(1− cos 2θk′),
where
α(k,k′) :=
1
2
(
q(k,−k,−k′,k′) + q(−k,k,−k′,k′)),
β(k,k′) = 2q(k,k′,k′,k)− q(k′,k,k′,k).
Note that
α(k,k′) = α(k′,k), β(k,k′) = β(k′,k).
In particular, in the case of local potentials we have
α(k,k′) :=
1
2
(
Vˆ (k− k′) + Vˆ (k+ k′)),
β(k,k′) = 2Vˆ (0)− Vˆ (k− k′).
We further compute:
O(k) =
(
δ(k) cos 2θk + ξ(k) sin 2θk
) [ 0 1
−1 0
]
,
D(k) = (ξ(k) cos 2θk − δ(k) sin 2θk)
[
1 0
0 1
]
,
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where
δ(k) =
1
2Ld
∑
k′
α(k,k′) sin 2θk′ ,
ξ(k) = τ(k) +
1
2Ld
∑
k′
β(k,k′)(1− cos 2θk′).
We are looking for a minimum of B. To this end, we first analyze critical points of B.
We compute the derivative of B:
∂2θkB = δ(k) cos 2θk + ξ(k) sin 2θk.
The condition ∂2θkB = 0, or equivalently O(k) = 0, has many solutions. We can have
sin 2θk = 0, cos 2θk = ±1, (5.2.13)
or
sin 2θk = −k δ(k)√
δ2(k) + ξ2(k)
6= 0, cos 2θk = k ξ(k)√
δ2(k) + ξ2(k)
,
where k = ±1.
In particular, there are many solutions with all θk satisfying (5.2.13). They correspond
to Slater determinants and have a fixed number of particles. The solution of this kind
that minimizes B is called the normal or Hartree-Fock solution.
One expects that under some conditions the normal solution is not the global minimum
of B. More precisely, one expects that a global minimum is reached by a configuration
satisfying
sin 2θk = − δ(k)√
δ2(k) + ξ2(k)
, cos 2θk =
ξ(k)√
δ2(k) + ξ2(k)
, (5.2.14)
where at least some of sin 2θk are different from 0. It is sometimes called a superconducting
solution. In such a case we get
D(k) =
√
ξ2(k) + δ2(k)
[
1 0
0 1
]
. (5.2.15)
Thus we obtain a positive dispersion relation. One can expect that it is strictly positive,
since otherwise the two functions δ and ξ would have a coinciding zero, which seems
unlikely. Thus we expect that the dispersion relation D(k) has a positive energy gap.
If the interaction is small, then ξ(k) is close to τ(k) and δ(k) is small. This implies
that D(k) is close to |τ(k)|. Thus, if τ(k) has a critical velocity and D(k) has an energy
gap, this implies that D(k) also has a critical velocity.
In other words, we expect that for a large class of interactions, if the minimum of B
is reached at a superconducting state, then D(k) satisfies (5.2.12).
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We will not study conditions guaranteeing that a superconducting solution minimizes
the energy in this thesis. Let us only remark that such conditions involve some kind of
negative definiteness of the quadratic form α – this is what we vaguely indicated by saying
that the interaction is attractive. Indeed, multiply the definition of δ(k) with sin 2θk and
sum it up over k. We then obtain∑
k
sin2 2θk
√
δ2(k) + ξ2(k) = − 1
2Ld
∑
k,k′
sin 2θkα(k,k
′) sin 2θk′ . (5.2.16)
The left hand side of (5.2.16) is positive. This means that the quadratic form given by
the kernel α(k,k′) has to be negative at least at the vector given by sin 2θk.
Let us also indicate why one expects that the solution corresponding to (5.2.14) is a
minimum of B. We compute the second derivative:
∂2θk∂2θk′B = δk,k′
(− sin 2θkδ(k) + cos 2θkξ(k))
+
1
2Ld
α(k,k′) cos 2θk cos 2θk′
+
1
2Ld
β(k,k′) sin 2θk sin 2θk′ . (5.2.17)
Substituting (5.2.14) to the first term on the right of (5.2.17) gives
δk,k′
√
δ2(k) + ξ2(k),
which is positive definite. One can hope that the other two terms in the second derivative
of B do not spoil its positive definiteness, especially in the large-volume limit.
5.2.5 Examples of energy-momentum spectrum of an interacting Fermi gas
In Subsection 3.17 we have presented figures with the expected shape of the energy-
momentum spectrum of a non-interacting Fermi gas.
Here we will consider the case of an interacting Fermi gas. Calculations presented
in the previous subsections, in particular equation (5.2.15), suggest that the dispersion
relation obtained by the HFB method is qualitatively similar to
ω(k) =
√
(k2 − µ)2 + γ2.
Here, we have chosen the 1-body operator to be of the form
τ(k) = k2 − µ.
In this way we arrive at figures presented below. As in Subsection 3.17, in the full and the
odd cases, that is sp(H,P ) and sp(H−, P−), the dispersion relation ω is a singular part of
the spectrum and it is be denoted by a solid line. In the even case, sp(H+, P+), the disper-
sion relation is denoted by a dotted line. Note in particular, that the energy-momentum
spectrum presented on these figures possesses properties described in Subsection 3.13.
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P
H
Figure 5: sp(H,P ) in the interacting case, d = 1.
P+
H+
Figure 6: sp(H+, P+) in the interacting case, d = 1.
P-
H-
Figure 7: sp(H−, P−) in the interacting case, d = 1.
Again, the case d = 1 differs from d ≥ 2. However, in all dimensions the energy gap
and the critical velocity are strictly positive.
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ÈPÈ
H
Figure 8: sp(H,P ) in the interacting case, d ≥ 2.
ÈP+È
H+
Figure 9: sp(H+, P+) in the interacting case, d ≥ 2.
ÈP-È
H-
Figure 10: sp(H−, P−) in the interacting case, d ≥ 2.
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6 Beliaev’s theorem
In this section, which is based on [19], we shall show how the improved Bogoliubov method
described in Subsection 4.2.2 and Hartree-Fock-Bogoliubov approximation presented in
Section 5.2 fit into a more general scheme which leads to a description of the initial
system in terms of approximate quasiparticles as discussed in Section 3.6.
Let us recall briefly that a typical situation when one speaks about a system with
approximate quasiparticles seems to be the following. Suppose that the Hamiltonian of a
system can be written as H = H0 + V , where H0 is in some sense dominant and V can
be neglected. Suppose also that
H0 = B +
∑
i
ωib
†
ibi, (6.0.18)
where B is a number, operators b†i/bi satisfy the standard CCR/CAR relations and the
Hilbert space contains a state annihilated by bi (the Fock vacuum for bi). Then, after
subtracting B, we obtain a quasiparticle quantum system (recall Subsection 3.4). One
can thus hope, that in a certain approximation (e.g. mean-field limit) the full system has
quasiparticle-like excitation spectrum.
The improved Bogoliubov method and the Hartree-Fock-Bogoliubov approximation
described in the previous sections led to such a decomposition. Here we shall make it a
little bit more general.
Our starting point is a fairly general Hamiltonian H defined on a bosonic or fermionic
Fock space. For simplicity we assume that the 1-particle space is finite dimensional.
With some technical assumptions, the whole picture should be easy to generalize to the
infinite dimensional case. We assume that the Hamiltonian is a polynomial in creation
and annihilation operators a†i/ai, i = 1, . . . , n. This is a typical assumption in Many Body
Quantum Physics and Quantum Field Theory.
As we have seen in the previous sections, an important role in Many Body Quantum
Physics is played by the so-called Gaussian states, called also quasi-free states. Gaussian
states can be pure or mixed. The former are typical for the zero temperature, whereas
the latter for positive temperatures. Here, we do not consider mixed Gaussian states.
Pure Gaussian states are obtained by applying Bogoliubov transformations to the
Fock vacuum state (given by the vector Ω annihilated by ai’s). Pure Gaussian states are
especially convenient for computations.
We minimize the expectation value of the Hamiltonian H with respect to pure Gaus-
sian states, obtaining a state given by a vector Ω˜. By applying an appropriate Bogoliubov
transformation, we can replace the old creation and annihilation operators a†i , ai by new
ones b†i , bi, which are adapted to the “new vacuum” Ω˜, i.e., that satisfy biΩ˜ = 0. We can
rewrite the Hamiltonian H in the new operators and Wick order them, that is, put b†i on
the left and bi on the right. The theorem that we prove says that
H = B +
∑
ij
Dijb
†
ibj + V,
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where V has only terms of the order greater than 2. In particular, H does not contain
terms of the type b†i , bi, b
†
ib
†
j, or bibj. It is thus natural to set H0 := B +
∑
ij Dijb
†
ibj. Dij
is a hermitian matrix. Clearly, it can be diagonalized, so that H0 acquires the form of
(6.0.18).
We will present several versions of this theorem. First we assume that the Hamiltonian
is even. In this case it is natural to restrict the minimization to even pure Gaussian
states. In the fermionic case, we can also minimize over odd pure Gaussian states. In the
bosonic case, we consider also Hamiltonians without the evenness assumption, and then
we minimize with respect to all pure Gaussian states.
The fact that we describe below is probably very well known, at least on the intuitive
level, to many physicists, especially in condensed matter theory. One can probably say
that it summarizes in abstract terms one of the most widely used methods of contempo-
rary quantum physics. The earliest reference that we know to a statement similar to our
main result is formulated in a paper of Beliaev [3]. Beliaev studied fairly general femionic
Hamiltonians by what we would nowadays call the Hartree-Fock-Bogoliubov approxima-
tion. In a footnote on page 10 he writes:
The condition H20 = 0 may be easily shown to be exactly equivalent to the requirement of a
minimum “vacuum” energy U . Therefore, the ground state of the system in terms of new
particles is a “vacuum” state. The excited states are characterized by definite numbers of
new particles, elementary excitations.
Therefore, we propose to call the main result of this part of the thesis Beliaev’s Theorem.
The proof of Beliaev’s Theorem is not difficult, especially when it is is formulated in an
abstract way, as we do. Nevertheless, in concrete situations, when similar computations
are performed, consequences of this result may often appear somewhat miraculous. We
witnessed it two times in the previous sections. As we show, these terms have to disappear
by a general argument.
6.1 Preliminaries
6.1.1 2nd quantization
We will consider in parallel the bosonic and fermionic case.
Let us briefly recall our notation concerning the 2nd quantization. We will always
assume that the 1-particle space is Cn. The bosonic Fock space will be denoted Γs(Cn)
and the fermionic Fock space Γa(Cn). We use the notation Γs/a(Cn) for either the bosonic
or fermionic Fock space. Ω ∈ Γs/a(Cn) stands for the Fock vacuum. If r is an operator on
Cn, then Γ(r) stands for its 2nd quantization, that is
Γ(r) :=
(
∞⊕
n=0
r⊗n
) ∣∣∣
Γs/a(C
n)
.
a†i , ai denote the standard creation and annihilation operators on Γs/a(Cn), satisfying the
usual canonical commutation/anticommutation relations.
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6.1.2 Wick quantization
Consider an arbitrary polynomial on Cn, that is a function of the form
h(z¯, z) :=
∑
α,β
hα,β z¯
αzβ, (6.1.1)
where z = (z1, . . . , zn) ∈ Cn, z¯ denotes the complex conjugate of z and α = (α1, . . . , αn) ∈
(N ∪ {0})n represent multiindices. In the bosonic/fermionic case we always assume that
the coefficients hα,β are symmetric/antisymmetric separately in the indices of z¯ and z.
We write |α| = α1 + · · ·+ αn. We say that h is even if the sum in (6.1.1) is restricted
to even |α|+ |β| .
The Wick quantization of (6.1.1) is the operator on Γs/a(Cn) defined as
h(a†, a) :=
∑
α,β
hα,β(a
†)αaβ. (6.1.2)
In the fermionic case, (6.1.2) defines a bounded operator on Γa(Cn). In the bosonic case,
(6.1.2) can be viewed as an operator on
⋂
n>0
DomNn ⊂ Γs(Cn), where
N =
n∑
i=1
a†iai
is the number operator.
6.2 Bogoliubov transformations
We will now present some basic well known facts about Bogoliubov transformations. For
proofs and additional information we refer to [4] (see also [16], [23]). We will use the
summation convention of summing with respect to repeated indices.
Operators of the form
Q = θija
†
ia
†
j + hkla
†
kal + θ¯ijajai ±
1
2
hkk, (6.2.1)
where h is a self-adjoint matrix, will be called quadratic Hamiltonians. In the bosonic/fermionic
case we can always assume that θ is symmetric/antisymmetric. (The term ±1
2
hkk, with
the sign depending on the bosonic/fermionic case, means that Q is the Weyl quantization
of the corresponding quadratic expression.)
The group generated by operators of the form eiQ, where Q is a quadratic Hamilto-
nian, is called the metaplectic (Mp) group in the bosonic case and the Spin group in the
fermionic case.
In the bosonic case, the group generated by Mp together with ei(yia
†
i+y¯iai), yi ∈ C,
i = 1, . . . , n, is called the affine mataplectic (AMp) group.
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In the fermionic case, the group generated by operators yia†i + y¯iai with
∑ |yi|2 = 1
(which are unitary) is called the Pin group. Spin is a subgroup of Pin.
In the bosonic case, consider U ∈ AMp. It is well known that
UaiU
† = pijaj + qija
†
j + ξi, Ua
†
iU
† = p¯ija
†
j + q¯ijaj + ξ¯i (6.2.2)
for some matrices p and q and a vector ξ.
In the fermionic case, consider U ∈ Pin. Then
UaiU
† = pijaj + qija
†
j, Ua
†
iU
† = p¯ija
†
j + q¯ijaj (6.2.3)
for some matrices p and q.
The maps (6.2.2) and (6.2.3) are often called Bogoliubov transformations. Bogoliubov
transformations can be interpreted as automorphism of the corresponding classical phase
space (see [16] for more details).
6.3 Pure Gaussian states
We will use the term pure state to denote a normalized vector modulo a phase factor. In
particular, we will distinguish between a pure state and its vector representative.
On Fock spaces we have a distinguished pure state called the (Fock) vacuum state,
corresponding to Ω. States given by vectors of the form UΩ, where U ∈Mp or U ∈ Spin,
will be called even pure Gaussian states. The family of even pure Gaussian states will be
denoted by Gs/a,0.
In the bosonic case, states given by vectors of the form UΩ where U ∈ AMp will be
called Gaussian pure states. The family of bosonic pure Gaussian states will be denoted
by Gs.
In the fermionic case, states given by vectors of the form UΩ, where U ∈ Pin will be
called fermionic pure Gaussian states. The family of fermionic pure Gaussian states is
denoted Ga.
Fermionic pure Gaussian states that are not even will be called odd fermionic pure
Gaussian states. The family of odd fermionic pure Gaussian states is denoted Ga,1.
One can ask whether pure Gaussian states have natural vector representatives (that
is, whether one can naturally fix the phase factor of their vector representatives). In the
bosonic case this is indeed always possible. If c = [cij] is a symmetric matrix satisfying
‖c‖ < 1, then the vector
det(1− c∗c)1/4 e 12 cija†ia†j Ω (6.3.1)
defines a state in Gs,0 (see [50]). If θ = [θij] is a symmetric matrix satisfying c = i tanh
√
θθ∗√
θθ∗
θ,
then (6.3.1) equals
eiXθ Ω (6.3.2)
with
Xθ := θija
†
ia
†
j + θ¯ijajai.
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Each state in Gs,0 is represented uniquely as (6.3.1) (or equivalently as (6.3.2)). In
particular, (6.3.2) provides a smooth parametrization of Gs,0 by symmetric matrices.
The manifold of fermionic even pure Gaussian states is more complicated. We will
say that a fermionic even pure Gaussian state given by Ψ is nondegenerate if (Ω|Ψ) 6= 0
(if it has a non-zero overlap with the vacuum). Every nondegenerate fermionic even pure
Gaussian state can be represented by a vector
det(1 + c∗c)−1/4 e
1
2
cija
∗
i a
∗
j Ω, (6.3.3)
where c = [cij] is an antisymmetric matrix. If θ = [θij] is an antisymmetric matrix
satisfying c = i tan
√
θθ†√
θθ†
θ, ‖θ‖ < pi/2, then (6.3.3) equals
eiXθ Ω (6.3.4)
with
Xθ := θija
†
ia
†
j + θ¯ijajai.
Vectors (6.3.3) are natural representatives of their states. It can be shown that only
nondegenerate fermionic pure Gaussian states possess natural vector representatives.
Not all even fermionic pure Gaussian states are nondegenerate. Slater determinants
with an even non-zero number of particles are examples of even Gaussian pure states that
are not nondegenerate.
Nondegenerate pure Gaussian states form an open dense subset of Ga,0 containing
the Fock state (corresponding to c = θ = 0). In particular, (6.3.3) provides a smooth
parametrization of a neighborhood of the Fock state in Ga,0 by antisymmetric matrices.
The fact that each even bosonic/nondegenerate fermionic pure Gaussian state can be
represented by a vector of the form (6.3.1)/(6.3.3) goes under the name of the Thouless
Theorem. (See [53]; this name is used e.g. in the monograph by Ring and Schuck [49]). The
closely related fact saying that these vectors can be represented in the form (6.3.2)/(6.3.4)
is sometimes called the Ring-Schuck Theorem.
By definition, the group AMp/Pin acts transitively on Gs/a. In other words, for any
Ω˜ ∈ Gs/a we can find U ∈ AMp/Pin such that Ω˜ = UΩ. Such a U is not defined uniquely
– it can be replaced by UΓ(r), where r is unitary on Cn.
Clearly, if we set
bi := UaiU
†, b†i := Ua
†
iU
†, (6.3.5)
then biΩ˜ = 0, i = 1, . . . , n, and they satisfy the same CCR/CAR as ai, i = 1, . . . , n. If h
is a polynomial of the form (6.1.1), then we can Wick quantize it using the transformed
operators:
h(b†, b) =
∑
α,β
hα,β(b
†)αbβ.
Obviously, Uh(a†, a)U † = h(b†, b).
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6.4 Beliaev’s Theorem
As explained above, we think that the following result should be called Beliaev’s Theorem.
Theorem 6.1. Let h be a polynomial on Cn and H := h(a†, a) its Wick quantization. We
consider the following functions:
1. (bosonic case, even pure Gaussian states) Gs,0 3 Φ 7→ (Φ|HΦ);
2. (bosonic case, arbitrary pure Gaussian states) Gs 3 Φ 7→ (Φ|HΦ);
3. (fermionic case, even pure Gaussian states) Ga,0 3 Φ 7→ (Φ|HΦ);
4. (fermionic case, odd pure Gaussian states) Ga,1 3 Φ 7→ (Φ|HΦ).
In (1), (3) and (4) we assume in addition that the polynomial h is even.
For a vector Ω˜ representing a pure Gaussian state, let U ∈ AMp/Pin satisfy Ω˜ = UΩ.
Set bi = UaiU † and suppose that h˜ is the polynomial satisfying H = h˜(b†, b). Then the
following statements are equivalent:
(A) Ω˜ represents a stationary point of the function defined in (1)–(4);
(B)
h˜(b†, b) = B +Dijb
†
ibj + terms of higher order in b’s.
Proof. Let us prove the case (2), which is a little more complicated than the remaining
cases. Let us fix U ∈ AMp so that Ω˜ = UΩ. Clearly, we can write
H = h˜(b†, b) = B + K¯ibi +Kib
†
i +Oijb
†
jb
†
i + O¯ijbibj +Dijb
†
ibj+
+terms of higher order in b’s. (6.4.1)
We know that in a neighborhood of Ω˜ arbitrary pure Gaussian states are parametrized
by a symmetric matrix θ and a vector y:
θ 7→ U eiφ(y) eiXθ Ω,
where Xθ := θija†ia
†
j + θ¯ijajai and φ(y) = yia
†
i + y¯iai. We get
(U eiφ(y) eiXθ Ω|HU eiφ(y) eiXθΩ) = (eiφ(y) eiXθ Ω|U †h˜(b†, b)U eiφ(y) eiXθ Ω)
= (Ω| e−iXθ e−iφ(y) h˜(a†, a) eiφ(y) eiXθ Ω). (6.4.2)
Now
e−iXθ e−iφ(y) h˜(a†, a) eiφ(y) eiXθ = B − i(θ¯ijOij − θijO¯ij)− i(y¯iKi − yiK¯i)
+terms containing ai or a†i +O(‖θ‖2, ‖y‖2).
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Therefore, (6.4.2) equals
B − i(θ¯ijOij − θijO¯ij)− i(y¯iKi − yiK¯i) +O(‖θ‖2, ‖y‖2). (6.4.3)
Since vectors y and matrices θ are independent variables, (6.4.3) is stationary at Ω˜ if and
only if [Oij] is a zero matrix and [Ki] is a zero vector. This ends the proof of part (2).
To prove (3) and (4) we note that, for U ∈ Pin, the neighborhood of Ω˜ = UΩ in the
set of fermionic pure Gaussian states is parametrized by antisymmetric matrices θ:
θ 7→ U eiXθ Ω,
where again Xθ := θija†ia
†
j + θ¯ijajai. Therefore, it suffices to repeat the above proof with
yi = Ki = 0, i = 1, . . . , n.
The proof of (1) is similar.
Proposition 6.2. In addition to the assumptions of Theorem 6.1 (2), suppose that Ω˜
corresponds to a minimum. Then the matrix [Dij] is positive.
Proof. Using that O and K are zero, we obtain
e−iφ(y) h˜(a†, a) eiφ(y) = B + y¯iDijyj
+terms containing ai or a†i +O(‖y‖3).
Therefore, (6.4.2) equals
B + y¯iDijyj +O(‖y‖3). (6.4.4)
Hence the matrix [Dij] is positive.
Note that in cases (1), (3) and (4) the matrix [Dij] does not have to be positive.
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7 Formulation and discussion of the main result
In this part of the thesis, which is based on the article [18], we shall present a rigorous
result concerning the Bogoliubov approximation presented in Subsection 4.2.1. In the
following subsections we will formulate the main theorem and explain how it is related
to the ideas presented in the first part of the thesis. Section 8 will be dedicated to the
presentation of the proof.
7.1 Setup
Let us state precisely the assumptions on the 2-body potential that we will use from now
on. Consider a real function Rd 3 x 7→ v(x), with its Fourier transform defined by
vˆ(p) :=
∫
Rd
v(x) e−ipx dx.
We assume that v(x) = v(−x), and that v ∈ L1(Rd) and vˆ ∈ L1(Rd). We also suppose
that the potential is positive and positive definite, i.e.
v(x) ≥ 0, x ∈ Rd, vˆ(p) ≥ 0, p ∈ Rd.
As explained in Section 4.1, we will consider Bose gas on the torus Λ =]−L/2, L/2]d,
that is, the d-dimensional cubic box of side length L with periodic boundary conditions.
We will always assume that L ≥ 1.
The original potential v is replaced by its periodized version
vL(x) :=
1
Ld
∑
p∈(2pi/L)Zd
eipx vˆ(p). (7.1.1)
Here, p ∈ (2pi/L)Zd is the discrete momentum variable. Note that vL is periodic with
respect to the domain Λ and that vL(x)→ v(x) as L→∞.
Consider the Hamiltonian
−
N∑
i=1
∆Li + λ
∑
1≤i<j≤N
vL(xi − xj) (7.1.2)
acting on the space L2s (ΛN) (the symmetric subspace of L2(ΛN)). The Laplacian is as-
sumed to have periodic boundary conditions.
7.2 Mean-field limit
Let ρ = N/Ld be the density of the gas. The Bogoliubov approximation (see Subsection
4.2.1) predicts that the ground state energy is
1
2
λρvˆ(0)(N − 1)− 1
2
∑
p∈ 2pi
L
Zd\{0}
(
|p|2 + ρλvˆ(p)− |p|
√
|p|2 + 2ρλvˆ(p)
)
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and that the low-lying excited states can be derived from the following elementary exci-
tation spectrum:
|p|
√
|p|2 + 2ρλvˆ(p). (7.2.1)
Note that within the Bogoliubov approximation both the ground state energy and the
excitation spectrum depend on ρ and λ only through the product ρλ. The dependence
on L is very weak:
1. The elementary excitation spectrum (7.2.1) depends on L only through the spacing
of the momentum lattice 2pi
L
Zd.
2. The expression for the ground state energy divided by the volume Ld converges for
L→∞ to a finite expression
1
2
ρ2λvˆ(0)− 1
2(2pi)d
∫ (
|p|2 + ρλvˆ(p)− |p|
√
|p|2 + 2ρλvˆ(p)
)
dp. (7.2.2)
We believe that it is important to understand the Bogoliubov approximation for large
L. As pointed out in the first part of this thesis, important physical properties, such
as the phonon group velocity and the description of the Beliaev damping in terms of
analyticity properties of Green’s functions, have an elegant description when we can view
the momentum as a continuous variable, which is equivalent to taking the limit L→∞.
Note that in our problem there are three a priori uncorrelated parameters: λ, N and
L. By the mean field limit one usually understands N →∞ with λ ' 1
N
and L = const.
However, when both N and L are large it is natural to consider a somewhat different
scaling. Here the mean field limit will correspond to N →∞ with λ ' 1
ρ
= L
d
N
.
Motivated by the above argument we will consider a system described by the Hamil-
tonian
HLN = −
N∑
i=1
∆Li +
Ld
N
∑
1≤i<j≤N
vL(xi − xj). (7.2.3)
It is translation invariant – it commutes with the total momentum operator
PLN := −
N∑
i=1
i∂Lxi . (7.2.4)
7.3 Excitation spectrum in the Bogoliubov approximation
We will denote by ELN the ground state energy of the mean-field Hamiltonian (7.2.3). If
p ∈ 2pi
L
Zd\{0} let KL,1N (p), KL,2N (p), . . . be the eigenvalues of HLN−ELN of total momentum
p in the order of increasing values, counting the multiplicity. The lowest eigenvalue of
HLN − ELN of total momentum p = 0 is 0 by general arguments (see Prop. 3.3 in [11]).
Let KL,1N (0), K
L,2
N (0), . . . be the next eigenvalues of H
L
N −ELN of total momentum 0, also
in the order of increasing values, counting the multiplicity.
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We also introduce the Bogoliubov energy
ELBog := −
1
2
∑
p∈ 2pi
L
Zd\{0}
(
|p|2 + vˆ(p)− |p|
√
|p|2 + 2vˆ(p)
)
(7.3.1)
and the Bogoliubov elementary excitation spectrum
ep = |p|
√
|p|2 + 2vˆ(p). (7.3.2)
For any p ∈ 2pi
L
zd we consider the corresponding excitation energies with momentum p:{
j∑
i=1
eki : k1, . . . ,kj ∈
2pi
L
Zd\{0}, k1 + · · ·+ kj = p, j = 1, 2, . . .
}
.
Let KL,1Bog(p), K
L,2
Bog(p), . . . be these excitation energies in the order of increasing values,
counting the multiplicity. Motivated by the discussion in Sections 3 and 4, we will use
the term excitation spectrum in the Bogoliubov approximation to denote the set of pairs(
KL,jBog(p),p
) ⊂ R × Rd. Later on, we will see that it coincides with the joint spectrum
of commuting operators HLBog − ELBog and PL with (0,0) removed. (See (8.5.3) for the
definition of HLBog).
Below we present pictures of the excitation spectrum of 1-dimensional Bose gas in the
Bogoliubov approximation for two potentials, v1 and v2. Both potentials are appropriately
scaled Gaussians. (Note that Gaussians satisfy the assumptions of our main theorem). On
both pictures the black dot at the origin corresponds to the quasiparticle vacuum, red dots
correspond to 1-quasiparticle excitations, blue triangles correspond to 2-quasiparticles
excitations, while green squares correspond to n-quasiparticles excitations with n ≥ 3.
We also give the graphs of the Fourier transforms of both potentials. Figures 11 and 13
can be seen as bosonic counterparts of the figures at the end of Section 5.2.5, but for a
system in finite volume.
Note that all figures are drawn in the same scale, apart from Figure 14 where the
potential had to be scaled down because of space limitations. In our units of length
2pi
L
= 15
100
.
At this point, let us make a short digression. Looking at Figure 11, one can notice
that for some given total momentum p, many-quasiparticle excitation energies are lower
than the elementary excitation spectrum. Physically this means that the corresponding
1-quasiparticle excitation is not stable: it may decay to m-quasiparticle states, m ≥ 2,
with a lower energy. This phenomenon has been observed experimentally ([32]) and is
called the Beliaev damping. We believe it is a nice feature of the excitation spectrum (as
defined in Section 3.2) that traces of this phenomenon are visible already at this level,
even without passing to the macroscopic limit (although the volume of the system has to
be sufficiently large).
Recall from the discussion in Section 2.3 that quasiparticles with finite lifetime can be
described within the framework of Green’s functions. If one assumes that the momentum
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variable is continuous, then Beliaev damping corresponds to a pole of the Green’s function
on a non-physical sheet of the energy complex plane. The imaginary part of the position
of this pole which is responsible for the rate of decay of quasiparticles has been computed
by Beliaev ([2]), hence the name of this phenomenon.
Figure 11: Excitation spectrum of 1-dimensional homogeneous Bose gas with potential v1
in the Bogoliubov approximation.
Figure 12: vˆ1(p) = e
−p2/5
10
.
The excitation spectrum for potential v2 (see Figure 13) has a very different shape –
it has local maxima and local minima away from the zero momentum. On the picture we
show traditional names of quasiparticles – phonons in the low momentum region, where
the dispersion relation is approximately linear, maxons near the local maximum and
rotons near the local minimum of the elementary excitation spectrum. For a discussion
about the physical meaning of these objects we refer to [29]. Let us only note that the
definition of a qusiparticle quantum system introduced in Section 3.4 is consistent with
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this terminology since it allows for a situation where some quasiparticles exist only for
some momenta.
Figure 13: Excitation spectrum of 1-dimensional homogeneous Bose gas with potential v2
in the Bogoliubov approximation.
Figure 14: vˆ2(p) = 15 e
−p2/2
2
.
7.4 Main result
In this Section we state our main result. It takes a slightly different form for the upper
and the lower bound. From now on we drop the superscript L.
Theorem 7.1. 1. Let c > 0. Then there exists C such that
(a) if
L2d+2 ≤ cN, (7.4.1)
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then
EN ≥ 1
2
vˆ(0)(N − 1) + EBog − CN−1/2L2d+3; (7.4.2)
(b) if in addition
KjN(p) ≤ cNL−d−2, (7.4.3)
then
EN +K
j
N(p) ≥
1
2
vˆ(0)(N − 1) + EBog +KjBog(p)
−CN−1/2Ld/2+3(KjN(p) + Ld)3/2. (7.4.4)
2. Let c > 0. Then there exists c1 > 0 and C such that
(a) if
L2d+1 ≤ cN (7.4.5)
and Ld+1 ≤ c1N, (7.4.6)
then
EN ≤ 1
2
vˆ(0)(N − 1) + EBog + CN−1/2L2d+3/2; (7.4.7)
(b) if in addition
KjBog(p) ≤ cNL−d−2 (7.4.8)
and KjBog(p) ≤ c1NL−2, (7.4.9)
then
EN +K
j
N(p) ≤
1
2
vˆ(0)(N − 1) + EBog +KjBog(p)
+CN−1/2Ld/2+3(KjBog(p) + L
d−1)3/2. (7.4.10)
Let us stress that the constants C and c1 that appear in the theorem depend only the
potential v, the dimension d, and the constant c, but do not depend on N , j and L. Note
also that both in the first (1), resp. (2) part of the theorem we can deduce (a) from (b)
by setting KjN(p) = 0, resp. K
j
Bog(p) = 0.
Theorem 7.1 expresses the idea that the Bogoliubov approximation becomes exact for
large N and L provided that the volume does not grow too fast. This may appear not
very transparent, since the error terms in the theorem depend on two parameters L and
N as well as on the excitation energy. Therefore, we present some consequences of our
theorem, where the error term depends only on N . They generalize the corresponding
remarks of [51].
Corollary 7.2. Let b > 1, −1− 1
2d+1
< α ≤ 1 and L4d+6 ≤ bN1−α. Then there exists M
such that if N > M , then
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1. EN = 12 vˆ(0)(N − 1) + EBog +O(N−α/2);
2. if min
(
KjN(p), K
j
Bog(p)
) ≤ (bN1−αL−d−6)1/3, then
KjN(p) = K
j
Bog(p) +O(N
−α/2);
3. if 0 < α ≤ 1 and min (KjN(p), KjBog(p)) ≤ bN1−αL−d−6, then
KjN(p) = K
j
Bog(p) +
(
1 +KjBog(p)
)
O(N−α/2).
The proof that Thm 7.1 implies Cor. 7.2 will be given in Subsection 8.8.
Remark 7.3. 1. The case α = 1, L = 1 of Corollary 7.2 corresponds directly to the
result of [51].
2. In part (3) of Corollary 7.2 one can also include the case α = 0 provided that L is
sufficiently large.
Thus, for largeN within a growing range of the volume, the low-lying energy-momentum
spectrum of the homogeneous Bose gas is well described by the Bogoliubov approximation.
In the infinite-volume limit momentum becomes a continuous variable, which is im-
portant when we want to consider the so-called critical velocity and phase velocity intro-
duced by Landau. They play a crucial role in his theory of superfluidity ([35], [36], see
also [11],[56]).
Mathematically, the Bogoliubov approximation has been studied mostly in the context
of the ground state energy ([43], [44], [21], [26], [52] [55], see also [41]). This makes the
work of Seiringer ([51]), Grech-Seiringer ([28]) and more recently by Lewin, Nam, Serfaty
and Solovej ([40]) even more notable, since they are devoted to a rigorous study of the
excitation spectrum of a Bose gas.
In [51] Seiringer proves that for a system of N bosons on a flat unit torus Td which
interact via a two-body potential v(x)/(N − 1), the excitation spectrum up to an energy
κ is formed by elementary excitations of momentum p with a corresponding energy of
the form (7.2.1) up to an error term of the order O(κ3/2N−1/2). Also in [28] and [40] the
authors are concerned with finite systems in the large particle number limit.
Our result can be considered as an extension of Seiringer’s result to systems of arbi-
trary volume. Motivated by the discussion in the first part of this thesis, the ultimate
goal would be to prove similar results in the thermodynamic limit with a fixed coupling
constant. Since at the moment this is out of reach, we consider other limits, which involve
convergence of the volume to infinity.
7.5 Outline of the proof
The rest of this thesis is devoted to the presentation of the proof of Theorem 7.1 and
Corollary 7.2. Let us briefly outline the main ideas behind that proof.
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There are two main difficulties that one needs to overcome when proving the main
result of this thesis. The first one refers to the fact that one needs to compare spec-
tral properties of two Hamiltonians which are a priori defined on different spaces: the
Hamiltonian (4.2.4) obtained by Bogoliubov within his approximation "lives and acts" in
the full Fock space (because it contains terms which are not particle-number-conserving)
while the mean-field Hamiltonian (7.2.3) is particle-number-conserving and thus acts only
on fixed-particle-number subspaces of the Fock space.
The second main problem is related to the c-number substitution described in Sub-
section 4.2.1. According to this substitution one neglects the non-commutativity of the
operators a†0 and a0.
We deal with the second problem by introducing the so-called extended Fock space
which contains non-physical states with a negative number of zero-momentum modes (see
Section 8.4). This allows us to treat the zero-momentum mode in a special way.
To deal with the first problem, motived by Bogoliubov’s introduction of the operators
(4.2.5), we introduce their counterparts adapted to the extended Fock space. In particular,
they allow us to simplify the algebraic computations involved in the proof.
Our proof uses partly methods presented in [51]. Note, however, that naive mimicking
leads to a much weaker result, which involves assuming that N ≥ C ecLd/2 to ensure that
the error terms tend to zero when taking the infinite-volume limit. This can be easily
seen by looking for example at equation (24) of [51]. In this equation one of the constants
is given by the expression eC2 where C2 is given by√
64N
N − 1
∑
p6=0
β2p.
In the infinite-volume limit the sum in the above expression can be replaced by a Riemann
integral at the cost of a factor Ld/2. This leads to a factor ecLd/2 in the estimates.
Our method leads to relatively simple algebraic calculations, which is helpful when
we want to control the volume dependence. Note also that our method yields the same
results as in [51] if one takes L = 1.
Interestingly, we have never seen the method of the extended space in the literature.
We believe it might be useful for further applications.
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8 Proofs of the theorem and corollary
8.1 Miscellanea
Let us describe some notation and basic facts from operator theory used below.
If A, B are operators, then the following inequality will be often used:
−A†A−B†B ≤ A†B +B†A ≤ A†A+B†B.
We will write A+ hc for A+ A†.
If A is a self-adjoint operator and Ω a Borel subset of the spectrum of A, then 1Ω(A)
will denote the spectral projection of A onto Ω.
Let A be a bounded from below self-adjoint operator on Hilbert space H. For simplic-
ity, let us assume that it has only discrete spectrum. We define
−→sp(A) := (E1, E2, . . . ),
where E1, E2, . . . are the eigenvalues of A in the order of increasing values, counting the
multiplicity. If dimH = n, then we set En+1 = En+2 = · · · =∞.
We will use repeatedly two consequences of the min-max principle [48]:
A ≤ B implies −→sp(A) ≤ −→sp(B),
and the so-called Rayleigh-Ritz principle: If K is a closed subspace of H, let PK be the
projection onto K. Then we have
−→sp(A) ≤ −→sp
(
PKAPK
∣∣∣
K
)
.
8.2 Second quantization
The Hamiltonian HN is defined on the N -particle bosonic space
HN := L2s (ΛN).
We will work most of the time in the momentum representation, in which the 1-particle
space L2(Λ) is represented as l2
(
2pi
L
Zd
)
, thus
HN ' ⊗Ns l2
(2pi
L
Zd
)
.
It is convenient to consider simultanously the direct sum of the N -particle spaces, the
bosonic Fock space
H := ∞⊕
N=0
HN = Γs
(
l2
(2pi
L
Zd
))
. (8.2.1)
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The direct sum of the Hamiltonians HN will be denoted H. Using the notation of the
second quantization it can be written (recall (4.1.5)) as
H :=
∞⊕
N=0
HN =
∑
p
p2a†pap +
1
2N
∑
p,q,k
vˆ(k)a†p+ka
†
q−kaqap.
Let us introduce some special notation for various operators and their 2nd quantiza-
tion.
Let P be the projection onto the constant function in L2(]L/2, L/2]d), and Q = 1−P .
The operator that counts the number of particles in, resp. outside the zero momentum
mode will be denoted by N0, resp. N>, i.e.
N0 =
N∑
i=1
Pi, N
> =
N∑
i=1
Qi. (8.2.2)
In the 2nd quantization notation,
N0 = a
†
0a0, N
> =
∑
p6=0
a†pap.
For N -particle bosonic wave functions Ψ,Φ, due to their symmetry, we have
〈Ψ|N>|Φ〉 = N〈Ψ|Q1|Φ〉, (8.2.3)
〈Ψ|N>(N> − 1)|Φ〉 = N(N − 1)〈Ψ|Q1Q2|Φ〉. (8.2.4)
The symbol T will denote the kinetic energy of the system: T = −
N∑
i=1
∆i. For further
reference, note that
〈Ψ|N>|Ψ〉 ≤ L
2
(2pi)2
〈Ψ|T |Ψ〉.
8.3 Bounds on interaction
The potential v can be interpreted as an operator of multiplication by v(x1 − x2) on
L2s (Λ
2). Following [51], we would like to estimate this 2-body operator by simpler, 1-body
operators. As a preliminary step we record the following bound:
Lemma 8.1. Let  > 0. Then
v ≥ P ⊗ PvP ⊗ P + P ⊗ PvQ⊗Q+Q⊗QvP ⊗ P
+(1− )(P ⊗Q+Q⊗ P )v(P ⊗Q+Q⊗ P )
+(1− −1)Q⊗QvQ⊗Q,
v ≤ P ⊗ PvP ⊗ P + P ⊗ PvQ⊗Q+Q⊗QvP ⊗ P
+(1 + )(P ⊗Q+Q⊗ P )v(P ⊗Q+Q⊗ P )
+(1 + −1)Q⊗QvQ⊗Q.
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Proof. Using the translation invariance of v we obtain
v = (P ⊗ P +Q⊗Q)v(P ⊗ P +Q⊗Q)
+(P ⊗Q+Q⊗ P )v(P ⊗Q+Q⊗ P )
+(P ⊗Q+Q⊗ P )vQ⊗Q+Q⊗Qv(P ⊗Q+Q⊗ P ).
Then we apply the Schwarz inequality to the last two terms.
Let us now identify the second quantization of various terms on the r.h.s of the esti-
mates of Lemma 8.1. For instance, let us have a look at the term involving P ⊗QvQ⊗P .
To this end recall the notion of the second quantization of certain 2-body operators. More
precisely, let w be an operator on the symmetrized 2-particle space. Then by its second
quantization we will mean the operator that restricted to the N -particle space equals∑
1≤i<j≤N
wij.
If w is an operator on the unsymmetrized 2-particle space, then we can also speak about
its second quantization, but now its restriction to the N -particle space equals
1
2
∑
1≤i 6=j≤N
wij.
In the momentum basis this operator written in the 2nd quantized language equals
1
2
∑
p1,p2,p3,p4
〈p1,p2|w|p3,p4〉a†p1a†p2ap3ap4 .
Taking for w the operator P ⊗QvQ⊗ P we calculate
1
2
∑
p1,p2,p3,p4
〈p1,p2|P ⊗QvQ⊗ P |p3,p4〉a†p1a†p2ap3ap4 =∑
p1,p2,p3,p4
∫
Λ
∫
Λ
(P e−ip1x)(Q e−ip2y)
v(x− y)
2L2d
(Q e−ip3y)(P e−ip4x)dxdya†p1a
†
p2
ap3ap4 =
∑
p,p1,p2,p3,p4
∫
Λ
∫
Λ
(P e−ip1x)(Q e−ip2y) eip(x−y)
vˆ(p)
2L3d
(Q e−ip3y)(P e−ip4x)dxdya†p1a
†
p2
ap3ap4 ,
where in the last step we used (7.1.1). Since P is a projection onto the constant function,
this implies p1 = p4 = 0. Since Q = 1− P , we have p2 6= 0 and p3 6= 0. Thus we obtain
1
2
∑
p1,p2,p3,p4
〈p1,p2|P ⊗QvQ⊗ P |p3,p4〉a†p1a†p2ap3ap4 =∑
p,p2 6=0,p3 6=0
∫
Λ
∫
Λ
e−ip2y eip(x−y)
vˆ(p)
2L3d
e−ip3y dxdya†0a
†
p2
ap3a0.
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Using 1
Ld
∫
Λ
eipx = δp,0 it leads to
1
2
∑
p1,p2,p3,p4
〈p1,p2|P ⊗QvQ⊗ P |p3,p4〉a†p1a†p2ap3ap4 =
1
2Ld
∑
p 6=0
vˆ(p)a†papa
†
0a0.
We thus identify the second quantization of various terms on the r.h.s of the estimates of
Lemma 8.1:
P ⊗ PvP ⊗ P 1
2Ld
vˆ(0)a†0a
†
0a0a0 =
1
2Ld
vˆ(0)N0(N0 − 1),
P ⊗ PvQ⊗Q 1
2Ld
∑
p6=0
vˆ(p)a†0a
†
0apa−p,
Q⊗QvP ⊗ P 1
2Ld
∑
p6=0
vˆ(p)a†pa
†
−pa0a0,
P ⊗QvQ⊗ P, Q⊗ PvP ⊗Q 1
2Ld
∑
p6=0
vˆ(0)a†papN0,
P ⊗QvP ⊗Q, Q⊗ PvQ⊗ P 1
2Ld
∑
p6=0
vˆ(p)a†papN0.
The second quantization of Q⊗QvQ⊗Q can be bounded from above by
v(0)
∑
1≤i<j≤N
QiQj = v(0)
1
2
N>(N>−1).
Introduce the family of estimating Hamiltonians
HN, :=
1
2
vˆ(0)(N − 1) +
∑
p6=0
(|p|2 + vˆ(p))a†pap
+
1
2N
∑
p6=0
vˆ(p)
(
a†0a
†
0apa−p + a
†
pa
†
−pa0a0
)
− 1
N
∑
p6=0
(
vˆ(p) +
vˆ(0)
2
)
a†papN
> +
vˆ(0)
2N
N>
+

N
∑
p6=0
(
vˆ(p) + vˆ(0)
)
a†papN0
+(1 + −1)
1
2N
v(0)LdN>(N> − 1).
The operators HN, preserve the N -particle sectors. By the above calculations we
obtain the following estimates on the Hamiltonian:
HN ≥ HN,−, 0 <  ≤ 1; (8.3.1)
HN ≤ HN,, 0 < . (8.3.2)
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8.4 Extended space
So far we used the physical Hilbert space (8.2.1). By the exponential property of Fock
spaces we have the identification
H ' Γs(C)⊗ Γs
(
l2
(2pi
L
Zd\{0})). (8.4.1)
Let us embed the space of zero modes Γs(C) = l2({0, 1, . . . }) in a larger space l2(Z). Thus
we obtain the extended Hilbert space
Hext := l2(Z)⊗ Γs
(
l2
(2pi
L
Zd\{0})). (8.4.2)
The physical space (8.4.1) is spanned by vectors of the form |n0〉 ⊗Ψ>, where |n0〉 repre-
sents n0 zero modes (n0 ≥ 0) and Ψ> represents a vector outside the zero mode.
The space (8.4.2) is also spanned by vectors of this form, where now the relation n0 ≥ 0
is not imposed. The orthogonal complement of H in Hext will be denoted by Hnph (for
“non-physical”).
On Hext we have a self-adjoint operator N ext0 such that N ext0 |n0〉 ⊗Ψ> = n0|n0〉 ⊗Ψ>.
Its spectrum equals Z. Clearly
N ext0
∣∣∣
H
= N0, H = Ran1[0,∞[(N ext0 ), Hnph = Ran1]−∞,0[(N ext0 ).
If N ∈ Z, we will write HextN for the subspace of Hext corresponding to N> +N ext0 = N .
We have also a unitary operator
U |n0〉 ⊗Ψ> = |n0 − 1〉 ⊗Ψ>.
Notice that both U and U † commute with both ap and a†p with p 6= 0. We now define for
p 6= 0 the following operator on Hext:
bp := apU
†.
Operators bp and b†q satisfy the same CCR as ap and a†q.
The extended space is useful in the study of N -body Hamiltonians. To illustrate this,
on HextN let us introduce the extended Hamiltonian
HextN =
∑
p6=0
(
p2 +
N ext0
N
(vˆ(p) + vˆ(0)
)
b†pbp
+
1
2
∑
p6=0
(
vˆ(p)
√
N ext0 (N
ext
0 − 1)
N
bpb−p + hc
)
+
1
N
∑
k,p6=0
vˆ(k)b†kb
†
p−kbp
√
max(N ext0 , 0) + hc
)
+
1
2N
∑
p,q,k 6=0
vˆ(k)b†p+kb
†
q−kbqbp.
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It is easy to see that HextN preserves the N -particle physical space HN and on HN it
coincides with HN .
Here we will use the extended estimating Hamiltonian, which is the following operator
on HextN :
HextN, :=
1
2
vˆ(0)(N − 1) +
∑
p6=0
(|p|2 + vˆ(p))b†pbp
+
1
2
∑
p6=0
vˆ(p)
(√(N ext0 − 1)N ext0
N
bpb−p + hc
)
− 1
N
∑
p 6=0
(
vˆ(p) +
vˆ(0)
2
)
b†pbpN
> +
vˆ(0)
2N
N>
+

N
∑
p6=0
(
vˆ(p) + vˆ(0)
)
b†pbpN
ext
0
+(1 + −1)
1
2N
v(0)LdN>(N> − 1).
Note that HextN, preserves HN and restricted to HN coincides with HN,.
8.5 Bogoliubov Hamiltonian
Consider the operator∑
p6=0
(|p|2 + vˆ(p))b†pbp + 12 ∑
p6=0
vˆ(p)
(
bpb−p + b†pb
†
−p
)
.
acting on Hext. It commutes with N0 + N> and U . In particular, it preserves HextN . Its
restriction to HextN will be denoted HBog,N .
We can write
HextN, =
1
2
vˆ(0)(N − 1) +HBog,N +RN,, (8.5.1)
RN, :=
1
2
∑
p6=0
vˆ(p)
((√(N ext0 − 1)N ext0
N
− 1
)
bpb−p + hc
)
− 1
N
∑
p 6=0
(
vˆ(p) +
vˆ(0)
2
)
b†pbpN
> +
vˆ(0)
2N
N>
+

N
∑
p6=0
(
vˆ(p) + vˆ(0)
)
b†pbpN
ext
0
+(1 + −1)
1
2N
v(0)LdN>(N> − 1). (8.5.2)
Clearly, all HBog,N are unitarily equivalent to one another: UHBog,NU † = HBog,N−1.
It is easy to see that they are all unitarily equivalent to what we can call the standard
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Bogoliubov Hamiltonian:
HBog =
∑
p6=0
(|p|2 + vˆ(p))a†pap + 12 ∑
p6=0
vˆ(p)
(
apa−p + a†pa
†
−p
)
. (8.5.3)
HBog acts on Γs
(
l2
(
2pi
L
Zd\{0})).
We would now like to find a unitary transformation diagonalizing HBog. To this end
set
Ap := |p|2 + vˆ(p), Bp := vˆ(p).
Introduce also αp, βp, cp and sp by
αp =
1
Bp
(
Ap −
√
A2p −B2p
)
= tanh(2βp),
cp =
1√
1− α2p
= cosh(2βp),
sp =
αp√
1− α2p
= sinh(2βp).
Now let S = e−X , where
X =
∑
p 6=0
βp
(
a†pa
†
−p − apa−p
)
. (8.5.4)
Then using the Lie formula
e−X aq eX =
∞∑
j=0
(−1)j
j!
[X, ...[X, aq] . . . ]
j times
= 1 + 2βqa
†
−q +
1
2
4β2qaq + . . .
we get
SaqS
† = cqaq + sqa
†
−q. (8.5.5)
Therefore,
HBog =
∑
p6=0
1
2
(
Ap(a
†
pap + a
†
−pa−p) +Bp(a
†
pa
†
−p + apa−p)
)
= −1
2
∑
p6=0
(
Ap −
√
A2p −B2p
)
(8.5.6)
+
∑
p 6=0
√
A2p −B2p
(
cpa
†
p + spa−p
)(
cpap + spa
†
−p
)
(8.5.7)
= EBog + S
(∑
p6=0
epa
†
pap
)
S†, (8.5.8)
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where ep and EBog are defined by (7.3.2) and (7.3.1) respectively. Thus the spectrum of
HBog − EBog equals{ j∑
i=1
eki : k1, . . . ,kj ∈
2pi
L
Zd\{0}, j = 0, 1, 2, . . .
}
.
For further reference note the identities:
αp =
vˆ(p)
|p|2 + vˆ(p) + |p|√2vˆ(p) + |p|2 ,
(cp − sp)2 = 1− αp
1 + αp
=
|p|√|p|2 + 2vˆ(p) , (8.5.9)
sp(cp − sp) = αp
1 + αp
=
vˆ(p)
|p|2 + 2vˆ(p) + |p|√|p|2 + 2vˆ(p) , (8.5.10)
2spcp(cp − sp)2 = αp
(1 + αp)2
=
vˆ(p)
|p|2 + 2vˆ(p) .
We note also an alternative formula for the Bogoliubov energy:
EBog = −1
2
∑
p∈ 2pi
L
Zd\{0}
vˆ(p)2
|p|2 + vˆ(p) + |p|√|p|2 + 2vˆ(p)|p| .
8.6 Lower bound
In this section we prove the lower bound part of Theorem 7.1. Using the notation intro-
duced in the previous sections it follows from the following statement:
Theorem 8.2. Let c > 0. Then there exists C such that for any κ ≥ 0 with
Ld+2(Ld + κ) ≤ cN (8.6.1)
we have
−→sp(1[0,κ](HN − EN)HN) ≥ 1
2
vˆ(0)(N − 1) +−→sp(HBog)
−CN−1/2Ld/2+3(κ+ Ld)3/2.
The proof of the lower bound starts with estimates analogous to Lemmas 1 and 2 of
[51]. Note that in these estimates all operators involve the physical Hilbert space.
Lemma 8.3. The ground state energy EN of HN satisfies the bounds
0 ≥ EN − 1
2
(N − 1) vˆ(0) ≥ 1
2
(
vˆ(0)− Ldv(0)). (8.6.2)
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Proof. The upper bound to the ground state energy follows by using a constant trial wave
function Ψ = L−Nd/2, which gives
1
2
(N − 1)vˆ(0) ≥ EN . (8.6.3)
Using vˆ(p) ≥ 0 for every p ∈ 2pi
L
Zd we obtain sup
x
v(x) = v(0). Moreover,
1
2Ld
∑
p∈ 2pi
L
Zd\{0}
vˆ(p)
∣∣∣∣∣
N∑
i=1
eipxj
∣∣∣∣∣
2
≥ 0.
This is equivalent to ∑
1≤i<j≤N
v(xi − xj) ≥ N
2
2Ld
vˆ(0)− N
2
v(0). (8.6.4)
Hence,
HN ≥ T + L
d
N
(
N2
2Ld
vˆ(0)− N
2
v(0)
)
, (8.6.5)
and so
EN ≥ L
d
N
(
N2
2Ld
vˆ(0)− N
2
v(0)
)
.
Let κ ≥ 0. For brevity we introduce the following notation for the spectral projection
onto the spectral subspace of HN corresponding to the energy less than or equal to EN+κ:
1Nκ := 1[0,κ](HN − EN).
1Nκ can be understood as a projection acting on the extended space with range in the
physical space.
Lemma 8.4. There exists C such that
N> ≤ CL2(HN − EN + Ld). (8.6.6)
Consequently,
1Nκ N
>1Nκ ≤ CL2
(
Ld + κ
)
. (8.6.7)
Proof. Using first (8.6.5) and (8.6.3) we obtain
T ≤ HN − EN − 1
2
vˆ(0) +
1
2
Ldv(0)
≤ C(HN − EN + Ld).
By (8.2) this implies (8.6.6).
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Lemma 8.5. We have
1Nκ (N
>)21Nκ ≤ CL4
(
Ld + κ
)2
. (8.6.8)
Proof. Let 1Nκ Ψ = Ψ. As in [51],
〈Ψ|N>T |Ψ〉 = 〈Ψ|N>(HN − EN − 1
2
κ)|Ψ〉 (8.6.9)
+N
〈
Ψ|Q1
(
EN +
1
2
κ− L
d
N
∑
2≤i<j≤N
v(xi − xj)
)
|Ψ
〉
(8.6.10)
−Ld
〈
Ψ|Q1
∑
2≤j≤N
v(x1 − xj)|Ψ
〉
. (8.6.11)
Using Schwarz’s inequality, the first term can be bounded as
|(8.6.9)| ≤ ‖N>Ψ‖
∥∥∥HN − EN − 1
2
κ
∥∥∥
≤ κ
2
〈Ψ|(N>)2Ψ〉1/2.
Let us estimate the second term. Using (8.6.4) we get
EN − L
d
N
∑
2≤i<j≤N
v(xi − xj) ≤ 1
2
(N − 1)vˆ(0) + L
d
2N
(N − 1)v(0)− 1
2N
(N − 1)2vˆ(0)
=
1
2
N − 1
N
(
vˆ(0) + Ldv(0)
)
.
Hence,
(8.6.10) ≤
(κ
2
+
1
2
N − 1
N
(
vˆ(0) + Ldv(0)
))
N〈Ψ|Q1|Ψ〉
≤
(κ
2
+
1
2
(
vˆ(0) + Ldv(0)
))〈Ψ|N>|Ψ〉
Finally, let us consider the third term:
〈Ψ|Q1v(x1 − x2)|Ψ〉 = 〈Ψ|Q1Q2v(x1 − x2)|Ψ〉+ 〈Ψ|Q1P2v(x1 − x2)Q2|Ψ〉
+〈Ψ|Q1P2v(x1 − x2)Q2|Ψ〉.
Using Schwarz’s inequality we obtain
|〈Ψ|Q1Q2v(x1 − x2)|Ψ〉| ≤ v(0)〈Ψ|Q1Q2|Ψ〉1/2,
|〈Ψ|Q1P2v(x1 − x2)Q2|Ψ〉| ≤ v(0)〈Ψ|Q1|Ψ〉.
Furthermore, denoting Q1ψ = ψ˜, we have
〈Ψ|Q1P2v(x1 − x2)P2|Ψ〉 = 〈Ψ˜|P2v(x1 − x2)P2|Ψ〉 =∫ ∫ ∫ ∫
Ψ˜(x1,x2)v(x1 − x′2)Ψ(x1,x′′2)dx′′2dx′2dx2dx1 =
∫
v(x)dx〈Ψ|Q1P2|Ψ〉.
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Since Q1 and P2 are commuting orthogonal projections, we have
〈Ψ|Q1P2|Ψ〉 = 〈Ψ|Q1P2Q1P2|Ψ〉 = ‖Q1P2Ψ‖ ≥ 0.
Thus
〈Ψ|Q1P2v(x1 − x2)P2|Ψ〉 ≥ 0.
Therefore, using (8.2.3) and (8.2.4)
|(8.6.11)| ≤ v(0)Ld
(√N − 1
N
〈Ψ|(N>−1)N>|Ψ〉1/2 + N − 1
N
〈Ψ|N>|Ψ〉
)
≤ v(0)Ld
(
〈Ψ|(N>)2Ψ〉1/2 + 〈Ψ|N>|Ψ〉
)
.
Now
〈ψ|(N>)2|ψ〉 ≤ L
2
(2pi)2
〈ψ|N>T |ψ〉. (8.6.12)
We can add the three estimates, use (8.6.12) and obtain
〈Ψ|N>T |Ψ〉 ≤ C(κ+ Ld)
(
〈Ψ|(N>)2|Ψ〉1/2 + 〈Ψ|N>|Ψ〉
)
≤ CL2(κ+ Ld)2
+CL(κ+ Ld)〈Ψ|N>T |Ψ〉1/2.
Setting X := 〈ψ|N>T |ψ〉1/2 we can rewrite this as X2 < c+ aX in the obvious notation.
Solving this inequality we get that
X2 ≤ a
2
2
+ c+
√
a2 + 4c.
This implies
1Nκ N
>T1Nκ ≤ CL2
(
Ld + κ
)2
. (8.6.13)
If in addition we use (8.6.12), we obtain (8.6.8).
Lemma 8.6.
sup
0<≤1
1Nκ RN,−1
N
κ ≥ −CN−1/2Ld/2+3(Ld + κ)3/2. (8.6.14)
Proof.
1Nκ RN,−1
N
κ ≥ 1Nκ
1
2
∑
p6=0
vˆ(p)
((√(N0 − 1)N0
N
− 1
)
bpb−p + hc
)
1Nκ
−1Nκ
1
N
∑
p 6=0
(
vˆ(p) +
vˆ(0)
2
)
b†pbpN
>1Nκ
−1Nκ
1
N
∑
p6=0
(
vˆ(p) + vˆ(0)
)
b†pbpN01
N
κ
−−11Nκ
1
2N
v(0)Ld(N>)21Nκ . (8.6.15)
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Note that the range of 1Nκ is inside the physical space, so whenever possible we replaced
N ext0 by N0. It is easy to estimate from below various terms on the right of (8.6.15) by
expressions involving N>. The first term requires more work than the others. We have
N −
√
(N0 − 1)N0 = 2NN
> − (N>)2 +N −N>
N +
√
(N −N> − 1)(N −N>)
≤ 2N> + 1.
Then we use(√
(N0 − 1)N0 −N
)∑
p6=0
vˆ(p)bpb−p + hc ≥ −
(∑
p6=0
vˆ(p)bpb−p
)†∑
p6=0
vˆ(p)bpb−p
−(√(N0 − 1)N0 −N)2
≥ −C(N>)2 − (2N> + 1)2
≥ −C1
(
(N>)2 + 1
)
.
To bound the third term we use N0 ≤ N . We obtain
1Nκ RN,−1
N
κ ≥ −C1Nκ
(N>)2 + 1
N
1Nκ
−C1Nκ
(N>)2
N
1Nκ
−C1Nκ N>1Nκ
−−1C1Nκ Ld
(N>)2
N
1Nκ .
Using that 0 ≤  ≤ 1 and L ≥ 1, we can partly absorb the first two terms in the fourth:
≥ −C
N
1Nκ − C1Nκ N>1Nκ − −1C1Nκ Ld
(N>)2
N
1Nκ .
By (8.6.6) and (8.6.8), this can be estimated by
≥ −CN−1 − CL2(Ld + κ)− −1CN−1Ld+4(Ld + κ)2. (8.6.16)
Setting  = c−1/2Ld/2+1(Ld + κ)1/2N−1/2 in (8.6.16), which by Condition (8.6.1) is less
than 1, we bound it by
≥ −CN−1 − CN−1/2Ld/2+3(Ld + κ)3/2.
Using L ≥ 1, we can absorb the first term in the second.
Proof of Thm 8.2. Recall inequality (8.3.1), which implies for 0 <  ≤ 1
1Nκ HN1
N
κ ≥ 1Nκ
(
1
2
vˆ(0)(N − 1) +HBog,N +RN,−
)
1Nκ .
Thus it suffices to apply Lemma 8.6 and the min-max principle.
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Proof of Thm 7.1 (1). First set κ = 0. Then Condition (8.6.1) becomes Condition (7.4.1)
and we obtain Thm 7.1 (1a).
Next set κ = KjN(p). Then Condition (8.6.1) is equivalent to the conjunction of
Conditions (7.4.1) and (7.4.3). We obtain Thm 7.1 (1b).
8.7 Upper bound
In this section we prove the following theorem, which implies the upper bound of Theorem
7.1:
Theorem 8.7. Let c > 0. Then there exist c1 > 0 and C such that if κ ≥ 0 and
Ld+2(κ+ Ld−1) ≤ cN, (8.7.1)
L2(κ+ Ld−1) ≤ c1N (8.7.2)
then
−→sp(HN) ≤ 1
2
vˆ(0)(N − 1) +−→sp
(
1[0,κ](HBog − EBog)HBog
)
+CN−1/2Ld/2+3(κ+ Ld−1)3/2.
For brevity, we set
1Bogκ := 1[0,κ](HBog,N − EBog).
From now on, to simplify the notation we will also write HBog instead of HBog,N , even
though this is an abuse of notation. (HBog,N is unitarily equivalent, but strictly speaking
distinct from (8.5.3)).
We also set
dp := SbpS
†
where S is defined as in (8.5.4) with operators a’s replaced by b’s. Clearly,
dp = cpbp + spb
†
−p, d
†
p = cpb
†
p + spb−p.
Lemma 8.8. There exist C1, C2 such that
HBog − EBog ≥ C1L−2N> − C2Ld−1. (8.7.3)
Consequently,
1Bogκ N
>1Bogκ ≤ CL2(Ld−1 + κ). (8.7.4)
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Proof. Using (8.5.8) we have that
HBog − EBog =
∑
p6=0
epSb
†
pbpS
†
≥
∑
p6=0
pi
√
8vˆ(0)
L
Sb†pbpS
† =
pi
√
8vˆ(0)
L
SN>S†.
Now
SN>S† =
∑
±p 6=0
(
d†pdp + d
†
−pd−p
)
=
∑
±p6=0
(
(c2p + s
2
p)
(
b†pbp + b
†
−pb−p
)
+2cpsp
(
b†pb
†
−p + bpb−p
)
+ 2s2p
)
.
(When we write ±p under the summation symbol, we sum over all pairs {p,−p}). Using
b†pb
†
−p + bpb−p ≥ −
(
b†pbp + b
†
−pb−p + 1
)
we obtain ∑
±p6=0
(
d†pdp + d
†
−pd−p
)
≥
∑
±p6=0
(
(cp − sp)2
(
b†pbp + b
†
−pb−p
)− 2sp(cp − sp)). (8.7.5)
By (8.5.9) we know that inf
p6=0
(cp − sp)2 ≥
√
2pi√
vˆ(0)L
. Also, (8.5.10) yields
1
Ld
∑
±p6=0
sp(cp − sp) <∞,
uniformly in L. Thus
HBog − EBog ≥ C
L
SN>S†
≥ C1
L2
∑
±p6=0
(
b†pbp + b
†
−pb−p
)− C2Ld−1
Ld
∑
±p6=0
2sp(cp − sp)
= C1L
−2N> − C2Ld−1.
This proves (8.7.3), which can be rewritten as
N> ≤ C−11 L2(HBog − EBog + C2Ld−1). (8.7.6)
By the definition of 1Bogκ we have
1Bogκ (HBog − EBog)1Bogκ ≤ κ
which implies (8.7.4).
We shall now prove a similar lemma, but for quartic operators. The calculations are
therefore a little bit more burdensome.
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Lemma 8.9. Set
M :=
∑
p6=0
(cp − sp)2b†pbp,
A1 :=
∑
p6=0
2sp(cp − sp),
A2 :=
∑
p6=0
4(cp − sp)2s2p.
Then
(SN>S† + A1)2 ≥M2 − A2. (8.7.7)
Proof. Recall that when we write ±p under the summation symbol, we sum over all pairs
{p,−p}. We have ( ∑
±p6=0
(
d†pdp + d
†
−pd−p + 2sp(cp − sp)
))2
=
∑
±p,±q 6=0
(
d†p
(
d†qdq + d
†
−qd−q + 2sq(cq − sq)
)
dp
+d†−p
(
d†qdq + d
†
−qd−q + 2sq(cq − sq)
)
d−p
)
+
∑
±p,±q 6=0
2sp(cp − sp)
(
d†qdq + d
†
−qd−q + 2sq(cq − sq)
)
+
∑
±p6=0
(
d†pdp + d
†
−pd−p
)
.
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Using (8.7.5) we bound this from below by∑
±p,±q 6=0
(cq − sq)2
(
d†p
(
b†qbq + b
†
−qb−q
)
dp + d
†
−p
(
b†qbq + b
†
−qb−q
)
d−p
)
+
∑
±p,±q 6=0
2sp(cp − sp)(cq − sq)2
(
b†qbq + b
†
−qb−q
)
+
∑
±p6=0
(
(cp − sp)2
(
b†pbp + b
†
−pb−p
)− 2sp(cp − sp)).
=
∑
±p,±q 6=0
(cq − sq)2
(
b†q
(
d†pdp + d
†
−pd−p
)
bq + b
†
−q
(
d†pdp + d
†
−pd−p
)
b−p
)
+
∑
±p6=0
(cp − sp)2
(
2s2p
(
b†pbp + b
†
−pb−p
)
+ 2cpsp
(
b†pb
†
−p + bpb−p
)
+ 2s2p
)
+
∑
±p,±q 6=0
2sp(cp − sp)(cq − sq)2
(
b†qbq + b
†
−qb−q
)
+
∑
±p6=0
(
(cp − sp)2
(
b†pbp + b
†
−pb−p
)− 2sp(cp − sp)).
=
∑
±p,±q 6=0
(cq − sq)2
(
b†q
(
d†pdp + d
†
−pd−p + 2sp(cp − sp)
)
bq
+b†−q
(
d†pdp + d
†
−pd−p + 2sp(cp − sp)
)
b−p
)
+
∑
±p6=0
(cp − sp)2
((
2s2p + 1
)(
b†pbp + b
†
−pb−p
)
+ 2cpsp
(
b†pb
†
−p + bpb−p
))
+
∑
±p6=0
(
(cp − sp)22s2p − 2sp(cp − sp)
)
.
Using (8.7.5) one more time, we bound this from below by∑
±p,±q 6=0
(cq − sq)2(cp − sp)2
(
b†q
(
b†pbp + b
†
−pb−p)bq + b
†
−q
(
b†pbp + b
†
−pb−p
)
b−q
)
+
∑
±p6=0
(cp − sp)2(2s2p − 2cpsp + 1)
(
b†pbp + b
†
−pb−p
)
+
∑
±p6=0
(
(−2cpsp + 2s2p)(cp − sp)2 − 2sp(cp − sp)
)
=
( ∑
±p6=0
(cp − sp)2
(
b†pbp + b
†
−pb−p
))2 − ∑
±p6=0
4(cp − sp)2cpsp.
Lemma 8.10. There exist C1, C2 such that(
HBog − EBog
)2 ≥ C1L−4(N>)2 − C2L2d−2. (8.7.8)
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Therefore,
1Bogκ (N
>)21Bogκ ≤ CL4(Ld−1 + κ)2. (8.7.9)
Proof. As in the proof of Lemma 8.8,
(
HBog − EBog
)2 ≥ (pi√8vˆ(0))2
L2
(
SN>S†
)2
. (8.7.10)
For any δ > 0, Lemma 8.7.7 implies
(1 + δ)(SN>S†)2 + (1 + δ−1)A21 ≥M2 − A2.
Moreover, the limits lim
L→∞
A1
Ld
and lim
L→∞
A2
Ld
exist. Therefore,
(
SN>S†
)2 ≥ M2 − CL2d.
Using (8.7.10) and M ≥ C1L−1N>, we easily conclude that (8.7.8) holds. Hence
(N>)2 ≤ C−12 L4
(
(HBog − EBog)2 + C3L2d−2
)
,
which easily implies (8.7.9).
Suppose now that G is a smooth non-negative function on [0,∞[ such that
G(s) =
{
1, if s ∈ [0, 1
3
]
0, if s ∈ [1,∞[. (8.7.11)
Set
AN := G(N
>/N), AnphN := 1− AN .
The operator AN will serve as a smooth approximation to the projection onto the physical
space. Set
Yκ := 1
Bog
κ AN .
Lemma 8.11. We have
1Bogκ − YκY †κ = O
(
L2(κ+ Ld−1)N−1
)
.
Proof. We have
1Bogκ − YκY †κ = 1Bogκ
(
1−G(N>/N)2)1Bogκ
= 1Bogκ (N
>/N)1/2
((
1−G(N>/N)2)(N>/N)−1)(N>/N)1/21Bogκ .
But by the spectral theorem
‖(1−G(N>/N)2)(N>/N)−1‖ = sup
s
{|(1−G(s)2)s−1|} <∞,
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and by (8.7.4)
(N>/N)−1/21Bogκ = O
(
L(κ+ Ld−1)1/2N−1/2
)
.
Let 0 < c0 < 1. If
‖1Bogκ − YκY †κ ‖ ≤ c0, (8.7.12)
then YκY †κ is invertible on Ran1Bogκ . We will denote by
(
YκY
†
κ
)−1 the corresponding
inverse. We set
Xκ :=
(
YκY
†
κ
)−1/2
.
On the orthogonal complement of Ran1Bogκ we extend it by 0.
By Lemma 8.11 and Condition (8.7.2) with a sufficiently small c1, we can guarantee
that (8.7.12) holds with, say, c0 ≤ 1/2. Therefore, in what follows Xκ is well defined.
Lemma 8.12.
1Bogκ −Xκ = O
(
L2(κ+ Ld−1)N−1
)
. (8.7.13)
Proof. We know already that
(
YκY
†
κ
)−1 exists. By the convergent Neumann series
(
YκY
†
κ
)−1
=
∞∑
j=0
(
1− YκY †κ
)j
and thus
‖(YκY †κ )−1‖ ≤ (1− c0)−1.
This implies
‖1Bogκ −
(
YκY
†
κ
)−1‖ ≤ c0(1− c0)−1
which is O
(
L2(κ+ Ld−1)N−1
)
. This implies (8.7.13) by the spectral theorem.
Lemma 8.13.
Xκ[AN , [AN , HBog]]Xκ = O
(
N−2L2(κ+ Ld−1)
)
.
Proof. We have
[N>, [N>, HBog]] = 2
∑
vˆ(p)(bpb−p + b†pb
†
−p).
Using
−b†pbp − b†−pb−p − 1 ≤ bpb−p + b†pb†−p ≤ b†pbp + b†−pb−p + 1
we obtain
−C(N> + Ld) ≤ [N>, [N>, HBog]] ≤ C(N> + Ld).
This implies ∥∥∥(N> + Ld)−1/2[N>, [N>, HBog]](N> + Ld)−1/2∥∥∥ ≤ C. (8.7.14)
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Now notice that for operators S and T one has
[
eitS, T
]
=
∫ t
0
d
du
eiuS T e−iuS du eitS =
∫ t
0
i eiuS[S, T ] ei(t−u)S du
which together with the representation mentioned above yields
[AN , HBog] =
1
2pi
∫
R
Gˆ(t)
∫ t
0
i eiu
N>
N
[
N>
N
,HBog
]
ei(t−u)
N>
N dudt.
We can repeat this calculation to obtain[
AN , [AN , HBog]
]
=
−1
4pi2
∫
R
Gˆ(p)
∫ p
0
eis
N>
N
1
2pi
∫
R
Gˆ(t)
∫ t
0
[
N>
N
, eiu
N>
N [
N>
N
,HBog] e
i(t−u)N>
N ]dudt ei(p−s)
N>
N dsdp
=
−1
4pi2
∫
R
∫ p
0
∫
R
∫ t
0
Gˆ(p)Gˆ(t) ei(s+u)
N>
N [
N>
N
, [
N>
N
,HBog]] e
i(t−u+p−s)N>
N dudtdsdp
=
−1
2pi2N2
∫
R
∫ p
0
∫
R
∫ t
0
Gˆ(p)Gˆ(t) ei(s+u)
N>
N
(∑
vˆ(q)(bqb−q + b†qb
†
−q)
)
ei(t−u+p−s)
N>
N dudtdsdp.
Thus, because all integrals are finite (and uniform with respect to n and L), we only need
to bound the expression〈
ψ
∣∣∣Xκ eiaN>N (∑ vˆ(q)(bqb−q + b†qb†−q)) eicN>N Xκ∣∣∣ψ〉
for some a, c ∈ R.
We can now insert the identity operator 1 = (N> +Ld)1/2(N> +Ld)−1/2 between Xκ and
eia
N>
N and use Schwarz inequality to obtain〈
ψ
∣∣∣Xκ eiaN>N (∑ vˆ(q)(bqb−q + b†qb†−q)) eicN>N Xκ∣∣∣ψ〉 ≤ 〈Xκψ∣∣∣(N> + Ld)∣∣∣Xκψ〉1/2
×
〈
Xκψ
∣∣∣ e−icN>N (N> + Ld)1/2A†A(N> + Ld)1/2 eicN>N ∣∣∣Xκψ〉1/2
where
A = (N> + Ld)−1/2
(∑
vˆ(p)(bpb−p + b†pb
†
−p)
)
(N> + Ld)−1/2.
The self-adjoint operator A is bounded. This follows from the fact that if
−〈φ|B|φ〉 ≤ 〈φ|D|φ〉 ≤ 〈φ|B|φ〉
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for some self-adjoint operators B and D (with B > 0), then by setting ψ = B1/2φ one
obtains
−〈ψ|ψ〉 ≤ 〈ψ|B−1/2DB−1/2|ψ〉 ≤ 〈ψ|ψ〉
and thus
−1 ≤ B−1/2DB−1/2 ≤ 1.
Now apply this for B = (N> + Ld) and D =
∑
vˆ(p)(bpb−p + b†pb
†
−p). Now we use the
operator inequality
e−ic
N>
N (N> + Ld)1/2A†A(N> + Ld)1/2 eic
N>
N ≤ ‖A‖2(N> + Ld)
which together with Lemma 8.8 yields the proof.
We define
Zκ := XκAN =
(
1Bogκ A
2
N1
Bog
κ
)−1/2
AN . (8.7.15)
Clearly, Zκ is a partial isometry with initial space Ran(AN1Bogκ ) and final space Ran(1Bogκ ).
Lemma 8.14.
1Bogκ (HBog − EBog)1Bogκ = Zκ(HBog − EBog)Z†κ
+O
(
L2(Ld−1 + κ)κN−1
)
+O
(
L2(Ld−1 + κ)N−2
)
.
Proof. We have
1Bogκ (HBog − EBog)1Bogκ =
(
1Bogκ −Xκ
)
(HBog − EBog)1Bogκ (8.7.16)
+Xκ(HBog − EBog)
(
1Bogκ −Xκ
)
(8.7.17)
+Xκ(HBog − EBog)Xκ;
Xκ(HBog − EBog)Xκ = −XκAnphN (HBog − EBog)AnphN Xκ
+Xκ(HBog − EBog)AnphN Xκ (8.7.18)
+XκA
nph
N (HBog − EBog)Xκ (8.7.19)
+XκAN(HBog − EBog)ANXκ;
−XκAnphN (HBog − EBog)AnphN Xκ =−
1
2
Xκ(A
nph
N )
2(HBog − EBog)Xκ (8.7.20)
−1
2
Xκ(HBog − EBog)(AnphN )2Xκ (8.7.21)
+
1
2
Xκ
[
AnphN , [A
nph
N , HBog]
]
Xκ. (8.7.22)
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The error term in the lemma equals the sum of (8.7.16),...,(8.7.22). By (8.7.13),
(8.7.16), (8.7.17) = O
(
L2(Ld−1 + κ)κN−1
)
.
By (8.7.9),
(8.7.18), . . . , (8.7.21) = O
(
L2(Ld−1 + κ)κN−1
)
.
By Lemma 8.13,
(8.7.22) = O
(
L2(Ld−1 + κ)N−2
)
.
Lemma 8.15. Assume (8.7.1). Then
inf
0<≤1
ZκRN,Z
†
κ ≤ CLd/2+3(Ld−1 + κ)3/2N−1/2 (8.7.23)
Proof. From the definition (8.7.15) of Zκ it follows that the final space for Z†κ is Ran1Bogκ AN .
Thus
ZκRN,Z
†
κ ≤ Zκ
1
2
∑
p6=0
vˆ(p)
((√(N0 − 1)N0
N
− 1
)
bpb−p + hc
)
Z†κ
+Zκ
vˆ(0)
2N
N>Z†κ
+Zκ
1
N
∑
p6=0
(
vˆ(p) + vˆ(0)
)
b†pbpN
ext
0 Z
†
κ
+(1 + −1)Zκ
1
2N
v(0)LdN>(N> − 1)Z†κ
≤ 1Bogκ C
(N>)2 + 1
N
1Bogκ
+1Bogκ C
N>
N
1Bogκ
+1Bogκ CN
>1Bogκ
+(1 + −1)1Bogκ C
Ld(N>)2
N
1Bogκ .
Using  ≤ 1, we can simplify the bound as follows:
≤ 1Bogκ
C
N
+1Bogκ CN
>1Bogκ +
−11Bogκ C
Ld(N>)2
N
1Bogκ , (8.7.24)
By (8.7.4) and (8.7.9). this can be estimated by
CN−1 + CL2(Ld−1 + κ) + −1CLd+4(Ld−1 + κ)2N−1.
Setting  = c−1/2N−1/2Ld/2+1(Ld−1 + κ)1/2, which is less than 1 by Condition (8.7.1), we
obtain
CN−1 + CLd/2+3(Ld−1 + κ)3/2N−1/2. (8.7.25)
By changing C, the second term can obviously absorb CN−1.
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Proof of Thm 8.7. Zκ is a partial isometry with the initial space contained in the physical
space and the final projection 1Bogκ . Therefore,
−→spHN ≤ −→sp
(
Z†κZκHNZ
†
κZκ
∣∣∣
RanZ†κ
)
= −→sp
(
ZκHNZ
†
κ
∣∣∣
Ran1Bogκ
)
.
ZκHNZ
†
κ ≤ ZκHN,Z†κ
=
1
2
vˆ(0)(N − 1)1Bogκ +HBog1Bogκ
+Zκ(HBog − EBog)Z†κ − (HBog − EBog)1Bogκ (8.7.26)
+ZκRN,Z
†
κ. (8.7.27)
By Lemma 8.14,
(8.7.26) ≤ CL2(Ld−1 + κ)κN−1 (8.7.28)
+CL2(Ld−1 + κ)N−2. (8.7.29)
Using κ < κ+ Ld−1 and later (8.7.1) we have
(8.7.28) ≤ CL2(Ld−1 + κ)2N−1
≤ CL−d/2+1(Ld−1 + κ)3/2N−1/2.
Thus (8.7.28) can be absorbed in O(Ld/2+3(Ld−1 + κ)3/2N−1/2).
We easily check that the same is true in the case of (8.7.29). To bound (8.7.27) we
use Lemma 8.15.
Proof of Thm 7.1 (2). First set κ = 0. Then Condition (8.7.1) becomes Condition (7.4.5)
and Condition (8.7.2) becomes Condition (7.4.6). We obtain Thm 7.1 (2a).
Next set κ = KjBog(p). Then Condition (8.7.1) is equivalent to the conjunction of Con-
ditions (7.4.5) and (7.4.8). Condition (8.7.2) is equivalent to the conjunction of Conditions
(7.4.6) and (7.4.9). This shows Thm 7.1 (2b).
8.8 Proof of Corollary 7.2
The proof of the corollary is based on the following lemma:
Lemma 8.16. 1. Let b > 1, −1− 1
d+1
≤ α ≤ 1 and L4d+6 ≤ bN1−α. Then
(a) 1
2
vˆ(0)(N − 1) + EBog ≤ EN +O(N−α/2);
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(b) if KjN(p) ≤ (bN1−αL−d−6)1/3, then
1
2
vˆ(0)(N − 1) + EBog +KjBog(p) ≤ EN +KjN(p) +O(N−α/2);
(c) if 0 ≤ α ≤ 1 and KjN(p) ≤ bN1−αL−d−6, then
1
2
vˆ(0)(N − 1) + EBog +KjBog(p) ≤ EN +KjN(p)
+
(
1 +KjN(p)
)
O(N−α/2).
2. Let b > 1, −1 − 1
2d+1
< α ≤ 1 and L4d+3 ≤ bN1−α. Then there exists M such that
if N > M , then
(a) EN ≤ 12 vˆ(0)(N − 1) + EBog +O(N−α/2);
(b) if KjBog(p) ≤ (bN1−αL−d−6)1/3, then
EN +K
j
N(p) ≤
1
2
vˆ(0)(N − 1) + EBog +KjBog(p) +O(N−α/2);
(c) if 0 < α ≤ 1 and KjBog(p) ≤ bN1−αL−d−6, then
EN +K
j
N(p) ≤
1
2
vˆ(0)(N − 1) + EBog +KjBog(p)
+
(
1 +KjBog(p)
)
O(N−α/2).
Proof. To prove (1), resp. (2) we use Thm 7.1 (1), resp. (2). We give a proof of the latter
part, since it is slightly more involved (because of the parameter c1).
(2a): First we check Condition (7.4.5):
L2d+1 =
(
L4d+3
) 2d+1
4d+3 ≤ (bN1−α) 2d+14d+3 . (8.8.1)
For −1− 1
2d+1
≤ α we have (8.8.1)≤ cN .
Next,
Ld+1 =
(
L4d+3
) d+1
4d+3 ≤ (bN1−α) d+14d+3 . (8.8.2)
We have (8.8.2)≤ cNN −3d−2−α(d+1)4d+3 . Therefore, for −1 − 1
2d+1
≤ α, Condition (7.4.6) is
satisfied for large enough N .
Then we apply Thm 7.1 (2)(a), using
N−1/2L2d+
3
2 ≤ N−1/2(bN1−α)1/2 = O(N−α/2).
8. Proofs of the theorem and corollary 101
(2b): We check Condition (7.4.8):
KjBog(p) ≤
(
bN1−αL−d−6
)1/3
≤ (bN1−αL−d−6)1/3(bN1−αL−4d−3) 2d12d+9
= CN
(1−α)(2d+1)
12d+9 L−d−2. (8.8.3)
For −1− 1
2d+1
≤ α we have (8.8.3)≤ CNL−d−2.
Also
8.8.3 = O(N
−(2+α)(4d+3)+2d(1−α)
12d+9 )NL−2−d
which implies
KjBog(p) ≤ O(N
−(2+α)(4d+3)+2d(1−α)
12d+9 )NL−2.
Therefore, if −1− 1
2d+1
< α, Condition (7.4.9) is satisfied for large enough N .
We clearly have
N−1/2Ld/2+3
(
KjBog(p) + L
d−1)3/2 ≤ 23/2N−1/2Ld/2+3KjBog(p)3/2 (8.8.4)
+23/2N−1/2L2d+
3
2 . (8.8.5)
We already know that (8.8.5) is O(N−α/2). Thus to apply Thm 7.1 (2b) we need only to
bound (8.8.4):
N−1/2Ld/2+3KjBog(p)
3/2 ≤ N−1/2Ld/2+3(bN1−αL−d−6)1/2 = O(N−α/2).
(2c): Condition (7.4.8) is trivially satisfied, since for L ≥ 1, N ≥ 1 and α > 0
KjBog(p) ≤ bN1−αL−d−6 ≤ bNL−d−2.
We have
KjBog(p) ≤ bN1−αL−d−6Ld+4
= O(N−α)NL−2.
Therefore Condition (7.4.9) is satisfied for large enough N .
To apply Thm 7.1 (2b) we bound (8.8.4):
N−1/2Ld/2+3KjBog(p)
3/2 = b1/2N−α/2
(
b−1N−(1−α)Ld+6
)1/2
KjBog(p)
3/2
≤ O(N−α/2)KjBog(p).
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Proof of Corollary 7.2 Part (1) follows directly from Lemma 8.16 (1a) and (2a).
Let us prove (2). To simplify notation we drop p from KjN(p) and K
j
Bog(p).
Assume first that KjN ≤ KjBog. By Lemma 8.16 (1b) for some C > 0
1
2
vˆ(0)(N − 1) + EBog +KjBog ≤ EN +KjN + CN−α/2
≤ EN +KjBog + CN−α/2.
Thus
1
2
vˆ(0)(N − 1) + EBog − EN +KjBog − CN−α/2 ≤ KjN ≤ KjBog.
By Lemma 8.16 (2a),
−CN−α/2 ≤ 1
2
vˆ(0)(N − 1) + EBog − EN .
Hence the statement follows.
Assume now that KjBog ≤ KjN . Then we use Lemma 8.16 (2b) and obtain
KjBog ≤ KjN ≤
1
2
vˆ(0)(N − 1) + EBog − EN +KjBog + CN−α/2.
By Lemma 8.16 (1a),
1
2
vˆ(0)(N − 1) + EBog − EN ≤ CN−α/2.
The statement follows again. This ends the proof of part (2).
The proof of part (3) is similar, except that one uses Lemma 8.16 (1c) and (2c).
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9 Summary and outlook
9.1 Summary
Let us give here a brief recap of what has been presented and proven in this thesis.
9.1.1 Quasiparticles and excitation spectrum
In the first part of the thesis we proposed different concepts and definitions related to
the notion of a quasiparticle and excitation spectrum of translation invariant quantum
systems. The presented approach relies on a spectral and Hamiltonian-based point of
view.
In Section 3 we have defined the energy-momentum spectrum and the excitation spec-
trum of a translation invariant quantum system. Based on these two concepts, we have
introduced the critical velocity and the energy gap. Having done that we introduced the
notion of a quasiparticle quantum system and described the properties of the excitation
spectrum of such system. In particular, Theorem 3.1 provides a description of the critical
velocity and energy gap for these systems.
Because the notion of a quasiparticle quantum system may be too idealistic in real sit-
uations (e.g. in condensed matter physics), we introduced also the notion of quasiparticle-
like systems and a system which has quasiparticle-like excitation spectrum. At the end of
the first part we have also analyzed properties of translation invariant quantum systems
which posses the fermionic parity superselection rule. We concluded the first part of the
thesis by analyzing the energy-momentum spectrum of an non-interacting Fermi gas.
9.1.2 Mean-field methods and calculation of excitation spectrum
In the second part of the thesis we presented approximate methods which allow us to
calculate the excitation spectrum of a translation invariant interacting Bose and Fermi
gas.
In the context of the Bose gas, we presented the well known Bogoliubov approxima-
tion and the so-called improved Bogoliubov method. The latter one was based on the
procedure of minimization of the Hamiltonian over pure Gaussian states. This method,
together with the mean-field approach which neglects certain higher order terms in the
transformed Hamiltonian, suggests that the excitation spectrum of a homogeneous Bose
gas is quasiparticle-like.
Later, we applied the same approach to the homogeneous Fermi gas. It implies - again
under certain assumptions - that the excitation spectrum of a homogeneous Fermi gas is
quasiparticle-like. We also presented figures which show how the conjectured excitation
spectrum should look like.
At the end of the second part we summarized the procedure of minimization of Hamil-
tonians over pure Gaussian states in more abstract terms. This led to Theorem 6.1, which
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we call Beliaev’s Thoerem. This theorem explains why this minimization scheme leads to
a picture of approximate quasiparticles for systems with quite general Hamiltonians.
9.1.3 Rigorous justification of the Bogoliubov approximation
In the last part of the thesis we presented a rigorous result concerning the Bogoliubov
approximation. This result (Theorem 7.1), which can be seen as the main result of this
thesis, expresses the idea that the Bogoliubov approximation becomes exact for the mean-
field Hamiltonian
HLN = −
N∑
i=1
∆Li +
Ld
N
∑
1≤i<j≤N
vL(xi − xj)
for large N (number of particles) and L (size of the system) provided that the volume
does not grow too fast. We call this Hamiltonian mean-field because of the coupling term
Ld
N
= 1
ρ
located in front of the interaction term. In the particular limit of large N and L
for which the Bogoliubov approximation becomes exact, the coupling term tends to zero.
The proof of this result involves the concept of the extended Fock space. In the
extended Fock space we allow for a "negative number of particles" in the zero momentum
state. The benefit of using the extended Fock space is that one can introduce operators
which simplify certain calculations.
9.2 Outlook
Finally, let us mention a few directions we would like to follow in our future work and
which arise from the considerations described in this thesis.
9.2.1 Rigorous results in the fermionic case
One of the possible directions to follow concerns a rigorous analysis of the excitation
spectrum of a homogeneous Fermi gas. There are only few results concerning this system,
mostly related to the so-called BCS functional and gap equation at positive temperature
(e.g. [30, 10, 31]).
The Hartree-Fock-Bogoliubov approximation presented in Subsection 5.2 suggests in
particular that a homogeneous Fermi gas at zero temperature has a positive energy gap
and positive critical velocity. It suggests also that the excitation spectrum is quasiparticle-
like. The hope is that these conjectures could be proven in the same spirit as in the case
of the rigorous justification of the Bogoliubov approximation, in particular involving some
kind of mean-field limit.
Recall that arguments supporting the above, rather vague statements involve the as-
sumption that the interaction is (at least partially) attractive. Note that rigorous methods
used in part three of this thesis use the positivity of the potential and its Fourier transform.
Thus, other methods will be needed in the fermionic case.
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9.2.2 Beliaev damping
The term Beliaev damping, as explained in Section 7, describes a process of dissipation
due to collisions between quasiparticles of an interacting Bose gas. Using perturbation
theory Beliaev calculated that the pole ep of the Green’s function of an interacting Bose
gas contains an imaginary part with
Iep ≈ |p|5.
It took a long time before Beliaev’s prediction was confirmed experimentally . The ex-
perimental realisation of Bose-Einstein Condensation in 1995 ([13]) gave new impetus to
theoretical work on Beliaev damping. One should mention here the work by Giorgini
([25]) who rederived Belieav’s damping term starting with the Gross-Pitaevskii equation
and using the random phase approximation.
One might expect that a mathematically more rigorous understanding of this phe-
nomenon could be obtained by introducing a Hamiltonian model which would rely on
the already proven quasiparticle-like structure of the excitation spectrum. This approach
could involve the so-called Friedrichs model ([20]) and an application of the Fermi Golden
Rule.
9.2.3 Correlation functions
Our proof concerning the justification of the Bogoliubov approximation in the mean-field
limit involves the determination of an approximate ground state. Since correlation func-
tions are given by expectation values of products of creation and annihilation operators
in the ground state, one can hope that one could prove results concerning correlation
functions in a more rigorous way, maybe using methods developed in this thesis.
Perhaps a similar procedure could be also applied to the rigorous study of the so-called
van Hove form factor ([54]).
An analysis of correlation and Green’s functions could also offer an insight into the
so-called Hugenholtz-Pines theorem ([33], see also [24]).
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