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SECTION 1 
1) INTRODUCTION 
Throughout this paper E will be a (Hausdorff) complete, barreled locally 
convex complex linear topological space ([3], Ch. II, Section 2, [4], Ch. III, 
Section 1 and Section 2). A will be a linear operator in E with domain D(A) 
dense in E and range in E. We assume that the resolvent R(X; A) = (hl - .4)-l 
exists for some value of X; this implies in particular that A is cIosed. 
We continue here the consideration of the equation 
u”(t) = Au(t) (1.1) 
carried out in [7J, especially Sections 5 and 6. Recall that a solution of (1.1) 
is defined as usual, as a twice continuously differentiable E-valued function 
~(a) such that u(t) E D(A) and (1.1) holds for all t. The Cauchy problem for 
(1.1) is said to be uniformly well posed in (-co, 00) (u.w.p.) if and only if 
([7], Section I). 
(a) There exists a dense subspace D of E such that if U, , zc, E D then there 
is a solution ~(a) with u(0) = us , u’(0) = u1 . 
(b) Let (uJ*)> be a (generalized) sequence of solutions of (1.1) with 
u,-+O, u;(O)--+0 in E. Then u,(t) -+ 0 uniformly for t on compacts of 
(-a, a)). 
* This research was supported in part by the Air Force Office of Scientific Research, 
Office of Aerospace Research, U.S. Air Force under AFOSR Grant No. 693-67, and 
in part by the National Aeronautics and Space Administration under Grant No. 
NGR 40-002-015, at Brown University, Division of Applied Mathematics. The 
preparation of this paper was also sponsored in part by the Office of Naval Research 
under grant NONR 233(76). Reproduction in whole or in part is permitted for any 
purpose of the United States government. 
50 
LINEAR TOPOLOGICAL SPACE, II 51 
Let us observe at this point that results concerning individual solutions of 
(1.1) can usually be handled by reducing (1.1) to a first order system in the 
product space L? x E in the customary way, 
The simple transformation (1.2) is not, however, of any great help in studying 
u.w.p. Cauchy problems, where the family of alZ solutions of (1.1) is under 
consideration. In fact, to obtain by means of (1.2) a first-order problem to 
which, say, semigroup theory can be applied we have to force u’(t) - which 
in E x E is one of the “coordinates” of the solution - to depend contin- 
uously on the vector (us , ui) of initial data, and this does not necessarily 
follow from (a) and (b). Th is makes natural a direct investigation of (1 .I). 
We shall narrow our attention to the case in which the solutions of (1.1) 
increase (at most) exponentially at co; this is always true when E is a Banach 
space. ([7], Lemma 5.5). 
The paper is divided as follows. We examine in Section 2, Assumption 6.4 
of [7] and show that it always holds for E an LP-space, 1 < p < co, in 
particular in Hilbert spaces; this is used to show that in this class of spaces, 
the Cauchy problem for (1.1) is u.w.p. if and only if 
A=B2+C u.3 
B the infinitesimal generator of a strongly continuous group, C a scalar 
multiple of the identity operator. Applying this, we see that it is always 
possible in these spaces to reduce the Cauchy problem for (1.1) to a first-order 
Cauchy problem in E x E by means of the substitution (1.2), provided one 
does not “measure” u(t) in the norm of E but in the graph norm associated 
with the square root of a certain translate of A. Another consequence of the 
results in this section is that if E is a Hilbert space and certain solutions have 
*‘bounded energy” (see definition) then A is equivalent to a self adjoint, 
nonnegative operator; this is an analogy of a result of Sz. Nagy [12] (where 
the equation is of first order) and generalizes a result of S. Kurepa [ZO] 
where A is assumed to be bounded and to have a regular square root. 
Section 3 deals with a necessary and sufficient condition on R(X; iz), A real 
in order that the Cauchy problem for (1.1) should be uniformly well posed; 
this is valid for general E and constitutes a natural analogue of the Hille- 
Yosida-Feller-Miyadera-Phillips theorem for semi-group generation. 
It is well known ([14], Chapter III, Section 1.4) that if, say, E is a Banach 
space and 4 is bounded then the Cauchy problem for (1.1) is uniformly weil 
posed and any solution of (1.1) is given by the formula 
u(t) = (cosh(M/s)) u(O) + (.&P2 sinh(t@s)) u’(O) (L4) 
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the functions of A on the right-hand side of (1.4) being defined, for instance, 
by their power series. 
(1.5) 
A-l/2 &h(tA1/2) = f A't2"+1 
EC0 (2k + l)! 
(the notations cosh(tA1/2), A-1/2 sinh(tArl”) are purely symbolical and do not 
assume the existence of any fractional powers of A). 
We show in Section 4 that if A can be approximated by a family {A,> of 
continuous operators in such a way that the expressions (1.5) corresponding 
to A, remain bounded in a suitable sense, then the Cauchy problem for (1.1) 
is u.w.p. in (-co, ~3) and a representation of the type of (1.4) can be estab- 
lished in a limiting sense. We do not know, however, whether this can be 
done whenever the Cauchy problem for (1.1) is u.w.p. 
We shall make constant use in the sequel of definitions and results in [7] 
especially of Sections 5 and 6. For the sake of brevity we shall identify them 
by their number preceded by the Roman numeral I, i.e., Lemma 5.5 of [7] 
will be Lemma 1.5.5, etc. We shall recall some of the basic definitions. R will 
be the set of all real numbers, d a family of semi-norms determining the 
topology of E, i.e., such that U, --f 0 in E if and only if 1 U, I--+ 0 for all 
1 . 1 E 8. (If E is a Banach space d may be taken to consist of the norm of E 
as only element). We shall denote byL(E) the space of all continuous operators 
in E endowed with the topology of uniform convergence on bounded sets of E. 
(Section 1.1) 8 a set of semi-norms determining the topology of L(E). 
If u ED, zc(*) (resp. ~(a)) is the solution of (1.1) with u(O) = u, U’(O) = 0 
(resp. v(0) = 0, v’(O) = u) we define 
S(t) u = u(t), T(t) u = v(t), teR. 
By virtue of a) and b) S(t), T(t) are well defined and continuous for all u E D, 
thus they can be extended to continuous operators defined in all of E that 
we shall denote by the same symbols; S(e), T(e) are strongly continuous 
functions, the propagators or evoMoa operators of (1.1) (Section 1.2, 1.5). 
Every solution of (1.1) can be written 
u(t) = so> %I + T(t) Fl , tER, (1.6) 
u. = u(O), ur = U’(O). Conversely, we shall call any E-valued function U( *) of the 
form (1.6) a generalized solution of (1.1); a generalized solution is continuous, 
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but it need not be differentiable. It follows from the definition of S, T that 
S(0) = I, T(O) = 0, 
T(t) u = J” S(s) u as, tER (1.7) 
0 
for all u E E, which in particular implies that T(-j u is continuously differen- 
tiable for all u E E. The operators S(s), S(t), T(s), T(t), A all commute for 
any values of s, t (Lemma I. 2.2); as regards A this means that S(sjD(A) C D(rlj, 
T(s) D(i4) c D(A) and S(s) Au = ./B’(s) u, T(s) AU = AS(s) M for all 
u E D(A). If u E D we obtain by differentiating (1.7) twice 
Y(t) u = AT(t) 21 (13) 
It follows from translation invariance in time of the equation (1.1) that if 
s E R, u E D then u(t) = S(s + t) u is a solution of (1.1); making use of (1.6), 
(1 .S), the uniqueness property (b) and the fact that A and T(s) commute we get 
S(s + t) u = S(s) S(t) u + AT(sj T(t) u, s,tER WI 
for u E D. Identity (1.9) and the continuity of the operators S(s + t), S(s) S(tj 
make clear that AT(sj T(t) can actually be extended to all of E as a continuous 
operator (we shall design the extension by the same symbol) and that (1.9) 
is valid for all u E E. In a similar way we obtain 
T(s + t> = S(s) T(t) + T(s) S(t), s,tER (1.10) 
It is not difficult to see that S(t) = S(-t), T(t) = -T(-tj for all t E R 
(Section (1.5)). W e make use of this as follows: write (1.9) for t and --t and 
add the two identities thus obtained. We get 
S(s + t) + S(s - t) = 2S(s) S(t), S,tER (1.11) 
(the “cosine functional equation” in the terminology of [Zo]). We shall 
call any strongly continuous L(E)-valued function S(s) satisfying (1.11) and 
such that S(0) = I a cosine function (c.f.); its irz$nitesirnaE generator A is 
defined as A = S”(O), D(a) the set of all u for which S(e) ZJ is twice con- 
tinuously differentiable (Section 1.5). 
Let d be a subset of R. An L(E)-valued function M(-j defined in d is said 
to be of type < w ifz d if (e-+ M(t); t E d} is equicontinuous in E (or equiv- 
alently, in view of Theorem L1.2, if (e-mlti M(t) zc; t E d) is bounded in E for 
each u E E). Similarly, an E-valued function f(m) is of type < w in d if 
{e-mltif(tj; t E d) is bounded in E. The Cauchy problem for (1.1) is said to be 
of type < w if it is u.w.p. and both S, T are of type < w in R. The relation 
between cosine functions and the equation (1.1) is as follows: the Cauchy 
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problem for (1.1) in u.w.p. and of type < w if and only if A is the infinitesimal 
generator of a c.f. S(m) such that S and T (given by 1.3) are of type < w; 
moreover S, T coincide with the propagators of (1.1). (Theorem 1.5.9). 
We refer the reader to Section I.5 for more properties of cosine functions, in 
particular for relations between S and the resolvent of A, etc. 
SECTION 2 
We shall henceforth assume that the Cauchy problem for (1.1) is u.w.p. 
and of type < w for some w > 0. Recall that if b is any complex number, 
A, = A - b21 then the Cauchy problem for 
u” = A,u (2-l) 
is as well u.w.p. and of type < w’ = w + 1 b 1 (Lemma 1.6.1). Call S,(e), 
Th(.) the propagators of (2.1). If b 3 w, then a closed square root Ai12 of A, 
can be constructed. (See (1.6.7), Lemma 1.6.2). If, in addition, Ai’“Tb(t) is 
an L(E)-valued, strongly continuous function of t (i.e., if Assumption 1.6.4 
holds) then Ail2 is the infinitesimal generator of a strongly continuous group, 
namely 
Ub(t) = Sb(t) + A;‘2Tb(t) (2.2) 
which is of interest in the study of (1.1). Th is section is devoted to showing 
that Assumption 1.6.4 is always satisfied when E is an L’ space, 1 < p < 00 
and to exhibit some applications. 
Assume S, is of type < w’ and let c > LO’. Recall (formula 1.6.7) that, 
for u E D(A), 
. m 
jJi2u = -!- 
b s s7 0 
hW2R(h; Ab)( -Ab) u dX. 
Divide now the interval of integration in (2.3) into the intervals [0, c2] and 
(c”, co) and use in the second integral the formula (1.5.12), 
R(X2; Ab) u = ; s,” e-“5Sb(t) u dt = J; catTb(t) u dt (2.4) 
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valid for Re h > co’. The result is 
A;‘“?‘#) u = ; q(t) j”’ A-lPR(X; A,)(-A,) u dA 
0 
We shall now perform some transformations in both integrals. Writing 
(1.9) for t and -t and subtracting the equations so obtained we get 
-A,T,(s) T,(t) = @,(s - t) - S,(s + t)). (2.5) 
Since u E D(A), 
h(t, s) = &s,(s - t) - S,(s + t)) 7.4 
is a twice continuously differentiable function of s; moreover h(t, 0) = 0, 
thenforanyj*jE& 
I A(& s)l = 00 s I> as s-+ 0. 
This estimate, and the fact that S,(e) is of type ,< w’ in R imply the existence 
of a constant AC!? such that 
[ h(t, s)I < MsP'8, S30 
for any semi-norm I . I in CF. (Observe that M may depend on U, 1 * j, t.). 
Consequently, for any E > 0, 
O” h(s) e-A*12s d  < M 
I s 
m se-(A*‘2-d)s ds = Jg(~l’” - ,$)-2. 
l 0 
Since A-1/2(h1’2 - w’)-2 is summable in (cs,oo) it follows from a variant of 
Lebesgue’s bounded convergence theorem that I, can be computed as the 
limit when E -+ 0 of i 02 CO - J u &a, n- 2 E h(t, s) ds) dA. (2.6) 
Now it is possible to interchange the order of integration in (2.6); doing 
this, we see that it equals 2i CO e-ITS - s r i - h(t, s) ds. s v-71 
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Finally, we transform the integrand of I1 by using the first resolvent equation 
The result is 
Ab’l”T&t) u = $ T,(t) j”’ A-W(I - M(h; AJ) 24 d/A 
0 
i 
+ 2-y ; 
s 
e--cl4 
- &(t - s) u ds. 
ISl>E s 
w3) 
Since the first integral is continuously dependent on c, it is clear that (2.8) 
holds as well for c = W, provided the second integral is interpreted as the 
limit when c + w of 
9:s 
e-Cl4 
- &(t - s) u ds. 
lSl>E s 
We note at this point that formula (2.8) can be cast in a particularly simple 
way when w = 0. If we also take 6 = c = 0 it is not difficult to see using 
the evenness of S that the previous limit equals 
AlI”T(t) u = v.p. $ j;g$ A 
i.e., A112T(t) can be expressed as i times the Hilbert transform of S(t) u, 
at least for u E B(A). We shall prove now that the representation (2.8) is valid, 
in a generalized sense, for any u E E if E is one of the spaces considered in this 
section. 
Let (X, Z, p) be a (positive) measure space ([5j, Chapter III, 4.3), 
D(X, 2, p; C) or simply 1-p(X) the Banach space of all (complex-valued) 
functions f(m) such that /f(*)/p is summable in X, endowed with the usual 
norm. ([5J, Chapter III, 3.1). We shall henceforth assume that E = P(X), 
for some fixed p, 1 < p < co. 
If c is any nonnegative constant, we shall denote by -E”, the space of all 
E-valued, strongly measurable functionsf( .) such that 
/IfI/ = ess. y-g If(t)lcl*1 < co 
normed with 11 -11; for any p, 1 < p < co we will denote AD the space of all 
E-valued, strongly measurable functionsf(*) defined in R such that 
for all 7 > 0, endowed with the topology generated by the family of semi- 
norms {I * Lz,, 7 > 01. 
LINEAR TOPOLOGICAL SPACE, II 57 
Let c > w. For f E ZW, E > 0 we define 
(HECf)(t) = J,S,aGTf(t - sj ds. (2.10) 
Obviously H,” is a linear continuous transformation of 9, into A?.. for any 
p > 1. Moreover, we have 
2.1 LEMMA. (a) Let f E 6p . Then Hy = lim,,s HEcf exists in the topology 
of ADfor anyp > 1. (b) The operatorHCff rom SW to J& is linear and co&mom. 
For the proof we shall use (a particular case of) anLP-property of the Hilbert 
transform H 1 Ho ([6], Chapter XII, 11, Theorem 20) which we state below. 
Recall that LQ(R; E) = L*(E) is the Banach space of all B-valued strongly 
measurable functions defined in R and such that If(.) is summable, 
endowed with the customary norm. 
2.2 AUXILIARY LEMMA. Let 1 < q < 03, 
(2.11) 
where f ELq(E). Then lim,, HEf exists in the topology of Lq(E) and defines a 
linear bozdeed operator in this space. 
We shall only use Lemma 2.2 in the case q = p. 
Proof of Lemma 2.1. For any a > 0 let xa = x&t) be the characteristic 
function of the interval (-a - 1, a + 1). Let now T > 1, E < 1, ! t 1 < T. 
We can write 
(f&Y)(t) = j,,,>cf xAt- s).f(t - 4 h
+ j,,,,, f (edsl - 1) x7(t - s)f(t - s) ds 
+ j, 77C(4 s)f(s) ds 
= jl (H,“fff)(t) 
where 
e-clt--s/ e-clt+sl 
rl& 4 = t--s -I- t+s * 
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I r],(t, s)I < M(T) G 
s 
(c > 0) 
I %I(4 41 d M(7) + 
(2.12) 
valid for 1 t ] < 7, 1 s I > T + 1 show that H,C*3f exists; existence of Hz “f, 
k = 1,2 is clear. Let us now compute lim,,, Hzskf in the Lp((--7, T); E) 
topology. By Lemma 2.2, H,“*‘f converges as E + 0 in LP(R; E) (hence in 
P((--7, T); E) to the Hilbert transform of xTf; H,G*’ converges in 
Lm((--7, 7); E) (hence inP(--T, 7; E)) to the convolution 
f (e+lsl - 1) * x,(s) f(s), 
and H,C*3f is independent of E. Since the preceding reasoning is valid for any 
7 > 0, the proof of (a) is complete. As for (b), observe that, by virtue of 
Lemma 2.2 
I(fC*3f)(% < Gk)llf IL ItI <T 
the last inequality being valid by virtue of the estimates (2.12). This proves (b). 
2.3 THEOREM. Ai’“T,,(t) is an everywhere dejined, L(E)-valued strongly 
contimous function of t. 
Proof. Let u E E, {un} a sequence in D(A) such that zc, + u. Then, since 
S(e) is of type < w, S(e) zc, , S(m) UEZ~ and S(o) u,-+ S(e) u in the 
topology of di”, . 
Applying now formula (2.8) for At’“Tb(*) u, and Lemma 3.1 we see that 
A~/“Tb(*) u, converges to some element g(a) E J&~ . Then, by passing if 
necessary to a subsequence, we can assert that Ai’“Tb(t) u, -g(t) for almost 
all tin E. Since the operator At’“Tb(t) is closed (Ai’2 is closed), u E D(Ai12Tb(t)) 
for almost all t in R and Ai”Tb(t) u = g(t). 
Let now 
e(=e(u)) = (t E R; u E D(A1,12Tb(t))}. 
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Because of our previous observation, R\e is a null set. Moreover e satisfies 
a) e=-e b) e + eCe. 
In fact, a) follows from the fact that A, ‘j2Ta(t) is an odd function and b) from 
the equality, 
A;:2Ta(s + t) u = S,(s) A;12Tb(t) u + SJt) A;‘2Tb(~) u 
which is just (1.10) multiplied by &“. Now a) and b) imply that e - e C e, 
i.e., e contains an interval (--a, a), a > 0. But then, by repeated applications 
of b) we see that e = R, i.e., that u E D(A, “‘T b( t)) for all t E A. We thus see 
that each Ai!“Tb(t) is everywhere defined, hence by the closed graph theorem 
bounded; moreover, since Ai”Tb(*) u E J& for all U, -J’,i”T,(*f is strongly 
measurable. But then, the group (2.2) is strongly measurable in R, and by a 
well known result in group theory (Lemma 1.4.4) strongly continuous, which 
ends the proof of Theorem 2.3. 
We now look at some applications of Theorem 2.3. We assume for the 
moment that E is a Hilbert space. 
Assume that the Cauchy problem for 
UN = Au (2.13) 
is u.w.p. and of type < w. For any b 3 w and any generalized solution ZJ(.) 
of (2.13) define 
G(t) = E&4.); t> 
= +(I u’(t)l” + 1 A;l”zc(t)l” + b2) u(t)i’) (2.14) 
with the understanding that / Am%/ = co if u(t) $ D(A”,‘“), j u’(t)[ = OCI 
if u is not differentiable at t. We shall call Eb(t) the energy (or b-energy) 
of the generalized solution u(e). If b, b’ 3 w then Ail2 - Ai/’ is a bounzded 
operator (Lemma 1.6.3), and this means that the b- and U-energies are (at 
least qualitatively) equivalent when w > 0, i.e., there exist constants k, 
K > 0 such that 
kE,(t) < Eb(t) < K&~(tj. 
If w = 0 this is no longer true and we shall only consider the case b = 0. 
Let now a(*) be any solution of (2.13) with u(0) E D(A~/“). It follows from the 
60 FATTORINI 
observation at the end of the proof of Theorem 1.6.9 (see also Remark 1.6.11) 
that a’(t) exists for all t E R. On the other hand, 
A;‘%(t) = S(t) A,1h(O) + AyT(t) u’(O), 
thus it is also true that u(t) E D(&“) for all t. Then &,(u(*); t) is finite for 
all t. Consequently we have 
2.4 THEOREM. Let u(e) be a genneralized solution of (2.13) such that its 
initial data have finite enmgy (i.e., such that u(0) E D(Ai”)). Then u(t) has 
finite energy for all t. 
It is possible to see that Theorem 2.4 is in fact equivalent o Theorem 2.3. 
Of special interest is the case in which S(s) is uniformly bounded in R. 
Assume that the energy (6 = 0) of any solution of (2.13) with u(0) E D(Aij2) 
is as well uniformly bounded in R, and let u(*) be any such solution. Since 
2E,,(u(.); t) = ) A112T(t) A”%(O) + S(t) u’(0)12 
+ 1 S(t) AP’~u(O) + A112T(t) u’(0)12 (2.15) 
we see from (2.15) (by setting U(O) = 0) that AIJ2T(t) has to be uniformly 
bounded in R; conversely, this is sufficient for uniform boundedness of the 
energy of the solutions. 
Consider now the group (2.2), 
U(t) = S(t) + Al/ST(t). 
Since U(e) is uniformly bounded, by a result of Sz. Nagy ([13], Theorem II) 
there exists a bounded invertible selfadjoint operator Q such that 
U(t) = Q-lV(t)Q, E’(m) a strongly continuous group of unitary operators. 
Applying now Stone’s theorem ([6], Ch. XII, Theorem 6.1) there exists 
a selfadjoint operator C such that T’(t) = exp(itC). Combining this with the 
representation for U in terms of V we get LP = Q-l(iC)Q and therefore 
A = Q-l( -C*) Q. We can then state 
2.5 THEOREM. Assume that (a) all the solutions of (2.13) with u’(O) = 0 
are uniformly bounded in R (i.e., S(e) is uniformly bounded in R); (b) all solutions 
of (2.13) with u(O) E D(A112) have energy uniformly bounded in R (or, equiv- 
almztly, A1i2T(t) is uniformly bounded). Then 
A = Q-lBQ (2.16) 
Q seljadjoint, bounded and invertible, -B selfadjoint and nonnegative. 
We have implicitly used in the proof the fact that a selfadjoint operator B 
is nonnegative if and only if B = C2 for some selfadjoint C. 
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A moment’s consideration of the functional calculus for selfadjoint 
operators shows that if A is of the form (2.16) 
S(t) = Q-’ cos(tB/“) Q, T(t) = Q-1&1/2 sinh(tW”) Q. 
This clearly shows that the converse of Theorem 2.5 is also true. 
2.4 Bemark. The definition (2.14) of “energy” is - at least for a con- 
venient value of b - equivalent to the “physical” definition when (2.13) is, 
say, the wave or KleinGordon equation. In fact, let E = L2(R3) (R” = 3- 
dimensional Euclidean space), 
A = A + m21, A = i (&): 
k=l 
Then (2.13) is the Klein-Gordon equation. For b = m definition (2.14) gives 
E,(u(-); t) = ~(lu’(t)12 + 1 A1’%(t)/2 + d / ~(t>i”)< 
But it is not difficult to see (for instance, by means of Fourier transforms) that 
I A1&r Ia = 2 1 (y$-) u j*> 
kl 
thus E, coincides with the “physical” energy. 
2.7 Wentark. It is natural to ask what is the relation between hypotheses 
(a) and (b) of Theorem 2.5, in any Banach space E. Assume, for instance, 
that A is bomded. Then 
T(t) = c &$ A” 
is holomorphic, in particular, continuous in the L(E)-topology; since 
l/kT(k) -+ 1, it follows that T(k)-l exists and belongs to L(E) for k small 
enough. Assume in addition that ,4 is invertible. Then, in view of the defi- 
nition of All” and of Lemma 1.6.2, AlI2 will as well be bounded and invertible. 
Making use now of (2.5) we see that 
2A1V(t) = A-l~zT(k)--l(S(t + k) - S(t - kj) 
thus (a) * (b). This generalizes slightly a result of Kurepa (Theorem 3, [H]), 
where A is actually assumed to have a regular square root. 
Observe that if A is bounded and invertible, then by the spectral mapping 
theorem 
1 6 4 W>>> t+fo (2.17) 
where U(t) = exp(tA112) = S(t) + A112T(t). 
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If we delete all the former assumptions on A and keep only (2.17) it is still 
possible to see that (a) * (b). Assumption (2.17) can be seen to imply the 
following condition bearing only on the spectrum of A: there exists a S > 0 
such that 
(-(?L + q*, -(?L - S)2) n u(A) = 0 (2.18) 
for ?L = a, 2a ,..., a > 0. 
Another interesting case in which (a) + (b) is S(m) periodic. In fact, it is 
not difficult to demonstrate that #W(t) is as well bounded. An appli- 
cation of Theorem 2.5 to this case (E a Hilbert space), and a few elementary 
considerations about functions of self-adjoint operators show that u(A) has 
to be contained in the set 
VA -P2, -(2p)” ,..., -(np)” ,... >, 
p the (minimum) period of S. 
2.8 Remark. Applying Theorems 2.3 and 1.6.9 we see that the Cauchy 
problem for (1.1) can be reduced to the first-order problem 
u:(t) = (Ai/2 + 27x1) u,(t), u;(t) = (AtI - 231) ul(t). 
(b any real number > W) in the product space E x E endowed with the usual 
linear and topological structures. Equivalently, the Cauchy problem for (1.1) 
can be reduced to the first order, u.w.p. problem 
in the space D(At/“) x E, D(Ai12) endowed with the “graph norm” 
1 u 1 + 1 A;‘K I. 
2.9 Remark. Some results in this section are related to results in [15]. 
There a different concept of solvability of (1.1) is introduced, involving the 
concept of energy at the outset. Theorem 2.5 is somewhat analogous to 
Theorem 3 of [Z5]. 
The equation U” = Au is also solved in [I81 for the particular case A is 
an elliptic partial differential operator. Second order equations are also 
considered in [I], [2] with different solvability assumptions. Cosine functions 
have been considered in [9], [ZO] and other papers of the same author; the 
assumptions on them are somewhat different, but many of the results are 
related with ours. 
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SECTION 3 
3j A GENERATION RESULT 
3.1 Tmomnlr. The operator A is the in$nitesimaZ generator of a c.f. of 
type < w if and only if R(h2; A) exists for h > w, is strongly infintely d@eren- 
tiable there and such that the set 
n (hR(X2; A)); h > w, n = 1, &...I (3.1) 
is equicontinuous in L(E). 
Proof. The “only if” part is simple. In fact, Formula (I.5.12) implies that 
hR(x2; A) is analytic for Re h > w (Lemma 1.5.6). Differentiating it repeatedly 
(a reasoning similar to the one in [5], Chapter VIII, Lemma 1.12 shows that 
differentiating under the integral sign is permissible) we obtain for any 
h > w,u~E 
(-$r hR(Ar; A) u = 1, e-A$(-t)” s(t) u dt. (3.2) 
Now, if ( * / is a semi-norm in &‘, its value at the element of Eon the right-hand 
side of (3.2) can be estimated (save by a constant) by 
s 
m 
0 
e--Attneot dt = (h -nLY+l 
thus the equicontinuity of (3.1) follows from Theorem I. 1.2. The proof of the 
“if” part will require some additional properties of the Laplace transform of 
vector-valued functions. These properties are counterparts of properties of 
scalar-valued LapIace transforms, and the proofs are adaptations of the 
corresponding scalar-valued proofs, thus we will content ourselves with 
giving references to the latter. 
3.2 AIJXILLWY LEMMA. (a) Let f b e a continuous fmction of type ,< 0~. 
Then the Laplace transform 
(Af )(A) = 1,” eSh”f(t) dt 
exists for Re X > w and is holomorphic thee. 
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(b) (The Post-Widder inversion formula). Let f be as in (a). Then 
lim (-l) - (g+l (Af)‘“’ (+) = f(t) n+m n! 
unifo&y on compacts oft > 0. 
See [16] for proofs. 
We shall need an additional auxiliary result, namely 
3.3 LEMMA. Assume A satisjes t?ze hypotheses of Theorem 3.1. Then 
R(h2; A) exists for Re h > w and is holomorphic there; moreover, the set 
((Re A - OJ) AZ?(P; A); Re h > w> (3.3) 
is equicontinuous in L(E). 
Proof. Let h > W. The power series 
(3.4) 
converges in L(E) for 1 p 1 < h - W; in fact, by virtue of the equicontinuity 
of the set (3.1) if 1 * 1 is a semi-norm in 9, of the set (3.4) is dominated in 1 * 1 
(save by a constant) by the numerical series 
(3.5) 
Consequently, (3.4) d e fi nes a function H(h, ,u) in the domain 1 p 1 < h - w, 
h > w holomorphic in p for each A; moreover, it is easy to see by differen- 
tiating (3.4) term by term that H(A, p) u has mixed partials of all orders for 
any u E E; in particular 
aHu aHu 
-=-a-- + 
Then H(h, ,u) = H(X + p). Let now A, > W, 1 h - A,, 1 < A, - w. Since 
hR(F; A) u = H(X, 0) u = H(h, , h - A,) u we see that XR(X$ A) u can be 
extended to a function H(h) holomorphic in 
u {A; 1 h - A, 1 < A, - CO} = {A; Re h > w}. 
Ao>O 
But then (by “permanence of the functional equations” defining the 
resolvent under analytic continuation) H(h) = hR(X2; A) for all Re X > w as 
required. 
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It follows from the expression (3.4) for (h + p) R((X + p)e; A) and from 
(3.5) that the set 
is equicontinuous in L(E). But for any X’ in Re h’ > w, it is possible to find 
numbersX,psuchthatX>w,/y/ <X--,Xi(~~=~,/i-ljci~~Re;z’, 
thus equicontinuity of (3.1) follows. 
Eml of prooj of Theorem 3.1. We shall now construct S(o) by an adap- 
tation of a method used by Lyubich ([II]) for first-order equations. Let 
w < U’ < U, u E D(A). Define, for t 3 0 
u(t)=-& - 
ept 
’ J lmu=o* (P - 4” 
* I+“; A)(p(aV + A) - 2ui4) 21 &!,Li (3.6) 
where the contour Im ,U = G’ is oriented from g’ - ice to ~7 + ico. By 
Lemma 3.3 the integral (3.6) exists; moreover z(m) is continuous in t > 0 
and of type < cr’ there. 
Setting t = 0 in the integral (X6), we can compute it by deforming the 
path of integration to a small circle C around p = o; observe that if we 
want C to be oriented in the positive sense a change of sign is necessary. After 
doing this we use the equality 
R(p2; A)(&“1 + A) - 2crA4) u = (20 - p) u + p(,u - CT)” R(p2; A) u 
(3.7) 
which is a simple consequence of the first resolvent equation. We obtain 
u(0) = (- & J,~u- dp) 21 = u 
We compute now the Laplace transform of u(.) for Re h > u’. Using the 
expression (3.6) and interchanging the order of integration in p and t -this 
is easily seen to be permissible - we obtain 
(AU)(X) = & J 
lmu=o’ (p - u& - A) 
- R($; A)(p(u21 + A) - 20.4) udp* 
(3.9) 
Assume for the moment h f u. Then we can deform the path of integration 
in (3.7) to two small circles C, and C, around X and c~ respectively. After this 
is done we modify again the integrand by means of the formula (3.7). Ob- 
serving, finally, that 
66 FATTORINI 
we arrive at the formula 
5 R(p2; A) u dp = hR(h2; A) IA (3.10) 
for A # u and a fortiori for all X > 0’. Applying now Lemma 3.2, (b) we see 
that 
u(t) = lim q (+)“” (-$)‘“’ (m@s; A) u) 1 
bnlt 
(3.11) 
when u E II( uniformly on compacts of t > 0. Observe that the family of 
operators in the right-hand side of (3.11) can be written 
(-1)n (1 - $)-ln+n M,., (3.12) 
where 
n/l - (’ - -)“” (23”’ (hR(A2. 4) j n.t - ?Z! , knit 
(3.13) 
is an equicontinuous family. But, since 
uniformly on compacts of t > 0, so is (3.12); then it follows from the 
existence of the limit (3.11) for z1 E D(rZ) that (3.11) exists for every u E E 
uniformly on compacts of t > 0. 
We define for any u E E 
S(t) u = u(t), t>o (3.14) 
where It(t) is given by (3.11) (or by 3.6) if zc E D(a)). It is an easy matter to 
show that equicontinuity of (3.13) ’ pi rm ies continuity of S(t) for t > 0; 
moreover, if (1.1) is any semi-norm in d we get from (3.12) that 
1 S(t) u 1 < Kewt (3.15) 
where K may depend on u and 1 * 1 but not on t. But then {e--wtS(t); t > 0) 
is an equicontinuous family; since S(t) u--+ z4 as t + 0 for 24 ED(A), 
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limt+a S(t) - f u u or all u E E; S(s) is strongly contirmous in t >, 0, and of 
type < w. It follows from (3.10) that 
I O” e--ht S(t) u dt z J@(hz; A) u 0 (3.16) 
for 21 E D(A) and then, by continuity for all u E E. The conclusion of Theorem 
3: 1 follows now from Lemma 1.58. 
4. REPRESENTATION THEOREMS 
The aim of this section is to show that if A generates a c.f. S of type < w 
then we can write 
S(t) = lim cosh(tA$ 
provided that {A,) is a family of operators that approximates A in a suitable 
sense. We will be able to formulate in this way suhicient conditions for .-II 
to be the generator of a c.f. 
We shall say that a generalized sequence (A, ; 71 E JV~ approximates A if 
(a) The A, are continuous operators commuting with each other; 
(b) !im A,u = AU for all u E D(A); 
(c) 
t2k 
S,(t) u = cosh(tA;l”) u = 9 I_ 
kfo (2k)! AC; 
exists for every t E R, u E E, 17 E N 
(d) For some w > 0 the set 
{e-~lW,(t); t G R, 7 E JV> 
is equicontinuous in L(E). 
(4.1) 
1.1 THEOREM. Let {A, ; 7 E M} approximate A. Assume R(h; A) exists for 
large X. Then A gene-rates a c.f. of type < w given by 
S(t) 24 = lim S-(t) U, UEE (4.21 
un$omly on compacts of R. 
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Proof. It follows from properties of holomorphic functions in locally 
convex spaces (see Section 1.1) that convergence of the series (4.1) for all t 
and u implies convergence of L’(P/(2k)!) AVk in the L(E)-sense for all com- 
plex t, and that SJt) is an entire function oft. In particular, it can be differen- 
tiated any number of times in the real axis and the differentiation can be 
carried out term by term in (4.1). Then 
s;(t) = Jl,S,(t) = S(t)A, ) 
s;(t) = 47,(t), where 
T”(t) = 1; SJs) ds. 
Observe also that integrating by parts we get 
I:, T,(s) S,(t - s) ds = j-1 S,(s) T,(t - s) ds (4.3) 
for any 7, v E JV. Then for any t E R. 
SJt) - 5$(t) = j-1 $ S,,(s) S,(t - s) ds 
zzz J’I A,T,(s) S,(t - s) ds - f S,(s) A,T,(t - s) ds 
cl 0 
= 
s 
t 
T,(s) Sv(t - s) ds. 6% - 4) (4.4) 
0 
It follows easily from the equicontinuity of the family (4.1) that 
11” T,(s) Sv(t - s) ds; t E c, 7, v E JV/. 
0 
is as well equicontinuous, where c is any compact set in R. Then, by virtue of 
(4.4) 
Iii @qt) - s”(t)) u = 0 (4.6) 
for any u E D(A), uniformly on compacts of R. Observe now that (by virtue 
of (4 
@&) - K(t); t E c, 17, v E Jzr) 
is also an equicontinuous family; then (4.6) holds as well for any u E D(A). 
Making use of the completeness of E we can assert that the limit in the right- 
hand side of (4.2) exists for every U. Then, by Theorem (1.1.3) it defines an 
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L(E)-valued function S(m); moreover, since the limit is uniform on compacts 
of R, S(a) is strongly continuous. Since each S,,(e) satisfies the cosine functional 
equation, so does S(e), thus S(e) is a c.f. The fact that S(.) is of type < (3 
follows from equicontinuity of (4.1); in fact since 
e-wItIS u = lim e-“ltlS,(t) ZC, 
{e-wItlS(t) u; t E R} is bounded in E for any u E E. 
Assume now u E D(A). From the corresponding equality for S, and a 
passage to the limit we get, 
S(t) u = u + j” (t - s) S(s) Au ds, 
0 
which shows that S(e) u is continuously differentiable and that S”(0) = AU. 
But S”(0) u must equal Bu, B the infinitesimal generator of S(e), thus A C B. 
The fact that A = B can be seen as follows; since R(h; A), R(h; B) both 
exist for large h (the first by hypothesis, the second by Lemma (1.5.6) they 
must exist for a common value A, of A. Then 
(A, - A) B(A) = (A, - B) D(A) = E = (A, - B) D(B), 
which implies D(A) = D(B). 
Observe incidentally that we can write T(t) zl = lim T,,(t) U, where 
Note added i~z proof. Since this paper was submitted for publication the 
author has become aware that Theorem 3.1 is known for the particular case 
in which E is a Banach space. It was proved by M. Sova (Cosine operator 
functions. Roxprazvy Mat. XLIX (1966), 3-46) and independently by 
6. Da Prato and F. Giusti (Una caratterizzazione dei generatori di funzione 
coseno astratte. Bull. Unione Mat. Ital. 22 (1967) 357-362). 
:Results in this paper have been announced in: Differential equations in 
linear topological space, III. Notices Amer. Math. Sot. 15 (1968), 472. 
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