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Abstract
We consider the problem of sparse variable selection on high
dimension heterogeneous data sets, which has been taken on
renewed interest recently due to the growth of biological and
medical data sets with complex, non-i.i.d. structures and pro-
lific response variables. The heterogeneity is likely to con-
found the association between explanatory variables and re-
sponses, resulting in a wealth of false discoveries when Lasso
or its variants are naı¨vely applied. Therefore, the research
interest of developing effective confounder correction meth-
ods is growing. However, ordinarily employing recent con-
founder correction methods will result in undesirable perfor-
mance due to the ignorance of the convoluted interdepen-
dency among the prolific response variables. To fully improve
current variable selection methods, we introduce a model
that can utilize the dependency information from multiple
responses to select the active variables from heterogeneous
data. Through extensive experiments on synthetic and real
data sets, we show that our proposed model outperforms the
existing methods.
1 INTRODUCTION
Variable selection is one of the central tasks in statistics and
has been studied for decades (Cai, Zhang, and He 2010;
Nie et al. 2010; Du and Shen 2015). Modern machine learn-
ing problems, especially biological or medical applications
often seek for solutions in the existing statistical approaches.
Lasso (Tibshirani 1996) is an example of those extensively
adopted methods in a variety of areas for sparse variable se-
lection tasks. However, the increasing volume of data sets
often requires the data to be collected from multiple batches
and then integrated together. This procedure is particularly
harmful to the biological (He and Lin 2011) and medical
(Chen and Wang 2013; Zhou et al. 2013) data sets, which
are sensitive to the data sources, like populations, hospitals
or even experimental devices. This sensitivity results in het-
erogeneity, therefore, breaks one of the most fundamental
assumptions (i.i.d. assumption) that most statistical machine
learning methods make. More importantly, due to the expen-
siveness of biological and medical data, different batches
of data are collected for different purposes from distinctly
Copyright c© 2018, Association for the Advancement of Artificial
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different sources. Consequently, the heterogeneity often in-
duces confounding factors between explanatory variables
and response variables, resulting in numerous false positive
selected variables when classical variable selection methods
are applied (Astle and Balding 2009).
To further understand the challenge heterogeneity intro-
duces to biological or medical data sets and define the
problem, consider that we have data samples in the for-
mat of (X,Z, Y ), where X stands for the explanatory vari-
ables, Y stands for the responses, and Z stands for the
indicator of the data source. The dependency between X
and Y is the premise of any variable selection task (Rak-
itsch et al. 2013), and the dependency between X and Z
is introduced through heterogeneity (Wang and Yang 2016;
Wang, Aragam, and Xing 2017; Wang et al. 2017). More
importantly, biological and medical data are typically expen-
sive to collect, therefore, individual samples of certain dis-
eases are mostly collected from the patients of many hospi-
tals, while samples of the control group are mostly collected
from volunteers from several different undeveloped regions.
This data collection procedure brings the dependency be-
tween Z and Y .
In the real world, this problem may be even challenging,
for the origin of different samples is lost either through data
compression or experimental necessity in most cases. Nowa-
days genetic association studies rarely see the origin of sam-
ples listed. Z becomes the confounding factor between X
and Y (Henderson 1975). One challenge of the heteroge-
neous data variable selection problem is to correct the con-
founding effects introduced by Z.
Further, many of the real world biological and med-
ical data sets are collected with multiple response vari-
ables. These responses are often more closely related and
more likely to share common relevant covariates than others
(Chen et al. 2010; Kim and Xing 2012). For instances, in
genetic association analysis, which aims to select the single-
nucleotide polymorphism (explanatory variables) that could
affect the phenotype (response variables), the genes that in
the same pathway are more likely to share the common set
of relevant explanatory variables than other genes. Thus, to
improve the performance of the variable selection, incorpo-
rating the complex correlation structure in the responses is
under our consideration. Therefore, in this paper, we extend
the recent solutions of sparse linear mixed model (Rakitsch
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et al. 2013; Wang and Yang 2016) that can correct con-
founding factors and perform variable selection simultane-
ously further to account the relatedness between different
responses. We propose the tree-guided sparse linear mixed
model, namely TgSLMM, to correct the confoundings and
incorporate the relatedness among response variables simul-
taneously. Further, we examine our model through extensive
synthetic experiments and show that our method is superior
to other existing approaches.
2 RELATEDWORK
Recent years have witnessed the great advances in the vari-
able selection area. The most classical approach is `1-norm
regularization (i.e. Lasso regression (Tibshirani 1996)). Fur-
ther, recent studies have extended the model capability by
introducing different regularizers (Chen et al. 2010). Ex-
amples including the Smoothly Clipped Absolute Deviation
(SCAD) (Fan and Li 2001), the Local Linear Approxima-
tion (LLA) (Zou and Li 2008) and the Minimax Concave
Penalty (MCP) (Zhang and others 2010) have been intro-
duced recently. These methods overcome the limitations of
Lasso (Fan and Li 2001) at the cost of introducing non-
convexity in the optimization problem. Some other variable
selection methods like (Kolda and Bader 2009) ignore un-
derlying multidimensional structure, leading to severe small
dataset problems. (Tan et al. 2012) imposes a rank constraint
into `1 regularization to factor matrice and promotes sparsity
in variable selection, which hurts the interpretability. (Liu,
Shao, and Fu 2016) proposed a unsupervised variable selec-
tion method, but cannot apply to high dimensional data with
heterogeneity.
In the non-i.i,d setting, such as when the data set is
originated from different sources, confounders could raise
a challenge in variable selection. Corresponding solutions
have been studied for decades. Principal components anal-
ysis (PCA) (Patterson, Price, and Reich 2006; Price et al.
2006) and linear mixed model (Goddard 2009; Kang et al.
2010) are two popular and efficient approaches to correct
the confounding effect. The latter provides a more fine-
grained way to model the population structure and won its
prominence in the animal breeding literature, where they
were used to correct the kinship and family structure (Hen-
derson 1975). Many extensions have been developed. But
these extensions such as LMM-Select (Listgarten et al.
2012) LMM-BOLT (Loh et al. 2015) and Liability-threshold
mixed linear model (LTMLM) (Loh et al. 2015) along with
other methods (Lippert et al. 2011; Segura et al. 2012;
Pirinen et al. 2013) only rely on univariate testing to select
the variable once the confounding factor is corrected. Recent
attempts have been made to propose multi-variable testing
model (Bondell, Krishna, and Ghosh 2010; Fan and Li 2012;
Rakitsch et al. 2013; Wang and Yang 2016).
3 TREE-GUIDED SPARSE LINEAR
MIXED MODEL
Throughout this paper, X denotes the n × p matrix for ex-
planatory variables of each individuals, Y for the n× k ma-
trix for response variables, and β for the p × k effect sizes.
We use subscripts to denote rows and superscripts to denote
columns, for example, βk and βk is the k-th column and k-th
row of β respectively.
3.1 Sparse Linear Mixed Model
The linear mixed model (LMM) is an extension of the stan-
dard linear regression model that explicitly describes the re-
lationship between a response variable and explanatory vari-
ables incorporating an extra random term to account for con-
founding factors. To introduce sparse linear mixed model
(LMM-Lasso), we briefly revisit the classical linear mixed
model as Equation 1:
Y = Xβ + Zu+  (1)
where Z is a n×tmatrix of random effect, u is confound-
ing influences and  denotes observation noise and they all
follow the Gaussian distribution with the zero means. Intu-
itively, the product Zu models the covariance between the
observations yi. Assuming that  ∼ N ( 0, σ2 I), we can
further rewrite the formula as Equation 2 to simplify mathe-
matical derivation:
yk ∼ N (Xβk, σ2gK + σ2 I ) (2)
where K = ZZT , representing the covariance between
the responses, σg represents the magnitude of confounder
factors. Assuming the priori distribution of β could be ex-
pressed as e−Φ(β), we can define log likelihood function as
Equation 3:
`(σ2g , σ
2
 , β) = e
−Φ(β) ·
K∏
k=1
N (yk|Xβk, σ2gK +σ2 I ) (3)
Due to the sparsity of β, it’s reasonable to assume that
β follows Laplace shrinkage prior. Such assumption leads
to the sparse linear mixed model (LMM-Lasso). However,
LMM-Lasso fails to consider the relatedness among re-
sponse variables. Such defect drives us to the tree-guided
sparse linear mixed model.
3.2 Tree-Guided Sparse Linear Mixed Model
Based on the framework of Equation 3 we substitute the
above Equation 4 then define Tree-Lasso into Equation 3,
we can get the optimization equation for the proposed
TgSLMM.
Φ(β) = λ
∑
j
∑
v∈V
wv||βGvj ||2 (4)
where λ is a tuning parameter that controls the amount
of sparsity in the solution. Tree-Lasso incorporates the re-
latedness among responses simultaneously as Equation 4.
The weights and overlaps of groups of Tree-Lasso are deter-
mined by the hierarchical clustering tree (Golub et al. 1999;
Sørlie et al. 2001). Given each node v ∈ V of the j-th tree is
associated with height hv of the group Gv whose members
are the response variables at the leaf nodes of the subtree
rooted at node v. In general, hv represents the weight for
selecting relevant covariates separately for the responses as-
sociated with each child of node v, whereas the 1− hv rep-
resents the weight for selecting relevant covariates jointly
for the responses for all of the children of node v. βGvj is a
vector of regression coefficients {βkj |k ∈ Gv}. Each group
of subtree regression coefficients βGvj is weighted with wv ,
which is defined as the Equation 5:
wv =

(1− hv)
∏
m∈Ancestors(v)
hm if v is an internal node,∏
m∈Ancestors(v)
hm if v is a leaf node.
(5)
Further, assuming |V | is the number of response variables,
which is equivalent to the number of leaf nodes in the tree.
3.3 Parameter Learning
Overall, optimizing Equation 4 with hyper-parameter {Θ =
σ2g , σ
2
 , λ, wv} is a non-convex optimization problem aside
with weight β. Hence, we use the null-model fitting method
first to correct the confounding factors without the consid-
eration of fixed effect, and then solve Tree-Lasso regression
problem using smoothing proximal gradient method (Chen
et al. 2012).
Null-model Null-model fitting method by first optimizing
σ2g , σ
2
 under null model while ignoring the fixed effect of
explanatory variables, can yield near-identical result as an
exact method (Kang et al. 2010). Introducing the ratio of the
random effect and the noise variance, δ = σ2 /σ
2
g , we could
transform the equation as Equation 6:
`null(σg, δ) = e
−Φ(β) ·
K∏
k=1
N (yk|Xβk, σ2g(K + δI) (6)
In general, we first compute the spectral decomposition
of K = Udiag(d)UT , where U for eigenvector matrix and
diag(d) for eigenvalue matrix. After that, we rotate the data
in order to make the covariance of the Gaussian distribution
isotropic. Then, we carry out a one-dimension optimization
with regard to δ to optimize the log-likelihood, while σg can
be optimized in closed form in every evaluation.
Reduction to Tree-Lasso regression problem Having
the yielded δ, we use the U computed before to rotate the
data such that the covariance matrix becomes isotropic. As-
sume Y˜ and X˜ are the resulting rescaled data, which can be
calculated by following equation:
X˜ = (diag(d) + δI)−
1
2UTX
Y˜ = (diag(d) + δI)−
1
2UTY
Using this transformation, the equation eventually ends
up with a standard Tree-Lasso regression problem since it is
free of population structure. Thus in the following step, we
can obtain the β̂tree as Equation 7:
β̂tree = min
β
1
2
||Y˜ − X˜β||2F+Φ(β) (7)
Figure 1: The simulated ground-truth β vector. For illus-
tration purpose, we choose the experimental setting of n =
250, p = 500 and k = 50.
where ||·||F denotes the matrix Frobenius norm, and Φ is
determined by the Equation 4, then we can easily employ
the smoothing proximal gradient descent method.
4 SYNTHETIC EXPERIMENTS
In this section, we evaluate the yielded results of the
TgSLMM versus Tree-Lasso, LMM-Lasso and some meth-
ods mentioned above, which are shown in the receiver oper-
ating characteristic (ROC) curves 1.
4.1 Data Generation
First, we simulate a sparse tree-structured vector as β. An
illustrated example is shown in Figure 1. Each row of β can
be viewed as either a leaf node with elements shattered in
different columns, or a non-leaf node, which contains all el-
ements its child node holds. The generation rules are listed
below:
• The righter columns have fewer non-zero elements
• The elements from righter columns have bigger value.
• The leftmost column has non-zeros elements in all posi-
tions, which denotes the most general feature.
• The non-leaf nodes can be iteratively divided into two dif-
ferent kinds of nodes. One has non-zeros elements in all
column while the other one only has non-zeros elements
in the rightest column.
Then we generate centroids of m different distributions.
cj is the centroid of j-th distribution, we generate explana-
tory variable data from a multivariate Gaussian distribution
as follows:
xi ∼ N (cj , σ2eI) (8)
where xi denotes the i-th data and originates from j-th
distribution. Then we generate an immediate response vector
r from X vector with  ∼ (0, σ2 ):
r = Xβ +  (9)
1The problem can be regarded as classification problem–
identifying the active response variables from all genes. So for each
threshold, we select the response variables whose absolute effect
sizes are higher than the threshold. If the selected explanatory vari-
able has non-zero value in ground truth effect size, it will be a true
positive of this problem.
(a) Different number of samples (b) Different number of explanatory variables
(c) Different number of response variables (d) Different number of distributions
(e) Different percentage of active variables (f) Different magnitude of variance of explanatory variables
(g) Different magnitude of variance of response variables (h) Different magnitude of noise
Figure 2: ROC curves for experiments with different parameters. We show the full image of ROC curves to compare our method
with previous methods. For each configuration, the reported curve is drawn over five random seeds.
To get the final response vector Y , we introduce a co-
variance matrix K to simulate correlation between different
responses:
Y ∼ N (r, σ2yK) (10)
where σ2y is to control the magnitude of the variance. As-
suming C is the matrix formed by stacking the centroids cj ,
we choose K = CCT to simulate the correlation between
observations.
4.2 Experiment Results
We assessed the ability of TgSLMM in our synthetic
datasets. The experimental setting is listed in Table 1.
The results are shown in Figure 2. To evaluate the per-
formance of the proposed model, Tree-Lasso, LMM-Lasso,
MCP, SCAD, Lasso, BOLT-LMM, LTMLM and LMM-
Select are also tested. In general, our method outperforms
all the other methods.
We examine each method’s ability to identify active vari-
ables in different datasets by modifying each default values.
In Figure 2(a) as n increases, and in Figure 2(b) as p de-
creases, the ratio of pn gets smaller and the performance gets
better as expected. Compared to Tree-Lasso along with other
methods, our method is more robust with big datasets, which
are accord with the real-world situation. As we increase the
Table 1: Default experimental setting in the simulated exper-
iments
Parameter Default Description
n 1000 the number of data samples
p 5000 the number of explanatory variables
k 50 the number of response variables
m 10 the number of distributions that data origi-
nates from
d 0.05 the percentage of active variables
σ2e 0.001 the magnitude of covariance of explanatory
variables
σ2y 1 the magnitude of covariance of response
variables
σ2 0.05 the magnitude of noise
number of response variables in Figure 2(c), increase the
number of distributions in Figure 2(d), or decrease the pro-
portion of active variables in β as Figure 2(e), the problem
becomes more challenging. Figure 2(f) and Figure 2(g) show
that our method is more flexible to different covariance of
explanatory variables and response variables. In Figure 2(e),
we notice that when the proportion of active variables in β
is large, the performance of TgSLMM and LMM-Lasso is
similar. However, it contradicts the background of our re-
search, that the active variables should be sparse among data.
Through our experiments, it is hard for Tree-Lasso to iden-
tify the active variables on high dimension heterogeneous
data.
TgSLMM also performs best in most cases in the figure
of Precision-Recall curves. These figures are omitted to save
space.
4.3 Analysis of yielded β and Y
We use the same experimental setting2 as in Figure 1. The
results are shown in Figure 3 and 4.
Figure 3: The yielded β vector.
Figure 3 shows that TgSLMM recovers both the val-
ues and structure of ground truth effect size, revealing
the supreme ability of TgSLMM in variable selection.
2Other parameters are as follow:M is 10; d is 0.05; σ2e is 0.001;
σ2y is 1; σ2 is 0.05.
Figure 4: The simulated responses matrix and the predicted
responses results by different models.
LMM-Lasso has trouble finding enough useful information.
Trapped into the confounding factors, the Tree-Lasso dis-
covers too many false positives. Tree-Lasso also falls short
when the dataset becomes complicated as the dataset we
generated in the Figure 2. Based on Figure 4, both predic-
tion performance of TgSLMM and Tree-Lasso are convinc-
ing, LMM-Lasso fails as reported before. Unsurprisingly,
the proposed TgSLMM also behaves the best in estimating
β with respect to mean-squared error through almost all ex-
perimental settings. The figures of mean-squared error of β
are omitted, as well as analysis for the other methods. The
remaining other approaches cannot discover any meaningful
information.
By using the proposed method, we are able to detect weak
signals and reveal clear groupings in the patterns of asso-
ciations between explanatory variables and responses. The
results also prove our method does well both in the field of
variable selection, effect sizes estimation and response pre-
diction.
5 REAL GENOME DATA EXPERIMENTS
Having shown the capacity of TgSLMM in recovering ex-
planatory variables of synthetic datasets, we now demon-
strate how TgSLMM can be used in real-world genome
data and discover meaningful information. To evaluate the
method, we focus on some practical datasets, Arabidopsis
thaliana, Heterogeneous Stock Mice and Human Alzheimer
Disease. Since Arabidopsis thaliana and Heterogeneous
Stock Mice have been studied for over a decade, the sci-
entific community has reached a general consensus regard-
ing these species (Atwell et al. 2010). With such authentic
golden standard, we could plot the ROC curve and assess
Figure 5: Area under ROC curve for the 44 traits of Arabidopsis thaliana.
model’s performance using area under it. However, since
Alzheimers disease is a very active area of research with no
ground truth available, we listed the genetic variables iden-
tified by our proposed model and verified the top genetic
variables by searching the relevant literature.
5.1 Data Sets
Arabidopsis Thaliana The Arabidopsis thaliana dataset
we obtained is a collection of around 200 plants, each with
around 215,000 genetic variables (Anastasio et al. 2011). We
study the association between these genetic variables and a
set of observed responses. These plants were collected from
27 different countries in Europe and Asia, so that geographic
origin serves as a potential confounding factor. For example,
different sunlight conditions in different regions may affect
the observed responses of these plants. We tested the genetic
associations between genetic variables with 44 different re-
sponses such as days to germination, days to flowering, etc.
Heterogeneous Stock Mice The heterogeneous stock
mice dataset contains measurements from around 1700
mice, with 10,000 genetic variables (Valdar et al. 2006).
These mice were raised in cages by four generations over
a two-year period. In total, the mice come from 85 distinct
families. The obvious confounding variable is genetic in-
heritance due to family relationships. We studied the asso-
ciation between the genetic variables and a set of 27 re-
sponse variables that could possibly be affected by inheri-
tance. These 27 response variables fall into six different cat-
egories, relating to the glucose level, insulin level, immunity,
EPM, FN and OFT respectively.
Human Alzheimer Disease We use the late-onset
Alzheimer’s Disease data provided by Harvard Brain Tissue
Resource Center and Merck Research Laboratories (Zhang
et al. ). It consists of measurements from 540 patients with
500,000 genetic variables. We tested the association be-
tween these genetic variables and 28 responses correspond-
ing to a patient’s disease status of Alzheimer’s disease.
5.2 Arabidopsis Thaliana
Since we have access to a validated gold standard of the Ara-
bidopsis thaliana dataset, we compared the alternative meth-
ods in terms of their ability in recovering explanatory vari-
ables with a true association. Figure 5 illustrates the area un-
der the ROC curve for each response variables for Arabidop-
sis thaliana. By analyzing the yielded results, it can be con-
cluded that TgSLMM equals or outperforms the other meth-
ods for all of responses. We can also reach that TgSLMM
allows for dissecting individual explanatory variable effects
from global genetic effects driven by population structure.
Further, we applied cross-validation to evaluate the pro-
posed model’s ability of response prediction. Using the data
our method selects, 61.4% of prediction for Arabidopsis
thaliana is better than using origin dataset, 56.8% is better
than employing Tree-Lasso, 79.5% is better than applying
LMM-Lasso, 84.1% is better than MCP and SCAD, 66.0%
is better than Lasso, 91.0% is better than LMM-BOLT,
56.7% is better than LTMLM. Our method only works worse
than LMM-Select while considering prediction.
5.3 Heterogeneous Stock Mice
For Heterogeneous Stock Mice dataset, ground truth is also
available so that we could evaluate the methods based on
the area under their ROC Curve as Figure 6. TgSLMM be-
haves as the best one on 22.2% of the traits and achieved
the highest area for the whole datasets as 0.627. The sec-
ond best model is MCP with area of 0.604. The area un-
der ROC of Tree-Lasso, Lasso and SCAD is 0.582, 0.591
and 0.590 respectively. The area of the remaining mod-
els is all around 0.5, showing little ability to process such
complex datasets. On trait Glucose 75, Glucose 30, Glu-
cose.DeadFromAnesthetic, Insulin.AUC, Insulin.Delta and
FN.postWeight, our method TgSLMM behaves best. The re-
sults are interesting: The left side of the figure mostly con-
sists of traits regarding glucose and insulin in the mice, while
the right side of the figure consists of trait related to immu-
nity. This raises the interesting question of whether or not
immune levels in stock mice are largely independent of fam-
ily origin.
5.4 Human Alzheimer Disease
Finally, we proceed to the Human Alzheimers Disease
dataset. We report the top 30 genetic variables our model
discovered in Table 2 to foster further research.
Due to space limitation, we only verify the top 10 reported
genetic variables with prior research. The 1st discovered ge-
netic variable is corresponded to apoB gene, which can influ-
ence serum concentration in Alzheimers disease (Caramelli
et al. 1999). The 2nd one is associated with ARHGAP10
gene (also called GRAF2), which affects the developmen-
Figure 6: Area under ROC curve for the 27 traits of mice.
Table 2: Discovered Genetic Variables with TgSLMM
Rank SNP Rank SNP Rank SNP
1 rs30882 11 rs10897029 21 rs2298955
2 rs10027921 12 rs464906 22 rs1998933
3 rs12641981 13 rs874404 23 rs17467420
4 rs12506805 14 rs4421632 24 rs7629705
5 rs684240 15 rs6086773 25 rs27162
6 rs1684438 16 rs4882754 26 rs4740820
7 rs6431428 17 rs2272445 27 rs1495805
8 rs12509328 18 rs12410705 28 rs7916633
9 rs7783626 19 rs4578488 29 rs13221797
10 rs11848278 20 rs3887171 30 rs429536
tally regulated expression of the GRAF proteins that pro-
mote lipid droplet clustering and growth, and is enriched at
lipid droplet junctions (Ha¨sler et al. 2014). The 4th SNP is
expressed by the SYNPO2, which influences hypercholes-
terolemia or hypertension that has a identified a link between
cognitive deficits (Loke, Wong, and Ong 2017). The 7th ge-
netic variable is associated with AGAP1. AGAP1 can regu-
late membrane trafficking, actin remodeling (Liu et al. 2006)
and is reported to be associated with Alzheimer’s disease.
The 8th one is coded by gene Fam114a1. Biologists have
found that Fam114a1 is highly expressed in the developing
neocortex (Zhang et al. 2014). The 9th is corresponded with
gene CNTNAP2 and the direct downregulation of CNTNAP2
by STOX1A is associated with Alzheimer’s disease(van Abel
et al. 2012).
6 CONCLUSION
In this paper, we aim to solve the challenging task of sparse
variable selection when the data is not i.i.d. This type of sit-
uation often occurs in genomics since different batches of
medical data are collected from different sources for differ-
ent purposes. Due to such confounding factors, naiv¨ely ap-
plying the traditional variable selection methods will result
in a wealth of false discoveries. In addition to that, existing
methods ignore the convoluted interdependency among pro-
lific responses, hence a joint analysis that can utilize such
relatedness information in a heterogeneous data set is cru-
cial. To address these problems, we proposed the tree-guided
sparse linear mixed model for sparse variable selection in
the heterogeneous data set. We extend the recent solutions of
LMM that can correct confounding factors and perform vari-
able selection simultaneously further to account the related-
ness between different responses. Through extensive exper-
iments, we compare our method with state-of-art methods
and deeply analyze how confounding factors from the high
dimensional heterogeneous data set influence the capability
of the model to identify active variables. We show that tra-
ditional methods easily fall into the trap of utilizing false in-
formation, while our proposed model outperforms other ex-
isting methods in both the synthetic data set and real genome
data set.
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