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Abstract
Protein folding, a ubiquitous and vital biological process, where protein random coil
transforms into certain conformation in order to fulfill its function. Misfolded protein
which fails to acquire proper shape, not only loses its function, but can also cause fatal
diseases. In this dissertation, I will present four case studies involving protein folding in-
vestigated through computational modeling and molecular dynamics (MD) simulations.
All projects are closely related to experiments, demonstrating the unique role of MD simu-
lations in providing insightful molecular details, testing experimental hypothesis as well
as predicting new directions for experimentalists. A brief overview of each chapter is
summarized here:
Chapter 1 gives brief background information on each of the four project as well as
a general introduction on MD simulations, the core methodology used throughout the
dissertation.
Chapter 2 reports work on a fast protein folder named λ-repressor, where we aim to
investigate the different folding kinetics between three mutants of λ-repressor observed
in experiments and compare experiments with simulations.
Chapter 3 presents protein frustration by disulfide bridges in collaboration with Prof.
Norelle Daly’s Lab in Australia. We examined a small cysteine-rich cyclic peptide named
MCoTI-II and showed that frustration between certain cysteine residues could impede its
folding [2].
Chapter 4 details the construction of an atomic model of cytoplasm and explores the
ii
folding of a fast-folding protein (WW domain variant) in a cell-like environment.
Chapter 5 reports work on protein recognition by the proteasome, where we investi-
gated protein waste recycling in cells and found that protein re-folding is a vital process
in 26S proteasome to initiate protein degradation [1].
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Protein folding, a self-assembly process started from an unstructured polypeptide chain
and transformed into a specific 3D structure of functional protein. Understanding the
protein folding problem is a longstanding challenge in the field of biophysics [3–5]. Mis-
folded protein not only loses its function, but can cause neurodegenerative diseases, in-
cluding Alzheimer and Parkinson [6]. Although many discoveries have been made by
experimental techniques [7, 8], often time, these experimental techniques are limited in
their spatial and temporal resolution. On the other hand, molecular dynamics (MD) sim-
ulation serves as a promising tool to complement experiments in providing atomic details
of the folding process [9,10]. In particular, with recent improvements in force field [11] as
well as fast Anton supercomputer made available by D.E. Shaw [12], dozens of proteins
have been shown to fold and unfold reversibly through MD simulations [13, 14]. In fact,
more than 10% of the single-chain proteins in the Protein Data Bank (PDB) have folding
times that are within the capabilities of MD simulation nowadays [15].
One of the major theories in the protein folding field goes under the name of principle
of minimum frustration, first introduced by Peter Wolynes [73]. It states that, by evolution,
the energy landscape of protein folding is minimally frustrated in a smooth funnel-like
shape. Proteins have evolved to make fast and robust folding by avoiding non-native
contacts. This dissertation investigates protein folding and frustration in four biologi-
cal systems by utilizing MD simulations. Chapter 2 describes a fast-folding (minimally
frustrated) protein mutant named λ-repressor in silico and experiments in vitro, where
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we investigated how engineered labels affect protein folding. Chapter 3 investigates a
disulfide-rich cyclic peptide named MCoTI-II and shows how frustration in peptides can
be overcome by disulfide bridges with experimental confirmation in vitro. In the next
chapter, we move on to more complex in vivo condition to study WW domain variants in-
side a crowded cytoplasm and show how protein frustration resulted from nearby macro-
molecules through nonspecific stickiness (Chapter 4). Chapter 5 studies the recognition
process in the 26S proteasome, which is a macromolecular machinery in cells to clean up
frustrated and unneeded proteins.
1.1 Testing the Mechanistic Convergence of Protein
Folding Experiments and Simulations
Figure 1.1: Crystal structure of the template mutant λ12 (PDB
ID code 3KZ3) with residues 22, 33, and 51 highlighted in helices
1, 2, and 3 respectively [27]. Mutants λij are named according to
the helix pair contact probed.
One of the major milestones in the
protein folding field was the con-
vergence of computational and
experimental timescales [10, 28,
29]. Recently, the Gruebele group
has reported a new method of de-
tecting the formation of tertiary
contacts in a protein using Dexter
quenching of tryptophan by tyrosine upon contact formation [27]. A five-helix bundle
fast-folding protein, named λ-repressor, was studied by the new method. It revealed
heterogeneity in contact formation timescales between helical contacts 1-2, 1-3, and 3-2
inserted in three different mutants of λ-repressor (Fig. 1.1). Because of the limitation in
experiments to capture atomistic details, the current project aims to utilize molecular dy-
namics simulations to provide a more complete picture on how and when the different
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contacts within the protein form. The results will show for the first time a quantitative
one-to-one mechanistic comparison between experimental and computed folding kinetics
at the resolution of multiple structural building blocks (Chapter 2).
1.2 Circular Proteins with Disulfide Bridges
Figure 1.2: Frustration of the MCoTI-II
represented in the folding funnel.
Most of the proteins in living organisms are linear
chains of amino acid residues that fold into a three-
dimensional structure, which determines their bio-
logical function. However, a distinct class of circu-
lar proteins, whose amino acid chain is connected
into a loop, is known to exist in bacteria, fungi,
plants, and animals. Their biological activities can
involve anti-HIV, uterotonic, and hemolytic activ-
ities, while in some animals they are found to be
potent venoms, such as in spiders and snakes [22].
In addition to the cyclical architecture, naturally
occurring circular proteins often come with a knot-
ted arrangement of disulfide bonds. The cyclic form
and disulfide bridges provide circular proteins with a strong stability so that they are able
to retain their functions even at extreme pH, boiling temperature and in the presence of
proteolytic enzymes, which is very rare among other proteins [23]. Because of the extreme
stability, they have also drawn a lot of attention as novel pharmaceuticals. For example,
Protegrins and Tachyplesins antibiotic drugs are based on circular proteins [24].
The properties of circular proteins, such as stability, protease resistance, retained func-
tion in harsh conditions, have been characterized by experiments. However, in order
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to design novel circular protein pharmaceuticals with therapeutic functions, it would be
helpful to link how these unique properties of circular proteins arise from their micro-
scopic behavior. Here, we examine how critical are disulfide bridges in maintaining the
structure and stability of natural cyclized proteins, and to what extent such structure is al-
ready pre-programmed into the amino acid sequence. We performed molecular dynamics
simulations on a cysteine-rich trypsin inhibitor MCoTI-II [25] with three disulfide bridges
and found that the native state contains structural elements that frustrate one another’s
folding, and that the two bridges are critical for snapping the frustrated native structure
into place (Fig. 1.2). The results highlight the importance of disulfide bridges in a small
bioactive peptide to bring together frustrated structure in addition to maintaining protein
structural stability. The results are described in Chapter 3 and were published in Ref. [26]
1.3 Protein Folding in the Cytoplasm
In their native cell environment, proteins are confined by many other macromolecules,
known as macromolecular crowding [31], and interact with the cytoplasmic components
through weak ”quinary” interactions [32]. In the current project, we aim to study the
effect of a realistic model cytoplasm on protein folding. In particular, we seek to under-
stand a fast-folding β-sheet protein named WW-GTT [33], originally proposed by Shaw
and coworkers, and studied experimentally and computationally by our group. We have
built a realistic E.coli cytoplasm model and simulated it at near-physiological conditions
(Fig. 1.3). The in-cell folding simulation is not only the first protein folding in cell-like
condition at atomic detail, but can also be compared with a new generation of in-cell
folding experiments achieved with an ultrafast (µs time resolution) variant of the Fast Re-
laxation Imaging (FreI) experiments that have been developing in our group. The details
are described in Chapter 4.
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Figure 1.3: A slice through the simulation box of the crowded E.coli cytoplasm. The image was used as a
cover for a recent paper [30].
1.4 Protein Recognition by the Proteasome
How proteins recognize and bind to each other in the crowded cell is an intriguing fun-
damental question. To address this question from first-principles, it is necessary to have
knowledge of structure, energetics, and dynamics of the system during diffusion, associa-
tion and dissociation characterizing recognition processes. For globular protein partners,
typical models of recognition include lock-and-key, induced fit, and conformational selec-
tion, where recognition leads systems to stable states characterized by distinct minima in
free energy [16]. However, these models are poorly suited to systems where recognition
partners are disordered proteins or the recognition processes involve protein refolding.
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In the latter case, ordered and disordered proteins can bind into complexes of well de-
termined structures or into “fuzzy” complexes, with many possible system states, each
characterized by shallow minima in free energy [17].
Figure 1.4: Three-stage recognition process of tagged protein by Rpn10 of the 26S proteasome.
Here, we answer the question by simulation on the waste recycler of the cell. While
waste recycling became popular in our daily life, living cells mastered waste recycling of
their protein content since their very beginning. Recycling of unneeded protein molecules
in cells is performed by a molecular machine called 26S proteasome [18], which cuts these
proteins into smaller pieces and releases the pieces into the cell interior for reuse as build-
ing blocks for new protein. Proteins that need to be recycled are usually those that are
misfolded. Proteins are recognized as such by the cells’ so-called quality control sys-
tem [19]. This system labels misfolded proteins by a tag made of tetra-ubiquitin protein
chains. The 26S proteasome machine recognizes and binds to these tags via its subunit
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Rpn10. After Rpn10 binds to the tetra-ubiquitin tag and pulls the protein close, the 26S
proteasome unwinds the tagged protein and cuts it into pieces. Our study, based on
molecular dynamics simulations with NAMD [20], sheds light onto how 26S proteasome
and Rpn10 recognize the tetra-ubiquitin tag in three stages: In stage 1 of the recognition
process conserved complementary electrostatic patterns of Rpn10 and ubiquitins guide
protein association; stage 2 induces refolding of Rpn10 and tetra-ubiquitin tag; stage 3
facilitates formation of hydrophobic contacts between the tag and Rpn10 (Fig. 1.4). The
results are described in Chapter 5 and were published in Ref. [21].
1.5 Molecular Dynamics Simulation
The main computational method used in this dissertation study is molecular dynamics
(MD), also known as “computational microscope” [34], is a powerful tool for studying
structural and dynamical properties of molecular systems. Unlike many experimental
techniques that are generally limited in their spatial and temporal resolution, the MD
simulations can provide atomic details at femtosecond resolution. In the era of petascale
computing with unprecedented computational power, the MD simulations are now able
to study complex biological processes that take place on timescales of microseconds to
milliseconds with size range up to hundreds of millions of atoms, such as protein folding,
protein-drug binding, and large conformational change in protein [35, 36].
The basic idea of the MD method is to solve tons of differential equations to simulate
the movements of all atoms in a molecular system. The form of the equations, for each






F i = −∇−→r iUMD(
−→
R ) ; i = 1, 2, ..., N (1.1)
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where mi and
−→r i account for the mass and coordinate of each atom i. The potential
energy term UMD(
−→
R ), defined in Eq. 1.2, is the so called force field that characterizes all
physical and chemical inter-molecular interactions. The total force
−→
F i can be calculated
to determine the acceleration of each atom. In practice, Eq. 1.1 is repeated up to billions
of times to account for the movements of all atoms over time.
UMD(
−→
R ) = ∑
bond
kbondi (ri − r0i)2 + ∑
angles
kanglei (θi − θ0i)
2 + ∑
dihedrals


















Figure 1.5: Bonded interactions in MD force field
illustrated with a glycine residue
A common potential energy has the
functional form given in Eq. 1.2, where
the first three terms on the right hand side
are the bonded interactions, as shown in
Fig. 1.5, describing the stretching, bend-
ing, and torsional interactions, respec-
tively. The last two terms describe non-
bonded interactions including the van der
Waal’s potential as the fourth term and the pairwise electrostatic potential as the last term.
The MD simulations presented in this dissertation study utilize NAMD and Anton
machine [20, 37]. NAMD is a highly scalable MD software package that has been de-
veloped for over decades in the Schulten group while Anton is a special purpose super-
computer made by D.E. Shaw that is dedicated to run MD simulations. In addition, the
molecular visualization program, VMD [38], was used for visualization and analysis of
the MD simulation trajectories.
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Chapter 2
Testing the Mechanistic Convergence of
Protein Folding Experiments and
Simulations
2.1 Introduction
Understanding the mechanism of protein folding is one of the central questions in life sci-
ences [98]. Capturing a protein molecule during its transition from one structural state to
the other is very challenging because this process occurs on a very fast timescale – on the
order of a microsecond for a globular 100 amino acid protein [99]. A practical approach is
therefore to use a combination of MD simulations and relaxation experiments to extract
information about the folding mechanism. To this end, MD simulations have made sub-
stantial progress in recent years and are now capable of providing many-microseconds-
long trajectories capturing the motions of every atom in the system [13]. On the experi-
mental side, relaxation experiments such as temperature jump (T-jump) [100] and, more
recently, pressure jump (P-jump) [101], have been developed so that an ensemble of pu-
rified proteins in buffer solution can be perturbed out of equilibrium by changing either
temperature or pressure much more rapidly than the protein can relax to a new equilib-
rium state. Thus, the mechanism of protein folding can be studied by a combination of a
fast relaxation experiments with low structural resolution and all-atom MD simulations
with high structural resolution.
Recently, the Gruebele group has reported a new way of detecting the formation of
tertiary contacts in a protein based on the Dexter quenching of tryptophan by tyrosine in
the folded state [27, 102]. Three mutants of λ-repressor fragment were made with Dexter
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pairs reporting on helix contacts 1-2, 1-3, and 3-2 (Fig. 2.2C). The experiment revealed
heterogeneity in contact formation timescales. In order to make direct comparisons with
experiments, we seek to simulate the refoldings of all three λ-repressor mutants in sil-
ico, mimicking the exact high-pressure denaturation method in vivo. The MD simulations
will not only validate the experimental approach of probing tertiary contact formation
during protein folding, but also provide for the first time a quantitative one-to-one mech-




In order to make direct comparisons with experiments, three λ-repressor mutants were
constructed at a same pressure-denatured state with the exact sequences as in the ex-
periments. The initial structures of the λ-repressor mutants were taken from a previous
computational model [10] (PDB code 3KZ3 [103]), the following mutations were made to
match the exact sequence as highlighted in Fig. 2.1A: F22W, Q33Y for λ12, F22W, F51Y for
λ13, and Q33Y, F51W for λ32. The mutated structures were then solvated using the TIP3P
water model [55] and 55 mM of NaCl. Each prepared system contained around 69,000
atoms.
2.2.2 Molecular Dynamics Simulations
MD simulations were performed with the CHARMM22star force field [11] for protein and
ions. Due to different melting temperatures observed for λ-repressor mutants from exper-
iments [27], MD simulation for each mutant was carried out based on its corresponding
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melting temperature (λ12 = 350 K, λ13 = λ32 = 340 K). The temperature simulated under
CHARMM22star force field is generally lower when compared with experiments [13], so
we adjusted the temperature here for about 10 degrees higher. The simulations were per-
formed with periodic boundary conditions in the NPT ensemble of 1 atm and adjusted
temperature for each mutant. To mimic the P-jump experiments, the following steps were
taken in the simulations (also summarized in Fig. 2.2B):
1. In the first step, the pressure denatured protein structure was initialized from a pre-
vious computational investigation, described in details here [10], where the system
was a subject of short run of high temperature at 525 K for 150 ns accompanied by
high pressure at 5000 bar for a total time of 1300 ns to mimic high pressure dena-
tured state.
2. In the next step, each λ-repressor mutant was mutated to its corresponding se-
quence as shown in Fig. 2.1A. Each system was then a subject of P-jump from 1
bar to 5000 bar in 10 ns, followed by high pressure equilibration at 5000 bar for 100
ns, and ended with pressure-drop to 1 bar in 10 ns. The full process was carried out
at a constant temperature of 325 K.
3. In the last step, the refolding simulation for each mutant was carried out on Anton
machine at 1 bar of pressure and varied temperatures (λ12 = 350 K, λ13 = λ32 = 340
K).
2.2.3 MD simulations Using NAMD2
Step 2 in the above section as well as equilibration started from native-state were per-
formed with NAMD2 [20]. The systems to be simulated were minimized for 6000 steps,
followed by 12 ns of equilibration with harmonic constraints on heavy atoms (k = 1
kcal/(mol Å2)). The constant temperature was controlled by Langevin dynamics, and the
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constant pressure was regulated by the Nosé-Hoover Langevin piston method [61, 62].
The particle-mesh-Ewald (PME) method was employed to calculate long-range electro-
static forces [63]. The time step was set to 2 fs. Data analysis and figure rendering were
done using VMD [78].
2.2.4 MD Simulations on Anton 2
Refolding simulations for all three λ-repressor mutants were carried out on the Anton 2
platform for a total time of 110 µs (λ12 = λ32 = 25 µs, λ13 = 60 µs) [12]. The multigrator
integration method was applied [88]. Short-range forces were evaluated every time step
and long-range electrostatics were calculated every three time steps using the Gaussian
Spit Ewald method [89]. The time step was set to 2.5 fs.
2.3 Results
2.3.1 MD Simulations of the Native State
In order to test the sensitivity of the force field applied here and to verify whether two
single mutations in sequence could change the structure of the λ-repressor, we carried
out about 1.3 µs long simulation for each λ-repressor mutant started from the native state
structure. Root-mean-squared deviations (RMSDs) measurements for each simulation
were calculated based on Cα atoms of the crystal structure (PDB: 3KZ3 [103]), which
has the exact same sequence as λ12. Indeed, small changes between helical orientation
were observed for λ13 and λ32 where the RMSD value of Cα atoms can go up to 6 Å. In
contrast, the RMSD value for λ12 had much smaller fluctuation and went back to native
state around 1 µs. More simulations are currently running to confirm the observations
here.
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Figure 2.1: Sequence and stability of three λ-repressor mutants. A. Aligned sequences of λ12, λ13 and
λ32. The sequence figure is modified from a previous publication [27]. B. RMSDs of three mutants started
from native-state as in the crystal structure (PDB: 3KZ3 [103]). Representative structures around 1000 ns for
each are shown below. To test the effect of mutations to structure, the simulations were carried out at the
melting temperature of the mutants (λ12 = 350 K, λ13 = λ32 = 340 K).
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2.3.2 Complete Protein Refolding after Pressure-Jump
In order to make direct comparisons with experiments, we have simulated the P-jump
condition in our simulation to ensure that all refoldings started from pressure-denatured
states. Experimental results have found that the pressure-induced folding kinetics are
very similar between λ12 and λ32 while it is much slower for λ13. Similarly, same order
was observed in our simulations, where the complete folding occurred at 21.0 µs (λ12) ,
51.5 µs (λ13), and 15.0 µs (λ32), as shown in Fig. 2.2A.
Figure 2.2: Complete refoldings for all three λ-repressor mutants. A. RMSDs measured for Cα atoms of λ-
repressor mutants as a function of time. RMSD values were determined based on the native-state structure
(3KZ3 [103]). The red dotted lines indicate time where complete folding occurred. B. P-jump procedure in
simulations. C. Representative refolded structure (orange) aligned with native-state structure (grey) for all
three λ-repressor mutants. Inter distances between all probes are highlighted for visualization.
Despite the match in ordering of folding from three single refolding trajectories, we
further compared the ordering of contact formation between Trp-Tyr probes, which is di-
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rectly measured from pressure-jump kinetic relaxation experiments and it can be simply
calculated from MD simulations. As shown in Fig. 2.3A, from experiments, Trp-Tyr con-
tact was the fastest in λ12, followed closely by λ32, and λ13 was the slowest. On the
other hand, autocorrelation of contact distance measured in MD simulation also con-
firmed fastest contacts for λ12 (contact 1-2). Since λ13 and λ32 were indistinguishable,
we further measured all contacts between 1-2, 1-3, and 3-2 for each mutant to give more
statistics. Overall, contact 1-3 was also found to be slower than contact 3-2, so an agree-
ment between experiments and simulations in folding kinetics has matched.
Figure 2.3: Comparison between P-jump kinetics experiments and MD simulation. A. P-jump kinetics
of the three mutants from 1600 bar to 1 bar in 1.2 M guanidine at 23 ◦C. B. Autocorrelations of distance
between three Trp-Tyr contacts measured independently from three refolding trajectories.
2.3.3 Insight into Slowdown in Folding
Since the same ordering of folding kinetics between experiments and MD simulations
has been achieved, the question is then what leads to the slowdown in folding for λ13? To
answer the question, we first visualized each simulation trace in the coordinates of inter-
helical distances (Fig. 2.4A). Trapped states, where native-like structures are observed
(high Q and short native inter-helical distance, i.e., ∆13 < 3 for λ13) but nonnative-like
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inter-helical distances are not formed (long nonnative inter-helical distance, i.e., ∆13, ∆32
> 5 for λ12), were particularly populated for λ13 among the three mutants. We further
constructed a three-state Markov model for each mutant (Fig. 2.4B) based on the tran-
sition matrix calculated from each population of native state (N), trapped state (T), and
denatured state (D).
Figure 2.4: Trapped-state analysis of MD simulations. A. Time trace of each trajectory plotted in the
coordinates of inter-helical distances (∆12 for contact 1-2, ∆13 for contact 1-3, and ∆32 for contact 3-2), and
colored by the native contacts Q. B. Three-state Markov model. ‘N’ for native state, defined as Q > 0.6 while
∆12, ∆13, ∆32 ≤ 2 Å; ‘T’ for trapped state, defined as Q > 0.6 with native-like inter-helical distances (i.e. for
λ12, ∆12 < 3 Å while ∆13, ∆32 > 5 Å); ‘D’ for denatured structure, covered all other possibilities.
2.4 Discussion
In comparison with a previous computational investigation from the group of another λ-
repressor mutant [10], two interesting aspects are found and summarized here: 1. Instead
of a two-state like folding observed before, where the protein was somewhat static during
a long conformational search and suddenly folded in a very short time, the current refold-
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Figure 2.5: Time evolution of the secondary structure for all three λ-repressor mutants. The secondary
structure of the crystal structure is shown on the left side of each figure for comparison.
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ing process seems to constantly switch between different states (Fig. 2.5 and Fig. 2.2A).
It supports that λ-repressors follow a multi-state folding mechanism, most likely results
from the different force fields used in two studies. Based on the minimal frustration of
protein folding, it is highly possible for a relatively large protein, such as λ-repressor,
to undergo some rugged pathways in the folding funnel. 2. Helix 5 didn’t form in the
previous structure and was considered as unstructured. Although helix 5 doesn’t form
completely in the current study, it locks into the correct position for all three mutants and
even forms in the case of λ13.
In the current study, we have successfully refolded three λ-repressor mutants after
P-jump. The folding kinetics obtained from simulations agree well with experiments.
Our results also suggest potential trapped states in λ13 that slow down its folding. In
the future, efforts will be spent on analyzing the structural origin of trapped states (i.e.
non-native contacts) that leads to the slowdown as well as investigating water behavior
during the folding process, which is considered important in the field but hasn’t been
studied much before in MD simulations of protein folding.
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Chapter 3
Protein Frustration by Disulfide Bridges
Reproduced in part with permission from Yi Zhang, Klaus Schulten, Martin Gruebele,
Paramjit S. Bansal, David Wilson, and Norelle L. Daly. Disulfide bridges: bringing to-
gether frustrated structure in a bioactive peptide. Biophysical Journal, 110:1744-1752, 2016.
3.1 Introduction
The concept of minimal frustration is a central idea in the energy landscape theory of
protein folding [73]: The native arrangement of the polypeptide chain is favored (mini-
mally frustrated) because different elements of the native structure are compatible with
one another. Nevertheless, some proteins contain elements that frustrate folding. For ex-
ample, the WW domain contains a long loop needed for function [74], but the loop slows
down folding. As another example, protein Im7 eventually forms native structure, but
not before being trapped by some non-native contacts [75].
Proteins contain a number of interesting structural elements that are not obligatory
for the folding of all proteins: salt-bridges, proline ‘kinks,’ and disulfide bridges, to name
a few examples [76]. In particular many small bioactive peptides lack a large hydropho-
bic core to provide sufficient stability, and a cross-link such as a disulfide bridge greatly
enhances their stability.
The question then arises to what extent the disulfide bridge merely strengthens struc-
tural propensities already encoded in the polypeptide’s amino acid sequence, and to what
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extent it enables frustrated structure to form. For example, two cysteines in a reduced
peptide may readily sample short Cys-Cys distances, allowing the disulfide bridge to
form quite easily; or Cys-Cys interaction may be rare events high in free energy, in which
case the bridge holds together a strained structure.
Here we answer this question by simulation and experiments on MCoTI-II [25], a 34
residue trypsin inhibitor from Momordica cochinchinensis, the plant that produces the
Vietnamese “gac” fruit. This peptide is a member of the cyclotide family, which is char-
acterized by a cyclic cystine knot (CCK) structural motif. The CCK motif in MCoTI-II
involves three disulfide bridges connecting positions 4-21, 11-23, and 17-29, coupled with
a cyclic backbone (Fig. 3.1). The CCK structure makes the cyclotides sufficiently stable
for potential pharmaceutical applications [77], despite their small size. In vivo, oxida-
tion of the cysteine residues to form the cystine knot presumably facilitates subsequent
enzymatic cyclization.
Figure 3.1: Structure and sequence of MCoTI-II.
A. Native structure solved by solution NMR (PDB
ID: 1IB9). Three disulfide bonds are labeled based
on their Cys numbering. B. MCoTI-II without disul-
fide bonds formed. C. Sequence of the cyclic peptide
MCoTI-II with native cysteine matches labeled above
and inter-cysteine loops labeled below.
We studied cyclic MCoTI-II by all-atom
MD simulation, and looked at the chro-
matography and NMR of a linear mutant
to test a prediction from the simulation.
The answer to our question about frus-
tration, as is often the case for complex
biological systems, is “all of the above”.
We performed 22 µs of all-atom MD sim-
ulations of the solvated peptide, start-
ing with either folded or unfolded struc-
tures, and with various combinations of
disulfide bridges intact. The picture that
emerges is that two of the disulfide bridges
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(11-23 and 17-29) are critical for snapping the native structure into place. The 11-23 and
17-29 distances are anti-correlated in the reduced peptide when it reaches more native-
like conformations, so the native state is somewhat frustrated. The anti-correlation dis-
appears when the peptide is simulated over longer periods and the denatured state loses
more structure. The third 4-21 distance can correlate with one or the other of the two key
bridges. It neither frustrates folding, nor is it the key for maintaining the frustrated native
fold.
To test this idea further, we performed an experiment where we synthesized a linear
peptide with the presumably noncritical 4–21 bridge deleted. Chromatography and NMR
data show that although the peptide is somewhat more flexible than the full linear native
fold, deleting the 4–21 bridge indeed produces a peptide with near-native structure, even
without cyclization. This result highlights that disulfide bridges do not just help stabilize
the native structure of a small bioactive peptide, but also help shoehorn it into a somewhat
frustrated native fold.
3.2 Methods
3.2.1 Molecular Dynamics Simulations
The initial structures in all MD simulations were based on the solution NMR structure
of MCoTI-II (PDB: 1IB9) [25]. The psfgen plugin in VMD [78] was used to prepare modi-
fied structures, each containing a different combination of disulfide bridge. The prepared
structures were solvated using the TIP3P water model [79] and 0.15 M NaCl. Each pre-
pared system contained ∼32,000 atoms.
The MD simulations presented in this study used the CHARMM36 force field with
CMAP corrections for proteins and ions [80–82]. Eight systems, listed in Table 3.1 were
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with all three disulfide
bridges linked
1 1
SS2f Equilibration of MCoTI-IIwith 11-23 linked 0.8 1
SS2u
Intermediate state selected




SS3f Equilibration of MCoTI-IIwith 17-29 linked 0.8 1
SS3u
Intermediate state selected






with 11-23 and 17-29
linked
0.8 1
Table 3.1: Summary of simulations performed.
simulated with a total time of 22 µs. The minimization step and the first 1-µs production
run for all systems except for SS0(c) were carried out with NAMD2 [83], explained in
detail in the rest of the paragraph. Each system was minimized for 5000 steps and equi-
librated for 6 ns while applying harmonic restraints on the heavy atoms of the protein
[k = 1 kcal/(mol Å2)]. In the next step, systems were simulated for several nanoseconds
in the NPT ensemble conditions at 1.0 atm and 310 K, until the volume of each system
stopped changing. Then, the simulations were continued as an NVT ensemble. As indi-
cated in Table 3.1, some simulations required an additional heating step to denature the
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native protein structure, which was realized by raising the temperature to 400 K in the
NPT ensemble conditions, while holding pressure constant. In all simulations, periodic
boundary conditions were applied. Temperature was controlled by Langevin dynam-
ics with a damping coefficient of 1 ps−1; pressure was controlled by the Nosé-Hoover
Langevin piston method [84, 85]. The cutoff for short-range nonbonded interactions was
12 Å, and the particle-mesh Ewald method was employed to calculate long-range electro-
static forces [86]. The SHAKE algorithm was used to constrain bond distances involving
hydrogen atoms [87], so a 2-femtosecond integrations step could be chosen. Figure ren-
dering and data analysis were performed in VMD [78].
To obtain more statistics, SS0u(c) and additional production runs beyond 1 µs on other
systems were carried out on the Anton platform [37]. The multigrator integration method
is applied with a time step of 2 fs [88]. Short-range forces were evaluated every time step
with a cutoff of 13.88 Å; long-range electrostatics was calculated every three time steps
using the Gaussian split Ewald method with a 32× 32× 32 grid [89].
The correlations of sulfur-sulfur bond distances x and y corresponding to a pair of
disulfide bonds seen in the native structure were quantified through the Pearson correla-
tion coefficient, ρxy, defined as
ρxy =





where n is the number of frames in simulation analyzed; x̄, ȳ are the average bond dis-
tances in that simulation; and xi and yi are the actual sulfur-sulfur distances in frame i
of the simulation. The value ρxy = 1 indicates a total positive correlation and ρxy = −1




A detailed discussion about experimental setup can be found in [26], including (1) peptide
synthesis and (2) NMR spectroscopy.
3.3 Results
3.3.1 Dynamics of Initially Folded MCoTI-II with and without
Disulfide Bridges
In this study, our goal was to understand if the MCoTI-II peptide has an inherent dy-
namical structural propensity to bring the correct cysteines together for linkage, or if the
disulfides stabilize frustrated structure that the reduced polypeptide chain does not pre-
fer. In other words: which of the three cysteine pairs find each other efficiently when
disulfide bonds are not linked, and which do not?
Our first set of simulations started in the folded state. Equilibrium simulations of
cyclic MCoTI-II with all three disulfides intact (SS123f) and with none intact (SS0f(a,b))
were initialized in the conformation of the folded NMR structure shown in Fig. 3.1A, and
were run for microseconds as listed in Table 3.1. The root-mean-square deviation (RMSD)
of the MCoTI-II peptide starting from the folded structure is shown in Figure 2. SS123f
maintains native-like structure throughout (RMSD≈ 3 Å). The RMSDs of MCoTI-II with-
out any disulfide bonds are initially slightly higher than the one with intact disulfides
(∼3 to 6 Å). After ∼0.6 µs, SS0f(a) unfolds significantly to ∼9 Å RMSD. This result shows
that unfolding can occur in less than a microsecond when none of the disulfide bonds are
formed, whereas the fully oxidized peptide remains folded over the same time period.
Distances between native Cys pairs in reduced (unlinked) SS0f(a) are shown in Fig. 3.3A,
with two notable features. First, at the beginning of the simulation, the distance between
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the Cys4-Cys21 pair increases most readily, while the distance of the Cys11-23 and Cys17-
Cys29 pairs remains more native-like. Second, a clear anti-correlation of sulfur-sulfur dis-
tances is observed between the 11-23 and 17-29 pairs starting at 0.6 µs in the SS0f(a) sim-
ulation, whereas the 4-21 and 17-29 pairs remain clearly correlated during the same time
period. We will see this pattern of anti-correlated and correlated sulfur-sulfur distances
in further simulations discussed below, indicating that bridges 11-23 and 17-29 frustrate
one another when the peptide structure is not too far from the native state, while bridge
4-21 can go along with either of the two other bridges.
3.3.2 Dynamics of MCoTI-II after High Temperature Denaturation
To explore further if the unfolded peptide has structural propensity to bring native cys-
teine matches together, we examined MCoTI-II in simulations that start with unfolded
peptide. Three simulations of this type for a peptide without any disulfide linkages were
carried out, abbreviated as SS0u(a), SS0u(b) and SS0u(c). In each simulation, the pep-
tide was heated to 400 K for about 0.05 µs to yield three independent starting structures,
then simulated at 310 K for the rest of the simulation. One representative denatured
structure of MCoTI-II after heating is shown in Fig. 3.1B. All the secondary structure has
disappeared, and the overall structure is much less compact and rigid than its folded
counterpart in Fig. 3.1A.
In Fig. 3.2, the overall RMSD of simulations SS0u(a, b, c) increased well above the
native value during the first 0.05 µs (T = 400 K). When the temperature was brought back
to 310 K, the RMSD fluctuated around 9 Å, the same value that SS0f(a) reached after 0.64
µs. In microsecond-long simulations at 310 K, the denatured peptides were not able to
recover native-like structure.
Correlations among the three disulfide distances are revealed for SS0f(a) and SS0u(a)
in Fig. 3.3. In both simulations, a clear anti-correlation between distance 11-23 and dis-
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Figure 3.2: Structural dynamics of MCoTI-II. A. Root-mean-squared deviations (RMSDs) measured for
Cα atoms for structures of MCoTI-II as a function of time under different conditions; RMSD values were
determined all relative to the native structure (1IB9) [25]. Simulations involving initial simulated heating
(SS0u(a), SS0u(b), and SS0u(c)) show a large increase in RMSD values immediately while simulations with-
out heating (SS0f(a) and SS0f(b)) can reach a high final RMSD value of ∼9 Å as well. B. Comparison of
MCoTI-II structures from simulations SS0f(a) and SS123f, at times pointed to by arrows in A. Colors as in
Fig. 3.1.
tance 17-29 was observed a short time after denaturation as monitored by RMSD. To quan-
tify these observations, the Pearson correlation coefficient in eq. 3.1 was computed in a
sliding time window for distance 11-23 and distance 17-29 and plotted in Fig. 3.3B and D.
In the case of SS0f(a) shown in Fig. 3.3A and B, the structure unfolded naturally around
0.6 µs, where distance 11-23 started to anti-correlate with distance 17-29. The strong anti-
correlation remained for 0.3 µs and came back and forth throughout the simulation. A
similar scenario is observed for SS0u(a) shown in Fig. 3.3C, D and E, where a heating
step was applied in the simulation to accelerate unfolding. In that simulation, no more
anti-correlation was observed after 1.5 µs when the peptide got trapped in less native-
like structures. A sampling of both (correlated and anti-correlated) structures is shown in
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Figure 3.3: Sulfur-sulfur distances and correlations monitored in simulations of different conditions. (A)
Sulfur-sulfur distances monitored in simulation SS0f(a). Average distances taken over 0.01 ms windows
are shown as bold traces; light traces show raw distance data. Gray shading highlights the time when
Cys11-Cys23 and Cys17-Cys29 distances are anticorrelated. (B) Pearson correlation coefficient between
Cys11-Cys23 and Cys17-Cys29 distances in simulation SS0f(a) from (A). A gliding window of size 0.3 ms
and step 0.05 ms is applied to monitor correlation as a function of time. The same gray shading as in (A)
cover the time when large negative correlation coefficients are present. (C and D) Same as (A) and (B)
for simulation SS0u(a). At longer times in the simulation, when the peptide is trapped in less nativelike
microstates, the anticorrelation disappears. (E) Comparison of structures from simulation SS0u(a) in (C),
where an anticorrelation between sulfur-sulfur distances 11–23 (red) and 17–29 (green) is observed.
Figure 3.4. Meanwhile, distance 4-21 was occasionally correlated with distance 11-23 or
distance 17-29 throughout both simulations. Additional correlational coefficients among
the three disulfide distances right after the initial unfolding transitions are listed in Ta-
ble 3.2, where 11-23 and 17-29 are highly anti-correlated (ρ ∼ -0.92), whereas 4-21 can go
along with either (ρ ∼ 0 on average, with range ∼ -0.8 to 0.9 in different simulations).
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Figure 3.4: A sampling of both anti-correlated and correlated structures in SS0f(a, b) and SS0u(a, b, c).
A. Randomly selected structures from highly mobile states right after the initial unfolding transitions in
simulations, where distance 11-23 and distance 17-29 is anti-correlated. B. Representative structures of
peptide trapped in less native-like microstates, labeled on the right with approximate lifetime for each
microstate. The structures in these microstates were stabilized by secondary structures (alpha helix/beta
sheet) and were more compact and less mobile compared with structures in panel A. The anti-correlation
between distance 11-23 and distance 17-29 disappears in these microstates.
Simulation 4-21 and 11-23 11-23 and 17-29 4-21 and 17-29
SS0f(a) -0.83 -0.91 0.93
SS0f(b) 0.58 -0.98 -0.49
SS0u(a) 0.82 -0.83 -0.77
SS0u(b) 0.16 -0.98 -0.11
SS0u(c) -0.80 -0.89 0.74
Table 3.2: Correlation coefficients ρ among three disulfide distances measured over 0.3 µs right after the
initial unfolding transitions.
The value ρ ≈ 1 means that two processes are locked together (44G, the effective
free energy coupling the two processes is less than 0). The value ρ ≈ 0 means they are
unrelated (44G ≈ 0), and ρ ≈ -1 means that they are mutually exclusive (44G 
0). The observation that 11-23 and 17-29 are anti-correlated means that the formation of
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one disulfide bridge makes the other one harder to form. These two bridges stabilize na-
tive sub-structures that frustrate each other. The remaining 4-21 distance is flexible in its
structural propensity, and was also by far the easiest to unravel starting with the native
peptide (Fig. refcyc2A). It is worth mentioning that the frustration is not severe: devia-
tions from -1 of correlation coefficients in Table 3.2 by 2-17% indicate that the effective
free energy cost 44G ≡ −kT ln[(1 + ρ)/(1− ρ)] of the frustration is less than 2.5 to 5
kT. The native state of MCoTI-II is still rather stable, and can fold in minutes in the pres-
ence of the 11-23/17-29 frustration: assuming a “speed limit” prefactor km ≈ (1 µs)−1
in the Arrhenius expression k = km × exp(−4G†/kT) for the unimolecular folding rate,
4G† ≈ kT ln[60 s/10−6 s] ≈ 17 kT, 3 to 7 times larger than the frustration between 11-23
and 17-29 that we observe.
3.3.3 Dynamics of MCoTI-II with Partially Linked Disulfide Bond
Matches
To further confirm frustration between disulfide bond pairs, and to predict the likelihood
of disulfide bond formation within the MCoTI-II structure, we simulated the MCoTI-II
structure with partially linked bridges. SS23f is a simulation under native conditions
with disulfide bridges 11-23 and 17-29 intact, SS2u is a simulation under heat denatured
conditions with only bridge 11-23 intact, and so forth for other cases listed in Table 3.1.
(The “u” simulations started with the structure at ∼0.36 µs in Fig. 3.3C, where all three
sulfur-sulfur distances were about equal.)
RMSD analysis and distance plots support that the overall structure is less flexible
than the fully reduced peptide when one of the disulfide bonds is formed. Simulations
that started from the native state conformation also confirmed that 4-21 is the least rigid
match: these simulations showed that the 4-21 sulfur-sulfur distance always fluctuates a
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lot, no matter whether only 11-23, only 17-29, or both are bridged.
3.3.4 A Prediction Based on Simulation
The picture that emerges is then the following: the 4-21 sulfur-sulfur distance fluctu-
ates most easily, fluctuating significantly even in the native state, whereas sulfur-sulfur
distances 11-23 and 17-29 tend to remain locked-in in their native state values. How-
ever, once the peptide has unfolded, the distances of pairs 11-23 and 17-29 becomes anti-
correlated, and thus a frustrated native structure is formed when these two form disulfide
bridges. Therefore, formation of 11-23 and 17-29 is critical for snapping MCoTI-II into its
native structure, whereas the labile 4-21 “goes along for the ride.” We thus predict that
deleting the 4-21 bridge would still allow the peptide to form the native structure, albeit
a native structure that is more flexible at the C-terminus. On the other hand, deleting one
of the two critical disulfide bridges would yield a peptide with impaired folding, even if
4-21 is able to form. The experimental confirmation of the simulated propensity can be
read in details at [26].
3.4 Discussion
Elucidating the folding pathways in cystine knot peptides is challenging both computa-
tionally and experimentally, given their tightly folded structures. In particular, the role of
individual disulfide bonds in stabilizing the overall structure is poorly understood.
Using computer simulations, we have found that native disulfide combinations can
make frequent contacts with different priority, regardless of starting (native or denatured)
structural conformations. We showed that two of the three disulfide bonds in MCoTI-II
are anticorrelated when the peptide samples denatured structures populated immedi-
ately after the native state unfolds, whereas the third bond is not critical in forming the
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native structure. The concept of minimal frustration emphasizes that native contacts of
protein structure are critical in the pathway of protein folding [73] (also examined with
simulations [90]). Our results show that ”minimal” is not ”none” in this case, but that
disulfides can hold together a somewhat-frustrated native structure in a small peptide.
In our simulations, the anticorrelation between distances 11–23 and 17–29 does not
hold after the peptide makes structural transitions to more denatured states. While disul-
fide bonds are the key to holding the small native state in place, we hypothesize that frus-
tration between native disulfide distances disappears when the peptide becomes more
unfolded. In the limit of highly unfolded structures, any collapse of the structure to a
more compact state will lead to shortened disulfide distances, which are then correlated.
We represent this idea schematically in Fig. 3.5. If the structure unfolds to a great extent,
e.g., displaying a close to random coil of amino acids, the cysteines hardly play a role
in the beginning of refolding. As the structure approaches the native state, some frus-
tration appears. As mentioned in Results, the evidence from Table 3.2 is that the two
cysteine bridges frustrate folding at most by a few kT, whereas the total folding free en-
ergy barrier is on the or- der of 17 kT. We thus predict that if mutations could reduce the
frustration between bridges 11–23 and 17–29, the peptide might be able to fold in a few
seconds rather than a minute.
MCoTI-II has previously been shown to have greater flexibility in the loop formed
upon cyclization (i.e., loop 6) and loop 1 (Fig. 3.1C), compared to the other parts of the
molecule, which are quite rigid [91]. Larger fluctuations in distance were observed be-
tween 4 and 21 than those between the other two native disulfide matches in our MD
simulation. As Cys4 is neighboring to loop 1 in the sequence, the large fluctuation in 4–21
distance agrees with the previous observation of high structural mobility in this loop 1
in both simulations and experiments on MCoTI-II [91, 92]. Interestingly, most cyclotides
have a highly conserved loop 1 sequence, with the exception of the trypsin inhibitor cy-
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Figure 3.5: A simple scheme of the frustration in MCoTI-II represented in the folding funnel.
clotides (including MCoTI-II), which have a unique sequence that serves as a binding site
for trypsin [93]. It is interesting to speculate that a trade-off might be made in case of
trypsin, such that the evolved sequence of loop 1 loses the stability of the native disulfide
bond involving Cys4 while acquiring new functionality.
Cyclotides have attracted much attention as novel pharmaceuticals because of their
extreme stability and various biological activities [77]. In particular, the MCoTI cyclotides
are of critical importance to potential pharmaceutical application as they are able to pene-
trate cell membranes and in some cases target intracellular receptors [94–96]. Developing
efficient methods for folding cyclotides is a critical step because of their roles as drug
leads. Although our results unveil the importance of disulfide bridges in MCoTI-II to
bring together frustrated structure elements, how the disulfide bridges affect real-time
folding of MCoTI-II is yet to be determined. Qin et al. [97] have recently developed a
computational method that enables the simulation of the disulfide bond formation. It
is expected that a real-time folding process of MCoTI-II with the formation of disulfide




In this study, we found that the MCoTI-II peptide has an inherent dynamical propensity
for correct disulfide sites coming together for eventual bond formation. From correlation
analysis, we found that frustration arises in a partly unfolded cyclic peptide between the
Cys11-Cys23 and Cys17-Cys29 pairs, when both shorten to form the respective disulfide
bonds: the distances do not tend to shorten to a nativelike value simultaneously. The
observed frustration indicates that both disulfide bonds need to be formed to snap the
peptide into the native structure. In contrast, the Cys4-Cys21 bond is not important for
structural integrity, and it can form with either one of the other two disulfide bonds.
More unfolded structures do not show evidence for frustration, so frustration appears
only when the peptide is conformationally near the native state. The simulation results
were further supported by experiment: when Cys4 is mutated and 4–21 cannot form a
bridge, a stable MCoTI-II form that is similar to the native form is observed in NMR
spectroscopy. Thus, disulfide bonds can do even more than stabilizing a native structure
in the absence of a large hydrophobic core: they can hold together a native structure that
is frustrated —– although not all disulfides in the peptide are required, to achieve this.
In closing, we offer the hypothesis that frustrated structure will be more common in
small peptides than in large proteins. Large proteins can have long chains connecting two
components of an active site, capable of positioning both components accurately even
though the spatial resolution of a single amino acid is only ∼0.3 nm. The shorter chains
in a small peptide do not have enough slack for such accurate positioning of two com-




Protein Folding in the Cytoplasm
4.1 Introduction
Many discoveries and breakthroughs have been made in understanding the protein fold-
ing problem in the past half-century [3,5,13,104]. With the unprecedented computational
power (e.g., Anton machine [12]), it is now possible to observe repeated folding and un-
folding of small proteins that can fold within milliseconds [13, 14]. In almost all of these
folding studies with Anton, the proteins are surrounded by waters and ions only. Yet ex-
periments have forged ahead to look at structure, stability and folding kinetics of proteins
inside live cells [105–108]. The questions are now: How much is folding modulated in the
native environment of the cell? And could such modulation have important functional
consequences?
In their native environment, proteins are confined and surrounded by many other
macromolecules, a situation that is known as macromolecular crowding [31]. There is
continued growth of interest from both experiments and simulations of protein folding
in cell-like conditions in recent years [109]. In our own lab, we have done several stud-
ies focusing on macromolecular crowding. For example, by combining experiment and
computer simulation, we found that the folding landscape of phosphoglycerate kinase
(PGK) is dramatically affected by observing a 15 times increase in PGK activity in Ficoll
crowder vs. solution [110]. We also investigated the stability of a fast-folding protein
lambda repressor in two different crowding matrices by experiment and highlighted the
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importance of crowding agent choice [111]. Finally, we have looked at folding in the
cytosol [112].
Despite many advances in studying protein folding in cell-like conditions, there are
still limitations in direct comparison between experiment and simulation. While many
experiments are performed under more realistic cell-like crowding conditions, not many
simulation studies can match at the same level. In most cases of simulation, proteins are
represented at a coarse-grained level, while crowders are represented as hard spheres
to lowering computational expense. These studies are generally limited in reproducing
the detailed electrostatic, solvent-mediated, and steric interactions between protein and
crowders. Therefore, the current project aims to build an all-atom model for both protein
and crowders to study protein folding in cell-like conditions.
To begin to overcome the current limitations, we simulated protein folding in cell-like
conditions utilizing the capability of the state-of-art supercomputer Anton 2. The simula-
tion will not only, to the best of our knowledge, be the first protein re-folding simulation
in cell-like conditions, but may also provide atomic detail to make a direct comparison
with a new generation of in-cell folding kinetics experiments possible.
4.2 Methods
In order to study protein folding in the cytoplasm, we carried out atomistic MD simula-
tions of the fast-folding all-β WW domain variant GTT inside the E. coli cytoplasm. In this
section, we first outline the construction of the cytoplasm model, which includes selec-
tion, assembly, and pre-equilibration of macromolecules (proteins and RNAs), metabo-
lites, water molecules and ions in a step-by-step process. We then outline the Brownian
dynamics simulation as a pre-equilibration step. Finally, we describe the MD simulation
procedures that were used to characterize GTT folding in the cytoplasm as well as in
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solution.
4.2.1 Cytoplasm Model Construction
The cytoplasm model was constructed carefully in various steps. An overview of the
procedure is depicted in Fig. 4.10 and each step is described in details as the following:
1. Initial selection and assembly of macromolecules: In the first step, a list of macromolecules
were manually assembled, including 16 proteins and 1 RNA, as shown in Table 4.1.
Three different copies of denatured GTT structures were also added. The prepara-
tion of the denatured GTT structures were described in details in a following subsec-
tion. The macromolecules were selected randomly from a previous computational
study [113]. We tried to include the most abundant proteins as well as RNAs to
mimic a real E. coli cytoplasm to the best of our knowledge. However, given the
long time scale nature of our simulation in order to capture the folding events, our
system size is limited by the computational power. Therefore, over-sized macro-
molecules which cannot fit into the system were avoided. Also, existing structures
with high sequence identity were prioritized to avoid error resulted from extra steps
of homology modeling.
2. Pre-minimization and pre-equilibration: In the next step, the system was minimized for
5000 steps with NAMD2 [20] to remove clashes from manually assembled macro-
molecules. Then, the system is pre-equilibrated with Brownian dynamics simula-
tion to ensure a more realistic distribution of macromolecules. A subsection with
details of the Brownian dynamics simulation setup is described below.
3. Addition of metabolites, partial ions, and explicit solvent: In step 3, a list (Table 4.2) of
the most abundant metabolites were added to the system with the insert-molecules
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tool in GROMACS [64]. The number of copies for each metabolite molecule was cal-
culated based on previous experimental measurements [114]. The system was then
solvated in a 13 nm× 13 nm× 13 nm box, such that the macromolecules concentra-
tion is around 350 mg/mL as measured in experiments [115]. Lastly, the solvated
system was ionized with 300 mM of K+, 30 mM of Mg2+, 20 mM of Na+, and bal-
anced with Cl− [116]. Both the solvation and the ionization steps were realized with
VMD plugins [38]. The full cytoplasm model, including waters and ions, contained
around 207,000 atoms.
4.2.2 Brownian Dynamics Simulation
A coarse-grained Langevin dynamics (LD) model of the cytosol was constructed from the
atomic coordinates of the system. The LD simulations were performed using the Atomic
Resolution Brownian Dynamics (ARBD) software package [117]. In the LD simulations,
each component of the system (protein or RNA) was represented using a rigid body that
could translate and rotate, but with internal degrees of freedom frozen. The rigid bod-
ies were associated with an electrostatic potential and a Lennard-Jones potential, each
described by a regular three-dimensional grid with a grid-spacing of 1 Å. For each po-
tential, a corresponding density was calculated from the atomic coordinates using the
volmap plugin of VMD with a grid-spacing of 2 Å. Steric interactions were approximated
by considering the interaction between all carbon and oxygen atoms of one particle with
all atoms of the other particle. This approach allowed steric interactions to be efficiently
computed using table lookups by assigning a CHARMM radius of 2.148 Å and a value of
epsilon of -0.051 to the carbon and oxygen atoms of the first particle. The electrostatic po-
tential was obtained using the Adaptive Poisson-Boltzmann Solver (APBS) package [118],
using the APBS plugin of VMD with an ion concentration of 2 M a coarse mesh 160 voxels
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Name PDB Mw (Da) # ofcopies Simulation description
CspC 1MJC 7,253 3 All three copies of CspC were very stable
during the length of the simulation.
GapA 1S7C 35,513 1 GapA stayed stable with minor structural
rearrangement in the flexible loop regions.
GTT 2F21 3,915 3 No complete folding occurred for all three
copies of GTT started from different un-
folded states.
Hns 1HNR 5,284 1 Hns completely unfolded.
Mdh 2CMD 32,402 1 Mdh partially unfolded from interactions
with GTT2 and Hns.
Ppa 2EIP 19,488 1 Ppa partially unfolded.
PpiB 1LOP 18,159 1 PpiB stayed stable overall while there were
many rearrangements for the flexible loop
structures.
PurA 1ADE 47,185 1 PurA stayed stable overall with one short
helix unfolded and then refolded.
PyrB 1ZA1 34,273 1 PyrB stayed stable overall, one helix un-
folding occurred from interacting with
GTT2.
SerC 1BJO 39,641 1 SerC stayed stable overall with minor
structural rearrangement.
SodA 1D5N 22,946 1 Half of SodA unfolded and interacted with
GTT1.
tRNA-PHE 1OB2 43,208 1 The protein chain separated from the nu-
cleic acid chain, and stayed stable overall
(2 long helices partially unfolded into coil
structures). The nucleic acid chain had a
large rearrangement in structure and shifts
in nucleotide matching.
Table 4.1: A list of the macromolecules included in the system.
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on each side and a fine mesh 80 voxels on each side. A boundary potential grid with 1 Å
resolution was generated by setting grid voxels within a 120-Å cube were given a value
of zero, and voxels outside a value of 0.01 kBT. The grid was then filtered by convolu-
tion with a 10-Å wide Gaussian kernel to smooth the boundary potential. The boundary
potential was applied to the steric density grids of the rigid body particles.
At each timestep, the total force and torque on each particle arising from interactions
with other particles and the boundary were evaluated. To these, a Langevin force and
torque [119] were added, mimicking the effect of the solvent. Then the dynamics of each
rigid body was evolved according to a Langevin equation with a 200 fs timestep using a
symplectic algorithm [120]. The Langevin damping coefficients entering the equation of
motion were obtained for a given protein by the diffusion tensor as estimated using the
Hydropro software package [121]. All particle coordinates and orientations were printed
every 10 steps for subsequent analysis. We note that the treatment here neglects solvent
van der Waals interactions. Nevertheless, the simulation provided mixing of the system
components guided by electrostatic interactions that likely improved the initial condi-
tions of the all-atom simulation system.
4.2.3 GTT Model Construction
The GTT model was built from WW domain (PDB code 2F21 [74]) by adding three mu-
tations (N26G, A27T, and S28T). The initial structure of the GTT model was solvated in
a cubic box of 5 nm × 5 nm × 5 nm and ionized with 0.15 M of NaCl. The denatured
structure was achieved by heating the system at 500 K for 1 µs. Three different copies of
the GTT structure equilibrated at 318 K after the heating step with 0 ns, 50 ns and 100 ns
were included in the cytoplasm model. The first GTT copy was used for production run
on Anton 2 machine to capture its refolding process in solution.
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4.2.4 Molecular Dynamics Simulations
MD simulations of the cytoplasm model and the GTT model alone were carried out with
NAMD2 [20], using the TIP3P water model [55]. The CHARMM22star force field [11] was
used for all proteins and the CHARMM36 force field [122] was used for the RNA. The
force field for metabolites were either constructed from analogy of existing molecules
or taken from CGenFF [123]. The simulations were performed in the NPT ensemble.
The constant temperature (318 K) was controlled by Langevin dynamics, and the con-
stant pressure was regulated by the Nosé-Hoover Langevin piston method [61, 62]. The
particle-mesh-Ewald (PME) method was employed to calculate long-range electrostatic
forces [63]. The time step was set to 2 fs. The GTT model alone was minimized for 6000
steps, followed by 6 ns of equilibration with harmonic constraints on heavy atoms (k =
1 kcal/(mol Å2)) before production run on Anton 2. The same procedure was applied to
the cytoplasm model with 10000 steps of minimization and 20 ns of equilibration with
constraints. An extra step of 120 ns equilibration without constraints was also applied
to the cytoplasm model before running on Anton 2 machine. Data analysis and figure
rendering were done using VMD [78].
4.2.5 MD Simulations on Anton 2
Two refolding simulations of the cytoplasm model and the GTT model alone were car-
ried out on the Anton 2 platform for 190 µs and 25 µs, respectively [12]. The multigrator
integration method was applied [88]. Short-range forces were evaluated every time step
and long-range electrostatics were calculated every three time steps using the Gaussian
Spit Ewald method [89]. A time step of 2.0 fs was applied in the cytoplasm system and
2.5 fs in the GTT system.
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4.3 Results
4.3.1 GTT Folding in Cytoplasm and in Solution
A single trajectory of 190 µs was generated to test the folding process of the GTT in-
side the cytoplasm environment. Three copies of the GTT beginning from different high-
temperature denatured states were included, and none were observed to fold completely
during the length of the simulation. For comparison, a same denatured GTT structure
was solvated with water and ions only, and a complete refolding process of the GTT was
observed within a 25 µs simulation. A plot of the native contacts and RMSDs is shown in
Fig. 4.1. In solution, the GTT structure actively searched through RMSD values between
5 Å and 20 Å. There was a near-native stable β-hairpin formed by the first two strands
around 8 µs and lasted for about 3 µs (Fig. 4.2). Around 15 µs, the last two strands found
their native structure and it took another 5 µs for the full structure to fold.
Figure 4.1: Root-mean-square deviation (RMSD) and percentage of native contacts formed (Q) for three
GTTs in the cytoplasm and one in solution. The RMSDs were measured based on the Cα atoms of the crystal
structure (PDB ID: 2F21 [74]).
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Figure 4.2: Time evolution of the secondary structure for three GTTs in the cytoplasm and one in solution.
The secondary structure of the crystal structure is shown on the left side of each figure for comparison.
On the other hand, GTT structures were much less flexible in the cytoplasm and struc-
tural changes were also slower compared with in solution. The GTT can be stuck in one
state for as long as 70 µs as observed for the GTT2 (Fig. 4.1). As shown in Fig. 4.2, GTTs
were found to be over-helical inside the cytoplasm, especially from residue 4 to 10. Al-
though helical content prediction from Agardir [124] confirmed a moderate chance for
residue 5 to 9 to be helical (Table 4.3), the observed helical content for GTT in the cyto-
plasm was still too high. Clustering analysis further showed the over-helical issue at the
N-terminus (Fig. 4.3). In addition, some top clusters from GTT2 and GTT3 also showed
native-like hairpin structure between the second and the third strands. Additional com-
parisons between GTT in the cytoplasm and in solution of secondary structure (Fig. 4.2),
radius gyration (Fig. 4.4), and solvent-accessible surface area (Fig. 4.5) are also presented.
From our current simulation, it seems that GTT folding in the cytoplasm environment is
slowed down significantly, and we will show in the following sections some interesting
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scenarios behind the slowdown.
Figure 4.3: Top five leading clusters for each GTT in the cytoplasm. Left: cluster number as a function
of time throughout the trajectory. Right: representative structure from each cluster, colored as N-terminus
(red) to C-terminus (blue).
4.3.2 Diffusive Properties in Cellular Environments
Not surprisingly, the diffusion of GTT in the cytoplasm was slowed down significantly.
The diffusion coefficients of GTTs have been determined from the slope of the mean
squared displacements throughout the MD simulation trajectories (Fig. 4.11). The val-
ues for GTT in the cytoplasm and in solution were 2.97 · 10−12 m2/s and 3.42 · 10−10 m2/s,
respectively, with two orders of magnitude difference. Previous experimental measure-
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Figure 4.4: Time evolution of the radius gyration for three GTTs in the cytoplasm and one in solution.
The values for the cytoplasmic GTTs are fairly small, but non-native.
Figure 4.5: Time evolution of the solvent-accessible surface area of hydrophobic residues for three GTTs
in the cytoplasm and one in solution. Values in the native structure are shown as dashed red lines. The
cytoplasmic GTTs often have low solvent-accessible surface area, even though they are not folded, because
they made frequent contact with other macromolecules to hide the surface area from the solvent.
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ments showed a 10-30 fold slowdown in the cytoplasm of E. coli [125–127]. Although the
effect seems more dramatic in our simulation, we noticed that the GTTs were observed to
be stuck on other macromolecular surface throughoutly, which may explain the dramatic
slowdown.
In addition, the diffusion coefficients for a representative small metabolite glutamate
(4.55 · 10−10 m2/s) and Mg2+ ions (8.28 · 10−12 m2/s) were also calculated from the MD
simulation. As Mg2+ ions were observed to make frequent contacts and bindings with
charged metabolites as well as large macromolecules (e.g., RNA), which explains why
slower diffusion were observed for ions with smaller size. From experiments, the diffu-
sion coefficient for Mg2+ ions in solution was measured as 7.06 · 10−10 m2/s [128]. Again,
same as observed for GTT, two orders of magnitude difference between in cytoplasm and
in solution is seen here for the Mg2+ ions.
4.3.3 Unfolded Protein Stuck to Protein Surface
In the cytoplasm simulation, proteins were found to be more sticky to each other than we
expected. In particular, unfolded proteins can easily be stuck to other proteins’ surface
from a few nanoseconds to as long as tens of microseconds as observed in our simulation.
The sticking may be beneficial to the unfolded protein in reducing unfavoured interaction
between its hydrophobic residues and water. Here, we look at detailed interactions when
GTT2 was stuck to nearby protein surfaces, as shown in Fig. 4.6. Although the structure of
GTT2 stayed unchanged during the last 70 µs (Fig. 4.2), from contact analysis (Fig. 4.6B),
the interactions seemed quite dynamical, involving salt bridges, hydrogen bonds, and
hydrophobic interactions.
In rare cases, we even found that an unfolded protein has the potential to unfold
nearby protein. As shown in Fig. 4.7, a helix in tRNA-PHE was observed to be unfolded
due to interactions with unfolded GTT3. The GTT3 first approached the protein surface of
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Figure 4.6: Long-lived unfolded GTT2 stuck to other proteins’ surface. A. Three snapshots of GTT2
together with nearby macromolecules, taken at time indicated in part B. B. Timeline of leading interactions
as descending order of total time in three characteristics: salt bridges, hydrogen bonds, and hydrophobic
interactions.
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the tRNA-PHE, progressively making contacts through hydrogen bonds and hydropho-
bic interactions. The Ramachandran plot (Fig. 4.7) confirmed that half of the helical struc-
ture was unfolded in the end. Similar scenarios were also observed for SodA unfolded by
GTT1 and Mdh unfolded by GTT2 and Hns.
Figure 4.7: GTT3 partially unfolded a helix of tRNA-PHE through hydrogen bonds and hydrophobic
interactions. A. Three snapshots of GTT3 together with tRNA-PHE. The unfolded helix in tRNA-PHE is
highlighted in blue and the rest is shown in transparent. Polar residues are colored in green while nonpolar
residues are colored in white. B. Timeline of leading interactions as descending order of total time between
GTT3 and tRNA-PHE. Labeled time corresponds to the snapshots in part A. C. Ramachandran plot for the
unfolded helix (resid 156-175) measured at the indicated time.
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4.3.4 Chimeric Interaction between GTT1 and SodA
Interestingly, after one of the helices unfolded into random coils in SodA, chimeric inter-
actions were observed between the coil structure in SodA and GTT1 to form β-hairpin, as
shown in Fig. 4.8. The first β-hairpin formed around 55 µs and it happened several times
during the entire simulation. The β-hairpin structure was very dynamical that could last
from hundreds of nanoseconds to a few microseconds, and it was mainly governed by
hydrogen bonds between polar residues 24 to 27 in GTT1 and various different positions
in SodA. It is worth to note that in the original structure of GTT, residue 24 to 27 is where
the third β-strand located.
Figure 4.8: Representative snapshots of chimeric interactions between GTT1 and SodA.
4.3.5 Unfolding of tRNA and Hns
The majority of macromolecules were stable throughout the simulation with only minor
structural changes, as summarized in Table 4.2. However, two macromolecules, namely
tRNA and Hns, were found to be extremely unstable (Fig. 4.9). This section will look into
the details of the unfolding of tRNA and Hns.
The stability of RNA tertiary structures is remarkably sensitive to the concentration of
cations, especially Mg2+ ions [129]. Therefore, a starting condition of RNA structure well
equilibrated with Mg2+ ions is vital to its stability. In the current simulation setup, ionic
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Figure 4.9: Timeline of RMSD changes for all macromolecules except for GTT in the cytoplasm.
concentration was prepared to near physiological condition followed by careful equilibra-
tion steps, including Brownian dynamics simulation for macromolecules and constraints
of macromolecules and metabolites in the beginning of all-atom simulation. As shown
in Fig. 4.12, the equilibrium state of macromolecules was quickly reached in the first few
hundreds of nanoseconds. However, it took much longer for Mg2+ ions surround the
tRNA, especially in the presence of fast-diffusing small charged metabolites to compete
with. A medium concentration of 18 Mg2+ atoms was found before for another tRNA of
similar size to keep the tRNA stable [130]. The lack of Mg2+ ions, especially at the very
beginning of our simulation, may lead to the quick structural rearrangement of the tRNA
(Fig. 4.13).
Another macromolecule, a DNA binding domain named Hns was also found un-
folded gradually over the cytoplasm simulation. For comparison, we simulated Hns by
itself with water and ions only, and found that it unfolded even quicker in 20 ns (Fig. 4.14).
Hns is a small protein of 47 residues long and it composed of one β-hairpin and two short
α-helices connected by flexible coil structures. It is possible that the current force field isn’t
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good enough to handle such a small protein, or the Hns is just an intrinsically disordered
protein as observed in our simulations. As a DNA binding domain, we note that Hns is
also very sensitive to salt conditions. More simulations of Hns at higher salt conditions
are currently running to test whether it’s indeed an intrinsic disordered protein.
4.4 Discussion
In general, refolding rates are considered to be unchanged or only by a small factor be-
tween in-cell vs. in vitro. From experiments, crowding in cells generally slows down
folding by only a factor of 2 [131], and has been reported to increase the heterogeneity
of folding mechanisms [110]. Simulations with purely repulsive particles as crowders
showed no significant difference in refolding rates regardless of the concentration of the
crowders [132]. In contrast, although our simulation confirms low translational diffusion
with macromolecular crowding measured in experiments [133, 134], and offers insight
into how, the refolding rates, at least for GTT, slow down significantly. The unfolded
GTT is found to make frequent contacts with sticky neighbors. It is possible that the main
force field applied here (CHARMM22*), which has been shown to fold repeatedly with
accuracy on many proteins [13], isn’t good enough in characterizing many-body protein-
protein interactions and needs to be tested further.
We observed in several cases where an unfolded protein has the ability to unfold
nearby protein. Given the short-time nature of the simulation at hundreds of microsec-
onds, we argue that all macromolecules can be unfolded eventually when more and more
unfoldings take place. This is why protein chaperone (e.g., Hsp70) is necessary for hold-
ing unfolded proteins and prevent such catastrophe.
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4.5 Supplemental Information
Figure 4.10: Cytoplasm model construction procedure.
Figure 4.11: Averaged mean squared displacement as a function of time over the full trajectories. A linear
line is fitted in based on all points and the slope of the line is shown.
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Figure 4.12: Sum of intermacromolecular (proteins and RNA) distances over time. A. Distances moni-
tored over the full cytoplasm trajectory with the average value indicated as the red dotted line. B. Distances
of the first 0.5 µs in A. The value rises and reaches the averaged point quickly at around 0.2 µs, which
indicates the intermacromolecular distances have reached equilibrium.
Figure 4.13: Number of Mg2+ within 5 Å of the tRNA throughout the cytoplasm simulation.
Figure 4.14: RMSDs for Hns in the cytoplasm compared with in solution. The start and the end structures
of Hns are also shown.
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Table 4.2: A list of the metabolites and the number of copies for each metabolite included in the system.
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Residue Num 0 1 2 3 4 5 6 7 8 9 10 11 12
Amino Acid K L P P G W E K R M S R D
Prob(helix) 0 0 0 0 0 0.4 0.4 0.5 0.5 0.4 0.2 0.2 0.1
Residue Num 13 14 15 16 17 18 19 20 21 22 23 24 25
Amino Acid G R V Y Y F N H I T G T T
Prob(helix) 0.1 0.2 0.2 0.2 0.1 0.1 0 0 0 0 0 0 0
Residue Num 26 27 28 29 30 31 32
Amino Acid Q F E R P S G
Prob(helix) 0 0 0 0 0 0 0
Table 4.3: Helical propensity for each residue of GTT predicted by Agardir [124].
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Chapter 5
Recognition of Poly-Ubiquitins by the
Proteasome
Reproduced in part with permission from Yi Zhang, Lela Vukovic, Till Rudack, Wei Han,
and Klaus Schulten. Recognition of poly-ubiquitins by the proteasome through protein
refolding guided by electrostatic and hydrophobic interactions. Journal of Physical Chem-
istry B, 120:8137-8146, 2016.
5.1 Introduction
In the present study, we examine the recognition of ubiquitin-based proteins by the par-
tially disordered flexible arm of the ubiquitin receptor Rpn10 of the 26S proteasome (Fig. 5.1A).
Ubiquitin recognition is a key step within the ubiquitin 26S proteasome proteolytic path-
way [39]. Protein degradation by the proteasome is substrate unspecific, so that any pro-
tein marked by K48-linked tetra-ubiquitin tag within the ubiquitin 26S proteasome prote-
olytic pathway is degraded; substrate degradation can occur after the ubiquitin tag of the
substrate is bound to the ubiquitin recognition subunits of the 26S proteasome. There are
two proteasome subunits currently known to be associated with ubiquitin recognition:
Rpn10 and Rpn13 [40]. It was shown recently that knockout of Rpn13 has almost no ef-
fect on the 26S proteasome function [41], indicating the importance of the Rpn10 receptor
for ubiquitin recognition. Therefore, we focus on Rpn10 in our study.
Rpn10 consists of a globular part that binds to the 26S proteasome and a flexible arm
part that contains either one ubiquitin-interacting motif (UIM) (as observed in yeast or
55
Figure 5.1: Recognition of K48-linked tetra-ubiquitin by the Rpn10 receptor of 26S proteasome. A. 26S
proteasome prior to recognition of the tetra-ubiquitin tag. Different colors mark the main functional com-
ponents of the proteasome, namely base (blue), ATPase ring (cyan), regulatory particle (grey), and Rpn10
(red). B. Representative structures of Rpn10 flexible arms from NMR experiment (top) and from MD sim-
ulations performed in the present study (bottom). UIMs of Rpn10 become protected in MD simulations,
while the whole flexible arm becomes more compact than observed in NMR-derived structures. C. K48-
linked tetra-ubiquitin tags (orange) in open and closed forms, covalently bound to an arbitrary substrate
(green). The dominant form of K48-linked tetra-ubiquitin in solution is the closed form. D. 26S proteasome
after the recognition process, during which the Rpn10 flexible arm and K48-linked tetra-ubiquitin refolded
and bound to each other through their hydrophobic interfaces.
S. pombe Rpn10) or two UIMs (as observed in human Rpn10, which is often called S5a),
as shown in Fig. 5.1B. Previous studies identified several relevant structures of Rpn10
and ubiquitin species: an extended arm of Rpn10 [42], K48-linked tetra-ubiquitin in a
closed state [43], and complexes of Rpn10 arm and mono-ubiquitin [42] or K48-linked
di-ubiquitin [44]. Binding of Rpn10 to mono- and di-ubiquitin is seemingly simple and
mediated through hydrophobic interactions. Ubiquitin binds the UIM through the hy-
drophobic patch composed of Leu8, Ile44 and Val70 residues; these residues are also im-
plicated in ubiquitin binding to many other proteins [45].
Even though ubiquitin binds many of its partners through hydrophobic patches, K48-
linked tetra-ubiquitin and di-ubiquitin mostly assume closed forms in solution (Fig. 5.1C-
bottom) [46], in which the hydrophobic patches are protected (unexposed to solvent).
Our results reveal that hydrophobic UIMs of Rpn10, which bind to hydrophobic patches
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of ubiquitin, are likewise mostly protected prior to binding. As all the key hydrophobic
interfaces are protected before binding, refolding of both K48-linked tetra-ubiquitin and
Rpn10 to reveal hydrophobic patches emerges as a necessary step of the binding pro-
cess, as summarized in Fig. 5.1. Furthermore, as it is unlikely that protected hydrophobic
patches can initiate refolding and efficiently search for each other, other types of inter-
actions between ubiquitins and Rpn10 may be responsible for the initial stage of their
mutual recognition. These functionally important interactions could involve other con-
served residues, such as those identified in the immediate proximity of UIMs in Ref. [47].
It is usually hypothesized that long-range and short-range interactions contribute to
protein recognition. First, long-range electrostatics, which can act at distances up to 50
Å, are considered to contribute to kinetics of protein recognition by accelerating protein
association by several orders of magnitude [48,49]. Once initiated, the long-range electro-
statics can hold potential proteins within a certain range to allow sufficient rotations into
a proper orientation for binding [50]. Second, shorter-range hydrophobic interactions,
salt bridges and van der Waals interactions, are considered to determine the specificity
and affinity of protein-protein interactions [51].
In the present study, we carry out atomistic molecular dynamics (MD) simulations
of Rpn10 and ubiquitin/K48-linked tetra-ubiquitin to determine how they recognize and
eventually bind to each other with high affinity. We identify that electrostatic interac-
tions and refolding processes are essential for recognition of ubiquitin and K48-linked
tetra-ubiquitin by the flexible Rpn10 proteins. Furthermore, we establish why K48-linked
tetra-ubiquitin is the preferred tag protein of Rpn10 [52], even though Rpn10 can simul-
taneously bind only to two ubiquitin units at most, through its hydrophobic UIMs. In
the absence of experimental data, our computational results provide a valuable means to




In order to characterize mutual recognition of ubiquitin and Rpn10 receptor of the 26S
proteasome, we carried out atomistic MD simulations of ubiquitin species and Rpn10
fragments in several relevant states. The present section first describes molecular mod-
eling of Rpn10 fragments and ubiquitin species before and after the recognition process,
which aims to characterize solvent exposure of charged and hydrophobic groups, as well
as the charge-charge and hydrophobic interactions at initial and final stages of binding.
Then, steered MD simulations that investigate the role of charge-charge interactions dur-
ing Rpn10-ubiquitin unbinding are described. Finally, data analysis steps are outlined
that quantify the importance of charge-charge and hydrophobic interactions for binding
and validate simulation results with respect to experimental data.
5.2.1 Atomic Models
To investigate the Rpn10-ubiquitin recognition process, structures that represent initial
and final stages of this process were prepared on the basis of NMR solution structures of
the Rpn10 flexible arm (pdbID: 1YX4 [42]), K48-linked tetra-ubiquitin in the closed state
(pdbID: 2O6V [43]), and the Rpn10 flexible arm bound to K48-linked di-ubiquitin (pdbID:
2KDE [44]) from H. sapiens (human). The Rpn10 flexible arm, also called only the flexible
arm, contains residues 196-306. Homology models of Rpn10 flexible arms of S. cerevisiae
(yeast) and S. pombe were prepared with Modeller [53] and SCWRL 4.0 [54], based on the
structure of the homologous fragment of human Rpn10. The prepared protein structures
were solvated in TIP3P water [55] and 0.15 M NaCl with solvate and ionize VMD plugins
[38].
In order to examine interactions of Rpn10 and K48-linked tetra-ubiquitin, three differ-
ent complexes of these proteins were prepared. In all of the prepared complexes, K48-
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linked tetra-ubiquitin is in the open form, prepared by bringing together two K48-linked
di-ubiquitins in the open form (pdbID: 2KDE). Rpn10 was prepared in the complex such
that UIM1 binds to the distal ubiquitin U1, as observed in the structure pdbID:2KDE. The
three complexes differ by the position of UIM2, which binds to either ubiquitin U2 (case
1), ubiquitin U3 (case 2), or the proximal ubiquitin U4 (case 3). The structure in case 1 is
directly based on pdbID:2KDE. In order to obtain structures for cases 2 and 3, the struc-
ture of case 1 was first modified by aligning the UIM2-containing helix into binding poses
with ubiquitins U3 or U4. This alignment results in structures of Rpn10:K48-linked tetra-
ubiquitin complexes in which Rpn10 helices containing UIM1 and UIM2 are in proper
positions with respect to their ubiquitin binding partners, but the remaining helices and
unstructured coils are in unphysical conformations (one stretched-out bond). These re-
maining helices and unstructured coils of Rpn10 were then relaxed in short simulations
performed in vacuum, in which K48-linked tetra-ubiquitin and UIM1- and UIM2- con-
taining helices of Rpn10 are kept restrained and the remaining α-helices of Rpn10 have
secondary structure restraints applied.
5.2.2 Molecular Dynamics Simulations
MD simulations of the above described structures were carried out in order to character-
ize initial and final states of the recognition process and to define the processes that are
necessary to occur as the system transitions between the two states. The MD simulations
were performed with NAMD2 [20], using the CHARMM22 force field with CMAP cor-
rections [56–58], CHARMM27 force field [56], or the CHARMM36 force field [57, 59, 60],
as summarized in Table 5.1. Four simulations in CHARMM22/CMAP and CHARMM27
force fields are equivalent to each other (as these protein force fields are differing only
in lipid parameters not relevant here), whereas the two simulations in the CHARMM36
force field are not equivalent (as CHARMM36 is a distinct force field with parameters that
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correct the α-helical bias of CHARMM22/CMAP [60]). The simulations were performed
in the NPT ensemble, at a pressure of 1 atm and a temperature of 310 K. The constant tem-
perature was controlled by Langevin dynamics and the constant pressure was controlled
by the Nosé-Hoover Langevin piston method [61, 62]. The long-range electrostatic forces
were calculated by means of the particle-mesh-Ewald (PME) method [63]. The time step
was set to 2 fs; long-range interactions were evaluated every 2 fs (van der Waals) and 4 fs
(Coulombic). Each prepared system was minimized for 5,000 steps, followed by 5 ns of
equilibration with harmonic constraints on heavy atoms [k = 1 kcal/(mol Å2)], and 200
ns production run.




human S5a (196-306) CHARMM22 200 1 75,000
human S5a (196-306) CHARMM27 200 1 75,000
human S5a (196-306) CHARMM36 200 1 75,000
yeast Rpn10 (208-268) CHARMM22 200 3 54,000
S. pombe Rpn10 (190-243) CHARMM22 200 1 39,000
human S5a (196-
306):mono-ubiquitin
CHARMM22 200 3 93,000
yeast Rpn10 (208-
268):mono-ubiquitin
CHARMM22 200 3 72,000
S. pombe Rpn10 (190-
243):mono-ubiquitin
CHARMM22 200 3 70,000
human S5a (196-306):K48-
Ubq4 (Ubq1,Ubq2)
CHARMM36 200 2 263,400
human S5a (196-306):K48-
Ubq4 (Ubq1,Ubq3)
CHARMM36 200 1 200,700
human S5a (196-306):K48-
Ubq4 (Ubq1,Ubq4)
CHARMM36 200 2 200,700
human S5a (196-306):K48-
Ubq2
CHARMM36 200 1 126,500
human S5a (272-306):Ubq
(Steered MD)
CHARMM36 40 2 73,800
Table 5.1: List of simulations performed.
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5.2.3 Steered MD Simulations
To induce unbinding of mono-ubiquitin from a typical UIM (UIM2 of human Rpn10),
we performed two 40 ns steered MD (SMD) simulations along distance-based collective
variables in NAMD. The force was applied to the center of mass (COM) distances between
hydrophobic contacts of UIM2 (IAYAM residues) and ubiquitin (residues 8, 44, and 70)
with a pulling spring force constant of 1 kcal/mol/Å2. The two selected hydrophobic
groups were separated by 20 Å during the course of the simulations.
5.2.4 Data Analysis
In order to quantify the relative importance of hydrophobic and electrostatic interactions
for the overall binding affinity, all the inter-residue interactions in MD simulations of
Rpn10-ubiquitin complexes were examined employing a contact map analysis. Here, our
contact map analysis procedure is described in detail. First, a rough screening of interact-
ing residues was performed with the g mdmat tool in GROMACS [64], which provided a
matrix of average values of minimal distances between all the pairs of protein residues.
Then, our tcl scripts processed the obtained matrix and the associated MD trajectory to
provide a list of pairs of residues that remain within 7 Å of each other for more than 40%
of the total simulation time. The selected threshold numbers are chosen with a consider-
ably wide range, in order to identify residue pairs exhibiting the most significant constant
and transient interactions. In comparison to our selected threshold numbers, most of the
NMR-observed interactions occur in our simulations for almost 100% of time and at close
distances. Finally, the identified pairs of interacting residues were examined visually to
determine types of interaction (hydrophobic, electrostatic).
In order to validate MD simulations with respect to existing experimental data, nu-
clear Overhauser enhancement (NOE) distances were calculated from simulations and
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compared to their experimental counterparts, reported earlier [42, 44]. NOE distances
between selected atoms were calculated as 〈1/r6〉−1/6, where r-values are instantaneous
distances between two atoms [65]. All the performed analyses (interacting residues, NOE
distances) were performed for the last 150 ns of each production run.
Images of protein structures were prepared in VMD [38]. Most of the representative
simulation structures were obtained through cluster analysis of MD trajectories with the
g cluster tool in GROMACS [66]. Electrostatic potentials of proteins were evaluated with
the APBS Electrostatics plugin in VMD [67]. The reported interaction energies were com-
puted with a modified generalized Born (GB) model [68].
5.3 Results
MD simulations were carried out to characterize the recognition of mono-ubiquitin and
K48-linked tetra-ubiquitin by Rpn10. It has been suggested that the interaction between
the two proteins is primarily due to hydrophobic interactions [42]. However, as pointed
out above, prior to binding to Rpn10, K48-linked tetra-ubiquitin exists mostly in the com-
pact form, shown in Fig. 5.1C, in which the protein’s hydrophobic patches are protected
(unexposed to solvent) [43]. According to our simulations, the hydrophobic UIMs of
Rpn10 are likewise mostly protected. Therefore, association and recognition of tetra-
ubiquitin and Rpn10 must involve refolding and opening of both proteins, where in the
case of Rpn10 the refolding involves mainly the flexible arm (Fig. 5.2). Our simulations
suggest that initial association of Rpn10 and ubiquitins is guided by their conserved com-
plementary electrostatic patterns (stage 1 of the recognition process), which induces their
refolding (stage 2) and establishment of hydrophobic interactions between the two pro-
teins (stage 3). The simulations carried out explain also why Rpn10 has higher affinity for
K48-linked tetra-ubiquitin than for K48-linked di- and tri-ubiquitins.
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5.3.1 Properties of Rpn10 Flexible Arm
To investigate how hydrophobic UIMs of Rpn10 recognize their binding partners, we
characterize first the properties of the Rpn10 flexible arm by itself. Previous NMR ex-
periments determined that the Rpn10 flexible arm is composed of well-defined non-
interacting α-helices connected by flexible disordered linkers [42]; flexibility of the Rpn10
fragment was proposed to facilitate its binding to poly-ubiquitins.
Figure 5.2: Properties of the flexible arm of human Rpn10. A. The starting structure (left) and a rep-
resentative structure (right) of an Rpn10 fragment from MD simulations. Amino acids marked in red are
negatively charged, blue are positively charged, orange are hydrophobic, black comprise UIM1, and grey
cover the rest. B. Interacting nonpolar residues/groups of Rpn10 fragment; the structure is the same as
in panel A (right). C. Percentage of time residue pairs (respective residues represented by their center-of-
mass) shown in panel B remained within 7 Å of each other. D. Electrostatic properties of the Rpn10 fragment
with protected UIM1. E. Electrostatic properties of Rpn10 fragment without protected UIM1 (reported ear-
lier [42]). The surface of the fragment is colored according to the color bar with electrostatic energy given
in units of kBT/e, where kB is Boltzmann’s constant, T is the temperature, and e is the charge of an electron.
F. Aligned sequences of Rpn10 flexible arms. The color code is the same as in panel A. Note: in panel A, B,
D, and E, residues 196-244 of Rpn10 are shown. The alignment of the full sequences is provided in Fig. 5.4.
Flexibility of a UIM-containing Rpn10 fragment, i.e., of the flexible arm, was examined
in MD simulations. Figure 5.2A shows a typical conformational change of this fragment:
UIM1 of human Rpn10 is seen to engage during the simulations immediately in interac-
tions with nearby nonpolar residues and becomes protected, i.e., less exposed to solvent
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and shielded from interactions with other molecules. The nonpolar residues in contact
with the UIM are highlighted in Fig. 5.2B. The identified residue contacts persist over
more than 80% of the simulation time, as shown in Fig. 5.2C. A similar UIM protection
is also observed in simulations of yeast and S. pombe fragments of Rpn10, homologous to
the simulated fragment of human Rpn10 (Fig. 5.3).
Figure 5.3: Properties of the flexible arm of the Rpn10 fragment in S. cerevisiae and S. pombe from MD sim-
ulations. A. The starting structure (left) and a representative structure (middle) of the Rpn10 fragment in S.
cerevisiae from MD simulations, and the same structure highlighting interacting nonpolar residues/groups
of the Rpn10 fragment on the right. Amino acids marked in red are negatively charged, blue are positively
charged, orange are hydrophobic, black comprise UIM1, and grey cover the rest. B. The starting structure
(left) and a representative structure (middle) of the Rpn10 fragment in S. pombe from MD simulations, and
the same structure highlighting interacting nonpolar residues/groups of the Rpn10 fragment on the right.
The color code is the same as in panel A.
Figure 5.2D-E clearly shows that the Rpn10 fragment (flexible arm) in the NMR-resolved
structure (E) assumes a more extended form than seen in MD simulations (D). Despite
their structural differences, experimental and simulated NOE distances for selected atom
pairs are in a good agreement (only atom pairs of structured α-helices have reported NOE
distances). In fact, 93.9% of all NOEs are satisfied in the MD simulation ensemble, when
allowing for 0.25 Å beyond the upper or lower bounds in NMR distance ranges, as is
commonly done [69] (Table 5.2). We conclude from the comparison that the ensemble of
structures arising from simulations is actually consistent with the NMR measurements.
Atoms of the flexible coil segments of the Rpn10 fragment (flexible arm) did not dis-
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Structures Nrestraints (NMR) Nviolated (MD) % agreement
S5a/Rpn10 arm (1YX4) 98 6 93.9%
S5a/Rpn10 arm : mono-ubiquitin (2KDE) 2,928 189 93.5%
Table 5.2: Comparison of simulated NOE pair distances with NMR data [42, 44] for S5a/Rpn10 arm
structures with and without ubiquitin bound.
play NOE interactions [42]. This observation may seem to contradict the simulation re-
sults presented in Fig. 5.2C, which show persistent hydrophobic contacts between hy-
drophobic residues of UIM1 and the flexible coil. However, contacts between specific
atom pairs of UIM1 and the flexible coil interchange over the course of the simulation,
as there are no strong directional interactions that stabilize them. As NOE interactions
should not be observed for such dynamically interchanging interactions, our simulated
ensembles actually do not contradict the NOE data and likely exhibit realistic conforma-
tions of the Rpn10 flexible arm.
Rpn10 arm Nbasic Nacidic qtot
human 16 41 -25
bovine 18 44 -26
rabbit 16 42 -26
S. cerevisiae 5 15 -10
S. pombe 5 12 -7
Table 5.3: Number of basic and acidic residues and total charge, qtot, of Rpn10 flexible arms at neutral pH.
Two consequences can be inferred from the observed protection of UIMs. First, the
Rpn10 fragment is not as extended or as flexible (on a timescale of several nanoseconds) as
assumed [42]. Second, UIMs are partially occluded from exposure to ubiquitin. Since both
ubiquitin species and UIMs have hydrophobic patches that are protected, their mutual
recognition has to involve refolding that is guided by other surface amino acids. Func-
tionally important amino acids are often conserved. Figs. 5.2 and 5.4 show that Rpn10
has multiple conserved residues besides UIMs, many of which are negatively charged.
Furthermore, many other conserved acidic residues are distributed along the flexible arm
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of Rpn10, resulting in its high net negative charge (-25 to -26 for species with two UIMs,
or -7 to -10 for species with a single UIM, as shown in Table 5.3 and Fig. 5.4).
Figure 5.4: Aligned sequences of Rpn10 flexible arms of human, bovine, rabbit, S. cerevisiae and S. pombe
species. The sequences of Rpn10 protein of human, bovine, rabbit, yeast, and S. pombe species correspond
to UniProt [70] codes P55036, Q58DA0, B7NZD2, P38886, and O94444, respectively.
The conserved negatively charged residues in the proximity of UIM should impact
ubiquitin recognition. As UIMs are protected by nearby hydrophobic residues, the nega-
tively charged residues simultaneously aggregate around UIM1 (Fig. 5.2B), thus creating
a negatively charged surface mask around the UIM. Furthermore, the arm with aggre-
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gated acidic residues (Fig. 5.2D) is found to have a more intense negative potential than
the Rpn10 flexible arm resolved in NMR experiments [42] (Fig. 5.2E).
Figure 5.5: Electrostatic properties of mono-ubiquitin. A. Face of mono-ubiquitin containing the hy-
drophobic patch interacting with the UIM of Rpn10. B. The electrostatic properties of two sides of mono-
ubiquitin, the left one corresponding to the orientation displayed in panel A. The units of the potential are
the same as in Fig. 5.2 (kBT/e).
5.3.2 Electrostatic Properties of Ubiquitin and Their Effect on Rpn10
Binding
To explore further the role of electrostatics in ubiquitin-Rpn10 refolding and binding,
we examine the electrostatic properties of mono-ubiquitin (Fig. 5.5) and tetra-ubiquitin
(Fig. 5.6). Ubiquitin contains a hydrophobic patch, made of residues Leu8, Ile44 and
Val70. Fig. 5.5 shows that the side of ubiquitin interacting with the UIM of Rpn10 con-
tains the hydrophobic patch surrounded by a positive or neutral potential, while the op-
posite side of the protein has predominantly negative potential, making ubiquitin dipolar
in nature.
In the ubiquitin 26S proteasome proteolytic pathway, the 26S proteasome recognizes
K48-linked tetra-ubiquitin [52], rather than mono-ubiquitin. Fig. 5.6 shows two confor-
mations of K48-linked tetra-ubiquitin (closed and open), colored according to their elec-
trostatic properties. In the closed form, which arises predominantly in solution at neutral
pH [43], hydrophobic patches are protected. The electrostatic potential of one side of the
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Figure 5.6: Electrostatic properties of K48-linked tetra-ubiquitin in closed and open conformations. A.
Conformation and properties of the closed form of tetra-ubiquitin rendered in surface representation. Hy-
drophobic patches of ubiquitin units are in contact with each other, and are not exposed to solvent. Shown
in the middle and on the right are the electrostatic properties of two sides of the closed form. B. Example
of an open conformation of K48-linked tetra-ubiquitin. The structure shown is representative of the largest
cluster of configurations obtained in a 200 ns simulation. The images in the middle column correspond
to the conformations shown in the left column. The color scale of electrostatic potential is the same as in
Fig. 5.5 (kBT/e).
closed form is primarily negative, except for two very strongly positive concave patches,
formed by the C-terminal tails of two nearby ubiquitin units; the opposite side is weakly
positive, and has several hydrophobic surfaces exposed.
If UIMs are to bind K48-linked tetra-ubiquitin molecules, they need to either asso-
ciate with the closed or semi-closed molecules and induce their opening, or associate
with the miniscule fraction of open molecules that exist in solution. Fig. 5.6B shows an
exemplary open conformation of K48-linked tetra-ubiquitin, colored according to its elec-
trostatic properties, obtained in a 200 ns equilibration simulation of the fully extended
form of K48-linked tetra-ubiquitin. However, as the extended form undergoes a quick hy-
drophobic collapse, followed by very few conformational changes, a flexible open form
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of K48-linked tetra-ubiquitin chain likely does not exist in solution by itself.
5.3.3 Binding of Mono-Ubiquitin to UIM1 of Rpn10
Figure 5.7: Binding of mono-ubiquitin to Rpn10
UIM1. A. Secondary structure of human Rpn10 UIM1
with mono-ubiquitin bound. UIM1 and nonpolar in-
teractions are highlighted in licorice. The time per-
centage of significant nonpolar interactions is plot-
ted below. B. Same structure as in panel A with salt
bridges highlighted in licorice. The time percentage
of salt bridges formed is plotted below.
Binding of mono-ubiquitin to UIMs is me-
diated by hydrophobic interactions [44].
However, hydrophobic interactions are
usually not long-range or discriminatory
enough for molecular recognition. Our
MD simulations identified several hy-
drophobic and polar interactions that sta-
bilize binding between Rpn10 and ubiqui-
tin. Fig. 5.7B highlights the amino acids
of Rpn10 and ubiquitin that are in con-
tact for > 40% of time in MD trajecto-
ries. In addition to multiple hydrophobic
interactions, several salt bridges are seen
to be formed. The most representative, yet
transient, salt bridges are characterized in
Fig. 5.7B. These salt bridges likely stabi-
lize the binding pose of Rpn10 and mono-
ubiquitin.
The structure of mono-ubiquitin bound
to UIM1 of human Rpn10 was previously
resolved through NMR experiments [42]. For the Rpn10 fragment bound to ubiquitin,
shown in Fig. 5.7, average distances of contacts observed in simulations are in good agree-
ment with experimental data; 93.5% of all NOEs are within experimental bounds, when
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Figure 5.8: Comparison of simulated NOE pair distances with the NMR data for intermolecular signals
between Rpn10 UIM1 and ubiquitin.
taking into account the 0.25 Å allowance beyond the upper bound or below the lower
bound in the NMR distance range [69]. The NOE signals were observed for only 12 inter-
molecular hydrophobic interactions, which are also seen in our MD simulations as shown
in Fig. 5.8. However, NOE signals corresponding to the salt bridges observed in MD sim-
ulations are likely difficult to detect through the NOE signals because of their transient
nature.
5.3.4 Steered MD Simulations of Ubiquitin-UIM2 Unbinding
SMD simulations were performed to investigate the role of charge-charge interactions in
unbinding/binding events of ubiquitin and its binding partners. Two independent 40 ns
SMD simulations were performed for unbinding of mono-ubiquitin from the UIM2 of
human Rpn10, in which hydrophobic groups of the two binding partners were pulled
apart by SMD forces. Based on observations of electrostatic patterns on UIMs and mono-
ubiquitin, we hypothesized that as hydrophobic groups unbind, charge-charge interac-
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Figure 5.9: Steered MD simulations of mono-ubiquitin and human Rpn10 UIM2 unbinding. A. Center of
mass (COM) distances between hydrophobic contacts of UIM2 (IAYAM residues) and ubiquitin (residues
8, 44, and 70), and charge contacts of UIM2 (acidic residues 283, 284 and 285) and ubiquitin (basic residues
283, 284 and 285) in performed SMD simulations. B. Representative snapshot of the system at the end of
one of the SMD simulations. While hydrophobic contacts, shown in white and grey spheres, are broken
through the SMD force, the charge contacts, shown in blue and red licorice representation, persist. The
pulling is performed along the distance vector between two center of mass groups, where the first group
includes residues 8, 44, and 70 of mono-ubiquitin (white vdW spheres) and the second group includes
IAYAM residues of Rpn10 UIM2 (grey vdW spheres).
tions of UIMs and mono-ubiquitin should persist, if relevant for guiding the process of
ubiquitin binding to its partners. Fig. 5.9 confirms this hypothesis; as hydrophobic groups
of ubiquitin and UIM separate, the positively charged groups of ubiquitin and the neg-
atively charged groups of UIM preserve the electrostatic interactions. The role of the
electrostatic interactions was observed in two independent simulations, in which the hy-
drophobic groups separated into different directions.
5.3.5 Binding of K48-Linked Tetra-Ubiquitin to Rpn10
While UIMs only bind to single ubiquitin units, the human 26S proteasome binds to
K48-linked tetra-ubiquitin with high selective affinity [52]. Rpn10 binds K48-linked tetra-
ubiquitin with 100-fold higher affinity than K48-linked di-ubiquitin [44, 52]. The stronger
binding to K48-linked tetra-ubiquitin is observed even though the human 26S proteasome
has only two UIMs and can only bind to a maximum of two ubiquitin units at the same
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Figure 5.10: Rpn10 flexible arm binding to K48-linked tetra-ubiquitin. A. Schematic views of the systems
examined in MD simulations. Additional interactions (see text) between the Rpn10 flexible arm and ubiqui-
tin subunits are represented through short black lines. B. Interaction energies between the Rpn10 fragment
and K48-linked tetra-ubiquitin or di-ubiquitin for binding combinations shown in panel A, computed with
a modified generalized Born (GB) model [68]. C. Representative snapshot of Rpn10 binding to neighboring
ubiquitins (top) and non-neighboring ubiquitins (bottom).
time. The question arises why Rpn10 has stronger binding to K48-linked tetra-ubiquitin
than to di-ubiquitin and tri-ubiquitin.
We suggest that strong binding of human 26S proteasome to K48-linked tetra-ubiquitin
is due to additional non-specific interactions between the two UIMs of human Rpn10 and
ubiquitin in the case of K48-linked tetra-ubiquitin. To test how the flexible arm of Rpn10
binds to K48-linked tetra-ubiquitin, we examined three separate complexes in MD sim-
ulations as shown in Fig. 5.10, in which UIM1 always binds to the distal ubiquitin (U1),
and UIM2 binds to either U2 (case 1), U3 (case 2), or the proximal ubiquitin U4 (case 3).
The system in case 1 is similar to the Rpn10 fragment binding to K48-linked di-ubiquitin,
which was also examined (case 4). The simulations revealed that in cases 1 and 4, Rpn10
has weaker interactions with ubiquitin chains than in cases 2 and 3, as Rpn10 remains in
more compact conformations. In cases 2 and 3, the Rpn10 arm is more stretched out, with
Rpn10 binding to all ubiqutin units simultaneously, resulting in more favorable net inter-
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action energies. The additional (non-UIM) interactions are indeed transient, but they still
contribute to a tighter overall binding of Rpn10 to K48-linked tetra-ubiquitin, in agree-
ment with experimental results.
5.4 Discussion
In the present study, two questions were addressed by means of MD simulations. First,
we asked how ubiquitin and Rpn10, its receptor within the ubiquitin 26S proteasome pro-
teolytic pathway, recognize each other. Second, we asked how the presence of multiple
ubiquitin units and the chain architecture in K48-linked tetra-ubiquitin leads to its en-
hanced binding to Rpn10. Our simulations suggest that the binding process requires re-
folding (opening) of both K48-linked tetra-ubiquitin and the Rpn10 flexible arm. Further-
more, charge interactions likely guide binding processes and stabilize bound states that
involve ubiquitin. The simulations also characterized several conformations of Rpn10
bound to K48-linked tetra-ubiquitin.
Prior to the present simulation study, the C-terminal tail of Rpn10 was thought to be
a flexible arm made of several non-interacting α-helices connected by disordered coils.
Instead, our simulations show that the Rpn10 flexible arm is not as flexible or as extended
as previously thought. Furthermore, helical UIMs interact with the nearby disordered
coils, which reduces their exposure to solution, and also, in some cases, surrounds them
with a negatively charged surface layer (Fig. 5.2). Even though the structural picture that
emerges from simulations is different from previous conclusions based on NMR data, our
results are in agreement with those data (NOEs).
Based on the distinct charge patterns observed on ubiquitins and Rpn10, a hypothesis
summarized in Fig. 5.11 can be built on how mono- and poly-ubiquitins get recognized
by Rpn10 and other proteins. Mono- and poly-ubiquitins have distinct regions of positive
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Figure 5.11: Schematic binding process of Rpn10 (red-framed rod) to ubiquitins (blue-framed rectan-
gles). A. Three stages of the binding process of Rpn10 fragment and mono-ubiquitin. B. Binding of Rpn10
fragment to K48-linked tetra-ubiquitin.
potential surrounding the hydrophobic patch involved in binding. The rest of the ubiq-
uitin surface contains primarily regions of negative charge. Given that the flexible arm of
Rpn10 is strongly negatively charged (especially the N-terminal sides of the two UIMs),
the following three stage scenario for the recognition of Rpn10 and ubiquitins suggests
itself. In stage 1, the negatively charged arm of Rpn10 preferentially seeks the positively
charged surfaces of ubiquitins, and avoids the negatively charged surfaces of ubiquitins
during diffusion and association stages of the binding process, as shown schematically
in Fig. 5.11. In stage 2, the negative charges near the UIMs are recognized by the pos-
itively charged C-terminal tail of ubiquitin units, which induces opening/refolding of
Rpn10 and K48-linked tetraubiquitin. Once nearby and partially exposed, in stage 3 the
hydrophobic regions of UIM and ubiquitin finally lock into the most favorable binding
pose.
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The above scenario is supported by present and previous studies of ubiquitin recep-
tors [42, 44, 47, 71]. We note that each of the UIMs of human, rabbit, mouse, yeast and
S. pombe has conserved negative charges nearby. SMD simulations of mono-ubiquitin-
UIM unbinding showed that these conserved charges guide Rpn10 and ubiquitin towards
hydrophobic binding (Fig. 5.9). Furthermore, even though the ubiquitin-interacting sur-
face of the second proteasomal ubiquitin receptor Rpn13 differs greatly from the one of
Rpn10, it also binds ubiquitin with a surface that contains multiple negatively charged
residues [72] and negative electrostatic potential, as shown in Fig. 5.12, which can coordi-
nate the positively charged C-terminus of ubiquitin. Multiple other partners of ubiquitin
also have distinct patches of negative charge on their surfaces that bind to the hydropho-
bic patch of ubiquitin, for example protein Vps27 has a UIM that is preceded by multiple
acidic residues [47].
Figure 5.12: NMR structure of mouse Rpn13 bound
to mono-ubiquitin (pdbID: 2Z59). A. Cartoon repre-
sentation of the Rpn13-mono-ubiquitin complex. B.
Surface of Rpn13 colored according to electrostatic
potential, shown in the same orientation as in panel
A; ubiquitin is removed to reveal the potential of the
Rpn13-ubiquitin binding surface. The color scale of
the electrostatic potential is the same as in Fig. 5.2 (in
kBT/e units).
Our simulations also clarified why
26S proteasome binds to K48-linked tetra-
ubiquitin with higher affinity than to K48-
linked di-ubiquitin, despite the fact that
Rpn10 UIMs can only bind directly to two
ubiquitin units. The simulated Rpn10 ex-
hibits multiple transient contacts to the
K48-linked tetra-ubiquitin chain, which
provides additional stabilization to the
K48-linked tetra-ubiquitin bound state.
In summary, the simulations carried
out indicate that recognition of ubiquitin by Rpn10 receptors is facilitated by the partners
flexible nature, involving even refolding to a significant degree, and a combination of hy-
drophobic and negatively charged residues on the Rpn10 flexible arm. The simulation
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results provide a comprehensive description of Rpn10-K48-linked tetra-ubiquitin recog-
nition and binding, and indicate that negatively charged residues of ubiquitin receptors
are, in general, crucial for their binding to mono-ubiquitin and poly-ubiquitin chains.
5.5 Conclusion
Our results provide insight into structural dynamics of Rpn10 and K48-linked tetra-ubiquitin.
The simulations carried out reveal that in the unbound form, namely before the recogni-
tion, UIMs of Rpn10 are protected through hydrophobic interactions between the UIMs
and their flexible linkers, and that K48-linked tetra-ubiquitin by itself remains in the closed
state.
Since hydrophobic interfaces of separated Rpn10 and K48-linked tetra-ubiquitin are
protected, recognition and binding processes need to involve significant refolding of the
two proteins. A full understanding of the selective affinity of Rpn10 and K48-linked tetra-
ubiquitins will have to await explicit simulations of partner refolding preceding recogni-
tion and binding. However, the present simulations already reveal the principal recogni-
tion steps. Our simulations suggest that ubiquitin recognition is a three stage process: in
stage 1, the conserved electrostatic pattern of Rpn10 UIM brings Rpn10 and K48-linked
tetra-ubiquitins together. In stage 2, the negative charges near the UIMs are recognized by
the positively charged C-terminal tails of the ubiquitin subunits, which induces refolding
of the Rpn10 and K48-linked tetra-ubiquitin partners. In stage 3, the formed electrostatic
interactions complete recognition and binding through hydrophobic interactions.
The combination of flexibility with electrostatic and hydrophobic interaction for ubiq-
uitin recognition is not unique for the proteasome and, instead, is a general motif in ubiq-
uitin recognition [47]. Finally, the simulations explain why Rpn10 has higher affinity for
K48-linked tetra-ubiquitin than for K48-linked di- and tri-ubiquitins.
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