This paper decribes a new message passing protocol that guarantees at-most-once message delivery without requiring communication to establish connections. It discusses how to use these messages to implement higher-level primitives such as at-most-once remote procedure calls and describes an implementation of at-most-once RPCs using our method. Our performance measurements indicate that at-most-once RPCs can be provided at the same cost as less desirable RPCs that do not guarantee at-most-once execution. Our method is based on the assumption that clocks throughout the system are loosely synchronized. Modern protocols provide good bounds on clock skew with high probability; our method depends on the bound for performance but not for correctness.
Introduction
In this paper we describe an efficient implementation for at-most-once delivery of messages. Our goal is to be able to accept messages most of the time even when the receiving module has no state information stored about the sending module. The scheme is interesting because it allows us to implement at-most-once remote procedure calls (RPCs) efficiently, even when there are large numbers of clients and servers and when clients communicate with sewers only occasionally.
At-most-once semantics for RPCs means that a call is guaranteed to be executed at most once even when failures occur such as a crash of the receiving module. It is desirable because it provides proper semantics even when calls are not idempotent. However, the implementation of at-most-once semantics can be expensive because the server needs a way of determining whether it has seen a message before. The determination can be made if the server maintains some state, known as a connection, for the client. If there is no state, then the connection must be established, which typically requires a pair of messages to be exchanged between the client and the server. If the connection is used for many calls, the cost of the connection setup can be amortized across all of them. If there are only a few calls, the overhead is high relative to useful work. In the worst case, only one call will be made on the connection, and the cost of the call is doubled. Yet this case may be quite common; it corresponds to clients using servers only occasionally.
To avoid the cost in this common case, systems have provided at least once semantics, which provides only weak guarantees about how many times a call is executed; for example, even when a call terminates normally, it may have been executed more than once. Some systems provide at-least-once semantics as the only option [2]; others provide it as an alternative available to the client if desired [ l l , 11. Both of these approaches are undesirable: With only at-least-once available, the application programmer must cope explicitly with the problems arising from non-idempotent calls. Things are better when both are available, but the communication system is more complicated than if there is just one choice. This paper shows that it is practical and efficient to provide only at-most-once semantics. Our method allows calls to be made without prior communication to establish a connection. Ours is not the first method to do this; the DeRa-t protocol [4] also avoids connection setup. However, we use a different technique based on loosely synchronized, monotonic clocks: because it depends on synchronized clocks, we refer to our protocol as the synchronized clock message protocol, or SCMP for short. Our protocol can easily tolerate the clock skews provided by existing clock synchronization protocols [3]; these skews are typically less than 100 milliseconds. If the rare event of unsynchronized clocks does occur, the protocol continues to work correctly, although there is a degradation of performance. The protocol requires that clocks at sewers that survive crashes be monotonic; it does not rely on properties of clients' clocks for conectness.
The paper is organized as follows. In Section 2 we describe SCMP and show how it can be used to guarantee at-most-once message delivery; we also discuss our clock requirements, and compare our method with Delta-1. In Section 3 we discuss how SCMP can be used to provide higher-level primitives, describe an implementation for at-most-once RPCs based on the SunRPC library [l 11, present performance information for our implementation, and compare our performance with at-least-once and at-most-once RPCs already available in the SunRPC library. We conclude with a summary of what we have accomplished.
At-most-once Message Delivery
Implementing at-most-once message delivery is typically done by having each server maintain a table containing information about active connections. For example, in the Mesa RPC mechanism [2], the table contains the message identifier of the last message received on a connection'; a new message from a client is accepted only if its message identifier is larger than that stored in the table. If a server has a large number of clients, it will need to discard information about connections to keep the table reasonably 'In Mesa, a client machine can have at most one connection to a server, so the information is stored on a per machine basis small. Typically this is done for "inactive" connections, i.e., ones that the client has not used for some time period. Once such information has been discarded, it is difficult to know whether the next message received on the connection is a new message or a duplicate of a previous message. To resolve this problem, systems that detect duplicates, e.g., Apollo [l], require a handshake in advance of the message. Systems that avoid the handshake do not provide at-most-once semantics; the probability of accepting a duplicate message in such a system depends on how long connection information is kept in the table, but duplicates are always possible.
Connection setup could be avoided if there were a way for a server to be sure a message was new in the absence of connection information. Our scheme allows this to be done by using time. The idea is that the server remembers all "recent" communications. If a message from a client is "recent", the server will be able to compare it with its connection information and decide accurately whether the message is a duplicate. If the message from the client is not "recent", it will be rejected, but in this case there is a very high probability that the message is a duplicate. Thus the system may occasionally refuse a nonduplicate; it will never accept a duplicate.
For such a scheme to work, servers need to know whether a message is "recent". Our scheme accomplishes this by means of loosely synchronized clocks. Clients and servers all have clocks that (with very high probability) differ by no more than some skew E. When a client sends an "at-most-once" message, it timestamps the message with the current time of its clock. When the message arrives at the server, it is recent if its timestamp is later than the server's time minus p; otherwise it is old. The "recent" bound p is a server parameter chosen to balance the size of the connection table against the probability of erroneously discarding late messages as duplicates. It should be larger than E + 6, where 6 is an estimate of expected network delay.
The remainder of this section discusses our protocol in more detail. As will be discussed in Section 3, there are other messages in the system as well, e.g., unreliable datagrams. We do not consider such messages here: in the remainder of this section, "message" will always mean an "at-most-once" message.
The Model and Assumptions
We are interested in a distributed collection of hardware consisting of nodes connected by a network. All nodes can communicate with one another by sending messages on the network. Although the network might be a local area net, we are concerned here with the more general case of a geographically distributed net such as the Arpanet (51. Both nodes and the network may fail; we assume these failures are not byzantine [9] . Nodes fail by crashing. The network fails by losing or duplicating messages, or by delivering them late or out of order; in addition it may partition so that some nodes are unable to send messages to some other nodes temporarily.
A program running on the network consists of a collection of modules, each of which resides entirely on a single node. Some modules are servers and others are clients (some modules are both servers and clients). Clients send messages to servers to request some service; servers accept such messages, carry out the request, and usually return a response in a message to the client. The exact form of a module is not of interest to us. For some systems, e.g., [ l l ] , a module is limited to doing one thing at a time. Other systems, e.g., (81, support concurrency within a module. Our mechanism supports both kinds of systems.
Some servers are resilient they survive failures of their node. Resilience requires access to a nonvolatile storage medium. The storage need not be located at the server's node; instead it could be provided over the network by a stable storage service [lo] .
Every node has a clock. As mentioned, we assume that the nodes' clocks are loosely synchronized with some skew E; nodes ensure this by carrying out a clock synchronization protocol periodically. At least one practical clock synchronization protocol exists [3]. It synchronizes clocks of nodes on a geographically distributed network so that clocks are guaranteed with very high probability to have a skew on the order of hundreds of milliseconds. The protocol does this at low cost and low overhead (each node exchanges a pair of messages with three other nodes every four minutes). We note also that synchronized clocks are useful for other purposes than ours, e.g., for authentication [6] and for capabilities that expire. Therefore, our protocol is merely another client of a service used by many parts of a system. Our protocol does not depend on clock synchronization for correctness. We do require that clocks at the nodes of resilient servers never run backwards. For such nodes, the clock must be as stable as the storage used for the resilient server state.
The SCMP Protocol
Every module G has a current time, G.time; this is read from the clock belonging to its node. Every message m contains a timestamp, m.rs; this is G.time of the sending module at the time m is created. Even though a particular message may be duplicated either by the network or by the software that carries out a higher-level protocol, all instances of the message will contain the same m.ts.
Each message also contains a connection identifier, m.conn. However, as opposed to other connection-based systems, this connection identifier is selected by the client without consultation with the server. If a client has only one outstanding message to a server at a time, its unique module identifier can serve as the connection identifier. If it has many outstanding messages, it should have a separate connection for each: this could happen, for example, in a client that runs multiple concurrent threads. Thus in general a connection identifier is a pair <module id, uid> where the uid is unique relative to the module identifier; the size of the uid field depends on how many outstanding messages a system allows between a client and server. Note that a client can freely reuse connection ids; distinct ones are needed only when concurrent communication with the same server is occurring.
Each server maintains a connection table, G.CT. This is a mapping from connection ids to connection information. For the discussion in this section, the only connection information of interest is the timestamp of the last message received on that connection. Not all connections have an entry in G.CT.
G is free to remove an entry for connection C from its connection table provided G.CT [C] .ts c G.time -p.
Here, p is the interval mentioned above during which we can afford to retain connection information. A possible value for p is five to ten minutes. It should be larger than E + 8 where E is the clock skew and 8 is the longest delay of a message in the network under "reasonable" conditions (e.g., not hideously congested).
A server also maintains an upper bound, G.upper, on the timestamps that have been removed from the We can now describe message processing at servers that do not survive crashes. Such a server G processes message m as follows: For servers that survive crashes, we need a way of discarding a message that arrives after crash recovery if it is a duplicate of a message that arrived before the crash. Of course we could accomplish this by keeping connection information in stable storage [7] but this would be very inefficient. If the connection table does not survive the crash, we need a way of effectively reinitializing it after a crash. This requires establishing an estimate of the timestamp of the latest message that may have been received before the crash. The idea is that before the crash no message whose timestamp was greater than the estimate was accepted; after the crash, no message whose timestamp is less than or equal to the estimate will be accepted. Therefore, we can be sure that no duplicates are introduced by the crash.
Thus our plan is the following:
1. After a crash we establish the estimate and use it to initialize G.upper.
2. Before the crash we must ensure that all accepted messages have timestamps less than the estimate that will be established should a crash occur. This means we must enforce an upper bound on the timestamps of accepted messages. We will refer to this bound as G.laresr.
One way of proceeding is as follows. To establish G.latest, a module rejects messages that arrive "too early". Since the bound on clock skew is E, it is highly unlikely that messages will arrive at G whose timestamps are greater than G.time + E, so using this quantity as the upper bound will cause us to discard essentially no messages. After the crash the server approximates this bound by setting G.upper to G.time + E. Since server clocks do not run backwards, we know G.upper will be greater than or equal to G.latest just before the crash.
An alternative technique is to have the module write G.time + p to stable storage periodically; a message is rejected if its timestamp is greater than the last bound written to stable storage. p is some increment that ensures that we are unlikely to reject messages as arriving too early; it would be based on E, the time required lo write to stable storage, and the frequency of writing.
Figure 2-1 describes the algorithm carried out by a resilient server. If we are using the first scheme for computing the estimate and G.latest, then G.upper is set to G.time + E after a crash, and G.time + E is used each time we use G.latest. If we are using the second scheme, G.upper is read from stable storage after a crash, and G.latest is the most recent timestamp recorded on stable storage. As before, entries may be removed from the table when their timestamps are less than G.time -p; when a timestamp is removed, G.upper is set to the maximum of its current value and the removed timestamp.
1. If m.ts > G.latest, refuse the message since it is too early. 
Higher-Level Protocols
In this section, we discuss how SCMP can be used to implement higher-level communication primitives. We also present an implementation of at-most-once RPC using SCMP and compare its performance with at-least-once RPC (based on UDP (131) and at-most-once RPC (based on TCP [12]), both of which are provided by the SunRPC library (1 11. The UDP-based protocol provides at-least-once semantics. The TCP-based protocol provides at-most-once when there are no crashes; in the case of a crash, however, a call can be run more than once. Our comparison shows that we can provide at-mostonce semantics at about the same cost as the UDP-based SunRPC, and with significantly better performance than the TCP-based SunRPC in the case of clients calling servers occasionally.
As mentioned earlier, our at-most-once messages are not intended to replace other low-level communication primitives. Instead, we assume that there are also unreliable datagrams (131 (UDPs) or some similar primitive. Higher-level communication primitives are implemented out of a combination of UDPs and at-most-once messages. In particular, at-most-once messages are used to Start the protocol associated with a higher-level primitive; the remainder of the protocol makes use of UDPs. Thus the at-most-once RPC protocol discussed below uses an at-most-once message for the (first part of the) call; the reply and any acknowledgments are done using UDPs. Similarly, we could implement TCP [12] connections by having the first message from the client to the server be an at-most-once message: all other messages would be UDPs.
At-most-once RPC
We have implemented an at-most-once RPC protocol using SCMP, and compared the performance of this protocol with UDP-based at-least-once RPC and TCP-based at-most-once RPC. Our implementation is based on the widely used SunRPC library [ l l ] , which currently supports the UDP-and TCP-based schemes. This allows us to directly compare the performance of the three protocols, and also to make our work easily available to other interested parties.
The SunRPC library provides RPC message formatting, program dispatch, and related functions over a number of transport protocols. The semantics of the RPC operation are not determined by the library, but depend on the transport chosen. The library provides three classes of functions:
1. Transport object creation.
Message transmission and reception

Error reporting and maintainance.
Functions in the first class create and manipulate opaque "transport objects". The transport objects provide a standard set of operations needed by functions in the second and third classes. A different set of these operation is provided for each supported transport protocol. We have augmented the standard Sun library by providing a new kind of transport object based on at-most-once messages. This allows user programs to use our at-most-once RPC protocol in a manner identical to using standard Sun UDPand TCP-based protocols.
Our at-most-once RPC provides reliable delivery: a client may depend on the protocol to deliver the call message provided the server is accessible to the client and similarly we guarantee to deliver the reply. It is implemented by using an at-most-once message for the call message, and unreliable datagrams (UDPs) with acknowledgment and client-triggered retransmission for the reply message. This protocol is optimized for the common case of mostly-reliable networks and heavily loaded servers.' The clienttriggered retransmission reduces the load on the server at the expense of the client.
Since modules in Sun are single-threaded, we use a connection identifier consisting simply of a unique identifier for the client. In addition to storing the timestamp of the last message on a connection, the server's connection table also stores the last reply message sent over that connection. Periodically, all old entries are removed from the table. We use a value of four minutes for p, which is based on a value of two minutes for 6.
Our RPC implementation is similar to that in [2] . On the client side, an RPC begins when the first call 'In other situations, different choices would be better than ours, The result would be a family of RPC protocols message is sent, and terminates when an acceptable reply is received. Clients retransmit requests on a periodic basis to ensure reliability. Upon receipt Of the reply, the client sends an acknowledgement, either by simply sending a new call, or by using the special ACK message if no new call is pending. We support only calls that fit in a single UDP message. However these messages can contain up to 64k bytes: the maximum size is determined when the transport object is created, with a default of 8k bytes.
Servers cycle between an execute state and an idle state. Servers respond to new messages only when in the idle state. The server enters the execute state when an acceptable new call message arrives. Use of the at-most-once message protocol ensures that this will occur only once per client call, providing at-most-once semantics. When execution of the call is complete, the server stores the reply in the connection table, and sends it in a UDP message. Then it enters the idle state. The reply is discarded when the acknowledgment arrives from the client.
If a duplicate message arrives at the server, it is flagged by the at-most-once message protocol. If the connection table contains a reply for the request, the reply is retransmitted: otherwise the message is discarded.
We provide two types of at-most-once transport. The first gives "nonrestartable" servers, which provide at-most-once semantics only in the absence of crashes. These servers use the limited "crashless" version of the at-most-once message protocol. The other gives at-most-once semantics across server and machine restarts. A server running on a system that supports synchronous write to disk uses the stable storage method (with a p of three minutes) to initialize G.upper after a crash: otherwise it uses the scheme of reading the clock after a crash. We compared the performance of our RPC protocol with both UDP-and TCP-based protocols by running two experiments. Our measurements were obtained by running a server on a MIPS M120-5 under Unix System 5 and clients on a MicroVax 3 under Berkeley Unix 4.3. The nodes were connected by an Ethemet. Our first experiment compared the performance of the three RPC mechanisms while performing a set of 1000 calls from a single client to a single server. The results are presented in Figure  3 -1, which shows results obtained from three different runs for each protocol. The data were obtained at times when the load on the network was low. As can be seen, SCMP-based RPC performs comparably to UPD-based RPC, and better than TCP-based RPC. This experiment shows that our protocol does not impose any significant overhead cost over UPD in the case where a client makes many calls to the same server.
Our second experiment compared the performance of the protocols while performing calls from a thousand different clients to the same server. This experiment simulates the situation of interest: a In this case we can see that the cost of our protocol remains similar to the UDPbased RPC, but the cost of the TCP-based RPC grows dramatically. This is because of the need to establish a new connection for each call.
Conclusions
This paper has shown how to implement at-most-once message delivery without connection setup by using loosely-synchronized clocks. Existing clock synchronization protocols guarantee a clock skew of hundreds of milliseconds with a certain (very high) probability. However, since the guarantee is probabilistic, it is better not to rely on it for correctness. As discussed, the correctness of our scheme does not depend on clocks being synchronized. We do depend on synchronization for good performance; this is a comfortable assumption because of the high probabilities.
We also discussed how at-most-once messages can be used to implement high-level communication primitives, and described such an implementation for at-most-once RPCs based on the SunRPC library.
Our performance data indicate that we can provide at-most-once RPCs at the same cost as at-least-once RPCs. Our method outperforms at-most-once RPCs based on protocols such as TCP that use extra communication to establish connections, especially in the case where clients talk to servers only occasionally.
