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HYBRID BOUNDS ON TWO-PARAMETRIC FAMILY WEYL
SUMS ALONG SMOOTH CURVES
CHANGHAO CHEN AND IGOR E. SHPARLINSKI
Abstract. We obtain a new bound on Weyl sums with degree
k > 2 polynomials of the form (τx+c)ω(n)+xn , n = 1, 2, . . . , with
fixed ω(T ) ∈ Z[T ] and τ ∈ R , which holds for almost all c ∈ [0, 1)
and all x ∈ [0, 1). We improve and generalise some recent results
of M. B. Erdogˇan and G. Shakan (2019), whose work also shows
links between this question and some classical partial differential
equations. We extend this to more general settings of families of
polynomials xn + yω(n) for all (x, y) ∈ [0, 1)2 with f(x, y) = z
for a set of z ∈ [0, 1) of full Lebesgue measure, provided that f is
some Ho¨lder function.
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2 C. CHEN AND I. E. SHPARLINSKI
1. Introduction
1.1. Background. For a natural number d let Td = (R/Z)
d be the
d-dimensional unit torus. We also write T = R/Z instead of T1 .
Given a family ϕ = (ϕ1(T ), . . . , ϕd(T )) ∈ Z[T ]d of d distinct non-
constant polynomials and a vector u = (u1, . . . , ud) ∈ Td , we consider
the Weyl [16] sums
(1.1) Sϕ(u;N) =
N∑
n=1
e (u1ϕ1(n) + . . .+ udϕd(n)) ,
where throughout the paper we denote
e(x) = exp(2πix).
Recently, Wooley [18] (see also Flaminio and Forni [11]) has intro-
duced a scenario which interpolates between individual bounds and
bounds involving averaging over all u ∈ Td . In the setting of [18]
the sums Sϕ(u;N) are estimated for almost all (with respect to the
Lebesgue measure) coordinates ui , i ∈ I , and for all coordinates
uj , j ∈ J , where the sets I and J form a partition of the set
{1, . . . , d} . The results of Wooley [18] have been recently improved
and generalised in [9]. To be precise, we outline a special version of
Wooley [18], Flaminio and Forni [11] and the authors [9] with d = 2.
Let ϕ1(T ), ϕ2(T ) ∈ Z(T ) then there exists a positive constant ρ < 1
depending only on ϕ1 and ϕ2 such that for almost all u ∈ T we have
(1.2) sup
v∈T
∣∣∣∣∣
N∑
n=1
e(uϕ1(n) + vϕ2(n))
∣∣∣∣∣ 6 Nρ+o(1), N →∞.
Independently, motivated by applications to some families of par-
tial differential equations, Erdogˇan and Shakan [10] (see also [4]) have
considered the following more special case of dimension d = 2 with
ϕ = (ω(T ), τω(T ) + T ) for some τ ∈ Q and function ω : Z → R
(not necessary a polynomial). We now present some details for the
motivation of [4, 10]. Exponential series of the type
(1.3) q(t, x) =
∑
n∈Z
an e(tω(n) + xn)
are solutions of various partial differential equations with respect to
different function ω : Z → R. The key examples are the linear
Schro¨dinger equation:
iqt + qxx = 0, with ω(n) = −n2,
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and the Airy equation:
qt + qxxx = 0, with ω(n) = n
3.
Hence, it is important to investigate the properties of the exponential
series (1.3); we refer to Erdogˇan and Shakan [10] for more details.
Among other things, Erdogˇan and Shakan [10] have obtained bounds on
the Minkowski , or box , dimension of the graphs of real and imaginary
parts of the function
q(t, x)
∣∣
t=τx+c
= q(τx+ c, x),
for almost all c ∈ R and any fixed rational number τ , where, as usual,
q(t, x)|t=τx+c means that we consider (or restrict) the function q(t, x)
on the line t = τx + c. For this purpose, Erdogˇan and Shakan [10]
obtain exponential sum estimates of the following type: there exists a
positive constant ϑ < 1 depending only on ω such that for any τ ∈ Q
and almost all c ∈ R the following estimates
(1.4) sup
x∈T
∣∣∣∣∣
N∑
n=1
e((τx+ c)ω(n) + xn)
∣∣∣∣∣ 6 Nϑ+o(1),
holds as N → ∞ . Note that this corresponds to sums (1.2) with
ϕ = (ω(T ), τω(T )+ T ). It is important to remark that the uniformity
with respect to c and τ is not required in (1.4).
Assume that for some ϑ < 1, for any τ ∈ Q, for a set of c ∈ T
of full Lebesgue measure we have (1.4) (again, the uniformity with
respect to c and τ is not required). Then, for polynomials ω with
deg ω = k > 2, the argument of the proof of [10, Corollary 3.5] under
the assumption (1.4) with any ϑ < 1 gives a nontrivial bound
δ 6 2− (1− ϑ)/k
on the fractal dimension δ of the graph of the Fourier coefficients of
solutions to some linear dispersive partial differential equation, see [10,
Equation (1)]. We refer for further details to [10], see also [4, 6–8, 14]
for some related questions and further references.
Here we concentrate on obtaining new bounds of the form (1.4) for
polynomials ω(T ) ∈ Z[T ] and in particular, using several ideas from [9]
we improve and generalise some bounds from [10].
1.2. Previous results. We say that a certain property holds for almost
all u ∈ T if it holds for a set U ⊆ T of Lebesgue measure λ(U) = 1.
We define ΩQk as the smallest possible value (infimum) of ϑ such that
for any polynomials ω(T ) ∈ Z[T ] of degree k and any τ ∈ Q there is
a set of u ∈ T of full Lebesgue measure satisfying (1.4).
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We also define Θk as the smallest possible value (infimum) of ϑ such
that for the polynomial ω(T ) = T k and τ = 1 there is a set of u ∈ T
of full Lebesgue measure satisfying (1.4).
The goal is to improve the trivial bounds
ΩQk 6 1 and Θk 6 1.
We remarks that in [10] (as well as in [4]) the Weyl sums in (1.4) are
over dyadic intervals, but both formulations are certainly equivalent.
The first nontrivial bound
(1.5) ΩQk 6 1−
1
2k + 1
has been given by Erdogˇan and Shakan [10, Proposition 3.3], which is
based on the classical Weyl differencing method , see [15, Lemma 2.4].
It is also noticed in [10, Footnote 6] that for large k the bound (1.5)
can be improved if one uses the Vinogradov method to bound Weyl
sums combined with the modern form of the the Vinogradov due to
Bourgain, Demeter and Guth [3] (for d > 4) and Wooley [17] (for
d = 3), see (2.1) below. Namely one easily verifies that using this
bound, see, for example, [2, Theorem 5] or [10, Equation (16)], one
derives
(1.6) ΩQk 6 1−
1
2k(k − 1) + 1 .
Here we improve this bound and extend it to ΩQk as follows following,
(1.7) ΩRk 6 1−
1
2s0(k) + 1
,
where s0(k) is given at (1.11) and (1.12) below. In fact the bound (1.7)
is a very special case of a much more general result given in Theorem 1.1
below.
In the monomial case, the truly remarkable result of [4, Theorem 1.4]
gives exact values
(1.8) Θ2 = Θ3 =
3
4
.
It is very interesting that the exact values of Θ2 and Θ3 in (1.8)
differ from the naively expected 1/2.
1.3. Set-up. For ω(T ) ∈ Z[T ] and (x, y) ∈ T2 we consider the two-
parametric family of Weyl sums
(1.9) Sω(x, y;N) =
N∑
n=1
e (xn + yω(n)) .
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For u = (x, y) ∈ T2 we also use the notation
Sω(u;N) = Sω(x, y;N)
as well, and we also apply this convention to other similar sums.
We note that informally (1.4) means the existence of a nontrivial
bound of Weyl sums Sω(x, y;N) along the all points bundle of lines
y = τx+ c which holds for any τ ∈ Q and almost all c ∈ R.
Certainly besides relaxing the condition τ ∈ Q to τ ∈ R it is also
interesting to extend the above family of straight lines to more general
curves, satisfying some smoothness conditions.
Let 0 < ρ 6 1. We recall that a function f : T2 → R is called a
ρ-Ho¨lder function, if there is some constant C(f) depending only on
f such thar
‖f(u)− f(v)‖ 6 C(f)‖u− v‖ρ, u,v ∈ T2,
where ‖z‖ is the Euclidean norm of z (note that the left side of this
inequality is the Euclidean norm in R, while the right side is the Eu-
clidean norm in R2 ).
In particular, in the case ρ = 1 the function f is often called a
Lipschitz function. Moreover note that if f is a differentiable function
on T2 and the partial differentials fx, fy are uniformly bounded then
the function is a Lipschitz function.
Furthermore, for a function f : T2 → R and z ∈ R we denote the
level set
f−1(z) = {(x, y) : f(x, y) = z}.
Now for an integer k > 2 and 0 < ρ 6 1. we denote Ωk,ρ as the
smallest possible value (infimum) of ϑ such that for any ω(T ) ∈ Z[T ]
of degree k , any ρ-Ho¨lder function f : T2 → R and for almost all
z ∈ R(f) we have
sup
(x,y)∈f−1(z)
|Sω(x, y;N)| 6 Nϑ+o(1).
We again note that the uniformity in f is not required.
Since we obviously have
ΩRk 6 Ωk,1,
taking ρ = 1 in Theorem 1.1 below we obtain the aforementioned
improvement (1.7) of (1.5) and (1.6) from [10].
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1.4. New results. Following the definition of ϑ(k) of Wooley [19, Equa-
tion (14.22)], it is convenient to introduce the following quantity
(1.10) η(k) =
{
0, 2k + 2 >
⌊√
2k + 2
⌋2
+
⌊√
2k + 2
⌋
,
1, otherwise.
We now define s0 as follows. For k ∈ {2, . . . , 10} we set
s0(2) = 3, s0(3) = 5, s0(4) = 8,
s0(5) = 12, s0(6) = 18, s0(7) = 24,
s0(8) = 31, s0(9) = 40, s0(10) = 49,
(1.11)
while for k > 11 we define
(1.12) s0(k) = k(k − 1)/2 +
⌊√
2k + 2
⌋
− η(k).
Theorem 1.1. For any integer k > 2 and 0 < ρ 6 1., we have
Ωk,ρ 6 1− ρ
2s0(k) + 2− ρ.
Taking ρ = 1, we see that Theorem 1.1 yields (1.7) and shows that
the same bound holds along almost curves define by level sets of a
Lipschitz function.
Moreover, let f(x, y) = x2 + y2 then f is a Lipschitz function, and
hence Theorem 1.1 implies that for almost all 0 < z < 1 we have
sup
(x,y)∈f−1(z)
|Sω(x, y;N)| 6 N1−1/(2s0(k)+1)+o(1), N →∞.
Note that the supremum is taken over a family of circles x2 + y2 = z .
We now show some possible improvements and variants of Theo-
rem 1.1 for some special functions f . We start with the projection
f(x, y) = y (also corresponding to τ = 0 in (1.4). We denote by Πk
the analogue of Ωk,ρ to only one function f(x, y) = y .
Theorem 1.2. For any integer k > 2 we have
Πk 6 1− k
2s0(k) + 1
.
Our methods also yield the result on restricting Weyl sums on a
larger family of circles. More precisely, for 0 < r < 1 and z ∈ T2 ,
denote
C(z, r) = {u ∈ R2 : ‖u− z‖ = r}
the circle with center z and radius r .
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We now define Γk as the smallest possible value (infimum) of ϑ such
that for any polynomials ω(T ) ∈ Z[T ] of degree k and any r ∈ (0, 1)
there is a set of (x, y) ∈ T2 of full Lebesgue such that
sup
(x,y)∈C(z,r)
|Sω(x, y;N)| 6 N1−ϑ+o(1)
as N →∞ .
Theorem 1.3. For any integer k > 2 we have
Γk 6 1− 1
2s0(k) + 1
.
Note that the bound in Theorem 1.3 is the same bound as Theo-
rem 1.1 for the case ρ = 1. We may expect that Theorem 1.3 follows
from Theorem 1.1. However, it seems that the argument is not im-
mediately obvious. As for Theorem 1.1, the claim holds for almost
all z ∈ T with respect to one dimensional Lebesgue measure. While
in Theorem 1.3 the claim holds for almost all z = (z1, z2) ∈ T2 with
respect to the two dimensional Lebesgue measure. While this can be
handled via the Fubini theorem there are still some issues with the
uniformity of constants in the Lipschitz condition on the relevant func-
tions.
2. Preparations
2.1. Notation and conventions. Throughout the paper, the notation
U = O(V ), U ≪ V and V ≫ U are equivalent to |U | 6 cV for some
positive constant c, which throughout the paper may depend, where
obvious, on the polynomial ω (or sometimes only on k = deg ω ) and
the real τ and are absolute otherwise.
For any quantity V > 1 we write U = V o(1) (as V →∞) to indicate
a function of V which satisfies |U | 6 V ε for any ε > 0, provided V
is large enough. The advantage of using V o(1) is that it absorbs log V
and other similar quantities without changing the whole expression and
the need to re-define ε .
2.2. Mean value theorems. We start with recalling the the Vinogradov
mean value theorem for the Weyl sums has recently been established
by Bourgain, Demeter and Guth [3] (for d > 4) and Wooley [17] (for
d = 3) (see also [19]) in the best possible form
(2.1)
∫
Tk
∣∣∣∣∣
N∑
n=1
e
(
x1n+ . . .+ xkn
k
)∣∣∣∣∣
2s
dx 6 N s+o(1) +N2s−s(k)+o(1)
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as N →∞ and the integration is over x = (x1, . . . , xk) ∈ Tk and
s(k) =
k(k + 1)
2
.
However, for our application we use a special case of a result of
Wooley [19, Corollary 14.8] and combined with the table at the end
of [19, Section 14] for k > 4, and the classical method of Hua [12], see
also [5, Lemma 5] or [19, Equation (14.27)] for k = 2, 3, see also [1,
Table 1].
We define σ0(k) as follows. For k ∈ {2, . . . , 10} we set
σ0(2) = 6, σ0(3) = 10, σ0(4) = 15,
σ0(5) = 70/3, σ0(6) = 34, σ0(7) = 93/2,
σ0(8) = 306/5, σ0(9) = 78, σ0(10) = 678/7,
(2.2)
while for k > 11 we define
(2.3) σ0(k) = k(k − 1) + 2
⌊√
2k + 2
⌋
− 1− η(k),
where η(k) is given by (1.10).
Remark 2.1. We note that for small values of k , the underlying result∫ 1
0
∫ 1
0
∣∣∣∣∣
N∑
n=1
e (xn + yω(n))
∣∣∣∣∣
2k+2
dx dy 6 N2
k−k+1+o(1)
within the method of Hua [12] is traditionally formulated for monomi-
als ω(T ) = T k . However one verifies that this bound holds for any
polynomial ω(T ) ∈ Z[T ] with deg ω = k .
Lemma 2.2. For any polynomial ω(T ) ∈ Z[T ] of degree deg ω = k > 2,
and any fixed real σ with
σ > σ0(k),
for k = 2, 3 or k > 11 and
σ > σ0(k),
for integer k ∈ [4, 10], where σ0(k) is given by (2.2) and (2.3), we have∫ 1
0
∫ 1
0
∣∣∣∣∣
N∑
n=1
e (xn+ yω(n))
∣∣∣∣∣
σ
dx dy 6 Nσ−k−1+o(1)
as N →∞.
Remark 2.3. The term o(1) appears in the exponent of N only in the
purely classical cases k = 2, 3 and in fact can be replaced with a power
of logN , however this causes no effect on the final result.
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For a polynomial ω(T ) ∈ Z[T ] and an integer s > 1 we now define
the mean value of the exponential polynomials, which are more general
than the sums (1.9)
Iω,s(a;N) =
∫ 1
0
∫ 1
0
∣∣∣∣∣
N∑
n=1
an e (xn + yω(n))
∣∣∣∣∣
2s
dx dy,
where a = (an)
∞
n=1 is some sequence of complex weights.
Lemma 2.4. For any polynomial ω(T ) ∈ Z[T ] of degree deg ω = k > 2,
weights a with an = n
o(1) and fixed integer
s > s0(k)
where s0(k) is given by (1.11) and (1.12), we have
Iω,s(N) 6 N
2s−k−1+o(1)
as N →∞.
Proof. Using that |z|2 = zz for z ∈ C to compute the 2s-th power of
the inner sum, after changing the order of summations and integration,
we derive∫ 1
0
∫ 1
0
∣∣∣∣∣
N∑
n=1
an e (xn + yω(n))
∣∣∣∣∣
2s
dx dy
=
N∑
n1,...,n2s=1
an1an2 . . . an2s−1an2s
×
∫ 1
0
e (xf(n1, . . . , n2s) + yg(n1, . . . , n2s)) dxdy,
where
f(n1, . . . , n2s) =
2s∑
j=1
(−1)jnj and g(n1, . . . , n2s) =
2s∑
j=1
(−1)jw(nj).
Hence, recalling the condition an = n
o(1) we conclude that
(2.4) Iω,s(N) 6 JN
o(1),
where J is the number of solutions to the system of equations
f(n1, . . . ,n2s) = g(n1, . . . , n2s) = 0,
1 6 n1, . . . , n2s 6 N.
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Again, using the orthogonality of exponential functions, we write
J =
∫ 1
0
∫ 1
0
∣∣∣∣∣
N∑
n=1
e (xn + yω(n))
∣∣∣∣∣
2s
dx dy.
One verifies that σ = 2s0(k) is an admissible value of σ in Lemma 2.2,
which together with (2.4) concludes the proof. ⊓⊔
Remark 2.5. Our main ingredient, Lemma 2.2 holds for any real σ >
σ0(k). However, in Lemma 2.4, to pass from Iω,s(N) to the bound of
Lemma 2.2 we need the integrality of s (which is not needed for the
rest of our argument). It is interesting to avoid this and find a more
efficient way of linking Lemmas 2.2 and 2.4, perhaps via an efficient use
of the Ho¨lder inequality, and thus obtain numerically stronger results
(which improve with decreasing s).
2.3. The completion technique. We now recall a result from [9] ob-
tained via the standard completion technique (see [13, Section 12.2])
for the Weyl sums Sϕ(u;N) as in (1.1) which we adjust to our set-
ting of the sums Sω(x, y;N) given by (1.9). Namely, by a special case
of [9, Lemma 3.2] we have
Lemma 2.6. For (x, y) ∈ T2 and 1 6 M 6 N we have
Sω(x, y;M)≪Wω(x, y;N),
where
Wω(x, y;N) =
N∑
h=−N
1
|h|+ 1
∣∣∣∣∣
N∑
n=1
e (hn/N + xn+ yω(n))
∣∣∣∣∣ .
2.4. Continuity of exponential sums. For u = (x, y) ∈ T2 and ζ =
(ζ1, ζ2), we define the square centred at u with “side length” ζ by
R(u; ζ) = [x− ζ1, x+ ζ1)× [y − ζ2, y + ζ2)
Here we present a close analogue of [9, Lemma 3.2], see also [18,
Lemma 2.1]. However, we use the following version of summation
by parts which is slightly different from the proof in [9, Lemma 3.2]
and [18, Lemma 2.1].
Let an be a sequence and for each t > 1 denote
A(t) =
∑
16n6t
an.
Let ψ : [1, N ]→ R be a differential function. Then
N∑
n=1
anψ(n) = A(N)ψ(N)−
∫ N
1
A(t)ψ′(t)dt.
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Lemma 2.7. Suppose that ω(T ) ∈ Z[T ] is of degree deg ω = k . Let
0 < α < 1. Let ε > 0 and
0 < ζ1 6 N
α−2−ε, 0 < ζ2 6 N
α−k−1−ε.
If Wω(x, y;N) > N
α for some (x, y) ∈ R(u, v, ζ), then for any (a, b) ∈
R(u, v, ζ) we obtain
Wω(a, b;N) > N
α/2,
provided that N is large enough.
Proof. As in [9, Section 2.3] we observe that for any N there exists a
sequence of complex numbers bN (n) such that
bN (n)≪ logN, n = 1, . . . , N,
and Wω(x, y;N) can be written as
(2.5) Wω(x, y;N) =
N∑
n=1
bN (n) e (xn + yω(n)) .
For δ1, δ2 ∈ R applying partial summation, we obtain
(2.6)
Wω(x+ δ1, y + δ2;N)−Wω(x, y;N)
=
N∑
n=1
bN(n) e(xn + yω(n))( e(nδ1 + ω(n)δ2)− 1)
= A(N)ψ(N)−
∫ N
1
A(t)ψ′(t)dt,
where
A(t) =
∑
n6t
bN(n) e(xn + yω(n)) and ψ(t) = e(tδ1 + ω(t)δ2)− 1.
Observe that A(N) 6 N1+o(1) as N → ∞ . Since | e(t) − 1| ≪ |t| for
all t ∈ R and ω(N)≪ Nk for all large enough N , we obtain
ψ(N)≪ N |δ1|+Nk|δ2|.
Thus we derive
(2.7) A(N)ψ(N)≪ N2+o(1)|δ1|+Nk+1+o(1)|δ2|.
Furthermore, since ψ′(t)≪ δ1 + tk−1δ2 , we have
(2.8)
∫ N
1
A(t)ψ′(t)dt≪ N1+o(1)
∫ N
1
|ψ′(t)|dt
6 N2+o(1)|δ1|+Nk+1+o(1)|δ2|.
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Combining (2.6) with (2.7) and (2.8) we obtain
Wω(x+ δ1, y + δ2;N)−Wω(x, y;N)
≪ N2+o(1)|δ1|+Nk+1+o(1)|δ2|.
Therefore, we conclude that for any fixed ε > 0 and the choice of ζ1
and ζ2 , the claim holds for all large enough N . ⊓⊔
2.5. Large values of Weyls sums. Let 0 < α < 1 and let ε be suffi-
ciently small. We set
(2.9) ζ1 = 1/
⌈
N2+ε−α
⌉
, ζ2 = 1/
⌈
Nk+1+ε−α
⌉
,
and divide T2 into (ζ1ζ2)
−2 squares of the form
[ℓζ1, (ℓ+ 1)ζ1)× [mζ2, (m+ 1)ζ2),
where ℓ = 0, . . . , ζ−11 − 1 and m = 0, . . . , ζ−12 − 1. Let R be the
collection of these squares. We now consider the subset of R that
consists of squares which contain a large sum Wω(u;N) for some u =
(x, y) ∈ T2 . More precisely, we denote
(2.10) R˜ = {R ∈ R : ∃u ∈ R with Wω(u;N) > Nα}.
To present our results in full generality we assume that there are
positive s and t such that
(2.11)
∫ 1
0
∫ 1
0
Wω(u, v;N)
2s du dv 6 N2s−t+o(1)
for N →∞ . Then we specialise s and t to get concrete estimates.
Lemma 2.8. Suppose (2.11) holds. Then
#R˜ 6 (ζ1ζ2)
−1N2s(1−α)−t+o(1).
Proof. For each R ∈ R˜ , by Lemma 2.7 we have Wω(x, y;N) > Nα/2
for all (x, y) ∈ R. Combining this with (2.11) we obtain
N2sαζ1ζ2#R˜≪
∫ 1
0
∫ 1
0
Wω(u, v;N)
2s du dv 6 N2s−t+o(1),
which yields the desired bound. ⊓⊔
3. Proofs of main results
3.1. Proof of Theorem 1.1. We start with the following statement
which could be of independent interest.
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3.1.1. Lebesgue measure of large weighted Weyl sums. We continue to
use λ to denote the Lebesgue measure.
Lemma 3.1. Suppose (2.11) holds. Let f : T2 → R be a ρ-Ho¨lder
function. For 0 < α < 1 we have
λ
(
{z ∈ R : sup
u∈f−1(z)
|Wω(u;N)| > Nα}
)
6 N (2−α)(1−ρ)+(k+1−α)+2s(1−α)−t+o(1) .
Proof. We fix some sufficiently small ε > 0 and define the set
U =
⋃
R∈R˜
R.
For A ⊆ T2 denote f(A) = {f(u) : u ∈ A} . Observe that
(3.1)
{
z ∈ R : sup
u∈f−1(z)
|Wω(u;N)| > Nα
}
⊆ f (U) ⊆
⋃
R∈R˜
f(R),
where R˜ is as in (2.10).
Since f is ρ-Ho¨lder, for any A ⊆ T2 we obtain
λ (f(A))≪ (diamA)ρ ,
where diamA = sup{‖a− b‖ : a,b ∈ A} . For each R ∈ R˜, by (2.9)
we have
diamR ≪ ζ1 ≪ Nα−2−ε.
Combining with Lemma 2.8 and the estimate (3.1), we derive
λ
(
{z ∈ R : sup
u∈f−1(z)
|Wω(u;N)| > Nα}
)
≪ N (α−2−ε)ρ#R˜ ≪ N (2−α+ε)(1−ρ)Nk+1−α+εN2s(1−α)−t.
Since ε > 0 is arbitrary, this finishes the proof. ⊓⊔
3.1.2. Conditional estimate. We process a similarly to as in [9, Sec-
tion 4.1].
Lemma 3.2. Suppose (2.11) holds. Let f : T2 → R be a ρ-Ho¨lder
function. Then
(3.2) Ωk,ρ 6 1− t− k − 1 + ρ
2s+ 2− ρ .
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Proof. We fix some α > 1/2 and set
Ni = 2
i, i = 1, 2, . . . .
We now consider the set
Bi =
{
z ∈ R : ∃u ∈ f−1(z) with Wω(u;Ni) > Nαi
}
.
By Lemma 3.1 we have
λ (Bi) 6 N (2−α)(1−ρ)+2s(1−α)+k+1−t−α+2ε+o(1)i .
We ask that the parameters satisfy the following convergency condition
∞∑
i=1
N
(2−α)(1−ρ)+2s(1−α)+k+1−t−α+2ε+o(1)
i <∞,
which, due to the exponential growth of Ni and the arbitrary small
choice of ε > 0, is equivalent to the inequality
(3.3) (2− α)(1− ρ) + 2s(1− α) + k + 1− t− α < 0.
In this case, by the Borel–Cantelli lemma, we obtain that
λ
(
∞⋂
q=1
∞⋃
i=q
Bi
)
= 0.
Since
{z ∈ R : ∃u ∈ f−1(z) with Wω(u;Ni) > Nαi }
for infinite many i ∈ N} ⊆
∞⋂
j=1
∞⋃
i=j
Bi,
we conclude that for almost all z ∈ R there exists iz such that for any
i > iz one has
(3.4) sup
u∈f−1(z)
Wω(u;Ni) 6 N
α
i .
We fix one of such z ∈ R in the following argument. For any N > Niz
we find i > iz such that
Ni−1 6 N < Ni.
By Lemma 2.6 and (3.4) we have
sup
u∈T2
|Sω(u;N)| ≪ sup
u∈T2
Wω(u;Ni)≪ Nαi 6 Nα.
Note that the condition (3.3) can be written as
α >
2(1− ρ) + 2s+ k + 1− t
2s+ 2 + 1− ρ = 1−
t− k − 1 + ρ
2s+ 2− ρ ,
which finishes the proof. ⊓⊔
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3.1.3. Concluding the proof. Similar to the proof of Lemma 2.7, we
write Wω(u, v;N) as in (2.5). Note that bN (n) ≪ logN for all n =
1, . . . , N . Combining (2.5) with Lemma 2.4 we see that (2.11) holds
with
(3.5) s = s0(k) and t = k + 1
where s0(k) is given by (1.11) and (1.12), which after substitution
in (3.2) implies Theorem 1.1.
3.2. Proof of Theorem 1.2. It is sufficient to obtain the following ana-
logue of the estimate of Lemma 3.1, and then use the similar argument
as in the proof of Theorem 1.1.
Lemma 3.3. Suppose (2.11) holds. Let f : T2 → T with f(x, y) = y .
For 0 < α < 1 we have
λ({z ∈ R : sup
u∈f−1(y)
|Wω(u;N)| > Nα}) 6 N2s(1−α)−t+2−α+o(1).
Proof. Let πy : T2 → T be the projection that π(x, y) = y . Then
(3.6) {z ∈ T : sup
u∈f−1(z)
|Wω(u;N)| > Nα} ⊆ πy(
⋃
R∈R˜
R).
Observe that each square of R is of the following form
[ℓζ1, (ℓ+ 1)ζ1)× [mζ2, (m+ 1)ζ2)
for some ℓ and m, see (2.9). Combining with (3.1) and (3.6), we derive
λ
({
z ∈ T : sup
u∈f−1(z)
|Wω(u;N)| > Nα
})
≪ λ
πy
⋃
R∈R˜
R
≪ ζ2#R˜≪ N2s(1−α)−t+2−α+o(1).
Applying Lemma 2.8 we finish the proof. ⊓⊔
Applying Lemma 3.3 with N = 2i , i = 0, 1, . . ., we obtain the desired
results provided
2s(1− α)− t + 2− α < 0
or, equivalently
α > 1− t− 1
2s+ 1
.
With the choice (3.5) we conclude the proof.
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3.3. Proof of Theorem 1.3. Recall that we fix 0 < r < 1. It is sufficient
to prove the following estimate.
Lemma 3.4. Suppose (2.11) holds. Fix 0 < r < 1. The for 0 < α < 1
we have
λ
(
{z ∈ T2 : sup
u∈C(z,r)
|Wω(u;N)| > Nα}
)
6 Nk+1−α+2s(1−α)−t+o(1)
Proof. For each square R as in Section 2.5, denote
C(R) =
⋃
z∈R
C(z, r).
Observe that
{z ∈ T2 : sup
u∈C(z,r)
|Wω(u;N)| > Nα} ⊆
⋃
R∈R˜
C(R).
Moreover, for each R ∈ R˜ we have
λ(C(R))≪ ζ1.
Applying Lemma 2.8 we derive
λ
(
{z ∈ T2 : sup
u∈C(z,r)
|Wω(u;N)| > Nα}
)
6 ζ1#R˜≪ Nk+1−α+2s(1−α)−t,
which gives the desired bound. ⊓⊔
Applying Lemma 3.4 with N = 2i , i = 0, 1, . . ., we obtain the desired
results provided
k + 1− α+ 2s(1− α)− t < 0
or, equivalently
α > 1− t− k
2s+ 1
.
With the choice (3.5) we conclude the proof.
4. Comments
We see from (3.2) that any reduction in the value of s0(k) in the
condition on s in Lemma 2.4 immediately leads to an improvement of
Theorems 1.1, 1.2 and Theorem 1.3, see also Remarks 2.5 for one of
the possible ways to achieve this.
Certainly, the case of non-polynomial functions ω(T ), such as, for
example, ω(T ) = T κ with some κ ∈ R, which has also been considered
in [10], are of interest as well. Our method can be applied to such
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functions as well, provided appropriate mean value theorems become
available. It is easy to see that one can have analogues of Lemmas 2.7
and 3.1 for any function ω : N→ R with some smoothness conditions
such as
(4.1) ω′(x)≪ xκ−1+o(1), as x→∞.
We can also define natural analogues of the sums Sω(x, y;N) and
Wω(x, y;N). One then easily checks that our method produces nontriv-
ial results for the sums Sω(x, y;N) for any function ω satisfying (2.11)
and (4.1) with t > κ.
Our methods can also be used to address the following general sce-
nario. Let (Γ, µ) be a measure space and suppose that for each γ ∈ Γ
there is a corresponding set Aγ ⊆ T2 satisfying some “regular” condi-
tions. Then the goal is there may exist some positive ϑ < 1, depending
only on µ and Γ, (and the properties of the sets Aγ ) such that for µ-
almost all γ ∈ Γ we have
sup
u∈Aγ
|Sω(u;N)| 6 Nϑ+o(1).
For example, the sets Aγ , γ ∈ Γ, in [10] is a family of lines with
rational direction, while the sets Aγ , γ ∈ Γ, in Theorem 1.1 is the
level sets of some Ho¨lder function f . Furthermore, the sets Aγ , γ ∈
Γ, of Theorem 1.3 is a family of circles of fixed radius r . Certainly
more general sets are also of interest and can be investigated via our
approach.
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