Heat rectifiers are systems that conduct heat asymmetrically for forward and reversed temperature gradients. We present an analytical study of heat rectification in linear quantum systems. We demonstrate that asymmetric heat currents can be induced in a linear system only if it is dynamically driven. The rectification can be further enhanced, even achieving maximal performance, by detuning the oscillators of the driven network. Finally, we demonstrate the feasibility of such driven harmonic network to work as a thermal transistor, quantifying its efficiency through the dynamical amplification factor.
Heat rectifiers are systems that conduct heat asymmetrically for forward and reversed temperature gradients. We present an analytical study of heat rectification in linear quantum systems. We demonstrate that asymmetric heat currents can be induced in a linear system only if it is dynamically driven. The rectification can be further enhanced, even achieving maximal performance, by detuning the oscillators of the driven network. Finally, we demonstrate the feasibility of such driven harmonic network to work as a thermal transistor, quantifying its efficiency through the dynamical amplification factor.
Rectifiers are physical systems capable of conducting energy asymmetrically -whether electric, magnetic, thermal...-and are an essential building block in many technological applications. Although thermal rectifiers are crucial components to manipulate heat currents and construct phononic devices, so far no efficient and feasible thermal diodes have been found. Such device, when connected to two thermal baths at different temperatures, conducts heat asymmetrically if the temperatures of the baths are interchanged. This effect allows for an effective heat dissipation with a suppressed backflow reaction.
To date, most theoretical proposals on classical heat rectifiers (see [1] and references therein) have been based either on the use of inohomogenous materials [2] [3] [4] [5] [6] [7] exploiting nonlinear interactions, or doping the systems with impurities while remaining in the linear regime [8] . Also, the feasibility of microscopic systems acting as thermal devices has been recently addressed in, for instance, phononic refrigerators in the classical [9] and quantum [10] regimes, or heat rectifiers in diferent platforms: quantum dots [11] , nonlinear solid-state quantum circuits [12] , few-level systems [13, 14] , or hybrid configurations [15] .
Here, we address analytically and in full generality heat rectification in quantum systems under generic linear interactions. To this aim, we assume a network of harmonic oscillators coupled to two thermal reservoirs and investigate how asymmetric heat fluxes can be induced in such setup. First, we revisit the static scenario showing that linearity forbids heat rectification, regardless of any asymmetry in the harmonic network or in its coupling with the baths. Second, we demonstrate that heat rectification in a linear quantum system is possible if the system is periodically driven. This is our main result. Such feature is a consequence of two facts: (i) injecting/extracting work into/from a system by an external agent is a useful resource to redistribute energy and (ii) by periodically driven a system, new asymmetric heat transport processes -that have no analog in static scenarios-are induced. By using the Floquet formalism we identify precisely the quantum processes leading to heat rectification. Finally, we also demonstrate the suitability of driven harmonic net-works as heat transistors. Consider a system S coupled to two reservoirs at fixed temperatures T 1 and T 2 . In any out-of-equilibrium scenario, the energy of the reservoirs is redistributed through the system in the form of heat currents. The system S works as a heat rectifier if the magnitude of the heat current depends on the sign of the temperature gradient [16] . Such asymmetric heat current is conventionally quantified by the rectification coefficient [12, 13] :
whereQ 1 (Q r 1 ) is the heat flowing into the system from the first reservoir in the forward (reversed) configuration. For T 1 ≥ T 2 , forward and reversed configurations refer to, respectively, negative and positive temperature gradients (see Fig. 1 ). Notice that 0 ≤ R(Q 1 ,Q r 1 ) ≤ 2. The lower bound is achieved for a system that conducts symmetrically:Q r 1 = −Q 1 , while the upper bound is saturated for heat fluxes that are independent of the sign of the temperature gradient:Q 1 =Q r 1 . A system that blocks the heat flux in either configuration fulfills R(Q 1 , 0) = R(0,Q r 1 ) = 1.
To provide exact closed expressions for the rectification coefficient we consider the system S to be a network of N linearly-coupled harmonic oscillators with time-dependent Hamiltonian:
Here, X = (x 1 , · · · , x N ) T and P = (p 1 , · · · , p N ) T are the vectors of position and momentum operators of the networkfulfilling the standard bosonic algebra [x i , p j ] = ihδ i j . The matrix M = diag(m 1 , · · · , m N ) contains the masses of the oscillators of the network. The diagonal part of V (t) captures the oscillators self-energy, whereas its off-diagonal elements encode the coupling between the positions of different oscillators. We assume that the system S is coupled to a set of reservoirs, being H R α the Hamiltonian of the reservoir α. Each reservoir is described by a collection of non-interacting bosonic modes µ, with Hamiltonian
where X α = ({x α,µ }) T and P α = ({p α,µ }) T are the reservoir position and momentum vector operators respectively. The masses and frequencies of the modes of the reservoir α are given by M α = diag({m α,µ }) and Ω α = diag({ω α,µ }) respectively. The interaction Hamiltonian between the system S and the reservoir α is
where the rectangular matrix C α encodes the coupling between the system and the reservoir α. Couplings of the form H SR α = −X TC α P α , that appear frequently in quantum optics, can be treated with the same techniques we display here. The total Hamiltonian is given by H = H S (t) + ∑ α H SR α + ∑ α H R α .
Under the natural assumption that the system is initially uncorrelated from the reservoirs i.e., ρ(t 0 ) = ρ S (t 0 ) α ρ R α (t 0 ), the equations of motion for {X α } and {P α } can be solved leading to the quantum Langeving equation that describes the steady state of system [17, 18] :
where denotes the convolution. More details of the derivation are given in the Supplemental Material. The susceptibility matrix χ(t) acts as a damping source, whereas the noise vector B(t) as an external force. Their explicit expressions are
with θ (t) being the Heaviside step function. The dissipation kernel η(t), widely used in the literature, is related to the susceptibility: χ(t) = θ (t)η(t). We also introduce the spectral density J(ω) = ∑ α J α (ω) = 1/2 ∑ α C α (M α Ω α ) −1 ∆ α (ω)C T α , where ∆ α,µν (ω) = δ µν δ (ω − ω α,µ ). We further assume that all oscillators of the network are at most coupled to one reservoir. Therefore, the support of each J α (ω) is in an orthogonal subspace. One can think of J α (ω) as a measure of the number of modes in reservoir α whose frequencies lie between ω and ω + dω. With the help of the spectral density it is easy to see χ(t) = θ (t)2 ∞ 0 dωJ(ω) sin(ωt). By extending J(ω) to negative frequencies, as J(−ω) := −J(ω), it follows that Imχ(ω) = πJ(ω), which is a compact form of the fluctuationdissipation theorem [19] . In what follows, we further as-
is a thermal state at temperature T α .
Let us now review the thermodynamical quantitites of interest. For a general open quantum system, a consistent definition for heat an work was presented in [20] . The work rate is given byẆ = ∂ t H where · · · denotes the average over the total density matrix ρ . If we assume that only H S (t) varies with time,Ẇ = ∂ t H S (t) . The heat current from the reservoir α to the system S is given byQ α = −d H R α /dt. Notice that these definitions of heat currents and work rate are completely general and not limited to any specific model. Alternatively, one can define the heat rate asQ α = i/h [H SR α , H] := i/h [H SR α , H S ] . Although in general both definitions do not coincide, for time-averaged linear systems at the steady-state it is easy to show thatQ α =Q α (see [10] ). The energy of the system S changes at rate:
which has the form of the first law of thermodynamics. We first revisit the static network, where V (t) = V 0 encodes a completely general time-independent linear interaction between the nodes of the network and, therefore,Ẇ = 0. Since in steady state d H S /dt = 0, the first law reduces to ∑ αQα = 0. The steady-state solution for X can be found using the Green's function technique [21] , leading to the following expression for the heat currentṡ
where n α (ω)
−1 is the static Green's function in spectral domain. Notice that, for the static case, T 0 αβ (ω) = T 0 β α (ω) is a temperature-independent symmetric matrix. Particularly, in a scenario with two reservoirs, the forward and reversed currents necessarily fulfillQ 1 = −Q r 1 , hence R(Q 1 ,Q r 1 ) = 0. This is true for any interaction V 0 or any specific form of the spectral densities J α (ω). This seemingly surprising result can be explained by focusing on the normal-mode picture: A network of N-interacting oscillators can be mapped onto a system of N-independent oscillators-that is, the normal-mode representation. Each independent oscillator transfers heat symmetrically due to its invariance under reflection symmetry.
Is it possible to attain asymmetric heat fluxes within harmonic systems? The answer is positive, but it requires exploring time-dependent systems. To this aim, we consider a periodic driving potential; V (t + τ) = V (t) with τ being the period. Then, for the periodically driven system, all the terms in Eq. (8) are time-dependent. However, in the steady state the averages over a period must remain constant and consequently the first law reads 0 = ∑ αQα +W , where for any O(t), its time average over a period isŌ := τ −1 t+τ t dt O(t ). The existence of the steady state is not guaranteed in time-driven systems, for certain range of parameters, instabilities appear even in the case of a single oscillator. Assuming it exists and following [10, 22, 23] , we use the Floquet theory of periodic differential equations to solve the dynamics of the system.
We denote by G(t,t ) the Green's function associated to Eq. (5). Even though G(t,t ) is not necessarily periodic, one can define P(t, ω) = R dt G(t,t )e iω(t−t ) which obeys P(t + τ, ω) = P(t, ω). Thus, one can Fourier expand
being ω d = 2π/τ. By substituting into Eq. (5), it follows that
With this at hand, we proceed to find the steady state averaged work rate and heat currents. They read as followṡ
where, T αβ (ω) is now the dynamical heat-transfer matrix, whose off-diagonal elements are given by
Eq. (13) allows to define local work ratesW α , in such a way that ∑ αWα =W . We remark that for a periodically driven 18) and Eq. (19) . Notice that there is a correspondence between the symmetry of the diagrams and the symmetry property of the matrix they represent.
network T αβ (ω) = T β α (ω), and therefore the system is no longer a symmetric heat conductor. This is the key difference between the static and driven scenarios and the cornerstone of this work. Let us explore the fundamental processes leading to such asymmetric heat exchange. For simplicity, let each reservoir be coupled to one and only one network node. Therefore, the spectral densities J α (ω) become rank-one matrices, and
whereJ α (ω),J β (ω) are scalar functions. The rate of a certain process depends, not only on the starting and ending reservoir modes, but also on the term |A k (ω) αβ | 2 -which accounts for the network conductivity for a process of exchanging k energy quanta with the driving source. Self-consistently solving Eq. (12) yields
These are perturbative expansions in terms of the strength of the driving potential. Therefore, A k (ω) can be interpreted as the fundamental processes responsible of the heat transport. Such expansions can be seen as a combination of free evolution with interactions with the periodic driving, the later causing a sudden change of the propagation frequency. This idea is depicted in the diagrams in Fig. 2 . Since the fundamental processes involved in the A 0 (ω) are symmetric, the rate fulfills r 0 αβ (ω) = r 0 β α (ω). However, A k (ω) contains asymmetric processes, and therefore, a priori r k αβ (ω) = r k β α (ω) for k = 0.
Notice that, particularizing this result to the case of two reservoirs can lead to a non-zero rectification coefficient,
. The numerator of Eq.(1), is given by the absolute value oḟ
Heat rectification in periodically driven systems is based on two facts: (i) the work injected into the system is a useful resource to redistribute energy and (ii) periodically driven systems exhibit new asymmetric energy exchange processes that have no analog in static systems. To better illustrate the two sources of asymmetry, we consider a network of 2 oscillators with frequencies ω 1 and ω 2 and equal masses (M = 1), coupled to identical reservoirs (χ(ω) =χ(ω)1) and weakly driven by
where c 0 is the coupling constant between the oscillators, v 1 is the strength of the driving acting on the first oscillator. The normal mode frequencies of V 0 are ν 2
is the detuning between the oscillators. Under these conditions, the Green's function G 0 (ω) is given by
where L i (ω) = ν 2 i − ω 2 − iπJ(ω) and tan(2θ ) = −2c 0 /∆. For Ohmic reservoirs, the spectral density isJ(ω) = π −1 2γωΛ 2 /(ω 2 + Λ 2 ) where γ is the dissipation strength, and Λ a high-frequency cutoff.
Accordingly, using fluctuation-dissipation and Kramers-Kronig relations, one obtainsχ(ω) = 2γΛ 2 /(Λ α − iω) [24] .
In Fig. 3 (top) we show the rectification coefficient versus the driving frequency ω d and the coupling constant c 0 . Notice that the driven network reaches R(Q 1 ,Q r 1 ) = 1 indicating that the heat fluxQ 1 is completely suppressed in one of the configurations. In fact, such system even attains R(Q 1 ,Q r 1 ) ≥ 1, a regime only possible when the network conducts heat against thermal gradient in one of the configurations. The regions with non-zero rectification correspond to driving frequencies
To study explicitly the asymmetry of the dynamical heat transfer matrix, we define the static quasi-currentsQ α = W α +Q α where the contribution of the work has been explicitly singled out. Notice that they reduce to the static currents in Eq. (9) as the driving is turned off. Moreover, they fulfill the static first lawQ 1 +Q 2 = 0. In this case, it is also possible to define the rectification coefficient R(Q 1 ,Q r 1 ), which is proportional to From Eq. (23), and the same scenario with N = 2, it follows that highly asymmetric heat transport requires that |G 0 (ω − kω d ) 21 G 0 (ω) 11 | 2 and |G 0 (ω − kω d ) 11 G 0 (ω) 12 | 2 are large compared to the static heat currents and different from each other. Inspection of Eq. (22) indicates that only for ω d = ν 2 ± ν 1 both conditions are simultaneously fulfilled. Eq. (22) also suggests that asymmetric transport can be further enhanced in detuned systems through the parameter θ . More details are given in the Supplemental Material.
In Fig. 3 (bottom) we show the R(Q 1 ,Q r 1 ) versus the driving frequency ω d and the coupling constant c 0 . In comparison with Fig. 3 (top) , we no longer observe the regions of high rectification corresponding to ω d = 2ν 1 , 2ν 2 . This implies that, even though the energy of reservoir 1 is kept constant and energy is being injected into the system, no asymmetry of the dynamical heat transfer matrix is achieved. In accordance with the previous discussion, highly asymmetric heat transport occurs at the nearby of ω d = ν 2 ± ν 1 independently of the driving strength v 1 .
Interestingly, R(Q 1 ,Q r 1 ) = 0 is a necessary condition for the suitability of a detuned driven network to exhibit negative differential thermal resistance, a key property to build thermal transistors [25] . Thermal transistors have the capacity to manipulate heat currents flowing through the system using a third energy source that we denote byĖ. The dynamical amplification factor A is defined as [13, 25] and measures the ability of the system to amplify a change in the third energy source. To implement this change we use a control parameter ξ , while keeping everything else constant. Again we compare the performance of static and driven harmonic networks. For the static case, we consideṙ E(ξ ) =Q 3 (T 3 ), the heat current coming from a third reservoir at temperature T 3 , while for the driven oneĖ(ξ ) =W (ω d ), the average input work of a periodic driving of frequency ω d (see Fig. 4 ). Notice that the first law constraints the values of the dynamical amplification factors to A 1 + A 2 + 1 = 0. A system is a good thermal transistor if |A α | ≥ 1 . From Eq. (9) follows that for the static harmonic network, |A α | ≤ 1 is always fulfilled. However, as shown in the bottom panel of Fig. 4 , this is no longer true for the driven network.
In summary, using the fact that open-system dynamics can be profoundly modified by a time-periodic perturbation, we have demonstrated heat rectification in quantum linear systems; an effect strictly forbidden in the static case. We have derived analytical expressions for the steady-state heat currents and identified the fundamental processes leading to the asymmetry of the dynamical heat transfer matrix. Such asymmetry has a key role in the feasibility of periodically driven harmonic networks as, for instance, heat transistors. The formalism used here may find applications in other problems involving spatial symmetry breaking in open systems by a time-periodic perturbation.
Quantum Langevin Equation
The Heisenberg equation of motion for any observable O reads aṡ
with H = H S + ∑ α H SR α + ∑ α H R α being the total Hamiltonian. By means of the bosonic algebra, and by using Eqs. (2-4) of the main text, one finds the equations of motion for the system and reservoir degrees of freedom:
By taking the time derivative of Eq. (26), and combining with Eq. (27), we end up with a second order differential equation for the position quadrature operator of the bath α. Under the initial condition ρ(t 0 ) = ρ S (t 0 ) α ρ R α (t 0 ), the solution of this equation yields:
where X α (t 0 ) and P α (t 0 ) are the initial conditions. In the same manner, by taking the time derivative of Eq. (28), and by substituting Eqs. (29) and (30) into it we arrive at:
Since we are only interested in the steady-state behavior, we take the limit t 0 → −∞. Thus, we find the quantum Langevin equation:
with the susceptibility matrix χ(t) and the noise vector B(t) given by Eq. (6) and Eq. (7) of the main text, respectively.
Fluctuation-Dissipation Relation
In the main text we proved a version of the fluctuation-dissipation theorem, namely Imχ(ω) = πJ(ω), that is state independent. In our analysis, however, we are dealing with thermal reservoirs. In particular, in many of our calculations, we need to find the bath correlation functions at thermal equilibrium. Thus, here, we present a proof of the thermal version of fluctuationdissipation theorem, that enables us to calculate the bath correlation functions. To this aim, let the thermal equilibrium density matrix of the reservoirs be ρ
For such thermal state, all first order moments vanish. Moreover, the second order quadrature moments read as:
Looking back to the definition of the noise vector Eq. (7) of the main text, it follows that
By introducing the spectral density to the last expression, it can be written as
where ν(t − t ) and η(t − t ) are, respectively, the noise and damping kernels. In the spectral domain-that is, by taking the Suppose that the steady state covariance matrix is given, the question is, howẆ andQ α can be calculated. Let us represent the covariance matrix in four blocks
with, σ XX = XX T , σ XP = XP T + (PX T ) T /2 and σ PP = PP T . Furthermore, by using the definition of local heat currents that we introduced in the main text-i.e.,Q α := i/h [H SR α , H S ] , one can verify thaṫ
Recall our assumption that each oscillator is at most coupled to one reservoir. We denote by Π α the projector onto the space of the oscillator that is coupled to the bath α. Thus, from Eq. (40) and using Eq. (29) it follows thaṫ
where we have used the property of the bilinear product Ψ T 1M Ψ 2 = tr M T Ψ 1 Ψ T 2 where Ψ 1 and Ψ 1 are vector operators andM a scalar matrix. The work rate is easily calculated throughẆ = tr ∂ ∂t V (t)σ XX .
Static Heat Currents
For a static network V (t) = V 0 , and thereforeẆ = 0. Moreover, in the steady state the covariance matrix must be constant, and in particular dσ PP /dt = 0. On this account, the first term of (41) vanishes, hence the static local heat currents read aṡ
It remains to substitute for σ XP . To this aim, we note that in the spectral domain, the steady state solution is given by X(ω) = G 0 (ω)B(ω). We also benefit from the fluctuation-dissipation relation, to arrive aṫ
The equation of motion for G 0 (ω) can be rearranged as V 0 G 0 (ω) = 1 + ω 2 MG 0 (ω) + χ(ω)G 0 (ω). For β = α, the only nonzero contribution to the currents is given by the term proportional to the susceptibility. Using Imχ(ω) = πJ(ω) we obtain 
which is the expression shown in the main text.
Periodically Driven Heat Currents and Work Rate
Let us consider the integrodifferential super-operator L t [ ] = M(d/dt) 2 + V (t) − χ(t) associated to the homogeneous quantum Langevin equation. The equation of motion of the Green's function is given by L t [G(t,t )] = 1δ (t − t ). If the potential is τ−periodic, that is V (t + τ) = V (t), and L t [G(t,t )] = 1δ (t − t ) then L t [G(t + τ,t + τ)] = 1δ (t − t ) and therefore G(t,t ) = G(t + τ,t + τ) in the steady state by uniqueness of the solution. Now, we define the periodic function P(t, ω) = e iωt R dt e −iωt G(t,t ). It is easy to see that P(t + τ, ω) = P(t, ω). Since L t is a linear superoperator, we have R dt exp(−iωt )L t [G(t,t )] = L t [exp(−iωt)P(t, ω)] and using Eq. 
and projecting on kth element of the Fourier expansion, one arrives at
We can use now the amplitudes {A k (ω)} to compute the steady state solution for 
The covariance matrix Σ can be computed also using A k (ω) and it turns out to be τ−periodic. Let us take for instance
We now take the average over a period of the heat currents in Eq. (41). Notice that since σ PP is τ−periodic, the average of its derivative over a period vanishes. Then,Q α = tr Π α V (t)σ XP M −1 and using Eq. 
and using the first lawW
which are the expressions given in the main text.
Equivalence of the Heat Currents
The amount of heat from the bath α to the system S is equal to the energy lost by that reservoir, i.e. ∆Q α = −( H R α t − H R α t 0 ). Then, the heat current can be cast aṡ
where, tr [H(t)ρ(t)] = 0 has been used, and δQ α is the difference between the two definitions of the heat currents mentioned in the main text. Equivalently,
Using the Heisenberg equation of motion for H RS α on the RHS of Eq.(4), it follows
We are interested in τ-periodic time-dependent couplings. Using Eq. (47) and Eq. (48) we see that, at the steady state
and, therefore, the right-hand-side of Eq. (55) is the time-derivative of a τ-periodic function, whose contribution over a period averages to zero.
A Static Work Reservoir
Heat rectification in dynamical systems its a consequence of two facts: (i) the work injected/extracted into/from the system is a useful resource to redistribute energy and (ii) periodically driven systems exhibit new energy exchange processes that have no analog in static systems. Notice, that (i) can be also achieved by introducing a third work-reservoir that provides the energy while keeping the set up static. Let us denote T 3 and n 3 (ω) the temperature and thermal occupation number of such work reservoir. The static currents (Eq. (9) of the manuscript) in direct and reversed configuration reaḋ
Q r 1 = R dωT 0 12 (ω)(n 2 (ω) − n 1 (ω)) + R dωT 0 13 (ω)(n 2 (ω) − n 3 (ω)).
We now single out the current of the third reservoir and denote it bẏ W :=Q 3 = R dωT 0 31 (ω)(n 3 (ω) − n 1 (ω)) + R dωT 0 32 (ω)(n 3 (ω) − n 2 (ω)).
The first law can be now written asQ 1 +Q 2 +Ẇ = 0. Again, we can think about the local contributions to reservoir α = 1, 2 asẆ α = R dωT 0 3α (ω)(n 3 (ω) − n α (ω)). It is clear, that R(Q 1 ,Q r 1 ) ∝ |Ẇ 1 +Ẇ r 1 | = 0 under the interchange T 1 ↔ T 2 . However, there is no genuine asymmetric transport happening in the sense that T 0 12 (ω) = T 0 21 (ω) for a static system (as explained in the manuscript). By definingQ α :=Q α +Ẇ α , we only take into account the genuine contributions to the rectification, such that, in the static case R(Q α ,Q r α ) = 0. With this intuition, we use R(Q α ,Q r α ) as a measure of the asymmetric transport in the driven network that is present exclusively due to periodic forcing.
