Finding and classifying astronomical sources is key in the scientific exploitation of radio surveys. Source-finding usually involves identifying the parts of an image belonging to an astronomical source, against some estimated background. This can be problematic in the radio regime, owing to the presence of correlated noise, which can interfere with the signal from the source. In the current work we present AutoSource, a novel method based on a deep learning technique, to identify the positions of radio sources, and compare the results to a Gaussian-fitting method. Since the deep learning approach allows the generation of more training images, it should perform well in the source-finding task. We test the source-finding methods on artificial data created for the data challenge of the Square Kilometre Array (SKA). We investigate sources that are divided into three classes: star-forming galaxies (SFGs) and two classes of Active Galactic Nuclei (AGN). The artifical data is given at two different frequencies (560 MHz and 1400 MHz), three total integration times (8 h, 100 h, 1000 h) and three signal-to-noise ratios (1, 2, and 5). At lower SNRs, AutoSource tends to outperform a Gaussian-fitting approach in the recovery of SFGs and all sources, although at the lowest SNR of 1, the better performance is likely due to chance matches. The Gaussian-fitting method performs better in the recovery of the AGN-type sources at lower SNRs. At a higher SNR, AutoSource performs better on average in the recovery of AGN sources, whereas the Gaussian-fitting method performs better in the recovery of SFGs and all sources. AutoSource usually performs better at shorter total integration times, and detects more true positives and misses fewer sources compared to the Gaussian-fitting method, however it detects more false positives.
Introduction
An ongoing task in astronomy is the ability to find astronomical sources. This is of importance because it forms the basis by which a radio astronomical catalogue can be built. Modern radio telescopes can observe many millions of radio sources and this number will only increase in time owing to rapidly developing technologies [1] . It is therefore important that the methods developed to find sources can keep up with the capabilities of the technology, with respect to the quality of sources that are detected by the telescope.
In this section, we give a brief summary of the main factors affecting the ability to find sources in radio data, the different types of radio sources (star-forming galaxy or type of AGN), how a machine learning approach can work, details about the simulated Square Kilometre Array [SKA; 2] data used, as well as a brief review of the previous work in this area.
Source-finding at radio frequencies
Radio telescopes measure the surface brightness of the radio sky across some frequency or range of frequencies and produce a map of the surface brightness. What constitutes a source is a collection of pixels above some value, which is determined by estimating the background, or noise. The noise is usually composed of a combination of instrumental noise, observed background emission and leftover system uncertainties [3] .
The first step involved in source-finding is usually pre-processing the image containing the radio sources. This involves some transformations to the image, such as scaling the pixel intensities, to facilitate the source-finding method by suppressing undesired distortions or enhancing features [4] , while preserving the physics of radio sources in the image. The second step is to estimate the background, after which a threshold can be chosen, that defines where the sources are. Contiguous pixels above a certain threshold are considered to form part of an object [5] , after which a local peak search is performed where maximum-value pixels are isolated.
In the presence of low SNR, which occurs when there is a relatively high background compared to surface brightness (signal) from the source, it can be difficult to group the pixels belonging to a particular source. Additionally, the sizes and intensities of the astronomical bodies can vary significantly [6] . As the SNR is increased, finding and extracting the sources becomes easier as the pixels belonging to the source show a greater contrast compared to the background. However, it is more frequently the case that shorter integration times are used, which results in noisier data and it is not always easy to capture the background signal, which may also vary across regions in the image. Another problem to consider is that of source confusion, which is the inability to measure faint sources due to the presence of other sources nearby. Also, at radio frequencies, the noise tends to be more correlated compared to other frequencies [7] [8] [9] , posing further challenges for source-finding and extraction.
Many algorithms have been developed to perform source-finding across different wavelengths such as optical, radio, infrared or x-ray, some of which use a combination of techniques. Masias et al. [10] presents the largest overview of the most common techniques, although there have been more recent developments. For example, a source extractor originally developed for source-finding in optical images (ProFound; Robotham et al. [11] ) can also successfully be used at radio wavelengths [9] .
One state-of the art source-finding algorithm is the Python Blob Detector and Source-Finder 1 (PyBDSF; [12] ), which works as follows: After reading in the image, it performs some pre-processing, for example computing the image statistics. Using a constant threshold for separating the source and noise pixels, the local background rms and mean images are computed. Adjacent islands of source emission are identified, after which each island is fit with multiple Gaussians, or Cartesian shapelets. The fitted Gaussians or shapelets are flagged to indicate whether they are acceptable or not. The residual FITS images are computed for both Gaussians and shapelets. Gaussians within a given island are then grouped into discrete sources.
There have been a couple of recent works on using deep learning methods to perform source-finding. ClaRAN [13] trained a source-finder on Radio Galaxy Zoo data [14] to learn two separate tasks; localisation and recognition, after which the source is classified according to the number of peaks and components, with accuracies >90%. More recently, DeepSource [15] presents a deep-learning algorithm to find point sources in simulated images and compares the results against PyBDSF, using different signal-to-noise ratios. In contrast, the current work examines the recovery of SFGs and two classes of AGN as well as all sources combined, at different SNRs using a convolutional autoencoder (AutoSource) and compares the results against PyBDSF, and shows in which circumstances one performs better than the other and the likely reasons why. DeepSource requires the tuning of more hyperparameters, which are variables that need to be defined prior to applying a machine learning algorithm. Autosource requires only the usual deep learning parameters such as number and type of layers, batch size, cost function and gradient-descent method.
Types of radio sources
Galaxies exhibiting significant radio emission usually fall into one of two groups; star-forming galaxies (SFGs) or Active Galactic Nuclei (AGN). Radio-loud AGN can be grouped based on their appearance; they can be either 'compact' or 'extended'. The two most influential factors that govern whether a source will appear point-like, elongated or very resolved are the distance of the source and the resolution. Different radio source types can be characterised by a different spectral index α, which is related to the frequency ν and flux density S through S(ν) ∝ ν α . The slope of the spectrum is determined by the electron energy distribution. Extended radio sources generally have a steep radio spectrum (typical values are α −0.8 [16] ) and can be referred to as steep-spectrum AGN (AGN-SS), where the majority of sources can be divided into two distinct classes depending on the morphology of the radio lobes; FRI (core-dominated) and FRII (lobe-dominated) [17] . Compact radio sources tend to exhibit a flat radio spectrum (typical values are α ≤ −0.5) and denoted as flat-spectrum AGN (AGN-FS) [18] . It should also be noted that some steep-spectrum sources can be compact.
Since the relative strength of the emission from radio sources depends on frequency, different components of a radio source can have different spectral shapes.
Deep learning
Deep learning methods have been successful in extracting information from high-dimensional data such as images [19] [20] [21] . The use of filters in convolutional layers, which serve to scan across the images and detect features, typically have sizes of a few pixels across and therefore greatly reduce the number of parameters compared to the fully connected layers in traditional neural networks. The stacking of convolutional layers results in a hierarchical extraction of features. Convolutional networks are more successful in avoiding the vanishing gradient problem compared to fully connected neural networks while simultaneously enforcing translational invariance [22] .
The current work explores a novel approach to source-finding by training an autoencoder on a solution map derived from knowledge of the source locations. Autoencoders are generally an unsupervised learning technique [23] , and are made up of an encoder, that aims to compress the input into a lower dimensional representation, and a decoder, whose original function is to reconstruct the original image from the compressed representation [24] . For our purpose of source-finding, the output images we aim to produce are those of the locations of the sources, rather than the original input source maps. Given that the source locations can be transformed into image data, the source location map, along with the original source map, can be segmented into smaller square images (having size 50x50 pixels in the current work), which are then used as the inputs to train the autoencoder to predict the source locations.
We note that we only focus on the source-finding aspect in this work, rather than the source characterisation and classification.
Simulated SKA data
The SKA aims to be the largest radio telescope built to date. It will eventually have a collecting area of more than one square kilometre and operate over a wide range of frequencies (50 MHz -14 GHz in the first two phases of construction) and will be 50 times more sensitive than any other radio instrument to date. In the meantime it is possible to use simulated data products to generate data similar to what would be expected to be observed by the SKA. The SKA Data Challenge 1 2 (SKA SDC1; [25] ) was a recent challenge set for the community to develop or use existing source-finders to perform source-finding, characterisation of the sources and source population identification (either SFG, AGN-steep or AGN-flat).
Catalogues of objects to be included in the simulated maps were generated using the Tiered Radio Extragalactic Continuum Simulation (T-RECS) simulation code [38] . The radio sky was modelled in continuum, over the 150 MHz-20 GHz range, with two main populations of radio galaxies: Active Galactic Nuclei (AGN) and Star-Forming Galaxies (SFGs) and their corresponding sub-populations. The wide-ranging frequency has been enabled by allowing specific conditions for the spectral modeling. Across the AGN, the sources are allowed to have a different spectral index below and above ∼ 5GHz, constrained by the modelled counts from Massardi et al. [26] for the lower frequency range and de Zotti et al. [27] for the higher frequency range. In the SFG population, the spectral modelling includes synchrotron, free-free and thermal dust emission, all expressed as a function of the star-forming rate. The redshift range of the simulation is z = 0 − 8. The T-RECS simulation output used for SDC1 contains all the sources in a 3x3 Field of View (FoV) with integrated flux density at 1.4 GHz > 100 nJy [38] .
The data used in the current work is based on the simulated data products generated for SDC1. There are three available frequencies (B1: 560MHz, B2: 1400MHz and B5: 9200MHz) at 3 integration times (8 h, 100 h and 1000 h) for each frequency. There are 9 maps altogether in the form of FITS files. The size of the maps is 32768 × 32768 pixels. The FoV was chosen for each frequency to contain the primary beam for a single telescope pointing out to the first null, giving a map size of 5.5, 2.2 and 0.33 degrees on a side for B1, B2 and B5 respectively, with corresponding pixel sizes of 0.60, 0.24, and 0.037 arcsec. Properties of sources in a training set area are also provided, across the three frequencies, to see how the sources are characterised in a particular area so the source-finders can be calibrated or trained. We use the generated data and focus on the source-finding aspect only.
In constructing the SDC1 image corresponding to the T-RECS source catalogue, sources have been injected with a different procedure depending on whether they were extended or compact (major axis greater or smaller than 3 pixels respectively) with respect to the adopted frequency-dependent pixel size. The SFGs have been modeled using an exponential Sersic profile [28] , projected into an ellipsoid using a given axis ratio and position angle. The AGN populations (steep-spectrum and flat-spectrum) are treated as the same object type viewed from a different angle. Steep-spectrum AGN will assume FRI/FRII morphologies, and flat-spectrum AGN are composed of a compact core with a single lobe, but pointing in the direction of view. The steep-spectrum sources have been generated as postage stamps (that includes affine transformations) from a library of scaled real high-resolution images. They have also had a correction applied to the flux of the core in order to give it a flat spectral index, thus the same AGN can have a different core to lobe fraction when viewed at different frequencies. The flat-spectrum AGN are added as a pair of circular Gaussian components: a compact core with a more extended end-on lobe.
A mild Gaussian convolution has been applied to the extended source images, using a FWHM of two pixels. The three catalogues (SFGs, steep spectrum AGN and flat spectrum AGN) of compact objects were added to the image as elliptical Gaussian components.
All the compact sources that belong to the classes of SFGs, steep and flat spectrum AGN are described by an integrated flux density and a major and minor axis size. The compact flat spectrum AGN are additionally described with a core fraction that indicates the proportion of emission belonging to the core of the source compared to the source extent.
Visibility data files were generated using the SKA1-Mid configuration. There were two cases explored: (1) When the 64 Meerkat dishes were included there were 197 antenna locations specified at B2, and (2) when the Meerkat dishes were not included, 133 antenna locations were used at B1 and B5. Both cases are frequency-dependent and reflect the fact that Meerkat will most likely not be equipped with feeds for B1 and B5.
The visibility sampling is based on 91 spectral channels that span a 30% fractional bandwidth, using a time sampling which spanned -4h to 4h of Local Sidereal Time with an increment of 30 s integration time at an assumed Declination of -30. The visibility files were used to generate the noise images and the point spread functions. The gridding weights for the visibility data were determined by firstly accumulating the visibility samples in the visibility grid with their natural weights. After this, a FFT-based convolution was applied to the visibility density grid using a Gaussian convolving function with FWHM of 178 m. The convolving function width was manually tuned to match as closely as possible to the sampling provided by the array configuration. Uniform weights for the visibilities were formed by using the inverse of the local smoothed data density. After this, a Gaussian taper was used such that it resulted in the most Gaussian possible dirty beam with a target FWHM of (1.5, 0.60 and 0.0913) arcsec at (560, 1400 and 9200) MHz. The actual dirty beam dimensions were closely matched to the target specification. There was a degradation of image noise compared to the naturally weighted image noise, therefore they were rescaled in amplitude to represent realistic variations in RMS for the different integration times. Adding the various noise images to the convolved sky model resulted in the final data products.
Additional files provided include the Primary Beam images, which are used to correct the flux values in the original maps, the synthesised beam images and the training set files, which include the properties of the sources such as flux, size, and class, for a particular area in the entire map. There are three training set files, for the three frequencies. Therefore, the same training set file is used across the 3 different integration times within one frequency.
For more specific details on the generation of the simulated SKA data, please refer to Bonaldi and Braun [25] .
The paper is outlined as follows: In section 2 we discuss the specifics about the the SKA simulated dataset, the pre-processing steps on the raw data, the parameters by which PyBDSF is run, how the dataset has been generated prior to undertaking source-finding with AutoSource and PyBDSF, the background of autoencoders as well as how the images have been augmented for AutoSource. Section 3 describes the major results summarised in F1 scores that combine precision and recall. We also provide confusion matrices for some data subsets. Section 4 summarises our overall findings. Appendix A contains the precision and recall classification metrics.
Methods

Convolutional autoencoders
In the context of neural networks, an autoencoder is made up of an encoder and decoder. The encoder compresses the input into a latent space representation that usually has a smaller dimensionality (referred to as a bottleneck), compared to the input data [29] . The encoder can be represented by the function h = f (x). The aim of the decoder is to reconstruct the input from the latent space representation, which can be represented by r = g(h). The complete autoencoder function, which can be expressed as r = g( f (x)), aims to achieve a reconstruction, r that is as close as possible to the original input data, x [30] .
Autoencoders are generally an unsupervised learning technique [23] as they are usually trained without labels. One of the aims is to detect determining features in the data, that could help to characterise similar types of images and therefore infer properties that are common to groups. Some applications of autoencoders include denoising and dimensionality reduction, as well as unsupervised pre-training to better initialise the weights of the neural network compared to using a random distribution [31] .
Autoencoders can be made up of fully connected layers, however this can be impractical for image data as it is generally high-dimensional, and could cause learning to stall owing to the saturating/declining gradients [32] . Using convolutional layers reduces the number of parameters, as they employ filters of a smaller size that scan across the network and detect features.
In the most basic case, one possible application of an autoencoder on radio astronomy data of the type explored in the current work, is to reconstruct the original input maps that contain the sources as well as the background noise, which is an undesired feature. A better application could be to investigate whether it is possible to derive maps similar to the 1000 h maps using the 8 h emission maps, because the shorter integration time maps can be viewed as noisier versions of the longer integration time maps. This can be the subject of a future work.
The key idea behind AutoSource is to train an autoencoder r = g( f (x)), where x is the input map data and r is the reconstruction of the solution map, where the sources of varying sizes and emission patterns are collapsed to individual pixel locations, and the remainder of the image is blank. The autoencoder is trained to do source-finding using segmented real maps and the corresponding solution map, both having sizes of 50x50 pixels, across three SNR ratios of 1,2 and 5, and the results are compared with the sources found using PyBDSF.
It should be noted that this method of source-finding can be posed as an image-to-image translation problem, as are many problems in the computer vision field [33] , which are generally solved using Generative Adversarial Networks (GANs). GANs consist of a generator of images (usually an autoencoder), as well as a discriminator, whose job it is to differentiate between real and generated images. The aim of using GANs is to generate images in which the discriminator fails to distinguish between them and real images. In contrast, our method requires only the use of an autoencoder as we are generating images having a much lower level of complexity compared to the input maps; where the radio emission of sources is collapsed to between one and a few pixels.
The present work uses Keras 3 with the TensorFlow 4 backend and Python version 2.7.15. We use a convolutional network architecture of three consecutive convolutional layers and one dense layer, having a total of 32,193 parameters.
Early stopping was used with a patience of 5 training epochs. A single training epoch is when all training samples are passed through the network. 80% of the data is used for training, and the remaining 20% is used for testing.
The AutoSource architecture, as shown in Table 1 and Figure 1 , is made up of 3 convolutional layers and one dense (fully-connected) layer. There are 16, 32 and 64 filters, with a filter size of 7, 5 and 3 in the first, second and third convolutional layers respectively. A dropout layer using a dropout fraction of 0.25 is inserted between the first and second convolutional layers to make the network more robust. We slide the filters along by one pixel in each layer to ensure maximal information extraction. The batch size is set to 128. We use the Adadelta optimiser [34] with a default learning rate of 1.0, decay of 0 and a rho of 0.99. Adadelta is based on Adagrad [35] (an optimizer with parameter-specific learning rates), however Adadelta adapts the learning rates based on a moving window of gradient updates. We also use the binary cross-entropy cost function [36] . The architecture shown in Figure 1 also contains an example of a real input map and solution map, the features detected, and corresponding reconstructed map. We note the absence of a bottleneck (a compressed representation of the inputs) in the architecture. A bottleneck is not used because we are not attempting to see whether the original map can be reconstructed from the input data using a lower-dimensional projection, but to train the network to predict the location of the sources. The stacked convolutional layers extract the signal from the noise, where each layer produces an output having the same dimensions as the input, in order to directly see the detected signals that are propagated through the network.
Pre-processing
In order to ensure accurate flux values, we used the Primary Beam image and raw FITS files provided, and ran CASA [37] to regrid the image and correct for the Primary Beam. The resulting FITS file was the one used to perform source-finding in AutoSource and PyBDSF. Some tests were done using the non primary-beam corrected FITS files and we observed no change in performance regarding source-finding ability. To determine the background noise level in the image, we output the background rms maps when we ran PyBDSF, by specifying RMS_MAP=TRUE using the PROCESS_IMAGE command.
To perform source-finding in PyBDSF, we ran the PROCESS_IMAGE command using the default parameters of THRESH_ISL=3.0 and THRESH_PIX=5.0
Dataset generation
The solution maps have been generated using the training set files across each frequency. Since we are only interested in the source-finding, we took note of the corresponding (x,y) positions of each source in the training set. We focused only on the sources which could be found given the noise. The source locations have been inserted into the solution maps as single pixels, under the condition that the sources have a flux above a certain threshold (when the sources have flux greater than one, two, and five times the mean noise level, referred to as SNR=1,2 and 5.)
The SS, FS and SFG sources are encoded using the integers 1,2 and 3 respectively in the original solution map. This is so we can calculate the recovery of each of these classes of sources when testing AutoSource and PyBDSF. However, the solution map used for training has all the sources encoded with 1, irrespective of class. Tables 2 and 3 show the number of each class of sources across SNR=2 and SNR=5 respectively. It should be noted that there are many more SFG sources compared to SS and FS sources, which is why we focus on augmenting those source types to see if it improves the performance of AutoSource. There are fewer sources available at higher SNRs compared to at lower SNRs, since the threshold for inserting sources into the solution map is a lot higher.
Given there are very few sources available in the B5 dataset as shown in Tables 2 and 3 , we focus our attention on the B1 and B2 datasets only.
We verified that the noise level in the maps is uniform. Table 4 shows there are only small proportional differences in the number of solutions obtained when taking the individual quartile cut-offs versus using the cut-offs derived from the whole training set area.
The left panels of Figures 2 and 3 show a section from a real map of B1 at 1000 h and B2 at 8 h respectively, containing SFGs, SS and FS sources, along with the solutions injected at an SNR of 2 and 5. The smaller the SNR, the more sources will appear in the solution map, that look increasingly less obvious as they would be getting mixed with the noise background. Conversely, the larger the SNR, the fewer sources in the solution map, and only increasingly large and/or bright sources will appear.
To generate input image data for AutoSource, we divided the training set area (4000x4000 pixels) into 50x50 pixel blocks and moved these blocks across by increments of 50 pixels (resulting in 6,400 images), ensuring that the segmented blocks cover the entire area. The blocks may contain sources located on their boundaries, however all parts of the sources are accounted for. We have also experimented with using 20 pixel increments (resulting in 39,204 images) instead of 50 pixel increments, such that the same part of a source is seen across at least one other block and therefore sources on the boundary in one block will not be on the boundary in a neighbouring one, and noted no significant improvement in results.
In the 4000x4000 pixel area, there are 6400 images for training and testing altogether, with 5120 (80%) for training and 1280 (20%) for testing. We also investigate how much the results can be improved when using image augmentation, so 5120 is the minimum number of images with which we train. Similarly, we generated the input solution data for AutoSource by inserting individual pixels to represent the true location of the source, with the position obtained from the training set.
The image data has been multiplied by 10e6 because the pixel values are the surface brightness, which can be very small with O(10e-6) in magnitude, and they can also be negative. Applying a scaling to the original values ensures there is sufficient contrast between them, which facilitates detection by the autoencoder. The scaling is also done to match the order of magnitude of the values in the solution maps, which were generated by inserting '1' against a background of '0'. We note that we also experimented with multiplying the data by 10e9 and found no noticeable difference.
We use only the training set region out of the whole map, which consists of a 4000x4000 pixel area across the B1 and B5 datasets, and 4200 pixel area across B2, as shown in Table 5 . It should be noted that the same area is not covered between the three frequencies -however it is the same within the same frequency between the three integration times.
The solution maps have been generated in the same way as the input image maps, using 50x50 pixel blocks with increments of 50 pixels, where a '1' has been inserted at the location of the centroid position of the source. The blocks that contain no solutions are empty 50x50 blocks. The source selection has been subject to a flux threshold, where only sources having a flux greater than 1,2 or 5 times the background for each map have been selected. The background maps have been determined using PyBDSF. Figure 4 shows the segmentation of part of the training area into 50x50 pixel blocks, for both the original primary-beam corrected FITS file as well as the corresponding solution map generated.
We ran PyBDSF with the default parameters in order to perform source finding across the whole map, which was later subset to only include the training set area in the images.
Image augmentation
Deep learning techniques are able to take advantage of image augmentation as it generates more training samples, which should improve the performance up to some threshold [19] . Since there are many fewer steep-spectrum (SS) and flat-spectrum (FS) AGN sources compared to star-forming galaxies (SFGs), Right: Segmentation of the solution map in the same area. These images are generated from the B1 1000 h dataset, using a SNR=5 to determine threshold of flux for injecting the solutions. Each block forms a single 50x50 pixel image that is input into the AutoSource algorithm; the blocks on the left make up the training set images (train_X), and the blocks on the right make up the solution set images (train_Y). we wanted to see whether we could improve on the metrics for these types of sources if we augmented the images that contained them. We employed vertical and horizontal flipping, and rotation by 90, 180 and 270 degrees. The results show the metrics when applying no augmentation, augmenting the SS and FS sources, as well as augmenting all sources. There would be little merit in explicitly augmenting the SFGs because they tend to appear more point-like.
Results
The results presented are the summary metrics of the sources across the different classes; SS, FS and SFG sources, and all sources as a whole.
The original reconstructed image output of AutoSource is composed of continuous pixel values which are mainly close to zero. To determine the output predictions for the source locations, we define a reconstruction threshold that ranges between 0 and 1. Then we choose the value across all metrics depending on which reconstruction threshold produces the highest F1 score. PyBDSF outputs only 0's for sources not found and 1's for sources found.
We allow a leniency of 3 pixels for the positions of sources found. To calculate the metrics, we make the following definitions:
• TP: sum of pixels with values greater than the reconstruction threshold in the reconstructed solution map that is less than 3 pixels of a source in true solution map • FP: sum of pixels with values greater than the reconstruction threshold in the reconstructed solution map that is equal to or greater than 3 pixels of a source in true solution map • TN: sum of pixels with values lower than the reconstruction threshold in the reconstructed solution map that are also empty in the true solution map • FN: sum of pixels with values lower than the reconstruction threshold in the reconstructed solution map that are not empty in the true solution map
where TP refers to the true positives, TN refers to true negatives, FP refers to the false positives and FN refers to false negatives.
Given that source-finding in the current work is defined as being directly related to the sum of pixels output by the source-finders, the sum of the sources detected between the source-finders is not expected to be constant.
Since the true catalogue is quite richly populated with sources, and given the 3 pixel leniency, there could be some sources that are found across both algorithms by chance. Ideally there should be zero chance findings, but in reality there will be some small fraction. We use the SNR=1 dataset to test this effect, as this dataset has the highest population of sources in the solution map (and also in the reconstructed map). Therefore, the SNR=1 dataset can be considered to be the worst case scenario for chance matches. The effect of chance matches is tested by randomly rotating the reconstructed solution maps, comparing it with the real solution map and calculating the metrics, as for the rest of the results.
The precision, recall and F1 score metrics, in the form of bar-plots are provided in the current work. We do not include the accuracy because of the way the true negatives are defined; the value is always very high leading to accuracies greater than 99% across both source-finders. The metrics are defined in Equations 1 -4.
The bar plots of the F1 score, defined as the harmonic mean across precision and recall, are provided in the main text, as well as a subset of the confusion matrices. The precision and recall bar-plots are given in Appendix A.
We experimented with using pooling layers, by applying it to the B1 8 h dataset with no augmentation. Pooling reduces the dimensionality of the layer by outputting the average pixel value across some area whose size is defined by the user. Two different architectures were considered: placing a pooling layer after the first, or after the second convolutional layer respectively. Due to the halved dimensions in the architecture as a result of pooling, an upsampling layer had to be inserted prior to obtaining the output. In both cases, the resulting metrics were all inferior to the equivalent model without pooling. The source locations tended to be less precise and generally spanned an area of 4 square pixels, most likely because the pooling operation lost the precise source location.
The use of pooling resulted in AutoSource identifying no true positives, and it generated a few false positives due to the reconstruction of the source positions along the edges of the image only. The likely explanation is that the true signal from the source only occupies a small area, therefore when pooling is used it can 'wash out' these pixels, in some cases causing the source to become lost among the background.
We also omit the results across the B5 dataset because both source-finders failed to recover any sources across any integration time. This is most likely because of the dataset being the noisiest, as well as having very few sources in the catalogue. Figure 5 shows the F1 score metrics across the different classes of sources, as well as when all are considered together. AutoSource almost always performs better across the SFGs and all sources in the B1 dataset, for all integration times, whereas PyBDSF performs better for the remaining datasets (SS and FS sources across B1 and B2, and SFGs and all sources at B2.)
Very low significance source metrics at SNR=1
The better performance of AutoSource across the SFGs and all sources at B1 is most likely due to the effect of chance matches, as shown in Figure 6 , which shows the source-finding metrics when the predicted source locations are randomised, to see how many sources are found due to chance. On average, AutoSource is more affected by chance matches across the SFGs and all sources. Some possible causes of the increased chance matches in AutoSource are that the SFGs are highest in number, and that many sources found tend to be spread over several pixels rather than confined to one. On the other hand, PyBDSF is more affected on average by chance findings across the SS and FS sources. In AutoSource, at worst the chance matches reach up to ∼ 26% compared to real findings, whereas in PyBDSF the effect is more pronounced in the datasets where fewer sources are found overall. The worst case for PyBDSF is across the SS sources in the B2 100 h dataset, where there are barely more real matches compared to chance matches. It should also be noted that the SNR=1 dataset is the noisiest one that also has the most densely populated solution and reconstruction maps, which maximises the risk of chance findings, therefore represents the worst case scenario in terms of datasets. We further note that the sources have very low significance at this SNR.
An improvement in the F1 score across the SFGs can be observed due to augmenting the images containing all sources, since the vast majority of all sources are SFGs. However, augmenting the SS and FS sources does not improve the SFG scores by much since we are not giving the network more examples of SFGs to train on. Image augmentation does not have the same effect on the randomised data, as shown in Figure 6 . Figure 7 may indicate possible reasons why the AutoSource performance is poorer overall compared to PyBDSF, at an SNR=1. Since the solutions are injected into the map at the threshold of the mean background noise level, there appear to be solutions that are not obvious by eye, and can become confused with the background noise. It is therefore possible that AutoSource has not successfully learnt to extract the sources at this SNR. For the examples given, there is one SS source in each map, while the rest are SFGs. Both PyBDSF and AutoSource recover the SS source in the top row, whereas AutoSource finds a false positive and misses other SFGs. PyBDSF recovers one of the SFGs successfully but misses the others. Neither PyBDSF nor AutoSource recover the SS source in the bottom row, and AutoSource partially recovers one of the SFGs however the location is spread out over several pixels. It misses the other SFGs and gets a couple of false positives. PyBDSF recovers only one SFG in this example, and misses the others which result in a number of false negatives. Figure 8 shows the F1 score metrics across the different classes of sources, as well as when we consider them all together.
Low significance source metrics at SNR=2
Across the SFGs/all sources at SNR=2, AutoSource performs better on average, where now it recovers these sources better in the B2 8 h dataset, where one example is shown in Figure 9 . However, PyBDSF generally performs better across the SS and FS sources.
Considering the F1 scores of the SS sources in the 8 h datasets, the augmentation of either the SS/FS or all sources worsens the score, most likely because this dataset is the noisiest of the three, therefore some signal would become lost in the noise. There are generally slight improvements with augmentation of the SS/FS at the other two integration times, as the noise is reduced. The SS sources are the ones with the most varying morphology within the class (they have the greatest amount of extended emission and give rise to FRI/FRII type structures), however there are not many original examples of these. Additionally, the signal threshold is set at only twice the noise threshold so there are more solutions in the map, increasing the risk of sources being contaminated with noise. PyBDSF clearly outperforms AutoSource across the SS sources.
Across the FS sources, there are two datasets in which AutoSource performs better than PyBDSF (B2 at 8 h and B2 at 100 h), however for the remainder it does slightly worse than PyBDSF. The augmentation of the SS/FS sources always improves the F1 score across these FS sources, however it does not always improve when augmenting 'all' sources since most of these sources are SFGs, therefore proportionally there are fewer SS/FS sources to train on. We note that when using AutoSource the performance is better across the FS sources as these sources have a more defined morphology, which tend to be more compact compared to that of the SS sources. Figure 5 . F1 scores at SNR=1, across the two frequencies B1 (560MHz) and B2 (1400MHz) and the three integration times. There are three results given from AutoSource, depending on the augmentation used when training. The blue bar represents no augmentation, orange represents augmenting the SS and FS sources, and the green bar represents augmenting all sources. The graphs show that PyBDSF usually performs better compared to AutoSource at this SNR. Although it appears that AutoSource performs better across the SFGs and all sources in the B1 dataset, for all integration times, the better performance appears to be explained by the increased proportion of chance matches at this SNR, as shown in Figure 6 . However, it should be noted that these sources have very low significance given the SNR. A similar pattern is observed at the SNR of 2, as was observed at SNR=1 in regard to the effects of augmentation, where augmenting sources of the same type results in improved metrics for those sources. Table 6 shows the confusion matrices across the B1 and B2 datasets for the 8 h and 1000 h integration times, when comparing the test results after using AutoSource trained on the augmentation of all sources, against PyBDSF. We exclude the true negative counts for brevity as this denotes the total number of pixels where there is no solution as well as no predicted source. Given that AutoSource sometimes produces reconstructed solutions that are spread over several pixels and that true positives are defined as matches that occur over less than 3 pixels of the true solution locations, AutoSource detects more true positives. However, it also detects more false positives compared to PyBDSF, but fewer false negatives. Therefore, it misses fewer sources compared to PyBDSF.
High significance source metrics at SNR=5
The opposite trend to what was observed at SNR=2 is seen at SNR=5, as shown in Figure 10 where now PyBDSF performs better on the SFGs/all sources on average, whereas AutoSource performs better on average on the SS and FS sources.
Therefore when there is a higher signal to noise, AutoSource can better extract the SS/FS sources compared to the SFG/point sources. For the majority of times, better results are achieved when augmenting either the SS and FS sources, or all. Whereas when the signal to noise is lower, the performance of AutoSource across these extended sources suffers, probably because the emission from them tends to become lost in the noise, whereas the SFGs are recovered better compared to when using PyBDSF at lower SNR ratios. Figure 11 shows that AutoSource can recover the SFG and SS source in the top row, as well as the SFG in the bottom row, however at the expense of a couple of false positives. Meanwhile, PyBDSF does not recover any sources. Table 7 shows the confusion matrices at SNR=5, for the same datasets and runs as was included for SNR=2. There are fewer sources found by the source-finders overall as the SNR is higher compared to before, however a similar trend is seen to before, where AutoSource finds more true positives and false positives, whereas PyBDSF finds fewer true positives but more false negatives. Although, the ratio is not as pronounced when compared to what was observed at SNR=2, as the signal-to-noise is now higher. Figure 12 shows the training and validation losses across the B1 and B2 frequencies, across all integration times. In the left panel (B1 frequency; 560MHz) the training and validation losses are roughly at the same level across the 8 h and 100 h integration times, whereas there is some underfitting observed in the 1000 h dataset. The underfitting generally indicates that a more complex architecture should be tried. In the right panel (B2 frequency; 1400MHz) the 8 h integration time loss curves are at the same level, whereas there is some level of overfitting observed across the 100 h and 1000 h integration times. The B2 dataset on average is noisier compared to the B1 dataset. It is interesting to note that for the same integration times across the two different frequencies, the same model tends to underfit on one dataset and overfit on the other. This indicates that using the same model across all frequencies and integration times is not ideal, that instead each model should be tuned to the specific dataset at hand. Nonetheless, the resulting metrics are still competitive with that of PyBDSF, and have the potential to outperform PyBDSF given a more optimally tuned model.
Execution times
Both source finders were run on a computing cluster using CPUs from 27 available Intel XEON CPU nodes, with a 3.5 GHz processor. There are six available cores per node. Table 8 shows the source-finding execution times across AutoSource when performing no augmentation, augmenting the FS and SS sources, and augmenting all sources. PyBDSF takes more than two times longer to run compared to the AutoSource run when all images are augmented. The execution times across AutoSource are subject to variability depending on how many sources there are to augment, as well as the total training time, which depends on the total number of images and epochs. The run where the SS and FS sources were augmented took a shorter time to train and test compared to the one where no augmentation was used, because there were more epochs of training completed; the run that did not utilise augmentation was affected by the early stopping condition at an earlier point during training.
Discussion and Conclusions
In the current work we have shown how the use of a simple autoencoder composed of three convolutional layers, a dropout layer and a dense layer, as shown in Figure 1 and Table 1 , can be competitive with a state-of-the-art source-finder; PyBDSF. Both approaches have been tested across different frequencies, integration times and signal-to-noise ratios, and the recovery metrics across the different source types of SFGs, SS-AGN and FS-AGN sources were derived. The code used to obtain both the AutoSource and PyBDSF results is available on Github 5 . Given that AutoSource outputs continuous values in the reconstruction of the solution map, as defined by a reconstruction threshold that ranges between 0 and 1, whereas PyBDSF uses a fixed threshold, AutoSource could be more flexible as a method as it attributes a probability to finding a source at a particular location.
AutoSource also sometimes outputs the source location spread over a few pixels rather than being localised to a single one, which may provide additional information about the source; for example it could be more extended or diffuse. The fact that AutoSource spreads out the source location over several pixels, which occurs more frequently at the lower SNR ratios and at shorter exposure times, where there are more sources present and their emission is more likely to get mixed with the noise, results in more true positives and fewer false negatives. However, at the same time AutoSource also produces a larger number of false positives compared to PyBDSF. A similar trend is seen at higher SNR ratios, although fewer true positives, false positives and false negatives are found by both source-finders in comparison. For example, the SNR=5 dataset has fewer solutions but also the strongest signal. On the other hand, PyBDSF misses many more sources compared to AutoSource, as the false negative counts are almost always higher.
It is interesting to note that the metrics across the SS and FS sources tend to be relatively low across both PyBDSF and AutoSource. In fact, they decrease with increasing integration time, across all SNRs, with the dataset at the lowest frequency (B1) attaining the lowest metrics overall. Possible reasons could be that the SS and FS sources are smallest in number and their morphology is revealed as increasingly variable, as more extended emission is detected with the longer integration times.
In regard to how well the two methods extract SFGs, SS, FS and all source types combined across the SNRs, we see that PyBDSF performs better on average compared to AutoSource at SNR=1. AutoSource appears to be more severely affected by chance matches at this SNR compared to PyBDSF, however the sources have very low significance. In contrast, AutoSource is better at extracting the SFGs and all sources at SNR=2, whereas PyBDSF is better at extracting these at SNR=5. AutoSource is better at extracting the FS sources at an SNR of 5, whereas PyBDSF is better for the FS sources at SNR= 2. AutoSource is worse at extracting the SS sources at an SNR of 2, however half the time it is better than PyBDSF at extracting them at an SNR of 5.
We have seen that image augmentation improves the AutoSource performance when the relevant sources are augmented; generating more 'all' sources tends to improve the metrics across SFGs and 'all' sources as these sources are largely made up of SFGs, and generating more SS and FS sources tends to improve their recovery, but not that of SFGs and all sources. Augmentation may also not work to improve the results as expected when the datasets are noisier, the sources are few in number, or if their morphology is ambiguous.
PyBDSF takes longer to run in total (167 mins for the B1 dataset at 8 h), however it outputs characteristics of the source such as size, flux, among other properties, whereas AutoSource outputs the positions only.
Across the results for the low significance source metrics at SNR=2 and high significance source metrics at SNR=5, AutoSource usually outperforms or has very similar performance metrics to PyBDSF across the shortest integration time datasets (8 hrs) . This may indicate that it can more successfully model the noise at these SNRs and integration time compared to PyBDSF. The only times that AutoSource performs visibly worse is in B2 at 8 hrs across the SS sources at an SNR=2, and across all B2 at 8 hrs at SNR=1. It appears that AutoSource has trouble modeling the noise as the SNR ratio decreases, especially for sources with more extended emission. Potential ways to improve the performance of AutoSource at lower SNR ratios could be to use a more complex network, and train for more epochs with a greater reconstruction threshold when using early stopping. However, one of the purposes of the current work was to show how a simple convolutional network architecture can be used for source-finding in radio astronomy.
The injection of sources and, in turn, the ability to be found by the source-finders, largely depends on the characterisation of the background noise signal. In the current work, we use PyBDSF to estimate the background noise, therefore if there are more false negatives/positives these missed/extra sources will be contaminating the background signal to some extent. Sources displaying a more compact morphology are unlikely to affect the background signal by much, since the emission is localised to a very small area. However, the effect will be larger the more extended the source is. Some extended sources may have very faint and/or diffuse emission which can mingle with the noise.
It appears that AutoSource performs better overall at larger SNRs and shorter integration times compared to PyBDSF, most likely because it has learned to model the noise in these images better and the sources show a greater contrast against the background. The ratio of false positives to true positives is larger for AutoSource, however the ratio of false negatives to true positives is larger for PyBDSF. Therefore, AutoSource and PyBDSF perform better in terms of recall and precision respectively. As the SNR increases, AutoSource becomes increasingly better at recovering the extended (SS and FS) sources and tends to outperform PyBDSF across most datasets at the highest SNR of 5. However, at the same time PyBDSF becomes increasingly better at recovering the SFGs and sources as a whole. With a decreasing SNR, AutoSource is increasingly successful at recovering the more compact sources (SFGs) and all sources, whereas it performs worse with the extended sources, most probably because it has not successfully learnt to extract the extended source signals out from the noise at lower SNRs, on which PyBDSF does better.
Given that AutoSource tends to perform better in terms of recall (as shown in Appendix A) overall compared to PyBDSF (therefore it finds fewer false negatives and hence picks up some sources that PyBDSF has missed), it could be used as part of a pipeline where AutoSource is run first to find the sources, then PyBDSF is run to extract the precision values for these sources, perform further filtering as well as characterise the sources.
The next step in developing AutoSource would be to derive properties from the sources found. One way to do this may be to correlate the features detected by lower layers to the values given in the catalogue, for example to match the total flux for a source in question to the emission detected by one of the feature maps. Previously we had attempted a regression technique to see if it could learn the continuous values provided in the catalogue, however our network failed to learn any property successfully. AutoSource could also be made up of individual models that are targeted to the dataset at hand, where the training and validation losses are better matched.
Another possible extension to the current work would be to train an autoencoder to learn to remove noise from data by generating 1000 h maps from 8 h, or 100 h ones. 
