ABSTRACT: Chemical potential is a fundamental property for determining thermodynamic equilibria involving exchange of molecules, such as between two phases of molecular systems. Previously, we developed the fast Fourier transform (FFT)-based method for Modeling Atomistic Protein-crowder interactions (FMAP) to calculate excess chemical potentials according to the Widom insertion. Intermolecular interaction energies were expressed as correlation functions and evaluated via FFT. Here, we extend this method to calculate liquid−liquid phase equilibria of macromolecular solutions. Chemical potentials are calculated by FMAP over a wide range of molecular densities, and the condition for coexistence of low-and high-density phases is determined by the Maxwell equal-area rule. When benchmarked on Lennard-Jones fluids, our method produces an accurate phase diagram at 18% of the computational cost of the current best method. Importantly, the gain in computational speed increases dramatically as the molecules become more complex, leading to many orders of magnitude in speed up for atomistically represented proteins. We demonstrate the power of FMAP by reporting the first results for the liquid−liquid coexistence curve of γII-crystallin represented at the all-atom level. Our method may thus open the door to accurate determination of phase equilibria for macromolecular mixtures such as protein− protein mixtures and protein−RNA mixtures, that are known to undergo liquid−liquid phase separation, both in vitro and in vivo.
■ INTRODUCTION
Simple molecular fluids have long served as models for studying phase equilibria. 1, 2 The gas−liquid phase coexistence of these fluids is a prototype for the separation of two liquid phases in colloidal and biomacromolecular solutions, one poor in solutes and one rich in solutes. 3 The latter phase, widely found in cells as membraneless microcompartments and appearing as droplets under light and other microscopes, is implicated in many normal cellular functions as well as in diseases and has received great attention lately. 4−8 For example, droplet formation of BuGZ, an evolutionarily conserved low-complexity protein, promotes microtubule polymerization and the assembly of the spindle apparatus during cell division to ensure equal partitioning of chromosomes into daughter cells. 9 The low-complexity region of another protein, FUS, drives the reversible transitions between the dissolved, droplet, and hydrogel-like phases, but mutations increase the propensity of FUS to form irreversible fibrillar hydrogels and may ultimately lead to neurodegenerative diseases. 10 Many proteins that form intracellular droplets bind RNA, and RNA molecules can either be active components of the droplets or be present as cargo. 11, 12 Liquid−liquid phase separation is also an important factor in protein crystallization and in the formulation of protein-based therapeutics. Whereas the presence of a metastable fluid−fluid critical point can enhance crystal nucleation and decrease the propensity of forming amorphous aggregates, 13, 14 liquid−liquid phase separation is a serious concern in the formulation of therapeutics based on highly concentrated proteins such as monoclonal antibodies. 15, 16 A practical method that allows for computation of liquid−liquid phase equilibria under a realistic representation of intermolecular interactions will lead to the much needed physical understanding of the phase behaviors of the wide range of biomacromolecular systems and the numerous functional implications.
Because of the vast number of atoms in a single protein molecule and the large number of protein molecules to be treated in phase-diagram calculations, such calculations with proteins represented at the atomistic level have not been feasible. Nearly all previous calculations were limited to a spherical representation of protein molecules, such as isotropic, patchy, and hybrid models, 17 −21 aeolotopic models, 22 and embedded charge modes. 23 The limitations of spherical models and importance of anisotropic electrostatic interactions have been noted. 24 In particular, a spherical model overestimated the electrostatic repulsion of proteins when compared to that by a structure-based model in which individual amino-acid residues were coarse-grained into interaction sites, and the discrepancy worsens with increasing anisotropy in molecular shape and charge. 25 Arguably the most detailed model in protein-phase calculations has all neutral residues collapsing into a sphere but all charged residues represented as interaction sites. 26 The system size in this study was relatively small, with only 40 protein molecules in the simulations box. An atomistic representation has been used in Brownian dynamics simulations of concentrated protein solutions, 27, 28 but these simulations have not been used for calculating phase equilibria.
We have developed a fast Fourier transform (FFT)-based method for Modeling Atomistic Protein-crowder interactions (FMAP) to calculate the excess chemical potential (μ ex ) for inserting a protein molecule into a crowded (i.e., concentrated) solution of macromolecules. 29, 30 FMAP implements the Widom insertion 31 but with enormous gain in computational speed arising from the key idea of expressing intermolecular interactions as correlation functions and evaluating these functions via FFT. Compared to that in a brute-force implementation of the Widom insertion, FMAP produced over 4 orders of magnitude in speed up for calculating excess chemical potentials of atomistically represented proteins. 29 We further found that numerical errors arising from using relatively large grid spacing in discretizing for FFT can be compensated by modest adjustment of the interaction energy parameters; therefore, accurate results can be achieved at low computational cost. 30 These features position FMAP well for calculating the chemical potentials and phase equilibria of atomistically represented protein solutions.
For simple molecular fluids, Monte Carlo simulation is the method of choice in phase calculations, which has resulted in a detailed understanding of the phase behaviors of these systems. A state of the art method, namely, grand canonical transition matrix Monte Carlo (GCTMMC), produces a histogram of particle numbers in a single simulation run at a fixed chemical potential (μ), volume (V), and temperature (T). 1 With appropriate reweighting, histograms of particle numbers at other chemical potentials, in particular, the one corresponding to phase coexistence, can be obtained. 32 In this way, the phase diagram can be constructed by repeating the simulations at different temperatures. In simulations of relatively large systems of Lennard-Jones fluids, metastable configurations such as droplets near the gas phase, slabs near the critical density, and bubbles near the liquid phase, have been observed. 2 At coexistence, the chemical potentials of the two phases are equal. Hence, calculating the chemical potentials constitutes a conceptually simple route to calculating phase equilibria. The chemical potential can be separated into an ideal part and excess part
The ideal part results from dispersion of the molecules in a given volume
where k B is Boltzmann's constant, ρ is the molecule number density, and ρ 0 is an unimportant constant. The excess part accounts for the intermolecular interactions and can be obtained by free energy perturbation methods such as the Widom insertion, 31 particle deletion, and combinations thereof. According to Widom's original formulation,
where β = (k B T)
, ⟨ ··· ⟩ N denotes averaging over a simulation at fixed particle number N (thus mimicking the canonical ensemble) and U int is the interaction energy of a particle that is fictitiously inserted into the N-particle system. Hereafter, this formulation of μ ex is referred to as EXP. Combinations of particle insertion and deletion steps can improve the convergence and robustness of μ ex . 33−35 In the overlap sampling (OS) method, one obtains μ ex as the free energy difference between a half insertion step and half deletion step,
where U int /2 in the numerator represents the energy for inserting a "half" particle into the N-particle system and −U int /2 in the denominator represents the energy for deleting a "half" particle from the (N + 1)-particle system. In the Bennett acceptance ratio (BAR) method, 33−35 to minimize the variance of the μ ex estimate, weights are introduced to the two Boltzmann factors,
where
int int (6) and the parameter C therein is in turn related to μ ex , as well as the number of insertion attempts, n 0 , and the number of deletion attempts, n 1
Hence, eqs 5−7 have to be solved iteratively to find μ ex . Lomakin et al. 17 and Vortler et al. 36 implemented the Widom insertion (the EXP version) in Monte Carlo simulations of square-well fluids to obtain the chemical potentials at various densities. The subcritical chemical potential versus density isotherms were used to calculate the corresponding gas−liquid coexistence densities and chemical potentials by means of the Maxwell equal-area rule. This approach, although conceptually straightforward, is not widely used in practice because of the significant computational expenses. In a brute-force implementation of the Widom insertion, most insertion attempts encounter strong particle−particle repulsion and the chance of inserting into the rare cavities large enough to accommodate the inserted particle in a dense fluid is extremely small, and yet it is the latter insertions that make the dominant contribution to the excess chemical potential. 37 Recently, an effort to speed up the calculation by graphics processing units was reported. 35 In FMAP, our FFT-based implementation of the Widom insertion, we obtain U int values for inserting a particle at all points on a uniform grid covering the simulation box of the Nparticle system, thereby allowing for accurate calculation of μ ex . Potentially, FMAP may hold a breakthrough for phaseequilibrium calculations.
In this paper, we demonstrate this potential of FMAP in a proof-of-concept study of Lennard-Jones fluids. In line with our previous study, 29 we find that FMAP produces significant speed up for treating particle insertion, especially for large system sizes. We combine the FMAP-enabled insertion with particle deletion to calculate μ ex according to the OS and BAR methods. We then use the Maxwell equal-area rule to locate the gas− 39 a macromolecular solution is equivalent to a fluid of the macromolecules alone when the interactions of the latter molecules represent potentials of the mean force with the solvent degrees of freedom averaged out. For example, the expansion for osmotic pressure in powers of the solute concentration is completely analogous to the virial expansion of the pressure of a molecular fluid. Similarly, the liquid−liquid phase separation of a macromolecular solution is analogous to the gas−liquid coexistence of a molecular fluid.
3 Therefore, in exactly the same way as that for calculating gas−liquid phase equilibria of molecular fluids, the FMAP method can be applied for calculating liquid−liquid phase equilibria of macromolecular solutions, as long as interactions of solute molecules account for the solvent implicitly.
Importantly, the FMAP-enabled gain in computational speed in treating particle insertion increases drastically as the molecules become more complex, leading to many orders of magnitude in speed up for atomistically represented proteins. 29, 30 With the computational cost of particle insertion reduced to a feasible range, even for atomistically represented proteins, it is anticipated that configurational sampling of the N-particle and (N + 1)-particle systems for a protein solution may present a remaining obstacle. Although Brownian dynamics simulations of such systems appear promising, 27, 28 it may well be that cruder treatments are necessary for more exhaustive configurational sampling (e.g., to break up transient clusters). To explore how configurations that cover the configurational space fully but with inexact population impact the accuracy of phase diagram calculations, we use simulations run at a temperature above the critical temperature to generate the whole phase diagram and find that the EXP method, involving only particle insertion, is more tolerant of imperfection in the configurational population than the OS and BAR methods. We apply the forgoing ideas to γII-crystallin solutions, with the protein molecules represented at the allatom level, and report the first such results for the liquid−liquid coexistence curve. Together, these results suggest that FMAP may open the door to accurate determination of phase equilibria for macromolecular mixtures, such as protein− protein mixtures and protein−RNA mixtures that are known to undergo a liquid−liquid phase separation, both in vitro and in vivo.
■ METHODS
Monte Carlo Simulations. We ran conventional Metropolis Monte Carlo simulations of Lennard-Jones fluids in the canonical ensemble (i.e., constant NVT) to generate particle configurations for insertion and deletion. Each system started with a prescribed number of particles on the grid points of a cubic lattice. Rather than the full Lennard-Jones potential
where r, σ, and ε denote the interparticle distance, particle diameter, and energy well depth, respectively, we used a shiftedforce form where r c denotes the cutoff distance and a prime denotes a derivative. The periodic boundary condition was applied and treated by the minimum image convention. For simplicity, we use reduced units, that is, σ = 1, ε = 1, and k B = 1. As a result, all temperatures listed below are scaled by ε/k B , and all number densities scaled by σ −3
. The cutoff distance chosen was 2.5; for this choice, the reported critical temperature, T c , was 0.937. 40 The side length of the cubic simulation box was 8 in all of the simulations. Simulations were run at six subcritical temperatures ranging from 0.65 to 0.90, at an increment of 0.05. At each temperature, a total of 15 N-particle systems were simulated for insertion, with N ranging from 30 to 450 (at an increment of 30) and, correspondingly, the number density ranging from 0.059 to 0.879. In parallel, the same number of (N + 1)-particle systems were simulated for deletion.
At each Monte Carlo simulation step, a particle was randomly chosen for a trial move. The displacement of the move in each direction was random, with a uniform distribution limited to a maximum displacement of 1.2. The trial move was accepted with the probability min[1,exp(−βΔU int )], where ΔU int is the change, upon the trial move, in the interaction energy of the chosen particle with the other particles in the simulation box. The actual acceptance rates for the trial moves ranged from 0.89 to 0.21 in the simulations at low and high densities. For each system, 2 million steps were used for equilibration; the average interaction energy per particle reached equilibrium over a much smaller number of steps. Afterwards, 20 million steps were used for collecting configurations for particle insertion and deletion.
Brute-Force Insertion and Deletion. Configurations were collected at intervals of 10 000 steps from the simulations of the N-particle and (N + 1)-particle systems for insertion and deletion, respectively. For brute-force insertion (referred to as Ins hereafter), a particle was randomly placed into any location in the simulation box and its interaction energy with the N particles was calculated. In each of the 2000 configurations collected, a total of 512 000 (see below) fictitious insertions were made. For deletion, a particle was randomly selected and its interaction energy with the other N particles was calculated. In each of the 2000 configurations, 10 000 fictitious deletions (equivalent to one deletion per Monte Carlo simulation step) were made.
FMAP-Enabled Insertion. The same 2000 snapshots collected for each system were used for FMAP-enabled insertion. In FMAP, the interaction energy of the inserted particle with the N-particle system is expressed as a correlation function. 29, 30 For the present case, if the inserted particle is located at r and the N particles are located at r i , i = 1−N, then the interaction energy is 
The Journal of Physical Chemistry B Article which is akin to the interaction of an "electric" potential field, u(r), with an "electric" charge distribution, q(r). Equation 10 highlights the fact that the interaction energy is expressed as a cross correlation of u(r) and q(r). Both of the latter functions are discretized on a cubic grid, and their correlation is evaluated via FFT, according to the well-known theorem that the correlation of two functions in direct space corresponds to the product of the two functions in Fourier space. The discretization of u(r) is straightforward, whereas the discretization of q(r) entails "distributing" the Lennard-Jones particles (represented by the delta functions in eq 10) to the grid points. Following our previous work, 29, 30 each LennardJones particle was distributed to the eight grid points forming the smallest enclosing cube, with weights according to trilinear interpolation. The discretization incurs numerical errors. Again, following earlier work, 30 these errors were corrected by scaling the parameters of the energy function. Specifically, ε was scaled by a factor λ, and simultaneously, σ was scaled by the factor 6/ (λ + 5). For the grid spacing of 0.1 used, benchmarking against results from brute-force insertion allowed us to determine the appropriate λ value to be 1.06.
The discretization of u(r) was done once and its Fourier transform used for all 2000 configurations of each system. For each configuration, the discretized version of q(r) was Fourier transformed, and the product of the two Fourier transforms was then transformed back to direct space. The results are the values of U int (r) at all 80 3 = 512 000 grid points. In other words, each FMAP-enabled insertion calculation is equivalent to brute-force insertions into 512 000 locations.
Excess Chemical Potential Calculations. The interaction energies from insertion (either Ins or FMAP-enabled) and deletion were used to calculate the excess chemical potential according to three methods: EXP, OS, and BAR. The EXP and OS calculations were performed on the fly, but for the BAR calculations, we saved the interaction energies in the form of histograms (to avoid having to save the large number of actual interaction energies). The histogram bin width was 0.001, and the lower and upper bounds were −100 and 100, respectively, for the insertion energy and negative of the deletion energy. The iteration of eqs 5−7 was started with the μ ex value of the OS method and terminated when the change in parameter C was less than 0.001.
Errors in μ ex were estimated using a Python code, written by J. Fung, R. W. Perry, and T. G. Dimiduk (https://github.com/ manoharan-lab/flyvbjerg-std-err/), that implements Flyvbjerg and Petersen's block decorrelation technique 41 and also reports convergence of the error estimate. For a given method (e.g., FMAP/BAR) for calculating μ ex , the input to the error estimate consisted of μ ex values calculated by that method on blocks of snapshots with a given block size. For example, blocks with size 10 were composed of snapshots 1−10, 11−20, etc.
Polynomial Fitting of Excess Chemical Potentials. The excess chemical potential as a function of number density was fit to a fifth-order polynomial
which effectively is a truncated virial expansion. 42 (Similar forms of fitting were used by Lomakin et al. 17 and Vortler et al. 36 ) The first coefficient, b 1 , in theory is equal to twice the more commonly known second-order coefficient, B 2 , of the virial expansion of pressure (P). The latter coefficient in turn is given by a Mayer cluster integral
The full chemical potential is the sum of the excess part and the ideal part (see eqs 1 and 2). The resulting μ−ρ relation constitutes isotherms in the μ−ρ plane.
■ RESULTS AND DISCUSSION
Isotherms in the μ−ρ Plane. In Figure 1 , we display the values of the excess chemical potential at 15 number densities for T = 0.65. The results of brute-force insertion (Ins) are reproduced well by FMAP-enabled insertion. From here on, we will focus on the latter results. Among the three methods of combining insertion and deletion, as expected, the standard errors are the lowest for BAR, intermediate for OS, and highest for EXP. Comparing OS and EXP, it is apparent that, at high ρ in particular, including deletion significantly reduces the error in μ ex . It also significantly speeds up the convergence of calculated μ ex . The value of μ ex becomes very stable after 6 million Monte Carlo simulation steps (of a total 20 million steps; Figure S1 ). Similar results were obtained at five higher temperatures. Figure 2A displays the polynomial fit of the FMAP/BAR results for the μ ex dependence on ρ at T = 0.65. The data agree with the fit very closely. We also checked the value of the firstorder coefficient, b 1 , against the theoretical value, 2B 2 (with B 2 given by eq 12; Table S1 ). The agreement between b 1 and 2B 2 is moderate at the lowest temperature studied, with a 20% discrepancy. This discrepancy at lower temperatures can partly be attributed to stronger effects of interparticle interactions, upon scaling by k B T. As a result, the higher-order terms in the expansion of μ ex in terms of ρ can be important, and truncation at the fifth order can lead to deviation of b 1 from 2B 2 . The agreement improves at higher temperatures, with the discrepancy decreasing to 8% at T = 0.90. Figure 2B shows the isotherm in the μ−ρ plane, featuring a "van der Waals loop" (see next), after adding the ideal part.
Chemical Potential and Densities at Gas−Liquid Coexistence. In a certain temperature range, isotherms for Lennard-Jones fluids on the PV diagram are theoretically expected to be nonmonotonic and contain a van der Waals loop. The pressure approaches zero at very large volumes. When the volume first decreases, the pressure increases, as expected from the ideal gas law. When the volume decreases more, such that the average interparticle distance is around σ and the particles experience appreciable attraction toward each other, the pressure decreases. When the volume decreases even further, the particles start to repel each other, and finally, the pressure increases again, ultimately to infinity.
The van der Waals loop can be observed on a small system of Lennard-Jones particles, which maintains homogeneity in particle dispersion when the volume varies over a wide range. However, for a macroscopic system, in the density region where the van der Waals loop is expected, the particles separate into two phases, one with low density (hence the gas phase) and the other with high density (hence the liquid phase). Maxwell 43 recognized that these two densities correspond to the end points of a horizontal (i.e., constant V) line segment that crosses (the portion of the isotherm that we now call) the van der Waals loop in such a way as to enclose equal areas above and below. In effect, as would be required for the coexistence of the gas and liquid phases, the difference in Gibbs free energy (G) between the two end points of the line segment is zero, because this difference equals the sum of the two areas (with a positive sign for the one above and a negative sign for the one below). The vertical height of this line segment is the pressure at coexistence. This approach is known as the Maxwell equalarea rule.
As illustrated by Figure 2B , isotherms in the μ−ρ plane can also contain a van der Waals loop. An analogous Maxwell equalarea rule can also be used to locate the phase coexistence condition. On the basis of the following relation, valid at constant temperature,
we find the difference in pressure between the end points of a horizontal line segment crossing the van der Waals loop in the μ−ρ plane to be
If the height of the horizontal line segment is chosen such that the areas enclosed above and below are equal, then the integral on the right-hand side of eq 13b is zero and hence P 2 = P 1 ; then, this height is the chemical potential, μ co , at gas−liquid coexistence, and the two end points correspond to the number densities of the two phases, ρ g and ρ 1 . Using the foregoing Maxwell equal-area rule ( Figure 2B ), the value of βμ co is found to be −4.659, and the number densities of the gas and liquid phases are 0.0117 and 0.759, respectively, at T = 0.65. These agree very well with the corresponding GCTMMC results, 38 with βμ co = −4.655, ρ g = 0.0113, and ρ 1 = 0.762. Table 1 (under the heading "Maxwell"), and the phase diagram in the temperature-density plane is displayed in Figure 3 . Overall there is very good agreement with the GCTMMC results, 38 although a mild discrepancy appears at higher temperatures. This discrepancy is not due to any insufficient elimination of the discretization error of FMAP-enabled insertion; results calculated by brute-force insertion also show a growing, but mild, trend of deviation from the GCTMMC results at higher temperatures ( Figure S2 ).
Instead, we attribute a major part of the discrepancy to differing manifestations of system size effects in our calculations based on canonical ensemble (i.e., constant NVT) simulations and in those based on grand canonical Monte Carlo (GCMC) (i.e., constant μVT) simulations. Recall that in our calculations phase coexistence is identified by choosing the height of a line, μ = μ co , that intersects the isotherm in the μ−ρ plane with equal areas enclosed, so as to ensure pressure equality between the two phases; the two outer intersection points give the gas and liquid number densities. In GCMC, one builds a histogram of particle numbers at some chemical potential and reweights it to obtain the histogram at μ = μ co , which has equal populations under the peaks representing the gas and liquid phases. 1, 44 This equal-population rule is meant to ensure pressure equality between the two phases. Furthermore, the gas and liquid number densities are calculated as population averages in the two phases. Below, we show that the isotherm in the μ−ρ plane can be used to construct a grand canonical histogram of particle numbers. In doing so, we reveal that both the enforcement of pressure equality and the determination of gas and liquid number densities are done in subtly different ways under the Maxwell equal-area rule and GCMC equal-population rule.
According to statistical mechanics, the grand canonical histogram of particle numbers is given by
where Q(N, V, T) is the canonical partition function and Ξ(μ, V, T) is the grand canonical partition function. Taking the logarithm of both sides and noting ln Q(N, V, T) = −βF, where F denotes Helmholtz free energy, we have , , ) ln ( , , ) (15) As in the canonical ensemble μ = ∂ ∂ ( )
, under constant V and T we can express F as an integral of μ(N, V, T) over N (or, equivalently, over ρ). Consequently
which constitutes our recipe for constructing the grand canonical histogram of particle numbers and involves integrating our canonical ensemble chemical potential over N (the first term on the right-hand side). The second term is a reweighting factor that allows the histograms to be obtained for different chemical potentials, 32 whereas the third term corresponds to a normalization constant. We call this approach pseudo-GCMC.
The pseudo-GCMC histograms of particle numbers at T = 0.90 are displayed in Figure 4 for two choices of μ in the second term on the right-hand side of eq 16. One (black curve; μ = −2.99704) follows the Maxwell equal-area rule, which results in equal peak heights. The other (red curve; μ = −2.99747) follows the GCMC equal-population rule, which means equal areas under the two peaks of the histogram. Moreover, the gas and liquid number densities determined by the Maxwell equalarea rule correspond to the two N values (indicated by black vertical dashes) at which the peaks occur, whereas these densities determined by the GCMC equal-population rule correspond to the population averages (indicated by red Histograms of particle numbers constructed by the pseudo-GCMC approach at T = 0.90, illustrating subtle differences between the two methods of determining phase coexistence properties. Application of the Maxwell equal-area rule leads to the black curve, with equal peak heights, for the histogram and peak positions (indicated by black vertical dashes) for the gas and liquid number densities. Application of the GCMC equal-population rule leads to the red curve, with equal areas under the peaks, for the histogram and population averages (indicated by red vertical lines) for the gas and liquid number densities.
The Journal of Physical Chemistry B Article vertical lines). For a macroscopic system, the two peaks of the histogram are infinitely sharp and symmetric so that the phase coexistence results determined by these two methods would be indistinguishable. However, for the finite-size systems studied here, the peaks become broad and asymmetric at high temperatures, giving rise to mild differences in the phase coexistence properties determined by the two methods. The pseudo-GCMC results are also listed in Table 1 . Overall, the mild discrepancy arising from finite-size effects (and other factors) notwithstanding, the good agreement with the GCTMMC results provides strong validation of our FMAPbased approach to phase equilibrium calculations.
One may suggest further repressing the mild finite-size effects observed here by increasing the system size. Unfortunately, as the system size increases, the van der Waals loop becomes less prominent.
2 Hence, there is a limit to how much the system size can be increased. Similarly, the histograms of particle numbers become harder to converge in GCMC simulations when the system size is increased.
Gain in Computational Speed. To simplify the comparison of computational costs, we use the calculation of a pair interaction as the cost unit. Monte Carlo simulation moves, brute-force insertion, and deletion can all be measured in this unit. However, FMAP-enabled insertion does not involve directly calculating pair interactions. Whereas the cost of brute-force insertion increases in proportion to the number of particles in the system, the cost of FMAP-enabled insertion remains the same for all system sizes. FMAP-enabled insertion into each of the 2000 selected configurations produces interaction energies at 512 000 positions (i.e., equivalent to that many brute-force insertions), but the cost is equivalent to just 10 000 brute-force insertions into a system with 180 particles. Hence, there is a 51.2-fold gain in speed over that of brute-force insertion for that system size, and the gain further increases as the system size increases.
We list in Table 2 the costs of calculating the phase equilibrium at a single temperature by three methods. With brute-force insertion, the total cost is equivalent to 4.04 × 10 12 pair interaction calculations, of which the bulk, that is, 3.69 × 10 12 pair interaction calculations, is due to the insertion part. With FMAP, this cost item is reduced by 68.3-fold, whereas the other two cost items, deletion and Monte Carlo move, remain the same, and the latter item now rises to be the major contributor to computational cost. The effect of FMAP is to reduce the total computational cost by 10-fold.
As explained above, our approach to phase equilibrium calculation, i.e., applying the Maxwell equal-area rule on canonical simulations, is, in practice, very similar to the common GCMC approach based on the equal-population rule. In this connection, we expect that the computational cost of our approach, when brute-force insertion is used, is comparable to the computational cost of the GCMC approach. The expectation is borne out by the cost for a typical GCTMMC setup, 38 with a total of 2.23 × 10 12 pair interaction calculations required per temperature ( Table 2) . By comparison, our approach, with insertion accelerated by FMAP, incurs only 18% of the computational cost of GCTMMC.
Importantly, the gain in computational speed afforded by FMAP in treating insertion increases dramatically as the particles become more complex. 29, 30 This is because the cost of FMAP calculations, with the particles mapped to a grid, remains the same when the level of details in representing the particles is increased. That is, whether the particles are represented by a single atom, as for Lennard-Jones fluids, or thousands of atoms, as for protein molecules, FMAP costs the same. This feature is manifested in a small way by the aforementioned constancy in the cost of FMAP-enabled insertion for all system sizes. Previously, we have demonstrated that FMAP can produce over 4 orders of magnitude in speed up over brute-force insertion for atomistically represented proteins. 29 We anticipate that FMAP will reduce the computational cost of particle insertion to a feasible range, even for atomistically represented proteins, in phase equilibrium calculations (see below).
Tolerance of Imperfection in Configurational Population. As noted above and shown in Table 2 , with FAMP substantially cutting the computational cost of insertions, configurational sampling by Monte Carlo moves becomes the computationally most expensive item. We anticipate that this situation will also hold true in studies to calculate phase diagrams of atomistically represented protein solutions (see below). Configurational sampling of such systems has been done by Brownian dynamics simulations, 27, 28 but full coverage of the configurational space may require cruder treatments, for example, to break up transient clusters. The resulting configurations may cover the configurational space fully but with an inexact population. Below, we report some preliminary results on how an inexact configurational population impacts the phase diagram for the systems studied here.
To mimic fast sampling that results in full coverage of the configurational space but with an inexact population, we ran Monte Carlo simulations to generate configurations at T = 1.0, which is above the reported critical temperature of 0.937. 40 We used these same configurations for insertion and deletion for all six subcritical temperatures to calculate excess chemical potentials and the whole phase diagram. Specifically, the interaction energies for insertion and deletion were calculated once and stored as histograms. Different β values for the corresponding temperatures were then used in eqs 3−5 to obtain μ ex according to the EXP, OS, and BAR methods, respectively. We note in passing that the particular imperfection studied here in configurational population can in theory be a Simulations spanned a range of N from 1 to 400, with 20 million steps at each N. 38 Each step was one of three choices: move, insertion, or deletion, with probabilities of 0.4, 0.3, and 0.3, respectively.
b Parallel simulations were run for N-particle and (N + 1)-particle systems for 15 N values ranging from 30 to 450 (at an increment of 30). For each system, 20 million steps were simulated. At intervals of 10 000 steps, 512 000 insertions (or the equivalent amount by FMAP) and 10 000 deletions were made.
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As Figure 5A shows, the EXP method, involving only particle insertion, is the best at tolerating imperfection in configurational population, followed by BAR and then OS. The deletion contribution to μ ex is dominated by deletions of particles that form strong favorable interactions with neighboring particles; such configurations are undersampled in the high-temperature simulations, leading to underestimation of the magnitude of μ ex . These erroneously calculated deletion contributions are heavily weighted in OS but are tempered in BAR. Thus, we conclude that in cases in which the configurational population is inexact EXP should be the preferred method for calculating μ ex . Figure  5B shows that the phase diagram determined by FMAP/EXP using the configurations from the high-temperature simulations agree reasonable well with the GCTMMC benchmark.
Liquid−Liquid Coexistence Curve of γII-Crystallin Represented at the All-Atom Level. We applied the preceding idea of using FMAP/EXP on one set of configurations to calculate the liquid−liquid coexistence curve of the γII-crystallin solution. The phase diagram of this system has been determined experimentally 46 and has been the subject of computational and theoretical studies using a spherical representation of protein molecules. 17, 21 Here, we represented γII-crystallin at the all-atom level. The protein structure was from Protein Data Bank entry 1AMM, 47 with hydrogens added and AMBER charges assigned using the PDB2PQR sever 48 (protonation states according to PROPKA 49 for pH 7). Our potential function, as described in previous work, 30 consisted of Lennard-Jones potentials for modeling steric, van der Waals, and hydrophobic interactions and Debye−Huckel potentials for modeling electrostatic interactions between protein molecules (at ionic strength 0.24 M). The energy parameters were the same as those in the previous work, except that the overall scaling factor of the Lennard-Jones potentials was slightly adjusted (to 0.156) and the overall scaling factor of the Debye− Huckel potentials was dependent on protein concentration ρ (increasing by 2-fold as ρ increased from zero to infinity), to model the decrease in the dielectric constant of the solution with increasing ρ. To finesse the difficulty in configurational sampling, we used the 2000 configurations collected for Lennard-Jones fluids at T = 1.0 and a given ρ as the basis for generating protein configurations in a γII-crystallin solution. Each Lennard-Jones was replaced by a protein molecule with a random orientation; the side length of the simulation box was equated to 324 Å, such that 450 molecules in the box translated to a concentration of 461 mg/mL. For FMAP calculations, the simulation box was discretized at a grid spacing of 0.6 Å, resulting in 1.57 × 10 8 voxels. The FMAP/EXP calculations for 2000 protein configurations took approximately 7 h on 16 cores of two Intel Xeon E5-2650 2.6 GHz CPUs. FMAP-enabled insertion was repeated 10 times, each with a different orientation for the test protein; the histograms of interaction energies from the 10 repeats were merged. For a series of temperatures, μ ex was calculated from these histograms, and its dependence on ρ was fit to eq 11, and the liquid−liquid coexistence densities were determined according to the Maxwell equal-area rule.
50,51
In Figure 6 , we compare the calculated liquid−liquid coexistence curve with the experimental result. The calculation shows good agreement with the experiment for the lowconcentration branch but underestimates the protein concentrations of the upper branch. The potential function used here has not been carefully parameterized for modeling interprotein interactions in protein solutions. So, it is possible that finetuning the parameters may lead to broadening of the liquid− liquid coexistence curve. However, our preliminary study suggests another likely source for the insufficient broadness. The underestimation of protein concentrations in the upper branch apparently can be traced to a rapid rise in the contribution of the steric part of the potential function to μ ex . Our preliminary explicit-solvent molecular dynamics simulations of concentrated protein solutions show that protein molecules tend to form clusters. Cluster formation would result in more free space than that in a more uniform distribution of protein molecules, such as those generated on the basis of configurations of Lennard-Jones fluids, and thereby slows down the rise in the contribution of the steric part of the potential function to μ ex at high protein concentrations. As a possible extension of the idea of using simulations at one temperature to calculate phase coexistence properties at other temperatures, simulations for one protein system may be used, after homology modeling, for calculations on mutants or homologous proteins. In particular, homologous proteins can have very different critical temperatures for liquid−liquid phase separation. Such examples include antibodies 52 and γ-cystalins. 46, 53 Although some of the differences in phase behaviors can be qualitatively rationalized by differences in protein surface properties, 53 it will be interesting to quantitatively analyze these potential correlates by methods and ideas presented in this study.
■ CONCLUSIONS
We have presented a proof-of-concept study to demonstrate the potential of FMAP as a fast method for calculating phase equilibria. We have shown that the common GCMC approach for such calculations is equivalent, both operationally and in computational cost, to applying the Maxwell equal-area rule to isotherms in the μ−ρ plane, with μ determined by brute-force particle insertion and deletion. FMAP drastically reduces the computational cost of particle insertion, especially for complex molecules including proteins, such that the burden shifts to configurational sampling. We have also explored ideas to maximize the use of configuration samples, for example, for calculating phase-coexistence properties at multiple temperatures, and presented the first results for the liquid−liquid coexistence curve of γII-crystallin represented at the all-atom level. 
