Joint extraction of entities and their relations from the text is an essential issue in automatic knowledge graph construction, which is also known as the joint extraction of relational triplets. The relational triplets in sentence are complicated, multiple and different relational triplets may have overlaps, which is commonly seen in reality. However, multiple pairs of triplets cannot be efficiently extracted in most of the previous works. To mitigate this problem, we propose a deep neural network model based on the sequenceto-sequence learning, namely, the hybrid dual pointer networks (HDP), which extracts multiple pairs of triplets from the given sentence by generating the hybrid dual pointer sequence. In experiments, we tested our model using the New York Times (NYT) public dataset. The experimental results demonstrated that our model outperformed the state-of-the-art work, and achieved a 17.1% improvement on the F1 values.
I. INTRODUCTION
Joint extraction of entity mentions and their relations from unstructured text is an important task in information extraction (IE) and natural language processing (NLP). It is also an essential issue in automatic construction of the knowledge graph. Generally, one pair of entities and their relation are defined as a relational triplet [1] , likes <Paris, France, Located_in>.
In the traditional way of extracting relational triplets, the named entities are recognized first [2] and then their relations are classified [3] , which is called the pipeline manner. The pipeline method is easy to used, but it lacks the interaction between two sub-tasks, resulting in the errors propagation [1] . However, the relation between two entities usually closely related to the entity itself. Some recent studies have shown that joint extraction of entities and their relations achieve a promising performance than the pipeline manner. But most of the joint models [4] , [5] , [6] , [7] extract entities The associate editor coordinating the review of this manuscript and approving it for publication was Zhanyu Ma . and relations separately only to achieve joint learning through parameter sharing. The parameter sharing method generates a large amount of redundant information, and the association features between entities and relations cannot be fully exploited.
Differently, the joint decoding based method directly simulates the association between entities and relations. Zheng et al. [8] designed a tagging scheme for joint tagging the entities and their relations. Since an entity has only one relation tag, it fails to deal with the entity overlapping situation that one entity involved with multiple triplets as shown in Fig. 1 . Wang et al. [9] modelled entities and relations into the directed graph, and extracted multiple pairs of triplets by joint decoding. Similarly, they assumed that overlapping edges cannot be existed in two identical nodes, so the directed graph modeling method cannot deal with the relation overlapping between two entities.
The method proposed by Zeng et al. [10] is an effective solution for the overlapping problem, but it fails to extract the multi-word entity, which is not comprehensive in the joint extraction. Therefore, we propose a hybrid dual pointer model named HDP (Hybrid Dual Pointer model), see Fig. 2 , which can jointly extract multiple pairs of triplets under the overlapping issue, and break the constraint that the multi-word entity cannot be extracted.
In this paper, the joint extraction of multiple pairs of relational triplets is converted into the sequence generation problem, entities and relations are serially associated for joint decoding relational triplets. Our proposed model uses the sequence-to-sequence learning mechanism, including an encoder for encoding semantic representation vectors, and a decoder for generating multiple pairs of triplets. In particular, for each triplet, the hybrid dual pointer network is adopted to jointly extract one pair of entities and their relation. In the hybrid dual pointer network, there is a dual pointer predictor and a relation predictor. The dual pointer predictor is used to extract entity mentions, including single-word entity and multi-word entity. And the relation predictor is used to predict a semantic relation between two entities, where the relation is from the predefined relation set. Inspired by the fact that the entity mention is started at a specific position in the sentence and with a continuous span, we extract entities by the dual pointer to predict the positions of entities, which reduces the information redundancy. Besides, in order to fit the overlapping issue, our serialized HDP model imposes no restrictions on entities and relations, i.e. one entity would repeatedly participate in different triplets and an entity pair would also repeatedly form different relational triplets. The contributions of this paper are summarized as follows:
• We propose a hybrid dual pointer network model for joint extraction of the relational triplet.
• By converting the multiple triplets extraction into sequence generation, our proposed model can extract multiple triplets in sentence under the overlapping issue.
• Experimental results on the NYT public dataset show that our model achieved the state-of-the-art performance in the multiple triplets extraction task.
II. RELATED WORKS
Joint extraction of entity mentions and relations, which aims to extract entity mentions and their sematic relation from the given unstructured text. Most of the existing methods are divided into two categories: one is pipeline manner and another is joint extraction manner.
The pipeline manner separates the joint extraction task into two subtasks, which first identifies the named entities (NER) [2] and then classifies the relation (RC) [3] between two entities. Although the pipeline manner is easy to implement, it ignores the relevance of entity extraction and relation prediction.
Different from the pipeline manner, the joint extraction manner which simultaneously extracts the entity mentions and their relation, and the outputs are the relational triplets [1] . Moreover, the joint extraction models include manual feature based models and automatic feature models. The manual feature based model [1] , [11] relies on the existing NLP tools (e.g., POS taggers, syntactic parsing) and handcraft engineering for constructing complex features which make it difficult to be applied in large-scale applications. In contrast, the neural networks based models have the advantages of automatic feature extraction. The recurrent neural networks (RNN) [12] , the convolutional neural networks (CNN) [13] , the tree structured long short-term memory neural networks (Tree-LSTM) [4] , etc. are often used to extract the specific features for relational triplets extraction. Among them, the RNN is able to encode linguistic and syntactic properties of text sequences, the CNN performances better at capturing local semantic information, and the Tree-LSTM is used to replace the dependency parsing tools to encode semantic dependencies between words in sentences. Despite these, most of the above joint models actually extract the entities and relations in separate modules, achieving jointly extract triplets only by sharing parameters between sub-modules in models [4] , [5] , [6] , [7] .
Differently, Zheng et al. [8] and Wang et al. [9] straightly stimulate the association between entities and relations by a joint decoding manner. Zheng et al. [8] used a joint tagging scheme for joint extracting entities and its relations, and Wang et al. [9] modeled the entities and relations into a directed graph to extract the relational triplets.
In this paper, our method is also based on joint decoding manner and adopts the Transformer [14] encoder for automatic feature extraction. The Transformer is able to encode text through an attention mechanism, which was successfully applied in the neural machine translation task. Besides, our model uses a pointer mode which is first proposed by Vinyals et al. [15] for finding planar convex hulls. Some natural language processing studies also use the pointer mode, such as See et al. [16] use the pointer to get the locations of the keywords for the text summarization, Gulcehre et al. [17] solve the OOV (out of the vocabulary) word problem in the neural machine translation task by the pointer mode.
III. MODEL
The proposed mode is composed of two parts, an encoder and hybrid dual pointer (HDP) based decoders, the overall structure is shown in Fig. 2 . The HDP based decoders in the model which includes a head pointer predictor, an offset pointer predictor and a relation predictor. And multiple FIGURE 2. The architecture of the hybrid dual pointer (HDP) model. The model is composed of an encoder layer for encoding the given sentence and a decoder layer for extracting the relational triplets. The decoders of the HDP model include a head pointer predictor, an offset pointer predictor and a relation predictor. Multiple relational triplets are extracted by the sequence based HDP decoders. Given an input sentence ''Paulina Fischer Kernberg was born in Santiago, Chile. '', the decoder generates the dual pointers(i.e. head pointers and offset pointers) and relations to extract the relational triplets. One dual pointer is used to extract one entity. For example, the entity ''Paulina Fischer Kernberg'' begins in '0' position, the offset length is 2 (2=2-0). Then the decoder generates a head pointer '0' and an offset pointer '2'. relational triplets are extracted by the sequence based hybrid dual pointer decoders.
A. ENCODER
Two types of encoders, Bi-LSTM and Transformer, are used in the model.
1) BI-LSTM ENCODER
The Bi-LSTM (Bi-directional Long Short-Term Memory) encoder is composed of a forward LSTMs and a backward LSTMs which is able to capture longer distance dependencies features. For a sentence S of length n, S = {s 1 , s 2 , · · · , s n }. We use the word embedding w n as the distributed representation for each token s n , and the dimension of w n is d w . Then the sentence S is mapped into a real-value embedding matrix X = {x 1 , x 2 , · · · , x n }, X ∈R n×d w , which is the inputs vector for the Bi-LSTM encoders. Then, given an embedding matrix of a sentence X = {x 1 , x 2 , · · · ,x n }, the Bi-LSTMs encoders output the semantic encoding vectors H 1 = {h 1 1 , h 1 The dimension of w n and p n are d w and d p . We concatenate them as the final embedding representation x n for token s n . Then a sentence S is mapped into an real-value embedding matrix X = {x 1 , x 2 , · · · , x n }, X ∈R n×(d w +d p ) , which is the inputs vector for the transformer encoder. We use the transformer encoder refers to [14] . Based on multi-head self-attention mechanism, the transformer encoder is capable of capturing association between each sequence tokens. We adopt the transformer encoder by stacking N numbers of blocks, whose architecture is shown in Fig. 3 . There are two main sub-layers in each block, a multi-head self-attention layer and a simple feed forward layer, both with a residual connection and layer normalization. The inputs X is projected into three different types of vectors: key K , value V and query Q. Multi-head attention is calculated as:
Afterwards, the self-attention encoding vectors are converted by a feed forward layer. By stacking N layers Transformer blocks, the outputs of the feed forward layer in the last block are as the final encoding vectors:
In particular, owing to the residual connection in two sub-layers, the dimension of the encoding vector Transformer N (X) is consistent with the input embedding, which is R n×(d w +d p ) .
B. HYBRID DUAL POINTER NETWORK DECODER
The hybrid dual pointer model is used to decode the relational triplets which composed of a dual pointer predictor and a relation predictor. The dual pointer predictor is used to extract entity mentions, and the relation predictor is used to predict a sematic relation between two entities.
1) THE DUAL POINTER PREDICTOR MODEL
The dual pointer predictor includes a head pointer predictor and an offset pointer predictor, where the head pointer corresponds to the begin position of entity in the sentence, and the offset pointer marks the span of the entity. After predicting two dual pointers, two entities are extracted and then a relation is going to be predicted. In the decoding stage, a time step t is usually used to identify a certain decoding moment. Then one relational triplet is extracted by each five steps.
When t % 5 = 0 or 2,(% represents numerical remainder operation, t % 5 = 0, that is t = 0, 5, 10, 15, . . . ) the decoder generates the head pointer, and the probability vector p head = [p head_0 , · · · , p head_n ] is calculated as:
The e j is the encoding vector of each word which comes from the encoding layer. In (9), W head and b head are the trainable variables of weights and biases. In particular, the head pointer predicts a tag ''-1'' after multiple triplets are extracted, so the dimension of W head and b head are both n+1 (n represents the length of the input sentence). u t is entity word encoding vector or relation embedding predicted in the previous step. For example, in the Fig. 2 , the first word 'Paulina' is predict in time step 0, then the encoding vector of 'Paulina' from the encoding layer is copied as u 1 and inputs into next time step. Specially, when t % 5 = 0, relation embedding predicted in the previous step is copied as u t . The α t is the attention weight based on sequence encoding vectors, which is calculated as follows:
The head pointer with the greatest probability is chosen. Similarly, when t%5 = 1 or 3, the decoder generates the offset pointer, given the max span M , the probability vector p offset = [p 0 , · · · , p M −1 ] is calculated as follows:
The o t can be obtained in (15) , and the dimension of W offset and b offset are both M . The offset pointer is chosen with the greatest probability. Therefore, an entity with a continuous span can be extracted by a dual pointer.
2) THE RELATION PREDICTOR MODEL
After predicting two dual pointers, two candidate entities are extracted. Then a relation is predicted to form a relational triplet together with two entities. Similar to the above, when t % 5 = 4, the decoder predicts a relation. Suppose there are a total of N R relations, the probability vector of all possible relations is calculated as follows:
The dimension of W R and b R are both N R . Then, the relation with the maximum probability is predicted.
To sum up, two entities and a relation can be extracted by the hybrid dual pointer network as a relational triplet in each five decoding time steps.
C. JOINT DECODING OF MULTIPLE TRIPLETS
Multiple triplets are generated by the sequence based hybrid dual pointer (HDP) decoders, M numbers of HDP are able to generate M triplets. Notably, the state vectors h 2 t between different steps interact the information not only between entities and relations but also between triplets. Therefore, the multiple triplets are jointly decoded by the proposed model.
D. TRAINING
The model is trained in a supervised way and the log-likelihood of generating sequences is used to optimize the model parameters. The loss function is defined as follows:
−log (p(y t |y <t , θ)).
T is the maximum length of the decoding sequence. θ represents the model parameters. p(y t |y <t , θ) is the maximum probability predicted by the HDP decoder in each time step.
We apply the Adam [18] optimizer to optimize the model with a dynamic exponential decay learning rate l r , and the l r is calculated as follow: (i is number of iterations) l r = Learning Rate * 0.08 i / 1000 .
IV. EXPERIMETNS A. DATASET AND EVALUTION 1) DATASET
We evaluate our model using the public dataset NYT [19] corpus. It is worth emphasizing that we did not use the original test set (Testset-1 in Table 1 .) with 395 sentences, since the majority of which only annotate one triplet and it cannot reflect the real situation of multiple triplets extraction task. In order to better evaluate the performance of multi-triplets extraction, we use the same test set (Testset-2 in Table 1 for t from 0 to T do 2: if (t% 5 = 0 or 2) 3: calculate the attention based context encoding vector c t 4: NYT training set by random sampling and has 1000 sentences, containing a large number of multiple triplets. The rest 65196 data are used to train the model. In the experiments, we divide 1000 samples from the training set, which is used as the development set for adjusting hyperparameters. There are 24 types of relations in the dataset. Further, the numbers of triplets in the training set and the Testset-2 are shown in Table 2 . Finally, all of the experiment results reported below are based on this dataset.
2) EVALUATION
The Micro Precision (Prec.), Recall (Rec.), and F1 score are adopted to report the results. In our experiments, a triplet is considered correct on the condition that the relation type, two entities' boundaries and their orders are all correct.
B. HYPERPARAMETERS SETTINGS
The optimal model hyperparameters of the proposed model are shown in Table 3 . The dimension of word embedding and VOLUME 7, 2019 position embedding are 300 and 100, while the word embedding is initialized by the pre-trained Word2vec vector. 1 The number of Transformer block and attention head are both 4. The hidden size of the transformer is 512. The LSTM cell size of the Bi-LSTM encoders is 200. In the decoders, the LSTM cell size for head pointer, offset pointer and relation are both 400. The hyperparameters T is 25, which means the decoder predicts the maximum number of triplets is 5 (25 / 5 = 5). Basic learning rate of the Adam optimizer is 0.0005.
C. BASELINE MODELS
Our model is compared with several baseline models. The baseline models are divided into two categories: pipeline-based models (FCM [20] , LINE [21] ) and joint extraction models(MultiR [22] , CoType [23] , Tagging Scheme [8] , Graph Scheme [9] , Translation model [24] ). Among the joint extraction models, the Tagging Scheme model and the Graph scheme method are based on joint decoding manner. The MultiR model, CoType model and the Translation model are non-joint decoding models.
The baseline models used in this paper as listed as follows: FCM: FCM model [20] is a relation extraction model, which combines lexicalized linguistic context and word embedding for relation extraction. The NER results are 1 https://code.google.com/archive/p/word2vec/ obtained by the labeled dataset then the FCM is applied to detect the relation for extracting the relation triplets. LINE: LINE [21] model is a network embedding method for relation classification, which is suitable for arbitrary types of information networks, similar to FCM, LINE is only used to classify the relations based on the known entities.
MultiR: MultiR [22] model is a distant supervision method performing sentence-level and corpus-level joint extraction, which uses multi-instance weighting to deal with noisy labels in training data.
CoType: CoType [23] model is a domain independent framework by joint embedding entity mentions, relation mentions, text features, and type labels into vector representations, which formulates extraction as a global embedding problem.
Tagging Scheme: Tagging Scheme [8] model treats joint extraction as a sequential labeling problem using a tagging schema, each entity and its associated relation are jointly marked in a label.
Graph Scheme: Graph scheme [9] modeling entities and relations into directed graphs, entity as a vertex, relation as an edge, and multiple pairs of triplets extracted by joint decoding directed graphs.
Translation model: The Translation [24] model also uses the tagging scheme, but it extracts the relational triplets via ranking with translation mechanism.
D. RESULTS AND ANALYSIS
From the Table 4 , we observe that the joint extraction models (MultiR, CoType, Novel Tagging, Graph Scheme, Translation model) achieve higher F1 values than the pipeline manner models(FCM, LINE), which show joint extracting entities and relations can achieve better performance than traditional pipelined methods. We also observe that our HDP model with a Bi-LSTM encoder achieves higher F1 value than that with the CoType, Novel tagging and Graph scheme, which indicates the sequence generation method is more capable than all of the previous joint decoding manner models for multiple triplets extraction. In addition, in order to evaluate the performance of our 2 The results of the baseline models are derived from the paper by Tan et al. [24] (Translation model), which is the state-of-art model. model in multiple triplets extraction task, we compare the newly released optimal model, the Translation model, which is a non-joint decoding manner model and achieves the best performance among the baseline models. Our HDP model with a Bi-LSTM encoder achieves the same F1 value as the Translation model, but our model achieves much higher recall rate, which means we are capable to extract much more numbers of triplets.
In the proposed model. T is the most crucial hyperparameter in the multiple triplets extraction, as it controls the tradeoff between the precision and the recall. We selected the parameter T among {10, 15, 20, 25, 30, 35}, which indicates the maximum number of triplets extracted by the model is among {2, 3, 4, 5, 6, 7}. As we observe in Fig. 4 , a large T results in higher recall but lower precision and vice versa. Therefore, we choose the T value is 25 with the highest F1 value and report the subsequent experimental results.
Moreover, our HDP model with the Transformer encoder, which achieves a significant performance than all the baseline models. In order to analyze why the HDP model with the Transformer encoder can achieve the best performance, we test the HDP model with two types of encoders using samples in different input sentence lengths. The results are shown in Table 5 . We observe that, as the increasing length of the sentence, the F1 value of the Bi-LSTM encoder decreases significantly. Although the F1 value of Transformer encoder are also decreases, it is still significantly higher than that in Bi-LSTM. Because of the Transformer encoder can encode sentence in a self-attention manner, which performs better than Bi-LSTM in longer sentences. These results show that the transformer encoder contributes to multiple triplets extraction tasks.
The Table 6 shows the performance of HDP model with the Transformer encoder when solving two types of triplets, i.e. the single triplets and the multiple triplets. From the Table 6 , we observed that our model achieves 78.5% F1 value in the case of single triplets, while 71.9% in the multiple triplets. The multiple triplets extraction is more complicated than the single triplets extraction, thus the results of multiple triplets extraction are lower than the overall results. The performance of multi-triplets extraction is a key point in the relational triplets extraction task. The improvements of multi-triplets extraction tasks can further promote the overall performance of the triplets extraction task, and it well worth further studying. Moreover, the multiple relational triplets are not necessarily overlapping, we divide the overlapping into two types, one is the entity overlap (one entity participates in multiple triplets), and the other is relation overlap (multiple relations existed in one pair of entities). In 384 multiple triplets samples, there are 225 entity overlaps and 254 relation overlaps. And the results of two types of overlaps are shown in Table 6 . The results show the performance of our model under the overlapping issue. We observe that the F1 value of the relation overlap is lower than the entity overlap, which indicates that the relation overlap is more complex and is more challenging to solve.
V. CONCLUSION
Based on the joint decoding, a multiple relational triplets extraction model, i.e. the hybrid dual pointer networks is proposed in this paper. We are the first to employ the pointer for directly extracting entities from the inputs in the relational triplets extraction task. By the HDP model, the multiple triplets extraction is converted into the sequence generation task. In this way, the HDP model can jointly decode the triplets and it is also suitable for overlapping issue. Furthermore, we also show that the performance of triplets extraction can be significant improved by attaching the Transformer encoder. And our model achieves the state-of-the-art performance in multiple triplets extraction task on the standard public data set. He is also a member of the Research Center for Language Intelligence, and the Beijing Advanced Innovation Center for Imaging Theory and Technology. His current research interests include computational intelligence, natural language processing, and semantic web. He is a member of the CCF, China.
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