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SUMMARY
Underwater communication is necessary for a variety of applications,
including transmission of diver speech, communication between manned and/or
unmanned underwater vehicles, and data harvesting for environmental monitoring,
to name a few. Examples of communication between underwater vehicles include
unmanned or autonomous underwater vehicles (UUV or AUV) for deep water
construction, military UUVs such as submarine drones, repair vehicles for deep
water oil wells, scientific or resource exploration, etc. Examples of underwater
communication between fixed submerged devices are sensor networks deployed on
the ocean floor for seismic monitoring and tsunami prediction, pollution monitoring,
tactical surveillance, analysis of resource deposits, oceanographic studies, etc.
The underwater communication environment is a challenging one. Radio signals
experience drastic attenuation, while optical signals suffer from dispersion. Because
of these issues, acoustic (sound) signals are usually used for underwater
communication. Unfortunately, acoustics has its own problems, including limited
bandwidth, slow propagation, and signal distortion. Some of these limitations can
be overcome with advanced modulation and coding, but to do so requires better
understanding of the underwater acoustic propagation environment, which is
significantly different than air- or space-based radio propagation. The underwater
environment must be studied and characterized to exploit these advanced
modulation and coding techniques.
This thesis addresses some of these concerns by proposing a derivation of the
envelope level crossing rate of the underwater channel, as well as a simulation model
for the channel, both of which agree well with the measured results. A velocity
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Underwater communications are used for a variety of applications, particularly in
the defense and scientific communities. Some examples of communications between
underwater vehicles are Unmanned or Autonomous Underwater Vehicles (UUV or
AUV), used for deep water construction as well as repairs of deep water oil wells,
exploration for resources or other scientific endeavors, communication between
submarines, etc. Other examples of underwater communication include data
harvesting for environmental monitoring, transmission of diver speech, tactical
surveillance, assisted navigation, pollution monitoring, etc. From the
communications perspective, the ultimate goal is to create an underwater network
that consists of distributed underwater sensors nodes and underwater vehicles that
perform collaborative monitoring and communication as illustrated in Fig. 1.1.
Unfortunately, underwater communication is an extremely complicated and
challenging problem. Use of wires or cables hampers the potential applications, or
makes them completely unfeasible. Existing wireless communication solutions are
also problematic, with issues such as low data rates, limited range of effectiveness,
and low energy efficiency. The main reason for this poor performance is that the
underwater environment is ill suited for traditional wireless communication
methods. Radio signals are severely attenuated due to seawater being a good
conductor, and can remain operative within a range of only a few meters. Optical
communications also have a very short range, mainly because of dispersion from
murkiness or particles in the water.
1
Figure 1.1: An acoustic network of underwater sensors and autonomous underwater
vehicles.
Underwater wireless communication mostly uses acoustics (sound) to mitigate the
range problem, as acoustic waves can travel long distances in water. However,
acoustic communication has drawbacks as well, including propagation speed that is
orders of magnitude slower than radio or optics, an operating spectrum limited to
kilohertz instead of gigahertz, and many sources of signal distortion that reduce
achievable data rates. Recent advances in modulation and coding techniques have
demonstrated their capabilities in greatly enhancing the data rate in radio
communication However, the differences between the underwater propagation
environment and the air- and space-based radio environment must be taken into
account in order to exploit these advanced modulations and coding.
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1.2 Research Contributions
This section briefly summarizes the contributions of the thesis.
• Derivation of envelope level crossing rate for underwater mobile-to-mobile
channels and comparison with measured data. [27].
• Development of a new sum-of-sinusoids based simulation model for underwater
mobile-to-mobile channels [28].
• Development of a velocity estimator for underwater mobile-to-mobile channels.
1.3 Thesis Outline
The remainder of the thesis is organized as follows. Chapters 2 contains a
background of the underwater propagation environment and noise, and covers
several acoustic propagation principles. Chapter 3 contains descriptions of previous
research into the statistical properties of the underwater acoustic channel. It
includes geometric depictions of the channel, describing the important parameters
that are used for calculations of the various statistical characteristics. Chapter 4
begins the research contributions of this thesis, describing the derivation of the level
crossing rate of the underwater channel, drawing from the statistical properties of
chapter 3. Chapter 5 describes the development of a simulator for the acoustic
fading channel of interest. Chapter 6 describes how to estimate the velocity of the
transmitter and receiver in the underwater environment, using the level crossing
rate and the simulator described in chapters 4 and 5, respectively. Finally, chapter 7
concludes the thesis by summarizing the research contributions, as well as




The underwater environment is rather hostile towards electromagnetic and optical
communications. The conductivity of seawater means that electromagnetic waves
can only propagate any significant distance at extremely low frequencies, such as
30-300Hz. Transmission at these frequencies requires very large antennas and high
transmission power. Optical waves do not experience this same level of attenuation,
but face a different problem in scattering. Because of these issues, underwater
communications primarily relies on acoustic (pressure) waves [1].
The underwater acoustic (UWA) channel remains one of the most challenging
wireless communication environments due to several issues:
• Acoustic waves travel through water at a low speed (1500 m/s), which is five
orders of magnitude slower than radio waves. This low propagation speed
significantly increases the latency in the communication system.
• Underwater acoustic propagation is characterized by significant
frequency-dependent attenuation. Spreading loss, absorption loss, and
scattering loss are three of the primary factors that attenuate underwater
acoustic signals.
• The available bandwidth of an UWA channel critically depends on the
transmission loss. This loss increases with both range and frequency, and
severely limits the bandwidth available [2], [3]. As an example, long-range
systems working over several tens of kilometers may have only a few kHz of
bandwidth, while short-range systems operating over several tens of meters
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may have one to a few hundred kHz of bandwidth [4].
• Acoustic signals are strongly influenced by speed of sound variations at
different water depths and temperatures, by reflections from the ocean surface
and ocean floor, and by the locations of the transmitter and receiver. As a
result, a received signal is impacted by time-varying multipath, which may
result in inter-symbol interference and Doppler spreads. Propagation speed
variation is a crucial factor in acoustic channels. This impact is much more
severe than in radio channels, especially in shallow water channels [2].
These factors together produce a communication medium that blends the worst
parts of traditional radio propagation environments: poor link quality of a
terrestrial system and high latency of a satellite system. Making the problem even
more difficult, there is no “typical” underwater acoustic environment, so there is no
“typical” underwater acoustic communication channel. Different physical processes
pose significant problems to reliable communications in different environments,
resulting in different challenges to a system. Therefore, a system that works
effectively in one environment, for example, a shallow water environment, may fail
completely in another environment such as a deep water environment. The design of
reliable general purpose systems that work effectively across many ocean
environments is an open problem.
2.1 An Underwater Communication System
A simple schematic of an underwater communication scheme, involving a projector
(transmitter) and a hydrophone (receiver), is presented in Fig. 2.1. The projector
receives the data input and produces modulated signals. These modulated signals
are then amplified to a sufficient level for successful reception and converted from
the electrical to acoustical signals. On the receiver side, the sensitivity of the
hydrophone converts the sound pressure that reaches the hydrophone to electrical
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energy. This signal is then detected, amplified and demodulated at the receiver.
Figure 2.1: A simple schematic of an underwater communication scheme.
2.2 Underwater Noise
Underwater communication is impacted by frequency-dependent noise, consists of
ambient noise and site-specific noise.
Ambient noise is always present in the background of a quiet deep sea and comes
from such sources as turbulence, breaking waves, rain, distant shipping, etc.
Conversely, site-specific noise is present only at certain locations. For example, ice
cracking in polar regions or snapping shrimp in warmer waters create site-specific
acoustic noise.
The noise level contains a significant amount of information concerning the state of
the ocean surface, the atmosphere over the ocean, tectonic processes in the earth’s
crust under the ocean, the behavior of marine animals, etc. The total noise level in
6
dB can be written as [6]
N(f, vs, S, vw) = Ntraffic(f) +Nturb(f) +Nvessel(f, vs)
+ Nbio(f, SL) +Nss(f, vw) +Nterm(f), (2.1)
where f is the frequency in kHz, and
• Ntraffic(f) [dB] is the shipping noise (traffic) at10− 300 Hz and can be
expressed as
Ntraffic(f) = 10 · log10
(
3 · 108
1 + 104 · f 4
)
; (2.2)
• Nturb(f) [dB] is the turbulence noise and can be expressed as
Nturb(f) = 30− 30 · log10(f); (2.3)
• Nvessel(f, vs) [dB] is the noise of a vessel, a function of frequency f and vessel
speed vs, and is usually experimentally determined;
• Nbio(f, SL) [dB] is the biological noise (fishes, shrimps, etc.), a function of
frequency f and season-location SL, and its level is usually experimentally
determined.
• Nss(f, vw) is the sea state noise, which depends on frequency f [kHz] and wind
speed vw [kn], and can be expressed as
Nss(f, vw) = 40 + 10 · log10
(
v2w
1 + f 5/3
)
. (2.4)
• Nterm(f) is the thermal noise and occurs due to molecular agitation (Brownian
Motion). Thermal noise is a function of frequency f [kHz] and can be
expressed as
Nterm(f) = −15 + 20 · log10(f). (2.5)
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The main sources of noise at low frequencies (0.1− 10 Hz) are earthquakes,
underwater volcanic eruptions, distant storms, turbulence in the ocean and
atmosphere, etc. In the 50− 300 Hz frequency band, distant ship traffic is the main
cause of underwater noise. In the 0.5− 50 kHz frequency band, underwater noise is
directly associated with the state of the ocean surface and the wind in the
immediate area. Thermal noise dominates at frequencies above 100 kHz.
When simulating communication systems, ambient noise is often approximated as
Gaussian, but not white. Unlike ambient noise, site-specific noise often contains
significant non-Gaussian components, so it cannot be modelled as Gaussian noise.
2.3 Propagation Principles
Acoustic waves propagate from the transmitter to the receiver (hydrophone) by four
main propagation methods: direct propagation, refraction, reflection, and scattering.
Direct propagation occurs when sound energy from the transmitter makes its way to
the receiver directly along a line of sight (LoS) path. Refraction occurs because of
spatial variability of the speed of sound, as described in 2.4. Finally, reflection and
scattering are created by sound waves interacting with the surface, bottom, or other
objects in the channel, such as fish. The incoming acoustic waves are a
superposition of the wave coming from the LoS path and all the waves coming from
other directions due to refraction, reflection, and scattering. This effect is known as
multipath propagation, and is similar in its effects to, but much more pronounced
than, multipath propagation in radio channels.
2.4 Refraction
The refraction of sound in the ocean happens because of spatial variability of the
speed of sound. When a sound wave propagating in a medium with speed of sound
c1 encounters another medium having different speed of sound c2, the sound wave
changes its direction, as shown in Fig. 2.2. Variations of the sound velocity c in the
8
Figure 2.2: Refraction at two different interfaces.
ocean are relatively small, i.e., c lies between 1450 m/s and 1540 m/s. Even such
small changes of c can, however, still result in significant refraction effects.
Numerous laboratory and field measurements have shown that the sound speed
increases with temperature T [5], hydrostatic pressure P (or depth z), and the
salinity S. An empirical formula for the speed of sound is [6]
c = 1449.2 + 4.6 · T − 0.055 · T 2 + 0.00029 · T 3
+ 1.34− 0.01 · T )(S − 35) + 0.016 · z, (2.6)
where temperature T is expressed in ◦C, salinity S in percentiles, depth z in meters,
and sound velocity c in m/s. Equation (2.6) is valid for 0◦C ≤ T ≤ 35◦C,
0 ≤ S ≤ 45%, and 0 ≤ z ≤ 1000 m.
2.4.1 Typical Vertical Profiles of Sound Velocity and Corresponding
Conditions of Sound Propagation
Sound velocity varies with temperature, salinity and depth, as noted in Section 2.4.
The sound velocity profile c(z, T (z), S(z)) and the distribution of the sound velocity
9
gradient with depth are two of the most important parameters for determining the
sound propagation type in the ocean. For one type of profile c(z, T (z), S(z)), sound
can propagate hundreds of kilometers, whereas for another type, sound at the same
frequency can propagate only a few tens of kilometers, or even less.
The c(z, T (z), S(z)) profiles are different in various parts of the ocean, and also vary
with time. The greatest fluctuations occur in the upper ocean, mostly due to
seasonal variations in temperature and salinity. For ocean depths smaller than
200 m, the dominant factor that impacts the velocity of sound is the temperature.
Between 200 m and 400 m, both temperature and depth have a significant impact
on the velocity of sound. At ocean depths greater than 400 m, the sound velocity
almost purely depends on the depth. The velocity of sound also depends on salinity
S. As S increases, c also increases, but the shape of the speed-of-sound profile
remains unchanged.
Next, four main forms of the sound-velocity profile and the corresponding acoustic
channel types are described: underwater sound channel, surface sound channel,
anti-waveguide sound channel, and shallow water sound channel.
2.4.2 Underwater Sound Channel
The typical sound velocity profile in deep-water areas is characterized by the
existence of a minimum sound velocity at a certain depth zm, as shown in Fig. 2.3
(a). The depth zm is shown as an axis of the underwater sound channel. Above this
axis, the sound velocity increases mainly due to temperature increase. The sound
velocity increases mainly due to hydrostatic pressure below the axis. If a sound
source is located on the axis of the underwater sound channel or near it, some part
of the sound energy is trapped in the underwater sound channel because of
refraction (i.e., refraction bends the sound waves back toward the axis). The sound
then propagates within the channel, not reaching the bottom or surface, and
10
Figure 2.3: (a) Profile of an underwater sound channel of the first kind (c0 < ch);
(b) Ray diagram of the underwater sound channel of the first kind.
therefore, does not undergo scattering and absorption at these boundaries [6].
Depending on the ratio of the sound velocity at the surface c0 and the sound
velocity at the bottom ch, there are two types of underwater sound channels:
• When c0 is smaller than ch, the rays leaving the source at small or moderate
grazing angles return to the channel axis repeatedly, propagating as if in a
waveguide. This type of channel is called underwater sound channel of
the first kind .
In this type of underwater sound channel, waveguide propagation can be
observed in the interval depths of 0 ≤ z ≤ zc. The depths z = 0 and z = zc are
the boundaries for the underwater sound channel. The channel traps all sound
rays that leave the source (which is located on the underwater sound channel






and cm and c0 are the sound velocities at the axis and boundaries of the
channel, respectively. Hence, the greater the difference between c0 and cm, the
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larger the interval of angles in which the rays are trapped, making the
waveguide more effective.
• When c0 is greater than ch, the sound bounces between the bottom and the
depth zc, as shown in Fig. 2.4. This type of channel is called underwater
sound channel of the second kind . As shown in Fig. 2.4 (b), trapped
rays do not propagate above the depth zc.
Figure 2.4: (a) Profile of an underwater sound channel of the second kind (c0 > ch);
(b) Ray diagram of the underwater sound channel of the second kind.
2.4.3 Surface Sound Channel
A surface sound channel occurs when the axis is at the surface, or when cm = c0. A
typical profile for this channel is shown in Fig. 2.5. The sound velocity increases
with greater depth until z = h and then begins to decrease, as shown in Fig. 2.5 (a).
Rays leaving the source at grazing angles χ < χb (where χb is the grazing angle of
the boundary ray tangent to the lower boundary of the channel as shown in Fig. 2.5
(b)) propagate with multiple reflections from the surface [6]. If the ocean surface is
smooth, these rays will remain in the sound channel no matter the distance from the
source and give rise to waveguide propagation. However, if the ocean surface is
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rough, part of the sound energy is scattered into angles χ > χb at each contact with
the surface and, therefore, will leave the sound channel. Because of this, the sound
field decays in the sound channel, but its level increases in the area below the
channel. This type of channel occurs where the temperature and salinity in the
upper ocean layer are almost constant, typically in the tropical and moderate zones
of the ocean.
Figure 2.5: (a) Profile of a surface sound channel (b) Ray diagram of the surface
sound channel.
2.4.4 Antiwaveguide Sound Channel
The antiwaveguide sound channel occurs when the sound velocity decreases
monotonically with the depth as shown in Fig. 2.6 (a). Such sound velocity profiles
are often a result of intensive heating of the upper ocean layer by solar radiation.
From Fig. 2.6 (b) it can be observed that all rays refract downwards. The ray that
is tangent to the surface is the one that will propagate farthest in this type of
channel. For typical conditions in the ocean, the distance from the source to the
shadow zone is only a few kilometers.
The shadow zone shown in Fig. 2.6 (b) is not a region of zero sound intensity. The
sound energy will penetrate into the shadow zone due to diffraction, in the ideal
13
case. In reality, some sound waves reflected from the bottom and scattered by
random inhomogeneities of the medium also produce sound in this zone.
Figure 2.6: (a) Profile of an antiwaveguide sound channel (b) Ray diagram of the
antiwaveguide sound channel.
2.4.5 Shallow Water Sound Channel
Propagation in a shallow water sound channel corresponds to the case when every
ray emitted from the source, when continued long enough, is reflected from the
bottom. A typical sound velocity profile for this case is shown in Fig. 2.7 (a) and
the corresponding ray diagram is shown in Fig. 2.7 (b). This type of propagation is
characteristic for shallow seas and the ocean shelves, especially during the
summer-autumn period when the upper water layers are well heated. Propagation
over large distances in this type of channel results in great loss of acoustic energy
because every reflection from the bottom significantly attenuates the sound waves.
2.5 Reflection
Reflection occurs when a sound wave propagating in one medium, such as water, is
incident upon another medium having different properties, such as air or ground.
The sound wave is then divided between a reflected component and a transmitted
14
Figure 2.7: (a) Profile of a shallow water sound channel (b) Ray diagram of the
shallow water sound channel.
(continuing) component, as shown in Fig. 2.8.
The surface and bottom of the ocean are highly complex boundaries. They are
usually rough, and the ground underwater is usually considered an inhomogeneous
medium. In order to analytically obtain the reflection coefficient, the surface and
bottom can roughly be approximated as flat surfaces. This allows them to be
modeled as reflective surfaces with specular reflection. The simplest case of plane
waves will here be considered.
Figure 2.8 shows reflection at the interface separating two homogeneous fluid media
with densities ρi and sound speeds ci, for i = 1, 2. The incident angles in the x− z
plane are denoted by θi, for i = 1, 2. Assuming that the incident wave has the unit
amplitude, and denoting the amplitudes of the reflected and the transmitted waves
as R and T , respectively, the acoustic pressures can be written as [6]
pi = exp(jk1(x sin θ1 + z cos θ1)− j2πft), (2.8)
pr = R exp(jk1(x sin θ1 − z cos θ1)− j2πft), (2.9)
pt = T exp(jk2(x sin θ2 + z cos θ2)− j2πft), (2.10)
where k1 = 2πf/c1 and k2 = 2πf/c2. In the subsequent equations, the common time
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Figure 2.8: Reflection and transmission at two different interfaces.
factor exp(−j2πft) is omitted for brevity.
The quantities R, T , and θ2 are determined from the boundary conditions that
require continuity of pressure and vertical particle velocity at the interface z = 0.
With the total pressure in medium 1 given by p1 = pi + pr and the pressure in
medium 2 by p2 = pt, the boundary conditions can be written as











where d/dz denotes the first derivative with respect to z. It can be shown that the
requirement of continuity of pressure and vertical particle velocity at z = 0 leads to
1 +R = T exp(j(k2 cos θ2 − k1 cos θ1)x), (2.13)
k1
ρ1
(1−R) cos θ1 =
k2
ρ2
T cos θ2. (2.14)
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Since the left side is independent of x, this becomes Snell’s law of refraction:










This law states that the horizontal component of the wave vector does not vary
across the interface. From equations (2.13) and (2.15),
1 +R = T. (2.17)
From (2.16),
m(1−R) cos θ1 = nT cos θ2, (2.18)
where m = ρ2/ρ1. From (2.17) and (2.18), the reflection and transmission
coefficients R and T can be written, respectively, as
R =
m cos θ1 − n cos θ2
m cos θ1 + n cos θ2
=
m cos θ1 −
√
n2 − sin2 θ1
m cos θ1 +
√




m cos θ1 + n cos θ2
=
2m cos θ1
m cos θ1 +
√
n2 − sin2 θ1
. (2.20)
2.6 Scattering
A sound wave in water hitting a rough surface will create scattered waves. The
scattered sound field will have coherent and incoherent components. The coherent
component is a wave propagating in the direction of specular reflection and can be
obtained from statistical averaging of the scattered field. The effect of scattering
from a rough surface is often considered as additional loss to the specularly reflected
(coherent) component, because the scattering of energy is away from the specular
direction. If the ocean bottom or surface are modeled as surfaces with random
roughness, and if the roughness is small compared to the acoustic wavelength, then
the reflection loss can be considered to be modified in a simple fashion by the
17





where R̂(θ) is the new reflection coefficient, reduced because of scattering at the
randomly rough interface. Γ is the Rayleigh roughness parameter defined as
Γ = 2kσ sin θ, (2.22)
where k = 2π/λ, σ is the root mean square displacement of the rough surface, and θ
is the grazing angle of the sound wave relative to the horizontal plane. For large
values of the Rayleigh parameter (Γ 1), the coherent component is close to zero,
and the scattered field is almost completely incoherent.
18
CHAPTER III
STATISTICAL CHARACTERIZATION OF MULTIPATH
PROPAGATION
3.1 Overview
Underwater sound propagation is described mathematically using the wave
equation, whose boundary conditions and parameters describe the ocean
environment. Of the five types of existing models that describe sound propagation
in the ocean: fast field program, normal mode, parabolic equation, direct
finite-difference (or finite element), and ray theory, ray theory is most often used in
practice for modeling sound propagation [6].
In most locations and for the frequencies at which communication is possible, the
ocean can be modeled as a waveguide with reflective surfaces and a sound speed
that varies spatially. It is becoming more common to use ray tracing to determine
the deterministic multipath structure for communication channel modeling [7], [8].
Random signal fluctuations (micro-multipaths) cause time variability in the channel
response, and are associated with each deterministic propagation path
(macro-multipath). In shallow water, the overall time variability is most strongly
affected by surface scattering caused by waves. In deep water, internal waves also
contribute to the time variation along each deterministic path of signal propagation.
Some of these models can by modeled statistically [6].
In order to address the challenges in underwater communications, statistical
characterization and modeling of the acoustic wireless communication channel is
necessary. Although many statistical and deterministic channel models that
characterize underwater sound propagation are in use [3], [7]-[11], a statistical
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framework for these channels, i.e., correlation functions, power delay spectral
density, Doppler power spectral density, level-crossing rate, etc., has only recently
been addressed. These statistics are important for accurate and robust design of
underwater communication systems. They are often used for determining
propagation delay spread and available capacity, as well as investigation of spatial
diversity. The closed form expressions for these statistics can also be utilized to
estimate physical parameters of the channel, such as angle spread, mean angles of
arrival/departure, etc. The following sections address the most recent results about
statistical characterization of multipath propagation in UV-to-UV acoustic channels.
3.2 Received Envelope Distribution
A time-varying multipath communication channel is often modeled as a tapped
delay line, with the tap spacing being equal to the reciprocal of twice the channel
bandwidth, and the tap gains being modeled as stochastic processes with certain
distributions and power spectral densities. RF radio channels are modeled by a
number of different standardized and well-accepted probability distributions (e.g.
Rayleigh fading) and power spectral densities of the fading process (e.g. the Jakes
model). However, there is no consensus yet regarding statistical characterization of
underwater acoustic communication channels. Some experimental results for a
shallow-water medium-range channel suggest that the channel could be
characterized as K-distributed fading [12], and others have suggested Rice or
Rayleigh fading [11]. The deep water channel has been modeled as a Rayleigh
fading channel, but experimental results are scarce.
3.3 Statistical Modeling of UV-to-UV Frequency Flat
Acoustic Fading Channels
The first statistical characterizations of UV-to-UV acoustic channels are reported in
[13]-[17]. A statistical model for time-invariant stationary shallow water acoustic
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channels was first proposed by Abdi and Guo [13], considering only
macro-multipath effects. A time-varying shallow water acoustic channel was later
proposed [17], which accounts for both macro- and micro-multipath effects, and
which will be detailed as follows.
The UV-to-UV acoustic channel in [17] is modeled as a two-dimensional (2-D)
waveguide bounded on the top and the bottom by the ocean surface and floor.
These boundaries reflect the acoustic signal, resulting in multiple macro-eigenrays
traveling between transmitter (Tx) and receiver (Rx), as shown in Fig. 3.1.
Figure 3.1: Illustration of the line-of-sight path and several macro-eigenrays travel-
ling between the Tx and Rx in a shallow water acoustic channel.
The number of bounces between the bottom and surface can be large in shallow
water acoustic (SWA) channels [6], with the energy being trapped in the waveguide.
This differs from the fixed-to-mobile cellular radio channels, where single bounced
eigenrays dominate [18], [19], and from mobile-to-mobile radio channels, where
single- and double-bounced eigenrays dominate [20]. It is interesting to note that
the number of different macro-eigenrays that arrive at the Rx, as determined
experimentally in medium and long rage acoustic channels, is rarely larger than
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eight [11], [21], [22]. Therefore, it cannot simply be assumed a large number of
macro-eigenrays. Additionally, the waveguide geometry and the number of
macro-eigenrays are the only indicators of which locations the eigenrays will interact
with the surface and bottom of the waveguide, since the locations are deterministic
[6]. Because of this, the macro-eigenrays can be modeled using the deterministic
ray-tracing theory.
Each of the macro-eigenrays contain random signal fluctuations (micro-eigenrays),
which represent the time variability of the channel impulse response [9], [6]. Random
micro-scatterers can be used to characterize the roughness of the sea surface and sea
bottom, as shown in Fig. 3.2. Each macro-eigenray can then be modeled as the
average of a large number of micro-eigenrays, as shown in Fig. 3.2. The positions of
the micro-scatterers are grouped around the location of the macro-scatterers to
achieve this. These positions can be contrasted with radio channel propagation,
where the scatterers can be placed randomly in a 2-D or 3-D plane.
Figure 3.2: The geometry-based model for UV-to-UV SWA channels. Each macro-
eigenray is represented as a large number of micro-eigenrays.
22
The underwater acoustic channel model of [17] is based on the following
assumptions:
• (i) propagation occurs at a constant sound speed in a shallow water
environment, i.e., sound energy propagates along plane waves;
• (ii) the Tx is an omnidirectional transducer, producing a spherical wavefront
in this isovelocity medium;
• (iii) propagation is characterized with either line-of-sight (LoS) or
non-line-of-sight (NLoS) conditions between the Tx and Rx.
The depths of Tx and Rx are denoted by hT and hR, respectively, with the
orientations of the Tx and Rx transducer arrays in the x-z plane denoted by θT and
θR, respectively, relative to the x-axis. The Tx and Rx are moving with constant
speeds vT and vR in the directions described by angles γT and γR in the x-z plane
(relative to the x-axis), respectively.
The Rx receives 2S downward arriving (DA) macro-eigenrays, whose last reflection
was from the surface, at any instant in time t. Each of these macro-eigenrays has a
different number of s surface and b̂ bottom reflections, S denoting the maximum
number of interactions between any DA macro-eigenray and the surface, 1 ≤ s ≤ S,
and s− 1 ≤ b̂ ≤ s. For example, if a DA macro-eigenray interacts once with the
surface, i.e., S = 1, then there are two paths that this eigenray could have traveled.
The first is a single-bounced path, where a DA macro-eigenray started upwards,
reflected from the surface, and arrived at the Rx, i.e., s = 1, b̂ = 0. The second path
is a double-bounced path, where a DA macro-eigenray started downwards, reflected
from the bottom, then reflected from the surface, arriving at the Rx, i.e.,
s = 1, b̂ = 1. Note that for S = 1, both macro-eigenrays will reach the Rx since they
have similar energy [11], [6]. For the opposite case, there are 2B upward arriving
(UA) macro-eigenrays, where the last reflection is from the bottom. These
23
macro-eigenrays have b bottom and ŝ surface reflections, where B denotes the
maximum number of interactions between a UA macro-eigenray and the bottom,
1 ≤ b ≤ B and b− 1 ≤ ŝ ≤ b. As noted above, each DA macro-eigenray is modeled
as an average of Nsb̂ DA micro-eigenrays, and each UA macro-eigenray is modeled
as an average of Mbŝ UA micro-eigenrays.
The symbols αTsb̂n and αTbŝm represent the angles of departure (AoD) of






respectively. Likewise, αRsb̂n and αRbŝm are the angles of arrival (AoA) of the





bŝm and arriving at Rx, respectively.
Finally, the symbol αTR denotes the AoA of the LoS ray. Fig. 3.3 details the
geometry of the LoS path as well as the geometry of single-bounced surface and






b=1,ŝ=0,m-th micro-scatterers, respectively. The geometry
of multiple-bounced micro-eigenrays is defined similarly, but omitted from Fig. 3.3
for ease of reference.
The horizontal distance between the Tx and Rx is called R and the water depth is h.
Since medium- and long-range shallow-water communications is the subject of
interest, it is assumed that the depths h, hT , and hR are much smaller than the











bŝm represent the n
th and mth micro-scatterers located





bŝ at the surface and bottom, respectively,
for 1 ≤ n ≤ Nsb̂ and 1 ≤ m ≤Mbŝ. Finally, εTR denotes the distance Tx-Rx.
With frequency-flat fading, the complex faded envelope can be written as the
superposition of the LoS, UA bounced macro-eigenrays, and DA bounced
maro-eigenrays. Each UA and DA macro-eigenray is represented by an average of
Mbŝ UA and Nsb̂ DA micro-eigenrays, respectively. The channel impulse response
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Figure 3.3: The detailed geometry of the LoS path, single-bounced surface and single-







between the Tx and Rx is then [17]
h(t) = hLoS(t) + hUA(t) + hDA(t), (3.1)
where the the respective components are [17]
hLoS(t) =
√




































and where Ω is the averaged total power (
√
Ω is assumed to be constant). The
channel gains, Doppler shift frequencies, and phases in this model can be calculated
as follows:
• Channel gains. The model’s channel gains are normalized so that the
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] = 1. (3.6)
The division of the total signal power between the LoS and NLoS components
is described by the parameter K: the power allocated to the LoS component is
K/(1 +K), while the total power allocated to the NLoS components is
1/(1 +K). It is assumed that the relative power allocated to the UA and DA
components is ηB and ηS respectively, and that ηB + ηS = 1. These
parameters must be either set during simulations or estimated from






























• Doppler Shifts. Doppler shifts are dependent on the vertical displacements
of surface micro-scatterers due to surface motion (∆Zsb̂n(t) and ∆Zbŝm(t)), the
geometrical relation between directions of movement of Tx and Rx (γT and
γR), and the directions of AoDs and AoAs. For this model, the Doppler shifts
are




∆Zbŝm(t) sinαRbŝm + fTmax cos(αTbŝm − γT )






∆Zsb̂n(t) sinαRsb̂n + fTmax cos(αTsb̂n − γT )
+ fRmax cos(αRsb̂n − γR), (3.12)
26
with fTmax = vT/λ and fRmax = vR/λ being the maximum Doppler frequencies
associated with the Tx and Rx, respectively, and λ being the carrier
wavelength. Because the scatterers’ locations are not known a priori, random
variables are used to model the angles-of-departure αTsb̂n and αTbŝm, the
angles-of-arrival αRsb̂n and αRbŝm, and the vertical displacements ∆Zsb̂n(t) and
∆Zbŝm(t). These discrete random variables become continuous since the
number of micro-eigenrays approaches infinity, with probability density
functions (pdf)s p(αTsb̂), p(αTbŝ), p(αRsb̂), p(αRbŝ), p(∆Zsb̂(t)), and p(∆Zbŝ(t)),
respectively. Because the relationship between the AoDs and the AoAs is
determined by the geometry that propagating waves encounter while traveling
from the transmitter to the receiver, the AoAs (αRsb̂n and αRbŝm) are
dependent on the AoDs (αTsb̂n and αTbŝm, respectively). Assuming that each
micro-eigenray has equal incident and reflecting angles when interacting with
the surface and the bottom, then αTsb̂n = π − αRsb̂n and αTbŝm = 3π − αRbŝm.
• Phases. A phase shift introduced by a scatterer near the Tx is independent of
the phase shift introduced by a scatterer located near the Rx. Therefore, it
can be assumed without loss of generality, that the phases φsb̂n and φbŝm are
independent random variables. Because the number of micro-eigenrays
approaches infinity, these discrete random variables become continuous with
pdfs p(φsb̂) and p(φbŝ), respectively. It is assumed that they are uniformly
distributed on the interval [−π, π) and independent from any other random
variable.
3.4 Temporal Fading Characteristics of UV-to-UV
Frequency Flat Acoustic Fading Channels
Using the resulting model from the previous section, the key temporal
characteristics of the UV-to-UV frequency flat acoustic fading channels, such as
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temporal autocorrelation funtion, Doppler spectrum, and level crossing rate, can
now be derived.
3.4.1 Temporal Autocorrelation Function
The temporal autocorrelation function (ACF) allows quantification of necessary
communication parameters such as the required number of pilot symbols and the
system performance degradation, making it an important quantity. The normalized





where the variance Var[·] and the expected value E[·] are with respect to the random
variables αRsb̂, αRbŝ, ∆Zsb̂(t), ∆Zbŝ(t), φsb̂, and φbŝ.
The angles of arrival αRsb̂ and αRbŝ are modeled with the following Gaussian












exp{−(αRbŝ − µUAbŝ)2/(2σ2UAbŝ)}, π < αRbŝ < 2π, (3.15)
with µDAsb̂ and µUAbŝ being the mean AoAs, and σDAsb̂ and σUAbŝ being the angle
spreads. The vertical displacements ∆Zsb̂(t) and ∆Zbŝ(t) are modeled as zero-mean












and tζ2∆ZUAbŝ denote their respective variances.
Different macro-eigenrays have different angles of departure and arrival. Because of
this, the locations of the micro-eigenrays that make up one macro-eigenray are
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independent from the locations of those that make up another macro-eigenray.
Using the Central Limit Theorem [19] along with the assumptions above, each
macro-eigenray can be considered as am independent complex zero-mean Gaussian
process. Since the sum of complex zero-mean Gaussian processes leads to a new
complex zero-mean Gaussian process, hUA(t) and hDA(t) are then also independent
comples zero-mean Gaussian processes. The normalized ACF can then be simplified
to
R(τ) = RLoS(τ) +RUA(τ) +RDA(τ), (3.18)
where RLoS(τ), RUA(τ), and RDA(τ) are the normalized ACFs of the LoS,
upward-arriving, and downward-arriving eigenrays, respectively.










ej2πτ [fTmax cos(αTR−γT )−fRmax cos(αTR−γR)]. (3.19)
Since the phases φbŝm and φsb̂n are independent and uniformly distributed over
























































where E∆Zbŝm(t)[·] and E∆Zsb̂n(t)[·] denote the statistical expectations with respect to
∆Zbŝm(t) and ∆Zsb̂n(t), respectively.
With a large number of macro-eigenrays, such as Mbŝ  1 and Nsb̂  1, continuous
random variables αRbŝ and αRsb̂ characterized with pdfs pbottom(αRbŝ) and ptop(αRsb̂)












































Because ∆Zbŝ(t) has stationary and independent increments with pdfs defined in





















































Substituting (3.24) and (3.15) into (3.22), and (3.25) and (3.14) into (3.23), the






























































For small angle spreads, the AoAs αRsb̂ and αRbŝ are mainly concentrated around
the mean AoAs µDAsb̂ and µUAbŝ, respectively. Using the first-order Taylor
expansion, the AoA angles can be approximated as follows
cos(αRsb̂) ≈ cos(µDAsb̂)− sin(µDAsb̂)(αRsb̂ − µDAsb̂) (3.28)
sin(αRsb̂) ≈ sin(µDAsb̂) + cos(µDAsb̂)(αRsb̂ − µDAsb̂) (3.29)
sin(αRsb̂)
2 ≈ sin(µDAsb̂)
2 + 2 sin(µDAsb̂) cos(µDAsb̂)(αRsb̂ − µDAsb̂) (3.30)
sin(αRsb̂)
−1 ≈ sin(µDAsb̂)
−1 − cos(µDAsb̂)(αRsb̂ − µDAsb̂)/ sin(µDAsb̂)
−2, (3.31)
and similar approximations can be made to the AoAs αRbŝ. Using these
trigonometric approximations and the equality∫
ejαx(2πσ2)−1/2e−x
2/(2σ2)dx = e−σ
2α2/2 [13], the ACFs of the UA and DA
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From (3.19), (3.32), and (3.33), it appears that the ACF of a shallow-water acoustic
channel can be described by an exponential function. This agrees with
experimentally obtained ACFs [3], [22], [21]. This result is different from the
traditional Bessel-shaped ACFs usually seen in radio channels. This is because of
the different propagation mechanisms in SWA and radio channels. To illustrate this
exponential behavior, Fig. 3.4 plots the ACF R(τ) as a function of time.
This curve is obtained assuming that the carrier frequency is fc = 1.7 kHz and the
speed of sound is c = 1500 m/s. The distance between the Tx and Rx is set to
R = 2 km, while the water, Tx, and Rx depths are h = 100 m, hT = 50 m, and
hR = 50 m, respectively. It is assumed that the Tx and Rx are stationary, i.e.,
vT = vR = 0 m/s. For illustration purposes, the rest of the model parameters are
chosen to be: K = 0.6, S = B = 1, ζ∆ZDA10 = ζ∆ZDA11 = ζ∆ZUA10 = ζ∆ZUA11 = 0.1,
ηS = 0.6, µDA10 = 166
◦, µDA11 = 163.5
◦, µUA10 = 191.9
◦, µUA11 = 192.9
◦,
σDA10 = 2.5
◦, σDA11 = 4
◦, σUA10 = 2.4
◦, σUA11 = 3
◦, αTR = 180
◦.
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Figure 3.4: The magnitude of temporal autocorrelation function as a function of
time.
3.5 Summary
This chapter described how the ocean environment is modeled as a waveguide, using
ray tracing theory for sound propagation. The lack of consensus regarding
statistical characterization of the underwater communication channel is noted. A
proposed time varying shallow water acoustic channel is described in detail, with
accompanying geometry. The channel impulse response is derived and explained.
The autocorrelation function of the channel is also derived, taking into account
several random variables accounting for random angles and ocean environmental
factors. The autocorrelation function suggests that the channel can be described by





The statistical properties of chapter 3 are drawn from for the derivations in the
remainder of the thesis. This chapter contributes the new derivation of the level
crossing rate of the underwater fading channel. The envelope level crossing rate
(LCR) is a necessary statistic to be able to characterize system characteristics such
as handoff, transmitter and receiver velocities, and fading rate. In order to derive
the LCR, the time-varying model for the channel is used, which accounts for both
the micro- and the macro-scattering effects [27], [17]. This model characterizes the
sound propagation in shallow water isovelocity environments by applying the
statistical methods necessary to characterize the random components of the
propagation medium to the deterministic ray-tracing theory. The LCR is derived for
the non-isotropic scattering environment, from the analytical model.
4.2 Level Crossing Rate in Mobile-to-Mobile Underwater
Fading Channels
Assuming a 2-D non-isotropic scattering environment, the LCR of the complex
faded envelope described in (3.1) is now derived. The LCR at a specified level R,
L(R), is defined as the rate at which the signal envelope crosses level R in the





where α = |h(t)| is the envelope level, α̇ = |ḣ(t)| is the envelope slope, and
pα,α̇(R, α̇) is the joint probability density function (pdf) of the envelope level and
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the envelope slope. First, it is observed that the envelope |h(t)| of the model
described earlier has a Ricean distribution. Then, the envelope slope |ḣ(t)| has a
Gaussian distribution. Furthermore, the joint pdf pα,α̇(α, α̇) cannot be represented
as a product of a Rice pdf p|h(t)|(α) and a Gaussian pdf p|ḣ(t)|(α̇), because the real
and imaginary components of the complex faded envelope h(t) are correlated.
Hence, the LCR for LoS conditions (Ricean fading, correlated in-phase and






















πξδ sin θ erf(ξδ sin θ)
]
dθ, (4.2)
where cosh(·) is the hyperbolic cosine function and erf(·) is the error function. The
rest of the parameters are δ =
√
K/(K + 1), χ = b2 − b21/b0,
















where hi(t) and hq(t) denote the real and imaginary part of h(t), respectively, and
ḣi(t) and ḣq(t) are first derivatives of hi(t) and hq(t) with respect to time t.
When shallow water acoustic scattering is characterized using the probability
density functions in (3.14)-(3.17), the closed-form expressions for b0, b1, and b2 can























and where <{·} denotes the real part operation. Similarly, parameters b1 and b2 can























fTmax cos(µUAbŝ + γT )
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and where ={·} denotes the imaginary part operation, and aUAbŝ, bUAbŝ, cUAbŝ,












fRmax cos(µUAbŝ − γR)
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In the presence of shadowing, the envelope |h(t)| can be modeled using the extended
Suzuki process, i.e., as a product of the Ricean process with cross-correlated
components and the log-normal process. The LCR for LoS conditions with









































where cosh(·) is the hyperbolic cosine function, erf(·) is the error function, and σ is
the variance of shadow process. The rest of the parameters are δ =
√
K/(K + 1),
χ = b2 − b21/b0, ξ = (2πfLoS − b1/b0)/
√
2χ, F (R, l) =
√
1 + (γ/χ)(σR/l)2, γ = 2/L2c ,
and Lc is the correlation distance.
4.3 Comparison Between Analytical and Measured Level
Crossing Rate
To verify the analytical LCR, the theoretical results are compared with those
obtained from measured data. The experimental data was collected during the NRL
ACOMMS09 experiment, held near the New Jersey shore in May 2009. The channel
measurements are collected at fc = 17 kHz and the speed of sound is c = 1440 m/s.
The distance between the Tx and Rx was R = 1.5 km. The water, Tx, and Rx
depths were h = 80 m, hT = 41 m, and hR = 45 m, respectively. It is assumed that
the Tx and Rx are relatively stationary, i.e., slightly moving with waves (i.e.,
γT = γR = 90
◦).
Figs. 4.1 and 4.2 compare the analytical LCRs with and without shadowing with
the measured LCRs with and without shadowing, respectively. The analytical
curves in Figs. 4.1 and 4.2 are obtained with the parameters K = 0.56, S = B = 1,
vT = vR = 0.001 m/s, µDA10 = 168.5
◦, µDA11 = 167.5
◦, µUA10 = 185.5
◦,
µUA11 = 186
◦, σDA10 = 1.4
◦, σDA11 = 1.9
◦, σUA10 = 2.1
◦, σUA11 = 2.6
◦,
ζ∆ZDA10 = ζ∆ZDA11 = 0.9, ζ∆ZUA10 = ζ∆ZUA11 = 1.6, γ = 0.621, σ = 3.55, ηS = 0.58,
and ηB = 1− ηS. The Rice factor K is estimated using the moment-method in [25].
The rest of the parameters, i.e.,
[vT , vR, ζ∆ZDAsb , ζ∆ZUAbs , µDAsb, µUAbs, σDAsb, σUAbs, ηS] are estimated jointly using the
maximum-likelihood approach in [20] and the constraint ηS + ηB = 1. The close
agreement between the analytical and measured LCRs in Figs. 4.1 and 4.2 confirms
the utility of the derived statistics.
38
Figure 4.1: Theoretical and measured level crossing rates without shadow fading.
4.4 Summary
This chapter presents and describes a method for calculating the level crossing rate.
This method requires knowledge of the channel impulse response, as well as the
derivatives of the real and imaginary components of it. Comparison of the
analytical level crossing rate to measured results shows good agreement.
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The simulation of UV-to-UV channels is an integral part of link layer simulations, as
well as the overall characterization of system performance. The channel model
discussed earlier is a useful mathematical tool to explain the propagation
mechanisms, and also for the statistical characterization of the channel. This model
is impractical for simulators though, due to its assumption of an infinite number of
scatterers [28]. This section describes a simulation model with a finite number of
scatterers, which still matches the statistical properties of the reference model. This
simulator can be used to accurately represent the underwater channel of interest for
research purposes.
5.2 Simulator for frequency-flat UV-to-UV Acoustic
Fading Channel
If a SWA isovelocity environment is assumed, the frequency-flat complex faded










































∆Zsb̂n(t) sinαRsb̂n+fTmax cos(π−αRsb̂n−γT )+fRmax cos(αRsb̂n−γR)) (5.3)
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In this model, the angles of arrival αRbŝm and αRsb̂n are modeled using the Gaussian

















for m = 0, 0.5, 1, . . . ,Mbŝ/2, n = 0, 0.5, 1 . . . , Nsb̂/2, where F ( · )−1 denotes the
inverse cumulative Gaussian distribution function. The surface displacements


















for m = 0, 0.5, 1, . . . ,Mbŝ/2, n = 0, 0.5, 1 . . . , Nsb̂/2, where F ( · )−1 denotes the
inverse cumulative Gaussian distribution function. The phases φbŝm and φsb̂n are
generated as independent uniform random variables on the interval [−π, π).
5.3 Simulation Results
To verify the proposed simulation model, the simulation model is compared with
the reference model described earlier. Fig. 5.1 compares the simulated temporal
correlation functions with the theoretical temporal correlation functions. The
theoretical and simulated curves in Fig. 5.1 are obtained with the central frequency
fc = 17 kHz and the parameters c = 1470 m/s, R = 5 km, h = 20 m, hT = 19 m,
hR = 18 m, K = 0.8, S = B = 1, vT = 0.0006 m/s, vR = 0.00025 m/s,
µDA10 = 166.5
◦, µDA11 = 169
◦, µUA10 = 194.9
◦, µUA11 = 195.9
◦, σDA10 = 3.25
◦,
σDA11 = 5
◦, σUA10 = 2.7
◦, σUA11 = 3.2
◦, ζ∆ZDA10 = ζ∆ZDA110.0097,
ζ∆ZUA10 = ζ∆ZUA11 = 0.0087, ηB = 0.28, and ηS = 1− ηB. It is assumed that the Tx
and Rx are relatively stationary, i.e., slightly moving with waves (i.e.,
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γT = γR = 90
◦). Finally, the number of scatterers in the simulator is set to Mbŝ = 10
and Nsb̂ = 10. A good match can be observed between theoretical and simulated
curves. An even better match can be obtained by simulating with a larger numbers
of scatterers, but at a cost of proportionally longer simulation times.
Figure 5.1: The magnitudes of simulated and theoretical temporal correlation func-
tions.
5.4 Summary
A simulator for the underwater acoustic fading channel is proposed in this chapter.
The simulator employs a finite number of scatterers in order to model the signal
propagation through the channel, while still maintaining the statistical properties of
the reference model. A time variant transfer function is proposed, which is the
frequency domain version of the channel impulse response. The simulated results





In this section, closed-form expressions for the joint estimation of the velocities of
the Tx and Rx are developed. A practical estimation algorithm is also proposed,
which guarantees non-negative non-complex estimated velocities. The expressions
for the velocities are derived under the assumption of a noise-free isotropic
scattering environment with no LoS component. The transmitter and receiver
velocities vt and vr are proportional to the maximum Doppler angular frequencies
wt and wr respectively, so the following work will focus on the estimation wt and wr
to help simplify the notation.
The transmitter and receiver angular frequencies wTmax and wRmax are estimated by
combining the number of zero-crossings with the number of maxima in the in-phase
or real component and quadrature or imaginary component of h(t). These are
labeled hi(t) and hq(t) respectively. These components of h(t) are observed over a
length of time T . This crossing-based estimation approach was chosen because it
does not depend on the type of propagation environment. Derivatives of the
autocorrelation function are calculated to obtain the level-crossing rate and number
of maxima during a specified time interval. These parameters are then used to solve
for the angular frequencies, from which the velocities can be extracted.
The remainder of this chapter is organized as follows. Section 6.2 derives an
expression for the level crossing rate in terms of the angular frequencies of the
transmitter and receiver. Section 6.3 derives an expression for the number of
maxima in the channel, also in terms of the angular frequencies of the transmitter
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and receiver. Section 6.4 combines these expressions to develop expressions for the
angular frequencies in terms of the LCR and number of maxima. Section 6.5
calculates the root mean square error of the frequencies for a variety of parameters,
and graphs the results. Finally, section 6.6 contains some concluding comments.
6.2 Level-Crossing Rate










where aUAbŝ, bUAbŝ, and cUAbŝ are defined in 4.14–4.16, with the corresponding
downward arriving elements defined similarly.
The level crossing rate Lhi(0, T ) is defined here as the number of times that the
in-phase component hi(t) crosses the zero-level threshold with a positive slope over
the time interval (0, T ]. Similarly, Lhq(0, T ) defines the number of positive-slope
zero-crossings for the quadrature component hq(t) over the same interval.
As noted in 4.2, the level-crossing rate can be calculated by obtaining the
























b2UAbŝ − a2UAbŝ + 2cUAbŝ. (6.5)
Some assumptions about the channel are made here for ease in calculation. It is
assumed that µUAbŝ = 180
◦ and that σUAbŝ = 1. With these assumptions in place,
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the above parameters can be rewritten as:
aUAbŝ = 0, (6.6)
bUAbŝ = −2π
[







2πfRmax sin(γR) + 2πfTmax sin(γT )
]2
, (6.8)























2(γT )− 2fTmaxfRmax cos(γT ) cos(γR) + f 2Rmax cos2(γR)
+ f 2Tmax sin






After collecting similar terms, the trigonometric identities cos(x)2+sin(x)2=1 and






f 2Tmax − 2fTmaxfRmax cos(γT + γR) + f 2Rmax
]
. (6.11)
The dependence between velocity and direction angles is removed by treating γT
and γR as random variables, with all directions being equally probable. These
variables then have a uniform distribution over the interval [0, 2π]. By averaging




2[f 2Tmax + f
2
Rmax], (6.12)
and combining with the DA component will give the result
b2 = b0(2π)




which will be used to help estimate the velocity. For stationary zero-mean Gaussian
















6.3 Number of Maxima
The number of maxima is defined here as Mhi(T ) for the in-phase component during
the time interval (0, T ], while Mhq(T ) is the number of maxima of the quadrature
component. The b4 term described in the previous section is found by taking half






















































fTmax cos(γT )− fRmax cos(γR)
)2(























4(γR)− 2f 3TmaxfRmax cos3(γT ) cos(γR)










+ 2f 3TmaxfRmax cos
2(γT ) sin(γT ) sin(γR) + 2fTmaxf
3
Rmax cos
2(γR) sin(γT ) sin(γR)





























+ 6f 3TmaxfRmax sin
3(γT ) sin(γR) + 6fTmaxf
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6.4 Estimation of Velocity
The velocities of the transmitter and receiver can be obtained from 6.15 and 6.24,




)2L2 = w2Tmax + w
2
Rmax, (6.25)





















































































Next, all terms are moved to one side of the equation, and the quadratic equation is




















































































When implementing this estimator in Matlab, the number of zero crossings and the
number of maxima were counted for both the real and the imaginary parts of the
channel impulse response. This leads to four possible solutions for wTmax. The
derivation for wRmax yields the same results. Empirical testing showed that the best
results were obtained when
wTmax1 =












√√√√(2πLiT )2 −√3(2πLiT )4 − 169 (2πT )4M2i L2i )
2
, (6.34)
and the final values for wTmax and wRmax are empirically determined to be
wTmax = min(abs(wTmax1), abs(wTmax2)) (6.35)
wRmax = min(abs(wRmax1), abs(wRmax2)). (6.36)
These values can both be divided by 2π to give
fTmax = min(abs(fTmax1), abs(fTmax2)) (6.37)
fRmax = min(abs(fRmax1), abs(fRmax2)), (6.38)
and the velocities can be calculated by using the relation f = v/λ
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6.5 Evaluation of Velocity Estimator
The performance analysis of the proposed estimation algorithm is presented here.
First, the root mean square error (RMSE) values are computed and plotted for the
transmitter and receiver frequencies in a noise free environment with no LoS
component. Next, the effects of LoS propagation, and changes in angle of arrival,
surface displacement, angle spreads, and power distributions are measured. Finally,
the effect of Gaussian noise on the estimator’s performance is studied and reported.
The estimation error for the velocities estimator is measured using the RMSE given
by
E[(f̂T (R) − fTmax(Rmax))2]1/2 =√
Var[f̂T (R)] + (E[f̂T (R)]− fTmax(Rmax))2 (6.39)
where Var[·] denotes the variance operation, (E[f̂T (R)]− fTmax(Rmax))2 represents the
bias, and f̂T (R) = ŵT (R)/(2π) and fTmax(Rmax) = wTmax(Rmax)/(2π) denote the
estimated and actual Doppler frequencies at the transmitter and receiver,
respectively. Using the channel simulator developed earlier [28], with M = 10 and
N = 10 scatterers at the ocean surface and bottom, 1,000 independent realizations
of complex Gaussian processes are generated.
Fig. 6.1 shows the RMSE of the estimated transmitter Doppler frequency f̂T versus
the actual Doppler frequency fTmax, for several different receiver Doppler
frequencies fRmax = [0.01, 0.1, 1, 10, 25, 50] in a noise free isotropic scattering
environment with no LoS component. The Doppler frequency is estimated for each
iteration of the channel, and then all of the iterations are used to calculate the
RMSE. Fig. 6.1 shows that the RMSE is higher for the smaller frequencies, usually
around 40%, while at higher frequencies, it drops to about 30%.
Fig. 6.2 shows the RMSE of the estimated receiver Doppler frequency f̂R versus the
actual Doppler frequency fRmax, for several different transmitter Doppler
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Figure 6.1: The RMSE of the estimated Doppler frequency f̂T versus the actual
Doppler frequency fTmax in a noise free isotropic scattering environment with no LoS
component.
frequencies fTmax = [0.01, 0.1, 1, 10, 25, 50] in a noise free isotropic scattering
environment with no LoS component. The RMSE of the receiver is calculated in the
same manner as the transmitter, and results show nearly identical errors.
Figs. 6.3- 6.5 shows the effect of the LoS component, the Ricean parameter K, on
the performance of the proposed estimator. A noise free isotropic scattering
environment is assumed, with fRmax = fTmax = 0.1 Hz,fRmax = fTmax = 1 Hz, and
fRmax = fTmax = 10 Hz respectively. The results show that the RMSE for the
transmitter and receiver are nearly identical, and are both rather high.
Additionally, the error spikes when a LoS component is added, but remains fairly
constant with increasing K.
Fig. 6.6 plots the RMSE of the estimated Doppler frequencies f̂T and f̂R versus the
power distribution between the UA and DA rays. Interestingly, the error is highest
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Figure 6.2: The RMSE of the estimated Doppler frequency f̂R versus the actual
Doppler frequency fRmax in a noise free isotropic scattering environment with no LoS
component.
when the power is all in the UA component, and decreases as power shifts to the
DA component.
The effect of non-isotropic scattering on the performance of the proposed estimator
is examined next. The following plots show the effect of changes to various
parameters in a noise free, non-isotropic scattering environment with no LoS
component. Values of fRmax = 2 and fTmax = 1 were used for the simulations.
Figs. 6.7 and 6.8 plot the RMSE of the estimated Doppler frequencies f̂T and f̂R
versus the mean angles of arrival. The error seems to be consistent, except when the
UA and DA components are either 0 or 180 degrees.
Figs. 6.9 and 6.10 plot the RMSE of the estimated Doppler frequencies f̂T and f̂R
versus the angle spreads. The error again seems to be constant, except when the
UA and DA components are both 0 degrees, where there is a spike.
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Figs. 6.11 and 6.12 plot the RMSE of the estimated Doppler frequencies f̂T and f̂R
versus the vertical displacement of the ocean surface. The error seems to be fairly
constant over all values.
Finally, the effect of white Gaussian noise on the proposed estimator is
demonstrated. Fig. 6.13 shows the RMSE of the estimated transmitter Doppler
frequency f̂T versus the actual Doppler frequency fTmax, for several different
receiver Doppler frequencies fRmax = [0.01, 0.1, 1, 10, 25, 50] in a noise free isotropic
scattering environment with no LoS component, while Fig. 6.14 shows the RMSE of
the estimated receiver Doppler frequency f̂R versus the actual Doppler frequency
fRmax, for several different transmitter Doppler frequencies
fTmax = [0.01, 0.1, 1, 10, 25, 50] in a noise free isotropic scattering environment with
no LoS component. The values were calculated for values of SNR = [5 10 15 20 25],
but only the values for SNR = 10 are plotted here. The results show that the
estimator performs similarly in the presence of this amount of noise than it did with
a noise-free environment.
Overall, the results show a large degree of error introduced by each of the variables.
This was expected to some degree due to the difficulty of the underwater
propagation environment. However, with each variable adding anywhere from
20%–60% error, it appears that this estimator will not be feasible.
6.6 Summary
This chapter covers the derivation and development of the proposed velocity
estimator. The level crossing rate for the shallow water acoustic channel was
calculated, along with the number of maxima. The combination of these two
expressions allowed for the angular frequency term to be isolated. The quadratic
term led to two solutions each for the real and the imaginary components of the
channel. Empirical testing led to expressions for calculating the frequency terms for
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both transmitter and receiver. The estimator was tested, and the results show a
rather high degree of error.
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Figure 6.3: The RMSE of the estimated Doppler frequencies f̂T and f̂R versus Ricean
factor K in a noise free isotropic scattering environment with a LoS component, for
fRmax = fTmax = 0.1 Hz.
Figure 6.4: The RMSE of the estimated Doppler frequencies f̂T and f̂R versus Ricean
factor K in a noise free isotropic scattering environment with a LoS component, for
fRmax = fTmax = 1 Hz.
56
Figure 6.5: The RMSE of the estimated Doppler frequencies f̂T and f̂R versus Ricean
factor K in a noise free isotropic scattering environment with a LoS component, for
fRmax = fTmax = 10 Hz.
Figure 6.6: The RMSE of the estimated Doppler frequencies f̂T and f̂R versus the
power distribution η in a noise free isotropic scattering environment with no LoS
component. 57
Figure 6.7: The RMSE of the estimated Doppler frequency f̂T versus the mean angle
of arrival µ in a noise free isotropic scattering environment with no LoS component.
Figure 6.8: The RMSE of the estimated Doppler frequency f̂R versus the mean angle
of arrival µ in a noise free isotropic scattering environment with no LoS component.
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Figure 6.9: The RMSE of the estimated Doppler frequency f̂T versus the angle
spread σ in a noise free isotropic scattering environment with no LoS component.
Figure 6.10: The RMSE of the estimated Doppler frequency f̂R versus the angle
spread σ in a noise free isotropic scattering environment with no LoS component.
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Figure 6.11: The RMSE of the estimated Doppler frequency f̂T versus the vertical
displacement of the ocean surface ζ in a noise free isotropic scattering environment
with no LoS component.
Figure 6.12: The RMSE of the estimated Doppler frequency f̂R versus the vertical
displacement of the ocean surface ζ in a noise free isotropic scattering environment
with no LoS component.
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Figure 6.13: The RMSE of the estimated Doppler frequency f̂T versus the actual
Doppler frequency fTmax in a noise free isotropic scattering environment with no LoS
component and with SNR=10dB.
Figure 6.14: The RMSE of the estimated Doppler frequency f̂R versus the actual
Doppler frequency fRmax in a noise free isotropic scattering environment with no LoS
component and with SNR=10dB. 61
CHAPTER VII
RESEARCH CONTRIBUTIONS AND FUTURE
RESEARCH DIRECTIONS
7.1 Research Contributions
Underwater communications is a field with many potential applications that would
benefit from better characterization of the environment. The contributions of this
research is summarized as follows
• A method for calculating the level crossing rate of the shallow water acoustic
channel was presented. The channel impulse response for the channel was
derived, which utilized the principle of superposition to sum up all the
reflected signals arriving at the receiver. The impulse response took into
account random variables representing the angles of the rays, as well as
variations in the ocean surface. The channel impulse response and its
derivatives were used to calculate how often the signal crossed a specified
threshold.
• A simulator for the underwater acoustic fading channel was proposed. The
reference model describes an infinite number of scatterers and rays, making
simulation unfeasible. The simulator instead uses a finite number of scatterers
in order to model the signal propagation through the channel, while still
maintaining the statistical properties of the reference model. The transfer
function for the channel is derived, and used in the calculation of the
autocorrelation function. The simulation results agree well with the theoretical
predictions, and when more scatters are used in the simulation, a better match
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is obtained. This better match comes at the cost of increased simulation time.
• A velocity estimator was developed for the shallow water environment.
Expressions were derived for the level crossing rate and number of maxima in
the real and imaginary parts of the channel. These expressions are used in
combination to calculate the velocities of the transmitter and receiver.
7.2 Future Research Directions
An immediately apparent direction for future research efforts involves reducing or
eliminating the bias in the calculations. This bias likely results from some of the
assumptions made in the derivations of the channel impulse response and
autocorrelation function. This bias prevents more accurate estimation of the velocity
for this particular estimator. Preliminary efforts to reduce the error by estimating
the bias and subtracting from the simulated frequencies were mostly unsuccessful.
Another possibility for future work built on this research is to develop an estimator
for the direction of movement of the transmitter and receiver. The estimation of
direction should be possible using the estimated velocity, along with the cross
correlation between the in-phase and quadrature components of the channel impulse
response. However, preliminary research in this direction has not yet yielded feasible
results.
Finally, another goal for future research would be developing the statistical
characterization and framework for underwater channels other than the shallow
water case. Developing a more general characterization of the underwater
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