1. Introduction {#s0005}
===============

Suicidal behavior may emerge as the result of an interaction between many different psychological, social, and biological variables ([@bb0145]; [@bb0195]). Analysis from traditional epidemiological studies gave insight into the role of more static risk factors of suicidal behavior, such as sex and a history of depression ([@bb0045]; [@bb0240]), but neglected the dynamic nature of suicidal ideation and its psychological risk factors. For that reason, recent studies made use of a method called ecological momentary assessment (EMA), using repeated measurements of a combination of fluctuating state-like factors and short follow-up intervals of minutes or hours.

1.1. EMA studies in suicidology {#s0010}
-------------------------------

Within the field of suicide research, real time monitoring via EMA has just recently been introduced. First EMA studies not only demonstrated high fluctuations of suicidal ideation (SI) over time, even from hour to hour (cf. preliminary data analysis by [@bb0125]; [@bb0165]), but also large intrapersonal differences in fluctuations. These results show that a considerable amount of variance of SI is caused by within-person processes over time. [@bb0165] reported similar results not only for SI, but also for psychological risk factors associated with SI, such as hopelessness, perceived burdensomeness, and thwarted belongingness. Importantly, the well-known psychological risk factors hopelessness, perceived burdensomeness, and thwarted belongingness co-occurred with SI, but did not predict SI at short-term follow up.

By the end of August 2017, data collection from the comprehensive AMBAS study (Ambulatory Assessment of Suicidality, [@bb0125]; [@bb0105]) was completed. The aim of this EMA study was to investigate proximal risk factors for SI based on the assumptions of the Interpersonal Theory of Suicidal Behavior (IPTS; [@bb0150]; [@bb0230]). According to the IPTS, high levels of perceived burdensomeness and thwarted belongingness can lead to SI. Multilevel analyses were used in order to test these assumptions (cf. [@bb0130]). The analyses of the complete EMA data containing 74 inpatients with a depressive disorder and current/lifetime suicidal ideation revealed two major findings. First, perceived burdensomeness, thwarted belongingness, depressive feelings, and hopelessness co-occurred with SI within the same assessment, even when controlling for SI at t − 1. Second, hopelessness, perceived burdensomeness (but not thwarted belongingness), and SI at t − 1 prospectively predicted SI at t ([@bb0130]).

Differences between cross-sectional and temporal analyses have also been reported by [@bb0160] and [@bb0010], which led Kleiman and Nock to distinguish between correlates, predictors, and predictors of change for SI ([@bb0160]).

1.2. A network perspective {#s0015}
--------------------------

In this paper, we want to extend the findings of [@bb0125], [@bb0130] by re-analyzing the EMA data from the AMBAS study using network analysis. Although the method of network analysis is not new, there has been an increasing interest in thinking of psychological disorders such as depression as a network of interacting symptoms ([@bb0035]; [@bb0065]; [@bb0085]; [@bb0100]; [@bb0225]; [@bb0245]).

According to the network perspective in psychopathology, mental health problems (in our case SI) develop as a result of interacting symptoms or risk factors ([@bb0020]). For example, if one has trouble sleeping, this may result in concentration problems, which may result in more rumination, which may result in higher levels of SI. When the dynamical relations between risk factors are sufficiently strong, they can be self-sustained via a negative feedback loop ([@bb0020]). By presenting all possible relationships between all variables in one clear graph, network analysis can guide researchers and clinicians towards more complex and dynamic thinking about mental disorders ([@bb2000]). Indeed, inspecting network structures of SI as well as well-known risk factors over time should result in a more comprehensive understanding of how different risk factors relate to each other and to SI, whereas previous analyses only focused on the outcome of interest (cf. [@bb0130]; see [Fig. 1](#f0005){ref-type="fig"}).Fig. 1Differences between network and HLM analysis as used in [@bb0130].Fig. 1

Network analysis has recently made its way into suicide research ([@bb0060]; [@bb0070]; [@bb0065]). As suicidal behavior is not a mental disorder such as depression, the rationale of thinking about suicidal behavior within a network perspective requires a bit more explanation. One proposed hypothesis from the network perspective on suicidal behavior is that a suicide attempt is the result of the interaction between different risk factors, such as hopelessness, depression, impulsivity, and suicidal ideation ([@bb0060]). A suicide attempt is then argued to arise from the interaction between these different risk factors. In a recent study, suicidal ideation was represented as a node in the network, a single symptom, just like all other 20 risk factors, such as entrapment and perceived burdensomeness ([@bb0075]). The main research question was how all other variables interact with suicidal ideation, either directly or indirectly, and how these risk factors interact among each other. Network analysis offers a unique opportunity to visualize and quantify the relations between suicidal ideation and all other variables. Results showed that many more variables are directly related to suicidal ideation than current theories propose, even when controlling for all other symptoms in the network. Additionally, all risk factors within the network were connected with each other, none of them being isolated.

### 1.2.1. Estimating a temporal network with EMA data {#s0020}

Network analysis has mostly been applied to cross-sectional data ([@bb0070], [@bb0075]), but can also be applied to EMA data. With time series data, one can estimate a temporal network, often via vector autoregression techniques (VAR). In VAR, a variable at a certain time point t is predicted by the same variable at the previous time point t − 1 (autoregressive effects) and all other variables at t − 1 (cross-lagged effects). These autoregressive and cross-lagged effects can be quantified and visualized in a temporal network (cf. [@bb0030]). By allowing VAR coefficients to differ across individuals via multilevel modeling, it is possible to model and visualize time dynamics at the group level (for more detailed information see in the Methods section). In the graphical representation of the network, variables are presented as nodes. A variable being associated with another variable over time is graphically represented by an edge with an arrowhead towards the other node. These networks are called temporal networks, as they can be indicative of potential causality given that one variable preceded the other in time. This time order is a necessary (but not sufficient) condition for causality. The relation over time could also be explained by variables that had not been measured. Therefore, temporal networks are mainly useful for hypothesis generating. As in our study the time between two assessments was between 30 and 120 min, the temporal network offers insights into relations between variables within this short period of time. In order to get insight into relations that occur much faster, during the same assessment, one can use another network, the contemporaneous network.

### 1.2.2. Contemporaneous network with EMA data {#s0025}

[@bb0100] introduced an additional network one can estimate using EMA data, called a contemporaneous (or non-temporal) network. One can use the associations between the residuals of the temporal network (partial correlations) resulting from associations between variables that are not explained by the current chosen time interval, the chosen lag, or anything else that is not explicitly measured and modeled. These correlations are then used to estimate a partial correlation network structure. In this contemporaneous network, each variable is again represented as a node. However, the edges between two nodes are graphically not presented by arrowheads but by lines, representing cross-sectional associations within one measurement (and not temporally directed effects). The edges now represent the partial correlation obtained after controlling for both temporal effects and all other variables in the same window of measurement ([@bb0090], [@bb0100]; [@bb3000]).

### 1.2.3. Between-subjects network with EMA data {#s0030}

The temporal as well as the contemporaneous networks were within-persons networks. When data is collected from multiple subjects, it is also possible to estimate a between-persons network using EMA data. Between-subjects predictors are calculated using the covariance structure of stationary means (over time in case of EMA data). For instance, each person has his/her own means for SI and perceived burdensomeness over time. One can then obtain a correlation between the personal means of SI and perceived burdensomeness across persons over time. A positive correlation would imply that people with a high mean score for SI also tend to have a high mean score for perceived burdensomeness.

In sum, network analysis extends previously used multilevel analysis by controlling for autoregressive effects of all variables included in the network (not only autoregressive effects of SI), by revealing temporal and contemporaneous associations as well as between-subjects differences, and by offering a visual representation of the relations between all assessed variables.

In this study, we hypothesized, first, that we would replicate the findings of our previous multilevel analysis (cf. [@bb0130]): SI at one measurement t would be related to perceived burdensomeness, thwarted belongingness, hopelessness, and depressiveness at the same measurement t (contemporaneous network), and predicted by perceived burdensomeness, hopelessness, and itself at t − 1 over time (temporal network). We further expected to replicate findings by [@bb0130] when controlling not only for autoregressive effects of SI but also for autoregressive effects of all other variables as well as for all cross-lagged effects. Moreover, we were interested in examining further cross-lagged associations between all variables in the network (beyond associations with SI). Finally, we assumed that participants with high levels of perceived burdensomeness, thwarted belongingness, hopelessness, and depressiveness on average would also show high levels of SI.

2. Material and methods {#s0035}
=======================

2.1. Sample and study procedure {#s0040}
-------------------------------

Seventy-four psychiatric inpatients with a primary unipolar depressive disorder (major depression, dysthymia) and current or lifetime SI were included in the EMA study (see [Table 1](#t0005){ref-type="table"}; cf. [@bb0105]). Patients were 37.6 years on average (SD = 14.3, ranging from 18 to 85 years). 71.6% were female. Patients were recruited in the psychiatric department of the University Hospital Leipzig and the HELIOS Park-Klinikum Leipzig between September 2015 and August 2017. Suicidality was assessed by using the Suicide Behaviors Questionnaire Revised (SBQ-R; [@bb0160]; [@bb0205]) as well as the Structured Clinical Interview for DSM-IV (SCID-I; [@bb0250]). Patients with a score ≥8 in the SBQ-R or reporting at least suicidal ideation in the SCID-I were included in the sample. Since mood, stress reactivity, and the experience and the impact of positive events is distinctive in patients with a Major Depression, we did not include patients with bipolar disorders, substance use disorders in the past year, current psychotic symptoms, and primary diagnosis of personality disorder in this study. Further exclusion criteria were insufficient knowledge of German language, and IQ \< 85 in a language-based intelligence test (German "Mehrfachwahl-Wortschatz-Intelligenztest", MWT-B; [@bb0180]). For an overview of the study procedure and a flow chart of study inclusion see [@bb0105]. [Table 1](#t0005){ref-type="table"} summarizes the clinical characteristics of the study sample (cf. [@bb0105]).Table 1Clinical characteristics of the study sample (n = 74) and for males vs. females.Table 1Total sampleMales (n = 21)Females (n = 53)n%M (SD)n%M (SD)n%M (SD)*Diagnoses (SCID-I interview)*Major depression6993.21885.75196.6 Severity of current episode: mild1013.5314.3713.2 Severity of current episode: moderate4459.51047.63464.2 Severity of current episode: severe1520.2523.81018.9 Number of depressive episodes (lifetime)3.9 (3.4)4.6 (4.9)3.6 (2.5)Dysthymia56.8314.323.8Comorbid anxiety disorder[b](#tf0015){ref-type="table-fn"}1621.629.51426.4Comorbid obsessive-compulsive disorder[b](#tf0015){ref-type="table-fn"}34.10035.7Comorbid somatic symptom disorder[b](#tf0015){ref-type="table-fn"}45.4314.311.9Comorbid eating disorder[b](#tf0015){ref-type="table-fn"}34.10035.7  *Symptom severity (questionnaires)*Suicidal ideation (BSS)9.3 (9.0)12.1 (11.1)8.2 (7.9)Depressiveness (DESC)[a](#tf0010){ref-type="table-fn"}25.9 (6.2)26.7 (6.3)25.6 (6.2) Above DESC cut-off (≥11)741002110053100[^1][^2][^3]

After an extensive baseline-assessment ([@bb0105]), participants underwent a 6-days-EMA-assessment with 10 signal-contingent assessments per day using an EMA software on Android smartphones (movisensXS©) resulting in a maximum of 60 assessments per participant. The EMA signals occurred randomly between 8:00 am and 8:00 pm with at least 30 minute in-between prompts. Participants could postpone a prompt for 5, 10, or 15 min if they were not able to answer the questions immediately (e.g., due to therapeutic sessions) and they had the possibility to reject a prompt. The dataset consisted of 4440 observations (60 assessments on level 1 ∗ 74 persons on level 2). Participants completed 89.7% of the EMA assessments on average (min = 75%, max = 100%), resulting in 4295 valid observations. Missing data was handled via listwise deletion. All data was directly transferred and could be monitored using a web-based platform enabling the research team to check regularly on compliance rates. For more detailed information about the study protocol, please see [@bb0105]. All participants provided written informed consent prior to participation. The study was approved by the ethics committee of the Medical Faculty of the University of Leipzig (No. 388-13-16122013).

2.2. Measures {#s0045}
-------------

During the EMA assessment, patients rated their momentary SI, perceived burdensomeness, thwarted belongingness, depressiveness, hopelessness, positive affect, and anxiety. The EMA items were either newly developed or selected from respective retrospective self-report inventories, assessing the construct of interest regarding item-total correlation, item content, and wording. In a second step, wording of all items was adapted to optimally relate to the actual moment. The whole EMA assessment comprised 28 items (for items see [@bb0105]). We used 16 for network analysis: SI (2 passive, 2 active), thwarted belongingness (2 items), perceived burdensomeness (2 items), depressiveness (2 items), hopelessness (2 items), anxiety (2 items), and positive affect (2 items). The rest of the EMA items, which we did not analyze, assessed mood (6 items), context (activity: 1 item, company: 4 items), and medication (1 item) since the last measurement. We decided to delete them from analysis for two reasons: 1) we focused on the impact of the interpersonal variables perceived burdensomeness and perceived burdensomeness and well-known risk factors, such as depression and hopelessness, 2) we thought that our data did not have the power to include even twelve more items.

2.3. Analysis {#s0050}
-------------

In order to estimate the different network structures over all participants, we applied multilevel vector autoregression (mlVAR) models on the data as implemented within the mlVAR package in R ([@bb0090]). Temporal dynamics within individuals are estimated by regressing scores of a symptom at time t on a previous (i.e. lagged) value of itself at t − 1 (AR: autoregression, [@bb0050]; [@bb0215]). Vector autoregressive modelling (VAR) indicates that all variables at time t are regressed on a t − 1 version of themselves, resulting in a vector of lagged regression coefficients (fixed effects). The multilevel modelling allows the VAR coefficients to differ between individuals (random effects). Hence, a temporal network can be estimated, i.e. a network visualizing the temporal effects of symptoms (e.g. [@bb0025]; [@bb0040]; [@bb0220]; [@bb0245]). To visualize the temporal network in a two-dimensional graph, we used the Fruchterman-Reingold (FR) algorithm. This algorithm aims to place nodes that are not central (i.e. have little connection to other nodes) at the periphery of the network, whereas central, highly connected nodes are placed towards the centre. FR is the most frequently used placing algorithm within network analysis, although alternatives exist ([@bb0155]).

To obtain estimates of between-subject effects, the sample means of every subject can be included as predictors at the subject level (except for the mean of the dependent variable; [@bb4000]; [@bb5000]; [@bb6000]). Finally, the contemporaneous network was estimated using the residuals of the multilevel model that was used to estimate the temporal and between-subjects effects. These residuals were used to estimate multilevel models that estimate the association between the residuals of one variable from the residuals of all other variables at the same time points.

For a more detailed discussion about estimation and differences between each of the three networks, we refer to [@bb0100]. All participants were included in the analysis. Variables were standardized before estimation and scaled within persons via mlVAR. As the last assessment of the day is rather not correlated with the first assessment of the next day, we added a row of missing values between consecutive days. All networks are graphed using the qgraph package in R ([@bb0085]). We further did not detrend the data because the Dickey-Fuller test indicated all variables to be stationary over time (all p \< .01).

3. Results {#s0055}
==========

Means and standard deviations for all EMA scales across all 60 assessments are presented in [Table 2](#t0010){ref-type="table"} (cf. [@bb0105]).Table 2Descriptive statistics of the EMA scales for total sample and males vs. females averages over all 60 assessments.Table 2EMA-constructsRangeTotal sampleMalesFemalesMSDMSDMSD*SI*4--207.73.68.03.47.63.7*PB*2--105.42.15.41.85.42.2*TB*2--105.11.95.01.95.22.0*D*2--105.91.85.51.86.01.8*H*2--105.52.25.52.45.52.2*PA*2--104.61.44.80.94.51.5*A*2--105.31.45.21.25.31.4[^4]

3.1. Temporal network {#s0060}
---------------------

As illustrated in the temporal network (see [Fig. 2](#f0010){ref-type="fig"}), SI at time point t was solely predicted by perceived burdensomeness (fixed effects coefficient: 0.06, p \< .05) and SI at t − 1 (fixed effects coefficient: 0.26, p \< .001). While all variables predicted themselves in the consecutive measurement, SI predicted itself in the strongest manner, as depicted by the thickest directed connection and the largest coefficient in the temporal network (see Table A-1 in the Appendix for all coefficients). SI, however, predicted perceived burdensomeness (0.10, p \< .001), hopelessness (0.11, p \< .001), depressiveness (0.08, p = .001), and positive affect (−0.08, p \< .001) over time. Relations between SI and thwarted belongingness were missing; neither did SI predict thwarted belongingness (0.03, p \> .05), nor did thwarted belongingness predict SI (0.02, p \> .05; for more detailed information see Table A-1 in the Appendix). Anxiety was only predicted by itself, but neither influenced nor was influenced by any other variables at t − 1.Fig. 2Temporal network of the fixed effects with green lines representing positive associations and red lines negative associations; the thicker the line, the stronger the association; SI: suicidal ideation, PB: perceived burdensomeness, TB: thwarted belongingness, PA: positive affect, D: depressiveness, H: hopelessness, A: anxiety. Non-significant edges were omitted.Fig. 2

3.2. Contemporaneous network and between-subjects network {#s0065}
---------------------------------------------------------

[Fig. 3](#f0015){ref-type="fig"} presents the contemporaneous network (left). SI is most strongly associated with hopelessness. Furthermore, SI is associated with all other variables. As expected, positive affect had a strong negative correlation with depression (for more detailed information see Table A-2 in the Appendix).Fig. 3Temporal, contemporaneous, and between-subjects network: green lines representing positive associations, red lines representing negative associations; the thicker the line, the stronger the association; SI: suicidal ideation, PB: perceived burdensomeness, TB: thwarted belongingness, PA: positive affect, D: depressiveness, H: hopelessness, A: anxiety. Non-significant edges were omitted.Fig. 3

With regard to the between-subjects network ([Fig. 3](#f0015){ref-type="fig"}, right), participants that on average scored high on hopelessness also scored high on average on SI. No other between-subjects relation between SI and any other variables was found. As expected, participants that scored high on depression also scored high on anxiety and hopelessness. They also scored low on positive affect and high on thwarted belongingness, whereas they did not score high on perceived burdensomeness (for more detailed information see Table A-3 in the Appendix).

4. Discussion {#s0070}
=============

To the best of our knowledge, this is the first study in suicide research applying network analysis on EMA data to better understand the relation between SI and several psychological risk factors. A sample of 74 patients with a depressive disorder and current/lifetime SI reported their momentary level of SI, thwarted belongingness, perceived burdensomeness, and further risk factors (e.g. hopelessness and depressiveness) ten times a day over a period of six days. We computed and graphed three different networks: a temporal, a contemporaneous, and a between-subjects network.

The temporal network revealed, first, that SI at t was solely predicted by itself and the level of perceived burdensomeness at t − 1 and, second, that SI at t − 1 predicted almost all the other variables in the temporal network at t. This differs somewhat from the results of the multilevel analysis where, besides SI and perceived burdensomeness, hopelessness at t − 1 was also predictive of SI at t ([@bb0130]). The differences in model outcomes might be explained by different ways of estimating residuals. In VAR, all variables are fitted on a lagged version of themselves and cross-lagged version of all other variables in the network, whereas in multilevel analysis only the dependent variable is explained as a function of a lagged version of itself and cross-lagged versions of all other variables in the regression equation. The findings are in line with an EMA study by [@bb0165], reporting that SI mainly predicts itself, while other variables are less useful in order to predict SI over time. The contemporaneous and between-subjects networks, however, did confirm the strong relationship between SI and hopelessness. Within a much shorter time frame than 30 to 120 min (lag-1), hopelessness is strongly associated with SI. Additionally, patients with higher average SI scores also tended to have higher hopelessness scores. This is in line with both EMA studies on SI ([@bb0130]; [@bb0165]) and more traditional epidemiological studies (e.g. [@bb0110]). The contemporaneous network also revealed a direct relation between SI, perceived burdensomeness, and thwarted belongingness. These results have also been found by [@bb0160], concluding that well-known risk factors, such as hopelessness and perceived burdensomeness, are most useful to predict SI at the moment, but less useful to predict SI over time.

Our as well as previous findings by [@bb0160] and [@bb0165] are not in line with the assumptions of the IPTS, stating that perceived burdensomeness and thwarted belongingness are the main predictors of SI over time ([@bb0150]; [@bb0230]). It might be possible that the relationship between the IPTS variables and SI follow another time dynamic than captured within our analysis. According to the results from the contemporaneous network, both thwarted belongingness and perceived burdensomeness are related to SI at the same measurement suggesting faster unfolding relations. However, it might also be possible that thwarted belongingness effects suicidal ideation slower than after 120 min, for instance, after one full day, or even a week. In the existing theory, there is no explicit mentioning of a time frame in which associations between thwarted belongingness, perceived burdensomeness, and suicidal ideation unfold. At least with our design, momentary intrusive suicidal thoughts seem to make people feel hopeless and a burden for others 30 to 120 min afterwards, which in turn might make them feel isolated (in terms of higher thwarted belongingness) further 30 to 120 min later. What causes SI in the first run, besides SI itself and perceived burdensomeness, might either happen faster, for instance within the same assessment, as was the case for hopelessness, or in a time frame between approximately 5 (after one assessment) and 30 min (before the next assessment). Another reason might be that there are variables not assessed in the current study that might predict SI. If anything, these results indicate that the (temporal) relation between psychological risk factors and SI is more complex than theorized. Indeed, based on their EMA results, [@bb0160] suggested a distinction between different ways of how variables can influence SI. While some variables might be associated with SI at the same measurement, others seem to predict SI or the change in SI at the subsequent measurement (cf. [@bb0165]). Regarding the IPTS variables, only perceived burdensomeness had a direct temporal impact on SI. This is in line with other studies reporting perceived burdensomeness to be associated more directly with SI compared to thwarted belongingness ([@bb0140]; [@bb0185]).

As expected, positive affect was negatively related to all other variables. We found that SI at t resulted in less positive affect at t − 1, supporting the hypothesis of [@bb0170] that the presence of SI leads to shifts in affect. However, there was no support for a negative feedback loop, as we did not find that less positive affect in return also influenced SI over time. One reason for this discrepancy with the study of [@bb0170] might be the shorter period in our EMA study from one beep to the next (1.5 vs. 4 to 8 h). Moreover, even when a node has no impact on other variables in the temporal network, it still can have an impact on subsequent variables by being central in the contemporaneous network ([@bb0100]).

Anxiety and thwarted belongingness were the only variables in the temporal network that had no relation to SI, at least in our study\'s timeframe of 30 to 120 min. Literature on thwarted belongingness does indeed suggest that it influences SI via perceived burdensomeness (e.g., [@bb0210]). The role of anxiety in the development of SI is less clear, since results of prospective studies are mixed -- some confirmed and some falsified the effect of anxiety disorders on SI ([@bb0005]; [@bb0015]; [@bb0200]). Future EMA studies should replicate our findings to better understand the potential association of self-reported momentary anxiety and SI.

A limitation of this study is the sample only consisting of patients with a Major Depression. Hence, we should be cautious when concluding for patients with any other diagnosis and suicidal ideation. On the other hand, our findings regarding the assumptions of the IPTS are in line with findings reported by other authors, for instance [@bb0165], who examined inpatients, admitted for suicide risk. Moreover, the sample only consists of inpatients also slightly diminishing ecological validity. Future research should replicate our findings for outpatient samples with different diagnosis.

Furthermore, one may assume that inpatients in contrast to outpatients or persons not in therapy show less variability in variables, such as suicidal ideation, thwarted belongingness, perceived burdensomeness, etc., because the number and nature of interpersonal events might differ in an inpatient setting compared to being at home. However, we found considerable variance within person over time (at level 1, e.g., 48% of variance for TB, 38% of variance for PB), contradicting this assumption.

We further do not know whether we chose the appropriate EMA design with ten measurements a day every 30 to 120 min and between 8 am and 8 pm. Using this interval, we might have missed important events in the late evenings, early mornings, and during the nights. However, we wanted to warrant the participants\' compliance by minimizing the effort and burden for participants (already being prompted ten times a day) and not interfering with the participants\' natural sleep-wake rhythm. Moreover, we tried to avoid unnecessary missings. Statistically, this gap has been taken into account by not correlating the last assessment of one day with the first assessment of the consecutive day.

Another limitation is that important risk factors for SI, such as defeat and entrapment, were not included in the study. This kind of data is currently being collected in the CASPAR study and will probably result in more predictive power over time ([@bb0190]). Although suicide research needs objective ways of measuring suicide risk (i.e., assessment not biased by opinion or interpretation) and should also include indirect measures of suicide-related variables as well as behavioral proxies ([@bb0055]; [@bb0115]), we only used self-reports. Moreover, our design and sampling strategy (i.e. 10 beeps per day with at least 30 min within beeps) might not capture the natural course of SI and its risk factors ([@bb0080]; [@bb0235]). It is also likely that we were underpowered to detect more subtle dynamic relations. For example, one would expect positive affect to be related to all other variables over time, but this was not confirmed in our network. Future research is required using extended observations of several weeks and comparing different sampling strategies, leading to more insight in the individual dynamics of SI. Finally, the connections within the networks should only be interpreted as indications of potential causal relationships, and serve as hypothesis generating networks. True causal relationships can only be found after some type of intervention.

In perspective, networks based on EMA data might also be used in psychotherapy. Individual courses of SI and risk factors, such as perceived burdensomeness, thwarted belongingness, hopelessness, and depressiveness (and further variables of interest), could be measured at the beginning of the therapeutic process and be used for individual networks. This kind of information could then be discussed with the patient during therapeutic sessions in order to identify individual risk factors of suicidality (such as [@bb0175]). Interestingly, we observed intra-individual differences in networks revealing different associations and risk factors per person.

With regard to the IPTS, the networks show that the relationship between PB and TB is not as straight forward as assumed in the theory. However, our findings should be replicated before we can better understand the dynamic relation between perceived burdensomeness, thwarted belongingness, and SI. Moreover, since the IPTS is a relatively young theory, it remains unclear whether a satisfactory operationalization of the IPTS constructs has already been attained by the available instruments and items (i.e. the INQ; [@bb0120]).

Taken together, the network analysis shows that the relation between known risk factors and SI over time is more complex than theorized or presented in epidemiological studies. As stated by [@bb0160], risk factors can be associated with, predictive of, or related to change in SI. Network analysis of EMA data extends our previously used multilevel analysis by offering a visualization of the relation between all variables and an insight into both the within and between-subjects effects.
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[^1]: Note. Data for the total sample have also been published in [@bb0105].

[^2]: [@bb1000].

[^3]: Any diagnosis current or lifetime.

[^4]: Note. Data for the total sample have also been published by [@bb0105]. No significant differences in means between males vs. females (all p \> .05).
