• The performance of 13 popular models for estimating soil water retention was quantified using a dataset with global coverage.
Introduction
Soil plays a fundamental role in mass and energy exchange processes among land surfaces, groundwater, rivers, and the atmosphere (Bittelli et al., 2015; Michael & Cuenca, 1994) .
Quantification of surface runoff, soil-vegetation-atmosphere transfer fluxes, groundwater recharge, as well as surface energy balances and land surface temperature must therefore rely on correctly parametrized soil hydraulic properties such as soil water retention and hydraulic conductivity characteristics (Chaney et al., 2016; Montzka et al., 2017; Verhoef & Egea, 2014; Welty & Zeng, 2018; Zhao et al., 2018) . The experimental determination of soil hydraulic characteristics is timeconsuming, labor extensive, and especially impractical for highly heterogeneous soils in largescale applications Gent et al., 2011; Shangguan et al., 2014 Shangguan et al., , 2013 . Inverse estimation of soil hydraulic parameters from measurements of observable state variables such as dynamics pressure heads and/or soil water contents face similar restrictions (Man et al., 2016; Xu et al., 2017; Zhang et al., 2016) . Instead, soil hydraulic properties are often estimated with pedotransfer functions (PTFs) which typically are empirical data-driven models that commonly utilize available soil attributes as predictors (e.g., soil texture, bulk density, and organic carbon (OC) content). Because of their utility, PTFs have become indispensable components for predicting the dynamics of moisture content in land surface models (LSMs) and global climate models (GCMs) among many other smaller-scale applications (Van Looy et al., 2017) .
Over the past decades, considerable national and international efforts have resulted in many PTFs with a variety of statistical approaches (Pachepsky & Rawls, 2004; Zhang et al., 2018) . These models were calibrated using data collected at local or national scales and did not necessarily represent the diversity of the global population of soils, resulting in PTFs that have been 4 demonstrated to produce biased predictions Schaap & Leij, 1998; Vereecken et al., 2016) . The use of PTFs directly should therefore raise one straightforward question: what is the performance of commonly used PTFs in the context of a global-coverage dataset?
The selection of a single PTF in predictive applications may result in statistical bias, underestimation of uncertainty, and overconfidence in predictive capabilities (Neuman, 2003) . To attempt to mitigate the bias and to expand the support-scale of PTFs, uniformly or variably weighted multi-model ensemble estimates can be pursued. Dai et al. (2013) used uniformlyweighted ensemble estimates to produce maps of soil hydraulic parameters for China. Utilizing the benefit of validation data, Guber et al. (2006 Guber et al. ( , 2009 , however, demonstrated that uniformly weighted ensembles resulted in degraded field-scale estimates.
The main thrust of the present study is to develop a strategy for optimal weighting of PTFs for multimodel estimates in the context of a soil database with global coverage. Previously, such an effort was considered to be challenging (Kishné et al., 2017; Minasny et al., 2013) , not only because the calibration dataset used to develop PTFs may be a biased selection of the world population of soils, but also because soils themselves exhibit an extreme variety in hydraulic (and other) characteristics. For example, the soils in the Sahara formed under completely different climate conditions than those found in boreal zones, leading to vastly different mineral and OC contents and a resulting change in hydraulic characteristics (Davidson & Janssens, 2006) . We will therefore also investigate whether one single set of optimal values would suffice to weight PTF ensemble estimates, or whether different weightings must be used for stratifications of soils according to grain-size distribution, OC content, soil order, and mean temperature.
In this study, we identified 13 widely-cited PTFs used for estimating soil water retention which were classified into four groups according to input data requirements. Such a hierarchical grouping is critical because not all input data is available in all practical use cases. The PTFs are firstly evaluated individually against a well-documented soil database with global coverage.
Optimal weights for the PTFs (for all data and four stratifications thereof) are assigned by minimizing the misfit between multimodel estimates and water retention data from a globalcoverage dataset. Finally, global maps of soil water retention data and its uncertainty are produced for the SoilGrids 10km dataset (Hengl et al., 2014) . We anticipate that these maps will be useful for a variety of purposes. However, we are also able to estimate the uncertainty of the multimodel estimates, which will guide further research on improved global-scale PTF estimates.
Material and Methods

PTFs and Soil Hydraulic Functions
Summary characteristics for the 13 PTFs selected for this study appear in Supplementary   Table S1 ; R code implementing these models appears in Supplementary Code S1. Criteria for selection were their popularity (as indicated by the number of citations listed in Table S1 ) and the size of the dataset used for calibration of the PTFs. PTFs that are soil-specific or do not estimate the entire water retention curve, will not be considered in this study.
There are a number of ways by which the PTFs can be grouped and distinguished. First of all, six PTFs were derived from two publications (three each from Cosby et al., 1984, and and represent different approaches to establish the PTFs. Secondly, owing to attempts to construct large representative databases, considerable overlap in calibration data exists among PTFs, as discussed in Supplementary Text S1. Data used for PTFs with later publication dates are likely to have also been used for "older" PTFs. Thirdly, all models estimate parameters of several water retention functions. Five PTFs estimate the parameters of Brooks and Corey (1964) water retention model or its Campbell (1974) and Clapp and Hornberger (1978) variants; eight PTFs estimate van Genuchten (1980) parameters. Although the functional form of the retention equation is relevant, the present work will be unable to address this due to the limited number of capillary pressures available in the global-coverage dataset used for evaluation (next section).
A key distinction among PTFs is their requirements regarding predictors, which can be sorted into four groups. Group A only requires USDA soil textural class and includes Cosby0, Carsel, Clapp, and H1w. Group B utilizes the numerical value of the soil textural percentages as predictors and includes Cosby1, Cosby2, and H2w. Group C requires additional soil bulk density (Rawls, Campbell, and H3w) , while Group D further requires soil OC content (Wösten, Weynants, and Vereecken) . We refer the reader to the references for detailed descriptions of the PTFs.
Dataset Used for Evaluation and Ensemble Development
The National Cooperative Soil Survey Characterization Database (NCSS, 2017) is used to independently evaluate the 13 PTFs and to establish weights for the multi-model ensemble (a brief discussion of other soils databases can be found in Supplementary Text S2). After further data quality analysis (see Text S2), 49,855 records (having 118,599 water retention points) were available for further analysis. Figures 1a and 1b show the location of the selected soil samples and the textural distribution in USDA soil textural triangle.
Evaluation Criteria, Multi-model Ensemble Predictions, and Bootstrap Resampling
The criteria used to evaluate different PTFs is to use root mean square error (RMSE) of moisture content, defined as
and ( ) ( (Akaike, 1974) and AICc (Hurvich & Tsai, 1989) . Different algorithms were evaluated to minimize (3) and we found that a genetic algorithm (Scrucca, 2013 , implemented in the statistical package R, version 3.4.4, Venables & Smith, 2003) was the most effective method to derive a.
The optimization of the ensemble weighting vectors for the entire dataset and the four stratifications was coupled with bootstrap re-sampling (Efron & Tibshirani, 1993) to obtain the uncertainty of a. The replica datasets that were generated further enabled us to consider error 8 metrics for independent calibration and validation data . We found that 100 bootstrap replica datasets sufficed to produce stable weighting vectors.
Results and Discussion
Evaluation of Individual PTFs
When considering the performance of the 13 PTFs individually, we found that RMSE is the The notable outlier in Table 1 is the Carsel PTF, which has the worst performance but is also one of the most widely cited in the literature (Table S1 ). PTFs, and therefore will not be discussed here.
Group Ensembles
Summary results for the optimizations of the Group A through D ensembles as well as those for all 13-PTF models appear in Table S2 ) and suggests that including OC provides additional information. It is noted that the presented weights are based on all available retention data in selected NCSS dataset, while optimization using different subsets of retention points yields different weighting for different PTFs (See Text S4 and Figure S1 ).
The Clapp PTF is the dominant member in the Group A ensemble (with a weight of 0.6067, see Table 1 proportional terms for the ensemble of all PTFs. In this case, the Rosetta-H3w, Wosten, and
Weynants PTFs carry roughly equal weights (0.17 to 0.20), while the Clapp PTF has a surprisingly large contribution (0.14), given its comparatively large individual RMSE and its simple USDA textural class input requirements. The remaining 30% of the ensemble weights were carried by the nine other PTFs. The results suggest that there is merit in pursuing multi-model ensemble predictions, rather than just picking the individual PTF with the best performance. In addition, the full 13-member ensemble should be considered if possible.
Optimization of Weights for Different Soil Characteristics
The previous section provides optimal weights for the 13 selected weights given the 49,855
selected samples in the NCSS database. There is no guarantee that this subset of data represents the actual distribution of soils in the world, while there is even less of a guarantee that the original calibration data used to establish the 13 PTFs are representative. By stratifying the selected NCSS data by soil textural class, soil OC content, soil order and mean soil temperature, it is possible to evaluate whether better estimates can be made by re-optimizing a in (3) The results in Figure 2 indicate the likelihood that better estimates can be obtained when the weights are determined for different stratifications of the data. When these weights are used at face value, the RMSE is reduced from 0.0517 to 0.0511, 0.0511, 0.0506, and 0.0490 cm 3 /cm 3 for stratifications according to textural class, OC content, soil order, and taxonomic temperature, respectively. We note here that the stratifications by soil order and temperature regime could only be conducted for a reduced number of samples (91,303 and 80,223 samples, respectively) . Strictly speaking, the RMSE values for taxonomy and temperature cannot be compared accurately to that of the 13-member ensemble and we therefore resort to AIC and AICc values in Table S2 , which confirm that the improvements by re-optimizing the PTF weights for different stratifications of the data are statistically significant.
Prediction of Field Capacity and Wilting Point from Multi-model Ensembles
The ensemble models displayed in Table 1 were applied to the SoilGrids 10km dataset of Hengl et al. (2014) into moisture contents at saturation (0 cm pressure head), field capacity (330 cm) and wilting point (15,000 cm). These derived quantities are useful metrics because saturated water content is sometimes considered to be equal to the porosity, while field capacity is accepted to be the pressure where gravitationally induced drainage of water is minimal, and wilting point is considered as the pressure head where most vegetation ceases to extract water from soils (Dane & Topp, 2002; Jury & Horton, 2004; Klute, 1986) . The difference between saturation and field capacity has previously been used to estimate saturated hydraulic conductivity (Ahuja et al., 1989) and provides a path forward to also estimate unsaturated hydraulic conductivity (van Genuchten, 1980; Mualem, 1976) . The SoilGrids dataset was used because it provides accurate, highresolution global maps of soil texture, bulk density, and soil OC content derived by automated soil mapping (Luo et al., 2016; Montzka et al., 2017) . Although the 10 km resolution version was used here, maps at finer (1 km or 250 m, see Hengl et al., 2017) or coarser (Montzka et al., 2017) resolutions can also be generated. We show here the mean values and corresponding coefficient of water contents and field capacities in parts of Canada and Siberia; these higher estimates persist in the 13-member ensemble (Figures S2i and S3i) . This is presumably due to the information provided by bulk density and organic carbon content, used by Groups C and D ensembles. Soils in these regions are known to have high OC contents which are inversely correlated with bulk density (Zacharias & Wessolek, 2007) . Given that RMSEs produced by Groups C and D ensembles are lower than those of Groups A and B, it is likely that PTFs in Groups A and B systematically underpredict saturated water content and field capacities for the northern regions. There are also distinct differences between the maps for wilting point produced by the Groups A, B, C ensembles and those generated with the Group D and the full 13-member ensemble ( Figure S4 ). This implies that soil organic carbon content in PTF models strongly affects estimates of the wilting point.
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Summary and Conclusions
Our work leads to five major points:
1. Thirteen widely-used pedotransfer functions (PTFs) for the estimation of water retention characteristics were grouped in four classes according to input data requirements and evaluated on independently-measured moisture contents available in a large soil dataset with global coverage (NCSS dataset).
2. Weighted multimodel ensemble estimates for each PTF group resulted in improved performance. A further improvement was achieved by a weighted ensemble of all 13 models.
In this case four of the models carried 70% of the weights, while the remaining nine models carried only 30% of the weights.
3. Model weights changed for stratifications according to USDA textural class, OC content, soil order, and soil temperature classification, which indicates that each of the PTFs had intrinsic biases. Improved PTFs can be obtained when the weights are determined for different stratifications of the data, and further research remains necessary to derive a meta PTF that effectively deals with soil-dependent weights.
4. Maps of field capacity and wilting point (and their uncertainties) were derived for the ensemble models. The maps produced in the present study have a resolution of 10 km; higher 14 resolution maps and data structures with complete retention curves (and associated uncertainty)
can also be generated. These maps demonstrated that the calibrated PTF ensembles tend to have different estimates, especially in mid and high latitudes in the Northern Hemisphere.
5. The ensemble PTFs provide estimates that are superior over PTFs currently being used in earth system modelling. Use of estimates by weighted PTF ensembles may therefore provide more accurate estimates of moisture content for soil water balance models, hydrological and ecological models, crop growth models, land surface models, weather forecast models, air quality models, and global climate models.
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Supporting Information Text S1 Description of Overlap among Datasets used for development of individual PTFs
Not all PTFs have independent data sets. Data used to establish the Rawls (Rawls and Brakensiek, 1985) PTF was used by Carsel (Carsel and Parrish, 1988) and partially for the Rosetta3 PTFs published by Zhang and Schaap (2017) . The Cosby0, Cosby1, and Cosby2 PTFs (in Cosby et al., 1984) all use the same data, while Vereecken (Vereecken et al.,1989) data was used for Weynants (Weynants et al., 2009 ) and included in the database used in Rosetta3 and was included in the European database used by the Wösten et al. (1999) PTF.
Text S2 Other Potential Database and NCSS Data Quality Analysis
WoSIS dataset (Batjes et al., 2017 ) has a wider global support than the NCSS (NCSS, 2017) database that was selected for the present study. Data available in WoSIS is derived from a large number of sources, including the NCSS database (NCSS, 2017) and Africa Soil Profiles database (Leenaars, 2013) , ISRIC Soil Information System (Batjes, 2009), and Soil and Terrain databases (Van Engelen, 2011) .
A preliminary analysis of the WoSIS data, however, indicated that bulk density was not available for many soils records, which would have precluded the evaluation of group C and D PTFs, such as Rawls and Brakensiek (1985) , Campbell and Shiozawa (1992), Vereecken et al. (1989) , Wösten et al. (1999) , and Zhang and Schaap (2017) . The vast majority of the WoSIS records that had valid bulk density values were derived from the NCSS database. Because the WoSIS sources may further have used different measurement protocols to acquire the data that could lead to systematic source-dependent differences among data, we decided to limit the present study to NCSS data only, which was acquired under uniform analysis procedures (NCSS, 2017) . Although most of the selected NCSS data is from the contiguous USA, 5,031 samples were derived from Alaska, Hawaii, South America, Africa, Europe and Asia; in addition 5,209 of the 49,855 selected NCSS samples do not have specified coordinates, but are presumably from the contiguous USA. We also evaluated the Food and Agriculture Organization of the United Nations (FAO) soil profile dataset, but determined that this data could not be used for the present analysis.
The major merit of the NCSS data is their well-documented and consistent analysis procedures. This minimizes systematic artifacts in the evaluation data. The database includes 63,565 soil pedons with multiple soil horizons, resulting in a total of 397,212 records with sometimes sparse data. In order to evaluate all 13 PTFs, we required that soil texture data, bulk density, soil OC content must be available. Also, each record must at least have one measured moisture content (measured at 60, 100, 330, 1000, 2000, or 15,000 cm pressure head).
Moisture contents were determined in the gravimetric method and were converted to volumetric values by multiplying corresponding bulk density at 330 cm pressure head. Some "outlier" soil samples were removed, such as those with soil bulk densities outside the range of [0.5, 2.0] g/cm 3 , soil moisture content at 330 cm pressure head lower than that at 15,000 cm. In a few rare cases, moisture content higher than 1 cm 3 cm -3 , were found in the database which are presumably due to data entry errors. To prevent unseasonable results, we removed all volumetric moisture contents larger than 0.6 cm 3 cm -3 at 330 cm and 15,000 cm pressure head.
Text S3 Model Selection Criteria
Consider a set of k alternative models, Mk, k = 1, 2,…K. The Gaussian likelihood function is:
where ˆk β is the maximum likelihood estimate of a vector k β of Nk adjustable parameters associated with model Mk;  z is an observed vector of Nz (Nz = 118,599 is the number of water content in this study stated in section 2.2) system state variables z in space-time; 2 σ is a vector of known or unknown nominal error variance; 1 − ω is a known weight matrix; *  =− ε θ θ is a vector of the differences between observed and simulated water content. By taking logarithmic on both sides of (A1), it can be rewritten as
Let us use ** T J = ε ωε (A3) (A3) is the least square fit of computed and measured water contents in this study, which has a relationship with RMSE of Equation (1) 
J * is then defined as the arithmetic mean value of J when J becomes approximately stable, independent of the PTFs. In this study, J* is calculated as the average of the values of J associated with all 13 PTF models because of reasonable range of all PTF estimates. It is calculated that J * = 513.27. Since 2  is often difficult to evaluate a prior, and it is unknown in this study. Therefore, the estimated error variance 2  , calculated as:
is used to estimate 2  (Carrera and Neuman, 1986; Seber and Wild, 1989; Seber and Lee, 2003; Ye et al., 2008) . We obtain Then model selection criteria AIC (Akaike, 1974) and AICc (Hurvich and Tsai, 1989) for model Mk are defined as:
Substituting ( Table S2 .
Text S4 The Weighting for Field Capacity and Wilting Point in NCSS Dataset
Because of the abudance of field capacity (pressure head at 330 cm) and wilting point (pressure head at 15,000 cm) in NCSS dataset, the weights for these two retention points were optimized for different PTF models, while the data for saturated water content were rarely observed and therefore were not analyzed in this study. Saturated water content (as well as moisture content at any arbitrary pressure head) can be predicted by evaluating the estimated BC and VG parameters. The weights were optimized by minimizing the misfit between estimated and observed moisture content, i.e., Equation (3) in the main text. The weights of different PTFs for field capacity and wilting point are shown in Figure S1 . The trends for field capacity and wilting point are generally similar, but there are some exceptions. For example, the weights of Rawls, Campbell, and Vereecken PTFs have different patterns for field capacity and wilting point. The reason for the high weight of field capacity and low weight of wilting point for Campbell PTF is probably that residual water content is assumed as 0 in Campbell PTF, which degraded that estimation of wilting point (close to residual water content). The contrary performance for field capacity and wilting point with respect to Rawls is likely that this PTF has a better capability to estimate residual water content by using a regression equation to sand, silt percentages, and bulk density, while saturated water content is derived simply from bulk density (saturated water content = 1-bulk density/2.65). The same reason may be applied to the Vereecken PTF.
Text S5 The Variation of CV values for Saturated Water Content, Field Capacity and Wilting Point
High CV values for saturated water content (Figure 3b ) are found in most in high latitudes of the North Hemisphere, while high CV for field capacity (Figure 3d ) is found in the Sahara and Arabian Peninsula (which have high sand content); South American, central Asia, and Northwest of China are shown to have high variability of the wilting point (Figure 3f) . The CV reflects different estimates by the individual PTFs, as well as slightly different weights assigned during the optimization for each of the 100 bootstrap replicas of the selected NCSS data. We note that CV values for the full 13-member ensemble are much higher than the Group A through D ensembles (See Figures S2, S3 and S4). Table S1 . Overview of Pedotransfer functions (PTFs) used to describe moisture retention characteristics in this study.
* Number of citations were checked in scholar.google.com on Sept 6, 2018. ** The number of citations includes the citations of Rosetta1 (Schaap et al., 2001 ) and Rosetta3 (Clapp and Hornberger, 1978) , Cosby1 (one way analysis of variance by Cosby et al. 1984) , Cosby2 (two way analysis of variance by Cosby et al. 1984 ), Rawls (Rawls and Brakenssiek, 1985) , Campbell (Campbell and Shiozawa, 1992) , Wosten (Wosten et al. 1999) , and Weynants (Weynants et al. 2009 ), Vereecken (Vereecken et al. 1989) , and Rosetta3 -H1w, H2w, H3w models . Table S4 . RMSE values of calibration and validation results of ensemble models using NCSS dataset for PTFs of Group A (using USDA textural classes as predictors) and weights of corresponding PTFs. Group A includes Cosby0, Carsel, Clapp, and Rosetta3 -H1w PTFs. Table S5 . RMSE values of calibration and validation results of ensemble models using NCSS dataset for PTFs of Group B (using soil textural percentages as predictors) and weights of corresponding PTFs. Group B includes Cosby1, Cosby2, and Rosetta3 -H2w PTFs. Table S6 . RMSE values of calibration and validation results of ensemble models using NCSS dataset for PTFs of Group C (using soil textural percentages and bulk density as predictors) and weights of corresponding PTFs. Group C includes Rawls, Campbell, and Rosetta3 -H3w PTFs. Table S7 . RMSE values of calibration and validation results of ensemble models using NCSS dataset for PTFs of Group D (using soil textural percentages, bulk density and organic carbon as predictors) and weights of corresponding PTFs. Group D includes Rawls, Campbell, and Rosetta3 -H3w PTFs. (Hengl et al., 2014) .
