Introduction
The computation of Euler characteristics via geometric invariants is one of the fundamental problems of topology and geometry, and more recently of number theory. The incarnation of this problem we will consider in this paper concerns the equivariant Euler characteristics of coherent sheaves on projective flat schemes over Z on which a finite group G acts. These Euler characteristics lie in the Grothendieck group G 0 (Z [G] ) of all finitely generated G-modules, or under additional hypotheses, in the Grothendieck group K 0 (Z [G] ) of all finitely generated projective Z[G]-modules. The groups G 0 (Z [G] ) and K 0 (Z [G] ) have torsion, and up until now most Riemann-Roch methods for computing Euler characteristics have neglected at least some torsion information, particularly at primes dividing the order of G. Our goal in this paper is to show how certain ideas of Breen [Br] , which have been developed further by Ducrot [Du] and by one of us [P1,P2] , can remove torsion ambiguities when G is abelian. Our main result (Theorem 3.13), coupled with results of [P2] and [P1] (see Theorem 2.7), removes (almost) all ambiguities for abelian G when the base scheme has dimension less than or equal to 4, subject to certain standard hypotheses on the action of G. For higher dimensional schemes, the remaining ambiguities are related to the truth of Vandiver's conjecture and to the orders of various K-groups of Z.
The main idea in this work is that Euler characteristics should differ by computable terms from classes in Grothendieck groups which have "n-cubic" structures. The relevance of this notion to our problem was first recognized in [P1] and [P2] . By the results of these papers, classes with n-cubic structures are trivial or nearly so; this can be viewed as a kind of descent theorem related to the triviality of certain multi-extensions. We will develop in §2 a new approach to n-cubic structures which may be useful in other contexts, and we illustrate our main result in §4 by determining the Galois structure of certain modules of weight two modular forms relative to the action of a finite group of diamond operators. It is a natural question at this point whether this method can be applied to other kinds of Euler characteristics, e.g. toétale or metrized Euler characteristics.
To describe our results more precisely, we must introduce some further notation. Suppose Y is a regular scheme, projective and flat over Spec (Z) of relative dimension d. Let π : X → Y be a G-cover for a finite group G (see §3). If G is a coherent O Y -sheaf on Y then the pull-back F := π * G = G ⊗ O Y O X is a coherent O X -sheaf on X with an action of G compatible with the action of G on X. One can then consider the Euler characteristic
in the Grothendieck group G 0 (Z [G] ). A refinement of χ(F) which we will consider exists in the case that the action of G on X is tame in the sense that the order of the inertia group of each point is relatively prime to the residue characteristic of the point (see [C] , and also [CEPT1] ). Under this assumption the cover π only ramifies over finite fibers. In this case, theCech cohomology of F relative to any cover of X by open affine G-invariant sets is quasi-isomorphic to a bounded complex P • of finitely generated projective Z[G]-modules.
The Euler characteristic
in the Grothendieck group K 0 (Z[G]) does not depend on the choice of P • . This refined Euler characteristic χ P (F) contains more information than χ(F). For example, suppose F has only one non-zero cohomology group H i (X, F), which is Z-free. Then H i (X, F) is a finitely generated projective Z [CEPT3] , [CEPT4] ) that the image of χ P (F) in the localization Cl(Z [G] ) ρ at a prime ideal ρ of G Z 0 (Z[G]) can be determined from the restriction of F to a particular closed subset X ρ of X depending on ρ. This "localization" method leads to generalizations of the classical Lefschetz fixed point theorems. Because there will always be ρ for which the X ρ studied in loc. cit. is all of X, this method generally leaves some ambiguity in the determination of χ P (F). In particular these ambiguities tend to include the classes in Cl(Z[G]) of order dividing a power of the order of G.
A second technique ([P3] ) uses the fact that the γ-filtration on the Grothendieck group of vector bundles on Y terminates after the d + 1-th step. This implies relations between the Chern classes of vector bundles over Y which are obtained from various representations of G using the cover X → Y . Such relations alone can be used to deduce information about the equivariant Euler characteristic χ P (F). When X and Y are regular arithmetic surfaces and G has prime order this method suffices to calculate χ P (O X ) without ambiguities.
When Y has dimension 1 and G is locally free, Fröhlich's resolvent theory ( [Fr] Chapter I, Section 4) provides a method for determining χ P (π * G) which is sharper in general than the techniques discussed above. The most important case is when G = O Y , so that π * G = O X .
In this case, resolvent theory translates the choice of a generator of O Y,y ⊗ O Y O X as a locally free O Y,y [G]-module for each point y of Y into a function on the characters of G which describes χ P (O X ) via Fröhlich's hom-description of Cl (Z[G] ). Resolvent theory for schemes of dimension 1, combined with ideas related to the γ-filtration technique above, was essential for the results of [CEPT2] , [CPT1] and [CPT2] concerning the projective Euler characteristic of variants of the de Rham complex on X of arbitrary dimension. Let us remark that in the cited papers, we are dealing with complexes of sheaves whose images in the Grothendieck group lie in either the final or the penultimate terms of the γ-filtration; by contrast the methods developed here apply to any coherent sheaf (or complex of such).
In this paper we focus on determining χ P (F) when G is abelian. The approach we take combines the γ-filtration idea with the theory of cubic structures and continues the work of the second named author in [P1] , [P2] . Cubic structures are a natural generalization of primitive classes in the theory of principal homogenous spaces which can be viewed as classes having "square structure." Our main theorem allows us to calculate χ P (F) in many situations provided that X is normal. These results can be viewed as a step towards resolvent theory for higher dimensional schemes. They are especially effective when the action is domestic, i.e when the cover π : X → Y ramifies only over finite fibers at primes which do not divide the group order. In this case, under some additional assumptions, we give a formula for the class χ P (F) (or more generally for 2 · χ P (F)) using a Riemann-Roch type formula with input data obtained from the branch locus of π. When dim(Y ) ≤ 4 there is no remaining ambiguity; this extends the results of [P1] and [P2] which deal with the case that π is unramified.
As an example, we show how our results can be applied to a cover of integral models of modular curves and thereby determine the isomorphism class of certain integral lattices of modular forms of weight 2 acted upon by the group of diamond operators; the answer involves a "second Stickelberger element" in the group ring of the automorphism group of a cyclic group. For r|p − 1, this allows us to describe the Steinitz class [Λ χ ] ∈ Cl(Z(ζ r )) of the Z[ζ r ]-module of a lattice Λ χ of modular forms of weight 2, level Γ 1 (p) ∩ Γ(n) and character χ : (Z/pZ) * → Z[ζ r ] * ⊂ C * . In particular, we obtain
in Cl(Z(ζ r )), where P is a prime ideal of Z[ζ r ] above (p) associated to χ (see Corollary 4.4). This calculation occupies a significant part of the paper. Our result can be viewed as a twodimensional generalization of the calculation of the valuation of the Langrange resolvents for the ring of integers Z[ζ p ] as a Gal(Q(ζ p )/Q)-module. Recall that this classical calculation (Satz 135 of [Hil] , see also [HilN] ) leads to a proof of a special case of Stickelberger's theorem. Let us now explain our approach in more detail. We will restrict attention to the most important case F = O X ; we would then like to obtain information about the locally free rank one Z[G]-module det RΓ(X, O X ). The class of this module in Pic(Z[G]) = Cl(Z [G] ) is equal to the image of χ P (O X ) in the class group. Suppose that M is a locally free rank one left Z[G]-module. To each subset I ⊂ {1, . . . , n} we associate a homomorphism I : G → G n from G to the product G n of n copies of G which sends g ∈ G to the element of G n having g in the i th component for i ∈ I and the identity element of G in all other components. To obtain information about M , one can consider the base change homomorphisms
where the algebra homomorphism ∆ I :
The statement that certain tensor products over Z[G n ] of these ∆ I (M ) have trivializations puts a constraint on M , which in some cases one might hope would force M to have a trivial class in Cl (Z[G] ). We will eventually focus on the so-called Θ n -product defined by
An "n-cubic structure" on M is by definition a trivialization of Θ n (M ) that satisfies certain "cubic" compatibility conditions. (The terminology and notation come from the theorem of the cube for line bundles on abelian varieties and the associated theta functions; this classical case corresponds to n = 3.) When the cover π is unramified, the Z[G]-module M = det RΓ(X, O X ) ⊗2 supports a canonical d + 2-cubic structure (see [P2] for further details; note that under some conditions we can omit the square). This fact puts strong constraints on M ; in particular one can show that when dim(
(This is one of the main observations in [P1] and [P2] .) To implement this idea in a way that will enable us to extract the maximal amount of information about M = det RΓ(X, O X ) ⊗2 even when π is ramified, it is important to consider in addition to M a generator s of M Q = Q ⊗ Z M as a Q[G]-module. Let us set n = d+2. Such an s gives rise to generators ∆ I (s) = 1⊗ Z[G] s and Θ n (s) = I ∆ I (s) (−1) n−#I of ∆ I (M Q ) and Θ n (M Q ) respectively. Since the cover X Q → Y Q is unramified, by [P2] the module Θ n (M Q ) has a canonical trivialization which we can use to regard Θ n (s) as an element c n (s) ∈ Q[G n ] * . One can view c n (s) as a kind of secondary class, analogous to the Bott-Chern secondary characteristic class arising from discrepancies between metrics on vector bundles lying in an exact sequence of vector bundles. Now suppose that we choose a generator
-module at each finite place v of Q. The above procedure (performed now over Q v ) allows us to obtain elements c n (
The elements c n (s v ) are our substitutes of the local (abelian) resolvents that appear in Fröhlich's theory. Our main calculation amounts to showing that, in the "domestic" case, we can compute their valuations using resolvent theory on the codimension 1 points of Y and a localized Riemann-Roch theorem. (Note that in the main text we mainly work with the
Our results are actually expressed in terms of a functor
where Pic η (Z [G] ) is the Picard category of locally free rank one Z[G]-modules N with a generator t of N Q and C Z (G; n) is a similar Picard category of locally free rank one Z[G n ]-modules where the morphisms are restricted according to certain "cubic" conditions. Considering isomorphism classes of objects in Picard categories leads to a homomorphism
whose kernel is the group of classes in Pic(Z[G]) having an n-cubic structure. By the results in [P2] this kernel is small (see Theorem 2.7; it is actually trivial when n ≤ 5).
The main result gives an explicit "branch locus" formula for Θ n (M ) when n = d + 2 and
Let us conclude with two remarks: First we note that this point of view allows us to provide a new explanation of the "cubic" conditions on the trivializations of Θ n (M ) which were first considered by Breen ([Br] ) when n = 3. We show that Breen's conditions are among those satisfied by all "ratios" Θ n (s)/Θ n (s ′ ) ∈ Q[G n ] * where s and s ′ are two generators of Q ⊗ Z M . We can consider a bigger set of conditions and obtain variants of the notion of cubic structure and of the functor Θ n above (see Remarks 2.3 (d) and 2.6). In fact, by taking the maximal set of such conditions we can obtain a possibly more natural variant of the notion of cubic structure. We also observe that homomorphism Θ n can be obtained in terms of a "Fröhlich description" by restriction to the n-th power of the augmentation ideal of the character ring of G. (Note that this coincides with the n-th level of the γ-filtration of the character ring; see §2.c and (2.11). This explains how our method relates to the γ-filtration technique of [P3] .) When n = 2 the homomorphism Θ 2 is very closely related to the functor rag of McCulloh [McC] . Our formulas then essentially specialize to the formulas in loc. cit.
Cubic structures and categories
2.a. Let G be a finite abelian group, and let R be a Dedekind ring with fraction field K. Let n ≥ 2 be an integer. We will denote by G D R = Spec (R[G]) the Cartier dual of the constant group scheme given by G. We start by rephrasing the notion of n-cubic structure on a line bundle L = M over G D R in terms of the corresponding locally free rank one
. Suppose r and s are non-negative integers. Denote by G r the direct sum of r copies of G, where G 0 is taken to mean the group with one element. For I ∈ C r,s = Hom(G r , G s ), we will denote by ∆ I : R[G r ] → R[G s ] the induced R-algebra homomorphism. These homomorphisms have the property that (2.1)
to be induced by the composition of homomorphisms C r,s × C r ′ ,s ′ → C r ′ ,s when s ′ = r and to be the zero map otherwise. These maps make Σ = r,s≥0 Σ r,s into a ring without unit. Now let M be a locally free rank one R[G r ]-module. We will denote by M −1 the dual locally free rank one
is a locally free rank one R[G s ]-module, and ∆ I (t) is a generator of ∆ I (M ) K . In general, suppose z = I∈Cr,s z(I) · I ∈ Σ r,s for some integers z(I). We define
where the tensor products are over R[G s ]. We also have a homomorphism of multiplicative groups
If z ′ ∈ Σ s,s ′ for some integer s ′ , then the composition law (2.1) gives a canonical isomorphism
In particular, if z ′ · z = 0 in the algebra Σ, then there is a canonical isomorphism
A subset I ⊂ {1, . . . , n} determines a homomorphism I ∈ C 1,n = Hom(G, G n ) by defining I(g) for g ∈ G to have i th component g for i ∈ I and i th component the identity element e of G if i / ∈ I. In this way, we will view subsets I of {1, . . . , n} as elements of C 1,n . Notice that the scheme morphism
induced by ∆ I is given on points by m I (x 1 , . . . , x n ) = i∈I x i . (Note that we use additive notation for the group operation.) Now consider the element of Σ 1,n given by
If M is a locally free rank 1 R[G]-module, for simplicitly, we will denote ∆ sn (M ) and ∆ sn (t) by Θ n (M ) and Θ n (t) respectively. Hence, we have
We now define three conditions on an element a ∈ K[G n ].
1. Suppose r = 0. Consider the trivial homomorphism e : g → e in C n,0 = Hom(G n , G 0 ) ⊂ Σ n,0 . Since n ≥ 1, e · s n = 0 in Σ 1,0 . The homomorphism λ e : K[G n ] * → K * is the one induced by the trivial character of G n . An a ∈ K[G n ] * such that λ e (a) = 1 will be said to be rigid.
2. Suppose r = n and that σ is any permutation of {1, . . . , n}. We then have an element
of C n,n . Let id be the identity permutation of {1, . . . , n}, and let z σ = I σ − I id in Σ n,n . One checks readily that z σ · s n = 0 in Σ 1,n . An element a ∈ K[G n ] * such that λ zσ (a) = 1 for all permutations σ of {1, . . . , n} will be said to be symmetric.
3. Suppose r = n + 1 and consider the following element of Σ n,n+1 . Define four elements of C n,n+1 = Hom(G n , G n+1 ) by
Set z = I 0 − I 1 + I 2 − I 3 . One has z · s n = 0 in Σ 1,n+1 since n ≥ 2. Elements a ∈ K[G n ] * such that λ z (a) = 1 will be said to satisfy the cocycle condition.
Definition 2.1. An element a ∈ K[G n ] * which is rigid, symmetric and satisfies the cocycle condition (see 1,2 and 3 above) will be said to be n-cubic. Definition 2.2. Suppose that R ′ is a subring of K that contains R. An n-cubic structure on a locally free rank 1
Remark 2.3. a) In the above definition, we are mainly interested in the cases
. Now if z is as in conditions 1, 2 or 3 above, we have (as in (2.7)) λ z (λ sn (α)) = λ z·sn (α) = λ 0 (α) = 1. Therefore, the element λ sn (α) is n-cubic. Hence, it is enough to check the property of the definition, for a single choice of
c) We can readily see that the notion of n-cubic element coincides with the corresponding notion as defined in [P2] . There the conditions are expressed in terms of characters of G, i.e of points of G D R . Also, n-cubic structures on M , as defined above, uniquely correspond to n-cubic structures (as defined in [P2] §3.a) on the corresponding line bundle M over G D R ′ . d) We can consider the following variants of the notion of n-cubic structure: Let V be a set of elements z ∈ t≥0 Σ n,t that satisfy z · s n = 0. Then, we can consider "V -cubic elements": by definition, these are elements a ∈ K[G n ] * such that λ z (a) = 1 for all z ∈ V . The notion of "V -cubic structure" is defined as in Definition 2.2 above by replacing "ncubic" by "V -cubic". Notice that the argument in Remark (b) shows that for a ∈ K[G] * , λ sn (a) is V -cubic. Therefore, Remark (b) applies also to V -cubic structures.
2.b. We now define two categories:
The category Pic The category C R (G; n) with objects pairs (P, γ) where P is a locally free rank 1 R[G n ]-module and γ a generator of K⊗ R P as a K[G n ]-module, and morphisms ψ :
We can see that both Pic η R (G) and C R (G; n) are strictly commutative Picard categories with product defined by (M, t)
); we will denote by C R (G; n) the (abelian) group of isomorphism classes of objects of C R (G; n).
Lemma 2.4. There is an additive functor
Proof. It follows from the argument in Remark 2. 3 (b) that the functor Θ n is well-defined. The rest is left to the reader.
The functor Θ n induces a group homomorphism
When the integer n is fixed from the context we will simply write Θ instead of Θ n .
Remark 2.5. Notice that by the definitions, isomorphisms (R[G n ], 1)
Hence, the kernel of (2.8) is the set (which is actually a group under tensor product) of isomorphism classes of locally free rank 1 R[G]-modules which support an n-cubic structure.
Remark 2.6. Suppose V is a set as in Remark 2. 3 (d) . Then there are obvious variants
, of the category C R (G; n) and the functor Θ n respectively. They are given by replacing "n-cubic element" by "V -cubic element" in the above definitions.
2.c. Assume that R is the ring of integers of the number field K. For m ≥ 0, let us denote
where the (restricted) product is over all finite places 
Notice that for every element I of C r,s we can obtain an additive map
given by ∆ I and then extending linearly to virtual sums of such characters. This definition generalizes to elements z = I∈Cr,s z(I) · I of Σ r,s by linearity; we obtain additive maps
There is a commutative diagram (2.10)
Notice that the image of Θ D n is the n th power of the augmentation ideal of Ch(G) v .
2.d. Suppose that φ : G → H is a homomorphism of finite abelian groups; this induces ring homomorphisms
commutes. There is also a commutative diagram (2.13)
2.e. Recall the definition of the element w n ∈ Σ n,n+1 . We can check that if 
the corresponding group homomorphism on isomorphism classes. Then it follows from w n · s n = s n+1 that W n · Θ n = Θ n+1 . There is also a diagram similar to (2.10) that describes
2.f. Let us now assume that
; by Rim's theorem it is trivial when G is of prime order. Now recall that the k-th Bernoulli number B k is defined by the power series identity:
For a prime p we denote by | | p the usual p-adic absolute value with |p| p = p −1 . For k ≥ 2 let us set
where K 2k−2 (Z) is the Quillen K-group (a finite group for k > 1) and we have h + p = #Cl(Q(ζ p + ζ −1 p )). Note that according to the Kummer-Vandiver conjecture p does not divide h + p , which implies e(k) = 1 for k odd. The following is essentially one of the main results of [P2] (or [P1] when n = 3).
Theorem 2.7. Suppose that R = Z and that 
The main calculation and result
We continue to assume that R is a Dedekind ring with field of fractions K. Suppose that h : Y → Spec (R) is a regular flat projective scheme, equidimensional of (absolute) dimension d+1. Let π : X → Y be a G-cover where G is a finite abelian group. By definition, this means that X supports a (right) action of G, π is finite and identifies Y with the quotient X/G, and that π is generically on Y a G-torsor. Denote by f : X → Spec (R) the structure morphism. We assume that X is normal, in addition to the following hypothesis:
(T) The action of G on X is tame, i.e that for every point x of X, the order of the inertia subgroup I x of x is relatively prime to the residue field characteristic of x. In addition, we assume that the cover π K : X K → Y K over Spec (K) is unramified (i.e a G-torsor; then X K is also regular). This last condition follows from the assumption on the tameness of the action if Spec (R) → Spec (Z) is surjective.
Remark 3.1. a) It follows from the above assumptions that π : X → Y is flat. To explain this we can argue as follows: Let x and y be points of X and Y with π(x) = y and letŶ , resp.X, be the spectrum of the strict henselization of the local ring O Y,y , resp. O X,x . By descent, it is enough to show thatπ :X →Ŷ is flat. By [Ra] we have
as schemes with G-action. Therefore,X/I x ≃Ŷ . By our assumptions, #I x is relatively prime to the residue characteristic,Ŷ is regular andX is normal. The argument in [Ro] now shows thatπ is flat. b) Suppose that U → V is an unramified G-cover of smooth projective varieties over K and let us assume that we can find a scheme Y over R which has the following properties: Y is regular, it is projective and flat over Spec (R) and there is an isomorphism Y K ≃ V (i.e Y is a "regular model" for V ). By resolution for arithmetic surfaces we can always find such a Y if V is a smooth curve. Now consider the normalization X of Y in U ; the group G acts on X and π : X → Y is a finite cover. If the action of G on X is tame then π satisfies all of our assumptions.
To verify this tameness assumption, we can often use Abhyankar's lemma: Suppose in addition that all the reduced fibers of Y → Spec (R) are divisors with normal crossings. Suppose also that π is tamely ramified in codimension 1 in the sense that for every point y of codimension 1 in Y and x ∈ X such that π(x) = y, O X,x /O Y,y is a tame extension of d.v.r's, i.e the associated residue field extension is separable and the ramification degree is prime to the residue field characteristic if this characteristic is positive. Then Abhyankar's lemma (see [GM] 2.3.2) implies that the cover π : X → Y isétale locally induced from a Kummer cover and hence it is "tame" according to the definition above.
This remark shows that our results apply in a wide variety of situations. In particular, suppose that U and V are curves and the cover U → V is also unramified at all places dividing #G (i.e there is an unramified G-cover X ′ → Y ′ of flat projective schemes over Spec (R[1/N ]) extending U → V , for some N with (N, #G) = 1). Then resolution for arithmetic surfaces together with the above discussion shows that there is always a G-cover X → Y over Spec (R) which extends U → V and satisfies all of our assumptions. In fact, this cover then has at worst "domestic ramification" (see §3.f).
Under the above conditions, the sheaf π 
For simplicity, we will denote this invertible sheaf by
In general, if F is any locally free coherent G-sheaf on X (i.e a locally free coherent O X -module with G action compatible with the action of G on X) then π * (F) can also be thought of as a locally free coherent
R which are bounded below is "perfect" (i.e it is locally quasi-isomorphic to a bounded complex of locally free coherent O G D R -modules, see [SGA6] III). Hence, by [KMu] , we can associate to Rh * (H) a graded invertible sheaf
In what follows, we will mostly consider situations in which the second term rank(Rh * (H)) mod 2 (a Zariski locally constant Z/2Z-function on G D R ) is trivial. Then we will call det Rh * (H) "the determinant of cohomology". Suppose now that R is the ring of integers of a number field. The tameness assumption allows us to define the equivariant projective Euler characteristic χ P (F) in the Grothendieck group of finitely generated projective
Since G is abelian and R has Krull dimension 1, there is a natural identification
(here the terms a g denote local sections of π * (O X )). Now consider the subsheaf
We call
Suppose that a is a rational section of L; then a is also an element of the function ring k(X). The resolvent r(a) of a is then the rational section of r(L) defined by
, and that a → r(a) defines an isomorphism [KM] Proposition A7.1.3. combined with (3.1)). Evaluating using χ gives a homomorphism
We will denote this subsheaf by O X ′ ,χ . (This then agrees with the notation of [P2] §2.d.) If a is a rational section of L then the χ-resolvent r(a) χ of a is the rational section of O X ′ ,χ defined by
With notations as above, there is a canonical homomorphism of invertible sheaves over
which is an isomorphism over the complement of the branch locus of π : X → Y . In particular, the base change µ K is an isomorphism over the generic fiber Y K .
Over the complement V of the branch locus of π : X → Y the morphism π |V : U = π −1 (V) → V is a G-torsor and the morphism µ U is then given by [P2] (2.9). It is shown in loc. cit. that µ U is an isomorphism using descent along the G-torsor U → V. A more direct proof of this fact can also be provided as follows: Following the proof of [Fr] §I. 4 we see that if y is a point over which π : X → Y isétale (i.e y ∈ V) and a is a rational section of
is then a unit in O Y ′ in a neighborhood of y and the result follows.
Now consider I ⊂ {1, . . . , n}. Recall that the scheme morphism
induced by the algebra homomorphism ∆ I of §2 is given by (x 1 , . . . , x n ) → i∈I x i . (Note that here we are using additive notation for the group operation on the points of G D R . However, such points correspond to characters of G and the group operation is actually given by multiplication of characters. We hope this does not lead to confusion.) Also the i-th projection morphism
. Suppose now that, in the above constructions, we take S ′ = (G D R ) n and for i ∈ I we let χ i be the (G D R ) n -valued character of G which is the universal character χ u on the i-th factor and the trivial character on all the other factors. We then have
In view of the isomorphism (3.3), Proposition 3.2 now implies:
For each n ≥ 1 and I ⊂ {1, . . . , n}, there is a canonical homomorphism
n which is an isomorphism over the complement of the branch locus of π : X → Y . In particular, the base change µ I K is an isomorphism over the generic fiber Y K . Proposition 3.2 also implies:
which is an isomorphism over the complement of the branch locus of π : X → Y .
In the remainder of this paragraph, we assume (in addition to the hypotheses imposed in the beginning of §3) that R is a complete discrete valuation ring with perfect residue field of characteristic prime to #G, and that R contains a primitive #G-th root of unity ζ.
Suppose that x is a codimension 1 point of X with π(x) = y. Our hypothesis (T) implies that the inertia subgroup I x is trivial unless y maps to the closed point of Spec (R). The action of I x on the cotangent space m X,x /m 2 X,x defines a faithful character φ x : I x → k(x) * with values in the roots of unity of the residue field k(x). Since R * contains a root of unity ζ of order #G by assumption and #G is prime to the characteristic of k(x) we may view φ x as taking values in the subgroup < ζ > generated by ζ. If χ : G → < ζ >⊂ R * is another character of G, the restriction of χ to I x has the form φ n(χ,x) x for a unique integer n(χ, x) in the range 0 ≤ n(χ, x) < #I x . Since all points of X over y are conjugate under the action of G, we can see that I x ⊂ G and n(χ, x) depend only y. Often, we will denote them by I y and n(χ, y) respectively. Set g(χ, y) = − n(χ, y) #I y .
Lemma 3.5. Under the above assumptions, the map ν :
is the divisor with y running over the finite set of codimension 1 points of Y that are contained in the special fiber of Y → Spec (R).
Proof. Let y be a codimension 1 point of Y which is contained in the special fiber. It is enough to prove the statement after replacing Y by anétale neighborhood of y ∈ Y . Then, by using (3.1), we can assume that for every x ∈ X with π(x) = y, the decomposition subgroup of x is equal to the inertia subgroup I x . Suppose that a is a local section of O X in a neighborhood of π −1 (y) such that g · a = χ(g)a for g ∈ G, so that a defines a local section of O X,χ ⊂ π * (O X ) in a neighborhood of y. The subgroup I x acts on a via the character
. Let ̟ x , resp. ̟ y , be uniformizers of the discrete valuation rings O X,x , resp. O Y,y . Since I x acts on the quotient ̟ j x O X,x /̟ j+1 x O X,x via the character φ j x for j ≥ 0, we see that a is in ̟ n(χ,x) x O X,x . On the other hand, we can choose a local section a ′ of O X in a neighborhood of π −1 (y) which is congruent to ̟ n(χ,x) x mod ̟ n(χ,x)+1 x O X,x , and which has very high valuation at every other point of X which lies over y. Define α = e χ · a ′ where
is the idempotent of χ. Then α satisfies g · α = χ(g)α, and we have
. By the definition of the map ν, its image is the O Y -ideal sheaf with local sections generated by the #G-th powers of the local sections of 
identified with the natural injection of invertible sheaves
3.b. The determinant of cohomology. We continue with the assumptions and notations of the beginning of §3. In particular, we assume (T). Denote byh :
. If G is a locally free coherent O Y -module we can consider the square of the determinant of cohomology
this is a line bundle on
In this case, all the arguments below can be carried out for
In order to simplify the exposition we will now identify in our notation invertible sheaves (line bundles) over G D R with the corresponding locally free rank 1 R[G]-modules of their sections; this should not cause any confusion. We will also use the same notation δ to denote the functor given by the square of the determinant of cohomology over various base schemes without distinction. Also, in a further attempt to lighten the presentation, we will first concentrate our discussion to the case G = O Y for simplicity; the general case, which is similar, will be discussed later.
Let now s be any generator of the
in terms of data obtained from the branch locus of the cover π. We start with the following fundamental observation: Under our assumptions, the cover of generic fibers π K is unramified and hence a G-torsor. Hence, it follows from the results of [Du] and [P2] (see below) that the K[G]-module δ(L) K supports a canonical n-cubic structure γ with n = d + 2. Therefore, there is a distinguished
(From here and one we will omit the subscript d + 2.) It is now enough to calculate the isomorphism class of the pair (Θ(δ(L)), γ(1)) in the group C R (G; n) in terms of data obtained from the branch locus of the cover π. Indeed, since γ defines an n-cubic
The main result of [Du] (loc. cit. Theorem 4.2) gives a canonical trivialization
(This follows from the existence of a d + 2-cubic structure on the functor from line bundles on G D Y to line bundles on G D R given by the square of the determinant of cohomology; see also [P2] §9 and especially Remark 9.3. In fact, after wrestling with signs, a harder result about the determinant of the cohomology -without squaring and without a condition on the rank of Rh * (L) -is shown in [Du] . We are not going to use this more complicated result.) Using this we obtain an isomorphism
Now notice that by using µ I K in Corollary 3.3 and the functoriality of the determinant of cohomology we can obtain an isomorphism
where the latter isomorphism comes from the identification
Hence, we obtain a trivialization
By its definition ([P2] §9), the cubic structure γ of δ(L) K is given by the homomorphism (3.7). Now let us consider the image E of the
K under the inverse of the isomorphism (3.6) above. It follows that E is a locally free
There is a commutative diagram (3.8)
where the two vertical arrows are given by the compositions
Proof. An isomorphism is given by the composition of the second row of the diagram (3.8). As remarked above, γ(1) is the image of 1 under the composition of the first row. It follows that (E, 1) is isomorphic to (Θ(δ(L)), γ(1)), which we have shown earlier to be isomorphic to Θ((δ(L), s)) in the category C R (G; n).
From the definitions, we have canonical isomorphisms
Here E I is a locally free rank 1 R[G n ]-module. We also have a canonical isomorphism as locally free R[G n ]-submodules ("fractional ideals") of K[G n ]. We will obtain our main result by calculating E I and E under some additional assumptions. 
has a canonical n-cubic structure. This provides a canonical trivialization of
n . Now, as we have seen above, (3.9) combined with the isomorphisms µ I K provides with an n-cubic structure on the generic fiber δ(G ⊗ O Y L) K . The rest of the argument is identical: At the end we obtain locally free
3.c. Branch divisors and Riemann-Roch. We continue with the assumptions and notations given at the beginning of §3. However, in this paragraph, we will assume in addition that R is a complete discrete valuation ring which has perfect residue field k of characteristic prime to #G and which contains a primitive root of unity ζ of order equal to #G. Recall also n = d + 2.
Let φ : G n → < ζ >⊂ R * be a character and denote by φ i the restriction of φ to the i-th factor of G n . Recall that for I ⊂ {1, . . . , n} we denote by φ * (µ I ) the base change of µ I by
The morphism φ * (µ I ) then identifies with the "multiplication" i∈I O X,φ i − → O X, i∈I φ i which was considered in Proposition 3.2. By functoriality, we have
We will calculate the R-fractional ideals φ(E I ) and φ(E) in K using a localized RiemannRoch theorem for the morphism h : Y → Spec (R). Denote by h s : Y s → Spec (k) the special fiber of h. Let F I,φ be the cokernel of φ * (µ I ); it is a coherent sheaf of O Y -modules which is supported on the special fiber Y s . Therefore, it gives a class [
The following can be deduced from the definition and basic properties of the determinant of cohomology. (Note that the functor δ in this statement is given by the square of the determinant of cohomology; this explains the appearance of the factor 2 in the exponent below.) Lemma 3.9. Denote by ̟ a uniformizer of R. We have
In what follows we borrow heavily from [Fu] . We refer the reader to loc. cit. for notations and more details. Let E • be a finite complex of locally free O Y -modules which is exact off Y s . Denote by ch Y Ys (E • ) the localized Chern character of E • defined by the Mac-Pherson graph construction following [Fu] §18 or [GS] (strictly speaking, the reference [Fu] only covers schemes over a base field; to obtain the extension to the situation we need we can either refer to [GS] or use [Fu] 
§20). By definition, this is a bivariant class in
Now let us recall some general properties of the localized Chern character
for complexes c which are exact off Y s and are of the form L → M (at degrees −1 and 0) with L, M two line bundles on Y . These are essentially the only type of complexes that we are going to need in the sequel. Suppose that D 1 , . . . , D q are effective divisors on Y with supports |D 1 |, . . . , |D q | contained in Y s . Then we can define, following [Fu] §2 and §17, a bivariant class
These homomorphisms are given by the composition
Here, the first map is defined by [Fu] §2 and the second is obtained from the inclusion of the set-theoretic intersection of supports 
c) Similarly, if c is the inclusion
Ys (c). 
e) If G is a locally free coherent
O Y -module, then ch Y Ys (G ⊗ O Y c) = ch(G) ∩ ch
Theorem 3.11. With the above assumptions and notations, consider the function
Proof. We will see that this follows from Lemma 3.9 and:
In this equality, the map (h s ) * on the right hand side is the push forward of zero-cycles A 0 (Y s ) Q to A 0 (Spec (k)) Q = Q; i.e given by the degree of zero cycles over k. This theorem can be derived following the proof of [Fu] Theorem 18.2 (1) by considering the morphism h s : Y s → Spec (k) as a morphism of schemes over S = Spec (R). This reference gives a similar result for schemes over a base S which is a non-singular scheme over a field; here we need a (simpler) result for S = Spec (R). This extension presents no problem (see loc. cit. §20; the necessary constructions in this "relative" situation are also provided in [GS] ). Now, let us deduce Theorem 3.11 from Theorem 3.12 by calculating the 0-th component of I (−1) n−#I ch Y Ys (φ * (µ I )) ∩ Td(h): Using Proposition 3.10 (a) and (d), we can write
Corollary 3.6 now identifies the complex φ * (µ I ) ⊗#G with
Let us write D I = −F ( i∈I φ i ), D I +D ′ I = − i∈I F (φ i ) (these are both effective divisors supported on the special fiber Y s ). There is an exact sequence of complexes:
′′ the natural injective homomorphisms. Therefore, by [Fu] Proposition 18.1, we have:
Recall n = d + 2. Applying Proposition 3.10 (c) and telescoping using the identity (for given q < n) I⊂{1,...,n}
This translates to I⊂{1,...,n}
Hence, using (3.10) and Proposition 3.10 (c), we obtain
This gives
Therefore, using Proposition 3.10 (d) and Corollary 3.6, we now obtain
Since by definition D I = −F ( i φ i ), by using Lemma 3.5 we find that this is equal to
where (y 1 , . . . , y q ) runs over all q-tuples of codimension 1 fibral points of Y . Altogether we obtain that the 0-th component of
Theorem 3.11 now follows from Theorem 3.12 and Lemma 3.9. 
The exact same proof now works (one has to also use Proposition 3.10 (e)) to obtain that
where T π,G is the Q-valued function on the R-valued 1-dimensional characters of G given by
The notation and assumptions here are as in Theorem 3.11.
3.e. Here we assume in addition that X and Y are relative curves over Spec (R) (d = 1). Notice that we have
where Ω ≃ det(i * Ω 1
Hence, in this case, the formula (3.12) specializes to (3.14) T π,G (ψ) = rank(G)
Actually, in this case we have deg
2 ) (the degree of the line bundle O Y (y 1 ) restricted on y 2 over Spec (k)). For simplicity, we will denote this intersection number by y 1 · y 2 (see [La] III). Also, using adjunction ( [La] IV §4), we find that deg(
here Ω y/k is the canonical sheaf of y over Spec (k), see loc. cit.). Then formula (3.14) for G = O Y can be written:
3.f. The main theorem. Let R be the ring of integers of the number field K. We continue with the assumptions and notations of the beginning of §3. In fact, in addition to (T) we now also assume:
(D) the residue field characteristic of each point of Y which ramifies in π : X → Y is relatively prime to the order of the group G.
Denote by S the finite set of rational primes such that the cover π : X → Y is only ramified at points above S. By our assumption (D), p ∈ S implies p |#G. Denote by S K the set of places of K that lie above S.
Suppose G is a locally free coherent O Y -module and consider the G-sheaf F = π * G on X. Recall the homomorphism
of §2.b. For a finite place v of K, we denote by ̟ v a uniformizer of the completion R v and fix an algebraic closureK v of its fraction field K v . Recall that, as in §2.c, any finite
. Now let v ∈ S K (then (v, #G) = 1) and denote by R ′ v the complete discrete valuation ring R ′ v ⊂K v obtained by adjoining to R v a primitive root of unity of order equal to #G. Then ̟ v is also a uniformizer for R ′ v . Let us consider the cover
obtained from π by base change. Since R ′ v has residue field characteristic prime to #G and contains a primitive #G-th root of unity we can now apply the constructions and results of paragraphs 3.c and 3.d to the cover π ′ v and the sheaf G ⊗ R R ′ v . For simplicity, we will denote by T v,G the function (3.12) . Recall the isomorphism
given by evaluating characters of
Let us now observe that the definition of the function T v,G implies that, for all σ ∈ Gal(K v /K v ) and ψ ∈ Ch(G) v , we have
Indeed, this can be derived from the equality g(ψ, y j ) = g(ψ σ , y σ j ) in which y σ j is the image of the irreducible component y j under the action of σ ∈ Gal(K v /K v ). This, in turn, follows from the identity g(̟) ̟ σ = g(̟ σ ) ̟ σ , with g ∈ I y j and ̟, ̟ σ uniformizers over y j and y σ j respectively, which is true since the G-action is "defined over R". Hence, the map φ → ̟
Theorem 3.13. With the above assumptions and notations,
is the (unique) finite idele which is such that
] is even, then we can eliminate both occurences of the factor 2 from the statement: Θ(χ P (F)) is then given by
Proof. By (3.2) it is enough to consider the image of the class of the determinant of cohomology det Rh
Notice that under the assumption that χ(G)
Indeed, since this function is Zariski locally constant and G D R is connected, is enough to check this over the generic fiber Spec (K); there it follows from the Grothedieck-Riemann-Roch theorem and the fact that L K is a torsion line bundle (cf. Cor. 3.4) and hence it has trivial Chern character. Hence in this "even" case we do not have to consider the square.
By Remark 3.8 (cf. Lemma 3.7), it is now enough to show that, for each finite place v of
(v, #G) = 1, and we have an isomorphism
with φ ranging over the Gal(K v /K v )-orbits ofK v -valued characters of G d+2 and R v (φ) ⊂ R ′ v ⊂K v the complete discrete valuation ring generated over R v by the values of φ. Therefore, to show the statement for v ∈ S K , it is enough to verify that
This now follows from Remark 3.d (cf. Theorem 3.11), and the fact that the formation of the determinant of cohomology (and therefore also of the ideals E(G)) commutes with base change.
Remark 3.14. a) When d = 0, the statement of Theorem 3.13 is included in the results of [McC] . Here is a classical example: Let p be an odd prime and consider
0 for some 0 ≤ a < p − 1. We set l(χ) = a/(p − 1). Extend l to a function l : Ch(G) v → Q on the character ring by linearity (v is the place of Q corresponding to p). Our result now gives that Θ(χ P (O X )) ∈ C Z (G; 2) is given by the idele
However, the classχ P (O X ) is trivial since ζ p gives an integral normal basis generator for Q(ζ p ) over Q (the Hilbert-Speiser theorem). Therefore, the class given by (µ v ) v in C Z (G; 2) is trivial. b) In the case d = 1, Theorem 3.13 can also be obtained using the Deligne-Riemann-Roch theorem ( [De] ); this was our approach in a preliminary version of this work.
Remark 3.15. Suppose that F is a general locally free G-sheaf on X (i.e a locally free coherent O X -module with G action compatible with the action of X) which is not necessarily of the form π * G for an O Y -sheaf G. In this remark we explain how our methods can also lead to a calculation ofχ P (F). Set H = (π * (F)) G . Under our assumptions, this is a locally free O Y -sheaf and there is an exact sequence of G-sheaves on X
with Q supported on the (fibral) branch locus of π. We haveχ P (F) =χ P (π * (H)) +χ P (Q). The classχ P (π * (H)) can be calculated using Theorem 3.13. On the other hand, the class χ P (Q) naturally lifts to a class in the torsion free group
) which can be calculated (at least when X is regular) using the Lefschetz-Riemann-Roch theorem of [BFQ] (see [CEPT2] , [CPT1] for examples of such calculations).
Galois structure of modular forms
In this section, we apply our results to an abelian cover of integral models of modular curves and determine the structure of a lattice of modular forms for the action of the group of "diamond operators".
4.a. A lattice of modular forms.
Recall that for an integer M ≥ 1, Γ 0 (M ), resp. Γ 1 (M ), resp. Γ(M ), denotes the subgroup of SL 2 (Z) consisting of matrices a b c d for which c ≡ 0 mod M , resp. c ≡ 0 mod M and a ≡ d ≡ 1 mod M , resp. a b c d ≡ Id mod M . Let H be the complex upper half plane and denote by H * = H ∪ P 1 (Q) the "extended" upper half plane. Now suppose that p is an odd prime. For Γ a congruence subgroup of SL 2 (Z) we consider the modular curves
, i = 0, 1, are the "cusps" of the corresponding modular curves. The set Γ 0 (p)\P 1 (Q) consists of two elements: the classes of ∞ and 0. Since there is a natural map (Γ i (p) ∩ Γ)\P 1 (Q) → Γ 0 (p)\P 1 (Q) we will talk of cusps "over ∞" or "over 0".
In what follows, to fix ideas we will assume that Γ = Γ(n) where n is an integer prime to p which is divisible by two distinct primes q 1 , q 2 both ≥ 3. We will then denote
is Galois (unramified) with group (Z/pZ) * . (Notice that −1 ∈ Γ(n)). In fact, by [Sh] §1.6, the (Z/pZ) * -cover Y 1 (p; n) → Y 0 (p; n) extends to a Galois (unramified) (Z/pZ) * -cover X 1 (p; n) → X 0 (p; n). (In other words, Y 1 (p; n) → Y 0 (p; n) is "unramified at the cusps".)
Let M 2 (Γ 1 (p) ∩ Γ(n)) be the C-vector space of holomorphic modular forms of weight 2 for the congruence group Γ 1 (p) ∩ Γ(n). The group G = (Z/pZ) * acts on 
We will see that Λ is a Z[ζ n ]-lattice in the vector space
) which is stable under the action of the diamond operators. Hence, we may think of Λ as a Z[G]-module.
Extend q 2 to a function q 2 : Ch(G) v → Q on the character ring by linearity (v is the place of Q corresponding to p). Set
Theorem 4.1. The lattice Λ is a locally free Z[G]-module. We have
)/#G and A is the unique (up to isomorphism) locally free Z[G]-ideal whose class [A] ∈ Cl(Z[G]) maps under the injective map
to the element given by the finite idele
Remark 4.2. It is not hard to check that 2(p − 1) · q 2 (χφψ − χφ − φψ − χψ + χ + φ + ψ − 1) is always an integer (cf.
[P3] Lemma 4.22). Hence, the exponent in (4.1) is also an integer.
We postpone the proof of Theorem 4.1 to discuss some interesting consequences. Let us denote by [χ] the Z[G]-module of order p whose modular character is given by χ = χ a 0 : G → (Z/pZ) * . This module is of finite projective dimension. Hence, it gives a class in Cl(Z[G]) which we will denote also by [χ] . Now consider the element b) In Satz 135 of [Hil] (see also [HilN] ), Hilbert gave a formula involving the first Stickleberger element of Z[G] for the prime factorization of Lagrange resolvents of the integral normal basis ζ p in the (Z/pZ) * -extension Q(ζ p )/Q. This formula implies a special case of the Stickleberger relations for ideal class groups. Corollary 4.4 gives a two-dimensional counterpart of Hilbert's formula, in which Q(ζ p )/Q is replaced by the cover X 1 (p; n) → X 0 (p; n) and the first Stickleberger element is replaced by the second one.
4.b. Integral models of modular curves.
We continue with the assumptions and notations of the previous paragraph. In particular, p is an odd prime, n is prime to p and is divisible by two distinct primes which are both ≥ 3. Katz and Mazur ([KM] ), following Deligne-Rapoport and Drinfeld, have shown how to construct well-behaved integral models for the modular curves X 1 (p; n), X 0 (p; n) over Spec (Z[ζ n ]). Let us briefly recall the construction. Notice that if S is a Spec (Z[ζ n ])-scheme, then we have a canonical section ζ n : S → (µ n ) S of the scheme of n-th roots of unity. Suppose that E → S is an elliptic curve over the Spec (Z[ζ n ])-scheme S. We will denote by E[n] the group scheme over S given by the kernel of multiplication by n on E. By definition, a canonical Drinfeld n-level structure on E is a group scheme homomorphism α : (Z/nZ) 2 S → E[n] which is a "(Z/nZ) 2 -structure" on E[n] in the sense of [KM] Chapter 1, and which satisfies e n (P, Q) = ζ n where e n : E[n] × E[n] → (µ n ) S is the Weil pairing and P = α(1, 0), Q = α(0, 1).
We now consider the following moduli functors over Spec (Z[ζ n ]):
which is locally free of rank p over S and α : (Z/nZ) 2 S → E[n] is a canonical Drinfeld n-level structure;
ii) M 1 (p; n), classifying quadruples (E, C, α, γ) where E → S is an elliptic curve, C ⊂ E[p] is a subgroup of E[p] which is locally free of rank p over S, α : (Z/nZ) 2 S → E[n] is a canonical Drinfeld n-level structure, γ : (Z/pZ) S → C D a "generator" of the Cartier dual of C. (Here "generator" is meant in the sense of [KM] Chapter 1.) Notice that our condition on n implies that such objects have no non-trivial automorphisms (over all characteristics). Hence, one can see that, in both cases, the functors are represented by fine moduli schemes over Spec (Z[ζ n ]) which we will also denote by M 0 (p; n), M 1 (p; n).
The group G = (Z/pZ) * acts on M 1 (p; n) by
The natural forgetful morphism π : M 1 (p; n) − → M 0 (p; n) identifies M 0 (p; n) with the quotient M 1 (p; n)/G. Following [KM] 8.6, we can construct natural compactifications
, by normalization over the compactified j-line.
Recall that the compactification of the coarse moduli of elliptic curves ("the j-line") can be constructed using the Tate curve G m /q Z over Z((q)). The formal completion of this compactification along the unique cusp ∞ is then naturally isomorphic to Spf(
Remark 4.6. When S is a Z[1/p]-scheme, the choice of the subgroup scheme
together with a generator γ : Z/pZ → C D , as in the definition above, amounts to the choice of a group scheme embedding β : µ p → E[p] (C is then the image of β). The action of a ∈ (Z/pZ) * above then takes β to β • a; over C this corresponds to the classical action of the diamond operators.
For simplicity of notation, in what follows, we set b) The scheme of cusps C 0 , resp. 
0,P , D ∞ 0,P intersect transversely at the "supersingular points"; the intersection number (i.e the k(P)-degree of the 0-cycle
All cusps over ∞ of X i intersect the special fiber 
Proof. This is essentially contained in [KM] and [DR] . Notice that because n is divisible by two distinct primes both ≥ 3, the moduli problem of elliptic curves with a canonical Drinfeld n-level structure is rigid and therefore representable over the whole base Spec (Z[ζ n ]). The reader should be aware of the following somewhat subtle point: Katz and Mazur prefer to use a version of Γ 1 (p)-level structure for which the corresponding data is a locally free rank p subgroup scheme C ⊂ E[p] and a "generator" γ : Z/pZ → C. This differs slightly from our version above (cf. Remark 4.6; for our choice the cusps over infinity are Q(ζ n )-rational. This agrees with the classical set up of Shimura and gives the "correct" Q(ζ n )-rational structure on the space of modular forms). Of course, the techniques of [KM] and [DR] apply equally well to this situation. However, the statement in part (f) is sensitive to our choice. To explain this we need to refer to results of Oort and Tate ( [OT] ). Suppose that H is a finite locally free rank p group scheme over an affine Spec (Z p )-scheme S = Spec (A). Then according to the Oort-Tate classification we can write
where a, b ∈ A are such that ab = ν · p for a certain explicit unit ν in Z p . If A is a field, then H, resp. H D , is local if and only if a = 0, resp. b = 0. We can easily see that the scheme of
where a more general statement is shown). For m ∈ (Z/pZ) * there is an action on these scheme of generators induced by multiplication [m] on the group scheme H D . In fact, by [OT] p. 13, this action takes Y to χ 0 (m)Y . Now observe that if S is an affine patch of the moduli scheme M 0 (p; n) Zp then the scheme of generators of the Cartier dual C D of the universal subgroup scheme gives a corresponding affine patch of the scheme M 1 (p; n) Zp ; the cover π :
We can see this way that our cover ramifies only over the divisor of b. By the OortTate description this corresponds to the locus of points on the special fiber of M 0 (p; n) Zp where C D is local: This is the divisor P|p D 0 0,P . Its set-theoretic inverse image under π is P|p D 0 1,P which is the divisor of Y on this affine patch. Therefore, a generator of the cotangent space at the codimension 1 point corresponding to D 0 1,P is given by Y and part (f) follows from the statement above and the definition of the G-action (4.3).
4.c. The canonical sheaf and modular forms.
We continue with the notations of the previous paragraph. Let us consider the relative dualizing ("canonical") sheaf Ω :
§4 or [DR] ). Since X 1 is regular, this is a local complete intersection morphism of relative dimension 1; therefore Ω is locally free of rank 1. In fact, Ω supports a canonical action of G compatible with the action of G on X 1 , i.e it is a G-sheaf. We will also consider the G-sheaf Ω(C 1 ) obtained by twisting Ω by the cusp divisor C 1 ⊂ X 1 (this allows simple poles at the cusps). If f : E → S is an elliptic curve over the base S, we can consider the Hodge invertible sheaf ω E/S = f * Ω 1 E/S . We will denote by ω i the Hodge sheaf which is obtained from the universal elliptic curve over the fine moduli scheme M i (p; n), i = 0, 1. By [KM] Prop. 10.13.4., the sheaf ω i extends to the compactifications X i , i = 0, 1. Obviously, ω 1 = π * ω 0 and so it makes sense to abuse notation and denote both ω 1 , ω 0 by ω.
, where Λ is as in §4.a.
Proof. The Kodaira-Spencer isomorphism gives that ω ⊗2 and Ω(C 1 ) are naturally isomorphic on the complement of the fibers over primes dividing p or n ([KM] Theorem 10.13.11). Hence, we have a G-isomorphism Ω(C 1 ) ≃ ω ⊗2 (F ) for some divisor F which is a linear combination of the components of the fibers of X 1 over pn. Since all such components intersect the cusps, to determine the divisor F we can examine the situation at the formal completion of X 1 along the cusps. By Theorem 4.7 (b), this is isomorphic to Spf(
) at cusps over 0. A standard calculation using the Tate curve shows that (in the formal completion along each cusp) the Kodaira-Spencer isomorphism maps a generator of ω ⊗2 to the differential dq/q. We have .) Therefore, dq/q is n times a generator of Ω(C 1 ) in the first case (when the cusp is over ∞) and pn · (1 − ζ p ) p−2 times a generator of Ω(C 1 ) in the second case (when the cusp is over 0). Observe that
Hence, it follows from Theorem 4.7 (d) and the above discussion that
Since (n) ⊂ X 1 is a principal divisor part (a) now follows. Now, using part (a), we see that to show (b) it is enough to verify that a modular form in
if and only if it has Fourier expansions that satisfy the conditions (i) and (ii) that define Λ in §4.a. It now follows from the considerations in the proof of (a) above that a modular form in M 2 (Γ 1 (p) ∩ Γ(n)) satisfies conditions (i) and (ii) if and only if the corresponding global section of ω ⊗2 C extends to a regular section of ω ⊗2 ((2p−3)· P|p D 0 1,P )) on the formal completion of each cusp of X 1 . The result (which is a version of the "qexpansion principle") now follows from a standard argument (see [DR] ).
Remark 4.9. It follows from Proposition 4.8 (b) that Λ is indeed a Z[ζ n ]-lattice in M 2 (Γ(p)∩ Γ(n)) and that it is stable under the action of the diamond operators < a >, a ∈ (Z/pZ) * .
4.d. Galois structure.
In this paragraph we will show Theorem 4.1. Every finitely generated non-zero locally free Z[G]-module is isomorphic to a direct sum of a free Z[G]-module with a locally free Z[G]-ideal (of rank 1). Hence, it is enough to verify the formula (4.1) for the image of
We start with a general statement. Let R be the ring of integers in the number field K and let G be an abelian group. Let ι * :
Recall that in this case, we identify Pic(R[G]) with Cl(R[G]). Proof. We will use the notations of §3. In particular, we denote byh : G D Y → G D R the base change of h : Y → Spec (R) by G D R → Spec (R). In view of (3.2), it will be enough to show that (4.6) det(Rh * (π * (ω X ))) ≃ ι * (detRh * (π * (O X ))). Since the formation of the determinant of the cohomology commutes with base change by ι we also obtain (4.10) detRh * (ι
The isomorphisms (4.8), (4.9) and (4.10) combined with (4.7) give the desired (4.6).
Let us now continue with the proof of Theorem 4.1. Let us now show: Lemma 4.12. H 1 (X 1 , Ω(C 1 )) = (0).
Proof.
Observe that H 0 (X 1 , O X 1 (−C 1 )) = (0). If we show that H 1 (X 1 , O X 1 (−C 1 )) is Z-torsion free, then the desired result will follow since by duality,
(see for example [DR] 2.2.3). A standard argument using the long exact cohomology sequence shows that H 1 (X 1 , O X 1 (−C 1 )) is torsion free if H 0 ((X 1 ) Q , O (X 1 ) Q (−C 1 )) = (0) for all primes Q of Z[ζ n ]. If Q is a prime of Z[ζ n ] such that the fiber (X 1 ) Q is reduced, then we have H 0 ((X 1 ) Q , O (X 1 ) Q (−C 1 )) = (0). By Theorem 4.7, this is the case for all primes Q except the ones that divide p. It remains to examine the situation at a prime P dividing p.
Let s be a global section of O (X 1 ) P (−C 1 ). Recall that C 1 avoids the intersection of the two components of the fiber (X 1 ) P . Since C 1 intersects the reduced component, the restriction of the section s is zero on that component. Now denote by W the other (non-reduced) irreducible component of the special fiber (X 1 ) P so that W red = D 0 1,P . By Theorem 4.7, we have W = π −1 (D 0 0,P ) (scheme-theoretically) and we can write p−1 . We can conclude that the degree of N ⊗i (−Z), for i = 0, . . . , p − 2, is negative. Hence, s i = 0. It follows that H 0 ((X 1 ) P , O (X 1 ) P (−C 1 )) = (0) and so H 0 ((X 1 ) P ′ , O (X 1 ) P ′ (−C 1 )) = (0) for all primes P ′ of Z[ζ n ]. By the above discussion, this concludes the proof of the Lemma.
We can now conclude the proof of Proposition 4.11. Since H 1 (X 1 , Ω(C 1 )) = (0) we can see from the construction of the projective Euler characteristic that H 0 (X 1 , Ω(C 1 )) is a locally free Z[G]-module and We will now apply Theorem 3.13 to the cover π : X 1 → X 0 (thought of as a cover of schemes over Spec (Z)) and calculate Θ(χ P (O X 1 )). (Observe that χ(O X 0 ) = ϕ(n) · χ Z[ζn] (O X 0 ) and by our assumption on n the Euler function ϕ(n) is even). Notice that by Theorem 4.7 π is ramified only at the fiber over p and that Q p already contains a primitive p − 1-th root of unity. Hence, we may take R ′ (p) = Z p . Using (2.13) applied to g → g −1 we obtain that ι * (Θ(χ P (O X 1 ))) ∈ C Z (G; 3) is given by the idele (b v ) v ∈ A * f,Q [G 3 ] which is 1 at all places v = (p) and is such that 
