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Abstract
We present a comprehensive discussion of the consistency of the effective quantum field theory
of a single Z2 symmetric scalar field. The theory is constructed from a bare Euclidean action
which at a scale much greater than the particle’s mass is constrained only by the most basic
requirements; stability, finiteness, analyticity, naturalness, and global symmetry. We prove to all
orders in perturbation theory the boundedness, convergence, and universality of the theory at low
energy scales, and thus that the theory is perturbatively renormalizable in the sense that to a
certain precision over a range of such scales it depends only on a finite number of parameters. We
then demonstrate that the effective theory has a well defined unitary and causal analytic S–matrix
at all energy scales. We also show that redundant terms in the Lagrangian may be systematically
eliminated by field redefinitions without changing the S–matrix, and discuss the extent to which
effective field theory and analytic S–matrix theory are actually equivalent. All this is achieved
by a systematic exploitation of Wilson’s exact renormalization group flow equation, as used by
Polchinski in his original proof of the renormalizability of conventional ϕ4-theory.
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An effective quantum field theory is any quantum field theory designed to give a description
of the physics of a particular set of particles over a limited range of scales, without requiring
detailed knowledge of any further physics outside of this range. Consider the following familiar
examples: very soft photons scattering electromagnetically at energies below the electron mass;
soft pions scattering strongly at energies below the scale of chiral symmetry breaking; electroweak
processes involving leptons, pions and kaons; deep inelastic scattering at energies below the mass of
a heavy quark; weak processes involving heavy quarks with masses below that of the intermediate
vector bosons; electroweak processes involving intermediate vector bosons at energies below the
mass of the Higgs boson (or the supersymmetry scale, or the technicolour scale, or whatever);
the supersymmetric standard model below the scale of supersymmetry breaking; the evolution
of standard model couplings below the scale of grand unification; quantum gravity below the
Planck scale. Most of the physics we know, or even hope to know, seems to be described by
effective quantum field theories, which are useful only until the scale of some new physical process
is reached.
Despite the wide variety of increasingly useful applications, from a formal point of view effective
quantum field theories are still relatively poorly understood. Most of the original work on the
consistency of quantum field theory dealt only with idealized theories, supposedly fundamental in
the sense that they attempted to describe physics at arbitrarily high energies. In particular the
S–matrix of the theory had to exist, be manifestly finite and well defined, and then satisfy the
usual physical requirements of Lorentz invariance, unitarity, cluster decomposition and causality;
in short, the theory had to be ‘renormalizable’. Only a rather small class of such theories was
discovered; this was regarded as a virtue, since it helped guide the physicist to the ‘correct’ theory
— the standard model. Now however we have become more discerning; from the examples given
above it is clear that in many situations an effective theory can in practice be more useful than the
underlying more fundamental theory which gives rise to it, and conversely that any theory we at
present like to think of as fundamental might eventually turn out to be itself an effective theory.
It thus becomes important to find out just how consistent an effective quantum field theory can
be made to be; does it have a finite, well defined S–matrix, to what extent does this S–matrix
depend on the unknown (and thus in principle arbitrary) physics at higher scales, and what about
unitarity and causality? In other words, to what extent is effective field theory ‘renormalizable’?
The purpose of this article, and a number of succeeding articles, is to address this question,
using the exact renormalization group pioneered by Wilson[1]. The techniques necessary to prove
conventional perturbative renormalizability of conventional scalar field theories using renormaliza-
tion group flow were developed by Polchinski[2]; we will show how to extend his ideas to effective
field theories, in such a way as to permit a thorough investigation of their consistency. In this ar-
ticle we treat only the special case of a Z2 symmetric scalar field propagating in 3 + 1 dimensions,
using this as a theoretical model with which to develop the necessary techniques. In a number of
subsequent articles we hope to consider more interesting (and indeed physically relevant) theories.
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We begin with a brief review of renormalization theory, renormalization group flow, and ef-
fective field theory. These subjects are very closely tied together since they are all concerned
with the interplay between physics at different energy scales. However, this way of understanding
renormalization is a relatively recent development in the history of quantum field theory.
When they were first devised, quantum field theories were expected to be valid for all energies,
i.e fundamental. Renormalization was originally introduced simply as a means of subtracting diver-
gences encountered when integrating the four–momenta of internal virtual loops over all scales[3].
The theory was defined by a classical Lagrangian containing a finite number of masses and coupling
constants, and some sort of regularization scheme to render all loop integrals finite. It was then
said to be perturbatively renormalizable if these ‘bare’ masses and coupling constants could be
fine-tuned in such a way that all S–matrix elements, calculated in perturbation theory, are finite
(bounded) and tend towards a well-defined limit (convergent) as the regularization was removed.
It was found in general that this is possible if the classical Lagrangian contains all possible terms
with canonical dimension less than or equal to the dimension of space–time, consistent with the
symmetries (for example Lorentz invariance or internal global symmetries) of the theory. Fur-
thermore provided the classical field equations supported only stable, causal solutions (which in
practice meant that the classical Lagrangian could contain terms with at most two derivatives of
the fields[4]), it was possible to show that not only did the S–matrix exist, but also that it was
unitary and causal, with the appropriate analyticity properties [5,6].
Proofs of renormalizability to all orders in perturbation theory[7,8] were notoriously long and
complicated (involving notions of graph topologies, skeleton expansions, overlapping divergences,
the forest theorem, Weinberg’s theorem, etc.), and left the abiding impression that renormalization
was nothing but an artificial trick in which the divergences were, in Dirac’s words, being “swept
under the carpet”. The question of why physics should be described by a theory which could be
renormalized in this way was not directly addressed; it was simply found to be impossible to do
calculations with a non–renormalizable theory without encountering divergences that could only
be removed by introducing an infinite number of counterterms into the theory, and thus seemingly
losing all predictive power.
A new, much more intuitive way of looking at the renormalization of a quantum field theory
was developed in the 1970s when Wilson introduced the flow of effective Lagrangians as generated
by a renormalization group transformation[1]. Taking seriously the idea that a particular quantum
field theory may not be valid for arbitrarily high energies a smooth regularization is introduced
at some scale Λ0. To maintain explicit Lorentz invariance, it is necessary to define the theory in
Euclidean space, where the Lorentz group is compact; the regularization then restricts the length
p2 of all four–momenta. The physics below the scale Λ0 is then described by a very general ‘non–
local’ bare Lagrangian1 which is constrained only by the most basic requirements[9]: rotational
1 We describe a Lagrangian as local if its inverse propagator and vertices are polynomials in momentum
space; otherwise it is conventionally (though perhaps misleadingly) described as ‘non–local’. We will see
later however that a Lagrangian only really deserves to be labeled non–local if its inverse propagator and
vertices have singularities; if they are regular the term ‘quasi–local’ is more appropriate since a truncation
of their Taylor expansion renders them local.
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invariance; analyticity in momentum (so that a Taylor expansion in powers of momentum con-
verges); stability, meaning that the equations of motion have a unique stable solution; analyticity
in field space at this solution so that perturbations about it are well defined; small couplings such
that perturbative expansions makes sense; and possibly consistency with some internal symmetry.2
Thus, in general the Lagrangian will consist of an infinite series of local terms, together with an
infinite set of coupling constants, one for each independent term in the Lagrangian. Using the
criterion of ‘naturalness’ [10], these couplings are chosen to be of order unity in units of scale Λ0.
Weinberg conjectures[9] that the perturbative S–matrix for such a theory will simply be the most
general possible consistent with basic principles; Lorentz invariance, perturbative unitarity, cluster
decomposition, analyticity and causality, and the internal symmetry.
For this effective quantum field theory, ultraviolet finiteness is no longer an issue; all loop
integrals are cut off. Rather we must ask whether, since the theory now contains an infinite
number of coupling constants, it still has any predictive capability.
We can address this question by considering some energy E, far below Λ0. If we were to
compute perturbatively S–matrix elements for processes occurring at these energies using the
Lagrangian described above, then we would eventually have to bring into play all of the coupling
constants, and the theory would appear superficially to have no real predictive power. However
using Wilson’s exact renormalization group [1] we can consider smoothly lowering the regularization
scale to some value ΛR say, of order E. To keep the S–matrix fixed, the coupling constants must
change as the regularization scale does. Hence we have a ‘running’ or ‘effective’ Lagrangian, which
‘flows’ with Λ. We may then use the Lagrangian defined at ΛR to calculate S–matrix elements at
the scale E. It is then not the coupling constants at Λ0 that are important, but those at the scale
ΛR. So we say that an effective field theory is ‘renormalizable’ if we can calculate all the S–matrix
elements for processes with energy scale E, up to small errors which vanish as powers of E/Λ0, once
we have determined a finite number of coupling constants at some renormalization scale ΛR ∼ E.
These coupling constants are called ‘relevant’; all others are ‘irrelevant’. We can then reliably
describe low energy processes without knowing any of the details of the physics at much higher
energies, or more specifically the values of the infinite set of irrelevant coupling constants at Λ0.
Denoting all relevant couplings by λ(Λ) and all irrelevant couplings by η(Λ), this coupling
constant flow may be depicted schematically as in fig. 1. Each trajectory corresponds to a different
choice of ‘bare’ couplings {λ(Λ0), η(Λ0)}, which we assume to be natural. As we flow down to
ΛR ≪ Λ0, then the flow in coupling constant space converges towards a submanifold of dimension
Nλ, the number of independent relevant coupling constants in the theory. This submanifold has a
thickness of order ΛR/Λ0 or less — the renormalized irrelevant couplings η(ΛR) are thus determined
in terms of the renormalized relevant couplings λ(ΛR) up to corrections of order ΛR/Λ0.
This picture is in accord with naive power counting arguments, and indeed it is usual to classify
the terms in the Lagrangian according to their canonical (or ‘engineering’ or ‘classical’) dimension;
2 As the Lagrangian of an effective theory is of necessity not local, the treatment of local symmetries
is inevitably nontrivial; this technical difficulty will be explored in a later article.
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those with canonical dimension n ≤ d, the dimension of spacetime, are called ‘relevant’, those with
n = d ‘marginal’, while those with n > d are ‘irrelevant’.3 The coupling constants associated with
these terms are classified correspondingly. The dimension which determines the true relevance or
irrelevance of a coupling constant is in general however not its canonical dimension, but the sum
of the canonical dimension and an ‘anomalous’ dimension due to quantum corrections. Thus a
coupling constant which is classically irrelevant may turn out to be relevant in the quantum the-
ory. Perturbative renormalizability amounts to the simple assertion that perturbatively quantum
corrections to classical scaling are at most logarithmic; classically relevant(irrelevant) couplings
are then indeed truly relevant(irrelevant), provided the irrelevant couplings are not fine–tuned to
unnaturally large values.
It is not difficult to see that this more general notion of renormalizability includes the con-
ventional one as a special case; we may remove the regularization by taking the formal limit
Λ0/ΛR → ∞. This would then give an S–matrix which depended only on the relevant renor-
malized couplings λ(ΛR), or in other words on a renormalized classical Lagrangian.
4 Since the
conventional bare Lagrangian contains only relevant bare couplings, the conventional formulation
corresponds to the subset of flows which cross the surface η(Λ0) = 0, in the limit Λ0/ΛR → ∞,
with λ(ΛR) held fixed.
However it will also be true in general that wherever we choose to define Λ0 (as long as it is
large enough), and whatever we choose the irrelevant bare couplings η(Λ0) to be (as long as they
are natural enough), then for a particular choice of λ(ΛR) the η(ΛR) will be the same up to small
corrections, of the order of (ΛR/Λ0). In other words, for any point on the submanifold at ΛR there
is a flow towards it from a wide variety of initial Lagrangians at Λ0, all of these being equivalent as
far as the values of S–matrix elements for processes with energies of order E ∼ ΛR are concerned.
This more general aspect of renormalizability we will call ‘universality’.
By now it should be clear that the word ‘renormalizability’ is rather overworked; to avoid
confusion we will try to avoid using it at all except in the following specific sense. If the S–matrix
is made Λ0-finite by determining a finite number Nλ of renormalized coupling constants then the
theory will be said to be bounded. If it also has a well defined limit as Λ0/ΛR → ∞, with the
renormalized couplings held fixed, the theory will be described as convergent. If in this limit the
perturbative S–matrix is independent of the form of the bare Lagrangian, depending only on theNλ
renormalized couplings, the theory will be said to be universal. A theory is then ‘renormalizable’
only if it is bounded, convergent and universal; processes at scales far below Λ0 may then be
determined to a given precision in terms of only a finite number of physically relevant coupling
constants.
3 From the conventional viewpoint terms which are classically relevant or marginal are called ‘renormal-
izable’, while classically irrelevant terms are called ‘nonrenormalizable’; we will not use this terminology
for obvious reasons.
4 Although some of these renormalized couplings may turn out to be necessarily zero in the infinite
cut–off limit; this is probably the case for the coupling constant of φ4-theory in four dimensions, and may
also be true of QED.
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An effective quantum theory thus gives us a much more general notion of renormalizability
than we had in conventional quantum field theory: the regularization need no longer be removed,
and the irrelevant bare couplings need not be zero.5 However, boundedness, convergence and
universality are not the only requirements for a meaningful quantum field theory — it is also
necessary that the equations of motion have a unique stable solution at all scales Λ (so that a Fock
space of asymptotic states may be constructed), and that furthermore the S–matrix of transition
amplitudes between these asymptotic states is then Lorentz invariant, unitary and causal. Now
because an effective quantum field theory has some form of momentum cut–off the Lagrangian is
necessarily non–local (or at best quasi–local if the cut–off is sufficiently smooth[1]). This should
not really come as any surprise; in an effective field theory we are absorbing the effects of new,
high energy physics into our Lagrangian, and the particles we describe may even be composite.
However, it is well known that such theories are in general inconsistent ([4,11] — for a review
from a modern perspective see [12]). If explicit Lorentz invariance is maintained the equations of
motion of local theories containing terms in the Lagrangian with more than two time derivatives
necessarily have negative energy solutions. When the Lagrangian is not local there are in general
an infinite number of such solutions. The theory is then nonperturbatively unstable; the S–matrix
does not exist, except in perturbation theory about a stable solution, and the perturbative S–
matrix is rendered nonunitary and acausal by the unstable solutions.6 In open string field theory
this disease seems at present to be incurable[12].
Clearly instability cannot be a property of all theories with Lagrangians containing terms
with more than two time derivatives however since counter–examples are rather easy to come by;
consider for example a conventional field theory containing one stable and one unstable scalar
field, with the unstable field integrated out to give a non–local theory of a single scalar field
which is manifestly stable, unitary and causal[13]. Indeed by considering an auxiliary field which
has no pole in its propagator one may construct a quasi–local effective Lagrangian with finite
regularization scale from a local one in such a way that the number and nature of the solutions
to the equations of motion is unaltered[14]. A simple generalization of this construction using
the classical renormalization group flow equation will allow us to find a whole class of effective
field theories which are not only demonstrably bounded, convergent and universal (at least within
perturbation theory), but also stable, with a unitary causal analytic S–matrix — in short consistent.
Indeed we can show explicitly that there is a one–to–one correspondence between such theories
and all possible analytic S–matrices with the same particle content, thus confirming Weinberg’s
conjecture[9].
The contents of the paper are organized as follows: in §1 we discuss regularization and the
exact renormalization group, modifying the discussion in [2] so as to make it possible to have a
5 In the language of statistical mechanics, an effective quantum field theory is constructed near, but
not precisely at, an ultraviolet fixed point; the closer the theory is to such a fixed point, the fewer the
number of physically relevant couplings needed to describe it, and the more renormalizable it becomes.
6 Although as explained in ref.[12] this only obscures the fundamental nature of the problem.
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consistent effective theory at all energy scales; in §2 we prove that in its conventional formulation
φ4 scalar field theory is bounded and convergent to all orders in perturbation theory, with a
unitary and causal perturbative S–matrix; in §3 we extend this proof of convergence to the more
general effective theory in order to prove universality, which also allows us to discuss the systematic
improvement of the predictive power of the theory achieved by specifying further renormalized
couplings; in §4 we prove the equivalence theorem, and then use it to eliminate redundant terms
by field redefinitions; §5 deals with the construction of a stable theory, the proof of the unitarity
and causality of the S–matrix, triviality, and Weinberg’s equivalence conjecture; in §6 we give a
brief outline of the how the methods developed here can be applied to other effective field theories;
and finally in the concluding section we summarize the fundamental principles on which we have
based our construction of a renormalizable effective quantum field theory, and consider some of
the general implications of our results.
1. Renormalization Group Flow.
In this article we will define an effective quantum field theory in terms of a regularized classical
action (§1.1), and a renormalization group equation (§1.2) which then allows us to smoothly evolve
the classical action until its vertices become equal to the n-point connected amputated Green’s
functions, which are themselves directly related to S–matrix amplitudes for processes involving
n external particles. Although this definition does not of itself rely on perturbation theory, it is
equivalent order by order to the usual diagrammatic definition (as adopted for example in [8])
when the interaction is expanded perturbatively in some small parameter. However as shown by
Polchinski[2] defining the theory through its evolution permits a particularly direct approach to
the proof of its renormalizability, which we will exploit is §2 and §3 below.
1.1. Regularization.
Unless one is satisfied by purely formal arguments, before beginning to study the renormal-
ization of any non–trivial quantum field theory it is first necessary to choose a regulator, such
that the regulated theory is manifestly finite. Many such regularizations have been proposed, all
with their own peculiar advantages and difficulties. Here however we wish to discuss effective field
theories, which means in effect that our regulator is chosen for us as an intrinsic part of the theory;
Euclidean four–momenta are smoothly cut off when their lengths exceed some scale Λ0. In this way
all momentum integrals are made manifestly convergent, and no infinities are ever encountered. In
fact we will eventually be able to show that if the regularization is chosen with sufficient care it is,
though possible in principle, quite unnecessary in in practice to remove the regulator by sending
the regularization scale to infinity.
The most elegant way to implement a regularization is to include it in the definition of the
classical Euclidean action[1]. In particular, we write
S[φ; Λ0 ] =
1
2
(
φ,P−1Λ0 φ
)
+ Sint[φ; Λ0], (1.1)
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where the inner product
(
ψ, φ
)
=
(
φ,ψ
)
≡
∫
d4p
(2pi)4ψpφ−p for real fields φp and ψp. The function
PΛ0(p) is the free–particle propagator, while Sint[φ; Λ0] contains all the interactions, which we
assume may be expanded as an infinite series of terms each containing a finite number of fields and
derivatives, with couplings ordered according to a power of some coupling constant; the precise
form of this expansion will be specified later. All terms in the action are explicitly invariant under
Lorentz rotations.
In order that the Green’s functions calculated using this action are finite, PΛ0(p) must vanish
sufficiently rapidly (more quickly than any polynomial because in general there will be terms in the
interaction Sint[φ; Λ0] with arbitrarily high powers of p) as p
2 →∞. Also, as a necessary condition
for a unitary S–matrix, PΛ0(p), when analytically continued into the complex p
2 plane, must be
analytic apart from simple poles on the negative real axis with positive residue.7 We conventionally
choose it so that there is only one pole; the single field may then correspond asymptotically to a
single species of free particle.
In keeping with these general requirements we write
PΛ0(p) =
KΛ0(p)
(p2 +m2)
, (1.2)
where m2 > 0, and the regulating function KΛ(p) is of the form
KΛ(p) ≡ K
(
(p2 +m2)/Λ2
)
, (1.3)
with the real function K(x) satisfying the following conditions:
(1) xnK(x) → 0 as x → ∞ for any finite value of n; this is so that K(x) acts as a regulator, in
the sense that all Feynman integrals are rendered finite in Euclidean space.8 We also assume
(for simplicity) that K(x) falls monotonically.
(2) When analytically continued into the complex plane, K(z) is a regular9 function of z; this
guarantees that PΛ(p) is meromorphic, with only a single, simple pole. This is, as we show
below, sufficient for an analytic, unitarity and causal perturbative S–matrix. By the Schwarz
reflection principle K(z∗) = K(z)∗. We will further assume that 1/K(z) is also regular, so
K(z) has no zeros.
(3) K(0) = 1 so that the residue of the physical pole is normalized to unity; this condition also
means that as Λ/m→∞, PΛ(p)→ P∞(p) = (p
2+m2)−1, the unregularized propagator. Since
1/K(z) is regular, we then also have K(x) > 0 for all real finite x.
In fact (1.2) is nothing but Schwinger’s proper–time regularization [15], in which the regulated
propagator is given by
PΛ(p) =
∫ ∞
0
dτ ρ(τ,Λ)e−τ(p
2+m2), (1.4)
7 Although not local, the free bare Lagrangian may then still be ‘quasi–local’ in the sense described in
the introduction. The necessity for a ‘smooth’ cut-off, to avoid the introduction of non–local interactions
is emphasized in ref.[1].
8 This condition will be relaxed a little at the end of §4.3.
9 Analytic throughout the complex plane, except at the point at infinity.
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where ρ(τ,Λ) is such as to cut off the proper–time integration at small τ (see ref.[16] for a
more complete discussion, and various examples). The simplest choice is the proper–time cut–
off ρ(τ,Λ) = Θ(τ − 1/Λ2); this corresponds to the simple form K(x) = e−x, or
KΛ(p) = exp
[
−(p2 +m2)
Λ2
]
. (1.5)
This example is not quite so arbitrary as it looks; since both K(z) and 1/K(z) are regular, we
may use Hadamard’s factorization theorem and the fundamental theorem of algebra to show that
K(z) is proportional to e−Q(z), where Q(z) is a polynomial. Conditions 1) and 3) above then mean
that Q(z) is at least of order one, with real coefficients, positive for large real z and with a zero
at the origin. K(z) thus necessarily has an essential singularity at the point at infinity; choosing
the order σ of this singularity to be one gives (1.5) uniquely. Regulating functions of higher order
may of course involve more parameters.
The class of regularizations (1.2) is nothing but a systematized form, implemented at La-
grangian level in the propagator, of the crude momentum cut–offs or (in position space) point
splittings used in the early days of quantum field theory.10 However it differs from such schemes
by maintaining analyticity; strictly speaking high momenta are never actually ‘cut off’, only sup-
pressed. It is equivalent to the introduction of form factors into the vertices, as may be readily
appreciated by the simple nonsingular field redefinition11 φp → KΛ0(p)
1/2φp. Pauli–Villars regu-
larization, although also formally equivalent if there is an infinite set of regulator fields, requires
a pre–regulator if the subtraction of the divergences in the unregularized loops by the divergences
in regulator loops is to be made well defined. If there are only a finite number of regulators the
theory is unstable, and unitarity is necessarily violated due to negative metric poles at the regular-
ization scale. Higher derivative regularization (which in any case would only work if the number
of derivatives in the vertices were bounded) may also take the form (1.2), but since K(x) is then a
polynomial conditions (1) and (2) are necessarily violated, and again there is trouble with negative
metric poles.12 Dimensional regularization, while again formally a special case of (1.4) (indeed
the connection is made very explicit in the second of ref.[14]), will not be very useful here since
it only makes sense physically in the limit in which it is removed; it also suffers from automatic
subtraction, in the sense that it only picks up logarithmic divergences, powerlike divergences being
ignored when divergent integrals are defined by analytic continuation.
The propagator used by Polchinski[2] is of the form (1.2), but withK a function of p2/Λ2, such
that it is unity for p2 < Λ2 and zero for p2 > 4Λ2; then although K(x) is still differentiable, K(z)
is no longer regular (since a regular function whose first derivative vanishes on some finite interval
10 Of which lattice regularizations are a special case, if we allow cut-offs which explicitly break rotational
invariance.
11 We show in §4.1 below that this does not change the S–matrix.
12 Furthermore, when using covariant higher derivatives one loop divergences are still not regulated since
the number of derivatives in the vertices increases with the number in the propagator; one is then drawn
into a hybrid scheme, as used for example in refs.[17,18].
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is identically zero), and condition (2) is violated. This is undesirable because if the regulating
function is not regular, it is very difficult to construct an analytic S–matrix. The reason for such
an awkward choice was that K had to be held fixed for 0 < p2 < Λ2 so that ∂PΛ/∂Λ had no
overlap with the external source J(p), the latter being set to zero for p2 > Λ2. Such a technical
restriction is fortunately no longer required if we use the formulation of the exact renormalization
group described in the next section.
1.2. The Exact Renormalization Group.
The original idea of Wilson’s exact renormalization group is to lower the regularization scale Λ
below Λ0 smoothly, integrating out more and more of the high momentum modes, while keeping the
physics of the theory unchanged by simultaneously adjusting the form of the action to compensate
for the lost modes. Although it is then only strictly necessary to keep the S–matrix elements fixed as
Λ is lowered, in fact it is possible, just as in statistical mechanics, to keep the full off–shell connected
Green’s functions (or ‘correlation functions’) invariant, and thus construct a (non–perturbative)
scheme for the construction of such Green’s functions. Indeed if we wish to use the regularized
classical action (1.1) to parameterize the evolution we must necessarily work in Euclidean space;
it is then necessary to analytically continue the Euclidean Green’s functions back to Minkowski
space in order to put them on–shell and evaluate S–matrix elements by adding external line wave
functions in the usual way[19].
We begin with the conventional generating functional for n-point connected Euclidean Green’s
functions, expressed formally (though only for convenience) as a functional integral:
exp −W [J ; Λ] ≡
∫
Dφ exp
[
−S
[
φ; Λ
]
−
(
J, φ
)]
(1.6)
where the regularized classical action S[φ; Λ] is of the form (1.1) described above.13 We may assume
that the propagator has the form (1.2) stipulated above, since we still have the freedom to choose
the evolution of the interaction Sint[φ; Λ]. We would like to be able to do this in such a way as to
make W [J ; Λ] independent of Λ. In fact as we will see in a moment this is not possible without
restricting the support of J(p) and spoiling the analytic structure of the propagator, so instead we
consider the slightly more general generating functional[1]
exp −W˜ [J ] =
∫
Dφ exp
[
− 12(φ,P
−1
Λ φ)− Sint[φ; Λ] −
(
J,Q−1Λ φ
)
− S0[J ; Λ]
]
, (1.7)
where the function QΛ(p) and the field independent functional S0[J ; Λ] are to be determined.
Differentiating with respect to Λ, we see that W˜ [J ] will be independent of Λ provided
∂W˜
∂Λ
=
〈
1
2
(
φ,
∂P−1Λ
∂Λ
φ
)
+
∂Sint
∂Λ
+
(
J,
∂Q−1Λ
∂Λ
φ
)
+
∂S0
∂Λ
〉
Λ
= 0. (1.8)
13 There is no need for a measure factor in the path integral, because the bare regularized action S[φ; Λ0]
is already entirely general; any reasonable measure factor could be exponentiated and absorbed into it.
Thus in an effective quantum field theory there is nothing to be gained from consideration of the path
integral in the Hamiltonian formulation.
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where 〈X〉Λ is the expectation value of X, normalized so that 〈1〉Λ = 1;
〈X〉Λ ≡ e
W˜
∫
DφX e−S[φ,Λ]−(J,Q
−1
Λ φ)−S0 .
In order to find some condition on Sint[φ; Λ] so that (1.8) is satisfied we use the fact that,
assuming suitable boundary conditions on φ, the functional integral of a total functional derivative
is zero.14 This yields the identity[2,18]
0 ≡
〈
δ
δφp
(
1
2
δ
δφ−p
+ P−1Λ φp +Q
−1
Λ Jp
)〉
Λ
, (1.9)
or, expanding out the functional derivatives, multiplying by ∂PΛ∂Λ , and integrating over p,〈(
φ,
∂P−1Λ
∂Λ
φ
)〉
Λ
≡ −
∫
d4p
(2π)4
∂PΛ
∂Λ
〈[
δSint
δφ−p
δSint
δφp
−
δ2Sint
δφ−pδφp
]〉
Λ
−
〈(
J, 2
∂P−1Λ
∂Λ
PΛQ
−1
Λ φ
)〉
Λ
−
∫
d4p
(2π)4
[
δ4(0)
∂ lnPΛ
∂Λ
−
∂PΛ
∂Λ
Q−2Λ JpJ−p
]
.
(1.10)
Substituting this expression into (1.8) we find that W˜ [J ] may be made independent of Λ if we
choose
∂Sint
∂Λ
=
1
2
∫
d4p
(2π)4
∂PΛ
∂Λ
[
δSint
δφp
δSint
δφ−p
−
δ2Sint
δφpδφ−p
]
, (1.11)
QΛ(p) = Q(p)PΛ(p), (1.12)
and
S0[J ; Λ] =
1
2
∫
d4p
(2π)4
[
δ4(0) lnPΛ +Q
−2P−1Λ JpJ−p
]
+ E0(Λ). (1.13)
where Q(p) is independent of Λ, and E0(Λ) is badly divergent but physically irrelevant.
Alternatively we may assume as Polchinski does[2] that PΛ(p
2) and J(p) have been chosen
such that the support of ∂PΛ/∂Λ has no overlap with that of J ; in place of (1.12) we may then
choose QΛ = Q, while since S0 is independent of J it may be dropped without ceremony. The
result (1.11) is then unchanged. The real problem with this approach is that the regularizing
function K must necessarily be nonanalytic, and we will thus pursue it no further.
We consider the implications of the three equations (1.11)–(1.13) in turn. The first, eqn.(1.11)
is Wilson’s exact renormalization group equation, or ‘flow equation’ [1]— it tells us precisely how
the interaction evolves as the regularization scale is reduced, in order to compensate for the modes
which have been integrated out.15 The content of the equation is most readily appreciated by
14 This may be proven rigorously if we treat the path integral as the generator of Feynman diagrams,
i.e. as a perturbative object[17]; it may be assumed to be true of any reasonable definition of functional
integration provided the action increases sufficiently rapidly for large values of the field and its gradient.
15 A similar equation, formulated only for discrete momenta, may be found in [20]; a continuum version
of this equation was derived by Weinberg[21]. Unfortunately the sharp momentum cut–off used by these
authors renders the first term on the right hand side of the equation singular, and seems to have discouraged
further applications.
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depicting it graphically; graphs where the derivative of the propagator connects two different
vertices, as in fig. 2a, produce the first term on the right hand side of (1.11), while graphs where
the propagator connects two legs of the same vertex, as in fig. 2b, produce the second term. The
full power of Wilson’s equation should not be underestimated however; it is formally exact since
it follows directly from the identity(1.9). The graphical interpretation is so simple because the
infinitesimal change dPΛ has been exploited as an expansion parameter. We find it nonetheless
remarkable that the full range of complexities of the quantized theory (both perturbative and
nonperturbative) may be built up by iteration of these two basic ingredients.16
It is not difficult to check that the flow equation is integrable; indeed, the formal solution to
(1.11) with an appropriate boundary condition at some scale Λ0 is [22],
exp
[
−Sint[φ; Λ] − E(Λ)
]
= exp(PΛ0 −PΛ) exp−Sint[φ; Λ0], (1.14)
where,
PΛ =
1
2
∫
d4p
(2π)4
PΛ(p)
δ
δφp
δ
δφ−p
(1.15)
and E(Λ) collects the field-independent pieces, and is again irrelevant since it makes no contribution
to Green’s functions. From the form of this solution we can see that a vertex in Sint[φ; Λ] is con-
structed from connected diagrams involving the vertices defined at Λ0 and the regular ‘propagator’
PΛ0 − PΛ.
The equation (1.12) for QΛ tells us that the we should couple the source Jp to Q
−1(p)P−1Λ (p)φp
rather than just to φp. It is simplest to take Q(p) = 1. Then comparing the two generating
functionals (1.6) and (1.7) it is not difficult to see that for n > 2, Λ-independent n–point connected
Green’s functions obtained by functionally differentiating W˜ [J ] with respect to J , with J then set
to zero, are just the Λ-dependent ones obtained similarly from W [J ; Λ], but with the Λ-dependent
free–particle propagator PΛ amputated from the external legs:
G˜cn(p1, . . . , pn) = P
−1
Λ (p1) · · ·P
−1
Λ (pn)G
c
n(p1, . . . , pn; Λ), (1.16)
where
n∏
i=1
(
−
δ
δJpi
)
W [J ; Λ]
∣∣∣
J=0
≡ Gcn(p1, . . . , pn; Λ),
n∏
i=1
(
−
δ
δJpi
)
W˜ [J ]
∣∣∣
J=0
≡ G˜cn(p1, . . . , pn).
(1.17)
This is particularly convenient since the Λ-independent S–matrix elements may be obtained simply
by analytically continuing the Green’s functions G˜cn to the physical region, putting them on shell,
and adding external line wave functions in the usual way[19]. If the more usual unamputated
16 Indeed (1.11) and the bare action S[φ; Λ0] could serve as a useful nonperturbative definition of the
theory. Such a definition, while less artificial than the lattice definition, may prove more amenable to
suitable truncations than the Schwinger–Dyson equations (which can also be derived formally using the
same assumption on the boundary conditions of the functional integral).
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Green’s functions are preferred however, they may also be generated directly by taking Q(p) =
P−1∞ (p); W˜ [J ] then generates Green’s functions which are rendered Λ-independent by the removal
of the regulating factors KΛ(p) from their external legs (cf. (1.2)).
The field independent term (1.13) is simply related to the connected generating functionals
WF [J ; Λ] for the free theory obtained by setting Sint to zero in (1.6);
−WF [P
−1
Λ J ; Λ] ≡ ln
(∫
Dφ exp
[
− 1
2
(φ,P−1Λ φ)− (J,QP
−1
Λ φ)
])
= 12(J,QP
−1
Λ J) +
1
2δ
4(0)
∫
d4p
(2π)4
lnPΛ + EF (Λ),
(1.18)
Indeed for the particularly simple case of Q = 1 the combined effect of (1.12) and (1.13) may be
conveniently summarized by writing
W˜ [J ] = W [P−1Λ J ; Λ]−WF [P
−1
Λ J ; Λ]. (1.19)
The Λ-independent connected two–point function is thus given by (1.17) and (1.19) as
G˜c2(p,−p) = P
−1
Λ (p)G
c
2(p,−p; Λ)P
−1
Λ (p) + P
−1
Λ (p). (1.20)
Using this formulation of the exact renormalization group, the effective action S[φ,Λ] can be
used to calculate Green’s functions for any external energy scale E (E > Λ no longer providing
any obstacle). When working at energy scale E it is often acceptable to set a renormalization scale
ΛR ∼ E, so this would not at first sight seem to be any great advantage. However, it is more useful
to set renormalization conditions which may be directly related to physical observables, which
means in practice that we must take Λ to zero, but with the external momenta held fixed; it is
then crucial to be able to treat E > Λ.
To see why this is so, note that if we let Λ → 0, the propagator is cut off for all momenta
(P0(p) = 0 for all Euclidean p) and the only Feynman diagrams which give non–vanishing contribu-
tions are the interaction vertices themselves.17 Now in perturbation theory the functional integral
(1.7) may be performed to yield
exp−W˜ [J ] = expPΛ exp
[
− Sint[φ; Λ] − (J, P
−1
Λ φ)−
1
2(J, P
−1
Λ J)− EW (Λ)
]
; (1.21)
the conventional perturbation theory results on expanding the exponentials with Λ = Λ0, the
validity of the result for all Λ being guaranteed by the evolution (1.14). In the limit Λ → 0 all
reducible diagrams vanish, and the effect of the first factor is merely to exchange φ for J in the
interaction; the two quadratic terms cancel each other. We thus find that
W˜ [J ] = Sint[J ; 0] + EW (0) (1.22)
where EW (0) is a constant, independent of J . In fact we will show in §5.1 that in this limit the
effective action is also equal to the complete generating functional for proper vertices. Here we
merely remark that at Λ = 0 the parameters in the effective action may be directly related to
physical observables (by which we mean S–matrix elements); this is thus the best place to set
renormalization conditions.
17 When taking the limit Λ → 0 for a theory containing massless particles more care is needed, since
then P0(p) vanishes only when p
2 > 0. For exceptional external momenta the Green’s functions may then
develop infra-red divergences. In this article we will always assume that m > 0; the massless theory is
considered in ref.[23].
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2. Perturbative Renormalizability of Conventional φ4 Theory.
In this section we give a pedagogical proof of the boundedness and convergence (or conventional
renormalizability) of massive φ4 scalar field theory to all orders in perturbation theory. This proof
will use Polchinski’s idea [2] of exploiting the simple form of Wilson’s flow equation (1.11), but will
also incorporate the improvements found in ref.[22], as well a number of our own. In particular,
we will use the analytic regulating function described in §1.1, which will prove useful for the
proof of the perturbative unitarity and causality of the conventional theory in §2.4, and vital
when considering these aspects of the effective theory in §5.3. We will also adopt very general
renormalization conditions, which are imposed at Λ = 0, i.e. on the Green’s functions themselves;
if the proof were to be carried out for renormalization conditions set at some scale ΛR ∼ m, and
for zero external momenta, it could be considerably simplified.18 We present the proof in some
detail in order to facilitate its extension to the effective theory in the rest of the article.
The proof will be separated into four parts. It is first necessary to give a detailed definition of
the theory with which we will be working, and in particular of the renormalization conditions. We
then prove that the magnitude of the vertices in the effective Lagrangian at any Λ are bounded to
all orders in perturbation theory. After this we prove, again to all orders in perturbation theory,
that the vertices, and thus Green’s functions, converge towards a finite limit as we take the cut–off
to infinity. Finally, we present a brief discussion of the perturbative analyticity, unitarity and
causality of the perturbative S–matrix of the conventional theory.
2.1. Defining the Theory.
Using the concept of effective Lagrangian flow described in §1.2 above it is possible to see that
any effective quantum field theory may be completely defined by its field content, its symmetries,
the form of the regulator, and a full set of boundary conditions on the renormalization group flow.
The regulator (which, as we saw in §1.1, amounts to a prescription for the regulating function K)
dictates the precise form of this renormalization group flow; different choices of K yield different
‘renormalization schemes’. The renormalization conditions are in effect boundary conditions on
the renormalization group flow of the interaction part of the Lagrangian.
Euclidean φ4 scalar field theory is thus defined to be a theory with one bosonic scalar field
φ(x), whose Lagrangian is invariant under translations and Euclidean rotations and under the Z2
field transformation φ(x)→ −φ(x). We only consider the unbroken symmetry in this article. Such
a theory has only three relevant operators; (∂µφ)
2, φ2 and φ4. The first two of these, without the
third, would describe a free theory. In the conventional way of looking at quantum field theory, the
φ4 term would be the only interaction term in the bare Lagrangian; hence the name of ‘φ4-theory’.
From the point of view of the exact renormalization group we call the theory φ4-theory because,
18 While not vital for proving the convergence of φ4 theory, this feature of our proof will be essential when
considering more complicated situations, such as massless theories and theories with local symmetries,
where it is necessary for the low energy renormalization conditions to be directly related to physical
parameters.
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as we will prove, once we have specified the value of the mass of the particle and the coupling
constant associated with the φ4 term, the perturbative S–matrix is determined completely, up to
corrections which vanish as Λ0/m→∞.
The propagator is defined in accordance with (1.2) and the succeeding conditions, while the
interaction part of the action is then assumed to be a formal power series in the fields; at the
scale 0 < Λ < Λ0 all possible Lorentz invariant terms consistent with the Z2 global symmetry will
appear in general, so we may write the free and interacting parts of the action (1.1) as
1
2
(
φ,P−1Λ φ
)
≡
∞∑
j=0
Λ−2jcj
j!
∫
d4xφ(x)(−∂2 +m2)j+1φ(x)
Sint[φ; Λ] ≡
∞∑
m=1
∞∑
j=0
∑
{si:
∑
2m−1
i=1
si=2j}
Λ4−2m−2j
2m!
c
(m,j,si)
µ1···µ2j
∫
d4xφ(x)
(
∂µ1 · · · ∂µs1φ(x)
)(
∂µs1+1 · · · ∂µs1+s2φ(x)
)
· · ·
(
∂µ2j−s2m · · · ∂µ2jφ(x)
)
.
(2.1)
For definiteness we take the order one regulating function (1.5); this means that cn = 1.
19
The dimensionless couplings c
(m,j,si)
µ1···µ2n are assumed to be expandable in terms of some ‘small’
expansion parameter g, beginning at first order. It is conventional to let g be equal to some renor-
malized coupling constant, for example in [2] it is defined to be the coupling constant corresponding
to the four-point vertex at Λ = ΛR for zero momentum. Here we leave the definition of g open,
simply treating it as a technical device with which to order the perturbation series20.
The expression (2.1) is rather cumbersome, and for many purposes it is much more convenient
to write the interaction Sint in momentum space;
Sint[φ; Λ] ≡
∞∑
m=1
∞∑
r=1
gr
(2m)!
∫
d4p1 · · · d
4p2m
(2π)4(2m−1)
V r2m(p1, . . . , p2m; Λ)δ
4
(∑2m
i=1 pi
)
φp1 · · · φp2m , (2.2)
where V r2m(p1, . . . , p2m; Λ) ≡ V
r
2m(pi; Λ) is the value, at r-th order in g, of the vertex in the effective
action defined at Λ which has 2m-legs. The canonical mass dimension of the vertex function V r2m
is 4− 2m.
We take the vertex functions V r2m(p1, . . . , p2m; Λ) to be infinitely differentiable functions of
the Euclidean momenta pi. In fact we shall see in §2.4 below that when continued into the
complex plane the V r2m(p1, . . . , p2m; Λ) are regular functions for all positive Λ, so that the quasi–
local expansion (2.1) converges whenever the field φ(x) is reasonably smooth. By contrast at
Λ = 0, V r2m(p1, . . . , p2m; 0) are analytic everywhere except on the boundary of the physical region;
the representation (2.2) is then only equivalent to the quasi–local expansion (2.1) within the ra-
dius of convergence of the Taylor expansions of the vertex functions, which in practice means for
(pi + pj)
2 < m2 for all i and j.
19 We will show how this restriction may be lifted in §4.3 below.
20 In practice a suitable choice would be the value of the four point vertex defined at Λ = 0 for external
momenta with magnitude of order ΛR
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The global symmetries of Sint ensure the following properties:
(1) Only even powers of φ appear (due to the Z2 symmetry);
(2) Only the totally symmetric part of V r2m(Λ) contributes; V
r
2m(p1, . . . , p2m; Λ) is invariant under
permutations of the pi;
(3) V r2m(Λ) is invariant under Euclidean rotations. In particular V
r
2 (p,−p; Λ) depends on momen-
tum only through p2. Therefore, denoting (∂/∂pµ) by ∂pµ ,
∂pµV
r
2m(p,−p; Λ)|p=0 = 0, (2.3)
and we can write
∂pµ∂pνV
r
2 (p,−p; Λ) = δµνv
r
1(p
2; Λ) + pµpνv
r
2(p
2; Λ). (2.4)
To define the theory completely we must impose a full set of renormalization conditions on
the vertex functions. These are chosen to be of mixed type; we set the irrelevant couplings at the
regularization scale Λ0, which we assume to be much greater than the particle mass m, and the
relevant couplings at Λ = 0. This means (see (1.22)) that we set the renormalization conditions
for the relevant couplings on the Green’s functions themselves; if we were to go further and choose
on–shell conditions (see §2.4 below), these couplings would then be directly measurable. Using the
notation ∂jp for any jth order momentum derivative, where each derivative is with respect to any
particular component of any particular momentum, we choose the following boundary conditions
at Λ0;
∂jpV
r
2m(Λ0) = 0 2m+ j > 4. (2.5)
As a consequence the only non-zero vertices at Λ0 are
V r2 (p,−p; Λ0) = Λ
2
0λ
r
1(Λ0) + p
2λr2(Λ0), V
r
4 (p1, p2, p3, p4; Λ0) = λ
r
3(Λ0). (2.6)
This corresponds to the conventional way of choosing the bare Lagrangian for φ4 theory; only
relevant operators appear in the local bare interaction Lagrangian. In the conventional way of
writing the theory we would write these bare couplings as
Λ20λ1(Λ0) = m
2
0 −m
2, λ2(Λ0) = Z − 1, λ3(Λ0) = λ0, (2.7)
where m20 is the bare mass, Z is the wavefunction renormalization and λ0 is the bare coupling
constant.21 It should be emphasised that the λri (Λ0) are to be kept completely arbitrary at the
moment. They only become determined when the renormalization conditions at Λ = 0 are specified.
21 Remember that the interaction has been split from the propagator, hence the subtraction of m2 in
the expression for λ1(Λ0) and the subtraction of unity in the expression for λ2(Λ0).
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We now have the freedom to choose the relevant coupling constants. Defining a scale ΛR ∼ m
such that 0 < ΛR ≪ Λ0,
22 we take
lim
Λ→0
V r2 (P0,−P0; Λ) = Λ
2
Rλ
r
1,
lim
Λ→0
[
∂pµ∂pνV
r
2 (p,−p; Λ)|p=P0
]
δµν
= λr2,
lim
Λ→0
V r4 (P1, P2, P3, P4); Λ) = λ
r
3,
(2.8)
where P µi are the external momenta at which the renormalization conditions are set (with∑4
1 P
µ
i = 0), with magnitudes similar to or less than ΛR, and λ
r
i are some renormalization constants
chosen independently of Λ0. [∂pµ∂pνV
r
2 (p,−p; Λ)]δµν is the part of ∂pν∂pνV
r
2 (p,−p; Λ) proportional
to δµν . A conventional, off-shell, choice for these renormalization conditions would be Pi = 0,
λr1 = 0, λ
r
2 = 0 and λ
r
3 = δr,1. However, here we will always consider the boundary conditions in
their most general form (2.8).
It is easy to see that within perturbation theory, and for finite Λ0, the two sets of boundary con-
ditions (2.6) and (2.8) are consistent. At any order r in the expansion coefficient g, V r2 (p,−p; Λ) and
V r4 (pi; Λ) can be expressed in terms of diagrams containing the propagators PΛ0(p) and the coupling
constants {λsi (Λ0); i = 1, 2, 3, s ≤ r}. Now assume that the set {λ
s
i (Λ0); i = 1, 2, 3, s ≤ r − 1}
may be expressed in terms of the set {λti; i = 1, 2, 3, t ≤ s}. Writing the left hand sides of
(2.8) in terms of the diagrams mentioned above, we can then express the λri (Λ0) in terms of
{λsi ; i = 1, 2, 3, s ≤ r}.
23 Thus, if our assumption is true for r − 1, it is also true for r.
The assumption is obviously true for r = 1, since all vertices vanish for s = 0. It follows that
within perturbation theory we can always determine λri (Λ0) as an invertible function of Λ0 and
{λsi ; i = 1, 2, 3, s ≤ r}
It should be stressed that it is not consistent to specify all the relevant vertices; there are
also ∂pµV
r
2 (p,−p; Λ) and [∂pµ∂pνV
r
2 (p,−p; Λ)]pµpν (the part of ∂pµ∂pνV
r
2 (p,−p; Λ) proportional to
pµpν), but neither of these is an independent variable. They both vanish for p = 0 and thus
∂pµV
r
2 (p,−p; Λ) can be constructed from ∂
2
pV
r
2 (p,−p; Λ), using Taylor’s theorem about p = 0, and
similarly [∂pµ∂pνV
r
2 (p,−p; Λ)]pµpν can be reconstructed from ∂
3
pV
r
2 (p,−p; Λ).
Since within perturbation theory we can express the λi(Λ0) in terms of Λ0 and the λi, we
see that the boundary conditions (2.5) and (2.8) constitute a complete set, and the theory is now
completely defined. We may therefore write the interaction part of the action as Sint[φ; Λ,Λ0 , λi].
(The dependence on the form of the propagator and thus on m will be left unstated from now on;
the dependence on Λ0 and λi will also be frequently suppressed, as it was in (2.2), to simplify the
notation.) Of course, since λi(Λ0) is an invertible function of Λ0 and the λi, we may also write
the interaction part of the action as Sint[φ; Λ,Λ0 , λi(Λ0)] (as is done in [2]), but it is important to
remember that the independent variables in the theory are Λ, Λ0 and the λi. In an effective theory
22 As in §1, ΛR is some scale similar to the energy at which we probe the physics.
23 Note that the diagrams of order r must be linear in λri (Λ0).
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the action will also depend on the irrelevant vertices at Λ0, here we assume that all of these are
set to zero ((2.5)). This restriction on the irrelevant vertices will be eventually lifted in §3.1.
Note that if the theory is to be useful for constructing the S–matrix of a single scalar particle
over a reasonable range of scales, it will be necessary to take m ≪ Λ0. To achieve this requires a
fine tuning of λr1(Λ0) to orderm
2/Λ20 at each order in perturbation theory — this is the well–known
naturalness problem for light scalars[24,10]. We will have nothing new to say about this problem
here, save to say that it causes no obstruction to the bounding arguments to follow. Furthermore,
if we go beyond perturbation theory it is no longer obvious that boundary conditions of the type
(2.5) and (2.8) are always consistent. Indeed, it is generally believed that there is a nonperturbative
upper bound on λ3(Λ0), which means that as Λ0 →∞, λ3 necessarily tends to zero; conventional
φ4 theory is ‘trivial’[25]. The possible implications of triviality for the effective theory will be
discussed in §5.3.
2.2. Boundedness.
Substituting the expansion (2.2) of Sint[φ; Λ] into Wilson’s flow equation (1.11) leads to the
following evolution equations for the vertex functions V r2m(Λ);
Λ
∂
∂Λ
(
V r2m(p1 . . . , p2m; Λ)
)
= −
Λ2
m(2m− 1)
∫
d4p
(2πΛ)4
K ′Λ(p)V
r
2m+2(p,−p, p1 . . . , p2m; Λ)
+
m∑
l=1
r−1∑
s=1
Λ−22(2m)!
(2m+ 1− 2l)!(2l− 1)!
K ′Λ(P )V
s
2l(p1 . . . , p2l−1, P ; Λ)V
r−s
2m+2−2l(−P, p2l . . . , p2m+2; Λ),
(2.9)
where P ≡
∑2l−1
i=1 pi, and (a slight abuse of notation) K
′
Λ(p) ≡ K
′
(
(p2 +m2)/Λ2
)
, where K ′(x) is
the first derivative of the regulating function K(x); with the choice (1.5) K ′Λ(p) = −KΛ(p).
We now construct a norm ‖V ‖Λ of a vertex function V
r
2m(pi; Λ) by attaching [KΛ(pi)]
1/4 to
each leg of the vertex and finding the maximum with respect to all the momenta;
‖V ‖Λ ≡ max
{p1,...,pn}
[ n∏
i=1
[KΛ(pi)]
1/4|V (p1, ..., pn; Λ)|
]
. (2.10)
This is the appropriate analog for our analytic regulating function of the norm defined in [2]. It
is shown in appendix A that it has the usual properties, and in particular satisfies the triangle
inequality and the Cauchy–Schwarz inequality. It is a useful definition to take because, if the
vertices in a Feynman diagram absorb only a part of the damping factors K on the propagators,
this is sufficient to allow the norm of the vertices to be taken, while each internal propagator in
that diagram will still be left with sufficient damping that it too can be bounded.24 Thus, the
24 We could have defined the norm such that the vertices absorb factors of KαΛ where α is any real
number such that 0 < α < 1
2
; the vertices would then still have some damping while sufficient damping is
still associated with the propagators. The value of a quarter is chosen simply because it gives a sensible
balance between the damping of the vertices and of the propagator. With the choice (1.5) KαΛ = KΛ′ ,
where Λ′ = Λ/
√
α.
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integrals over internal momenta can be bounded at the same time as the vertices, and the value of
the whole diagram bounded.
It is not difficult to see that∫
d4p
(2π)4
|[K
1/2
Λ (p)]| < CΛ
4|K1/2(m2/Λ2)|,∣∣K−1/2Λ (p)∂kpKΛ(p)∣∣ < DkΛ−k|K1/2(m2/Λ2)|, (2.11)
where C and Dk, k = 1, 2, 3, . . . are Λ-independent constants. In all subsequent bounds we will
ignore all such Λ-independent constants, since they are unimportant for the argument, and only
serve to complicate our expressions. Considering all Λ ∈ [ΛR,Λ0], and forgetting the factor of
|K1/2(m2/Λ2)|, which is approximately unity for all Λ in this range, we can use (2.11) to bound
the left hand side of (2.9), obtaining∥∥∥∥∥ ∂∂Λ
(
V r2m(Λ)
)∥∥∥∥∥
Λ
≤ Λ‖V r2m+2(Λ)‖Λ + Λ
−3
m∑
l=1
r−1∑
s=1
‖V s2l(Λ)‖Λ · ‖V
r−s
2m+2−2l(Λ)‖Λ. (2.12)
Similarly, by first acting with j momentum derivatives on the flow equation (2.9), then taking the
norms, and using (2.11), we obtain∥∥∥∥∥ ∂∂Λ
(
∂jpV
r
2m(Λ)
)∥∥∥∥∥
Λ
≤ Λ‖∂jpV
r
2m(Λ)‖Λ
+ Λ−3
m∑
l=1
r−1∑
s=1
∑
ji;j1+j2+j3=j
Λ−j1‖∂j2p V
s
2l(Λ)‖Λ · ‖∂
j3
p V
r−s
2m+2−2l(Λ)‖Λ.
(2.13)
When considering more complicated situations such as massless particles and theories with a
number of particles with significantly different mass scales, direct bounds for the vertices with Λ
below ΛR will prove to be invaluable. Although such bounds may be obtained indirectly from the
vertices at ΛR, we believe it is more aesthetically pleasing and physically intuitive to obtain them
directly, an approach made possible by the fact that our regulating function is regular.25
In order to obtain these bounds we derive an alternative inequality to (2.12). Considering
Λ ∈ [0,ΛR], and this time retaining the factors of |K
1/2(m2/Λ2)|, we can use (2.11) to bound the
left hand side of (2.9), obtaining∥∥∥∥∥ ∂∂Λ
(
V r2m(Λ)
)∥∥∥∥∥
ΛR
≤ Λ|K1/2(m2/Λ2)| · ‖V r2m+2(Λ)‖ΛR
+ Λ−3|K1/2(m2/Λ2)|
m∑
l=1
r−1∑
s=1
‖V s2l(Λ)‖ΛR · ‖V
r−s
2m+2−2l(Λ)‖ΛR , (2.14)
25 The non–analytic regulating functions used in [2] lead to ambiguities as Λ → 0. For a method to
overcome this problem (though only for a finite number of momentum derivatives and at the cost of further
complications) see [26].
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where this time we define the norm with respect to ΛR rather than Λ.
26 Remembering that
ΛR ∼ m, and that K(x) falls more quickly than any polynomial for large x, we can see that for
Λ ∈ [0,ΛR],
Λ−nK1/2(m2/Λ2) ≤ Λ−nR , (2.15)
where n is any integer and we ignore a Λ- and ΛR-independent constant. Substituting (2.15) into
(2.14) we obtain∥∥∥∥∥ ∂∂Λ
(
V r2m(Λ)
)∥∥∥∥∥
ΛR
≤ ΛR‖V
r
2m+2(Λ)‖ΛR +Λ
−3
R
m∑
l=1
r−1∑
s=1
‖V s2l(Λ)‖ΛR · ‖V
r−s
2m+2−2l(Λ)‖ΛR . (2.16)
Similarly, by first acting with j momentum derivatives on the flow equation (2.9), then taking the
norms, we obtain∥∥∥∥∥ ∂∂Λ
(
∂jpV
r
2m(Λ)
)∥∥∥∥∥
ΛR
≤ ΛR‖∂
j
pV
r
2m(Λ)‖ΛR
+
m∑
l=1
r−1∑
s=1
∑
ji;j1+j2+j3=j
Λ−3−j1R ‖∂
j2
p V
s
2l(Λ)‖ΛR · ‖∂
j3
p V
r−s
2m+2−2l(Λ)‖ΛR .
(2.17)
These equations coupled with the equations (2.13) and the boundary conditions (2.5) and (2.8)
are all we need to prove the boundedness of the norms ‖V r2m(Λ)‖Λ. These bounds are expressed in
the following lemma;
Lemma 1:
(i) For all Λ ∈ [ΛR,Λ0],
∥∥∂jpV r2m(Λ)∥∥Λ ≤ Λ4−2m−j
(
P log
(
Λ
ΛR
)
+
Λ
Λ0
P log
(
Λ0
ΛR
))
. (2.18)
(ii) For all Λ ∈ [0,ΛR], ∥∥∂jpV r2m(Λ)∥∥ΛR ≤ Λ4−2m−jR . (2.19)
Here P log(z) is a finite order polynomial in log(z), whose coefficients depend neither on Λ
nor on Λ0, but may depend on the ratio (ΛR/m).
27
The proof of this lemma will constitute most of the remainder of this subsection, and will
proceed by induction. The lemma is trivially true for r = 0, i.e. at zeroth order in the expansion
coefficient g, because the vertices are defined to be zero at this order. Furthermore, the boundary
26 It is easy to see that if in the integrand of the first of the bounds (2.11) and the argument of the
second KΛR(p) were to be substituted for KΛ(p), the bounds would remain true for all Λ < ΛR.
27 The order of the polynomials is (r + 1 −m) for r ≥ m − 1 and zero for r < m − 1; details can be
found in [2] and [22]. In this article we will not keep track of the order of the polynomials in order to make
the proof as easy as possible to follow. This involves no difference in technique, but a simplification of the
algebra.
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condition at Λ0 is such that only V2(Λ0) and V4(Λ0) are non-zero; at Λ0 there are only vertices
with two or four legs. From (1.14) and (1.15), we see that the vertices at all other scales can
be constructed from connected diagrams containing the vertices defined at Λ0 and the difference
between propagators defined at Λ and Λ0. It is therefore a simple topological exercise to see that
at any scale Λ, a vertex with 2m legs must be constructed from a diagram with at least m − 1
V4(Λ0) vertices, and must therefore be at least this order in g. So at order r in the expansion
coefficient g, V r2m(Λ) vanishes if m > r + 1. Thus, at order r the lemma is trivially satisfied for
vertices with m > r + 1.
The process of induction to be used to prove the lemma for all r and m should now be clear.
The lemma is true trivially at zeroth order in the expansion coefficient g. We then suppose that
the lemma is true up to order r − 1 in g. It is obviously true at order r for m > r + 1, since in
this case V r2m(Λ) vanishes. We suppose that at order r it is also true down to m + 1 for some m
less than or equal to r + 1. Then if Λ ∈ [ΛR,Λ0], all the vertices on the right hand side of (2.13)
satisfy (2.18), and (2.13) may be rewritten as∥∥∥∥∥ ∂∂Λ
(
∂jpV
r
2m(Λ)
)∥∥∥∥∥
Λ
≤ Λ3−2m−j
(
P log
(
Λ
ΛR
)
+
Λ
Λ0
P log
(
Λ0
ΛR
))
. (2.20)
Similarly, for Λ ∈ [0,ΛR], all the vertices on the right hand side of (2.17) already satisfy (2.19), so
(2.17) may be rewritten as ∥∥∥∥∥ ∂∂Λ
(
∂jpV
r
2m(Λ)
)∥∥∥∥∥
ΛR
≤ Λ3−2m−jR . (2.21)
Since we intend now to proceed downwards in number of legs, we must obviously deal in general
with the irrelevant vertices before the relevant vertices. In fact the proof will proceed in four
distinct steps: a) first we prove (i) for the irrelevant vertices; b) we prove (ii) for the irrelevant
vertices; c) we prove (ii) for the relevant vertices; and finally d) we prove (i) for the relevant
vertices.
a) We thus begin with the irrelevant vertices, i.e. those where the number of legs plus the
number of momentum derivatives is greater than four. For these we use the trivial boundary
conditions (2.5) at Λ0 to write
‖∂jpV
r
2m(Λ)‖Λ = ‖∂
j
pV
r
2m(Λ)− ∂
j
pV
r
2m(Λ0)‖Λ
=
∥∥∥∥∥
∫ Λ0
Λ
dΛ′
∂
∂Λ′
(
∂jpV
r
2m(Λ
′)
)∥∥∥∥∥
Λ
≤
∫ Λ0
Λ
dΛ′
∥∥∥∥∥ ∂∂Λ′
(
∂jpV
r
2m(Λ
′)
)∥∥∥∥∥
Λ
≤
∫ Λ0
Λ
dΛ′
∥∥∥∥∥ ∂∂Λ′
(
∂jpV
r
2m(Λ
′)
)∥∥∥∥∥
Λ′
, (2.22)
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where in the last line the norms go from being weighted by KΛ to being weighted by KΛ′ , which is
made possible by the fact that K(x) is a monotonically decreasing function. So using (2.20) and
(2.22),
‖∂jpV
r
2m(Λ)‖Λ ≤
∫ Λ0
Λ
dΛ′(Λ′)3−2m−j
(
P log
(
Λ′
ΛR
)
+
Λ′
Λ0
P log
(
Λ0
ΛR
))
.
= Λ4−2m−jP log
(
Λ
ΛR
)
+
[
Λ4−2m−j
(2m+j−4∑
r=1
(
Λ
Λ0
)r
+
Λ
Λ0
)
− Λ4−2m−j0
]
P log
(
Λ0
ΛR
)
.
(2.23)
For all Λ ∈ [ΛR,Λ0], Λ
4−2m−j(Λ/Λ0)
r and Λ4−2m−j0 are less than or equal to Λ
4−2m−j(Λ/Λ0).
So we simply combine the terms in the square brackets and the bound (2.23) becomes precisely
(2.18) for all the irrelevant vertices at order r.
b) We can now use our induction argument to prove (ii) for the irrelevant vertices. The
evaluation of (2.18) at Λ = ΛR gives us the bound ‖∂
j
pV
r
2m(ΛR)‖ΛR ≤ Λ
4−2m−j
R for the irrelevant
vertices. (The second term may always be absorbed into the first for any ΛR ≤ Λ0, since it is
always bounded by some constant.) Furthermore for Λ ∈ [0,ΛR]
∂jpV
r
2m(Λ) = ∂
j
pV
r
2m(ΛR)−
∫ ΛR
Λ
dΛ′
∂
∂Λ′
(
∂jpV
r
2m(Λ
′)
)
,
so taking norms and using the bounds at ΛR we can write
‖∂jpV
r
2m(Λ)‖ΛR ≤ Λ
4−2m−j
R +
∥∥∥∥∥
∫ ΛR
Λ
dΛ′
∂
∂Λ′
(
∂jpV
r
2m(Λ
′)
)∥∥∥∥∥
ΛR
,
≤ Λ4−2m−jR +
∫ ΛR
Λ
dΛ′
∥∥∥∥∥ ∂∂Λ′
(
∂jpV
r
2m(Λ
′)
)∥∥∥∥∥
ΛR
. (2.24)
Combining (2.21) with (2.24) trivially gives (2.21) for all the irrelevant vertices at order r.
c) We are left with the problem of verifying the lemma for the relevant vertices, i.e. those
with 2m + j ≤ 4. This situation is significantly different to that for the irrelevant vertices. In
that case the bound in (2.18) was found by integrating down from Λ0, and held for any ‘natural’
bare vertices. Following the same procedure for the relevant vertices, assuming that the λi(Λ0)
are ‘natural’ would simply give ‖V4(Λ)‖ΛR ≤ P log(Λ0/ΛR), ‖V2(Λ)‖ΛR ≤ Λ
2
0P log(Λ0/ΛR), etc.,
i.e. large Λ0-dependence which would then feed into the bounds on the irrelevant vertices via
the flow equations. In order to verify (2.18) it is necessary to use the fact that the low energy
relevant coupling constants have been “fine-tuned” to unnaturally low values by the renormalization
conditions, and then fixed at these values independently of Λ0. Thus, we must find a way of using
the renormalization conditions on the relevant couplings in order to obtain our bound.
We first do this for the four–point vertex, V r4 (Λ). We have a bound on the four-point vertex
defined at Λ = 0 at the particular momenta Pi at which the renormalization condition (2.8) is set.
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However, in order to satisfy the lemma we need to know that the norm of the vertex satisfies this
same bound; a much stronger condition. To do this we use Taylor’s formula
f(p1.....pn) = f(q1.....qn) +
n∑
i=1
(p− q)µi
∫ 1
0
dρ ∂kµ
i
f(k1.....kn), (2.25)
ki = qi + ρ(pi − qi), 1 ≤ i ≤ n,
to reconstruct V r4 (p1, p2, p3, p4; 0) from V
r
4 (P1, P2, P3, P4; 0). ‖V
r
4 (0)‖ΛR will then satisfy the lemma
if both terms on the right hand side of the Taylor formula do. That the first does follows directly
from the renormalization condition. We also know (from the induction argument for the irrelevant
vertices) that ‖∂jkV
r
4 (0)‖ΛR ≤ Λ
−j
R for j ≥ 1. It turns out that this is sufficient to show that the
second term in the Taylor formula also satisfies the required bound, and thus that V r4 (0) satisfies
(ii); the full argument is given in appendix B.
Now that we have the bound ‖V r4 (0)‖ΛR ≤ c, where c is a constant, we can verify (ii) for the
four-point vertex for all Λ ∈ [0,ΛR]. Again since
V r4 (Λ) = V
r
4 (0) +
∫ Λ
0
dΛ′
∂
∂Λ′
V r4 (Λ
′), (2.26)
taking the norm of both sides we have
‖V r4 (Λ)‖ΛR ≤ c+
∫ Λ
0
dΛ′‖
∂
∂Λ′
V r4 (Λ
′)‖ΛR . (2.27)
Using (2.21) with m = 2, j = 0 we thus find
‖V r4 (Λ)‖ΛR ≤ c. (2.28)
The remaining relevant vertices all have m=1, i.e two legs. The first is ∂2pV
r
2 (Λ), and the
method for proving that this satisfies (ii) is a little more complicated than that for V r4 (Λ). We
have the renormalization condition (2.8) for [∂pµ∂pνV
r
2 (p,−p; 0)|p=P0 ]δµν , but it is necessary to
have some bound for the whole of ∂pµ∂pνV
r
2 (p,−p; 0)|p=P0 . Again using Taylor’s formula (2.25),
but this time to construct ∂2pV
r
2 (0), we have
∂pµ∂pνV
r
2 (p,−p; 0)|p=P0 = ∂pµ∂pνV
r
2 (p,−p; 0)|p=0
+ P λ0
∫ 1
0
dρ
ρ3
∂
∂pλ
∂
∂pµ
∂
∂pν
V r2 (ρp,−ρp; 0)|p=P0 .
(2.29)
From (2.3), the first term on the right only has a part proportional to δµν . Therefore, the full
contribution to [∂pµ∂pνV
r
2 (p,−p; 0)|p=P0 ]pµpν will come from the second term on the right, and
using the result in appendix B and the bounds already obtained on higher momentum deriva-
tives of V r2 (0), we see that [∂pµ∂pνV
r
2 (p,−p; 0)|p=P0 ]pµpν satisfies the same type of bound as
[∂pµ∂pνV
r
2 (p,−p; 0)|p=P0 ]δµν . Thus, ∣∣∣∂2pV r2 (p,−p; 0)|p=P0∣∣∣ ≤ c. (2.30)
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It is now straightforward to verify (ii) for ∂2pV
r
2 (Λ) using exactly the same procedure as that used
to verify the lemma for V r4 (Λ).
Because of (2.3), ∂pµV
r
2 (Λ) can be constructed entirely from ∂
2
pV
r
2 (Λ) using Taylor’s formula.
So using the bounds on ∂jpV
r
2 (Λ), j ≥ 2, the result in appendix B, it is easy to see that ∂pµV
r
2 (Λ)
also satisfies (ii).
Finally, the case V r2 (Λ) can be treated in just the same way as V
r
4 (Λ). It should be mentioned
that the fine tuning is particularly severe in this case. If we were simply to consider “natural” bare
vertices, we would find that V r2 (P0,−P0; Λ) was of order Λ
2
0, for Λ ∈ [0,ΛR], and thus that the
mass of the particle would be of order Λ0. Thus, by imposing (2.8) we have necessarily to tune
λr1(Λ0) to an unnaturally precise value[24,10].
d) The proof of (i) for the relevant vertices is now relatively straightforward. We know that
(ii) is true for the vertices at ΛR, and thus that for momenta with magnitudes ∼ ΛR, e.g. the
momenta at which the renormalization condition were set, that the modulus of a relevant vertex
is of the same order of magnitude as its renormalization condition. Thus, we have in effect derived
new renormalization conditions on the coupling constants defined at ΛR. These can now be used
to verify (i).
Starting with V r4 (Λ), we can use (2.20) to write∣∣∣∣∣ ∂∂ΛV r4 (Pi; Λ)
∣∣∣∣∣ ≤ Λ−1
(
P log
(
Λ
ΛR
)
+
Λ
Λ0
P log
(
Λ0
ΛR
))
, (2.31)
for all Λ ∈ [ΛR,Λ0]. Thus
|V r4 (Pi; Λ)| ≤ |V
r
4 (Pi; ΛR)|+
∫ Λ
ΛR
dΛ′
∣∣∣∣∣ ∂∂Λ′ V r4 (Pi; Λ′)
∣∣∣∣∣
≤ c+
∫ Λ
ΛR
dΛ′(Λ′)−1
(
P log
(
Λ′
ΛR
)
+
Λ
Λ0
P log
(
Λ0
ΛR
))
≤ P log
(
Λ
ΛR
)
+
Λ
Λ0
P log
(
Λ0
ΛR
)
−
ΛR
Λ0
P log
(
Λ0
ΛR
)
≤ P log
(
Λ
ΛR
)
+
Λ
Λ0
P log
(
Λ0
ΛR
)
. (2.32)
In order to complete the verification of (i) for the four–point vertex we simply have to extend this
result to a similar bound on ‖V r4 ‖Λ using Taylor’s formula and the methods of appendix B.
The verification of (i) for the remaining relevant vertices proceeds in the same manner, re-
membering to work downwards in the number of momentum derivatives. We simply use (ii) to
provide an effective renormalization condition at ΛR, integrate up from ΛR to Λ ∈ [ΛR,Λ0] and
then use the Taylor formula at Λ.
Assuming the lemma to be true up to order r − 1 in the expansion coefficient g, and at order
r true down to order m+ 1 for some m, (2m is the number of legs a vertex has), it has now been
proven that it is true at order r down to order m, for any m. Since it is true for large enough m
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for any r, at order r in g it is true for all m, by induction in m. Thus the lemma is true to order r
in g and for large enough m at order r + 1 in g, and the induction downwards in m goes through
in exactly the same way as at order r. So since lemma 1 is trivially satisfied at zeroth order in g,
by induction it is satisfied at all orders in g, and lemma 1 is proven.
In particular, at Λ = 0 lemma 1 tells us that,
‖∂jpV
r
2m(0)‖ΛR ≤ Λ
4−2m−j
R . (2.33)
Remembering the relationship (1.22) between the dimensionful vertices at Λ = 0 and the connected
amputated Green’s functions, this can equally be written as
‖∂jpG˜
c,r
2m(Λ0, λi)‖ΛR ≤ Λ
4−2m−j
R , (2.34)
We therefore have a very direct proof of the boundedness of the Green’s functions and their
momentum derivatives. As long as the external momenta are all ∼ ΛR, the damping factors on the
external legs are all ∼ 1, and the bound on the norm of the Green’s functions becomes a bound
on the Green’s functions themselves. So, for external momenta ∼ ΛR, the Green’s functions, and
their momentum derivatives, are less than or equal to a Λ0-independent dimensionless constant
multiplied by the appropriate power of ΛR.
This is not yet a proof of renormalizability, since the values of the Green’s functions could be
consistent with this bound while still fluctuating significantly as Λ0 is varied. Therefore, we still
have to examine the behaviour of the vertices, and hence the Green’s functions, as we vary Λ0. In
particular, we need to show that they converge to definite limits as Λ0 →∞.
2.3. Convergence.
We wish to show that the Green’s functions converge towards a finite limit as Λ0 →∞. Once
this has been achieved, we will have proved perturbative renormalizability in the conventional
sense. In the more modern way of thinking, we will show that with the specified renormalization
conditions held fixed the Green’s functions are independent of Λ0 up to terms which vanish as
powers of ΛR/Λ0.
28
The quantity we need to bound is the rate of change of Sint[φ; Λ,Λ0, λi] with respect to Λ0
at fixed λi, i = 1, 2, 3; i.e.
(
Λ0
∂
∂Λ0
Sint[φ; Λ,Λ0 , λi]
)
Λ,λi
, where the dependence on Λ0 through
the scale at which the renormalization conditions on the irrelevant vertices are set is displayed
explicitly.
In order to do this, it is again easier to consider irrelevant vertices first. Applying j momentum
derivatives to both sides of the vertex evolution equations (2.9), setting Λ = Λ′, integrating with
28 This was the final result of Polchinski in [2]; the method used here will be rather different to his,
being closer in spirit to that in [22].
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respect to Λ′ from Λ ∈ [ΛR,Λ0] up to Λ0, differentiating with respect to Λ0 at fixed Λ and λi, and
taking bounds, we obtain∥∥∥∥∥
(
∂
∂Λ0
∂jpV
r
2m(Λ,Λ0, λi)
)
Λ,λi
∥∥∥∥
Λ
≤
[
Λ0‖∂
j
pV
r
2m+2(Λ0,Λ0, λi)‖Λ0
+
m∑
l=1
r−1∑
s=1
∑
ji;j1+j2+j3=j
Λ−3−j10 ‖∂
j2
p V
s
2l(Λ0,Λ0, λi)‖Λ0 · ‖∂
j3
p V
r−s
2m+2−2l(Λ0,Λ0, λi)‖Λ0
]
+
∫ Λ0
Λ
dΛ′
[
Λ′
∥∥∥∥∥
(
∂
∂Λ0
∂jpV
r
2m+2(Λ
′,Λ0, λi)
)
Λ′,λi
∥∥∥∥∥
Λ′
+
m∑
l=1
r−1∑
s=1
∑
ji;j1+j2+j3=j
(Λ′)−3−j1
∥∥∥∥∥
(
∂
∂Λ0
∂j2p V
t
2l(Λ
′,Λ0, λi)
)
Λ′,λi
∥∥∥∥∥
Λ′
·
∥∥∥∥∥∂j3p V r−s2m+2−2l(Λ′,Λ0, λi)
∥∥∥∥∥
Λ′
]
,
(2.35)
where 2m+j > 4. In order to investigate the Λ0-dependence of the irrelevant vertices for Λ ∈ [0,ΛR]
we apply j momentum derivatives to both sides of the vertex evolution equations (2.9), set Λ = Λ′,
integrate with respect to Λ′ from Λ ∈ [0,ΛR] up to ΛR, differentiating with respect to Λ0 at fixed
Λ and λi, and take bounds to obtain∥∥∥∥∥
(
∂
∂Λ0
∂jpV
r
2m(Λ,Λ0, λi)
)
Λ,λi
∥∥∥∥∥
ΛR
≤
∥∥∥∥∥
(
∂
∂Λ0
∂jpV
r
2m(ΛR,Λ0, λi)
)
ΛR,λi
∥∥∥∥∥
ΛR
+
∫ ΛR
Λ
dΛ′
[
ΛR
∥∥∥∥∥
(
∂
∂Λ0
∂jpV
r
2m+2(Λ
′,Λ0, λi)
)
Λ′,λi
∥∥∥∥∥
ΛR
+
m∑
l=1
r−1∑
s=1
∑
ji;j1+j2+j3=j
Λ−3−j1R
∥∥∥∥∥
(
∂
∂Λ0
∂j2p V
t
2l(Λ
′,Λ0, λi)
)
Λ′,λi
∥∥∥∥∥
ΛR
·
∥∥∥∥∥∂j3p V r−s2m+2−2l(Λ′,Λ0, λi)
∥∥∥∥∥
ΛR
]
,
(2.36)
where as in §2.2 we bound with respect to ΛR when Λ ∈ [0,ΛR].
When considering the relevant vertices, i.e. those with 2m+ j ≤ 4, for Λ ∈ [ΛR,Λ0], we apply
momentum derivatives to both sides of (2.9), put Λ equal to Λ′, integrate with respect to Λ′ from
Λ down to ΛR, differentiate with respect to Λ0 for fixed Λ and λi, and take bounds to obtain∣∣∣∣∣
(
∂
∂Λ0
∂jpV
r
2m(pi; Λ,Λ0, λi)|pi=Pi
)
Λ,λi
∣∣∣∣∣ ≤
∣∣∣∣∣
(
∂
∂Λ0
∂jpV
r
2m(pi; ΛR,Λ0, λi)|pi=Pi
)
ΛR,λi
∣∣∣∣∣
+
∫ Λ
ΛR
dΛ′
[
Λ′
∥∥∥∥∥
(
∂
∂Λ0
∂jpV
r
2m+2(Λ
′,Λ0, λi)
)
Λ′,λi
∥∥∥∥∥
Λ′
+
m∑
l=1
r−1∑
s=1
∑
ji;j1+j2+j3=j
(Λ′)−3−j1
∥∥∥∥∥
(
∂
∂Λ0
∂j2p V
s
2l(Λ
′,Λ0, λi)
)
Λ′,λi
∥∥∥∥∥
Λ′
·
∥∥∥∥∥∂j3p V r−s2m+2−2l(Λ′,Λ0, λi)
∥∥∥∥∥
Λ′
]
.
(2.37)
For Λ ∈ [0,ΛR], we apply momentum derivatives to both sides of (2.9), put Λ equal to Λ
′, integrate
with respect to Λ′ from Λ down to 0, differentiate with respect to Λ0 for fixed Λ and λi, and take
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bounds with respect to ΛR to obtain∥∥∥∥∥
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∂Λ0
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r
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)
Λ,λi
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ΛR
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(
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∂jpV
r
2m(0,Λ0, λi)
)
λi
∥∥∥∥∥
ΛR
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∫ Λ
0
dΛ′
[
ΛR
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∂jpV
r
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Λ′,λi
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m∑
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Λ−3−j1R
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∂
∂Λ0
∂j2p V
s
2l(Λ
′,Λ0, λi)
)
Λ′,λi
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ΛR
·
∥∥∥∥∥∂j3p V r−s2m+2−2l(Λ′,Λ0, λi)
∥∥∥∥∥
ΛR
]
.
(2.38)
These equations, along with the boundary conditions (2.8) and (2.5) on the flow equations,
then give the following bounds;
Lemma 2
(i) For all Λ ∈ [ΛR,Λ0],∥∥∥∥∥
(
∂
∂Λ0
∂jpV
r
2m(Λ,Λ0, λi)
)
Λ,λi
∥∥∥∥∥
Λ
≤ Λ−20 Λ
5−2m−jP log
(
Λ0
ΛR
)
. (2.39)
(ii) For all Λ ∈ [0,ΛR],∥∥∥∥∥
(
∂
∂Λ0
∂jpV
r
2m(Λ,Λ0, λi)
)
Λ,λi
∥∥∥∥∥
ΛR
≤ Λ−20 Λ
5−2m−j
R P log
(
Λ0
ΛR
)
. (2.40)
The proof again proceeds by induction, the induction scheme being exactly the same as the
proof of lemma 1. Again we assume that the lemma is true up to order r − 1 in the expansion
coefficient g, and that at order r in g it is true down to m+ 1.
a) We first consider the irrelevant vertices for Λ ∈ [ΛR,Λ0]. Using ‖∂
j
pV
r
2m(Λ)‖Λ ≤
Λ−jP log(Λ0/ΛR) (which is a weaker version of (2.18)), the boundary conditions (2.5), and the
equations (2.35), we immediately find
∥∥∥∥∥
(
∂
∂Λ0
∂jpV
r
2m(Λ,Λ0, λi)
)
Λ,λi
∥∥∥∥∥
Λ
≤
 [Λ
3−2m−j
0 + Λ
−2
0 Λ
5−2m−j ]P log
(
Λ0
ΛR
)
if 2m+ j > 5,
Λ−20 log(Λ0/ΛR)P log
(
Λ0
ΛR
)
if 2m+ j = 5.
(2.41)
It is easy to see that both of these cases are consistent with (2.39).
b) In order to verify lemma 2 for the irrelevant vertices we use (2.41) at Λ = ΛR to write∥∥∥∥∥
(
∂
∂Λ0
∂jpV
r
2m(ΛR,Λ0, λi)
)
ΛR,λi
∥∥∥∥∥
ΛR
≤ Λ−20 Λ
(4−2m−j+1)
R P log
(
Λ0
ΛR
)
, (2.42)
and use this bound along with lemma 2 and (2.36) in order to obtain our desired result.
c) The proof for the relevant vertices is also very similar to that for lemma 1. Since the
renormalization conditions on the relevant couplings (2.8), are Λ0-independent we know that
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( ∂
∂Λ0
V r4 (Pi; 0,Λ0, λi))λi = 0. Using Taylor’s formula and the bounds already verified for the Λ0
derivatives of the irrelevant vertices we can then verify (ii) for ‖( ∂
∂Λ0
V r4 (0,Λ0, λi))λi‖ΛR . Using
(2.38) we then verify (ii) for all Λ ∈ [0,ΛR]. The verification of (ii) for the Λ0–derivatives of the
other relevant vertices proceeds in the same manner (remembering the complication for the part of
∂2pV
r
2 (0) proportional to pµpν which is solved using Taylor’s formula about zero momentum). Once
again we simply have to remember to work downwards in the number of momentum derivatives,
as for the verification of lemma 1.
d) Using (ii) at Λ = ΛR we can write∣∣∣∣∣
(
∂
∂Λ0
∂jpV
r
4 (Pi; ΛR,Λ0, λi)
)
ΛR,λi
∣∣∣∣∣ ≤ Λ−20 ΛRP log
(
Λ0
ΛR
)
, (2.43)
and thus obtain a boundary condition for the Λ0 derivative of the dimensionless vertex at ΛR.
We then use (2.37) in order to obtain a bound on |( ∂∂Λ0V
r
4 (Pi; Λ,Λ0, λi))Λ,λi |. Using the bounds
already obtained on the norms of the first momentum derivatives of ( ∂∂Λ0V
r
4 (Λ,Λ0, λi))Λ,λi and the
Taylor formula we prove that ‖( ∂∂Λ0 ∂
j
pV
r
4 (Λ,Λ0, λi))Λ,λi‖Λ is consistent with lemma (ii). As in part
d) in the proof of lemma 1, the procedure for the Λ0–derivatives of the other relevant vertices is
the same. In fact we see that the structure of the argument for the proof of convergence is identical
to that for boundedness. This same type of argument will be used a number of further times in
this article.
We have therefore shown that the lemma is true for allm at order r in the expansion coefficient.
At next order in g it is true for large enough m, and again the proof by induction goes through
and the lemma is true at order r + 1 in g. But the lemma is trivially satisfied at zeroth order in
g, and thus by induction, lemma 2 is true for all m and r.
In particular, at Λ = 0,∥∥∥∥∥
(
∂
∂Λ0
∂jpV
r
2m(0,Λ0, λi)
)
λi
∥∥∥∥∥
ΛR
≤
(
ΛR
Λ0
)2
Λ3−2m−jR P log
(
Λ0
ΛR
)
. (2.44)
So if ΛR ≪ Λ0, once we fix the relevant couplings at Λ = 0, the dependence of the Green’s functions
at scale ΛR on the high energy cut-off Λ0 is very small, i.e. the Green’s functions are determined
almost completely by the low energy renormalization conditions and only change very slowly as
we change Λ0.
Remembering the conventional meaning of renormalizability, i.e. convergence, we wish to
show that the Green’s functions, have a finite limit as Λ0 →∞. To do this we use (2.44) to show
that
‖∂jpV
r
2m(0,Λ0, λi)− ∂
j
pV
r
2m(0,Λ
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P log
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≤ Λ4−2m−jR
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ΛR
Λ0
)
P log
(
Λ0
ΛR
)
, (2.45)
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for Λ′0 > Λ0, and in particular for Λ
′
0 →∞. Obviously, stripping the external lines of their damping
factors of [KΛR(pi)]
1/4 will not introduce any Λ0 dependence for external momenta p
2
i ≪ Λ
2
0.
So remembering the relationship between the dimensionful vertices defined at Λ = 0 and the
amputated connected Green’s functions we see that
‖∂jpG˜
c,r
2m(p1, . . . , p2m; Λ0, λi)− ∂
j
pG˜
c,r
2m(p1, . . . , p2m; Λ
′
0, λi)‖ΛR ≤ Λ
4−2m−j
R
(
ΛR
Λ0
)
P log
(
Λ0
ΛR
)
,
(2.46)
and at any finite order in perturbation theory any amputated Green’s function with finite external
momenta tens to a finite limit as Λ0 → ∞. Therefore the Euclidean theory is perturbatively
renormalizable in the conventional sense.
2.4. The Analytic S–Matrix.
So far we have only been considering the Euclidean formulation of the theory, obtaining bounds
on Euclidean Green’s functions (sometimes referred to as Schwinger functions) Gcn(pi) which are
functions of the real Euclidean momenta, pi such that 0 < p
2
i < ∞ and
∑n
i=1 pi = 0. Because
they are rotationally invariant, the Green’s functions are actually functions of the invariants pi ·pj ;
these in turn are not all independent since
∑
i pi = 0, and since any five or more four vectors
are always linearly related a Green’s function with n ≥ 4 external lines depends in general on
10 + 4(n − 4) − n = 4n − 10 independent invariants. Before Euclidean Green’s functions can be
used to construct S–matrix elements, they must be analytically continued to the boundary of the
physical (timelike) region for which −∞ < p2i < 0 (where they are sometimes called Wightman
functions). We may then put the external momenta on–shell, setting (taking m as the physical
mass of the particle) p2i = −m
2 + iǫ.29 The on–shell Green’s functions then depend only on the
invariants pi · pj , i 6= j (of which 3n− 10 are truly independent). S–matrix elements constructed
[19] from these on–shell Green’s functions will then be manifestly Lorentz invariant.
We thus consider in this section the Green’s function G˜cn(zij) where the complex numbers zij
are the set of invariant momenta {zij ≡ (pi + pj)
2; i = 1, . . . , n, j = 1, . . . , i}; zii parameterize
the off–shellness of the external lines, while zij with i 6= j may be thought of as generalized
Mandelstam invariants. In the Euclidean formulation zij all lie on the positive real axis; we wish
to analytically continue G˜cn into a bounded region of the complex zij planes, and in particular to
the the poles and cuts (which conventionally lie on the negative real axis when i = j, and on both
positive and negative real axes when i 6= j).30 Since the Euclidean Green’s functions are real,
G˜cn(zij)
∗ = G˜cn(z
∗
ij).
It is important to realize that it is only necessary to continue the external momentum invariants
zij , and that these need only take values in some bounded region of the complex plane. The loop
29 We use the notation p2 = ~p2−p20, where p0 = ip4 is the energy in Minkowski space and ~p is the spatial
momentum three-vector.
30 Of course the analytic continuation of a function of several complex variables is a difficult subject,
which we have no wish to go into here. A useful pedagogical account of the famous ‘edge of the wedge’
theorem and other useful results may be found in [27].
28
momenta which are integrated over in each Feynman diagram contributing toG remain in Euclidean
space. This is not merely a matter of convenience; for the effective theory with finite cut–off the
Wick rotation of loop momenta is not well defined. This is because the analytic cut–off function
K(z) necessarily has an essential singularity at infinity, which means in turn that even though
it vanishes exponentially as z goes to infinity along the positive real axis, there must (because
of the Casorati–Weierstrass theorem) be other directions in the complex plane in which it grows
arbitrarily large as infinity is approached.31 The contribution to the loop integral from the circle
at infinity can then no longer be ignored; if it is the resulting Green’s function is no longer Lorentz
invariant.
The position of the singularities of G in the physical region is given by the Landau rules[5]; the
conventional derivation, which relies on the continuation of the contribution of a typical Feynman
diagram, goes through without modification since both the regulating function KΛ0 and the bare
vertex functions {V r2m(Λ0)} (with the renormalization conditions (2.5)) are by construction regular
functions of the momentum invariants zij , and thus introduce no new singularities. The position of
all singularities may thus be determined in terms of the single parameter m. The Green’s function
Gcn(zij) may then be continued into the complex plane by means of a Taylor expansion about some
point z0ij on the positive real axis; the radius of convergence of this series will be the distance to the
nearest singularity. As this singularity is a simple pole (in general in several or even all of the zij)
we may continue beyond it by considering instead the Taylor expansion of the amputated Green’s
functions
∏
i 6=j(zij +m
2 − iǫ)G˜cn(zij). In this way we also determine the residues at the poles. To
continue around the branch cuts, we may use several Taylor series which converge in overlapping
regions.
Now we may extend the results in §2.2 and §2.3 to a consideration of the Λ0-dependence of
the on-shell Green’s functions, and thus of S–matrix elements. Consider for example the bound
(2.46); this may be rewritten to give
‖∂nz G˜
c,r
2m(zij ; Λ0, λi)− ∂
n
z G˜
c,r
2m(zij ; Λ
′
0, λi)‖Λ ≤ Λ
4−2m−2n
R
(
ΛR
Λ0
)
P log
(
Λ0
ΛR
)
. (2.47)
When we Taylor expand the Green’s function G˜cn(zij) about the Euclidean point z
0
ij each of the
coefficients in the expansion is independent of Λ0 up to terms of order (ΛR/Λ0). It follows that
G˜cn(zij) is independent of Λ0 up to order (ΛR/Λ0) everywhere within the circle of convergence
of it’s Taylor expansion, and as explained above, this tells us that the residues of the poles are
independent of Λ0.
It is even possible to set on-shell renormalization conditions, by taking Pi in (2.8) on the
boundary of the physical region. The conventional choice is the symmetrical point P 2i = −m
2,
(Pi + Pj)
2 = − 43m
2, which we denote by Zij . The vertex V4(Zij) may be expressed as a Taylor
expansion about the Euclidean point Z0ij where the momenta satisfy the same conditions as those
at which the original renormalization condition (2.8) was set. Now if we assume that either lemmas
31 Indeed the simple order one function (1.5) K grows exponentially on the negative real axis.
29
1 or 2 are true up to order r−1 in g then they will be true for all the irrelevant vertices at order r in
g. Thus, all the terms beyond the first in the Taylor expansion will be bounded. If we then set the
on–shell renormalization condition (which determines V r4 (Zij)) consistently with the lemma, then
the first term in the Taylor series (which defines an effective off–shell renormalization condition
through V r4 (Z
0
ij)) is determined and may be expressed as a convergent sum of an infinite number
of terms all of which satisfy the lemma. We can then use this effective off–shell renormalization
condition to prove the lemmas for the four point vertex in exactly the same way as we did when
we had set the renormalization condition directly at the Euclidean point Z0ij . Using a similar
procedure for the two–point vertex and its first two momentum derivatives, remembering to work
downwards in number of derivatives, then completes all the remaining steps in the proofs. Thus, we
are able to prove lemmas 1 and 2 in their entirity while using on–shell renormalization conditions.
Now that we have shown that the perturbative renormalizability of the Green’s functions on
the boundary of the physical region (and thus of the S–matrix elements themselves) follows directly
from that of the Euclidean Green’s functions, we may consider the unitarity and causality of the
perturbative S–matrix. To do this we must first derive the Cutkovsky rule [6] for determining
the discontinuity of the Green’s functions across the cuts. This is nontrivial since, due to the
essential singularity in the propagator at infinity, we can no longer perform a Wick rotation, so
the usual position space techniques which rely on the existence of a Lehmann representation for
the propagator (see for example [13,8,10]) are no longer available. However, since the Cutkovsky
rule involves only the behaviour of the propagator near the pole, stating in fact that each cut
propagator is replaced by its on–shell imaginary part 2πiΘ(p0)δ(p
2+m2), it should be possible to
prove it by considering the behaviour of the singularities in a bounded region of the complex plane;
such a proof for normal singularities may be found in [28]. A more general (and in our opinion
intuitive) argument will be presented in §5.3 below.
Once we have the Cutkovsky rule, Veltman’s cutting formula [13] follows immediately; applying
it to iT ≡ S − 1 shows that T −T † = iTT †, and thus that S is perturbatively unitary. Indeed any
theory whose propagator has no singularities in any bounded region of the complex plane, save a
single simple pole with unit residue, and whose bare vertices are regular functions of momenta,
and are real when the momenta are Euclidean, can be shown to be perturbatively unitary in this
way.
A formal criterion for a causal S-matrix was established in [11], and is known as the Bogoliubov
condition. It is expressed by the equation
δ
δφin(x1)
(
δS†
δφin(x2)
S
)
= 0 x1 ≤ x2, (2.48)
where φin(x) represents an in–field satisfying the linearized classical field equation, and x1 ≤ x2
means that x1 and x2 are spacelike separated or that x
0
1 < x
0
2. A similar condition holds with
φout(x) substituted for φin(x). A much stronger condition
32 in terms of the interpolating fields or
32 Which may be shown [11] to be equivalent to the assumption of local commutativity in the conventional
operator formulation of quantum field theory (see, for example, [27]).
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localized sources may be found in [11], but will not be used here since it is nonphysical, except
in the sense in which it reduces asymptotically to (2.48); strictly speaking the only observable
quantities in a relativistic quantum theory are the momenta and internal quantum numbers of free
particle states [29]. Since the space–time positions xi of the incoming particles are not themselves
physical observables [30], in (2.48) xi must be understood to mean the positions of their wave
packets; the condition (2.48) is thus only precise up to the minimal uncertainty ∆xi > E
−1
i , where
Ei is the particle’s energy [29].
It was shown in [13] that (2.48) is a simply a special case of the cutting formula, from which it
follows that we are guaranteed to have causal perturbative S-matrix elements. Therefore we can de-
fine a renormalizable (in the conventional sense), unitarity and causal perturbative S-matrix. This
is essentially because our regularization maintains the analytic structure of the classical theory as
we evolve. Because of the form of the regularized propagator, the bare action of the classical theory
(1.1) is necessarily quasi–local when the cut–off Λ0 is finite. Furthermore, although the interaction
Sint[φ; Λ] is local at the regularization scale Λ0 (because of the renormalization conditions (2.5)),
at scales 0 < Λ < Λ0 it too becomes quasi–local. It is interesting to note that Sint[φ; Λ] becomes
truly non–local (by which we mean that the vertex functions V r2m(Λ) are no longer regular) only
at the point Λ = 0. This is because the Λ–derivative of the regulated propagator, −Λ−3K ′Λ(p), is
regular (see (1.2),(1.3)), so when the vertices are also regular the right hand side of the evolution
equation (2.9) consists of sums of products of regular functions or convergent integrals of such (the
first term), and is thus itself regular. Indeed the formal solution (1.14) also shows that when Λ
is positive the evolution preserves the regularity of the vertex functions; PΛ − PΛ0 is regular for
Λ,Λ0 > 0. By contrast the solution (1.21) for the generating functional for amputated connected
Green’s functions shows that at Λ = 0 the Green’s functions (and thus the vertex functions V r2m(0),
because of the identification (1.22)) are no longer regular, due to the pole in the propagator PΛ.
This has several interesting consequences. The regularity of the vertex functions for all pos-
itive Λ means that their Taylor expansions have an infinite radius of convergence; the expansion
(2.1) will then always converge provided that the field φ(x) is the Fourier transform of a regular
function. Furthermore, it suggests that the local renormalization conditions we imposed at Λ0
were unnecessarily restrictive; we could instead consider the renormalization conditions as being
fixed at a nearby scale αΛ0, where α is a number close to one, and the interaction therefore being
only quasi–local, though still natural. Indeed we will prove in §3.1 below that the effective theory
constructed from a general quasi–local bare action (1.1) is indeed bounded and convergent in just
the same sense as the conventional one considered above.
This sudden change in the analytic structure of the vertex functions at vanishing Λ is due to
the essential singularity in the regulating function (1.3); the essential singularity inKΛ(p) necessary
for the convergence of the Feynman integrals is necessarily mirrored by one of the same type at
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Λ = 0. The value of the regulating function in the limit depends in fact on the order σ of the
essential singularity33:
lim
Λ→0
KΛ(p) =

0, if ℜe p2 > −m2;
1, if p2 = −m2;
0, if ℜe p2 < −m2 and σ is even;
∞, if ℜe p2 < −m2 and σ is odd.
(2.49)
When ℜe p2 = −m2 but ℑmp2 6= 0 the limit is not well defined. The only regions that matter are
the Euclidean axis and the position of the pole; K0(p) = 0 on the Euclidean axis guarantees that
the Euclidean vertex functions tend uniformly to the amputated connected Green’s functions (as
expressed by (1.22)), while K0(−m
2) = 1 guarantees that the position of the emerging singularities,
and the discontinuities across the cuts, are those given by the Landau and Cutkovsky rules. Indeed
the Cutkovsky rule and Veltman’s cutting formula may be derived using the effective action at any
positive scale Λ, not just the bare action at Λ0, since all that is necessary is that the vertex functions
are regular and, on the boundary of the physical region, real. If we take Λ infinitesimal, so that the
Euclidean momenta in the loops are negligible compared with the momenta in the external lines,
we see that the singularities arise at just those kinematical points where internal lines have gone on
shell in just such a way that the event represented by the diagram could occur classically[31] in a
theory with the classical (and regular) action S[φ, 0+]. The causality of the perturbative S–matrix
is therefore a direct consequence of the causality of the classical theory with propagator P∞(p).
However, the classical field equations derived from the quasi–local classical action S[φ,Λ] will
involve terms with more than two time derivatives, which means that in general they will admit
additional solutions which lead to instabilities[4]. If the asymptotic states are unstable, then the
Fock spaces of in– and out–particle states no longer exist (though a perturbative S–matrix may
be still be constructed about the conventional solution). In the conventional formulation of the
theory this problem is usually ignored; after all, the extra solutions disappear in the strict infinite
cut–off limit. However in an effective theory we wish to keep the regularization scale finite, and
to choose (with as much freedom as possible) non-zero irrelevant coupling constants in the bare
action. In the following section we will discuss the consequences of the presence of such couplings
as far a renormalizability is concerned, and in §5 below we will show how we can use some of this
freedom to eliminate unstable solutions in order to construct an effective theory with a unitary
causal S–matrix.
3. Perturbative Renormalizability of Effective Scalar Theory.
The proof of conventional renormalizability in the previous section is quite sufficient if one is
only interested in field theories in the infinite cut–off limit. However, for an effective theory we wish
to keep the regularization scale finite, and thus consider an action of the general form (2.1) at the
33 The simplest example of a regulating function with essential singularity of order σ is K(x) = e−x
σ
;
(1.5) is then the special case σ = 1.
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regularization scale. This means in particular that we must consider more general renormalization
conditions on the irrelevant vertices than those adopted for the conventional theory (namely (2.5)).
We will show below that we can indeed add irrelevant operators to the bare Lagrangian without
substantially changing the Green’s functions at scales far below the cut–off provided that these
operators have ‘natural’ dimensionless coupling constants c
(m,j,si)
µ1···µ2j of order unity or less. Then
we discuss how the accuracy of the theory for processes of a given energy may be systematically
improved by setting low energy renormalization conditions on some of the canonically irrelevant
couplings (which thereby become ‘physically relevant’), and similarly what happens to the theory
when we consider energies approaching Λ0.
3.1. Universality.
According to lemma 2 if we define the irrelevant couplings at Λ0 to be zero, then once we
fix the renormalization conditions on the relevant coupling constants λi at Λ = 0, all the other
couplings at ΛR depend only weakly on Λ0, and converge to a limit as Λ0 →∞. This is depicted
schematically in fig. 3. However, as explained in the introduction, in order to have a full proof of
renormalizability for an effective theory it is also necessary to show that once we have fixed the
low energy relevant couplings we can vary both the value of Λ0, and the boundary conditions on
the irrelevant couplings at Λ0 still producing only changes in the values of the couplings at ΛR
which are suppressed by powers of (ΛR/Λ0).
The style of our proof is similar to that in [22], but avoids some unnecessary assumptions made
there. We will begin by defining two different field theories, both with the same field content, global
symmetries and propagators, but with different interactions. The first theory is the one already
considered in §2; the bare interaction is local, Sint[φ,Λ0] being defined by the boundary conditions
(2.5) and (2.8). The second theory has a quasi–local interaction which we call Sint[φ,Λ]. This
has exactly the same boundary conditions (2.8) on the relevant couplings as Sint[φ,Λ], but has
different boundary conditions on the irrelevant couplings. The bare interaction Sint[φ,Λ0] of the
second theory is thus defined by an expansion of the form (2.2) but with
V
r
2(p,−p; Λ0) = λ
r
1(Λ0)Λ
2
0 + p
2λ
r
2(Λ0) + Λ
2
0η
r
2(p,−p; Λ0),
V
r
4(p1, p2, p3, p4; Λ0) = λ
r
3(Λ0) + η
r
4(p1, p2, p3, p4; Λ0),
V
r
2m(p1.....p2m; Λ0) = Λ
4−2m
0 η
r
2m(p1.....p2m; Λ0), m > 2.
(3.1)
The bare relevant couplings of the second theory, λ
r
i (Λ0), i = 1, 2, 3 are not specified. The irrelevant
bare couplings ηr2m are arbitrary, but specific, real functions of Euclidean momenta, which have
to satisfy a number of conditions (which correspond to the conditions (1)–(3) on the regulating
function K(z) described in §1.1):
(1) ηr2m(p1.....p2m; Λ0) do not grow more quickly than [KΛ0(pi)]
−1/4 for large Euclidean momenta
p2i ; this ensures that all Feynman diagrams are finite;
34
34 A weaker condition than this will be given at the end of §4.3 below.
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(2) ηr2m(zij) are regular functions of the momentum invariants zij ; this guarantees that no new sin-
gularities are introduced;35 according to the Schwarz reflection principle ηr2m(z
∗
ij) = η
r
2m(zij)
∗;
(3)
‖∂jpη
r
2m(Λ0)‖Λ ≤ Λ
−j
0 P log
(
Λ0
ΛR
)
(3.2)
for 2m+j > 4, which is simply the requirement that the irrelevant couplings at Λ0 are natural
[10], or more precisely that none of them are unnaturally large.
We also insist that the vertices are ordered such that ηr2m(Λ0) = 0 for m > r + 1 (and remember
that η02(Λ0) is defined to be zero), so that a similar perturbative induction procedure to that used
to prove lemmas 1 and 2 can be used.36 If we were to make a trivial field redefinition φ → g−
1
2φ
at Λ0 and extract an overall factor of g
−1 from the action, ηr2m(Λ0) would be nonvanishing for all
r ≥ 0; the perturbation series would then be just the loop expansion.
Now that both theories are completely defined we can consider their difference. We introduce
the quantity
Ur2m(Λ) = V
r
2m(Λ)− V
r
2m(Λ). (3.3)
Working in the range Λ ∈ [ΛR,Λ0], and subtracting the flow equation for the V
r
2m(Λ) away from
that for the V r2m(Λ) and taking norms, we easily obtain∥∥∥∥∥ ∂∂Λ(∂jpUr2m(Λ))
∥∥∥∥∥
Λ
≤
[
Λ‖∂jpU
r
2m+2(Λ)‖Λ
+
m∑
l=1
r−1∑
s=1
∑
{ji;j1+j2+j3=j}
Λ−3−j1‖∂j2p U
s
2l(Λ)‖Λ ·
(
‖∂j3p U
r−s
2m+2−2l(Λ)‖Λ + ‖∂
j3
p V
r−s
2m+2−2l(Λ)‖Λ
)]
.
(3.4)
Similarly, working in the range Λ ∈ [0,ΛR], subtracting the flow equation for the V
r
2m(Λ) away
from that for the V r2m(Λ) and taking norms, we also have∥∥∥∥∥ ∂∂Λ(∂jpUr2m(Λ))
∥∥∥∥∥
ΛR
≤
[
ΛR‖∂
j
pU
r
2m+2(Λ)‖ΛR
+
m∑
l=1
r−1∑
s=1
∑
{ji;j1+j2+j3=j}
Λ−3−j1R ‖∂
j2
p U
s
2l(Λ)‖ΛR ·
(
‖∂j3p U
r−s
2m+2−2l(Λ)‖ΛR + ‖∂
j3
p V
r−s
2m+2−2l(Λ)‖ΛR
)]
.
(3.5)
From the equality
∂jpU
r
2m(Λ) = ∂
j
pU
r
2m(Λ0) +
∫ Λ0
Λ
dΛ′
∂
∂Λ′
(
∂jpU
r
2m(Λ
′)
)
, (3.6)
35 It also means that since their Taylor expansions in powers of zij have an arbitrarily large radius of
convergence, Sint[φ,Λ0] may always be expanded as an infinite sum of local operators of the form (2.1).
This will prove invaluable when we consider the removal of redundant operators in §4.3 below.
36 We choose this ordering requirement simply to agree with the relationship between r and m used in
§2; it is only really necessary to specify that ηr2m(Λ0) vanishes at each r for large enough m.
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where Λ ∈ [ΛR,Λ0], we easily derive the inequality
∥∥∂jpUr2m(Λ)∥∥Λ ≤ ‖∂jpUr2m(Λ0)‖Λ0 + ∫ Λ0
Λ
dΛ′
∥∥∥∥∥ ∂∂Λ′
(
∂jpU
r
2m(Λ
′)
)∥∥∥∥∥
Λ′
. (3.7)
For Λ ∈ [0,ΛR], we can show that similarly
∥∥∂jpUr2m(Λ)∥∥ΛR ≤ ‖∂jpUr2m(ΛR)‖ΛR +
∫ ΛR
Λ
dΛ′
∥∥∥∥∥ ∂∂Λ′
(
∂jpU
r
2m(Λ
′)
)∥∥∥∥∥
ΛR
. (3.8)
In order to obtain an equation useful for finding bounds on the difference between the relevant
coupling constants in the range Λ ∈ [ΛR,Λ0] it is necessary to integrate with respect to Λ
′ from
Λ down to ΛR, put the momenta equal to those at which the renormalization conditions on the
relevant coupling constants are set, and take bounds to obtain
∣∣∂jpUr2m(Λ)|pi=Pi ∣∣ ≤ ∣∣∂jpUr2m(ΛR)|pi=Pi ∣∣+ ∫ Λ
ΛR
dΛ′
∥∥∥∥ ∂∂Λ′ ∂jpUr2m(Λ′)
∥∥∥∥
Λ′
. (3.9)
For an equation useful for finding bounds on the difference between the relevant vertices in the
range Λ ∈ [0,ΛR] we integrate with respect to Λ
′ from Λ down to 0 and take bounds with respect
to ΛR to obtain
‖∂jpU
r
2m(Λ)‖ΛR ≤ ‖∂
j
pU
r
2m(0)‖ΛR +
∫ Λ
0
dΛ′
∥∥∥∥ ∂∂Λ′ ∂jpUr2m(Λ′)
∥∥∥∥
ΛR
. (3.10)
These four inequalities, together with the boundary conditions on the flow equation, will now
be shown to lead to the following bounds on the difference between the vertices in the two theories:
Lemma 3
(i) For all Λ ∈ [ΛR,Λ0],
‖∂jpU
r
2m(Λ)‖Λ ≤
Λ
Λ0
Λ4−2m−jP log
(
Λ0
ΛR
)
. (3.11)
(ii) For all Λ ∈ [0,ΛR],
‖∂jpU
r
2m(Λ)‖ΛR ≤
ΛR
Λ0
Λ4−2m−jR P log
(
Λ0
ΛR
)
. (3.12)
Once again, the method of proof is the same induction scheme as that used to prove lemma 1.
We assume that the lemma is true to order r − 1 in g, and down to vertices with 2m + 2 legs at
order r, and then proceed downwards in the number of legs, following the sequence of steps a)–d).
a) For the irrelevant vertices we use (3.7), (3.4) and the boundary conditions (3.1) on the
vertices at Λ0 to obtain
∥∥∂jpUr2m(Λ)∥∥Λ ≤ Λ4−2m−j0 P log(ΛRΛ0
)
+
∫ Λ0
Λ
dΛ′
(Λ′)4−2m−j
Λ0
P log
(
Λ0
ΛR
)
, (3.13)
and remembering that 2m+ j − 4 > 0 for the irrelevant vertices we see that (i) is true at order r
for vertices with 2m legs.
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b) Using the bound on the dimensionful irrelevant vertices at ΛR obtained from (i) along with
(3.8) and (3.4), we easily see that (ii) is also true at order r.
c) When considering the relevant vertices, we have to find bounds on the difference between the
relevant vertices at Λ = 0, before (3.9) and (3.10) are any use. Using the fact that both theories have
the same renormalization conditions for the relevant couplings, and thus ∂jpU
r
2m(pi . . . ; 0)|pi=Pi = 0,
we can then use the bounds already obtained on the irrelevant vertices along with Taylor’s formula
to prove (ii) for Ur4 (0). Using this bound and equations (3.10) and (3.5) we easily prove that
‖Ur4 (Λ)‖ΛR ≤
(
ΛR
Λ0
)
P log
(
Λ0
ΛR
)
(3.14)
for all Λ ∈ [0,ΛR]. Similar considerations hold for the other differences of relevant vertices.
d) Using these results we can now derive a bound on the difference between relevant coupling
constants at ΛR: ∣∣Ur4 (Pi; ΛR)∣∣ ≤ ΛRΛ0 P log
(
Λ0
ΛR
)
(3.15)
Feeding this into (3.9) we get
∣∣Ur4 (Pi; Λ)∣∣ ≤ (ΛRΛ0
)
P log
(
ΛR
Λ0
)
+
∫ Λ
ΛR
dΛ′Λ−10 P log
(
ΛR
Λ0
)
, (3.16)
Remembering that in this particular case 4 − 2m − j = 0 (and that 4 − 2m − j ≥ 0 for all the
relevant couplings), we see that
|Ur4 (Pi; Λ)| ≤
(
Λ
Λ0
)
P log
(
ΛR
Λ0
)
, (3.17)
for all Λ ∈ [ΛR,Λ0]. Thus, we now prove (i) for the relevant vertex corresponding to this coupling
constant using Taylor’s formula and the bounds already obtained on the the irrelevant vertices.
The verification of (ii) for the remaining relevant vertices proceeds in an exactly analogous manner,
where, once again, we remember to work downwards in number of momentum derivatives.
Once this is done, then as explained in these previous sections, the proof by induction is
complete, and lemma 3 is true for all r and m.
Setting Λ = 0, lemma 3 yields
∥∥∂jp(V r2m(0)− V r2m(0))∥∥ΛR ≤ ΛRΛ0 Λ4−2m−jR P log
(
Λ0
ΛR
)
. (3.18)
So for given Λ0, if we introduce any irrelevant bare couplings, satisfying the conditions outlined
following (3.2), while keeping the renormalization conditions on the relevant couplings at Λ = 0
fixed, we only change the norm of the vertices at Λ = 0 (and thus the Green’s functions of the
theory for energies of order ΛR) by terms of order (ΛR/Λ0). We should note that the irrelevant
couplings include the higher derivative pieces of V r2 (p,−p; Λ0), and we have the freedom to choose
the form of V r2 (p,−p; Λ0) at order greater than one in p
2 and order greater than or equal to one
in r, as long as our choice is consistent with the conditions described immediately following (3.1).
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Therefore, if we change the high p2 behaviour of the bare two–point function the low energy Green’s
functions of the theory only change by terms of order (ΛR/Λ0), provided that the change is defined
to be at first or greater order in r.37
Combining the above results with those determined from equation (2.45) we see that the low
energy theory is extremely insensitive to both the value of the high energy cut-off and to the
irrelevant bare couplings, provided that the cut-off is very large compared to the scale at which
we probe the physics (as depicted in fig. 1). The renormalization conditions (3.1) for the effective
theory show that it actually contains an infinite number of parameters. However, the results
described above mean that at energies∼ ΛR the Green’s functions and hence the S-matrix elements
are actually determined by a finite number of these parameters (the relevant coupling constants
λi) up to corrections vanishing as (ΛR/Λ0) becomes very small; the irrelevant bare couplings η
r
2m
really are irrelevant as far as the low energy physics is concerned. Furthermore, as (ΛR/Λ0) → 0
the theory converges towards a unique limit which is determined entirely by the renormalization
conditions on the relevant coupling constants. This convergence is generally known as universality.
So, whatever the form of the Lagrangian at Λ0 actually is, we can describe the low energy
physics to very good accuracy by setting all the bare irrelevant couplings equal to zero and letting
Λ0/m → ∞. If we do this then the bare couplings are simply functions of the renormalization
conditions on the relevant couplings, and there are the same number of each. Thus, if we now view
the bare parameters as the independent parameters of the theory we are back to the conventional
view of quantum field theory.
This explains why the conventional way of looking at quantum field theory works. However,
it now seems as if this may not be the best way to view a quantum field theory. Since we always
in practice deal with theories designed to work over a limited range of scales, without regard for
the physics at much higher scales (which may in any case be unknown), and since in general
the effective Lagrangian at just below the scale of the new physics will always contain irrelevant
couplings (it would require a remarkable degree of fine tuning to ensure that all such couplings
vanished simultaneously at the same scale), we will always expect deviations from the predictions
of the conventional quantum field theory when we can make measurements with sufficient accuracy
at low scales, or alternatively as we approach the scale of the new physics.
3.2. Systematic Improvement.
The previous two sections have shown that if we look at physics at scales ∼ ΛR, then once we
set renormalization conditions on the relevant couplings which are independent of the naturalness
scale Λ0, then there is only very weak dependence on Λ0 as long as Λ0 ≫ ΛR. The predictions made
by the theory, using just the renormalization conditions on the relevant couplings as input, have
accuracy of order ΛR
Λ0
P log( Λ0
ΛR
), and may therefore start to show deviations from experiment when
37 This means that at low energies the Green’s functions are approximately independent of small pertur-
bations to the regulating function. In fact as we will show in §4.3 the S–matrix is completely independent
of the regulating function to any order in its Taylor expansion.
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measurements are made with this type of precision. However, this does not mean that the theory
is no longer any good. It simply needs more input, in the form of the experimental determination
of couplings which, though canonically irrelevant, have now become relevant physically, in the
sense that they are measurable. By measuring such couplings the theory may be systematically
improved.
We therefore consider specifying further renormalization conditions, at energies comparable
with the scale at which the physics is being probed, for all the coupling constants corresponding to
operators with canonical dimension ≤ D, where D > 4.38 This in turn automatically determines
the value of all bare coupling constants corresponding to operators with canonical dimension ≤ D.
We want this to be done in such a way that the theory remains natural, i.e. so that all the bare
couplings are of order unity at the naturalness scale and lemma 1 is obeyed. In practice we would
expect to be able to specify these renormalization conditions by matching them to experimentally
determined quantities. In this case the renormalization conditions are automatically consistent
with naturalness. Indeed, they tell us what the naturalness scale is (see §3.3 below).
Once we have specified these renormalization conditions it is entirely straightforward to repeat
the induction procedure used in §2.3 and §3.1 to prove the appropriate generalizations of lemmas
2 and 3, namely ∥∥∥∥∥
(
∂
∂Λ0
∂jpV
r
2m(Λ,Λ0, λi)
)
λi
∥∥∥∥∥
ΛR
≤ Λ2−D0 Λ
D+1−2m−j
R P log
(
Λ0
ΛR
)
, (3.19)
and ∥∥∂jp(V r2m(Λ,Λ′0, λi)− V r2m(Λ,Λ0, λi))∥∥ΛR ≤ Λ3−D0 ΛD+1−2m−jR P log
(
Λ0
ΛR
)
, (3.20)
for all Λ ∈ [0,ΛR], with similar bounds for Λ ∈ [ΛR,Λ0]. So the physically relevant coupling con-
stants at ΛR depend on the naturalness scale and the bare coupling constants with canonical di-
mension greater than D (the ‘physically irrelevant’ couplings) only at a level of (ΛR
Λ0
)D−3P log( Λ0
ΛR
).
Thus, we have the intuitively obvious result that the precision of an effective theory is systemat-
ically improved if more renormalization conditions on physically relevant couplings are determined
experimentally; to a given order in (ΛR
Λ0
) we need determine only a finite number of new couplings.
For the case of Z2 symmetric scalar field theory we actually increase our predictive power in steps
of (ΛR
Λ0
)2 because all operators are of even dimension. From the Lorentz structure of the theory all
vertices which are differentiated an odd number of times vanish at zero momentum (as we saw for
∂pµV2(Λ) in §2.1). Thus, if we have set renormalization conditions for couplings of dimension 4−D
corresponding to operators up to dimension D, where D is even, we have in effect set them up
to dimension D + 1, since we know that the renormalization conditions on couplings of dimension
3 −D are constrained to vanish for all momenta zero. In particular, we see that we can improve
38 For our scalar theory there are (as we show in §4.2 below) only ND = 2, 4, 6, 10, . . . physically relevant
nonredundant couplings for D = 6, 8, 10, 12, . . .. The values of these couplings are further constrained by
the requirement that the theory be stable (§5.2).
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the bounds in lemma 2 and lemma 3 by a factor of (ΛR/Λ0) without having to change the renor-
malization conditions at all. Combining this with the results (3.19) and (3.20), we have the rather
stronger
Lemma 4:
For all Λ ∈ [0,ΛR], and D ≥ 4,∥∥∥∥∥
(
∂
∂Λ0
∂jpV
r
2m(Λ,Λ0, λi)
)
λi
∥∥∥∥∥
ΛR
≤ Λ1−D0 Λ
D+2−2m−j
R P log
(
Λ0
ΛR
)
, (3.21)
and ∥∥∂jp(V r2m(Λ,Λ′0, λi)− V r2m(Λ,Λ0, λi))∥∥ΛR ≤ Λ2−D0 ΛD+2−2m−jR P log
(
Λ0
ΛR
)
, (3.22)
with obvious extension to Λ ∈ [ΛR,Λ0].
Since we only set renormalization conditions on a finite number of couplings corresponding
to operators of up to a given canonical dimension the renormalized effective theory is, in a sense,
always local, even though the bare theory was only quasi–local. The renormalized effective theory
would only be quasi–local if we required it to be arbitrarily precise.
This systematic improvement of an effective field theory is rather closely related to Symanzik’s
proposal to speed up the convergence to the continuum limit of a lattice field theory by adding to
the lattice action a finite number of irrelevant terms, thus constructing an ‘improved action’[32].
The bounding arguments leading to lemma 4 constitute a proof (within perturbation theory, of
course) of a continuum version of Symanzik’s hypothesis for lattice field theories.
Instead of systematically improving in the accuracy of the theory for processes at a given scale,
we could consider instead attempting similarly to maintain the accuracy of the theory when we
consider processes of energy E ∼ |zij | much greater than ΛR ∼ m. It is tempting to suppose that
this may be done simply by finding bounds on Green’s functions with norms taken with respect
to some new scale, ΛH > ΛR. Naively we can repeat the same arguments as in §2.2, §2.3 and
§3.1 to find the same bounds, simply with ΛR replaced with ΛH . However, the coefficients in the
polynomials in these bounds will depend on the ratio (ΛH/ΛR), and if this ratio is very large then
the effect of these factors may compensate for, or even overwhelm, the powers of (ΛH/Λ0). In other
words, the bounding arguments may be spoiled if there are severe (by which we mean stronger
than logarithmic) infrared divergences. In order to address this problem we have to look at the
details of the bounding argument far more carefully than we have done so far, and we postpone
this investigation to a future publication[23]. Here we simply note the result: lemma 4 remains
true if ΛR is replaced by a new scale ΛH ∼ E, ΛH ∈ [ΛR,Λ0], up to logarithmic factors P log(
ΛH
ΛR
),
and away from momenta and partial sums of momenta with magnitudes much less than ΛH . So
we may maintain the predictive power at high energies in exactly the same way as we improve it
while staying at the same energy scale.39
39 It is also possible to find bounds on the Green’s functions which have some momenta with magnitude
ΛH and some with magnitude ΛR ∼ m, i.e. with a given set of (almost) exceptional momenta[23].
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As the energy of the physics we probe approaches Λ0 we need more and more renormalization
conditions to maintain the same level of accuracy, and if ΛH ∼ Λ0 we need in principle an infinite
number (namely the complete vertex functions V r2m(p1, . . . , p2m; Λ0)). In the absence of some deep
underlying principle which could determine these vertex functions, our quasi–local field theory is
now too general to be very useful, although as we will show in §5.3 it is still completely consistent;
in fact it is equivalent, as conjectured by Weinberg [9], to an analytic S–matrix theory.
3.3. Unnaturalness and Nonrenormalizability
It is important to note that for a particular value of Λ0 we did not have an entirely free choice
in specifying the renormalization conditions at Λ = 0. As stated, the low energy renormalization
conditions on the coupling constants must be consistent with the naturalness (3.2) of the bare cou-
plings. This does not mean that it is sufficient that the dimensionless vertices at ΛR are constants
of order unity, satisfying lemma 1. Rather, it is also a necessary consequence of naturalness that
they must satisfy lemma 2, or more accurately, the improved form of lemma 2, (3.21) above, i.e. if
we have already set the renormalization conditions on couplings corresponding to operators with
canonical dimension ≤ D, then we only have freedom of order (ΛRΛ0 )
D−3P log( Λ0ΛR ) when setting the
renormalization conditions on the dimensionless couplings corresponding to operators of dimension
D + 2. Perhaps the easiest way to see this is to use the improved form of lemma 3, (3.22) above,
which expresses our limited freedom to change the theory through natural changes in the couplings
corresponding to operators of dimension greater than D.
If we were to ignore this increasingly tight restriction on the low energy renormalization con-
ditions we would violate naturalness. For example, specifying the dimensionless coupling constant
associated with the φ6 term to be an arbitrary Λ0-independent constant of order Λ
−2
R would lead to
the corresponding bare coupling being unnatural. We can see this explicitly by following through
the same argument (2.31)(2.32) for V r6 (Λ), which then yields
|V r6 (Pi; Λ)| ≤ Λ
−2
R
(
P log
(
Λ
ΛR
)
+
Λ
Λ0
P log
(
Λ0
ΛR
))
. (3.23)
This bound on V r6 (Λ0) is clearly not ‘natural’ when Λ ≫ ΛR. It is only by specifying V
r
6 (ΛR)
in a manner consistent with the naturalness of the theory at Λ0, which means in practice within
the tight limits already set by the renormalization conditions on the physically relevant coupling
constants of lower dimension, that we can maintain the natural bound on V r6 (Λ) all the way up to
Λ0.
We can think of this necessary fine tuning of the low energy renormalization conditions as
in some sense the inverse of the usual fine tuning problem[10]. There we have to fine tune the
bare mass to an unnaturally precise value in order to obtain a predictive theory of a particle with
mass m ≪ Λ0. Now we see that conversely we have to fine tune the low energy renormalization
conditions on irrelevant vertices in order to get natural (i.e. untuned) bare irrelevant couplings.
If V r6 (Λ) were in reality such as to saturate the bound (3.23), this would feed into the flow
equations, causing the low energy theory to depend strongly on Λ0. Then no matter how many
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low energy renormalization conditions we were to set, all unspecified low energy physics would
still depend on the unknown couplings times positive powers of Λ0/ΛR. The only way to remove
this dependence would be to to specify all the low energy couplings, and thus lose any predictive
power. The easiest way to see this is to make the theory natural again by choosing a new cut–off
scale Λ′0 such that V
r
6 (Λ
′
0) is of order (Λ
′
0)
−2; we can then use the bounding lemmas as before.
Unfortunately to do this would require Λ′0 ∼ ΛR, so there would no longer be energy region in
which the theory depended, to a given level of accuracy, only on a finite number of parameters.
This would then be what we commonly call a nonrenormalizable theory. The distinction between
a ‘renormalizable’ effective theory (which has Λ0 ≫ ΛR) and a ‘nonrenormalizable’ effective theory
(which has Λ0 >∼ ΛR) is thus rather vague, resting as it does entirely on the predictivity of the
theory; it could be made much more precise however by specifying the accuracy to which we
wish to work and the dimension D of the physically relevant couplings we were then prepared to
determine.40
Thus, once we have specified the low energy renormalization conditions on the relevant cou-
plings, we may maintain a renormalizable theory by allowing only natural irrelevant vertices, and
by being careful to set low energy renormalization conditions on any further physically relevant
couplings in a manner consistent with this requirement. Turning this around, we may determine
the naturalness scale Λ0 experimentally by measuring coupling constants corresponding to canon-
ically irrelevant operators. The first observation of such a dimensionful coupling thus inevitably
seals the ultimate fate of the theory, leading us to expect (or at least hope for) new physics by the
time we reach the new scale Λ0 as determined (albeit very approximately) by the value of the new
coupling.
4. Redundancy.
In §3.2 above we showed that the precision of a theory can be improved systematically by
specifying the values of more and more irrelevant coupling constants as low energy renormalization
conditions; the values of these coupling constants could be determined in principle by comparison
with S–matrix elements. In fact, this last statement is not strictly correct. Not all the coupling
constants in the theory correspond to physical observables; those that do not, and the operators
they correspond to, may be described as ‘redundant’.41
40 Unless of course we were to insist (rather puritanically) that a theory should only be called ‘renor-
malizable’ if we can work in the limit Λ0/ΛR →∞; such a definition would not be very useful here though
as then all the scalar theories we consider would probably be nonrenormalizable, with the sole exception
of the free one.
41 This is in the same spirit as, but not precisely the same as the definition of a redundant operator
in statistical mechanics ([33]; see [34] for a more modern discussion); here a redundant operator is one
which does not contribute to S–matrix elements, rather than one which does not contribute to the partition
function.
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Even in conventional quantum field theory, where we only consider the coupling constants
corresponding to relevant operators, we notice a special (and as we will see later, slightly unusual)
example of a redundant variable. The wavefunction renormalization, which we denote (2.8) by λ2,
has no physical meaning since it cancels out in the construction of the S-matrix elements. Since the
renormalized wavefunction renormalization is a redundant variable, so too is the bare wavefunction
renormalization λ2(Λ0) ((2.6)), because the latter is defined by the former, as we saw in §2.1.
In an effective field theory we have many redundant variables; new ones appearing each time
we consider higher dimension operators. In [9] the absence of a redundant term in the effective
Lagrangian is explained in a footnote by remarking that it is possible to remove it by making a field
redefinition. The systematic elimination of redundant variables has recently been addressed in [35].
In this section we will describe exactly which terms in our effective Lagrangian are redundant, and
then prove that they may all be removed from the effective Lagrangian by making field redefinitions.
To do this it will first be necessary to formulate the necessary equivalence theorem which permits
us to make such redefinitions without changing S–matrix elements.
4.1. Field Redefinitions and the Equivalence Theorem.
The formal invariance of S–matrix elements under point transformations of the interpolating
fields is a fundamental property of quantum field theory, and as such has a long history[36]. This
‘classical’ equivalence theorem is not sufficient for our purposes however; we also need to show
that the S–matrix is invariant under redefinitions of the quantum field — a ‘quantum’ equivalence
theorem[8,37].
We will consider field redefinitions of the form
φp → φ
′
p = φp + F [φp; Λ], (4.1)
where the functional42 F [φp; Λ] possesses the same properties as the interaction Lagrangian, which
means that we may write it as
F [φp; Λ]≡
∞∑
m=0
∞∑
r=m
gr
(2m+ 1)!
∫
d4p0 · · · d
4p2m
(2π)8m
f r2m(p0, p1, . . . , p2m; Λ)δ
4
(∑2m
i=0 pi−p
)
φp0φp1 · · · φp2m .
(4.2)
for all positive Λ.43 So in particular F is analytic in φ (which means that it may be expanded in
powers of φ), it does not spoil the Z2 symmetry, so F [−φ] = −F [φ], and it may be expanded as a
power series in the coupling g, beginning at orderm. This latter assumption ensures that form > 0
the redefinition is perturbatively invertible, and furthermore that it leaves the free theory unaltered,
while generating new vertices which obey the technical restriction r ≥ m− 1; for m = 0 we require
42 Actually F [φp; Λ] is both a function and a functional of φp; we hope that the abuse of notation is not
confusing.
43 It makes no sense to make a field redefinition when Λ = 0, since all of the field has then been integrated
out.
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only that, with f0(p
2; Λ) ≡
∑∞
r=0 f
r
0 (p; Λ), 1 + f0(p
2; Λ) has no zeros in any bounded region
of the complex plane. The coefficient functions f r2m(p0, p1, . . . , p2m; Λ) are assumed to have the
same properties as V
r
2m(p1, . . . , p2m; Λ); in particular they are regular functions of the momentum
invariants zij (so that no new singularities are introduced by the field redefinition), and they are
natural at the scale Λ0. Finally we impose the additional requirement that f
r
2m(p0, p1, . . . , p2m; Λ)
vanishes as p2 → ∞ faster than any power of the ‘external’ Euclidean momentum p2, where
p ≡ −
∑2m
i=0 pi; in practice we take functions containing the regulating factor KΛ(p).
To prove the classical equivalence theorem, it is sufficient to show that on–shell the amputated
connected Green’s functions (cf. (1.16),(1.17))
G˜n(p1, . . . , pn) ≡ P
−1
Λ (p1) · · ·P
−1
Λ (pn)
〈
φp1 · · · φpn
〉
Λ
(4.3)
are equivalent to the transformed Green’s functions
G˜′n(p1, . . . , pn) ≡ P
−1
Λ (p1) · · ·P
−1
Λ (pn)
〈
φ′p1 · · · φ
′
pn
〉
Λ
,
since for transformations of the form (4.1) G˜n and G˜
′
n differ only by terms of the form
P−1Λ (p1) · · ·P
−1
Λ (pn)
〈
F [φp1 ,Λ] · · · F [φpm ,Λ]φpm+1 · · ·φpn
〉
Λ
, (4.4)
with m > 0. It now suffices to show[37] that on–shell the amputated terms (4.4) always vanish.44
To do this we expand the operator F [φp,Λ] as in (4.2), and consider separately those parts
which are nonlinear in the field, and those that are linear (so m > 0 and m = 0 respectively
in (4.2)). For the nonlinear part, each insertion F [φ,Λ] in (4.4) creates several particles, and
〈F · · ·〉 is thus lacking the one–particle pole present in 〈φ · · ·〉. In the amputated connected Green’s
functions (4.3) the amputating inverse propagators cancel the one–particle poles on–shell, leaving
a finite result; since in (4.4) some of these poles are missing, it must vanish on–shell. The linear
part of F [φp,Λ] will be of the form, f0(p
2)φp. If, as suggested in [35], we further assume that
when analytically continued into the complex plane f0(z) has a zero at z = −m
2, (4.4) will vanish
trivially on–shell. This extra assumption is not necessary however; if f0(−m
2) is nonzero, on–
shell G˜′n = (1 + f0(−m
2))nG˜n and the extra factors of 1 + f(−m
2) may be absorbed by a finite
renormalization of the external wave functions when we construct the S–matrix element. The
classical equivalence theorem is then proven for any redefinition of the interpolating fields of the
form (4.1),(4.2).
To prove the quantum equivalence theorem, we consider the changes in the functional inte-
gral representation (1.7) of the generating functional W˜ [J ] of the amputated connected Green’s
functions due to the change of variables (4.1):
44 Although such terms contain composite operator insertions, it is not necessary to show that such
insertions are renormalizable; it is sufficient for present purposes that they are finite for finite Λ. The
renormalization of Green’s functions with composite operator insertions will be considered elsewhere[38].
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(a) The coupling of the source to the field,
(
φ,P−1Λ J
)
→
(
φ′, P−1Λ J
)
, which thus induces the
transformation G˜n → G˜
′
n described above.
(b) The action S[φ; Λ]→ S[φ′; Λ]; because (4.2) begins at first order in the coupling constant, the
free action remains unchanged, while Sint[φ; Λ]→ S
′
int[φ; Λ]. By construction S
′
int[φ; Λ] has the
same symmetry, analyticity, convergence and naturalness properties as the original effective
action Sint[φ; Λ]. The new vertices (V
r
2m)
′ obey the same technical ordering requirement (they
vanish for m > r + 1) as the old ones, by virtue of the similar requirement on f r2m.
(c) The measure Dφ→ DφJ [φ,Λ], where the Jacobian
J [φ,Λ] = Det
[
δpp′ +
∂F [φp]
∂φ′p
]
= exp Tr ln
[
δpp′ +
∂F [φp]
∂φ′p
]
≡ exp −SJ [φ,Λ]. (4.5)
Expanding the logarithm45, it is not difficult to see that
SJ [φ,Λ] =
∞∑
n=1
(−)n+1
n
gr∏
(2mα)!
∫ n∏
α=1
2mα∏
i=1
[ d4pαi
(2π)4
φpα
i
]
(2π)4δ4
( n∑
α=1
2mα∑
i=1
pαi
)
V
r
2m({p
α
i }; Λ),
(4.6)
where m ≡
∑n
α=1mα, r ≡
∑n
α=1 rα, and
V
r
2m({p
α
i }; Λ) ≡
∫
d4q
(2π)4Λ4
n∏
α=1
(
Λ4f rα2mα
(
q +
α−1∑
β=1
2mβ∑
i=1
pβi , p
α
1 , . . . , p
α
2mα
; Λ
))
. (4.7)
The Jacobian is thus ultraviolet finite whenever f r2m(p0, p1, . . . , p2m; Λ) vanishes faster than
any power as p2 →∞; this rather novel feature will be illustrated by some explicit examples in
§4.3 below. Note that if f r2m(p0, p1, . . . , p2m; Λ) were independent of p, and thus the regulating
factor absent, as it would be in dimensional regularization, SJ [φ,Λ] would be proportional to
δd(0), where d is the dimension of spacetime. All such terms are then set formally to zero in
dimensional regularization (and indeed the Jacobian was ignored in [35]). Using our form of
regularization we are able to deal with the Jacobian factor in a much less formal (and therefore,
we feel, rather more satisfactory) manner. Indeed, here it is necessary for the invariance of the
generating functional; it may be seen from the explicit representation (4.6)(4.7) above that
it has the same structure and properties as the interaction S′int[φ,Λ], to which it contributes
further terms.
If we were to make all three of the above changes, it should be clear that W˜ [J ], and thus in par-
ticular the S–matrix, remain unchanged (see [39,17] for formal algebraic arguments in the context
of the path integral, and [8] for a purely diagrammatic argument); with our regularization every-
thing remains finite and well-defined (at least in perturbation theory), and no new singularities are
introduced. The classical equivalence theorem as proven above shows that if instead of the complete
45 It is not appropriate to use a ghost field here, because the transformation (4.1), and thus the Jacobian,
is assumed to be regular; if the field transformation had introduced an unphysical pole, writing the Jacobian
in terms of a propagating ghost might be have been useful when checking that all the unphysical singularities
cancelled out.
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change of variables we were to change only the coupling of the source to the field, then since this
amounts to a transformation of the interpolating fields alone, the S–matrix is still unchanged. We
could thus consider making the last two changes only; if we let Sint[φ,Λ] → S
′
int[φ,Λ] + SJ [φ,Λ],
but keep the coupling of the field to the source unchanged, the S–matrix is still the same. This is
then an equivalence theorem for transformations of the quantum fields[8,37]. As formulated above,
the two equivalence theorems are equivalent, at least in perturbation theory.
We conclude by resolving a paradox. In general when one makes a field redefinition in a quan-
tum field theory it is not sufficient to consider only the three changes discussed above; sometimes
there are extra terms generated [40], at precisely two loops [34]. A particularly clear exposition
may be found in [41], where an explicit computation of two-loop diagrams is considered, and it is
found that extra terms are generated by field redefinitions when using a momentum cut-off (but
not when using dimensional regularization; no such terms were found in [8]). On the other hand,
we also find no such terms – hence the paradox. It is resolved by remembering that in the conven-
tional way of setting up a quantum field theory it is the bare Lagrangian which undergoes the field
redefinition, and the resulting Feynman diagrams that are then regularized. In [41], two formally
equivalent two-loop vacuum diagrams are shown to be different when regularized by a momentum
cut-off; it is, however, very easy to check that if the regularization is explicitly included in the
bare Lagrangian before making the field redefinition, the two diagrams are indeed equal (since one
of the vertices induced by the field redefinition now has an extra damping factor), and no extra
terms arise. It thus appears that for continuum quantum field theory, within perturbation theory,
regularization and field redefinition do not commute. Obviously, in order to obtain meaningful
results without introducing extra terms it makes sense to regularize the theory first.
4.2. On–shell Effective Action
If we could determine off–shell Green’s functions experimentally then we would be able to
measure all the coupling constants corresponding to operators up to canonical dimension D by
performing experiments to an accuracy of order (ΛR/Λ0)
D−3. However, since it is actually only
possible to measure on–shell S-matrix elements46, these coupling constants are not all independent;
when we put all external particles on shell we set p2i = −m
2+ iǫ, so the S–matrix elements depend
only on the momentum invariants {pi · pj ; i 6= j} (or equivalently the generalized Mandelstam
invariants {zij , i 6= j} used in §2.4), continued to the boundary of the physical region. Thus terms
in the Green’s functions which depend on the magnitude of individual momenta are redundant
when we go on shell, since they may be absorbed into similar terms which do not; similarly terms
which are related when we impose overall momentum conservation should not be regarded as
independent. But (as shown at the end of §1.2 above), the connected amputated Green’s functions
may be constructed from the vertices in the effective action defined at Λ = 0. Thus, if there is
redundancy in the former, there is also redundancy in the latter, and (using the flow equations)
46 We discuss this further in §5.4 below.
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the same degree of redundancy in the effective action at any scale Λ (and in particular at Λ0, i.e.
in the bare action S[φ,Λ0]).
Since whenever Λ is positive the vertex functions are regular functions of the momentum
invariants zij , we may expand them in Taylor series which converge in any bounded region. Any
terms in these expansions which contain a p2i , or which are related through
∑
i pi = 0, are then
redundant. So if instead we consider the expansion (2.1) in terms of local operators in coordinate
space, any operators of the form ∂2φf [φ], where f [φ] is a local functional of φ(x), or which can
be written in this form by integrating by parts, are redundant. For example, at dimension six we
have four independent operators (ignoring those which may be obtained by integration by parts),
namely {φ6, φ2(∂µφ)
2;φ3∂2φ, φ ∂4φ}. Of these the latter two are both redundant, and of these two
the first is what we will call a vertex redundancy, since it may be absorbed into the φ4 vertex, while
the second is a propagator redundancy since it is only quadratic in φ. Similarly, at dimension eight
there are four nonredundant operators, {φ8, φ4(∂µφ)
2, (∂µφ)
4, φ2(∂µ∂νφ)
2} while there are three
vertex redundancies, {φ5∂2φ, φ2(∂2φ)2, φ ∂2φ (∂µφ)
2} and one propagator redundancy φ∂6φ.
Before proving that all the redundant terms in the effective action may be systematically
eliminated by repeated field redefinitions, we first pause to consider the implications of such a
result. From the form of the flow equations (2.9) for the vertex functions it is not difficult to
see that, even if the redundant terms are eliminated at the scale Λ0, they will tend to reappear
at other scales Λ. This does not mean that we increase the number of coupling constants (to a
given dimensionality) by changing scales, but rather that there are complicated constraints on the
coupling constants at the scale Λ such that the total number of independent coupling constants
is held fixed. Indeed, the redundant couplings at the scale Λ could also be removed by further
field redefinitions.47 However when calculating perturbatively it is most useful to eliminate the
redundancy, up to a given dimension D and to a given order in g, in the Lagrangian defined at Λ0
rather than at some other Λ, since the bare Lagrangian can then be used to calculate amplitudes
to this order in g to accuracy (ΛR/Λ0)
D−3 with the minimum of complication.
Now if we wish to calculate S–matrix elements to an accuracy of order (ΛR/Λ0)
D−3 we showed
in §3.2 that we would need to fix the coupling constants corresponding to operators up to dimen-
sionality D. We have to obtain the bare couplings constants indirectly by fixing renormalization
conditions on the Green’s functions and their momentum derivatives, which means in practice on
the vertices (∂pi1∂pi2 )
jV2m(pi; 0) with 2m + 2j ≤ D.
48 If we use on–shell renormalization condi-
tions, it will not be possible to set redundant conditions directly since ∂j
p2
i
V2m(pi; 0)|pi=Pi is not
47 It would be interesting, but perhaps difficult, to try to write down a form of the evolution equation
which incorporated these field redefinitions infinitesimally, so that the nonredundant couplings evolved as
a closed set. This could be particularly useful for attempting nonperturbative evolution using a truncated
form of the equations.
48 This makes it rather easy to count the number ND of physically relevant operators with a given
dimension D; it is just ND =
∑D/2
m=2
〈D/2 − m,min{6m − 10, D/2 − m}〉 where 〈n, j〉 is the number
of different ways of decomposing a non–negative integer n into a sum of j non–negative integers, with
the convention 〈0, 0〉 = 1 (so for example 〈n, 2〉 = 1, 2, 2, 3, 3, 4, . . ., while 〈n, j〉 = 1, 2, 3, 5, 7, 11, . . . for
n = j = 1, 2, 3, . . .).
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accessible experimentally. Setting off–shell renormalization conditions must be done with more
care, since we must ensure that the conditions are truly independent; if we set as many conditions
as there are physically relevant operators, we must recognize that some of these conditions will be
redundant. In principle we should be able to use the freedom in choosing off–shell renormalization
conditions to ensure that the redundant terms of the same dimension in the bare Lagrangian are
absent, but in practice this will be very difficult to accomplish, and it is easier to remove the redun-
dancy in the bare Lagrangian by using field redefinitions. This will then allow us to calculate with
the minimum number of physically relevant bare couplings, and thus with the least complication.
In particular, all bare two–point couplings may be completely eliminated.
4.3. Systematic Elimination of Redundant Terms.
We first consider redundant vertices with m > 2, and show that they may be systematically
eliminated by considering a nonlinear transformation of the form (4.1)(4.2) with m > 0. Two-point
redundancies will be considered later.
Consider first the redundant terms a0(g)Λ
2−2mφ2m−1∂2φ, where a0(g) is a power series in g
beginning at orderm−1 in g and consistent with naturalness; a0(g) =
∑∞
r=m−1 a
r
0g
r , where the ar0
are of order unity, depending at most on logarithms of Λ/ΛR. We wish to make a field redefinition
such that the rth order piece of this term will be eliminated by the change in the free part of the
effective Lagrangian, φK−1Λ (−∂
2)(−∂2 + m2)φ. To this end we make the field redefinition (4.1)
with
F [φ(x); Λ] = 12a
r
0g
rΛ−2mKΛ(−∂
2)φ2m−1(x). (4.8)
Clearly this satisfies the conditions listed after (4.2); in particular it necessarily contains the damp-
ing factor necessary for the convergence of the Jacobian. The free part of the Lagrangian now
becomes
φK−1Λ (−∂
2)(−∂2 +m2)φ+ ar0g
rΛ−2(m−1)φ2m−1(−∂2 +m2)φ
+ 14a
2r
0 g
2rΛ−4(m−1)φ2m−1KΛ(−∂
2)(−∂2 +m2)φ2m−1.
Thus, we have a term−ar0g
rΛ2−2mφ2m−1∂2φ which cancels the term we wish to eliminate, replacing
it by Λ2−2mm2ar0g
rφ2m. We also generate a natural vertex with 4m− 2 legs which begins at 2rth
order in g. The interaction Lagrangian also changes under the field redefinition. But since it begins
at first order in g, this change is at (r + 1)th or larger order in g. For example a term of the form
gr
′
φ∂2jφ develops a piece proportional to gr+r
′
φ2m−1 ∂2j+2φ due to the transformation. However,
we can simply absorb this into the (r+r′)th order term in terms already present in the Lagrangian
and only concern ourselves about this term when removing redundancies at this higher order. So,
as far as our effective Lagrangian is concerned there is no change from zeroth to (r − 1)th order
in g; at rth order in g we have simply eliminated the term we wanted to by changing the coupling
constant of the φ2m operator; at higher orders in g we have changed the interaction Lagrangian in
such a way that renormalizability is still manifest.
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We next consider the Jacobian of the transformation. As we have already seen, since we
use a quasi–local operator in the free part of our Lagrangian, we must make a quasi–local field
transformation in order to eliminate local redundant terms by using the variation of this free part
of the Lagrangian; this makes our Jacobian a well defined object. Indeed the same reasoning that
led to the general expressions (4.6)(4.7) now gives
SJ [φ,Λ] =
∞∑
n=1
(−)n+1
n
gnrΛ4−8m
′
∫
d4p1 . . . d
4p2m′
(2π)4(2m′−1)
δ4
( 2m′∑
i=1
pi
)
V
nr
2m′(p1, . . . , p2m′ ; Λ)φp1 · · · φp2m′ ,
(4.9)
where m′ = (m− 2)n, and
V
nr
2m′(p1, . . . , p2m′ ; Λ) = [
1
2
(2m−1)ar0]
n
∫
d4q
(2π)4Λ4
KΛ(q)KΛ
(
q+
2(m−1)∑
i=1
pi
)
· · ·KΛ
(
q+
2(m′−m+1)∑
i=1
pi
)
.
(4.10)
These new vertices are manifestly finite, since the integral over q converges49, and indeed satisfy
all the conditions necessary for renormalizability. The new vertex at order r is not redundant (it
is proportional to φ2m−2); all the other vertices are higher order in r. It follows that the change in
the Lagrangian brought about by the Jacobian of the field transformation maintains the manifest
renormalizability of the theory, and does not introduce any new redundancies; SJ may be absorbed
into the transformed interaction S′int. Thus, by the equivalence theorem, our field redefinition (4.8)
has removed the redundant term φ2m−1∂2φ at rth order in g without changing the S–matrix.
We now consider a more general type of redundancy. The most general form for a redundant
term with 2m φ fields is b0(g)Λ
−(d+1)∂2φOd[φ], where d is the canonical dimension of the local
operator Od[φ], 2m− 1 plus the number of derivatives in Od[φ]. In order to eliminate such a term
at rth order in g we must make a field redefinition of the form
F [φ(x),Λ] = 12b
r
0g
rΛ−(d+1)KΛ(−∂
2)Od[φ(x)]. (4.11)
This type of field redefinition does not upset the form of the Lagrangian any more than the
transformation (4.8) did. Again, by expressing the Lagrangian in terms of the new field, besides for
removing the redundant term, we only change the Lagrangian at orders greater than r in g, and in
such a way that the renormalizability is still manifest. The field redefinition gives a Jacobian of the
same form as (4.9) except that the expression for V
nr
2m′ now contains polynomials in the momenta
(including q) as well as the factors of KΛ present in (4.10). Since KΛ falls of more quickly for
large momenta than any polynomial, we can see that the integral over q is still convergent. Besides
eliminating the redundant term the field redefinition introduces new rth order terms proportional to
φOd[φ] (from the free Lagrangian) and δOd[φ]/δφ, which, though possibly still redundant, contain
one fewer factors of ∂2 acting on single fields; they have a lower ‘order of redundancy’. We can
therefore absorb these redundant terms into other terms of the same form which already exist,
49 If the regulating factor is set to one, then V
nr
2m′ = [
1
2
(2m− 1)ar0]n(2π)−4Λ−4δ4(0).
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and eliminate them with a further field redefinition. Therefore, by working in steps down from a
given order in redundancy, it is clear that at given order in g we can systematically eliminate the
redundancy from arbitrarily complicated vertices. Since each redefinition satisfies the conditions
for the equivalence theorem, we can remove all the redundant terms with four or more fields and
up to any finite order in derivatives, and at any finite order in g.
Finally, we consider interaction vertices quadratic in φ. All of these vertices, besides for
the piece proportional to φ2, may be written in the form c(g)Λ2p−2φ (∂2)pφ; they are thus all
redundant. The field transformation which eliminates them is linear in φ;
F [φ(x); Λ] = 12c
r
0g
rΛ2−2pKΛ(−∂
2)(∂2)p−1φ(x). (4.12)
This reduces the level of redundancy at order r by two; the Jacobian is a field–independent constant,
and may thus be ignored. As noted in §4.1, the amputated Green’s functions only remain unchanged
on–shell under a linear field redefinition if F vanishes on–shell; (4.12) clearly does not. However,
this is of no consequence for the S–matrix, since the extra factors (here of 1 + 1
2
cr0g
r(m2/Λ2)p−1)
multiplying the on–shell Green’s functions may be absorbed by a finite renormalization of the
wave–function.
Instead of (4.12) we could, as in [35], consider redefinitions of the form
F [φ(x),Λ] = − 1
2
cr0g
rΛ2−2pKΛ(−∂
2)(−∂2 +m2)(∂2)p−2φ(x). (4.13)
This now vanishes on–shell, so the redundant term is eliminated only at the expense of changing
terms with a lower level of redundancy or at higher order in g. Clearly all quadratic redundancies
with p ≥ 2 may be eliminated in this way. This leaves only redundant terms of the form c(g)φ∂2φ.
However it is precisely such terms which, together with the free action, specify the wavefunction
renormalization; they may be readily eliminated by including them in the free action and renor-
malizing the field so that the residue of the pole in the propagator remains unity. As mentioned at
the beginning of this section, the φ(x)∂2φ(x) term in the interaction Lagrangian is a rather special
example of a redundant term.
To summarize, at given order in g, by making repeated field redefinitions and working down-
wards in order of redundancy we can remove all the redundant terms in the Lagrangian, up to any
order in the dimensionality of the operators, without introducing any redundant terms at lower
orders in g and without changing the S–matrix. Therefore, once we have removed all the redundant
terms up to order r in g, we can remove all the redundant terms up to order r + 1 in g. Since the
interaction Lagrangian vanishes at zeroth order in g, by induction we can remove all redundant
terms, to a given dimensionality, from the Lagrangian to any order in g.
We close this section with the observation that, up to any finite order in its Taylor expansion,
the regulating function KΛ(p
2) is itself redundant. To prove this we first use the equivalence
theorem to rewrite the regularized action (1.1) in a new way by making the simple field redefinition
φp → [KΛ(p
2)]1/2φp. It is not difficult to see that this satisfies all the conditions for the equivalence
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theorem.50 Moreover it has the useful property of putting all the dependence on KΛ into the vertex
functions; after the transformation
S[φ; Λ] = 1
2
(
φ,P−1∞ φ
)
+ Sint[K
1/2
Λ φ; Λ]. (4.14)
This representation of the action is peculiar in the sense that in it the flow equation (1.11) be-
comes trivial; ∂Sint
∂Λ
= 0. It is thus useless for proving renormalizability but, as we will see in
§5.3, very convenient for proving the unitarity of the effective theory. The effective theory will
then be simultaneously renormalizable and unitary because the equivalence theorem tells us that
both representations (1.1) and (4.14) yield the same S–matrix. Indeed the representation (4.14)
should perhaps be christened the ‘unitary representation’, in close analogy with the ‘unitary gauge’
discussed in [8,10].
Another useful consequence of this form of the action is that we can use it to loosen the
condition on the rate of growth of the bare vertex functions given in §3.1; all Feynman diagrams
will be finite provided only that
∏2m
i=1[KΛ(pi)]
1/2V r2m(p1, . . . , p2m; Λ) falls faster than any power of
p2i as p
2
i → ∞, which means when combined with its regularity that this quantity must have an
essential singularity at the point at infinity, and then be uniformly bounded.
Now consider a new regulating function K˜Λ(p) = TΛ(p)KΛ(p). In perturbation theory we may
approximate TΛ(p) by its Taylor expansion; then Sint[K˜
1/2
Λ φ; Λ] differs from Sint[K
1/2
Λ φ; Λ] only
in redundant terms which may all be removed by field redefinitions as shown above.51 Thus the
only truly essential feature of the regulating function is the order of the essential singularity at the
point at infinity, and of course this is entirely unobservable. Since different regulating functions
correspond to different ‘renormalization schemes’, this amounts to a proof that S–matrix elements
are ‘scheme independent’.
5. Consistency.
In the conventional theory of §2 the only non–zero bare interaction vertex was the marginal
φ4 vertex. However, it is possible, as we showed in §3, to set up many different quasi–local bare
interaction Lagrangians which contain irrelevant vertices satisfying the finiteness, analyticity and
naturalness conditions stated at the start of §3.1, and still obtain a renormalizable theory. In §4.3
above we found that many of these new vertices are redundant, since they may be eliminated by field
redefinitions which leave S–matrix elements unchanged. However there are still an infinite set of
vertices which are not redundant, and, as we showed in §3.2, these may be used to systematically
improve the accuracy of the theory. In this section we consider the unitarity, analyticity, and
50 Indeed it was in order to ensure that this redefinition is invertible that we chose to make 1/K(z)
regular.
51 The Jacobians of such redefinitions are still well defined, even though there is now no factor of K−1
Λ
in
the inverse propagator, because we need an extra factor of K
1/2
Λ
(p) in the field transformation since there
is now a factor of this type in the redundant vertex.
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causality of perturbative S–matrix elements in such theories. Since we assume that our bare
vertices are analytic in the momentum invariants, it may seem from the arguments in §2.4 that
this is relatively straightforward. Before we can do this however, we must first ask whether the
S–matrix actually exists.
The bare classical action for our theory, (1.1), is intrinsically quasi–local on the naturalness
scale Λ0, and in particular must involve terms where more than one time derivative acts on a
particular field, even after integrations by parts and the elimination of redundant terms. It is well–
known [4,11] that such actions in general have unstable solutions to their equations of motion. Such
solutions may be interpreted as tachyons, or complex poles, or poles with negative residue, but
as emphasized in ref.[12] this only serves to obscure the underlying problem. When the number
of time derivatives becomes infinite the initial value problem can break down altogether, since
an arbitrarily large amount of initial data is then required to determine the subsequent solution.
Thus, for an arbitrarily selected classical action containing our nonlocal propagator the ‘in’ and
‘out’ states necessary for the construction of the S–matrix may no longer exist.
Of course one may still construct a well–behaved perturbation series about some perturbatively
stable solution of the field equations, and attempt thereby to formally construct a perturbative
S–matrix. Indeed the classical equations of motion for the free theory in the two representations
(1.1) and (4.14) are simply
(p2 +m2)[KΛ(p
2)]−1φΛ(p) = 0, (p
2 +m2)φ(p) = 0.
The second of these equations is of course the usual Klein–Gordon equation, with solutions φ0 = 0
(the vacuum), and φ0 = eip·x, p2 = −m2 (the one–particle states). The first equation has an
equivalent set of solutions φ0Λ since both KΛ(p) and 1/KΛ(p) are regular, so we have a one–to–
one correspondence φ0Λ = KΛφ
0. The free inhomogeneous equations are even simpler, since if
the source is introduced as in (1.7), the condition (1.12) means that any factors of KΛ cancel;
if we choose Q(p) = P−1∞ (p), the inhomogeneous equations of motion for the free theory are just
(p2 +m2)φp = −Jp for all Λ.
This argument cannot be regarded as entirely satisfactory, however, since the ‘free’ external
states should really be determined not perturbatively but by solving the full effective field equations
(which include all interactions of the particle with itself). In any attempt to go beyond perturbation
theory (for example by considering solutions to the full classical equations of motion, or some
approximation to the effective field equations) the unstable solutions will then generally reappear.
The situation is similar to conventional local scalar field theory in six dimensions with only a φ3
interaction (or as was shown in [12], to open string field theory). Ideally we would like to be able
to construct a manifestly stable quasi–local bare classical action which has a unique propagating
solution to its equations of motion. Perturbation theory about this solution should then yield a
theory of a single scalar particle in one–to–one correspondence with the single scalar field.
Fortunately, as we will demonstrate in §5.2 below, there is at least one way in which this can
be achieved. First however we will consider the evolution of solutions to the equations of motion
as dictated by the exact renormalization group equation.
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5.1. The Effective Field Equations.
Here we consider the behaviour of generating functionals for one–particle–irreducible, or
proper, diagrams52 within the context of effective Lagrangian flows. This is a worthwhile ex-
ercise in itself since it shows that, while the proper generating functional Γ[φ,Λ] calculated using
the effective action defined at scale Λ does not evolve with Λ in such a simple way ((1.19)) as the
generating functional for connected Green’s functions W [J,Λ], the solutions to the effective field
equations are preserved as we change Λ.
We define Γ[φ,Λ] by the usual Legendre transformation
Γ[φΛ; Λ] =W [JΛ; Λ]− (JΛ, φΛ),
δW [JΛ; Λ]
δJΛ
= φΛ,
δΓ[φΛ; Λ]
δφΛ
= −JΛ, (5.1)
where φΛ =
〈
φ〉Λ is the expectation value of the field calculated at the scale Λ in the presence of
the source JΛ. We may also define a Λ-independent proper generating functional Γ˜[φ] by Legendre
transformation of W˜ [J ]. Since W˜ [J ] generates amputated connected diagrams, we include a factor
of the bare inverse propagator P−1∞ in the Legendre transform to ensure that Γ˜[φ] still generates
proper diagrams (though these are rather unusual proper diagrams since they may be constructed
from the G˜cn(p1, . . . , pn), and (cf. (1.20)) G˜
c
2(p,−p) is not actually the inverse propagator);
Γ˜[φ] = W˜ [J ]− (J, P−1∞ φ),
δW˜ [J ]
δJ
= P−1∞ φ,
δΓ˜[φ]
δφ
= −P−1∞ J. (5.2)
If we now take JΛ = P
−1
Λ J , we may use (1.19) and (1.18) to relate Γ[φ,Λ] to Γ˜[φ];
Γ˜[φ] = Γ[φΛ; Λ] +
(
J, P−1Λ φΛ − P
−1
∞ φ
)
+ 1
2
(
J, P−1Λ J
)
+ EΓ(Λ), (5.3)
where EΓ(Λ) is just a field and source independent function of Λ. The ‘classical’ fields are related
by
φΛ = KΛφ− J, (5.4)
where we have used the definition (1.2) of the regulating function. Using eqn.(5.4) in (5.3) we then
find
Γ˜[φ] = Γ[KΛφ− J ; Λ]−
1
2
(
J, P−1Λ J
)
+ EΓ(Λ), (5.5)
where J may be related to Γ using the effective field equations
KΛ
δΓ[φΛ; Λ]
δφΛ
=
δΓ˜[φ]
δφ
= −P−1∞ J. (5.6)
The relationship (5.5) between Γ˜[φ] and Γ[φ; Λ] is not particularly useful (at least in comparison to
the relationship (1.19) between the connected Green’s functions), essentially because the classical
fields φ and φΛ are themselves implicit functions of the source J .
52 We refer to these as ‘proper generating functionals’ rather than ‘effective actions’; for us the effective
action is always S[φ,Λ].
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However, we can now see that there is a simple relationship between the solutions to the
effective field equations, (5.6) with J = 0;
δΓ[ϕΛ; Λ]
δϕΛ
=
δΓ˜[ϕ]
δϕ
= 0. (5.7)
Denoting these solutions by ϕ0Λ and ϕ
0 respectively, we see from (5.4) that
ϕ0Λ = KΛϕ
0. (5.8)
Just as in the free classical theory, the regularity of both KΛ(p) and 1/KΛ(p) ensures that we have
a one–to–one correspondence between the solutions of the invariant effective field equation and
those for the effective field equation calculated using the effective action at Λ.53 This means that
the latter are stable to variations in Λ; they evolve in a predictable well–defined way, with no new
solutions being generated by the evolution. On the mass shell KΛ(−m
2) = 1 for all Λ, and the
two solutions are always equal. This shows that the external line wave functions constructed from
the on–shell solution are Λ-independent, and in fact equal to those of the unregulated theory (let
Λ→∞).
At given Λ we may calculate the proper Green’s functions merely by evaluating vacuum
diagrams in the presence of a background field ϕ, i.e we let φ → φ + ϕ. In particular this means
that if we expand Γ[ϕ,Λ] in a loop expansion (which is equivalent to an expansion in powers of h¯
provided that we ignore the implicit h¯-dependence in the parameterization of the effective action),
Γ[ϕ,Λ] = S[ϕ,Λ] + O(h¯). (5.9)
Thus provided the quantum corrections are genuinely ‘small’, the solutions ϕ0Λ to the effective field
equations are also in one–to–one correspondence with the solutions to the classical equations of
motion at the scale Λ;
δS[ϕΛ,Λ]
δϕΛ
= 0, (5.10)
just as is in a conventional quantum field theory. 54
Of course, there may be situations in which, for a particular range of scales (and in particular
at Λ0), the quantum corrections cannot be ignored because they destabilize the vacuum, or lead to
the formation of bound states. When Λ is very small this is not possible, however, since then the
loops are suppressed by the cutoff: when calculating loops all momenta are taken in the Euclidean
region so K0, P0, and thus all the loops, vanish identically. Of course they then remain zero even
53 Also, at the solution we see from (5.5) that Γ˜[ϕ0] = Γ[ϕ0Λ; Λ]; the value of the proper generating
functional at the solution is unchanged by the flow.
54 It has been shown in [42] that when considering a truncated loop expansion of the form (5.9) there
may be spurious solutions to the equations of motion which are not expandable in powers of h¯. However the
specific examples constructed in this paper suggest that, as one might expect, such solutions have nothing
to do with nonperturbative solutions to the full effective field equations, and should thus be ignored.
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when the external lines are continued to the boundary of the physical region, so in the limit Λ→ 0
the proper generating functional55 and the effective action actually coincide; combining with (1.22)
we thus have
lim
Λ→0
[Γ[ϕ,Λ] − 12 (ϕ,P
−1
Λ ϕ)] = Sint[ϕ, 0] = W˜ [ϕ]− EW (0). (5.11)
Now from eqn.(5.11) we can see that in the limit Λ → 0 the solutions of the effective field
equations (5.7) must coincide with those of the classical equations of motion (5.10). If the quantum
corrections are indeed large enough to destabilize the bare classical action or lead to bound states
being formed, there must thus be a critical scale 0 < Λcrit < Λ0 at which the solutions to (5.10)
change discontinuously. In this paper we tacitly assume that no such transition takes place, since
if it did then below Λcrit perturbation theory would have to be reformulated to take account of the
new solutions.
5.2. Classical Stability.
A particular example of a quasi–local bare interaction Lagrangian which satisfies the necessary
conditions for boundedness and convergence, yet has only stable solutions to its equations of motion
may be obtained using the classical part of the exact renormalization group equation (1.11). As
we noted in §1.2 the first term in this equation corresponds to a tree graph, the second to a single
loop (see fig. 2); the second is thus of order h¯ with respect to the first (as may be seen formally by
the simple substitution PΛ → h¯PΛ, Sint → h¯
−1Sint), and should thus be dropped in the classical
limit h¯→ 0 to give
∂Sclint
∂Λ
=
1
2
∫
d4p
(2π)4
∂PΛ
∂Λ
δSclint
δφp
δSclint
δφ−p
. (5.12)
We use this equation to evolve a primordial classical action
S∞[φ] = 12
(
φ,P−1∞ φ
)
+ S∞int[φ], (5.13)
from infinity down to Λ0 to give a bare regularized action S[φ; Λ0] of the required form (1.1) with
Sint[φ,Λ0] = S
cl
int[φ,Λ0]. Were we to use the full quantum renormalization group equation (1.11)
the loop integrals would diverge and S[φ; Λ0 ] would be infinite, but using the classical evolution
equation (5.12) means that these loops do not form, and S[φ; Λ0] is well-defined. In fact, using the
classical limit of the formal solution (1.14) we see that we have a simple algorithm for constructing
S[φ; Λ0] from an unregularized but stable primordial action: we simply construct all tree diagrams
using the vertices from the primordial action and the ‘propagator’
(P∞ − PΛ0) = P∞(1−KΛ0) ≡ LΛ0 . (5.14)
From the properties of K(x) defined in (1.3), we see that LΛ(p) = Λ
−2L
(
(p2 +m2)/Λ2
)
, where
L(x) = (1−K(x))/x. L(x) is thus a function with the same convergence properties as K(x), while
55 By which we mean Γ; the relationship between Γ˜ and Γ is rather delicate in this limit, due to the
singular nature (2.49) of the regulating function away from the Euclidean region. In practice we only use
Γ˜ to establish the simple evolution (5.8) of φ
0
Λ
.
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its analytic continuation L(z) is regular, with an essential singularity at the point at infinity of the
same order as that of K(z).
We now consider a primordial action S∞[φ] which is Lorentz and Z2 invariant, either local
or quasi–local (which means that the interaction vertices are regular), and which has vertices
natural with respect to the scale Λ0, satisfying the bounding requirements (3.2), and the technical
ordering requirement. Then it is not difficult to see that the regularized action S[φ,Λ0] will also
be quasi–local (because L(z) is regular), natural, bounded and ordered. Moreover, the solutions
to the classical equations of motion of the quasi–local bare action S[φ; Λ0] are in one–to–one
correspondence with those of the primordial action S∞[φ], so in particular if the latter is stable,
so is the former.
It is easy to prove this latter result by exploiting the similar result obtained in the previous
section for the solutions to the effective field equations (5.7). Taking the classical limit of the
loop expansion (5.9), to correspond to the classical limit (5.12) of the exact renormalization group
equation, and noting that S∞[φ] is independent of Λ, (5.7) becomes
δS∞[φ]
δφ
=
δScl[KΛφ; Λ]
δφΛ
=
δS[KΛ0φ; Λ0]
δφΛ0
= 0. (5.15)
The solutions φ0, φ0Λ and φ
0
Λ0
to the classical equations of motion of the primordial, running
classical, and bare actions respectively are thus related by (cf (5.8))
φ0 = K−1Λ φ
0
Λ = K
−1
Λ0
φ0Λ0 , (5.16)
which establishes the correspondence. The theories obtained by classical evolution of a stable pri-
mordial action will therefore be free from the nonperturbative problems due to unstable solutions;
the field equations for the quasi–local action S[φ; Λ0] have no such solutions.
Another method for obtaining a regularized, quasi–local classical action from the conventional
local classical action (for which the interaction Lagrangian contains only a single operator, φ4),
while maintaining the solutions to the classical equations of motion in one–to–one correspondence
with the solutions for the local action, was developed recently by Woodard and Kleppe [14]. Their
‘nonlocal regularization’ is constructed by introducing an auxiliary field with ‘propagator’ (5.14);
the trees described in the algorithm following (5.13) are then formed when the auxiliary field is
eliminated using its equation of motion. Our procedure is thus exactly equivalent to theirs if we
restrict the primordial classical action (5.13) to be local (this is proven formally in appendix C).
However we can now see how to construct a much wider class of stable quasi–local regularized
actions by considering more general primordial actions than just the conventional local one; we
can choose any action containing an arbitrary number of irrelevant terms satisfying the conditions
outlined above, which contains no terms with more than one derivative acting on each field, and
which has only stable solutions to its equations of motion. In practice this is best achieved by
constructing a quasi–local Hamiltonian H[φ, πµ] which is Lorentz and Z2 invariant (which means it
actually depends on φ2 and πµπµ), regular in both φ and πµ, bounded below with a single minimum
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when πµ = 0 (which we take to be at φ = 0, so that the Z2 symmetry is unbroken); the Hilbert
space may then be constructed in the usual way, while the primordial Lagrangian is obtained by
Legendre transformation. Quasi–local primordial Lagrangians obtained in this way will in general
contain all operators constructed from φ2 and (∂µφ)
2, with the couplings unconstrained beyond
the basic stability requirement.
Now the evolution procedure which generates the regularized classical action does not intro-
duce any new parameters; it simply creates new interactions at higher orders in g with coupling
constants expressed in terms of the original coupling constants of the primordial action. Thus
the resulting regularized action has only the same number of independent parameters as the pri-
mordial action.56 So to a given order in the canonical dimension of the operators, the number
of independent couplings is identical to the number we could have in a consistent classical field
theory. Indeed, if we were to work entirely at tree level, suppressing all quantum corrections so
that Sint[φ,Λ] = S
cl
int[φ,Λ] for Λ < Λ0, then since the exact renormalization group equation (5.12)
guarantees that the connected amputated Green’s functions are Λ-independent (except for the
trivial correction (1.20) to the two point function which in any case vanishes on shell), the tree
level S–matrix elements calculated using the running classical action for any Λ must be identical
to those calculated directly from the primordial action S∞[φ].
Despite its generality this construction is still unnecessarily restrictive; although some op-
erators with more than one derivative on each field (we call these ‘higher–derivative’ operators)
are generated by the classical evolution, their couplings must at present be specified entirely in
terms of those of the operators appearing in the primordial action, while others are simply not
generated at all. For example while at dimension six there are no higher–derivative non–redundant
operators, at dimension eight there is one, φ2(∂µ∂νφ)
2, while at dimension ten there are three,
{φ4(∂µ∂νφ)
2, (∂µφ)
2(∂α∂βφ)
2, φ2(∂α∂β∂γφ)
2}. It is not difficult to see, by constructing trees, that
the construction as described above generates none of these operators except for φ4(∂µ∂νφ)
2, es-
sentially because each vertex involves an even number of lines.
This rather undesirable restriction may be lifted by quantizing the theory adiabatically over a
range of scales of order Λ0, rather than suddenly at Λ0. This may be formulated rather naturally
in terms of the generalized evolution equation
∂Sint
∂Λ
=
1
2
∫
d4p
(2π)4
∂PΛ
∂Λ
[
δSint
δφp
δSint
δφ−p
− h(Λ/Λ0)
δ2Sint
δφpδφ−p
]
. (5.17)
The discussion above may then be summarized by saying that we evolve according to (5.17),57 with
the boundary condition Sint[φ,Λ] ∼
Λ→∞
S∞[φ] and with the dimensionless function h(x) = Θ(−x).
56 Discounting parameters in the regulating function since to any finite order in its Taylor expansion
these are redundant.
57 Strictly speaking we can then only use the effective action with Λ ≤ Λ0 to calculate Green’s functions.
Of course we can still take the regularization scale higher than Λ0 by evolving the action defined at Λ0
upwards using the full evolution equation with h = 1; such an action would not in practice be very useful
however, since when calculating Green’s functions there would be large cancellations between contributions
from unnaturally large vertices.
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More generally however we may take
h(x) =
{
1, if x < 1;
0, if x > 1 + α;
(5.18)
while for x ∈ [1, 1+α], h(x) interpolates smoothly between 1 and 0. The parameter α may be any
positive real number of order one. As long as α is not too large the quantum corrections generated
during the evolution from (1+α)Λ0 down to Λ0 will not corrupt the naturalness of the bare action
S[φ,Λ0], nor upset its stability. They will however make contributions to all possible terms in
the action (subject of course to the global symmetries, which are still preserved by (5.17)), and
in particular generate the terms which were not generated by the classical evolution alone. The
couplings in S[φ,Λ0] will now depend not only on those in the primordial action S
∞[φ] but also
(in a rather complicated way) on the particular choice of function h(x), and it is not difficult to
see that by varying h(x) we can loosen the tight constraints inherent in Scl[φ,Λ0].
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can still by no means be chosen entirely arbitrarily however; just as the coupling in conventional
φ4 theory must be positive, here we are restricted to a highly non–trivial subspace of the (infinite
dimensional) space of couplings.
Note that we have not been able to show that the stable effective field theories constructed
by evolution from stable primordial actions are actually complete, in the sense that all stable
regularized bare actions can be constructed in this way. To do this it would be necessary to show
that there always exists some choice of h(x) such that when the stable action S[φ,Λ0] is evolved
up to infinity using (5.17), all terms with more than two derivatives acting on a single field will
disappear. What we have instead is an existence proof for a rather large subset of the total set
of possible stable regularized actions. In §5.4 below we will show that equivalence classes of these
actions are perturbatively in one–to–one correspondence with all possible S–matrices consistent
with the basic postulates of S–matrix theory.
We conclude this section by summarizing the sequence of formal steps (shown schematically
in fig. 4) by which we can construct a stable effective quantum field theory:
1. We construct a stable Hamiltonian, and thus a stable quasi–local primordial action (5.13),
which will in general be an infinite sum of terms each of which is an invariant product of
fields and their first derivatives. The irrelevant coupling constants are chosen to be natural
with respect to the cut-off scale Λ0, while the relevant coupling constants (which may include
couplings which while canonically irrelevant are still physically relevant, as explained in §3.2)
are left undetermined; they will eventually become determined by the physical renormalization
conditions.
2. We use the flow equation (5.17) to run down from infinity to (1 + α)Λ0; this gives us a
stable regularized quasi–local classical action S[φ, (1 + α)Λ0]. In practice this is best done
58 Although all the new couplings of the higher derivative operators will necessarily have expansions
beginning at first order in h¯ and order m or more in g; the couplings generated by the classical evolution
begin at order m− 1.
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perturbatively for a truncated subset of interactions; the coupling constants are written as
natural power series in g, beginning at orderm−1 for a vertex with 2m legs, and the evolution
performed consistently to a given order.
3. We prepare this regularized classical action for quantum evolution below (1 + α)Λ0, in per-
turbation theory about the stable solution φ0 of the classical field equation. In general this
will mean that we truncate the action by removing the entire infinite series of irrelevant in-
teractions beyond a given order in g. This truncation will only change perturbative Green’s
functions by an amount suppressed by powers of ΛD−2R /Λ
D−2
0 (lemma 4). It may give rise
to extra unphysical (and in general unstable) solutions to the equations of motion; but in
perturbation theory these spurious solutions may be consistently ignored.
4. We use the flow equation (5.17) to evolve perturbatively from (1 + α)Λ0 down to Λ0. For
each choice of h(x) this gives us a regularized quasi–local classical action of the general form
(1.1) which is stable apart from the spurious solutions introduced by the truncation described
above.
5. We remove all redundant operators to some finite order in irrelevancy by means of field re-
definitions, as described in §4.3. This will change the off–shell Green’s functions but not the
S–matrix; it may introduce further spurious instabilities. The theory is now totally defined in
perturbation theory except for the relevant coupling constants.
6. We use the full exact renormalization group equation (1.11) to run down to Λ = 0. If the
quantum corrections become large enough to destabilize the classical action at some Λcrit, the
theory must be reformulated; we will assume here that the couplings are chosen such that this
does not happen.
7. At Λ = 0 the vertices of the effective action are equal to the amputated connected Euclidean
Green’s functions (1.16). The physically relevant renormalization conditions may thus be
rewritten as renormalization conditions on these Green’s functions. To construct S–matrix
elements we must analytically continue the Euclidean Green’s functions to the physical region,
and add external wavefunctions (given by the solution ϕ0 of the effective field equations
which corresponds to the original solution φ0 of the classical field equations about which we
perturbed). The physically relevant renormalization conditions may be rewritten as conditions
on the on–shell Green’s functions, or S–matrix elements.
Of course in a practical calculation one does not have to perform all of these steps in the above
sequence. In particular perturbative calculations may be performed in just the same way as in a
conventional theory; indeed in [43] it has been demonstrated by explicit computation to two loops
in φ4-theory that it is hardly (if at all) more difficult to calculate with the quasi–local effective
theory than with a local theory with some analytic regulator (a direct comparison being made with
dimensional regularization). The additional terms introduced by the classical evolution from the
primordial to the regularized action (or in [43] by the auxiliary field) are taken into account simply
by including extra graphs with lines which never form closed loops, and correspond to ‘propagators’
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LΛ0 . Furthermore, if we assume that KΛ0 has an essential singularities of order one, so that it
takes the simple exponential form (1.5), we may use the proper–time representations
PΛ0 =
∫ ∞
1
dτ
Λ20
exp
[
−τ(p2 +m2)
Λ20
]
,
LΛ0 =
∫ 1
0
dτ
Λ20
exp
[
−τ(p2 +m2)
Λ20
]
;
(5.19)
both propagators have the same exponential form, but are integrated over different proper–time
regions. Performing the integrals over internal momenta (which are now all Gaussian), the graph
then reduces to a series of proper–time integrations over some complicated region; if these integra-
tions had been regulated analytically (for example using dimensional regularization), then in the
limit Λ0 → ∞ they would be precisely those which are obtained in the conventional treatment.
Of course, in an effective theory we prefer to keep Λ0 fixed, and evaluate the integrals to a given
order in Λ2R/Λ
2
0, where ΛR is of the same order as the external momentum invariants.
5.3. Unitarity, Causality and Triviality.
Constructing our theory using the steps outlined above, we guarantee that the quasi–local
regularized action at Λ0 has a unique stable minimum (in practice this minimum being at φ = 0
for the unbroken theory) about which we can consider small stable fluctuations; the path integrals
(1.6) and (1.7) are then well defined, at least perturbatively, and the perturbative Euclidean
Green’s functions, and thus by analytic continuation (as discussed in §2.4 above) the on–shell
Green’s functions and S–matrix elements, will exist for scattering processes with in–coming states
of arbitrary energies E. We can then see from the results in §2 and §3 that the perturbative S–
matrix will be bounded (and thus finite, even in the limit Λ0/E →∞), convergent (the dependence
on Λ0 being suppressed for E ≪ Λ0 by some power of E
2/Λ20, the power being given by lemma 4)
and universal (the dependence on the irrelevant couplings being suppressed in the same way).
The Landau and Cutkovsky rules, and thus perturbative unitarity and causality of S–matrix
elements, follow for the effective theory in just the same way as for the regularized conventional
theory discussed in §2.4, basically because the vertex functions are regular at all scales Λ >
0, and thus introduce no new singularities over and above those due to the simple pole in the
bare propagator. A perhaps more intuitive proof of the Cutkovsky rule than that presented in
ref.[28] may be constructed using the ‘unitary’ representation (4.14) of the regularized action in
which the regulating factors are associated with the vertices rather than the propagators. The
latter thus retain their unregulated form P∞(p), and may be separated into positive and negative
energy pieces in the usual way. Replacing the cut propagators by their on–shell imaginary parts
2πiΘ(p0)δ(p
2+m2), the delta–functions kill the regulating factors on the adjoining vertices, but this
does not result in new divergences because the cut loops are always finite (each loop contains two
delta functions, one of which takes care of the integral over p0, while the other restricts the length
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of ~p; the remaining integrals are then all angular and thus finite).59 Since the vertex functions
are regular, they remain real when some of their arguments are analytically continued from the
Euclidean region to the boundary of the physical region; the proof of the cutting formula can then
go through using the same arguments as those in [13,8]. (If a position space proof is desired the
vertices may be Fourier transformed keeping the all momenta Euclidean; since the order of the
regulating function is at least one and Λ is positive the Euclidean momentum integrals will remain
convergent when x4 → ix0, and the position–space vertices will be manifestly real.)
We thus have a Lorentz invariant analytic S–matrix which is perturbatively unitary and causal
for all processes, even those with energy E above Λ0, essentially because our regulating function
has no singularities except at the point at infinity. This is in stark contrast to theories with,
for example, higher derivative or Pauli–Villars regulators, for which the S–matrix only exists in
perturbation theory, and then unitarity and causality are manifestly violated, not only at the
regulator scale, but also at scales E ≪ Λ0, albeit by amounts suppressed by powers of E/Λ0. Such
theories make sense physically only in the limit Λ0/E →∞, and this limit is itself rather delicate
because strictly speaking the S–matrix only exists in the limit. By contrast in the stable effective
theory as constructed in the previous section we can keep Λ0 finite, and consider what happens as
the energy E of the process approaches and then exceeds the naturalness scale Λ0.
As we increase E/m we must, as explained in §3.2, increase systematically the number of
couplings we regard as physically relevant in order to maintain the precision of the theory, but
in most other respects we calculate just as we would for the conventional theory in which only
the canonically relevant operators are regarded as physically relevant. The new couplings must
be such that their bare values are natural at the scale Λ0, and furthermore such that there must
exist natural irrelevant couplings such that the theory remains stable; as we saw in the previous
section this latter restriction will not be very difficult to satisfy (indeed the positivity of the bare
coupling λ0 of the conventional theory may now be relaxed a little, depending on the couplings of
the φ2n terms, n ≥ 3). A modified form of Weinberg’s theorem will be obeyed up to the naturalness
scale (as proven in [23]). However, violations may begin to appear when we exceed the scale Λ0.
The ‘tree unitarity bounds’ on tree–level S–matrix elements [44] will also be violated, though by
only small amounts at low scales, in accordance with the systematic increase in the number of
physically relevant couplings. However bounds which can be derived directly from the analyticity
and unitarity of the S–matrix, such as the Froissart bound on the total cross-section, or the partial–
wave unitarity bounds, will always be satisfied, no matter how high the energy, provided we work
to sufficiently high order in perturbation theory.60 Ad hoc unitarization procedures are thus no
more necessary in effective theories than they are in conventional local field theory.
59 The same is not true if only single propagators are cut, as, for example, in the Feynman tree theorem;
the phase space integrals over ~p will then need regularizing, and there will be extra contributions from the
circle at infinity.
60 At tree level, all nontrivial partial wave unitarity bounds are necessarily violated, while to a given
finite order in perturbation theory we must be prepared for small violations of the order of the next order
contribution.
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When we reach Λ0, the number of physically relevant couplings will become infinite; the theory
then depends in general on the complete vertex functions.61 This is not to say that the theory is
entirely lacking in predictivity however; it is actually equivalent (as we show in the next section) to
S–matrix theory. Of course, it would be desirable to find extra conditions (for example symmetries,
or underlying more ‘fundamental’ structures) on the vertex functions to increase the predictivity
of the theory, but there is no a priori guarantee that such conditions actually exist.
As we take E/Λ0 → ∞ the behaviour of the theory will depend on the form of the vertex
functions in the deep Euclidean region. The form of vertices required for finiteness, as described
in §4.3, does not restrict the growth of the vertex functions with E, since they may have essential
singularities at the point at infinity at arbitrarily high order provided the root of the regulating
function has a singularity of higher order. If the vertex functions rise (exponentially), perturbation
theory will eventually break down, (signaled perhaps by a severe violation of the Froissart bound
or some partial wave unitarity bound), and the theory will at best require reformulating; at worst
it may be inconsistent. However if they fall (again exponentially), the theory is asymptotically free
in a rather general sense; it may then be perturbative over all energy scales, and considered as a
(very unattractive) candidate for a ‘fundamental’ theory. The marginal case seems less interesting,
as it can presumably only be achieved by a lot of fine tuning.
It should be clear from the above discussion that in the effective theory the ‘triviality’ of
the conventional theory [25] is no longer so significant, simply because the regularization scale Λ0
remains finite. The running four–point coupling still grows logarithmically at small scales; to one
loop
λ(Λ) = λR
/(
1− 3λR16pi2 ln(Λ/ΛR)
)
(5.20)
for Λ ≪ Λ0, since there the running is determined almost entirely determined by the canonically
relevant couplings, and is thus given by the usual Gell-Mann–Low equation. However, when Λ
becomes a significant fraction of Λ0 the running of the couping will depend more and more on
canonically irrelevant couplings, but since the vertex functions at Λ0 are by construction regular
there is no Landau pole; the only singularity is the essential one at infinity. Above Λ0 the four–point
coupling will in general rise or fall exponentially depending on the form of its essential singularity.
If it falls, it will exhibit a maximum value at around Λ0. Furthermore there is no reason why this
maximum value should not be sufficiently small for perturbation theory to be valid at all scales;
insisting on this puts an upper limit on the renormalized coupling, which we may (very) loosely
estimate from the one–loop expression (5.20) as [1+ 316pi2 ln(Λ0/ΛR)]
−1. Nonperturbative studies of
triviality bounds for lattice regulated scalar theory suggest that such a bound may actually remain
even if λ(Λ0) is allowed to become arbitrarily large, although it is difficult to see how such a result
could be proven in the present context. In any case the bound is of no physical interest, since it is
only when Λ0/ΛR >∼ 10
23 that it acquires real significance. What we can show however is that in
61 Although the vertex functions at Λ0 are regular, and thus have convergent Taylor series, there is no
reason to believe that these Taylor series converge particularly rapidly.
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the limit Λ0/ΛR →∞ (which is now well defined) the presence of the irrelevant operators cannot
cure the triviality (at least in perturbation theory). Consider the growth of the coupling from ΛR
up to an intermediate scale ΛH , which is a finite multiple of ΛR; then using the universality proved
in §3.1 extended to this higher scale |λ
(
ΛH
)
− λ
(
ΛH
)
| ≤ O
(
ΛH/Λ0
)
. For a scalar field theory, the
only alternative to the effective theory is a free one.
All the discussion in this section (and indeed so far in this paper) was based on the phe-
nomenologically neutral assumption that we have only a single particle pole, with vertex functions
which are regular. Of course it is quite possible that in the real world this assumption may have
broken down by the time we reach Λ0, and new analytic structures, and in particular new poles
describing new particles may be discovered. These may then be incorporated into a new more
‘fundamental’ effective theory, the vertices of the old effective theory (still valid for scales below
Λ0 if the new singularities decouple) being now largely calculable by matching to the new theory
at a matching scale of order Λ0. This situation is clearly a rather common one, and in a future
article [45] we will discuss in some detail the simple paradigm of two scalar particles, one light and
the other heavy.
5.4. Weinberg’s Conjecture.
The effective field theories we have constructed are extremely general, and it is tempting to
suppose that they are the most general theories possible consistent with all the various constraints
we have imposed: analyticity in the space of fields, and a small coupling constant, so that we may
construct Fock spaces of ‘in’ and ‘out’ states; stability and boundedness, so that the S–matrix
actually exists; analyticity in momentum space, so that the S–matrix is unitary and causal; and
then the symmetry constraints, in this case Lorentz invariance and the Z2 internal symmetry.
Indeed it was conjectured by Weinberg some years ago [9] that there is in fact an equivalence
between such theories and all possible S-matrices consistent with the basic postulates of S–matrix
theory[46]; cluster decomposition, unitarity, analyticity62, and the assumed symmetries. We now
have the machinery to explore this conjecture in some detail.
It is clear that for every effective field theory we have constructed there exists a unique S–
matrix satisfying the above properties; indeed proving that this was the case was the sole purpose
of much of the above discussion. Thus, what remains to be shown is that, given a suitable S–matrix
we can reconstruct a unique effective field theory (or well–defined class of equivalent theories) which
yields this S–matrix when evaluated to all orders in perturbation theory. Effective field theory and
S–matrix theory would then be equivalent.
By the cluster decomposition postulate the S–matrix is equivalent to the full set of on–shell
amputated connected Green’s functions on the boundary of the physical region. The Z2 symmetry
means that only Green’s functions with an even number of external legs are nonvanishing, while
Lorentz invariance means that each Green’s function depends only on the momentum invariants
62 Or more precisely that the transition amplitudes are the real–boundary values of analytic functions;
this is sufficient for causality, but it is not known whether it is strictly necessary.
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{zij , i 6= j} in the physical region. The unitarity and analyticity postulates together with Lorentz
invariance guarantee the Landau and Cutkovsky rules for the position of the singularities and the
discontinuities across the cuts, given that we assume we have only a single scalar particle of mass
m. Furthermore, analyticity allows us to analytically continue the amputated connected Green’s
functions to unphysical regions in the variables {zij , i 6= j}, and in particular to the Euclidean
region. Since this analytic continuation is unique, the S–matrix is equivalent to the full set of
amputated connected on–shell Green’s functions {G˜c2n(p1, . . . , p2n); p
2
i = −m
2, n = 2, 3, . . .}. We
may also extend these Green’s functions to off–shell momenta, but this extension will not be unique
since we only know them at the isolated points p2i = −m
2. The S–matrix is thus equivalent to the
full set of connected amputated Euclidean Green’s functions {G˜c2n(p1, . . . , p2n); p
2
i > 0, n = 2, 3, . . .}
or in other words to the generating functional W˜ [J ], only if we identify Green’s functions which
are equal when we set p2i = −m
2. This is simply the off–shell redundancy discussed in §4.2 above.
We next rewrite the non–local generating functional W˜ [J ] in the form (1.21), with Λ infinites-
imal and Sint[φ, 0
+] quasi–local. This is possible because of the essential singularity (2.49) in the
regulating function KΛ(p) at Λ = 0. As all loop momenta are suppressed, G˜
c
2m and V
r
2m(0) are
both analytic functions in the Euclidean region and share the same singularities and discontinuities
on the boundary of the physical region; in fact from (1.22) G˜c2m = δ
4
(∑2m
i=1 pi
)∑
r g
rV r2m(0). In
the Euclidean region V r2m(0) differs only infinitesimally from V
r
2m(0
+) since here the propagator
P0(p) is free from singularities. However V
r
2m(0) and V
r
2m(0
+) will differ on the boundary of the
physical region; V r2m(0
+) will be analytic (and thus regular) since, as explained following (2.49),
the singularities and discontinuities of V r2m(0) arise precisely from those diagrams in which an
appropriate subset of internal lines have gone on shell, and are thus no longer suppressed. Indeed
it was precisely by examining the singularity structure of individual Feynman diagrams that the
analytic structure of S–matrix elements was unraveled[5,6,46]. The construction of the regular
vertices V r2m(0
+) is unique, since they may be obtained by the analytic continuation of V r2m(0)
away from the Euclidean region in which, in the limit Λ→ 0, they coincide.
Having obtained the stable63 quasi–local effective action Sint[φ, 0
+], we may evolve it upwards
using the exact renormalization group equation (1.11). To do this we must choose a particular
regulating functionK; if we choose one satisfying the properties following (1.3) the evolution is well
defined and preserves the regularity of Sint[φ,Λ]. We stop the evolution as soon as the some of the
dimensionless vertices become unnaturally large64 for Euclidean momenta of order Λ, violating the
bound of lemma 1, or if the action Sint[φ,Λ] begins to develop unstable solutions as the quantum
corrections are removed.65 This gives us a naturalness scale Λ0; by lemma 2 Λ0 >∼ ΛR ∼ m. The
63 If it were not stable, the S–matrix would not exist. A ‘perturbative S–matrix’ has no meaning within
S–matrix theory.
64 Or more properly when there exists no field reparameterization such that none of the vertices are
unnaturally large; if we consider only one particular parameterization Λ0 may be underestimated.
65 We discount the possibility that the action may destabilize only momentarily, stabilizing again at
higher scales; unstable classical actions which are stabilized by quantum corrections are of course possible,
but only non–perturbatively.
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renormalization group thus defines a set of one–to–one mappings labeled by K from the amputated
connected Green’s functions to the bare action S[φ,Λ0].
Furthermore, as we explained in §4.2 and §4.3, the redundancy in the bare interaction
Sint[φ,Λ0] is in one–to–one correspondence with that in the connected amputated Green’s func-
tions. Thus if we construct equivalence classes out of all those bare actions S[φ,Λ0] which differ
only in the form of their regulating functions K and in their redundant interactions (so in other
words we consider two actions equivalent if they are equal, up to integrations by parts, when we put
them on–shell by setting p2 = −m2), we have a one–to–one correspondence between each class of
stable equivalent effective field theories and the S–matrix from which they have been reconstructed.
This establishes Weinberg’s equivalence theorem, at least to all orders in perturbation theory, for
the simple case of a single scalar particle with a Z2 global symmetry.
Of course the equivalent effective field theories will not all be renormalizable; indeed since
the S–matrix elements are dimensionless functions of pi · pj/m
2, most of the equivalent effective
field theories will have Λ0 ∼ m, and thus be ‘nonrenormalizable’ (albeit perfectly consistent with
fundamental principles) in the sense explained in §3.3. Only a very small subset of theories will
have their S–matrix elements tuned in such a way that Λ0 ≫ m. These ‘renormalizable’ effective
theories are very special in the sense that they are both convergent and universal, as proven in
§2.3 and §3.1 above; S–matrix elements for processes involving energies E <∼ m≪ Λ0 may then be
expressed to a high level of accuracy in terms of a finite number of physically relevant couplings.
This is the (only) reason for the general prevalence of such theories; the scale of the next theory,
which is after all what determines Λ0, is often much larger than the masses of the particles in
the current theory, which thus appears ‘renormalizable’. The relative rarity in nature of theories
involving scalar particles is then simply a reflection of the unnaturalness and fine tuning problems of
light scalars[24,10]. If we were to insist (perhaps unreasonably) on being able to calculate S–matrix
elements precisely, or at arbitrarily high energies, in terms of only a finite number of parameters,
then in this instance at least the theory is essentially unique; it consists of a free massive scalar,
with all connected scattering amplitudes identically zero.
We conclude this section with a brief discussion of the possible ways in which Weinberg’s con-
jecture may fail. Clearly a given effective field theory contains a lot of information which becomes
redundant when S–matrix elements are computed. To give this redundant information physical
meaning would require a theory of off–shell particles, since as explained in §4.2 the redundancy
in the bare action is equivalent to that in the off–shell Green’s functions. There is, so far as we
know, no experimental evidence that such a theory is needed. Moreover there are many concep-
tual problems to be overcome before it could be constructed. First, and perhaps foremost, the
Hilbert space for such a theory would no longer consist of a Fock space of free n-particle states of
definite energy and momentum, since these are by construction on–shell. Instead we would have
to somehow include nonasymptotic mutually interacting off–shell particle states, which approach
the on–shell states asymptotically when the interactions are turned off, but cannot be written as
linear superpositions of them. In other words we would have to drop our implicit assumption
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that the Fock space is asymptotically complete. We know of no consistent way in which this can
be done; on the contrary it was shown long ago [29,30] that in a relativistic quantum theory the
only experimental observables are the momenta and internal quantum numbers of free particles.
It seems to us that this consideration alone is enough to justify Heisenberg’s proposition [47] that
only the S–matrix has an observable physical meaning.
If we suspend our disbelief for a moment, however, a Pandora’s box is opened. The parameter-
ization of the theory, and indeed in some sense the fields themselves, assumes a physical significance
since the equivalence theorem proven in §4.1 is no longer valid; field redefinitions change the off–
shell ‘physics’. Indeed the regulating function itself now assumes physical significance, and only the
rather special actions of the form (4.14) permit free particles which propagate in the usual way. If
the action is of the form (1.1) the existence of propagating particles depends critically on the order
σ of the essential singularity of the regulating function[4]. If σ is odd, free particles which are off–
shell in a timelike direction no longer propagate but have wave–functions which grow exponentially,
so it is at best necessary to restrict the Hilbert space to states with spacelike off–shellness[4]. When
σ is even, off–shell propagation is stable, and the on–shell states are approached asymptotically.
However all off–shell propagation is acausal, albeit only at greater than zeroth order in h¯ and by
amounts suppressed by exp−(l2Λ20)
σ, where l2 is the distance from the light–cone. For the action
(4.14) the acausality shows up not in the propagator, but in the off–shell Green’s functions, as can
be shown in some detail by writing the results of [14] in position, rather than momentum, space. It
is also possible to extend the results in [14] to our much more general form of effective action, and
it seems as though it is impossible to eliminate completely the acausal behaviour using any action
generated by the prescription in §5.2 (although the amount of acausality may be very significantly
reduced by increasing σ). Indeed it seems that off–shell acausality is a necessary feature of any
theory which is not strictly local (as is discussed in [12] in the context of string field theory); the
only way to eliminate it completely is to take Λ0 to infinity, resulting in conventional local quantum
field theory with its axiomatic micro–causality.
To us, none of this is particularly relevant; since only on–shell asymptotic free particle states
are directly observable, the notional acausality associated with off–shell scattering amplitudes has
no meaningful physical interpretation.66 Rather by relinquishing micro–causality as a fundamental
assumption67 we have been able to construct a wider class of quantum field theories which are
causal macroscopically, and indeed interpolate continuously between conventional local quantum
field theory and S–matrix theory.
66 As stated by Dirac[30]; “Causality applies only to a system which is left undisturbed. If a system is
small, we cannot observe it without producing a serious disturbance and hence we cannot expect to find any
causal connection between the results of our observations.”
67 A possibility noted at the close of ref.[4].
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6. Extension to Other Theories.
The proofs of boundedness, convergence and universality described in this article can easily
be generalized to show that within perturbation theory all quantum field theories, with fields of
arbitrary spin68, can be defined perturbatively at energies much lower than the naturalness scale
Λ0 by a set of low energy renormalization conditions on the physically relevant coupling constants.
If the dimension of the space–time is sufficiently large, the number of physically relevant couplings
will be finite, and the theory renormalizable. Of course we have may also have more than one
quantum field and choose to have several small expansion parameters (as may be desirable if, for
example, the particles’ self interactions are not the same strength as their mutual interactions).
As long as we choose the vertices in the interaction Lagrangian so that they are of at least first
order in one of the expansion parameters and so that, for given order in each of these expansion
parameters, vertices involving a sufficiently large numbers of fields of each type vanish, then the
type of inductive proof presented in §2.2, §2.3 and §3.1 can be carried out successively in each of
the expansion parameters. So in order to prove renormalizability we simply have to make sure that
the boundary conditions on the flow equations satisfy the same general naturalness and analyticity
criteria as described in §3.1.
This is not to say that the S–matrix for such theories will always be unitary and causal however,
since unitarity may depend on the existence of a symmetry (for example a gauge symmetry)
to remove unphysical modes, and it may be difficult to preserve this symmetry at each order
in perturbation theory under the renormalization group flow. Furthermore the spectrum of the
renormalized theory may differ from that expected in the bare theory if hidden or nonlinearly
realized symmetries are not respected by the perturbative flow. We believe that such technical
problems can be overcome. However it may even then be difficult to obtain a wide separation
of the scales Λ0 and m if the propagator and interaction are related by the symmetry; if this is
the case boundedness, convergence and universality will be of limited practical value. We will
postpone discussion of all such effective theories to later articles in this series; here we will describe
briefly the extension of our results for effective scalar theory in four dimensional space–time with
a Z2 global symmetry realized in Wigner mode to other effective theories with both scalars and
fermions in space–times of arbitrary dimension, and with linearly realized global symmetries which
also leave the vacuum invariant.
Firstly, consider an effective theory with a single scalar field, but without the Z2 symmetry.
The effective action (2.1) (or in momentum space (2.2)) will then be supplemented by all possible
interaction terms with an odd number of fields, and an expansion parameter g′ say. There will
also be a linear tadpole term proportional to Λ3φ, but this is redundant since it may always be
eliminated by a simple field redefinition φ→ φ+c(Λ)Λ, where c(Λ) is a number; such a redefinition
does not belong to the class (4.1)(4.2), but guarantees that the field equation (5.10) is satisfied for
every Λ (including eventually Λ = 0), and thus that after the redefinition the amputated connected
68 The Lorentz structure being preserved by the flow equations.
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Green’s functions are related to the S–matrix elements in the usual way. Alternatively we could
simply set the tadpole to zero by the renormalization condition at Λ = 0.69
If we separate the interaction Sint ≡ S
+
int+S
−
int, with S
±
int even and odd respectively under the
Z2 transformation φ→ −φ, the evolution equation (1.11) also separates:
∂S+int
∂Λ
=
1
2
∫
d4p
(2π)4
∂PΛ
∂Λ
[
δS+int
δφp
δS+int
δφ−p
+
δS−int
δφp
δS−int
δφ−p
−
δ2S+int
δφpδφ−p
]
,
∂S−int
∂Λ
=
1
2
∫
d4p
(2π)4
∂PΛ
∂Λ
[
2
δS−int
δφp
δS+int
δφ−p
−
δ2S−int
δφpδφ−p
]
.
(6.1)
Thus if we were to take g′ ≪ g at the scale Λ0, the resulting hierarchy is stable under the evolution;
the even vertex functions satisfy all the same bounds as in the Z2 theory obtained by setting g
′ to
zero, while the odd vertex function obey similar bounds suppressed by an extra factor of g′/g. In
this sense the odd terms constitute a ‘soft’ breaking of the Z2 symmetry. This means in particular
that there need be no additional naturalness or fine tuning problem for the three point vertex,
despite the fact that its coupling has canonical dimension one: if we were to take g′ ∼ (m/Λ0), the
renormalized three–point coupling will be of order m. The odd vertices will then behave under the
evolution as if they were all of one dimension higher than their canonical dimension. This is rather
fortunate since, as may be seen by examining the effective potential, when m≪ Λ0 the vacuum is
only stable if
g′ <∼ (m/Λ0)g
1/2. (6.2)
Scalar theories in spacetimes of dimension other than four exhibit other interesting features. In
three dimensions the relevant interactions are {φn;n = 3, 4, 5, 6}; an unnaturally large φ3 coupling
can only be avoided by taking g′ <∼ (m/Λ0)
3/2, while to avoid an unnaturally large φ4 coupling we
also need g <∼ m/Λ0. Again these conditions are also sufficient to satisfy the stability condition
(6.2) (which holds for scalar theories in any dimension).
In two dimensions there are in general always an infinite number of operators of a given
canonical dimension because the field itself is dimensionless; the canonically relevant operators are
{φn;n = 2, 3, · · ·} and {φn−1∂2φ;n = 2, 3, · · ·}. The expansion in irrelevancy is in this case simply
a derivative expansion (just as it would be for a nonlinear sigma–model). It turns out that we are
able to define a Λ0 insensitive theory by setting only a finite number of low energy renormalization
conditions. However, this must be accompanied by unnaturally small boundary conditions at Λ0 for
all the relevant coupling constants not determined by these low energy renormalization conditions.
If we consider that the unnaturalness of an infinite number of couplings is unacceptable then we
must set low energy renormalization conditions on all the relevant coupling constants, i.e on an
infinite number. To reduce the infinite number of couplings to a finite subset in a natural way it is
69 A more sophisticated approach would be to modify the exact renormalization group equation(1.11)
in such a way that once the linear term is eliminated at Λ0 it remains zero[48]; this results in an extra
tadpole term on the right hand side which must then, albeit rather easily, be included in the bounding
arguments.
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necessary to impose some additional symmetry (for example conformal invariance, or periodicity
in the field).
On the other hand as we increase the space–time dimension beyond four, the number of
interactions at each order in irrelevancy decreases rather rapidly, since the dimension of the field
goes as d2 − 1. For d = 5 or 6, φ
3 is the only canonically relevant interaction term. Unlike the
conventional theory, which is unstable, the effective theory may be stable provided the coupling is
not too large ((6.2) again). In six dimensions the coupling g′ is asymptotically free70; at low scales
it therefore grows and the vacuum may eventually become unstable, causing a phase transition. If
the theory has the Z2 symmetry, the most relevant coupling at low scales is gΛ
−2
0 φ
4 so the theory
is almost free (and in the limit Λ0/m → ∞ would become ‘trivial’). Such effective theories are
actually rather interesting since the presence of the scale Λ0 is first signaled by the observation of
a very weak interaction.
The moral of this discussion is that what used to be called ‘super–renormalizable’ theories
are if anything less natural than ‘non–renormalizable’ ones, since they require that more couplings
be fine tuned to ensure the separation of scales m ≪ Λ0. Moreover if we (as proposed in §3.3)
describe an effective theory as renormalizable only if it can be used to calculate amplitudes to
a given level of precision in terms of a finite number of physically relevant couplings, then the
higher the dimension of space–time the more renormalizable (i.e. predictive) the theory becomes;
‘super–renormalizable’ theories are less renormalizable than ‘non–renormalizable’ theories!
It is trivial to generalize all these results to theories which involve more than one scalar
field, perhaps with various linearly realized global symmetries (for example linear sigma models),
provided all the particles have similar masses. Scalar particles with widely separated mass scales
will be considered in a later article[45].
Moving on to theories with fermionic fields, the flow equations respect global Euclidean invari-
ance and furthermore the statistics of the field has no effect on the bounding arguments; although
the flow equation (1.11), which now becomes
∂Sint
∂Λ
=
1
2
∫
d4p
(2π)4
∂PΛ
∂Λ
tr
{
(ip/+m)
[
δSint
δψp
δSint
δψ−p
+
δ2Sint
δψpδψ−p
]}
, (6.3)
has an extra minus sign in the second term due to the closed fermion loop, this disappears in the
process of taking bounds. The power counting is different for fermions, since the inverse propa-
gator has dimension one, but this causes no real difficulties. Thus, the proof of renormalizability
immediately extends to theories containing fermions. In fact in two dimensions, the situation for
fermionic theories is very similar to that for scalars with Z2 symmetry in four dimensions, except
that the four–fermion coupling now appears asymptotically free at low energies.
Consider instead a purely fermionic theory in a space–time dimension d > 2. The fermion
field has canonical dimension 1
2
(d − 1), so the number of physically relevant operators at a given
70 A slight abuse of the term since we only know how the coupling behaves at scales below Λ0; cf. the
discussion of triviality in §5.3.
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order in irrelevancy is significantly fewer than in a scalar theory. Indeed the only canonically
relevant operators are the fermion kinetic and mass terms. Unlike in the scalar theories there is
no fine tuning problem since corrections to the mass term are at most logarithmic, as can be seen
by writing the flow equation for the two–point vertex for zero external momentum and using the
usual inductive argument. Although the bare mass is still small (of order m/Λ0) at the naturalness
scale, this is not unnatural if it is regarded as a soft breaking of global chiral symmetry. The
interaction term of lowest dimension is Λ2−d0 (ψΓψ)
2, where Γ is a Dirac or Weyl matrix.71 Purely
fermionic theories are thus almost free in the same sense as the scalar theories with Z2 symmetry
and d > 4 discussed above, and as Λ0/m → ∞ they become trivial. However for the fermionic
theories not only is the onset of new physics indicated by the presence of a new weak interaction,
but the structure of this interaction may be inferred from the form of the interacting currents.
Moreover, for fermions this can happen in four dimensional space–time. Indeed it has — the Fermi
theory of weak interactions was such an effective theory, and the SU(2)×U(1) electroweak sector
of the standard model was constructed precisely so that at energies far below the electroweak scale
the effective Fermi theory was recovered.72
We can therefore see an important difference in four dimensions between a theory containing
only bosons and one containing only fermions. In the former we can only gain insight into the
scale of the new physics by performing very careful scattering experiments and looking for tiny
discrepancies between the measurements and the results predicted using the conventional quantum
field theory. In the latter, any deviation from the free theory, i.e. any interaction, however weak,
immediately gives us information about the scale of the new physics. Of course, the same would
be true for a bosonic theory if one of the irrelevant operators led to the violation of a symmetry
(for example CP) respected by all the relevant operators. However before we can apply our tech-
niques to effective electroweak theory we must first learn how to incorporate gauge symmetries,
spontaneously broken symmetries and nonlinear symmetries into the flow equations.
Since N = 1 global supersymmetry may be linearized by the introduction of auxiliary fields, it
is respected by the flow equations, and we may construct renormalizable supersymmetric effective
theories (the incorporation of the regulating function is explained in ref.[49]). It is easy to see
that the auxiliary fields remain auxiliary under the renormalization group flow by using the same
arguments as in §5.1 and §5.2. The number of physically relevant coupling constants at each
order in irrelevancy is significantly reduced by the supersymmetry, and there is of course no fine
tuning problem. Supersymmetry thus increases the renormalizability of the theory. However at the
naturalness scale we still need an infinite number of couplings, the effective supersymmetric field
71 Not all such interactions are independent however, since they are related by Fierz transformations;
this is a new form of redundancy for fermionic theories.
72 It would be an interesting, if somewhat academic, exercise to develop the Fermi theory beyond tree
level, including further interactions due ultimately (i.e. in the more fundamental electroweak theory) to
box graphs and Higgs exchange, and attempting to fix couplings using, besides low energy weak decays,
the more recent data from electron–neutrino scattering and atomic parity violation.
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theory becoming equivalent (in the sense described in §5.4) to supersymmetric S–matrix theory.
The supersymmetry may be broken softly by introducing small non–supersymmetric terms in the
same way as the Z2 symmetry was broken above; the flow equations take the form (6.1) if we take
S+ as the supersymmetric action and S−int as the soft breaking. Clearly some of the advantage
gained from the supersymmetry is then lost, however, and in particular the mass terms in the
bosonic sector may become very large unless g′ ≪ (m/Λ0)
2.
7. Renormalizable Effective Field Theory.
In this article we have given a detailed discussion of the perturbative renormalizability and gen-
eral consistency of an effective Z2 symmetric scalar quantum field theory, which can be straightfor-
wardly extended to include any theory of spin–zero and spin–half particles with global symmetries
realized in Wigner mode.
We formally define our effective quantum field theory through the usual Euclidean functional
integral, which in practice means that we use a classical action at some scale Λ to determine a set
of Feynman rules by which we may compute Euclidean Green’s functions (and thus by analytic
continuation S–matrix elements) order by order in perturbation theory. The action is assumed to
be consistent with the appropriate global symmetries, in particular rotational invariance (which
will guarantee that S–matrix elements are Lorentz invariant) and any internal global symmetries.
The form of the classical action is further restricted by the following conditions:
1. Stability: the field equations must have a unique translationally invariant solution, to be
identified as the vacuum state, and stable propagating solutions, at most one for each field,
which may be identified as free particle states of mass m. This was ensured perturbatively
by the conditions imposed on the regulating function in §1.1, and nonperturbatively by the
construction of §5.2, by which a stable classical action was derived by the classical evolution
of a manifestly stable primordial action.
2. Finiteness: the behaviour of the regulating function and vertices at large Euclidean momenta
must be such that all Feynman diagrams are finite.
3. Analyticity: we assume that the Euclidean action (and thus both the regulating function and
the vertex functions) is real and, when analytically continued, regular both in the fields and
in their momenta (see §1.1 and §3.1). When combined with condition 1. this means that the
only finite singularity in the analytic continuation of a given Feynman diagram results from
the simple pole in the propagator. When combined with condition 2, analyticity implies that
the action has an essential singularity in Euclidean momenta at the point at infinity. Actually
given analyticity condition 2 will be automatically satisfied if, in a field representation in which
the propagator has a Lehmann representation, the Euclidean vertex functions are uniformly
bounded.
4. Naturalness: we assume that there is a particular scale Λ0 at which none of the terms in the
action is unnaturally large on the scale of Λ0 (although some may be unnaturally small, of
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course). In fact, given conditions 2. and 3, this condition is almost content free; Λ0 is in
practice given by the order of magnitude of the largest vertex.
We also need to make a (rather general) technical assumption on the ordering of the vertices in
order to set up a perturbative expansion (see §3.1).
Although clearly interelated, each of these conditions carries with it a different physical im-
plication. The stability condition is necessary to ensure that a Fock space of stable free particle
states can be constructed, and thus that the quantum theory has a set of physical observables (the
momenta and internal quantum numbers of these states). The finiteness condition is necessary to
ensure that transition amplitudes between these states are finite; the two conditions together are
necessary for the existence of the S–matrix. The analyticity condition is then sufficient to ensure
that the S–matrix is both unitary and causal (§2.4 and §5.3). Analyticity is the closest we get to
a locality assumption, which is why we refer to our analytic action as ‘quasi–local’; in the words
of Landau [29]“the principle of locality of interactions expresses itself in the analytic properties of
the fundamental quantities of the theory”. Stronger assumptions (such as insisting that the action
is a polynomial in momenta, which would enable the fields to satisfy a local commutativity condi-
tion) are, we believe, both unnecessary and unphysical. It is thus not surprising that such strong
locality assumptions result in theories with infinities, and which can then only be defined by some
artificial analytic continuation procedure (in for example the number of space–time dimensions),
or by introducing unphysical degrees of freedom (Pauli–Villars fields) which violate unitarity ex-
cept in the limit in which they are removed, or indeed as a limiting case (either Λ0/m → ∞
or, more interestingly, σ → ∞) of the quasi–local theories discussed here. In fact strictly local
nonasymptotically–free theories are almost certainly noninteracting (‘trivial’[25]); as we explained
in §5.3 in an effective quasi–local theory triviality is no longer an issue.
A precise yet physical formulation of causality itself is necessarily problematic simply because
the position of a relativistic particle is not an observable [30]; this is why we prefer to use the
analyticity of the classical action as a fundamental assumption from which both unitarity and
causality can be derived. In this sense effective field theory is closer in spirit to S–matrix theory
than to conventional field theory; indeed in §5.4 we were able to show that they are in some
sense equivalent. However in effective field theory the analyticity assumption is much more precise
than in S–matrix theory, where the complicated analytic structure of transition elements must in
practice be inferred from the structure of the Feynman diagrams which contribute to them[46]. The
redundancy involved in the field theoretic description (as expressed by the equivalence theorem of
§4.1) seems to us a small price to pay for this immense simplification.
The full power of effective field theory only becomes apparent however when we take into
account the naturalness condition, and in particular consider theories where the particle mass
m ≪ Λ0 (which for scalar theories means that m must be fine–tuned to unnaturally small values
— the ‘naturalness problem’). The ensuing separation of scales, as expressed in Wilson’s exact
renormalization group equation [1], forms the underlying basis for all the remaining nontrivial
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‘renormalizability’ results proven in our paper: boundedness (§2.1), convergence (§2.2) and uni-
versality (§3.1) all follow because the physics at one scale is relatively independent of the physics
at another scale if the scales are well separated.73
In the conventional formulation of perturbative quantum field theory, in which we calculate
Feynman diagrams with some ultraviolet regularization and then subtract the ultraviolet diver-
gences order by order, all the different scales in a theory come into play at the same time, and
processes occurring at totally different scales becomes hopelessly entangled. It is this confusion of
different scales that is ultimately responsible for the artificial and unconvincing nature of the con-
ventional discussion of renormalization. Formulating the theory as an effective theory as described
above74, and evolving (or ‘renormalizing’) it using Wilson’s exact renormalization group equation,
no infinities ever arise, and the separation of scales becomes entirely self–evident because only
an infinitesimal change of scales is considered. Considerable technical simplification also comes
from the remarkably simple form of the exact renormalization group equation; without this equa-
tion, and in particular using only the old BPHZ machinery[7], proving the renormalizability of the
effective theory would have been impossibly difficult.
In §1.2 we showed that the exact renormalization group makes it possible to make completely
arbitrary changes in the scale Λ at which we define our effective quantum field theory without
changing the Green’s functions. Since the flow equations preserve the solutions to the equations of
motion (§5.1) and the regularity of the vertex functions, the existence and unitarity of the S–matrix
is guaranteed at all scales; the nonanalyticity of the Green’s functions in the physical region only
appears at Λ = 0, due again to the essential singularity in the action (§2.4). Thus when considering
a physical processes at a certain energy we can simply choose to use the quantum theory evolved
to a convenient scale, often a scale of the same order.
Using the exact renormalization group equations determining the flow of the vertices between
different scales the explicit but straightforward bounding arguments of §2 and §3 enabled us to prove
that to all orders in perturbation theory the effective theory at low scales, with a finite number of
relevant coupling constants fixed by appropriate renormalization conditions (we considered both on
and off–shell conditions), is bounded (§2.2), convergent (§2.3) and universal (§3.1): it is independent
of the precise value of the naturalness scale Λ0, and of the form of both the regulating function
and irrelevant vertices at Λ0, up to small corrections of order ΛR/Λ0. Consequently, the theory
is renormalizable in the sense that we are able to calculate low energy Green’s functions to high
accuracy using a finite number of parameters defined at these low energies, without knowing any
details of the behaviour of the theory at high energies. We can in particular set the irrelevant
73 Closely related results will be proven in subsequent publications; in particular infrared finiteness
and Weinberg’s theorem[23], the decoupling theorem for a theory with two scalar particles with widely
separated mass scales[45], and the renormalizability of composite operator insertions and the operator
product expansion[38].
74 Since all possible terms in the effective Lagrangian are generated by the evolution, it no longer makes
sense to suppress irrelevant terms at Λ0.
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coupling constants to zero (at least in perturbation theory) and let Λ0/ΛR → ∞ as we would in
the conventional formulation of local quantum field theory. It is thus inevitable that, if the scale at
which ‘new’ physics appears is much greater than the scale currently probed, then the interactions
of the observed particles will be well described by a conventionally ‘renormalizable’ quantum field
theory. Seen in this light the considerable success of such theories is not so surprising; it seems
to us rather ironic that what was once considered to be the main defect of quantum field theory,
namely the renormalization of the ‘infinities’, turns out to be the main reason for its success!
If we want to consider processes at energies approaching the naturalness scale Λ0, or improve
the precision of the theory at a given scale, we must necessarily increase the number of physically
relevant parameters determined experimentally (§3.2), which means that the theory becomes less
and less predictive (and more and more like S–matrix theory). The infinite number of parameters
needed in the effective theory at and above Λ0 should not in itself be regarded as hopeless however;
S–matrix theory is still highly nontrivial. In fact the situation is very similar to that in a classical
theory: for example the classical theory of the scattering of light–by–light is an effective classical
field theory; it requires an arbitrarily large number of parameters for processes with energies
approaching the electro–production threshold; and these parameters are in fact all determined
in terms of two parameters (the mass of the electron and the fine structure constant) by the
underlying quantum theory (QED). Similarly an effective quantum field theory may be replaced at
the naturalness scale by a new effective quantum field theory containing either new particles or new
fields which do not themselves correspond to asymptotic particle states, or it may be superceded
by some other theory embodying genuinely new physical principles. Or it may not.
However, thus far we have only considered the physics of scalar and spin half particles, with
any linearly realized global symmetries being also symmetries of the vacuum. All theories of
physical interest75 involve particles of spin one which require local symmetries in order to be
simultaneously Lorentz invariant and unitary. Furthermore many symmetries are spontaneously
broken or realized nonlinearly. Thus the theories discussed here can only really be considered as
toys. In future articles in this series we will consider the renormalizability of effective QED.
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Appendix A.
As explained in §2.2, if we have a real function of m Euclidean momenta, f(p1, ..., pm), we
define the norm of f(p1, ..., pm) to be
‖f(p1, ..., pm)‖Λ ≡ max
{p1,...,pm}
[ m∏
i=1
KΛ(pi)
1/4|f(p1, ..., pm)|
]
, (A.1)
where the maximum is taken over all bounded Euclidean momenta, and KΛ(x) is the regulating
function described in §1.1. This definition is indeed that of a norm because (dropping the subscript):
(1) ‖f‖ ≥ 0, and ‖f‖ = 0 if and only if f = 0. The first two statements are trivial; the last is true
because if ‖f‖ = 0, then since KΛ(x) has no zeros f(p1, ..., p2m) = 0 for all pi.
(2) ‖af‖ = |a|‖f‖, where a is any complex number. This is trivial.
(3) The triangle inequality; ‖f + g‖ ≤ ‖f‖ + ‖g‖, where g(p1, ..., pm) is another function of the
same m momenta. Again the proof is straightforward; |f + g| ≤ |f | + |g|, KΛ(x) is strictly
positive, and then max(f + g) ≤ max f +max g whenever f and g are real and positive.
In addition to the above, we also have the Cauchy-Schwarz inequality; ‖fg‖ ≤ ‖f‖‖g‖, where
the product f(p1, . . . , pm)g(q1, . . . , qn) is considered as a function of (p1, . . . , pm, q1, . . . , qn) (though
the pi and the qi are not necessarily completely independent of one another). Again the result is
easily proven; |fg| = |f ||g|, and max(fg) ≤ max f max g.
These results are then used throughout the paper to prove the various bounds on the norms
of the vertex functions and Green’s functions.
Appendix B.
In the proof of boundedness in §2.2, and in subsequent proofs, we needed to know that if
f(p1 . . . pm) represents a vertex function, or the jth momentum derivative of a vertex function (in
which case its momentum and Euclidean indices are implicit), then if
‖∂pµ
i
f(p1 . . . pm)‖Λ ≤ cΛ
−n, (B.1)
and
‖∂pµ
j
∂pν
k
f(p1 . . . pm)‖Λ ≤ cΛ
−n−1, (B.2)
for all pµj and p
ν
k, for all components of f(p1 . . . pm) and for all Λ ∈ [ΛR,Λ0], where c is a constant,
then we can also say that∥∥∥∥ 4∑
µ=1
m∑
i=1
(p− q)µi
∫ 1
0
dρ ∂kµ
i
f(k1 . . . km)
∥∥∥∥
Λ
≤ cΛ−n+1, (B.3)
where q2i ∼ Λ
2
R for all i, ki ≡ qi + ρri, ri ≡ pi − qi. In fact it is sufficient to show that
‖rµj ∂kµj f(k1 . . . km)‖Λ ≤ cΛ
−n+1, (B.4)
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for each Euclidean component µ of each momentum pµj , and given ρ ∈ [0, 1]. To simplify the
notation we henceforth drop both indices i and µ, writing p for the single real number pµj , etc.
In the remainder of this appendix we will prove (B.4). For simplicity we take the the regulating
function K(x) = e−x, denote ∂pf(p1, . . . , pn) by F (pi), and make the definition
C ≡ c
∏
i 6=j
ep
2
i/4Λ
2
e(p
2
j−p
2)/4Λ2 . (B.5)
So (B.1) and (B.2) become |F (pk)| ≤ CΛ
−nep
2/4Λ2 and | ∂
∂pν
j
F (pi)| ≤ CΛ
−n−1ep
2/4Λ2 respectively.
It will also be useful to define
Φ(qi, ri) ≡ F (pi)− F (qi), (B.6)
where q2i ∼ Λ
2
R. Then, since e
q2i /Λ
2 <∼ 1 and em
2/Λ2 <∼ 1, (B.1) can be rewritten as,
|F (qi)| ≤ CΛ
−n, |Φ(qi, ri)| ≤ CΛ
−nep
2/4Λ2 . (B.7)
while (B.2) yields ∣∣∣ ∂
∂pνk
Φ(qi, ri)
∣∣∣ ≤ CΛ−(n+1)ep2/4Λ2 , (B.8)
or, for the special case ν = µ and k = j, and using the fact that the exponential is convex,∣∣∣ ∂
∂(ρr)
Φ(qi, ρri)
∣∣∣ ≤ CΛ−(n+1)ep2/4Λ2 . (B.9)
Multiplying both sides of (B.9) by p − q ≡ r, taking the modulus of both sides, integrating
with respect to r between 0 and r and taking the modulus again, we obtain∣∣∣∣∣
∫ r
0
∣∣∣r′ ∂
∂(ρr′)
Φ(qi, ρr
′
i)
∣∣∣ dr′∣∣∣∣∣ ≤ CΛ−(n+1)
∫ r
0
re(r
′+q)2/4Λ2 dr′.
Also, we know that for any function the modulus of the integral of the modulus is greater than or
equal to the modulus of the integral, so on the left-hand side of our inequality we may remove the
modulus sign inside the integral while still satisfying the inequality. Now letting r′ → r′− q on the
right–hand side, and using the fact that∣∣∣∫ p
q
xex
2/4Λ2 dx
∣∣∣= 2π1/2∣∣Λ2(ep2/4Λ2 − eq2/4Λ2)∣∣ ≤ Λ2ep2/4Λ2 ,
where we ignore constants of order unity in the final inequality, we find that∣∣∣∣∣
∫ r
0
r′
∂
∂(ρr′)
Φ(qi, ρr
′
i) dr
′
∣∣∣∣∣ ≤ CΛ−(n+1)
(
Λ2ep
2/4Λ2 + |q|
∣∣∣∫ p
q
er
2/4Λ2 dr
∣∣∣). (B.10)
Integrating the integral on the left–hand side of (B.10) by parts, taking the modulus, and then
using the inequality (B.10) we can thus show that
|rΦ(qi, ρri)| =
∣∣∣∣∣
∫ r
0
Φ(qi, ρr
′
i) dr
′ +
∫ r
0
r
∂
∂(ρr′)
Φ(qi, ρr
′
i) dr
′
∣∣∣∣∣
≤
∣∣∣∫ r
0
Φ(qi, ρr
′
i) dr
′
∣∣∣+ ρCΛ−(n+1)(Λ2ep2/4Λ2 +Λ∣∣∣∫ p
q
er
2/4Λ2 dr
∣∣∣). (B.11)
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The first term on the right may be bounded with the aid of equation (B.7);
∣∣∣∫ r
0
Φ(qi, ρr
′
i) dr
′
∣∣∣ ≤ ∣∣∣∫ r
0
|Φ(qi, ρr
′
i)| dr
′
∣∣∣ ≤ CΛ−n∣∣∣∫ p
q
er
2/4Λ2 dr
∣∣∣. (B.12)
Therefore, two of the terms on the right-hand side of (B.11) involve the modulus of the integral∫ p
q
ex
2/4Λ2 dx =
∫ p
0
ex
2/4Λ2 dx+
∫ 0
q
ex
2/4Λ2 dx. (B.13)
In order to bound the modulus of (B.13) we use the fact that whatever the value of y,∣∣∣∣∫ y
0
ex
2/4Λ2dx
∣∣∣∣ ≤ ∣∣∣∣∫ y
0
x
Λ
ex
2/4Λ2dx
∣∣∣∣+∣∣∣∣∫ Λ
0
ex
2/4Λ2dx
∣∣∣∣= Λ(2(ey2/4Λ2 − 2) + e1/4). (B.14)
Therefore, using the explicit result for the second term on the right-hand side of (B.11) and also
the inequality (B.14), (B.11) may be written as
|rΦ(qi, ρri)| ≤ CΛ
−n+1ep
2/4Λ2 . (B.15)
Finally, using (B.6) and (B.7), we may write
|rF (qi + ρri)| ≤ CΛ
−n|r| + CΛ−n+1e−p
2/4Λ2 . (B.16)
Multiplying both sides by
∏
i e
−(p2i+m
2)/4Λ2 we have
‖rF (qi + ρri)‖Λ ≤ cΛ
−n. (B.17)
The first term last factor on the right is easily seen to be ≤ Λ, so
‖rF (qi + ρri)‖ ≤ cΛ
−n+1, (B.18)
which is the required result (B.4).
Appendix C.
In this appendix we show that the ‘nonlocal regularization’ constructed by Kleppe and
Woodard [14] is equivalent to the classical renormalization group evolution of the primordial action
(5.13) described in §5.2. They begin with a local action of the same form as (5.13), introduce an
auxiliary field ψ, and define the auxiliary action coupling φ and ψ by
Snlr[φ,ψ; Λ] = 12 (φ,P
−1
Λ φ) −
1
2(ψ,L
−1
Λ ψ) + S
∞
int[φ+ ψ]. (C.1)
where PΛ = KΛP∞ is the inverse propagator just as in (1.1)(1.2), while LΛ is the regular ‘propa-
gator’ (5.14). The auxiliary field satisfies a classical equation of motion, which gives ψ[φ; Λ]. The
regularized action is then taken to be Snlr[φ; Λ0] = S
nlr
[
φ,ψ[φ; Λ0 ]; Λ0
]
.
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It is not difficult to see from the algorithm following (5.13) that this construction will produce
the same regularized action as that using the classical renormalization group equation. In order
to prove this equivalence we derive the exact renormalization group equation satisfied by the
interacting part of Snlr,
Snlrint [φ; Λ] = −
1
2
(ψ[φ; Λ], L−1Λ ψ[φ; Λ]) + S
∞
int
[
φ+ ψ[φ; Λ]
]
. (C.2)
Differentiating both sides of (C.2) with respect to Λ, we obtain
∂Snlrint [φ; Λ]
∂Λ
= −
(
∂ψ[φ; Λ]
∂Λ
, L−1Λ ψ[φ; Λ]
)
−
1
2
(
ψ[φ; Λ],
∂L−1Λ
∂Λ
ψ[φ; Λ]
)
+
(
∂ψ[φ; Λ]
∂Λ
,
δS∞int
[
φ+ ψ[φ; Λ]
]
δψ
)
= −
1
2
(
ψ[φ; Λ],
∂L−1Λ
∂Λ
ψ[φ; Λ]
)
,
(C.3)
the second equality following from the equation of motion for ψ. Using in addition the classical
equation of motion obtained by functional differentiation of (C.1) with respect to φ, the solution
for ψ[φ; Λ] may be written in the form (see Theorem A.1 of ref.[14])
ψ[φ; Λ] = −
(
KΛ − 1
KΛ
)
φ+ LΛ
δSnlr[φ; Λ]
δφ
= LΛ
δSnlrint [φ; Λ]
δφ
. (C.4)
Substituting this into (C.3), and noting that (see (5.14)) ∂LΛ
∂Λ
= ∂PΛ
∂Λ
we obtain
∂Snlrint [φ; Λ]
∂Λ
=
1
2
(
δSnlrint [φ; Λ]
δφ
,
∂PΛ
∂Λ
δSnlrint [φ; Λ]
δφ
)
; (C.5)
the interaction part of the nonlocally regularized action satisfies the same classical exact renor-
malization group equation as the interaction part of the regularized action S[φ,Λ]. When Λ→∞,
KΛ → 1 and LΛ → 0, so from (C.4) we see that ψ[φ; Λ] → 0. Thus, in this limit S
nlr
int [φ;∞] = S
∞
int[φ];
the interaction part of the nonlocally regularized action becomes the local interaction. This com-
pletes the proof.
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Figure Captions
Fig. 1. Schematic picture of the renormalization group flow. λ and η are the relevant and irrel-
evant couplings respectively, and each solid line is a line of constant physics; the arrow
shows how the couplings flow as Λ is decreased. The dotted line gives the value of the
couplings at the naturalness scale Λ0, the dotted line their value at the renormalization
scale ΛR.
Fig. 2. Schematic depiction of the effect of the two terms in the exact renormalization group
equation (1.11): a) two vertices with n and m legs combine to give a single vertex with
n+m− 2 legs, and b) two legs of a single vertex with n legs form a closed loop, to give
a vertex with n − 2 legs. The solid lines denote the derivative with respect to Λ of the
propagator.
Fig. 3. The flow diagram for a conventional theory, the notation being the same as for fig. 1.
Each trajectory now corresponds to a different value of Λ0, and crosses the axis η = 0
when λ = λ(Λ0), the bare coupling. The uppermost trajectory is the limiting one as
Λ0 →∞.
Fig. 4. Constructing a stable field theory: the horizontal axis is the value of a typical vertex
function, the vertical axis the scale Λ; the open arrows show the evolution of the effective
vertex as Λ is reduced from infinity to zero, while the solid arrows show the evolution of the
corresponding amputated connected Euclidean Green’s function with which it coincides
at Λ = 0. The dotted lines show the nonadiabatic construction in which the theory is
quantized instantaneously at the naturalness scale Λ0. The numbers on the right hand
side refer to the different stages described in the text.
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