Abstract -We propose a novel framework for markerless camera-based games. By using a visual camera, our method may yield robust human body segmentation with high performance comparable to the segmentation using depth cameras. The edges of human bodies are detected by subtracting gradient backgrounds, and human body regions are segmented by the operations based on mathematical morphology. Collisions between detected regions and virtual objects are determined by finding the colliding time using intra-frame positions of virtual objects. Experimental results show that the proposed method may produce robust segmentation of human bodies, thereby and the collision responses are more accurate than previous methods. Therefore, the proposed framework can be widely used in camera-based games requiring high performance.
Introduction
Human activity analysis has been a challengeable issue of computer vision research [1] . The capability of analyzing human activities has led to the development of various applications such as surveillance systems, remote control systems and computer games [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] . Especially, human movements are used as their gestures in camera-based games.
Human body segmentation is a classically difficult topic [9, 10] . To segment human bodies, background subtraction is commonly used [2] , where the pixel intensities of backgrounds are modeled with a Mixture of Gaussian (MoG) distribution, and they are recursively updated [15, 16] . Unfortunately, intensity backgrounds are sensitive to small intensity variations. Color segmentation [11, 17] may be an alternative method for human detection, however only skin or particular color regions can be detected using this method. Also color variation may result in poor segmentation. To improve the performance of movement detection, motion captures (e.g., data gloves) or special markers may be used [18] [19] [20] . These cumbersome captures or markers are, however, always necessary to play the games.
In recent years, human activity analysis using depth cameras [21, 22] , has been widely issued [24] [25] [26] . The depth information is retrieved using the time-of-flight (TOF) principle [23] or structured lighting. As shown in Fig. 1 , the use of depth cameras may yield accurate segmentation results, compared to the visual cameras; however, an expensive depth camera is always necessary and they work only in limited regions. This paper is aimed at developing a novel framework for markerless camera-based games by human body segmentation having high performance comparable to the depth cameras. To achieve this aim, we apply a novel background subtraction method using gradient and an intra-frame collision response. The proposed framework can be used adequately to markerless camera-based games with accurate collision responses.
Organization of Proposed Framework
The proposed framework uses only a visual camera connected to a PC as shown in Fig. 2(a) , where the background of playing regions is not severely cluttered. For human interacting with virtual objects in the game screen of Fig. 2(a) , first of all, the human bodies should be segmented in every frame. This procedure is performed by gradient background subtraction, which is composed of several steps including gradient map calculation of a frame, background subtraction, and morphological operations. The detail explanation on the process appears in section 3. Virtual objects may be generated by the game scenario and each piece moves with its velocity. When the virtual objects collide with segmented human body region in computer screen, the objects respond by intra-frame collision responses which is in detail depicted in section 5. Fig. 2(b) shows the entire logical flow of the proposed framework.
Gradient Background Subtraction
Gradients of an image are simply calculated by gradient operators such as Sobel, Roberts cross and Prewitt operators. In this paper, we use the Sobel operator because of its capability of noise suppression. To detect edges, the gradient magnitude is commonly used, but we use a gradient vector I ∇ , so the gradient background B is a 2D array of vectors. A gradient vector of a gray image t I at time t is calculated by , ,
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At the first frame, the gradient background 0 B is 0 I ∇ , and the background is updated over time as follows: ( 
where 1 t H − denotes a binary human mask at time 1 t − and is calculated after human body segmentation and α denotes the updating gain.
To detect evidences of human bodies, the gradient at the current frame is subtracted by the gradient background as follows:
To determine the edges of human bodies, 
where τ denotes a threshold value. The second condition of (4) is very important. If this condition is omitted, false estimated background pixels cannot be corrected, because we use the binary human mask H in updating the background by (2) . Fig. 3 shows an example of gradient background subtraction.
Human Body Segmentation
To detect human body regions, closed edges must be filled; however, 1,
has many unlinked edges. Thus, we apply some operations based on mathematical morphology as shown in Fig. 4 . We first apply dilation to 1, b t S as follows:
where ⊕ denotes the dilation operator, and 1 A is a structuring element shaped by a n m × cross.
Before region filling 
where denotes the erosion operator. Finally, an opening operation is applied to 5, b t S in order to split non body regions as follows:
where 2 A is a structuring element shaped by an l l × square. By the morphological operations, human body regions 6, b t S are segmented and this mask is used as H in the background estimation of (2).
Collision Detection and Response
To detect and respond between human bodies and virtual objects, we calculate the boundaries of 6 , b t S and the boundaries are smoothed by a Gaussian kernel as shown in the last image of Fig. 4 .
In [10, 13] and [14] , collisions are detected by an overlapped ratio, and collision responses are estimated using collision planes. However, these methods do not consider intra-frame positions as shown in Fig. 5 ; that is, the positions of virtual objects only at discrete frame times are considered.
In this paper, we also use the overlapped ratios for collision detections, but intra-frame positions are considered for collision responses as shown in Fig. 6 . To find the precise colliding time, we shift the positions of virtual objects at intervals of −Δ ( 0 1 < Δ < ) from time t, and find the maximum nΔ colliding with bodies, where the colliding time is t n − Δ . When the overlapped radio of the collision region between bodies and a virtual object is more than 0, the virtual object is determined as a collided object, and then the colliding time t n − Δ is found. The motion vector of a collided object at time 1 t + is calculated by 1 
2( )
and t v are the motion vectors at time 1 t + and t , respectively, and t n − Δ n is the normal vector of the colliding plane estimated as the vector starting the centroid of the collision region to the center of the collided object. Finally, the position ( , )
x y of the collided object at time 1 t + is calculated by (1 ) (1 ) [6] , [9] and [10] . 
Experimental Results
The proposed method was tested on a Pentium PC (Core™ 2 Duo, 2.40 GHz). The test images were acquired from a camera with the duration of 33ms. The resolution of the test image is 320×240 (8 bit grayscale) .
In the experiments, we used 45 When different cameras are used, these parameters may be adjusted by various threshold methods and image resolution. Human bodies were correctly segmented in various environments as shown in Fig. 7 , and Fig. 8 shows the detection of the body according to the lighting conditions, while false segmentations were rarely observed as shown in Fig. 9 .
The false segmentations were not consecutively detected for several frames, so these are acceptable for games. In addition, players almost could not notice these errors because the games are played very quickly at 30 frames/ second. To evaluate the performance of the proposed background updating, we tested an image sequence starting from a frame image in which a player exists as shown in Fig. 10 . After 60th frame, human bodies were correctly segmented, and gradient backgrounds were correctly updated after 150th frame. As a result, the background can be stably estimated after 5 seconds when a player dynamically moves.
To compare our detection method with the methods using intensity backgrounds, we generated the background images updated by MoG as shown in Fig. 11 . In game environments, players act in the limited space, so many foreground regions should be exposed in the backgrounds updated by MoG. In addition, static background cannot be used for body segmentation, because the segmentation results are very sensitive to luminance changing and initial manual setup processing is needed. So, the false segmentations gradually increase as time goes by as shown in Fig. 12 . In the results segmented by low threshold levels, Fig. 7 . Results of human bodies (1). For objective comparison, we used some foreground ground truth images made manually as shown in Fig. 13 (a) , and compared with the results of background subtraction methods, static background and MoG background, by evaluating the mean squared error (MSE). As shown in Fig.  13 , the result of the proposed method is the most similar to the ground truth. The comparison results with some ground truth images and the average MSE comparison are shown in Fig. 14 15 shows that to what direction virtual object is bounced over discrete time ( 1 t − , t , 1 t + ). Collisions with virtual objects were responded to very accurately as shown in Fig. 15 , where we used 0.1 Δ =
. If the methods of [10, 13] and [14] were used, the responding motion of the right-bottom image of Fig. 15 was in the right-top direction. However, it is not right situation when considering real physical collision. The wrong motion was corrected to the left-top direction by the proposed collision response considering intra-frame positions. That is, the proposed method more precisely reflects real physical collision phenomenon than other methods
The processing time of the proposed game, including rendering time, is about 26.79 ms, and that is an acceptable time for real-time games.
Conclusions
In this paper, we proposed a novel framework for camera-based games by human body segmentation and collision responses. Human bodies are segmented by subtraction of gradient backgrounds and operations based on mathematical morphology, so foreground detection is not sensitive to color variances. Since the collisions between human bodies and virtual objects are estimated by the intra-frame analysis, the collision responses are very accurate. Therefore, our framework can be used for markerless camera-based games requiring high perfor-mance. Our future work includes the human activity analysis using skeletons of human bodies and tracking to improve this proposed framework.
