Spatially coherent structures and propagating waves of neural activity are commonly found throughout the central nervous system. These activity profiles are represented in both natural and pathological phenomena. We explore a two-layer neural field model dually constrained by local interactions and a cortical topography described by a ring topology neural network. We examine the conditions for the generation of wave solutions. The constraints on neuronal network computation implied by the dual local constraints may place further constraints on global cortical network architecture to achieve physiologically consistent wave behavior.
INTRODUCTION
Spatially coherent activity states are ubiquitous throughout the central nervous system and in observations from voltage-sensitive dye imaging (VSDI) and multi-electrode arrays (Wu et al., 2008) . These patterns including localized activity states, spatially homogeneous oscillations, and wave behavior, may play important roles in neo-cortical processing and nervous system development. These behaviors can arise as an emergent behavior from interacting neural populations (Amari, 1977; Wu et al., 2008) . Recurrent network connections have long been proposed as a mechanism for the formation of such patterns observed in many phenomena including feature selectivity in the visual system (Somers et al., 1995; Hansel and Sompolinsky, 1998) , working memory (Amit and Brunel, 1997) , head direction system (Zhang, 1996) , motion perception (Giese, 1998) , and in describing EEG rhythms (Nunez, 1995) , local field potential spectra (Pinotsis et al., 2012) , and wave behavior (Coombes, 2005) . Understanding the mechanisms that contribute to the generation of such patterns is important for understanding a host of both natural and pathologic neurobiological behaviors. Propagating waves are observed as sensory evoked waves in cortex, epileptiform waves underlying epileptic seizures, and spontaneous waves of cortical activity, the latter may be of particular import for cortical processing (Wu et al., 2008) .
In this report we follow a framework for studying spatially coherent structures and waves of activity in neural fields introduced by Amari (Amari, 1977) . Amari demonstrated how the predominantly local interactions in neural populations give rise to localized activity states, oscillations, and stationary traveling waves of activity in a neural field model defined over the real line. Such neural field models are tissue level descriptions of mean membrane potential. In addition to local interactions, topographic maps of sensory features are ubiquitous in cortical sensory systems and some motor systems and may play fundamental roles in sensory processing (Woolsey et al., 1942; Hubel and Wiesel, 1977; Kass, 1997; Silver and Kastner, 2009; Wilimzig et al., 2012) . These maps provide a functional network architecture that we explore within the neural field framework presented by Amari. Advances in VSDI have allowed for the in vivo measuring of population responses in superficial cortical layers at high spatial and temporal resolution (Grinvald and Hildesheim, 2004) . Taking a cue from the columnar topographic organization of the topographic map for orientation tuning in primate cortex (Blasdel and Salama, 1986) we explore ring topology neural fields.
The interaction of local processing by neural networks and stimulus topography places a strong constraint on cortical processing. Distributions of preferred features may maximize sensitivity throughout the stimulus space (Purushothaman and Bradley, 2004) . It has been proposed in primary visual cortical area V1 that the structure of natural stimuli may well serve to shape the network architecture in area V1 (Simoncelli and Olshausen, 2001; Singh et al., 2008) . For associative learning tasks, the interaction of local processing and topography may result in a biased distribution of preferred stimulus (Fitzgerald et al., 2013) . Indeed, the interaction of local processing and compact topologies implied solely by regular topography of cortical regions for feature selectivity has demonstrated new results for single layer neural fields (Haskell and Bressloff, 2003; Haskell and Paksoy, 2011) . We provide a taxonomy of standing wave solutions in two layer neural fields showing that regions of tri-stability observed in single layer fields are also observable in two layer neural fields. We point out that the topology of feature space does not play a factor in homogeneous oscillations but owing to the periodic nature of the ring topology prohibits the formation of traveling front solutions which are observable in single layer neural fields defined over the real line.
NEURAL FIELD MODEL
Subthreshold level neuronal activity is reflected in recordings from VSDI that represents local mean membrane potential. From the VSDI measurement a prediction of spiking activity by neurons can be made (Chen et al., 2012) . The local network processing of this spiking activity results in many emergent behaviors including localized activity states, oscillations, and propagating waves of neural activity (Amari, 1977; Coombes, 2005) .
For our model, we consider a continuum of neurons distributed on a ring domain indexed by a stimulus variable θ ∈ [−π, π). Here θ may represent for example the orientation selectivity of a neuron in cortical area V1 which maps directly by the topography of V1 to a continuous position variable. The evolution equation for the mean membrane potential, u i (θ, t), for neurons in a m layer network indexed by i receiving a homogenous external input h i and an inhomogeneous external input s i (θ, t) is of the form:
where w ij (θ|θ ) is a connectivity function representing the mean synaptic efficacy from a neuron at a position θ in layer j to a neuron at position θ in layer i, f [u i ] is a transduction function from the mean membrane potential, u i , to the mean rate of spiking activity or activity level and τ i > 0 is the time constant for the dynamics of the type of neuron represented in layer i, f [u] should be a non-decreasing saturating function. The simplest choice that exhibits non-trivial dynamics is a Heaviside function where the neuron is fully active when the mean membrane potential is above a firing threshold and inactive otherwise (Amari, 1977; Coombes, 2005; Haskell and Bressloff, 2003; Haskell and Paksoy, 2011) . As such, we choose such a function for the analysis presented below:
Experimental evidence suggests that local circuits operate with neurons connecting to most of their neighbors in a manner that is approximately isotropic and homogeneous (Douglas et al., 1995) as such, we consider a connectivity function w ij (θ|θ ) that depends only on the relative distance in the case of a position variable or feature dissonance in the case of a feature variable between neurons. In the ring topology this is measured as angular separation, θ − θ (Ben-Yishai et al., 1995; Somers et al., 1995; Haskell and Bressloff, 2003) . As well, experimental evidence in orientation preference maps suggests that intracortical excitatory and inhibitory synaptic currents are distributed with differences in preferred orientation (Roerig and Chen, 2002) . This homogeneity of the neural field implies a rotational symmetry for the connectivity function that is invariant to the O(2) symmetry group of coordinate rotations and reflections in the ring. Thus w ij (θ|θ ) with w ij (θ) a 2π-periodic even function of θ, w ij (θ) = w ij (θ + 2π) = w ij (−θ) . Any such connectivity function can be written as a cosine series expansion:
Considering only the first two terms of the expansion,
is sufficient for non-trivial results (Ben-Yishai et al., 1997; Haskell and Bressloff, 2003; Haskell and Paksoy, 2011) . Single layer neural fields (m=1) of lateral inhibition type and ring topology with only first two components of the weighting kernel have previously been demonstrated to exhibit stable localized activity states where only a local region of the neural field is active (Haskell and Bressloff, 2003; Haskell and Paksoy, 2011) . Lateral inhibition type neural fields correspond to a local connectivity where neurons in close proximity are mutually excitatory while those more distal are mutually inhibitory requiring W The discrete layers can be used to represent the heterogeneity of neurons collocated in a cortical tissue. Differences in effective membrane properties and synaptic filtering and latency would be encapsulated respectively in the membrane time constant, τ i , and time-dependent synaptic efficacy function, w ij (θ i , θ j , t). Studies of the general properties of cortical networks commonly pool neurons into two layers representing excitatory cells and inhibitory cells respectively (Wilson and Cowan, 1973; Amari, 1977; Haskell and Bressloff, 2003; Haskell and Paksoy, 2011; Ben-Yishai et al., 1997; Pinto and Ermentrout, 2001; Blomquist et al., 2005) . To study the formation of spatio-temporal patterns in a topographically constrained network with local interactions, we consider the system (1) with m = 2 as a two layer neural field (Amari, 1977; Ben-Yishai et al., 1997; Salomon and Haskell, 2012) .
For the two layer neural field we utilize the Amari type connectivity where the excitatory neurons (layer 1) receives input from both layers 1 and 2; while, inhibitory neurons (layer 2) receive only excitatory input from neurons in layer 1 that share the same position variable θ (W 21 1 = 0). Thus the two layer version of system (1) may be written as:
In order to prevent layer 2 from being persistently fully active (i.e. u 2 (θ, t) > 0, ∀θ t ) we require h 2 < 0; however, for layer 2 to be able to provide feedback to layer 1 we must have W (Roerig and Chen, 2002) . In the visual cortex of ferret it has been demonstrated that the overwhelming majority of cortical inputs are local with excitatory inputs being very narrowly tuned to the orientation preference of the cells and inhibitory inputs showing a broader tuning with excitatory postsynaptic currents being dominant from cells with similar orientation preference and inhibitory post-synaptic currents dominant for cells with dissimilar orientation preference (Roerig and Chen, 2002) . This is modeled in the two layer neural field (3) by setting W Note that in the ferret study the excitatory connections are localized to stimulus feature but not physical location. That is, the connections span across the cortical hypercolumn to the next patch of neurons with similar orientation preference. As such, from a computational perspective, the periodic boundary conditions provide an extension to a periodic media. That is, the traveling wave solutions we find are traveling periodic pulses in sense that u i (θ, t − t 0 ) = u i (θ + vt 0 , t) where v is an unknown wave velocity and θ + vt 0 is understood to be appropriately shifted by a multiple of 2π (Shigesada and Kawasaki, 1997) .
STANDING WAVES
Standing waves manifest as equilibrium solutions, u i (θ, t) = U i (θ), with continuous regions where the field is active within a given region and inactive outside that region. The active region of the field is characterized by the set function:
Two layer Wilson-Cowan equations have been shown to present paired pulse solutions over the real line (Pinto and Ermentrout, 2001; Blomquist et al., 2005) and in ring topologies (Ben-Yishai et al., 1997) . For single layer neural field models with compact network topologies and connectivity functions modeled by first order harmonics, a full taxonomy of the localized activity states demonstrates parameter regimes of tri-stability and ability to form localized activity states with homogenous excitatory input (Haskell and Bressloff, 2003; Haskell and Paksoy, 2011) . In this section we extend that discussion to the two layer ring topology setting and show regimes of tri-stability and paired pulse solution with homogeneous excitatory input.
Following the Amari analysis for the formation of localized activity states in a single layer, we construct a pair of standing pulse solutions (Amari, 1977; Pinto and Ermentrout, 2001; Blomquist et al., 2005) . Without loss of generality we consider the standing pulse in layer 1 to be centered at θ = 0 with an unknown width 2a < 2π,that is,
The time independent solution for layer 2 is:
and layer 1:
The unknown value a is then found by solving the relation U 1 (±a) = 0. As U i (θ) is an even function, it is sufficient to consider only θ = a and seek solutions of
where,
We extend to two layer neural field setting our previous found implications of (5) for single layer neural fields in compact topologies (Haskell and Bressloff, 2003; Haskell and Paksoy, 2011) . , a) , i = 1, 2, U 1 (θ) > 0 for −a < θ < a, U 1 (θ) < 0 for a < |θ| < π, and U 1 (θ) = 0 for θ = ±a . Such a solution with U 1 (θ) = 0 for θ = ±a occurs if and only if W (a)+h = 0. Noting that (4) is a monotonically decreasing (increasing) function for W that the modulation of the mean input a layer 1 neuron receives from recurrent connections within layer 1 exceed that received from layer 2 (W W (a) has two stationary points with W min > 0. We find not just regions of mono-and bi-stability with the quiescent or all active state but also a region of tristability when −W max < h 1 < W min where stable quiescent and all active states are found along with a stable standing wave. The value γ ≈ 4.6 separates the region where W min > 0 and W min < 0 is found numerically (Haskell and Paksoy, 2011 In the development of the two-layer field model, we required both h 2 < 0 and W 21 0 > −h 2 > 0. Relaxing either of these requirements reduces the question of standing pulses in layer 1 to the case we previously studied for single layer neural fields with compact topology (Haskell and Bressloff, 2003; Haskell and Paksoy, 2011) . In the case where h 2 < 0 and W 
OSCILLATIONS
Oscillations are defined here as spatially homogeneous solutions where every neuron in a given layer is either active (u i > 0) or inactive (u i ≤ 0 ) independent of the feature or position variable, i.e. u i (θ, t) = u i (t).
For the ring topology, the connectivity function, w(θ), was expressed as a cosine series. More generally, any integrable function f ( x) can be expressed in an infinite series expansion using a set of orthonormal basis functions, B i1,i2,...,in ( x) , for the function space:
where B i1,i2,...,in ( x) satisfies the orthogonality relations
is the integration measure on the space. Given the orthogonality of the basis functions we have f ( x)D( x) = a 0,0,...,0 . As such the oscillations are not influenced by the topology of the feature space.
Integrating over θ, the system (3) reduces to the system of ordinary differential equations:
We summarize the conditions for monostable, bistable, and oscillatory behavior in a spatially homogeneous network given in Amari (Amari, 1977) . Depending on the sign of u 1 and u 2 the system will seek to move to a corresponding equilibrium point in the (u 1 , u 2 ) phase plane which is shifted between the quadrants by the value of h 1 and h 2 . Thus depending on the value of h 1 and h 2 when W 11 0 ≥ W 12 0 the system (6) exhibits either monostable or bistable behavior. When W 11 0 < W 12 0 , the system (6) can exhibit monostable, bistable, or oscillatory behavior depending on the values h 1 and h 2 .
TRAVELING WAVE SOLUTIONS
Pairs of propagating pulses in the Wilson-Cowan equations with ring topology are obtained for networks where the excitatory layer receive isotropic excitatory external input (Ben-Yishai et al., 1997) . We demonstrate the existence of pulse pairs when the excitatory layer receives isotropic inhibitory external input. Single layer neural fields over the real line may demonstrate traveling front solutions (Coombes, 2005) . However, in the ring topology such traveling front solutions can not occur.
When the two layer neural field (3) exhibits a pair of propagating pulse solutions, we can express the solution in terms of the stationary waveforms:
Where g 1 and g 2 are the wave forms in layers 1 and 2 and v is the unknown wave velocity. Introducing the new variable y = θ − vt we rewrite the system (3):
Where g i (y) = dgi dy . Without loss of generality we assume that the wave form in layer 1 is centered at y = 0 and the unknown width of the excited region is 2a. The excited regions of the field for layer 1 and 2 are:
where y 1 < y 2 denote the unknown boundaries of the excited region of layer 2. Under the boundary condition g 2 (−π) = g 2 (π) reflecting the periodic nature of the ring topology we find explicit solution to (8): As the waveform in layer 2 trails layer 1, 0 < y 2 ≤ a. From g 2 (y 2 ) = 0, y 2 is found:
However, given the periodic nature of the ring topology y 1 could lie in either the region −π ≤ y 1 ≤ −a or a ≤ y 1 < π depending on the layer 2 membrane properties (τ 2 ), strength of the drive from layer 1 to layer 2 (W 21 0 ), the width and velocity of the wave in layer 1 (2a, v) , and the level of homogeneous input to level 2 (h 2 ). When −π ≤ y 1 ≤ −a then y 1 = y a where:
Otherwise, y 1 = y a + 2π admissible regions. The expressions for y 1 and y 2 imply two necessary conditions for the existence of traveling wave solutions with non-zero wave velocity for the two layer neural field model. These conditions are h 2 < 0 from (10) and W 21 0 > −h 2 from (9). Violation of either of these necessary conditions could potentially lead to a standing wave solution in layer 1 previously described. Note that the values for y 1 and y 2 depend upon the unknown values a and v.
Given R[g 2 ] we solve for g 1 (y). Rewriting (7) as:
w 12 (y − y ) dy 2π and ∆y andȳ are the width and center respectively of the layer 2 waveform. When v > 0 and −π ≤ y 1 ≤ −a, ∆y = y 2 − y 1 andȳ = y2+y1 2 . With boundary condition g 1 (−π) = g 1 (π), an explicit solution to (7) is found:
From the relations g 1 (±a) = 0 we numerically find the width of the active region in layer 1, 2a ≈ 0.72πrad, and wave velocity, v ≈ 0.19πrad/τ for the parameter set: 
The corresponding stationary waveforms are shown in figure 2. For layer two, the boundaries for the pulse are y 2 ≈ 0.34πrad and y 1 ≈ −0.79πrad resulting in a width of the waveform in layer 2 of ∆y ≈ 0.88πrad.
The symmetry of the connectivity function allows for pulses to propagate with either a positive or negative velocity. For the analysis of propagating pulses, it was sufficient to study just the waves with positive velocity as the symmetry of the problem will yield a "mirror" result for the waves with negative velocity. That is,whenever a pair (a, v) is found that permits a traveling wave solution, the pair (a, −v) will also permit a traveling wave solution.
Traveling front solutions
In both the single layer and two layer neural field models (1) under certain parameter regimes the field has two stable stationary homogeneous states. However, the boundary condition of the ring topology, u(−π, t) = u(π, t), prohibits the formation of a traveling front solution. For example, a disturbance g(θ −vt) of the quiescent state with non-zero velocity v, whose width is not such that the field enters the fully active state would necessarily have a homoclinic orbit in the g(y), g (y) phase-plane where y = θ − vt. That is, owing to the periodic nature of the boundary condition u(θ, t) = u θ, t + 2π v , any point where u(θ, t) ≤ 0 will return to this state within a time period of 2π v from the disturbance. Situations where a quiescent state could be carried to a stable all active state may be highly undesirable as in a stable all active state it is very difficult to return network to a quiescent state where neurons could be responsive to new input.
DISCUSSION
Cortical neurons receive most of their input locally through synaptic interactions with other neurons that are in close physical proximity. Amari utilized this idea to develop a model for neural tissue that exhibited both spatial and dynamic pattern formation (Amari, 1977) . However, VSDI and other experiments have demonstrated that cortical neurons also organize topographically on the cortical surface properties of stimulus features (Blasdel and Salama, 1986; Grinvald and Hildesheim, 2004; Hubel and Wiesel, 1977; Woolsey et al., 1942) . The dual constraints of local processing and topographic representation of stimulus features have strong influence on neural computation and cortical processing. Utilizing compact topologies implied by topographic maps in cortex have shown new results in spatial pattern formation in single layer neural fields of lateral inhibition type (Haskell and Bressloff, 2003; Haskell and Paksoy, 2011) . In this study a mechanism through the network interactions that generates and sustains standing and traveling waves in a two layer ring topology neural field has been explored. To what respect the ring topology is an appropriate network topology depends on the cortical area of study. However, given the dual constraints of local connectivity and network topology it is important to understand the influence that topology may have in generating the dynamic behaviors that are observed in a host of natural and pathological cortical conditions.
While the model presented takes into account both the nature of local processing and topography in cortex, the symmetry of the connectivity functions places no constraint on whether the wave velocity will be positive or negative. Traveling waves of spontaneous activity are ubiquitous in developing nervous systems, default mode fMRI studies, and evoked cortical responses. The direction of these waves may indicate an order to information flow through the nervous system that may be important in development and maintenance of normal brain function. Using the orientation tuning example, an experiment where a researcher measures the response in primary visual cortex area V1 to a rotating bar would result in a directed wave of excitation through the hypercolumn following the direction of the orientation. This is a locking of the response to the stimulus that is known to occur in populations of neurons from both experiments (Sirovich, 2012) and from theoretical considerations (Ben-Yishai et al., 1995; Knight, 1972; Sirovich, 2012) . While stimulus locking can provide directionality in evoked responses, spontaneous responses may require an alternate mechanism. In area V1 it has been observed experimentally that long-range lateral connections can serve to modulate neural activity (Hirsch and Gilbert, 1991) . This modulation of the local drive of the neural population could serve to provide an imbalance to the local activity that gives the wave a specific direction. The ability of the local network to support waves in any direction provides a strong constraint to the global network structure.
