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ANALYSIS AND PRECONDITIONING OF
PARAMETER-ROBUST FINITE ELEMENT METHODS FOR
BIOT’S CONSOLIDATION MODEL
JEONGHUN J. LEE
Abstract. In this paper we consider a three-field formulation of the Biot
model which has the displacement, the total pressure, and the pore pressure
as unknowns. For parameter-robust stability analysis, we first show a priori
estimates of the continuous problem with parameter-dependent norms. Then
we study finite element discretizations which provide parameter-robust error
estimates and preconditioners. For finite element discretizations we consider
standard mixed finite element as well as stabilized methods for the Stokes
equations, and the complete error analysis of semidiscrete solutions is given.
Abstract forms of parameter-robust preconditioners are investigated by the
operator preconditioning approach. The theoretical results are illustrated with
numerical experiments.
1. Introduction
In poroelastic media saturated by fluids, the behaviors of porous medium and the
saturating fluid flow are described by Biot’s consolidation model [5]. Poroelasticity
models are widely used in geophysics and petrolium engineering applications, so
development of finite element methods for the poroelastic models began more than
four decades ago [27, 30] and is still an active research area [19, 20, 21, 15, 23, 24,
28, 8, 18, 4, 7, 3].
Poroelasticity models for practical applications have various different ranges of
parameters. For example, geophysics materials are compressible solids whereas
most soft biological tissues are modelled as incompressible or nearly incompressible
materials. It turns out that the different parameter ranges are intimately related to
accuracy of numerical methods and construction of efficient iterative solvers. There-
fore, one of main interests of numerical methods for the Biot model is robustness
for model parameter ranges, and there are various recent studies for parameter-
robust numerical methods [16, 12, 9, 11, 17, 22] and efficient solvers [13, 25, 18, 2].
Recently, a new three-field formulation for the Biot model was independently in-
troduced in [18] and [22] with different foci of interests. In [18], the main interest is
construction of preconditioners robust for various parameters (large bulk and shear
moduli, small hydraulic conductivity, and small time step sizes). In [22], the main
interest is optimal error estimates robust for large bulk modulus. The two main
purposes of this work is to provide comprehensive a priori error analysis of time
dependent solutions of the three-field formulation with extension to stabilized nu-
merical methods. In [22], stability of the static system is proved using compactness
of a linear operator and error estimates are obtained with standard argument but
complete error analysis for time dependent problems was not given. In contrast,
we do not use the compactness argument because it is difficult to extend the error
1
2 JEONGHUN J. LEE
estimates to time dependent solutions. Instead, we utilize an improved energy-
type estimates, and prove the a priori error estimates of time dependent solutions
without using Gronwall inequality. We also consider stabilized methods in this pa-
per and provide complete error analysis and an abstract form of parameter-robust
preconditioners.
The paper is organized as follows. In Section 2, we introduce preliminary ma-
terials including notations, definitions, and the variational formulation of the Biot
model. In Section 3, we discuss stability of the system and prove energy-type esti-
mates of solutions. In Section 4, we discuss finite element discretizations and the
a priori error estimates of semidiscrete solutions. In Section 5, we prove stability
of static system with respect to parameter-dependent norms and propose abstract
forms of parameter-robust preconditioners. Finally, we present numerical results
illustrating convergence of erros and parameter-robust performances of precondi-
tioners in Section 6.
2. Preliminaries
2.1. Notations. Let Ω be a bounded polygonal domain with Lipschitz continuous
boundary in Rn with n = 2 or 3.
For a nonnegative integer m, Hm(Ω), Hm(Ω;Rn) denote the standard R and
R
n-valued Sobolev spaces based on L2 norm. For a Banach space X and (a, b) ⊂ R,
C0(a, b;X ) denotes the set of functions f : (a, b) → X which are continuous in
t ∈ (a, b). For an integer m ≥ 1 we define
Cm(a, b;X ) = {f | ∂if/∂ti ∈ C0(a, b ;X ), 0 ≤ i ≤ m},
where ∂f/∂t is the time derivative in the sense of the Fre´chet derivative in X (see
e.g., [29]). We also define the space-time norm
‖f‖Lp(a,b;X ) =


(∫ b
a
‖f‖pXds
)1/p
, 1 ≤ p <∞,
esssupt∈(a,b) ‖f‖X , p =∞.
If a time interval J is clear in context, then we use LpX to denote Lp(J ;X ) for
simplicity. We define the space-time Sobolev spaces W k,p(J ;X ) for nonnegative
integer k and 1 ≤ p ≤ ∞ as the closure of Ck(J ;X ) with the norm ‖f‖Wk,pX =∑k
i=0 ‖∂
if/∂ti‖LpX . For simplicity we adopt the convention ‖f, g‖X = ‖f‖X +
‖g‖X , and u˙ is used to denote the time derivative of f .
For a triangulation of Ω, Th is used to denote a shape-regular triangulation
for which h is the maximum diameter of triangles (or tetrahedra) and Eh is the
corresponding set of edges (faces), respectively. For E ∈ Eh and functions f , g :
Eh → R
n we define
〈f , g〉E =
∫
E
f · g ds, 〈f , g〉 =
∑
E∈Eh
〈f , g〉E .
For an integer k ≥ 0 and for each T ∈ Th, Pk(T ) is the space of polynomials of
degree ≤ k on T , and Pk(Th) denotes the space
Pk(Th) =
{{
q ∈ H1(Ω) : q|T ∈ Pk(T ), T ∈ Th
}
if k ≥ 1{
q ∈ L2(Ω) : q|T ∈ Pk(T ), T ∈ Th
}
if k = 0
.
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For a vector space X, we use Pk(G;X) and Pk(Th;X) to denote the space of X-valued
polynomials with same conditions.
2.2. The Biot’s consolidation model. Throughout this paper we restrict our
interest on quasistatic consolidation problems and the acceleration term is ignored.
In our description of the model, u is the displacement of porous media, p is the
pore pressure, f is the body force, g is the mass change rate of fluid. The governing
equations of Biot’s consolidation model with an isotropic elastic porous medium are
− div (2µǫ(u) + (λdivu− αp)I) = f ,(2.1a)
s0p˙+ α div u˙− div(κ∇p) = g,(2.1b)
where µ and λ are the Lame´ coefficients, s0 ≥ 0 is the constrained specific storage
coefficient, κ is the hydraulic conductivity tensor, α > 0 is the Biot–Willis constant
which is close to 1, and I is the identity matrix. We assume that µ is uniformly
bounded above and below with positive constants. We assume λ has a uniformly
positive lower bound but λ may not have a uniform upper bound and λ = +∞
corresponds to the incompressibility of the solid matrix. We assume that there are
constants c0, c1 such that
0 ≤ c0 ≤ s0(x) ≤ c1, x ∈ Ω.
We remark that s0 is related to α, the porosity φ, and the bulk moduli of the solid
and fluid. Under the assumption that φ is uniform with 0 < φ < α, if the solid is
not incompressible, then s0 ≥ C/λ holds with a constant C of scale 1. However,
s0 may vanish on a subdomain if λ = +∞ on the subdomain and the fluid is
incompressible. The hydraulic conductivity tensor κ = κ(x) is positive definite
with uniform lower and upper bounds κ0, κ1 > 0, i.e.,
κ0|ξ|
2 ≤ ξTκ(x)ξ ≤ κ1|ξ|
2, ∀ 0 6= ξ ∈ Rn, a.e. x ∈ Ω.
On details of deriving these equations from physical modelling, we refer to standard
porous media texts, e.g., [1].
For well-posedness of the problem, the equations (2.1) need appropriate bound-
ary and initial conditions. We assume that there are partitions of ∂Ω which are
∂Ω = Γp ∪ Γf , ∂Ω = Γd ∪ Γt, |Γd|, |Γp| > 0
where |Γ| is the (n − 1)-dimensional Lebesgue measure of Γ. We also assume that
boundary conditions are given as
p(t) = 0 on Γp, −κ∇p(t) · n = 0 on Γf , u(t) = 0 on Γd, σ(t)n = 0 on Γt,
(2.2)
for all t ∈ (0, T ] where n is the outward unit normal vector field on ∂Ω and
σ := 2µǫ(u) + (λdivu − αp)I, the Cauchy stress tensor. Here we only consider
the homogeneous boundary condition for simplicity but our method can be easily
extended to problems with nonhomogeneous boundary conditions. We also assume
that given initial data p(0),u(0) and f(0) satisfy the compatibility condition (2.1a).
Well-posedness of this system under these assumptions can be found in [26].
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2.3. The formulation with the displacement, total and pore pressures. In
[18], a formulation of the Biot model with three unknowns was introduced in order
to obtain finite element discretizations of the Biot model with parameter-robust
preconditioning. Introduction of a new unknown pt := λdivu − αpp, which will
be called total pressure, gives an additional equation divu − λ−1(pt + αpp) = 0.
Therefore, we consider a system
− div (2µǫ(u))−∇pt = f ,(2.3a)
divu− λ−1(pt + αpp) = 0,(2.3b)
−αλ−1p˙t −
(
s0 + α
2λ−1
)
p˙p + div(κ∇pp) = −g.(2.3c)
Let us define function spaces
V =
{
v ∈ H1(Ω;Rn) : v|Γd = 0
}
, Qt = L
2(Ω), Qp = {q ∈ H
1(Ω) : q|Γp = 0},
and consider the following variational form of (2.3):
(VP) For initial data (u(0), pt(0), pp(0)) ∈ V ×Qt ×Qp satisfying
(2µǫ(u(0)), ǫ(v)) + (pt(0), div v) = (f(0),v) ∀v ∈ V ,(2.4a)
divu(0)− λ−1(pt(0) + αpp(0)) = 0,(2.4b)
find (u, pt, pp) ∈ C
1(0, T ;V )× C1(0, T ;Qt)× C
1(0, T ;Qp) such that
(2µǫ(u), ǫ(v)) + (pt, div v) = (f ,v) ∀v ∈ V ,(2.5a)
(divu, qt)−
(
λ−1pt, qt
)
−
(
αλ−1pp, qt
)
= 0 ∀qt ∈ Qt,(2.5b)
−
(
αλ−1p˙t, qp
)
−
((
s0 + α
2λ−1
)
p˙p, qp
)
− (κ∇pp,∇qp) = − (g, qp) ∀qp ∈ Qp.
(2.5c)
3. Energy estimates and stability
In this section, we discuss stability of the system (2.5) with parameter-dependent
norms. The streamline of this stability analysis will also lead to the a priori error
analysis in the next section.
Let us first define parameter dependent norms
‖v‖
V
= (2µǫ(u), ǫ(u))
1
2 , ‖qp‖1,κ = (κ∇qp,∇qp)
1
2 , ‖qt‖Qt = ((2µ)
−1qt, qt)
1
2 ,
and for a nonnegative function (or a positive semidefinite tensor) w, ‖q‖0,w denotes
‖q‖0,w = (wq, q)
1
2 . We will use V ′ and Q′t to denote the dual spaces of V and Qt,
respectively. We also use H−1 to denote the dual space of H1Γp with the norms
‖q‖−1 = sup
p∈H1
Γp
(p, q)
‖∇p‖0
.
POROELASTICITY 5
Theorem 3.1. Assume that f ∈ W 1,2(0, T ;V ′), g ∈ L2(0, T ;L2)∩W 1,1(0, T ;H−1),
and initial data (u(0), pt(0), pp(0)) satisfying (2.4) are given. If (u, pt, pp) is a so-
lution of (2.5), then
‖u‖L∞(0,t;V ) + ‖pt − αpp‖L∞(0,t;L2
λ−1
) + ‖pp‖L∞(0,t;L2s0)
+ ‖pp‖L2(0,t;H1κ)
(3.1)
. ‖u(0)‖
V
+ ‖pt(0)− αpp(0)‖0,λ−1 + ‖pp(0)‖0,s0 + ‖f‖W 1,1(0,t;V ′)
+min
{
c0
− 1
2 ‖g‖L1(0,t;L2) , 2κ
− 1
2
0 ‖g‖L2(0,t;H−1)
}
,
‖u˙‖L2(0,t;V ) + ‖p˙t − αp˙p‖L2(0,t;L2
λ−1
) + ‖p˙p‖L2(0,t;L2s0)
+ ‖pp‖L∞(0,t;H1κ)
(3.2)
. ‖pp(0)‖1,κ +
∥∥∥f˙∥∥∥
L2(0,t;V ′)
+min{c
− 1
2
0 ‖g‖L2(0,t;L2) , κ
− 1
2
0 ‖g‖W 1,1(0,t;H−1)}
‖pt‖L∞(0,t;Qt) ≤ C0(‖u‖L∞(0,t;V ) + ‖f‖L∞(0,t;V ′))(3.3)
with C0 depending on Ω and µ. The constants in (3.1) and (3.2) are independent
of Ω and parameters.
Proof. We first prove (3.1). Taking v = u˙ in (2.5a), qt = −pt in the time differen-
tiation of (2.5b), qp = −pp in (2.5c), and adding the three equations altogether, we
have
1
2
d
dt
(
‖u‖
2
V
+ ‖pt − αpp‖
2
0,λ−1 + ‖pp‖
2
0,s0
)
+ ‖pp‖
2
1,κ = (f , u˙) + (g, pp).(3.4)
Let us define X(s) ≥ 0 and Y (s) ≥ 0 for s ≥ 0 as
X(s)2 = ‖u(s)‖2
V
+ ‖pt(s)− αpp(s)‖
2
0,λ−1 + ‖pp(s)‖
2
0,s0
,
Y (s)2 =
∫ s
0
‖pp(r)‖
2
1,κ dr.
Then integration of (3.4) from 0 to t gives
1
2
(X(t)2 −X(0)2) + Y (t)2 =
∫ t
0
[(f(s), u˙(s)) + (g(s), pp(s))] ds.
By the integration by parts in time,∫ t
0
[(f (s), u˙(s))] ds = (f (t),u(t))− (f (0),u(0))−
∫ t
0
(f˙ (s),u(s)) ds,
therefore we have
1
2
(X(t)2 −X(0)2) + Y (t)2
= (f (t),u(t))− (f (0),u(0)) +
∫ t
0
[
(−f˙(s),u(s)) + (g(s), pp(s))
]
ds(3.5)
≤ (‖f‖L∞(0,t;V ′) + ‖f˙‖L1(0,t;V ′)) ‖u‖L∞(0,t;V )
+min{c
− 1
2
0 ‖g‖L1(0,t;L2) ‖pp‖L∞(0,t;L2s0)
, κ
− 1
2
0 ‖g‖L2(0,t;H−1) Y (t)}.
To prove (3.1) for
‖u‖L∞(0,t;V ) + ‖pt − αpp‖L∞(0,t;L2
λ−1
) + ‖pp‖L∞(0,t;L2s0)
,
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note that it suffices to show the estimate for t ∈ (0, T ] such thatX(t) = maxs∈(0,t]X(s),
so we assume this maximality condition of X(t). From the above inequality we can
derive
X(t)2 + 2Y (t)2
≤ X(0)2 + 2
(
(‖f‖L∞(0,t;V ′) + ‖f˙‖L1(0,t;V ′)) + c
− 1
2
0 ‖g‖L1(0,t;L2)
)
X(t)
or
X(t)2 + 2Y (t)2 ≤ X(0)2 + 2(‖f‖L∞(0,t;V ′) + ‖f˙‖L1(0,t;V ′))X(t)
+ 2κ
− 1
2
0 ‖g‖L2(0,t;H−1) Y (t).
Applying Young’s inequality, we can obtain either
X(t)2 ≤ 2X(0)2 + 4
(
(‖f‖L∞(0,t;V ′) + ‖f˙‖L1(0,t;V ′)) + c
− 1
2
0 ‖g‖L1(0,t;L2)
)2
or
X(t)2 ≤ 2X(0)2 + 4(‖f‖L∞(0,t;V ′) + ‖f˙‖L1(0,t;V ′))
2 + 2κ−10 ‖g‖
2
L2(0,t;H−1) ,
thus
X(t) . X(0) + (‖f‖L∞(0,t;V ′) + ‖f˙‖L1(0,t;V ′))(3.6)
+ min{c
− 1
2
0 ‖g‖L1(0,t;L2) , κ
− 1
2
0 ‖g‖L2(0,t;H−1)}.
Note that ‖u‖L∞(0,t;V ) , ‖pt − αpp‖L∞(0,t;L2
λ−1
) , ‖pp‖L∞(0,t;L2s0)
≤ X(t) due to the
maximality of X(t). Then (3.1) for
‖u‖L∞(0,t;V ) + ‖pt − αpp‖L∞(0,t;L2
λ−1
) + ‖pp‖L∞(0,t;L2s0)
follows from the above inequality. We remark that this estimate can be extended
to all t ∈ (0, T ], and we will use this estimate for general t below.
To complete the proof of (3.1), we need to estimate Y (t) without the assumption
X(t) = maxs∈(0,t]X(s). From (3.5) we get
Y (t)2 ≤
1
2
X(0)2 +
(
(‖f‖L∞(0,t;V ′) + ‖f˙‖L1(0,t;V ′)) + c
− 1
2
0 ‖g‖L1(0,t;L2)
)
X(t¯)
or
1
2
Y (t)2 ≤
1
2
X(0)2 + (‖f‖L∞(0,t;V ′) + ‖f˙‖L1(0,t;V ′))X(t¯) +
1
2
κ
− 1
2
0 ‖g‖L2(0,t;H−1)
where X(t¯) = maxs∈[0,t]X(s). Combining these with (3.6), the proof of (3.1) is
completed.
We now prove (3.2). For this, we take qp = −p˙p in (2.5c), v = u˙ in the time
derivative of (2.5a), qt = −p˙t in the time derivative of (2.5b), and add all the
equations together. Then we have
‖u˙(t)‖
2
V
+ ‖p˙t(t)− αp˙p(t)‖
2
0,λ−1 + ‖p˙p(t)‖
2
0,s0
+
1
2
d
dt
‖pp(t)‖
2
1,κ(3.7)
= (f˙ (t), u˙(t)) + (g(t), p˙p(t)).
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If s0 is non-degenerate with s0 ≥ c0 > 0, by Young’s inequality,
1
2
‖u˙(t)‖
2
V
+ ‖p˙t(t)− αp˙p(t)‖
2
0,λ−1 +
1
2
‖p˙p(t)‖
2
0,s0
+
1
2
d
dt
‖pp(t)‖
2
1,κ
≤
1
2
∥∥∥f˙(t)∥∥∥2
V ′
+
1
2
c−10 ‖g(t)‖
2
0 .
Integrating this from 0 to t gives
(3.8) ‖pp(t)‖
2
1,κ +
∫ t
0
[
‖u˙(s)‖
2
V
+ 2 ‖p˙t(s)− αp˙p(s)‖
2
0,λ−1 + ‖p˙p(s)‖
2
0,s0
]
ds
≤ ‖pp(0)‖
2
1,κ +
∫ t
0
[∥∥∥f˙(s)∥∥∥2
V ′
+ c−10 ‖g(s)‖
2
0
]
ds.
When s0 is degenerate, we integrate (3.7) from 0 to t and get
∫ t
0
[
‖u˙(t)‖2
V
+ ‖p˙t(t)− αp˙p(t)‖
2
0,λ−1 + ‖p˙p(t)‖
2
0,s0
]
ds+
1
2
‖pp(t)‖
2
1,κ
(3.9)
=
1
2
‖pp(0)‖
2
1,κ +
∫ t
0
[
(f˙ (s), u˙(s)) + (g(s), p˙p(s))
]
ds
=
1
2
‖pp(0)‖
2
1,κ +
∫ t
0
[
(f˙ (s), u˙(s))− (g˙(s), pp(s))
]
ds+ (g(t), pp(t)) − (g(0), pp(0)).
Since ‖pp(t)‖1,κ ≤ ‖pp‖L∞(0,t;H1κ)
, without loss of generality, we may assume that
‖pp(t)‖1,κ = ‖pp‖L∞(0,t;H1κ)
. Then the above formula gives∫ t
0
[
‖u˙(t)‖
2
V
+ ‖p˙t(t)− αp˙p(t)‖
2
0,λ−1 + ‖p˙p(t)‖
2
0,s0
]
ds+
1
2
‖pp(t)‖
2
1,κ
≤
1
2
‖pp(0)‖
2
1,κ +
∥∥∥f˙∥∥∥
L2(0,t;V ′)
‖u˙‖L2(0,t;V )
+ κ
− 1
2
0
(
‖g˙‖L1(0,t;H−1) + ‖g‖L∞(0,t;H−1)
)
‖pp‖L∞(0,t;H1κ)
.
By Young’s inequality, we have
(3.10)
∫ t
0
[
‖u˙(t)‖
2
V
+ 2 ‖p˙t(s)− αp˙p(s)‖
2
0,λ−1 + 2 ‖p˙p(s)‖
2
0,s0
]
ds+
1
2
‖pp(t)‖
2
1,κ
≤ ‖pp(0)‖
2
1,κ +
∥∥∥f˙∥∥∥2
L2(0,t;V ′)
+ 2κ−10
(
‖g˙‖L1(0,t;H−1) + ‖g‖L∞(0,t;H−1)
)2
.
Combining (3.8) and (3.10), we have
‖pp(t)‖1,κ . ‖pp(0)‖1,κ +
∥∥∥f˙∥∥∥
L2(0,t;V ′)
+min{c
− 1
2
0 ‖g‖L2(0,t;L2) , κ
− 1
2
0 (‖g˙‖L1(0,t;H−1) + ‖g‖L∞(0,t;H−1))},
so (3.2) for ‖pp‖L∞(0,t;H1κ)
is proved. We can also estimate∫ t
0
[
‖u˙(s)‖
2
V
+ ‖p˙t(s)− αp˙p(s)‖
2
0,λ−1 + ‖p˙p(s)‖
2
0,s0
]
ds
from (3.8) and (3.10) with the estimate of ‖pp‖L∞(0,t;H1κ)
. The argument is com-
pletely analogous to the estimate of ‖pp‖L2(0,t;H1κ)
, so we omit details.
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Finally, we prove (3.3). From the inf-sup condition
inf
06=qt∈Qt
sup
06=v∈V
(div v, qt)
‖ǫ(v)‖0 ‖qt‖0
≥ C,
for any given qt, there exists v ∈ V such that (div v, q
′
t) = (qt, q
′
t) for all q
′
t ∈ Qt,
and ‖ǫ(v)‖0 ≤ CΩ ‖qt‖0 with CΩ depending only on Ω. If we take v as such an
element in V with qt =
1
2µpt, then we can check that
‖v‖
V
≤
√
2µ1 ‖v‖1 ≤ CΩ
√
µ1
µ0
‖pt‖Qt
with µ1 := ‖µ‖L∞ ,
1
µ0
:=
∥∥∥ 1µ∥∥∥L∞ . From the estimate of ‖u‖L∞(0,t;V ) and (2.5a),
‖pt‖
2
Qt
= −(2µǫ(u), ǫ(v)) + (f ,v) ≤ CΩ
√
µ1
µ0
(‖u‖
V
+ ‖f‖
V ′
) ‖pt‖Qt
holds, and therefore
‖pt‖L∞(0,t;Qt) ≤ CΩ
√
µ1
µ0
(‖u‖L∞(0,t;V ) + ‖f‖L∞(0,t;V ′)).(3.11)

4. Discretization with finite elements
In this section we discuss finite element discretization of (2.5) and the a priori
error analysis of numerical solutions. We are interested in discretizations which are
robust for the parameters including arbitrarily large λ > 0, and only nonnegative
s0 ≥ 0. Note that the limit case λ =∞ decouples (2.5) into two separate problems,
the Stokes equation and a time-dependent Darcy flow problems. Therefore, it is
natural to combine two finite element methods, one for the Stokes equation for
(u, pt) and the other for the Darcy flow problems for pp.
For discretizations of the Stokes equation, standard mixed methods with con-
forming finite elements are natural choices but stabilized methods for the Stokes
equation are sometimes preferred due to their smaller number of degrees of freedom.
Therefore we propose formulations covering some low order stabilized methods for
discretization of (u, pt) with the a priori error analysis. The parameter µ is assumed
to be 1 in the model problem of Stokes equations. However, µ is a function in Ω
with large parameter value in most practical poroelasticity problems, so we assume
that 1 . µmin ≤ µ ≤ µmax and µmax/µmin is bounded above and below in Ω.
For discretizations of pp, the standard method with Lagrange finite elements
is the simplest numerical method but it does not give numerical solutions with
local mass conservation. In this paper we use the enriched Galerkin method that
we can obtain a locally mass conservative flux via local post-processing. However,
our error analysis can be extended to any discretization methods of the Poisson
equation including continuous and various discontinuous Galerkin methods.
4.1. Finite element methods for the Stokes and Poisson equations. In this
subsection we introduce the mixed and stabilized methods for the Stokes equation
of (u, pt) and the Lagrange finite elements for the Poisson equation of pp. In this
section we denote V h, Qt,h, Qp,h the finite element spaces for the unknowns u, pt,
pp, and assume that V h ⊂ V , Qt,h ⊂ Qt, and Qp,h ⊂ Qp. We will use ku, kpt , kpp
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to denote the maximum polynomial approximation orders of V h, Qt,h, Qp,h with
the L2 norm.
To describe the mixed and stabilized methods of V h and Qt,h, let us consider
an auxiliary problem to find (u, p) ∈ V ×Qt such that
(2µǫ(u), ǫ(v)) + (pt, div v) = (f1,v), (divu, qt) = (f2, qt)(4.1)
for all (v, qt) ∈ V ×Qt. First, we can use stable mixed finite elements (V h, Qt,h),
i.e., the pair (V h, Qt,h) satisfies the inf-sup condition
inf
06=qt∈Qt,h
sup
06=v∈V h
(div v, qt)
‖∇v‖0 ‖qt‖0
≥ C > 0(4.2)
with a constant C independent of h. A similar inf-sup condition holds with denom-
inator ‖ǫ(v)‖
V
‖qt‖Qt by rescaling of norms, and the inf-sup constant depends on
the constant of Korn’s inequality and µmax/µmin. For stabilized methods for (4.1),
we consider the stabilized methods of the form
B(uh, pt,h;v, qt) := (2µǫ(uh), ǫ(v)) + (pt,h, div v) + (divuh, qt)− sh(pt,h, qt),
F (v, qt) := (f1,v) + (f2, qt) + s˜h(f1, qt)
with some bilinear and linear forms sh and s˜h on V h ×Qt,h such that
|sh(pt, qt)| . ‖pt‖Qt ‖qt‖Qt .
The discretization of (4.1) is to find (uh, pt,h) ∈ V h ×Qt,h such that
B(uh, pt,h;v, qt) = F (v, qt) (v, qt) ∈ V h ×Qt,h.(4.3)
We assume that this discretization is consistent (with sufficiently regular exact
solutions) and also assume that an inf-sup condition
inf
(u,pt)∈V h×Qt,h
sup
(v,qt)∈V h×Qt,h
B(u, pt;v, qt)
(‖u‖
V
+ ‖pt‖Qt)(‖v‖V + ‖qt‖Qt)
≥ C > 0(4.4)
holds with C independent of h and parameters.
We here remark that there are known stabilized methods satisfying (4.4), for
example,
V h = P1(Th;R
n), Qt,h = P0(Th),(4.5a)
sh(pt, qt) =
γ2
2µ
∑
e∈Eh
h−1e 〈[[pt]] , [[qt]]〉e , s˜h = 0,(4.5b)
with [[qt]], the jump of qt on edges/faces (cf. [14]), and
V h = P1(Th;R
n), Qt,h = P1(Th),(4.6a)
sh(pt, qt) =
γ2
2µ
∑
T∈Th
h2T (∇pt,∇qt)T , s˜h(f , qt) = −
γ2
2µ
∑
T∈Th
h2T (f ,∇qt)(4.6b)
where γ2 > 0 is a parameter depending on the shape regularity of meshes. These
stabilization methods were proposed in [6] and [14], respectively. For more on
stabilized methods for the Stokes equation, we refer to [10].
For Qp,h we use the standard Lagrange finite elements.
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4.2. Semidiscrete error analysis. The semidiscrete formulation of (2.5) is to
find (uh, pt,h, pp,h) ∈ C
1(0, T ;V h)× C
1(0, T ;Qt,h)× C
1(0, T ;Qp,h) such that
(2µǫ(uh), ǫ(v)) + (pt,h, div v) = (f ,v),(4.7a)
(divuh, qt)− sh (pt,h, qt)−
(
λ−1pt,h, qt
)
−
(
αλ−1pp,h, qt
)
= s˜h(f , qt),(4.7b)
−
(
αλ−1p˙t,h, qp
)
−
((
s0 + α
2λ−1
)
p˙p,h, qp
)
− (κ∇pp,h,∇qp) = (g, qp)(4.7c)
for any v ∈ V h, qt ∈ Qt,h, qp ∈ Qp,h. It is obvious that sh = s˜h = 0 if we use
mixed methods for (uh, pt).
Suppose that (u, pt, pp) is an exact solution of (2.5) and (uh, pt,h, pp,h) is a
numerical solution of (4.7), and define
eu(t) := u(t)− uh(t), ept(t) := pt(t)− pt,h(t), epp(t) := pp(t)− pp,h(t).
For some interpolations (ΠVh u(t),Π
Qt
h pt(t),Π
Qp
h pp(t)) ∈ V h × Qt,h × Qp,h, which
will be defined below, we split the errors into two parts as
eu(t) = e
I
u(t) + e
h
u(t) := (u(t)−Π
V
h u(t)) + (Π
V
h u(t)− uh(t)),(4.8)
ept(t) = e
I
pt(t) + e
h
pt(t) := (pt(t)−Π
Qt
h pt(t)) + (Π
Qt
h pt(t)− pt,h(t)),(4.9)
epp(t) = e
I
pp(t) + e
h
pp(t) := (pp(t)−Π
Qp
h pp(t)) + (Π
Qp
h pp(t)− pp,h(t)).(4.10)
We define ΠVh u(t) and Π
Qt
h pt(t) as the solution of auxiliary problem:
(AP1) Find (ΠVh u(t),Π
Qt
h pt(t)) ∈ V h ×Qt,h such that(
2µǫ(ΠVh u(t)), ǫ(v)
)
+
(
ΠQth pt(t), div v
)
= (f (t),v),(
div ΠVh u(t), qt
)
− sh
(
ΠQth pt(t), qt
)
= (divu(t), qt) + s˜h(f(t), qt)
for any (v, qt) ∈ V h ×Qt,h.
The stability of mixed methods (when sh = s˜h = 0) or stabilized methods guaran-
tees the well-posedness of this problem, and furthermore, standard error analyses
of mixed or stabilized methods for the Stokes equation give∥∥u(t)−ΠVh u(t)∥∥V + ‖pt(t)−ΠQth pt(t)‖Qt . hm(‖u(t)‖m+1 + ‖pt(t)‖m)(4.11)
with m ≤ max{ku − 1, kpt} which depends on the regularities of u(t) and pt(t).
We define Π
Qp
h pp(t) as the solution of another auxiliary problem:
(AP2) Find Π
Qp
h pp(t) ∈ Qp,h such that
(κ∇Π
Qp
h pp,∇qp) = (κ∇pp,∇qp) ∀qp ∈ Qp,h.
It is well-known that
‖pp(t)−Π
Qp
h pp(t)‖1,κ . κ
− 1
2
0 h
m ‖pp(t)‖m+1(4.12)
holds with m ≤ kpp − 1 depending on the regularity of pp(t). If Ω satisfies the full
elliptic regularity assumption and κ is a Lipschitz continuous scalar field on Ω, then
‖pp(t)−Π
Qp
h pp(t)‖0 . h
∥∥∥pp(t)−ΠQph pp(t)∥∥∥
1,κ
(4.13)
holds as well.
Before we prove the a priori error analysis we discuss compatible numerical initial
data. Note that (4.7a), (4.7b) are algebraic equations, so our problem is a system of
differential algebraic equations. When the backward Euler method is used for time
discretization, compatible numerical data is not significant because the algebraic
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equation will be satisfied after one time step. However, numerical initial data sat-
isfying this algebraic equation can be important for stability of numerical methods
when other time discretization methods such as the Crank–Nicolson method are
used. In order to have compatible numerical initial data, we can use the solution
of
(2µǫ(uh), ǫ(v)) + (pt,h, div v) = (f (0),v),
(divuh, qt)− sh (pt,h, qt)−
(
λ−1pt,h, qt
)
−
(
αλ−1pp,h, qt
)
= s˜h(f (0), qt),
−
(
α2λ−1pt,h, qp
)
− (κ∇pp,h,∇qp) = −
(
α2λ−1pt(0), qp
)
− (κ∇pp(0),∇qp)
as numerical initial data. Since this is a stabilized saddle point problem with inf-
sup condition, it is rather standard to show that the numerical initial data from
this problem is a good approximation of initial data of the continuous problem.
In the theorem below we assume that the exact solutions are sufficiently reg-
ular and maximum approximation orders can be achieved in the Bramble–Hilbert
lemma for simplicity of presentation. In addition, we also assume that ΠQppp is an
approximation of pp with optimal order in the L
2 norm, i.e., (4.13) holds.
Theorem 4.1. Suppose that (u, pt, pp) is the solution of (2.5) with initial data
(u(0), pt(0), pp(0)), and (uh, pt,h, pp,h) is the solution of (4.7) with numerical initial
data (uh(0), pt,h(0), pp,h(0)) ∈ V h ×Qt,h ×Qp,h satisfying (4.7a), (4.7b), and
‖pt(0)− pt,h(0)‖Qt . h
kpt ‖pt(0)‖kpt
,(4.14)
‖pp(0)− pp,h(0)‖0 . h
kpp ‖pp(0)‖kpp
.(4.15)
Then ∥∥ΠVh u− uh∥∥L∞(0,t;V ) +
∥∥∥ΠQth pt − pt,h∥∥∥
L∞(0,t;Qt)
(4.16)
+
∥∥∥ΠQph pp − pp,h∥∥∥
L∞(0,t;L2s0)
+
∥∥∥ΠQph pp − pp,h∥∥∥
L2(0,t;H1κ)
. hk
(
‖pt(0)‖Hk + ‖pp(0)‖Hk + ‖p˙t‖L1(0,t;Hk) + ‖p˙p‖L1(0,t;Hk)
)
and ∥∥ΠVh u˙− u˙h∥∥L2(0,t;V ) +
∥∥∥ΠQth p˙t − p˙t,h∥∥∥
L2(0,t;Qt)
(4.17)
+
∥∥∥ΠQph p˙p − p˙p,h∥∥∥
L2(0,t;L2s0)
+
∥∥∥ΠQph pp − pp,h∥∥∥
L∞(0,t;H1κ)
.
∥∥∥ΠQph pp(0)− pp,h(0)∥∥∥
1,κ
+ hk ‖p˙t, p˙p‖L2(0,t;Hk)
hold with k = min{kpt , kpp}.
Proof. The difference of (2.5) and (4.7) gives
(2µǫ(eu), ǫ(v)) + (ept , div v) = 0,
(div eu, qt) + sh (pt,h, qt)−
(
λ−1ept , qt
)
−
(
αλ−1epp , qt
)
= −s˜h(f , qt),
−
(
αλ−1e˙pt , qp
)
−
((
s0 + α
2λ−1
)
e˙pp , qp
)
−
(
κ∇epp ,∇qp
)
= 0.
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From the decomposition (4.8)–(4.10) and the equations of (AP1), (AP2), we have
reduced error equations(
2µǫ(ehu), ǫ(v)
)
+
(
ehpt , div v
)
= 0,(4.18a) (
div eh
u
, qt
)
− sh
(
ehpt , qt
)
−
(
λ−1(ehpt − αe
h
pp), qt
)
(4.18b)
=
(
λ−1eIpt , qt
)
+ (αλ−1eIpp , qt),
−
(
αλ−1e˙hpt , qp
)
−
((
s0 + α
2λ−1
)
e˙hpp , qp
)
−
(
κ∇ehpp ,∇qp
)
(4.18c)
=
(
αλ−1e˙Ipt , qp
)
−
((
s0 + α
2λ−1
)
e˙Ipp , qp
)
for any v ∈ V h, qt ∈ Qt,h, qp ∈ Qp,h.
Proof of (4.16) : We take v = e˙h
u
in (4.18a), qt = −e
h
pt in the time derivative
of (4.18b), qp = −e
h
pp in (4.18c), and add them altogether. Then we have
1
2
d
dt
(∥∥ehu∥∥2V + sh(ehpt , ehpt) +
∥∥∥ehpt − αehpp∥∥∥2
0,λ−1
+
∥∥∥ehpp∥∥∥2
0,s0
)
+ ‖ehpp‖
2
1,κ(4.19)
= −
(
λ−1(e˙Ipt − αe˙
I
pp), e
h
pt − αe
h
pp
)
+
(
s0e˙
I
pp , e
h
pp
)
.
Defining
X(s)2 =
∥∥ehu(s)∥∥2V + sh(ehpt(s), ehpt(s)) +
∥∥∥ehpt(s)− αehpp(s)∥∥∥2
0,λ−1
+
∥∥∥ehpp(s)∥∥∥2
0,s0
,
and integrating (4.19) from 0 to t, we have
1
2
(X(t)2 −X(0)2) +
∫ t
0
‖ehpp(s)‖
2
1,κ ds,
(4.20)
=
∫ t
0
[
−
(
λ−1(e˙Ipt(s)− αe˙
I
pp(s)), e
h
pt(s)− αe
h
pp(s)
)
+
(
s0e˙
I
pp(s), e
h
pp(s)
)]
ds
≤
∥∥∥e˙Ipt − αe˙Ipp∥∥∥L1(0,t;L2
λ−1
)
∥∥∥ehpt − αehpp∥∥∥L∞(0,t;L2
λ−1
)
+
∥∥∥e˙Ipp∥∥∥L1(0,t;L2s0)
∥∥∥ehpp∥∥∥L∞(0,t;L2s0) .
Adopting the argument of the estimate of X(t) in the previous section, we may
assume that X(t) = maxs∈(0,t]X(s) without loss of generality. Then
1
2
X(t)2 ≤
1
2
X(0)2 +max
{∥∥∥e˙Ipt − αe˙Ipp∥∥∥L1(0,t;L2
λ−1
)
,
∥∥∥e˙Ipp∥∥∥L1(0,t;L2s0)
}
X(t).
By Young’s inequality and the arithmetic-geometric mean inequality, we can obtain
X(t) ≤ X(0) + 2max
{∥∥∥e˙Ipt − αe˙Ipp∥∥∥
L1(0,t;L2
λ−1
)
,
∥∥∥e˙Ipp∥∥∥
L1(0,t;L2s0)
}
.
As a corollary, assuming the exact solution is sufficiently smooth, we obtain
(4.21)
∥∥eh
u
∥∥
L∞(0,t;V )
+ max
s∈[0,t]
sh(e
h
pt , e
h
pt)
1
2 +
∥∥∥ehpt − αehpp∥∥∥
L∞(0,t;L2
λ−1
)
+
∥∥∥ehpp∥∥∥
L∞(0,t;L2s0)
. X(0) + hk ‖p˙t, p˙p‖L1(0,t;Hk)
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where k = min{kpt , kpp}. Note that the implicit constant in this estimate is in-
dependent of parameter scales, i.e., for large µ, arbitrarily large λ, small κ0 and
κ1, and small or degenerate s0. For mixed methods, the equation (4.18a) and the
inf-sup condition (4.2) can be used to obtain∥∥ehpt∥∥L∞(0,t;Qt) . X(0) + hk ‖p˙t, p˙p‖L1(0,t;Hk) , k = min{kpt , kpp}.(4.22)
In case of stabilized methods, for any t ∈ (0, T ], there exists (v, qt) such that
‖v‖
V
+ ‖qt‖Qt ≤ 1 and∥∥eh
u
(t)
∥∥
V
+
∥∥ehpt(t)∥∥Qt .(
2µǫ(eh
u
(t)), ǫ(v)
)
+
(
ehpt(t), div v
)
+
(
div eh
u
(t), qt
)
− sh
(
ehpt(t), qt
)
.
Using this (v, qt) with (4.18a) and (4.18b), we get∥∥eh
u
(t)
∥∥
V
+
∥∥ehpt(t)∥∥Qt(4.23)
.
(
λ−1(ehpt(t)− αe
h
pp(t)), qt
)
+
(
λ−1eIpt(t), qt
)
+ (αλ−1eIpp(t), qt),
.
∥∥∥ehpt(t)− αehpp(t)∥∥∥
0,λ−1
+
∥∥∥eIpt(t)− αeIpp(t)∥∥∥
0,λ−1
. X(0) + hk ‖p˙t, p˙p‖L1(0,t;Hk) , k = min{kpt , kpp},
where we used (4.21) in the last inequality.
To estimate
∥∥∥ehpp∥∥∥
L2(0,t;H1κ)
, we use (4.20) and get
1
2
X(t)2 +
∫ t
0
∥∥∥ehpp(s)∥∥∥2
1,κ
ds ≤
1
2
X(0)2 +
∥∥∥e˙Ipt − αe˙Ipp∥∥∥
L1(0,t;L2
λ−1
)
X(t)
+
∥∥∥e˙Ipp∥∥∥
L1(0,t;L2s0)
X(t).
By Young’s inequality,∥∥∥ehpp∥∥∥L2(0,t;H1κ) . X(0) + hk ‖p˙t, p˙p‖L1(0,t;Hk) , k = min{kpt , kpp}.(4.24)
To complete the proof, we need to estimateX(0). Recall that (uh(0), pt,h(0), pp,h(0))
satisfies (4.7a) and (4.7b) at t = 0. Recall also that (ΠVh u(0),Π
Qt
h pt(0)) satisfies
(AP1) at t = 0. Noting that divu(0) = λ−1pt(0)+λ
−1αpp(0), (e
h
u
(0), ehpt(0), e
h
pp(0))
satisfies (
2µǫ(ehu(0)), ǫ(v)
)
+
(
ehpt(0), div v
)
= 0,(
div ehu(0), qt
)
− sh
(
ehpt(0), qt
)
=
(
λ−1(eIpt(0)− αe
I
pp(0)), qt
)
for all v ∈ V h, qt ∈ Qt,h, therefore∥∥ehu(0)∥∥V + ∥∥ehpt(0)∥∥Qt . hk ‖pt(0), pp(0)‖Hk , k = min{kpt , kpp}.
From the boundedness of sh(·, ·),
X(0) .
∥∥ehu(0)∥∥V + ∥∥ehpt(0)∥∥Qt +
∥∥∥ehpp(0)∥∥∥
L2s0
. hk ‖pt(0), pp(0)‖Hk ,
with k = min{kpt , kpp}.
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Proof of (4.17) : We now estimate ‖ehpp(t)‖L∞(0,t;H1κ). For this, we take v = e˙
h
u
in the time derivative of (4.18a), qt = −e˙
h
pt in the time derivative of (4.18b),
qp = −e˙
h
pp in (4.18c), and add the equations altogether. Then∥∥e˙hu(t)∥∥2V +
∥∥∥e˙hpt(t)− αe˙hpp(t)∥∥∥2
0,λ−1
+
∥∥∥e˙hpp(t)∥∥∥2
0,s0
+
1
2
d
dt
‖ehpp(t)‖
2
1,κ(4.25)
= −
(
λ−1e˙Ipt − αλ
−1e˙Ipp , e˙
h
pt − αe˙
h
pp
)
+
(
s0e˙
I
pp , e˙
h
pp
)
Integrating it from 0 to t and using Young’s inequality, we get
1
2
‖ehpp(t)‖
2
1,κ +
∫ t
0
[∥∥e˙h
u
(s)
∥∥2
V
+
1
2
∥∥∥e˙hpt(s)− αe˙hpp(s)∥∥∥20,λ−1 + 12
∥∥∥e˙hpp(s)∥∥∥20,s0
]
ds
≤
1
2
‖ehpp(0)‖
2
1,κ +
1
2
∫ t
0
[∥∥∥e˙Ipt(s)− αe˙Ipp(s)∥∥∥2
0,λ−1
+
∥∥∥e˙Ipp(s)∥∥∥2
0,s0
]
ds.
In particular,
‖ehpp(t)‖1,κ +
∥∥e˙hu∥∥L2(0,t;V ) +
∥∥∥e˙hpt − αe˙hpp∥∥∥
L2(0,t;L2
λ−1
)
+
∥∥∥e˙hpp∥∥∥
L2(0,t;L2s0)
. ‖ehpp(0)‖1,κ +
∥∥∥e˙Ipt − αe˙Ipp∥∥∥
L2(0,t;L2
λ−1
)
+
∥∥∥e˙Ipp∥∥∥
L2(0,t;L2s0)
. ‖ehpp(0)‖1,κ + h
k ‖p˙t, p˙p‖L2(0,t;Hk) , k = min{kpt , kpp}.
In this estimate, the implicit constants are uniformly bounded for small κ0, κ1,
large µ, arbitrarily large λ, and small or degenerate s0. 
Corollary 4.2. Under the same assumptions in Theorem 4.1 and an additional
assumption
‖pp(0)− pp,h(0)‖1,κ . h
kpp−1 ‖pp(0)‖Hkpp ,(4.26)
we can show that
‖u− uh‖L∞(0,t;V ) + ‖pt − pt,h‖L∞(0,t;Qt) + ‖pp − pp,h‖L∞(0,t;L2s0)
. hk
(
‖u‖L∞(0,t;Hk) + ‖pt‖W 1,1(0,t;Hk) + ‖pp‖W 1,1(0,t;Hk)
)
with k = min{ku − 1, kpt , kpp},
‖pp − pp,h‖L2(0,t;H1κ)
. hk
(
‖pt(0)‖Hk + ‖pp(0)‖Hk + ‖p˙t‖L1(0,t;Hk) + ‖p˙p‖L1(0,t;Hk) + ‖pp‖L2(0,t;Hk+1)
)
with k = min{kpt , kpp − 1}, and
‖u˙− u˙h‖L2(0,t;V ) + ‖p˙t − p˙t,h‖L2(0,t;Qt) + ‖p˙p − p˙p,h‖L2(0,t;L2s0)
.
∥∥∥ΠQph pp(0)− pp,h(0)∥∥∥
1,κ
+ hk ‖u˙, p˙t, p˙p‖L2(0,t;Hk)
with k = min{ku − 1, kpt , kpp},
‖pp − pp,h‖L∞(0,t;H1κ)
. hk
(
‖pp‖L∞(0,t;Hk+1) + ‖p˙t, p˙p‖L2(0,t;Hk)
)
with k = min{kpp − 1, kpt} hold.
Proof. These assertions can be proved easily from the results in Theorem 4.1 and
the triangle inequality, so we omit details. 
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5. Parameter-robust preconditioning
In this section we discuss preconditioners of the finite element discretizations
robust for certain parameter scales. In most applications, the parameters µ, λ, κ
are in the ranges
0 < κ0, κ1 ≪ 1≪ µ . λ ≤ +∞.(5.1)
It turns out that preconditioners efficient for the model problem with unit param-
eter values do not perform well for problems with realistic parameter values. In
fact, construction of preconditioners robust for all variations of parameters in (5.1)
is the motivation of [18], and abstract form of parameter-robust block diagonal pre-
conditioners are studied for discretizations with Taylor–Hood and MINI elements.
Therefore we only focus on preconditioners for discretizations with the two stabi-
lized methods in (4.5) and (4.6). Following the approach in [18], we first define
parameter-dependent discrete norms of V h, Qt,h, Qp,h, and show that the stability
of the system with the parameter-dependent norms. Then we can derive abstract
forms of block diagonal preconditioners based on the parameter-dependent norms.
The numerical results we will present in the last section show that performances of
algebraic multigrid block diagonal preconditioners based on the abstract forms are
robust for parameter scales.
Before we define parameter-dependent norms, we consider fully discrete schemes
of the system to reduce the preconditioning problem. In fully discretization scheme
of (4.7) with time step size ∆t > 0, we solve a static system
(2µǫ(uh), ǫ(v)) + (pt,h, div v) = (f˜ ,v),(5.2a)
(divuh, qt)− sh (pt,h, qt)−
(
λ−1pt,h, qt
)
−
(
αλ−1pp,h, qt
)
= (f˜ , qt),(5.2b)
−
(
αλ−1pt,h, qp
)
−
((
s0 + α
2λ−1
)
pp,h, qp
)
− (κ∇pp,h,∇qp) = (g˜, qp)(5.2c)
for all (v, qt, qp) ∈ V h × Qt,h × Qp,h at each time step but κ here is κ∆t with κ
in the previous section, and f˜ , f˜ , g˜ are right-hand side terms depending on time
discretization schemes.
Let us define norms of V h, Qt,h, Qp,h as
‖v‖2
V h
= (2µǫ(v), ǫ(v)), ‖qt‖
2
Qt,h
= ((2µ)−1qt, qt) + sh(qt, qt),
‖qp‖
2
Qp,h
= ‖qp‖
2
0,s0
+ (κ∇qp,∇qp),
and let Xh = V h ×Qt,h ×Qp,h be the Hilbert space with the norm
‖(v, qt, qp)‖
2
Xh
= ‖v‖
2
V h
+ ‖qt‖
2
Qt,h
+ ‖Qp‖
2
Qp,h
.
We define a linear operator A from Xh to its dual space X
∗
h using the left-hand
side of (5.2) as
〈A(u, pt, pp), (v, qt, qp)〉(X ∗
h
,Xh)
= (2µǫ(u), ǫ(v)) + (pt, div v) + (divu, qt)− sh (pt, qt)−
(
λ−1pt, qt
)
−
(
αλ−1pp, qt
)
−
(
αλ−1pt, qp
)
−
((
s0 + α
2λ−1
)
pp, qp
)
− (κ∇pp,∇qp)
for (u, pt, pp), (v, qt, qp) ∈ Xh, where 〈·, ·〉(X ∗
h
,Xh)
is the duality pairing of Xh and
X ∗h . We claim that A is an isomorphism from Xh to X
∗
h such that ‖A‖L(Xh,X ∗h )
and∥∥A−1∥∥
L(X ∗
h
,Xh)
are independent of mesh sizes and the parameters in the ranges of
(5.1).
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Theorem 5.1. There exists β > 0, independent of the scales of µ, κ, λ in (5.1),
and the mesh sizes, such that the following inf-sup condition holds:
inf
(u,pt,pp)∈Xh
sup
(v,qt,qp)∈Xh
(A(u, pt, pp), (v, qt, qp))(X ∗
h
,Xh)
‖(u, pt, pp)‖Xh‖(v, qt, qp)‖Xh
≥ β.
Proof. To prove the assertion, for given (0, 0, 0) 6= (u, pt, pp) ∈ Xh, we will find
(v, qt, qp) ∈ Xh such that
‖(v, qt, qp)‖Xh ≤ C‖(u, pt, pp)‖X ,(5.3)
(A(u, pt, pp), (v, qt, qp))(X ∗
h
,Xh) ≥ C
′‖(u, pt, pp)‖
2
Xh
,(5.4)
with C,C′ > 0 independent of the scales of µ, λ, κ, and mesh sizes.
Suppose that (0, 0, 0) 6= (u, pt, pp) ∈ X is given.
For stabilized methods, there exist C1, C2 > 0 independent of mesh sizes and
parameters such that
sup
v∈V h
(div v, qt)
‖v‖
V
≥ 2C1 ‖qt‖Qt − 2C2(sh(qt, qt))
1
2 ∀qt ∈ Qt,h.
From this there exists w ∈ V h such that
(divw, pt) ≥
(
C1 ‖pt‖Qt − C2(sh(pt, pt))
1
2
)
‖w‖
V
.(5.5)
Due to linearity of this inequality in w we may rescale w so that ‖w‖
V
= ‖pt‖Qt .
To prove (5.3) and (5.4), we set v = u+δw, qt = −pt, qp = −pp with a constant
δ > 0 which will be determined later. One can check that
‖(v, qt, qp)‖Xh ≤
√
2(1 + δ2)‖(u, pt, pp)‖Xh ,
and (5.3) follows if δ is independent of the parameters and mesh sizes. To establish
(5.4) and determine δ, we use the previously chosen v, qt, qp, and (5.5) to have
〈A(u, pt, pp), (v, qt, qp)〉(X ∗
h
,Xh)
= ‖u‖2
V h
+ δ(2µǫ(u), ǫ(w)) + δ(divw, pt) + sh(pt, pt)(5.6)
+ (λ−1pt, pt) + ((s0 + α
2λ−1)pp, pp) + 2(αλ
−1pt, pp)) + (κ∇pp,∇pp)
By Young’s inequality and the fact ‖w‖
V
= ‖pt‖Qt , we also have
δ(2µǫ(u), ǫ(w)) ≤
δθ
2
‖u‖2V +
δ
2θ
‖w‖2V ≤
δθ
2
‖u‖2V +
δ
2θ
‖pt‖
2
Qt ∀θ > 0.
By (5.5) and Young’s inequality,
δ(divu, pt) ≥ δ
(
C1 ‖pt‖Qt − C2(sh(pt, pt))
1
2
)
‖w‖
V
≥ δC1 ‖pt‖
2
Qt
− δC2
(
η
2
sh(pt, pt) +
1
2η
‖pt‖
2
Qt
)
for any η > 0. From these we can get
〈A(u, pt, pp), (v, qt, qp)〉(X ∗
h
,Xh)
=
(
1−
δθ
2
)
‖u‖
2
V
+ δ
(
C1 −
1
2θ
−
C2
2η
)
‖pt‖
2
Qt
+
(
1− δ
C2η
2
)
sh(pt, pt)
+ ‖pt − αpp‖
2
λ−1 + ‖pp‖
2
s0
+ ‖pp‖
2
1,κ .
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We now set
θ =
2
C1
, η =
2C2
C1
, δ = min
{
C1
2
,
C1
2C22
}
,
and get
〈A(u, pt, pp), (v, qt, qp)〉(X ∗
h
,Xh)
≥
1
2
‖u‖2
V
+
1
2
sh(pt, pt) +
δC1
2
‖pt‖
2
Qt
+ ‖pp‖
2
0,s0
+ ‖pp‖
2
1,κ .
Since C1, C2 are independent of parameters and mesh sizes, so is δ, and therefore
(5.3) and (5.4) are proved. 
N
‖pt − pt,h‖L2 ‖pp − pp,h‖L2 ‖u− uh‖H1 ‖pp − pp,h‖1,κ
error rate error rate error rate error rate
8 4.342e-02 − 3.527e-03 − 5.725e-02 − 1.127e-01 −
16 1.071e-02 2.02 8.826e-04 2.00 1.424e-02 2.01 5.642e-02 1.00
32 2.669e-03 2.00 2.207e-04 2.00 3.559e-03 2.00 2.822e-02 1.00
64 6.668e-04 2.00 5.519e-05 2.00 8.897e-04 2.00 1.411e-02 1.00
128 1.667e-04 2.00 1.380e-05 2.00 2.225e-04 2.00 7.056e-03 1.00
Table 1. Errors and convergence rates with the lowest order
Taylor–Hood finite elements
N
‖pt − pt,h‖L2 ‖pp − pp,h‖L2 ‖u− uh‖H1 ‖pp − pp,h‖1,κ
error rate error rate error rate error rate
8 6.024e+00 − 3.549e-03 − 7.017e+00 − 1.139e-01 −
16 3.748e+00 0.68 1.409e-03 1.33 4.438e+00 0.66 5.723e-02 0.99
32 1.519e+00 1.30 5.280e-04 1.42 1.793e+00 1.31 2.843e-02 1.01
64 4.642e-01 1.71 1.643e-04 1.68 5.463e-01 1.71 1.415e-02 1.01
128 1.259e-01 1.88 4.586e-05 1.84 1.568e-01 1.80 7.061e-03 1.00
Table 2. Errors and convergence rates with the Brezzi–
Pitka¨ranta stabilized method
N
‖pt − pt,h‖L2 ‖pp − pp,h‖L2 ‖u− uh‖H1 ‖pp − pp,h‖1,κ
error rate error rate error rate error rate
8 5.051e+00 − 1.149e-02 − 5.816e+00 − 1.223e-01 −
16 2.604e+00 0.96 2.726e-03 2.08 2.906e+00 1.00 5.772e-02 1.08
32 1.349e+00 0.95 6.126e-04 2.15 1.402e+00 1.05 2.835e-02 1.03
64 6.832e-01 0.98 1.490e-04 2.04 6.762e-01 1.05 1.413e-02 1.01
128 3.296e-01 1.05 3.787e-05 1.98 3.082e-01 1.13 7.058e-03 1.00
Table 3. Errors and convergence rates with the P1-P0 stabilized method
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The above stability in the parameter-dependent norm Xh suggests an abstract
form of preconditioner
P =

Pu Ppt
Ppp

(5.7)
with Pu, Ppt , Ppp which are (approximate) inverses of the maps
u 7→ − div(2µǫ(u)), pt 7→ (1/µ)pt, pp 7→ (s0 + α
2λ−1)pp − div(κ∇pp).
6. Numerical results
In this section we present the results of numerical experiments. All numerical
experiments are performed with FEniCS version 2017.2.0.
In the first numerical experiments, we show convergence of finite finite element
methods. The computational Ω is the unit square [0, 1]× [0, 1] and is divided into
N × N uniform squares, i.e., h = 1/N , and then each squares are divided into to
two triangles to obtain the triangulation Th. To illustrate convergence of errors, we
consider a manufactured solution of the problem with
u =
(
sin(πx) sin(1 + t)
sin y sin t
)
, p = x2y2 cos t
and parameters µ = 10, λ = 15, α = 1, s0 = 1, κ = 1. For boundary conditions we
impose Dirichlet boundary conditions of u on Γd := {0} × [0, 1] ∪ {1} × [0, 1] and
of pp on Γp := ∂Ω.
We consider the lowest order Taylor–Hood element, the Brezzi–Pitka¨ranta sta-
bilized method (cf. (4.5)), and the P1–P0 stabilized method (cf. (4.6)). We use
the backward Euler time discretization with time step ∆t = h2 and the errors are
computed at t = 0.5. Convergence rates of errors for mesh refinements are given in
Tables 1–3.
Although parameter-robust preconditioning for mixed methods are already stud-
ied in [18], we show the results of mixed method and stabilized methods for com-
parision. To construct preconditioners based on (5.7) for mixed methods, we use
the algebraic multigrid method for the blocks of u and pp but use the Jacobi pre-
conditioner for the block of pt as in [18]:
AMG(Au) Jacobi(Apt)
AMG(App)


where Au, Apt , App are matrices obtained from the bilinear forms
(2µǫ(u), ǫ(v)), ((2µ)−1pt, qt), ((s0 + α
2λ−1)pp, qp) + (κ∇pp,∇qp).
For stabilized methods our preconditioners have the form
AMG(Au) AMG(Apt)
AMG(App)


where Au, Apt , App are matrices obtained by
(2µǫ(u), ǫ(v)), ((2µ)−1pt, qt) + sh(pt, qt), ((s0 + α
2λ−1)pp, qp) + (κ∇pp,∇qp)
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for each stabilized method, and MinRes algorithm is used for iterative solvers. For
algebraic multigrid methods we use the algebraic multigrid package Hypre AMG.
To test robustness of these preconditioners for mesh refinements, and parameter
values, we consider the cases with meshes N = 16, 32, 64, 128, 256, µ = 1, 103, 106,
λ/µ = 1, 103, 106, and scalar κ = 1, 10−3, 10−6, 10−9. At each case, we only test
the static problem with randomly generated right-hand side vectors, and measured
number of iterations with relative tolerance 10−6, and measured the wall-clock
time for one solve by averaging 10 solves with different right-hand side vectors.
The results are given in Tables 4–6. One can see that the numbers of iteration in
Tables 5-6 are quite robust for different parameter values and mesh refinements. In
the results, the stabilized methods have significantly less computational times for
same meshes, so they can be advantageous to accelerate simulations but the price
to pay is the low accuracy of stabilized methods as we have seen before.
7. Conclusion
In this paper we studied the three-field formulation of the Biot model which has
the displacement, the total pressure, and the pore pressure as unknowns. We first
carried out a comprehensive investigation of the a priori estimate of the continu-
ous problem. Then we studied finite element discretization with parameter-robust
stability, and parameter-robust preconditioning of the discretizations. For finite
element discretizations we considered standard mixed finite element as well as sta-
bilized methods for the Stokes equations, and complete error estimates of semidis-
crete solutions of the Biot model are proved. For parameter-robust preconditioning,
we showed parameter-robust stability of the system and derived an abstract form
of robust preconditioners. The theoretical results are illustrated with numerical
experiments.
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κ
N µ λ/µ 100 10−3 10−6 10−9
16
100
100 44 (0.19) 56 (0.24) 65 (0.27) 65 (0.27)
103 59 (0.27) 55 (0.24) 70 (0.29) 67 (0.27)
106 60 (0.25) 54 (0.22) 42 (0.18) 53 (0.22)
103
100 41 (0.17) 41 (0.17) 54 (0.22) 62 (0.25)
103 59 (0.25) 59 (0.25) 52 (0.22) 67 (0.29)
106 59 (0.25) 59 (0.25) 51 (0.22) 38 (0.16)
106
100 41 (0.17) 41 (0.17) 41 (0.17) 54 (0.23)
103 59 (0.25) 59 (0.25) 59 (0.25) 52 (0.22)
106 59 (0.25) 59 (0.25) 59 (0.25) 51 (0.22)
32
100
100 46 (0.41) 55 (0.53) 67 (0.63) 67 (0.61)
103 61 (0.56) 56 (0.52) 73 (0.66) 69 (0.61)
106 62 (0.58) 55 (0.54) 42 (0.40) 54 (0.51)
103
100 42 (0.41) 42 (0.41) 52 (0.50) 63 (0.58)
103 61 (0.58) 61 (0.58) 52 (0.48) 68 (0.60)
106 61 (0.59) 61 (0.60) 52 (0.49) 38 (0.36)
106
100 42 (0.41) 42 (0.41) 42 (0.41) 52 (0.47)
103 60 (0.58) 61 (0.59) 61 (0.62) 52 (0.53)
106 60 (0.52) 61 (0.59) 61 (0.63) 52 (0.53)
64
100
100 46 (1.47) 55 (1.91) 67 (1.98) 68 (2.16)
103 61 (1.88) 56 (1.72) 72 (2.26) 69 (2.37)
106 61 (2.19) 56 (1.88) 42 (1.40) 53 (1.93)
103
100 42 (1.51) 42 (1.37) 50 (1.52) 63 (1.86)
103 61 (1.85) 61 (1.97) 52 (1.84) 66 (2.05)
106 61 (2.05) 61 (2.14) 52 (1.82) 37 (1.34)
106
100 42 (1.55) 42 (1.60) 42 (1.43) 50 (1.86)
103 60 (2.10) 61 (2.19) 61 (2.12) 52 (1.84)
106 60 (2.26) 61 (1.86) 61 (1.88) 52 (1.63)
128
100
100 46 (7.30) 55 (8.39) 67 (10.19) 70 (10.53)
103 63 (10.27) 56 (8.78) 72 (11.37) 68 (10.63)
106 63 (10.50) 56 (9.09) 41 (6.36) 52 (7.50)
103
100 42 (6.53) 42 (7.12) 50 (7.80) 63 (9.11)
103 62 (9.13) 62 (10.03) 52 (8.69) 66 (10.63)
106 62 (9.87) 62 (10.10) 52 (8.29) 37 (5.94)
106
100 42 (6.72) 42 (6.54) 42 (5.86) 50 (6.95)
103 62 (8.48) 62 (8.49) 61 (8.50) 52 (7.18)
106 62 (8.45) 62 (8.32) 62 (8.34) 52 (7.02)
256
103
100 46 (25.82) 54 (30.11) 65 (35.70) 69 (38.01)
103 62 (35.41) 56 (31.50) 71 (40.29) 70 (38.55)
106 63 (35.49) 55 (31.34) 41 (23.18) 51 (29.03)
103
103 43 (24.18) 43 (24.33) 51 (28.79) 59 (32.19)
103 60 (34.44) 60 (33.83) 51 (28.70) 64 (35.27)
106 60 (34.06) 60 (33.44) 50 (28.59) 37 (21.02)
106
100 42 (24.00) 42 (23.66) 42 (24.02) 50 (28.52)
103 60 (33.83) 60 (33.90) 60 (33.89) 51 (28.97)
106 60 (33.80) 60 (33.91) 60 (34.40) 50 (28.71)
Table 4. Number of iterations and wall-clock time for one solve
with the Taylor–Hood element
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κ
N µ λ/µ 100 10−3 10−6 10−9
16
100
100 21 (0.07) 32 (0.10) 30 (0.09) 30 (0.09)
103 22 (0.07) 20 (0.06) 28 (0.09) 26 (0.08)
106 22 (0.07) 20 (0.06) 16 (0.05) 23 (0.07)
103
100 17 (0.06) 20 (0.06) 30 (0.09) 28 (0.09)
103 21 (0.07) 21 (0.07) 19 (0.06) 26 (0.08)
106 21 (0.07) 21 (0.07) 18 (0.06) 14 (0.05)
109
100 17 (0.06) 17 (0.06) 19 (0.06) 30 (0.10)
103 21 (0.07) 21 (0.07) 21 (0.07) 19 (0.06)
106 21 (0.07) 21 (0.07) 21 (0.07) 18 (0.06)
32
1
1 24 (0.11) 37 (0.17) 35 (0.16) 35 (0.16)
103 29 (0.13) 25 (0.12) 33 (0.16) 31 (0.14)
106 29 (0.14) 25 (0.12) 20 (0.09) 26 (0.12)
103
100 19 (0.09) 22 (0.11) 35 (0.16) 32 (0.15)
103 26 (0.13) 26 (0.13) 23 (0.11) 30 (0.15)
106 26 (0.12) 26 (0.12) 23 (0.11) 18 (0.09)
106
100 19 (0.09) 19 (0.09) 22 (0.11) 35 (0.16)
103 26 (0.12) 26 (0.12) 26 (0.12) 23 (0.11)
106 26 (0.13) 26 (0.13) 26 (0.12) 23 (0.11)
64
100
100 26 (0.31) 40 (0.48) 38 (0.41) 38 (0.39)
103 35 (0.39) 31 (0.34) 38 (0.43) 36 (0.37)
106 35 (0.40) 30 (0.35) 24 (0.28) 29 (0.36)
103
100 21 (0.25) 24 (0.29) 37 (0.44) 36 (0.39)
103 32 (0.38) 32 (0.35) 28 (0.31) 35 (0.41)
106 32 (0.38) 32 (0.35) 27 (0.30) 20 (0.23)
106
100 20 (0.23) 21 (0.24) 24 (0.27) 37 (0.44)
103 32 (0.38) 32 (0.38) 32 (0.37) 27 (0.32)
106 32 (0.38) 32 (0.38) 32 (0.38) 27 (0.32)
128
100
100 28 (1.08) 44 (1.71) 43 (1.54) 42 (1.51)
103 39 (1.63) 33 (1.33) 42 (1.75) 40 (1.51)
106 39 (1.64) 33 (1.36) 26 (1.07) 31 (1.31)
103
100 23 (0.98) 25 (1.05) 40 (1.70) 39 (1.54)
103 37 (1.56) 37 (1.57) 32 (1.36) 40 (1.74)
106 37 (1.60) 37 (1.57) 32 (1.33) 23 (1.00)
106
100 22 (0.95) 23 (0.99) 25 (1.07) 40 (1.72)
103 36 (1.59) 36 (1.55) 36 (1.53) 31 (1.36)
106 36 (1.51) 36 (1.53) 36 (1.54) 31 (1.28)
256
100
100 28 (4.83) 46 (8.01) 46 (8.10) 44 (6.71)
103 42 (8.16) 35 (7.12) 45 (8.65) 44 (7.78)
106 42 (7.55) 35 (6.38) 26 (5.02) 33 (6.27)
103
103 25 (4.80) 26 (5.19) 42 (7.19) 43 (6.62)
103 41 (7.53) 41 (7.82) 34 (6.34) 42 (8.35)
106 41 (7.47) 41 (7.16) 34 (6.63) 26 (5.22)
106
100 22 (4.54) 24 (4.73) 26 (4.97) 41 (7.65)
103 40 (7.56) 40 (8.14) 40 (7.57) 33 (6.48)
106 40 (7.80) 40 (8.04) 40 (7.89) 33 (6.70)
Table 5. Number of iterations and wall-clock time for one solve
with the Brezzi–Pitka¨ranta stabilized method
POROELASTICITY 23
κ
N µ λ 100 10−3 10−6 10−9
16
100
100 24 (0.08) 38 (0.12) 37 (0.12) 37 (0.12)
103 33 (0.11) 30 (0.10) 39 (0.13) 36 (0.12)
106 33 (0.11) 29 (0.10) 22 (0.07) 30 (0.10)
103
100 20 (0.07) 23 (0.08) 37 (0.12) 35 (0.11)
103 31 (0.10) 32 (0.11) 29 (0.09) 38 (0.12)
106 31 (0.10) 32 (0.10) 28 (0.09) 22 (0.08)
106
100 19 (0.06) 20 (0.07) 23 (0.08) 37 (0.12)
103 31 (0.10) 31 (0.10) 32 (0.10) 29 (0.09)
106 31 (0.10) 31 (0.10) 32 (0.10) 28 (0.09)
32
100
100 26 (0.13) 42 (0.20) 41 (0.20) 41 (0.20)
103 38 (0.19) 34 (0.17) 43 (0.21) 40 (0.19)
106 38 (0.19) 33 (0.16) 26 (0.13) 33 (0.16)
103
100 21 (0.11) 24 (0.12) 40 (0.20) 39 (0.19)
103 36 (0.18) 36 (0.19) 32 (0.17) 42 (0.22)
106 36 (0.18) 36 (0.19) 32 (0.16) 24 (0.13)
106
100 21 (0.11) 21 (0.11) 24 (0.13) 40 (0.20)
103 35 (0.18) 36 (0.19) 36 (0.19) 32 (0.17)
106 35 (0.18) 36 (0.19) 37 (0.19) 32 (0.16)
64
100
100 26 (0.33) 43 (0.54) 43 (0.50) 43 (0.49)
103 39 (0.48) 35 (0.43) 46 (0.56) 41 (0.48)
106 39 (0.47) 35 (0.43) 27 (0.34) 35 (0.43)
103
100 22 (0.28) 25 (0.31) 41 (0.52) 40 (0.46)
103 37 (0.46) 38 (0.47) 34 (0.41) 43 (0.55)
106 37 (0.45) 38 (0.48) 34 (0.42) 25 (0.33)
106
100 21 (0.28) 22 (0.28) 24 (0.32) 41 (0.48)
103 36 (0.42) 37 (0.46) 38 (0.50) 33 (0.43)
106 36 (0.44) 37 (0.43) 38 (0.45) 33 (0.39)
128
100
100 28 (1.25) 46 (1.98) 46 (1.86) 46 (1.77)
103 42 (1.82) 38 (1.67) 49 (2.13) 43 (1.62)
106 42 (1.67) 37 (1.48) 28 (1.12) 37 (1.58)
103
100 24 (1.04) 27 (1.06) 43 (1.70) 44 (1.65)
103 40 (1.75) 40 (1.78) 37 (1.61) 46 (2.02)
106 40 (1.58) 40 (1.71) 35 (1.53) 28 (1.18)
106
100 23 (1.03) 24 (1.07) 26 (1.18) 43 (1.80)
103 38 (1.64) 39 (1.56) 40 (1.83) 36 (1.68)
106 38 (1.82) 39 (1.72) 40 (1.72) 35 (1.47)
256
100
100 29 (5.25) 46 (9.32) 49 (7.97) 48 (7.97)
103 50 (9.03) 44 (8.35) 57 (10.94) 54 (9.90)
106 50 (9.34) 44 (8.31) 33 (6.76) 43 (8.90)
103
100 25 (4.85) 28 (5.29) 45 (9.21) 47 (8.14)
103 48 (9.19) 48 (9.40) 43 (7.84) 55 (10.93)
106 48 (9.76) 48 (9.52) 43 (8.55) 32 (6.44)
106
100 24 (4.82) 24 (4.84) 27 (5.40) 44 (9.02)
103 46 (8.77) 47 (8.23) 47 (8.00) 42 (7.22)
106 46 (7.82) 47 (7.97) 48 (8.07) 42 (7.11)
Table 6. Number of iterations and wall-clock time for one solve
with the P1–P0 stabilized method
