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Abstract Recent empirical studies suggest that the volatilities associated
with financial time series exhibit short-range correlations. This entails that the
volatility process is very rough and its autocorrelation exhibits sharp decay at
the origin. Another classic stylistic feature often assumed for the volatility is
that it is mean reverting. In this paper it is shown that the price impact of a
rapidly mean reverting rough volatility model coincides with that associated
with fast mean reverting Markov stochastic volatility models. This reconciles
the empirical observation of rough volatility paths with the good fit of the
implied volatility surface to models of fast mean reverting Markov volatili-
ties. Moreover, the result conforms with recent numerical results regarding
rough stochastic volatility models. It extends the scope of models for which
the asymptotic results of fast mean reverting Markov volatilities are valid.
The paper concludes with a general discussion of fractional volatility asymp-
totics and their interrelation. The regimes discussed there include fast and
slow volatility factors with strong or small volatility fluctuations and with the
limits not commuting in general. The notion of a characteristic term struc-
ture exponent is introduced, this exponent governs the implied volatility term
structure in the various asymptotic regimes.
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1 Introduction
The assumption that the volatility is constant, as in the standard Black–
Scholes model, is not realistic. Indeed, practically, in order to match observed
prices, one needs to use an implied volatility that depends on the pricing pa-
rameters. Therefore, a consistent parameterization of the implied volatility is
needed so that, after calibration of the implied volatility model to liquid con-
tracts, it can be used for pricing of less liquid contracts written on the same
underlying. Stochastic volatility models have been introduced because they
give such consistent parameterizations of the implied volatility. Here we will
consider a specific class of stochastic volatility models and identify the associ-
ated parameterization of the price correction and associated implied volatility
correction that follow from the volatility fluctuations.
Empirical studies suggest that the volatility may exhibit a “multiscale”
character as in Bollerslev et al. (2013); Breidt et al. (1998); Chronopoulou
and Viens (2012); Cont (2001, 2005); Engle and Patton (2001); Oh et al.
(2008). That is, correlations that decay as a power law in offset rather than as
an exponential function as in a Markov process. Recent empirical evidence in
particular shows that stochastic volatility is often rough with rapidly decaying
correlations at the origin (see Gatheral et al. (2016)). In Funahashi and Kijima
(2017) it was shown numerically that the implied volatility correction for a
rough fractional stochastic volatility model tends to the correction associated
with the Markov case in the regime of long time to maturity. This is consistent
with the analytic result derived in this paper where we consider a fast mean
reverting rough volatility. In this paper, using the martingale method, we get
an analytical expression for the option price and the corresponding implied
volatility in the regime when the volatility process is fast mean reverting and
rough. The main conclusion is that the corrections to the option prices and
the corresponding implied volatilities have exactly the same forms as in the
mixing case (when the stochastic volatility is Markov).
A main technical aspect of our derivation is a careful analysis of the form
and properties of the covariation between the Brownian motion and the mar-
tingale process being the conditional square volatility shift over the time epoch
of interest, see Eq. (33) below. It is important in this context that we incor-
porate leverage in our model so that these processes are correlated leading
to a non-trivial covariation. Another main aspect of our modeling is that we
model the stochastic volatility fluctuations as being stationary. In a number of
recent works a model for the volatility has been introduced where the initial
time plays a special role leading to a non-stationary process which is artificial
from the modeling viewpoint. However, we show that in fact in the regime of
fast mean reversion the asymptotic results of the non-stationary case coincide
with those of the stationary case considered here since the volatility process
then forgets its initial state.
A central aspect of our analysis is the notion of time scales and time scale
separation. It is then important to identify a reference time scale. Here we will
use the characteristic diffusion time τ¯ = 2/σ2, as the reference time, where
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σ¯ is the effective volatility, see Eqs. (14) and (25) below. Then we consider a
regime where the time to maturity and the characteristic diffusion time are of
the same order of magnitude, while the mean reversion time of the volatility
fluctuations is small relative to the characteristic diffusion time.
Note that various asymptotic frameworks can be considered in the context
of option pricing and we discuss some of them in this paragraph. The choice
of the appropriate asymptotic framework depends on the particular market
and contract under consideration. One may consider an asymptotic frame-
work where the volatility fluctuations have small amplitude, and the time to
maturity, the characteristic diffusion time, and the mean reversion time for
the volatility are of the same order of magnitude. This approach is sensitive
to the time dynamic aspects of the volatility. Such an asymptotic situation
was considered for instance in Fouque et al. (2011) in the mixing case and
recently in Garnier and Sølna (2015) in the context of rough volatility fac-
tors. However, this asymptotic situation does not capture situations with large
volatility fluctuations over the time scale of the time to maturity. In the asymp-
totic framework considered in this paper the volatility mean reversion time is
small relative to the time to maturity. In such a framework with long time
horizon for the contract we can also incorporate order one or strong volatility
fluctuations over the time scale of the time to maturity. Such an asymptotic
framework is also considered in Fouque et al. (2003, 2011) in the context of
mixing processes. Note that as an option contract approaches maturity the
sensitivity to the payoff function is enhanced leading to important and in-
teresting issues. Indeed a number of recent works consider implied volatility
asymptotics in a regime of short time to maturity, see for instance Gulisashvili
(2015) and references therein. The case with contracts that are moreover close
to the money are discussed in Bayer et al (2017) and Fukasawa (2017) for
instance. Asymptotics in the context of large strikes is discussed in Benaim et
al (2010) for instance. We finally remark that for some special models, like
the Heston model (see Heston (1993)) it is possible to get explicit or semi-
explicit option price formulas in a context where volatility fluctuations have
large amplitude and the mean reversion time is of the same order as the time
to maturity.
In this paragraph we discuss some special aspects of long- and short-range
correlation properties in various asymptotic regimes. In Garnier and Sølna
(2015) we consider the situation where the multiscale stochastic volatility has
small amplitude, and we treat also the case where it has slow variations, which
is similar from the analytic viewpoint, with the latter case corresponding to
a maturity that is small relatively to the mean reversion time for the volatil-
ity fluctuations. The corrections to the option prices and the corresponding
implied volatilities are identified there and the situation is then qualitatively
different from the one considered here in that the correction to the price has
a fractional behavior in time to maturity. The characteristic term structure
exponent then reflects the roughness of the underlying volatility path, see Sec-
tion 6 below. In Garnier and Sølna (2016) we consider the case with stochastic
volatility fluctuations that are fast mean reverting and that have a standard
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deviation of the same order as the mean, as we do here. However, in Garnier
and Sølna (2016) the stochastic volatility fluctuations have long-range correla-
tion properties so that the paths are smoother than those associated with the
Markov case. Then the “persistence” of the volatility fluctuations leads to a
fractional term structure and it also leads to a random component of the price
correction that is adapted to the filtration generated by the price process and
whose covariance structure can be identified in detail. As we explain below in
our modeling the Hurst exponentH parameterizes the smoothness of the paths
withH < 1/2 corresponding to short-range or rough paths considered here and
H > 1/2 producing the long-range case. Indeed both regimes have been iden-
tified from the empirical perspective. We refer to for instance Gatheral et al.
(2016) for observations of rough volatility, while in Chronopoulou and Viens
(2012) cases of volatility with long-range correlation properties are reported.
Long-range volatility situations have been reported for currencies in Walther
et al. (2017), for commodities in Charfeddine (2014) and for equity index in
Chia et al. (2015), while analysis of electricity markets data typically gives
H < 1/2 as in Simonsen (2002); Rypdal and Lovsletten (2013); Bennedsen
(2015). We believe that both the rough and the long-range cases are important
and can be observed depending on the specific market and regime.
Taken together with the present paper the papers Garnier and Sølna (2015,
2016) give a generalization of the two-factor model of Fouque et al. (2003,
2011) to the case of processes with multiscale fluctuations, and for general
smoothness of the volatility factor, that has either short-range or long-range
correlation properties. Here we consider fractional volatility in the context of
option pricing, see Fouque and Hu (2017) and Fouque and Hu (2017b) for
applications to portfolio optimization.
We also remark that, albeit not treated in detail here, model calibration is
an important issue for the practical use of the models. An important aspect
of the asymptotic results derived in our paper is their use in calibration. They
provide a tool for robust calibration because they identify the parameters, the
group market parameters, that are important in affecting prices on contracts
written on the underlying. Thus, the asymptotic results can be used as a tool
to avoid overfitting and noisy parameter estimates. Indeed, the analysis of this
paper shows that even at the level of the correction the Hurst parameter does
not affect the price. Thus, for long dated contracts the calibration scheme
should not aim to identify the Hurst exponent. We also comment that the
asymptotic results identify generic parameters, parameters that are common
for different contracts written on the same underlying. The results presented
here mean that the same calibration scheme as that used in the Markovian case
is appropriate. Calibration schemes for the Markovian case are considered in
for instance Fouque et al. (2003, 2004, 2011). The framework considered there
is to calibrate parameters from the implied volatility surface. We remark that
estimates of volatility, spot volatility or proxies like VIX index for instance,
also provide relevant information for calibration. Again here the asymptotic
analysis provides an important tool because it identifies how basic aspects of
the underlying affect the observables and how to connect information from
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for instance the VIX index to pricing of financial contracts in the various
asymptotic regimes. Here our focus is on fast mean reverting rough volatility
and how it affects pricing and thus implied volatility, but the tools presented
can also be used to analyze issues associated with using historical data and
for instance the VIX index for calibration.
One may ask why the Hurst exponent does not affect the implied volatility,
as we will show below, even at the order of the correction. The intuition for this
is that the rough case with small Hurst exponent H < 1/2 is mainly important
on short time scales as it is the roughness, the rapid decay of correlations at
the origin, which primarily distinguishes the situation from the Markovian
context. The correlations decay fast for large offsets so that the correlation
function for the rough volatility process is integrable. Thus, on time scales
long relative to the mean reverting time of the rough volatility process, from
a “birds eye perspective”, the roughness is not felt and the process appears as
a Markovian process. This is in contrast to the long-range case with H > 1/2
where the correlations persist for a long time and the correlation function has
heavy tails and is not integrable. Then the effect is felt also for long times.
Indeed, we show in Garnier and Sølna (2016) that with H > 1/2, and in
the asymptotic framework considered there, the Hurst exponent indeed has a
strong impact on the form of the prices and hence the implied volatility. In
fact such a dichotomy in terms of behavior and analytical approach depending
on H ≤ 1/2 versus H > 1/2 can also be observed in modeling of physical
systems. See for instance the recent paper Kalbasi et al (2017) which analyzes
the behavior of a Lyapunov coefficient in the context of a driving fractional
Brownian motion.
In Section 6 we summarize the form of the fractional term structure ex-
ponent as it depends on the smoothness of volatility fluctuations, fluctuation
magnitude, and the time scale of mean reversion. Otherwise the outline of the
paper is as follows: In Section 2 we introduce the volatility factor in terms
of a fractional Ornstein–Uhlenbeck process and in Section 3 the full stochas-
tic volatility model. In Section 4 we present the main result and its proof. A
number of technical lemmas that are used in the proof are presented in the
appendices.
2 The Rapid Fractional Ornstein–Uhlenbeck Process
We use a rapid fractional Ornstein–Uhlenbeck (fOU) process as the volatility
factor and describe here how this process can be represented in terms of a frac-
tional Brownian motion. Since fractional Brownian motion can be expressed
in terms of ordinary Brownian motion we also arrive at an expression for the
rapid fOU process as a filtered version of Brownian motion.
A fractional Brownian motion (fBM) is a zero-mean Gaussian process
(WHt )t∈R with the covariance
E[WHt W
H
s ] =
σ2H
2
(|t|2H + |s|2H − |t− s|2H), (1)
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where σH is a positive constant.
We use the following moving-average stochastic integral representation of
the fBM (see Mandelbrot and Van Ness (1968)):
WHt =
1
Γ (H + 12 )
∫
R
(t− s)H−
1
2
+ − (−s)H−
1
2
+ dWs, (2)
where (Wt)t∈R is a standard Brownian motion over R. Then indeed (W
H
t )t∈R
is a zero-mean Gaussian process with the covariance (1) and we have
σ2H =
1
Γ (H + 12 )
2
[ ∫ ∞
0
(
(1 + s)H−
1
2 − sH− 12 )2ds+ 1
2H
]
=
1
Γ (2H + 1) sin(piH)
. (3)
We introduce the ε-scaled fOU process as
Zεt = ε
−H
∫ t
−∞
e−
t−s
ε dWHs = ε
−HWHt − ε−1−H
∫ t
−∞
e−
t−s
ε WHs ds. (4)
Thus, the fOU process is in fact a fractional Brownian motion with a restor-
ing force towards zero. It is a zero-mean, stationary Gaussian process, with
variance
E[(Zεt )
2] = σ2ou, with σ
2
ou =
1
2
Γ (2H + 1)σ2H =
1
2 sin(piH)
, (5)
that is independent of ε, and covariance:
E[ZεtZ
ε
t+s] = σ
2
ouCZ
(s
ε
)
,
that is a function of s/ε only, with
CZ(s) = 1
Γ (2H + 1)
[1
2
∫
R
e−|v||s+ v|2Hdv − |s|2H
]
=
2 sin(piH)
pi
∫ ∞
0
cos(sx)
x1−2H
1 + x2
dx. (6)
This shows that ε is the natural scale of variation of the fOU Zεt . Note that the
random process Zεt is not a martingale, nor a Markov process. ForH ∈ (0, 1/2)
it possesses short-range correlation properties in the sense that its correlation
function is rough at zero:
CZ(s) = 1− 1
Γ (2H + 1)
s2H + o
(
s2H
)
, s≪ 1, (7)
while it is integrable and it decays as s2H−2 at infinity:
CZ(s) = 1
Γ (2H − 1)s
2H−2 + o
(
s2H−2
)
, s≫ 1. (8)
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Using Eqs. (2) and (4) we arrive at the moving-average integral represen-
tation of the scaled fOU as:
Zεt = σou
∫ t
−∞
Kε(t− s)dWs, (9)
where
Kε(t) = 1√
ε
K
( t
ε
)
, K(t) = 1
σouΓ (H +
1
2 )
[
tH−
1
2 −
∫ t
0
(t− s)H− 12 e−sds
]
.
(10)
The main properties of the kernel K in our context are the following ones
(valid for any H ∈ (0, 1/2)):
(i) K ∈ L2(0,∞) with ∫∞0 K2(u)du = 1 and K ∈ L1(0,∞).
(ii) For small times t≪ 1:
K(t) = 1
σouΓ (H +
1
2 )
(
tH−
1
2 +O
(
tH+
1
2
))
. (11)
(iii) For large times t≫ 1:
K(t) = 1
σouΓ (H − 12 )
(
tH−
3
2 +O
(
tH−
5
2
))
. (12)
Remark. The results presented in this paper can be generalized to
any stochastic volatility model of the form (14) and (9) provided Kε(t) =
K(t/ε)/√ε is such that the kernel K satisfies the properties (i)-(ii)-(iii) up to
multiplicative constants.
3 The Stochastic Volatility Model
The price of the risky asset follows the stochastic differential equation:
dXt = σ
ε
tXtdW
∗
t . (13)
The stochastic volatility is
σεt = F (Z
ε
t ), (14)
where Zεt is the scaled fOU with Hurst parameter H ∈ (0, 1/2) introduced in
the previous section which is adapted to the Brownian motion Wt. Moreover,
W ∗t is a Brownian motion that is correlated to the stochastic volatility through
W ∗t = ρWt +
√
1− ρ2Bt, (15)
where the Brownian motion Bt is independent of Wt.
The function F is assumed to be one-to-one, positive-valued, smooth,
bounded and with bounded derivatives. Accordingly, the filtration Ft gen-
erated by (Bt,Wt) is also the one generated by Xt. Indeed, it is equivalent
to the one generated by (W ∗t ,Wt), or (W
∗
t , Z
ε
t ). Since F is one-to-one, it is
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equivalent to the one generated by (W ∗t , σ
ε
t ). Since F is positive-valued, it is
equivalent to the one generated by (W ∗t , (σ
ε
t )
2), or Xt.
As we have discussed above, the volatility driving process Zεt has short-
range correlation properties. As we now show the volatility process σεt inherits
this property.
Lemma 1 We denote, for j = 1, 2:〈
F j
〉
=
∫
R
F (σouz)
jp(z)dz,
〈
F ′
j
〉
=
∫
R
F ′(σouz)
jp(z)dz, (16)
where p(z) is the pdf of the standard normal distribution.
1. The process σεt is a stationary random process with mean E[σ
ε
t ] = 〈F 〉 and
variance Var(σεt ) =
〈
F 2
〉− 〈F 〉2, independently of ε.
2. The covariance function of the process σεt is of the form
Cov
(
σεt , σ
ε
t+s
)
=
( 〈
F 2
〉− 〈F 〉2 )Cσ(s
ε
)
, (17)
where the correlation function Cσ satisfies Cσ(0) = 1 and
Cσ(s) = 1− 1
Γ (2H + 1)
σ2ou
〈
F ′
2
〉
〈F 2〉 − 〈F 〉2 s
2H + o
(
s2H
)
, for s≪ 1, (18)
Cσ(s) = 1
Γ (2H − 1)
σ2ou 〈F ′〉2
〈F 2〉 − 〈F 〉2 s
2H−2 + o
(
s2H−2
)
, for s≫ 1. (19)
Consequently, the process σεt has short-range correlation properties and its
covariance function is integrable.
Proof The fact that σεt is a stationary random process with mean 〈F 〉 is
straightforward in view of the definition (14) of σεt .
For any t, s, the vector σ−1ou (Z
ε
t , Z
ε
t+s) is a Gaussian random vector with
mean (0, 0) and 2× 2 covariance matrix:
Cε =
(
1 CZ(s/ε)
CZ(s/ε) 1
)
.
Therefore, denoting Fc(z) = F (σouz) − 〈F 〉, the covariance function of the
process σεt is
Cov(σεt , σ
ε
t+s) = E
[
Fc(σ
−1
ou Z
ε
t )Fc(σ
−1
ou Z
ε
t+s)
]
=
1
2pi
√
detCε
∫∫
R2
Fc(z1)Fc(z2) exp
(
− 1
2
(
z1
z2
)T
Cε−1
(
z1
z2
))
dz1dz2
= Ψ
(
CZ
(s
ε
))
,
with
Ψ(C) =
1
2pi
√
1− C2
∫∫
R2
Fc(z1)Fc(z2) exp
(
− z
2
1 + z
2
2 − 2Cz1z2
2(1− C2)
)
dz1dz2 .
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This shows that Cov(σεt , σ
ε
t+s) is a function of s/ε only.
The function Ψ can be expanded in powers of 1− C for C close to one:
Ψ(C) =
1
2pi
∫∫
R2
Fc
(
z
√
1 + C√
2
+ ζ
√
1− C√
2
)
Fc
(
z
√
1 + C√
2
− ζ
√
1− C√
2
)
× exp
(
− z
2
2
− ζ
2
2
)
dzdζ
=
1√
2pi
∫
R
Fc(z)
2 exp
(
− z
2
2
)
dz
+(1− C) 1√
2pi
∫
R
F ′c(z)
2 exp
(
− z
2
2
)
dz + O
C→1
((1 − C)2),
which gives with (7) the form (18) of the correlation function for σεt .
The function Ψ can be expanded in powers of C for small C:
Ψ(C) =
1
2pi
∫∫
R2
Fc(z1)Fc(z2) exp
(
− z
2
1 + z
2
2
2
)
dz1dz2
− C
2pi
∫∫
R2
z1z2Fc(z1)Fc(z2) exp
(
− z
2
1 + z
2
2
2
)
dz1dz2 + O
C→0
(C2),
which gives with (8) the form (19) of the correlation function for σεt .
4 The Option Price
We aim at computing the option price defined as the martingale
Mt = E
[
h(XT )|Ft
]
, (20)
where h is a smooth payoff function and t ≤ T . In fact weaker assumptions are
possible for h, as we only need to control the function Q
(0)
t (x) defined below
rather than h, as is discussed in (Garnier and Sølna , 2015, Section 4).
We introduce the operator
LBS(σ) = ∂t + 1
2
σ2x2∂2x, (21)
that is, the standard Black–Scholes operator at zero interest rate and constant
volatility σ.
We next exploit the fact that the price process is a martingale to obtain an
approximation, via constructing an explicit function Qεt (x) so that Q
ε
T (x) =
h(x) and so that Qεt (Xt) is a martingale to first-order corrected terms. Then,
indeed Qεt (Xt) gives the approximation for the option price Mt to this order.
The following proposition gives the first-order correction to the expression
for the martingale Mt in the regime where ε is small.
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Proposition 1 We have
lim
ε→0
ε−1/2 sup
t∈[0,T ]
E
[|Mt −Qεt (Xt)|2]1/2 = 0, (22)
where
Qεt (x) = Q
(0)
t (x) + ε
1/2ρQ
(1)
t (x), (23)
Q
(0)
t (x) is deterministic and given by the Black–Scholes formula with constant
volatility σ,
LBS(σ)Q(0)t (x) = 0, Q(0)T (x) = h(x), (24)
with
σ2 =
〈
F 2
〉
=
∫
R
F (σouz)
2p(z)dz, (25)
p(z) is the pdf of the standard normal distribution,
Q
(1)
t (x) is the deterministic correction
Q
(1)
t (x) = (T − t)D
(
x∂x(x
2∂2x)
)
Q
(0)
t (x), (26)
D is the coefficient defined by
D = σou
∫ ∞
0
[ ∫∫
R2
F (σouz)(FF
′)(σouz
′)pCZ(s)(z, z
′)dzdz′
]
K(s)ds, (27)
pC(z, z
′) is the pdf of the bivariate normal distribution with mean zero and
covariance matrix
(
1 C
C 1
)
, and CZ(s) is given by (6).
This proposition shows that the result is similar to the mixing (Markov)
case addressed in Fouque et al. (2000, 2011). In the fast-varying framework,
the short-range correlation property of the stochastic volatility is not visible
to leading order nor in the first correction. This is in contrast to the slowly-
varying case addressed in Garnier and Sølna (2015) and this is the main result
of this paper.
4.1 The Case of Riemann-Liouville Fractional Brownian Motion
A common approach for modeling with fractional processes is to use the
Riemann-Liouville fractional Brownian motion defined by:
WH,0t =
1
Γ (H + 12 )
∫ t
0
(t− s)H− 12 dW 0s , (28)
where W 0 is a standard Brownian motion. From a mathematical perspective
this is convenient as compared to the fractional Brownian motion in (2) be-
cause one does not have to deal with the integral for negative times and the
associated compensator. However, from the modeling perspective it has the
disadvantage that the time zero plays a special role and the process does not
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have stationary increments. By modeling the driving process as in (2) we ob-
tain on the other hand a time homogeneous process. In Fukasawa (2017) a
somewhat different approach to modeling with time-homogeneous fractional
processes is used by using a representation of fractional Brownian motion in-
troduced by Muralev (2011). In any case, we can use the representation in
(28) to define a fOU process analogous to (4) by
Zε,0t = Z0e
−t/ε + ε−H
∫ t
0
e−
t−s
ε dWH,0s
= Z0e
−t/ε + ε−HWH,0t − ε−H−1
∫ t
0
e−
t−s
ε WH,0s ds, (29)
where Z0 is considered as a constant. In the modeling context considered here,
from the point of view of the process covariance, the time epoch of negative
times is in fact quickly forgotten so that for any t > 0, s ≥ 0:
lim
ε→0
Cov
(
Zε,0t , Z
ε,0
t+εs
)
= lim
ε→0
Cov
(
Zεt , Z
ε
t+εs
)
= σ2ouCZ(s),
and in fact the covariances only differ for a time epoch of duration ε after time
zero. The consequence is that Proposition 1 holds true when Zεt is replaced by
Zε,0t . We discuss this in more detail in Appendix B.
4.2 Sketch of Proof of Proposition 1
Our objective is to construct an approximation Qεt (Xt) for the price. Note
that a natural first choice is to choose the approximation as Q
(0)
t (Xt), that
is the Black–Scholes price at the effective volatility. In order to construct a
higher-order approximation we look for a correction, denoted by ∆Qεt (Xt), so
that
Q
(0)
t (Xt) +∆Q
ε
t (Xt) = martingale + “small terms”,
and with ∆QεT (XT ) = 0 so that the corrected approximation has the cor-
rect payoff. Indeed, the corrected approximation now differs from the exact
price only by the magnitude of the “small terms” because the exact price is a
martingale. Moreover, the volatility fluctuation process (σεs)
2 − σ2 drives the
difference between the exact price and Q
(0)
t (Xt). To identify the form of the
price correction ∆Qεt (Xt) and to prove the smallness of the resulting (non-
martingale) error terms the introduction of the martingale defined in terms
of the residual volatility fluctuations is useful. That is why we introduce the
process
ψεt = E
[1
2
∫ T
0
(
(σεs)
2 − σ2)ds∣∣Ft]. (30)
This martingale is zero in the constant volatility case. It is important to un-
derstand its properties and those of its covariation process with respect to the
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underlying driving Brownian motion in order to prove the accuracy of the ap-
proximation and to control the error terms. These properties are given in terms
of the original technical lemmas in Appendix A. These lemmas could be useful
also for the asymptotic analysis of other quantities than those considered here,
but defined in terms of underlyings modeled as in this paper.
4.3 Proof of Proposition 1
For any smooth function qt(x), we have by Itoˆ’s formula
dqt(Xt) = ∂tqt(Xt)dt+
(
x∂x
)
qt(Xt)σ
ε
t dW
∗
t +
1
2
(
x2∂2x
)
qt(Xt)(σ
ε
t )
2dt
= LBS(σεt )qt(Xt)dt+
(
x∂x
)
qt(Xt)σ
ε
t dW
∗
t ,
the last term being a martingale. Here and below
(
x∂x
)
qt(Xt) stands for
x∂xqt(x) evaluated at x = Xt. Therefore, by (24), we have
dQ
(0)
t (Xt) =
1
2
(
(σεt )
2 − σ2)(x2∂2x)Q(0)t (Xt)dt+ dN (0)t , (31)
with N
(0)
t a martingale:
dN
(0)
t =
(
x∂x
)
Q
(0)
t (Xt)σ
ε
t dW
∗
t .
Let φεt be defined by
φεt = E
[1
2
∫ T
t
(
(σεs)
2 − σ2)ds∣∣Ft]. (32)
We have
φεt = ψ
ε
t −
1
2
∫ t
0
(
(σεs)
2 − σ2)ds,
where the martingale ψεt is defined by
ψεt = E
[1
2
∫ T
0
(
(σεs)
2 − σ2)ds∣∣Ft]. (33)
We can write
1
2
(
(σεt )
2 − σ2)(x2∂2x)Q(0)t (Xt)dt = (x2∂2x)Q(0)t (Xt)dψεt − (x2∂2x)Q(0)t (Xt)dφεt .
By Itoˆ’s formula:
d
[
φεt
(
x2∂2x
)
Q
(0)
t (Xt)
]
=
(
x2∂2x
)
Q
(0)
t (Xt)dφ
ε
t +
(
x∂x
(
x2∂2x
))
Q
(0)
t (Xt)σ
ε
tφ
ε
tdW
∗
t
+LBS(σεt )
(
x2∂2x
)
Q
(0)
t (Xt)φ
ε
tdt
+
(
x∂x
(
x2∂2x
))
Q
(0)
t (Xt)σ
ε
t d 〈φε,W ∗〉t .
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Since LBS(σεt ) = LBS(σ)+ 12
(
(σεt )
2−σ2)(x2∂2x) and LBS(σ)(x2∂2x)Q(0)t (x) = 0,
this gives
d
[
φεt
(
x2∂2x
)
Q
(0)
t (Xt)
]
= −1
2
(
(σεt )
2 − σ2)(x2∂2x)Q(0)t (Xt)dt
+
1
2
(
(σεt )
2 − σ2)(x2∂2x(x2∂2x))Q(0)t (Xt)φεtdt
+
(
x∂x
(
x2∂2x
))
Q
(0)
t (Xt)σ
ε
t d 〈φε,W ∗〉t
+
(
x∂x
(
x2∂2x
))
Q
(0)
t (Xt)σ
ε
tφ
ε
tdW
∗
t +
(
x2∂2x
)
Q
(0)
t (Xt)dψ
ε
t .
We have 〈φε,W ∗〉t = 〈ψε,W ∗〉t = ρ 〈ψε,W 〉t and therefore
d
[
(φεt
(
x2∂2x
)
Q
(0)
t (Xt)
]
= −1
2
(
(σεt )
2 − σ2)(x2∂2x)Q(0)t (Xt)dt
+
1
2
(
(σεt )
2 − σ2)(x2∂2x(x2∂2x))Q(0)t (Xt)φεtdt
+ρ
(
x∂x
(
x2∂2x
))
Q
(0)
t (Xt)σ
ε
t d 〈ψε,W 〉t
+dN
(1)
t ,
where N
(1)
t is a martingale,
dN
(1)
t =
(
x∂x
(
x2∂2x
))
Q
(0)
t (Xt)σ
ε
tφ
ε
tdW
∗
t +
(
x2∂2x
)
Q
(0)
t (Xt)dψ
ε
t .
Therefore
d
[
Q
(0)
t (Xt) + φ
ε
t
(
x2∂2x
)
Q
(0)
t (Xt)
]
=
1
2
(
x2∂2x
(
x2∂2x
))
Q
(0)
t (Xt)
(
(σεt )
2 − σ2)φεtdt
+ρ
(
x∂x
(
x2∂2x
))
Q
(0)
t (Xt)σ
ε
t ϑ
ε
tdt
+dN
(0)
t + dN
(1)
t . (34)
Here, we have introduced the covariation increments
d 〈ψε,W 〉t = ϑεtdt, (35)
defined in Lemma 2.
The deterministic function Q
(1)
t defined by (26) satisfies
LBS(σ)Q(1)t (x) = −D
(
x∂x(x
2∂2x)
)
Q
(0)
t (x), Q
(1)
T (x) = 0.
Applying Itoˆ’s formula
dQ
(1)
t (Xt) = LBS(σεt )Q(1)t (Xt)dt+
(
x∂xQ
(1)
t
)
(Xt)σ
ε
t dW
∗
t
= LBS(σ)Q(1)t (Xt)dt+
1
2
(
(σεt )
2 − σ2)(x2∂2x)Q(1)t (Xt)dt
+
(
x∂x
)
Q
(1)
t (Xt)σ
ε
t dW
∗
t
=
1
2
(
(σεt )
2 − σ2)(x2∂2x)Q(1)t (Xt)dt− (x∂x(x2∂2x))Q(0)t (Xt)Ddt
+dN
(2)
t ,
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where N
(2)
t is a martingale,
dN
(2)
t =
(
x∂x
)
Q
(1)
t (Xt)σ
ε
t dW
∗
t .
Therefore
d
[
Q
(0)
t (Xt) + φ
ε
t
(
x2∂2x
)
Q
(0)
t (Xt) + ε
1/2ρQ
(1)
t (Xt)
]
=
1
2
(
x2∂2x(x
2∂2x)
)
Q
(0)
t (Xt)
(
(σεt )
2 − σ2)φεtdt
+
ε1/2
2
ρ
(
x2∂2x
)
Q
(1)
t (Xt)
(
(σεt )
2 − σ2)dt
+ρ
(
x∂x(x
2∂2x)
)
Q
(0)
t (Xt)
(
σεtϑ
ε
t − ε1/2D
)
dt
+dN
(0)
t + dN
(1)
t + ε
1/2ρdN
(2)
t . (36)
We next show that the first three terms of the right-hand side of (36) are
smaller than ε1/2. We introduce for any t ∈ [0, T ]:
R
(1)
t,T =
∫ T
t
1
2
(
x2∂2x(x
2∂2x)
)
Q(0)s (Xs)
(
(σεs)
2 − σ2)φεsds, (37)
R
(2)
t,T =
∫ T
t
ε1/2
2
ρ
(
x2∂2x
)
Q(1)s (Xs)
(
(σεs)
2 − σ2)ds, (38)
R
(3)
t,T =
∫ T
t
ρ
(
x∂x(x
2∂2x)
)
Q(0)s (Xs)
(
ϑεsσ
ε
s − ε1/2D)ds. (39)
We will show that, for j = 1, 2, 3,
lim
ε→0
ε−1/2 sup
t∈[0,T ]
E
[
(R
(j)
t,T )
2
]1/2
= 0. (40)
Step 1: Proof of (40) for j = 1.
Since Q(0) is smooth and bounded and F is bounded, there exists C such that
sup
t∈[0,T ]
E
[
(R
(1)
t,T )
2
] ≤ CT ∫ T
0
E
[
(φεs)
2
]
ds.
By Lemma 5 we get the desired result.
Step 2: Proof of (40) for j = 2.
We denote
Y (2)s = ρ
(
x2∂2x
)
Q(1)s (Xs)
and
κεt =
ε1/2
2
∫ t
0
(
(σεs)
2 − σ2)ds, (41)
so that
R
(2)
t,T =
∫ T
t
Y (2)s
dκεs
ds
ds.
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Note that Y
(2)
s is a bounded semimartingale with bounded quadratic varia-
tions. Let N be a positive integer. We denote tk = t + (T − t)k/N . We then
have
R
(2)
t,T =
N−1∑
k=0
∫ tk+1
tk
Y (2)s
dκεs
ds
ds = R
(2,a)
t,T +R
(2,b)
t,T ,
R
(2,a)
t,T =
N−1∑
k=0
∫ tk+1
tk
Y
(2)
tk
dκεs
ds
ds =
N−1∑
k=0
Y
(2)
tk
(
κεtk+1 − κεtk
)
,
R
(2,b)
t,T =
N−1∑
k=0
∫ tk+1
tk
(
Y (2)s − Y (2)tk
)dκεs
ds
ds.
Then, on the one hand
E
[
(R
(2,a)
t,T )
2
]1/2 ≤ 2 N∑
k=0
‖Y (2)‖∞E[(κεtk)2]1/2
≤ 2(N + 1)‖Y (2)‖∞ sup
s∈[0,T ]
E[(κεs)
2]1/2,
so that, by Lemma 6,
lim
ε→0
ε−1/2 sup
t∈[0,T ]
E
[
(R
(2,a)
t,T )
2
]1/2
= 0.
On the other hand
E
[
(R
(2,b)
t,T )
2
]1/2 ≤ ε1/2‖F‖2∞ N−1∑
k=0
∫ tk+1
tk
E[
(
Y (2)s − Y (2)tk
)2
]1/2ds
≤ Kε1/2
N−1∑
k=0
∫ tk+1
tk
(s− tk)1/2ds = 2KT
3/2ε1/2
3
√
N
.
Therefore, we get
lim sup
ε→0
ε−1/2 sup
t∈[0,T ]
E
[
(R
(2)
t,T )
2
]1/2 ≤ lim sup
ε→0
ε−1/2 sup
t∈[0,T ]
E
[
(R
(2,b)
t,T )
2
]1/2
≤ 2KT
3/2
3
√
N
.
Since this is true for any N , we get the desired result.
Step 3: Proof of (40) for j = 3.
We repeat the same arguments as in the previous step. It remains to show
that
κ˜εt =
∫ t
0
(
ϑεsσ
ε
s − ε1/2D
)
ds
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satisfies
lim
ε→0
ε−1/2 sup
t∈[0,T ]
E
[
(κ˜εt )
2
]1/2
= 0.
Since (a+ b)2 ≤ 2a2 + 2b2, we have
E
[
(κ˜εt )
2
] ≤ 2 ∫ t
0
ds
∫ t
0
ds′Cov
(
ϑεsσ
ε
s , ϑ
ε
s′σ
ε
s′
)
+ 2
(∫ t
0
(
E[ϑεsσ
ε
s ]− ε1/2D
)
ds
)2
.
By Lemma 3, items 1 and 3, and dominated convergence theorem, the first
term of the right-hand side is o(ε) uniformly in t ∈ [0, T ]. By Lemma 3, item
2, the second term of the right-hand side is o(ε) uniformly in t ∈ [0, T ]. This
gives the desired result.
We can now complete the proof of Proposition 1. We introduce the approx-
imation:
Q˜εt (x) = Q
(0)
t (x) + φ
ε
t
(
x2∂2x
)
Q
(0)
t (x) + ε
1/2ρQ
(1)
t (x).
We then have
Q˜εT (x) = h(x),
because Q
(0)
T (x) = h(x), φ
ε
T = 0, and Q
(1)
T (x) = 0. Let us denote
Rt,T = R
(1)
t,T +R
(2)
t,T +R
(3)
t,T , (42)
Nt =
∫ t
0
dN (0)s + dN
(1)
s + ε
1/2ρdN (2)s . (43)
By (36) we have
Q˜εT (XT )− Q˜εt (Xt) = Rt,T +NT −Nt.
Therefore
Mt = E
[
h(XT )|Ft
]
= E
[
Q˜εT (XT )|Ft
]
= Q˜εt (Xt) + E
[
Rt,T |Ft
]
+ E
[
NT −Nt|Ft
]
= Q˜εt (Xt) + E
[
Rt,T |Ft
]
, (44)
which gives the desired result since E
[
Rt,T |Ft
]
and φεt are uniformly of order
o(ε1/2) in L2 (see (40) for Rt,T and see Lemma 5 for φ
ε
t ).
5 The Implied Volatility
We now compute and discuss the implied volatility associated with the price
approximation given in Proposition 1. This implied volatility is the volatility
that when used in the constant volatility Black–Scholes pricing formula gives
the same price as the approximation, to the order of the approximation. The
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implied volatility in the context of the European option introduced in the
previous section is then given by
It = σ¯ + ε
1/2ρD
[ 1
2σ¯
+
log(K/Xt)
σ¯3(T − t)
]
+ o(ε1/2). (45)
The expression (45) is in agreement with the one obtained in (Fouque et al.
, 2000, Eq. (5.55)) with a stochastic volatility that is an ordinary Ornstein–
Uhlenbeck process, that is, a Markovian process with correlations decaying
exponentially fast. See for instance Fouque et al. (2003, 2004, 2011) and
references therein for data calibration examples.
6 A Brief Review on Fractional Stochastic Volatility Asymptotics
This paper together with Garnier and Sølna (2015, 2016) discuss different
fractional stochastic volatility models with H < 1/2 or H > 1/2. We summa-
rize here some main aspects.
6.1 Characteristic Term Structure Exponent
We write the implied volatility associated with a European Call Option for
strike K, maturity T , current time t, and current value for the underlying Xt
(as in Eq. (45)) in the general form:
It = σt,T +∆σ
[(τ
τ¯
)ζ(H)
+
(τ
τ¯
)ζ(H)−1
log
(K
Xt
)]
, (46)
σt,T = E
[ 1
T − t
∫ T
t
(σs)
2ds
∣∣Ft]1/2 = σ¯ + σ˜t,T , (47)
where σs is the volatility path, τ¯ is the characteristic diffusion time defined by
τ¯ =
2
σ2
, (48)
and τ = T−t is the time to maturity. Note that in the regimes that we consider
we assume that the time to maturity is of the same order as the characteristic
diffusion time. We refer to ζ(H) as the characteristic term structure exponent.
Note that σ˜t,T is the price path predicted volatility correction relative to the
time horizon and is a stochastic process adapted to the filtration generated
by the underlying price process. This is a correction term that reflects the
multiscale nature of the volatility fluctuations and the memory aspect of this
process. The second correction term in Eq. (46) involving ∆σ is a skewness
correction and vanish in the case ρ = 0. As mentioned above it is natural
to let the characteristic diffusion time be the reference time scale, if we de-
note the mean reversion time of the volatility fluctuations by τmr then we
have considered two main multiscale asymptotic regimes in the context of the
characteristic term structure exponent:
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– Slow mean reverting volatility fluctuations, τmr ≫ τ¯ , (see Garnier and
Sølna (2015)). In this case:
ζ(H) = H +
1
2
. (49)
– Fast mean reverting volatility fluctuations, τmr ≪ τ¯ , (see Garnier and Sølna
(2016) for H ∈ (1/2, 1) and this paper for H ∈ (0, 1/2)). In this case:
ζ(H) = max
(
H − 1
2
, 0
)
. (50)
Thus, we see that in the case of fast mean reversion leading to a singular
perturbation expansion we have a fractional characteristic term structure ex-
ponent only in the case H > 1/2 when we have long-range correlation proper-
ties. While in the slow mean reversion case leading to a regular perturbation
expansion we have a fractional characteristic term structure exponent for all
values of the Hurst exponent H .
In Garnier and Sølna (2015) we considered also the case of small volatility
fluctuations whose mean reversion time is of the same order as the characteris-
tic diffusion time. This leads to an asymptotic regime where the characteristic
term structure exponent is replaced by a more general characteristic term
structure factor of the form (assuming a fOU volatility factor):(τ
τ¯
)ζ(H)
→ A
(τ
τ¯
,
τ
τmr
)
=
(τ
τ¯
)H+1/2{
1−
∫ τ/τmr
0
e−v
(
1− v
τ/τmr
)H+ 3
2
dv
}
.
We then have in a subsequent limit of either slow (τmr ≫ τ) or fast (τmr ≪ τ)
mean reversion:
A
(τ
τ¯
,
τ
τmr
)
∝
{(
τ
τ¯
)H+1/2
for τ ≪ τmr,(
τ
τ¯
)H−1/2
for τ ≫ τmr,
(51)
where we have a fractional term structure for all values of H . It follows that
the characteristic term structure exponent is consistent with the result (49)
obtained in the slow mean reverting limit. It is also consistent with the result
(50) obtained in the fast mean reverting limit, but only in the case H ∈
(1/2, 1). There is no contradiction in the case H ∈ (0, 1/2) because there is
no fundamental reason that would justify that the limits “small amplitude”
and “fast mean reversion” are exchangeable. This means that the prediction
(51) for H ∈ (0, 1/2) in the limit “small amplitude” and then “fast mean
reversion” does not capture the leading-order contribution of the limit “fast
mean reversion” that is independent of time to maturity, but is negligible for
small-amplitude volatility fluctuations. Note that when the standard deviation
of the volatility fluctuations is of the same order as the mean volatility and
the time to maturity is of the same order as the mean reversion time, then
the implied volatility reflects the particular structure of the model, see for
instance the analysis of the Heston (Heston (1993)) model in Alo`s and Yang
(2014). Note also that with a model for how the implied volatility depends
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on the Hurst exponent we can actually estimate the Hurst exponent based on
recordings of the implied volatility. An example with estimation of the Hurst
exponent based on a spot volatility proxy deriving from implied volatility is
in Livieri et al. (2017) and yields a rough volatility regime. A calibration
example for H using VIX futures is in Jacquier et al (2017) and yields again
a rough volatility regime.
6.2 Flapping of the Implied Surface
Regarding the price path predicted volatility correction σ˜t,T which depends
on the price history we have the following picture in the regime of fast mean
reversion:
– Rough volatility fluctuations, H < 1/2:
σ˜t,T = o(∆σ). (52)
– Smooth volatility fluctuations, H > 1/2:
σ˜t,T = O(∆σ). (53)
In the case of smooth volatility fluctuations we discuss in detail in Garnier and
Sølna (2016) the statistical structure of the “t-T” process σ˜t,T . We remark
that indeed in the scaling addressed in this paper we have ∆σ/σ¯ ≪ 1. In the
regime of slow mean reversion as discussed in Garnier and Sølna (2015) we
have that σ˜t,T = O(σ¯) since then the current level of volatility plays a central
role.
7 Conclusion
We have considered rough fractional stochastic volatility models. Such mod-
eling is motivated by a number of recent empirical findings that the volatility
is not well modeled by a Markov process with exponentially decaying corre-
lations and certainly not by a constant. Rather it should be modeled as a
stochastic process with correlations that are rapidly decaying at the origin,
qualitatively faster than the decay that can be associated with a Markov pro-
cess. In general such models are challenging to use since the volatility factor is
not a Markov process nor a martingale so we do not have a pricing partial dif-
ferential equation. However, here we consider the situation where the volatility
is fast mean reverting in the sense that its mean reversion time is short rela-
tive to the characteristic diffusion time of the price process. In this regime the
pricing problem and associated implied volatility surface can be reduced to a
parametric form corresponding to that of the Markovian case. An important
aspect of our modeling is that we model the rough stochastic volatility as being
a stationary process. Many if not most papers on this subject have hitherto
used a non-stationary framework where the “time zero” plays a special role.
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In the case of processes with memory of the past, rather than being Markov,
we consider this aspect to be crucial from the modeling viewpoint. Indeed,
in the general case the history (in principle observable from the underlying
price path) impacts the implied volatility. However, in the regime of fast mean
reversion the impact of the price history becomes lower order relative to the
leading correction associated with the stochastic volatility which is explicit
and which is identified in this paper.
It is important to note that this picture in fact breaks down in the case of
long-range stochastic volatility when the volatility factor paths are smoother
than in the Markovian case and when their correlations decay slower than
in the Markovian case. It also breaks down in the asymptotic context when
the mean reversion time is of the same order as the characteristic diffusion
time of the price process, but volatility fluctuations have small standard devi-
ation compared to the mean. In these cases both with short- (rough volatility)
and long-range correlation properties the structure of the model for the price
correction and the implied volatility changes and leads to a picture with a frac-
tional term structure. These results are derived in Garnier and Sølna (2015,
2016) and summarized in Section 6 herein.
These observations then serve to partly explain why parameterizations for
the implied surface deriving from a Markovian modeling have been success-
ful in capturing the implied volatility surface despite empirical observations
that refute the Markovian framework. Finally, this analytic result confirms
the results of the recent paper Funahashi and Kijima (2017) when the price
associated with a rough stochastic volatility model was computed numerically.
Acknowledgements
This research has been supported in part by Centre Cournot, Fondation
Cournot, and Universite´ Paris Saclay (chaire D’Alembert).
A Technical Lemmas
We denote
G(z) =
1
2
(
F (z)2 − σ2). (54)
The martingale ψεt defined by (33) has the form
ψεt = E
[ ∫ T
0
G(Zεs )ds
∣∣Ft]. (55)
Lemma 2 (ψεt )t∈[0,T ] is a square-integrable martingale and
d 〈ψε,W 〉t = ϑεtdt, ϑεt = σou
∫ T
t
E
[
G′(Zεs )|Ft
]Kε(s− t)ds. (56)
Proof See Lemma B.1 in Garnier and Sølna (2016).
The important properties of the random process ϑεt are stated in the following lemma.
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Lemma 3 1. The exists a constant KT such that, for any t ∈ [0, T ], we have almost
surely ∣∣σεtϑεt ∣∣ ≤ KT ε1/2. (57)
2. For any t ∈ [0, T ], we have
E[σεtϑ
ε
t ] = ε
1/2D + D˜εt , (58)
where D is the deterministic constant (27) and D˜εt is smaller than ε
1/2:
sup
ε∈(0,1]
sup
t∈[0,T ]
ε−1/2
∣∣D˜εt ∣∣ <∞, (59)
and
∀t ∈ [0, T ), lim
ε→0
ε−1/2
∣∣D˜εt ∣∣ = 0. (60)
3. For any 0 ≤ t < t′ < T , we have
lim
ε→0
ε−1
∣∣Cov(σεtϑεt , σεt′ϑεt′)∣∣ = 0. (61)
Proof Using the expression (56) of ϑεt :
∣∣ϑεtσεt ∣∣ ≤ σou‖F‖∞‖G′‖∞
∫
∞
0
|Kε(s)|ds
The proof of the first item follows from the fact that Kε(t) = K(t/ε)/√ε, K ∈ L1(0,∞).
The expectation of σεtϑ
ε
t is equal to
E
[
σεtϑ
ε
t
]
= σou
∫ T
t
E
[
F (Zεt )G
′(Zεs )
]Kε(s− t)ds
= σouε
1/2
∫ (T−t)/ε
0
E
[
F (Zε0)G
′(Zεεs)
]K(s)ds
= σouε
1/2
∫ (T−t)/ε
0
[ ∫∫
R2
F (σouz)G
′(σouz
′)pCZ(s)(z, z
′)dzdz′
]
K(s)ds,
with pC defined in Proposition 1.
Therefore the difference
E
[
σεtϑ
ε
t
]− ε1/2D = σouε1/2 ∫ ∞
(T−t)/ε
E
[
F (Zε0)G
′(Zεεs)
]K(s)ds
can be bounded by
∣∣E[σεtϑεt ]− ε1/2D∣∣ ≤ ‖F‖∞‖G′‖∞σouε1/2
∫
∞
(T−t)/ε
|K(s)|ds, (62)
which gives the second item since K ∈ L1(0,∞).
Let us consider 0 ≤ t ≤ t′ ≤ T . We have
E
[
σεtϑ
ε
tσ
ε
t′ϑ
ε
t′
]
= σ2ou
∫ T
t
dsKε(s− t)
∫ T
t′
ds′Kε(s′ − t′)
×E
[
E
[
F (Zεt )G
′(Zεs )|Ft
]
E
[
F (Zεt′ )G
′(Zεs′ )|Ft′
]]
,
so we can write
Cov
(
σεtϑ
ε
t , σ
ε
t′ϑ
ε
t′
)
= σ2ou
∫ T
t
dsKε(s− t)
∫ T
t′
ds′Kε(s′ − t′)
×
(
E
[
E
[
F (Zεt )G
′(Zεs )|Ft
]
E
[
F (Zεt′)G
′(Zεs′ )|Ft
]]
−E
[
E
[
F (Zεt )G
′(Zεs )|Ft
]
E
[
F (Zεt′)G
′(Zεs′ )
]])
,
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and therefore
∣∣Cov(σεtϑεt , σεt′ϑεt′)∣∣ ≤ σ2ou‖F‖∞‖G′‖∞
∫ T
t
ds|Kε(s− t)|
∫ T
t′
ds′|Kε(s′ − t′)|
×E
[(
E
[
F (Zεt′)G
′(Zεs′ )|Ft
]− E[F (Zεt′)G′(Zεs′ )])2]1/2.
We can write for any τ > t:
Zετ = A
ε
tτ + B
ε
tτ , A
ε
tτ = σou
∫ t
−∞
Kε(τ − u)dWu, Bεtτ = σou
∫ τ
t
Kε(τ − u)dWu,
where Aεtτ is Ft adapted while Bεtτ is independent from Ft. Therefore (s′ ≥ t′ ≥ t)
E
[(
E
[
F (Zεt′)G
′(Zεs′ )|Ft
]− E[F (Zεt′ )G′(Zεs′ )])2]
= E
[
E
[
F (Zεt′)G
′(Zεs′ )|Ft
]2]− E[F (Zεt′)G′(Zεs′ )]2
= E
[
F (Aεtt′ + B
ε
tt′)G
′(Aεts′ + B
ε
ts′)F (A
ε
tt′ + B˜
ε
tt′)G
′(Aεts′ + B˜
ε
ts′ )
−F (Aεtt′ + Bεtt′)G′(Aεts′ +Bεts′ )F (A˜εtt′ + B˜εtt′ )G′(A˜εts′ + B˜εts′)
]
,
where (A˜ε
tt′
, B˜ε
tt′
, A˜ε
ts′
, B˜ε
ts′
) is an independent copy of (Aε
tt′
, Bε
tt′
, Aε
ts′
, Bε
ts′
). We can then
write
E
[(
E
[
F (Zεt′)G
′(Zεs′ )|Ft
]− E[F (Zεt′)G′(Zεs′ )])2]
≤ ‖F‖∞‖G′‖∞E
[(
F (Aεtt′ + B˜
ε
tt′)G
′(Aεts′ + B˜
ε
ts′ )− F (A˜εtt′ + B˜εtt′ )G′(A˜εts′ + B˜εts′)
)2]1/2
≤ C
(
E
[
(Aεtt′ − A˜εtt′)2
]1/2
+ E
[
(Aεts′ − A˜εts′ )2
]1/2)
≤ 2C
(
E
[
(Aεtt′)
2
]1/2
+ E
[
(Aεts′ )
2
]1/2)
≤ 2C
[(
σ2ou
∫ t
−∞
Kε(t′ − u)2du
)1/2
+
(
σ2ou
∫ t
−∞
Kε(s′ − u)2du
)1/2]
≤ 4Cσεt′−t,∞ ≤ C1
(
1 ∧ (ε/(t′ − t))1−H),
where we used Lemma 7 in the last inequality. Then, using the fact that K ∈ L1, this gives
∣∣Cov(σεtϑεt , σεt′ϑεt′)∣∣ ≤ C2
∫ T
t
ds|Kε(s− t)|
∫ T
t′
ds′|Kε(s′ − t′)|(1 ∧ (ε/(t′ − t)))(1−H)/2)
≤ C3ε
(
1 ∧ (ε/(t′ − t)))(1−H)/2),
which proves the third item.
Lemma 4 For any smooth function f with bounded derivative, we have
Var
(
E
[
f(Zεt )|F0
]) ≤ ‖f ′‖2∞(σεt,∞)2. (63)
Proof The conditional distribution of Zεt given F0 is Gaussian with mean
E
[
Zεt |F0
]
= σou
∫ 0
−∞
Kε(t − u)dWu
and variance
Var
(
Zεt |F0
)
= (σε0,t)
2 = σ2ou
∫ t
0
Kε(u)2du.
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Therefore
Var
(
E
[
f(Zεt )|F0
])
= Var
(∫
R
f
(
E
[
Zεt |F0
]
+ σε0,tz
)
p(z)dz
)
,
where p(z) is the pdf of the standard normal distribution. The random variable E
[
Zεt |F0
]
is Gaussian with mean zero and variance (σεt,∞)
2 so that
Var
(
E
[
f(Zεt )|F0
])
=
1
2
∫
R
∫
R
dzdz′p(z)p(z′)
∫
R
∫
R
dudu′p(u)p(u′)
×
[
f
(
σεt,∞u+ σ
ε
0,tz
)− f(σεt,∞u′ + σε0,tz)]
×
[
f
(
σεt,∞u+ σ
ε
0,tz
′
)− f(σεt,∞u′ + σε0,tz′)]
≤ ‖f ′‖2∞(σεt,∞)2
1
2
∫
R
∫
R
dudu′p(u)p(u′)(u− u′)2
= ‖f ′‖2∞(σεt,∞)2,
which is the desired result.
The random term φεt defined by (32) has the form
φεt = E
[ ∫ T
t
G(Zεs )ds
∣∣Ft], (64)
with G defined in (54).
Lemma 5 For any t ≤ T , φεt is a zero-mean random variable with standard deviation of
order ε1−H :
sup
ε∈(0,1]
sup
t∈[0,T ]
ε2H−2E[(φεt )
2] <∞. (65)
Proof For t ∈ [0, T ] the second moment of φεt is:
E
[
(φεt )
2
]
= E
[
E
[ ∫ T
t
G(Zεs )ds
∣∣Ft]2]
=
∫ T−t
0
ds
∫ T−t
0
ds′Cov
(
E
[
G(Zεs )|F0
]
,E
[
G(Zεs′ )|F0
])
.
We have by Lemma 4
E
[
(φεt )
2
] ≤ (∫ T−t
0
dsVar
(
E
[
G(Zεs )|F0
])1/2)2 ≤ ‖G′‖2∞(
∫ T−t
0
dsσεs,∞
)2
.
In view of Lemma 7 we then have
E
[
(φεt )
2
] ≤ CT (ε+ ε1−H)2 ≤ 4CT ε2−2H ,
uniformly in t ≤ T and ε ∈ (0, 1] for some constant CT .
Lemma 6 Let us define for any t ∈ [0, T ]:
κεt =
ε1/2
2
∫ t
0
(
(σεs)
2 − σ2)ds = ε1/2 ∫ t
0
G(Zεs )ds, (66)
as in (41). We have
lim
ε→0
sup
t∈[0,T ]
ε−1/2E
[
(κεt )
2
]1/2
= 0. (67)
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Proof Since the expectation E[G(Zε0 )] = 0, we have
E
[
(κεt )
2
]
= εE
[( ∫ t
0
G(Zεs )ds
)2]
= 2ε
∫ t
0
ds(t− s)Cov(G(Zεs ), G(Zε0))ds.
We have moreover∣∣Cov(G(Zεs ), G(Zε0))∣∣ = ∣∣E[(E[G(Zεs )|F0]− E[G(Zεs )])G(Zε0 )]∣∣
≤ ‖G‖∞Var
(
E[G(Zεs )|F0]
)1/2
.
By Lemma 4 we obtain ∣∣Cov(G(Zεs ), G(Zε0 ))∣∣ ≤ ‖G‖∞‖G′‖∞σεs,∞.
In view of Lemma 7 we then have
E
[
(κεt )
2
] ≤ CT ε(ε+ ε1−H) ≤ 2CT ε2−H ,
uniformly in t ∈ [0, T ] and ε ∈ (0, 1], which gives the desired result.
Lemma 7 Define
σεt,∞ = σou
(∫
∞
t
Kε(s)2ds
)1/2
, (68)
Then there exists C > 0 such that
σεt,∞ ≤ C
(
1 ∧ (ε/t)1−H). (69)
Proof This follows from |K(s)| ≤ KsH−32 for s ≥ 1 and K ∈ L2.
B An Alternative Model
In Comte and Renault (1998); Funahashi and Kijima (2017) the authors consider a stochas-
tic volatility model that is a kind of fractional Orstein-Uhlenbeck process, but they consider
the following representation of the fractional Brownian motion:
WH,0t =
1
Γ (H + 1
2
)
∫ t
0
(t− s)H− 12 dW 0s , (70)
where (W 0t )t∈R+ is a standard Brownian motion over R
+. (WH,0t )t∈R+ is a zero-mean self-
similar Gaussian process, in the sense that (αHWH,0
t/α
)t∈R+ and (W
H,0
t )t∈R+ have the same
distribution, but it is not stationary, nor does it have stationary increments. Its variance is
E
[
(WH,0t )
2
]
=
1
2HΓ (H + 1
2
)2
t2H ,
while the variance of its increment is (for s > 0) :
E
[
(WH,0t+s −WH,0t )2
]
=
1
Γ (H + 1
2
)2
[ ∫ t/s
0
(
(1 + u)H−
1
2 − uH− 12 )2du+ 1
2H
]
s2H ,
which has the following behavior
E
[
(WH,0t+s −WH,0t )2
] t→+∞−→ 1
Γ (2H + 1) sin(piH)
s2H .
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This model is special because time zero plays a special role, and we think it is desirable to
deal with the stationary situation addressed in this paper. However, it turns out that the
two models give the same result in the fast-varying case. Indeed, the modified fOU process
corresponding to (70) is (to be compared with (4)):
Zε,0t = Z0e
−t/ε + ε−H
∫ t
0
e−
t−s
ε dWH,0s
= Z0e
−t/ε + ε−HWH,0t − ε−H−1
∫ t
0
e−
t−s
ε WH,0s ds, (71)
where Z0 is considered as a constant as in Comte and Renault (1998); Funahashi and
Kijima (2017). In terms of the Brownian motion W 0t this reads:
Zε,0t = Z0e
−t/ε + σou
∫ t
0
Kε(t− s)dW 0s , (72)
where Kε is defined in (10). It is a Gaussian process with the following covariance (t, s ≥ 0):
Cov
(
Zε,0t , Z
ε,0
t+s
)
= σ2ouC0t/ε
( s
ε
)
,
that is a function of t/ε and s/ε with
C0t (s) =
∫ t
0 K(u)K(u + s)du∫
∞
0
K(u)2du .
Note that
C0t (s) t→+∞−→
∫
∞
0 K(u)K(u + s)du∫
∞
0 K(u)2du
= CZ (s),
with CZ defined by (6). In other words, except for a small period of time just after time 0
which is of duration of the order of ε, the modified process has the same behavior as the
one introduced in this paper. One can then check the detailed calculations carried out in
this paper and find that Proposition 1 still holds true with the modified model Zε,0t .
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