Periodic interference frequently affects the measurement of small signals and causes problems in clinical diagnostics. Adaptive filters can be used as potential tools for cancelling such interference. However, when the interference has a frequency fluctuation, the ideal adaptivefilter coefficients for cancelling the interference also fluctuate. When the adaptation property of the algorithm is slow compared with the frequency fluctuation, the interference-cancelling performance is degraded. However, if the adaptation is too quick, the performance is degraded owing to the target signal. To overcome this problem, we propose an adaptive filter that suppresses the fluctuation of the ideal coefficients by utilizing a π 2 phasedelay device. This method assumes a frequency response that characterizes the transmission path from the interference source to the main input signal to be sufficiently smooth. In the numerical examples, the proposed method exhibits good performance in the presence of a frequency fluctuation when the forgetting factor is large. Moreover, we show that the proposed method reduces the calculation cost. key words: periodic interference, adaptive filter, RLS algorithm, frequency fluctuation, higher harmonic
Introduction
The periodic interference from commercial alternatingcurrent (AC) power sources is a major obstacle in measuring bioelectric signals such as electroencephalograms, electrocardiograms, and electromyograms, with electrodes fitted on the surface of the human body [1] , [2] . This periodic interference is also called AC noise or hum noise. Periodic interference causes problems in the clinical diagnostics of electroretinogram, where the signal includes the fundamental frequency (50/60 Hz) of the commercial AC power source and its several higher harmonics in the frequency range [3] . Notch filters that remove the components around the fundamental frequency (50/60 Hz) are commonly used to cancel such periodic interference. However, they distort the target signal to be measured (the desired signal) because the frequency components of the periodic interference are included in the desired signal [3] . Furthermore, the frequency of the periodic interference fluctuates in the vicinity of the fundamental frequency. Therefore, a noisecancellation system is needed to track such changes.
An adaptive filter based on the least-squares method has the potential to satisfy these requirements. Examples of Manuscript adaptive algorithms include least mean squares [4] , [5] and recursive least squares (RLS) algorithms [6] . An adaptive noise canceller with such an adaptive filter removes the periodic interference related to the frequency fluctuation. However, a delay in tracking occurs when the frequency fluctuation is large or rapid.
In the conventional adaptive noise canceller, a finite impulse response (FIR) filter using a unit delay is used [6] . In this paper, we show that the FIR filter coefficients fluctuate depending on the frequency fluctuation of the periodic interference and that the conventional method may cause a tracking delay. We propose a new method employing a π 2 phase-delay device and theoretically demonstrate that it suppresses the fluctuation of the filter coefficients. We present numerical experiments to show that the proposed method suppresses the fluctuation of the coefficients due to the frequency fluctuation and reduces the error between the desired signal and the residual signal. Moreover, we show that the proposed method has the advantage of reducing the computation complexity by using the orthogonality of each tap output for the higher harmonics.
Cancellation of Periodic Interference with Adaptive Filter

Estimation of Filter Coefficients by Successive Least-Squares Method
As shown in Fig. 1 , the reference signal u(k) is obtained directly from the AC power source. The periodic interference n ac (k) is the output of the unknown system K(z) whose input is u(k). The measured signal d(k) is the sum of the desired signal s(k) and n ac (k):
where k is an integer representing a discrete time, and z is Copyright c 2017 The Institute of Electronics, Information and Communication Engineers a complex variable. A set of linearly independent signals generated from the reference signal u(k) is defined as
We refer to u (k) ( ∈ {0, 1, 2, · · · , q}) as the generated reference signal. If u (k) is given as
the adaptive filter becomes an FIR-type filter, which is generally used. We let h (k) be the adaptive filter coefficients, and the adaptive filter output y(k) is defined as
The interference-subtracted signal is given as the residual signal:
If ideal noise cancellation is performed, the residual signal is equal to the desired signal. We consider the square error J(k), as follows,
where w(i) (i ∈ {0, 1, 2, · · · }) is a weight sequence. The minimization of J(k) is obtained by setting the partial derivative for each filter coefficient to zero:
These coefficients can be determined by the following equation [7] :
where R k is a symmetric (q + 1) × (q + 1) matrix having the following elements in the th row and the n th column ( , n ∈ {0, 1, 2, · · · , q}):
p k is a (q + 1)-dimensional column vector whose th element is
The filter coefficients h k are
(·) T indicates a transposition. For instance, considering
the effects of the past are reduced exponentially, but r ,n (k) of Eq. (9) and p (k) of Eq. (10) can be expressed by recursive formulas as follows,
The RLS algorithm uses Eq. (12) as w(i) and is efficient for applying the inverse matrix theorem [6] . λ is called the forgetting factor. In this paper, we use Eqs. (8) and (12) and call this algorithm the adaptive Wiener-Hopf (AWH) algorithm. The AWH algorithm is almost equivalent to the RLS algorithm.
Frequency Fluctuation of Periodic Interference
We let t be a real number representing the time, and f (t) is the instantaneous frequency of the periodic interference. The instantaneous phase θ(t) is
with an initial value of θ(0) = 0. We treated the signals sampled at f s Hz. The sampled instantaneous phase is represented as
Hereinafter, this is simply expressed as θ(k). The reference signal u(k) obtained from the AC power source is
where A is the amplitude, and α is the initial phase.
Fluctuation of Filter Coefficients
In this section, we consider the periodic interference of the fundamental frequency. As shown in Fig. 2 , assume that u 0 (k) is u(k), and u 1 (k) is obtained by passing u(k) through the delay device Ψ(z). If u 0 (k) and u 1 (k) are linearly independent and the adaptive filter coefficients are adjusted, the periodic interference can be perfectly removed, as follows. We let f be an ordinary frequency, and ω = 2π f f s is its normalized angular frequency. The frequency response of the adaptive filter is 
where j is an imaginary unit. Ψ(z) alters only the phase, and its gain response is |Ψ(e jω )| = 1. The frequency response of the unknown system is expressed as
When the frequency response of the adaptive filter is equal to that of the unknown system at the normalized angular frequency ω = ω 0 of the periodic interference, the periodic interference is perfectly removed:
The ideal filter coefficients h * 0 and h * 1 are obtained from Eqs. (18), (19), and (20) by comparing the real part and the imaginary part:
Using the FIR adaptive filter implies using the unit delay as Ψ(z):
This frequency response is
and the phase response is
h * 0 and h * 1 depend on the frequency when the FIR adaptive filter is used, even though the frequency response of the unknown system K(e jω ) is constant with respect to the frequency. Thus, the ideal filter coefficients fluctuate owing to the frequency fluctuation of the periodic interference. The adaptive filter tracks the characteristic change of the target signal by adjusting the filter coefficients. If the forgetting factor λ is small, although the algorithm adapts quickly, the self-cancelling component reduces the performance [7] . Therefore, the forgetting factor should be set to the appropriate magnitude.
The filter coefficients estimated by the adaptive algorithm should track the ideal filter coefficients. However, a delay in tracking occurs because the ideal filter coefficients fluctuate.
Adaptive Cancelling for Periodic Interference by Using π 2 Phase-Delay Device
The fluctuating of the ideal filter coefficients can be suppressed when the frequency response of the delay device Ψ(z) is constant. In this section, we propose a delay device, as follows:
We refer to this as a π 2 phase-delay device. The gain response and the phase response are
If the frequency response of the unknown system K(e jω ) is a constant with respect to ω, and h * 0 and h * 1 are derived to be constants with respect to ω from Eqs. (21), (22), and (28) as ω = ω 0 . Therefore, even though the frequency of the periodic interference fluctuates, the filter coefficients do not. This method can be implemented by using a pair of cosine and sine waves whose frequencies are the same as that of the periodic interference.
From Eqs. (18) and (28), the frequency response of the adaptive filter is
This equation shows that the frequency response of the adaptive filter is a constant. The π 2 phase-delay device was introduced by Widrow [4] . However, its effect on the frequency fluctuation was not discussed.
Verification by Numerical Experiments
Fluctuation of Filter Coefficients
In this section, we demonstrate with numerical experiments that the fluctuation of the filter coefficients is suppressed by using the π 2 phase delay-device and that the error between the desired signal s(k) and the residual signal e(k) decreases. The π 2 phase-delay device is compared with the FIR adaptive filter.
We assume that the desired signal s(k) is Gaussian white noise whose mean value and variance are 0 and 1, respectively. As mentioned in Sect. 3, according to Eqs. (21) and (22), even though the frequency response of K(z) is a constant, the ideal filter coefficients fluctuate with respect to the frequency fluctuation of the periodic interference when the FIR adaptive filter is used.
We suppose that the frequency response of the unknown system is a constant, as follows,
The instantaneous frequency given in Eq. (15) is
where f 0 is the fundamental frequency of the periodic interference, f w is the fluctuation width, and f y is the fluctuation frequency. We represent the sampled instantaneous frequency f k f s as simply f (k). Then, the instantaneous normalized angular frequency is
The reference signal is given as
In this section, we distinguish between the FIR adaptive filter and the π 2 phase-delay device using the subscripts (·) F and (·) P , respectively. When the FIR adaptive filter is used, the generated reference signals are given by
When the π 2 phase-delay device is used, i.e., for the proposed method, these reference signal are given as
We conducted numerical experiments under the conditions shown in Table 1 . The filter coefficients h F 0 (k) and h P 0 (k) estimated by the AWH algorithm are indicated by the solid lines in Figs. 3 and 4 . The ideal filter coefficients are indicated by the dotted lines. These ideal coefficients are derived as follows.
By substituting ω 0 in Eq. sin ω(k) , (38)
In the case of the π 2 phase-delay device, according to Eqs. (21), (22), (28), and (30), the ideal coefficients become constants, as follows:
When the adaptive filter consists of an FIR filter, the ideal filter coefficient (dotted line) fluctuates with a large magnitude. However, the tracking of the filter coefficient (solid line) is insufficient in both the magnitude and the phase; that is, the magnitude is too small, and a large phase shift occurs. On the other hand, when the π 2 phase-delay device is used, the ideal filter coefficient (dotted line) does not fluctuate. Therefore, the deviation between the estimated filter coefficient (solid line) and the ideal filter coefficient (dotted line) is small.
Comparison of Error
Here, we evaluate the accuracy of our proposed method. The error between the residual signal and the desired signal is given by
where N is the number of data points (N = 262144). Figure 5 shows the errors with respect to the fluctuation width f w . The solid line indicates the error of the FIR adaptive filter, and the dotted line indicates that of the π 2 phase-delay device. In the case of the FIR adaptive filter, the error increases with increasing f w . However, the error of the π 2 phase-delay device does not increase even though f w increases. Figure 6 shows the errors with respect to the forgetting factor λ. As λ increases, the error of the FIR adaptive filter increases the error after passing the minimum. However, the error of the π 2 phase-delay device decreases with increasing λ.
Generally, when the characteristic change of the periodic interference is intense, the forgetting factor λ should be small in order to deal with the characteristic of the vicinity of the current time. However, if the characteristic change is a frequency fluctuation, the forgetting factor λ can be set as a large value by using the π 2 phase-delay device; that is, the error can be smaller.
Case of an Unknown System with Gradually Changing Frequency Response
In the numerical experiments presented in the previous section, we considered a case where the frequency response of the unknown system K(e jω ) was constant. Here, we consider a more practical case where the frequency response is not constant.
As an example, we consider a practical situation of obtaining bioelectrical signals from an isolated subject on a bed as shown in Fig. 7 . In this situation, the circuit has high resistance because of electrode contact failure, and there is a relatively low capacitive coupling between the power line noise source and the electrode [1] . Figure 8 shows the corresponding equivalent circuit.
Using a bilinear s-z transformation [8] , we set the transfer function of such a system as Fig. 9 Gain response of K a (z).
Fig. 10
Changes in a conventional h F 0 (k) when the unknown system is K a (z).
Fig. 11
Changes in the proposed h P 0 (k) when the unknown system is K a (z).
Fig. 12
Error comparison with the forgetting factor λ when the unknown system is K a (z).
where R = 10 5 Ω is the resistance of the electrode and C = 10 −7 F is the capacitance of the capacitive coupling. Figure 9 shows the gain response of K a (z). The estimated filter coefficients are indicated by solid lines in Figs. 10 and 11, and their ideal values are indicated by dotted lines. The fluctuation of the filter coefficients of the π 2 phase-delay device is smaller than that of the unit delay, and the tracking delay is small. Figure 12 shows the error with respect to the forgetting factor λ. The solid line indicates the error of the FIR adaptive filter, and the dotted line indicates that of the π 2 phasedelay device. As the forgetting factor λ approaches unity, the error of the FIR adaptive filter increases. However, the error of the π 2 phase-delay device scarcely increases and is smaller than that of the FIR adaptive filter.
Extension for Higher Harmonics
The proposed method was suitable for the fundamental frequency only. Here, we extend it for higher harmonics. Usually, the periodic interference contains higher harmonics owing to nonlinearities in the power line [5] , [7] , and analog filtering is applied to the reference signal to prevent aliasing. Then, we assume that the reference signal is given as
where 0 ≤ A i , −π < α i ≤ π, and m are the numbers of the higher harmonics. We assume that B i (z) is an ideal band pass filter for extracting the i th higher harmonic (i ∈ {0, 1, 2, · · · , m}):
where ω 0 is the normalized angular frequency of the periodic interference, and Δω 0 is the range of the frequency fluctuation. The 0 th higher harmonic is the fundamental frequency. As shown in Fig. 13 , we construct an adaptive filter using B i (z):
The frequency response with regard to the r th higher harmonic (r ∈ {0, 1, 2, · · · , m}) is
This equation shows that the frequency response corresponding to each harmonic is flat. Here, we set A i = 1 and α i = 0 (i = 0, 1, 2, · · · , m) in Eq. (44) for simplicity:
The generated reference signal u (k) ( ∈ {0, 1, 2, · · · , q = Fig. 13 Block diagram of the adaptive filter with the higher harmonics.
2m + 1}) is given as
where ≡ denotes the congruence in modular arithmetic. Then, we can derive the diagonal element r , (k) and the non-diagonal element r ,n (k) of R k ( , , n ∈ {0, 1, 2, · · · , q = 2m + 1}, n) as follows: elements when the forgetting factor λ is close to 1, because the generated reference signals have a high orthogonality.
We conducted numerical experiments under the conditions shown in Table 2 . We compared the magnitude of each element:
where V dia is the average absolute value of the diagonal elements, and V non is that of the non-diagonal elements. As these values were V dia = 4809.265137 and V non = 0.337255, respectively, the non-diagonal element is sufficiently smaller than the diagonal element. Therefore, the non-diagonal elements were ignored. We estimated the filter coefficients using Eq. (55). Figure 14 shows the power spectrum of the desired signal s(k), and Fig. 15 shows that of the measured signal d(k). In a frequency-fluctuating environment, a higher frequency yields a wider peak. Figure 16 shows the power spectrum of the residual signal e(k). The peaks corresponding to the periodic interference were removed. Table 3 shows the error represented by Eq. (42). Because both errors are almost equal, the accuracy does not decrease even though the non-diagonal elements are ignored. Moreover, the amount of the calculation with respect to the number of filter coefficients of this method is O(q + 1). Ignoring the non-diagonal elements is efficient.
Conclusion
The adaptive filter is a tool that can be used to remove periodic interference. However, when the FIR adaptive filter is used, the ideal filter coefficients fluctuate because of the frequency fluctuation of the periodic interference. When this fluctuation is large, the coefficients estimated by the adaptive algorithm cannot track the ideal coefficients; that is, the noise cancellation is insufficient. We proposed a π 2 phasedelay device instead of a unit delay and demonstrated that this method suppresses the fluctuation of the coefficients. Numerical examples were presented to show that the error reduces.
The use of the π 2 phase-delay device and higher harmonics as the reference signal enables the method to have a small computational complexity. The frequency fluctuation must be measured accurately in order to use this method in an actual measurement environment. A method using zero crossing [9] , [10] can be employed for this purpose. Then, cosine and sine waves corresponding to higher harmonics can be generated.
The fluctuation of the coefficients depends on the frequency response of the unknown system. In this paper, we assume that the change in the frequency response is gradual in the range of the frequency fluctuation. If the unknown system is not complex in the actual environment, the proposed method is expected to be efficient. In the future, it will be necessary to evaluate the calculation cost of this method in detail. Furthermore, we will implement the proposed method in practical applications.
