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i.e., by approaching a matrix through irreducible matrices. Since strict 
inequalities are not preserved by a limiting process, it follows that the results 
for square nonnegative matrices are considerably weakened when deduced 
by this method (cf Varga [20, pp. 30, 46)]. Many works on the theory and 
application of nonnegative matrices have followed the papers of Perron [15] 
and Frobenius [8-lo] including those of Alexander and Hopf [l], Wielandt 
[21], Ullman [19], D b e reu and Herstein [5], Schneider [18], Brauer [2], 
Samelson [17], Putnam [16], Fan [7], Householder [13], Carlson [3], Gant- 
macher [ll], and Cooper [4]. 
By combining the combinatorial structure of nonnegative matrices (cf. 
Schneider [18] and Carlson [3] with the Perron-Frobenius theory for irreduc- 
ible nonnegative matrices, we achieve stronger generalizations of this theory 
than have been obtained before. Our main idea is to look at generalized- 
instead of ordinary-eigenvectors of a square nonnegative matrix corre- 
sponding to its spectral radius. After summarizing some notational conven- 
tions in Sec. 2 we present and prove our theorem in Sec. 3. We conclude 
Sec. 3 with some corollaries of the main theorem. 
The problem we consider is similar to the problems discussed by Cooper 
[4]. Recently Richman and Schneider obtained, independently, results which 
are closely related to ours. 
2. NOTATIONAL CONVENTIONS 
We shall be working in the Euclidian space R ‘. Subscripts of vectors will 
be used for coordinates and superscripts for enumeration. Subscripts of 
matrices will be used for enumeration, whereas superscripts will be used for 
powers. 
We say that a matrix A is nonnegative ( positiue)-written A > 0 (A>O) 
-if all its coordinates are nonnegative (positive). We say that A is semipos- 
itive,-written A > O-if A > 0 and A #O. We write A > B (A>>& A > B) if 
A - B > 0( >>O, > 0). Similar definitions apply to vectors. 
LetB~RSXS,andletJ,K~{I,...,S}.ThenbyBI,~R~J~X~rc~wedenote 
the corresponding submatrix of rows and columns of B.l Let BJ = BJ,. For 
xERS andJc{I,...,S} we denote byxJER 1’1 the corresponding subvector 
of x. 
For a real S X T matrix B, B* will denote the transpose of B and null(B) 
will stand for the (right) null space of B over R r. If B is square, det(B) will 
denote the determinant of B. 
We now summarize a few spectral properties of square real matrices. Let 
‘For a finite set L, 1~51 denotes the number of elements in L. 
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ABSTRACT 
The Perron-Frobenius theory for square, irreducible, nonnegative matrices is 
generalized by studying the structure of the algebraic eigenspace of an arbitrary 
square nonnegative matrix corresponding to its spectral radius. We give a construc- 
tive proof that this subspace is spanned by a set of semipositive vectors and give a 
combinatorial characterization of both the index of the spectral radius and dimension 
of the algebraic eigenspace corresponding to the spectral radius. This involves a 
detailed study of the standard block triangular representation of nonnegative 
matrices by giving special attention to those blocks on the diagonal having tbe same 
spectral radius as the original matrix. We also show that the algebraic eigenspace 
corresponding to tbe spectral radius contains a semipositive vector having the largest 
set of positive coordinates among all vectors in this subspace. 
1. INTRODUCTION 
Much attention has been given in the mathematics and economics 
literature to spectral properties of square, irreducible, nonnegative matrices 
and their application. Perron [15] and Frobenius [8-lo] showed that such 
matrices have a positive eigenvalue having maximum modulus among all 
eigenvalues, i.e., the spectral radius is an eigenvalue. Moreover, the subspace 
of all eigenvectors corresponding to this positive eigenvalue is one dimen- 
sional, and is spanned by a positive vector. Some of these results are easily 
generalized to arbitrary nonnegative matrices by a simple limiting process; 
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B be an S X S real matrix. Denote by r(B) the spectral radius of B. For each 
nonnegative integer rr, define N”(B) to be the null space of [B-r(B)Z]“. 
The index of B, v(B), is the smallest nonnegative integer n such that 
N”(B)= ,V+i(B).’ It is known (e.g., [6, p. 5561) that v(B) < S. Denote 
N(B)rNuCB)(B) and observe that N”(B)=N(B) for every integer n> v(B). 
The subspace N(B) will be called the algebraic eigenspace of B, and its 
elements are called generalized eigenoectors. 
3. THE MAIN THEOREM 
Let P be an S X S nonnegative matrix. Motivated by the theory of 
Markov chains, we will refer to the indices 1,. . .,S as states. We say that 
state i has access to state i, or state j has access from state i, if for some 
integer n > 0, (P”)ii > 0. Two states i and j, each having access to the other, 
are said to communicate. It is known (e.g., [14, p. 421) that the communica- 
tion relation is an equivalence relation. Hence we may partition the totality 
of states into equivalence classes. The states in an equivalence class are those 
which communicate with each other. In the sequel a cZa.ss will always mean 
a nonempty equivalence class of communicating states. We will use the 
relation of having access to (from) a class, if there is access to (from) some, or 
equivalently every, state in the class. The classes are partially ordered by the 
accessibility relation. 
A nonnegative matrix is irreducible if the equivalence relation induces 
only one class, i.e., if all states communicate. It is known that P is irreducible 
if and only if (Z+P)‘-I>>0 (e.g., [20, p. 261). 
A class J of a square nonnegative matrix P is called basic if r(P,) = r(P). A 
class J is called nonbasic if it is not basic, i.e., if and only if r(P,) < r(P) (cf. 
[20, p, 301). Note that the definition of a basic class depends on P and not 
only on PJ, i.e., even if two classes have the same “internal structure”, it is 
possible that one is basic and the other not. However, if K is a union of 
classes with r(PK) = r(P), then a class is basic in PK if and only if it is basic in 
P. Of course, every square nonnegative matrix has a basic class. 
A class J is called initial if no other class has access to J. A class J is called 
final if J has access to no other class. Every square nonnegative matrix has at 
least one initial and one final class. 
Let P be a square nonnegative matrix. A chain of classes is a collection of 
classes such that each class in the collection has access to or from every other 
class in the collection. A chain of classes with initial class J and final class K 
“We remark that usually the index and the other spectral concepts are defined with respect 
to an arbitrary complex number. In this paper we use them with respect to the spectral radius 
only. 
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is called a chain from J to K. The length of a chain is the number of basic 
classes it contains. We say class J has access to class K in n steps if the length 
of the longest chain from J to K is n. Let 3c (n,J) be the union of those 
classes having access to class J in n steps, and let W (n,J) = u i>n X ( j,J). The 
height of a basic class is the length of the longest chain of classes in which 
that class is final. 
We next illustrate the above definitions by an example. Let 
P= 
‘1 0 8 0 0 8 0 0 0 
36700000 
2010000 
330400 
3 5 0 0 0 
3 0 0 0 
0 2 0 
3 3 
1 
Obviously every class of P consists of a single state. This is done for 
simplicity only. The basic classes of P are {2}, {4}, {5}, {S}, and {8}, and 
the nonbasic classes of P are {l}, {3}, {7}, and (9). The accessibility 
relation between classes can be represented by a directed graph, as done in 
Fig. 1, where circles are used for basic classes and squares stand for nonbasic 
classes. 
It is easily seen from Fig. 1 that the initial classes are (1) and {2} and 
the final classes are (6) and (9). The height of the basic classes is given by 
Basic class Height 
2 1 
4 2 
5 3 
6 4 
8 3 
We are now ready to present the main result. 
THEOREM 3.1. Let P be a square nonnegative matrix having spectral 
radius I, index v, and M basic classes, and let Pe P- rI. Then 
(1) The algebraic eigenspace of P has a collection x1,. . . ,x M of semiposi- 
tive vectors such that x/ > 0 if and only if i has access to the jth basic cluss 
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Fig. 1 
of P, i= l,..., M, and any such collection is a basis for the algebraic 
eigenspace of P. 
(2) The index of P equals the length of its longest chain. 
(3) There is a generalized eigenvector x of P having the largest set of 
positive coordinates among all generalized eigenvectors, and for n=O,. . . , 
v - 1, P”x > 0. Furthermore, (F”x)~ > 0 if and only if i has access to some 
basic class in at least n+ 1 steps. 
Proof. 
Proof of (1J3 
We first show that for the jth basic class, i = 1,. . . , M, there is an x>O 
such that for some integer k > 0, pkx = 0 and xi > 0 if and only if i has access 
to the jth basic class. Let h be the height of the jth basic class. By possibly 
permuting rows and corresponding columns of P we may assume that 
P= 
ph Ph,h-I *. ’ 'hl G 
P h-1 **. P h-I,1 pi-I 
where for each i=l,..., h, Pi is the submatrix of P associated with the states 
31 am indebted to Professor Arthur F. Veinott, Jr.. for substantially simplifying the original 
proof of (1). 
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having access to the 
associated with the 
i=l,...,h, let 
jth basic class in i steps and Ph is the submatrix of P 
states not having access to the ith basic class. For 
and 
Pi Pi,,_1 . . * Pi, 
Ri+l= 
pi_1 . ’ * ‘i-1,1 
0 
Pl 
so 
(3.2) 
(3.3) 
(3.4) 
(Observe that R, = P, and Qr is an empty matrix). Finally, let pi = Pi - rZ and 
&+lrRj+l-rZ, i=l ,a.., h. 
Since the basic classes of Pi are exactly the final classes of Pi, 1 < i < h, it 
follows from [ll, Vol. II, p. 771 that there is a vector y i such that 
pig’=0 and y”>O. (3.5) 
Also observe that the fact that the index of an irreducible matrix is one (e.g., 
[2O, p. 301) easily implies that the same holds for matrices in which all the 
basic classes are final. Thus, the index of Pi is one for i = 1,. . . , h. 
We now show by induction that for every i = 1,. . . , h there is a positive 
vector zi such that 
fq+,z’=o. (3.6) 
The result is true for i = 1 by choosing ,zi = yr. Suppose it holds for i - 1, 
1 < i - 1< h, and consider i. Observe that 
g;+p 
-p, Qi 
0 iq 
(3.7) 
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We now have from the induction hypothesis, (3.6), and (3.7) that for every z, 
i-l @+ 2 ~Qjff;-l-kzi-l 
k=l (3.8) 
Since the index of Pi is one, it follows from [ 12, p. 1131 that the spaces 
spanned by the columns of ?;i” and Pi coincide for k = 1,2,. . . . Thus, there is 
a z such that 
Kj+‘,, g1 =o. ( 1 P-9) 
Now, on choosing X > 0 so Xy’ + 2~0, and setting 
zi= xy’+z ( 1 zi-l ’ 
we have from (3.5), (3.7), and (3.9) that Ej++,z’= 0, which establishes (3.6). 
On letting 
we see from (3.1), (3.6), and the positivity of zh that 
and X~ >0 if and only if i has access to the jth basic class. 
Forj=l,..., M, let pi be a semipositive vector in N(P) such that x/ > 0 if 
and only if i has access to the jth basic class. Next we show that c crixi = 0 
implies tij=O. For k,j= 1,. . ., M let xi(k) be the subvector of xi associated 
with the kth basic class. We can assume the basic classes are indexed so the 
jth basic class does not have access to the kth basic class if k < f. Thus for 
j < M, xi(M) = 0; but since x”(M)>O, it follows that CT+ =O. Similarly 
Q_~=O, and so on. Thus {x’ , . . . , x M } is linearly independent. 
In order to show that the xj’s form a basis of N(P) it remains to show that 
the dimension of N(P), or equivalently (e.g., [6, p. 562]), the multiplicity of T 
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in the characteristic polynomial of P, equals the number of basic classes of P. 
This follows immediately (see [4, Theorem 11) from the block triangular 
representation of P and the fact that r is an eigenvalue of the irreducible 
matrix P, (for any class J) if and only if J is basic, and in this case r is a simple 
eigenvalue of P, (cf. [20, p. 301). 
proof of PJ 
It is enough to show that if J is a basic class of P of height h and if y is 
semipositive vector in N(P) for which yi > 0 if and only if i has access to J, 
then for everym=l,...,h, 
and 
(‘ky)i=o foriE%(m,J) and k=m,m+l,..., (3.10) 
(P”-iy)i>o for i E X(m,J). (3.11) 
Let J be the jth basic class. We assume that P has the representation 
given in (3.1) and the other definitions given there are operative. For the 
purpose of this proof, for a vector z and i = 1,. . . , h let [zli be the subvector 
associated with 3c (i,J) and [z] G) be the subvector associated with 
UfZ:X(j,J). 
The proof is by induction on m. Since y E N(P), and y #O, there is a 
positive integer p > h such that PPy = 0. For m = 1 the conclusion of (3.11) is 
obvious. To verify (3.10) observe that 0= [Ppy]’ = @[ y]‘. Since the only 
basic_ class of-P, is J, N (P,) is one dimensional and N’( PJ = N(P,). Hence 
0 = P,[ y]’ = [Py]‘. 
Suppose now that for some integer 1~ n - I < h (3.10) and (3.11) hold for 
m=l,..., n- 1 and consider n. Since PPy =O, p > h > n- 1, and by the 
induction hypothesis 
O= [ pjy](% $, y]‘“’ forj=n-l,n,..., 
it follows that 
o= [PPy]“=j%[ y]“+ p~lj--i-lQnq y](“) 
j=O 
n-2 
= E!-“+l 
pn”-‘[ y]“+ z p,“-i-“Q,E;[ y]‘“: 
i=O 
(3.12) 
(3.13) 
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Every basic class in I’, is final in P,. Thus the index of P, is one, and 
therefore N(P,,) = N’(P,,). Since p > n - I, it follows from (3.13) and (3.12) 
that for every k = n, rt + 1,. . . , 
which proves (3.10). 
We will now prove (3.11). It follows from (3.13) that 
[ wlyln= iy[ y]“+ n~2F;-i-2Qnp[ ?pEN(P”). 
j=o 
Let J(l),..., J(M) be the M (say) b asic classes having access to J in n steps. 
Applying (1) to P,, it follows that there exist vectors tr, .. . , tM such that for 
, . . . , M, t/ > 0 if and only if i has access to J ( i) and N (P,) is spanned by 
t”. This implies that there exist real numbers (or,. . . ,aM such that 
[Ply]“= : cqt’. 
i=l 
(3.14) 
We next show that all the cyi’s are positive. Since the index of P,* equals that 
of P,, which is one, it follows that N ‘(P,*) = N (P,*). Thus, by (1) and the 
observation that every basic class in P,* is initial in P,*, there exist row vectors 
1 
s ,...,s M whose transposes are in N ‘(P,*) such that for i = 1,. . . , M, s/ > 0 if 
and only if i is in J ( j). Obviously 
SW >o for j = 1,. . . , M, (3.15) 
and since no basic class included in X (n,]) has access to any other basic 
class included in X (n,]), 
sip=0 forj#mandj,m=l,..., M. 
Premultiplying (3.14) by si, we get that 
s’QnE;-‘[ y]in)=aisftf, j=l,...,M. 
For i=l,...,M, 
(3.16) 
(3.17) 
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where the last inequality follows from the fact that s/~~~>>O and PJcn 3CCn_1 r) 
>O. By the induction hypothesis, 
[ R,“_“[ yl’“‘]“-‘= [ p”-2y]“-l>>o (3.18) 
and 
[Ece2[ y]‘“‘]i=[P”-2tj]i=0 fori=l,...,n-2. (3.19) 
Hence, by (3.17), (3.18), and (3.19), for every j = 1,. . . , M, 
n-l 
aisiti= siQ"R,"-2 [ Y](n)= c [~iQ~]~[c;-~[ ylcn)]’ 
i=l 
= [4J-1[ Rn”-“[ y]‘“‘]“-l>(), 
SO by (3.15), aj >O. Since every state in ‘jc(n,J) has access to at least one 
J( i), it follows that 
completing the proof of (2). 
Proof of (3) 
It is enough to show that for every basic class _I of P with height h there 
exists a vector z such that Ph.z=O, and for n=O,. . ., h- 1, P”z>O and 
(P”z)~ > 0 if and only if i has access to J in at least n + 1 steps. 
The proof of the above statement follows by induction of h. If h = 1, the 
conclusion follows directly from (1) and the proof of (2). Suppose now that 
for some integer h > 2, (3) holds whenever the height of the basic class is less 
than h, and consider h. Let Ji,. . . ,JM be the it4 (say) basic classes having 
access to .I in two steps or more. Obviously, the height of each Jj, j = 1,. , . , M, 
is smaller than h. Hence by our induction hypothesis there exist vectors 
tl,. . .) tM such that phtf = 0, and for n = 0 ,...,h-1, &j>Oand (P”ti)j>Oif 
and only if i~@(n+l,Ji)l Now, ~~=,&(n+l,J~)=@(n+2,J). Letting t 
=Ey=,tj, it follows that Pht=O, and that for n=O,. .., h- 1, P”t >0 and 
(&)i>O if and only if i~@(n+2,J). 
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It follows from (1) that there is a vector x > 0 in N(P) for which X~ > 0 if 
and only if i has access to J. The proof of (2) implies that ( P”x) i > 0 whenever 
in x(n+l,J) and (P”x)~=O whenever i $? @ (rr + l,_/). By choosing X 
sufficiently large, z E ht + x has the desired properties, completing the proof 
of Theorem 3.1. H 
The following are immediate corollaries of Theorem 3.1. 
COROLLARY 3.2. A square nonnegative matrix has a positive generalized 
eigenvector if and only if every final class is basic. 
COROLLARY 3.3. The height of a basic class of a square nonnegative 
matrix equals the index of the submatrix associated with all states having 
access to the given basic class. 
COROLLARY 3.4 (Schneider [18, Theorem 31). The index of a square 
nonnegative matrix is one if and only if no pair of basic classes are 
comparable (i.e., no basic class has access to any other basic class). 
Observing that the recurrent classes of a stochastic matrix are precisely 
its basic classes, one obtains the following known result: 
COROLLARY 3.5. The index of a stochastic matrix is one. Also, a class is 
basic if and only if it is final. 
We remark that Theorem 3.1 gives a generalization of the Perron- 
Frobenius theory for nonnegative irreducible matrices to arbitrary nonnega- 
tive matrices; i.e., restricting the conclusions of this theorem to irreducible 
matrices gives the well known Perron-Frobenius theorem for such matrices. 
We finally remark that the proof of part (1) of Theorem 3.1 is construc- 
tive and provides a method for finding a semipositive basis for the algebraic 
eigenspace of a square nonnegative matrix. 
I would like to take this opportunity to express my thanks and gratitude 
to Professor Arthur F. Veinott, Jr., my dissertation advisor, for his encourage- 
ment and advice and in particular for the careful examination of this work. 
His improvements on its original version are too many to be listed. 
REFERENCES 
1 P. Alexander and H. Hopf, Topologie I, Springer, Berlin, 1935. 
2 A. Brauer, A method for the computation of the greatest root of a positive 
matrix, J. Sot. Ind. A$. Math. 5, 631-634 (1957). 
292 URIEL G. ROTHBLUM 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
D. Carlson, A note on M-matrix equations, J. Sot. Ind. Appl. Math. 11, 1027- 
1633 (1963). 
C. D. H. Cooper, On the maximum eigenvalue of a reducible nonnegative real 
matrix, Math. 2. 131, 213-217 (1973). 
G. Debreu, and I. N. Herstein, Nonnegative square matrices, Econonwtricu 21, 
59747 (1953). 
N. Dunford, and J. T. Schwartz, Linear Operutors, Part I, Interscience, New 
York, 1958. 
K. Fan, Topological proofs for certain theorems on matrices with nonnegative 
elements, Monutsh. Math. 62, 219-237 (1958). 
G. Frobenius, Uber Matrizen aus positiven Elementen, Sitzungsber. Dsch. Akud. 
Wiss. Be& 471-476 (1908). 
G. Frobenius, Uber Mat&en aus positiven Elementen, II Sitzungsber. Dtsch. 
Akud. Wiss. Berl., 514-518 (1909). 
G. Frobenius, Uber Matrizen aus nichtnegative Elementen, Sitzungsber. Dtsch. 
Akud. Wiss. Berl., 45&477 (1912). 
F. R. Gantmacher, The Theory of Matrices (transl. from Russian by K. A. Hirsh), 
Chelsea, New York, 1971. 
P. R. Halmos, Finite Dimensional Vector Spaces, Van Nostrand, Princeton, N. J., 
1958. 
A, S. Householder, On matrices with nonnegative elements, Monutsh. Math. 62, 
238-242 (1958). 
S. Karlin, A First Course in Stochastic Processes, Academic, New York, London, 
1966. 
0. Perron, Zur Theorie der Matrizen, Math. Ann. 64, 248-263 (1907). 
C. R. Putnam, On bounded matrices with nonnegative elements, Can. I. Math. 
10, 587-591 (1958). 
H. Samelson, On the Perron-Frobenius theorem, Mich. Math. J. 4, 57-59 (1957). 
H. Schneider, The elementary divisors, associated with 0, of a singular M-matrix, 
Proc. Edinb. Math. Sot. 10, lo%122 (1956). 
J. L. Ullman, On a theorem of Frobenius, Mich. Math. J. 1, 189193 (1952). 
R. S. Varga, Matrix Iterative AnuZysis, Prentice-Hall, Englewood Cliffs, N. J., 
1962. 
H. Wielandt, Unzerlegbare, nichtnegative Matrizen, Math. Z. 52, 642-648 
(1950). 
Received 17 September 1974; vaised April 1975 I 
