A major obstacle to the development of Natural Language Processing (NLP) methods in the biomedical domain is data accessibility. This problem can be addressed by generating medical data artificially. Most previous studies have focused on the generation of short clinical text, and evaluation of the data utility has been limited. We propose a generic methodology to guide the generation of clinical text with key phrases. We use the artificial data as additional training data in two key biomedical NLP tasks: text classification and temporal relation extraction. We show that artificially generated training data used in conjunction with real training data can lead to performance boosts for datagreedy neural network algorithms. We also demonstrate the usefulness of the generated data for NLP setups where it fully replaces real training data.
Introduction
Data availability is a major obstacle in the development of more powerful Natural Language Processing (NLP) methods in the biomedical domain. In particular, current state-of-the-art (SOTA) neural techniques used for NLP rely on substantial amounts of training data.
In the NLP community, this low-resource problem is typically addressed by generating complementary data artificially (Poncelas et al., 2018; Edunov et al., 2018) . This approach is also gaining attention in biomedical NLP. Most of these studies present work on the generation of short text (typically under 20 tokens), given structural information to guide this generation (e.g., chief complaints using basic patient and diagnosis information (Lee, 2018) ). Evaluation scenarios for the utility of the artificial text usually involve a single downstream NLP task (typically, text classification).
SOTA approaches tackle other language generation tasks by applying neural models: variations of the encoder-decoder architecture (ED) model (Sutskever et al., 2014; Bahdanau et al., 2015) , a.k.a sequence to sequence (seq2seq), e.g., the Transformer model (Vaswani et al., 2017) . In this work, we follow these approaches and guide the generation process with key phrases in the Transformer model.
Our main contribution is thus twofold: (1) a single methodology to generate medical text for a series of downstream NLP tasks; (2) an assessment of the utility of the generated data as complementary training data in two important biomedical NLP tasks: text classification (phenotype classification) and temporal relation evaluation. Additionally, we thoroughly study the usefulness of the generated data in a set of scenarios where it fully replaces real training data.
Related Work
Natural Language Generation. Natural language generation is an NLP area with a range of applications such as dialogue generation, question-answering, machine translation (MT), summarisation, simplification, storytelling, etc.
SOTA approaches attempt to solve these tasks by using neural models. One of the most widely used models is the encoder-decoder architecture (ED) (Sutskever et al., 2014; Bahdanau et al., 2015) . In this architecture, the decoder is a conditional language model. It generates a new word at a timestep taking into account the previously generated words, as well as the information provided by the encoder (a sequence of hidden states, roughly speaking, a set of automatically learned features).
For different tasks, the input to the encoder may be different: questions for question-answering, source text for MT, story prompts for story generation, etc.
Long text generation. One of the main challenges of the ED architecture remains the generation of long coherent text. In this work, we consider paragraphs as long text. Other NLP tasks may target documents, or even group of documents (e.g., multi-document summarisation systems).
Existing vanilla ED models mainly focus on local lexical decisions which limits their ability to model the global integrity of the text. This issue can be tackled by varying the generation conditions: e.g., guiding the generation with prompts (Fan et al., 2018) , with named entities (Clark et al., 2018) or template-based generation (Wiseman et al., 2018) . All these conditions serve as binding elements to relate generated sentences and ensure the cohesion of the resulting text.
In this work, we follow the approach of Peng et al. (2018) and guide the generation of Electronic Health Record (EHR) notes with the help of key phrases (phrases composed of frequent content words often co-occurring with other content words). These key phrases are sense-bearing elements extracted at the paragraph level. Using them as guidance ensures semantic integrity and relevance of the generated text. We experiment with the SOTA ED Transformer model. The model is based on multi-head attention mechanisms. Such mechanisms decide which parts of input and previously generated output are relevant for the next generation decision. Heads are designed to attend to information from different representation subspaces. Recent studies show that their roles are potentially linguistically intepretable: e.g., attending to syntactic dependencies or rare words (Voita et al., 2019) .
Usage of artificial data in NLP In MT, artificial data has been successfully used in addition to real data for training ED models. There have also been attempts to build MT models in low-resource conditions only with artificial data (Poncelas et al., 2018) . In this work, we investigate the usefulness of the generated data both in the complementary setting and in the full replacement setting.
Medical text generation. The generation of medical data destined to help clinicians has been addressed e.g. through generation of imaging reports by Jing et al. (2018); Liu (2018) .
However, to our knowledge, there have been very few attempts to create artificial medical data to help NLP. One attempt to create such data can be found in (Suominen et al., 2015) , where nursing handover data is generated in a very costly way with the help of a clinical professional who wrote imaginary text. The attempt closest to ours is the one of Lee (2018). They generate short-length (under 20 tokens) chief complaints using diagnosis and patient-and admission-related information as conditions in the conditional LM. The authors investigate the clinical validity of the generated text by using it as test data for NLP models built with real data. But they do not look into the utility of the generated data for building NLP models.
Methodology
As mentioned before, in our attempt to find an optimal way to generate synthetic EHRs we experiment with the Transformer architecture. We extract key phrases at the paragraph level, match them at the sentence level and further use them as inputs into our generation model (see Figure 1 ). Thus, each paragraph is generated sentence by sentence but taking the information ensuring its integrity into account. The intrinsic evaluation of the generated data is performed with a set of metrics standard for text generation tasks: ROUGE-L (Lin, 2004) and BLEU (Papineni et al., 2002) . ROUGE-L measures the n-gram recall, BLEU-the n-gram precision. We also assess the length of the generated text.
At the extrinsic evaluation step, we use generated data as training data in a phenotype classifi-cation task and a temporal relation extraction task. For each task, we experiment with neural models. We compare performance of three models: one trained with real data, one trained using upsampled real data (the real dataset repeated twice) and one built using real data augmented with generated data for real test sets (see Figure 2 ). Development sets are also real across setups. By upsampling the real data twice we create a baseline mimicking a very bad generation model simply reproducing the original data without adding any variation to it. We further investigate the actual contribution of the artificial data to the classification process in experiments where we fully replace the real training data with the artificial training data for both neural and non-neural algorithms. Useful artificial data models should demonstrate similar performance results to real models. And, most importantly, those artificial data models should correctly preserve any differences between classification algorithms trained using the real data.
Experimental Setup
In what follows, we describe the data used in experiments (Subsection 4.1), details of generation models (Subsection 4.2) and classification models (Subsection 4.3) we use.
Data
In our study we use EHRs from the publicly available MIMIC-III database . MIMIC-III contains de-identified clinical data of around 50K adult patients to the intensive care units (ICU) at the Beth Israel Deaconess Medical Center from 2001 to 2012. The dataset comprises several types of clinical notes, including discharge summaries, nursing notes, radiology and ECG reports.
Text generation dataset. For the text generation experiments, we extract all the MIMIC-III discharge summaries of the patients with the 3 first diagnoses (ordered by their priority, represented by 2 first characters of each respective ICD-9 code) matching at least one sequence of the 3 first diagnoses for the patients from our phenotyping dataset (used later in our phenotype classification experiments). Thus, our text generation dataset do not contain the patients from the phenotyping dataset.
From all the extracted data we randomly select records of 126 patients for development purposes. This results in two subsets: train-gen and val-gen (see Table 1 ).
As our test sets we used parts of the phenotyping dataset (test-gen-pheno) and of the temporal relations dataset (test-gen-temp) described below. Our preprocessing pipeline including sentence detection uses the spaCy-2.0.18 toolkit. 1 We lowercase all texts. In addition, we replace dates with a placeholder date. We discard all the sentences with length under 5 words.
Phenotyping dataset. In our text classification experiments we use the phenotyping dataset from MIMIC-III database released by Gehrmann et al. (2018) . Phenotyping is the task of determining whether a patient has a medical condition or is at risk for developing one. The dataset includes discharge summaries annotated with 13 phenotypes (e.g., advanced cancer, advanced heart disease, advanced lung disease, etc.) 2 The phenotyping dataset used in our experiments contains 1,600 discharge summaries of 1,561 patients (around 180K sentences). We follow Gehrmann et al. (2018) and randomly select 10% and 20% of this data for development and test purposes respectively (dev-pheno and test-pheno). The rest 70% is used as the test set for the generation experiments and as the training set for the phenotype classification experiments (test-gen-pheno). 3 Temporal relations dataset. In the temporal relation classification experiments, we use the data set from the 2012 i2b2 temporal relations shared task (Sun et al., 2013b) . The task focuses on determining the relative ordering of the events in medical history with respect to each other and to time expressions. The dataset contains texts of discharge summaries from MIMIC-II. Various textual segments in these summaries are manually annotated for events (EVENT), time expressions (TIMEX3) and eight temporal relations between them (TLINK) . In this study we focus only on detecting the presence of the most frequent OVERLAP temporal relation between events (33% of the annotated relations). OVERLAP indicates that two related events happen almost the same time, but not exactly (Sun et al., 2013a) The original training set includes 190 discharge summaries. We experiment with this dataset to demonstrate the transferability of our generation methodology. Hence, we do not modify our generation model but instead filter out the discharge summaries in the 2012 i2b2 dataset that overlap in their content with train-gen (according to the ≥ 10 sentences criteria).
For the 2012 i2b2 data, we condition the generation using the textual segments annotated as EVENT. These could also be seen as binding elements of parts of longer text. Moreover, textual segments given in the input are mostly preserved in the generated output. The advantage of this approach is that in most of the cases we do not need to redo human annotation in the generated text because they are preserved if given in the input. Table 2 reports the statistics of the original (all) data versus the data (reduced) for which the annotations are preserved.
10% of the data is randomly selected for develand MIMIC-II database that was initially used to collect the phenotyping dataset, we could not correctly identify text fields for records with duplicated admission IDs. We simply merged those records together giving preferences to annotations with a higher rate of positive labels. This resulted in a small reduction of the initial dataset (less than 1%). opment purposes (dev-temp). The rest of the data is again used as the test data for the generation task and as the training data for the temporal classification models (test-gen-temp). The test set provided with the 2012 i2b2 temporal relations shared task was used as is for temporal classification models (test-temp). 
Text Generation Models
In our text generation experiments we use the Transformer model, which generates text sentence by sentence. To ensure the semantic integrity of paragraphs resulting from the concatenation of generated sentences, we guide the generation with key phrases. Key phrases are extracted from each original paragraph of train-gen. For this, we use the Rake algorithm (Rose et al., 2010) 4 and take the highest scored 50% per paragraph. We further generate a paragraph sentence by sentence using as inputs only those extracted key phrases that are present in each particular sentence. This results in approximately 2.4 key phrases with an average length of 1.7 words per sentence (as computed for train-gen). 5 Boundaries of key phrases in the input to models are fixed by a reserved token. During training, the model is learned to restore real text from key phrases, basically by filling the gaps between those key phrases. We trained our Transformer models as provided by the OpenNMT toolkit (Klein et al., 2017) with default parameters. In train-gen we replaced all the words with frequency 1 with a placeholder. This resulted in a vocabulary of around 50K words. Each model was trained for 30K epochs. 6 Outputs are produced with the standard beam decoding procedure with a beam size of 5.
test-gen-pheno 1 gen a ct was obtained which revealed a very poor study but no evidence of a brain injury .
real ct was a poor study but did not reveal a brain injury .
2 gen he had a walk of losing blood . real she is unable to walk without losing blood .
test-gen-temp 3 gen he was treated with increasing doses of rosuvastatin and atorvastatin . real he has been on increasing doses of rosuvastatin receiving atorvastatin in addition on a basis . 4 gen he was started on ibuprofen and his wife back pain was improved . real the patient was initially treated with ibuprofen which was stopped after his back pain improved . 
Models for Phenotype Classification
For the phenotype classification task, we train two standard NLP models:
1. Convolutional Neural Network (CNNs) model inspired by (Kim, 2014) . The CNN model is built with 3 convolutional layers with window sizes of 3, 4 and 8 respectively.
The word embedding dimensionality is 300, both convolution layers have 100 filters. The size of the hidden units of the dense layer is 100. We also use a dropout layer with a probability of 0.5. The network is implemented using the Pytorch toolkit 7 with the pre-trained GloVe word embeddings (Pennington et al., 2014).
2. Word-level bag-of-words (BoW) model trained with the Naive Bayes (NB) algorithm. We applied the MultinomialNB implementation from Scikit-learn (Pedregosa et al., 2011).
We cast the task as a binary classification task and evaluate the detection of each phenotype computing the F1-score of the positive class.
Models for Temporal Relations Extraction
Inspired by the SOTA approaches for the task (Tourille et al., 2017) , we build a Bidirectional Long Short-Term Memory (BiLSTM) classifier (Hochreiter and Schmidhuber, 1997 concatenation of the last hidden states of both layers goes into the ouput layer. We train our network with the Adam (Kingma and Ba, 2014) optimization algorithm with a batch size of 64 and a learning rate of 0.001. We use again the pre-trained GloVe word embeddings. The classifier is implemented using Pytorch. As for a non-neural model, we use again the NB model as for the phenotype classification task. We cast the task as a binary classification task (for each event-event pair, classify as OVERLAP or not) and evaluate the result by computing the F1-score of the positive decision.
Experimental Results
In this section we present results of our experiments, first of the intrinsic evaluation of the quality of generated text (Section 5.1) and then of the extrinsic evaluation of its utility for NLP (text classification and temporal relation extraction tasks, Section 5.2). Table 4 shows the intrinsic evaluation results for both generated test-gen-pheno and test-gen-temp. The BLEU and ROUGE-L are computed between the original text (the one used to extract key phrases) and the generated text. We also compare the average lengths sentences for those two texts. As expected, automatic evaluation scores show that for both test sets our model generates context preserving pieces of the real text from the input (e.g., ROUGE-L = 67.74 for test-gen-pheno, ROUGE-L = 48.47 for test-gen-temp). The proximity of average lengths of sentences for the generated text and the real text supports this statement.
Intrinsic Evaluation
As automatic metrics perform only a shallow comparison, we also manually reviewed a sample of texts. In general, most of the generated text preserves the main meaning of the original text adding or dropping some details. Incomprehensible generated sentences are rare. Table 3 shows examples of the generated text for both datasets. In examples 1 and 3, Transformer generates text with a meaning very close to the original one (e.g., no evidence of ≈ did not reveal, for test-gen-pheno). Examples 2 and 4 are "bad" modifications. In general, such examples are infrequent. For instance in Example 2, the real phrase unable to walk without losing blood is incorrectly modified into a walk of losing blood. However, the main sense of losing blood is preserved.
Overall, our observations indicate that the generation methodology successfully adapts to changes in generation conditions.
Extrinsic Evaluation
Phenotype Classification. Table 5 shows results of our text classification experiments. They indicate that the artificial training data used as complimentary to the real training data is in general beneficial for the CNN model (e.g., av. F-score=0.50 for real + gen > 0.47 for real). real +gen setup also outperforms the model trained using larger volume data, where the training data was repeated two times (2 × real). Overall, real +gen outperforms real for 9 phenotypes out of 13 with an average ∆F-score=0.06, while 2 × real for 6 phenotypes with an average ∆F-score=0.04 only.
To get further insights into the actual informativeness of the generated data, we study the performance of both CNN and NB in a series of setups where the artificial training data fully replace the real training data. To be more precise, we study: (a) gen setup, where the full generated data with traces of input key phrases are used as the training data; and (b) gen-key setup, where the generated text without traces of input data is used as the training data (see Figure 4) . The results of these experiments are in Table 5 , lower part. They show that average performances of gen and real tend to be comparable for each algorithm (e.g., ∆ avg. F-score=0.03 for both CNN and NB). The gen-key setup results in a signif- 20, given, 11, hours, time, history, admission, continued, capsule, needed, 25, disease, refills, follow, negative, started, status, disp, days, release, discharge, ml, stable, hct, prior, dr, showed, 40, fax, neg, telephone, likely, 15, glucose, wbc, home, renal, care, seen, iv, 24, acute, urine, post, noted, artery, 14, year, unit, tube, inr, bid, 50, edema, units, plt, insulin, known, course, pulmonary, mild, did, dose gen 0.5000 follow, 12, fax, renal, admission, care, telephone, prior, artery, bid, acute, dr, unit, known, time, post, likely, seen, neg, discharge, iv, insulin, tube, units, admitted, placed, year, 11, 25, 13, pulmonary, urine, dose, delayed, mild, chronic, transferred, edema, lower, pressure, heart, course, fluid, failure, ventricular, aortic, abdominal, 50, discharged, medications, valve, evidence, noted, increased gen-key 0.2857 blood, day, mg, 10, 07, date, pt, 10pm, refills, 100, 20, tablet, needed, started, ct, plt, 12, 30, inr, 11, 25, 13, dr, times, 50, sig, 213, 24, patient, daily, 40, 500, telephone, release, transferred, negative, discharged, 81, follow, final, admitted, 15, 30pm, time, fax, hours, delayed, normal, placed, history, 20am, seen, breath, 00, did, 18, 15pm, evidence, 80, admission, consulted, home, wbc, po, hct, bedtime, shortness Taking advantage of the easy interpretability of the NB model, we analyse the words that contribute the most to classification decisions (highest likelihoods given the positive class) for the Adv. Lung Disease as a an example of a phenotype with an average frequency for the dataset. Table 6 displays those words in order of importance for real, gen and gen-key. As expected, for real and gen with higher F-score values, there are more relevant medical terms: e.g., pulmonary and chest. For gen-key, there are words more distantly related to the phenotype: e.g., ct and breath.
Temporal Evaluation. For the i2b2 dataset, we focus only on the evaluation for the OVERLAP temporal relation between events as the most well-represented group. Inspired by the SOTA solutions for the temporal relations extraction task (Tourille et al., 2017) , we provide only the text spans that link the two events as inputs to our models. This setup is particularly beneficial to assess the utility of the generated text (see Figure 5 ). Figure 5 : Example of an input to our models for temporal relations extraction -a text span that links the two events (paraphrased).
As mentioned earlier, for this dataset we guide the text generation with event text spans. Thus, for this setup, we take only the text between those real text spans essentially copied from the input. This allows us to better assess the utility only of what was generated. 8 Table 7 reports results for our experiments with the i2b2 dataset. They are similar to the ones performed for the phenotyping dataset. Note that we reduce the initial training set provided by the task due to particularities of our generation procedure. In our data augmentation experiments we add this reduced generated data to all the provided real training data (real all).
The results show that real all + gen (F-score=0.62) outperforms the real setup (F-score=0.59), as well as the upsampled setup ( STM. For NB, we even observe an improvement of ∆F-score=0.08 for gen as compared to real reduced for NB. This may be explained by a stronger semantic signal in the generated data.
Overall, our results demonstrate the potential of developing a model that would generate artificial medical data for a series of NLP tasks.
Discussion
Our study is designed as a proof-of-concept and the main objective of this work is to study the utility of using SOTA approaches for generating artificial EHR data and to evaluate the impact of using this to augment real data for common NLP tasks in the clinical domain. Our results are promising. From a preliminary manual analysis, most meaning is preserved in the generated texts. For both extrinsic evaluation tasks (phenotype classification, and temporal relation classification), using generated text to augment real data in the training phase improved results. Moreover, for both tasks, results using only generated data was comparable to those using only real data, further indicating usefulness. To our knowledge, this is the first study looking at the problem of generating longer clinical text, and that is extrinsically evaluated on two downstream NLP tasks. Although the MIMIC data is comprehensive, it represents a particular type of clinical documentation from an ICU setting, in further work we plan to extend to other clinical domains.
If artificial data was to be used for further downstream tasks, particularly those that are intended to support secondary uses in a clinical research setting, further analysis is needed to assess the clinical validity of the generated text. This would require domain expertise. For instance, the temporal relation classification problem imposes different constraints as compared with the document classification task, which might require other approaches for designing the text generation models. Moreover, other temporal information representation models have been proposed in other studies, for other use-cases, such as the CONTAINS relation in the THYME corpus (Styler IV et al., 2014) . In future studies, we will invite clinicians to review the generated text with a focus on clinical validity aspects, as well as study further downstream NLP tasks. We will also study additional alternative metrics for intrinsic evaluation, such as the modified CIDEr metric proposed by Lee (2018).
Conclusion
In this work, we attempt to generate artificial training data for two downstream clinical NLP tasks: text classification and temporal relation extraction. We propose a generic methodology to guide the generation in both cases. Our experiments show the utility of artificial data for neural NLP models in data augmentation setups. Our generation methodology holds promise for the development of a more universal approach that will allow medical text generation for an even wider range of biomedical NLP tasks. We also plan to further investigate the validity and utility of artificial data. We think thus, that artificial data generation is an approach that has the potential to solve current data accessibility issues associated with biomedical NLP.
