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Abstract
In this paper, we give a machinery method of constructing almost complex curve of type (III) in the nearly
Kähler 6-sphere. As application, a first non-trivial example of almost complex 2-tori of type (III) will be described
in terms of the Jacobi elliptic functions. In the final section, a general solution of such tori will be described in
terms of the Prym-theta functions using the known results from the integrable system theory.
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Introduction
It is well known that 6-dimensional standard sphere S6 has a nearly Kähler structure (see [14, pp. 139–
140]). We denote by J the nearly Kähler structure. It is an interesting problem to classify J -invariant
submanifolds of S6. Due to a result of A. Gray [12], there is no 4-dimensional J -invariant submanifolds.
Thus, the only possibility of a J -invariant submanifold is the case of the image of a Riemann surface
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128 H. Hashimoto et al. / Differential Geometry and its Applications 21 (2004) 127–145by some immersion, which we call an almost complex curve (or J -holomorphic curve). Let f :M → S6
be an almost complex curve. If f is linearly full and the ellipses of curvature and the second curvature
are circles, then f is said to be superminimal. On the other hand, Bolton, Vrancken and Woodward [3]
proved that if f is linearly full in some totally geodesic Sm in S6, then m = 2,5 or 6. This, together with
a general result on superminimal surfaces by Calabi [7], means that almost complex curves are divided
into the following four types:
(I) linearly full in S6 and superminimal,
(II) linearly full in S6 and non-superminimal,
(III) linearly full in some totally geodesic S5 in S6 (necessarily non-superminimal),
(IV) totally geodesic.
For type (I), Bryant [4] gave the construction using the so-called twistor method. The automorphism
group of the nearly Kähler structure of S6 is the exceptional Lie group G2 and S6 may be represented as a
homogeneous space G2/SU(3). Let Q5 = G2/U(2) → S6 =G2/SU(3) be the P 2(C)-bundle associated
to the principal SU(3)-bundle G2 → G2/SU(3). Then, any almost complex curve of type (I) can be
lifted to some horizontal holomorphic curve in Q5. Moreover, Bryant gave the representation formula of
the horizontal holomorphic curves in Q5. Recently, the first author [13] gave the representation formula
more explicitly and calculated the Gaussian curvature of almost complex curve of type (I). For types (II)
and (III), Bolton, Pedit and Woodward [2] proved that f can be lifted to f˜ :M → G2/T 2, where T 2 is the
maximal torus of SU(3), and f has a Toda framing S :M → G2, whose integrability condition is a kind
of periodic Toda equation. From these points of views, Bolton et al. [2] proved that any almost complex
2-torus f :T 2 → S6 of type (II) or (III) can be lifted to a primitive map of finite type into G2/T 2 (for
primitive map of finite type, see [6] or Section 5). If we regard f as a harmonic map into SO(7)/SO(6),
then we see that it is itself of finite type by a recent result in [20]. However, any non-trivial example of
almost complex 2-torus has been unknown.
In this paper, we work on the construction of almost complex curve of type (III). Given a conformal
immersion f :M → S5N ⊂ S6, where S5N is a 5-dimensional totally geodesic sphere contained in
some hyperplane of R7, f corresponds to a conformal immersion fC :M → S5 ⊂ C3 by a certain
correspondence (see Section 2). When fC is horizontal with respect to the Hopf fibration S5 → P 2(C),
we may express the cosine of the Kähler angle of f with respect to the nearly Kähler structure of S6
by the determinant of (fC e−ω/2∂zfC e−ω/2∂z¯fC), where 2eω is the conformal factor of f . Consequently,
we obtain a general method of constructing almost complex curves of type (III) (cf. Theorem 3.1). In
Section 4, we give an application of Theorem 3.1. After deriving a Toda framing for almost complex
curves of type (III), its integrability condition is given by the Tzitzéica equation, which is a periodic
Toda equation. We construct an example of almost complex curves of type (III) parametrized by a real
number, which are explicitly described in terms of the Jacobi elliptic functions. The construction of this
example is based on an example of Lagrangian minimal surfaces obtained by Castro and Urbano [8].
Among them, it is easily shown that there are many almost complex 2-tori. In Section 5, we show
that fC :T 2 → S5 can be lifted to a primitive map of finite type into a 6-symmetric space SU(3)/T 1.
Therefore, fC may be constructed by the spectral curve and the spectral data from the viewpoint of the
Integrable System. We give a description of almost complex 2-tori of type (III) in terms of the Prym theta
functions (Theorem 5.5), which is the refined version of the result corresponding to the result obtained
in [21] and [15].
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Let O be the Cayley algebra and we identify R7 with the purely imaginary part of O. Let H be the
quaternion number field with the basis 1, i, j, k. Then, any element of O is represented as ( p1p2), where
p1,p2 ∈H. The product of two elements
( p1
p2
)
,
( q1
q2
) ∈O is defined by(
p1
p2
)
·
(
q1
q2
)
=
(
p1q1 − q2p2
q2p1 + p2q1
)
,
where the conjugation is that of H. The conjugation of O is defined by(
p1
p2
)
=
(
p1
−p2
)
,
where the conjugation of the entry in the right hand side is that of H. For x = ( p1p2) ∈O, we have
x · x¯ =
(
p1p1 + p2p2
0
)
,
which is real with respect to the conjugation of O. Note that x = ( p1p2) is purely-imaginary if and only if
p1 is purely-imaginary. Hence, the imaginary part of O, denoted by Im(O), consists of the elements of
the form
x =
(
a1i + a2j + a3k
a4 + a5i + a6j + a7k
)
and the identification between Im(O) and R7 is given by Im(O)  x ↔ xR = t (a1, a2, a3, a4, a5, a6, a7) ∈
R7. If we denote by 〈 , 〉 the standard inner product on R7 then we see that for x,y ∈ Im(O)
〈xR,yR〉 = −12 (x · y + y · x).
We define a vector cross product on R7 by
(1.1)xR × yR = 12 (x · y − y · x),
where the equality is the identification between R7 and Im(O). Then we have yR × xR = −xR × yR. Let
{e1, e2, . . . , e7} be the standard orthonormal basis of (R7, 〈 , 〉). The above identification means that
e1 =
(
i
0
)
, e2 =
(
j
0
)
, e3 =
(
k
0
)
,
e4 =
(
0
1
)
, e5 =
(
0
i
)
, e6 =
(
0
j
)
, e7 =
(
0
k
)
.
We then have
(1.2)e1 × e2 = e3, e1 × e4 = e5, e2 × e4 = e6, e3 × e4 = e7.
Moreover we may verify the following relation.
(1.3)u× (v ×w)+ (u× v)×w = 2〈u,w〉v − 〈u, v〉w − 〈w,v〉u,
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× F1 F2 F3 F4 F5 F6 F7
F1 0 F3 −F2 F5 −F4 −F7 F6
F2 −F3 0 F1 F6 F7 −F4 −F5
F3 F2 −F1 0 F7 −F6 F5 −F4
F4 −F5 −F6 −F7 0 F1 F2 F3
F5 F4 −F7 F6 −F1 0 −F3 F2
F6 F7 F4 −F5 −F2 F3 0 −F1
F7 −F6 F5 F4 −F3 −F2 F1 0
where u, v,w ∈ R7. Conversely, the vector cross product may be defined as a R-linear skew-symmetric
homomorphism from R7 × R7 to R7 satisfying the conditions (1.2) and (1.3). The group G2 of
automorphisms of O is precisely the group of isometries of R7 preserving the vector cross product.
Definition. An ordered orthonormal basis F1,F2, . . . , F7 of R7 is said to be a G2-frame if
(1.4)F1 × F2 = F3, F1 × F4 = F5, F2 × F4 = F6, F3 × F4 = F7.
Of course, the standard orthonormal basis of R7 is a G2-frame. It follows from (1.3) that we have the
following multiplication table (see Table 1).
The standard nearly Kähler structure J on the 6-dimensional unit sphere S6 is given by
(1.5)Ju = x × u, u ∈ TxS6, x ∈ S6.
In fact, it follows from (1.3) that J 2u = x × (x × u) = −u. Moreover, if we put G(X,Y ) = (∇˜XJ )(Y ),
then we obtain
G(X,Y )= X × Y − 〈x ×X,Y 〉x,
where ∇˜ is the Levi-Civita connection on S6. Since 〈u × v,w〉 = 〈u, v × w〉, we see that G(X,Y ) =
−G(Y,X), which implies that J is a nearly Kähler structure.
2. Complex vector cross product in C3
Let {e1, . . . , e7} be the standard basis of R7. Set N = e6. Define 6-dimensional hyperplane in R7 by
V6 := {t (x1, x2, x3, x4, x5,0, x7) ∈ R7}. If we define an almost complex structure I on V6 by
IxR = e6 × xR for xR ∈ V6,
we have V6 ∼= C3 and the correspondence between V6 and C3 is given by
(∗)V6  xR = t (x1, x2, x3, x4, x5,0, x7) ↔ xC =
(
x1 + ix7
x2 + ix4
−x3 + ix5
)
∈ C3.
In fact, IxR corresponds to ixC by the correspondence (∗). In this case, we write
IxR
(∗)= ixC.
Hereafter, “(∗)=” means the equality by the correspondence (∗).
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u1 =
(1
0
0
)
, u2 =
(0
1
0
)
, u3 =
(0
0
1
)
be the standard basis of C3. For
xC =
(
z1
z2
z3
)
, yC =
(
w1
w2
w3
)
∈ C3,
we define a complex vector cross product xC × yC by
xC × yC = det
(
u1 w1 z1
u2 w2 z2
u3 w3 z3
)
=
(
z3w2 − z2w3
z1w3 − z3w1
z2w1 − z1w2
)
,
where det denotes the formal determinant. We denote by 〈 , 〉C the standard Hermitian inner product
on C3. We easily see that
(2.1)〈xR,yR〉 = Re
(〈xC,yC〉C).
We have the following properties of the complex vector cross product.
Lemma 2.1. (1) (λxC)× yC = xC × (λyC)= λ¯(xC × yC) for λ ∈ C;
(2) 〈vC,xC × yC〉C = det(vC yC xC) for vC,xC,yC ∈ C3.
The following lemma shows the relation between (real) vector cross product on V6 and complex vector
cross product on C3.
Lemma 2.2. If 〈IxR,yR〉 = 0, where xR,yR ∈ V6, then we have xC × yC (∗)= xR × yR.
Proof. 〈IxR,yR〉 precisely equals to the sixth component of the vector xR × yR. Hence, if 〈IxR,yR〉 = 0
then xR × yR ∈ V6. Now, by a direct calculation we see that xC × yC corresponds to xR × yR by the
correspondence (∗). 
Remark. By (2.1) we have
〈IxR,yR〉 = 0 ⇔ Re
(〈ixC,yC〉C)= 0
⇔ Im(〈xC,yC〉C)= 0.
3. Kähler angle of horizontal surface in S5
Let M be a Riemann surface. Let f :M → S6 be a conformal immersion with the conformal factor
2eω = 〈 ∂f
∂x
,
∂f
∂x
〉. We extend the inner product 〈 , 〉 and the vector cross product on R7 to those on C7 by
complex linearity. If we denote by z = x + iy a local complex coordinate system of M then we have
eω = 〈 ∂f
∂z
,
∂f
∂z¯
〉. The induced metric on M by f is given by 2eω dz dz¯.
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(3.1)f × ∂f
∂z
= i ∂f
∂z
.
Let S5 be the unit hypersphere in C3 defined by
S5 = {u ∈ C3 | 〈u,u〉C = 1}.
It then follows that S5N corresponds to S5 by the correspondence (∗). Consequently, an immersion
f :M → S5N ⊂ V6 ∩ S6 corresponds to fC :M → S5 ⊂ C3 by the correspondence (∗). First of all, we
investigate the conditions of conformality and horizontality of a smooth map. The proof of the following
lemma is standard except (5). However, we give its proof for the completeness of explanation.
Lemma 3.1. Let f :M → S5N ⊂ V6 ∩ S6 be a smooth map. Then, the following assertions are true:
(1) f is a conformal map with the conformal factor 〈 ∂f
∂x
,
∂f
∂x
〉 if and only if 〈 ∂fC
∂z
,
∂fC
∂z¯
〉C = 0.
(2) A map fC :M → S5 ⊂ C3 is horizontal with respect to the Hopf fibration S5 → P 2(C) if and only
if
(3.2)
〈
∂fC
∂z
, fC
〉
C
=
〈
∂fC
∂z¯
, fC
〉
C
= 0.
(3) If fC is horizontal then
(3.3)
〈
∂f
∂x
, I
∂f
∂y
〉
= 0.
In addition, if f is conformal then
(3.4)
〈
∂fC
∂z
,
∂fC
∂z
〉
C
= 1
2
〈
∂f
∂x
,
∂f
∂x
〉
=
〈
∂fC
∂z¯
,
∂fC
∂z¯
〉
C
.
(4) If f is almost complex then fC is horizontal.
(5) Suppose that f is a conformal immersion. Let θ be the Kähler angle of f with respect to the nearly
Kähler structure J on S6. If fC is horizontal, then
(3.5)cos θ = Re
{
i det
(
fC e
−ω2 ∂fC
∂z
e−
ω
2
∂fC
∂z¯
)}
.
Proof. (1) This follows from the identity
4
〈
∂fC
∂z
,
∂fC
∂z¯
〉
C
=
〈
∂f
∂x
,
∂f
∂x
〉
−
〈
∂f
∂y
,
∂f
∂y
〉
− 2i
〈
∂f
∂x
,
∂f
∂y
〉
.
(2) fC is horizontal if and only if
Re
〈
∂fC
∂x
, ifC
〉
C
= Re
〈
∂fC
∂y
, ifC
〉
C
= 0
if and only if
Im
〈
∂fC
∂x
, fC
〉
= Im
〈
∂fC
∂y
, fC
〉
= 0.C C
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Re
〈
∂fC
∂x
, fC
〉
C
= Re
〈
∂fC
∂y
, fC
〉
C
= 0.
Hence, we have (3.2).
(3) The horizontality of fC, together with (2.1), implies that〈
∂f
∂x
, If
〉
=
〈
∂f
∂y
, If
〉
= 0.
Differentiating 〈 ∂f
∂x
, If 〉 = 0 by y and 〈 ∂f
∂y
, If 〉 = 0 by x, using ∂2f
∂y∂x
= ∂2f
∂x∂y
, we obtain (3.3). Since〈
i
∂fC
∂y
,
∂fC
∂x
〉
C
+
〈
∂fC
∂x
, i
∂fC
∂y
〉
C
= 2 Re
〈
i
∂fC
∂y
,
∂fC
∂x
〉
C
= 2
〈
I
∂f
∂y
,
∂f
∂x
〉
= 0,
we have〈
∂fC
∂z
,
∂fC
∂z
〉
C
= 1
2
〈
∂f
∂x
,
∂f
∂x
〉
by the conformality of f . The rest equality in (3.4) follows from differentiating the equations in (3.2).
(4) If f is almost complex then〈
If,
∂f
∂z
〉
=
〈
e6 × f, ∂f
∂z
〉
=
〈
e6, f × ∂f
∂z
〉
=
〈
e6, i
∂f
∂z
〉
= 0,
because the sixth component of ∂f
∂z
is zero. (More general result on the horizontality of fC is proved
in [3].)
(5) By the definition of Kähler angle we have
(3.6)
〈
f × ∂f
∂x
,
∂f
∂y
〉
= 2eω cos θ
(cf. [3]). On the other hand, it follows from (2.1), (3.3), Lemmas 2.2 and 2.1(2) that〈
f × ∂f
∂x
,
∂f
∂y
〉
=
〈
f,
∂f
∂x
× ∂f
∂y
〉
= Re
(〈
fC,
∂fC
∂x
× ∂fC
∂y
〉
C
)
= Re
{
det
(
fC
∂fC
∂y
∂fC
∂x
)}
(3.7)= Re
{
2i det
(
fC
∂fC
∂z
∂fC
∂z¯
)}
.
By (3.6) and (3.7) we obtain (3.5). 
Using Lemma 3.1, we obtain the general method of constructing almost complex curves of type (III)
in S6 as follows.
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e−ω/2 ∂s0
∂z
, s2 = e−ω/2 ∂s0∂z¯ . If S = (s0 s1 s2) has values in U(3) and satisfies detS = −i, then f :M → S5N ⊂
S6 corresponding to fC :M → S5 ⊂ C3 defined by fC = s0 is a conformal immersion and an almost
complex curve with respect to J . The converse is also true.
Proof. If S has values in U(3), then it follows from Lemma 3.1 that fC :M → S5 ⊂ C3 defined
by fC = s0 is a horizontal conformal immersion. Hence, f :M → S5N corresponding to fC is also
a conformal immersion. Therefore, if detS = −i then it follows from (3.5) that f is an almost
complex curve. Conversely, suppose that f :M → S5N ⊂ S6 is an almost complex curve. Define ω by
eω = 〈 ∂f
∂z
,
∂f
∂z¯
〉. Define s0, s1, s2 by s0 = fC, s1 = e−ω/2 ∂s0∂z , s2 = e−ω/2 ∂s0∂z¯ . It then follows from Lemma 3.1
that S = (s0 s1 s2) has values in U(3) and satisfies detS = −i. 
4. Applications
Since the difference between almost complex curves of type (III) and the horizontal lift of Lagrangian
minimal surfaces in P 2(C) is the value of each Kähler angle, we may use Theorem 3.1 to construct
almost complex curves of type (III) from the known examples of Lagrangian minimal surfaces in P 2(C)
(e.g., from the results by [8,15,21]).
Let f :M → S6 be a conformal minimal immersion without totally geodesic points. Set f0 = f . We
have the harmonic sequence {fj } (cf. [3]):
(4.1)

∂fj
∂z
= fj+1 + ∂∂z log |fj |2fj ,
∂fj+1
∂z¯
= −|fj+1|2|fj |2 fj ,
|fj | · |f−j | = 1 if fj = 0.
Assume that f :M → S5N ⊂ V6 ∩ S6 is an almost complex curve of type (III). We may choose a local
complex coordinate system such that 〈f3, f3〉 = 1. We then have f3 = f3 and we may choose an
orthonormal moving frame {E1, . . . ,E7} as follows (see [3]):
(4.2)
{
E1 = f0, 1√2(E2 − iE3) = f1|f1| , 1√2(E4 − iE5) =
f2
|f2| ,
E6 = e6, E7 = −f3.
Since f1 = ∂f∂z , we have |f1| = eω/2. Moreover, we have |f2| = e−ω/2 (the case of η = 0 in [3, p. 418]). We
may assume that (4.2) is a G2-frame replacing e6 by −e6 if necessary (see [3]). Using the G2-frame (4.2),
we shall show that S given in Theorem 3.1 is actually a Toda framing (cf. [2,19]) for fC :M → S5 ⊂ C3.
Proposition 4.1. Let 2eω be the conformal factor of f . Then
S−1
∂S
∂z
=
 0 0 −e ω2e ω2 ωz2 0
0 ie−ω −ωz2
=: U, S−1 ∂S
∂z¯
=
 0 −e
ω
2 0
0 −ωz¯2 ie−ω
e
ω
2 0 ωz¯2
=: V,
where ωz = ∂ω∂z and ωz¯ = ωz. The integrability condition of this system is given by so-called Tzitzéica
equation:
(4.3)ωzz¯ = e−2ω − eω.
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essentially the same one as the equation of the Toda framing for Lagrangian minimal surfaces in P 2(C)
(cf. [15,21]). The difference among them is the value of the determinant of the Toda framing.
If we set
Ω =
0 0 00 ω2 0
0 0 −ω2
 , B = (0 0 −11 0 0
0 i 0
)
,
then we have
S−1
∂S
∂z
= ∂Ω
∂z
+ Ad(expΩ)B.
We assume that ω depends only on a variable x, hence we write as ω = ω(x). The solution of the
Tzitzéica equation (4.3) in this case is already known. For example, the solution described by Jacobi
elliptic function is given in the paper by Castro and Urbano [8]. For convenience of our calculations, we
change the description somewhat.
Remark. Before the work of Castro and Urbano appeared, Ejiri [10] had already proved the existence of
countably many totally real minimal immersions of S1 × S1 into P 2(C) (Corollary 8 in [10]).
Consider the elliptic integral of first kind:
x =
ϕ∫
0
dθ√
1 − p2 sin2 θ
=: F(ϕ) (−1 p  1).
We define the Jacobi elliptic functions sn(x,p), cn(x,p) and dn(x,p) as follows:
(4.4)sn(x,p) := sinϕ, cn(x,p) := cosϕ, dn(x,p) :=
√
1 − p2 sin2 ϕ.
We then easily see that F(−ϕ) = −F(ϕ),F (ϕ + π) = F(ϕ) + F(π). Setting ϕ = −π2 , it follows that
F(π/2) = 12F(π), which is called the complete elliptic integral of first kind and denoted by K(p)(or simply K if the value of p is fixed). By the same reason as that of K = K(p), we simply write
sn(x), cn(x),dn(x) in place of writing sn(x,p), cn(x,p),dn(x,p). Moreover, we see that{
sn(x + 2K) = sn(x + F(π)) = sin(ϕ + π) = − sin(ϕ) = − sn(x),
cn(x + 2K) = − cn(x), dn(x + 2K) = dn(x).
Now, if we put Y = eω(x) then (4.3) becomes to, after integration one time,
(4.5)(Y ′)2 + 8Y 3 − 8aY 2 + 4 = 0,
where Y ′ = dY
dx
and a is a constant of the integration. We give an initial condition for ω(x) by
eω(0) = α
2
,
dω
dx
(0) = 0.
By our choice of the initial condition of ω(x), we put
(4.6)Y = α (1 − q2 sn2(rx,p)),
2
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(4.7)
a = 12α + 2α−2, q2 =
α3−2−2
√
α3+1
α3
,
r2 = α3−2+2
√
α3+1
α2
, p2 = αq2
r2
.
We fix the choice of real numbers p,q, r which satisfy (4.7). Then we have α  2. We search for a
solution s0 : R2 → S5 as an S1-orbit of some curve on S2 ⊂ S5. First of all, consider a map ϕ : R2 → C3
defined by
ϕ = t(Aeik1y dn(rx),Beik2y cn(rx),Ceik3y sn(rx)),
where z = x + iy is a complex coordinate system on R2 ∼= C and A,B,C are positive constants. To
exclude the ambiguity of the signature, we use the convention that k1 > 0.
Lemma 4.2. If ϕ is a horizontal conformal immersion into S5 ⊂ C3, then we have
(4.8)ϕ = t
(√
r2
r1 + r2 e
ir1y dn(rx,p),
√
r1
r1 + r2 e
−ir2y cn(rx,p),
√
r2p2 + r1
r1 + r2 e
−ir3y sn(rx,p)
)
,
where
(4.9)r1 =
√
α3 + 1 + 1
α
, r2 =
√
α3 + 1 − 1
α
, r3 = 2
α
.
Conversely, the ϕ defined by (4.8) is a horizontal conformal immersion into S5 with the conformal
factor 2eω, where eω is defined as that in (4.6).
Proof. Since cn2(rx) = 1 − sn2(rx) and dn2(rx) = 1 − p2 sn2(rx), we see that 〈ϕ,ϕ〉C = 1 if and only
if
(4.10)A2 +B2 = 1, A2p2 +B2 = C2.
Next, using the formula
d
dx
sn(x) = cn(x)dn(x), d
dx
cn(x) = − sn(x)dn(x), d
dx
dn(x) = −p2 sn(x) cn(x),
we get
∂ϕ
∂x
= t(−Ap2reik1y sn(rx) cn(rx),−Breik2y sn(rx)dn(rx),Creik3y cn(rx)dn(rx)),
which, together with (4.7) and (4.10), yields〈
∂ϕ
∂x
,
∂ϕ
∂x
〉
= α
(
r2
α
C2 − q2 sn2(rx)
)
.C
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∂x
,
∂ϕ
∂x
〉C = 2eω if and only if C2 = α/r2.
This, together with (4.6), (4.9) and (4.10), implies that
(4.11)

A2 = 11−p2 (1 − αr2 ) =
√
α3+1−1
2
√
α3+1
= r2
r1+r2 ,
B2 =
√
α3+1+1
2
√
α3+1
= r1
r1+r2 ,
C2 = α3
α3−2+2
√
α3+1
= r2p2+r1
r1+r2 .
In the same way, we see that both the equations 〈ϕ, ∂ϕ
∂y
〉C = 0 and 〈 ∂ϕ∂y , ∂ϕ∂y 〉C = 2eω hold if and only if{
k1A
2 + k2B2 = 0, k1A2p2 + k2B2 = k3C2,
k21A
2 + k22B2 = α, k21A2p2 + k22B2 − k23C2 = αq2,
which, together with (4.7), (4.9) and (4.11), yields that k1 = r1, k2 = −r2 and k3 = −r3. Thus, we get the
desired expression (4.8). The converse is easy to verify. 
Lemma 4.3. Set ϕ1 = e−ω/2 ∂ϕ∂z and ϕ2 = e−ω/2 ∂ϕ∂z¯ . Then we have det(ϕ ϕ1 ϕ2) = −1.
Proof. Using the differential formula for the elliptic functions, the identity r1 = r2 + r3, (4.6) and (4.7),
we calculate as follows:
det(ϕ ϕ1 ϕ2) = −e
−ω
4
√
r1r2
(r1 + r2)
√
r2p2 + r1
r1 + r2 × 2r(r1 + r2)
(
1 − q2 sn2(rx))
= − r
α
√
r1r2(r2p2 + r1)
r1 + r2 = −1. 
Now, if we define s0 by
s0 = ζϕ, for ζ = e π6 i+ 2n3 πi (n= 0,1,2),
then it follows from Theorem 3.1, Lemmas 4.2 and 4.3 that f : R2 → S6 corresponding to fC defined by
fC = s0 is an almost complex curve of type (III). Since the f ’s corresponding to the cases n = 0,1,2 are
G2-equivalent to each other, we state only the case of n = 0 as follows:
Proposition 4.4. The following expression gives an example of almost complex curves of type (III),
f : R2 → S6:
f = t
(√
r2
r1 + r2 cos
(
r1y + π6
)
dn(rx,p),
√
r1
r1 + r2 cos
(
π
6
− r2y
)
cn(rx,p),
−
√
r2p2 + r1
r1 + r2 cos
(
π
6
− r3y
)
sn(rx,p),
√
r1
r1 + r2 sin
(
π
6
− r2y
)
cn(rx,p),
(4.12)
√
r2p2 + r1
r1 + r2 sin
(
π
6
− r3y
)
sn(rx,p),0,
√
r2
r1 + r2 sin
(
r1y + π6
)
dn(rx,p)
)
,
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2eω dz dz¯ is given by
(4.13)K = 1 − 8
α3(1 − q2 sn2(rx,p))3 .
Moreover, f is doubly periodic if and only if the ratio (√α3 + 1 − 1) : (√α3 + 1 + 1) : α32 is that of
rational numbers.
Proof. Using the Tzitzéica equation we have
K = −e−ωωzz¯ = 1 − e−3ω,
which, together with (4.6), yields (4.13). For the double-periodicity of f , since the Jacobi elliptic
functions sn(rx), cn(rx) and dn(rx) are invariant under the translation x → x + 4K
r
, f in (4.12) is
doubly-periodic if and only if the ratio 2π
r1
: 2π
r2
: 2π
r3
is that of rational numbers, which is equivalent to
the expression stated in Proposition 4.4. 
Remark. If α = 3
√
(m
n
)2 − 1 with n,m ∈ N, (n,m) = 1 and α  2, then f is doubly-periodic and the
lattice Γ of the 2-torus is given by
Γ = SpanR
{
4K
r
e1 + n 3
√(
m
n
)2
− 1πe2
}
when n+m is even,
Γ = SpanR
{
4K
r
e1 + 2n 3
√(
m
n
)2
− 1πe2
}
when n+m is odd,
where {e1, e2} is the standard basis of R2.
5. Primitive map of finite type
In fact, the general solutions of the system in Proposition 4.1 for 2-torus as domain may be described
by Prym theta function, i.e., a function on Prym variety defined using the theta function. Here, the
Prym variety is a Jacobian torus of a compact Riemann surface modulo some involution. This method is
already used by Sharipov [9,21] to construct minimal 2-tori in S5 ⊂ C3 which are complex normal. Here
the term “ complex normal” means that the immersion is horizontal with respect to the Hopf fibration
S5 → P 2(C). In our case, using Theorem 3.1 we may describe the almost complex curves of type (III)
in S5 in terms of the Prym theta functions.
First of all, we mention the following.
Theorem 5.1 [2]. Any almost complex 2-torus f :T 2 → S6 of type (II) or type (III) may be lifted to a
primitive map of finite type into a 6-symmetric space G2/T 2.
Here, we explain what a primitive map of finite type is. Let G/H be a k-symmetric space and let
τ :g → g be an automorphism of order k( 2) with fixed set h. We then have the reductive decomposition
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ΛgCτ = {ξ :S1 → gC | τξ(ν) = ξ(χν) for any ν ∈ S1},
Λgτ = {ξ ∈ ΛgCτ | ξ :S1 → g}.
Fix some L2-metric on Λgτ . Let gj be the eigenspace of τ corresponding to the eigenvalue χj for
j = 0,1, . . . , k − 1. Then, each ξ ∈ Λgτ may be written as ξ =∑ ξsνs , where ξkN+j ∈ gj for N ∈ N and
j = 0,1, . . . , k − 1. Let d ≡ 1 mod k. Define a finite dimensional subspace Λd of Λgτ by
Λd =
{
ξ ∈ Λgτ | ξ =
∑
|j |d
ξjν
j
}
.
Consider the differential equation of Lax type on Λd :
(5.1)dξ = [ξ,αν],
where ξ :M →Λd and αν = νξd dz+ (ξd−1 dz)h + ν−1ξd dz¯. The reality condition means that ξd = ξ−d .
If one has a solution of (5.1) then we can solve the system
F−1ν dFν = αν,
because (5.1) is the integrability condition of this system. Now, F1 is a framing of a map ψ :M → G/H
with ψ = p ◦ F1, where p :G → G/H is the coset projection. In this case, ψ is said to be a primitive
map of finite type, where a map ψ is called primitive if α′p(:= pC-component of F−11 ∂F1∂z ) is g1-valued. In
case of almost complex 2-torus of type (III), it is possible to make the description of f in Theorem 5.1
more concrete as follows.
Theorem 5.2. Let fC :T 2 → S5 ⊂ C3 be a conformal immersion corresponding to an almost complex
2-torus f :T 2 → S5N of type (III). Then fC may be lifted to a primitive map of finite type into a
6-symmetric space SU(3)/T 1.
Proof. Set ε = exp(2πi/3) and χ = exp(2πi/6). We then have χ = −ε2. For simplicity of notation, set
g = su(3). Define an automorphism τ : g → g of order 6 as follows:
τ = −
(−1 0 0
0 0 ε2
0 ε 0
)
t ξ
(−1 0 0
0 0 ε2
0 ε 0
)
for ξ ∈ g.
Let gj (⊂ gC) be the eigenspace of τ corresponding to the eigenvalue χj for j = 0,1, . . . ,5. We then see
that
g0 =
{(0 0 0
0 a 0
0 0 −a
)
: a ∈ C
}
, g1 =
{(0 0 −b
b 0 0
0 c 0
)
: b, c ∈ C
}
.
Thus, τ gives SU(3)/T 1 a 6-symmetric space structure. Let g = p ⊕ h be the reductive decomposition
with hC = g0. Since a framing S of fC given in Proposition 4.1 determines a lift ψ :T 2 → SU(3)/T 1
of fC, we see that ψ is a primitive map. It then follows from the form of α′p and Theorem 3.10 in [6] that
ψ is of finite type. 
140 H. Hashimoto et al. / Differential Geometry and its Applications 21 (2004) 127–145Theorem 5.2 gives an account for why an automorphism of order 6 arises in the description of
Lagrangian minimal surfaces in [15]. We have S5 = SU(3)/SU(2) and the canonical decomposition
su(3) = su(2)⊕m is given by
su(2) =
{( 0 −u¯ u
u ix 0
−u¯ 0 −ix
)}
, m =

 ix −u¯ −uu − i2x −v¯
u¯ v − i2x
 ,
mC =
{(−2a v −u
u a c
−v b a
)}
, where x ∈ R; u, v, a, b, c ∈ C.
This shows that α′m(:= mC-component of S−1 ∂S∂z ) is also of semisimple, which, together with the results
of [6, Theorem 3.4] and the argument in [5], yields the following.
Corollary 5.3. fC :T 2 → S5 is itself of finite type, i.e., it is obtained from a solution of (5.1) for the case
of k = 2.
Define two automorphisms σ, γ of sl(3,C) by
σ (ξ)= −
(−1 0 0
0 0 1
0 1 0
)
t ξ
(−1 0 0
0 0 1
0 1 0
)
,
γ (ξ)=
(1 0 0
0 ε2 0
0 0 ε
)
ξ
(1 0 0
0 ε 0
0 0 ε2
)
.
We then have τ = σγ = γ σ . In fact, σ is the non-inner involution of S5. Let d ≡ 1 mod 6. Let Λd be the
one defined as above. Then, fC is obtained from dξ = [ξ,Uν dz + Vν dz¯], where ξ :T 2 → Λd and, Uν
and Vν are given by
Uν =
 0 0 −νe ω2νe ω2 ωz2 0
0 iνe−ω −ωz2
 , Vν = Uν (ν ∈ S1).
For µ,ν ∈ C, consider the spectral curve defined by det(ξ(ν) − µI) = 0, which is independent
of the coordinate z. We consider only the non-singular curves. Compactifying this curve at µ = ∞,
we have a compact Riemann surface Cˇ, whose genus is given by (6d − 2). The curve Cˇ admits a
holomorphic involution σ : (µ, ν) → (−µ,−ν) and an automorphism of order 3, γ : (µ, ν) → (µ, ν),
which are induced by the automorphisms σ, γ of sl(3,C). Moreover, Cˇ admits an anti-holomorphic
involution ρ : (µ, ν) → (−µ¯, ν¯−1). A three-fold covering map Cˇ → Ĉ, (µ, ν) → (µ,λ), λ = ν3, is
unramified, hence the genus gˆ of Ĉ is gˆ = 2d . The curve Ĉ also admits a holomorphic involution σ
and anti-holomorphic involution ρ. Now, π : Ĉ → P 1(C) is a three-fold covering map with the divisor
(π) = 3P0 − 3P∞, where P∞ = ρ(P0), σ (P0) = P0 and σ (P∞) = P∞. The ramification divisor R of π
is invariant under σ and ρ. Therefore, there is some divisor D0 of degree gˆ such that the following hold:
D := P0 +P∞ +D0, R =D + ρD = D + σD.
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where Pg+j = σρ(Pj) for j = 1, . . . , g and all the points of D0 are distinct each other.
Since the almost complex curve of type (III) is of finite type, it may be constructed from the spectral
data for horizontal minimal surfaces in S5, or equivalently, for Lagrangian minimal surfaces in P 2(C) (cf.
[15–17,21,22]). Consequently, it is the triplet (Ĉ, L̂, π), which satisfy the following conditions (1) ∼ (4):
(1) Ĉ: a compact Riemann surface of genus gˆ = 2d with the anti-holomorphic involution ρ and
holomorphic involution σ such that ρσ = σρ.
(2) π : Ĉ → P 1(C) is a three-fold covering map with π ◦ ρ = π¯−1 such that the divisor of π and the
ramification divisor R of π are given by
(π)= 3P0 − 3P∞, R = 2P0 + 2P∞ +D0 + ρD0,
where the two points P0,P∞ satisfy σ (P0)= P0, σ (P∞) = P∞, ρ(P0) = P∞ and D0 is given by{
D0 = {P1, . . . , Pg,Pg+1, . . . , Pgˆ},
Pg+j = σρ(Pj ) for j = 1, . . . , g,
and all the points of D0 are distinct each other.
(3) A line bundle L̂=OĈ (2P0 +D0) over Ĉ of degree (gˆ + 2).
(4) π has no branch points on S1λ = {λ ∈ P 1(C) : |λ| = 1} and ρ fixes each points of π−1(S1λ).
A line bundle L̂0 over Ĉ defined by L̂0 =OĈ (2P0 − 2P∞ +D0) is of degree gˆ. It can be verified that
L̂0 is non-special and H 0(Ĉ, L̂0) is 1-dimensional (cf. [16]). To give an explicit expression of a section ψ
of L̂0 we need to introduce some concepts concerning the Prym theta function.
A two-fold covering map πˆ : Ĉ → C = Ĉ/σ is ramified with only two branch points P0 and P∞.
The genus g of C is g = d . We may choose a canonical homology basis {A1, . . . ,Agˆ,B1, . . . ,Bgˆ} of
H1(Ĉ,Z) such that each Aα contains the points Pα and ρ(Pα) in its interior region for α = 1, . . . , gˆ and
the following relations hold:
σ (Aj)= −Ag+j , σ (Bj) = −Bg+j , ρ(Aα) = −Aα,
ρ(Bj)= Bj +
∑
k =j
Ak, ρ(Bg+j ) = Bg+j +
∑
k =j
Ag+k,
where k, j = 1, . . . , g and α = 1, . . . , gˆ. Fixing such a homology basis, we may choose a basis of
holomorphic differentials {u1, . . . , ugˆ} of H 1(Ĉ,Z) such that it is normalized by the condition∫
Aα
uβ = 2πiδαβ for α,β = 1, . . . , gˆ.
We then have
σ ∗uj = −ug+j , ρ∗uα = uα for 1 j  g, α = 1, . . . , gˆ.
Set vj = uj − ug+j and wj = uj + ug+j for j = 1, . . . , g. We then see that {v1, . . . , vg} is a basis
of H 1(C,Z). Let Ξ = (Ξjk) be the Riemann matrix for C, i.e., Ξjk =
∫
Bj
vk . Define Π = (Πjk) by
Πjk =
∫
Bj
wk . Then, the Riemann matrix Ξ̂ = (Ξ̂αβ) for Ĉ has the form
(5.2)
{
Ξ̂jk = 12 (Πjk +Ξjk) = Ξ̂j ′k′,
Ξ̂jk′ = 1(Πjk −Ξjk)= Ξ̂j ′k,2
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that
(5.3)Πjk = Πjk + 2πi(1 − δjk).
The Abel mapA : Ĉ → Cgˆ is actually a map into the Jacobian J (Ĉ) = Cgˆ/(2πiI Ξ̂), where (2πiI Ξ̂) is
a lattice generated by each column vector of the gˆ × 2gˆ-matrix (2πiI Ξ̂) over Z. Using the Abel map,
we may define a map Φ : Cgˆ → Cgˆ by
Φ(z1, . . . , zg, zg+1, . . . , zgˆ) = (−zg+1, . . . ,−zgˆ,−z1, . . . ,−zg).
We have Φ ◦A=A ◦ σ . Consider the Prym variety Prym(Ĉ) defined by Prym(Ĉ) = {L − Φ(L) | L ∈
J (Ĉ)}. We then see that Prym(Ĉ) ∼= Cg/(2πiI Π) and the isomorphism is explicitly given by the lifted
map
φ : Cg  (z1, . . . , zg) → (z1, . . . , zg, z1, . . . , zg) ∈ Cgˆ.
Now, the Prym theta function η is defined by
η(z)=
∑
m∈Zg
exp
(
1
2
〈m,Πm〉 + 〈m, z〉
)
,
where z ∈ Cg . The Prym theta function η has the quasi-periodic properties:{
η(z + 2πiej )= η(z),
η(z +Πej )= exp(− 12Πjj − zj )η(z) for 1 j  g,
where e1, . . . , eg is a standard basis of Cg and z = (z1, . . . , zg). Moreover, we may verify by (5.3) that
(5.4)η(z)= η(z¯).
Define a map B : Ĉ → Cg/(2πiI Π) by
B(P )=
( P∫
P0
w1, . . . ,
P∫
P0
wg
)
.
Note that
∫ P∞
P0
wj = 0 for j = 1, . . . , g because σ ∗wj = −wj . Hence, we see that
(5.5)B(ρ(P ))= B(P ), B(σ (P ))= −B(P ) for P ∈ Ĉ.
It follows from a Fay’s result [11] that the η-divisor D0 is determined by some e ∈ Cg such that e¯ = −e.
Now, using the Prym theta function η we may construct a holomorphic section ψ of L̂0 as follows:
(5.6)ψ(P ) = η(B(P )+ iUz+ iV z¯− e)
η(B(P )− e) ν
−2 exp
( P∫
P0
izΩ∞ +
P∫
P∞
iz¯Ω0
)
,
where Ω0 and Ω∞ are normalized Abelian differentials of the second kind with the properties ρ∗Ω∞ =
Ω0, σ
∗Ω0 = −Ω0, σ ∗Ω∞ = −Ω∞ and the following asymptotic behavior:
∫ P
P∞ Ω0 = cν−1 + o(ν−2)∫ P
P
Ω∞ = ν + o(ν−2) around P∞,

∫ P
P∞ Ω0 = ν−1 + o(ν2)∫ P
P
Ω∞ = cν + o(ν2) around P0,0 0
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∫
Bj
Ω∞, Vj =∫
Bj
Ω0. Moreover, we obtain the following explicit form of eω:
(5.7)eω = 2∂z∂z¯ logη(iUz + iV z¯− e)+ c.
In fact, the reality of eω follows from the relation ψ(σ (P ))= ν−4ψ(ρ(P )). Define ψˆ0, ψˆ1 and ψˆ2 by
(5.8)ψˆ0 = ψ, ψˆ1 = ∂zψ, ψˆ2 = iλe−ω∂z¯ψ.
Then, the expression of eω in (5.7) follows from the Riemann’s bilinear relation and the integrability
condition for the system of differential equations formed by ψˆ0, ψˆ1, ψˆ2 (cf. [1]). Consider the space
H 0(Ĉ, L̂). Set L̂1 =OĈ (P0 −P∞ +D0) and L̂2 =OĈ (D0). We then see that L̂0, L̂1 and L̂2 are the ideal
sheaves of L̂ (see [16]). Moreover, we may verify that ψˆ1 ∈ H 0(Ĉ, L̂1) and ψˆ2 ∈ H 0(Ĉ, L̂2) for each
fixed z. To obtain more explicit form of the Toda framing S, we introduce a Hermitian inner product h
on H 0(Ĉ, L̂), which is defined by
h(ψˆa, ψˆb)λ =
∑
P∈π−1(λ)
ψˆa(P )ψˆb
(
ρ(P )
)
, for ψˆa, ψˆb ∈ H 0(Ĉ, L̂).
Since h(ψˆa, ψˆb)λ is a holomorphic function on P 1(C), it is independent of λ. We then have the following.
Lemma 5.4. We have h(ψˆj , ψˆk) = 0 for j = k and h(ψˆ0, ψˆ0) = 3, h(ψˆ1, ψˆ1) = 3eω,h(ψˆ2, ψˆ2) = 3e−ω .
Proof. Evaluate h(ψˆj , ψˆk) at λ = ∞. Since π−1(∞)= {3P∞}, for example, we have
h(ψˆ0, ψˆ1) = 3ψˆ0(P∞)ψˆ1
(
ρ(P∞)
)= 0,
because ψˆ0 ⊗ ρ∗ψˆ1 ∈ H 0(Ĉ,OĈ(P0 −P∞ +D0 + ρD0)). In the same way, we obtain h(ψˆj , ψˆk) = 0 for
j = k. Next, from ∂z¯ψˆ0(ρ(P ))= −iλ¯eωψˆ2(ρ(P )) we have
∂zh(ψˆ0, ψˆ0)λ =
∑
π−1(λ)P
(
ψˆ1(P )ψˆ0
(
ρ(P )
)+ ψˆ0(P )(iλeωψˆ2(ρ(P )) ))
= h(ψˆ1, ψˆ0)λ + iλeωh
(
ψˆ0, ψˆ2
)
λ
= 0.
Hence, h(ψˆ0, ψˆ0) is a constant. If we evaluate it at z = 0 then we have
h(ψˆ0, ψˆ0) =
∑
P∈π−1(λ)
ν−2(ν¯−1)−2 = 3.
Moreover, since h(∂zψˆ0, ψˆ0) = h(ψˆ1, ψˆ0) = 0 we have
h(ψˆ1, ψˆ1) = h(∂zψˆ0, ∂zψˆ0) = −h(∂z¯∂zψˆ0, ψˆ0) = eωh(ψˆ0, ψˆ0) = 3eω.
In the same way, we have
h(ψˆ2, ψˆ2) = e−2ωh(∂z¯ψˆ0, ∂z¯ψˆ0) = e−2ω
(−h(∂z∂z¯ψˆ0, ψˆ0))= 3e−ω. 
Let {Q1,Q2,Q3} = π−1(1). All points of π−1(1) are distinct each other because there is no branch
points of π over S1λ .
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result obtained in [21] and [15].
Theorem 5.5. Given a spectral data (Ĉ, L̂, π), define ψˆ0, ψˆ1, ψˆ2 as those in (5.8). Define Ŝ by
(5.9)Ŝ = 1√
3
 ψˆ0(Q1) e−ω2 ψˆ1(Q1) e ω2 ψˆ2(Q1)ψˆ0(Q2) e−ω2 ψˆ1(Q2) e ω2 ψˆ2(Q2)
ψˆ0(Q3) e
−ω2 ψˆ1(Q3) e
ω
2 ψˆ2(Q3)
 .
Then S defined by S = exp(π2 i + 2n3 πi)(det(Ŝ))−1/3Ŝ, (n = 0,1,2), is a Toda framing for almost complex
curve of type (III). The first column vector of S gives an almost complex curve f : R2 → S5N ⊂ S6 of
type (III). Moreover, f is doubly-periodic if there are complex numbers c1, c2 with c1c2 = c1c2 such that
Re(ckUj ),Re
(
ck
Ql∫
P0
Ω∞
)
∈ πZ for j = 1, . . . , g; k = 1,2; l = 1,2,3.
Proof. Since each point of π−1(1) is ρ-fixed, it follows from Lemma 5.4 that Ŝ is a unitary matrix.
Moreover, det(Ŝ) is a constant. This, together with Theorem 3.1, implies that S is a Toda framing for
almost complex curve of type (III) and the first column vector of S defines an almost complex curve f
of type (III). The double-periodicity condition of f easily follows from the quasi-periodic property of η
and
ck
Ql∫
P0
Ω∞ + ck
Ql∫
P∞
Ω0 = 2 Re
(
ck
Ql∫
P0
Ω∞
)
. 
Remark. After the completion of this paper, the authors found a preprint by McIntosh [18], where the
correspondence between immersed special Lagrangian cones in C3 and minimal Legendrian surfaces
in S5 is investigated in detail. Our Theorem 3.1 also follows from his result if one gives an attention to
almost complex curves of type (III). However, our result was already announced in the paper of the third
author [23].
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