ABSTRACT There is a general agreement in the brain computer interface community that the feature extracting method called the common spatial pattern (CSP) combined with nonlinear classifiers can provide excellent results in some cases. However, CSP is also known to be very sensitive to noise and prone to over fitting, and the performance of this spatial filter is closely related to the operational frequency band of electroencephalogram data. To address this issue, we propose a new method FB-TRCSP+RF based on CSP and random forest. The FB-TRCSP is combined by the 8th-order Butterworth bandpass-filters and the CSP with Tikhonov regularization, which is a more robust feature extraction method compared to the CSP. Then, the model is applied to an experimental data set collected from 14 subjects and is compared with the non-regularization method FB-CSP+RF. The results show that the method we proposed yields relatively higher median classification accuracies and shows a stronger ability in subject-to-subject learning compared to prevailing approaches.
I. INTRODUCTION
The human brain acts as a hub that governs human emotions, thoughts, and actions by analyzing and processing the variety of perceptual information that is received. It can provide control information to the body's nerves and muscles to exchange information with the outside world. Many diseases today, such as spinal cord lateral sclerosis, spinal cord injury, or limb damage and incompleteness due to accidents rather than diseases, have disrupted the human brain when communicating with the outside world to varying degrees. Brain-computer interfaces (BCIs) based on electroencephalogram (EEG) have received an enormous amount of interest as a direct communication pathway between a human brain and an external device [1] . Motor imagery (MI) has been widely applied in non-invasive BCI as a communication approach, and many BCI applications are conceivable [2] , [3] . Especially, the combination of EEG and medical internet of things can create a direct control channel between the human brain and peripheral electronic devices, and the research on the self-service system for disabled people has been successfully applied.
Many studies have investigated different feature extraction and classification methods for MI task recognition. The common spatial pattern (CSP) [4] is a popular method among MI studies. Methods based on improving the CSP appear in fields including the combining with optimization algorithms to optimize the feature selection [5] , selection of EEG channels [6] , [ 7] and transfer learning [8] . In the above scientific research, the main value of CSP is feature extraction. Although several other feature extraction techniques, such as power spectral density (PSD) [9] , statistical features, self-organizing maps (SOMs), short-time Fourier transform (STFT) and independent component analysis (ICA) [10] have been studied, the CSP is still the most widely used. Thus, it is meaningful to improve the extraction feature capability of CSP. In the classification of part, the support vector machine (SVM) [11] , k-nearest neighbors (KNN) [12] , linear discriminate analysis (LDA) [13] and Bayesian classifier have been explored for the classification of MI EEG signals. Shrinkage linear discriminate analysis and random forests are useful compared to deep learning for small training sample settings [14] . Various techniques have been proposed by the scientific community that aim to improve the temporal filtering methods, spatial filtering, feature extraction and feature selection techniques, dimensionality reduction techniques and classification algorithms. Further study of the performance the particular combinations based on traditional algorithms is important.
Although a vast range of studies have been conducted on a number of different aspects of the MI-based BCIs, there has also been agreement that CSP is sensitive to noise and prone to overfitting when the training sample size is not large enough. Regularized CSP can solve this problem to a certain degree. Due to the dependency of the performance of this spatial filter and the operational frequency band of the EEG data, setting a broad frequency range, or manually selecting a subject-specific frequency range, are commonly used with the CSP algorithm [15] . Common Spatio-Spectral Pattern(CSSP) [16] , Sub-band Common Spatial Pattern (SBCSP) [17] and Filter Bank Common Spatial Pattern (FBCSP) [15] have been proposed. However, the robustness should be improved simultaneously when the data size is small, with the application of frequency selecting. Non-linear classifiers can provide better results in general [18] . Unfortunately, nonlinear methods often have a number of parameters that must be very carefully chosen to obtain good results.
In this paper, we explore a method called FB-TRCSP+RF for MI EEG signal classification. FB-TRCSP, by combining 8th-order Butterworth bandpass-filters [19] and CSP with Tikhonov regularization [20] , provides an improved and robust feature extraction method, FB-TRCSP, which is better than CSP. For the classification, we chose the RF classifier, which has been successfully applied in vision and speech recognition [21] . In addition, RF classifiers have not yet been implemented in the typical BCI research toolboxes; thus, there are fewer implementations in MI EEG classification. FB-TRCSP has the advantages of both Regularized CSP and FBCSP, and the particular combination with the RF classifier proved to have better classification results compared with FBCSP+RF.
II. MATERIALS AND METHODS

A. A NEW FEATURE EXTRACTION METHOD, FB-TRCSP 1) COMMON SPATIAL PATTERN (CSP)
Among the many feature extraction algorithms, the CSP algorithm is used as a supervised spatial filtering algorithm; it is mainly used to extract the eigenvalues of two types of modes. This algorithm can find an optimal spatial filter to maximize the two types of differentiation and extract all of types of spatially distributed components from multi-channel EEG signals. These components mainly contain channel weights and their mutual information. The framework of the CSP algorithm is shown in Fig.1 .
The goal of CSP is to find an optimal spatial filter that maximizes one category of variance and minimizes the other category of variance. The mathematical expression of the CSP function is as follows:
where w is the spatial filter learned by the extracted eigenvectors, T denotes the transposition, X h is the data matrix of the right hand MI, X f is the data matrix of the feet MI,C h and C f are the covariance matrix of the two categories. The spatial filters aim to obtain the three largest and three lowest eigenvalues of C
−1
f C h . The traditional CSP has some defects in estimating the covariance matrix. Specifically, the CSP did not account for the temporal structure information of the EEG time series when estimating the covariance matrix. Additionally, when considering attempts to regularize improvements for this intrinsic defect, we can find it is sensitive to noise and prone to overfitting if the training sample size is not sufficiently large.
2) COMMON SPATIAL PATTERN WITH TIKHONOV REGULARIZATION (TRCSP)
TRCSP is composed of algorithms based on regularization of the CSP with Tikhonov Regularization at the objective function level [20] . Tikhonov Regularization is a traditional regularization form, which was initially introduced for regression problems [22] . The mathematical expression of the TRCSP function is as follows:
Similar to CSP, where λ is a constant, C h and C f still represent the covariance matrix of the two categories.P(w) = w 2 = w T Iw in the above formula, while matrix I encodes the prior, and w is the spatial filter. 
3) FILTER BAND COMBINED WITH TRCSP (FB-TRCSP)
Due to the dependency of the performance of this spatial filter and the operational frequency band of the EEG data, setting a broad frequency range or selecting a subject-specific frequency range is important. The FBCSP contains three phases: frequency band filtering, spatial filtering, feature extraction. FB-TRCSP makes full use of the advantage of regularization and the filter bank by adopting TRCSP instead of the CSP spatial filter in the second phase.
B. DATA DESCRIPTION
The data presented in this paper is the EEG data provided by the David Steyrl on http://bnci-horizon-2020.eu/database/data-sets. More details about the participants and recording settings are presented in [1] . The EEG signals used in the experiment were recorded from fourteen subjects. Each of the subjects had the task of performing sustained kinesthetic MI of the right hand and the feet, each which were instructed by a cue (Fig.2) . The EEG was from 4 center channels that were composed by three Laplacian derivations at C3, Cz, and C4 (Fig.3 ). There were four additional electrodes around each center electrode with a distance of 2.5 cm, to make 15 electrodes in total. The reference electrode was placed on the left mastoid and the ground electrode on the right mastoid. A sample rate of 512 Hz was used. Ultimately, the data of one participant was divided into two parts, where there were 100 trials for training and 60 trials for testing. Otherwise, the number of classes was equal.
C. FEATURE EXTRACTION PROCESS
The applied signal processing pipeline for a single participant was the following: (1) Divide the raw EEG signal between 6-40Hz into 15 sub-bands using 8th-order Butterworth bandpass-filters [19] . Apply cutoffs to the frequencies as follows:6-8 Hz, 7-9 Hz, 8-10 Hz, 9-11 Hz, 10- (2)Apply TRCSP(CSP with Tikhonov Regulariza-tion) [20] , which is more robust to noise than CSP and not easy to overfit for each of the 15 sub-bands' filtered training signals. In addition, the trials for training TRCSP use a 1-s length window of 4.5s-5.5s. The three highest and three lowest eigenvalues of each set of the TRCSP filters were selected. In other words, training trials filtered by TRCSP filters would generate six virtual channels. It is notable that 15 sub-bands' filtered training signals would create 90 virtual channels.
(3) As a supplement, the logarithmic variance of each of the ninety virtual channels was used as a feature for the [19] ) and the right using FB-TRCSP+RF.
classification. The logarithmic variance calculated by (4) , and Z i is the ith row of a TRCSP filtered trial. Therefore, 15 sub-bands' filtering of 100 training trials can obtain a 90 * 100 feature matrix.
(4) The same as during the training, we divided the testing data into 15 sub-bands using 8th-order Butterworth bandpassfilters firstly. Then, the 15 sub-bands filtered by the TRCSP filters that had already been trained. However, a small difference in the feature extraction is that we divided the testing trials into overlapping windows with a 1-s length to simulate sample-by-sample online processing. The overlapping time windows that we adopted are 4.5s-5.5s, 4.9s-5.9s,5.3s-6.3s,5.7s-6.7s,6.1s-7.1s,6.5s-7.5s, and 6.9s-7.9s.
D. CLASSIFICATION
Random Forest is an integrated machine learning method that was proposed by Breiman in 2001. This method is a classifier that contains multiple decision trees, and it outputs the majority of all the decision trees for the categories. This method is widely used in medical data analysis because it has the advantages of high classification accuracy, fast calculation speed, and the ability to identify main correlation features. The generalization error of the random forest depends on the classification strength of the base classifiers in the forest and the correlation between them. Currently, the research on random forests mainly focuses on two aspects: the application of the random forest algorithm in different fields, and the parameter setting, improvement and optimization of the random forest algorithm.
In our experience with the RF classifier, we chose to build 1000 trees per classifier, and we used the standard value for randomly drawn features per node (square root of the feature numbers).
III. EXPERIMENT A. PERFORMANCE METRICS
In the above work, we chose the classification accuracy as a metric. The classification accuracy per participant was calculated by the number of misclassifications divided by the number of total trials. The peak classification accuracy and the median classification accuracy were recorded in Table 1 and  Table 2 .
B. DESIGN OF EXPERIMENTS
To verify the effectiveness of the improved algorithm, the open EEG data provided by David Steyrl was used as the experimental material. First, we divided the raw EEG signal between 6-40Hz into 15 sub-bands using 8th-order Butterworth bandpass-filters. Then, we applied the new method, FB-TRCSP, to each of the 15 sub-bands, aiming to learn the robust features. The classification was performed with an RF classifier, and Jaiantilal's RF libraries for MATLAB (Mathworks Inc., Natick, MA, USA) were used. Spatial Filtered EEG Signals were used as input characteristics of the RF, and the processing scheme is shown in Fig.4 .
TABLE 2.
Classification accuracies of BCI simulations in terms of percent, with the left table recorded using FBCSP+RF and the right using FB-TRCSP+RF, when the training trials are from both the target subject and other subjects.
Since both the FB-TRCSP and RF must be learned firstly, an eight-fold cross-validation method is used to divide the training EEG data into training samples and validation samples. The FB-TRCSP selects 3 pairs of feature vectors as the projection matrix. We neglect to use the feature selection algorithm after the spatial filter, considering the efficiency, even if using a feature selection algorithm might have better results.
To show the subject-to-subject transfer ability of the proposed method, we performed the comparison by using the FBCSP method also. The spatial filters were learned base on the training trials, which contained the trials from the training part of the target subject and the training trials of the other two subjects. For example, in the experiment for subject P1, all of the 100 training trials of subject P1 as well as the 200 training trials from the other two subjects were used as the training data. The test trials were still the 60 test trials of the target subject. Considering the calculation speed, we used the technique of six-fold cross-validation on the training trials.
IV. RESULTS
In Table1, it can be seen that for subjects P2 and P13, the accuracy of the FB-TRCSP+RF method is higher in both the peak classification and the median classification. In addition, the proposed method has better performance on the median classification accuracy for P4, P5, P6, P7, P8, P9 and P14.
Ultimately, it appears that FB-TRCSP+RF can improve the average of the median classification accuracies for not only Naive but also non-Naive.
The subject-to-subject transfer ability is reported in Table  2 . For P2, P4, P5, P7, P8, P9, P10, P11, P12 and P14, the median classification accuracy of FB-TRCSP+RF is higher than that of FB-TRCSP+RF. It is worthwhile to mention that the median classification accuracy of P5, P8, and P9 improved significantly, and the improvements were 6.6667%, 8.3333% and 8.3333%, respectively. We can conclude that the new method proposed has a stronger and stable ability in transfer learning, when the training trials come from more than the target subject.
In addition, we can see that we can obtain a better result, except for only subjects P3 and P11, as shown in Fig.5 and Fig.6 . This finding indicates that the new method FB-TRCSP+RF proposed by us has played a role in almost all of the subjects' motion imagination recognition, and our method can perform extended experiments on more data sets.
V. CONCLUSIONS
In this paper, we proposed a new method FB-TRCSP +RF to improve the performance of existing methods. The FB-TRCSP method operates through combining the bandpass-filters and CSP with Tikhonov regularization. FB-TRCSP addresses the problem of sensitivity to noise and the need for more robustness. The experimental results showed that the proposed system FB-TRCSP+RF is more reliable because it improved the average of the median classification accuracies that on behalf of the general situation, even though the average of the peak classification declined. Through adding the other subjects' training trials, we found that the new method proposed has a stronger and more stable ability in subject-to-subject learning. It should be noted that deep learning has gained widespread attention and is used in various applications, but rarely used for MI EEG signal classification. And the EEG used for medical internet of things, enabling people to better interact with their surroundings. Therefore, in the future, we will conduct more research on the combination of CSP with the deep learning method, applied to the study of disabled self-help system. 
