Let K be an imaginary quadratic number field with class number 1. We describe a new, essentially linear-time algorithm, to list all isomorphism classes of cubic extensions L/K up to a bound X on the norm of the relative discriminant ideal. The main tools are Taniguchi's [18] generalization of Davenport-Heilbronn parametrisation of cubic extensions, and reduction theory for binary cubic forms over imaginary quadratic fields. Finally, we give numerical data for K = Q(i), and we compare our results with ray class field algorithm ones, and with asymptotic heuristics, based on a generalization of Roberts' conjecture [19] .
Introduction
Given a number field K, a positive integer n and X > 0, we define F K,n (X) to be the set of isomorphism classes of extensions L/K such that
where d(L/K) is the relative discriminant ideal of the extension L/K. Sets of this type may be enumerated algorithmically (usually over Q) using the geometry of numbers, following Hunter-Martinet's theorem [14] . Asymptotically, their cardinality as X tends to infinity is the subject of folklore conjectures, predicting for instance that it should be of the order of X, strikingly refined by Malle [13] who also fixes the Galois group of the Galois closure of L/K. Small values of n are of particular interest, since computer tests become comparatively easier and more theoretical results are available; see [2] for a recent survey.
In the present paper, we will focus on the case n = 3. Belabas's algorithm [1] lists all representatives of F Q,3 (X), in time O ε (X 1+ε ), essentially linear in the size of the output. We consider the problem of generalizing this algorithm to other base fields and we will solve it completely when K is imaginary quadratic, with class number 1. Our main result is as follows:
Theorem. Let K be an imaginary quadratic number field with class number h K = 1. There exists an algorithm which lists all cubic extensions in F K,3 (X) in time O ε (X 1+ε ), for all ε > 0.
For an arbitrary fixed number field K, Datskovsky and Wright [8, Theorem I.1] proved that the cardinality of F K,3 (X) is asymptotic to a constant (depending on K) times X as X → ∞. It follows:
1 Corollary. The algorithm runs in time essentially linear in the size of the output.
The algorithm uses two main ingredients : 1) a general description of isomorphism classes of cubic extensions L/K as classes of suitable binary quadratic forms in K[x, y] modulo a GL 2 action; 2) classical reduction theory in the special case where K is imaginary quadratic. Enumerating cubic extensions then amounts to enumerating integer points in an explicit fundamental domain, cut out by the extra condition
It is interesting to compare our algorithm with the classical one, using class field theory (see Section 9.2.3 of [4] ): the latter works in time O ε (X 3/2+ε ), unless we assume the Generalized Riemann Hypothesis to obtain O ε (X 1+ε ). So our algorithm has better unconditional complexity. Moreover, even assuming GRH, as we did in our PARI/GP implementation, the ray class field algorithm is slower than ours (see section 6).
Section 2 is devoted to our two ingredients : Taniguchi's theorem [18] , which generalizes the Davenport-Heilbronn bijection used by Belabas [1] , and general facts about reduction theory for integral binary cubic forms over imaginary quadratic fields. In Section 3 we further assume that K has class number 1 and study the action of GL 2 (O K ) on binary cubic forms and obtain a specific fundamental domain, as well as explicit numerical bounds for the coefficients of reduced forms. Section 4 describes the core of our algorithm and Section 5 explores in detail the technical issues encountered during the implementation of the algorithm. The final section 6 presents some timings for our PARI/GP implementation, over K = Q(i). This work was mostly carried out during my thesis at Université Bordeaux 1, whith the support of the European Community under the Marie Curie Research Training Network GTEM (MRTN-CT-2006-035495).
I would like to thank my advisor, Karim Belabas, for his precious help, and the Institut de Mathématiques de Bordeaux for the computing ressources.
I would also like to thank John Cremona for many useful and interesting conversations on this topic, and in particular for suggesting the contents of section 3.1.
I would also like to thank Frank Thorne, for interesting communications about cubic fields, and comparisons of my numerical data with asymptotic results (section 6).
I am grateful to the anonymous referee for the useful remarks that led to this version.
Finally I would like to thank Lucia for helping me with the English corrections.
Notations and preliminary results
In this section, we recall known results, needed for our algorithm.
Taniguchi's theorem
Definition 2.1. Let O be a Dedekind domain, and let K be its quotient field.
• Let C(O) be the set of "cubic algebras" that is, isomorphism classes of O-algebras that are projective of rank 3 as O-modules.
• For every fractional ideal a of O we define
where St(R) ∈ Cl(O) is the Steinitz class of R, thus R is of the form
• Let further
• We consider elements of V a as binary cubic forms, under the identification
The following theorem generalizes the Davenport-Heilbronn [9] theory, corresponding to the special case O = Z, to cubic algebras over an arbitrary Dedekind domain O:
Theorem 2.2 (Taniguchi [18] ). There exists a canonical bijection between C(O, a) and V a /G a such that the following diagram is commutative:
where d is the relative discriminant ideal map.
Remarks.
• A computation proves that the vertical "disc" is well defined. The other vertical map d is well-defined since an O-algebra isomorphism preserves the discriminant.
• We slightly changed the notation from Taniguchi's paper, to keep consistent with the notation of the following sections (Taniguchi's action M * F is given by (M t ) · F ). To enumerate relative cubic extensions L/K, we shall select only the cubic O-algebras R which are both domains and integrally closed: those algebras are exactly the classes of the O L . The algebra R is a domain if and only if F is irreducible over K. Being integrally closed is a local property; it is equivalent to p-maximality at all prime ideals p ⊂ O K such that p 2 | d(R) and this can be tested using Dedekind's criterion [4, Theorem 2.4.8]. As was done in [1] , it is possible to use sieve methods to control the complexity of this step by avoiding costly discriminant factorizations.
Fundamental domains in hyperbolic 3-space
In this section, we describe fundamental domains for the action of Bianchi groups on hyperbolic 3-space, which underlie the reduction of binary Hermitian and cubic forms (to be dealt with in the next two sections).
Definition 2.4. Let H = R + Ri + Rj + Rk be the algebra of quaternions, let C = R + Ri be the subfield of complex numbers, and let
(1)
Remark. With the quaternion notations (and operations), this translates to the neater formula
be an imaginary quadratic field of discriminant d K < 0 and class number 1. We define
Moreover we set
where ∂B K denotes the boundary of B K .
Finally for K such that d K = −2, −3, −4, we define
Theorem 2.6. Let K be an imaginary quadratic number field of class number 1, let O be its maximal order, and let F K be as defined above.
2. There exists a constant Proof.
2 our hypotheses imply that its cardinality is 2. Using the well-known fundamental domains for the PSL 2 (O) action on H 3 (see for example [10] ) the result follows. The action of PGL 2 (O) on the boundary of H 3 is generated by the following matrices:
(b) Or translations of the form
A tedious computation yields the result.
2. See [5] and [20] for details.
Remark. Thanks to Definition 2.5 and Theorem 2.6, we have explicit bounds for z and t-components of elements in a fundamental domain of H 3 modulo GL 2 (O), when O is principal. Unfortunately, when h K = 1, we do not have a lower bound for t (there are points in the boundary of the fundamental domain such that t = 0), and this will prevent us from bounding the coefficients of reduced forms. This is the reason why we will restrict our work to the class number 1 case.
Reduction of binary Hermitian forms
Before tackling cubic forms, we recall the classical reduction theory of binary Hermitian forms modulo GL 2 (O), where O is the maximal order of an imaginary quadratic field.
Definition 2.7. Let (P, Q, R) denote the binary Hermitian form
of discriminant disc(H) := −∆ = |Q| 2 − P R, and let P be the set of positive definite binary quadratic Hermitian forms over C; in other words,
Remark. It is customary to identify the Hermitian form ; the PGL 2 (O) action is then
Lemma 2.8. Let Φ : P/R * + → H 3 be defined by:
Φ is a bijection wich commutes with the action of PGL 2 (O).
This defines natural representatives for orbits of Hermitian forms modulo PGL 2 (O). Namely Definition 2.9. Let H ∈ P a binary hermitian form. H is called reduced if and only if Φ(H) ∈ F K . Lemma 2.10. Let (P, Q, R) = P |x| 2 + Qxy + Qxy + R |y| 2 be a reduced Hermitian form in P, with discriminant −∆ = |Q| 2 − P R. We have
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and
where c K is a constant depending only on the number field K, defined as follows
Proof. For (3) just recall that t = √ ∆/P by the definition of Φ in (2) and t ≥ t K .
Thanks to the bounds on Re (z) and Im (z) given in the description of the fundamental domain F K (in Definition 2.5) we get
In all cases we have
Recalling that P R − |Q| 2 = ∆, we obtain
Julia's covariant
From now on, let K be an imaginary quadratic field, let O be its ring of integers, and let V O be the set of binary cubic forms in O[x, y]. We want to define a canonical representative (or reduced form) in each orbit
Definition 2.11. We consider binary cubic forms in V O ,
Remark. As we saw in Corollary 2.3, this is the restriction of the action used in Taniguchi's Theorem, when h K = 1.
Julia [11] gives us a covariant for this action:
Definition 2.12. Let F ∈ V O be irreducible over K, factoring over C as F (x, y) = a(x − α 1 y)(x − α 2 y)(x − α 3 y), with a = 0. We associate to F the positive definite binary Hermitian form
where t
The following three lemmas follow from a direct computation:
Lemma 2.13. We have
where
Lemma 2.14. We have
Proposition 2.16. The application which sends F to H F is covariant, i.e.
Thanks to this property we can translate our problem of defining a unique reduced F to the problem of finding a unique reduced covariant H F plus some extra conditions as we will see in Section 3.2.
Definition 2.17 (Julia reduction).
Let F = (a, b, c, d) ∈ V O be a binary cubic form with coefficients in O. We say that F is Julia-reduced (modulo GL 2 (O)) if its covariant H F is reduced, in the sense of Definition 2.9.
3 Reduction of binary cubic forms
Bounds for binary cubic forms
Let F be a binary cubic form and let H F be its covariant hermitian form. Starting from bounds on H F coefficients it is possible to directly bound F coefficients and then to loop over all reduced binary cubic forms in time O(X), but the coefficients involved in the complexity of this algorithm are quite big (see [15] for details), so we chose another method, suggested by John Cremona, which can be found in [6, 21, 7] .
Definition 3.1. For any k ∈ O, we note τ k = ( 1 k 0 1 ).
Definition 3.2.
For any a 0 ∈ O, we fix once and for all a system of representatives P a0 for O/3a 0 O. This is a finite set with 9 |a 0 | 2 elements.
Definition 3.3. Let F K be as in definition 2.5. We define P K to be a fundamental region for C/O such that F K ⊂ P K .
Proposition 3.4. Let F = (a, b, c, d ) be a binary cubic form. There exists a unique k ∈ O such that τ k sends F to an equivalent binary cubic form F 0 = (a 0 , b 0 , c 0 , d 0 ) such that b 0 ∈ P a0 . We will call this F 0 τ -reduced.
Moreover, if F is Julia-reduced, then we have also the following properties:
where , and we call x 1 and x 2 the roots of the quadratic polynomial Ax 2 + Bx + C.
Proof. As regards the first assertion, just remark that
. Now, assume that F is Julia reduced. Let us consider the seminvariants associated to F 0 : (recall that P H is the first coefficient of the Hessian of F 0 , but it is not in general equal to P 0 , the first coefficient of the covariant associated to F 0 ). τ k leaves P H and U H unchanged and, as shown in Womack's thesis [21] we have
so from the syzygy 4P
we obtain
K , and we easily obtain the bound for |c 0 |.
and this inequality implies that |d 0 − x 1 | and |d 0 − x 2 | can't be both bigger than 
for all ε > 0, and
Proposition 3.6. Let F be a Julia-reduced binary cubic form, let F 0 be the corresponding τ -reduced form, and let H F0 = (P 0 , Q 0 , R 0 ) be the binary Hermitian form associated to F 0 . Then
Proof. The action of τ k sends H F = (P, Q, R) to H F0 = (P 0 , Q 0 , R 0 ) such that P 0 = P and Q 0 = Q + kP . Dividing by P , we obtain z 0 = z − k, with z ∈ F K ⊂ P K , but this uniquely determines k, so we can conclude. 
Do the following operations:
1. compute the first two coefficients P 0 , Q 0 of the covariant H F0 of the cubic form
Automorphism matrices
In this section we are going to study automorphism matrices for binary hermitian forms.
Proposition 3.8. Let F = (a, b, c, d ), F Julia-reduced. Let H = H F , and
Then we have the following bounds on the coefficients of M :
Proof. Let us write H(x, y) = P |x| 2 + Qxy + Qxy + R|y| 2 . We have P H(x, y) = |xP + yQ| 2 + ∆|y| 2 , and (13) RH(x, y) = |Ry + Qx| 2 + ∆|x| 2 .
Thanks to formula (13) we can give upper bounds for |A|, |B|, and |D|. Let us write more explicitly the relation M · H = H:
H(B, D) .
By imposing this matrix to be equal to M we have
When C = 0 the third equation becomes
with |A| = |D| = 1 so it is easy to check that AC P ≤ 2Q ≤ 2 √ c K P and we obtain the formula. Finally, when C = 0, since |AD − BC| = 1 we get
|B| ≤ 1 + |AD| |C|
and we easily conclude.
The bounds of the previous Proposition are completely explicit when h K = 1, since we know t K and c K .
Definition 3.9. Let M ∈ PGL 2 (O). We define
that is, the set of reduced binary hermitian forms which are stabilized by the action of M .
The following algorithm lists the finite set of automorphism matrices. It needs to be run only once for each of our 9 imaginary quadratic fields of class number 1.
Algorithm 3.10. Computes the set M of all matrices M stabilizing some reduced binary hermitian form, and for each M outputs also the corresponding set S(M ).
For each triple (A, C, D) satisfying the bounds of Proposition 3.8, do the following operations:
and do the following.
2. Consider the following 4 × 4 matrix, with coefficients in O:
3. Compute the rank r of W (M ) (over the field K).
4. If r = 1 or r = 4, skip to the following quadruple (A, B, C, D).
Output M.
• We could also loop only on A, D and replace step (1) by :
1. Solve |AD − BC| = 1 for B, C ∈ O. This time BC belongs to an explicit finite set, and we enumerate divisors.
• It is possible to write (once for all) explicit conditions to associate to any binary hermitian form H its set of automorphism matrices, just looking at the sets S(M ) computed in algorithm 3.10
• For an example of application of the above algorithm, Appendix A contains the list of all automorphism matrices for K = Q(i) and the corresponding conditions on binary hermitian forms.
Remark. Running the algorithm on all the 9 possible number fields we noticed a property holding for all K = Q( √ −3) :
• For each matrix M found at step 6 (that is, they are not trivial automorphisms) W (M ) has rank 2 and S(M ) is a subset of the boundary of the fundamental domain.
In the case K = Q( √ −3) we have explicit counter-examples.
The proof of Algorithm 3.10 is given by the following proposition. • r = 1 is impossible
• r = 2 or r = 3 then M is an automorphism for some linear subspace of P, defined by explicit equations in the variables P, Q, Q, R.
• r = 4 is impossible.
Proof. The condition ( A B C D ) ∈ Aut(H) translates to the linear system W (M ) · X = 0, with X = (P, Q, Q, R) t .
• If r = 4, the only solution of the system is (0, 0, 0, 0), but this is not allowed since P, R > 0.
• Assume that r ≤ 1 : the matrix ( A B C D ) has rank 2 so the two 2 by 2 matrices on the lower-left and upper-right corners of W (M ) have rank 2
Since B = C = 0, and AD − BC is a unit, we must have |A| = |D| = 1, so this matrix has either rank 2 or 0 (when AD = AD = 1).
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4 The algorithm Algorithm 4.1. Given a bound X = D 2 , output the list of reduced binary cubic forms modulo GL 2 (O), such that N (disc(F )) ≤ X.
Use sub-Algorithm 3.7 to loop over quadruples F = (a, b, c, d ) ∈ O 4 satisfying all the properties in Section 3.4. Do the following operations:
1. Approximate the complex roots of F , (α 1 , α 2 , α 3 ) to a sufficient accuracy.
Then approximate H = H F = (P, Q, R) the associated Hermitian form. 4. Apply Dedekind criterion to check whether F describes a maximal ring. If not skip to the following F .
5. Apply sub-algorithm 3.10 to compute M, the set of all automorphism matrices for H.
6. Compute the set {M · F | M ∈ M} and check if F is the minimal element of this set (for some order, for instance the lexicographic one). If not skip to the following F .
7. print F .
Remarks.
• For the precision needed in step (1) refer to Appendix C of [15] .
• In step (5), we compute a list of automorphs for F to decide whether F is minimal among the reduced forms in its orbit with respect to the lexicographic order (in this case F should be kept, otherwise not). Another way to deal with this problem would be to store all those F and then check GL 2 (O)-equivalence once we have all the forms with a fixed discriminant D. The problem is that our algorithm does not output forms ordered by discriminant, so we could apply this test only at the end, and this would increase dramatically the space complexity. (Remember that we output the "good" binary cubic forms as we find them, so we do not keep in memory the list of representatives of cubic extensions).
5 Implementation problems
Checking rigorously the boundary conditions
As the computation of P, Q, R involves floating point approximations of the complex roots of a polynomial in O[X], it will not give, of course, exact results. Those floating point computations will in general be sufficient to test whether the Hermitian form is strictly inside or outside the fundamental domain. But if it is very near the boundary (or worse on the boundary), this approach fails.
14 To get rid of this problem we use the following formulas: 
Now we consider α 1 , α 2 , α 3 , α 1 , α 2 , α 3 as algebraic numbers, and we let S be the set of the six permutations fixing the α i , and acting as S 3 on the α i . The polynomial g P = σ∈S (X − σ(α 1 α 1 + α 2 α 2 + α 3 α 3 )) vanishes at |α 1 | 2 + |α 2 | 2 + |α 3 | 2 , and its coefficients are symmetric in (α 1 , α 2 , α 3 ) and (α 1 , α 2 , α 3 ) independently. They can thus be expressed in terms of (b/a, c/a, d/a) and (b/a, c/a, d/a). The polynomial f P (X) = g P In the same way we can compute polynomials in K[X] vanishing at Q, R, Re(Q) or Im(Q). Such polynomials are easily computed using a computer algebra system like Maple (and it is sufficient to compute them once for all).
We want to verify rigorously boundary conditions, for instance P = R: if f P and f R have no common factor in K[X], then P = R. But this is not enough: we also want to check whether P < R or P > R, i.e. if the point we are testing is "inside" or "outside" the fundamental domain.
The following theorem of Mahler [12] provides the accuracy we need for our floating point computations: 
