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Abstract
There are many works about anaphora resolution based
on constraints and preferences to have successful results
when they are applied to non-dialogue texts. However, these
works lack consistency in the treatment of dialogues. In this
paper, a dialogue structure proposal is presented in order
to obtain information that will be included as a preference.
This new constraint and preference system will achieve pre-
cision rates of 73.8% and 78.9% for pronominal and adjec-
tival anaphora resolution respectively, improving the rates
of 59.0% and 23.7% obtained without dialogue structure
information.
1. Introduction
Several systems have been developed in order to solve
the anaphora in different domains, using several techniques.
However, the anaphora resolution problem changes accord-
ing to the domain and to the language. Occurrence and va-
riety of anaphora is different from dialogues to discourses,
or from Spanish to English. This matter means that systems
working in specific domains have a lot of problems when
they are transferred to other domains. In this paper, changes
that must be performed in order to adapt an anaphora res-
olution system for pronominal and adjectival anaphora in
non-dialogue Spanish texts into an anaphora resolution sys-
tem for Spanish dialogues will be shown. Moreover, exper-
iments will be performed that will demonstrate the need for
using dialogue structure information in order to solve and
understand the anaphora in this kind of corpora.
These experiments have been evaluated on a dialogue
corpus provided by the project Basurde1. This corpus
has 200 dialogues containing conversations between a tele-
1BASURDE: Spontaneous-Speech Dialogue System in Limited Do-
mains. CICYT (TIC98-423-C06).
phone operator of a railway company and users of this
company. 40 of them were randomly selected and POS-
tagged for the evaluation. Several experiments have been
performed on this evaluation in order to define the adequate
combination of different kinds of knowledge.
In the following section, a dialogue structure proposal
will be shown in order to obtain information to the anaphora
resolution process. Then, the use of constraints and prefer-
ences as an approach to anaphora resolution will be pre-
sented. This is followed by a demonstration of the need for
using information about dialogue structure in order to solve
the anaphora. Finally, some conclusions about our work in
progress will be shown.
2. A dialogue structure proposal
For the successful processing and resolution of anaphora
in dialogues, we believe that the proper annotation of the
dialogue structure is necessary. With such a view, we pro-
pose an annotation scheme, for Spanish dialogues, that is
based on the work carried out by Gallardo [2], who applies,
to Spanish dialogues, the theories put forward by Sacks et
al [6] about the taking of speaking turns (conversational).
According to these theories, the basic unit of knowledge is
the move that can inform the listener about an action, re-
quest, question, etc. These moves are carried out by means
of utterances2 as a basic unit of pronunciation. Therefore,
utterances are joined together to become turns.
Since our work was done on spoken dialogues that have
been written, the turn appears annotated in the texts and the
utterances are delimited by the use of punctuation marks.
The reading of a punctuation mark (., ?, !, ...) allows us to
recognize the end of an utterance. Our manual annotation
is based exclusively on the classification of turns and how
2An utterance in dialogues would be equivalent to a sentence in non-
dialogues, although, due to the lack of punctuation marks, utterances are
recognized by the speaker’s pauses.
they are grouped into adjacency pairs, since the tag of the
adjacency pair would eventually be processed by our sys-
tem.
As a conclusion, therefore, we propose the following an-
notation scheme for dialogue structure:
Turn (T) is identified by a change of speaker in the dia-
logue; each change of speaker supposes a new speak-
ing turn. On this point, Gallardo makes a distinction
between two different kinds of turns: An Intervention
Turn (IT) is one that adds information to the dialogue.
Such turns constitute what is called the primary sys-
tem of conversation. Speakers use their interventions
to provide information that facilitates the progress of
the topic of conversation. Interventions may be initia-
tives (IT
I
) when they formulate invitations, require-
ments, offers, reports, etc., or reactions (IT
R
) when
they answer or evaluate the previous speaker’s inter-
vention. Finally, they can also be mixed interventions
(IT
R=I
), meaning a reaction that begins as a response
to the previous speaker’s intervention, and ends as an
introduction of new information. A Continuing Turn
(CT) represents an empty turn, which is quite typical
of a listener whose aim is the formal reinforcement and
ratification of the cast of conversational roles. Such in-
terventions lack information.
Adjacency Pair or Exchange (AP) is a group of turns
T headed by an initiation intervention turn (IT
I
) and
ended by a reaction intervention turn (IT
R
). One form
of anaphora which appears to be very common in dia-
logues is the reference within an adjacency pair [6].
According to the above-mentioned structure, the follow-
ing set of tags are considered necessary for dialogue struc-
ture annotation: IT
I
, IT
R
, IT
R=I
, CT and AP.
An example of an annotated dialogue with such tags is
presented in table 2. We should point out that the tag (OP)
indicates the turn of the operator of a railway company, and
the tag (US) indicates the user’s turn. The written dialogue
provides these tags.
Furthermore, we also consider the TOPIC tag in or-
der to mark the main topic of the dialogue. In the men-
tioned example (Table 2), the tag is TOPIC = tren (train).
An automatic topic detection system has been proposed in
Martı´nez-Barco et al [3].
3. Constraints and preferences as an approach
to anaphora resolution
A constraint and preference system must define, firstly,
the anaphoric accessibility space. That is, it must obtain a
list with all the possible candidates that can be the anaphor
antecedent. Then, the system will define the text spaces
where the antecedent can be found. This step has a great
importance in the remaining process because definitions of
anaphoric accessibility space which are too short cause the
removal of valid antecedents for the anaphor. On the other
hand, definitions of anaphoric accessibility space which are
too large cause large candidate lists, where failure probabili-
ties in anaphora resolution are increased. Usually, anaphora
resolution systems based on linguistic knowledge define
an accessibility space using n previous sentences to the
anaphor, where n is variable according to the kind of the
anaphora.
Once the list of possible candidates is defined, several
constraints are applied in order to remove incompatible an-
tecedents. The constraint system will consist of conditions
with 100% fulfillment probability. So, any candidate not
fulfilling such conditions will be considered an imposible
antecedent for the anaphor. Lexical, morphological, syntac-
tical and semantic information is traditionally used in order
to define due constraints.
Finally, after removing incompatible candidates, and
when the list has more than one antecedent, preferences are
applied in order to choose only one antecedent. In this case,
unlike constraints, preferences have a fulfillment probabil-
ity of less than 100%. However, it is well-known that candi-
dates fulfilling a preference have more probability of being
the antecedent than others not fulfilling it. The preference
system must be designed bearing in mind that only one can-
didate must remain at the end. This final candidate will be
proposed as the antecedent for the anaphor. Lexical, mor-
phological, syntactic and semantic information is usually
used in order to define the preference system.
Works like Mitkov [5] and Ferra´ndez et al [1] show
anaphora resolution systems based on constraints and pref-
erences to have successful results when they are applied
to non-dialogue texts. However, these works do not show
an adequate proposal for the anaphoric accessibility space.
Furthermore, these approaches lack consistency in the treat-
ment of other kinds of texts like, for example, dialogues.
In the next section, the importance of defining an ade-
quate accessibility space in order to solve the anaphora will
be demonstrated. For this, we will start applying the con-
straint and preference system introduced by Ferra´ndez et al
[1] to dialogue treatment. This constraint and preference
system has been demonstrated to be adequate for pronomi-
nal and adjectival anaphora3 in discourse. From this system,
information about dialogue structure will be applied allow-
ing us to demonstrate the influence of this structure, using it
as an anaphoric accessibility space as well as a preference
in order to solve anaphora in Spanish dialogues.
3Spanish adjectival anaphora agrees with English one-anaphora, but in
Spanish, the word one is omitted.
AP
1
IT
I
(OP): informacio´n de Renfe, buenos dı´as (Renfe information, good morning)
IT
R
(US): hola, buenos dı´as (hello, good morning)
CT (OP): hola (hello)
AP
2
IT
I
(US): me podeı´s decir algu´n tren que salga man˜ana por la tarde para ir a Monzo´n
(could you tell me about some train that leaves tomorrow evening for Monzon)
IT
R
(OP): si, vamos, mira hay un talgo a las tres y media de la tarde
(let me see, there is a talgo at half past three)
AP
3
IT
I
(US): si tiene que ser ma´s tarde (it has to be later)
IT
R
(OP): ma´s tarde. Pues entonces, hay por ejemplo un intercity a las cinco y media, un expreso a las seis y media
(later. There is, for instance, an intercity at half past five, an expreso at half past six)
AP
4
IT
I
(US): el de las seis y media llega a Monzo´n? (the half past six one, does it go to Monzon?)
AP
5
IT
I
(OP): a ver. El de las seis y media me ha preguntado verdad?
(let me see. You have asked about the half past six one, haven’t you? )
IT
R
(US): si (yes)
IT
R
(OP): a las nueve y veinticinco (at twenty-five past nine)
AP
6
IT
I
(US): a las nueve y veinticinco esta´ en Monzo´n
(at twenty-five past nine is at Monzon)
IT
R
(OP): si (yes)
CT (US): vale, pues ya esta´. Esto ya es suficiente. (ok, that’s all. That’s enough.)
CT (OP): hum, hum
AP
7
IT
I
(US): gracias, eh? (thank you, ok?)
IT
R
(OP): muy bien a usted. Hasta luego (thanks. Bye)
Table 1. Example of an annotated dialogue
4. Dialogue structure information as a prefer-
ence
In order to show the importance of dialogue structure in
anaphora resolution, a constraint and preference system has
been defined and it has been integrated as an independent
module in a Natural Language Processing (NLP) system.
This NLP system consists of a morphological analyzer, a
Part Of Speech (POS) tagger, a partial parser and several
modules for linguistic phenomena resolution. One of these
modules is the anaphora resolution module. This module
enjoys the advantage of being flexible and available to any
spoken dialogue system. More information about this sys-
tem can be obtained in Martı´nez-Barco et al [4]. Over this
NLP module, the precision of our anaphora resolution sys-
tem will be evaluated using 40 spoken dialogues that have
been obtained by means of the transcription of conversa-
tions between a telephone operator of a railway company
and users of the company. In these dialogues, users ask
for information about the company service. A POS-tagged
process was carried out over these 40 dialogues, and then, a
manual dialogue structure annotation was performed. Five
of them were randomly selected for the training of the man-
ual annotation process, and the remaining 35 were reserved
in order to carry out the final evaluation. On this evalua-
tion, several experiments have been carried out on this with
changes in the constraint and preference system in order
to define the configuration4 that causes optimum precision.
These experiments are shown in summary table 2.
4The term configuration is used in order to define the constraint and
preference set that makes up the system in a concrete instant of the experi-
ment process.
4.1. Experiment 0 (baseline): Linguistic informa-
tion only
We started from the initial system by Ferr’andez et al
[1]. This system is based on linguistic information only,
and its results have been successfully tested over a non-
dialogue corpus obtaining a precision of 82% for pronomi-
nal anaphora resolution (we have no information about pre-
cision in the case of adjectival anaphora). Next, this con-
straint and preference system was applied over the dialogue
corpus.
This basic configuration contained the following con-
straint and preference system, and the following anaphoric
accessibility space.
4.1.1 Anaphoric accessibility space.
In pronominal anaphora resolution, an anaphoric accessi-
bility space using the three previous sentences/utterances to
the anaphor was defined. In adjectival anaphora, the space
was increased to four sentences/utterances.
4.1.2 Constraints
 In the case of pronominal anaphora:
1. Morphological agreement: gender, number and
person
2. C-command constraints
 In the case of adjectival anaphora:
1. Morphological agreement: gender
2. No proper nouns
Used preferences Precision
Experiment Pronominal Adjectival Pron. Adj.
number 1 2 3 4 5 6 7 8 9 10 11 12 13 14 1 2 3 4 5 6 7 8 9 10 % %
0                     59.0 23.7
1           62.3 65.8
2               73.8 78.9
Table 2. Experiment summary
4.1.3 Preferences
 In the case of pronominal anaphora:
1. Candidates that are in the same sen-
tence/utterance as the anaphor
2. Candidates that are in the previous sen-
tence/utterance
3. EMPTY (at the moment)
4. EMPTY (at the moment)
5. Candidates that are proper nouns or indefinite
NPs
6. If the anaphor is a personal pronoun, then prefer-
ence for proper nouns
7. Candidates that have been repeated more than
once
8. Candidates that have appeared with the verb of
the anaphor more than once
9. Candidates that are in the same position as the
anaphor with reference to the verb (before or af-
ter)
10. Candidates that are in the same syntactic con-
stituent (they have the same number of parsed
constituent as the anaphor)
11. Candidates that are not in CA (Circumstantial
Adjunct)
12. Candidates most repeated in the text
13. Candidates most appeared with the verb of the
anaphor
14. The closest candidate to the anaphor
 In the case of adjectival anaphora:
1. Candidates that are in the same sen-
tence/utterance as the anaphor
2. Candidates that are in the previous sen-
tence/utterance
3. EMPTY (at the moment)
4. EMPTY (at the moment)
5. Candidates that share the same kind of modifier
(e.g. a prepositional phrase)
6. Candidates that share the same modifier (e.g. the
same adjective ’red’)
7. Candidates that agree in number
8. Candidates more repeated in the text
9. Candidates appearing more with the verb of the
anaphor
10. The closest candidate to the anaphor
4.1.4 Discussion.
According to this first configuration, a corpus evaluation
was performed obtaining a precision of 59.0% for pronomi-
nal anaphora resolution and a precision of 23.7% for adjec-
tival anaphora. As can be appreciated, the obtained result
is very low for pronominal anaphora, and it is extremely
poor in adjectival anaphora. Once the failures were evalu-
ated, the following conclusions were arrived at: the defined
anaphoric space was too short for the considered anaphora,
and this space was defined in an arbitrary way, without re-
gard for the relationship between anaphora and dialogue
structure. Consequently, we proposed the changes that can
be seen in experiment 1.
4.2. Experiment 1: Dialogue structure information
only
In this experiment, the definition of anaphoric accessi-
bility space was changed, using in this case, the information
that dialogue structure provides according to the proposal of
Martı´nez-Barco et al [4], as well as the preferences affected
by this definition.
4.2.1 Anaphoric accessibility space.
The adjacency pair and the topic of the dialogue were
used in order to define the anaphoric accessibility space.
Concretely, we defined an anaphoric accessibility space by
means of the adjacency pair of the anaphor, the previous
adjacency pair of the anaphor, adjacency pairs containing
the adjacency pair of the anaphor, and finally, the main
topic of the dialogue (for pronominal as well as adjectival
anaphora).
4.2.2 Preferences.
In this experiment, pronominal anaphora preferences 5 to
13, and adjectival anaphora preferences 5 to 9 were re-
moved. And also preferences 1 to 4 were replaced by the
following new preferences regarding the new anaphoric ac-
cessibility space (for pronominal and adjectival anaphora):
1. Candidates that are in the same adjacency pair as the
anaphor
2. Candidates that are in the previous adjacency pair to
the anaphor
3. Candidates that are in some adjacency pair containing
the adjacency pair of the anaphor
4. Candidates that are in the topic
This change was made in order to test the system’s per-
formance when linguistic information is removed and only
dialogue structure information is born in mind (preferences
1 to 4). Only linguistic preferences 14 for pronominal
anaphora and 10 for adjectival anaphora (the closest can-
didate) remain in order to guarantee only one solution.
4.2.3 Discussion.
After including information about dialogue structure and
removing the linguistic preferences, precision rates of
62.3% for pronominal anaphora, and 65.8% for adjectival
anaphora resolution have been achieved. A considerable
increase is noticed in the resolution of adjectival anaphora
with only changing the accessibility space. That is due to
the fact that adjectival anaphora needed a larger space than
the previous one.
But, these results still being low demonstrate that dia-
logue structure information does not produce satisfactory
results when applied alone. Thus, the next experiment was
performed using both, dialogue structure and linguistic in-
formation, and several variations in the preference system
were carried out separately.
4.3. Experiment 2: Linguistic information plus di-
alogue structure information
4.3.1 Preferences.
In this experiment, we started from a preference system in-
cluding all the linguistic and dialogue structure preferences.
Then, several tests were carried out in the preference sys-
tem in order to obtain the optimum configuration. After
this study, the following preferences are considered the fi-
nal configuration:
 Pronominal anaphora
– Dialogue structure preferences: 1 to 4
– Linguistic preferences: 9, 10 and 14
 Adjectival anaphora
– Dialogue structure preferences: 1 to 4
– Linguistic preferences: 5, 6 and 10
4.3.2 Discussion and justification.
Usually, information about repeated candidates is inserted
into the preference system in order to achieve knowledge
about the main entities of the dialogue. However, in this ex-
periment, information about the main topic of the dialogue
has been included, and so, preferences about repeated can-
didates are not needed. Thus, pronominal anaphora prefer-
ences 12 and 13, and adjectival anaphora preferences 8 and
9 (candidates most repeated in the text and candidates that
most appeared with the verb of the anaphor) were removed
improving the results.
Other test was made removing pronominal anaphora
preference number 5 (candidates that are proper nouns or
indefinite NPs) obtaining better results. Consequently, this
preference was definitively removed.
Preference number 6 for pronominal anaphora (prefer-
ence for proper nouns, if personal pronoun) was also re-
moved improving the results for pronominal anaphora. Af-
ter studying the case, we deduced that preference for proper
nouns causes errors in the domain where the experiment
was performed due to the existence of place names where
this preference is not valid.
Other tests were performed removing preference num-
ber 7 in both kinds of anaphora. Preference number 7 for
pronominal anaphora (candidates that have been repeated
more than once) is used in systems lacking information
about the main topic of the dialogue in order to measure
the level of the candidate’s salience on the text. However,
when information about the topic is included in the system,
this preference becomes meaningless. After removing it, re-
sults for pronominal anaphora resolution remain at the same
value. On the other hand, preference number 7 for adjecti-
val anaphora (candidates that agree in number) that provides
good results in non-dialogue texts, lacks justification for us-
ing it in dialogues. In this case, when this preference was
removed, an improvement on the precision was achieved.
After removing preference number 8 for pronominal
anaphora (candidates that have appeared with the verb to the
anaphor more than once) the same precision was obtained.
Besides, its usefulness has not been justified properly. Thus,
this preference was not used.
After removing preference 11 (candidates that are not
in CA), the precision for pronominal anaphora stayed the
same. We decided to remove preference number 11, be-
cause its usefulness had not been justified properly.
Then, after using up all the possibilities, and due to this
being the minimum set of preferences, we considered this
to be the optimum configuration, obtaining a precision rate
of 73.8% for pronominal anaphora and 78.9% for adjectival
anaphora.
5. Conclusion
In this paper we have demonstrated that, according to the
experiments performed, traditional anaphora resolution sys-
tems are not easily transferable to other kinds of texts. That
is due to the definition of an anaphoric accessibility space
based on dialogue structure, and the set of preference ac-
cording to this structure, is needed in anaphora resolution.
Thus, anaphora resolution in dialogues requires an hybrid
system able to combine linguistic information plus dialogue
structure and main topic information. In this case, the task
that requires a greater effort is to find a method that com-
bines these approaches.
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