This article presents an immersed finite element (IFE) method for solving the typical three-dimensional second order elliptic interface problem with an interface-independent Cartesian mesh. The local IFE space on each interface element consists of piecewise trilinear polynomials which are constructed by extending polynomials from one subelement to the whole element according to the jump conditions of the interface problem. In this space, the IFE shape functions with the Lagrange degrees of freedom can always be constructed regardless of interface location and discontinuous coefficients. The proposed IFE space is proven to have the optimal approximation capabilities to the functions satisfying the jump conditions. A group of numerical examples with representative interface geometries are presented to demonstrate features of the proposed IFE method.
Introduction
Let Ω ⊆ R 3 be a domain, and, without loss of generality, we assume that Ω is separated into two subdomains Ω − and Ω + by a closed C 2 interface surface Γ ⊆ Ω. These subdomains contain different materials identified by a piecewise constant parameter β discontinuous across the interface Γ, i.e., β(X) = β − in Ω − , β + in Ω + .
We consider the following interface problem of the elliptic type on Ω: where n is the normal vector to Γ. For simplicity, we denote u s = u| Ω s , s = ±, in the rest of this article. The elliptic interface problem (1.1) has wide applications in science and engineering such as inverse problems [26, 35, 49] , fluid dynamics [38, 41] , biomolecular electrostatics [21, 53] , plasma simulation [8, 34] , to name just a few. Traditional finite element methods can be applied to solve this interface problem based on an interface-fitted mesh [6, 13, 54] . However, when the interface has complex geometry, for example the material interface in biomedical images [4, 49] and geophysical images [16] in the 3-D case, it is a time-consuming and non-trivial process to generate a high-quality interface-fitted mesh to resolve the interface geometry. And this mesh generation issue will become more severe if the interface changes its shape or moves in computation. Recently, a new finite element method based on a semi-structured mesh was proposed in [12] where the interface geometry is fitted by a local Delaunay triangulation on interface elements of a pre-generated background Cartesian mesh.
Alternatively, methods that can solve the interface problem (1.1) on a mesh independent of the interface geometry, referred as the unfitted mesh methods, have drawn attention from researchers. Methods in this category can be roughly categorized into two groups: modify computation scheme around the interface or modify finite element functions on interface elements. Examples in the first group are the immersed interface methods (IIM) [37, 40] in the finite difference context and the CutFEM [11, 31] based on the finite element scheme. Methods in the second group can be found for the multiscale finite element methods [14, 19] , the extended finite element methods [17, 47] , the partition of unity methods [45, 48] and the immersed finite element (IFE) methods to be discussed in this article. We note that some of these methods may actually involve both the two types of modifications.
The key idea in the IFE methods is to use piecewise polynomials constructed according to the jump conditions on interface elements, i.e., the Hsieh-Clough-Tocher [9, 15] type macro elements, to capture the jump behaviors across the interface, while standard polynomials are used over non-interface elements. In addition to the optimal convergence rate the IFE method can achieve on a unfitted mesh, it can also keep the number and location of degrees of freedom isomorphic to the standard finite element method defined on the same mesh. And this feature is advantageous when dealing with moving interface problems for which we refer readers to [3, 7, 26, 33, 42] .
In this work, we discuss a trilinear IFE method on a highly structured mesh (Cartesian mesh) for solving the interface problem (1.1) with optimal accuracy. Our research presented here is motivated by real-world problems. For example, in plasma simulations in composite materials by the particle-in-cell (PIC) code [8, 34] , many macro-particles modeling a plasma in the self-consistent electromagnetic field have to be traced and located on elements in a mesh iteratively during their motion in order to perform the particlemesh interpolation procedure; therefore a structure mesh is preferred to a unstructured mesh because of the computational cost in search. As an another example, in electroencephalography, a background Cartesian mesh for a head model can be constructed by the pixels of magnetic resonance images (MRIs) [49] for finite element computation. We refer readers to [36, 49, 51] for the applications of IFE methods in these fields.
Although many works on the 2-D IFE methods have appeared in the literature, such as [22, 23, 25, 27, 28, 32, 43, 44] for theoretical analysis and [2, 3, 7, 26, 51] for applications, to name just a few, the study on the 3-D case is relatively sparse, see [36] for a linear IFE method and [49] for a trilinear IFE method. Even though the research reported here is within the direction of that in [49] , but our work has three distinct new contributions. The first one is a group of detailed geometric estimates for a suitable linear approximation of the interface surface on each interface element. In particular, we introduce a maximal angle condition for constructing such a special linear approximation to the interface surface with optimal accuracy in terms of the surface curvature and mesh size. Both the theoretical analysis and numerical experiments indicate that this maximal angle condition and the resulted geometric properties are the foundation of the optimal approximation capabilities for the proposed IFE spaces. We also believe these fundamental geometric estimates can be useful for other unfitted mesh methods. Secondly, on interface elements, we construct local IFE spaces by extending trilinear polynomials from one subelement to another through a discretized extension operator designed according to the jump conditions across the interface. IFE shape functions with some desirable features, such as the Lagrange type degrees of freedom, can be readily constructed from this space and their existence is guaranteed completely independent of the interface location and coefficients β ± . Moreover, the extension operator enables us to establish the optimal approximation capabilities for the proposed IFE spaces. To the best of our knowledge, this is the first work for 3-D IFE methods covering both the development and basic analysis. We highlight that the proposed construction and analysis techniques can be readily extendable to IFE methods on unstructured unfitted meshes for solving the elliptic interface problems.
This article consists of four additional sections. In the next section, we establish a group of fundamental geometric estimates. In Section 3, we develop the trilinear IFE space and construct the Lagrange IFE shape functions. In Section 4, we analyze the approximation capabilities of the proposed IFE space. In the last section, we present a group of numerical examples with representative geometries of the interface surface to demonstrate the features of the proposed IFE method.
Some Geometries of Interface Elements
In this section, we present some geometric properties related to the interface surface and interface elements. These properties are fundamental for both the construction of the IFE spaces to be proposed and the related error analysis.
Throughout this article, we assume the bounded domain Ω ⊂ R 3 is a union of finitely many rectangular parallelepipeds, and let T h be a Cartesian mesh of the domain Ω with the maximum length of edge h. We let F h and E h be the collection of faces and edges in this mesh T h . We call an element T ∈ T h an interface element if T ∩ Γ = ∅; otherwise, we call it a non-interface element. Similarly, we can define the interface faces and edges. Furthermore, we use T i h /F i h /E i h and T n h /F n h /E n h to denote the collection of interface and non-interface elements/faces/edges, respectively.
Given each measurable subsetΩ ⊆ Ω, let W k,p (Ω) be the standard Sobolev spaces onΩ with the Sobolev norm · k,p,Ω and the semi-norm |v| k,p,Ω = D α v 0,p,Ω , for |α| = k. The corresponding Hilbert space is H k (Ω) = W k,2 (Ω) associated with the norm · k,Ω and semi-norm | · | k,Ω . In the caseΩ s := Ω ∩ Ω s = ∅, s = ±, we define the splitting Hilbert space
where the definition implicitly implies the involved traces on Γ ∩Ω are well defined, with the associated norms ·
Furthermore, for each interface element, we define its patch ω T as
We begin by recalling the definition and existence of a so called r-tubular neighborhood of the smooth interface surface Γ which are based on the following Lemma from [20] .
Lemma 2.1 (r-tubular neighborhood). Given a smooth compact surface Γ in R 3 , for each X ∈ Γ, let N X (r) be a segment with the length 2r centered at X and perpendicular to Γ. Then, there exists a positive
The r-tubular neighborhood of Γ is defined as the set U Γ (r) = ∪ X∈Γ N X (r). The existence of the r-tubular neighborhood of a smooth surface is given in [20] . Define r Γ as the largest r such that Lemma 2.1 holds, and this positive number r Γ is referred as the reach of the surface Γ in some literature [46] . In the following discussion, we assume that
(H2) The interface surface Γ can not intersect any edge e ∈ E h at more than one point.
(H3) The interface surface Γ can not intersect the boundary of any face f ∈ F h at more than two points.
We note that a similar assumption as (H1) about the r-tubular neighborhood has been used in a 2D unfitted mesh method [30] . And the assumptions (H2) and (H3) basically mean the interface surface is resolved enough by the unfitted mesh, and these assumptions have been used in many works on unfitted meshes such as [11, 23, 31, 36] . These assumptions can be satisfied when the interface surface is flat enough locally inside each interface element which holds in general when the mesh size is sufficiently small. In particular, for each interface element T ∈ T i h , (H1) guarantees that its patch ω T is inside the r Γ -tubular neighborhood of the interface surface.
Based on the assumptions (H2) and (H3), an interface surface can only intersect a cubic interface element T with at least three faces but no more than six faces. Therefore, by considering rotations, we classify the interface element configuration according to the number of interface faces of T : only one possible configuration for three interface faces as shown by Case 1 in Figure 2 .1, two possible configurations for four interface faces as shown by Case 2 and Case3 in Figure 2 .1, one possible configuration for five interface faces as shown by Case 4 in Figure 2 .1 and one possible configuration for six interface faces as shown by Case 5 in Figure 2 .1. Moreover, it can be considered as certain limit situations of those interface configurations in Figure 2 .1 when some vertices of T are on the interface surface; and our construction and analysis techniques developed below are readily extended to handle these situations. Therefore, in the following discussion, for the simplicity of presentations, we only discuss these five interface element configurations. This classification approach can be easily implemented to determine which configuration an interface element belongs to by counting the interface faces and location of vertices relative to the interface. The fundamental idea of the IFE methods is the employment of piecewise polynomials constructed on interface elements to satisfy the jump conditions in a certain approximate sense. On each interface element T , a 2D IFE function is a piecewise polynomial defined according to the two subelements formed by the straight line connecting the intersection points of the interface and ∂T , and this line is a natural approximation to the interface with sufficient accuracy, see [23, 32, 39] and the reference therein. However, we note that, in 3D, constructing a suitable linear approximation for an arbitrary interface surface is not as straightforward as the 2-D case because of at least two basic issues. The first one, already reported in [36] , is the issue that the intersection points of the interface and the edges of an interface element are usually not coplanar so that it is not always clear how to use these points to form a linear approximation to the interface surface inside this interface element. The second one concerns the accuracy for a plane to approximate the interface surface. We address these two issues in the following discussion.
We start from recalling some useful geometric quantities and estimates for the interface surface Γ from [46] . Denote the maximum curvature of Γ by κ. Consider an arbitrary triangle K = B 1 B 2 B 3 with B i ∈ Γ, i = 1, 2, 3 and its normaln(K). Let S Γ (K) be the subset of Γ such that its projection onto the plane determined by K is exactly K. To facilitate a simple presentation, we assume that the projection from S Γ (K) to K is bijective. Let α Γ (K) ∈ [0, π] be the maximum angle betweenn(K) and normal vectors of S Γ (K), then we can letn(K) have the direction such that
and let H Γ (K) be the Hausdorff distance between the set K and S Γ (K). Then, we recall Theorem 3 in [46] :
The estimate given by this theorem quantifies the flatness of the interface surface locally in terms of the angle between the normal vectors determined by K = B 1 B 2 B 3 and Γ. More importantly, assume the edges of an interface element T ∈ T i h intersect with Γ at Figure 2 .1, this quantification motivates us to construct a plane τ (T ) to approximate Γ ∩ T as the one determined by the triangle The key idea of the procedure proposed above is that the maximum angle of
is bounded above away from π, and we will show that this maximum angle feature guarantees that the constructed plane τ (T ) can approximate the surface Γ ∩ T with a sufficient accuracy. First, we use the results in [12] to derive bounds of the the maximum angle of
Lemma 2.2. For each interface element T ∈ T i h , the maximum angle of the triangle K T described above is bounded by 135 • regardless of the interface location.
Proof. We refer readers to a detailed discussion of the maximum angle associated to a cubic interface element given by Remark 3.4 in [12] . Here, we only recall the possible maximum angles of the triangle K T for the cases in Figure 2 .2:
Consider an auxiliary function f (t) = 4 sin (135 
Proof. The proof follows basically from Theorem 2.1 applied to K = K T . We first need to verify the conditions of Theorem 2.1. Let T be an arbitrary interface element. We note that the diameter of T is √ 3h; hence, by (2.4) and (H1),
Therefore, estimate (2.5) given in Theorem 2.1 holds for K = K T so that we have
Remark 2.1. We note that the function C( ) is also increasing over (0, 0 ). Furthermore, because of the We are now ready to investigate how well the plane τ (T ) determined by the triangle K T can approximate Γ∩T or Γ∩ω T on an interface element T ∈ T i h . For this purpose, we further denote α T (α ω T ) as the maximum angle betweenn(K T ) and normal vectors to
Geometry of an interface surface and the plane τ Theorem 2.2. Let T h be a Cartesian mesh whose mesh size is small enough such that the Assumptions (H1)-(H3) hold. If T ∈ T i h is such that κh < 0.0836 and α T π/2 (or κh < 0.0288 and α ω T π/2), then there exist constants C depending only on such that the following estimates hold for every point X ∈ Γ ∩ T (or every point X ∈ Γ ∩ ω T ):
where X ⊥ is the projection of X onto τ (T ) and n(X) is the normal vector to Γ at X.
Proof. We only prove these estimates for X ∈ Γ ∩ T because similar arguments apply to
be the angle between any two vectors v 1 and v 2 . Consider a point X ∈ Γ ∩ T and its projection Figure 2 .3(a), and
We note that hκ < 0 and the assumption α T π/2 implies the projection of Γ ∩ T on to τ (T ) is bijective; therefore, we can apply Lemma 2.3 to have 
where L Γ (X, X ) is the geodesic distance between X and X as shown by the dashed line on surface in Figure 2 .3(b). Note that θ(n(X),n(K T )) π/2, θ(n(X), n(X )) π/2 and θ(n(X ),n(K T )) π/2, we use (2.11) and (2.6) to obtain
which, together with (2.6), implies that
, following an argument similar to (2.10) we have
and (2.9a) follows from (2.12) and (2.14). Furthermore, we note that (2.12) leads to sin(θ(n(X),n(K T )))
We note that the estimates similar to (2.9) have been derived in [23] for 2-D interface elements in terms of curve curvature and mesh size. Interface elements in 3D have more complicated geometries and the coplanarity issue is unavoidable. The maximum angle property of the triangle that determines the plane τ (T ) to approximate the interface surface in each interface element is critical.
Trilinear IFE Spaces
In this section, we develop trilinear IFE spaces for solving interface problems described by (1.1). Without loss of generality, we assume β + β − in the following discussion. Denote the space of trilinear polynomials by Q 1 . Following the basic idea of the IFE method, on each non-interface element, we simply let the local IFE space be
Our major effort is to develop the local IFE space on each interface element T ∈ T i h in which we have defined the plane τ (T ) to approximate the interface surface Γ. Let L(X) = (X − D 1 ) ·n be such that L(X) = 0 is an equation of the plane τ (T ) andn =n(K T ) is the normal of τ (T ). Then, we consider trilinear IFE functions in a piecewise trilinear polynomial format:
such that the two polynomial components φ − T and φ + T satisfy the following approximate jump conditions:
in which F is the centroid of the triangle K T and d(p) denotes the coefficient of the term xy + yz + xz in a trilinear polynomial p ∈ Q 1 . These approximate jump conditions are similar to their counterparts in the 2-D case, i.e., the bilinear IFE functions [23, 32] . By the approximate jump conditions (3.3), we can consider an extension operator as follows:
Theorem 3.1. The operator C T is well defined and bijective on Q 1 .
Proof. Since C T is a linear operator and clearly, C T (0) = 0, we know C T is well defined. Besides, since C T is mapping from the finite dimensional space Q 1 to itself, we only need to show C T is injective. By (3.3), p ∈ Q 1 and its extension C T (p) satisfy
Hence, according to (3.5), C T (p) = 0 must imply p = 0, which finishes the proof.
Furthermore, according to Theorem 3.1, we have
Using this extension operator C T , we define the local IFE space on every interface element as follows:
The bijection of C T directly implies the dimension of S h (T ) is 8 which is the same as Q 1 , i.e., the standard local trilinear finite element space. Unlike some 2-D linear and bilinear IFE spaces in the literature [32, 39, 43, 55] whose functions are piecewise polynomials defined according to a linear approximation of the interface Γ on each interface element, each trilinear IFE function of S h (T ) by (3.7) is a piecewise polynomial defined according to the interface surface Γ itself, not its linear approximation τ (T ). As pointed out in [23] , IFE functions defined according to the interface itself have some advantages in both computation and analysis, even more so in 3-D. For example, if IFE functions are defined according to the plane τ (T ) on each interface element T , then the involved computations have to vary from one interface element to another because the coplanarity issue requires τ (T ) to be constructed in different ways on different interface elements. Also, the traces of such an IFE function on an interface face induced from two adjacent interface elements will have different discontinuities which require extra treatments to compute quantities on interface faces such as penalties needed in an IFE scheme based on a DG formulation.
is formed by extending a trilinear polynomial used on T − to another trilinear polynomial on T + . The choice of the extension from T − to T + follows from the assumption that β + β − which is useful for related analysis. Because of Theorem 3.1 and (3.6), extension from T + to T − can be introduced similarly when β − β + and all results related to the corresponding IFE spaces hold. We also note that the construction of IFE spaces based on some extension operator has already been reported in the literature for the 2D case which can be traced back to [1] and explicitly studied in [24, 29, 30] .
We now discuss how to chose IFE shape functions from the local IFE space (3.7) according to some desirable features. In particular, we consider the IFE shape functions with the Lagrange type degrees freedom, i.e., an IFE function identified by its nodal values. For this purpose, on each interface element T with vertices A i , 1 ≤ i ≤ 8, we introduce the index set I = {1, 2, · · · , 8} and its sub-sets I s = {i ∈ I : A i ∈ T s }, s = ±. Then, we enforce the nodal value condition for IFE functions:
Let ψ i,T , i ∈ I be the standard Lagrange trilinear shape function associated with the vertex A i , i ∈ I. Then, following the idea in [23] and the assumption that β + ≥ β − , we use the second equation in (3.6) to express φ T on T − as follows:
in which, according to (3.5), the constant c 0 has the following expression:
where µ = β + β − − 1 0. Next, by enforcing the nodal value condition (3.8) at the nodes A i ∈ T − , we obtain a linear system for the the unknown coefficients c = (c i ) i∈I − :
are all column vectors in R |I − | whose values are known. We note that the matrix in (3.11) is in a ShermanMorrison type, and its structure described by (3.11)-(3.12) is exactly the same as the one for the 2-D IFE shape functions reported in [23] . Next, we analyze the solvability of the linear system in (3.11), referred as the unisolvence of Lagrange IFE shape functions. Here, we emphasize that the unisolvence should be independent of the interface element configuration and the coefficients β ± . We need the following lemma.
Lemma 3.1. For all the cubic interface elements as shown in Figure 2 
where · ∞ denotes the infinity norm for a vector.
Proof. The proof follows from direct calculations, see Appendix A.1 for more details.
Theorem 3.2 (Unisolvence).
On each interface element T , regardless of the interface location and coefficients β ± , given any vector v = (v i ) T i∈I ∈ R 8 , there exists a unique IFE function φ T ∈ S h (T ) that satisfies the nodal value condition (3.8).
Proof. Using Lemma 3.1 and recalling µ = β + β − − 1 with β + β − , we obtain 1 + µγ T δ min 1,
Therefore, by the well known Sherman-Morrison formula, the matrix in (3.11) is nonsingular. Hence, all the coefficients c = (c i ) i∈I − and c 0 of φ T ∈ S h (T ) are uniquely determined by v = (v i ) T i∈I ∈ R 8 . In addition, by the Sherman-Morrison formula, we have the following explicit formulas for the unknown coefficients c and c 0 : 15) where v − = (v i ) T i∈I − ∈ R |I − | and Ξ = i∈I v i ∇ψ i,T (F ) ·n. By Theorem 3.2, we can let v be the unit vector e i , i ∈ I, in R 8 and define the corresponding Lagrange IFE shape function, φ i,T such that
The Lagrange IFE shape functions provide an alternative description of the local IFE space (3.7):
We note that the explicit formulas (3.15) facilitate the implementation of the Lagrange IFE shape functions because they depend straightforwardly on the centroid F and normal of the triangle K T formed inside each interface element T according to the procedure developed in Section 2.
Remark 3.2. By a comparison of (2.4) in [49] and (3.5) above, we note that the proposed construction procedure for the Lagrange type IFE shape functions is similar to the one reported in [49] , but essential differences exist. The method in [49] relies on a level set representation of the interface surface and uses the level set function itself in the construction instead of its linear approximation. A theorem in [49] guarantees the unisolvence of the Lagrange IFE shape functions on the admissible coefficient set {(β − , β + ) : β − > 0, β + > 0} sans a subset of measure zero. In contrast, the proposed construction procedure does not have this limitation because, by Theorem 3.2 above, the unisolvence of the IFE shape functions always holds regardless of interface location and admissible coefficients β ± . Furthermore, properties such as (3.14) and (3.15) in the proposed construction procedure are useful in both the analysis and implementation.
The local IFE space on interface elements can be employed to form global IFE spaces over the whole solution domain Ω with desirable features. For example, the following global IFE space can be used in an IFE method based on the DG formulation:
Another example of global IFE spaces is
The global IFE functions in S h (Ω) defined by (3.19) are continuous at all the mesh nodes and all the non-interface edges, and this global IFE space S h (Ω) is isomorphic to the standard trilinear finite element space defined on the same mesh, in terms of the number and the location of their global degrees of freedom. We will demonstrate how this global IFE space can be used in a PPIFE scheme for solving the interface problems (1.1).
Approximation Capabilities of Trilinear IFE Spaces
In this section, we will prove that the trilinear IFE spaces developed in the last section have the optimal approximation capability. The analysis approach is in the spirit of [24, 30] . In the discussion from now, we let u + E ∈ H 2 (Ω) and u − E ∈ H 2 (Ω) be the Sobolev extensions of the components u + ∈ H 2 (Ω + ) and u − ∈ H 2 (Ω − ) of every function u ∈ P H 2 (Ω), respectively, such that
for some constant C E . For each interface element T , we let τ ω T = ω T ∩ τ (T ), Γ ω T = ω T ∩ Γ where ω T is the patch around T , and let λ ω T be the radius of the largest circle on the plane τ (T ) inscribed inside τ ω T , see the illustration in Figure 4 .1 where the cube with solid lines is T ∈ T i h and the cube with dashed lines is its patch ω T . Since T is the center element of its patch, there exists a constant δ > 0 independent of interface location such that |λ ω T | δh. For simplicity's sake, all the generic constants C used in the following discussion are independent of interface location, mesh size h and coefficients β ± . We start from two lemmas for properties on τ ω T . The first one is about a kind of trace inequality and similar results have been used in the unfitted mesh finite element methods [11, 24, 31] .
Proof. It is basically the application of Lemma 3.2 in [50] onto ω T and its subset τ ω T .
The second lemma is for a kind of inverse inequality.
Lemma 4.2.
There exists a constant C such that
Proof. Note that τ ω T is a convex polygon with N e 6 edges. Connecting X 0 and the vertices of τ ω T , we obtain N e triangles denoted by i , i = 1, · · · , N e . Without loss of generality, we assume
Then, on | 1 |, we apply the standard trace inequality for polynomials [52] to obtain p(X 0 )
which finishes the proof.
Then, we derive two estimates for the Sobolev extensions u
Lemma 4.3. Let T h be a Cartesian mesh whose mesh size is small enough such that the Assumptions (H1)-(H3) hold and conditions in Theorem 2.2 are satisfied for each patch ω T , ∀T ∈ T i h . Then the following estimates hold for every u ∈ P H 2 (Ω) on each T ∈ T i h :
Proof. See the Appendix A.2. Now, for every interface element T , we let P ω T be the standard projection operator from H 2 (ω T ) to Q 1 on ω T . Also, since functions in S h (T ) are piecewise polynomials, we can use each of their polynomial components on the whole patch ω T in the following discussion. To analyze the approximation capabilities of local IFE spaces S h (T ), we consider the following "interpolation" operator on the patch ω T of T :
in which C T is the extension operator defined in (3.4) . By definition, J h,T u ∈ S h (T ), and our goal is to show that J h,T u can approximate u ∈ P H 2 (ω T ) optimally. The key idea for the analysis of the error in J h,T u is illustrated by the diagram in Figure 4 .2 in which each solid arrow indicates a well-understood relation and our main work is to estimate the difference between P ω T u + E and C T (P ω T u − E ). We will use the following functional to gauge this error:
We now show that |||·||| h,ω T is a norm equivalent to · L 2 (ω T ) for functions in Q 1 .
Lemma 4.4. |||·||| h,ω T is a norm on Q 1 . Furthermore, there exist constants c and C such that
Proof. Since · L 2 (ω T ) is a norm, we only need to prove (4.9). Fix a point X 0 ∈ τ ω T , then for each p ∈ Q 1 ,
where H p is the Hessian matrix of p and it is a constant matrix. Then, we have
. Besides, we note that ∇p(X 0 ) ∇p(X 0 ) ·n + ∇p(X 0 ) ·t 1 + ∇p(X 0 ) ·t 2 wheret 1 andt 2 are two orthogonal tangential vectors to τ ω T at X 0 . Lemma 4.2 directly implies ∇p(X 0 ) ·n Ch −1 ∇p ·n L 2 (τω T ) . Since p and ∇p ·t i = ∂t i p can be considered as a two-variable polynomial and its derivatives on τ ω T , we then apply (4.2), Lemma 4.2 and the inverse inequality given by Lemma 3.3 in [50] to obtain
Furthermore, note that H p is a constant matrix, we have h 2 H p = Ch 1/2 |p| H 2 (ω T ) . Putting these estimates into (4.11), we have the first inequality in (4.9). The second inequality in (4.9) directly follows from Lemma 4.1 and the standard inverse inequality for polynomials.
The following lemma is a preparation for the estimation of
Proof. Without loss of generality, we only prove the case s = + in (4.13). The relation (3.5) yields
w which is a linear polynomial with w(F ) = 0 by (3.3b). Then, by applying similar arguments as (4.10) and (4.11) with
where we have also used that ∇w = (β + − β − )∇(∇v Then there exists a constant C such that for every u ∈ P H 2 (ω T ) the following holds:
by Lemma 4.4, we have
For the term I, using the continuity condition on τ ω T , i.e., the first equation in (3.3a) , the triangular inequality, the trace inequality (4.3), and the estimate (4.6a), we have
For the term II, firstly, by Lemma 4.5 and the assumption β + β − , we have
Secondly, using an argument similar to (4.17) with (4.6b) and trace inequality (4.3), we obtain
Then, by triangular inequality together with (4.18) and (4.19), we arrive at
For the term III, using the second condition in (3.3a) and noting that the second derivative of C T (P ω T u − E ) ∈ Q 1 depends only on the coefficient of xy + xz + yz, we have
Finally, putting (4.17), (4.20) , and (4.21) into (4.16), we obtain (4.15) for
, follow from the standard inverse inequality for polynomials.
Then, we have the approximation capabilities of the proposed local IFE space (3.7) on interface elements. Theorem 4.1. Assume that the mesh T h satisfies the conditions stated in Lemma 4.3. Then there exists a constant C such that for every u ∈ P H 2 (ω T ) the following holds:
Proof. The argument is outlined by the diagram in Figure 4 .2. For the case when t = +, we note that
Hence, estimate (4.22) follows directly from the approximation property of the standard projection operator P ω T to Q 1 . For the case when t = +, we note J (4.22) follows from Lemma 4.6 and the approximation property of the projection operator P ω T .
The result in Theorem 4.1 can be also used to analyze the Lagrange type interpolation, i.e., on every interface element T , we define I h,T : P H 2 (ω T ) → S h (T ) such that
where φ i,T are the IFE shape functions determined by (3.16) and A i , i ∈ I are vertices of T . Again, functions in S h (T ) are understood as piecewise functions whose component polynomials can be used on the whole patch ω T . First, we show that the IFE shape functions have bounds similar to those of the Q 1 finite element shape functions on T . We also recall the assumption that β + β − .
Theorem 4.2 (Bounds of IFE shape functions).
Let T h be a mesh satisfying the Assumptions (H1)-(H3). Then, there exists a constant C independent of the interface location, mesh size h, and coefficients β ± such that 3.9) . Let e = (e i ) T i∈I be one of the unit vectors in R 8 , i.e., (
, and e − = (e i ) i∈I − . Then, under the notations of (3.15) with v = e, the fact |Ξ| Ch −1 and Lemma 3.1 imply
where we have used µ 0 because β + β − . Similarly, by (3.15) and
where (4.26) is trivial for k = 2, since L is linear. Putting (4.25) and (4.26) into (3.9), we have (4.24).
Theorem 4.3. Assume that the mesh T h satisfies the conditions stated in Lemma 4.3. Then there exists a constant C such that for every u ∈ P H 2 (ω T ) the following holds:
Note that each w s can be considered as a function on the whole patch ω T . Using the fact I h,T J h,T u = J h,T u and the triangular inequality, we have
Then, by Theorem 4.2, the Sobolev imbedding Theorem and the scaling argument, we have
Therefore, (4.27) follows from (4.28) and (4.29) together with the approximation results (4.22).
Since each interface element T is a subset of its patch ω T , estimates established in Theorem 4.1 and Theorem 4.3 imply that J h,T u and I h,T u can approximate u ∈ P H 2 (ω T ) optimally with respect to the underlying polynomials space Q 1 . As usual, these local optimal approximation capability further imply the optimal approximation capability of the global IFE space S h (Ω) defined on the whole Ω. We can see this from the global IFE interpolation operator I h : P H 2 (Ω) → S h (Ω) defined piecewisely such that I h u| T = I h,T u, in which I h,T is given by (4.23) on T ∈ T i h and the standard Lagrange interpolation on T ∈ T n h . Then, applying the standard estimation results for the Lagrange interpolation [10] on each noninterface element, summing these estimates and (4.27) over all the elements, and using the finite overlapping property of the patches as well as the extension boundedness (4.1), we have 30) which means that I h u is an optimal approximation of u ∈ P H 2 (Ω).
Numerical Examples
In this section, we present a group of numerical examples to demonstrate features of the proposed IFE space. Since we have known that the proposed IFE space has an optimal approximation capability, we naturally expect that it can be used to solve the interface problem (1.1). For this purpose, we consider the extension of the partially penalized immersed finite element (PPIFE) method [43] for 2-D interface problems to the proposed 3-D IFE space. To describe this method, we use the IFE space S h (Ω) defined in (3.19) and consider a bilinear form a :
and a linear form L :
Then, the PPIFE method for solving the interface problem (1.1) is to find u h ∈ S h (Ω) such that
where S h,0 (Ω) is the subspace of S h (Ω) formed by IFE functions with zero trace on ∂Ω, and we tacitly assume that the interface surface Γ does not tough ∂Ω. The terms on interface faces in (5.1) are similar to interior penalties in DG methods [5, 18] ; hence, we call this method described by (5.1)-(5.3) symmetric, non-symmetric and incomplete PPIFE (SPPIFE, NPPIFE and IPPIFE) methods when = −1, 1 and 0, respectively. Numerical results to be reported are generated by applying the PPIFE method to three interface problems posed in the domain Ω = (−1, 1) 3 whose interface surfaces have three representative geometries as shown in Figures 5.1-5.3 , respectively. We only present numerical results of the SPPIFE method because our extensive numerical experiments suggest that the NPPIFE and IPPIFE schemes behave similarly. In particular, we choose the stabilization parameter in (5.1) as σ 0 = 10 max{β − , β + }, all the data are generated on a sequence of meshes characterized by the mesh size h, and the convergence rates are estimated by numerical results on two consecutive meshes. Spherical Interface: In the first example, the interface problem (1.1) has a simple spherical interface surface as shown in Figure 5 .1 defined by a level-set: {X ∈ R 3 : w(X) = 0} with w(X) := x 2 1 + x 2 2 + x 2 3 − r 0 and r 0 = π/6 such that Ω − = {X ∈ Ω : w(X) < 0} and Ω + = Ω−Ω − . We choose f and g in the interface problem (1.1) so that its exact solution is such that u = u − (X) = r 6 0 (w(x 1 , x 2 , x 3 )/r 0 + 1) 5 /β − on Ω − and u = u + (X) = r 6 0 (w(x 1 , x 2 , x 3 )/r 0 + 1) 5 /β + + r 6 0 (1/β − − 1/β + ) on Ω + with β − = 1, β + = 100. The numerical results for the Lagrange interpolation and SPPIFE solutions are presented in Tables 5.1 and 5 .2, respectively. These data clearly demonstrate the optimal convergence for both the Lagrange interpolation and SPPIFE solution in L 2 and H 1 norms. We also note that the convergence rate in L ∞ norm is close to optimal. Table 5 .1: Errors and rates of the Lagrange interpolation for β − = 1, β + = 100. Table 5 .2: Errors and rates of the PPIFE solutions for β − = 1, β + = 100.
By the analysis in Section 2 and Section 4, we know that the rules we proposed in Section 2 to form the plane τ (T ) for the construction of IFE functions in each interface element T ensure the maximum angle property which further ensure the optimal approximation capability of the IFE space. On the other hand, our extensive numerical experiments indicate that the proposed trilinear IFE space will not possess the expected approximation capability in general if we do not follow these rules to form the plane τ (T ), and we present two typical groups of data in Tables 5.3 and 5.4 for the corroboration of this observation. In these tables, we employ the following quantities to assess errors in the IFE interpolation of the function u described above:
Data in Table 5 .3 demonstrate the behavior of IFE functions constructed with a "wrong" approximation plane τ (T ) determined by three interface points D j i , i = 1, 2, 3 randomly chosen in each interface element T so that the rules proposed for τ (T ) are not always obeyed. The data in this table indicate that these IFE functions do not even show any convergence. In contrast, data in Table 5 .4 demonstrate the expected convergence of the IFE functions constructed with τ (T ) formed with the proposed rules. From both the analysis and numerical experiments we can infer that the proposed rules to form the plane τ (T ) for ensuring the maximum angle property is important. Table 5 .4: Errors and rates of η ∞ h , η 0 h and η 1 h for β − = 1, β + = 100 by the proposed τ .
Orthocircle Interface: In this example, the interface problem (1.1) has an interface surface with a more sophisticated geometry/topology than the one in the previous example. In particular, the interface surface in this example is an orthocircle that is topologically isomorphic to the surface formed by three orthogonal torus as shown in Figure 5 .2. The interface can be described by a level-set: {X ∈ Ω : w(X) = 0} with w(X) := k(w 1 (X)w 2 (X)w 3 (X) − ρ) in which
and ρ = 0.15, k = 10 −3 , r = 0.3, R = 1. We choose f and g in the interface problem (1.1) so that its exact solution is u = u s (x 1 , x 2 , x 3 ) = w(x 1 , x 2 , x 3 )/β s , s = ± with β − = 1, β + = 100. The Lagrange interpolation errors and PPIFE solution errors as well as the related convergence rates are presented in Tables 5.5 and 5.6. The data in these tables clearly demonstrate the optimal convergence, and this example indicates that the proposed IFE method can handle interface problems with quite complicated geometries and topologies. Table 5 .5: Errors and rates of the Lagrange interpolation for β − = 1, β + = 100. Table 5 .6: Errors and rates of the PPIFE solutions for β − = 1, β + = 100.
Interface with Multiple Components:
We note that all the results developed in this article can be readily extended to treat interface problems whose interface surface separates the solution domain Ω into more than two subdomains. For a demonstration, the interface surface in this example has multiple components while the interface surfaces in the previous two examples do not have. Specifically, the interface is the union of two disjoint surfaces, one surface is a sphere defined by the level-set {X ∈ Ω : w 1 (X) = 0} where w 1 (X) = (x−x 0 ) 2 +(y−y 0 ) 2 +(z−z 0 ) 2 −ρ 2 with x 0 = 0.3, y 0 = 0, z 0 = 0, ρ = 0.5, the other surface is a torus defined by the level-set {X ∈ Ω : w 2 (X) = 0} where w 2 (X) = (x 2 1 +x 2 2 +x 2 3 +R 2 −r 2 ) 2 −4R 2 (x 2 2 +x 2 3 ) with R = 1, r = 0.3. These two interface components separate Ω into three subdomains Ω i , i = 1, 2, 3 such that the one inside the torus is Ω 1 , the inside of the sphere is Ω 2 , and Ω 3 = Ω − (Ω 1 ∪ Ω 2 ). We choose f and g in the interface problem (1.1) so that its exact solution is u s = f 1 f 2 /β s on Ω s , s = 1, 2, 3. The related numerical results reported in Tables 5.5 and 5.6 clearly show the optimal convergence, and this demonstrates that the proposed IFE method can handle the interface problems whose interface consists of disjoint surfaces. Table 5 .8: Errors and rates of the PPIFE solutions for β − = 1, β + = 100.
Appendix A Technical Results
In this section, we present the proof of the two technical results.
A.1 Proof of Lemma 3.1
The proof is based on direct calculation. Without loss of generality, we only need to consider the interface element configuration shown in Figure 2 
A.2 Proof of Lemma 4.3
For each T ∈ T i h , consider a local Cartesian system ξ, η, ζ where ξ, η span the plane τ (T ) and ζ is perpendicular to τ (T ). Let ζ = f (ξ, η) be the equation of the surface Γ ω T . Without causing any confusing, we still use X to denote points in this local system. For each point X = (ξ, η, 0) ∈ τ ω T , let X = (ξ, η,ζ) be the corresponding point on Γ ω T with |X − X| = |ζ| Ch 2 by (2.9a). Firstly, for (4.6a), we let v = u Putting (A.6) and (A.7) into (A.5), we have (4.6a). For (4.6b), we let w = β + u + E − β − u − E , then ∇w · n = 0 on Γ where n is the normal vector to Γ. Firstly, we use (2.9b) and trace inequality given by Lemma 3.2 in [50] to obtain
Note that ζ is in the directionn. So by applying the first order Taylor expansion to ∇w ·n and using similar argument to (A.5), we have Finally, substituting (A.10) and (A.11) to (A.9), we arrive at (4.6b).
