Zero-shot visual recognition aims to classify images whose classes are not have been seen in the training stage. Most of current approaches first project the attribute semantic feature and image feature into a common space, then the manually defined similarity measures or linear classifiers are used to recognize the unseen image. Different from the existing study, in this paper, we propose a novel Semantic Attentionbased Compare Network (SACN) which is comprised of a visual feature extraction module, a feature fusion module and a similarity compare module. Our SACN has several advantages: (1) In visual feature extraction module, a convolutional neural network (CNN) with multi-losses is introduced to extract more distinguishing visual features. (2) In feature fusion module, an attribute semantic attention mechanism is proposed to associate visual feature and class semantic representation. (3) In similarity compare module, a distance compare network is presented to predict the similarities of the test image with all unseen classes. To evaluate the proposed model, we have conducted extensive experiments on two widely used benchmarks, and both qualitative and quantitative evaluation results have demonstrated the effectiveness of the proposed SACN. More importantly, the proposed method is the 2nd place solution to the AI Challenger 2018 (Global AI Contest).
I. INTRODUCTION
With the development of deep learning, deep neural networks have become the most state-of-the-art (SOTA) among various visual tasks [1] - [4] . However, these supervised learning algorithms require a large amount of labeled data to train their large number of model parameters. Because of the cost of labeling, this severely limits their scalability to new classes, while also limiting their applicability to emerging classes (e.g. new consumer devices) or rare instance (e.g. rare animals) fundamentally. In contrast, humans are very good at identifying objects with little direct supervision. For example, a child would have no problem recognising a ''Alaskan sled dog'' if he has seen a ''Siberian sled dog'' before and read somewhere that a ''Alaskan sled dog'' looks similar to a ''Siberian sled dog'', but has brown/apricot eyes and longer The associate editor coordinating the review of this manuscript and approving it for publication was Hossein Rahmani . hair. There is an increasing interest in machine learning area for achieving this humans ability via computer, which is named zero-shot visual recognition.
A toy example of zero-shot visual recognition is shown in Figure 1 , wherein, training and test classes are disjoint. Meanwhile, to build the knowledge bridge for images from two disjoint label spaces, the side information (attributes are the most popular semantic representation form of the side information) of both seen and unseen class are available, which is the key for accomplishing zero-shot visual recognition. Zero-shot visual recognition aims to learn a model from training images (which label belongs to seen classes) and their corresponding semantic representations, which can predict the class of the test image that belongs to one of the unseen classes.
Early works [5] - [8] of zero-shot visual recognition utilize the attributes as side information and infer the class of the test image via a two-stage approach. Given an image, they first predict its attributes, then deem the class which has the most similar attributes as its label. The major shortcoming of these two-stage algorithms is that it exists domain shift [9] between the model parameters and the target task, i.e., our target task is to predict the unseen class of the test image, however, all two-stage methods are focus on learning attribute classifiers explicitly or implicitly. To address it, most recent advanced zero-shot visual recognition methods directly learn crossmodal mapping between the image and semantic space with discriminative losses. E.g., [10] , [11] use ranking loss, [12] uses structural SVM loss, [13] uses the square loss, [14] utilizes auto encoder to learn a mapping from image feature space to semantic space. [15] , [16] project the semantic representation into visual feature space. Reference [17] - [22] embed both image and semantic into another common space. In addition, there are a few algorithms [23] - [25] explore novel generative models to address the zero-shot visual recognition problem, in which classes are modeled by a series of probability distributions.
Despite remarkable progress in this field, there exists significant room for improvement, especially in the following three aspects: 1) Most existing works [26] , [27] utilize CNN which pre-trained on large scale general dataset as the visual feature extractor. However, it exists semantic gap between general and zero-shot visual recognition datasets. How to improve the discrimination of visual features? 2) Recently, there are many advances in learning a common space of image and semantic features, such as by using a region attention [27] , spatial and channel attention [28] , etc.. However, these methods are complicated to be implemented. How to associate the visual and semantic information by a smarter way? 3) Conventional distance measurements (e.g., Cosine and Euclidean distance) or linear classifier are used in most existing methods to predict the class label of the test image. Essentially, these methods compute the distance between the projected feature and the center of unseen class in a common embedding space. Is it possible to predict the scores of a test image belongs to different unseen classes directly by training a data-driven network?
To deal with the above issues, we propose a novel SACN algorithm. The proposed SACN is comprised of a visual feature extraction module, a feature fusion module and a similarity compare module. In visual feature extraction module, a CNN with classification loss and ranking loss simultaneously is introduced as visual feature extractor, which can encourage the intra-class compactness and higher inter-class distinction simultaneously. The visual feature extraction module is able to convert a test image into a visual feature vector. In feature fusion module, an attribute semantic attention mechanism is proposed to associate visual feature and class semantic representation. A visual feature vector is converted into a series of fused features (Each fused feature is composed of one of the semantic representations and a visual feature vector which projected by an attribute attention architecture). In similarity compare module, a distance compare network is presented to predict the similarities of the test image with all unseen classes. For a test image, the input of the distance compare network is a set of fused features which obtained from the feature fusion module. Then the distance compare network can output a score for each fused feature, the corresponding class of the largest score is deemed as the test image's label.
Our main contributions can be summarized as follows:
• An attribute semantic attention mechanism is leveraged to convert a same visual feature vector into a series of representations, in which each representation represents the visual information in the perspective of one of the seen/unseen classes.
• To infer the test image, a similarity compare module is further incorporated into the proposed SACN framework. This is the first effort to predict the class of the test image by comparing the scores of its different fused features in the perspective of all seen/unseen classes directly.
• Experimental results on two public benchmark dataset validate the effectiveness of the proposed solution. Additionally, we get the 2nd place prize on the AI Challenger 2018 (Global AI Contest) based on the proposed approach.
The remainder of this paper is organized as follows. Section II introduces the related work and we describe our method in Section III. In Section IV, we present the experiments and make analysis and discussions. Finally, we conclude the paper with future work in Section V and Section VI.
II. RELATED WORK
In this section, we briefly review the previous methods which are most related to our work including attribute classificationbased, embedding-based and hybrid model-based zero-shot visual recognition algorithms.
A. ATTRIBUTE CLASSIFICATION-BASED ZERO-SHOT VISUAL RECOGNITION
Early works [29] , [30] deemed the zero-shot visual recognition as an attribute classification problem. They first trained different classifiers for each attribute and then recognized the test image by comparing its predicted attributes with descriptions of unseen classes. Remarkably, a Direct Attribute Prediction method (DAP) was proposed by Akata et al. [10] to directly predict the class of the test image from unseen class by combining scores of the learnt attribute classifiers. In [10] , an Indirect Attribute Prediction algorithm (IAP) was also introduced to indirectly estimate the attributes probabilities of an image by multiplying the predicted probabilities of each training class with the class attribute matrix. Due to each attribute classifier trained individually, the relationship between attributes of a class is lacking in the attribute classifier based methods. Therefore, they are performed poorly compared to recently embedding based methods.
B. EMBEDDING-BASED ZERO-SHOT VISUAL RECOGNITION
Embedding-based strategy is the most widely-used method in recent zero-shot visual recognition literatures, which seek to build an embedding space to associate the visual feature of the input image and the corresponding class semantic feature. Akata et al. [10] and Frome et al. [11] used bilinear function to associate the image and class embeddings, and the parameters were learnt by hinge ranking loss. Akata et al. [12] given the full weight to the top of the ranked list, then combined several classifiers to form a joint embedding space. Romera-Paredes et al. [13] applied spuare loss and Frobenius norm regularizer to the cost function during the embedding space construction phase. Kodirov et al. [14] utilized auto-encoder to constrain that the original image embedding can be reconstructed from the projected common embedding space. Xian et al. [31] constructed a piece-wise linear mapping function by incorporating latent variables. Morgado and Vasconcelos [32] added a semantically consistent regularization. Xu et al. [33] learnt the projection matrix by decomposing the visual feature matrix. Socher et al. [34] first mapped images into semantic space via tanh function, then assigned images to seen/unseen by a novelty detection mechanism.
Embedding-based methods mentioned above only utilized the pre-defined attributes to embed the seen and unseen classes. Different from these, Peng et al. [35] , Jiang et al. [36] , and Li et al. [37] proposed three different models to learn latent discriminative attributes for zero-shot visual recognition. Ye and Guo [26] introduced a progressive ensemble network model, which can enhance the diversity of the classifiers and facilitate information transfer to unlabeled classes. Recently, Zhu et al. [28] proposed a semantic-guided multi-attention localization model to discover the most discriminative parts of objects without any human annotations automatically, which is similar to our work. However, our work is different in two aspects: (1) A novel semantic attention structure is proposed in this paper to project a common visual feature vector into a series of class-specific representations without a complicate multi-attention subnet. (2) A distance compare network is devised in our model for directly and simultaneously predicting the similarities of the test image with all unseen classes.
C. HYBRID MODEL-BASED ZERO-SHOT VISUAL RECOGNITION
Another branch of zero-shot visual recognition approaches is hybrid-based models. In these models, the unseen images can be classified by combing the images and semantic embeddings of seen classes. Zhang and Saligrama [17] used sparse coding and class dependent transformation methods to mapping image visual features and its corresponding class semantic representation into a common space, which defined by the mixture of seen classes proportions. Given a test image, Norouzi et al. [6] first computed the classification probabilities of seen classes, then combined all of them to predict the score of unseen classes. Changpinyo et al. [19] synthesized classifiers of novel classes by linearly combining classifiers of seen classes. Verma and Rai [23] modeled each classconditional distribution as a multi-variate Gaussian function by a generative model.
III. OUR APPROACH
In this Section, we will first show the problem statement, and then introduce the details of the proposed semantic attentionbased compare network.
A. PROBLEM STATEMENT
At the training stage, we assume that there are N labeled images from C s seen classes 
are given, where C u denotes the number of unseen classes. The goal of zero-shot visual recognition is to predict the class label
As discussed in [38] and [39] , almost all state-of-the-art zero-shot visual recognition methods can be unified into a mapping-based framework. Following it, the task of this paper can be deemed as learning a mapping f : {X , S} → Y by minimizing the regularized empirical risk according to the training data:
where L(.) is the loss function, W is the model parameters and (W ) is the regularization term. At the test time, the class label y u of the image x u i can be predicted as follows:
where F(.) is the score function, the test image x u i can be assigned to a unseen class with highest score.
The framework of our approach is demonstrated in a visual feature extractor relying on the training images and their class labels, which is able to convert the image from image space to visual feature space. The feature fusion module utilizes an attention mechanism to associate visual feature and class semantic representation (i.e. attribute vector of each class in this paper). In similarity compare module, a distance compare network is presented to predict the similarities of the test image with all unseen classes.
B. SEMANTIC ATTENTION-BASED COMPARE NETWORK(SACN) 1) VISUAL FEATURE EXTRACTION
Visual features extracted from deep neural networks (i.e., deep feature) have been widely used in zero-shot visual recognition tasks, which aims to convert the image into visual feature space. For example, Chen et al. [40] uses the pretrained ResNet model on ImageNet to extract visual features. Li et al. [24] evaluates the effectiveness of the visual features extracted from the VGG [41] , GoogLeNet [42] , and ResNet [1] models. In addition, the visual features are pretrained on ImageNet rather than the commonly used zeroshot learning dataset (such as AWA [30] , CUB [43] ), mainly because ImageNet has more data and it is easier to train models with better feature representations. 1 However, there are domain differences between data sets due to the differences in image categories, data collection, etc.. It will result in that the deep feature extraction model trained on general large image dataset (e.g. ImageNet) not suitable for special zero-shot visual recognition dataset (e.g. AWA and CUB).
To solve this problem, we propose a discriminative model to extract the visual features of the images on zero-shot visual recognition datasets. As shown in Figure 3 , the input images first pass through the convolutional network backbone 1 ImageNet dataset contains 1000 categories and more than 1.2 million images; AWA has 50 categories, 30,475 images. CUB has more than 11,788 images of 200 categories of birds. (parameters are denoted as W b ) to extract feature representations from the feature layer (a fully connected layer with d neurons). To learn the discriminative feature, we employ two cooperative losses to train our visual feature extraction module. The first one is softmax loss which is able to encourage a higher inter-class distinction. The other one is triplet loss which can encourage the intra-class compactness of features.
Let h s i as the visual features of image x s i , where h s i ∈ R 1×d . The classification score is defined as g = h s i W c , where W c ∈ R d×C s is the parameters in classification layer. If the classification scores are deemed as logits in softmax, the softmax loss can be formulated as:
where g * represents the score of the input image belongs to * -th class. Let the triple (x s a , x s p , x s n ) represents three instances sampled from the training data, where the image x s a is randomly sampled from the whole training data, the image x s p has the same class label as x s a . It should be pointed out that the classes of x s n and x s a are different. The triplet loss is formulated as:
where α is a margin to control the intra-class compactness. VOLUME 8, 2020 Overall, the proposed visual feature extraction module is trained with the objective:
where β ∈ (0, 1) is a balance factor.
2) FEATURE FUSION
Since our purpose is to recognize image whose class has not been seen during training, with the visual features in hand, it is crucial to build a bridge between visual feature space and attribute semantic space. To associate the visual and semantic information, conventional approaches usually use the following bilinear compatibility function:
where W f is a trainable matrix. Though the E.q. (6) has achieve some progress, it neglects the difference among attributes of different classes due to the parameter W f acts fairly to all classes in training time. Intuitively, we should pay attention to different visual characteristics of different regions when we recognize different categories. For example, for dogs, according to its semantic properties, we should pay more attention to whether it has hair or tail.
In this paper, we assume that the visual feature h s i includes all visual patterns. Thus, as shown in Figure 4 , we design a feature fusion module with attribute semantic-based attention structure. The presented attention mechanism aims to find different visual characteristics of different regions from the visual feature h s i by the guide of different class attribute semantic representations. First, attribute vectors of the classes are converted into attention vectors via two fully-connected layer (the first layer is consisted of a matrix product, a feature normalization, and a Relu no-linear operations while the no-linear operation in the second layer is instead by tanh operation), in which the dimensions of attention vectors and visual features are consistent. The attention operation can be formulated as follows: where θ s j = W f s s i (8) here h s ij ∈ R 1×d is the adjusted visual feature of image x i by the semantic space in an adaptive way, θ j s ∈ R 1×d denotes the attention vector of the j-th class, represents the elementwise product operation.
In order to calculate the possibility of each image and its possible class, we concatenate the adjusted visual feature with its corresponding attribute feature:
where r s ij ∈ R 1×2d represents the fused feature which has visual and semantic information simultaneously. i.e., given a training image x s i , the proposed SACN is able to obtain a series of fused features [r s i1 , r s i2 , . . . r s iC s ].
C. SIMILARITY COMPARE
Different from the conventional distance measurements (e.g. Cosine distance, Euclidean distance), we present a similarity compare network to predict the possibility of the fused feature r s ij belongs to the j-th class. As shown in Figure 5 , the proposed similarity compare network is consists of two fully connected layers, in which the former one is followed by a batch normalization and a Relu layers, and the latter is followed by a Sigmoid layer. The possibility of the r ij can be formulated as follows:
where W s denotes the parameters in our similarity compare network and
normalizes the d ij to (0, 1).
D. COST FUNCTION
Mean square error cost function is utilized to train our model. Specifically, we regress the predict score d ij to its groundtruth, 2 which can be formulated as follows:
To predict the class label of the test image x u i , the location of the maximum compatibility score can be chosen as the predicted label:
where
and
here θ u * is the attention vector of the * -th unseen class, h u i is the visual feature of the test image x u i .
IV. EXPERIMENTS
To evaluate the empirical performance of our proposed approach, we conduct experiments on two standard zero-shot visual recognition datasets and compare our method with several state-of-the-art ones.
A. DATASETS AND SETTINGS 1) DATASETS
To verify the effectiveness and benefit of the proposed solution on facial attribute recognition task, we test it on two benchmark datasets, i.e., AWA [30] and CUB [43] . The detail of these datasets and their usages in our experiments are introduced below. AWA [30] . It consists of 30,745 images which belongs to 50 animal species, each of which contains at least 94 images (several examples are shown in Figure 6 ). Each category is annotated with 85 pre-defined semantic attributes that primarily describe the size, color, and other characteristics of the animal. The attribute vector defined by AWA provides 2 The ground-truth class of the input image x s i is set to 1 while others are set to 0. two forms for use: the one is binary attribute (whether the corresponding category has the attribute). The other is continuous attribute (mainly describes the strength of the attribute in the corresponding category). We use continuous attributes to represent semantic information in this paper.
CUB [43] . It contains 11,788 images of 200 species of birds (Figure 7) . Each bird contains about 50 images, and 312 semantic attributes are used to annotate each image. These semantic attributes mainly describe the shape, color and texture of birds. In addition, each image also annotated with a bounding box and 15 location nodes, including the left foot, right foot, left wing, right wing, tail, beak, forehead, crown, neck, chest, abdomen, back, throat, left eye and right eye.
2) EXPERIMENTAL SETTING
To fairly compare with baselines, we conduct all experiments under standard splits setting. Average Class Accuracy (ACA) is utilized to measure the quantitative performance of methods.
B. IMPLEMENTATION DETAILS
We implement our SACN based on the framework of Pytorch. 3 As most zero-shot learning models utilize conventional CNNs for feature embedding module, we follow the same architecture setting for fair comparison, the backbone of the proposed visual extractor is taken as two existing architectures, i.e., ResNet-101 [1] or GoogleNet [42] . The input image size of these two datasets is 224 × 224. In the stage of training visual feature extraction module, the margin of the ranking loss (e.g. α in the E.q.(4)) is set to 1.0, the balance factor β is set to 0.5 empirically. We use the Adam [44] optimizer with the learning rate is set to 4 × 10 −4 initially, and the weight decay is set to 1 × 10 −4 for all convolution and fully connected layers.
For feature fusion module, the dimension of the FC1 layer is set to 1024 and 1200 for AWA and CUB datasets, respectively. And the dimension of the FC2 layer is set to 1024 and 2048 for AWA and CUB datasets, respectively. For similarity compare module, the dimensions of the FC3 and FC4 layers are set to 400 and 1200 for all datasets.
In the stage of training the feature fusion module, weight decay is set to 5 × 10 −4 for FC1 and FC2 layers due to the existence of the hubness problem [15] in the area of cross modal mapping. But correspondingly, Hubness problem is not existed in similarity compare module since the operations are in a common space. Thus, we set the weight decay of FC3 and FC4 layers to 0. Adam with the initial learning rate 4 × 10 −4 is also adopted as the optimizer.
C. EVALUATION OF THE PROPOSED SACN 1) QUANTITATIVE EVALUATION WITH STATE-OF-THE-ART
We compare our proposed methods against current widelyused models, and the comparison results using two different backbones are shown in Table 1 . In general, we can observe that the proposed SACN is competitive with state-of-theart algorithms. Although LDF [37] is better on CUB and DEM [15] is better on AWA, our algorithm is extremely simpler than that of other methods. Moreover, the Cumulative Matching Characteristic (CMC) curves shown in Figure 8 also indicates the efficiency of the proposed SACN.
2) QUALITATIVE EVALUATION
To illustrate the effectiveness of the semantic attention on our SACN network. We sample some of the images in the AWA dataset and visualize the attention images associated with some of the attributes to obtain the property activation maps (as shown in Figure 9) . Surprisingly, in the zero-shot visual recognition problem, our SACN can associate the semantic information of the image with the corresponding attributes. For example, in Figure 9 , where the tiger and the dog stand, the plain where the antelope and sheep stand are marked as deeper red. However, it should be noted that we did not associate images with semantic attributes before training. We only use attributes to describe whether such an attribute exists in the image, or whether it has such an attribute. We can see that the proposed SACN marks the position of the attributes in the image accurately, which will help us understand how our SACN algorithm works. 
3) ABLATION STUDY a: THE EFFECT OF MORE DISCRIMINATIVE VISUAL FEATURE
In visual feature extraction module, two losses (classification loss and ranking loss) are work together to improve the discriminative of the visual feature. As shown in Table 2 , compared with the models only using the classification loss, the model with ranking loss (E.q. (4)) provides higher performance.
b: DO WE REALLY NEED CONCATENATE THE ADJUSTED VISUAL FEATURE WITH ITS CORRESPONDING ATTRIBUTE FEATURE?
Several previous works report that attribute representation can improve the zero-shot visual recognition performance significantly. In our experiment, we also observe a similar result. We compare the results using attribute feature θ s j or not in E.q. (9) , and results are reported in Table 3 . The experiments indicate that concatenating the adjusted visual feature with its corresponding attribute feature is critical to zero-shot visual recognition.
c: THE EFFECT OF DISTANCE METRIC
The dimension-wise attention and aggregation function are utilized to predict the similarity score in E.q. (10) . To examine its necessity, we calculate d ij =< 1, r s ij > +b j as baseline, where 1 is an all-one-vector and b j is a learned bias term. As shown in Table 4 , the method using the proposed distance metric is slightly better than that of baseline. In addition, it can be observed that the baseline also works well, we think the major reason is that r s ij and b j are obtained from an endto-end training model.
d: WHY USING REGRESSION LOSS AS COST FUNCTION?
Note that mean square error (MSE) loss is utilized to train our model, which is somewhat non-standard. Our problem may seem to be a classification problem with a label space {0, 1}. However, for an input image, different seen/unseen classes corresponding to different feature representations in the proposed SACN (Please refer to Figure 4 and E.q. (9)), standard classification loss often assume that all classes are sharing a common feature representation. Therefore, conventional classification loss (e.g. Softmax loss) is not suitable for our framework.
V. CONCLUSION
In this paper, we presented a novel semantic attention-based comparative network (SACN) to address the zero-shot visual recognition problem. The proposed SACN can convert a discriminative visual feature of the input image into a series of class-specific features guided by the semantic attention mechanism. And we concatenate each class-specific feature with its corresponding attribute semantic representation to get the fused feature which is able to represent visual and semantic information simultaneously. Additionally, a similarity compare module is proposed to predict the score of a fused feature belongs to its corresponding seen/unseen class directly. Extensive experiments have been conducted over two popular benchmarks to validate the effectiveness of our method.
VI. FUTURE WORK
Also as a solution to the problem of too few samples, fewshot and zero-shot visual recognition have some similarities in the framework. The zero-shot visual recognition task can obtain the prediction label by calculating the distance between the sample feature and the class semantic mapping feature in the embedding space. The few-shot visual recognition task obtains the prediction label by calculating the distance between the sample feature and the query set in the embedding space. Therefore, the zero-shot visual recognition method proposed in this paper will be equally applicable to few-shot visual recognition task after designing a proper semantic mapping part. This is what we are trying to do in the future.
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