In this paper we present numerical aspects of a modified EM algorithm of maximum likelihood to estimate the generalized hyperbolic probability distribution. The estimation is considering the parameter λ of the modified Bessel function of third order as a no constrained parameter. A suitable starting point for the numerical method is proposed to reduce the number of iterations. The goodness of fit is valuated with the log-likelihood function through an empirical test for multivariate distributions.
Introduction
A lot of evidence in the academic literature has demonstrated that the distributions of the financial returns in the stock market are not normal, see for example Eberlein and Keller (1995) and for the Mexican case, Trejo Becerril, Lorenzo Valdés, and Núñez Mora (2006) . However, numerical difficulties emerge in the case of non-normal distributions and therefore the applicability in important economic and financial phenomena can be limited. In particular, problems can appear in the case of the family of generalized hyperbolic distributions (GH), because of the number of parameters. On the other hand, the number of parameters represents a great versatility. Barndorff-Nielsen (1977) began to use the GH family in the study of the sand grains and some years were necessary to obtain robust numerical implementations. An outstanding progress in the applications of the generalized hyperbolic family was made by Blaesild and Sørensen (1992) with the development of the program HYP.
The program HYP adjusts hyperbolic distributions using maximum likelihood but the number of dimensions was less or equal than three. Prause (1999) analyzed exhaustively different specifications of calibrations for the log-likelihood function of the GH family through HYP with at most dimension three. Eberlein and Keller (1995) adjusted the univariate hyperbolic distribution for different returns of the German Stock Exchange with high accuracy. However, the multivariate case was not reported because there were problems with the convergence and the computing time using maximum likelihood.
The solution for the estimation problem appeared with the EM (expectation-maximization) algorithm. This powerful procedure presented by Dempster, Laird, and Rubin (1977) can be used in maximum likelihood estimations; for example, Liu and Rubin (1995) an initial point for the numerical algorithm. A suitable election of the initial point permit us to get a much better estimation of the parameters, reduce the number of iterations necessary to converge and avoid complications related to the instability of the procedure when we have certain values of λ.
In this paper a modification and extension of the EM algorithm of Protassov (2004) is presented in order to estimate the parameters of the GH family. We do not assume that the parameter λ is fixed like in Protassov (2004) . At the same time an initial point for the numerical procedure is taken for the parameters of the distribution. The choice of this point under the GIG distribution uses results about invariance of the parameters in the linear combination of the GH. The goodness of fit is studied trough an empirical test for multivariate distributions, see McAssey (2013) . This last one is a modification of the existent methods to facilitate a measure of the adjustment of the GH distributions and its potential application in different fields.
Generalized Hyperbolic Distribution
The family of generalized hyperbolic distributions can be obtained mixing a multivariate normal distribution and a Generalized Inverse Gaussian distribution (GIG).
This specification is established in terms of the parameters λ, χ, y, ψ of the GIG distribution, the parameters of the normal multivariate distribution μ, y, Σ and a vector of biasγ.
The GIG density function is given by
where (χ, ψ)is another specification of the third kind Bessel function, see Paolella (2007) and is given by
where λ is a real number and χ, ψ ≥ 0, Abramowitz and Stegun (1972) . Through GIG distribution it can be established the GH mixing mean-variance for a n × 1 random vectorX
Usually the new parametrization of the GIG density function through the parameters α,δ ≥ 0 such that = 2 and = 2 − ′∆ .
The multivariate GH density like in Protassov (2004) for a random vector X of dimension n × 1 is given by
Where the modified third order Bessel function is
for > 0.
There are different parameterizations for the multivariate GH distribution and in this paper we consider the specification presented by Protassov (2004) , where the problem of specification can be solved assigning the determinant of Δ equal to one. In this case, the univariate density function is defined as
The univariate density function is very important in GH family in the proposition presented by McNeil et al. (2005) . In that proposition is established that if a random vector of dimension × 1 ismultivariate generalized hyperbolic distributed with parameters ( , , , , Σ, ), then if we define = + where B is matrix × and b a × 1 vector, then Y is hyperbolic with parameters ( , , , + , ΣB′, ).
In particular, if b = 0 and k = 1 the linear combinationYof the elements of the random vectorXhas a univariate hyperbolic distribution. In this case the parameters (λ, χ, ψ)associated with the GIG in the mean-variance mixing are invariant.
This result permits us to suggest in a systematic way, an initial point for the use of the EM algorithm in the estimation of the parameters in the multivariate GH distribution.
Given the invariance of the parameters ( , , ), we use a linear combination distributed as a © Science and Education Centre of North America hyperbolic univariate distribution and the estimation of the optimal parameters ( 0 , 0 , 0 ) is trough maximum likelihood. This estimation is used as an initial point for the numerical procedure of the EM algorithm.
Estimation Procedure
Let us take a sample of random vectors X 1 , X 2 , … , X m from a multivariate generalized hyperbolic population with probability density function determined by the parametersΘ = (λ, γ, δ, β, μ, Δ), the log-likelihood function is
The key point of the EM algorithm is that it introduces latent variables w 1 , w 2 , … , w m , whose distribution GIG is such that defines an augmented likelihood function
Given an initial approximation Θ 0 , the EM algorithm is a recursive method which consists of two steps:
Step 1. Calculate the expected value of the augmented log likelihood function by the starting point Θ 0 and the random samplex 1 , x 2 , … , x m . Thus each kth iteration obtain the objective function
Step 2. Maximize the objective function g�Θ; Θ [k] � to obtain the following approximation Θ [k+1] .
In our case, the choice of our approach considers the invariance property in the GH family of linear combinations, see McNeil et al. (2005) and robustness of the median as a measure of central tendency when we have that the empirical distribution is not symmetric, Paolella (2007) . In particular, the invariance property holds for the canonical basis of ℝ n . Therefore we take as a starting point the median of the maximum likelihood univariate function itself (not from the expected value of such function). Estimators are found by univariate linear combinations = , = 1,2, … , , where B j vectors are the standard basis in ℝ n ; and X is the data matrix with m rows and n columns. Initial parameter �λ 0 , δ 0 , γ 0 � reduce the number of iterations, whereδ 0 = �χ 0 and γ 0 = �ψ 0 , because follows an univariate generalized hyperbolic distribution, see McNeil et al. (2005) , with the same parameters λ, χ, ψ of the original multivariate distribution. The univariate density function specification we used is indicated by Paolella (2007) . There is no problem with the limiting cases, i.e. when χ or ψ tend to zero.
We make the change of variable like in Protassov (2004) ,
and the corresponding conditional moments are calculated according to GIG(λ k * , δ i * , γ k * ):
Maximize the function
and update λ k−1 and γ � k−1 . Finally calculate
An Empirical Test for Multivariate Distribution GH
In general, the issue of goodness of fit for multivariate distributions is scarce. There are extensive studies to the multivariate normal case, but little has been said of the general case. There are proposals to extend the Kolmogorov-Smirnov test to the case n dimensional, Loudin and Hannu (2003) and Justel, Peña, and Zamar (1997), but application and implementation for dimensions greater than two is not simple in general cases. Similarly, there are proposals of nonparametric multivariate kernel estimates, see Gábor and Rizzo (2004) , but also the same problem appears in the implementation into higher dimensions.
In this paper we incorporate a simple test of McAssey (2013) that recently appeared in the literature for continuous multivariate distributions of any dimension. Using this procedure testing the goodness of fit to the multivariate generalized hyperbolic distribution and reinforcing the estimation and inference of our estimations.
In summary, the algorithm described by McAssey (2013) in our context is as follows: a) We assume that the null hypothesis is true, i.e., we assume that the series of exchange rate returns follow a multivariate generalized hyperbolic distribution of dimension five and via the EM algorithm estimate the corresponding parameters.
b) We generate a sample 1 , 2 , … , of size 10000 by simulation with the parameters of subsection a). Simulation of GH family uses the algorithm in Dagpunar (1989) , Kinderman (1977) and the condition | =~( + ∆, ∆) with ~( , , ). c) We calculate the Mahalanobis distance for the series of subsection b) using the mean ̂ and variance Σ � sample:
d) Next for ∈ �0,2 á �̂�� calculate Find the p-value using a simulation sample of size M on adjusted multivariate distribution function, McAssey (2013), and we reject the null hypothesis if p-value is less than some given level of significance.
Results
We use daily quotes on exchange rates (mid-price) of five currencies versus the American dollar from Bloomberg. The five currencies are the Swiss franc, the Deutschemark, the British pound, the Canadian dollar and the Japanese yen. The time period is 7/2/1986 through 10/31/2001 like in Protasov (2004). We calculate the exchange rates into logarithmic returns series. Tables 1 and 2 show the estimations with λ = −0.5 versus free λ and systematic starting point. Table 1 presents the estimates considering the fixed parameter = −0.5 and taking the initial point � = 1, � = 0, � = 0 and Σ � = (identity matrix). In contrast, Table 2 shows the results taking into account that the systematic starting point is such that maximize the likelihood function for univariate linear combination = and considering the EM algorithm with parameter free λ. Specifically, our starting point is = −0.97, � = 1.31, � = 0, � = 0 y Σ � = (identity matrix). Note that the value of log-likelihood is greater when we do not estimate with λ fixed, the p-value of the empirical test of goodness of fit is higher and the number of iterations is smaller. 
Conclusions
This paper shows how the choice of a starting point for systematic implementation of the EM algorithm can reduce the number of iterations in the estimation of the parameters of the probability distribution fitted to the time series of exchange rates: Swiss franc, the Deutschemark, the British pound, the Canadian dollar and the Japanese yen. At the same time parameter adjustment λfree achieves a higher optimal value in log-likelihood function of the GH family.
The results are corroborated by empirical test of multivariate goodness of fit and we observe a higher significant p-value for the multivariate distribution with free versus the corresponding distribution with = -0.5. Calibration adjustment for GH family is better when the parameter is free and systematic choice of an initial point.
