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For a fixed prime p, let {, be a primitive p”th root of 1 in some algebraic closure 
of Q,. Let L, = Qp(cn), and let ( , ), be the p”th Hilbert norm residue symbol of Lz. 
We compute here the conductor of the character of Lt, defined by ( , a),, in the 
case where p = 2, and a E Q$. We then calculate the conductor of the local compo- 
nent of Jacobi sum Hecke characters, ramified only at 2. This is an easy appl~~tion 
of the Hurst part, since in [S], we have expressed such characters in terms of Hilbert 
symbols. One could now use these results to compute the root numbers for the 
functional equation of the Hecke L-functions associated with these characters. 
Coleman and McCallum have obtained formulas for the conductor of the norm 
residue symbol of the p”th cyclotomic field for odd p and for the conductors of 
Jacobi sum Heckc characters unramified at 2. The computation of the root numbers, 
in the case of p odd, was carried out by Rohrlich in [S]. b 1992 Academic Press, Inc. 
Let n be a positive integer, and let p2n denate the group of 2”th roots of 
unity in a fixed algebraic closure of Q2. Let i,, be a primitive element of 
p2”, and set 
bk = iy, l<k<n, 
xk= 1 -ck, 
and let Lk = Qz(&), and 0, = Z,[ik J. 
Let ( , ), denote the 2”th Hilbert norm residue symbol, 
defined by 
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where bX(a) is the image of a under the Artin map associated with the 
Kummer extension Ln(xl’*” )/L,. (For more details on the Hilbert norm 
residue symbol, see [l or lo].) 
For UE L,*, let f,,(a) denote the conductor of the character x -+ (x, a),. 
That is, f,(u) is the largest ideal of 0, with the property that (x, a), is 
trivial on 1 +f,(u). For UEQ~, we have computed f,(u) explicitly, as 
follows: 
Any a E Qt can be uniquely written in the form: 
u=e.2’.(1-4)“, 
where 
&=$l, rEZ, SEZ*. 
More precisely, 
r = u*(u) and 
log a 
S=log(l-4)’ 
where log denotes the Iwasawa logarithm. (In particular, log 2 = 0). We are 
going to prove: 
THEOREM 1. Let t = min(o,(r), uz(s) + 2}. Then we have: IYE = 1, 
i 
P3) 
@*I 
f,(Q) = (nr- l) 
(n,- I,hx’ 
(1) 
Zf &= -1, 
1 
Q3) 
(2712) 
f,(a)= (1) 
(2) 
P2) 
if t=O 
if t=l 
if 2 6 t 6 n and t = vz(s) + 2, or 
if 26t=n-1 undu,(s)+2=t+l 
if 2<t<n-1 and t<o,(s)+2 
otherwise. 
if t=O 
if t=l undn>2 
if t=l,n=2undo,(s)>l 
if t= 1, n=2 and o,(s)=0 
if ta2. 
(1.1) 
(1.2) 
We will then use Theorem 1 to compute the conductor of the local 
component of the Jacobi sum Hecke characters studied in [6]. For this 
purpose, let us briefly recall the result from [6], which we state below, as 
Theorem 2. 
ON 2-ADIC HILBERT SYMBOLS 87 
To any triple of integers a, b, c such that a + b + c = 0, we associate a 
Jacobi sum Hecke character prl, L., 
cyclotomic extension of Q. Then pki,, 
on the group of ideals of the 2”th 
induces a unique continuous charac- 
ter Pgb,, on L,* , and we have that 
(For precise definitions and details on Jacobi sum Hecke characters, see, 
for instance, [ 11 or 63). 
Let w = 1 - 21,. Then we have 
THEOREM 2. Let a, 6, CEZ be such that a+ b+ c=O, a=2’a’, a’, b, c 
odd, and 1 <r<n. Then for xEO,*, 
where 
P -FL,,.(x) = (u~~‘“~~( 1 -4)” aabhcC, x),, (1.3) 
i 
-7-3 if r<n-3 
s= 2”-3 if r=n-2 
0 if r=n-1 anda’-lmod4 (1.4) 
2”-1 if r=n-1 anda’-3mod4. 
Using Theorem 2, it is now an easy application of Theorem 1 to compute 
the conductor of Pgb,,.. Let U, be the subgroup of index 2 in O,*, defined 
by 
U,= {x~O,*lN~(x)= 1 mod2”+‘}. 
We will show the following: 
COROLLARY 3. For a, b, c E Z such that a + b + c = 0, satisfying a = 2’a’, 
a’, b, c odd, and 1 < r < n, the conductor of jig’,< is (22). The conductor of 
pti,, restricted to U,, is (rcf). 
Coleman and McCallum have computed the conductors of Jacobi sum 
Hecke characters unramilied at 2, in [S]. Some partial results and 
estimates of the conductor of Jacobi sum Hecke characters can be found 
in [4, 5, 91, I am indebted to my thesis advisor Robert Coleman, for 
introducing the problem to me, for discussing it with me, and for many 
useful suggestions. 
In Section 2 we compute f,( (1 - 4)“) for s E Z,. In Section 3 we compute 
f,(2’) for r E Z. In Section 4 we give the proof of Theorem I, and, finally, 
in Section 5 we prove Corollary 3. 
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For the computation of the conductors f,,(a), a E Q;, we shall use a 
corohary of Coleman’s reciprocity law [2], which can also be found in 
f3, Theorem 6.31. We state this result for our case, as Theorem 4 below. 
Let g(x)EZ*[xl] be such that 
g(G) = Wfd%,)) for 1 <k 6n, 
where Nz is the norm map from L, to Lk. For a series h E Z,[,X~, we set 
Then we have: 
THEOREM 4. Suppose f~ 2, f > 0. Let g E Z,[x] be as above. Then the 
following are equivalent: 
(i) The conductor of ( , g(n,)), is (n.{). 
(ii) (a) f 3 (3) and for 0 <k E Z, jn h(Dg/g) = 0 mod 2” fur all 
h E xkZ2[lx] if and only if k 2 j; or 
(b) f = 2, ~,Wg,'g) = 0 mod 2” for all h E x”Z2[xlj, and 
W(g(~,J)$ (2X1 + 2*‘%L or 
fc) f = 0, j,Wg/g) = 0 mod 2” for all h E x2Z2[x], and 
N~(g(~,~))~ <2)fl +2*‘%). 
We will often use Theorem 4 in the form of Coroitary 5 below: 
COROLLARY 5. Let gE ZJx] be as above. Let k, = ~,,(2~~+l -mi) -
u,((Dg/g)(7tJ)for 1~ i 6 n. Let A4 be such that k, = maxi {k,f and suppose 
that k, > ki for i # M. Then the conductor of ( , g(x,)), is (xi”) if kM > 2. 
Zf k,<2, the conductor is (E:) if N;(g(rr,))$(2)(1+22nZ,), and (1) 
otherwise. 
Proof of Corollary 5. First notice that since the different of Li is 2”--‘, 
the following statements are equivalent: 
(a) ( l/2”)(T;(h(n,)(Dg/g)(xi)) = 0 mod 2” for a11 h EX~Z~[[X]. 
(b) h(zi)(Dg/g)(ni) o (2’?‘. 2’ ‘) for ail h E xkZ,I[x]. 
(C) k +U,~((L)glg)(ni))kU,,(22”1’~‘f. 
(d) k3kj. 
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Now let k, = max, {ki} and suppose that k, > k, for i # M. In this case we 
have that 
f 
h Dg = ; ,i Tf (h(xJ 9 (xi)) 
n g ,=l 
0 mod 2” if h E xk,vZ2 1x1 
;;lfT~lhll~)~(n,))mod2. if h~x~+-~Z~[x]. 
Therefore, f of Theorem 4 is equal to k,. The result follows. 
2. THE CONDUCTOR OF (1-4)” 
Let a = (1 - 4)“, s E Z,. In this section, we are going to show the 
following proposition: 
PROPOSITION 6. Let u= uz(s). The conductor f,(a) of the character 
x + (x, a), is giuen by 
Proof of Proposition 6. We will apply Theorem 4 of Section 1. We need 
to provide a function g E Z,[x] such that 
g(d = 4 g(Q) = W%f) for l<kkH, (2.1) 
and to compute the minimal k such that 
I hB=Omod2” for all n g h E x“Z,[x]. 
Let gl(x) E Z,[x] be defined by 
g,(x)=(l-4) fi l-2[2”1 
> 
(3 
i=l c2”-il ’ 
(2.2) 
where, for j E Z, [2’] E Z[x] is given by 
[2j]=l-(1-x)” 
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and lj E Z, is determined by the relation (1 -Z’+ I)” = ( 1 - 4)*’ ‘, that is, 
/,=2’-’ log(l-4) 
’ logfl-21.1) ’ 
16i6n. 
Let g = g”; . We claim that g satisfies (2.1). Indeed, we have that 
(2.3) 
(2.4) 
Using the observation that 
(1 -n,)2”-“= rz”-‘i- 
ih 
_ yf”-5 for 1 <k<n, (2.5) 
we have from (2.4) that 
(2.6) 
Using (2.6) and (2.3) we obtain that 
n k w - k 
g,(7ck)=(1-4) n (1-2’+‘)‘(=(1-4) n (l-4)2’.‘, 
I==1 ,=I 
and, since C;r: 2’-’ = 2”-” - 1, we have that 
g,(n,) = ( I - 4)? (2.7) 
In particular, ~~(g,(~~~~= gl(zk). It follows that g satisfies (2.1) as 
claimed. 
Now we need to compute the minimal k satisfying (2.2). We first need 
an estimate for Dg/g=s(Dg,/g,)(x,). W e will prove the following lemma: 
LEMMA 7. With notation as above, we have 
while if n is even, 
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Proof of Lemma 7. We have that 
Dg, r(x)= i -21, ~GW2”-‘1) 
i=l l-2([2”]/[2”P’])’ 
91 
(2.8) 
By (2.4) we have that 
2’- I 2’- I 
=(x-l) C -2’i-ti(l-x)2n~‘j~‘=2”~f C ,j(l-x)2”m’/, 
,=I /=o 
We will now distinguish two cases: 
Case (i). 1 <k <n - i. Then by (2.5) we have that 
2’- 1 
(2.9) 
Case (ii). n-i< k < n. In order to compute D( [2”]/[2”pi])(zk), we 
first apply the quotient rule, 
D( [2”pi])[2”] 
P”-‘I2 ’ 
(2.10) 
and we observe that 
(i) ([2”]/[2”Pi])(n,)=0, for n-i<k<n by (2.6) 
(ii) D[2”](7cr,)= -2”, and that 
(iii) [2+‘](7rk)= 1 -CT-‘= 1 -[r-‘+“-k= 1-[k+i-n=7rk+i-... 
Using (i), (ii), and (iii), (2.10) gives that 
(z,)= --&. (2.11) 
Now we use (2.9) and (2.11) with (2.6) to obtain from (2.8) that 
(2.12) 
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By (2.3) we have that I, = 1 mod 2 for 1 <i< n, and so from (2.12) 
Lemma 7 follows. 
Using Corollary 5, and for g = gs, we will now compute the k;s. We 
have that for 1 < id n, 
k, = 4,(2 2n + ’ ‘) - v,, (% (Xi)) - u,,(s). 
Letting u = u2(s), by Lemma 7 we have that 
2’-‘(n-i-u+ 1) if n - i is even 
2’+‘(n-i-u+ 1)-2’-Z if n-i is odd and ia 
(2.13) 
while 
k,<n-l-u if n is even. 
Using (2.13) we can now determine k, =max, {ki}. We have that 
k, = k, _ u if u is even, while if u is odd, k, = k,- u~I. In both cases, 
k, = 2”-“- ‘. We will now apply Corollary 5 to the computation of f,,(a). 
We have two cases: 
Case (i). u 6 n - 3. Then k, = 2”~“~‘, and for all j#M, k,<k,. So, 
in this case 
f,(a)= (ni”~“-I) = (n,, ]). 
Case (ii). u =n- 2 or u= n - 1. In this case k, ~2, so we need to 
compute Ny(g(n,,)). By (2.7) we have that 
NY( g(71,)) = (1 - 4)2”+; 
therefore 
N’lM%)) E (1 + 22”z2) if u=n-1 
Wk(%l)) + (1 + 22”z2) if u = n - 2. 
By Corollary 5, we have 
i 
(7.L1) 
f,(a)= (1) 
if u=n-2 
if u=n-1 
in this case. This completes the proof of Proposition 6. 
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3. THE CONDUCTOR OF 2’ 
Let a = 2’, Y E Z. In this section, we will show the following proposition: 
PROPOSITION 8. Let v = u>(r). Then the conductor of ( , a), ,for n 3 2 is 
given by 
if v = 0 
lj” v=l 
if 26v<n-1 
otherwise. 
Proof of Proposition 8. For v = n - 1, v > 2, Proposition 8 follows 
immediately, since L,(a “*” ) = L,(d) = L,, for n > 3, because 
2 = (c3( 1 - c2))*. So, from here on we assume that for v 3 2, we also have 
that v<n- 1. 
We will follow the same steps as in the proof of Proposition 6, only the 
computations will be slightly more complicated. Let g, E Z,[x] be defined 
by 
g, = iir Ctl(x), 
1=1 
where n’ indicates the product taken over indices prime to 2. Then we 
have 
Let g = g;. Then 
An,) = 4 g(nk) = NZ(Q) for 16kdn. 
Now we need to compute the minimal k such that 
s h%=Omod2” for all hExkZ2[x]. n g 
In order to do so, we need to obtain an estimate for (Dg/g)(7tk) = 
r(Dg2/g2)(nk). We will show the following lemma: 
LEMMA 9. With notation as above. we have that 
if k=l 
if k> 1. 
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Proof of Lemma 9. It is easy to see that 
hence we have that 
DCtl t(1 -x)’ -= - 
Ctl 1-(1-x)‘; 
Furthermore, since t is odd, we have that T’;([:/( 1 -[L)) = -2kp2, and 
therefore 
= -2npk if ‘i: 
,=, 1 -i: 
2k yk(yk- 1)(-2k-2) 
2 
= -2n-k ;’ ti: I y+kp3(y k-1). 
,=* 1 -r: 
(3.2) 
When k = 1, (3.2) gives that 
Dgz 
g:(n1)=2”-’ 1)=22n-3, 
while if k 3 2, we successively use the relation 
to obtain that 
Notice that 
2;: r:-r+, 
r=, 1 +i:.-,+,= ,=I 1 +i:-r+I 1 +LLr+1 
*q r:-,+, + i*sLr+, ) 
2k-‘7’ (1 +iz)i:-.+, +xzi,L+, 
= ,;, (1 +iL,+,Nl+12G-r+l) 
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Also, since 
and 
42 n+k-3)>4,(2”-‘) for k32, 
we use (3.3) to obtain from (3.2) that for k 3 2, 
Da g,(Kk)‘2”-1(2*~2+2k~2(1 +<,))+0(2+‘), 
as claimed. This completes the proof of Lemma 9. 
Using Lemma 9, we can now compute the ki’s, 1 G i 6 n, as defined in 
Corollary 5. We have 
if i=l 
if i>2. (3.4) 
In order now to determine the minimal k which satisfies (3.1), we will 
distinguish two cases: 
Case(i). v=O or v=l. Then 
k,=mpx{k,}=max{k,,,k,}= 
if v=O 
if v=l. 
Furthermore, k, > kj for j # M, and therefore by Corollary 5, 
f,(a) = bP) = {i;:; 
if v=O 
if v=l. 
as claimed. 
Case (ii). 2<v<n-1. Then 
kM=max{k,_,+,, kn-,,+2, k,} =k,-,,+,=k,p,,+z= 2”-“+I. (3.5) 
In this case we cannot apply Corollary 5 directly, since the maximum value 
of the kts is attained twice. Notice that 
,ryT;+, {k,}=k,~,,=3~2”~“~’ (3.6) 
rfn-vt2 
481/14911-7 
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and k,, i, > k, for i # n - v, n - v + 1, n - v + 2. Therefore as in Corollary 5 
we have that 
h .g, ( T; h(ni) 9 (n;,) z 0 mod 2” > for all h E xkn -%Jxj. 
i # t, r+l 
i f II -- 0 i- 2 (3.7) 
To find the minimal k of (3.1) we will use the foliowing lemma: 
LEMMA 10. Let Z<v<n-1, and /et m=n-v-t]. Let g, he the 
minimal k such that 
for all h E xkZ,[rx]. We have that i;, = 2” - 1. 
Proof of Lemma 10. It follows from (3.5) that /?, $2”. Therefore, using 
the additivity of the trace, we may assume that h is a monomial. We will 
show that (3.8) holds for h = .?“’ -~ ‘, and it does not hold for h = xZm ‘. 
First, observe that for a positive integer t, 
where 
(3.9) 
+2t7tE;i +2t7rk+‘L mod4 if t is odd 
,+,+2nk+,mod4 if t is even. 
(3.10) 
Indeed, (3.9) follows from the observation that 
~,=N~+‘(71,+*)=~,+1(2--,~+,), 
since then we have 
Since m 2 2, Dg/g = r(Dg,/g,), and since Dg,/g,was estimated in Lemma 9, 
we have that 
=:--- y.p-2 T;‘(h,) + T~(T& -r(2”-‘(1 + t2) + Uf2”-I)))) 
+ T;f+i(R;+, (-r(2” .‘(l +i,)+0(2”y’1)))1. (3.11) 
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Since the different of L, is 2”- ‘, we find that 
-& T’;(nk,( -r(2”p2( 1 + i2) + 0(2”- I)))) =O mod 2” 
iff k> 3 .2” -2, 
and 
(3.12) 
while 
iff k>2’+‘, 
&(-r ‘2” -27’~(bk))=Omod 2” 
iff u,,(bJ 3 2”, iff k 3 2’” - 1. 
(3.13) 
(3.14) 
Since m>2, 3.2”p2, 2”-‘, and 2”-1 are distinct, with 2” - 1 the largest 
of them. So using (3.12), (3.13), and (3.14), we have from (3.11) that 
i 
=Omod2” if k=2”-1 
= f Omod2” if k=2”-2. 
This completes the proof of Lemma 10. 
Using also (3.6), it follows now that the minimal k of (3.1) is it, of 
Lemma 10, and hence 
fnw=(Llhlr’ if 26v<n-1, 
which completes the proof of Proposition 8. 
4. PROOF OF THEOREM 1 
Let a E QT. We will distinguish two cases, as a E (2)( 1 + 4Z,), or 
U$ (2)(1 +‘&): 
Case(i). If a~(2)(1 +4Z,), then u=2’(1 -4)” for some rEZ, 
SEZ2, and since 
( 3 ahI= ( 7 2’),( 3 (1 -4)X 
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if the conductors of the latter two characters are distinct, the conductor of 
( , a), is the smallest. ideal of the two. It is easy to see from Propositions 6 
and 8 that this is always the case. Then (1.1) of Theorem 1 follows. 
Case(ii). Tf a$(2)(1 -i-42,), then a= -2’(1 -4)” and we need to 
compute the conductor of ( , - 1 ),,. We have 
LEMMA 11. The cu~~~~r~~ of ( , - 1 f, is (22). 
Proof of Lemmn 11. Let g(x) = (1 -x)‘“.‘. Then g(q) = - 1, g(ni) = 1 
for 1~ i < n; hence 
The k’s of Corollary 5 are easy to compute. We have that 
hence kj = 2’- i(~ + 2 - i), and we have 
max{ki} =k,, = 2” and k, > ki for j#n. I 
Therefore by Corollary 5, we have that 
I;,( - 1) = (4 = P’h 
as claimed. 
Using Lemma f 1, we have that for t # I the conductors of ( 9 - 1 ),z and 
f , 2’(1 - 4)“f,, are distinct. So (1.2) of Theorem 1 folows easify in this ease. 
There remains to prove ( I +2) of Theorem 1 for r = 1. We need the following 
lemma: 
LEMMA 12. Let Y = & 2. Then the conductor of ( , - 2’),* is (27~~) iJ 
n > 2, while the charmer is trivial 5f n = 2. 
Proof of Lemma 12* Let 
g(x)= (1 -x)2”-’ (j rt1q. 
(g(x) is simply the product of the g’s used in the conductor computations 
of Lemma 11 and Proposition 8.) Then we have 
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Using (4.1) and Lemma 9 we have that 
Llgtzk,={2!~~ -r.22n-m3 if k=l 
-r.(2”-2+2”-2(1+[2)+0(2’z-1)) if k> 1; 
therefore since r = &2, 
so we can compute the k;s of Corollary 5. We have that 
if i=l 
2’-yn+2-+2’ -2 if i> 1, 
so 
k,=max {k,)=max(k,,k,)=3.2”-2. 
i 
If n 3 3, then k, = k,, and k,, > k,i for n # j. Then by Corollary 5, we have 
fn(--2’)= (n y2)=(27c2). 
If n=2, observe that L2(( -4)114)= L,, since (1 + <2)2 = --4. This com- 
pletes the proof of Lemma 12. 
Now using Lemma 12 with Proposition 6, gives the part of formula (1.2) 
for t = I, and thus completes the proof of Theorem 1. 
5. PROOF OF COROLLARY 3 
We keep the notation of Theorem 2. To prove Corollary 3, we will 
compute fn(~-2”-2) and f,(( 1 - 4)” &hbc(‘), separately. First, we need the 
following lemma: 
LEMMA 13. Let w = (1 - 2c2). Then for n 3 2, fn(w2”-*) is (7~:). 
Proof of Lemma 13. It was shown in [6, Section 31, that f2(w)= (7~:). 
So now let r? 2 3. Using the norm restriction of the Artin map we have that 
(W 2”-*, x), = (w, N;(x)),. 
It follows by induction on n that the smallest k such that 
N’;( 1 + (7~;)) C_ 1 + (n:) is k = 3, and therefore that (R,,)~ c fnfw2R.m2). The 
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observation that <i E 1 + (z,,)’ and it satisfies (u.‘” ‘, [,S)n = - 1, completes 
the proof of Lemma 13. 
Next, we will show the following lemma: 
LEMMA 14. With r, s, a, a’ h, c as in the statement of Theorem 2, we have 
that 
(1 - 4),’ (f/p(.’ = ( - 1 )” ’ + ’ 2’( 1 - 4)d, 
with 1 E Z, d E Z,, satisfying that 
min{o,(d) + 2, u2(/)} = 
u,(d) + 2 = r if’ r32 
02(l) = 1 if r=l. 
(5.1) 
Proof of Lemma 14. Since a + h + c =O, we have that b +k c mod 4 
if r 2 2, while if r = 1, we have that h = c mod 4. Therefore bbc(’ = 
(-1y’+1 mod 4, as claimed. It remains to show (5.1). 
Since I= r .2’. a’, for r = 1 the lemma is trivial, since u,(d) + 2 3 2. So, 
we may assume that r > 2. Then 
u,(l) = r + u2(r) > r. 
On the other hand, 
d = s + log(a”bbc”) 
log(l-4) ’ 
with s as in (1.4). Notice that 
ay,bc’, = ( - 1 y 
(z$ (2%)“. 
Since r > 2, we have that 
log(al(a + b))” = o mod 
log(1 -4) 
2r 
3 
while 
log(b/(a + b)Y ab 
log(l-4) 
e G mod 2’. 
It follows from (5.3) that 
(5.2) 
(5.3) 
u2 (1Po6$P;“:)))=r-Z. 
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Also from (1.4) of Theorem 2, we have that u*(s) > r - 2, therefore (5.2) 
gives that 
u2( d) = r - 2. 
Therefore 
in this case as claimed. This completes the proof of Lemma 14. 
From Theorem 1, using Lemma 14, we have that 
f,( ( 1 - 4)” UUhhCC) = (2’). (5.4) 
From (5.4), together with Lemma 13 and the observation that (2*) c (rci), 
it follows that the conductor of Pzj,,. is (2*). Notice also that for XE U,, 
(-1,x),=1, and that with 1, d, as in Lemma 14, we have that 
f,(2’(1 - 4)d) = (rcf). Since (nf) G (rci), it follows that the conductor of the 
restriction of filli,, to U, is (nf), which completes the proof of Corollary 3. 
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