A non-equilibrium molecular dynamics model is developed to investigate how a thin film confined between two dissimilar solids affects the thermal transport across the material interface. For two highly dissimilar (phonon frequency mismatched) solids, it is found that the insertion of a thin film between them can greatly enhance thermal transport across the material interface by a factor of 2.3 if the thin film has one of the following characteristics: (1) a multi-atom-thick thin film of which the phonon density of states (DOS) bridges the two different phonon DOSs for the solid on each side of the thin film; (2) a single-atom-thick film which is weakly bonded to the solid on both sides of the thin film. The enhanced thermal transport in the single-atom-thick film case is found mainly due to the increased inelastic scattering of phonons by the atoms in the film. However, for solid-solid interfaces with a relatively small difference in the phonon DOS, it is found that the insertion of a thin film may decrease the thermal transport.
Introduction
With the rapid progress in fabrication technology, many nanoscale structures such as semiconductor superlattices, multi-layer coatings and polymer nanocomposites have been widely used in advanced devices. Thermal management is a serious issue in the application of nanostructures [1] . Due to the high surface-to-volume ratio in nanostructured components and devices, the thermal transport at material interfaces often dominates the overall thermal behavior. In general, thermal resistance across a solid(A)/solid(B) interface is strongly affected by the difference in phonon density of states (DOS) between the solids, and the difference is qualitatively determined by the ratio of the Debye temperatures of the two solids [2] . When the Debye temperature for solid A differs greatly from that for solid B, which will be referred to as dissimilar or phonon frequency mismatched solids in this paper, there will be a large difference in phonon DOS. The large difference in phonon DOS normally results in poor thermal transport across the interface. As an example, it was measured from experiments [3] that at room temperature the thermal resistance at the Au/sapphire interface is about 2 × 10 −8 m 2 K W −1 , while the Debye temperature differs between Au and sapphire by a factor of 6. In this case, the interfacial thermal resistance is equivalent to the thermal resistance of a 6 µm-thick Au film. An interface with such a high thermal resistance plays a critical role in nanoscale thermal transport. In addition to the difference in phonon DOS, the interfacial thermal resistance is also affected by many other factors such as temperatures and interfacial conditions. To explain the thermal transport phenomena at different kinds of solid-solid interfaces, a variety of theoretical and numerical models have been proposed in the past decade [2, [4] [5] [6] [7] [8] [9] .
As compared to the acoustic mismatch model (AMM), the diffuse mismatch model (DMM) and the lattice dynamics (LD) model, the molecular dynamics (MD) simulation method is a more realistic model in investigating the thermal transport mechanism since the MD simulation method accounts for both the elastic and inelastic scattering of phonons at the solid-solid interface and is able to build well-controlled interfaces at the atomic level [1, 2, 5, [7] [8] [9] . For instance, a temperature dependent thermal resistance at the solid-solid interface was observed in MD simulations [2, 7] . The decrease in interfacial thermal resistance with increasing temperature agrees with experimental results [10] and is attributed to the increase of inelastic phonon scattering at the interface. For highly mismatched interfaces, it was found from MD simulations [2, 5] that mixing of the two solid materials at the interface can significantly reduce the interfacial thermal resistance. The reduction is also attributed to the increased inelastic phonon scattering which is not accounted for by AMM, DMM or LD models [2] . Most MD simulations of the thermal transport across solid(A)/solid(B) interfaces were carried out in a system where the two solids are in direct contact with each other. In this work, a non-equilibrium MD model is developed to investigate how a thin film confined between two dissimilar solids affects the thermal transport across the material interface.
Thin films with thickness as small as 1 nm exist in many advanced technological devices such as quantum cascade lasers and field effect transistors [11] [12] [13] . The technology of soldering submicron-sized electrical contacts to a single atomic layer has also been developed [14] . The thermal transport properties of thin films are being studied since they have the potential to increase the efficiency of many energy conversion devices [9] . Recently, the thermal transport across interfaces in a solid/film/solid structure has been studied by MD simulations [9, 15] . In the simulation, a thin film with the thickness of a few atomic layers is confined between two solid slabs. The two solid slabs are made of the same material which is different from the thin film material. It was found that the interfacial thermal resistance decreases rapidly with decreasing film thickness. Inspired by this result, we consider if it is possible to significantly reduce the thermal resistance at the interface of two dissimilar materials by inserting a thin film between them. In this work, therefore, we study the thermal transport across a solid(A)/film/solid(B) structure by MD simulations and compare R F , the thin film thermal resistance, to R S , the thermal resistance at the solid(A)/solid(B) interface. The objective of this study is to find appropriate film properties to improve thermal transport across a phonon frequency mismatched interface. The R F dependence on film thickness and the film-solid binding strength are investigated. Only thermal transport by phonons is considered in this work. Since phonons are the primary thermal energy carriers in most semiconductors, the simulation results are more applicable to the thermal transport in semiconductor nanostructures.
MD model
The schematic diagram of a system which simulates the thermal transport across a solid(A)/film/solid(B) structure is depicted in figure 1 . The system consists of two solid slabs which sandwich a thin film. The whole solid(A)/film/solid(B) structure is confined by a liquid bath. The liquid bath is included in the system only for numerical reasons which will be explained later in this section. The atoms in each solid slab are arranged into a [1 0 0]-oriented perfect fcc crystal with 32 unit cells in the x-direction and 8 unit cells in each of the y-and z-directions. Simulations were also performed on larger structures, but no noticeable difference in simulation results was observed. The initial atomic structure in the thin film is the same as that in the solid slab except that the thin film contains only a few atomic layers in the x-direction. Periodic boundary conditions (PBCs) are applied in all three directions. All inter-atomic interactions are modeled by the Lennard-Jones (LJ) 
]. In this work, the general effects of thin film on interfacial thermal transport are of interest. The LJ potential is used to account for the general aharmonic nature of real materials [2, 6, 7] . More realistic potentials are planned to be used in the future for specific materials.
The liquid-liquid and solid-liquid interactions are modeled by the LJ potential with parameters (ε, σ ) and (ε SL , σ ), respectively. Note the magnitude of the potential well depth, ε, represents the binding strength. Since in this simulation the solid(A)/solid(B) interface is far away from the solid/liquid interface, the solid-liquid interaction will not affect the thermal resistance at the solid(A)/solid(B) interface. Hence, we simply set the solid-liquid binding strength ε SL = ε. The liquid mass is equal to m and the reduced units based on m, ε and σ of liquid are used throughout in this study. The LJ potential for the solid(A)-solid(A) interaction and solid(B)-solid(B) interaction is given by (ε A , σ ) and (ε B , σ ). The Lorentz-Berthelot mixing rule is employed to calculate the LJ parameters for solid(A)-solid(B) interactions.
To study the effect of thin film on the thermal transport, we need to assign potential parameters for solid(A)-film, solid(B)-film and film-film interactions and also assign the film thickness. The thin film thermal resistance, R F , actually depends on all these parameters. In this work, however, we are interested in investigating the influence of the film thickness and the film-solid binding strength on the R F . To save the total computational cost, therefore, we assume the film-solid binding strengths are the same as the film-film binding strength in the simulation. And the film-film binding strength is always set smaller than the solid-solid binding strengths ε A and ε B . Accordingly, the film-solid and film-film interactions are modeled by the LJ potential with the same parameters (ε F , σ ), where ε F is less than the ε A and ε B . The masses of the atoms in solid(A), solid(B), and thin film are m A , m B , and m F , respectively. The lattice constants of solid(A), solid(B) and thin film are all set to the same value a 0 = 1.56σ which is approximately the lattice constant of a fcc lattice at equilibrium. Therefore, there is no lattice mismatch in the simulation system and the effects of interface strain or distortion on thermal transport are not taken into account in this model. To create the phonon frequency mismatch between different materials, we vary the potential well depths ε A , ε B , and ε F or the atomic masses m A and m B in the simulation.
Before a heat source and a heat sink are applied to produce temperature gradients in the system, the whole simulation system is equilibrated for a reduced time period of 200 to ensure the desired temperature is reached. We integrate the equations of motion using a velocity Verlet scheme with a reduced time step size of 0.003. The Berendsen et al's algorithm [16] with a reduced time constant of 0.3 is used in the equilibrium MD simulation. The length of the liquid bath is adjusted to let the density of liquid reach the desired value. Using the liquid bath, the simulation can always be performed at the same temperature and pressure. The cut-off radius for all interactions is 2.5 σ . The lattice constants of solids and thin film are fixed at a 0 in the direction parallel to the interface during the equilibration. The temperature and density of liquid are equilibrated to the reduced values of 1.25 and 0.84, respectively. Therefore, the lattice constants of solids and thin film in the direction perpendicular to the interface are relaxed to appropriate values so that the stress in the heat flux direction can always reach the same value no matter what potential parameters or masses are assigned to the solids or the thin film.
Following equilibration, the thermostat is removed and a heat source and a heat sink are applied in the liquid region as depicted in figure 1 . The total number of liquid atoms included in the system is 8704. The length of liquid slab on each side of the solid(A)/film/solid(B) structure is about 34 in reduced unit. Each liquid slab is divided evenly into 13 slices in the x-direction. The middle three slices in each of the two liquid slabs are set as the heat source or heat sink. In the non-equilibrium MD simulation, a constant energy E is added to the energy of the atoms in the heat source and is subtracted from the energy of the atoms in the heat sink at each time step by using the Jund and Jullien's method [17] . Since the simulation system is not symmetric with respect to the heat source or heat sink, the heat fluxes flowing out from the heat source in the positive and in the negative x-directions are not equal. Hence, the heat flux q S across the solid(A)/film/solid(B) structure needs to be obtained from the simulation. In the simulation, each of the two solid slabs is divided evenly into 16 slices in the x-direction with each slice containing four atomic layers. As shown in figure 1 , the middle four slices in each of the two solid slabs are set as the heat flux measurement (HFM) region. To evaluate the average phonon heat flux q S , the following equation is used for the calculation [18] .
In equation (1), V is the volume of an HFM region, E i is the sum of the kinetic energy and potential energy of atom i, v x,i is the velocity of atom i in the x-direction, and − F ij denotes the inter-atomic force. The first term on the right-hand side of equation (1) is a summation over all atoms in the HFM region. The double summation in the second term is over all pairs of atoms with the condition that the line connecting the two atoms is contained or partially contained in the HFM region. Accordingly, x * ij in equation (1) is the x-component of the whole connecting vector or the portion of the connecting vector contained in the HFM region.
In the non-equilibrium MD simulation, a total heat flux of 0.16 in reduced units is applied to the simulation system for a reduced time period of 1200 to allow the system to reach a steady state. Subsequently, the non-equilibrium MD Figure 2 . Temperature profile in the x-direction of the simulated system in which the thin film contains two atomic layers and ε F = 1. All quantities are in reduced units. The uncertainty of temperature is less than the size of the symbols. simulation is carried out for another reduced time period of 4000 for data collection and averaging. At each time step, the temperature of each solid or liquid slice is calculated. The temperature of the thin film and the heat flux in solid HFM regions are also calculated. At the steady state, the average heat flux in each of the two solid HFM regions becomes almost identical, and their average value is used to evaluate the heat flux across the material interface. Using the block average method [19] , the statistical uncertainties of the calculated temperature and heat flux are estimated to be ±0.2% and ±2.5%, respectively. In section 3, all physical quantities are given in reduced units. All MD simulations in this work are performed at the reduced temperature of 1.25.
Simulation results

Thermal resistance at the highly mismatched interface
We firstly consider a system containing two solid materials with highly mismatched phonon frequencies. We set ε A = ε B = 5, m A = 1 and m B = 9 such that the simulation temperature (T = 1.25) is about one-half of the melting temperature of the two solid materials [2] . As the frequency of the atomic vibration is proportional to the square root of potential well depth over atomic mass, the high phonon frequency mismatch is achieved by setting a high mass ratio (m B /m A = 9) in this simulation. Thus, √ (ε B /m B )/(ε A /m A ) = 0.33. For the thin film material, we fix m F = 2 and vary the film-film and film-solid binding strengths by setting ε F = 0.25, 0.5, 1, 2 or 4 such that
.22, 0.32, 0.45 or 0.63. Therefore, the variation of phonon frequency mismatch between thin film and solid A is achieved by changing ε F in the simulation. Additionally, we vary the thickness of the thin film from one-atom-thick to four-atoms-thick to investigate the influence of film thickness on thermal transport across the interface.
A typical temperature profile in the x-direction of the simulated system is shown in figure 2 . The results shown in figure 2 are obtained when the thin film contains two atomic layers with ε F = 1. It can be seen that the temperature profiles in the two solids are almost linear. The temperature gradient in solid B is larger than that in solid A, which indicates solid A has a higher thermal conductivity. In the simulation, we apply the method of linear least squares to the temperature profile in each solid slab and evaluate the linear fits at the two solid/film interfaces to determine the temperature difference T as depicted in figure 2 . Note the temperature points most adjacent to the interfaces are ignored in the linear fit process since the temperature distribution near the interfaces is generally nonlinear. The thin film thermal resistance R F is determined by equation (2) .
where q S is the heat flux across the thin film which is determined by equation (1) . In this set of simulations, the measured q S s for different thin film parameters are mostly around 0.052. The same method is applied to calculate R S , the thermal resistance at the solid(A)/solid(B) interface. In the calculation of R S , T is determined from the difference of the linear fits of temperature profiles in solid A and solid B at the solid(A)/solid(B) interface. By repeating the simulation with four independent random seed values and performing error propagation analyses [2] , we find the uncertainty of T in most simulation runs is less than 3%, and the uncertainty of thermal resistance is typically less than 4%. When solid A is in direct contact with solid B, it is found that R S = 2.03 for an atomically perfect interface. When a thin film is inserted between solid A and solid B, R F as a function of ε F and film thickness is shown and compared to R S in figure 3 . The ratios of R F to R S as a function of film thickness for fixed ε F s are shown in figures 3(a) and (b). For all fixed ε F s, it is found that R F always decreases to a value considerably lower than R S and then increases as the number of atomic layers in the thin film increases (for ε F = 4, the R F and R S ratio starts to increase after the fourth layer, not shown in the figure). If ε F is equal to 1 or lower (relatively low ε F s as compared to the simulation temperature which is 1.25), R F s reaches the minimum when there is only one atomic layer in the thin film. For ε F = 2 and 4, R F s reaches the minimum when there are, respectively, two and four atomic layers in the thin film. Figure 3(c) shows R F as a function of ε F for thin films with a fixed number of atomic layers. It is seen that R F versus ε F curves show totally different behaviors for single-layer film and multi-layer films. If the thin film contains only one atomic layer, it is found in figure 3(c) that R F increases with ε F , which indicates that the lower film-solid binding energies will result in a better thermal transport. If there are two or more atomic layers in the thin film, it is found that R F generally decreases with increasing ε F . If ε F is higher than 2, however, it is shown that the increase in ε F has only a small effect on R F . The simulation results shown in figure 3 clearly indicate that it is possible to significantly improve the thermal transport across a solid(A)/solid(B) interface of two highly mismatched materials by inserting a thin film between them. The minimum R F /R S = 0.47 is obtained in the case of a single-layer thin film with ε F = 0.25.
To understand the mechanisms responsible for the variation of R F with ε F and film thickness, the vibrational density of states (VDOS) for surface atoms in solid A and solid B and atoms in different layers in the thin film are calculated from the Fourier transform of atomic velocity autocorrelation functions (VAF) [19] . The VAF is obtained from an equilibrium MD simulation of the same system at the temperature of 1.25 in the microcanonical ensemble. The calculated VDOSs for the systems with different ε F s and film thicknesses are shown in figure 4 . It is found that the atoms at the two solid surfaces and in the thin film all vibrate primarily with reduced frequencies below 10. Therefore, we only show the VDOSs in the frequency range less than 10 in figure 4 .
Due to the difference in atomic masses, the VDOSs of the surface atoms in solid A and in solid B mainly populate in frequencies ranging from 2 to 9 and from 0.5 to 3, respectively. The small overlap between the two VDOSs indicates that the thermal energy transport by elastic phonon scattering at the interface is very limited, which is responsible for the large interfacial thermal resistance R S . As shown in figure 4 , the VDOSs of surface atoms in the two solids are only slightly affected by the variations of thin film thickness and ε F . On the other hand, the VDOSs of atoms in the thin film are strongly affected by ε F and thin film thickness. Generally, with the increase of ε F , the populated modes in VDOSs of the thin film gradually shift from the low frequency region to the high frequency region, and the VDOS distribution becomes broader. As the number of atomic layers in the thin film increases, the populated modes in VDOSs of the thin film shift slightly to the lower frequency region, and the shape of the VDOS curve becomes slightly broader.
As shown in figure 4 , for a single-layer film with ε F = 0.25, the overlap between the VDOSs of the thin film and solid B is almost as small as that between solid A and solid B. Therefore, it is not possible that the significant decrease in thermal resistance is cause by the increased elastic interface scattering. Hence, in the case of a single-layer film confined between two highly mismatched materials, we attribute the decrease in the interfacial thermal resistance to the increased inelastic phonon interface scattering. Since the VDOSs of atoms in solid A and in solid B mainly populate, respectively, in a high frequency region and a low frequency region, it is most likely that the atoms in the thin film facilitate the inelastic scattering of phonons, which means a phonon incident on the interface is scattered into two phonons with lower frequencies [20] . In this way, the thermal transport across the interface is greatly enhanced. Since R F increases with ε F for a single-layer film as shown in figure 3(c) , the inelastic phonon scattering seems to be more likely to occur in single-layer thin films with lower binding energies.
On the other hand, for thin films containing two or more layers, the R F of the thin film with a lower binding energy increases rapidly to a value higher than R S , as shown in figure 3(b) . For such thin films, the simulation temperature T = 1.25 is actually higher than their melting temperatures. The thermal transport in a liquid thin film is generally diffusive unless the thin film contains only one atomic layer [15] . As pointed out by Landry and McGaughey [9] , the thin film thermal resistance in the diffusion limit is the sum of R A/F , the thermal resistance at the solid(A)/film interface, R B/F , the thermal resistance at the solid(B)/film interface, and R FC , the thermal conductance resistance in the thin film, which is
where R FC generally increases with increasing film thickness. The rapid increase of R F shown in figure 3(b) is attributed to the increase of thermal conduction resistance R FC in the multi-layer film. As shown in figure 4 , the VDOSs of the two-layer and three-layer films with low binding energies have nonzero populations at zero frequency. The VDOS at zero vibration frequency is proportional to the self-diffusion Figure 5 . Thin film thermal resistance as a function of ε F for a moderately mismatched interface whose R S = 0.47. The uncertainty of R F is less than the size of the symbols.
coefficient of atoms in the thin film. For solid materials, the atomic self-diffusion coefficient should be zero. The nonzero self-diffusion coefficient is a property of bulk fluid. Hence, the structure of a multi-layer thin film with low binding energies is fluid-like. Since the thermal conduction resistance of a fluid is normally orders of magnitude higher than that of a solid, it is reasonable to see the increase of R F shown in figure 3(b) . For multi-layer thin films, it is found in figure 4 that the VDOSs of the thin films decrease from nonzero (ε F = 0.25) to zero (ε F = 4.00) at zero frequency. As ε F increases, therefore, the self-diffusion coefficient of atoms in the thin film becomes zero which indicates that the structure of the thin film becomes solid-like. In this case, it is found that the VDOS distribution of the thin film has considerably large overlaps with the VDOS distribution of both solid A and solid B. The large overlaps indicate increased thermal transport by elastic phonon scattering at interfaces. Hence, a decrease of R F with ε F for multi-layer thin films is found in figure 3(c) .
In the case of single-atom-layer film, the solid-film interactions dominate the motion of atoms in the thin film. With the increase of film thickness, the film-film interactions become more important. Accordingly, the VDOS of the thin film becomes more bulk-like and slightly broader, as shown in figure 4 . A relatively sharp and narrow VDOS of the single-layer film should be caused by the strong confinement effect. The broader VDOS distribution increases the overlap between the thin film VDOS and the VDOSs of the two solids, which results in a slightly enhanced thermal transport by the increased elastic phonon scattering at both the solid(A)/film and solid(B)/film interfaces, which in contrast may decrease the inelastic interface scattering. Therefore, it is shown in figure 3 (a) that R F reaches a minimum at a certain film thickness and then increases with film thickness.
Thermal resistance at the moderately mismatched interface
To study the thermal transport across a moderately mismatched interface, we simply change m B from 9 to 4, while fixing all other parameters of the solid A and solid B. Thus,
it is found that R S = 0.47 for an atomically perfect interface. Similarly, we fix m F = 2 and vary ε F from 0.25 to 4. Non-equilibrium MD simulations are carried out to determine R F s, while equilibrium MD simulations are also carried out to find VDOS for each ε F . The calculated R F as a function of ε F is shown in figure 5 . The VDOSs are shown in figure 6 . In this set of simulations, the measured q S s for different thin film parameters are mostly around 0.058. Due to the relatively small mass ratio (m B /m A = 4), in figure 6 the VDOS distribution of the solid B has a larger overlap with that of the solid A, as compared to the results shown in figure 4 . The larger overlap of VDOS distributions indicates the thermal transport across the interface by elastic phonon scattering becoming more important. It is seen from figure 5 that R F decreases monotonically with ε F for both the one-layer and two-layer films. All R F s in our calculations are found to be greater than R S . As shown in figure 6 , the overlap between the VDOS distributions of the thin film and solid A is smaller than that between the VDOS distributions of solid B and solid A, except for ε F = 4. The smaller overlap of VDOSs indicates that the thermal transport by elastic interface scattering is reduced by insertion of a thin film. Although the insertion of a single-layer film has shown in the last section to be able to increase the thermal transport by increasing inelastic interface scattering, it cannot compete with the decrease of elastic interface scattering. In this case, the thermal transport contributed by the inelastic phonon scattering is less important in the moderately mismatched interface than in the aforementioned highly mismatched interface. Hence, it is reasonable to see that the insertion of a thin film does not improve the thermal transport across a moderately mismatched interface.
As ε F increases, the VDOS of the thin film gradually shifts from a low frequency region to a higher frequency region and has an increasingly larger overlap with that of the solid A. The larger overlap thus increases the thermal transport contributed by elastic interface scattering and decreases R F . Hence, the VDOSs shown in figure 6 explain the ε F dependence of R F shown in figure 5.
A comparison to interface mixing
The aforementioned MD simulation results are all obtained at a reduced temperature of 1.25 which is approximately one-half of the melting temperature of the solids. In [2] , Stevens et al also calculated R S using an LJ potential model at the solid-solid interface at a temperature approximately one-half of the melting temperature of the material by MD simulations. Stevens et al found at a highly mismatched interface where
2, it is possible to enhance the thermal transport by a factor of 1.8 (R S /R mix = 1.8) by systematically mixing atoms close to the interface with a mixing depth of 20 atomic layers. To compare with this result, we set ε A = 7, ε B = 5, m A = 0.5 and m B = 9 in our simulation so that √ (ε B /m B )/(ε A /m A ) = 0.2. All other parameters are the same as those used in the aforementioned MD simulations. For an atomically perfect solid(A)/solid(B) interface, R S is found to be equal to 4.22. When a thin film is confined between the two solids, we calculate R F as a function of ε F and film thickness and show the results in figure 7 .
In this set of simulation, the measured q S s for different thin film parameters are mostly around 0.049. It is found that the variations of R F with ε F and film thickness are very similar to the results shown in figure 3 where √ (ε B /m B )/(ε A /m A ) = 0.33. The minimum thin film thermal resistance (R F = 1.85) is found in the case of either a single-layer film with ε F = 0.25 or a triple-layer film with ε F = 4. Therefore, an enhancement of thermal transport by a factor of 2.3 (R S /R F = 2.3), as compared to a factor of 1.8 in the interface mixing case, is obtained by confining a thin film between two highly mismatched materials.
Conclusions
For a highly mismatched interface, the insertion of a thin film can greatly enhance the thermal transport across the interface. The maximum improvement of thermal transport can be achieved by inserting either a single-atom-thick film which is weakly bonded to the solids on either side of the thin film or a multi-atom-thick thin film which has high film-film and film-solid binding energies. The reduction of interfacial thermal resistance in the single-atom-layer film case is found mainly due to the increased inelastic scattering of phonons by atoms in the thin film. The improvement of thermal transport in the multi-atom-thick film case is found mainly due to the phonon DOS of the film which bridges the two different phonon DOSs on either side of the thin film. The improvement of thermal transport at a highly mismatched interface by inserting a thin film is found to be comparable to that via mixing the two mismatched materials by several atomic layers. For a moderately mismatched interface, however, the insertion of a thin film may decrease the thermal transport. The simulation results in this work may lead to improvements in the design of nanoscale components or devices which have specific thermal management requirements. The results in this work are all obtained at a temperature of approximately one-half of the melting temperature of the solids. Quantitatively different results may be obtained at higher or lower temperatures. Hence, the temperature-dependent results need further investigations.
