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a b s t r a c t
Our concern is to solve the stability problem for a linear integro-differential system with
distributed delay in the off-diagonal terms. Some new necessary and sufficient conditions
are established for the zero solution of the system to be asymptotically stable. The proof of
our main theorem is given by a careful analysis of the locations of roots of the associated
characteristic equation.
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1. Introduction
The stability of the trivial solution of delay differential systems depends on the time delays from the feedback as well as
the parameters describing themodels. Over the past few decades, many articles have been devoted to the study of the delay
effect on the stability. For example, the results for linear autonomous systems can be found in [1–7].
In this paper we are concerned with the stability problem for a linear integro-differential system of the form
x′(t) = −ax(t)− b
 t
t−r
y(s)ds,
y′(t) = −c
 t
t−r
x(s)ds− ay(t),
(1.1)
where a, b and c are real numbers and r is a positive number. It is well known (see, e.g., [8]) that for linear autonomous
differential systems with delay, the asymptotic stability of the trivial solution (i.e., the zero solution) is equivalent to all
solutions having limit zero as t → ∞ which in turn is true if and only if all roots of an associated characteristic equation
have negative real parts.
System (1.1) is a special case of the delay system
x′(t) = −a1x(t)− b1
 t
−∞
K1(t − s)y(s)ds,
y′(t) = −b2
 t
−∞
K2(t − s)x(s)ds− a2y(t),
(1.2)
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where, for j = 1, 2, aj and bj are real numbers and Kj are delay kernels defined and integrable on [0,∞). System (1.2) appears
as the linearization of population models of Lotka–Volterra type; see [3,4,9,10] and references therein.
When Kj(t − s) = δ(t − s − rj), where δ denotes the delta function and r1 and r2 are positive numbers, system (1.2)
becomes the differential-difference system
x′(t) = −a1x(t)− b1y(t − r1),
y′(t) = −b2x(t − r2)− a2y(t). (1.3)
Recently, the stability problem for system (1.3) with discrete delay has been solved by Wei and Zhang [7] and the present
authors [6] independently. However, there are very few results on the asymptotic stability of system (1.1) with distributed
delay.
The purpose of this paper is to establish necessary and sufficient conditions for the zero solution of (1.1) to be
asymptotically stable. The following theorem is our main result.
Theorem 1.1. The zero solution of (1.1) is asymptotically stable if and only if any one of the following three conditions holds:
a > 0, bc > 0 and r <
a√
bc
, (1.4)
a > 0 and bc = 0, (1.5)
a > 0, bc < 0 and r < − 1
ω0
arccos

aω0√−bc + 1

, (1.6)
where ω0 is the unique negative root of the cubic equation ω3 + a2ω + 2a
√−bc = 0 with a > 0 and bc < 0.
Remark 1.1. In the case bc = 0, system (1.1) is reduced to a scalar differential equation x′(t) = −ax(t), and, thus, one can
immediately conclude that condition (1.5) is the necessary and sufficient condition for the asymptotic stability of (1.1) with
bc = 0.
Remark 1.2. Condition (1.4), (1.5), or (1.6) is equivalent to
a > 0 and −

aω0
1− cosω0r
2
< bc <
a2
r2
,
which is another explicit condition for the asymptotic stability of (1.1).
The rest of this paper is organized as follows. In Section 2, we introduce some auxiliary results on the locations of roots
of transcendental equations which will be used in our proofs. In Section 3, we prove our main theorem.
2. Preliminaries
We consider a transcendental equation
λ+ p+ q
 0
−r
eλsds = 0, (2.1)
where p and q are real numbers and r is a positive number. Eq. (2.1) is the characteristic equation of a scalar integro-
differential equation
x′(t) = −px(t)− q
 t
t−r
x(s)ds.
The locations of roots of (2.1) have been studied in [2,11,12]. Recently, Hara and Sakata [13] proved the following result
which was conjectured by Funakubo et al. [2].
Theorem A ([2,13]). All roots of (2.1) lie in the left half of the complex plane if and only if any one of the following four conditions
holds:
(i) p > 0, q ≥ 0 and 2q− p2 ≤ 0,
(ii) p ≥ 0, q > 0, 2q− p2 > 0 and r < 1
2q− p2

2π − arccos p
2 − q
q

,
(iii) p > 0, q < 0 and r <
pq
 ,
(iv) p < 0, q > 0, 2q− p2 > 0 and
pq
 < r < 12q− p2 arccos p
2 − q
q
.
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The next two theorems play an essential role in determining the number of roots of some transcendental equations in
the right half of the complex plane.
Theorem B ([1, Theorem 2.4], [10, Chapter 3]). Let G(λ, r) = λn + g(λ, r), where g(λ, r) is an analytic function and n is a
positive integer. Assume that
lim sup
Re λ>0, |λ|→∞
|λ−ng(λ, r)| < 1.
Then, as r varies, the sum of the multiplicities of roots of G(λ, r) = 0 in the right half-plane can change only if a root appears on
or crosses the imaginary axis.
Theorem C ([13, Theorem 1]). Let P(λ) be a polynomial and α a nonzero constant. If the algebraic equation
λP(λ)+ α = 0
has a root in the right half-plane, then the transcendental equation
P(λ)+ α
 0
−r
eλsds = 0
also has a root in the right half-plane for all sufficiently large r.
3. Proof of the main theorem
The characteristic equation associated with (1.1) is given by
F(λ) ≡ det
 λ+ a b
 0
−r
eλsds
c
 0
−r
eλsds λ+ a
 = 0. (3.1)
By Remark 1.1, we will show that all roots of (3.1) with bc ≠ 0 have negative real parts if and only if condition (1.4) or (1.6)
holds to prove Theorem 1.1. An easy calculation yields that
F(λ) = (λ+ a)2 − bc
 0
−r
eλsds
2
=


λ+ a+√bc
 0
−r
eλsds

λ+ a−√bc
 0
−r
eλsds

, bc > 0,
λ+ a+ i√−bc
 0
−r
eλsds

λ+ a− i√−bc
 0
−r
eλsds

, bc < 0.
First, we consider the case of bc > 0. Then Eq. (3.1) is reduced to
λ+ a+√bc
 0
−r
eλsds = 0 (3.2)
or
λ+ a−√bc
 0
−r
eλsds = 0. (3.3)
By applying Theorem A to (3.2) and (3.3), we obtain the following result.
Proposition 3.1. Let bc > 0. Then all roots of (3.1) have negative real parts if and only if condition (1.4) holds.
Proof. By Theorem A, the necessary and sufficient condition for all roots of (3.2) to have negative real parts is given by
a > 0 and 2
√
bc − a2 ≤ 0, (3.4)
or
a ≥ 0, 2√bc − a2 > 0 and r < 1
2
√
bc − a2

2π − arccos a
2 −√bc√
bc

, (3.5)
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or
a < 0, 2
√
bc − a2 > 0 and − a√
bc
< r <
1
2
√
bc − a2
arccos
a2 −√bc√
bc
. (3.6)
Also, by Theorem A, the necessary and sufficient condition for all roots of (3.3) to have negative real parts is given by
a > 0 and r <
a√
bc
. (3.7)
Thus all roots of (3.1) with bc > 0 have negative real parts if and only if (3.7) and either (3.4) or (3.5) hold.
To end the proof, we will verify that (3.7) implies (3.4) or (3.5). There are two possible cases to consider. In the case
2
√
bc − a2 ≤ 0, it is clear that (3.7) implies (3.4). On the other hand, in the case 2√bc − a2 > 0, it follows that
a2(2
√
bc − a2)− bcπ2 = −(a2 −√bc)2 − (π2 − 1)bc < 0,
which yields
0 <
a2
bc
<
π2
2
√
bc − a2 .
Since a > 0 and 0 ≤ arccos θ ≤ π , we obtain
a√
bc
<
π
2
√
bc − a2
<
1
2
√
bc − a2

2π − arccos a
2 −√bc√
bc

.
This asserts that (3.7) and 2
√
bc − a2 > 0 imply (3.5), and the proof is complete. 
Next, we consider the case of bc < 0. Let f (λ) = λ + a + i√−bc  0−r eλsds. Then the function F(λ) is written as
F(λ) = f (λ)f (λ¯), where λ¯ denotes the complex conjugate of any complex λ. Hence, we notice that all roots of (3.1) have
negative real parts if and only if all roots of the equation
f (λ) ≡ λ+ a+ iβ
 0
−r
eλsds = 0 (3.8)
have negative real parts, where β = √−bc > 0.
We see that λ = 0 is not a root of (3.8) with r > 0 because f (0) = a+ iβr ≠ 0. It then follows that
f (λ) = λ+ a+ iβ
λ
(1− e−λr),
which yields that Eq. (3.8) is equivalent to
fˆ (λ) ≡ λ2 + aλ+ iβ(1− e−λr) = 0. (3.9)
Since fˆ (λ) is an analytic function of λ and r for fixed a and β , one can regard the root λ = λ(r) as a continuous function of
r . Now, we will investigate the existence and movement of purely imaginary roots of (3.8) as r varies. For simplicity, denote
by ω0 a real root of the cubic equation
h(ω) ≡ ω3 + a2ω + 2aβ = 0. (3.10)
Here ω0 exists uniquely because h(ω) is strictly increasing.
Lemma 3.1. Let iω be a root of (3.8), where ω is a nonzero real number. Then the following statements hold.
(i) In the case a > 0, the values of ω and r are expressed as ω = ω0 < 0 and
r = rn ≡ 1
ω0

−2nπ − arccos

aω0
β
+ 1

for n = 0, 1, 2, . . . .
(ii) In the case a = 0, Eq. (3.8) has no purely imaginary roots.
(iii) In the case a < 0, the values of ω and r are expressed as ω = ω0 > 0 and r = rn for n = −1,−2, . . . .
Conversely, if r = rn > 0 for some n, then iω0 is a root of (3.8).
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Proof. Let fˆ (iω) = 0 with ω ≠ 0. Then−ω2 + iaω + iβ(1− e−iωr) = 0, that is,
β sinωr = −ω2 and β cosωr = aω + β. (3.11)
By squaring both sides of the above equations and adding them together, we have β2 = ω4 + (aω + β)2, namely,
ω4 + a2ω2 + 2aβω = 0. (3.12)
In the case a = 0, Eq. (3.12) implies ω = 0, which is a contradiction. On the other hand, in the case a ≠ 0, Eq. (3.12) is
reduced to h(ω) = 0, which yields ω = ω0. Then it follows from (3.11) with sinω0r < 0 that
ω0r = −2nπ − arccos

aω0
β
+ 1

.
If a > 0, we obtainω0 < 0 because of h(0) = 2aβ > 0 and themonotonicity of h(ω), and, hence, r = rn for n = 0, 1, 2, . . . .
Similarly, if a < 0, we conclude that ω0 > 0 and r = rn for n = −1,−2, . . . .
Conversely, let r = rn > 0 for some n. Since
arccos y =

arcsin(

1− y2) if y ≥ 0,
π − arcsin(

1− y2) if y < 0,
we have
sin

arccos

aω0
β
+ 1

=

1−

aω0
β
+ 1
2
=

−a2ω20 − 2aβω0
β
= ω
2
0
β
.
This yields that
fˆ (iω0) = −ω20 + iaω0 + iβ(1− e−iω0rn)
= −ω20 + iaω0 + iβ{1− ei(2nπ+arccos(aω0/β+1))}
= −ω20 + iaω0 + iβ{1− (aω0/β + 1)− iω20/β}
= 0,
which implies that iω0 is a root of (3.8). This completes the proof. 
Lemma 3.2. If a ≠ 0, then all roots of (3.8) that cross the imaginary axis at iω0 cross from left to right as r increases.
Proof. It is sufficient to show that Re (dλ/dr)|λ=iω0 > 0. Taking the derivative of λwith respect to r on (3.8), we have
2λ
dλ
dr
+ a+ iβre−λr dλ
dr
+ iβλe−λr = 0,
or equivalently,
dλ
dr
= − a+ iβλe
−λr
2λ+ iβre−λr = −
λ(λ2 + aλ+ iβ)
2λ+ a+ r(λ2 + aλ+ iβ) .
Hence it follows that
dλ
dr

λ=iω0
= aω
2
0 + βω0 + iω30
a− rω20 + i(2ω0 + arω0 + βr)
,
which, together with (3.10) and aω0 < 0 by Lemma 3.1, implies that
Re
dλ
dr

λ=iω0
= (aω
2
0 + βω0)(a− rω20)+ ω30(2ω0 + arω0 + βr)
(a− rω20)2 + (2ω0 + arω0 + βr)2
= 2ω
4
0 + a2ω20 + aβω0
(a− rω20)2 + (2ω0 + arω0 + βr)2
= ω
4
0 − aβω0
(a− rω20)2 + (2ω0 + arω0 + βr)2
> 0.
This completes the proof. 
Lemma 3.3. If a = 0, then Eq. (3.8) has a root in the right half-plane for all sufficiently large r.
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Proof. It is easily seen that the quadratic equation λ2+ iβ = 0 has a root√β e−iπ/4 = √β/2 (1− i) in the right half-plane.
By virtue of Theorem C, one can immediately conclude the assertion of this lemma. 
We are now ready to present the necessary and sufficient condition for all roots of (3.8) to have negative real parts when
bc < 0.
Proposition 3.2. Let bc < 0. Then all roots of (3.1) have negative real parts if and only if condition (1.6) holds.
Proof. It suffices to verify that under β = √−bc , all roots of (3.8) lie in the left half-plane if and only if a > 0 and r < r0.
(Sufficiency) In the case r = 0, the root of (3.8) is only λ = −a < 0. This implies that all roots of (3.8) lie in the left half-
plane for all sufficiently small r > 0 by the continuity of the roots with respect to r . Also, since r ≠ rn for n = 0, 1, 2, . . . by
the assumption, the contraposition of Lemma 3.1 yields that Eq. (3.8) has no purely imaginary roots. These facts, together
with Theorem B, assert that if a > 0 and r < r0, then all roots of (3.8) lie in the left half-plane.
(Necessity) We will show the following contraposition: either a ≤ 0 or r ≥ r0 implies that there exists a root of (3.8)
with nonnegative real part. Our argument is divided into three cases.
Case 1. a < 0. Let λ1(r) be the branch of the root of (3.8) satisfying λ1(0) = −a. Then the continuity of λ1(r) yields
Re λ1(r) > 0 for all sufficiently small r > 0. Since λ1(r) cannot cross the imaginary axis from right to left as r increases by
Lemma 3.2, we thus obtain Re λ1(r) > 0 for all r > 0.
Case 2. a = 0. Let λ2(r) be the branch of the root of (3.8) satisfying λ2(0) = 0. Then Eq. (3.8) has a root in the right half-plane
for all sufficiently large r by Lemma 3.3. This, together with Lemma 3.1 and the continuity of λ2(r), implies that the root
λ2(r)must move and stay in the right half-plane as r increases from 0. Hence we conclude that Re λ2(r) > 0 for all r > 0.
Case 3. r ≥ r0. We may assume a > 0. Let λ3(r) be the branch of the root of (3.8) satisfying λ3(r0) = iω0. Then Lemma 3.2
yields Re λ3(r) > 0 for all sufficiently small r − r0 > 0. Since λ3(r) cannot cross the imaginary axis from right to left as r
increases by Lemma 3.2, we therefore obtain Re λ3(r) > 0 for all r > r0. 
Finally, we will prove our main theorem.
Proof of Theorem 1.1. In the case bc = 0, Eq. (3.1) has the only root λ = −a. This fact and Propositions 3.1 and 3.2 assert
that all roots of (3.1) have negative real parts if and only if any one of conditions (1.4)–(1.6) holds. 
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