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Resumen: 
Los grafos arco-circulares son 10s grafos intersecci6n de arcos alrededor 
de un circulo. Presentamos en esta tesis 10s principales resultados conocidos 
sobre esta clase y definimos las principales subclases. Mostramos como a 
partir de la caracterizaci6n formulada por Tucker para grafos arco-circular 
propios surgen nuevas caracterizaciones para esta subclase y deducimos ca- 
racteristicas de lm estructuras prohibidas minimales para arco-circulares. 
Se estudian todas las posibles intersecciones de las subclases definidas, 
mostrando un ejemplo minimal en cada una de las regiones que se generan, 
except0 en una de ellas que se demuestra que es vacia. Este resultado asegura 
que dado un grafo arco-circular propio no unitario, si es clique-Helly debe 
ser arco-circular Helly. 
Los grafos circulares son 10s grafos intersecci6n de cuerdas dentro de un 
circulo. Tambidn aqui presentamos una reseiia de 10s resultados mAs impor- 
tantes y definimos las principales subclases, demostrando algunas relaciones 
de inclusi6n entre ellas. 
Damos una condicibn necesaria para que un grafo sea circular Helly y 
conjeturamos que tambi6n es suficiente. De ser correcta esta conjetura ten- 
driamos una caracterizacibn y tambidn un reconocimiento polinomial para 
esta subclase. 
Se muestra como a partir de la mencionada caracterizaci6n de Tucker para 
grafos arco-circular propios y de un teorema de caracterizaci6n de Bouchet 
para 10s circulares surgen estructuras prohibidas minimales para esta clase. 
Analizamos tambidn todas las posibles intersecciones de las subclases 
definidas, mostrando un ejemplo minimal en cada una de las regiones que 
se generan. 
Estudiamos una superclase de 10s grafos circulares: 10s grafos overlap de 
arcos circulares. Se muestran nuevas propiedades sobre esta clase, poniendo 
dnfasis en su relaci6n con 10s grafos arco-circulares y 10s circulares. Damos 
una condicion necesaria para que un grafo sea overlap de arcos circulares. 
Probarnos la polinomialidad de encontrar una partici6n en cliques minima 
para la clase de grafos que no contienen como subgrafo inducido ciclos in- 
ducidos impares de longitud mayor 6 igual a 5 ni una rueda de 5 vhtices 
ni un abanico de 5 vdrtices. Usamos para ello resultados de teoria poliedral 
para programaci6n lineal entera. Extendemos este mismo resultado para 
cubrimiento minimo de cliques por v6rtices. Aplicamos estos resultados a 
grafos circular HelIy sin agujeros impares, lo que es interesante pues estos 
problemas son NP-Hard para la clase general de 10s grafos y de complejidad 
desconocida para la clase de 10s grafos circulares. 
Tambi6n demostramos que el problema de cubrimiento minimo de cliques 
por v6rtices es polinomial para grafos arco-circular Helly. 
Por liltimo, presentamos algunas conclusiones que surgen de este trabajo 
y lm lineas futuras de investigaci6n en estos t6picos, destacando algunos 
problemas interesantes que permanecen abiertos. 
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Capitulo 1 
Consideremos una familia finita de conjuntos no vacios. El grafo inter- 
secci6n de esta familia se obtiene representando cada conjunto por un vkrtice, 
mientras que dos vQtices est6n conectados por una arista si y s610 si 10s co- 
rrespondientes conjuntos se intersecan. Los grafos intersecci6n han recibido 
especial atenci6n en 10s liltimos aiios en el estudio de teoria algoritmica de 
grafos y sus aplicaciones. Algunas clases muy estudiadas de grafos de in- 
tersecci6n son 10s grafos cordales, 10s grafos de permutacibn, 10s grafos de 
intervalos y las dos clases que s e r b  motivo de estudio en esta tesis: grafos 
arco-circulares y grafos circulares. 
Los grafos arco-circulares, grafos intersecci6n de arcos alrededor de un 
circulo, fueron introducidos a mediados de la dkcada del '60, siendo Alan 
Tucker quien aport6 10s primeros resultados te6ricos. Tienen aplicaciones en 
genktica, control del trAnsito, diseiio de compiladores, estadistica y problemas 
de almacenamiento. 
Los grafos circulares, grafos intersecci6n de cuerdas en un circulo, fueron 
presentados por Even e Itai a comienzos de la dkcada del '70. Existen apli- 
caciones a problemas computacionales que operan con pilas y colas. Un pro- 
blema de la vida real para el que se utilizan estas ideas en su resoluci6n es 
aquel formulado por Knuth en el que se busca un reordenamiento de vagones 
de un tren utilizando la menor cantidad de vias posibles. 
Es objetivo de esta tesis estudiar estas dos clases de grafos de interseccibn, 
analizar sus subclases mAs importantes, encontrar nuevas caracterizaciones 
y estructuras prohibidas e investigar la complejidad, por un lado, de cier- 
tos problemas algoritmicos aplicados a estas subclases y, por el otro, del 
reconocimiento de la pertenencia de un grafo dado a alguna de ellas. 
El grafo overlap de una familia finita de conjuntos no vacios se obtiene 
tambikn representando cada conjunto por un vQtice, mientras que ahora 
dos vkrtices est6n conectados por una arista si y ~610 si 10s correspondientes 
conjuntos se intersecan per0 ninguno est6 incluido en el otro. 
Los grafos overlap han sido menos estudiados. Est6 demostrado que 10s 
grafos overlap de intervalos (conocidos en la literatura como grafos overlap) 
son equivalentes a 10s grafos circulares. Los grafos overlap de arcos cir- 
culares forman una superclase de 10s grafos circulares y fueron introducidos 
por Kashiwabara y otros en 1991. Presentamos tambi6n en esta tesis algunos 
nuevos resultados relacionados con esta clase de grafos overlap. 
Describimos a continuaci6n la forma en que estB organizado el presente 
trabajo. 
En este capitulo, adem& de definir 10s tdpicos de la tesis, se presenta 
una breve reseiia de 10s inicios de la teoria de grafos, una lista de defini- 
ciones bhicas y de la notaci6n que se emplearB a lo largo del trabajo, un 
resumen sobre clases de grafos y una breve introducci6n sobre complejidad 
de algoritmos. 
El Capitulo 2 estA destinado a 10s grafos arco-circulares. Presentamos 
10s principales resultados conocidos sobre esta clase y definimos las princi- 
pales subclases. Mostramos como a partir de la caracterizaci6n formulada 
por Tucker para grafos arco-circular propios surgen nuevas caracterizaciones 
para esta subclase y deducimos caracteristicas de las estructuras prohibidas 
minimales para arco-circulares. 
Se estudian todas las posibles intersecciones de las subclases definidas, 
mostrando un ejemplo minimal en cada una de las regiones que se generan, 
except0 en una de ellas que se demuestra que es vacia. La regi6n vacia indica 
que dado un grafo arco-circular propio no unitario, si es clique-Helly debe 
ser arco-circular Helly. Los resultados de esta secci6n aparecen en [22]. 
El Capitulo 3 estB destinado a 10s grafos circulares. Tambi6n aqui pre- 
sentamos una reseiia de 10s resultados m& importantes y definimos las prin- 
cipales subclases, demostrando algunas relaciones de inclusi6n entre ellas. 
Damos una condici6n necesaria para que un grafo sea circular Helly y conje- 
turamos que tambidn es suficiente. De ser correcta esta conjetura tendriamos 
una caracterizacibn y tambidn un reconocimiento polinomial para esta sub- 
clase. 
Se muestra como a partir de la mencionada caracterizacibn de Tucker 
para grafos arco-circular propios y de un teorema de caracterizacicin de 
Bouchet para 10s circulares surgen estructuras prohibidas minimales para 
esta clase. Analizamos tambi6n todas las posibles intersecciones de las sub- 
clases definidas, mostrando un ejemplo minimal en cada una de las regiones 
que se generan. 
La liltima parte del capitulo 3 estB destinada a 10s grafos overlap de 
arcos circulares. Se muestran nuevas propiedades sobre esta clase, poniendo 
6nfasis en su relaci6n con 10s grafos arco-circulares y 10s circulares. Damos 
una condicion necesaria para que un grafo sea overlap de arcos circulares. 
El Capitulo 4 enfoca su atenci6n sobre dos problemas algoritmicos en 
grafos: partici6n en cliques y cubrimiento de cliques por vdrtices. 
Probamos la polinomialidad de encontrar una partici6n en cliques minima 
para la clase de grafos que no contienen como subgrafo inducido ciclos in- 
ducidos impares de longitud mayor 6 igual a 5 ni una rueda de 5 vdrtices 
ni un abanico de 5 vdrtices. Usamos para ello resultados de teoria poliedral 
para programaci6n lineal entera. Demostramos que esta clase de grafos est6 
incluida en la clase de grafos Berge. 
Extendemos este mismo resultado para cubrimiento minimo de cliques 
por vQtices, problema que ha sido muy poco estudiado en la literatura. 
Aplicamos estos resultados a grafos circular Helly sin agujeros impares, lo 
que es interesante pues estos problemas son NP-Hard para la clase general de 
10s grafos y de complejidad desconocida para la clase de 10s grafos circulares. 
Tambi6n demostramos que el problema de cubrimiento minimo de cliques 
por vQtices es polinomial para grafos arco-circular Helly. 
En el Capitulo 5 ,  presentamos algunas conclusiones que surgen de este 
trabajo y las lineas futuras de investigaci6n en estos t6picos, destacando 
algunos problemas interesantes que permanecen abiertos. 
Los inicios de la teoria de grafos 
Leonhard Euler, matem6tico suizo del siglo XVIII, es reconocido como el 
padre de la teoria de grafos por haber resuelto en 1736 un problema abierto 
de su 6poca conocido como el "Problema de 10s puentes de Konigsberg". 
La palabra "grafo" tal cual la entendemos en la actualidad fue utilizada 
por primera vez reci6n en 1878 en un trabajo del matematico ingl6s James 
Sylvester, publicado en Nature [70]. En 10s siglos XVIII y XIX se conocieron 
diversos resultados que marcan 10s primeros avances en lo que hoy llamamos 
teoria de grafos. Destacamos aqui algunos de 10s m6s importantes. 
Los apuntes hist6ricos que describimos han sido extraidos, bAsicamente, 
de [Ill.  
1.1.1 El problema de 10s puentes de Konigsberg 
En Konigsberg existia una isla, un rio que la rodeaba que se dividia en 2 
ramas y 7 puentes que cruzaban esas ramas (figura 1.1). La pregunta era si 
se podia encontrar una ruta que cruzara por cada puente una y ~610 una vez. 
B 
Figura 1.1: Los puentes de Konigsberg. 
Para probar que el problema no tenia soluci6n, Euler reemplaz6 cada 
Area terrestre por un punto y cada puente por una linea uniendo 10s corres- 
pondientes puntos, generando un "grafo" (figura 1.2). M&s que atacar este 
problema especifico, Euler dio condiciones generales para que un grafo pueda 
ser atravesado de esta forma: debe ser conexo y no tener m8s que 2 puntos 
en 10s que incidan un nlimero impar de lineas. El grafo de la figura 1.2 es 
conexo per0 en sus 4 puntos inciden un nlimero impar de lineas. 
Figura 1.2: El "grafo" resultante 
1.1.2 Redes el6ctricas 
En 1845, un joven estudiante de fisica, Gustav Kirchhoff formul6 2 reglas 
que gobiernan el flujo de electricidad en una red de ondas, reglas que hoy 
se conocen como "Leyes de Kirchhoff". Tal red puede ser pensada como 
un grafo con ciertas caracteristicas fisicas que pueden ser obviadas. Una 
de estas 2 leyes trabaja con el flujo que corre a travks de un circuito, y 
conduce a un conjunto de ecuaciones lineales, una para cada circuito del 
grafo. Estas ecuaciones no son todas independientes por lo que es interesante 
saber cu6ntas de ellas son necesarias para obtener el conjunto cornpleto. Esta 
fue la pregunta que Kirchhoff formul6 y resolvi6 en 1847 [54]. Consideremos 
las implicancias en teoria de grafos de este problema analizando el siguiente 
ejemplo (figura 1.3). 
Figura 1.3 
Este grafo contiene 3 circuitos: C1 = abe, Cz = cde y C3 = abcd. Diremos 
que la suma de 2 circuitos consiste de todas las aristas que pertenecen a uno 
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de ellos per0 no a ambos. Este concept0 puede ser extendido de manera 
obvia a la suma de cualquier numero finito de circuitos. En nuestro ejemplo, 
C3 es la suma de Cl y C2. Un conjunto de circuitos se dice independiente si 
ninguno de ellos puede ser expresado como la suma de otros. Un conjunto 
maximal de circuitos independientes es llamado un conjunto fundamental. 
Por ejemplo, {Cl, C2) es un conjunto fundamental del grafo de la figura 
1.3. El problema entonces consistia en saber cuBntos circuitos hay en un 
conjunto fundamental y describir un mktodo para construir tal conjunto; si 
un conjunto fundamental es dado, todo otro circuit0 puede ser escrito como 
la suma de miembros de este conjunto. 
El problema tratado por Kirchhoff es esencialmente el mismo: la ecuacidn 
lineal correspondiente a la suma de circuitos es justamente la suma de las 
ecuaciones correspondientes a 10s circuitos individuales, y consecuentemente, 
las ecuaciones correspondientes a un conjunto independiente de circuitos, son 
independientes. 
En su trabajo [54], Kirchhoff explic6 c6mo un conjunto fundamental de 
circuitos podia ser construido, y prob6 que para cualquier grafo conexo con 
n vQtices y m aristas, un conjunto fundamental siempre contiene m - n + 1 
circuitos. Muchos aiios despuks, Veblen [87] dio otro m6todo para construir 
un conjunto fundamental de circuitos partiendo de un Qrbol generador del 
grafo. 
1.1.3 Is6meros quimicos 
En 1857, un matemQtico inglks, Arthur Cayley, defini6 10s Brboles [17], 
una importante clase de 10s grafos. Esta definici6n se deriv6 de considerar 10s 
cambios de variables en el cQlculo diferencial. Unos afios despuks, se preocup6 
en enumerar 10s is6meros de 10s hidrocarbonos saturados CnH2n+27 con un 
numero dado n de Btomos de carbono. La representaci6n de una molkcula 
de uno de estos is6meros (el butano) puede verse en la figura 1.4. 
Figura 1.4: Una mol6cula de butano, que verifica la f6rmula C4H10 
Cayley estableci6 el problema en forma abstracta: encontrar el numero 
de Brboles con n vkrtices tal que todo vkrtice tiene grado 1 6 4. Como no 
pudo resolver el problema en forma inmediata, lo fue modificando y asi pudo 
enumerar: &boles enraizados (en 10s cuales un vkrtice esta distinguido de 
10s otros); Brboles; Brboles con vQtices de grado a lo sumo 4 y, por liltimo, 
el problema quimico de 10s Arboles en 10s que todo vkrtice tiene grado 1 6 4 
P81. 
1.1.4 El juego icosiano 
Uno de 10s mas significativos descubrimientos del famoso matemAtico ir- 
landks, Sir William Hamilton, fue la existencia de Algebras no-conmutativas. 
Hay muchos sistemas de Algebras no-conmutativas, y una de ellas, descu- 
bierta por Hamilton y nombrada como "El calculo icosiano" [40], puede ser 
interpretada en tkrminos de caminos sobre el grafo del dodecaedro regular 
(figura 1.5). 
Hamilton us6 esta interpretaci6n grafica como base para un entreteni- 
miento que llam6 "El juego icosiano". Este juego fue exhibido en un con- 
greso en Dublin en 1857 y comercializado en 1859. El objetivo del juego era 
encontrar caminos y circuitos en el grafo dodecaedral, satisfaciendo ciertas 
condiciones. En particular, el primer problema consistia en hallar un circuito 
que pasara exactamente una vez por cada vkrtice retornando a1 vbrtice de 
partida, lo que hoy se conoce como circuito hamiltoniano. Dicho circuito 
puede ser encontrado en el grafo dodecaedral siguiendo la numeraci6n cre- 
ciente de la figura 1.5. 
Figura 1.5: El dodecaedro regular. 
Tiempo despuks hub0 otra versi6n del juego de Hamilton conocida como 
"Un viaje alrededor del mundo". En este caso, 10s vkrtices representaban 
20 ciudades import antes (Bruselas, Canton, Delhi, . . . ,Zanzibar) y se queria 
encontrar un tour que, saliendo de la primera ciudad, pasara exactamente 
una vez por todas las demas retornando a1 punto de partida. 
1.1.5 El problema de 10s 4 colores 
Uno de 10s problemas miis conocidos en teoria de grafos es el "Problema 
de 10s 4 colores". Consiste en la afirmaci6n (originalmente conjetura) de 
que todo mapa en el plano puede ser coloreado con a lo sumo 4 colores de 
manera de que 2 paises limitrofes (con alglin borde en com6n) no reciban el 
mismo color. Claramente, este problema puede ser modelado usando grafos 
si asignamos a cada pais un vkrtice, unimos con una arista vQtices corres- 
pondientes a paises limitrofes y coloreamos 10s vertices del grafo de manera 
de que 2 vertices adyacentes no reciban el mismo color. 
La primer referencia escrita a este problema surge en una carta enviada 
por el matemiitico inglhs Augustus De Morgan a William Hamilton en 1852. 
De Morgan relataba en la carta que este problema le habia sido planteado por 
uno de sus alumnos, Frederick Guthrie. Muchos afios despuhs, Guthrie revel6 
en una nota [37] que el originador del problema habia sido en realidad su 
hermano Francis. Hamilton no pareci6 demasiado interesado en la conjetura. 
Su respuesta a De Morgan fue: "I am not likely to attempt your 'quaternion 
of CO~OUTS' very soon". 
Recikn en 1879, el inglks Alfred Kempe public6 un articulo [52] "probando" 
la conjetura de 10s 4 colores, en lo que fue una de las mas notables demostra- 
ciones err6neas en la historia de la matematica. La supuesta soluci6n del 
problema de 10s 4 colores fue recibida con gran entusiasmo por la comu- 
nidad cientifica, quien acept6 la demostraci6n como correcta. La falacia en 
la prueba de Kempe fue revelada en 1890 por Percy John Heawood. En la 
introducci6n de su articulo [42], Heawood practicamente se disculpaba por 
haber encontrado un error en 10s argumentos de Kempe. Tambien probaba 
alli que 5 colores son siempre suficientes para colorear un mapa planar y 
analizaba el coloreo de mapas en otras superficies. 
La conjetura permaneci6 abierta hasta que fue probada computacional- 
mente en 1976 ([5], [6]). Sin embargo, la comunidad cientifica nunca termin6 
de aceptar esta demostracidn como correcta. Recihn en 1997, una nueva 
prueba tambien computacional per0 mucho m& sencilla fue publicada [68], 
prueba que ahora si es considerada totalmente vdida. 
Definiciones bdsicas y notaci6n 
Denotaremos un grafo G por un par (V(G), E(G)), donde V(G) repre- 
senta un conjunto finito de vkrtices de G y E(G), un conjunto de pares no 
ordenados de vhtices de G, llamados aristas. Sean n = [V(G) I y rn = IE(G) I. 
Un vertice v es adyacente a otro vertice w en G si (v, w) E E (G). Decimos 
que v y w son 10s extremos de la arista. El vecindario de un vkrtice v es el 
conjunto N(v) que consiste de todos 10s vertices adyacentes a v. El vecindario 
cerrado de v es N[v] = N (v) U {v). 
Un vertice v es universal cuando N(v) = V(G) - {v). 
Un vkrtice v es aislado cuando N(v) = 0. 
El grado de un vertice v es la cardinalidad del conjunto N(v). 
El complemento de un grafo G, denotado por c, es el grafo que tiene el 
mismo conjunto de vertices de G y tal que dos vertices distintos son adya- 
centes en si y s61o si no son adyacentes en G. 
Un grafo H es un subgrafo de un grafo G si V(H) V(G) y E(H) c 
E(G). Si V(H) = V(G), decimos que H es un subgrafo generador de G. 
Dado un conjunto de vertices X V(G), el subgrafo de G inducido por X 
es el subgrafo H de G tal que V(H) = X y E(H)  es el conjunto de aristas 
de G que tiene ambos extremos en X. 
Dos grafos G y H son isomorfos si existe una biyeccidn entre V(G) y 
V(H) que conserva las adyacencias. En este caso, notamos G = H.  
Para cualquier vdrtice v de un grafo G, se define una complementaci6n 
local de G en u como el grafo obtenido a1 reemplazar N(v) por su comple- 
mento. Dos grafos son localmente equivalentes si uno puede ser obtenido del 
otro por una secuencia de complementaciones locales. 
Un camino en un grafo G es una secuencia de vertices distintos P = 
~ 1 , 2 1 2 ,  ..., vk, donde (vi, E E(G), i = 1, ..., k - 1. Una cuerda en P es una 
arista que une dos vertices no consecutivos de P. Un camino inducido es un 
camino sin cuerdas. Denotamos por Pk un camino inducido por k vertices. 
Un circuit0 en un grafo G es una secuencia de vertices C = vl, v2, . . . , vk, no 
necesariamente distintos, donde vl = vk y (vi, v,+,) E E (G) , i = 1, . . ., k - 1. 
Un ciclo en un grafo G es una secuencia de vertices C = vl, 212, . . ., vk, vk+l, 
donde vl ,  ..., vk es un camino, vl es adyacente a v k ,  v1 = vk+1 y k 2 3. Una 
cuerda en C es cualquier cuerda del camino vl, v2, . . . , vk. Un ciclo es un ciclo 
inducido si no posee cuerdas. Llamamos Ck. a1 ciclo inducido por k vertices 
(C3 es tambi6n llamado tridngulo). Ck es conocido como el agujero de k 
vertices. 
Un conjunto S es maximal (minimal) en relaci6n a una determinada 
propiedad P si S satisface P ,  y todo conjunto S' que contiene propiamente 
a S (que estti contenido propiarnente en S) no satisface P. 
Un grafo G es conexo si para todo par de vhrtices distintos v y w de G 
existe un camino de v a w. 
Un grafo G es completo si cualquier par de vertices distintos de G son 
adyacentes. Llamamos K, a1 grafo completo con n vertices. 
Un conjunto de vertices M de un grafo G es un subgrafo completo si el 
subgrafo inducido por M es completo. Un clique es un subgrafo completo 
maximal de G. Una arista es llarnada multiclical si estd contenida en por lo 
menos 2 cliques distintos. Un partimetro bastante estudiado en un grafo G 
es el tamaiio de un clique mdximo w(G), definido como la cardinalidad de un 
clique m&mo de G. 
Un conjunto de vertices I de un grafo G es un conjunto independiente si el 
subgrafo inducido por I no tiene aristas. Otro partimetro muy estudiado de 
un grafo G es su nlimero de estabilidad a(G), definido como la cardinalidad 
de un conjunto independiente mtiximo de G. 
Un conjunto de vertices S de un grafo G es un conjunto dominante si 
todo vQtice de G estti en S o es adyacente a alglin v6rtice de S. 
Un coloreo de un grafo G es una partici6n de V(G), donde cada clase de 
la partici6n es un conjunto independiente a1 que identificamos con un color. 
Un k-coloreo es una partici6n de V(G) en k conjuntos independientes. Si G 
admite un k-coloreo, decimos que G es k-crom6tico. El nlimero crom6tico de 
G es el menor k para el cual existe un k-coloreo de G. Lo denotamos x(G). 
Un grafo G es un diamante si es isomorfo a K4 - { e l ,  para e cualquier 
arista de K4. 
Un grafo es una rueda Wj si es isomorfo a un ciclo inducido Cj a1 que se 
le agrega un v6rtice universal. 
Un grafo es un abanico Fj si es isomorfo a un camino inducido Pj a1 que 
se le agrega un v6rtice universal. 
Dado un grafo G, definimos el grafo de lineas L(G), como un nuevo 
grafo en el que 10s vQtices son las aristas de G, y dos vertices en L(G) son 
adyacentes si y sblo si las correspondientes aristas en G tienen un vQtice en 
comlin. 
Definimos G* = G U {v}, donde v es un vkrtice aislado que se agrega a1 
grafo G. 
Decirnos que G es un digrafo, o un grafo dirigido, si las aristas est6n dadas 
por un conjunto de pares ordenados de v6rtices. 
Decimos que G es un multigrafo si se perrnite que entre un mismo par de 
vQtices se trace m&s de una arista. 
Un grafo H es una estructura prohibida para una determinada clase de 
grafos si un grafo en dicha clase no puede contener a H como subgrafo in- 
ducido. La estructura prohibida ser$ minimal si cualquier subgrafo inducido 
propio de ella pertenece a la clase. 
Un concept0 muy usado a lo largo de este trabajo es el de la propiedad de 
Helly. Una familia de subconjuntos S satisface la propiedad de Helly cuando 
toda subfamilia de S consistente en subconjuntos que se intersecan de a pares 
tiene interseccibn no vacia. 
Una propiedad en grafos es hereditaria cuando se verifica que si un grafo 
tiene la propiedad, cualquier subgrafo inducido de 61 tambi6n la tiene. 
Definiciones no dadas aqui pueden encontrarse en [9] ,[33] o [41]. 
1.3 Clases de grafos 
Consideremos una familia finita de conjuntos no-vacios. El grafo in- 
tersecci6n de esta familia es obtenido representando cada conjunto por un 
vhtice, conectando dos v6rtices por un arista si y ~610 si 10s correspondien- 
tes conjuntos se intersecan. Es sencillo probar que todo grafo es un grafo 
intersecci6n de alguna familia. El grafo overlap de esta familia se obtiene 
representando cada conjunto por un v6rtice, conectando dos vQtices por un 
arista si y s6l0 si 10s correspondientes conjuntos se intersecan per0 ninguno 
de 10s dos esth incluido en el otro (diremos en este caso que 10s conjuntos se 
superponen). Es f6cil tambi6n demostrar que todo grafo es un grafo overlap 
de alguna familia. 
Los grafos intersecci6n han recibido mucha atenci6n en el estudio de teoria 
algoritmica de grafos y sus aplicaciones ([33], [60]). Algunas clases especiales 
muy estudiadas de grafos de intersecci6n son 10s grafos de intervalos, 10s 
cordales, 10s arco-circulares, 10s circulares, 10s de permutacibn, 10s grafos 
clique, etc. 
Un grafo arco-circular es el grafo intersecci6n de arcos alrededor de un 
circulo. 
Un grafo circular es el grafo intersecci6n de cuerdas dentro de un circulo. 
Un grafo de intervalos es el grafo intersecci6n de intervalos en una recta. 
El grafo clique de G, K(G), es el grafo intersecci6n de 10s cliques de G. 
Dada una clase de grafos 31, definimos K(31) como la clase de 10s grafos 
clique de grafos en 31, y K-l(31) como la clase de 10s grafos cuyos grafos 
clique estbn en 31 (kstos ultimos son llamados grafos clique-inversos de 31). 
Un grafo es clique-Helly si sus cliques satisfacen la propiedad de Helly. 
Un grafo G es cordal (o triangulado) si G no contiene a1 ciclo inducido 
Ck como subgrafo inducido, para k 2 4. 
Un grafo G es bipartito si su conjunto de vQtices puede ser particionado 
en dos conjuntos disjuntos Vl y V2, de mod0 de que no exista ninguna arista 
entre vkrtices de Vl ni entre vkrtices de V2. 
Un grafo G es grafo linea si existe un grafo H tal que L(H) = G, o sea, 
G es el grafo de lineas de H. 
Un grafo overlap de intervalos (conocidos en la literatura como grafos 
overlap) es el grafo overlap de intervalos en una recta. Estb probado que son 
equivalentes a 10s grafos circulares. 
Un grafo overlap de arcos circulares (CAO) es el grafo overlap de arcos 
alrededor de un circulo. 
Un grafo G = (V(G) , E (G)) es de comparabilidad si es posible direccionar 
sus aristas de mod0 de que el grafo dirigido resultante G' = (V(G),  D(G)) 
satisfaga: (u, v) E D(G), (v, w) E D(G) + (u, w) E D(G) 
Sea T = (rl, . . . , .lr,) una permutaci6n de 10s numeros 1, . . . , n. Definimos 
G[T] como el grafo de n vkrtices, en el que dos vkrtices son adyacentes si y s61o 
si el de indice mayor estb a la izquierda del de indice menor en T. Diremos 
entonces que G es un grafo de permutaci6n si existe una permutaci6n T tal 
que G sea isomorfo a G[T]. Grafos de permutaci6n constituyen una sublcase 
de 10s grafos de comparabilidad. 
Un grafo G es perfecto si x(H) = w(H) para todo H subgrafo inducido 
de G. 
Un grafo G es Berge si no contiene como subgrafo inducido ni un ciclo 
inducido impar de longitud > 5 ni su complemento. Una de las principales 
conjeturas abiertas en teoria de grafos, formulada por C. Berge en 1960, dice 
que un grafo es perfecto si y ~610 si es Berge. Asi, 10s grafos Berge han sido 
extensamente estudiados en la Teoria de Grafos Perfectos. 
Una completa recopilaci6n sobre clases de grafos aparece en [16]. 
Complejidad algoritmica 
Un problema algoritmico ~(1, Q) consiste de un conjunto I de todas las 
posibles entradas para el problema, llamado el conjunto de instancias, y de 
una pregunta Q sobre esas instancias. Resolver uno de estos problemas con- 
siste en desarrollar un algoritmo cuya entrada es una instancia del problema 
y cuya salida es una respuesta a la pregunta del problema. 
Decimos que un problema es de decisi6n cuando las posibles respuestas 
a la pregunta son SI 6 NO. Por ejemplo, T podria ser el siguiente proble- 
ma: "dado un grafo G, i es arco-circular ?". El conjunto de instancias es el 
conjunto de todos 10s grafos y la pregunta es saber si el grafo dado es 6 no 
arco-circular. El problema dado no ~610 es de decisi6n sin0 que en particular 
es un problema de reconocimiento. Es de sumo inter& tanto desde el punto de 
vista te6rico como de las aplicaciones estudiar problemas de reconocimiento 
para las diferentes clases de grafos. 
Un problema es de optimizaci6n cuando lo que se busca a trav6s de la 
pregunta es la soluci6n 6ptima para el problema formulado. Por ejemplo, 
"dado un grafo G, i cu6nto vale x(G) ?" 
Usualmente, 10s problemas de optimizaci6n tienen su variante de decisi6n. 
En el caso del coloreo ser6: "dado un grafo G y un entero k positivo, i existe 
un coloreo de G con menos que k colores ?" 
Diremos que un algoritmo es polinomial cuando el n6mero de operaciones 
que efect6a est6 acotado por una funci6n polinomial en el tamafio de su en- 
trada. Si el tamaiio de la entrada es n y la funci6n polinomial es f (n), 
decimos que el algoritmo tiene complejidad O(f (n)). Los problemas de de- 
cisi6n para 10s que existen algoritmos polinomiales constituyen la clase P y 
son llamados polinomiales. 
Un problema de decisi6n es no-deterministic0 polinomial cuando cualquier 
instancia que produce respuesta SI posee una comprobaci6n de correctitud 
(tambikn llamada certificado) verificable en tiempo polinomial en el tamafio 
de la instancia. Estos problemas de decisi6n pertenecen a la clase NP.  
Claramente, P C NP.  Sin embargo, no se sabe si esta inclusi6n es 
estricta: uno de 10s principales problemas abiertos en inform6tica te6rica es 
saber si P # NP.  
Un problema de decisi6n pertenece a la clase Co-NP cuando cualquier 
instancia que produce respuesta NO posee un certificado polinomial en el 
tamafio de la instancia. 
Sean 7r1(Il, Q1) y 7r2(12, Q2) dos problemas de decisi6n. Una transfor- 
maci6n polinomial de en 7r2 es una funci6n f : Il + I2 tal que se satisfacen 
las siguientes dos condiciones: 
1. f puede computarse en tiempo polinomial. 
2. Para toda instancia D E Ill D produce respuesta SI para 7rl si y ~610 
si f (D) produce respuesta SI para 7r2. 
Una definici6n esencial en la teoria de complejidad es la definici6n de 
problema NP-completo. Un problema de decisidn n pertenece a la clase 
NP-completo cuando se satisfacen las siguientes condiciones: 
n E N P .  
Para todo problema .rrl E N P ,  existe una transformaci6n polinomial de 
T' en n. 
Un problema de decisi6n IT pertenece a la clase NP-hard cuando se satis- 
face la siguiente condici6n: 
Para todo problema n' E NP, existe una transformaci6n polinomial de 
T' en n. 
La teoria de NP-completitud fue iniciada por Cook en 1971 1201. Alli 
prob6 que el problema de satisfactibilidad de la 16gica matematica es NP- 
completo, en un resultado que se conoce como el Teorema de Cook. Primero 
Karp 1501, y tiempo despuks Garey y Johnson [28], presentaron largas listas de 
problemas NP-completos en el campo de la combinatoria, la 16gica, la teoria 
de conjuntos, la teoria de grafos y otras Breas de la matematica discreta. 
La tkcnica standard para probar que un problema IT es NP-completo 
es la siguiente: elegir en forma apropiada un problema n' que ya sabemos 
que es NP-completo y luego probar que IT E NP y que T' es transformable 
polinomialmente en n. Si ~610 probaramos esta segunda parte, habremos 
probado que el problema n es NP-hard. 
No se conoce ninglin algoritmo polinomial para resolver un problema NP- 
completo. Surge de la definici6n de NP-completitud que si se encontrara un 
algoritmo polinomial para un problema en esta clase, todo problema en N P  
seria polinomial (y estaria probado, en consecuencia, que P = NP).  
Como fuente de referencia en complejidad de algoritmos sugerimos con- 
sultar 1281. 
Capitulo 2 
Grafos arco-circulares 
Un grafo G es arco-circular si existe un conjunto de arcos A (que lla- 
mamos representacidn) alrededor de un circulo y una correspondencia 1-1 
entre vkrtices de G y arcos de A de manera que dos vkrtices distintos son 
adyacentes si y ~610 si 10s arcos correspondientes se intersecan. Es decir, un 
grafo arco-circular es el grafo intersecci6n de arcos alrededor de un circulo. 
Establecemos que 10s arcos deben ser abiertos. Sin pQdida de generalidad, 
podemos asumir que ninglin par de arcos tiene un extremo comlin y que 
ninglin arc0 cubre el perimetro total de la circunferencia. 
El problema de caracterizar grafos arco-circulares fue planteado por pri- 
mera vez en [38] y discutido con miis detalle en [55]. Pero fue Alan Tucker 
([79], [80], [81], [82], [83], [84]) quien aport6 todo el basamento tedrico inicial 
para esta clase de grafos, incluyendo una primer caracterizacidn en [80]. El 
reconocimiento de esta clase es polinomial. Tucker [84] propuso un algoritmo 
de reconocimiento de complejidad O(n3), mientras que Spinrad [72] simplific6 
el algoritmo de Tucker para el caso de que el grafo dado pueda ser cubierto 
por dos cliques. Varios afios despu6s, Hsu [47] encontr6 un algoritmo m6s 
eficiente (complejidad O(m.n)). Uno de 10s principales problemas abiertos 
en esta clase es determinar si existe alglin algoritmo de reconocimiento lineal 
en m y n. En [31], Gavril habia dado algoritmos de complejidad polinomial 
para reconocer algunas subclases de 10s grafos arco-circulares. 
Ha sido probado que diversos problemas NP-completos para la clase ge- 
neral de 10s grafos tienen resoluci6n polinomial para grafos arco-circulares. 
Este es el caso de 10s problemas de conjunto independiente miiximo ([34],[36], 
[46], [58]), clique mgximo ([4], [45]), partici6n en cliques minima ([36], [46]) y 
conjunto dominante minimo ([12], [46]). En cambio, el problema de nlimero 
cromiitico permanece NP-completo para grafos arco-circulares [29] y grafos 
arco-circular Helly [32], mientras que es polinomial para grafos arco-circular 
propios [62]. El problema de isomorfismo en grafos, de complejidad descono- 
cida para el caso general, es polinomial para 10s arco-circulares 1471. Los 
grafos clique de grafos arco-circular Helly han sido estudiados y caracteriza- 
dos en [23]. 
Aplicaciones 
Los grafos arco-circulares tienen aplicaciones en genktica [74], control del 
transito [75], diseiio de compiladores [83], estadistica [48] y problemas de 
almacenamiento [19]. 
Mostramos aqui un ejemplo de aplicaci6n a control del transito: la insta- 
laci6n de un sistema de sem6,foros que controle el trafico de vehiculos en un 
cruce de esquinas. 
Supongamos que queremos controlar con semaforos el flujo del transito 
en el cruce de esquinas graficado en la figura 2.1. 
Figura 2.1: Cruce de esquinas 
Ciertos carriles son compatibles entre si, o sea, 10s autos que por ellos 
circulan pueden avanzar simultiineamente (por ejemplo, c y j o a y d), mien- 
tras que otros son incompatibles (por ejemplo, b y f o h y I c ) .  Buscamos 
una representach en arcos circulares que a cada carril le asigne un arc0 
alrededor del circulo; la longitud del arc0 representa el interval0 de tiempo 
durante el cual dicho carril tiene luz verde. Obviamente, a carriles incompa- 
tibles deberan asignarseles arcos disjuntos. Puede pensarse que la totalidad 
de la circunferencia representa una unidad de tiempo (a definir) que sera 
continuamente repetida. 
Una asignaci6n de arcos para nuestro ejemplo esta dada en la figura 2.2. 
Figura 2.2 
CAP~TULO 2. GRAFOS ARCO-CIRCULARES 
El grafo G arco-circular que se obtiene puede verse en la figura 2.3. 
Figura 2.3 
Claramente, si H es el grafo definido por la relaci6n de compatibilidad 
entre pares de carriles, entonces G es un subgrafo generador de H. En nuestro 
caso, por ejemplo, 10s pares (d, k) o (h, j) estAn en H per0 no en G. 
Una soluci6n para este problema consiste en encontrar un subgrafo ge- 
nerador G de H tal que G sea arco-circular. Intuitivamente, es razonable 
esperar que conviene maximizar el ndmero de aristas de G para disminuir el 
tiempo de espera de cada carril. Aspectos adicionales de este problema, tales 
como elegir una asignaci6n de arcos que minimice el tiempo de espera total 
del sistema, pueden ser incorporados a1 modelo, dificultando su resoluci6n 
(ver [661, 1671 Y [751). 
2.2 Generalidades 
Los grafos arco-circulares admiten varias subclases interesantes, tratare- 
mos aqui las siguientes: 
1. Propios: un grafo G es arco-circular propio (PCA) si existe una re- 
presentaci6n arco-circular de G tal que ningdn arc0 estA contenido en 
forma propia en otro. Tucker [81] propuso una caracterizacidn y un 
algoritmo eficiente para su reconocimiento, usando matrices de carac- 
terizaci6n. El mismo autor tambi6n dio una caracterizacihn para esta 
subclase por medio de subgrafos prohibidos [82]. 
2. Unitarios: un grafo G es arco-circular unitario (UCA) si existe una 
representaci6n arco-circular de G tal que todos sus arcos tengan la 
misma longitud. Claramente, UCA 5 PCA. En [82], el autor muestra 
que esta inclusi6n es estricta y propone una caracterizaci6n para esta 
subclase, usando subgrafos prohibidos. Esta caracterizacibn no parece 
conducir a un algoritmo polinomial para el reconocimiento. Golumbic 
tambikn muestra en [33] un grafo que pertenece a PCA per0 no a UCA. 
3. Helly: un grafo G es arco-circular Helly ( H C A )  si existe una repre- 
sentacibn arco-circular de G tal que 10s arcos satisfacen la propiedad 
de Helly. Gavril 1311 dio una caracterizacibn de esta subclase usando la 
matriz clique de un grafo. Esta caracterizacibn conduce a un algoritmo 
eficiente para su reconocimiento. 
4. Clique-Helly: un grafo G es arco-circular clique-Helly ( C H C A )  si G 
es arco-circular y clique-Helly. Szwarcfiter [77] describid una caracteri- 
zacibn de grafos clique-Helly que conduce a un algoritmo polinomial 
de reconocimiento. Este metodo junto a un algoritmo para grafos 
arco-circulares ([84],[47]) resultan en un algoritmo eficiente para el re- 
conocimiento de esta subclase. 
Revisamos aqui teoremas de caracterizacidn de grafos arco-circulares y 
sus subclases. 
Teorema 2.1 ([SO]) Un grafo G = ( V ( G ) ,  E ( G ) )  es arco-circular si y so'lo 
s i  sus ve'rtices pueden ser circularrnente indexados (v l ,  ..., v,) tal que para 
cada i < j ,  si (vi,  v,) E E ( G )  entonces Vi+l ,  ..., vj E N(vi )  o vj+l, ..., v,, ~ 1 ,  ..., 
vz E N(vj). 
Los grafos PCA pueden ser caracterizados por medio de subgrafos prohi- 
bidos. Para ello necesitamos 10s grafos H I ,  H2, H3, H4 y H5, como en la figura 
2.4, tal cual son definidos en [82]. 
Figura 2.4 
Teorema 2.2 ( [82 ] )  Un grafo G es arco-circular propio si y ~ 6 l 0  s f  no  con- 
-- 
tiene como subgrafos inducidos a ninguno de 10s siguientes grafos: H I ,  H2, 
--- 
H3, H4, H5 y H;, ni a ningzin grafo perteneciente a las siguientes familias: 
{C:}n>47 { q } j > 3  Y {C$j+l}j>l. 
Como corolarios de este teorema de Tucker mostramos en esta tesis que 
se derivan nuevas caracterizaciones para grafos arco-circular propios. Para 
poder formularlas debemos probar dos lemas que estudian las caracteristicas 
de 10s subgrafos prohibidos del Teorema 2.2. 
----- 
Lema 2.1 Los grafos HI, H2, H3, H4, H5 y l o ~  grafos pertenecientes a la fa- 
milia {Clj+,) j21 son arco-circulares. 
Demostracidn: 
---- 
Es sencillo encontrar las representaciones arco-circulares de HI, H2, H3, H4 
y E. Probemos que 10s grafos de la familia {C;j+l}jtl son arco-circulares. 
Sean {WI, ~ 2 ,  ..., w2j7 w2j+1) 10s vkrtices de C2j+1 para alglin j 2 1. Rotu- 
lamos 10s vertices de otra forma. Sean vl = wl; v2 = w3; v3 = w5;. . . ; vj+l = 
~ 2 j + l ;  vj+2 = ~ 2 ;  vj+3 = ~ 4 ;  . . . ;~ 2 j + l  = w2j 10s nuevos r6tulos. Ahora, las 
hip6tesis del Teorema 2.1 son verificadas para C2j+1 y, en consecuencia, es un 
grafo arco-circular. Claramente, si agregamos un vkrtice universal el grafo 
sigue siendo arco-circular. 
Lema 2.2 El grafo H; y 10s grafos pertenecientes a las familias {CE)nL4 y {G) jZ3 no son arco-circulares. 
Demostracio'n. 
Las representaciones arco-circulares de HI y de 10s grafos pertenecien- 
tes a {Cn),>4 cubren todo el arc0 de la circunferencia. Asi, no es posible 
agregarle en ninguno de 10s dos casos un vkrtice aislado. Veamos que 10s 
grafos pertenecientes a la familia {Czj)j>3 tampoco son arco-circulares. Su- 
pongamos que si, es arco-circular para alglin j 2 3. Por el Teorema 2.2, 
- 
Czj no puede ser arco-circular propio. Sean, entonces, All .. . , A, 10s arcos de 
una representaci6n arco-circular de Deben existir dos arcos diferentes Ai 
y Ak (correspondientes a 10s vertices vi y vk de q) tal que Ai est& incluido 
en Ak, por ser arco-circular no propio. Asi, N[vi] N[Vh]. Per0 es claro 
que no existen vertices distintos v y w en q tal que N[v] N[w]. Por lo 
tanto, q no es arco-circular. 
Corolario 2.1 Un grafo G es arco-circular propio si y so'lo si G es arco- 
----- 
circular y no contiene como subgrafos inducidos a HI, H2, H3, H4, H5 ni a 
ningzin grafo perteneciente a la familia {C;j+l)j>l. 
Demostracio'n: 
Es una consecuencia directa del Teorema 2.2 y de 10s Lemas 2.1 y 2.2. 
Corolario 2.2 Sea G u n  grafo cordal. G es arco-circular propio si y so'lo s i  
G no contiene como subgrafos inducidos a ninguno de 10s siguientes grafos: 
HT, y q .  
Demostracidn: 
Es una consecuencia directa del Teorema 2.2 y del hecho de que 10s linicos 
grafos cordales de la lista de subgrafos prohibidos del Teorema 2.2 son H,*, 
Hl C,*. 
Corolario 2.3 Sea G u n  grafo cordal. G es arco-circular propio si y so'lo s i  
G es arco-circular y n o  contiene como subgrafos inducidos a % ni a c. 
Demostracio'n: 
Es una consecuencia directa del Teorema 2.2 y del hecho de que 10s unicos 
grafos cordales y arco-circulares de la lista de subgrafos prohibidos del Teo- 
- - 
rema 2.2 son H I  y Ci. 
Corolario 2.4 Sea G u n  grafo sin W4 como subgrafo inducido. G es arco- 
circular propio si  y so'lo s i  G no contiene como subgrafo inducido a ninguno 
-- - 
de 10s siguientes grafos: E, H,*, C6, C: y C: ni  a ningdn grafo perteneciente 
a la familia: {C:)n14. 
Demostracidn: 
Es una consecuencia directa del Teorema 2.2 y del hecho de que 10s linicos 
grafos sin W4 como subgrafo inducido, de la lista de subgrafos prohibidos del 
-- -
Teorema 2.2 son q, H,*, C6, Ci y C{ y 10s grafos pertenecientes a la familia: 
{C . )n24 .  I7 
Corolario 2.5 Sea G un grafo sin W4 como subgrafo inducido. G es arco- 
circular propio si y ~ 6 l 0  s i  G es arco-circular y no contiene como subgrafo 
inducido a q, ni Cg* 
Demostracio'n: 
Es una consecuencia directa del Teorema 2.2 y del hecho de que 10s unicos 
grafos sin W4 como subgrafo inducido y arco-circulares, de la lista de sub- 
-- - 
grafos prohibidos del Teorema 2.2 son H I ,  Ci y C { .  
Tambien a partir de la caracterizaci6n de Tucker para grafos PCA y de 10s 
Lemas 2.1 y 2.2, surge un resultado sobre estructuras prohibidas minimales 
para grafos arco-circulares. 
Teorema 2.3 Dada H una estructura prohibida minimal para grafos arco- 
circulares, H contiene en  forma propia como subgrafo inducido a alguno de 
10s grafos del Lema 2.1 d H es alguno de 10s grafos del Lema 2.2. 
Demostracidn: 
Es una consecuencia directa del Teorema 2.2, 10s Lemas 2.1 y 2.2 y el 
hecho de que PCA es una subclase de 10s grafos arco-circulares. 
Veamos una caracterizaci6n de grafos arco-circular propios conexos y 
cordales mostrada en [8]. Sean G1 y G2 10s grafos de la figura 2.5. 
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Figura 2.5 
Teorema 2.4 ([8]) Sea G u n  grafo conexo y cordal. G es arco-circular pro- 
pio si  y sdlo s i  no  contiene ni a G1 ni a G2 como subgrafos inducidos. 
Para caracterizar la regi6n PCA \ U C A ,  necesitamos definir la siguiente 
familia de grafos [82]. Sea C I ( j ,  k ) ( j  > k )  un grafo arco-circular cuya re- 
presentaci6n en arcos circulares se construye de la siguiente forma: sea E un 
numero real positivo pequeiio y r = 1 el radio de la circunferencia. Se dibujan 
j arcos (Ao, Al, ... , Aj-l) de longitud ll = 27rklj + E tal que cada arco Ai 
empieza en 27ril j y termina en 27r(i + k ) /  j + E (Ai = (27ril j ,  27r(i + k ) /  j + E ) )  . 
Luego, se dibujan otros j arcos (Bo, B1, ..., Bj-l) de longitud 12 = 27rklj - E ,  
tal que cada arco Bi empieza en (27ri + 7r ) /  j y termina en (27r(i + k )  + 7r )  / j - E 
(Bi = ((27ri + 7r) / j ,  (27r(i + k )  + 7 r ) /  j - E ) ) .  Por ejemplo, la representaci6n 
de la figura 2.6 genera el grafo C I ( 4 , 1 ) ,  a1 que llamamos GJ. 
Figura 2.6: C I ( 4 , l )  y su representaci6n arco-circular. 
CAP~I"TLO 2. GRAFOS ARCO-CIRCULARES 
Por construcci6n, estos grafos son arco-circular propios [82]. 
Teorema 2.5 ([82]) Sea G un grafo arco-circular propio. G es arco-circular 
unitario si y sdlo s i  G no contiene a CI( j ,  k) como subgrafo inducido, para 
j ,k  coprimos y j > 2k. 
Daremos ahora una caracterizaci6n de grafos conexos arco-circular pro- 
pios. Para ello, necesitamos introducir 10s conceptos de torneos locales 
([21], [43], [44]) y orientaciones circulares [21]. 
Un torneo es una orientacibn de un grafo completo. Un torneo local es 
un grafo dirigido donde tanto el conjunto de entrada como el de salida de 
cada vbrtice induce un torneo. 
Una enumeraci6n circular de un grafo dirigido D es un orden circular S = 
(vo, ..., v,-l) de sus v6rtices tal que para cada i existen enteros no-negativos 
y si, y el vQtice vi tiene conjunto de entrada Ng = {viPl, vi-2, ..., vi-,.,) y de 
salida NL, = { v ~ + ~ ,  v~+z ,  .. . , v $ + ~ ~ )  (sumas y restas deben entenderse modulo 
n). Un grafo dirigido que admite una enumeraci6n circular es llamado ronda. 
Un grafo no dirigido se dice que tiene una orientaci6n circular si admite una 
orientaci6n que lo transforma en un grafo dirigido ronda. 
Teorema 2.6 ([21],[71]) Las siguientes afirmaciones son equivalentes para 
un grafo conexo G: 
1. G es orientable como un torneo local. 
2. G tiene una orientacio'n circular. 
3. G es arco-circular propio. 
Una matriz tiene forma de 1's circulares si 10s 1's en cada columna apare- 
cen en un orden circular consecutivo. Una matriz tiene la propiedad de 1's 
circulares si por una permutaci6n de las filas puede ser transformada en una 
matriz con forma de 1's circulares. Sea G un grafo y MI, M2, . .., Mk 10s 
cliques de G. Denotaremos por AG la matriz clique de k x n, es decir, la 
entrada (i, j) es 1 si el vbrtice vj E Mi y 0, en caso contrario. Veamos la 
siguiente caracterizaci6n de grafos arco-circular Helly, que aparece en [31]. 
Teorema 2.7 ([31]) Un grafo G es arco-circular Helly si y sdlo s i  AG tiene 
la propiedad de 1 's circulares. 
Observacibn: En [19], 10s autores trabajan con la subclase de 10s grafos 
arco-circulares constituida por aquellos grafos que tienen una representacibn 
que a la vez es propia y Helly. Se puede mostrar que esta subclase estA 
incluida estrictamente en PCA n HCA. El grafo de la figura 2.7, conoci- 
do como el grafo pirAmide, estA contenido en PCA n HCA per0 no tiene 
ninguna representaci6n arco-circular que sea propia y Helly a la vez. 
Figura 2.7: El grafo piramide 
Usamos tambi6n una caracterizacibn de grafos clique-Helly [771. Debemos 
definir el concept0 de triangulo extendido. Sea G un grafo y T un trihngulo 
de G. El triangulo extendido de G, relativo a T ,  es el subgrafo de G inducido 
por 10s v6rtices que forman un triangulo con a1 menos una arista de T. Un 
v6rtice v es universal en un subgrafo de G si v es adyacente a todo otro 
vQtice del subgrafo. 
Teorema 2.8 ([77]) U n  grafo G es clique-Helly si y so'lo s i  todos sus tricin- 
gulos extendidos contienen u n  virtice universal. 
Intersecciones entre las subclases 
Queremos analizar la existencia de grafos que pertenezcan a exactamente 
k de las 4 subclases de 10s grafos arco-circulares ya definidas (k = 0,1,2,3,4). 
La regi6n R es definida como cualquier combinaci6n de las 4 subclases. R es 
vacia si no hay grafos que pertenezcan a las k subclases que definen la regi6n 
y no pertenezcan a las otras 4 - k subclases. 
Si k = 0 quedan definidas 2 regiones: una dentro de CA y la otra fuera. 
Tenemos entonces 17 regiones. Como 4 de ellas son trivialmente vacias a 
causa de que UCA es una subclase de PCA, quedan 13 regiones a ser analiza- 
das. Probaremos el sorprendente resultado que muestra que la regi6n definida 
por las subclases CHCA y PCA es vacia, o sea, no existe ninglin grafo que 
pertenezca a CHCA y PCA, y no pertenezca a UCA y HCA. Mostraremos 
luego la existencia de miembros minimales en el resto de las regiones (ver 
figura 2.13). La minimalidad de 10s ejemplos implica que cualquier subgrafo 
inducido propio de ellos pertenece a otra regi6n. 
Los resultados de esta secci6n fueron presentados en [22]. 
2.3.1 La regi6n vacia 
Vamos a demostrar que la regi6n definida por CHCA y PCA es vacia. 
Recordemos que CI( j ,  k)( j  > I c )  es un grafo arco-circular cuya repre- 
sentaci6n en arcos circulares se construye de la siguiente forma: sea E un 
numero real positivo pequeiio y r = 1 el radio de la circunferencia. Se dibu- 
jan j arcos (Ao, Al, ..., Aj-l) de longitud l1 = 27rkl j + E tal que cada arc0 
Ai empieza en 2 r i l  j y termina en 2n(i + k) / j  + E (A, = (27ri/j, 2n(i + 
k)/ j + E )  . Luego, se dibujan otros j arcos (Bo, B1, ... , Bj-l) de longitud 
12 = 2nlclj - E, tal que cada arc0 Bi empieza en (27ri + 7rk)lj y termina 
en (27r(i + k) + 7rk)lj - E (Bi = ((27ri + 7rk)/j, (27r(i + k) + 7rk)lj - E ) ) .  
Para hacer la construcci6n independiente del E ,  podemos suponer que 10s 
arcos Ai son cerrados y 10s Bi son abiertos. Definimos una corresponden- 
cia 1-1 entre el arc0 Ai de la representacibn y el vkrtice ai del grafo (lo 
mismo para el el arc0 Bi y el vkrtice bi). Asi, ai (i = 0, ..., j - 1) es adya- 
cente a ai-k, bi-k, ..., a i -~ ,  bi-1, bi, ai+l, bi+l, . . . , bz+kFl, ai+k y bi es adyacente a 
ai-k+l, bi-k+1, ..., ai-1, bi-1, ai, ai+1, bi+1, . .., bi+k-1, ai+k (sumas y restas deben 
entenderse mddulo j) . 
El siguiente lema prueba que el grafo CI( j ,  k) (j y k coprimos con j > 2k) 
tiene ~610 dos posibles orientaciones circulares. 
Lema 2.3 Sea H = CI(j, k), con j y k coprirnos y j > 2k. Entonces, H 
tiene sdlo dos posibles orientaciones circulares, una la reversa de la otra. 
Demostracidn: 
Decimos que v domina a w si N[w] N[v]. En nuestro caso, pode- 
mos comprobar fficilmente que 10s linicos vertices dominados por ai son 
bi y bi-1 (y son dominados en forma estricta). Probaremos que hay dos 
6rdenes circulares posibles S = (ao, bo , a1 , bl , . . . , aj-1, bj-1) y el orden exac- 
tamente inverso, y, por lo tanto, 2 posibles orientaciones: ai tiene como 
S conjunto de entrada Nin(ai) = {ai-k, bi-k, ..., ai-1, bi-1) y conjunto de sal- 
ida NZt(ai) = {bi, ai+l, .. . , bi+k-1, az+k), y bi tiene como conjunto de entrada 
N,S,(bi) = bidk+1, . . ., ai-1, bi- ai) y conjunto de salida N&(bi) = 
bi+1, ai+2, ..., bi+k_l ,  ai+k) para todo i; 6 exactamente se da la ori- 
entaci6n reversa. 
Sea R un orden circular posible, R = (uO, v1, . . . , v2j-2, v2j-l). Queremos 
ver que es el mismo orden que S 6 el orden exactamente inverso. Si up = ai 
para a l g b  p y para alglin i, sera suficiente con probar que = 
{biY1, bi ) . Recordemos que N:, (up) = 
 up+^, . . . , up+,) y N t  (up) = 
{up-,, ..., up-2, up-1) porque R es una orientaci6n circular (ahora, sumas y 
restas deben entenderse m6dulo 2j). Supongamos que bi @ 
Como bi es adyacente a ai, bi E {vpf2, ..., o bi E ..., vpP2). Anal- 
icemos ambas posibilidades: 
1. bi E {vp+g, .. . , up+,). Dividimos la prueba en dos casos: 
= bi-1: como ai+k es adyacente a ai per0 no es adyacente a 
bi-1, entonces ai+k E {up-,, ..., up-l). Per0 ai+k es adyacente a bi, 
asi ai+k E N$,(bi) con lo que ai seria un vQtice universal porque 
ai domina a bi, o ai+k E N&(bi) con lo que ai+k seria adyacente a 
bi-1. Ambos casos nos muestran la existencia de un absurdo. 
up+l # bd-l: up+l no es dominado por ai pues Bste ~ l t i m o  ~610 
domina a bi y bi-1. Entonces, up+l tiene un vertice adyacente w, 
el cual no es adyacente ni a ai ni a bi. Per0 si w E Nz(vp+l) 
entonces w es adyacente a ai, y si w E N,R,,(V,+~) entonces w es 
adyacente a bi, absurdo en ambos casos. 
2. bi E {up_,, ..., La prueba es anfiloga a la del caso 1. Asi, bi E 
La prueba de que bi-1 E es similar. 
Ahora estamos en condiciones de probar uno de 10s principales resultados 
de la secci6n: una de las 13 regiones es vacia. 
Teorema 2.9 Sea G E PCA \ UCA. Sz G E CHCA, entonces G E HCA. 
Por el Teorema 2.5, G contiene alglin CI( j ,  k) como subgrafo inducido, 
donde j y k son coprimos y j > 2k. Analizamos dos casos diferentes. En I., 
suponemos que 2k < j 5 3k y probamos que G no es clique-Helly. En 2., 
analizamos el caso que nos queda (j > 3k) y probamos que G es un grafo 
arco-circular Helly. 
1. Sea G un grafo arco-circular propio que contiene a H = CI(j,  5) como 
subgrafo inducido, con 2k < j 5 3k. Mostraremos que G no es clique- 
Helly. Dividimos esta prueba en dos: 
Sea G = H.  Claramente, Cai = {ai, ..., ai+k) U {bi, ..., bi+k-l) es 
un clique de G para todo i. Veamos que 10s cliques Cao, Cak y Ca2, 
no verifican la propiedad de Helly: 
Cao n Cak n Ca2, = 0 (pues j > 25 y k 2 I), 
cao n cab  = {a,) # 0, 
Cak n CaZk = {a2k} # 0 (pues j > 2k), 
CaZk n cao # 0 (a0 E CaZk n C,, pues j 5 3k). 
Sea H un subgrafo inducido propio de G. Como H es un grafo 
PCA conexo, tiene una orientacihn circular (Teorema 2.6). Por el 
Lema 2.3, hay s610 dos posibles orientaciones circulares, cada una 
la reversa de la otra. Sin perdida de generalidad, podemos usar 
una de ellas (figura 2.8). Por lo visto en el caso anterior, H con- 
tiene 10s cliques Cao, C,, y Cazk, quienes no verifican la propiedad 
de Helly. Extendemos 10s subgrafos completos de G, Cao, Cak y 
Ca2,, a cliques en G (y 10s llamamos CLo, Cik y CLzk). 
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Figura 2.8 
Supongamos que G es clique-Helly, entonces existe un vQtice v E 
V(G) - V(H) tal que v E CA, n CA, n CA, . Como C,,, Ca, y 
C,,, cubren todos 10s vdrtices de H, el vdrtice v es adyacente a w, 
para todo w E V(H). Sabemos por hip6tesis que si agregamos el 
vQtice v a H ,  el nuevo grafo sigue siendo conexo y PCA. Asi, por 
el Teorema 2.6, hay una orientaci6n circular del subgrafo inducido 
por 10s vdrtices de H y v,  usamos la de la figura 2.8 y agregamos a 
v. Podemos suponer sin pdrdida de generalidad que v es agregado 
entre a0 y bo (figura 2.9). Se ve entonces que v no puede ser 
adyacente a bk,  pues si lo fuera dejaria de ser una orientaci6n 
circular. Esto es un absurd0 porque v era adyacente a w, para 
todo w E V(H). 
Figura 2.9 
2. Sea G un grafo arco-circular propio que contiene a H = CI( j ,  k)  como 
subgrafo inducido, con 3k < j .  Probaremos que G es un grafo arco- 
circular Helly. Supongamos que G @ HCA. Entonces, toda repre- 
sentaci6n arco-circular de G no verifica la propiedad de Helly. Sean 
vl ,  ..., vt un subconjunto minimal de vQtices de G cuyos correspon- 
dientes arcos no son Helly en una representach dada. Cada vi puede 
6 no pertenecer a H .  Analizamos dos casos: 
CAP~TULO 2. GRAFOS ARCO-CIRCULARES 
t = 3: 10s arcos A',, A', y A', (correspondientes a 10s vkrtices vl, v2 
y 213) minimalmente no Helly son dibujados en la figura 2.10. 
Figura 2.10 
Asi, vl, v2 y VQ inducen un triangulo y todo vkrtice de G es adya- 
cente a alguno de ellos 3. Como G es un grafo arco-circular propio 
conexo, el subgrafo G' inducido por 10s vkrtices de H y vl, v2 y 
vs tambikn lo es. Usamos una de las 2 orientaciones circulares 
posibles (figura 2.8) y agregamos a vl, v2 y v3 (si ellos no estiin 
en H). Como j > 3k y vl,  v2 y v3 forman un trihgulo, estos 3 
vkrtices deben estar localizados en la orientaci6n circular entre ai 
y ai+k. Suponemos, sin pkrdida de generalidad que i = 0 (figura 
2.11). 
Figura 2.11 
Por lo tanto, hay un vkrtice bt (b2k, en este caso) que no es adya- 
cente a vl ni a v2 ni a us, lo que es un absurdo. 
t 2 4: como esos arcos son minimalmente no Helly, debe haber 
dos de ellos (A', y A',, correspondientes a 10s vkrtices vl y v2, 
respectivamente) que entre ambos cubran toda la circunferencia 
(figura 2.12), dado que si no 10s hubiera, 10s subconjuntos de t - 1 
arcos no podrian verificar la propiedad de Helly (y sabemos que la 
verifican por causa de la minimalidad). Por lo tanto, todo vertice 
de G es adyacente a alguno de ellos dos y v l  es adyacente a v2. De 
esta forma, llegamos a1 mismo absurd0 que en el caso anterior. 
Figura 2.12 
Como un corolario direct0 del Teorema 2.9, tenemos que la regi6n gene- 
rada por CHCA y PCA es vacia. 
Corolario 2.6 La regio'n definida por CHCA y PCA es vacz'a. 
Supongamos que esta regi6n no es vacia. Debe existir entonces un grafo 
G que es arco-circular propio y clique-Helly per0 no es arco-circular Helly ni 
unitario. Pero por el Teorema 2.9, si es propio no unitario y clique-Helly, 
debe ser arco-circular Helly, lo que es una contradicci6n. 
2.3.2 Ejemplos minimales 
Tenemos definidas 13 regiones a1 cruzar las subclases de 10s grafos arco- 
circulares. Ya hemos probado que una de ellas es vacia: la region generada 
por CHCA y PCA. 
Veamos ahora que podemos encontrar grafos pertenecientes a las otras 
12 regiones. Vamos a demostrar que cada uno de 10s grafos de la figura 
2.13 pertenece a la regi6n respectiva y que es un miembro minimal, es decir, 
cualquier subgrafo inducido de ellos pertenece a otra regi6n. 
La minimalidad ~610 es probada para 10s ejemplos de las Proposiciones 
2.2, 2.5 y 2.10. En 10s otros casos, puede ser verificada fzicilmente usando 
argumentos similares. 
Figura 2.13: Cruce de subclases para grafos arco-circulares 
Enunciamos y probamos cada una de las proposiciones que garantizan 
que 10s ejemplos de la figura 2.13 pertenecen a la regi6n respectiva. 
Proposici6n 2.1 El grafo G4 ('guru 2.14) no es arco-circular. 
i " 7  
Figura 2.14 
Demostracidn: 
Tratemos de encontrar una representaci6n arco-circular de G4. Primer0 
dibujamos 10s arcos A2, A3 y A4, correspondientes a 10s vkrtices 212, v3 y v4, 
respectivamente (figura 2.15). 
Figura 2.15 
Ahora, si el arc0 Al (correspondiente a1 vQtice vl) es agregado, debera 
contener a uno de 10s 3 arcos de la figura 2.15. Sin phrdida de generalidad, 
podemos suponer que A:! esta contenido en Al. De esta manera, A5, el 
arc0 correspondiente a 215, no puede ser agregado tal que tenga intersecci6n 
no vacia con A2 e intersecci6n vacia con Al. Por lo tanto, no es posible 
encontrar una representaci6n arco-circular de G4. 
Proposici6n 2.2 El grufo G5 (figura 2.16) es arco-circular pero no pertenece 
a ninguna de las subclases aqui definidas. 
Demostracio'n: 
hv8 
Figura 2.16 
1. G5 es un grafo arco-circular: las hip6tesis del Teorema 2.1 son verifi- 
cadas usando 10s r6tulos de 10s vkrtices de la figura 2.16. 
2. G5 no es un grafo arco-circular clique-Helly: la subfamilia de cliques 
{MI, M2, M3, M4) no verifica la propiedad de Helly. 
3. G5 no es un grafo arco-circular Helly: alcanza con probar que G1 (figura 
2.5) no estti en HCA, pues G1 es un subgrafo inducido de G5 y la pro- 
piedad de ser arco-circular Helly es una propiedad hereditaria. Sean 
Ml = {vl 213, v5), M2 = {vl v2), M3 = ( ~ 3  214) Y M4 = ( ~ 5  216) 10s 
cliques de GI. Entonces AG, la matriz clique, es la siguiente: 
Es fticil verificar que no es posible permutar las film de AG para que 
la matriz tenga forma de 1's circulares. Por lo tanto, G1 no es arco- 
circular Helly y asi, G5, tampoco. 
4. G5 no es un grafo arco-circular propio: el subgrafo inducido por 10s 
vertices vl, v2, v4, v5, v7 y v8 es isomorfo a GI, uno de 10s subgrafos 
prohibidos del Teorema 2.4. 
En este caso, es interesante probar la minimalidad de este ejemplo. Si el 
subgrafo inducido propio de G5 que elegimos no contiene a vl,  v3, ~4,216,217 o 
vg, entonces es clique-Helly porque es fhcil ver que un grafo no clique-Helly 
debe contener a1 menos cuatro cliques de tamaiio 2 3. En cambio, si el 
subgrafo inducido que elegimos no contiene a ~ 2 , 2 1 5  o v8, entonces es arco- 
circular Helly porque G5 - {v8) tiene matriz clique con la propiedad de 1's 
circulares. Lo mismo vale para G5 - {v2) y G5 - {v5). 
Matriz clique de G5 - {vg} con la propiedad de 1's circulares 
Proposicidn 2.3 El grafo G1 ('guru 2.5) pertenece a la regio'n definida por 
CHCA. 
Demostracidn: 
1. G1 es un grafo arco-circular: las hip6tesis del Teorema 2.1 son verifica- 
das usando 10s r6tulos de 10s vertices de la figura 2.5. 
2. GI es un grafo arco-circular clique-Helly: tenemos que probar que GI es 
clique-Helly. El 6nico triAngulo extendido es el subgrafo de G1 inducido 
por 10s vQtices vl, v3 y v5, entonces las hip6tesis del Teorema 2.8 son 
verificadas. 
3. G1 no es un grafo arco-circular propio: trivial, por Teorema 2.4. 
4. G1 no es un grafo arco-circular Helly: resultado probado en la Propo- 
sici6n 2.2. • 
Proposicidn 2.4 El grafo G6 (figura 2.17) pertenece a la regio'n definida por 
HCA. 
Demostracidn: 
bv7 
Figura 2.17 
1. G6 es un grafo arco-circular Helly : MI = {vl, v2 , v3} , M2 = {vl, v2,v4} , 
M3 = {v2, v3, v5}, M4 = {v3, v7} y M5 = (vl, v3, v6) son 10s cliques 
de G6. Asi, AG, la matriz clique, es la siguiente, con forma de 1's 
circulares. 
2. G6 no es un grafo arco-circular propio: el subgrafo inducido por 10s 
vftices v3, v5, v6 y v7 es isomorfo a G2, uno de 10s subgrafos prohibidos 
en la caracterizaci6n del Teorema 2.4. 
3. G6 no es un grafo arco-circular clique-Helly: la subfamilia de cliques 
{MI, M2, M3, M5) no verifica la propiedad de Helly. 
Proposici6n 2.5 El grafo G7 (isomorfo a CI(5,2), figura 2.18) pertenece a 
la regio'n definida por PCA. 
Figura 2.18 
Demostracio'n: 
1. G7 es un grafo arco-circular propio per0 no unitario: por [82], CI(5,2) E 
PCA \ UCA. 
2. G7 no es un grafo arco-circular clique-Helly: la subfamilia de cliques 
Ml = {v2,7J3,v4, ~ 5 ,  v6), M 2  = {v1,v3,v4,v5,v7), M 3  = {vl, v2, v4,v5, vg), 
M4 = { v  , v2, VQ, us, v 9 ,  M5 = { v  , ~2,213, vq, vlO) no verifica la propiedad 
de Helly. 
G7 no es un grafo arco-circular Helly: supongamos que si. Para dibu- 
jar una representaci6n arco-circular del ciclo inducido C formado por 
10s vhrtices 216, v7, v g ,  v9 y v10 necesitamos cubrir toda la circunferencia 
(figura 2.19). Adem&, 10s arcos que representan a 10s vhrtices de cada 
clique deben tener una interseccidn comun pues estamos suponiendo 
que el grafo es arco-circular Helly. Ambas afirmaciones implican que 
cada clique contiene a1 menos un vkrtice de C. Absurdo, por la existen- 
cia del clique Kg, inducido por el conjunto de vkrtices {vl , v2, 213,214, v5). 
Figura 2.19 
Para verificar la minimalidad, probamos que cualquier subgrafo inducido 
propio H de G7 es arco-circular unitario. Para ello usamos el Teorema 2.5: 
mostramos que H no contiene a CI( j ,  k) como subgrafo inducido, donde j y 
k son coprimos con j > 2k. Es suficiente probar este hecho para CI(4 , l )  y 
CI(3 , l )  pues son 10s linicos grafos de esta familia con a lo sumo 9 vkrtices. 
Pero H tiene conjunto independiente mkimo de tamaiio a lo sumo 2 y estos 
dos grafos tienen conjunto independiente mkimo de tamaiio 3 y 4, respec- 
tivamente. Queda asi probado que cualquier subgrafo inducido propio H de 
G7 es arco-circular unitario. 
Proposici6n 2.6 El grafo G2 (figura 2.5) pertenece a la regio'n definida por 
CHCA y HCA. 
Demostracio'n: 
1. G2 es un grafo arco-circular: las hipdtesis del Teorema 2.1 son verifi- 
cadas usando 10s rdtulos de 10s vkrtices de la figura 2.5. 
2. G2 es un grafo arco-circular clique-Helly: tenemos que probar que G2 
es clique-Helly. No hay tri&ngulos extendidos en G2, por lo que las 
hipdtesis del Teorema 2.8 son verificadas. 
3. G2 es un grafo arco-circular Helly: Sean Ml = {vl, VZ), M2 = {v2, v3) y 
M3 = (212, v4) 10s cliques de G2. Entonces, AG, la matriz clique, es la 
siguiente, la cual tiene forma de 1's circulares: 
4. G2 no es un grafo arco-circular propio: trivial, por el Teorema 2.4. 
Proposici6n 2.7 El grafo G8 (zsomorfo a CI(3, I) ,  figura 2.20) pertelzece a 
la regio'n definida por HCA y PCA. 
Figura 2.20 
Demostracidn: 
1. G8 es un grafo arco-circular propio per0 no unitario: por [82], CI (3 , l )  E 
P C A  \ UCA. 
2. G8 es un grafo arco-circular Helly: MI = {vl , Val  v3), M2 = (vl, V2, v4), 
M3 = {vz , v3, us) y M4 = {vl, v3, v6) son 10s cliques de G8. Entonces, 
AG, la matriz clique, es la siguiente, la cual tiene forma de 1's circulares: 
3. G8 no es un grafo arco-circular clique-Helly: este grafo es el m&s 
pequeiio (en nlimero de vQtices) no clique-Helly [39]. 
Proposici6n 2.8 El grafo G9 ('guru 2.21) pertenece a la regio'n definida por 
P C A  y UCA. 
Figura 2.21 
Demostracio'n: 
1. Gg es un grafo arco-circular unitario: sea r = 1 el radio de la circun- 
ferencia y 1 = (3/4)7r la longitud comlin de cada arc0 correspondiente 
a cada vkrtice del grafo. La figura 2.22 muestra una representaci6n 
arco-circular unitaria de Gg. 
Figura 2.22 
Gg no es un grafo arco-circular Helly: supongamos que si. Como 
vl ,  ~ 2 , 2 1 5  y v6 inducen un ciclo C4, 10s arcos respectivos en la repre- 
sentaci6n arco-circular deben estar dibujados como en la figura 2.23. 
AdemAs, el vkrtice v3 es adyacente a todos ellos. Asi, en cualquier re- 
presentaci6n Helly, A3 (el arc0 correspondiente a 213) debe intersectar 
a Al n A2, Ag n As, A5 fl A6 y A6 n A1. Este hecho asegura que A3 con- 
tiene a1 menos a uno de estos arcos. Sin pkrdida de generalidad, puede 
suponerse que Ag contiene a A5 (figura 2.23). No es posible entonces 
que A4 (el arc0 correspondiente a 214) sea agregado a la representaci6n 
arco-circular Helly de manera que tenga intersecci6n no vacia con A5 e 
intersecci6n vacia con As. 
Figura 2.23 
3. Gg no es un grafo arco-circular clique-Helly: la subfamilia de cliques 
{MI, M2, M3, M 4 )  no verifica la propiedad de Helly. 
Proposici6n 2.9 El grafo G3 (isomorfo a CI(4, I ) ,  ver figura 2.6) pertenece 
a la regio'n definida por CHCA, HCA y PCA. 
Demostracio'n: 
1. G3 es un grafo arco-circular propio per0 no unitario: por [82], C I  (4, l )  E 
PCA \ UCA. 
2. G3 es un grafo arco-circular Helly: Sean MI, M2, M3 y M4 10s cliques de 
G3 tal cual se definen en la figura 2.6. Entonces, AG, la matriz clique, 
es la siguiente, la cual tiene forma de 1's circulares: 
3. G3 es un grafo arco-circular clique-Helly: veamos que G3 es clique- 
Hell~. Ml = {v1,~2,~5),M2 = { ~ 2 , ~ 3 , ~ 6 ) , M 3  = {v3 ,~4 ,~7)  Y M4 = 
{vl, v4, v8) son 10s triAngulos extendidos de G3 y todos tienen vhrtices 
universales, por lo que las hip6tesis del Teorema 2.8 son verificadas. 
Proposici6n 2.10 El grafo Glo (figura 2.24) pertenece a la regio'n definida 
por CHCA, PCA y UCA. 
Figura 2.24 
Demostracio'n: 
1. Glo es un grafo arco-circular unitario: sea r = 1 el radio de la circun- 
ferencia y 1 = ( 3 1 4 ) ~  la longitud comlin de cada arco, correspondiente 
a cada vbrtice del grafo. La figura 2.25 muestra una representaci6n 
arco-circular unitaria de Glo . 
Figura 2.25 
2. Glo es un grafo arco-circular clique-Helly: Glo contiene un vQtice uni- 
versal (v7). POI lo tanto, podemos afirmar que es clique-Helly, cualquier 
clique tiene que contener a v7. 
3. Glo no es un grafo arco-circular Helly: probamos en la Proposicidn 2.8 
que Gg no es un grafo HCA. Como G9 es un subgrafo inducido de Glo 
y la propiedad de estar en HCA es hereditaria, entonces Glo tampoco 
puede ser arco-circular Helly (el mismo argument0 que usamos en la 
Proposicidn 2.2). 
Analicemos la minimalidad de Glo. Si un subgrafo inducido propio H de 
Glo no contiene a vl, v2,v3,v4,v5 o v6, una matriz clique con la propiedad 
de 10s 1's circulares puede ser facilmente encontrada, por lo que H esta en 
HCA. Por otro lado, el linico subgrafo inducido propio que contiene a estos 
6 vQtices es Gg, que pertenece a otra regidn (Proposici6n 2.8). 
Proposicidn 2.11 El grafo Gll (figura 2.26) pertenece a la regidn definida 
por HCA, PCA y UCA. 
Figura 2.26 
1. G1l es un grafo arco-circular Helly: Sean MI = {vl, u2, u4), M2 = 
{v1rv2,~3),M3 = {v2,~3,~5),M4 = {vl,v37~6) Y M.5 = (vl,v4,~6), 
10s cliques de Gll. Asi, AG, la matriz clique, es la siguiente, la cual 
tiene forma de 1's circulares. 
2. GI1 es un grafo arco-circular unitario: sea r = 1 el radio de la circun- 
ferencia y 1 = ( 3 1 4 ) ~  la longitud comlin de cada arco, correspondiente 
a cada v6rtice del grafo. La figura 2.27 muestra una representacibn 
arco-circular unitaria de Gll. 
Figura 2.27 
3. Gll no es un grafo arco-circular clique-Helly: nuevamente, la subfamilia 
de cliques {MI, M2, M3, M4) no verifica la propiedad de Helly. 13 
Proposici6n 2.12 El grafo G12 (Jgura 2.28) pertenece a la regzo'n deJnida 
por las cuatro subclases. 
a 
GI 2 
Figura 2.28 
Dernostracio'n: trivial. 
Capitulo 3 
Grafos circulares 
Un grafo G es circular si existe un conjunto de cuerdas L (que llamamos 
modelo) dentro de un circulo y una correspondencia 1-1 entre vkrtices de 
G y cuerdas de L de manera que dos v6rtices distintos son adyacentes si y 
~610 si las cuerdas correspondientes se intersecan. Es decir, un grafo circular 
es el grafo intersecci6n de cuerdas dentro de un circulo. Sin pQdida de 
generalidad, podemos asumir que ninglin par de cuerdas tiene un extremo 
comlin. La figura 3.1 muestra un grafo circular G y un modelo L para 61. 
Figura 3.1: Ejemplo de grafo circular y su modelo de cuerdas. 
Esta clase de grafos fue introducida en [25], donde se muestra una apli- 
caci6n para resolver un problema de reordenamiento de vagones de un tren 
propuesto por Knuth [56], usando pilas y colas. Se pueden encontrar al- 
goritmos de tiempo polinomial para reconocer grafos en esta clase en ([14], 
[27], [61], [73]). Los problemas de clique m&ximo y conjunto independi- 
ente m&mo en grafos circulares pueden ser resueltos en tiempo polinomial 
([30] ,[45], [59], [69]), per0 el problema de coloreo se mantiene NP-Hard [29]. 
Los grafos circulares son equivalentes a 10s grafos overlap de intervalos 
(conocidos en la literatura como grafos overlap). Un grafo G es overlap de 
intervalos si sus vQtices pueden ser puestos en correspondencia 1-1 con una 
familia de intervalos en una recta de manera que dos vkrtices son adyacentes 
en G si y s61o si sus correspondientes intervalos se superponen (tienen inter- 
secci6n no vacia per0 ninguno est& propiamente contenido en el otro). La 
prueba de la equivalencia entre ambas clases puede encontrarse en [30]. 
Otra clase equivalente a 10s grafos circulares es la clase de 10s grafos de 
alternancia. Consideremos una palabra p tal que cada letra que se encuentra 
en p est& exactamente dos veces. Una alternancia de p es un par vw de 
letras distintas tal que encontramos alternativament e . . .v.. .w . . .v . . .w . . . cuando 
leemos p. El grafo de alternancia A(p) es el grafo cuyos vkrtices son las letras 
de p y cuyas aristas son las alternancias de p. Los grafos de alternancia fueron 
usados [13] para encontrar una soluci6n algoritmica para un problema de 
curvas del plano que se auto-intersectan formulado por Gauss. Claramente, 
10s grafos de alternancia tambikn son equivalentes a 10s circulares. 
Un ejemplo de aplicaci6n 
Sea T = [ T ~ ,  . .., una permutaci6n de 10s nlimeros (1, .. ., n). Suponga- 
mos que tenemos 10s elementos xl, . . . , T~ en una cola de entrada A y queremos 
transferirlos a una cola de salida B en su orden natural, usando un sistema 
de pilas tal como se muestra en la figura 3.2. 
1 
Figura 3.2 
Se permiten dos tipos de movimientos: 
Mover el nlimero de la cabeza de la cola de entrada a1 tope de una de 
las pilas. 
Mover un nlimero del tope de una pila a1 final de la cola de salida. 
Queremos saber cu&l es la menor cantidad de pilas s que hace falta para 
ordenar 10s elementos. Para ello, convertimos este problema de ordenamiento 
en un problema de coloreo de grafos. 
Sea H [TI el grafo con vQtices (1, . . ., n)  y 10s vkrtices j y k son adyacentes 
si y s610 si existe un i tal que i < j < k y ?r;' < < ?i;', donde T;' es la 
posici6n de j en T. 
Por ejemplo, H[3,5,4,1,6,2] es el grafo de la figura 3.3. 
Figura 3.3 
Even e Itai [25] probaron dos interesantes resultados: s es el menor 
nlimero de pilas que hace falta para ordenar 10s elementos si y ~610 si el 
nlimero cromgtico de H[n] es s y la clase de grafos H[7r], para alguna per- 
mutaci6n T ,  es "casi" equivalente a la clase de 10s grafos circulares. Esto 
liltimo se deduce del siguiente teorema. 
Teorema 3.1 ( [25 ] )  Un grafo G es circular si y sdlo s i  G - {ve'rtices ais- 
lados) es isomorfo a H[n] - {ve'rtices aislados), para alguna permutacidn 
7r. 
Nota: La extraccidn de vkrtices aislados es necesaria. K2 es un grafo circular 
per0 cualquier grafo H[n] con una arista tiene a1 menos 3 vkrtices. De to- 
dos modos, problemas algoritmicos como coloreo, clique mhimo o conjunto 
independiente mkximo no ven afectada su complejidad a1 retirar o agregar 
vhtices aislados. 
Esta tkcnica puede ser aplicada para resolver el problema ya mencionado 
de reordenamiento de vagones de un tren propuesto por Knuth en [56]. Las 
colas representan 10s ordenamientos inicial y final de 10s vagones, y la canti- 
dad de pilas representa el nlimero de vias auxiliares necesarias para la ope- 
raci6n de reordenamiento. 
Tambikn fue probado en [56] que si exigimos que la cola de entrada estk 
vacia para empezar a vaciar las pilas, o si reemplazamos pilas por colas, el 
problema se transforma en colorear un grafo de permutaci6n (en vez de un 
grafo circular). 
Generalidades 
Es interesante analizar la relaci6n que existe entre 10s grafos circulares 
y 10s grafos arco-circulares. Los siguientes grafos nos muestran que dichas 
clases no son comparables. El grafo de la figura 3.4 no es arco-circular per0 
si es circular. 
CAP~TULO 3. GRAFOS CIRCULARES 
b 
Figura 3.4: Grafo en C \ CA. 
Mientras tanto, el grafo de la figura 3.5 es arco-circular per0 no es circular 
(lo mismo ocurre con toda rueda Wj,  si j 2 5). 
Figura 3.5: Grafo en CA \ C. 
Grafos completos, ciclos inducidos, grafos arco-circular propios son al- 
gunas familias o clases de grafos que pertenecen a la intersecci6n de ambas 
clases . 
Podemos definir tambi6n aqui diferentes subclases de 10s grafos circulares: 
1. Helly: un grafo G es circular Helly (HC) si existe un modelo L de cuer- 
das para G de manera que el conjunto de cuerdas satisfaga la propiedad 
de Helly. No se conoce la complejidad de reconocer un grafo en esta 
subclase aunque en este mismo trabajo conjeturamos una caracteriza- 
ci6n que conduce a un reconocimiento polinomial. 
2. Clique-Helly: un grafo G es circular clique-Helly (CHC) si G es circular 
y clique-Helly. El algoritmo polinomial para reconocimiento de grafos 
clique-Helly [77] sumado a un buen algoritmo para reconocer grafos 
circulares ([14], [27], [61], [73]), nos da un algoritmo eficiente para esta 
subclase. 
3. Unitarios: un grafo G es circular unitario (UC)  si existe un modelo L 
de cuerdas para G de manera que todas las cuerdas tengan la misma 
longitud. Veremos luego que esta subclase es equivalente a la de 10s 
grafos arco-circular unitarios. Recordemos que esta clase ha sido ca- 
racterizada por medio de subgrafos prohibidos [82], per0 no se conoce 
la complejidad de su reconocimiento. 
4. Arco-circular propios: podemos probar fiicilmente que la representacibn 
en arcos de un grafo P C A  puede ser transformada en el modelo de 
cuerdas de un grafo circular. S6l0 debemos usar un teorema probado 
en [33] que dice que todo grafo P C A  tiene una representacibn arco- 
circular propia donde no hay dos arcos que cubran todo el circulo. 
Hecha esta observacibn, el punto inicial y final de cada arc0 en una 
representacibn P C A  pasa a ser el punto inicial y final de cada cuerda, 
con lo que obtenemos un modelo circular. 
Probarnos en esta tesis algunas propiedades de estas subclases: 
Teorema 3.2 Sea G u n  grafo circular Helly, entonces G es circular y no 
contiene como subgrafo inducido ningu'n diamante. 
Demostracio'n: 
Sea G un grafo circular Helly y supongamos que contiene un diamante 
(figura 3.6) como subgrafo inducido. 
Figura 3.6: Un diamante 
Como tenemos un modelo de cuerdas para G que verifica la propiedad de 
Helly, L1, La y L3, las cuerdas correspondientes a vl, vz y v3, respectivamente, 
deben tener un punto en comtin (figura 3.7). 
Para que valga la propiedad de Helly, L4, la cuerda correspondiente a 214, 
no puede intersectar a L2 y Lg sin intersectar a L1, lo que nos lleva a una 
contradiccibn. El 
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Figura 3.7 
Conjeturamos que esta condici6n tambihn es suficiente para que un grafo 
sea circular Helly. 
Conjetura 3.1 Sea G u n  grafo circular sin diamantes. Entonces G es cir- 
cular Helly. 
Observaci6n: Es importante destacar que si la Conjetura 3.1 fuera correcta, 
tendriamos un reconocimiento polinomial de esta subclase ya que hay for- 
mas eficientes de saber si un grafo dado contiene un diamante como subgrafo 
inducido (analizando, por ejemplo, todos 10s subgrafos inducidos de 4 nodos). 
Veamos ahora que la subclase de 10s grafos circular Helly est6 incluida en 
la subclase de 10s circular clique-Helly. 
Teorema 3.3 Sea G u n  grafo circular Helly, entonces G es circular clique- 
Helly. 
Demostracio'n: 
Probamos en el teorema anterior que si G es circular Helly, entonces no 
contiene ninglin diamante como subgrafo inducido. tenemos que ver ahora 
que G es clique-Helly. Supongamos que no, Sean MI, M2, . . . , Mt un conjunto 
de cliques de G minimalmente no Helly, claramente t 2 3. La minimalidad 
nos garantiza que existen t vhtices distintos vl, v2, . . . , vt tal que v, E n i f j M i  
y vj $ M,. Asi, 10s vertices v1, v2 y 213 inducen un K3 que no est& contenido 
en ninglin Mi. Como Ml es subgrafo completo maximal, debe existir un 
vQtice v4 en el, adyacente a v2 y v3 y no adyacente a vl. Pero entonces, 
~1,212, v3 y v4 inducen un diamante, absurdo. 
Por liltimo, vamos a probar la equivalencia entre grafos circular unitarios 
y grafos arco-circular unitarios. 
Teorema 3.4 Un grafo G es circular unitario si y so'lo s i  G es arco-circular 
unitario. 
Sea G un grafo circular unitario y tomemos el modelo L de G de cuerdas 
de igual longitud, en un circulo de radio r = 1. Transformamos cada cuerda 
de L en un arc0 alrededor del circulo utilizando 10s mismos puntos inicial y 
final, y trazando el arc0 de longitud 5 7r que queda definido. Claramente, el 
grafo arco-circular que construimos es unitario e isomorfo a G. 
Reciprocamente, sea G un grafo arco-circular unitario. Tenemos una 
representacibn de G en arcos de igual longitud alrededor del circulo. Si asu- 
mimos nuevamente que r = 1, podemos suponer sin pQdida de generalidad 
que la longitud corntin de cada arc0 es 5 7r (si no lo fuera, el grafo G es 
completo y podemos encontarle una representach unitaria que verifique lo 
pedido). Transformamos entonces cada arc0 en una cuerda dentro del circulo 
utilizando 10s mismos puntos inicial y final. El grafo circular que asi se cons- 
truye es unitario e isomorfo a G. 
Un corolario direct0 de este teorema, y del hecho de que UCA PCA, 
es el siguiente. 
Corolario 3.1 Sea G u n  grafo circular unitario. Entonces, G es arco- 
circular propio. 
Estructuras prohibidas minimales 
No se conoce una caracterizaci6n para grafos circulares por medio de es- 
tructuras prohibidas. Bouchet [15] formu16 una caracterizacibn que puede 
aportar en este sentido, utilizando la definicibn ya dada aqui de grafos local- 
mente equivalentes. 
Figura 3.8: Grafos de Bouchet (W5, W7, BW3) 
Teorema 3.5 ([15]) Un grafo G es circular si y sdlo s i  ninglin grafo local- 
mente equivalente a G tiene como subgrafo inducido a alguno de 10s grafos 
de la figura 3.8. 
Una forma de probar que un grafo no es circular surge del siguiente coro- 
lario del Teorema 3.5. 
Corolario 3.2 Sea H u n  grafo no circular. Si el grafo G es localmente 
equivalente a H, entonces G tampoco es circular. 
Dernostracio'n: 
Sabemos que G es localmente equivalente a H. Como H no es circular, 
por el Teorema 3.5 H es localmente equivalente a H', un grafo que contiene 
como subgrafo inducido a alguno de 10s grafos prohibidos de Bouchet. Asi, 
por la transitividad de la equivalencia local, G es localmente equivalente a 
H', lo que muestra que no es circular. 
Buscarnos estructuras prohibidas minimales para 10s grafos circulares 
usando este Teorema de Bouchet y la caracterizaci6n que vimos en el Teorema 
2.2 para grafos arco-circular propios por subgrafos prohibidos (recordemos 
que 10s grafos PCA constituyen una subclase de 10s grafos circulares). 
Analizaremos primero cuiiles de 10s subgrafos prohibidos del Teorema 2.2 
son circulares y cudes no. 
-- 
Lema 3.1 Los grafos HI, H3, H;, C,* y {Ci}n24 son circulares. 
Demostracio'n: 
Es sencillo encontrar modelos circulares para todos ellos. Veamoslo s61o 
para z. 
Figura 3.9: Grafo & y su modelo circular. 
--- - 
Lema 3.2 Los grafos Hz, H4, H5, {C2j)j23 Y no son circulares. 
Demostracidn: 
(figura 3.10) no es un grafo circular. Aplicamos complementaci6n 
local primero sobre v4 y luego sobre vl, y obtenemos BW3. 
Figura 3.10 
(figura 3.11) no es un grafo circular. 
Figura 3.11 
Dibujamos primer0 el subgrafo inducido por ~1,214, us, v6 y v7, tenemos 
dos formas esencialmente diferentes de hacerlo (figura 3.12), es decir, 
hay ~610 dos 6rdenes circulares posibles de 10s extremos de las cuerdas 
sobre el perimetro de la circunferencia. 
Figura 3.12 
En el primer caso, tenemos una 6nica forma de agregar la cuerda co- 
rrespondiente a v3 (figura 3.13). 
Figura 3.13 
Pero ahora no podemos agregar la cuerda correspondiente a va, de 
manera de que respete las adyacencias del grafo. 
En el segundo caso, directamente no podemos agregar la cuerda corres- 
pondiente a v3. 
(figura 3.14) no es un grafo circular. Si usarnos 10s r6tulos de 10s 
vkrtices de la figura 3.14 y aplicamos la operaci6n de complementaci6n 
local primer0 sobre v5 y luego sucesivamente sobre 213, v1 y v7, obtene- 
mos nuevament e B W3. 
Figura 3.14 
Los grafos de la familia {C&+l)j2z no son circulares. Si aplicamos la 
operaci6n de complementaci6n local sobre el v4rtice universal obtene- 
mos la rueda Wzj+l y ya sabemos que estos grafos no son circulares. 
no es un grafo circular. Si aplicamos la operacicin de comple- 
mentaci6n local sobre cualquier vkrtice obtenemos W5. 
Los grafos de la familia { q ) j > 4  - no son circulares. Fijemos un entero 
j 2 4 y Sean v l ,  v2, . . . , v2j-1, v ~ j  10s vkrtices del ciclo inducido C2j.  Si 
aplicamos la operacidn de complementacidn local sobre vl para G, 
obtenemos un nuevo grafo que llamamos H2j (figura 3.15). 
Figura 3.15 
Por el Corolario 3.2, alcanza con probar que 10s grafos de esta nueva 
familia no son circulares. Lo vemos para j = 4 (sale de la demostracidn 
que la misma idea se generaliza para cualquier j ) .  Sea entonces H8 el 
grafo de la figura 3.16. 
Figura 3.16 
Buscamos un modelo circular para este grafo. Dibujamos las cuerdas 
L4, L5 y L6 correspondientes a1 camino inducido por 10s vkrtices v4, v:, 
y 216. Esto puede hacerse de manera linica (salvo simetrias). Quedan 
luego, dos formas diferentes de agregar L1, la cuerda correspondiente 
a1 vbrtice vl (figura 3.17). 
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Figura 3.17 
Como estas dos formas son esencialmente simktricas, sin pkrdida de 
generalidad podemos trabajar con ~610 una de ellas, por ejemplo la 
primera. La manera de agregar ahora las cuerdas correspondientes a 
u3 y u7 es linica (figura 3.18). Para j > 5, estos dos vkrtices alin no 
son 10s extremos del camino inducido (si lo son para j = 4). Pero el 
agregado de las cuerdas correspondientes a 10s vkrtices que completan 
el camino inducido puede hacerse de manera linica y eso nos conduce 
a la misma contradicci6n a la que arribamos en el caso j = 4. 
Figura 3.18 
Veamos entonces la contradiccidn para este caso. Finalmente, faltan 
incorporar las cuerdas correspondientes a vz y v8. En la figura 3.19 ob- 
servamos las zonas Z12 y zF2 donde debe empezar y terminar la cuerda 
correspondiente a u2, y las zonas Z18 y ZF8 donde debe empezar y ter- 
minar la cuerda correspondiente a us, para respetar las adyacencias con 
el resto del grafo. Claramente, estas dos cuerdas no pueden intersec- 
tarse por lo que no existe un modelo circular para este grafo. 17 
Figura 3.19 
La minimalidad de las estructuras prohibidas para grafos circulares del 
Lema 3.2 esta garantizada por la minimalidad de esas mismas estructuras 
prohibidas para grafos PCA [82]. 
Podemos probar entonces el siguiente resultado sobre estructuras prohi- 
bidas minimales para grafos circulares, del mismo mod0 que lo hicimos para 
arco-circulares. 
Teorema 3.6 Dada H una estructura prohibida minimal para grafos circu- 
lures, H contiene en  forma propia a alguno de 10s grafos del Lema 3.1 6 H 
es alguno de 10s grafos del Lema 5.2. 
Es una consecuencia directa del Teorema 2.2, 10s Lemas 3.1 y 3.2 y el 
hecho de que PCA es una subclase de 10s grafos circulares. 
3.4 Intersecciones entre las subclases 
Tal cual hicimos con 10s grafos arco-circulares, vamos a analizar la existen- 
cia de grafos que pertenezcan a exactamente k de las 4 subclases de 10s grafos 
circulares definidas (k  = 0,1,2,3,4). Nuevamente, la regi6n R es definida 
como cualquier combinacidn de las 4 subclases. R es vacia si no hay grafos 
que pertenezcan a las k subclases que definen la regi6n y no pertenezcan a 
las otras 4 - k subclases. 
Si k = 0 quedan definidas 2 regiones: una dentro de 10s grafos circulares y 
la otra fuera. Las relaciones de inclusi6n que probamos en la secci6n 3.2 nos 
llevan a la existencia de 10 regiones. Mostraremos la existencia de miembros 
minimales en cada una de estas regiones (ver figura 3.20). La minimalidad de 
10s ejemplos implica que cualquier subgrafo inducido propio de ellos pertenece 
a otra regi6n. 
3.4.1 Ejemplos minimales 
Vamos a demostrar ahora que cada uno de 10s grafos de la figura 3.20 
pertenece a la regicin respectiva y verificaremos la minimalidad. 
Figura 3.20: Cruce de subclases para grafos circulares 
Enunciamos y probarnos las proposiciones correspondientes a cada una 
de las 10 regiones. 
Proposici6n 3.1 El grafo GIJ (Jigura 3.21) no es circular. 
Figura 3.21 
Dernostracio'n: trivial, por Teorema 3.5. 
Proposici6n 3.2 El grafo G14 (figura 3.22) es circular pero no  pertenece a 
ninguna de las subclases aqui definidas. 
Dernostracio'n: 
Figura 3.22 
1. G14 es un grafo circular: la figura 3.23 muestra un modelo de cuerdas 
L para G14. 
Figura 3.23 
2. G14 no es un grafo circular clique-Helly: {MI, M2, M3, M5), subfamilia 
de cliques del grafo, no verifica la propiedad de Helly. 
3. GI4 no es un grafo arco-circular propio: el subgrafo inducido por 10s 
vertices us, 215, v6 and v7 es isomorfo a G2, uno de 10s subgrafos prohi- 
bidos del Teorema 2.4. 
Analicemos la minimalidad. Si el subgrafo inducido propio seleccionado 
no contiene a1 vQtice v7, entonces sera arco-circular propio. En cualquier 
otro caso, ser6 clique-Helly. 0 sea que, en cualquier caso, pertenecera a otra 
regi6n. 
Proposici6n 3.3 El grafo G15 (isomorfo a CI(3, I), figura 3.24) pertenece 
a la regidn definida por PCA. 
Demostracidn: 
Figura 3.24 
1. G15 es arco-circular propio per0 no es circular unitario: recordemos 
que UC y UCA son clases equivalentes. Asi, alcanza con saber que 
CI (3 , l )  E PCA \ UCA [82]. 
2. G15 no es un grafo circular clique-Helly: nuevamente, la subfamilia de 
cliques {MI, M2, M3, M4) no verifica la propiedad de Helly. 
La minimalidad es satisfecha porque cualquier subgrafo inducido propio 
es clique-Helly, ya que G15 es el grafo de menor cantidad de vkrtices no 
clique-Helly. 
Proposici6n 3.4 El grafo G16 (figura 3.25) pertenece a la regio'n definida 
por CHC. 
Figura 3.25 
Demostracio'n: 
1. GI6 es un grafo circular clique-Helly: dibujamos un modelo L de cuer- 
das para G (figura 3.26). El grafo es clique-Helly porque sus tres cliques 
tienen un vhrtice en comlin. 
Figura 3.26 
2. G16 no es un grafo circular Helly: GI6 contiene un diamante como 
subgrafo inducido. Asi, por el Teorema 3.2, no es circular Helly. 
3. G16 no es un grafo arco-circular propio: el subgrafo inducido por 10s 
vkrtices vl,  us, v4 y v5 es isomorfo a Gz, uno de 10s subgrafos prohibidos 
del Teorema 2.4. 
Si el subgrafo inducido propio de G16 seleccionado no contiene a v5, en- 
tonces es arco-circular propio. Si contiene a v5, es circular Helly. La mini- 
malidad queda entonces garantizada. 
Proposici6n 3.5 El grafo GI7 (isomorfo a CI(7,2) ,  figura 9.2'7) pertenece 
a la regio'n definida por CHC y P C A .  
Figura 3.27 
Demostracio'n: 
1. G17 es un grafo arco-circular propio per0 no es circular unitario: por 
[82], C I  (7,2) E PCA \ UCA. 
2. GI7 es un grafo circular clique-Helly: si inspeccionamos todos 10s tri- 
gngulos extendidos de G17 podemos verificar que siempre contienen un 
vbrtice universal. Asi, por el Teorema 2.8, G17 es clique-Helly. 
3. G17 no es un grafo circular Helly: el subgrafo inducido por 10s vbrtices 
vl , vz, v3 y v4 es un diamante. 
Para verificar la minimalidad, probaremos que cualquier subgrafo in- 
ducido propio H de G17 es UCA. Para ello, mostraremos que H no contiene 
CI( j ,  k) como subgrafo inducido, donde j y k son coprimos y j > 2k. Es 
suficiente probar este resultado para CI(3, I), CI (4, 1) , CI(5, I), C I  (6,l)  y 
CI(5,2),  h icos  grafos de esta familia con menos que 14 vbrtices. 
Como H tiene conjunto independiente mAximo de tamaiio 5 3, no puede 
contener como subgrafos inducidos a C I  (4, l ) ,  CI (5 , l )  ni C I  (6, I), quienes 
tienen mAximo conjunto independiente de tamaiios 4, 5 y 6, respectivamente. 
Supongamos que H contiene a CI(3 , l )  como subgrafo inducido. Por la 
sirnetria de CI(7,2), podemos asumir la situaci6n de la figura 3.28. 
Figura 3.28 
Los vkrtices adyacentes a vl y WE, simultgneamente son 216, v7 y W6; a vl 
y w3, son vz, v3 y w2; y a w3 y w5, son v4, y w4. De esta manera, podemos 
verificar fhcilmente que no podemos elegir 3 de estos vkrtices de forma tal 
que induzcan un trigngulo, como requiere la figura 3.28. Entonces, H no 
puede contener a CI (3 , l )  como subgrafo inducido. 
Finalmente, supongamos que H contiene a CI(5,2) como subgrafo in- 
ducido. Asi, H debe contener como subgrafo inducido a1 grafo de la figura 
3.29, ya que 6ste es, a su vez, subgrafo inducido de CI(5,2) (m& detalle 
sobre este Gltimo grafo puede encontrarse en la Proposici6n 2.5). 
Figura 3.29 
Por la simetria de CI(7,2), podemos asumir, sin p6rdida de generali- 
dad, que uno de 10s dos Kg de la figura 3.29 est& inducido por 10s v6rtices 
v1 , v2, v3, w1 y wp. Per0 ahora, no queda ningGn vkrtice en C I  (7,2) adyacente 
a exactamente 4 de estos vktices, como requiere la figura 3.29. Entonces, H 
no puede contener a C I  (5,2) como subgrafo inducido. 
Proposici6n 3.6 El grafo G18 (figura 3.30) pertenece a la regidn definida 
por PCA y UC. 
Figura 3.30 
Demostracio'n: 
1. G18 es arco-circular propio: es conexo, cordal y no contiene ni a G1 ni 
a G2 como subgrafos inducidos. Aplicamos entonces el Teorema 2.4. 
2. G18 es circular unitario: es arco-circular propio y no contiene a CI(3 , l )  
como subgrafo inducido (por la cantidad de vkrtices que tiene es el 
linico CI( j ,  k )  en las condiciones del Teorema 2.5). Asi, dicho teorema 
asegura que G18 es arco-circular unitario (clase equivalente a circular 
unitario) . 
3. G18 no es un grafo circular clique-Helly: {MI, M2, M3, M4), subfamilia 
de cliques, no verifica la propiedad de Helly. 
La minimalidad se deduce del hecho de que cualquier subgrafo inducido 
de G18 es clique-Helly. 
Proposici6n 3.7 El grafo Glg ( 'guru 9.91) pertenece a la regio'n definida 
por CHC, PCA y UC. 
Figura 3.31 
Demostracio'n: 
1. G19 es arco-circular propio: este grafo es conexo, cordal y no contiene 
ni a G1 ni a G2 como subgrafos inducidos. Entonces, por el Teorema 
2.4, G19 es arco-circular propio. 
2. Glg es circular unitario: es arco-circular propio y no contiene a ninglin 
CI(j, k )  como subgrafo inducido, con j y k coprimos y j > 2k. Asi, 
por el Teorema 2.5, G19 es arco-circular unitario (clase equivalente a 
circular unitario) . 
3. G19 es circular clique-Helly: ya sabemos que es circular y adem& tiene 
~610 2 cliques. Por lo tanto, es clique-Helly. 
4. G19 no es circular Helly: vimos en el Teorema 3.2 que 10s diamantes no 
son circular Helly. 
Claramente, cualquier subgrafo inducido propio de G19 es circular Helly.0 
Proposici6n 3.8 El grafo Gzo (figura 3.32) pertenece a la regidn definida 
por C H C  y HC.  
7 - -  - - - - -  - - -- 
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Figura 3.32 
Demostraci6n: 
1. Gm es circular Helly: dibujemos un modelo circular Helly de Gm. 
Figura 3.33 
2. Gm no es arco-circular propio: trivial, por Teorema 2.4. 
Es muy sencillo comprobar que cualquier subgrafo inducido propio de G20 
es arco-circular propio. 
Proposicidn 3.9 El grafo Gzl (isomorfo a C I ( 4 ,  I), figura 9.34) pertenece 
a la regidn definida por CHC y PCA. 
Figura 3.34 
Demostracio'n: 
1. Gzl es circular Helly: dibujemos un modelo circular Helly de Gal (figura 
3.35). 
Figura 3.35 
2. Gal es un grafo arco-circular propio per0 no es circular unitario: por 
[82], CI(4 , l )  E PCA \ UCA. 
Claramente, cualquier subgrafo inducido propio de Gzl esth en UC. 
Proposici6n 3.10 El grafo trivial (un solo virtice) pertenece a la regio'n 
definida por las 4 subclases. 
Demostracio'n: trivial. 
Grafos overlap de arco-circulares 
Los grafos overlap de arcos alrededor de un circulo (CAO) no han sido 
prscticamente estudiados en la literatura. Existe un trabajo [51] que des- 
cribe algoritmos para encontrar un conjunto independiente msximo en un 
grafo CAO de complejidad O(n2) y para encontrar un clique mAximo de 
complejidad O(n5). Claramente, cualquier grafo G circular es un grafo CAO, 
ya que la representaci6n de G en overlap de intervalos sirve como overlap de 
arco-circulares. La reciproca no es cierta. El grafo de la figura 3.36 no es 
circular per0 podemos encontrar (tal cual se ve en la misma figura) una 
representacibn de 61 en overlap de arco-circulares. 
Tal cual hicimos con 10s grafos arm-circulares, podemos suponer sin 
perder generalidad que no hay dos arcos que tengan un extremo comlin y 
que ninglin arco cubre todo el circulo. 
No se conoce ni una caracterizacibn ni un algoritmo eficiente de re- 
conocimiento para esta clase de grafos. 
Figura 3.36: Grafo perteneciente a CAO no circular. 
El siguiente resultado que caracteriza a 10s grafos CAO no circulares 
aparece mencionado en [51]. 
Proposici6n 3.11 Sea G u n  grafo CAO. G es circular si y so'lo s i  G tiene 
una representacio'n en overlap de arcos circulares tal que no  existen dos arcos 
que cubran todo el circulo. 
Demostracio'n: 
Si G es circular, existe una representacibn de G en overlap de intervalos. 
Si transformarnos trivialmente 10s intervalos en arcos alrededor del circulo, 
tenemos una representaci6n en overlap de arcos circulares que no llega a 
cubrir todo el circulo, con lo cual no puede haber dos arcos que lo hagan. Por 
otra parte, supongarnos ahora que tenemos una representaci6n en overlap de 
arcos circulares de G tal que no existen dos arcos que cubran todo el circulo. 
Para cada arco, dibujamos la cuerda con puntos de inicio y fin en 10s extremos 
del arco. Como no hay dos arcos que cubran todo el circulo, dos arcos se 
superponen si y s61o si las respectivas cuerdas se intersectan. Obtenemos 
entonces un modelo circular para G. 
Como corolarios surgen algunas propiedades que relacionan grafos CAO 
con grafos de intervalos, grafos circulares y grafos arco-circulares. 
Corolario 3.3 Sea G u n  grafo CAO no circular y H u n  nuevo grafo cons- 
tituido por dos copias de G. Entonces H no es u n  grafo CAO. 
Demostracidn: 
Por la proposici6n anterior, cualquier representaci6n en overlap de arcos 
circulares de G contiene dos arcos, Ai y Aj, que cubren todo el circulo. Lo 
mismo sucede en una copia de G con 10s arcos Ah y Al (no necesariamente 
10s correspondientes a 10s mismos vbrtices). Por lo tanto, no es posible que 
Ak o Ad no se superpongan con A$ o Aj, que es lo que necesitariamos para 
encontrar una representaci6n en overlap de arcos circulares de H. • 
Corolario 3.4 Sea G u n  grafo CAO no circular y de intervalos, y H u n  
nuevo grafo constituido por dos copias de G. Entonces H es u n  grafo arco- 
circular que no  pertenece a CAO. 
Demostracio'n: 
Sabemos por el corolario anterior que H no pertenece a CAO. Pero por 
hip6tesis ahora G es de intervalos. Asi, podemos repetir la representaci6n en 
intervalos de G en otro sector de la recta y tenemos una representaci6n de 
intervalos de H, lo que implica que este nuevo grafo es arco-circular. 
ObservaciBn: Estas propiedades pueden ser usadas para encontrar grafos en 
cada una de las regiones que se generan si intersectamos 10s grafos circulares, 
con 10s arco-circulares y 10s overlap de arco-circulares. 
Por liltimo, vamos a dar una condici6n necesaria para que un grafo 
pertenezca a la clase CAO. 
Teorema 3.7 Sea G = (V(G) , E (G)) u n  grafo CAO. Entonces el conjunto 
de las aristas de se puede particionar en  dos conjuntos C ( c )  y A(c)  de 
mod0 que el grafo C = (V(G), C(G)) es un grafo de comparabilidad y el grafo 
A = (V(G), A@)) es el complemento de u n  grafo arco-circular. 
Demostracio'n: 
Consideremos la representaci6n en overlap de arcos circulares de G. Dos 
vQtices son adyacentes en G si y ~610 si sus respectivos arcos tienen inter- 
secci6n comlin per0 ninguno de ellos est& incluido en el otro. En c, entonces, 
dos vertices ser&n adyacentes si y s6l0 si sus respectivos arcos verifican que 
uno est& incluido en el otro 6 no se intersecan entre si. 
Sea C ( e )  el conjunto de aristas de c formado por 10s pares (u, w) tal 
que el arco correspondiente a u, A,, est& incluido o incluye a A,, el arco 
correspondiente a w. Veamos que C = (V(G), C(c ) )  es de comparabilidad. 
Orientarnos toda arista de v a w si A, est& incluido en A,. Ahora si tenemos 
una arista orientada de u a u y otra de v a w, esto quiere decir que A, est& 
incluido en A, y, a su vez, A, est6 incluido en A,. Por lo tanto, A, estii 
incluido en A, por lo que existir& la arista orientada de u a w. Esto prueba 
que el grafo C es de comparabilidad. 
Sea A(G) el conjunto de aristas de C formado por 10s pares (u, w) tal que 
el arc0 correspondiente a v, A,, no se interseca con A,, el arco correspon- 
diente a w. Veamos que A = (V(G), A@)) es el complemento de un grafo 
arco-circular. Como estamos uniendo en A a 10s vQtices correspondientes 
a arcos que no se intersecan, esta misma representaci6n nos sirve para veri- 
ficar que 2 es un grafo arco-circular, ya que ahora uniremos 10s arcos que se 
intersecan entre si. 
AdemBs, obtuvimos una particidn de las aristas de G en dos conjuntos ya 
que es claro que C(G) u A(G) = E(G) y C(G) n A(G) = 0. 
Observaci6n: Diremos entonces que el Teorema 3.7 prueba que el comple- 
mento de un grafo CAO es la uni6n disjunta en las aristas de un grafo de 
comparabilidad y el complemento de un grafo arco-circular. Este resultado 
generaliza un teorema de [65], donde se prueba que el complemento de un 
grafo circular (overlap de intervalos) es la unidn disjunta en las aristas de un 
grafo de permutacidn (subclase de comparabilidad) y el complemento de un 
grafo de intervalos (subclase de arco-circulares). 
Capitulo 4 
Problemas algoritmicos 
Diversos problemas algoritmicos con importancia desde el punto de vista 
te6rico y con una gran cantidad de aplicaciones han sido estudiados en la lite- 
ratura para la clase general de 10s grafos y para muchas de sus subclases. Los 
problemas de conjunto independiente m-o, nlimero e indice cromatico, 
clique miiximo, conjunto dominante minimo, circuit0 hamiltoniano, isomor- 
fismo, son algunos de 10s m& conocidos. Enfocaremos nuestra atenci6n en 
este trabajo sobre dos de ellos: partici6n minima en cliques y cubrimiento 
minimo de cliques por vkrtices. 
El problema de la partici6n minima en cliques de un grafo G consiste 
en encontrar una partici6n de cardinalidad minima de 10s v6rtices de G en 
subconjuntos disjuntos de mod0 que cada subconjunto induzca un subgrafo 
completo. 
El problema del cubrimiento minimo de cliques por vhtices en un grafo 
G consiste en encontrar un conjunto de cardinalidad minima de vQtices del 
grafo que cubra todos 10s cliques de G, es decir, tal que todo clique del grafo 
tenga a alglin vkrtice en el conjunto. 
Partici6n minima en cliques 
Este problema es NP-completo para la clase general de 10s grafos [50] 
y para grafos de lineas [28], grafos sin K3,3 como subgrafo inducido [lo] y 
grafos sin K1,3 como subgrafo inducido [28]. En cambio, puede ser resuelto 
en tiempo polinomial para grafos perfectos [35] y para grafos arco-circulares 
[36], mientras que su complejidad aparece como un problema abierto para 
grafos circulares en [49]. 
Probaremos aqui la polinomialidad de este problema para una subclase 
de 10s grafos, aquella subclase formada por 10s grafos que no tienen como 
subgrafos inducidos ni ciclos inducidos impares de longitud mayor 6 igual 
que 5, ni 10s grafos F4 (un abanico de 5 vktices) y Wq (una rueda de 5 
vQtices) (6stos dos liltimos son mostrados en la figura 4.1). Llamaremos G 
a esta subclase de 10s grafos. 
CAP~TULO 4. PROBLEMAS ALGOR~TMICOS 
Figura 4.1: Grafos F4 y W4. 
Observaci6n: Una subclase de 6 aparece estudiada tanto en [57] como en 
[64]. La clase considerada en ambos trabajos es aquella que no contiene como 
subgrafo inducido ni ciclos inducidos impares de longitud mayor 6 igual que 
5, ni 10s grafos F4, W4 y K1,3. En [57], se prueba que esta subclase de B es 
equivalente a la clase de 10s grafos linea de multigrafos bipartitos, mientras 
que en [64] se prueba que es equivalente a K-l(31), donde 7 i  representa la 
clase de 10s grafos bipartitos. 
Veamos que 10s grafos en B son grafos Berge. 
Teorema 4.1 Sea G u n  grafo en  B. Entonces G es u n  grafo Berge. 
Demostracio'n: 
Por hip6tesis G no tiene agujeros impares _> 5 como subgrafos induci- 
dos. Por lo tanto, ~610 falta ver que G tampoco contiene el complemento de 
agujeros impares > 5. Supongarnos que G contiene a C2j+l como subgrafo 
inucido, para j > 3 (G no necesita ser analizado porque es isomorfo a C5). 
Sea vl, v2, . . . , v2j+l el orden de 10s v6rtices en C2j+l. Analicemos el subgrafo 
inducido por vl, v2, v4, vg y v7 en C2j+l. Si j = 3, esos vkrtices inducen F4, 
ya que en este caso vl sers no adyacente a v7. Si j 2 4, el subgrafo inducido 
que nos queda es W4, ya que ahora vl sera adyacente a v7. En ambos casos, 
llegamos a una contradicci611, lo que nos permite afirmar que G no contiene 
el complemento de agujeros impares 2 5. Queda probado entonces que G es 
un grafo Berge. 
Definimos como pK2 el grafo compuesto por p aristas disjuntas. Necesi- 
taremos el siguiente resultado, probado en forma independiente en [7] y en 
[631. 
Teorema 4.2 (171, [63]) Sea G u n  grafo que no  contiene a como sub- 
grafo inducido para algun entero p. Entonces el numero de cliques de G esta' 
acotado superiormente por n2(p-'1. 
Este teorema nos permite afirmar que 10s grafos en G tienen una cantidad 
polinomial de cliques. 
Corolario 4.1 Sea G u n  grafo en  G. El nzimero de cliques de G estd acotado 
superiomente  por n4. 
Demostracio'n: 
Es facil ver que el complemento de 3K2 contiene a W4 como subgrafo 
- 
inducido. Asi, el grafo G no puede contener a 3K2 como subgrafo inducido, 
por la definicibn de G. Entonces, podemos aplicar el Teorema 4.1 con p = 3, 
con lo que surge la cota de n4. 
Sea AG E R~~~ la matriz clique del grafo que consiste en colocar 10s k 
cliques del grafo en las film y 10s n vertices en las columnas, definiendo aij = 1 
si el vertice j pertenece a1 clique i y aij = 0, en caso contrario. Notar que el 
tamaiio de la matriz es polinomial para 10s grafos en G porque la cantidad de 
cliques es, por el Corolario 4.1, polinomial. Tambien AG puede ser generada 
en tiempo polinomial pues la complejidad de generar todos 10s cliques del 
grafo es O(m.n.k), donde k es el nlimero total de cliques [78]. 
Definimos ej = (1,1,. . . ,I ,  1) como el vector con j 1's. 
Podemos entonces formular el problema de partici6n minima en cliques 
como un problema de programaci6n lineal entera 0 - 1: 
Min c!=, xi 
s.a. ZAG 2 en 
x = 0 6 1  V j = l ,  ..., k 
ObservaciBn: Los cliques que forman parte de la solucidn son aquellos en 
10s que su correspondiente variable xi es igual a 1. Claramente, la soluci6n 
6ptima puede ser transformada en una partici6n en subconjuntos disjuntos 
transformando algunos de 10s cliques en subgrafos completos no maximales 
de mod0 de asegurar que cada vertice pertenezca a un iinico subgrafo com- 
pleto. Este procedimiento no puede reducir el nlimero de subgrafos comple- 
tos obtenidos a1 resolver el problema de programaci6n entera porque sin0 la 
solucidn obtenida no seria minima. 
Para avanzar en el estudio de la complejidad del problema necesitamos 
algunas definiciones m h .  
Sea Nj, j 2 3, la familia de matrices de j x j con 0's y l's, en las cuales la 
suma de las film y de las colurnnas es igual a 2 y no contienen la submatriz 
de 2 x 2 con 17s en sus 4 posiciones (en terminos de grafos podemos pensarla 
como la matriz de incidencia vkrtice-arista de un ciclo). Diremos que una 
matriz es balanceada si no contiene una submatriz en N j ,  para ninglin j 2 3, 
con j impar. 
El siguiente teorema muestra las caracteristicas del poliedro en el proble- 
ma de programacicin entera cuando la matriz en cuesti6n es balanceada. 
Teorema 4.3 ([26]) S i  A es una matrix balanceada, entonces el poliedro 
Q(A) = {x/Ax > ek, x 2 0) tiene so'lo extremos enteros. 
Claramente, A balanceada implica At balanceada, por lo que se deduce 
el siguiente corolario. 
Corolario 4.2 S i  A es una matrix balanceada, entonces el poliedro P(A)  = 
{x/xA 2 en, x > 0) tiene so'lo extremos enteros. 
Recordemos que el problema de programaci6n lineal es polinomial [53], 
mientras que el problema de programaci6n lineal entera es NP-completo (ver, 
por ejemplo, (281). Asi, el Teorema 4.3 nos muestra que el hecho de que la 
matriz sea balanceada es clave a 10s efectos de mostrar la polinomialidad del 
problema, ya que nos permite resolverlo como un problema de programaci6n 
lineal, olvidtindonos de la restriccidn de integralidad de las variables (esto 
es porque siempre existe alglin extremo del poliedro que da el 6ptimo de la 
funci6n ob jetivo) . 
Probaremos entonces que la matriz clique de nuestro problema es balan- 
ceada. 
Teorema 4.4 Sea G u n  grafo sin ciclos inducidos impares de longitud mayor 
o' igual a 5 ni F' ni W4 w m o  subgrafos inducidos. Entonces, la matrix de 
clique AG es balanceada. 
Demostracio'n: 
Dividimos la prueba 'en dos: 
1. AG no puede contener una submatriz en N3. Supongarnos que si y Sean 
MI, M2 y M3 10s cliques y vl, vz y v3 10s vQtices que componen esta 
submatriz. Tendremos, por ejemplo, la siguiente submatriz en AG (si 
no es ella, ser$ alguna obtenida a partir de una permutaci6n de sus 
filas) : 
Esto asegura que estos tres v6rtices son adyacentes entre si, o sea, 
forman un K3. Como MI es un clique, debe existir un vhrtice w en MI 
adyacente a ul y v2, y no adyacente a 213. Con el mismo argumento, 
tambidn existen vkrtices z, adyacente a v2 y v3 y no adyacente a vl; y u, 
adyacente a vl y v3 y no adyacente a 212. Si tomamos ahora w, z ,  ~ 1 , 2 1 2  y 
213 podemos ver que inducen F4, si w y z no son adyacentes, o W4, si w y 
z son adyacentes, lo que es un absurdo para cualquiera de 10s dos casos 
(no hace falta considerar el vdrtice u para llegar a una contradiccicin). 
Supongamos que AG contiene una submatriz en Nj, con j impar mayor 
6 igual que 5. Como, por hipdtesis, el grafo no contiene ciclos inducidos 
impares, entonces el ciclo impar generado por Nj debe contener una 
cuerda. Si la cuerda no es corta (es decir, no une dos vertices a distancia 
2 en el ciclo), entonces se genera un nuevo ciclo impar que tambikn debe 
contener una cuerda. Es claro que en alg6n momento estamos obligados 
a tener una cuerda corta. Sean vl, va, v3, . . . , v j  10s vertices del ciclo 
impar generado por Nj y supongamos sin pdrdida de generalidad que 
la cuerda corta une a vl con 213, por lo que vl,vz y v3 inducen un 
K3. Ademis, vl y v3 forman parte de un nuevo clique, Mj+l, que 
puede o no contener a v2. En cualquiera de 10s dos casos, deben existir 
nuevos vkrtices w y z que verifican: w estg en el clique que aparecia 
en Nj conteniendo a vl y v2, y es adyacente a estos dos vkrtices y 
no adyacente a w3; mientras que z est6 en el clique que aparecia en Nj 
conteniendo a v2 y v3, y es adyacente a estos dos vkrtices y no adyacente 
a v1. Nuevamente, w, z, vl, v2 y v3 inducen un F4 o un W4, lo que es 
un absurdo. Lo que diferencia a ambos casos es que si Mj+l tambikn 
contiene a 212, no necesariamente aparece el vkrtice u que teniamos en 
el caso 1. 
De todo lo probado en esta secci611, se deduce el siguiente teorema. 
Teorema 4.5 El problema de la particidn minima en cliques es polinomial 
para la clase de grafos G. 
Cubrimiento de cliques por vertices 
Analicemos ahora el problema que nos queda si realizamos una leve va- 
riante en la formulacidn con programacicin lineal entera del problema de 
partici6n minima en cliques: 
Min Cy=l xi 
s.a. AGX 2 e k  
xj = 0 6 1  V j = l , . . . , n  
Lo que buscamos ahora es un conjunto minimo de vertices que cubra a 
todos 10s cliques, es decir, tal que todo clique del grafo tenga a a l g h  vQtice 
en el conjunto. Diremos que un conjunto de vkrtices con estas caracteristicas 
es un transversal de 10s cliques minimo. A este problema se lo conoce como 
cubrimiento de cliques por vkrtices y ha sido mucho menos estudiado en la 
literatura que el problema de partici6n en cliques. En [24], se prueba que 
el problema es NP-completo para la clase de grafos sin triangulos, mientras 
que en ese mismo trabajo, como en [I], [2], [3] y [86], se dan cotas superiores 
para el cardinal de un transversal de 10s cliques minimo en diferentes clases 
de grafos. 
Observacibn: El problema de decisi6n para cubrimiento de cliques por 
vkrtices queda formulado de la sguiente manera: " dado un grafo G y un 
entero k, i existe un conjunto de vertices de G de cardinalidad 5 k que 
cubra a todos 10s cliques del grafo ?". No parece sencillo probar la perte- 
nencia de este problema a NP para la clase general de 10s grafos, ya que el 
ntimero de cliques de un grafo cualquiera puede ser exponencial. La pre- 
gunta a responder seria entonces: j, existe alglin algoritmo polinomial que 
dado un conjunto de vbrtices de un grafo detecte si estan cubiertos todos sus 
cliques ? La respuesta es trivial si el nlimero de cliques es polinomial per0 
adquiere interks para 10s casos en que la cantidad de cliques es exponencial 
en el tamaiio del grafo. 
Esta observaci6n nos lleva a formular un nuevo problema de decisi6n: 
dado un grafo G y un conjunto de vertices S, i cubre S todos 10s cliques de 
G ? 
Podemos afirmar que este nuevo problema de decisi6n pertenece a Co-NP: 
dado un grafo G, un clique de G con intersecci6n vacia con el conjunto de 
vkrtices S dado, sirve como certificado polinomial para mostrar que no estan 
cubiertos todos 10s cliques. 
Con un razonamiento aniilogo a1 que hicimos para particidn en cliques, 
10s resultados alcanzados nos permiten asegurar la polinomialidad de este 
problema para 10s grafos que estan en 4. 
Teorema 4.6 El problema de cubrimiento minimo de cliques por vkrtices es 
polinomial para la clase de grafos g. 
4.2.1 Aplicaci6n a una subclase de 10s circulares 
Diremos que un grafo es circular H - B si es circular Helly y no contiene 
como subgrafo inducido ciclos inducidos impares de longitud mayor 6 igual 
a 5. Veamos que un grafo G en esta subclase pertenece a la clase 4. 
Teorema 4.7 Sea G u n  grafo circular H - B. Entonces, G no contiene 
como subgrafo inducido ciclos inducidos impares de longitud mayor 6 igual a 
5, ni  F4 n i  W4. 
1. Por definici6n de grafo circular H - I?, G no contiene como subgrafo 
inducido ciclos inducidos impares de longitud mayor 6 igual a 5. 
2. Por ser G circular Helly, no contiene diamantes como subgrafos induci- 
dos (Teorema 3.2). Asi, G no puede contener ni a F4 ni a W4 como 
subgrafo inducido. 
Notar que en este caso la cota superior para el n6mero de cliques del 
grafo es menor que en el caso general de la clase G. Dado un modelo circular 
Helly, la cantidad de cliques estzi acotada superiormente por el total de in- 
tersecciones de las cuerdas, n6mero equivalente a la cantidad de aristas del 
grafo. 
Como corolario de 10s Teoremas 4.5, 4.6 y 4.7, podemos afirmar lo si- 
guiente: 
Corolario 4.3 Los problemas de cubrimiento m h i m o  de cliques por v~r t ices  
y de particio'n minima de cliques son polinomiales para la clase de grafos 
circulares H - B. 
Observaci6n: En el caso de partici6n minima de cliques este resultado no 
es novedoso ya que podia deducirse de lo siguiente. Sabemos que 10s grafos 
circulares H - B son Berge. Como ademh no contienen diamantes como 
subgrafos inducidos podemos afirmar por [85] que vale la conjetura fuerte 
de 10s grafos perfectos. Esto implica que 10s grafos circulares H - B son 
perfectos. Pero como ya dijimos, el problema de partici6n minima en cliques 
es polinomial para grafos perfectos [35]. 
4.2.2 Cubrimiento de cliques para grafos arco-circular 
Helly 
Los grafos arco-circular Helly (HCA) fueron caracterizados y reconoci- 
dos en [31]. Alli se propone un algoritmo de complejidad O(n3) que decide 
si un grafo dado pertenece a esta clase y en caso de que si, construye la 
representacidn en arcos que verifica la propiedad de Helly. A partir de esta 
construcci6n es sencillo encontrar todos 10s cliques del grafo, que se identifi- 
can con puntos de intersecci6n entre 10s arcos (a 10s que llamamos pi) sobre 
la circunferencia. Tambien se prob6 en [31] que el niimero de cliques esta 
acotado superiormente por n. 
Proponemos aqui un algoritmo goloso que encuentra un cubrimiento mi- 
nimo de cliques por vertices en un grafo arco-circular Helly, una vez que 
tenemos construida la representaci6n en arcos circulares que verifican la 
propiedad de Helly. 
Decimos que un arco es dominado en una representaci6n dada, si dicho 
arco est& estrictamente contenido en otro arco de la representaci6n. Un arco 
es dominante, si no es dominado. Llamamos extremo izquierdo a1 primer ex- 
tremo de cada arc0 en el sentido horario y extremo derecho, a1 otro extremo. 
Dado un grafo G arco-circular Helly, Sean Al, Az, . . . , A, 10s arcos corres- 
pondientes a 10s vkrtices de G en la representaci6n encontrada, y pl , pz, . . . , pk 
10s puntos de intersecci6n correspondientes a 10s k cliques Mi de G (sabemos 
que en este caso k 5 n). Los arcos 10s ordenamos en el sentido horario colo- 
cando primero 10s j dominantes y dejando para el final a 10s arcos dominados 
(claramente, no perdemos generalidad si nuestro algoritmo trabaja s61o con 
10s j arcos dominantes). Los puntos tambikn 10s ordenamos en sentido ho- 
rario, podemos suponer que pl es el primer punto que aparece si recorremos 
el arc0 de la circunferencia a partir del extremo izquierdo de Al, en sentido 
horario. 
Funcionamient o del algoritmo: 
Construimos j cubrimientos Si (i = 1, . . . , j) de la siguiente manera: para 
cada i, colocamos primero en el conjunto el vkrtice correspondiente a1 arc0 
Ai y verificamos la cantidad de puntos de intersecci6n que son cubiertos. 
Supongarnos que el liltimo punto cubierto, en sentido horario, es pt. El se- 
gundo vkrtice a elegir para ese conjunto serb aquel cuyo arc0 correspondiente 
cubra a p t + ~  y tenga el extremo derecho m h  alejado en sentido horario. Asi 
seguimos hasta cubrir todos 10s puntos. Una vez que tenemos construidos 10s 
j conjuntos Si, nos quedamos con cualquiera de 10s de cardinalidad menor. 
Teorema 4.8 El algoritmo encuentra en  tiempo polinomial u n  cubrimiento 
minimo de 10s cliques por vkrtices para u n  grafo G arco-circular Helly. 
Por construcci6n7 el algoritmo genera un cubrimiento de 10s cliques por 
vkrtices. Veamos en una forma bastante sencilla que encuentra el minimo. 
Sea S = (Aj, , Aj2, . . . , Ajq ) un cubrimiento minimo, donde 10s arcos estbn 
ordenados en sentido horario tal cual hemos definido anteriormente. Nueva- 
mente podemos suponer que s61o consideramos arcos dominantes. Queremos 
probar que el cubrimiento construido por el algoritmo a partir de Aj, tiene 
cardinalidad q (no puede ser menor ya que S es 6ptimo). Es claro que con 
esto nos alcanza para ver que el algoritmo goloso propuesto encuentra el 
minimo. 
Comenzamos a correr el algoritmo a partir de Aj,.  El siguiente arco que 
se elige cubrirb a1 menos 10s mismos puntos de intersecci6n que cubre Aj2, 
por la forma en que trabaja el algoritmo (ya que nos quedamos con aquel 
que tenga el extremo derecho mas alejado). Asi, podemos poner en S el arco 
elegido por el algoritmo y retirar a Aj2. Si seguimos iterando anblogamente, 
concluimos que el algoritmo construye un conjunto Sf de cardinalidad menor 
o igual que el 6ptim0, que es lo que queriamos ver. 
Claramente, la complejidad del algoritmo es polinomial. Se puede encon- 
trar una implementaci6n muy fiicil en la que cada iteracidn tenga tiempo de 
ejecuci6n O(n2), y la cantidad de iteraciones es a lo sumo n. Asi, todo el al- 
goritmo tendrii una complejidad O(n3), misma complejidad que el algoritmo 
de reconocimiento para HCA propuesto en [31]. 
Observaci6n: Dado que 10s grafos de intervalos son una subclase de HCA, 
el algoritmo propuesto encuentra un cubrimiento minimo de 10s cliques por 
vkrtices tambikn para esta clase. MBs a h ,  es claro que en este caso alcanza 
con correr el algoritmo una vez sola a partir del interval0 que cubre a1 primer 
punto de interseccidn y tiene su extremo derecho mBs alejado. 
Capitulo 5 
Conclusiones y problemas 
abiertos 
Hemos presentado en esta tesis una serie de nuevos resultados relaciona- 
dos con dos conocidas clases de grafos de intersecci6n: 10s grafos arco- 
circulares y 10s grafos circulares. Analizamos sus subclases m&i importantes, 
encontramos nuevas caracterizaciones y estructuras prohibidas e investigamos 
la complejidad, por un lado, de ciertos problemas algoritmicos aplicados a 
estas subclases y, por el otro, del reconocimiento de la pertenencia de un 
grafo dado a alguna de ellas. Las figuras 2.13 y 3.20, donde se muestran 
las relaciones de inclusi6n y 10s ejemplos minimales pertenecientes a las re- 
giones formadas al hacer el cruce entre las subclases analizadas, podran ser 
de inter& para aquellos investigadores que trabajan sobre alguna de estas 
dos clases de 10s grafos de interseccibn. 
Como lineas futuras de investigacibn en estos t6picos quedan pendientes 
diversos problemas abiertos, algunos de 10s cuales seran reseiiados en esta 
secci6n. 
En grafos arco-circulares, uno de 10s principales resultados abiertos es 
determinar si existe un algoritmo de reconocimiento lineal en m y n. Hasta 
el momento, el algoritmo m8s eficiente se debe a Hsu [47] y tiene complejidad 
O(m.n). 
Tampoco se conoce una caracterizacibn de grafos arco-circulares por me- 
dio de subgrafos prohibidos, como si existe para grafos arco-circular propios 
[82]. El Teorema 2.2 de Tucker, m& 10s Lemas 2.1 y 2.2 demostrados aqui, 
deberian servir como punto de partida en la blisqueda de una caracterizacibn 
de la totalidad de la clase por subgrafos prohibidos. 
De las cuatro subclases de 10s grafos arco-circulares que analizamos en 
este trabajo, la linica para la cual no se conoce un algoritmo polinomial 
de reconocimiento es la de 10s unitarios. El Teorema 2.5 da una caracteri- 
zaci6n por subgrafos prohibidos que no parece conducir a un algoritmo efi- 
ciente. Queda pendiente encontrar alguna nueva caracterizacibn para 10s 
arco-circular unitarios que permita diseiiar un algoritmo polinomial de re- 
conocimiento. Dado que esta subclase esth incluida en 10s propios, quiz& 
sea conveniente tomar como punto de partida alguna de las caracterizaciones 
conocidas para PCA, en especial alguna de las que conduce a un algoritmo 
eficiente para el reconocimiento. 
En grafos circulares, las subclases aqui tratadas para las cuales no se 
conocen algoritmos polinomiales de reconocimiento son la de 10s unitarios 
(ya que es equivalente a UCA) y la de 10s circular Helly. Hemos demostrado 
que es condicidn necesaria para pertenecer a esta liltima subclase ser circular 
y sin diamantes como subgrafos inducidos (Teorema 3.2). La Conjetura 3.1 
arriesga que esta condicidn tambien es suficiente, en uno de 10s problem& 
abiertos m& bonitos e interesantes que surgen a partir de esta tesis. Es- 
pecialistas del Area como Jerry Spinrad y Frederic Maffray han sugerido la 
validez de la conjetura (que permitiria un reconocimiento polinomial para la 
subclase), por lo que nos encontramos actualmente trabajando en algunas de 
las ideas discutidas a fin de avanzar sobre una posible prueba. 
La seccidn 3.3 avanza sobre estructuras prohibidas minimales para grafos 
circulares. Tal cual expresamos en 10s grafos arco-circulares, 10s resultados 
aqui mostrados, unidos a1 Teorema 3.9 de Bouchet 1151, podrian ser titiles 
a 10s efectos de encontrar una caracterizacidn para la clase por medio de 
subgrafos prohibidos, caracterizacidn no conocida hasta el momento. 
Presentamos en la seccidn 3.5 algunos nuevos resultados sobre grafos over- 
lap de arco-circulares, una superclase de 10s circulares. Lo mas importante 
que queda abierto es encontrar una caracterizacidn de la clase y estudiar 
la complejidad del reconocirniento. La caracterizacidn para circulares (over- 
lap de intervalos) mostrada por Szwarcfiter en [76] deberia servir como idea 
para avanzar sobre una caracterizacibn de 10s grafos CAO. De todos modos, 
alin encontrando una caracterizacidn parece dificil estudiar el problema de 
reconocimiento. Otra linea de investigacidn futura en esta clase seria el estu- 
diar problemas algoritmicos aplicados a ella, sobre todo, aquellos problemas 
de complejidad desconocida para 10s circulares (corno particibn en cliques, 
cubrimiento de cliques por vertices o conjunto dominante) o de compleji- 
dad polinomial para 10s circulares (corno circuit0 hamiltoniano). Tambien se 
podrian buscar algoritmos mas eficientes que 10s encontrados en [51] para 10s 
problemas de conjunto independiente miximo y clique maximo. 
El Capitulo 4 enfoca dos problemas algoritmicos: particidn en cliques y 
cubrimiento de cliques por vQtices, ambos NP-Hard para la clase general de 
10s grafos. 
La cornplejidad del problema de particidn en cliques para grafos circulares 
es mencionada como abierta en [49]. Tenemos algunas ideas que relacionan 
este problema con variantes del problema de flujo en redes con productos 
multiples (multicommodity flows) que podrian resolver la cuestidn de su com- 
plejidad. 
Hemos demostrado que estos dos problemas algoritmicos son polinomia- 
les para grafos sin agujeros impares mayores o iguales que 5, ni una rueda 
con 5 vertices ni un abanico con 5 vertices como subgrafos inducidos. El 
problema de cubrimiento de cliques por vQtices ha sido muy poco estudiado 
I;, I r 
en la literatura. Creemos que se puede analizar si utilizando alguna tkcnica 
diferente para la prueba (en vez de resultados de teoria poliedral en progra- 
maci6n lineal entera) se puede ampliar a6n mas la clase estudiada en esta 
tesis o encontrar otras clases donde el problema siga siendo polinomial, tal 
cual hemos visto aqui para grafos arco-circular Helly. 
Resulta interesante tambihn estudiar la pertenencia a N P  del problema 
de decisi6n de cubrimiento de cliques por vkrtices para la clase general de 10s 
grafos. Es decir, buscar un algoritmo que en tiempo polinomial detecte si un 
conjunto de vhrtices dado cubre a todos 10s cliques de un grafo cualquiera. 
Es claro que la dificultad pasa por las instancias con una cantidad de cliques 
no polinomial. A1 analizar esta cuesti6n queda formulado entonces un nuevo 
problema de decisi6n: "dado un grafo G y un conjunto de vkrtices S ,  i cubre 
S todos 10s cliques de G ?". S6l0 hemos probado en esta tesis la pertenencia 
a Co-NP de este nuevo problema, por lo que sigue abierto el estudio acerca 
de su complejidad. 
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