Abstract-The feature selective validation method has been shown to provide results that are in broad agreement with the visual assessment of a group of engineers for line, 1-D, data. An implementation using 2-D Fourier transforms and derivatives have been available for some years, but verification of the performance has been difficult to obtain. Further, that approach does not naturally scale well for 3-D and higher degrees of freedom, particularly if there are sizable differences in the number of points in the different directions. This paper describes an approach based on repeated 1-D FSV analyses that overcomes those challenges. The ability of the 2-D case to mirror user perceptions is demonstrated using the LIVE database. Its extension to n-dimensions is also described and includes a suggestion for weighting the algorithm based on the number of data points in a given "direction."
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I. INTRODUCTION

E
LECTROMAGNETIC compatibility and signal integrity/power integrity data with multiple degrees of freedom (or dimensions) is becoming a commonplace. This can arise in both simulation-based and measurement-based environments [1] [2], e.g., fields on a plane, in a volume, surface current, or data for every wire in a loom. Determining a level of agreement between two or more dimensional datasets is a challenging, if not impossible, task, particularly if that comparison information needs to be resolvable to a measure that can be readily communicated within or beyond project teams.
For the comparison of one dimensional (1-D) data, the feature selective validation (FSV) method was developed [3] - [5] and chosen as reference technique by the IEEE Standard P1597 [6] , [7] , which benefits from the ability to mirror the human decision making process in the visual assessment of line-data comparisons. Specifically, the examination of the data by engineers usually consists of looking at the general trends and the details as separate but connected processes. The FSV method accounts for this fact by filtering out the dc low-and highfrequency components from the original data. The data are first transformed into the frequency domain, the lowest five points are separated out as dc, and the rest divided such that 40% of the energy in the graph is in the low-frequency region, the rest in the high-frequency region. Then, the components are transformed back to the original domain. The amplitude difference measure (ADM) and feature difference measure (FDM) are performed based on these components to reflect the trend and feature differences between datasets, respectively. The global difference measure (GDM) is a combination of the ADM and FDM. The outputs of the FSV method are presented in different layers. xDMi (x is A, F, or G) is a point-by-point indicator, the synthetic figure of merits of the comparison, xDMtot (x is A, F, or G), is obtained by taking the average of xDMi. Furthermore, the aforementioned quantitative results can be converted to natural language descriptors in a six-level scale: Excellent, Very Good, Good, Fair, Poor, Very Poor [8] . Based on this, the xDMc (x is A, F, or G) is obtained to show the proportion of the point-by-point results that falls into the six natural language descriptor categories. It has been shown that the GDMc agrees with the overall group opinion [4] , [9] . Several enhancements to the method have been proposed [10] - [12] , in particular the introduction of the grade-spread diagram in [13] . Further details of the FSV method can be found in [6] .
With the need to develop a two or higher dimensional (2-D or nD) data quantitative validation method, the approach extending 1-D FSV to allow the validation of 2-D data has been studied. The implementation in [5] treated the 2-D data as a folded 1-D data, and, therefore, the filters were only first-order representations of 2-D filters. This approach is simple and easy to implement, but does not fully allow for nD data with features that differ in all directions, because the converted 1-D data are assembled in one direction.
The strategy applied in [14] (labeled as 2-D-FSV-UAq) followed the general implementation of the 1-D FSV, which was performed by replacing 1-D Fourier transform with a 2-D Fourier transform to the data and to window the transformed data to separate out the dc low-and high-frequency components in 2-D. Using this approach, the obtained results could be rated using the standard FSV interpretation scale. Martin et al. [15] take a similar approach. Nevertheless, both the approaches do not naturally scale well for 3-D and higher degrees of freedom, particularly if there are sizable differences in the number of points in different directions. Also, the computation of Fourier transform becomes more and more resource intensive with the rise in the level of dimensionality.
As the central principle followed by FSV is to mirror the evaluation process of a group of experts, higher levels of dimensionality provide substantial challenges for calibration. To date, neither of the aforementioned 2-D FSV approaches has been substantially verified.
This paper aims to develop an nD FSV approach by directly and repeatedly applying the 1-D FSV to the data with multiple degrees of freedom: this method is labeled as 2-D-FSV-HIT in the following sections and should be readily extendible to nD. Further, all the improvements and enhancements to 1-D FSV can be directly applied to nD without being "recast" in some way [16] , [17] . It is also an approach that can allow very different numbers of data points in different directions. This paper will focus discussions on these issues. In Section II, a 2-D FSV approach based on 1-D FSV is introduced. The performance of the proposed approach is examined and compared with the existing 2-D FSV method in Section III. An example of implementation is analyzed in Section IV. The conclusion is drawn in Section V.
II. 2-D-FSV BASED ON 1-D-FSV
Generally, the approach is to repeatedly use 1-D FSV on each line of data and then each column of data. To get the combined xDMi, the weighted root square at any one point is taken, which will keep FSV in the "normal" range, as referred to 1-D FSV, irrespective of the number of degrees of freedom. The xDMtot data are obtained in the same way as for 1-D FSV. The general procedure of the 2-D-FSV-HIT is as follows.
It should be first ensured that the 2-D datasets under comparison have the same number of data points located at the same positions on the independent (x,y) axes. If not, we need to obtain the overlap surface window and interpolate the data in the overlap region to ensure coincident pairs of data points.
If and calculate all the xDMi and xDMtot (x is A, F, or G) value for each data. Note: subscripts v and h represent the vertical and horizontal directions, respectively.
3) Join all the data and get back to 2-D data.
The proposed 2-D FSV treats vertical and horizontal parts of the data separately and recombines them at the end. This way is as close as possible to the manner in which engineers would approach the analysis of magnitude-phase data. The magnitude and phase parts are considered separately and then weighted in the process of forming an overall opinion [18] .
The 1-D FSV is separately performed on the vertical and horizontal data and combined on a point-by-point basis through the weighting factors, K, according to
where ADM i and FDM i are the combined point-by-point results of 2-D data; ADMi {V ,H } andFDMi {V ,H } are the 1-D FSV results of vertical and horizontal parts of 2-D data; the weighting factor K {V ,H } ranges from 0 to 1. They are related by following constraint:
The calculation of K {V ,H } in (6) and (7) is adopted by considering that the weight of vertical or horizontal information given in 2-D data is proportional to the length of data. In this way, the 1-D FSV result can be regarded as the extreme case of 2-D data when the value of M or N approaches zero. In that case, the calculation in (3) and (4) is consistent with that of 1-D FSV
where M and N are the length of vertical and horizontal data, respectively. The GDMi of 2-D data comparison combines the ADMi and FDMi without the inclusion of a separate weighting factor, which is in line with 1-D FSV approach
IfGDM {V ,H } is defined as the global point-by-point results of vertical and horizontal data, as outlined in (9), we get (10) by substituting (3), (4) , and (9) into (8) . (9) and (10) as shown bottom of this page.
Equation (10) indicates the consistency of (3), (4), and (8) in the combination of vertical and horizontal information.
Based on the xDMi results, the xDMtot is calculated in the same way as 1-D FSV
The proposed algorithm may also be adopted easily for the nD cases. In that case, the (3)- (7)are rewritten as
where D is the dimensionality of data under comparison, K d is the weighting factor for the dth dimensional data in the combination of ADMi and FDMi of nD data, and N d is the length of the dth dimensional data.
After that the calculation of GDMi values is the same as 2-D FSV, as given in (8) , and the relationship revealed in (10) is still valid for the nD cases. The proof is not presented here.
For the nD cases, the proposed approach, independently and repeatedly applying 1-D FSV in each "direction," should naturally suited to parallelization, multithreading, and GPU implementation.
III. VERIFICATION OF PERFORMANCE
A. LIVE Database Test
As part of the development and verification of the proposed approach, the "LIVE Image Quality Assessment Database Release 2" [19] - [21] (in the next named "LIVE database"), is used to see how different FSV compares with visual assessment. The GDMtot values are computed for the LIVE database which is a publicly available subject-rated image database including "JPEG" (233 images) and "JPEG2000"(227 images). The images in the database were generated by compressing 29 high-resolution 24-bits/pixel RGB color images (typically 768 × 512) using JPEG or JPEG2000with different compression ratios. The mean opinion score (MOS) of the database images was obtained by subjective experiment. The testing procedure was as follows: Each of the 20 to 25 observers was shown the images randomly. Observers were asked to provide their perception of quality on a continuous linear scale that was divided into five equal regions marked with adjectives: Bad, Poor, Fair, Good, and Excellent. The scale was then converted into a linear scale between 1 and 100.The general information of the LIVE database is presented in Table I [20] .
It is known that the FSV method gives quantitative and qualitative assessment regarding the data difference. Their relationship is shown in Table II . To compare the qualitative results with MOS, the six-grade FSV descriptor is piecewisely converted to quantitative scales from 0 to 0.6.
When the images were in RGB color, a MATLAB [22] function "rgb2gray" was used to convert the images to gray scale. applied to the LIVE database. The performance evaluations based on Pearson's rank correlation coefficient (PRCC) [23] are outlined in Table III . Both the quantitative and qualitative data are analyzed. The comparison of quantitative results in Table III illustrates that the proposed 2-D-FSV-HIT approach shows an improved linear relationship with visual assessment. The minus PRCC values are due to the opposite scaling method applied by FSV and MOS. In addition, the two 2-D-FSV approaches show significant linear correlation, the difference between them is discussed here.
Both the 2-D-FSV-HIT and 2-D-FSV-UAq approaches were
Comparing with quantitative results, the qualitative outputs of the FSV method show better consistency with that of MOS.
The scatter plots of the subjective measurement (MOS) versus the objective predictions (2-D-FSV-HIT and 2-D-FSV-UAq) are shown in Fig. 2 , where each point represents one image under comparison. It is demonstrated that the assessment given by 2-D-FSV methods show a linear relation with visual assessment. Particularly, the qualitative results demonstrate a better linear correlation, as shown in Fig. 3 , which is in line with Table III. Further, it is shown that, for the same MOS scale, the dispersion of the 2-D-FSV-UAq results in Figs. 2 and 3 is much wider than that of 2-D-FSV-HIT, which leads to the PRCC difference in Table III. It is noted that a number of points fall on the x-axis in Fig. 2 . This should be attributed to the variability and ambiguity of visual assessment, because the nonexistent difference between two physically identical pictures may be visually identified. 
B. Difference Between Two FSV 2-D Strategies
It is demonstrated in Figs. 2 and 3 Table III . The difference presented by the two methods may be attributed to the different routes of getting the dc low-and highfrequency parts of the original data. For the 2-D-FSV-HIT method, the decomposition of data is performed in 1-D (line and column) and then the decomposed parts are recombined to 2-D (labeled as 2 * 1-D), but for the 2-D-FSV-UAq method, the decomposition of data is directly performed in 2-D. The difference between their filters is compared in Fig. 4 . Fig. 5 compares the filtered components given by the 2 * 1-D and 2-D approaches. It is found that both the approaches could extract corresponding trend and detail information, while the components are slightly different, which leads to the discrepancy of xDMi values in the following calculation.
It should be noted that the combination of 1-D data, e. g., dc part, in Fig. 5 is completed by
where DC V and DC H are the dc part of vertical and horizontal 1-D data, respectively. The combinations of low-and high-frequency components are performed in the same way. Actually, it is difficult to define a quantitative relation between the two methods considering the nonlinear property of the FSV algorithm. Therefore, to combine the advantages of the 2-D-FSV-UAq and 2-D-FSV-HIT methods, a coefficient of correction K C is introduced as
where the GDMtot and GDMtot HIT are the corrected and raw results, respectively. The value of K C is preliminarily discussed based on the LIVE database. Both the methods are applied to the database. Fig. 6 shows their scatter plots of GDMtot values and the linear relationship given in the least-squares sense [24] . Therefore, the value of K C may be drawn from the results. Considering the mathematical consistency of the 2-D-FSV-UAq and 1-D FSV method, the value of K C is tuned by
where GDMtot UAq is the 2-D-FSV-UAq results. So the value of K C can be preliminarily set to 1.5 based on the available data in Fig. 6 .
It should be noted that this scaling constant exists simply to compare the data obtained from the two methods and show that they are similar. It is not a requirement to extend FSV to higher dimensions.
IV. EXAMPLE OF IMPLEMENTATION
To further investigate the proposed 2-D-FSV method and demonstrate its operation, a set of electromagnetic simulation results are also compared. The data comes from a reverberation chamber simulation with configurations shown in Fig. 7 . Different 2-D electric field plots are obtained by changing the stirrer angle θ or the plane position at which the data were obtained (2800 and 1190 mm) through the transient solver of the CST MWS software [25] , as shown in Fig. 7. Fig. 8 presents the 2-D electric field data and their corresponding angles and positions are outlined in Table IV. Both 2-D-FSV-HIT and 2-D-FSV-Uaq were applied to compare the data shown in Fig. 7 and image-1 was selected as the referencing data. The xDMtot values were also compared in Table IV . It is clear that the outputs of 2-D-FSV-HIT are much greater than that of 2-D-FSV-UAq. While both the methods reveal that, comparing with Image-1, the trend difference (ADMtot) of image-2 and image-3 is smaller than feature difference (FDMtot), and the rest of the images show the opposite characteristic.
The scatter plot of GDMtot values given by the two methods are shown in Fig. 9 , which suggests a clear linear correlation. The proportional coefficient given in the least-squares sense is also plotted in Fig. 9 , which is in line with coefficient of correction K C in (18) . The value 1.56 is close to the predefined value 1.5.
V. CONCLUSION
In this paper, a simple numerical nD data validation approach, 2-D-FSV-HIT, is proposed based on the 1-D-FSV method and evaluated with a subject-rated image database, the LIVE database. The advantage of the proposed algorithm is that it can be easily extended to higher dimensional data comparison based on the well-established 1-D FSV method. Furthermore, the 2-D-FSV-HIT method allows data with different number of points in each direction to be compared.
It is demonstrated that the proposed approach shows a better linear correlation with visual assessment results than the 2-D Fourier transform-based 2-D-FSV-UAq method. The disagreement between outputs of the two 2-D FSV approaches is attributed to the different filters that applied in the decomposition process of 2-D data. Therefore, a coefficient of correction, K C , was introduced to combine the advantages of 2-D-FSV-HIT and 2-D-FSV-UAq and keep the consistency of natural language description with a 1-D FSV method, and the value of K C is preliminarily set to 1.5 based on the LIVE database comparison, which is further verified by an example of electromagnetic simulation.
Higher dimensional extension of the 2-D-FSV-HIT method is also investigated. However, taking into account the difficulty in obtaining visual assessment results, the verification of the extension strategy is a topic of on-going research.
