This study examines the interrelationship among Basel capital regulations, risk, and efficiency of Pakistani commercial banks from 1997-2015 
Introduction
Banks play the role of life blood for a country's economy. Efficient banking gives rise to financial stability which guarantees higher-quality services at low costs to businesses and common man. If the banking system of a country is functioning well, it will give rise to the long run growth of that country. According to Levine and Zervos (1998) , banks serve as lubricating oil for the economy and their failure leads to the failure of whole society.
Due to the special nature (vital role in the payments system, allotment of financial resources, highly leveraged due to deposits etc.) of banks in the economy a high degree of regulation and supervision is required. According to the Santos (2001) , the banking sector has great deal of regulations to contend with the whole world. Laeven and Valencia (2013) are of the view that the importance of financial supervision regulation grew with the increasing number of banking crises since 1970s. Until the 1970s there was no international consistency among banks operated in different countries. Individual countries were responsible for the regulation of banks operated within their borders. According to the Mourlon-Druol (2015) , the failure of Herstatt Bank in Germany in 1974 and Franklin National Bank of New York in 1974 provided the stimuli for stronger bank regulations.
These bank failures forced the G-10 nations to formulate the Basel Committee on Bank Supervision (BCBS) in 1974. One of the most important developments in this regard was the formation of Basel Committee on Banking Supervision (BCBS) in 1974 to recommend rules for working of banking sector. The core task of the committee was to recommend rules for working of banking sector. So that, in future, collapse of globally active banks can be avoided. The committee developed consensus on its first accord known as Basel I in 1988. This accord was amended and after overcoming the shortcomings in Basel I, second accord known as Basel II was finalized. It incorporated operational risk and market risk along with credit risk in its risk based calculations. Moreover, it also introduced two new pillars: Market Discipline and Supervisory review. Both Basel I and II forced the banks to hold a least level of total capital to risk-weighted assets equal to 8%. Since 2010, a third accord namely Basel III has come into play. This has increased capital regulation from 8% to 10% along with taking some other initiatives.
Pakistan banking regulator, State Bank of Pakistan has started implementing Basel Accord I recommendation from Dec 1997 , Basel II in 2008 and Basel III from 2014 . The purpose of this study is to investigate the impact of implementation of capital regulation of Basel accord on efficiency and risk taking of Pakistani banks. This paper makes its contribution in several ways. First, there is abundance of literature available on Europe and U.S. (de Guevara, Maudos & Pérez, 2007; Carbó, Humphrey, Maudos & Molyneux, 2009 ), however there is not much literature available that examines the relationship of Basel Accord with efficiency and risk taking of Asian countries and Pakistan is no exception to this. This is the one of few studies which examines the empirical relationship between efficiency, risk and capital in Pakistani banking sector only. Second, this study includes the banking data from 1998 to 2015; this time period includes the latest round of Basel banking reform in Pakistan i.e. Basel III. Finally, with regards to the econometric modeling framework, we use the GMM. Though this technique is not new, however in Pakistani banking regulation research, it is not vastly used. We attempt to fill the gaps in literature by providing empirical evidences solely on the impact of Basel capital regulations on Pakistani banking sector. The findings of this study are beneficial for State Bank of Pakistan (SBP) and banks to assess the consequences of implementation of Basel regulations in terms of risk reduction and efficiency enhancement.
Literature Review
The theoretical foundation of current study inhales from the agency theory and financial intermediation theory. Though work of Jensen and Meckling (1976) is considered to be the pioneer, however contribution of Fama (1980) is notable in this regard. He states that governance mechanism is necessary to bring into line the interests of principals (depositor) and agents (bankers). The financial intermediation theory finds its roots in the theory of informational asymmetry and the agency theory. Lack of trust between borrower and lender encourages the role of financial intermediary due to its ability to optimal allocation of resources as advocated by Levine (1997) , reduces transaction cost by means of economies of scale (Scholes, Benston, & Smith Jr., 1976) and its role as "delegated monitors" as argued by Diamond (1984) .
Literature presents mixed argument on effect of regulatory capital on banking performance. Despite a lot of empirical research there is no consensus on the relationship between the two. One school of thought advocates the negative impact of strict capital requirement on bank profitability and efficiency (Repullo & Suarez, 2008) . However, another school of researchers are of the view that severe capital requirement has a positive impact on cost efficiency (Pasiouras, Tanna, & Zopounidis, 2009; Barth, Caprio, & Levine, 2004) Pioneer work on capital structure and risk was done by Pettway (1976) . He explored the relationship on American banks and their holding firms during 1971 to 1974. By applying ordinary least square method, he found a favorable relationship between equity-to-total-assets and risk. Shrieves and Dahl (1992) investigated the relationship of risk and capital on 1,800 US bank holding companies. They used simultaneous equation model to calculate the result of changes in risk on changes in capital and vice versa. They reported a positive relationship.
In a seminal study Berger and De Young (1997) explored the inter-temporal relationships among problem loans and cost efficiency of US banks. They proposed hypothesis 'bad luck,' 'bad management,' 'skimping' behavior for the risk and efficiency. By employing Granger-causality techniques over US bank data of 1985 to 1994 they reported in favor of bi-directional relationship loan quality and cost efficiency. Their data supported the bad luck hypothesis. According to this hypothesis increase in nonperforming loans to Granger-cause decrease in measured cost efficiency. They suggested that high values of problem loans caused banks to raise either expenditure on monitoring or dispose of these loans, and thus banks became more attentive in looking after the portion of their on hand loan portfolio. Kwan and Eisenbeis (1997) tried to analyze the relationship among risk, capitalization and measured inefficiencies. They empirically tested the association on 254 large bank holding companies during the period 1986 through 1991. They used simultaneous equation framework and concluded that these three variables were simultaneously determined. They reported a negative relationship between risk and efficiency. Jacques and Nigro (1997) checked the link between risk and capital for over two thousand and five hundred American banks. By applying 3 stages least squares method, they observed an inverse connection between risk and capital. Das and Ghosh (2004) studied the interrelationships among capital, risk-taking and operating efficiency of the Indian banking system. They reported that efficiency had a positive effect on risk and capitalization. Altunbas, Carbo, Gardener, and Molyneux (2007) used a static simultaneous equation framework to explore the relationship between capital, risk and efficiency for a sample of European banks over the period 1992-2000. They reported a positive relationship between risk and level of capital.
Fiordelisi, Marques-Ibanez, and Molyneux (2011) checked the inter-temporal relationship between bank efficiency, capital and risk in European banking industry. They used Granger-causality techniques for the period 1995-2007. They employed Stochastic Frontier Approach (SFA) to measure the efficiency and capital to asset ratio as a proxy for capital. They observed a negative, although little, connection of capital and risk. Lee and Hsieh (2013) analyzed the impact of capital on risk in 42 Asian countries. They applied the Generalized Method of Moments technique over the period of 1994 to 2008. They portrayed a mix picture of the two variables. Their results showed inverse relationship between capital and risk for banks in Far East and Central Asia in the sample, while data of high-income countries had the positive impact of capital on risk. Tan and Floros (2013) assessed the relationship between the bank risk and capital for a sample of Chinese commercial banks. They employed different proxies for risk (volatility of ROE, Z score etc.) and book value of capital to total assets for capital. They found a negative relationship between risk and capitalization. Haq, Faff, Seth, and Mohanty (2014) explored the effect of capital on risk for 218 listed banks across 15 Asia-Pacific countries. They performed their research on 15 years' time span (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) using Generalized Method of Moments technique. By using different proxies of risk i.e. systematic risk and Z score and tier 1 for capital, they observed a positive association of bank capital with bank risk. Therefore, they took the line of regulatory hypothesis. Miah and Sharmeen (2015) looked at the relationship between efficiency, capital and risk-taking behavior of Bangladeshi banks. The sample of their study was of Islamic and conventional banks of Bangladesh for the time span of (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) (2011) . They reported that all the variables: capital, risk and efficiency are simultaneously determined. Their researches supported the various hypotheses between capital, risk and efficiency.
Hypotheses of the Study
Regulatory hypothesis is presented by Pettway (1976) . Regulatory hypothesis advocates the positive connection of capital and risk. This hypothesis states that regulators persuade banks to raise their capital substantially with the level of risk they acquire to counter the risk of default.
H 1A: Bank risk increases with bank capital.
However, another school of researchers led by Kim and Santomero (1988) questioned the notion of forcing banks to maintain levels of required capital. They supported the moral hazard hypothesis, that banks have advantages to make use of presented flat deposit insurance schemes, which reflect a negative relationship among capital and risk.
H 1B : Bank risk decreases with bank capital.
Under the skimping hypothesis banks, there is positive relationship between risk and efficiency. Banks can choose to devote fewer resources to monitor loans and non-performing loans remain unaffected in short term.
H 2A : Bank risk increases with bank efficiency.
According to Berger and De Young (1997) proposed Bad management, Bad luck and skimping hypothesis. Bad management hypothesis proposes an inverse relationship between risk and cost efficiency. According to this hypothesis due to poor management, cost efficiency of bank is decreased. As a result of this bad management, less efficient banks will take more risk to compensate the effect of inefficiency.
Bad luck hypothesis also advocates the negative relationship between risk and cost efficiency. However, this hypothesis states that instead of bad management, external events caused nonperforming loans to rise. This increase in risk gives rise to additional costs and as a result cost efficiency of banks decreased.
H 2B : Bank risk decreases with bank efficiency.
With regards to impact of capital on efficiency shareholders-debtholders hypothesis states that due to conflicts of interest between shareholders and debt holders', there will be less debt financing. This will lead to low agency cost i.e. high efficiency and high capital ratios.
H 3A : Bank capital increases with bank efficiency.
However, shareholders-managers hypothesis states that capital has a negative impact on efficiency. Due to moral hazardous behavior of managers, agency cost increases and free cash at the disposal of managers i.e. equity-to-assets ratio decreases. So, high capital ratio has a negative impact on efficiency and vice versa. 
Methodology
The effect of Basel capital regulations on the bank risk and bank efficiency is checked by using the Generalized Method of Moments (GMM). GMM approach has been adopted due to the likelihood of endogeneity issues of bank capital, bank risk and bank efficiency, individual time-invariant fixed effects heterogeneity, autocorrelation and the fact that the cross-sections are greater than the time periods for the available data. According to Stock and Watson (2011) OLS methods will produce inconsistent and biased estimates when the variables are jointly determined. Weak strength of available Instrumental variables (IV) also make the GMM technique a more appropriate and robust technique than seemingly unrelated regression, panel-corrected standard error estimates and instrumental variable and the two-stage least square. Lee and Hsieh (2013) , Haq et al. (2014) have also used System Generalized Method of Moments (GMM) in their respective studies. According to the Roodman (2006) rule of thumb in estimation of GMM is the number of units (banks) must be greater than the instruments being used. To overcome the problem of too many instruments, collapse option as suggested by Roodman (2009) is used. The validity of the instruments is checked by the Hansen (and difference-in-Hansen) tests of over-identifying restrictions.
Data and Sample
Sample of this study consists of all listed commercial banks from 1997 to 2015 in Pakistan. The data was gathered from Bank scope data base. Individual banks' annual financial statements were used to verify and find the missing data.
Empirical Model
With respect to proxies being used, previous studies have used different measures of bank capital (BC), bank risk (BR) and bank efficiency (BE). So different accounting based proxies of these variables will be used.
The following equations are used in the study.
NPLGL it = α 0 + β 1 TCTR it + β 2 CIR it + β 3 NLTA it + β 4 SIZE it + β 5 INF + εi (1)
To measure bank capital, total capital to total risk weighted assets (TCTR) is used. A high value of TCTR depicts that bank has more capital while small value of TCTR is signal of low capital. For bank risk, non-performing loans to gross loans (NPLGL) represents credit risk. For the measurement of efficiency, we are using cost to income (CIR) as proxy for cost efficiency. A low value of CIR suggests cost efficiency and high values indicates cost inefficiency. Moreover, in order to make equation identified, we have used (NLTA) net loans to total assets, (NIM) net interest margin, (LADSTF) liquid asset to deposit and short-term funding, (ROAA) return on average asset respectively. Previous studies have used different control variables in their work and we have used size as logarithm of total assets of bank and inflation in our study following the work of Tan and Floros (2013) .
Analysis and Results
This section is organized in three parts. The first part of this section describes descriptive statistics of the dependent and independent variables. In the second section, we will check different assumptions of the data. In the third and last part we report the results of the link between bank risk, bank efficiency and bank capital using GMM with discussion.
Descriptive Statistics
In this section, descriptive statistics are provided of all the variables for all banks in the sample. Descriptive statistics are presented in Table 1 . The proxy of the variable bank risk is NPGL and its mean value shows that all the banks in the sample take 12.74% risk on average.
While the minimum and maximum value of NPLGL depicts that banks take 
Testing for Multicollinearity
The multicollinearity is verified by the Pearson correlation and the variance inflation factor (VIF). The correlation coefficients of independent variables for panel data (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) are illustrated in Table 3 The Pearson correlation is used to determine the association between independent and dependent variables. According to Gujarati (2009) correlation coefficient value of over 0.8 or 0.9 would create major issue. As none of our value reaches that point so in our case multicollinearity is unlikely to be a problem. This research also uses the variance inflation factor (VIF) to check multicollinearity. If VIF values for independent variables are higher than 10 or tolerance is not far from 0.10, this indicates the existence of multicollinearity. Table 4 reports the VIF values for equation 1, 2, and 3, respectively. As evident from the table, all values of VIF are less than 10. Therefore, multicollinearity is not an issue in our models.
Test for Endogeneity
Although the prior literature points the existence of simultaneity among bank risk, bank efficiency and bank capital, still it is a good idea to check the existence of endogenity before proceeding to the analysis of these variables. To empirically justify the simultaneity of bank risk, bank efficiency and bank capital we apply the Hausman test for endogeneity. Here the null hypothesis is that the variables are exogenous. According to Table 6 , the results of Hausman test for endogeneity suggest that the exogeneity of bank risk, bank efficiency and bank capital variables in the respective equations can be firmly rejected. 
Impact of Basel's Capital Regulation
This section reports the impact of Basel capital regulations on the bank risk and bank efficiency along with discussion of these results. Table 7 shows factors affecting the risks of banks. According to our findings, Total Capital to Total Risk Weighted Assets (TCTR) has negative impact on the credit risks taken by the bank. According to our findings, banks with higher TCTR incline to take lower risks and vice versa. We can conclude that risk-based capital regulations are successful in decreasing bank credit risks in Pakistan. So we are in favor of accepting H1B i.e. moral hazard hypothesis, which also advocates a negative association between the two. Here our results are in agreement with Jacques and Nigro (1997), Lee and Hsieh (2013) , Haq et al. (2014) etc. Those reporting a negative relationship between two variables cite the presence of deposit insurance for this inverse relationship. However in Pakistan there was no deposit insurance scheme existed during the time period of this study. This indicates that in addition to capital regulations, there might be some other forces or factors that discouraged banks from taking excessive risks. Our results also highlight that impact of bank inefficiency on bank risk is negative and it is significant at 10%. Here our results are pointing towards positive impact of bank efficiency on bank risk. So according to our results the efficient bank takes more risk. One reason can be that cost efficiency allows banks cushion to take on more risk. Thus here we are accepting H2A which corresponds to skimping hypothesis in this study by advocating a positive relation between the two. Here we are following the results of Fiordelisi et al. (2011) and Tan and Floros (2013) .
Impact of Basel's capital regulations on bank risk
Net Loans to Total Asset (NLTA) has negative effect on the risk taken by commercial banks as the coefficient of NLTA is negative and highly significant at 1%. A high NLTA is sign of small liquidity, which may increase funding cost and also increase the credit risk of the bank. In that case, the effect of liquidity ratio may be negative. Here we are following the results of Tan and Floros (2013) . Bank size has highly significant negative impact on the bank risk. This is shown by the sign of coefficient and p value of size. It indicates that larger banks have lower risks than smaller ones. One reason ***, **, * Significant at the 1%, 5%, and 10% levels might be that their size allows them to diversify their portfolios from risky loans or big banks may not be making risky loans and they might be opting for less risky options e.g. treasury bills etc. Here we are following the results of Hu, Li, and Chiu (2004) , Jacques and Nigro (1997) , Aggarwal and Jacques (1998) , Altunbas et al. (2007) etc. As far as impact of inflation is concerned, it is positive and highly significant at 1%. One justification can be given that during this time period average inflation was around 8%, so these inflationary pressures played their part in enhancing the level of impaired loans, which increase the credit risks of banks. Here we are following Fofack (2005) results.
In order to quantify the impact of different Basel regulations, we divided our sample into subsamples. Since Basel III was implemented from 2014, so there were not enough annual observations to check the effect of Basel III capital regulations on bank risk. So we divided them into two subsamples i.e. Basel I and Basel II. Table  8 presents the results of determinants of bank credit risk of Pakistani commercial banks for the sub samples Basel I and Basel II. Table 8 shows that Basel I capital regulation has no impact on the risk taking activities of banks in our investigation, while the Basel II has reduced the risks taken by banks. This is surprising due to the fact that though there is considerable difference between Basel I and Basel II; however capital requirements were same in both Basel I and Basel II. The impact of cost inefficiency has statistically significant negative impact on bank risk in Basel I and it has no impact on risk taken by banks in Basel II. Thus we conclude that during Basel I time period, efficiency allowed banks incentive to take more risk, however during Basel II that is not the case. The impact of NLTA on bank risk is same across all the sub samples i.e. negative and remains significant in all sub samples. The same can't be said about the impact of size, though sign of coefficient remains same, however it loses its statistical significance in Basel I and it does affect negatively bank risk in Basel II. The impact of inflation on BR in Basel II is in align with the impact of effect of inflation on Bank risk during the whole time period i.e. 1997-2015. However its impact is not significant in Basel I time period. The results of sub sample II are painting the same story as of main sample. The different impact of inflation on risk taken by banks can be attributed to the fact that during Basel II Pakistan was experiencing high inflation than Basel I.
From the above discussion it is pretty much clear that though overall Basel capital regulations has decreased the risk taken by banks by decreasing non-performing loans, however this reduction is not consistent across all Basel accords, especially Basel I has not the reduced the risks taken by banks. One possible justification can be when Basel I came into play, majority of banks were already maintaining the required capital ratio of 8%. So this compliance to capital regulations did not affect their risk taking.
During the time period of this study there was couple of important political events in Pakistan. On 12 October 1999 Musharraf's took over as CEO and imposed Martial Law and it ended on 18 August 2008 (Habib, 2012) . From that time period to 2015 there is democracy in Pakistan. To assess the impact of capital regulations on the risk taken by the banks in different politic systems, this study has also distributed the sample into sub sample on the basis of different political regimes i.e. from 1999 to 2008 as non-democratic and 2009 to 2015 as democratic regime. Table 9 presents the results of both regimes. By having a look at table 9 it becomes clear that there is not much difference of the impact of capital regulations on the risks taken by the banks in both the style of governments. Basel capital regulations in both the time frames have decreased the risk taken by the banks. Though, banking was one of profitable industry during 1999-2007 and banks provided more loans as well. However, time frame of implementation of the Basel guidelines almost coincides with the time frame of regime switching in Pakistan so there is not much difference of the impact of capital regulations on the risks taken by the banks during non-democratic administration of Pervez Musharraf and democratic governments. The interpretation of the other variables is discussed already in previous and subsequent tables. 
Impact of Basel's capital regulations on bank efficiency
With respect to TCTR as determinant of bank efficiency is concerned, the greater is the capital ratio, lower is the efficiency of banks in our sample. Here our results are accepting H3B i.e. shareholders-managers hypothesis. This hypothesis advocates negative impact of capital on efficiency.
Here according to our estimation capital regulations of Basel accords have decreased the efficiency of banks in our sample. One possible reason can come from agency theory. As majority of banks in our sample are listed and private. Due to conflicts of interest between shareholders and managers, managers may minimize their efforts instead of increasing the firm value of company thus in turn decreasing the efficiency of banks. So in order to reduce the moral hazard behavior of managers and monitor their activities, depositor may force banks to increase capital ratios. Thus, there might be negative impact between the two. Here we are in agreement with the results of Berger and Di Patti (2006) . ***, **, * Significant at the 1%, 5%, and 10% levels
Our results also point out that the impact of credit risk taken by the banks on bank efficiency is negative. According to our results efficient banks take less risk. This is intuitively justifiable that banks whose non-performing loans are higher might need to allocate additional resources to monitor those loans. So during this process, cost efficiency decreases. One justification of this negative relationship can be inefficient management, as depicted by the low cost efficiency, may not monitor the loans so credit risks of these inefficient banks increases. Or it might be due to unavoidable economic circumstances outside the bank's control that bad loans may arise. The less efficient banks will take more risk to compensate the effect of inefficiency. Thus all this discussion highlights that efficient banks are better at managing their credit risk and hence it leads to lower non-performing loans. This leads us to accept the hypothesis H2B, i.e. bad management or bad luck hypothesis. Here we are in agreement with the results put forward by Altunbas, Liu, Molyneux, and Seth (2000) .
Table 10 also shows that net interest margin (NIM) of banks in sample has positive impact on bank efficiency. The banks with high NIM have high cost efficiency and this impact is significant at 1%. This is according to the expectations as high interest income means interest generated is greater than interest expensed. Therefore, less amount interest expenses allow banks to be more cost efficient. Bank size negatively affects bank inefficiency. However, this impact is not significant. So size has no impact on the cost efficiency of banks in our sample. When we focus our attention to impact of inflation on the bank inefficiency, its result depicts that Inflation has negative impact on cost efficiency in our main sample. It is because during inflationary period as was the case in Pakistan during the time period of this research, banks may ***, **, * Significant at the 1%, 5%, and 10% levels be spending more to catch up with increasing expenses such as personnel as well as other inputs. So, it might have decreased the efficiency. Table 11 shows the results of factors affecting bank efficiency of Pakistani commercial banks for different subsamples. Here some variables are impacting the cost efficiency in the same way as in the main sample while some variables are behaving in different manner.
There are mix observations found in these results. The results of Basel I regulations are in agreement with result of full sample, however impact of Basel II regulations are insignificant. This is again somewhat unexpected as there is not much difference with respect to capital requirements of Basel I and Basel II. This result again highlights the negative impact of Basel I on bank performance. As far as impact of bank risk on bank efficiency is concerned, the results of Basel I accord are different to Basel II. The impact of risk taken by banks on bank efficiency during Basel II is not significant. One reason could be either banks might not have issued high risk loans during this time period or some other forces have might have played its part in this insignificant impact. The impact of NIM on bank efficiency is positive in all sub samples consistent with the results of sample. The impact of size is different subsamples and same is true about the impact of inflation.
It is concluded from the results presented in Table 10 that Basel capital requirements have lowered the cost efficiency of banks. When we turn our attention to Table 11 , Basel I results tell the same story, however Basel II had no impact on the cost efficiency. This again points to the inability of Basel I in increasing the efficiency of banks.
The capital equation
The results of having bank capital as dependent variable using GMM are reported in Table 12 . The coefficient of bank risk has a positive sign, however this is not significant. As far as impact of bank inefficiency on bank capital is concerned, it has a positive sign and it is highly significant at 1%. So we are advocating a highly significant negative impact of bank efficiency on bank capital. In our sample efficient bank possesses low capital ratios and vice versa. The relation can be justified by the "efficiency-risk hypothesis". This hypothesis argues that high efficiency signals low bankruptcy. As a result banks can afford to lower their capital as they have low default risk due to high efficiency.
The effect of LADSTF on bank capital is positive and statistically significant. A high value of LADSTF indicates high liquidity and this increase in bank liquidity have a positive impact on the capital ratio through its effect on the changes in required rate of return on bank shares. As per expectations, we obtain a positive relationship between return on assets (ROAA) and capital, such that banks with higher earnings also tend to operate with high capital. The impact of size on bank capital ratio is positive. Our study reports that big banks have high capital ratio and vice versa. This positive impact can be justified by the franchise value hypothesis. According to this higher earnings lead to greater diversification, so to more investment opportunities and thus lowering the cost of capital provide incentives for large banks to raise more equity capital to avoid taking extraordinary risk. Inflation does not affect capital ratio in our sample. ***, **, * Significant at the 1%, 5%, and 10% levels
With respect to the effect of different factors on bank capital is concerned, as shown in Table 13 here Basel I is showing different story to that of Basel II in line with previous findings of this study. Table 14 presents the results of more comprehensive analysis of the moderating effect of bank size on the relationship between bank risk taken and bank efficiency. Keppel and Zedeck (1989) suggested that the proposed moderator should be used as independent variable and then as an interaction term. By following Keppel and Zedeck (1989) , this study perceives size as moderator by using the interaction term of bank inefficiency and bank size. The significant negative effect of the interaction term on ***, **, * Significant at the 1%, 5%, and 10% levels the bank credit risk advocates that the of bank size is playing its role as moderator in reducing the risks taken by the banks in this study. One justification can be that the economies of scale enjoyed by the large Pakistani banks enable them to benefit from reduced risk. Here we are in agreement with Biekpe (2011) findings. ***, **, * Significant at the 1%, 5%, and 10% levels
Impact of Moderating Effect of Size

Conclusion
The purpose of this paper is to analyze the relationship between capital, risk and efficiency of Pakistani commercial banks from 1997 to 2015. We used Generalized Method of Moments (GMM) model in which cost efficiency, credit risk and Capital adequacy ratio are used as dependent variables. According to our results, Basel capital regulation reduced the risk taken by banks during 1997-2015. As far as impact of capital regulation on the cost efficiency of banks is concerned, it had an opposite effect on the cost efficiency of banks. Banks in our sample had seen their efficiency decreased by virtue of capital regulations. Our results also point out that Basel II was more successful in decreasing the risk taken by banks as compared to Basel I.
