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In this article, we propose a new smoothing inexact Newton algorithm for solving
nonlinear complementarity problems (NCP) base on the smoothed Fischer–Burmeister
function. In each iteration, the corresponding linear system is solved only approximately.
The global convergence and local superlinear convergence are established without strict
complementarity assumption at the NCP solution. Preliminary numerical results indicate
that the method is effective for large-scale NCP.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
We consider the nonlinear complementarity problems (NCP), which is to find a vector x ∈ Rn satisfying the conditions
x ≥ 0, F(x) ≥ 0, xTF(x) = 0, (1.1)
where F : Rn → Rn are continuously differentiable function. Throughout this article, we assume that the solution set of (1.1)
is nonempty.
NCPs have various important applications in many fields [1,2]. Many numerical methods for solving NCP have been
developed [3–6]. Recently, there has been strong interests in smoothing Newtonmethods for solving NCP [7–14]. The idea of
smoothingNewtonmethod is to use a smoothing function and a smoothingparameter to reformulate the problemconcerned
as a family of parameterized smoothing equations to be solved approximately by using Newton method per iteration. By
reducing the smoothing parameter to zero, it is hoped that a solution of the original problem can be found. As in all cases,
each iteration consists of finding a solution of linear systemwhichmay be cumbersomewhen solving a large-scale problem.
The inexact approach is one way to overcome this difficulty. The main idea is to solve the linear system only approximately.
The accuracy level of approximate solution is controlled by the forcing parameter.
Inexact Newton methods have been proposed for solving NCP [15,16]. In this article, we propose a new smoothing
inexact Newton algorithm for solving NCP under the framework of smoothing Newton method. We view the smoothing
parameter as an independent variable. The forcing parameter of inexact Newton method links the norm of residual vector
to the norm of mapping at the current iterate. We show that, without strict complementarity assumption, our algorithm is
locally superlinearly and even quadratically convergent to a solution of the NCP.
The article is organized as follows: In Section 2, we give an overview of the basic properties of smoothing approximation
of NCP base on the smoothed Fischer–Burmeister function and develop a smoothing inexact Newtonmethod for solving the
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NCP (1.1). Convergence results are analyzed in Section 3. In Section 4, numerical experiments are presented. Conclusions
are given in Section 5.
The following notations will be used throughout this article. ‘‘:=’’ means ‘‘is defined as’’. R+ and R++ denote the
nonnegative and positive reals. All vectors are column vectors, the superscript T denotes transpose. We define N := {1,
. . . , n}. The symbol ‖ · ‖ stands for the 2-norm. Landau symbols o(·) and O(·) are defined in usual way.
2. Preliminaries and algorithm
Our smoothing inexact Newton method is based on the smoothed Fischer–Burmeister function φ : R3 → R:
φ(µ, a, b) = a+ b−
√
a2 + b2 + µ2. (2.1)
Obviously, φ(0, a, b) has the following property:
φ(0, a, b) = 0⇔ a ≥ 0, b ≥ 0, ab = 0. (2.2)
Let z := (µ, x) ∈ R+ × Rn and
H(z) :=
(
µ
Φ(µ, x)
)
, (2.3)
where
Φ(µ, x) :=
φ(µ, x1, F1(x))...
φ(µ, xn, Fn(x))
 . (2.4)
Define norm-function as follows:
Ψ (z) = ‖H(z)‖2.
Then, by (2.2), we know that NCP (1.1) is equivalent to the following equation:
Ψ (z) = 0
in the sense that the projection of solution set of Ψ (z) = 0 on Rn coincide with the solution of NCP (1.1). Moreover, by
(2.1)–(2.4), it is not difficult to see H(z) is continuously differentiable at any z = (µ, x) ∈ R++ × Rn with its Jacobian
H ′(z) =
(
1 0
v(z) w(z)
)
, (2.5)
where
v(z) = vec{φ′µ(µ, xi, Fi(x)) : i ∈ N},
w(z) = D1(z)+ D2(z)F ′(x),
D1(z) = diag
1− xi√x2i + F 2i (x)+ µ2 : i ∈ N
 ,
D2(z) = diag
1− Fi(x)√x2i + F 2i (x)+ µ2 : i ∈ N
 .
In order to prove the local fast convergence of smoothing methods, strict complementarity is usually needed. However,
for our algorithm, we assume that the solution of NCP (1.1) satisfies the nonsingularity condition but does not satisfy the
strict complementarity. Hence, we need the concept of semismooth. The concept of semismooth was originally introduced
in [17] and extended in [18] for vector-valued function. Let G : Rn → Rm be locally Lipschitzian function. According to
Rademacher’s Theorem, G is differentiable almost everywhere. Denote the set of points at which G is differentiable by DG.
Let ∂G(x) be the generalized Jacobian defined in [19]. Then
∂G(x) = conv{Q ∈ Rm×n|∃{xk} ⊆ DG : xk → x,G′(xk)→ Q }.
The function G is called semismooth at x ∈ Rn, if
lim
V∈∂G(x+th′)
h′→h,t↓0
{Vh′}
exist for any h ∈ Rn.
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Lemma 2.1 ([18]). Suppose that ϕ : Rn → Rm is a locally Lipschitzian function and semismooth at x. Then
(a) for any V ∈ ∂ϕ(x+ h), h→ 0,
Vh− ϕ′(x; h) = o(‖h‖);
(b) for any h→ 0,
ϕ(x+ h)− ϕ(x)− ϕ′(x; h) = o(‖h‖).
Lemma 2.2. Let Φ(µ, x) and H(z) be defined by (2.4) and (2.3), respectively. Then,Φ(µ, x) and H(z) are semismooth on R×Rn.
Proof. For all i ∈ N , Φi(µ, x) is the composition of differentiable function (xi, Fi(x))T : Rn → R and convex function φ :
R3 → R. Since convex function and differentiable function are semismooth functions and the composition of semismooth
function is still a semismooth function [17], we complete our proof. 
Now, we formally present our smoothing inexact Newton algorithm by using the smoothed Fischer–Burmeister function
(2.1).
Algorithm 2.1. Choose constants δ ∈ (0, 1) and σ ∈ (0, 1). Let (µ0, x0) ∈ R++×Rn be an arbitrary point. Take z0 = (µ0, x0)
and choose γ ∈ (0, 1) such that γµ0 < 1/2. Choose a sequence {ηk} such that ηk ∈ [0, η], where η ∈ [0, 1 − γµ0] is a
constant. Set k := 0.
Step 1. If Ψ (zk) = 0, stop.
Step 2. Compute∆zk := (∆µk,∆xk) by(
µk
Φ(µk, xk)
)
+
(
1 0
v(zk) w(zk)
)(
∆µk
∆xk
)
=
(
ρkµ
0
rk
)
, (2.6)
where ρk = ρ(zk) := γ min{1,Ψ (zk)}, rk ∈ Rn such that ‖rk‖ ≤ ηk‖H(zk)‖.
Step 3. Let θ k be the maximum of the values 1, δ, δ2, . . . such that
Ψ (zk + θ k∆zk) ≤ [1− σ(1− γµ0 − ηk)θ k]Ψ (zk). (2.7)
Step 4. Set zk+1 = zk + θ k∆zk and k = k+ 1, go to Step 1.
Remark 2.1. (i) Algorithm 2.1 can be started easily. (ii) In theory, we use Ψ (zk) = 0 as a termination of our algorithm. In
practice, however, we use Ψ (zk) ≤ ε as a termination rule, where ε is a pre-set tolerance error. (iii) We can solve Eq. (2.6)
in the following way: Let∆µk = −µk + ρ(zk)µ0. Solve
Φ(µk, xk)+ v(zk)∆µk + w(zk)∆xk = rk (2.8)
to get ∆xk, where the vector rk is called the residual and measures the inaccuracy with which the equation Φ(µk, xk) +
v(zk)∆µk + w(zk)∆xk = 0 is solved. Note that usually, in actual computations, the vector rk is not fixed beforehand. (iv) If
F(x) from NCP (1.1) is a P0-function, then Jacobian H ′(z) is nonsingular for all z = (µ, x) ∈ R++ × Rn [20].
We now prove that Algorithm 2.1 is well defined. First, define the set
Ω = {z = (µ, x) ∈ R++ × Rn | µ ≥ ρ(z)µ0},
where ρ(z) = γ min{1,Ψ (z)} and µ0 are given in Algorithm 2.1.
Lemma 2.3. For any z¯ = (µ¯, x¯) ∈ R++× Rn, assume that H ′(z¯) is nonsingular, then there exists a closed neighborhoodN (z¯) of
z¯ and a positive number α¯ ∈ (0, 1] such that for any z = (µ, z) ∈ N (z¯), η′ ∈ [0, 1− γµ0], σ ∈ (0, 1) and all α ∈ [0, α¯], we
have µ ∈ R++, H ′(z) is invertible and
Ψ (z + α∆z) ≤ [1− σ(1− γµ0 − η′)α]Ψ (z). (2.9)
Proof. Since µ¯ ∈ R++ and H ′(z¯) is invertible, there exists a closed neighborhood N (z¯) of z¯ such that for any z = (µ, z) ∈
N (z¯), we have µ ∈ R++ and that H ′(z) is invertible and continuous. Then, the following equation:
H(z)+ H ′(z)∆z =
(
ρ(z)µ0
r
)
(2.10)
has unique solution, where the residual vector r ∈ Rn satisfies ‖r‖ ≤ η′‖H(z)‖. Denote the unique solution by∆z = (∆µ,
∆x). For any α ∈ [0, 1], define
Rz(α) = H(z + α∆z)− H(z)− αH ′(z)∆z.
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From (2.10), for any z ∈ N (z¯),
∆µ = −µ+ ρ(z)µ0.
Then, for all α ∈ [0, 1] and all z ∈ N (z¯),
µ+ α∆µ = (1− α)µ+ αρ(z)µ0 ∈ R++.
Noting thatH(z) is continuously differentiablewhenµ ∈ R++, then ‖Rz(α)‖ = o(α)holds for allα ∈ [0, 1] and all z ∈ N (z¯).
When Ψ (z) > 1, ρ(z) = γ < γ√Ψ (z) = γ ‖H(z)‖, while Ψ (z) ≤ 1, ρ(z) = γΨ (z) ≤ γ√Ψ (z) = γ ‖H(z)‖, thus
ρ(z) ≤ γ ‖H(z)‖. (2.11)
It then follows from (2.10) and (2.11) that for all α ∈ [0, 1], η′ ∈ [0, 1− γµ0] and all z ∈ N (z¯), we have
‖H(z + α∆z)‖ = ‖Rz(α)+ H(z)+ αH ′(z)∆z‖
= ‖Rz(α)+ (1− α)H(z)+ α(ρ(z)µ0, r)‖
≤ ‖Rz(α)‖ + (1− α)‖H(z)‖ + α(ρ(z)µ0 + ‖r‖)
≤ ‖Rz(α)‖ + (1− α)‖H(z)‖ + αγµ0‖H(z)‖ + αη′‖H(z)‖
≤ o(α)+ [1− (1− γµ0 − η′)α]‖H(z)‖. (2.12)
Then, from inequality (2.12) we can find a positive number α¯ ∈ (0, 1] such that for all α ∈ [0, α¯], η′ ∈ [0, 1− γµ0] and all
z ∈ N (z¯),
‖H(z + α∆z)‖ ≤ [1− σ(1− γµ0 − η′)α]‖H(z)‖
holds. It implies that
‖H(z + α∆z)‖2 ≤ [1− σ(1− γµ0 − η′)α]‖H(z)‖2.
The proof is complete. 
Theorem 2.1. Suppose for any z = (µ, x) ∈ R++ × Rn, H ′(z) is nonsingular. Then, Algorithm 2.1 is well defined and generates
an infinite sequence zk = (µk, xk) with zk ∈ Ω for all k ≥ 0.
Proof. Since H ′(z) is nonsingular for all z = (µ, x) ∈ R++ × Rn, we can get that Step 2 is well defined. From Lemma 2.3,
Step 3 is well defined at the kth iteration. Therefore, we obtain that Algorithm 2.1 is well defined and generates an infinite
sequence zk = (µk, xk). Next, we prove zk ∈ Ω for all k ≥ 0. Obviously, z0 ∈ Ω . Suppose zk ∈ Ω , i.e., µk ≥ ρ(zk)µ0, we
have
µk+1 = µk + θ k[−µk + ρ(zk)µ0]
= (1− θ k)µk + θ kρ(zk)µ0
≥ (1− θ k)ρ(zk)µ0 + θ kρ(zk)µ0
≥ ρ(zk+1)µ0.
The proof is completed. 
3. Convergence analysis
In this section, we consider the global convergence and local superlinear convergence of Algorithm 2.1. Throughout the
rest of this article, unless otherwise stated, we assume that the level sets L(z0) = {z ∈ Rn+1|Ψ (z) ≤ Ψ (z0)} of Ψ (z) are
bounded. This assumption can ensure that the sequence {zk} generated by Algorithm 2.1 is bounded. Facchinei and Soares
[21] have proved that if F(x) from NCP (1.1) is an uniform P-function, then the assumption holds.
Theorem 3.1. Suppose for any z = (µ, x) ∈ R++ × Rn, H ′(z) is nonsingular. Then, each accumulation point z∗ of an infinite
sequence {zk} generated by the Algorithm 2.1 is a solution of H(z) = 0.
Proof. It follows from Theorem 2.1 that an infinite sequence {zk} is generated such that zk ∈ Ω . Without loss of generality,
we assume that {zk} converges to {z∗}. From the design of Algorithm 2.1, the sequence {Ψ (zk)} is monotonically decreasing.
Then from the continuity ofΨ (z), we have {Ψ (zk)} → Ψ (z∗) ≥ 0. IfΨ (z∗) = 0, then we obtain the desired result. Suppose
Ψ (z∗) > 0, from zk ∈ Ω , i.e.,µk ≥ ρ(zk)µ0 = γ min{1,Ψ (zk)}µ0, we have µ∗ ∈ R++. Then, H ′(z∗) exists and is invertible.
Hence, from Lemma 2.3 there exists a closed neighborhoodN (z∗) of z∗ and a positive number α¯ ∈ (0, 1] such that for any
z = (µ, x) ∈ N (z∗), and all α ∈ [0, α¯] we have µ ∈ R++, H ′(z) is invertible and (2.9) holds. Therefore, for a nonnegative
integer l such that δl ∈ (0, α¯], we have
Ψ (zk + δl∆zk) ≤ [1− σ(1− γµ0 − ηk)δl]Ψ (zk)
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for all sufficiently large k. By the design of Algorithm 2.1, θ k ≥ δl, ηk ≤ η for all sufficiently large k. Then
Ψ (zk+1) ≤ [1− σ(1− γµ0 − η)δl]Ψ (zk) (3.1)
for all sufficiently large k. Taking the limit k→∞ in the two sides of inequality (3.1), we have
Ψ (z∗) ≤ [1− σ(1− γµ0 − η)δl]Ψ (z∗).
This contradicts suppose Ψ (z∗) > 0. So, we complete our proof. 
Theorem 3.2. Suppose for any z = (µ, x) ∈ R++ × Rn, H ′(z) is nonsingular and z∗ = (µ∗, x∗) is an accumulation point of the
iteration sequence {zk} generated by Algorithm 2.1. If all V ∈ ∂H(z∗) are nonsingular and ηk → 0. Then, {zk} converges to {z∗}
superlinearly, that is,
‖zk+1 − z∗‖ = o(‖zk − z∗‖).
Moreover, µk+1 = o(µk).
Proof. First, from Theorem 3.1 that z∗ is a solution of H(z) = 0. Then, because all V ∈ ∂H(z∗) are nonsingular, it follows
from [18] that for all zk sufficiently close to z∗, we have
‖H ′(zk)−1‖ ≤ C,
where C > 0 is a constant. Hence, from Lemma 2.2 that H(z) is semismooth at z∗ and Lemma 2.1, for zk sufficiently close to
z∗, we have
‖zk +∆zk − z∗‖ = ‖zk + H ′(zk)−1[−H(zk)+ (ρ(zk)µ0, rk)] − z∗‖
≤ ‖H ′(zk)−1‖‖H ′(zk)(zk − z∗)− H(zk)+ (ρ(zk)µ0, rk)‖
≤ C[‖H ′(zk)(zk − z∗)− H(zk)‖ + ‖(ρ(zk)µ0, rk)‖]
= C[‖H(zk)− H(z∗)− H ′(zk)(zk − z∗)‖ + ‖(ρ(zk)µ0, rk)‖]
≤ C[o(‖zk − z∗‖)+ ρ(zk)µ0 + ‖rk‖]
≤ C[o(‖zk − z∗‖)+ µ0γΨ (zk)+ ηk‖H(zk)‖]. (3.2)
Then, since H(z) is semismooth at z∗, H(z) is locally Lipschitz continuous near z∗, for all zk sufficiently close to z∗,
Ψ (zk) = ‖H(zk)‖2 = ‖H(zk)− H(z∗)‖2 = O(‖zk − z∗‖2). (3.3)
Moreover, because ηk → 0 and (3.3),
ηk‖H(zk)‖ = o(‖zk − z∗‖). (3.4)
Therefore, from (3.2)–(3.4), for all zk sufficiently close to z∗,
‖zk +∆zk − z∗‖ = o(‖zk − z∗‖). (3.5)
By following the proof of Theorem 3.1 of [22],
‖zk − z∗‖ = O(‖H(zk)− H(z∗)‖) (3.6)
holds for all zk close to z∗. Therefore, for all zk sufficiently close to z∗, we obtain that
Ψ (zk +∆zk) = ‖H(zk +∆zk)‖2
= O(‖zk +∆zk − z∗‖2)
= o(‖zk − z∗‖2)
= o(‖H(zk)− H(z∗)‖2)
= o(Ψ (zk)). (3.7)
Hence, (3.7) implies that θ k = 1 holds for all zk sufficiently close to z∗, that is
zk+1 = zk +∆zk,
which, together with (3.5), proves that {zk} converges to {z∗} superlinearly.
Next, because for all k sufficiently large, zk+1 = zk +∆zk, we have for all k sufficiently large that
µk+1 = µk +∆µk = ρ(zk)µ0 = γ ‖H(zk)‖2µ0,
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Table 4.1
Numerical results of Examples 1 and 2.
Dimension of the problem (n) Example 1 Example 2
No. it CPU (s) Res No. it CPU (s) Res
100 4 0.0272 7.2194e−012 11 0.0938 1.1715e−009
200 5 0.1350 4.6678e−015 13 0.3770 2.4064e−009
400 4 0.6480 9.3959e−016 21 3.7344 3.2716e−011
600 5 2.3533 3.8044e−017 21 10.626 4.1681e−009
800 4 4.1400 1.4488e−013 32 35.248 4.5212e−011
1000 4 7.6848 8.3643e−015 28 57.214 5.4037e−010
which, together with (3.7), obtains
lim
k→∞
µk+1
µk
= lim
k→∞
‖H(zk)‖2
‖H(zk−1)‖2 = 0.
This proves µk+1 = o(µk). So, we complete our proof. 
4. Numerical experiments
In this section, we implement Algorithm 2.1 for solving some NCPs and a linear complementarity problem (LCP) in order
to see the behavior of Algorithm 2.1. All programs are written in Matlab code, numerical test in PC, CPU Main Frequency
1.73 GHz 1 G run circumstance Matlab 7.1. For the following Examples 1 and 2, the parameters in algorithm we choose as:
σ = 0.8; γ = 0.001; δ = 0.9; ηk = 2−k. We also use ‖Ψ (zk)‖ ≤ 10−9 as the stopping rule for two examples. In our tests,
the linear systems for solving∆xwere solved using the GMRES(m) packagewithm = 20, allowing amaximumof 100 cycles
(2000 iterations).
Example 1 (See Murty [23]). n variable, F(x) = Mx+ q, where
M =

1 2 2 · · · 2
0 1 2 · · · 2
0 0 1 · · · 2
...
...
...
. . .
...
0 0 0 · · · 1
 , q = (−1, . . . ,−1)T.
This example of LCP is a standard test problem for which both Lemke’s complementarity pivot algorithm and Cottle and
Danzig’s principal pivoting method are known to run in exponential time [23]. Its solution is x∗ = (0, . . . , 0, 1)T, F(x∗) =
(1, . . . , 1, 0)T. The starting vector chosen is x0 = (1, . . . , 1)T and µ0 = 0.1.
Example 2. F(x) = D(x)+Mx+ q, where D(x) andMx+ q are the nonliear and linear parts of F(x), respectively. We form
the matrix M and the vector q similarly as in [2]. The matrix M = ATA + B, where A is an n × n matrix whose entries are
randomly generated in the interval (−5, 5) and a skew symmetric matrix B is generated in the same way. The vector q is
generated from a uniform distribution in the interval (−50, 50). The components of D(x) are Dj(x) = dj · arctan(xj), where
dj is a random variable in (0, 5). The initial point x0 is generated from a uniform distribution in the interval (0, 1) and µ0 is
a random number in (0, 5).
We choose n = 100, 200, 400, 600, 800, 1000 as the dimension of the problem, respectively. The numerical results
are listed in Table 4.1, where No.it denotes the numbers of iterations and Res stands for the value of Ψ (zk) when our stop
rule is satisfied. As shown in Table 4.1, all the problems tested have been solved using only a small number of iterations.
Algorithm 2.1 needs fewer iterations than algorithm in [24]. Moreover, the iterative number is insensitive to the size of LCP.
Preliminarily speaking, Algorithm 2.1 is easy to be implemented and effective for large-scale problems.
5. Conclusion
Under the framework of smoothing Newtonmethod, we propose a new smoothing inexact Newton algorithm for solving
NCP. The global convergence and local superlinear convergence is established under some assumptions. Furthermore, if F ′(·)
is Lipschitz continuous onRn andηk = O(‖H(zk)‖), we actuallymay obtain a quadratic rate of convergence for our algorithm.
Preliminary numerical results show that the new method is attractive for large-scale NCP.
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