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Abstract
Suppose that f is a nonconstant entire function and L[f ] a linear differential polynomial in f with
constant coefficients. In this paper, by considering the existence of the solutions of some differential
equations, we find all the forms of entire functions f in most cases when f and L[f ] share two
values counting multiplicities jointly. This result generalize some known results due to Rubel–Yang
and Li–Yang.
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1. Introduction and results
Let f (z) and g(z) be two nonconstant meromorphic functions, and c a finite complex
number. If f (z) − c and g(z) − c have the same zeros counting multiplicities (ignoring
multiplicities), then we say that f (z) and g(z) share the value c CM (IM). We say f (z)
and g(z) share ∞ CM (IM) if 1/f and 1/g share 0 CM (IM). Let S be a subset of distinct
elements in C. Define
Ef (S) =
⋃
a∈S
{
z | f (z) − a = 0, counting multiplicities},E-mail address: pli@ustc.edu.cn.
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⋃
a∈S
{
z | f (z) − a = 0, ignoring multiplicities}.
We say that f (z) and g(z) share the set S CM (IM) provided that Ef (S) = Eg(S)
(E˜f (S) = E˜g(S)). It was shown [11] that if an entire function f and its derivative f ′
share two finite values a, b CM, then f ≡ f ′. Mues–Steinmetz [8], and G. Gundersen [4]
independently, improved this result. They proved that the conclusion remains to be valid
if f share two values IM with f ′ only. This result has been generalized to the case that f
share two values with a linear differential polynomial in f by several mathematicians, see,
e.g., [1] and [9,10]. Li–Yang [7] considered the case that f share two values CM jointly
with its derivative, and proved that if f and f ′ share the set {a1, a2} CM, then f assume
one of the following cases: (i) f ≡ f ′; (ii) f + f ′ ≡ a1 + a2; (iii) f ≡ c1ecz + c2e−cz,
with a1 + a2 = 0, where c, c1 and c2 are nonzero constants which satisfy c2 = 1 and
c1c2 = 14a21(1 − c−2).
It is natural to ask what will be happen when f share two values jointly with its linear
differential polynomial. In the present paper, we shall prove the following result.
Theorem 1. Suppose that f is a nonconstant entire function and
g = Ln[f ] = b−1 +
n∑
i=0
bif
(i), (1)
where bi (i = −1,0,1, . . . , n) are constants and bn = 0. Let a1 and a2 be two distinct
numbers in C. If f and g share the set {a1, a2} CM, then one of the following cases holds:
(i) f = g;
(ii) f + g = a1 + a2;
(iii) f = a1+a22 + h12 + h22 , g = a1+a22 − 12eγ h1 + 12eγ h2, where γ is an entire function
such that T (r, eγ ) = S(r, f ) and h1, h2 are two entire functions satisfying h1h2 =
( a1−a22 )
2(1 − e−2γ ), and the following two differential equations:
n∑
k=0
bkh
(k)
1 = −eγ h1,
n∑
k=0
bkh
(k)
2 = eγ h2. (2)
Moreover, 2b−1 + (a1 + a2)(b0 − 1) = 0.
By considering the existence of the solutions of the two equations in (2), we also give
the explicit forms of h1 and h2 for some special cases.
Theorem 2. Suppose that f is a nonconstant entire function and g = Ln[f ] is the differ-
ential polynomial defined in (1), where n = 1 or n is an even number. Let a1 and a2 be two
distinct numbers in C. If f and g share the set {a1, a2} CM, then one of the following cases
holds:
(i) f = g;
(ii) f + g = a1 + a2;
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(a1 + a2)(b0 − 1) = 2b−1, where A,B,λ and ρ are nonzero constants satisfying
n∑
k=0
bkλ
k = −ρ,
n∑
k=0
bk(−λ)k = ρ, AB =
(
a1 − a2
2
)2
ρ2 − 1
ρ2
. (3)
Furthermore, if f is an entire function of finite order, then the conclusion is also true for
odd number n.
Corollary 1. Suppose that f is a nonconstant entire function and a1 and a2 are two distinct
numbers in C. If f and f (2n) share the set {a1, a2} CM, then f = f (2n) or f + f (2n) =
a1 + a2.
Corollary 2. For any nonconstant entire function γ , and two distinct constant a1, a2, the
equation(
Ln[f ] − a1
)(
Ln[f ] − a2
)= eγ (f − a1)(f − a2),
has no nonconstant meromorphic solution, where n is an even number and Ln(f ) is a
linear differential polynomial in f defined in (1).
For the case that n is an odd number great than 1, we shall prove the following result.
Theorem 3. Suppose that f is a nonconstant entire function and g = Ln[f ] is the differ-
ential polynomial in f defined in (1), where n 3 is an odd number. Let a1 and a2 be two
distinct numbers in C. If f and g share the set {a1, a2} CM, and if f,g do not assume the
three cases in Theorem 2, then
f = a1 + a2
2
+ h1
2
+ h2
2
, g = a1 + a2
2
− 1
2
ceλzh1 + 12ce
λzh2,
where h1, h2 are entire functions, λ and c are nonzero constants such that (n − 1)λbn +
2bn−1 = 0, and T (r, eλz) = S(r, f ). Moreover, 2b−1 + (a1 + a2)(b0 − 1) = 0, h1h2 =
( a1−a22 )
2(1 − e−2λz/c2), and
n∑
k=0
bkh
(k)
1 = −ceλzh1,
n∑
k=0
bkh
(k)
2 = ceλzh2. (4)
Corollary 3. If bn−1 = 0, then the conclusion of Theorem 2 remains true for any odd
number n.
Remarks. The conclusions in the above theorems may not be true if the “CM” is replaced
by “IM.” For example, the entire function f (z) = a − 12e2z − 32ez share the set {a, a + 1}
IM with g(z) = a + 4 + e2z + 4ez, where a is a nonzero constant. It is easy to verify that
a+4 35a+36 ′ 13a+12 ′′g =
a
f − 6a f + 6a f .
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We assume the readers are familiar with the standard notations used in the Nevanlinna
value distribution theory such as the characteristic function T (r, f ), the proximate function
m(r,f ), the counting function N(r,f ), and S(r, f ) to denote any quantity that satisfies the
condition: S(r, f ) = o(T (r, f )) as r → ∞ outside of a possible exceptional set of finite
linear measure. A meromorphic function a(z) (≡ ∞) is called a small function with respect
to f provided that T (r, a) = S(r, f ). We refer the reader to the book [5] for the details of
the Nevanlinna theory and the notations.
The following lemmas will be used in the proof of our theorems. Lemma 1 is obvious by
the lemma of the logarithmic derivative, i.e., m(r, f
′
f
) = S(r, f ), see, e.g., [5]. Lemma 2 is
well known. Lemma 3 is a Clunie type theorem which is often used in discussions related
to differential polynomials. Lemma 4 is a special case of a theorem of M. Frei [3].
Lemma 1. Let f be a transcendental meromorphic function, Pk(f ) denote a polynomial
in f of degree k, and ai , i = 1,2, . . . , n, denote finite distinct constants in C. Let
g = Pk(f )f
′
(f − a1) · · · (f − an) .
If k < n, then m(r,g) = S(r, f ).
Lemma 2 [6]. Let f be a transcendental meromorphic function and bi , i = 0,1, . . . , n, be
small functions of f . If
bnf
n + bn−1f n−1 + · · · + b0 ≡ 0,
then bi ≡ 0, i = 0,1, . . . , n.
Lemma 3 [2]. Let f be a nonconstant meromorphic function and Q[f ],Q∗[f ] be differ-
ential polynomial in f with Q[f ] = 0. Suppose that aj , j = 1, . . . , l, are the coefficients
of Q[f ] and a∗k , k = 1, . . . ,m, the coefficients of Q∗[f ]. Let n ∈ N and
f nQ∗[f ] = Q[f ].
If γQ  n, here γQ is the degree of Q, then
m
(
r,Q∗[f ])
l∑
j=1
m(r, aj ) +
m∑
k=1
m
(
r, a∗k
)+ S(r, f ).
Remark. Clunie proved his lemma under the stronger hypothesis that the coefficients are
small functions relative to f . His proof also works under the weaker assumption of func-
tions of small proximity relative to f .
Lemma 4 [3]. In the following equation,
f (n) + an−1f (n−1) + · · · + a1f ′ + a0f = 0,
if a0 is transcendental entire function, and ai , i = 1, . . . , n− 1, are polynomials, if further-
more T (r, ai) = S(r, f ), i = 0,1, . . . , n − 1, then f must be infinite order entire function.
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1 − e−2γ and T (r, eγ ) = S(r,hi), i = 1,2. If h1 and h2 are solutions of the two equations
in (2), respectively, then both h1 and h2 must be infinite order entire functions, and n 3
must be odd number satisfying (n − 1)bnγ ′ + 2bn−1 = 0.
Proof. By Lemma 4, it is easily seen that h1 and h2 must be infinite order. If n = 1,
then by (2) we get b0h1 + b1h′1 = −eγ h1 and b0h2 + b1h′2 = eγ h2, which implies that
2b0h1h2 + b1(h1h2)′ = 0. Therefore, h1h2 = 1 − e−2γ has no zero, which is impossible.
Hence n > 1. In the following, we prove that n is odd and (n − 1)bnγ ′ + 2bn−1 = 0.
Since h1h2 = 1 − e−2γ and T (r, eγ ) = S(r,hi), i = 1,2, we have S(r,h1) = S(r,h2).
For convenience, we write S(r) = S(r,h1). Let
α1 = h
′
1
h1
, β1 = h
′
2
h2
. (5)
Since h1 and h2 are infinite order entire functions, α1 and β1 must be nonconstant. Note
that h1h1 = 1−e−2γ and T (r, eγ ) = S(r). We have N(r,1/hi) = S(r), i = 1,2. Therefore,
T (r,α1) = S(r), T (r,β1) = S(r). (6)
By mathematical induction, we can prove that
h
(k)
1 = αkh1, h(k)2 = βkh2, (7)
where αk and βk are meromorphic functions satisfying the following recurrence formulas,
respectively:
αk+1 = α′k + α1αk, βk+1 = β ′k + β1βk, (8)
for k = 0,1,2, . . . , where α0 = β0 = 1. By (2), we have
n∑
k=0
bkαk = −eγ , (9)
n∑
k=0
bkβk = eγ . (10)
From the equations in (8), we get
αk = αk1 +
(k − 1)k
2
αk−21 α
′
1 + Pk−2(α1), k  2, (11)
βk = βk1 +
(k − 1)k
2
βk−21 β
′
1 + Pk−2(β1), k  2, (12)
where Pk−2(α1) and Pk−2(β1) are differential polynomials in α1 and β1, respectively, with
constant coefficients and degree k − 2. From (9) and (11), we see that eγ is a differential
polynomial in α1 of degree n with leading term bnαn1 . Therefore,
T (r, eγ ) nT (r,α1) + S(r,α1), (13)
and m(r,α1)m(r, eγ ) + S(r, eγ ). On the other hand, we note that the poles of α1 come
from the zeros of e−2γ − 1. Thus N(r,α1) 2T (r, eγ ) + S(r, eγ ). Therefore,T (r,α1) 3T (r, eγ ) + S(r, eγ ). (14)
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bn
α1
e2γ − 1α
n−1
1 +
1
e2γ − 1Q(α1) = −
eγ
e2γ − 1 ,
where Q(α1) is a differential polynomial in α1 of degree n − 1 with constant coefficients.
Note that m(r, 1
e2γ −1 ) = S(r, eγ ) and m(r, e
γ
e2γ −1 ) = S(r, eγ ). By Lemma 3, we have
m
(
r,
α1
e2γ − 1
)
= S(r, eγ ). (15)
By adding (9), (10) together and using (11), (12), we get
bn
(
αn1 +
(n − 1)n
2
αn−21 α
′
1 + Pn−2(α1) + βn1 +
(n − 1)n
2
βn−21 β
′
1 + Pn−2(β1)
)
+ bn−1
(
αn−11 +
(n − 2)(n − 1)
2
αn−31 α
′
1 + Pn−3(α1)
+ βn−11 +
(n − 2)(n − 1)
2
βn−31 β
′
1 + Pn−3(β1)
)
+
n−2∑
k=0
bk(αk + βk) = 0. (16)
Since h1h2 = 1−e−2γ , we have β1 = 2γ ′e2γ −1 −α1. Substituting this into the above equation
and by (15), we get
bn
(
1 + (−1)n)αn1 + bn(1 − (−1)n) (n − 1)n2 αn−21 α′1
+ bn−1
(
1 − (−1)n)αn−11 ∈Dn−2, (17)
where Dn−2 is the set of all differential polynomials in α1 of degree less than or equal to
n − 2 with coefficients being functions of small proximity relative to eγ . If n is even, then
from (17) we see that 2bnαn1 ∈Dn−2. By Lemma 3, we get m(r,α1) = S(r, eγ ). This and
(9) imply m(r, eγ ) = S(r, eγ ), which is impossible. Hence n is an odd integer. Therefore,
the above equation becomes
n(n − 1)bnαn−21 α′1 + 2bn−1αn−11 ∈Dn−2.
By Lemma 3, we have
m
(
r,2bn−1α1 + n(n − 1)bnα′1
)= S(r, eγ ). (18)
From (9), we deduce that
n∑
k=0
(
γ ′bkαk − bkα′k
)= 0.
From (11) and the above equation, we can see that bn(γ ′αn1 − nαn−11 α′1) is a differen-
tial polynomial in α1 of degree n − 1 with coefficients being small functions of eγ . By
Lemma 3, we get( )m r,γ ′α1 − nα′1 = S(r, eγ ). (19)
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m
(
r,
(
(n − 1)γ ′bn + 2bn−1
)
α1
)= S(r, eγ ).
If (n − 1)γ ′bn + 2bn−1 = 0, then we have m(r,α1) = S(r, eγ ), this and (9) imply
m(r, eγ ) = S(r, eγ ), a contradiction. Hence (n − 1)γ ′bn + 2bn−1 = 0. This completes the
proof of Lemma 5. 
3. Proof of Theorem 1
Without loss of generality, we assume that a1 + a2 = 0, otherwise, we replace f by
F = f − a1+a22 , g by G = g − a1+a22 , and b−1 by b−1 + (b0 − 1) a1+a22 . Let a = a1 = −a2.
Since f and g are entire functions, and share the set {a1, a2} CM, there exists an entire
function γ such that
(g − a)(g + a) = (f − a)(f + a)e2γ . (20)
By the second fundamental theorem, we have
T (r, f ) N¯
(
r,
1
f − a
)
+ N¯
(
r,
1
f + a
)
+ S(r, f )
 N¯
(
r,
1
g − a
)
+ N¯
(
r,
1
g + a
)
+ S(r, f )
 2T (r, g) + S(r, f ).
On the other hand, the fact that g is a linear differential polynomial in f implies T (r, g)
T (r, f ) + S(r, f ). Therefore, a S(r, f ) is also a S(r, g), and vice versa. For convenience,
let S(r) := S(r, f ) = S(r, g). From (20), we have T (r, γ ) = S(r). By taking derivative in
both side of (20), we get
2gg′ = (2γ ′(f − a)(f + a) + 2ff ′)e2γ . (21)
If z0 is a common zero of (g − a)(g + a) and (f − a)(f + a), then
2g(z0) = ±2f (z0) = ±2a.
From (21), we see that z0 is as well as a zero of (g′)2 − (e2γ f ′)2. Suppose that z0 is a zero
of (g−a)(g+a) of multiplicity k  2. Then z0 is a zero of (g′)2 − (e2γ f ′)2 of multiplicity
at least 2(k − 1). Thus z0 is not a pole of the following function:
ψ = (e
2γ f ′)2 − (g′)2
(g − a)(g + a) . (22)
Hence ψ is an entire functions. Since
e2γ f ′ − g′
g − a =
f ′(g + a)
(f − a)(f + a) −
g′
g − a ,
by the lemma of logarithmic derivative and Lemma 1, we deduce that(
e2γ f ′ − g′)
m r,
g − a = S(r).
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m
(
r,
e2γ f ′ + g′
g + a
)
= S(r).
Hence T (r,ψ) = m(r,ψ) = S(r).
We distinguish two cases below.
Case 1. Suppose that T (r, e2γ ) = S(r).
If ψ = 0, then e2γ = ±g′/f ′ = ±(b0 +b1f ′′/f ′ + · · ·+bnf (n+1)/f ′). By the lemma of
logarithmic derivative, we get m(r, e2γ ) = S(r), which contradicts the assumption. Hence
ψ = 0.
It follows from (22) that
1
e2γ f ′ + g′ =
1
ψ
(
f ′
(f − a)(f + a) −
g′
(g − a)(g + a)
)
.
Hence m(r,1/(e2γ f ′ + g′)) = S(r). Similarly, we have m(r,1/(e2γ f ′ − g′)) = S(r). By
(22), we get
m
(
r,
1
(g − a)(g + a)
)
= m
(
r,
ψ
(e2γ f ′ + g′)(e2γ f ′ − g′)
)
= S(r),
which implies m(r,1/(g ± a)) = S(r), and
2T (r, g) = N
(
r,
1
g − a
)
+ N
(
r,
1
g + a
)
+ S(r). (23)
From (20) and (21), we get
gg′
(g − a)(g + a) =
ff ′
(f − a)(f + a) + γ
′.
It follows that
g2(g′)2
(g − a)2(g + a)2 =
f 2(f ′)2
(f − a)2(f + a)2 +
2γ ′ff ′
(f − a)(f + a) + (γ
′)2.
Eliminating g′ from (20), (22) and the above equation, we get
ψg2
(g − a)(g + a) =
(g − f )(g + f )(f ′)2
(f − a)2(f + a)2 −
2γ ′ff ′
(f − a)(f + a) − (γ
′)2. (24)
Since f and g share the set {a,−a} CM, the zeros of (f − a)(f + a) must be zeros of
(g − f )(g + f ). Therefore, all poles of the right-hand side of (24) are simple. Hence all
zeros of (g − a)(g + a) are simple as long as they are not zeros of ψ . Thus,
N
(
r,
1
g ± a
)
= N¯
(
r,
1
g ± a
)
+ S(r). (25)
Taking derivative in both side of (22) and then eliminating e2γ , we can deduce that(
2ψ(2γ ′f ′ + f ′′) − ψ ′f ′)(g − a)(g + a)( )= 2ψgf ′ − (4γ ′f ′ + 2f ′′)g′ + 2f ′g′′ g′. (26)
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the function:
2ψgf ′ − (4γ ′f ′ + 2f ′′)g′ + 2f ′g′′.
Let
ψ1 = 2ψgf
′ − (4γ ′f ′ + 2f ′′)g′ + 2f ′g′′
(f − a)(f + a) . (27)
Note that f and g share {a,−a} CM and “almost all” zeros of (g − a)(g + a) are simple.
We have N(r,ψ1) = S(r). On the other hand, by the lemma of logarithmic derivative, it is
easily seen that m(r,ψ1) = S(r). Hence T (r,ψ1) = S(r).
If ψ1 = 0, then it follows from (27) that
2T (r, f )m
(
r, (f − a1)(f − a2)ψ1
)+ S(r)
m(r,f ′) + m(r,g) + S(r)
 T (r, f ) + T (r, g) + S(r)
 2T (r, f ) + S(r).
It follows that T (r, f ) = T (r, g) + S(r). By (23) and (25), we get
2T (r, f ) = N¯
(
r,
1
f − a
)
+ N¯
(
r,
1
f + a
)
+ S(r),
which implies m(r,1/(f ± a)) = S(r). And thus from (20) and by the lemma of logarith-
mic derivative, we get T (r, e2γ ) = S(r), which contradicts the assumption of Case 1.
If ψ1 = 0, then from (26) and (27), we get
ψ ′
ψ
= 2
(
2γ ′ + f
′′
f ′
)
,
which implies that
(e2γ f ′)2 = cψ, (28)
where c is a nonzero constant. It follows from (28) and (22) that
(g′)2 = −ψ((g − a)(g + a) − c)= −ψ(g − d1)(g − d2),
where d1 and d2 are two complex numbers. If d1 = d2, then
m
(
r,
1
g′
)
= m
(
r,
−g′
ψ(g − d1)(g − d2)
)
= S(r, g) = S(r).
Since g is a linear differential polynomial in f , it follows that
m
(
r,
1
(f − a)(f + a)
)
m
(
r,
g′
(f − a)(f + a)
)
+ m
(
r,
1
g′
)
+ S(r) = S(r).
By (20), we get
2γ
(
1
)
m(r, e ) = m r,
(f − a)(f + a) + S(r) = S(r),
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(g′)2 = −ψg2. (29)
From (20), (28) and (29), we get
g(g − a)(g + a) = c1ψ2(f − a)(f + a), (30)
where c1 is nonzero constant satisfying c21 = −c, and ψ2 = g′/f ′. From (28), we see that
N(r,1/f ′) = S(r). Therefore, N(r,ψ2) = S(r). On the other hand, by the lemma of log-
arithmic derivative, we have m(r,ψ2) = S(r). Hence T (r,ψ2) = S(r). Note that g cannot
be a constant. We obtain ψ2 = 0. It follows from the above equation that
3T (r, g) = 2T (r, f ) + S(r). (31)
Let
ψ3 = g
′
g
. (32)
Then (29) implies ψ23 = −ψ . Hence T (r,ψ3) = S(r) and ψ3 = 0. From (20) and (21), we
get
ff ′e2γ = ψ3g2 − γ ′(g − a)(g + a). (33)
By (28), we have T (r, f ′e2γ ) = S(r). The above equation implies that
T (r, f ) = T (r, g) + S(r) or T (r, f ) = 2T (r, g) + S(r), (34)
according to whether ψ3 = γ ′ or not. Combining (31) and the above equation, we get
T (r, f ) = S(r), a contradiction. Case 1 has been ruled out.
Case 2. T (r, e2γ ) = S(r).
If e2γ = 1, then it follows from (20) that (f −g)(f +g) = 0. Hence f = g or f +g = 0.
In the sequel, we assume that e2γ ≡ 1. Let
h1 = f − e−γ g, (35)
h2 = f + e−γ g. (36)
Then we have
h1h2 = a2(1 − e−2γ ). (37)
Hence both h1 and h2 are nonconstant entire functions satisfying N(r,1/hi) = S(r), i =
1,2. Let α1 = h′1/h1 and β1 = h′2/h2. Then α1 and β1 are nonzero meromorphic functions
satisfying T (r,α1) = S(r) and T (r,β1) = S(r). Suppose that αk and βk (k = 2,3, . . .)
are the functions defined by the recurrence formulas in (8). Then T (r,αk) = S(r) and
T (r,βk) = S(r), k = 1,2, . . . , and h(k)1 = αkh1, h(k)2 = βkh2. From (35) and (36), we get
f = h1
2
+ h2
2
, (38)
1 1g = −
2
eγ h1 + 2e
γ h2. (39)
422 P. Li / J. Math. Anal. Appl. 310 (2005) 412–423Therefore, T (r,hi) = 12T (r, f ) + S(r), i = 1,2. From (38) and the definition of g, we get
g = b−1 +
n∑
k=0
1
2
bkαkh1 +
n∑
k=0
1
2
bkβkh2. (40)
Comparing (39) with (40) and using Lemma 2, we get b−1 = 0, and
n∑
k=0
bkh
(k)
1 = −eγ h1,
n∑
k=0
bkh
(k)
2 = eγ h2.
This completes the proof of Theorem 1.
4. Proofs of Theorems 2 and 3
Following the proof of Theorem 1, we see that both h1 and h1 are nonconstant entire
functions. Let h˜i = hi/a, i = 1,2, then h˜1h˜2 = 1−e−2γ , and T (r, eγ ) = S(r, h˜i), i = 1,2.
It is clear that h˜1 and h˜2 still satisfy the equations in (2), respectively.
If n = 1 or n is an even number, then by Lemma 5 we see that γ must be a constant.
If e2γ = 1, then by the argument in Case 2 in the proof of Theorem 1 we have f = g
or f + g = 0. Suppose e2γ ≡ 1. By (2) and (37), there exists two nonzero constants A
and λ such that h1(z) ≡ Aeλz. Therefore, h2(z) ≡ Be−λz, where B is a constant satisfying
AB = a2(1 − e−2γ ). Let ρ = eλ. Then by Theorem 1 f and g assume the forms in Case 3
of Theorem 2.
If f is a finite order entire function, then g is a finite order function, too. By (20), (35)
and (36), both h1 and h2 are finite order functions. From (2) and by Lemma 4, we see that
γ must be a constant. Therefore, f and g still satisfy one of the cases in Theorem 2. This
completes the proof of Theorem 2.
Suppose that n is an odd number and n  3. If γ is a constant, then f and g satisfy
one of the cases in Theorem 2. If γ is not constant, then by Lemma 5 we have (n −
1)bnγ ′ + 2bn−1 = 0. Therefore, there exists a nonzero constant c such that eγ = ceλz,
where λ = −2bn−1/((n − 1)bn). Hence we can easily get the conclusion of Theorem 3 by
Theorem 1.
For further study, we propose the following questions:
Question 1. Suppose that n is an odd number great than 1, b0, . . . , bn ( = 0) and c ( = 0)
are constants. Do there exist two entire functions h1 and h2 satisfying the two equations in
(4), and h1(z)h2(z) ≡ 1 − e−2λz/c2, where λ = −2bn−1/((n − 1)bn)?
Note that if the answer for the above question is negative, then the conclusion of Theo-
rem 2 is valid for any positive integer n.
Question 2. Suppose S is a set in C containing elements more than 2. f is an entire
function, and L[f ] is a linear differential polynomial in f with constant coefficients. What
can we say when f share the set S CM with L[f ]?
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