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Abstract
Let ψ be the period map for a family of the cyclic triple coverings
of the complex projective line branching at six points. The symmetric
group S6 acts on this family and on its image under ψ. In this paper,
we give an S6-equivariant expression of ψ
−1 in terms of fifteen theta
constants.
1 Introduction
Let C(λ) be the cyclic triple covering of the complex projective line P1
branching at six points λ1, . . . , λ6 :
C(λ) : w3 =
6∏
i=1
(z − λi).
The moduli space of such curves with a homology marking can be regarded
as the configuration space Λ of ordered six distinct points on P1, which is
defined by
GL2(C)\{λ = (λij) ∈M(2, 6) | λ〈ij〉 =
∣∣∣∣λ1i λ1jλ2i λ2j
∣∣∣∣ 6= 0}/(C∗)6.
∗1991 Mathematics Subject Classification Primary 32N15; Secondary 11F55, 14J15,
32G20.
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Note that the symmetric group S6 naturally acts on Λ. It is shown in [Yo2]
that the map
ι : Λ ∋ λ 7→ [. . . , y〈ij;kl;mn〉, . . .] = [. . . , λ〈ij〉λ〈kl〉λ〈mn〉, . . .] ∈ P14
is an S6-equivariant embedding and that its image is an open subset of Y
defined by linear and cubic equations.
The normalized period matrix Ω of C(λ) with a homology marking be-
longs to the Siegel upper half space S4 of degree 4. By our assignment of
a homology marking, Ω can be identified with an element of 3-dimensional
complex ball B3 = {x ∈ P3 | tx¯Hx < 0}, where H = diag(1, 1, 1,−1). In
this way, we get a multi-valued map ψ : Λ → B3 ⊂ S4, which is called the
period map. Results in [DM] and [Ter] imply that the image of ψ is an open
dense subset of B3, the monodromy group of ψ is the principal congruence
subgroup Γ (1 − ω) of level (1 − ω) of Γ = {g ∈ GL4(Z[ω]) | tg¯Hg = H},
and that the inverse of ψ is single valued.
In this paper, we express the inverse of the period map ψ in terms of
fifteen theta constants. More precisely, for the two isomorphisms ψ : Λ →
ψ(Λ)/Γ (1 − ω) and ι : Λ → ι(Λ) ⊂ Y ⊂ P14, we present an isomorphism
Θ : ψ(Λ)/Γ (1 − ω)→ ι(Λ) such that the following diagram commutes:
Λ
ψ−→ ψ(Λ)/Γ (1− ω)
ι↓ Θւ
ι(Λ) ⊂ Y ⊂ P14.
(1)
The map Θ is given by the ratio of the cubes of the fifteen theta constants on
S4 which are invariant under the action of Γ (1 − ω) embedded in Sp(8,Z).
In particular, linear and cubic relations among the cubes of fifteen theta
constants coincide with the defining equations of Y ⊂ P14.
It is known that Γ/〈Γ (1 − ω),−I4〉 is isomorphic to S6, which naturally
acts on ψ(Λ)/Γ (1− ω). The period map ψ is S6-equivariant. By considering
the action S6 ≃ Γ/〈Γ (1−ω),−I4〉 on the fifteen theta characteristics, we la-
bel fifteen theta constants as (ij; kl;mn), where {i, j, k, l,m, n} = {1, . . . , 6}.
Then it turns out that the diagram (1) is S6-equivariant.
An explicit expression of ψ−1 is given in [Gon]. We want to know the
combinatorial structure of ψ−1 in order to study the inverse of the period
2
map from a family of smooth cubic surfaces to the 4-dimensional complex
ball B4 in [ACT].
For a 2-dimensional subfamily of ours defined by λ5 = λ6, the period map
and its inverse are studied in [Pic] and [Shi].
Acknowledgments. The author is grateful to Professors H. Shiga and
M. Yoshida for their valuable discussions.
2 Configuration space Λ of six points on P1
Let M(m,n) be the set of complex (m× n) matrices. We define the config-
uration space Λ of ordered six distinct points on the complex projective line
P1 as
Λ = GL2(C)\M ′(2, 6)/(C∗)6,
where
M ′(2, 6) = {λ = (λij) ∈M(2, 6) | λ〈kl〉 =
∣∣∣∣λ1k λ1lλ2k λ2l
∣∣∣∣ 6= 0 (1 ≤ k 6= l ≤ 6)},
and GL2(C) and (C
∗)6 (regarding as the group of (6× 6) diagonal matrices)
act naturally on M ′(2, 6) from the left and right, respectively. Note that we
regard the column vectors of λ ∈M ′(2, 6) as the homogeneous coordinates of
six points on P1 and the action of GL2(C) as the projective transformation.
Six distinct points λ1, . . . , λ6 on C are expressed by an element of Λ by (2×6)
matrix
λ =
(
1 1 1 1 1 1
λ1 λ2 λ3 λ4 λ5 λ6
)
.
By normalizing (λ1, λ2, λ3) as (∞, 0, 1), matrices of the form(
0 1 1 1 1 1
1 0 1 ℓ1 ℓ2 ℓ3
)
, ℓi 6= 0, 1, ℓj (1 ≤ i < j ≤ 3)
represent Λ.
We define a map ι from Λ to the 14-dimensional projective space P14 by
ι : Λ ∋ λ 7→ [. . . , y〈ij;kl;mn〉, . . .] = [. . . , λ〈ij〉λ〈kl〉λ〈mn〉, . . .] ∈ P14,
where λ is a (2×6) matrix represent of an element of Λ and projective coordi-
nates of P14 are labeled by I = 〈ij; kl;mn〉 ({i, j, k, l,m, n} = {1, . . . , 6}, i <
3
j, k < l, m < n). Since the image ι(λ) is invariant under the actions GL2(C)
and (C∗)6, this map is well defined. We use the following convention
y〈ij;kl;mn〉 = y〈kl;ij;mn〉 = y〈ij;mn;kl〉 = −y〈ji;kl;mn〉.
The image ι(Λ) is studied in [Yo2], it is described as the following.
Fact 2.1 The closure Y = ι(Λ) of ι(Λ) is a subvariety of P14 defined by the
linear and cubic equations
y〈ij;kl;mn〉 − y〈ij;km;ln〉 + y〈ij;kn;lm〉 = 0
y〈ij;kl;mn〉y〈ik;jn;lm〉y〈im;jl;kn〉 = y〈ij;kn;lm〉y〈ik;jl;mn〉y〈im;jn;kl〉.
We define Λˆ as the compactification of Λ isomorphic to Y.
3 Period matrix of C
Let C = C(λ) be the triple covering of P1 branching at six distinct points
λ′is:
C(λ) : w3 =
6∏
i=1
(z − λi);
this curve is of genus 4. Let ρ be the automorphism of C defined by
ρ : C ∋ (z, w) 7→ (z, ωw) ∈ C,
where ω = −1+
√−3
2
. We give a basis of the vector space of holomorphic 1-
forms on C as follows
ϕ1 =
dz
w
, ϕ2 =
dz
w2
, ϕ3 =
zdz
w2
, ϕ4 =
z2dz
w2
. (2)
For a fixed λ such that λi ∈ R, λ1 < . . . < λ6, we take a symplectic basis
{A1, . . . , A4, B1, . . . , B4} of H1(C,Z) (i.e., Ai ·Aj = Bi ·Bj = 0, Bi ·Aj = δij)
such that
ρ(Bi) = Ai (i = 1, 2, 3), ρ(B4) = −A4, (3)
see Figure 1.
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Put (∫
Ai
ϕj∫
Bi
ϕj
)
i,j
=
(
ΩA
ΩB
)
.
Let ϕ be the normalized basis of vector space of holomorphic 1-forms so that
ΩB becomes I4. Note that the normalized period Ω = ΩAΩ
−1
B belongs to the
Siegel upper half space S4 of degree 4. The next proposition shows that Ω
can be expressed in terms of
x = t(x1, . . . , x4) =
t
(∫
A1
ϕ1, . . . ,
∫
A4
ϕ1
)
.
Proposition 3.1 We have
Ω = ω[I4 − (1− ω)(x txH)/( txHx)]H = ω[H − (1− ω)(x tx)/( txHx)]
=


ω
ω
ω
−ω

−
√−3
x21+x
2
2+x
2
3−x24


x1x1 x1x2 x1x3 x1x4
x2x1 x2x2 x2x3 x2x4
x3x1 x3x2 x3x3 x3x4
x4x1 x4x2 x4x3 x4x4

 ,
where H = diag(1, 1, 1,−1) and tx¯Hx < 0.
Proof. Put ΩA = (x, b, c, d); by (2) and (3), ΩB can be expressed as
ΩB = (ωHx, ω
2Hb, ω2Hc, ω2Hd) = ω2HΩA + (ω − ω2)H(x,O).
We have
Ω−1 = ΩBΩ−1A = ω
2H + (ω − ω2)H(x,O)Ω−1A .
Put
Ω−1A =
(
ξ
∗
)
, ξ = (ξ1, . . . , ξ4);
note that
ξx =
4∑
i=1
ξixi = 1.
We have
H(x,O)Ω−1A = Hxξ =
1
ξx


x1ξ1 x1ξ2 x1ξ3 x1ξ4
x2ξ1 x2ξ2 x2ξ3 x2ξ4
x3ξ1 x3ξ2 x3ξ3 x3ξ4
−x4ξ1 −x4ξ2 −x4ξ3 −x4ξ4

 , (4)
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which must be symmetric. Thus we have
xiξj = xjξi (1 ≤ i < j ≤ 3), xiξ4 = −x4ξi (i = 1, 2, 3).
By eliminating ξi in (4), we have
H(x,O)Ω−1A = (Hx
txH)/( txHx).
Then
Ω−1 = ω2H [I4 − (1− ω2)(x txH)/( txHx)].
It is easy to see that
[I4 − (1− ω2)(x txH)/( txHx)]−1 = I4 − (1− ω)(x txH)/( txHx),
we have
Ω = ω[I4 − (1− ω)(x txH)/( txHx)]H.
The imaginary part of Ω is
√
3
2
times
H − x tx/( txHx)− x¯ tx¯/( tx¯Hx¯), (5)
which must be positive definite. If x4 = 0 then the (4, 4) component of (5) is
−1, which implies that (5) can not be positive definite. Thus we have x4 6= 0.
Put
η =


x4 0 0
0 x4 0
0 0 x4
x1 x2 x3

 ;
note that (η, x) ∈ GL4(C) and that txHη = (0, 0, 0). We have
t(η, x)H
(
H − x
tx
txHx
− x¯
tx¯
tx¯Hx¯
)
H(η, x) =
(
tη¯Hη 0
t0 − tx¯Hx
)
.
If
−x¯Hx = −|x1|2 − |x2|2 − |x3|2 + |x4|2 > 0
then the 3× 3 matrix
tη¯Hη = |x4|2I3 −

 x¯1x¯2
x¯3

 (x1, x2, x3)
is positive definite. Hence the matrix (5) is positive definite if and only if
tx¯Hx = |x1|2 + |x2|2 + |x3|2 − |x4|2 < 0. []
We embedded the domain B3 = {x ∈ P3 | tx¯Hx < 0} in S4 by the map
 : B3 ∋ x 7→ Ω = ω[I4 − (1− ω)(x txH)/( txHx)]H ∈ S4.
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4 Monodromy
Let (λ1, . . . , λ6) vary as an element in Λ, we have two multi-valued map
ψ : Λ → B3
λ 7→ x = t
(∫
A1
ϕ1, . . . ,
∫
A4
ϕ1
)
,
ψ˜ =  ◦ ψ : Λ → S4
λ 7→ Ω = (ψ(λ)).
We call them period maps. The map ψ and its monodromy group were
studied in [DM], [Ter], [Yo1] and [Yo2], the results are as follows.
Fact 4.1 The image of ψ is open dense in B3. The monodromy group of ψ
is conjugate to the congruence subgroup
Γ (1− ω) = {g ∈ Γ | g ≡ I4 mod (1− ω)}
of the modular group
Γ = {g ∈ GL4(Z[ω]) | tg¯Hg = H}.
The Satake compactification Bˆ3/Γ (1−ω) of B3/Γ (1−ω) is isomorphic to Y.
For a column vector v ∈ C4 such that tv¯Hv 6= 0, we define reflections
Rω(v) and Rζ(v) with root v and exponent ω and ζ = −ω2, respectively, as
Rω(v) = I4 − (1− ω)v( tv¯Hv)−1 tv¯H,
Rζ(v) = I4 − (1− ζ)v( tv¯Hv)−1 tv¯H.
It is shown in [All] that Γ (1 − ω) can be generated by fifteen reflections
Rωij = R
ω(vij) (1 ≤ i < j ≤ 6) and that Γ by −I4 and five reflections
Rζi,i+1 = R
ζ(vi,i+1) (1 ≤ i ≤ 5), where
v12 =
t(1, 0, 0, 0), v13 =
t(−1, 1, 0, 1), v14 = t(−1,−ω2, 0, 1),
v15 =
t(ω2, 0,−ω2, 1), v16 = t(ω2, 0, ω, 1), v23 = t(ω2, 1, 0, 1),
v24 =
t(ω2,−ω2, 0, 1), v25 = t(−ω, 0,−ω2, 1), v26 = t(−ω, 0, ω, 1),
v34 =
t(0, 1, 0, 0), v35 =
t(0,−ω, ω, 1), v36 = t(0,−ω,−1, 1),
v45 =
t(0, 1, ω, 1), v46 =
t(0, 1,−1, 1), v56 = t(0, 0, 1, 0).
The reflections correspond to the following movements of λi’s. When λi goes
near to λj in the upper half space and turns around λj and returns, x becomes
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Rωijx.When λi and λj are exchanged in the upper half space, x becomes R
ζ
ijx.
Since Rζi,i+1’s are representations of braids, they satisfy
Rζi−1,iR
ζ
i,i+1R
ζ
i−1,i = R
ζ
i,i+1R
ζ
i−1,iR
ζ
i,i+1 (2 ≤ i ≤ 5).
The embedding  induces the following homomorphism from U(3, 1;C) to
Sp(8,R) =
{
g ∈ GL8(R) | tgJg = J =
(
O −I4
I4 O
)}
:
˜ : U(3, 1;C) ∋ P + ωQ 7→
(
P QH
−HQ H(P −Q)H
)
∈ Sp(8,R),
where P and Q are real 4× 4 matrices. Note that
˜−1 : Sp(8,R) ⊃ ˜(U(3, 1;C)) ∋
(
A B
C D
)
7→ A + ωBH = (−HC +HDH)− ωHC ∈ U(3, 1;C).
Let us express the images of Rω(v) and Rζ(v) under the map ˜. The image
of ωI4 under ˜ is given by
W =
(
O H
−H −I4
)
∈ Sp(8,Z).
For a column vector v = a + ωb (a, b ∈ R4), define column vectors v1 =(
a
−Hb
)
and v2 = Wv1 and form a (8×2) matrix V = (v1, v2). Straightforward
calculation shows the following.
Proposition 4.1 If tv¯Hv 6= 0, then ˜(Rω(v)) = R˜ω(v) and ˜(Rζ(v)) =
R˜ζ(v) are given by
I8 − (I8 −W )V ( tV JV )−1 tV J, I8 − (I8 +W 2)V ( tV JV )−1 tV J,
respectively.
Systems of generators of Γ˜ (1− ω) = ˜(Γ (1− ω)) and Γ˜ = ˜(Γ ) are given
by R˜ωij ’s and R˜
ζ
i,i+1’s.
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5 Riemann theta constants
The Riemann theta function
ϑ(z, τ) =
∑
n=(n1,...,nr)∈Zr
exp[π
√−1(nτ tn + 2n tz)]
is holomorphic on Cr × Sr and satisfies
ϑ(z + p, τ) = ϑ(z, τ), ϑ(z + pτ, τ) = exp[−π√−1(pτ tp+ 2z tp)]ϑ(z, τ),
where Sr is the Siegel upper half space of degree r and p ∈ Zr. It is well known
that for (z, τ) ∈ C×H, ϑ(z, τ) = 0 if and only if z = 1+τ
2
+ p+ qτ (p, q ∈ Z).
The theta function ϑa,b(z, τ) with characteristics a, b is defined by
ϑa,b(z, τ) = exp[π
√−1(aτ ta+ 2a t(z + b))]ϑ(z + aτ + b, τ) (6)
=
∑
n∈Zn
exp[π
√−1((n+ a)τ t(n+ a) + 2(n+ a) t(z + b))],
where a, b ∈ Qr. Note that
ϑ−a,−b(z, τ) = ϑa,b(−z, τ), ϑa+p,b+q(z, τ) = exp(2π
√−1a tq)ϑa,b(z, τ). (7)
The function ϑa,b(τ) = ϑa,b(0, τ) of τ is called the theta constant with char-
acteristics a, b. If τ is diagonal, then this function becomes the product of
Jacobi’s theta constants:
ϑa,b(τ) =
r∏
i=1
ϑai,bi(τi),
where
a = (a1, . . . , ar), b = (b1, . . . , br), τ = diag(τ1, . . . , τr).
The following transformation formula can be found in [Igu] p.176.
Fact 5.1 For any g =
(
A B
C D
)
∈ Sp(2r,Z) and (a, b) ∈ Q2r, we put
g · (a, b) = (a, b)g−1 + 1
2
(dv(C tD), dv(A tB))
φ(a,b)(g) = −1
2
(a tDB ta− 2a tBC tb+ b tCA tb)
+
1
2
(a tD − b tC) t(dv(A tB)),
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where dv(A) is the row vector consisting of the diagonal components of A.
Then for every g ∈ Sp(2r,Z), we have
ϑg·(a,b)((Aτ +B)(Cτ +D)−1)
= κ(g) exp(2π
√−1φ(a,b)(g)) det(Cτ +D) 12ϑ(a,b)(τ),
in which κ(g)2 is a 4-th root of 1 depending only on g.
Proposition 5.1 There are 81 = 34 theta characteristics
(a, b) = (a1, . . . , a4, b1, . . . , b4)
such that
g · (a, b) ≡ (a, b) mod Z8
for any g ∈ Γ˜ (1− ω) ⊂ Sp(8,Z); they are given by
b = −aH, ai ∈ {1
6
,
3
6
,
5
6
} (i = 1, . . . , 4). (8)
Proof. Since
W · (a, b) = (−a + bH,−aH) + 1
2
(1, 1, 1,−1, 0, 0, 0, 0),
we have
−aH ≡ b, −2a+ 1
2
(1, 1, 1,−1) ≡ a mod Z4.
Thus we have the condition (8). It is easy to check such theta characteristics
are invariant under the action on 15 reflections R˜ωij . []
We label the 81 characteristics a’s by combinatorics of six letters; they
are classified to 4 classes. The list of the correspondence between the label
of a and 6a is as follows:
(12;34;56)↔±(3, 3, 3,−1) (12;35;46)↔±(3, 1, 1,−3) (12;36;45)↔±(3, 1,−1,−3)
(13;24;56)↔±(1, 1, 3,−3) (13;25;46)↔±(1,−1, 1,−1) (13;26;45)↔±(−1, 1, 1, 1)
(14;23;56)↔±(1,−1, 3,−3) (14;25;36)↔±(1, 1, 1,−1) (14;26;35)↔±(1, 1,−1,−1)
(15;23;46)↔±(1, 1,−1, 1) (15;24;36)↔±(1,−1,−1, 1) (15;26;34)↔±(1, 3, 1,−3)
(16;23;45)↔±(1, 1, 1, 1) (16;24;35)↔±(1,−1, 1, 1) (16;25;34)↔±(1, 3,−1,−3)
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(122)↔ (1, 3, 3, 3) (123)↔ (5, 1, 3, 5) (124)↔ (5, 5, 3, 5)
(125)↔ (5, 3, 1, 1) (126)↔ (5, 3, 5, 1) (223)↔ (1, 1, 3, 5)
(224)↔ (1, 5, 3, 5) (225)↔ (1, 3, 1, 1) (226)↔ (1, 3, 5, 1)
(324)↔ (3, 1, 3, 3) (325)↔ (3, 5, 1, 5) (326)↔ (3, 5, 5, 5)
(425)↔ (3, 1, 1, 5) (426)↔ (3, 1, 5, 5) (526)↔ (3, 3, 1, 3)
(ij2)↔ −a for (i2j) 1 ≤ i < j ≤ 6,
(123)↔ (3, 1, 3, 5) (124)↔ (3, 5, 3, 5) (125)↔ (3, 3, 1, 1)
(126)↔ (3, 3, 5, 1) (134)↔ (1, 3, 3, 1) (135)↔ (1, 1, 1, 3)
(136)↔ (1, 1, 5, 3) (145)↔ (1, 5, 1, 3) (146)↔ (1, 5, 5, 3)
(156)↔ (1, 3, 3, 5) (lmn)↔ −a for (ijk) {i, j, k, l,m, n} = {1, . . . , 6}
(123456)↔ (3, 3, 3, 3).
The first class is characterized by (6a)H t(6a) ≡ 2 mod 24 and the charac-
teristics (a,−aH) with label (ij; kl;mn) is invariant under the actions R˜ζij ,
R˜ζkl and R˜
ζ
mn; the second class is characterized by (6a)H
t(6a) ≡ 10 mod 24
and the characteristics (a,−aH) with label (i2j) is invariant under the ac-
tions R˜ζkl ({i, j} ∩ {k, l} = ∅) and R˜ζij · (a,−aH) is (−a, aH) with label
(ij2); the third class is characterized by (6a)H t(6a) ≡ 18 mod 24 and the
characteristics (a,−aH) with label (ijk) is invariant under the actions R˜ζlm
({i, j, k} ∩ {l, m} = ∅ or {l, m}).
We denote ϑa,−aH(Ω) by ϑ[6a](Ω) or ϑ(ij; kl;mn), ϑ(i2j), ϑ(ijk) and
ϑ(123456) for corresponding characteristics a. Note that for p, q ∈ Z4,
ϑ(a(Ω−H) + pΩ + q,Ω)
= exp[−π√−1(pΩ tp+2p(Ω−H) ta)]ϑ(a(Ω−H),Ω)
= exp[−π√−1(pΩ tp+2p(Ω−H) ta+aΩ ta−2aH ta)]ϑa,−aH(Ω)
= exp[2π
√−1(a + p)H t(a + p)] exp[−π√−1(a+ p)Ω t(a+ p)]ϑ[a](Ω).
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Proposition 5.2 The theta constants ϑ(i2j), ϑ(ijk) and ϑ(123456) are iden-
tically zero on (B3). The theta constants ϑ(ij; kl;mn) are not identically zero
on (B3).
Proof. We apply Fact 5.1 for
τ = Ω = (x), g =W =
(
0 H
−H −I4
)
, (a, b) = (a,−aH).
Note that
W · Ω = Ω , W · (a,−aH) =
(
a− (3a− 1
2
diag(H)),−aH
)
and that
φ(a,−aH)(W ) =
3
2
aH ta =
1
24
(6a)H t(6a), det(CΩ +D) = ω.
Since κ(W ) is an 8-th root of 1, the sufficient condition for
κ(W ) exp(2π
√−1φ(a,b)(W )) det(CΩ +D) 12 = 1 (9)
is (6a)H t(6a) ≡ 2 mod 24. If (6a)H t(6a) 6≡ 2 mod 24, then ϑa,−aH(Ω) van-
ishes. Thus the theta constants ϑ(i2j), ϑ(ijk) and ϑ(123456) are identically
zero on (B3).
For a = (1
6
, . . . , 1
6
) and x = (0, 0, 0, 1), ϑa,−aH(Ω) reduces to
ϑ( 1
6
,−1
6
)(ω)
3ϑ( 1
6
, 1
6
)(−ω2),
which does not vanish. Hence ϑ(ij; kl;mn)’s survive. Note that κ(W )2 = −1
by (9). []
Proposition 5.3 We have
ϑ(i, i+ 1; kl;mn)(R˜ζi,i+1 · (x))3 = −χ(R˜ζi,i+1)ϑ(i, i+ 1; kl;mn)((x))3,
ϑ(ik; i+ 1, l;mn)(R˜ζi,i+1 · (x))3 = χ(R˜ζi,i+1)ϑ(il; i+ 1, k;mn)((x))3,
where
χ(R˜ζi,i+1) =
(
t(Rζi,i+1x)H(R
ζ
i,i+1x)
txHx
)3/2
,
which takes 1 on the mirror of Rζi,i+1.
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Proof. For R˜ζi,i+1 =
(
A B
C D
)
, straightforward calculation shows
det(C(x) +D) =
t(Rζi,i+1x)H(R
ζ
i,i+1x)
det(Rζi,i+1)
txHx
=
t(Rζi,i+1x)H(R
ζ
i,i+1x)
−ω2 txHx .
By computing φa,b(R˜
ζ
i,i+1) in Fact 5.1 and using (7), we have
ϑ(i, i+ 1; kl;mn)(R˜ζi,i+1 · (x))3 = −cχ(R˜ζi,i+1)ϑ(i, i+ 1; kl;mn)((x))3,
ϑ(ik; i+ 1, l;mn)(R˜ωi,i+1 · (x))3 = cχ(R˜ζi,i+1)ϑ(il; i+ 1, k;mn)((x))3,
where c is a certain constant depending only on R˜ζi,i+1. If we restrict (x) on
the mirror of Rζi,i+1, we have
R˜ζi,i+1 · (x) = (x), χ(R˜ζi,i+1) =
(
t(Rζi,i+1x)H(R
ζ
i,i+1x)
txHx
)3/2
= 1.
Since ϑ(i, k; i + 1, l;mn) = ϑ(i, l; i + 1, k;mn) on the mirror of Rζi,i+1 and it
does not vanish, the constant c must be 1. []
Since R˜ζpq can be expressed in terms of R˜
ζ
i,i+1 and R˜
ω
pq = (R˜
ζ
pq)
2, we have
the following two propositions.
Proposition 5.4 We have
ϑ(ij; kl;mn)(R˜ωpq · (x))3 = χ(R˜ωpq)ϑ(ij; kl;mn)((x))3,
where
χ(R˜ωpq) =
( t(Rωpqx)H(Rωpqx)
txHx
)3/2
,
which takes 1 on the mirror of Rωpq.
Proposition 5.5 The function ϑ(ij; kl;mn)((x)) vanishes on the Γ (1−ω)
orbits of the mirrors of Rωij , R
ω
kl and R
ω
mn.
Proof. By Proposition 5.3, when we restrict (x) on the mirrors of Rω12, R
ω
34
and Rω56, we have
ϑ(12; 34; 56)((x))3 = −ϑ(12; 34; 56)((x))3 = 0.
For the Γ (1 − ω) orbits, use the previous proposition. In oder to show for
general ϑ(ij; kl;mn)((x))’s, use Proposition 5.3. []
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6 The inverse of the period map
Proposition 6.1 Let Ω be the period matrix of
C(λ) : w3 = z(z − 1)(z − ℓ1)(z − ℓ2)(z − ℓ3)
given in Proposition 3.1. We have
ℓ1 =
ϑ3(13; 24; 56)(Ω)
ϑ3(14; 23; 56)(Ω)
, (10)
ℓ2 =
ϑ3(13; 25; 46)(Ω)
ϑ3(15; 23; 46)(Ω)
, (11)
ℓ3 =
ϑ3(13; 26; 45)(Ω)
ϑ3(16; 23; 45)(Ω)
. (12)
Proposition 6.2 For the period matrix Ω of C(λ), linear and cubic relations
among ϑ3(ij; kl;mn)(Ω) coincide with the defining equations of Y ⊂ P14 :
ϑ3(ij; kl;mn)(Ω)− ϑ3(ik; jl;mn)(Ω) + ϑ3(il; jk;mn)(Ω) = 0, (13)
ϑ3(ij; kl;mn)(Ω)ϑ3(ik; jn; lm)(Ω)ϑ3(im; jl; kn)(Ω)
= ϑ3(ij; kn; lm)(Ω)ϑ3(ik; jl;mn)(Ω)ϑ3(im; jn; kl)(Ω). (14)
Propositions 6.1 and 6.2 imply the following.
Theorem 6.1 Let Θ be the map from B3/Γ (1− ω) to Y defined by
x 7→ [. . . , y〈ij;kl;mn〉, . . .] = [. . . , ϑ3(ij; kl;mn)((x)), . . .].
We have the following S6-equivariant commutative diagram:
Λ
ψ−→ B3/Γ (1− ω)
ι↓ Θւ
Y ⊂ P14.
In order to prove Propositions 6.1, 6.2, we state two facts in [Mum]; the
one is Riemann’s theorem and the other is Abel’s theorem.
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Fact 6.1 We suppose z is a fix point on the Jacobi variety Jac(R) of a
Riemann surface R of genus r. The multi-valued function ϑ(z +
∫ P
P0
ϕ, τ) of
P on X has r zeros P1, . . . , Pr provided not to be constantly zero, where ϕ =
(ϕ1, . . . , ϕr) is the normalized basis of the vector space of holomorphic 1-forms
on R such that (
∫
Bi
ϕj)ij = Ir for a symplectic basis {A1, . . . , Ar, B1, . . . , Br}
of H1(R,Z), and τ = (
∫
Ai
ϕj)ij. Moreover, there exists a point ∆ on Jac(R)
called Riemann’s constant such that
z = ∆−
r∑
i=1
∫ Pi
P0
ϕ.
Fact 6.2 Let R be a Riemann surface of genus r with an initial point P0.
Suppose
∑d
i=1 Pi and
∑d
i=1Qi be effective divisors of degree d satisfying
d∑
i=1
∫ Pi
P0
ϕ =
d∑
i=1
∫ Qi
P0
ϕ, (15)
where ϕ is the normalized basis of vector space of holomorphic 1-forms on R.
Then there exists a meromorphic function f on R such that
(f) =
d∑
i=1
Qi −
d∑
i=1
Pi;
f can be expressed as
f(P ) = c
∏d
i=1 ϑ(e +
∫ P
Qi
ϕ, τ)∏d
i=1 ϑ(e +
∫ P
Pi
ϕ, τ)
,
where c is a constant, τ is the period matrix of R, e satisfies ϑ(e) = 0,
ϑ(e +
∫ P
Pi
ϕ, τ) 6≡ 0, ϑ(e +
∫ P
Qi
ϕ, τ) 6≡ 0,
as multi-valued functions of P on R, and paths from Pi and Qi to P are the
inverse of the paths in (15) followed by a common path from P0 to P.
15
Proof of Proposition 6.1. We take R as
C : w3 = z(z − 1)(z − ℓ1)(z − ℓ2)(z − ℓ3)
with the initial point P0 = (0, 0) and put
P∞ = (∞,∞), P1 = (1, 0), Pℓi = (ℓi, 0) (i = 1, 2, 3).
Let us define a meromorphic function f on C by C ∋ (z, w) 7→ z, then
(f) = 3P0 − 3P∞.
We construct a meromorphic function on C with poles 3P∞ and zeros
3P0 by following the recipe given in Fact 6.2. Let γi(z1, z2) (i = 1, 2, 3) be a
path in C from (z1, w1) to (z2, w2) in the i-th sheet. Since ω
2 + ω + 1 = 0,
we have
3∑
i=1
∫
γi(0,∞)
ϕ = (0, 0, 0, 0) = 3
∫ P0
P0
ϕ
for three paths γi(0,∞) from P0 to P∞. We give the following table:∫
γ1(∞,0)
ϕ =
1
3
∫
A1−B1
ϕ,
∫
γ2(∞,0)
ϕ =
1
3
∫
−2A1−B1
ϕ,∫
γ3(∞,0)
ϕ =
1
3
∫
A1+2B1
ϕ,
∫
γ1(0,1)
ϕ =
1
3
∫
−2A1+A2−A4−B1+2B2+2B4
ϕ,∫
γ2(0,1)
ϕ =
1
3
∫
A1+A2−A4+2B1−B2−B4
ϕ,∫
γ3(0,1)
ϕ =
1
3
∫
A1−2A2+2A4−B1−B2−B4
ϕ,
∫
γ1(1,ℓ1)
ϕ =
1
3
∫
A2−B2
ϕ,∫
γ1(ℓ1,ℓ2)
ϕ =
1
3
∫
−2A2+A3+2A4−B2+2B3−B4
ϕ,
∫
γ1(ℓ2,ℓ3)
ϕ =
1
3
∫
A3−B3
ϕ.
Put
e =
1
6
∫
3A1+A2+3A3+5A4−3B1−B2−3B3+5B4
ϕ,
corresponding to the characteristic 1
6
(3, 1, 3, 5) with label (123), and define a
meromorphic function F of P = (z, w) on C as
F (P ) =
ϑ
(
e+
∫
γ1(0,z)
ϕ,Ω
)3
∏3
i=1 ϑ
(
e +
∫
γi(∞,0)+γ1(0,z) ϕ,Ω
) , (16)
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where Ω is the period matrix of C. Since ϑ(123) vanishes, we have ϑ(e) = 0.
We check that neither the denominator nor the numerator of F identically
vanishes. We put P = Pℓ1 , Pℓ2, Pℓ3 and use (6) and (7), then we have
F (Pℓ1) = cf(Pℓ1) = cℓ1 = exp[
π
√−1
3
(2Ω11 + 1)]
ϑ3[−1,−1,3,−3](Ω)
ϑ3[1,−1,3,−3](Ω)
,
F (Pℓ2) = cf(Pℓ2) = cℓ2 = exp[
π
√−1
3
(2Ω11 + 1)]
ϑ3[−1,1,−1,1](Ω)
ϑ3[1,1,−1,1](Ω)
,
F (Pℓ3) = cf(Pℓ3) = cℓ3 = exp[
π
√−1
3
(2Ω11 + 1)]
ϑ3[−1,1,1,1](Ω)
ϑ3[1,1,1,1](Ω)
,
where c is a constant depending on Ω . By Proposition 5.2, neither the de-
nominator nor the numerator of F identically vanishes.
We put P = P∞, P0, P1; the denominator and the numerator of F vanish
at these points by Proposition 5.2. Since (F ) = 3P0 − 3P∞, P∞ and P0 are
zeros of higher order of the denominator and numerator of F, respectively.
The number of zeros of the denominator and numerator of F are 4 by Fact
refRiemann, thus P1 is a simple zero. We consider limP→P1 F (P ). Let t be a
local coordinate for P around P1 and z(t) be
∫ P
P1
ϕ. We have
F (P ) = exp[
π
√−1
3
(2Ω11 − 2)]
ϑ3[−1,−3,−3,−3](z(t),Ω)
ϑ3[1,3,3,3](z(t),Ω)
.
When P → P1, we have t → 0 and z(t) → (0, 0, 0, 0). Since t = 0 is simple
zero, we have
lim
t→0
ϑ3[−1,−3,−3,−3](z(t),Ω)
ϑ3[1,3,3,3](z(t),Ω)
= lim
t→0
ϑ3[1,3,3,3](−z(t),Ω)
ϑ3[1,3,3,3](z(t),Ω)
= −1,
which implies c = exp[π
√−1
3
(2Ω11 + 1)]. Hence we have the expressions (10),
(11) and (12). []
Proof of Proposition 6.2. In order to obtain a cubic relation among
ϑ3(ij; kl;mn)’s, put
e =
1
6
∫
3A1+5A2+3A3+5A4−3B1−5B2−3B3+5B4
ϕ,
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corresponding to the characteristic 1
6
(3, 5, 3, 5) with label (124), then ϑ(e) =
0; and define a meromorphic function F by (16). We have
F (P1) = cf(P1) = c = exp[
π
√−1
3
(2Ω11 + 1)]
ϑ3[−1,1,3,−3](Ω)
ϑ[1,1,3,−3](Ω)
,
F (Pℓ2) = cf(Pℓ2) = cℓ2 = exp[
π
√−1
3
(2Ω11 + 1)]
ϑ3[−1,−1,−1,1](Ω)
ϑ3[1,−1,−1,1](Ω)
,
F (Pℓ3) = cf(Pℓ3) = cℓ3 = exp[
π
√−1
3
(2Ω11 + 1)]
ϑ3[−1,−1,1,1](Ω)
ϑ3[1,−1,1,1](Ω)
,
and
cℓ1 = cf(Pℓ1) = lim
P→Pℓ1
F (P )
= exp[
π
√−1
3
(2Ω11 − 2)]
ϑ3[−1,−3,−3,−3](
∫ P
Pℓ1
ϕ,Ω)
ϑ3[1,3,3,3](
∫ P
Pℓ1
ϕ,Ω)
= exp[
π
√−1
3
(2Ω11 + 1)].
These imply
ℓ1 =
cf(Pℓ1)
cf(P1)
=
ϑ3(13; 24; 56)(Ω)
ϑ3(14; 23; 56)(Ω)
,
ℓ2 =
cf(Pℓ2)
cf(P1)
=
ϑ3(14; 25; 36)(Ω)ϑ3(13; 24; 56)(Ω)
ϑ3(15; 24; 36)(Ω)ϑ3(14; 23; 56)(Ω)
,
ℓ3 =
cf(Pℓ3)
cf(P1)
=
ϑ3(14; 26; 35)(Ω)ϑ3(13; 24; 56)(Ω)
ϑ3(16; 24; 35)(Ω)ϑ3(14; 23; 56)(Ω)
.
Compare with the above expression of ℓ2 and (11), we have a cubic relation
among the ϑ3(ij; kl;mn)’s. By letting Γ˜ act on theta constants, we have
more cubic relations among ϑ3(ij; kl;mn)’s.
Let us lead a linear relation among the ϑ3(ij; kl;mn)’s. We start with
the meromorphic function f ′ : (z, w) 7→ z − 1; note that (f ′) = 3P1 − 3P∞.
Put
e =
1
6
∫
3A1+A2+3A3+5A4−3B1−B2−3B3+5B4
ϕ,
corresponding to the characteristic 1
6
(3, 1, 3, 5) with label (123), and define a
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meromorphic function F ′ of P = (z, w) on C as
F ′(P ) =
∏3
i=1 ϑ
(
e+
∫
γi(1,0)+γ1(0,z)
ϕ,Ω
)
∏3
i=1 ϑ
(
e+
∫
γi(∞,0)+γ1(0,z) ϕ,Ω
) .
Since ϑ(123) vanishes, we have ϑ(e) = 0.We consider limP→P0 F
′(P ) and put
P = Pℓ1 then we have
F ′(P0) = cf ′(P0) = −c = lim
P→P0
K exp[
4π
√−1
3
]
ϑ3[−5,−1,−3,−5](
∫ P
P0
ϕ,Ω)
ϑ3[5,1,3,5](
∫ P
P0
ϕ,Ω)
F ′(Pℓ1) = cf
′(Pℓ1) = c(ℓ1 − 1) = K exp[
4π
√−1
3
]
ϑ3[3,3,3,−1](Ω)
ϑ3[1,−1,3,−3)(Ω)
,
where
K = exp[−2π
√−1
3
e′Ω t(e′ − e1) + 4π
√−1
3
e′H t(e′ − e1)]
and e′ = (1,−1, 0, 1). Now we have the expression
ℓ1 − 1 = ϑ
3(12; 34; 56)(Ω)
ϑ3(14; 23; 56)(Ω)
.
Since we had in (10)
ℓ1 =
ϑ3(13; 24; 56)(Ω)
ϑ3(14; 23; 56)(Ω)
,
we get a relation
ϑ3(12; 34; 56)(Ω)
ϑ3(14; 23; 56)(Ω)
− ϑ
3(13; 24; 56)(Ω)
ϑ3(14; 23; 56)(Ω)
+ 1 = 0,
which is equivalent to
ϑ3(12; 34; 56)(Ω)− ϑ3(13; 24; 56)(Ω) + ϑ3(14; 23; 56)(Ω) = 0.
Action of Γ˜ produces other the linear relations among the ϑ3(ij; kl;mn)’s.
[]
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7 Appendix
In this section, we give a geometrical meaning of the label of a’s. In order to
do this, we determine Riemann’s constant ∆.
Fact 7.1 Riemann’s constant ∆ is given by
∆ =
m+r−1∑
i=1
∫ Pi
P0
ϕ−
m∑
j=1
∫ Qj
P0
ϕ (17)
for a certain divisor D0 =
∑m+r−1
i=1 Pi −
∑m
j=1Qj such that 2D0 is linearly
equivalent to the canonical divisor of R. It is easy to see that Riemann’s
constant ∆ is a half period on Jac(R) if and only if (2r−2)P0 is a canonical
divisor.
For our case, Riemann’s constant ∆ is a half period on Jac(C(λ)) since
we have 6P0 = (ϕ4) for any C(λ).
Proposition 7.1 Riemann’s constant ∆ is invariant under the action of the
monodromy group Γ˜ (1− ω). Hence we have
∆ = (
1
2
, . . . ,
1
2
).
Proof. Let γ be a closed path in Λ and g ∈ Γ˜ (1 − ω) be its representation.
Since ∆ is a half period point of Jac(C(λ)), it is expressed by c = (c1, . . . , c8)
(ci ∈ {0, 1/2}). When λ moves a little, this vector is invariant and presents
∆. By the continuation along γ, ∆ is presented by the vector c with respect
to the transformed homology basis by g; i.e., it is presented by g · c with
respect to the initial homology basis.
On the other hand, ∆ is invariant as a point of Jac(C(λ)) under the
continuation along γ with respect to the initial basis by the expression (17).
Thus we have g·c = c. There is only one half characteristic (1
2
, . . . , 1
2
) invariant
under Γ˜ (1− ω). []
By straightforward calculation, we have the following proposition giving
a geometrical meaning of the label of a’s.
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Proposition 7.2 The points (a,−aH) of Jac(C) for a with label (ijk) and
(i2j) are expressed as
∆−
∫ Pλi
P0
ϕ−
∫ Pλj
P0
ϕ−
∫ Pλk
P0
ϕ,
∆− 2
∫ Pλi
P0
ϕ−
∫ Pλj
P0
ϕ,
respectively.
We have the necessary and sufficient condition for ϑ(z, τ) = 0.
Fact 7.2 For a period matrix τ of Riemann’s surface R of genus r, ϑ(z, τ) =
0 if and only if there exists an effective divisor
∑r−1
i=1 Pi such that
z = ∆−
r−1∑
i=1
∫ Pi
P0
ϕ.
Proposition 7.3 The theta constant ϑ(ij; kl;mn)((x)) vanishes only on the
Γ (1− ω) orbit of the mirrors of Rωij , Rωkl and Rωmn.
Proof. The function ϑ(13; 24; 56)((x)) is a non-zero constant times
ϑ(∆−
∫ P∞
P0
ϕ−
∫ P0
P0
ϕ−
∫ P1
P0
ϕ+
∫ Pℓ1
P0
ϕ, (x)).
By the previous fact, ϑ(13; 24; 56)((x)) = 0 if and only if there exists an
effective divisor Q1 +Q2 +Q3 such that
Q1 +Q2 +Q3 ≡ P∞ + 2P0 + P1 − Pℓ1 = E.
By the Riemann-Roch theorem, the dimension of vector space of meromor-
phic functions f such that (f) + E ≥ 0 is equal to that of meromorphic
1-forms φ such that
(φ)− E ≥ 0. (18)
Since we have
(ϕ1) = P∞ + P0 + P1 + Pℓ1 + Pℓ2 + Pℓ3 , (ϕ2) = 6P∞,
(ϕ3) = 3P∞ + 3P0, (ϕ4) = 6P0,
there does not exist a meromorphic 1-from satisfying (18). Thus if λ ∈ Λ
then no effective divisor Q1 +Q2 +Q3 such that Q1 +Q2 +Q3 ≡ E.
The zeros of theta constants on mirrors are studied in [Shi], which yields
this proposition. []
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