Abstract-
INTRODUCTION
Emotion plays an important role in various aspects of human daily lives including communication, decision making, attention, learning, memory, misfortune avoidance, addiction, physical and psychiatric illnesses. It can be captured and measured from various responses, such as automatic nervous systems (ANS) responses, behaviors (ie: facial expressions, voice and speech, body language and posture as well as text) and the brain states [1] - [3] .
To capture brain signals, electroencephalogram (EEG) has also been widely employed. In most studies [4] - [13] that use EEG for emotion classification, emotional classification models using EEG signals as input are constructed through several steps including data collection, signal pre-processing, feature extraction and classification.
Data collection step mainly involves EEG signal acquisitions in which brain signals of the corresponding participants are captured during the stimulation of cognitive tasks. Besides that, in some studies, participants are asked to evaluate the present stimuli through self-assessment. In preprocessing step, noise in the brain signals is removed either through visual inspection or existing computational techniques.
Furthermore, many techniques for extracting features from EEG signals have been adapted such as fractal dimension analysis [4] , power spectral density [11] , wavelet transform [8] , statistical features [5] [7] [12] and fusion of brain signal features and peripheral features [9] . The features are then used as input to the selected classifiers which are implemented using different machine learning techniques.
However, features that are extracted using the existing techniques are abstract and hard to interpret. This is because, the existing techniques were not derived from the understanding of brain neurophysiology as captured by EEG. Hence, the spatial and temporal dynamics which are essential in cognitive tasks are discarded and ignored.
Hence, in this paper, a new feature extraction technique based on Cerebellar Model Articulation Controller (CMAC) is introduced. This paper is organized in the following manner. A brief introduction to CMAC is discussed in Section II. Section III provides the methodology of this study focusing on the design of the proposed model. Results and conclusion of the study are discussed in Section IV and Section V, respectively.
II. CEREBELLAR MODEL ARTICULATION CONTROLLER
CMAC is a computational model inspired by the neurophysiology of human cerebellum [14] . It was proposed by Albus to model functions of robotic non-linear controllers. CMAC is considered as an associative memory neural network due to the fact that the CMAC output is determined by aggregating the contents of memory elements associated to the activated input vectors.
Inputs of CMAC can be considered as the synaptic inputs of mossy fiber which are transmitted through the granule cells and purkinje cells layers to form celebellar outputs. The granule cells behave like decoders that activate the associated purkinje cells through parallel fiber. Output of a cerebellum is the aggregation of activated purkinje cells containing modifiable synaptic weights.
Basically, CMAC is composed of several mappings series:
where ܺ is the input vector, ‫ܩ‬ is the element of some multidimensional binary quantization functions, ܹ is the elements of association cell vectors and ‫ݕ‬ is the estimated output.
The mapping mainly implements a table look-up, in which the selection of cells in ‫ܩ‬ is determined by the corresponding dimensions in ܺ. Cells in ܹ contain weights of the associative memory activated from ‫.ܩ‬ The output, ‫,ݕ‬ is arithmetic sum of activated weights of ܹ. Fig. 1 illustrates the architecture of a CMAC for 2 variables, i and j, of n input instances, X n (i, j). One instance is trained at each time. The current training instance is known the winner cell. Each winning cell is quantized by the hypercubes formed by the corresponding quantization blocks from each quantization layer of each variable. In this diagram, each variable is quantized by the corresponding blocks of 3 quantization layers. As a result, the neighbouring inputs are activated with some degree of weighting factor. This activation describes the behavior of granule cells when receiving input from the mossy fibres.
The calculated output, ܻ ᇱ , produced by CMAC is the aggregation of weights associated to the activated neighbourhood: Cerebellar Model Articulation Controller CMAC is a computational model inspired by the neurophysiology of human cerebellum [14] . It was proposed by Albus to model functions of robotic non-linear controllers. CMAC is considered as an associative memory neural network due to the fact that the CMAC output is determined by aggregating the contents of memory elements associated to the activated input vectors.
where ܹ ǡ is the is the associated weight of the n-th input and ݇ is the activated neighbour resulting from the quantization.
Similar to other supervised learning approaches, the error between the calculated output and the desired output, ܻ , of the winner cell is calculated to improve the predictive performance of a model. In CMAC, the learning process involves the weights updates in the associative memory, as illustrated in Equation (2):
where ܹ ǡାଵ is the associative memory of n-th input instance at time ‫ݐ‬ ͳ; and ‫ן‬ is the learning rate.
Learning in CMAC aims to produce an output, ‫,ݕ‬ with small error by updating the weights in ܹ . Thus, it is an adaptive system, self-organized and does not require complex computation which consumes less training time to converge [14] [15] . Moreover, the algorithm performs well local generalization in training certain subspace of memory weights without affecting the entire space [15] .
CMAC has traditionally employed to solve classification and prediction problems. For example, in one of the recent studies, CMAC was adapted to construct fall detection algorithm in a smart omni-directional mobile robot which was proposed to assist the elderly [16] . Besides that, CMAC was also applied in the development of extremely short term wind power forecasting system [17] . In a study of solar energy heliostat fields, CMAC was proposed to automatically fault diagnosis within the fields [18] . There are many more studies adapting CMAC as the classifier.
However, inspired by its capabilities of handling nonlinearity, CMAC is proposed as feature extraction technique for emotion classification of EEG signals in this study. Nonlinear interdependence is detectable in a small number of multichannel EEG [19] [20] at different mental states [21] . Adapting a common methodology as implemented in most studies [4] - [13] for constructing an emotion classifier, this study adapts four steps including data collection, signal pre-processing, feature extraction and classification. The experimental design is depicted in Fig. 2 .
A. Data collection
Data are acquired from 12 normal and healthy children of both genders aged between 4 to 6 years old. In order to participate in the experiment, parents or guidance of the participants must sign the written consents. Participants are considered. Eight EEG electrodes were placed at the participants' scalp based on the international 10-20 EEG electrode positioning system [22] , namely: C3, C4, F3, F4, P3, P4, T7 and T8. These locations are selected to capture brain signals at the frontal, temporal, parietal and occipital lobes during the cognitive experiences of viewing affective facial stimuli.
In this study, visual stimuli are selected to elicit four different emotional states of calm, fear, happiness and sadness. For each emotional states, 10 facial images are selected from Radboud Faces Database (RafD) [23] . During the experiment, participants are instructed to observe all facial images stimuli which are displayed for one minute per each emotional state.
B. Signal pre-processing
Signal pre-processing module is aimed to prepare the input for the consequent step. Bandpass filtering was adapted to keep frequencies in the 8 Hz to 60 Hz which cover alpha, beta and gamma bands.
C. Feature extraction
In this study, the proposed CMAC feature extraction techniques are compared with other existing techniques including Power Spectral Density (PSD) calculation, Kernel Density Estimation (KDE) and Mel Frequency Cepstral Coefficients (MFCC):
1) Power Spectral Density (PSD)
The PSD of each channel are obtained from 256-point short-time Fourier transform (STFT) spectrogram with 128 overlapping Hamming window. Calculated power density is also used as input for the other comparing feature extraction techniques in this study. 
2) Kernel density estimation (KDE)
Kernel density estimation (KDE) is an approach for finding the probability distribution function of random variables without having to assume the distributions (i.e. normal or skewed) of data samples. As a non-parametric approach, this estimation technique is also more flexible in the sense that the estimation is extracted directly from the data. Furthermore, KDE is able to portray a good representation of a continuous population [24] .
3) Mel Frequency Cepstral Coefficients (MFCC)
The Mel Frequency Cepstral Coefficients (MFCC) method for feature extraction. MFCC are commonly used as input features for solving pattern recognition and machine learning tasks. These coefficients are obtained by calculating the mel frequency bands which are ranged according to the frequency band of EEG signal. Although MFCC is more popular in speech processing, it is considered feasible for the processing of brainwaves [25] .
4) Proposed CMAC feature extraction
In this study, features extracted by CMAC are obtained from the weight update of each winner cell which corresponds to each EEG channel. At the initial condition, weights are set to 0. Updates were performed based on the errors calculated between the desired output and the calculated output. In this model, the desired output corresponds to the PSD value of each EEG channel. In addition, only one layer quantization function is applied in this model. Therefore, the proposed feature extraction technique will produce 8 features that correspond to the number of EEG channels. The number of features that are extracted from other techniques are indicated in Fig. 2 .
D. Classification
In this work, emotions are identified based on the generalized quadrants of valence and arousal as located on a circumplex model of affect [26] for four emotional states, namely: calm, fear, happiness and sadness. The values produced by Multi-layer perceptron (MLP) neural network with the number of nodes in the input layer equivalent to the number of extracted features. For all features extracted using different techniques, the same number of epochs (1000) and target mean-square error (0.2) were set in training.
Data is partitioned and trained using 5-fold cross validation approach. By this way, data is divided equally into 5 partitions. At each experiment, data from four partitions are used as training set and the other one is used for testing. Thus, the total number of experiments for 5-fold cross validation is 5. The accuracy of the classifier is calculated as the average accuracy across 5 experiments.
IV. RESULTS
Each classifier performance is evaluated based on the correctly identified number of instances over the total number of instances. Classification performance of each classifier is shown in Fig. 3 . Bar charts show accuracies of the corresponding classifiers in identifying instances in the testing set for each subject. In addition, Fig. 4 presents the average accuracy of using MLP to classify features extracted from different feature extraction techniques. The classification performance rate range is also indicated. In the box plots of Figure 4 , x-axis represents the emotional states and y-axis represents the accuracy ranging from 0 to 1 respectively.
In Fig. 3 , average emotion classification accuracies of 12 participants using different feature extraction techniques is presented. The bar chart shows that the average accuracies of classifying emotions using features extracted using CMAC are higher than using other techniques for all emotional states. Using this approach, the highest average accuracy is obtained at sad emotional state with accuracy of 89.29%. The lowest accuracy is seen at fear emotion with an average of 84.18%.
On the other hand, classifying emotions using other techniques produces lower accuracy range. However, the As a summary, Fig. 4 displays the box-plot of average accuracy of classifying four emotions from features extracted using different techniques. Compared to others, features extracted using KDE has produced the lowest average classification rate at median of 31.08% within the range of 27.78% to 33.25%. This is followed by features extracted using MFCC, which is 6.14% higher than the average accuracy of KDE. However, the range of average classification accuracy on MFCC features is wider than KDE at 6.19% and 5.46%, respectively.
Taking the PSD as the features for classifying emotions has produced higher accuracy at about 50%. Nevertheless, from the bar-chart in Fig. 3 , the performance of PSD features is not evenly distribution compare to the rest, excluding Subject 5 for KDE.
Moreover, classifying emotions using features extracted by the proposed method has produced higher average accuracy rate. For all emotional states of 12 subjects, the lowest average accuracy rate using this technique is 84.12% and the highest rate is 89.29%. Box plot has also shown that the range of average accuracy is very narrow at 0.05, which is the smallest among others.
V. CONCLUSION & FUTURE WORKS
In conclusion, the CMAC approach is proposed for extracting features from captured EEG brain signals. Such approach is inspired by the underlying neurophysiological of a brain structure. Experimental result presented that CMAC features performed better when compared with PSD, KDE and MFCC features for emotion recognition using MLP with improvement of 33.77%, 55.09% and 48.94%, respectively.
Moreover, it was also observed than higher dimensional feature sets produced lower accuracy rates. This may be due to the redundancy and irrelevancy of features in the data set.
Hence, it might require an additional step of feature selection preceding the feature extraction step.
Other than producing higher classification rate, this novelty approach is simple. Most importantly, the proposed technique is inspired by a brain structure and its functions. Recent evidences indicate that cerebellum is also involves in non-motor function, such as cognitive processing and emotional control [27] , [28] . Thus, features extracted through this technique are almost similar to outcomes of the process taking place in the brain. Therefore, visualization of the features will introduce a new approach to brain imaging studies. It is postulated that the visualization of extracted features may provide the overview of the underlying process of the brain during cognitive activities. Hence, this will provide better understanding of how brain works for the corresponding mental tasks.
However, the current proposed model does not take into account the influence of EEG signals captured by one electrode to another. To address this problem, a more advanced CMAC model which considers neighborhood training may be adapted. This approach will produce features which closely portray the spatial distribution of synaptic activations.
As a summary, the proposed model does not only introduced a new feature extraction technique for classifying mental tasks based on captured EEG signals, but also opens a new approach in brain imaging analysis. 
