The estimate of the external errors in trigonometric parallaxes made by Hertzsprung is repeated using a nonlinear least-squares procedure to fit normal distributions to observed frequency distributions in parallaxes. The best estimate of the mean error in parallax is ±0"016, in exact agreement with Hertzsprung; but unlike him, it was made using only parallaxes listed in the Yale Catalogue determined at a single observatory. Using the entire catalogue as he did, an error of ±0".018 was found, but the smaller value is considered more realistic.
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PROBABLY no set of astronomical data has been subjected to more analysis for errors than parallaxes and proper motions. There is good reason for this concern with parallaxes for, unlike other basic observational data such as magnitudes, colors, or spectral types, the parallaxes accumulated over the decades cannot be replaced or superseded in a short time interval, no matter what increases in precision become practicable. The legacy of parallaxes as listed in the General Catalogue of Trigonometric Stellar Parallaxes or Yale Catalogue (Jenkins 1963) remains, for this reason, of prime interest as better and more rigorous computational methods become available for the analysis of their distribution and the evaluation of their errors.
Despite the obvious importance of this material, surprisingly little has been done in the interpretation of the frequency distributions in parallaxes as errors in the process of parallax observation. A limited error analysis was undertaken by Schlesinger (1928) in order to determine the true external errors in the parallaxes of five observatories. His results agree with those for all parallaxes considered together and indicate that the external mean error of a parallax averages close to ±0. 016. This latter conclusion was made by Hertzsprung (1952) using a very simple but straightforward procedure. Hertzsprung noted that the parallaxes in the Yale Catalogue are arranged in order of decreasing size at the end of the catalogue. He assumed that the distribution of small parallaxes reflects primarily the parallax error (since the true parallaxes must be smaller than their errors) and thus should be approximately that of a normal error function. By counting 1/44 and 16% of the total number of 5823 parallaxes (corresponding to less than -2 a and -la, respectively, in a normal distribution) he arrived at a value of ±0.016 for the dispersion. He further noted that the -1-a level was just 0. 016 below the median value of +0. 018 of all parallaxes listed in the catalogue. His conclusion implies that the median is equivalent to the mean of those parallaxes small enough to be represented by a normal distribution.
Hertzsprung's procedure was simple yet elegant and did not involve lengthy computations. Yet it is subject to possible error for several reasons, one of which is due to the happenstance that the median lay one standard deviation above the 16% cutoff value. With the computational facilities now available, it is possible to reexamine the frequency distribution of small parallaxes using much more rigorous procedures than were available at the time he undertook his investigation. Furthermore, the final parallax values tabulated at the end of the Yale Catalogue represent weighted means of individual parallax determinations made at any of the 16 contributing observatories. Each entry may represent one or several determinations. Ideally, the frequency function of only those stars with but one determination would give rise to a normal distribution with a standard deviation more truly indicative of the observational parallax error. The purpose of the present investigation is to repeat Hertzsprung's study in a more rigorous manner and to distinguish between parallaxes representing a single determination from those which are averages of several determinations.
The procedure to be used is one of fitting Gaussian distributions to the frequency functions of parallaxes grouped by the number of determinations, as well as the frequency function for all parallaxes considered together. A nonlinear least-squares technique developed by Marquardt (1963) and adapted for computer execution by Bevington (1969) has been employed for this purpose.
The Marquardt gradient-expansion algorithm combines the best features of the gradient search and the fitting-function linearization technique. The gradient search is very efficient in locating the approximate location of the minimum in a chi-square function (which is used to evaluate the goodness of fit) but is very inefficient in pinning down the final minimum value. How- ever, the method of linearizing the fitting function behaves in the opposite manner. It is virtually useless if the initial guess does not happen to be relatively near to the minimum of x 2 > but it converges very rapidly once it approaches the minimum. Thus, a combination of the two techniques is the most efficient means of locating the chi-square minimum and the Gaussian distribution which best represents the observed frequency function.
The frequency distribution of parallaxes is obviously skewed towards higher values, since most stars have true parallaxes as large or larger than their errors. Hertzsprung restricted his analysis to parallaxes smaller than the median value for this reason, and our procedure must involve varying the upper limit in parallax to determine the effect of skewness upon the Gaussian parameters fitting the observed function. The most realistic limit must be high enough so that a sufficiently large number of stars are available to define the Gaussian distribution, yet low enough to be sure that skewness is not affecting the results. As will be seen below, the effect of the variation of this upper limit is minimal. Table I lists the results for stars separated into groups on the basis of the number of parallax determinations, TV, upon which the value for the parallax given in the Yale Catalogue was based. Listed in the second column are the numbers of stars, n, with TV determinations, which appear in the first column. The first row of data in the table represents the combination of all values of TV, thus representing the entire set of data in the catalogue. This corresponds to the data available to Hertzsprung. The final columns indicate the arithmetic mean (given by Stt/az), the median, and the resulting mean and standard deviation produced by the nonlinear least-squares method of solution. The influence upon the results shown in the last two columns, of a variation in the upper limit to the frequency function of parallaxes is shown in Table II . For upper limits tabulated in the first column, the means and standard deviations are shown in the remaining columns for the total set of parallaxes and for TV = 1,2, and 3. It can be seen that both mean and standard deviation rapidly converge with essentially no change, when parallaxes larger than 0.070 are included; even a cutoff as low as 0.050 introduces no deviation larger than 0.001 except for TV = 3. Since 0.050 is only about two standard deviations or less from the mean in all cases, we can conclude that the highparallax tail of the frequency distribution does not appreciably alter the conclusions implicit in Table I .
The conclusions to be made from this study are twofold. First, Hertzsprung's conclusion that the mean error of a parallax in the Yale Catalogue must be about ±0. 016 is not in error. Although he used all of the parallaxes in the catalogue, his result is not appreciably in error when only those parallaxes represented by a single determination are used.
The second result is that a curve-fitting technique such as has been employed here, is not vitiated by the skewness of the observed frequency distribution, covering the region where parallaxes are known to be larger than their errors. Despite these results, this is only to be regarded as an initial study of the distribution of parallax errors. Ideally, it is not the distribution of the trigonometric parallaxes, but that of their differences from spectroscopic or photometric parallaxes of distant stars which correctly represents the external observation errors. This has been done only for the very small number of luminous M and carbon stars (Upgren 1975) with conclusions in agreement with those found here. But now with reliable distance estimates for most of the stars in the Yale Catalogue, this could be repeated for much larger numbers of stars. More important than a mere repetition is the variation in the distribution of parallax errors by observatory and by stellar properties (such as magnitude, color, and position). This requires the preparation of all parallaxes in the Yale Catalogue in machine-readable form as well as the inclusion of spectral classes and photometry.
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