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Resumen: Este trabajo describe un sistema de traducción que integra n-gramas
conexionistas en la etapa de decodiﬁcación, motivado por los buenos resultados ob-
tenidos en los últimos años usando estos modelos de lenguaje. Hasta el momento
todos los resultados publicados delegan el modelo de lenguaje conexionista a una
segunda etapa desacoplada en la que se repuntúan listas de N -best o bien se utili-
zan sobre grafos de palabras que contienen las N -best. Nuestro objetivo es mostrar
la viabilidad de utilizar estos modelos de lenguaje dentro de un sistema totalmente
acoplado.
Palabras clave: Traducción automática, Modelado de lenguaje conexionista, Tra-
ducción basada en n-gramas
Abstract: This paper describes a Machine Translation system that integrates a
Neural Network Language Model in the decoding process. This work is motivated by
the excellent performance of these connectionist language models. So far, the use of
Neural Network Language Models in the translation systems is uncoupled: they are
used in a second stage to rerank a N -best hypothesis list or to parse a word graph
containing the N -best list. Our goal is to show the feasibility of using these language
models within a fully integrated system.
Keywords: Machine Translation, Neural Network Language Models, n-gram-based
Machine Translation
1. Introducción y motivación
La traducción automática estadísti-
ca (Brown et al., 1993) ha experimentado
un avance muy rápido en los últimos años,
en gran parte debido a la generalización al
pasar de la traducción basada en palabras a
la traducción basada en segmentos (Koehn,
Och, y Marcu, 2003), que es el actual estado
del arte. Desde el punto de vista estadístico
la ecuación fundamental de la traducción
es (Brown et al., 1993):
tˆ = argmax
t
p(t|s) (1)
= argmax
t
p(s|t)p(t) (2)
= argmax
t
p(s, t) (3)
siendo s la frase de entrada en la lengua ori-
gen, y tˆ la traducción obtenida como salida
del sistema en la lengua destino. Se ha apli-
cado la regla de Bayes para descomponer la
probabilidad p(t|s), resultando en la proba-
bilidad del modelo de traducción p(s|t) y la
probabilidad del modelo de lenguaje de la len-
gua destino p(t), o bien la probabilidad con-
junta p(s, t). Esta aproximación se ha exten-
dido en los últimos años a través del principio
de máxima entropía, permitiendo la combina-
ción log-lineal de modelos diferentes (Och y
Ney, 2002):
tˆ = argmax
t
M∑
m=1
λmhm(s, t) (4)
donde λm es el coeﬁciente de mezcla del mo-
delo m y hm(s, t) es su puntuación (en escala
logarítmica), y M es el número de modelos
disponibles.
Por otro lado, moviéndose dentro del mar-
co formal de la teoría de lenguajes, existen di-
versos trabajos donde la traducción es llevada
a cabo por modelos de estados ﬁnitos (Vidal,
1997; Knight y Al-Onaizan, 1998; Bangalo-
re y Riccardi, 2000; Casacuberta y Vidal,
2004). La metodología más relevante bajo es-
ta aproximación es GIATI (Casacuberta y
Vidal, 2004), que ha sido ampliada en diver-
sos trabajos hasta el punto de incorporar su
desarrollo dentro del marco de los modelos de
máxima entropía de la Ecuación (4) (Gonzá-
lez y Casacuberta, 2008). Existen múltiples
trabajos describiendo algoritmos basados en
esta metodología para estimar modelos de es-
tados ﬁnitos, entre los cuales destacaremos
lo que se conoce como traducción basada en
n-gramas (Mariño et al., 2006), ya que será la
idea mediante la cual introduciremos los mo-
delos de lenguaje conexionistas en el ámbito
de la traducción automática.
El uso de redes neuronales artiﬁciales en
traducción automática ha recibido poco in-
terés de la comunidad cientíﬁca, entre otras
razones por su alto coste computacional y la
difícil escalabilidad de los modelos. Este tra-
bajo se presenta una solución a este problema,
y da una alternativa a otras técnicas conexio-
nistas, basadas en redes recurrentes (Castaño
y Casacuberta, 1997). A diferencia de las re-
des recurrentes, la aproximación presentada
tiene mejor escalabilidad, y se integra dentro
del marco de la traducción estadística basada
en n-gramas a través de la Ecuación (4).
2. Modelado de lenguaje
conexionista
El modelado de lenguaje es una parte esen-
cial dentro de un sistema de traducción auto-
mática, y en nuestro caso, dado que la aproxi-
mación a la traducción se basa en n-gramas,
el modelo de lenguaje (bilingüe) hace la fun-
ción de modelo de traducción. El modelado de
lenguaje estadístico se basa en la predicción
de cada unidad lingüística dada la secuencia
de todas las palabras anteriores (Bahl, Jeli-
nek, y Mercer, 1983; Jelinek, 1997):
p(w) =
|w|∏
i=1
p(wi|wi−1wi−2 . . . w1) (5)
donde w = w1w2 . . . w|w| es una secuencia
unidades lingüísticas de un determinado vo-
cabulario Ω. Este cálculo se simpliﬁca intro-
duciendo un límite de longitud n − 1 al con-
texto utilizado, estableciendo el denominado
modelo de n-gramas (Bahl, Jelinek, y Mercer,
1983):
p(w) ≈
|w|∏
i=1
p(wi|wi−1wi−2 . . . wi−n+1) (6)
Este modelo se estima a partir de conteos
en un corpus textual, y dada la naturaleza
exponencial de la tarea, es necesario aplicar
algún tipo de suavizado al modelo resultante
de manera que permita calcular la probabili-
dad para cualquier combinación posible de w.
Éste es uno de los grandes problemas de es-
ta aproximación, de manera que el resultado
ﬁnal del sistema dependerá, en gran medida,
de la calidad del suavizado aplicado.
Varios autores (Bengio et al., 2003;
Castro-Bleda y Prat, 2003; Schwenk, 2007;
Bengio, 2008) proponen el uso de redes neu-
ronales para estimar los modelos de len-
guaje, deﬁniendo el modelo conexionista de
n-gramas como una red neuronal que recibe
en su entrada el contexto de las n−1 palabras
anteriores y calcula en su salida la probabili-
dad p(ω|wi−1wi−2 . . . wi−n+1) para toda pala-
bra del vocabulario Ω. El uso de una red neu-
ronal presenta como ventaja la interpolación
de forma natural de secuencias de palabras
no vistas en el entrenamiento.
Dado que la red neuronal recibe la secuen-
cia de palabras, necesitamos codiﬁcarlas de
alguna manera para poder darle dicha infor-
mación. Para ello utilizamos una represen-
tación de las palabras en un espacio conti-
nuo (Bengio et al., 2003; Schwenk, 2007), que
nos sirve de codiﬁcación distribuida. La red
neuronal aprende durante el entrenamiento a
realizar el cómputo de la probabilidad condi-
cional para cada una de las palabras del vo-
cabulario, conocidas las n − 1 anteriores, y
a proyectar cada palabra del vocabulario en
dicho espacio continuo.
La topología de la red neuronal, que se
puede ver en la Figura 1 (izquierda), constará
de una capa de proyección, una capa oculta
y una capa de salida. La capa de proyección
está formada por I entradas y P neuronas,
de tal forma que las neuronas se particionan
en n − 1 conjuntos, cada uno de ellos se co-
rresponde con una palabra de entrada. Cada
palabra de entrada está codiﬁcada localmen-
te, esto es, una unidad de entrada a uno y
las demás a cero. Los pesos entre los conjun-
tos están ligados, con lo que en realidad no
hay n − 1 conjuntos de pesos, sino, un úni-
co conjunto de pesos que es compartido por
los n− 1 conjuntos. Dicho conjunto de pesos
actúa como una matriz que proyecta la en-
trada en una codiﬁcación distribuida en un
espacio continuo, reduciendo la dimensionali-
dad de la entrada. La función de activación
Figura 1: Arquitectura de un modelo de lenguaje de 4-gramas conexionista (izquierda), y el
mismo modelo durante la fase de test tras eliminar la entrada de la red (derecha).
de esta capa de proyección puede ser lineal
o tangente hiperbólica. Esta capa se descarta
después del entrenamiento, convirtiéndose en
una tabla del tamaño del vocabulario (|Ω|),
como muestra la Figura 1 (derecha). La ca-
pa oculta contiene H neuronas con activación
tangente hiperbólica. La capa de salida está
formada por O = |Ω| neuronas con función de
activación softmax. La red neuronal se entre-
na usando el algoritmo de retropropagación
del error incorporando término de regulariza-
ción (weight decay). Como función objetivo
se utiliza la entropía cruzada.
Los modelos de lenguaje conexionistas
se han utilizado con exito en diversas ta-
reas (Schwenk y Gauvain, 2002; Schwenk,
Costa-jussà, y Fonollosa, 2007; Khalilov et
al., 2008), entre ellas traducción automática
estadística. En todos los casos la aplicación
del modelo conexionista ha sido en una etapa
desacoplada del sistema, trabajando con lis-
tas de N -best, o bien aplicándolos sobre gra-
fos de palabras que contienen las N -best. El
objetivo de este trabajo se basa en (Zamora-
Martínez, Castro-Bleda, y España-Boquera,
2009; Zamora-Martínez et al., 2010), donde
ya se ha presentado un sistema de reconoci-
miento que incorpora modelos conexionistas
de forma acoplada.
3. Aceleración de la evaluación de
los modelos conexionistas
El cuello de botella de la red neuronal
cuando se trabaja con grandes vocabularios
se encuentra en su capa de salida, ya que és-
ta tiene tantas unidades como palabras en el
vocabulario. Además, la función de activación
de esta capa es la softmax, que sigue esta fór-
mula:
oi =
exp(ai)∑|Ω|
j=1 exp(aj)
, (7)
siendo ai el resultado del producto escalar de
la i-ésima neurona de salida y oi su activación
tras aplicar la normalización softmax. Esta
función precisa del cómputo de la activación
de todas las neuronas de salida para poder
calcular la constante de normalización de la
softmax que normaliza los valores exp(ai) en-
tre 0,0 y 1,0. Consecuentemente, la red neu-
ronal calcula todas las salidas aunque sola-
mente se vayan a necesitar unas pocas. En la
literatura (Schwenk, 2007) se pueden encon-
trar soluciones al problema de esta función
de activación. Todas ellas se basan en la idea
de usar el modelo de lenguaje conexionista en
una etapa posterior, a diferencia de la aproxi-
mación que estamos presentando que nos per-
mitirá aprovechar las ventajas de los modelos
conexionistas durante la etapa de búsqueda.
Para lograr este objetivo vamos a exten-
der un trabajo anterior (Zamora-Martínez,
Castro-Bleda, y España-Boquera, 2009) don-
de se presentó la idea de precalcular las cons-
tantes de normalización softmax que más pro-
bablemente se necesitarán durante la ejecu-
ción del sistema. De esa manera se consi-
gue reducir signiﬁcativamente el coste compu-
tacional dado que, buscar estas constantes en
una tabla, comparado con el coste de calcular-
las, es casi despreciable. Cuando una constan-
te no se encuentra en la tabla se pueden hacer
dos cosas: o bien se calcula al vuelo, o bien
se utiliza algún tipo de suavizado. La prime-
ra propuesta conlleva un incremento del coste
computacional, la segunda propuesta permi-
te mantener el coste computacional en cotas
reducidas, incluso con redes de gran tamaño,
a costa de una pequeña pérdida en la cali-
dad del modelo. Seguiremos la segunda idea,
cuando una constante no se encuentre, se uti-
lizará un modelo de lenguaje más simple (ba-
jando la n del n-grama, o usando un modelo
de lenguaje estadístico estándar).
4. Segmentación del corpus en
tuplas bilingües
Basándonos en las ideas de (Mariño et al.,
2006), la unidad básica de nuestro modelo de
traducción es la tupla bilingüe. Éstas son ex-
traídas de un corpus bilingüe alineado pala-
bra a palabra entre ambas lenguas. Dicho ali-
neamiento se calcula mediante la herramienta
GIZA++ (Och y Ney, 2003) que implemen-
ta diversos modelos IBM de alineamiento y
traducción (Brown et al., 1993).
Las tuplas se extraen asumiendo alinea-
miento muchos-a-muchos, en contra de otras
aproximaciones similares que asumen uno-a-
uno (Bangalore y Riccardi, 2000), o bien uno-
a-muchos (Casacuberta y Vidal, 2004). Ade-
más el proceso se enriquece mediante el reor-
denamiento de la frase de entrada (Banchs et
al., 2005; Sanchis y Casacuberta, 2006; Costa-
jussà y Fonollosa, 2006), de tal forma que la
extracción de tuplas se realiza estableciendo
como objetivo el orden de las palabras en la
frase destino, haciendo que la frase de entra-
da tenga el orden adecuado para la dirección
de la traducción que se está trabajando. Para
extraer las tuplas seguimos las restricciones
de (Banchs et al., 2005). La Figura 2 mues-
tra un ejemplo de este proceso a partir de
dos frases alineadas. Tendremos en cuenta las
consideraciones explicadas en (Banchs et al.,
2005; Mariño et al., 2006) para atacar el pro-
blema de las palabras sin traducción y de la
búsqueda con reordenamiento.
5. Traductor basado en n-gramas
La traducción basada en n-gramas (Mari-
ño et al., 2006) es un caso especíﬁco de la tra-
ducción con modelos de estados ﬁnitos (Vidal,
1997), en la cual el transductor estimado pa-
ra realizar el proceso de traducción se cons-
Tuplas extraídas
¾ → <NULL>
Musharraf → Musharraf
El de → 's
último → last
acto → act
? → ?
Figura 2: Ejemplo de alineamiento entre dos
frases y el conjunto de tuplas extraídas.
<NULL> representa la palabra vacía.
truye a partir de un modelo de lenguaje de
n-gramas. Denotaremos la frase de entrada
como s, la función r(si) nos dirá la posición
donde se coloca la palabra de entrada si, des-
pués de reordenarla. La frase de salida será t,
el conjunto de tuplas dadas como respuesta
del sistema será T , s(Ti) será la parte corres-
pondiente a la lengua origen de la tupla Ti
y t(Ti) la parte correspondiente a la lengua
destino de la tupla Ti.
5.1. Combinación de modelos
El sistema presentado implementa la bús-
queda de la mejor traducción dentro de una
combinación log-lineal de diversos modelos:
modelo de reordenamiento, modelos léxicos,
modelo de lenguaje de la lengua destino, mo-
delo de lenguaje de tuplas bilingües (modelo
de traducción), penalización del número de
tuplas, y penalización del número de palabras
en la respuesta del sistema. Los modelos de
la combinación log-lineal reciben como entra-
da el conjunto de las tuplas. Extenderemos la
Ecuación (4) de esta manera:
Tˆ = argmax
T
M∑
m=1
λmhm(T ) (8)
Modelo de reordenamiento Este modelo
permite puntuar el reordenamiento aplicado a
las palabras de la frase de entrada, penalizan-
do el cambio de orden de las palabras de la
frase de entrada:
hr(T ) = h′r(s(T )) =
|s|∑
i=1
abs(r(si)− i)
Modelo IBM-1 léxico directo e inverso
Permiten establecer una penalización a prio-
ri de cada una de las tuplas (Mariño et al.,
2006). Para cada tupla del sistema de traduc-
ción se precalcula su puntuación y se guarda
en una tabla. Está basado en las probabili-
dades de los modelos IBM-1 (Brown et al.,
1993):
hs2t(T ) =
|T |∑
i=1
h′s2t(s(Ti), t(Ti))
h′s2t(x, y) = log
1
(|x|+ 1)|y|
|y|∏
j=1
|x|∑
i=0
q(yj |xi)
ht2s(T ) =
|T |∑
i=1
h′t2s(s(Ti), t(Ti))
h′t2s(x, y) = log
1
(|y|+ 1)|x|
|x|∏
i=1
|y|∑
j=0
q(xi|yj)
donde q(tj |si) es la probabilidad de traduc-
ción de si en tj , y q(si|tj) la contraria.
Penalización del número de tuplas y pa-
labras Sirve para penalizar la longitud de la
respuesta del sistema (wip de Word Insertion
Penalty y tip de Tuple Insertion Penalty):
hwip(T ) =
|T |∑
i=1
|t(Ti)| = |t|
htip(T ) = |T |
Modelo de lenguaje bilingüe (modelo de
traducción) Establece la probabilidad de
cada una de las tuplas del sistema condicio-
nada a la secuencia de las n − 1 tuplas an-
teriores y se utiliza para aproximar la proba-
bilidad conjunta p(s, t). De este modelo ten-
dremos más de uno, típicamente al menos el
modelo estadístico y el modelo conexionista,
ambos combinados log-linealmente siguiendo
la Ecuación (8):
Figura 3: Ejemplo de grafo generado para rea-
lizar búsqueda sobre todos los posibles reor-
denamientos de una frase de |s| = 3 palabras.
En el grafo se indica la posición en la frase de
entrada.
hTM (T ) = log
|T |∏
i=1
p(Ti|Ti−1 . . . Ti−n+1)
siendo n la longitud del n-grama.
Modelo de lenguaje de la lengua des-
tino Sirve para puntuar la calidad de la fra-
se resultante en la lengua destino. Calcula la
probabilidad de la frase dada como respuesta
por el sistema, p(t). De nuevo, de este modelo
podemos tener más de uno. En nuestra apro-
ximación tendremos el modelo de n-gramas
estadístico estándar y el modelo conexionis-
ta. Ambos son combinados siguiendo la Ecua-
ción (8):
hLM (T ) = log p(t(T1)t(T2) . . . t(T|T |))
= log
|t|∏
i=1
p(ti|ti−1 . . . ti−n+1)
siendo n la longitud del n-grama.
5.2. Etapas del proceso de
traducción
La idea del sistema completo se basa en
una solución por programación dinámica al
problema del viajante de comercio aplicada al
problema del reordenamiento (Held y Karp,
1971; Tillmann y Ney, 2003), junto con el
algoritmo de Viterbi para buscar el camino
de mejor probabilidad, aplicando poda global
tanto estática (histogram pruning) como di-
námica (beam search) en todas las fases.
Reordenamiento de la entrada A partir
de la frase de entrada se va generando po-
co a poco un grafo con los mejores reordena-
Figura 4: Ejemplo de transformación de un
segmento del grafo de palabras de entrada
(lengua origen), en un segmento de grafo de
tuplas bilingües (vocabulario bilingüe).
mientos, siguiendo una solución por progra-
mación dinámica al problema del viajante de
comercio (Held y Karp, 1971). Dicho grafo
es serializado siguiendo las ideas de trabajos
previos (Boquera, Moya, y Martínez, 2007),
de manera que el grafo se emite siguiendo un
orden topológico, lo que permite incorporar
en el algoritmo de generación del mismo la
puntuación obtenida por el sistema completo
de traducción para tener un criterio de po-
da global. En este punto las aristas del grafo
incorporan la puntuación del modelo de reor-
denamiento. La Figura 3 ilustra un ejemplo
de grafo generado en esta etapa.
Generación del grafo de tuplas A partir
del grafo de palabras reordenadas de la frase
de entrada se genera un grafo de tuplas bilin-
gües. Dicho grafo incorporará la puntuación
de los modelos léxicos IBM-1 directo e inver-
so, que se combina con la puntuación de la
etapa anterior. La Figura 4 ilustra un ejem-
plo de cómo se genera un trozo del grafo de
tuplas bilingües a partir del grafo de palabras
de la lengua origen.
Búsqueda de la mejor traducción
Cuando llegamos a esta última etapa, la deco-
diﬁcación se reduce a la búsqueda del camino
de máxima probabilidad en un grafo dirigido
y sin ciclos, que se resuelve por programación
dinámica mediante el algoritmo de Viterbi.
En este punto se añade el modelo de lenguaje
bilingüe así como el modelo de lenguaje de la
lengua destino, que se combinan entre sí y con
la puntuación dada por las etapas anteriores.
6. Experimentación
El sistema está todavía en desarrollo y
es muy preliminar, pero podemos presen-
tar resultados que corroboran la posibilidad
de utilizar los modelos conexionistas duran-
te la etapa de decodiﬁcación. El experimento
se ha realizado con el corpus descrito en el
Cuadro 1, escogiendo la dirección de traduc-
ción español-inglés, correspondiente al corpus
NewsCommentary10 distribuido para la cam-
paña de evaluación del Workshop of Machine
Translation del año 2010 (WMT'10). El ali-
neamiento palabra a palabra, en ambas direc-
ciones de la traducción, se ha calculado me-
diante la herramienta Gizza++, y se ha ob-
tenido un único alineamiento a partir de los
dos anteriores mediante la opción grow-diag-
ﬁnal-and de Moses (Koehn et al., 2007).. El
corpus ha sido segmentado en tuplas, y se ha
entrenado un modelo de 4-gramas estándar
con la herramienta SRI LM (Stolcke, 2002),
que servirá de baseline. También se ha entre-
nado un modelo de 4-gramas para el inglés,
con el corpus NewsCommentary monolingüe
suministrado de nuevo durante la campaña
de evaluación del WMT'10, con 125 879 fra-
ses y 2 973 711 palabras. Para ambos mode-
los se ha utilizado la técnica de descuento
modiﬁed Knesser-Ney, conﬁgurando la he-
rramienta para entrenar el modelo interpo-
lando la probabilidad de todos los niveles de
n-gramas.
El modelo de traducción conexionista es-
tá compuesto por redes entrenadas para 4-
gramas, 3-gramas y 2-gramas, siguiendo la
técnica de suavizado descrita en (Zamora-
Martínez, Castro-Bleda, y España-Boquera,
2009), entrenadas con el mismo corpus de tu-
plas que el baseline, con 100 unidades por pa-
labra en la capa de proyección y 150 unidades
en la capa oculta. El vocabulario de tuplas se
ha restringido, entrenando la red con las 20K
tuplas más frecuentes.
El modelo de lenguaje conexionista para la
lengua destino (inglés) está compuesto por
redes neuronales entrenadas para 4-gramas,
3-gramas y 2-gramas, con 80 unidades como
proyección de cada palabra y 100 en la capa
oculta para bigramas y trigramas, y 120 para
el 4-grama. Las redes neuronales se han en-
trenado utilizando como vocabulario las 15K
palabras más frecuentes en el corpus del Cua-
dro 1, entrenándose con el mismo corpus que
el modelo de lenguaje del baseline.
Se ha utilizado el proceso iterativo conoci-
do como MERT, descrito en (Och, 2003), para
estimar los coeﬁcientes de la combinación log-
lineal. Los resultados obtenidos se pueden ver
en el Cuadro 2. El baseline utiliza únicamen-
te modelos de n-gramas estándar (7 paráme-
tros en la combinación log-lineal). El sistema
NN LM combina los modelos del baseline jun-
NewsCommentary10 Test08+Test09 Test10
ES EN ES EN ES EN
Líneas 80 943 80 943 4 576 4 576 2 489 2 489
Palabras 1 823 915 1 625 144 120 689 115 360 65 500 61 924
Vocabulario 53 543 38 788 15 349 12 731 10 782 8 905
OOV 0 0 4 128 3 318 2 404 2 004
Cuadro 1: Estadísticas del corpus utilizado para entrenar el sistema de traducción. Como conjunto
de desarrollo se han escogido los tests de la WMT'10 de los años 2008 y 2009 concatenados, y
como conjunto de test el oﬁcial del año 2010.
Sistema Test08+Test09 Test10
Baseline 19.6/62.5 21.7/58.7
NN LM 20.4/61.9 22.5/58.1
Moses 20.3/62.0 22.5/58.1
Cuadro 2: Resultados sobre el conjunto
de validación y de test. Se muestran en
BLEU/TER.
to a los modelos conexionistas descritos ante-
riormente (9 parámetros en la combinación
log-lineal). Como referencia se ha entrenado
también un sistema de traducción basada en
segmentos con la herramienta Moses (Koehn
et al., 2007), utilizando el mismo modelo de
lenguaje del inglés que el baseline (14 pará-
metros en la combinación log-lineal).
En el Cuadro 2 se puede observar que el
sistema de traducción conexionista mejora el
baseline en 0,8 puntos de BLEU y 0,6 puntos
de TER. El sistema NN LM logra alcanzar los
resultados de Moses, que es el estado del arte
actual, aun partiendo de un baseline todavía
en desarrollo y que está en proceso de mejora.
7. Conclusiones
En este trabajo se presenta un sistema
completo de traducción donde el modelo de
lenguaje conexionista se utiliza de forma
acoplada en la búsqueda del decodiﬁcador.
Bajo el marco de la traducción basada en
n-gramas (Mariño et al., 2006), y extendiendo
las ideas presentadas en (Zamora-Martínez,
Castro-Bleda, y España-Boquera, 2009) pa-
ra acelerar el uso de modelos de lenguaje co-
nexionistas, se ha logrado integrar las redes
neuronales en el decodiﬁcador. Todos los tra-
bajos realizados hasta el día de hoy que han
utilizado modelos de lenguaje conexionistas,
han delegado su aplicación a una segunda eta-
pa, donde se utilizan para repuntuar listas
de las N -best hipótesis dadas como respuesta
por un sistema de traducción automática ba-
se. La experimentación presentada reaﬁrma la
validez de la aproximación propuesta. Como
trabajo futuro se plantea realizar un análisis
más profundo de hasta dónde pueden llegar
los modelos conexionistas cuando se integran
en el proceso de decodiﬁcación, en lugar de
utilizarse en una segunda etapa desacoplada.
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