Time-Division Duplexing (TDD) allows to estimate the downlink channels for an arbitrarily large number of base station antennas from a finite number of orthogonal pilot signals in the uplink, by exploiting channel reciprocity. Therefore, while the number of users per cell served in any time-frequency channel coherence block is necessarily limited by the number of pilot sequence dimensions available, the number of base station antennas can be made as large as desired. Based on this observation, a recently proposed very simple "Massive MIMO" scheme was shown to achieve unprecedented spectral efficiency in realistic conditions of user spatial distribution, distance-dependent pathloss and channel coherence time and bandwidth.
I. INTRODUCTION
Multiuser MIMO (MU-MIMO) technology is being intensively studied for the next generation wireless cellular systems (e.g., LTE-Advanced [1] ). Schemes where antennas of different Base Stations (BSs) are jointly processed by centralized BS controllers are usually referred to as "network-MIMO" architectures (e.g., [2] - [8] ). It is well-known that the improvement obtained from transmit antenna joint processing is limited by a "dimensionality" bottleneck [9] - [11] . In particular, the high-SNR capacity of a single-user MIMO system with N t transmit antennas, N r receiving antennas, and fading coherence block length T complex dimensions, 1 scales as C(SNR) = min{N t , N r , T /2} log SNR+O(1) [13] , [14] . Therefore, even by pooling all base stations into a single distributed macro-transmitter with N t 1 antennas and all user terminals into a single distributed macro-receiver with N r 1 antennas, the system degrees of freedom 2 are eventually limited by the fading coherence block length T . While this dimensionality bottleneck is an inherent fact, emerging from the high-SNR behavior of the capacity of MIMO block-fading channels, [14] (see also [15] ) the same behavior also characterizes the capacity scaling of MU-MIMO systems based on explicit training for channel estimation, and can be interpreted as the effect of the "overhead"
incurred by pilot signals [16] .
For frequency-division duplex (FDD) systems, the training overhead required to collect channel state information at the transmitters (CSIT) grows linearly with the number of cooperating transmit antennas.
Such overhead restricts the MU-MIMO benefits that can be harvested with a large number of transmit antennas, as shown in [10] using system-level simulation and in [11] using closed-form analysis based on the limiting distribution of certain large random matrices.
For Time Division Duplexing (TDD) systems, exploiting channel reciprocity [17] , [18] , the CSIT can be obtained from the uplink training. In this case, the pilot signal overhead scales linearly with the number of active users per cell, but it is independent of the number of cooperating antennas at the BSs.
As a result, for a fixed number of users scheduled for transmission, the TDD system performance can be significantly improved by increasing the number of BS antennas.
Following this idea, Marzetta [18] has shown that simple Linear Single-User BeamForming (LSUBF) 1 The fading coherence block length T , measured in signal complex "dimensions" in the time-frequency domain is proportional to the product WcTc, where Tc (s) denotes the channel coherence interval, and Wc (Hz) denotes the channel coherence bandwidth [12] . 2 The system Degrees of Freedom (DoFs) are defined as the pre-log factor of the system capacity C(SNR), i.e., DoFs = lim SNR→∞ C(SNR) log SNR of the proposed system architecture, since it allows an accurate and rapid selection of the best network-MIMO scheme for each user bin without resorting to cumbersome and time-consuming Monte Carlo simulation. In fact, the system parameters in the considered family of network-MIMO schemes are strongly mutually dependent, and the system optimization without the analytical tools developed here would just be infeasible.
We hasten to say that the ideas of dynamic clustering of cooperating BSs, and multimodal MU-MIMO downlink have appeared in a large number of previous works (see for example [24] - [28] . Giving a fair account of this vast literature would be impossible within the space limits of this paper. Nevertheless, we wish to stress here that the novel contribution of this paper is a systematic approach to multi-modal system optimization based on simple closed-form expressions of the spectral efficiency of each network-MIMO scheme in the family, and on scheduling across the schemes (or "modes") in order to maximize a desired network utility function.
The remainder of this paper is organized as follows. In Section II, we describe the family of proposed network-MIMO schemes. We discuss the uplink training, MMSE channel estimation and pilot contamination effect for TDD-based systems in Section III.
In Section IV, we analyze the network-MIMO architectures under considerations and and provide expressions for their achievable rate in the largesystem limit. Scheduling under specific fairness criteria and the corresponding system spectral efficiency is presented in Section V. Numerical results including comparison with finite dimensional simulation results are presented in Section VI and concluding remarks are given in Section VII.
II. SYSTEM MODEL
The TDD cellular architecture for high-data rate downlink proposed in this work is based on the following elements:
1) A family of network-MIMO schemes, defined in terms of the size and shape of clusters of cooperating BSs, pilot reuse across clusters, frequency reuse factor, and downlink linear precoding scheme;
2) A partitioning of the user population into bins, according to their position in the cellular coverage area;
3) The determination of the optimal network-MIMO scheme in the family for each user bin, creating an association between user bins and network-MIMO schemes;
4) Scheduling of the user bins in time-frequency in order to maximize a suitable concave and componentwise non-decreasing network utility function of the ergodic user rates. The network utility function is chosen in order to reflect some desired notion of fairness (e.g., proportional fairness [21] , [29] - [32] ). When a given bin is scheduled, the associated optimized network-MIMO architecture is used.
Invoking well-known convergence results [22] , [23] , we use the "large-system analysis" approach for multi-antenna cellular systems pioneered in [21] , [33] - [35] . In particular, we use the results of [11] , which can be easily applied to our system model, and analyze the performance of the network-MIMO schemes in the considered family while scaling the number of users in each bin, the number of antennas per BS and the small-scale fading coherence block length to infinity, with fixed ratios. We define a system size parameter indicated by N , and let all the above quantities scale linearly with N → ∞. Specifically, we let M N denote the number of BS antennas, LN denote the channel coherence block length, and U N denote the number of users per location (a bin is defined as a set of discrete locations in the cellular coverage, see Section II-A), for given constants M, L and U .
A. Cellular layout and frequency reuse
Base stations, cells and clusters: The system geometry is concisely described by using lattices on the real line R (for 1-dimensional layouts [8] , [10] ) or on the real plane R 2 (for 2-dimensional layouts [18] ). Consider nested lattices Λ ⊆ Λ bs ⊆ Λ u in R (resp., R 2 ). The system coverage region is given by the Voronoi cell V of Λ centered at the origin. 3 BSs are located at points b ∈ Λ bs ∩ V. The finer lattice Λ u defines a grid of discrete user locations, as explained later in this section. We let B = |Λ bs ∩ V| denote the number of BSs in the system. In system studies reported in the standardization of 4th generation cellular systems [36] , [37] it is customary to consider a 2-dimensional hexagonal layout formed by 19 cells, as shown in Fig. 1 .
In this case, Λ bs = AZ 2 and Λ = ABZ 2 , with
where r denotes the distance between the center of a small hexagon and one of its vertices. We have B = det(B) = 19, and the distance between the closest two points in Λ bs is √ 3r. ♦ For the sake of symmetry, in order to avoid "border effects" at the edges of the coverage region, all distances and all spatial coordinates are defined modulo Λ. The modulo Λ distance between two points u, v in R (resp., R 2 ) is defined as
where x mod Λ = x−arg min λ∈Λ |x−λ|. Cell V b is defined as the Voronoi region of BS b ∈ Λ bs ∩V with respect to the modulo-Λ distance, i.e.,
with R 2 for the 2-dimensional case). The collection of cells {V b } forms a partition of V into congruent regions.
A "clustering pattern" u(C), defined by the set of BS locations C = {b 0 , . . . , b C−1 } with b j ∈ Λ bs ∩ V and rooted at b 0 = 0, is the collection of BS location sets (referred to as "clusters" in the following)
We focus on systems based on single-cell processing (C = 1), or with joint processing over clusters of small size: C = 2 in the 1-dimensional case, and size C = 3 in the 2-dimensional case, as shown in Fig. 2 . It turns out that larger clusters do not achieve better performance due to the large training overhead incurred, while requiring higher complexity. Therefore, our results are not restrictive in terms of cluster size, since they capture the best system parameters configurations.
Example 3:
In the 1-dimensional case of Example 1, with C = 1 and C = 2, we have u({0}) = {{0}, {1}, . . . , {B − 1}}. and u({0, 1}) = {{0, 1}, {1, 2}, . . . , {B − 1, 0}}, respectively. ♦
User location bins:
We assume a uniform user spatial distribution over the coverage region. For the sake of analytical simplicity, we discretize the user distribution into a regular grid of user locations, corresponding to the points of the lattice translate Λ u = Λ u + u 0 , where u 0 = 0 is chosen such that Λ u is symmetric with respect to the origin and no points of Λ u fall on the cell boundaries.
A "user bin" v(X ), defined by the set of user locations X = {x 0 , x 1 , . . . , x m−1 } with x i ∈ Λ u , is the collection of user location sets (indicated by "groups" in the following)
In particular, we choose X to be a symmetric set of points with respect to the positions of the BSs comprising cluster C. The reason for this symmetry is two-fold: on one hand, a symmetric set generalizes the single location case and yet provides a set of statistically equivalent users (same set of distances from all BSs in the cluster), thus providing a richer system optimization parameter space. On the other hand, symmetry yields very simple closed-form expressions in the large-system analysis, by means of [11, Th. 3].
Example 5: In the 1-dimensional case of Example 1, we are interested in the cases X = {−x, x} and
, as shown in Fig. 2 . This yields the bins
respectively. ♦
Cluster/group association and user group rate: The BSs forming a cluster are jointly coordinated by a "cluster controller" that collects all relevant channel state information and computes the beamforming coefficients for the desired MU-MIMO precoding scheme. For given sets {X , C}, the users in group X +c are served by the cluster C + c, for all c ∈ Λ bs ∩ V (see Fig. 2 ). By construction, each BS belongs to C clusters and transmits signals from all the C corresponding cluster controllers. These signals may share the same frequency band, or be defined on orthogonal subbands, depending on the system frequency reuse factor defined later in this section. There are mU N users in each group X + c, and CM N jointly coordinated antennas in each cluster C + c. We assume mU ≥ CM , such that the downlink DoFs are always limited by the number of antennas. 4 The number of users effectively scheduled and served on each given slot is denoted by SN . We refer to these users as the "active users", and to the coefficient S ∈ [0, CM ] as the "loading factor". Depending on the geometry of X and C and on the type of beamforming used (see Section IV) S can be optimized for each pair {X , C}. We restrict to consider 4 A system with mU < CM is not fully loaded, in the sense that the infrastructure would support potentially a larger number of users.
schemes that serve an equal number SN/m of active users per location x ∈ X + c. As anticipated before, by symmetry the users in the same bin are statistically equivalent. Therefore, without loss of generality,
we may assume that a round-robin scheduling picks all subsets of size SN out of the whole mU N users in each group with the same fraction of time. In this way, the aggregate spectral efficiency of the group (indicated in the following a "group spectral efficiency") is shared evenly among all the users in the group.
Frequency reuse: The frequency reuse factor of the scheme is denoted by F . This can also be optimized for each given pair {X , C}. The system bandwidth is partitioned into F subbands of equal width. For F = 1, all clusters in u(C) transmit on the whole system bandwidth. For F > 1, clusters are assigned different subbands according to a regular reuse pattern. For the 1-dimensional layout, any integer F dividing B is possible. For the 2-dimensional layout, we consider reuse factors given by F = i 2 + ij + j 2 for non-negative integer i and j [38] . For later use, we define D(f ) as the set of clusters active on subband f ∈ {0, . . . , F − 1}. across the BS antennas, the subbands and the users (independent small-scale Rayleigh fading). In the considered network-MIMO schemes, active users are served with equal transmit power equal to 1/S.
Hence, the total transmit power per cluster is equal to N . Since each BS simultaneously participates in C clusters, also the total transmit power per BS is equal to N . Since we consider the limit for N → ∞, the channel coefficients are normalized to have variance 1/N , such that the received signal power is independent of N . This provides the correct scaling of the elements of the random channel matrices in 8 order to obtain the large-system limit results. We let the channel vector covariance matrix be given by
is independent of the user index k and on the subband index f , since the channels are identically distributed across subbands and co-located users.
Under the standard block-fading assumption [11] - [14] , [18] , the channel vectors are constant on each subband for blocks of length LN signal dimensions. Without loss of generality, we assume that these coherence blocks also correspond to the scheduling slot. Each slot is partitioned into an uplink training phase, of length L P N and a downlink data phase, of length L D N . In this section we deal with the data phase, while the training phase is addressed in Section III. For the sake of notation simplicity, the slot "time" index is omitted: since we care about ergodic (average) rates, only the per-block marginal channel statistics matter. The data-bearing signal transmitted by cluster C + c on subband f is denoted by
where the matrix U c (f ) ∈ C LDN ×SN contains the codeword (information-bearing) symbols arranged by columns. We assume that users' codebooks are drawn from an i.i.d. Gaussian random coding ensemble with symbols ∼ CN (0, 1/S). Achievable rates shall be obtained via the familiar random coding argument [39] with respect to this input distribution. The matrix V c (f ) ∈ C CM N ×SN contains the beamforming vectors arranged by columns, normalized to have unit norm. It is immediate to verify that, indeed, the average transmit power of any cluster C+c, active on frequency f , is given by
Recalling the definition of D(f ), the received signal for user k at location x + c : x ∈ X is given by
where
Notice that a scheme using frequency reuse F > 1 transmits with total cluster power N over a fraction 1/F of the whole system bandwidth. This is taken into account by letting the noise variance per component be equal to 1/F , in the signal model (5).
By construction, the encoded data symbols for user k at location x + c : x ∈ X , are the entries of the k-th column of U c (f ). The columns k = k of U c (f ) form the intra-cluster (multiuser) interference for user k. All other signals U c (f ), with c ∈ D(f ), c = c, form the Inter-Cluster Interference (ICI). As 5 We use diag(Ma : a ∈ A) to indicate a block-diagonal matrix with diagonal blocks Ma, for some index a taking values in the ordered set A, and In to indicate the n × n identity matrix. seen in Section IV, intra-cluster interference and ICI are handled by a combination of beamforming and frequency reuse.
III. UPLINK TRAINING AND CHANNEL ESTIMATION
The CSIT is obtained on a per-slot basis, by letting all the scheduled (i.e., active) users in the slot sent pilot signals over the L P N dimensions dedicated to uplink training. 6 We fix {X , C} and focus on the SN active users in the groups X + c : c ∈ D(f ). These users must send SN orthogonal pilot signals to allow channel estimation at their corresponding serving clusters C + c : c ∈ D(f ).
A. Pilot reuse scheme
Let L P = QS, where Q ≥ 1 is an integer pilot reuse factor that can be optimized for each {X , C}. Let Φ ∈ C QSN ×QSN be a scaled unitary matrix, such that Φ H Φ = α ul QSN I QSN , where α ul denotes the uplink transmit power per user during the training phase. The columns of Φ are partitioned into Q disjoint blocks of size SN columns each, denoted by Φ 0 , . . . , Φ Q−1 and referred to as training codebooks. These are assigned to the groups in a periodic fashion, such that the same training codebook Φ q is reused every
For later use, we let q(c) ∈ {0, . . . , Q − 1} denote the index of the training codebook allocated to group X + c, and define P(q, f ) = {c ∈ D(f ) : q(c) = q} as the set of clusters active on subband f and using training codebook q. Pilot reuse is akin frequency reuse, but in general Q and F may be different in order to allow for additional flexibility in the system optimization.
Example 7:
In the 1-dimensional layout with C = 2, C = {0, 1} and X = {x, 1 − x} we may have F = 1 (i.e., each cluster is active on the whole system bandwidth) and Q = 2 (i.e., two mutually orthogonal training codebooks are used alternately, such that the same set of uplink pilot signals is reused in every other cluster, as shown in Fig. 4) . ♦
B. MMSE channel estimation and pilot contamination
The uplink signal received by the CM N antennas of cluster C + c : c ∈ D(f ), during the training phase, is given by
6 As done in [18] , also our analysis is slightly optimistic since it only accounts for the overhead and degradation due to uplink noisy channel estimation, while it assumes genie-aided overhead-free "dedicated training" to support coherent detection during data-transmission. As shown in [16] , the effect of noisy dedicated training is minor relatively to the CSIT estimation error.
Because of TDD reciprocity, the uplink channel matrix H c ,c (f ; X ) ∈ C CM N ×SN contains the downlink channels h k,c ,c (f ; x) arranged by columns, for all active users k = 1, . . . , SN/m at all locations x + c : for all the active users in the corresponding served group X + c.
By projecting Y c (f ) onto the column of Φ q(c) associated to user k at location x + c : x ∈ X and dividing by α ul QSN , the relevant observation for estimating the h k,c,c (f ; x) is given by
Invoking the well-known MMSE decomposition, we can write
where the channel estimate h k,c ,c (f ; x) and the error vector e k,c ,c (f ; x) are zero-mean uncorrelated jointly complex circularly symmetric Gaussian vectors (and therefore statistically independent due to joint Gaussianity). After some straightforward algebra (omitted for brevity), we obtain the covariance
, and where we define
with
The desired channel estimate at cluster C + c is given by h k,c,c (f ; x), obtained by letting c = c in (8) - (12) . Notice that the training phase observation r k,c (f ; x) in (7) contains the superposition of all the channel vectors h k,c ,c (f ; x) of the users k at location x + c : x ∈ X , for all c ∈ P(q(c), f ), i.e., sharing the same pilot signal. This is the so-called pilot contamination effect, which is a major limiting factor in the performance of TDD systems [18] , [19] . Because of pilot contamination, the MMSE estimate
is correlated with the channels h k,c ,c (f ; x), for all c ∈ P(q(c), f ).
Next, we express the channel vector h k,c ,c (f ; x) for c ∈ P(q(c), f ) in terms of the estimate h k,c,c (f ; x)
and a component independent of h k,c,c (f ; x). This decomposition is useful to proof the main results of Theorems 1, 2 and 3 in Section IV-B and it is the key to understand qualitatively the pilot contamination effect. From (8) , and since Σ c,c (x) is invertible, we have
Using (9) into (13), the channel vector h k,c ,c (f ; x) from the antennas of cluster C + c to the unintended user k at location x + c : x ∈ X can be written as
Joint Gaussianity, the mutual orthogonality of h k,c ,c (f ; x) and e k,c ,c (f ; x) and the fact that all covariance matrices are diagonal imply that h k,c,c (f ; x) and e k,c ,c (f ; x) are mutually independent.
As anticipated before, (14) reveals qualitatively the pilot contamination effect. With LSUBF, as in [18] , cluster C + c serves user k at location x + c with beamforming vector h k,c,c (f ; x)/ h k,c,c (f ; x) , which is strongly correlated with the channel vector h k,c ,c (f ; x) towards the unintended user k at location
x + c , sharing the same pilot signal. It follows that some constant amount of interfering power, that does not vanish with N → ∞, is sent in the "spatial direction" of this user, leading to an interference limited system, as exactly quantified by Theorem 1 in Section IV-B. For the family of LZFBF schemes considered in this work, the pilot contamination effect is less intuitive, and it is precisely quantified by Theorems 2 and 3 in Section IV-B.
IV. MU-MIMO PRECODERS AND ACHIEVABLE RATES
In the family of network-MIMO schemes considered in this work, the beamforming matrix V c (f ) is calculated as a function of the estimated channel matrix H c,c (f ; X ). The schemes differ by the type of beamforming employed. In particular, we consider LZFBF where any active user k at location x + c :
x ∈ X , imposes ZF constraints on J ≥ 0 clusters. A ZF constraint consists of the set of linear equations
where v j,c (f ; x ) denotes the column of V c (f ) corresponding to user j at location x + c : x ∈ X .
A. Beamforming
Next we provide expressions for the cluster precoders for different choice of the parameter J.
Case J = 0: In this case no ZF constraints are imposed. Hence, we have
where the operation UNorm{·} indicates a scaling of the columns of the matrix argument such that they have unit norm. It is immediate to see that (16) coincides with the Linear Single-User Beamforming (LSUBF) considered in [18] .
Case J = 1: In this case any active user imposes ZF constraints on its own serving cluster. This yields the classical single-cluster LZFBF, for which
denotes the Moore-Penrose pseudo-inverse of the full column-rank matrix
is orthogonal to the estimated channels h j,c,c (f ; x ) for all other active users (j, x ) = (k, x) in the same cluster C + c, i.e., ZF is used to tackle intra-cluster interference, but nothing is done with respect to ICI.
Case J > 1: In this case, beyond the ZF constraints imposed to the serving cluster, each user imposes additional ZF constraints to J −1 neighboring clusters in order to mitigate the ICI. Mitigating ICI through the beamforming design provides an alternative approach to frequency reuse and, in general, might be used jointly with frequency reuse. Let's focus on cluster C + c. This is subject to ZF constraints imposed by its own users (i.e., users in group X + c), as well as by some users at some locations x + c : x ∈ X for J − 1 neighboring clusters c = c. In order to enable such constraints, the c-th cluster controller must be able to estimate the channels of these out-of-cluster users. This can be done if these users employ training codebooks with indices q = q(c). In particular, J > 1 can be used only if the pilot reuse factor Q is larger than 1. In some cases, only the channel subvectors to the nearest BS in the cluster can be effectively estimated, since there are other users sharing the same pilot signal that are received with a stronger path coefficient. Then, the channel subvectors that cannot be estimated are treated as zero. Since these schemes are complicated to explain in full generality, we shall illustrate two specific examples, the generalization of which is cumbersome but conceptually straightforward, and can be worked out by the reader if interested in other specific cases. 
be the matrix of dimension 2M N × 2SN of all estimated channels at cluster controller c, where the first block corresponds to the desired active users and the remaining blocks correspond to users in the adjacent clusters for which a ZF constraint is imposed. Then,
where [·] m n extracts the columns from n to m of the matrix argument. This scheme can be generalized to J = Q, where each cluster c satisfies ZF constraints for the desired SN active users in its own cluster and for a total of (J − 1)SN additional users in the nearest location of neighboring clusters. ♦ 
be the matrix of dimension 2M N × 3SN of all estimated channels at cluster controller c, where
indicates elementwise product and where
are masking matrices that null out the subvectors of the channels that are treated as zero in the beamforming design. Then, V c (f ) is again given by (20) although in this case M c (f ; X ) is given by (21) instead of (19) . This scheme can be generalized to J = C(Q − 1) + 1, where each cluster c satisfies ZF constraints for the desired SN active users in its own cluster and for a total of (J − 1)SN additional users in the neighboring clusters, with some channel sub-vectors set to zero. ♦
B. Achievable group spectral efficiency
Letting R (N )
k,c (f ; x) denote the spectral efficiency (in bit/s/Hz) of user k at location x + c : x ∈ X , served by cluster c according to a scheme as defined above, we define the group spectral efficiency of bin v(X ) as
In Appendices A and B, we prove the following results.
Theorem 1: For given sets X , C, and system parameters F, S and Q, in the limit of N → ∞, the following group spectral efficiency of bin v(X ) is achievable with LSUBF precoding (J = 0):
and
are coefficients that depend uniquely on the system geometry, frequency and pilot reuse, but are independent of the loading factor S and of the BS antenna factor M .
As a corollary of Theorem 1, we can recover the result of [18] . It is sufficient to let M → ∞ in (23) and obtain the regime of infinite number of BS antennas per active user. Particularizing this for fixed S, C = 1, and Q = 1 as in [18] , the group spectral efficiency becomes
As observed in [18] , in this regime the system spectral efficiency is uniquely limited by the ICI due to pilot contamination.
The next result yields the achievable group spectral efficiency of LZFBF in the case of single-cell processing (i.e., for C = 1). We define E(x) as the set of J − 1 clusters c = 0 with centers closest to
Theorem 2: For given set X , C = 1 (i.e., C = {0}), and system parameters F, S and Q, in the limit of N → ∞, the following group spectral efficiency of bin v(X ) is achievable with LZFBF precoding (J ≥ 1):
In passing, we notice that the limit of (28) for M → ∞, coincides with (27) . Therefore, as observed in [18] , in the "Massive MIMO" regime LZFBF yields no advantage over the simpler LSUBF.
The case of LZFBF with multicell processing (C > 1) needs some more notation. First, as illustrated in Examples 8 and 9, we consider the cases J = 1, J = Q and J = C(Q − 1) + 1, referred to as cases (a), (b) and (c), respectively, for the sake of brevity. In case (c) it is useful to define b(x, c) = arg min{d Λ (x, c + b) : b ∈ C}, i.e., the closest BS to location x ∈ X in cluster c ∈ E(x). For C > 1, an exact asymptotic ICI power expression cannot be found due to the complicated statistical dependence of beamforming vectors and channel vectors due to pilot contamination. However, the following result yields an achievable rate based on an upper bound on the ICI power (see details in Appendix B):
Theorem 3: For given sets X , C with C > 1, and system parameters F, S and Q, in the limit of N → ∞, the following group spectral efficiency of bin v(X ) is achievable with LZFBF precoding (J ≥ 1):
g 0,c (x), in cases (a) and (b),
V. SCHEDULING AND FAIRNESS
Consider a system with K bins, {v(X 0 ), . . . , v(X K−1 ), defined by sets X k of symmetric locations chosen to uniformly discretize the cellular coverage region V. The net bin spectral efficiency in bit/s/Hz, for each bin v(X k ), is obtained by maximizing over all possible schemes in the family, i.e., over all possible clusters C of size C = 1, 2, . . ., frequency reuse factor F , loading factor S, pilot reuse factor Q, and beamforming scheme indicated by J, the product
where the first term takes into account the pilot dimensionality overhead, and the second term is the spectral efficiency of the data phase for a given network-MIMO scheme, given by Theorems 1, 2 or 3, depending on the case. The maximization of (35) is subject to the constraint JS ≤ CM , which becomes relevant for J > 0 (i.e., for LZFBF precoding). Maximizing (35) requires searching over a discrete parameter space (apart from S, which is continuous). The simple closed-form expressions given in Theorems 1, 2 and 3 allow for an efficient system optimization, avoiding lengthy Monte Carlo simulations.
Suppose that for each bin v(X k ), the best scheme in the family of network-MIMO schemes is found, and let R (X k ) denote the corresponding maximum of (35) . Then, a scheduler allocates the different bins on the time-frequency slots in order to maximize some desired network utility function of the user rates. With randomized or round-robin selection of the active users in each bin, each user in bin v(X k )
shares on average an equal fraction of the product ρ k R (X k ), where ρ k is the fraction of time-frequency slots allocated to bin v(X k ). Under the assumption that users in the same bin should be treated with equal priority, we can focus on the maximization of a componentwise non-decreasing concave network utility function of the bin spectral efficiencies, denoted by G(R 0 , . . . , R K−1 ). The scheduler determines the fractions {ρ k } by solving the following convex problem:
For example, if Proportional Fairness (PF) [30] is desired, we have
resulting in the bin time-frequency sharing fractions ρ k = 1/K (each bin is given an equal amount of slots). In contrast, if the minimum user rate is relevant, we can impose max-min fairness by considering the function
This results in the bin time-frequency sharing fractions
. More in general, a whole family of scheduling rules including (37) and (38) as special cases is obtained by using the so-called α-fairness network utility function, as defined in [29] .
VI. NUMERICAL RESULTS AND DISCUSSION
In this section, we present some illustrative numerical results showing the following facts: 1) the asymptotic large-system analysis yields a very accurate approximation of the performance (obtained by monte Carlo simulation) of actual finite-dimensional systems; 2) the proposed architecture based on partitioning the users' population in homogeneous bins and serving each bin with specifically tailored network-MIMO scheme provides significant gains with respect to the "Massive MIMO" scheme of [18] , in the relevant regime of a finite number of BS antennas per active user.
At this point, it is worthwhile to make a comment on the convergence of finite-dimensional systems to the large-system limit as N → ∞. The approach of analyzing multiuser communication systems affected by random parameters (such as random channel matrices or random spreading matrices in CDMA) in the limit of large dimension in order to exploit the rich, powerful and elegant theory of limiting distributions of large random matrices [20] was pioneered in [40] , [41] in the case of random-spreading CDMA, and successfully applied to single-user MIMO channels (see for example [42] - [45] ) and to network-MIMO cellular systems [11] , [21] , [33] - [35] . It was observed experimentally and proved mathematically (e.g., see [22] , [23] ) that the convergence of the actual finite-dimensional system spectral efficiency to the corresponding large-system limit is very fast, as the system dimension N increases. In particular, well-known techniques can be used to analyze the "fluctuation" of the quantities of interest around their large-system limit for large but finite N . Typically, finite-N "concentration" results are analogous to the Central Limit Theorem for i.i.d. random variables, but the convergence is much faster owing to the fact that the eigenvalues of the matrices appearing in the spectral efficiency expressions are strongly correlated (see for example the discussion of the results in [23] ). Since this convergence analysis is standard but cumbersome, and invariably points out that the large-system results are very good predictions of the actual performance in cases of practical interest, here we focused only on the limit for N → ∞ and provided a comparison with finite-dimensional simulation in order to corroborate our claims. (not included in the figure) attains significantly better performance. As anticipated above, the limit for N → ∞ matches very accurately with the Monte Carlo simuation even for very small N (we used the minimum possible N = 1 in this case). For this reason, in the following we present only the results for the large-system limit, obtained using the closed-form expressions of Theorems 1, 2 and 3.
In the 2-dimensional case, we considered the layout with B = 19 hexagonal cells as shown in Fig. 1 .
For comparison, we assume the same system model as in [18] , with channel coherence block dimension, the cell radius, and pathloss model given by L P = 84, 1.6 km, and g(x, b) in the same form as before, with parameters G 0 = 10 6 , δ = 0.1 km, and α = 3.8, respectively. Log-normal shadowing, considered in [18] , is not considered here (see the comment in Section VII). We considered schemes with cluster size C = 1 and C = 3, K = 16 bins with 48 user locations, where the cluster and bin layout are qualitatively described in Fig. 2 . The frequency reuse factor F and pilot reuse factor Q are selected between 1 and 3 and, when F or Q = 3, the frequency subbands or training codebooks are allocated to clusters as shown in Fig. 1 where different colors denotes different subbands or training codebooks. Fig. 7 illustrates the optimum over the family of network-MIMO schemes for (a) M = 20 and (b) M = 100.
In both cases, (1, 1, 1) is optimal in the inner part of the cell, but schemes with (3, 3, 1) or (3, 1, 1) yield better performance for locations near cell boundary. We notice also that the inner area within which the (1,1,1) scheme is the best increases with the BS antenna factor M .
Next, we compare the performance of the proposed architecture with the one advocated in [18] . Fig. 8 shows the bin-optimized spectral efficiency normalized by the spectral efficiency of (1, 1, 0), Q = 1 scheme (corresponding to [18] ), under two-dimensional layout with M = 50. The gain of the proposed architecture ranges from about 40% to 580%, depending on the users' location. Fig. 9 shows the system throughput as a function of M in the two-dimensional layout. The throughput obtained for fixed parameters in the considered family of network-MIMO schemes, as well as for the bin-optimized mixedmode letting the scheduler choose the bin and the associate network-MIMO scheme as described in Section V is shown, and compared with the reference performance of the (1, 1, 0) , Q = 1 scheme. The cluster scheme includes two cases where the cluster pattern is fixed as one of two shown in Fig. 2 or can be switched to the closest one depending on the user locations. The system throughput of Fig. 9 is obtained under PF scheduling (see (37) ). For the sake of comparison, we assumed 20 MHz bandwidth and the coherence block size L = 84 as in [18] (considering the parameters of 3GPP LTE TDD system).
As the figure reveals, the (3, 3, 1 ) schemes perform very well for small M < 20 while, as M increases, the (1, 1, 1) scheme is best. The bin-optimized architecture improves the throughput further at any value of M . The dotted horizontal line in Fig. 9 denotes the cell throughput claimed in [18] in the limit of an infinite number of transmit antennas per user with the (1, 1, 0) , Q = 1 scheme. We notice that this limit can be approached very slowly, and more than 10000 antennas per BS are required (clearly impractical).
For finite number of antennas, the proposed architecture achieves the same throughput of the scheme in [18] with a 10-fold reduction in the number of antennas at the base stations (roughly, from 500 to 50 antennas, as indicated by the arrow).
VII. CONCLUSIONS
We studied a novel network-MIMO TDD architecture that achieves spectral efficiencies comparable with the recently proposed "Massive MIMO" scheme, with one order of magnitude less antennas per active user per cell. The proposed strategy operates by partitioning the users population into geographically determined "bins". The time-frequency scheduling slots are allocated to the bins in order to form independent MU-MIMO transmissions, each of which is optimized for the corresponding bin. This strategy allows the uplink training reuse factor, the frequency reuse factor, the active user loading factor, the BS cooperative cluster size and the type of MU-MIMO linear beamforming to be finely tailored to the particular user bin. We considered system optimization over 1-dimensional and 2-dimensional cell layouts, based on a family of network-MIMO schemes ranging from single-cell processing to joint processing over clusters of coordinated BSs, with linear precoders ranging from conventional linear singleuser beamforming to zero-forcing beamforming with additional zero-forcing constraints for neighboring cells. In order to carry out the system optimization, we developed efficient closed-form expressions for the achievable spectral efficiency for each scheme in the family and each bin in the cellular layout.
Our closed-form analysis is based on the large-system limit, where all system dimensions scale to infinity with fixed ratios, and make use of recent results (by some of the authors of this paper) on the analysis of cellular systems with linear zero-forcing beamforming and channel estimation errors [11] . The performance predicted by the large-system asymptotic analysis is shown to match very well with finite-dimensional simulations. Our numerical results show that different schemes in the considered family achieve the best spectral efficiency at different user locations. This suggests the need for a locationadaptive scheme selection to serve efficiently the whole coverage region. The resulting overall system is therefore a "mixed-mode" network-MIMO architecture, where different schemes, each of which is optimized for the corresponding user bin, are multiplexed in the time-frequency plane.
As a final remark, it is worthwhile to point out that the approach of partitioning the users in homogeneous sets, serving each set according to a specifically optimized scheme, and using a scheduler to multiple different schemes in order to maximize some desired network utility function, can be generalized to the case of shadowing, and to the case of users with different mobility. This generalization is, however, nontrivial. For example, in the presence of slow frequency-flat shadowing, "bins" are no-longer uniquely determined by the users geographic position. Rather, the set of large-scale channel gains (including shadowing), should be used to classify the users in equivalence classes. Also, in the presence of users with different mobility, users should be classified also on the basis of their different channel coherence block length. The issue of how to optimally cluster users into equivalence classes that can be efficiently served in parallel, by MU-MIMO spatial multiplexing, represents an interesting and important problem for future work.
APPENDIX A PROOF OF THEOREM 1
We focus on the reference cluster C (i.e., c = 0), with corresponding served group of locations X = {x 0 , . . . , x m−1 }. For the sake of notation simplicity, we omit the subchannel index f , and let D denote the set of clusters active on the same subchannel of cluster 0, and P denote the set of clusters that share the same pilot block as cluster 0. From (5), the (scalar) signal received at some symbol interval of the data phase, at the k-th active user receiver at location x ∈ X , is given by
where u j,c (x ) denotes the code symbol transmitted by cluster c , to user j at location x + c : x ∈ X .
With LSUBF downlink precoding, we have
Using the MMSE decomposition (9), we isolate the useful signal term from (39a), given by,
The sum of the residual self-interference term due to the channel estimation error with the signals in (39b) transmitted by cluster 0 to the other users, results in the intra-cluster interference term
Finally, the ICI term and background noise are given in (39c).
A standard achievability bound based on the worst-case uncorrelated additive noise [15] yields that the achievable rate
Both numerator and denominator of the Signal-to-Interference plus Noise Ratio (SINR) appearing inside the log in (43) converge to deterministic limits as N → ∞. We will use extensively the representation of the channel MMSE estimates as
where the vectors a j,c,c (x ) are i.i.d. ∼ CN (0, I CM N ), with generic components denoted by {a n,b : n = 1, . . . , M N } for all b ∈ C. We will also make use of the following limit, which follows as a direct application of the strong law of large numbers:
where ξ c,c (x ) is defined in (26) . Using (40) , the SINR numerator is given by
where in (46a) we used the LSUBF definition (40) .
Next, we notice that all the terms forming interference and noise are uncorrelated. Hence, the conditional average interference power can be calculated as a sum of individual terms. The self-interference due to non-ideal CSIT is given by
where (47) follows from noticing that
Summing over all such terms, we obtain
Using (46c), (48), (51) and (55) in (43), recalling that the noise variance is equal to 1/F , summing over all users in the reference group X and observing that the system is symmetric (by construction) with respect to any cluster and any subband, we find the normalized group spectral efficiency of bin v(X ) in the form (23) .
APPENDIX B PROOF OF THEOREMS 2 AND 3
With reference to Section IV-A, we consider LZFBF with or without inter-cluster interference (ICI) constraints, depending on the value of J ≥ 1. In particular, each cluster creates JSN beamforming vectors for SN users in the same cluster and (J − 1)SN users in the neighboring clusters. Any active user in the system, at any given scheduling slot, imposes ZF constraints (see (15) ) to J clusters. We restrict our attention to the three cases treated in Section IV-A, again referred to as cases (a) J = 1; (b) J = Q; and (c) J = (Q − 1)C + 1. As before, we focus on the reference cluster C (c = 0) with served group X . In such cases, the beamforming matrix V 0 is given by the column-normalized Moore-Penrose pseudo-inverse of the estimated channel matrix (see (17) , (19) and (21)), of size CM N × JSN . This matrix is formed by blocks of size N × SN/m, in the form: 
is achievable, assuming that the receiver has perfect knowledge of its own estimated channel and beamforming vector. The large-system limit of the LZFBF useful signal coefficient v H k,0 (x) h k,0,0 (x) for channel matrices in the form (56) was obtained in [11, Theorem 1] (details are omitted for the sake of brevity). While in general this limit is obtained as the solution of a fixed-point equation that must be solved numerically, the user locations and the BS positions considered in this paper satisfy the symmetry conditions given in [11, Section III.A], and the asymptotic useful signal term admits a simple closed form given in [11, eq. (32) ]. Applying this result we obtain
for any j, c Λ bs ∩ V and x ∈ X . By construction, it is assumed that JS < CM . Notice the well-known dimensionality limit of the ZF beamforming: when the ratio of the number of ZF constraints per degree of freedom (antenna) JS/(CM ) tends to 1, the effective useful signal term vanishes. Using (58) and recalling that E[|u k,0 (x)| 2 ] = 1/S we obtain the SINR numerator in (57) as
As done in Appendix A, we consider the intra-cluster, ICI and noise terms in the SINR denominator of (57) separately. The ZF constraints imply that v H j,0 (x ) h k,0,0 (x) = 0 for all (j, x ) = (k, x) : x ∈ X . Therefore, the intra-cluster interference term given in general by (42) , reduces to
and its conditional second moment is given by
where the last line holds from the following lemma 8 .
Lemma 1: If the user locations and BS positions are symmetric (in the sense defined in [11, Section III.A], which is satisfied for the choice of lattice-based user locations sets considered in this work), the matrix V c V H c satisfies the "constant partial trace" property in the large-system limit, i.e., the sum of a block of M N consecutive diagonal elements of V c V H c corresponding to the antennas of BS b ∈ C, divided by SN , tends to the constant limit 1/C, independent of the BS index b.
Proof: The sum of the b-th diagonal element block of size M N of V c V H c , divided by SN , is written as
where [v j,c (x)] denotes the -th element of the column v j,c (x) of V c . Next, for the sake of clarity, we identify some terms in the notation of this paper with the corresponding terms in the notation of [11, Lemma 1] . To this purpose, we enumerate the locations x ∈ X as k = 1, . . . , m. The transmit power to 8 Notice that since the columns of V0 have unit norm we have each active user in the cluster is q k = 1/S and the fraction of active users per location is µ k = S/m.
Both quantities are constant with k. Also, the term
coincides with the term θ b,k defined in [11, eq. (26) ] Therefore, the term in (61) can be written as
Next, we consider the ICI term and we separate it into I same pilot and I no same pilot . The conditioning with respect to v k,0 (x), h k,0,0 (x) is irrelevant for the ICI terms and therefore it can be omitted.
First, we evaluate the pilot contamination effect for the case C = 1. Using (52), (59) and (49), we obtain
where we used (58) and
are orthogonal by design, the term
is generally non-zero and does not admit a simple closed-form since v k,c (x) and h k,c ,c (x) are statistically dependent. In order to overcome this problem, we consider the following upper bound obtained by applying Cauchy-Schwartz inequality:
Recalling that v k,c (x) has unit norm and that
Next, we examine the ICI power caused by the term I no same pilot . In the case of J ≥ 2, this can be further decomposed into a term I ICI-ZF , taking into account the clusters which have a ZF constraint with respect to user k at location x ∈ X , and I no-ICI-ZF , taking into account all other clusters. In order to proceed, we define E(x) as the set of J − 1 clusters c = 0 with centers closest to x ∈ X . With these definition, we have and the antennas of cluster c is so noisy that it can be considered equal to zero. Therefore, the estimation error e k,0,c (x) has covariance 
where g 0,c (x) is defined in (34) . Finally, we consider I ICI-ZF in (66). We distinguish different cases depending on the value of J. In case (a), this term is zero. In case (b), we have v H j,c (x ) h k,0,c (x) = 0 for all j and all x ∈ E(x). Hence, similarly to (60), we obtain E I ICI-ZF and L = 84. The arrow indicates that the proposed architecture achieves the same spectral efficiency as the fixed scheme (1, 1, 0) of [18] , with a 10-fold reduction of the number of BS antennas.
