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Abstract 
 
In recent years, Virtual Reality has emerged as a 
key technology for improving and streamlining 
design, manufacturing and training processes. Based 
on experience in the fields of space robotics, 
industrial manufacturing and multiphysics virtual 
prototyping, a “Virtual Testbed” for space robotics 
applications is being realized. The Virtual Testbed is 
designed as an integrative software approach to 
support important phases of an space robotic  
product’s lifecycle.  
Under a comprehensive software framework, the 
expertise of the project partners are integrated to 
make up the Virtual Testbed. The framework and the 
interfaces are defined in a way that minimizes the 
modelling effort required over a product’s lifecycle. 
This is achieved by an open, database-driven 
architecture which supports the propagation of model 
data from one phase to the next, forming the basis for 
an integrated product development approach. This 
distinguishes the Virtual Testbed from simpler 3D 
simulations: The CAD models generated in the design 
phase, enhanced with relevant information, can 
immediately be reused in another Virtual Testbed 
component. 
 
1. Introduction 
 
Simulators play a great role in space applications. 
In order to make space missions as safe and as 
successful as possible in an everything but friendly 
environment, simulation technology has developed 
significant potential for the planning, training und 
supervision of space missions. Whereas the required 
technology used to be expensive and maintenance 
intensive, the new PC-based systems that are being 
developed today, make this technology available in an 
economically sensible manner for the training of 
working machine operators. 
The algorithms that bring virtual harvesters, 
forwarders und logging trucks to live are the same that 
are being used for space simulation and today provide 
a realism of the simulated forest and the working 
machines that was not considered possible a few years 
 
 
 
 
 
 
Figure 1. Space simulations built with 
COSIMIR®. 
The International Space Station (ISS), the 
Canadarm 2 on the ISS, the GETEX mission. 
ago. The background of such algorithms and how 
robotic technology influences the development not 
only of simulation systems but also of new control and 
driver assistant systems will be the key issue of the 
talk.  
As modern forest or construction machinery is 
complex, expensive and rather difficult to handle, the 
larger manufacturers today provide virtual training 
environments to familiarize new drivers with the new 
machines without risking the “hardware”. Virtual 
Reality based simulators allow not only for safe 
training with the virtual machines, but also support 
the practicing of “non-nominal” and contingency 
situations. In the new generation of such simulators, 
besides the visualization and operating aspects 
(ergonomic screen setup, original seat, board computer 
and operating elements) the simulation of the physical 
properties of the trees and the machines as well as the 
simulation of the interaction between the machine and 
the terrain are key issues for the “feeling” the driver 
gets from a virtual compared to the physical machine. 
Deriving from space simulation techniques, the 
simulation of these physical properties is quite well 
understood today and generalized methods have been 
developed to simulate not only forest machines but 
also construction and agricultural machines. The ideas 
behind these algorithms originate from developments 
and tests in space robotics environments. 
 
2. Simulator applications in space 
 
On the way to the successful planning, deployment 
and operation of the module, computer generated and 
animated models are being used to optimize 
performance. Under contract of the German Space 
Agency DLR, it has become RIF’s task to provide a 
Projective Virtual Reality System to provide a virtual 
world built after the planned layout of the 
COLUMBUS module enabling astronauts and 
scientists to practice operational procedures and the 
handling of experiments. The possibility for 
distributed multi-user access to the virtual lab and the 
visualization of real-world experiment data comprise 
the key features of the system. Through the ability to 
share the virtual world, cooperative operations can be 
practiced easily and trainers and trainees can work 
together more effectively in the shared virtual 
environment. The ability to visualize real-world data 
will be used to introduce measured experimental data 
into the virtual world on-line in order to allow realistic 
interaction with the science reference model hardware: 
The user’s actions in the virtual world are translated 
into corresponding changes of the inputs of the science 
reference model hardware; the measured data is then 
in turn fed back into the virtual world. In order to 
provide astronauts and scientists with an even more 
complete insight into various aspects of COLUMBUS 
and the ISS, the simulation of the COLUMBUS 
module is currently being extended to include the 
entire International Space Station.  
Simulation is a vital component in the operation of 
most space missions. This is particularly true in the 
case of the International Space Station (ISS), where 
simulations are used in applications ranging from the 
training of astronauts to the evaluation of docking 
procedures to the verification of tasks for the station’s 
manipulators [7],[8],[9]. Most such systems focus on 
the simulation of individual ISS components. The 
Intelligent Virtual Station (IVS) under development at 
the NASA Ames Research Center [10] targets the 
management of large amounts of information to 
streamline the development cycle for ISS components 
and has the potential to be expanded to enhance 
existing training and operations tools.  
 
 
 
 
 
 
Figure 2. COSIMIR® VR physical simulations. 
Forest-, construction- and agricultural machinery. 
The simulation system “Cell Oriented SIMulation 
of Industrial Robots” (COSIMIR®), enhanced by RIF, 
provides a comprehensive set of functionality for 
simulating robot mechanisms such as kinematic 
chains or end-effector trajectories. With its 
foundations in robot simulation, the COSIMIR® 
system is well suited to simulating the wide range of 
systems found on the International Space Station. The 
simulation can also be connected to external devices to 
provide the operator with, for example, force feedback 
based on the results of their actions. 
Virtual Reality (VR) is a powerful tool which can 
be used to construct a complex and immersive yet 
intuitive visualisation of a simulated system. Such a 
visualisation can be presented with a 3D head-
mounted display, projection screen or a 360°-surround 
CAVEtm configuration. Combining VR with other 
COSIMIR® components, such as the robotic action 
planning system [11] and multi-agent control system 
results in the method known as “Projective VR” [12], 
which was applied successfully in 1999 to command 
the German ETS-VII Experiment, a collaborative 
effort between the Japanese Space Agency (NASDA), 
the RIF team and the German Space Agency (DLR). 
This method can be applied to the ISS as a training 
tool or for the teleoperative control of Station-based 
robots. 
 
2.1. The simulation of the International space 
Station 
 
Building on previous work on the simulation of the 
COLUMBUS module, the European contribution to 
the International Space Station, a VR model of the ISS 
has been developed for COSIMIR®, shown in Figure 
4. Modern 3D rendering techniques such as texturing 
and bump-mapping are used to improve the visual 
realism of the simulation. Using input devices such as 
a 3Dconnection’s SpaceMouse, the operator is able to 
fly freely around the outside ISS or enter through the 
Joint Airlock to explore the interior. 
We use the North American Aerospace Defense 
Command (NORAD)’s Simplified General 
Perturbation (SGP4) orbital prediction algorithm [13] 
and two-line elements to predict the position of the 
ISS in orbit. Due to the computational intensity of the 
SGP4 algorithm, it is run once per second with the 
exact position interpolated between the calculated 
values at each frame of the simulation allowing both 
smooth and accurate real-time determination of the 
Station’s position. The position of the sun with respect 
to the ISS is also approximated with the lighting 
adjusted appropriately. 
The Space Station can be explored at any stage in 
its assembly, from the initial Zarya Control Module 
through to completion, with the operator being able to 
select the desired configuration by date or mission. 
Alternatively, an automatic assembly mode can be 
activated to provide a walkthrough of the entire 
construction process. 
Taking advantage of the virtual nature of the 
simulation, it is possible to provide the operator with 
additional audiovisual information to augment the VR 
model. A “heads-up display” (HUD) can be activated 
to provide the user with information about a specific 
assembly stage or component of the Station. The 
speech generation capabilities of COSIMIR® can be 
used to give a verbal introduction to an ISS module as 
it is entered. In a training situation, remaining tasks 
can be displayed on the HUD while further audio 
 
a) 
 
b) 
Figure 3. Stereoscopic panorama (a) and 360° 
projection (b) environments. 
instructions are provided either automatically via the 
speech generation server or directly by an instructor 
with a microphone. 
 
2.2. Application of robot mechanisms 
 
A major advantage COSIMIR® has over other 
simulation systems is its broad support of mechanisms 
used in the field of robot simulation. These can be 
applied to provide more complex – and realistic – 
behaviours for components of the ISS by finding 
analogies between them and similar robotic systems. 
The most straightforward application of this 
concept is to define all moving components of the ISS 
kinematically. Station-based robots such as the 
Canadian-built Mobile Servicing System (MSS) and 
Japanese Experiment Module Remote Manipulator 
System (JEMRMS), shown in Figure 5, are obvious 
candidates, as they can be directly modelled and 
simulated based on their known kinematic properties.  
Other moving components, such as the Joint 
Airlock hatches, individual solar panels or airlocks 
between modules can also be described in terms of 
robotic joints and links. The Denavit-Hartenberg (D-
H) convention is then used to define the forward 
kinematic properties. The inverse and velocity 
kinematics are applied to facilitate the definition of 
complex trajectories or velocity profiles. In this way, 
the components can be controlled using standard 
robotic commands such as point-to-point or linear 
joint movements. 
A craft such as the Space Shuttle attempting to 
dock with the ISS, as seen in Figure 4, can be 
regarded as a “free-flying end-effector” following an 
smooth trajectory defined by manually or 
automatically generated waypoints. A 3D model of the 
craft attached to the end-effector frame in the 
simulation provides a visualization of the craft’s 
movement. With COSIMIR®’s collision detection and 
avoidance routines, the simulation can be used to 
verify and correct these docking maneuvers. The 
user’s viewpoint is also defined as a free-flying end-
effector and is prevented from flying through walls 
using the same collision detection algorithms. 
By defining gripper and grippoint properties on 
simulation components, we are able to provide an 
interactive simulation environment. The Canadarm2, 
an element of the MSS, can be commanded to walk 
along the Space Station in its distinctive hand over 
hand manner by gripping Power Data Grapple 
Fixtures (PDGF). PDGF modules are mounted on 
Station components via gripper-grippoint connections 
and include a grippoint to which the Canadarm2 can 
attach itself. The operator can command the 
Canadarm2 to move directly using joysticks or with 
the help of an action planning system which provides 
the it with a level of autonomy. The JEMRMS can be 
similarly commanded to manipulate experiments 
being conducted on the JEM Exposed Facility (JEM 
EF), transporting experiments in and out of the ISS 
via the airlock or equipping itself with a small fine 
arm for more delicate tasks as in Figure 7. 
 
 
Figure 4. A Space Shuttle docking maneuver 
as a trajectory. 
 
 
Figure 5. The Japanese Experiment Module 
Remote Manipulator System. 
External devices such as a Stewart Platform to 
provide force feedback are also integrated into the 
COSIMIR® system. This can be used, for example, to 
enhance to realism in a training simulation of the 
Simplified Aid for Extravehicular activity Rescue 
(SAFER) system used by astronauts to return to the 
ISS in an emergency situation. As the trainee operates 
the SAFER system with joysticks attached to the 
platform, forces exerted on the astronaut in simulation 
are mapped to the motions of the platform, allowing 
the trainee to feel as well as see the results of their 
actions. 
COSIMIR® is able to recursively render a 
simulation, inserting one or more views of the 
simulated system into another. One application of this 
technique is the simulation of camera systems such as 
those mounted on the Canadarm2 and used by 
astronauts operating the manipulator from the Remote 
Workstation (RWS) within the ISS, shown in Figure 
7.  
The combination of recursive rendering technology 
with the technique of “Projective Virtual Reality” [12] 
expands the scope of the ISS simulation beyond 
visualization and training to include teleoperation and 
control. The concept behind Projective Virtual Reality 
is to provide the user with a level of abstraction 
enabling them to generate complex commands without 
the extensive training required to operate most modern 
robots. Presented with a VR view of the workspace, 
the operator performs the desired actions in an 
intuitive manner. For example, they could grasp an 
experimental sample on the JEM EF using a data 
glove and move it to a new location. This action would 
then be interpreted as an input task for the robot 
control architecture IRCS (“Intelligent Robot Control 
System”), the structure of which is shown in Figure 6. 
The IRCS concept proposes a modular grouping of 
independent components around a active database 
serving as the “Central World Model”. Each module 
realises one aspect of the system, including the user 
interface, action planning system [12], low-level 
collision avoidance system [14], and coordinated 
multi-agent control system. 
An input task generated by the operator in the 
virtual world is analysed by the action planning 
system. It determines the resources necessary to 
complete the task and the set of elementary actions 
with which the resources can be acquired. In the case 
of the JEM EF example described above, the resources 
might include the JEMRMS small fine arm which is 
needed to move individual samples, the experimental 
sample being moved and another sample which must 
be moved elsewhere because it is currently occupying 
the targeted location. 
The elementary actions are passed on to the 
coordinated multi-agent control component where they 
are further decomposed into a set of low-level 
commands to be carried out by the robot while 
monitored by the collision avoidance system. In this 
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Figure 6. The concept of the “Intelligent 
Robot Control System” (IRCS). 
 
 
Figure 7. The virtual Remote Workstation. 
way, a complex, high-level yet intuitively generated 
command is executed by the IRCS system under the 
close supervision of safety components. The modular 
IRCS configuration allows basic commands to be 
carried out by real or simulated robots with no effect 
on the rest of the system. This presents a valuable 
safety feature, as any low-level commands to be sent to 
a real robot can first be executed in simulation to 
verify their correctness. This is a particularly 
important feature for space systems. 
The operator is able to observe the results of their 
actions either through a visualization of the robots or a 
recursively rendered view of the system. A further 
observational technique exists to incorporate real 
images in the virtual world, the so-called “TV View 
Into Reality” metaphor. The user grasps a virtual TV 
and moves it around in the virtual world as in Figure 
8. A robot in the real world equipped with a camera is 
slaved to the movements of the virtual TV, mimicking 
its motions. The live images taken by the camera are 
then presented on the screen of the virtual TV. In this 
way, the user is given an intuitive way to inspect 
objects in the real world. On the ISS, the cameras 
mounted on the end-effectors of the Canadarm2 can be 
used in this manner to inspect the exterior of the 
Space Station or observe astronauts during 
Extravehicular Activity. 
 
2.3. The Virtual Human 
 
The very presence of a humanoid component in the 
simulation provides a familiar frame of reference. The 
ability to realistically simulate anthropomorphic 
motions provides several additional advantages. 
The simulation and control of an anthropomorphic 
kinematic system, or “Virtual Human”, is a daunting 
challenge. It too can be approached from a robotics 
perspective by regarding the kinematic system as a 
multi-agent system consisting of several coupled 
kinematic chains (i.e. the arms, legs, head and body). 
The Virtual Human has been modelled in this manner 
for COSIMIR® using the concept of the IRCS as a 
control system.  
In a training scenario, the Virtual Human can take 
on a variety of roles. As an instructor, it can provide 
useful suggestions or criticism of the user’s actions by 
following a predetermined set of rules and triggers, 
comparing the user’s actions to its own optimised 
action plan or acting as an avatar for a real instructor. 
It can also be commanded to perform a task for the 
trainee, demonstrating the correct order of actions or 
introducing a new concept. The Virtual Human can 
alternatively act as a teammate, assisting the trainee in 
completing their tasks. 
Another application of the Virtual Human is in 
evaluation of ISS workstations, as in Figure 9. The 
complexity and feasibility of a task can be determined 
by commanding a Virtual Human to perform the task 
in simulation. The resultant actions can be used to 
identify possible timesaving optimisations or 
inefficiencies in the layout of a module. Despite the 
weightless environment of the ISS, ergonometric 
considerations are important for astronauts working 
are in space for extended durations. The ergonomy of 
a workstation can be investigated by calculating the 
load and strain on, for example, the Virtual Human’s 
spine as it executes tasks. The effects of phenomena 
such as the loss of muscle and bone mass in astronauts 
can be simulated in this way by changing the 
 
 
Figure 8. The new inspection metaphor “TV-
view into reality”. 
 
 
Figure 9. The Virtual Human in the European 
Columbus Module. 
parameters of the Virtual Human’s kinematics over 
time. 
 
2.4. Distributed astronaut training for the ISS 
 
When training systems and simulators are 
considered in production and space environments, it is 
very important to provide not only a close-to-reality 
simulation, but also an ergonomically suitable, 
multimedia capable environment which — at best — 
also allows the active cooperation of multiple users in 
the same virtual room. 
In the application of the described technology to the 
training of astronauts for the COLUMBUS module, 
the following aspects have been of great importance: 
1. The simulation software COSIMIR® VR must be  
able to distribute itself over multiple PCs and to 
make sure that the states of the virtual worlds are 
synchronized. This allows to share the 
computational burden between multiple PCs and 
provides the required computational power to 
employ latest multimedia technologies e.g. for 
artificially generated surround-sound. 
2. The graphical views generated by the different 
instances of COSIMIR® VR must be 
synchronized in order to be able to arrange the 
screens in e.g. different panorama or cave 
configurations. This allows for projection setups 
to overcome the ergonomic problems related to 
the limited field of view of e.g. a HMD and 
significantly increases the feeling of immersion in 
the virtual world. 
3. Besides being able to display the same virtual 
world on multiple screens, COSIMIR® VR also 
allows for different active users to share the same 
virtual world. For the ISS example, this makes 
sure that different scientists who are in charge of 
the experiments can work together in the virtual 
world as they would in the physical world — 
without having to travel. 
The functionalities described above were realized 
by the approach depicted in Figure 10 which was 
implemented in COSIMIR® VR in order to be able to 
visualize and to cooperate in a virtual world in a 
decentralized manner: 
1. One (and only one) PC is determined to be the 
master in the virtual world. The master has the 
task to communicate with active slaves, to detect 
changed state variables and to communicate the 
changes to all slave computers. 
2. For the slave PCs, two groups are distinguished: 
a. Active slaves: Active slaves are always 
associated with a user — they are each user’s 
door into the cooperatively used virtual world. 
Active slaves communicate changes made by 
the user in the virtual world to the master PC 
which in turn updates the virtual worlds of the 
other active slaves. 
b. Passive slaves: Passive Slaves are used as 
plain rendering computers that are just used to 
generat a corresponding view of a scene whose 
viewpoint is determined by their active slave.  
The concept behind COSIMIR®’s decentralized 
cooperation and visualization capabilities shown in 
Figure 10 emphasizes the hierarchical concept by 
showing that the major coordination aspects between 
the different active users are taken care of by the 
master PC. Each active slave can have zero or more 
passive slaves to share the computational burden for 
the rendering of the images. The active slave on the 
left side of Figure 10 does not have a passive slave, 
because its user watches the virtual world just on a 
monitor — the required view is generated by the 
active slave itself. The next user is watching the same 
world through a data-helmet, so the generation of a 
right eye view and a left eye view is required to 
provide the stereoscopic representation of the virtual 
world. For this user, one view (left-eye) is generated 
by the active slave that also handles the user’s input, 
the second (right-eye) view is generated by the 
attached passive slave. On the right side of Figure 10 
it is shown how the same principle is applied to a 5-
screen CAVEtm. The stereoscopic views for each of the 
5 screens of the cave are generated by two PCs (one 
 
 
Figure 10. The COSIMIR® VR concept. 
PC for each eye-view), so altogether 10 PCs (1 active 
slave, 9 passive slaves) are required to run the cave — 
implying that the computer costs to run the caves do 
not exceed US$ 15,000 thus paving the way for a 
whole new range of modern training and simulation 
applications. 
The developed capabilities for multi-user access 
and multi-screen projection were ideally suited as a 
basis for the application of COSIMIR® VR to the 
training of astronauts (Figure 11). COSIMIR® VR 
allows astronauts to practice cooperatively and to 
share virtual training rooms with other astronauts or 
instructors.  
4. Conclusion 
Building on the knowledge gained from the virtual 
reality based control of the Japanese satellite ETS VII 
and the modelling of the COLUMBUS module, the 
European contribution to the International Space 
Station, we have developed a complex, interactive 
simulation of the complete International Space Station 
by applying a variety of well-known mechanisms from 
robotics, taking advantage of the functionality 
provided by the COSIMIR® simulation system.  
As a virtual representation of the ISS, our 
simulation can be used as a comprehensive training 
and familiarization tool. The Virtual Human enhances 
the training potential by providing a virtual instructor 
or teammate, either autonomously or as an avatar. It 
also facilitates detailed study of the ergonometric 
properties of workstations and modules in the Space 
Station. 
With help of Projective Virtual Reality techniques, 
the simulation can also be used as an intuitive user 
interface for an IRCS framework control system to 
command Station-based robots. The TV View into 
Reality enables the user to observe real-world objects 
from within virtual reality. 
In the future, this system could be easily applied to 
newly developed space robots, such as the NASA-built 
Robonaut, providing a powerful training, simulation 
and control platform as the ISS develops. 
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Figure 11. Avatars representing three 
astronauts working together in the virtual 
European Columbus Module. 
