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Abstract
We will study antieigenvalues, total antieigenvalues, antieigenvectors, and total antiei-
genvectors for normal operators. This will generalize the earlier work of the author and
Karl Gustafson on normal matrices on finite dimensional spaces. We will also study
antieigenvalues and total antieigenvalues of semigroups generated by accretive normal
operators.
 2002 Elsevier Science (USA). All rights reserved.
1. Introduction
Given an operator T on a Banach spaceX, the first antieigenvalue of T , µ1(T ),
is defined by Gustafson to be
µ1(T )= inf
Tf =0
Re(Tf,f )
‖Tf ‖‖f ‖ (1.1)
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where (f, g) is a semi-inner product on X (see [1,2,4]). The quantity µ1(T ) is
also denoted by cosT (or cosR T ) and is called the cosine (or the real cosine)
of T . Definition (1.1) is equivalent to
µ1(T )= inf
Tf =0
‖f ‖=1
Re(Tf,f )
‖Tf ‖ . (1.2)
The quantity µ1(T ) measures the maximum turning capability of T . A vector f
for which the inf in (1.1) is attained is called an antieigenvector of T . We define
the first total antieigenvalue of an operator T to be
|µ1|T = inf
T x =0
|(Tf,f )|
‖Tf ‖‖f ‖ = infT x =0
‖f ‖=1
|(Tf,f )|
‖Tf ‖ . (1.3)
The quantity |µ1|(T ) is also denoted by | cos |T . A vector for which the inf
in (1.3) is attained is called a total antieigenvector of T . For applications of
antieigenvalues to numerical analysis and numerical range theory please see
Gustafson and Rao [6,7].
2. µ1(T ) for normal operators
Lemma 2.1. Let (ei) be an orthogonal basis in a separable Hilbert space H . Let
T be a bounded linear operator on H and let ci,j = (T ej , ei). For each vector f ,
with ‖f ‖ = 1, define zi = (f, ei), then
µ1(T )= inf∑
i |zi |2=1
Re(
∑
i,j ci,j zj z¯i )√∑
i |
∑
j ci,j zj |2
(2.1)
and
|µ1|(T )= inf∑
i |zi |2=1
|(∑i,j ci,j zj z¯i)|√∑
i |
∑
j ci,j zj |2
. (2.2)
Proof. Direct computations show that for every vector f we have (T (f ), ei) =∑
j ((T ej , ei)(f, ej )) and (T (f ), f ) =
∑
i
∑
j (T ej , ei)(f, ei). Now if we call
(f, ei) = zi , then (2.1) and (2.2) follow from Definitions (1.2) and (1.3),
respectively. ✷
In studying µ1(T ) and |µ1|(T ), in [8] and [9], for finite dimensional normal
matrices, we made some geometrical arguments using the convexity of the set∑n
i |zi |2 = 1. In the present paper, we again base some of our arguments on the
convexity of the set
∑
i ‖zi‖2 = 1 (where
∑
represents a finite sum or an infinite
series). However, our arguments here are purely algebraic (since the geometric
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arguments presented in [8] and [9] will not go through if ∑i ‖zi‖2 is an infinite
series). In [8] and [9] we also took advantage of spectral decomposition of normal
matrices on finite dimensional spaces. In the present paper, we will use spectral
decomposition of normal operators on infinite dimensional spaces.
Theorem 2.2. Let T be a compact normal operator on a separable complex
Hilbert spaceH . Suppose λi = βi+δii are the eigenvalues of T . Let E(λi) be the
eigenspace corresponding to λi and P(λi) be the orthogonal projection on E(λi).
For each vector f let zi = P(λi)f . If f is an antieigenvector with ‖f ‖ = 1 then
we have one of the following cases:
1. Only one of the vectors zi , is nonzero, i.e., ‖zi‖ = 1, for some i , and ‖zj‖ = 0
for j = i . In this case we have:
µ1(T )= βi|λi | . (2.3)
2. Only two of the vectors zi and zj are nonzero and the rest of the components
of f are zero, i.e., ‖zi‖ = 0, ‖zi‖ = 0 and ‖zk‖ = 0 if k = i and k = j . In this
case we have:
‖zi‖2 = βj |λj |
2 − 2βi |λj |2 + βi |λj |2
(|λi |2 − |λj |2)(βj − βi) (2.4)
and
‖zj‖2 = βi |λi |
2 − 2βj |λi |2 + βi |λj |2
(|λi |2 − |λj |2)(βi − βj ) . (2.5)
Furthermore,
µ1(T )=
2
√
(βj − βi)(βi |λj |2 − βj |λi |2)
|λj |2 − |λi |2 , (2.6)
where |λi | = |λj |.
Proof. Let (ei) be the orthogonal basis with respect to which T is diagonal. Let
ci,j = (T ej , ei). We have ci,j = λi if i = j and ci,j = o if i = j . Therefore,
here (2.1) will take the form
µ1(T )= inf∑
i ‖zi‖2=1
∑
βi‖zj‖2√∑
i |λi |2‖zj‖2
. (2.7)
Now we consider the following two cases.
Case I. H is a finite dimensional space with dimension n. In this case we have
µi(T )= inf∑n
i |zi |2=1
∑n
i=1 βi‖zj‖2√∑n
i=1 |λi |2‖zj‖2
. (2.8)
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Therefore, to find µ1(T ), we must find the infimum of the function
A(f )=
∑n
i=1 βi‖zj‖2√∑n
i=1 |λi |2‖zj‖2
(2.9)
on the set
∑n
i ‖zj‖2 = 1. For an antieigenvalue f we consider the following
three possibilities: First, only one of the projections of f , say zi = P(λi )f is
non-zero. In this case, substituting projections of f in (2.9) yields µ1(T ) =
βi/|λi |. Second, f has exactly two non-zero projections, say zi = P(λi )f and
zj = P(λi)f . In this case µ1(T ) is the minimum of the function A(f ) =
(βi‖zi‖2 + βj‖zj‖2)/
√
|λi |2‖zi‖2 + |λj |2‖zj‖2 on the set ‖zi‖2 + ‖zj‖2 = 1. If
we take x = ‖zi‖2, then we have
A(f )= g(x)= (βi − βj )x + βj√
(|λi |2 − |λj |2)x + |λj |2
. (2.10)
To simplify the computations, let βi = a, βj = b, c = |λi |2, and d = |λj |2. We
then have
g(x)= (a − b)x + b√
(c− d)x + d . (2.11)
Thus, minimizing the function A(f ) on the set ‖zi‖2 +‖zj‖2 = 1 is equivalent to
minimizing g(x) on the open interval (0,1). The derivative of g with respect to x
is
g′(x)= 1
2
−xac+ xad − 2ad + xbc− xbd + bd + bc
(−xc+ xd − d)√(xc− xd + d) . (2.12)
It is easy to verify that the only solution of the equation g′(x)= 0 is
xˆ = bd − 2ad + bc
(a − b)(c− d) . (2.13)
If we substitute the values of a, b, c, d in (2.13) we have:
xˆ = βj |λj |
2 − 2βi|λj |2 + βj |λi |2
(|λi |2 − |λj |2)(βi − βj ) . (2.14)
If we substitute expression (2.14) for x in (2.10) we obtain
2
√
(βj − βi)(βi |λj |2 − βj |λi |2)
|λj |2 − |λi |2 . (2.15)
Note that since ‖f ‖ = 1 and f by assumption has exactly two non-zero
projections, we must also have
0 < ‖zi‖2 = xˆ = βj |λj |
2 − 2βi |λj |2 + βj |λi |2
(|λi |2 − |λj |2)(βi − βj ) < 1 (2.16)
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and
0< ‖zj‖2 = 1− ‖zi‖2 = βi |λi |
2 − 2βj |λi |2 + βi |λj |2
(|λi |2 − |λj |2)(βi − βj ) < 1. (2.17)
The inequality (2.17) implies g′(0) < 0. To see this, note that
g′(0)=−1
2
−2ad + bd + bc
(
√
d)3
= ad −
1
2bd − 12bc
|λj |3 .
Now (2.17) implies that βj |λj |2 − 2βi|λj |2 + βj |λi |2 < (|λi |2 − |λj |2)(βi − βj ),
which simplifies to −βi |λj |2+2βj |λi |2−βi |λi |2 < 0. The last inequality implies
2(ad− 12bd− 12bc) < 0. This shows that g′(0) < 0. Since g′(0) < 0, we conclude
that xˆ = (βj |λj |2−2βi |λj |2+2βj |λi |2)/(|λi |2−|λj |2)(βi −βj) is a minimizing
value for g(x) (as opposed to a maximizing value). Note that since xˆ is a
defined number between 0 and 1, it has a nonzero denominator. This implies that
expression (2.6) has also a nonzero denominator. Therefore, if µ1(T ) is equal
to an expression of the form (2.6), then |λi | = |λj |. Finally, we prove that an
antieigenvector f can not have more than two non-zero components. If we define
ti = ‖zi‖2 for i = 1,2,3, . . . , n, then the problem of finding µ1(T ) is reduced to
minimizing the convex function
D(t1, t2, . . . , tn)= β1t
2
1 + β2t22 + · · · + βnt2n√
|λ1|2t21 + |λ2|2t22 + · · · + |λn|2t2n
(2.18)
on the convex subset
Cn =
{
(t1, t2, . . . , tn): t1 + t2 + · · · + tn = 1, 0 ti  1, 1 i  n
} (2.19)
of Rn. By adding a positive number to the functionD, if necessary, we can assume
that D is positive. Suppose that the minimum of D on Cn is d , which occurs
at the point (t∗1 , t∗2 , . . . , t∗n). Note that d is the smallest positive number that the
graph of D(t1, t2, . . . , tn)− d touches one point of the convex set Cn. Since the
graph of D(t1, t2, . . . , tn)− d touches Cn at point (t∗1 , t∗2 , . . . , t∗n ), we claim that
the intersection of the graph with at least one of the coordinate planes, say (ti, tj ),
must cut the convex set {(ti, tj ): ti + tj = 1} in that plane. To show this, we need
to prove that t∗i + t∗j  1 for some i and some j with 1  i  n and 1  j  n.
Suppose that t∗i + t∗j > 1 for every pair of i and j , with i = j , 1  i  n and
1 j  n. This implies that
(n− 1)(t∗1 + t∗2 + · · · + t∗n )> n (2.20)
and hence t∗1 + t∗2 + · · · + t∗n > 1. This is a contradiction to the fact that
(t∗1 , t∗2 , . . . , t∗n) belongs to Cn. Assume i∗ and j∗ are chosen such that the
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intersection of the graph of D(t1, t2, . . . , tn)− d with the plane (ti∗ , tj∗) cuts the
convex set {(ti∗ , tj∗): ti∗ + tj∗ = 1} in that plane. If
d∗ = inf
ti∗+tj∗=1
0ti∗1, 0ti∗1
βi∗ t2i∗ + βj∗ t2j∗√
‖λi∗‖2t2i∗ + ‖λj∗‖2t2j∗
,
then we have
β1t21 + β2t22 + · · · + βnt2n√
|λ1|2t21 + |λ2|2t22 + · · · + |λn|2t2n
 d∗
for any point (t1, t2, . . . , tn) with t1 + t2 + · · · + tn = 1, 0  ti  1, 1  i  n.
Therefore, the assertion is proved.
Case II. H is infinite dimensional. In this case we have
µ1(T )= inf∑∞
i ‖zi‖2=1
∑∞
i=1 βi‖zj‖2√∑∞
i=1 |λi |2‖zj‖2
.
This case is analogous to case I above. There, we took advantage of n, the
dimension of H , only when we proved an assertion about the components of the
point (t∗1 , t∗2 , . . . , t∗n). This was the point at which the functionD(t1, t2, . . . , tn)−d
touches the convex set Cn defined by (2.19). The statement we proved using n,
the dimension of H , was that t∗i + t∗j  1 for some i and some j , 1  i  n,
1  j  n (see (2.20)). In the infinite dimensional case we can also make
a similar assertion. First, note that in this case Cn is replaced with C∞ =
{(t1, t2, . . .) :∑∞i=1 ti = 1, 0  ti  1, 1  i ∞}, (t∗1 , t∗2 , . . . , t∗n ) replaced with
(t∗1 , t∗2 , . . .), and D(t1, t2, . . . , tn)− d is replaced with D(t1, t2, . . .)− d . To show
that t∗i + t∗j  1 for some i and some j , one needs to remember that
∑∞
i=1 t∗i = 1
and hence t∗i → 0 as the general term of a convergent series. ✷
Corollary 2.3. Let T be a compact normal operator on a separable complex
Hilbert space H . Suppose λi = βi + δii are the eigenvalues of T and let sets E
and F be defined as follows:
E =
{
βi
|λi |
}
(2.21)
and
F =
{
2
√
(βj − βi)(βi |λj |2 − βj |λi |2)
|λj |2 − |λj |2 :
0 <
βj |λj |2 − 2βi |λj |2 + βj |λi |2
(|λi |2 − |λj |2)(βi − βj ) < 1, |λj | = |λj |
}
(2.22)
then µ1(T )= infE %F .
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Theorem 2.2 and Corollary 2.3 can be generalized to non-compact normal
operators T if the spectrum of T is countable In this case not all elements of
σ(T ) are eigenvalues. Nevertheless, we can use spectral decomposition of T to
obtain the same results.
Theorem 2.4. Let T be a normal operator with a countable spectrum on a
separable complex Hilbert space H . Suppose '(T )= {λi : λi = βi + δii} is the
set of all eigenvalues of T . Let E be the spectral decomposition for T . For each
vector f let E({λi})f = zi . If f is an antieigenvector with ‖f ‖ = 1, then we have
one of the following cases:
1. Only one of the vectors zi , is nonzero, i.e., ‖zi‖ = 1, for some i and ‖zj‖ = 0
for j = i . In this case we have µ1(T )= βi/|λi |.
2. Only two of the vectors zi and zj are nonzero and the rest of them are zero.
In this case we have
‖z‖2 = βj |λj |
2 − 2βi |λj |2 + βj |λi |2
(|λi |2 − |λj |2)(βi − βj )
and
‖zj‖2 = βi |λi |
2 − 2βj |λi |2 + βi |λj |2
(|λi |2 − |λj |2)(βi − βj ) .
Furthermore,
µ1(T )=
2
√
(βj − βi)(βi |λj |2 − βj |λi |2)
|λj |2 − |λi |2 .
Proof. Recall that if E is the spectral decomposition of T , then for each f ∈H ,
the map ω → E(ω)f is a countably additive H -valued measure on the Borel
subsets of σ(T ). Now put zi =E({λi})f and z0 =E(σ(T )− '(T ))f . Note that
we have z0 = 0 since E(λ0)= 0 if λ0 ∈ (σ (T )− '(T )) (see [12]). Thus we have
f =∑∞i=1 zi , T zi = λiz, and (zi, zj )= 0 when i = j . Hence the proof is reduced
to the proof of Theorem 2.2. ✷
Corollary 2.5. Let T be a normal operator on a separable complex Hilbert space
H such that σ(T ) = σp(T ), where σp(T ) is the point spectrum of T . Suppose
'(T ) = {λi = βi + δii} is the set of all eigenvalues of T . Let sets E and F be
defined by (2.21) and (2.22), then µ1(T )= infE %F .
Proof. For a normal operator σp(T ) is at most countable. ✷
Corollary 2.6. Let T be a normal operator on a separable complex Hilbert space,
and let ' = {λi = βi + δii} be the set of eigenvalues of T , then µ1(T ) infE %
F where sets E and F are defined by (2.21) and (2.22).
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Remark 2.1. It does not seem easy to prove Theorem 2.2 for non-compact normal
operators. However, Theorem 2.7 below shows that under certain conditions on
a normal operator T , µ1(T ) is still of the form (2.3) or (2.6) where λi and λj
represent points in the spectrum of T but are not necessarily eigenvalues of T .
Note that Theorem 2.7 does not provide expressions analogous to (2.4) and (2.5)
for computing the corresponding antieigenvectors. In fact, unlike the proof of
Theorem 2.2, the proof of the following theorem is not based on the components
of the antieigenvectors. Here, we will use the convexity of the numerical range and
apply Lagrange multipliers as we did earlier in [9] in proving several assertions
there.
Theorem 2.7. Let T be a strictly accretive normal operator such that the
numerical range of S = ReT + iT ∗T is closed. Then we have one of the
following:
1. µ1(T )= βi/|λi | for some λi = βi + δii in σ(T ), where σ(T ) is the spectrum
of T .
2. µ1(T ) = 2
√
(βj − βi)(βi |λj |2 − βj |λi |2)/(|λj |2 − |λi |2) for a pair of dis-
tinct points λi = βi + δii and λj = βj + δj i in σ(T ) with |λi | = |λj |.
Proof. Let S = ReT + iT ∗T . Let +(S) denote the numerical range of S. By
Krein [11], we have
µ21(T )= inf
{
x2
y
: x + iy ∈+(S)
}
. (2.23)
Since S is normal, +(S) is the closed convex hull of the spectrum of S. This
means that +(S) is the convex hull of the spectrum of S because +(S) is
assumed to be closed. Therefore, if x0 + iy0 is a point at which the inf in
(2.23) is attained, then x0 + iy0 belongs to a convex polygon contained in the
first quadrant whose vertices belong to the spectrum of S. The minimum of the
function p(x, y)= x2/y is exactly at the point where a member of the family of
convex functions y = x2/k touches one point of this polygon (see Fig. 1).
This means that the point x0+ iy0 is either a vertex of this polygon or is on one
of its edges. If this polygon has m vertices, then by the spectral mapping theorem,
they can be written as βi + |λi |2, 1  i  m, where λi = βi + δi , 1  i  m,
belong to σ(T ). Now consider the following two cases.
1. The minimum of the function p(x, y) = x2/y is attained at one of the
vertices of the polygon, say at βi + |λi |2i . In this case we have p(βi, |λi |2) =
β2i /|λi |2 and hence µ1(T )= βi/|λi |.
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Fig. 1.
2. The minimum of the function p(x, y)= x2/y is attained at an interior point
of an edge of the polygon connecting vertices βi + |λi |2i and βj + |λj |2i . The
equation of the line passing through these two vertices is
q(x, y)= y − |λi |2 −m(x − βi)= 0 (2.24)
where the slope m is given by
m= |λj |
2 − |λi |2
βj − βi . (2.25)
Since no member of the family of convex functions y = x2/k can touch only
one point of the interior of any vertical or horizontal edge of the polygon, m is
defined and is nonzero. This implies that |λi | = |λj |. The minimum of p on the
line segment is attained at a point at which we have ∂p(x, y)/∂x = λ∂q(x, y)/∂x
and ∂p(x, y)/∂y = λ∂q(x, y)/∂y , for some real number λ. This means that we
must have
2x
y
=−λm (2.26)
and
−x2
y2
= λ. (2.27)
Eliminating λ from (2.26) and (2.27) will give us
y = mx
2
. (2.28)
Substituting y from (2.28) into (2.24) and solving the resulting equation will give
us
x = 2
(
βi − |λi |
2
m
)
. (2.29)
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If we now substitute m from (2.25) into (2.29) and simplify the result, we get
x = 2βi |λj |
2 − βj |λi |2
|λj |2 − |λi |2 . (2.30)
By substituting x from (2.30) and m from (2.25) in (2.28) we get
y = βi |λj |
2 − βj |λi |2
βj − βi . (2.31)
If we evaluate p(x, y) at x and y given by expressions (2.30) and (2.31) we get
4(βi |λj |2 − βj |λi |2)(βj − βi)
(|λj |2 − |λi |2)2 . (2.32)
Hence, µ1(T ) is the square root of the expression (2.32). That is,
µ1(T )=
2
√
(βj − βi)(βi |λj |2 − βj |λi |2)
|λj |2 − |λi |2 . ✷
The normality of T played an important role in the results we have obtained
thus far. Computation of µ1(T ) based on the eigenvalues of T does not seem
to be as easy if T is not normal. In a recent paper Gustafson has developed
an extended operator trigonometry by redefining µ1(T ) for invertible operators
(see [5]) based on their polar decomposition T =U |T |. He has replaced definition
of µ1(T ) given by expression (1.1) with µ1(T )= infTf =0 (|T |f,f )‖|T |f ‖‖f ‖ . Note that for
symmetric positive definite operators T these two definitions are equivalent.
Remark 2.2. It is not hard to develop numerical algorithms for computing µ1(T )
for a normal matrices if dimH <∞. For instance, to find µ1(T ) for a 4 × 4
normal matrix T with σ(T )= {7+2i,4+3i,1+5i,6+4i}we need to investigate
the values of the function f (x, y)= y/(x2+y2) at points (7,2), (4,3), (1,5), and
(6,4). We also need to investigate the values of the two functions
g(x, y,u, v)= 2
√
(u− x)(x(u2 + v2)− u(x2 + y2))
u2 + v2 − x2 − y2
and
h(x, y,u, v)= u(u
2 + v2)− 2x(u2 + v2)+ u(x2 + y2)
(x − u)(x2 + y2 − u2 − v2)
at points (7,2,4,3), (7,2,1,5), (7,2,6,4), (4,3,1,5), (4,3,6,4), and (1,5,6,4)
(see Corollary 2.3). The values of f , g and h at these points are displayed below:
f (7,2)= 2
5
,
f (4,3)= 3
10
,
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f (1,5)= 1
2
,
f (6,4)= 3
13
(2.33)
and
g(7,2,4,3)=− 1
14
√
111, h(7,2,4,3)=−19
42
,
g(7,2,1,5)=−2
9
i
√
86, h(7,2,1,5)=−95
54
,
g(7,2,6,4)=−2i√46, h(7,2,6,4)=−98,
g(4,3,1,5)= 2i√237, h(4,3,1,5)= 157
3
,
g(4,3,6,4)= 4
27
√
29, h(4,3,6,4)= 23
27
,
g(1,5,6,4)= 2
13
i
√
130, h(1,5,6,4)= 14
5
. (2.34)
The second column of (2.34) shows that h has a value in the interval (0,1) only at
(4,3,6,4). The value of g at (4,3,6,4) is 427
√
29. Also the smallest value of f in
table (2.33) is at point (6,4). Since f (6,4)= 313 and 313 < 427
√
29, we conclude
that µ1(T )= 313 .
3. |µ1|(T ) for normal operators
For normal operators, the theory of total antieigenvalues and total antieigen-
vectors is similar to those of antieigenvalues and antieigenvectors. The following
theorem is similar to Theorem 2.2.
Theorem 3.1. Let T be a compact normal operator on a separable complex
Hilbert space H . Suppose λi = βi + δi are the eigenvalues of T . Let E(λi) be the
eigenspace corresponding to λi and P(λi) be the orthogonal projection on E(λi).
For each vector f let zi = P(λi )f . If f is an antieigenvector with ‖f ‖ = 1 we
have one of the following cases:
1. Only one of the vectors zi , is nonzero, i.e., ‖zi‖ = 1, for some i and ‖zj‖ = 0
for j = i . In this case we have |µ1|(T )= 1.
2. Only two of the vectors zi and zj are nonzero and the rest of are zero, i.e.,
‖zi‖ = 0, ‖zi‖ = 0 and ‖zk‖ = 0 if k = i and k = j . In this case we have:
‖zi‖2 = |λj ||λi | + |λj | (3.1)
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and
‖zj‖2 = |λi ||λi | + |λj | . (3.2)
Furthermore,
|µ1|(T )=
√
(βi |λj | + βj |λi |)2 + (δi |λj | + δj |λi |)2
(|λi | + |λj |)
√
(|λi ||λj |)
. (3.3)
Proof. By (2.2) we must find
inf∑
i |zi |2=1
√
(
∑
βi‖zj‖2)2 + (∑ δi‖zj‖2)2√∑ |λi |2‖zj‖2
A convexity argument similar to the one made in the proof of Theorem 2.2
shows that a total antieigenvector f has at most two non-zero projections. If
only one projection of a total antieigenvector is nonzero then we obviously have
|µ1|(T )= 1. If two projections zi and zj of f are non-zero then to find the norms
of those two projections we must find the minimum of the function
B(f )=
√
(βi‖zi‖2 + βj‖zj‖2)2 + (δi‖zi‖2 + δj‖zj‖2)2√
(
∑
βi‖zj‖2)2 + (∑ δi‖zj‖2)2 (3.4)
on the sphere ‖zi‖2 + ‖zj‖2 = 1. Let x = ‖zi‖2. Minimizing B(f ) defined
by (3.4) on the above sphere is equivalent to minimizing the function
h(x)=
√
((βi − βj )x + βj )2 + ((δi − δj )x + δj )2√
(|λi |2 − |λi |2)x + |λi |2
(3.5)
on the open interval (0,1). In order to simplify the computations, we can find the
minimum of h2(x) on (0,1) and then take the square roof of the result. Therefore,
let’s define a new function f by
f (x)= ((βi − βj )x + βj )
2 + ((δi − δj )x + δj )2
(|λi |2 − |λi |2)x + |λi |2 . (3.6)
Direct computations show that the numerator of f ′, the derivative of f , is(
β2i + δ2i − β2j − δ2j
)[
(βi − βj )2 + (δi − δj )2
]
x2
+ 2(β2j + δ2j )[(βi − βj )2 + (δi − δj )2]x
+ 2(β2j + δ2j )[βj (βi − βj )+ δj (δi − δj )]
− ((β2i + δ2i − β2j − δ2j ))(β2j + δ2j ) (3.7)
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which will be further reduced to
N(x)= (|λi |2 − |λj |2)x2 + 2|λj |2x − |λj |2. (3.8)
The roots of (3.8) are
x1 = |λj ||λj | + |λi | and x2 =
|λj |
|λj | − |λi | .
If the root x2 is negative, it is not of course acceptable as |zi |2. If x2 is positive
then 1 − x2 is negative and not acceptable as |zj |2. If x2 = 0, then we are in the
previous case of a single nonzero projection. Hence we have
|zi |2 = |λj ||λj | + |λi | , |zj |
2 = |λi ||λj | + |λi | .
Substituting |zi |2 for x in h(x) defined by (3.5) will result√
(βi |λj | + βj |λi |)2 + (δi |λj | + δj |λi |)2
(|λi | + |λj |)
√
(|λi ||λj |)
. ✷
Corollary 3.2. Under the conditions of Theorem 3.1 we have |µ1|(T )= inf{1}%
G where
G=
{√(βi |λj | + βj |λi |)2 + (δi |λj | + δj |λi |)2
(|λi | + |λj |)
√
(|λi ||λj |)
: |λi | = |λj |
}
.
The proofs of Theorems 3.3 and 3.4 below are similar to the proofs of
the corresponding theorems for antieigenvalues discussed in Section 2 and are
therefore omitted
Theorem 3.3. Let T be a normal operator with a countable spectrum on a
separable complex Hilbert space H . Suppose '(T )= {λi : λi = βi + δii} is the
set of all eigenvalues of T , then |µ1|(T )= inf{1}%G, where G is the set defined
above.
Theorem 3.4. Let T be any normal operator and suppose that '(T )= {λi : λi =
βi + δii} is the set of all eigenvalues of T . Then we have |µ1|(T ) inf{1}%G
where G is the set defined above.
Theorem 3.1 can be written in a much simpler and useful form if we use the
trigonometric form of the eigenvalues of the operator.
Theorem 3.5. Let T be a compact normal operator on a separable complex
Hilbert space H . Suppose λi = ri (cosβi + sinβii) are the eigenvalues of T .
Let E(λi) be the eigenspace corresponding to λi and P(λi ) be the orthogonal
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projection on E(λi). For each vector f let zi = P(λi )f . If f is a total
antieigenvector with ‖f ‖ = 1 we have one of the following cases:
1. Only one of the vectors zi , is nonzero, i.e., ‖zi‖ = 1, for some i and ‖zj‖ = 0
for j = i . In this case we have |µ1|(T )= 1.
2. Only two of the vectors zi and zj are nonzero and the rest of are zero, i.e.,
‖zi‖ = 0, ‖zi‖ = 0 and ‖zk‖ = 0 if k = i and k = j . In this case we have:
‖zi‖2 = rj
ri + rj (3.9)
and
‖zj‖2 = ri
ri + rj . (3.10)
Furthermore,
|µ1|(T )=
∣∣∣∣cos βi − βj2
∣∣∣∣2
√
ri
√
rj
ri + rj . (3.11)
Proof. Replacing the trigonometric form of λi and λj in (3.3) will give us√
(rirj cosβi + rirj cosβj )2 + (rirj cosβi + rirj cosβj )2
(ri + rj )√rirj (3.12)
The numerator of (3.12) will be simplified to
2rirj
∣∣∣∣cos βi − βj2
∣∣∣∣,
and therefore expression (3.12) is equal to∣∣∣∣cos βi − βj2
∣∣∣∣2
√
ri
√
rj
ri + rj . ✷
Remark 3.1. Although in Theorem 3.5 above and other theorems here we have
shown that, for normal operators, antieigenvalues and total antieigenvalues can
be expressed in terms of only one eigenvalue or a pair of eigenvalues, it is not in
general clear for which eigenvalue or for which pair of eigenvalues the relevant
expression is equal to µ1(T ) or |µ1|(T ). However, for a positive operator, we do
know which pair of eigenvalues will give us µ1(T ). It is proved independently by
Kantorovich (see [10]) and Gustafson (see [3,4]) that for a positive operator we
have
µ1(T )= 2
√
mM
m+M (3.13)
where m and M are the smallest and largest eigenvalues of T , respectively. Note
that (3.11) is a generalization of (3.13).
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Corollary 3.6. Let T be any normal operator with a countable spectrum and
suppose that '(T ) = {λi : λi = ri(cosβi + sinβii)} is the set of all eigenvalues
of T . Then we have |µ1|(T )= inf{1}%G, where G is defined by
G=
{∣∣∣∣cos βi − βj2
∣∣∣∣2
√
ri
√
rj
ri + rj : λi, λj ∈ '(T )
}
. (3.14)
Corollary 3.7. Let T be any normal operator and suppose that '(T )= {λi : λi =
ri (cosβi + sinβii)} is the set of all eigenvalues of T . Then we have |µ1|(T ) 
inf{1}%G where G is defined by Eq. (3.14).
Corollary 3.8. If T is a normal operator we have |µ1|(T ) 2√ri√rj /(ri + rj ),
where ri (cosβi + sinβii) and rj (cosβj + sinβj i) are any pair of eigenvalues
of T .
Theorem 3.9. Suppose T is a normal operator with at least two eigenvalues of
different magnitude (i.e., T is not a multiple of a unitary operator), then
lim
n→∞µ1(T
n)= lim
n→∞|µ1|(T
n)= 0. (3.15)
Proof. Since for each n we have |µ1(T n)| |µ1|(T n), we need only to show that
limn→∞ |µ1|(T n)= 0. Assume that r1(cosβ1 + sinβ1i) and r2(cosβ2 + sinβ2i)
are a pair of eigenvalues of T with r1 < r2. Then by spectral mapping theorem
and Corollary 3.8 we have
|µ1|(T n) 2(r
n
1 )
1/2(rn2 )
1/2
rn1 + rn1
= 2
(r1/r2)n/2 + (r2/r1)n/2 .
Since (r1/r2)n/2 → 0 and (r2/r1)n/2 →∞ as n→∞, we have limn→∞ |µ1|(T n)
= 0. ✷
Theorem 3.10. Suppose eitK is a semigroup generated by an accretive normal
operator K where K has at least two eigenvalues of different magnitude, then we
have µ1(eitK)= limt→∞ |µ1|(eitK)= 0.
Proof. It is sufficient to show limt→∞ |µ1|(eitK) = 0. Assume that r1(cosβ1 +
sinβ1i) and r2(cosβ2 + sinβ2i) are a pair of eigenvalues of K with r1 < r2. By
spectral mapping theorem and Corollary 3.8 we have
|µ1|
(
eitK
)
 2(e
−t r1 sinβ1)1/2(e−t r2 sinβ2)1/2
(e−t r1 sinβ1)+ (e−t r2 sinβ2)
= 2
(e−t r1 sinβ1/e−t r2 sinβ2)1/2 + (e−t r2 sinβ2/e−t r1 sinβ1)1/2
= 2
e−(t/2)(r1 sinβ1−r2 sinβ2) + e−(t/2)(r2 sinβ2−r1 sinβ1) . (3.16)
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Since in (3.16) the coefficient of t in term e−(t/2)(r1 sinβ1−r2 sinβ2) is the opposite
of the coefficient of t in term e−(t/2)(r2 sinβ2−r1 sinβ1), one of these terms tends to
zero and the other one to ∞ as t→∞. ✷
Theorem 3.11. Let T be a unitary operator with a countable spectrum whose
spectrum is contained in the arc with beginning angle β1 and ending angle β2,
then
|µ1|(T )=
∣∣∣∣cos β1 − β22
∣∣∣∣.
Proof. Here set G defined by (3.14) is reduced to
G=
{∣∣∣∣cos βi − βj2
∣∣∣∣
}
, 1 i ∞, 1 j ∞. (3.17)
Obviously the minimum element of the set G defined by (3.17) is |cos(β1 −
β2)/2|. ✷
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