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SOBOLEV EXTENSION BY LINEAR OPERATORS
CHARLES L. FEFFERMAN, ARIE ISRAEL, AND GARVING K. LULI
ABSTRACT. Let Lm,p(Rn) be the Sobolev space of functions with mth derivatives lying
in Lp(Rn). Assume that n < p < ∞. For E ⊂ Rn, let Lm,p(E) denote the space of re-
strictions to E of functions in Lm,p(Rn). We show that there exists a bounded linear map
T : Lm,p(E)→ Lm,p(Rn) such that, for any f ∈ Lm,p(E), we have Tf = f on E. We also give
a formula for the order of magnitude of ‖f‖Lm,p(E) for a given f : E→ R when E is finite.
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1. INTRODUCTION
Fix positive integers m,n and let f be a real-valued function defined on an (arbitrary)
given subset E ⊂ Rn. How can we tell whether f extends to a Cm function F on the whole
Rn? If such an F exists, then how small can we take its Cm norm? What can we say about
the derivatives ∂αF(x) at a given point x? Can we take F to depend linearly on f?
Suppose E is finite. Can we compute an extension F whose Cm norm has the least
possible order of magnitude? How many computer operations does it take?
The above questions were answered in [8, 9, 10, 11, 12, 14, 15], building on earlier work
of H. Whitney, G. Glaeser, Y. Brudnyi, P. Shvartsman, E. Bierstone, P. Milman and W.
Pawłucki [2, 3, 4, 16, 25, 26, 27].
Now we want to address the analogous questions for Sobolev spaces in place of Cm.
Important first steps were taken by P. Shvartsman [20, 21, 22] andA. Israel [17]; we discuss
these papers later in the introduction.
To state our results, we set up notation. We work in the Sobolev space X = Lm,p(Rn)
(n < p <∞) with seminorm
‖F‖X = max
|α|=m
(∫
Rn
|∂αF(x)|pdx
)1/p
,
or else in X = Cm(Rn) with norm
‖F‖Cm(Rn) = max
|α|≤m
sup
x∈Rn
|∂αF(x)|.
Given E ⊂ Rn, we write X(E) for the space of restrictions to E of functions in X. The
space X(E) has a natural seminorm
‖f‖X(E) = inf{‖F‖X : F ∈ X, F = f on E}.
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When X = Lm,p(Rn), our standing assumption n < p < ∞ guarantees by the Sobolev
theorem that any F ∈ X has continuous derivatives up to order (m − 1). Consequently, F
may be restricted to E and our definition of X(E)makes sense.
When X = Lm,p(Rn), then c, C, C ′ etc. denote constants depending only on m,n, p.
Similarly, when X = Cm(Rn), then c, C, C ′ etc. denote constants depending only onm,n.
These symbols may denote different constants in different occurrences.
The simplest form of our results is as follows. Let X = Lm,p(Rn) until further notice.
Theorem 1 (Existence of Linear Extension Operators). Given E ⊂ Rn, there exists a linear
map T : X(E)→ X such that
Tf = f on E and ‖Tf‖X ≤ C‖f‖X(E) for all f ∈ X(E).
Theorem 2 (Computation of the norm). Suppose E ⊂ Rn is finite; letN = #(E) be the number
of points in E. Then there exist linear functionals ξ1, . . . , ξL : X(E)→ R, such that L ≤ CN and
c
L∑
ℓ=1
|ξℓ(f)|
p ≤ ‖f‖p
X(E) ≤ C
L∑
ℓ=1
|ξℓ(f)|
p for all f ∈ X(E).
For finite E ⊂ Rn, we can say more about the linear map T in Theorem 1 and the linear
functionals ξ1, . . . , ξL in Theorem 2 ; they have “assisted bounded depth”, a notion that we
explain below. We expect that this will be useful when we look for algorithms analogous
to those in [14, 15].
To motivate the idea of assisted bounded depth, let us compute the variance ofN given
real numbers x1, . . . , xN. Two standard formulas are
(Var 1) σ2 =
1
2N2
N∑
i,j=1
(xi − xj)
2 and
(Var 2) σ2 =
1
N
N∑
i=1
(xi − x)
2 where x =
1
N
N∑
j=1
xj.
Note that it takes ∼ N2 computer operations to apply formula (Var 1), but only ∼ N oper-
ations to apply (Var 2). By precomputing x, we save a lot of work. We will return later to
the problem of computing a variance.
Now we explain the notion of assisted bounded depth. Let E ⊂ Rn be finite, and let
N = #(E). Any linear functional ω on the space X(E) can be written in the form
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ω(f) =
∑
x∈E
λ(x)f(x), for coefficients λ(x) independent of f. (1)
We write dp(ω) (the “depth” of ω) to denote the number of nonzero coefficients λ(x).
A collection of functionals Ω = {ω1, . . . , ωS} on X(E) will be said to be a set of ”assists”
provided we have
S∑
s=1
dp(ωs) ≤ CN.
The significance of this condition is that for any given f ∈ X(E), it takes at most CN
computer operations to calculate all the values ω1(f), . . . , ωS(f). The assists ωs(f) (s =
1, . . . , S) will play the rôle of the mean x from our earlier remarks on computing a vari-
ance.
LetΩ = {ω1, . . . , ωS} be a collection of assists for X(E). A linear functional ξ : X(E)→ R
is said to have “Ω-assisted bounded depth” if it can be expressed in the form
ξ(f) =
∑
y∈E
λ(y)f(y) +
S∑
s=1
µsωs(f), for all f ∈ X(E), (2)
where the λ(y), µs ∈ R are independent of f, and at most C of the coefficients λ(y), µs are
nonzero.
Similarly, a linear map T : X(E)→ X is said to haveΩ-assisted bounded depth if it can
be expressed in the form
Tf(x) =
∑
y∈E
λ(x, y)f(y) +
S∑
s=1
µs(x)ωs(f), for all f ∈ X(E), x ∈ R
n; (3)
where λ(x, y), µs(x) ∈ R are independent of f, and for each x ∈ R
n, at most C of the
λ(x, y), µs(x) are nonzero.
An operator or functional is said to have “bounded depth” if it hasΩ-assisted bounded
depth withΩ equal to the empty set (no assists). See [11, 18].
We will prove the following result.
Theorem 3. Suppose E ⊂ Rn is finite. Then there exist assists Ω = {ω1, . . . , ωS} such that
the operator T in Theorem 1 , and the functionals ξ1, . . . , ξL in Theorem 2 can be taken to have
Ω-assisted bounded depth.
SOBOLEV EXTENSION BY LINEAR OPERATORS 5
If an oracle told us the coefficients in (1) for the assists ω1, . . . , ωS, and in (3) for the
operator T in Theorems 1 and 3 , then we could efficiently compute Tf for any given f ∈
X(E). We could first precompute the assists ω1(f), . . . , ωS(f) using at most CN computer
operations by applying (1). After that we could compute Tf(x) at any given point x ∈ Rn
using at most C operations, by applying (3).
Similarly, if an oracle told us the coefficients in (1) for the assists ω1, . . . , ωS, and in (2)
for the functionals ξ1, . . . , ξL in Theorems 2 and 3 , then we could compute the order of
magnitude of ‖f‖X(E) for any given f by first computing the assists ω1(f), . . . , ωS(f) and
then computing ξ1(f), . . . , ξL(f) in Theorems 2 and 3 . This would require at most CN
computer operations.
We hope that the coefficients arising in our formula for the assists ω1, . . . , ωS and the
functionals ξ1, . . . , ξL can be computed using at most CN logN operations; and that after
one-timework CN logNwe can compute the coefficients relevant to Tf(x) at a given query
point x using at most C logN operations. This would provide an efficient algorithm for
interpolation of data in the Sobolev space X = Lm,p(Rn) (n < p < ∞), analogous to the
algorithms in Fefferman-Klartag [14, 15] for Cm(Rn).
Let us compare our present results to what we know about Cm(Rn). Switching over to
X = Cm(Rn), we recall the following results [10, 12, 14].
Theorem 4. For any E ⊂ Rn, there exists a linear map T : X(E)→ X, such that
Tf = f on E and ‖Tf‖X ≤ C‖f‖X(E) for all f ∈ X(E).
Moreover, if E is finite, then T has bounded depth.
Theorem 5. Let E ⊂ Rn be finite, and letN = #(E).
Then there exist subsets S1, . . . , SK ⊂ E, with K ≤ CN, and with #(Sk) ≤ C for each k, such
that
‖f‖X(E) ≤ C · max
1≤k≤K
‖(f|Sk)‖X(Sk) for all f ∈ X(E).
Corollary 1. Let E ⊂ Rn be finite, and let N = #(E). Then there exist linear functionals
ξ1, . . . , ξL : X(E)→ R, such that L ≤ CN, each ξℓ has bounded depth, and
c · max
1≤ℓ≤L
|ξℓ(f)| ≤ ‖f‖X(E) ≤ C · max
1≤ℓ≤L
|ξℓ(f)| for all f ∈ X(E).
For the rest of the introduction, we again take X = Lm,p(Rn) (n < p < ∞). Motivated
by Theorems 4, 5 and Corollary 1, one might wonder whether we can dispense with the
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assists in Theorem 3 , and take T, ξ1, . . . , ξL to have bounded depth. An optimist might
even conjecture that ‖f‖p
X(E) is comparable to
∑L
ℓ=1 λℓ ·‖(f|Sℓ)‖
p
X(Sℓ)
for subsets S1, . . . , SL ⊂ E
and coefficients λ1, . . . , λL independent of f, with L ≤ CN and#(Sℓ) ≤ C for each ℓ.
In fact, a counterexample [13] shows that the extension operator T in Theorem 3 cannot
be taken to have bounded depth. On the other hand, the remarkable work of Batson-
Spielman-Srivastava [1] on “sparsification” gives hope that bounded-depth ξ’s may ex-
ist. We illustrate the result of [1] by returning to the computation of the variance of real
numbers x1, . . . , xN.
Given ǫ > 0, there exist coefficients λ1, . . . , λL > 0 and integers i1, . . . , iL, j1, . . . , jL ∈
{1, . . . , N} such that L ≤ C(ǫ)N, and such that the variance of x1, . . . , xN differs by at most
a factor of (1+ ǫ) from
L∑
ℓ=1
λℓ(xiℓ − xjℓ)
2,
for any real numbers x1, . . . , xN. Here, C(ǫ) depends only on ǫ. Thus, one can compute
a variance to within, say, a one percent error by using O(N) functionals without assists.
This is merely a special case of [1]. See also [23, 24].
Dealing with sums of pth powers (p > 2) is more difficult than dealing with sums of
squares. We don’t know whether sparsification applies to our problems, or whether the
functionals ξ1, . . . , ξL in Theorems 2 and 3 can be taken to have bounded depth.
Theorems 1,2,3 deal with the homogeneous Sobolev space Lm,p(Rn). It is easy to pass
from these results to analogous theorems for the inhomogeneous Sobolev spaceWm,p(Rn);
see section 18.
So far, we have looked for functions F ∈ Lm,p(Rn) that agree perfectly with a given
f : E → R. More generally, we can look for functions F that agree approximately with a
given f. To do so (for E finite), we specify a weight function µ : E → (0,∞) along with
our usual f : E→ R. We then look for F ∈ Lm,p(Rn) andM ≥ 0 such that∑
x∈E
µ(x)|F(x) − f(x)|p ≤Mp and ‖F‖Lm,p(Rn) ≤M,
withM having the smallest possible order of magnitude.
We believe that Theorems 1,2,3, and the algorithms to which (we hope) they give rise,
can be extended to solve this more general problem. Analogous results for Cm(Rn) are
given in [8, 12, 14, 15].
SOBOLEV EXTENSION BY LINEAR OPERATORS 7
Let us sketch the proof of Theorem 1 for the case of finite sets E. The general case
(infinite E) follows by taking a Banach limit, and the proofs of Theorems 2 and 3 arise by
examining carefully our proof of Theorem 1 . We will oversimplify the discussion, so that
the spirit of the ideas comes through.
We first set up a bit more notation. We will writeQ,Q ′, etc. to denote cubes in Rn (with
sides parallel to the coordinate axes). We write δQ to denote the sidelength of the cube Q.
For any real number A > 0, we write AQ to denote the cube having the same center asQ,
and having sidelength A · δQ. If F is a C
m−1 function on a neighborhood of a point x ∈ Rn,
then we write Jx(F) (the “jet” of F at x) to denote the (m − 1)
rst degree Taylor polynomial
of F at x. Thus, Jx(F) belongs to P , the vector space of real (m − 1)
rst degree polynomials
on Rn (“jets”).
Next, we introduce a local variant of the problem addressed by Theorem 1 . Suppose
we are given the following data:
• A cube Q.
• A finite set E ⊂ 3Q.
• A function f : E→ R.
• A point x ∈ E.
• A jet P ∈ P .
The local interpolation problem LIP(Q, E, f, x, P) is the problem of finding a function
F ∈ X(3Q), such that
F = f on E, Jx(F) = P, (4)
and
‖F‖X(3Q) is as small as possible, up to a factor C. (5)
To prove Theorem 1 , wewill solve an arbitrary local interpolation problem LIP(Q, E, f, x, P)
in such a way that the interpolant F depends linearly on the data (f, P) for fixed Q, E, x.
Once we give such a linear solution, then Theorem 1 for finite E follows easily by taking
Q to be a large enough cube containing E.
We will measure the difficulty of a local interpolation problem by assigning to it a “la-
bel” A. Here, A is any subset of the setM of all multi-indices α = (α1, . . . , αn) of order
|α| = α1+ · · ·+αn ≤ m−1. LabelsA come with a (total) order relation <. Roughly speak-
ing, wheneverA < A ′, a local interpolation problem that carries the label A is easier than
one that carries the label A ′. In our ordering, the empty set ∅ is maximal, and the setM
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is minimal. Accordingly, ∅ labels the hardest interpolation problems, and M labels the
easiest problems.
To assign a label A to a local interpolation problem, we introduce the convex set
σ(x, E) = {Jx(F) : F ∈ X, ‖F‖X ≤ 1, F = 0 on E} ⊂ P. (6)
This set is clearly relevant to the problem of finding F ∈ X such that F = f on E; it measures
our freedom of action in assigning Jx(F) for such an interpolant.
Roughly speaking, a local interpolation problem LIP(Q, E, f, x, P) carries a labelA ⊂M
if for each α ∈ A, the monomial
Pα(y) = δ
m−|α|−n/p
Q (y− x)
α belongs to σ(x, E). (7)
(Recall that δQ is the sidelength of Q, and that X = L
m,p(Rn).)
Thus, we have defined the notion of a local interpolation problem that carries a given
label A. We list a few relevant properties of labels.
(8) Any problem that carries a label A also carries the label A ′ for any A ′ ⊂ A. If
A ′ ⊂ A, then A < A ′, where < is the order relation used to rate the difficulty of a
local interpolation problem.
(9) Every local interpolation problem carries the label ∅, since we then make no re-
quirement that any monomial Pα belongs to σ(x, E).
(10) On the other hand, a local interpolation problem carries the labelM only when E
is the empty set.
(11) The assignment of a label to LIP(Q, E, f, x, P) depends only on (Q, E, x); the func-
tion f and the jet P play no rôle.
For each label A, we will prove the following
MAIN LEMMA FOR A: Any local interpolation problem LIP(Q, E, f, x, P) that carries
the label A has a solution F that depends linearly on the data (f, P).
In particular, the MAIN LEMMA FOR A = ∅ tells us that every local interpolation
problem admits a solution F depending linearly on the data (f, P). (See (9).) Consequently,
the proof of Theorem 1 reduces to the task of proving the MAIN LEMMA for every label
A. We proceed by induction on A, with respect to the order <.
In the BASE CASE, we take A = M, the smallest possible label under <. The MAIN
LEMMA FOR M holds trivially. For any local interpolation problem LIP(Q, E, f, x, P)
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with labelM, we simply take our interpolant to be F = P. We have F = f on E vacuously,
since E is empty; and ‖F‖X = 0. (See (10).)
For the INDUCTION STEP, we fix a label A 6= M, and make the following inductive
assumption:
The MAIN LEMMA FOR A ′ holds for all A ′ < A. (12)
Under this assumption we will prove the MAIN LEMMA FOR A.
Thus, let
LIP◦ = LIP(Q◦, E◦, f◦, x◦, P◦) be a local interpolation problem
that carries the label A. (13)
Our task is to find an interpolant F ∈ X(3Q◦) that solves the interpolation problem LIP◦
and depends linearly on the data (f◦, P◦). To do so, we proceed in several steps, as follows.
STEP 1: We partition 3Q◦ into “Calderón-Zygmund” subcubes Qν (ν = 1, . . . , νmax).
Each Qν is such that Eν := E ∩ 3Qν is non-empty. We pick a point xν ∈ Eν for each ν.
STEP 2: For each ν, we pick a jet Pν, depending linearly on the data (f
◦, P◦). We then set
fν := f|Eν , and consider the local interpolation problem
LIPν = LIP(Qν, Eν, fν, xν, Pν). (14)
STEP 3: The partition of 3Q◦ into Calderón-Zygmund cubes Qν has been defined to
guarantee that each local interpolation problem LIPν carries a label A
′ < A (except in the
trivial case in which Eν contains at most one point). Hence, by our inductive assumption
(12), we can solve each problem LIPν, obtaining an interpolant Fν ∈ X(3Qν) that depends
linearly on (fν, Pν). Since also fν and Pν depend linearly on (f
◦, P◦) (see STEP 2), it follows
that each Fν depends linearly on (f
◦, P◦).
STEP 4: We introduce a partition of unity
1 =
∑
ν
θν on 3Q
◦, with each θν supported in 3Qν.
Using that partition of unity, we patch together the local interpolants Fν into a single
interpolant F, by taking
F =
∑
ν
θνFν.
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Thus, we obtain a function F ∈ X(3Q◦) that satisfies F = f◦ on E◦, and Jx◦(F) = P
◦. It
remains to show that the seminorm of F in X(3Q◦) is as small as possible up to a factor C.
This has a chance only if the jets Pν in STEP 2 are carefully picked to be mutually consis-
tent. Arranging this consistency is the hardest part of our proof, and the main difference
between our arguments here and those in [8, 9, 10, 11] for Cm(Rn) interpolation.
To assign the jets Pν in STEP 2 and achieve their needed mutual consistency, we first
pick out from among the Calderón-Zygmund cubesQν the subcollection of keystone cubes.
A given Qν is a keystone cube if every Qν ′ that meets 100Qν is at least as big as Qν.
We carry out STEP 2 by first assigning jets Pν to the keystone cubes. Each keystone
cube may be treated separately, without worrying about mutual consistency. For any
Calderón-Zygmund cube Qν other than a keystone cube, we carefully select a nearby
keystone cube Qκ(ν), and then simply set
Pν = Pκ(ν); the right-hand side has already been defined.
The above procedure associates jets Pν to all the Calderón Zygmund cubes Qν, in such a
way that the required mutual consistency is guaranteed.
This concludes our sketch of the proof of Theorem 1. We again warn the reader that it is
oversimplified. Even the notation and definitions in the subsequent sections differ from
those presented in the introduction.
Throughout this paper, we study Lm,p(Rn) only for n < p < ∞. It would be natural to
investigate the more general case n
m
< p <∞, since then any F ∈ Lm,p(Rn) is continuous,
and may therefore be restricted to an arbitrary subset E ⊂ Rn.
We briefly review the earlier work on Sobolev extensions. The first breakthrough was
the discovery by P. Shvartsman [20] that Theorem 1 for the Sobolev space L1,p(Rn) (i.e.,
m = 1) holds with T given by the classical proof of the Whitney extension theorem [25].
Shvartsman gave a formula [20] for the order of magnitude of the seminorm ‖f‖X(E) when
X = L1,p(Rn) and E ⊂ Rn is arbitrary (possibly infinite). See also [21]. The proof of
Theorem 1 for the Sobolev space Lm,p(R) (i.e., n = 1) was given by G.K. Luli [19] when
E ⊂ R is finite and by P. Shvartsman [21] in the general case.
The next significant progress was the proof by A. Israel of Theorems 1 and 2 for the
case X = L2,p(R2) (with the bound L ≤ CN2 in place of L ≤ CN in Theorem 2). See [17].
The proof in [17] makes explicit use of the keystone cubes.
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Our main technical achievement here is to combine the ideas used previously for inter-
polation problems with labels, and those used to exploit keystone cubes. In particular, we
have to dispense with the convex sets called Γ(x,M) in [14, 15]; these sets played a crucial
rôle in our earlier analysis of Cm(Rn).
P. Shvartsman has lectured at several workshops on results and ideas that appear closely
related to ours. He is now writing up his results, and we look forward to studying them;
see also [22]. It would be interesting to study the relationship between our keystone cubes
and the “important” cubes from [22].
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2. NOTATION AND PRELIMINARIES
2.1. Notation. Fix integersm,n ≥ 1 and a real number p > n. Unless we say otherwise,
constants written c, c ′, C, C ′, etc. depend only onm,n, and p. They are called “universal”
constants. The lower case letters denote small (universal) constants while the upper case
letters denote large (universal) constants.
For non-negative quantities A,B, we write A ≃ B, A . B, or A & B to indicate (respec-
tively) that cB ≤ A ≤ CB, A ≤ CB, or A ≥ cB.
This paper is divided into sections. The label (p.q) refers to formula (q) in section p.
Within section p, we abbreviate (p.q) to (q).
A cube Q ⊂ Rn is any subset of the form:
Q = {a}+ (−δ, δ]n (a ∈ Rn, δ > 0).
The sidelength of Q is denoted δQ = 2δ, while the center of Q is the point a. For A > 0 let
AQ denote the cube having the same center as Q but with sidelength AδQ. A dyadic cube
Q ⊂ Rn is any cube of the form:
Q = (j1 ·2
k, (j1+1)·2
k]×(j2 ·2
k, (j2+1)·2
k]×· · ·×(jn ·2
k, (jn+1)·2
k] (j1, j2, . . . , jn, k ∈ Z).
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To bisect a cubeQ ⊂ Rn is to partition it into 2n disjoint subcubes of sidelength 1
2
δQ. These
subcubes are called the children of Q. If Q ( Q ′ are dyadic cubes we say that Q ′ is an
ancestor of Q. Every dyadic cube Q has a smallest ancestor called its parent, which we
denote byQ+.
We use the following notation:
|x| := |x|∞ = max{|x1|, . . . , |xn|} (x = (x1, . . . , xn) ∈ R
n);
dist(x,Ω) := inf{|x− y| : y ∈ Ω} (Ω ⊂ Rn, x ∈ Rn);
dist(Ω ′, Ω) := inf{|x− y| : x ∈ Ω ′, y ∈ Ω} (Ω,Ω ′ ⊂ Rn);
B(Ω,R) := {x ∈ Rn : dist(x,Ω) ≤ R} (Ω ⊂ Rn, R > 0); and
diam(S) := max{|x− y| : x, y ∈ S} (S ⊂ Rn finite).
The analogous objects defined with respect to the Euclidean norm |x|2 = (|x1|
2 + · · · +
|xn|
2)1/2 are denoted by dist2(x,Ω), dist2(Ω
′, Ω), B2(Ω,R) and diam2(S).
We writeM for the collection of all multi-indices α of order |α| ≤ m− 1. If α and β are
multi-indices, then δαβ denotes the Kronecker delta.
If F is a Cm−1 function on a neighborhood of a point y ∈ Rn, then we write Jy(F) (the
“jet” of F at y) for the (m− 1)rst degree Taylor polynomial of F at y.
Let U ⊂ Rn be a domain. The homogeneous Sobolev space Lm,p(U) consists1 of all
functions F : U→ R with finite seminorm
‖F‖Lm,p(U) := max
|α|=m
(∫
U
|∂αF(x)|pdx
)1/p
.
Similarly, the inhomogenous Sobolev space Wm,p(U) consists of all functions with finite
norm
‖F‖Wm,p(U) := max
|α|≤m
(∫
U
|∂αF(x)|pdx
)1/p
.
For 0 < s < 1, the homogeneous Hölder space C˙m−1,s(U) consists of all functions F : U→
R with finite seminorm
‖F‖C˙m−1,s(U) := max
{
|∂αF(x) − ∂αF(y)|
|x − y|s
: x, y ∈ U, |α| = m − 1
}
.
1Here, the derivatives ∂αF are defined as distributions. Strictly speaking, F ∈ Lm,p is defined only up to
a set of measure zero. Under our assumption n < p < ∞, the Sobolev theorem allows us to regard any
F ∈ Lm,p as a function in C
m−1,1−n/p
loc . For a discussion of these technicalities, see [7].
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Likewise, the inhomogeneous Hölder space Cm−1,s(U) consists of all functions with finite
norm
‖F‖Cm−1,s(U) := max
{
|∂αF(x) − ∂αF(y)|
|x − y|s
: x, y ∈ U, |α| = m− 1
}
+max
{
|∂αF(x)| : x ∈ U, |α| ≤ m − 1
}
.
Let P denote the space of real-valued (m − 1)rst degree polynomials on Rn. Then P is
a vector space of dimension D := dim(P). For each x ∈ Rn, the multiplication ⊙x on P is
defined by
P ⊙x Q := Jx(P ·Q) (P,Q ∈ P).
Given a finite subset E ′ ⊂ Rn, the space of Whitney fields on E ′ is denoted
Wh(E ′) :=
{
(Px)x∈E ′ : Px ∈ P for all x ∈ E
′
}
.
For every function F that is Cm−1 on a neighborhood of E ′, we define the Whitney field
JE ′(F) := (Jx(F))x∈E ′ ∈Wh(E
′) (the “jet” of F on E ′).
Given an arbitrary subset E ⊂ Rn and a finite subset E ′ ⊂ Rn, we define the trace space
Lm,p(E;E ′) :=
{
(f, ~P) : ~P ∈Wh(E ′), f : E→ R, ∃ F ∈ Lm,p(Rn) with F|E = f and JE ′(F) = ~P} .
This space comes equipped with the natural seminorm
‖(f, ~P)‖Lm,p(E;E ′) := inf
{
‖F‖Lm,p(Rn) : F|E = f and JE ′(F) = ~P
}
.
If E ′ is empty, then Lm,p(E;E ′) is simply Lm,p(E), andwe take ~P ≡ 0. Similarly, if E is empty,
then Lm,p(E;E ′) = Wh(E ′) (equipped with the obvious seminorm), and we take f ≡ 0. For
z ∈ Rn, we often write Lm,p(E; z) in place of Lm,p(E; {z}).
A function F ∈ Lm,p(Rn) is called an extension of (f, ~P) ∈ Lm,p(E;E ′) if
F = f on E and JE ′(F) = ~P.
By a near optimal extension of (f, ~P), we mean an extension that satisfies
‖F‖Lm,p(Rn) ≤ C‖(f, ~P)‖Lm,p(E;E ′) for some universal constant C.
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An extension operator is a linear map T : Lm,p(E;E ′) → Lm,p(Rn), such that T(f, ~P) is an
extension of (f, ~P) for every (f, ~P) ∈ Lm,p(E;E ′). We say that T is bounded if
‖T‖ := sup
{
‖T(f, ~P)‖Lm,p(Rn) : ‖(f, ~P)‖Lm,p(E;E ′) ≤ 1
}
≤ C.
Let λ be a linear map from Lm,p(E;E ′) into either V = R or V = P . The depth of λ
(denoted by dp(λ)) is the smallest non-negative integer d, such that there exist points
x1, . . . , xr ∈ E and y1, . . . , ys ∈ E
′ with r + s = d, multi-indices α1, . . . , αs ∈ M and
elements v1, . . . , vd ∈ V , such that
λ(f, ~P) = f(x1) · v1 + · · ·+ f(xr) · vr + ∂
α1Py1(y1) · vr+1+ · · ·+ ∂
αsPys(ys) · vr+s
for all (f, ~P) ∈ Lm,p(E;E ′).
We now introduce the notion of “assisted bounded depth” linear maps on Lm,p(E;E ′).
Definition 1. Let V = R or V = P . Given a collection of linear functionals Ω ⊂ [Lm,p(E)]∗
and an integer d ≥ 0, we say that a linear map λ : Lm,p(E;E ′) → V has Ω-assisted depth d if
there existω1, . . . , ωd ∈ Ω, elements v1, . . . , vd ∈ V and a linear map λ˜ : L
m,p(E;E ′)→ V with
dp(λ˜) ≤ d, such that
λ(f, ~P) = ω1(f) · v1 + · · ·+ωd(f) · vd + λ˜(f, ~P) for all (f, ~P) ∈ L
m,p(E;E ′).
Let U ⊂ Rn be a domain. We say that a linear map T : Lm,p(E;E ′) → Lm,p(U) has Ω-assisted
depth d if the linear map
(f, ~P) ∈ Lm,p(E;E ′) 7−→ Jx(T(f, ~P)) ∈ P has Ω-assisted depth d, for all x ∈ U.
If T (resp. λ) hasΩ-assisted depth d for some constant d that depends only onm, n and p, then
we say that T (resp. λ) hasΩ-assisted bounded depth.
For a finite subset E ⊂ Rn and E ′ empty, we have introduced the notion of anΩ-assisted
bounded depth map T : Lm,p(E) → Lm,p(U) above and also in the introduction. It is not
very difficult to see that these definitions are equivalent; we leave this as an exercise for
the reader.
Let E ⊂ Rn and x ∈ Rn. Then we define
σ(x, E) =
{
P ∈ P : ∃ φ ∈ Lm,p(Rn) with Jxφ = P, φ|E = 0, and ‖φ‖Lm,p(Rn) ≤ 1
}
.
Thus, σ(x, E) is a centrally-symmetric (P ∈ P =⇒ −P ∈ P ) convex subset of P .
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2.2. Preliminaries. For each x ∈ Rn, δ > 0, we define a norm on P by
|P|x,δ :=
( ∑
|α|≤m−1
|∂αP(x)|pδn+(|α|−m)p
)1/p
(P ∈ P). (1)
For x ′ ∈ Rn, we have the Taylor expansion
∂αP(x) =
∑
|γ|≤m−1−|α|
1
γ!
∂α+γP(x ′) · (x − x ′)γ (|α| ≤ m− 1).
Thus, the norms defined in (1) satisfy the inequality
|P|x,δ ≤ C
′ |P|x ′,δ (x, x
′ ∈ Rn, |x− x ′| ≤ Cδ). (2)
We will consider the following result in several settings.
The Sobolev Inequality for U: For every F ∈ Lm,p(U), we have
|∂α(JyF− F)(x)| ≤ C · |x− y|
m−|α|−n/p · ‖F‖Lm,p(U) (x, y ∈ U, |α| ≤ m− 1). (3)
For the appropriate class of domains U, the constant C in (3) will be universal. The usual
proof of the Sobolev Inequality forU = Rn establishes (3) whenU is any cubeQ ⊂ Rn. By
applying a linear transformation, we obtain (3) also whenU is an axis-parallel rectangular
box that is non-degenerate (i.e., whose sidelengths differ at most by a universal constant
factor).
Finally, we consider the case when U = R1 ∪ R2 is the union of two such rectangular
boxes; we assume that R1 and R2 have an interior point in common. Take x, y ∈ U and
fix some function F ∈ Lm,p(U). If x and y lie in the same box Ri then (3) follows from the
Sobolev Inequality for Ri. Thus, we may assume that x and y lie in different boxes. Let
z ∈ R1 ∩ R2 be any point that satisfies
|x − z| ≤ |x − y| and |y − z| ≤ |x− y|.
(Here, we exploit the axis-parallel structure of R1 and R2.) For any α with |α| ≤ m − 1,
since |α|+ n/p−m < 0, we have
|∂α(JyF− JxF)(z)| · |x − y|
|α|+n/p−m ≤ |∂α(JyF− JzF)(z)| · |y − z|
|α|+n/p−m
+|∂α(JxF− JzF)(z)| · |x − z|
|α|+n/p−m,
which is bounded by C ′‖F‖Lm,p(R1∪R2), thanks to the Sobolev Inequality for Ri (i = 1, 2).
Inserting this inequality on the right-hand side of (2), where we have set P = JyF − JxF,
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δ = |x − y| and x ′ = z, we obtain (3). This completes the proof of the Sobolev Inequality
for U = R1 ∪ R2.
3. PLAN FOR THE PROOF
Let E ⊂ Rn (finite) and z ∈ Rn be given. Our main goal is to prove the following
theorem.
Extension Theorem for (E, z). There exist a linear map T : Lm,p(E; z) → Lm,p(Rn), a map
M : Lm,p(E; z) → R+ and a collection of linear functionals Ω ⊂ [Lm,p(E)]∗, that satisfy the
following properties:
(E1) T is an extension operator.
(E2) ‖(f, P)‖Lm,p(E;z) ≤ ‖T(f, P)‖Lm,p(Rn) ≤ C · ‖(f, P)‖Lm,p(E;z), and
(E3) C−1 ·M(f, P) ≤ ‖T(f, P)‖Lm,p(Rn) ≤ C ·M(f, P), for each (f, P) ∈ L
m,p(E; z).
(E4)
∑
ω∈Ω
dp(ω) ≤ C ·#(E).
(E5) T has Ω-assisted bounded depth.
(E6) There exists a collection of linear functionals Ξ ⊂ [Lm,p(E; z)]∗, such that
(a) each functional in Ξ has Ω-assisted bounded depth,
(b) #(Ξ) ≤ C ·#(E), and
(c) M(f, P) =
(∑
ξ∈Ξ
|ξ(f, P)|p
)1/p
for each (f, P) ∈ Lm,p(E; z).
Here, C depends only onm, n and p.
Theorem 1 (for finite E) and Theorems 2, 3 follow easily from the above extension the-
orem. (See section 18.)
3.1. Order Relation on Labels. To prove the Extension Theorem for (E, z)we proceed by
induction on the “shape” of the convex subsets σ(x, E) ⊂ P , where x ranges over E. The
shape of a single convex subset σ ⊂ P will be defined in terms of a label A ⊂M. We use
the following order relation on labels.
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Definition 2. Given distinct elements α = (α1, . . . , αn), β = (β1, . . . , βn) ∈ M, let k ∈
{0, . . . , n} be maximal subject to the condition
∑k
i=1 αi 6=
∑k
i=1 βi. We write α < β if
k∑
i=1
αi <
k∑
i=1
βi.
Given distinct labels A, A ⊂ M, we write A < A if the minimal element of the symmetric
differenceA∆A (under the order < on elements) lies in A.
The next lemma is immediate from the definition.
Lemma 3.1. The following properties hold:
• If α, β ∈ M and |α| < |β| then α < β.
• IfA ( A ⊂M thenA < A. In particular, the empty set is maximal and the whole setM
is minimal under the order on labels.
3.2. Polynomial Bases. In this section, we define the notion of a labeled basis for a sym-
metric convex subset σ ⊂ P .
Definition 3. Given A ⊂ M, x ∈ Rn, ǫ > 0 and δ > 0, we say that (Pα)α∈A ⊂ P forms an
(A, x, ǫ, δ)-basis for σ if
(B1) Pα ∈ ǫ · δ
n/p+|α|−m · σ, for α ∈ A;
(B2) ∂βPα(x) = δαβ, for α, β ∈ A; and
(B3) |∂βPα(x)| ≤ ǫ · δ
|α|−|β|, for α ∈ A, β ∈M with β > α.
Remark 1. The above definition is monotone in the parameters (ǫ, δ) in the following sense:
Suppose that (Pα)α∈A forms an (A, x, ǫ, δ)-basis for some convex subset σ ⊂ P . If ǫ
′ ≥ ǫ and
0 < δ ′ ≤ δ then (Pα)α∈A forms an (A, x, ǫ
′, δ ′)-basis for σ.
3.3. The Main Lemma. Fix a collection of multi-indices A ⊂M. We prove the following
by induction with respect to the label A.
Main Lemma forA. There exists a constant ǫ = ǫ(A), depending only onA,m, n and p, such
that the following holds. Let E ⊂ Rn and z ∈ Rn satisfy 2 ≤ #(E ∪ {z}) <∞, and assume that
σ(x, E) contains an (A, x, ǫ, δE,z)-basis for every x ∈ E,
where δE,z := 10 · diam(E ∪ {z}). (1)
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Then the Extension Theorem for (E, z) holds.
Note that condition (1) in the Main Lemma for ∅ holds vacuously. Thus the Main
Lemma for A = ∅ implies the Extension Theorem for (E, z), whenever #(E ∪ {z}) ≥ 2.
The Extension Theorem for (E, z) is obvious when #(E ∪ {z}) ≤ 1 (e.g., see Lemma 3.2 in
the next section). Thus we have reduced the proof of the Extension Theorem for (E, z) to
the task of proving the Main Lemma for A, for each A ⊂M.
We proceed by induction and establish the following.
Base Case: The Main Lemma forM holds.
Induction Step: Let A ⊂M with A 6=M. Suppose that the Main Lemma for A ′ holds for
each A ′ < A. Then the Main Lemma for A holds.
To prove the Main Lemma forM, we define ǫ(M) = 1 and take α = β = 0 in (B2) from
the definition of (M, x, 1, δ)-basis. Thus, for x ∈ E, we have Px0(x) = 1. On the other hand,
from (B1) we have Px0(x) = 0. This contradiction shows that E is empty, hence we cannot
have #(E ∪ {z}) ≥ 2. Consequently, the Main Lemma forM holds vacuously.
3.4. Small Extension Problems.
Lemma 3.2. Suppose that #(E ∪ {z}) ≤ 2. Then the Extension Theorem for (E, z) holds.
Proof. If E is empty then the Extension Theorem for (E, z) holds with (T,M,Ω, Ξ) defined
by
T(P) = P andM(P) = 0 for each P ∈ P ; Ω = ∅ and Ξ = ∅.
Suppose that E is non-empty. Since the Extension Theorem for (E, z) is equivalent to
the Extension Theorem for (E \ {z}, z), it suffices to assume that E = {x̂} for some x̂ ∈ Rn
and that z ∈ Rn \ E.
Fix data f : E = {x̂}→ R and P ∈ P . Define the polynomial R ∈ P that satisfies
R(x̂) = f(x̂); and ∂αR(x̂) = ∂αP(x̂) for all α ∈M \ {0}. (2)
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(Note that R is determined uniquely and linearly from (f, P).) Take a cutoff function θ ∈
C∞(Rn) that satisfies
θ is supported on B(x̂, ∆/2), where ∆ := |z− x̂|/2; (3)
θ ≡ 1 in a neighborhood of x̂; and (4)
|∂αθ| ≤ C|z− x̂|−|α| when |α| ≤ m. (5)
(Note that θ necessarily vanishes in a neighborhood of the point z.) Define the linear map
T : Lm,p(E; z)→ Lm,p(Rn) by
T(f, P) = P + θ(R− P), for each (f, P).
Then (2), (3) and (4) imply that T is an extension operator, i.e., that (E1) holds.
Since T(f, P) agrees with an (m− 1)rst degree polynomial outside of B(x̂, |z− x̂|/2), the
Leibniz rule and (5) show that
‖T(f, P)‖pLm,p(Rn) = ‖T(f, P)‖
p
Lm,p(B(x̂,|̂x−z|/2))
.
∑
|α|≤m
|∂α(P − R)(x̂)|p · |z− x̂|n+(|α|−m)p
(2)
= |P(x̂) − f(x̂)|p · |z− x̂|n−mp. (6)
From the Sobolev inequality, we have
|P(x̂) − f(x̂)|p · |z− x̂|n−mp ≤ C · ‖F‖pLm,p(Rn), for every F ∈ L
m,p(Rn) that satisfies
F(x̂) = f(x̂) and Jz(F) = P. (7)
Taking the infimum with respect to F in (7), yields
|P(x̂) − f(x̂)|p · |z− x̂|n−mp ≤ C · ‖(f, P)‖p
Lm,p(E;z)
.
Since T is an extension operator, the definition of the trace seminorm shows that
‖(f, P)‖Lm,p(E;z) ≤ ‖T(f, P)‖Lm,p(Rn).
The last two inequalities and (6) suffice to prove (E2). If we defineM(f, P) = |P(x̂)− f(x̂)| ·
|z − x̂|n/p−m then the same inequalities establish (E3). Finally, (E4), (E5) and (E6) follow
easily by taking Ω = ∅ and Ξ =
{
ξ : ξ(f, P) = [P(x̂) − f(x̂)] · |z − x̂|
n
p
−m
}
. This concludes
the proof of Lemma 3.2. 
3.5. Technical Lemmas. In this section we present two technical lemmas used in our
proof of the Induction Step; their proofs involve nothing but the most elementary linear
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algebra, though they are a bit involved (the reader may wish to omit the proofs of Lem-
mas 3.3 and 3.4 on first reading). Recall that D stands for the dimension of the space of
polynomials P .
Lemma 3.3. There exist universal constants c1 ∈ (0, 1) and C1 ≥ 1 so that the following holds.
Suppose we are given the following data:
• Real numbers ǫ1 ∈ (0, c1] and ǫ2 ∈ (0, ǫ
2D+2
1 ].
• A lengthscale δ > 0.
• A collection of multi-indicesA ⊂M.
• Two finite subsets ∅ 6= E1 ⊂ E2 ⊂ R
n, with diam(E2) ≤ 10δ.
• A family of polynomials (P˜xα)α∈A that form an (A, x, ǫ2, δ)-basis for σ(x, E1), for each
x ∈ E2, and satisfy
max
{
|∂βP˜xα(x)|δ
|β|−|α| : x ∈ E2, α ∈ A, β ∈M
}
≥ ǫ−D−11 . (8)
Then there exists A < A so that σ(x, E1) contains an (A, x, C1 · ǫ1, δ)-basis for every x ∈ E2.
Proof. By rescaling it suffices to assume that δ = 1. Let c1 be a sufficiently small constant,
to be determined later. Our hypothesis tells us that ǫ1 ≤ c1, ǫ2 ≤ ǫ
2D+2
1 and that (P˜
x
α)α∈A
forms an (A, x, ǫ2, 1)-basis for σ(x, E1), for each x ∈ E2. That is,
P˜xα ∈ ǫ2 · σ(x, E1); (9)
∂βP˜xα(x) = δαβ (α, β ∈ A); and (10)
|∂βP˜xα(x)| ≤ ǫ2 (α ∈ A, β ∈M, β > α). (11)
For each α ∈ A, we define Zα = max
{
|∂βP˜xα(x)| : x ∈ E2, β ∈M
}
. Then hypothesis (8) is
equivalent to max{Zα : α ∈ A} ≥ ǫ
−D−1
1 . Let α ∈ A be the minimal index with Zα ≥ ǫ
−D−1
1 .
Thus,
Zα < ǫ
−D−1
1 , for all α ∈ A with α < α, (12)
and there exist x0 ∈ E2 and β0 ∈M with
ǫ−D−11 ≤ Zα = |∂
β0 P˜x0α (x0)|. (13)
Thus, (10) and (11) imply that β0 6= α and β0 ≤ α, respectively. Therefore, β0 < α. By
definition of Zα, we also have
|∂βP˜yα(y)| ≤ |∂
β0P˜x0α (x0)|, for all y ∈ E2 and β ∈M. (14)
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Let the elements ofM between β0 and α be ordered as follows:
β0 < β1 < · · · < βk = α.
Note that k+ 1 ≤ #M = D. Define
ai = |∂
βi P˜x0α (x0)|, for i = 0, . . . , k.
Then, (10) and (13) imply that ak = 1 and a0 ≥ ǫ
−D−1
1 . Choose r ∈ {0, . . . , k} with arǫ
−r
1 =
max{alǫ
−l
1 : 0 ≤ l ≤ k}. Note that a0 ≥ ǫ
−D−1
1 > akǫ
−k
1 which implies r 6= k. Moreover, we
have
ar ≥ ǫ
D
1 a0 and ar ≥ ǫ
−1
1 ai for i = r+ 1, . . . , k. (15)
Define β = βr ∈M. Then, (15) states that
|∂βP˜x0α (x0)| ≥ ǫ
D
1 |∂
β0P˜x0α (x0)|
(13)
≥ ǫ−11 . (16)
Also, (11) and (16) imply that
|∂βP˜x0α (x0)| ≤ ǫ2 ≤ 1 ≤ ǫ1|∂
βP˜x0α (x0)| (β ∈M, β > α).
Meanwhile, for β < β ≤ α, (15) implies that |∂βP˜x0α (x0)| ≤ ǫ1|∂
βP˜x0α (x0)|. Thus, we have
|∂βP˜x0α (x0)| ≤ ǫ1|∂
βP˜α(x0)| (β ∈M, β > β). (17)
By (16) we have |∂βP˜x0α (x0)| > 1. Hence, (10) and (11) imply that
β < α and β /∈ A. (18)
Define P˜x0
β
= P˜x0α /∂
βP˜x0α (x0), which satisfies
P˜x0
β
∈ ǫ2 · σ(x0, E1), thanks to (9) and |∂
βP˜x0α (x0)| > 1; (19)
|∂βP˜x0
β
(x0)| ≤ ǫ1 (β ∈ M, β > β), thanks to (17); (20)
|∂βP˜x0
β
(x0)| ≤ ǫ
−D
1 (β ∈M), thanks to (14) and (16); and (21)
∂βP˜x0
β
(x0) = 1.
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By (19), there exists ϕβ ∈ L
m,p(Rn) with
Jx0ϕβ = P˜
x0
β
; (23)
ϕβ|E1 = 0; and (24)
‖ϕβ‖Lm,p(Rn) ≤ ǫ2. (25)
Fix an arbitrary point y ∈ E2 and define P˜
y
β
:= Jyϕβ. Then (24)-(25) and the definition of
σ(·, ·) imply that
P˜y
β
∈ ǫ2 · σ(y, E1). (26)
Since P˜y
β
= Jyϕβ, we have
|∂βP˜y
β
(y) − δββ| ≤ |∂
βϕβ(y) − ∂
βP˜x0
β
(y)| (27)
+
∣∣∣∣∣∣
∑
|γ|≤m−1−|β|
1
γ!
∂β+γP˜x0
β
(x0) · (y− x0)
γ − δββ
∣∣∣∣∣∣ (β ∈M).
Since x0, y ∈ E2 and diam(E2) ≤ 10δ = 10 we have |x0 − y| ≤ 10. Therefore, the first term
on the right-hand side of (27) is bounded by C‖ϕβ‖Lm,p(Rn); this uses (23) and the Sobolev
inequality (2.3) . In turn this is bounded by Cǫ2, thanks to (25). If β > β then β + γ > β
for each multi-index γ with |γ| ≤ m − 1 − |β|. In this case (20) and |x0 − y| ≤ 10 imply
that the second term on the right-hand side of (27) is controlled by Cǫ1. If β = β then (22)
implies that the second term from (27) equals∣∣∣∣∣∣
∑
0<|γ|≤m−1−|β|
1
γ!
∂β+γP˜x0
β
(x0) · (y− x0)
γ
∣∣∣∣∣∣ ,
which is bounded by Cǫ1, again by (20) and |x0 − y| ≤ 10. Thus we have argued that
|∂βP˜y
β
(y) − δββ| ≤ Cǫ1 (β ∈M, β ≥ β). (28)
Finally, if β ∈M then (21) and |x0 −y| ≤ 10 imply that the second term on the right-hand
side of (27) is controlled by Cǫ−D1 . Therefore,
|∂βP˜y
β
(y)| ≤ |∂βP˜y
β
(y) − δββ| + 1
≤ Cǫ1 + Cǫ
−D
1 + 1 ≤ C
′ǫ−D1 (β ∈M). (29)
Define A = {α ∈ A : α < β} ∪ {β}. Then (18) implies that the minimal element of A∆A
is β. Thus, we have A < A. For each α ∈ A \ {β}, we have α < β; hence, (18) implies that
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α < α. Thus, (12) and the definition of Zα imply that
|∂βP˜yα(y)| ≤ ǫ
−D−1
1 (α ∈ A \ {β}, β ∈M). (30)
Define
Py
β
:= P˜y
β
−
∑
γ∈A\{β}
∂γP˜y
β
(y)P˜yγ.
Notice that A \ {β} ⊂ A; thus (10) implies that
∂αPy
β
(y) = ∂αP˜y
β
(y) −
∑
γ∈A\{β}
∂γP˜y
β
(y)δαγ = 0 (α ∈ A \ {β}).
Also, (26),(29) and (9) imply that
Py
β
∈ (ǫ2 + Cǫ
−D
1 ǫ2) · σ(y, E1) ⊆ Cǫ
−D
1 ǫ2 · σ(y, E1).
Since β is the maximal element ofA, it follows that for any β ≥ β and any γ ∈ A \ {β}, we
have β > γ. Thus, (28), (29) and (11) imply that
|∂βPy
β
(y) − δββ| ≤ C(ǫ1 + ǫ
−D
1 ǫ2) (β ∈M, β ≥ β). (31)
Finally, (29) and (30) imply that
|∂βPy
β
(y)| ≤ Cǫ−2D−11 (β ∈M).
Recall that ǫ2 ≤ ǫ
D+1
1 and ǫ1 ≤ c1. We now fix c1 to be a small universal constant, so
that (31) yields ∂βPy
β
(y) ∈ [1/2, 2]. We then define P̂y
β
= Py
β
/∂βPy
β
(y). The above four lines
give that
P̂y
β
∈ Cǫ−D1 ǫ2 · σ(y, E1); (32)
∂β(P̂y
β
)(y) = δββ (β ∈ A); (33)
|∂βP̂y
β
(y)| ≤ C(ǫ1 + ǫ
−D
1 ǫ2) (β ∈M, β > β); and (34)
|∂βP̂y
β
(y)| ≤ Cǫ−2D−11 (β ∈ M). (35)
For each α ∈ A \ {β} we define P̂yα = P˜
y
α −
[
∂β(P˜yα)(y)
]
P̂y
β
. Note that α < β, and hence
|∂β(P˜yα)(y)| ≤ ǫ2 ≤ 1, thanks to (11). From (9) and (32), we now obtain
P̂yα ∈ C
′ǫ−D1 ǫ2 · σ(y, E1). (36)
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From (11) and (35), we have∣∣∣∂β(P̂yα)(y)∣∣∣ ≤ ∣∣∣∂β(P˜yα)(y)∣∣∣+ ∣∣∣∂β(P˜yα)(y)∣∣∣ · ∣∣∣∂β(P̂yβ)(y)∣∣∣ ≤ ǫ2 + ǫ2 · Cǫ−2D−11
≤ C ′ǫ−2D−11 ǫ2 (β ∈M, β > α). (37)
Recall that A = {α ∈ A : α < β} ∪ {β}. From (10) and (33), we have
∂βP̂yα(y) = ∂
β(P˜yα)(y) −
[
∂β(P˜yα)(y)
]
∂β(P̂y
β
)(y)
=

 δαβ −
[
∂β(P˜yα)(y)
]
δββ = δαβ for β ∈ A, β < β
∂β(P˜yα)(y) −
[
∂β(P˜yα)(y)
]
δβ β = 0 for β = β
= δαβ (β ∈ A). (38)
By now varying the point y ∈ E2, we deduce from (32)-(34) and (36)-(38) that σ(y, E1)
contains an (A, y, C · [ǫ1 + ǫ
−2D−1
1 ǫ2], 1)-basis for each y ∈ E2. Since ǫ2 ≤ ǫ
2D+2
1 , the
conclusion of Lemma 3.3 is immediate. 
Definition 4 (Near-triangular matrices). Let S ≥ 1, ǫ ∈ (0, 1) andA ⊂M be given. A matrix
B = (Bαβ)α,β∈A is called (S, ǫ) near-triangular if
|Bαβ − δαβ| ≤ ǫ (α, β ∈ A, α ≤ β); and
|Bαβ| ≤ S (α, β ∈ A).
Lemma 3.4. Given R ≥ 1, there exist constants c2 > 0, C2 ≥ 1 depending only on R, m, n, so
that the following holds. Suppose we are given ǫ2 ∈ (0, c2], x ∈ R
n, a symmetric convex subset
σ ⊂ P and a family of polynomials (Pα)α∈A ⊂ P , such that
Pα ∈ ǫ2 · σ (α ∈ A); (39a)
|∂βPα(x) − δαβ| ≤ ǫ2 (α ∈ A, β ∈M, β ≥ α); and (39b)
|∂βPα(x)| ≤ R (α ∈ A, β ∈M). (39c)
Then there exists a (C2, C2ǫ2) near-triangular matrix B = (Bαβ)α,β∈A, so that
P̂α :=
∑
β∈A
BαβPβ (α ∈ A) (40)
forms an (A, x, C2ǫ2, 1)-basis for σ. Furthermore, |∂
βP̂α(x)| ≤ C2 for every α ∈ A and every
β ∈M.
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Proof. Let c2 ∈ (0, 1) and C2 ≥ 1 be constants depending only on R,m and n, that will be
determined later. Define the matrix D by setting Dαβ = ∂
βPα(x) for all α, β ∈ A. From
(39b) and (39c) it is immediate that D is (R, ǫ2) near-triangular. Since ǫ2 ≤ c2, by fixing a
small enough constant c2 determined by R, m, n, we can ensure that D is invertible and
that B := D−1 = (Bαβ)α,β∈A is (C
′, C ′ǫ2) near-triangular, for some constant C
′ determined
by R,m, n.
For each α ∈ A we define P̂α as in (40). Since σ is a symmetric convex set, from |Bαβ| ≤
C ′ and (39a) we deduce that
P̂α ∈ C
′′ǫ2 · σ, where C
′′ = C ′′(R,m, n).
Since B = D−1, we have
∂γP̂α(x) =
∑
β∈A
BαβDβγ = δαγ (γ ∈ A).
Finally, for each γ ∈M with γ > α, we write
|∂γP̂α(x)| ≤
∣∣∣∣∣∑
β∈A
β≤α
Bαβ∂
γPβ(x)
∣∣∣∣∣+
∣∣∣∣∣∑
β∈A
β>α
Bαβ∂
γPβ(x)
∣∣∣∣∣.
From (39b), (39c) and the fact that B is (C ′, C ′ǫ2) near-triangular, it follows that each sum-
mand is dominated by C ′ · R · ǫ2. Hence,
|∂γP̂α(x)| ≤ C^ǫ2 (γ ∈M, γ > α), where C^ = C^(R,m, n).
Taking a large enough constant C2 determined by R, m, n, we have shown that (P̂α)α∈A
forms an (A, x, C2ǫ2, 1)-basis for σ. Finally, (39c) and |Bαβ| ≤ C
′ imply the last conclusion
of the lemma. 
4. THE INDUCTIVE HYPOTHESIS
Let A (M. Here, we start on the proof of the Induction Step. We make the inductive
assumption that the Main Lemma for A ′ holds for each A ′ < A. Put
ǫ0 = min
{
ǫ(A ′) : A ′ < A
}
,
with ǫ(A ′) as in the Main Lemma for A ′. From the remark in section 3.2, we have:
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(IH) Let Â < A. Let Ê ⊂ Rn and ẑ ∈ Rn satisfy 2 ≤ #(Ê ∪ {ẑ}) <∞, and assume that
σ(x, Ê) contains an (Â, x, ǫ0, δÊ,ẑ)-basis for every x ∈ Ê, (1)
where δÊ,ẑ = 10 · diam(Ê ∪ {ẑ}).
Then the Extension Theorem for (Ê, ẑ) holds.
Let us start on the proof of the Main Lemma for A. The value of the universal constant
ǫ(A) is determined later in the paper. We now assume that ǫ = ǫ(A) is less than a small
enough universal constant (the “small ǫ assumption”).
Fix E ⊂ Rn and z ∈ Rn with 2 ≤ #(E ∪ {z}) <∞, and such that condition (3.1) from the
Main Lemma for A holds. By rescaling and translating E and {z}, we can arrange that
δE,z := 10 · diam(E ∪ {z}) = 1 and
E ∪ {z} ⊂
1
8
Q◦ where Q◦ := (0, 1]n . (2)
(Note that Q◦ is a dyadic cube as per our notation.)
Suppose that there existsA < A such that σ(x, E) contains an (A, x, ǫ0, 1)-basis for every
x ∈ E. Then the Extension Theorem for (E, z) holds in view of (IH). Having reached the
conclusion of the Main Lemma for A in this case, we now assume that
for every A < A, there exists x ∈ E,
such that σ(x, E) does not contain an (A, x, ǫ0, 1)-basis. (3)
If#(E) ≤ 1 then the Extension Theorem for (E, z) holds (see Lemma 3.2). Thus, we may
assume that
#(E) ≥ 2. (4)
The assumptions (2)-(4) on (E, z) will remain in place until the end of section 18, when
we prove Theorem 1 for finite E, and establish Theorems 2, 3.
4.1. Auxiliary Polynomials. Placing δE;z = 1 into condition (3.1) from the Main Lemma
for A, we obtain (P˜xα)α∈A that forms an (A, x, ǫ, 1)-basis for σ(x, E), for every x ∈ E. The
goal of this subsection is to exhibit a similar basis for σ(x, E) at every other point x ∈ Q◦.
As a consequence of (3), we will show that
|∂βP˜xα(x)| ≤ C (x ∈ E, α ∈ A, β ∈M). (5)
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To prove (5), we fix a universal constant ǫ1 ≤ min{c1, ǫ0/C1}, where c1 and C1 are the
constants from Lemma 3.3. For the sake of contradiction, suppose that (5) fails to hold
with C = ǫ−D−11 :
max
{
|∂βP˜xα(x)| : x ∈ E, α ∈ A, β ∈M
}
> ǫ−D−11 . (6)
We may assume that ǫ ≤ ǫ2D+21 . Then the hypotheses of Lemma 3.3 hold with parameters(
ǫ1, ǫ2, δ,A, E1, E2, (P˜
x
α)α∈A,x∈E2
)
:=
(
ǫ1, ǫ, 1,A, E, E, (P˜
x
α)α∈A,x∈E
)
.
(Here, the left-hand side denotes the local parameters of Lemma 3.3, and the right-hand
side is defined as in the paragraph above. Notice that diam(E) ≤ 10 and E 6= ∅ follow from
(2) and (4), respectively.) Thus we find A < A so that σ(x, E) contains an (A, x, C1ǫ1, 1)-
basis for each x ∈ E. Since C1ǫ1 ≤ ǫ0, this contradicts (3), which concludes our proof of
(5).
Fix x0 ∈ E and α ∈ A. Since P˜
x0
α ∈ ǫ · σ(x0, E), there exists ϕα ∈ L
m,p(Rn)with
ϕα = 0 on E; (7)
Jx0(ϕα) = P˜
x0
α ; and (8)
‖ϕα‖Lm,p(Rn) ≤ ǫ. (9)
In view of (5) and (B2),(B3) from the definition of (P˜x0α )α∈A being an (A, x0, ǫ, 1)-basis, we
have
|∂βϕα(x0)| = |∂
βP˜x0α (x0)| ≤ C for β ∈M; (10)
∂αϕα(x0) = ∂
αP˜x0α (x0) = 1; and (11)
|∂β+γϕα(x0)| = |∂
β+γP˜x0α (x0)| ≤ ǫ for β > α, |γ| ≤ m− 1− |β|, and
for β = α, 0 < |γ| ≤ m − 1− |β| (12)
(since in either case we have β+ γ > α).
For each x ∈ Q◦, define P̂xα = Jx(ϕα). Then (7) and (9) yield
P̂xα ∈ ǫ · σ(x, E). (13)
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For each β ∈M, by the Sobolev inequality (notice that |x0 − x| ≤ diam(Q
◦) = 1), we have∣∣∣∂βP̂xα(x) − δαβ∣∣∣ = ∣∣∂βϕα(x) − δαβ∣∣ ≤ ∣∣∂βJx0(ϕα)(x) − δαβ∣∣+ ∣∣∂β [Jx0(ϕα) −ϕα] (x)∣∣
.
∣∣∣ ∑
|γ|≤m−1−|β|
1
γ!
∂β+γϕα(x0)(x− x0)
γ − δαβ
∣∣∣ + ‖ϕα‖Lm,p(Rn).
Thus, (9),(11),(12) show that
|∂βP̂xα(x) − δαβ| ≤ C^ǫ (β ∈M, β ≥ α), (14)
while (9),(10) imply that
|∂βP̂xα(x)| ≤ |∂
βP̂xα(x) − δαβ|+ 1 ≤ C^ + ǫ+ 1 (β ∈M). (15)
It follows from (13),(14),(15) that (3.39a),(3.39b),(3.39c) hold for (P̂xα)α∈A, with R equal to
a universal constant, ǫ2 = C^ǫ and σ = σ(x, E). We may assume that C^ǫ ≤ c2, with the
constant c2 as in Lemma 3.4. We have verified the hypotheses of Lemma 3.4; hence for
each x ∈ Q◦ there exists a (C ′, C ′ǫ) near-triangular matrix Ax = (Axαβ)α,β∈A, such that
Pxα :=
∑
β∈A
Axαβ · Jx(ϕβ) satisfies:
(Pxα)α∈A is an (A, x, C
′ǫ, 1)-basis for σ(x, E), and (16)
|∂βPxα(x)| ≤ C
′, for every β ∈M.
That is,
Pxα ∈ C
′ǫ · σ(x, E) (x ∈ Q◦, α ∈ A); (17a)
∂βPxα(x) = δαβ (x ∈ Q
◦, α, β ∈ A); (17b)
|∂βPxα(x)| ≤ C
′ǫ (x ∈ Q◦, α ∈ A, β ∈M, β > α); and (17c)
|∂βPxα(x)| ≤ C
′ (x ∈ Q◦, α ∈ A, β ∈M). (17d)
Here and elsewhere, ∂βPxα(x) denotes the value of ∂
β
yP
x
α(y) at y = x, not the β
th derivative
of the function x 7→ Pxα(x).
4.2. Reduction to Monotonic A. The notion of monotonic labels played a key rôle in the
study of Cm extension problems. It continues to be crucial for us here.
Definition 5 (Monotonic labels). A collection of multi-indicesA ⊂M is monotonic if
α ∈ A and |γ| ≤ m − 1− |α| =⇒ α+ γ ∈ A.
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If the above property fails, we say that A is non-monotonic.
In this section we deduce the monotonicity of A using assumption (3) and condition
(3.1) from the Main Lemma for A.
We proceed by contradiction and assume that A is non-monotonic. In this setting, we
prove
⊛ There exists A < A so that σ(x, E) contains an (A, x, ǫ0, 1)-basis for each x ∈ E.
This contradicts (3); thus, our proof of the Induction Step will be reduced to the case of
monotonic A.
In order to construct A, we exploit the non-monotonicity of A and choose α0 ∈ A and
γ ∈M with
0 < |γ| ≤ m− 1− |α0| and α := α0 + γ ∈M \A. (18)
We then define A = A ∪ {α}. Note that the minimal (only) element of A∆A is α, which is
a member of A. Hence, A < A by definition of the order. Also, note that α0 < α.
For each y ∈ Q◦, we have defined (Pyα)α∈A that satisfy (16)−(17d). For each y ∈ E, we
now define
Pyα = P
y
α0
⊙y q
y, where qy(x) :=
α0!
α!
(x− y)γ. (19)
Expanding out this product, we have
Pyα(x) =
α0!
α!
∑
|ω|≤m−1−|γ|
1
ω!
∂ωPyα0(y)(x− y)
ω+γ.
Note that ω = α0 arises in the sum above, thanks to (18). Also, the terms with ω + γ >
α = α0 + γ correspond precisely to ω > α0, by definition of the order. The following
properties are now immediate.
∂αPyα(y) = 1, thanks to (17b) with α = β = α0. (20a)
|∂βPyα(y)| ≤ C
′ǫ (β ∈ M, β > α), thanks to (17c) with α = α0. (20b)
|∂βPyα(y)| ≤ C
′ (β ∈M), thanks to (17d). (20c)
Next, we establish that
Pyα ∈ C
′ǫ · σ(y, E). (20d)
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From (17a) (with α = α0), we find a function ϕ ∈ L
m,p(Rn) with
ϕ = 0 on E; (21)
Jy(ϕ) = P
y
α0
; and (22)
‖ϕ‖Lm,p(Rn) ≤ Cǫ. (23)
Consider x ∈ Q◦ and β ∈Mwith β > α0. Since x and y belong to the unit cube Q
◦, we
have |x − y| ≤ δQ◦ = 1. Thus, (22) and the Sobolev inequality yield
|∂βϕ(x)| ≤ |∂βPyα0(x)|+ |∂
βϕ(x) − ∂βPyα0(x)| ≤ |∂
βPyα0(x)|+ C‖ϕ‖Lm,p(Rn)
=
∣∣∣ ∑
|γ|≤m−1−|β|
1
γ!
∂β+γPyα0(y)(x− y)
γ
∣∣∣+ C‖ϕ‖Lm,p(Rn).
Note that β > α0 =⇒ β+ γ > α0. Thus, (17c),(23) imply that
|∂βϕ(x)| ≤ C ′ǫ (x ∈ Q◦, β ∈ M, β > α0). (24)
Choose a cutoff function θ ∈ C∞0 (Q
◦) with
θ ≡ 1 in a neighborhood of E, and (25)
|∂αθ| . 1 when |α| ≤ m. (26)
(This cutoff exists in view of (2).) Define
ϕ̂ = Pyα + θ(q
yϕ− Pyα).
Since y ∈ E, by (21),(22),(25), we have
Jyϕ̂ = P
y
α0
⊙y q
y = Pyα and ϕ̂|E = 0. (27)
Because θ is compactly supported on Q◦, the function ϕ̂ agrees with an (m− 1)rst degree
polynomial outside supp(θ) ⊂ Q◦. Also, since themth order derivatives of Pyα ∈ P vanish,
we find that
‖ϕ̂‖Lm,p(Rn) = ‖ϕ̂‖Lm,p(Q◦) = ‖θ · (q
yϕ− Pyα)‖Lm,p(Q◦)
(19),(22)
= ‖θ · (qyϕ − Jy [q
yϕ])‖Lm,p(Q◦).
Thus, by (26) and the Sobolev inequality, we have
‖ϕ̂‖Lm,p(Rn) .
∑
|α|≤m
‖∂α(qyϕ− Jy [q
yϕ])‖Lp(Q◦) . ‖q
yϕ‖Lm,p(Q◦). (28)
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Consider x ∈ Q◦ and some multi-index β with |β| = m. Since qy is a polynomial of
degree |γ|, we have
∂β [qyϕ] (x) =
∑
ω+ω ′=β
β!
ω!ω ′!
∂ωqy(x)∂ω
′
ϕ(x) =
∑
ω+ω ′=β
|ω|≤|γ|
β!
ω!ω ′!
∂ωqy(x)∂ω
′
ϕ(x). (29)
If ω + ω ′ = β and |ω| ≤ |γ| then |ω ′| ≥ |β| − |γ| = m − |γ|. Thus, from (18), we have
|ω ′| > |α0|. By definition of the order onM, either [ω = 0 and ω
′ = β] or [ω ′ ∈ M and
ω ′ > α0]. Using either ‖q
y‖L∞(Q◦) ≤ C (see the definition of q
y in (19)) or (24) to bound
the corresponding summand from (29), we obtain
|∂β[qyϕ](x)| ≤ C ′ · |∂βϕ(x)|+ C ′ · ǫ (x ∈ Q◦, |β| = m).
Taking pth powers, integrating over Q◦ and maximizing with respect to the multi-indices
β with |β| = m, we obtain
‖ϕ̂‖p
Lm,p(Rn)
(28)
. ‖qyϕ‖p
Lm,p(Q◦)
. ‖ϕ‖p
Lm,p(Q◦)
+ ǫp
(23)
. ǫp.
Together with (27), this proves (20d).
Now (17a)-(17d) and (20a)-(20d) imply that (Pyα)α∈A satisfies (3.39a)-(3.39c) with R equal
to a universal constant, ǫ2 = C
′ǫ and σ = σ(y, E). We may assume that C ′ǫ ≤ c2, where
the constant c2 comes from Lemma 3.4. Then the hypotheses of Lemma 3.4 hold, hence
σ(y, E) contains an (A, y, C ′′ǫ, 1)-basis for some universal constant C ′′ ≥ 1.
Finally, we may assume that ǫ ≤ ǫ0/C
′′, in which case σ(y, E) contains an (A, y, ǫ0, 1)-
basis. Since y ∈ Ewas arbitrary this concludes the proof of ⊛. As mentioned already, this
contradicts (3). Thus we may assume that A (M is a monotonic set. This property will
be called upon much later to prove Proposition 3 (but nowhere else).
5. THE CZ DECOMPOSITION
To start, we make two definitions.
Definition 6 (OK cubes). A dyadic cubeQ ⊂ Q◦ is OK if either#(3Q ∩ E) ≤ 1 or there exists
A < A such that σ(x, E ∩ 3Q) contains an (A, x, ǫ0, 30δQ)-basis for every x ∈ E ∩ 3Q.
Definition 7 (Calderón-Zygmund cubes). A dyadic cube Q ⊂ Q◦ is CZ if Q is OK and all
dyadic cubesQ ′ ⊂ Q◦ that properly containQ are not OK.
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The collection of CZ cubes will be denoted by
CZ◦ = {Q1, . . . , Qνmax}.
Lemma 5.1. The Calderón-Zygmund cubes CZ◦ form a non-trivial finite partition of Q◦ into
dyadic cubes. In particular, each Q ∈ CZ◦ has a (unique) dyadic parent Q+ ⊂ Q◦.
Proof. Recall our assumption that E ⊂ Rn is finite with #(E) ≥ 2 (see (4.4)). Therefore,
δ := inf {|x − y| : x, y ∈ E distinct} ∈ (0,∞).
Let Q ⊂ Q◦ be some dyadic cube with sidelength δQ ≤ δ/4. It follows that #(E ∩ 3Q) ≤
1, hence Q is OK. Since there are finitely many dyadic subcubes of Q◦ with sidelength
greater or equal to δ/4, it follows that CZ◦ is a finite partition of Q◦.
Suppose that Q◦ is OK. Since E ⊂ Q◦, this means that either
(a) #(E) ≤ 1 or
(b) σ(x, E) contains an (A ′, x, ǫ0, 30δQ◦)-basis for each x ∈ E and some A
′ < A.
Since δQ◦ = 1, we can replace 30δQ◦ by 1 in (b), while retaining validity (see the remark in
section 3.2). Therefore, (a) contradicts #(E) ≥ 2, while (b) contradicts (4.3).
It follows thatQ◦ is not OK. Therefore, CZ◦ is not the trivial partition {Q◦}. 
Two cubesQν, Qν ′ ∈ CZ
◦ are called “neighbors” if their closures satisfy cl(Qν)∩cl(Qν ′) 6=
∅. (In particular, any CZ cube is neighbors with itself.) We denote this relation by Qν ↔
Qν ′ or ν↔ ν ′.
Suppose that #(E ∩ 3Q+) ≤ 1 for some Q ∈ CZ◦. Then by definition Q+ is OK, which
contradicts Q ∈ CZ◦. Thus, we have
#(E ∩ 9Q) ≥ #(E ∩ 3Q+) ≥ 2 for each Q ∈ CZ◦. (1)
(Here, we are using the fact that Q+ ⊂ 3Q for any cube Q ⊂ Rn.)
Lemma 5.2 (Good Geometry). If Q,Q ′ ∈ CZ◦ satisfyQ↔ Q ′, then 1
2
δQ ≤ δQ ′ ≤ 2δQ.
Proof. For the sake of contradiction, suppose that Q,Q ′ ∈ CZ◦ satisfy
cl(Q) ∩ cl(Q ′) 6= ∅ and 4δQ ≤ δQ ′.
Since Q+,Q ′ are dyadic cubes, it follows that 3Q+ ⊂ 3Q ′. Since Q ′ is OK, either
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(a) #(3Q ′ ∩ E) ≤ 1 or
(b) σ(x, E ∩ 3Q ′) contains an (A, x, ǫ0, 30δQ ′)-basis for each x ∈ 3Q
′ ∩ E and some
A < A.
Note that (a) implies that #(3Q+ ∩ E) ≤ 1, which contradicts (1). Thus it remains to
consider (b).
By definition of σ(·, ·), we have σ(x, E ∩ 3Q ′) ⊂ σ(x, E ∩ 3Q+) for every x ∈ E ∩ 3Q+.
Therefore, (b) implies that σ(x, E ∩ 3Q+) contains an (A, x, ǫ0, 30δQ ′)-basis for each x ∈
3Q+ ∩ E. Since δQ+ ≤ δQ ′ , we may replace δQ ′ by δQ+ in the previous statement, while
retaining validity. It follows that Q+ is OK, which contradicts Q ∈ CZ◦. 
Lemma 5.3 (More Good Geometry). For each Q ∈ CZ◦, the following properties hold.
• If Q ′ ∈ CZ◦ is such that (1.3)Q ′ ∩ (1.3)Q 6= ∅ then Q ↔ Q ′. Consequently, each point
x ∈ Rn belongs to at most C(n) of the cubes (1.3)Q with Q ∈ CZ◦.
• If Q ′ ∈ CZ◦ is such that (1.1)Q ′ ∩ 10Q 6= ∅ then δQ ′ ≤ 50δQ.
• If Q ′ ∈ CZ◦ is such that (1.1)Q ′ ∩ 100Q 6= ∅ then δQ ′ ≤ 10
3δQ.
• If cl(Q) ∩ ∂Q◦ 6= ∅ then δQ ≥
1
20
δQ◦ .
Proof. Let Q ∈ CZ◦ be fixed. We start with the first bullet point. Suppose that Q ′ ∈
CZ◦ does not neighbor Q. Put δ = max{δQ/2, δQ ′/2}. Then Lemma 5.2 implies that
dist(Q,Q ′) ≥ δ (the CZ cubes that neighbor the larger cube have sidelength at least δ,
providing a buffer betweenQ andQ ′ of this width). Thus,
(1.3)Q ∩ (1.3)Q ′ ⊂ B(Q, (0.3)δ) ∩ B(Q ′, (0.3)δ) = ∅.
This completes the proof of the first statement of the first bullet point. The second state-
ment is immediate from Lemma 5.2. We pass to the second bullet point.
For the sake of contradiction, suppose that there existsQ ′ ∈ CZ◦ with (1.1)Q ′∩10Q 6= ∅
and δQ ′ > 50δQ. Note that
(1.1)Q ′ ∩ 10Q 6= ∅ =⇒ dist(Q,Q ′) ≤ (0.05)δQ ′ + (4.5)δQ.
Since δQ ′ > 50δQ it follows that dist(Q,Q
′) < (0.05 + .09)δQ ′ < (0.15)δQ ′. Therefore,
(1.3)Q∩ (1.3)Q ′ 6= ∅. However, this contradicts δQ ′ > 50δQ in view of the first bullet point
and Lemma 5.2. This completes the proof of the second bullet point.
The proof of the third bullet point is analogous to the above.
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Finally, we prove the fourth bullet point. For the sake of contradiction, suppose that
cl(Q) ∩ ∂Q◦ 6= ∅ and δQ < δQ◦/20. Therefore, 9Q ⊂ R
n \ (1/8)Q◦. Because E ⊂ (1/8)Q◦,
we have 9Q ∩ E = ∅. However, this contradicts (1). This proves the fourth bullet point,
and completes the proof of Lemma 5.3 
6. PATHS TO KEYSTONE CUBES I
In this section, constants called cG, c, c
′, C, C′, etc. depend only on the dimension n.
They are “controlled” constants. The lower case letters denote small (controlled) con-
stants while the upper case letters denote large (controlled) constants. A is a constant to
be picked later. We assume A is greater than a large enough controlled constant (“large A
assumption”).
We derive our main proposition in the following setting.
• We are given a CZ decomposition: Rn is partitioned into a collection CZ of dyadic
cubes, such thatQ,Q′ ∈ CZ and (1+10cG)Q∩ (1+10cG)Q
′ 6= ∅ =⇒ 1
64
δQ ≤ δQ′ ≤
64δQ (“good geometry”).
• We are given a finite set E ⊂ Rn with cardinality N = #(E) ≥ 2.
• The CZ cubes are related to the set E as follows: #(E ∩ 9Q) ≥ 2 for each Q ∈ CZ.
Definition 8. A cubeQ ∈ CZ is called a keystone cube if for any Q′ ∈ CZ with Q′ ∩ 100Q 6= ∅,
we have δQ′ ≥ δQ.
This section is devoted to a proof of the following proposition:
Proposition 1. We can find a subset CZspecial ⊂ CZ, and an assignment to each Q ∈ CZ of a
finite sequence SQ = (Q1, Q2, . . . , QL) of CZ cubes (with length L depending on Q), such that
the following properties hold.
(i) CZspecial contains at most C ·N distinct cubes.
(ii) Q1 = Q,QL is a keystone cube; (1+ cG)Ql ∩ (1+ cG)Ql+1 6= ∅ for every 1 ≤ l < L; and
δQk ≤ C · (1− c)
k−lδQl for 1 ≤ l ≤ k ≤ L.
(iii) Let Q,Q′ ∈ CZ \ CZspecial, and let SQ = (Q1, . . . , QL), SQ′ = (Q
′
1, . . . , Q
′
L′).
If (1+ cG)Q ∩ (1+ cG)Q
′ 6= ∅, thenQL = Q
′
L′ .
We begin the proof of Proposition 1.
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Definition 9 (Clusters). A subset S ⊂ E is a cluster if it satisfies#(S) ≥ 2 and dist(S, E \ S) ≥
A3diam(S), where the left-hand side =∞ if E \ S = ∅.
Definition 10 (Representatives). For each cluster Swe pick a representative x(S) ∈ S. We write
Q(S) to denote the CZ cube containing x(S).
Definition 11 (Halos). For each cluster S, we define the halo of S to be
H(S) =
{
x ∈ Rn : A · diam(S) < |x− x(S)| < A−1dist(S, E \ S)
}
.
Again, dist(S, E \ S) =∞ if S = E.
Definition 12 (Interstellar cubes). Q ∈ CZ is interstellar if diam(A10Q ∩ E) ≤ A−10δQ and
(1+ 3cG)Q ∩ E = ∅.
We recall the Well Separated Pairs Decomposition [5].
Theorem 6 (Well Separated Pairs Decomposition). Let E ⊂ Rn be finite. There exists a
list of non-empty Cartesian products E′1 × E
′′
1 , E
′
2 × E
′′
2 , . . . , E
′
νmax
× E′′νmax , each contained in
E× E \ {(x, x) : x ∈ E}, such that the following properties hold.
• For each ν = 1, . . . , νmax, we have diam(E
′
ν) + diam(E
′′
ν) ≤ 10
−6dist(E′ν, E
′′
ν).
• Each pair (x′, x′′) ∈ E× E with x′ 6= x′′ belongs to precisely one E′ν × E
′′
ν.
• νmax ≤ CN.
Fix a representative (x′ν, x
′′
ν) ∈ E
′
ν × E
′′
ν for each ν = 1, . . . , νmax. Then for any (x
′, x′′) ∈
E× Ewith x′ 6= x′′, we have (x′, x′′) ∈ E′ν × E
′′
ν for some ν. For that ν, we have
|x′ν − x
′|+ |x′′ν − x
′′| ≤ diam(E′ν) + diam(E
′′
ν)
≤ 10−6dist(E′ν, E
′′
ν) ≤ 10
−6|x′ − x′′|,
and similarly
|x′ν − x
′|+ |x′′ν − x
′′| ≤ 10−6|x′ν − x
′′
ν|.
Using the Well Separated Pairs Decomposition, we prove the following.
Lemma 6.1. The number of non-interstellar cubes Q ∈ CZ is at most C(A) · N; here, C(A)
depends only on A and on the dimension n.
Lemma 6.2. The number of distinct clusters is at most CN.
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Proof of Lemma 6.1. The non-interstellar cubes areQ ∈ CZ such that (1+ 3cG)Q∩ E 6= ∅ or
diam(A10Q ∩ E) > A−10δQ.
For each x ∈ E, there are at most C distinct CZ cubes Q such that x ∈ (1 + 3cG)Q.
Therefore, there are at most CN distinct CZ cubes Q such that (1+ 3cG)Q ∩ E 6= ∅.
Next, we consider Q ∈ CZ such that diam(A10Q ∩ E) > A−10δQ. For such Q, we can
find x′, x′′ ∈ E ∩A10Q such that |x′ − x′′| > A−10δQ. For some ν, we have
|x′ν − x
′|+ |x′′ν − x
′′| ≤ 10−6 |x′ − x′′| ≤ CA10δQ.
Hence, |x′ν − x
′′
ν| ≥
1
2
A−10δQ, yet x
′
ν, x
′′
ν ∈ CA
10Q.
Therefore, the number of Q ∈ CZ such that diam(A10Q ∩ E) > A−10δQ is at most the
sum over all ν = 1, . . . , νmax of[
the number of distinct dyadic cubes Q such that x′ν, x
′′
ν ∈ CA
10Q and |x′ν − x
′′
ν| ≥
1
2
A−10δQ.
]
For each fixed ν, the quantity in the square brackets is at most C(A); and the number
of distinct ν = 1, . . . , νmax is at most CN.
Thus, there are at most C(A)N distinct Q ∈ CZ such that diam(A10Q ∩ E) > A−10δQ.
The proof of Lemma 6.1 is complete. 
Proof of Lemma 6.2. Let S be a cluster. Fix x′, x′′ ∈ S such that |x′−x′′| = diam(S). Then any
point y ∈ E \ S satisfies |x′ − y| ≥ A3|x′ − x′′|. Fix ν such that
|x′ν − x
′|+ |x′′ν − x
′′| ≤ 10−6 |x′ − x′′|
and
|x′ν − x
′|+ |x′′ν − x
′′| ≤ 10−6|x′ν − x
′′
ν|.
Then
(1− 10−6)|x′ − x′′| ≤ |x′ν − x
′′
ν| ≤
(
1+ 10−6
)
|x′ − x′′|.
Any y ∈ S satisfies
|y− x′ν| ≤ |y− x
′|+ |x′ − x′ν| ≤ diam(S) + 10
−6|x′ − x′′|
= |x′ − x′′|+ 10−6|x′ − x′′| ≤ 2|x′ν − x
′′
ν|.
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On the other hand, any y ∈ E \ S satisfies
|y− x′ν| ≥ |y− x
′|− |x′ν − x
′| ≥ A3|x′ − x′′|− 10−6|x′ − x′′|
> A|x′ν − x
′′
ν|.
Consequently, S = E ∩ B(x′ν, 10|x
′
ν − x
′′
ν|) for some ν.
Thus, every cluster S arises as E ∩ B(x′ν, 10|x
′
ν − x
′′
ν|) for some ν = 1, . . . , νmax. Since
νmax ≤ CN, there can be at most CN distinct clusters. The proof of Lemma 6.2 is complete.

Lemma 6.3. If Q is an interstellar cube, then (1+ cG)Q ⊂ H(S) for some cluster S.
Proof. Let S = E ∩ A10Q. Then #(S) ≥ #(E ∩ 9Q) ≥ 2; also diam(S) ≤ A−10δQ. Since S
intersects 9Q, it follows that S ⊆ 13Q. On the other hand, E\S ⊆ Rn\A10Q. Consequently,
dist(S, E\S) ≥ dist(13Q,Rn\A10Q) ≥ cA10δQ. Thus, dist(S, E\S) ≥ cA
20diam(S), proving
that S is a cluster.
Next, let x ∈ (1 + cG)Q. We know that (1 + 3cG)Q ∩ E = ∅ since Q is interstellar.
Hence, |x − x(S)| ≥ cδQ since x(S) ∈ S ⊆ E. Therefore, |x − x(S)| ≥ cA
10diam(S). On
the other hand, x(S) ∈ S ⊆ 13Q, and x ∈ (1 + cG)Q. It follows that |x − x(S)| ≤ CδQ ≤
C′A−10dist(S, E \ S).
Thus, cA10diam(S) ≤ |x − x(S)| ≤ C′A−10dist(S, E \ S). We have shown that each
x ∈ (1+ cG)Q belongs to H(S). 
Lemma 6.4. Let S be a cluster. Let Q ∈ CZ, and let x ∈ (1+ cG)Q ∩H(S). Then
1
2
A−1
[
|x− x(S)|+ δQ(S)
]
≤ δQ ≤ A
[
|x− x(S)|+ δQ(S)
]
.
Proof. We know that A · diam(S) < |x− x(S)| < A−1dist(S, E \ S). In particular,
S ⊂ B
(
x, |x− x(S)|+ diam(S)
)
⊂ B
(
x, [1+A−1] · |x− x(S)|
)
⊂ B
(
x, 2|x− x(S)|
)
and
dist(x, S) ≥ |x − x(S)|− diam(S) > [1−A−1] · |x− x(S)| ≥
1
2
|x − x(S)|.
Also,
dist(x, E\S) ≥ dist
(
x(S), E\S
)
− |x−x(S)| ≥ dist(S, E\S)− |x−x(S)|> [A−1] · |x−x(S)|.
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In particular,
dist(x, E \ S) > [A− 1] · |x− x(S)| > 2|x− x(S)| ≥ dist(x, S).
Therefore, dist(x, E) = dist(x, S) ≥ 1
2
|x − x(S)|. On the other hand, E ∩ 9Q 6= ∅ since
Q ∈ CZ; and x ∈ (1 + cG)Q. Therefore, dist(x, E) ≤ CδQ. It follows that |x − x(S)| ≤
2dist(x, E) ≤ C′δQ.
Next, we check that δQ(S) ≤ AδQ. In fact, suppose that δQ(S) > AδQ. Then also δQ(S) >
cA|x − x(S)|. Since x(S) ∈ Q(S) by definition, it follows that x ∈ (1 + cG)Q(S). On the
other hand, x ∈ (1+ cG)Q. Therefore, δQ(S) and δQ differ by at most a factor of 64, thanks
to the good geometry of the CZ cubes. This contradicts our assumption that δQ(S) > AδQ,
completing the proof that δQ(S) ≤ AδQ.
We now know that 1
2
A−1
[
δQ(S) + |x− x(S)|
]
≤ δQ.
Next, we show that δQ ≤ A
[
δQ(S) + |x − x(S)|
]
. Indeed, suppose that
δQ > A
[
δQ(S) + |x− x(S)|
]
.
Since x ∈ (1+cG)Q andA
−1δQ > |x−x(S)|, it follows that x(S) ∈ (1+2cG)Q. On the other
hand, x(S) ∈ Q(S). By the good geometry of the CZ cubes, the side lengths δQ and δQ(S)
can differ at most by a factor of 64. This contradicts our assumption that δQ > AδQ(S),
completing the proof that δQ ≤ A
[
δQ(S) + |x− x(S)|
]
. 
Lemma 6.5. For any two distinct clusters S, S′, the halos H(S), H(S′) are disjoint.
Proof. Suppose x ∈ H(S) ∩H(S′), with S and S′ distinct clusters. Then
A · diam(S) < |x − x(S)| < A−1dist(S, E \ S).
Let RS = 2|x − x(S)|. Then
S ⊂ B
(
x, |x− x(S)|+ diam(S)
)
⊂ B
(
x, [1+A−1] · |x− x(S)|
)
⊂ B(x, RS).
For y ∈ E \ S, we have
|y− x| ≥ dist(y, S) − dist(x, S) ≥ dist(E \ S, S) − dist(x, S) ≥ dist(E \ S, S) − |x− x(S)|
≥ [A− 1] · |x− x(S)| > 2|x− x(S)| = RS.
Therefore, (E \ S)∩ B(x, RS) = ∅. Since we observed that S ⊂ B(x, RS) and since S ⊂ E, we
conclude that S = B(x, RS) ∩ E.
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Similarly, S′ = B(x, RS′) ∩ E, where RS′ = 2|x − x(S
′)|. It follows that S ⊂ S′ or S′ ⊂ S.
Without loss of generality, we may suppose S ⊂ S′. Since S and S′ are distinct, we can find
y ∈ S′ \ S ⊂ E \ S.
Note that diam(S′) ≥ |y − x(S)| ≥ dist(E \ S, S). Since x ∈ H(S′), we have |x − x(S′)| >
A · diam(S′), hence
|x− x(S)| > A · diam(S′) − |x(S) − x(S′)| ≥ A · diam(S′) − diam(S′)
(since x(S) ∈ S ⊂ S′ and x(S′) ∈ S′)
≥
1
2
A · diam(S′).
On the other hand, since x ∈ H(S), we have
|x− x(S)| ≤ A−1dist(S, E \ S) ≤ A−1dist(S, S′ \ S) ≤ A−1diam(S′).
Thus, |x−x(S)| ≥ 1
2
A ·diam(S′), and |x−x(S)| ≤ A−1diam(S′). This contradiction shows
that we cannot have x ∈ H(S) ∩H(S′). 
Lemma 6.6. Let S be a cluster. Let x, x′ ∈ H(S), and let Q,Q′ ∈ CZ, with x ∈ Q and x′ ∈ Q′.
If |x− x′| ≤ A−2|x− x(S)|, then (1+ cG)Q ∩ (1+ cG)Q
′ 6= ∅.
Proof. By Lemma 6.4, we have |x′ − x| ≤ A−2
[
|x − x(S)|+ δQ(S)
]
≤ 2A−1δQ. Since x ∈ Q, it
follows that x′ ∈ (1+ cG)Q. Also x
′ ∈ Q′ ⊂ (1+ cG)Q
′. 
Lemma 6.7. Fix a cluster S. Let x, x′ ∈ H(S), with |x − x(S)| ≥ |x′ − x(S)|. Then there exist
a finite sequence of points x1, x2, . . . , xL ∈ H(S), and a positive integer L∗, with the following
properties:
• x1 = x and xL = x
′.
• |xl+1 − x(S)| ≤ |xl − x(S)| for l = 1, . . . , L− 1.
• |xl − xl+1| ≤ A
−2|xl − x(S)| for l = 1, . . . , L− 1.
• |xl+L∗ − x(S)| ≤ (1−A
−3)|xl − x(S)| for 1 ≤ l ≤ L− L∗.
• L∗ ≤ A
3.
Proof. Define a point x˜ ∈ Rn such that
x˜− x(S) = |x− x(S)| ·
x′ − x(S)
|x′ − x(S)|
.
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Then x˜ ∈ H(S) since |x˜− x(S)| = |x− x(S)| and x ∈ H(S). We have
x˜ − x(S) = T · [x′ − x(S)] for some T ≥ 1. (1)
We pick points x1, . . . , xL1 in ∂B
(
x(S), |x− x(S)|
)
such that
x1 = x; xL1 = x˜;
|xl+1 − xl| ≤ A
−2|x − x(S)| = A−2|xl − x(S)| for 1 ≤ l < L1; and L1 ≤
1
2
A3.
(2)
We then pick positive real numbers TL1 , TL1+1, . . . , TL−1, TL with the properties:
TL1 = T as in (1); TL = 1; Tl+1 = (1−A
−3)Tl for L1 ≤ l ≤ L− 2; and
(1−A−3)TL−1 ≤ TL ≤ TL−1.
Define the points xL1+1, . . . , xL ∈ R
n by setting
xl − x(S) = Tl · [x
′ − x(S)] for l = L1 + 1, . . . , L. (3)
Note that (3) holds for l = L1 also, and that |xl−x(S)| = Tl · |x
′−x(S)|. We have 1 ≤ Tl ≤ T
for each l = L1, . . . , L; therefore |x
′ − x(S)| ≤ |xl − x(S)| ≤ |x − x(S)| for each such l. Since
x, x′ ∈ H(S), it follows that each xl also belongs to H(S).
We have
|xl − xl+1| ≤ A
−3|xl − x(S)| for L1 ≤ l ≤ L− 1; (4)
|xl+1 − x(S)| ≤ |xl − x(S)| for L1 ≤ l ≤ L− 1; and
|xl+1 − x(S)| = (1−A
−3)|xl − x(S)| for L1 ≤ l ≤ L− 2.
We have now defined x1, . . . , xL. Note that x1 = x and xL = x
′, which is the first bullet
point in Lemma 6.7.
We know that |xl+1− x(S)| = |xl− x(S)| for 1 ≤ l ≤ L1− 1, and |xl+1− x(S)| ≤ |xl− x(S)|
for L1 ≤ l ≤ L − 1; therefore |xl+1 − x(S)| ≤ |xl − x(S)| for 1 ≤ l ≤ L − 1. This establishes
the second bullet point of Lemma 6.7. Also, |xl+1 − x(S)| ≤ (1 − A
−3)|xl − x(S)| for L1 ≤
l ≤ L− 2. The last two estimates together show that |xl+(L1+3)−x(S)|≤ (1−A
−3)|xl−x(S)|
for 1 ≤ l ≤ L − (L1 + 3). Here, L1 + 3 ≤
1
2
A3 + 3 < A3. Thus, we have proven the last
two bullet points of Lemma 6.7. The third bullet point in Lemma 6.7 is immediate from
(2) and (4). We have verified all the conclusions of Lemma 6.7. 
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Lemma 6.8. Fix a cluster S. LetQ,Q′ ∈ CZ, and let x, x′ ∈ H(S), with x ∈ Q, x′ ∈ Q′. Assume
|x− x(S)| ≥ |x′ − x(S)| ≥ δQ(S).
Then there exist cubesQ1, Q2, . . . , QL ∈ CZ, with the following properties.
• Q1 = Q and QL = Q
′.
• (1+ cG)Ql ∩ (1+ cG)Ql+1 6= ∅ for all l = 1, 2, . . . , L− 1.
• δQk ≤ C(A)(1− c(A))
k−lδQl for 1 ≤ l ≤ k ≤ L; here, 0 < c(A) < 1 and C(A) > 0 are
constants depending only on A and on the dimension n.
Proof. Pick a sequence x1, x2, . . . , xL ∈ H(S) and an integer L∗, as in Lemma 6.7. For each l,
let Ql be the CZ cube containing xl. In particular, Q1 = Q and QL = Q
′, since x1 = x ∈ Q
and xL = x
′ ∈ Q′. For each l = 1, 2, . . . , L − 1 , we have |xl+1 − xl| ≤ A
−2|xl − x(S)|. Since
also xl ∈ Ql and xl+1 ∈ Ql+1, Lemma 6.6 tells us that (1 + cG)Ql ∩ (1 + cG)Ql+1 6= ∅. In
particular, δQl+1 and δQl differ by at most a factor of 64.
Lemma 6.7 gives |xl+1 − x(S)| ≤ |xl − x(S)| for l = 1, 2, . . . , L − 1; hence, |xl − x(S)| ≥
|x′ − x(S)| ≥ δQ(S). Hence, by Lemma 6.4 (and the fact that xl ∈ Ql), δQl differs by at most
a factor of 2A from δQ(S) + |xl − x(S)|, which in turn differs by at most a factor of 2 from
|xl − x(S)|.
Therefore,
1
4
A−1|xl − x(S)| ≤ δQl ≤ 4A|xl − x(S)|, for each l = 1, 2, . . . , L.
The fourth bullet point of Lemma 6.7 now gives
δQL∗j ≤ (4A)
2 · (1−A−3)j−iδQL∗i for 1 ≤ L∗i ≤ L∗j ≤ L.
Since also δQl+1 and δQl differ by at most a factor of 64 (1 ≤ l ≤ L − 1), and since
1 ≤ L∗ ≤ A
3, it follows that
δQk ≤ C(A) · (1− c(A))
k−lδQl for 1 ≤ l ≤ k ≤ L.

Fix a cluster S. For eachQ ∈ CZ such thatQ∩H(S) 6= ∅we fix a point x(Q, S) ∈ Q∩H(S).
Lemma 6.9. Given R ≥ δQ(S), there are at most CA
2n
(
R/δQ(S)
)n
distinct cubes Q ∈ CZ such
that Q ∩H(S) 6= ∅ and |x(Q, S) − x(S)| ≤ R.
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Proof. For each Q as in the statement of the lemma, we know from Lemma 6.4 that
δQ ≤ A ·
[
|x(Q, S) − x(S)|+ δQ(S)
]
≤ A · [2R],
and therefore Q ⊂ B(x(Q, S), CAR) ⊂ B(x(S), C′AR).
On the other hand, the CZ cubes are pairwise disjoint, and each CZ cube such that
Q ∩ H(S) 6= ∅ has volume at least (2A)−n δnQ(S), by Lemma 6.4. The conclusion of Lemma
6.9 follows at once. 
We say that Q ∈ CZ is privileged for the cluster S (or S-privileged), provided that Q ∩
H(S) 6= ∅ and |x(Q, S) − x(S)| ≤ δQ(S). According to Lemma 6.9, there are at most CA
2n
privileged cubes for a given cluster S.
Moreover, Lemma 6.9 shows that, if there are CZ cubes Q such that
Q ∩H(S) 6= ∅ and |x(Q, S) − x(S)| > δQ(S), (5)
then there exists Q^S ∈ CZ such that Q^S∩H(S) 6= ∅, |x(Q^S, S)−x(S)| > δQ(S), and |x(Q^S, S)−
x(S)| ≤ |x(Q, S) − x(S)| for anyQ ∈ CZ for which (5) holds.
For each such cluster S, we pick such a Q^S.
Lemma 6.10. Let S be a cluster, and let Q ∈ CZ. Suppose Q ∩ H(S) 6= ∅, and suppose Q is
not privileged for S. Then there exists a finite sequence of cubes Q1, Q2, . . . , QL ∈ CZ with the
following properties:
• Q1 = Q and QL = Q^S.
• (1+ cG)Ql ∩ (1+ cG)Ql+1 6= ∅ for all l = 1, 2, . . . , L− 1.
• δQk ≤ C(A) · (1− c(A))
k−lδQl for 1 ≤ l ≤ k ≤ L; here, 0 < c(A) < 1 and C(A) > 0 are
constants depending only on A and on the dimension n.
Proof. Lemma 6.8 applies, with Q as in the present lemma, Q′ = Q^S, x = x(Q, S), x
′ =
x(Q^S, S). 
Lemma 6.11. Let Q,Q′ ∈ CZ be interstellar cubes, and suppose (1 + cG)Q ∩ (1 + cG)Q
′ 6= ∅.
Then there exists a cluster S such that: (1+ cG)Q ⊂ H(S) and (1+ cG)Q
′ ⊂ H(S); and for any
cluster S′ 6= S, the cubes (1+ cG)Q and (1+ cG)Q
′ are both disjoint from H(S′).
Proof. Immediate from Lemmas 6.3 and 6.5. 
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Lemma 6.12. Let Q ∈ CZ. Then there exists a finite sequenceQ1, Q2, . . . , QL of CZ cubes, such
that
• Q1 = Q and QL is a keystone cube.
• (1+ cG)Ql ∩ (1+ cG)Ql+1 6= ∅ for l = 1, 2, . . . , L− 1.
• δQk ≤ C(A) · (1− c(A))
k−lδQl for 1 ≤ l ≤ k ≤ L.
Proof. Let x ∈ Rn, and let Qx be the CZ cube containing x. Then any CZ cube that meets
(1+cG)Q
x is a dyadic cube of sidelength at least δQx/64. Hence, x has a neighborhood that
meets only finitely many CZ cubes. Consequently, every compact set meets only finitely
many CZ cubes.
IfQ is a keystone cube, then the conclusion of the lemma holds with L = 1 andQ1 = Q.
Suppose Q is not a keystone cube. Then there exist cubes Q ′ ∈ CZwith
Q ′ ∩ 100Q 6= ∅ and δQ ′ ≤
1
2
δQ. (6)
There are only finitely many such Q ′. Pick Q1 ∈ CZ that satisfies (6) and has minimal
distance to Q among cubes satisfying (6). Let s : [0, 1]→ Rn be an affine map with
s(0) ∈ cl(Q), s(1) ∈ cl(Q1) and |s(1) − s(0)| = dist(Q1, Q). (7)
Since Q1 meets 100Q and the point s(1) ∈ cl(Q1) has a minimal distance to Q, it follows
that s(1) ∈ cl(100Q). Also, since s(0) ∈ cl(Q), we have s((0, 1)) ⊂ 100Q.
The bounded set s((0, 1))meets only finitely many CZ cubes Q1,1, . . . , Q1,K. Thus,
Q1,k ∩ 100Q 6= ∅, and (8)
dist(Q1,k, Q) < dist(Q1, Q) for k = 1, . . . , K. (9)
(Here, we use (7) to prove (9).) Reordering the cubes Q1,1, . . . , Q1,K if necessary, we can
arrange that
(1+ cG)Q
1,1 ∩ (1+ cG)Q 6= ∅ and (1+ cG)Q
1,K ∩ (1+ cG)Q
1 6= ∅; and
(1+ cG)Q
1,k ∩ (1+ cG)Q
1,k+1 6= ∅ for k = 1, . . . , K− 1.
(10)
From (9) and the definition of Q1, each Q1,k must not satisfy (6), hence δQ1,k ≥ δQ,
thanks to (8). Since each Q1,k meets 100Q, good geometry shows that δQ1,k ≤ C
′δQ, as in
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the proof of Lemma 5.3. Therefore,
δQ1,k ≃ δQ for k = 1, . . . , K, and K ≤ C. (11)
We call the cube Q1 ∈ CZ a junior partner of Q; any sequence (Q1,1, . . . , Q1,K) of CZ
cubes that satisfies (10) and (11) is said to join Q with Q1. Since Q1 meets 100Q and
satisfies δQ1 ≤
1
2
δQ, we have
C ′′ ·Q1 ⊂ C ′′ ·Q wheneverQ1 is a junior partner to Q.
Now, either Q1 is a keystone cube or it has a junior partner Q2. In the latter case, either
Q2 is a keystone cube or it has a junior partnerQ3. Continue in this way, either forever, or
until we arrive at a keystone cube.
If the above process continued indefinitely, then wewould have a sequence ofCZ cubes
Q1, Q2, Q3, . . .with eachQj+1 being a junior partner to Qj. That would imply that δQj+1 ≤
1
2
δQj andC
′′ ·Qj+1 ⊂ C ′′ ·Qj for each j. Thus, the cubesQj would shrink to a single point as
j→∞; however, this contradicts the fact that every point has a neighborhood that meets
only finitely many CZ cubes. Thus, the above process of successively passing to junior
partners must stop after finitely many steps. Accordingly, starting from any Q ∈ CZ, we
obtain a finite sequence Q1, Q2, . . . , QJ of CZ cubes such that Qj+1 is a junior partner of
Qj for 1 ≤ j ≤ J − 1, and QJ is a keystone cube. We now join each Qj with Qj+1 through
a sequence of CZ cubes. Concatenating these sequences, we obtain a sequence satisfying
the conclusions of Lemma 6.12. 
Lemma 6.13. There exists a set CZspecial, consisting of at most C(A) ·N distinct CZ cubes, for
which the following holds. We can associate to eachQ ∈ CZ a finite sequence SQ = (Q1, Q2, . . . , QL)
of CZ cubes, with the following properties.
• Q1 = Q and QL is a keystone cube.
• (1+ cG)Ql ∩ (1+ cG)Ql+1 6= ∅ for l = 1, 2, . . . , L− 1.
• δQk ≤ C(A) · (1− c(A))
k−lδQl for 1 ≤ l ≤ k ≤ L.
• Let Q,Q′ ∈ CZ \ CZspecial, and suppose (1 + cG)Q ∩ (1 + cG)Q
′ 6= ∅. Let SQ =
(Q1, . . . , QL) and SQ′ = (Q
′
1, . . . , Q
′
L′) be the finite sequences of CZ cubes associated toQ
and to Q′, respectively. ThenQL = Q
′
L′ .
Proof. First, we define the collection CZspecial. It consists of all non-interstellar cubes Q ∈
CZ, together with all Q ∈ CZ that are privileged for some cluster S. If Q ∈ CZspecial, then
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we say that Q is “special.” We have seen that there are at most C(A)N non-interstellar
cubes and at most CN distinct clusters (see Lemmas 6.1, 6.2). Since there are at most C(A)
privileged cubes for each given cluster, it follows that CZspecial consists of at most C(A)N
distinct CZ cubes.
Next, we define the sequence SQ = (Q1, Q2, . . .QL) for each CZ cubeQ. IfQ ∈ CZspecial,
we just pick any finite sequence as in Lemma 6.12. Then SQ satisfies the first three bullet
points in the statement of Lemma 6.13. It remains to define the SQ for all Q ∈ CZ \
CZspecial, and to prove that our SQ and CZspecial have the properties asserted in Lemma
6.13.
For each cluster S such that there exist cubes Q ∈ CZ that are not privileged for S but
that meet H(S), we have picked out a cube Q^S in the discussion following Lemma 6.9.
Applying Lemma 6.12 to Q^S, we obtain a finite sequence Q^
1
S, Q^
2
S, . . . , Q^
L(S)
S of CZ cubes
such that
• Q^1S = Q^S, Q^
L(S)
S is a keystone cube.
• (1+ cG)Q^
l
S ∩ (1+ cG)Q^
l+1
S 6= ∅ for l = 1, 2, . . . , L(S) − 1.
• δQ^νS ≤ C (A) · (1− c (A))
ν−µδQ^µS
for 1 ≤ µ ≤ ν ≤ L(S).
For each Q ∈ CZ that is not privileged for S but that meets H(S), we define a sequence
Q1, Q2, . . . , QL as in Lemma 6.10. Thus, Q1 = Q, QL = Q^S, (1 + cG)Ql ∩ (1 + cG)Ql+1 6= ∅
for 1 ≤ l ≤ L− 1; and δQk ≤ C(A) · (1− c(A))
k−lδQl for 1 ≤ l ≤ k ≤ L.
UnlessQ is special (in which case we have already defined S(Q)), we then define S(Q)
to be the sequence
S(Q) =
(
Q1, Q2, . . . , QL, Q^
1
S, Q^
2
S, . . . , Q^
L(S)
S
)
.
This is well-defined, since each Q ∈ CZ\CZspecial is as above for one and only one S (see
Lemma 6.11 with Q′ = Q).
SinceQL = Q^S = Q^
1
S, one checks easily that S(Q) satisfies the first three bullet points in
the statement of Lemma 6.13.
Moreover, if Q and Q′ are any two non-special CZ cubes that meet H(S), then the fi-
nite sequences S(Q) and S(Q′) both end with the finite sequence Q^1S, Q^
1
S, . . . , Q^
L(S)
S . In
particular, the sequences S(Q) and S(Q′) both end with the same cube, namely Q^
L(S)
S .
The above observation applies to any Q,Q′ ∈ CZ \ CZspecial such that (1 + cG)Q ∩
(1 + cG)Q
′ 6= ∅. Indeed, Lemma 6.11 gives a cluster S such that (1 + cG)Q, (1 + cG)Q
′ ⊂
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H(S). The cluster S admits non-special cubes Q′′ that intersect H(S); indeed, we may take
Q′′ = Q or Q′. Hence S(Q) and S(Q′) end with the same cube, by the observation in the
preceding paragraph.
The conclusions of Lemma 6.13 are now obvious. 
Proof of Proposition 1. We simply take A in Lemma 6.13 to be a large enough constant de-
termined by the dimension n. 
7. PATHS TO KEYSTONE CUBES II
We place ourselves back in the setting of section 5. In particular, CZ◦ is a dyadic de-
composition of the cube Q◦ = (0, 1]n. We define the collection of keystone cubes for CZ◦
by
CZ◦key =
{
Q ∈ CZ◦ : δQ ′ ≥ δQ for every Q
′ ∈ CZ◦ that meets 100Q
}
, (1)
which will also be denoted by
CZ◦key = {Q
♯
1, . . . , Q
♯
µmax
}.
Lemma 7.1. For each µ = 1, . . . , µmax, there are at most C
′ indices µ ′ ∈ {1, . . . , µmax} with
10Q♯µ ′ ∩ 10Q
♯
µ 6= ∅.
Proof. Suppose that Q♯, Q̂♯ ∈ CZ◦key satisfy 10Q
♯ ∩ 10Q̂♯ 6= ∅. Without loss of generality,
we may assume that δQ♯ ≥ δQ̂♯ . Therefore, 100Q
♯ ∩ Q̂♯ 6= ∅. By the definition of keystone
cubes, we have δQ̂♯ ≥ δQ♯ . Thus, δQ♯ = δQ̂♯ whenever 10Q
♯ ∩ 10Q̂♯ 6= ∅. The conclusion of
Lemma 7.1 follows immediately. 
By applying Proposition 1 to the current setting we prove the following.
Proposition 2. To each cube Qν ∈ CZ
◦ (ν = 1, . . . , νmax), we can assign a finite sequence
Sν = (Qν,1, Qν,2, . . . , Qν,Lν) of cubes from CZ
◦, such that the following properties hold.
(K1) Qν,1 = Qν and Qν,Lν is a keystone cube for CZ
◦;Qν,l ↔ Qν,l+1 (1 ≤ l ≤ Lν − 1); and
δQν,k ≤ C · (1− c)
k−lδQν,l (1 ≤ l ≤ k ≤ Lν).
(K2) Let K : CZ◦ → CZ◦ be defined by K(Qν) = Qν,Lν . Then
#
{
(ν, ν ′) ∈ {1, . . . , νmax}
2 : Qν ↔ Qν ′ and K(Qν) 6= K(Qν ′)} ≤ C ·N.
(K3) K(Qν) = Qν for any Qν ∈ CZ
◦
key.
SOBOLEV EXTENSION BY LINEAR OPERATORS 47
Proof. First we embed CZ◦ (a dyadic decomposition of Q◦) into a dyadic decomposition
CZ+ of the whole Rn.
Define the collection of dyadic cubes
CZ =
[
{Q ⊂ Rn dyadic : δQ = 1, 3Q
+ ⊃ Q◦}
∪ {Q ⊂ Rn dyadic : δQ ≥ 2, 3Q
+ ⊃ Q◦, 3Q 6⊃ Q◦}
]
\ {Q◦}.
(2)
We establish the following claims.
Claim 1: CZ partitions Rn \Q◦ into dyadic cubes.
Claim 2: IfQ ∈ CZ then 9Q ⊃ Q◦.
Claim 3: IfQ,Q ′ ∈ CZ satisfy cl(Q) ∩ cl(Q ′) 6= ∅, then 1/2 ≤ δQ/δQ ′ ≤ 2.
Claim 4: If Q ⊂ Rn is dyadic and satisfies δQ = 1, cl(Q) ∩ ∂Q
◦ 6= ∅ and Q 6= Q◦, then
Q ∈ CZ.
Proof of Claim 1: For each x ∈ Rn \ Q◦, let Q ⊂ Rn be the smallest dyadic cube with
x ∈ Q, 3Q+ ⊃ Q◦ and δQ ≥ 1. Then Q 6= Q
◦, since x /∈ Q◦. If δQ = 1, then Q ∈ CZ. On
the other hand, if δQ ≥ 2, then 3Q 6⊃ Q
◦ since Q is minimal, hence also Q ∈ CZ. In either
case, Q ∈ CZ and x ∈ Q. Thus, CZ covers Rn \Q◦.
We now prove that the collection CZ is pairwise disjoint. For the sake of contradiction,
suppose that Q,Q ′ ∈ CZ are distinct with Q ∩ Q ′ 6= ∅. Since Q,Q ′ are dyadic, either
Q ( Q ′ or Q ′ ( Q. Without loss of generality, Q ( Q ′. Therefore, Q+ ⊂ Q ′. It follows
that δQ ′ ≥ 2δQ ≥ 2. Also, since Q ∈ CZ, we have 3Q
+ ⊃ Q◦, hence 3Q ′ ⊃ Q◦. Thus,
Q ′ /∈ CZ, yielding the desired contradiction.
Obviously, each Q ∈ CZ is disjoint from Q◦, which completes the proof of Claim 1.
Proof of Claim 2: LetQ ∈ CZ. Then 9Q ⊃ 3Q+ ⊃ Q◦.
Proof of Claim 3: For the sake of contradiction, suppose thatQ,Q ′ ∈ CZ satisfy cl(Q)∩
cl(Q ′) 6= ∅ and δQ ′ ≥ 4δQ. It follows that 3Q
+ ⊂ 3Q ′. Therefore, sinceQ◦ ⊂ 3Q+, we have
Q◦ ⊂ 3Q ′. Note that δQ ′ ≥ 4. Therefore, Q
′ /∈ CZ, yielding the desired contradiction.
Proof of Claim 4: For any cube Q that satisfies cl(Q) ∩ ∂Q◦ 6= ∅ and δQ ≥ 1, we have
3Q+ ⊃ Q◦. If Q is also dyadic with δQ = 1 and Q 6= Q
◦, then we have Q ∈ CZ by
definition.
Let us define
CZ+ = CZ◦ ∪ CZ.
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From Claim 1 and the fact that CZ◦ is a dyadic decomposition of Q◦, it follows that CZ+
is a dyadic decomposition of Rn.
The following is immediate from Claims 3,4, the Good Geometry of CZ◦ (Lemma 5.2)
and the last bullet point in Lemma 5.3.
If Q,Q ′ ∈ CZ+ satisfy cl(Q) ∩ cl(Q ′) 6= ∅, then δQ/δQ ′ ∈ [1/64, 64].
Therefore,
if Q,Q ′ ∈ CZ+ satisfy (1+ 10−5)Q ∩ (1+ 10−5)Q ′ 6= ∅, then cl(Q) ∩ cl(Q ′) 6= ∅. (3)
Thus, by the last two lines,
if Q,Q ′ ∈ CZ+ satisfy (1+ 10−5)Q ∩ (1+ 10−5)Q ′ 6= ∅, then δQ/δQ ′ ∈ [1/64, 64]. (4)
It follows that CZ+ satisfies the first bullet point at the beginning of section 6 with cG :=
10−6.
From (5.1), we have #(E ∩ 9Q) ≥ 2 for every Q ∈ CZ◦. Also, from Claim 3 and E ⊂ Q◦
we have #(E ∩ 9Q) = #(E) ≥ 2 for every Q ∈ CZ. Thus, CZ+ and E ⊂ Rn satisfy the
second and third bullet points at the beginning of section 6.
Define the keystone cubes for CZ+ as in section 6:
CZ+key = {Q ∈ CZ
+ : δQ ′ ≥ δQ for every Q
′ ∈ CZ+ that meets 100Q}.
Since each Q ∈ CZ satisfies δQ ≥ 1 and 3Q
+ ⊃ Q◦, there must exist cubes Q ′ ∈ CZ◦ with
Q ′∩100Q 6= ∅ and δQ ′ ≤
1
2
δQ. (Here, we also use the fact that CZ
◦ partitionsQ◦ into cubes
of sidelength ≤ 1
2
.) Consequently,
CZ+key ⊂ CZ
◦
key. (5)
From Proposition 1, we find a subcollection CZ+special ⊂ CZ
+, and an assignment to each
Qν ∈ CZ
◦ (ν = 1, . . . , νmax) of a sequence Ŝν = (Q̂ν,1, . . . , Q̂ν,Lν) of cubes, such that the
following properties hold.
(a) CZ+special contains at most C ·N distinct cubes.
(b) Q̂ν,1 = Qν and Q̂ν,Lν ∈ CZ
+
key; each Q̂ν,k belongs to CZ
+;
(1+ 10−6)Q̂ν,l ∩ (1+ 10
−6)Q̂ν,l+1 6= ∅ for every 1 ≤ l < Lν; and (6)
δQ̂ν,k ≤ C · (1− c)
k−lδQ̂ν,l for 1 ≤ l ≤ k ≤ Lν. (7)
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(c) If Qν, Qν ′ ∈ CZ
◦ \ CZ+special satisfy (1 + 10
−6)Qν ∩ (1 + 10
−6)Qν ′ 6= ∅, then Q̂ν,Lν =
Q̂ν ′,Lν ′ .
Suppose that Qν ∈ CZ
◦ \ CZ◦key is such that Ŝν contains at least one cube from CZ. In
this case, we define a(ν) to be the first index a ∈ {1, . . . , Lν} such that Q̂ν,a ∈ CZ, and
define b(ν) to be the last index b ∈ {1, . . . , Lν} such that Q̂ν,b ∈ CZ.
Note that Q̂ν,1 = Qν ∈ CZ
◦, and Q̂ν,Lν ∈ CZ
◦, thanks to (b) and (5). Therefore, 1 <
a(ν) ≤ b(ν) < Lν. Since Q̂ν,a(ν) ∈ CZ and Q̂ν,a(ν)−1 ∈ CZ
◦, by (3) and (6) it follows that the
cube Q̂ν,a(ν)−1 must touch the boundary of Q
◦. Likewise, Q̂ν,b(ν)+1 ∈ CZ
◦ must touch the
boundary of Q◦.
In view of the last bullet point in Lemma 5.3, we may choose a sequence of CZ◦ cubes
Eν = (Qν,a(ν)−1, . . . , Qν,s(ν)+1) of bounded length (i.e., s(ν) − a(ν) ≤ C) that connects
Q̂ν,a(ν)−1 with Q̂ν,b(ν)+1 such that each of the Qν,k touches the boundary of Q
◦. That is,
we can arrange for
Qν,a(ν)−1 = Q̂ν,a(ν)−1 and Qν,s(ν)+1 = Q̂ν,b(ν)+1; (8)
(1+ 10−6)Qν,k ∩ (1+ 10
−6)Qν,k+1 6= ∅ for all a(ν) − 1 ≤ k ≤ s(ν); (9)
Qν,k ∈ CZ
◦ for each k = a(ν) − 1, . . . , s(ν) + 1; and (10)
s(ν) − a(ν) ≤ C. (11)
Define the sequence of CZ◦ cubes
Sν = (Q̂ν,1, Q̂ν,2, . . . , Q̂ν,a(ν)−2, Qν,a(ν)−1, . . . , Qν,s(ν)+1, Q̂ν,b(ν)+2, . . . , Q̂ν,Lν).
Note that the starting cube Q̂ν,1 and the terminating cube Q̂ν,Lν of the sequence Sν have
not been changed, thanks to (8). Also, note that consecutive cubes from Sν are neighbors
(they have intersecting closures), due to (3),(6),(8),(9). Thanks to (7),(11) and the Good
Geometry of the CZ◦ cubes, the sequence Sν satisfies the inequality from (K1). Thus, we
have defined Sν for each Qν ∈ CZ
◦ \ CZ◦key such that Ŝν contains cubes from CZ, and we
have proven that Sν satisfies (K1).
For any cube Qν ∈ CZ
◦ \ CZ◦key such that the path Ŝν contains no cubes from CZ, we
simply take Sν = Ŝν. Then (K1) holds in view of (b).
For any cube Qν ∈ CZ
◦
key, we take Lν = 1 and Sν = (Qν,1) = (Qν). Clearly, (K1) holds
in this case.
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Thus, we have defined Sν for each ν, and established (K1) in all cases. Also, (K3) clearly
holds. Thanks to Proposition 1 and the fact that eachQν has boundedly many neighbors,
we obtain
#
{
(Qν, Qν ′) ∈
[
CZ◦ \ CZ◦key
]2
: Qν ↔ Qν ′, Qν,Lν 6= Qν ′,Lν ′} ≤ C ·#(CZ+special).
Note that #(CZ+special) ≤ C ·N by definition. Similarly, we have
#
{
(Qν, Qν ′) ∈ CZ
◦
key × CZ
◦ : Qν ↔ Qν ′} ≤ C ·#(CZ◦key).
Thanks to (5.1), to each Q ∈ CZ◦key we may assign a point yQ ∈ E ∩ 10Q. Lemma 7.1
shows that the preimage of each y ∈ E has cardinality at most a universal constant. Thus,
#(CZ◦key) ≤ C ·N, which together with the previous two lines establishes (K2).
This completes the proof of Proposition 2. 
Recall that {Q♯1, . . . , Q
♯
µmax
} denotes the keystone cubes. Using the mapK : CZ◦ → CZ◦key
from Proposition 2 we produce a map on indices κ : {1, . . . , νmax} → {1, . . . , µmax} defined
by K(Qν) = Q
♯
κ(ν).
8. REPRESENTATIVES
Since Qν is OK, the subset E ∩ 3Qν lies on the zero set of a nondegenerate smooth
function with small norm. Using this fact we prove the next result.
Lemma 8.1. For each ν = 1, . . . , νmax, there exists x̂ν ∈
1
2
Qν, such that dist(x̂ν, E) ≥ c
′δQν .
Proof. Fix ν ∈ {1, . . . , νmax}. If E ∩ (1/4)Qν = ∅, then we take x̂ν to be the center of Qν
and reach the desired conclusion. Thus, we may assume that E ∩ (1/4)Qν 6= ∅. Let
yν ∈ E ∩ (1/4)Qν be fixed.
If #(E ∩ 3Qν) ≤ 1 then the conclusion of the lemma is obvious. Thus we may assume
that #(E ∩ 3Qν) ≥ 2. Thus, because Qν is OK there exists an (A, yν, ǫ0, 30δQν)-basis for
σ(yν, E∩3Qν), for someA < A. SinceA < A and the empty set is maximal under the order
<, we may choose a multi-index α0 ∈ A. From the definition of an (A, yν, ǫ0, 30δQν)-basis
(see (B1),(B2)), we have a polynomial
Pα0 ∈ Cǫ0δ
n/p+|α0 |−m
Qν
· σ(yν, E ∩ 3Qν) with ∂
α0Pα0(yν) = 1.
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Choose α ′ ∈Mwith
|∂α
′
Pα0(yν)|δ
|α ′|
Qν
≥ |∂βPα0(yν)|δ
|β|
Qν
for all β ∈M.
Placing β = α0 in the inequality above, we obtain
|∂α
′
Pα0(yν)| ≥ |∂
α0Pα0(yν)|δ
|α0|−|α
′ |
Qν
= δ
|α0|−|α
′|
Qν
.
Define P =
[
∂α
′
Pα0(yν)
]−1
· Pα0 . Then the above three lines imply that
P ∈ Cǫ0δ
n/p+|α ′ |−m
Qν
· σ(yν, E ∩ 3Qν); ∂
α ′P(yν) = 1; and
|∂βP(yν)| ≤ δ
|α ′|−|β|
Qν
for all β ∈M.
By definition of σ(yν, E ∩ 3Qν), there exists ϕ ∈ L
m,p(Rn)with
ϕ = 0 on E ∩ 3Qν and Jyν(ϕ) = P; (1a)
|∂βϕ(yν)| ≤ δ
|α ′|−|β|
Qν
for all β ∈M; and (1b)
‖ϕ‖Lm,p(Rn) ≤ Cǫ0δ
n/p+|α ′ |−m
Qν
. (1c)
Applying Bernstein’s inequality to the polynomial P ∈ P , we have
max
B(yν,δ)
|∂α
′
P| . δ−|α
′ | max
B(yν,δ)
|P| (δ > 0).
Since ∂α
′
P(yν) = 1, the left-hand side is bounded from below by 1. Therefore, for every
δ > 0 there exists xδ ∈ B(yν, δ)with |P(xδ)| ≥ c · δ
|α ′|. By the Sobolev inequality,
|(ϕ− P)(xδ)| = |(ϕ− Jyν(ϕ))(xδ)| . ‖ϕ‖Lm,p(Rn)|xδ − yν|
m−n/p
. δ
n/p+|α ′ |−m
Qν
δm−n/p, thanks to (1c) and |xδ − yν| ≤ δ.
Thus,
|ϕ(xδ)| ≥ |P(xδ)|− |(ϕ− P)(xδ)| ≥ c · δ
|α ′| − Cδ
n/p+|α ′ |−m
Qν
δm−n/p
= δ|α
′| ·
[
c− C
(
δ
δQν
)m−|α ′ |−n/p]
.
Wenow set δ = c0δQν , for some small universal constant c0 < 1/8, so that |ϕ(xδ)| ≥ c
′′·δ
|α ′|
Qν
and
xδ ∈ B(yν, δ) ⊂ B(yν, δQν/8) ⊂ (1/2)Qν, since yν ∈ (1/4)Qν.
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Also, (1b), (1c) and the Sobolev inequality imply that |∇ϕ| ≤ Cδ|α
′|−1
Qν
on 3Qν. Since
ϕ = 0 on E ∩ 3Qν, we have
c ′′ · δ
|α ′|
Qν
≤ |ϕ(xδ)| = |ϕ(xδ) −ϕ(x)|≤ Cδ
|α ′|−1
Qν
· |xδ − x|, for every x ∈ E ∩ 3Qν.
Hence, dist(xδ, E ∩ 3Qν) ≥ c
′ · δQν . Thus the conclusion of Lemma 8.1 holds with x̂ν =
xδ. 
We have indexed the CZ cubes CZ◦ and the subcollection of keystone cubes in an ar-
bitrary manner. Without loss of generality, we may put in place several new indexing
assumptions. First, we may assume thatQ1 contains the point z ∈ (1/8)Q
◦. IfQ1 happens
to be keystone, we also assume thatQ♯1 = Q1. To summarize, we have
z ∈ Q1 and if Q1 is keystone, then Q1 = Q
♯
1. (2)
We make no further assumptions on the indexing of Q♯µ orQν. We now define µmin = 2 if
Q1 is keystone and µmin = 1 otherwise. Thus, {Q
♯
µmin
, . . . , Q♯µmax} = {Q
♯
1, . . . , Q
♯
µmax
} \ {Q1}.
For each ν = 1, . . . , νmax, we define the representative basepoint for the CZ cube Qν:
x1 = z; and xν = x̂ν for ν = 2, . . . , νmax.
Similarly, for each µ = 1, . . . , µmax, we define the representative basepoint for the keystone
cube Q♯µ:
x♯µ = xν, where ν ∈ {1, . . . , νmax} is such that Q
♯
µ = Qν.
Denote the collection of basepoints E ′ := {x1, . . . , xνmax}, and denote the collection of key-
stone basepoints E♯ := {x♯1, . . . , x
♯
µmax
}.
Lemma 8.2. The following properties hold.
• x1 ∈ Q1 and xν ∈ (1/2)Qν for ν = 2, . . . , νmax.
• dist(xν, E) & δQν for ν = 2, . . . , νmax.
• xν ∈ 0.99Q
◦ for ν = 1, . . . , νmax.
• |xν − xν ′ | ≥ δQν/8 for ν, ν
′ = 1, . . . , νmax.
Proof. The first and second bullet points follow immediately from Lemma 8.1. Now we
pass to the third bullet point. From Lemma 5.3, we have δQν ≥ δQ◦/20 for any Qν that
touches the boundary of Q◦, and hence (1/2)Qν ⊂ 0.99Q
◦ for such cubes.
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On the other hand, if cl(Qν ′) ∩ ∂Q
◦ = ∅ then dist(Qν ′, ∂Q
◦) ≥ δQ◦/20. (The cubes Qν
that touch the boundary of Q◦ provide a buffer between Qν ′ and Q
◦ of width δQ◦/20.)
Therefore, Qν ′ ⊂ 0.99Q
◦ for such cubes. Thus, xν ∈ (1/2)Qν ⊂ 0.99Q
◦ for each ν =
2, . . . , νmax. Since x1 = z ∈ (1/8)Q
◦ by definition, we have established the third bullet
point.
Finally, the fourth bullet point is an easy consequence of the first bullet point and the
Good Geometry of CZ◦. This concludes the proof of Lemma 8.2. 
Henceforth a polynomial written Pν, Rν, etc., will always denote a jet at xν. Similarly, for
any subcollection E ′′ = {xν1 , . . . , xνs} ⊂ E
′, we naturally identify tuplets of polynomials
(Pν1, . . . , Pνs), (Rν1, . . . , Rνs), etc., with Whitney fields on E
′′.
For P ∈ P , recall the norm defined in (2.1):
|P|x,δ =
 ∑
|α|≤m−1
|∂αP(x)|p · δn+(|α|−m)p
1/p (x ∈ Rn, δ > 0).
For each ν = 1, . . . , νmax, we denote
|P|ν := |P|xν,δQν
.
Note that |x♯
κ(ν)
− xν| ≤ C
′δQν , since xν ∈ Qν, x
♯
κ(ν)
∈ Q♯
κ(ν)
and (K1) from Proposition 2
holds (recall that K(Qν) = Q
♯
κ(ν)
). Thus, (2.2) yields
|P|ν ≃ |P|x♯
κ(ν)
,δQν
=
( ∑
|α|≤m−1
∣∣∂αP(x♯
κ(ν)
)∣∣p · δn+(|α|−m)pQν )1/p. (3)
Similarly, if ν ′ ∈ {1, . . . , νmax} is such that |xν ′ − xν| ≤ CδQν and δQν/δQν ′ ∈ [C
−1, C], then
by (2.2) we have
|P|ν ≃ |P|ν ′ . (4)
In particular, (4) holds if ν↔ ν ′.
9. A PARTITION OF UNITY
Thanks to the properties of Q1, . . . , Qνmax and x1, . . . , xνmax established in Lemmas 5.2,
5.3 and 8.2, there exists a partition of unity {θν}
νmax
ν=1 ⊂ C
∞(Q◦) that satisfies the following
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properties. (We leave the construction as an exercise for the interested reader.)
(POU1) 0 ≤ θν ≤ 1.
(POU2) θν vanishes on Q
◦ \ (1.1)Qν.
(POU3) |∂αθν| ≤ Cδ
−|α|
Qν
whenever |α| ≤ m.
(POU4) θν ≡ 1 near xν, and θν ≡ 0 near {xν ′ : ν
′ = 1, . . . , νmax, ν
′ 6= ν}.
(POU5)
νmax∑
ν=1
θν ≡ 1 on Q
◦.
Lemma 9.1 (Patching Estimate). Let Gν ∈ L
m,p(1.1Qν) be given for each ν = 1, . . . , νmax, and
define
G(x) :=
νmax∑
ν=1
Gν(x)θν(x) (x ∈ Q
◦).
Then
‖G‖p
Lm,p(Q◦)
.
νmax∑
ν=1
‖Gν‖
p
Lm,p(1.1Qν)
+
∑
ν↔ν ′
∣∣Jxν(Gν) − Jxν ′ (Gν ′)∣∣pν .
Proof. Fix ν ′ ∈ {1, . . . , νmax}. Since
∑
θν = 1 on Q
◦, for each x ∈ Qν ′ we have
G(x) = G(x) −Gν ′(x)
[
νmax∑
ν=1
θν(x)
]
+Gν ′(x) =
νmax∑
ν=1
(Gν −Gν ′)(x)θν(x) +Gν ′(x).
For each x ∈ Qν ′ there are at most a bounded number of θν that do not vanish in a
neighborhood of x (because supp(θν) ⊂ (1.1)Qν and from the Good Geometry of the CZ
cubes). Thus, by takingmth derivatives and integrating pth powers over Qν ′ , we obtain
‖G‖pLm,p(Qν ′ )
. ‖Gν ′‖
p
Lm,p(Qν ′ )
+
∑
|α+β|=m
νmax∑
ν=1
∫
Qν ′
∣∣∂β(Gν −Gν ′)(x)∣∣p |∂αθν(x)|p dx. (1)
First we consider a term from the sum in (1) when ν is fixed, |β| = m and α = 0. Since
|θν| ≤ 1 and θν is supported in (1.1)Qν, we have∫
Qν ′
∣∣∂β(Gν −Gν ′)(x)∣∣p |θν(x)|p dx . ‖Gν‖pLm,p(1.1Qν) + ‖Gν ′‖pLm,p(Qν ′ ). (2)
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The remaining terms in the sum arise when |β| ≤ m − 1 and |α| = m − |β| ≥ 1. Since
|∂αθν| . δ
−|α|
Qν
and ∂αθν is supported in (1.1)Qν, the sum of these terms is controlled by
C
∑
1≤ν≤νmax
1.1Qν∩Qν ′ 6=∅
∑
|β|≤m−1
sup
x∈1.1Qν∩Qν ′
∣∣∂β(Gν −Gν ′)(x)∣∣p δnQνδ−(m−|β|)pQν . (3)
Because |x − xν| . δQν whenever x ∈ (1.1)Qν, and |x − xν ′ | . δQν ′ whenever x ∈ Qν ′ , the
Sobolev inequality (2.3) implies that∣∣∂β(Gν −Gν ′)(x)∣∣ . ∣∣∂β(Jxν(Gν) − Jxν ′ (Gν ′))(x)∣∣+ ‖Gν‖Lm,p(1.1Qν)δm−|β|−n/pQν
+ ‖Gν ′‖Lm,p(Qν ′ )δ
m−|β|−n/p
Qν ′
(β ∈M). (4)
Now summing (4) over all νwith ν↔ ν ′, and using Good Geometry of the CZ cubes, we
find that (3) is bounded by
C ′
∑
1≤ν≤νmax
ν↔ν ′
 sup
x∈1.1Qν∩Qν ′
∑
|β|≤m−1
δ
n−(m−|β|)p
Qν
∣∣∂β(Jxν(Gν) − Jxν ′ (Gν ′))(x)∣∣p + ‖Gν‖pLm,p(1.1Qν)
 .
(Recall that ν ′ ↔ ν ′ and thus the term from (4) that contains ‖Gν ′‖Lm,p(1.1Qν ′ ) appears
above as is required.) Applying (2.2) (recall that |·|ν = |·|xν,δQν ), we may bound the above
by
C ′′
∑
1≤ν≤νmax
ν↔ν ′
[∣∣Jxν(Gν) − Jxν ′ (Gν ′)∣∣pν + ‖Gν‖pLm,p(1.1Qν)] . (5)
Hence, by inserting the bounds (2) and (5) in (1), and using that each CZ cube has bound-
edly many neighbors, we have
‖F‖pLm,p(Qν ′ ) .
∑
1≤ν≤νmax
ν↔ν ′
[∣∣Jxν(Gν) − Jxν ′ (Gν ′)∣∣pν + ‖Gν‖pLm,p(1.1Qν)] . (6)
We now sum (6) over ν ′ = 1, . . . , νmax. Since the CZ cubes partition Q
◦, and every CZ
cube has a bounded number of neighbors, we have
‖F‖p
Lm,p(Q◦)
.
∑
ν↔ν ′
[∣∣Jxν(Gν) − Jxν ′ (Gν ′)∣∣pν + ‖Gν‖pLm,p(1.1Qν)]
.
∑
ν↔ν ′
∣∣Jxν(Gν) − Jxν ′ (Gν ′)∣∣pν + νmax∑
ν=1
‖Gν‖
p
Lm,p(1.1Qν)
,
as required. 
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Lemma 9.2. Let 0 < a < 1, a cube Q ⊂ Rn and F ∈ Lm,p(Q) be given. Then there exists
G ∈ Lm,p(Rn) which depends linearly on F and satisfies
G = F on aQ and ‖G‖Lm,p(Rn) ≤ C · (1− a)
−m · ‖F‖Lm,p(Q).
Moreover, suppose that F = T(f, ~P) for some linear map T : Lm,p(E1;E2) → Lm,p(Q) with Ω-
assisted bounded depth, for some Ω ⊂ [Lm,p(E1)]
∗. Then one may take G = T ′(f, ~P) for some
linear map T ′ : Lm,p(E1;E2)→ Lm,p(Rn) withΩ-assisted bounded depth.
Proof. Let y denote the center of Q, and fix a cutoff function θ ∈ C∞0 (Q) that satisfies
θ ≡ 1 on aQ, and (7)
|∂αθ| . ((1− a)δQ)
−|α| when |α| ≤ m. (8)
DefineG = θF+(1−θ) · Jy(F) ∈ L
m,p(Rn). ThenG depends linearly on F, while (7) implies
that G = F on aQ.
Since Gmatches an (m− 1)rst degree polynomial on the complement of Q, we have
‖G‖pLm,p(Rn) = ‖G‖
p
Lm,p(Q) . ‖F‖
p
Lm,p(Q) + ‖(1− θ) · (Jy(F) − F)‖
p
Lm,p(Q)
. ‖F‖p
Lm,p(Q)
+
∑
|β|≤m−1
δnQ · ((1− a)δQ)
−(m−|β|)p · sup
x∈Q
|∂β(F− Jy(F))(x)|
p.
(In the last inequality, themth order derivatives that fall on (Jy(F)−F) have been raised to
the pth power and integrated over Q; these terms are incorporated into ‖F‖p
Lm,p(Q)
.) Thus,
using the Sobolev inequality, we have ‖G‖Lm,p(Rn) . (1 − a)
−m · ‖F‖Lm,p(Q). It remains to
analyze this construction from the perspective of assisted bounded depth linear maps.
Suppose that F = T(f, ~P) depends linearly on some data (f, ~P) ∈ Lm,p(E1;E2), where T
hasΩ-assisted bounded depth for someΩ ⊂ [Lm,p(E1)]
∗. Then the function G is given by
the linear map T ′(f, ~P) := θT(f, ~P) + (1− θ) · Jy(T(f, ~P)). Thus, for each point x ∈ R
n there
exist linear maps ψx, φx : P → P , such that
Jx[T
′(f, ~P)] =
{
ψx(Jx[T(f, ~P)]) + φx(Jy[T(f, ~P)]) : x ∈ Q.
φx(Jy[T(f, ~P)]) : x /∈ Q.
(9)
These maps are defined by ψx(P) = Jx[θP] and φx(P) = Jx[(1− θ)P] for each P ∈ P . Note
that (9) follows from the containment supp(θ) ⊂ Q and the observation that Jx[θH] =
ψx(JxH) and Jx[(1 − θ)H] = φx(JxH) for each function H that is C
m−1 on a neighborhood
of x.
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Because T has Ω-assisted bounded depth, (9) implies that T ′ has Ω-assisted bounded
depth. This concludes the proof of Lemma 9.2. 
10. LOCAL EXTENSION OPERATORS
In this section we apply the inductive hypothesis (IH) to construct local extension op-
erators for functions defined on subsets of E ∩ 3Qν.
Fix ν ∈ {1, . . . , νmax} and Eν ⊂ E ∩ 3Qν.
Suppose that#(Eν∪{xν}) ≥ 3. Since Eν ⊂ 3Qν and xν ∈ Qνwehave 10·diam(Eν∪{xν}) ≤
30δQν . Also, #(E ∩ 3Qν) ≥ #(Eν) ≥ 2. By definition, since Qν is OK and #(E ∩ 3Qν) ≥ 2,
there exists Aν < A such that for all x ∈ E ∩ 3Qν we have that
σ(x, E ∩ 3Qν) contains an (Aν, x, ǫ0, 30δQν)-basis =⇒ (from σ(x, E ∩ 3Qν) ⊂ σ(x, Eν))
σ(x, Eν) contains an (Aν, x, ǫ0, 30δQν)-basis =⇒ (from the remark in section 3.2)
σ(x, Eν) contains an (Aν, x, ǫ0, 10 · diam(Eν ∪ {xν}))-basis.
Thus (4.1) holds with Ê = Eν, x̂ = xν and Â = Aν. From the inductive hypothesis (IH), it
follows that the Extension Theorem for (Eν, xν) holds, as long as #(Eν ∪ {xν}) ≥ 3.
On the other hand, if #(Eν ∪ {xν}) ≤ 2 then Lemma 3.2 implies the Extension Theorem
for (Eν, xν).
In any case, for each ν = 1, . . . , νmax, and each Eν ⊂ E ∩ 3Qν, there exists (Tν,Mν, Ων)
with the following properties:
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(L1) Tν : L
m,p(Eν; xν)→ Lm,p(Rn) is a linear extension operator.
(L2) ‖(fν, Pν)‖Lm,p(Eν,xν) ≤ ‖Tν(fν, Pν)‖Lm,p(Rn) ≤ C‖(fν, Pν)‖Lm,p(Eν,xν), and
(L3) C−1Mν(fν, Pν) ≤ ‖Tν(fν, Pν)‖Lm,p(Rn) ≤ CMν(fν, Pν) for each (fν, Pν).
(L4)
∑
ω∈Ων
dp(ω) ≤ C ·#[Eν].
(L5) Tν has Ων-assisted bounded depth.
(L6) There exists a collection of linear functionals Ξν ⊂ [L
m,p(Eν; xν)]
∗, so that
(a) each functional in Ξν has Ων-assisted bounded depth,
(b) #(Ξν) ≤ C ·#(Eν), and
(c) Mν(fν, Pν) =
(∑
ξ∈Ξν
|ξ(fν, Pν)|
p
)1/p
for each (fν, Pν).
We now outline the content of sections 11-19. In section 11, we compute the jet R♯µ of
a near optimal extension of f|
E∩9Q♯µ
that is suitably consistent with the polynomial P. We
can arrange that R♯µ depends linearly on the local data and P. We then define R1 = P and
Rν = R
♯
κ(ν) for each ν = 2, . . . , νmax.
We must show that ~R = (R1, . . . , Rνmax) is the jet on E
′ of some near optimal extension
of (f, P). To do so we proceed by several steps. In section 12, we produce some new local
estimates on the coefficients of the auxiliary polynomials Pxα. (Recall that the P
x
α are Taylor
polynomials of linear combinations of theϕα, which vanish on E and have small L
m,p(Rn)
seminorm.) These new estimates complement the unit-scale estimates on Pxα from section
4, and are localized to the lengthscale δQ for the cube Q ∈ CZ
◦ that contains x.
In section 13, through an estimate on the size of σ(x♯µ, E ∩ 9Q
♯
µ) (or dually, through an
estimate on the appropriate trace semi-norm), we bound the error between our guess R♯µ ∈
P and any hypothetical jet R ′ of a near optimal extension of f|
E∩9Q
♯
µ
. Thus, we establish
that R♯µ ∈ P was almost uniquely determined from its constraints and near minimality.
In section 14, we prove a certain Sobolev inequality that bounds the variance of the
derivatives of an F ∈ Lm,p(Rn) along the paths introduced in section 7. This inequality
and our assumption that the approximate monomials {ϕα}α∈A vanish on E are then used
to prove the existence of a near optimal extension of (f, P) whose jet on E ′ satisfies two
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additional constraints, termed Constancy Along Paths and Coherence with P. It will be
the case that ~R is Constant Along Paths and Coherent with P.
In section 15, we patch together the local extension operators to build an extension
operator T : Lm,p(E;E ′)→ Lm,p(Rn); along thewaywe develop a formula for the Lm,p(E;E ′)
trace seminorm. In section 16, we use the results from sections 13 and 14, and the formula
for the trace seminorm from section 15, to prove that ~R is the jet on E ′ of some near optimal
extension. At this point, we are ready to tackle the main theorems.
In section 17, we prove the Extension Theorem for (E, z). In section 18, we prove The-
orem 1 for finite E, as well as Theorems 2 and 3; we also prove an extension theorem for
the inhomogeneous Sobolev space. Finally, in section 19 we use a Banach limit to deduce
Theorem 1 for infinite sets from the finite case.
Until the end of section 18, we fix some (arbitrary) data (f, P) ∈ Lm,p(E; z).
11. EXTENSION NEAR THE KEYSTONE CUBES
We begin with a simple lemma concerning the minimization of the ℓp-norm subject to
linear constraints. We will work in RN0+k and denote a vector in RN0+k by (w,w ′) with
w ∈ RN0 , w ′ ∈ Rk.
Lemma 11.1. Given integers N0, k ≥ 0 and linear functionals λ1, . . . , λL on R
N0+k, there exists
a linear map ξ : RN0 → Rk, so that for eachw ∈ RN0 we have
L∑
i=1
|λi(w, ξ(w))|
p ≤ C inf
w ′∈Rk
{
L∑
i=1
|λi(w,w
′)|p
}
, with C = C(k, p).
Proof. It suffices to assume that k = 1, for by iteratively applying this result we obtain the
full version of the lemma. Write λi(w,w
′) = λ̂i(w) − aiw
′, where λ̂i : R
N0 → R is a linear
functional and ai ∈ R for each i = 1, . . . , L. The expression to be minimized is
L∑
i=1
∣∣∣̂λi(w) − aiw ′∣∣∣p .
By removing those terms that are independent of w ′, we may assume that ai 6= 0 for all
i = 1, . . . , L, and rewrite the expression as
L∑
i=1
∣∣∣∣∣ λ̂i(w)ai −w ′
∣∣∣∣∣
p
|ai|
p. (1)
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If L 6= 0, then a standard application of Hölder’s inequality shows that
w ′ = ξ(w) :=
λ̂1(w)|a1|
p/a1 + · · ·+ λ̂L(w)|aL|
p/aL
|a1|p + · · ·+ |aL|p
minimizes (1) to within a factor of 2p+1. If L = 0, we simply take w ′ = 0. 
Lemma 11.2. Let Q♯µ be a given keystone cube. Set f
♯
µ = f|E∩9Q♯µ . There exists a polynomial
R♯µ ∈ P with the following properties :
R♯µ depends linearly on f
♯
µ and P; (2)
∂αR♯µ(x
♯
µ) = ∂
αP(x♯µ) for every α ∈ A; (3)
and
‖(f♯µ, R
♯
µ)‖Lm,p(E∩9Q♯µ;x♯µ) ≤ (4)
C inf
{
‖(f♯µ, R
′)‖
Lm,p(E∩9Q♯µ;x
♯
µ)
: R ′ ∈ P, ∂αR ′(x♯µ) = ∂
αP(x♯µ) for every α ∈ A
}
.
Proof. The main content of the proof consists of showing that the trace seminorm
‖(f♯µ, R
′)‖
Lm,p(E∩9Q♯µ;x
♯
µ)
(5)
is given up to a universal constant factor by an expression of the type(∣∣λ1(f♯µ, R ′)∣∣p + · · ·+ ∣∣λL(f♯µ, R ′)∣∣p)1/p , (6)
where λ1, . . . , λL are some linear functionals.
Denote by CZ♯µ the collection of cubes Q ∈ CZ
◦ such that Q ∩ 100Q♯µ 6= ∅. We write
CZ♯µ = {Qν1, . . . , QνK}, whereQν1 = Q
♯
µ. Hence also xν1 = x
♯
µ. By definition of the keystone
cubes and Lemma 5.3, we have
δ
Q
♯
µ
≤ δQνi ≤ 10
3δ
Q
♯
µ
for each i = 1, . . . , K, and hence K ≤ C ′. (7)
Let R ′ ∈ P , Pνi ∈ P (i = 2, . . . , K) be arbitrary polynomials. Set Pν1 = R
′. For each
i = 1, . . . , K, we define the following objects:
• The subset Sνi = E ∩ 9Q
♯
µ ∩ 3Qνi and the function fνi = f|Sνi .
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• The mapMνi : L
m,p(Sνi ; xνi)→ R+ that satisfies (L1-6) for the subset Sνi ⊂ E∩3Qνi
and the representative xνi ∈ Qνi (together with some linearmap Tνi : L
m,p(Sνi ; xνi)→
Lm,p(Rn) and some collection of linear functionals Ωνi ⊂ [L
m,p(Sνi)]
∗).
From (L2), (L3), (L6), for any i = 1, . . . K, we have:
Mνi(fνi, Pνi) =
(
Li∑
j=1
|λji(fνi, Pνi)|
p
)1/p
≃ ‖(fνi, Pνi)‖Lm,p(Sνi ;xνi ) (8)
for some linear functionals λ1i , . . . , λ
Li
i ∈ [L
m,p(Sνi ; xνi)]
∗.
Thus, there exists Fνi ∈ L
m,p(Rn)with
Fνi = fνi on Sνi and Jxνi (Fνi) = Pνi ; and (9)
‖Fνi‖Lm,p(Rn) ≃ ‖(fνi, Pνi)‖ ≃Mνi(fνi, Pνi). (10)
Suppose that Q ∈ CZ◦ satisfies Q ∩ 100Q♯µ = ∅ and (1.1)Q ∩ 9Q
♯
µ 6= ∅. Hence, δQ ≥
100δ
Q
♯
µ
. However, this contradicts the second bullet point in Lemma 5.3. Therefore, Q /∈
CZ♯µ =⇒ (1.1)Q ⊂ Rn \ 9Q♯µ. Thus, by (POU2)we have
θν ≡ 0 on 9Q
♯
µ ∩Q
◦ for ν ∈ {1, . . . , νmax} \ {ν1, . . . , νK}. (11)
Define F◦ ∈ Lm,p(Q◦) by
F◦(x) :=
K∑
i=1
Fνi(x)θνi(x) +
∑
ν 6∈{ν1,...,νK}
R ′(x)θν(x) (x ∈ Q
◦).
From (POU2), (9) and the definition of Sνi , we have Fνi = fνi on supp(θνi) ∩ E ∩ 9Q
♯
µ.
Hence, from (POU5) and (11), we have F◦ = f♯µ on E ∩ 9Q
♯
µ (recall that E ⊂ (1/8)Q
◦).
From (POU4) and (9), we find that Jxνi (F
◦) = Pνi for each i = 1, . . . , K. To summarize,
we have
F◦ = f♯µ on E ∩ 9Q
♯
µ and Jxνi (F
◦) = Pxνi for each i = 1, . . . , K. (12)
We prepare to estimate the seminorm ‖F◦‖Lm,p(Q◦) using Lemma 9.1.
Take Gν = Fν when ν ∈ {ν1, . . . , νK}, and Gν = R
′ when ν ∈ {1, . . . , νmax} \ {ν1, . . . , νK}.
Lemma 9.1 provides the estimate:
‖F◦‖pLm,p(Q◦) .
νmax∑
ν=1
‖Gν‖
p
Lm,p(1.1Qν)
+
∑
ν↔ν ′
∣∣Jxν(Gν) − Jxν ′ (Gν ′)∣∣pν .
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The terms with ν /∈ {ν1, . . . , νK} and ν, ν
′ /∈ {ν1, . . . , νK} in the first and second sum van-
ish, respectively. In view of (9), the remaining terms in the second sum are of the form
|Pν − Pν ′ |
p
ν and |Pν − R
′|
p
ν (ν, ν
′ ∈ {ν1, . . . , νK}). (Here, we also use (8.4).) Thus,
‖F◦‖p
Lm,p(Q◦)
.
K∑
i=1
‖Fνi‖
p
Lm,p(1.1Qνi )
+
K∑
i,j=1
∣∣Pνi − Pνj∣∣pνi
≃
K∑
i=1
Mνi(fνi, Pνi)
p +
K∑
i,j=1
∣∣Pνi − Pνj∣∣pνi (thanks to (10)).
Lemma 9.2 yields F ∈ Lm,p(Rn) such that F = F◦ on 0.99Q◦ and ‖F‖Lm,p(Rn) ≤ C‖F
◦‖Lm,p(Q◦).
Therefore,
‖F‖p
Lm,p(Rn)
.
K∑
i=1
Mνi(fνi, Pνi)
p +
K∑
i,j=1
|Pνi − Pνi |
p
νi
. (13)
Recall that E ∪ E ′ ⊂ 0.99Q◦ (see (4.2) and Lemma 8.2). Thus, (12) yields
F = f♯µ on E ∩ 9Q
♯
µ and Jxνi (F) = Pνi for each i = 1, . . . , K. (14)
Let H ∈ Lm,p(Rn) be an arbitrary function that satisfies
⊛ H = f♯µ on E ∩ 9Q
♯
µ and Jxνi (H) = Pνi , for each i = 1, . . . , K.
From (10) and the definition of the trace seminorm, we have
Mνi(fνi, Pνi)
p ≃ ‖(fνi, Pνi)‖
p ≤ ‖H‖p
Lm,p(Rn)
, for each i = 1, . . . , K,
while the Sobolev inequality implies that∣∣Pνi − Pνj∣∣pνi = ∣∣∣Jxνi (H) − Jxνj (H)∣∣∣pνi . ‖H‖pLm,p(Rn), for each i, j = 1, . . . , K.
(Here, we use (7) and xνi ∈ Qνi .) Summing these two estimates over i, j ∈ {1, . . . , K}, and
using (7), provides a bound on the right-hand side of (13) by C‖H‖p
Lm,p(Rn)
. We now take
E ′µ := {xν1 , . . . , xνK}. Taking the infimum in this estimate, with respect to H ∈ L
m,p(Rn)
that satisfy ⊛, we have
K∑
i=1
Mνi(fνi, Pνi)
p +
K∑
i,j=1
∣∣Pνi − Pνj∣∣pνi . ∥∥(f♯µ, (Pνi)Ki=1)∥∥pLm,p(E∩9Q♯µ;E ′µ) .
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Together with (13) and (14), this tells us that
K∑
i=1
Mνi(fνi, Pνi)
p +
K∑
i,j=1
∣∣Pνi − Pνj∣∣pνi ≃ ∥∥(f♯µ, (Pνi)Ki=1)∥∥pLm,p(E∩9Q♯µ;E ′µ) .
For every R ′ ∈ P , the definition of the trace seminorm gives∥∥(f♯µ, R ′)∥∥pLm,p(E∩9Q♯µ ;x♯µ) = inf {∥∥(f♯µ, (Pνi)Ki=1)∥∥pLm,p(E∩9Q♯µ ;E ′µ) : (Pνi)Ki=1 ∈Wh(E ′µ), Pν1 = R ′} .
Thus, by the last two lines and (8), we have
∥∥(f♯µ, R ′)∥∥pLm,p(E∩9Q♯µ;x♯µ) ≃ inf
{
K∑
i=1
Li∑
j=1
|λji(fνi, Pνi)|
p +
K∑
i,j=1
∣∣Pνi − Pνj∣∣pνi : (Pνi)Ki=1 ∈Wh(E ′µ), Pν1 = R ′
}
.
By an application of Lemma 11.1, we can solve for (Pνi)
K
i=2 that depends linearly on
(f♯µ, R
′) and minimizes the expression inside the infimum to within the multiplicative fac-
tor C(p, k); note that we are solving for k = dim(P) · (K− 1) real variables. In view of (7),
the constant C(k, p) from the lemma is universal and we have shown that
‖(f♯µ, R
′)‖p
Lm,p(E∩9Q
♯
µ;x
♯
µ)
≃
L∑
i=1
|λi(f
♯
µ, R
′)|p, (15)
for some integer L and some linear functionals λ1, . . . , λL.
We apply Lemma 11.1 once more to solve for R ′ = R♯µ ∈ P that depends linearly on
(f♯µ, P), and minimizes the right-hand side of (15) to within a multiplicative factor C(p, k),
subject to the condition [∂αR♯µ(x
♯
µ) = ∂
αP(x♯µ) for all α ∈ A]. In this case, we solve for
the remaining k = dim(P) −#(A) coefficients of the polynomial R♯µ. Again, the constant
C(k, p) is universal. It follows that R♯µ satisfies (3) and (4). This concludes the proof of
Lemma 11.2. 
12. ESTIMATES FOR AUXILIARY POLYNOMIALS
Recall that for each x ∈ Q◦ we defined polynomials (Pxα)α∈A that satisfy (4.16)-(4.17d).
Lemma 12.1. Let Q ∈ CZ◦ be fixed. Then, the following estimate holds:
|∂βPyα(y)| ≤ Cδ
|α|−|β|
Q (α ∈ A, β ∈M, y ∈ Q).
Proof. Define E+ := (E ∩ 3Q+) ∪ {y}, and let x ∈ E+ be arbitrary. From (4.17a)-(4.17d), it
follows that the collection (Pxα)α∈A forms an (A, x, Cǫ, 1)-basis for σ(x, E). Set C
′ = 30mC.
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Then, by the definition of (A, x, Cǫ, 1)-bases, (Pxα)α∈A forms an (A, x, C
′ǫ, 30)-basis for
σ(x, E). Since the dyadic cube Q+ ⊂ Q◦ satisfies δQ+ ≤ δQ◦ = 1, by the remark in section
3.2, (Pxα)α∈A forms an (A, x, C
′ǫ, 30δQ+)-basis for σ(x, E), hence also for σ(x, E ∩ 3Q
+).
Define ǫ1 = min{c1, ǫ0/C1}, where c1 and C1 are the constants from Lemma 3.3. For the
sake of contradiction, suppose that
max
{
|∂βPŷα(ŷ)| · (30δQ+)
|β|−|α| : ŷ ∈ E+, α ∈ A, β ∈M
}
> ǫ−D−11 .
We assume that ǫ ≤ ǫ2D+21 /C
′. Then the hypotheses of Lemma 3.3 hold with the parame-
ters (
ǫ1, ǫ2, δ,A, E1, E2, (P˜
x
α)α∈A,x∈E2
)
:= (ǫ1, C
′ǫ, 30δQ+,A, E ∩ 3Q
+, E+, (Pxα)α∈A,x∈E+) .
Thus, there exists A < A, such that σ(x, E ∩ 3Q+) contains an (A, x, C1ǫ1, 30δQ+)-basis for
all x ∈ E+. Since C1ǫ1 ≤ ǫ0, we deduce that Q
+ is OK. This contradicts Q ∈ CZ◦, and
completes the proof of Lemma 12.1. 
13. ESTIMATES FOR LOCAL EXTENSIONS
Lemma 13.1. Let Q ∈ CZ◦ \ {Q1} and let xQ be the representative point for Q. Then for every
P ∈ P , we have
‖(0|E∩1.1Q, P)‖Lm,p(E∩1.1Q;xQ) ≤ ‖(0|E, P)‖Lm,p(E;xQ) . |P|xQ,δQ . (1)
Moreover, if P ∈ P satisfies ∂αP(xQ) = 0 for all α ∈ A, then
‖(0|E∩9Q, P)‖Lm,p(E∩9Q;xQ) ≃ |P|xQ,δQ . (2)
Proof. Since Q 6= Q1 we have that xQ 6= x1 = z. Thus, by the properties of the representa-
tive points listed in Lemma 8.2, there exists θ ∈ C∞0 (Q)with
θ ≡ 0 in a neighborhood of E; (3)
θ ≡ 1 in a neighborhood of xQ; and (4)
|∂αθ| . δ
−|α|
Q when |α| ≤ m. (5)
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Define H := θP. By a straightforward calculation using supp(θ) ⊂ Q and (5), we have
‖H‖p
Lm,p(Rn)
.
∑
|α|≤m−1
|∂αP(xQ)|
pδ
n−(m−|α|)p
Q =
[
|P|xQ,δQ
]p
.
Moreover, (3) and (4) show that H is a competitor in the infimum that defines
‖(0|E, P)‖Lm,p(E;xQ) := inf
{
‖G‖Lm,p(Rn) : G|E = 0, JxQG = P
}
,
and therefore
‖(0|E, P)‖Lm,p(E;xQ) ≤ ‖H‖Lm,p(Rn) . |P|xQ,δQ .
Finally, by definition of the trace seminorm we have
‖(0|E∩(1.1)Q, P)‖Lm,p(E∩1.1Q;xQ) ≤ ‖(0|E∩9Q, P)‖Lm,p(E∩9Q;xQ) ≤ ‖(0|E, P)‖Lm,p(E;xQ). (6)
This completes the proof of (1).
To prove (2), we let P ∈ P be given with
∂αP(xQ) = 0 for all α ∈ A, (7)
and establish the reverse inequality
‖(0|E∩9Q, P)‖Lm,p(E∩9Q;xQ) ≥ c |P|xQ,δQ . (8)
From the definition of σ(·, ·) and the definition of the trace seminorm, we have{
P ∈ P : ‖(0|E∩9Q, P)‖Lm,p(E∩9Q;xQ) ≤ 1/2
}
⊂ σ(xQ, E ∩ 9Q). (9)
Let ǫ1 > 0 be some small universal constant, to be determined by the end of the proof.
For the sake of contradiction, suppose that (8) fails with c = ǫD+11 , for some P ∈ P that
satisfies (7). Upon rescaling P and using (9), we see that
P ∈ CǫD+11 · σ (xQ, E ∩ 9Q) ; and (10)
max
β∈M
{∣∣∂βP(xQ)∣∣ δn/p+|β|−mQ } = 1. (11)
For each integer ℓ ≥ 0, we define
∆ℓ =
{
α ∈M : |∂αP(xQ)|δ
n
p
+|α|−m
Q ∈ (ǫ
ℓ
1, 1]
}
.
Note that ∆ℓ ⊂ ∆ℓ+1 for each ℓ ≥ 0 and that ∆ℓ 6= ∅ for ℓ ≥ 1 by (11). Since M contains
D elements, there exists 0 ≤ ℓ∗ ≤ D with ∆ℓ∗ = ∆ℓ∗+1 6= ∅. Let α ∈ M be the maximal
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element of ∆ℓ∗ . Thus,
|∂αP(xQ)|δ
n/p+|α|−m
Q ≥ ǫ
ℓ∗
1 . (12)
Moreover, for every β ∈M with β > α, we have β /∈ ∆ℓ∗ = ∆ℓ∗+1, and hence
|∂βP(xQ)|δ
n/p+|β|−m
Q ≤ ǫ
ℓ∗+1
1 (β ∈M, β > α). (13)
Thanks to (12), we may define Pα :=
[
∂αP(xQ)
]−1
P. Hence,
∂αPα(xQ) = 1, (14)
while (10),(12) and ℓ∗ ≤ D imply that
Pα ∈ Cǫ1δ
|α|+n/p−m
Q · σ(xQ, E ∩ 9Q).
Thus, there exists ϕα ∈ L
m,p(Rn) with
ϕα = 0 on E ∩ 9Q; (15)
JxQ(ϕα) = Pα; and (16)
‖ϕα‖Lm,p(Rn) ≤ Cǫ1δ
|α|+n/p−m
Q . (17)
From (11),(12) and (12),(13), we obtain
|∂βPα(xQ)| ≤ ǫ
−D
1 δ
|α|−|β|
Q (β ∈ M), and (18)
|∂βPα(xQ)| ≤ ǫ1δ
|α|−|β|
Q (β ∈ M, β > α), (19)
while (7) and (12) yield
α /∈ A. (20)
Let x ∈ E ∩ 9Q be arbitrary. Define Pxα = Jx(ϕα). Thus,∣∣∣∂βPxα(x) − ∑
|γ|≤m−1−|β|
1
γ!
∂β+γPα(xQ) · (x− xQ)
γ
∣∣∣ = |∂βPxα(x) − ∂βPα(x)|
= |∂βϕα(x) − ∂
βJxQ(ϕα)(x)| ≤ C
′ǫ1 · δ
|α|+n/p−m
Q · |x− xQ|
m−n/p−|β|
≤ C ′′ǫ1 · δ
|α|−|β|
Q (β ∈M). (21)
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(Here, we have used (16); (17) and the standard Sobolev inequality; and |x − xQ| ≤ CδQ.)
By (15),(17); inserting (14),(19) into (21); and inserting (18) into (21), we have
Pxα ∈ C3ǫ1 · δ
|α|+n/p−m
Q · σ(x, E ∩ 9Q); (22)
|∂βPxα(x) − δβα| ≤ C3ǫ1 · δ
|α|−|β|
Q (β ∈M, β ≥ α); and (23)
|∂βPxα(x)| ≤ C3ǫ
−D
1 · δ
|α|−|β|
Q (β ∈M). (24)
We recall the defining properties (4.17a)-(4.17d) of the polynomials Pxα:
Pxα ∈ C
′ǫ · σ(x, E) (α ∈ A); (25a)
∂βPxα(x) = δαβ (α, β ∈ A); (25b)
|∂βPxα(x)| ≤ C
′ǫ (α ∈ A, β ∈M, β > α); and (25c)
|∂βPxα(x)| ≤ C
′ (α ∈ A, β ∈M). (25d)
Let Q ′ ∈ CZ◦ be such that x ∈ Q ′. Then 9Q ∩ Q ′ 6= ∅, since x ∈ 9Q. Thus δQ ′ ≤ 50δQ,
thanks to the second bullet point in Lemma 5.3. Also, |∂βPxα(x)| ≤ Cδ
|α|−|β|
Q ′ for α ∈ A,
β ∈ M, thanks to Lemma 12.1. Thus, we have |∂βPxα(x)| ≤ C
′δ
|α|−|β|
Q for every α ∈ A and
β ∈Mwith |β| ≤ |α|. In combination with (25d) this gives
|∂βPxα(x)| ≤ C
′δ
|α|−|β|
Q (α ∈ A, β ∈M). (26)
(Here, we use that δQ ≤ 1 since Q ⊂ Q
◦ = (0, 1]n.)
Define the polynomial
P˜xα = P
x
α −
∑
α∈A,α<α
[∂αPxα(x)] · P
x
α.
From (22),(24),(25a), we obtain
P˜xα ∈
[
C3ǫ1 · δ
|α|+n/p−m
Q +
∑
α∈A,α<α
[
C3ǫ
−D
1 · δ
|α|−|α|
Q
]
· C ′ǫ
]
· σ(x, E ∩ 9Q)
⊂ C4
[
ǫ1 + ǫǫ
−D
1
]
· δ
|α|+n/p−m
Q · σ(x, E ∩ 9Q). (27)
(Here, we have also used σ(x, E) ⊂ σ(x, E ∩ 9Q) and |α| ≤ m − 1 < m − n/p.)
For each β ∈ A, β < α, by (25b) we have
∂βP˜xα(x) = ∂
βPxα(x) − ∂
βPxα(x) = 0. (28)
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Let β ∈Mwith β ≥ α be given. Note that if α ∈ A and α < α, then α < β. We estimate
|∂βP˜xα(x) − δβα| ≤ |∂
βPxα(x) − δβα| +
∑
α∈A,α<α
|∂αPxα(x)| · |∂
βPxα(x)|
≤ C3ǫ1 · δ
|α|−|β|
Q +
∑
α∈A,α<α
[
C3ǫ
−D
1 · δ
|α|−|α|
Q
]
· C ′ǫ (thanks to (23), (24), (25c))
≤ C4
[
ǫ1 + ǫ
−D
1 ǫ
]
· δ
|α|−|β|
Q (since α < β =⇒ |α| ≤ |β|). (29)
On the other hand, consider β ∈M arbitrary. We estimate
|∂βP˜xα(x)| ≤ |∂
βPxα(x)| +
∑
α∈A,α<α
|∂αPxα(x)| · |∂
βPxα(x)|
≤ C3ǫ
−D
1 δ
|α|−|β|
Q +
∑
α∈A,α<α
[
C3ǫ
−D
1 · δ
|α|−|α|
Q
]
· C ′δ
|α|−|β|
Q (thanks to (24), (26))
≤ C4ǫ
−D
1 · δ
|α|−|β|
Q . (30)
Define A = {α ∈ A : α < α} ∪ {α}. From (20) and the definition of the order on multi-
index sets, we have
A < A. (31)
For small enough ǫ and ǫ1 such that ǫ ≤ ǫ
D+1
1 , by (29) we have |∂
αP˜xα(x)| ≥ 1/2. Thus,
the following polynomial is well-defined:
P̂xα =
[
∂αP˜xα(x)
]−1
· P˜xα.
Thanks to (27)-(30), these properties are immediate:
P̂xα ∈ 2C4 ·
[
ǫ1 + ǫǫ
−D
1
]
· δ
|α|+n/p−m
Q σ(x, E ∩ 9Q); (32a)
∂βP̂xα(x) = δβα (β ∈ A); (32b)
|∂βP̂xα(x)| ≤ 2C4 ·
[
ǫ1 + ǫ
−D
1 ǫ
]
· δ
|α|−|β|
Q (β ∈M, β > α); and (32c)
|∂βP̂xα(x)| ≤ 2C4 · ǫ
−D
1 · δ
|α|−|β|
Q (β ∈M). (32d)
For each α ∈ A \ {α}, we define the polynomial
P̂xα = P
x
α −
[
∂αPxα(x)
]
· P̂xα.
Then, we have
∂αP̂xα(x) = ∂
αPxα(x) −
[
∂αPxα(x)
]
· ∂αP̂xα(x) = 0 (thanks to (32b)). (33)
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For β ∈ A \ {α}, we have
∂βP̂xα(x) = ∂
βPxα(x) −
[
∂αPxα(x)
]
· ∂βP̂xα(x) = δβα (thanks to (25b), (32b)). (34)
Note that α < α, because α ∈ A \ {α}. Thus, for each β ∈M with β > α, we obtain
|∂βP̂xα(x)| ≤ C
′ǫ+ [C ′ǫ] · 2C4ǫ
−D
1 · δ
|α|−|β|
Q (thanks to (25c), (32d))
≤ C5ǫ · ǫ
−D
1 · δ
|α|−|β|
Q (since |α| ≤ |α|, |α| ≤ |β|). (35)
Finally, from (25a), (25d), (32a), we obtain
P̂xα ∈
[
C ′ǫ+ [C ′] · 2C4 · (ǫ1 + ǫǫ
−D
1 ) · δ
|α|+n/p−m
Q
]
· σ(x, E ∩ 9Q).
Wemay assume that ǫ ≤ ǫ1. Note that |α| ≤ |α|, |α|+n/p−m ≤ 0 and δQ ≤ 1. Therefore,
P̂xα ∈ C5 ·
[
ǫ1 + ǫǫ
−D
1
]
· δ
|α|+n/p−m
Q · σ(x, E ∩ 9Q). (36)
Recall that x ∈ E∩9Qwas arbitrary. Thus, from (32a),(32b),(32c) and (33)-(36), it follows
that (P̂xα)α∈A forms an (A, x, C6 · [ǫ1+ǫ
−D
1 ǫ], δQ+)-basis for σ(x, E∩9Q) for each x ∈ E∩9Q,
hence for σ(x, E ∩ 3Q+) for each x ∈ E ∩ 3Q+. (Here, we use that E ∩ 3Q+ ⊂ E ∩ 9Q.)
Fix ǫ1 small enough so that the preceding arguments hold, and so that ǫ1 ≤ ǫ0/2C6.
We may assume that ǫ ≤ ǫD+11 . Therefore, σ(x, E ∩ 3Q
+) contains an (A, x, ǫ0, δQ+)-basis
for each x ∈ E ∩ 3Q+. Since A < A, by definition the cube Q+ is OK, which contradicts
the hypothesis that Q ∈ CZ◦. This completes the proof of (8), which was the unverified
inequality in (2). The proof of Lemma 13.1 is now complete. 
14. THE JET OF A NEAR OPTIMAL EXTENSION I
14.1. Another Sobolev Inequality. Proposition 2 produces for each Qν an associated
keystone cube K(Qν) = Q
♯
κ(ν) and a finite sequence of CZ cubes Sν = (Qν,1, . . . , Qν,Lν),
such that
Qν = Qν,1 ↔ · · ·↔ Qν,Lν = Q♯κ(ν), with
δQν,k ≤ C(1− c)
k−jδQν,j for all 1 ≤ j ≤ k ≤ Lν, where
C > 0 and 0 < c < 1 are universal constants.
(1)
Lemma 14.1. Let F ∈ Lm,p(Q◦). Then
νmax∑
ν=1
∣∣∣Jxν(F) − Jx♯
κ(ν)
(F)
∣∣∣p
ν
. ‖F‖p
Lm,p(Q◦)
.
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Proof. By applying (8.3), we have
X :=
νmax∑
ν=1
∣∣∣Jxν(F) − Jx♯
κ(ν)
(F)
∣∣∣p
ν
.
νmax∑
ν=1
∑
|α|≤m−1
∣∣∣∂α [Jxν(F) − Jx♯
κ(ν)
(F)
]
(x
♯
κ(ν))
∣∣∣p δn−(m−|α|)pQν . (2)
Let xν,k denote the representative point for Qν,k. We fix some universal constant ǫ
′ ∈
(0, 1− n/p). Note that xν,Lν = x
♯
κ(ν), since Qν,Lν = Q
♯
κ(ν). Thus the right-hand side of (2) is
given by
νmax∑
ν=1
∑
|α|≤m−1
δ
n−(m−|α|)p
Qν
∣∣∣∣∣
Lν−1∑
k=1
∂α
[
Jxν,k(F) − Jxν,k+1(F)
]
(x
♯
κ(ν)) · δ
n
p
−(m−|α|)+ǫ ′
Qν,k
· δ
−n
p
+(m−|α|)−ǫ ′
Qν,k
∣∣∣∣∣
p
≤
νmax∑
ν=1
∑
|α|≤m−1
δ
n−(m−|α|)p
Qν
[
Lν−1∑
k=1
∣∣∣∂α [Jxν,k(F) − Jxν,k+1(F)] (x♯κ(ν))∣∣∣p · δn−(m−|α|)p+ǫ ′pQν,k
]
·
[
Lν−1∑
k=1
δ
−np
′
p
+(m−|α|)p ′−ǫ ′p ′
Qν,k
]p/p ′
(
by Hölder’s inequality; here, p ′ is the dual exponent to p, so that
1
p ′
+
1
p
= 1
)
.
From (1), we have δQν,k ≤ C(1− c)
kδQν . Thus, using ǫ
′ < 1− n/p, we obtain
X .
νmax∑
ν=1
∑
|α|≤m−1
δ
n−(m−|α|)p
Qν
· δ
−n+(m−|α|)p−ǫ ′p
Qν
·
[
Lν−1∑
k=1
∣∣∣∂α [Jxν,k(F) − Jxν,k+1(F)] (x♯κ(ν))∣∣∣p · δn−(m−|α|)p+ǫ ′pQν,k
]
=
νmax∑
ν=1
δ−ǫ
′p
Qν
Lν−1∑
k=1
∑
|α|≤m−1
∣∣∣∂α [Jxν,k(F) − Jxν,k+1(F)] (x♯κ(ν))∣∣∣p · δn−(m−|α|)p+ǫ ′pQν,k
=
νmax∑
ν=1
δ−ǫ
′p
Qν
Lν−1∑
k=1
δǫ
′p
Qν,k

 ∑
|α|≤m−1
∣∣∣∂α [Jxν,k(F) − Jxν,k+1(F)] (x♯κ(ν))∣∣∣p · δn−(m−|α|)pQν,k

 . (3)
Thanks to (1) it follows that |xν,k− x
♯
κ(ν)
| ≤ CδQν,k (recall that xν,k ∈ Qν,k and x
♯
κ(ν)
∈ Q♯
κ(ν)
).
Therefore, continuing from (3) and applying (2.2), we have
X .
νmax∑
ν=1
δ−ǫ
′p
Qν
Lν−1∑
k=1
δǫ
′p
Qν,k

 ∑
|α|≤m−1
∣∣∂α [Jxν,k(F) − Jxν,k+1(F)] (xν,k)∣∣p δn−(m−|α|)pQν,k


=
∑
ν↔ν ′
νmax∑
ν=1
Lν−1∑
k=1
δ−ǫ
′p
Qν
δǫ
′p
Qν
∣∣Jxν(F) − Jxν ′ (F)∣∣pxν,δQν 1Qν=Qν,k ∧ Qν ′=Qν,k+1. (4)
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Thanks to (1), any givenQν can arise asQν,k (for fixed ν) for at most C distinct k. Thus,
from (4) we obtain
X .
∑
ν↔ν ′
νmax∑
ν=1
(δQν/δQν)
ǫ ′p ·
∣∣Jxν(F) − Jxν ′ (F)∣∣pxν,δQν · 1∃k s.t. Qν=Qν,k ∧ Qν ′=Qν,k+1.
If there exists k such that Qν = Qν,k, then δQν ≥ cδQν and Qν ⊂ CQν, as follows from (1).
Therefore, we obtain
X .
∑
ν↔ν ′
∣∣Jxν(F) − Jxν ′ (F)∣∣pxν,δQν ·∑
{(
δQν
δQ
)ǫ ′p
: dyadic Q s.t. δQ ≥ cδQν and Qν ⊂ CQ
}
.
The inner sum is at most C, for each fixed ν; hence,
X .
∑
ν↔ν ′
∣∣Jxν(F) − Jxν ′ (F)∣∣pxν,δQν . ∑
ν↔ν ′
‖F‖p
Lm,p([1.1Qν∪1.1Qν ′ ]∩Q
◦)
(thanks to (2.3); we also use xν ∈ Qν, xν ′ ∈ Qν ′ and the Good Geometry of the CZ cubes)
. ‖F‖pLm,p(Q◦)
(thanks to the first bullet point in Lemma 5.3 and Good Geometry of the CZ cubes).
This completes the proof of Lemma 14.1. 
14.2. New Constraints on Extensions. Every Whitney field ~P ∈ Wh(E ′) has a natural
restriction, denoted ~P♯ ∈ Wh(E♯), to the keystone representative points E♯ = {x♯µ : µ =
1, . . . , µmax}. That is,
P♯µ = Pν, where ν ∈ {1, . . . , νmax} is such that Qν = Q
♯
µ. (5)
Definition 13. Let ~P = (Pν)
νmax
ν=1 ∈ Wh(E
′) and P ∈ P . We say that ~P is Coherent with P
provided that
P1 = P, and ∂
αP♯µ(x
♯
µ) = ∂
αP(x♯µ) for µ = 1, . . . , µmax, and α ∈ A.
We say that ~P is Constant Along Paths provided that
Pν = P
♯
κ(ν) for ν = 2, . . . , νmax.
Similarly, we say that a function F ∈ Lm,p(Rn) is Coherent with P when JE ′(F) is Coherent with
P, while we say that F is Constant Along Paths when JE ′(F) is Constant Along Paths.
The main result of this section states that there always exist near optimal extensions of
the data (f, P) that are Coherent with P and Constant Along Paths.
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Proposition 3. Given (f, P) ∈ Lm,p(E; z), there exists F̂ ∈ Lm,p(Rn)with the following properties:
(i) F̂ extends the data (f, P).
(ii) ‖F̂‖Lm,p(Rn) ≤ C · ‖(f, P)‖Lm,p(E;z).
(iii) F̂ is Coherent with P.
(iv) F̂ is Constant Along Paths.
Proof. By subtracting P|E from f and subtracting P from the F̂ that we seek, wemay assume
that P = 0. For the remainder of the proof of Proposition 3, ‖(·, ·)‖ denotes the trace
seminorm on Lm,p(E; z).
First we draw some immediate conclusions from subsection 4.1. Denote the (C,Cǫ)
near-triangular matrix Aν = Axν from (4.16) for each ν = 1, . . . , νmax. Then (4.7)-(4.9) and
(4.16)-(4.17d) imply that the following properties are satisfied by the function
ϕν,α :=
∑
γ∈A
Aναγ ·ϕγ (α ∈ A) : (6)
ϕν,α = 0 on E, (7)
Jxν(ϕν,α) = P
xν
α , and (8)
∂βϕν,α(xν) = δαβ (β ∈ A). (9)
Note that (4.9) states that
‖ϕγ‖Lm,p(Rn) ≤ ǫ (γ ∈ A). (10)
From (8) and Lemma 12.1, we also have
|∂βϕν,α(xν)| = |∂
βPxνα (xν)| ≤ Cδ
|α|−|β|
Qν
(α ∈ A, β ∈M, ν = 1, . . . , νmax). (11)
Since the inverse of a near-triangular matrix is near-triangular with comparable parame-
ters, by (6) we have
ϕν ′,α =
∑
β∈A
ωνν
′
αβ ϕν,β, where |ω
νν ′
αβ | ≤ C for α, β ∈ A, ν, ν
′ ∈ {1, . . . , νmax}. (12)
Let F ∈ Lm,p(Rn) satisfy
F = f on E and Jz(F) = 0; and (13)
‖F‖Lm,p(Rn) ≤ 2‖(f, 0)‖. (14)
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We first modify F to a function F˜ that is Coherent with 0 ∈ P . Since Jz(F) = 0 and |z−xν| ≤
1 for ν = 1, . . . , νmax, the Sobolev inequality (2.3) yields a basic estimate on the size of the
derivatives:
|∂αF(xν)| = |∂
α(F− Jz(F))(xν)| . ‖F‖Lm,p(Rn) (α ∈M, ν = 1, . . . , νmax). (15)
We define
Fν := F−
∑
α∈A
∂αF(xν)ϕν,α for each ν = 1, . . . , νmax. (16)
Therefore,
Fν
(7),(13)
= f on E and ∂βFν(xν)
(9)
= 0 for all β ∈ A. (17)
Note that x1 = z. Thanks to (13) and (16), it follows that F1 = F.
Recall the partition of unity {θν}
νmax
ν=1 that satisfies (POU1-5). We define F˜ ∈ L
m,p(Q◦) by
F˜(x) =
νmax∑
ν=1
Fν(x)θν(x) (x ∈ Q
◦).
The following properties hold:
F˜ = f on E (thanks to (POU5) and (17)).
JzF˜ = Jx1 F˜ = Jx1F1 = Jx1F = 0 (thanks to (POU4) and (13)).
∂βF˜(xν) = ∂
βFν(xν) = 0 for ν = 1, . . . , νmax, β ∈ A (thanks to (POU4) and (17)).
(18)
Thus, F˜ extends the data (f, 0) and F˜ is Coherent with 0 ∈ P . We now turn to estimating
the seminorm ‖F˜‖Lm,p(Q◦). A straightforward application of Lemma 9.1 shows that
‖F˜‖p
Lm,p(Q◦)
.
νmax∑
ν=1
‖Fν‖
p
Lm,p(1.1Qν)
+
∑
ν↔ν ′
∑
β∈M
∣∣∣∂β(Fν − Jxν ′Fν ′)(xν)∣∣∣p δn+(|β|−m)pQν .
.
∑
ν↔ν ′
‖Fν‖pLm,p(1.1Qν∪1.1Qν ′ ) + ∑
β∈M
∣∣∣∂β(Fν − Fν ′)(xν)∣∣∣p δn+(|β|−m)pQν
 , (19)
thanks to the Sobolev inequality (2.3). (Here, (2.3) applies because xν ∈ Qν, xν ′ ∈ Qν ′ and
ν↔ ν ′.)
Let ν, ν ′ ∈ {1, . . . , νmax} satisfy ν↔ ν ′. To start, we bound the terms from the innermost
sum on the right-hand side of (19). Using (12) and (16), we write
Fν ′ = F−
∑
α,β∈A
∂αF(xν ′)ω
νν ′
αβ ϕν,β. (20)
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Since A is monotonic, if γ ∈ A and |γ ′| ≤ m − 1 − |γ|, then γ + γ ′ ∈ A, and hence
∂γ+γ
′
(Fν ′)(xν ′) = 0, thanks to (17). Thus by a Taylor expansion, we have
∂γJxν ′ (Fν ′)(xν) =
∑
|γ ′ |≤m−1−|γ|
coeff(γ, γ ′) · ∂γ+γ
′
Fν ′(xν ′) · (xν − xν ′)
γ ′ = 0 (γ ∈ A). (21)
For each β ∈M, we may now bound
|∂β(Fν − Fν ′)(xν)| =
∣∣∣∑
β∈A
∂βF(xν)∂
βϕν,β(xν) −
∑
α,β∈A
∂αF(xν ′)ω
νν ′
αβ ∂
βϕν,β(xν)
∣∣∣
(from (16) and (20))
≤
∑
β∈A
∣∣∣∂βϕν,β(xν)∣∣∣ [∣∣∣∂βF(xν) −∑
α∈A
∂αF(xν ′)ω
νν ′
αβ
∣∣∣]
=
∑
β∈A
∣∣∣∂βϕν,β(xν)∣∣∣ [∣∣∣∂βFν ′(xν)∣∣∣]
(from (9) and (20))
=
∑
β∈A
∣∣∣∂βϕν,β(xν)∣∣∣ [∣∣∣∂β(Fν ′ − Jxν ′ (Fν ′))(xν)∣∣∣]
(from (21))
.
∑
β∈A
δ
|β|−|β|
Qν
δ
m−n/p−|β|
Qν
‖Fν ′‖Lm,p(1.1Qν∪1.1Qν ′ )
(from (11) and the Sobolev inequality (2.3))
. δ
m−n/p−|β|
Qν
‖Fν ′‖Lm,p(1.1Qν∪1.1Qν ′ ). (22)
Next, we use |Aναγ| ≤ C, (6), (15), (16), the first bullet point in Lemma 5.3 and the Good
Geometry of the CZ cubes, to obtain
∑
ν↔ν ′
‖Fν‖
p
Lm,p(1.1Qν∪1.1Qν ′ )
.
∑
ν↔ν ′
[
‖F‖p
Lm,p(1.1Qν∪1.1Qν ′ )
+
∑
γ∈A
‖ϕγ‖
p
Lm,p(1.1Qν∪1.1Qν ′ )
‖F‖p
Lm,p(Rn)
]
. ‖F‖pLm,p(Rn) + ‖F‖
p
Lm,p(Rn)
∑
γ∈A
‖ϕγ‖
p
Lm,p(Rn)
(10)
. ‖F‖pLm,p(Rn). (23)
Finally, inserting (22) and (23) into (19), we have
‖F˜‖Lm,p(Q◦) . ‖F‖Lm,p(Rn). (24)
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Next we modify F˜ to be Constant Along Paths, without ruining (18) or the control on
the seminorm. For each ν = 2, . . . , νmax, there exists θν ∈ C
∞
0 (Qν) that satisfies
θν ≡ 1 in a neighborhood of xν; (25)
θν ≡ 0 in a neighborhood of E ∪ {xν ′ : ν
′ ∈ {1, 2, . . . , νmax}, ν
′ 6= ν}; and (26)
|∂αθν| . δ
−|α|
Qν
when |α| ≤ m. (27)
(Here, the conditions on E ′ from Lemma 8.2 are used.) We define F ∈ Lm,p(Q◦) by
F = F˜+
νmax∑
ν=2
θν ·
[
J
x
♯
κ(ν)
(F˜) − Jxν(F˜)
]
.
It is simple to check that
(a) F = F˜+ 0 = f on E; this follows from (18) and (26).
(b) F is Coherent with 0 ∈ P ; in particular, JzF = 0; this follows from (18), (26) and
(K3) from Proposition 2, which implies that x♯κ(ν) = xν when Qν is keystone.
(c) Jxν(F) = Jx♯
κ(ν)
(F) for ν = 2, . . . , νmax; this follows from (25) and (26) together with
(K3) from Proposition 2.
We now estimate the seminorm
‖F‖p
Lm,p(Q◦)
. ‖F˜‖p
Lm,p(Q◦)
+
νmax∑
ν=2
sup
x∈Qν
 ∑
|α+β|=m
|∂αθν(x)|
p
∣∣∣∂β (Jxν(F˜) − Jx♯
κ(ν)
(F˜)
)
(x)
∣∣∣p
 δnQν
(from supp(θν) ⊂ Qν)
. ‖F˜‖pLm,p(Q◦) +
νmax∑
ν=2
sup
x∈Qν
∑
|β|≤m
δ
n−(m−|β|)p
Qν
∣∣∣∂β (Jxν(F˜) − Jx♯
κ(ν)
(F˜)
)
(x)
∣∣∣p

(from (27))
. ‖F˜‖p
Lm,p(Q◦)
+
νmax∑
ν=2
∣∣∣Jxν(F˜) − Jx♯
κ(ν)
(F˜)
∣∣∣p
ν
(from (2.2); recall that |P|ν = |P|xν,δQν and |xν − x| ≤ CδQν for any x ∈ Qν)
. ‖F˜‖pLm,p(Q◦)
(from Lemma 14.1).
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By Lemma 9.2, there exists a function F̂ ∈ Lm,p(Rn) with F̂ = F on 0.99Q◦ and with
‖F̂‖Lm,p(Rn) . ‖F‖Lm,p(Q◦). Thus, we have
‖F̂‖Lm,p(Rn) . ‖F‖Lm,p(Q◦) . ‖F˜‖Lm,p(Q◦)
(24)
. ‖F‖Lm,p(Rn)
(14)
≤ 2‖(f, 0)‖.
It follows from E∪E ′ ⊂ 0.99Q◦ and (a)-(c) that F̂ extends the data (f, 0), F̂ is Coherent with
0 ∈ P and F̂ is Constant Along Paths. This concludes the proof of Proposition 3. 
15. A CONSTRAINED PROBLEM
For each ν = 1, . . . , νmax, we define Eν = E ∩ (1.1)Qν. For a given function f : E → R,
we denote fν = f|Eν here and throughout.
Proposition 4. There exist a linear operator T : Lm,p(E;E ′)→ Lm,p(Rn) and a collection of linear
functionalsΩ ′ ⊂ [Lm,p(E)]∗, such that the following hold.
• T is an extension operator.
• T is bounded.
•
∑{
dp(ω ′) : ω ′ ∈ Ω ′
}
≤ C ·#(E).
• T hasΩ ′-assisted bounded depth.
Moreover,
‖(f, ~P)‖p ≃
νmax∑
ν=1
‖(fν, Pν)‖
p +
∑
ν↔ν ′
|Pν − Pν ′ |
p
ν . (1)
Above, ‖(fν, Pν)‖ denotes the trace seminorm ‖(fν, Pν)‖Lm,p(Eν ;xν) and ‖(f, ~P)‖ denotes the trace
seminorm ‖(f, ~P)‖Lm,p(E;E ′).
Proof. For each ν = 1, . . . , νmax, we apply (L1-6) from section 10 to the subset Eν = Eν.
Thus there exist linear functionals Ων ⊂ [L
m,p(Eν)]
∗ and a linear map Tν : L
m,p(Eν; xν) →
Lm,p(Rn) (withΩν-assisted bounded depth), such that
Tν(fν, Pν) = fν on Eν and Jxν (Tν(fν, Pν)) = Pν; and (2)
‖Tν(fν, Pν)‖Lm,p(1.1Qν) ≤ ‖Tν(fν, Pν)‖Lm,p(Rn) ≃ ‖(fν, Pν)‖. (3)
Using the partition of unity {θν} that satisfies (POU1-5), we define
F◦ = T ◦(f, ~P) =
νmax∑
ν=1
Tν(fν, Pν)θν.
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Of course, T ◦ : Lm,p(E;E ′)→ Lm,p(Q◦) is a linear map. From (POU2) and (2), we have that
Tν(fν, Pν) = f on supp(θν)∩E. Hence, by (POU5), we have F
◦ = f on E. From (POU4) and
(2), we also have JE ′F
◦ = ~P. To summarize, we have
F◦ = f on E and JE ′F
◦ = ~P. (4)
From (2), (3) and a straightforward application of Lemma 9.1, we have
‖F◦‖p
Lm,p(Q◦)
.
νmax∑
ν=1
‖(fν, Pν)‖
p +
∑
ν↔ν ′
|Pν − Pν ′ |
p
ν . (5)
We identify [Lm,p(Eν)]
∗with a subspace of [Lm,p(E)]∗ through the natural restriction from
Lm,p(E) to Lm,p(Eν), and define
Ω ′ =
νmax⋃
ν=1
Ων ⊂ [L
m,p(E)]∗.
SinceΩν satisfies (L4) (for the subset Eν = E ∩ (1.1)Qν), we obtain∑
ω∈Ω ′
dp(ω) ≤
νmax∑
ν=1
∑
ω∈Ων
dp(ω) ≤
νmax∑
ν=1
C ·#(E ∩ (1.1)Qν), (6)
which is bounded by C ′ ·#(E) due to the first bullet point in Lemma 5.3. This proves the
third bullet point of Proposition 4.
Using (POU2), for each fixed x ∈ Q◦ we obtain a list of cubes Qν1, . . . , QνL ∈ CZ
◦ and
linear maps ψ1,x, . . . , ψL,x : P → P , such that
Jx
[
T ◦(f, ~P)
]
= ψ1,x
(
Jx
[
Tν1(fν1, Pν1)
])
+ · · ·+ ψL,x
(
Jx
[
TνL(fνL, PνL)
])
. (7)
The listQν1, . . . , QνL is composed of the CZ cubes for which x ∈ (1.1)Qνi (thus, θν1, . . . , θνL
include those cutoff functions which do not vanish in a neighborhood of x), and we de-
fine ψi,x(P) = Jx(θνiP) (i = 1, . . . , L). The first bullet point in Lemma 5.3 shows that L
is controlled by a universal constant. Thus, by (7) and the fact that Tνi has Ωνi-assisted
bounded depth, the linear map JxT
◦(·, ·) : Lm,p(E;E ′)→ P hasΩ ′-assisted bounded depth.
Therefore, T ◦ hasΩ ′-assisted bounded depth.
Next, we apply Lemma 9.2 to the function F◦ = T ◦(f, ~P) ∈ Lm,p(Q◦). This gives a linear
map T : Lm,p(E;E ′) → Lm,p(Rn) with Ω ′-assisted bounded depth, for which F = T(f, ~P)
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satisfies F = F◦ on 0.99Q◦ and
‖F‖p
Lm,p(Rn)
. ‖F◦‖p
Lm,p(Q◦)
(5)
.
νmax∑
ν=1
‖(fν, Pν)‖
p +
∑
ν↔ν ′
|Pν − Pν ′ |
p
ν . (8)
From E ∪ E ′ ⊂ 0.99Q◦ and (4), we have
F = f on E and JE ′(F) = ~P. (9)
Thus the first and fourth bullet points in Proposition 4 hold.
Finally, we must establish (1) and prove that ‖F‖Lm,p(Rn) lies within a universal constant
factor of the trace seminorm ‖(f, ~P)‖Lm,p(E;E ′). Let H ∈ L
m,p(Rn) be an arbitrary function
that satisfies
⊛ H = f on E and JE ′H = ~P.
From the Sobolev inequality (2.3) and JE ′H = ~P, we have |Pν − Pν ′|
p
ν . ‖H‖
p
Lm,p(1.1Qν∪1.1Qν ′ )
.
Hence, by the Good Geometry of the CZ cubes, we have∑
ν↔ν ′
|Pν − Pν ′ |
p
ν .
∑
ν↔ν ′
‖H‖p
Lm,p(1.1Qν∪1.1Qν ′ )
. ‖H‖p
Lm,p(Rn)
. (10)
Note that Eν = (1.1)Qν ∩E ⊂ (0.9)(1.3)Qν and xν ∈ Qν ⊂ (0.9)(1.3)Qν. Applying Lemma
9.2 with Q = (1.3)Qν and a = 0.1 we deduce that ‖(fν, Pν)‖ . ‖H‖Lm,p(1.3Qν). Hence, by
Good Geometry of the CZ cubes, we have
νmax∑
ν=1
‖(fν, Pν)‖
p .
νmax∑
ν=1
‖H‖p
Lm,p(1.3Qν)
. ‖H‖p
Lm,p(Rn)
. (11)
Adding together (10) and (11) shows that the right-hand side of (8) is bounded byC‖H‖pLm,p(Rn).
Taking the infimum with respect to those H satisfying ⊛, we obtain
νmax∑
ν=1
‖(fν, Pν)‖
p +
∑
ν↔ν ′
|Pν − Pν ′ |
p
ν . ‖(f,
~P)‖p.
The reverse inequality holds as well, thanks to (8) and (9). Thus, (1) holds. Together,
(1) and (8) imply that ‖F‖Lm,p(Rn) ≤ C
′‖(f, ~P)‖Lm,p(E;E ′). Thus the second bullet point in
Proposition 4 holds. This concludes the proof of Proposition 4. 
16. THE JET OF A NEAR OPTIMAL EXTENSION II
Recall our notation and assumptions on indexing in the text surrounding (8.2). For each
µ = µmin, . . . , µmax, Lemma 11.2 provides a jet R
♯
µ that depends linearly on (f|E∩9Q♯µ , P) and
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satisfies
∂αR♯µ(x
♯
µ) = ∂
αP(x♯µ) for every α ∈ A (1)
and
‖(f♯µ, R
♯
µ)‖Lm,p(E∩9Q♯µ;x♯µ) ≤ (2)
C inf
{
‖(f♯µ, R
′)‖
Lm,p(E∩9Q
♯
µ;x
♯
µ)
: R ′ ∈ P, ∂αR ′(x♯µ) = ∂
αP(x♯µ) for every α ∈ A
}
.
In the case that Q1 is keystone, we also define R
♯
1 = P. Finally, we define R1 = P and
Rν = R
♯
κ(ν) for each ν = 2, . . . , νmax.
It is immediate that ~R = (Rν)
νmax
ν=1 ∈ Wh(E
′) is Constant Along Paths, Coherent with P
and depends linearly on (f, P). The main result of this section states that ~R is the jet on E ′
of a near optimal extension of (f, P).
Lemma 16.1. Given (f, P) ∈ Lm,p(E; z), let ~R ∈Wh(E ′) be defined as above. Then,
‖(f, ~R)‖Lm,p(E;E ′) . ‖(f, P)‖Lm,p(E;z).
Proof. By Proposition 3, it suffices to establish the bound
‖(f, ~R)‖Lm,p(E;E ′) . ‖(f, ~P)‖Lm,p(E;E ′) (3)
for each ~P = (Pν)
νmax
ν=1 ∈Wh(E
′) that is
Constant Along Paths: Pν = P
♯
κ(ν) for each ν = 2, . . . , νmax, and
Coherent with P : P1 = P and ∂
αP♯µ(x
♯
µ) = ∂
αP(x♯µ) for each µ = 1, . . . , µmax, α ∈ A.
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Let ~P ∈Wh(E ′) be fixed as above. Then, we have
‖(f, ~R)‖p ≃
νmax∑
ν=1
‖(fν, Rν)‖
p +
∑
ν↔ν ′
|Rν − Rν ′ |
p
ν
(from (15.1) in Proposition 4)
.
νmax∑
ν=1
[
‖(fν, Pν)‖
p + ‖(0|Eν , Pν − Rν)‖
p
]
+
∑
ν↔ν ′
[
|Rν − Pν|
p
ν + |Pν − Pν ′ |
p
ν + |Pν ′ − Rν ′ |
p
ν
]
(from subadditivity of the seminorms)
.
νmax∑
ν=1
[
‖(fν, Pν)‖
p + ‖(0|Eν , Pν − Rν)‖
p + |Rν − Pν|
p
ν
]
+
∑
ν↔ν ′
|Pν − Pν ′ |
p
ν
(from (8.4) and the Good Geometry of the CZ cubes)
≃ ‖(f, ~P)‖p +
νmax∑
ν=1
[
‖(0|Eν , Rν − Pν)‖
p + |Rν − Pν|
p
ν
]
(from (15.1))
. ‖(f, ~P)‖p +
νmax∑
ν=2
|Rν − Pν|
p
ν (4)
(from P1 = P = R1 and Lemma 13.1).
Define X as the second term on the right-hand side of (4). From the fact that ~P and ~R are
Constant Along Paths and (8.3), we have
X =
νmax∑
ν=2
|Rν − Pν|
p
ν =
νmax∑
ν=2
∣∣∣R♯κ(ν) − P♯κ(ν)∣∣∣p
ν
.
µmax∑
µ=1
∑
κ(ν)=µ
∑
|β|≤m−1
∣∣∂β(R♯µ − P♯µ)(x♯µ)∣∣p δn+(|β|−m)pQν . (5)
Next, we estimate the dyadic sum of lengthscales arising above.
If Q♯µ is the keystone cube arising from Qν, then δQν ≥ cδQ♯µ and Q
♯
µ ⊂ CQν for a large
enough universal constant C and a small enough universal constant c. Hence, for each µ
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and τ > 0, we have∑
κ(ν)=µ
[δQν ]
−τ ≤ C ′(τ,m, n, p) ·
∑{
[δQ]
−τ
: Q ⊂ Rn dyadic with
[
δQ ≥ cδQ♯µ and Q
♯
µ ⊂ CQ
]}
≤ C ′′(τ,m, n, p)
[
δ
Q
♯
µ
]−τ
.
Plugging this inequality into (5), we have
X .
µmax∑
µ=1
∑
|β|≤m−1
∣∣∂β(R♯µ − P♯µ)(x♯µ)∣∣p [δQ♯µ]n+(|β|−m)p = µmax∑
µ=1
∣∣R♯µ − P♯µ∣∣px♯µ,δ
Q
♯
µ
=
µmax∑
µ=µmin
∣∣R♯µ − P♯µ∣∣px♯µ,δ
Q
♯
µ
, (6)
since when Q1 is keystone we have P
♯
1 = P1 = P = R1 = R
♯
1 by Coherence with P. (Recall
the indexing assumption (8.2).)
Note that ∂α(R♯µ)(x
♯
µ) = ∂
αP(x♯µ) = ∂
α(P♯µ)(x
♯
µ) for each µ = µmin, . . . , µmax and α ∈ A.
(This follows from Coherence with P.) Next, from Lemma 13.1 and (6), we obtain
X .
µmax∑
µ=µmin
‖(0|
E∩9Q
♯
µ
, R♯µ − P
♯
µ)‖
p .
µmax∑
µ=µmin
[
‖(f|
E∩9Q
♯
µ
, R♯µ)‖
p + ‖(f|
E∩9Q
♯
µ
, P♯µ)‖
p
]
.
µmax∑
µ=µmin
‖(f|
E∩9Q
♯
µ
, P♯µ)‖
p, thanks to (2). (7)
(The seminorms above are taken in the space Lm,p(E ∩ 9Q♯µ, x
♯
µ).)
Let F ∈ Lm,p(Rn) be arbitrary with F = f on E and JE ′(F) = ~P. Applying Lemma 9.2 with
Q = 10Q♯µ and a = 0.1, we deduce that ‖(f|E∩9Q♯µ , P
♯
µ)‖ . ‖F‖Lm,p(10Q♯µ). Thus, (7) yields
X .
µmax∑
µ=1
‖F‖p
Lm,p(10Q
♯
µ)
,
which is bounded byC·‖F‖pLm,p(Rn), thanks to Lemma 7.1. Taking the infimumwith respect
to F ∈ Lm,p(Rn) as above, we obtainX . ‖(f, ~P)‖p. Thus (3) holds (see (4) and the definition
of X that follows), which completes the proof of Lemma 16.1. 
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17. THE EXTENSION OPERATOR
In this section we complete the proof of the Extension Theorem for (E; z). We now fix a
sufficiently small universal constant ǫ(A) = ǫ, so that the results from previous sections
hold.
Proposition 4 provides a bounded linear extension operator T̂ : Lm,p(E;E ′) → Lm,p(Rn)
and assists Ω̂ ⊂ [Lm,p(E)]∗, so that T̂ has Ω̂-assisted bounded depth, and such that∑
ω∈Ω̂
dp(ω) ≤ C ·#(E). (1)
Let ~R ∈ Wh(E ′) be as defined in the previous section. In particular, ~R depends linearly
on (f, P), ~R is Constant Along Paths and ~R is Coherent with P.
We define
T(f, P) = T̂(f, ~R).
Since ~R depends linearly on (f, P) and the map T̂ is linear, the map T is clearly linear. Also,
since T̂ is an extension operator and R1 = P (by Coherence of ~R with P), we have
T(f, P) = T̂ (f, ~R) = f on E and Jz
(
T(f, P)
)
= Jx1
(
T̂(f, ~R)
)
= R1 = P.
Thus, T is an extension operator and we have established (E1) in the statement of the
Extension Theorem for (E, z).
We now prove (E2). The first inequality in (E2) follows trivially from (E1) and the
definition of the trace seminorm. Thanks to Lemma 16.1 and the fact that T̂ : Lm,p(E;E ′)→
Lm,p(Rn) is bounded, we have
‖T(f, P)‖Lm,p(Rn) = ‖T̂(f, ~R)‖Lm,p(Rn) . ‖(f, ~R)‖Lm,p(E;E ′) . ‖(f, P)‖Lm,p(E;z). (2)
Since also ‖(f, P)‖Lm,p(E;z) ≤ ‖T(f, P)‖Lm,p(Rn), we may replace every.with ≃ in the above.
This proves that T is bounded, and finishes the proof of (E2).
Next we estimate the seminorm ‖T(f, P)‖Lm,p(Rn) and defineM(f, P) in order to establish
conclusion (E3). Let us define
I :=
{
(ν, ν ′) ∈ {2, . . . , νmax}
2 : ν↔ ν ′ and κ(ν) 6= κ(ν ′)}; and
I♯ :=
{
(κ(ν), κ(ν ′)) : (ν, ν ′) ∈ I
}
.
SOBOLEV EXTENSION BY LINEAR OPERATORS 83
From (K2) in Proposition 2, we learn that
#(I♯) ≤ #(I) ≤ C ·#(E). (3)
Recall that Eν = E ∩ (1.1)Qν and fν = f|Eν . It follows from the comment following (2) and
from Proposition 4 that
‖T(f, P)‖p
Lm,p(Rn)
≃ ‖(f, ~R)‖p ≃
νmax∑
ν=1
‖(fν, Rν)‖
p +
∑
ν↔ν ′
|Rν − Rν ′|
p
ν
=
νmax∑
ν=1
‖(fν, Rν)‖
p +
∑
(ν,ν ′)∈I
∣∣R♯
κ(ν)
− R♯
κ(ν ′)
∣∣p
ν
+
∑
2≤ν≤νmax
ν↔1
∣∣R♯
κ(ν)
− R1
∣∣p
ν
(4)
(since ~R is Constant Along Paths).
(Here, ‖(fν, Rν)‖ denotes the trace seminorm on L
m,p(Eν; xν).) From (8.3), we deduce that∑
(ν,ν ′)∈I
∣∣R♯κ(ν) − R♯κ(ν ′)∣∣pν ≃ ∑
(ν,ν ′)∈I
∑
α∈M
∣∣∂α(R♯κ(ν) − R♯κ(ν ′))(x♯κ(ν))∣∣pδn+(|α|−m)pQν
=
∑
(µ,µ ′)∈I♯
∑
α∈M
∣∣∂α(R♯µ − R♯µ ′)(x♯µ)∣∣p∆α(µ, µ ′)p,
where ∆α(µ, µ
′)p :=
∑{
δ
n+(|α|−m)p
Qν
: (ν, ν ′) ∈ I, κ(ν) = µ, κ(ν ′) = µ ′
}
.
Plugging into (4) this formula, the definition for the norm |·|ν and the formulaMν(fν, Pν) =(∑
ξ∈Ξν
|ξ(fν, Pν)|
p
)1/p
that approximates the trace semi-norm ‖(fν, Pν)‖ (see (L1-6) in sec-
tion 10), we have
‖T(f, P)‖pLm,p(Rn) ≃
νmax∑
ν=1
∑
ξ∈Ξν
|ξ(fν, Rν)|
p +
∑
(µ,µ ′)∈I♯
∑
α∈M
∣∣∂α(R♯µ − R♯µ ′)(x♯µ)∣∣p∆α(µ, µ ′)p
+
∑
2≤ν≤νmax
ν↔1
∑
α∈M
∣∣∂α(R♯κ(ν) − R1)(xν)∣∣pδn−(m−|α|)pQν . (5)
We record here the fact (also following from (L1-6)), that there exist assistsΩν ⊂ [L
m,p(Eν)]
∗,
such that
each functional in Ξν has Ων-assisted bounded depth,
#(Ξν) ≤ C ·#(Eν) and
∑
ω∈Ων
dp(ω) ≤ C ·#(Eν).
(6)
We now simply take
M(f, P)p := the right-hand side of (5). (7)
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Thus, ‖T(f, P)‖ ≃M(f, P), which establishes (E3).
17.1. Assisted Bounded Depth. First, we define the collection of linear functionals Ω ⊂
[Lm,p(E)]∗ that satisfies (E4), (E5) and (E6). Recall that R♯µ ∈ P depends linearly on (f|E∩9Q♯µ , P)
for each µ = 1, . . . , µmax. Since ~R is Coherent with P and ~R is Constant Along Paths, we
have
R1 = P, and Rν = R
♯
κ(ν)
for each ν = 2, . . . , νmax. (8)
In this subsection, R♯µ and Rν should be considered as P-valued linear maps on L
m,p(E, z).
Consider the decomposition
R♯µ = R̂
♯
µ+R˜
♯
µ, where R̂
♯
µ ∈ P depends only on f|E∩9Q♯µ and R˜
♯
µ ∈ P depends only on P. (9)
First we define linear functionals ωβ,µ : L
m,p(E)→ R, for µ = 1, . . . , µmax and β ∈M, by
ωβ,µ(f) = ∂
β
[
R̂♯µ
]
(x♯µ).
Therefore, dp(ωβ,µ) ≤ #(E ∩ 9Q
♯
µ). We define
Ωnew :=
{
ωβ,µ : µ = 1, . . . , µmax, β ∈M
}
⊂ [Lm,p(E)]∗.
Recall the definition of Ω̂ andΩν in the text surrounding (1) and (6), respectively. Note
thatΩν ⊂ [L
m,p(Eν)]
∗ is included in [Lm,p(E)]∗ through the natural restriction from Lm,p(E)
onto Lm,p(Eν). Let us define
Ω := Ω̂ ∪
(
νmax⋃
ν=1
Ων
)
∪Ωnew. (10)
Thus, from (1) and (6), we have∑
ω∈Ω
dp(ω) ≤
∑
ν
∑
ω∈Ων
dp(ω) +
∑
ω∈Ω̂
dp(ω) +
∑
β, µ
dp(ωβ,µ)
.
∑
ν
#(E ∩ 1.1Qν) + #(E) +
∑
µ
#(E ∩ 9Q♯µ),
which is bounded by C ·#(E) thanks to Lemma 5.3 and Lemma 7.1. This proves (E4).
Since T̂ has Ω̂-assisted bounded depth, there exists a universal constant r ∈ N such that,
for each point x ∈ Rn there exist assistsω1, . . . , ωr ∈ Ω̂, polynomials P̂
1, . . . , P̂r ∈ P and a
linear map λ˜ : Lm,p(E;E ′)→ P with dp(λ˜) ≤ r, such that
Jx
[
T(f, P)
]
= Jx
[
T̂(f, ~R)
]
= ω1(f)P̂
1 + · · ·+ωr(f)P̂
r + λ˜(f, ~R). (11)
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Thanks to (8), (9), and a change of basis, we obtain
Jx
[
T(f, P)
]
= ω1(f)P̂
1 + · · ·+ωr(f)P̂
r + λ
(
f, P,
(
R̂♯µ + R˜
♯
µ
)µmax
µ=1
)
,
where dp(λ) ≤ C · dp(λ˜) ≤ C · r. Thus, by placing aside those terms from λ that depend
on R̂♯µ (which depends solely on f), we have
Jx
[
T(f, P)
]
= ω1(f)P̂
1 + · · ·+ωr(f)P̂
r +ωr+1(f)P̂
r+1 + · · ·+ωr+s(f)P̂
r+s + λ̂(f, P),
where ωr+1, . . . , ωr+s ∈ Ωnew, P̂
r+1, . . . , P̂r+s ∈ P are independent of (f, P), and s ≤ C · r,
dp(λ̂) ≤ dp(λ) ≤ C · r. Thus, T hasΩ-assisted bounded depth, which establishes (E5).
Finally, we define Ξ ⊂ [Lm,p(E; z)]∗ as
Ξ =
{
linear functionals arising on the right-hand side of (5), counted with repetition
}
.
By “counted with repetition,” we mean that if some linear functional ξ : Lm,p(E; z) → R
appears t times on the right-hand side of (5), then we include t1/pξ in Ξ.
From the definition ofM in (7), we find that
M(f, P) =
(∑
ξ∈Ξ
|ξ(f, P)|p
)1/p
.
Thus, (E6c) holds.
From (3),(6) and the Good Geometry of the CZ cubes, we have
#(Ξ) ≤
νmax∑
ν=1
#(Ξν) + C ·#(I
♯) + C ·#{1 ≤ ν ≤ νmax : ν↔ 1} ≤ C ′ νmax∑
ν=1
#(Eν) + C
′ ·#(E),
which is controlled by C ′′ ·#(E), thanks to Lemma 5.3. Thus, (E6b) holds.
One verifies that each functional ξ ∈ Ξ (appearing on the right-hand side of (5)) has
Ω-assisted bounded depth using (6), (9) and (10). Thus, (E6a) holds.
We have completed the induction step indicated in section 3, thus completing the proof
of the Main Lemma for all labels A. Taking A = ∅, we obtain the Extension Theorem for
(E, z)whenever E ⊂ Rn is finite.
18. PROOFS OF THE MAIN THEOREMS FOR FINITE E
Let E ⊂ Rn be a finite subset with cardinality #(E) = N. Pick z ∈ Rn\E that satisfies
d(z, E) ≤ 1. The Extension Theorem for (E, z) produces (T,M,Ω, Ξ) that satisfy (E1-6).
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Thus, T is a bounded extension operator:
T(f, P) = f on E and Jz(T(f, P)) = P; and (1a)
‖T(f, P)‖Lm,p(Rn) ≃ ‖(f, P)‖Lm,p(E;z) for any data (f, P). (1b)
We also have a formula
M(f, P) :=
(∑
ξ∈Ξ
|ξ(f, P)|p
)1/p
with #(Ξ) ≤ C ·#(E), (2)
such that
‖(f, P)‖Lm,p(E;z) ≃M(f, P). (3)
Moreover, T and the functionals in Ξ haveΩ-assisted bounded depth, while the assistsΩ
satisfy ∑
ω∈Ω
dp(ω) ≤ C ·#(E). (4)
18.1. Theorems 1, 2 and 3 for finite sets. By definition of the trace seminorm, we have
‖f‖Lm,p(E) = inf
{
‖(f, P)‖Lm,p(E;z) : P ∈ P
}
. (5)
We use Lemma 11.1 to choose R ∈ P depending linearly on f, with
M(f, R) ≤ C · inf
{
M(f, P) : P ∈ P
}
.
Define M̂(f) := M(f, R) and T̂(f) := T(f, R). Since T is an extension operator we have
T̂(f) = T(f, R) = f on E. Therefore, T̂ is an extension operator. From (3) and (5), we have
M̂(f) ≃ ‖f‖Lm,p(E). (6)
Moreover,
‖T̂(f)‖Lm,p(Rn) = ‖T(f, R)‖Lm,p(Rn)
(1b),(3)
≃ M(f, R) = M̂(f) ≃ ‖f‖Lm,p(E),
which completes the proof of Theorem 1.
We now define the collections of linear functionals
Ω̂ := Ω ∪
{
f 7→ ∂α[R(f)](z) : α ∈M}; and
Ξ̂ :=
{
linear functionals f 7→ ξ(f, R(f)) with ξ ∈ Ξ, counted with repetition}.
(For the definition of “counted with repetition,” see the proof of (E6c) in the preceding
section.)
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From (2), we have#(Ξ̂) ≤ #(Ξ) ≤ CN, and also
M̂(f) = M(f, R) =
∑
ξ∈Ξ̂
|ξ(f)|p
1/p .
Together with (6), this yields the conclusion of Theorem 2.
By standard arguments (e.g., see the previous section), the extension operator T̂ and the
linear functionals belonging to Ξ̂ have Ω̂-assisted bounded depth. Since Ω̂ consists of the
assistsΩ along with #(M) = D (possibly) new linear functionals, it follows that∑
ω∈Ω̂
dp(ω) ≤
∑
ω∈Ω
dp(ω) +D ·#(E) ≤ C ·#(E),
which proves Theorem 3. 
18.2. Inhomogeneous Sobolev Spaces. DenoteWm,p(E) for the space of real-valued func-
tions on some finite subset E ⊂ Rn, equipped with the norm
‖f‖Wm,p(E) := inf{‖F‖Wm,p(Rn) : F = f on E}.
Here, we consider a variant of the problem solved in the previous section.
Wm,p(Rn) Extension Problem: Let f : E → R be defined on a finite subset E ⊂ Rn. Find
G ∈Wm,p(Rn) that depends linearly on f, with G|E = f and ‖G‖Wm,p(Rn) ≤ C‖f‖Wm,p(E).
We solve this problem, thereby proving the analogue of Theorem 1 forWm,p and finite
E. The obvious analogues of Theorems 2,3 forWm,p also hold; we leave their consideration
to the reader.
Let Q1, Q2, . . . be a tiling of Rn by unit cubes. If Fi ∈ Wm,p(1.3Qi) is a near optimal
extension of f|E∩1.1Qi for each i = 1, 2, . . . , it is easy to verify that
G =
∞∑
i=1
θiFi ∈Wm,p(Rn) is a near optimal extension of f, where
θ1, θ2, . . . form a smooth partition of unity on Rn, with θi supported on 1.1Qi.
Thus, we may assume that E ⊂ (0.9)Q for some cube with sidelength δQ ≃ 1, and solve
for an F that depends linearly on f, such that F = f on E and ‖F‖Wm,p(Q) is nearly minimal.
If we could do this, we could take the Fi to depend linearly on f, and ultimately we could
take G to depend linearly on f.
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Fix some z ∈ 0.9Q with 0 < d(z, E) ≤ 1. We use the linear operator T : Lm,p(E; z) →
Lm,p(Rn) that satisfies (1a) and (1b). Let P ∈ P be arbitrary. By the Sobolev inequality and
(1a), we have
‖T(f, P)‖p
Wm,p(Q)
. ‖T(f, P)‖p
Lm,p(Rn)
+
∑
|α|≤m−1
|∂αP(z)|p
≃ ‖(f, P)‖pLm,p(E;z) +
∑
|α|≤m−1
|∂αP(z)|p (thanks to (1b)). (7)
On the other hand, let H ∈ Wm,p(Q) be arbitrary with H = f on E and JzH = P. Choose
θ ∈ C∞0 (Q) with θ ≡ 1 on a neighborhood of E ∪ {z}, and |∂
αθ| . 1 when |α| ≤ m.
Therefore, θH ∈Wm,p(Rn) satisfies
θH = f on E, Jz(θH) = P, and ‖θH‖Wm,p(Rn) . ‖H‖Wm,p(Q).
Thus, by definition of the trace seminorm and the Sobolev inequality, we have
‖(f, P)‖p
Lm,p(E;z)
+
∑
|α|≤m−1
|∂αP(z)|p . ‖θH‖p
Wm,p(Rn)
. ‖H‖p
Wm,p(Q)
. (8)
Thus, T(f, P) ∈ Wm,p(Q) is a near optimal extension of (f, P). Moreover, from (7),(8) and
(2),(3), we have
‖T(f, P)‖pWm,p(Q) ≃ ‖(f, P)‖
p
Lm,p(E;z) +
∑
|α|≤m−1
|∂αP(z)|p ≃
∑
ξ∈Ξ
|ξ(f, P)|p +
∑
|α|≤m−1
|∂αP(z)|p.
Choose a polynomial R ∈ P that depends linearly on f, for which P = R minimizes the
right-hand side above to within a universal constant factor. (This is possible thanks to
Lemma 11.1.) Thus, T(f, R) ∈ Wm,p(Q) is a near optimal extension of f. This also yields a
solution to theWm,p(Rn) extension problem, as mentioned before.
19. PASSAGE TO INFINITE E
In this section, we deduce Theorem 1 from the known case of finite E. Our plan is as
follows.
Let E ⊂ Rn be infinite. Pick a countable subset
E◦ = {x0, x1, x2, . . .} ⊂ E, whose closure contains E. (1)
For each N ≥ 0, define
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EN = {x0, x1, . . . , xN}. (2)
The known case of Theorem 1 produces a linear map TN : L
m,p(EN) → Lm,p(Rn), such
that
TNf = f on EN (3)
and
‖TNf‖Lm,p(Rn) ≤ C‖f‖Lm,p(EN) (4)
for all f ∈ Lm,p(EN).
We hope to pass from TN to T by taking a Banach limit asN→∞. Recall that a Banach
limit is a linear map that carries an arbitrary bounded sequence (tN)N≥0 of real numbers
to a real number denoted Blim
N→∞
tN; the defining properties of a Banach limit are
Blim
N→∞
tN = lim
N→∞
tN whenever lim
N→∞
tN exists, and (5)
|Blim
N→∞
tN| ≤ lim sup
N→∞
|tN|. (6)
The existence of Banach limits is immediate from the Hahn-Banach theorem. See [6].
Thus, for f ∈ Lm,p(E), we hope to define
Tf(x) := Blim
N→∞
[TN(f|EN)(x)] for x ∈ R
n (7)
and then prove that T is an extension operator as in Theorem 1.
Unfortunately, without further ideas, the above plan is doomed. For instance, suppose
E ⊂ {P0 = 0} for some polynomial P0 ∈ P . If TN is an extension operator for L
m,p(EN), then
so is
T ♯Nf(x) := TNf(x) + µNf(x0)P0(x) (x ∈ R
n),
where x0 is as in (1), and µN is any real number. In fact, (3) and (4) hold for the T
♯
N, with
the same constant as for TN.
Since the sequence (µN)N≥0 is arbitrary, there is no way to guarantee that the sequence
(TN(f|EN)(x))N≥0 will be bounded for fixed x. Consequently, we cannot guarantee that the
Banach limit (7) exists. This problem arises because Lm,p(Rn) carries a seminorm, not a
norm.
To overcome this difficulty, we normalize the extension operators TN as follows. Among
all finite subsets S ⊂ E, we pick S0 to minimize the dimension of the vector space P(S) =
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{P ∈ P : P = 0 on S}. Such an S0 exists, since any non-empty set of non-negative integers
has a minimum.
For any y ∈ E, the subspace P(S0 ∪ {y}) ⊂ P(S0) has dimension no less than that of
P(S0). Therefore, P(S0 ∪ {y}) = P(S0). That is, any P ∈ P that vanishes on S0 must also
vanish at y. Thus,
S0 ⊂ E is finite (8)
and
Any polynomial P ∈ P that vanishes on S0 must also vanish on E. (9)
Let S0 = {y0, y1, . . . , yL}. Without loss of generality, we may pick our x0, x1, . . . in (1) so
that xi = yi for i = 0, . . . , L. Therefore,
S0 ⊂ EN for all N ≥ L. (10)
We pick any projection π0 : P → P(S0). We will establish the following results.
Lemma 19.1. For N ≥ L, the extension operators TN in (3),(4) can be picked to satisfy the addi-
tional condition
π0Jx0 [TNf] = 0 for all f ∈ L
m,p(EN), with x0 as in (1). (11)
Lemma 19.2. Suppose that TN satisfy (11) for N ≥ L. Then, for any f ∈ L
m,p(E) and for every
cube Q, the functions TN(f|EN) are bounded inW
m,p(Q).
If the TN satisfy (11) then [TN(f|EN)(x)]N≥0 is thus a bounded sequence for each fixed
x ∈ Rn and f ∈ Lm,p(E). Therefore, the Banach limit in (7) is well-defined. Clearly, T is
a linear map, taking functions f ∈ Wm,p(E) to functions Tf defined on Rn. Moreover, for
each k ≥ 0, we have
Tf(xk) = Blim
N→∞
TN(f|EN)(xk) = f(xk) with xk as in (1),
simply because xk ∈ EN for N ≥ k, hence TN(f|EN)(xk) = f(xk) for N ≥ k; see (3) and (5).
Thus,
Tf = f on E◦ for any f ∈ Lm,p(Rn), with E◦ ⊂ E as in (1). (12)
We do not yet know that Tf ∈ Lm,p(Rn). Therefore, we prove the following result.
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Lemma 19.3. Let Q ⊂ Rn be a cube, and let F0, F1, . . . be a bounded sequence inW
m,p(Q). Then
the function F, defined by
F(x) = Blim
N→∞
FN(x) (x ∈ Q) (13)
belongs toWm,p(Q), and we have
‖F‖Lm,p(Q) ≤ lim sup
N→∞
‖FN‖Lm,p(Q).
We apply the above lemma to FN = TN(f|EN) for f ∈ L
m,p(E). Then F = Tf is given by
(13). Since ‖(f|EN)‖Lm,p(EN) ≤ ‖f‖Lm,p(E), estimate (4) and Lemmas 19.2, 19.3 together imply
that Tf belongs to Lm,p(Q) for any cube Q, and moreover
‖Tf‖Lm,p(Q) ≤ C‖f‖Lm,p(E).
Here we assume the TN satisfy (11). Since Q ⊂ R
n is an arbitrary cube, it follows that
Tf ∈ Lm,p(Rn), and that
‖Tf‖Lm,p(Rn) ≤ C‖f‖Lm,p(E) for all f ∈ L
m,p(E). (14)
Also, since the subset E◦ in (1) is dense in E, we conclude from (12) that
Tf = f on E, for all f ∈ Lm,p(E). (15)
Thus, our extension operator T maps Lm,p(E) to Lm,p(Rn) and satisfies (14), (15). We there-
fore obtain Theorem 1, once we have Lemmas 19.1, 19.2, 19.3.
19.1. Proof of Lemma 19.1. To prove Lemma 19.1, let TN : L
m,p(EN)→ Lm,p(Rn) satisfy (3)
and (4). For f ∈ Lm,p(EN), define
T˜Nf = TNf− π0Jx0(TNf) ∈ L
m,p(Rn) since π0Jx0(TNf) ∈ P.
Note that π0Jx0(T˜Nf) = π0 [Jx0(TNf) − π0Jx0(TNf)] = 0, where we have used the fact that
Jx0(TNf) ∈ P (and the fact that π
2
0 = π0). Also, since π0Jx0(TNf) ∈ P , we have ‖π0Jx0(TNf)‖Lm,p(Rn) =
0, hence
‖T˜Nf‖Lm,p(Rn) = ‖TNf‖Lm,p(Rn) ≤ C‖f‖Lm,p(EN) by (4).
Finally, since π0Jx0(TNf) ∈ P(S0), we have π0Jx0(TNf) = 0 on S0, hence also on E, by (9).
Therefore,
T˜Nf = f on E, by (3).
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Thus, T˜N : L
m,p(EN)→ Lm,p(Rn) is a linear map that satisfies (3), (4) and (11). The proof of
Lemma 19.1 is complete.
19.2. Proof of Lemma 19.2. To establish Lemma 19.2, we use the following result.
Lemma 19.4. For any cube Q containing x0 there exist constants A1(Q), A2(Q) > 0 such that
for all F ∈Wm,p(Q) with π0Jx0(F) = 0, we have the estimate∑
|α|≤m−1
|∂αF(x0)| ≤ A1(Q) ·
[
‖F‖Lm,p(Q) +max
y∈S0
|F(y)|
]
, (16)
and therefore
‖F‖Wm,p(Q) ≤ A2(Q) ·
[
‖F‖Lm,p(Q) +max
y∈S0
|F(y)|
]
. (17)
Proof. Fix a cube Q containing x0, and suppose (16) fails. Then there exists a sequence of
functions FN ∈W
m,p(Q) (N ≥ 0) such that∑
|α|≤m−1
|∂αFN(x0)| = 1 (18)
and
π0Jx0(FN) = 0 (19)
but
‖FN‖Lm,p(Q) → 0 as N→∞ and (20)
max
y∈S0
|FN(y)|→ 0 as N→∞. (21)
By (18), (20), the functions FN are bounded in W
m,p(Q), hence in Cm−1,s(Q) with s =
1− n/p ∈ (0, 1). By Ascoli’s theorem, a subsequence of the (FN) converges in C
m−1(Q) to
a function F ∈ Cm−1,s(Q). From (18)-(21), we obtain the following properties of F:∑
|α|≤m−1
|∂αF(x0)| = 1; (22)
π0Jx0(F) = 0; (23)
‖F‖C˙m−1,s(Q) ≤ lim sup
N→∞
‖FN‖C˙m−1,s(Q) ≤ C lim sup
N→∞
‖FN‖Lm,p(Q) = 0; and (24)
F = 0 on S0. (25)
From (24) we see that F is a polynomial, F ∈ P . By (25), we have F ∈ P(S0), hence
π0Jx0(F) = π0F = F. Therefore, F = 0 by (23). This contradicts (22).
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The above contradiction shows that (16) cannot fail. Conclusion (17) follows at once
from (16) and the Sobolev inequality. The proof of Lemma 19.4 is complete. 
To prove Lemma 19.2, we fix a cube Q ⊂ Rn. Without loss of generality, we may
suppose that Q contains x0.
For fixed f ∈ Lm,p(E), and for any N ≥ L, we apply Lemma 19.4 to FN = TN(f|EN). Note
that FN ∈ W
m,p(Q), and π0Jx0(FN) = 0 by (11). Hence, Lemma 19.4 applies, and we learn
that
‖FN‖Wm,p(Q) ≤ A2(Q) ·
[
‖FN‖Lm,p(Q) +max
y∈S0
|FN(y)|
]
. (26)
On the other hand (4) yields the estimates
‖FN‖Lm,p(Q) ≤ ‖FN‖Lm,p(Rn) ≤ C‖(f|EN)‖Lm,p(EN) ≤ C‖f‖Lm,p(E). (27)
Also, since S0 ⊂ EN, (3) yields FN = f|EN on S0, i.e.,
FN = f on S0. (28)
Putting (27) and (28) into (26), we find that
‖FN‖Wm,p(Q) ≤ CA2(Q)
[
‖f‖Lm,p(E) +max
y∈S0
|f(y)|
]
for N ≥ L.
Therefore, the functions F0, F1, F2, . . . form a bounded subset of W
m,p(Q), completing the
proof of Lemma 19.2.
19.3. Proof of Lemma 19.3. The proof of Lemma 19.3 uses the following simple observa-
tion. As before, we take s = 1− n/p ∈ (0, 1).
Lemma 19.5. Let A > 0 be a constant, and letQ ⊂ Rn be a cube.
For each multi-index α of order |α| ≤ m− 1, let f(α) be a function on Q. Assume the following
estimates.
|f(α)(x+ h) − f(α)(x) −
n∑
j=1
f(α+1j)(x)hj| ≤ A|h|
1+s (29)
for |α| ≤ m − 2, x ∈ Q, h = (h1, . . . , hn), x+ h ∈ Q.
|f(α)(x) − f(α)(y)| ≤ A|x− y|s for |α| ≤ m − 1, x, y,∈ Q. (30)
(Here, 1j denotes the j
th unit multi-index, so that ∂1j = ∂
∂xj
.)
Then f(0) ∈ Cm−1,s(Q), and f(α) = ∂αf(0) onQ for each α of order |α| ≤ m− 1.
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Proof. Hypotheses (29),(30) show that, for |α| ≤ m − 2, the function f(α) belongs to C1(Q),
and ∂xjf
(α) = f(α+1j). Thus, f(0) ∈ Cm−1(Q) and ∂αf(0) = f(α) for |α| ≤ m − 1. Hypothesis
(30) now shows that the derivatives of f(0) up to order m − 1 are Lipschitz-s. Hence,
f(0) ∈ Cm−1,s(Q), completing the proof of Lemma 19.5. 
Proof of Lemma 19.3: Let Q, F0, F1, . . . , F be as in the hypotheses of Lemma 19.3. For
|α| ≤ m− 1,N ≥ 0, let
F
(α)
N = ∂
αFN ∈ C
m−1−|α|,s(Q).
Since the FN are bounded in W
m,p(Q), the following estimates hold for some constant
A.
|F
(α)
N (x)| ≤ A for x ∈ Q. (31)
|F
(α)
N (x+ h) − F
(α)
N (x) −
n∑
j=1
F
(α+1j)
N (x)hj| ≤ A|h|
1+s (32)
for |α| ≤ m − 2, x ∈ Q, h = (h1, . . . , hn), x+ h ∈ Q.
|F
(α)
N (x) − F
(α)
N (y)| ≤ A|x − y|
s for |α| ≤ m− 1, x, y ∈ Q. (33)
Thanks to (31), the Banach limit
F(α)(x) = Blim
N→∞
F
(α)
N (x) (x ∈ Q) (34)
is well-defined. Note that
F(0)(x) = Blim
N→∞
FN(x) = F(x), with F as in the statement of Lemma 19.3. (35)
Applying (6), we may pass to the Banach limit and deduce from (31),(32),(33) for F
(α)
N the
corresponding estimates for the F(α). Lemma 19.5 now shows that F = F(0) ∈ Cm−1,s(Q),
and that ∂αF = F(α) for each |α| ≤ m− 1.
Hence, to prove that F ∈ Wm,p(Q), and that ‖F‖Lm,p(Q) ≤ lim supN→∞ ‖FN‖Lm,p(Q), it is
enough to prove that∣∣∣∣∫
Q
∂xjϕ · F
(α)dx
∣∣∣∣ ≤ lim sup
N→∞
‖FN‖Lm,p(Q) · ‖ϕ‖Lp ′ (Q) (36)
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for any test function ϕ ∈ C∞0 (Q) and any |α| = m − 1, j ∈ {1, . . . , n}. Here, p
′ is the dual
exponent to p, and we use the definition of the Lm,p-seminorm :
‖F‖p
Lm,p(Q)
= max
|α|=m
∫
Q
|∂αF(x)|pdx.
Thus, Lemma 19.3 reduces to the task of proving (36) for any given ϕ ∈ C∞0 (Q),
|α| = m − 1, j ∈ {1, . . . , n}. Fix such ϕ,α, j, and let M be any real number greater than
lim supN→∞ ‖FN‖Lm,p(Q).
For N large enough we have ‖FN‖Lm,p(Q) ≤M, hence∣∣∣∣∫
Q
∂xjϕ · F
(α)
N dx
∣∣∣∣ ≤M‖ϕ‖Lp ′ (Q) (37)
since F
(α)
N = ∂
αFN.
We will derive (36) by passing to the Banach limit in (37). To do so, we simply approxi-
mate the integrals in (36),(37) by Riemann sums.
We know that
|F
(α)
N (x) − F
(α)
N (y)| ≤ A|x − y|
s and |F(α)(x) − F(α)(y)| ≤ A|x− y|s (38)
for x, y ∈ Q, with A independent of N.
Let δ > 0 be a small number (later, we will take δ→ 0+); let {Qν} be a partition ofQ into
subcubes with center(Qν) = zν, and with sidelength δQν < δ. Then (31) and (38) together
imply the estimates∣∣∣∣∣
∫
Q
∂xjϕ · F
(α)
N dx −
νmax∑
ν=1
∂xjϕ(zν) · F
(α)
N (zν) · δ
n
Qν
∣∣∣∣∣ ≤ CAδs · δnQ (39)
and ∣∣∣∣∣
∫
Q
∂xjϕ · F
(α)dx−
νmax∑
ν=1
∂xjϕ(zν) · F
(α)(zν) · δ
n
Qν
∣∣∣∣∣ ≤ CAδs · δnQ, (40)
with C independent of N.
In particular, (39) shows that the sequence
(∫
Q
∂xjϕ · F
(α)
N dx
)
N≥0
is bounded.
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Since F(α)(zν) = BlimN→∞ F
(α)
N (zν) for each ν, property (6) of the Banach limit, together
with (39), implies that∣∣∣∣∣
[
Blim
N→∞
∫
Q
∂xjϕ · F
(α)
N dx
]
−
νmax∑
ν=1
∂xjϕ(zν) · F
(α)(zν) · δ
n
Qν
∣∣∣∣∣ ≤ CAδs · δnQ. (41)
(In (41), the Banach limit in square brackets in well-defined, thanks to (37).)
Comparing (40) and (41), we see that∣∣∣∣∫
Q
∂xjϕ · F
(α)dx−
[
Blim
N→∞
∫
Q
∂xjϕ · F
(α)
N dx
]∣∣∣∣ ≤ 2CAδs · δnQ.
Since δ > 0 is arbitrarily small, we conclude that∫
Q
∂xjϕ · F
(α)dx = Blim
N→∞
∫
Q
∂xjϕ · F
(α)
N dx. (42)
From (37), (42) and property (6) of the Banach limit, we obtain the estimate
∣∣∣∣∫
Q
∂xjϕ · F
(α)dx
∣∣∣∣ ≤M‖ϕ‖Lp ′ (Q). (43)
This implies the desired estimate (36), sinceM in (43) is an arbitrary real number greater
than lim supN→∞ ‖FN‖Lm,p(Q).
We reduced the proof of Lemma 19.3 to (36), and we have now proven (36). This com-
pletes the proof of Lemma 19.3, and with it, the proof of Theorem 1.
19.4. Epilogue. Given E ⊂ Rn (possibly infinite), we can also “construct” a linear exten-
sion operator T : Wm,p(E) → Wm,p(Rn) by applying the case of finite E and passing to a
Banach limit. This exercise is a much easier version of the argument we just explained for
Lm,p. Since ‖ · ‖Wm,p(Rn) is a norm (rather than a seminorm), the pitfalls that we worked to
avoid will no longer arise. We leave the details to the reader.
By using a Banach limit, we have sacrificed all knowledge of the structure of our linear
extension operator T . It would be very interesting to gain some understanding of that
structure. Such an understanding is achieved for the Cm case in [11], and for the deeper
case of Cm,s and related spaces in [18].
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