Determining xed points of nonexpansive mappings is a frequent problem in mathematics and physical sciences. An algorithm for nding common xed points of nonexpansive mappings in Hilbert space, essentially due to Halpern, is analyzed. The main theorem extends Wittmann's recent work and partially generalizes a result by Lions. Algorithms of this kind have been applied to the convex feasibility problem.
Introduction and notation
Numerous problems in mathematics and physical sciences can be recast in terms of a xed point problem for nonexpansive mappings. For instance, if the nonexpansive mappings are projections onto some closed convex sets, then the xed point problem becomes the famous convex feasibility problem. Due to the practical importance of these problems, algorithms for nding xed points of nonexpansive mappings continue to be a ourishing topic of interest in xed point theory.
Throughout the paper, we assume that H is a real Hilbert space with inner product h ; i and induced norm k k.
Suppose T 1 ; : : : ; T N are nonexpansive self-mappings of some closed convex subset C of H (recall that a self-mapping T of C is nonexpansive, if kTx ? Tyk kx ? yk, for all x; y 2 C). We aim to solve the xed point problem for nonexpansive mappings: nd a common xed point, i.e. nd a point in
where Fix(T i ) := fx 2 C : x = T i xg denotes the set of xed points of T i .
If each T i is the projection P C i onto some closed convex nonempty set C i (see Fact 2.4), then Fix(T i ) = C i and we thus obtain the convex feasibility problem: nd a point in the intersection T N i=1 C i . (See 1, 6] and the references therein for more on convex feasibility problems.) The most straightforward attempt to solve the xed point problem for nonexpansive mappings is to iterate the mappings cyclically:
(1) C 3 x 0 7 ! x 1 := T 1 x 0 7 ! 7 ! x N := T N x N?1 7 ! x N+1 := T 1 x N 7 ! ;
For convenience, we set T n := T nmodN , where we let the modN function take values in f1; : : : ; Ng. Then we can rewrite (1) more compactly: (1) x n+1 := T n+1 x n ; for all n 0; x 0 2 C: Unfortunately, algorithm (1) can fail to produce a norm convergent sequence (x n ) even if N = 1 and T 1 is rmly nonexpansive (a self-mapping T of C is mapping is a projection onto a closed convex nonempty set, then algorithm (1) becomes the well-known method of cyclic projections. However, even for N = 2 it is still not known whether or not convergence of the sequence (x n ) produced by the method of cyclic projections can actually be only weak! (Some positive results and more on the method of cyclic projections can be found in 2, 3] and the references therein.)
In view of the immensely successful Banach's contraction mapping principle, the attempt of approximating each nonexpansive self-mapping by Banach contractions seems very promising: indeed, for a sequence ( n ) in ]0; 1 converging to 1, one obtains the following modi ed version of (1) or, more compactly, (2) x n+1 := n+1 a + (1 ? n+1 )T n+1 x n ; for all n 0; a; x 0 2 C:
In 1967, Halpern 11] suggested algorithm (2) for N = 1. Ten years later, Lions 12 ] investigated the general case. The restrictions they imposed on the sequence ( n ) are, however, cumbersome to verify and exclude the \obvious" candidate (1=(n+1)). Recently, Wittmann 15] extended the class of admissible sequences considerably for the original Halpern set up, i.e. when N = 1.
The objective of this paper is to improve and unify the results by Wittmann and Lions. It turns out that algorithm (2) yields | under assumptions easier to verify than the assumptions suggested by Lions | a sequence (x n ) converging in norm to the common xed point of T 1 ; : : : ; T N that is nearest to a. Our main result extends Wittmann's analysis of (2) for N = 1 and partially generalizes a result by Lions. In view of its attractive convergence property, algorithm (2) is wellsuited for best approximation and convex feasibility problems. The paper is organized as follows. Useful facts on projections and relevant classes of nonexpansive mappings are collected in Section 2. The third section contains our main theorem and a comparison to Lions' result. Finally, we write B H for the unit ball fx 2 H : kxk 1g and I for the identity mapping. For sequences, the symbol \!" (resp. \*") indicates norm (resp. weak) convergence.
2 Tools Proposition 2.1 Suppose ( k ) k 1 is a sequence in 0; 1 converging to 0. Then
Proof. We assume without loss of generality that k 1 and the result follows. kx ? P C xk kx ? ck, for all c 2 C. Moreover, P C x is characterized by P C x 2 C and hC ? P C x; x ? P C xi 0: De nition 2.5 (Attracting nonexpansive mapping) We say that a nonexpansive self-mapping T of some closed convex subset C of H is attracting, if kTx ? fk < kx ? fk; for all f 2 Fix(T ); x 2 C n Fix(T ).
The class of attracting nonexpansive mappings is relatively large and contains mappings which do not belong to any of the standard classes; see 1, Section 2]. Su cient for our purpose are the following facts: As in the introduction, we set T n := T nmodN , where we let the modN function take values in f1; : : : ; Ng.
Given points a; x 0 in C, a sequence (x n ) is generated by (2) x n+1 := n+1 a + (1 ? n+1 )T n+1 x n ; for all n 0; we say (x n ) has anchor a and starting point x 0 . Theorem 3.1 If the above assumptions on the mappings and on the parameters hold, then the sequence generated by (2) converges in norm to P F a.
Proof. Fact On the other hand, assumptions A3 and A2 imply lim m . . .
Adding these N sequences yields 6. Claim: 7. lim n hT n+1 x n ? P F a; a ? P F ai 0. Pick a subsequence (x n 0 ) of (x n ) such that lim n 0 hT n 0 +1 x n 0 ? P F a; a ? P F ai = lim n hT n+1 x n ?P F a; a?P F ai. We assume (after passing to another subsequence if necessary) that n 0 + 1 mod N = i, for some i 2 f1; : : : ; Ng, and that x n 0 +1 * x. By 6, x n 0 +1 ? T i+N T i+1 x n 0 +1 ! 0; hence the Demiclosedness Principle (Fact 2.3) implies x 2 Fix(T i+N T i+1 ) = F. Therefore, by 4 and Fact 2.4, lim n hT n+1 x n ? P F a; a ? P F ai = lim n 0 hT n 0 +1 x n 0 ? P F a; a ? P F ai = lim n 0 hT n 0 +1 x n 0 ? x n 0 +1 ; a ? P F ai + lim n 0 hx n 0 +1 ? P F a; a ? P F ai = hx ? P F a; a ? P F ai 0; as required. Now x an arbitrary > 0 and get (because of 7) an n such that hT n+1 x n ? P F a; a ? P F ai and n ka ? P F ak 2 ; for all n n : (1 ? k ); for all n n .
Letting tend n to +1 gives lim n kx n ? P F ak 2 3 . Since was arbitrary, we conclude x n ! P F a; that is, the special case is veri ed.
General case: x 0 is arbitrary. Now (x n ) has anchor a and starting point x 0 (possibly di erent from a). Let (y n ) be the sequence with anchor a and starting point y 0 := a. On the one hand, by the special case,
On the other hand, it is easily checked that kx n ? y n k kx 0 ? y 0 k
(1 ? k ); for all n 0.
Thus x n ? y n ! 0 and altogether x n ! P F a. 6. It would be interesting to know how the algorithm acts when F is empty.
We conjecture that then lim n kx n k = +1. Remark 3.4 Dr. Mark Limber has performed numerous experiments with the algorithms (1) and (2) in the context of image reconstruction in medical imaging. The nonexpansive mappings involved were projections onto hyperplanes and onto the positive orthant. His conclusions can be summarized as follows: although the numerical results produced by algorithm (2) were di erent from those obtained by algorithm (1) (the method of cyclic projections), the corresponding pictures were indistinguishable. Hence the algorithms are similar with respect to performance and computational cost. The method of cyclic projections is slightly cheaper (no parameters to compute), whereas the algorithm (2) has attractive convergence properties (Theorem 3.1). So it is up to the user to choose the algorithm better suited for his or her problem. Let us now compare Theorem 3.1 to the following result of Lions: Then the sequence (x n ) generated by (2) converges in norm to P F a.
Remarks 3.6
