Abstract
Introduction
Flexible Manufacturing Systems (F M S) are a kind of production systems conceived to manufacture a set of different types of products. Each type of product follows a predefined sequence of operations named production plan, requesting, in a competitive way, a set of shared resources of the system (robots, machines, etc). This relation of competition between different production plans executing concurrently in a F M S can cause deadlock situations. Roughly speaking, a deadlock is a system state so that some production plans cannot be finished. The modeling of Flexible Manufacturing Systems by means of Petri Nets has given rise to a successful subclass named S 4 P R nets. This subclass allows to represent the Resource Allocation issues of the F M S in order to study the appearing of deadlocks caused by the shared resources. In these studies minimal siphons of the net play a central role in the analysis tasks [10, 11] and in the techniques for enforcing liveness [9, 12] . Therefore, the availability of efficient algorithms for the computation of the minimal siphons or other sets of siphons is indispensable in the frameworks working with this kind of Petri Net models.
Many algorithms to compute the minimal siphons have been proposed in the past years [6, 5, 2, 1, 13, 7] , but they have not focused in the subclass S 4 P R. All these algorithms work on the places and the transitions of the net: a set of objects of very low level. We propose a new algorithm that works with objects of higher level of the S 4 P R net allowing a greater efficiency, at least, in the occupation of memory in the intermediary steps.
These higher level objects are the minimal siphons of the net that contain only one resource. The existence of one of these minimal siphons for each resource of the net is guaranteed by the definition of the S 4 P R class. We will say that this set of siphons is a generating family of the minimal siphons of the net. We will prove additionally, that for each subset of resources there exists, at most, a minimal siphon containing these resources. Therefore, our algorithm proposes the construction of each minimal siphon by means of a union of the minimal siphons with one resource corresponding to the included resources in the siphon to be constructed. The result of this union is a siphon, but non minimal, in general. For this reason we introduce a pruning relation on the set of minimal siphons with a resource, to remove the nonessential places of each minimal siphon with a resource.
The representation of the pruning relation by means of a graph, allows to compute the minimal siphons of the net working on graphs. The algorithm computes and manipulates maximal strongly connected subgraphs of the graph of the relation (its strongly connected components).
The paper is organized as follows. Section 2 introduces an example. Section 3 presents some properties of siphons in the class of S 4 P R nets. Section 4 is devoted to the definition of the pruning relation and its representation in terms of graphs. Section 5 presents the main result of the paper, the characterization of minimal siphons in terms of the pruning graph, and an algorithm for the computation of the set of minimal siphons. Finally in section 6, some conclusions are given.
Let us consider the production cell depicted in figure  1 .a, which is composed by two machines, M 1 and M 2, each one with a processing capacity equal to one. In order to transport the parts in the cell there are two robots, R1 and R2 (each one can hold a part at a time). R1 can load M 1 and M 2 from point I1 and can unload M 2 towards point O2. R2 load parts in M 2 from point I2 and unload M 1 and M 2 to O1.
In this cell two different types of parts will be processed. Parts of type P 1 are taken from I1, processed in machine M 1 or M 2 and finally unloaded in O1. Parts of type P 2 are loaded into the system from point I2, then processed in M 2 and finally unloaded at point O2.
The Petri Net of figure 1.b models the production plans of each type (P 1 and P 2) in the manufacturing cell of figure 1.a. Each production plan is a strongly connected state machine in the figure 1.b. They share the resources M 1, M 2, R1 and R2 that represent the availability of the machines M 1 and M 2, and the robots R1 and R2, respectively. Resources are represented by means of places.
In this model, the places reached by a part are indicated by the name of the part (P 1 or P 2) followed by the name of the used resource. For example, P 2M 2 means that a part P 2 is being processed in machine M 2. Each part in one of these places need some number of system resources (M 1, M 2, R1, R2), the availability of these resources is represented by the marking of each one of them. The maximum number of parts of type P 1 and P 2 to be simultaneously produced in the system is modeled by the initial marking of the places P 10 and P 20, respectively.
The model of the figure 1.b belongs to the class called S 4 P R nets. The following is the formal definition of S 4 P R class [11] . We assume that the reader knows the basic concepts about Petri Nets [8] , the basic definitions and notations of Petri nets are given in the appendix.
Definition 1
The class of S 4 P R nets. Let I N = {1, 2, ..., m} be a finite set of indices. An S 4 P R net is a connected generalised self-loop free Petri net N = P, T, C where:
3. For all i ∈ I N , the subnet N i generated by P Si ∪ {p 0i } ∪ T i is a strongly connected state machine, such that every cycle contains p 0i . 4. For each r ∈ P R there exists a minimal P-Semiflow, y r ∈ IN |P | , such that {r} = ||y r || ∩ P R , y r [r] = 1, P 0 ∩ ||y r || = ∅, and P S ∩ ||y r || = ∅. 5. P S = r∈PR (||y r || \ {r}).
The liveness in this class is related to the existence of siphons insufficiently marked at the m. In this situation, the output transitions of the places in the siphon are dead. For example, in the net of figure 1.b there exist two siphons: D = {R1, R2, M 1, M 2, P 1R2, P 2R1} and D ′ = {R2, M 2, P 2M 2, P 1R2} that under the marking m = (P 1R1, P 1M 1, P 1M 2, P 2R2, 7·P 10, 9·P 20) and m ′ = (P 1M 2, P 2R2, 9 · P 20, 9 · P 10, M 1, R1) become unmarked. In [12] from the siphons some monitor places are computed in order to remove the deadlock states. 
Properties of the siphons of S 4 P R nets
A siphon in a Petri Net is a structural object defined as a non-empty subset of places, D, such that
• D ⊆ D • . They are connected via transitions in such a way that if it has not tokens inside the places, it is not possible to gain tokens coming from the rest of the net. A siphon D is said to be minimal iff it does not contain another non-empty siphon as a proper subset. In a minimal siphon with at least two places, the removing of a place from the siphon makes that the rest of the places cannot form a siphon.
In the case of S 4 P R nets, the definition of the class imposes strict constraints on the structure, and in particular on the resource places. Therefore, the siphons in S 4 P R have a particular structure with nice properties. This first trivial lemma states that a siphon containing resource places must contain process places.
The reciprocal of this lemma is not true. Each subnet N i (Definition 1) generated by P Si ∪ {p 0i } ∪ T i is a strongly connected state machine, and therefore is a minimal siphon without resource places. Proof. We will prove this result by contradiction. Let us suppose that there exist two minimal siphons D and D
Let τ 0 be the set of input transitions to the resource places belonging to D R such that they don't have input places
The set τ 0 must be non-empty, since τ 0 = ∅ implies that D R must be a siphon and this is not possible according to Lemma 1. Taking into account that D and D ′ are minimal siphons of N , for all t ∈ τ 0 there exist
But p and p ′ are process places belonging to the same state machine containing the transition t, therefore p = p ′ . Let D S0 be the set of process places belonging to both siphons that they are input places to the transitions of the set τ 0 . Moreover, if p ∈ D S0 , there exists a resource place r ∈ D R such that p ∈ ||y r ||, i.e. p is a holder place of some r ∈ D R . Let τ 1 be the set of input transitions to the places belonging to
, and for the same reasons stated previously for the transitions in τ 0 , there exists a process place q belonging to both siphons D and D ′ such that q ∈ • t. Moreover, if the place p ∈ t
• ∩ D S0 belongs to the support of the p-semiflow y r , for some r ∈ D R , then q ∈ ||y r ||. Therefore, we will obtain the sets D S1 and
as in the case of the set τ 0 . We can iterate this procedure a finite number of times, k, reaching a set τ k = ∅. In effect, from the iteration j to the iteration j +1 we are making a backward propagation from each place p ∈ D Sj to a place q ∈ D Sj+1 if and only if τ j ∩
• p = ∅. Both places p and q belong to the support of a p-semiflow y r of a resource r ∈ D R . Therefore, this backward propagation from each place p ∈ D S0 always finish in a place q ∈ (r • )
• in at most k iterations, where k is the maximal length of a sequence of process places of y r , r ∈ D R , in the same state machine. In this case we have proven that for all t ∈
From Lemma 2, given a S 4 P R net, N , its set of minimal siphons can be partitioned into |P R | + 1 classes, each one characterized by the number of resources belonging to each siphon in the class. We will denote the partition of the set D of the minimal siphons of N into classes as,
, where D i is the subset of minimal siphons such that each one contains exactly i resource places; and for all i, j ∈ {0, 1, . . . , |P R |} with i = j,
From the definition of the S 4 P R nets, D 0 is completely characterized and we don't need its computation.
In effect, the only minimal siphons containing zero resources are the sets of places of the strongly connected state machines defined in the net, i.e. D 0 = {P Si ∪{p 0i } | i ∈ I N = {1, 2, ..., m}}. On the other hand, the class D 1 of the minimal siphons containing only one resource can be directly obtained from the set of minimal p-semiflows associated to the resources.
Proof. Let r ∈ P R be a resource place, trivially, the support of the minimal p-semiflow associated to r, y r ∈ IN |P | , is a siphon of the net. This is because y r is a p-semiflow and in order to annul each column of the incidence matrix corresponding to a transition, t, in the set • (||y r ||) ∪ (||y r ||)
• we need at least one input place and one output place of t since the net is strongly connected. This means that • (||y r ||) = (||y r ||)
• , i.e. ||y r || is a siphon. Nevertheless, in general, ||y r || is not a minimal siphon, but it contains a minimal siphon D r . We prove that r ∈ D r by contradiction. Let us suppose that r ∈ D r , since r is the only resource in ||y r || and ||y r || ∩ P 0 = ∅, the subnet generated by D r is a set of directed paths in the strongly connected state machines of N , such that for each path there exists at least a transition without input places and then D r cannot be a siphon, contradicting the hypothesis. In the Figure 2 .a the reader can observe that the support of the minimal p-semiflow of r, ||y r || = {r, b, c}, is a siphon but it is not minimal because it contains the minimal siphon {r, c}. Each minimal siphon of D 1 is contained in the support of the corresponding minimal psemiflow, and this minimal siphon is unique (Lemma 2). In other words, the cardinality of D 1 is equal to |P R | and each minimal siphon can be obtained from the p-semiflow, possibly, removing some places to make it minimal.
For the rest of the classes, D i and i > 1, we can say a
e. the number of minimal siphons containing i resources is bounded by the number of subsets of i places of the set P R . From the above discussions, the following trivial Lemma states lower and upper bounds of the number of minimal siphons of a S 4 P R net. Both bounds are reachable. For example, the net in the figures 2.a and 2.b have a number of minimal siphons equal to the lower and to the upper bound, respectively, specified in the lemma.
Lemma 4 Let
where n I is the number of strongly connected state machines of N , and n R = |P R |.
The next lemma says that a minimal siphon, containing a set of resources D R = ∅, it is always contained into the union of the minimal siphons
, is a siphon because each D r is also a siphon. Let us suposse that D ⊆ D ′ . This means that there exists, at least, a pro-
D is a minimal siphon, therefore the place p is essential for the siphon D, i.e. there exists t ∈ p
• such that
If q is a resource place, then the place p is essential for the minimal siphon D q , but this contradicts the previous result saying that p ∈ D r , ∀r ∈ D R . If q is a process place, because the minimality of D, q is essential for D and we can reapply the previous reasoning on p but for q. Iterating the scheme we have constructed a path ptq... until we reach a resource place x ∈ D, and in a similar way to the case where q is a resource place we conclude that p is essential for the siphon D x , contradicting the previous result saying that p ∈ D r , ∀r ∈ D R . Therefore, we conclude that
2 From the two previous results, the following lemma can be trivially obtained.
The next Lemma says that is not possible to find idle places belonging to a minimal siphon with resources. Proof. According to the Lemma 6, D ⊆ r∈Dr ||y r ||, where D R = D ∩ P R . By the definition of S 4 P R nets,
This last result allows to remove the idle places from the net before the starting of the computation of the minimal siphons, reducing the size of the input.
The pruning relation between siphons
The proposed algorithm to compute minimal siphons in S 4 P R nets uses the lemma 2: The minimal siphon containing a subset of resources D R ⊆ P R is unique. Therefore, in order to compute all minimal siphons we need, at most, to consider 2 |PR| − 1 candidate subsets, each one containing a different non-empty subset of resources. An easy way to construct each one of these 2 |PR| − 1 candidate siphons is by the union of the minimal siphons of D 1 corresponding to the included resources in the siphon to be constructed.
Obviously, the result of the union operation is a siphon because each one of the operands is a siphon, but, in general, it is not minimal. This non-minimality can arise from process places, p, that become non-essential, i.e. there are another input places to the transitions p
• that allow to remove p. The only possibility, in this case, is that these new places are resource places, different to that making p essential previously. These resource places appear in the union operation. The other source of nonminimality arise when none of the places of a siphon D r ∈ D 1 becomes non-essential. In this case, the full minimal siphon D r is contained in the siphon resulting from the union operation, and therefore it will be not minimal. Moreover, in this case, there is no a minimal siphon containing the intended set of resources because, at least, one of them: r, cannot belong because D r is contained.
From the previous discussion about non-minimality of the result of the union of a subset of siphons in D 1 , in this section we define formal tools and results allowing to sieve the 2 |PR| − 1 candidate siphons, in order to retain only those giving rise to the minimal ones.
The first tool is the so called pruning relation defined on the set D 1 . We will say that the siphon D r ∈ D 
common transitions with an input process place belonging to D x and also the resource r inputs to these transitions).
The candidate elements to be pruned from the siphon D x by the siphon D r are in each one of the pairs (t,
• t ∩ P s ), where t ∈ U r . The candidate place to be removed from one of these pairs is
• t ∩ P s . This place can be removed, because becomes non-essential in D r ∪ D x , only if (
• t ∩ P s ) • ⊆ U r , i.e. all its output transitions belong to the previously defined set U r . In order to represent this pruning relation we will define a graph named Pruning Graph (P G).
Definition 2 Let N be a S
4 P R net and P R the set of resource places. The Pruning Graph (P G) of N is a graph G = (V, E) where, (1) V = P R ; and (2) E ⊆ V × V and for all r, x ∈ P R , r = x, (r,
Given a pruning graph G = (V, E), we define the pruning subgraph G ′ of G induced on the set of vertices
). Associated to a pruning graph or subgraph we define the following three labelling functions. 
Ps , where for all r ∈ V, K G (r) ⊆ P s is computed by the algorithm 1.
Algorithm 1 Pruning labelling function of G
1 for which we will compute the pruning set in the graph G. r) ) and (x, r) ∈ E} 2. P partial = {p|(t, p) ∈ L((x, r)); (x, r) ∈ E; and p
end While
The function S assigns to each vertex of the graph, i.e. each resource of the net, the minimal siphon belonging to D 1 containing this resource. The function L labels each arc (r, x) ∈ E with the set of pairs (t, p) representing a candidate place p to be pruned by the minimal siphon D r in the minimal siphon D x when we construct D r ∪ D x . Both functions, S and L, are defined for the graph G = (V, E) and for each subgraph
the corresponding functions S and L are the functions for G but constrained to V ′ . The function K G is a function that must be computed for each graph or subgraph. For each node r, K G (r) is the set of places that will be pruned from the minimal siphon D r by all minimal siphons D x such that there exists an arc (x, r) in the graph G on which we are computing K G (r). The places must be removed from D r when we construct the siphon resulting, at least, from the union of D r and all D x siphons. Observe, that the algorithm uses as seed the pairs labelling the arcs (x, r), because in these pairs we can find the candidate process places that can be removed by a resource place. After the detection of the first places to be pruned it is possible that a new set of places become non-essential and then must be pruned. For example, if we have removed the place p from D r , a new candidate to be pruned is a place q ∈
• (
• p) ∩ D r ∩ P s if p is the unique output place in D r of the transitions
• p. In the algorithm, through the set P partial we manage the places that they are candidate to be removed but they cannot be removed because they have an output transition that it is an input transition of a non pruned place of D r . From the previous discussion, the next lemma presents how to obtain a siphon from a pruning graph or subgraph G of a net. We call S G to this siphon.
Lemma 8 Let N be a S 4 P R net and G a subgraph induced on the set of resources
Proof. It is obvious that r∈DR S(r) is a siphon because each S(r) ∈ D 1 is also a siphon. Moreover, each process place p ∈ K G (r) is removed from S(r) because p becomes non-essential in D. That is, the application of the algorithm 1 to compute K G (r), makes p non-essential since for all t ∈ p
• : t • ∩ S(r) = ∅; or t • ∩ S(r) = {q} and q ∈ K G (r); or there exists, at least, a resource x ∈ D R such that x ∈
• t. Moreover, D R ⊆ D because K G (r) ⊆ P s and r ∈ S(r) for all r ∈ D R . 2 In the figure 3 the P G of the net of figure 1.b is depicted. For the net in figure 2 .b the reader can construct easily the P G obtaining a complete graph of 3 nodes.
A new algorithm to compute the minimal siphons of a S 4 P R net
In the previous section we have defined the P G of a S 4 P R net that we will use as central tool to compute the minimal siphons of the net. The basic idea of the method is to construct a minimal siphon D of the net, N , by the union of the minimal siphons of D 1 (minimal siphons of N containing only one resource) corresponding to the resources contained in D, and each one is diminished in the pruned places specified by the function K G .
As we have seen (figure 2.b) the number of minimal siphons of a S 4 P R net, containing resources, can be equal to 2 |PR| − 1 (the number of nonempty subsets of resources). Nevertheless, the number of minimal siphons, in practice, is much lower than this number. This means that we must evaluate many non-productive unions of minimal siphons of D 1 . The following result characterizes a minimal siphon in terms of a pruning subgraph of the net induced on the set of resources of the minimal siphon.
Theorem 1 Let N be a S 4 P R net and G the corresponding pruning graph. D ⊆ P is a minimal siphon of N containing the set of resources D R = ∅, if and only if,
, is strongly connected. We prove this claim by contradiction. Let us suposse that G ′ is not strongly connected. The strongly connected components (scc) of G ′ are its maximal strongly connected subgraphs and we will have more than one. If each scc is contracted to a single vertex, the resulting graph is a directed acyclic graph named the condensation graph of G ′ . Let D ′ R the set of vertices of a scc of G ′ such that it has no predecessor scc in the condensation graph (there exists at least one because the condensation graph is acyclic). The pruning subgraph induced on D ′ R , G ′′ , is strongly connected and 
Therefore, the condition c) of the statement of the theorem is a ne-cessary condition. ⇐) By the lemma 8, D = r∈DR S(r)\K G ′ (r) is a siphon and D R ⊆ D. We will prove by contradiction that D is a minimal siphon. Let us suposse that the three conditions of the theorem are satisfied and D is not minimal. If D is not minimal, there exists a minimal siphon D ′ ⊂ D, and according to the necessary part of this theorem previously proven, there exists a subgraph 
be also a subgraph of G ′ . Now we prove that D ′ = S G ′′ , and therefore S G ′′ ⊂ D = S G ′ , contradicting that the third condition of the theorem were true for D. In effect, by lemma 5
Moreover, by the proof of the lemma 8, K G ′ (r) represents all places that become non essential in S(r) because the rest of places of
By the lemma 8, S G ′′ is a siphon containing D ′ R resources, and taking into account that the number of pruned places by the algorithm 1 is maximal, therefore
The following is an algorithm to compute the minimal siphons of a S 4 P R net based on the characterization presented in the theorem 1. 4 . 
Algorithm 2 Computation of the Minimal Siphons of N
The algorithm proceeds into two phases. The first one is an strategy to compute all maximal strongly connected subgraphs of the pruning graph of the net, where all vertices have a pruning labelling function, K G , different to the empty set (conditions a) and b) in the theorem 1). The second phase removes all subgraphs containing a subgraph satisfying the condition c) of the theorem 1.
The algorithm trivially ends because in each iteration of the phase one, we obtain scc smaller than the graphs used to its computation, and the number of vertices is finite. The maximal number of strongly connected components that we must add is 2 |PR| − 1, and so the complexity of the first phase is of this order. The second phase is a comparison of pairs of graphs in a set of size 2 |PR| − 1, therefore, the complexity of this part is of the order of the square of this last quantity.
R1 M2
M1 R2 We must say that it is possible to derive many variants of this algorithm. A first group of variants arises from the places in the algorithm where the comparison between graphs to eliminate the non minimal is situated. In the algorithm we have presented this at the end of phase one, but this can be also done in the step 12 when a new graph, fulfilling condition a) and b) of the theorem 1, is stored in g good . At this moment, we can compare the new graph with the previously added a remove those that contain the new. Another variants depend of the data structures used to implement some objects of the algorithm. For example, we can use to implement g good a tree instead of a set. This makes easier the comparison avoiding a great number of comparisons.
In the example of the figure 1.b the two siphons for the net are obtained applying the algorithm 2 to the pruning graph G shown in figure 3 . From this pruning graph the pruning subgraphs G1, G2 and G3 are obtained in the phase 1. The graph G allow to obtain the siphon D = {R1, R2, M 1, M 2, P 1R2, P 2R1} and the graph G3 allow to obtain the siphon D ′ = {R2, M 2, P 2M 2, P 1R2}. Observe, that the graphs G1 and G2 don't pass the phase 1 because K G1 (R1) = K G2 (R1) = ∅.
Conclusions
The computation of minimal siphons in the context of Resource Allocation Systems modeled with S 4 P R nets plays a central role. Although there exists many algorithms to compute of siphons in Petri net theory none of them completely takes advantage on the structure of the subclass S 4 P R. We propose a new method to compute the minimal siphons based on the use of higher level objects than those used in previously known algorithms: the set of minimal siphons of the net with only one resource. The computation of a minimal siphon containing the set of resources D R requires the union of the minimal siphons corresponding to each resource of D R . Each one of these minimal siphons, used as operands, must be diminished by a pruning set of process places that can be computed from a pruning relation on the minimal siphons with one resource. This pruning relation is represented by a graph that it is used to compute the minimal siphons by means of maximal strongly connected subgraphs. The use of these high level objects for the computation of the minimal siphons improves significatively the time and space needed for this purpose, with respect to the previously known algorithms (we have used an "ad hoc" implementation for the computation of minimal siphons in S 4 P R nets). Nevertheless, much more work must be done in order to find an optimal implementation with a good selection of data structures and heuristics to reduce the number of comparisons.
