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INTRODUCTION TO COMPACT AND DISCRETE QUANTUM GROUPS
UWE FRANZ, ADAM SKALSKI, AND PIOTR M. SOŁTAN
Abstract. These are notes from introductory lectures at the graduate school “Topological
Quantum Groups” in Będlewo (June 28–July 11, 2015). The notes present the passage from
Hopf algebras to compact quantum groups and sketch the notion of discrete quantum groups
viewed as duals of compact quantum groups.
Lecture 1. From Hopf algebras to compact quantum groups
In the first chapter we motivate and introduce the notion of Hopf *-algebras in the purely
algebraic setting and discuss first examples of compact quantum groups. All the vector spaces will
be vector spaces over C, Hilbert space scalar products will be linear on the right.
1.1. Algebraic tensor product. Let V1, . . . , Vn be vector spaces (over C). There exists a vector
space V1 ⊗ · · · ⊗ Vn and a multi-linear map ι : V1 × · · · × Vn → V1 ⊗ · · · ⊗ Vn such that for any
vector space W and any multi-linear map f : V1 × · · · × Vn →W there exists a unique linear map
f̂ : V1 ⊗ · · · ⊗ Vn →W such that the diagram
V1 × · · · × Vn
ι //
f

V1 ⊗ · · · ⊗ Vn
f̂
vv♠♠♠
♠♠♠
♠♠♠
♠♠♠
♠♠
W
commutes. We call V1 ⊗ · · · ⊗ Vn the (algebraic) tensor product of vector space V1, . . . , Vn. It is
not difficult to see that the vector space V1 ⊗ · · · ⊗ Vn is spanned by the image of the multi-linear
map ι. Given vi ∈ Vi (i = 1, . . . , n) we denote ι(v1, . . . , vn) by the symbol v1 ⊗ · · · ⊗ vn and such
elements are called simple tensors. Any v ∈ V1⊗· · ·⊗Vn is a linear combination of simple tensors.
The tensor product, denoted by ⊗, is a functor: for linear maps fi : Vi → Wi, i = 1, . . . , n,
there exists f1 ⊗ · · · ⊗ fn : V1 ⊗ · · · ⊗ Vn →W1 ⊗ · · · ⊗Wn such that the diagram
V1 × · · · × Vn
ι //
f1×···×fn

V1 ⊗ · · · ⊗ Vn
f1⊗···⊗fn

W1 × · · · ×Wn ι
// W1 ⊗ · · · ⊗Wn
commutes (f1 × · · · × fn above denotes the usual Cartesian product of linear maps).
Remark 1.1. The category of vector spaces becomes in this way a monoidal category.
1.2. Algebras and coalgebras.
Definition 1.2. An algebra (more precisely a unital associative algebra) is a triple (A,m, e) with
A a vector space, m : A⊗A→ A and e : C→ A linear maps, such that the diagrams
A⊗A⊗A
id⊗m //
m⊗id

A⊗A
m

A⊗A
m
// A
1
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and
A⊗ C
id⊗e

A
∼=oo
id

∼= // C⊗A
e⊗id

A⊗A
m
// A A⊗A
m
oo
commute.
Let us note that if (Ai,mi, ei) is an algebra for i = 1, 2 then the tensor product A1 ⊗ A2
carries a natural structure of an algebra. Indeed, multiplication on A1 ⊗ A2 is given by m =
(m1 ⊗m2) ◦ (idA1 ⊗ τA1,A2 ⊗ idA2), where τA1,A2 : A1 ⊗ A2 → A2 ⊗ A1 is the flip map, i.e. the
unique linear map taking each simple tensor a1 ⊗ a2 to a2 ⊗ a1, while the unit of A1 ⊗ A2 is
e = e1 ⊗ e2 (we canonically identify C⊗ C with C).
Furthermore the unit maps e1 and e2 provide ways to embed A1 and A2 into A1⊗A2: we have
ι1 : A1 ∼= A1 ⊗ C
id⊗e2−−−−→ A1 ⊗ A2 and ι2 : A2 ∼= C ⊗ A2
e1⊗id−−−−→ A1 ⊗ A2. Clearly denoting by 1A1
and 1A2 the elements e1(1) and e2(1) respectively we see that the embeddings are simply
A1 ∋ a1 7−→ a1 ⊗ 1A2 ∈ A1 ⊗A2 and A2 ∋ a2 7−→ 1A1 ⊗ a2 ∈ A1 ⊗A2.
Similarly if A1, A2 and A3 are algebras then we have embeddings
ι12 : A1 ⊗A2 ∋ a1 ⊗ a2 7−→ a1 ⊗ a2 ⊗ 1A3 ∈ A1 ⊗A2 ⊗A3,
ι23 : A2 ⊗A3 ∋ a2 ⊗ a3 7−→ 1A1 ⊗ a2 ⊗ a3 ∈ A1 ⊗A2 ⊗A3,
ι13 : A1 ⊗A3 ∋ a1 ⊗ a3 7−→ a1 ⊗ 1A2 ⊗ a3 ∈ A1 ⊗A2 ⊗A3.
Now given X ∈ Ai ⊗ Aj (with 1 ≤ i < j ≤ 3) we write Xij for the image of X under ιij . This
is the leg numbering notation and it is used extensively in many texts on quantum groups. This
easily generalizes to multiple tensor products of algebras.
Let us turn now to the definition of a coalgebra. We obtain it by “dualizing” i.e. reverting all
arrows in the definition of an algebra:
Definition 1.3. A coalgebra (more precisely a counital coassociative coalgebra) is a triple (C,∆, ε)
with C a vector space, ∆: C → C ⊗ C and ε : C → C linear maps, such that the diagrams
C ⊗ C ⊗ C oo
id⊗∆
OO
∆⊗id
C ⊗ COO
∆
C ⊗ C oo
∆
C
and
C ⊗ COO
id⊗ε
C//
∼=
OO
id
oo ∼= C⊗ COO
ε⊗id
C ⊗ C oo
∆
C C ⊗ C//
∆
commute. The maps ∆ and ε are called respectively the comultiplication (or coproduct) and the
counit.
The notions of morphisms of algebras and coalgebras are also related by duality:
Definition 1.4. A map f : A1 → A2 (f : C2 → C1 respectively) is a morphism of (co-)algebras if
the diagrams
A1 ⊗A1
f⊗f //
m

A2 ⊗A2
m

A1
f
// A2
(or C1 ⊗ C1 oo
f⊗f
OO
∆
C2 ⊗ C2OO
∆
C1 oo
f
C2
resp.)
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and
C
∼= //
e

C
e

A1
f
// A2
(or C oo
∼=
OO
ε
COO
ε
C1 oo
f
C2
resp.)
commute.
Given a coalgebra (C,∆, ε) and an element c ∈ C the image of c under ∆ can be expressed as
∆(c) =
N∑
i=1
c1,i ⊗ c2,i.
However it has become customary to use the Sweedler notation, i.e. write
∆(c) =
∑
(c)
c(1) ⊗ c(2)
and similarly
(∆⊗ id)∆(c) =
∑
(c)
c(1) ⊗ c(2) ⊗ c(3)
etc.. The notation is sometimes very useful when performing computations. As an example let us
rewrite the second diagram from Definition 1.3 using Sweedler notation:∑
(c)
c(1)ε(c(2)) = c =
∑
(c)
ε(c(1))c(2), c ∈ C.
1.3. Bialgebras. As in Section 1.2, let us denote by τV,W the flip map V ⊗W ∋ v⊗w 7→ w⊗ v ∈
W ⊗ V
Proposition 1.5. If (A,m, e) is an algebra then (A⊗A,m⊗, e⊗ e) with
m⊗ = (m⊗m) ◦ (id⊗ τA,A ⊗ id)
is also an algebra.
Proposition 1.6. If (C,∆, ε) is a coalgebra then (C ⊗ C,∆⊗, ε⊗ ε) with
∆⊗ = (id⊗ τC,C ⊗ id) ◦ (∆⊗∆)
is also a coalgebra.
Remark 1.7. (C, id, id) is an algebra and a coalgebra (to be precise, we use here the canonical
identification of C⊗ C with C).
Definition-proposition 1.8. (B,m, e,∆, ε) is a bialgebra if
◮ (B,m, e) is an algebra,
◮ (B,∆, ε) is a coalgebra,
◮ the following equivalent conditions are satisfied
– ∆ and ε are morphisms of algebras,
– m and e are morphisms of coalgebras.
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Let us note that the compatibility conditions of Definition-Proposition 1.8 mean ∆ ◦ m =
m⊗ ◦ (∆⊗∆) i.e. the diagram
B ⊗B
m
✡✡
✡✡
✡✡
✡✡
✡✡
✡✡
✡✡
✡
∆⊗∆
''PP
PPP
PPP
PPP
P
B ⊗B ⊗B ⊗B
id⊗τB,B⊗id

B
∆
✹
✹✹
✹✹
✹✹
✹✹
✹✹
✹✹
✹✹
B ⊗B ⊗B ⊗B
m⊗mww♥♥♥
♥♥♥
♥♥♥
♥♥♥
B ⊗B
commutes. This observation constitutes the proof of Definition-Proposition 1.8.
1.4. Hopf algebras.
Definition 1.9. For an algebra (A,m, e) and a coalgebra (C,∆, ε) we define a multiplication ⋆
called convolution on Hom(C,A) (the space of linear maps from C to A) by
f1 ⋆ f2 = m ◦ (f1 ⊗ f2) ◦∆, f1, f2 ∈ Hom(C,A).
Convolution turns the space Hom(C,A) into an algebra with unit e ◦ ε.
Definition 1.10. A bialgebra (B,m, e,∆, ε) is called a Hopf algebra if id : B → B is invertible in
the algebra Hom(B,B).
When the convolution-inverse of id exists we denote it by S. The condition that S is the
convolution-inverse of id is that the diagram
B ⊗B
S⊗id

B
∆oo ∆ //
e⊗ε

B ⊗B
id⊗S

B ⊗B
m
// B B ⊗B
m
oo
commutes. S is unique (if it exists) and we call it the antipode.
Proposition 1.11. S is an algebra and coalgebra anti-homomorphism, i.e.
S ◦m = m ◦ τB,B ◦ (S ⊗ S), ∆ ◦ S = (S ⊗ S) ◦ τB,B ◦∆.
1.5. ∗-Hopf algebras.
Definition 1.12. A ∗-Hopf algebra (H,m, e,∆, ε, S, ∗) is a Hopf algebra (H,m, e,∆, ε, S) equipped
with a conjugate linear anti-multiplicative involution ∗ : H → H such that ∆: H → H ⊗H is a
∗-morphism (the involution on H ⊗H is (a⊗ b)∗ = a∗ ⊗ b∗).
Proposition 1.13.
(1) The counit ε of a ∗-Hopf algebra is a ∗-homomorphism.
(2) The antipode of a ∗-Hopf algebra satisfies ∗ ◦ S ◦ ∗ ◦ S = id.
1.6. Opposites and co-opposites. If A = (A,m, e) is an algebra, then Aop = (A,mop, e) with
mop = m ◦ τA,A is also an algebra. Similarly, if C = (C,∆, ε) is a coalgebra, then C
cop(C,∆cop, ε)
with ∆cop = τC,C ◦∆ is also a coalgebra.
In the same manner, if (B,m, e,∆, ε) is a (*-)bialgebra, we can build three more (*-)bialgebras
Bop = (B,mop, e,∆, ε), Bcop = (B,m, e,∆cop, ε), and Bopcop = (B,mop, e,∆cop, ε). This can be
checked by inspection of the corresponding commutative diagrams.
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If H = (H,m, e,∆, ε, S) is a Hopf algebra, then we can form its opposites and co-opposites
Hop = (H,mop, e,∆, ε), Hcop = (H,m, e,∆cop, ε), and Hopcop = (H,mop, e,∆cop, ε) as bialgebras.
It turns out that S is also an antipode forHopcop, soHopcop is again a Hopf algebra. The bialgebras
Hop and Hopcop however need not have an antipode. If the antipode of H is invertible, then its
inverse S−1 is an antipode for Hop and Hopcop.
Since the antipode of a ∗-Hopf algebraH = (H,m, e,∆, ε, S, ∗) is always invertible (with inverse
S−1 = ∗ ◦ S ◦ ∗), we can form the three *-Hopf algebras Hop = (H,mop, e,∆, ε, S−1, ∗), Hcop =
(H,m, e,∆cop, ε, S, ∗), and Hopcop = (H,mop, e,∆cop, ε, S, ∗). Since the antipode is an algebra
and coalgebra anti-homomorphism, it is actually a ∗-Hopf algebra isomorphism from H to Hopcop.
Similarly, Hop and Hcop are isomorphic via the antipode.
1.7. Examples.
Example 1.14. If G is a group then the group algebra CG (i.e. the vector space spanned by basis
elements δg, g ∈ G and equipped with the linear extension of the product δg ·δh = δgh for g, h ∈ G)
is a ∗-Hopf algebra with the coproduct, counit and antipode:
∆(g) = g ⊗ g, ε(g) = 1, S(g) = g−1
for g ∈ G (where we simply write g ∈ CG instead of δg). Note that the unit is given by δe, where
e is the neutral element of G.
Example 1.15. If H is a finite dimensional ∗-Hopf algebra. then the dual space H ′ (the space of
all linear maps from H to C) is a ∗-Hopf algebra with dual operations:
mH′ = ∆
′
H , eH′ = ε
′
H , ∆H′ = m
′
H , εH′ = e
′
H , SH′ = S
′
H
and involution (f∗)(a) = f
(
S(a)∗
)
for f ∈ H ′, a ∈ H .
Example 1.16. If G is a finite group then the algebra CGof functions on G is a ∗-Hopf algebra
with
∆(f)(g1, g2) = f(g1g2), ε(f) = f(e), S(f)(g) = f(g
−1)
for f ∈ CG, g1, g2, g ∈ G and e being the neutral element of G (we also identify C
G×G with
CG ⊗ CG) and involution
f(g) = f(g), f ∈ CG, g ∈ G.
Let us note that in this case (CG)′ ∼= CG and (CG)′ = CG as Hopf ∗-algebras.
There are also examples of finite-dimensional ∗-Hopf algebras which do not arise in either of
the two ways described above (e.g. the algebra associated to the Kac-Paljutkin quantum group,
which is described for example in [7]).
We can summarize that the category of finite-dimensional ∗-Hopf algebras has a nice duality
theory and includes finite groups in the form of group ∗-algebras and function algebras. To
extend this category to include also infinite groups we will now introduce some functional analytic
prerequisites.
1.8. C∗-algebras.
Definition 1.17. A ∗-algebra A = (A,m, e, ∗) equipped with a vector space norm ‖ · ‖ such that(
A, ‖ · ‖
)
is a Banach space is called a C∗-algebra if
◮ ‖ · ‖ is submultiplicative, i.e.
‖ab‖ ≤ ‖a‖‖b‖, a, b ∈ A,
◮ ‖ · ‖ satisfies the C∗-identity
‖a∗a‖ = ‖a‖2, a ∈ A.
Remark 1.18. Our definition of algebras included the existence of a unit, but non-unital C∗-
algebras are defined the same way.
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Example 1.19. If X is a compact Hausdorff space then
C(X) =
{
f : X → C f is continuous
}
is a unital C∗-algebra with the norm
‖f‖∞ = sup
x∈X
∣∣f(x)∣∣.
By a theorem of Gelfand and Naimark, all commutative unital C∗-algebras are of this form (up to
isometric ∗-isomorphism). Let us also remark that non-unital commutative C∗-algebras correspond
to locally compact spaces (they are all of the form C0(X) for a locally compact space X , where
C0(X) denotes the algebra of all continuous complex-valued functions on X vanishing at infinity,
equipped with the natural algebraic operations and the supremum norm).
Example 1.20. If H is a Hilbert space, then
B(H ) =
{
T : H → H T is linear and bounded
}
is a unital C∗-algebra with the operator norm and Hermitian conjugation as the ∗-operation. Any
norm-closed involutive (closed under conjugation) subalgebra of B(H ) is also a C∗-algebra. By a
theorem of Gelfand and Naimark, all C∗-algebras are of this form (up to isometric ∗-isomorphism).
In general a ∗-homomorphism from a C∗-algebra A to B(H ) for some Hilbert space is called a
representation of A.
To any state on a unital C∗-algebra, i.e. a positive functional ω ∈ A∗ such that ω(1A) = 1 one
can associate a canonical way a representation (πω,Hω), via a so-called GNS (Gelfand-Naimark-
Segal) construction (see [12]).
1.9. Minimal tensor product. Let A and B be two C∗-algebras. In general A ⊗ B is not a
C∗-algebra, if ⊗ is the (algebra) tensor product.
Definition 1.21. Let
‖c‖min = sup
ρA,ρB
∥∥∥∥∑ ρA(ai)⊗ ρB(bi)
∥∥∥∥
for c =
∑
ai ⊗ bi ∈ A ⊗ B, where the supremum is taken over all representations (ρA,HA) and
(ρB,HB) of A and B, and the norm on the right hand side is the operator norm on HA ⊗2 HB
(the notation ⊗2 refers to the completed, Hilbert space tensor product).
The completion
A⊗min B = A⊗B
‖ · ‖min
of A ⊗ B in this norm is a C∗-algebra. It is called the minimal (or spatial) tensor product of A
and B.
Example 1.22. For compact spaces X and Y we have a canonical isomorphism
C(X)⊗min C(Y ) ∼= C(X × Y ).
1.10. Compact quantum groups.
Definition 1.23 (Woronowicz). A compact quantum group is a pair G = (A,∆), where A is a unital
C∗-algebra,
∆: A −→ A⊗min A
is a unital ∗-homomorphism such that
◮ ∆ is coassociative, i.e. (∆⊗ id) ◦∆) = (id⊗∆) ◦∆,
◮ the quantum cancellation rules are satisfied:
Lin
{
(1⊗A)∆(A)
}
= A⊗min A = Lin
{
(A⊗ 1)∆(A)
}
.
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A is called the algebra of “continuous functions” on G and also denoted by C(G).
Informally a morphism of compact quantum groups between compact quantum groups G1 =
(A1,∆1) and G2 = (A2,∆2) could be thought of as a unital ∗-homomorphism π : A2 → A1 such
that
∆1 ◦ π = (π ⊗ π) ◦∆2.
Note the inversion of arrows in the above! In fact the actual definition of the morphism be-
tween compact quantum groups needs to be slightly modified, to take into account the analytical
subtleties. We will return to this in the next chapter.
1.11. Examples coming from groups.
Example 1.24. A compact group G can be viewed as a compact quantum group with A = C(G)
and
∆G : C(G) −→ C(G×G) ∼= C(G) ⊗min C(G)
defined by
∆G(f)(g1, g2) = f(g1g2), f ∈ C(G), g1, g2 ∈ G.
Remark 1.25. A continuous group homomorphism ϕ : G1 → G2 induces a morphism of compact
quantum groups
πϕ : C(G2) −→ C(G1)
by
πϕ(f) = f ◦ ϕ.
This explains the inversion of arrows in the notion of morphisms suggested above.
Theorem 1.26. If G = (A,∆) is a commutative compact quantum group (i.e. A is commutative)
then there exists a compact group G such that G is isomorphic to
(
C(G),∆G
)
i.e. there exists a
∗-isomorphism
π : A −→ C(G)
such that
∆G ◦ π = (π ⊗ π) ◦∆
(in other words π is an isomorphism of quantum groups).
Example 1.27. For a discrete group Γ we can turn the (completed) reduced and universal group
C∗-algebras C∗
r
(Γ) and C∗
u
(Γ) into compact quantum groups, denoted by Γ̂, if we set
∆(γ) = γ ⊗ γ
for γ ∈ Γ.
Theorem 1.28. If G = (A,∆) is a cocommutative compact quantum group (i.e. τA,A ◦∆ = ∆)
then there exists a discrete group Γ and surjective unital ∗-homomorphisms
C∗
u
(Γ)
π1 // A
π2 // C∗
r
(Γ)
intertwining the respective coproducts.
1.12. Non-commutative and non-cocommutative examples. Now let A be a C∗-algebra
and n ∈ N.
Definition 1.29.
(a) A square matrix u ∈ Mn(A) is called magic if all its entries are projections (self-adjoint
idempotents: p = p∗ = p2) and each row and column sums up to 1.
(b) Let us denote by Pol(S+n ) the unital ∗-algebra generated by n
2 elements uij (1 ≤ i, j ≤ n)
with the relations
u∗jk = ujk = u
2
jk, ∀ 1 ≤ j, k ≤ n,
and
n∑
j=1
ujk = 1 =
n∑
j=1
ukj , ∀ 1 ≤ k ≤ n.
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(c) The free permutation group S+n is defined so that C(S
+
n ) is the universal C
∗-algebra generated
by the entries of an n×n magic square matrix u = (ujk), i.e. the completion of Pol(S
+
n ) with
respect to the (semi-)norm
‖c‖ = sup
ρ
∥∥ρ(c)∥∥,
where the supremum is taken over all ∗-representations of Pol(S+n ) on some Hilbert space
(prove that this sup is finite!). It is a compact quantum group with coproduct
∆: C(S+n ) −→ C(S
+
n )⊗min C(S
+
n )
determined by ∆(ujk) =
n∑
ℓ=1
ujℓ ⊗ uℓk.
Note that the relations ujkujℓ = δkℓujk, ukjuℓj = δkℓukj are automatically also satisfied for any
magic unitary, since projections whose sum is a projection must be mutually orthogonal.
Let us remark that other completions of Pol(S+n ) yielding compact quantum groups may also
be considered.
We have
◮ for n = 1, 2, 3 the C∗-algebra C(S+n ) is commutative and C(S
+
n )
∼= C(Sn), i.e. S
+
n is
isomorphic to the permutation group Sn.
◮ For n ≥ 4 C(S+n ) is noncommutative and dimC(S
+
n ) = +∞, i.e. there exist (infinitely
many) genuine “quantum permutations”. E.g.

1− p p 0 0
p 1− p 0 0
0 0 1− q q
0 0 q 1− q


with p, q two arbitrary projections.
Remark 1.30. S+n is a also called a liberation of Sn, since we “freed” the functions on the permu-
tation group from their commutativity constraint.
1.13. SUq(2). For q ∈ R \ {0} the universal C
∗-algebra generated by α, γ with relations
α∗α+ γ∗γ = 1, αα∗ + q2γ∗γ = 1,
γ∗γ = γγ∗, αγ = qγα, αγ∗ = qγ∗α
can be turned into a compact quantum group, with the comultiplication defined so that
∆
[
α −qγ∗
γ α∗
]
=
[
α −qγ∗
γ α∗
]
⊗
[
α −qγ∗
γ α∗
]
,
i.e. ∆(α) = α⊗ α− qγ∗ ⊗ γ, etc.
For q = 1 we have C
(
SU1(2)
)
= C
(
SU(2)
)
– the C∗-algebra of continuous functions on the
special unitary group SU(2).
1.14. Further reading. Information contained in the first four sections can be found in several
books on Hopf algebras or on the algebraic approach to quantum groups. As examples we would
like to mention [17], [1], [15], [8] and [18]. A standard source of introductory information on C∗-
algebras is the book [12]. The notion of compact quantum groups as defined in Section 1.10 was
introduced by S.L. Woronowicz in [28]; earlier the special case of compact matrix quantum groups
was established in [24]. Free permutation groups were introduced in [21]; for a survey describing
their properties we refer to [3].
Lecture 2. From analysis to algebra and back, via representations
In this chapter we formalize the correspondence between the algebraic theory of ∗-Hopf algebras
and analytic theory of compact quantum groups introduced in the first chapter. We also present
some objects naturally associated to compact quantum groups and define certain properties of the
latter.
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2.1. Compact quantum groups. The following definition restates Definition 1.23 in a slightly
different language.
Definition 2.1. An algebra of functions on a compact quantum group is a unital C∗-algebra A with
a unital ∗-algebra homomorphism ∆: A→ A⊗min A such that
(id⊗∆) ◦∆ = (∆⊗ id) ◦∆ (coassociativity)
and the cancellation rules hold:
Lin
{
∆(a)(b ⊗ 1) a, b ∈ A
}
= Lin
{
(a⊗ 1)∆(b) a, b ∈ A
}
= A⊗min A.
We will write A = C(G) and call G the compact quantum group.
2.2. Convolution of probability measures on a compact group. Let G be a compact group.
We will identify finite (complex) measures on G with continuous functionals on C(G). Thus given
two finite measures µ and ν on G, their convolution µ ⋆ ν is defined by∫
G
f(g) dµ⋆ν(g) =
∫
G
∫
G
f(g1g2) dµ(g1)dν(g2)
for all f ∈ C(G). Note that convolution of probability measures remains a probability measure.
The Haar measure on G is the unique bi-invariant measure µh ∈ Prob(G) (where Prob(G)
denotes the set of all probability measures on G) such that for any g ∈ G and any Borel set A ⊂ G
µh(gA) = µh(Ag) = µh(A).
In other words, it is the unique measure such that
ν ⋆ µh = µh ⋆ ν = µh, ν ∈ Prob(G).
Definition 2.2. Let G be a compact quantum group. Given two functionals ϕ, ψ ∈ C(G)∗ their
convolution is defined by
ϕ ⋆ ψ = (ϕ⊗ ψ) ◦∆.
Note that the above is in fact a special case of Definition 1.9. Convolution of states (normalised
positive functionals) is a state. We view states on C(G) as probability measures on G (and
sometimes write simply Prob(G) for the set of states on C(G)).
2.3. Haar state.
Definition 2.3. A state h ∈ Prob(G) is called a Haar state if for all a ∈ C(G)
(h⊗ id)
(
∆(a)
)
= (id⊗ h)
(
∆(a)
)
= h(a)1;
equivalently for each µ ∈ C(G)∗
h ⋆ µ = µ ⋆ h = µ(1)h;
equivalently for each ω ∈ Prob(G)
h ⋆ ω = ω ⋆ h = h.
Theorem 2.4 ([28]). Every compact quantum group has a unique Haar state h.
The proof uses cancellation laws. A rough idea is to take a faithful state ω ∈ Prob(G) and show
that
h = lim
n→∞
1
n
n∑
k=1
ω⋆k.
When G is a compact group then the Haar state on C(G) is given by integration with respect
to the Haar measure, while for G = Γ̂ for a discrete group Γ, the Haar state is
h
(∑
γ
cγλγ
)
= ce.
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2.4. Representations. A (finite-dimensional, unitary, continuous) representation of a compact
group G is a continuous map U : G → U(n) (where n ∈ N and U(n) denotes n by n complex
unitary matrices) such that
U(gh) = U(g)U(h), g, h ∈ G.
Looking at matrix entries we can view the representation U as a single element U ∈Mn
(
C(G)
)
.
Definition 2.5. A finite-dimensional unitary, continuous representation of a compact quantum
group G is a unitary U = [uij ]i,j=1,...,n ∈Mn
(
C(G)
)
such that
∆(uij) =
n∑
k=1
uik ⊗ ukj , i, j = 1, . . . , n.
Equivalently, identifying Mn
(
C(G)
)
with Mn ⊗ C(G) we can write the above formula as
(id⊗∆)(U) = U12U13. (2.1)
Linear combinations of {uij} are called the coefficients of U . A slightly more general notion
of a non-degenerate representation corresponds to invertible element U ∈ Mn
(
C(G)
)
satisfying
(2.1).
We say that two representation U and V of G are equivalent (written U ≈ V ) if there is a
y ∈ GL(n) such that
(y ⊗ 1)U = V (y ⊗ 1).
Fact 2.6. Any non-degenerate representation is equivalent to a unitary one.
2.5. Operations on representations. The class of all finite dimensional representations of G
will be denoted by Rep(G). Let U ∈Mn
(
C(G)
)
and V ∈Mm
(
C(G)
)
be elements of Rep(G). We
have
◮ the direct sum U ⊕ V ∈Mn+m
(
C(G)
)
of U and V defined as
U ⊕ V =
[
U 0n,m
0m,n V
]
,
◮ the tensor product of U and V defined as the matrix U ⊗ V ∈Mnm
(
C(G)
)
with entries
[U ⊗ V ](i,j)(k,l) = uijvkl, i, j = 1, . . . , n, k, l = 1, . . . ,m.
Also for U ∈ Rep(G) the adjoint of U is U ∈Mn
(
C(G)
)
U = [u∗ij ]i,j=1,...,n.
We say that U is irreducible if it cannot be non-trivially decomposed as a direct sum of other
representations. Equivalently, if there is no non-trivial projection p ∈Mn such that
(p⊗ 1)U = U(p⊗ 1).
We let Irr(G) denote the set of all (equivalence classes) of irreducible representations of G and for
each α ∈ Irr(G) we choose a unitary representative
Uα =


uα11 . . . u
α
1nα
...
. . .
...
uαnα1 . . . u
α
nαnα

 ∈Mnα(C(G)).
Theorem 2.7. Any unitary representation of G decomposes as a direct sum of irreducible ones.
The set of coefficients of all finite-dimensional unitary (equivalently non-degenerate) represen-
tations of G forms a unital dense ∗-subalgebra of C(G), denoted Pol(G). The set
{
uαij α ∈
Irr(G), i, j = 1, . . . , nα
}
is a linear basis of Pol(G). With ε : Pol(G)→ C and S : Pol(G)→ Pol(G)
defined by
ε(uαi,j) = δij , S(u
α
ij) = u
α
ij
∗
the ∗-algebra Pol(G) becomes a Hopf ∗-algebra.
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It is important to note here that neither ε nor S need to extend to the C∗-algebra C(G).
Finally let us mention that U ∈ Rep(G) is called fundamental if its coefficients generate C(G) as
a C∗-algebra. An instance of such a situation can be seen in Definition 1.29.
2.6. Orthogonality.
Theorem 2.8. The Haar state is faithful on Pol(G) (i.e. for a ∈ Pol(G) if h(a∗a) = 0 then a = 0).
For each α ∈ Irr(G) there exists a unique positive matrix Qα ∈ GL(nα) such that Tr(Qα) =
Tr(Q−1α ) ≥ nα and denoting Tr(Qα) by dα we have for all α, β ∈ Irr(G), i, j ∈ {1, . . . , nα} and
k, l ∈ {1, . . . , nβ}
h
(
uαij(u
β
kl)
∗
)
= δαβδik
[Qα]lj
dα
,
h
(
(uαij)
∗u
β
kl
)
= δαβδjl
[Q−1α ]ki
dα
.
The matrices {Qα}α∈Irr(G) have various incarnations:
◮ as so-called Woronowicz characters on Pol(G);
◮ generators of the scaling automorphism group τ ;
◮ witnesses of non-traciality of h;
◮ witnesses of unboundedness of S.
Note that by changing the basis (i.e. passing to an equivalent unitary representation) one can
always assume that a given matrix Qα is diagonal. Note also that these matrices are sometimes
denoted Fα (e.g. in [24]).
2.7. Kac property.
Definition 2.9. A compact quantum group G is of Kac type if Qα = 1 for all α ∈ Irr(G); equiva-
lently, S2 = idPol(G); equivalently h is a trace; equivalently the ‘quantum dimensions’ dα are equal
to nα.
2.8. From Pol(G) to C(G). In order to obtain C(G) from Pol(G) we need ‘good’ C∗-norms on
Pol(G). Examples of such norms are
◮ the universal norm
‖a‖u = sup
{
‖π(a)‖ π : Pol(G)→ B(H ) is a unital ∗-homomorphism
}
(completion of Pol(G) in this norm, denoted by Cu(G), admits good ∆u, hu etc.)
◮ the reduced norm
‖a‖r =
∥∥πh(a)∥∥,
where πh is the GNS representation of Pol(G) defined by the Haar state (completion of
Pol(G) in this norm, denoted by Cr(G), admits good ∆r, hr etc.).
Of course ‖ · ‖r ≤ ‖ · ‖u. The following definition contains several equivalent characterizations
– these are not elementary to show!
Definition 2.10. A compact quantum group G is coamenable if ‖ · ‖r = ‖ · ‖u; equivalently, hu(G)
is faithful on Cu(G); equivalently, ε extends to a character on Cr(G).
Finally we return to the notion of the morphism between compact quantum groups, indicated
already in the first chapter. It turns out that it is best formulated on the universal level.
Definition 2.11. Amorphism between compact quantum groupsG1 andG2 is a unital ∗-homomorphism
π : Cu(G2)→ Cu(G1) such that
∆1 ◦ π = (π ⊗ π) ◦∆2.
In fact the definition above can be formulated algebraically: there is a natural one-to-one cor-
respondence between unital ∗-homomorphisms π : Cu(G2) → Cu(G1) and ρ : Pol(G2) → Pol(G1)
intertwining the respective coproducts.
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2.9. Further reading. As stated above, the existence of the Haar state was first announced in
[23] with proof given in [24] and perfected in [28] under the assumption of C(G) being separable,
and in [19] in the general case. Most of the contents of this chapter, together with detailed
proofs, can be found in [28] and [11]. The notions of ‘good’ C∗-norms in context of the Hopf
algebras associated to quantum groups was studied for example in [9]. For more information on
coamenability of compact quantum groups we refer to [4].
Lecture 3. Introduction to discrete quantum groups
In this chapter we show how to each compact quantum group one can associate a ‘discrete
quantum group’, playing in a sense the role of the dual object.
3.1. Irreducible representations revisited and the Fourier transform. We begin by recall-
ing certain facts from the last chapter. Let G be again a compact quantum group defined as the
“virtual object” corresponding to a unital C∗-algebra denoted C(G) equipped with a comultipli-
cation (i.e. a coassociative unital ∗-homomorphism) ∆G satisfying appropriate density conditions.
Let Irr(G) denote the set of equivalence classes of irreducible representations of G. For each
α ∈ Irr(G) we choose a unitary representative Uα of α, so
Uα ∈ B(Hα)⊗ (G),
where Hα is a finite dimensional Hilbert space. Denote the dimension of Hα by nα. Upon choosing
an orthonormal basis in Hα we can express U
α as
Uα =
nα∑
i,j=1
ei,j ⊗ u
α
i,j ,
where {ei,j}i,j=1,...,nα is the corresponding basis of matrix units in B(Hα) (we use here the notation
ui,j as opposed to uij due to the leg numbering notation to be introduced below). In other words
Uα becomes a unitary matrix
Uα =


uα1,1 . . . u
α
1,nα
...
. . .
...
uαnα,1 . . . u
α
nα,nα

 .
The fact that each Uα is a representation of G can be expressed either by saying that
∆G(u
α
i,j) =
nα∑
k=1
uαi,k ⊗ u
α
k,j , i, j = 1, . . . , nα
or, using the leg numbering notation, that
(id⊗∆G)U
α = Uα12U
α
13,
where
Uα12 = U ⊗ 1 ∈ B(Hα)⊗ C(G)⊗min C(G)
and
Uα13 =
nα∑
i,j=1
ei,j ⊗ 1⊗ u
α
i,j ∈ B(Hα)⊗ C(G)⊗min C(G)
(cf. Section 1.2).
Recall from the previous chapters that Pol(G) defined as the linear span of the set{
uαi,j α ∈ Irr(G), i, j = 1, . . . , nα
}
is a dense unital ∗-subalgebra of C(G) and, moreover, with comultiplication inherited from C(G),
the ∗-algebra Pol(G) becomes a Hopf ∗-algebra. The antipode of Pol(G) will be denoted by S.
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3.2. Haar measure and irreducible representations. Let h be the Haar measure (Haar state)
of G.
Proposition 3.1. For any α ∈ Irr(G) there exists a unique Qα ∈ B(Hα) such that
◮ Qα is invertible,
◮ (Qα ⊗ 1)U
α =
(
(id⊗ S2)Uα
)
(Qα ⊗ 1),
◮ Tr(Qα) = Tr(Q
−1
α ) > 0.
Moreover the operator Qα is positive.
The proof of Proposition 3.1 can be found in [24]. Recall the Peter-Weyl-Woronowicz orthogo-
nality relations satisfied by the matrices Qα displayed in Theorem 2.8.
3.3. Building the dual of G. Let Â be the C∗-algebra defined as the c0-direct sum
Â =
⊕
α∈Irr(G)
B(Hα).
Unless we are in the basic situation when G is finite (i.e. dimC(G) < +∞), the C∗-algebra Â does
not have a unit. Therefore we will be forced to deal with the multiplier algebra M(Â) of Â. Due
to the relatively simple structure of Â, the multiplier algebra has a very convenient description:
M(Â) is the ℓ∞-direct sum of the finite dimensional blocks B(Hα).
Now let
W =
⊕
α∈Irr(G)
Uα.
It is not hard to see that W is a unitary element ofM
(
Â⊗minC(G)
)
and (suppressing the apparent
difficulties with the rigorous interpretation of this formula) we have
(id⊗∆G)W = W12W13, (3.1)
where again we used the leg numbering notation. Unitarity of W and (3.1) mean that W is an
infinite dimensional representation of G. It is a fact that such representations also decompose into
direct sums of irreducible ones in an appropriate sense.
Finally let us define a ∗-subalgebra Â of Â as the algebraic direct sum
Â =
⊕
α∈Irr(G)
B(Hα).
This means that each element of Â has only finitely many non-zero components in the direct
summands of Â. The algebra Â will play the role of the algebra of continuous functions vanishing
at infinity on the dual of G, while Â will correspond to compactly supported functions. It is easy
to see that Â is dense in Â.
3.4. Fourier transform. Let us define a linear map F : Pol(G)→ Â by
F (a) = (id⊗ h)
(
(1⊗ a)W∗
)
, a ∈ Pol(G). (3.2)
It turns out that F is an isomorphism of vector spaces with inverse given by
F
−1(x) = (ĥL ⊗ id)
(
(x⊗ 1)W
)
, x ∈ Â , (3.3)
where ĥL is the linear functional on Â defined as
ĥL(x) =
∑
β∈Irr(G)
Tr(Qβ)Tr(Q
−1
β xβ), x ∈ Â
with xβ denoting the component of x in the block B(Hβ) ⊂ Â (in particular the above sum is
finite).
The proof that (3.2) and (3.3) are mutually inverse to one another involves orthogonality rela-
tions for matrix elements of irreducible representations {Uα}α∈Irr(G) (see [14, Section 2]).
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3.5. Main theorem.
Theorem 3.2 ([14, Theorem 2.1]). Let B be a C∗-algebra and V ∈ M
(
B ⊗min C(G)
)
a unitary
such that
(id⊗∆G)V = V12V13.
Then there exists a unique non-degenerate ∗-homomorphism Φ : Â→ M(B) such that
(Φ⊗ id)W = V.
The formulation of Theorem 3.2 uses the notion of a nondegenerate ∗-homomorphism; this
condition means that the span of Φ(Aˆ)B is dense in B. We will not go into the technical difficulties
related to composing of such morphisms and refer the reader to [25, 27]; to simplify the notation we
will simply take Φ ∈Mor(Aˆ,B) to mean that Φ : Â→ M(B) is a non-degenerate ∗-homomorphism.
Proof of Theorem 3.2. First let us address the question of uniqueness of Φ. Assume we have
Φ ∈Mor(Â,B) such that (Φ⊗ id)W = V. Then for any a ∈ Pol(G)
Φ
(
F (a)
)
= Φ
(
(id⊗ h)
(
(1⊗ a)W∗
))
= (id⊗ h)
(
(Φ⊗ id)
(
(1⊗ a)W∗
))
= (id⊗ h)
(
(1⊗ a)V∗
)
Writing a = F−1(x) with x ∈ Â we obtain
Φ(x) = (id⊗ h)
((
1⊗F−1(x)
)
V∗
)
, x ∈ Â ,
so Φ is determined uniquely on Â which is dense in Â.
For the proof of existence of Φ let us denote the map
Pol(G) ∋ a 7−→ (id⊗ h)
(
(1⊗ a)V∗
)
∈M(B)
by FV and define a linear map Φ: Â → M(B) as the composition
Φ = FV ◦F
−1.
Take a ∈ Pol(G). We will compute the expression
X = (id⊗ id⊗ h)
(
(id⊗∆G)
(
(1⊗ a)V∗
))
in two ways. First, using the fact that h is the Haar measure we find that
X = FV(a)⊗ 1.
On the other hand, using the fact that∆G is a ∗-homomorphism and formula (id⊗∆G)V = V12V13,
we obtain
X = (id⊗ id⊗ h)
((
1⊗∆G(a)
)
(id⊗∆G)V
∗
)
= (id⊗ id⊗ h)
((
1⊗∆G(a)
)
V∗13V
∗
12
)
=
[
(id⊗ h)
(
∆G(a)23V
∗
13
)]
V∗.
Since V is unitary, we immediately see that this implies
(id⊗ h)
(
∆G(a)23V
∗
13
)
=
(
FV(a)⊗ 1
)
V. (3.4)
Now we can multiply both sides of (3.4) from the right by 1 ⊗ b∗ (with b ∈ Pol(G)) and apply
(id⊗ h) to obtain
(id⊗ h)
[(
(id⊗ h)
(
∆G(a)23V
∗
13
))
(1⊗ b∗)
]
= (id⊗ h)
(
FV(a)12V(1⊗ b
∗)
)
which can be rewritten as
FV
(
(h ⊗ id)
(
∆(a)(b∗ ⊗ 1)
))
= FV(a) · (id⊗ h)
(
V(1⊗ b∗)
)
= FV(a)
[
(id⊗ h)
(
(1⊗ b)V∗
)]∗
= FV(a)FV(b)
∗
(3.5)
Exactly the same calculation with V replaced by W yields
F
(
(h ⊗ id)
(
∆(a)(b∗ ⊗ 1)
))
= F (a)F (b)∗ (3.6)
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for all a, b ∈ Pol(G). It follows that if x = F (a) and y = F (b) then
Φ(xy∗) = FV
(
F
−1(xy∗)
)
= FV
(
F
−1
(
F (a)F (b)∗
))
(3.6)
= FV
(
(h ⊗ id)
(
∆(a)(b∗ ⊗ 1)
))
(3.5)
= FV(a)FV(b)
∗
= FV
(
F
−1(x)
)
FV
(
F
−1(y)
)∗
= Φ(x)Φ(y)∗.
(3.7)
Now any z ∈ Â can be written in the form xy∗ with x, y ∈ Â and then z∗ = yx∗, so
Φ(z∗) = Φ(yx∗) = Φ(y)Φ(x)∗ =
(
Φ(x)Φ(y)∗
)∗
= Φ(z)∗,
i.e. Φ is a ∗-map. Using this and (3.7) we obtain also multiplicativity of Φ:
Φ(xy) = Φ
(
x(y∗)∗
)
= Φ(x)Φ(y∗)∗ = Φ(x)Φ(y), x, y ∈ Â .
There are two points whose proof we will skip, namely:
◮ the map Φ: Â → M(B) is continuous and consequently it extends to a ∗-homomorphism
of C∗-algebras Â→ M(B),
◮ Φ is non-degenerate, i.e. the span of elements of the form Φ(y)b with all possible x ∈ Â
and b ∈ B is dense in B.
Both are treated in detail in [14].
Let us finish the proof by sketching an argument showing that Φ defined above does indeed
satisfy
(Φ⊗ id)W = V.
To that end let V˜ = (Φ⊗ id)W. For any a ∈ Pol(G) we have
(id⊗ h)
(
(1⊗ a)V˜∗
)
= (id⊗ h)
(
(1⊗ a)(Φ⊗ id)W∗
)
= Φ
(
(id⊗ h)
(
(1⊗ a)W∗
))
= Φ
(
F (a)
)
= FV
(
F
−1
(
F (a)
))
= FV(a) = (id⊗ h)
(
(1⊗ a)V∗
)
.
This result is sufficient to conclude that V˜ = V, but one has to use decomposition of (infinite
dimensional) unitary representations into irreducible ones and orthogonality relations or the ar-
gument given on [14, Page 397]. In any case we do get (Φ ⊗ id)W = V˜ = V which ends the
proof. 
3.6. The dual quantum group.
3.7. Comultiplication. Let B = Â⊗min Â and define V ∈M
(
B⊗min C(G)
)
as
V = W23W13.
We have
(id⊗∆G)V =
[
(id⊗∆G)W
]
234
[
(id⊗∆G)W
]
134
= W23W24W13W14
= W23W13W24W14
= V12V13,
where in the first three lines the leg numbers refer to Â ⊗min Â ⊗min C(G) ⊗min C(G) and in the
last line they refer to (Â ⊗min Â)⊗min C(G)⊗min C(G) (the tensor product Â⊗min Â is treated as
one leg). The element V is unitary, so by Theorem 3.2 there exists a unique ∆̂ ∈ Mor(Â, Â⊗min Â)
such that
(∆̂⊗ id)W = W23W13.
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The morphism ∆̂ is coassociative. Indeed, we have(
(∆̂⊗ id) ◦ ∆̂⊗ id
)
W = (∆̂⊗ id⊗ id)W23W13
= (∆̂⊗ id⊗ id)(W23) · (∆̂⊗ id⊗ id)(W13)
= W34 ·W24W14
and (
(id⊗ ∆̂) ◦ ∆̂⊗ id
)
W = (id⊗ ∆̂⊗ id)W23W13
= (id⊗ ∆̂⊗ id)(W23) · (id⊗ ∆̂⊗ id)(W13)
= W34W24 ·W14.
In particular (
(∆̂⊗ id) ◦ ∆̂⊗ id
)
W∗ =
(
(id⊗ ∆̂) ◦ ∆̂⊗ id
)
W∗.
Multiplying both sides from the left by (1⊗ 1⊗ a) (with a ∈ Pol(G)) and applying (id⊗ id⊗ h)
we see that
(∆̂⊗ id) ◦ ∆̂ = (id⊗ ∆̂) ◦ ∆̂
on Â and since this algebra is dense in Â, we obtain coassociativity of ∆̂.
3.8. Counit. Setting B = C and V = 1 ⊗ 1 ∈ C⊗ C(G) and using Theorem 3.2 we get a unique
character ê of Â with the property that
(ê⊗ id)W = 1.
A similar trick as the one leading to coassociativity of ∆̂ in Section 3.7 shows that
(ê⊗ id) ◦∆ = id = (id⊗ ê) ◦∆ (3.8)
Indeed, for the first equality we compute((
(ê ⊗ id) ◦∆
)
⊗ id
)
W = (ê⊗ id⊗ id)(W23W13)
= W ·
(
1⊗
(
(ê ⊗ id)W
))
= W · (1⊗ 1) = W
and thus (ê⊗ id) ◦∆ = id on Â as before. The other equality of (3.8) is proved in the same way.
3.9. Haar measures. In Section 3.4 we introduced the functional ĥL on Â :
ĥL(x) =
∑
β∈Irr(G)
Tr(Qβ)Tr(Q
−1
β xβ), x ∈ Â
(recall that for x ∈ Â the symbol xβ denotes the component of x in the direct summand B(Hβ)).
Similarly let
ĥR(x) =
∑
β∈Irr(G)
Tr(Qβ)Tr(Qβxβ), x ∈ Â .
Then, although for x ∈ Â the element ∆̂(x) does not (usually) belong to the algebraic tensor
product Â ⊗ Â , one can make sense of the expressions
(id⊗ ĥL)∆̂(x), (ĥR ⊗ id)∆̂(x)
and, moreover, show that we in fact have
(id⊗ ĥL)∆̂(x) = ĥL(x)1M(B),
(ĥR ⊗ id)∆̂(x) = ĥR(x)1M(B),
x ∈ Â .
Thus ĥL and ĥR are respectively left and right invariant functionals on Â . They extend to so
called weights on the C∗-algebra Â which have many desirable properties (e.g. are faithful and
locally finite as well as faithful when appropriately extended to M(Â)). In what follows we will
refer to ĥL and ĥR as the left and right Haar measure on the dual of G.
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3.10. Definition of a discrete quantum group. We have by now established a number of
properties of the objects (
Â, ∆̂, ĥL, ĥR
)
.
One way of summarizing some of them is that they satisfy the axioms of a reduced C∗-algebraic
locally compact quantum group as defined by J. Kustermans and S. Vaes in [10, Definition 4.1].
This quantum group is usually denoted by the symbol Ĝ. Accordingly we introduce new notation:
We write For
c0(Ĝ) Â
c00(Ĝ) Â
∆
Ĝ
∆̂
Locally compact quantum groups obtained from compact quantum groups via the procedure
described above are called discrete. One can show that a locally compact quantum group G is
discrete if and only if the corresponding C∗-algebra is a direct sum of finite dimensional algebras
(and many other equivalent conditions for a locally compact quantum group to be discrete can be
given).
3.11. (Non-)Unimodularity. The collection (Qα)α∈Irr(G) of operators introduced in Proposition
3.1 is not necessarily bounded (in norm), so it is not an element of neither c0(Ĝ) nor M
(
c0(Ĝ)
)
.
It is, however, an element affiliated with c0(Ĝ) (see [25]) which means that it can be thought of as
a possibly unbounded continuous function on the quantum space Ĝ. Let us denote this element
simply by Q.
One can show that the following formulas hold for any x ∈ c00(Ĝ):
(ĥL ⊗ id)∆̂(x) = ĥL(x)Q
2,
(id⊗ ĥR)∆̂(x) = ĥR(x)Q
−2.
This means that the failure of ĥL to be right invariant (as well as failure of ĥR to be left invariant)
is controlled by Q2 (Q−2 respectively) in much the same way as the modular function of a locally
compact group controls similar phenomena for a non-unimodular group. For that reason Q is
called the modular element for Ĝ. Since there are compact quantum groups with non-trivial
matrices (Qα)α∈Irr(G), we see that discrete quantum groups may be non-unimodular.
Let us finish with the following theorem which can be found in [28, 14]. It provides an extended
list of conditions stated before in Definition 2.9.
Theorem 3.3. Let G be a compact quantum group. Then the following statements are equivalent:
(1) the Haar measure of G is a trace,
(2) ĥL = ĥR on Ĝ, i.e. Ĝ is unimodular,
(3) Q = 1,
(4) the antipode S of G satisfies S2 = id,
(5) the antipode S is bounded.
3.12. Further reading. The theory of discrete quantum groups defined as dual objects of com-
pact quantum groups was originally developed in [14, Section 3]. Later abstract approaches
bypassing the theory of compact quantum groups were used in [5] and [20]. There are also char-
acterizations of discrete quantum groups among locally compact quantum groups ([10]) in terms
of ideals in second duals of associated C∗-algebras (see [16]). General locally compact quantum
groups have been introduced in [10] building on the work on multiplicative unitaries [2, 26] and on
Kac algebras [6]. The central theme of all these developments is duality generalizing Pontriagin
duality for locally compact abelian groups (cf. [22]).
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