In this article, we study the fourth-order problem with the first and second derivatives in nonlinearity under nonlocal boundary value conditions
Introduction
In this article, we study the existence of positive solutions for fourth-order boundary value problem (BVP) with dependence on the first and second derivatives in nonlinearity subject to boundary conditions of Stieltjes integral type u (4) (t) = h(t)f (t, u(t), u (t), u (t)), t ∈ (0, 1), u(0) = u(1) = β 1 [u] , u (0) + β 2 [u] = 0, u (1) + β 3 [u] = 0, (1.1)
where g is a continuous function. Using of the monotonically iterative technique, Yao [2] investigated the positive solution for fourth-order two-point boundary value problem u (4) (t) = f (t, u(t), u (t)), t ∈ (0, 1), u(0) = u (0) = u (1) = u (1) = 0.
Li [3] and Ma [4] dealt with the existence of positive solutions for the fourth-order boundary value problem u (4) (t) = f (t, u(t), u (t)), t ∈ (0, 1), u(0) = u (0) = u(1) = u (1) = 0.
Their methods are respectively based on fixed point index theory on cones and global bifurcation techniques. Bai [5] and Guo et al. [6] explored the existence of positive solutions respectively for the nonlocal fourth-order problems where p, q ∈ L[0, 1] are nonnegative. Li [7] discussed the existence of positive solutions for a local fully nonlinear problem
Under the conditions that the nonlinearity f (t, x 1 , x 2 , x 3 , x 4 ) may have superlinear or sublinear growth in x 1 , x 2 , x 3 , x 4 , the existence of positive solutions is obtained. We also refer to some previous studies, for instance, [8] [9] [10] [11] [12] . Recently the existence of positive solutions was proved in [13] to the following problems:
and -u (4) 
where β i [u] and α i [u] (i = 1, 2, 3) are Stieltjes integrals of signed measures. All the signs of the derivatives from the first to the third with respect to t of the Green's functions corresponding to (1.2) and (1.3) do not change, which plays an essential role in [13] when estimating the norms. The readers are referred to [14, 15] for more information and techniques about the issue considered. Note that the boundary conditions in (1.1) are different from those in (1.2) and (1.3), and both the first and third derivatives with respect to t of the Green's function corresponding to (1.1) may be sign-changing. We reformulate BVP (1.1) as an integral equation by the method due to Webb and Infante [16] , see also [17, 18] . If u(0) = u(1), the existence of positive solutions to the resulting integral equation is tackled by the theory of fixed point index on a special cone in C 2 [0, 1] under the inequality conditions posed on the nonlinearity. In particular, the fixed point indexes are computed via the cone expansion and compression conditions of functional type. Two examples are provided to support the main results under mixed boundary conditions involving multi-point with sign-changing coefficients and integral with sign-changing kernel.
Preliminaries
In order to prove the main theorems, we need the notion of a fixed point index; see, for example, [19, 20] . Let X be a Banach space, a nonempty subset K is called a cone in X if it is a closed convex set and satisfies the properties that λx ∈ K for any λ > 0, x ∈ K , and that ±x ∈ K implies x = 0 (the zero element in X). We say that α :
The following lemmas come from [21] . Let X = C 2 [0, 1] be the Banach space consisting of all twice continuously differentiable functions on [0, 1] with the norm
We assume throughout this paper that 
and
7)
where Φ 1 (s) = 2κ 2 (s) + κ 3 (s) + s(1s), c 1 (t) = min{t, (1t)/2}.
Proof Inequality κ i (s) ≥ 0 is due to [16] and we can find in [18] the inequalities
As for (2.7), it can be checked easily.
Define a cone K in C 2 [0, 1] as follows: 
Positive solutions of BVP
Take τ ∈ (0, 1/3) such that 1-τ τ h(t) dt > 0 and denote
Define a functional α : K → [0, +∞) as
Clearly, α is a continuous and sublinear functional with α(0) = 0. Moreover, since
it is easy to see that α(u) = 0 for u = 0. 
then BVP (1.1) has at least one positive solution.
Proof Obviously,
Let
then it is clear that Ω 1 and Ω 2 are open sets in K with 0 ∈ Ω 1 and Ω 1 ⊂ Ω 2 . If u ∈ Ω 2 , by Lemma 2.5, we have
Since u(0) = u(1), there exists ξ ∈ (0, 1) such that u (ξ ) = 0 and thus
Therefore, Ω 2 is bounded and u C 2 < 3a, ∀u ∈ Ω 2 . Similarly, Ω 1 is bounded and u C 2 < 3b, ∀u ∈ Ω 1 . If u ∈ ∂Ω 1 , then α(u) = b and u C 2 ≤ 3b. From Lemma 2.5 and (3.1) it follows that
and hence α(Su) ≤ α(u). So by Lemma 2.1 the fixed point index
provided Su = u for u ∈ ∂Ω 1 .
If u ∈ ∂Ω 2 , then α(u) = a and, by Lemma 2.
When α(u) = a = max τ ≤t≤1-τ |u(t)|, it follows from Lemma 2.5, together with (3.2) and (3.4) , that provided Su = u for u ∈ ∂Ω 2 . From (3.3) and (3.6) it follows that the fixed point index
hence S has at least one fixed solution and BVP (1.1) has at least one positive solution.
Theorem 3.2 Suppose that (C 1 )-(C 3 ) are satisfied. If there exist constants a and b with
, 0], then BVP (1.1) has at least one positive solution.
Proof Obviously, D 1 ∪ D 2 ⊂ D 3 ; however, (3.7) and (3.8) are well-posed since a > 3h 0 h -1 τ b. Letting
we know form the proof of Theorem 3.1 that Ω 1 and Ω 2 are bounded open sets in K with 0 ∈ Ω 1 and Ω 1 ⊂ Ω 2 ; moreover, u C 2 < 3b for u ∈ Ω 1 and u C 2 < 3a for u ∈ Ω 2 . If u ∈ ∂Ω 1 , then α(u) = b and, by Lemma 2.
When α(u) = b = max τ ≤t≤1-τ |u(t)|, it follows from Lemma 2.5, as well as (3.7) and (3.9) , that 
