A viable support of an on-going or a new session for a subscriber on the move requires an effective scheme for Mobility Management. To this end, an array of protocols such as MIPv4, MIPv6, HMIPv6, FMIPv6 have been proposed for the wired Internet. Unfortunately, the wireless connectivity in the wireless mesh networks (WMNs) gives rise to several issues that limits the direct applicability of these mobility management protocols for the wired network. We have contributed to this chapter by identifying and explaining these issues and then giving a critical review of some of the key research proposals made in this area. The literature review also shows that the proposals offer a limited support for mobility management in multi-radio wireless mesh networks (MR-WMN). Thus, we have further contributed, by proposing a scheme to carry out a seamless mobility management in WMN as well as MR-WMN. We have taken into account the lessons learnt from the proposals made in the literature. This chapter has been written in a simple way such that students as well as professionals including those who are new to this area should be able to significantly benefit from reading it.
Chapter Overview
Mobility management involves managing two forms of mobility. (i) Terminal mobility -where the mobile terminal (MT) moves within and across network domains while continuing to receive access to telecommunication services without any data packet loss and with a minimum handover delay and (ii) Personal mobility -where the subscriber obtains services in a transparent manner within any network and on any terminal, on the basis of subscriber identification and networks ability to provide the concerned services. Terminal mobility management in the multi-radio wireless mesh networks (MR-WMN) is the area of focus in this chapter. Internet engineering task force (IETF) has proposed protocols for mobility management such as: mobile IPv4 (MIPv4), mobile IPv6 (MIPv6), fast mobile IP v6 (FMIPv6) and fast hierarchical mobile IPv6 (FHMIPv6). However, these protocols are more suitable for networks with a wired infrastructure i.e. the connectivity between the nodes of the network is wired and wireless connectivity is provided to the mobile subscriber only at the edges. In contrast, the infrastructure in a wireless mesh network (WMN) has wireless connectivity between the mesh nodes of the network as well as between the access points and the subscriber. The wireless nature of the connectivity in MR-WMN gives rise to various issues, discussed in this chapter, which limits the direct use of the above stated wired infrastructure networks based mobility management protocols. Although, there is no definite solution for the mobility management problem in wireless mesh networks (WMN) environment, well-established solutions for the wired networks may be used as guidelines. Further, the work published in literature to date for seamless mobility management in WMN is not explicitly based on mesh nodes that offer a multi-radio connectivity.
Introduction
The objective of mobility management is to offer a seamless support of realtime as well as non real-time services for a subscriber who is on the move. Seamless support refers to obtaining a low handover latency and packet loss. Examples of real time service that mobility management should support are interactive voice/video and streaming audio/video whereas non real time service include email, file transfer and web-browsing. It will be tightly coupled with quality of service (QoS) so as to satisfactorily support real-time services under dynamic network conditions.
The support of mobility management process entails the use of suitable solutions for (i) handover management, (ii) location management and (iii) route optimization [1] . We first broadly define these terms:
The term handover (RFC3753 [2] ) refers to the process by which the mobile terminal changes its point of attachment to the network. Handoff and handover terms are used interchangeably to refer to the same process. Handover management thus deals with maintenance of an ongoing communication session with a roaming subscriber on the move. (ii)
Location management refers to the process of finding out the connectivity location of the roaming subscribers mobile terminal within the geographical region; security and authentication information and QoS capabilities. (iii)
Simply put, route optimization is the process by which a route is created efficiently between the calling person's mobile terminal and the called person's mobile terminal.
Handover management can be further divided into layer 3 (IP layer) handover and L2 (link layer) handover.
• L2 handover -It occurs when the mobile terminal (MT) moves out of the satisfactory transmission/reception range of an access point (AP)/base station, which triggers an implementation specific mechanism to reassociate with a new AP/base station. The mechanism for instance could be based for example on signal to noise plus interference ratio (SINR) or received signal strength (RSS) or a lack of substantial number of ACKs. L2 handover is illustrated in Fig. 2 where the MT moves away from the satisfactory range of base station (BS) 'A' when it associates with BS 'B' and de-associates with BS 'A'.
• L3 handover -When the L2 handover occurs the point of attachment of the client will change. This means that the path of the packets from the correspondent node (CN) needs to be switched to the new AP/base station. The peer node with which the mobile node is communicating is termed as the correspondent node (CN) that may be mobile or stationary. As the process of L3 handover is concerned with a routing update, which involves layer 3 of the OSI protocol stack, therefore it is termed as a L3 handover.
Although the aim of L3 handover is to be technology independent, developing L3 handover independently i.e. without considering L2 will result in severe performance degradation and considerable increase of handover latency [3] . To reduce the handover latency, a well-defined co-ordination between L2 and L3 is required. Ideally, L3 handover should occur concurrently with L2 handover, resulting in handover latency being equal to either L2 or L3 handover time.
Figure 2: Handover concept -An overview
There are several issues that need to be addressed by mobility management some of which are:
• How to cater for both the fast and slow moving subscribers?
• How to address intra-domain and inter-domain handovers ? The background information on the mobility management protocols necessary to understand this chapter is first provided in section 3.0. Then in section 4.0, we explain the issues due to which the mobility management protocols discussed in section 3.0 for the wired Internet can not be used directly in the wireless mesh domain. Following which, we concisely review some of the key mobility management proposals in the literature for wireless mesh networks and then discuss our proposed mobility management scheme. The key differentiators between our mobility management scheme and the reviewed proposals are also stated in the section. The thoughts for practitioners and directions for future research are provided in sections 5 and 6, respectively. Conclusions that can be made from this chapter are given at the end in section 7.0.
Background

Macro-mobility Management Protocols
The term macro-mobility refers to the mobility of a mobile terminal (MT) between different IP domains (RFC 3753 [2] ), for example mobility across different sub-networks -such as between the home network and the visited network. Popular macro-mobility protocols are MIPv4, MIPv6, FMIPv6 and HMIPv6.
MIPv4
Mobile IP [4] [5] is a mobility management solution proposed to resolve the macro-mobility problem in the wired Internet, where the wireless connectivity is provided to the subscribers at the network edges. With mobile IP, roaming subscribers enjoy Internet connectivity in a transparent manner without any manual configuration. The main motivation behind the creation of MIPv4 was to [6] :
• enable a user to change their point of attachment on the Internet i.e in effect change their IP address.
• maintain the existing TCP connection for the ongoing session However, the above two points oppose each other because the TCP connection can only be maintained if the IP addresses of the connection end-points remain the same. TCP connection information involves a pair of IP addresses of the two endpoints involved in the session and the port numbers. Wheras, a change in the point of attachment on the Internet necessitates a change in the IP address.
Mobile IP addresses the above explained conflict by allocating two IP addresses to the MT -a home address and the other is a temporary care of address that represents the current location of the MT. An association is created between these two addresses, which is called as binding.
The mobile terminal is identified by its home address (HoA), irrespective of where it may be attached to the Internet. The HoA is an IP address and is assigned to the MT permanently based on the network where the subscriber is a resident. The network of which the MT (subscriber) is a resident is called as the home network. Any network other than the home network to which the MT may be connected while roaming is called as the visited network.
The operation of MIPv4 is shown in Fig 3 as well as quickly explained by listing the key steps involved as explained in RFC 3344 [7] : • The presence of the foreign and home agent, which are essentially routers, is made known to the MT by means of agent advertisement messages. Alternately, the MT may solicit an agent advertisement message through an agent solicitation message. By using the agent advertisement messages the MT can determine if it is in a home or a visited network. 
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• If the MT finds that it has moved into a visited network it will obtain a Care-of-address. This can be obtained from the foreign agents advertisements or can be provided via a DHCP mechanism.
• While in a visited network a roaming MT is required to register with its home agent (HA) the current care-of-address (CoA) to access the Internet. Optionally, the registration may occur via the foreign agent.
• Home agent re-directs the packets received for the MT while it is away from the home network, to the current CoA of the MT. The home agent intercepts the packets for the MT and then tunnels them to the care-ofaddress of the MT. Tunneling is essentially the process of encapsulating one IP packets as a payload of another IP packet i.e. IP-within-IP [6] . The tunneled packets end point could either be the foreign agent (FA) or the MT itself, and is finally delivered to the MT.
• In the reverse direction, the MT can send the packets to the CN directly or via the foreign agent using the conventional IP routing mechanisms.
Thus in the MIPv4 the home agent routes the packets received from the CN for the MT outside of its home network. However, packets from the MT to the CN are routed directly. This results in triangle routing as shown in Fig. 3 , which is a major drawback of MIPv4.
MIPv6
MIPv6 addresses the above explained issue of triangular routing by means of route optimization [8] to the CN as shown in Packets addressed to the mobile host are delivered using regular IP routing to the CoA thereby offering a transparent, simple and scalable global mobility scheme. Even though network support for seamless mobility was not considered when Mobile IP was originally developed, it finds applicability in the wireless environment through the endeavors of Mobile IP Working Group.
A drawback of mobile IP is that in a wireless environment a MT frequently changes its point of attachment i.e. performs handovers to initiate or continue communication sessions with other nodes in the network. Since a local CoA must be obtained and communicated to the HA and the CN after every migration, the significant latency introduced by the mobile IP causes considerable packet loss during the handover period (especially if the home and foreign network are far apart), rendering real-time data transfer useless until the CN is notified of the new CoA.
MIPv4 and MIPv6 compared
As MIPv6 was developed after MIPv4 therefore it makes use of the lessons that were learnt from MIPv4 as well as it shares many features with MIPv4. In particular, MIPv6 makes use of the mobility features that have been integrated within IPv6. A short comparison between MIPv6 and MIPv4 is listed below based on RFC3775 [9] :
• MIPv6 does not need the provision of FAs as in the case of MIPv4.
• Route optimisation is key attribute of the MIPv6.
• Route optimization in MIPv6 can operate securely.
• Routing overhead in MIPv6 is reduced relative to the MIPv4. This is because the packets sent to the MT while away from its home network are sent in the IPv6 routing header rather than IP encapsulation.
• MIPv6 is more robust than IPv4. For example, its operation is not based on any specific link layer.
Motivation for HMIPv6 and FHMIPv6
For MIPv6 (RFC 3775 [9] ) it has been found that if the MT is some distance away from the home network, then it might take up to 100 milliseconds to send the binding update (BU) after handover. BU essentially binds or maps the assigned IP addresses of the MT.
This will result in many packets addressed to the MT being dropped during that period [10] . With smaller cell sizes for high-data rate access, the handover rate will also increase considerably and the nodes with fast mobility will contribute to the signalling overhead, causing an inefficient spectrum use. Moreover an increase in handover decision criteria with divergent user preferences will create bottlenecks within the networks. Hierarchical mobile IPv6 (HMIPv6-RFC 4140) [11] and Fast mobile IPv6 (FMIPv6-RFC 4068) [12] have been developed as extensions of the Mobile IPv6 by the Internet engineering task force (IETF) to reduce these conditions by localizing the signalling traffic within the proximity of the MT.
HMIPv6
Hierarchical Mobile IPv6 (HMIPv6 [11] ) incorporates a mobility anchor point (MAP), which is a router in the network that a MT is visiting. MAP essentially plays the role of a local home agent for the MT. This protocol generally has a multi-tier system but it can also have a distributed system (RFC 4140 [11] ). HMIPv6 facilitates to reduce the signalling overhead and delay associated with the location updates. This it does by enabling the MT to send a binding update (BU) to the local MAP, rather than to the distant home agent (HA) and the CN. Since the MT uses a regional care of address (RCoA) [13] as its global care of address (CoA) for the domain and updates the on-link CoA (LCoA) with the MAP after every handover, all local movement within the domain is hidden from the HA and the CN. The RCoA is an address on the MAPs subnet whereas the LCoA is an onlink CoA configured based on the MTs interface. This is more clear from 
FMIPv6
Fast handover for mobile IPv6 (FMIPv6-RFC 4068 [12] ) uses bi-directional tunnels between new access router (nAR) and previous AR (pAR) to transfer the traffic to and from the MT while the actions of (i) L3 handover i.e. the BU to MAP (ii) Binding acknowledgement, and (iii) route update (L3 handover) are taking place. This can be used in conjunction with HMIPv6 process or it could be used independently. FMIPv6 thus allows a fast handover without the usual signaling overhead and latency resulting from a typically far away HA.
Even though these macro-mobility solutions discussed in literature reduce the handover latency considerably, they fail to address such issues as passive connectivity and paging. This is particularly evident when the subscriber, while registered in the domain, roams greater distances without initiating a communication session. It then becomes imperative to know the approximate location of the idle subscriber and devise a scheme to efficiently search and find (known as paging) these users in a scalable and timely manner when data needs to be forwarded to them. Such passive connectivity reduces the load over the radio interface and the core network and allows preservation of battery power in the MT. 
Micro-mobility management protocols
Micromobility refers to the mobility of the MT within an IP domain (RFC 3753 [2] ), for example across different access points/base stations within the same subnetwork, which could be the home network or the visited network. Some of the commonly used micro-mobility protocols are handoff aware wireless access Internet infrastructure (HAWAII) and Cellular IP.
Cellular IP [14] [15] and (HAWAII) [16] [17] are based on the IP design principles and have been proposed as possible micro-mobility solutions optimised to provide access to a Mobile IP enabled Internet, addressing both passive connectivity and paging. Some of the features of Cellular IP are that it:
• Employs a hop-by-hop routing mechanism.
• Has soft-state routing cache entries for recently active MTs.
• Can operate at layer two or layer three.
• Employs a location management scheme of Ethernet switches and has minimal configuration, thereby easing the deployment and management of wireless access networks.
Some of the features of HAWAII are that it:
• Employs a two-tier hierarchy.
• Uses path set-up message to establish and update host-based routing entries for MT's along the preferred path.. • Assigns unchanged collocated CoA within the domain and assumes some form of intra-domain routing protocol among all the nodes. This makes it inefficient for bandwidth constrained wireless mesh networks.
Both Cellular IP and HAWAII use a gateway foreign agent (GFA) for each domain, which facilitates to hide the signalling related mobility messages [18] . Both of these protocols are not appropriate for wireless mesh networks (WMN) as they involve the mobile hosts in the mesh backbone routing and use host-specific routing protocols. Consequently, it makes the deployment of the mobility management difficult in the WMN.
Wireless Mesh Networks based Mobility Management
In section 3.0, we had given a concise review of mobility management schemes that are primarily applicable to the wired Internet with wireless connectivity at the edges. We have conducted an extensive research for mobility management schemes in wireless mesh networks and given a review in this section of some of the key works that we have identified. Each of the mesh nodes i.e. mesh routers which also have an access point functionality is termed as the mesh access point and its internal structure is shown in Fig. 8 . The mesh access point node essentially multi-hops the traffic to and fro between the access networks and the wired Internet. To a reader who is not so familiar with the area of mobility management in WMN it may appear at first that the mobility management protocols for the wired networks could as well be easily applied in the wireless domain of WMN. As such, we first state and explain the reasons as to why this is not so in order to comprehend the issues that exist in this regard for WMN.
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Issues
The principal reasons that limit the use of wired mobility management protocols, which were described in section 3, for a WMN are:
• HMIPv6 implementation needs the construction of a hierarchical tree, which is relatively more difficult in the unplanned graph topology of the wireless mesh networks (WMN) as compared to a network with fixed stable links. This makes the decision to place the MAPs relatively more challenging during the network layout at deployment of the wireless mesh networks.
• In a WMN the path between two nodes, which maybe geographically close to each other, may involve several hops. This could be because there is no direct wireless connection existing between them.
• The time to transfer the BUs is more or less fixed in a wired topology.
Whereas in the WMN the dynamic nature of the wireless connectivity can easily cause the time to transfer the BUs to the MAP to vary due to route changes. This will have a negative impact on the quality of realtime services such as voice over IP (VoIP) during the handover phase.
• There is an increased likelihood of signalling packet losses for mobility management protocols due to a relatively higher bit error rate (BER) on the wireless links.
• The neighborhood node discovery process that relies on beacons, which is explained in 802.11k [19] , takes up to 100 ms on an average. The neighborhood discovery process could be used for fast handoff but the high scanning time can have implications on the time to build the neighborhood node tables.
On the positive side, in a WMN the wireless nature of the links enables the nodes interfaces operating on the same channel to listen for packets of another neighboring node. As such, the packets of the neighboring node can be cached, which may then be used to offer a handover with a lower packet loss to a MT if it moves toward the node caching the packets. This can alleviate the handover performance in WMN. Such an approach has been suggested by [20] , which we review further in section 4.2.
Related Works -Literature Review
Reference [21] has shown that in general HMIPv6 has a better performance than MIPv6 in the wireless domain. The impact of the performance on handover delays in the wireless domain is influenced by the placement of MAPs, that are used in a HMIPv6 protocol [21] .
To draw a similarity of this problem in the wired domain we consider the case of placement of domain name servers (DNS) in the Internet. DNS are one of the most critical part for the smooth running of the Internet. DNS helps to resolve the domain name such as www.uts.it.edu.au to an IP address. The DNS is an inverted tree hierarchical structure -this means that the root servers are at the top most level. Currently there are 13 root servers spread around the world. Below these 13 root servers are 11 generic Top Level Domains (gTLDs) that help in directing the query for domain names to the appropriate domains under them.
Several mirrors of the root servers have been deployed around the world so as to enhance the smooth running of the Internet even when Denial of Service (DoS) attacks are directed towards the other root servers. With the aim of reducing the impact of DoS attacks the process of providing redundant root servers is set to continue. A lot of studies are being conducted to determine the possible placement of DNS. This is done by sending probe packets specifically addressed to different root servers and determining the probe query response time. This would be done for different times of the day and periods. Also, stochastic models of the DNS system are used to determine the optimal locations of future mirror root servers.
Reference [21] presents a mathematical solution for the placement of MAPs in a wireless mesh networks. The solution in itself seems intractable to translate into real world wireless mesh networks because it relies on the a-priori "mobility information pattern" of the mobile terminals. However, the main feature that can be extracted and used from the solution is that essentially the mesh nodes that have a high degree of closeness centrality are better suited for MAP placement. The term closeness centrality means smallest average half-round trip delay time to the neighbouring nodes. However, reference [21] has not conducted any traffic studies of the visiting MTs through the MAP domain. This will have a bearing on the number of visiting mobile terminals that could be satisfactorily handled by the MAPs.
Other possible alternatives suggested in [21] is to collocate the MAPs in the root gateways i.e. the networking elements that link the WMN to the Internet. However, the number of gateways to be used and their placement is left as an open issue. In general the cost of MAPs is lower than that of the gateways so the number of gateways to be used should be as few as possible. A possible scheme in this regard has been worked on in [22] [23] . The other option suggested in [21] is for nodes in WMN to randomly be selected as MAPs. So in conclusion the placement of MAPs in the WMN has an important bearing on the handover delay and in summary the three possibilities of their placement are:
• Use the closeness centrality approach of [21] .
• Random selection of WMN nodes to operate as MAPs.
• Collocate the MAPs with the gateways.
Reference [24] claims to be the first work that has been conducted to offer seamless services in the WMN. It has proposed a fast handoff for WMN in which the MTs are transparent to the backbone infrastructure of the mesh nodes i.e. they are unaware if its wired or wireless. The transparency feature is in terms of mobility management protocol-the MTs do not have to incorporate any mobility management protocol in their stack. As such they can support mobility in any heterogeneous network.
Although, the transparency feature is useful but we believe that on the other hand it will limit the MTs mobility operation in the planned 4G networks, which allow a service to be provided to a subscriber anywhere and anytime. The 4G networks will be a mix of wired and wireless networks including WMNs. Many of the wired networks will use mobility management protocols such as HMIPV6 or FMIPv6. From this aspect if a transparent MT of [24] can have seamless mobility in WMN once it moves over to a neighbouring network of 4G architecture it will not be able to make use of the much advocated mobility management protocols of the wired networks. The wired mobility management protocols require the MT to have these protocols incorporated within it.
In S-mesh [24] each client has two multicast groups associated with it-client control group and the client data group (CDG). The nodes in the vicinity of the MT form a client control group (CCG) based on the signal strength received from the MT. In effect, if two nodes determine that they have the same signal strength from the MT then they can both be part of the CCG. The CCG is essentially a multicast tree so that all the members of the CCG can keep each other informed of the new nodes joining or leaving the CCG. The nodes that form the CCG then become members of client data group (CDG) if they believe they have the best connectivity to the client. It may so happen that more than one node could believe it has the best connectivity in which case the duplicate packets will arrive at the client due to the multicasting of data packets to and from the nodes in the CDG. Although this approach will provide for availability of the nodes for the MT but in this instance the duplication may reduce its efficiency.
Although, the concept of multicasting improves the handover performance in terms of handover delay and packet loss but it does this at the cost of increase in bandwidth use. Furthermore, S-Mesh assumes that all the nodes operate at the same channel whereas in MR-WMN this is not the case. It should also be mentioned here that the concept of using multicasting to increase the performance of handover has been reported in IST's Daedalus project [25] in 1996. The handoff delay obtained in their implementation was in the range of 8-15 ms with zero packet loss on a 2 Mbps link.
Like S-Mesh, I-Mesh [26] also has the primary goal of a mobility management scheme with "client side transparency". The drawback of such a feature has been explained above while discussing the S-mesh approach. Another aspect of I-mesh is that it demonstrates through experimental results that the performance of handover latency while using a flat-routing scheme is much better than a traditional layer-3 handover technique such as transparent mobile IP. The layer-3 latency for routing is faster by a factor of about 3-5 times.
In I-mesh the MT uses probe requests to assess the strength of the channels from different nodes in its vicinity. Based on the SINR value of the probe responses received from the neighbouring nodes on each channel the MT then selects the node interface that offers the best SINR value. The reason that I-Mesh uses probes to associate with the mesh node instead of beacon signals from the nodes is that beacon intervals can often be as high as 100 ms. Furthermore, there may not be any nodes to associate with on the current channel of the MT. This does not mean that probing alleviates the handover delay as studies conducted by [27] have shown that one of the major factors in the handoff delay is the time spent in probing and waiting for the probe responses. In particular [28] have suggested optimising the probe feature by the use of probing on a small set of channels based on prior knowledge
In [18] authors have proposed a network-based mobility management scheme, which they have termed as Ant for WMN. Like I-mesh and S-mesh, Ant also offers a client side transparency i.e. no software upgrades are required in the mobile hosts. Ant aims to decrease the handover latency and packet loss during handoff in the architecture. It reduces handover latency by a scheme very similar to that of fast handoff [RFC 4068] by using bi-directional tunnels that are formed between the previous mesh node and the new mesh node following the handover. The way in which the new mesh node determines the previous mesh node's IP address is by means of a location server or through the neighborhood mesh node list that each mesh node creates. The location server maintains a binding between the MT interfaces MAC address, IP address of the MT interface and the IP address of the mesh node to which the MT is linked. In [18] packet loss is decreased by the previous mesh node, which starts to buffer the packets upon detecting the MTs MAC layer de-association event. The packets buffered by the previous mesh node are the ones that are sent from the CN and destined to MTs IP.
The work proposed in [18] has also been implemented in a small testbed of three mesh nodes with two 802.11b cards each [14] , in which it has been shown the layer-2 handover latency to be around 29.1 ms and layer 3 handover latency of 3.4ms. The total handover latency realized is thus 32.5 ms which is good enough for real time traffic such as VoIP.
Reference [20] also proposes network-layer based mobility management protocol. Two types of data caching mechanisms have been proposed in [20] to decrease the handover packet loss to offer a seamless handoff support in WMN.
The caching mechanisms are useful as in the process of route changes during a handover some of the packets may get lost. Lost packets may affect the performance of real-time applications such as VoIP and video or it can decrease the TCP throughput.
The caching mechanisms proposed are termed as En-route and Promiscuous. En-route caching occurs in the nodes that are in the current flow route. The enroute node checks the destination address in the data packets and if the destination node is a neighbour of the en-route node then it will cache the data packets for that destination. As a result if the MT were to associate with the en-route node then the handover will result in a low packet loss. Promiscuous data caching occurs in all the neighbouring nodes that can overhear the transmission between the MT and the currently linked node. If the MT were to move towards one of the promiscuous neighbouring nodes and associate with it then the handover process will be seamless.
Reference [20] have conducted experiments over a small testbed of 14 nodes with the backbone connectivity provided by 802.11a links. 802.11b is used for the connectivity between the MT and the mesh nodes. The conclusion from the results of these experiments is that overall the promiscuous caching gives the best results for packet loss rate and average packet delay.
Although, we acknowledge that the above caching mechanisms will be useful in a WMN but a reasonable buffer size needs to be estimated. As too big a buffer will not be useful for real-time applications. Furthermore, in a MR-WMN most of the connectivity around the neighbouring nodes will use different channels to decrease the mutual interference. As such, the neighbouring nodes will not be able to overhear the packets transmission between the MT and the current node. This means that the cache hits for promiscuous mode caching will be very low. Therefore in a MR-WMN we believe that en-route caching will be more suitable than a promiscuous caching.
The increase in deployment of 802.11 based networks coupled with client devices, such as laptops, palmtops and mobiles phones that can operate over the WLANs, has created a need to support real-time services for the mobile hosts on the move. IEEE 802.11 TGr (r-roaming) was created to address the roaming issues that arise for a mobile client that use real-time applications, which make use of 802.11i (security) and 802.11e (QoS) enhancements. The issues due to 802.11r and 802.11e arise by way of increase in overhead due to multiple management frame exchanges. This increase in overhead results in the delays of basic service set (BSS) transition during roaming, which can be of up to hundreds of milliseconds or even up to a sec [29] .
In 802.11r the latency during the transition process is decreased by ensuring that most of the authentication processes are carried out by the MT before it begins roaming. Furthermore, the 802.11e based TSPEC negotiations are completed during re-association phase instead of just prior to data transfer-802.11r natively supports 802.11e [29] . This enables a MT to roam from one AP to another and support high quality voice calls.
Handoffs can be of two types -Horizontal and Vertical. As per RFC3753 [2] Horizontal handover occurs when the MT moves between the Access points of the same technology type. Whereas vertical handover occurs when the MT moves between APs of different technology types such as between UMTS to WLAN. However, in some cases if a handover is vertical or a horizontal maybe a bit vague. For example as per RFC 3753 [2] the handover between an 802.11a AP and 802.11b AP is considered as vertical even though the access protocol i.e. CSMA/CA is used in both the cases. Handovers between heterogeneous networks can be challenging because they may have different QoS, security and power management requirements. The emerging IEEE 802.21 standard tries to address the challenges of vertical handover by means of media independent handover framework (MIHF) [30] . In particular, the 802.21 facilitates vertical handover through the process of network discovery and selection. This enables a mobile to connect to the most suitable network based on operator policies and/or subscribers service profile.
Reference [30] has described the 802.21 as well as carried out experiments that implement certain aspects of 802.21 framework. The results obtained demonstrate the usefulness of 802.21 for a vertical handover in which the quality of interactive VoIP continues to be acceptable.
Proposed Mobility Management Scheme
The objective of our proposed mobility management scheme is to offer a seamless handoff to the mobile client in a multi-radio wireless mesh network (MR-WMN), which was shown in Fig. 7 . The mobility management aspects that we have dealt with herein are related to the mechanism for handover and location management. Our work currently is not concerned with the schemes to maintain the QoS and carry out an effective routing during the handoff process. So these are not discussed in the chapter.
Some of the attributes of the MR-WMN architecture for which we propose the mobility management scheme are:
• Wireless mesh modes used are independent of any radio technology.
• Mechanisms proposed in the architecture are distributed.
• Power efficient algorithms are used in the mesh nodes.
• Wireless mesh nodes are considered to be stationary and can be heterogeneous. By heterogeneous we mean that they could be of different wireless technologies such as 802.11, WiMax.
• VoIP will be the main service offered as it is low cost hence affordable.
• WMN should be maintenance free as much as possible-essentially plug and play.
The Wireless mesh network is expected to serve stationary as well as mobile subscribers under dynamic network conditions and offer anytype of service. Fig. 9 shows the diagram of WMN in which an end-to-end connectivity is provided between two clients across the WMN. • Handover of a client such as Client B from the interface of one MR-WMN node to a neighboring node interface in the MR-WMN.
• Handover of the mobile client from one of the access networks to the node interface in the MR-WMN. The access networks use the wireless mesh network as a backbone to interconnect with the Internet.
• Handover of a mobile client within one of the access networks linked to the MR-WMN.
In accordance with the aim of this chapter, we consider only the handover of the mobile clients within the MR-WMN. Further, in Fig. 9 both the peer communicating clients A and B could be located such that:
• Client A and Client B are both within the MR-WMN.
• Client A could be in MR-WMN and Client B could be linked directly to the Internet outside of the MR-WMN.
• Client A could be in MR-WMN and Client B could be linked to a node within one of the access networks of the MR-WMN. Our mobility management proposal incorporates some of the ideas made by other proposals and makes it suitable for use in a MR-WMN architecture. In particular, we have used some features of IETF HMIPv6, MAP placement solution of [21] and en-route caching mechanism of [20] .
The MR-WMN will be linked to the backbone Internet by means of one or more root nodes, which in the mesh networking terminology are known as the mesh portal nodes (refer Fig. 7 ). In accordance with [21] the mesh portal is a prime candidate for taking on the role of the mobility anchor point (MAP). However, we argue that having MAPs only co-located with the mesh portal nodes may not make an efficient use of the limited wireless bandwidth connectivity. For example, consider the case where the correspondent node (peer node) happens to be possibly on the same link as the mobile node or on a link in a neighbouring node.
In such an instance it will be more bandwidth efficient to make use of the closest MAP rather than sending the data packets through to the furthest away MAP i.e. mesh portal MAP. Thus, we propose that the MR-WMN architecture should have distributed MAPs that operate autonomously of each other.
In our paper [31] , we had detailed the initialisation process of channel assignment in the MR-WMN. It begins by building a spanning tree from a root interface (mesh portal) that spans an area of the mesh network. The spanning tree nodes we had termed as the seed nodes, which build a cluster of nodes around itself. RFC 4140 [11] allows the overlapping of MAP domains so this means a node in MR-WMN could potentially be registered with two neighbouring MAPs. The literature reviewed by us does not indicate any similar approach for a distributed MAP environment within a MR-WMN.
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Cluster Alternately, if we used the random initialisation process as explained in [32] for channel assignment the MAPs could be collocated with the nodes based on a suitable election mechanism. For example more MAPs could be located near the hotspot areas or at any other areas based on the discretion of network operator. A suitable election mechanism could be developed to elect the MAP(s) within each domain.
The other possibility of collocating the MAPs with the nodes would be based on the closeness criteria of the solution proposed in [21] . The seed nodes of the spanning tree would satisfy this criteria.
An advantage of having the MAPs sprinkled around the MR-WMN is to carry out a "distance based" selection of a MAP by the mobile client. For example, if a mobile client is travelling fast then it will be more suitable for it to register with a farthest away MAP such as the mesh portal MAP so that it does not need to frequently initiate new registrations with new MAPs in the administrative domain. This will improve on the handover performance as the mobile client does not need to inform the CN of a change in its RCoA address. The process of using MAPs for mobility management was explained in section 3.1.5 on HMIPv6.
Within the MR-WMN the mesh-portal MAP would be used for channelling the communication between a CN on the Internet and the mobile client in the MR-WMN or for communication between two clients that may be in different administrative domains.
Location Management
We also propose a distributed database scheme to facilitate the location management during the call set up phase. Such a location management system will also assist in the setting up of the VoIP calls. For example, when a mobile client within the MR-WMN needs to establish a voice connectivity or establish a packet flow with another client it first of all needs to know the node to which the CN (called person) is located. We can either have a two level or a three level hierarchical distributed database system. The first level databases would be located at each of the APs in the mesh nodes. The second level would either be colocated along with the distributed MAPs (explained earlier) or at the seed nodes. The third level could be co-located with the access portal MAPs. The CN (called mobile's) location will be determined through database interrogation at successively higher levels. In a distributed database the search is more efficient than a centralized server because the search can be conducted in a ripple like fashion. That is the area close to the CN is searched first for the MT and then the search progressively extends to cover larger distances. Furthermore, a centralized server can become a bottleneck and a single point of failure.
The functionality of the distributed database of Fig 11 for location management is explained when we walkthrough the operation of establishing a voice call between the mobile client and the CN in section 4.3.3. We also use enroute caching mechanism proposed in [20] , which was explained earlier in section 4.2. The reason for not using the promiscuous mode of caching was also explained in section 4.2.
An Architecture for Proposed Mobility Management Scheme
An underlying hierarchically distributed structure, as shown in Fig. 12 is adopted to facilitate seamless mobility in MR-WMN architecture in which a Fast Handover for Hierarchical Mobile IPv6 (F-HMIPv6) [33] is incorporated. By combining the salient features of FMIPv6 and HMIPv6 in the F-HMIPv6, handover latency can be considerably minimized (even further than FMIPv6). Fig. 12 the lowest most tier is formed by access points (APs) collocated within the mesh nodes also called as access routers (ARs). For the sake of alignment with the IETF terminologies (RFC 3753 [2] ), we use the term access routers for mesh nodes. Access routers are either connected directly to the access points (base stations) or the access points could be co-located within an access router.
However, unlike the dedicated signalling channels presumed by [34] we consider that the signalling traffic shares the same channel as the data channel. The ARs within the domain are at the same hierarchical level as the distributed MAPs. The mesh portal(s) collocates mobility anchor point (MAP) and forms the upper most tier in the domain and is preferentially used by the mobile nodes that are traveling fast (as explained earlier in section 4.3) or by CNs that are directly connected to the Internet as shown in Fig. 12 . Whereas, the lower MAPs in the MR-WMN are used by relatively slower mobile clients. Compared to other MAPs in the MR-WMN it is almost certain that the mesh-portal MAPs have a high degree of connectivity to the underlying mesh nodes (ARs). Our random- We make the assumption here that the ARs (mesh nodes) are using 802.11 based radios.) We consider in our proposed mobility management scheme of Fig. 12 that a routing protocol such as optimised link state routing (OLSR) could be used in the MR-WMN. A main reason for considering OLSR is because IEEE 802.11s has advocated the use of OLSR as one of the two routing protocols in wireless mesh networks. The other being hybrid wireless mesh protocol (HWMP). IEEE 802.11k [19] based reporting methods could be used to broadcast the following list:
• available access technologies (802.11a/802.11b etc), • IP and layer 2 (L2) addresses of the neighbouring APs, • and a limited number of QoS parameters for example supported data rate, bandwidth, video coding rate.
If the list is too long to be accommodated in a single frame, it may be broken up into smaller packets.
As soon as a dormant MT enters a new domain, it listens to the broadcast of the list. Based on the information provided and L2 trigger mechanism (RSS, SNIR etc.), the MT selects a target AP/AR capable of supporting the QoS of the application. In the proposed architecture the handover is mobile controlled i.e. mobile initiates and controls the handover process. It is not mobile-assisted i.e. mobile sends signal measurements to the network and, the network initiates handover, if any. These definitions of mobile-controlled and mobile-assisted handover are based on RFC 3753 [2] . Equipped with the L2 information, the MT generates a registration request that carries MT's home address to the target AR and the AR assigns a LCoA to the MT.
Every AR is allocated a pool of IP addresses and offers the functionality of DHCPv6 [35] in generating unique IP addresses. As in conventional systems, the administrative body assigns the domain a pool of IP addresses, which is then equally or by some prior agreement shared amongst all the ARs. The MAP will be informed by the AR about the new MT within the domain based on which the MAP carries out a BU to the HA on behalf of the MT. The MAP will also authenticate the MT's identity with the HA through a secure mechanism and store the user profile, authentication, security and charging information in two databases -Home subscriber server (HSS) and authentication, authorization and accounting (AAA), located at the MAP. (Note: These two databases are not shown in Fig. 12 for the sake of clarity.) Once registration of the MT is accepted by the MAP, the MT will be configured with the RCoA and LCoA by means of the registration acceptance message.
A dormant MT, after initial domain registration, can travel greater distances within the domain without any control signal exchange with other network nodes. The MT configured with LCoA will listen to periodic broadcasts of AR identification after the registration process, even in the sleep mode. Since the LCoA is valid only within the coverage area of an AR, if the MT roams into the coverage area of another AR, then it must be configured with a new LCoA.
Mobility Management Operation in the Architecture
We now walkthrough the processes that are shown to occur in the MR-WMN topology of Fig. 12 by first considering the process of call set-up. To initiate a voice call for example to a distant CN, the MT makes a call initiation request to the local AR, which then successively interrogates the different levels of databases, as explained earlier in section 4.3.1 to retrieve the IP address of the node to which the CN is linked. The interrogation terminates as soon as location information for the CN is obtained. (Note: Session initiation protocol (SIP), which is used for VoIP could also make use of location determination technique described in this chapter.) OLSR routing protocol will then be used to route the packets between the MT and CN assuming first that the MT has registered with the mesh portal MAP of Fig. 12 . It must be stated here that the MT will be informed about the existence of MAPs their distances and other options by means of router advertisements (Radv) . Further details in this regard can be referred to in RFC 4140 [11] .
Call reception at the MT involves the CN sending data packets to the MAP by using the RCoA of the MT assuming that route optimisation is used. The MAP then de-tunnels the packets and then encapsulates them with LCoA address of the MT. It then forwards the packets to the AP to which the MT is currently connected but after successfully paging the MT.
There are three types of handovers possible in our mobility architecture: intraARs i.e. assuming that the mesh node (AR) has two APs located in it, inter-AR and inter-MAP. Inter-AR and inter-MAP handovers are the most challenging of the three. As intra-AR handover is trivial so it is not discussed herein.
During an inter-access router handover that is handover between the APs (AP1 to AP3 in Fig. 12 ) of two different access routers (AR-1 and AR-2 in Fig 12) first there will be a context transfer between AR1 and AR2 to enhance the connection. After this the MAP may bi-cast data packets to both of the APs of these AR's, thereby hiding the change of LCoA and local handover process from the distant HA and the CN which decreases the signalling traffic. The bi-casting will occur only if the route set up can be done quickly. In case of heavy load on the network another possible option is that the previous AR (AR-1) in accordance with FMIPv6 forms a bi-directional tunnel with the new AR (AR-2) until a layer 3 handover occurs that is the route update takes place so that the packets are routed directly to the new AP (AP3) from the MAP. The path of the BU to the MAP by the MT during the hand over to AP3 of AR-2 is shown by solid blue line in Fig  12. During an inter-domain handover i.e. inter-MAP handover as per RFC 4140 the MT may send a BU (shown by solid brown line in Fig 12) to its previous MAP with its new LCoA. This will enable the previous MAP to continue to serve the mobile terminal (MT) in the new MAPs domain. It should be noted that this is possible only when both the MAPs are under the same administrative domain. Note: Generally, a new BU to the HA and the CN is required only when there is an inter-domain handover, or a dormant MT roams into a new domain. However, in this instance by isolating local signalling and not sending BU to distant HA and CN the signalling overhead can be reduced which results in a relatively lower handover latency and packet loss. This eventually results in a smooth inter-MAP handover where the mobile node continues to receive packets.
If both the old MAP and the new MAP are not in the same administrative domain then the MT will need to register with the new MAP and will need to carry out a BU to its HA and CN as well. Until that time the old MAP and the new MAP could set up a bi-directional tunnel between them to transfer the packets to and from the CN and the MT. (Note: RFC4140 has not proposed any solution for this case.)
Key differentiators-Proposed mobility management scheme
The key differentiators between the proposed mobility management scheme and those of related literature discussed in section 4.2 are summarized below:
• We have proposed a layered and modular MR-WMN architecture with clear definition of functional elements and their interfaces.
• We believe that our mobility management scheme is efficient as it incorporates:
o Hierarchically distributed structure to reduce the signalling load o Distance based MAP selection to cater for both slow and fast moving subscribers. o Use of 802.11k reporting techniques to determine the attributes of the neighboring nodes. o Hierarchically distributed data base mechanism for location management.
Thoughts for Practitioners
The work presented in this chapter has led us to gather some stimulating thoughts that we recapitulate and list below:
• The handover performance in WMN can be improved by leveraging the wireless nature of the links that enables the node interfaces operating on the same channel to listen for packets of another neighboring node. As such, the packets of the neighboring node can be cached, which may then be used to offer a handover with a lower packet loss to a MT if it moves toward the node caching the packets.
• Placement of MAPs in the WMN has an important bearing on the handover delay.
• MR-WMN should be able to support both fast as well as slow moving subscribers efficiently. In this regard, the presented distance based MAP selection is a possible approach.
• The media independent handover framework (MIHF) [30] of IEEE 802.21 standard facilitates vertical handover by means of network discovery and selection could possibly be also made use of during handovers in MR-WMN. It would enable a mobile to connect to the most suitable network based on operator policies and/or subscribers service profile.
• In a MR-WMN the wireless connectivity of the nodes will define its topology and as such a strong correlationship between the mobility management performance and the topology of the network may exist.
Directions for Future Research
In this chapter, we have given an insight into the open-area of research for mobility management in MR-WMN. To this end, we have also proposed a mobility management scheme for MR-WMN. We believe that the next steps in this research would be to:
• Evaluate the performance of the proposed mobility management scheme when two clients are interacting across the MR-WMN while either one of them or both of them are on the move. The scalability aspects of the scheme would also need to be evaluated.
• Development of a protocol for QoS aware mobility. This protocol would aim to provide QoS during handover process and thus facilitate towards an end-to-end QoS availability in the MR-WMN.
• Evaluation of the implications of real-time services transfer on the asynchronous services because if priority is unfairly given to real-time services then the asynchronous services transfer may suffer in the MR-WMN.
Conclusions
This chapter has shown that the mobility management protocols that have proposed for the wired Internet such as MIPv4, MIPv6, HMIPv6 can not be directly used in the wireless realm of wireless mesh networks (WMN). This is primarily because the wireless links in WMN are dynamic unlike the wired links, which detrimentally affects the transfer of signaling messages that are so crucial to the proper operation of the wired mobility management protocols. Furthermore, the unplanned graph topology of the WMN can not be easily used to support a creation of tree that is required for protocols such as HMIPv6. In order to get an insight into the methods that have been used to overcome some these issues we provided an extensive literature review of the solid research that has been done.
However, our review showed that there are still substantial weaknesses that are associated with the proposals in the literature, in particular that they will not be able to efficiently support mobility management in a multi-radio wireless mesh networks (MR-WMN). We have thus proposed a scheme for mobility management in WMNs including MR-WMN, which is based on the augmentation of some the approaches made in the literature and uses the wired mobility management schemes as guidelines. The details of the operation of our proposal in a typical MR-WMN scenario were explained. In particular, we have focused on handoff and location management challenges in mobility management. A major contribution that differentiates our proposal from the other proposals is that our proposal caters well for slow as well as fast moving subscribers. Further, to enable any interested reader to follow the chapter it was gradually approached and useful references and explanations have been strategically provided within the text.
Some Key Terminologies and their Definitions
1) Mobility management -A seamless support of real-time as well as non real-time services for a subscriber who is on the move. Seamless support refers to obtaining a low handover latency and packet loss.
2) Handover/handoff -A process by which the mobile terminal changes its point of attachment to the network. Handoff and handover terms are used interchangeably to refer to the same process.
3) Location management -A process of finding out the connectivity location of the roaming subscriber's mobile terminal within the geographical region; security and authentication information and QoS capabilities.
4)
Route optimization -A process by which a route is created efficiently between the calling person's mobile terminal and the called person's mobile terminal.
5) L2 handover -It occurs when the mobile terminal (MT) moves out of the satisfactory transmission/reception range of an access point (AP)/base station, which triggers an implementation specific mechanism to reassociate with a new AP/base station.
6) L3 handover -It occurs as result of the L2 handover and requires a routing update, which involves layer 3 of the OSI protocol stack, therefore it is termed as a L3 handover.
7)
Macro-mobility -Mobility of a mobile terminal (MT) between different IP domains (RFC 3753 [2] ), for example mobility across different subnetworks -such as between the home network and the visited network.
8) Micromobility -Mobility of the MT within an IP domain, for example across different access points/base stations within the same subnetwork, which could be the home network or the visited network.
9) Binding -Mobile IP allocates two IP addresses to the mobile terminal-a home address and the other is a temporary care of address that represents the current location of the MT. An association is created between these two addresses, which is called as binding.
10)
Mesh access point -Each of the mesh nodes i.e. mesh routers which also have an access point functionality is termed as the mesh access point.
11) Mesh portal nodes -Multi-radio Wireless mesh network (MR-WMN) is linked to the backbone Internet by means of one or more root nodes, which in the mesh networking terminology are known as the mesh portal nodes.
12) Horizontal handover -Mobile terminal moves between the Access points/base stations of the same technology type.
13) Verical handover -MT moves between access points/base stations of different technology types such as between UMTS to WLAN.
14) Multi-Radio wireless mesh network (MR-WMN)-In a MR-WMN the mesh nodes essentially multi-hop the traffic to and fro between the access networks and the wired Internet. As the nodes have multi-radio interfaces therefore a multi-radio connectivity is offered in the MR-WMN. MR-WMN offer a higher capacity as compared to a single radio WMN.
15)
Mobile controlled handover -The mobile initiates and controls the handover process.
16) Mobile-assisted handover -The mobile sends signal measurements to the network and, the network initiates handover, if any.
Exercise Questions and Answers Q 1) What is the difference between a vertical and horizontal handover ? State an example for each type of handover.
Answer: Horizontal handover occurs when the mobile terminal (MT) moves between the Access points (APs) of the same technology type. Whereas vertical handover occurs when the MT moves between APs of different technology types. However, in some cases if a handover is vertical or a horizontal maybe a bit vague. For example as per RFC 3753 the handover between an 802.11a AP and 802.11b AP is considered as vertical even though the access protocol i.e. CSMA/CA is used in both the cases.
Horizontal handover example -Handover from a 802.11b AP to another 802.11b AP.
Vertical handover example -Handover from UMTS to WLAN Q 2a) Distinguish between L2 and L3 handover?
Answer: L2 handover -It occurs when the mobile terminal (MT) moves out of the satisfactory transmission/reception range of an access point (AP)/base station, which triggers an implementation specific mechanism to reassociate with a new AP/base station. The mechanism for instance could be based for example on signal to noise plus interference ratio (SINR) or received signal strength (RSS) or a lack of substantial number of ACKs.
L3 handover -When the L2 handover occurs the point of attachment of the client will change. This means that the path of the packets from the correspondent node (CN) needs to be switched to the new AP/base station. As the process of L3 handover is concerned with a routing update, which involves layer 3 of the OSI protocol stack, therefore it is termed as a L3 handover.
Q 2 b) What does the term seamless handover mean?
Answer: Seamless support refers to obtaining a low handover latency and packet loss. 
Answer:
The main conceptual challenges behind the creation of MIPv4 were to: effect change their IP address.
Q 4 a) State 3 differences between MIPv4 and MIPv6?
Answer: Note : Any of the 3 points mentioned in section 2.1.3 of the chapter can be the answer for this question.
Three differences are: 1) MIPv6 does not need the provision of foreign agents as in the case of MIPv4. 2) Route optimisation is key attribute of the MIPv6. 3) Routing overhead in MIPv6 is reduced relative to the MIPv4. This is because the packets sent to the MT while away from its home network are sent in the IPv6 routing header rather than IP encapsulation.
Q4 b)
Briefly explain the terms BU, HoA, LCoA and RCoA?
Answers:
BU -The Binding update (BU) essentially binds or maps the assigned IP addresses of the MT. Binding update can occur in the MAP or in the home agent.
HoA -The mobile terminal is identified by its home address (HoA), irrespective of where it may be attached to the Internet. The HoA is an IP address and is assigned to the MT permanently based on the network where the subscriber is a resident.
LCoA -LCoA is an on-link care-of-address configured based on the MTs interface.
RCoA -The regional care-of-address is an address on the MAPs subnet Q 5) Distinguish between the terms micromobility and macromobility.
Answer:
Micromobility refers to the mobility of the MT within an IP domain (RFC 3753), for example across different access points/base stations within the same subnetwork, which could be the home network or the visited network.
Macromobility refers to the mobility of a mobile terminal (MT) between different IP domains (RFC 3753), for example mobility across different subnetworks -such as between the home network and the visited network.
Q 6)
What are the three principal components of mobility management?
Answer:
The three principal components of the mobility management are: (i) handover management, (ii) location management (iii) route optimisation.
Q 7)
How does hierarchical mobility management in HMIPv6 help as compared to MIPv4/v6?
Answer:
Hierarchical mobile IPv6 and fast mobile IPv6 have been developed as extensions of the Mobile IPv6 by the Internet engineering task force (IETF) to reduce the time taken for binding update by localizing the signalling traffic within the proximity of the MT.
Q 8 a)
State two issues in wireless mesh networks (WMN) due to which wired mobility management protocols can not be directly used ?
Answer: Note : Any of the 3 points mentioned in section 3.1 of the chapter can be the answer for this question.
1) HMIPv6 implementation needs the construction of a hierarchical tree,
which is relatively more difficult in the unplanned graph topology of the wireless mesh networks (WMN) as compared to a network with fixed stable links. This makes the decision to place the MAPs relatively more challenging during the network layout at deployment of the wireless mesh networks.
2) The time to transfer the binding updates (BUs) is more or less fixed in a wired topology. Whereas in the WMN the dynamic nature of the wireless connectivity can easily cause the time to transfer the BUs to the MAP to vary due to route changes. This will have a negative impact on the quality of real-time services such as voice over IP (VoIP) during the handover phase.
3) There is an increased likelihood of signalling packet losses for mobility management protocols due to a relatively higher bit error rate (BER) on the wireless links.
Q 8b) Select a routing protocol from the list below that 802.11s has advocated for WMN ?
1. OSPF 2. RIP 3. OLSR 4. BGP
None of the above
Answer:
3 -OLSR Q 9 a) What is the purpose of router advertisements (Radv)?
MT is be informed about the existence of MAPs their distances and other options by means of router advertisements (Radv) . 
In a WMN the neighbouring nodes can listen to transmission and cache the packets. The cache may then be used to offer a handover with a lower packet loss to a MT if it moves toward the node caching the packets. This can alleviate the handover performance in WMN.
In a MR-WMN most of the connectivity around the neighbouring nodes will use different channels to decrease the mutual interference. As such, the neighbouring nodes will not be able to overhear the packets transmission between the MT and the current node. This means that the cache hits for promiscuous mode caching will be very low.
Q 10 b)
How do you think that having a distributed database helps to locate a CN or a MT as compared to having a centralised location management server?
Answer:
In a distributed database the search is more efficient than a centralized server because the search can be conducted in a ripple like fashion. That is the area close to the CN is searched first for the MT and then the search progressively extends to cover larger distances.
Furthermore, centralized server can become a bottleneck and a single point of failure.
