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Abstract
The correct numerical representation of unsteady ﬂow phenomena is becoming ever more
important, for the design of increasingly performant turbomachines.
Mathematical representations of ﬂuid dynamics require an appropriate deﬁnition of bound-
ary conditions to resolve the governing diﬀerential equations. In the optimal case, the
boundaries of the computational domain are positioned far away from the area of interest.
Due to the compact architecture of turbomachines, the boundaries need to be positioned
close to the blades. This leads to unsteady ﬂuctuation being reﬂected from the bound-
aries. These reﬂections can severely deteriorate the solution.
In the ﬂow solver TRACE, spectral boundary conditions have been implemented to pre-
vent reﬂections. These non-reﬂecting boundary conditions take advantage of the fact that
turbomachinery ﬂows are dominated by periodic phenomena. At the boundaries, the ﬂow
ﬁeld is decomposed into the spectral domain and incoming perturbations are suppressed.
However, spectral boundary conditions are non-local in time and space. This results in
high computational costs. One possibility to increase eﬃciency is to include only the
relevant portion of the spectrum in the spectral boundary conditions with regards to the
simulated conﬁguration.
In this work, a concept for a reduced set of harmonics for the spectral non-reﬂecting
boundary conditions is developed. Using Q3D simulations of 1.5 compressor stages, the
analysis of unsteady ﬂuctuations at each harmonic reveals that only harmonics of the blade
passing frequencies of rows rotating with diﬀerent rotational speeds than the boundaries
produce relevant reﬂections. A setup including only these harmonics in the boundary con-
ditions is simulated. The results show that spectral boundary conditions using a reduced
set of harmonics yields very good results, at signiﬁcantly lower computational costs.
The concept is applied to a steam turbine stage. The results validate that a correct re-
duction of the set of harmonics does not aﬀect the prediction quality of the solution, but
signiﬁcantly reduces the computational costs of the spectral boundary conditions. Finally,
a method is presented that allows for an a posteriori analysis of the quality of the set of
harmonics.
i

Kurzfassung
Um das vorhandene Potential zur Verbesserung von Turbomaschinen zu erschließen, ge-
winnen instationäre numerische Simulationen zunehmend an Bedeutung.
Die mathematische Beschreibung von Strömungen verlangt eine geeignete Vorgabe von
Randbedingungen für die zugrundeliegenden Diﬀerentialgleichungen. Im optimalen Fall
beﬁnden sich die Ränder des Rechengebiets in großem Abstand vom relevanten Bereich
der Strömung. Bedingt durch möglichst kompakte Bauweisen von Turbomaschinen er-
geben sich dagegen kleine Rechengebiete. Dadurch können sich Störungen bis zu den
Rändern des Rechengebiets ausbreiten und an den künstlichen Rändern numerisch reﬂek-
tiert werden. Infolgedessen kann das Simulationsergebnis stark beeinträchtigt werden.
Für den Strömungslöser TRACE wurden spektrale Randbedingungen entwickelt, die eben
diese Reﬂektionen verhindern. Diese Randbedingungen nutzen die Eigenschaft aus, dass
die Strömung in Turbomaschinen durch periodische Phänomene dominiert ist. Die Schwan-
kungen des Strömungsfeldes werden am Rand des Rechengebiets spektral zerlegt und die
einlaufenden Störungen werden unterdrückt.
Allerdings können spektrale Randbedingungen nicht lokal in Ort und Zeit formuliert wer-
den. Dadurch ergeben sich besondere Herausforderungen bezüglich Rechenaufwand, Ef-
ﬁzienz und Speicherbedarf. Um dem zu begegnen, wird angestrebt lediglich den für die
jeweilige Simulation relevanten Teil des Spektrums in die spektralen Randbedingungen
einzubeziehen.
In dieser Arbeit wird ein Konzept zur Deﬁnition eines reduzierten Sets von Harmoni-
schen, für die spektralen nichtreﬂektierenden Randbedingungen, hergeleitet. Anhand von
Q3D Simulationen von 1.5 Kompressorstufen, wird der instationäre Druck bei verschie-
denen Harmonischen untersucht. Dies ergibt, dass lediglich Harmonische der Schaufel-
durchgangsfrequenz von Reihen, deren Rotationsgeschwindigkeiten verschieden sind von
der Rotationsgeschwindigkeit am Rand des Rechengebiets, relevante Reﬂektionen hervor-
rufen. Anschliessend, wird eine Simulation durchgefürht, bei der nur diese Harmonischen
in den Randbedingungen einbezogen werden. Diese Simulation zeigt, dass ein reduziertes
Set sehr gute Ergebnisse erzeugt, bei deutlich kleinerem Rechenaufwand.
Diese Ergebnisse werden auf eine Dampfturbinenstufe angewandt. Hier bestätigt sich, dass
das reduzierte Set keine Beeinträchtigung der Ergebnisse hervorruft, aber den Rechenauf-
wand deutlich senkt. Abschließend, wird eine Methode vorgestellt, die eine a posteriori
Analyse der Qualität des sets von Harmonischen ermöglicht.
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1 Introduction
1.1 Motivation
In the last decades, the strong increase in performance of computer hardware has led to
computational ﬂuid dynamics (CFD) becoming a ﬁrmly established instrument of the in-
dustrial research and design process. Flow simulations are used in a wide variety of ﬁelds,
such as aerospace engineering, automotive engineering and energy. CFD represents a
cost-eﬃcient complement to experimental analysis and allows to analyze operating points
which are diﬃcult to reach experimentally [31].
Because of the major role of steady simulations in the geometrical optimization processes
of turbomachines, they represent an important and widely used tool. Due to increasing de-
mand for higher performance, turbomachines with increasingly loaded blades are needed.
For the design of such turbomachines, a proper knowledge of unsteady phenomena is
necessary. Therefore, the analysis of unsteady eﬀects, like aeroelastics, aeroacoustics and
unsteady blade row interactions, necessitates highly accurate unsteady ﬂow simulations.
Internal ﬂow simulations are performed on truncated computational domains. Here, the
boundary conditions represent the eﬀect of the ﬂow outside of the domain and deﬁne the
operating point. Therefore, the choice of correct boundary conditions has a strong impact
on the quality of the solution. Due to the compact architecture of turbomachines, bound-
aries are often positioned very close to the blades. In unsteady simulations, the use of
straightforward “far-ﬁeld” boundary conditions leads to reﬂections of outgoing unsteady
perturbations which impairs the quality of the solution.
An eﬃcient method to simulate ﬂows dominated by periodic unsteady eﬀects is to use
a frequency domain solver, like the Harmonic Balance method [13]. Here, the Fourier
decomposed RANS equations are solved for speciﬁc sets of frequencies. The ﬂow at the
boundaries is decomposed into waves with distinct directions of propagation. This allows
for a relatively simple non-reﬂecting treatment at the boundaries.
When performing unsteady time domain simulations, the implementation of non-reﬂecting
boundary conditions (NRBC) becomes more challenging [19]. Still, frequency domain
simulations have disadvantages, which cause time domain simulations to still be essential.
Firstly, for the application of a frequency domain solver, perturbations in the ﬂow must be
entirely periodic and their frequencies must be known. So, it is challenging for frequency
domain solvers to correctly represent phenomena like shock boundary layer interactions,
vortex shedding and unsteady wakes. Further, robust implementations of advanced turbu-
lence models and transition models are still a matter of research [1]. Therefore, non-linear
time domain methods still represent the most accurate method for simulations of unsteady
phenomena and can be used to generate references to verify frequency domain solutions.
Most time domain solvers utilize diﬀerent boundary conditions than the frequency domain
solvers. This complicates the comparison of results. It is, therefore, of great interest to
include eﬃcient spectral non-reﬂecting boundary conditions for time domain solvers.
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1.2 Previous Work
Giles [10] presented a uniﬁed theory for the construction of NRBC for two-dimensional
steady and unsteady ﬂow simulations, based on the Fourier decomposition of the ﬂow ﬁeld
at the boundary and an eigenvalue problem based on the linearized Euler equations. The
mathematical theories behind the construction of NRBC were based on the publications
of Kreiss [20], who analyzed the well-posedness of initial boundary value problems for
hyperbolic systems, and the work of Higdon [15] who gave Kreiss’ theories a physical in-
terpretation in terms of wave propagation. For unsteady ﬂow simulations, Giles described
NRBC based on one-dimensional characteristics, but these boundary conditions showed
insuﬃcient non-reﬂecting behavior for ﬂuctuations not impinging perpendicularly on the
boundary.
To circumvent the fact that spectral NRBC were not local in time and space, Giles pro-
posed two-dimensional approximated NRBC. These boundary conditions were based on
the work of Engquist and Majda [7]. Giles used a second order Taylor expansion for the
eigenvalue problem which yielded a set of partial diﬀerential equations. These equations
could then be solved in the time domain. This method was shown not to be well-posed.
Therefore, the optimal non-reﬂecting behavior in the context of the approximation was
given up to achieve well-posedness. Later, Hagstrom [12] introduced higher order formu-
lations of these NRBC which where local in time and non-local in space. Therefore, they
could not be used for single passage simulations. Henninger et al. [14] showed that these
higher order formulations yielded less spurious reﬂection than Giles’ original approximate
NRBC for waves with high incidence to the boundary.
Saxer and Giles [26] expanded the NRBC presented by Giles to three-dimensional ﬂows,
by neglecting ﬂuctuations in radial direction.
An implementation of exact spectral NRBC was proposed by Chassaing and Gerolymos
[5] for time domain solvers. The good reﬂection properties of these boundary conditions
were shown on a basic test case, but it was also shown that the convergence was slow.
Schlüß et al. [28] implemented a time domain adaptation of the spectral NRBC used in
frequency domain solvers, which was suitable for steady as well as unsteady simulations
and did not suﬀer from accuracy losses due to the Taylor expansion of the eigenvalue
problem used in approximate NRBC. Here again, the NRBC proved to have good reﬂec-
tion properties. The spectral NRBC were reimplemented in the solver TRACE by Schlüß
and Frey [27], with regard to time domain speciﬁc aspects. This yielded better robustness
and convergence.
Although this time domain adaptation of the frequency domain NRBC showed less re-
ﬂections compared to other NRBC and allowed for consistent and comparable results
in both domains, the necessity for the Fourier decompositions in space and time caused
these NRBC to have a signiﬁcantly higher computational cost than previously presented
NRBC. This can limit the range of practical applications of this method. To achieve the
highest accuracy possible, in the spectral domain, all modes of the Fourier decomposed
ﬂow solution must be considered in the application of these boundary conditions. It is
assumed that modes with high frequencies may have negligible eﬀects on the reﬂection
behavior of the boundary. That is the reason why, the current work focuses on improving
the eﬃciency of spectral NRBC by reducing the number of harmonics included in the
NRBC, while maintaining a good solution quality.
2
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1.3 Description of the Work
In chapter 2, the governing equations of ﬂuid dynamics are presented, with particular
focus on the equations solved in the test cases presented in the current work.
Chapter 3 focuses on the NRBC utilized in the current work. First, in section 3.1, the
general approach of spectral NRBC presented by Schlüß et al. [28] is described. Then, in
section 3.2, their implementation in TRACE is illustrated. In section 3.3, the concepts of
1D unsteady NRBC, approximate NRBC and 2D steady NRBC are described brieﬂy.
A research compressor of the German Aerospace Center, Rig250, is simulated as a 1.5 stage
Q3D-case in chapter 4. In this chapter, the main analysis of the boundary conditions is
performed and a concept for the deﬁnition of sets of harmonics that need to be included
in the NRBC is developed. In section 4.1, the computational setup is explained, including
the generation of a Q3D-mesh and the numerical methods used for the simulation. The
problem of slow convergence when using spectral NRBC is addressed brieﬂy in section 4.3.
In section 4.4, the main analysis of the set of harmonics for the NRBC is performed. In a
ﬁrst step, fundamental frequencies are deﬁned and the set of harmonics in the boundaries
is reduced in discrete steps. The quality of the solution is assessed for each step. Then,
the behavior of unsteady ﬂuctuations at individual harmonics is examined. Lastly, a ﬁnal
set of harmonics is deﬁned, applied and compared with setups utilizing other NRBC.
To conclude this work, the results of the analysis of Rig250 are validated in chapter 5, by
simulating the Durham Steam Turbine [22, 6] as a large three dimensional test case. In
section 5.2, sets of harmonics are deﬁned for the boundaries following the concept derived
from chapter 4. The resulting solution is again compared with other NRBC. In section 5.3,
a cost eﬃcient method is introduced to verify if a suﬃcient number of harmonics has been
considered in the NRBC.
3

2 Governing Equations
The fundamental equations of ﬂuid dynamics are the Navier-Stokes equations. They are
based on the principles of mass conservation (2.1), momentum conservation (2.2) and
energy conservation (2.3). They describe the motion of compressible viscous ﬂuids in a
continuum ﬂow. Using the Einstein summation convention, the conservative form of the
Navier-Stokes equations reads
∂̺
∂t
+
∂
∂xi
(̺ui) = 0 (2.1)
∂
∂t
(̺ui) +
∂
∂xj
(̺uiuj) = − ∂p
∂xi
+
∂τij
∂xj
(2.2)
∂
∂t
(̺E) +
∂
∂xj
(̺ujE) = −∂ujp
∂xj
+
∂
∂xj
(uiτij)− ∂qj
∂xj
. (2.3)
Here, t is the time, x is the position vector, u is the velocity vector and (̺, ̺u, ̺v, ̺w, ̺E)T
is the vector of conservative variables, with ̺ being the density and E being the total
energy per mass unit.
The heat ﬂux in xj-direction is represented by
qj = −kT ∂T
∂xj
, (2.4)
where T is the temperature and kT is the heat conductivity. The viscous stresses are
described by
τij = 2η
(
sij − 1
3
skkδij
)
, (2.5)
with δij being the Kronecker delta and
sij =
1
2
(
∂ui
∂xj
+
∂uj
∂xi
)
(2.6)
being the deformation tensor.
To calculate the dynamic viscosity η, Sutherland’s law for calorically perfect gases [30] is
used.
η = η0
T0 + S
T + S
(
T
T0
)3/2
. (2.7)
Here, T0 is the reference temperature, η0 is the reference dynamic viscosity at T0 and S
is the Sutherland constant of the ﬂuid.
For a three-dimensional problem, the Navier-Stokes equations yield a set of ﬁve equations
with seven independent variables. So, two further equations are needed, to close the
problem. For a perfect gas the ﬁrst equation is
e = cvT, (2.8)
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where cv is the speciﬁc heat capacity at constant volume and e is the inner energy per
mass unit. The inner energy per mass unit e is related to the total energy per mass unit
by the deﬁnition
E = e+
1
2
uiui. (2.9)
as second equation the equation of state for an ideal gas is used
p = ̺RT, (2.10)
with R as the ideal gas constant.
If the Navier-Stokes equations are solved in a system, rotating with the rotational speed
Ω and where x is the axis of rotation, the source term
SR =


0
0
̺Ω (yΩ + 2w)
̺Ω (zΩ + 2v)
0


(2.11)
is added to the right hand side of the equations, to take into account the centrifugal force
and the Coriolis force.
In most turbomachinery applications, the ﬂow is partially or fully turbulent. Resolving
all length scales in a turbulent ﬂow simulation requires a very ﬁne spatial and tempo-
ral resolution. This leads to very high computational costs which are not suitable for
industrial applications. One approach to this problem is to use the Reynolds Averaged
Navier-Stokes equations (RANS). In this context, turbulence is not resolved. Instead, its
inﬂuence on the temporally averaged ﬂow is modeled statistically. The unsteady RANS
equations (URANS) are derived by Reynolds-averaging the density and the pressure, and
Favre-averaging the velocity, the energy and the temperature. This leads to the equa-
tions
∂ ¯̺
∂t
+
∂
∂xi
(¯̺u˜i) = 0 (2.12)
∂
∂t
(̺u˜i) +
∂
∂xj
(̺u˜iu˜j) = − ∂p
∂xi
+
∂
∂xj
(τ ij − ̺u′′i u′′j ) (2.13)
∂
∂t
[
̺
(
e˜+
u˜iu˜i
2
)
+
̺u′′i u
′′
i
2
]
+
∂
∂xj
[
̺u˜j
(
h˜+
u˜iu˜i
2
)
+ u˜j
̺u′′i u
′′
j
2
]
=
∂
∂xj
[
−q˜j − ̺u′′jh′′ + τ ′′iju′′i −
1
2
̺u′′ju
′′
i u
′′
i
]
+
∂
∂xj
[
u˜i
(
τij − ̺u′′ju′′i
)] (2.14)
with
h = e+
p
̺
= cpT. (2.15)
Here, cp is the speciﬁc heat capacity at constant pressure. Variables denoted by a tilde are
Favre-averaged, variables denoted by a bar are Reynolds-averaged and variables denoted
by a double apostrophe are ﬂuctuations around the Favre average.
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Due to non-linearities in the Navier-Stokes equations, the URANS equations contain
several additional components. The term −̺u′′i u′′j is the Reynolds stress tensor, ̺u′′jh′′ is
the turbulent heat ﬂow, τ ′′iju
′′
i represents the molecular diﬀusion and
1
2
̺u′′ju
′′
i u
′′
i describes
the transport of turbulent kinetic energy. These new elements introduce new independent
variables into the equations. Therefore, the URANS equations need to be closed using an
additional turbulence model.
In the simulations performed in this work, the ﬂow inside the domain is computed, by nu-
merically solving the URANS equations, but the approach for the non-reﬂecting boundary
conditions presented in section 3.1 is based on the Euler equations. These are obtained
by neglecting all viscous stresses and heat ﬂuxes in the Navier-stokes equations, which
leads to the unsteady, compressible and conservative form of the Euler equations
∂̺
∂t
+
∂
∂xi
(̺ui) = 0 (2.16)
∂
∂t
(̺ui) +
∂
∂xj
(̺uiuj) +
∂p
∂xi
= 0 (2.17)
∂
∂t
(̺E) +
∂
∂xj
(̺ujE) +
∂pui
∂xj
= 0. (2.18)
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In CFD, the correct choice of boundary conditions has a major impact on the quality of
the solution [10]. The compact architecture of turbomachines means that, in numerical
representations of the machines, boundaries and interfaces must be positioned very close
to the domain of interest. If straightforward far-ﬁeld boundary conditions are used, it
leads to artiﬁcial reﬂections of outgoing waves which can strongly deteriorate the quality
of the solution [26].
One answer to this problem is to use non-reﬂecting boundary conditions (NRBC). The
concept behind these boundary conditions is to take advantage of the periodic charac-
ter of perturbations in turbomachines, to transform the ﬂow at the boundaries into the
spectral domain. Perturbations are split into incoming and outgoing waves and incoming
perturbations are suppressed, thereby preventing spurious reﬂections.
In section 3.1, the general approach to NRBC is presented. The content in this section is
strongly based on the work of Giles [9, 10] and Saxer et al. [26]. Section 3.2 describes the
implementation of spectral NRBC in TRACE which is based on the implementation pre-
sented by Schlüß et al. [28, 27]. The results produced using spectral NRBC are compared
with results computed using other commonly employed NRBC. In section section 3.3, the
concepts behind these NRBC are presented shortly.
3.1 General Approach
Starting point for the construction of NRBC are the Euler equations (2.16), (2.17) and
(2.18). In typical axial ﬂow turbomachines, radial variations in the ﬂow are signiﬁcantly
smaller than circumferential variations [26]. Therefore, Saxer and Giles [26] proposed
quasi-three-dimensional NRBC that only consider radial variations in the turbomachine in
the average mode, by neglecting all radial perturbations in the ﬂow. Further, it is assumed
that only suﬃciently small perturbations around the mean ﬂow are considered, thus the
Euler equations can be linearized. The three-dimensional linearized Euler equations,
neglecting radial changes in the ﬂow, are given by
∂q
∂t
+ A
∂q
∂x
+B
∂q
∂y
= 0. (3.1)
Here, q = (̺, u, v, w, p) is the primitive vector of perturbations around the mean ﬂow, x
is the direction normal to the boundary, y is the direction aligned to the boundary in
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circumferential direction and A and B are constant matrices
A =


u¯ ¯̺ 0 0 0
0 u¯ 0 0 1
¯̺
0 0 u¯ 0 0
0 0 0 u¯ 0
0 γp¯ 0 0 u¯


and B =


v¯ 0 ¯̺ 0 0
0 v¯ 0 0 0
0 0 v¯ 0 1
¯̺
0 0 0 v¯ 0
0 0 γp¯ 0 v¯


. (3.2)
Variables denoted with a bar represent averaged values [28].
For the following analysis, wave like perturbations of the form
q = Re
(
qˆei(kx+ly−ωt)
)
(3.3)
are considered. Here, ω is the frequency and k and l are the wave numbers along x and
y, respectively. In terms of the linear theory, any ﬂow solution can be reconstructed as a
superposition of these fundamental waves.
The perturbations represented by equation (3.3) are substituted in the linearized Euler
equations (3.1), which leads to
(−ωI + kA+ lB) qˆ = 0. (3.4)
Equation (3.4) has non-trivial solutions, if
det (−ωI + kA+ lB) = 0. (3.5)
Equation (3.5) is called dispersion relation [10] and is a polynomial equation of degree
ﬁve in ω, k and l [11].
In a next step, an eigenvector analysis is performed. Universally, the left eigenvector and
right eigenvector of an arbitrary N ×N matrix C are deﬁned as
Cri = λiri and liC = λili. (3.6)
Here, ri and li are the right and left eigenvectors of C. The right eigenvectors are column
vectors and the left eigenvectors are row vectors, both of dimension N . λi represent the
eigenvalues which corresponds to the eigenvectors [10].
By premultiplying the dispersion relation (3.4) by A−1, it changes to the form
det
(
−ωA−1 + kI + lA−1B
)
= 0. (3.7)
This equation can be interpreted as a characteristic polynomial to an eigenvalue problem
with eigenvalue −k
(
−ωA−1 + lA−1B
)
ri = −kiri , li
(
−ωA−1 + lA−1B
)
= −kili. (3.8)
With ﬁxed values for ω and l, the eigenvalues ki can be determined by solving the disper-
sion relation (3.5). The ﬁrst three eigenvalues are identical
k1,2,3 =
ω − lv¯
u¯
. (3.9)
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Using k1,2,3, the polynomial equation of order ﬁve can be reduced to a polynomial equation
of order two, which simpliﬁes the calculation of k4,5
(−ω + k4,5u¯+ lv¯)2 = a¯2
(
k24,5 + l
2
)
. (3.10)
Solving equation (3.10) yields the last two eigenvalues of the dispersion relation
k4 =
(ω − lv¯) (a¯Ψ− u¯)
a¯2 − u¯2 , (3.11)
k5 = −(ω − lv¯) (a¯Ψ+ u¯)
a¯2 − u¯2 , (3.12)
with
Ψ =


√
∆ if∆ > 0,
isign (ω − lv¯)√−∆ if∆ < 0 (3.13)
and
∆ = 1− (a¯
2 − u¯2) l2
(ω − lv¯)2 . (3.14)
The eigenvectors can be determined from their corresponding eigenvalue. Since the ﬁrst
three eigenvalues are identical, the solutions for r1, r2 and r3 are not unique. The only
constraint while building these eigenvectors is that, for i 6= j, the eigenvectors ri and lj
must be orthogonal to each other (rilj = 0) [10]. One common way to choose the right
eigenvectors is to deﬁne the ﬁrst eigenvector as an entropy wave, the second eigenvector as
an in-plane vorticity waves and the third eigenvector as an out-of-plane vorticity waves:
r1 =


− ¯̺
0
0
0
0


, r2 =


0
a¯m
a¯
u¯
(ωr +mv¯)
0
0


, r3 =


0
0
0
a¯
0


. (3.15)
Here, m = lr is the dimensionless circumferential wave number and r is the radius.
The fourth and ﬁfth eigenvectors represent downstream and upstream running isentropic,
irrotational pressure waves, i.e. acoustic perturbations [27]
r4,5 =


¯̺
a¯k4,5
||ξ||
a¯ l
||ξ||
0
γp¯


, (3.16)
with
ξ =

k
l

 . (3.17)
The right eigenvector matrix is deﬁned as
R =
(
r1 r2 r3 r4 r5
)
(3.18)
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and the left eigenvector matrix is obtained by inverting the right eigenvector matrix
(3.18)
L = R−1 =


l1
l2
l3
l4
l5


(3.19)
At this point, a general physical interpretation of the left and right eigenvector can help
to understand their role in the construction of NRBC. The right eigenvector represents
the variation in the primitive variable induced by its corresponding fundamental wave
[10].
As mentioned earlier the left eigenvector and right eigenvector of two diﬀerent eigenvalues,
ki and kj, are orthogonal. Thanks to this property, the left eigenvectors allow to measure
the share of their corresponding right eigenvector in qˆ.
Fluctuations around the mean state can now be expressed by a weighted linear combina-
tion of right eigenvectors. Considering that the left eigenvector represents the share of its
corresponding right eigenvector, the weight of the right eigenvector is αi = liqˆ [28].
q (x, y, z, t) = Re
([
5∑
i=1
αirie
ikix
]
ei(ly−ωt)
)
. (3.20)
In order to achieve perfectly non-reﬂecting behavior at the boundaries, for every com-
bination of ω and l, the weight of the right eigenvector has to be zero, for all incoming
waves. This results in the ﬁnal non-reﬂecting boundary condition
liqˆ = 0, (3.21)
for all i corresponding to incoming waves. Since only incoming waves must be suppressed,
distinguishing between incoming perturbations and outgoing perturbations is a crucial
step. If the ﬂow is Fourier decomposed into wave-like perturbations (3.3), for ﬁxed values
for ω and l, each mode becomes a set of ﬁve fundamental waves, with distinct eigenvalues
ki. These eigenvalues are the negative wave numbers normal to the boundary. Therefore,
they allow to determine the direction of propagation of their respective perturbations ri,
by analyzing the component of the group velocity normal to the boundary ∂ω
∂k
.
Starting with the multiple root k1,2,3, it is easy to see that the group velocity component
normal to the boundary is ∂ω
∂k
= u¯. The perturbations propagate downstream. For
the fourth and ﬁfth roots, a case diﬀerentiation is necessary. In the ﬁrst case, ∆ is
positive. This means that Ψ is real. When applied to the eigenvalues k4,5, it results in
one perturbation propagating in ﬂow direction and the other propagating in the opposite
direction. By choosing the positive real branch of the root
√
∆ it is assured that r4
is always the downstream propagating perturbation. In the second case, ∆ is negative.
Therefore, Ψ is complex. By choosing the sign of Ψ as it is described in equation (3.13),
Im(k4) > 0 and r4 propagates downstream. This is consistent with the decision taken
for the case of ∆ being positive. In the case of ∆ = 0, acoustic resonance occurs which
complicates the construction of boundary conditions. Frey et. al [8] solved this issue by
adding a small imaginary part to ω.
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3.2 Implementation of Spectral NRBC
There are only very few applications for supersonic turbomachines and no supersonic
boundary conditions are needed for the test cases presented in the current work. Further,
since at supersonic boundaries no upstream running waves are present in the ﬂow, the
boundary conditions become trivial. Hence, supersonic boundary conditions are not de-
scribed in the current work. Information about the implementation of supersonic NRBC
in two-dimensional ﬂows are presented by Giles [9].
At subsonic inﬂow boundaries, four waves are incoming and one is outgoing, and vice
versa at the outﬂow boundaries. When the boundary conditions are applied, the outgoing
perturbations have already been updated by the ﬂow solver inside of the computational
domain and need to be extrapolated to the boundary faces [23]. For this purpose, one-
dimensional characteristic variables are introduced. Per deﬁnition, these variables coincide
with the weight of the right eigenvectors αi for plane waves normal to the boundary
(l = 0). The transformations from primitive variables to characteristic variables and back
are given by
c = L1dq and q = R1dc, (3.22)
with
L1d = L(l = 0) =


−1
¯̺
0 0 0 1
¯̺a¯2
0 0 1
a¯
0 0
0 0 0 1
a¯
0
0 1
a¯
0 0 1
¯̺a¯2
0 − 1
a¯
0 0 1
¯̺a¯2


(3.23)
R1d = R(l = 0) =


− ¯̺ 0 0 ¯̺
2
¯̺
2
0 0 0 a¯
2
− a¯
2
0 a¯ 0 0 0
0 0 a¯ 0 0
0 0 0 ¯̺a¯
2
2
¯̺a¯2
2


. (3.24)
To simplify the equations in the following section, compact forms of the eigenvector ma-
trices and of the characteristic variable vector are introduced in which the outgoing and
incoming characteristics are separated. To that end, the matrices are multiplied with Pin
and Pout, which are the projection matrices onto the incoming and outgoing modes at the
considered boundary [23]. So,
Pin = diag(1, 1, 1, 1, 0) and Pout = diag(0, 0, 0, 0, 1) (3.25)
for an inﬂow boundary and vice versa for an outﬂow boundary. This yields the compact
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forms

Lin
Lout


=


l1
l2
l3
l4
l5


,


cin
cout


=


c1
c2
c3
c4
c5


,
(
Rin Rout
)
=
(
r1 r2 r3 r4 r5
)
(3.26)
at an inﬂow boundary and

Lout
Lin


=


l1
l2
l3
l4
l5


,


cout
cin


=


c1
c2
c3
c4
c5


,
(
Rout Rin
)
=
(
r1 r2 r3 r4 r5
)
(3.27)
at an outﬂow boundary [28].
The implementation of spectral NRBC consists of two main steps: The treatment of the
mean ﬂow and the treatment of the circumferential and temporal perturbations.
3.2.1 Treatment of Mean Flow
First, a residual vector is deﬁned as
ℜbd =


p¯ (s¯− sbd) /c¯v
a¯ ¯̺(v¯ − u¯ tan (αθ,bd))
a¯ ¯̺(w¯ − u¯ tan (αr,bd))
¯̺
(
h¯t − ht,bd
)
p¯− pbd


, (3.28)
which is driven to zero in order to guarantee that the mean values at the boundaries cor-
respond to the user deﬁned boundary values. Here, the subscript bd denotes users deﬁned
boundary values. Further, s is the speciﬁc entropy, ht is the speciﬁc stagnation enthalpy,
αθ is the angle between the velocity vector and the boundary normal in circumferential
direction and αr is the angle between the velocity vector and the boundary normal in
radial direction [28, 9]. When using unsteady NRBC, mean quantities are spatially aver-
aged in circumferential direction and temporally averaged over one period.
In TRACE, the boundary conditions are applied between two pseudo-timesteps. Since
it is a cell-centered solver, the inner values are updated by the pseudo-time solver, while
the face values are about to be updated by the boundaries. Therefore, it is necessary to
update the mean characteristics at the faces, because of the pseudo-time updates of the
outgoing characteristics in the interior of the domain. For that, an additional residual
is deﬁned, which drives the ﬁnal solution on the boundary faces to match the averaged
outgoing characteristics in the interior.
ℜi = L1d (q¯f − q¯i) (3.29)
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The subscripts i and f indicate the inner cell values and the face values, respectively [23].
Putting (3.28) and (3.29) together, the ﬁnal residual reads
ℜ = Pinℜbd + Poutℜi. (3.30)
The required changes in characteristic variables are calculated using a Newton-Raphson
step [28]
ℜ+ ∂ℜ
∂c
δc¯ = 0. (3.31)
The term ∂ℜ
∂c
can be written as
∂ℜ
∂c
=
∂ℜ
∂q
∂q
∂c
. (3.32)
The solution for the derivation of the residual ∂ℜ
∂c
for two-dimensional ﬂows have been
presented by Giles [9] for the ﬁrst residual (3.28) and by Robens et al. [23] for the
complete residual (3.30).
In the end, by solving equations (3.31) for δc¯, the update of the mean characteristics is
obtained:
δc¯ = −σL1d
(
∂ℜ
∂q
R1d
)−1
[Pinℜbd + Poutℜi] . (3.33)
The update of mean characteristics is multiplied with a relaxation factor σ in order to
avoid numerical instability. The values used for σ are discussed in section 4.3.
3.2.2 Treatment of Perturbations
The ﬂow ﬁeld is temporally Fourier decomposed
qˆω =
1
T
∫ T
0
qeiωtdt, with T = Np∆t. (3.34)
Here, Np is the number of timesteps per period. The highest frequency represented in the
decomposition is deﬁned by the Nyquist criterion. At this point a set of harmonics can
be deﬁned. In this case, the following steps are only performed for the frequencies corre-
sponding to the harmonics deﬁned by the set. For each frequency, the complex temporal
Fourier coeﬃcients of the primitive solution qˆω are transformed into characteristic vari-
ables cˆω, using the transformation (3.22), and are Fourier decomposed circumferentially
using:
cˆω,l =
1
P
∫ P
0
cˆωe
−ilydy. (3.35)
Here, l = 2πi+θ
P
is the wave number, P is the pitch and θ is the inter-blade phase angle.
Temporally Fourier decomposed variables are from now on denoted by the subscript ω
and circumferentially Fourier decomposed variables are denoted by the subscript l.
In order to achieve non reﬂecting properties, the boundary condition (3.21) has to be
fulﬁlled for every combination of l and ω. This leads to
Linqˆ(ω,l),f = 0 = L
in
(
Rin1dcˆ
in
(ω,l),target +R
out
1d cˆ
out
(ω,l),i
)
. (3.36)
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The Fourier coeﬃcients of the mode corresponding to ω = 0 and l = 0, represent the
temporally averaged ﬂow and are already treated in section 3.2.1. Therefore, this mode is
not included in the application of equation (3.36). Modes corresponding to l = 0 and ω 6= 0
are also excluded from the application of equation (3.36). These modes represent plain
waves running orthogonally to the boundary, which also correspond to the instantaneous
circumferential averaged perturbation about the temporal mean at the boundary. These
modes are treated separately by extrapolating the instantaneous circumferential averaged
outgoing characteristics. This step is performed without Fourier decomposing the solution.
Instead, the characteristic update resulting from these waves reads
δc¯outϑ = L
out
1d (q¯ϑ − q¯ϑ,t) and δc¯inϑ = 0. (3.37)
To be able to diﬀerentiate circumferentially averaged values from time averaged values,
they are now denoted by the subscripts ϑ and t, respectively.
The matrices L and R are calculated from equation (3.19) and equation (3.18) for each
combination of ω and l. Equation (3.36) is then solved for the target incoming character-
istics
cˆin(ω,l),target,f =
(
LinRin1d
)−1
LinRout1d cˆ
out
(ω,l),i, (3.38)
which represents the optimal value for incoming characteristics to prevent spurious reﬂec-
tions, as a function of the outgoing characteristics.
The outgoing characteristics on the faces are reconstructed by an upwinding from the
interior [23]
cˆout(ω,l),f,target = cˆ
out
(ω,l),i. (3.39)
Using the backwards Fourier transformation
cˆω,f,target =
∑
l
cˆ(ω,l),f,targete
ily, (3.40)
the characteristics are transformed back into the temporal Fourier domain.
Since the treatment of the mean ﬂow has already been performed in 3.2.1, the changes
in incoming characteristics would lead to a shift of the mean values and the mean state
would not meet the prescribed boundary values. To avoid this, the circumferential aver-
age of the previously calculated characteristic perturbations is subtracted from the target
characteristic for each harmonic. This step is only performed if θ = 0.
The target instantaneous characteristic perturbations are reconstructed from the tempo-
rally Fourier decomposed target characteristics using a backwards Fourier transforma-
tion
δc˜f,target =
∑
ω
cˆω,f,targete
−iωt. (3.41)
Since only modes with l 6= 0 are transformed back into the physical space, the result
of the backwards Fourier transform is the target characteristic perturbation about the
instantaneous circumferential average at each face δc˜f,target.
This backwards Fourier transform, only includes frequencies deﬁned in the set of harmon-
ics. Therefore, for all other frequencies, cˆω,f,target is treated as zero. This correspond to a
one-dimensional non-reﬂecting treatment of the boundary solution (see subsection 3.3.1).
The target characteristic ﬂuctuations are relaxed using the characteristic perturbation
about the instantaneous circumferential average of the previous timestep δc˜f,old
δc˜f = (1− σ) δc˜f,old + σδc˜f,target. (3.42)
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The complete characteristic update for each face is calculated by
δcf = δc˜f + δc¯ϑ + δc¯. (3.43)
δcf is transformed back into a primitive update by means of the transform (3.22) and is
added to the temporal and circumferential averaged ﬂow q¯ϑ,t, to obtain the new primitive
boundary face values. In a ﬁnal step the boundary face values are extrapolated to the
ghost cells.
3.3 Other NRBC
The goal of the present work is to ﬁnd a good agreement between the prediction accuracy
and the computational cost of spectral NRBC. For this purpose, references are needed to
assess the quality of the solution. Therefore, in addition to simulating the test cases using
spectral NRBC, they are also simulated using 1D unsteady NRBC, 2D steady NRBC and
approximate NRBC. In this section, the concepts behind these boundary conditions are
described brieﬂy.
3.3.1 1D Unsteady NRBC
For these NRBC, the auxiliary variable
λ =
l
m
(3.44)
is introduced. In this variation of unsteady NRBC, additionally to neglecting perturba-
tions in radial direction, perturbations are also neglected in circumferential direction [19].
This means that
λ = 0. (3.45)
Substituting equation (3.45) in the eigenvector matrices (3.19) and (3.18), results in the
one-dimensional formulations of the eigenvector matrices (3.23) and (3.24). The non-
reﬂecting boundary condition now reads
Lq = L1dq = 0 (3.46)
which coincides with the characteristic transform (3.22). This leads to the one-dimensional
NRBC
ci = 0, (3.47)
for all i corresponding to incoming waves. Therefore, at the inlet of the domain the ﬁrst
four characteristics are set to zero and at the outlet the ﬁfth characteristic is set to zero.
Additionally, outgoing characteristics are extrapolated from the interior. The primitive
boundary values are reconstructed using the backwards transformation of (3.22).
Since now the left eigenvector matrix L is independent of l and ω, these are local boundary
conditions. So, no Fourier decomposition of the ﬂow is necessary.
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3.3.2 2D Steady NRBC
These NRBC have been introduced by Giles [10] for steady simulations. In steady ﬂows
there are no temporal ﬂuctuations. Thus, only circumferential ﬂuctuations are considered,
which corresponds to perturbations with the frequency ω = 0. Therefore, no temporal
Fourier decomposition is necessary.
To apply the NRBC, the treatment of the averaged ﬂow and the treatment of the pertur-
bations about the circumferential average are separated. The treatment of the averaged
ﬂow corresponds to the previously presented method for the mean ﬂow in the spectral
NRBC, but all averaged quantities are now only averaged circumferentially [9].
The perturbations about the circumferential average are calculated as
q˜ = q − q¯ϑ. (3.48)
The perturbations are circumferentially Fourier decomposed. The characteristic updates
at each face are calculated for every mode except l = 0 and ω = 0, in the same manner
as in the implementation of the spectral unsteady NRBC.
Due to the lack of prescribed incoming perturbations, the entropy and enthalpy are uni-
form along the inlet within the linearized theory. Still, second order perturbations may
be present in the ﬂow. Therefore, in the physical domain, the condition for the second
and fourth characteristics updates are replaced. Instead, uniform enthalpy and entropy
are imposed, by driving the residual 
ℜ˜1
ℜ˜2

 =

 p¯s˜
¯̺h˜t

 (3.49)
to zero, with the help of a Newton-Raphson step [28].
A more detailed implementation of the steady two-dimensional NRBC can be found in
[28] and [9].
When steady NRBC are applied to unsteady ﬂows, temporal perturbations are present in
the ﬂow. Still, the boundary conditions are only applied to the instantaneous perturba-
tions with the frequency ω = 0, following the procedure described in this section. This
can lead to spurious reﬂections.
3.3.3 Approximate NRBC
The goal of approximate NRBC is to circumvent the fact that unsteady two-dimensional
NRBC are non-local in time and space [11]. This method was presented by Engquist and
Madja [7] for the wave equation. Giles [10] applied it to the two-dimensional linearized
Euler equation, with focus on turbomachinery applications.
The treatment of the mean ﬂow does not diﬀer from that of the spectral NRBC [28]. To
avoid having to Fourier decompose the ﬂow solution at the boundaries, the left eigenvector
matrix is expanded as a Taylor series about the 1D unsteady NRBC. Here, a second order
approach is chosen
La = L|λ=0 + λ∂L
∂λ
∣∣∣∣
λ=0
. (3.50)
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Multiplying the boundary condition (3.21) with ω and substituting ω = i ∂
∂t
and l = −i ∂
∂y
in equation (3.50), yields one possible approximate formulation of the NRBC
Lina
∂q˜
∂t
− ∂L
in
∂λ
∣∣∣∣
λ=0
∂q˜
∂y
= 0. (3.51)
By transforming the primitive perturbations into characteristic variables and extrapolat-
ing the outgoing characteristics from the interior of the domain, one obtains diﬀerential
equations for the inlet and outlet characteristic boundary values. The complete formu-
lation of the diﬀerential equations for a three-dimensional subsonic boundary have been
presented by Schlüß et al. [28]. The solution algorithm for these equations is presented
by Ashcroft et al. [2].
Using a Taylor series which is of second order in λ causes the boundary conditions to only
be perfectly non-reﬂecting for plane waves impinging normally on the boundary. The
reﬂections become stronger for increasing λ. So, the error increases for large circumfer-
ential wave numbers at low frequencies [28]. Giles also shows that this formulation is
not well-posed. To solve this issue, the perfect orthogonality between l4 and r5 is given
up. Thanks to this, the problem is well-posed, but the boundary loses its optimal non-
reﬂecting behavior with regard to the approximation.
An improvement of the approximate NRBC has been shown by Henninger et al. [14], by
implementing higher order formulations proposed by Hagstrom [12]. In the current work,
only the second order approach is used.
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Goal of the current work is to improve the eﬃciency of spectral NRBC, by reducing the
number of harmonics, to which the modal approach is applied. To maintain a compa-
rable prediction quality, it is imperative to understand at which harmonics signiﬁcant
unsteady ﬂuctuations are reﬂected. Therefore, it is important to deﬁne a realistic test
case, which correctly represents unsteady perturbations in turbomachines. In this chap-
ter, the research compressor Rig250 of the German Aerospace Center [29], is considered
and analyzed.
This axial compressor comprises four stages and an inlet guide vane in front of the ﬁrst
stage. In the current work, the compressor is reduced to a three-row conﬁguration, con-
sisting of stator 1 (S1), rotor 2 (R2) and stator 2 (S2). By considering more than two
rows, interactions between non-adjacent rows, such as indexing eﬀects, can be identiﬁed.
Their inﬂuence on the non-reﬂecting behavior at the boundaries can then be evaluated.
Choosing a conﬁguration close to the front of the compressor yields a transonic ﬂow ﬁeld
containing shocks. The blade counts in this conﬁguration are 36:28:48. This convenient
blade count ratio allows to reduce the computational domain to a quarter wheel. Further-
more, this test case is computed as a quasi-three-dimensional (Q3D) case. The spectral
NRBC do not take three-dimensional perturbations into account. Therefore, a Q3D do-
main is suﬃcient to correctly represent the non-reﬂecting behavior of the spectral NRBC.
Using a Q3D quarter wheel instead of a three-dimensional full wheel conﬁguration, re-
duces the computational eﬀort signiﬁcantly. Thus, many variations of the set of harmonics
included in the NRBC can be simulated in a reasonable time.
In section 4.1, the numerical setup for the simulations of the compressor is presented.
First, the generation of a Q3D computational domain is described. Then, the numerical
models and methods used in TRACE and the simulation’s settings are presented.
Before focusing on the results of the simulation, in section 4.2, the computational costs of
the spectral NRBC are examined and compared with the costs of other NRBC. Thereby,
the necessity for an improvement in eﬃciency is highlighted. First, the distribution of
the computational costs between the tasks in the boundary conditions is analyzed. Then,
special attention is given to the changes in computational eﬀort when varying the size of
the domain, the number of harmonics included in the spectral NRBC and the number of
processes used to simulate the test case.
Section 4.3 addresses the issue of slow convergence at the boundaries, when using spectral
NRBC.
Finally, in section 4.4, the results of the simulations of Rig250 are analyzed. A concept
for the choice of a reduced set of harmonics is derived from these results. In a ﬁrst step,
fundamental frequencies are deﬁned. The number of harmonics of these frequencies in-
cluded in the spectral NRBC is lowered step by step. The impact of the reduction of
the set of harmonics on the the solution is analyzed. In a second step, the behavior of
unsteady ﬂuctuations at individual harmonics is examined inside of the computational
domain. This yields information about the relevance of each harmonic in regard to the
reﬂections at the boundaries. Irrelevant harmonics are strategically excluded and a new
set of harmonics is deﬁned. With this set, another simulation of Rig250 is performed. In
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a ﬁnal step, the solution of this setup is compared with setups using diﬀerent NRBC.
4.1 Computational Setup
4.1.1 Generation of a Q3D Computational Domain
Starting point for the generation of the Q3D mesh is an already existing three-dimensional
solution of the entire compressor. This solution was used in earlier works at the DLR’s
Institute for Propulsion Technology [17]. Figure 4.1 displays the original mesh. Since only
S1, R2 and S2 are considered in the current work, the ﬁrst step is to delete the mesh and the
solution of all other rows. This is done using the General Mesh Connector (GMC) which
is developed by the MTU and is the preprocessing tool used for the ﬂow solver TRACE
at the DLR’s Institute of Propulsion Technology. This leads to a three-dimensional mesh
of the desired stator-rotor-stator conﬁguration. This reduced conﬁguration is framed red
in Figure 4.1.
The second step consists of creating a S2M mesh of the reduced three-dimensional domain.
This step is performed using POST, which is a postprocessing tool integrated in TRACE.
The resulting S2M mesh is shown in Figure 4.2. It consists of 176 cells in i-direction
and 70 cells in j-direction. The steady solution is mass-averaged on the S2M mesh. To
achieve realistic ﬂow conditions, the Q3D mesh is embedded between two streamsurfaces.
The locations of these streamsurfaces are deﬁned by evaluating the mass averaged S2M
ﬂow solution with regards to the relative mass ﬂow. Two lines of constant relative mass
ﬂow at 94.5% and at 95.5% are deﬁned. The area between the two lines is isolated and
remeshed. The position of the new mesh is represented by the red area in Figure 4.2.
The resulting Q3D S2M grid has now a resolution of 176 cells in i-direction and 3 cells
in j-direction. Multiple cells in j-direction are necessary for the representation of radial
pressure gradients.
The next step is to generate the S1-topology for the Q3D mesh. With the Q3D S2M mesh
and the information about the blade geometry, PyMesh [34] can generate a Q3D mesh
Figure 4.1: Original three-dimensional computational domain of the entire compressor.
The S1-R2-S2 conﬁguration is framed in red.
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Figure 4.2: S2M grid of the S1-R2-S2 conﬁguration. The red line represents the area
between 94.5% and 95.5% relative mass ﬂow.
of a one blade passage for each row. PyMesh is a structured multiblock grid generator
developed at the Institute of Propulsion Technology. The S1-topology is generated using
a basic O-C-H topology. The blades are wrapped in O-type blocks which are surrounded
by C-type blocks. For the inlet areas and outlet areas of each row as well as the blade
channels, H-type blocks are used. The hub and tip regions of the Q3D mesh are located
close to the tip of the original three-dimensional mesh. So, the S1 meshing parameters of
the tip wall of the original mesh are used as hub and tip parameters for the Q3D mesh.
The ﬁllet and the blade clearance are removed. The individual meshes are assembled to
one single passage mesh of the complete conﬁguration in GMC.
Figure 4.3: Final computational mesh of the S1-R2-S2 conﬁguration of the Rig250 as
quarter wheel conﬁguration.
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In a ﬁnal step, the single passage mesh is duplicated to a quarter wheel. This corresponds
to nine vanes in S1, seven blades in R2 and twelve vanes in S2. Figure 4.3 shows the ﬁnal
computational mesh used for all simulations of Rig250 in the current work. The ﬁnal
mesh consists of 2,426,592 cells.
In the current work, simulations are performed using 72 processes. With the inhouse
block splitting tool the mesh is split in 252 blocks. This yields a theoretical load balance
eﬃciency of 94.4%.
4.1.2 Numerical Methods and Settings
In the current work, the ﬂow solver TRACE, developed at the DLR’s Institute of Propul-
sion Technology, is used for all simulations. It is a fully implicit three-dimensional steady
and unsteady multiblock ﬁnite-volume solver. It solves the Favre-averaged and Reynolds-
averaged compressible Navier-Stokes equations [3]. TRACE is a hybrid solver for struc-
tured and unstructured grids. A second order accurate Roe upwind scheme is used to
discretize the convective ﬂuxes [24]. The second order accuracy is achieved through a
Van Leer MUSCL extrapolation [33], with the Van Albada slope limiter [32] to suppress
unphysical numerical oscillations. Viscous terms are discretized using a second-order ac-
curate central diﬀerence scheme. More detailed information on the implementation of
TRACE can be found in [3].
In the current work, all simulations are non-linear time marching simulations. The tem-
poral discretization is performed using an implicit second order backwards scheme and a
pseudo time method for the subiterations of single timesteps [28]. A predictor-corrector
method is used as time marching method [16]. The temporal resolution is 768 timesteps
per period. This corresponds to 64 timestep per S2 vane passage. At each timestep,
30 subiterations are performed. A constant CFL number of 200 is preset. The spatial
discretization is performed on the grid described in subsection 4.1.1. The ﬂuid is modeled
as an ideal gas. A constant speciﬁc heat ratio of γ = 1.4 and a constant Prandtl number
of 0.9 are assumed. The Wilcox k-ω model [35] is used for the representation of the tur-
bulence. The test case is assumed to be fully turbulent, therefore no transition model is
used.
At the inlet and outlet boundaries, NRBC are applied. The boundary values at the inlet
Table 4.1: Boundary values at the inlet and at the outlet of the domain.
Boundary Variable Boundary value
Inlet Total pressure pt 116025 Pa
Total temperature Tt 331.735 K
Radial ﬂow angle αr -4.0765°
Circumferential ﬂow angle αθ 49.879°
Turbulent intensity Tu 0.061
Eddy length scale LT 0.000726 m
Outlet Static pressure p 148206 Pa
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and at the outlet of the domain are extracted from the three-dimensional solution. At the
inlet, values for the total pressure, the total temperature and the ﬂow direction are im-
posed. In addition, the turbulent intensity and the turbulent length scale are prescribed.
At the outlet the static pressure is speciﬁed. The boundary values are shown in Table 4.1.
The blades are computed as viscid walls, with a low Reynolds modeling approach for
the turbulent boundary layer. The hub and casing areas are computed as inviscid walls.
At the circumferential limits of the domain, periodic boundaries are prescribed. For the
interface between two rows, sliding grids are applied, using the zonal algorithm of Yang
et al. [36]. In this conﬁguration the base frequency is 848 Hz. This corresponds to the
quarter wheel passing frequency at a rotational speed of 12720 RPM.
The initialization of the ﬂow in the domain, is done with a steady solution which is cal-
culated beforehand. A base setup is deﬁned. In this setup, spectral NRBC are imposed
at the inlet and outlet boundaries. The set of harmonics for the spectral NRBC includes
all harmonics up to the Nyquist frequency. Once this setup reaches a converged solution,
it becomes the starting point for all further simulations of Rig250, using diﬀerent sets of
harmonics or diﬀerent NRBC. Each variation is simulated for 15 periods.
4.2 Performance Analysis
In this section, a performance analysis is conducted, to point out the necessity for a
decrease in computational costs of spectral NRBC and to identify potential eﬃciency
improvements. The computational costs presented in this section are only valid for the
current Q3D conﬁguration and vary in three-dimensional conﬁgurations.
This analysis is performed using the General Purpose Timing Library (GPTL). This
tool was written by Jim Rosinski and can be acquired from [25]. GPTL is a library for
C, C++ and Fortran which allows to measure the computation time of serial and paral-
lel programs. The timer starts and stops when a process passes manually implemented
Predictor step: compute RHS
for nonlinear solver
16.2%
Predictor step: compute LHS
for nonlinear solver
21.6%
Predictor step solve
8.2%
Corrector step: compute RHS
for nonlinear solver
10.7%
Corrector step: solve
nonlinear solver
4.1%
Apply boundary conditions
19.0%
Update panel Fourier
Coefficients
10.7%
Others
9.1%
Figure 4.4: Average distribution of the computational cost in an iteration loop.
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Figure 4.5: Comparison of the average percentage of the iteration loop represented by
“Apply boundary conditions” using various NRBC
ﬂags. Each ﬂag counts the number of times each process starts the timer. The manual
implementation allows for an in-depth analysis on several layers.
The ﬁrst part of this analysis focuses only on the base setup. The objective is to obtain
an overview of the distribution of the computational costs between the diﬀerent tasks.
Simulations can be split in two main parts: The setup and the iteration loop. Compared
to the iteration loop, the share of the computational costs of the setup will decrease with
an increasing number of simulated timesteps. Therefore, the setup of the simulation is
not considered in this analysis.
In a ﬁrst step, the iteration loop is decomposed into smaller tasks. Figure 4.4 shows
the average distribution of the computational costs in one iteration loop. Here, “Others”
combines all tasks with percentages smaller than 2%. In sum, the predictor-corrector
steps equal 60.8% of the iteration loops and the update of the Fourier coeﬃcients for
the two-dimensional Fourier output equals 10.7% of the iteration loop. With 19%, the
application of the NRBC represents nearly one ﬁfth of a timestep.
In Figure 4.5 the average share of “Apply boundary conditions” in one iteration loop
is displayed for all NRBC presented in section 3.3. The total computation time spent
in the iteration loop over two periods is written under the respective pie charts. The
radius of the pie chart is proportional to the computational costs of the iteration loop.
The application of the NRBC shows the lowest costs for approximate NRBC, followed by
the 2D steady NRBC and ﬁnally the 1D unsteady NRBC. However, these three NRBC
show only small diﬀerence in computational costs. In comparison, the application of the
spectral NRBC is 510% more expensive then the application of the 1D unsteady NRBC.
This leads to 18.9% higher computational costs for the average iteration loop.
To be able to accelerate the application of the spectral NRBC, it is important to identify
which task consumes most resources. Therefore, “Apply boundary conditions” is further
decomposed. It consists mainly of the routine “nrbcUnsteady”. Here, the NRBC are ap-
plied to each inlet and outlet boundary face. “nrbcUnsteady” represents 85.6% of “Apply
boundary conditions”. In the base setup, only 21 Processes out of 72 enter the routine
“nrbcUnsteady”. The remaining 14.4% stem from the other 51 processes, which apply
other boundary conditions, such as wall boundary conditions.
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Figure 4.6: Average distribution of the computational costs in the routine “nrbcUn-
steady”.
Figure 4.6 shows the decomposition of “nrbcUnsteady” into smaller tasks. In “Barrier
and Communication”, the simulation waits for all 21 involved processes to reach a bar-
rier, before starting the actual application of the NRBC. Then, the data from the diﬀerent
boundary panels are gathered and transmitted to the bandmasters. A bandmaster is a pro-
cess to which at least one band is assigned during the simulation’s setup. Bands regroup
all cells at a boundary with corresponding radial positions. Each bandmaster applies the
NRBC to its assigned bands. This procedure is necessary because of the spatially non-
local nature of the spectral NRBC. In “Calculate target characteristics” the bandmaster
calculates the optimal update of characteristic variable to suppress incoming perturba-
tions. In “Calculate and update boundary values” the new primitive boundary values at
each face are determined from the previously calculated ideal incoming characteristics.
Finally, in “Scatter bands and free memory” the new boundary values are redistributed
from the bandmasters to their original processes and the memory is freed. All other tasks
that are part of the application of the boundary conditions, such as calculating the update
due to the mean ﬂow or the initialization of variables, are not represented in Figure 4.6,
because their share is less than 0.05% of “nrbcUnsteady”.
“Scatter bands and free memory” represents the largest portion of “nrbcUnsteady”. To
scatter the new boundary values back to their original processes, a blocking communica-
tion is employed. This ensures that every boundary value has been communicated before
any process can go on to the next task. In the base setup, the boundary consists of
three bands at the inlet and three bands at the outlet. So, six out of 21 processes are
bandmasters and process one band each. This means that 15 processes must wait for
the six bandmasters to apply the NRBC. These long idle times raise the computational
time of “Scatter bands and free memory”, even though no actual calculations are being
performed. This implies that reducing the computational costs of other tasks will also
reduce the computational costs of “Scatter bands and free memory”.
Since the computational costs for “Barrier and Communication” and “Calculate and up-
date boundary values” depend on the number of faces per band, the largest potential for
an eﬃciency increase lies in “Calculate target characteristics”. This is exactly the aim
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Figure 4.7: Average distribution of the computational costs in the task “Calculate target
characteristics”.
of the current work. The target characteristics must be calculated for every mode inde-
pendently. This means that by reducing the number of harmonics for which the modal
analysis is performed, the costs of “Calculate target characteristics”, as well as the costs
for “Scatter bands and free memory”, will decrease linearly.
Another possibility to reduce the computational costs of spectral NRBC is to lower
the number of circumferential wave numbers for which the modal analysis is performed.
In “Calculate target characteristics”, the solution at each temporal harmonic is Fourier
19.0%
81.0%
Total: 2,263,326.336 s
Quarter
35.3%
64.7%
Total: 5,593,875.192 s
Half
Apply boundary conditions Others
Figure 4.8: Comparison of the average percentage of the iteration loop represented by
“Apply boundary conditions” using a quarter wheel and a half wheel as
computational domains.
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Figure 4.9: Average distribution of the computational costs in the routine “nrbcUn-
steady” for the half wheel conﬁguration.
decomposed circumferentially. Then, a boundary update is deﬁned in term of incom-
ing characteristics for each possible mode. So, lowering the amount of wave numbers,
will lower the amount of combinations for the frequency and the wave number. The
instantaneous characteristic boundary updates are reconstructed via an inverse Fourier
transform. In Figure 4.7, the task “Calculate target characteristics” is broken down into
its four main tasks. The circumferential Fourier transform represents about 80% of the
task, while the actual calculation of the target characteristic only represents 16.5%. In
TRACE, a Fourier transform library is used. Therefore, the computational costs of the
Fourier decomposition are deﬁned by the amount of data points deﬁned as input. So,
ignoring certain wave numbers will not lower its computational cost. This means that the
potential for an eﬃciency increase with this method is limited to the remaining 19.3% of
“Calculate target characteristics” per considered harmonic. Ignoring a harmonic entirely
skips the task “Calculate target characteristics”, for said harmonic.
To analyze the scaling properties of spectral NRBC in large conﬁgurations, the compu-
tational domain is enlarged from a quarter wheel to a half wheel. The number of cells
per blade passage remains unchanged and the number of timesteps per period is doubled.
Figure Figure 4.8, shows the comparison of the share of the application of the boundary
conditions for both domains. For the half wheel, the share of “Apply boundary condi-
tions” increases drastically from 19% to 35.3%. This corresponds to a total increase in
computational costs of the NRBC of 359%. The rest of the iteration loop increases nearly
linearly with the number of cells. The overall increase in computational costs of the iter-
ation loop is 147.2%
In Figure 4.9, the routine “nrbcUnsteady” is split into smaller tasks. Compared to the
base setup, the computational costs of “Barrier and Communication” are subject to an
increase of 2840.4%. This increase results mainly from the barriers and not from the
communication. The computational costs of “Calculate target characteristics” increase
by 108.8%. The Fourier transform at the boundaries are performed using the Fourier
transform library [18]. Therefore, the order of the costs for a Fourier transform of a band
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Figure 4.10: Comparison of the average percentage of the iteration loop represented by
“Apply boundary conditions” using various amount of harmonics in the
NRBC.
with n faces is reduced from O(n2) to O(nlog(n)). Here, the analysis shows that the
circumferential Fourier transform increases in costs by 110.3%. The computational costs
of the task “Scatter bands and free memory” see an increase of 300% compared to the
base setup. This strong increase is due to the fact that one bandmaster applies the NRBC
to two bands. It causes higher waiting times for the remaining processes. Unfortunately,
it is not possible to control the deﬁnition of the bandmasters.
Next, the number of processes used to simulate the setup is varied to observe if costs
through idle times increase. This variation does not show any strong variations in the
computational costs. The average costs of the iteration loop increase slightly with in-
creasing number of processes. This is due to the fact that blocks are not split to achieve a
better load balance eﬃciency. The costs to apply the NRBC decrease slightly when using
more processes.
Finally, the sets of harmonics used at the inlet and outlet NRBC are varied. Three simu-
lations are performed using 5, 20 and 60 harmonics at each boundary. Figure 4.10 shows
a comparison of the costs of the spectral NRBC considering the diﬀerent sets of harmon-
ics. The results show that, as expected, the computational costs of the application of the
NRBC decrease in a linear manner. Reducing the set of harmonics to 60 harmonics at
each boundary, already yields computational costs that are only double the costs of other
NRBC. The percentage of the iteration loop represented by the spectral NRBC is only
double the share resulting from using the 1D unsteady NRBC. In comparison to the base
setup, the computational costs of the iteration loop decrease by 12.8% when using 60
harmonics, by 14.9% when using 20 harmonics and by 15.9% when using 5 harmonics.
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4.3 Convergence
During the simulation of the base setup, the time averaged values at the boundaries con-
verge slowly towards the user deﬁned boundary values. This has already been observed
by Chassaing and Gerolymos [5]. They related the weak convergence to the temporal
Fourier coeﬃcients evolving slowly. In the current work, it is found that the small re-
laxation factor σ for updates of the mean ﬂow in equation (3.33) is also a reason for the
slow convergence. For a stable setup the relaxation number is deﬁned as a function of the
number of timesteps per period Np,
σ(Np) =
4
Np
. (4.1)
This leads to approximately constant changes of boundary values in one period inde-
pendently of the temporal resolution. When simulating large conﬁgurations, like quarter
wheels, half wheels or full wheels, the period increases. So, Np has to be increased with
every added blade passage to achieve an equal temporal resolution of the blade passing
period. This leads to very small relaxation factors. For the base setup the relaxation
factor is σ = 4/768 = 0.0052. Figure 4.11 shows the convergence of the time averaged
pressure at the outlet of S2 for the base setup. Here, the red curve represents the original
relaxation factor and the black line represents the user deﬁned boundary value for the
outlet pressure
In a ﬁrst attempt to accelerate the convergence, the relaxation factor is multiplied by ﬁve.
This already yields a faster convergence without showing any signs of instability. This is
represented for the base setup by the blue curve in Figure 4.11. The factor ﬁve is chosen
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Figure 4.11: Temporal and spatial average of the pressure over the simulated timesteps
for diﬀerent relaxation factors at the outlet of S2.
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arbitrarily. This test shows that the relaxation factor used at the moment is far from the
limit of stability for this setup.
In a second attempt, the relaxation factor has been connected to the number of simulated
blade passages in each row. For that purpose, the relaxation factor is multiplied by the
number of simulated blade passages in the row adjacent to the boundary NB. This leads
to a relaxation factor of
σ =
4NB
Np
. (4.2)
This relaxation factor diﬀers at the inlet and at the outlet. The corresponding convergence
is represented by the green curve in ﬁgure 4.11. Here, the aim is to scale the relaxation
factor such that changes in boundary values over one blade passing period remains ap-
proximately constant. Therefore, increasing the size of the considered wheel segment or
the temporal resolution, does not lead to weaker convergence.
This method has the potential to signiﬁcantly improve the convergence rate of the bound-
ary values. But it is entirely empirical and needs testing regarding overall stability.
Another method which has not been pursued in the current work, is to connect the re-
laxation factor to the dominant frequency of unsteady ﬂuctuations in the row adjacent
to the boundary. In the base conﬁguration of Rig250, it corresponds to the blade passing
frequency of R2.
4.4 Results and Discussion
The current section focuses on how the prediction quality of the spectral unsteady NRBC
and the number of harmonics to which the modal approach is applied are related. A
concept for the reduction of the set of harmonics is developed. The objective is to ﬁnd
a set which is small enough to signiﬁcantly reduce the computational costs of spectral
NRBC, but large enough to not impair the solution.
This objective is achieved in four main steps. In a ﬁrst step, fundamental frequencies
of the conﬁguration are deﬁned. In a second step, sets of harmonics are deﬁned con-
taining a certain number of harmonics of all fundamental harmonics. Simulations using
these sets are performed. The variation of the solution stemming from the diﬀerent sets
is investigated. In a third step, the unsteady ﬂuctuations are analyzed individually at
each harmonic. This yields information about the relevance of each harmonic for the
suppression of spurious reﬂections. In a last step, with the information from the previous
steps, a ﬁnal set of harmonics is deﬁned and applied. Results generated using spectral
NRBC with a reduced set of harmonics are compared with results generated using other
NRBC.
4.4.1 Definition of Fundamental Frequencies
The frequencies included in the spectral NRBC are deﬁned as harmonics of the base
frequency. For the current test case, the base frequency is speciﬁed as the quarter wheel
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Table 4.2: Fundamental frequencies and their harmonics.
Fundamental frequency Harmonics of the base frequency
Mean ﬂow 0
Quarter wheel passing frequency 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, ...
S1 vane passing frequency (V PF1) 9, 18, 27, 36, 45, 54, 63, 72, 81, 90, ...
R2 blade passing frequency (BPF2) 7, 14, 21, 28, 35, 42, 49, 56, 63, 70, ...
S2 vane passing frequency (V PF2) 12, 24, 36, 48, 60, 72, 84, 96, 108, 120, ...
passing frequency, which is 848 Hz.
The zeroth harmonic represents the mean ﬂow and must be included in every setup.
Another fundamental frequency is the quarter wheel passing frequency. The harmonics
of this frequency are not expected to contain any strong unsteady ﬂuctuations. However,
including them in the setup may take into account hard to predict unsteady eﬀects, e.g.
perturbations caused by scatter modes.
The main unsteady eﬀects in the ﬂow ﬁeld are caused by blade and vane interactions.
Therefore, the blade passing frequencies are important for the representation of unsteady
ﬂuctuations. The seventh, ninth and twelfth harmonics of the base frequency correspond
to the blade passing frequencies of each row. These are deﬁned as fundamental frequencies.
A summary of the fundamental frequencies and their harmonics is presented in Table 4.2.
4.4.2 Reduction of the Set of Harmonics
In this section, in addition to the base setup described in section 4.2, four setups are
deﬁned. Each of them uses spectral NRBC with diﬀerent sets of harmonics. These sets
consist of a ﬁxed number of harmonics of the fundamental frequencies. The resulting sets
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Figure 4.12: Probe of the instantaneous pressure.
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Figure 4.13: Total pressure ratio over the mass ﬂow and isentropic eﬃciency over the
mass ﬂow for all sets of harmonics presented in Table 4.3.
are displayed in Table 4.3. Here, the names of the setups describe how many harmonics
of the fundamental frequencies are included in the NRBC. For example, the set “fund.
frequencies x 10” contains the ﬁrst ten harmonics of the fundamental frequencies. The
setup “All harmonics” corresponds to the base setup from section 4.2. It is the reference
setup for this analysis.
As ﬁrst step, the convergence of the simulations is checked. For that purpose, one probe is
positioned at the outlet boundary and one is positioned at the inlet boundary. Figure 4.12
displays the instantaneous pressure over time at the probes. The plots show the last two
simulated periods of the setup “All harmonics”. The pressure shows no variations in its
periodicity. Therefore, the solution is assumed to be fully converged. The runtime is
identical for all setups simulated in the current chapter.
Figure 4.13 displays the isentropic eﬃciency and the total pressure ratio plotted over
the mass ﬂow at the inlet boundary. The reduction of the sets of harmonics yields no
changes in isentropic eﬃciency, in total pressure ratio and in mass ﬂow compared to “All
Table 4.3: Sets of harmonics included in the spectral NRBC for each setup.
Setup Set of harmonics
All harmonics {0 - 307}
fund. frequencies x 20 {0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19,
20, 21, 24, 27, 28, 35, 36, 42 ,45, 48, 49, 54, 56, 60, 63, 70, 72,
77, 81, 84, 90, 91, 96, 98, 99, 105, 108, 112, 117, 119, 120, 126,
132, 133, 135, 140, 144, 153, 156, 162, 168, 171, 180, 192, 204,
216, 228, 240}
fund. frequencies x 10 {0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 12, 14, 18, 21, 24, 27, 28, 35, 36,
42 ,45, 48, 49, 54, 56, 60, 63, 70, 72, 81, 84, 90, 96, 108, 120}
fund. frequencies x 5 {0, 1, 2, 3, 4, 5, 7, 9, 12, 14, 18, 21, 24, 27, 28, 35, 36, 45, 48,
60}
fund. frequencies x 3 {0, 1, 2, 3, 7, 9, 12, 14, 18, 21, 24, 27, 36}
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harmonics”. Therefore, it does not change the operating point of the simulation. As
reference for the operating point, a steady computation of the conﬁguration is performed.
Compared to the steady setup, the unsteady setup result in a 0.26% larger mass ﬂow. The
total pressure ratio decreases by 0.22% and the isentropic eﬃciency increases by 0.4%.
The variable used to assess the reﬂections in the solution is the instantaneous unsteady
pressure at the start of a period. To eﬃciently capture the unsteady solution, TRACE
stores Fourier coeﬃcients of the latest period in each cell. With these coeﬃcients, the
ﬂow solution at every time step can be reconstructed. As it was described in section 3.2,
the zeroth temporal Fourier coeﬃcient of the ﬂow ﬁeld represents the temporal average
of the solution. The unsteady pressure is calculated by subtracting the zeroth Fourier
coeﬃcient of the pressure from the instantaneous pressure for each cell in the domain,
p˜ = p− p¯ with p¯ ≈ pˆω=0. (4.3)
Figure 4.14 shows the distribution of the instantaneous relative Mach number and of the
instantaneous unsteady pressure at the start of a period. Here, S1 shows a supersonic
area in the front section of the suction side, delimited by a shock. Further, the ﬁrst half
of R2 is supersonic and contains two shocks, a detached shock at the leading edge of the
blade and a shock in the blade passage. S2 has only very small supersonic areas in the
front section of the suction side of its vanes.
In S1, the main source for unsteady pressure ﬂuctuations is the leading edge shock of R2.
The unsteady waves resulting from the shock decay fast in S1. Therefore, the unsteady
pressure at the inlet boundary is small. The leading edge shock of R2 is reﬂected at
the vane of S1. The reﬂected shock partly propagates downstream. This is the major
source for unsteady pressure in R2. Further, unsteady waves propagate upstream from
the leading edge of S2 into R2. In S2, the interaction between the R2 wakes and the
S2 vanes, yield strong unsteady perturbations in the vane passage. Here, the maximum
(a) Relative Mach number (b) Unsteady pressure
Figure 4.14: Distribution of the instantaneous relative Mach number and the instanta-
neous unsteady pressure in “All harmonics”, at the start of a period.
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(a) “fund. frequencies x 3” (b) “fund. frequencies x 5”
(c) “fund. frequencies x 10” (d) “fund. frequencies x 20”
Figure 4.15: Diﬀerences in unsteady pressure between the solution of “All harmonics”
and the solution of the other setups presented in Table 4.3, at the start of
a period.
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unsteady pressure of 39600 Pa is reached. These unsteady ﬂuctuations weaken before
reaching the outlet boundary.
Figure 4.15 displays, the diﬀerences in unsteady pressure between “All harmonics” and
the other four setups presented in Table 4.3. The diﬀerence is calculated by subtracting
the instantaneous unsteady pressure of each solution from the instantaneous unsteady
pressure of the solution of “All harmonics”.
As expected, reducing of the set of harmonics increases the amount of diﬀerences in the
domain. At the inlet boundary, the diﬀerences in unsteady pressure stay below 1 Pa in
all four setups. Even though these diﬀerences are very small, Figure 4.15 (a) shows that
they can propagate into the entire domain. This implies that an insuﬃcient non-reﬂecting
behavior at the inlet boundary impacts the entire solution. If the number of harmonics
is increased to ﬁve, the diﬀerences originating from the inlet do not propagate into the
domain anymore. If the number of harmonics is increased to 20 harmonics of the funda-
mental frequencies, the diﬀerences at the inlet vanish completely.
At the outlet boundary the reﬂection induced unsteady ﬂuctuations are signiﬁcantly
stronger than at the inlet boundary. For “fund. frequencies x 3”, the maximum dif-
ference is 811 Pa, in “fund. frequencies x 5” it decreases to 360 Pa, in “fund. frequencies
x 10” it drops to 29 Pa and in “fund. frequencies x 20” it the diﬀerences stay below 2 Pa.
These maximum values are all located directly on the outlet boundary. These upstream
running ﬂuctuations decay fast and lose most of their energy before reaching the S2 vane.
Figure 4.16: Distribution of the unsteady pressure on the second vane of S2, at the start
of a period.
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Figure 4.15 (b) and (c) display that the upstream running waves are not able to pass R2.
The inlet in “fund. frequencies x 3” shows similar diﬀerences in unsteady pressure as the
outlet in “fund. frequencies x 20”. However, the upstream running waves originating from
the outlet in “fund. frequencies x 20” vanish in the passage of S2. This shows that, while
in the current test case the reﬂections at the outlet show higher amplitudes, their impact
on the domain seems more restricted by their upstream running character.
In the following, the unsteady pressure distribution on the blades and vanes of the diﬀerent
rows are analyzed. Since the unsteady pressure distribution varies in time, diﬀerent blades
show diﬀerent temporal states of the unsteady pressure. Therefore, all blades must be
considered during this analysis. However, in order to keep this section compact, plots in
the current work focus on the blade with the highest local diﬀerence between the setups
of Table 4.3.
In accordance to the previous results, in R2 and in S1, the impact of the reduced set of
harmonics on the blades unsteady pressure distribution is very small. When using only
three harmonics of the fundamental frequencies, in S1, the highest local diﬀerence to “All
harmonics” is 3 Pa. In R2, the maximum diﬀerence increases to 6 Pa, because of the
reﬂections originating from the outlet boundary. The maximum diﬀerence in S1 does not
decrease, when using 20 harmonics of the fundamental frequencies. In R2, it decreases to
4 Pa.
Figure 4.16 displays the unsteady pressure distribution on the second vane of S2. In
contrast to S1 and R2, the reduction of the set of harmonics yields diﬀerences in the
unsteady pressure distribution of the S2 vanes. The diﬀerences are located in the rear
section of the pressure side of the vane. The largest local diﬀerence in unsteady pressure
between “All harmonics” and “fund. frequencies x 3” is 413 Pa. In “fund. frequencies
x 5”, it decreases to 49 Pa. For the other two setups, the maximum reﬂection induced
diﬀerences are 8.4 Pa in “fund. frequencies x 10” and 4 Pa in “fund. frequencies x 20”.
All simulations performed in this section show small diﬀerences in the unsteady pressure
compared to the overall unsteady pressure distribution on the blades surface. It is shown
in section 4.2, that reducing the number of harmonics in the spectral NRBC to 60 already
leads to good computational costs compared with other NRBC. Therefore, the setup
“fund. frequencies x 10”, with 41 harmonics at each boundary, provides a good eﬃciency.
Additionally, its impact on the solution on the blade surface is negligible. So, this is the
main setup for the further procedure of the current analysis.
4.4.3 Single Frequency Analysis
In this section, the Fourier coeﬃcients of the pressure are analyzed individually for each
harmonic. This allows to recognize irrelevant harmonics that are still included in the sets
of harmonics of “fund. frequencies x 10”. Further, gaining a better understanding of the
behavior of unsteady ﬂuctuations at each harmonic, helps to predict relevant harmonics
in other test cases.
In the following analysis, the relevance of each harmonic is evaluated using the amplitude
of the complex Fourier coeﬃcients of the pressure.
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Figure 4.17: Amplitudes of the Fourier coeﬃcients of the pressure at BPF2 in the do-
main.
The ﬁrst frequency to be analyzed is BPF2, which corresponds to the seventh harmonic
of the base frequency. Figure 4.17 shows the distribution of the amplitude of the seventh
harmonic of pressure. The rotor creates strong unsteady waves in both stators. In R2
itself, there are no unsteady pressure waves at BPF2. In S1 the strongest unsteady ﬂuctu-
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Figure 4.18: Amplitudes of the Fourier coeﬃcients of the pressure at the harmonics of
BPF2 at the boundaries.
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ations are found at its interface to R2, reaching amplitudes up to 14900 Pa. The unsteady
waves propagating upstream decay fast. On the suction side of the vanes, the ﬂuctuations
are limited by the supersonic shock. Even though the rest of the channel remains sub-
sonic, unsteady perturbations reaching the inlet boundary show very small amplitudes.
The waves entering S2 show smaller amplitudes than those entering S1. When interacting
with the vanes, the amplitudes of the unsteady waves increase up to 26700 Pa. This leads
to overall stronger unsteady eﬀects in S2 than in S1. The amplitudes of the unsteady
waves decrease after the vanes and reach the outlet boundary with amplitudes smaller
than 6600 Pa.
The behavior of unsteady ﬂuctuations at frequencies corresponding to the higher har-
monics of BPF2 is very similar to that of the unsteady perturbations shown in Figure 4.17.
At increasing frequencies, the amplitudes of the ﬂuctuations entering the stators decrease.
Further, the unsteady waves vanish after a shorter distance. Figure 4.18 shows the ampli-
tude of the pressure along the inlet boundary and along the outlet boundary associated
with the ﬁrst ﬁve harmonics of BPF2. In accordance to Figure 4.17, it shows that un-
steady ﬂuctuations are at least one order of magnitude larger at the outlet than at the
inlet. Furthermore, the decrease in amplitude with increasing frequencies is stronger at
the inlet boundary. The reason for that is that at higher harmonics the distance of propa-
gation of the upstream running waves decreases more than for downstream running waves.
Figure 4.19: Amplitudes of the Fourier coeﬃcients of the pressure at V PF1 in the do-
main.
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Figure 4.19 and Figure 4.20 display the amplitudes of the Fourier coeﬃcient of the pressure
at the frequencies V PF1 and V PF2, which correspond to the ninth and twelfth harmonics
of the base frequency, respectively. At both harmonics, unsteady ﬂuctuations occur only
in R2.
Perturbations at V PF1 originate from S1 and propagate downstream through R2. When
entering R2, unsteady waves show amplitudes up to 1550 Pa. Around the leading edge
of R2 and around the passage shock they reach their maximum of 10475 Pa. Due to the
wake induced unsteady lift, the ﬂuctuations in V PF1 are stronger in the rear section of
R2, leaving the rotor with amplitudes up to 2000 Pa.
Pressure ﬂuctuations in the twelfth harmonic of the base frequency propagate upstream
from S2 to R2. The highest amplitudes of up to 4250 Pa are located at the interface be-
tween R2 and S2. The unsteady waves vanish entirely before reaching the passage shock
in R2. Therefore, they are only present in the rear section of R2. Overall the stator
induced unsteady ﬂuctuations are weaker than the rotor induced ﬂuctuations.
Fluctuations associated with the higher harmonics of V PF1 and V PF2 show the same be-
havior as those at their respective fundamental frequency, but with decreasing amplitudes
and propagation distance.
For harmonics which are not harmonics of V PF1, BPF2 or V PF2 the amplitudes in the
entire ﬂow ﬁeld are negligibly small. Solely, at the third harmonic of the base frequency
Figure 4.20: Amplitudes of the Fourier coeﬃcients of the pressure at V PF2 in the do-
main.
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Figure 4.21: Amplitudes of the Fourier coeﬃcients of the pressure at the third harmonic
of the base frequency in the domain.
and at its higher harmonics unsteady ﬂuctuations occur. Figure 4.21 shows the distri-
bution of the pressure amplitude at the third harmonic of the base frequency. At this
harmonic, the behavior of pressure ﬂuctuations is very similar to that at V PF2. The
ﬂuctuations are negligible in both stators and are present only in the rear section of R2.
This implies that these perturbations also originate from S2. Here, the perturbations are
unable to pass the channel shock in R2. In contrast to V PF2, the maximum amplitude of
1250 Pa is located around the channel shock and not at the interface to S2. When increas-
ing the frequency to the sixth harmonic of the base frequency, the maximum amplitude
increases to 5660 Pa and shifts towards the interface between R2 and S2. The amplitude
at this harmonic are of the same order of magnitude as at V PF2. The development of
the behavior of the unsteady perturbations associated with the harmonics of the third
harmonic is not entirely clear because they often correspond to the harmonics of V PF1
and V PF2.
There are two possible sources for pressure ﬂuctuations in the third harmonic. The ﬁrst
possibility is the non-linear interaction of waves ﬂuctuating with V PF1 and V PF2. This
results in a beat frequency corresponding to the third harmonic. The second and more
probable possibility is that these unsteady waves result from an indexing eﬀect. The
wakes of S1 are shredded in R2 and continue to the vanes of S2. Since S1 and S2 are in
the same frame of reference, the shredded wakes always impinge on S2 at the same loca-
tion. Due to the blade count ratio of S1 and S2, this leads to a periodicity of the steady
ﬂow in S2 every fourth vane. This periodicity is represented in Figure 4.22. Because
of the interaction of the vanes of S2 with this periodic ﬂow, R2 is subject to unsteady
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(b) Vane 2
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(c) Vane 3
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(d) Vane 4
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(e) Vane 5
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(f) Vane 6
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(g) Vane 7
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(h) Vane 8
Figure 4.22: Amplitude of the Fourier coeﬃcients of the pressure at BPF2 on the ﬁrst
eight vanes of S2.
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ﬂuctuations at the frequency V PF2/4. This frequency corresponds to the third harmonic
of the base frequency. The third harmonic is deﬁned as a new fundamental frequency, the
indexing frequency.
In summary, this section shows that, for the current test case, the spectral NRBC only
need to include harmonics of BPF2. At all other fundamental frequencies and their har-
monics, the pressure ﬂuctuations are negligible in the rows adjacent to the boundaries.
The amplitudes of the pressure ﬂuctuation at the frequencies V PF1, V PF2 and at the
indexing frequency on the boundaries are plotted in Figure 4.23. These frequencies corre-
spond to the ninth, the twelfth and the third harmonics of the base frequency, respectively.
These results are only applicable to a stator-rotor-stator conﬁguration.
The results can be generalized to deﬁne a general concept, which is applicable to other
conﬁgurations. The most important insight gained through this analysis is that unsteady
ﬂuctuations are only relevant at a boundary, if the row, where the ﬂuctuation originates
from, has a diﬀerent rotational speed than the boundary. So, for single shaft conﬁgura-
tions, if a rotor is adjacent to the boundary, only vane passing frequencies of the stators
must be included in the set of harmonics and vice versa.
The indexing frequency must be included in the set of harmonics, if the conﬁguration
comprises two rows with corresponding rotational speed and one of these rows is not posi-
tioned at a boundary. So, for single shaft conﬁgurations, at least four rows are needed for
the indexing frequency to be relevant at the boundaries. In two row conﬁgurations, there
cannot be any rotor-rotor or stator-stator interactions. When simulating three rows, an
indexing eﬀect can be observed. But, it only yields unsteady ﬂuctuations in the center
row. If a fourth row is added, the ﬂuctuations induced by the indexing eﬀect of the ﬁrst
row on the third row yields unsteady ﬂuctuations in the fourth row. These can be reﬂected
at the boundary. Similarly to the blade passing frequencies, unsteady ﬂuctuations at the
indexing frequency and its harmonics are only relevant at boundaries adjacent to stators,
if they result from a rotor-rotor interaction and vice-versa.
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Figure 4.23: Amplitudes of the Fourier coeﬃcients of the pressure at the ninth har-
monic (V PF1), at the twelfth harmonic (V PF2) and at the third harmonic
(indexing frequency) at the boundaries.
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4.4.4 Application of the Concept
Using the concept developed in the last section, the set of harmonics used in “fund.
frequencies x 10” is reduced further. The new set is presented in Table 4.4. It contains
only ten harmonics of BPF2 and the zeroth harmonic. A simulation using the setup “R2
x 10” is performed.
Table 4.4: Set of harmonics included in the NRBC for the ﬁnal setup of Rig250.
Setup Harmonic set
R2 x 10 {0, 7, 14, 21, 28, 35, 42, 49, 56, 63, 70}
Figure 4.24, Figure 4.25 and Figure 4.26 show the unsteady pressure distribution on the
ninth vane of S1, on the third blade of R2 and on the second blade of S2 at the start of a
period. In S1, the maximum diﬀerence between “R2 x 10” and “All harmonics” remains
unchanged at 3 Pa. In R2, the diﬀerences in unsteady pressure peak at two locations on
each blade, at the front section of the suction side and at the rear section of the pressure
side. These locations are circled in blue in Figure 4.25. The peaks lead to an increase
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Figure 4.24: Comparison of the unsteady pressure distribution on the ninth vane in S1
for the setups “All harmonics”, “fund. frequencies x 10” and “R2 x 10”, at
the start of a period.
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Figure 4.25: Comparison of the unsteady pressure distribution on the third blade in R2
for the set ups “All harmonics”, “fund. frequencies x 10” and “R2 x 10”,
at the start of a period.
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Figure 4.26: Comparison of the unsteady pressure distribution on the second vane in S2
for the setups “All harmonics”, “fund. frequencies x 10” and “R2 x 10”, at
the start of a period.
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Figure 4.27: Diﬀerence in unsteady Pressure between “All harmonics” and “R2 x 10”,
at the start of a period.
of the maximum diﬀerence in R2, from 6 Pa to 15 Pa. In S2, the maximum diﬀerences
between “R2 x 10” and “All harmonics” increases from 8.4 Pa to 14 Pa.
Figure 4.27 shows the diﬀerence in unsteady pressure between “R2 x 10” and “All
harmonics”. Compared to “fund. frequencies x 10”, the reﬂections increase slightly around
the inlet boundary. They remain unable to propagate further into the domain. In R2,
the diﬀerence in unsteady pressure increases around the passage shock. At the center of
the shock the diﬀerence increases up to 21 Pa. This interaction explains the two peaks
observed on the blade of R2. The overall reﬂected ﬂuctuations originating from the outlet
also increase slightly and reach a local maximum of 41 Pa.
Overall, the diﬀerences resulting from the reduction of the set of harmonics from “All
harmonics” to “R2 x 10” are small.
For Figure 4.28, the test case is simulated using the various NRBC presented in sec-
tion 3.3 and the resulting operating points are plotted. It shows that reducing the set
of harmonics from “All harmonics” to “R2 x 10” does not change the operating point.
Using 1D unsteady NRBC or approximate NRBC leads to a decrease of the mass ﬂow by
0.4%. Using 2D Steady NRBC leads to a reduction of the isentropic eﬃciency by 0.4%
and a reduction of the total pressure ratio by 0.196%. Since those diﬀerences are small,
the same operating point is computed with all NRBC.
The impact of using diﬀerent NRBC on the solution of the test cases becomes clearer,
when looking at the at the unsteady pressure distribution on the blades. Figure 4.29,
Figure 4.30 and Figure 4.31 show the unsteady pressure distribution in each row for dif-
47
4 Rig250
0.340 0.341 0.342
Mass flow [kg/s]
0.856
0.858
0.860
0.862
0.864
Is
e
n
tr
o
p
ic
e
ffi
ci
e
n
cy
[-
] All harmonics
R2 x 10
2D steady
1D unsteady
Approximate
Steady
0.340 0.341 0.342
Mass flow [kg/s]
1.523
1.524
1.525
1.526
1.527
1.528
to
ta
l
p
re
ss
u
re
ra
ti
o
[-
]
All harmonics
R2 x 10
2D steady
1D unsteady
Approximate
Steady
Figure 4.28: Total pressure ratio over the mass ﬂow and isentropic eﬃciency over the
mass ﬂow for various NRBC.
ferent NRBC. It is shown in Figure 4.15 that the reﬂection induced unsteady ﬂuctuations
in S1 are smaller than in S2. Therefore, on the ninth vane of S1, all solutions show similar
unsteady pressure distributions. Solely, the distribution of 1D unsteady NRBC diﬀers
from the others. In R2, the discrepancy between the diﬀerent NRBC increases. Again,
the result from the 1D unsteady NRBC show large diﬀerences to the other NRBC.
Reaching S2, the reﬂected ﬂuctuations are signiﬁcantly stronger than at the front of the
domain, leading to even larger diﬀerences between the various NRBC. Here, particularly
the use of 2D steady NRBC results in stronger unsteady pressure ﬂuctuations compared
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Figure 4.29: Comparison of the unsteady pressure distribution on the ninth vane in S1
for diﬀerent NRBC, at the start of a period.
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Figure 4.30: Comparison of the unsteady pressure distribution on the third blade in R2
for diﬀerent NRBC, at the start of a period.
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Figure 4.31: Comparison of the unsteady pressure distribution on the second vane in S2
for diﬀerent NRBC, at the start of a period.
49
4 Rig250
with spectral NRBC.
Over the entire domain, using approximate NRBC yields the smallest diﬀerences com-
pared to using spectral NRBC. Still, in S2 the diﬀerence in unsteady pressure between the
two NRBC reaches up to 7450 Pa. Compared to the results generated using other NRBC,
the results of “R2 x 10” are in a perfect agreement with the results of “All harmonics”.
This shows that reducing the set of harmonics of the spectral NRBC using the concept
derived from section 4.4.3 does not impair the prediction accuracy of the spectral NRBC.
From “fund. frequencies x 10” to “R2 x 10” the number of harmonics is reduced from 41
to 11. The results of the performance analysis (section 4.2) show that the computational
costs of the application of the spectral NRBC decrease linearly, when reducing the number
of harmonics. Therefore, the computational costs for the application of the NRBC with
11 harmonics can be interpolated from the result of 20 and 5 harmonics. Compared to a
full set of harmonics, the computational costs of the application of the boundary condi-
tions decrease by 80.16%. For the average iteration loop, the costs decrease by 15.51%.
Compared to the approximate boundary conditions, the spectral NRBC using the reduced
set of harmonics are 1.24% slower during the iteration loop.
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In this chapter, the ﬁndings of chapter 4 are validated using a second test case. The chosen
conﬁguration is a three-dimensional low-pressure steam turbine stage. This test case is
based on a generic blade design generated by Alstom Power in Rugby. The conﬁguration
was modiﬁed at the Durham University by Burton [4]. Qi et al. [22] present this turbine
stage as an open test case for ﬂutter analysis of steam turbines. All information about
the test are obtainable on the website [6].
Qi et al. [22] deﬁne a long domain and a short domain for this turbine stage. While
the long domain comprises a stator, a rotor and a diﬀuser, the short domain does not
include the diﬀuser. In the current work, the short domain is chosen. In this domain, the
outlet boundary of the rotor is only approximately 0.2 chord length away from the blades
[22]. The proximity of the boundary to the rotor blades leads to oscillating trailing edge
shocks impinging on the outlet boundary [27]. Therefore, the short domain represents a
challenging test case for the NRBC.
The rotor blades are 0.92 m long, highly twisted, with a tip stagger angle of 67° at the
tip. The rotational speed of the rotor is 3000 rpm [6]. The tip gap is 4.2 mm wide [27].
The blade counts of the stator and the rotor are 60 and 65 respectively. This allows to
reduce the computational domain from a full wheel to a ﬁfth wheel. This corresponds to
12 vanes in the stator and 13 blades in the rotor.
In section 5.1, the computational setup for the simulation of the turbine stage is described.
In section 5.2, a reduced set of harmonics is deﬁned for the spectral NRBC using the
concept from chapter 4. The test case is simulated using spectral NRBC with the reduced
set of harmonics as well as with a complete set of harmonics. Further, as a base for
comparison, the turbine stage is computed using 1D unsteady NRBC, 2D steady NRBC
and approximate NRBC. The analysis of the results starts with the description of the
ﬂow solution in the stage. Then, the operating points resulting from the diﬀerent setups
are compared. Finally, the impact of the reduced set of harmonics on the non-reﬂecting
behavior at the boundaries is analyzed. In section 5.3, a fast method for the veriﬁcation
of the suitability of a set of harmonics is presented.
5.1 Computational Set-Up
For the current test case, the ﬂow solver TRACE is used. A description of TRACE can be
found in section 4.1.2. The spatial and temporal discretization methods used to compute
the turbine stage correspond to those used for the Rig250.
The temporal resolution is 832 timesteps per period. This corresponds to 64 timesteps per
rotor blade passage. At each timestep, 30 subiterations are performed. The CFL number
is preset to 150. The computational mesh used to simulate the test case is generated at
the DLR’s institute for Propulsion Technology and has already been used by Schlüß and
Frey [27] yielding good results. The mesh consists of 42,747,744 cells. This resolution is
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ﬁner than the initial mesh used by the KTH group [6, 27]. The conﬁguration is split into
532 blocks and it is computed with 360 processes.
Petrie-Repar et al. [21] compared simulations of the turbine stage where the ﬂow is mod-
eled as wet-steam or as ideal gas. He showed that for a ﬂutter analysis both models lead
to equally good results. For the ideal gas model, the speciﬁc heat ratio of the gas is set
to γ = 1.12, the ideal gas constant is set to R = 461.52 J/kgK and the dynamic viscosity
is set to η = 1.032× 10−5 Ns/m2. These parameters remain constant in the entire stage.
For the simulations performed in the current chapter, only the correct representation of
the ﬂow’s characteristics is important. The correct prediction of the performance of the
stage is only of secondary importance. Therefore, in the current work, the ideal gas model
is employed.
The ﬂow ﬁeld in the turbine is assumed to be fully turbulent. The hub, the tip, the blades
and the vanes, are computed as viscid walls. For the blades and vanes, a low Reynolds
modeling approach is used for the turbulent boundary layer. For the hub and casing
boundary layers, wall functions are used. At the circumferential limits of the domain,
periodic boundaries are prescribed. At the inlet and outlet boundaries, NRBC are used.
For the interface between the stator and the rotor, the same sliding grids are applied as
for Rig250.
As inﬂow boundary values, radial distributions of the total pressure, of the total temper-
ature and of the velocity angles are found on the website of the test case [6]. At the inlet,
the average total pressure is 27000 Pa and the average total temperature is 340 K. For
the deﬁnition of the outﬂow boundary, the boundary values of Schlüß and Frey [27] are
used. They extracted a radial pressure proﬁle at the rotor outlet from a steady simula-
tion of the long domain. For this simulation, an average exit pressure of 8800 Pa with a
radial equilibrium condition is imposed at midspan of the diﬀuser outlet. For unsteady
computations, the solution is initialized using a precomputed steady solution.
5.2 Validation of the Concept
The rotor has a rotational speed of 3000 RPM. This yields a ﬁfth wheel passing frequency
of 250 Hz. A complete set of harmonics for the spectral NRBC is comprised of 332
harmonics. Following the concept derived from the analysis of Rig250, the set of harmonics
is reduced. In this test case, the reduced sets are diﬀerent at the inlet and at the outlet. At
the stator inlet, the relevant harmonics are the harmonics of the blade passing frequency
Table 5.1: Sets of harmonics included in the spectral NRBC in the setups for the Durham
Steam Turbine.
Setup Set of harmonics
All harmonics {0-331}
Reduced set Inlet: {0, 13, 26, 39, 52, 65, 78, 91, 104, 117, 113}
Outlet: {0, 12, 24, 36, 48, 60, 72, 84, 96, 108, 120}
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Figure 5.1: Schematic of the simpliﬁed deﬁnition of the relative span for the long domain
of the Durham Steam Turbine stage [27].
of the rotor. At the rotor outlet, the relevant harmonics are the harmonics of the vane
passing frequency of the stator. In this turbine stage, there is no indexing frequency since
only two rows are simulated. The reduced sets of harmonics comprise ten harmonics of
the relevant fundamental frequencies and the zeroth harmonic. This yields the sets of
harmonics described in Table 5.1.
To simplify the comparison of results computed using diﬀerent CFD solver, the KTH
group presented a simpliﬁed deﬁnition for the relative span Rrel [6] given by
Rrel =
r − 0.713
0.576294 (x+ 1.102)
. (5.1)
Figure 5.1 represents a schematic of the relative span distribution in the long domain.
In the following sections, all plots of the turbine stage are plotted at constant relative
span deﬁned by equation (5.1). Instantaneous values are always plotted at the start of a
period.
Figure 5.2 displays the density gradient magnitude and the unsteady pressure distribution
in the ﬂow for the setup “All harmonics” at 30%, 60% and 90% span. Here, the density
gradient magnitude is dark for high values and bright if nearing zero. The transonic ﬂow
ﬁeld in the stage leads to a complex system of shocks. In the vane passage of the stator,
the ﬂow is accelerated to Ma > 1. This leads to an expansion zone on the pressure
side of the vane. The acceleration in the passage decreases with increasing relative span.
Therefore, the intensity of the expansion also decreases with increasing span. At 30% and
60% relative span, the expansion zone ends with the trailing edge shock of the neighboring
blade. At 90% relative span, the expansion zone is small and there is no pressure side
53
5 Durham Steam Turbine
(a) Relative Span = 30%
(b) Relative Span = 60%
(c) Relative Span = 90%
Figure 5.2: Pseudo schlieren image and unsteady pressure distribution for the setup “All
harmonics”, at the start of a period.
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Figure 5.3: Unsteady pressure distribution at the outlet of the rotor, at the start of a
period.
trailing edge shock. On the suction side of the trailing edge, a shock propagates towards
the rotor, where it interacts with the rotor blades creating unsteady waves. This shock
and its interaction with the rotor weakens with increasing span. At 90% relative span,
the shock leaves the leading edge and moves onto the suction side of the vane. It does
not reach the rotor blades anymore.
Entering the frame of reference of the rotor, the ﬂow is subsonic. It is accelerated to
Ma > 1 in the rotor passage. An expansion zone is located on the suction side of the
leading edge. This zone becomes larger with increasing span. At the trailing edge of the
blades there is a ﬁsh tail shock. The suction side branch of the shock impinges directly on
the outlet boundary. The pressure side branch of the shock impinges on the neighboring
blade ﬁrst, before being reﬂected towards the outlet boundary. The pressure side branch
of the shock is weak at 60% relative span.
The main source for unsteady pressure ﬂuctuations in the ﬂow is the trailing edge shock of
the stator. In the frame of reference of the rotor, the shock is unsteady and interacts with
the rotor blades. The strongest stator trailing edge shocks are located around 30% relative
span. When hitting the rotor, strong upstream running unsteady waves are created. These
unsteady waves decay fast. Therefore, the unsteady ﬂuctuations are small at the inlet
boundary. The stator rotor interaction also causes unsteady perturbations on the rotor
blade, which propagate downstream to the outlet boundary. At 60% relative span, the
interaction of the stator shock with the rotor is smaller than at 30% relative span. The
stator-rotor interactions do not generate strong upstream running waves anymore. At
90% relative span, the stator shock has become too weak to reach the rotor. So, only
weak unsteady ﬂuctuations are present in the ﬂow at this spanwise location.
Figure 5.3 shows the unsteady pressure distribution at the outlet of the stage. The
strongest unsteady pressure waves reaching the boundary are located around 30% relative
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Figure 5.4: Probes of the instantaneous pressure at the outlet boundary of the turbine
stage (see Figure 5.14).
span. The unsteady pressure at the entire inlet boundary is negligibly small.
Before analyzing the impact of the reduced set of harmonics on the prediction accuracy,
the operating points of each setup are compared and the convergence of the simulations
is checked. A single passage steady simulation is performed. This simulation is used as
reference for the operating point. In the steady setup, a mixing plane is used as interface
between the stator and the rotor. The setup using approximate NRBC is unstable and
thus does not yield any usable results.
To check the convergence of the simulations, probes at the outlet of the domain are an-
alyzed. The exact positions of the probes are presented later in Figure 5.14. Figure 5.4,
displays the instantaneous pressure over time for the last period of “All harmonics”. Here,
the solution of the probes 7 and 11 at the outlet are represented. The plots display no
variations of the periodicity of the pressure. Therefore, the solution is assumed to be fully
converged. The runtime is identical for all setups simulated in the current chapter.
Figure 5.5 and Figure 5.6 display the temporal average of the pressure on the vane of the
stator and on the blade of the rotor at 60% relative span. With p¯ ≈ pω=0, the temporal
average of the pressure is given by the zeroth Fourier coeﬃcient of the solution. Here,
“Steady” corresponds to the steady setup.
On the stator vane, all setups yield corresponding pressure distribution until, at approx-
imately 0.55 relative chord, the trailing edge shock of the neighboring vane impinges.
Further downstream on the suction side, the pressure distribution is still identical for the
unsteady setups. But, for the steady setup, the pressure distribution diﬀers. This hints
towards an unsteady rotor interaction, which is not resolved in the steady computation
due to the mixing plane approach.
In the rotor, on the pressure side of the blade, the unsteady solutions are in a good agree-
ment with the steady solution. On the suction side, there is a leading edge separation. In
this area, the unsteady setups predict a higher pressure than the steady setup. Around
0.65 chord length, the trailing edge shock of the neighboring blade impinges on the suction
side of the current vane. After that, the pressure stays approximately constant. In the
area of constant pressure, the results from the setup using 1D unsteady NRBC diﬀers
from the other simulations.
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Figure 5.5: Comparison of the temporal average of the pressure pω=0 for each unsteady
setup with the pressure in the steady setup at 60% relative span on the ﬁfth
vane of the stator, at the start of a period.
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Figure 5.6: Comparison of the temporal average of the pressure pω=0 for each unsteady
setup with the pressure in the steady setup at 60% relative span on the ﬁfth
blade of the rotor, at the start of a period.
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Table 5.2: Comparison of the mass ﬂow and the total pressure ratio using diﬀerent se-
tups.
Setup Mass ﬂow [kg/s] Total pressure ratio [-]
All harmonics 85.41 1.65138
Reduced set 85.41 1.65139
1D unsteady 85.41 1.65124
2D steady 85.41 1.65136
Steady 85.43 1.30253
Table 5.2 lists the mass ﬂow and the total pressure ratio of the turbine stage for each
setup. All setups predict the same mass ﬂow. For the unsteady setups, the total pressure
ratio only shows small variations. In comparison, the steady setup yields a signiﬁcantly
lower total pressure ratio. This is a result of using a mixing plane at the interface between
the stator and the rotor. Mixing out the ﬂow leads to additional mixing losses. These
reduce the total pressure ratio of the stage.
Figure 5.7, Figure 5.8 and Figure 5.9 show the the unsteady pressure distribution on the
second vane of the stator at 30%, 60% and 90% relative span. Here again, the unsteady
ﬂuctuations in the stator are very small and they decrease with increasing span. Therefore,
no reﬂections occur at the inlet boundary. In the stator, all NRBC yield the exact same
results.
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Figure 5.7: Comparison of the unsteady pressure distribution on the second vane of the
stator at 30% relative span for diﬀerent NRBC, at the start of a period.
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Figure 5.8: Comparison of the unsteady pressure distribution on the second vane of the
stator at 60% relative span for diﬀerent NRBC, at the start of a period.
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Figure 5.9: Comparison of the unsteady pressure distribution on the second vane of the
stator at 90% relative span for diﬀerent NRBC, at the start of a period.
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Figure 5.10, Figure 5.11 and Figure 5.12 show the unsteady pressure on the tenth
blade of the rotor at 30%, 60% and 90% relative span. On the pressure side of the blade,
using diﬀerent NRBC does not yield any diﬀerences in the solution. This is the case at
all radial positions. On the suction side, all solutions yield corresponding results until
the trailing edge shock of the neighboring blade impinges. At this point, the setups using
2D steady NRBC and 1D unsteady NRBC yield diﬀerent unsteady pressure distributions
than the spectral NRBC. This implies that unsteady reﬂections originating at the outlet
cannot pass the pressure side branch of the trailing edge shock. At 90% relative span,
the location where the shock of the neighboring blade impinges shifts toward the trailing
edge of the blade when using 1D unsteady NRBC. At 30% relative span, the largest
diﬀerence in unsteady pressure between the solutions generated with spectral NRBC and
other NRBC is about 195 Pa. At 60% relative span, the diﬀerence decreases to 133 Pa
and at 90% relative span, to 28 Pa, if the shift of the shock is ignored. In contrast,
the largest diﬀerence in unsteady pressure caused by reducing the number of harmonics
in the spectral NRBC is 3.45 Pa. This shows once more that, if the concept developed
in chapter 4 is followed, reducing the number of harmonics, does not inﬂuence the ﬂow
solution.
In order to assess the increase in eﬃciency resulting from the reduction of the number of
harmonics, GPTL is used on this test case. Figure 5.13 exhibits the percentage of the
iteration loop represented by “Apply boundary conditions”, for 1D unsteady NRBC, for
2D steady NRBC and for spectral NRBC combined with the reduced and the complete
set of harmonics. Here, GPTL is applied for 208 timesteps. The number under the pie
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Figure 5.10: Comparison of the unsteady pressure distribution on the tenth blade of the
rotor at 30% relative span for diﬀerent NRBC, at the start of a period.
60
5.2 Validation of the Concept
0.0 0.2 0.4 0.6 0.8 1.0
Relative Chord [-]
−1500
−1000
−500
0
500
1000
U
n
st
e
a
d
y
P
re
ss
u
re
[P
a
]
Rotor - Blade 10 at 60% relative span
2D steady NRBC
1D unsteady NRBC
Spectral NRBC: All harmonics
Spectral NRBC: Reduced set
Figure 5.11: Comparison of the unsteady pressure distribution on the tenth blade of the
rotor at 60% relative span for diﬀerent NRBC, at the start of a period.
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Figure 5.12: Comparison of the unsteady pressure distribution on the tenth blade of the
rotor at 90% relative span for diﬀerent NRBC, at the start of a period.
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Figure 5.13: Comparison of the average percentage of the iteration loop represented by
“Apply boundary conditions” in “All harmonics” and in “Reduced set”.
charts, represent the time all processes spend in the iteration loop. The share of the
application of the boundaries in an average iteration loop decreases from 13.6% to 3.1%.
This corresponds to a decrease of 79.0% for the computational costs of the NRBC and
11.83% for the costs of the average iteration loop. Figure 5.13 shows that spectral NRBC
using the reduced set of harmonics yield costs of the same order of magnitude as 1D
unsteady NRBC and 2D steady NRBC. If the precision resulting from the reduced set is
not satisfactory, the number of considered harmonics can be doubled or even tripled. The
resulting computational costs would still be reasonable.
5.3 Verification Method for the Set of Harmonics
In chapter 4, relevant harmonics for the non-reﬂecting behavior of the two-dimensional
NRBC are identiﬁed by analyzing the unsteady ﬂuctuations at each harmonic individu-
ally. The problem with this method is that, for each harmonic, Fourier coeﬃcients must
be stored in each cell in the domain or at least at each boundary. This leads to high
memory requirements, especially in three-dimensional cases.
A more eﬃcient method is presented in this section. It utilizes analysis probes positioned
at the boundaries. These probes record the unsteady history of one cell each. The latest
period of the unsteady solution is Fourier decomposed.
For the turbine stage, 20 probes are deﬁned at each boundary. The placement of the
probes is shown in Figure 5.14. They are positioned at 5%, 25%, 50%, 75% and 95%
62
5.3 Verification Method for the Set of Harmonics
(a) Inlet boundary (b) Outlet boundary
Figure 5.14: Placement of the analysis probes in the steam turbine stage.
relative span. At each radial position, four probes are placed at 0%, 25%, 50% and 75%
of the pitch of one blade passage. In this conﬁguration, it is suﬃcient to place all probes
in one blade passage. If indexing eﬀects are present in the row adjacent to the boundary,
the probes need to be placed in a way that covers the periodicity of the average ﬂow. In
the conﬁguration simulated in chapter 4, the probes would need to be spread over four
neighboring blade passages on the outlet boundary.
The ﬂow recorded by the probe is Fourier transformed into the frequency domain. In the
current section, only a few probes are analyzed with regard to the pressure as an example
of the method.
In Figure 5.15, the amplitude of the temporal Fourier coeﬃcients of the pressure in the
probes 7, 10, 11 and 15 are plotted. The harmonics of the stator vane passing frequencies
are colored in red and the harmonics of the rotor blade passing frequency are colored in
green. As it is shown in Figure 5.2, there are no unsteady ﬂuctuations at the inlet bound-
ary. This is reﬂected in the Fourier decomposed solutions. Here, the ﬁrst harmonics of
the blade passing frequency of the rotor shows the largest amplitude, which is about 0.1
Pa. This is negligibly small. Therefore, NRBC are not necessary at the inlet boundary.
The amplitudes of the Fourier Coeﬃcients of the pressure for the probes at the outlet
are plotted in Figure 5.16. In contrast to the inlet boundary, the unsteady ﬂuctuations
at the outlet boundary are not negligible. The prediction that only the harmonics of the
blade passing frequency of the rotor are relevant at the outlet is supported. Further, these
plots display that with increasing relative span the amplitudes of the Fourier coeﬃcients
decrease. In probe 7, the amplitude of the ninth harmonic of the vane passing frequency is
smaller than 1 Pa. The amplitudes decrease with increasing frequency. Therefore, using
ten harmonics of the vane passing frequency of the stator is a good estimation to obtain
a good non-reﬂecting behavior at the outlet.
This Method grants information about the relevance of each harmonic in the considered
cell. This way, a comparison of the solution to a solution generated using a complete set
of harmonics is not necessary to estimate the quality of the non-reﬂecting behavior at the
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Figure 5.15: Fourier decomposed pressure for the probes a the inlet of the stator.
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Figure 5.16: Fourier decomposed pressure for the probes a the outlet of the rotor.
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boundary. If spurious reﬂections are observed in the solution, the Fourier decomposition
indicates which harmonics are missing in the set of harmonics.
One drawback of this method is that it covers only a small portion of the solution at
the boundary, therefore a good knowledge of the location of unsteady phenomena at the
boundaries may be necessary, to not miss any spatially local unsteady eﬀects. Here a
fast steady simulation of the conﬁguration, helps to identify where shocks and wakes im-
pinge on the boundary. Such a steady simulation often needs to be performed anyways,
to initialize the unsteady simulation. Another drawback of this method, is that it only
provides information about already simulated conﬁgurations.
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6 Conclusion
In this work, a concept to deﬁne reduced sets of harmonics for spectral NRBC was de-
veloped. In two test cases, reducing the number of considered harmonics following this
concept lead to a signiﬁcant decrease of computational costs, with no impact on the
prediction quality of the solution.
For the development of the concept, 1.5 stages of the research compressor Rig250 were
studied. A performance analysis on this test case was carried out. The results illustrated
the need for a reduction of the costs of spectral NRBC. Also, the reduction of computa-
tional costs in relation to the number of harmonics included in the NRBC was quantiﬁed.
Fundamental frequencies were deﬁned for this conﬁguration. These consisted of the base
frequency, the vane and blade passing frequencies of the diﬀerent rows, and the zeroth
harmonic. Several simulations, demonstrated that ten harmonics of the fundamental fre-
quencies suﬃce to achieve very good results. To further identify irrelevant harmonics, the
unsteady pressure at each harmonic was analyzed individually. In general, the relevant
harmonics for the NRBC were identiﬁed to be the harmonics of the vane and blade passing
frequencies of rows with diﬀerent rotation speed from that of the boundary. Furthermore,
an indexing eﬀect was observed in S2. This induced a periodicity of the steady ﬂow in S2.
This periodicity, manifested itself in R2 as unsteady ﬂuctuations at the third harmonic of
the base frequency. This indexing frequency was identiﬁed to be irrelevant for the spectral
NRBC, in the considered conﬁguration. A set of harmonics composed of ten harmonics of
BPF2 and the zeroth harmonic was used for a ﬁnal simulation of Rig250. The results of
this setup matched perfectly with the results generated using a complete set of harmon-
ics. The reduction from 308 harmonics to eleven harmonics lead to a reduction of 80%
of the computational cost of the spectral NRBC. This setup was also simulated using 1D
unsteady NRBC, 2D steady NRBC and approximate NRBC. The diﬀerent NRBC yielded
large diﬀerences in the unsteady pressure distribution on the blades, especially towards
the outlet.
To verify the concept derived from the simulations of the Rig250, a steam turbine stage
from the Durham University was chosen as second test case. This conﬁguration is highly
supersonic and comprises a complex system of shocks. Again, sets of eleven harmonics
were deﬁned at each boundary. At the inlet, the set comprised ten harmonics of the rotor
blade passing frequency and the zeroth harmonic, at the outlet, it comprised ten harmon-
ics of the stator vane passing frequency and the zeroth harmonic. Again, the results of this
setup matched perfectly with results obtained using a complete set of harmonics. This
test case was simulated using 1D unsteady NRBC, 2D steady NRBC and approximate
NRBC. In this conﬁguration, the approximate NRBC did not converge. The use of 1D
unsteady NRBC resulted in diﬀerence in the steady and unsteady pressure distribution
on the blades. The computational costs of spectral NRBC in combination with a reduced
set of harmonics were in the same order of magnitude as the computational costs of 1D
unsteady NRBC and 2D steady NRBC. Finally, a memory eﬃcient method was presented,
to assess the quality of a set of harmonics used in an unsteady simulation. This method
is based on the temporal Fourier decomposition of probes at the boundaries.
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6 Conclusion
To further decrease the costs of spectral NRBC, a similar concept can be developed
for the reduction of circumferential wave numbers included in the spectral NRBC. This
constitutes a more challenging task because the identiﬁcation of relevant wave numbers is
less straightforward. Additionally, the increase in eﬃciency is expected to be lower than
for the concept presented in the current work.
The topic of slow convergence was addressed in this work. The empirical method presented
to improve the convergence of the mean state has to be investigated in more detail. In
order to exhaust its full potential, its stability needs to be tested for other cases.
An important step for spectral NRBC to become state of the art in industrial applications
is to automatize the deﬁnition of an optimal set of harmonics. One possibility is to identify
relevant harmonics using a circumferential ﬂow decomposition of a steady solution, but
this is very complicated for complex multistage conﬁgurations. However, it would yield
optimal sets of harmonics adjusted to each case individually.
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