Criteria are obtained for the existence of oscillatory solutions to the third order differential equation y" f + p(t)y" + q(t)y f + r(t)y = 0. The asymptotic behavior of nonoscillatory solutions is also discussed, under the assumption that the equation has oscillatory solutions. Of primary concern are the cases when p(t) does not change sign and q(t) ^ 0, r(t) > 0, for which fewer criteria exist.
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Introduction.
Concerning the coefficients of (1.1) y
'" + p(t)y"+q(t)y'+r(t)y=O
we assume p", q', r continuous real valued functions on [α, oo) and we are interested in establishing effective criteria for the existence of an oscillatory solution of (1.1) i.e., a solution which changes sign on each half-line [t Qy + oo). We also discuss the asymptotic behavior of nonoscillatory solutions under the assumption that an oscillatory solution exists. Equation (1.1) is said to be oscillatory in case there exists at least one oscillatory solution; (1.1) is said to be disconjugate on [ί 0 , + °°), ί o = a, in case no nontrivial solution of (1.1) has more than two zeros on [t 0 , +oo). Disconjugacy, oscillation, and nonoscillation for (1.1) have been extensively studied by numerous authors; we refer the reader [15] , and the references therein. If p(t) = 0 and q(t) = 0, then the oscillatory behavior of (1.1) is much easier to determine and various well known integral and Kneser-type tests exist. For example, if r(t)^O and y'"+r(ί)y = 0 is disconjugate, then ( [10] ) (see also [1] , Lemma 2.6), and (1.6) lim inf t 3 r(t) > -^= φ y'" + r(t)y = 0 is oscillatory. /-** 3 V 3
The above remarks hold also for the case r(t)^O if r(t) is replaced by \r(t)\ in (1.2)-(1.6) since y'" + r(ί)y = 0 is disconjugate iff its adjoint is disconjugate, provided r(t) does not change sign (see [10] , Theorem 4.7) .
If [7] , [12] , [16] ). However, in the case p{t) = 0, q{t) ^ 0, r(t) > 0, much less is known; the author is aware of only the result of Lazer ([17], Theorem 1.3) which shows that (1.1) is oscillatory if p(r) = O, q(t) ^O, r(t)>0 and (1.7) This result is sharp, in a certain sense, in that it is both necessary and sufficient if q(t), r(t) are constants. We shall obtain below in §2 criteria for the existence of oscillatory solutions for this class of equations when (1.7) may not hold (e.g., for the case when r(t) is integrable). We actually shall consider the larger class of equations (1.1) in which q(t)^O, r(t) > 0, and p(t) does not change sign on [α, + oo). We shall relate the oscillatory behavior of (1.1) to the oscillatory behavior of a related third order equation of the form y'"+/?(ί)y=0 where R(t)^0 so that oscillation criteria of the type (1.4) or (1.6) may be applied. These criteria may then be extended by standard techniques to a class of equations which includes the case p(t) = 0, q(t)^O, r(f)<0 and thereby supplement the criteria of Heidel [12] and Lazer [17] .
In §3 we generalize and extend results of Jones [15] and Lazer [17] which gives sufficient conditions under which nonoscillatory solutions of (1.1) tend to zero as t tends to infinity, under the assumption that an oscillatory solution exists. Therefore, the oscillation criteria of §2 are also sufficient conditions which guarantee that all nonoscillatory solutions tend to zero (with perhaps mild additional assumptions on the coefficients).
2. We begin with several results which will be needed subsequently. LEMMA 2.1. ([2] ). Equation (1.1) is disconjugate on the interval I iff there exists α, β E C\I) with a(t) < β(t) on I and such that where
A proof of this result may be found in [2] Proof To be specific, assume y (t) ^ 0. We show first that y (t) > 0 eventually. If not, choose consecutive double zeros t λ < t 2 so that y (t) > 0 on (ί b ί 2 ) and let t 3 E (ί l5 ί 2 ) be such that y "(ί 3 ) = 0 and y "(ί) > 0 y'(t) < 0 on (ί 3 , ί 2 ). Then the function
satisfies w'(ί)>0 on (ί 3 , ί 2 ), where ί > (ί) = exp( /?ds). Since w(ί 3 ) = w(ί 2 ) = 0, we have a contradiction. Therefore y (t) > 0 for all large /. We observe next that y'(t) can change sign at most two times. For if y'(t ι )= y f (t 2 ) = 0 then it follows that y'(ί)>0 on (t u t 2 ). Otherwise, if y (t)<0 on (t u t 2 
), then v(t)= -y'(t)>0
satisfies υ" + pv' + qv^0 on (t u t 2 ) and this implies the existence of a solution z(t) of z" + pz f + qz = 0 with z(t ι )= z(t 2 ) = 0 and 0<v(t)^z (t) on (t u t 2 ) (cf. [13] ). But this contradicts the fact that z" + pz' + qz =0 is disconjugate (i.e., q(t)^O, cf. [11] ). Hence, either y\t) ^ 0 or y'(t) < 0 for all large t. In the latter case, since (Py") r = -Pqy'-Pry <0, we see that the function w = yy'y"P satisfies w'>0 on any interval on which y">0. Since y"^0 cannot hold for all large ί, it follows that y"{t) > 0 for all large ί, say t ^ T. Furthermore, in this case, one can show as in the first part of the proof that w(t)j* 0 for a ^ t < T. The fact that y'(t)-*O and y"(t)-*O is clear. This completes the proof. LEMMA 
Letq(t)^0, r(f)>0. A necessary and sufficient condition for (1.1) ίo Λαυe oscillatory solutions is that for any nontrivial nonoscillatory solution (2.3) and (2.4) hold.
Proof. Clearly, if (2.3) and (2.4) hold for any nontrivial nonoscillatory solution, then any solution which vanishes once is oscillatory. Now if y (ί) is a nontrivial nonoscillatory solution for which (2.3) and (2.4) do not hold, then y(t) satisfies (2.2). Hence, with u(t) = y r (t)/y(t), t ^ c, we find that the functions a(t) = 0 and β(t)=u(t) satisfy the hypotheses of Lemma 2.1. (Since solutions to initial value problems for the Riccati equation are unique and since r(ί)>0, it follows that u(ί) >0, t > c.) This completes the proof.
REMARK. If q(t)^O, r(ί)>0, there will always exist a solution of (1.1) satisfying (2.3), (2.4) . This follows either from an easy generalization of a result of Lazer ([17] , Theorem 1.1) or by a result of Hartman and Wintner (see [10] , p. 510).
We may now state and prove our first existence theorem for oscillatory solutions of (1.1). THEOREM Let t n ^ t λ . Integrating (2.12) between t n and t n+k and taking the limit as k -> °o we get
Let p(t)^0, q(t)^O, r(t)>0, q(t)-

Γ J tn
This contradicts the fact that r(ί) + λq(t)>0 for t g t λ .
(ii) Next, suppose y(0>0, y'(0 >0 > y"(0 >0 > t^t o^a . In this case, since y (ί) ^ mt for m > 0 sufficiently small, we have from (2.7) and (2.8) (2.13) G(y(ί))= and therefore G(y(ί))-> -oo by (2.6). Therefore, as in part (i), we have M(0 = λ, ί ^ ί o > for some λ > 0. Also, from (2.9) we get ( (Hi) Finally, suppose y(ί)>0, y'(0>0, y"(0<0, ί ^ ί 0 . In this case, u = y Ίy satisfies u' + w 2 < 0, t ^ ί 0 so that 0 < w (ί) = A, ί ^ t 0 and hence (2.17) u" + 2ww' + u 3 + λg + r g 0, ί^ί 0 . Proof. We argue as in Theorem 2.4. The proof there shows that cases (i) and (iii) cannot occur. So suppose case (ii) holds and let y(0>0, y'(0>0, y"(0>0, t^t^a. We obtain again that u(t)^ A, t ^ t u for some A >0. Then from (2.9) and the boundedness of \p(t)\ and \q{t)-p\t)\ it follows that u' is bounded above and hence instead of (2.15) 
But since λq(t)+r(t)^
(t)>0, 2r(t)-q'(t)-p(t)q(t)^0
and assume for each A >0 there exists ί A = a such that r(t) + λq(t) ^ 0, t g ί λ , and such that the equation Proof. We proceed as in the proofs of the two previous theorems. Assume therefore that y(ί) is a nonoscillatory solution of (1.1) with y(ί)>0, y'(ί) = O> t^c^a.Ψc define (2.25) H(y(t)) = P(/)(2y"y -y' 2 + «y 2 ), P(0 = exp ( J' pds) and a calculation shows that H(y{t)) is nonincreasing and (
2.26) H(y(t)) = H(y(t o ))+ [ P(s){y 2 (pq + q'-2r)-py n }ds.
J
We again consider three cases: (i) If y"(t n ) = 0, t n -» 4-oo ? then since H{y(tJ) ^ 0 we have (2.27) 2iι'(03ί "(w(0) 2 -?(0< -ί(0, ί^ίi so that w(ί) ^ λ for some λ > 0 by (2.23) , and the proof proceeds as in Theorem 2.4 to obtain a contradiction.
(ii) If y(0>0, y'(0>0, y"(0>0, t^c^a, then by (2.26) and (2.24) we see that H(y(t))-> -™ and hence u(t) ^ λ for some λ > 0 as in case (i) above. Therefore, from (1.1) and py"^O, we obtain (2.28) y m +(λq + r)y£0, t^t k .
But (2.28) implies (with u = yVy) that equation (2.21) is disconjugate by Lemma 2.1, a contradiction. (iii) If y (t) > 0, y '(t) > 0, y "(ί) <0
,/^c^α, then clearly u (ί) ^ A for some λ >0, t ^ c, and this implies that (2.12) holds. Therefore, (2.29) so that (2.30) y"(0 ^ P-^OPWy w (ίi) ^ k P^y"^) < 0, ί ^ ί 1 where [10] , that if (1.1) is of class Q (C π ) then it is oscillatory iff its adjoint is oscillatory. In view of these results one may easily obtain criteria for the existence of oscillatory solutions for the case where p(t) does not change sign and g(ί) = 0, r(t)<0. We state the following two results, which are corollaries of Theorems 2.4 and 2.6, respectively. In both, the adjoint equation of (1.1) satisfies the hypothesis of Theorem 2.4 or 2.6. Similar results may be obtained from Theorem 2.5 and we leave the statement of these to the interested reader. 9 q-p'^ίθ, and r -q' + p" ^0, then equation (1.1) is disconjugate ([5], Theorem 1). It is therefore easy to give an example of equation (1.1) which is disconjugate but which satisfies all of the hypotheses of Theorem 2.4 or 2.5 except for the assumption that equation (2.5) or (2.19) is oscillatory. This indicates sharpness, in a certain sense. As an example of a class of equations which possess oscillatory solutions but for which known oscillation criteria fail, let
Integrating (2.30) shows that y'(t)-+ -
REMARK. It is interesting to compare the previous results with known disconjugacy criteria. For example, if p(t)^0, q(t)^O. r(t)>0
where m,fc l5 fc 2 are >0, k ^0, and
-3^δ ]^δ2 <-l, a,β<8 u and fc 1 >-?= if δ, = -3.
Then all hypotheses of Theorem 2.5 hold. Equation ( 3. In this section we discuss the behavior of the nonoscillatory solutions of (1.1) under the assumption that (1.1) is oscillatory. We begin with a slight generalization of a result of Lazer ([17], Theorem 3.4; see also [10] , [12] ). In these first few results, no assumption on the sign of q(t) is made. 
I,
Now the right hand side of (3.2) is positive as one notes by expanding
where v is a solution of (3.1) with ι>(*i) = 0, v'(t ί )>0, ϋ>0 on (*!, +oo). Hence, it follows that y'>0 between consecutive zeros. But this means that u-y'ly satisfies u ^0, t ^ t u therefore u(t 2 ) = u'{t 2 ) = 0. Since solutions of initial value problems for the Riccati equation are unique, we would have u = 0, a contradiction. Thus, it follows that y'>0 or y'<0, t^t λ . If y'>0, then u >0, t^t λ and now with a =0, β = u(t), we find that (1.1) is disconjugate by Lemma 2.1. Therefore, y'<0, t^t,.
REMARK.
Nonoscillatory solutions satisfying the conclusion of Lemma 3.1 exist (cf. [3] 
t-+oc
Then every nonoscillatory solution y(t) of (1.1) satisfies
Proof. Suppose y(t) is a nonoscillatory solution which does not tend to zero, y(ί)>0. From Lemma 1.1, y(ί)-*c>0 and y'(t)<0, t ^ T. Since y"{t) ^ 0 cannot hold for all large ί, suppose there exist t γ < t 2 with y"{t λ )=y"{t 2 ) = 0, y">0 on (t u ί 2 ), T^ t λ . Then an integration of (1.1) yields (3.6) p(Φ'W-p(0y 'W+ Γ(q-p') 
δq(t)+r(t).
One can now verify that (3.3) or (3.4) implies that the right hand side of (3.8) is nonnegative for sufficiently small δ > 0. Therefore, by Lemma 2.1, equation (1.1) is disconjugate, a contradiction. This proves the theorem.
REMARK.
The assumptions q-p'^0, p^O, p'^0 in the previous theorem can be replaced by the assumption that q -p' is bounded below, t~xp(t) is bounded above and I (r -q'' + p")dt = -f°o. It then follows from (3.6) by a routine integration by parts that y" > 0 for all large t. Of course, if q(t) ^ 0, then any nonoscillatory solution of (1.1) satisfies (2.3), (2.4) . Hence, one needs only tp(t)-t 2 q(t) bounded below and either (3.3) or (3.4) holding to conclude (3.5) holds if (1.1) is oscillatory. Now suppose that y(ί) is a solution of (1.1) with y >0, y ; <0, y">0, t ^ Γ, and assume also that u(t), v(t) are linearly independent oscillatory solutions of (1.1), and let W{t), Wχ(t\ W 2 (t) denote the Wronskians of the triple y, M, V, the pair y, u and the pair y, v, respectively. Then W λ {t) and W 2 (t) are linearly independent oscillatory solutions of the adjoint equation of (1.1) w": kP\t){py '-p>y-{q-2p') 
y).
Therefore (3.10) is equivalent to (3. 15) yz"+z'(py-y')+z(y"-3py'
or (3.16) (θ(t)z')'+θ(t)h(t)z=O = P(t)y-> (t), h(t)=y-\t)(y"-3py'+(2p 2
The change of variable z(t)= t*w(t) transforms (3.16) into We collect the above remarks in the following THEOREM 3.3. Let (1.1) Λαi?^ α 2-dimensional subspace of oscillatory solutions and let y(t) be a nonoscillatory solution of (1.1) with y(ί)>0, y'(f)<0, y"(r)>0, t^T. Then 
