Forecasting short-term load of electric power system is the premise of dispatching power system. The higher accuracy of load forecasting can be enhanced the utilization rate of power generation equipment and the effectiveness of economic regulation. The paper refers to generalized regression neural network (GRNN) approach to forecast the short-term load. Test samples are power load data of July 20thand weather characteristic value of July 21st, the output of GRNN is the forecast value of power system load in the next day of July 22nd.Through comparison with the prediction results of BP neural network, the experiment results show that the GRNN prediction method can be reasonably considered the short-term daily load and effectively improves the prediction accuracy.
Introduction
The load forecasting problem involves several aspects, such as the economy, reliability and safety of running the electric power system, electric power market transactions and so on. It has become a significant research field in the running and management of modernized electric power systems [1] . Traditional models and methods cannot satisfy the requirement of forecast precision, for example, wavelets, neural networks, the grey theory and genetic algorithm prediction [2, 3] . Thus, it is necessary to develop a new technique to predict loads fast and efficiently.
In recent years, prediction experts have put forward some prediction methods according to the inaccuracy of these traditional methods [4, 5, 6] . Recent progress in the applications of generalized regression neural network (GRNN) technology to time series forecasting has made it possible to use this technology to overcome the limitations of the other methods used for short term load forecasting in power systems.
This paper refers to apply the GRNN technology to electric power load forecasting, which is frequently used to time series. Given sufficient input historical load data and influence factors, GRNN is able to approximate any continuous function with higher accuracy. Compared with the BP neural network prediction result, the GRNN prediction method leads to higher accuracy and stability, and the average relative error is controlled within 3.9%.
Overview of GRNN Principle and Structure
The theoretical basis of GRNN is the nonlinear regression analysis, so the regression analysis of the non-independent variable Y with respect to the independent variable x is to calculate the maximum probability value of y. So the joint probability density function of random vector x and random variable y is ( , ) f x y , the conditional mean value is given by
where the observed value of x is X, the Y is relative to the regression of X. Specht scholars pointed out that the continuous probability density function can be estimated from the observation [ 
where i X and i Y are the i sample observation value of random variable x and y, is the smoothing parameter, pis the dimension of random variable x, kis the sample number. Use
f x y , the conditional mean value can be obtained by
The structure of GRNN is similar to RBF network. It is composed of four layers, as shown in Figure 1 . They are the input layer, the pattern layer, the summation layer and the output layer [8] . Corresponding network input is X = [ 1
Figure1.The structure of GRNN
The Training and Learning Process of GRNN
In order to realize the short term load forecasting using GRNN technology, we should be aware of the training and learning process of GRNN. It can be summarized as Table 1 . Table 1 . The training and learning process of GRNN.
(i) To pre-process the historical load data and select the processed data as the data sample; (ii) Substitute the above a set of sample data into the output equation of hidden layer and the output vector equation of output layer, calculate the output value of the hidden layer and output layer. Thus, the order propagation process of GRNN can be learned.
(iii) Obtain the error between the actual output and the expected output value by the error function, and use the back propagation function to correct the connection weight value of each layer of GRNN. Then, the error back propagation process of GRNN can be completed.
(iv) Take other a set of data samples, repeat the above (i) ~ (iii) until the selected historical data samples are all completed. Through the training and learning of historical load data, and obtain the final weight value of the GRNN.
(v) Test whether the error of the study meets the requirements. If the process is not satisfied, repeat the above the process, else save the weight value of each layer and form the final load forecasting model.
Simulation and Results
The learning and correction of GRNN connection weight value still use the BP algorithm. Because the nodes function of network hidden layer uses Gaussian function which is anon negative nonlinear function as the radial symmetric attenuation of a local distribution and will have the local influence in the input signal [9, 10] . When the input signal is close to the central range of the base function, the nodes of the hidden layer will generate large output. It seems that this network has a local approximation capability, which is the reason why the network is learning faster. For the GRNN, artificial adjustment parameter is small and learning network is totally dependent on the sample data, so this characteristic determines that the network is able to maximize the reduction of the parameters of the artificial adjustment. Training samples are the day before yesterday's electricity load data and the weather characteristics of that day. There are a total of 15 input vectors which are as a set vector and 10 sets of vectors are used as training samples.
Test samples are power load data of July 20th, as shown in Table 2 . And weather characteristic value of July 21st which is respectively0.2317, 0.2936,0. In theGRNN, the called function is newgrnn (P_train, T_train t, i), where i is smooth factor which is set for the 0.01,0.02,0.03, 0.04,0.05.It is found that when i take 0.01, the forecast error is the smallest. With the increase of smooth factor, the error is also increasing.The test sample is used as the input vector of the neural network, and the output of the neural network is the predicted value of the power system load in the next day.The predicted results are shown in theTable3. In order to prove the accuracy of the GRNN method, the paper refers to the BP neural network as a comparison to predict the power load of the same day, as shown in Figure 2 . From the forecasted result, it was found that GRNN method is more accurate than BP method. The relative error is shown in Figure 3 . For the average relative errors, power load forecasted result by BP and GRNN method are shown in the Table 4 . Through Table 4 , we conclude that average relative error is 3.9% and the minimum relative error is 0.146%. 
Summary
The forecasted result of GRNN method used for one day ahead short-term load forecasting shows that GRNN has a great capacity to get the high prediction accuracy by calculating the average relative error and the minimum relative error between the actual and forecasted values. The experimental results show that GRNN method can achieve the expected performanc eof power load prediction and provides a new technology for medium and long-term load forecasting.
