In this paper, we state a Lefschetz problem in Noncommutative geometry. The main tool is a new notion of equivariant cyclic cohomology and its well defined index pairing with equivariant K-theory. We also investigate invariant Connes-von Neumann spectral triples involving some new type II geometric situations.
INTRODUCTION
In the classical work of Atiyah, Bott and Segal on Lefschetz formulae for isometries, the equivariant index theorem plays a fundamental E-mail address: benameur@igd.univ-lyonl.fr 0732-0869/03/21/1-01 $15.00/0 part, see [2, 4] . On the other hand, index theory has benefited from Connes' Noncommutative Geometry point of view and local index theorems have been proven in many new singular situations, see for instance [22, 23, 11, 32] . The aim of the present paper is to show how equivariant index theory can be extended to yield higher Lefschetz formulae, in such singular situations [6, 7] . In the process, we also give a definition of the equivariant Chern-Connes character which is appropriate for Lefschetz formulae and which is closely related with previously known definitions, see for instance [30] or [33] . Moreover, one can include in the present discussion some new results based on Segal's abstract integration theory and the continuous Murray-von Neumann dimension theory [10] . This generalization enables to treat at the same level some type II equivariant index problems, main examples are furnished by measured foliations [28] or almost periodic operators [34] .
In the seminal paper [19] , A. Connes has given a new point of view on index theory based on a powerful tool: cyclic cohomology. Given a .-algebra A over C and an even Kasparov Fredholm module (H, F) over A which is finitely summable, A. Connes proved that the Kasparov pairing of the K-homology class of (H, F) with K-theory [29] : g0(A) can be expressed using a periodic cyclic cohomology class Ch(H, F) associated with (H, F) and that we shall call the Chern-Connes char-
acter of the Fredholm module (H,F). More precisely, if e C M,~(A)
is a given projection then the operator e o (F (9 ln) o e acting on the Hilbert space e(H n) is by definition a self-adjoint Fredholm operator which anticommutes with the Z2-grading of H. Therefore the Fredholm index of its positive part [e o (F (9 In) o el+ is well defined. The following famous polynomial formula is proved in [19] : (1) Ind([eo(F(91n)oe]+) = < Ch(e), Ch(g, F) >= (-1)~ Traee(aoeo[F, e]2n), where Ch(e) is the usual Chern character of e in the periodic cyclic homology of A and a is the Ze-grading involution of the even Fredhom module (H, F).
In the commutative case of a smooth compact spin manifold with Dirac operator D, Formula (1) reinterprets the Atiyah index morphism [29, 191: [E], > Ind(PE) which associates to a given hermitian vector bundle E, the index of the Dirac operator " with coefficients in E".
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The general abstract index theorem obtained by A. Connes and H. Moscovici in [22] in this language of Noncommutative Geometry, rests on the idea of locality and also on a suitable generalization of the fundamental concept of Dirac operator. These ideas led A. Connes to define the so called spectral triples as an appropriate definition for a geometry or spectral geometry [18, 22] . The Connes-Moscovici local index theorem thus gives an answer to a very general index problem including the Atiyah-Singer index theorem as well as many new singular theorems. See for instance the important references [35, 17, 18] .
We give in this paper a similar treatment of the Lefschetz problem in Non Commutative Geometry. We have restricted to finite groups but many constructions work as well for compact Lie groups in general, see [33] .
If G is a finite group which acts by automorphisms on the algebra . 4 , then a G-invariant finitely summable Fredholm module (H, F) has a Kasparov pairing with G-equivariant K-theory [29] . This pairing takes values in the representation ring of G, and when evaluated at a conjugacy class [g] in G, it yields a scalar pairing. We show that this scalar pairing is given by the following equivariant index formula: ( 
2) Inda([eo(F@ 1,,)oe]+)(9)= (-1)nTrace(aoU(g)oeo[F, el2n),
where n is large enough and U(g) is the unitary corresponding to g in the C*-algebra B(H) of bounded operators in H.
Formula (2) together with the results of [6, 7] , dictates a strategy to define an equivariant Chern-Connes character. In the present paper, we show that this character takes values in the space /~(G) ® Now we can rewrite the polynomial equivariant index formula (2) as:
HP~.q~i~(.4 >~ G), where .~(G) is the algebra of central functions on G and HW. q'iv (.4 >~ G)
It is worthpointing out that this pairing is actually valued in the integral representation ring R(G), whenever the yon Neumann-Fredholm module is associated with a type I von Neumann algebra, as in the work of Connes and Moscovici. The equivariant index problem can then be stated and proved in the world of equivariant periodic cyclic cohomology generalizing the method of Connes and Moscovici. Following the steps of [19] , we show that this equivariant pairing is a general phenomenon and that the same formula works as well for other equivariant cocycles. Examples of such cocycles which do not arise from Fredholm modules are provided by the Haefliger homology of foliations, see [6, 7, 8] .
When we evaluate the equivariant pairing (2) at a conjugacy class [g] of G, we recover the Lefschetz number of [g] with respect to the equivariant operator e o (F @ 1,~) o e. Therefore the solution of the equivariant index problem implies a local Lefschetz formula in Non Commutative Geometry. This formula will be given in the forthcoming paper [9] .
In the more general case of compact Lie groups, discrete crossed product algebras also play a prominent part. The reason is that in the usual Lefschetz formulae, while the compactness of the group is necessary to use equivariant index theory, only the underlying discrete group is involved in the final fixed point formula, which in other respects continues to hold without any topological assumption on the group [2, 28] . In order to state the results of the present paper for compact Lie groups, some modifications are however necessary. We also point out a nice discussion of this general case in a different context in [33] .
Let us now describe more precisely the contents of this paper: We begin in Section 2 by the definitions and properties of equivariant cyclic cohomology. Then we show in Section 3 its pairing with equivariant Ktheory. The study of equivariant Fredholm modules is postponed until Section 4 where we prove the analytic equivariant polynomial formula (2) and explain the relation with the Lefschetz theorem. In Section 5, we define an equivariant Chern-Connes character, appropriate for equivariant index theory. This enables to translate and generalize the equivariant index problem to the world of cyclic cohomology. Finally, the last section is devoted to the statement of the equivariant index problem for invariant spectral triples.
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Notations. For any compact Lie group G, we shall denote by R(G) the integral representation ring of G, and by _f/(G) the ring of complex valued smooth central functions on G. An algebra B will be called a G-algebra if there exists a homomorphism G --+ Aut(A) from G to the group Aut(A) of automorphisms of A. For a G-algebra A, K~(A) for j = 0, 1 will denote the equivariant K-theory of A.
If a is a conjugacy class in G, then the ideal of R(G) composed of those characters which vanish at c~ is prime and we shall denote by R(G)~ the induced ring of fractions and call it the a-localized representation ring. In the same way each R(G)-module A4 can be localized at the prime ideal associated with a to yield an R(G)~-module denoted A/[~. An example of such an R(G)-module is given by the equivariant K-theory group K,G(A) for any G-algebra A.
In a yon Neumann algebra .M C B(H) with a faithful normal semifinite trace % we shall denote for p >_ 1 by/F(Ad, ~-) the Schatten space composed of T-measurable operators T in H which satisfy:
/2(M, ~-) is a vector space as was proved in [15] . When .M is the von Neumann algebra B(7-/) of bounded operators on a separable Hilbert space 7/, we recover the definition of the usual Schatten ideals usually denoted/2(7-/). In general, the space/)'(A4, T) is not contained in M (e.g. A,I : L~(X,#)). (M, 7-) . For more precise definitions and properties, we refer the reader to [25, 26] and also to [10] .
EQUIVARIANT CYCLIC COCYCLES
In this section, we define the equivariant cyclic cohomo]ogy of a Calgebra with an action of a group. The definition that we have adopted reflects the notion of equivariant Fredholm modules and more generally equivariant cycles [19] . It is therefore in the spirit of equivariant KKtheory. Other definitions may be more relevent for other situations [14, 13] . Our motivation comes from the study of Lefschetz formulae in Noncommutative Geometry. For the convenience of the reader, we begin by a brief review of cyclic cohomology. Good references are for instance [18, 19, 31] . Periodic cyclic cohomology is thus Z2-graded. When the algebra B is a topological algebra, i.e. such that the multiplication is jointly continuous, we can define in the same way Hochschild, cyclic and periodic cyclic cohomology of B, by requiring continuity of the cochains.
Let now ,4 be a unitat C-algebra and assume that there exists a group F which acts on A by automorphisms. In the next sections F will be assumed finite but for the rest of the present section this is not needed. If -), is an element of the group F then we shall also denote by 7 the automorphism of .4 corresponding to ~. 7* (T)(a°, "'" , ak) := T(7(a°),--, 7(ak)).
M.-T. Benameur
If T is a cyclic k-cochain on .A which is F-invariant, then we call it a F-cyclic cochain.
Proof. (i) is obvious from the definitions.
(ii) Denote by v ~ the cochain defined by:
. ,an-l).
Then for any 3, E F, we have: [] We shall denote by C~(.A) the Hochschild complex of F-invariant Hochschild cochains and by C~,r(,4 ) the complex of F-cyclic cochains. We also denote by HH~(A) and H~,,r(A ) respectively the equivariant Hochschild cohomology and the equivariant cyclic cohomology. If we consider the global (b, B)-bicomplex as above where we only take Finvariant cochains, then we obtain a sub-bicomplex of the periodic bicomplex and the F-invariant periodic cyclic cohomology thus obtained will be denoted by HP~(A).
Let V : F ~ End(X) be a finite dimensional unitary representation of F and let T be a Hochschild cochain on .4. We define a Hochschild cochain T~ Trace on the algebra A ® End(X) by setting:
(~-~ Trace) (a ° ® A°,---, a n ® A n) := ~-(a°,. .. , a n) Wrace(A ° o..-o An).
Lemma 2. Let V : F -+ End(X) be a finite dimensional unitary representation of P and let T be a Hochschild cochain on . 4 . Then we have:
where we have used the action of F on End(X) by conjugation.
Proof. We have for any 9' E F:
The proof is thus complete.
[] From the non equivariant theory, we know that the ~ operation commutes with the operators b and B [19] , therefore Lemma 2 shows that sends the P-invariant cohomologies of .4 to the corresponding ones for . 4 We make now the link with the cyclic cohomology of the crossed product. In view of Lefschetz formulae, we will only be interested in evaluation at a fixed element 7 E F and we thus will use discrete crossed products. We denote by .4 >4 F the algebra generated by symbols aU(9") where a and 3' run over .4 and F respectively with the following product rule: Since ~-is F-invariant, the last term in the above sum becomes: In this case we can compute for any (a°, .--a k) C Ak+l:
Therefore we get:
The F-invariance of ~-finally implies:
which completes the proof.
[] The section Jr of r* corresponds, in a certain sense, to the trivial cocycle of F. Equivariant cochains may however appear as restrictions of other interesting cochains on the crossed product. Let us state the required property for such sections that insures a pairing with equivariant K-theory which agrees with the index morphism. 
k) ~_ ~(,~(bo)U(~y)U(~y-1),,),(bl),... ,,)/(5 k)).
Applying the assumption on ¢ with j = 0, we obtain:
., ~(ak)).
Now we apply again our assumption with j = 1 and obtain:
and so on until j = k -1 where the assumption gives:
and finally with j = k we obtain: 7"~ = ?, which ends the proof.
[]
The cochain ¢ associated with a F-invariant c0chain 7-defined above is a first example of a section of r* which satisfies Assumptions (3). Other examples arise from the study of the Haefliger homology of foliations. They are treated in [8] . We denote by C*qu~,(A >~ P) the subspace of Hochschild cochains on ,4 )4 F which satisfy equations (3) and call them F-equivariant cochains. We hope the reader will tell between F-invariant and F-equivariant cochains. Proof. Let (b°, ..-, b k+l) E .4 )4 F and let 7 C F. We have: and hence we obtain: (7),..., bk+l).
Finally we obtain for any j E {0,... , k + 1}:
which shows that b(¢) is F-equivariant when ¢ is F-equivariant. The proof that B(¢) is also F-equivariant, when ¢ is F-equivariant, is similar and is omitted.
[] The Hochschild, cyclic and periodic cyclic cohomologies of C~quiv(A >4 F) will be denoted respectively by HH*~q~iv(A >~ F), HC,q~iv(A >~ F) or H*~,,q,,i,(A >4 F) and HP,quiv(A >~ F).
To summarize the situation, we have:
, T* and these maps are chain maps between the corresponding complexes. In the next section, we shall prove that the equivariant cyclic cocycles on A which come from C~,,q~i,(A >4 F) have a well defined index pairing with equivariant K-theory when the group F is finite.
is a cycle over A >4 F which represents a cyclic cocycle ? in the sense of [19] , then the assumption of Lemma 3 is fulfilled when the differential d commutes with U(7).
PAIRING WITH EQUIVARIANT K-THEORY
In this section, we generalize some of the results from Connes' seminal paper [19] to the equivariant case. We shall therefore define an index pairing which factors through the ring of central functions on F and coincides with the equivariant Kasparov pairing when the cocycles are associated with F-invariant Fredholm modules. We assume in this section that F is a finite group and point out that many results remain 
,b~).
l~i~n Since a is F-invariant, we have 5~(b°U('y)) = 5~(b°)U(@, and hence using the F-equivariance of ¢, we deduce that:
We deduce using again 7(5~(blU(',/))) = 5~(7(b~)U (7)) that:
and hence that 52(¢) is F-equivariant, since it is cyclic.
Lefschetz Problem in Non Commutative Geometry
15
In fact using be = 0 we deduce (see [19] [ and we finally obtain using the above computation just like in [19] :
Finally, we observe that:
is F-equivariant by direct inspection. Since the restriction r* commutes with everything in this proof, the announced result on .A is also proved. The proof of the lemma is then complete.
[] Remark 2. The same lemma is true if we replace the equivariance property (3) by the invariance of the cochains involved on A.
Corollary 1. Assume that .A is unital. Let u be an invertible Finvariant element of ,4 and denote by p the interior automorphism induced by u, i.e. p(a) = uau -1. Then for any F-cyclic cocycle ~-of degree n > 0 on Jt~ there exists a F-cyclic cochain ~o on ,4 such that: -=
This corollary is of independent interest and will not be directly used in the present paper. We shall rather use Lemma 5.
We prove now a pairing between HC*q~iv (A >4 F) and the F-equivariant K-theory of ,4 >4 F. Recall that F is a finite group. (?)),e,...,e) , -veF induces an additive map
Theorem 1. Let ¢ be a cyclic 2k-cocycle on ,4 )~ F which satisfies the equivariance equation (3). Then for any finite dimensional unitary representation V : F --~ End(X) and for any F-invariant projection e in [,4 )4 F] ® End(X), the formula: T'~(e)=(~-~Trace)(eo(U(7)®V

~: Kor(A ~ r) -~ c,
and hence an additive map:
Furthermore the scalar T~(e) only depends on the F-equivariant cyclic cohomology class of ¢.
Proof. Using classical K-theory techniques, we can assume that A is unital. Moreover we only need to show that two F-conjugated projections e and e' have tile same image under 7% Using Lemma 5, we know that there exists an odd F-cyclic cochain ~5 on [A ~ F] @ End(X) such that: 
~(e) -~(e') = b~(e o [v(~) ® v(~)], e,... ,e).
, e), and we thus obtain T~(e) = T~(e').
Denote by T the F-cyclic cocycle on ,4 which is the restriction of "~ to ,4. Then in restriction to the equivariant K-theory of A, we deduce that the same formula gives an additive map T~ : K0 r (.4) ~ C.
If "~ = b(~5) where ~5 is an equivariant cyclic coehain, then the above computation shows that T~(e) = 0.
Corollary 2. Under the assumptions of Theorem 1, the morphism T ~ respects the prime ideal associated with the conjugacy class of the specific element ~ E F and induces a pairing with the "/-localized Fequivariant K-theory of .A:
(~)~ : Ko ~(A)~ -* C.
In addition for any 7 E F the map 7 -~ r~(e) is central.
Proof. If V' : F --+ U(X') is an other finite dimensional representation of F then we have from the very definition of r~:
r~(e ® X') = r~(e) Trace(V' (7)).
Hence setting (r~)~(e/x) := T*(e)/x(7)
, we obtain a well defined group morphism as announced.
To finish this section, we give now a slight modification of Theorem 1 which is more appropriate in the case of foliations and which is easier to check in that case for basic currents [8] .
Theorem 2. Fix an element 7 E F. We assume that we are given a faithful covariant representation zc, ¢ of`4, F in a Hilbert space 7-I such that Va E A, 3a ~ E A with:
~(a) o ¢(7)= ~r(a').
Let V : F -+ End(X) be a finite dimensional representation of F and let e be a F-invariant projection in .4 ® End(X). Then there exists an element e ~ in A @ End(X) such that: (7¢ @ idx)(e) o [¢(7) ® V(7)] = (~ ® idx)(e'~)
In addition, for any cyclic 2k-cocycle r on `4 satisfying:
(4)
T(a~,al," " ,a2k)= r((7(al))',a2,'-" ,a2k, ao),V(ao,... ,a2k)E `42k+,, the formula T~(e) = (r~Trace)(e~,e, ... ,e) induces an additive map:
which only depends on the equivariant cyclic cohomology class of r. In addition, the complex function (e)
is central on F.
Remark 3. The existence of a * in the above theorem enables to stay in the algebra ,4 itself. In fact the space of cyclic cochains on `4 which satisfy (4) is preserved by the operator b. The proof is similar to that of Lemma 4. Hence we have a subcomplex of F-equivariant cyclic cochains on .4 itself whose homology admits a pairing with equivariant K-theory.
Proof. The existence of e ~ is trivial. Indeed, choosing a frame in X and writing (Tr ® idx)(e) = (Tr(eij)) we obtain:
(Tr ® idx)(e) o [¢(7) ® V(7)] = (~r ® idx)(e "~ o V('y)),
where e "r is the matrix e "r = (eij) "~ and e'~oV('y) belongs to A@End(X).
We define ¢ : ,4 )4 F -9 A by:
¢(aU (7)) =a ~.
Then ¢ is a an algebra homomorphism and ~ := ¢*(~-) is then a well defined cyclic cocycle over ,4 >~ F. In addition ~ restricts to give T on .4 and the assumption taken on ~-insures exactly that f satisfies (3) and thus we can apply Theorem 1 to get the conclusion.
Corollary 3. Under the assumptions of Theorem 2, ~-~ respects the prime ideal associated with the conjugaey class of ~/ and furnishes a pairing with the ?-localized r-equivariant K-theory of .4: < " K ~o ( .4 ) ~ -9 C.
Remark 4. The odd case can be treated similarly using invertibles instead of projections and the corresponding equivariant Toeplitz formula is true.
INVARIANT VON NEUMANN FREDHOLM MODULES
In this section, we define F-invariant Fredholm modules. We then give a polynomial formula for the analytic equivariant index morphism associated with any finitely summable P-invariant Fredholm module. In order to include in this discussion von Neumann equivariant index theory, we have found it necessary to work in the more general setting of yon Neumann Fredholm modules as defined in [10] . Some familiarity with the index theory in von Neumann algebras is required, but this section can be read in a first approximation under the assumption that the yon Neumann algebra ~4 involved is the algebra of bounded operators in a Hilbert space H with its usual trace.
We describe in this subsection the cycle associated with a F-invariant Fredholm module and define its Chern-Connes character as an element of the appropriate equivariant cyclic cohomology. Then we prove a polynomial analytic index formula. This formula expresses the equivariant index map as a pairing between equivariant K-theory and the equivariant Chern-Connes character.
Let A be as before a (unital) ,-algebra over C. Let F be a given group which acts on ,4 by automorphisms. We have assumed in the above definition that Y'7 • F, the unitary operator U(~') belongs to the von Neumann algebra Ad. This assumption simplifies our discussion and can be lightened. Note then that any F-invariant yon Neumann Fredholm module on A gives rise to avon Neumann Fredholm module over the discrete crossed product algebra A >~ F, given by the same couple (M, F).
We shall concentrate on the even case, say that of even F-invariant von Neumann Fredholm modules. The notation (A4, F) hides the Hilbert space H and the trace ~-on A/I and these data will then be implicit in the rest of the paper. Recall that the Schatten space/2(./~4, T) is defined for any p >__ 1 as the set of T-measurable operators T such that
T((T*T) p/2) < +oo. Since the operator IF, r(a)] in the above defini-
tion is also bounded, we see that Condition (ii) implies in fact that the commutator is a ~--compact operator. See [10] Since F, a and e are F-invariant, we deduce that:
Now v~ Trace being a trace on J~I ® End(X), we obtain:
The proof is completed by using again the F-invariance of a and e. [] Let us define now the equivariant index map associated with any equivariant von Neumann Fredholm module.
Let V : P -+ End(X) be again a finite dimensional unitary representation of the finite group F. To any F-invariant projection e E .4 ® End(X), we associate the operator eFe := e o (F ® lx) o e acting on the F-Hilbert space e(H @ X). Recall that a ~--Fredholm operator in a sub-yon Neumann algebra Af of A/I is an operator in A/" which is invertible in Af modulo T-compact operators in Af [10] .
Lemma 6. The F-invariant self-adjoint operator e o (F @ 1x) o e is a T-Fredholm operator in the yon Neumann algebra e(A4 ® End(X))e.
Proof. We have with obvious notations: Hence we can apply the equivariant Calderon formula (See lemma 7 below) to compute the equivariant von Neumann index of P. This gives:
Indr((eYe)+)(7) = Indr(p)(7)=
(7-~ Trace)([U(v)®V(7)]o(1-QP)P/2)-(r~ Trace)(U(v)o(1-PQ)P/2).
Using the supertrace defined by S'z(T) := T(a o T)
where a is the involution associated with the Z2-grading of H, we can rewrite the F-index as:
Indr((eFe)+)(7) = (ST~Trace)(U(7) o (e -[e(F ® idx)e]2)P/2).
The above computation of e-[e(F @ idz)e] 2 then gives:
Indr((eFe)+)(7) = (-: 1)p/2(Sr~ Trace) (U (7) 
Proof. The proof of this lemma is classical. It is given in [10] Proof. That <. > is a chain map is classical [31] . Let us compute the expression: (7) We notice that:
Thus we obtain that the difference ( A similar computation gives the result for the co-invariant homologies.
Proposition 3. Assume that V : F --+ End(X) is a finite dimensional reprasentation of P. Let e be a F-invariant projection in ,4 ® End(X).
We define the sequence (Chn(e, 7))n>0 by:
Ch~(e,7) := (-1)"(22)! < (e-1/2)[U(7)NV (7) Hence we obtain:
(ii) Let (71,72) E P 2 and let us compare Chn(e, 71%) with Chn(e, 7271). We have: Since we are using the co-equivariant classes, we can move U(72)@V(72) to the right in this expression and use the P-invariance of e to move U(72) @ V(72) until we obtain:
Can(e, 7172) = (-1)n~.
< (U(72)®V(72))(e-1/2)(U(71)@V(?l))®e®...@e >.
Again using the F-invariance of e we finally deduce that:
can(e, 7172) ~-Chn(e, 7271) (iii) The proof given in [31] still works in the co-equivariant setting.
[] The above Chern-Connes character is actually defined on the Fequivariant K-theory of the crossed product algebra .4 x P. This is obvious from the proof. Note that if the algebra .4 can be endowed with a Banach norm, then the above Chern-Connes character belongs to the equivariant entire cyclic homology of .4 as defined in [18] or as defined in [27] .
The central function which assigns to each ? E P the class of Ch(e, 7) in HP~.q~i'(.4 >4 F) is called the equivariant Chern-Connes character of the projection e and denoted by Ch eCuiv(e). It belongs to /~(F) ®
HP~q~'i~(A )4 F).
Note that Ch(e, 7) is not a cycle in the co-invariant periodic cyclic homology. In summary, we have: This explains why the pairing works and why we needed in Section 3 to assume the F-equivariance of the cyclic cocycles involved.
INVARIANT VON NEUMANN SPECTRAL TRIPLES
In this last section, we state the equivariant index problem in Noncommutative geometry and explain some of its implications. One of the main results of the last forty years is the Atiyah-Singer index theorem [3] which relates global analytic data over a given manifold with local topological invariants of this manifold. A. Connes and H. Moscovici have succeeded in formulating and proving an index theorem in the very general setting of spectral triples relating a well defined and naturally associated analytic index with local data in the sense of spectral geometry. In the equivariant setting one can easily generalize ConnesMoscovici's approach and prove a corresponding local equivariant index theorem [9] .
The data proposed by A. Connes to define a geometry from the spectral point of view is a triple (A, 7-/, D) called a spectral triple, composed of a ,-algebra J[ represented in a Hilbert space 7/ and an unbounded densely defined self-adjoint operator D with a summability condition. The interaction of the operator D with the algebra A gives all the desired properties to work with. The allowed properties have to recover the usual geometries such as the Riemannian one for manifolds but also and especially some new features including singular spaces. The generalization of this powerful formalism to the setting of semifinite von Neumann algebras was carried out in [10] . Here we give a treatment of the equivariant von Neumann noncommutative geometry. Our goal is to reach von Neumann non commutative Lefschetz formulae which would recover the case of measured foliations [16, 5] , the case of Galois coverings [1] and also the case of almost periodic operators [34] . In view of the examples, we shall assume for simplicity that A is unital. It was shown in [10] that the condition (i) insures that the sign F of D is a T-Fredholm operator. It is a classical verification that this definition includes the Riemannian geometry but also many other noncommutative manifolds [18, 20] . Solving the F-equivariant index problem associated with (A, Ad, D) will also give a local formula for the Lefschetz morphism which extends the usual fixed point formulae.
Examples. The solution of the above equivariant index problem gives a new understanding of some known Lefschetz fixed point formulae, but also yields new ones:
(1) In the case of compact smooth manifolds, the equivariant local index theorem gives a completely operatorial point of view and a new understanding of the Atiyah-Bott-Lesfchetz fixed point formula for periodic isometries. See for instance [12] for some fixed point computations with residues.
(2) For non commutative manifolds such as those studied in [20, 21] , the solution of the equivariant index problem enables, in principal, to deduce a Lefschetz fixed point formula for these interesting geometries. The investigation of such formulae, even in the non equivariant case, using the Connes-Moscovici local index theorem in these situations is still in its infancy.
(3) In the highly non trivial Diff-equivariant situation studied by A. Connes and H. Moscovici in [23] , our equivariant index problem states a Lefschetz problem for these crossed product algebras. Such formulae are far from understood and remain a research subject.
(4) In the case of compact foliated manifolds which admit holonomy invariant transverse measures, the equivariant local index problem is closely related with the Lefschetz fixed point formula for foliations proved in [28] . The non-equivariant case gives the Connes measured index theorem as explained in [10] and the equivariant case is explained in [9] (5) In the case of almost periodic operators on the euclidian space R ~ , the equivariant index problem states a non trivial Lefschetz problem for these operators. It enables for instance to give an equivariant version of the Shubin index theorem [34] .
