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ABSTRACT. – We fix a finite dimensional vector space and a basis B of V and
completely identify the identity component of the stabilizer, under diagonal action by
GL(V ), of every subspace of a direct sum of tensor or symmetric powers of V that
is generated by powers of elements of B. Ó 2000 Éditions scientifiques et médicales
Elsevier SAS
RÉSUMÉ. – Nous fixons un espace vectoriel de dimension finie V et une base B de
V et nous identifions complétement la composante identité du stabilisateur, sous l’action
diagonale du groupe GL(V ), de tout sous espace d’une somme directe de puissances
tensorielles ou symétriques de V qui est engendreé par puissances d’élements de B.
Ó 2000 Éditions scientifiques et médicales Elsevier SAS
The aim of this short note is identifying completely the identity
component of an algebraic group which appears frequently as the group
of graded automorphisms of an algebra which is the factor of a tensor or
symmetric algebra by a “monomial” ideal.
Throughout this note, V will be a finite dimensional vector space over
the algebraically closed field K with charK = 0 and we shall fix a basis
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B of V . The symbol  will mean either tensor or symmetric product.
In that vein Vn will denote the corresponding nth power with respect
to the operator  and Bn will be the canonical basis in Vn obtained
from B . Now GL(V ) acts canonically on Vn by diagonal action. All the
very basic terminology about algebraic groups can be found in [1,2]. Our
main result is the following one:
THEOREM. – Let (m1, . . . ,mk, . . .) be a sequence of positive integers,
P a subset of the basis Bm1 ∪˙ · · · ∪˙Bmk ∪˙ · · · of Vm1 ⊕ · · · ⊕
Vmk ⊕ · · · and G=G(P )= {ϕ ∈GL(V ) | ϕ(P )⊆ 〈P 〉}. The following
assertions hold:
(a) G is a closed subgroup of GL(V ) and rank(G)= dimV ;
(b) There is an ordering of the elements of B such that, by taking
matrices with respect to the resulting basis,
G◦ =

GL(n1,K) A12(K) A13(K) . . . A1r (K)
0 GL(n2,K) A23(K) . . . A2r (K)
0 0 GL(n3,K) . . . A3r (K)
. . . . . . . . . . . . . . .
0 0 0 . . . GL(nr,K)
 ,
where n1 + · · · + nr = dimV and there is a partial suborder  of the
canonical order in Nr = {1, . . . , r} such that Aij (K) 6= 0⇔ i ≺ j ⇔
Aij (K)=Mni×nj (K).
The proof goes on several steps and we need some auxiliary lemma.
LEMMA 1. – Let G ⊆ GL(V ) be a closed connected subgroup such
that rank(G) = dimV and B a basis of V diagonalizing a torus of G.
Suppose t > 1 and ∅ 6= S ⊆ Bt is a subset spanning a G-submodule
of Vt . If V is an irreducible G-module then S = Bt and, hence,
〈S〉 = Vt .
Sketch of proof. – We can assume D(n,K) ⊆ G ⊆ GL(n,K) =
GL(V ), with dimV = n. Connectedness of G and G-irreducibility of
V = Kn imply that Dij = {ϕ ∈ G | ϕij 6= 0} is (open) dense in G,
where ϕij is the (i, j) entry of ϕ. But then, for any j1, . . . , jt ∈ Nn =
{1, . . . , n}, Ω = {ϕ ∈G | ϕ1j1, . . . , ϕ1jt 6= 0} is also dense in G.
If now ej1 · · · ejt ∈ S then et1 = e1 t· · · e1 appears with nonzero
coefficient in the expression of ϕ(ej1 · · · ejt ) as K-linear combination
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of elements of Bt , for any ϕ ∈ Ω . In particular et1 ∈ S and, by an
analogous argument, ei1 · · · eit ∈ S for all ei1 · · · eit ∈ Bt . 2
Proof of the theorem (sketched). – Assertion (a) is clear, because, after
taking matrices with respect to B (you can choose any ordering of the
elements in B here), D(n, k)⊆G.
By viewing V as a G◦-module, we consider a composition series
0 = V0 ( V1 ( · · · ( Vr = V . The fact that D(n,K) ⊆ G◦ implies
that the Vi are generated by subsets of B , so that we have a partition
B = B1 ∪˙ · · · ∪˙Br such that Vi = 〈B1 ∪˙ · · · ∪˙Bi〉, for i = 1, . . . , r . For
further purposes we put Wi = 〈Bi〉, for all i. Ordering in an obvious way
the elements of B , we get
G◦ ⊆

GL(n1,K) Mn1×n2(K) . . . Mn1×nr (K)
0 GL(n2,K) . . . Mn2×nr (K)
. . . . . . . . . . . .
0 0 . . . GL(nr,K)
(∗)
and the elements of G◦ will be viewed in the following as block upper
triangular matrices, with ϕij the (i, j)-block.
Next, given v,w ∈ B , we put v  w in case v ∈ Bi and w ∈ Bj , for
some indices i 6 j .  is a preorder in B , that can be extended to any
Bm by considering the smallest preorder that contains the “couples”
v(1) · · ·v(k−1)vv(k+1) · · ·v(m)
 v(1) · · ·v(k−1)wv(k+1) · · ·v(m=)
with v  w. If now p = v(1) · · ·v(mi) ∈ P , then ϕ(p) is a linear
combination of elements q ∈ P such that q  p, for every ϕ ∈ G◦. If
we put ϕ = (ϕij ) and ϕ = ( ϕij ) with ϕii = ϕii and ϕii = 0 for i 6= j , then
ϕ(p) is the linear combination of those q ∈ P that appears with nonzero
coefficient in the expansion of ϕ(p) and satisfies q  p and p  q. But
then ϕ(P )⊆ 〈P 〉, so that H = {ϕ | ϕ ∈G◦} ⊆G. One easily sees that H
is closed in G,H ⊆G◦ and we have G◦ =H nU , where U = {ϕ ∈G |
ϕii = IdWi = Ini , for i = 1, . . . , r} (here ni = dim(Vi/Vi−1)). We should
observe that V becomes a H -module by restriction of scalars and, as
such V =W1 ⊕ · · · ⊕Wr , where the Wi are all irreducible H -modules.
Our next goal is proving that H =GL(n1,K)×· · ·×GL(nr,K) and, for
that, we need a lemma:
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LEMMA 2. – Let us fix m = mk, for some k = 1, . . . in the sequence
of the theorem and assume that s1, . . . , sr are natural numbers such that
(W
s1
1 W
s2
2  · · ·Wsrr )∩ P 6= ∅. Then
W
s1
1 W
s2
2  · · ·Wsrr ⊆ 〈P 〉.
Proof. – Let us put W0 = K, B0 = {1} and assume that there is 0 6
t 6 r − 1 such that there are elements {wj ∈ Bsjj | t + 16 j 6 r} such
that W0Ws11  · · ·Wstt wt+1 · · ·wr ⊆ 〈P 〉. We shall prove
that there are {w′j ∈ Bsjj | t + 26 j 6 r} such that
W0Ws11  · · ·Wstt Wst+1t+1 w′t+2 · · ·w′r ⊆ 〈P 〉.
The induction then gives the result. To prove our claim, we consider the
vector subspace T of Wst+1t+1 generated by those wt+1 ∈ Bst+1t+1 such that
there are wt+2, . . . ,wr as above such that
W0Wst1  · · ·Wstt wt+1 · · ·wr ⊆ 〈P 〉.
Our assumption guarantess that T 6= 0. Moreover, one inmediately sees
that T is a H -submodule of Wst+1t+1 . Once we know that T =Wst+1t+1 , we
can take any v ∈ Bt+1 and elements {wj ∈ Bsjj | t+26 j 6 r} such that
W0Ws11  · · ·Wstt vst+1 · · ·wr ⊆ 〈P 〉. That guarantees that
the following family L of subspaces of Wt+1 is non-empty. The elements
of L will be, by definition, those vector subspaces L of Wt+1 satisfying
the following two conditions:
(i) L is spanned by elements of Bt+1;
(ii) There are {wj ∈ Bsjj | t+26 j 6 r} such thatW0Ws11  · · ·
W
st
t Lst+1 · · ·wr ⊆ 〈P 〉.
Now the finite set L0 of elements of L with maximal dimension is
acted by H . Since H is connected, that action is necessarily trivial and,
hence, L0 = 〈M〉, for a unique H -submodule M of Wt+1. Since Wt+1 is
H -irreducible, we conclude that M =Wt+1 and so
W0Ws11  · · ·Wstt Wst+1t+1 wt+2 · · ·wr ⊆ 〈P 〉
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for some {wj ∈ Bsjj | t + 26 j 6 r}. 2
Proof of the theorem (continuation). – Lemma 2 applies now in case
= ∧. But in case =⊗, since the action considered in the lemma is
that of H , the action on a tensor product Wi1 ⊗ · · ·⊗Wim can be replaced
by the action onW⊗s11 ⊗· · ·⊗W⊗srr , where sj = ] times thatwj appears in
Wi1 ⊗ · · · ⊗Wim . In this latter situation, Lemma 2 applies and it is telling
us that, for each ϕ ≡ (ϕ1, . . . , ϕr) ∈ GL(n1,K) × · · · × GL(nr,K) and
each p ∈ P, ϕ(p) ∈ 〈P 〉. Consequently, GL(n1,K)×· · ·×GL(nr,K)⊆
G and, by connectedness, GL(n1,K) × · · · × GL(nr,K) ⊆ G◦, from
which follows that H = GL(n1,K)× · · · × GL(nr,K). It only remains
to prove the equality
U =

In1 A12(K) . . . A1r (K)
0 In2 . . . A2r (K)
. . . . . . . . . . . .
0 0 . . . Inr (K)
(∗∗)
we put i  j if, for some (and hence all) w ∈ Bj, v ∈ Bi , we have that
v1 · · ·
k
↓
v · · ·vt ∈ P whenever v1 · · ·
k
↓
w · · ·vt ∈ P.
From the block expression (∗) one easily deduces that  is a suborder
of the canonical order in Nr (i.e., i  j ⇒ i 6 j ). If now i ≺ j, Bi =
{ei1, . . . , eini }, Bj = {ej1, . . . , ejnj } and A = (aαβ) ∈Mni×nj (K) is any
matrix, then the ϕ ∈ GL(V ) which fixes all elements of B\Bj and
maps ejβ  ejβ +∑niα=1 aαβeiα satisfies ϕ(P )⊆ 〈P 〉, by definition of ≺.
Therefore
In1 0 . . . 0 . . . 0 . . . 0
0 In2 . . . 0 . . . 0 . . . 0
. . . . . . . . . . . . . . . . . . . . . . . .
0 0 . . . Ini . . . Mni×nj (K) . . . 0
. . . . . . . . . . . . . . . . . . . . . . . .
0 0 . . . 0 . . . 0 . . . Inr
⊆G,
and, by connectedness, the inclusion is actually in G◦ and, hence, in
U . Conversely, if Aij (K) 6= 0 we should have ϕ ∈ U, v ∈ Bi, w ∈ Bj
such that ϕ(w) = λv + w + (some linear combination of vectors in
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B1 ∩˙ · · · ∩˙Bj−1). But then if
v(1) · · ·
k
↓
w · · ·v(t) ∈ P,
v(1) · · ·
k
↓
v · · ·v(t) appears with nonzero coefficient in the expres-
sion of ϕ(v(1) · · ·
k
↓
w · · ·v(t)) as a linear combination elements
of Bt . Since ϕ(P ) ⊆ 〈P 〉, that means that i  j . That finishes the
proof. 2
Remark. – (1) As seen in the proof, the number r is just the compo-
sition length of V as a G◦-module. Hence it is completely determined
by G. On the other hand, the positive integers (n1, . . . , nr) are the K-
dimensions of the factors in a composition series of V as a G◦-module.
We can call admissible to any r-tupla (n1, . . . , nr) of positive integers
such that the ni are the K-dimension of a composition series for V as a
G◦-module. If now (n1, . . . , nr,) and (n′1, . . . , n′r ,′) are date satisfy-
ing the conditions of the theorem, there is a permutation σ ∈ Sr such that
n′i = nσ(i) ∀i = 1, . . . , r and i  j ⇔ σ (i)′ σ (i).
(2) One can define a preorder in the basis B as: v  w iff whenever
v1 · · ·vs−1wvs+1 · · ·vt ∈ P we also have v1 · · ·vs−1v
vs+1 · · ·vt ∈ P . Now one has that v  w and w  v iff there
is an i ∈ Nr such that v,w ∈ Bi . Consequently, we have a bijective
map between the poset B associated to  and Nr . It can be seen in a
straightforward way that is actually an isomorphism of posets between B
and (Nr,). The following is an application of the preorder .
COROLLARY. – In the situation of the theorem, we have:
(a) G◦ is solvable iff  is a partial order in B iff all compositions
factors of V as G◦-module are 1-dimensional.
(b) G◦ is abelian iff  is the trivial partial order in B (i.e., v  w⇔
v =w). In this case G◦ ∼= (K∗)n.
REFERENCES
[1] Borel A., Groupes linéaires algébriques, Ann. of Math. 64 (1956) 20–80.
[2] Humphreys J.E., Linear Algebraic Groups, Grad. Texts in Math., Vol. 21, Springer,
1981.
