Our knowledge of quantum mechanics can satisfactorily describe simple, microscopic systems, but is yet to explain the macroscopic everyday phenomena we observe. Here we aim to shed some light on the quantumto-classical transition as seen through the analysis of uncertainty relations. We employ entropic uncertainty relations to show that it is only by the inclusion of imprecision in our model of macroscopic measurements that we can prepare a system with two simultaneously well-defined quantities, even if their associated observables do not commute. We also establish how the precision of measurements must increase in order to keep quantum properties, a desirable feature for large quantum computers.
By the current scientific point of view the world is quantum. Yet, science cannot clearly conciliate this fundamentally microscopic description with our macroscopic experience. A range of quantum phenomena, such as quantum tunneling [1] and entanglement among quantum particles [2] [3] [4] , are not observed in our daily life.
The issue of translating quantum mechanics to our everyday macroscopic world has been discussed since early stages of the field. When confronted with the subject, Schrödinger presented his "cat paradox" [5] , illustrating the weird scenarios we end up with when we simply force quantum mechanics into macroscopic descriptions. In the last century, the decoherence program lead to a partial understanding of the quantum-to-classical transition [6] [7] [8] , taking into account that quantum systems cannot be completely isolated. Recent experiments, however, have been pushing forward the size of systems that can exhibit genuine quantum features [9] [10] [11] , and as such they bring back the Schrödinger's cat discussion to the forefront of the physics agenda.
Moreover, in the flourishing field of quantum computation, the quantum-to-classical transition stopped from being an exclusively foundational question to become also an applied one. With the number of qubits quickly increasing in quantum computers [12] [13] [14] , we must address how to preserve the quantum features which eventually will allow macroscopic quantum computers to tackle real world problems in an efficient way.
In recent years, with the development of the quantum information field, a coarse graining approach is being advanced in order to explain the quantum-to-classical transition even for closed systems [15] [16] [17] [18] [19] [20] . The main idea in these articles is that the classical behavior might emerge depending on the resolution one describes the system. For highly precise measurements one can observe genuine quantum features as the violation of Leggett-Garg inequalities, state disturbance due to measurement, and many-particle entanglement. Contrarily, when we only have coarsed access to the system, its quantum signatures vanish and an effective classical description emerges.
With these motivations in mind, the goal of this work is to further investigate the preparation of quantum macroscopic systems, a striking distinguishing feature between quantum and classical structures. Both descriptions adopt observables to characterize properties of a system, but quantum properties must, additionally, abide by uncertainty relations.
Uncertainty Relations. One of the foundational results of quantum theory is the Heisenberg Uncertainty Relation (HUR) [21] . Introduced already in 1927, in its more common form [22] it reads:
That is, given a preparation |Ψ ∈ H , and two physical properties with associated observables A and B acting on H , the product of the variances ∆(A|Ψ) and ∆(B|Ψ) associated with the properties' measurement statisticswhere ∆(P|Ψ) := P 2 Ψ − P 2 Ψ with P ∈ {A, B} and P Ψ := Ψ|P|Ψ -, is lower bounded by half of the absolute value of the expectation of their commutator, [A, B] = AB − BA. Physically, the HUR poses a restriction on the preparation of a system: properties A and B can only be simultaneously well-defined for a preparation |Ψ , if |Ψ is a common eigenstate of A and B.
Given the HUR formulation, Eq. (1), when trying to understand the emergence of classical behaviour, the focus was on the commutation relation. Already in 1929, John von Neumann suggested that the actual classical observables related to position and momentum are commuting versions of the "true" quantum observables [23] . When dealing with the thermodynamic limit of finitedimensional observables, the lore goes as follows: consider, for instance, the (dimensionless) observables as-sociated to the magnetization in three orthogonal directions, namely:
Here N is the total number of spin-1/2 particles, and σ (i) k is the k-th Pauli matrix, with k ∈ {x, y, z}, acting on the i-th spin. Taking two of these observables, say X N and Z N , we have [X N , Z N ] = −iY N /N. As ||Y N || = 1, when N goes to infinity lim N→∞ ||[X N , Z N ]|| = 0. One may be tempted to say that it is then possible to prepare a state |Ψ with simultaneously well defined magnetization in x and z directions for large systems. However, that is not the case, as X N and Z N do not share any common eigenvector for any (finite) value of N.
The above misconceptions are due to shortcomings of the Heisenberg uncertainty relation [24] . Most prominently, the HUR is sensitive to rescaling of the observables. By changing the eigenvalues associated with the observables, we can make the lower bound in Eq. (1) to assume any positive value. All that this uncertainty relation indicates is that the lower bound is either zero or non-zero. Moreover, for a pair of observables that are not infinite-dimensional canonically conjugated variables, the right-hand-side of Eq. (1) is state dependent and as such may be not so useful. In the magnetization case, take for instance |Ψ as an eigenvector of Z N . Both the right-hand-side and the left-hand-side of Eq. (1) go to zero, and nothing can be said about ∆(X N |Ψ).
With the advent of quantum information science, Entropic Uncertainty Relations (EUR) were introduced to address HUR' shortcomings [24] [25] [26] [27] [28] [29] . Such relations use entropies as measures of uncertainty, and imply the Robertson uncertainty principle [30] . For two given observables A and B, with eigenvectors {|a j } and {|b k }, the EUR based on Shannon's entropy reads:
where H(A|Ψ) = − ∑ j | Ψ|a j | 2 log | Ψ|a j | 2 is the entropy associated with the measurement of A on the state |Ψ , and similarly for H(B|Ψ).
Much like Heisenberg's uncertainty principle, the EUR (3) sets a lower bound for how certain A and B can simultaneously be in a preparation |Ψ . Notice, however, that in this case the lower bound is state independent, and it also does not depend on the observables eigenvalues. These features make the entropic uncertainty relations the suitable relation to analyze the quantum-to-classical transition for physical properties and preparations. In a classical regime where we can prepare a system with two well-defined properties, one would expect the sum of entropies to vanish as the system increases.
Nevertheless, back to the magnetization observables, it is simple to show that
The lower bound now, contrary to what is suggested by the HUR case, increases with N. A classical behavior is thus not directly obtained by simply increasing the system size. For clarity, in the rest of the article we will concentrate on the preparation of a macroscopic system with welldefined magnetization in two orthogonal directions.
Macroscopic Preparations. As expected from the bosonic case [31] , spin-coherent states [32] either in the x or in the z direction saturate inequality (4). More concretely, if we define the Pauli eigenvectors as σ z |s = (−1) s |s , with s ∈ {0, 1}, then the states in the set {|0 ⊗N , |1 ⊗N , |+ ⊗N , |− ⊗N }, where |± = (|0 ± |1 )/ √ 2, are spin-coherent states that saturate the bound (4) .
For generic spin-coherent states one can evaluate the sum of entropies in (4) . 
be the state of the full N spin-coherent state. The entropy associated with the measurement in the z direction is given by:
where
cos φ is the probability of projecting |Ψ 1 onto |+ . Putting these together, for generic spin-coherent state we have
which grows linearly with N and, in the x − z plane, saturates (4) for p ∈ {0, 1/2, 1}, as mentioned before.
Besides being the analog of coherent states for spins [32] , the states of the form in (5) play an important role in the quantum-to-classical transition. In the theory of quantum darwinism [33] [34] [35] such states are responsible for the redundant encoding of a system's property, allowing for different observers to agree on the value of such a property. However, like demonstrated by Eq. (7), in Ref. [16] the mere use of coherent states is shown to not be sufficient for a classical behavior -signaled there by the no violation of Leggett-Garg inequality [36] -to emerge. A coarse-grained measurement is also required.
Macroscopic measurements: degeneracy. In order to obtain the results in (4) and (7) we assumed that each eigenvector of X N and Z N could be independently measured. This presumes the capacity of individual spin measurement. Such a level of control is nor expected neither desirable in macroscopic systems -the measurement of, say, Z N would entail a POVM with 2 N outcomes.
Macroscopic quantities, however, are usually insensitive to small differences in the microscopic systems, i.e., their associated observables are highly degenerate. When preparing a macroscopic system with a given magnetization, we are often more interested in the total spin then on each individual spin value. Making the degeneracy of the magnetization observables in the x and z directions explicit, we write the total magnetization observables as:
where Π k ( j k ), with k ∈ {x, z} is the projector onto the subspace of j k total spin in direction k. The exponential number of outcomes mentioned above turns now into N + 1 possibilities for each direction. Profiting from the already established form of spin coherent states, Eq. (5), it is simple to realize that the probability of obtaining the outcome j z /N is given by
This leads to a binomial distribution for the eigenvalues j z /N ofZ N . Such a distribution has mean Z N Ψ N = p − 1/2, and standard deviation ∆ 2 (Z N |Ψ N ) = p(1 − p)/N. The distribution concentrates around the mean as 1/ √ N. However, as the number of outcomes grows linearly with N, the entropy of such a distribution does not vanish for large systems. In fact, in the limit N 1 the entropy H(Z N |Ψ N ) = − ∑ N/2 j z =−N/2 Pr( j z |Ψ N ) log Pr( j z |Ψ N ) is approximately given by 1 2 log 2πeN p(1 − p) (where we used the continuous limit for the probability distribution [37] and for the entropy function).
A totally analogous derivation can be followed forX N , and in the macroscopic limit we get:
Although slower than in Eq. (7), even when taking into account the degeneracy of macroscopic quantities, the sum of entropies still grows with the system size N. Macroscopic measurements: division into bins. The above description of macroscopic observables is still not realistic. As the number of outcomes is N + 1, measuring the total magnetization in one direction of a system composed of 10 23 spins requires an inconceivable precision.
To assimilate the notion of imprecision in our description, like in [15, 16] , we will group neighboring results under a same bin of width δ , which we suppose to be the same for both x and z directions. In this way, we incorporate our inability to distinguish between nearby outcomes ofX N andZ N . Instead of evaluating the probability of a state having a total magnetization j z /N, we will evaluate their probability of belonging to the interval
Notice that the number of bins, N b , is related to the bin width δ by N b = N/δ . Thus, in terms of the number of bins N b , the n-th bin will cover magnetizations in the interval
[, with n ∈ {1, . . . , N b }magnetization 1/2 is included in the last bin.
To make this more realist setup explicit, the magnetization observables are now written as follows:
Above, j n k /N, with k ∈ {x, z}, is the magnetization eigenvalue associated with the bin n k of direction k.
As the entropic uncertainty relations do not depend on the eigenvalues, we don't need to specify them explicitly. More importantly, notice that for both directions the number of outcomes is N b , which it is fixed by the measurement apparatus precision, and thus independent of the system size N.
For spin coherent states (5) , the probability of getting a "click" in the bin n z is given by the sum of encompassing probabilities:
In the limit of large N, the continuous approximation of this probability reads:
Pr(n z |Ψ N )
(13) Remembering that ∆ 2 (Z N |Ψ N ) = p(1 − p)/N, it is clear that the distribution Pr(n z |Ψ N ) will also concentrate around the value Z N = 1/2 − p. Differently from before, however, the number of outcomes is fixed (expressed by integration limits independent of N). This means Pr(n z |Ψ N ) will concentrate around the bin that contains j z /N = p − 1/2. Such a bin is N b p + 1 for 0 ≤ p < 1, and N b for p = 1. All the other bins will have probabilities decreasing exponentially with N.
In the limit of N → ∞ the distribution Pr(n z |Ψ N ) will thus tend to a delta function fully contained in a single bin. In this way the entropy H(Z N |Ψ N ) = − ∑ N b n z =1 Pr(n z |Ψ N ) log Pr(n z |Ψ N ) will vanish. A completely analogous argument shows that H(X N |Ψ N ) will also vanish in the macroscopic limit. We then recover the classically expected behavior:
The recovery of this classical signature is numerically observed in Figs.1 and 2 . As in Ref. [38] , for finite N the sum of entropies will be always greater than zero. Nevertheless this deviation won't be visible for macroscopic systems. Pathological cases, where the sum of entropies won't vanish, are when either X N or Z N are exactly equal to values separating two contiguous bins. These cases, however, are of zero volume and will never occur in real experiments.
Conclusion. Uncertainty relations are one of the cornerstones of quantum mechanics. Since its introduction by Heisenberg, the possibility of preparing a system with well-defined properties was linked to the commutation relation between the associated observables. It is only with the advent of quantum information techniques that a more clear cut understanding of the classical limit of these relations is now possible.
Differently from what was described by von Neumann [23] , an effective commutation is not necessary to recover a classical behaviour. Notice that X N and Z N do not commute for any system size. Notably, we find that it is only by including imprecision in the macroscopic observables that a classical character is recovered.
Moreover, from the above results it is also clear that if quantum properties are desirable even in large systems, like in large quantum computers, the number of FIG. 1. Sum of entropies for increasing system size. As the number of constituents increases, it becomes possible for coherent-spin states to have well-defined magnetization simultaneously in x and z directions. An increase in the sum of entropies is observed while the number of spins is smaller than the number of bins. After this initial period, an exponential-like decay is established (see inset). The small oscillation present in the curves is due to the ratio between N b and N.
FIG. 2.
Sum of entropies for increasing number of bins. As the number of bins increases their width shrinks and we can access finer details of the system. For N b N the preparation uncertainty is not negligible, and quantum features are sizeable. Notice that for N b > N each possible value of magnetization will be in a different bin, and there will bins that do not contain any possible value. From that point on the sum of entropies is constant, as seen for the black solid case. outcomes in preparation measurements has to grow faster than √ N.
