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Abst rac t - -Many  physical problems can be modeled by scalar, first-order, nonlinear, hyperbolic, 
partial differential equations (PDEs). The solutions to these PDEs often contain shock and rarefaction 
waves, where the solution becomes discontinuous or has a discontinuous derivative. One can encounter 
difficulties using traditional finite difference methods to solve these equations. 
In this paper, we introduce a numerical method for solving first-order scalar wave equations. The 
method involves solving ordinary differential equations (ODEs) to advance the solution along the 
characteristics and to propagate the characteristics in time. Shocks are created when characteristics 
cross, and the shocks are then propagated by applying analytical jump conditions. New characteris- 
tics are inserted in spreading rarefaction fans. New characteristics are also inserted when values on 
adjacent characteristics lie on opposite sides of an inflection point of a nonconvex flux function. So- 
lutions along characteristics are propagated using a standard fourth-order Runge-Kutta ODE solver 
Shocks waves are kept perfectly sharp. In addition, shock locations and velocities are determined 
without analyzing smeared profiles or taking numerical derivatives. 
In order to test the numerical method, we study analytically a particular class of nonlinear hy- 
perbolic PDEs, deriving closed form solutions for certain special initial data. We also find bounded, 
smooth, self-similar solutions using group theoretic methods. The numerical method is validated 
against hese analytical results. In addition, we compare the errors in our method with those us- 
ing the Lax-Wendroff method for both convex and nonconvex flux functions. Finally, we apply the 
method to solve a PDE with a convex flux function describing the development of a thin liquid [ilm 
on a horizontally rotating disk and a PDE with a nonconvex flux function, arising in a problem 
concerning flow in an underground reservoir. 
Keywords - -Hyperbo l i c  PDEs, Shock and rarefaction waves, Shock tracking. 
1. INTRODUCTION 
In  th is  paper ,  we in t roduce  a numer ica l  method  based  on shock t rack ing  and the  method  of 
character i s t i cs  for so lut ion  of PDEs  of the  form 
ut + g(u, x, t)ux = w(u, x, t). (1.1) 
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Equations of this type arise in a number of models of physical problems including nonlinear 
acoustic wave propagation [1], the Gunn effect in semiconductors [2], rotating thin liquid films [3], 
chloride concentration i  the kidney [4] and flow of petroleum in underground reservoirs [5,6]. 
Solutions to such PDEs often contain shock and rarefaction waves. Standard finite difference 
methods for such problems can give rise to spurious oscillations. In addition, these methods 
smear shocks, and thus, one cannot obtain accurate values for shock location or shock speed. 
In addition, the rate of convergence of such methods is degraded when the domain contains 
edges of rarefactions or shocks, since the derivations of these methods assume certain smoothness 
properties of the solutions [7,8]. 
The numerical method we develop for solution of (1.1) involves an adaptive grid of points which 
moves along the characteristic curves satisfying 
dx 
d---[ = g(u, x, t). (1.2) 
Along these curves, the PDE (1.1) becomes an ODE 
du 
d---[ = w(u, z,  t). (1.3) 
The solution to equations (1.2) and (1.3) may be computed numerically to a high order of ac- 
curacy using standard methods. Equation (1.2) governs the motion of the grid points, while 
equation (1.3) describes the time course of the solution. When points lying on different charac- 
teristics intersect, these points are annihilated and a shock is formed. Shocks, once formed, are 
propagated using analytical jump conditions. Thus shocks are kept perfectly sharp and no smear- 
ing occurs. Shock locations and velocities are determined without analyzing smeared profiles or 
taking numerical derivatives. When neighboring points representing nearby characteristics move 
apart, new characteristics are inserted in these spreading rarefaction fans. Solutions are accurate 
to fourth order along the trajectories describing the characteristics (for original grid points, i.e., 
those involved from the start of the computation)-- including points near discontinuities. 
A further complication arises when the flux function, G = fg (u ,x , t )du ,  is not convex. In 
such a case, if the values of u on neighboring characteristics bracket an inflection point of G, 
the solution may contain rarefaction-shocks. When this occurs, a new characteristic s inserted 
between the two characteristics with an appropriate value of u, i.e., the value of u which sepa- 
rates the rarefaction from the shock. The computed solutions then satisfy the Oleinik entropy 
condition [5,9]. Our method allows the flux function to have at most one inflection point in the 
problem. 
In Section 2, we review some of the properties of solutions of equation (1.1) and describe the 
numerical method in detail. In Section 3, we review the analytical work of Murray [10] for some 
special subsets of equations of the form of (1.1). Murray derived the time at which a shock 
first forms for C 1 initial data with compact support. He also investigated whether rarefactions 
catch up to shocks in finite time for certain discontinuous initial data. Murray also studied the 
asymptotic form for the decay of solutions to a subset of (1.1). 
In Section 4, we derive closed form solutions for a special subset of (1.1) with discontinuous 
initial conditions. These solutions contain shock and rarefaction waves. Also, in Section 4, we 
find bounded, self-similar, C 1 solutions using group theoretic methods. We determine initial and 
boundary conditions uch that neither shock waves nor rarefaction waves form. 
In Section 5, we validate the numerical method against he results described in Sections 3-4. 
We also study the error in the solutions (comparing to exact solutions derived in Section 4) using 
our method and using the Lax-Wendroff finite difference technique. The result is that the new 
method yields high quality solutions. However, our method is limited to scalar equations in one 
dimension while many finite difference techniques can be extended to handle systems of PDEs in 
two or more dimensions with relative ease. Finally, in Section 6, we apply our numerical method 
to a PDE arising in modeling the growth of a thin liquid film and to a PDE modeling flow in an 
oil reservoir. 
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2. A NUMERICAL  METHOD FOR F IRST-ORDER 
NONLINEAR WAVE EQUATIONS 
The solution to equation (1.1) for smooth initial data involves following the characteristics, 
using equation (1.2) to find the motion of the grid points and computing the solution u(x, t) at 
each grid point using equation (1.3). A difficulty that arises in many such problems is that over 
time some of the characteristics ross, yielding multivalued solutions. Physically, this is equivalent 
to the formation of shock waves, i.e., discontinuities, in the solution. After a shock wave forms, its 
motion is determined by the Rankine-Hugoniot jump condition. For equation (1.1), the motion 
of the shock wave is given by 
dxs x, t) a( o, x, t) - C( b, x, t) 
= = , (2.1) 
d~5 Ua - -  Ub  i ra  - -  ?Zb 
where a and b represent the states immediately ahead of the shock and behind the shock wave, 
respectively, and xs is the shock position. A solution including shock waves is a weak solution 
to the partial differential equation; i.e., it is a solution to the integral form of the equation; see, 
e.g., [11]. 
Numerical differencing methods which utilize fixed grids in order to solve equations uch as (I. i) 
(for example, the Lax-Wendroff numerical scheme [8]) suffer from smearing of discontinuous 
solutions and spurious oscillatory behavior near discontinuities. When a discontinuity occm's, 
these methods difference across the discontinuity leading to inaccurate solutions. This is because 
in the derivation of such numerical methods, the solution is assumed to have certain smoothness 
properties and the numerical derivatives (i.e., differences) require such smoothness in order to 
yield accurate results. 
In equation (1.1), information propagates along the characteristics. Our numerical method 
takes advantage of this fact by having the initial grid points move along the characteristics. The 
motion of a grid point is governed by the ODE 
dx 
d-~ = g(u, x, t). (1.2) 
The value of the solution u at this grid point is then determined by the ODE 
du 
d-~ = w(u, x, t). (1.3) 
Initially, the computational grid points are equispaced. (For initial data consisting of jump 
discontinuities, we can place two grid points at the x position of the jump with the values to the 
left and right of the jump assigned to the respective grid points.) The fourth-order Runge-Kutta 
method (see, for example, [12]) is used to advance both the position of the grid points, xi, and 
the values of the function, ui, at each time. 
Because equation (1.1) is in general nonlinear, adjacent characteristics can collide to form 
shock waves. These collisions must be detected by the numerical method if the problem is to be 
solved correctly. The time step dt must take into account he maximum wave speed at any given 
time, t, max Ig(ui, xi, t)l; i.e., there is a CFL condition [8]. In the computations presented in later 
sections, the time step is set to 0.75/max [g(ui, xi,t)l times the initial grid spacing. That is, no 
characteristic can move than three-quarters of an original grid spacing during one time step. In 
addition, if any characteristic crosses at least two other characteristics during the time step (at 
least one of which began that time step one-tenth of an original grid spacing away), the time 
step is halved and that step is recomputed. (If a characteristic crosses two other characteristics 
and they all started the time step within one-tenth of a grid spacing of each other, the middle 
grid point is removed.) In practice, such time step reductions are infrequent. The one-tenth is 
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arbitrary and can be reduced to, say, one-hundredth with a small increase in the number of time 
steps that need to be reduced. 
After each time step, interior points are tested for shock formation, i.e., the crossing of adjacent 
characteristics, which occurs when _n+l _ x~+l Xi l < 0. If this occurs, we insert a point, xs, halfway 
between the points x~ and x n (at the start of the time step) and propagate this point according i+ l ,  
to the Rankine-Hugoniot shock jump condition (2.1) where ub is the state immediately to the 
left of (behind) the shock, and ua is the state immediately to the right (ahead) of the shock. In 
our computations, when a shock is detected, we set the states on either side of the shock to be 
the states at the nearest grid points to the shock on the respective sides. The two grid points 
(characteristics) which collide to form the shock are annihilated. 
At each time step, we test for the crossing of nearby interior points with the shock. A charac- 
teristic which crosses the shock is annihilated and again the state on each side of the shock is set 
to the state at the nearest remaining rid point on that side. Thus, the numerical scheme incor- 
porates the effect of the interior flow on the propagation of the shock wave and on its physical 
state. We note that if two shocks approach one another, the grid points between them slowly get 
annihilated. When there are no grid points between them, the states assigned to the left of both 
shocks are identical and the states to the right are identical (since they are set to states at the 
nearest remaining rid points on the appropriate side). Thus the shock speeds become identical 
(if g does not depend explicitly on x) and the shocks move along as a pair, typically less than 
one original grid spacing apart. 
As opposed to the regions where shocks form, there are regions (rarefactions) where the charac- 
teristics are diverging. The density of interior grid points in these regions decreases. To maintain 
the approximate uniformity of the computational mesh, new points are created. We do this by 
first computing the space between adjacent points. If the space is larger than some tolerance 
(we use three halves of the initial grid spacing), a point is inserted in the mesh at the previous 
time step and propagated. We have experimented with various ways to set the state at x. ,  the 
inserted point between xi and xi+l. We compare results using these methods in Section 5. The 
simplest algorithm is just linear interpolation. Away from a shock wave, fourth-order interpo- 
lation can be used (to be consistent with the order of the Runge-Kutta method in advancing 
the interior points). In addition, we have considered analytic point insertion. In this case, we 
find the appropriate value for u. such that there would be a centered rarefaction through the 
points (xi, ui), (Xi+l, u/+i) and (x , ,u . ) ,  where x. is the midpoint of xi and xi+i. This rarefac- 
tion is assumed to have been initiated at some time from a jump discontinuity from ui to Ui+l. 
(The source term is ignored for this calculation.) The result is that u, is the value such that 
g(u.) = 0.5[g(ui) + g(ui+l)]. This point insertion technique is used only when the convection 
term g(u, x, t) is just a function of u and is simple enough to allow a closed form solution. As an 
example, if 9(u) = ~Vu z - i ,  then 
+u (2.2) 
u, = 2 
If the flux function, G, is not convex, (i.e., if 9~ changes sign, and thus G has an inflection 
point at Uinflection) over the domain of u, x and t in the problem, a combination of a shock and 
an expansion region can occur. For example, consider a case in which g(u, x, t) = g(u) and 
two neighboring characteristics with different values of u (UL on the left and uR on the right) 
have g(ur) = g(UR). (See Figure 1.) Simply following these characteristics would yield a jump 
traveling at speed 9(UL) = g(UR). If g(U) attains a higher value for some value of u between UL 
and UR, the correct (entropy) solution is a smooth transition from UL to some value between UL 
and Uinflectio n and a shock jump from this value of u to uR. A similar phenomenon occurs (in 
reverse) if g(u) attains lower values between UL and uR. Such wave structures can occur only if 
G has an inflection point between UL and UR. 
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(a) A nonconvex flux function, G(u) = u 3, with inflection point at (0,0). ~ is a 
min imum at the  inflection point. If UL is at A and uR is at B, there is a shock from 
A to D and an expansion wave from D to B. If UL is at B and uR is at A, there is 
shock from B to C and an expansion wave from C to A. 
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(b) A nonconvex flux function (used in Section 6) with inflection point at (0.5, 0.5). 
d-~uis max imum at the inflection If is at A and is at there is point. a UL UR B, an 
expansion wave from A to D and a shock from D to B. If UL is at B and uR is at A, 
there is an expansion wave from B to C and a shock from C to A. 
Figure 1. 
Our method allows for one inflection point in the flux function over the range of u in the prob- 
lem. If two neighboring characteristics bracket the inflection point, Uinflection, we consider the 
solution to attain all values between UL and uR and choose the appropriate Oleinik entropy Solu- 
tion [5,9]; see Figure 1. To make the following description of our algorithm more understandable, 
suppose G(u, x,t) = G(u). Consider at a particular time, t, the line, L, from (u(xi), G(u(x~))) 
to (u(x~+l),G(u(xi+l))). If this line does not cross the curve of G(u) then the characteristics 
may be propagated as in the nonconvex case described above. However, if L crosses the G(u) 
curve, we insert a characteristic (with s ta te  Uinsert ) between xi and x~+l before performing the 
propagation step. Here Uinsert is determined such that 
au(U inser t  ) = C(U(X i ) )  - -  a(U inser t )  o r  Cu(Ui.sert) = C(u(xi+l)) - C(u inser t )  (2 .3 )  
It(Xi) -- ~tinsert U(X i+I )  -- ?Zinsert 
Which of the two choices for ltinsert is appropriate depends oil whether g(u) = Gu(u) has a 
maximum or a minimum at Uinflection and which of u(xi) or u(xi+l) is larger. To determine the 
value of u satisfying equation (2.3), we apply a bisection method with endpoints Uinfiectio n and 
UL or UR as appropriate. 
For the flux function in Figure la, the inflection point is (0, 0) and the slope is a minimum 
there. If the left state is at A and the right state at B, there is a shock from A to D and an 
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expansion wave from D to B. The characteristic nserted has the value of u at D. If the left 
state is at B and the right state at A, there is a shock from B to C and an expansion wave from 
C to A. The characteristic nserted has the value of u at C. For the flux function in Figure lb, 
the inflection point is (0.5, 0.5) and the slope is a maximum there. If the left state is at A and 
the right state at B, there is an expansion wave from A to D and a shock from D to B. The 
characteristic nserted has the value of u at D. If the left state is at B and the right state at A, 
there is an expansion wave from B to C and a shock from C to A. The characteristic nserted 
has the value of u at C. 
Various types of boundary conditions may be applied. If no characteristics are entering the 
region of interest hen no boundary conditions are needed. Time-dependent boundary conditions 
may be applied on any side from which characteristics are propagating into the computational 
domain. We use this type of boundary condition to study the applied problems described in 
Section 6. This type of boundary condition also can be used for semi-infinite domain problems. 
Periodic boundary conditions also can be applied. Any point (either shocks or interior points) 
propagating out from one side of the boundary is shifted to the opposite side. This boundary 
condition can be used to study periodic problems uch as the attenuation of nonlinear acoustic 
waves [1]. 
Another characteristic based numerical method has been implemented by Garbey and Le- 
vine [6] in the context of parallel computation. Their method assigns a physical region to each 
processor and allows at most one characteristic to be in a given processor's physical region. The 
collision of characteristics results in the annihilation of both characteristics. Furthermore, their 
method does not track shock waves. 
A front tracking method [13,14] has been developed which solves systems of conservation laws 
(without source terms) in one dimension by tracking the discontinuities and solving Riemann 
problems when waves interact. Other, more complicated front tracking methods (see, e.g., [15,16]) 
have been applied in higher dimensions and are much more complicated than the method devel- 
oped here. 
Our method has several advantages over finite difference methods. First, smearing of shocks and 
spurious oscillations near discontinuities are eliminated. Shocks are kept perfectly sharp. Second, 
the shock positions are updated using analytical results and do not need to be approximated 
using a smeared front. Finally, the shock velocity is also calculated using analytical information, 
eliminating the need to take numerical derivatives of shock positions derived from a smeared 
front. In the two following sections we describe analytical results for subsets of equation (1.1). 
We validate our numerical scheme against hese analytical results in Section 5. 
3. REV IEW OF ANALYT ICAL  RESULTS 
Murray [10] performed an extensive study of analytical properties of the equation 
0, x<0,  
u~ + g(u)ux = w(u), with initial condition u(x, O) = f (x) ,  0 < x < X, (3.1) 
0, X < x, 
where gu(u) > O, Wu(U) > O, w(O) = 0 and g(0) = 0 under certain sets of initial conditions. We 
review some of his results. For C 1 initial conditions uch as those shown in Figure 2a, no shock 
waves exist at the initial time. However, after a certain amount of time, characteristics ross and 
a shock forms. The critical time, tcritical, for the first crossing of characteristics, i.e., the creation 
of the first shock, is given by 
1 = f ' (xo) [9 ( w-1  (W ( f  (x0)) - Atcritical)) - 9 ( f  (x0))] (3.2) 
~w (f (x0)) 
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where x0 is the initial position of the characteristic that first crosses another characteristic. W is 
the following antiderivative of the source function W(u)  - W( f (xo) )  = f;(xo) ds /w(s )  and W -1 
is the inverse of W. When the sink function w(u) = 0, equation (3.2) reduces to 
t X t X --I tcritical : [--g ( f (  0 ) ) f  ( 0)]mi n - (3.3)  
Murray also studied the equation 
ut + g(U)Uz 4- )~u ~ = O, (3.4) 
where c~ > 0, A > 0, and with initial data 
O, x < O, 
u(x,0)  = 1, 0 <x  <X,  (3.5) 
O, X < x, 
called the top hat initial condition (see Figure 2b). A is the coefficient of the source term. For 
such an initial condition, a rarefaction wave (containing all values from 0 to 1) immediately issues 
out from x = 0 and a shock wave propagates from x = X. Murray considered whether the front 
of the rarefaction catches up with the shock, as well as the order of the asymptotic decay of the 
maximum value of u in time. 
1.00  I I I 
0.75 
0.50 
0 .25 
0 .00 I 
0 .00 0.25 0.50 0.75 1.00 
x 
(a) An example of C 1 initial data. 
1.5 I I I 
1.0 
:~ 0.5 
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x 
(b) Top  hat initial data  (with X = i). 
Figure 2. 
For a < 1, the rarefaction may or may not catch up with the shock. If the rarefaction does 
not catch up with the shock, the maximum value of u decays according to the ODE 
d(maxu) 
-- A(maxu) ~, (3.6) 
dt 
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where maxu(x,0)  = 1. Then, maxu(x , t )  = [1 - (1 - a)At] 1/(1-~), which goes to zero at t -- 
(A(1 - a)) - I .  u decays to zero in finite time and distance. If the rarefaction catches up with the 
shock, u again decays to zero in finite time and distance where the maximum value of u decays 
as maxu(x, t )  ~ [C - (1 - a)At] 1/(1-~), where C is constant. 
For a = 1, the decay is exponential in time but finite in distance if g(0) = 0. The distance the 
shock travels is infinite if g(0) ~ 0. The rarefaction may or may not catch up with the shock. 
For 1 < a < 2, if the rarefaction does not catch up with the shock the decay of the solution is 
described by 
maxu(x~t) = 0 (t: -1 / (a - I ) )  , for t >> 1. (3.7) 
The shock speed, "~t", decays to g(0) according to 
dx~ ( ) 
dt = g(0) + O t -1 / (a - l )  , for t >> 1. (3.8) 
If the rarefaction does catch up to the shock, (when t = tcatch_up ) equations (3.7) and (3.8) hold 
for t >> tcatch_up. 
For a > 2, the rarefaction always catches up with the shock. If 2 < a < 3, the decay is again 
given by equations (3.7) and (3.8), where t >> tcatch_up. However, if a > 3, the decay of maxu to 
zero and ~ to g(0) is 0(t-1/2). If ~ = 0, for n = 1, N, N > 1, different results may be 
dt  " " " ' - -  
obtained; see [10]. 
4. SOLUT IONS TO SOME NONLINEAR PDEs  
In this section, we discuss exact solutions of the special case of equation (1.1) given by 
ut + (Tu~)x = -~u ~. (4.1) 
We first consider solutions containing shock waves and then consider solutions which remain 
smooth for all time. Consider equation (4.1) with top hat initial data 
0, for x < 0, 
u(x,O) = h, fo r0<x<X,  (4.2) 
0, for X < x, 
where h,a  and 7 are positive constants and fl > 1. I f /?  = 1, the solution is simply a decaying 
traveling wave moving to the right with speed V. We only consider the case of disturbances which 
do not grow, i.e., A > 0. 
4.1. Conservat ion  Laws (A = 0) 
We first consider the case where A = 0, i.e., equation (4.1) is a conservation law. Initial 
conditions (4.2), give rise to a rarefaction wave centered at x = 0. All values from 0 to h are 
taken on by u. Then, along the characteristic curves 
- -  ~ dU 
dXdt J37u(~-l)' we have -~- -- 0. (4.3) 
That  is, the solution is constant along the characteristics. Therefore, the characteristics are 
straight lines in the (x, t) plane. Since ~ > 1, the characteristic with value h moves fastest. Its 
motion as a function of time is described by 
dx 
d--t- = 3vh(~-1)' (4.4) 
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and its position is 
XFR = fTh(~- l ) t ,  (4.5) 
where the subscript FR  denotes the front of the rarefaction. There is a shock at x = X,  at t = 0. 
The motion of the shock is given by equation (2.1) so 
dz8 = Vu~_l) ,  and (4.6) 
dt 
x~ = X + ~/h(~-l)t, (4.7) 
for 0 < t < tcatch_up since before the rarefaction catches up with the shock, the value of ub 
(u behind the shock) is h. Thus, for XFR < x < x8 the solution is u = h. In order to solve for u 
in the rarefaction, we apply the first part of equation (4.3), integrate and solve for u using the 
fact that  x = 0 when t = 0 to obtain 
-- (4.8) 
Setting x~ = XFR using equations (4.5) and (4.7) we find that  the rarefaction catches up with the 
shock at 
X 
tcatch-up = 7h(Z-1) ( f -  1)' (4.9) 
At tcatch_up , the location of the shock is 
f i x  
Xs,catch_up -- f _ 1' (4.10) 
For t > tcatch_up , we use equations (4.6) and (4.8) to solve for the motion of the shock. The value 
of Ub is now less than h. The location of the shock is 
x~ -- f -yt (4.11) 
In summary, 
• f x 1/(Z-I) 
(~-~)  for 0<x < XFR , 
u(x,t) = I h for XFR < x < x~, where t _< tc~tch_up, and (4.12) 
0 for x > xs, 
u(x,t) = for 0 < x < xs, where t ~ tcatch_up. (4.13) 
0 for x > x~, 
It  is straightforward to check that  the area under the solution curve is the constant hX for all 
time. That  is, the area is conserved (thus the term conservation law). In Figure 54, we present 
the exact solution at several times to equations (4.1) and (4.2), where f = 2, y = 1/2, h = 1 and 
~=0.  
4.2. The  Equat ion  ut + (~'u~)x - -Au  
If c~ = 1 in equation (4.1), the area under u as a function of time can be solved for exactly. 
Consider the equation, where G(u)x = g(u)ux, 
ut + G(u)~: = -Au,  (4.14) 
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where u(x, 0) ----- 0 for JxJ large. Integration yields 
0 I /  i? i /  - -  u dx + G(u)x dx = -)~ u dx. (4.15) Ot oo oo oo 
The second term on the left is 0, and equation (4.15) becomes imply 
// dA _ .hA, where _4 = u dx. (4.16) 
dt ~ 
A(t)  is the area under the curve u(x) at any time t. Solving equation (4.16) yields 
// A(t) = Aoe -;~t, where Ao = u(x, O) dx. (4.17) 
oo  
The solution to equation (4.1), with top hat initial data (4.2) and where ~ = 1, may be found 
by proceeding as in Section 4.1. In this case, the rarefaction may or may not catch up with the 
shock depending on how quickly the source term dissipates u. Along the characteristic curves 
d_x_x = - Au. (4.18) dt ~Vu(~-l) '  we have dUdt 
The decay of the height of the top hat (initially h) is given by 
maxu = he -;~t. (4.19) 
The position of the front of the rarefaction is
/~Th (n-l) (1 - e -~(n-1)t) 
XFR = ~(/~- 1) ' (4.20) 
and the equation for the motion of the shock wave is 
dx~ = 7u~_l )  = 7 (he -At) (~-1) (4.21) 
dt 
Since the location of the shock at t = 0 is X, 
vh(Z-1)(1 _ e-~(/~-l)t) 
xs = X + /k(fl - 1) (4.22) 
Setting XFR equal to xs in equations (4.20) and (4.22) yields the time at which the front of the 
rarefaction catches up with the shock: 
in (1 - ~X//~/h j3-1) 
(4.23) tcatch_up = - ) , ( /~  - 1) 
The rarefaction wave catches up with the shock only if 
~X (~)  l/(~-l) 
1 7h~-1 > 0, or equivalently h > (4.24) 
If tcatch_up exists, the location of the shock when t = tcatch_up is aga in  t~X/(t~ - 1), as in equa- 
tion (4.10). 
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Subst itut ing any value between 0 and h in place of h in equation (4.20) gives the location to 
which the characteristic with that  value of u at t ime 0 has moved in t ime t. From this, we can 
find u(x, t) in the rarefaction 
{ xA(3 -  1) }1/(~-1) 
u(x,t) = f~v(e-~-~-_~t--__ 1) " (4.25) 
After tcatch_up , the motion of the shock is governed by 
dx s : 3`U~f~--l) : Xs~(/~-- 1) 
dt ~(e~(~-l)  t - 1)' (4.26) 
Thus, 
X s Q~)(~)1 /13(hX) (~-1) /~ (1 e-,~(13-i)t) 1/f~ = - , for t > tcatch_up. (4.27) 
Whether  the rarefaction catches up to the shock or not, the shock decays in infinite t ime but in 
finite distance. If the rarefaction does not catch up to the shock, the location of the shock when 
t =oo is  
3`h(B -1) 
xs,~ = X + A(Z - 1-- - - - - )"  (4.28) 
I f  tcatch_up exists, the location of the shock when t = ec is 
In summary,  if c~ = 1, 
zA(¢~ - 1) ~/(~-1) 
u(x,t)= { ~3`(e--~--~t- -- 1) } for 0 < x < XFR, 
he -At for XFR < x < Xs, where t ~ /:catch_up, (4.30) 
0 for x > xs, 
and 
{ {xA(13--1)e-A(B-1)t} 1/(~-1) 
u(x,t) = ~- -~- i - 'e -~ for 0 < x < xs, where t _> tcatch_up- 
0 for x > xs, (4.31) 
The area under u(x) at any t ime t is hXe -xt, in agreement with equation (4.17). 
4.3. The  Equat ion  ut + (3`uf~)z = -Au ~ 
Solving equation (4.1) with c~ ¢ 1 and c~ ¢ f~ and proceeding as in Sections 4.1,2, one finds 
that  the front of the rarefaction catches up to the shock when 
{(A(~ - cQX)/(3`(1 - f~)) + h~-~} (1-a) / (~-")  - h x - -  
tcatch_up = A(a - 1) (4.32) 
For the rarefaction to catch up to the shock, not only must tcatch_up in equation (4.32) be greater 
than zero but so must the expression in brackets in equation (4.32). I f  tcatch_up is to exist, it must 
be continuous with respect to the coefficients a,  ~, 3', A, h and X. For example, if c~ = 5, B = 6, 
3' = 0.15, and h = X = A = 1, equation (4.32) predicts tcatch_up = 20, but this is spurious since 
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the expression in brackets is negative and a small change in c~ or 19 leads to complex values for 
tcatch_up. The rarefaction ever catches up to the shock in this case (see Section 5, Figure 7a). 
Thus, for tcatch_up to exist, we need 
{A( f l - c~)X+h~-~}>O,  orequ iva lent lyh>{A(19-c~)X_  ~1/(#-~) (4.33) 
-~- - ' f l - )  7(/9 - 1) j ' 
If the rarefaction does catch up to the shock, the shock position at tcatch_up is again xs,catch_up =
/9X/( /9 - 1) as in (4.10). In the rarefaction, 
x - -  A(2~- a) {(u 1-~ + 1(1 -  a)t) (f~-a)/(1-a) - u ' -a} ,  (4.34) 
which in general cannot be solved explicitly for u. Finally, if a : /3  (recall/9 > 1) we find 
h 1 -a  (e Ax/~ - 1) (4.35) 
tcatch-up ----- A(OL -- 1) ' 
which always exists since a =/9 > 1. The location of the shock at tcatch_up is again/9X/(/9 - 1). 
We note as a consistency check, that tcatch_up in equation (4.32) approaches the value of tcatch_u p 
in equation (4.9) as A --+ 0; it approaches tcatch_up in equation (4.23) as a --+ 1 and it approaches 
tcatch_up in equation (4.35) as a -~/9. In each case, we find that if the front of the rarefaction 
catches up with the shock, the shock position at tcatch_up is Xs,catch_u p =/9X/(19 - 1). 
4.4. Some Smooth  Solut ions of  ut + (Tufl)x = -Au  a 
In this section, we investigate the conditions needed for nonnegative, bounded C 1 solutions u 
to exist for 
ut + (~u~)~ = -Au ~ 
on a semi-infinite domain of the form e < x < ~,  6 < t < c~, where e and 6 are positive. There 
are a number of initial and boundary conditions uch that shock waves do not arise. First, we 
study solutions which are functions of one variable u = F (x )  or u = J ( t ) .  We then consider 
similarity solutions arising from the study of various transformation groups. 
Solutions of the form u(x ,  t) = F (x )  must satisfy 
3,19F~-~F ' + AF ~ = O. (4.36) 
If fl < a, equation (4.36) has bounded solutions of the form 
u(x,t )  = F(x)  = C-  ( /9 -  , (4.37) 
where C < 0. If a =/9, equation (4.36) has bounded solutions of the form 
u(z ,  t) = F (x )  = Ce  -(MÈ~)~, (4.38) 
while if 19 > a, there are no bounded solutions of the form u(x ,  t) = F (x ) .  Solutions of equa- 
tion (4.1) of the form u(x , t )  = J ( t )  must satisfy 
J '  + AJ a = O. (4.39) 
If a < 1, there are bounded solutions of the form 
{ ; [(1 - a) (C - At)] 1/(1-a) for t < --, u(x , t )  = J ( t )  = (4.40) 
0 for t > -~, 
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where C > 0. These solutions decay to zero in finite t ime C/A. If c~ = 1, 
u(x,t)  = J(t) = Ce-% (4.41) 
is a solut ion to equat ion (3.1) while if ct > 1, there are bounded solutions of the form 
u(x , t )  = J ( t )  = 1)(At + c)]  -1/I -11 , (4.42) 
where C > 0. These solutions decay to zero in infinite t ime. 
One may apply  group theoret ic methods to determine the form of s imi lar i ty solutions to equa- 
t ion (3.1); see for example,  [17,18]. Considerat ion of t ransformat ion groups of the form 
x* =- anx, t* = amt, u* = a~'u, (4.43) 
leads to the construct ion of s imi lar i ty variables. For a ¢ 1 and a ¢ fl, there are bounded 
solutions of the form 
u(x, t) = tl/(1-a)H(rl), where r] = xt (a-~)/(1-~), and H satisfies 
H - A(c~ - 1)H ~ (4.44) H t = 
(/~ - c~)r 1 + (c~ - 1 )v~HZ- I '  
For ~ > c~ and c~ > 1, H(r]) approaches the constant solution of equat ion (4.44), 
H* = {A(a - 1 )}  1 / (1 -a )  , (4.45) 
as U --* oc. It  is stra ightforward to check that  H '  < 0 if H > H*, and H '  > 0 if H < H*. 
There are no bounded solutions to equation (4.44) for ,~ < c~. This is because either the 
denominator  in (4.44) must at some point be zero or else H ~ must be proport ional  to 1/7 for 
large rL and thus H ~ O(logr/)  as rj --+ oo. There are no bounded solutions ifc~ < 1, since u then 
grows in t ime. 
For c~ 7~ 1 and c~ -¢ #, there are also solutions of the form 
u(x, t) = xU(#-~)H(rl), where again ~ = xt (~-~)/(1-~), (4.46) 
and H satisfies 
H' = (c~ - 1) {(~ - c~)AH ~ + vt3H z } (4.47) 
r](~ - c~) {(ct - ~)rl(c~-l)/(c~-z) + V~( I  - c~)HZ- I  } " 
For t3 > c~ and c~ > 1, H(rl) ---* 0 exponent ia l ly  as r] --* oc so bounded solutions exist. There are 
no bounded solutions to equation (4.47) for/7 < c~ or c~ < 1 because the denominator  of (4.47) 
must  vanish at some point. 
Using t ransformat ion group (4.43) with c~ = 1 or c~ = ~ suggests apply ing separat ion of 
var iables to find smooth solutions. For c~ = 1, no such bounded smooth solutions exist. For 
= 13, separat ion of variables yields bounded solutions of the form u(x, t) = F (x ) J ( t )  where 
( 1 ) 1/03-1) (AF#-C IF )  
J(t)  = (Co + Clt)( j3 - 1) , and F(x)  satisfies F' = v~3F~-Z ' (4.48) 
where Co and C1 are posit ive integrat ion and separat ion constants,  respectively. Solutions of 
this form approach (C1/A) 1/(#-1) as x --~ co. For a = 3 < 2, F(x)  has an inflection point when 
F = (C~(2 - ~)/,,~)I/(B-I). 
Transformat ion groups of the form 
x* = anx, t* = t + In(a), u* = a~u, (4.49) 
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lead to solutions only if a = 1. These solutions have the form 
u(x, t) = ertH(~), where ~ = xe r(1-~)t, and H'  = - ( r  + A)H "yf~H f~-I - r(f~ - 1)7' or (4.50) 
u(x, t) = x l / (Z-1)H(~),  where ~ = xe r(i-~)t, and H'  = AH + (Vlg/(f~ - 1))H ~ (4.51) 
~{r(t3 - 1) - 3,13Hf~-1}" 
Positive, bounded solutions exist for (4.50) and (4.51) when -A  < r < 0. 
The transformation group 
x* = x + ln(a), t* = ant, u* = aru, (4.52) 
leads to solutions only if a = f~. The solutions have the form 
u(x , t )  = t -1 / (~- l )H(~) ,  where ~ = te r(~-l)z, and 
H - A(t3 - 1)H ~ (4.53) H I = 
(/3 - 1)r/{1 + v /~H~- l r ( t3 -  1)}' 
where t > 0. Solutions of equation (4.53) are positive and bounded for any r > 0. H -+ 
(~(/3 - 1)) -1 / (~-1)  as ~ -~ oz. 
5 .  VAL IDAT ION OF  THE 
NUMERICAL  METHOD 
The numerical method described in Section 2 combines the fourth-order Runge-Kutta  method 
with tracking of shock fronts and insertion of characteristics in regions of diverging characteristics 
and when rarefaction shocks arise in problems with nonconvex flux functions. In this section, we 
present he results of a number of tests of this method against he analytical work of Sections 3,4. 
In addition, we compare the errors obtained when applying our method with those obtained using 
the Lax-Wendroff method with nonlinear artificial viscosity [8]. 
For smooth initial conditions as in Figure 2a, no shock waves exist at the initial time. The 
time, tcritical, at which the first shock forms for the case in which both the convection and sink 
functions g and w in (1.1), are functions of u was given by Murray [10]; see equations (3.2) 
and (3.3). We applied our numerical method to solve equation (4.1) 
ut + (~)x  : -~ ,  (4.1) 
with 0' : 1/2, f] : 2, A = ~ and a : 1 and with initial condition 
0 x<0,  
u(x,O) = sin2(Trx) 0 < x < 1, (5.1) 
0 l<x .  
From equation (3.2), a shock forms when t = (2 In 2)/Ir ..~ 0.4413. The first crossing of character- 
istics detected during the computat ion provides an estimate of tcritica 1. With initial grid spacing 
of 0.05 units, a shock forms between t -- 0.4375 and t -- 0.4562. The location of the shock can 
be found analytically using equations (1.2) and (1.3) and noting that  the characteristics which 
first cross are initially located at x = 0.75, when t -- 0. The analytical value for the location of 
the shock when it first forms is 3/4 + 1/(2~r) ..~ 0.9092. The numerical method yields an initial 
shock location of 0.9129. The error in the shock location is smaller than the initial grid spacing. 
We present in Figure 3a, a plot of u vs. x at several times, (the initial data is that  of Figure 24) 
including just after the code detects the formation of the shock. The solid circles represent he 
values of u to the left and right of the shock at t = 0.46 and the open circles represent u at 
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(a) Computed solutions to ut-]-(u2/2)x -~ -Tru/2 with initial condition as in Figure 2a 
at several times. The solid circles denote the jump at the shock at t = 0.46, and the 
open circles denote the jump at the shock at t = 0.69. (Ax = 0.05.) 
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(b) Computed solutions to ut + (u2/2)x = -xu/2 with initial condition as in Fig- 
ure 2a, using the characteristic based method (dotted curves with circles at the sharp 
shock jumps) and the Lax-Wendroff method (which smears the shock). (Ax = 0.05.) 
Figure 3. 
t = 0.69. In F igure 3b, we compare our method (dotted curves) with Lax-Wendroff  (dashed 
curves) with the same number of mesh points. The results are similar early in the computat ion.  
However, the smear ing of the Lax-Wendroff  method is apparent  after the shock forms. 
Next,  we check the decay of solutions in t ime against Murray 's  [10] asymptot ic  results. (Mur- 
ray's  results apply  for ~ = 2 in equat ion (4.1).) For F igure 4, we studied (4.1) with ~ = 1/2, 
= 2, A = 1 for several values of a where the top hat initial condit ion (4.2) was used 
0 for x < 0, 
u(x ,O)= h fo r0<x<X,  (4.2) 
0 for X < x. 
X and h were taken to be 1 for these computat ions unless otherwise specified. The logar i thm of 
the max imum value of the computed solution, u, is p lotted at each t ime against he logar i thm of 
t ime. The slopes of the lines these curves approach give the asymptot ic  decay of the solutions. For 
1 < c~ < 2, the results are presented for two values of h (solid and dotted curves), one (h = 1) for 
which tcatch_up does not exist and one (h = 4) for which tcatch_up does exist; see equat ion (4.32). 
These curves show maxu decays like t -1/ (~-1) ,  independent of h. For 2 < a < 3, maxu also 
decays like t -1 / (a -1) ,  while for c~ > 3, maxu decays like t -1/2. Thus, the computat ions  agree 
with the results discussed in Section 3. Init ial  grid for these runs was 0.1 units. 
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Figure 4. A plot of ln(maxu) vs. In(t) for ut + (u2/2)x = -u  a with top hat initial 
data. The decay rate, O(tsl°pe), of max u for large times agrees with the asymptotic 
results in [10]. 
In Figure 5, we present plots of analytical solutions versus computed solutions at several times 
for cases discussed in Sections 4.1,2. In Figure 5a, the solution to the conservation law (4.1) with 
7 = 1/2, ~ = 2 and A = 0 and initial condition (4.2) is presented. Results before and after the 
rarefaction catches up to the shock are shown. The open circles, triangles and squares denote 
computed solutions at the grid points. 
In Figure 5b, we solve the same problem but where A = a = 1 in equation (4.1). Here, the 
solution decays to zero so quickly that  the rarefaction cannot catch up witch the shock. In 
Figure 5c, h = 3. Here, the rarefaction catches up with the shock at time In 3. For Figures 5a-c, 
initial grid spacing is 0.1 units. In Figure 5d, we present a plot of shock speed vs. time for h = 1 
and h -- 10. Note the kink in the shock speed that occurs at t = tcatch_up when h = 10. Here, 
a finer grid (Ax = 0.025 units) was used in order to make the curve smooth enough so that  the 
kink is easily seen. 
When ~ = 2, as in the above cases, analytic point insertion, equation (2.2), is identical to 
insertion by linear interpolation and the only errors (when there is no source term) are due to 
round-off. In order to compare our point insertion methods to one another and to the Lax- 
Wendroff method we computed exact solutions and numerical solutions using/3 = 3 (and ~, = 1) 
for several initial conditions, with and without source terms and in a case where both positive 
and negative values of u were used, making the flux function nonconvex. Results of tests for 
convergence of L 1 error are presented in Table 1. (In order to achieve second-order accuracy with 
the Lax-Wendroff method in cases with source terms, we combined Lax-Wendroff with Heun's 
method for ODEs; see, e.g., [12]. Simple operator splitting does not yield second-order accuracy 
in the presence of source terms even for smooth solutions.) In Table 1, the apparent order 
of convergence is presented along with the magnitude of the L 1 error with initial grid spacing 
0.05-- the middle of our range of computation. 
Case 1 represents top hat initial conditions with ~ = 2, i.e., the inviscid Burger's equation 
problem presented in Figure 5a. Analytic point insertion and linear insertion are identical and 
have only round-off error. Cases 2-7 use the cubic flux function (~ -- 3 with "y = 1). In Case 2, 
with top hat initial condition, only the analytic point insertion is so good as to only have round- 
off errors. For Case 3, the source term -u  2 was used with initial condition u(x ,  O) = 0 for x < 0, 
and u(x ,  0) = 1 for x > 1. There is a jump at the origin that evolves into an expansion wave. 
Case 4 gives results for the same equation with continuous initial data (u (x ,  O) = 0 for x < 0; 
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(a) Computed and exact solutions to ut + (u2/2)= = 0 before and after the rarefaction 
catches up to the shock, conservation law case. Open circles, triangles and squares 
represent the computed solution. (Ax  = 0.1.) 
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(b) Computed and exact solutions to ut+(u2/2)= = -u  with top hat initial condition 
with h = 1. The front of the rarefaction ever catches up to the shock in this case. 
Open circles, triangles and squares represent the computed solution. (Ax = 0.1.) 
Figure 5. 
U(x,O) = X for 0 < x < 1; and  u(x,O)  = 1 for x > 1). Case  6 used the  same equat ion  w i th  C 1 
in i t ia l  cond i t ions  (u(x ,  O) = 3x 2 - 2x 3 for 0 < x < 1). F inal ly ,  for Case 7, we used negat ive  va lues  
of  u. Here,  
0 fo rx<0,  
-1  for 0<x< 1, 
u(x ,O)= 1 for 1 <z<2,  (5.2) 
-1  for 2 < x <3,  
0 for x > 3. 
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(c) Computed and exact solutions to ut +(u2/2)x = -u  with top hat initial condition 
with h = 3. The front of the rarefaction catches up to the shock at time In 3 ,-~ 1.099. 
Open circles, triangles and squares and diamonds represent the computed solution. 
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(d) A plot of shock speed versus time for ut + (u2/2)x = --U with top hat initial 
condition with h = 1 (dashed curve) and h = 10 (solid curve). Note the kink in 
the shock speed when the rarefaction catches up to the shock in the h = 10 case. 
(Ax ---- 0.025 so the kink shows clearly.) 
Figure 5. (cont.) 
In Figure 6, we present a comparison of the solutions using the characteristic based (dashed) 
and Lax-Wendroff (dotted) methods. The exact solution (thin solid curve) is also shown. The 
t ime = 4.9 was chosen for display since this is when the rarefactions catch up to the shocks, now 
at x = 4/3 and x = 7 /3 .  The~one from 10/3 to 31/9 should be flat, with u = -1 .  For all 
the cases presented in Table 1, the errors using any of the characteristic methods are less than 
using Lax-Wendroff. The rates of convergence are approximately the same or better using the 
characteristic method. The characteristic method takes 1 to 2 times as long as the Lax-Wendroff 
computat ions except in the nonconvex run, where the solution across inflection points slowed 
down the characteristic code slightly such that  the Lax-Wendroff computat ion was about 2.5 
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Table 1. 
L 1 Order of Convergence and Error Comparison 
Case Comment API Error 4I Error LI Error LW Error 
1 ~ = 2 Top Hat RO R,O 1.0 0.0080 RO RO 0.9 0.0840 
2 ~ = 3 Top Hat RO R,O 1.0 0.01926 0.9 0.01587 1.0 0.03098 
3 C -1 source 1.5 0.00042 0.9 0.01023 0.9 0.00931 1.0 0.01033 
4 C O source 2.0 0.00013 2.0 0.00005 1.9 0.00015 1.5 0.00088 
5 C o 2.0 0.00049 1.8 0.00026 1.9 0.00027 1.4 0.00249 
6 C 1 2.0 0.00070 3.1 0.00003 2.0 0.00058 1.7 0.00164 
7 Nonconvex 1.0 0.00198 0.9 0.02056 1.0 0.02088 0.9 0.10300 
1~O = round-off error only; API = Analytic Point Insertion; 4I = Fourth-order insertion; 
LI = Linear Insertion; LW = Lax-Wendroff; 
Error is with initial grid spacing 0.05 units. 
t 2 
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Figure 6. Exact (solid curve), characteristic method (dashed curve) and Lax-Wend- 
roff method (dotted curve) solutions to ut + (u3)x = 0 with initial condition given 
by equation (5.2). Solution is at time = 4/9 units. For this initial data, the flux 
function is nonconvex. (Ax = 0.05.) 
times as fast (using the same grid spacing). The most refined runs performed for the results in 
Table 1 took 5-22 seconds using Lax-Wendroff and 7-48 seconds using the characteristic method. 
We note that the method of point insertion does influence the results. For initial data consisting 
of constant regions with jump discontinuities, analytic point insertion appears best. For cases 
involving source terms and continuous initial data, it is not clear which point insertion technique 
is optimal. 
In Figure 7, we consider equation (4.1) with 7 = 0.15, ~ = 6 and ~ = 1 and c~ = 5 with initial 
condition (4.2), with h = 1 and h = 5. For h = 1, equation (4.32) predicts a catch up time of 20, 
but this is spurious ince condition (4.33) is not satisfied. Condition (4.33) suggests that tcatch_up 
exists if h > 4/3. For h = 5, equation (4.32) predicts tcatch_up ~ 0.000983 while the computation 
detects tcatch_up to be between O.0OO953 and 0.001. The times shown on the figure are in 10 -4 
units and the initial grid spacing was Ax = 0.1. (For a refined grid of 0.025 units, tcatch_up falls 
between 0.000983 and 0.000997.) 
We also studied solutions to equation (4.1) using as initial and boundary conditions the ex- 
pressions derived in Section 4 for which we do not expect shocks to form. The solutions remain 
smooth and bounded for all time. For the cases in which we were able to find closed form solu- 
tions (using equations (4.37),(4.38),(4.50),(4.51) and (4.53)), these solutions decrease in x. Thus, 
the points get closer to one another with time and no new characteristics are inserted (except 
at the boundaries, where insertion is exact). In these cases, the only errors that arise are from 
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(a) Computed solution of ut -t- (0.15U6)x : -u  5 with top hat initial condition with 
h ---- 1. Equation (3.32) predicts tcatch_up = 20, but this is spurious since condi- 
tion (3.33) is not satisfied. The X 's  represent the front of the rarefaction. (Ax ---- 0.1.) 
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(b) Computed solution of ut + (0.15U6)x = -u  5 with top hat initial condition with 
h = 5. Equation (3.32) predicts tcatch_up = 0.000983. Condition (3.33) is satisfied. 
The X 's  represent the front of the rarefaction. The times listed are in 10 -4  units. 
(Ax  = 0.1.) 
Figure 7. 
the Runge-Kut ta  ODE propagat ion solver. We present in Table 2 a comparison of the L 1 errors 
using the characteristic method and the second-order Lax-Wendroff  solver mentioned above. The 
convergence to round-off is very quick using the characteristic method. For the Lax-Wendroff  
runs, convergence is approximately second-order in each case. (This is borne out under further 
refinements.) For the run arising from equation (4.37), we considered 
3 (5.3) ut ÷ (u3)~ = -u  4, where u(z ,  t) - (3 + x~--- - )  ' 
o~ [0, 8] from t = 0 to t = 8. For the run arising from equation (4.38), we studied 
Ut ÷ (U3)x = --U 3, where •(X, t)  = e -x /3 ,  (5.4) 
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on [0, 4] from t = 0 to t = 8. For the case arising from equation (4.50), the equation 
( / ut  + -2  x = -u ,  where u(x , t )  = 0.he -t/2 -xe  t/2 + x2~et% 4 , (5.5) 
on [0, 8] from t = 0 to t = 8 was studied. For the case arising from equation (4.51), we studied 
ut  + = -u ,  whereu(x, t )  = x - + + x-~e t , 
x 
on [1,9] (since x cannot be zero here), from t = 0 to t = 2. Finally, for the case arising from 
equation (4.53), we considered 
(u2)  4teX+l+x/8te~+l  
ut  + ~-  x = -u2 ,  where u(x , t )  = 4t2e  ~ (5.7) 
Computed and exact solution arising from equations (4.50) and (4.51) are presented in Figure 8. 
2 "~ I I I I 
% 
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Figure 8. Exact (solid and dashed curves) and computed (open circles) smooth 
solutions to ut  + (u2 /2)x  = -u  of the forms (4.50) (solid curves) and (4.51) (dashed 
curves). (Ax = 0.4.) 
Table 2. 
L 1 Error Comparison 
Equation (4.37) Equation (4.38) Equation (4.50) Equation (4.51) Equation (4.53) 
Ax CM LW CM LW CM LW CM LW CM LW 
0.8 0.005140 0.101101 0.002188 0.075904 0.005603 0.164015 0.001491 0.124981 0.001035 0.118827 
0.4 0.000105 0.031038 0.000037 0.023888 0.000412 0.039670 0,000122 0.046835 0.000063 0.040119 
0.2 0.000003 0.008594 0.000002 0.006519 0.000034 0.010566 0.000006 0.011770 0.000007 0.011592 
CM ---- Characteristic Method; LW = Lax-Wendroff. 
Through the examples presented above, we have demonstrated that the numerical method 
presented in Section 2 yields accurate results for the evolution of solutions of equations of the 
form (4.1) whether the solutions are smooth or develop shock waves and whether the flux function 
is convex or nonconvex. The method detects the formation of shock waves and propagates the 
shocks without smearing the shock front. Shock speeds are computed using analytical jump 
conditions. The error in the location of the shock wave is less than one grid spacing. The method 
also gives accurate results for the decay of solutions. 
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6. APPL ICAT IONS 
In this section, we present computations for two applied problems which can be modeled by 
equations of the form of equation (1.1). 
6.1. Rotat ing  Th in  F i lms 
A physical application in which an equation of the form (1.1) arises is in the study of axisym- 
metric thin liquid films on the surface of a horizontally rotating disk. A viscous, incompressible 
liquid is deposited from a vertical cylindrical tube above the center of a horizontally rotating 
disk. The flow rate within the cylindrical tube is constant in any horizontal cross-section. The 
distance between the cylinder and the disk is small compared to the radius of the disk. The 
system is axially symmetric and the coordinate variables are the radius of the disk r and the 
height of the film u, measured vertically upward. 
Needham and Merkin's [3] asymptotic analysis of this problem leads to the nondimensionalized 
equation 
~t + rU2Ur  - -  --2U 3 
3 ' (6.1) 
which  governs the structure of the film for radius and t ime of order i, where  r -- 1 corresponds 
to the radius of the cylinder. The  boundary  condition is 
u(1, t) = [3~(t)] 1/3, (6.2) 
where or(t) is a function of the flux through the bottom of the cylinder. Needham and Merkin [3] 
analyzed the special case where 
A_ fo r t<0,  
u(1,t) = A+ for t > 0, (6.3) 
u(r,O) = A_r  -2/a for r _> 1, 
where A_ and A+ are positive constants. The initial condition in equation (6.3) is a steady state 
solution. If A_ > A+, a rarefaction forms at t = 0 whereas, if A_ < A+ a shock wave forms. 
For the latter case, we present in Figure 9 a comparison of the numerical (dashed curve) solution 
(with grid spacing 0.1) using equations (6.1), (6.2) against he exact (solid curve) solution where 
A_ = 1 and A+ = 2. The exact solution is 
u(r, t) = A+r -2/3 for 1 < r < rshock, 
u(r , t )  = A_r  -2/3 for T > ?'shock, (6.4) 
Tshock = + A+A_  + A _)t + 1 
In Figure 10, we solve numerically (with grid spacing 0.025) equations (6.1),(6.2) with (steady- 
state) initial condition u(r, 0) = r -2/3 and time-varying boundary condition a(t) = 1+0.5 sin(27rt). 
For this boundary condition, multiple shocks arise. 
6.2. Oi l  Reservo i rs  
The Buckley-Leverett equation [19] can be used to model one-dimensional flow of two immis- 
cible fluids in a porous medium in the absence of capillary pressure and gravitational forces. 
Concus and Proskurowski [5] studied the problem 
~t + Q a(u)x = o, (6.5) q) 
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Figure 9. Exact (solid curve) and computed (dashed curve) solutions to equation (6.1) 
ut Jr rU2Ur = -2u3/3 describing the height of a thin liquid film (Ax = 0.1). The 
initial condition is the steady-state solution with u(1, t) = 1. For t > 0, u(1, t) = 2. 
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Figure 10. Computed solutions to equation (6.1) ut + ru2ur  ~- --2u3/3 describing 
the height of a thin liquid film. The initial condition is the steady-state solution with 
u(1, t) = 1. For t > 0, the oscillatory boundary condition u(1, t) = 1 + 0.5 sin(27rt) is 
imposed and multiple shocks form. The solid curve represents the solution at t = 0, 
the dotted curve at t -- 0.75 and the dashed curve at t -- 1.5. The solution ahead of 
the lead shock lies on the initial data curve. (Ax = 0.025.) 
where  G(u)  = (1 + c~ko(u) /kw(u))  -1 is the  f lux funct ion of a s t ream of oil and water  f lowing into 
sand.  The  water  sa turat ion  in the  sand is u, whi le ~ is the rat io  of v iscosit ies of water  and oil, 
Q is the  to ta l  flow and ¢ is the  porosity. (c~, Q and ¢ are constant . )  ko(u) and kw(u)  are the  
re lat ive  permeabi l i t ies  of sand to oil and water ,  respectively.  Concus  and Proskurowsk i  took  
2u 2 
G(u)  - 3u 2 _ 2u ÷ 1'  (6.6) 
w i th  Q - ¢. The  inf lect ion po int  on [0,1] occurs  when u ~ 0.3869. At  this po int  ~ is a max imum.  
Wi th  in i t ia l  data  u(x ,  O) = 0.1 / (x  + 0.1) and boundary  cond i t ion  u(0, t) = 1.0, the  so lut ion is 
p resented  in F igure  11. The  grid spacing of 0.02 units  is the same as in [5], where  the  random 
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Figure 11. Computed solution to a problem modeling flow in an oil reservoir. 
(See [5].) Solution to ut q- (2u2/(3u 2 -  2u-t-1))x -- 0 using the characteristic 
method is shown. The initial data is u(x,O) = 0.1/(x q- 0.1) with boundary con- 
dition u(0, t) = 1.0. The grid spacing is 0.02 units and the solution is plotted every 
0.063 time units. (The initial condition is the dashed curve.) 
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Figure 12. Computed solution to an oil reservoir modeling problem. (See [6].) Solu- 
tion to ut + [(u 2 + u) /2 (u  2 + 1 - u)] x ---- 0 using the characteristic method is shown. 
The initial condition was u(x,  0) = 1 for x < 0 and u(x,  0) = 0 for x > 0. The grid 
spacing is 0.05 units and the solution is plotted at time ---- 0.5. 
choice method was applied. The characteristic method solution is smooth in the smooth region 
as opposed the jiggles that arise in random choice solutions. The characteristic method detects 
the formation of the shock and keeps it sharp. The solid circles represent the jumps at the shock. 
We also solved the Buckley-Leverett equation for the case considered in [6]. Here, G(u) = 
(u 2 + u)/[2(u 2 + 1 - u)], which is shown in Figure lb. Again, Q = ¢. The initial condition was 
u(x,  0) = 1, for x < 0; and u(x,  0) = 0, for x > 0. Here, the inflection point occurs at u = 0.5, a 
maximum of dd~u. In Figure 12, we present a comparison of the exact solution (solid line) and the 
computed characteristic method solution (open circles) with grid spacing Ax ---- 0.05. The solid 
circles represent he shock in the characteristic code. 
7. SUMMARY AND CONCLUSIONS 
We have developed a numerical method to solve first-order scalar nonlinear wave equations 
using a method of characteristics approach in conjunction with shock tracking. The method has 
been applied to equations involving convex and nonconvex flux functions. The method allows the 
grid points to move and variable spacing arises automatically, with more grid points in regions 
near shocks and fewer in smoother egions. The method identifies the formation of shock waves 
and propagates the shock waves using analytical jump conditions. Shocks are kept perfectly 
sharp and spurious oscillations common to finite difference methods are eliminated. Extra grid 
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po ints  are added dynamica l ly  in regions where  the  character ist ics  d iverge and, when necessary,  
in p rob lems w i th  nonconvex  flux functions. 
We have presented analyt ica l  solut ions for a class of scalar nonl inear  hyperbo l ic  par t ia l  dif- 
ferent ia l  equat ions .  Some of these analyt ica l  solut ions involve the  fo rmat ion  and propagat ion  
of shock waves for the  s imple " top hat"  init ia l  condit ion.  We have also found bounded smooth  
solut ions and the  init ial  and boundary  condi t ions  requi red for these solut ions to exist  us ing group 
theoret ic  methods .  
We have validated our characteristic based numerical method  against these analytical solutions 
and  we also compared  the errors in our computed  results to those resulting f rom applying the Lax- 
Wendro f f  method .  Our  characteristic based method also gives high quality results for the t ime of 
formation of shock waves f rom smooth  initial data, for the t ime a rarefaction wave  catches up  to 
a shock (with top hat initial data), for the decay rate of solutions, and for the evolution of smooth  
solutions. The  error in the location of the shock wave  is typically less than one grid cell and shock 
speeds are calculated accurately. We note that although our method gives higher quality solutions 
for first-order one-dimensional scalar nonlinear PDEs  than a simple finite difference method,  our 
method  does not extend to systems of PDEs  or to PDEs  in higher dimensions. Finally, we  have 
applied the numerical  method  to solve two physical problems arising in the model ing  of thin 
liquid films and flow in oil reservoirs. 
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