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Abstract
A gauge and diffeomorphism invariant theory in (2+1)-dimensions is presented in both
first and second order Lagrangian form as well as in a Hamiltonian form. For gauge group
SO(1, 2), the theory is shown to describe ordinary Einstein gravity with a cosmological
constant. With gauge group Gtot = SO(1, 2) ⊗ GYM , it is shown that the equations
of motion for the GYM fields are the Yang-Mills equations. It is also shown that for
weak GYM Yang-Mills fields, this theory agrees with the conventional Einstein-Yang-Mills
theory to lowest order in Yang-Mills fields.
Explicit static and rotation symmetric solutions to the Einstein-Maxwell theory are
studied both for the conventional coupling and for this unified theory. In the electric so-
lution to the unified theory, point charges are not allowed, the charges must have spatial
extensions.
PACS: 04.50.+h, 04.20.Fy
1 Introduction
The quest for a unified theory of gravity and Yang-Mills theory is even older than the
theory of general relativity and Yang-Mills theory themselves. It started already in 1914
with Nordstro¨m’s work of unifying his scalar theory of gravitation with Maxwell’s theory
of electro-magnetism [1]. This attempt was in 1921 followed by Kaluza’s five dimensional
Einstein equation, which was shown to describe the coupled Einstein-Maxwell theory
[2]. This formulation is normally called the Kaluza-Klein theory, since Klein rediscovered
Kaluza’s theory in 1926 [3]. Much later, after the invention of Yang-Mills theory in 1954,
a Kaluza-Klein unification of gravity and Yang-Mills theories was considered by DeWitt,
Trautman, Kerner and others [4].
The common idea behind all these attempts is that space-time has some extra space-
like dimensions besides the normal (3+1) observable ones. These extra dimensions should
then for some reason be compactified on a very small length-scale, and therefore be non-
observable at ”normal” energy-scales.
What I will present here in this paper, is a somewhat different idea of how to find a
unified theory of gravity and Yang-Mills theory. Instead of enlarging the space-time, I
consider an enlarged internal symmetry group. The normal ”internal” symmetry group
for gravity in (2+1)-dimensions is the Lorentz group SO(1, 2). I study a theory valid for
an arbitrary gauge group, which reduces to the conventional Einstein theory for gravity
if one chooses the gauge group to be SO(1, 2). For other gauge groups, like Gtot =
SO(1, 2)⊗GYM , the theory has an interpretation of gravity coupled to Yang-Mills theory.
(Weinberg [5] has considered a related generalization of gravity, in which he enlarges both
the space-time dimensions and the internal symmetry group.)
In section 2, the first order Lagrangian for the unified theory is given, and it is shown
that for SO(1, 2) the theory reduces to Einstein gravity with a cosmological constant. The
problem with the first order formulation is that there exist no obvious metric-definition,
meaning that the physical interpretation is unclear.
In section 3, the Hamiltonian formulation is given, and a constraint analysis is per-
formed. For a canonical formulation there exist a prescription, based on purely geometrical
considerations, of how to identify the metric from the constraint algebra in any diffeo-
morphism invariant theory. I use this prescription, and the metric is identified. Then, I
compare the unified theory to the conventional Einstein-Yang-Mills theory, and show that
in the weak field limit, the two formulations agree. It is also shown that the equations
of motion governing the Yang-Mills fields is the normal Yang-Mills equations even for an
arbitrary strength of the Yang-Mills field.
In section 4, the second order pure connection formulation of the unified theory is
presented, as well as the metric formulas for the metric in terms of the connection.
Finally in section 5, explicit static and rotation symmetric solutions to both the con-
ventional and the unified Einstein-Maxwell theory, is found and compared. It is shown
that for weak Maxwell fields the solutions to the conventional theory can be found as the
lowest order terms in the solutions to the unified theory. One new interesting feature is
found in the electric solution to the unified theory: Point charges are not allowed, there
exist no solutions inside a radius r = q in Schwardschild coordinates.
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2 First order Lagrangian formulation
In this section, I will present a first order Lagrangian, which is a function of a gauge con-
nection and a trio of Lie-algebra valued vector fields. For the special choice of SO(1, 2) as
the gauge group, this Lagrangian describes ordinary Einstein gravity with a cosmological
constant. In that case, the gauge connection is the spin-connection, and the Lie-algebra
valued vector fields equals the triad field. For other gauge groups, there is no obvious
interpretation of the theory, here in the first order Lagrangian form. However, in the
Hamiltonian formulation of the theory, which is given in section 3, there exists a geomet-
rical prescription of how to read off the metric in the constraint algebra, and it will then
become clear that the metric in this theory is still the square of the vector fields.
The Lagrangian, valid for an arbitrary gauge group is
L = ǫαβγeαIF Iβγ + λ
√−g (1)
where eαI and A
I
α are the basic fields. F
I
αβ = ∂αA
I
β − ∂βAIα + f IJKAαJAβK . f IJK are
the structure constants of the gauge group, and the ”gauge-indices” are raised and lowered
with a bilinear invariant form of the Lie-algebra. For SO(1, 2) I will always choose this
”group-metric” to be ηIJ = diag(−1, 1, 1). The space-time indices are denoted α, β, γ and
take values 0, 1, 2. gαβ := eαIe
I
β and g =
1
6
ǫαβγǫδǫσgαδgβǫgγσ. ǫ
αβγ is totally anti-symmetric
and ǫ012 = 1 in every coordinate system, which means that ǫαβγ is a tensor density of
weight +1.
Now, for gauge group SO(1, 2) it is true that g = −e2, where e = 1
6
ǫαβγf IJKeαIeβJeγK ,
and the Lagrangian (1) can be rewritten as
L1 = ǫαβγeαIF Iβγ + λe (2)
which is a Lagrangian for Einstein gravity with a cosmological constant. See Witten
[7]. Using another formula valid for SO(1, 2): eαIǫ
αβγ = efIJKe
βJeγK , where eβJ is the
inverse to eαI , the Lagrangian can be changed into:
L2 = efIJKeβJeγKF Iβγ + λe (3)
which is the ordinary Hilbert-Palatini Lagrangian. This shows that the Lagrangian (1)
is a natural generalization of the Hilbert-Palatini Lagrangian, to other gauge groups. It
is also possible to generalize (2) and (3) directly to other gauge groups. This will however
not lead to any interesting Hamiltonians. L2 will lead to second class constraints, if the
gauge group has dimension greater than three, and L1 will lead to a trivial Hamiltonian
describing a theory without any local degrees of freedom. So, it is only (1) that will give
an interesting Hamiltonian.
Returning to (1), the equations of motion is
δS
δAαI
= −2DβǫβαγeIγ = 0 (4)
δS
δeαI
= ǫαβγF Iβγ + λ
√−geαI = 0 (5)
where eαI := gαβeIβ and g
αβ is the inverse to gαβ. Note that it is true that e
αIeβI = δ
α
β
for an arbitrary gauge group, but it is not true in general that eαIeαJ = δ
I
J . It is only for
3
three dimensional gauge groups that both relations hold. For higher dimensional groups,
eαIeαJ is just a degenerate matrix of rank three.
Equation (4) is normally, for SO(1, 2), called the torsion-free condition, which can
be solved to give the spin-connection as a function of the triad. For higher dimensional
gauge groups, it is still possible to solve (4) to get an expression for AαI in terms of eαI .
This will however not totally fix the connection. The solution of (4) will only give the
parts of the connection that are non-orthogonal to eαI in the ”gauge-indices”. Equation
(5) is for SO(1, 2) just Einstein’s equations with a cosmological constant, but for other
gauge groups, I see no obvious interpretation. It’s interpretation will become much more
transparent in the Hamiltonian formulation, in next section.
3 Hamiltonian formulation
Starting from the Lagrangian (1), valid for an arbitrary gauge group, I will now perform
the Legendre transform to a Hamiltonian formulation, find all constraints and calculate
the constraint algebra. Then, this Hamiltonian formulation will be compared to the con-
ventional Ashtekar and Witten Hamiltonian formulations of (2+1)-dimensional Einstein
gravity. See Bengtsson [6], and Witten [7]. Using the constraint algebra, I will then read
off the space-time metric in this theory, and finally I will compare this generalized theory
to the normal Einstein-Yang-Mills theory, to see whether it is possible to find the normal
theory in some limit of the unified theory.
3.1 Legendre transform
Inspection of the Lagrangian (1) gives that the velocities of e0I and A0I are absent in the
Lagrangian, meaning that these fields will become Lagrange multiplier fields. So the only
field that will have a non-vanishing momenta is AaI . Defining the momenta
ΠaI :=
∂L
∂A˙aI
= ǫabeIb (6)
where a, b, c are spatial indices, taking values 1 and 2. ǫab = ǫ0ab. I also define ǫab to
be anti-symmetric and ǫ12 = 1. This means that ǫ
abǫcd = δ
a
c δ
b
d − δbcδad . Now, (6) can be
easily inverted, to get
eaI = ǫbaΠ
b
I (7)
Putting this into the Lagrangian (1) gives
L = ΠaIF I0a + e0IΨI + λ
√
−e0IeI0det(ΠaIΠbI) + ǫabǫcdΠbIΠdIΠaJe0JΠcKe0K (8)
where ΨI := ǫabF Iab and det(Π
aIΠbI) =
1
2
ǫabǫcdΠ
bIΠdIΠ
aJΠcJ .
The Lagrangian has an inhomogeneous dependence of the Lagrange multiplier field
e0I , which will lead to constraints that depend on the Lagrange multiplier field. This is
normally not wanted, so I eliminate this inhomogeneous dependence first. To do this, I
project out two components of e0I :
e0I =MaΠ
a
I + VI , VIΠ
aI = 0⇒Ma = e0IΠbIqba, VI = e0I −MaΠaI (9)
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where qab is the inverse to q
ab := ΠaIΠbI .
This gives the Lagrangian
L = ΠaIF I0a +MaΠaIΨI + VIΨI + λ
√
−V IVIdet(qab) (10)
The Lagrangian is still inhomogeneous in V I , but the variation of V I gives:
δS
δV I
= ΨI − λ 1√−V IVIdet(qab)det(q
ab)VI = 0 (11)
and taking the square of (11),
ΨIΨI = −λ2det(qab) (12)
This means that the variation of V I imposes the constraint (12), and I can remove all
terms in the Lagrangian containing V I , and put in the equivalent constraint (12) with a
Lagrange multiplier, N . Then finally, I redefine the Lagrange multiplier Na := 2ǫbaMb
for later comparison with the normal formulations of gravity. The Hamiltonian is H =
ΠaIA˙aI − L
Htot = NH +NaHa −A0IGI (13)
H := 1
4λ
(ΨIΨI + λ
2det(qab)) ≈ 0
Ha := 1
2
ǫabΠ
b
IΨ
I ≈ 0
GI := DaΠaI = ∂aΠaI + f IJKAaJΠaK ≈ 0
where N,Na, A0I are Lagrange multiplier fields, and H,Ha and GI are constraints
following from variation of the Lagrange multiplier fields. The constraints are normally
called the Hamiltonian constraint, the vector constraint and Gauss’ law.
This Hamiltonian will for now on be referred to as ”the unified Hamiltonian” and the
theory it describes for an arbitrary gauge group will be called ”the unified theory”. In
subsection 3.4, it will be shown how this unified Hamiltonian is related to the Ashtekar
and Witten Hamiltonians for pure gravity.
3.2 Constraint analysis
Now, to make sure that there are no more constraints in the theory, one must check that
the time evolution of the constraints vanishes weakly. And to check that, one needs the
constraint algebra. To derive the constraint algebra, I start by deriving how the basic
canonical fields transforms under transformations generated by GI and H˜a := Ha+AaIGI :
δG
I [ΛI ]ΠaI (x) = {ΠaI (x),GI [ΛI ]} = ΛJ(x)ΠaK(x)fJKI (14)
δG
I [ΛI ]AaI(x) = {AaI(x),GI [ΛI ]} = −DaΛI(x) (15)
δH˜a[N
a]ΠaI (x) = {ΠaI (x),Ha[Na]} = −£N aΠ aI (x ) (16)
δH˜a[N
a]AaI(x) = {AaI(x),Ha[Na]} = −£N aAaI (x ) (17)
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where GI [ΛI ] =
∫
d2xGI(x)ΛI(x), and £N a is the Lie-derivative in the direction Na.
This means that GI is the generator of gauge transformations, and H˜a is the generator
of spatial diffeomorphisms. It is then clear how an arbitrary, gauge and diffeomorphism
covariant, function ΦaI(Π
a
I , A
J
b ) of the basic fields will transform under the transformations
generated by GI and H˜a.
δG
I [ΛI ]ΦaI(Π
a
I , A
J
b ) = Λ
JΦKa (Π
a
I , A
J
b )fJKI (18)
δH˜a[N
a]ΦaI(Π
a
I , A
J
b ) = −£N aΦaI (Π aI ,AJb ) (19)
This makes it simple to calculate the constraint algebra
{GI [ΛI ],GJ [ΓJ ]} = GK [fKIJΛIΓJ ] (20)
{GI [ΛI ], H˜a[Na]} = GI [£N aΛI ] (21)
{GI [ΛI ],H[N ]} = 0 (22)
{H˜a[Na], H˜b[M b]} = H˜a[£M bN a ] (23)
{H[N ], H˜a[Na]} = H[£N aN ] (24)
The reason why the Poisson-bracket between GI and H˜a is not zero is that H˜a has
a non-gauge covariant dependence on AaI . Now, it is only one Poisson-bracket left to
calculate:
{H[N ],H[M ]} = Ha[ΠaIΠbI(N∂bM −M∂bN)] (25)
Equations (20)-(25) then give the complete constraint algebra, and the constraints
form a first class set, and therefore the time-evolution of the constraints is automatically
vanishing on the constraint surface. So the Hamiltonian (13) is complete, and defines a
consistent theory, in this sense.
3.3 Reading off the metric
Given a diffeomorphism invariant theory with no obvious physical interpretation, it is
not a trivial task to identify the metric-field in the theory. A basic requirement of the
metric-definition should be that a given test-particle should propagate on geodesics to
that metric. And if the theory is physically sensible, the propagation should be causal.
Hojman Kucharˇ and Teitelboim [8] has examined a related question. They considered a
general canonical formulation of a diffeomorphism invariant theory, in which they defined
the generator of parallel deformations H‖ , and the generator of normal deformations H⊥
with respect to the hypersurface. Then, by requiring path-independence of deformations,
they derived a specific deformation algebra: {H‖,H‖} ∼ H‖ , {H‖,H⊥} ∼ H⊥ and
{H⊥,H⊥} ∼ H‖, where the crucial part is the last bracket. These authors showed that in
order to have path-independence of deformations, the structure function in the last bracket
must equal the spatial metric on the hypersurface. This means that, if one knows the
generator of parallel and normal deformations, it is possible to read-off the spatial metric
in the constraint algebra. (In a canonical field theory, the generators of local symmetries
are represented by first class constraints.) The parallel generator is singled out by the
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requirement that its action on the fundamental canonical fields should be that of the
Lie-derivative. This means that here is :H‖ = H˜a. And since the pair H, H˜a satisfies the
needed algebra, I conclude that H⊥ = H. That is because, if that would not be the case,
the true generator of normal deformations could be written as: H⊥ = H+fa(ΠaI , AaI)H˜a.
Checking the constraint algebra for this generator shows however that the required algebra
is only found for fa(ΠaI , AaI) = 0. So, here H‖ = H˜a and H⊥ = H, meaning that the
spatial metric can be read off in (25). The spatial metric is qab = ΠaIΠbI . Then, to find
the time-time and time-space parts of the space-time metric, one should calculate the
time-evolution of the spatial metric. According to Hojman, Kucharˇ and Teitelboim, it is
required that:
{qab(x),Htot} = Kab(x) (26)
where Kab is the extrinsic curvature of the hypersurface embedded in space-time.
Together with the normal definition of the extrinsic curvature in terms of the space-time
metric, this gives, with the help of the equations of motion, the following form of the
space-time metric.
g˜αβ =
√−ggαβ =
( − 1
N
Na
N
Na
N
Nqab − NaNb
N
)
(27)
That is, given any solution to the equations of motion following from (13), the space-
time metric is given by (27). I do not know if this definition of the metric, which follows
from purely geometrical considerations, always will fulfill the other requirements about
geodesic, causal propagation of matter fields. Now, following the fields in (27) backwards
in the Legendre transform will give that the object called gαβ in section 2, really is the
metric.
3.4 Comparison to the Ashtekar and Witten Hamiltonians for
gravity
As shown in section 2, with the choice of SO(1, 2) as the gauge group, the unified theory
describes ordinary Einstein gravity with a cosmological constant. I will now show that
the unified Hamiltonian, with gauge group SO(1, 2), is related to the Witten [7], and to
the Ashtekar [6] Hamiltonians via simple redefinitions of the constraints.
The Hamiltonian given by Witten, is
HWtot = N IHI −A0IGI (28)
HI := ΨI + λfIJKΠaJΠbKǫab ≈ 0
GI := DaΠaI ≈ 0
which is just the Hamiltonian following from a Legendre transform from (2). Now, it
is easy to write the constraints in (13) as linear combinations of those in (28):
H = gI(AaI ,ΠbJ)HI = 1
4λ
(ΨI − λfIJKΠaJΠbKǫab)HI (29)
Ha = hIa(AaI ,ΠbJ)HI =
1
2
ǫabΠ
bIHI
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And, the Ashtekar Hamiltonian given by Bengtsson [6], is
HAshtot = NHAsh +NaHAsha − A0IGI (30)
HAsh := 1
4
ǫabΠ
aIΠbJΨKfIJK +
λ
2
det(ΠaIΠbI) ≈ 0
HAsha :=
1
2
ǫabΠ
bIΨI ≈ 0
This Hamiltonian can be found by a Legendre transform from (3), for SO(1, 2). It has
the same form as the Ashtekar Hamiltonian for gravity in (3+1)-dimensions [9]. Again,
the constraints in (13) can be written as simple combinations of the constraints in (30):
H = Φ(AaI ,ΠbJ)HAsh = −1
λdet(ΠaIΠbI)
(
1
4
ǫabΠ
aIΠbJΨKfIJK − λ
2
det(ΠaIΠbI))HAsh
Ha = HAsha (31)
This shows the equivalence between the three Hamiltonians (13), (28) and (30), for
SO(1, 2) and non-degenerate metric. Note however that, from (29) and (31) it is clear that
the unified Hamiltonian (13) is not totally equivalent to the Witten, and Ashtekar Hamil-
tonians. That is because the generalized Hamiltonian has solutions to the constraints
corresponding to gI(AaI ,Π
bJ) = 0 or Φ(AaI ,Π
bJ) = 0. But this is a rather innocent
extension of the original Einstein theory, it just means that the unified theory has solu-
tions corresponding to both signs of the cosmological constant for a given cosmological
constant. Classically this is of no importance while quantum mechanically this could
lead to interesting effects, since the two different parts of phase-space are connected via
degenerate metric solutions.. What is more important, is that the unified theory really
needs a cosmological constant. It can be arbitrarily small, but it must be non-zero.
This all together shows the near-equivalence of the Hamiltonians (13), (28) and (30)
for gauge group SO(1, 2) and λ non-zero. What about other gauge groups?
For (28) we still have a consistent theory for an arbitrary gauge group, the constraint
algebra is closed. The constraint algebra will though not satisfy the general constraint
algebra, given by Hojman, Kucharˇ and Teitelboim [8], due to the fact that the constraints
are not split in parallel and normal generators of deformation. There is however another
reason that makes it less interesting to generalize the Hamiltonian (28) to other gauge
groups. This Hamiltonian will for an arbitrary gauge group always lack local degrees
of freedom. (The number of first class constraints are half the number of phase-space
variables.)
How about (30). This is the normal Ashtekar form of the constraints, and it is known
that a crucial ingredients in the closure of the constraints algebra is the structure constants
identity for SO(1, 2). For other gauge groups, which lack this identity, the constraint
algebra will fail to close, and the theory will produce second class constraints.
So, it is only (13) that can be generalized to arbitrary gauge groups with a closed con-
straint algebra and local degrees of freedom. The interesting aspect of this generalization
is that it may be possible to find a new interacting theory of gravity and Yang-Mills type
of matter.
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3.5 Comparison to conventional Einstein-Yang-Mills theory.
To compare the unified theory to the conventional Einstein-Yang-Mills theory, I will choose
a gauge group Gtot = SO(1, 2)⊗GYM , and rewrite the unified Hamiltonian (13) in a form
similar to the conventional Hamiltonian. From there it is easy to show that the two
formulations agree for weak Yang-Mills fields. Then, I will also show that the equations
of motion for the Yang-Mills fields in the generalized theory is the normal Yang-Mills
equations of motion, meaning that the changes come in the ”Einstein’s equations” part.
The conventional Hamiltonian for coupled Einstein-Yang-Mills is given by Romano
[10]. See also Ashtekar, Romano and Tate [11].
Hconvtot = NHconv +NaHconva − A0IGI −A0iGi (32)
Hconv := 1
4
ǫabΠ
aIΠbJΨKfIJK +
λ
2
det(ΠaIΠbI) +
1
4
(ǫabǫcdΠ
bIΠdIE
aiEci +B
iBi)
Hconva :=
1
2
ǫab(Π
bIΨI + E
biBi)
GconvI := DaΠaI
Gi := DaEai
where {AaI(x),ΠbJ(y)} = δbaδJI δ2(x− y) is the conjugate pair for the SO(1, 2) gravity
part. And, {Aai(x), Ebj(y)} = δbaδji δ2(x− y) is the conjugate pair for the GYM Yang-Mills
matter part. Bi := ǫabF iab, and the covariant derivative Da ”knows how to act” on both
SO(1, 2) and GYM indices. Note that in this formulation, the spatial metric is the square
of ΠaI : gab = ΠaIΠbI
The unified theory, with gauge group Gtot = SO(1, 2)⊗GYM , has the Hamiltonian:
Htot = NH +NaHa −A0IGI − A0iGi (33)
H := 1
4λ
(ΨIΨI +B
iBi + λ
2(det(ΠaIΠbI) +
+ǫabǫcdΠ
bIΠdIE
aiEci + det(E
aiEbi ))
Ha := 1
2
ǫab(Π
bIΨI + E
biBi)
GI := DaΠaI
Gi := DaEai
Remember that here is the spatial metric the ”square” of the total momenta: gab =
ΠaIΠbI + E
aiEbi . Now, to compare these two different formulations, I will rewrite H in
(33) in a form similar to the form of Hconv in (32). To do this, I first solve Ha = 0 for ΨI :
ΨI = Φ(AaI ,Π
bJ , Aai, E
bj)f IJKΠaJΠ
b
Kǫab − ΠaIqabEbiBi (34)
where Φ(AaI ,Π
bJ , Aai, E
bj) is a yet unknown function, and qab is the inverse to q
ab :=
ΠaIΠbI . Putting this into H = 0, gives:
Φ(AaI ,Π
bJ , Aai, E
bj) = ±(λ
2
4
+
1
4det(qab)
(λ2ǫabǫcdΠ
bIΠdIE
aiEci + λ
2det(EaiEbi ) +
+BiBi +BiE
aiqabE
bjBj))
1
2 (35)
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Equations (34) and (35) give the total solution to the diffeomorphism constraints H
and Ha. That means that (34) could be used together with (35) as constraints instead
of H and Ha. I wanted however constraints that looked like the conventional theory, and
to get that I simply multiply (34) with f IJKΠaJΠ
b
kǫab. This finally gives the equivalent
constraints:
H˜ = 1
4
ǫabΠ
aIΠbJΨKfIJK +
±|λ|det(q
ab)
2
√√√√1 + 1
det(qab)
(ǫabǫcdΠbIΠdIE
aiEci + det(E
aiEbi ) +
BiBi
λ2
+
BiEaiqabEbjBj
λ2
)
Ha := 1
2
ǫab(Π
bIΨI + E
biBi) (36)
When comparing the conventional Hamiltonian (32) and the unified Hamiltonian (36)
it is important to note that ΠaI in the two different theories does not have the same inter-
pretation. In the conventional theory, ΠaI is the ”square-root” of the metric, while in the
generalized theory, the more complicated relation gab = ΠaIΠbI + E
aiEbi holds. However,
for weak Yang-Mills fields, the two definitions coincide to lowest order in Yang-Mills fields.
Now, it is easy to do a series expansion of H˜ for small Eai and Bi around de-Sitter space.
Remember that the unified theory equals Einstein’s theory with a cosmological constant,
when G = SO(1, 2), meaning that de-Sitter space-time and vanishing Yang-Mills fields is
a solution to the unified theory. So, EaiEbi ≪ 1, BiBi ≪ λ2 and ΠaIΠbI ∼ 1⇒
H˜ = 1
4
ǫabΠ
aIΠbJΨKfIJK ± |λ|
2
det(ΠaIΠbI) (37)
±|λ|
4
(ǫabǫcdΠ
bIΠdIE
aiEci +
BiBi
λ2
) + ϑ((EaiEbi )
2,
(BiBi)
2
λ4
)
which shows that the unified theory agrees with the conventional theory to lowest
order in weak Yang-Mills fields on approximately de-Sitter space-time, if one rescales the
Yang-Mills fields: E˜ai :=
√
|λ|Eai, B˜i := 1√|λ|B
i. E˜ai and B˜i is to be interpreted as the
physical Yang-Mills fields. The ± signs in front of the Yang-Mills coupling can always be
absorbed in the GYM ”group-metric”.
The question is then: What kind of corrections to the normal theory do we get for
strong Yang-Mills fields? I will now show that it is only the ”Einstein’s equation” part
of the theory that changes. The Yang-Mills equation of motion remains unaltered. This
is easily seen by comparing the equation of motion for the Yang-Mills fields coming from
(32) and (33).
Conventional theory:
A˙ai −DaA0I − N
2
ΠcIΠdIǫcaǫdbE
b
i −
1
2
N bǫbaBi = 0 (38)
−E˙ai + f ijkEajA0k + ǫcaDc(NBi) + ǫcaDc(N eǫebEbi) = 0 (39)
And the unified theory:
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A˙ai −DaA0I − Nλ
2
(ΠcIΠdI + E
cjEdj )ǫcaǫdbE
b
i −
1
2
N bǫbaBi = 0 (40)
−E˙ai + f ijkEajA0k + ǫcaDc(
N
λ
Bi) + ǫcaDc(N eǫebEbi) = 0 (41)
which together with the fact that qcd = ΠcIΠdI in the conventional theory, and q
cd =
ΠcIΠdI +E
cjEdj in the generalized theory, gives that the physical Yang-Mills fields should
satisfy the same equation of motion in both theories. The equation of motion for the
gravity part will however be different in the two theories. This will become even clearer
in the second order formulation, in the next section.
4 Second order, pure connection Lagrangian formu-
lation.
In this section, I will derive a second order pure connection Lagrangian corresponding
to the unified theory (1) and (13). This second order formulation is most easily found
by eliminating the eαI field from the first order Lagrangian (1). It can also be found by
performing a Legendre transform from the Hamiltonian (13), treating the diffeomorphism
constraints as primary constraints. I will use the former method here.
I start with the first order Lagrangian:
L = ǫαβγeαIF Iβγ + λ
√−g (42)
Now, I want to eliminate the eαI field from the Lagrangian, by solving its equation of
motion.
δS
δeαI
= F ∗αI + λ
√−geαI = 0 (43)
where F ∗αI := ǫαβγF Iβγ. Remember that
gαβ := eαIe
I
β , g
αβgβγ = δ
α
γ , g =
1
6
ǫαβγǫδǫσgαδgβǫgγσ, e
αI := gαβeIβ. Equation (43)
gives that
F ∗αIF ∗βI = −λ2ggαβ (44)
Taking the determinant of both sides, yields
det(F ∗αIF ∗βI ) = −λ6g2 (45)
Now, (43) and (45) give
eαI = sign(−λ)(− 1
λ2
det(F ∗αIF ∗βI ))
− 1
4F ∗αI (46)
Putting this into (42), gives
L = −2sign(λ)(− 1
λ2
det(F ∗αIF ∗βI ))
1
4 (47)
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which is the wanted pure connection, second order Lagrangian for the unified theory.
For gauge group SO(1, 2) it is possible to simplify the Lagrangian slightly by using the
relation: det(F ∗αIF ∗βI ) = −(det(F ∗αI))2, det(F ∗αI) = 16ǫαβγfIJKF ∗αIF ∗βJF ∗γK . This
gives the Lagrangian
LSO(1,2) = −2
λ
√
det(F ∗αI) (48)
which is the Lagrangian that was found in [12], using a Legendre transform from
Ashtekar’s Hamiltonian for gravity with a cosmological constant.
4.1 Metric formulas.
To find the metric formulas in this pure connection formulation, I start with the expression
for the space-time metric (27) that followed from Hojman, Kucharˇ and Teitelboim’s [8]
”metric definition”. Then one can just follow the fields through the Legendre transform.
The metric formula is
g˜αβ =
√−ggαβ =
( − 1
N
Na
N
Na
N
NΠaIΠbI − N
aNb
N
)
(49)
given in terms of the phase-space coordinates and Lagrange multiplier fields. Now,
performing the Legendre transform, and following the fields through, gives:
g˜αβ =
√−ggαβ = 1
λ2
√−gF
∗αIF ∗βI (50)
√−g = 1|λ|(−
1
λ2
det(F ∗αIF ∗βI ))
1
4 (51)
gαβ = (− 1
λ2
det(F ∗αIF ∗βI ))
− 1
2F ∗αIF ∗βI (52)
gαβ = − 2
λ2
((− 1
λ2
det(F ∗αIF ∗βI ))
− 1
2F JαγF
∗γIF ∗σI FσβJ (53)
4.2 Equations of motion
Finally in this section, I will show that the equations of motion following from the La-
grangian (47) is just the ordinary Yang-Mills equations. Varying the Lagrangian (47)
with respect to the connection AαI , and using the metric-formulas (50)-(53) gives
δS
δAαI
= Dβ(
√−ggβγgασF Iγσ) = 0 (54)
the Yang-Mills equations of motion. Note however that here is the metric-field not a
non-dynamically background field. The metric is a function of the connection. Since this
Lagrangian also is valid for pure gravity with a cosmological constant this means that
Einstein gravity with a cosmological constant in (2+1)-dimensions really is an SO(1, 2)
Yang-Mills theory, on its own dynamical background space-time! For other gauge groups,
like Gtot = SO(1, 2)⊗ GYM , this means that the equation of motion for the Yang-Mills
field is the normal one, while Einstein’s equation is changed.
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5 Static, rotation symmetric solutions to Einstein-
Maxwell theory.
To compare the unified theory, presented in section 2-4, with the conventional Einstein-
Yang-Mills theory, I will here study some simple explicit solutions to both theories. I will
study the Einstein-Maxwell theory, which means choosing gauge group Gtot = SO(1, 2)⊗
U(1) for the unified theory. To simplify the theories as much as possible, I will only
look for static and rotation symmetric solutions. These kind of solutions has previously
been studied for Einstein-Maxwell without a cosmological constant, by Deser and Mazur
[13] and Melvin [14]. However, for a non-vanishing cosmological constant, I have not
been able to find any work done on explicit solutions to this theory, so I will start by
deriving solutions to the conventional theory. Then, the unified theory will be solved
under the same assumptions of symmetries, and the explicit solutions will be compared.
In the solutions it will be clear that the solution to the conventional theory is the lowest
order term, in Maxwell fields, in the solution to the unified theory. Otherwise, the only
interesting new feature for the solution to the generalized theory, is that, for a static
electric charge, there exist no solution to the unified theory, inside a circle of radius r = q
in Schwardschild coordinates.
5.1 Conventional theory.
The conventional Einstein-Maxwell theory with a cosmological constant was given in (32).
Hconvtot = NHconv +NaHconva − A0IGI − A0G (55)
Hconv := 1
4
ǫabΠ
aIΠbJΨKfIJK +
λ
2
det(ΠaIΠbI) +
1
4
(ǫabǫcdΠ
bIΠdIE
aEc +B2) ≈ 0
Hconva :=
1
2
ǫab(Π
bIΨI + E
bB) ≈ 0
GconvI := DaΠaI ≈ 0
G := ∂aEa ≈ 0
and the space-time metric is
g˜αβ =
√−ggαβ =
( − 1
N
Na
N
Na
N
NΠaIΠbI − N
aNb
N
)
(56)
Now, a static and rotation symmetric metric can always be put in a form
gαβ =


−ξ2(r) 0 0
0 χ2(r) 0
0 0 ψ2(r)

 (57)
where ξ(r), χ(r) and ψ(r) are three arbitrary functions of some radial coordinate r.
One could also fix the r-coordinate gauge by e.g choosing ψ(r) = r, which corresponds
to Schwardschild coordinates, but I will not fix that gauge yet. This static, rotation
symmetric metric then means
Na = 0, ΠrIΠθI = 0 (58)
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But I still have to fix the SO(1, 2) and U(1) gauge. The U(1) gauge should be fixed so
that the gauge choice one makes always can be reached by a U(1) gauge transformation
from an arbitrary static and rotation symmetric field configuration. This singles out
Ar = 0 as a good gauge choice. For the SO(1, 2) gauge, one has the same requirements plus
that one wants the spatial metric to be positive definite. Therefore, I make the choices:
ΠrI = (0, ψ(r), 0),ΠθI = (0, 0, χ(r)). This is three SO(1, 2) gauge choices together with
the orthogonality condition (58). Note that this gauge choice will agree with the static
and rotation symmetric metric (57), if N = ξ(r)
χ(r)ψ(r)
. Now, it is a straightforward task to
put in this static and rotation symmetric Ansatz together with the gauge choices, into
the constraints and equations of motion following from the Hamiltonian (55). This will
rather immediately give that
Er = q, Eθ = 0, B =
k
N(r)
, qk = 0 (59)
where q and k are konstants. This means that one cannot have both electric and magnetic
static, rotation symmetric fields in the same solution. I start with the electric solution.
5.1.1 Electric solution to conventional theory.
Electric solution means k = 0 and q 6= 0. Using this in the equations of motion and
constraints gives
Er = q Eθ = 0 B = 0
A01 = 0 A03 = 0
Aθ2 = 0 Aθ3 = 0
Ar1 = 0 Ar2 = 0 Ar3 = 0
(60)
and defining ξ(r) := N(r)ψ(r)χ(r) gives the equations:
A′0 = −
q
2
ξ(r)χ(r)
ψ(r)
(61)
A02 =
ξ′(r)
χ(r)
(62)
A′02 = −
λ
2
ξ(r)χ(r) +
q2
4
ξ(r)χ(r)
ψ2(r)
(63)
A1θA02 =
λ
2
ξ(r)ψ(r) +
q2
4
ξ(r)
ψ(r)
(64)
A1θ = −
ψ′(r)
χ(r)
(65)
A′1θ =
λ
2
ψ(r)χ(r) +
q2
4
χ(r)
ψ(r)
(66)
where the prime denotes differentiation with respect to r. Remember that the SO(1, 2)
”group-metric” is ηIJ = diag(−1, 1, 1), meaning that A10 = −A01. Now it is time to fix
the r-coordinate gauge, and this is done here by choosing Schwardschild coordinates:
gθθ = ψ
2(r) = r2. Using this gauge, it is an easy task to solve all the equations (62)-(66),
yielding
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χ(r) =
1√
C1 − λr22 − q
2
2
log(r)
(67)
ξ(r) = C2
√
C1 − λr
2
2
− q
2
2
log(r) (68)
where C1 and C2 are constants of integration. This gives for the metric
gαβ =


−(C2)2(C1 − λr22 − q
2
2
log(r)) 0
0 (C1 − λr22 − q
2
2
log(r))−1 0
0 0 r2

 (69)
If one puts λ = 0, one recovers the solution found by Deser and Mazur [13] and
Melvin [14]. The solution for the connection follows from equations (61)-(66). If one want
to relate this solution to the normal covariant Einstein equation, the solution (69) solves
the equations:
Rαβ − 1
2
Rgαβ =
λ
2
gαβ − Tαβ (70)
Tαβ = 2Fαγg
γσFβσ − 1
2
gαβ(g
γσgǫδFγǫFσδ)
∂α(
√−ggαβgγσFβσ) = 0
with
Fαβ =

 0 −
C2q
r
0
C2q
r
0 0
0 0 0

 (71)
The normal factor, 8πG is included in q.
5.1.2 Magnetic solution to conventional theory.
Magnetic solution means that q = 0 but k 6= 0. This gives
Er = 0 Eθ = 0 B(r) = k
N(r)
A01 = 0 A03 = 0
Aθ2 = 0 Aθ3 = 0
Ar1 = 0 Ar2 = 0 Ar3 = 0
(72)
and again defining ξ(r) := N(r)ψ(r)χ(r) gives the equations:
A0 = constant (73)
A02 =
ξ′(r)
χ(r)
(74)
A′02 = −
λ
2
ξ(r)χ(r) +
k2
4
χ(r)
ξ(r)
(75)
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A1θA02 =
λ
2
ξ(r)ψ(r)− k
2
4
ψ(r)
ξ(r)
(76)
A1θ = −
ψ′(r)
χ(r)
(77)
A′1θ =
λ
2
ψ(r)χ(r) +
k2
4
χ(r)ψ(r)
ξ2(r)
(78)
Now it is time to fix the r-coordinate gauge, and the reason why I did not choose
the Schwardschild gauge from the beginning, is that in choosing that gauge, I have not
been able to find an explicit solution for the metric. That is, with the gauge choice
gθθ = ψ
2(r) = r2, the equations (74)-(78) has no simple explicit solution for ξ(r) and
χ(r).(One gets relations like:−λ
4
ξ2(r) + k
2
4
logξ(r) = Dr) So instead I try the gauge choice
ξ(r) = r. with this gauge choice it is easy to find the solution to (74)-(78).
χ(r) =
1√
C3 − λr22 + k
2
2
log(r)
(79)
ψ(r) = C4
√
C3 − λr
2
2
+
k2
2
log(r) (80)
where C3 and C4 are constants of integration. This gives for the metric
gαβ =


−r2 0
0 (C3 − λr22 + k
2
2
log(r))−1 0
0 0 (C4)
2(C3 − λr22 + k
2
2
log(r))

 (81)
which shows a remarkable symmetry between the electric and magnetic solution. If
one puts λ = 0 it is possible to change coordinates into Schwardschild or conformal
coordinates, and this solution will agree with Melvin’s solution [14].
In terms of the covariant Einstein equation, this solution solves (70), with
Fαβ =


0 0 0
0 0 C4k
r
0 −C4k
r
0

 (82)
5.2 The unified theory.
The unified theory with gauge group Gtot = SO(1, 2)⊗ U(1) is described by
Htot = NH +NaHa − A0IGI − A0G (83)
H := 1
4λ
(ΨIΨI +B
2 + λ2(det(ΠaIΠbI) +
+ǫabǫcdΠ
bIΠdIE
aEc) ≈ 0
Ha := 1
2
ǫab(Π
bIΨI + E
bB) ≈ 0
GI := DaΠaI ≈ 0
G := ∂aEa ≈ 0
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where I have chosen the total ”group-metric” to be ηij = diag(−1, 1, 1, 1) and i = I
for 1 ≤ i ≤ 3 and i = 4 concerns the U(1) fields. Note that there is nothing unique
about this choice of ”group-metric”, I could equally well have chosen η44 = −1. The
only requirement the ”group-metric” has to fulfill is that it should be left invariant under
gauge transformations. The densitized space-time metric is given by the formula
g˜αβ =
√−ggαβ =
( − 1
N
Na
N
Na
N
Ngab − NaNb
N
)
(84)
where gab = ΠaIΠbI + E
aEb now. The static and rotation symmetric Ansatz is the
same as for the conventional theory:
gαβ =


−ξ2(r) 0 0
0 χ2(r) 0
0 0 ψ2(r)

 (85)
where ξ(r), χ(r) and ψ(r) are three arbitrary functions of some radial coordinate r.
The only coordinate-gauge that is left to fix is the r-coordinate. This Ansatz then means
Na = 0, ΠrIΠθI = 0 (86)
Then it is time to fix the SO(1, 2) and U(1) gauge. The U(1) gauge is fixed in the same
way as for the conventional theory: Ar = 0. But, in fixing the SO(1, 2) gauge one must
now be more careful. What is required is again that the gauge choice could be reached
by a SO(1, 2) gauge transformation from an arbitrary static and rotation symmetric field
configuration. And that the spatial metric gab should be positive definite. But since
gab = ΠaIΠbI + E
aEb this means that one must allow ΠaI to be time-like with respect
to the SO(1, 2) ”group-metric”. Since the solution to G = 0 and A˙θ − {Aθ, H} = 0 is
Er = q and Eθ = 0, a good gauge choice respecting the mentioned requirements should
be: ErI = (q, γ(r), 0) and EθI = (0, 0, χ(r)). For γ(r) > q it is always possible to gauge-
rotate (boost) ErI into E˜rI = (0, ψ(r) =
√
γ2(r)− q2, 0), and for γ(r) < q it is always
possible to gauge-rotate (boost) ErI into ˜˜E
rI
= (
√
q2 − γ2(r), 0, 0). One can then go on
and solve the constraints and equations of motion in the two different regions γ(r) > q
and γ(r) < q, and then glue the solutions back together. In doing this, one soon notice
that there exist no real solution to the constraints H = 0 and Ha = 0 for γ(r) in the
region γ(r) ≤ q. This means that it is in fact okey to use the same gauge choice here as
in the conventional theory: ErI = (0, ψ(r), 0) and EθI = (0, 0, χ(r)).
Now, using these gauge choices together with the static and rotation symmetric Ansatz
in the constraints and equations of motion following from (83), gives
Er = q, Eθ = 0, B =
k
N(r)
, qk = 0 (87)
where q and k are konstants. This again means that one cannot have both electric and
magnetic static, rotation symmetric fields in the same solution. I start with the electric
solution.
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5.2.1 Electric solution to the unified theory.
Electric solution: q 6= 0 and B = 0. Using this in the equations, gives
Er = q Eθ = 0 B = 0
A01 = 0 A03 = 0
Aθ2 = 0 Aθ3 = 0
Ar1 = 0 Ar2 = 0 Ar3 = 0
(88)
and defining ξ(r) := N(r)ψ(r)χ(r) gives the equations:
A′0 = −
λq
2
ξ(r)χ(r)
ψ(r)
(89)
A02 = ±sign(λ)ξ
′(r)
χ(r)
(90)
A′02 = −
λ
2
√
ψ2(r)− q2
ψ(r)
ξ(r)χ(r) (91)
A1θA02 =
λ
2
ξ(r)ψ(r) (92)
A1θ = −
ψ(r)√
ψ2(r)− q2
ψ′(r)
χ(r)
(93)
A′1θ = ±
|λ|
2
ψ(r)χ(r) (94)
Now, choosing the Schwardschild gauge gθθ = ψ
2(r) = r2 gives the solution
χ(r) =
r√
r2 − q2
1√
D1 ∓ |λ|r2
√
r2 − q2 ∓ |λ|q2
2
log(r +
√
r2 − q2)
(95)
ξ(r) = D2
√
D1 ∓ |λ|r
2
√
r2 − q2 ∓ |λ|q
2
2
log(r +
√
r2 − q2) (96)
where D1 and D2 are constants of integration. This gives for the space-time metric
gtt = −(D2)2(D1 ∓ |λ|r
2
√
r2 − q2 ∓ |λ|q
2
2
log(r +
√
r2 − q2)) (97)
grr =
r2
r2 − q2 (D1 ∓
|λ|r
2
√
r2 − q2 ∓ |λ|q
2
2
log(r +
√
r2 − q2))−1
gθθ = r
2
Doing a Taylor series expansion of the metric for q ≪ r gives
gtt = −(D2)2(D˜1 ∓ |λ|r
2
2
∓ |λ|q
2
2
log(r)) + ϑ(
q2
r2
) (98)
grr = (D˜1 ∓ |λ|r
2
2
∓ |λ|q
2
2
log(r))−1 + ϑ(
q2
r2
)
gθθ = r
2
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where D˜1 = D1 ± |λ|q24 ∓ |λ|q
2log(2)
2
. This shows that the solution to the generalized
theory agrees with the solution to the conventional theory, to lowest order in the Maxwell
fields. Note that the physical electric field is the rescaled E: Eaphys =
√
|λ|Ea.
Here in the explicit solution (97) it is clear that this solution is only valid outside
a circle of radius r = q, and this is not just a coordinate singularity. Calculating the
invariant curvature scalar R := gαβRαβ, gives that R becomes complex inside this radius.
It is also clear from the form of the constraints H and Ha that with B = 0 and ΠaI
time-like, there exist no real solution for ΨI . (Remember that qθθ ≤ q implies that ΠrI is
time-like.) The conclusion of this must then be that space-time does not exists inside a
radius r = q around a point-charge. Or, electrical point-charges is not allowed, charged
objects must have extensions. If this result would be valid in (3+1)-dimensions, we could
calculate what distance r = q corresponds to for an electron: r ∼ e
√
G√
ǫ0c2
∼ 10−26m.
However, if this result is a purely (2+1)-dimensional effect, we do not know the constants
of nature, and therefore cannot do this calculation.
What kind of ”singularity” is r = q then? Does the curvature invariants diverge, or is
the invariant distance to this limit infinite? I have only been able to check one curvature
invariant, R, and that invariant is finite and well behaved in the limit r → q
R ∼ 2C1
q2
− λlog(q) + ϑ(√r − q) (99)
It is also clear that the invariant length
∫ q
r0
√
grrdr must be finite since grr ∼ 1r−q for
r ∼ q, which means that the integral is finite.
5.2.2 Magnetic solution to the unified theory.
Magnetic solution means: q = 0 and B 6= 0. Using this together with the static and
rotation symmetric Ansatz as well as the gauge choices, gives
Er = 0 Eθ = 0 B(r) = k
N(r)
A01 = 0 A03 = 0
Aθ2 = 0 Aθ3 = 0
Ar1 = 0 Ar2 = 0 Ar3 = 0
(100)
and defining ξ(r) := N(r)ψ(r)χ(r) gives the equations:
A0 = konst (101)
A02 = ±sign(λ)
∂r
√
ξ2(r) + k
2
λ2
χ(r)
(102)
A′02 = −
λ
2
ξ(r)χ(r) (103)
A1θA02 =
λ
2
ξ(r)ψ(r) (104)
A1θ = −
ψ′(r)
χ(r)
(105)
A′1θ = ±
|λ|
2
√
ξ2(r) + k
2
λ2
ξ(r)
ψ(r)χ(r) (106)
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Here I fix the r-coordinate gauge like I did for the conventional theory: ξ(r) = r. This
gives the solution
χ(r) =
r√
r2 + k
2
λ2
1√
D3 ∓ |λ|r2
√
r2 + k
2
λ2
± |λ|k2
2λ2
log(r +
√
r2 + k
2
λ2
)
(107)
ψ(r) = D4
√√√√
D3 ∓ |λ|r
2
√
r2 +
k2
λ2
± |λ|k
2
2λ2
log(r +
√
r2 +
k2
λ2
) (108)
where D3 and D4 are constants of integration. This gives for the space-time metric
gtt = −r2 (109)
grr =
r2
r2 + k
2
λ2
(D3 ∓ |λ|r
2
√
r2 +
k2
λ2
± |λ|k
2
2λ2
log(r +
√
r2 +
k2
λ2
))−1
gθθ = (D4)
2(D3 ∓ |λ|r
2
√
r2 +
k2
λ2
± |λ|k
2
2λ2
log(r +
√
r2 +
k2
λ2
))
and doing a Taylor series expansion of the metric for k
λ
≪ r gives to lowest order in
k
λ
, the magnetic solution to the conventional theory. Note here also that the physical
magnetic field is the rescaled B: Bphys =
B√
|λ .
6 Conclusions and outlook.
The most interesting question to ask in a new physical theory, is if the theoretical pre-
dictions given by the theory agrees with the known experimental results. In the case of
theories defined in space-time dimensions different from (3+1), we have of course no direct
experimental results. This makes me asking another related question: What if we lived
in (2+1)-dimensions and knew that our space-time was approximately Minkowskian, and
that Yang-Mills equations described our physics to very high accuracy. Could we then
rule out this unified theory, based on experimental results for Yang-Mills (Maxwell) theo-
ries? I would say that we could not. And that is because, as shown in both section 3 and
4, the equations of motion governing the matter Yang-Mills fields in the unified theory
are the normal Yang-Mills equations, and that is what we can measure in experiments.
It was also shown that for very weak Yang-Mills fields AYMphys ≪
√
λ the unified theory
agrees with the conventional coupling. It is first when we can measure the back-reaction
of the metric-field, that we can rule out one of the two proposed theories. All this will
be of interest if the same construction, for the unified theory, will work equally well in
(3+1)-dimensions. There are however other facts about the unified theory, that could
discriminate it from being a good physical theory. One thing is that it could be that one
gets non-causal propagation of the fields in a solution. I have not addressed that question
in this paper.
If one now tries the same type of construction for a unified theory in (3+1)-dimensions,
one gets problem not encountered here for (2+1)-dimensions. My starting point for finding
this unified theory was the Ashtekar Hamiltonian, and the possibility of generalizing it to
20
arbitrary gauge groups. It was in (3+1)-dimensions that the generalization of Ashtekar’s
variables first was found [15]. It was there shown that there exist an infinite number
of apparently distinct generalizations, while here for (2+1)-dimensions the generalization
seems to be unique. This is closely related to the existence of an infinite number of
cosmological constants in (3+1)-dimensions [16], while there is only one cosmological
constant in (2+1)-dimensions [12]. Disregarding that problem, there is another problem in
(3+1)-dimensions; the Ashtekar formulation is complex, and one needs reality conditions
to select the real physical solutions, which may be hard to find in a possible unified theory.
The latest years there has been an increasing interest in (2+1)-dimensional quantum
gravity. It would be interesting to see whether it is possible to quantize the unified
theory also, using for instance the loop-representation quantization [17]. In fact, my
motivation to start looking for a unified theory in terms of Ashtekar’s variables, was the
possibility to find a theory that is better suited for the loop-representation quantization
in (3+1)-dimensions [18], than the conventional Einstein-Yang-Mills theory [11]. See
however Gambini and Pu¨llin [19] for a treatment of the Einstein-Maxwell theory in the
loop-representation.
Finally I summarize the most interesting features of the unified theory presented in
this paper. For gauge-group Gtot = SO(1, 2)⊗GYM , the equations of motion for the Yang-
Mills part are the normal Yang-Mills equations. And for very weak Yang-Mills fields, the
unified theory agrees with the conventional Einstein-Yang-Mills theory to lowest order in
the Yang-Mills fields.
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