The main objective of this research is to model poverty in Bengkulu Province using small area estimation (SAE) with semiparametric penalized spline (P-Spline). Small area estimation is a statistical method that is often used to obtain an accurate information about poverty. When the linearity assumption on the basic SAE model is violated, a nonparametric approach is used as an alternative. One is the semiparametric penalized spline. The small area method with semiparametric approach has a more flexible model because it accommodates the relationship between response with linear and nonlinear predictors. In this study, poverty modeling in Bengkulu Province was based on average per capita expenditure through the estimation of SAE model parameters using semiparametric P- Spline to obtain a mixed-effect model regression equation as a poverty model. Based on the analysis result, 
The method that can be used to estimate the average per capita expenditure as an indicator of poverty measurement is the Small Area Estimation (SAE). SAE is a statistical method for estimating parameters in a subpopulation where the number of samples is small or nonexistent. This estimation technique utilizes data from large domains to predict parameters in smaller domains that can be village, sub-district, district, ethnic group, or age group. The SAE method has a concept in the estimation of parameters indirectly in a relatively small area in the sampling survey, which direct predictions are not capable of providing sufficient accuracy when the sample size is small in small areas, so the resulting statistics will have a large variance or even estimation that can not be done because it is not represented in the survey [3] .
In general, SAE uses parametric modeling to relate small area statistics with its supporting variables. The prediction of SAE basic model parameters generally uses EBLUP (Empirical Best Linear Unbiased Prediction) method which develops a mixed linear model. This modeling is less flexible in adjusting survey data patterns that do not resemble the existing formal distribution. So approach nonparametrik become alternative of choice, one of them by using semiparametric approach of penalized spline. The semiparametric penalized spline has a more flexible model because the presence of two components in the model accommodates that are the relationship between the response with the linear predictors and the relation between the responses and the nonlinear predictors.
Various studies have been conducted using small area estimation with nonparametric approaches such as: [4] SAE using Penalized Spline Regression to map poverty level in Mukomuko District, [5] SAE using Semiparametric Penalized Spline approach for modeling per capita expenditure in Sleman District, [6] SAE using P-Spline approach to estimate per capita expenditure in Sumenep regency, [7] SAE Kernel-Bootstrap to estimate poverty rate in Indonesia, [9] SAE using a nonparametric model based direct estimator, and [10] Development of SAE with a penalized spline regression approach.
In this research, authors perform an analysis of small area estimation using semiparametric penalized spline approach. The estimation of model parameters using semiparametric P-Spline is then used to model the village level per capita expenditure in Bengkulu Province based on several variables of poverty indicator. Evaluation of the estimation result is done by looking at the GCV value in the model. The result will be presented in poverty map.
THE PROPOSED METHOD/ ALGORITHM

Small Area Estimation
Small Area Estimation (SAE) is a statistical technique for predicting subpopulation parameters of small sample size or even non sampling areas. In Indonesia, such subpopulations could be provinces, districts, subdistricts or villages. SAE is an indirect estimation that combines survey data with other support data e.g. from previous Census data containing variables with similar characteristics to survey data so that it can be used to estimate smaller areas and provide better accuracy [3] .
There are two basic model in small area estimation, i.e. area-based model and unit-based model [10] . In the areabased SAE model, supporting data are available only to the area level. The area-level model connects the direct estimator of a small area with supporting data from another domain for each area.
The small area parameter to be observed is i  . The linear model that describes the relationship is:
( x is the supporting data of the i-th area.
In making the conclusions about the population, it is assumed that the value of direct estimation î  is known. Then, it can be defined as follows:
where is the sampling error, assumed and
The SAE model for the area level consists of two levels of the model component i.e. the indirect estimation model component according to (1) and the direct model component of estimation according to (2) . The model of (1) and (2) if combined form the following equation:
where . 
Penalized Spline Regression
Penalized Spline or P-spline regression is a very interesting smoothing method because it has a simple properties [11] . Given model:
where  i are independent random variables with mean npl and variance 2   . Function () i mx is an unknown function and is assumed to be approximated by P-splines:
where p is the spline degree (fixed),
is a parametric coefficients vector of unknown parameters,
is a vector of spline coefficients.
so the model in (4) can be written in the form of:
or it can be written in matrix form as follows:
E Generalized Cross Validation (GCV). The GCV definition can be written as follows:
Small Area Estimation Using Semiparametric Penalized Spline
In the small area estimation model using semiparametric penalized spline approach, the penalized spline model is a random effect that can be combined with the area-based SAE model to obtain a semiparametric small area estimate based on a mixed linear model. Based on (3) and (7), the Fay-Herriot semiparametric model can be written as follows:
According to Giusti, Pratesi, and Salvati [12] , if there are other variables that need to be included in the model, then the variable is added to the matrix X as a fixed effect.
Suppose there are T small areas, 1 
Opsomer et al in [9] using semiparametric P-spline to estimate a small area by adding the small area random effects in (7) , thus obtained : e  YX β + Zγ + Du (10) where semiparametric function Xβ + Zγ is a spline function that contains linear and nonlinear components, Du are the small area random effects,
and u is a small area effect vector, each random component is assumed to be independent, and
0, If the variances of the random components are known, the estimation of fixed effect parameter β can be done by Maximum Likelihood Estimation (MLE) method by assuming  and u as random effects. Equation (10) can be written in matrix form:
where e   ε Zγ + Du
The estimator of parameter β can be obtained by maximizing the likelihood function so that:
The best estimator of predictor variables  and u are obtained by minimizing the mean squared error (MSE) of predictor variables for both  and u . Thus, the best unbiased linear predictor (BLUP) is obtained for  and u as follows:
For a given small area t , we are interested in predicting:
where t
x and t z are the true means of the powers of i x and of the spline basis function over the small area, and t u is the small area random effect. Both t
x and t z are assumed to be known. Clearly, t u  tt d u e u , where t e is a vector with 1 in the tth position and 0s everywhere else. So the estimator for t y that is:
which is a linear combination of generalized least squares estimator (GLS) estimators at (10) and BLUPs in (11) and (12) , so ˆt y is itself the BLUP for t y .
The BLUP estimator depends on the components of variance that are usually unknown. The estimation of variance components using MLE will result in the bias estimator, so the estimation is done using REML (Restricted Maximum Likelihood) based on the residual calculated after β is calculated. To estimate the components of variance using REML we can use several methods, namely Newton Raphson method and EM algorithm (expectation and maximization). Research begins with exploring the data to obtain a general description of factors that affect poverty in Bengkulu Province. Furthermore, data analysis is done, namely the formation of poverty model using SAE with semiparametric P-Spline approach. The model was constructed based on the data samples to obtain an equation of mixed effects linear regression as SAE model. Estimated parameters and prediction random effect variables in the model semiparametric P-spline can be obtained by REML, which is implemented in procedure lme ( ) in R, or by using programs that have been specifically written for penalized spline regression such as the SemiPar package in R. The mapping is done by Arcviews GIS.
RESULTS AND DISCUSSION
The Estimation Model of Poverty in Bengkulu Province
In this research, from the SUSENAS data, there are 502 villages in 113 sub-districts that are sampled in the estimation of per capita expenditure at the village level in Bengkulu Province. From 502 samples, there are 15 invalid sample data. So in this study, the small area model estimated by 487 sample villages using semiparametric penalized spline. Exploration of per capita expenditure data in Bengkulu Province can be seen in Figure 1 . The results of scatterplot in Figure 2 shows The number of Jamkesmas recipients (X 1 ) has a linear relationship pattern with the response variable, whereas the predictor variable The number of SKTM (X 2 ) has a non-linear relationship pattern with the response variable. The data distribution of is clustered so that the assumption of SAE model is violated. Exploration of the relationship patterns among variables also done by linearity test. Based on the linearity test, the variable number of Jamkesmas receiver has a linear relationship to the response with significance of 0.057, while the variable of SKTM has non-linear relationship with significance level of 0.048. Thus, the formation of a fit SAE model is performed by a semiparametric penalized spline that will accommodate the relationship between the response and the linear and nonlinear predictors. Based on the result of exploration of relationship pattern between response variable and each predictor variable, there are two predictor variables used in model estimation that are the number of Jamkesmas recipients ( 1 X ) which is linear pattern and the number of SKTM ( 2 X ) which is non-linear pattern. So, this research is done by estimating SAE model using semiparametric P-spline approach. The estimation of SAE model with semiparametric approach of P-spline is done through two stages using Generalized Additive Model, which is looking for parametric function 1 f ( x ) and nonparametric function of P-spline 2 f ( x ) . The process of estimating the model in the first stage to find the parametric value by using the Generalized Additive Model can produce the following model:
The second step is estimating nonparametric SAE model using P-spline regression. This process is done by modeling residual value on parametric model with non-linear predictor variable   2 X . Based on the results of data analysis using R, the minimum GCV value for the three models of P-splines is obtained from GCV with one knot. Table 1 presents the GCV values for linear, quadratic, and cubic P-spline models with a single knot point. Based on Table 1 , it can be seen that the optimum GCV is obtained from the linear P-spline model with one knot. So it can be concluded that the SAE model using semiparametric P-spline used to model poverty based on the average of per capita expenditure on sample villages in Bengkulu Province is obtained from linear P-spline model with one knot. Having known the location of the knot point and the P-spline model that has GCV Optimum value, the next step is to estimate the fixed effect and random effects. The estimate of influence remains by maximizing the likelihood function or log likelihood function, and predicting for  and û which is the Empirical Best Linear Unbiased Predictors (EBLUP) of γ and u as random effects. The prediction value for the best semiparametric P-spline model (linear spline with one knot) can be seen in Table 2 . Table 3 shows the statistical comparison between the actual data and the estimated results. shows the poverty map of Bengkulu Province based on the estimation of the average per capita expenditure for 487 sample villages. On the map, the color of the sub-district polygon being sampled is red gradation which gradation indicates the poverty level. Sub-districts with low average per capita expenditure, indicating high levels of poverty, is represented by pink polygons.
Comparison between The Model and The Actual Data
The Poverty Map of Bengkulu
Based on Figure 3 , it can be seen that sub-districts with high poverty rates are scattered in several subdistricts in southern and southeastern Bengkulu Province, namely Sukaraja in Seluma District. South Kaur in Kaur District has the highest average poverty rate. Most of the sub-districts that have low poverty rates spread in North Bengkulu, Bengkulu, and South Bengkulu. Sub-district with the lowest level of poverty is Lais, which located in North Bengkulu
CONCLUSION
Based on the analysis result, it can be concluded that small area estimation using semiparametric penalized spline can be applied to model poverty at village level in Bengkulu Province. The result of data analysis shows the best semiparametric P-spline model for the estimation of small area is linear P-spline model with one knot. This model has a GCV value of 148928361265.95. The model poverty in Bengkulu Province shows there are differences in the estimation results for each sample village. Poverty mapping in Bengkulu Province based on sample villages shows that the poverty estimation using SAE model with P-Spline has the same trend with the actual data. This method indicates that the estimation produces a consistent estimator. However, some samples have unequal trend that is suspected of being the outliers.
This research does not take into account spatial effect on the estimation of poverty level ini Bengkulu Province. Therefore, for future research, it is required to investigate this effect.
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