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ABSTRACT 
We present extensions of the Perron-Frobenius theory for square irreducible 
nonnegative matrices. After discussing structural properties of reducible nonnegative 
matrices we extend the theory to sets of nonnegative matrices, which play an 
important role in several dynamic programming recursions (e.g. Markov decision 
processes) and in mathematical economics (e.g. Leontief substitution systems). A set 
Y of (in general, reducible) matrices is considered, which is generated by all possible 
interchanges of corresponding rows, selected from a fixed finite set of square nonnega- 
tive matrices. A simultaneous block-triangular decomposition of the set of matrices 2’ 
is presented and characterized in terms of the maximal spectral radius, the maximal 
index, and generalized eigenvectors. As a by-product of our analysis we obtain a 
generalization of Howard’s policy iteration method. 
1. INTRODUCTION 
Nonnegative matrices play an important role in several interesting and 
frequently studied problems in probability theory (e.g. Markov decision 
processes, branching processes) and in mathematical economics (e.g. input- 
output models with substitution). References in these areas are e.g. Howard 
[5], Harris [4], and Burmeister and Dobell [l]. In these applications we often 
deal with a set of nonnegative matrices satisfying the product property. This 
concept plays a central role in the entire paper. Its formal definition reads as 
follows: 
DEFINITION 1.1. Let ~6 be a set of nonnegative k x m matrices (k, m 
E IV), and let Pi denote the i th row of a matrix P E T . Then X has the 
LlNEAR ALGEBRA AND ITS APPLICATIONS 59:91-113 (1984) 91 
0 Elsevier Science Publishing Co., Inc., 1984 
52 Vanderbilt Ave., New York, NY 10017 00243795/84/$3.00 
92 W. H. M. ZIJM 
product property if for each subset V of { 1,2,. . , , k } and for each pair of 
matrices P(l), P(2) E 9” the following holds: The matrix P(3), defined by 
P(3),: = 
i 
p(l)i, 
p(2)i, 
i E V, 
in {1,2 ,..., k}\V, 
is also an element of X 
In other words: for i = 1,2,. . . , k there exists a collection C(i) of nonnega- 
tive row vectors of length m. J? is the set of all k x m matrices with the 
property that their ith row is an element of C(i) for i = 1,2,. . . , k. 
Although we mainly deal with sets of square nonnegative matrices having 
the product property, Definition 1.1 is slightly more general. This will 
facilitate the presentation of some technical results in the appendix. 
Throughout the rest of this paper Y denotes a finite set of nonnegative 
N X N matrices with the product property (N E N). This paper discusses 
structural properties of such a set. In particular we show that a simultaneous 
block-triangular representation of all matrices in X exists, which can be 
characterized in terms of the maximal spectral radius, the maximal index, and 
a sequence of associated generalized eigenvectors. For one matrix similar 
results can be found in Rothblum [lo] (although not precisely in the form 
presented here). 
Concordant with the terminology in Markov decision theory (where sets 
of square nonnegative matrices with the product property arise naturally; cf. 
Howard [5]), we refer to the indices 1,2,. . . , N as states. The set { 1,2,. . . , N } 
will be called the state space and denoted by S. 
The results of the paper can be summarized as follows: 
Let a(P) denote the spectral radius of P (P E X), and let 8: = 
max{ a( P)IP E 2”). Then there exist a matrix ? E X, a partition 
{ D(O), D(l), . . . , D(v)} of S, and a set of semipositive vectors 
{ w(l), w(2), . . , w(v)} such that 
(1.1) 
maxPw(k)=~w(k)=&u(k)+w(k+l), k=v-1 ,.a., 2,1, 
PE.X 
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Let w( k)i denote the ith component of w(k). For k = Y, v - 1,. . . ,1 we have 
w(k)i > 0, iE U D(Z) 
l=k 
(1.2) 
k-l 
w( k)i = 0, iE u D(Z). 
I=0 
Let p, i denote the ijth entry of P. Then for all P E x 
Pij = 0, iED( LED, k<Z, k,Z=O,l,..., v. (1.3) 
Finally, we have 
max a(p’kJ’) = ,,(@“.“‘) = 6, k=1,2 ,..., v, 
I’ E _Y 
max o( PC”,“‘) < 8, 
1’ E x 
(1.4) 
where PCk. k’ denotes the restriction of P to D(k)X D(k) for k = 0, 1,. . . , v, 
P E x 
For the special case that X contains only one matrix, the above result can 
be viewed as a rather strong generalization of the Perron-Frobenius theorem 
for irreducible matrices (note that P is reducible, with index V, and that 
w(l), > 0 for i E S\ D(0)). For this case a number of important results are 
obtained in Rothblum [lo]. A first classification for sets of reducible nonnega- 
tive matrices with the product property has been given by Sladky [14] for the 
case v = 1. Independently of the present author, Sladky extended his results in 
two papers [15, 161. In [15] he also proved the existence of a simultaneous 
block-triangular decomposition (1.3) and the eigenvalue properties (1.4), 
together with some results concerning polynomial behavior of certain dy- 
namic programming recursions. In [lS] these results are extended to general 
models with block-triangular structure. Related results can also be found in 
Rothblum [19] and Rothblum and Whittle [20]. The proofs of (1.3) and (1.4) 
presented here, are new (and rather short). Moreover, the characterization in 
terms of nonnegative generalized eigenvectors [compare (1.1) and (1.2)] is 
believed to be new and appears to be extremely useful in the study of a large 
class of dynamic programming recursions. This topic will be discussed in a 
companion paper [ 171. 
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We conclude this section with a short overview of the organization of the 
rest of the paper. After summarizing some definitions and notational conven- 
tions, we list a number of spectral properties of nonnegative matrices. The 
existence of certain accessibility properties between the states implies a 
block-triangular structure (possibly after permuting the states) of one square 
nonnegative matrix. This result (which can also be found in Rothblum [lo]) is 
basic for the whole paper. Section 3 is devoted to an extension of the 
block-triangular structure to sets of nonnegative matrices with the product 
property. In Section 4, the existence of a set of generalized eigenvectors 
satisfying (1.1) and (1.2) is proved. We end with some remarks. One technical 
result is proved in the appendix; it may be viewed as a generalization of 
Howard’s policy iteration method [5]. 
2. PRELIMINARIES 
We shall be concerned with sets of nonnegative matrices with the product 
property (Definition 1.1). A nonnegative matrix is a matrix with all its entries 
nonnegative. Unless stated otherwise, all matrices will be square and of a fixed 
dimension, N say. The set { 1,2,. . . , N } is called the state space and denoted 
by S. 
Matrices will be denoted by capitals P, Q,. . . ; (column) vectors by 
lowercase letters x, y, u, w,. . . . The identity matrix is denoted by I; the 
vector with all components equal to one by e. The null matrix is denoted by 2, 
the null vector by 0. 
The nth power of a matrix P is written as P”; we define PO: =I. Pi 
denotes the ith row of P, and pi j its ijth entry. The ith component of a 
vector x is denoted by xi. 
A square matrix P is called positive if pij > 0 for all i, j E S. If P is 
nonnegative (positive) we write P > 0 (P > 0). We say that P is semipositive, 
and write P 2 2, if P 2 0 and Pzj. Furt=hermore we write P 2 Q ( 2 Q, 
> Q) if P - Q 2 0 ( 2 0, % 0). Similar definitions apply to vectors. Instead of 
“ positive vector”=.someTimes=the words “strictly positive vector” will be used. 
Subsets of the state space S will be denoted by A, B, C, D,. . . . If C C S, 
then PC’ is the restriction of the square matrix P to C X C. Similarly, xc is the 
restriction of the (column) vector x to C. If { D(O), D(l), . . . , D(n)} denotes a 
partition of the state space S, then we often write PCk,‘) for the restriction of P 
toD(k)xD(Z),k,Z=O,l,..., n. NotethatP(k.k)=PD(k), k=O,l,..., n. 
If P is a square matrix of finite dimension, then the spectral radius of P is 
defined as the modulus of its largest eigenvalue. Throughout this paper the 
spectral radius of P is denoted by a(P). 
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Next we briefly review some (mostly well-known) definitions and results 
concerning the structure of nonnegative matrices. Following Rothblum [lo], 
we say that state i has access to state j (or state j has access from state i) if 
there exists a nonnegative integer n such that the ijth entry of P” is positive. 
This definition of accessibility reflects the idea that the positive-zero config- 
uration of P can be represented by a directed graph. Accordingly, we consider 
P as a nonnegative real-valued function, defined on S X S, rather than as a 
linear operator from R v to Iw h’. 
P is called irreducible if any two states have access to each other. In all 
other cases P is said to be reducible. Furthermore, if D is a proper subset of S, 
the restriction PD of P to D X D is called a principal minor of P. 
The next lemma summarizes some basic properties of square nonnegative 
matrices. 
LEMMA 2.1. 
(a) Let P be a square nonnegative matrix with spectral radius a(P). Then 
a(P) is an eigenvalue with which can be associated semipositive left and 
right eigenvectors. lf P is irreducible, a(P) is simple; in this case the left and 
right eigenvectors can be chosen strictly positive; furthermore they are unique 
up to multiplicative constants. 
(b) The spectral radius of any principal minor PD of P does not exceed the 
spectral radius of P. lf P is irreducible we have a(PP) < u(P); if P is 
reducible then a( P”) = u(P) for at least one irreducible principal minor PD. 
For a proof of Lemma 2.1 we refer to Gantmacher [3, pp. 53-62, 66-67, 
69-701. Lemma 2.1(a) has become known as the Perron-Frobenius theorem. 
A class of P is a subset C of S such that PC is irreducible and such that C 
cannot be enlarged without destroying the irreducibility. C is called basic if 
a( P”) = u(P), otherwise nonbasic [in which case a( P”) < u(P), according to 
Lemma 2.1(b)]. It follows that P partitions the state space S into classes, 
C(I)> C(2), . . . , C(n) say. If P(i,j) denotes the restriction of P to C(i)x C(j), 
i, j=l >*..> n, then (possibly after permutation of the states) P can be written 
in the following form: 
1 pc1.1, pc1.2, . . _ PO>“) 
pCW . . . p@, n) 
P= 
. . 
. . 
\ p(n.n) 
(2.1) 
withP(‘,j)=efori>j,i,j=I ,..., n. Hence classes can be partially ordered 
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by accessibility relations. We may speak of access to (from) a class if there is 
access to (from) some (or, equivalently, any) state in that class. A class C is 
called final if C has no access to any other class. A class C is called initial if no 
other class has access to C. 
The existence of strictly positive eigenvectors, associated with the spectral 
radius a(P) of a square nonnegative matrix P, depends heavily on accessibil- 
ity relations between basic and nonbasic classes. The following result holds: 
LEMMA 2.2. A square nonnegative matrix P possesses a strictly positive 
right (left) eigenvector if and only if its basic classes are precisely its final 
(initial) classes. 
A proof of lemma 2.2 can be found in Gantmacher [3, p. 77-781. 
Matrices with strictly positive eigenvectors possess several nice properties 
which will be used throughout this paper. For convenience we summarize 
them below. 
LEMMA 2.3. Let P be nonnegative, with spectral radius CT, and let there 
exist a strictly positive right eigenvector, u say, associated with TV. Then: 
(a) There exists a nonnegative matrix P*, defined by 
P*= lim 1 f a-kpk, 
n’m n+l k-0 
(2.2) 
We have PP* = P*P = UP* and (P*)2=P*. Furthermore, p,*> 0 if and 
only if j belongs to a basic class of P, and i has access to j under P. Zf P is 
acyclic (i.e. if o is the only eigenvalue of P on the spectral circle), then 
P* = lim CnPn. 
II + 3c 
(2.3) 
(b) The matrix al - P + P* is nonsingular. 
(c) Zf P* y = 0 for some vector y 2 0, then yi = 0 for every state i 
belonging to a basic cluss of P. 
(d) Zf Px 2 ux for some vector x then P*x 2 x. 
Proof. The matrix Pdefined by 
pii= u lzi- Ipi juj’ i, jE S, 
is stochastic (i.e. p 2 0, Fe = e). For stochastic matrices the results stated in 
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(a) and (b) are well known (cf. Kemeny and Snell [7, Chapters 4, 51). By the 
inverse transformation the corresponding results for P are easily established. 
The proofs of (c) and (d) are left to the reader. H 
The existence of the limit in (2.2) is proved directly in Karlin [6, p. 4801. A 
proof of the invertability of al - P + P* can also be found in Rothblum [ 11, 
p. 2211. The matrix al- P+P* is often called the fundamental matrix 
corresponding to P (Kemeny and Snell [7]). Note that the restriction of P* to 
each basic class of P is strictly positive. 
The following results will often be needed in the sequel: 
LEMMA 2.4. Let P be irreducible, with spectral radius o, and let x 2 0. 
Then Px 2 ox implies Px = ox. Analogously, Px s ax implies Px = ox. 
Proof. Multiplying Px 2 x with the strictly positive left eigenvector of P 
associated with u yields u > u, a contradiction. Hence Px = ux. Similarly if 
Px 5 ax. n 
LEMMA 2.5. Let P be a nonnegative matrix having spectral radius (I, and 
suppose Px 2 hx for some real X and some real vector x with at least one 
positive component. Then: 
(b) Zf x > 0 and u = X, then every final class of P is basic. Let C be a 
final class; then (Px)~ = uxi for i E C. 
Proof. Let y:=(XZ - P)x. Then y s 0. If X > u, then XI - P is nonsin- 
gular and 
K=(j+p)-ly= g x-‘“+c”P”y<o - _) 
n=O 
a contradiction. Hence u 1 X. The second part follows directly from Lemma 
2.4. n 
These results indicate already the importance of the position of (basic and 
nonbasic) classes of a square nonnegative matrix P with respect to questions 
such as the existence of strictly positive right eigenvectors. These positions 
can be defined precisely by introducing the concept of a chain. A chain of 
classes of P is a collection of classes { C(l), . . . , C(n)} such that piLk > 0 for 
some pair of states (ik, j,) with i, E C(k), j, E C(k + l), k = 1,2,. . . , n - 1. 
We say that the chain starts with C( 1) and ends with C(n). The length of a 
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chain is the number of basic classes it contains. The height (depth) of a class 
C of P is the length of the longest chain which ends (starts) with C. The 
degree v(P) of P is the length of its longest chain. Of course, the depth of a 
class with respect to P corresponds to its height with respect to PT. 
In the next lemma a block-triangular representation of a square nonnega- 
tive matrix P is given by classifying the classes according to their depth. 
Rothblum [lo] gives this representation in terms of the heights of the classes. 
For our purposes (i.e. extension of all results to sets of nonnegative matrices 
with the product property) the concept of depth is more useful (cf. Zijm [17], 
Rothblum [12]). In addition, some characterizations in terms of strictly 
positive eigenvectors are proved. We have 
LEMMA 2.6. Let P have spectral radius u and degree v. There exists a 
partition { D(v), D( v - l), . . . , D(l), D(O)} of the state space S such that D(k) 
is the union of all classes with depth k, for k = 0, 1,. . , . In particular, if PCk,‘) 
denotes the restriction of P to D(k)x D(Z), then PCk,‘) = 2 for k < 1 (k, I= 
O,l,..., v). Hence, possibly after permuting the states, we may write 
P= 
pc~.~’ p(v.” - 1’ . . . p(v.1’ p(Ym 
p(v-L-1) . . . p’u 1,l) p’v - 1.0’ 
. . 
. . 
p(l.1) pc1.0, 
pcom 
(2.4) 
We have a(P (k*k))=o for k=1,2,..., v and a(P@~“))<o [if D(0) is not 
empty]. Furthermore, there exist vectors uCk’ > 0 such that - 
p(k.k’U(k’ = uU(k’, k = 1,2 ,..., v. (2.5) 
Proof Since P has degree v, there exist classes with depth k, for 
k = l,..., v, and possibly classes with depth zero (nonbasic classes which do 
not have access to any basic class). Obviously, a class with depth k cannot 
have access to any class with depth I> k; hence PCk,” = 2 for k < 1. Basic 
classes with depth k do not have access to any other basic class with depth k, 
whereas nonbasic classes with depth k must have access to some basic class of 
depth k. Lemma 2.1(b) now implies u(P(~,~‘) = u for k = 1,. . . , v and 
a( P(“,O)) < u. Lemma 2.2 implies (2.5). w 
REMARK. Note that each state in D(k) has access to some state in 
D(k -l), for k = v, v - l,.. . ,2. 
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Rothblum [ 101 proved an important relationship between the degree v(P) 
of P and its index. The index n(P) of a square nonnegative matrix P with 
snectral radius u is the smallest nonnegative integer k such that Nk( P ) = 
Gk+i( P), where Nk(P) denotes 
shown that 
where r~ denotes the index of P 
gv”(P)=AqP) for k>q, 
(cf. Dunford and Schwartz [2, p. 5561). The 
elements of Nk( P)\Nk ‘(P) are called generalized eigenvectors of order k. 
Rothblum [lo] showed that for a square nonnegative matrix P with spectral 
radius u the index q(P) is equal to its degree v(P). Furthermore, he showed 
that the associated generalized eigenvectors can be chosen nonnegative. We 
do not discuss these results in detail here, partly because they are not used in 
the sequel and partly because they follow immediately from our more general 
results for sets of nonnegative matrices with the product property. 
For convenience we give some final definitions. The partition { D(Y), D( v 
- l), . . . ) D(l), D(O)}, defined in Lemma 2.6, plays a fundamental role 
throughout this paper. Therefore, it deserves a special name: we call it the 
principal partition of S with respect to P. The depth ui (with respect to P) of 
a state i E S is the depth of the class which contains i. Hence, D(k) contains 
precisely all states with depth k. These concepts and all the preceding results 
are indispensible for the proofs in the next section, where Lemma 2.6 is 
extended to sets of square nonnegative matrices with the product property. 
3. SETS OF NONNEGATIVE MATRICES: BLOCK-TRIANGULAR 
STRUCTURES 
In this section we deal with a finite set X of nonnegative N x N matrices 
with the product property. In particular, we are concerned with the proper- 
ties of a nonlinear mapping which often appears in a dynamic programming 
context and which for each vector x E Iw” is defined by 
(3.1) 
From Definition 1.1 it follows that, for each x E Iwh’, there exists a matrix 
P = P(r)E *such that 
A= maxPx, 
PtX 
a property which is usually referred to as the optimal choice property (Seneta 
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[13]). The main objective of this section is to show that a representation 
similar to the one presented in Lemma 2.6 exists for the nonlinear mapping 
defined by (3.1). Further results, especially with respect to the structure of 
generalized eigenvectors for this mapping, are given in Section 4. 
A first indication that extensions of the results of Section 2 to the set Y 
are possible indeed has been given already by Mandl and Seneta [8]. They 
showed 
LEMMA 3.1. Let each P E 2” he irreducible. Then there exists a P E X, 
with spectral radius 6, and a strictly positive vector zi such that 
Proof. Choose P(0) E 2 arbitrary, with spectral radius u, and right 
eigenvector u(0) > Q. Find P(1) E X such that 
P(l)u(O) = ma;PU(O), 
where we choose P(l), = P(O), if (P(O)u(O)), 2 (Pu(O)), for all P E 2. Let ui 
denote the spectral radius of P(l), then ui 2 a0 [Lemma 2.5(a)] and err = u. 
implies P(l)u(O) = u,u(O) = P(O)u(O) (Lemma 2.4); hence P(1) = P(0). In 
other words: P(1) # P(0) implies u, > uO. Apply now the same procedure on 
P(l), with right eigenvector u( 1) > 0, associated with ur. Since X is finite, we 1 
arrive after a finite number of steps at a matrix P E 2, with spectral radius 6 
and eigenvector ti > 0, such that (3.2) holds. n 
A first extension of Lemma 3.1 is established in the following theorem. 
THEOREM~.~. Let6:=max{u(P)~P~Xj,andZetv:=max{v(P)~P~~, 
u(P) = 6 }. Suppose that there exists a P(0) E Z, with u( P(0)) = 6, which 
possesses a strictly positive right eigenvector u(O). Suppose furthermore that 
v = 1. Then there exists a vector ti > 0 such that _ 
max Pti=d&. 
1’ E X (3.3) 
Proof. Apply the same procedure as in the proof of Lemma 3.2. Find 
P( 1) E A? such that 
P(l)u(O) = pmE2xxPu(0) 
with P(l); = P(O), if (P(O)u(O)), 2 (Pu(O)), for all P E Y. Obviously, e(P(1)) 
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= d [Lemma 2.5(a)]; hence v(P(1)) = 1. Furthermore, each final class C is 
basic and (P(l)u(O)), = BUD for i E C [cf. lemma 2.5(b)]. 
Next we show that there exists a unique vector u(1) 1 u(0) such that 
P( l)u(l) = &u(l) and u(l), = u(O), f or i belonging to a final class of P(1). 
Since v( P( 1)) = 1, each nonfinal class is certainly nonbasic. Let A E S be the 
union of all final classes, and let B: = S\A. Then, after possibly permuting the 
states, we may write 
P(l) = lp(:jA p(l)B] (3.4) 
with a( P(l)*) = d and u( P(l)n) < d. Define ~(1)~ = u(0)” and ~(1)s = 
(61 - P(l)B)p l@(O)*; then indeed P(l)u(l) = &b(l). Suppose u(l), < u(O), 
for some i E S. Since ~(1)~ = U(O)*, it follows that 
P(l)s[ U(O)s - U(l)B] 2 8[ U(0)B - U(l)B]) 
contradicting a(P(l)s) < d [cf. Lemma 2.5(a)]. Hence u(1) >= u(0) > 0. 
If u(1) = u(0) then P(l)u(l) = 6u(l) = 6u(O) = P(O)u(O); hence P(1) = 
P(0). In other words P(1) # P(0) implies u(1) 2 u(0). Applying the same 
procedure to P(1) now, we arrive (since X is finite) after a finite number of 
steps at a matrix P and a vector Q > 0 such that 
i%i= maxPti=cX 
PEX 
This completes the proof. n 
Now we are ready to present the main result of this section, which 
establishes the full generalization of Lemma 2.6 to the dynamic programming 
operator defined by (3.1). 
THEOREM 3.3. Let &=max{a(P)]PE.%}, and let v:=max{v(P)]PE 
X , u(P) = 6 }. Then there exists a partition { D(V), D( v - l), . . . , D(l), D(O)} 
of the state space S such that the following properties hold: 
(a) Let Pckxr) denote the restriction of P to D(k)X D(Z). 7%en Pck,‘) = ! 
for k < 1, k, I= 0, 1, . . . , v, and for all P E X. 
(b) There exists a P E Y, with a(?) = B and v(P) = u, such that 
{D(v),D(v-I),..., D(l), D(O)} is precisely the principal partition of S with 
respect to P. Furthermore, there exist strictly positive vectors 2ick’, defined on 
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D(k), such that 
Finally, we have 
max u( Pco3(‘)) <6. 
1’ E X (3.6) 
Proof. Since X is finite, we may choose a P(0) E X, with u( P(0)) = 6 
and Y( P(0)) = v, such that the set D(v; P(0)) of all states with depth v [with 
respect to P(O)] is maximal (i.e. contains a maximal number of states). Set 
D: = D( v; P(0)). It follows immediately that no state in S \ D has access to any 
state in D under any P E -X, since this would contradict the choice of P(0) 
and in particular the maximality of D (recall that Y possesses the product 
property). Obviously, P(0)D possesses a strictly positive right eigenvector, 
~(0)~ say, associated with B (compare Lemma 2.6). 
As before, find P(1) E X such that P(l)i = P(0)i for i E S\ D and 
P(l)Du(0)D = pmGixxPoU(0)L). 
Again, we take P(l), = P(O), if (P(0)Du(O)“)i 2 (PDu(0)“), for all P E X 
(i E 0). By Lemma 2.5 we have a(P(1)“) = 8, each final class C of P(l)D is 
basic, and P(l)%(O)” = &u(O)” = (P(O)u(O))‘. Hence P(l), = P(0)i for i E C. 
In other words: each final (and hence, basic) class of P(1)” is a final basic 
class of P(O)“. Since v is maximal, it follows that v( P(1)) = v and, in particular, 
that v( P(1)“) = 1. 
As in the proof of Theorem 3.2, there exists a vector u(1)” 2 Us, with 
u( 1)” = u(0)” for i belonging to a final class of P( l)D, such that P( l)Du(l)D = 
c?~(l)~. Proceeding now in the same way, we arrive, after a finite number of 1 
steps, at some P E Y with a(P) = 8, v(P) = v, and a vector ziD > 0, such that 
Obviously, D contains all states with depth v (with respect to P). Let 
E: = S\ D; then, since D is maximal, 
max{v(P”)IPEX,o(P)=6} =v-1. 
Set D(v): = D. The set { P”IP E _x3 may now be treated analogously. Con- 
tinuing in this way, the theorem is proved. n 
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The proofs of the two preceding theorems are only partially constructive. 
In particular, we start already with a matrix with maximal spectral radius and 
maximal degree. In Zijm [18, Chapter 31 a completely constructive proof of 
Theorem 3.3 is given. It consists of a rather complicated iterative procedure, 
which may start with an arbitrary P E 2. Independently of the present 
author, and using different methods, Sladky [15] also showed the existence of 
a simultaneous block-triangular representation.’ 
An important special case arises when X is communicating. 
DEFINITION 3.1. The set Y is said to be communicating if for each pair 
of states i, j E S there exists a sequence {i,, . . . , ik} and matrices 
P(l), P(2), * * * > P(k + 1) E X such that 
p(l)ii,P(2)iliza.. P(k)ik ,ikPtk + l)ikj> O. 
The following result is an immediate corollary of Theorem 3.3. 
THEOREM 3.4. Let X be communicating, with 6 = max{ a( P)IP E q. 
Then there exists a vector zi > 0 such that 
max P&=&I. 
PEX 
Proof. Since X is communicating, we must have D(0) = 0, D(k) = 0 for 
k >, 2 in Theorem 3.3 (i.e., no block-triangular structure occurs). This proves 
the result. W 
Note that Lemma 3.1 is a special case of Theorem 3.4. 
Analogously to the “one matrix” case, we call the set 
{ D(O), D(I), . *. , WV)} arising in Theorem 3.3 the principal partition of S 
with respect to X This principal partition will play a fundamental role again 
in the next section, where generalized eigenvectors for the dynamic program- 
ming operator defined by (3.1) are discussed. 
4. GENERALIZED EIGENVECTORS 
The objective of this section is to prove the existence of a set of 
generalized eigenvectors for the nonlinear mapping, given in (3.1) with 
‘After completing the paper, my attention was turned to two additional references, 
Rothblum [19] and Rothblum and Whittle [20]. These papers provide, independently, construc- 
tive proofs for the results of Theorem 3.3 and the corresponding block-triangular representation. 
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special nonnegativity properties which are related to the principal partition of 
S with respect to JK This generalizes earlier work of Rothblum [lOI for the 
“one matrix” case. 
More precisely, the following theorem will be proved. 
THEOREM 4.1. Let &=max{a(P)]PEX}, and let {D(O),D(l),..., 
D(V)} he the principal partition of S with respect to X. Then there exists a 
set of semipositive vectors { W(V), . . . , w(2), w(l)}, such that 
max Pw(v) = Bw(Y), 
PEX 
(4.1) 
max Pw(Z)=dw(Z)+w(Z+l), l=v-l,...) 2,1, 
f’E&7, 
where 
x”:={P~PE~,Pw(v)=Bw(v)}, 
(4.2) 
Xt:={P]PEX,+r, Pw(z)=Bw(z)+w(z+1)}, E=v-l)...) 2,l. 
For 1= v, v - 1,. . . ,2,1 we have 
w( l>i ’ O, iE u D(k), 
k=l 
1-I 
(4.3) 
w( z)i = 0, in u D(k). 
k=O 
Proof. The proof will be given by induction with respect to v. For v = 1 
the results follow immediately from Theorem 3.3. Let us assume that Theo- 
rem 4.1 holds for v= 1,2 ,..., t - 1, and suppose now that v = t. Let 
{D(O), D(l), . . . > D(t)} denote the principal partition of S with respect to X. 
Define for each P E X and for m = 1,2,. . . , t 
PC”‘) = 
fJ(rn. 771) p(m,m 1) . . p(m.1) p(w1.O) 
P’ m-l,m-1) . . . pcnl~ 1.1) p(,n 1.0) 
. . 
. . 
pCl.1, pCl.0, 
pCO.0) 
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where, as usual, P(k,‘) denotes the restriction of P to D(k)X D(Z), for 
k,Z=O,l,..., t. Note that P(‘) = P for all P E X (cf. Theorem 3.3). 
By the induction hypothesis there exist vectors y(l), y(2), . . . , y(t - 1) 
defined on S\D(t), with 
1-I 
Ytz>i ’ O, i= lJ~(k), Z=l,..., t-l, 
k=l 
I-1 
Y(Z), = 0, iE U D(k), Z=l,..., t-l. (4.4) 
k=O 
These vectors furthermore satisfy 
maxP(‘~‘)y(t-l)=By(t-l), (4.5.t - 1) 
PE.X 
max P(t-‘)y(Z)=By(Z)+y(Z+l), Z=t-2,...,2,1, (4.5.1) 
PEx,+, 
&‘l c denotes the of matrices maximizes the 
side of (I= t t -2 ,..., 2,l). 
The objective is to find vectors w(l), w(2), . . . , w(t) such that (4.1) and 
(4.3) holds for v = t. It seems natural to take 
z”(z)izY(z)i3 ics\lqt), I=1 )...) t-1, 
w(& = 0, i E S\D(t). (4.6) 
Then, obviously, Xr E S1 for Z = 1,2,. . . , t - 1 [where X, is defined by 
(4.2)]. What remains is the determination of We for i E D(t), 1 = 1,2,. . . , t. 
Combining (4.1), (4.4), and (4.6), it follows that we must have 
max P(‘,‘)w( t)(t) = &a( t)(t), 
PEX 
(4.7.t) 
t-1 
max 
PEXlil 
P(‘l ‘)w( Z)‘t’ + C Pet, k)y( Z)‘k’ = 6w( Z)“‘+ w( 1 + l)“‘, 
k=l 
z=t-1 )...) 2,1, (4.7.1) 
where w(Z)(‘) denotes the restriction of w(Z) to D(t), for Z= 1,2,. . . , t, and 
y(Z)‘k’therestrictionof y(Z)toD(k),fork,Z=1,2,...,t-1. 
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By the induction hypothesis y( t - 1)” - i) > 0. Furthermore, according to 
Theorem 3.3, there exists a P E 2, with a(P) = 8, such that 
(D(O), D(I),..., D( t )} is precisely the principal partition of S with respect to 
P. In particular, each state in D(t) has access to some state in D(t - 1) under 
k. Furthermore ?(L,t) possesses a strictly positive right eigenvector associated 
with 8. Applying Lemma 2.3, we obtain 
(~(I,I))*p(t.l-~)W(~ -q(f-I)> 0. 
(4.8) 
It now follows from Lemma A.1 in the appendix that a solution 
{ m(t)(t), . . . , w(2)‘“‘, w(l)“} of (4.7.t)-(4.7.1) exists with z~(t)(~’ > 0. Com- 
bining this solution with (4.6) gives a solution of (4.1). 
However, the nonnegativity constraints (4.3) (with v = t) are not neces- 
sarily satisfied on D( t ) by w( t - l), . . . , w(1) [on the other hand we have 
indeed w(t), > 0 for i E D(t)]. 
argument. If { w(l), . . . , w( t )} 
{W(l),..., ii?(t)}, defined by 
w(t) = w(t), 
This problem can be solved with a simple 
satisfies (4.1) with v = t, then so does 
w(z)=w(Z)+(Yw(Z+l), z=t-l)...) 2,l. (4.9) 
Since w(t ), > 0 for i E D(t), we may choose (Y so large that We > 0 for 
iED( Z=l,..., t. The nonnegativity constraints are trivially satisfied on 
S\ D( t ) if (Y 2 0. This proves all results for v = t. By induction the theorem 
now holds for any possible value of v. n 
As noticed already in the introduction, Theorem 4.1 has been proved by 
Rothblum [lo] for the special case where .%‘” contains exactly one matrix (no 
maximization occurs), .X= { I’} say. The set { w(l), . . . , w(v)} is then a set of 
generalized eigenvectors of P (with degree v). Obviously, these vectors are 
independent; hence it follows immediately that q(P) > v (i.e., the index of P 
is at least as large as its degree). On the other hand, since ~(1)~ > 0 for 
i E S\D(O) and since a( I’@,‘)) < a(P), ‘t 1 1s easily shown that for any vector x 
the sequence 
n u j -1 v-l a(P)-“P”x n = 1,2 )... 1 
is bounded. It follows that q(P) G v, and hence q(P) = v. This result can be 
found also in Rothblum [lo], although proved in a different way. 
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An extension of the above remarks to the general case, where Y is a set of 
matrices, indicates the importance of Theorem 4.1 for dynamic programming 
recursions of the type 
x(n) = pmeaxPx( fl - l), tl= 1,2 )... . (4.10) 
First we make the following remark. Define vectors W(l), . . . , W(v) as in (4.9). 
Since x is finite, it is easily verified that for a sufficiently large 
max PiiT( ,,zy PiE(Z)=... =flllaxPiC(l), 1=1,...,v. 
I’ E 3v, / I 112 
Since W(l), > 0 for i E S\D(O) and since max{ a(P”~“)IP E -x> < 6, it is 
easily seen that x(n), given by (4.10) is at least polynomially bounded in 
terms of 6 and v. However, sharper results can be obtained. It appears to be 
possible to give a precise polynomial expansion of x(n), for n + cc, in terms 
of 6, v, and a set of generalized eigenvectors. These topics are treated in detail 
in [ 171 (compare also [18]). The results generalize a lot of more or less 
well-known results in the theory of controlled Markov chains. 
APPENDIX 
In this appendix we prove the existence of solutions to a set of nested 
functional equations, arising in the proof of Theorem 4.1. The proof of 
Lemma A.1 below may be viewed as a generalization of Howard’s policy 
iteration procedure [5]. A special case of Lemma A.1 can also be found in 
Miller and Veinott [9]. 
Suppose we are dealing with a finite set 3” of nonnegative N X N 
matrices. Which each P E X is associated a sequence of vectors 
r(I, P), r(2, P),. . . , r(t - 1, P), with t E N fixed. Assume that the set of 
(rectangular) matrices 
{ (P,r(l,P),r(%P) >...> ~(~-Lp))Ip-} 
possesses the product property. Hence in particular 2 possesses the product 
property. Let 6: = max{ a( P)IP E q, and suppose there exist a matrix P E z 
and a strictly positive vector u such that 
h = max Pu = du. 
PGX (A.11 
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Suppose furthermore 
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P*r(t - 1, P) > 0. (A.21 
Then the following results can be proved. 
LEMMA A. 1. Under the conditions specified above, there exists a solution 
{x(t),x(t -l),..., r(2), X( 1)) of the set of nested functional equations 
max {h(t)} = h(t), 
P fz .x 
(A.3.t) 
max {Px(t-l)+r(t-l,P)}=&(t-1)+x(t), (A.3.t-1) 
P E Gi!-( 
max {Px(l)+r(l,P)} =6X(1)+x(2), 
PG.& 
where X, is defined recursively by 
L%$={P~PE~,Px(t)=&x(t)}, 
-x,:= {PIP E _xI+1, Px(z)+r(z,P)=Bx(z)+x(z+l)}, 
(A.3.1) 
z=t-l,...,l. 
The vectors T(t), %(t -l),..., X(2) are uniquely determined. Furthermore 
x(t)> g. 
Proof. The existence of a solution of (A.3. t )-(A.3.1) will be established 
by means of an iterative procedure. Let P E %” and u > 0 satisfy Equation 
(A.l). Note that the set of equations 
Px(t)=Bx(t), 
A(t-l)+r(t-l,k)=k(t-1)+x(t), 
kx(l)+r(l,P)=k(l)+x(2), 
i,*,(l) = 0 
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possesses a unique solution, namely 
a(t) = i*r(t - 1, a>, 
a(Z)=(ar-i)+i)*>-‘[r(z)+P*r(z-1)--(1+1)], l=t-1,...,2, 
a(1)=(01-P+P*))‘[r(1)-g(2)]. 
(A.2) implies that f(t)>Q Set P(O)=P and x(Z,O)=i(Z) for I= l,..., t. 
Determine P( 1) E .T such that 
P(l)x(t,O)= pmEzr{Px(t,O)}, (A.4.t) 
P(l)x(t-l,O)+r(t-l,P(l))= max {Px(t-l,O)+r(t-l,P)), 
P E 3u; 
(A.4.t - 1) 
P(l)x(l,O)+r(l, P(1)) = p%a; { Px(l,O)+r(l, P)}, (A.4.Z) 
2 
where X, c X denotes the set of all matrices which maximize the right-hand 
side of (A.4.Z) (1 = t, t - 1,. . . , 1). We choose P(1) = P(0) if P(0) E SI. 
Define vectors $(t,O), +(t - l,O), . . . , $(l,O) such that 
P(l)r(t,O) = Bx(t,O)+ +(t,o), (A.5.t) 
P(l)x(t-1,0)+r(t-l,P(1))=Bx(t-l,0)+x(t,O)+~(t-l,0), 
(A.5.t - 1) 
P(l)x(l,O)+r(l,P(1))=c?x(l,O)+x(2,0)+~(1,0). (A.5.1) 
Note that pb(t,O)zO. If +(Z,O)i =0 for I> k +1 then clearly +(k,O>i 2-0 
(i E S, 12 k 5 t ). Furthermore 
P(l)x(t,O) 2 Bx(t,O) > 0; 
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hence a( P(1)) = 6 and each final class of P(1) is basic. On the other hand, 
each basic class of P(1) must be final, since P(l)u 5 6u and u > 0. Hence, 
P(1) possesses a strictly positive right eigenvector, associated with 6 (cf. 
Lemma 2.2). 
As above, it follows that the set of equations 
P(l)x(t) = &x(t), (A.6.t) 
P(l)x(t-l)+r(t-l,P(l))=Bx(t-1)+x(t), (A.6.t-1) 
P(l)x(l)+r(l,P(l))=Bx(l)+x(2), (~.6.1) 
P(l)*+) = 0 (A.~.o) 
possesses a unique solution (r( t , l), . . . , x(1,1)). The following assertions will 
be proved: 
(1) x(t, 1) L x(t,O). 
(2) x(Z,l)=x(Z,O) for Z=k+l,..., t implies x(k, 1) 2 x(k,O), 1 < k < t. 
(3) x( 1, 1) = x( I, 0) for 1 = 1,. . . , t if and only if P( 1) = P(0). 
(I): Let D c S be the set of states which belong to a basic class of P(1). 
Since x(t,O) > 0, we have lC/(t,O)i = 0 for i E D (Lemma 2.4) and hence 
#(t - l,O)i 2 0 for i E D. Multiplying (A.5. t - 1) by P(l)* yields 
P(l)*r(t -1, P(1)) = P(l)*x(t,O)+ P(l)*+(t -1,O) 2 P(l)*r(t,O) 
(A.7) 
(cf. Lemma 2.3). From (A.6.t) and (A.6.t - 1) we derive 
x(t,l)=P(l)*x(t,l)=P(l)*r(t-l,P(l)). 
Since $(t,O)z 0, (A.5.t) yields 
P(l)*r(t,O) 2 x(t,o). 
(A.81 
(A.91 
Combining (A.7), (A.8), and (A.9), we find r(t, 1) 2 x(t,O). 
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(2): Define y(Z)= x(Z,l)- x(Z,O)for Z= 1,2 ,..., t. From (A.5.1) and (A.6.Z) 
we find 
P(l)Y(l) = By(l)+ Y(Z + I>- #(l,O>> z=t,t-l)...) 1. 
Hence, y(Z)=0 for Z=k+l,...,t implies $(Z,O)=g for Z=k+l,...,t and 
hence P(0) E iyicjc+ i. It follows that $(k,O) 2 0 while furthermore - -1 
P(l)Y(k) = BY(k)- $(k,O). (A.lO) 
Multiplying both sides of (A.lO) by P(l)* yields P(l)*$( k,O) = Q. Since 
+(k,O) 2 0, we find (cf. Lemma 2.3) 
$(k,O)i = 0. for i E D. (A.ll) 
For k a 2 we now proceed as follows: $( k, O)i = 0 for i E D implies 
$( k - 1, O)i 2 0 for i E D; hence P(l)*rc/( k - 1,O) 2 0. Multiplying (A-5. k - 1) 
and (A.6. k - 1) by P(l)* and subtracting the resulting equations yields 
P(l)*y(k)-P(l)*$(k-l,O)=Q 
On the other hand, (A.lO) implies [recall that $(k,O) 2 0] -- 
P(l)dk) 5 By(k). 
Hencey(k)~P(l)*y(k)=P(l)*~(k-1,0)~0.Fromthedefinitionofy(k)it 
follows that r(k, 1) 2 x( k,O). For k = 1, (A.ll) implies that we may choose 
P(l), = P(0)i for i E D. In that case P(1): = P(O): for i E D; hence x(1, l), = 
x( l,O)i for i E D [since these values are completely determined by P(l)i, 
P( 1): and r(1, P(l)),, i E D]. Using Lemma 2.3, it follows that 
P(l)*x(l,l) = p(l)*x(l,o). 
Combining (A.lO), the fact that $(l,O) 2 0 and the definition of y(l), we find - -3 
Y(l) L w*Yo) L 0, 
and hence x( 1,l) 2 x( 1,O). 
(3): As above, y(Z)=0 for Z=t,t-l,...,l implies $(Z,O)=Q for Z=t, 
t-1 , . . . , 1, and hence P(0) E y;“l, in which case we choose P(1) = P(0). The 
inverse implication is trivial. 
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The proof of (1) (2), and (3) has now been completed. It is then easy to 
define an iterative procedure, based on a repeated application of equations of 
the kind (A.4.t)-(A.4.1) and (A.6.t)-(A.6.1). In fact we have studied the first 
step of such a procedure. Since S” is finite, this procedure stops after a finite 
number of steps, m say, if we use P(m) = P( m - 1) as the stopping criterion 
[since (I), (2), and (3) hold, no cycling occurs]. The final solution, 
{x(t,m),..., x(1, m)} say, certainly satisfies (A.3.t)-(A.3.1) and x(t, m) > 0. 
This completes the proof. W 
The author would like to express his gratitude to Professor J. Wessels, his 
dissertation advisor, for encouragement and advice during the research which 
led to this paper. Furthermore he is indebted to an unknown referee who 
suggested many substantial improvements in the organization of the paper. 
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