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NEW EXAMPLES OF r-HARMONIC IMMERSIONS INTO THE SPHERE
S. MONTALDO AND A. RATTO
Abstract. Polyharmonic, or r-harmonic, maps are a natural generalization of harmonic
maps whose study was proposed by Eells-Lemaire in 1983. The main aim of this paper is
to construct new examples of proper r-harmonic immersions into spheres. In particular,
we shall prove that the canonical inclusion i : Sn−1(R) →֒ Sn is a proper r-harmonic
submanifold of Sn if and only if the radius R is equal to 1/
√
r. We shall also prove the
existence of proper r-harmonic generalized Clifford’s tori into the sphere.
1. Introduction
Harmonic maps are the critical points of the energy functional
(1.1) E(ϕ) =
1
2
∫
M
|dϕ|2 dvM ,
where ϕ : M → N is a smooth map between two Riemannian manifolds M and N . In
analytical terms, the condition of harmonicity is equivalent to the fact that the map ϕ is a
solution of the Euler-Lagrange equation associated to the energy functional (1.1), i.e.
(1.2) − d∗dϕ = trace∇dϕ = 0 .
The left member of (1.2) is a vector field along the map ϕ or, equivalently, a section of the
pull-back bundle ϕ−1 (TN): it is called tension field and denoted τ(ϕ). Also, we recall the
well-known fact that, if ϕ is an isometric immersion, then ϕ is a harmonic map if and only
ϕ(M) is a minimal submanifold of N (we refer to [3, 4] for background on harmonic maps).
A related topic of growing interest deals with the study of the so-called polyharmonic maps,
or r-harmonic maps: these maps, which provide a natural generalisation of harmonic maps,
are the critical points of the r-energy functional (as suggested in [4], [6])
(1.3) Er(ϕ) =
1
2
∫
M
|(d∗ + d)r(ϕ)|2 dvM .
In the case that r = 2, the functional (1.3) is called bienergy and its critical points are
the so-called biharmonic maps. There have been extensive studies on biharmonic maps (see
[8, 13] for an introduction to this topic and [14, 15, 16] for an approach which is related
to this paper). In 1989 Wang [18] studied the first variational formula of the r-energy
funtional (1.3), while the expression for its second variation was derived in [11], where it was
shown that a biharmonic map is not always r-harmonic (r ≥ 3) and, more generally, that
an s-harmonic map is not always r-harmonic (s < r). On the other hand, any harmonic
map is trivially r-harmonic for all r ≥ 2. Therefore, we say that an immersed submanifold
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into a Riemannian manifold N is a proper r-harmonic submanifold if the immersion is an
r-harmonic map which is not harmonic (or, equivalently, not minimal).
As a general fact, when the ambient has nonpositive riemannian curvature tensor there are
several results which assert that, under suitable conditions, an r-harmonic submanifold is
minimal (see [2] and [12], for instance), but the Chen conjecture that a biharmonic subman-
ifold of Rn must be minimal is still open. On the other hand, when the target has positive
curvature very little is known when r ≥ 4 and it is natural to look for new examples. In this
order of ideas, the main aim of this paper is to produce new proper r-harmonic submanifolds
of the Euclidean sphere. Our paper is organized as follows: in Section 2 we recall some basic
facts and fundamental formulas concerning r-harmonic maps. Next, in Section 3 we provide
the proof of our main results which we now state (to fix notation, we shall denote by Sn(R)
the Euclidean sphere of radius R and write Sn for Sn(1)).
Theorem 1.1. Assume that r, n ≥ 2. Then the canonical inclusion i : Sn−1(R) →֒ Sn is a
proper r-harmonic submanifold of Sn if and only if the radius R is equal to 1/
√
r.
Theorem 1.2. Let r ≥ 2, p, q ≥ 1 and assume that the radii R1, R2 verify R21 + R22 = 1.
Then the generalized Clifford’s torus inclusion i : Sp(R1)× Sq(R2) →֒ Sp+q+1 is:
(a) minimal if and only if
(1.4) R21 =
p
p+ q
and R22 =
q
p+ q
;
(b) a proper r-harmonic submanifold of Sp+q+1 if and only if (1.4) does not hold and either
(1.5) r = 2 , p 6= q and R21 = R22 =
1
2
or r ≥ 3 and t = R21 is a root of the following polynomial:
(1.6) P (t) = r(p+ q) t3 + [q − p− r(q + 2p)] t2 + (2p+ rp) t − p .
Remark 1.3. Let p = q. Then P (t) in (1.6) takes the following form:
(1.7) P (t) = p (2t− 1) (rt2 − rt+ 1) .
Now, if 2 ≤ r ≤ 4, then the only root is t = (1/2), which is associated to a minimal
submanifold. But it is important to point out that, if r ≥ 5, then P (t) has two admissible
solutions
t =
1
2
± 1
2
√
r − 4
r
which give rise to proper r-harmonic generalized Clifford’s tori in S2p+1.
Remark 1.4. Let p 6= q. Then, for all r ≥ 3, p, q ≥ 1, P (t) has at least one admissible root
t∗, i.e., such that 0 < t∗ < 1: this is a simple consequence of the fact that P (0) = −p and
P (1) = q. Moreover, it is easy to check that the associated submanifold cannot be minimal
and so is a proper r-harmonic submanifold. By studying the sign of the discriminant of
the third order polynomial P (t), it can be shown that there are three distinct admissible
solutions if
(1.8) (r4 − 4r3 + 24r2 − 40r − 8) pq + 4(1− r)3 (p2 + q2) > 0 .
In particular, if p and q are fixed, (1.8) holds provided that r is sufficiently large and so, in
this case, we have three distinct proper r-harmonic generalized Clifford’s tori in Sp+q+1.
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Remark 1.5. The results of Theorems 1.1 and 1.2 were known when r = 2 (see [8] and [1])
and r = 3 (see [10])(to recover Maeta’s result, set λ2 = cot2(α∗) in Theorem 4.6 of [10]).
2. Generalities on r-harmonic maps
Here we recall some basic facts whose proofs can be found in [4] and [9]. Let ϕ : (M, gM)→
(N, gN) be a smooth map between two Riemannian manifolds M and N of dimension m and
n respectively. Then dϕ is a 1-form with values in the vector bundle ϕ−1TN or, equivalently,
a section of T ∗M ⊗ ϕ−1TN . In local charts dϕ is described by:
(2.1) dϕ =
∂ϕγ
∂xi
dxi ⊗ ∂
∂yγ
= ϕγi dx
i ⊗ ∂
∂yγ
,
where, here and below, the Einstein’s sum convention over repeated indices is adopted. The
second fundamental form ∇dϕ is a covariant differentiation of the 1-form dϕ, i.e., a section
of ⊙2T ∗M ⊗ ϕ−1TN . The local coordinates expression for the second fundamental form is
(2.2) ∇dϕ = (∇dϕ)γij dxidxj ⊗
∂
∂yγ
,
where
(∇dϕ)γij =
[
∇∂/∂xi
(
ϕβℓ dx
ℓ ⊗ ∂
∂yβ
)
∂
∂xj
]γ
(2.3)
= ϕγij − MΓkijϕγk + NΓγβδϕβi ϕδj .
Now, since τ(ϕ) = −d∗dϕ is the trace of the second fundamental form, its description in
local coordinates is
(2.4) (τ(ϕ))γ = (−d∗dϕ)γ = gijM (∇dϕ)γij .
For our purposes, it will also be important to recall the definitions of the rough laplacian
and of the sectional curvature operator. We shall denote by ∇M ,∇N and ∇ϕ the induced
connections on the bundles TM, TN and ϕ−1TN respectively. The rough Laplacian on
sections of ϕ−1 (TN), denoted by ∆, is defined by
(2.5) ∆ = d∗d = −
m∑
i=1
{∇ϕei∇ϕei −∇ϕ∇Mei ei} ,
where {ei}mi=1 is a local orthonormal frame on M . The sectional curvature operator on N is
the (1, 3)-tensor defined by:
(2.6) RN(X, Y )W = ∇NX∇NY W −∇NY ∇NX W −∇N[X,Y ]W .
We now proceed to a general description of the r-energy (1.3) when r ≥ 2. If r = 2s, s ≥ 1:
E2s(ϕ) =
1
2
∫
M
〈 (d∗d) . . . (d∗d)︸ ︷︷ ︸ϕ, (d∗d) . . . (d∗d)︸ ︷︷ ︸ϕ 〉N dvM(2.7)
s times s times
=
1
2
∫
M
〈∆s−1τ(ϕ), ∆s−1τ(ϕ) 〉
N
dvM
3
Now, the map ϕ is 2s-harmonic if, for all variations ϕt,
d
dt
E2s(ϕt)
∣∣∣∣
t=0
= 0 .
Setting
V =
∂ϕt
∂t
∣∣∣∣
t=0
∈ Γ(ϕ−1TN) ,
(2.8)
d
dt
E2s(ϕt)
∣∣∣∣
t=0
= −
∫
M
〈 τ2s(ϕ), V 〉N dvM ,
where the explicit formula for the 2s-tension field τ2s(ϕ) is:
τ2s(ϕ) = ∆
2s−1
τ(ϕ)− RN
(
∆
2s−2
τ(ϕ), dϕ(ej)
)
dϕ(ej)
−
s−1∑
ℓ=1
{
RN
(
∇ϕej ∆
s+ℓ−2
τ(ϕ),∆
s−ℓ−1
τ(ϕ)
)
dϕ(ej)(2.9)
− RN
(
∆
s+ℓ−2
τ(ϕ),∇ϕej ∆
s−ℓ−1
τ(ϕ)
)
dϕ(ej)
}
,
where ∆
−1
= 0 and {ej}mj=1 is a local orthonormal frame onM (here and below, the sum over
j is not written but understood). Of course, ϕ is 2s-harmonic if τ2s(ϕ) vanishes identically.
In the case that r = 2s+ 1, the relevant modifications are:
E2s+1(ϕ) =
1
2
∫
M
〈 d (d∗d) . . . (d∗d)︸ ︷︷ ︸ϕ, d (d∗d) . . . (d∗d)︸ ︷︷ ︸ϕ 〉N dvM
s times s times(2.10)
=
1
2
∫
M
〈∇ϕej ∆
s−1
τ(ϕ), ∇ϕej ∆
s−1
τ(ϕ) 〉
N
dvM ;
τ2s+1(ϕ) = ∆
2s
τ(ϕ)− RN
(
∆
2s−1
τ(ϕ), dϕ(ej)
)
dϕ(ej)
−
s−1∑
ℓ=1
{
RN
(
∇ϕej ∆
s+ℓ−1
τ(ϕ),∆
s−ℓ−1
τ(ϕ)
)
dϕ(ej)(2.11)
− RN
(
∆
s+ℓ−1
τ(ϕ),∇ϕej ∆
s−ℓ−1
τ(ϕ)
)
dϕ(ej)
}
−RN
(
∇ϕej ∆
s−1
τ(ϕ),∆
s−1
τ(ϕ)
)
dϕ(ej) .
We point out that τr(ϕ) = 0 is a semi-linear, elliptic PDE’s system of order 2r.
3. Proofs of Theorems 1.1 and 1.2
In order to prove Theorem 1.1 it is sufficient to determine the condition of r-harmonicity for
a map defined as follows:
(3.1)
ϕα∗ : S
n−1 → Sn ⊂ Rn × R
w 7→ (sinα∗w, cosα∗) ,
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where α∗ is a fixed constant value in the interval (0, π). Indeed, if ϕα∗ is a map as in (3.1),
then the induced metric on Sn−1 is given by [ϕα∗ ]
∗(gSn) = (sin
2 α∗) gSn−1. Therefore, since r-
harmonicity is preserved by multiplication of the riemannian metric of the domain manifold
by a positive constant, we conclude that if ϕα∗ is a proper r-harmonic map, then its image
ϕα∗(S
n−1) = Sn−1(sinα∗) is a proper r-harmonic hypersphere of radius R = sinα∗. By way
of summary, we only have to prove that the map ϕα∗ in (3.1) is a proper r-harmonic map if
and only if sinα∗ = 1/
√
r. This is an immediate consequence of the following:
Proposition 3.1. Let ϕα∗ : S
n−1 → Sn be a map of the type (3.1). Then ϕα∗ is a proper
r-harmonic map (r ≥ 2) if and only if cosα∗ 6= 0 and α∗ is a critical point of the function
εr : (0, π)→ R defined by
(3.2) εr(α) = sin
2 α cos2(r−1) α .
Remark 3.2. We shall see that, up to the constant
c =
1
2
(n− 1)r Vol(Sn−1) ,
εr(α
∗) coincides with the r-energy of the map ϕα∗ in (3.1) (r ≥ 1). In particular, if cosα∗ = 0,
then ϕα∗ is harmonic.
Remark 3.3. If α∗ is a critical point of the function εr(α) defined in (3.2), then it is easy
to check that ε′′r (α
∗) < 0: as a simple consequence of this fact, we deduce that all the
r-harmonic hyperspheres obtained in Theorem 1.1 are unstable critical points.
The proof of Proposition 3.1 is based on a series of lemmata in which we compute the relevant
covariant derivatives. To this purpose, it is convenient to carry out a specific preliminary
work. Let w1, . . . , wn−1 be a set of local coordinates on the domain S
n−1. On Sn we choose
coordinates wj, α so that the metric tensor is described by
(3.3) gSn = sin
2 α gSn−1 + dα
2 .
We observe that dϕα∗ (∂/∂wj) = ∂/∂wj for all 1 ≤ j ≤ n− 1 and so, if it is clear from the
context, we will not state explicitly whether a vector field ∂/∂wi is to be considered on the
domain or on the codomain. The computation of several covariant derivatives below is based
on
Lemma 3.4. Let w1, . . . , wn−1, α be local coordinates on S
n as above. Then their associated
Christoffel’s symbols Γkij are described by the following table:
(3.4)
(i) If 1 ≤ i, j, k ≤ n− 1 : Γkij = SΓkij
(ii) If 1 ≤ i, j ≤ n− 1 : Γnij = − sinα cosα (gS)ij
(iii) If 1 ≤ i, j ≤ n− 1 : Γjin = cosαsinα δji
(iv) If 1 ≤ j ≤ n : Γjnn = 0 = Γnjn ,
where SΓkij and gS denote the Christoffel symbols and the metric tensor of S
n−1 respectively.
Proof. The proof is a straightforward computation based on the well-known formula
(3.5) Γkij =
1
2
gkℓ
(
∂gjℓ
∂yi
+
∂gℓi
∂yj
− ∂gij
∂yℓ
)
.

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The next lemma is elementary:
Lemma 3.5. Let ϕα∗ be a map as in (3.1). Then
(3.6) τ(ϕα∗) = F (α
∗)
∂
∂α
where we have set
(3.7) F (α∗) = − (n− 1) sinα∗ cosα∗ .
Now we prove three lemmata which will play a key role:
Lemma 3.6. Let ϕα∗ be a map as in (3.1). Then
(3.8) dτ(ϕα∗) = G(α
∗)
n−1∑
i=1
dwi ⊗ ∂
∂wi
,
where we have set
(3.9) G(α∗) = F (α∗)
cosα∗
sinα∗
= − (n− 1) cos2 α∗ .
Proof. dτ(ϕα∗) is a section of T
∗M ⊗ ϕ−1TN . Equation (3.8) tells us that we just have to
verify that
(3.10) (dτ(ϕα∗))
i
i = F (α
∗)
cosα∗
sinα∗
if 1 ≤ i ≤ n− 1
and
(3.11) (dτ(ϕα∗))
i
j = 0 whenever i 6= j .
Now, (3.10) and (3.11) are a simple consequence of the following:
dτ(ϕα∗)
(
∂
∂wi
)
= ∇ϕ∂/∂wi τ(ϕα∗)
= ∇ϕ∂/∂wi F (α∗)
∂
∂α
= F (α∗)∇ϕ∂/∂wi
∂
∂α
(3.12)
= F (α∗)
[
Γkin
∂
∂wk
+ Γnin
∂
∂α
]
= F (α∗)
cosα∗
sinα∗
δki
∂
∂wk
= F (α∗)
cosα∗
sinα∗
∂
∂wi
,
where, in (3.12), we have used the explicit expression of the Christoffel symbols given in
Lemma 3.4. 
Lemma 3.7. Let ϕα∗ be a map as in (3.1). Then
(3.13) d∗d (τ(ϕα∗)) = H(α
∗)
∂
∂α
,
where
(3.14) H(α∗) = (n− 1)G(α∗) sinα∗ cosα∗ .
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Proof. By using Lemma 3.4 and its notation, we compute (see [4]):
n−1∑
ℓ=1
(
∇∂/∂wi
(
dwℓ ⊗ ∂
∂wℓ
))
= − SΓγik dwk ⊗
∂
∂wγ
+Γβiγ dw
γ ⊗ ∂
∂wβ
+ Γniγ dw
γ ⊗ ∂
∂α
(3.15)
= Γniγ dw
γ ⊗ ∂
∂α
= − sinα∗ cosα∗ (gS)iγ dwγ ⊗ ∂
∂α
.
Next, by using Lemma 3.6 and (3.15), we obtain
d∗d (τ(ϕα∗)) = − (g−1S )ij
n−1∑
i,ℓ=1
(
G(α∗)∇∂/∂wi
(
dwℓ ⊗ ∂
∂wℓ
)
∂
∂wj
)
= (n− 1)G(α∗) sinα∗ cosα∗ ∂
∂α
,(3.16)
so ending the proof of this lemma. 
For future use, we also note that (3.14) can be rewritten as:
H(α∗) = (n− 1)G(α∗) sinα∗ cosα∗ = − (n− 1)2 F (α∗) cos2 α∗ ,
where F (α∗) is as in (3.7).
Lemma 3.8. Let r ≥ 2 and ϕα∗ be a map as in (3.1). Then its r-energy is given by:
(3.17) Er(ϕα∗) =
1
2
Vol (Sn−1) (n− 1)r εr(α∗) ,
where εr(α) is the function defined in (3.2).
Proof. The proof reduces to an iteration of the calculations which we have performed in
Lemmata 3.5, 3.6, 3.7. We have:
E2(ϕα∗) =
1
2
∫
Sn−1
|τ(ϕα∗)|2 dvSn−1 = 1
2
Vol (Sn−1) F 2(α∗)
=
1
2
Vol (Sn−1) (n− 1)2 ε2(α∗) .(3.18)
E3(ϕα∗) =
1
2
∫
Sn−1
|dτ(ϕα∗)|2 dvSn−1
=
1
2
Vol (Sn−1) (n− 1) (sin2 α∗)G2(α∗)
=
1
2
Vol (Sn−1) (n− 1) (cos2 α∗)F 2(α∗)(3.19)
=
1
2
Vol (Sn−1) (n− 1)3 ε3(α∗) .
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E4(ϕα∗) =
1
2
∫
Sn−1
|d∗d (τ(ϕα∗)) |2 dvSn−1 = 1
2
Vol (Sn−1) H2(α∗)
=
1
2
Vol (Sn−1) (n− 1)2 (sin2 α∗) (cos2 α∗)G2(α∗)(3.20)
=
1
2
Vol (Sn−1) (n− 1)2 (cos4 α∗)F 2(α∗)
=
1
2
Vol (Sn−1) (n− 1)4 ε4(α∗) .
Now the iterative procedure can be made explicit and we recognize the pattern
(3.21) Er+1(ϕα∗) = (n− 1) cos2 α∗ Er(ϕα∗)
from which the conclusion follows by induction. 
Remark 3.9. The conclusion of Lemma 3.8 is also true for r = 1, but this is not of interest
for our purposes.
Now we can end the proof of Proposition 3.1:
Proof. According to Lemma 3.8, εr(α
∗) is, up to a constant, the r-energy of ϕα∗ . Also, we
observe that G = SO(n) acts naturally by isometries on both the domain and the codomain
of ϕα∗ , and ϕα∗ is G-equivariant. Therefore, if α
∗ is a critical point of εr(α), then ϕα∗
is a critical point of the r-energy functional with respect to equivariant variations. But
the r-energy functional is invariant by isometries and therefore the principle of symmetric
criticality of Palais ([17]) can be applied to conclude that actually ϕα∗ is a critical point of
the r-energy functional with respect to all variations. However, in order to avoid the use of
Palais’s general principle, we provide here an alternative, more explicit way to end the proof.
Namely, we verify directly that
(3.22) τr(ϕα∗) = Tr(α
∗)
∂
∂α
for all r ≥ 2
for some functions Tr(α), a fact which is clearly sufficient to end the proof. To this purpose,
we first observe that, computing as in Lemma 3.7, we have
(3.23) ∆
s
τ(ϕα∗) = Hs(α
∗)
∂
∂α
for some Hs(α
∗) whose explicit expressions play no role in the sequel. Moreover, let {ej}n−1j=1
be a local orthonormal frame on Sn−1 (we have dϕα∗(ej) = ej but note that, when ej is
considered as a tangent vector to Sn, 〈ej, ej〉 = sin2 α and 〈ej, (∂/∂α)〉 = 0). By writing ej
as a linear combination of the coordinate frame fields ∂/∂wi’s and using Lemma 3.4 it is
easy to check that
(3.24) ∇ϕej
(
∆
s
τ(ϕα∗)
)
= Gs(α
∗) ej
for some Gs(α
∗) whose explicit expressions play no role in the sequel. Let us denote by
R(X, Y )Z the Riemann sectional curvature tensor of the codomain Sn. Inserting the infor-
mation (3.23), (3.24) into the explicit formulas for τr (see (2.9) and (2.11)) we conclude that
we only need to check that both
(3.25) (i) R
(
∂
∂α
, ej
)
ej (ii) R
(
ej,
∂
∂α
)
ej
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have the form c(α∗) ∂/∂α, where c(α∗) is a real number which depends only on α∗ (because
of the symmetries of R, it actually suffices to verify this claim in the case (3.25)(i)). To
this purpose, by using the standard expression for the curvature operator on the sphere we
obtain:
R
(
∂
∂α
, ej
)
ej = 〈ej , ej〉 ∂
∂α
− 〈ej, ∂
∂α
〉 ej = (sinα∗)2 ∂
∂α
,
so ending the proof. 
Remark 3.10. It is actually possible to have the explicit expression of the r-tension field
(3.22) by means of the following argument. Let us consider the following variation:
(3.26) ϕα∗,t = (w, α
∗ + t) .
Clearly,
(3.27)
∂ϕα∗,t
∂t
∣∣∣∣
t=0
=
∂
∂α
.
Then, because of (2.8) (which also holds when r is odd), (3.22) yields:
d
dt
Er(ϕα∗,t)
∣∣∣∣
t=0
= −
∫
Sn−1
〈 τr(ϕα∗), ∂
∂α
〉
N
dvSn−1(3.28)
= −Vol(Sn−1) Tr(α∗) .
On the other hand, direct calculation by using (3.17) yields:
d
dt
Er(ϕα∗,t)
∣∣∣∣
t=0
=
1
2
∫
Sn−1
(n− 1)r d εr(α
∗ + t)
dt
∣∣∣∣
t=0
dvSn−1
=
1
2
Vol(Sn−1) (n− 1)r ε′r (α∗) .(3.29)
Comparing (3.28) and (3.29) we conclude immediately that
(3.30) τr(ϕα∗) = −
[
(n− 1)r
2
]
ε′r (α
∗)
∂
∂α
for all r ≥ 2 .
Remark 3.11. An idea similar to Proposition 3.1 was used by Hsiang and Lawson (see
[7] and [5] for related matters) in the context of cohomogeneity zero minimal immersions.
In their case, a Lie group G acts isometrically on the ambient space with principal orbits
of codimension one, and the search of G-invariant minimal immersions reduces to finding
critical points of the Volume function which, as in our case, just depends on one real variable.
3.1. The proof of Theorem 1.2. This follows steps similar to Theorem 1.1 and so we just
point out the relevant modifications. In this case we have to study maps of the following
type:
(3.31)
ϕα∗ : S
p(R1)× Sq(R2) → Sp+q+1 ⊂ Rp+1 × Rq+1
(R1w,R2 z) 7→ (sinα∗w, cosα∗ z) ,
where w, z denote the generic coordinates of a point of Sp and Sq respectively and α∗ is a
chosen value in the interval (0, (π/2)). The first step is to determine when a map of the type
(3.31) is r-harmonic. The version of Proposition 3.1 in this context is the following:
9
Proposition 3.12. Let ϕα∗ : S
p(R1) × Sq(R2) → Sp+q+1 be as in (3.31). Then ϕα∗ is a
proper r-harmonic map (r ≥ 2) if and only if
(3.32)
[
p
R21
− q
R22
]
6= 0
and α∗ is a critical point of the function εCr : (0, (π/2))→ R defined by
(3.33) εCr (α) = sin
2 α cos2 α
[
p
R21
cos2 α +
q
R22
sin2 α
](r−2)
.
Remark 3.13. If (3.32) holds and r ≥ 3, then the explicit form of the condition (εCr )′(α∗) =
0 is equivalent to:
(3.34)
p
R21
+
[
(r − 1)
(
q
R22
− p
R21
)
− 2 p
R21
]
sin2 α∗ + r
[
p
R21
− q
R22
]
sin4 α∗ = 0 .
Remark 3.14. Up to the constant
c =
1
2
Vol (Sp(R1)× Sq(R2))
[
p
R21
− q
R22
]2
εCr (α
∗) coincides with the r-energy of the map ϕα∗ in (3.31) (r ≥ 2). In particular, if the left
member of (3.32) vanishes, then ϕα∗ is harmonic.
In the case of maps as in (3.31) the induced pull-back metric identifies the domain with
S
p(sinα∗)× Sq(cosα∗). Therefore, in order to ensure that an r-harmonic map of type (3.31)
is an isometric immersion, it is enough to determine the solutions of (3.34) with R21 = sin
2 α∗
and R22 = cos
2 α∗. More precisely, by setting R21 = sin
2 α∗ = t, (3.34) becomes equivalent
to the fact that t is a root of the polynomial P (t) in (1.6) and a straightforward inspection
leads us to the end of the proof of Theorem 1.2.
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