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ABSTRACT 
A new nonsingularity criterion for an n × n real matrix A based on sign distribu- 
tion and some conditions on the elements is given. This work was motivated by the 
solution of Poisson's equation for doubly connected regions. We consider a matrix A 
arising in the above application to demonstrate he theory. © 1998 Elsevier Science 
Inc. 
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1. INTRODUCTION 
P. N. SHIVAKUMAR AND CHUANXIANG JI 
Nonsingnlarity of matrices plays a key role in the solution of linear 
systems, matrix computation, and numerical analysis. A large variety of 
problems arising in computational mechanics, fluid dynamics, and material 
engineering, modelled by using difference quations or finite element meth- 
ods, demand that matrices be nonsingular for the numerical approaches to be 
convergent. 
Two typical criteria for a nonsingularity est are (i) nonvanishing determi- 
nant and (ii) diagonal dominance. Their disadvantages are well known: 
criterion (i) costs too much computing time, and (ii) is too strict for most 
application problems to fit. Since a large number of matrices resulting from 
physical models have certain structures or sign distributions, consideration of
nonsingularity related to sign distributions becomes useful and effective. 
Nonsingularity related to M-matrices and positive matrices, two classes of 
matrices with fixed sign distributions, was first studied by M. Fiedler and 
V. P. Praha [3] and by K. Fan and A. S. Householder [2]. J. Drew and C. R. 
Johnson [1] consider Hessenberg and Hadamard matrices. In recent years, 
sign-nonsingular matrices have been extensively explored. A sign-nonsingular 
matrix is a matrix B whose entries are among {1, 0, - 1} such that each matrix 
A with the same sign distribution as B is nonsingular; and if, in addition, the 
sign distribution of the inverse of A is the same as B's for all A, then B is a 
strong sign-nonsingular matrix. Although the sign-nonsingular matrix has 
received considerable attention, most of the results remain theoretical; spe- 
cific sign distributions are seldom studied thoroughly for practical purposes, 
and few computable conditions are given on nonsingularity of matrices of 
given sign distributions. 
In this paper, we impose easily computable sufficient conditions for 
matrices of the following two different sign distributions: 
i 
+ + + + + ... 
- -  + + + + ..- 
+ -- + + + --- 
- -  + - -  + + .-. 
+ -- + -- + .-. 
° 
s ign  d i s t r ibut ion  1 (SD1)  
+ + + + + 
+ + + + + 
- -  + + + + 
+ -- + + + 
- -  + - -  + + 
s ign  d i s t r ibut ion  2 (SD2)  
° . °  
. ° °  
.o°  
. ° .  
° ° .  
The matrices in this paper are assumed to be square matrices of arbitrary 
but fixed size, and contain no zero entries. 
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This work is mainly motivated by the problems of viscous flow in pipes 
whose cross sections are doubly connected regions [4] in which the velocity of 
the fluid in the direction of the axis of the pipe satisfies Poisson's equation 
with homogeneous boundary conditions. The solution of the problem can be 
expressed as a truncated infinite series, which can be found by solving a 
linear system whose coefficient matrix has SD1. 
2. MAIN RESULTS 
Sign distributions 1 and 2 can be formulated for the matrix A = (aij)mx m 
as follows: 
SDI: for i <<.j, aq > 0; for i > j ,  ( -  1)i+Jaq > 0; 
SD2: for i <<.j, a~j > 0; for i > j ,  (-1)~+J+ta~j > O, 
where i, j = 1, 2 . . . . .  m. We will prove that, under certain stated conditions, 
a matrix with either of the above sign distributions i nonsingular. 
For convenience, we first define, for the matrices of both cases SD1 and 
SD2, the following quantities. 
vii = aij -- ~ ask for i ~<j, 
k=j+ 1 
i -1 
tzq = aq - ~_, ai j  for i ~ j ,  
k=l  
co[j= min( laq l -k=~i+lak j ,  k=~.+ a~jL--la,+~jl) for j< i< l<m,  (2.1) 
= k=j+la ,k  -- I%1 for j < l ~< i. 
THEOREM 2.1 (Sign distributions 1 and 2). 
be a real matrix of sign distribution 1 or 2 satisfying for i <~ j 
vq > O, 
/zij > Y'~ /xik > 0; 
k=j+ 1 
Let A = (a~j).,× .... m > 0, 
(A1) 
(A2) 
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and for i > j, 
to~j > 0 ( j  < i < l), (A3) 
(~i~> ~] ~/ j>0 ( j< l<~i ) .  (A4)  
k=i+l  
Then A is nonsingular. 
We give below an example of a matrix A which satisfies the conditions in 
Theorem 2.1. 
Let A = (aq)mx m be given by 
1 
= 27_~, i <~j, 
"'J 1),., ( -  i> j ,  
i . e . ,  
A = 
1 1 
1 ~ 2--- ~- 
1 
-±  1 - 2 2 
1 
1 
. , °  
2 m - 1 
1 
, . .  
2m--  2 
1 
°, ,  
2m-  3 
. . . .  1 1 
It is easy to verify that A satisfies (A1)-(A4) and SD1 in Theorem 2.1; 
hence it is nonsingular, although it is not diagonally dominant. 
REMARKS.  
(1) In Theorem 2.1, conditions (A1) and (A3) show a decreasing absolute 
value for upper triangle entries of A along the horizontal direction and of 
lower triangle entries along the vertical downward direction respectively; 
conditions (A2) and (A4) may be considered as second-order distribution 
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properties, which also reflect a similar trend along horizontal and vertical 
directions. Basically, conditions (A1)-(A4) describe a scattering distribution 
along the horizontal and vertical direction for any element of h,. 
(2) All the conditions that appear in Theorem 2.1 are easily computable 
because they involve only addition and logical operations. 
3. NOTATION AND PROOF 
To formulate the problem, we denote by .~ = (a0nx,,  the matrix ob- 
tained by eliminating the last row of A = (aij)(n + 1)x  (n + 1), in the sense that 
~k Vnx 1 ) = AL(n+l), 
OlD X n an+ln+l  
where L (n+l) is an (n + 1) X (n + 1) nonsingular lower triangular matrix 
due to Gaussian transformation. O t is a zero row vector, and V, x l is a ^ lXn  
column vector. The elements of A are given by 
^ ai'~+la'~+lJ i , j  = 1,2, , n. 
a U = aij . . . .  
an+ln+l  
As a consequence of elimination process, ~k and A are both singular or 
both nonsingular. Correspondingly, the quantities defined by (2.1) for A can 
be written for A with a little modification as 
~'ij = aij - ~ ?tik for i ~ j ,  
k=j+ 1 
i -1  
/2ij =t~i j -  ~ak j  for i ~<j, 
k=l  
tS~j=min{[~, j l -~=i~I  
~,~=]k=j~.+laik --I~,j I 
for j< l<~i .  
for j< i< l .  
(3.0 
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We give a proof for Theorem 2.1 for the ease of SD1 only, to illustrate the 
method based on mathematical induction. The proof for the case of SD2 can 
be similarly shown by parallel arguments. 
Proof of Theorem 2.1 (For the case of SD1) 
(1) It is trivial that Theorem 2.1 is true for the cases of m = 1 and 
m=2.  
(2) We now assume that Theorem 2.1 holds for m = n, i.e., any n × n 
matrix A (') that has SD1 an satisfies conditions (A1)-(A4) is nonsingular. 
(3) For m = n + 1, we suppose that the matrix A (~ + i) = (aij)(" + 1)× (n + 1) 
has SD1 and satisfies conditions (A1)-(A4). We will next show that A (" + 1) can 
be reduced to an n × n matrix that also has SD1 and satisfies conditions 
(A1)-(A4), using a nonsingular transformation. This allows us to conclude 
that A (n +) is nonsingular and completes the proof by induction. 
Suppose that A (n + 1) = (aij)( n + 1)z (n + 1) has SD1 and satisfies the follow- 
ing conditions: for i ~< j,  
(A1) vq > 0, 
(A2) v-,j > E~)+I  ~,k > o. 
For i > j, 
(A3) toni> 0( j  < i  < l ) ,  
(A4) 6i~ > v -  + 1 • 1 '-'k=~+l kj > 0 ( j  < l ~< i). 
Consider the matrix ,~(")= (aq) ,xn produced from A (n+~) by Gaussian 
elimination as discussed above. In order to conclude that A (n ÷ l) is nonsingu- 
lar, we need to show that/~(')  preserves SD1 as given by aij > 0 for i ~<j 
and ( - 1)i+J3ij > 0 for i >~j, and in addition satisfies the following condition: 
fo r /  ~<j, 
(B1) ~',j > 0_ 
(B2) f~ij > Ek=j+~ f~k > 0. 
For i > j ,  
(B3) &[ j> 0( j  < i  < l )  
(B4) ~,~ > " ^l Ek=i+lt~kj > 0 ( j  < 1 <~ i). 
Recall that 
a in+lan+l j  ^ 
a U = aq 
an+ l n+ l 
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To prove that SD1 is preserved by A ("~, we note that for i ~ j  -<< n, 
1 an+ l j  
~lij ~ a i j  - -  a in  + 
an+ln+l  
> aij - ain+l by (A4) 
> 0 by (A1). 
Similarly, for j < i ~< n, 
i+ j  ^ i+ j  l \ i+ j  ai n+ 1 ( -1 )  aij >1 ( -1 )  a 0 -  ( - )  a,,+,. 
3an+ln+ 1 
>~ (-1)~+Ja,j  - ( -  1)'+Ja,,+xj by (A2) 
> 0 by (A3). 
Proof of (B1): (B1) follows from 
k=j+ 1 
= a i j  - -  a ik  an  + l j  - -  an + 1 k 
k=j+l  an+ln+l  k=j+l  
>a, j -  ~ a,k by(A4) 
k=j+ 1 
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= ~'ij > 0 by (A1). 
Proof of (B3): It is easy to verify (B3) if l = j  + 1. From (3.1), we have 
{ I / <] ki+ 1 k='  
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Evaluating the two quantities in &[j separately, we have 
I1 I la~jl- ~ ~kj 
k=i+l  
.xi+j ^  1)i+j+ l = ( -  1) % - ( -  
= (-1)'+Ja,j - ( _ l ) '+ J  +a 
l 
> ( -1 )  '+j ~_~akj --la.+u[ 
k=i 
1 
>/ ( -1 )  '+j Y'~ akj - la,+~jl  
k=i 
>~ to[j > 0 by (A3) 
k=i+l  
E akj -- 
k=i+l  
by (A2) 
by (A4) 
l a 
lxi+j ~k=i kn+l 
(--I J  a,,+l j - - - - - -  
an+ln+l  
and 
k=i+l  
= (--1) '+j+l ^ _ 1 , /+ J  +1 ^ E akj ( - - )  al+lj 
k=i+l  
l 
= ( -1 )  '+j+l E ak j -  (--1)l+J+Xat+lj 
k=i+l  
(--1)'+J+lElk=i+lakn,l ( 1)/+j+l 
_ _  _ _  al+ln+l 
- -  an+ lj  
an+ln+l 
/+1 
( - -1 )  '+ j+l  E akj - - lan+lj l  by(m)  
k=i+l  
1+1 
> ( - - i )  t+j+l E akj --la+ejl by(A4) 
k=i+l  
/> to[j +1 > 0 by (A3). 
Now combining the results, we have ~[j > 0. 
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Proof of (B2): Now t2,j > O, since 
i -1  
t2,j = a,j - Y". akj 
k=l  
= ai j  -- 
i -1  an+l  j ( 
E akj  - -  _ a in+l  
k=l  an+ln+l  
,_1 ) 
E akn+ 1 
k=l  
> ~i j  -- ~'£i n+l by (A2) ,  (A4)  
> 0 by (A2). 
Using the positivity of/2ij, the full result follows from 
/2u - /2ik = au - ,~1  '~kj - h~k - 
k=j+ 1 k=j+ 1 = 
4. 
= /zij -- ].., /zik - /xi.+t. 
k=j+ 1 
an+l j  -- ~ .~=j+lan+lk  
an+ln+l  
n+l  
> /a,q -- ~ /z~,{. 
k=j+ ] 
by (A2), (A4) 
> 0 by (A2). 
Proof of (B4): 
l 
E 
k=j+ 1 
a~k - l au l  = ( -1 )  '+t  
1 
z x i+ j^ Y'~ aik - t - l )  alj 
k=j+ 1 
l 
>~ ( -1 )  '+t Y'~ a ,k -  ( -1 )  '+Ja,j 
k=j+ I 
-a~"-~Z+a I ( ( -  1)" +l+l ) Y'. a,,+~ ( 1) °+j+~ _ __ an+l j  
k=j+ 1 
> 6, 5 - ~+ lj by (A2), (A) 
> o by (A4) 
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= a ,k - ( -1 )  a,j 
k=j+ 1 
((_ 1)k + t 1,k+j ^  1 l E akp- ( -  ) %) 
k=i+ 1 p =j+ 1 
615 - ~ 61 l n + l j = _ 6 l 
k=i+l  
~- ,~=i+l ( - -1 )n+k+lakn+l  (1 )  "+~+1 __ __ a in+l  
an+ln+l  
n+l  
E 6~j by (A2), (A4) 
k=i+l  
> 0 by (A4). 
4. APPLICATIONS 
We now consider the application problem of viscous steady flow. From 
the optimal rate of flow point of view [6], we consider in this application the 
region bounded by the outer circle 0l l  I : x 2 + y2 = a 2 and the inner ellipse 
~1~2 : x2/a2 + y2/~2 = 1, with a </3 < a (as in Figure 1), instead of the 
physical configuration used in [4], whose outer curve is an ellipse and inner 
curve is a circle. 
The infinite series solution for the velocity of the flow in the pipe, which 
is geometrically convergent, is tnmcated, and the problem reduces to a linear 
system associated with a finite matrix. 
For the new configuration, we derive the matrix using arguments and 
manipulations similar to those used to generate (4.15) and (4.16) in [4], and 
also let b = i without losing generality. The transpose of the resulting matrix 
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FIG. 1. Cross section of pipe. 
is 
(A /K4)  j 1 _1 ) i - lA i _1 (2( i -  1) )  
all = log K, a~j j - 1 ' a i l=  ( i - 1 ' 
I j-i , . 
~k-vj ~ j - i  } i< j ,  
[ A ~2(~-~) 
(_l),_ja~_~:_4~j_~(a + ,~j ,~) 2 ( i - j )  i >j, 
i - j  
(4.1) 
i, j = 1, 2 . . . . .  N - 1, where we use the parameters 
f l -a  a+/3  a 
- - ,  c , K = --. (4.2) h=/3+a 2 c 
We will next show that A satisfies the sign distribution as well as the 
1 
condition required in Theorem 2.1 for suitably chosen K >~ 2 and A < 7. We 
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choose a = 0.15, /3 = 0.25, and a = 1 as an example; correspondingly, 
K = 5, A = a, and the truncation size is chosen to be N ~< 500. We only 
verify conditions (A1) and (A3); conditions (A2) and (A4) can be verified in a 
similar manner. 
It is evident that A satisfies SD1. 
To verify (A1) of Theorem 2.1, we need to show, for i ~ j ,  that 
N 
uij = aij - ~,  a~k > O, i <~ j ,  i, j = 1, 2 . . . . .  N.  
k=j+ 1 
We first show that v~ > 0. For  convenience, we define 
P= K 4,  ql l " 
For  i = 1, 
I ' l l  
N N pk - ]  
= a l l  -- E alk = log g - E ]£ : i 
k=2 k=2 
oo pZ 1 P 
> logK-p~ l = logK >0.  
For  i > 1, 
N 
Pii = aii -- E aik 
k=i+l  
= 1 _p i _ lA i _ i  pi-1 N ( ) A i-1 ~_, pk - i  k+ i -3  
k=i+ l k - i 
1 ) N - i  
_ _ ~_, Plqt. = 1 p~- i  A~-~ + _ ~  1=1 
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Notieo that 
l+2 i -2  1 ) Pt+lq~+l = I+  1 P pzql < (Np)P lq l  <~pqt '  
which implies that 
N- i  cc ~ 1 1 
E o'q~ < E 1 , ~P ql < ~ ~ = -~" 
/=1 /=1 l= l  
1 Also, pi- l ( ) t i - I  + 1/A  i l) < 2/K4( i - l )  < ~- Hence, 
1 _ p i - i  1 A- Ai_I vii > -~ A i - > O. 
We next show that vij > 0 for i < j :  
N 
l"ij = a i j  -- E aik 
k=j+ l 
:pj(,+i3) N ( 
j - i - E pk- i  k 
k=i+l  
+i ~) 
k- i  
= _ y 'p l  l+ j+ i -3  
j - i  /=1 l+ j - i  " 
Using an argument similar to (4.3), we can show that 
p~ l+ j+ i -3  1 j+ i -3  1 j+ i -3  
l+ j - i  < " < " " 
Therefore, 
I( 3)] i 
To summarize, we have vij > 0 for i ~< j. 
(4.3) 
>0.  
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To verify (A3) of Theorem 2.1, we need to show, for j < i < l, that 
oo[j = min{la i j , -  k=i~+lakJ , k=i~+lakj -- ,al+lj] > O. 
We first show that l adjl - t IEk=~+la~:l > 0. For convenience, we let 
pij = (1 + A2(J-1))A~-JK -4(j-l) and r~ = s + i - j  " 
Then 
]a~j]- k=i~+lkj =pij(2(iisf)) -- k=~i+l(--1)k-jpkj(2(kSf))[ 
=p~j[(2(ii j . j ) ) -  k=~+ (_A ,  k i (2 (k - j ) )  ]k_ j  
[(2( i i j j ) ) -  2[' A)'[2(s+i-J)) ] = Plj ~-~i (- ~ s + i - j  
= p,j(r0 -I~=~ (-a)"r~)" 
Note that 
[( 1 )] 
As+~ = A 2 -  A'~r,~, rs+l s + 1 + i - - j  
( 1 )  
and let f~ = A 2 - . We have s+l+i - j  
s= 1 s=l  
= Ar I - A2r2 + A3r3 + . . . .  (--1)l- iAl- ir l_ i  
l - i -1  k 
=Ara Y'~ ( -1 )k I - I L<Ar l  (L+,<L<½). 
k=0 s= 1 
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I-Ienco, we have  
~1 akj la, j l  - k=,+ > PiJ(r° - rlA) > P' J ( r°  -f ir°) = P'Jr° ½ > 0. (4.4) 
We can similarly show that [•/= i + lakjl - l at + 1 j[ > 0 and complete the 
verification of (A3). Conditions (A2) and (A4) can be verified in the same way 
with slightly more complicated manipulations. 
By the theory developed in this paper, we conclude that the coefficient 
matrix defined in (4.1) is nonsingular and a unique solution for the system 
A X = B is ensured. 
REFERENCES 
1 J. Drew, C. R. Johnson, and P. van den Driessche, Strong forms of nonsingularity, 
Linear Algebra Appl. 162-164:187-204 (1992). 
2 K. Fan and A. S. Househoder, A note concerning positive matrices and M-matrices, 
Monatsh. Math. 63:265-270 (1959). 
3 M. Fiedler and V. P. Praha, On matrices with non-positive off-diagonal elements 
and positive principal minors, Czechoslovak Math. ]. 12:382-400 (1962). 
4 P. N. Shivakumar, Viscous flow in pipes whose cross-sections are doubly con- 
nected regions, Appl. Sci. Res. 27:355-365 (1973). 
5 C. Thomassen, When the sign distribution of a square matrix determines uniquely 
the sign pattern of its inverse, Linear Algebra Appl. 119:27-34 (1989). 
6 P. N Shivakumar, N. Yan, and C. Ji, A finite element method for double integrals 
with application to a Dirichlet problem arising in fluid dynamics, Communications 
in Numerical Methods in Engineering, 13:627-634 (1997). 
Received 26 February 1996;final manuscript accepted 3 August 1997 
