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Abstract
We consider a semi-linear advection equation driven by a highly-oscillatory space-time Gaus-
sian random field, with the randomness affecting both the drift and the nonlinearity. In the linear
setting, classical results show that the characteristics converge in distribution to a homogenized
Brownian motion, hence the point-wise law of the solution is close to a functional of the Brownian
motion. Our main result is that the nonlinearity plays the role of a random diffeomorphism, and
the point-wise limiting distribution is obtained by applying the diffeomorphism to the limit in
the linear setting.
1 Introduction
In this paper, we consider solutions to the semi-linear advection equations with rapidly oscillating
random coefficients, of the form
∂tuε(t, x) +
1
ε
V
( t
ε2
,
x
ε
)
· ∇xuε(t, x) = 1
εα
f
(
t, x, uε(t, x), V
( t
ε2
,
x
ε
+ ·
))
,
u(T, x) = u0(x), t < T, x ∈ Rd.
(1.1)
Here, V (t, x) is a zero-mean, incompressible, stationary Gaussian, vector-valued random field, and
the nonlinear term f depends on both uε and V . The parameter α ≥ 0 is to be chosen so that the
nonlinearity plays a non-trivial role as ε → 0. The linear problem with f ≡ 0 corresponds to the
passive scalar model that describes a particle drifting in a time-dependent, incompressible random
environment and has applications in both turbulent diffusion and stochastic homogenization, see
e.g. [23, 34, 31] and the references therein. The model has been extensively studied, both in the
mathematics and physics literature, under various assumptions on the advection V (t, x). A typical
result shows that the underlying characteristics, i.e., the trajectory of the particle, converge to a
diffusion, see e.g. [4, 5, 7, 11, 15, 18]. The problem may also exhibit a memory effect if the space-
time correlations of V (t, x) decay sufficiently slowly so that the corresponding trajectory process
converges to a non-Markovian limit, see [1, 12, 17, 19].
Homogenization problems for quasilinear, stochastic Hamilton-Jacobi type equations, with or
without the presence of a viscous term, were extensively studied in the periodic, almost periodic
and ergodic settings, starting with the work of [25], see also [6, 33, 30, 22, 21, 2] and the references
therein. These problems usually involve the hyperbolic scaling, i.e., the time and spatial variables
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are scaled as t/ε, x/ε, compared with the diffusive scaling appearing in (1.1). Concerning the diffu-
sive scaling, the question of homogenization for some classes of semi-linear (or even of quasi-linear)
parabolic equations with periodic, or ergodc coefficients, using backward stochastic differential equa-
tion techniques, has been considered in [15, 8, 27, 29, 9].
In this paper, we stay in the regime where V decorrelates fast, and our goal is to understand
the interaction between the randomness and the nonlinearity, and the asymptotic behavior of uε, as
well as the multi-point statistics uε(t, x1), . . . , uε(t, xN ) for any number of points (t, x1), . . . , (t, xN ).
As we have mentioned, when f ≡ 0, the equation (1.1) is a classical problem of a passive scalar
in an evolving random environment, and the solution can be expressed as
uε(t, x) = u0(X
t,x
ε (T )). (1.2)
Here, Xt,xε (·) is the characteristic of (1.1) starting from (t, x):
d
ds
Xt,xε (s) =
1
ε
V
( s
ε2
,
Xt,xε (s)
ε
)
, s > t; Xt,xε (t) = x. (1.3)
It was shown in, e.g., [7, 11, 20] that the process (Xt,xε (s))s≥t converges in law to (x + βs−t)s≥t.
Here, (βt)t≥0 is a Brownian motion with a covariance matrix that can be computed through the
statistics of V , see (4.10) below. As a result, for fixed (t, x), uε(t, x) converges in distribution
to u0(x+βT−t). For two different starting points x1 6= x2, the trajectories Xt,x1ε and Xt,x2ε experience
random environments that are typically at distances of order O(1/ε) away from each other on the
microscopic spatial scale. As a result, the two trajectories become nearly independent, when ε→ 0,
provided that the velocity field V (t, x) decorrelates fast in space. This happens even if the spatial
realizations of V are analytic, which precludes the spatial mixing of the field. Similarly, for an
arbitrary number of initial starting points, the random vector (uε(t, x1), . . . , uε(t, xN )) converges in
law to (u0(x1 +β
(1)
T−t), . . . , u0(xN +β
(N)
T−t)), where (β
(j)
t )t≥0 are i.i.d. copies of the effective Brownian
motion, see Theorem 2.1 below. In particular, the above result implies that, after averaging in space
(i.e. taking the weak spatial limit), the randomness averages out and the limit becomes deterministic.
More precisely we have
lim
ε→0
∫
Rd
uε(t, x)g(x)dx =
∫
Rd
E[uε(t, x)]g(x)dx for g ∈ L1(Rd), (1.4)
see Corollary 2.2. This remains in sharp contrast with the parabolic setting (see [15]), where both
the point-wise limit and the limit measured weakly in the spatial variable are both deterministic.
In the non-linear setting, when f 6= 0, the solution along the characteristics is not constant but
rather satisfies
uε(s,X
t,x
ε (s))+
1
εα
∫ T
s
f
(
σ,Xt,xε (σ), uε(σ,X
t,x
ε (σ)), V (
σ
ε2
,
Xt,xε (σ)
ε
+·)
)
dσ = u0(X
t,x
ε (T )), s ∈ [t, T ].
(1.5)
If the nonlinearity has a non-zero mean f¯ = E[f ], we can roughly treat it as deterministic to the
leading order, in light of the averaging induced by the V variable in (1.5). This leads to the choice
α = 0. Replacing f → f¯ , we obtain from (1.5):
uε(s,X
t,x
ε (s)) +
∫ T
s
f¯
(
σ,Xt,xε (σ), uε(σ,X
t,x
ε (σ)
)
dσ = u0(X
t,x
ε (T )), s ∈ [t, T ], (1.6)
a “deterministic” integral equation in time, driven by the random charateristics. SinceXt,xε converges
to the effective Brownian motion, it is not hard to see from (1.6), at least formally, that uε(s,X
t,x
ε (s))
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converges to the solution U(t, x) of an integral equation driven by the effective Brownian motion.
This argument can be also extended to arbitrary points x1, . . . , xN , showing that random vec-
tors (uε(t, x1), . . . , uε(t, xN )) converge in law to
(
U (1)(t, x1), . . . ,U (N)(t, xN )
)
, where U (j)(t, x) cor-
respond to solutions driven by independent copies of the effective Brownian motion. If the fluctuation
is measured weakly-in-space, it can also be shown that (1.4) holds. The precise statement of the
results can be found in Theorem 2.3 and Corollary 2.4.
When f¯ = 0, the random effect of f comes up in the next order, and the standard central limit
scaling suggests the choice α = 1. Due to the interaction between the two random sources, Xt,xε
and V , the asymptotic behavior of the integral
1
ε
∫ T
s
f
(
σ,Xt,xε (σ), uε(σ,X
t,x
ε (σ)), V (
σ
ε2
,
Xt,xε (σ)
ε
+ ·)
)
dσ
that appears in (1.5) is much more complicated than that in (1.6). We will in this case obtain in the
limit a “random” integral equation driving by the effective Brownian motion. This is the objective
of Theorem 2.6.
Let us briefly describe the principal ingredients of the proofs of our main results and organization
of the paper. Section 2 contains the main results of this paper, and the assumptions on the random
advection V (t, x). The analysis of the solutions of semi-linear advection equations is based on the
method of characteristics that translates the asymptotics of uε into the study of the random spatial
trajectories, together with the evolution of uε along the characteristics, described by (1.5), together
with the inverse of the corresponding flow map coming from (1.5). An important tool in this approach
is the process that describes the random velocity V along the spatial characteristics – the so-called
environment process, see Section 4. The main technical novelty in the analysis here is the approach
to the analysis of the environment process. It is shown in Section 3 that the Gaussian velocity
fields, considered in the present paper, are actually Markovian. Fields of this type appeared quite
frequently throughout the literature, see e.g. [16, Chapter 12] and the references therein. What is
novel in our present approach, compared with that of [16], is the use of the respective Cameron-
Martin space in the description of the dynamics of the field, see Section 3. It allows us to find a
simple semimartingale representation of the dynamics, see the stochastic differential equation (3.20),
which leads to the Itô formula (3.33). This in turn allows us to find the semimartingale description of
the environment process and the respective Itô formula, see Section 4. Using these tools we present
the proofs of our main results in Sections 5 – 7.
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2 Main results
2.1 Gaussian incompressible vector fields
Let us first make precise our assumptions on the random field V (t, x) = (V1, . . . , Vd). It is a
mean-zero, space-time stationary d-dimensional Gaussian random field, defined on a probability
space (Ω,F ,P), with a covariance matrix of the form
Rij(t, x) = E [Vi(s + t, y + x)Vj(s, y)] =
∫
Rd
eix·ke−α(k)|t|Γij(k)σ(k)dk, i, j = 1, . . . d. (2.1)
The factor
Γ(k) := [Γij(k)], Γij(k) := δi,j − kikj/|k|2, i, j = 1, . . . , d,
3
ensures that the realizations of the field are almost surely incompressible:
∇x · V (t, x) =
d∑
j=1
∂xjVj(t, x) ≡ 0, (t, x) ∈ R1+d, a.s.
The temporal factor taking the form of e−α(k)|t| plays an important role for our construction of the
underlying Markovian dynamics. The non-negative functions α(k) ≥ 0 and σ(k) ≥ 0 are assumed to
be even and continuous. We also assume that σ(k) is compactly supported: σ(k) = 0 for |k| ≥ K0,
and the spectral gap α(k) is uniformly positive:
0 < α∗ ≤ α(k) ≤ A∗, k ∈ Rd. (2.2)
This property implies uniform mixing in time of the velocity field, see (3.15) and (3.16) below.
In order to specify the function space where V (t, x) takes its values, given m1,m2 ∈ R, let Em1,m2
be the real Hilbert space of vector-valued functions w : Rd → Rd with the norm
‖w‖2m1 ,m2 :=
∫
Rd
θ−m2(x)[F−1(θm1wˆ)(x)]2dx, θm(x) := (1 + |x|2)m/2.
Here, the Fourier transform and its inverse are defined as
wˆ(k) = [Fw](k) :=
∫
Rd
e−ik·xw(x)dx, [F−1u](x) := 1
(2π)d
∫
Rd
eik·xuˆ(k)dk, w, u ∈ S(Rd).
It is straightforward to check that the dual space E ′m1,m2 to Em1,m2 is E−m1,−m2 . Note that the Dirac
function δ(x) belongs to E ′m1,m2 , provided that m1 > d and m2 ∈ R.
Under the above assumptions, for a fixed t ∈ R, the realizations of the components of V (t, ·)
belong a.s. to any Em1,m2 , with m1 ∈ R and m2 > d. Let E be the Hilbert space consisting of vector
fields w = (w1, . . . , wd) : R
d → Rd whose components belong to Em1,m2 for some m1 ≥ 1 and m2 > d
satisfying ∇x · w(x) ≡ 0, and let B(E) be its Borel σ-algebra. We denote by π the law of V (0, ·)
(which coincides with the law of V (t, ·) for any t ∈ R, due to stationarity) over the space (E ,B(E)).
2.2 The linear case
Let us first consider
∂tuε(t, x) +
1
ε
V
(
t
ε2
,
x
ε
)
· ∇xuε(t, x) = 0, uε(T, x) = u0(x), 0 ≤ t ≤ T, (2.3)
with a terminal condition u0 that belongs to C
∞
0 (R
d). The solution of (2.3) is
uε(t, x) = u0
(
Xt,xε (T )
)
, (2.4)
where we recall that Xt,xε (s) is the characteristic curve defined in (1.3)
dXt,xε (s)
ds
=
1
ε
V
( s
ε2
,
Xt,xε (s)
ε
)
, s > t,
Xt,xε (t) = x.
(2.5)
It is well known, see [7, 11, 20], that under our assumptions on V (t, x), the laws of
(
Xt,xε (s)
)
s≥t
converge, as ε→ 0, to the law of (x+βs−t)s≥t. Here, βt = (β1t , . . . , βdt ), is a d-dimensional Brownian
motion with the covariance
E[βpt β
q
s ] = apq(t ∧ s), p, q = 1, . . . , d, t, s ≥ 0, (2.6)
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and the effective diffusivity matrix apq given by (4.10) below.
The above implies, in particular, that for each (t, x) fixed, t ≤ T , the random variables uε(t, x),
converge in law to a random variable u0(x + βT−t). In addition, u¯(t, x) := E [u0 (x+ βT−t)] is the
bounded solution of the backward heat equation
∂tu¯(t, x) +
1
2
d∑
p,q=1
apq∂
2
xp,xq u¯(t, x) = 0, t ≤ T,
u¯(T, x) = u0(x).
(2.7)
For the multi-point statistics we have the following.
Theorem 2.1. For a given positive integer N , mutually distinct points x1, . . . , xN ∈ Rd, and a fixed
t ≤ T , the random vectors (uε(t, x1), . . . , uε(t, xN )) converge in law, as ε→ 0, to(
u0
(
x1 + β
(1)
T−t
)
, . . . , u0
(
x1 + β
(N)
T−t
))
,
where (β
(j)
t )t≥0, j = 1, . . . , N are i.i.d. d-dimensional Brownian motions, each one with the covari-
ance matrix given by (2.6).
Our result in the linear case allows, in particular, to contrast the point-wise convergence of uε(t, x)
to a random limit, with the convergence of uε(t, ·) in the weak topology in L2(Rd) to a deterministic
limit. We use the notation
〈f, g〉 :=
∫
Rd
f(x)g(x)dx
for f ∈ Lp(Rd), g ∈ Lp′(Rd), with 1/p + 1/p′ = 1, p ∈ [1,+∞].
Corollary 2.2. For a given ϕ ∈ L1(Rd) and t ≤ T , the random variables
lim
ε→0
〈uε(t), ϕ〉 = 〈u¯(t), ϕ〉 in the L2(Ω) sense.
The proofs of the above results are presented in Section 5.
Remark. The reason why we obtain a deterministic limit in Corollary 2.2 is due to the spatial
averaging, which removes the local fluctuations after testing with ϕ. If one is interested in the local
fluctuation, i.e., the fluctuations averaged on a “small scale” δ−d
∫
Rd
ϕ(x/δ)uε(t, x)dx with δ ≪ 1,
then the pointwise quantity uε(t, x) might be a more relevant object (δ → 0) compared to the global
fluctuation described by
∫
uε(t, x)ϕ(x)dx (δ = 1).
Let us also comment that when uε(t, x) satisfies an advection-diffusion equation rather than an
advection equation, as in (2.3),
∂tuε(t, x) +
1
ε
V
(
t
ε2
,
x
ε
)
· ∇xuε(t, x) + κ∆xuε(t, x) = 0,
uε(T, x) = u0(x),
(2.8)
with κ > 0, one can prove, see [15], that for any t ≤ T both uε(t, x) and 〈uε(t), ϕ〉 converge in
probability to deterministic limits u¯(t, x) and 〈u¯(t), ϕ〉, respectively. In that case, u¯(t, x) is the
solution of the Cauchy problem for the backward heat equation
∂tu¯(t, x) +
1
2
d∑
p,q=1
apq∂
2
xp,xq u¯(t, x) + κ∆xu¯(t, x) = 0, t ≤ T,
u¯(T, x) = u0(x).
(2.9)
In other words, the diffusion term in (2.8) provides enough extra averaging so that even the point-
wise limit is deterministic.
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2.3 The semi-linear case
Let DT := [0, T ] × Rd+1 and C0,m(DT ) be the space of continuous functions g(t, x, u) on DT , that
are of the class Cm in the (x, u) variables for some non-negative integer m:
‖g‖C0,m(DT ) :=
m∑
|k|=0
sup
(t,x,u)∈DT
|Dkx,ug(t, x, u)|.
We consider semi-linear equations of the form
∂tuε(t, x) +
1
ε
V
( t
ε2
,
x
ε
)
· ∇xuε(t, x) = fε(t, x, uε(t, x)), t < T,
uε(T, x) = u0(x),
(2.10)
with
fε(t, x, u) := f
(
t, x, u, V
( t
ε2
,
x
ε
+ ·
))
, (2.11)
and f(·, w) ∈ C0,m(DT ) for some m > (d+ 1)/2 and π-a.s. w ∈ E , and
esssup
w∈E
‖f(·, w)‖C0,m(DT ) < +∞. (2.12)
Note that we omitted the dependence of fε on the random realization ω to simplify the notation.
As fε(t, x, u) is now random, the results will depend on whether it has a zero or non-zero mean
f¯(t, x, u) := Ef (t, x, u, V (0, ·)) , (t, x, u) ∈ DT , (2.13)
and we will consider these two cases separately. In the non-centered case we have the following
result, proved in Section 6.
Theorem 2.3. Assume that f¯(t, x, u) 6≡ 0 in DT . Fix (t, x) ∈ [0, T ] × Rd and the realization of the
Brownian motion βt with the covariance matrix (2.6), and let {U(s; t, x)}t≤s≤T satisfy the integral
equation
u0 (x+ βT−t)− U(s; t, x) =
∫ T
s
f¯ (σ, x+ βσ−t,U(σ; t, x)) dσ, t ≤ s ≤ T. (2.14)
Then uε(t, x) converges in law, as ε → 0, to U(t, x) := U(t; t, x). Moreover, for any positive inte-
ger N , mutually distinct x1, . . . , xN ∈ Rd and t ≤ T the random vectors (uε(t, x1), . . . , uε(t, xN ))
converge in law, as ε → 0, to (U (1)(t, x1), . . . ,U (N)(t, xN )), where U (1), . . . ,U (N) correspond to the
solutions of (2.14) with β replaced by i.i.d. copies of d-dimensional Brownian motions (β
(j)
t )t≥0,
j = 1, . . . , N , whose covariance matrix is given by (2.6).
From the above result, we conclude an analogue of Corollary 2.2:
Corollary 2.4. Suppose that ϕ ∈ L1(Rd). Then
lim
ε→0
〈uε(t), ϕ〉 = 〈EU(t), ϕ〉 in the L2(Ω) sense. (2.15)
If f¯(t, x, u) ≡ 0 for (t, x, u) ∈ DT , the leading order effect of f in (2.14) vanishes, so, to have the
nonlinearity play a non-trivial role, we consider instead of (2.10) the problem
∂tuε(t, x) +
1
ε
V
(
t
ε2
,
x
ε
)
· ∇xuε(t, x) = 1
ε
fε(t, x, uε(t, x)), t < T,
uε(T, x) = u0(x).
(2.16)
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Here, fε is as in (2.11). We will, however, require slightly more regularity on fε. Let C
m(DT ) be
the space of continuous functions g : DT × E → R, that are of the class Cm in the (s, x, u) variables
for some non-negative integer m:
‖g‖Cm(DT ) :=
m∑
|k|=0
sup
(s,y,u)∈DT
|Dks,y,ug(s, y, u)|.
We assume that f(t, x, u, ω) is such that f(·, w) ∈ Cm(DT ) for some m > (d+1)/2 and π-a.s. w ∈ E ,
and
esssup
w∈E
‖f(·, w)‖Cm(DT ) < +∞. (2.17)
In order to state the result, let U t,x,uε (s) be the solution of (2.16) along the characteristics X
t,x
ε (s)
given by (2.5), satisfying U t,x,uε (t) = u. In other words, it is the solution of the equation
U t,x,uε (s) = u+
1
ε
∫ s
t
fε(σ)dσ, t ≤ s ≤ T, (2.18)
where for f : Rd+2 × E → R we simply write
fε(σ) := f
(
σ,Xt,xε (σ), U
t,x,u
ε (σ), V
( σ
ε2
,
Xt,xε (σ)
ε
+ ·
))
.
For a fixed pair (t, x), we define a random field
St,xε (s, u) := U
t,x,u
ε (s), t ≤ s ≤ T, u ∈ R. (2.19)
In order to define the limit of St,xε (s, u), let us introduce the solution of the following system of Itô
stochastic differential equations
U t,x,u(s) = u+
∫ s
t
b(σ,Xt,x(σ), U t,x,u(σ))dσ +
d∑
j=0
∫ s
t
c˜j(σ,X
t,x(σ), U t,x,u(σ))dβ˜j(σ),
Xt,xj (s) = xj +
d∑
k=1
∫ s
t
Sjkdβ˜k(σ), j = 1, . . . , d.
(2.20)
Here, the coefficients b(s, x, u) and c˜j(s, x, u) are defined in Section 7.1 below, β˜j(σ), j = 0, . . . , d,
are i.i.d. standard Brownian motions, and Sjk is the square root of the d × d matrix ajk, given
by (2.6). The limiting dynamics (2.20) has the following property proved in Section 7.1.
Proposition 2.5. Given (t, x), and s ∈ [t, T ], let st,xs (u) := U t,x,u(s). The mapping st,xs : R→ R is
a.s. a diffeomorphism.
This leads to the main result concerning the convergence of the solution of (2.16).
Theorem 2.6. (i) The joint laws of
(
Xt,xε (·),St,xε (·)
)
, over C([t, T ]) × C([t, T ] × R), equipped with
the standard Frechet metric metrizing uniform convergence on compact sets, converge weakly to the
law of
(
Xt,x(·),St,x(·)), with St,x(s, u) := U t,x,u(s).
(ii) For each (t, x) ∈ R1+d fixed, the random variables uε(t, x) converge in law, as ε→ 0, to
U (t, x) := (st,xT )
−1(u0(X
t,x(T ))). (2.21)
In addition, for any positive integer N , mutually distinct x1, . . . , xN ∈ Rd and t ≤ T , the ran-
dom vectors (uε(t, x1), . . . , uε(t, xN )) converge in law, as ε → 0, to (U (1)(t, x1), . . . ,U (N)(t, xN )),
where U (1), . . . ,U (N) correspond, via (2.21), to (s
t,xj
T (·),Xt,xjj ), j = 1, . . . , N driven by i.i.d. copies
of d-dimensional standard Brownian motions as in (2.20).
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3 Some preliminaries on Gaussian, Markovian fields
In this section, we give a Markovian representation for the field V (t, x), starting from the assumptions
in Section 2.1. To this end, let H1 be the L2-closure of the linear space spanned by the random
variables
W (ϕ;w) =
d∑
j=1
∫
Rd
wj(x)ϕj(x)dx, ϕ ∈ Sdiv(Rd;Rd), w ∈ E , (3.1)
defined over the probability space (E ,B(E), π). Here, Sdiv(Rd;Rd) is the space of divergence free
vector fields ϕ = (ϕ1, . . . , ϕd) with components in S(Rd). By an approximation argument, W
extends to a unitary mapping W : H → H1, where H is the (real) Hilbert space, the closure of
Sdiv(Rd;Rd) in the norm ‖ · ‖H , with
〈ϕ1, ϕ2〉H :=
∫
Rd
ϕˆ1(k) · ϕˆ∗2(k)σ(k)dk, ϕ1, ϕ2 ∈ Sdiv(Rd;Rd). (3.2)
Here, σ(k) is as in (2.1). In addition, by (2.1) and the fact that ϕ1, ϕ2 are divergence free, we have
〈W (ϕ1;w),W (ϕ2;w)〉L2(π) = 〈ϕ1, ϕ2〉H , ϕ1, ϕ2 ∈ H. (3.3)
Note that the shift
τxϕ(·) := ϕ(x+ ·)
is an isometry on H, for each x ∈ Rd. In the following, we will simply write
W (ϕ) =W (ϕ;w).
3.1 The Gaussian chaos expansion
Let Pn be the space of the n-th degree polynomials, the L2-closure of the linear span of
m∏
j=1
W (ϕj), 1 ≤ m ≤ n, ϕ1, . . . , ϕn ∈ H,
and Hn := Pn ⊖ Pn−1, n ≥ 1 be the space of the n-th degree Hermite polynomials, with the
convention H0 = P0 = R. It is well known, see e.g. Theorem 2.6, p. 18 of [14], that
L2(π) =
+∞⊕
n=0
Hn.
Denote by pn the orthogonal projection of L
2(π) onto Hn. Given s ∈ [0,+∞), the Hilbert space Hs
is made of F ∈ L2(π) with p0F = 0 and the norm
‖F‖Hs :=
{ +∞∑
n=1
(1 + n)s‖pnF‖2L2(π)
}1/2
< +∞. (3.4)
We set
H∞ :=
⋂
s≥0
Hs. (3.5)
The homogeneity assumption on π amounts to the fact that πτx = π for each x ∈ Rd. Therefore,
the operators TxF (w) := F (τxw), w ∈ E , x ∈ Rd, form a strongly continuous group of isometries
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on Lp(π) for any p ∈ [1,+∞). Denote by D = (D1, . . . ,Dd) the generators of (Tx)x∈Rd . Let Wk,p
be the Banach space consisting of F ∈ Lp(π) that belong to the domain of Dm = ∏dj=1 Dmjj , for a
non-negative integer multi-index m = (m1, . . . ,md), with |m| :=
∑d
i=1 mi ≤ k, equipped with the
norm
‖F‖k,p :=
{ ∑
|m|≤k
‖DmF‖pLp(π)
}1/p
. (3.6)
The space Wk,∞ is defined with the help of L∞ norm.
We let W∞ := ⋂p>1W1,p. It follows from the definition of Tx that
Tx
( n∏
j=1
W (ϕj)
)
=
n∏
j=1
W (τ−xϕj), ϕ1, . . . , ϕn ∈ H.
Therefore, Tx(Pn) = Pn, and since Tx is unitary on L2(π), we also get Tx(Hn) = Hn for all n ≥ 0.
Due to the assumption that σ is compactly supported, we conclude easily that P := ⋃n≥0Pn ⊂ W∞.
Finally, we define the linear functionals vp : E → R as
vp(w) := wp(0), w ∈ E , p = 1, . . . , d. (3.7)
They are bounded and can be written as
vp =W (fp), p = 1, . . . , d, (3.8)
with fp ∈ H given by
fp(x) :=
∫
Rd
eik·xΓ(k)epdk, ep = (0, . . . , 1, . . . , 0)︸ ︷︷ ︸
p-th position
.
3.2 Markovian dynamics of the velocity field
Here, we formulate the Markov property of the E-valued process Vt := V (t, ·), t ∈ R. We represent
the random field V (t, x) in the form
V (t, x) = v(τxVt), (t, x) ∈ R1+d, (3.9)
with v = (v1, . . . , vd) as in (3.7). Given t ≥ 0, let St : H → H be the continuous extension of
Ŝtϕ(k) := e
−α(k)tϕ̂(k), ϕ ∈ Sdiv(Rd;Rd). (3.10)
The family (St)t≥0 is a C0-semigroup of symmetric contractions on H, with the generator (−A) and
Âϕ(k) := α(k)ϕˆ(k), ϕ ∈ Sdiv(Rd;Rd). (3.11)
One can easily verify that Pt, defined via
PtW (ϕ) := W (Stϕ), t ≥ 0, ϕ ∈ H, (3.12)
forms a semigroup of contractions on H1. Similarly, for F = pn
(∏n
j=1W (ϕj)
)
, we set
PtF := pn
 n∏
j=1
W (Stϕj)
 . (3.13)
9
According to Theorem 4.5 of [14], (Pt)t≥0 is a contraction semigroup on Hn for each n, hence a
semigroup of contractions on the entire L2(π). It can be easily checked (using e.g. Theorem 3.9, p. 26
of [14]) that Pt forms a strongly continuous semigroup of symmetric operators on L
2(π).
Let Vs be the L
2 closure of the linear span of W (ϕ;Vu) for any u ≤ s and ϕ ∈ H. For any t ≥ s
and ϕ ∈ H, the orthogonal projection of W (ϕ;Vt) onto Vs is
W (St−sϕ;Vs) = Pt−sW (ϕ)(Vs).
Therefore, according to Theorem 4.9, p. 46 of [14], for any F ∈ L2(π) and t ≥ s we have
E [F (Vt) | Vs] = Pt−sF (Vs),
where (Vs) is the natural filtration of (Vt)t≥0. Note that for any x ∈ Rd, t ≥ 0 we have
St(τx(ϕ)) = τx(Stϕ).
Using (3.13), we can conclude also that
PtTx = TxPt, t ≥ 0, x ∈ Rd. (3.14)
It follows from (3.10) and (3.12) that
‖PtF‖L2(π) ≤ e−α∗t‖F‖L2(π), t ≥ 0, F ∈ H1. (3.15)
Using Theorem 4.5, p. 46 of [14] we conclude that (3.15) actually holds for any F ∈ L2(π) such
that 〈F, 1〉L2(π) = 0. We denote by L : D(L) → L2(π) the L2-generator of Pt, which, due to the
symmetry of the semigroup, is self-adoint. Since P is dense in L2(π) and invariant under (Pt)t≥0, it
is a core of L, see e.g. Proposition 3.3, p. 17 of [10]. As a consequence of (3.15) we have an estimate
for the Dirichlet form
EL(F ) := −〈LF,F 〉L2(π) = − lim
t→0
1
t
(〈PtF,F 〉 − 〈F,F 〉) ≥ α∗‖F‖2L2(π), F ∈ D(L), F ⊥ 1. (3.16)
In fact, we have an estimate that allows us to compare the Dirichlet form with the L2 and ‖ · ‖1,2
norms on the space of the n-th degree Hermite polynomials.
Theorem 3.1. The following estimates hold:
(i)
α∗n‖F‖2L2(π) ≤ EL(F ) ≤ A∗n‖F‖2L2(π), F ∈ Hn, n ≥ 0. (3.17)
(ii) There exists a constant C > 0 such that
d∑
j=1
‖DjF‖2L2(π) ≤ CnEL(F ), F ∈ Hn, n ≥ 0. (3.18)
(iii) There exists a constant C > 0 such that
‖vpF‖L2(π) ≤ CE1/2L (F ), F ∈ Hn, n ≥ 1, p = 1, . . . , d. (3.19)
The proof of part (i) is presented in Section 3.4. The proofs of parts (ii) and (iii) can be found
in [16], see the estimate (12.115), p. 413 and Lemma 12.25, p. 405, respectively. As a direct
conclusion from the above result, we obtain the following (cf (3.4)).
Corollary 3.2. We have D(EL) = H1.
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3.3 A stochastic convolution representation for the velocity field
In order to obtain a more explicit representation for Vt, note that given ϕ ∈ H, the process Vt(ϕ) :=
W (ϕ;Vt) is a Gaussian semimartingale satisfying
dVt(ϕ) = −Vt(Aϕ)dt +
√
2dBt(ϕ), t ≥ s, ϕ ∈ H, (3.20)
for any s ∈ R. Here, the process B : R×H×Ω→ R is such that the process ((Bt(ϕ1), . . . , Bt(ϕn))t∈R
is an n-dimensional, two sided, Brownian motion, with zero mean and covariance
E[Bt(ϕi)Bs(ϕj)] = (t ∧ s)〈Aϕi, ϕj〉H , i, j = 1, . . . , n, t, s ∈ R, (3.21)
for any ϕ1, . . . , ϕn ∈ H. In addition, for any s ∈ R the process (Bt −Bs)t≥s is independent of Vs -
the σ-algebra generated by Vu, u ≤ s.
Suppose that an H-valued process (ϕt)t≥s is progressively measurable w.r.t. the filtration Vt and
satisfies ∫ t
s
E‖ϕu‖2Hdu < +∞.
By the standard procedure, we can define the Itô integral∫ t
s
dBu(ϕu),
sometimes also denoted by ∫ t
s
〈ϕu, dBu〉H .
It is a square integrable, zero mean, continuous trajectory martingale that satisfies
E
[∫ t
s
dBu(ϕu)
]2
=
∫ t
s
E〈Aϕu, ϕu〉Hdu.
Stationary, Gaussian and Markovian process (Vt) can be represented as a stochastic convolution.
Proposition 3.3. For any ϕ ∈ H we can write
Vt(ϕ) =
√
2
∫ t
−∞
〈St−sϕ, dBs〉H , t ∈ R. (3.22)
3.4 Proof of (3.17)
Recall that the n-th degree, L2-normalized, Hermite polynomial hn(x) is
h0(x) ≡ 1, hn(x) := (−1)
n
√
n!
ex
2/2 d
n
dxn
(
e−x
2/2
)
, x ∈ R.
It is well known that
xhn(x) = (n+ 1)
1/2hn+1(x) + n
1/2hn−1(x), h
′
n(x) =
√
nhn−1(x), n ≥ 1. (3.23)
Suppose that (ej)j≥1 is an orthonormal base in H. Let n = (nj)j≥1 be a sequence of non-negative
integers, and |n| :=∑+∞j=1 nj. According to Proposition 1.1.1 of [26], the vectors
hn :=
+∞∏
j=1
hnj (W (ej)) , |n| = n,
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form an orthonormal base in Hn. Suppose that F = ∑+∞n=0 pnF ∈ L2(π) and pn(F ) = ∑|n|=n αnhn
for some real coefficients (αn) satisfying
+∞∑
n=0
∑
|n|=n
α2
n
= ‖F‖2L2(π) < +∞.
The operator D : H1 → L2(π;H) defined as
DF :=
+∞∑
j=1
DjF ej (3.24)
with Dj : H1 → L2(π), j = 1, 2, . . . given by
DjF :=
+∞∑
n=0
∑
|n|=n
√
njαnhnj , F ∈ H1, (3.25)
is the Malliavin derivative, see Definition 1.2.1, p. 25 of [26]. Here, nj = (n
′
j′) is given by
n′j′ :=
{
nj′ , j
′ 6= j,
(nj′ − 1)+, j′ = j.
Note that, (cf Proposition 1.2.2, p. 28 of [26])
+∞∑
j=1
‖DjF‖2L2(π) =
+∞∑
n=0
n
∑
|n|=n
α2
n
=
∑
n
n‖pnF‖2L2(π) < +∞, F ∈ H1. (3.26)
Remark. For F of the form F := Φ(W (h1), . . . ,W (hN )), where h1, . . . , hN ∈ H and Φ ∈ C∞(RN )
with both Φ and its partial derivatives of polynomial growth, we have DF =∑Np=1 ∂xpΦhp.
Denote by hn(t) := hn(Vt), and Bj(t) := Bt(ej), where Bt was defined in Section 3.3. Recall that
(see (3.21))
E[Bi(t)Bj(s)] = ci,j(t ∧ s), i, j = 1, 2, . . . ,
with ci,j given by
ci,j := 〈Aei, ej〉H , i, j = 1, 2, . . . . (3.27)
Using the Itô formula, (3.20) and (3.23), one can show by a direct calculation that
dhn(t) =
{
−
∑
j
√
njhnj (t)Vt(Aej) +
∑
j1 6=j2
cj1,j2
√
nj1nj2hnj1,j2 (t)
+
∑
j
cj,j
√
nj(nj − 1)+hn′j (t)
}
dt +
√
2
∑
j
√
njhnj (t)dBj(t). (3.28)
Here, nj1,j2 = (m
′
j′), n
′
j = (ℓ
′
j′) are multi-indices given by
m′j′ :=
{
nj′, j
′ 6∈ {j1, j2},
(nj′ − 1)+, j′ ∈ {j1, j2},
ℓ′j′ :=
{
nj′ , j
′ 6= j,
(nj′ − 2)+, j′ = j.
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For F =
∑
n
∑
|n|=n αnhn, by (3.23), (3.27) and (3.28), we have
EL(F ) =
∑
n,j
∑
|n|=|m|=n
√
njαnαm〈W (Aej)hnj , hm〉L2(π)
=
∑
n,j,j′
∑
|n|=|m|=n
cj,j′
√
njαnαm〈hnj ,W (ej′)hm〉L2(π)
=
∑
n,j,j′
∑
|n|=|m|=n
cj,j′
√
njmj′αnαm〈hnj , hmj′ 〉L2(π).
(3.29)
Comparing with (3.24) and (3.25) we conclude the formula
EL(F ) =
∫
E
〈ADF,DF 〉Hdπ, F ∈ D(EL). (3.30)
Thanks to the inequality
α∗‖ϕ‖2H ≤ 〈Aϕ,ϕ〉H ≤ A∗‖ϕ‖2H , ∀ϕ ∈ H, (3.31)
(following directly from (2.2)) and identity (3.26) we conclude that
α∗
∑
n
n‖pnF‖2L2(π) ≤ EL(F ) ≤ A∗
∑
n
n‖pnF‖2L2(π), F ∈ D(EL). (3.32)
Hence F belongs to D(EL) – the domain of the form EL(·) iff F ∈ H1, i.e.∑
n
n‖pnF‖2L2(π) < +∞.
Thus, in particular (3.17) follows.
3.5 Some corollaries of Theorem 3.1
Note that F ∈ D(L) iff G := L1/2F ∈ D(EL), that is G ∈ H1. However, according to part (i) of
Theorem 3.1 then ‖pnG‖2L2(π) ≍ n‖pnF‖2L2(π). The symbol an ≍ bn used for two non-negative
sequences (an)n≥1 and (bn)n≥1 means that there exists C > 0 such that Can ≤ bn ≤ an/C for all n.
We conclude the following.
Corollary 3.4. We have D(L) = H2.
Next, we write down an Itô formula for the process Vt that will also be of great use for us.
From (3.28) we obtain that for any F ∈ D(L)
F (Vt) = F (V0) +
∫ t
0
LF (Vs)ds +
√
2Mt(F ), (3.33)
where Mt(F ) is a continuous, square integrable martingale given by
Mt(F ) =
+∞∑
j=1
∫ t
0
DjF (Vs)dBj(s), (3.34)
where DF is the Malliavin derivative defined in (3.24).
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4 The environment process and the corrector fields
Let Xt,x(s) be the solution of (2.5) corresponding to ε = 1. The (E-valued) environment process is
ηt,xs := τXt,x(s)Vs, s ≥ t, (4.1)
so that
Xt,x(s) = x+
∫ s
t
v(ηt,xσ )dσ.
We shall write X(s), ηs instead of X
0,0(s) and η0,0s , respectively.
4.1 Properties of the environment process and the corrector
Let Vt,s be the σ-algebra generated by Vu, t ≤ u ≤ s and Bb(E) be the space of bounded Borel
measurable functions F : E → R. The following is a consequence of the results in [16, Section 12.10].
Proposition 4.1. For a given (t, x), the natural filtration of (ηt,xs )s≥t coincides with (Vt,s)s≥t. The
process (ηt,xs )s≥t is Markovian and stationary, that is, for any s ≥ t and h ≥ 0 we have
E
[
F (ηt,xs+h) | Vt,s
]
= QhF (η
t,x
s ), a.s., where F ∈ Bb(E),
and
QsF (w) = E [F (ηs) | η0 = w] , s ≥ 0, π a.s. in w ∈ E , where F ∈ L2(π).
In addition, π is invariant under (Qs)s≥0:∫
E
QsFdπ =
∫
E
Fdπ, s ≥ 0, F ∈ Bb(E), (4.2)
and (Qs)s≥0 extends to C0-continuous semigroup of contractions on L
2(π).
Denote by L the generator of the semigroup Qs on L2(π). Recall that P is the set of all
polynomials. The following is proved in Section 4.4.
Proposition 4.2. The set P is a common core of both L and L. In addition, we have
LF = LF +
d∑
j=1
vjDjF, F ∈ P. (4.3)
We know from (4.3), (3.17) and the fact that v is divergence free (cf. [16, Corollary 12.22])
− 〈LF,F 〉L2(π) = −〈LF,F 〉L2(π) ≥ α∗‖F‖2L2(π), F ∈ H∞, F ⊥ 1. (4.4)
This implies the exponential stability of the semigroup in L2(π):∥∥∥QtF − ∫
E
Fdπ
∥∥∥
L2(π)
≤ e−α∗t
∥∥∥F − ∫
E
Fdπ
∥∥∥
L2(π)
, F ∈ L2(π), t ≥ 0. (4.5)
Combining (4.2) with (4.5) we conclude, via an interpolation between L2(π) and L1(π), that∥∥∥QtF − ∫
E
Fdπ
∥∥∥
Lp(π)
≤ e−2α∗(1−1/p)t
∥∥∥F − ∫
E
Fdπ
∥∥∥
L2(π)
, F ∈ Lp(π), t ≥ 0, p ∈ [1, 2], (4.6)
and by interpolation between L2(π) and L∞(π) also that∥∥∥QtF − ∫
E
Fdπ
∥∥∥
Lp(π)
≤ e−2α∗t/p
∥∥∥F − ∫
E
Fdπ
∥∥∥
L2(π)
, F ∈ Lp(π), t ≥ 0, p ∈ [2,+∞). (4.7)
14
Theorem 4.3. Suppose that F∗ ∈ Lp(π) for some p ∈ (1,+∞) and
∫
E Fdπ = 0. Then, the equation
− Lθ = F∗ (4.8)
admits a unique zero mean solution θ that belongs to the domain of the Lp-generator L. In addition,
if F∗ ∈ Hs for some s > 0, then θ ∈ Hs+2.
The proof of this theorem is in Section 4.4. Since each vj ∈ H∞, as an immediate consequence
of Theorem 4.3, we conclude the following.
Corollary 4.4. The equation
− Lχj = vj , j = 1, . . . , d, (4.9)
admits a unique solution χj ∈ D(L) ∩ H∞ and χj ⊥ 1 for each j = 1, . . . , d.
The solutions of (4.9) are known as the correctors. They can be used to express the effective
diffusivity matrix appearing in the homogenized equation (2.7):
aij := 〈vi, χj〉L2(π) = EL(χi, χj), i, j,= 1, . . . , d, (4.10)
with
EL(F,G) := −〈LF,G〉L2(π) =
∫
E
〈ADF,DG〉Hdπ. (4.11)
We define the corrector fields as stationary in (t, x) random fields χ˜j : R
1+d × Ω→ R, given by
χ˜j(t, x;w) := χj(τxwt), (t, x) ∈ R1+d, j = 1, . . . , d. (4.12)
Combining the results of Theorems 4.3 and 3.1, we conclude the following
Corollary 4.5. The fields χ˜j, ∇xχ˜j are square integrable for each j = 1, . . . , d:
d∑
i=1
{
Eχ˜2i (0, 0) + E
[
|∇xχ˜i(0, 0)|2
]}
< +∞. (4.13)
4.2 The “far away” independence
In order to deal with the spatial decorrelation properties of the velocity field, note that for each
x ∈ Rd fixed, the set {exn := τ−xen} is an orthonormal base on H, and we can write
exn =
+∞∑
m=1
unm(x)em.
Here, [unm(x)] is an infinite orthogonal matrix with
unm(x) = 〈exn, em〉H =
∫
Rd
e−ik·xeˆn(k) · eˆ∗m(k)σ(k)dk, n,m ≥ 1. (4.14)
As σ(k) is compactly supported, each unm is bounded and analytic. We also have
unm(0) = δm,n, unm(−x) = umn(x),
and
+∞∑
k=1
unk(x)ukm(y) = unm(x+ y), x, y ∈ Rd, m, n ≥ 1. (4.15)
We will use the following “decorrelation lemma”.
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Proposition 4.6. Suppose that α, σ satisfy the assumptions in Section 2, for any n,m ≥ 1, let
vnm(x) := 〈Aexn, em〉H , (4.16)
then
lim
|x|→+∞
vnm(x) = 0. (4.17)
Proof. We have
vnm(x) = 〈Aτ−xen, em〉H =
∫
Rd
e−ik·xeˆn(k)ˆe
∗
m(k)α(k)σ(k)dk.
The result is an immediate consequence of the Riemann-Lebesgue lemma.
4.3 The Itô formula for the environment process
To obtain the Itô formula for ηt, suppose that ϕ ∈ H and (t, x) ∈ R1+d and let
Bˆt,xs (ϕ) :=
∫ s
t
〈τ−Xt,x(σ)ϕ, dBσ〉H .
Define
Bˆt,xj (s) := Bˆ
t,x
s (ej) =
+∞∑
k=1
∫ s
t
ujk
(
Xt,x(σ)
)
dBk(σ), j = 1, 2, . . . , (4.18)
where, as we recall Bj(t) := Bt(ej). The following result holds.
Corollary 4.7. The space of polynomials P is a common core of D(L) and D(L). In addition, for
any F ∈ D(L) we have F ∈ D(EL) and
〈(−L)F,F 〉L2(π) = EL(F ). (4.19)
In addition, for any F ∈ D(L) and (t, x) ∈ R1+d the following Itô formula holds
F (ηt,xs ) = F (τxVt) +
∫ s
t
LF (ηt,xσ )dσ +
√
2Mˆ t,xs (F ), (4.20)
where
(
M t,xs (F )
)
s≥t is a continuous square integrable martingale given by
Mˆ t,xs (F ) :=
+∞∑
j=1
∫ s
t
DjF (ηt,xσ )dBˆt,xj (σ) =
∫ s
t
〈
τ−Xt,x(σ)DF (ηt,xσ ), dBσ
〉
H
, (4.21)
with Dj , j = 1, 2, . . . and D given by (3.25) and (3.24), respectively.
Proof. The first part follows from Proposition 4.2. Formula (4.19) holds for F ∈ P, as can be easily
seen by an application of (4.3). The extension to D(L) can be done by an approximation.
For any F ∈ P the formula (4.21) follows from (3.34) and the definition of the process (ηt,xs )s≥t,
see (4.1). The extension to an arbitrary F ∈ D(L) can, again, be achieved by an approximation
argument.
16
4.4 Proofs of Proposition 4.2 and Theorem 4.3
Proof of Proposition 4.2
Since P is dense in L2(π) and invariant under the semigroup Pt, it is a core of D(L). By a direct
calculation using the Itô formula (3.33), it can be checked that P ⊂ D(L) and the action of L
on F ∈ P is given by (4.3). In what follows, we verify that in fact H4 ⊂ D(L) and (4.3) holds also
for any F ∈ H4. Then, (4.4) also holds for all F ∈ H4, so in particular L is dissipative on P, i.e.
for any λ > 0 we have ‖(λ− L)F‖L2(π) ≥ λ‖F‖L2(π), F ∈ P. Using Theorem 2.12, p. 16 of [10] we
conclude that L˜, the closure of L, restricted to P, is a generator of a strongly continuous semigroup
on L2(π). But L itself is closed (as a generator of a C0-semigroup) therefore L˜ ⊂ L. The latter in
turn implies that L˜ = L, as then we have (λ − L˜)−1 = (λ − L)−1 for any λ > 0. In particular, the
above means that P is a core of L, which ends the proof of Proposition 4.2. It remains to show
that (4.3) holds for F ∈ H4 and the density of (λ− L)(P) in L2(π).
Recall that F ∈ H4 iff
+∞∑
n=0
(n+ 1)4‖pnF‖2L2(π) < +∞. (4.22)
Thanks to (3.17), we conclude that
‖LpnF‖L2(π) ≤ A∗n‖pnF‖L2(π), n = 1, 2, . . . (4.23)
Let
Fn :=
n∑
k=0
pkF, (4.24)
then Fn ∈ D(L) and
LFn = LFn +
2∑
j=1
vjDjFn.
Using the fact that F ∈ H4 and (4.23), we conclude that LFn → LF , as n → +∞. Next, we show
that vjDjFn converges in L
2(π) for each j = 1, . . . , d. Thanks to the first formula in (3.23) we have
pm (vjDjpkFn) = 0, |k −m| 6= 1.
Hence, for n′ > n, using orthogonality we have
∥∥∥ +∞∑
m,k=0
pm (vjDjpk(Fn′ − Fn))
∥∥∥
L2(π)
≤
{ +∞∑
m=0
‖pm (vjDjpm+1(Fn′ − Fn))‖2L2(π)
}1/2
+
{ +∞∑
m=1
‖pm+1 (vjDjpm(Fn′ − Fn))‖2L2(π)
}1/2
. (4.25)
Using the Hölder inequality, we conclude that for m > 1
‖pm (vjDjpm+1(Fn′ − Fn))‖L2(π) ≤ ‖vj‖L2m(π) ‖Djpm+1(Fn′ − Fn)‖L2m/(m−1)(π) .
Since vp is Gaussian, we have ‖vp‖L2m(π) ∼ (m!)1/(2m), which, by virtue of Stirling’s formula, is of
the order
√
m. On the other hand, by the hypercontractivity of Lp norms with respect to a Gaussian
measure, see e.g. Theorem 5.10 of [14], we have
‖Djpm+1(Fn′ − Fn)‖L2m/(m−1)(π) ≤
(
m+ 1
m− 1
)m/2
‖Djpm+1(Fn′ − Fn)‖L2(π) .
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Therefore, there exists C > 0 such that
‖pm (vjDjpm+1(Fn′ − Fn))‖L2(π) ≤ C
√
m ‖Djpm+1(Fn′ − Fn)‖L2(π)
≤ C√m(m+ 1) ‖pm+1(Fn′ − Fn)‖L2(π) , m ≥ 1,
by virtue of parts (i) and (ii) of Theorem 3.1. A similar estimate holds for the second term in the
right hand side of (4.25). As a result, there exists C > 0 such that∥∥∥ d∑
j=1
vjDj(Fn′ − Fn)
∥∥∥
L2(π)
≤ C‖Fn′ − Fn‖H3 , n′ > n.
The above implies that LFn converges in L2(π). Thus, the right side of (4.3) makes sense for
any F ∈ H4, so that F ∈ D(L) and the action of L on H4 is given by (4.3).
To show the density of (λ−L)(P) in L2(π) we observe first that (λ−L)(H∞) is dense in L2(π).
Indeed, Lemma 2.21, p. 63 of [16] implies that given any G ∈ P, there exists F ∈ H∞ such that it
satisfies the resolvent equation (λ − L)F = G. Given F ∈ H∞ we let Fn ∈ P be defined by (4.24).
The previous argument shows that Fn → F and LFn → LF , as n → +∞, in L2(π) (it even holds
for F ∈ H4). This proves that the closure of (λ− L)(P) equals L2(π). The proof of Proposition 4.2
is therefore complete.
Proof of Theorem 4.3
The zero mean solution of (4.8) is given by
θ =
∫ +∞
0
QtF∗dt,
and the integral in the right side converges, thanks to (4.5).
In light of the already proved Proposition 4.2, the generator L can be written on its core P
as L + A, where L is the generator of Vt, that is essentially self-adjoint on P (which is its core),
and AF = ∑dp=1 vpDpF , F ∈ P, is antisymmetric. We see from (3.18) and (3.19) that there exists
a constant C > 0 such that
|〈AF,G〉L2(π)| ≤
d∑
p=1
‖DpF‖L2(π)‖vpG‖L2(π) ≤ C(n+ 1)1/2E1/2L (F )E1/2L (G)
for any F ∈ Hn and G ∈ Hn+1, or G ∈ Hn and F ∈ Hn+1, and n = 0, 1, . . ..
If F∗ ∈ Hs for some s > 0 then
+∞∑
n=0
(n+ 1)s+1‖|pnF∗‖|2−1 < +∞,
where
‖|pnF∗‖|2−1 := sup
G
[
2〈pnF∗, G〉L2(π) − EL(G)
]
≍
‖pnF∗‖2L2(π)
n+ 1
, n = 1, 2, . . . ,
by virtue of part (i) of Theorem 3.1. By virtue of Lemma 2.21, p. 67 of [16], for any s ≥ 1 the
zero-mean solution of (4.8) satisfies
+∞∑
n=0
(n+ 1)s+1EL(pnθ) < +∞,
which, by another application of Theorem 3.1, shows that θ ∈ Hs+2 (as EL(pnF∗) ≍ n‖pnF∗‖2L2(π)),
which ends the proof of the theorem.
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5 Proof of Theorem 2.1
To avoid cumbersome notations we consider only the case N = 2, as the general case can be argued
using the same proof as below. Theorem 2.1 is an immediate corollary of the following result.
Theorem 5.1. For any (t, x, y) ∈ R × R2d with x 6= y, the processes (Xt,xε (s),Xt,yε (s))s≥t converge
weakly over C([t,+∞);R2d) to (x+ βs−t, y + β′s−t)s≥t, where (βt)t≥0, (β′t)t≥0 are two independent
copies of Brownian motion with the covariance matrix as in (2.6).
This result is not very surprising – two particles starting at two different positions will see
“nearly independent” environments. However, as the realizations of the velocity field in our case
are analytic in space, the argument is slightly more delicate than, say, for velocity fields with finite
range dependence, and relies on Proposition 4.6 rather than the usual mixing properties. As we
have mentioned, convergence of each individual trajectory to a Brownian path is well known under
our assumptions.
Decomposition of the trajectory
Let
ηt,xε,s := τXt,xε (s)/εVs/ε2,
then, using (4.9) and (4.20), we can decompose the k−th component of Xt,xε (s), denoted by Xt,xk,ε(s),
as
Xt,xk,ε(s) = xk +
1
ε
∫ s
t
vk(η
t,x
ε,σ)dσ = xk −
1
ε
∫ s
t
Lχk
(
ηt,xε,σ
)
dσ (5.1)
= xk + εYk,ε(t, s) +
√
2
∫ s
t
〈τ−Xt,xε (σ)/εDχk(η
t,x
ε,σ), dB
ε
σ〉H = xk + εYk,ε(t, s) +
√
2Mxε,k(t, s),
where
Yk,ε(t, s) := χk(τx/εVt/ε2)− χk(ηt,xε,s), Mxε,k(t, s) :=
+∞∑
j=1
∫ s
t
Djχk(ηt,xε,σ)dBˆt,xj,ε (σ),
and Bˆj,ε are defined using the change of variables (4.14) and (4.18)
Bˆt,xj,ε (s) :=
+∞∑
k=1
∫ s
t
ujk
(Xt,xε (σ)
ε
)
dBεk(σ), B
ε
j (t) := εBj(t/ε
2), j = 1, 2, . . . (5.2)
By Corollary 4.5, the main contribution to Xt,xk,ε(s) in (5.1) comes from M
x
ε,k(t, s). In fact, one can
show the following.
Proposition 5.2. For any (t, x) ∈ [0, T ] × Rd and δ > 0 we have
lim
ε→0+
P
[
ε sup
t≤s≤T
|χk(ηt,xε,s)| ≥ δ
]
= 0, k = 1, . . . , d. (5.3)
Proof. Due to stationarity, it suffices only to show that for each k = 1, . . . , d
lim
ε→0+
ε sup
0≤s≤T/ε2
|χk(ηs)| = lim
ε→0+
{
ε2 max
0≤k≤[T/ε2]
Xk
}1/2
= 0, P a.s., (5.4)
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where Xk := supk≤s≤k+1 |χk(ηs)|2. The sequence is stationary and ergodic, thanks to the results of
Section 4.1. The Ito formula (4.20) applied to χk implies that
EX1 < +∞. (5.5)
We claim that
lim
N→+∞
1
N
max
1≤k≤N
Xk = 0, P a.s., (5.6)
which in turn yields (5.4).
Indeed, note first that XN/N → 0, P a.s. Indeed, by the stationarity and ergodicity of the
sequence (XN )N≥1 and the Birkhoff individual ergodic theorem we have
XN
N
=
1
N
N∑
k=1
Xk − N − 1
N
(
1
N − 1
N−1∑
k=1
Xk
)
→ 0, P a.s.
Then
lim
N→+∞
1
N
max
1≤k≤N
Xk = lim
N→+∞
max
1≤k≤N
[
k
N
· Xk
k
]
= 0, P a.s. (5.7)
Decorrelation properties for separated trajectories
Next, we show that if trajectories are “slightly separated” then they have a small co-variation in a
certain sense. We assume without loss of generality that
y = 0, t = 0,
and set
Mxε (s) = (M
x
ε,1(s), . . . ,M
x
ε,d(s)), M
x
ε,k(s) :=M
x
ε,k(0, s).
Let Qεx be the joint law of (X0,xε (s),Xε(s))s≥0 over C2d := C([0,+∞);R2d), where Xε(s) = X0,0ε (s).
We know that each of the components X0,xε (s) and Xε(s) converges to a Brownian motion, so that
the marginals of Qεx form a tight family of measures on Cd, thus Qεx is also a tight family. In light
of (5.1) and Proposition 5.2, the family Q˜εx of the laws of (Mxε (s),Mε(s))s≥0 are also tight, as ε ↓ 0,
and the families Qεx and Q˜εx have the same limiting points as ε ↓ 0, so that we can focus on Q˜εx.
The processes Bˆt,xj,ε (s) are square integrable, continuous trajectory martingales. Thanks to the
expressions
ci,j = 〈Aei, ej〉H , vn,m(x) = 〈Aexn, em〉H ,
as well as stationarity in space, their co-variations are
〈Bˆt,xj1,ε, Bˆ
t,y
j2,ε
〉s =
+∞∑
k,m=1
ck,m
∫ s
t
uj1,k
(Xt,xε (σ)
ε
)
uj2,m
(Xt,yε (σ)
ε
)
dσ
=
∫ s
t
vj1,j2
(Xt,xε (σ)−Xt,yε (σ)
ε
)
dσ, s ≥ t, x, y ∈ Rd, (5.8)
so we have
〈Mxε,k,M0ε,ℓ〉s =
+∞∑
j,m=1
∫ s
0
vj,m
(X0,xε (σ)−Xε(σ)
ε
)
Djχk(η0,xε,σ)Dmχℓ(ηε,σ)dσ =
∫ s
0
mε,x,0k,ℓ (σ)dσ,
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with
mε,x,yk,ℓ (σ) :=
〈
ADχk(η0,xε,σ), τ[X0,xε (σ)−X0,yε (σ)]/εDχℓ
(
η0,yε,σ
)〉
H
, k, ℓ = 1, . . . , d. (5.9)
We now perform a finite-dimensional approximation: given N ∈ N, let DχNk =
∑N
j=1Djχkej. As
d∑
k=1
∫
E
‖Dχk‖2Hdπ < +∞,
we have
lim
N→+∞
d∑
k=1
∫
E
‖Dχk −DχNk ‖2Hdπ = lim
N→+∞
d∑
k=1
+∞∑
j=N+1
∫
E
|Djχk|2dπ = 0. (5.10)
Define mε,x,yk,ℓ,N by (5.9), with Dχk, Dχℓ replaced by DχNk , DχNℓ correspondingly. Recall that
ηt,xs = τXt,x(s)Vs, η
t,x
ε,s = τXt,xε (s)/εVs/ε2 ,
so we have
ηt,xε,s = η
t/ε2,x/ε
s/ε2 .
The following approximation property holds.
Lemma 5.3. For any (s, x) ∈ [0,+∞) × Rd, we have
lim
N→+∞
sup
ε∈(0,1]
E
∣∣∣mε,x,0k,ℓ (s)−mε,x,0k,ℓ,N(s)∣∣∣ = 0, k, ℓ = 1, . . . , d. (5.11)
Proof. The expression under the limit in (5.11) can be estimated using the Cauchy-Schwarz inequal-
ity as
C
{
E
∥∥∥ (Dχk −DχNk ) (η0,x/εs/ε2 )∥∥∥2H
}1/2{
E
∥∥∥τX0,x/ε(s/ε2)−X(s/ε2)Dχℓ(ηs/ε2)∥∥∥2
H
}1/2
+ C
{
E
∥∥∥τX0,x/ε(s/ε2)−X(s/ε2)DχNk (ηs/ε2)∥∥∥2
H
}1/2{
E
∥∥∥ (Dχℓ −DχNℓ ) (η0,x/εs/ε2 )∥∥∥2H
}1/2
,
with a constant C > 0, independent of ε > 0 and N . The group τx is unitary on H and the
processes η
0,x/ε
t/ε2 are stationary in t for each x fixed. Therefore, the above expression equals
C
{∫
E
∥∥Dχk −DχNk ∥∥2Hdπ}1/2{∫
E
‖Dχℓ‖2H dπ
}1/2
+ C
{∫
E
∥∥∥DχNk ∥∥∥2
H
dπ
}1/2{∫
E
∥∥Dχℓ −DχNℓ ∥∥2Hdπ}1/2.
The claim of the lemma can be now concluded directly from (5.10) and Corollary 4.5.
The next lemma shows that if the trajectories are sufficiently far apart, their co-variation is small.
For any measurable set A ⊂ Ω and random variable X, we write E[X,A] = E[X1A].
Lemma 5.4. For any γ ∈ (0, 1), x 6= 0 and s,N > 0 we have
lim
ε→0
E
[∣∣∣mε,x,0k,ℓ,N(s)∣∣∣ , |X0,xε (s)−Xε(s)| ≥ εγ] = 0, k, ℓ = 1, . . . , d. (5.12)
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Proof. We write (5.9) as
mε,x,0k,ℓ,N(s) =
N∑
j,p=1
Djχk
(
η
0,x/ε
s/ε2
)Dpχℓ(ηs/ε2)vj,p(X0,xε (s)−Xε(s)ε
)
, (5.13)
and estimate
E
[|mε,x,Nk,ℓ (s)|, |X0,xε (s)−Xε(s)| ≥ εγ] ≤ N∑
j,p=1
sup
|x|≥εγ−1
|vj,p(x)|E
∣∣Djχk(η0,x/εs/ε2 )Dpχℓ(ηs/ε2)∣∣
≤
N∑
j,p=1
sup
|x|≥εγ−1
|vj,p(x)|‖Djχk‖L2(π)‖Dpχℓ‖L2(π).
Now, the conclusion of the lemma follows from Proposition 4.6 since N is finite.
The concatenated process
Let Ms be the natural filtration corresponding to the canonical process (X(s), Y (s))s≥0 on C2d,
andM be the smallest σ-algebra generated by allMs, s ≥ 0. Fix γ ∈ (0, 1), and for any (X,Y ) ∈ C2d
and ε ≥ 0 let
Tε(X,Y ) := inf {s ≥ 0 : |X(s)− Y (s)| ≤ εγ} .
We adopt the convention that the infimum of an empty set equals +∞. Let us modify the pro-
cesses Mxε (s) and Mε(s) as follows:
M˜xε (s) :=
{
Mxε (s), 0 ≤ s ≤ T˜ε,
Mxε (T˜ε) + βs−T˜ε , T˜ε ≤ s,
M˜ε(s) :=
{
Mε(s), 0 ≤ s ≤ T˜ε,
Mε(T˜ε) + β˜s−T˜ε , T˜ε ≤ s.
Here T˜ε := Tε(X
x
ε ,Xε), and βs and β˜s are two copies of the Brownian motion with the covariance
given by (2.6) that are independent of each other and of (Xxε (s),Xε(s))s≥0. We denote by Qˆεx the
law of (M˜xε (s), M˜ε(s))s≥0 on (C2d,M), and the law of (x+ βs, y + β˜s) by Qx,y.
The following proposition shows that the law Qˆεx becomes close to Qx,0, as ε→ 0. To abbreviate
the notation, we set
Nt(G) := G(X(t), Y (t))−G(X(0), Y (0)) −
t∫
0
(Ax +Ay)G(X(̺), Y (̺))) d̺
for any G ∈ C20 (R2d) and t ≥ 0. Here Ax, Ay denote the differential operators of the form
AG(x) :=
1
2
d∑
k,ℓ=1
akℓ∂
2
xk,xℓ
G(x), (5.14)
acting on the x and y variables respectively.
Proposition 5.5. For any x ∈ Rd, the family of laws (Qˆεx)ε∈(0,1] is tight. Suppose, in addition,
that x 6= 0, ζ ∈ Cb((R2d)n), and 0 ≤ t1 < · · · < tn ≤ t < v ≤ T . Then, we have
lim
ε→0
Eεx
{
[Nv(G) −Nt(G)] ζ˜
}
= 0 (5.15)
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for any G ∈ C20(R2d). Here Eεx denotes the expectation with respect to Qˆεx, and
ζ˜(X,Y ) := ζ(X(t1), Y (t1), . . . ,X(tn), Y (tn)), (X,Y ) ∈ C2d.
Proof. Tightness is a direct consequence of the tightness of Q˜εx, ε ∈ (0, 1], so we only need to
show (5.15). Denote
mˆε,xk,ℓ(s) :=

mε,x,xk,ℓ (s), s ≤ T˜ε,
akℓ, T˜ε < s,
m˜εk,ℓ(s) :=

mε,x,0k,ℓ (s), s ≤ T˜ε,
0, T˜ε < s,
where mε,x,yk,ℓ were defined in (5.9). Using the Itô formula, we conclude that
N εt (G) := G(M˜xε (t), M˜ε(t))−G(M˜xε (0), M˜ε(0))−
∫ t
0
(Axε (s)G+A
x,0
ε (s)G+A
0
ε(s)G)(M˜
x
ε (s), M˜ε(s))ds
is a martingale, where
Axε (s)G(x, y) :=
1
2
d∑
k,ℓ=1
mˆε,xk,ℓ(s)∂
2
xk ,xℓ
G(x, y),
A0ε(s)G(x, y) :=
1
2
d∑
k,ℓ=1
mˆε,0k,ℓ(s)∂
2
yk,yℓ
G(x, y),
and
Ax,0ε (s)G(x, y) :=
d∑
k,ℓ=1
m˜εk,ℓ(s)∂
2
xk ,yℓ
G(x, y).
Let
ζ˜ε := ζ(M˜
x
ε , M˜ε) and ζ˜
′
ε = ζ(X
0,x
ε ,Xε).
Since
lim
ε→0
Eεx
{
[Nv(G)−Nt(G)] ζ˜
}
= lim
ε→0
{
E
{[
Nv(G; M˜
x
ε , M˜ε)−Nt(G; M˜xε , M˜ε)
]
ζ˜ε
}
− E
{
[N εv (G)−N εt (G)]ζ˜ε
}}
,
to prove (5.15), it suffices to show that
lim
ε→0
E
{[∫ v
t
(Axε (σ)−Ax)G(M˜xε (σ), M˜ε(σ))dσ
]
ζ˜ε
}
= 0,
lim
ε→0
E
{[∫ v
t
(
A0ε(σ)−Ay
)
G(M˜xε (σ), M˜ε(σ))dσ
]
ζ˜ε
}
= 0, (5.16)
lim
ε→0
E
{[∫ v
t
Ax,0ε (σ)G(M˜
x
ε (σ), M˜ε(σ))dσ
]
ζ˜ε
}
= 0.
Choose an arbitrary δ > 0 and integers N1, N2 > 0, and divide the interval [t, v] into subinter-
vals [sk−1, sk], with sk := t+ k(v − t)/N1, k = 0, . . . , N1. As the laws of (M˜xε , M˜ε) are tight, we can
choose N1, N2 sufficiently large so that the limit of the first expression in (5.16) differs only by δ
from
lim
ε→0
N1∑
j=1
E
{[∫ sj∧T˜ε
sj−1∧T˜ε
w
(N2)
k,ℓ (η
sj−1,X
0,x
ε (sj−1)/ε
ε,σ )∂
2
xk,xℓ
G(M˜xε (sj−1), M˜ε(sj−1))dσ
]
ζ˜ε
}
, (5.17)
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where
w
(N2)
k,ℓ := 〈ADP0,N2χk,DP0,N2χℓ〉H −
∫
E
〈ADP0,N2χk,DP0,N2χℓ〉Hdπ
and P0,N2 :=
∑N2
n=0 pn. Clearly w
(N2)
k,ℓ ∈ H∞. Let θ(N2)k,ℓ ∈ H∞ be the mean-zero solutions of
− Lθ(N2)k,ℓ = w(N2)k,ℓ , k, ℓ = 1, . . . , d, (5.18)
that exist, thanks to Theorem 4.3. Using formula (4.20) we get
dθ
(N2)
k,ℓ (η
s,x
ε,σ) = −
1
ε2
Lθ(N2)k,ℓ (ηs,xε,σ)dσ +
1
ε
〈
τ−Xs,xε (σ)/εDθ
(N2)
k,ℓ (η
s,x
ε,σ), dB
ε
σ
〉
H
,
with Bεσ := εBσ/ε2 . Substituting from the above into (5.17), we conclude that
E
{[∫ sj∧T˜ε
sj−1∧T˜ε
Lθ(N2)k,ℓ (η
sj−1/ε2,X0,x/ε(sj−1/ε2)
σ/ε2 )∂
2
xk,xℓ
G(M˜xε (sj−1), M˜ε(sj−1))dσ
]
ζ˜ε
}
= O(ε2).
It follows that
lim
ε→0
N1∑
j=1
E
{[∫ sj∧T˜ε
sj−1∧T˜ε
Lθ(N2)k,ℓ (η
sj−1/ε2,X0,x/ε(sj−1/ε2)
σ/ε2 )∂
2
xk,xℓ
G(M˜xε (sj−1), M˜ε(sj−1))dσ
]
ζ˜ε
}
= 0,
for any N1, N2 fixed, and the first equality in (5.16) follows. The second equality can be obtained
in the same way. The third equality is then a direct consequence of Lemma 5.3 and 5.4.
It follows from Proposition 5.5 that Qˆεx converge weakly, as ε→ 0 to Qx,0. We also have
Q˜εx(A,Tε > T ) = Qˆεx(A,Tε > T ), A ∈MT , T > 0, ε ∈ (0, 1]. (5.19)
Therefore, for any 0 < ε < ε′ ≤ 1 we have
Q˜εx(Tε ≤ T ) = Qˆεx(Tε ≤ T ) ≤ Qˆεx(Tε′ ≤ T ). (5.20)
Passing to the limit, as ε → 0, and using elementary properties of weak convergence of probability
measures, we see that
lim sup
ε→0
Qˆεx(Tε′ ≤ T ) ≤ Qx,0(Tε′ ≤ T ), ε′ ∈ (0, 1]. (5.21)
The last point is that, as βt and β˜t are two independent Brownian motions with non-degenerate
covariances, and d ≥ 2, we have
Qx,0(T0 < T ) = 0, for any T > 0, x 6= 0. (5.22)
The weak convergence of Qˆεx to Qx,0 and (5.19)-(5.22) imply the conclusion of Theorem 5.1.
Proof of Corollary 2.2
It suffices to show that
lim
ε→0
E〈uε(t), ϕ〉 = 〈u¯(t), ϕ〉 and lim
ε→0
E〈uε(t), ϕ〉2 = 〈u¯(t), ϕ〉2. (5.23)
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The first equality follows from the weak convergence of uε(t, x) = u0
(
Xt,xε (T )
)
to u0(x+ βT−t). To
prove the second equality, observe that for any ϕ ∈ C∞0 (Rd)
lim
ε→0
E〈uε(t), ϕ〉2 =
∫
R2d
{
lim
ε→0
E
[
u0
(
Xt,xε (T )
)
u0
(
Xt,yε (T )
)]}
ϕ(x)ϕ(y)dxdy.
Using Theorem 5.1 we conclude that the right side equals∫
R2d
E
[
u0(x+ βT−t)u0(y + β˜T−t)
]
ϕ(x)ϕ(y)dxdy = 〈u¯(t), ϕ〉2.
6 Proofs of Theorem 2.3 and Corollary 2.4
Let f˜ : DT × E → R be given by
f˜(t, x, u,w) := f(t, x, u,w)− f¯(t, x, u),
where f¯ is defined by (2.13), and Θ : DT × E → R be the unique solution of
− LΘ(t, x, u,w) = f˜(t, x, u,w),
∫
E
Θ(t, x, u,w)dπ = 0, (t, x, u) ∈ DT . (6.1)
We note that (t, x, u) ∈ DT is fixed in (6.1), and the L operator is acting only on the variable w ∈ E .
To simplify the notation, we will keep the dependence on w implicit. By the Itô formula (4.20),∫ s2
s1
f˜(s, y, u, ηt,xε,σ)dσ = ε
2∆εs1,s2Θ(s, y, u) + ε∆
ε
s1,s2Mε(s, y, u), (6.2)
where
∆εs1,s2Θ(s, y, u) := Θ(s, y, u, η
t,x
ε,s1)−Θ(s, y, u, ηt,xε,s2),
∆εs1,s2M(s, y, u) :=
∫ s2
s1
〈τ−Xt,xε (σ)DΘ(s, y, u, η
t,x
ε,σ), dB
ε
σ〉H , t ≤ s, s1, s2 ≤ T, s1 < s2,
and Bεt := εB(t/ε
2). To simplify the notation, we will omit the dependence of Θ on the w variable.
Given any N > 0, we let
KN := [(y, u) ∈ Rd+1 : max{|y|, |u|} ≤ N ]. (6.3)
Lemma 6.1. For any N > 0, p ∈ (1,+∞) and t ≤ s1 < s2 ≤ T , we have
sup
s∈[t,T ]
〈
sup
(y,u)∈KN
|Θ(s, y, u)|p
〉
π
< +∞, (6.4)
and
lim sup
ε→0
sup
s∈[t,T ]
〈
sup
(y,u)∈KN
|∆εs1,s2M(s, y, u)|2
〉
π
< +∞. (6.5)
Proof. Given an integer multi-index m = (m0, . . . ,md), we denote by |m| =
∑d
j=0 mj, and by ∇m
the mixed partial ∂m0u ∂
m1
y1 . . . ∂
md
yd
. Then ∇mΘ(t, y, u) is the unique π-zero-mean solution of
− L∇mΘ(t, y, u) = ∇mf˜(t, y, u). (6.6)
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In addition, thanks to (4.6) and (4.7), for any p ∈ (1,+∞) there exists C > 0 such that
‖∇mΘ(t, y, u)‖Lp(π) ≤ C‖∇mf˜(t, y, u)‖Lp(π), (t, y, u) ∈ DT . (6.7)
The Sobolev embedding theorem implies that for p > d+ 1 there exists a constant C > 0 such that
sup
(y,u)∈KN
|Θ(t, y, u)|p ≤ C
∫
KN
[
|Θ(t, y, u)|p +
∑
|m|=1
|∇mΘ(t, y, u)|p
]
dydu. (6.8)
Integrating both sides of (6.8) in the w variable and using (6.7), we obtain (6.4).
Next, we proceed with the proof of (6.5). It is clear from the definition of the Malliavin derivative,
see (3.25) and (3.24), that
D∇mΘ(t, y, u) = ∇mDΘ(t, y, u),
and
∇m(∆εs1,s2M)(s, y, u) = ∫ s2
s1
〈τ−Xt,xε (σ)∇
mDΘ(s, y, u; ηt,xε,σ), dBεσ〉H , t ≤ s, s1, s2 ≤ T.
Again, thanks to the Sobolev embedding theorem, there exists a constant C > 0 such that
sup
(y,u)∈KN
[
∆εs1,s2M(s, y, u)
]2 ≤ C ∫
KN
{[
∆εs1,s2M(s, y, u)
]2
+
∑
|m|=n
[∇m(∆εs1,s2M)(s, y, u)]2}dydu,
(6.9)
provided that n > (d + 1)/2. Using the Itô isometry and the above estimate, we conclude that for
any s1 < s2
E
{
sup
(y,u)∈KN
[
∆εs1,s2M(s, y, u)
]2} ≤ C(s2 − s1) ∫
KN
〈
‖DΘ(s, y, u)‖2H +
∑
|m|=n
‖D∇mΘ(s, y, u)‖2H
〉
π
dydu
≤ C(s2 − s1)
∫
KN
[
EL (Θ(s, y, u)) +
∑
|m|=n
EL (∇mΘ(s, y, u))
]
dydu. (6.10)
This proves (6.5) in light of (6.7) and (2.12).
Next, let
Uε(s) := uε(s,X
t,x
ε (s)), Fε(s) := f(s,X
t,x
ε (s), Uε(s), η
t,x
ε,s) (6.11)
and F˜ε(s) := f˜(s,X
t,x
ε (s), Uε(s), η
t,x
ε,s), t ≤ s ≤ T. We have
uε(t, x) = Uε(t)
and
Uε(T ) = Uε(s) +
∫ T
s
Fε(σ)dσ, (6.12)
so that
Uε(T )− Uε(s)−
∫ T
s
f¯(σ,Xt,xε (σ), Uε(σ))dσ =
∫ T
s
F˜ε(σ)dσ. (6.13)
The following lemma shows that the random fluctuation in the r.h.s. of the above display is negligible
in the limit.
Proposition 6.2. For any δ > 0, t ≤ s ≤ T we have
lim
ε→0
P
[∣∣∣ ∫ T
s
F˜ε(σ)dσ
∣∣∣ ≥ δ] = 0. (6.14)
26
Proof. Since f is bounded, the laws of the processes (Uε(s))t≤s≤T are tight over C[t, T ], as ε → 0.
In consequence, the laws of the joint process
(
Xt,xε (s), Uε(s)
)
t≤s≤T are also tight. Given any ρ > 0,
one can choose N > 0 such that
P
[
sup
s∈[t,T ]
max[|Xt,xε (s)|, |Uε(s)|] ≥ N
]
< ρ, ε ∈ (0, ε0]. (6.15)
Thanks to (6.15), we can find a sufficiently large N so that
lim sup
ε→0
P
[∣∣∣ ∫ T
s
F˜ε(σ)dσ
∣∣∣ ≥ δ, sup
s∈[t,T ]
max[|Xt,xε (s)|, |Uε(s)|] ≥ N
]
<
ρ
3
. (6.16)
Let M be a non-negative integer and tj := s + j(T − s)/M , j = 0, . . . ,M . Using the tightness of(
Xt,xε (s), Uε(s)
)
t≤s≤T , we can choose a sufficiently large M0 so that
lim sup
ε→0
sup
M≥M0
P
[ ∫ T
s
∣∣∣F˜ε(σ)− F˜M,ε(σ)∣∣∣ dσ ≥ δ] < ρ
3
, (6.17)
where
F˜M,ε(s) := f˜
(
tj,X
t,x
ε (tj), Uε(tj), η
t,x
ε (s)
)
, tj ≤ s < tj+1, j = 0, . . . ,M − 1.
To prove (6.14), it suffices to show that given M , N and ρ > 0 we have
lim sup
ε→0
P
[∣∣∣ ∫ T
s
F˜M,ε(σ)dσ
∣∣∣ ≥ δ, sup
s∈[t,T ]
max[|Xt,xε (s)|, |Uε(s)|] ≤ N
]
<
ρ
3
. (6.18)
Obviously, we have
∣∣∣ ∫ T
s
F˜M,ε(σ)dσ
∣∣∣ ≤ M−1∑
j=1
∣∣∣ ∫ tj+1
tj
f˜
(
tj,X
t,x
ε (tj), Uε(tj), η
t,x
ε,σ
)
dσ
∣∣∣.
Estimate (6.18) holds, provided we prove that for any N > 0 and t ≤ s ≤ s′ ≤ T :
lim sup
ε→0
E
[
sup
(y,u)∈KN
∣∣∣ ∫ s′
s
f˜
(
s, y, u, ηt,xε,σ
)
dσ
∣∣∣] = 0. (6.19)
The latter however is a direct consequence of the decomposition (6.2) and Lemma 6.1.
Given X ∈ C([t, T ];Rd) we let U := Φ(X) ∈ C[t, T ] be the unique solution of
u0(X(T )) = U(s) +
∫ T
s
f¯(σ,X(σ), U(σ))dσ, s ∈ [t, T ]. (6.20)
Suppose that Qε are the laws of
(
Xt,xε (s), Uε(s)
)
s≤T over C([t, T ];R
d+1) for ε ∈ (0, 1]. Let Q∗ be
the limiting law of Qεn for some sequence εn → 0. Thanks to Proposition 6.2, we know that Q∗ is
supported on the set
C := {(X,U) : X ∈ C([t, T ];Rd), U = Φ(X)}.
As
(
Xt,xε (s)
)
s∈[t,T ] converges in law to (x+ βs−t)s∈[t,T ], as ε→ 0, and uε(t, x) = Uε(t), we know that
for fixed (t, x), uε(t, x) converges in distribution to U(t; t, x) with U(s; t, x) solving
u0 (x+ βT−t)− U(s; t, x) =
∫ T
s
f¯ (σ, x+ βσ−t,U(σ; t, x)) dσ, t ≤ s ≤ T. (6.21)
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Concerning the convergence of the multi-point statistics the argument from Section 4.4 proves
that for N distinct points x1, . . . , xN ∈ Rd the process (Xt,x1ε (s), . . . ,Xt,xNε (s))s≥t converges in law
to (x1 + β
(1)
s−t, . . . , x1 + β
(N)
s−t )s≥t, where (β
(j)
s )s≥0, j = 1, . . . , N are i.i.d. Brownian motions with
the covariance (4.10). This, in turn implies that (U (1)(t, x1), . . . ,U (N)(t, xn)), the respective limit
of (uε(t, x1), . . . , uε(t, xN )) is determined by the solutions of (6.21) based on (β
(j)
s )s≥0, j = 1, . . . , N ,
thus they are independent. This ends the proof of Theorem 2.3.
The proof of Corollary 2.4 follows essentially from the same argument as Corollary 2.2. It
suffices only to note that from (6.12) it follows that ‖uε(t, ·)‖L∞(Rd), is deterministically bounded
for ε ∈ (0, 1). Thus the random variables 〈uε(t), ϕ〉 are also deterministically bounded , for any test
function ϕ ∈ L1(Rd). We can repeat then the argument used to show (5.23) to conclude (2.15).
7 Proof of Theorem 2.6
7.1 The limiting dynamics and the proof of Proposition 2.5
Let us first explain how the coefficients b and c˜j in (2.20) are defined. We set
b (s, y, u) := 〈∇yΘ(s, y, u, ·) · v(·)〉π + 〈∂uΘ(s, y, u, ·) f (s, y, u, ·)〉π , (7.1)
where Θ : DT × E → R is the solution of (6.1), with f˜ in the right side replaced by f – recall that
now we assume f has mean zero.
In order to define c˜j , recall that the constant matrix S = a
1/2, with aij given by (4.10):
aij := EL(χi, χj), i, j = 1, . . . , d.
In particular, a is non-singular. Then c˜0(s, y, u) ≥ 0 and c˜T (s, y, u) = [c˜1(s, y, u), . . . , c˜d(s, y, u)] are
determined by
Sc˜ = c, c˜20(s, y, u) := c0(s, y, u)−
d∑
j=1
c˜2j (s, y, u) (7.2)
with cT = [c1, . . . , cd] and c0 given by
c0(s, y, u) = EL(Θ(s, y, u)), cj(s, y, u) := EL(Θ(s, y, u), χj), j = 1, . . . , d. (7.3)
We can write
c˜j(s, y, u) =
d∑
k=1
S−1jk ck = EL(Θ(s, y, u), χ˜j),
with the functions
χ˜j :=
d∑
k=1
S−1jk χk, j = 1, . . . , d,
that are orthonormal with respect to the inner product EL(·, ·):
EL(χ˜j , χ˜m) =
d∑
k,p=1
S−1jk S
−1
mpEL(χk, χp) =
d∑
k,p=1
S−1jk akpS
−1
mp = δjm.
Thus, we have
d∑
j=1
c˜2j (s, y, u) =
d∑
j=1
E2L(Θ(s, y, u), χ˜j) ≤ EL(Θ(s, y, u)) = c0(s, y, u).
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Let now (Xt,x(s), U t,x,u(s)), s ≤ T be the solution of (2.20) with the above coefficients b and c˜j ,
fix (t, x) ∈ R1+d and T > t, and let
ξt,xs (u) := (s
t,x
s )
′(u) =
∂
∂u
U t,x,u(s), (s, u) ∈ [t, T ]× R.
By the equation satisfied by U t,x,u(s), it is clear that for a fixed u, the process
(
ξt,xs (u)
)
t≤s≤T is a
semimartingale that satisfies
ξt,xs (u) = 1 +
∫ s
t
α(σ)ξt,xσ (u)dσ +
d∑
j=0
∫ s
t
γj(σ)ξ
t,x
σ (u)dβ˜j(σ), (7.4)
with
α(σ) :=
∂b
∂u
(σ,Xt,x(σ), U t,x,u(σ)), γj(σ) :=
∂c˜j
∂u
(σ,Xt,x(σ), U t,x,u(σ)).
The unique solution of (7.4) is given by ξt,xs (u) = exp {Z(s)}, s ∈ [t, T ], with
Z(s) :=
∫ s
t
{
α(σ) − 1
2
d∑
j=0
γ2j (σ)
}
dσ +
d∑
j=0
∫ s
t
γj(σ)dβ˜j(σ). (7.5)
Thus, ξt,xs (u) > 0 a.s., and since for any s ∈ [t, T ] we have
lim
u→±∞
U t,x,u(s) = ±∞, a.s.,
we conclude from the above that st,xs (u) = U
t,x,u(s), u ∈ R is a diffeomorphism. This ends the proof
of Proposition 2.5.
7.2 The truncated dynamics and convergence of the forward process
Recall that we use the notation St,xε (s, u) = U
t,x,u
ε (s), where U
t,x,u
ε (s) is the solution of
U t,x,uε (s) = u+
1
ε
∫ s
t
fε(σ)dσ, t ≤ s ≤ T, (7.6)
where we used the simplified notation
fε(σ) = f
(
σ,Xt,xε (σ), U
t,x,u
ε (σ), V
( σ
ε2
,
Xt,xε (σ)
ε
+ ·
))
= f
(
σ,Xt,xε (σ), U
t,x,u
ε (σ), η
t,x
ε,σ
)
.
The mapping st,xs,ε(u) := S
t,x
ε (s, u), is a diffeomorphism of R onto itself for each (t, x) and t ≤ s ≤ T .
Indeed, for each fixed ε > 0, the derivative process
ξt,xs,ε(u) := (s
t,x
s,ε)
′(u) =
∂
∂u
U t,x,uε (s)
satisfies the linear equation
ξt,xs,ε(u) = 1 +
1
ε
∫ s
t
∂fε
∂u
(σ)ξt,xσ,ε(u)dσ, (7.7)
thus ξt,xs,ε(u) > 0 a.s., and since limu→±∞ s
t,x
s,ε(u) = ±∞ a.s., it is a diffeomorphism. Therefore, for
uε(t, x) to satisfy (2.16), it is equivalent to
s
t,x
T,ε (uε(t, x)) = u0(X
t,x
ε (T )). (7.8)
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The first step in the proof of Theorem 2.6 is to establish tightness of the family (Xt,xε (·),St,xε (·)).
However, instead of proving this directly, we will first prove tightness for a truncated family of
processes (Xt,xε (·),St,xε,M (·)) – note that only the St,xε component is truncated – and identify the
corresponding limit as ε → 0. Then, using the properties of the limit process, we will show that
“truncation does not matter”, and get the limit for the original, un-truncated process. To this end,
take M > 1 and set
f (M)(s, y, v, w) := φM (y, v)f(s, y, v, w), (s, y, v, w) ∈ DT × E .
Here, φM : R
1+d → [0, 1] is a smooth cut-off function such that
φM ≡ 1 on KM := [(y, v) : |y| ≤M, |v| ≤M ],
and φM is supported in KM+2, with ‖∇φM‖∞ ≤ 1. We define U t,x,uε,M (s) as the solution of a modified
equation (6.13):
U t,x,uε,M (s) = u+
1
ε
∫ s
t
f (M)ε (σ)dσ, t ≤ s ≤ T, (7.9)
with
f (M)ε (σ) := f
(M)(σ,Xt,xε (σ), U
t,x,u
ε,M (σ), η
ε
t,x(σ)),
where we write
ηεt,x(σ) = η
t,x
ε,σ
to emphasize its dependence on σ as a process. We denote by St,xε,M (s, u) and s
t,x
s,ε,M(u) the random
field and family of diffeomorphisms corresponding to U t,x,uε,M (s), and by uε,M(t, x) the unique solution
of
s
t,x
T,ε,M (uε,M(t, x)) = u0(X
t,x
ε (T )). (7.10)
To define the limit of the truncated dynamics, let U t,x,uM (s) be the solution of the SDE
U t,x,uM (s) = u+
∫ s
t
bM (σ,X
t,x(σ), U t,x,uM (σ))dσ +
d∑
j=0
∫ s
t
c˜M,j(σ,X
t,x(σ), U t,x,uM (σ))dβ˜j(σ), (7.11)
with bM and c˜M as in (7.1), (7.2) and (7.3) but with Θ and f replaced by ΘM and f
(M), respectively.
Here, ΘM (s, y, v, w) := φM (y, v)Θ(s, y, v, w) is the solution to the cell problem (6.1) with f
(M) in the
right side. This generates the random field {St,xM (s, u) = U t,x,uM (s)}(s,u)∈[t,T ]×R and the corresponding
diffeomorphisms st,xT,M (u) := S
t,x
M (T, u). We let uM (t, x) be the unique solution of
s
t,x
T,M (uM (t, x)) = u0(X
t,x(T )). (7.12)
We will call (St,xε,M (·),Xt,xε (·)) the “forward process”, and the goal of this section is
Proposition 7.1. Given M > 1 and (t, x) ∈ [0, T ] × Rd, the processes (St,xε,M (·),Xt,xε (·)) converge
weakly, as ε → 0, over C([t, T ] × R) × C([t, T ]), equipped with the standard Frechet metric, to
(St,xM (·),Xt,x(·)).
Proof. We will use the following notation: we set gε,M(s, u) := g(s,X
t,x
ε (s), U
t,x,u
ε,M (s), η
ε
t,x(s)) for a
given field g : DT × E → R, and also use g′ε|u(s) and ∇xgε(s) to denote the processes corresponding
to gu := ∂g/∂u and ∇xg, respectively. Using the Itô formula for
Θε(s) = Θ(s,X
t,x
ε (s), U
t,x,u
ε (s), η
ε
t,x(s)),
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and recalling that
−LΘ(t, x, u,w) = f(t, x, u,w),
we obtain
dΘε(s) =
{
∂sΘε(s) +
1
ε
[
∇xΘε (s) · v(ηεt,x(s)) + Θ′ε|u (s) fε (s)
]
− 1
ε2
fε (s)
}
ds (7.13)
+
1
ε
〈
τ−Xt,xε (s)/εDΘε (s) , dB
ε
s
〉
H
,
which, in turn, gives
1
ε
fε (s) ds = −εdΘε (s) +
{
ε∂sΘε (s) +∇xΘε (s) · v(ηεt,x(s)) + Θ′ε|u (s) fε (s)
}
ds (7.14)
+
〈
τ−Xt,xε (s)/εDΘε (s) , dB
ε
s
〉
H
.
The obvious analogs of (7.13) and (7.14) for Θε,M(s) and f
(M)
ε (s), together with (7.9), lead to a
decomposition
S
t,x
ε,M(s, u) =
2∑
j=0
S
t,x
ε,M,j(s, u), (7.15)
with
S
t,x
ε,M,0(s, u) := εΘε,M (t, u)− εΘε,M (s, u) + ε
∫ s
t
∂σΘε,M (σ, u) dσ,
S
t,x
ε,M,1(s, u) := u+
∫ s
t
{
∇xΘε,M (σ, u) · v(ηεt,x(σ)) + Θ′ε,M |u (σ, u) fε,M (σ, u)
}
dσ, (7.16)
S
t,x
ε,M,2(s, u) :=
∫ s
t
〈
τ−Xt,xε (σ)/εDΘε,M (σ, u) , dB
ε
σ
〉
H
, t ≤ s ≤ T.
The terms in the right side of (7.15) satisfy several estimates given by Lemmas 7.2 and 7.4 below,
which we will use to prove the tightness of St,xε,M(s, u). Take arbitrary η, η
′ > 0 and N > 1. Since
the right side of (7.16) vanishes for |u| > M + 2, we may assume that N ≤ M + 2. According to
Corollary 7.3 and Lemma 7.4, we can choose δ > 0 and L > 1 such that lim supε→0 P[Eε,L,δ,η′ ] < η,
where
Eε,L,δ,η′ :=
[
sup
t≤s<s′≤T,|u|≤N
s′−s<δ
∣∣∣St,xε,M(s′, u)−St,xε,M(s, u)∣∣∣ ≥ η′2 , or sups∈[t,T ],|u|≤N |ξt,xs,ε,M(u)| > L
]
(7.17)
However, we have Eε,L,δ,η′ ⊃ Eε,δ′,η′ , with δ′ := min[δ, η′(2L)−1], and
Eε,δ′,η′ :=
[
sup
s,s′∈[0,T ],|u|,|u′|≤N
|s′−s|+|u−u′|<δ′
∣∣∣St,xε,M (s′, u′)−St,xε,M (s, u)∣∣∣ ≥ η′]. (7.18)
Hence, lim supε→0 P[Eε,δ′,η′ ] < η and tightness follows from Theorem 2.7.3, p. 82 of [3].
In order to identify the limit, it suffices to prove that for any n ≥ 1 and (s′1, u1), . . . , (s′n, un) ∈
[t, T ]× R, s1, . . . , sn ∈ [t, T ], we have(
S
t,x
ε,M (s
′
1, u1), . . . ,S
t,x
ε,M (s
′
n, un),X
t,x
ε (s1), . . . ,X
t,x
ε (sn)
)
ε→0
=⇒
(
S
t,x
M (s
′
1, u1), . . . ,S
t,x
M (s
′
n, un),X
t,x(s1), . . . ,X
t,x(sn)
)
.
(7.19)
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To show (7.19), we can use (5.1) together with (7.15) (recall that St,xε,M (u) = U
t,x,u
ε,M (s)) and apply a
weak convergence argument for semimartingales analogous to the one used in Section 6. Since the
argument is rather similar, we do not present the details. This finishes the proof of Proposition 7.1.
In the following, we present the technical lemmas used in the proof of Proposition 7.1.
Lemma 7.2. For each M > 1 we have
lim
ε→0
E
[
sup
s∈[t,T ],|u|≤M+2
∣∣∣St,xε,M,0(s, u)∣∣∣ ] = 0. (7.20)
In addition, we have
lim
δ→0
lim sup
ε→0
E
[
sup
t≤s<s′≤T,|u|≤M+2
s′−s<δ
∣∣∣St,xε,M,1(s′, u)−St,xε,M,1(s, u)∣∣∣ ] = 0, (7.21)
and, for any η > 0 we have
lim
δ→0
lim sup
ε→0
P
[
sup
t≤s<s′≤T,|u|≤M+2
s′−s<δ
∣∣∣St,xε,M,2(s′, u)−St,xε,M,2(s, u)∣∣∣ > η] = 0. (7.22)
As a direct corollary, we conclude the following.
Corollary 7.3. For each M > 1 and η > 0, we have
lim
δ→0
lim sup
ε→0
P
[
sup
t≤s<s′≤T,|u|≤M+2
s′−s<δ
∣∣∣St,xε,M(s′, u)−St,xε,M (s, u)∣∣∣ > η] = 0. (7.23)
We will also need a bound on the derivative process
ξt,xs,ε,M(u) := (s
t,x
s,ε,M)
′(u) =
∂
∂u
U t,x,uε,M (s),
which satisfies an integral equation
ξt,xs,ε,M(u) = 1 +
1
ε
∫ s
t
f ′ε,M |u(σ)ξ
t,x
σ,ε,M (u)dσ. (7.24)
Lemma 7.4. For any M > 1, we have
lim
L→+∞
lim sup
ε→0
P
[
sup
s∈[t,T ],|u|≤M+2
|ξt,xs,ε,M(u)| > L
]
= 0. (7.25)
Proof of Lemma 7.2
Proof of (7.20) and (7.21). Using the Sobolev embedding, we can estimate
sup
s∈[t,T ],|u|≤M+2
|Θε,M(s, u)| ≤ sup
(s,y,v)∈D˜M+2
|Θ(s, y, v)| ≤ CM
{
‖Θ‖Lp(D˜M+2) + ‖∇Θ‖Lp(D˜M+2)
}
,
(7.26)
with p > d+ 2, constant CM > 0 independent of ε and
D˜M := [t, T ]×KM .
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Taking the expectation in both sides of (7.26), we obtain that, for each N,M ≥ 1:
lim
ε→0
E
[
ε sup
s∈[t,T ], |u|≤M+2
|Θε,M(s, u)|
]
= 0, (7.27)
and (7.20) follows.
A similar argument shows that
lim sup
ε→0
E
[
sup
s∈[t,T ], |u|≤M+2
|∇xΘε,M(s, u) · v(ηεt,x(s))|
]
< +∞, (7.28)
lim sup
ε→0
E
[
sup
s∈[t,T ], |u|≤M+2
|Θ′ε,M |u(s, u)fε,M (s, u)|
]
< +∞.
These estimates imply (7.21).
Proof of (7.22). We start with the following “finite-rank” approximation.
Lemma 7.5. Let M > 1, m,m1 ≥ 0 and f : D˜M × E → R be such that
max
|k|≤m1
esssupw∈E‖Dkf‖Cm(D˜M ) < +∞.
Then, for any δ > 0, there exist ϕ1, . . . , ϕN ∈ Cm(DT ) and Φ1, . . . ,ΦN ∈ Wm1,∞ (cf (3.6)) such
that
max
|k|≤m1
esssupw∈E‖Dkf(·, w) −Dkf˜(·, w)‖Cm(D˜M ) < δ, (7.29)
where
f˜(s, y, u,w) :=
N∑
j=1
ϕj(s, y, u)Φj(w), (s, y, u,w) ∈ DT × E . (7.30)
Proof. To simplify the presentation, we assume that f does not depend on y and k = 0. Let us
partition the rectangle [t, T ]× [−M,M ] using the grid points
t = t0 < . . . < tn = T, −M = m0 < . . . < mn =M, ti−ti−1 = T − t
n
, mi−mi−1 = 2M
n
, i = 1, . . . , n.
Let ∆i,i′ := [ti−1, ti]× [mi′−1,mi′ ] and
m∗i′ :=
mi′ +mi′−1
2
, t∗i :=
ti + ti−1
2
, i, i′ = 1, . . . , n,
and ∆0i,i′ be an open neighborhood of ∆i,i′ contained in[
ti−1 − T − t
2n
, ti +
T − t
2n
]
×
[
mi′−1 − M
n
,mi′ +
M
n
]
.
Let φi,i′ : R
2 → [0, 1] be a smooth partition of unity on [t, T ] × [−M,M ] subordinated to the open
covering
(
∆0i,i′
)
of [t, T ]× [−M,M ]. We may assume that φi,i′ ≡ 1 in some neighborhood of (t∗i ,m∗i′).
Since the function (s, u) 7→ f(s, u, ·) is uniformly continuous from [t, T ]× [−M,M ] to L∞(π), we
can choose n sufficiently large so that |f(s, u)− f(s′, u′)| < δ for (s, u), (s′, u′) ∈ ∆0i,i′ . Let
f˜(s, y, u,w) :=
∑
i,i′
φi,i′(s, u)f(t
∗
i ,m
∗
i′ , w), (s, u,w) ∈ [t, T ]× [−M,M ]× E .
One can easily verify that then (7.29) holds with m = 0.
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We go back to the proof of Lemma 7.2. Choose arbitrary δ, η > 0 and choose f˜ , of the form (7.30),
so that it satisfies (7.29), with δ, f replaced by δη and fM , respectively, and m = d+ 2. Let Θj be
the solution of
−LΘj = Φj,
with Φj constructed in Lemma 7.5, then Θ˜
(0)(s, y, u,w) :=
∑N
j=1 ϕj(s, y, u)Θj(w) satisfies
d+2∑
ℓ=0
∑
|k|=ℓ
sup
(s,y,u)∈D˜M+2
EL
(
∇kΘ˜(0)(s, y, u) −∇kΘM (s, y, u)
)
≤ C (δη)
2
α∗
.
The constant C depends only on d. Thus, approximating Θj , if needed, we can find Θ˜j ∈ L∞(π)
such that DΘ˜j ∈ L∞(π,H), and
d+2∑
ℓ=0
∑
|k|=ℓ
sup
(s,y,u)∈D˜M+2
EL(∇kΘ˜(s, y, u)−∇kΘM(s, y, u)) ≤ C (δη)
2
α∗
, (7.31)
with
Θ˜(s, y, u,w) :=
N∑
j=1
ϕj(s, y, u)Θ˜j(w). (7.32)
Define
S˜t,xε (s, u) :=
∫ s
t
〈τ−Xt,xε (σ)/εDΘ˜ε (σ, u) , dB
ε
σ〉H , (7.33)
where
Θ˜ε(s, u) = Θ˜(s,X
t,x
ε (s), U
t,x,u
ε (s), η
ε
t,x(s)).
By the Sobolev embedding, there exists a constant C > 0 such that
sup
s∈[t,T ],|u|≤M+2
|S˜t,xε (s, u)−St,xε,M,2(s, u)| (7.34)
≤ C
∫ M+2
−M−2
{
sup
s∈[t,T ]
|S˜t,xε (s, u)−St,xε,M,2(s, u)|+ sup
s∈[t,T ]
|∂uS˜t,xε (s, u)− ∂uSt,xε,M,2(s, u)|
}
du.
Applying expectation to both sides of (7.34) and using Doob’s inequality, we obtain
E
[
sup
s∈[t,T ],|u|≤M+2
∣∣∣S˜t,xε (s, u)−St,xε,M,2(s, u)∣∣∣ ] (7.35)
≤ C
∫ M+2
−M−2
duE
{∫ T
t
[∣∣∣(DΘ˜ε −DΘε,M) (s, u)∣∣∣2
H
+
∣∣∣(∂uDΘ˜ε − ∂uDΘε,M) (s, u)∣∣∣2
H
]
ds
}1/2
≤ 2C(M + 2)E
{ ∫ T
t
sup
(y,v)∈KM+2
[ ∣∣∣(DΘ˜−DΘM)(s, y, v, ηεt,x(s))∣∣∣2
H
+
∣∣∣(∂vDΘ˜− ∂vDΘM) (s, y, v, ηεt,x(s))∣∣∣2
H
]
ds
}1/2
.
Using again the Sobolev estimate, this time to estimate the supremum of
sup
(y,v)∈KM+2
|(DΘ˜ −DΘM)(s, y, v, ηεt,x(s))|2H ,
we conclude that there exist constants C,C ′ > 0 such that
sup
(y,v)∈KM+2
|(DΘ˜−DΘM)(s, y, v, ηεt,x(s))|2H ≤ C ′
d+1∑
k=0
∫
KM+2
|∇k(DΘ˜−DΘM )(s, y, v, ηεt,x(s))|2Hdydv.
34
A similar estimate holds for |∂v(DΘ˜−DΘM)(s, y, v, ηεt,x(s))|2H , leading to
E
[
sup
s∈[t,T ],|u|≤M+2
|S˜t,xε (s, u)−St,xε,M,2(s, u)|
]
(7.36)
≤ 2C(M + 2)
{ d+1∑
ℓ=0
∑
|k|=ℓ
∫
E
dπ
[ ∫
D˜M+2
|∇k(DΘ˜−DΘM)(s, y, v)|2Hdsdydv
]}1/2
,
with a constant C > 0 depending only on M and d. By virtue of (7.31), we conclude that
E
[
sup
s∈[t,T ],|u|≤M+2
|S˜t,xε (s, u)−St,xε,M,2(s, u)|
]
≤ Cδηα−1/2∗ . (7.37)
It follows from the Chebyshev inequality that there exists C > 0 depending only on M , d and α∗
such that for any δ, η > 0 we can find Θ˜ of the form (7.32) such that
lim sup
ε→0
P
[
sup
s∈[t,T ],|u|≤M+2
|S˜t,xε (s, u)−St,xε,M,2(s, u)| > η
]
≤ Cδ. (7.38)
The above, in particular, implies (7.21), if we prove that for any S˜t,xε (s, u) of the form (7.33) and
any η > 0 we have
lim
δ→0
lim sup
ε→0
P[Z˜η,δ,ε] = 0, (7.39)
with
Z˜η,δ,ε :=
[
sup
t≤s<s′≤T,|u|≤M+2
s′−s<δ
∣∣∣S˜t,xε (s′, u)− S˜t,xε (s, u)∣∣∣ > η].
To this end, we invoke the Sobolev inequality, as in (7.34) and (7.35). This, together with Burkolder-
Davis-Gundy inequality, implies
E
[
sup
|u|≤M+2
[S˜t,xε (s
′, u)− S˜t,xε (s, u)]4
]
≤ C
∫ M+2
−M−2
duE
{ ∫ s′
s
(
|DΘ˜ε(σ, u)|2H + |∂uDΘ˜ε(σ, u)|2H
)
dσ
}2
,
for any s′ > s. Since N is finite, we also have
esssupw∈E sup
(s,y,u)∈D˜M+2
(|DΘ˜(s, y, u)|H + |∂uDΘ˜(s, y, u)|H) < +∞, (7.40)
whence
A∗ := E
[ ∫ T
t
∫ T
t
(s− s′)−5/2 sup
|u|≤M+2
[
S˜t,xε (s
′, u)− S˜t,xε (s, u)
]4
dsds′
]
< +∞.
Let ρ > 0 be arbitrary. By virtue of Chebyshev inequality we obtain that P [Zρ,ε] < ρ for all ε ∈ (0, 1],
with
Zρ,ε :=
[∫ T
t
∫ T
t
(s − s′)−5/2 sup
|u|≤M+2
[
S˜t,xε (s
′, u)− S˜t,xε (s, u)
]4
dsds′ >
A∗
ρ
]
.
The Garcia-Rodemich-Rumsey estimate, see Theorem 2.1.3 of [32], implies that given ρ > 0 there
exists δ0 > 0 such that
sup
t≤s<s′≤T,|u|≤M+2
s′−s<δ
∣∣∣S˜t,xε (s′, u)− S˜t,xε (s, u)∣∣∣ ≤ 40√2(A∗ρ
)1/4
δ1/8 < η, ε ∈ (0, 1], δ ∈ (0, δ0)
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on the event Zcρ.ε. Hence, for any ρ > 0 there exists δ0 > 0 such that Z˜η,δ,ε ⊂ Zρ,ε for all ε ∈ (0, 1]
and δ ∈ (0, δ0), which yields
lim sup
δ→0
lim sup
ε→0
P
[
Z˜η,δ,ε
]
≤ ρ.
This in turn implies (7.39), as ρ > 0 can be made arbitrarily small. This ends the proof of (7.22)
and thus that of Lemma 7.2.
Proof of Lemma 7.4
Arguing as in the proof of (7.21), we can show that
lim sup
ε→0
E
[
sup
|u|≤M+2, s∈[t,T ]
{|Θ′ε,M |u(s, u)|+ |∂sΘ′ε,M |u(s, u)|+ |∇xΘ′ε,M |u(s, u)|}] < +∞. (7.41)
Given L > 1, define the event
EL,ε :=
[
sup
|u|≤M+2, s∈[t,T ]
{
|Θ′ε,M |u(s, u)| + |∂sΘ′ε,M |u(s, u)|+ |∇xΘ′ε,M |u(s, u)|
}
> L
]
.
It follows from (7.41) that for an arbitrary δ > 0, there exists L > 1 so that
P[EL,ε] < δ, for all ε ∈ (0, (2L)−1). (7.42)
Next, on the event EcL,ε, let us define
ξ˜t,xs,ε,M(u) := Θ1,ε,M(s)ξ
t,x
s,ε,M(u), Θ1,ε,M(s) := 1 + εΘ
′
ε,M |u(s).
Recall that
ξt,xs,ε,M(u) = 1 +
1
ε
∫ s
t
f ′ε,M |u(σ)ξ
t,x
σ,ε,M (u)dσ,
using the Itô formula and the fact that −LΘ′M |u = f ′M |u, we can write
ξ˜t,xs,ε,M(u) = 1 + εΘ
′
ε,M |u (t, x, u) +
∫ s
t
ξ˜t,xσ,ε,M (u)γ˜ε(dσ) +
∫ s
t
ξ˜t,xσ,ε,M(u)α˜ε(σ)dσ, (7.43)
with
γ˜ε(dσ) := Θ
−1
1,ε,M(σ)〈τ−Xt,xε (σ)/εDΘ
′
ε,M |u(σ), dB
ε
σ〉H ,
α˜ε(σ) := Θ
−1
1,ε,M(σ)
{
ε∂σΘ
′
ε,M |u(σ) +∇xΘ′ε,M |u (σ) · v(ηεt,x(σ)) + Θ′′ε,M |u (σ)fε,M(σ) + Θ′ε,M |u (σ) f ′ε,M |u(σ)
}
.
The above allow us to write
ξ˜t,xs,ε,M(u) = (1 + εΘ
′
ε,M |u(t, x, u)) exp
{Z˜ε(s, u)}, (7.44)
with
Z˜ε(s, u) :=
∫ s
t
{
α˜ε(σ)− 1
2
〈γ˜ε〉σ
}
dσ +
∫ s
t
γ˜ε(dσ), (7.45)
and
〈γ˜ε〉σ := Θ−21,ε,M(σ)〈ADΘ′ε,M |u (σ) ,DΘ′ε,M |u (σ)〉H .
Using the Sobolev embedding argument, as in (7.35) – (7.36), we see that
lim sup
ε→0
∫ T
t
E
[
sup
|u|≤M+2
〈ADΘ′ε,M |u(σ),DΘ′ε,M |u(σ)〉H
]
dσ < +∞. (7.46)
Combining (7.41) and (7.46), we conclude that for any δ > 0 there exists L > 1 such that
lim sup
ε→0
P
[
sup
|u|≤M+2, s∈[t,T ]
|Z˜ε(s, u)| > L, EcL,ε
]
< δ.
This together with (7.42) implies (7.25). The proof of Lemma 7.4 is complete.
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7.3 The weak convergence of uε,M(t, x)
The goal in this section is to show that not only the “forward” processes (St,xε,M (·),Xt,xε (·)) converge
as ε → 0 but also the “inverse” processes, i.e., uε,M(t, x) and uM (t, x) given by (7.10) and (7.12),
are close in law. Given t ∈ [0, T ], define
X := C([t, T ]× R;R)× C([t, T ];Rd).
Proposition 7.6. The random elements (St,xε,M(·),Xt,xε (·), uε,M (t, x)) converge, as ε → 0, in law
over C([t, T ]× R;R)× C([t, T ];Rd)× R, to (St,xM (·),Xt,x(·), uM (t, x)).
Proof. Given any N > 1, denote by CM+(N) the Gδ subset of X that consists of all (S(·), x(·)) ∈ X
such that S is a continuous function S : [t, T ] × R → R, strictly increasing in the second variable,
and S(s, u) ≡ u for all s ∈ [t, T ], |u| ≥ N . Also, for a X-valued random element (S,X), denote by
L(S,X) its law.
Recall that u0, the terminal condition of (2.16), belongs to C
∞
0 (R
d), so there exists K > 1 such
that the range of u0(·) is contained in [−K,K]. Then, we have
s
t,x
T,ε,M(u) ≡ u, for |u| ≥M∗ := max[M + 2,K],
and, the laws Lε := L(St,xε,M (·),Xt,xε (·)) and L := L(St,xM (·),Xt,x(·)) are supported in CM+(M∗).
Let H : X→ R be given by
H(S,X) := S−1(T, u0(X(T ))), (S,X) ∈ CM+(M∗).
Here S−1(T, ·) is the inverse of S in the second variable. Outside of CM+(M∗), we can define
H arbitrarily, for instance, as a constant. The mapping is measurable, bounded and continuous
on CM+(M∗).
We know from Proposition 7.1 that (St,xεn,M(·),Xt,xεn (·)) converge in law to (S
t,x
M (·),Xt,x(·)), for
any εn → 0. We also have
uεn,M (t, x) = H(St,xεn,M (·),Xt,xεn (·)) and uM (t, x) = H(S
t,x
M (·),Xt,x(·)). (7.47)
By the continuous mapping theorem, see Theorem 2.7, p. 21 of [3], uεn,M (t, x) converges in law to
uM (t, x), as n→ +∞.
7.4 Proof of part (i) of Theorem 2.6
Let us denote by Qε, Qε,M , QM , Q the respective laws of the random elements
Yε :=
(
St,xε (·),Xt,xε (·)
)
, Yε,M := (S
t,x
ε,M (·),Xt,xε (·)), YM := (St,xM (·),Xt,x(·)), Y := (St,x(·),Xt,x(·)),
over X. By Proposition 7.1, we have Qε,M =⇒ QM , as ε→ 0 for each M > 1. A standard argument
based on local uniform convergence of coefficients bM to b and c˜M to c˜, see e.g. Section 9.2.6,
pp. 528-529 of [13], implies that also QM =⇒ Q, as M → +∞.
Given N,M > 1, recall that
KM = {(y, u) : |y| < M, |u| < M},
we define TM,N : X→ [0, T + 1] by
TM,N (S,X) := inf {s ∈ [t, T ] : (X(s),S(s, u)) 6∈ KM for some |u| ≤ N} .
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We adopt the convention that TM,N (S,X) := T + 1, if the set, over which the infimum is taken, is
empty.
Let (FN,s)N>1,s∈[t,T ] be the family of σ-algebras generated by (S(σ, u),X(σ)), with |u| ≤ N ,
and σ ∈ [t, s]. Note that
Qε[A,TM,N > T ] = Qε,M [A,TM,N > T ] and QM [A,TM,N > T ] = Q[A,TM,N > T ]
for any A ∈ FN,T , M,N > 1, ε > 0.
The following estimate on the random time TM,N is crucial in removing the truncation.
Proposition 7.7. For any ρ > 0 and N > 1, there exists M > 1 such that
sup
M ′≥M
Q[TM ′,N ≤ T ] < ρ. (7.48)
Proof. Since ξt,xs (u) = ∂uU
t,x,u(s) > 0, we have
U t,x,N (s) ≥ U t,x,u(s) ≥ U t,x,−N (s) for |u| ≤ N.
It suffices to show that for any ρ > 0 and N > 1, there exists M > 1 such that
P
[
sup
s∈[t,T ]
|Xt,x(s)| ≥M
]
+ P
[
sup
s∈[t,T ]
|U t,x,N(s)| ≥M
]
+ P
[
sup
s∈[t,T ]
|U t,x,−N (s)| ≥M
]
< ρ. (7.49)
Since (Xt,x(s))s∈[t,T ] is a Brownian motion, there exist C1, C2 > 0 such that
P
[
sup
s∈[t,T ]
|Xt,x(s)| ≥M
]
≤ C1 exp
{
− C2 M
2
T − t
}
<
ρ
3
,
provided that M > 1 is sufficiently large. Similarly, we deduce from (2.20) that
P
[
sup
s∈[t,T ]
|U t,x,N (s)| ≥M
]
≤ C1 exp
{
− C2 (M −N − ‖b‖∞(T − t))
2
T − t
}
<
ρ
3
,
for M − N sufficiently large. A similar estimate holds for P
[
sups∈[t,T ] |U t,x,−N (s)| ≥ M
]
, which
completes the proof of the proposition.
Now we can finish the proof of part (i) of Theorem 2.6. Fix any ρ > 0, N > 1 and F ∈ Cb(X).
Since {TM ′,N ≤ T} is a closed subset of X for any N,M > 1, we have
lim sup
M ′→+∞
QM ′ [TM,N ≤ T ] ≤ Q[TM,N ≤ T ]. (7.50)
Let M > 0 be chosen as in the statement of Proposition 7.7. We can write then, for any M ′ ≥M∣∣∣ ∫
X
FdQε −
∫
X
FdQ
∣∣∣ ≤ ∣∣∣ ∫
TM,N>T
FdQε −
∫
TM,N>T
FdQ
∣∣∣+ ‖F‖∞(Qε[TM,N ≤ T ] +Q[TM,N ≤ T ])
≤
∣∣∣ ∫
TM,N>T
FdQε,M ′ −
∫
TM,N>T
FdQM ′
∣∣∣+ ‖F‖∞(Qε,M ′ [TM,N ≤ T ] + ρ)
≤
∣∣∣ ∫
X
FdQε,M ′ −
∫
X
FdQM ′
∣∣∣+ ‖F‖∞(2Qε,M ′ [TM,N ≤ T ] +QM ′ [TM,N ≤ T ] + ρ)
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Passing to the limit, first as ε → 0, and then M ′ → +∞, using (7.48), (7.50), and the conver-
gence Qε,M ′ =⇒ QM ′ , we deduce that
lim sup
ε→0
∣∣∣ ∫
X
FdQε −
∫
X
FdQ
∣∣∣ ≤ 4ρ‖F‖∞.
Since ρ > 0 can be chosen arbitrarily small, we conclude that
lim
ε→0
∣∣∣ ∫
X
FdQε −
∫
X
FdQ
∣∣∣ = 0,
which concludes the proof of part (i) of Theorem 2.6.
7.5 Proof of part (ii) of Theorem 2.6
By the tightness of the laws of
(
St,xε (·),Xt,xε (·)
)
, for any ρ > 0, there exists N > 1 such that
P[AN ] <
ρ
3
, P[AN,ε] <
ρ
3
, ε ∈ (0, 1],
where
AN,ε :=
[
s
t,x
T,ε(N) ≤ ‖u0‖∞ or st,xT,ε(−N) ≥ −‖u0‖∞
]
,
and AN is defined analogously with s
t,x
T,ε replaced by s
t,x
T .
According to Proposition 7.7, we can find M > 1 such that P[BN,M ] < ρ/3, with
BN,M :=
[
sup
(s,u)∈[t,T ]×[−N,N ]
|U t,x,u(s)| ≥M, sup
s∈[t,T ]
|Xt,x(s)| ≥M
]
.
Using part (i) of Theorem 2.6, we conclude that P[BN,M,ε] < ρ/3, ε ∈ (0, 1], where BN,M,ε is defined
analogously for
(
St,xε (·),Xt,xε (·)
)
. Thanks to equality (7.47) and the fact that
s
t,x
T (u(t, x)) = u0(X
t,x(T )), st,xT,ε(uε(t, x)) = u0(X
t,x
ε (T )),
we conclude that
uM ′(t, x) = u(t, x), uε,M ′(t, x) = uε(t, x), M
′ ≥M
outside AN ∪ BN,M ∪AN,ε ∪ BN,M,ε. Using the already proved convergence in law of uε,M ′(t, x) to
uM ′(t, x), as ε → 0, we conclude from the above that uε(t, x) converges in law to u(t, x), ε → 0 by
the argument presented in Section 7.4.
The convergence of the multi-point statistics follows by essentially the same argument as in the
proof of Theorem 2.3. For N distict points x1, . . . , xN ∈ Rd, u1, . . . , uN ∈ R, the respective processes(
(U t,x1,u1ε (s),X
t,x1
ε (s)), . . . , (U
t,xN ,uN
ε (s),X
t,xN
ε (s))
)
s≥t
converge in distribution to(
(U t,x1,u11 (s),X
t,x1
1 (s)), . . . , (U
t,xN ,uN
N (s),X
t,xN
N (s))
)
s≥t
,
where
(
(U
t,xj ,uj
j (s),X
t,xj
j (s))
)
s≥t
, j = 1, . . . , N are independent copies of solutions of (2.20). This
implies that the respective s
t,xj
T (·), j = 1, . . . , N are independent and, as a result, allows us to infer
that U (j)(t, xj) determined by the corresponding equations (2.21) are also independent.
39
References
[1] M. Avellaneda and A. Majda, Mathematical models with exact renormalization for turbulent
transport, Comm. Math. Phys. 131 (1990),381-429.
[2] Armstrong S. N., Souganidis, P. E., Stochastic homogenization of Hamilton–Jacobi and degen-
erate Bellman equations in unbounded environments, J. Math. Pures Appl. 97 (2012) 460–504
[3] Billingsley, P.: Convergence of Probability Measures (2nd edition), Wiley, New York (1999).
[4] R. Bouc and E. Pardoux, Asymptotic analysis of P. D. E. s with wide-band noise disturbances,
and expansion of the moments, Stochastic Analysis and Applications 2 (1984), 369-422.
[5] Carmona, R. A., Foque J.-P. Diffusion-approximation for the advection-diffusion of a passive
scalar by a space-time gaussian velocity field, Progress in Probability, Vol. 36, (1995), Birkhäuser
Verlag Basel/Switzerland.
[6] Caffarelli, L. A., E. Souganidis P. E., Rates of convergence for the homogenization of fully
nonlinear uniformly elliptic pde in random media, Invent. math (2010) 180: 301-360.
[7] Carmona, R. A. and Xu, L. (1997) Homogenization for Time Dependent 2-D Incompressible
Gaussian Flows Ann. of Appl. Probab. 7, 265-279.
[8] Delarue F., Auxiliary SDEs for homogenization of quasilinear PDEs with periodic co- efficients.
The Annals of Prob., 2004, vol 32, No 3B, 2305-2361.
[9] Delarue, F.; Rhodes, R. Stochastic homogenization of quasilinear PDEs with a spatial degeneracy.
Asymptot. Anal. 61 (2009), no. 2, 61–90.
[10] Ethier, S. N., Kurtz, T. G.Markov processes. Characterization and convergence.Wiley Series in
Probability and Mathematical Statistics: Probability and Mathematical Statistics. John Wiley
& Sons, Inc., New York, 1986.
[11] Fannjiang, A., Komorowski, T., Turbulent Diffusion in Markovian Flows, Ann. of Appl. Prob.
9, 591-610, (1999).
[12] Fannjiang, A., Komorowski, T., The Fractional Brownian Motions in a Limit of Turbulent
Transport. Ann. of Appl. Prob. 10, 1100-1120 (2000).
[13] Jacod, J., Shiryaev, A., Limit theorems for stochastic processes. Second edition. Grundlehren
der Mathematischen Wissenschaften, 288. Springer-Verlag, Berlin, 2003.
[14] S. Janson, Gaussian Hilbert spaces. Cambridge Univ. Press (1997).
[15] Komorowski, T., Diffusion Approximation for the Convection Diffusion Equation with Random
Drift. Prob. Theory Rel. Fields 121, 525-550 (2001).
[16] T. Komorowski, C. Landim, S. Olla, Fluctuations in Markov Processes Fluctuations in Markov
Processes. Time Symmetry and Martingale Approximation, Springer Ser.: Grundlehren der
mathematischen Wissenschaften, Vol. 345, (2012).
[17] Komorowski, T., Olla, S., On the Superdiffusive Behavior of Passive Tracer with a Gaussian
Drift. Journ. Stat. Phys. 108, 647-668, (2002).
40
[18] Komorowski, T., Peszat, Sz., Szarek, T., Passive tracer in a flow corresponding to a two dimen-
sional stochastic Navier Stokes equations, Nonlinearity 26, pp 1999-2026 (2013).
[19] Komorowski, T., Ryzhik, L., Passive tracer in a slowly decorrelating random flow with a large
mean, Nonlinearity, 20, 1215-1239, (2007)
[20] Koralov, Leonid Transport by time dependent stationary flow. Comm. Math. Phys. 199 (1999),
no. 3, 649–681.
[21] Kosygina, E. Homogenization of stochastic Hamilton-Jacobi equations: brief review of meth-
ods and applications. Stochastic analysis and partial differential equations, 189–204, Contemp.
Math., 429, Amer. Math. Soc., Providence, RI, 2007.
[22] Kosygina, E., Varadhan, S. R. S., Homogenization of Hamilton-Jacobi-Bellman Equations with
Respect to Time-Space Shifts in a Stationary Ergodic Medium, Comm. on Pure and Applied
Mathematics, Vol. LXI, 0816–0847 (2008)
[23] Majda, A. J., Kramer P. R. Simplified models for turbulent diffusion: Theory, numerical mod-
elling, and physical phenomena, Physics Reports 314 (1999) 237-574.
[24] H. Kunita. Stochastic Flows and Stochastic Differential Equations, Cambridge Univ. Press 1990.
[25] P.-L. Lions, G.C. Papanicolaou, S.R.S. Varadhan, Homogenization of Hamilton–Jacobi equa-
tions, unpublished, preprint, (1987).
[26] D. Nualart The Malliavin calculus and related topics. Springer (2006).
[27] Pardoux, E., Homogenization of linear and semilinear second order parabolic PDEs with periodic
coefficients : a probabilistic approach. J. Funct. Anal., 167, 1999, 498-520.
[28] Revuz, D., Yor, M., Continuous martingales and Brownian motion, Springer-Verlag, 3-d edition,
(1999).
[29] Sow, A. B.; Rhodes, R.; Pardoux, E. Homogenization of periodic semilinear parabolic degenerate
PDE-s. Ann. Inst. H. Poincare, Anal. Non-Lineaire 26 (2009), no. 3, 979-998.
[30] Souganidis, P. E. Stochastic homogenization of Hamilton-Jacobi equations and some applica-
tions. Asymptot. Anal. 20 (1999), no. 1, 1–11.
[31] Sreenivasan K. R., Schumacher, J., Lagrangian views on turbulent mixing of passive scalars.
Phil. Trans. R. Soc. A (2010) 368, 1561-1577.
[32] Stroock, Daniel W.; Varadhan, S. R. Srinivasa Multidimensional diffusion processes.
Grundlehren der Mathematischen Wissenschaften, 233. Springer-Verlag, Berlin-New York, 1979.
[33] Rezakhanlou, F., Tarver J. E., Homogenization for Stochastic Hamilton-Jacobi Equations, Arch.
Rational Mech. Anal. 151 (2000) 277-309.
[34] Z. Warhaft, Passive Scalars in Turbulent Flows, Ann. Rev. of Fluid Mechanics, Vol. 32:203-240
41
