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Abstract
This thesis treats theoretically and through numerical simulations
some features of cosmic strings [1]. These are topological defects
which may form during phase transition in cosmological epochs.
These structures can be compatible with experimental observations
such us CMB. This characteristic differentiate them with respect to
monopoles and domain walls.
Neglecting interactions curvature effects an appropriate description
of cosmic strings’ dynamics is furnished by Nambu action. We deal
with a (1, 3)-dimensional space-time and this allows us to treat these
objects as relativistic strings.
We derive equations describing motion of cosmic strings in the
Minkowski and FRW space-time and we reason on the possibility
that a scaling solution manifests. The search for this particular in-
stance is motivated by some features of the action used to describe
cosmic strings. Nambu action indeed hints the possibility for this
system to lodge a single scale.
Some typical feature of the non Abelian case are presented. Par-
ticularly we point out the possibility of forming complex structures
which may not occur in the Abelian scenario. This property at least
theoretically may void some results derived assuming Abelianity.
In literature some pathological aspects of scaling solution has been
highlighted [2]. Two articles [3, 4] try to furnish numerical predic-
tions on non Abelian cosmic strings networks. Their results are not
in complete agreement and this motivates our interest in a new de-
tailed discussion regarding the topic. The goal of our speculations is
to provide a modeling for a network of non Abelian cosmic strings.
We critically examined the results proposed in [3] trying to per-
ceive what may cause effects which could affect numerical simulation.
The article [3] displays the trend of the density of defects in function
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of time varying the number of generators of the flux associated with
the strings. These results are obtained with an approach to model-
ing based on lattice techniques. We repeated this study, measuring
some new observables in order to clarify statistical properties of the
network.
We examined the approach used in [4]. In this treatment the em-
phasis is posed on the dynamics of the strings. In a non Abelian
theory the interconnection of two strings can produce configurations
containing vertices where three strings are connected. This problem
is treated with a theoretical approach. We attempted to define the
most natural action to describe these objects and then we derived
the equations of motion describing the evolution of these structures.
2
Riassunto
In questo lavoro di tesi si indagano dal punto di vista teorico e at-
traverso simulazioni numeriche alcune caratteristiche delle stringhe
cosmiche [1]. Queste sono la manifestazione a livello cosmologico
di difetti topologici che si possono formare a seguito di una rottu-
ra spontanea di simmetria. Si tratta di strutture che, al contrario
dei monopoli e dei domini, possono essere rese compatibili con le
attuali evidenze osservative, in particolare con il fondo stocastico a
microonde.
Una descrizione appropriata per questi oggetti, trascurando effetti
di interazione e di curvatura, viene data dall’azione di Nambu. Nel
caso di nostro interesse la natura (1, 3)-dimensionale dello spazio-
tempo permette di trattare queste configurazioni con delle equazioni
che rappresentano il moto di una stringa relativistica.
A partire dalle leggi che governano l’evoluzione di tali stringhe,
sia in un background Minkovskiano che nel caso di uno spazio in
espansione descritto dalla metrica di Friedman-Robertson-Walker,
si discute la possibilità che la dinamica di un network porti ad una
soluzione di scaling. Tale ricerca è motivata da alcune caratteristiche
proprie dell’azione usata, che suggeriscono la presenza di un’unica
scala caratteristica per il problema.
Vengono messe in luce alcune problematiche peculiari del caso non
Abeliano, in particolare la possibilit ‘a di formare strutture comples-
se. Questa proprietà può infatti invalidare alcuni risultati ottenuti
sulla base di modelli Abeliani.
In letteratura sono stati messi in evidenza alcuni problemi della
soluzione di scaling [2]. Esistono due articoli con predizioni nume-
riche riguardanti network non Abeliani[3, 4], con risultati non in
completo accordo tra loro. Per questo sembra motivato uno riesame
dettagliato del tema. Il nostro interesse si è focalizzato nell’indagare
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la modellizzazione del comportamento di un network di tali stringhe.
Prendendo in esame in modo critico i risultati riportati nell’arti-
colo [3], si cerca di fare luce su quelle che potrebbero essere possibili
cause di effetti che, nel corso dell’integrazione numerica, potrebbe-
ro condizionare i risultati della simulazione. In [3] basandosi su un
approccio alla modellizzazione basato su tecniche di reticolo veni-
va mostrato in particolare l’andamento della densità dei difetti in
funzione del tempo al variare del numero di generatori per il flusso
associato alla stringa. Lo studio è stato ripetuto, misurando inol-
tre altre osservabili legate alla statistica del network per cercare di
chiarire la situazione.
Si è passati quindi all’esame dell’approccio seguito in [4]. L’accen-
to viene posto in questo caso sulla dinamica dei soli difetti. In una
teoria non Abeliana l’interconnessione di due stringhe può produr-
re configurazioni in cui tre stringhe vanno ad unirsi in un vertice.
Questo problema è stato trattato da un punto di vista teorico. In par-
ticolare si è cercato di definire in modo naturale un’azione per questi
oggetti e poi si sono derivate le equazioni del moto che descrivono
l’evoluzione temporale di queste strutture.
4
1. Standard cosmology and
cosmic strings.
In this chapter we introduce and study some dynamical characteris-
tics of cosmic strings together with some of their observable effects.
Our interest for the topic can be clarified illustrating an interesting
result about a property of cosmic string. Let us define Tc the tem-
perature at which the phase transition producing the string occurs,
and let µ be the mass per unit length of the string; we expect µ ∼ T 2c
to be satisfied. This relation has some fascinating consequences;
let us fix the dimensionless quantity Gµ where G is Newton’s con-
stant. We can now recall G’s expression in natural units1 G = m−2pl ;
for a string formed at a grand unification scale transition then we
find Gµ ≈ 10−6. This is the magnitude of fluctuations of CMB and
anisotropies of matter distribution in the observed universe [5]. This
quick analysis is enough to give rise to speculations that make this
topic worth studying. Considerations regarding the possibility to
find small contributions to mass anisotropies due to cosmic strings
are presented in Section 1.4.1.
This first chapter will furnish a brief introduction to the topic;
after a review of standard cosmology we will illustrate mechanisms
which brings to the formation of cosmic strings and we will discuss
some of their characteristics.
1~ = c = kB = 1
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1. Standard cosmology and cosmic strings.
1.1. The smooth, expanding universe and weak
gravitational field equations.
In this section we expose some well known results of standard cosmol-
ogy; first of all the formalism to treat a flat, expanding and isotropic
space is introduced. The proper description of our universe is then
furnished by Friedmann-Robertson-Walker (FRW) metric. We will
give its explicit shape and we will show it satisfies Einstein Equation
for an isotropic and homogeneous universe.
The second topic discussed is related to thermodynamical prop-
erties of the universe; Friedmann equations fix a relation between
energy densities and expansion of the space we are studying. A
summary of the properties of FRW solution is provided. This will
be of great use to debate models of our interest.
The mathematical foundations of the theory are not treated in
this thesis; a brief review of useful formulas to work with general
relativity is reported in Appendix A.
1.1.1. Friedman Robertson Walker metric.
We have good hints that the we live in an expanding, homogeneous
and flat universe. We can then try to solve Einstein equation i.e.
Gµν +Λgµν = 8piTµν (1.1)
with these assumptions. Let us consider
gµν =

−g00(t) 0 0 0
0 a2(t) 0 0
0 0 a2(t) 0
0 0 0 a2(t)
 (1.2)
We can show that such a gµν is a possible solution. The cases of
our interest are g00 = 1 and g00 = a2(t) which correspond to cosmic
time and conformal time respectively. The following computation
is driven in terms of cosmic time, the case of conformal time is
analogous. First of all we can compute Christoffel symbols using
6
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Eq. (A.1); we can start with those components with the upper index
equal to zero i.e.
Γ 0µν =
1
2
g0η(∂µgνη + ∂νgµη − ∂ηgµν) = −
1
2
(∂µgν0 + ∂νgµ0 − ∂0gµν)
(1.3)
Γ 0µν = −
1
2
∂0gµν = −δija˙a (1.4)
we then evaluate
Γ iµν =
1
2
giη(∂µgνη + ∂νgµη − ∂ηgµν) =
1
2a2
(∂µgνi + ∂νgµi − ∂igµν)
(1.5)
Γ iµν =
1
2a2
(∂µ(a
2(t)δνi) + ∂ν(a
2(t)δµi)) (1.6)
then the only non zero components of Eq. (1.6) are
Γ i0j = Γ
j
0i = δij
a˙
a
≡ δijH (1.7)
H is known as Hubble parameter. We are now able to compute
the Ricci tensor
Rµν ≡ Rσµση = ∂σΓσµη − ∂µΓσση + ΓρµηΓσσρ − ΓρσηΓσµρ (1.8)
and the Ricci scalar
R ≡ gµηRσµση = gµη(∂σΓσµη − ∂µΓσση + ΓρµηΓσσρ − ΓρσηΓσµρ) (1.9)
Using Eq. (1.4) and Eq. (1.7) its is quite easy to proceed with these
calculations
Rµη = ∂0Γ 0µη − ∂µΓ iiη + Γ 0µηΓ ii0 − Γ jiηΓ iµj (1.10)
which means we have just two non zero sets of components of Rµν
R00 = −∂0Γ ii0 − Γ ji0Γ i0j = −3
a¨
a
(1.11)
Rkk = ∂0Γ 0kk + Γ 0kkΓ ii0 = 2a˙2 + aa¨ (1.12)
7
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and for R we get
R = gµνRµν = −R00 + 1
a2
Rkk = 6
[
a¨
a
+
(
a˙
a
)2]
(1.13)
As expected, substituting in Eq. (1.1) we notice a solution exists only
for a diagonal, non spatial-coordinates depending Tµν. We define
comoving distance, the space light could have traveled since t = 0;
this quantity can be evaluated in this metric using dx = dt/a
η ≡ a(t)
ˆ t
0
dt′
a(t′)
(1.14)
1.1.2. Friedmann equations.
Let us consider the conservation law ∇µTµν = 0, this equation can be
expressed in term of its four components; we are now interested in
the ν = 0 relation. Using the covariant derivation rules we can write
∂µT
µ
ν + Γ
µ
µαT
α
ν − Γ
α
µνT
µ
α = 0 (1.15)
the ν = 0 component then is
∂µT
µ
0 + Γ
µ
µαT
α
0 − Γ
α
µ0T
µ
α = 0 (1.16)
We are working in FRW space-time, which implies Tµν is diagonal and
it does not depend on spatial coordinates; with this assumptions we
are allowed to write
Tµν = diag(ρ, p, p, p) (1.17)
we can then compute Eq. (1.16) using Eq. (1.17), (1.4) and (1.7)
dρ
dτ
+
a˙
a
(3ρ+ 3p) = 0 (1.18)
It should be noted that this equation has the same shape if we express
it in terms of τ conformal time or in terms of t physical time; we
will conclude this reasoning using physical time t.
8
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We can proceed our investigation rearranging Eq. (1.18)
d
dt
(
ρa3
)
= −3pa2a˙ = −p
d
dt
a3 (1.19)
We can now substitute the simple equation of state ρ = ωp; with
constant ω we get
dρ
da
= −
3
a
ρ(1+ω) (1.20)
whose solution is
ρ = Ca−3(1+ω) (1.21)
Let us consider various values for ω associated with various compo-
nents of universe
ω = 0 describes non-relativistic matter ⇒ pm = 0 and ρm ∝ a−3.
ω = 1/3 describes relativistic matter ⇒ pr = ρr3 and ρr ∝ a−4.
ω = −1 describes vacuum energy ⇒ pV = −ρV and ρV = C con-
stant.
ω = −1/3 describes curvature ⇒ pc = −ρc3 and ρc ∝ a−22
Enforced with these arguments we can write the zero-zero com-
ponent of Einstein equation i.e. Eq. (1.1) which is also known as
Friedmann equation
H(t)2 =
a˙2
a2
=
8piG
3
ρ (1.22)
We can define the critical density ρcr at a time t0 to get
ρcr ≡ 3H
2
0
8piG
⇒ H(t)2
H20
=
ρ
ρcr
(1.23)
With ρ we are denoting energy density of all species, which means,
at least in principle
ρ = ρm + ρr + ρV + ρc (1.24)
2This term is defined for a more general metric [6] then the one presented in Eq.(1.2). It represents
curvature that in this case is null.
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Figure 1.1.: The figure shows the scale factor as a function of t. The blue line is
for matter dominated universe, the red one is for radiation dominated
universe and the black one is the real trend.
In our reasoning we assumed the space to be flat which means ρc =
0. It is possible to define Ω ≡ ρ
ρcr
, Ω = 1 by definition. We can
decompose this quantity in contributions due to the species
Ω = Ωm +Ωr +ΩV (1.25)
Data tell that the present composition is
1. Non-relativistic matter, Ωm ≈ 26%. Mostly dark matter.
Baryons contribute as Ωb ≈ 4.3%
2. Relativistic matter, Ωr ≈ 0.008%. Half is due to neutrinos.
3. Vacuum energy holds the rest: ΩV ≈ 73%
We can express Friedmann equation for a(t) in terms of Ωi
a˙
a
= H(t) = H0
√
ρ
ρ0
= H0
√
ΩV +
Ωm
a3
+
Ωr
a4
(1.26)
this equation can be solved only numerically (see Figure 1.1, which
10
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shows the behavior of a(t) for radiation and matter dominated uni-
verse compared with the real case.). We can get an approximate
solution for
a '
(
3H0t
√
Ωm
2
)2
3
(1.27)
for radiation domination (Ωr  ΩV , Ωr  Ωm)
a '
(
2H0t
√
Ωr
)1
2
(1.28)
and for vacuum domination (ΩV  Ωr, ΩV  Ωm)
a ' eH0t
√
ΩV (1.29)
1.2. Field theory and spontaneous symmetry
breaking.
In this section we give a definition of spontaneous symmetry break-
ing. This is indeed the mechanism which leads to the formation
cosmic strings. We will start defining a classical field theory: we
will give a derivation of Eulero Lagrange equations in a trivial sce-
nario, under the same hypothesis we will prove Noether theorem and
enunciate their consequences in the general case. The next step will
be the construction of a gauge theory; we will pose our attention
on the operative way to express a local Gauge invariant Lagrangian.
The core issue of the section will be discussed, and the concept of
spontaneous symmetry breaking will be introduced. Anyhow a de-
tailed treatment of the argument and its consequences, such as the
well known Goldstone theorem, is beyond our purposes; we are just
interested in furnishing a clear operative method to recognize SSB.
1.2.1. Classical field theory with a symmetry
Let us define a field action S of the form
S =
ˆ
L(φ, ∂µφ) d4x (1.30)
11
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which is a functional of a the field variable φ and its first order
derivatives; L is called Lagrangian density of the theory and the
field is chosen so that S has a stationary value i.e. δS = 0. The
previous, together with the arbitrariness of δφ, yields to
∂L
∂φ
− ∂µ
∂L
∂(∂µφ)
= 0 (1.31)
Our interest is now introducing a symmetry in our theory, let us
consider a transformation of the form
φ→ φ′ = φ+ δφ (1.32)
which does not change the equation of motion (1.31) i.e.
L(φ, ∂µφ)→ L′(φ′, ∂µφ′) = L(φ, ∂µφ) + δL(φ, ∂µφ) (1.33)
we require δL(φ, ∂µφ) = 0. We can now show the following
Theorem 1 (Noether). Any differentiable symmetry for a classi-
cal system yields a conserved current Jµ satisfying ∂µJµ = 0 and
a conserved charge Q.
Proof. Let us compute δL(φ, ∂µφ) at first order
δL(φ, ∂µφ) = ∂L(φ, ∂µφ)
∂φ
δφ+
∂L(φ, ∂µφ)
∂∂µφ
∂µδφ (1.34)
which means
δL(φ, ∂µφ) ≡∂L(φ, ∂µφ)
∂φ
δφ− ∂µ
(
∂L(φ, ∂µφ)
∂∂µφ
)
δφ
+∂µ
(
∂L(φ, ∂µφ)
∂∂µφ
δφ
)
(1.35)
We can now use Eq. (1.31) and recalling the arbitrariness of δφ we
get
δL(φ, ∂µφ) = 0 ⇐⇒ −∂µ(∂L(φ, ∂µφ)
∂∂µφ
δφ
)
≡ ∂µJµ = 0 (1.36)
Jµ is the Noether current associated to the symmetry. We can inte-
12
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grate Eq. (1.36) to gain a conserved charge
0 =
ˆ
∂µJ
µd4x =
ˆ
JµdSµ =
[ˆ
J0d3x
]t2
t1
≡ Q(t2) −Q(t1) (1.37)
t1 and t2 were chosen arbitrarily which means Eq. (1.37) implies
Q˙ = 0.
The theorem can be generalized to n fields andm symmetry trans-
formations involving them together; in that case there will be m
conserved currents and m charges [7, 8].
1.2.2. Gauge theory
Let us consider our Lagrangian to depend on a set of n non-interacting
fields φi, we can now assume the invariance under an ensemble of
infinitesimal transformations of the form
δφi(x) = i
a(x)(Ta)
j
iφj(x) (1.38)
where Ta are a set of constant matrices called generators and a(x)
are infinitesimal real parameters allowed to depend on position in
spacetime. Let us assume this symmetry transformations to be the
infinitesimal part of a Lie group G. For a given representation R
of G, R : G → GL(n,C), we can write φi(x) → φ′i(x) = g(x)jiφj(x)
where g(x)ji ⊂ R(G).
Requiring g(x)ji ≡ Iji + ia(x)(Ta)ji we are imposing Ta to obey the
commutation relations
[Ta, Tb] = i C
c
abTc (1.39)
We define fundamental representation the one with Tas satisfying
Tr[T (f)a T
(f)
b ] =
1
2
δab (1.40)
Let us consider the set of matrices
(Ta)
j
i ≡ −iCjia (1.41)
13
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it is possible to demonstrate that these satisfy Eq. (1.39); this is
defined adjoint representation of the Lie algebra with structure con-
stants Cjia.
We have now to analyze the consequences of these assumptions;
working at first order in the infinitesimal parameters we can perform
a transform on the first derivative of φi to notice
∂µφi(x)→ ∂µφ′i(x) = ∂µ[gji(x)φ′j(x)] = [∂µgji(x)]φ′j(x) + gji(x)∂µφ′j(x)
(1.42)
which means
∂µ
[
g(x)jiφj(x)
]
= g(x)ji∂µφj(x) ⇐⇒ ∂µa(x) = 0 (1.43)
When this condition is satisfied we can define the symmetry to be
global, otherwise the symmetry is said to be local. In the latter case
to preserve Lagrangian invariance we have to introduce n new fields
Aaµ satisfying
Aaµ(Ta)
j
i → Aaµ′(Ta)ji = g(x)kiAaµ(Ta)lk g−1(x)jl + 1ie(∂µg(x)ki )g−1(x)jk
(1.44)
and construct a covariant derivative (Dµ)
j
i
(Dµφ(x))i ≡ ∂µφi(x) − ieAaµ(Ta)jiφj(x) (1.45)
We can use the exponential map g(x) ≡ eiea(x)Ta to show
(Dµφ)
′ = ∂µφ′(x) − ieAaµ
′(Ta)φ′(x)
= ∂µ
[
eie
a(x)Taφ(x)
]
− ie eie
a(x)TaAbµTb e
−iec(x)Tceie
d(x)Tdφ(x)
− ie
1
ie
(∂µe
iea(x)Ta)e−ie
b(x)Tbeie
c(x)Tcφ(x)
=
[
∂µe
iea(x)Ta
]
φ(x) + eie
a(x)Ta∂µφ(x)
− ie eie
a(x)TaAbµTb φ(x) − (∂µe
iea(x)Ta)φ(x)
= eie
a(x)Ta
[
∂µφi(x) − ieA
a
µ(Ta)
j
iφj(x)
]
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The latter can be written as
(Dµφ)
′
i = g(x)
j
i(Dµφ)j (1.46)
Eq. (1.46) then states Dµφ transforms just like φ itself, we are
then allowed to write covariant terms containing φ and its covariant
derivative. This result is fundamental to build a consistent gauge
theory [8].
With this construction we have introduced n fields Aaµ and so we
need a covariant kinetic therm too. The most natural choice for the
latter is
Lkin = −1
4
FaµνF
µν
a = −
1
2
FaµνF
bµνTr[(Ta)
j
i(Tb)
k
j ] (1.47)
where Faµν is defined as the commutator of two covariant derivatives
acting on a field
([Dµ, Dν]φ)i ≡ −i(Ta)jiFaµνφj (1.48)
which can be written as
Faµν ≡ ∂µAaµ − ∂νAaν + CabcAbµAcν (1.49)
Making use of Eq. (1.46) and Eq. (1.49), it is possible to show
Faµν(Ta)
j
i → Faµν′(Ta)ji = g(x)ki Faµν(Ta)lk g−1(x)jl (1.50)
the latter can be then used to demonstrate the covariance of Equa-
tion (1.47) [9].
1.2.3. Spontaneous symmetry breaking.
Spontaneous symmetry breaking is a crucial issue for modern theo-
retical physics; its utilization made possible the unification of inter-
actions and is at the basis of modern way to describe phase transi-
tions. In this section we are going to introduce this phenomenon and
some of its consequences, we will then pose the focus on topological
defects’ formation.
The theme of SSB is classically debatable [10] but we are interested
on its quantum effects. Second quantization procedure consist of
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finding the lowest Hamiltonian eigenstate i.e. the vacuum state |Ω >,
and then construct Fock space. Creation and annihilation operators
will fix the set of physical states over the vacuum.
Symmetry operations in quantum mechanics are formalized by
Wigner’s theorem. Wigner theorem states that any symmetry trans-
formation is represented over the Fock space by an unitary or an
anti-unitary operator, we will call it U^. If a symmetry is Wigner
implementable it is possible to define a quantum Noether current J^µ
and a conserved charge Q^; a major result which can be shown is
− [Q^, φ^] = [T^ , φ^] (1.51)
Let us define a generic operator A over the Fock space; the above
symmetry is then Wigner implementable if
< Ω|U^A^U^−1|Ω >=< Ω|A^|Ω > (1.52)
The latter can be written as
U^|Ω >= |Ω > (1.53)
Let us expand U^ at first order
U^ = I^+ iλT^ (1.54)
where T^ is called generator of the symmetry and λ is an infinitesimal
parameter which fixes U^; with this definition Eq. (1.53) takes the
form
(I^+ iλT^)|Ω >= |Ω >⇐⇒ T^ |Ω >= 0 (1.55)
when the latter is not satisfied we will define the classical symmetry
to be spontaneously broken at quantum level. It should be stressed
that
T^ |Ω >6= 0 ⇐⇒ Q^|Ω >6= 0 (1.56)
Spontaneous symmetry breaking is then exploited by the following
Theorem 2. Let φ → φ′ = φ + δφ be a symmetry transform of
the classical action. At quantum level is true only one between
the following statements:
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1. Q^|Ω >= 0⇒the symmetry is Wigner implementable.
2. Q^|Ω > 6= 0⇒ Q’s vacuum expectation value diverges; U^ can
not be well defined and the symmetry is spontaneously bro-
ken.
The proof will not be given in this thesis because it is beyond our
purposes. Anyhow this result is well known and for a comprehensive
and detailed discussion of the argument it is possible to refer to QFT
literature.
Eq. (1.55) gives an useful tool to forecast SSB: the phenomenon will
occur if the vacuum is not stable through the symmetry transform’s
action.
In physical systems the mechanism works as follows. At high ener-
gies the vacuum state is invariant under a certain group G. Lowering
energy the theory’s effective potential changes and a different vac-
uum state becomes energetically favorable. This new state is only
invariant under a certain H, subgroup of G called little group, so the
symmetry has been broken from G to H.
After the SSB has occurred the vacuum state is no longer invariant
under G but the theory itself must still be. Let g ∈ G and let
|Ω > be a minimal energy vacuum state then g|Ω > is another
minimal energy state, hence the vacuum is degenerate. The vacuum
manifoldM3 is the set of all distinct states of the form g|Ω >. Since
g1|Ω >= g2|Ω > if g−11 g2 ∈ H the vacuum manifoldM is defined as
the coset space G/H.
1.3. Topological defects and strings.
The last concept introduced in the previous section is the vacuum
manifold M, defined as the coset space G/H. Working with a M
with non trivial properties it is possible to encounter some physically
relevant effect. Let us consider a physical system with a SSB due
3As it will be pointed out in next chapters in general it is not true that M is manifold but it
is only a topological space. As pointed out in [11] if G is a Lie group and H is a normal Lie
subgroup of G, the quotient G/H is also a Lie group. If H is not a normal Lie subgroup of G
the quotient G/H is not a group, but simply a differentiable manifold on which G acts.
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to an Higgs like field φ. This field’s expectation value will label
different vacuum states. It may happen φ to get different vacuum
expectation values in not causally connected parts of the system. It
is energetically favorable for this variation to disappear; however this
is not always possible if the vacuum manifold M has a non-trivial
topology.
First we will discuss topological characteristics of a space; defin-
ing homotopy group we will understand the correspondence between
topological features and the occurrence of physically observable de-
fects. Finally we will show the classical example of a theory produc-
ing the well known Nielsen Olsen vortex. For a detailed treatment
it is possible to refer to [12], in this section we will just discuss main
issue and we will introduce the concept of flux.
1.3.1. Formation and classification.
Manifolds or more generally topological spaces can be studied with a
variety of methods. Algebraic topology’s intent is to associate groups
or more elaborate structures to spaces. These functorial relationships
have the goal to reduce unknown spaces to well known algebraic
structures.
The first tool to be defined is the fundamental group which is
defined in terms of paths, loops and their deformations. We assume
the reader to be familiar with some basic topological concepts such
as topological space, quotient space, continuous function, connected
and path connected spaces.
Definition 3 (Homotopic functions). Let (X, τ), (Y, δ) be topolog-
ical spaces and let f, g : X→ Y be continuos maps, and let I = [0, 1];
if there exist an Ft : X× I→ Y satisfying:
F0(x) = f(x) ∀x ∈ X
F1(x) = g(x) ∀x ∈ X
we say f and g are Homotopic.
Homotopy will be denoted with ∼. To introduce the following
concept we make reference to closed curves, we refer to the base
18
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point as the point were our curves begin and end. We use I to
denote the closed interval [0, 1].
Definition 4 (Fundamental group). Let (X, τ) be a connected topo-
logical space, let x¯ ∈ X be the base point and let Π(X, x¯) ≡ {γ : I→
X|γ(0) = γ(1) = x¯}. We define Fundamental Group pi1(X, x¯) ≡
Π(X, x¯)/ ∼
It may seem this definition characterize the space just locally i.e.
in a neighborhood of the chosen base point. On the contrary it’s
possible to demonstrate the following
Theorem 5. Let (X, τ) be a path connected topological space.
Then ∀x¯1, x¯2 ∈ X; pi1(X, x¯1) ∼= pi1(X, x¯2).
The theorem states that the two groups are isomorphic, but in
general they are not exactly the same group. It may seem just a
mere technicality, but later will be clear the reasons for our choice
to point out this caveat. Let us remind the basic idea that lead us to
define pi1: we define S1-like loops in the topological space and we try
to continuously deform them to trivial loops. When this operation
is not possible the fundamental group is not trivial. A standard
method to compute pi1 does not exist but there are several useful
techniques as widely described in literature [13].
The concept of fundamental group can be extended defining higher
homotopy groups. Mathematical formalization is quite elaborated
and sophisticated [13] while the idea is simple. Given an n + 1
dimensional topological space its pin describes how an Sn defined at
a location in the topological space can be continuously deformed to
a point. We should make a clarification about pi0’s definition.
Definition 6 (Zeroth homotopy “group”). Let (X, τ) be a topo-
logical space, we can define an equivalence class on X by x ' y if
there exist a path that joins x to y. The Zeroth Homotopy Set is
defined as pi0(X) ≡ Π(X)/ '
This means pi0(X) is not a group but it is just the set of path-
connected components of X. Non trivial homotopy groups for the
vacuum manifoldM, as said at the beginning of this section, yield
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topological defects formation. We can now finally discuss some of
the physically relevant ones.
If pi0 6= {e} then we get a disconnected M. Let us consider an
M having two unconnected components M1, M2. If φ ∈ M1 in
a region of space and φ ∈ M2 in another region then there must
be an area where φ /∈ M; this area is called domain wall. In a
three-dimensional space this will be a two-dimensional defect.
If pi1 6= {e} then M contains non-contractible loops. This kind
of defects will be one-dimensional in a three-dimensional space and
they are called strings. Considering cosmological phase transition
and associated symmetry breaking we will deal with cosmic strings.
Strings can not have ends, otherwise they will be homotopic to
points, so they must be either infinitely long or closed loops.
If pi2 6= {e} then M contains non-contractible S2-homotopic sur-
faces. This kind of defect are point-like in a three-dimensional space
and so they are called monopoles.
The only physically acceptable defect is the string like; domain
walls are neglected because of their evolution [14] and monopole’s
density will be unacceptably high [15].
1.3.2. Nielsen Olsen Vortex and string’s flux definition.
The classical example of local gauge theory with stable strings is the
Abelian Higgs model, whose defect is well known as Nielsen Olsen
Vortex and is widely treated in literature [16, 17].
This model is built with a complex scalar field φ coupled to a U(1)
gauge field Aµ. The Lagrangian has the form
L = 1
2
(Dµφ)
∗(Dµφ) −
1
4
FµνFµν − V(φ) (1.57)
where Fµν ≡ ∂µAν − ∂νAµ , Dµφ ≡ ∂µφ + ieAµφ and V(φ) ≡
λ
4
(|φ|2 − η2)2. The potential V assuming η2 > 0 is shown in Fig. 1.2.
It should be clear φ is a quantum field interacting with itself, with
other quantum fields contained in the theory and in a more general
case with the background. These interactions may alterate the shape
of the potential i.e the value assumed by η2. The variation of the
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Figure 1.2.: The figure shows the mexican hat potential we used in Eq.(1.57) for
η2 > 0. This origins a circle of degenerate minima which implements
the U(1) symmetry breaking.
value assumed by η2 may produce a theory predicting SSB.
In the unbroken phase (η2 < 0) this theory describes a spin-1
massless neutral gauge field Aµ and a spin-0 self-interacting bosonic
field φ with mass m2φ = −4λη
2.
More interesting is the broken phase η2 > 0 where we fix φ(x) =
(η+h(x))eiθ(x); in this state theory predicts a massive spin-0 boson h
(the Higgs field) with mass m2h = 2λη
2 and a neutral massive spin-1
gauge field A˜µ with mass mZ = 2|e|2η2 (analogous to the Z boson).
The existence of a massive gauge field is due to the absorption of
the goldstone boson by the massless Aµ. With this procedure the
latter gets an addictive degree of freedom which allows it to get mass
without affecting its renormalizability.
A fascinating characteristic of this scheme is the possibility forU(1)
Abelian strings to appear. The set of true vacuum statesM for this
model has the form φ0 = ηeiθ which is in one-to-one correspondence
with U(1). One of the first results obtained in a basic algebraic
topology course is pi1(U(1)) = Z. This implies that the theory admits
non contractible loops which are associated to strings’ existence.
The previous result can be proved searching for a cylindrically
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symmetric solution for the equation of motion. Let us use Eq. (1.31)
on the Lagrangian of Eq. (1.57) to get
|Dµ|
2φ = −λφ+ λφ2φ∗ (1.58)
∂νFµν ≡ Jµ = ie
2
(φ∗∂µφ− φ∂φ∗) + e2Aµφ∗φ (1.59)
We can now use gauge freedom to fix A0 = 0 and search a solution
for ~A of the form
~A(~r) =
~r∧ θ^
r
∣∣∣~A(~r)∣∣∣ (1.60)
With this procedure we obtain a system of equations of motion whose
analytical solution does not exist. The problem can be solved fixing
φ = |φ|eiχ and using the following approximation |φ| →r→∞ cost.
The latter leads to the well-known Bessel equation for
d
dr
[
1
r
d
dr
(r|A|)
]
+ |φ|2
(e
r
− e2|A|
)
= 0 (1.61)
which admit solutions of form
|A| =
1
er
+
c
e
K1(e|φ|r)→r→∞ 1
er
+
c
e
√
pi
2er|φ|
e−er|φ| (1.62)
where we defined c constant of integration and Kn(x) modified Bessel
function of the n-th kind. In analogy with electrodynamics we can
define a “magnetic field” associated to the the potential ~A(~r) as ~H =
∇∧ ~A; in our case it will be
|~H| =
1
r
d
dr
(r|~A(~r)|) =
1
r
d
dr
(r
c
e
K1(e|φ|r)) (1.63)
which for large r goes to zero as
|~H| ∼
√
1
r
e−er|φ| (1.64)
We can impose the condition for a well defined |A| for r approaching
0, with this condition we fix c = −e|φ|.
Let us define |φ| = φ0 + ρ(x) where φ0 is the value for |φ| in its
minimum and ρ(r) denotes the fluctuations around φ0. From the
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equation of motion it is possible to derive the following
ρ(r)→r→∞ e−√λr (1.65)
We can define ξ ≡ √λ and ζ ≡ 1
e|φ|
; r > ξ⇒ |φ| ≈ φ0 and r > 1e|φ| ⇒
|H| ≈ 0.
We finally introduce the flux associated to the string. Let us define
dσµν 2-dimensional surface element embedded in a Minkowski space-
time, the flux Φ associated to a string is defined as
Φ ≡
ˆ
Fµνdσ
µν =
˛
Aµdx
µ (1.66)
where the second integral is evaluated along the border of dσµν.
The computation becomes very simple making two assumptions:
first we assume we can write φ = |φ|eiχ, and we substitute in
Eq. (1.59)
Aµ =
1
e2
Jµ
|φ|2
−
∂µχ
e
(1.67)
we can then assume the absence of external currents i.e. Jµ = 0
Φ = −
1
e
˛
∂µχdx
µ (1.68)
The requirement of closed loop means we can define a fundamental
flux Φ0 ≡ −2pie associated to the string, whose integer multiples gives
all the possible values for Φ
Φ ≡ nΦ0 n ∈ Z (1.69)
the flux is then quantized.
An example of loops enclosing a string-like defect in R3 is shown in
Fig. 1.3. Let us identify with D the set of points in R3 occupied by
the defect, we can then define M ≡ R3\D; with these assumptions
it should be clear L, L′ belong to the same class in pi1(M) and they
are not homotopic to the trivial path.
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Figure 1.3.: The figure shows the two loops L and L′ encircling a string-like defect
1.4. Observational consequences due to cosmic
strings.
The last theme worth to be treated in this introductory part, is the
clarification of the main experimental consequences attributable to
cosmic strings. In the preface, we gave an order of magnitude for
µ mass per unit length. Gauge string originated by a SSB at GUT
energy scales has Gµ ∼ 10−(6∗7). Looking at the equations derived
in Section 1.3.2 it should be clear the most important interactions
of ordinary cosmic strings are the gravitational ones. Particularly it
is useful to refer to Eq.(1.65) that shows φ quickly approaches its
asymptotic value.
We will mention and give some result regarding gravitational lens-
ing, CMB fluctuations and anisotropies of matter distribution. To
complete this section, some mechanisms producing gravitational emis-
sion are discussed.
1.4.1. Observable effects.
Detailed treatment of this topics can be found in [1, 16].
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Gravitational lensing.
Figure 1.4.: The figure shows gravitational lensing effect due to a cosmic string.
The space contained betweenO1, A,O2, O′2, A
′, O′1 is cut; the geometry
is then conical. Let us consider an observer Q and an object on the
opposite side of the string S, the observer can see two identical images
in O1, O2, which are instead the same point.
Using equations derived in appendix A it is possible to write the
metric in cylindrical coordinates
ds2 = dt2 − dz2 − dr′2 + r′2dθ′2 (1.70)
where r′ is a radial coordinate on the plane defined by constant t
and z and θ′ is a new angular variable which varies in the range
0 6 θ′ 6 2pi(1− 4Gµ) (1.71)
we can then introduce a “deficit angle”
4 ≡ 8piGµ (1.72)
This can be interpreted as dt = dz = 0 does not define a plane, this
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surface instead has the same geometry of a cone. Suppose we are
trying to look at a distant object with a cosmic string interposed
between the latter and us; as shown in Figure 1.4, we will observe
two identical pictures of the body separated by an angle of 8piGµ.
Several cosmic agglomerations of matter can produce gravitational
lensing, the peculiar characteristic of this effect due to cosmic strings
is the linear nature of the region where this phenomenon can be
noticed.
Fluctuations on CMB.
Let us suppose the presence of a light beam with a certain observed
frequency ω. A moving string would produce an effect of redshift
in the part ahead of the string and a blueshift in the part behind it.
Clearly a difference frequency produces a difference in the observed
temperature ∆T/T = ∆ω/ω. It is possible to derive an expression
for this discontinuity which relates perturbed stress energy tensor
and ∆pµ, then using ∆T/T = ∆E/E we find the distortion to depend
only on apparent position and velocity of the string.
Comparison with observed fluctuations fixes Gµ ∼ 10−6 as the or-
der of magnitude for strings able to produce these effects. Modern
cosmology [6] interprets CMB as Gaussian fluctuations of fields dur-
ing inflationary epochs. This scenario reasonably appears to be the
proper way to describe the phenomenon. However a study of the
emissions due to cosmic strings can give further data in support of
the theory.
Density perturbations.
The mechanism behind creation of density perturbation by cosmic
strings has been pointed out by Vilenkin and Silk [18]. The idea
is a moving string leaves behind itself a over-dense region. Let us
consider a string moving with velocity v in a collision free universe;
in the string rest frame matter moves with −v. When particles pass
near the string they acquire an inward velocity component because
their motion is deviated of an angle ∆ = 8piGµ. The result is that
matter converges in a certain region behind the string making it
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over-dense. A modern article reguarding small scale non linear ef-
fects associated to cosmic strings loops can be found in ref[19]. It is
fair to point out that cosmic strings can not grant consequences on
formation of large scale structures [1].
1.4.2. Gravitational wave emission.
Gravitational waves are solutions of the linearized Einstein equation.
Let us consider the gravitational field associated to a straight string,
at first order in hµν we get ΦG ∼ 12h00; using linearized Einstein
Equation (A.24) we find Sµν ≡ Tµν − 12ηµνTρρ to be the source for
gravitational field. After this clarification it is easy to derive the
source of Newtonian potential ΦG
S00 =
1
2
T00 +
1
2
T ii (1.73)
In the next chapter we will compute the stress energy tensor associ-
ated to a generic string both in a flat and in a general spacetime.
It is possible to show S00(~x, t) = 0, which means a straight string
does not generate a Newtonian potential. The situation is different
for curved strings: these objects starts to oscillate which in general
makes Sµν 6= 0. The loss of energy through gravitational emissions,
enables a string loop to dwindle up to disappear. This mechanism
clearly influences the statistic of a population of cosmic strings.
The major role in these processes is carried out by cusps and kinks,
which will be precisely defined later. The first may appear when the
string velocity reaches the speed of light, and in correspondence of
these objects, strong pulses in gravitational field are generated. The
latter can produce pulses of gravitational field in the same direction
of their velocity; running around the loop, kinks create a pattern of
beams.
A detailed description of the effects of emissions is set out in the
following chapters, at the moment we only provide an estimate of
the results. We can evaluate gravitational radiation for a loop of
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length L and mass M using the quadrupole formula
dE
dt
∼ G
(
d3D
dt3
)2
∼ GM2L4ω6 (1.74)
to write this equation we defined D quadrupole momentum D ∼
ML2 ∼ µL3 and ω ∼ L−1 is the characteristic frequencies. It is im-
portant to point out this estimate based on multipole expansion is
quite coarse because strings must be considered as relativistic ob-
jects.
We are allowed to define a numerical dimensionless coefficient Γ de-
pending on L and thus Eq. (1.74) becomes
dE
dt
∼ ΓGµ2 (1.75)
The lifetime of a generic loop then is
τLOOP =M
(
dE
dt
)−1
∼
L
ΓGµ
(1.76)
Numerical simulations suggests that it is a good approximation to
set Γ ∼ 100 and then we get
τLOOP ∼ 10
4L (1.77)
which means a string takes a long time to decay via gravitational
radiation.
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dynamics.
Strings width δr is of the order of magnitude of the Compton wave-
length associated to the mass of the Higgs field, δr ≈ m−1H . Studying
electroweak breakdown we get δr ≈ (120GeV)−1 while for a generic
GUT theory δr ≈ (1015GeV)−1, thickness is then smaller than the
radius of an electron. With this specifications it should be clear that
we are allowed to treat strings as zero thickness long filament.
We introduce Nambu action which describes an isolated string of
zero thickness and then we focus on the cases of our interest i.e.
motion in Minkowski and in FRW space-time. Gravitational waves
emissions are treated in Minkowski space-time, some considerations
regarding behavior in a FRW background are reported.
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2.1. Nambu action.
We have to settle an action for a string, this issue will be faced
following the standard procedure and exploiting the Nambu action.
To describe the motion of the string we need two parameters, a
spatial coordinate σ and a temporal one τ. We define ζ ≡
(
τ
σ
)
and we will denote with ζa, a = 0, 1 his components i.e. ζ0 = τ,
ζ1 = σ. Let xµ ≡ (x0,~x) be the coordinates of the string, we can
now determine the induced metric
γab ≡ ∂x
µ
∂ζa
∂xν
∂ζb
gµν (2.1)
We will denote γ = det(γab) = γ00γ11 −
(
γ01
)2. Let µ be the energy
per unit length and let dA be the infinitesimal element of the string’s
world-sheet, then the Nambu-Goto action is
S ≡ −µ
ˆ
dA = −µ
ˆ √
−γdτdσ (2.2)
This shape for the action is quite similar to the one for a relativistic
particle
S ≡ −m
ˆ
ds = −m
ˆ √
−gµνx˙µx˙νdτ (2.3)
To obtain the equation of motion we vary Eq.(2.2) with respect to
xµ(ζa) and we get
∂
∂ζa
[
∂L
∂(∂x
µ
∂ζa
)
]
−
∂L
∂xµ
= 0 (2.4)
2.2. Dynamics in Minkowski space-time.
Dynamics in Minkowski spacetime gµν = ηµν ≡ diag(−1, 1, 1, 1) has
a lots of simplifications with respect to the general case: Christoffel
symbols are zero and thus the Riemann tensor vanishes. The last
statement implicates geodesics have no deviation. As the metric is
time independent the string’s energy is conserved, this will not be
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true in the general case.
2.2.1. Dynamics in the aligned standard gauge.
We will discuss string dynamics in Minkowski space-time and we will
fix the aligned standard gauge also known as conformal gauge i.e.
x˙µx′νηµν = 0 (2.5)
x˙2 + x′2 = 0 (2.6)
where we defined
x˙µ ≡ ∂x
µ
∂τ
(2.7)
x′µ ≡ ∂x
µ
∂σ
(2.8)
With these conditions the metric induced on the world-sheet has
only two non vanishing terms
γ00 = x˙
µx˙νηµν (2.9)
γ11 = x
′µx′νηµν (2.10)
We can now use the gauge condition to write Eq. (2.2) in an easier
form
S = −µ
ˆ √
−γ00γ11dτdσ (2.11)
Eq. (2.2), and the whole computation carried on, is invariant under
reparameterizations of the world-sheet coordinates, t → f(t) and
σ→ g(σ). We can use this residual gauge freedom by setting
t ≡ x0 ≡ ζ0 (2.12)
Gauge conditions then change to
~˙x · ~x′ = 0 (2.13)
~˙x2 + ~x′2 = 1 (2.14)
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and Eq. (2.11) becomes
S = −µ
ˆ √
−ηµνηαβ
∂xµ
∂t
∂xν
∂t
∂xα
∂σ
∂xβ
∂σ
dτdσ
= −µ
ˆ √
(1− ~˙x2)~x′2dτdσ =
= −
µ
2
ˆ (
1− ~˙x2 + ~x′2
)
dτdσ (2.15)
For this action Eq. (2.4) simply reads
~¨x− ~x′′ = 0 (2.16)
We are then left with a set of three equations which completely fix
the motion of the string
~˙x · ~x′ = 0 (2.17)
~˙x2 + ~x′2 = 1 (2.18)
~¨x− ~x′′ = 0 (2.19)
The focus should be posed on the physical meaning of this system.
Eq. (2.17) implies ~˙x is perpendicular to the string and then it rep-
resents its physical velocity. The second equation can be written
as
d~x
dζ1
=
√
1− ~˙x2 (2.20)
and then we can write the integral
E ≡ µ
ˆ
dE
µ
= µ
ˆ
dζ1 = µ
ˆ
d~x√
1− ~˙x2
(2.21)
is then clear the constrain fixed by Eq. (2.18): dζ1 = dσ is propor-
tional to the string energy measured from some arbitrary point on
the string. Finally we discuss the last among the three equations
obtained; its meaning is that a curved string tends to straighten, in
this process a velocity is developed and then the string begins to
oscillate.
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The stress-energy tensor is obtained by Eq. (2.53)
Tµν = µ
ˆ
(x˙µx˙ν − x′µx′ν)δ(3)(~x− ~x(t, σ))dσ (2.22)
which is in agreement with Eq. (2.21).
2.2.2. Kibble-Turok sphere.
Eq. (2.19) is a wave equation, the general solution is well known
~x(τ, σ) =
1
2
[
~a(τ+ σ) + ~b(τ− σ)
]
(2.23)
We refer to ~a and ~b as "left" and "right" movers respectively. With
this prescription we can write
~˙x =
1
2
(
~˙a+ ~˙b
)
(2.24)
~x′ =
1
2
(
~a′ + ~b′
)
(2.25)
We can then use gauge conditions
~˙x · ~x′ = 0⇒ 1
4
(
~a2 − ~b
2
)
= 0 (2.26)
~˙x2 + ~x′2 = 1⇒ 1
2
(
~a2 + ~b
2
)
= 1 (2.27)
where we fixed ~a ≡ d~a(u)
du
and ~b ≡ d~b(v)
dv
, these imply the trivial
definitions u = τ + σ; v = τ − σ. This set of equations is solved for
~a, ~b which satisfy
~a2 = ~b
2
= 1 (2.28)
This means ~a,~b lie on the surface of a unit sphere, which is known
as Kibble-Turok sphere. We can consider the occurrence of ~a = ~b,
which implies ~a · ~b = 1. By squaring Eq. (2.24) and Eq. (2.25) and
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Figure 2.1.: ~a and ~b are the derivatives of a left and a right mover defined on a loop
with respect to their arguments. The figure shows the representation
of these vectors on Kibble-Turok sphere; the dots are used to denote
those points where the two movers meet and a cusp appear.
substituting we obtain
~a · ~b = 1⇒ { ~˙x2 = 1
~x′2 = 0
(2.29)
which means the string instantaneously reaches the speed of light.
This situation corresponds to the formation of a cusp on the string;
an interesting result about these configurations can be obtained in
the case of loops.
We can treat a single closed string in its center of momentum
frame, under this hypothesis ~a and ~b will be periodic function of
their argument, we fix their period to be L and L′. As argued above,
~a and ~b lie on Kibble-Turok sphere; integrating we get
ˆ L
0
~a(u)du =
ˆ L′
0
~b(v)dv = 0 (2.30)
Eq.(2.30) implies the centroids of the curves described by ~a and ~b co-
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incides with the center of Kibble-Turok sphere, this means that none
of these loops can lie completely in a single hemisphere. This result
places conditions on the number of crossing between the curves as-
sociated with a ~a and a ~b. Let us assume ~a and ~b to be continuous,
under this hypothesis we have either an even number of overlaps for
period or zero overlaps. The configuration shown in Fig. 2.28 cor-
responds to the energetically favored instance in which the number
of crossing is equal to two. Those points where the overlap occurs
obviously satisfy the condition stated by Eq. (2.29). The number
of cusps that appear in a whole oscillation period, in a closed loop
whose ~a and ~b are continuous, is then even.
Figure 2.2.: The figure shows the representation of the derivatives of a left and a
right mover on Kibble-Turok sphere; they are not continuous, then
they meet only once.
An effect which is able to variate this result, is intercommutation
between string. This mechanism will be treated in detail through
next chapters, however we can already debate one issue which is due
to this event. As shown in Fig. 3.3, this process, allows strings to de-
velop some configurations bearing a non continuous derivative; these
are commonly known as kinks. Once they are formed, they just have
to evolve complying with the equations of motion, the main differ-
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ence with normal solutions, is then found considering their represen-
tation on Kibble-Turok sphere. It is trivial to show the associated
curves are not closed, they indeed present a gap which corresponds
to the discontinuity as shown in Fig. 2.2. This feature of loops con-
taining kinks, then falsifies the result we have argued above; during
an oscillation period, a string with this configurations, can present
a number of kinks which is not forced to be even.
2.2.3. Mode expansion.
In this section we write explicitly the mode expansion, we express
the solution of Eq. (2.19) both for an open and a closed strings. The
main difference between these cases, is the spatial periodicity which
is manifest in the second instance.
It is important to point out that the constrains fixed by Gauge
conditions (2.18,2.17) are not linear. This implies that even though
it is possible to write a solution for Eq.(2.19) as an expansion in
Fourier series, it is quite difficult to solve it in the general case.
Conversely smooth exact solutions can be found truncating the series
to the lowest harmonics.
Open string.
We can use Eq. (2.23) to decompose Xµ in terms of left and right
movers ~a(t+ σ), ~b(t− σ). To preserve four vector formalism, we fix
aµ ≡ (t+ σ, ~a) and bµ ≡ (t− σ,~b).
Xµ =
1
2
[aµ(u) + bµ(v)] (2.31)
where we defined u ≡ τ+ σ and v ≡ τ− σ. We consider σ ∈ [0, pi]1;
with these definitions, the boundary conditions are
dXµ
dσ
∣∣∣∣
σ=0
=
1
2
[aµ(t) − bµ(t)] = 0 (2.32)
1Eq.(2.17) implies that we are restricting to the case of a string of length equal to pi. A general-
ization for strings of generic length L can be easily derived.
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dXµ
dσ
∣∣∣∣
σ=pi
=
1
2
[aµ(t+ pi) − bµ(t− pi)] = 0 (2.33)
Eq.(2.32) is solved by aµ(t) = bµ(t) + cµ, where the constant can be
absorbed redefining aµ and bµ; we then settle aµ(t) = bµ(t) ≡ fµ(t).
Eq.(2.33) instead fixes periodicity for fµ, i.e.
dfµ
dt
(t− pi) =
dfµ
dt
(t+ pi) (2.34)
which means f is a periodic function with period equal to 2pi. Let us
consider fµ as a function of a generic variable s; we are then allowed
to decompose fµ into normal modes
dfµ
ds
(s) = fµ1 +
∞∑
n=1
aµn cosns+
∞∑
n=1
bµn sinns (2.35)
integrating we get
fµ(t) = fµ0 + f
µ
1s+
∞∑
n=1
Aµn cosns+
∞∑
n=1
Bµn sinns (2.36)
where we defined new coefficients Aµn and Bµn to absorb constants
arising from integration. We can substitute into Eq.(2.31) to get
Xµ(t, σ) = fµ0 + f
µ
1t+
1
2
∞∑
n=1
[Aµn cosn(t+ σ) + Bn sinn(t− σ)
+ Aµn cosn(t− σ) + Bn sinn(t− σ)] (2.37)
The first term gives the initial position of the center of the string,
the second term describes translations of the latter, and the sum
represents the periodic oscillations of the object. An infinite string
is parameterized by σ ∈ (−∞,∞), with this alteration we can not
decompose the sting into a Fourier series; conversely we have to use
a Fourier integral.
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Closed string.
The instance of closed string, can be described with σ parameterized
by σ ∈ [0, L], where L denotes the string length. The main difference
with the previous case is σ = 0 and σ = L represent the same point.
We can show this yields to more severe conditions on aµ and bµ
periodicity
aµ(t, σ) + bµ(t, σ) = aµ(t, σ+ L) + bµ(t, σ− L) (2.38)
aµ(t, σ+ L) − aµ(t, σ) = bµ(t, σ) − bµ(t, σ− L) (2.39)
Eq.(2.39) implies both aµ(u) and bµ(u) are periodic functions with
period equal to L; these means we are allowed to express both of
them as a Fourier series
aµ(u) =
∞∑
n=0
(
αµn cos
2pinu
L
+ βµn sin
2pinu
L
)
(2.40)
bµ(v) =
∞∑
n=0
(
γµn cos
2pinv
L
+ δµn sin
2pinv
L
)
(2.41)
we can integrate these equations to get
aµ(u) = aµ0 + α
µ
0u+
∞∑
n=1
(
Aµn cos
2pinu
L
+ Bµn sin
2pinu
L
)
(2.42)
bµ(v) = bµ0 + γ
µ
0v+
∞∑
n=1
(
Cµn cos
2pinv
L
+Dµn sin
2pinv
L
)
(2.43)
where we defined new coefficients to absorb constants arising from
integration. The boundary condition Xµ(t, σ) = Xµ(t, σ+ L) implies
αµ0 = γ
µ
0 ≡ xµ1 . We also define aµ0 + bµ0 ≡ 2xµ0 to get
Xµ(u, v) = xµ0 + x
µ
1
u+ v
2
+
1
2
∞∑
n=1
(
Aµn cos
2pinu
L
+ Bµn sin
2pinu
L
)
(2.44)
+
1
2
∞∑
n=1
(
Cµn cos
2pinv
L
+Dµn sin
2pinv
L
)
(2.45)
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in terms of τ, σ we get
Xµ(t, σ) = xµ0 + x
µ
1t+ (2.46)
+
1
2
∞∑
n=1
(
Aµn cos
2pin(t+ σ)
L
+ Bµn sin
2pin(t+ σ)
L
)
+
(2.47)
+
1
2
∞∑
n=1
(
Cµn cos
2pin(t− σ)
L
+Dµn sin
2pin(t− σ)
L
)
(2.48)
2.3. Dynamics in general space time.
We can now treat the case of a general background, and then restrict
to FRW spacetime. The main differences arises from non vanishing
Christoffel symbols, and this will make the dynamics more compli-
cated. As usual we denote ∂µ ≡ ∂∂xµ and ∂a ≡ ∂∂ζa . It is then useful
to remind some formulas
d(
√
γ) =
γ
2
γabd(γab) (2.49)
∂bγ
ab = −γacγbd∂bγcd (2.50)
Then Eq.(2.4) becomes
∂b(
√
−γγabgλµ∂ax
λ) −
√
−γ
2
γab∂µγab = 0 (2.51)
explicit calculation using Eq.(2.50) and Eq.(2.51) gives
√
−γ
2
γcd∂bγcdγ
abgλµ∂ax
λ −
√
−γγacγbd∂bγcdgλµ∂ax
λ
+
√
−γγabgλµ∂b∂ax
λ
+
√
−γγab∂ρgλµ∂ax
λ∂bx
ρ
−
√
−γ
2
γab∂ax
λ∂bx
ρ∂µgνρ = 0
we can finally use the definition of Christoffel symbols to get
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√
−γγabgλµ∂b∂ax
λ +
√
−γgµκΓ
κ
ρλ∂bx
ρ∂ax
λ
−
√
−γγcdγabγbeΓ
e
cdgλµ∂ax
λ = 0
a more compact form for the latter is
gκµ
[
1√
−γ
∂a(
√
−γγab∂bx
κ) + Γκνργ
ab∂ax
ν∂bx
ρ
]
= 0 (2.52)
We can derive the stress-energy tensor varying Eq.(2.2) with respect
to gµν
√
−gTµν = −2
δS
δgµν
= µ
ˆ √
−γγab∂ax
µ∂bx
νδ(4)(xσ − xσ(ζa))dτdσ
(2.53)
We can now switch from the general case to the one of our interest
which is the Friedmann Robertson Walker space-time.
2.3.1. Dynamics in FRW space-time.
As discussed in Section1.1.1 the space-time interval for the Fried-
mann Robertson Walker flat space-time can be written as
ds2 = −dt2 + a2(t)d~x2 = a2(η)[−dη2 + d~x2] (2.54)
expressing FRW in terms of conformal time we find Christoffel sym-
bols are
Γ 0ij = δij
a˙
a
; Γ i0j = Γ
i
j0 = δ
i
j
a˙
a
(2.55)
where a˙/a is H, the Hubble’s constant. In analogy with our treat-
ment in Minkowski space-time we are allowed to set the gauge con-
ditions
ζ0 ≡ η, ~˙x · ~x′ = 0 (2.56)
We can not fix the energy-length of the string, as the expansion
can vary it. With these conditions the equations of motion can be
written as
~¨x+ 2H
(
1− ~˙x2
)
~˙x =
1

∂
∂σ
(
~x′

)
(2.57)
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˙ = −2H~˙x2 (2.58)
where we defined
 ≡
√
~x′2
(1− ~˙x2)
(2.59)
Eq.(2.57) is the analogous of Eq.(2.19) for an expanding space-time:
a curved string tends to straighten gaining a non-zero velocity as in
the flat space-time, but there is also a term proportional to ~˙x which
is due to the expansion.
Eq.(2.58) can be proved to be not an independent equation, it is
satisfied as consequence of Eq.(2.57) and Eq.(2.56). Explicit solu-
tions of Eq.(2.57) will be treated in the next chapter. By definition
the stress-energy tensor is
Tµν =
µ
a4
ˆ
dσ
(
x˙µx˙ν −
x′µx′ν

)
δ(3) (~x− ~x(η, σ)) (2.60)
Energy and momentum of the string can be then computed
E =
ˆ
d3~xa3T 00 = µa(η)
ˆ
dσ (2.61)
Pi =
ˆ
d3~xa3T 0i = µa(η)
ˆ
dσ~˙x (2.62)
2.3.2. Loop evolution in FRW.
Let us consider the behavior of a loop placed around the origin. The
position vector in conformal gauge can be written as
~X(τ, σ) =
 R(τ, σ) cos(2piσL )R(τ, σ) sin(2piσ
L
)
0
 (2.63)
R(τ, σ) is used to denote the radius of the loop, that is now considered
a function of τ, σ. It is trivial to demonstrate
~˙X(τ, σ) =
R˙
R
~X(τ, σ) (2.64)
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~¨X(τ, σ) =
R¨
R
~X(τ, σ) (2.65)
we can now compute ~X(τ, σ)′ and ~X(τ, σ)′′
~X′(τ, σ) =
 R′ cos(2piσL ) − 2piRL sin(2piσL )R′ sin(2piσ
L
) + 2piR
L
cos(2piσ
L
)
0
 (2.66)
~X′′(τ, σ) =
 R′′ cos(2piσL ) − 4piR
′
L
sin(2piσ
L
) − R cos(2piσ
L
)
(
2pi
L
)2
R′′ sin(2piσ
L
) + 4piR
′
L
cos(2piσ
L
) − R sin(2piσ
L
)
(
2pi
L
)2
0
 (2.67)
imposing the gauge condition ~˙x · ~x′ = 0 we get
R˙R′ = 0 (2.68)
that implies R′ = 0, the loop is then circular. With this result the
above written equations reduce to
~X′(τ, σ) =
 −2piRL sin(2piσL )2piR
L
cos(2piσ
L
)
0
 (2.69)
~X′′(τ, σ) =
 −R cos(2piσL )
(
2pi
L
)2
−R sin(2piσ
L
)
(
2pi
L
)2
0
 (2.70)
The equations of motion for a string in FRW in conformal gauge are
the well known
~¨x+ 2H
(
1− ~˙x2
)
~˙x =
1

d
dσ
(
~x′

)
(2.71)
˙ = −2H~˙x2 (2.72)
with our parameterization we can write
R¨
~x
R
+ 2H
(
1− R˙2
)
R˙
~x
R
=
1− R˙2
R2 4pi
L2
~x′′ (2.73)
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˙ = −2H~˙x2 (2.74)
Let us perform the scalar product between the radial versor n^ and
Eq.(2.73)
R¨+ 2H
(
1− R˙2
)
R˙ = −
1− R˙2
R
(2.75)
This can be written as
R¨+
[
2HR˙+
1
R
](
1− R˙2
)
= 0 (2.76)
Imposing boundary conditions for the Cauchy problem it is possi-
ble to compute numerical solutions for this equation. This issue
is discussed in [17] and a similar problem is treated in [20]. It is
worth to point out that in treatment of the above quoted references,
it is shown that loops whose initial conditions are comparable to a
physically acceptable situation collapse.
2.4. Gravitational waves emissions.
Emission of gravitational waves from cosmic strings is a topic widely
treated in literature, it is indeed known the fact that an oscillating
loop of this structures is an efficient source for GW. In this section
we describe the main mechanisms which lead a string to produce
a GW background. Our treatment will follow the one proposed by
Damour and Vilenkin in [21].
Before discussing the problem we remind the usual way to deal
with its analogous for a scalar field ψ in flat space-time. We start
writing the equation of motion for ψ(~x, t)
ψ(~x, t) = −4piS(~x, t) (2.77)
that is a wave equation with a source term. We can now study
this problem in the domain of frequencies. A periodic source can
be decomposed in a Fourier series, otherwise we have to perform a
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Fourier integral
S(~x, t) =
ˆ
dω
2pi
e−iωtS(~x,ω) S(~x, t) =
∑
n
e−iωntS(~x,ωn) (2.78)
then we write the corresponding Helmholtz equations
(∆+ω)ψ(~x,ω) = −4piS(~x,ω) (∆+ωn)ψ(~x,ωn) = −4piS(~x,ωn)
(2.79)
whose retarded Green functions is
Gω(~x,~x
′) =
eiω|~x−~x
′|
|~x− ~x′|
(2.80)
therefore we can write the solution for Eq.(2.77) as
ψ(~x,ω) =
ˆ
d3~x′
eiω|~x−~x
′|
|~x− ~x′|
S(~x′,ω) (2.81)
Let us consider the problem with a source localized around ~x′ = 0,
and let us study the case of an ~x in local wave zone ω |~x| 1; with
these assumptions we define r = |~x|, ~n = ~x/r and ~k = ω~n. We can
now consider the space-time Fourier transform of S(~x, t)
S(kµ) = S(~k,ω) =
ˆ
d3~x′ei~k·~x
′
S(~x′,ω) (2.82)
We can now consider the physical dimension of the source to be much
smaller than the distance between the source and the region in which
we are treating the problem i.e. |~x− ~x′| ' r− ~n · ~x′. Substituting in
the exponential in Eq.(2.81) obtaining
ψ(~x,ω) =
ˆ
d3~x′eiω(r−~n·~x
′)S(~x
′,ω)
r
(2.83)
then using Eq.(2.82) we get
ψ(~x,ω) = eiωr
S(kµ)
r
(2.84)
The solution in terms of xµ = (~x, t) is obtained summing all of the
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contributions in ω
ψ(~x, t) =
ˆ
dω
2pi
e−iω(t−r)
S(kµ)
r
ψ(~x, t) =
∑
ωn
e−iωn(t−r)
S(kµ)
r
(2.85)
The field is then a superposition of spherical waves depending on the
retarded time.
2.4.1. Gravitational wave emissions in flat space-time.
We consider the case of linearized gravity in harmonic Gauge with
a zero cosmological constant Λ = 0, this issue is discussed in Sec-
tion A.2. These assumptions let us write Einstein equations in the
compact form
h˜µν = −16piTµν (2.86)
This equation has the same shape of Eq.(2.77), we can then apply the
same procedure we have used to compute the solution in the previous
case. The formulas are obtained performing the substitutions ψ →
h˜µν, S→ 4GTµν in Eq.(2.85)
h˜µν(~x, t) =4G
ˆ
dω
2pi
e−iω(t−r)
Tµν(k
µ)
r
h˜µν(~x, t) =4G
∑
ωn
e−iωn(t−r)
Tµν(k
µ)
r
(2.87)
we introduce a new quantity defined as the distance-independent
wave form
h˜µν(~x, t) =
κµν(~n, r− t)
r
+O
(
1
r2
)
(2.88)
This definition allows us to write Eq.(2.87) in a more compact form
κµν(~n, t− r) =4G
ˆ
dω
2pi
e−iω(t−r)Tµν(k
µ)
κµν(~n, t− r) =4G
∑
ωn
e−iωn(t−r)Tµν(k
µ) (2.89)
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We begin treating the case of string loops without singularities, cusps
and kinks must be considered independently. Before discussing in
detail these cases we furnish some useful formulas.
Let us consider the case of periodic source with fundamental period
T1. This allows us to define ωn = 2pinT1 ; the series in Eq. (2.89) then
turns into
κµν(~n, t− r) = 4G
∞∑
m=1
e
−i2pim
T1
(t−r)
Tµν(k
µ
m) (2.90)
this assumption also lets us write Tµν(kλm) as
Tµν(k
λ
m) =
1
T1
ˆ T1
0
dt
ˆ
d3~xe−ik
λ
mxλTµν(~x, t) (2.91)
We remind the shape assumed by the stress energy tensor for a
Nambu string in flat space-time in conformal gauge
Tµν(xλ) = µ
ˆ
(s˙µs˙ν − s′µs′ν)δ(4)(xλ − sλ(t, σ))dσdt (2.92)
substituting Eq.(2.92) into Eq.(2.91) we can easily perform the inte-
gration over the space-time coordinates to remove δ(4)(xλ − sλ(t, σ))
Tµν(kλm) =
µ
T1
ˆ
Σ
e−ik
λ
ms
λ
(s˙µs˙ν − s′µs′ν)dσdt (2.93)
where Σ is used to denotes the portion of world-sheet defined as
(t, σ) ∈ [¯t, t¯ + T1] × [0, 1]. Eq.(2.93) represents the tensor Tµν of a
string in a time interval of a fundamental period.
With a straightforward calculation, we can express the Fourier
transform of Tµν as
Tµν(kλm) =
µ
2T1
ˆ
Σ
e−
i
2
(kλmaλ+k
λ
mbλ)(aµbν + bµaν)dσdt (2.94)
where we used notation of Section 2.2.2 to denote derivatives.
Changing variables from (τ, σ) to (u ≡ τ+σ, v ≡ τ−σ) we obtain
Tµν(kλm) =
µ
4T1
ˆ
Σuv
e−
i
2
(kλmaλ+k
λ
mbλ)(aµbν + bµaν)dudv (2.95)
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This expression can be simplified by defining
Iµa(k
λ
m) ≡
ˆ u0+l
u0
e−
2piim
l
nλaλaµdu (2.96)
Iµb(k
λ
m) ≡
ˆ v0+l
v0
e−
2piim
l
nλbλbµdv (2.97)
Eq.(2.95) then reads
Tµν(kλm) =
µ
4T1
(IµaI
ν
b + I
µ
bI
ν
a) (2.98)
With this we have obtained a factorized expression to describe the
Fourier transform of the GW amplitude. This shape has several
computational benefits, as an example, it should be noticed it is
trivial to show the conservation of Tµν i.e. kmµTµν(kλm) = 0. This
descends from the identities Iµa(kλm)kmµ = I
µ
b(k
λ
m)kmµ = 0 which are
manifest by Eq.(2.96) and Eq.(2.97).
String loops.
We focus on studying the case of a closed loop, in this instance we
can relate T1 with the invariant length l ≡ Eµ−1 of the considered
loop
T1 ≡ 2pi
ω1
≡ l
2
(2.99)
with this definition we can write
kλm = (ωm,ωmn^) = (mω,mωn^) =
4pim
l
(1, n^) ≡ 4pim
l
nλ (2.100)
We can substitute Eq.(2.95) into Eq.(2.96) and Eq.2.97 to get
Iµa(k
λ
m) ≡
ˆ u0+l
u0
exp
(
−
2piim
l
nλaλ
)
aµdu (2.101)
Iµb(k
λ
m) ≡
ˆ v0+l
v0
exp
(
−
2piim
l
nλbλ
)
bµdv (2.102)
We can define
φa = n
λaλ φb = n
λbλ (2.103)
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With these definitions it is easy to point out which factors influence
the emission for large m. These indeed essentially depends on two
characteristics of the string,
1. the presence of stationary points for φa and φb;
2. the regularity of the two functions aµ and bµ.
If aµ and bµ are smooth and φ˙a,b 6= 0 the integrals of Eq(2.101)
and Eq.(2.102) tend to zero faster then any polynomial function of
m. In this case GW emission for the loop can be well approximated
considering only few lower modes in m. When one of these con-
ditions is violated, we have a kink or a cusp respectively. In the
next two sections we study the behavior of a string presenting these
configurations. These topics are treated in detail in [21].
Cusps.
Let us consider the case of a point such that φ˙a,b = 0, it is easy to
show this corresponds to the appearance of a cusp. Remembering
the definitions of aµ and bµ given in Eq. (2.31) we can derive with
respect to t an apply the chain rule to get
X˙µ =
1
2
(
∂aµ
∂u
+
∂bµ
∂v
)
(2.104)
Using Eq.(2.28) it is then easy to show that both aµ and bµ are null
vectors, kλm is a null vector too, and this implies
φ˙a,b = 0 ⇐⇒ kλmaλ = kλmbλ = 0
This clearly implies that kλm is parallel both to aµ and bµ, and then
proves the appearance of a cusp.
Let us define uc and vc as the values of u, v respectively corre-
sponding to the cusp appearance, we also define aµc ≡ aµ(uc) and
bµc ≡ bµ(vc). To simplify the equations the problem of GW emission
by a cusp is treated in the reference frame where uc = vc = 0 and
aµc = b
µ
c = 0.
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We fix aµc = bµc = lµ = (1, n^c); we can then Taylor expand aµ(u),
bµ(v), aµ(u) and bµ(v) in u ' uc = 0 and v ' vc = 0 obtaining
aµ(u) = lµu+
u2
2
d2aµ
du2
+
u3
6
d3aµ
du3
(2.105)
bµ(u) = lµv+
v2
2
d2bµ
dv2
+
v3
6
d3bµ
dv3
(2.106)
aµ(u) =
daµ
du
= lµ + u
d2aµ
du2
+
u2
2
d3aµ
du3
(2.107)
bµ(u) =
dbµ
du
= lµ + v
d2bµ
dv2
+
v2
2
d3bµ
dv3
(2.108)
The gauge conditions
(
daµ
du
)2
=
(
dbµ
dv
)2
= 0 have to be satisfied for all
u and v; this yields to the additional conditions
lµ
d2aµ
du2
=0 = lµ
d3aµ
du3
+
(
d2aµ
du2
)2
(2.109)
lµ
d2bµ
dv2
=0 = lµ
d3bµ
dv3
+
(
d2bµ
dv2
)2
(2.110)
we can perform the scalar product between Eq.(2.105) and Eq.(2.106)
and lµ to get
lµaµ = −
1
6
(
d2aµ
du2
)2
u3 (2.111)
lµaµ = −
1
6
(
d2bµ
dv2
)2
v3 (2.112)
We can substitute into Eq.(2.101) and Eq.(2.102) to get
Iµa(k
λ
m) =
ˆ u0+l
u0
exp
[
piimu3
3l
(
d2aµ
du2
)2](
lµ + u
d2aµ
du2
+
u2
2
d3aµ
du3
)
du
(2.113)
Iµb(k
λ
m) =
ˆ v0+l
v0
exp
[
piimv3
3l
(
d2bµ
dv2
)2](
lµ + v
d2bµ
dv2
+
v2
2
d3bµ
dv3
)
dv
(2.114)
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As discussed in Appendix A, Eq. (A.28) does not fix the gauge
uniquely, we are allowed to perform a coordinate transformation of
form xµ → xµ + κµ(x), which satisfies κµ = 0. This gauge freedom
has to be used to remove the contribution associated to the term lµ
in the integral. The leading physical contribution in terms of ω1 is
then written as
Iµa(k
λ
m) '
d2aµ
du2
ˆ u0+l
u0
exp
[
iω1mu
3
12
(
d2aµ
du2
)2]
udu (2.115)
Iµb(k
λ
m) '
d2bµ
dv2
ˆ v0+l
v0
exp
[
iω1mv
3
12
(
d2bµ
dv2
)2]
vdv (2.116)
We define the scaled variables
Na ≡
[
ω1|m|
12
(
d2aµ
du2
)2]13
; ya ≡ Nau (2.117)
Nb ≡
[
ω1|m|
12
(
d2bµ
dv2
)2]13
; yb ≡ Nbv (2.118)
With these definitions the integrals assume the shape
I '
ˆ ya,b0+l
ya,b0
e±iy
3
a,bdya,b (2.119)
where the ± at the exponential denotes the sign of m. Through a
change of variable x = u3 is possible to notice that the argument of
this integral scales as |m|−2/3. The main contribute of integral (2.119)
is due to a small interval in ya,b around zero, we can then formally
neglect the restriction to a single period [ya,b0;ya,b0+ l], and extend
the integration on [−∞,∞]. It is then possible to demonstrate that
I = ±iIm = ±i 2pi
3Γ
(
1
3
) (2.120)
where Γ denotes the Euler’s Gamma function. This can be substi-
tuted into Eq. (2.98) to get the proper shape of Tµν associated to a
cusp.
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Kinks.
Let us consider the case where a phase, say φa, has a stationary
point and φb presents a discontinuity. To treat this problem we can
use once more Eq.(2.101) and Eq.(2.102).
Iµa(kλm) can be evaluated using techniques described in Section2.4.1,
that implies it scales with m like |m|−2/3. To compute the contribu-
tion due to Iµb(k
λ
m) we have to take into account the presence of a
jump in bµ(v). Let us assume the kink is localized in v(k), we can
define two null vectors nµ1 and n
µ
2 accordingly with
lim
v→v−(k) b
µ(v) = nµ1 lim
v→v+(k) b
µ(v) = nµ2 (2.121)
To get an estimate of the integral we substitute
v− v(k) < 0⇒ bµ(v) = nµ1 (v− v(k))
v− v(k) > 0⇒ bµ(v) = nµ2 (v− v(k)) (2.122)
and as discussed in [21] it is possible to demonstrate that
Iµb ' 2i
(
nµ1
kλn
λ
1
−
nµ2
kλn
λ
2
)
(2.123)
we remember kµ is defined as m(ω,ωn^) that implies Eq. (2.123)
scales as |m|−1. The kink’s contribution then decays faster than the
one associated to a cusp by a factor |m|−1/3.
2.4.2. Gravitational wave emissions in FRW.
The fundamental difference with the case treated in previous sections
is due to non vanishing Christoffel symbols. The treatment obviously
becomes more complicated because we can not use the simple for-
mulas derived Appendix A.2. To discuss this problem properly, we
have to rewrite Eq. (A.17) substituting ηµν with FRW metric; such
a dissertation is beyond the scopes of this thesis.
Results obtained in Section 2.4.1 are still valid dealing with some
special cases:
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1. Loops with length L RH2
2. Cusps on long strings.
3. Kinks on long strings.
Using Eq.(2.99) it is possible to show the first instance corresponds
to loops whose fundamental period is much smaller then H−1. The
discussion on GW emissions from a string presented in Section 2.4.1
is carried out considering these effects in a fundamental period T1
for the examined source. It is worth remembering that by defini-
tion T1 ∼ L. Effects due to the expansion in a FRW background
can be appreciated on typical timescales of order of H−1 and thus
L  RH allows us to neglect them. Under this assumption is then
possible to treat gravitational wave emissions from a loop in FRW
using equations derived in Section 2.4.1.
As discussed in Chapter 3, the standard treatment foresees a scal-
ing solution for strings networks. Namely this means the number of
strings violating the first condition is one per Hubble Volume per
Hubble time, the argued result then is quite strong.
As discussed in Section 2.4.1, the emissions associated with cusps
and kinks are phenomenon that are influenced by high frequen-
cies. This particular events then are more energetic and own smaller
timescales then the ones associated to standard loops emissions. In
some special case it will be then justified to neglect emissions at low
frequencies and restrict to the higher ones. As debated in previ-
ous sections we can write the emission frequency as ωn = 2pinT1 , the
condition to be satisfied then is 2piH
ωn
 1.
2The general definition for this quantity is postponed to Chapter 3. For this analysis, we can be
pleased with the intuitive definition
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networks.
In the previous chapters we introduced cosmic strings and we dis-
cussed their main features treating them as isolated objects. The
aim of this part of the thesis is describing many-string systems. Our
interest is particularly focused on debating statistics of these config-
urations. One of the main goals of this chapter is introducing the
concept of scaling solution.
In the introductory reasoning we neglected interactions between
strings, that are instead crucial in this context. To deal with this
issue we are then forced to fix some additional characterizations for
strings. such as Abelianity. This feature, at least theoretically, is able
to widely affect the evolution of a network of cosmic strings. The
main reason to support what just stated, is due to the particularity
of the interaction for non-Abelian strings. Whereas two colliding
Abelian strings can only reconnect, non-Abelian ones can mix and
form new kind of structures. These mechanisms will be discussed
and explained during this chapter.
53
3. Statistical behavior of strings’ networks.
3.1. Abelianity and interactions.
Let us consider the symmetry breaking G → H, then M ≡ G/H
is the vacuum manifold. We defined cosmic string the topological
defect occurring when pi1(M) 6= {e}.
In this section we investigate the way characteristics for pi1(M)
may be reflected on the behavior of the strings associated with it.
Abelianity is a purely algebraic property i.e. if ∀a, b ∈ G we have a∗
b = b ∗a then (G, ∗) is an Abelian group. This study is particularly
important, in fact it will be shown that the lack of such a quality
for the group, forces to introduce more refined methods to classify
strings.
The topic is treated in detail in literature, in this work we follow
the guidelines fixed by Vilenkin [1] .
3.1.1. Conjugacy classes and fluxes.
Figure 3.1.: The figure shows R2 with two holes, this configuration is also called
eight space. This space has a non-Abelian pi1 which is in fact F2.
Although the paths f and g surround the same defect, they clearly are
not homotopic; they are indeed conjugate, cfc−1 ∼ g.
Let us consider the model discussed in Section 1.3.2, φ0 assumes
values in M ' U(1), and thus, it induces a map from the physical
space to the vacuum manifold. We can now take into account a
closed path γ(s) in the physical space, we are then led to investigate
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the path induced by φ0 in the vacuum manifold i.e. φ0(γ(s)). If
this path is not homotopic to the trivial path, it holds a winding
number n 6= 0 and a string piercing the loop has to be found. Using
formalism described in Section 1.3, this loop can be associated to an
element in pi1(M) 1
According to this example, we could be tempted to classify a string
with its corresponding element in pi1(M), however this is correct
exclusively when we are dealing with an Abelian fundamental group.
We can now furnish an classical example to clarify this issue. Let
us consider a manifold with two holes as represented in Fig. 3.1. It
can be shown this space’s pi1 is F2, the free group of rank two [13],
which clearly is a non-Abelian group.
As shown it the quoted figure, we can define two loops f and g
winding the same defect, which are not homotopic. It is then re-
quired an unambiguous method to relate defects with loops winding
around them. Before solving this problem we would like to cite an-
other case in which flux appears to be ill-defined. The emphasized
instance, is that of "Holonomy interactions". This name is com-
monly used to define those variations of flux, which are not due to a
topological alteration of the associated defect. This name is instead
used to consider those variations, which are due to a moving of a
string with respect to another one. This theme will be treated with
some examples in Section 3.1.3.
These problems are solved introducing a proceeding which subdi-
vides pi1’s element into classes which are called conjugacy classes.
Two loops γ1, γ2 are said to be conjugate if there exists a loop γ such
that
γγ1γ
−1 ∼ γ2 (3.1)
Referring to Fig. 3.1, we are now able to state that f and g belong
to the same conjugacy class, while c falls in a different one. We
can now transpose this partitioning to separate pi1’s elements into
classes. It should be noticed that for an Abelian fundamental group,
conjugacy classes are just its elements, while for a non-Abelian group
1To associate a flux to a string we are always considering paths which hold a winding number
equal to one with respect to the string.
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this characterization differs from the one defined by pi1(M).
Figure 3.2.: The figure shows the crossing of two strings: (a) is the moment before
crossing, the flux associated to the γ loop will determine the outcome
of the process; (b) displays the shape of a αβα−1β−1 path in the eight
space; (c) is the general final configuration.
3.1.2. Interactions in the Abelian case.
Classification of defects, through the use of fluxes and conjugacy
classes, is necessary to deal with interactions. These structures are
indeed useful to restrict the set of possible outcomes, and thus they
make much easier to chose the correct one.
A microphysical treatment, at least theoretically, would make pos-
sible to compute the exact transition amplitude from an initial state
into the final states. Such a reasoning is beyond the scopes of this
work, we just reason on topological arguments. These will not give
numerical result on the outcome of interactions, however they allow
us to realize the types of structures that can arise.
It is worth remember a result pointed out in Section 3.1: in the
Abelian case we can just classify strings using pi1’s elements. En-
forced with this observation the reasoning can be summed up by
the sentence: "The flux must be conserved along the string". Using
this simple rule, the knowledge of the initial state makes us able to
understand the acceptable final configurations.
Figure 3.2-(a) shows the typical situation of two strings which
are going to interact. The α and β string are going to cross each
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Figure 3.3.: The figure shows a particular case of crossing between two strings;
they both bear the same flux and we find them to intercommute.
other, the outcome will be then determined combining their fluxes.
The loop γ encircles the region of space where the interaction is
going to occur, it is possible to compute the flux along this path to
gain Φγ = ΦαΦβΦ−1α Φ
−1
β . Such a result is quite interesting, in the
Abelian case indeed Φγ = ΦαΦβΦ−1α Φ
−1
β = 1 : this implies there is
no topological reason preventing α and β to just pass through each
other.
A special clarification has to be done dealing with the case of two
strings whose fluxes are equal. Such a state can admit an additional
layout: the complete reconnection, which is the exchange of partners,
also known as intercommutation. This eventuality is prohibited by
the flux conservation in the case of Φα 6= Φβ.
This process is shown in Fig. 3.3. As we can see, the resulting con-
figuration is not as smooth as the original one, two discontinuities for
derivatives have been generated during the proceedings. Such flaws
are defined as kinks, and their appearing influences the dynamics of
the string which follows. Numerical simulations [22, 23] shows in-
tercommutation probability to be nearly 1, this effect allows strings
to chop off into loops. The process will be explained in the next
sections and will significantly affect statical properties of a system
of these cosmological objects.
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Figure 3.4.: The figure shows the typical example of interaction of two non-
Abelian strings.
3.1.3. Interactions in the non-Abelian case: a few general
considerations.
The reasoning followed in Section 3.1.2 is still valid for non Abelian
strings. The difference handling with a non-Abelian pi1(M) lies in
fact that we can not expect αβα−1β−1 to disappear. The expected
final configuration is well described by 3.2-(c): during the crossing
process, we have to preserve the flux, and then a "new" piece of
string is found to link the initial ones. The same effect is shown in
Fig. 3.4. This picture illustrates two branches of strings linked by a
third one; as one may notice with the help of the figures, structures
made of non-Abelian strings present vertices in which three strings
are attached, this characteristic has no Abelian analogue.
In Section 3.1.1 we mentioned "Holonomy interactions" as one of
the most remarkable effect associated to non-Abelian fundamental
groups, in this section we are going to make light on this effect.
Dealing with a system of non-Abelian cosmic strings, the first step
to set up a study, consist in fixing a convention by which we can
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Figure 3.5.: The figure shows a path which lets us define the flux associated with
the string S; the direction to travel along the path is O, P′ ,P′′, O.
define fluxes. Initially we have to choose a basepoint O, the fluxes
of all strings in the network will be evaluated with loops that begin
and end in this point. To proceed in a well defined way, we have
to compute first fluxes of those strings which are the nearest to the
basepoint, and then progress with those which are more distant.
Let us compute the flux associated to a string S in a certain point
P. First we have to choose two points P′, P′′ infinitesimally close to
the segment PO, then we have to define a path γ passing through P′
and P′′ that encircles the string in a counterclockwise direction. At
this point, we just have to attach these paths to form a closed loop
with a counterclockwise direction as shown in Fig. 3.5, with this we
have fixed our convention for defining fluxes. For convenience, in the
next figures the two segments OP′ and OP′′ will be identified and we
will refer to them as "tail".
Introducing strings dynamics, we may have a crossing of tails and
strings, this process will produce changes of fluxes for the strings.
Fig. 3.6 shows crossing between strings and tail, as a result, both
in case (A) and (B), the flux of the string containing a vertex, has
to be conjugated with the flux brought by the other one. Fig. 3.7
instead shows a change of flux due to a variation of the geometry of a
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structure, the α string rotates around the β one. This process causes
an alteration of the flux associated with α, we can again quantify this
with a conjugacy.
Figure 3.6.: The figure shows crossing of strings and tails. (A) portrays a tail
dragged across a string and (B) is the opposite case.
Figure 3.7.: The figure shows two strings attached at the same vertex; dynamics
lifts string α over string β, as a consequence the flux of α changes.
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3.2. The scaling regime.
In the last chapter we derived the equations of motion for an isolated
string in Minkowski (Eq.(2.19)) and FRW (Eq. (2.57)) space-time.
It should be noticed that these do not depend on the energy per unit
length µ and thus, neglecting interactions, strings formed at different
energy scales evolve similarly. This may be an hint to conjecture the
existence of a scaling solution, which means, after rescaling with the
Hubble length, strings’ network has the same statistical properties
at different times. The same concept can be expressed by saying
that there exists a single scale for the problem which is the Hubble
length.
3.2.1. Qualitative analysis.
A quick analysis can be made comparing the total energy density
from Einstein’s equations with the estimate of the same quantity for
a network of cosmic strings. Let H ≡ a˙/a be the Hubble parameter,
we can define the Hubble length as RH = H−1. If we fix E as the
energy of a string loop, we can assume its "length" to be L ∼ Eµ−1 2.
With these statements we can settle L > R as a definition for "long
strings”. As argued, scale solution exists if RH is the only relevant
physical length which is necessary to treat the problem. Eq. (A.12)
tells us Etot V
−1 ' R−2H , and using dimensional analysis we can get
an estimate of energy density associated with long strings per Hubble
volume R3H
EV−1 ∼
E
R3H
∼
µRH
R3H
∼ R−2H (3.2)
This implies the ratio between energy density fixed by Eq. (A.12)
and by Eq. (3.2) to be constant in time. Let us define ρL energy
density due to long strings in a volume R3H, and let us fix ξ to be the
length scale of our problem. If the "one-scale principle" holds, we
should be able to relate ξ to all the relevant dimensioned quantities
2We used commas because, as we will see later, the length of a string is not a well defined quantity
when we deal with the non-Abelian case.
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for the system. We can start with ρL
ρL =
µ
ξ2
(3.3)
The typical curvature radius of strings, the typical distance between
these objects and Hubble length have the same dimension of ξ. This
imply they must be related to ξ by a constant factor of order of
unity.
The expansion of the background does not depend on the presence
of the strings and then scaling solution existence must be supported
by processes holding ξ’s value of the same order with RH. Basically
the mechanism has two aspects: ξ RH long strings tend to chop off
and their density decrease rapidly, as a consequence ξ grows faster
than RH to balance their ratio; in the opposite case, interactions
becomes quite infrequent, which lets ξ decelerate its increase with
respect to RH and we again reach equilibrium.
3.2.2. The Abelian case.
In this section we give a quantitative computation of the results ob-
tained assuming the existence of a scaling solution. Our argumen-
tation follows the guidelines dictated by Albrecth and Turok [24].
The effect of interactions are taken into account, we just consider
two colliding strings to reconnect as described in Section 3.1.2. Let
us compute the evolution of energy density for a network of long
strings; first of all we have to derive, with respect to the physical
time t, the energy of the system
E =
ˆ
ρLdV (3.4)
dE
dt
=
ˆ
dρL
dt
dV + 3H
ˆ
ρLdV (3.5)
in Section 2.3.1 we derived the energy for a single long string in FRW
background and we expressed it in Eq.(2.61)3. As can be observed
3In this section we use the same notation used in Section 2.3.1: the dot has to be intended as
the derivative with respect to conformal time η. Hubble constant as a function of η is denoted
with H ≡ a˙/a while Hubble constant as a function of t is denoted with h ≡ a−1da/dt.
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from this equation, expansion varies the energy that is therefore not
conserved; this effect has to be considered in Eq.(3.5) as it allows dE
dt
to be non-zero.
dE
dη
= µ
da(η)
dη
ˆ
dσ+ µa(η)
ˆ
dσ
d
dη
= HE(1− 2V2) (3.6)
were we defined the average velocity squared on the string
V2 ≡
´
dσ~˙x2´
dσ
(3.7)
To express Eq.(3.6) in terms of physical time we have just to substi-
tute d/dη with ad/dt. Taking into account the explicit dependence
of Eq.(3.6) on h
a
dE
dt
=
da
dt
E
(
1− 2V2
)
(3.8)
we get
dE
dt
= hE
(
1− 2V2
)
(3.9)
We can now substitute in Eq.(3.5) to get
ˆ
hρL(1− 2V
2)dV =
ˆ
dρL
dt
dV + 3h
ˆ
ρLdV (3.10)
and then we are allowed to write
dρL
dt
= hρL(1− 2V
2) − 3hρL (3.11)
It should be noticed Eq.(3.11) still does not contain the effects of in-
teractions, that is long string’s chop off into shorter loops. The time
scale ts for this process, relying on the argued "one-scale principle",
must depend linearly on ξ i.e. ts ∼ αξ. We define chopping efficiency
the constant c ≡ α−1. The equation including this effect has the
shape
dρL
dt
= hρL(1− 2V
2) − 3hρL − c
ρL
ξ
(3.12)
To stress that ρL’s evolution depends only on h, ξ and c, we can
express the first term on the right side as a function of these quanti-
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ties. As argued by Vachaspati and Vilenkin[25] cosmic strings can be
modeled as random walks; we can define d, the fractal dimension
of a curve, as
L ∼ C× Rd (3.13)
where L is the distance between two points along the curve, R is
just their distance evaluated along a geodesic of the space and C is
a constant factor. Following [25] we can fix d = 2 which means
L ∼
R2h
ξ
(3.14)
Let us consider two points separated by Rh, the expansion is quan-
tified by h which means the rate of stretching is dL/dt = hRh = 1.
We can then write the ratio between the distance and its variation
as
1
L
dL
dt
=
hξ
Rh
(3.15)
The term hρL(1− 2V2) expresses the growth in energy of the string
due to the stretching; as we said in Section 3.2.1, the length of a
string is proportional to its energy4, it is therefore right to impose
h(1− 2V2) =
hξ
Rh
(3.16)
Eq. (3.12) then becomes
dρL
dt
= ρL
hξ
Rh
− 3hρL − c
ρL
ξ
(3.17)
To point out scaling it is better to express Eq. (3.17) in term of the
new quantity
γ ≡ Rh
ξ
=
√
ρLR
2
h
µ
(3.18)
γ is defined as the number of correlation length per Hubble radius;
we can then write
dγ
dt
= −
h
2
[
cγ2 − (2R˙h − 3)γ− 1
]
(3.19)
4As we are dealing with Abelian strings, there is no flaw in this matching.
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R˙h’s numerical value is settled by Friedmann equations, which means
the fixed point can be found at various times solving Eq. (3.19) after
we have imposed the left side of the equation equal zero. Fixed
points can be easily found both in radiation
R˙h = 2⇒ γr ∼ 1
c
(3.20)
and matter dominated universe
R˙h =
3
2
⇒ γm ∼ 1√
c
(3.21)
The right hand side of Eq. (3.19) describes a parabola. It should
be noticed γr ∼ 1c and γm ∼
1√
c
are the positive roots of dγ
dt
= 0 for
R˙h = 2, R˙h =
3
2
. These values correspond to attractive fixed points
which implies that a γ greater then the scaling solution tends to falls,
otherwise it tends to grow up. Stability can be demonstrated con-
sidering the behavior of a small initial deviation δγ from the value
producing a scaling solution [24]. The quoted article shows with nu-
merical simulation, that a scaling solution appears, once again, in
the case of radiation-matter transition.
We can now define the energy production function f(x), this is a di-
mensionless quantity which parameterizes the energy loss from long
strings into loops of length l to l + dl per correlation volume per
unit time
c
ρL
ξ
=
µ
ξ3
ˆ l′
0
dl
ξ
f
(
l
ξ
)
(3.22)
We are now interested in writing the evolution of energy density in
loops of length l to l+ dl; to do this we have to consider Eq. (3.22)
with integration domain [l, l+ dl]
dρl
dt
= −3hρl +
hξ
Rh
ρl +
µ
ξ4
f
(
l
ξ
)
(3.23)
Writing this equation we defined ρl as the energy density in loops
of length l to l + dl; at least numerically, we are able to solve it
both in matter and radiation era. In the whole treatment we have
so far ignored the effects of gravitational radiation; as discovered by
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Albrecht and Turok in [24] this mechanism is crucial to prevent loop
density to dominate universe evolution.
The standard description for this phenomenon is quite simple; a
loop of initial length li formed at time ti loses energy at a rate of
l˙ = −GΓµ (3.24)
where Γ is a constant depending on string’s geometry, it should be
noted that this equation states the length of a loop is a function of
time. Eq. (3.24) can be integrated to obtain
l(t) = li −GΓµ(t− ti) (3.25)
We can invert this equation to get li as a function of the observed
length, discovering that gravitational decay fixes a cutoff on the ini-
tial size of loops.
Figure 3.8.: A typical example of non-Abelian strings’s interactions.
3.2.3. Some observations on non-Abelian case.
As pointed out previously, the non-Abelian cosmic strings’ interac-
tions, can variate statistical properties with regard to the Abelian
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case. In Section 3.1.3 we discussed the basic difference with the
Abelian case: the commutator of two pi1’s elements is non-zero, and
then strings do not intercommute.
In Fig. (3.8) we can see some possible outcomes for the process
of crossing between two strings in a pi1 = S3 model [4]. With S3
we denote the permutation group of three objects which is a non
Abelian group with six elements. As shown by the quoted figure,
the difference in behavior with the precedent case is substantial: if
in the previous instance, interactions could only produce just loops
or infinite strings, in this case the outcome of a crossing process may
give birth to more articulated shapes.
In Section 3.2.1 we pointed out the ill-definition of "length" for
strings of this kind, at this point the main reason should for this
statement should be clear. As shown in Fig. 3.9 structures arising
from non-Abelian interactions generally do not hold an obvious con-
cept of length. The association, between "length" and energy of a
string is still valid, but the concept has to be edited. With Abelian
cosmic strings we were allowed to identify this quantity with the
perimeter of loops or the extension of infinite strings, in this picture
energy and length can be related just locally.
With this clarification the qualitative analysis carried out in Sec-
tion 3.2.1 still makes sense; we can then make some point out some
differences that arise in the quantitative analysis brought on Sec-
tion 3.2.2. In the succeeding treatment when will refer to long
strings, we will just refer to those strings whose energy satisfies
E > µRH, with this assumption we will try to generalize results
obtained in Section 3.2.2.
When we discussed scaling properties for a network of Abelian cos-
mic strings, we took into account the effects of interactions including
in Eq.(3.12), a term counting chopping; such a method would not
be sufficient in this case, in fact it is not adequate to portray the
behavior of the studied structures. The main problem is Eq.(3.12)
does not keep into account non Abelian interactions; with this we
are referring to the possibility for two short strings to attach in a
longer one through a vertex.
We can solve this issue using the same method of Section 3.2.2
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Figure 3.9.: An example of structure which may form with non Abelian strings.
to introduce the evolution of energy density in loops. We define
two function f, g, the first one appreciates the energy loss from long
strings into shorter ones per correlation volume per unit time; the
latter is used to describe the energy production from strings with
L < µRH into long strings per correlation volume per unit time. We
can now integrate them on l to get the whole loss and gain for long
strings
dρL
dt
= −3hρL +
hξ
Rh
ρL −
µ
ξ3
ˆ l′
0
dl
ξ
f
(
l
ξ
)
+
µ
ξ3
ˆ l′
0
dl
ξ
g
(
l
ξ
)
(3.26)
As a last theme for this section we would like to discuss the dif-
ference in gravitational radiation. As discussed in Chapter 2, the
main sources for string’s emissions are cusps and kinks. The behav-
ior of both of them was not studied in presence of vertices, therefore
in principle we are not able to predict if there is some substantial
difference with the Abelian case.
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3.3. Modern considerations on scaling.
Some recent articles [2] criticized some assumptions made deriving
scaling solution. Referring to the one scale principle we assumed l,
typical size of loops formed at time t, to be l ∼ αt; the energy lost
because of gravitational radiation is dE
dt
∼ −ΓGµ2 and thus the typical
life time for a loop is obtained comparing E ∼ µl ∼ µαt with dE/dt
τ ∼
α
ΓGµ
t (3.27)
According to what we said in Section 3.2.2, the order of magnitude
of L is approximately ΓGµt and thus we get
α
ΓGµ
∼ 1⇒ τ ∼ t (3.28)
We refer to this standard estimate for α as αst. With this we can
evaluate the number density of loops in the standard scenario which
is
nst(t) ∼ α
−1
st t
−3 ∼ (ΓGµ)−1t−3 (3.29)
In the following two sections we present two objections to the stan-
dard treatment.
3.3.1. Reconnection probability p 6= 1.
Some analysis in [26] suggests the reconnection probability p as-
sumes a value which is different from its old estimate p ∼ 1. This
work shows indeed that we have to consider p  1. With p  1
one interaction per Hubble volume per Hubble time is not enough to
ensure scaling, in order to have one reconnection we need p−1 inter-
section which means we have p−1 long strings per Hubble volume. It
follows that the energy density in long strings ρL into account this
variation in the number of strings. Let EL be the energy due to a
long string EL = µt and let VH be the Hubble volume VH ∼ t−3, with
there we get
ρL =
µ
t2
p−1 (3.30)
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On the other hand, we can consider L’s definition which states we
should have ∼ 1 segment of length L per Hubble volume L3; with this
we get
ρL =
µ
L2
(3.31)
comparing these equations we get
L ∼ p
1
2t (3.32)
this clearly contradicts the argued one scale principle L ∼ ξ ∼ t.
Numerical simulations must be done to clarify this issue.
3.3.2. Loop length parameter α 6= αst.
Recent analysis[27, 28, 29] have shown that α is generally much
smaller then αst ∼ ΓGµ, a simple model to describe this quantity is
α ∼ αnst ∼ (ΓGµ)
n (3.33)
with n = 3/2 in the radiation era and n = 5/2 in the matter era. We
can define  ≡ α/αst and then we get  = (ΓGµ)m with m = n− 1.
We can get an estimate of the correct density of loops at a time t
assuming  1; the main difference is that the lifetime τ of a loop
is τ  t. This implies that only a small fraction of these loops will
be present at a time t i.e. N′ ∼ τ
t
N where N is the number of loops
formed per Hubble volume per Hubble time,
N ∼ p−1
t
l(t)
∼
1
pα
(3.34)
We can then compute the loop density
n(t) ∼
1
pα
τ
t
∼
1
pΓGµt3
(3.35)
It should be noticed this equation does not depend on .
To be general we can even compute the density in loops assuming
 1. Loops length is L ∼ αtf were we defined tf time of formation.It
can be shown that the dominant contribution to loop density is due
to those loops with 0 < l ∼ ΓGµt < αt. These dominant loops were
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formed at time tf ∼ ΓGµα t t. We can compute their density at tf
nf(tf) ∼
1
pαt3f
(3.36)
We can compare the density at tf with the density at time t using
nf(t) ∼
[
a(tf)
a(t)
]3
nf(tf) (3.37)
and the scale factor a(t) can be expressed in terms of t to get
[a(tf)/a(t)]
3
∼ [tf/t]
2. We can then write
n(t) ∼∼
1
pΓGµt3
(3.38)
This result obtained imposing  1 coincides with the one achieved
with  1. Despite the difference in length for loops at time of for-
mation, the two cases show the same evolution; numerical simulation
must be performed to understand which is the real case.
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4. Numerical simulations of non
Abelian cosmic strings.
In this chapter we discuss the modelization of a non Abelian cosmic
strings networks. We achieve numerical results producing a simula-
tion on the basis of the one performed by Spergel and Pen in [3]. We
use a the theory describing a field whose values form a “Manifold”
with fundamental group equal to FN−1, the free group of rank N− 1.
The free group of rank N is defined as the free product of N times
Z i.e.
FN ≡ Z ∗ · · · ∗ Z︸ ︷︷ ︸
Ntimes
(4.1)
were ∗ denotes the free product [30].
The scope of this work is studying statistical properties of a net-
work of strings varying N, number of generators of this free group.
We introduce the model and treat those problems concerning dis-
cretization on a lattice. Numerical simulations are realized evolving
the network using a symplectic integration scheme correct up to sec-
ond order in the time step ∆t.
We also discuss the treatment proposed by Mc Graw in [4]. His
work is focused on strings, merits and possible flaws of this choice
are debated. We try to furnish some tools that allow to create a more
refined simulation of the kind produced in [4]. We define an action to
describe vertices where three strings attach, and we derive the equa-
tions of motion for such a system. This problem is discussed both
in Minkowski and FRW spacetime. As a conclusion for this chapter
we discuss discretization of string dynamics. With this analysis we
are interested in producing efficient tools to perform a well defined
string oriented simulation.
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4.1. A model predicting non Abelian strings.
We introduce a simple model to describe production and interac-
tions between non Abelian cosmic strings. We need a theory whose
vacuum manifold permits to easily vary the number N, of its pi1’s
generators. The model should have a well defined dynamics which
can be appropriately reproduced with numerical simulations. We
build a vacuum manifold whose shape suits our requests, we dis-
cuss the form of the action for our theory and finally we derive the
discretized equations of motion.
Figure 4.1.: The first line of the figure shows representations of the discussed space
with N = 2, 3, 4, 5 while the second line represents the rose space with
N = 1, 2, 3, 4 petals.
4.1.1. The vacuum manifold.
Let us consider the model described by Spergel and Pen in [3]. This
is motivated mainly by the request to get something which could be
studied with a low computational effort, retaining the fundamental
properties of a non Abelian theory.
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They considered a field φ whose values are in a spaceM′N = [0, pi)×
IN, fixed a natural number N, IN denotes the ensemble {0, 1, . . . ,N−
1}. Let us consider xµ vector in the spacetime, θ ∈ [0, pi) and i ∈ In;
the field φ then induces a map which associates every xµ in the
physical spacetime to a pair (θ, i) ∈M′N.
Let us construct a new space performing a slight variation of the
one exposed above. We consider M¯N = [0, pi]× IN and let us define
the equivalence relationship ∗ on M¯N such as (0, i)∗(0, i′) and (pi, i′)∗
(pi, i′). We can now create the spaceMN as the quotient spaceMN ≡
M¯N/∗, we can think of this space as a set of N semi circumferences
"glued" at their extremes.
It should be noted this is not a differentiable manifold. In fact,
there are no neighborhoods of θ = 0 and θ = pi which are homeo-
morphic to Rn. In those regions of space it does not exist a natural
definition of derivation, and a rule for the dynamics must be provided
by hand.
We can now discuss the topological structure of this space, our
interest is focused in computing its pi1. A rigorous computation can
be performed using algebraic topology techniques, in this work how-
ever, we give an intuitive argument to show the homotopy between
the treated manifold and a well-known one.
As said before, we can consider MN as a set of semicircumfer-
ences attached at their extremes; this can be represented as shown
in Fig. 4.1. We can see the pattern assumed for some values of N;
the same picture represents some shapes of the so-called rose space
or bouquet [13] with various numbers of petals. The equivalence is
obvious in the first case and it can be proved easily for the other
values of N. We can collapse to a point one of the branches ofMN,
now we have to extract all of those branches encircled by others. It
should then be clear the homotopy betweenMN and the rose space
with N−1 petals, the fundamental group of the latter is known to be
the free group of rank N and thus we are allowed to identify pi1(MN)
with it.
In order to define a dynamics for this model we must be able to
compute derivatives, we have then to debate the problem of com-
paring two values for φ ∈ MN. Let us consider two points in the
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spacetime and the associated pairs (θ1, i1), (θ2, i2) ∈ MN. Let us
suppose the index i associated to the fields assumes the same value
i¯ = i1 = i2; under this assumption, the two points stand on the same
semicircumference, it is then correct to simply consider the differ-
ence between θ1 and θ2. In the other case, i1 6= i2, we can consider
the circumference formed attaching the two branches where the two
points lie.
�
Figure 4.2.: The figure shows the parameterization for the circumference described
by two branches. The two parameters θ1,θ2 increase in opposite di-
rection with respect to zero.
We chose to parameterize the circumference as shown by Fig. 4.2;
with this convention, the “difference” d between θ1 and θ2 is chosen
as the shortest path connecting them, with an orientation defined
by the first semicircunference i.e. if θ1+ θ2 6 pi then d ≡ θ1+ θ2, in
the other case d = 2pi − (θ1 + θ2). Our definition for the difference
will be finally
∆ [θ1, i1; θ2, i2] =
{
θ2 − θ1 i1 = i2
min (θ1 + θ2, 2pi− (θ1 + θ2)) i1 6= i2
(4.2)
This convention allows us to compute derivatives at all points in
MN, some issues regarding dynamics still have to be clarified but
we postpone this discussion to Section 4.2.
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4.1.2. Action and equation of motion.
Let us consider the action describing a theory with global symmetry
group O(N) in Minkowski spacetime with metric ηµν
S = 1
2
ˆ
dt
ˆ
d3x
(∣∣∣∣∂φ∂t
∣∣∣∣2 − ∣∣∣~∇φ∣∣∣2
)
(4.3)
where ~∇ denotes the 3-dimensional space gradient. φ on the other
hand, is a scalar field with N components in the group’s space.
When we consider a theory defined on lattice we have to discretize
the action in space, we have then to fix an approximation for the
gradient. A standard choice correct up to first order in the lattice
step a is
~∇f(~x) ≡
(
f(~x+ ax^) − f(~x)
a
,
f(~x+ ay^) − f(~x)
a
,
f(~x+ az^) − f(~x)
a
)
(4.4)
where f(~x) is a scalar function defined at the site ~x of the lattice and
~x + ai^ denotes the closest point to ~x in the increasing direction i^.
With this choice, the potential term is just the comparison between
the values of fields in two adjacent sites, we can think of it as set of
pair interaction.
We can now introduce a potential for the field φ. We choose
the unique renormalizable potential V which implements the desired
symmetry breaking
V(φ) = λ(φ2 − φ2
0
)2 (4.5)
It is convenient to express express φ as the product between its
modulus
∣∣φ∣∣ and a unit vector ψ = φ|φ|−1 i.e. φ = ∣∣φ∣∣ψ.
We can introduce a mechanism that cools down the network so
that the field reaches the energetically favored configuration. This
process can be implemented exploiting the expansion of the back-
ground secured by FRW metric. The potential of Eq. (4.5) fixes a
privileged feature for the field as∣∣φ∣∣ = ∣∣φ0∣∣ ≡ φ0 (4.6)
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In this case the broken theory has global symmetry group O(N−1),
this implies the vacuum manifoldM = O(N)/O(N− 1).
We can now switch to a model whose vacuum manifold is MN
described in the previous section and the metric gµν is FRW.
Let us consider a theory with global symmetry group G which is
spontaneously broken to H. Let us assume this symmetry breaking
scheme produces a vacuum manifold M = G/H, which is equal to
MN with the argued parameterization (θ, i). We consider a scalar
complex field φ and we assume the presence of a mechanism which
freezes down the field to a configuration that can be well described
parameterizing φ as
φ = eiθ (4.7)
We describe the behavior of the field using the action
S = 1
2
ˆ
d4x
√
−ggµν∂µφ∂νφ
∗ (4.8)
The associated Lagrangian then is
L = 1
2
ˆ
d3x
√
−ggµν∂µφ∂νφ
∗ (4.9)
We fix gµν equal to FRW metric of Eq. (1.2) multiplied by a minus
sign to get a positive energy. This equation can be written in terms
of cosmic time t or in terms of conformal time η. Before performing
this choice we proceed to discretize the system. We can then go on
with our analysis by fixing
gµν =

g00 0 0 0
0 −a2(t) 0 0
0 0 −a2(t) 0
0 0 0 −a2(t)
 (4.10)
with this assumption Eq. (4.9) can be written as
L = 1
2
ˆ
d3x
√
g00a
3
(
g00
∣∣∣φ˙∣∣∣2 − 1
a2
~∇φ∗~∇φ
)
(4.11)
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We can now discretize this expression on a spatial lattice
L = a
3h3
2
√
g00
∑
~x
(
g00
∣∣∣φ˙(~x, t)∣∣∣2 − 1
a2h2
∑
i
|φ(~x+ ~ei, t) − φ(~x, t)|
2
h2
)
(4.12)
where φ(~x + ~ei, t) denotes the field φ evaluated at time t on the
nearest site to ~x in direction ~ei. It should be noted a(t)h is the
physical distance between nearest sites on the lattice.
The difference between two values of φ can be evaluated using the
parameterization fixed in Section 4.1.1. Using Eq. (4.7) we get
L = a
3h3
2
√
g00
∑
~x
[
g00θ˙2~x
−
1
a2h2
∑
i
(
eiθ~x+~ei − eiθ~x
) (
eiθ~x+~ei − eiθ~x
)∗]
(4.13)
which can be written as
L = a
3h3
2
√
g00
∑
~x
[
g00θ˙2~x +
2
a2h2
∑
i
cos (θ~x+~ei − θ~x)
]
(4.14)
To write this equations we defined θn,~x ≡ θn(~x, t) and θn,~x+~ei ≡
θn(~x+ ~ei, t).
To obtain the model we are interested to we generalize this expres-
sion to
L = a
3h3
2
√
g00
∑
~x
[
g00θ˙2~x +
2
a2h2
∑
i
cos∆ (θ~x+~ei, i~x+~ei ; θ~x, i~x)
]
(4.15)
where ∆ (· · · ) is the “difference” defined in Eq. (4.2). This Lagrangian
is good for defining a dynamics for the variables θx^, but it does not
give a prescription for the branch indices i~x, which will be provided
by hand.
The Hamiltonian can be computed performing the Legendre trans-
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form of L
H =
∑
~x
pi~xθ˙~x − L (4.16)
where the definition of pi(~x, t) ≡ pi~x is implied. We can compute pi~x
as
pi~x ≡ ∂L
∂θ˙~x
=
h3a3√
g00
θ˙~x (4.17)
it is then possible to calculate the explicit expression for H
H =
∑
~x
√
g00
2h3a3
pi2~x − ah
√
g00
∑
i
cos∆ (θ~x+~ei, i~x+~ei ; θ~x, i~x) (4.18)
This equation is valid both for cosmic time i.e.
√
g00 = 1
H =
∑
~x
pi2~x
2h3a3
− ah
∑
i
cos∆ (θ~x+~ei, i~x+~ei ; θ~x, i~x) (4.19)
and for conformal
√
g00 = a
H =
∑
~x
pi2~x
2h3a2
− a2h
∑
i
cos∆ (θ~x+~ei, i~x+~ei ; θ~x, i~x) (4.20)
Using this expressions for H it is possible to derive the Hamilton
equations that fix the evolution of θ~x on a discrete lattice.
This procedure was conducted considering a continuous time vari-
able. To numerically integrate this system we still have to define a
numerical integration scheme in time.
4.2. Discrete evolution.
In this section, we treat the problem of settling a proper discrete
evolution scheme for the system described in Section 4.1.2. Given the
lattice configuration at a given instant, we have to define a method
to compute the layout after a fixed time step, say ∆t.
It is convenient to use numerical integrators which preserve, at
least up to a fixed order in ∆t, some quantities such as energy. These
are commonly known as symplectic integrators, their definition
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and main properties are discussed in Appendix B. It is worth to point
out that in the case of our interest energy is not preserved, owing
to the time dependence of the metric. Anyhow, using techniques of
Section B.2, we could define a conserved quantity which is hold by
numerical evolution.
To evolve our lattice, we use the procedure described in Section B.2.
Let us consider the case of a metric depending on cosmic time t that
this is described by Eq. (4.19). Let us define
g2(t) =
1
h3a3(t)
(4.21)
f2(t) = ha(t) (4.22)
V =
∑
cos∆ (θ~x+~ei, i~x+~ei ; θ~x, i~x)i (4.23)
we have brought the Hamiltonian back to the case described by Equa-
tion (B.42); we can treat evolution using techniques exposed in Sec-
tion B.42. We define L(H) the Liouville operator implementing the
evolution associated to H. Defining
T ≡ ~pi
2
~x
2h3a3(t)
(4.24)
and following the guidelines of Section B.42, we can construct the
operators L(T), L(V). A symplectic integrator accurate up to second
is the Leapfrog scheme shown in Eq. (B.47)
e∆sL(H) = e
∆s
2
L(T)e∆sL(V)e
∆s
2
L(T) (4.25)
its application to the case of our interest gives an evolution which
can be expressed in three steps. The first one is the "free" evolution
pi~x → pi~x (4.26a)
θ~x → θ~x + pi~x
h3a3
(
t+ ∆s
4
)∆s
2
(4.26b)
H→ H − 1
2h3
∑
~x
pi2
[
1
a3
(
t+ ∆s
2
) − 1
a3(t)
]
(4.26c)
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t→ t+ ∆s
2
(4.26d)
the second one is the "impulsive" evolution
pi~x → pi~x − ha(t) ∂V
∂θ~x
∆s (4.27a)
θ~x → θ~x (4.27b)
H→ H − 2h2a(t)∂a
∂t
V∆s (4.27c)
t→ t (4.27d)
and finally the second "free" evolution
pi~x → pi~x (4.28a)
θ~x → θ~x + pi~x
h3a3
(
t+ ∆s
4
)∆s
2
(4.28b)
H→ H − 1
2h3
∑
~x
pi2
[
1
a3
(
t+ ∆s
2
) − 1
a3(t)
]
(4.28c)
t→ t+ ∆s
2
(4.28d)
This simple recipe solves the problem of defining a temporal discrete
evolution for the quantities of our interest. A similar expression can
be obtained considering this system with a metric expressed in terms
of conformal time.
Up to now we have discussed the way to evolve properly the set of
variables describing φ on a lattice site neglecting the consequences
due to the definition ofMN. It is fundamental to recall the structure
of the vacuum manifold: it was constructed constructed "gluing" at
their extremes a set of N semi-circumferences, it is then parameter-
ized by (θ, i) ∈ [0, pi] × IN. We have to define a mechanism such
that, whenever an evolution step produces a θ ∈ {R\[0, pi]}, the dis-
crete index is varied properly and θ in maintained into the interval
[0, pi]. Namely we have to reproduce the process whereby the field
moves from a brach identified by i into another one denoted with i¯.
First we treat the way to redefine θ to face the situation described
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above, and then we will focus on the problem concerning the choice
of i¯.
Let us settle as (θ~x, pi~x) the variable and its conjugated momentum
defined at n-th time-step; through the use of the discrete evolution
algorithm we can compute the same pair of parameters at the n+ 1-
th time-step i.e. (θn+1,~x, pin+1,~x). We can treat separately the two
cases θn+1,~x < 0 and θn+1,~x > pi.
Dealing with the first of these instances i.e. θn+1,~x < 0, it looks
natural to proceed performing the replacement
θn+1,~x → −θn+1,~x
pin+1,~x → −pin+1,~x (4.29)
The other case θ > pi, can be faced similarly fixing
θn+1,~x → 2pi− θn+1,~x
pin+1,~x → −pin+1,~x (4.30)
The minus sign in Eq. (4.29) and in Eq. (4.29) is due to the defini-
tion of θ given is Section 4.1.1. These prescriptions solves the issue
regarding θ’s definition interval.
We can now focus on the proper way to choose i¯ after a branch
crossing. This problem is connected with the structure of the space
used to define our theory. As we pointed out in Section 4.1.1, MN
is not a differentiable manifold, and thus no natural definition for
derivation can be found in θ = 0, pi. Furnishing a operative method
to compute differences between points on MN we partially solved
this problem. However, the issue has implicitly changed into set-
tling a disposition which uniquely determines the arrival branch in
correspondence with a crossing of θ = 0, pi. This choice, at least in
principle, can influence the dynamical behavior of the lattice.
The issue will become easy to understand after making an example.
Let us denote with θ~x+~ej j = 1, . . . , 6 the variable θ defined on the six
immediate neighbors of θ~x. By definition the evolution is evaluated
step-by-step, namely we separately consider the contributions due
to each of the six neighbors of θ~x. In Section 4.1.1 we set a method
to compute differences between θs defined on different branches con-
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sidering the circumference formed attaching the branches where the
two points lie. Using these prescriptions, a step producing a crossing
will change the index i¯ carried by θ~x, into the one carried by the site
wherewith θ~x is interacting. After this clarification let us investigate
the case in which more than a step produces a crossing. We can
fix an order to compute contributions, and let us suppose this order
is set by the values of j. We restrict now to the case of j = 5 and
j = 6 producing crossings: following the above argument, it should
be clear the evolution will furnish an i¯ equal to the one of the last
site producing a crossing, i.e. i¯ = i6. Let us consider a different con-
vention fixing order to take into account the effects due to the sites:
let us interchange sequence in which the contributes due to J = 5, 6
are evaluated. As a result the evolution will furnish an i¯ = i5.
This result does not seem to be motivated by any kind physical
of argument, we then choose to fix a prescription which produces
a bit more physically reasonable dynamics. Whenever a time-step
produces a branch crossing we compare the force terms due to the
interaction with the neighbor sites for j = 1, . . . , 6, applied on θ~x.
The index i¯ is then chosen to be equal to index ij 6= i associated to
the site producing the greatest force term.
It must be clear that this choice is completely arbitrary and that
it can have an influence on the results obtained. Discussing future
perspectives, we will present a slightly different model that does not
contains this problem.
4.3. Numerical results.
In this section we report results obtained through numerical simu-
lations described in the previous sections. Simulation were imple-
mented both on a 300 × 300 × 300 lattice and on 600 × 600 × 600
lattice with periodic boundary conditions.
Initial conditions for the values assumed by the field in the lattice
sites are assumed to be random. This assumption is justified if we
consider an initial lattice spacing, say a, greater then the correlation
length, say ξ, associated to the field. The latter can be assumed of
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Figure 4.3.: The figure shows the initial string density as a function of N in a
linear scale.
the same order of RH Hubble radius. With these assumptions we can
fix random initial conditions for the values of the field in the lattice
sites.
As is it possible to see from graphic of fig 4.3, the initial density of
strings varies considering models with different N. An estimate of
this effect can be obtained reasoning on an elementary cell of the con-
sidered lattice. The plate is formed by four sites, bearing a discrete
and a continuous parameter i.e. (ij, θj) j = 1, . . . , 4. Reasoning on ij
and neglecting permutations just five cases arise: i1 = i2 = i3 = i4,
i1 = i2 = i3 6= i4, i1 = i2 6= i3 = i4, i1 = i2 6= i3 6= i4, i1 6= i2 6= i3 6= i4.
The probability for a string to pierce the plate can be written as
P({(ij, θj)}) = P˜({θj}, {ij})P({ij}) (4.31)
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P({ij}) is a combinatorial factor, P˜({θj}, {ij}) is a factor due to the
volume of the space of θj configurations that allow strings formation
normalized with pi−4.
We denote P˜({θj}, {ij}) ≡ P˜, the explicit expression of the latter can
be computed performing the above discussed integration. For the
scope of this discussion we can use it implicit expression. With this
assumptions it is possible to demonstrate the following relationships
i1 = i2 = i3 = i4 ⇒P({θj}, {ij}) = 0
i1 = i2 = i3 6= i4 ⇒P({θj}, {ij}) = 4P˜1N(N− 1)
N4
i1 = i2 6= i3 = i4 ⇒P({θj}, {ij}) = 3P˜2N(N− 1)
N4
i1 = i2 6= i3 6= i4 ⇒P({θj}, {ij}) = P˜3N(N− 1)(N− 2)
N4
i1 6= i2 6= i3 6= i4 ⇒P({θj}, {ij}) = P˜4N(N− 1)(N− 2)(N− 3)
N4
(4.32)
The probability for a string to pierce a cell can then be written as
P({(ij, θj)}) =
aN4 + bN3 + cN2 + dN+ e
N4
(4.33)
The graph shown in Figure 4.3 represent a good agreement between
the initial strings’ density and the curve Y = 4
3
(1− 1/X). This
experimental evidence suggest c ∼ d ∼ e ∼ 0 and a = −b = 4/3,
a result that is confirmed by explicitly evaluating the integrals.
The choice of considering ξ ∼ RH naturally sets the interval of
time over which it makes sense to evolve the lattice. The expansion
of FRW background fixes the physical separation between sites to
increase proportionally to t1/2 (we are considering a radiation dom-
inated epoch). However the Hubble radius RH grows faster (RH ∼ t)
and after some time becomes larger that the lattice size. This is
shown in Figure 4.4. The lattice analysis loses its sense when the
horizon has the same order of magnitude of the lattice itself.
Figure 4.5 shows the outcome of numerical simulations imple-
mented on a 300 × 300 × 300 lattice. The trend of the curve for
N = 2 and N = 256 in the region of our interest is similar to the
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t
H−1
a(t)h
space
Figure 4.4.: The evolution of length scales involved in the simulation. On the
horizontal axis we set the cosmic time, on the vertical one the physical
distance. We see that the physical separation between sites (black
lines) increase proportionally to a(t) (we are considering a radiation
dominated epoch here). However the Hubble radius RH grows faster
and after some time becomes larger that the lattice size.
one presented in [3], the behavior outside of this interval should not
be significative. The graph shows a plot of the string density scaled
with an a2 factor. This choice is motivated by the estimate fur-
nished in Section 3.2.1. Energy density associated with strings can
be estimated as
ρ ∼
L
V
∼
a
a3
=
1
a2
(4.34)
and then in the absence of mechanisms that avoid it, a2ρ should
"freeze". With this term we refer to a situation such that a2ρ tends
to a constant value. It would imply that the energy density asso-
ciated with strings will dominate Eq. (1.24). This eventuality will
variate the trend for a(t) form the one shown in the graph of Fig.1.1.
Such a consequence obviously is not physically acceptable as it con-
trast experimental evidences.
The article does not present the graph for the case of N = 3 but
it states it freezes like the Z3 monopole-string network studied by
Vilenkin in [31]. Our simulations does not present clear signals to
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establish the occurrence of a freezing behavior in the physically sig-
nificant region. To clarify this issue we proceed with the N = 3
simulation on a 600 × 600 × 600. The greater size of the lattice al-
lows to investigate the behavior of the network for longer periods of
time.
The results of numerical simulation for N = 3 is presented in Fig-
ure 4.6. As it is possible to see from the graphs, the N = 3 network
does not present a freezing behavior. The string density presents a
definite change of slope and it starts to decrease just like the one
with N = 2 of Figure 4.5. Such a behavior then is not in agreement
with the one mentioned in [3]. This discrepancy between our results
and the expected ones, has led us to perform some more simulations
of this kind varying N.
As it is possible to see by the graphs of Figure 4.7, the trend for
N = 6 is similar to the N = 2, 3 ones. The N = 12 curve seems to
suggest that the maximum of the curve shifts toward larger values for
the horizon as we increase N. As it possible to see from Figure 4.8,
appropriately rescaling the curves shown in the previous figures, we
see that the maxima tend to appear in the same region.
We can now recall the relationship between strings’ occurrence
and paths onMN. Exploiting the parameterization, it is possible to
associate a string to a "color" and an "anti-color": in a N branches
model, N2−N strings are then allowed to form. Fixed a color/anti-
color couple, we can define the asymmetry A as
A ≡
∑
c6=d
|ρcd¯ − ρdc¯|
ρcd¯ + ρdc¯
(4.35)
the plot of this quantity as a function of the Horizon is shown in
Figure 4.9. It should be pointed out that a real physical difference
between string and antistring does not hold, the difference between
this objects is just due to the chosen convention to slide along the
sites of the plate. As a consequence string loops should not con-
tribute to A, indeed they furnish an equal contribution to ρcd¯ and
ρdc¯. Objects contributing to this quantity are the ones produced by
non Abelian interactions such as Zipper and Bridges of Fig. 3.8 and
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loops encircling the lattice. As it is reasonable, this quantity begins
to grow when the lattice is reordering. As it is possible to see from
graphs, the density decreases and anisotropies become more clear.
In the same figure we also presented a plot of a figure of merit
defined as
S ≡ −
∑
c6=d
ρcd¯
ρTOT
ln
ρcd¯
ρTOT
(4.36)
where ρTOT is defined as ρTOT ≡
∑
c6=d ρcd¯. This quantity let us appre-
ciate the difference between a configuration and the equilibrium one.
The latter is obtained deriving S with respect to ρcd¯ and imposing
S′ = 0.
We conclude this section presenting an image comparing string
distribution in a lattice with random values and in the same lattice
after the evolution. This comparison is displayed in Figure 4.10.
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Figure 4.5.: Graphs show results of simulations for N = 2 and N = 256 on a
300× 300× 300 lattice. The upper one is from [3], the bottom is from
our simulation. The result is presented in bilogarithmic scale.
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Figure 4.6.: The graphs show the results of simulations for N = 3 on 3003 and
6003 lattices. We present the plots of string density as a function of
the horizon in lattice units both in linear and bilogarithmic scale.
91
4. Numerical simulations of non Abelian cosmic strings.
0 100 200 300 400 500
Horizon (lattice units)
0
50
100
S c
a l e
d  s
t r i
n g
 d e
n s
i t y
 ( a
2   
?
)
N = 2
N = 3
N = 12
N = 6
String density scaling plot
1 10 100
Horizon (lattice units)
1
10
100
S c
a l e
d  s
t r i
n g
 d e
n s
i t y
 ( a
2   
?
)
N = 2
N = 3
N = 12
N = 6
String density scaling plot
Figure 4.7.: The graphs show the results of simulations for N = 2, 3, 6, 12. The
top one is a linear plot of the string density as a function of the horizon
in lattice units, the bottom one shows the same plot in logarithmic
scale.
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Figure 4.8.: The graphs shows the results of simulations for N = 2, 3, 6, 12 rescaled
with a factor 1
N
on the Y axis and a factor 1√
N
on the X axis.
93
4. Numerical simulations of non Abelian cosmic strings.
1 10 100
Horizon
0.001
0.01
0.1
E n
t r o
p y
 
N = 12
N = 6
N = 3
Entropy plot
Lattice size: 6003
Figure 4.9.: The top graph shows a plot of the asymmetry between strings and
anti-strings as a function of the Horizon in lattice units. The bottom
one is a plot of the entropy of Eq.(4.36) as a function of the Horizon.
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Figure 4.10.: The top picture shows a snapshot of a random initial configuration
for a 503, the bottom one shows the same lattice after the evolution.
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4.4. Discussions of numerical results.
Numerical results presented in Section 4.3 present some differerences
with the one of [3]. Analysis of N = 3, 6, 12 on 600×600×600 lattice
helps to clarify some unclear aspects but some issues still remain
unsolved. The great N model still appears to be tangled, but a
clear understanding of this situation can only be obtained working
on larger lattices. If an inflection point occurs, an estimate of the
time at which it presents can be obtained by the graph of Figure 4.7.
We can assume the peak of the curve to shift by a N
1
2 factor, this
seems to be in agreement with the graph of Fig. 4.8. N = 256 then
implies the peak shift of a 16 factor and then the simulation has to
be performed on 163 times greater lattice to avoid volume effects.
Computational problems obviously arise.
Numerical simulation presented in this chapter follows the guide-
lines provided by Spergel and Pen in [3]. This kind of simulation
can be defined "field oriented" because the evolution is settled for
the Higgs field, and strings’ distribution is evaluated step-by-step
referring on the lattice configuration.
Another kind of strategy to perform a numerical analysis of the
problem, is the one proposed by Mc Graw in [4]. In the quoted
article the evolution of the network is carried out working directly
with strings described by Nambu action, these are represented as a
set of nodes and curves connetting them. The main difference then
resides on the choice of the object to be evolved. Mc Graw decided
to set up his simulation working directly on strings. A detailed
discussion of the operative methods used to perform this simulation
can be found in [32]. We refer to this kind of picture to produce
numerical simulation as "string oriented". By a theoretical point of
view, this treatment is more difficult than "field oriented" one, but
it owns some computational advantages:
1. It does not need the presence of a lattice to implement simula-
tions. It is then possible to work on greater networks than the
one feasible with the other approach.
2. It is possible to store string configuration including cusps and
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kinks, this allows to study GW emissions from strings.
3. The visualization of the structures that forms while the network
evolves is easier than in a field oriented simulation.
4. It is easier to introduce effective interactions between strings.
All of this reasons suggest it could be useful to study the problem
through a string oriented simulation. In the next sections we produce
an introduction to the modelization techniques used to implement
this kind of simulation.
4.5. Dynamics of a string with a fork in Minkowski
spacetime.
u
v w
σ=0
σ=L3
σ=L2
σ=L1
Figure 4.11.: The figure shows a system composed by three strings merged into a
vertex.
In this section we are interested in writing an action which can
describe the system of three strings connected in a vertex shown in
Figure 4.11. Let us consider the action describing a free string in
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conformal Gauge
S =
ˆ
dA =
ˆ
dτdσ
√
(1− ~˙x2) · ~x′2 =
ˆ
dτdσ(~x′2 − ~˙x2) (4.37)
the natural way to define an action for the system of our interest is
S =
ˆ
dτ
{[
~u′2 − ~˙u2
]
+
[
~v′2 − ~˙v2
]
+
[
~w′2 − ~˙w2
]
+ (~u− ~v)~λ1δ(σ) + (~v− ~w)~λ2δ(σ)
}
(4.38)
were ~u(σ, τ), ~v(σ, τ), ~w(σ, τ) are used to denote the strings and ~λ1,
~λ2 are Lagrange multipliers introduced to implement the boundary
conditions
~u(τ, σ = 0) = ~v(τ, σ = 0) = ~w(τ, σ = 0) (4.39)
It should be noted we have parameterized the three strings with the
same parameter σ defined in interval [0,∞]. We proceed extending
the intervals of definition in [−∞,∞], this can be done inserting the
Heaviside θ function to preserve the physical content of the theory
i.e.
S =
ˆ
dτdσ
{
θ(σ)
[
~u′2 − ~˙u2
]
+ θ(σ)
[
~v′2 − ~˙v2
]
+ θ(σ)
[
~w′2 − ~˙w2
]
+ (~u− ~v)~λ1δ(σ) + (~v− ~w)~λ2δ(σ)
}
(4.40)
Applying the variational principle we get the equations of motion
∂
∂τ
[
θ(σ)~˙u
]
−
∂
∂σ
[θ(σ)~u′] = ~λ1δ(σ) (4.41)
∂
∂τ
[
θ(σ)~˙v
]
−
∂
∂σ
[θ(σ)~v′] = (−~λ1 +~λ2)δ(σ) (4.42)
∂
∂τ
[
θ(σ) ~˙w
]
−
∂
∂σ
[θ(σ)~w′] = −~λ2δ(σ) (4.43)
in σ 6= 0 these reproduce the well known
~¨u = ~u′′ (4.44)
~¨v = ~v′′ (4.45)
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~¨w = ~w′′ (4.46)
When σ = 0 the derivatives of the θ functions ensure the presence
of δ functions. We can integrate these equations in intervals of am-
plitude equal to 2 centered about the mentioned points to get the
set of conditions
~u′(τ, σ = 0) = ~λ1 (4.47)
~v′(τ, σ = 0) = −~λ1 +~λ2 (4.48)
~w′(τ, σ = 0) = −~λ2 (4.49)
Eq. (4.47), Eq. (4.48) and Eq. (4.49) can be summarized into
~u′ + ~v′ + ~w′ = 0 (4.50)
The set of boundary conditions for the vertex are then fixed by
Eq. (4.50), Eq. (4.39). It is worth to point out that this equation
has a simple physical meaning. The strings can be considered as
three ropes bearing the same tension, and then the vertex has to lie
in the equilibrium point of this system. This obviously lies in the
point such that the ropes are divided by 2pi
3
angles.
It is interesting to analyze the vertex conditions using the decom-
position into left and right movers
~a′u(τ, 0)+~b
′
u(τ, 0)+~a
′
v(τ, 0)+
~b′v(τ, 0)+~a
′
w(τ, 0)+
~b′w(τ, 0) = 0 (4.51)
~au(τ, 0) + ~bu(τ, 0) = ~av(τ, 0) + ~bv(τ, 0) = ~aw(τ, 0) + ~bw(τ, 0) (4.52)
we can derive with respect to τ the second equation to get
~˙au(τ, 0) + ~˙bu(τ, 0) = ~˙av(τ, 0) + ~˙bv(τ, 0) = ~˙aw(τ, 0) + ~˙bw(τ, 0) (4.53)
we can use notation of Section 2.2.2 and denote with ~a ≡ d~a(u)
du
and
~b ≡ d~b(v)
dv
with u ≡ τ + σ, u ≡ τ − σ. With this Equations (4.51)
and (4.53) become
~au(τ, 0)−~bu(τ, 0)+~av(τ, 0)−~bv(τ, 0)+~aw(τ, 0)−~bw(τ, 0) = 0 (4.54)
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and
~au(τ, 0) + ~bu(τ, 0) = ~av(τ, 0) + ~bv(τ, 0) = ~aw(τ, 0) + ~bw(τ, 0) (4.55)
with a bit of algebra these can be combined into
3~bu = 2(~av + ~aw) − ~au (4.56)
3~bv = 2(~au + ~aw) − ~av (4.57)
3~bw = 2(~av + ~au) − ~aw (4.58)
Let us comment about the consequences of these requirements. By
imposing Gauge conditions
~a2 = ~b
2
= 1 (4.59)
for example we can square Eq. (4.56) to get
9 = 4(~av + ~aw)
2 − 4(~av + ~aw)~au + 1 (4.60)
8 = 4(2+ 2~av~aw) − 4(~av + ~aw)~au (4.61)
2~av~aw = (~av + ~aw)~au (4.62)
2 cos θvw = cos θvu + cos θuw (4.63)
this can be combined with its analogous obtained squaring Eq. (4.57)
and Eq. (4.58) to get
cos θvw = cos θvu = cos θuw (4.64)
Before discussing this result we can consider again Equation (4.53).
Substituting Equations (4.56), (4.57) and (4.58) we get
~˙u =
2
3
(~au + ~av + ~aw) =
2
3
(~˙au + ~˙av + ~˙aw) (4.65)
~˙v =
2
3
(~au + ~av + ~aw) =
2
3
(~˙au + ~˙av + ~˙aw) (4.66)
~˙w =
2
3
(~au + ~av + ~aw) =
2
3
(~˙au + ~˙av + ~˙aw) (4.67)
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that implies
~u(τ, 0) = ~v(τ, 0) = ~w(τ, 0) =
2
3
(~au(τ, 0)+~av(τ, 0)+~aw(τ, 0)) (4.68)
It is easier to discuss this result supposing without loss of generality
~u(τ, 0) = ~v(τ, 0) = ~w(τ, 0) ≡ ~u(τ, 0) = 0. With this assumption it
should be obvious that ~au(τ, 0), ~av(τ, 0), ~aw(τ, 0) are coplanar sub-
tending the same angles and the vertex is positioned in the centroid
of the triangle whose vertices are the details of the three vectors.
The same result is obviously true if the same reasoning is performed
in terms of the ~bi(τ, 0) or in terms of ~u(τ, 0),~v(τ, 0), ~w(τ, 0).
4.6. Dynamics of a string with a fork in FRW.
This problem can be treated in the same way we did in Section 4.5
discussing the behavior of a string with a fork in Minkovski space-
time. The action describing a sting in FRW with conformal time
is
S =
ˆ
dA =
ˆ
dτdσa2(τ)
√
(1− ~˙x2) · ~x′2
=
ˆ
dτdσ
a2(τ)
2
~x′2
√
1− ~˙x2
~x′2
+ (1− ~˙x2)
√
~x′2
1− ~˙x2
 (4.69)
With the same notation used in Section 4.5 we get
S =
ˆ
dσdτa2(τ)
[
θ(σ)
√
(1− ~˙u2) · ~u′2 + θ(σ)
√
(1− ~˙r2) ·~r′2
+ θ(σ)
√
(1− ~˙w2) · ~w′2 +~λ1(~u−~r)δ(σ) +~λ2(~r− ~w)δ(σ)
]
(4.70)
that yields to the equations of motion
~λ1δ(σ) = −
∂
∂τ
[
θ(σ)a2(τ)~˙u
√
~u′2
1− ~˙u2
]
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+
∂
∂σ
θ(σ)a2(t)
√
1− ~˙u2
~u′2
~u′

(−~λ1 +~λ2)δ(σ) = −
∂
∂τ
[
θ(σ)a2(τ)~˙v
√
~r′2
1− ~˙r2
]
+
∂
∂σ
θ(σ)a2(t)
√
1− ~˙r2
~r′2
~r′

−~λ2δ(σ) = −
∂
∂τ
[
θ(σ)a2(τ) ~˙w
√
~w′2
1− ~˙w2
]
+
∂
∂σ
θ(σ)a2(t)
√
1− ~˙w2
~w′2
~w′

in σ 6= 0 these are
~¨u+ 2h(1− ~˙u2)~˙u =
1

∂
∂σ
(
~u′

)
(4.71)
~¨r+ 2h(1− ~˙r2)~˙r =
1

∂
∂σ
(
~r′

)
(4.72)
~¨w+ 2h(1− ~˙w2) ~˙w =
1

∂
∂σ
(
~w′

)
(4.73)
and in σ = 0
~u′
√
1− ~˙u2
~u′2
+~r′
√
1− ~˙r2
~r′2
+ ~w′
√
1− ~˙w2
~w′2
= 0 (4.74)
We recall that the terms containing ~λ1, ~λ1 are Lagrange multipliers
introduced to implement the boundary conditions
~u(τ, σ = 0) = ~v(τ, σ = 0) = ~w(τ, σ = 0) (4.75)
these can be derived with respect to τ to get
~˙u(τ, σ = 0) = ~˙v(τ, σ = 0) = ~˙w(τ, σ = 0) (4.76)
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and substituting into Eq.(4.74) we get
~u′√
~u′2
+
~r′√
~r′2
+
~w′√
~w′2
= 0 (4.77)
This equation is an analogous of Eq. (4.51), the difference between
these equations is due to a different choice on the gauge conditions.
In Minkowski space-time we are allowed to identify dσ with the ele-
mentary differential path along the string. This identification is not
possible in FRW space-time because of the expanding background. It
is worth to point out that Eq. (4.77) can be interpreted as Eq. (4.50).
This statement is true because the effect of expansion of the universe
can be neglected reasoning locally.
4.7. Discretization of strings’ dynamics.
In this section we propose a set of rules which enable us to imple-
ment a numerical simulation through string discretization both in
Minkovski and FRW spacetime.
4.7.1. Minkovski
In Minkowski space-time with conformal Gauge it is quite simple
to set the dis- crete evolution of a string. Let us define ∆σ spatial
displacement between two nearby nodes and ∆t discrete time step.
The evolution can be analogously described using the positions of the
nodes or relying on representation in terms of left and right movers.
Left and right movers.
Let us assume ∆t = ∆σ. For nodes which are far from vertices we
can simply write
~aσ,t+1 = ~aσ+1,t (4.78)
~bσ,t+1 = ~bσ−1,t (4.79)
which means left and right movers shift along the string in opposite
directions. We can now treat the case of vertices referring to notation
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used in Section 4.5. It is convenient to assume the vertex σ = 0. We
can consider Eq. (4.65), the discussion regarding the other two cases
is identical. Discretizing the derivative up to second order in ∆t we
get
3(~bu0,t+1 −
~bu0,t−1) =
2(~av0,t+1 − ~a
v
0,t−1 + ~a
w
0,t+1 − ~a
w
0,t−1) − ~a
u
0,t+1 + ~a
u
0,t−1
and then using Eq.(4.68) we get
3~bu0,t+1 = 2(~a
v
1,t + ~a
w
1,t) − ~a
u
1,t (4.80)
Eq. (4.78) ensures ~a0,t+1 = ~a1,t which implies
~xu0,t+1 = ~a
u
0,t+1 +
~bu0,t+1 =
2
3
(~au1,t + ~a
v
1,t + ~a
w
1,t) . (4.81)
Two analogous equations can be obtained for v and w. We are then
allowed to write
~x0,t+1 =
2
3
(~av1,t + ~a
w
1,t + ~a
u
1,t) =
1
3
(
~xu0,t+1 + ~x
v
0,t+1 + ~x
w
0,t+1
)
(4.82)
Geometrical considerations.
The equation of motion for a string in Minkowski space-time in con-
formal Gauge is
~¨x = ~x′′ (4.83)
Discretizing derivatives up to second order in ∆t and ∆σ we get
~xσ,t+1 + ~xσ,t−1 − 2~xσ,t
(∆t)2
=
~xσ+1,t + ~xσ−1,t − 2~xσ,t
(∆σ)2
(4.84)
~xσ,t+1 = ~xσ+1,t + ~xσ−1,t − ~xσ,t−1 (4.85)
where we assumed ∆t ∼ ∆σ. Eq. (4.85) let us evolve all the nodes
contained in the string with the sole exceptions of the vertices. The
latter can be evolved referring to what argued in Section 4.5. Instant
by instant we can impose the vertices to be in the centroid of the
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triangles formed by the positions of the adjacent nodes i.e.
~x0,t+1 =
1
3
(~u1,t+1 + ~v1,t+1 + ~w1,t+1) (4.86)
This result is equal to the one obtained in Section 4.7.1.
4.7.2. Friedman Robertson Walker.
It must be pointed out that the treatment in terms of left and right
movers is viable in this scenario. Referring to notation used in Sec-
tion 4.6 the conditions to be satisfied in correspondence to a vertex
in FRW are
~u(0, τ) = ~r(0, τ) = ~w(0, τ) (4.87)
~u′√
~u′2
(0, τ) +
~r′√
~r′2
(0, τ) +
~w′√
~w′2
(0, τ) = 0 (4.88)
Eq. (4.88) implies that the sum of three vectors of unit norm is
equal to zero. As a consequence these must be coplanar and the
angles between these vectors must be equal to 2pi
3
.
Let us define ~˙x ≡ ~v which implies ~¨v ≡ ~˙v. The equations of motion
then are
~˙v+ 2h(1− ~v2)~v =
1

∂
∂σ
(
~x′′

)
(4.89)
~˙x = ~v (4.90)
 =
√
~x′2
1− ~v2
(4.91)
We can then write
~˙v = −2h(1− ~v2)~v+
~x′′
2
−
~x′
2
′

(4.92)
we can substitute
′ =
√
1− ~v2
~x′2
(
~x~x′′
1− ~v2
+
~v~v′
(1− ~v2)2
)
(4.93)
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to get
~˙v = −2h(1− ~v2)~v+
~x′′
2
−
~x′
4
(
~x~x′′
1− ~v2
+
~v~v′
(1− ~v2)2
)
(4.94)
We can now discretize up to second order in ∆τ, ∆σ to get a system
of equations which fixes a dynamics correct up to second order
~xt+1 =~xt−1 + 2~v∆τ
~vt+1 =~vt−1 − 4(∆τ)h(1− ~v
2)~v
+
4(∆τ)(∆σ)(1− ~v2)~v
~xσ+1 − ~xσ−1
(
~xσ+1 + ~xσ−1 − 2~xσ
∆σ2
)
−
4(∆τ)(∆σ)(~xσ+1 − ~xσ−1)
(~xσ+1 − ~xσ−1)2
[
~vσ+1 − ~vσ−1
2∆σ
~v
+
~xσ+1 − ~xσ−1
2∆σ
~xσ+1 + ~xσ−1 − 2~xσ
(∆σ)2
(1− ~v2)
]
(4.95)
These equations can be used to evolve all the nodes contained in
the string with the sole exceptions of the vertices. It is possible to
use other methods to get a more refined discretization. Numerical
integration can be performed using a symplectic integrator to pre-
serve invariants up to the desired order. We still have to furnish a
proper rule to evolve the vertices. The most natural way to proceed
is setting an evolution similar to the one proposed in Section 4.7.1.
We can then fix
~xτ,σ =
~xuτ,σ+1 + ~x
r
τ,σ+1 + ~x
w
τ,σ+1
3
(4.96)
and in the same way we fix the equation which sets the vertex’s
velocity
~vτ,σ =
~vuτ,σ+1 + ~v
r
τ,σ+1 + ~v
w
τ,σ+1
3
(4.97)
4.8. Conclusions and future perspectives.
Numerical simulation presented in this chapter give a good hint of
finding a common evolution for model with different N. This result
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bodes that non abelian cosmic string networks behaves like abelian
ones. Network avoid freezing and energy density associated with
strings falls off. This would make them compatible with experimen-
tal observations. Our numerical simulation still holds limitations
due to the nature of the chosen model. The treatment, for exam-
ple, inevitably lose the informations on GW emissions of the system.
Another limitation of the theory remains the one pointed out in Sec-
tion 4.1.1: the space M containing the vacuums of the model is
not a differentiable manifold. This characteristic has forced us to
introduce a prescription to compute derivatives and this could affect
dynamics. The chosen convenction seem to solve problems related
to this matter, anyhow a further analysis can be performed.
It looks natural to refine the model so that we can remove this
arbitrary choice. The most natural way to proceed in this direction
without changing the main features of the theory is introducing a
regularization that convertsM in a differentiable manifold.
Such a result could be obtained, qualitatively speaking, by intro-
ducing some effective width  for the branches that in this context
should be thought of as bands. In this way the pathological points
θ = 0 and θ = pi becomes with small regions where differentiation
can be defined.
As a result we obtain a space that is a differentiable manifold of
dimension equal to 2. A representation of such a space is shown in
Figure 4.12 with N = 3. A natural definition of derivative can be
introduced on this space and this permits us we are allowed to define
a dynamics without being forced to make other assumptions.
Tools to produce a string oriented simulation are presented. An
action to describe vertices is furnished both in Minkowski and FRW
background in conformal gauge. The main goal of a future work is
to apply this approach to a large scale simulation of a non-Abelian
cosmic string network. Such a study would be useful in order to
further clarify the subject and to obtain results comparable with the
state of the art existing for Abelian networks. The stochastic back-
ground of gravitational waves generated by a non Abelian cosmic
string network could have characteristic features worth to be under-
stood. Advanced detectors of gravitational waves such as Advanced
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Figure 4.12.: The figure shows a differential manifold of dimension equal to 2. This
space is the regularization of M3 obtained following the procedure
described in this section.
VIRGO [33], Advanced LIGO [34] and ET [35] could in principle de-
tect these features: this is another issue that it is worth to be further
studied.
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relativity.
In this appendix we furnish a review of some mathematical aspects which are
indispensable to describe the behavior of the universe. General relativity is nec-
essary to work with gravitation; we will remind the reader its main results and
tools, which are required to understand how standard cosmology is built. As a
conclusion we derive weak gravitational field equations, these set perturbation to
propagate as waves, which is one of the most interesting result predicted by the
theory.
A.1. General relativity.
We assume the reader to be familiar with the concept of manifolds, metric, parallel
transport and geodesic. Special relativity is described by a Minkowski space-time
with the metric η ≡ diag(−1, 1, 1, 1). The founding idea of general relativity is:
matter curves space-time. This curvature influences geodesics’ path, and then non
trivial effects which vary bodies’ motion can be observed.
The first problem to solve working with a curved space-time concerns the defi-
nition of derivation. A differential manifoldM is a space with an atlas, this maps
M’s opens sets into open sets of Rn; this procedure is needed to define a differ-
ential structure on M. Vectors can be then introduced on x ∈ M as directional
derivatives, namely they yield a map from the space of scalar functions defined
over x ∈ M and R. The point is vectors are not defined onM, they are instead
defined in tangent space to the manifold. To derive a vector v we have to consider
a certain dx infinitesimal displacement from x and compare v(x + dx) with v(x),
it should be noticed v(x) ∈ TxM conversely v(x+ dx) ∈ Tx+dxM.
A formal treatment of the problem is beyond the scope of this work and it is
widely treated in literature [36, 37]. We will just give a set of rules needed to work
in non-flat spaces.
Definition 7 (Christoffel symbols). Let gµν be a metric on M, and let ∂µ be
the ordinary derivative operator ∂
∂xµ
; we define Christoffel Symbols as
Γ ρµν ≡
1
2
gρη(∂µgνη + ∂νgµη − ∂ηgµν) (A.1)
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Definition 8 (Covariant derivative). We define ∇µ Covariant Derivative Op-
erator by its action on a vector field
∇µvν ≡ ∂µvν + Γνµρvρ (A.2)
Using wµvµ = s(x) were s(x) is a scalar function, we are able to define the action
of ∇µ on a dual vector
∇µwν ≡ ∂µwν − Γ ρµνwρ (A.3)
with obvious generalization for a tensor field. Let φ be a curve onM parametrized
by s ∈ [0, 1]; if vµ := dxµ/ds is the tangent vector to the curve and uµ is a vector
defined along it, we say that uµ is parallely transported along the curve if the
following equation is satisfied along the curve:
uµ∇µvν = 0 (A.4)
It’s generalization for a tensor of the (k, l) type Tµ1,..,µkν1,..νl can be written as
follow:
uµ∇µTµ1,..,µkν1,..νl = 0 (A.5)
It should be stressed that
∇ηgµν = 0 (A.6)
Definition 9 (Riemann tensor). We define Riemann Tensor as the commu-
tator of covariant derivatives on a dual vector as follows
(∇µ∇ν −∇ν∇µ) wη = Rσµνηwσ (A.7)
In analogy with Eq.(A.3) we get its action on a vector
(∇µ∇ν −∇ν∇µ)vη = −Rσµνηvη (A.8)
In therms of Christoffel symbols, Riemann tensor can be written as
Rσµνη = ∂νΓσµη − ∂µΓσνη + Γ ρµηΓσνρ − Γ ρνηΓσµρ (A.9)
It is useful define Riemann tensor contractions: Rµη = Rνµνη is called Ricci
Tensor and Rµµ = gµνRµν = R is called Ricci scalar. We are now able to give
the next
Definition 10 (Einstein tensor). We define Einstein Tensor Gµν as
Gµν = Rµν − 1
2
R gµν (A.10)
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It can be demonstrated with an explicit computation
∇µGµν = 0 (A.11)
We are finally able to write Einstein equation, which fixes a relationship between
metric derivatives and stress-energy tensor.
Gµν +Λgµν = 8piTµν (A.12)
We are now interested in showing one of the main consequences of curvature:
Geodesic deviation. Let us remind the reader the concept of geodesic.
Definition 11 (Geodesic). We define Geodesic a curve whose tangent vector tµ
is parallel transported i.e.
tµ∇µtν = 0 (A.13)
Let φ0, φ1 be infinitesimally nearby geodesics parameterized by t, and let γs(t)
be a family of geodesic smoothly indexed by s ∈ [0, 1] such that γ0(t) = φ0(t) and
γ1(t) = φ1(t).
Definition 12 (Deviation vector). Let xµ(s, t) be the coordinates of the surface
described by γs(t); we define ζµ(t) Deviation Vector
ζµ(t) =
dxµ(t, s)
ds
(A.14)
This vector is tangent to the curve connecting φ0 and φ1. We are now interested
in explicitly writinge
d2ζµ
dt2
≡ Tη∇η(Tν∇νζµ) (A.15)
It is always possible to choose a parametrization such that ζµtµ = 0, with relation
it is possible to show
d2ζµ
dt2
= −RµσνηTσζν Tη (A.16)
Equation (A.16) is known as Geodesic deviation equation.
A.2. Weak gravitational field equations.
It is usual encounter problems where gravity can be considered "weak", in this
situations it is useful make the approximation
gµν = ηµν + hµν |hµν| 1 (A.17)
under this assumption we are allowed to neglect therms of second order in hµν,
this means it is legitimate to raise and lower indices of first or higher order tensors
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using ηµν and ηµν. In this linear approximation we have
gµν = ηµν − hµν +O
(
h2
)
(A.18)
Christoffel symbols in linear order in hµν can be written as:
Γσµν =
1
2
ησφ{∂µhνφ + ∂νhµφ − ∂φhµν} (A.19)
and then Riemann tensor:
Rσµνθ =∂νΓσµθ − ∂µΓσνθ + Γ ρµθΓσνρ − Γ ρνθΓσµρ
=
1
2
{∂νη
σφ[∂µhθφ + ∂θhµφ − ∂φhµθ] − ∂µη
σφ[∂θhνφ + ∂νhθφ − ∂φhθν]}
(A.20)
With a bit of algebra the Ricci tensor Rµθ can be obtained
Rµθ = 1
2
{∂νη
νφ[∂µhθφ + ∂θhµφ − ∂φhµθ] − ∂µη
νφ[∂θhνφ + ∂νhθφ − ∂φhθν]}
=
1
2
{∂φ∂θhµφ −hµθ − ∂µ∂θh+ ∂ν∂µhθν} (A.21)
During the last step we defined the contraction h ≡ ηνφhνφ;  is the ordinary
d’Alambertian operator. With the same assumptions we derive the Ricci scalar
R = ∂φ∂µhµφ −h (A.22)
and finally we can formulate linearized Einstein tensor
Gµν =
1
2
{∂φ(∂νhµφ + ∂µhνφ) −hµν − ∂µ∂νh− ηµν(∂φ∂σhσφ −h)}(A.23)
and linearized Einstein equation
8piTµν =
1
2
[
∂φ(∂νhµφ + ∂µhνφ) −hµν − ∂µ∂νh− ηµν(∂φ∂σhσφ −h)
]
+Λhµν
(A.24)
Imposing harmonic gauge
∂ν(h
ν
µ −
1
2
δνµh) = 0 (A.25)
and introducing
h˜µν = hµν −
1
2
ηµνh (A.26)
Eq. (A.24) for Λ = 0 and Eq. (A.25) can be written as
h˜µν = −16piTµν (A.27)
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∂µh˜
µν = 0 (A.28)
these equations describe tensor perturbations of space time propagating as waves
at the speed of light. It is possible to show that Eq. A.28 does not fix the gauge
uniquely; it is possible to make an additional coordinate transformation of form
xµ → xµ + κµ(x) with
κµ = 0 (A.29)
Enforced with this results, it is possible to make a calculation of remaining degrees
of freedoms; such an analysis let us discover we are left with two independent
parameters.
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B. Symplectic integrators
In this appendix we discuss symplectic integrators; the study on this topic started
exploiting the works of Vogelaere [38], Ruth [39] and Feng Kang [40].
Definition 13 (Symplectic integrators). Let us consider an Hamiltonian system
and its discretization; we define symplectic integrator correct up to n-th order
in ∆t, a transformation fixed by an exact solution of the discrete system, whose
difference with its continuous analogous is at most of order ∆tn.
Among the reasons to work with these scheme we have to remark their charac-
teristic of preserving Poincarè invariants, this makes them a useful tools to perform
numerical simulations.
These algorithms are introduced for time independent Hamiltonians; the dis-
cussion is then extended to the general case, the latter is the situation treated in
our simulations.
The whole treatment is carried out considering an Hamiltonian with a sole
degree of freedom; this implies a 2-dimensional phase space. Generalization to n
degree of freedom is mentioned in the final part of this appendix.
B.1. Time independent Hamiltonian.
Let us consider on Hamiltonian H describing a continuous classical system; we
restrict to case of a separable Hamiltonian
H =
pi2
2
+ V(q) (B.1)
Given a generic function f, its evolution is fixed by
f˙ = {f,H}PB (B.2)
where { , }PB denotes the Poisson brackets
{f, g} ≡ ∂f
∂q
∂g
∂pi
−
∂g
∂q
∂f
∂pi
(B.3)
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We can define Liouville operator or Liouvillian
L(H) ≡ {·, H}PB (B.4)
With this specifications we can write
f˙ = L(H)f(t) (B.5)
The general solution for this equation with L(H) not time dependent, can be easily
computed
f(t) = etL(H)f(0) (B.6)
we fixed the initial value f(t = 0) = f(0). Eq. (B.6) states etL(H) is the time
evolution operator; which means
f(t+ ∆t) = e∆tL(H)f(t) (B.7)
In the most cases e∆tL(H) can not be written explicitly; therefore we use some
operators to approximate it up a certain order in ∆t. Before specifying some ways
to approximate e∆tL(H), we make some consideration regarding an Hamiltonian of
shape shown by Eq. (B.1). We fix T ≡ pi2
2
and then H ≡ T + V; we define
L(T)f ≡ {f, T }PB = ∂f
∂q
pi (B.8)
L(V)f ≡ {f, V}PB = −∂V
∂q
∂f
∂pi
(B.9)
We compute Hamilton equations associated to H
p˙i = L(H)pi = −
∂V(q)
∂q
= L(V)pi (B.10)
q˙ = L(H)q = pi = L(T)q (B.11)
Where obviously L(T)pi = L(V)q = 0. We can now try to expand e∆tL(H) so that
the approximation is correct up to second order in ∆t; we start considering
e∆tL(H) = e
∆t
2
L(T)+∆tL(V)+∆t
2
L(T) (B.12)
We can now use the Zassenhaus formula
et(A+B) = etAetBe−
t2
2
[A,B]e
t3
6
(2[Y,[X,Y]]+[X,[X,Y]]) . . . (B.13)
to expand Eq. (B.12) up to second order in ∆t
e∆tL(H) = e
∆t
2
L(T)e∆tL(V)e−
(∆t)2
2
[L(V),L(T)]e
∆t
2
L(T)e−
(∆t)2
2
[L(T),L(V)] (B.14)
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and thus we can write
e∆tL(H) = e
∆t
2
L(T)e∆tL(V)e
∆t
2
L(T) (B.15)
This operator is known as "Leap Frog" operator and it was first proposed by
Verlet [41], we will use it to compute evolution for our model. We can consider
an evolution with fixed time step; let us define (pin, qn) the value of the canonical
variables (pi, q) at a certain step n; (pin+1, qn+1) can be then evaluated applying
the discussed procedure(
pin+1
qn+1
)
= e
∆t
2
L(T)e∆tL(V)e
∆t
2
L(T)
(
pin
qn
)
(B.16)
defining q∗ ≡ qn + pin2 ∆t, we can write(
pin+1
qn+1
)
= e
∆t
2
L(T)e∆tL(V)
(
pin
q∗
)
= e
∆t
2
L(T)
(
pin −
∂V
∂q
∣∣∣
q∗
∆t
q∗
)
=
 pin − ∂V∂q
∣∣∣
q∗
∆t
q∗ + 12
(
pin −
∂V
∂q
∣∣∣
q∗
∆t
)
 (B.17)
Which can be expressed in the compact form(
pin+1
qn+1
)
=
(
pin −
∂V
∂q
∣∣∣
q∗
∆t
qn +
(
pin+pin+1
2
)
∆t
)
(B.18)
With some calculations it is possible to demonstrate H(pin, qn) = H(pin+1, qn+1) +
O(∆t2) which means energy is preserved up to second order in ∆t. At the n-th
time step the Hamiltonian has the shape H(qn, pin) =
pi2n
2
+ V(qn), while at the
n+ 1-th we have H(qn+1, pin+1) =
pi2n+1
2
+ V(qn+1). To explicit the conservation up
to second order in ∆t, we have to expand H(pin+1, qn+1) in terms of (pin, qn)
pin+1 = pin −
∂
∂q
V(q)|qn ∆t−
pin∆t
2
2
∂2
∂q2
V(q)
∣∣∣∣
qn
(B.19)
qn+1 = qn + pin∆t−
∂2
∂q2
V(q)
∣∣∣∣
qn
∆t2 (B.20)
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We can then write T and V at the n+ 1-th time-step in terms of (pin, qn)
pi2n+1
2
=
pi2n
2
+
(
∂
∂q
V(q)
∣∣∣∣
qn
)2
∆t2
2
− pin
∂
∂q
V(q)
∣∣∣∣
qn
∆t+
−
pi2n
2
∆t2
∂2
∂q2
V(q)
∣∣∣∣
qn
(B.21)
V(qn+1) = V(q)|qn +
∂
∂q
V(q)
∣∣∣∣
qn
(
pin+1 + pin
2
)
∆t+
+
∂2
∂q2
V(q)
∣∣∣∣
qn
(
pin+1 + pin
2
)2
∆t2
2
= V(q)|qn +
∂
∂q
V(q)
∣∣∣∣
qn
(
pin −
1
2
∂
∂q
V(q)
∣∣∣∣
qn
∆t
)
∆t+
+ pi2n
∂2
∂q2
V(q)
∣∣∣∣
qn
∆t2
2
(B.22)
We can write explicitly the equation for H to get
H(qn+1, pin+1) =
pi2n+1
2
+ V(qn+1) =
pi2n
2
+ V(qn) +O(∆t2) = H(qn, pin) +O(∆t2)
(B.23)
Eq. (B.23) proves Leap Frog is a symplectic integrator.
The last results of this section regards generalizations of Eq. (B.12); a simple
recursive construction scheme to generate higher order integrators from lower order
ones can be found [42]. A more general expression for Eq. (B.12) is
e∆tL(H) = e∆t
∑
i(ciL(T)+diL(T)) (B.24)
where
∑
i ci =
∑
i di = 1; with this expression is possible to build optimal inte-
grators such as the one which minimize the norm of error coefficients.
B.2. Time dependent Hamiltonian.
In this section we treat the problem of a time dependent Hamiltonian H(q, pi, t);
we aim in generalizing results obtained in the preceding discussion.
In particular we are interested in constructing a scheme with fixed time step.
This requirement is motivated by our concern in avoiding problems due to inte-
gration with variable time steps; these issues are pointed out in [43] and [44].
The treatment makes refer to the one proposed by Jürgen Struckmeiera and
Claus Riedel in [45].
∂H
∂t
= 0 then dH
dt
= 0, which means H is conserved; with this assumption we
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are allowed to integrate Eq. (B.5) to get Eq. (B.6). Employing this hypothesis,
t was just a free parameter to specify the path described by the system in the
phase space. When t dependence in H is explicit, this condition is not satisfied
anymore, and we can not proceed it the same way. However, we can introduce a
mathematical artifice to bring back the problem to the previous case.
The action in terms of H is
S =
ˆ
[piq˙−H(pi, q, t)]dt (B.25)
Let us define a new parameter s, such that t = t(s); with this prescription we can
write H = H(q(s), pi(s), t(s)).
S =
ˆ [
pi(s)
dq
ds
−H(pi(s), q(s), t(s))
dt
ds
]
ds = 0 (B.26)
It looks reasonable to define a pair of canonical conjugate variables
qt ≡ t, pit ≡ −H(s) (B.27)
where H(s) is an s-dependent function, its definition will be clear soon. The
Hamiltonian H then to be extended to the enlarged phase space; we define H˜ as
the implicit function
H˜(s) ≡ H˜(q, qt, pi, pit) (B.28)
with this definition the action assumes the shape
S =
ˆ s2
s1
[
pi(s)
dq
ds
(s) + pit(s)
dqt
ds
(s) − H˜(q, qt, pi, pit)
]
ds = 0 (B.29)
applying Variational principle to Eq. (B.29), we get Hamilton equations
p˙i = −
∂H˜
∂q
(B.30)
q˙ =
∂H˜
∂pi
(B.31)
p˙it = −
∂H˜
∂qt
(B.32)
q˙ = −
∂H˜
∂pit
(B.33)
these have to satisfy the requirements
∂H˜
∂q
=
∂H
∂q
,
∂H˜
∂pi
=
∂H
∂pi
,
∂H˜
∂qt
=
∂H
∂t
(B.34)
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This means H(s) can be identified with the energy content of the initial Hamilto-
nian system. We can now choose to fix
H˜(q, qt, pi, pit) = H˜(q, qt, pi,−H) ≡ H(pi, q, t) −H(s) (B.35)
This choice obviously satisfies the conditions of Eq. (B.34), it also yields to Hamil-
ton equations of shape
p˙i = −
∂H˜
∂q
= −
∂H
∂q
(B.36)
q˙ =
∂H˜
∂pi
=
∂H
∂pi
(B.37)
−p˙it =
∂H˜
∂t
=
∂H
∂t
= H˙ (B.38)
q˙ =
∂H˜
∂pit
= −
∂H˜
∂H = 1 (B.39)
The first two lines among this set of equations, fix the dynamic described by H˜ to
be equal to the one described by H; the third line describes energy variations for
the initial system and the fourth line instead sets the relationship between t and
s.
Let us summarize what we have done up to this point; we started with a system
described by a time dependent Hamiltonian H(pi, q, t), we have added a degree of
freedom, and transformed it into another system parametrized by s. The merit
of this procedure lies in the fact that the new Hamiltonian H˜(q, qt, pi, pit), does
not depend explicitly on s. This formalism then let us recover methods used in
Section B.1; Eq. (B.5) assumes the form
df
ds
= L(H˜)f(s) (B.40)
by construction H˜ satisfies dH˜
ds
, we can then integrate to find the shape of time
evolution operator
f(s+ ∆s) = e∆sL(H)f(s) (B.41)
We then brought the problem back to the case discussed in the previous section.
Let us restrict to the instance of an H(pi, q, t) of form
H(pi, q, t) = g2(t)
pi2
2
+ f2(t)V(q) (B.42)
equations of motion then assume the shape
p˙i = −f2(t)
∂V
∂q
(B.43)
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B.2. Time dependent Hamiltonian.
q˙ = g2(t)pi (B.44)
H˙ = g(t)∂g
∂t
(t)pi2 + 2f(t)
∂f
∂t
(t)V(q) (B.45)
t˙ = 1 (B.46)
where the dot is used to denote derivation with respect to s. A symplectic inte-
gration scheme, can be constructed following an analogous of the already treated
procedure. We can then write the integrator as
e∆sL(H˜) = e
∆s
2
L(T˜)e∆sL(V˜)e
∆s
2
L(T˜) (B.47)
Where we defined
T˜ ≡ g2(t)pi
2
2
−H (B.48)
V˜ = f2(t)V(q) (B.49)
The evolution is then expressed as a combination of two "free" evolutions due to
L(T˜) and an "impulsive" evolution associated to L(V˜). Let us compute explicitly
the action of L(T˜), L(V˜) on (pi, q,H, t)
L(T˜)

pin
qn
−H
t
 =

0
g2(t)pi
g(t)∂g
∂t
pi2
1
 (B.50)
L(V˜)

pin
qn
−H
t
 =

f2(t)∂V
∂q
0
2∂f
∂t
V(q)
0
 (B.51)
By definition L(H˜)f = df
ds
, to obtain the evolution we have then to integrate
Eq. (B.50) and Eq. (B.51) with extremes fixed by s, s+ ∆s to get respectively
pis+∆s
qs+∆s
−Hs+∆s
ts+∆s
 =

pin
qs + g
2(t+ ∆s
2
)∆spis
−Hs + 12 [g2(t+ ∆s) − g2(t)]pi2
ts + ∆s
 (B.52)

pis+∆s
qs+∆s
−Hs+∆s
ts+∆s
 =

pis − f
2(t+ ∆s
2
)∂V
∂q
∆s
qs
−Hs + 2f(t)∂f∂tV∆s
t
 (B.53)
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B. Symplectic integrators
Were we the appearence of g2(t+ ∆s
2
) and is due to
ˆ s+∆s
s
g2(t) = g2
(
t+
∆s
2
)
∆s+ o(∆s2) (B.54)
We can recombine these to get the evolution fixed by Eq. (B.47), the complete
expression is composed by the three steps
pi
q
−H
t
→

pi
q+ g2(t+ ∆s
4
)∆s
2
pi
−H + 1
2
[g2(t+ ∆s
2
) − g2(t)]pi2
t+ ∆s
2
 (B.55)

pi
q
−H
t
→

pi− f2(t+ ∆s
2
)∂V
∂q
∆s
q
−H + 2f (t+ ∆s
2
)
∂f
∂t
(
t+ ∆s
2
)
V∆s
t
 (B.56)

pi
q
−H
t
→

pi
q+ g2(t+ 3∆s
4
)∆s
2
pi
−H + 1
2
[g2(t+ ∆s) − g2(t+ ∆s
2
)]pi2
t+ ∆s
2
 (B.57)
As a last clarification for this appendix we discuss the differences that arise con-
sidering an initial Hamiltonian of form
H =
∑
i
(
g2(t)
pi2i
2
+ f2(t)V(qi)
)
(B.58)
Repeating calculations proposed in this section it is possible to demonstrate evo-
lution stated by Eqns. (B.55),(B.56) and (B.57) is still valid performing the sub-
stitutions (
pi
q
)→ ( pii
qi
)
(B.59)
and replacing the evolution for H induced by L(T˜ with
H→ −H + 1
2
∑
i
[g2(t+ ∆s) − g2(t+
∆s
2
)]pi2i (B.60)
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