Abstract This paper is the second part of a threefold article, aimed at solving numerically the Poisson problem in three-dimensional prismatic or axisymmetric domains. In the first part of this series, the Fourier Singular Complement Method was introduced and analysed, in prismatic domains. In this second part, the FSCM is studied in axisymmetric domains with conical vertices, whereas, in the third part, implementation issues, numerical tests and comparisons with other methods are carried out. The method is based on a Fourier expansion in the direction parallel to the reentrant edges of the domain, and on an improved variant of the Singular Complement Method in the 2D section perpendicular to those edges. Neither refinements near the reentrant edges or vertices of the domain, nor cut-off functions are required in the computations to achieve an optimal convergence order in terms of the mesh size and the number of Fourier modes used.
Introduction
The Singular Complement Method (SCM) was originally introduced by Assous et al. [6, 7] , for the 2D static or instationary Maxwell equations without charges. It was then extended [4, 5] to the fully axisymmetric case, i.e. axisymmetric domains and data, with or without charges. The SCM has been extended in [11] to the 2D Poisson problem. As noted in [12] , further extensions to the 2D heat or wave equations, or to similar problems with piecewise constant coefficients, can be obtained easily. Methodologically speaking, the SCM consists in adding some singular test functions to the usual P 1 Lagrange FEM so that it recovers the optimal H 1 -convergence rate, even in non-convex domains. In the fully axisymmetric case, one may simply add one singular test function per reentrant edge, and one per conical vertex of sufficiently large aperture.
There exist a couple of numerical methods in the literature for accurately solving 2D Poisson problems in non-convex domains. The SCM is clearly different from (anisotropic) mesh refinement techniques [20, 16] , and can be applied efficiently to instationary problems (see Remark 4.1 of [12] ), since it does not need the refinements of the mesh and thus large time steps may be allowed. However the anisotropic mesh refinement methods have one advantage: they require only a partial knowledge of the most singular part of the solution.
The numerical solution of 3D singular Poisson problems is quite different from the 2D case, and much more difficult. This is a relatively new field of research: most approaches rely on anisotropic mesh refinement, see for instance [16, 17] and Refs. therein. To our knowledge, this series of papers is the first attempt to generalize the SCM for three-dimensional singular Poisson problems.
The rest of the paper is organised as follows. In the next Section, we define the geometry of the axisymmetric domain , and the suitable framework for the study of the Poisson problem in using a Fourier expansion with respect to the rotational angle θ, namely, weighted Sobolev spaces over the meridian section ω. This suggests a framework for building the Fourier Singular Complement Method (FSCM) for accurately solving the Poisson problem, using a Fourier expansion in θ, and an improved variant of the Singular Complement Method [11] in ω. In Section 3, we study theoretically this variant of the SCM, based on a regular-singular splitting of the solution u k to the 2D problem (7) (8) . The main feature of the splitting is that it is chosen independently of the Fourier index k as soon as |k| ≥ 2; this independence is important, and very helpful, from the computational point of view. Section 4 presents a few results of finite element theory in the weighted Sobolev spaces. In Section 5, the SCM is considered from a numerical point of view, to approximate u k accurately, viā the discretization of the splitting. In the Section 6, we build the numerical algorithms which define the FSCM, and we show that it has the optimal convergence of order O(h + N −1 ), where h is the 2D mesh size and N is the number of Fourier modes used.
Poisson problem in axisymmetric domains

Geometric setting and notations
In this article, we consider an axisymmetric domain , generated by the rotation of a polygon ω around one of its sides, denoted γ a . The boundary of ω is hence ∂ω = γ a ∪ γ b , where γ b generates the boundary of . Thus, can be described as:
The natural cylindrical coordinates will be denoted by (r, θ, z) . The geometrical singularities that may occur on are circular edges and conical vertices, which correspond to off-axis corners of γ b and to its extremities. Figure 1 precises the various notations associated to these singularities; a more complete description of the geometry of ω can be found in [3, 4] . The problem under consideration is once more the homogeneous Dirichlet
with f ∈ L 2 ( ). Non-homogeneous Dirichlet boundary conditions, or (non-) homogeneous Neumann boundary conditions can be handled in exactly the same manner.
As will appear in the sequel, the problem (2) will be singular, i.e. its solution will generically not be in H 2 ( )-as it would be the case in a regular or convex domain-iff there are reentrant edges or sharp vertices in . Sharp vertices are defined by the condition (see Figure 1 ):
and P ν denotes the Legendre function. This is satisfied iff π/β > π/β 130 • 48 . From now on, we shall assume that there is exactly one reentrant edge e (of aperture π/α, with 1/2 < α < 1) and one sharp vertex c, and we shall omit the superscript c in ν c .
Other notations. We denote by r max the supremum of the coordinate r on ω, and by α 0 and α 1 two fixed numbers such that 1/2 < α 0 < α and 1/2 < α 1 < min(α, ν + 1/2). We also introduce 2D neighbourhoods ω e and ω c of e and c respectively. They stay away from all sides of ∂ω except the two ones that meet at the relevant corner. To them we associate cutoff functions denoted η(ρ), which vanish outside ω e or ω c and depend only on the distance to the corner.
Fourier expansions
The functions defined on will be characterised through their Fourier series in θ , the coefficients of which are functions defined on ω, viz.
and the truncated Fourier expansion of f at order N is: 
where the H s (k) (ω) are defined in turn with the help of two different types of weighted Sobolev spaces. We shall now give these definitions for the values of s and k chiefly needed in this article. The notations for the various spaces are the same as in [10] , where the interested reader can find the proofs and the most general versions of the subsequent statements.
First, for any τ ∈ R we consider the weighted Lebesgue space 
and by interpolation for s / ∈ N. We denote by · s,τ and | · | s,τ the canonical norm and semi-norm of H s τ (ω) . A prominent role will be played by L 2 1 (ω); its scalar product is denoted (·|·), without any subscript. Upon this space, we build another, dimensionally homogeneous Sobolev scale V s 1 (ω) s≥0 , defined as:
where s denotes the integral part of s. One can check that the general definition reduces to
when s is not an integer; while for the first values of s ∈ N, we have:
The canonical norm of V 
The definition for the other values of s will be given when needed. In order to handle the Dirichlet condition, we introduce the subspaces H [18, Prop. 4.1] . This difference is of course important when it comes to discretisation by P 1 finite elements.
Similarly to the prismatic case, we introduce the anisotropic Sobolev spaces 
, and:
, and: 
where the norm w 
A special role will be played by 0 , whose values are the traces in a meridian halfplane of the Laplacian of axisymmetric functions. We remark that the operators k have real coefficients, hence the real and imaginary parts of the solution to (7) (8) correspond to the real and imaginary parts of the data. So, in practice, it will be sufficient to consider problems with real data and solutions. The variational space associated to (7) (8) 
where a k is now the sesquilinear form defined by the norm · (k) , viz.
(In this text, ∇ will always denote the 2D gradient in the (r, z) plane). Like in the prismatic case, we have the following results.
Lemma 2.3
Let f ∈ L 2 ( ), and u be the solution to (2) . Then u
Proof Similar to [12, Corollary 3.1]. 
Lemma 2.4 Let f ∈ L 2 ( ), and u be the solution to (2). Then
Besides the variational space, we shall consider, for each Fourier mode k:
• the natural space, which is the one to which u k belongs, i.e. the domain of the operator A k :
• the regularised space, i.e. the one to which the solution u k would belong if the domain were regular or convex, namely
, it is established that the regularised space no longer depends on k as soon as |k| ≥ 2; in Theorem 3.2, we will show that the same occurs for the natural space. This suggests that the mode 2 can serve as the "fundamental mode" for the high-|k| modes, just like the mode 0 does in the prismatic case. In contradistinction to the latter, the modes 0 and ±1 have to be treated separately, with their own singular functions.
Regular-singular decompositions in the 2D domain ω: theoretical study
We now establish the regular-singular decompositions, for the various Fourier modes k, of the solution u k to (7-8), which will be effectively used in the numerical method. This parallels the work exposed in the companion paper [12, §4] .
We shall need the following integration by parts formulae.
, there holds:
Proof Eq. (11) is the expression, in a meridian half-plane, of the usual Green formula applied to axisymmetric functions. To prove (12), we first note that there holds, in the sense of distributions in ω:
But
1 (ω); so the above function is integrable with respect to the measure r dω, and we can apply (11) with u = r −2 w and v = w:
Now, we treat I 2 by the usual integration by parts formula of order one:
Hence,
From [10, §II.4], we know the following facts. The solution u k to (7-8) is regular everywhere except in the neighbourhood of the reentrant edge, and it can be written as:
As a first consequence, we have the following
Theorem 3.2 Let w ∈ D(A k ). Then:
• w has a V 2 1 regularity near the axis, hence w ∈ 
where N 2 is a space of singular harmonic functions defined by
Here, as well as in the subsequent definitions of N 1 and N 0 , the boundary condition on the sides of γ b is understood in the suitable space, which is the trace in a meridian half-plane of the spaceH ( i ) defined in [3, Definition 5.4] . Following the same line of proof as in [4, §3] , it is not difficult to establish that the dimension of N 2 is equal to the number of off-axis re-entrant corners in ω, i.e. in our case dim N 2 = 1, and N 2 =span{p 2 s }, where p 2 s can be chosen as:
Similarly to [12, §4] , we define ϕ 2 s as the element of
Then by the decomposition (14), we can split the solution u k to (7) (8) as 
, and λ k = c k δ 2 . Then, using the orthogonality relation (14) we infer:
Calculating this scalar product is rather tedious but can be done using (15) and (11)-modified so as to avoid the singularity. We find:
where a = r(e) is the distance from the reentrant edge to the axis (see Fig. 1 ).
The following lemma summarises some a priori estimates on u k and c k .
Lemma 3.1 Let u k be the solution to the Poisson problem (7-8), then we have the following a priori estimates:
Proof The variational formulation (9) with v = u k gives:
this proves the first estimate in (19) . Then applying theYoung inequality, we further obtain
which leads to the H 1 1 semi-norm estimate in (19) . Similarly, multiplying (7) by r −2 u k and using (12) yields:
and we obtain the two estimates in (20) by a similar reasoning. Then (21) immediately follows from 0 . As a matter of fact, the latter reference shows that, away from the axis, the weights in the Sobolev spaces and the exact form of the modified Laplacian under consideration are of no importance. Now, setting f
one concludes, like in the above references, that f
. Expanding the squared norm of the equality (24) and using (12) then yields:
On the other hand, there holds: 
. We then derive (23) by adapting the proof of Lemma 4.1 of [12] .
Lemma 3.2 The regular partũ
k and the singularity coefficient c k in (17) are given as the unique solution of the coupled system:
where the symbol µ def = k 2 −4. Andũ k and c k have the following stability estimates:
We omit the details of the proof, which is very similar to that of Lemma 4. 
The scalar product r (28) is defined thanks to Theorem 3.2. We shall see-and this will be of practical relevance-that it can be written as A 
Similarly, the primal singularity ϕ 2 s can be represented as:
Proof Let 0 < a < a < a; we consider a cut-off function χ such that χ(r) = 1 for r ≤ a and χ(r) = 0 for r ≥ a , as well as the domain ω = x ∈ ω : r(x) < a . This domain has no off-axis reentrant corner (see Figure 1) , so there are no singularities of 2 , either primal or dual, in ω . As we stay away from the reentrant corner, the splitting (15) shows that p
1 (ω ) and it vanishes on ∂ω . Moreover:
since the first term is identically zero, and the other three are smooth and vanish near the axis. We conclude from Theorem 3.2, and the absence of primal singularities, that χ p
where χ = 1. Now, using (see Figure 1) :
we remark
since the functions g 1,2 (φ) as well as the higher-order terms (h.o.t.) are smooth. Moreover, thanks to the factor (r/a) 2 , p As we can see from Lemma 2.1, the variational space is still
; but the regularised space has changed. Once again, the only singularities are located at the reentrant edges. Hence, the solution u k to (7) (8) , with k = ±1, can be split as:
As a consequence of Theorem 3.2, ϕ 2 s ∈ D(A 1 ), and the decomposition (17) is still valid in this case. However, that singular function belongs to a space which appears too constrained for the modes ±1: it is even better decaying near the axis than the
; moreover, this decay is lost in the discretisation by P 1 finite elements. So the representation formula (28), though valid at the continuous level with µ = −3, is numerically hardly stable and its use would deteriorate the convergence rate of the SCM.
So, it is better to use singular functions that are adapted for these modes. Let p 1 s be a basis of the dual singular space , and a numerical method was defined. We will introduce below ( §5.4) a slight modification of that method in order to improve the convergence rate. For the moment, we recall that the function u k admits the splitting
As we are in the "usual" SCM framework [11] , we have the simple representation formula
and the regular part satisfies:
From the above considerations easily follow the estimates: 
Once more, there holds:
(ω); yet, once more, attempting to represent the singularity at the edge with the help of the function ϕ 2 s would imperil the convergence rate of the numerical method. As a consequence, we shall use the "natural" singular functions for this mode (see [4, 5] for details). The dual singular space is 
and S e is as in ( 
The c 0,j are given by the representation formulae:
Proof As the space of singularities is of dimension two, it is enough to exhibit two linearly independent functions to have a basis. This is obviously the case of ϕ 
and the stability estimates on the various terms in (45):
Interpolation and projection operators
We consider a regular triangulation of the domain ω, with mesh size h. The space spanned by P 1 finite elements on this triangulation is denoted V h ; the subspace of functions which vanish on the whole of ∂ω is V h
is the subspace of functions which vanish only on γ b . We introduce the usual Lagrange interpolation operator h as well as the weighted Clément operator P h . The latter-identical to the operator called 0 h in [8, §4] -is a local projection operator onto P 1 in the L 2 1 sense, which does not take into account the nodes of the triangulation which stand on ∂ω. Hence, it maps
We now prove a few results on these operators, in the framework of weighted Sobolev spaces of fractional order. We begin by a useful density lemma.
The first one will not be effectively used in this article, since we do not consider arbitrary functions
Step
Step 2:
We claim thatS = S 
Lemma 4.2 For any w
, there holds: 
for any σ ∈ [0, 1].
One concludes by interpolating in the scale H s 1 (ω).
Discrete formulation, SCM
In § §5.1 to 5.3, the superscript 2 in p We start from the decomposition (29).p is characterised by the three conditions
A direct calculation shows that, denoting φ = φ + φ 0 (see Figure 1 ):
This function is of H −1 regularity near the reentrant edge, and smooth elsewhere, so it belongs to the dual of
However, it should be noticed that 2 p P never belongs locally to L 2 (ω e ). This phenomenon causes the local regularity ofp to be weaker than in the prismatic case, and dramatically deteriorates the convergence rate of the SCM.
This inconvenience can be overcome by enriching the principal part with the next term in the expansion of p s near the reentrant corner. To do so, we look for a function in V 
Hence, the new decomposition: 
As − 2 p = ϑ p , we infer by localisation that p ∈ H 1+α 0 (ω e ). Elsewhere, the smoothness of ϑ p implies that of p, so p ∈ V 
Similarly to the prismatic case [12, §5.1], we introduce
• the boundary function s which is equal to the trace of −p p , hence is zero on the two sides that meet at the reentrant corner, and smooth elsewhere;
In the variable p • , the problem (54) reads:
and we have p 
The notation ϑ h p | v h stands for an approximation by a quadrature formula of the integral ω ϑ p (r, z) v h (r, z) r dr dz, with ϑ p (r, z) given by (53). As ϑ p ∈ L 2 1 (ω), we can suppose that the error caused by this quadrature is bounded as 
Proof Subtracting (56) from (55) yields:
With v h = p
• h − w h , this implies:
Now, we set w h = P h p
• . Using (57), we obtain
.
With the Young inequality, the above estimate becomes: 
5.2 Approximation of the primal singular function ϕ 2 s .
We start from (30), which is sufficient for obtaining error estimates similar to those of the prismatic case. Using (16), we see thatφ, satisfyingφ = −δϕ P on ∂ω, solves the variational problem:
where:
We propose the following finite element approximation ofφ in V h : is such thatφ h is solution to the problem:
Like above, we assume that the quadrature formula denoted by ψ h P | v h satisfies:
where one can replace w h 1,1 with w h (2) if w h | γ a = 0. Then, we propose to compute the finite element approximation of ϕ s as:
Lemma 5.2
The following error estimates hold:
Proof We follow the lines of the proof of Lemma 5.2 of the companion paper [12] , taking care of the extra error generated by the quadrature. Subtracting (66) from (64), we obtain
But ψ P 0,1 is a constant of the domain, and the error on the singularity coefficient is bounded as
hence |δ h | ≈ 1. With Lemma 5.1, (68) becomes
To obtain an h 1 estimate, it is thus sufficient to assume q 2 ≥ 1. We then derive from (70) that, with w h = δ h hφ /δ 
However, for the primal edge singular functions, the method of [5] yields the desired convergence rate. We just recall the decompositions:
as well as the Laplacians of the principal parts:
The line of proof already exposed in §5.2 then easily leads to the error estimates: Thus, one can compute once and for all the singularity exponent ν and the integral in (40) with an accuracy equal to the machine precision. All this guarantees that the errors due to the approximation of the conical singular functions will be negligible before the FE discretisation error.
Approximation ofũ
k and c k , for |k| ≤ 1.
As the representation formulae (33) and (46) for the singularity coefficients of these modes are rather standard, one can use the simple discrete versions: 
Similarly, we will approximate the regular partsũ k , |k| ≤ 1, byũ of electromagnetic fields in axisymmetric domains, with continuous numerical approximations, the importance of which is well-known, cf. [2] . As a matter of fact, the SCM developed in [3] [4] [5] for fully axisymmetric electromagnetic computations can be generalized to arbitrary data, with the help of the results obtained here.
