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Abstract
A methodology is presented to quantify uncertainties resulting from the analysis of dynamic
tests performed on classic split Hopkinson pressure bar system in order to improve material pa-
rameter estimation within the framework of Bayesian inference. Since the experimental setup
is imperfectly known, the proposed methodology consists in modeling experimental parameters
as random variables. Then, cumulative effects of all experimental uncertainties are estimated
by a statistical analysis based on one-dimensional wave interpretation. For each test, results
consist in stress and strain-rate given as normal random variables. In addition, an experimental
campaign is performed on the aluminum alloy AA7075-O, in order to identify material variabil-
ity and repeatability of tests. Then, material parameters of a simple Steinberg-Cochran-Guinan
model are estimated by standard Bayesian estimation techniques. In addition, a hierarchical
Bayesian model is also developed in order to exploit the available information in more details.
The fitted model agrees well with the measurements and model uncertainties are easily quan-
tified. Results are presented in the form of posterior probability density functions and suggest
that the standard inference tends to underestimate uncertainties compared to the hierarchical
model. The systematic quantification of uncertainties in dynamic tests opens interesting per-
spectives to analyze the response of structures and materials to impact.
Keywords: Bayesian inference, Hierarchical model, Uncertainties, Dynamic, Split Hopkinson
pressure bar
1. Introduction
Many industrial sectors (e.g., nuclear engineering, automotive, aeronautic, rail etc...) re-
quire experimental characterization of a large variety of materials under dynamic conditions.
Material parameters that characterize the behavior are identified under relatively simple and
well controlled experimental conditions and then are imported in complex computations related
to engineering applications for design and certification purposes. However, material parameters
are imperfectly known because of measurement uncertainties. In addition, validation and qual-
ity assessment of complex simulations usually consist in comparing measurements performed
on the real system of interest and the computations performed on the basis of the identified ma-
terial parameters. If significant discrepancies are observed, several questions arise in the design
process. Are simulation choices and assumptions well verified for the complex system of inter-
est ? Is the material behavior model extrapolated too far from loading conditions (temperature,
strain and strain rate levels) actually tested on specimens in the laboratory ? Is the magnitude
of discrepancies compatible with uncertainties on the identified material parameters ? Thus, for
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engineering applications and probabilistic risk analysis, it is fundamental not only to identify
material parameters with good quality experiments but also to estimate the overall uncertainty
on the identified material parameters. Following this assertion, the present paper focuses on
probabilistic interpretation of measurements provided by split Hopkinson pressure bar system
(SHPB). Thus, this work deals with uncertainties brought from the experimental setup and
diagnostics rather than test design procedure (interfacial friction, dispersion, etc).
The SHPB system is a well known and very common experimental apparatus for dynamic
testing. Since the early work of [1] a considerable amount of work has been produced to im-
prove measurement quality and wave analysis [2–10]. In particular, several corrections have
been proposed, namely: friction at the specimen/bar interfaces [2, 9], punching of the specimen
into the bars [7], wave scattering due to three-dimensional effects [3], deconvolution techniques
for long tests or visco-elastic bars [4]. Despite this considerable effort to improve wave anal-
ysis, significant and undetected errors are sometimes made during material characterization
campaigns, which can be critical for the aimed applications. Indeed, the SHPB system enables
to analyze strain gauges measurements on each bar as inputs and provides displacements and
forces at both ends of the specimen as outputs. However, stress and strain-rate as a function
of strain are needed to identify material behavior. Some assumptions are therefore necessary
among which the most significant is that equilibrium is rapidly reached in the cylindrical spec-
imen (i.e., the compression wave is almost instantaneously propagated from one end of the
specimen to the other end). Thus, discrepancies between the real material behavior and the ob-
tained stress-strain curve are expected because of these simplifying assumptions and to a lesser
extent the one-dimensional wave propagation model. The equilibrium assumption is some-
times very badly verified leading to significant and undetected errors. In that case (or when the
specimen is not cylindrical), material parameters should be identified by using inverse methods
relying on dynamic Finite Element modeling of the bar/specimen system (in order to release the
equilibrium assumption). Several modeling strategies have been proposed [11–16]. However,
computational cost of such approaches being very significant, most experimental campaigns
rely on the classic assumptions in order to directly determine stress and strain-rate as a function
of strain from displacements and forces at both ends of the specimen. Thus, the quality of the
equilibrium assumption should be verified for each test with an acceptation-rejection criterion.
In addition, uncertainties and tests variability also affect measurements and material pa-
rameters identification. Within this framework, three issues are responsible for the overall
uncertainty on the identified material parameters, namely:
(i) Imperfect knowledge of the experimental setup. The analysis enabling to transform strain
gauges measurements into stress and strain-rate signals involves several experimental pa-
rameters (specimen size, material parameters of bars, strain gauge factors, wave propa-
gating velocity etc.) that are imperfectly known, which in turn leads to uncertainties on
the measured displacements and forces.
(ii) Measurement noise. Even though measurement noise may have deterministic causes, at
the scale of the experimental setup it consists in a purely random signal affecting strain
gauge measurements.
(iii) Material variability and repeatability of tests. Fabrication and forming processes have a
great influence on material properties and are more or less inhomogeneous along pieces
whose specimens are extracted from. In addition, experimental conditions are not per-
fectly controlled. Two tests are never identical (e.g., striker speed, lubrication conditions
at the specimen/bar interfaces etc...).
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Moreover, the behavior model accounts only in a simplified way for real mechanisms responsi-
ble for the overall material behavior. Even, some behavior models are only phenomenological
laws with limited validity. Thus, there are residual discrepancies between the real behavior and
the behavior model. This uncertainty has not been taken into account in this contribution.
Usually material parameters identification is based on deterministic inverse methods. A
significant effort has been done to develop such methods adapted to SHPB dynamic tests, for
instance among many others ([15, 16]). A review has been recently published by [17]. Such
methods are usually based on least-square minimization between Finite Element computations
and measurements. Thus, it is possible to deal with complicated specimen design with in-
homogeneous mechanical state. However, the overall uncertainty on the identified material
parameters cannot be estimated conveniently.
On the contrary, within a probabilistic framework, Bayesian inference can be used to esti-
mate material parameters involved in a specific behavior model and quantify related uncertain-
ties. This approach is similar to computer model calibration problems [18]. General descrip-
tions of Bayesian statistics are presented for instance by [19] and [20]. Identification methods
within the context of probabilist framework have also been presented by [21]. For instance,
[22, 23] identified elastic parameters with a Bayesian approach. In addition, [24–26] proposed
a methodology to identify elastic-plastic material parameters accounting for model uncertain-
ties. Bayesian inference has also been used by [27] within the context of characterization of
visco-plastic models by considering that some material parameters depend on experimental
conditions (e.g., temperature) and non-parametric Gaussian Process has been used to account
for this variability. Within the framework of acoustics, a material characterization based on
Bayesian analysis has been proposed by [28]. The well known Preston-Tonks-Wallas (PTW)
model [29] has been characterized [30] on the basis of Bayesian estimation by analyzing shock
waves produced by flyer plate experiments.
Within the context of mechanical dynamic testing using SHPB system very few attempts to
use Bayesian analysis have been published. A simple Bayesian approach has been developed
[31] to obtain a single PTW set of parameters bridging compression tests and Rayleigh-Taylor
instability, which was unachievable for beryllium S200F. In addition, a hierarchical Bayesian
analysis has been proposed [32] to estimate material parameters of a PTW model for various
materials. However, these works only considered measurement noise (centered normal random
variable of unknown diagonal covariance matrix). On the contrary, this paper is an attempt to
introduce prior uncertainties due to imperfect knowledge of the experimental setup. To do so,
the experimental settings (e.g., bar stiffness, position of strain gauges, density etc.) are treated
as unknown control inputs to the model enabling to interpret measured signals. There is uncer-
tainty associated with determining the value of each of those experimental parameters. In other
contexts, similar calibration problems have been proposed [33], in which the control inputs
were not exactly known, but randomly perturbed from the nominal input. In the present con-
tribution, a simple methodology is proposed for estimating the additional uncertainty brought
by the imperfectly known experimental settings. Experimental parameters needed to interpret
strain gauges measurements are assumed to be random variables. Normal or rectangular distri-
butions of known mean and variance are considered depending on measurement techniques. If
necessary, a series of measurements is performed to obtain reliable statistics. As a result, stress
and strain-rate are given for each test as random variables. Thus, the proposed Bayesian esti-
mations do not rely on deterministic stresses and strain-rates affected by measurement noise but
on random variables characterized by a means and non-diagonal covariance matrices. This ad-
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ditional information enables us to quantify more realistically uncertainties related to the overall
material parameters estimation.
The paper is constructed as follows. The classic one-dimensional wave propagation model
is briefly recalled in section 2. Then, a probabilistic framework is introduced in sections 3
and 4 in order to deal with uncertainties due to imperfect knowledge of the experimental setup.
In addition, in section 5, a series of tests is performed on the aluminum alloy AA7075-O in
order to address material variability and repeatability of tests so that the overall uncertainty
is identified. A simple Steinberg-Cochran-Guinan model [34] is presented in section 6 and
modeling choices are detailed. Then, a standard Bayesian estimation is proposed in order to
identify overall material parameters in section 7. Finally, a hierarchical Bayesian estimation
is developed in section 8 in order to use in more details the available information provided by
each test. Conclusive remarks are addressed in section 9.
2. Classic wave analysis
In this section, classic results are briefly recalled for sake of clarity. Indeed, the statisti-
cal analysis proposed in the following relies on the one-dimensional wave analysis enabling
to convert strain gauge measurements into displacement and force signals at the bar/specimen
interfaces giving in turn stress and strain-rate as a function of strain by using simplifying as-
sumptions. More advanced analysis proposed by [3] (accounting for instance wave dispersion
due to 3D effects) can be used instead, but developments would be more technical. In addition,
deconvolution techniques introduced by [4] have not been used in this contribution as well as
the correction due to the punching of the specimen into the Hopkinson bars as proposed by [7].
The SHPB system and main notations are presented schematically in figure 1. Notations are
listed in table 1.
Striker Input bar Output bar
Specimen
Strain gauge Strain gauge
Velocity measurement
by laser
Signal amplification
and calibration
LS LSGI l0
LSGO
DI DOd0
KSGI KSGO
LI LO
C,MI C,MO
V (t)I V  (t)O
Figure 1: SHPB system
A compression wave is generated into the input bar by throwing a striker against it. The
duration ∆t of the compression pulse depends only on the striker length LS and the wave prop-
agating velocity C in the striker (assumed to be made of the same material as the input and
output bars):
∆t =
2LS
C
(1)
Although the strain-rate in the specimen significantly varies during the test, the average strain-
rate is controlled by the striker velocity (measured by laser techniques) that determines the
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compression pulse magnitude. The compression wave propagates through the input bar until
it reaches the bar/specimen interface where a part of the wave is reflected (traction wave) and
the rest is transmitted into the specimen. The same reflection/transmission phenomena occurs
at the second bar/specimen interface. Thus, a compression wave is transmitted in the output
bar and a traction wave is reflected into the input bar. Strain gauges are glued to the input and
output bars to measure compression/traction waves. Measured voltage signals are denoted by
VI(t) and VO(t) and converted into strains ε˜I(t) and ε˜O(t) by multiplying by calibration factors
KS GI and KS GO. Typical measured signals are presented in figure 2a. The input bar needs to be
long enough so that the reflected traction wave does not overlap with the incident compression
wave in order to avoid advanced deconvolution techniques.
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Figure 2: Wave measurements
Basic wave analysis consists in cutting measured signals ε˜I(t) and ε˜O(t) (recorded on t ∈
[tini, tend] where tend− tini > ∆t) into incident, reflected and transmitted signals t ∈ [0,∆t] 7→ εi(t)
(i ∈ {I,R,T } where I stands for incident, R for reflected and T for transmitted). The time
origin of εI(t) is set manually as shown in figure 2a. Time origins of εR(t) and εT (t) are not
determined manually because of the difficulty to estimate the relatively smooth starting point
of the pulse. Thus, the signal cutting process consists in determining the time origin of εR(t)
and εT (t) automatically, by considering strain gauge positions LS GI and LS GO and computing
the time for each wave to reach the strain gauge.
It is therefore necessary to estimate the wave propagating time in the specimen as it intro-
duces a delay. To do so, the specimen mass m0, diameter d0 and length l0 are measured and the
specimen density ρ0 is computed. The wave propagating velocity of the specimen c0 is then
estimated based on the specimen Young modulus. This estimation may be difficult if the Young
modulus is strain-rate sensitive. In this paper, c0 is estimated by assuming that the specimen
Young modulus does not depend on strain-rate, which is consistent with the chosen aluminum
alloy. However, for materials with a strain-rate sensitive Young modulus, further developments
would be needed. The wave propagating time in the specimen is ∆t0 = l0/c0, which can be
an important parameter to obtain accurate stress-strain response, particularly for the specimens
with very low wave velocities [8]. However, in this contribution, since the specimen length
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l0 is very small compared to the distances LS GI and LS GO and since c0 is similar to the wave
propagating velocity in the bars, uncertainty on c0 has a negligible impact on the signal cut-
ting process. For instance, for the tested experimental conditions, ±5% variation on c0 has no
effect on the stress-strain response, as the variation on the time origin is smaller than the time
interval between two successive measurement points (with a frequency of acquisition set to
1 MHz). It should be noted that only the uncertainty on c0 is neglected and not the nominal
value. Resulting signals are presented in figure 2b.
Forces FI(t) and FO(t) at both ends of the specimen read:
FI(t) =
piD2I
4
ρC2 (εI(t) + εR(t))
FO(t) =
piD2O
4
ρC2εT (t)
(2)
The displacement difference between both ends of the specimen reads:
u(t) = C
∫ t
0
(εT (τ) − εI(τ) − εR(τ)) dτ (3)
Assuming that the specimen is at equilibrium, that is to say FI(t) ≈ FO(t) or equivalently
εI(t) + εR(t) ≈ εT (t)(DO/DI)2 and assuming that the stress/strain state is homogenous in the
specimen, the nominal stress σ0(t) and strain ε0(t) can be computed in the specimen:
σ0(t) ≈ 4FO(t)
pid20
ε0(t) ≈ u(t)l0
(4)
Since the equilibrium has been assumed, it is rather arbitrary to choose FO for the computation
of σ0 in (4). However, FI is proportional to εI + εR and is therefore dependent on the synchro-
nization of εI and εR although FO is proportional to εT that is directly measured. In addition,
the strain gauge distance on the input bar LS GI is large in order to avoid that the incident wave
overlaps with the reflected wave, although the strain gauge at the output bar can be fixed much
closer to the specimen. Thus, three-dimensional effects (geometrical dispersion) affect much
less the transmitted signal and FO is often less affected by oscillations. Furthermore, the spec-
imen itself acts as a low-pass filter (particularly when the specimen material is soft), which
tends to reduce oscillations and less dispersion is usually observed [8].
The true stress σ(t) and true strain ε(t) read:{
σ(t) = σ0(t)
(
1 + 2νpε0(t)
)
ε(t) = ln (1 + ε0(t))
(5)
where νp is the coefficient of plastic expansion that is set to 0.5 for metals due to deviatoric
plastic flow.
In the following, stress, strain and strain-rate will refer to the true stress, true strain and true
strain-rate according to (5).
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3. Imperfect knowledge of the experimental setup
Two sets of experimental parameters having an influence on measurements can be distin-
guished. The first set is composed of the parameters directly used in the wave analysis presented
in section 2 (see table 1). These parameters enable to transform voltage signals VI(t) and VO(t)
into a stress-strain response. The second set is composed of all other parameters having an
influence on the measured signals VI(t) and VO(t) and not used in the wave analysis. For in-
stance, bar alignment1, strain gauge length etc., have an influence on the measured signals and
therefore on results. Indeed, since the analytical wave analysis presented in section 2 relies
on simplifying assumptions (such as that bars are perfectly aligned, straight and have flat and
parallel impact surfaces), experimental imperfections can introduce a bias, that is to say a sys-
tematic error. Similarly, strain gauge dimension, which tends to average strain over the length,
has been neglected. In addition, pulse shaping techniques [35, 8] have not been used in this pa-
per. However, pulse shapers could be used to filter high frequencies of the compression pulse
to limit the effect of wave dispersion. Pulse shaping techniques do not introduce significant
additional uncertainties though, as it is not necessary to know the pulse shaper characteristics
to interpret the test. (No assumption is done on the shape of the compression pulse).
The uncertainty related to the second set of parameters is more difficult to characterize, as
these parameters do not appear quantitatively in the wave analysis presented in section 2. It
is theoretically possible to introduce the effect of uncertainties related to these parameters, by
considering a much more detailed model for the wave analysis. For instance, a fully three-
dimensional mechanical model would enable to take into account bar alignment issues directly
in the wave analysis, so that the effect of alignment uncertainties is quantified. Similarly a
detailed model of the strain gauge would enable to take into account settings of strain gauges
and Wheatstone bridges and the associated uncertainties. However, such detailed models imply
significant computation time, which would slow down the following statistical approach. A
surrogate model that mimic the behavior of the fully three-dimensional simulation of the SHPB
test could be used to reduced the computational cost. This contribution being limited to the
classical analytical interpretation of measured signals, only the first set of parameters listed in
table 1 is considered, that is to say that the bias introduced by neglecting other parameters is
not estimated and corrected.
All experimental parameters used in section 2 and listed in table 1 are imperfectly known.
One could estimate experimental parameters errors at the same time as material parameters
(involved in the behavior model) through the Bayesian analysis. For instance, [32] analyzed
the measured voltage signals in a deterministic way (as in section 2) in order to obtain stress
signals. Then, these stress signals have been assumed to be affected by an unknown overall
error, which was determined at the same time as material parameters through the Bayesian
analysis. However, to take into account the uncertainty due to the imperfectly known experi-
mental setup, this approach would necessitate to introduce many additional unknown standard
deviations in the Bayesian analysis. (There are 15 experimental parameters listed in table 1).
Moreover, this approach would necessitate to introduce the classic signal analysis presented in
section 2 directly in the Bayesian model. This is why, in this paper, uncertainties on experimen-
tal parameters are estimated first and then the overall measurement uncertainties are inferred
1offset of neutral axis, uneven support height, non-parallel impact face, bar straightness, dome or cone impact
face shape
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(sections 4 and 5). Finally, measurement uncertainties are introduced as known random errors
in the Bayesian analysis to estimate material parameters (sections 7 and 8).
Thus, each experimental parameter X is considered as a random variable with unknown
probability density function depending on the measurement technique. Empirical estimation of
uncertainties for each measurement technique could be performed by measuring several known
standards (e.g., objects with calibrated weight and dimensions) in order to obtain statistical dis-
tributions of measurement errors. However, an alternative procedure has been preferred in this
paper. Rectangular or normal probability density functions are chosen for each experimental
parameter. In most cases, the parameter should have a positive value because of its physical
meaning. As normal distributions allow negative values, the probability density function is
truncated in order to avoid this issue. Experimental parameters have been measured to estimate
the mean of the random variable denoted by X. Then, the standard deviation denoted by ∆X
is set to a fixed value depending on the specific measurement technique. Indeed, classic stan-
dard deviations are usually associated to tape measurements, digital calipers, digital scales etc.
on the basis of manufacturer specifications and good experimental practices (measurements
performed by a trained operator with an adapted equipment). Of course, this procedure only
enables to give a rough estimation of measurement uncertainties, as standard deviations are not
characterized empirically but fixed at standard values. Nevertheless, this simplified approach
has been chosen in this contribution, since it is convenient for real laboratory practices.
In addition, some parameters are computed from the others. For instance, mean and stan-
dard deviation of the density ρ = MI/((pi/4)D2I LI) can be computed by simulating pseudo-
random draws on the basis of the random variables MI , DI and LI (estimated by rectangular or
normal distributions of mean and standard deviation denoted by MI ,∆MI etc.). Alternatively
one can use approximations such as:
ρ ≈ 4
pi
MI
D
2
I LI
∆ρ
ρ
≈
√(
∆MI
MI
)2
+
(
∆LI
LI
)2
+ 4
(
∆DI
DI
)2 (6)
Strain gauges consist in Wheatstone bridges. Two gauges are glued to each side of each bar
(one measuring the strain along the bar axis and the other measuring the strain perpendicularly)
in order to compensate potential bending effects. Resulting signals are amplified and transfer
coefficients KS GI and KS GO are measured by using a calibrated electric resistance simulating a
0.1% strain. Then output voltages are measured in two different positions (using a switch). This
procedure is reliable and the associated uncertainty is estimated to around 1% by manufacturers
at room temperature.
The wave propagating velocity C is usually estimated by performing tests without specimen
by measuring the time ∆tS G between the beginning of the incident wave at the strain gauge of
the input bar and the beginning of the transmitted wave at the gauge of the output bar. Since
there is no specimen, the distance covered by the wave is estimated by LS GI + LS GO and the
wave propagating velocity reads:
C =
LS GI + LS GO
∆tS G
(7)
This procedure presented in figure 3a is not very accurate because of the difficulty to determine
the starting point of each compression pulse because of the smooth transition to reach the
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compression plateau. Nevertheless, this estimation is used very often in the industry because
of its simplicity, even though more advanced and accurate techniques have been proposed by
[36]. The standard procedure presented in figure 3a is used in this contribution in order to
assess uncertainties commonly affecting SHPB tests. The random variable C is statistically
characterized by performing several tests without specimen. Each measurement is interpreted
as a draw of the random variable C. The issue of finding the starting point of the incident and
transmitted pulses is addressed by doing two independent estimations of the wave propagating
velocity for each test without specimen. In this contribution, 15 tests without specimen have
been performed for a total of 30 draws of the wave propagating velocity. The obtained statistic
distribution of C is presented in figure 3b, and a rectangular distribution is chosen for C. All
parameters means and standard deviations are listed in table 1.
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Figure 3: Wave propagating velocity
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Table 1: Standard deviations
Input bar
LI (mm) Length LI 2788 ∆LI 0.5 Tape measure
DI (mm) Diameter DI 19.80 ∆DI 0.02 Digital caliper
MI (kg) Mass MI 6.644 ∆MI 0.025 Digital scale
ρ (kg.m−3) Density ρ 7740 ∆ρ 33 Computations
C (m.s−1) Wave propagating C 5096 ∆C 14.5 Tests without
velocity specimen
LS GI (mm) Distance LS GI 1395 ∆LS GI 0.5 Tape measure
KS GI (V−1) Coefficient KS GI 3.77424×10−4 ∆KS GI 4×10−6 Calibration
Output bar
LO (mm) Length LO 1675 ∆LO 0.5 Tape measure
DO (mm) Diameter DO 19.80 ∆DO 0.02 Digital caliper
LS GO (mm) Distance LS GO 210 ∆LS GO 0.5 Tape measure
KS GO (V−1) Coefficient KS GO 3.63952×10−4 ∆KS GO 4×10−6 Calibration
Specimen AA7075-O
l0 (mm) Length l0 ≈6 ∆l0 0.02 Digital caliper
d0 (mm) Diameter d0 ≈3 ∆d0 0.02 Digital caliper
ρ0 (kg.m−3) Density ρ0 2761 ∆ρ0 61 Computation
c0 (m.s−1) Wave propagating c0 5106 ∆c0 - Computation
velocity
4. Statistical analysis
Consider Θ the set of independent random variables necessary for the analysis of measured
signals:
Θ = {LI ,DI , LS GI ,KS GI , LO,DO, LS GO,KS GO, ρ,C, l0, d0, c0} (8)
The classic one-dimensional wave analysis presented in section 2 can be seen as a transfer
function f associating both a particular draw θ∗ of the random variable vector θ ∈ Θ and the
measured signals VI(t) and VO(t) to the corresponding draw of true stress, true strain-rate and
true strain σ∗(t), ε˙∗(t), ε∗(t) defined by (5) (where the superscript ∗ is referring to a particular
draw of a random variable):
f : (θ∗,VI(t),VO(t)) 7→ (σ∗(t), ε˙∗(t), ε∗(t)) (9)
Since the one-dimensional wave analysis f is analytical, it would be possible to approximate
analytically mean and standard deviation of stress and strain-rate as a function of strain. How-
ever, since each call to the function f has a reduced computational cost, a simple and straight-
forward sampling technique is chosen for generating stress and strain-rate statistics as a func-
tion of strain. Consider that J loading conditions are tested, each of which including K j speci-
mens. For each loading condition (denoted by j where 1 ≤ j ≤ J) and each specimen (denoted
by k where 1 ≤ k ≤ K j), recorded signals are denoted by VI, j,k(t),VO, j,k(t). Then, N independent
draws denoted by θ(n)j,k (where 1 ≤ n ≤ N) are generated by pseudo-random numbers giving
in turn N output signals σ(n)j,k (t), ε˙
(n)
j,k (t), ε
(n)
j,k (t) (where the superscript (n) replaces *). Then, for
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each test k, one can construct stress and strain-rate as a function of strain σ(n)j,k (ε
(n)) and ε˙(n)j,k (ε
(n))
that can be interpolated with cubic splines. Thus, one defines a strain vector (of size M) de-
noted by ε = [ε1, · · · , εM] common to all draws and the interpolation with cubic splines reads:
σ(n)j,k (εm) and ε˙
(n)
j,k (εm) (where 1 ≤ m ≤ M). For each loading condition j and each specimen
k, consider stress and strain-rate vectors (of size M) denoted by σ(n)j,k =
[
σ(n)j,k (ε1), · · · , σ(n)j,k (εM)
]
and ε˙(n)j,k =
[
ε˙(n)j,k (ε1), · · · , ε˙(n)j,k (εM)
]
. It is assumed that σ(n)j,k and ε˙
(n)
j,k are draws of normal random
vectors (of size M) denoted by σ j,k and ε˙ j,k. There is no reason a priori to assume that stress
and strain rate are normal random variables, as they are computed from a non-linear combi-
nation (see section 2) of other random variables (experimental parameters). Nevertheless, this
assumption is strongly supported by the resulting distributions of stress and strain rate as shown
in figure 5. Thus, the set of draws is used to estimate means (of size M) and covariance matrices
(of size M × M). Classic estimators are used in this section:
σ j,k =
1
N
N∑
n=1
σ(n)j,k
Vσj,k =
1
N − 1
N∑
n=1
(
σ(n)j,k − σ j,k
)
.
(
σ(n)j,k − σ j,k
)T (10)
Similar expressions hold for strain-rates. One can also extract from covariance matrices the
diagonal square root denoted by ∆σ j,k (respectively ∆ε˙ j,k) and corresponding for each loading
condition j and each specimen k to the point-wise standard deviation of stress as a function of
strain (respectively strain-rate). Typical results are presented in the form of mean stressσ j,k as a
function of strain (respectively mean strain-rate ε˙ j,k) with an envelop corresponding to ±2∆σ j,k
(respectively ±2∆ε˙ j,k), which corresponds to a probability of 95% to lie in the envelop. Results
extracted for one particular test are presented in figure 4. The choice of normal distribution and
N = 10000 is visually confirmed in figure 5. A more detailed analysis of confidence intervals
is given in Appendix A.
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Figure 4: Uncertainties for one test with N = 10000
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(d) N = 100000
Figure 5: Histogram plots for ε ≈ 0.09
5. Experimental campaign and overall uncertainty
An experimental campaign on the aluminum alloy AA7075-O has been performed in order
to illustrate the methodology. A series of J = 8 loading conditions have been tested, each of
which include K j specimens, as listed in table 2. The average striker velocity (measured by
laser) is reported for each loading condition with the associated variation due to the fact that
tests are not identical. All tests under dynamic regime (1 ≤ j ≤ 4) with the SHPB system
are performed at room temperature (at least initially because the specimen undergoes self-
heating). It would be very difficult to identify the behavior dependence on temperature on this
basis only. Consequently, these dynamic tests are completed by additional tests on the same
material under quasi-static regime (5 ≤ j ≤ 8) and controlled temperature conditions. The
tested temperature range is 100 K, although the classic analysis based on the Taylor-Quinney
coefficient (see section 6) shows that the temperature increase is around 35 K for the dynamic
conditions tested in this contribution. Thus, the temperature range for quasi-static conditions is
sufficient to identify the behavior dependence on temperature.
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Table 2: Experimental campaign summary
Dynamic regime
j K j Strain-rate (s−1) Temperature (K) Striker speed (m.s−1)
1 3 600 293 5.73 ± 0.14
2 33 1000 293 6.44 ± 0.24
3 4 2750 293 8.26 ± 0.11
4 2 7500 293 16.82 ± 0.19
Quasi-static regime
j K j Strain-rate (s−1) Temperature (K)
5 4 10−4 293
6 4 10−4 400
7 2 10−3 293
8 2 10−3 400
All tests have been made on specimens extracted from the same plate2 at different posi-
tions3. For each loading condition j, experimental conditions are maintained as identical as
possible. For instance, a large series of K2 = 33 tests has been performed at 1000 s−1 as a target
average strain-rate. Thus, the measured stress mean (respectively strain-rate) denoted by σ j,k
(respectively ε˙ j,k) and the standard deviation denoted by ∆σ j,k (respectively ∆ε˙ j,k) (1 ≤ k ≤ K j)
are computed as detailed in section 4. One can compute the overall mean considering all K j
tests for each loading condition j:
σ j =
1
K j
K j∑
k=1
σ j,k (11)
And the overall standard deviation is given by:
∆σ j =
√
S2j,1 + S
2
j,2 (12)
where: 
S2j,1 =
1
K j
K j∑
k=1
(
σ j,k − σ j
)2
S2j,2 =
1
K j
K j∑
k=1
∆σ2j,k
(13)
Similar expressions hold for strain-rates.
Since other experimental conditions at 600 s−1, 2750 s−1 and 7500 s−1 include much less
specimens, the overall uncertainty is computed by assuming that the uncertainty due to material
variability and test repeatability (computed as a percentage of stress) is the same as for the
series of K2 = 33 tests at 1000 s−1. Results are presented in figure 6. It is clear that the average
2For engineering applications, some materials present significant variability due to fabrication processes and
chemical composition consistency that both depend on the manufacturer. Thus, for design purposes, if the man-
ufacturer is unknown, one should prefer material parameters that have been identified by using specimens from
various manufacturers.
3Fabrication processes are usually responsible for inhomogeneous material properties along the produced ob-
ject. Selecting specimens at different positions of the plate enables to take into account this variability.
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measurement uncertainty S j,2 increases with the average strain-rate at the beginning of the test
(i.e., 0 ≤ ε ≤ 0.07). This part of the stress-strain curve is more sensitive to measurement
uncertainties because the stiffness is much higher on the one hand and the specimen length is
smaller on the other hand (leading to higher absolute uncertainty).
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(a) Stress vs strain curve at 600 s−1
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(c) Stress vs strain curve at 2750 s−1
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(d) Stress vs strain curve at 7500 s−1
Figure 6: Dynamic tests with overall uncertainties (N = 10000)
In addition, the behavior of the chosen material does not seem to present sensitivity to
strain-rate as shown in figure 7, as the average stress-strain responses are similar for very dif-
ferent strain-rates. Considering the overall uncertainty for each strain-rate condition, discrep-
ancies between stress-strain responses in figure 7 are very likely due to material variability.
Indeed, specimens are extracted from different places of a single plate, which can present inho-
mogeneous behavior.
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Figure 7: Material variability and independence on strain-rate
Furthermore, since strain gauge measurements are transformed into stress and strain-rate
as a function of strain with a simple model (see section 2), a bias is introduced because of
modeling assumptions. One of the most significant assumption is that the specimen is at equi-
librium, that is to say that forces at both ends of the specimen are approximately equal (i.e.,
FI(t) ≈ FO(t)). Thus, for each test, the quality of the equilibrium assumption is quantified by
computing the following ratio:
R(t) =
FO(t)
FI(t)
(14)
The ratio R is statistically determined as a function of strain as detailed in section 4 and pre-
sented for one test in figure 8. Clearly, the equilibrium assumption is not verified during
the whole test. Thus, the usable data is reduced to εmin ≤ ε ≤ εmax where εmin = 0.05 and
εmax = 0.38 so that the model bias does not affect much the results.
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Figure 8: Equilibrium
Quasi-static conditions (5 ≤ j ≤ 8) are meant to identify the behavior dependance on
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temperature, which is controlled by one material parameter as detailed in section 6. Mean
stress is presented in figure 9a without the point-wise uncertainty at 95%, as there are only 2 or 4
tests for each condition. The uncertainty due to imperfect knowledge of the experimental setup
has not been estimated for quasi-static conditions. As a result, the overall standard deviation
considered for the Bayesian estimation in section 7 is set to a rather large value of 10% of
the measured stress so that uncertainties are not underestimated. Of course, the uncertainty
associated to quasi-static tests could have been treated as an unknown parameter to identify
in the Bayesian analysis. However, this approach has not been used since there are only a few
quasi-static tests. To identify the behavior dependance on temperature, this analysis is sufficient
insofar as this dependence is limited as shown in figure 9a.
Moreover, quasi-static tests are also used to estimate the Young modulus E and to provide
prior information on the yield stress, as shown in figure 9b. However, compressive quasi-
static tests are less reliable for very small strains (ε ≤ 0.01), as contact conditions are not well
controlled at the interfaces between the sample and the plates of the testing machine. The prior
distribution of the yield stress is therefore a rough estimation associated with a rather large
uncertainty.
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Figure 9: Quasi-static tests
6. Modeling choices
In the following, a plasticity model is considered as a typical example for material param-
eter estimation. Thus, the model relates the stress as a function of material parameters (to be
determined) and explanatory variables such as temperature, strain-rate and strain:
Φ : (γ, ε˙,T, ε) 7→ σ (15)
Material parameters to be identified are denoted by a vector γ ∈ Γ. To fix the idea, a Steinberg-
Cochran-Guinan (SCG) model is used in order to keep the analysis simple. This choice is
consistent with the fact that the chosen aluminum alloy AA7075-O does not present depen-
dency on the strain-rate but more complex models could have been used instead, such as the
Preston-Tonks-Wallace model for instance. The SCG model gives the yield stress Y as a func-
tion of the hydrostatic pressure P, the relative volume variation 1/η, the temperature T and the
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equivalent plastic strain εeq as follows:
Y = Y0
(
1 + βεeq
)n (
1 +
(G′p
G0
)
P
η1/3
+
(
G′T
G0
)
(T − T0)
)
(16)
with a saturation condition:
Y0
(
1 + βεeq
)n ≤ Ymax (17)
where T0 is the reference temperature, Y0 is the initial yield stress before hardening, Ymax is a
saturation stress at ambient pressure and temperature, β and n are dimensionless coefficients,
G0 is the reference shear modulus, G′p is dimensionless and associated to the dependence on
pressure and G′T has the dimension of a stress over a temperature and is associated to the
dependence on temperature. By assuming that the stress tensor is of the form σex × ex (where
ex is a unit vector aligned with the bar axis) and that elastic strain is negligible, it is obtained
Y = σ, P = σ/3, εeq = ε and 1/η1/3 = 1.
One can neglect the ratio (G′p/G0)P in (16) since for the proposed tests P ≈ 100 MPa and
following estimations for a similar aluminum alloy 77075-O are found in the work of [37]:
G′p = 1.74 and G0 = 26700 MPa leading to (G
′
p/G0)P ≈ 0.00652  1. Moreover, no saturation
is noticeable in figures 6 and 9a and the saturation stress is estimated by [37] to Ymax = 810 MPa
that is much higher than the maximum stress reached in this paper. Thus, it is impossible to
determine Ymax on the basis of the proposed experiments. In addition, the proposed uni-axial
compression tests do not enable us to estimate G0 that is consequently fixed to the estimated
value proposed by [37]. Thus, the identification of G′T is equivalent to the identification of
the ratio (G′T/G0). The estimation proposed by [37] is G
′
T = −16.45 MPa.K−1 and the ratio
(G′T/G0) is expected to be relatively small that is consistent with the behavior dependence on
temperature shown in figure 9a. Then, the resulting model is:
Φ (γ,T (ε), ε) = Y0 (1 + βε)n
(
1 +
(
G′T
G0
)
(T − T0)
)
(18)
Thus, there are d = 4 material parameters to identify: γ =
(
Y0, β, n,G′T
)
∈ Γ, where Y0 is the
initial yield stress before hardening given in MPa, β and n are dimensionless and G′T is given
in MPa.K−1.
The term T − T0 in (18) has to be estimated. Quasi-static tests have been performed at two
different constant temperatures 293 K and 400 K (see table 2). On the contrary, all dynamic tests
have been performed at room temperature but plastic dissipation is responsible for self-heating.
However, temperature evolution has not been measured with a specific experimental apparatus.
Thus, the temperature evolution is inferred under dynamic regime from the following equation
(discussed for instance by [38] or similar formulation discussed by [39]) that assumes that the
ratio of the thermal dissipation to mechanical work is known (Taylor-Quinney coefficient):
dT
dε
=
βT Q
ρ0cp
σ(ε) (19)
where βT Q is the Taylor-Quinney coefficient, ρ0 is the specimen density as listed in table 1 and
cp is the specific heat capacity at constant pressure. Thus the equation (19) reads:
T (ε) − T0 = βT Q
ρ0cp
W(ε) (20)
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where the plastic work is:
W(ε) =
∫ ε
0
σ(υ)dυ (21)
For each loading condition j and each specimen k, N draws of the form σ(n)j,k , β
(n)
T Q, ρ
(n)
0 and
c(n)p are simulated as detailed in section 4. As a result, there are N draws of the form: T(n)j,k =[
T (n)j,k (ε1), · · · ,T (n)j,k (εM)
]
with mean:
T j,k =
1
N
N∑
n=1
T(n)j,k (22)
Thus, for each loading condition j, each specimen k and each material parameter γ ∈ Γ, the
model (18) can be presented as a vector of size M:
Φ j,k =
[
Φ
(
γ,T j,k,1, ε1
)
, · · · ,Φ
(
γ,T j,k,M, εM
)]
(23)
As already mentioned, for the studied material the ratio (G′T/G0) is expected to be relatively
small. Hence, it is not necessary to consider the uncertainty related to temperature. In the
following, the mean temperature is considered as perfectly known for dynamic experimental
conditions with the mean values βT Q = 0.8 and cp = 876 J.kg−1.K−1.
7. Standard Bayesian estimation
In this section, the tests listed in table 2 are analyzed in order to estimate material parameters
of the SCG model detailed in section 6. A simple Bayesian analysis is proposed where the
overall measurement uncertainty (including random measurement errors, uncertainties due to
the imperfect knowledge of the experimental setup, material variability and repeatability of
tests) are assumed to be known from the characterization of section 5. For each condition j
(1 ≤ j ≤ J) listed in table 2 the mean stress and the overall standard deviation as a function of
strain are respectively denoted by vectors σ j and ∆σ j (of size M) and are computed according
to (11) and (12). Similarly, for each experimental condition j the overall mean temperature is:
T j =
1
K j
K j∑
k=1
T j,k (24)
where T j,k (of size M) is given by (22).
The global mean stress and standard deviation gathering all the considered experimental
conditions are denoted by σ =
[
σ1, · · · ,σJ] and ∆σ = [∆σ1, · · · ,∆σJ]. Then, a normal
likelihood is assumed with unknown mean and known diagonal covariance matrix V, whose
diagonal is ∆σ2. The likelihood reads:
σ|γ ∼ NJM
(
Φ,V
)
(25)
where NJM denotes a normal distribution of size J × M and Φ =
[
Φ1, · · · ,ΦJ
]
where:
Φ j =
[
Φ
(
γ,T j,1, ε1
)
, · · · ,Φ
(
γ,T j,M, εM
)]
(26)
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The proposed likelihood relies on the following model:
σ = Φ + U (27)
where U ∼ NJM (0,V) is the overall uncertainty. The covariance matrix V is chosen diagonal
to follow most of the existing works [31, 32, 30]. But this assumption may be criticized, as
uncertainties are clearly correlated. Indeed, even though independent random errors affect the
measured voltage signals VI(t) and VO(t), N different draws of experimental parameters (listed
in table 1) have been used to generate the N different stress curves σ(n)(εm) (where 1 ≤ n ≤ N
and 1 ≤ m ≤ M). Thus, overall uncertainties affecting stresses are strongly correlated, as they
result not only from independent random measurement errors but also from uncertainties in the
non-linear procedure to transform voltage signals into stresses (as detailed in section 2). For
that reason, the entire covariance matrix will be considered for the hierarchical model presented
in section 8.
Prior distributions of material parameters γ = (Y0, β, n,G′T ) are determined by exploiting
available a priori information extracted from the literature and expertise. In this paper, it con-
sists in the estimation of material parameters for an other aluminum alloy proposed in [37]:
Y0 = 420 MPa, β = 965, n = 0.10 and G′T = −16.45 MPa.K−1. Since the alloy studied in
[37] is not identical to the material studied in this contribution, flat uniform distributions are
considered with rather large bounds. However, as already mentioned, quasi-static tests enable
us to roughly estimate Y0 directly by determining an inflexion point on the stress-strain curve
for small strains (see figure 9). Thus, normal prior distribution is chosen for Y0 with a standard
deviation reflecting the confidence in the estimate. In addition, the parameter β is not bounded
a priori. (Indeed, any value of β can be used to satisfyingly fit the data by adjusting parameters
Y0 and n, even though their values are far from physical expected values). Hence, an unbounded
normal prior distribution has be chosen for β. Prior distributions read:
Y0 ∼ N
(
Y0,∆Y20
)
Y0 = 100 MPa ∆Y0 = 50 MPa
β ∼ N
(
β,∆β
)
β = 3000 ∆β = 1000
n ∼ U (nmin, nmax) nmin = 0.05 nmax = 0.35
G′T ∼ U
(
G′T,min,G
′
T,max
)
G′T,min = −50 MPa.K−1 G′T,max = −5 MPa.K−1
(28)
whereU denotes a uniform distribution.
The posterior distribution reads:
p
(
γ|σ) ∝ p (σ|γ) p(Y0)p(β)p(n)p(G′T ) (29)
Statistics of posterior probability density functions (29) are explored by Markov-Chain Monte
Carlo (MCMC) sampling techniques. In practice, a No U-Turn Sampler (NUTS) developed
by [40] is used within the framework of the PYMC3 package developed by [41] in Python
[42]. Results are presented in figure 10 with means and credible intervals at 95%. Distributions
obtained for all material parameters present credible intervals at 95% significantly reduced with
respect to prior distributions.
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Figure 10: Posterior densities
Scatter-plots of marginal and pairwise joint densities are presented in figure 11. Probability
density functions take place on the diagonal and scatter plots show the draws (produced by
MCMC sampling) as a function of parameters pairs. A strong correlation between Y0 and β is
observed. Indeed, the inverse problem of determining material parameters is ill-posed. That is
to say that different sets of material parameters γ = (Y0, β, n,G′T ) can satisfyingly fit the data.
More precisely, a variation of β can be compensated by a variation of Y0, as shown in figure 12.
It should be noted that this issue is inherent to the SCG model. Despite ill-posedness, the
relative uncertainty on each material parameter is limited (excepted for β) (see figure 10).
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Figure 11: Scatter-plots of marginal and pairwise joint densities
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Figure 12: Examples of model parameters
Furthermore, maximum a posteriori (MAP) estimates are computed and listed in table 3.
Comparisons between mean stress measurements and the fitted model (based on MAP) are
presented for each experimental condition in figures 13 and 14 with point-wise 95%. The
overall model uncertainty is directly computed as the interval defined by the quantiles at 2.5%
and 97.5% obtained from the draws of the model Φ, which are generated at the same time
as the posterior distributions of material parameters Y0, β, n,G′T . Therefore, this uncertainty
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estimation include the effects of the correlation between Y0 and β. Model predictions correctly
approximate stress measurements. However, overall model uncertainties seem underestimated.
A hierarchical Bayesian analysis is then proposed to take into account in more details the
available information provided by each test.
Table 3: Maximum a posteriori estimates
Y0 (MPa) β n G′T (MPa.K
−1)
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Figure 13: Model (red) vs experimental data (blue) for quasi-static conditions with 95% point-wise uncertainty
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Figure 14: Model (red) vs experimental data (blue) for dynamic conditions with 95% point-wise uncertainty
8. Hierarchical Bayesian estimation
8.1. Hyperprior distribution
This section is an attempt to refine the analysis proposed in section 7. As already mentioned,
the entire covariance matrix is considered instead of point-wise standard deviation. In addition,
a hierarchical Bayesian estimation is proposed in order to use in more details the information
provided by each test. This section is limited to the analysis of one experimental condition only
( j = 2 in table 2) in order to keep the presentation simple, but there is no difficulty to extend the
approach to all experimental conditions. Moreover, among the 33 tests performed at 1000 s−1,
only K = 20 tests are analyzed and the 13 remaining tests are used for a comparison to model
predictions. Since the considered tests ( j = 2) are at room temperature it is rather pointless to
estimate G′T that is fixed to G
′
T = −30.8 MPa.K−1 (which is the estimated value in section 7).
Thus, there are d = 3 remaining material parameters to identify in this section, namely Y0, β, n.
As already mentioned, material parameters physically depend on each test k (1 ≤ k ≤ K)
because of material variability. Thus, it is legitimate to propose a hierarchical Bayesian analysis
considering each test k as a group with specific material parameters γk =
(
Y0,k, βk, nk
)
. In
this approach, the tested specimens constitute a sample of K = 20 draws among all possible
specimens. Material parameters γk are assumed to be independent samples from a common
hyper random variable that is parametrized by a hyperparameter vector ϕ to which a hyperprior
distribution is associated. The prefix hyper is used to highlight the fact that the sampling
process of specimens is at a higher level than the rest of the Bayesian probabilistic approach.
Thus, material variability is captured by the fact that each γk is conditionally dependent on ϕ as
detailed by [19]. The approach proposed in section 7 relies on a direct empirical estimation of
material variability and repeatability of tests. On the contrary, the hierarchical approach relies
on a hyper random variable determining the dispersion of material parameters from one test to
another.
On the basis of results obtained in section 7, informative normal distributions are assumed
for hyperprior distributions related to Y0 and n. Thus, the hyper random variable is assumed to
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be normal with mean µγ and covariance matrix Σγ. Thus, hyperparameter vector is ϕ =
(
µγ,Σγ
)
and:
γ|µγ,Σγ ∼ Nd
(
µγ,Σγ
)
(30)
whereNd denotes a multivariate normal distribution of size d = 3. In addition, µγ =
(
µY0 , µβ, µn
)
and Σγ is a diagonal d × d matrix of diagonal
(
ΣY0 ,Σβ,Σn
)
. The conditional probability density
function (30) accounts for material variability. In addition, since
(
µγ,Σγ
)
are unknown, an
associated hyperprior distribution is needed and chosen to correspond to the classic conjugate
prior distribution for a normal model as detailed by [19]:
p(µγ) ∝
d∏
l=1
p(µl)
p(Σγ) ∝
d∏
l=1
p(Σl)
(31)
where:  Σl ∼ Inv-χ2
(
S 2l,0, νl,0
)
µl ∼ N
(
µl,0, s2l,0
) (32)
Where l ∈ {Y0, β, n} and Inv-χ2
(
S 2l,0, νl,0
)
denotes the scaled inverse chi-square law. That
is to say that the prior distribution of Σl is taken to be the distribution of S 2l,0νl,0/Z where
Z ∼ χ2νl,0 . The fixed parameters that completely determine the hyperprior distribution are(
S 2l,0, νl,0, µl,0, s
2
l,0
)
with l ∈ {Y0, β, n}.
One can define a global material parameter γ = (Y0, β, n) accounting for material variabil-
ity and repeatability of tests (on the basis of the studied sample of specimens) whose prior
probability density function is:
p (γ) ∝
∫
µγ
∫
Σγ
 K∏
k=1
p
(
γk|µγ,Σγ
) p(µγ)p(Σγ)dµγdΣγ (33)
8.2. Multivariate normal model
For each test k, the observations are the mean stress as a function a strain σk and the co-
variance matrix Vσk (determined by (10)). Unlike the analysis proposed in section 7, V
σ
k only
includes random measurement errors and uncertainties due to the imperfect knowledge of the
experimental setup, since material variability is taken into account through the hierarchical
approach. The explanatory variables are the strain ε and the temperature Tk. The likelihood
distribution is given as a latent normal model with unknown mean and known covariance matrix
V0 where:
V0 =
1
K
K∑
k=1
Vσk (34)
where Vσk is given by (10). The average covariance matrix is considered instead of the co-
variance matrix of each tests in order to reduce the amount of data to be processed during
the Bayesian inference and because covariance matrices are very similar. Thus the likelihood
reads:
σk|γk ∼ NM
(
Φk,V0
)
(35)
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where Φk is given by (23) and where NM is the normal distribution of size M. It should be
mentioned that the normal model (35) relies on the assumption that measurement noise and
uncertainties due to imperfect knowledge of the experimental setup are perfectly estimated by
the statistic analysis proposed in section 4. Posterior density reads:
p
(
γk,µγ,Σγ|σk
)
∝ p (σk|γk) p (γk|µγ,Σγ) p(µγ)p(Σγ) (36)
where p
(
γk|µγ,Σγ
)
is given by (30). Marginal posterior distributions are also computed:
p
(
γk|σk
) ∝ ∫
µγ
∫
Σγ
p
(
γk,µγ,Σγ|σk
)
dµγdΣγ
p
(
µγ|σ1, · · · ,σK
)
∝
K∏
k=1
∫
Σγ
∫
γk
p
(
γk,µγ,Σγ|σk
)
dΣγdγk
p
(
Σγ|σ1, · · · ,σK
)
∝
K∏
k=1
∫
µγ
∫
γk
p
(
γk,µγ,Σγ|σk
)
dµγdγk
(37)
Statistics of posterior probability density functions (37) are explored by Markov-Chain Monte
Carlo (MCMC) sampling techniques. In practice, a No U-Turn Sampler (NUTS) developed by
[40] is used within the framework of the PYMC3 package developed by [41] in Python ([42]).
Finally, the posterior density of the global material parameters γ reads:
p
(
γ|σ1, · · · ,σK) ∝ ∫
µγ
∫
Σγ
K∏
k=1
p
(
γk|µγ,Σγ
)
p
(
µγ|σ1, · · · ,σK
)
p
(
Σγ|σ1, · · · ,σK
)
dµγdΣγ
(38)
Parameters
(
S l,0, νl,0, µl,0, sl,0
)
with l ∈ {Y0, β, n} are listed in table 4. These parameters
have been set to roughly correspond to prior distributions detailed in section 7. However, it
should be noted that the hierarchical approach relies on hyperprior distributions instead of prior
distributions. Therefore, resulting hyperprior parameters listed in table 4 cannot be directly
reduced to prior distributions on Y0, β, n. Parameters µl,0 control the average values of material
parameters and parameters sl,0 control the uncertainty on the estimation of µl,0. A fixed 10%
uncertainty has been chosen. Parameters S l,0 control the range of possible values of material
parameters and parameters νl,0 control the uncertainty on S l,0.
Table 4: Parameters for hyperprior distribution
l S l,0 νl,0 µl,0 sl,0
Y0 16 10 100 15
β 500 3000 100 1000
n 0.03 10 0.2 0.02
8.3. Results
Among the K2 = 33 tests performed at 1000 s−1, only K = 20 tests are analyzed to sample
posterior marginal distributions and the 13 remaining tests are used for a comparison to model
predictions. Marginal posterior distributions of Y0, β, n are presented for all tests in figure 15.
These results clearly show the uncertainty of each test on the one hand and dispersion of distri-
butions due to material variability and repeatability on the other hand. For the β parameter, all
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tests have almost the same posterior distribution. This is likely due to the fact that large relative
variations of β can be compensated by rather small relative variation of Y0. Global marginal
posterior distributions are inferred from (38) and are presented in figure 16. Results are con-
sistent with the standard approach proposed in section 7. However, credible intervals at 95%
for Y0 and n are wider than those obtained with the standard approach. Thus, the hierarchical
approach seems to better account for uncertainties related to material variability.
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Figure 15: Material parameter posterior distributions
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Figure 16: Marginal posterior densities for global parameters
Table 5: Maximum a posteriori estimates
β : 3000
k Y0 (MPa) n k Y0 (MPa) n
1 116.05 0.169 11 112.11 0.173
2 115.59 0.170 12 113.31 0.169
3 119.06 0.165 13 111.60 0.174
4 119.53 0.165 14 113.17 0.172
5 112.60 0.171 15 113.62 0.172
6 115.93 0.170 16 111.12 0.173
7 119.88 0.163 17 112.53 0.172
8 119.19 0.163 18 114.05 0.172
9 106.73 0.176 19 111.76 0.175
10 115.19 0.169 20 111.90 0.174
Maximum a posteriori (MAP) estimates are computed and listed in table 5 to compute the
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calibrated model. The overall model uncertainty is directly computed as the interval defined
by the quantiles at 2.5% and 97.5% obtained from the draws of the model Φ, which are gener-
ated at the same time as the posterior distributions of material parameters Y0, β, n. Very good
agreement is observed as shown for instance in figure 17 for different tests (k = 1, 5, 10, 15).
In addition, the mean of individual MAP estimates gives a global material parameter estimate
that enables us to compute global model predictions. Posterior predictive checks sampling
techniques are also used to simulate future experimental tests on the basis of the calibrated
model accounting for experimental uncertainties. A comparison with the 13 remaining tests at
1000 s−1 (not used for the identification) is proposed. A good agreement is observed, as shown
in figure 18 that is to say that the global average MAP predicts correctly the behavior of future
tests. The overall uncertainty of model predictions is more significant than in section 7 (see
figure 14).
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Figure 17: Experimental data of each and calibrated models for k = 1, 5, 10, 15
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Figure 18: Remaining experimental data, global model and predictive checks
9. Conlusion
This paper is an attempt to quantify uncertainties within the context of dynamic tests relying
on a split Hopkinson pressure bar system. A classic one-dimensional wave propagation model
is used to transform strain gauge measurements into force and displacement at both ends of the
specimen. The approach necessitates to determine uncertainties due to imperfect knowledge
of the experimental setup. Each measured parameter is modeled as a random variable. Then,
a simple statistical analysis simulates draws of stress and strain-rate as a function of strain
in order to determine this uncertainty. Addressing such uncertainties is a good experimental
practice insofar as it leads to regularly and carefully measure components of the experimental
setup with adapted measurement devices. An experimental campaign has been performed on
the aluminum alloy AA7075-O in order to estimate material variability and repeatability of
tests. Several tests have been performed for each experimental condition. For each condition,
the mean stress as a function of strain has been determined as well as the overall uncertainty
(accounting for random measurement errors, imperfect knowledge of the experimental setup,
material variability and repeatability of tests). A simple Steinberg-Cochran-Guinan behavior
model has been calibrated because the studied material does not present significant dependance
on strain-rate. Bayesian estimations (standard and hierarchical) have been performed to iden-
tify material parameters. Results are given as posterior probability density functions and the
resulting overall uncertainty on material parameters is therefore clearly quantified. The fitted
models agree well with the measurements and model uncertainties are easily quantified.
The systematic quantification of uncertainties in dynamic tests opens interesting perspec-
tives to analyze the response of structures and materials to impact, as calibrated models are
generally extrapolated to conditions that have not been tested experimentally. Of course, this
extrapolation should be limited to conditions involving the same physical phenomena as those
actually tested. In addition, the probabilist framework considered in this paper enables to sim-
ply introduce uncertainties in the definition of design criteria to accommodate high-rate loading.
29
Acknowledgment
Authors gratefully thank Ge´rard Gary for his help and expertise and Cyril Bolis (CEA) for
fruitful discussions.
Appendix A. Confidence intervals
For each strain εm (1 ≤ m ≤ M), confidence intervals can be defined for the estimations (10)
in order to determine a reasonable number of draws N that can be considered. The confidence
intervals for estimating the mean and standard deviation are respectively denoted by IN and JN
and defined by:
IN(εm) =
[
σ j,k,m − t1−α/2(N)∆σ j,k,m√
N
, σ j,k,m + t1−α/2(N)
∆σ j,k,m√
N
]
JN(εm) =
 (N − 1)∆σ2j,k,mv1−α/2(N) , (N − 1)∆σ
2
j,k,m
vα/2(N)
 (A.1)
where v1−α/2 and vα/2 are quantiles of the Chi-square density function χ2(N−1) of order 1 − α/2
and α/2 respectively and t1−α/2 the quantile of the Student density function T(N−1) of order
1 − α/2. Confidence intervals at 95% are listed in table A.6 for ε ≈ 0.09 (similar results
are obtained for different values of strain). It is clear that N = 10000 is a good compromise
between computation time and accuracy.
Table A.6: Confidence intervals at 95% for ε ≈ 0.09
Mean
N min(IN) σ max(IN)
100 295.77 296.63 297.49
1 000 297.11 297.39 297.68
10 000 297.43 297.53 297.62
100 000 301.58 301.61 301.64
Variance
N min(JN) ∆σ2 max(JN)
100 14.45 18.74 25.29
1 000 19.97 21.76 23.80
10 000 23.39 24.04 24.72
100 000 23.71 23.92 24.13
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