Purpose To date, the assessment of disability in older people is obtained utilizing a Comprehensive Geriatric Assessment (CGA). However, it is often difficult to understand which areas of CGA are most predictive of the disability. The aim of this study is to evaluate the possibility to early predict-1 year ahead-the disability level of a patient using machine leaning models. Methods Community-dwelling older people were enrolled in this study. CGA was made at baseline and at 1 year follow-up. After collecting input/independent variables (i.e., age, gender, schooling followed, body mass index, information on smoking, polypharmacy, functional status, cognitive performance, depression, nutritional status), we performed two distinct Support Vector Machine models (SVMs) able to predict functional status 1 year ahead. To validate the choice of the model, the results achieved with the SVMs were compared with the output produced by simple linear regression models. Results 218 patients (mean age = 78.01; SD = 7.85; male = 39%) were recruited. The combination of the two SVMs is able to achieve a higher prediction accuracy (exceeding 80% instances correctly classified vs 67% instances correctly classified by the combination of the two linear regression models). Furthermore, SVMs are able to classify both the three categories, self sufficiently, disability risk and disability, while linear regression model separates the population only in two groups (self-sufficiency and disability) without identifying the intermediate category (disability risk) which turns out to be the most critical one. Conclusions The development of such a model can contribute to the early detection of patients at risk of self-sufficiency loss.
Introduction
Disability in older people is a worldwide problem [1] and it is necessary to identify those patients who are candidates for interventions, in order to reduce their risk for disability and/or mortality [2] . In this regard, several instruments have been proposed for the assessment of various aspects of functional status [3] [4] [5] [6] [7] . Some of these tools make predictions on survival and other negative health outcomes (e.g., institutionalization, hospitalization, length of hospital stay), based on a standard Comprehensive Geriatric Assessment (CGA) [8] . The CGA is widely used to detect disabilities and evaluate other geriatric conditions, focusing on medical comorbidities, functional, psychological and social features [9] .
Disability prediction would allow both to early identify patients at risk of self-sufficiency loss and to address the patients towards proper rehabilitation programmes. Besides, such an instrument would become an efficacy indicator of the rehabilitation programme outcome. This would enable to single out those strategies (care and treatment) bound to prove more suitable in order to obtain disability risk 1 3 reduction, with consequent positive effects on the patient's quality of life [10] .
Machine learning is a computational field able of identifying non-linear relationships in a set of apparently unrelated data. There is a wide range of models belonging to this field and such models are applied to decision-making in various disciplines whenever it is required to forecast a certain outcome from a set of data without a clear statistical or logical relationship. Machine learning models have been successfully applied also in many complex and different tasks in clinical medicine, such as to predict survival and other health outcomes (e.g., outcome of antibiotic therapy in infections, surgical outcome, diagnostic process, etc.) [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] .
In machine learning, one of the possible approach is called supervised learning. More in detail, considering how the human mind learns influence relation through the experience, the machines try to learn the relationship between several independent (or input) variables and one (or more) dependent (or output) variable through the examples that are provided to it, which compose the training set. Indeed, in a predictive process variables can be distinguished into two different types: input variables and output variable(s). The input variables theoretically should influence the phenomenon to predict and they are supposed to be available both in training and in test/forecast phases. In other terms, they represent the feature that describes the phenomenon to predict. On the other hand, the output variable(s) is a measure of the phenomenon to predict. The latter is supposed to be available only in the training phase or more precisely it can be used by the model only during this learning step. Support vector machine models (SVMs) are supervised learning models which can be used to generate prediction models based on complex non-linear relationships between variables. The input and output variables of SVMs correspond to the independent and dependent variables in regression analysis and both methods involve a process by which predictors are optimally weighted. Data analysis using SVMs requires an archival data set containing known input values (e.g., basal variables of the patients at the time of the inclusion in the study) and known output classifications (e.g., functional status after 1 year follow-up).
The study aims to evaluate the possibility to predict 1-year ahead the disability level of patients through the use of a support vector machine model based on the information available from a standardized CGA and individual features (e.g., gender, age, body mass index-BMI, schooling, etc.). The degrees of disability considered in this work were: (i) self-sufficiency (SS); (ii) disability risk (DR); (iii) disability (D).
With regard to the target, the approach used is a mixture of regression and classification. As explained later, we use two different SVMs with a regression task to predict the values of ADL_T1 and IADL_T1 and then we combined the two numeric outputs in order to identify patient's belonging class in T1. To obtain this, we used the IADL and ADL threshold values specified in (Table 1) rounding the values obtained with the regression.
Methods
A total of 218 community-dwelling participants followed by our Department between January 2013 and September 2015 were enrolled in this study. Data were collected at the start of the study so this is a prospective study where the participants underwent a clinical evaluation of the functional status by the use of a CGA for quantifying the care needs of an individual. The clinical evaluation was repeated at 1-year follow-up. Inclusion criteria were: (1) age ≥ 65 years; (2) ability to provide an informed consent; (3) availability of undergoing the functional assessment (CGA) at the start of the study and at 1-year follow-up.
The study was carried out according to the ethical standards of our institutional research committee (Sapienza University of Rome, SCReNAG Dep.) and to the guidelines on biomedical research involving human subjects (1964 Declaration of Helsinki). Informed consent was obtained from each patient.
A clinical interview investigated medical history, home therapy, general habits and geriatric features (e.g., number of drugs, comorbidity, etc.) of the patients. Polypharmacy was defined as the prescription of 4 or more drugs to be taken daily [21] . The body mass index (BMI) was determined by dividing the weight (kilograms) by the square of height (meters).
A CGA was made at baseline evaluating self-sufficiency level, cognitive function, nutritional status, mood and comorbidities.
Self-sufficiency level was measured using the activities of daily living-ADL- [22] , the instrumental ADL (IADL) [23] and the global evaluation functional index (GEFI) [24] . ADL included questions about six areas: bathing, dressing, toileting, transferring, and continence. IADL aimed at ascertaining the possible existence of problems relative to cooking, shopping, using public transport, managing money and/ [25] .
Nutritional status was assessed using the Mini Nutritional Assessment (MNA).The MNA score is based on 18 items covering four component subscores. The MNA score obtained (maximum 30 points) classifies the assessed persons into three categories: 24-30, well-nourished; 17-23.5, at risk of malnutrition; and < 17, malnourished [26] .
The variations in mood were measured with the geriatric depression scale (GDS), a brief depression screening inventory composed of 15 items that require yes or no answers. A score of 5 or more indicates depressed individuals [27] .
The presence of comorbidities was assessed by the administration of the Marigliano-Cacciafesta polypathology scale (MCPS) [28] . The MCPS assesses the presence of: neurological pathologies, cardiac pathologies, respiratory pathologies, renal pathologies, pathologies of the locomotive system, sensory deprivation (sight and hearing), metabolic pathologies and alterations in the nutritional state, alterations in the cognitive status and mood, vascular pathologies, neoplastic pathologies and gastroenteral pathologies, assigning a score to each item that varies from a minimum of 0 to a maximum of 25, with points increasing based on the severity of the pathology.
Construction of support vector machines (SVMs)
The input/independent variables selected were the following: gender, schooling followed, age, BMI, information on smoking (yes or not, and if it's not smoking is reported the number of years the patients stop to smoke), the assumption of more than four drugs (yes or not) and the scores obtained to the tests of the baseline CGA (included ADL T0 and IADL T0 ). The output variables were the scores obtained to the functional assessment at 1 year follow-up (ADL T1 and IADL T1 ).
Since it is the combination of the values assumed by ADL and IADL to determine the degree of disability of a patient (Table 1) , we decided to train two distinct learning machines able to predict one step ahead these values (i.e., ADL T1 and IADL T1 ,). The main reason behind this decision is to have a better control on the forecast quality of the single measure on one side while on the other we want to better exploit the information of the studied sample. Indeed, if considering the two measures together, the sample was not large enough. On the other hand, when splitting the sample for considering one measure at a time, this issue is overcome. For our purposes, it was considered more convenient to train the machine to perform a regression instead of directly a classification. In other words, we predict the ADL T1 and IADL T1 as continuous values and then use a post-processing to transform them into the three classes reported in Table 1 . With regard to the machine for the prediction of the ADL value, which we call ADL_machine, it has been trained receiving in input the features listed above (see independent variables) and requiring as output ADL T1 . The algorithm used was SMOreg, which is contained in the collection of methods available to Waikato environment for knowledge analysis-WEKA version 3.7, which is an open source software developed by the University of Waikato (New Zealand). It is a collection of a variety of machine learning algorithms for data mining tasks [29] .
Similarly, the machine for predicting the value of the IADL, which we call IADL_machine, was trained receiving the same independent variables listed above but requiring as output IADL T1 . Even in this case, the algorithm used for the training was SMOreg. Figure 1 gives the information flow diagram.
To validate the choice of the model, the results achieved with the SVMs were compared with the output produced by simple linear regression (LR) model. Even in this case two different LR models were trained: one for the ADL T1 and the other one for the IADL T1 . The choice of comparing with an LR model and not with a logistic model is related to the fact that even for the machine learning systems we used regression instead of classification.
Also the linear regression models were generated using WEKA [29] . The accuracy and performance of these predictive models were determined by the percentage of correctly classified persons (classification accuracy). The remaining statistical analysis was performed using the statistical package for the social science (SPSS) version 22 for Windows. Data are presented as means ± standard deviations (SD) for continuous variables and as frequencies for discrete variables.
Results
Two-hundred and eighteen patients (mean age = 78.0; SD = 7.8; male = 39%) were recruited and all completed the study protocol. At the time of the admission to the ambulatory visit, 19.7% of the sample was a smoker and the 80. 
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The results produced by the models (LR and SVM) are reported in Table 2 . In both cases, the table can be read as follows: (i) in the rows the predicted classes are reported; (ii) in the columns the real classes are reported. In this sense, in the diagonal of this matrix the number of patients that are correctly classified is reported (since the real and the predicted classes are the same). On the other cells of the matrix the number of patients that are not correctly classified is reported. For instance for the LR, we have 44 predicted in Class 0. Of those patients, 42 were correctly classified while the remaining 2 were actually related to Class 2.
The results display that the SVMs are able to achieve a higher level of accuracy in prediction. In fact, the combination of the two linear regression models (ADL T1 and IADL T1 ) reaches a level of accuracy of the 67% (146 instances correctly classified over the total population of 218 participants) while the combination of the two SVMs reaches a level of accuracy of the 84% (182 instances correctly classified over the total population of 218 participants). Furthermore, while the SVMs are able to classify the sample in three categories (SS, DR and D), the LR model categorizes the population only in two groups (SS and D).
Discussion
To date, the assessment of disability in the older patient is obtained utilizing CGA. However, it is always difficult to understand which areas of CGA are most predictive of the disability. This is ascribed, in geriatrics, to the lack of specific prediction tools. Over the past several years, research focused on the measurement of functional status, introducing models based on counting the number of deficits and structuring it as an aggregate decline in psychosocial and physical functioning (i.e., cognitive functioning, chronic diseases, ADL disability, IADL disability and polypharmacy) [30] [31] [32] . The aim of this study is to evaluate the possibility to early predict-1 year ahead-the disability level of a patient by SVM training. The development of such a model could contribute to early detection of patients at risk of selfsufficiency loss.
Similar to previous studies which demonstrated the utility of machine learning models for predicting outcomes closely related to the risk of disability in the older people as fall risk [33, 34] or dementia [35, 36] , these results demonstrate a fairly high level of accuracy (exceeding 80% case classification accuracy) for predicting functional status 1 year ahead using individual features and information available from a standardized CGA which are available, for example, at the time of admission to rehabilitation program. The performance of models generated by SVMs exceeded the performance of models analyzed using LR model constrained by the same independent variables. To our knowledge, ours is the first SVM for disability prediction in the older persons.
Although further studies are needed to validate the performance of SVMs, the current results support their potential utility for estimating individual risk of self-sufficiency loss 1 year ahead with important clinical implications. Indeed, the possibility to have, in clinical practice, a tool enabling to predict the degree of disability 1 year ahead (T1), on the basis of some risk factors detectable with CGA, when first observing the patient (T0), would enable clinicians to plan a rehabilitation programme on the basis of the patient's risk factors; once training is completed, its efficacy can be evaluated comparing the resulting outcome (CGA at T1) with that provided by the prediction model.
Our work has several limitations. Forecasting the class the patient will belong to in the future could prove difficult, should the number of possible classes be great and the sample size limited. For all these reasons, the possible disability degrees considered in this work were only three: SS, DR and D. Increasing the number of samples will enable to refine our prediction as for degree (mild, moderate or severe) of any possible disability. Second, since the SVMs focused on community-dwelling participants, it is likely that it is not applicable to institutionalized or hospitalized patients.
Finally, as unexpected result during the experiments, we highlight that while the SVMs are able to classify the sample into three categories, the LR model only divides the population into two groups (SS and disability) without identifying the intermediate category (DR) which turns out to be the most critical one.
Conclusions
We deem that the data collected in our study are of some interest in the light of its high prediction rate. Such an instrument can have different applications, not only in the medical field:
(1) In the assessment of patients applying for rehabilitation in order to evaluate the efficacy of the possible treatments; (2) For risk assessment when taking out life insurance policies.
After further prospective validation, such predictive models may allow clinicians to early detect patients at risk of self-sufficiency loss.
