Recently user-generated content (UGC) has become major content of the Web and one of the most important factors of UGC is who has generated it. Even if the same information is disseminated, its credibility is different according to its author. Typically, authors are characterized by reputation systems. Although cloud computing enables both information dissemination and reputation aggregation with scalability, it is better to minimize the use of clouds due to cost problems. In this paper, we propose to apply the circular board method based on Chord to user centric media to disseminate information and aggregate reputation efficiently in a P2P manner. Its ring topology makes it possible to effectively collect the reputation from users at the same time when each piece of UGC passes through user terminals. The results of simulations reveal the feasibility of P2P information dissemination and reputation aggregation and provide insights about trade-offs between network resource consumed and time required for information dissemination and reputation aggregation.
Introduction
Recently user-generated content (UGC) has become major content of the Web [1] and one of the most important factors of UGC is who has generated it. Through user centric media such as Twitter, Facebook, and YouTube, users are producing and consuming UGC actively. UGC is not only useful in daily life but also in serious incidents and natural disasters. In some cases, users can get information about them earlier than traditional media like TV and radio [2] . Several user centric media have reputation systems like a voting system to characterize UGC and its author. Because even if the same information is disseminated, its credibility is different according to its author.
Although cloud computing enables both information dissemination and reputation aggregation with availability and scalability, it is better to minimize the use of clouds due to cost problems and some other reasons, such as benefiting from P2P-based systems. Generally UGC is treated by the conventional client-server architecture. This means that, with the help of cloud computing, there is no limit of scalability in a sense if anyone can provide enough money. Meanwhile, P2P-based information sharing systems have been used to realize scalable, fault-tolerant and sometimes anonymous information sharing [3] . In addition, P2P-based systems can exploit local networks of user terminals such as LAN 1 Graduate School of Science and Engineering, Ritsumeikan University, Kusatsu, Shiga 525-8577, Japan htakada@cs.ritsumei.ac.jp and MANET. Some academic and commercial projects have tried to mix the two paradigms to take advantages of both [4] . For instance, the cloud can be used just for bootstrapping P2P networks because of its availability.
In this paper, we propose to apply the circular board method based on Chord [5] to user centric media to disseminate information and aggregate reputation at the same time efficiently in a P2P manner. The circular board is a part of Japanese culture and used in communities to share information. If someone wants to disseminate information to their community, he/she puts the information on a (physical) circular board and the community members pass around the circular board in order (physically). The community members may take some actions such as signing, making comments, and so on when they get the circular board and before they pass it to the next member. This circular board method would be also proper for (digital) user centric media especially in a P2P manner. We employed Chord to determine the order of passing the circular board because Chord is the most common algorithm to organize a P2P cyclic topology. Its cyclic topology makes it possible to effectively collect the reputation from users at the same time when each piece of UGC passes through user terminals. The results of simulations provide insights about trade-offs between network resource consumed and time required for information dissemination and reputation aggregation.
The rest of the paper is organized as follows. Section 2 provides a survey of related work. In Section 3, the system model is proposed. The simulation results are shown in Section 4 and discussions are made in Section 5. Finally, Section 6 concludes the paper and gives an outlook on the future work.
Related Work
Several system models have been proposed to disseminate information to interested users. While the circular board model can achieve information dissemination and reputation aggregation simultaneously, these models only set a goal to information dissemination. The same thing can be said about reputation aggregation algorithms.
Information Dissemination
The publish/subscribe model, the gossip model, and the P2P streaming model are three widely used system models for information dissemination.
Publish/Subscribe Model
The publish/subscribe model divides users into publishers and subscribers. Publishers publish information without specific receivers. Subscribers can subscribe to any publishers and get information published by them.
Twitter is a typical example of the publish/subscribe model and one of the most popular microblogging services. Users can send posts of up to 140 characters, called "tweets," and subscribe to other users' tweets. This action to subscribe is called "follow" and subscribing users are called "followers." Generally Twitter is also regarded as an online social networking service because of these following-followed relationships. Users of Twitter are not limited to only individuals but also organizations such as companies and universities [6] . Automatic programs are also handled as users. That kind of programs post popular tweets, tweets in specific fields, and so on. In addition, Twitter has a function, called "retweet," which enables users to diffuse information they credited to their followers. These facts mean that users can get information from other users who they are not directly following.
Some publish/subscribe services are built on top of a distributed hash table (DHT) unlike Twitter which is built on the cloud. There are several ways to maintain or generate dissemination tree on top of DHT [7] . Ferry [8] proposes an architecture that extensively yet wisely exploits the underlying DHT overlay structure to build an efficient and scalable platform for content-based publish/subscribe services. Moreover, some approaches which enable subscribers to get information from unforeseen publishers have been tried to provide users more opportunity to get unknown information. For instance, keyword-based content dissemination has been tried instead of publisher-based content dissemination [9] .
Gossip Model
The gossip model mimics word of mouth in the real world. Information is disseminated by users who think it is worth spreading. In case of using wireless ad-hoc networks between mobile terminals, users who did not encounter anyone cannot obtain information. Using online social networks [10] , on the other hand, users can get information wherever they are in the real world.
The gossip model can be also regarded as an epidemic model especially when gossip systems work without users' actions such as sharing with someone. In this case, the peer sampling is a very important matter. A peer sampling mechanism determines which peers should share information with which peers. Some gossip peer sampling mechanisms postulate the cloud and physical network [11] . Reference [4] has proposed a hybrid architecture of the cloud and P2P based on Cyclon [12] . It has also shown that the economic cost can be reduced effectively in commercial services, the hourly News Update podcast from CNN and the Dilbert's comic strips.
P2P Streaming Model
The P2P streaming model uses the tree and/or mesh topology to distribute information among a large number of users [13] . Information is delivered from a server to clients in a continuous fashion. This model has been used in commercial services such as P2P TV and displayed its scalability [14] .
Basically this model assumes that information is delivered from a few users to a large number of other users. This means that, if a large number of users tries to disseminate information simultaneously, it is very hard to handle them and sometimes it will take them out of service.
Reputation Aggregation
Needless to say, if web servers can be used, it is easy to aggregate reputations from users. However it is not easy in P2P-based systems because which peer should maintain aggregated reputations is a difficult problem.
In GossipTrust [15] , each peer has local scores representing reputations about all other peers and share the local scores with randomly selected peers. PTrust [16] has tried to combat malicious peers by enabling peers to send occasional messages to lower the global scores of malicious peers as soon as they make mischief. These algorithms are effective only for reputation aggregation and do not have a function to disseminate information. The circular board method, on the other hand, can work as reputation aggregation mechanism at the same time with information dissemination mechanism. The details are described in Section 3.2.2.
Meanwhile, Aggregation Skip Graph [17] has enabled efficient execution of range query for aggregation in Skip Graph [18] which is a kind of distributed data structure based on skip lists. In particular, minimum and maximum values can be computed with fewer messages as the query range becomes wider. Range query in Skip Graph can also be used to disseminate information. We have a discussion regarding this point in Section 5.5.
System Model
In this section, we propose the circular board method based on Chord and provide an example of how it works to categorize transmissions of circular boards.
Layered Model of User Centric Media
A model of user centric media employed in this research is illustrated in Fig. 1 . The architecture consists of three layers. The small circles indicate user terminals such as computers and smartphones. The role of each layer is described below.
Cluster Layer
The cluster layer manages user groups. Users are clustered in accordance with their interests. Users may belong to multiple c 2014 Information Processing Society of Japan groups at the same time. The large circles surrounding user terminals indicate clusters of user terminals. User terminals marked by the same label represent the same user terminal.
We do not feature how these clusters are formed because it is not the central topic of this paper to cluster users; users shall be clustered in some fashion. There are many well-known soft clustering methods [19] . Instead of automatic clustering, users may create, join and leave a cluster manually.
Whenever users join/leave a cluster, its event is reported to the communication layer so that their terminals can be included in or excluded from the target of information dissemination and reputation aggregation. It should be emphasized that user management mechanisms in the cluster layer are also responsible for detecting an unexpected withdrawal of user terminals by periodic check or other methods.
Communication Layer
The communication layer controls how to disseminate information and aggregate reputations in each of clusters. This layer is the heart of this paper. We propose to use the circular board method based on Chord, which can achieve information dissemination and reputation aggregation simultaneously, in this layer. Further details are provided in the following sections.
Presentation Layer
The presentation layer provides methods to present information to users. Presentation methods would vary according to the difference of types of user terminals such as smartphones, tablets and desktop computers. Although we do not strictly define how disseminated information must be presented, presentation methods are expected to express which clusters information came from because users might belong to several clusters and information is delivered from each of the clusters. Even if the same information is posted, the information will be public or foreclosed by the difference in clusters. This means that credibility of information depends on not only who posted it but also which clusters it came from. For an extreme example, if a piece of information which says "Japan did default" is disseminated in a joking cluster, most users will never believe it and just skip it. In contrast, if it is disseminated in an economic cluster, users will be surprised and try to check if it is true or not in some way. How to express multiple properties of a lot of information could be an additional research issue.
Chord-based Circular Board Method 3.2.1 Chord
In the communication layer, user terminals (hereinafter called peers) in the same cluster are connected with each other by Chord. Chord is a DHT algorithm and organizes a ring topology of peers. The simple ring topology is realized by only the successor list which each peer has. Successors are peers which come after a peer in the ring topology. If the length of a successor list is 1, a peer only knows the next peer. If the length is 2, a peer knows the next peer and the peer after the next peer. The same goes for the following. Peers maintained by Chord also have special shortcuts to other peers called the finger table which enable a peer to communicate with distant peers. Successor lists and finger tables can be generated by the typical algorithm of Chord easily [5] .
Besides, we assume that reorganization of Chord only happens when users join or leave the cluster. In other words, even if an online/offline status of peers has changed, reorganization of Chord does not happen as long as the user belongs to the cluster. Connection failures-peers tried and failed to communicate with offline peers-are ordinary and admissible in the proposed system. When a peer left permanently from Chord network for some reason, its situation is detected by user management mechanisms in the cluster layer and reorganization of Chord will be prompted based on the notice from the cluster layer.
Circular Board Method
In the proposed system, a piece of information (UGC) is treated by a circular board. The basic format of circular boards is as follows.
• Board ID • Information content (text, image, and so on)
• Author information -General profile (user name and etc.) -Latest reputation -Peer ID • Collection of reputations A circular board has a board ID and contains UGC, its author information and collection of reputations. The author information provides a general profile of the author and its latest reputation. A latest reputation would be presented by numerical scores or user ranks so that other users can estimate credibility of information. The author's peer ID is used to determine the pathway of the circular board. The collection of reputations contains reputations from other peers which the circular board has passed through.
When a user generates information, a circular board starts out from and arrives back in the user's peer. During that time, the circular board flows among other peers along the topology of Chord and other users can watch and/or listen to them. The ring topology makes it possible to collect the reputation from other users at the same time when the circular board passes through other peers. Note that users do not have to evaluate all UGC.
The algorithm for consumer peers, the peers which receive circular boards, is indicated in Algorithm 1. Once a circular board arrives from other peers, onReceive() is called. In the procedure, the circular board which is already received is not processed but one which is not received before is passed to notice() so that presentation methods in the presentation layer can provide it to users. if info is not already received then 3: notice(info) 4: receivers ← getReceiver(info) 5: for i ← 0, receivers.length do at prescribed intervals 6: send(receivers[i], info) 7: end for 8: end if 9: end procedure 10: 11: procedure evaluateInfo(info, eval) 12: info.add(eval) 13 : end procedure 14: 15: procedure getReceiver(info) 16: successor ← peers in the successor list of Chord 17: if the finger table is enabled then 18: finger ← peers in the finger table of Chord 19: receivers ← successor + finger 20: else 21: receivers ← successor 22: end if 23: for i ← 0, receivers.length do 24: if receivers[i] jumps over info.peer then 25: Remove receivers[i] from receivers 26: end if 27: end for 28: sort(receivers)
Farthest first in principle 29: return receivers 30: end procedure Users may give a reputation to the UGC in some cases using evaluateInfo(); the parameter will be a score or comments. Subsequently, the peer determines receivers using the peer ID of the circular board. getReceiver() returns a receiver list based on the settings, whether the finger table is enabled or disabled and how to sort receivers. The peer ID is used not to transmit the circular board to receivers across the producer peer (the author's peer). Once receiver peers are determined, the peer starts disseminating the circular board to them at prescribed intervals. This interval will vary according to applied applications. Note that user evaluation of UGC can occur simultaneously when the dissemination is ongoing. In that case, the reputation is only transmitted to the remaining receivers which have not received the circular board yet.
The algorithm for producer peers, the peers which generate circular boards, is indicated in Algorithm 2. Once a user produces information, the peer determines receivers based on the settings, whether the finger table is enabled or disabled and how to sort receivers, and starts disseminating the circular board to them at prescribed intervals. When the circular board arrives back in the peer, the reputations from users are tallied using tallyReputation(), which will calculate a score and so on. Note that a circular board may arrive back in the producer peer with some replicas which are duplicated in the dissemination process; one peer transmits a circular board to multiple receivers in the dissemination process and each transmitted circular board can be regarded as replicas of the original circular board. In that case, all circular boards containing the same board ID are merged to one in the tallying process.
Example and Effective/Ineffective Transmission
An example of information dissemination and reputation collection by the proposed method is illustrated in Fig. 2 successor ← peers in the successor list of Chord 10: if the finger table is enabled then 11: finger ← peers in the finger table of Chord 12: receivers ← successor + finger 13: else 14: receivers ← successor 15: end if 16: sort(receivers)
Farthest first in principle 17: return receivers 18: end procedure 19: 20: procedure onReceive(info) 21: tallyReputation(info) 22 : end procedure peer S produces information at t = 0 and the peer S starts disseminating the circular board at t = 1. Every peer tries to transmit the circular board to the farthest peer in the receiver list for each interval. During the transmission phase, reputations are collected as attachments of the circular board if users give evaluation on the information. When the circular board comes back to the peer S, the collected reputations are tallied.
Transmissions of circular boards can be categorized into two types, the effective transmission and the ineffective transmission. The effective transmission is defined as transmissions to uninformed peers or transmissions which finally lead to the producer peer. The former contributes to information dissemination and the latter contributes to reputation. The other transmissions are defined as the ineffective transmission. Note that if some effective transmissions (in a fail-proof condition) are failed for any reason, those transmissions are treated as just the connection failure and some ineffective transmissions (in a fail-proof condition) would be treated as the effective transmission.
Simulation
First we define indices which are used to observe and compare the network efficiency for information dissemination and reputation aggregation. Through the use of the indices, the relationship between the connection failure rate and other settings is investigated so that the proposed system can be applied to a practical application with proper settings; the efficiency are largely depenc 2014 Information Processing Society of Japan dent on an average connection failure rate which will be estimated from features of the underlying networks and/or user behaviors. Since it is difficult to prepare real environments with different connection failure rates, we have implemented a simulator.
Indices of Efficiency
The network efficiency at the time interval t can be computed as below.
np is the number of peers in the cluster. The meanings of other variables are ip t : the number of informed peers (peers which received a circular board), tr t : the number of tallied reputations, et t : the number of effective transmissions, it t : the number of ineffective transmissions, and c f t : the number of connection failures at the time interval t respectively. If the terms are expressed without the subscript t like ip hereafter, that means the final number of each term like the total number of finally informed peers. w ip , w tr , w et , w it and w c f represent a weight for ip, tr, et, it and c f respectively. The early part of the formula represents the coverage of informed peers and tallied reputations. The more peers are informed and reputations are tallied, the higher the network efficiency is. The latter part of the formula means that it is better to decrease the number of ineffective transmissions and connection failures. The network efficiency is only comparable in the same sequence of information dissemination and reputation aggregation, because if any settings such as the length of a successor list are changed, the number of effective transmissions changes, for instance. To figure out which setting is the most efficient in total, we propose the relative total efficiency as below.
Each term is formulated as below.
C is the coverage of informed peers and tallied reputations.
E net is the relative total network efficiency. et max , it max and c f max represent the maximum number of et, it and c f respectively from results which need to be compared. This formula means that the fewer the number any transmissions becomes, the higher the network efficiency is.
Likewise tm max represents the maximum number of tm from results which need to be compared. This formula means that it is better if time required for information dissemination and reputation aggregation gets faster.
Simulation Setting
Settings for the simulation are as follows.
Number of peers
The simulations have been done in the case when the number of peers is 2 10 , 2 13 , and 2 16 . One of the peers works as a producer peer and others work as consumer peers. Although the number of peers does not change in a simulation dynamically, the offline status of peers is treated as the connection failure as mentioned later.
Chord
The length of a successor list ranges from 1 to 10. When the finger table is disabled, only the successor list is used to determine receivers. If the finger table is enabled, peers in a finger table are also treated as receivers. Hence, some peers in a successor list may overlap with peers in a finger table. In that case, peers in the finger table which also appear in the successor list are not used. Besides, it is assumed that peers are uniformly distributed in the hash space of Chord (160 bits) for making a finger table operate efficiently; Chord has a technique called the virtual peer to achieve this assumption [5] .
Connection Failure Rate
The connection failure rate ranges from 0% to 90%. This parameter directly affects the probability of connection failure when each peer tries any transmission. The assumed causes of the connection failure contain the offline status of peers and network failures.
Simulation Scenario
At the beginning of a simulation, peers are generated and the ring topology of Chord is organized according to the settings. Then a piece of information starts flowing from the producer peer and an elapsed-time counter starts. When each peer receives a circular board, the information is given an evaluation immediately within an interval. In the transmission phase, each peer tries to transmit the circular board in order, from the farthest peer in candidates, to receivers which have not been transmitted the circular board by the peer yet. The reason for the farthest-first transmission is because the results of preliminary experiments show that the farthest-first transmission is the most suitable from the view point of time required for information dissemination and reputation aggregation. Additionally, for each unit time (interval), the number of informed peers, tallied reputations, effective transmissions, ineffective transmissions, and connection failures are recorded.
Simulations stop when every peer finishes all transmissions for its receivers or becomes static in some conditions. Each combination of the settings is repeated 100 times and the averages are calculated.
Result
The results of the simulation for 2 13 peers are illustrated in Fig. 3 and Fig. 4 . The finger table has been disabled in Fig. 3 and enabled in Fig. 4 . In each contour plot, the horizontal axis, the vertical axis and the contour represent the length of a successor list, the connection failure rate, and the counts for each index respectively.
c 2014 Information Processing Society of Japan Focusing on simulation time, although the upper left part of Fig. 3 (a) indicates that the simulations have finished in a short time under a condition where the length of a successor list is short and the connection failure rate is high, this indication does not mean that information dissemination and reputation aggregation have finished in a short time as shown in Fig. 3 (b) and (c) . This may be because circular boards cannot be transmitted to the receivers during the early stage and the all peers become static under the condition. is influenced strongly than the number of informed peers by the connection failure rate. In contrast, Fig. 3 (d) and (e) indicate that the distribution of the effective transmission count is similar to that of the ineffective transmission count in large. The number of connection failures is simply controlled by the connection failure rate as seen in Fig. 3 (f) . In Fig. 4 (c) , the number of tallied reputations decreases when the connection failure rate is low and the length of a successor list is around 7. This type of phenomenon is also seen when the number of peers is 2 10 and 2 16 . As the number of peers increases, the c 2014 Information Processing Society of Japan phenomenon area moves in a direction from the right to the left. This phenomenon may be caused by a combination of the number of peers and the finger table which organizes a specific topology. Because this phenomenon is not seen when the connection failure rate is high; a high connection failure rate destroys a topology of peers virtually. In Fig. 4 (e) , the lower right part is higher than the lower left part since the number of trying transmissions increases as the length of a successor list is getting long when the connection failure rate is the same. In Fig. 4 (f) , the same holds true for the upper left part which is lower than the upper right part.
In comparison with Fig. 3, Fig. 4 shows that although the finger table enables very fast information dissemination and information aggregation and provides a high tolerance for the connection failure, it requires a lot of transmissions which are several times higher.
The relative total efficiency for Fig. 3 and Fig. 4 is calculated as Fig. 5 and Fig. 6 respectively. Again, the finger table has been disabled in Fig. 5 and enabled in Fig. 6 . A weight for the number of connection failures is fixed to 0.5 and the others are fixed to 1. These weights are chosen under the assumption that a cost of the connection failure is about half of the effective/ineffective transmission and the other concerns have the same level of importance. Moreover, in order to make the values of efficiency easier to understand, each value is normalized under the condition that a maximum becomes 1.
When the finger table is disabled, the efficiency becomes a maximum under the condition that the connection failure rate is 0% and the length of a successor list is 4 according to Fig. 5 . This tendency does not change even if the number of peers is 2 10 or Fig. 7 Effect of the finger table.
2 16 . In contrast, when the finger table is enabled, a maximum area as can be seen in Fig. 6 has moved in a direction from the bottom to the top with the increase of the number of peers. Although the other results are omitted due to limitations of space, characteristic results have been touched as stated above. The results which have not been touched mean that they have denoted the same tendency of Fig. 3 through Fig. 6 .
Discussion

Employment in Real Environment
According to a survey [20] , from January 15th to March 19th in 2013, a success rate of packet communication between smartphones and web servers is about 96% in Japan. In other words, a success rate of packet communication between a pair of smartphones will be about 92% which can be calculated by 96% × 96%. This corresponds to the connection failure rate of 8%.
If the Japanese mobile telephone network is used as the underlying network of the proposed system, with 2 13 peers, a proper length of a successor list is 4 when the finger table is disabled or 3 when the finger table is enabled. Figure 7 represents the number of informed peers, tallied reputations, and the network efficiency for each of the conditions. To calculate the network efficiency, a weight for the number of connection failures is fixed to 0.5 and the others are fixed to 1. Note that the network efficiency is not comparable with a different sequence as mentioned before and is normalized under the condition that a maximum becomes 1. In addition, the horizontal axis for time is logarithmic. When the finger table is enabled, the number of informed peers and tallied reputations increases in a similar way as time goes along. On the other hand, when the finger table is disabled, although the number of informed peers increases as time goes along, the number of tallied reputations does not increase until just before the last part of the graph.
From the view point of the network efficiency, an apparent peak can be seen when the finger table is enabled. This means that many ineffective transmissions and/or connection failures occur in the last part of the simulations. In contrast, such peak cannot be seen when the finger table is disabled.
Obviously the finger of retweets (the user operation to diffuse information to other users) occurs within one day and about 10% take place a month later [21] . Retweeted information can be regarded as meaningful information at that time. In other words, if our method is applied to a Twitter-like service, most information should be diffused within one day. This could be a trade-off between the required time and network resource which is consumed. It should be also mentioned about the feasibility of the proposed method with poor terminals such as smartphones. One of the possible implementations would use WAP Push API [22] which is typically used by service providers to push information to consumers like e-mail and flash news. Using this API, smartphones can send/receive information through HTTP POST connections. According to a performance survey [23] , the realistic maximum number of HTTP connections is 17 in Android 4.x terminals, 23 in iPhone 5, and more than 60 in Windows Phone 7/8 terminals. In our method, a peer transmits a circular board in series not in parallel as seen in Algorithm 1 lines 5-7. This means that only one HTTP connection is required for each user cluster to pass around circular boards. Consequently, we believe that our method works practically with smartphones even if a user belongs to multiple-but not so many-clusters under the reasonable data size of information and the properly selected unit time (interval). In regard to the network cost of maintaining Chord, the influence of a joining/leaving terminal is limited to several associated terminals due to a feature of Chord [5] . Moreover, reorganization of Chord only happens when users join or leave the cluster and do not happen when an online/offline status of peers just has changed as mentioned in Section 3.2.1. For these reasons, although it is hard to estimate how often reorganization of Chord is required, we predict that its frequency is very low compared with the transmission of circular boards and smartphones can handle it adequately.
Collection of Reputations
In the simulation, it is assumed that all users give evaluation on the information immediately within an interval when each peer receives a circular board. This assumption would not be realistic. Table 1 shows the thresholds of required reputations to guarantee a level of statistical significance. These thresholds are calculated under the common assumption in statistics that the confidence level is 99% and the population proportion is 50%. If the number of tallied reputations exceeds the thresholds, the reputations can be treated as a unified reputation of all users with each confidence level.
As the number of peers increases, the number of required reputations also increases, however, its amount of increase gets smaller. In other words, the number of required reputations converges to a particular value with the same maximum error rate. For example, if a maximum error rate is 5%, the number of required reputations converges to about 664. If 25% of users evaluate within an interval, these numbers turn out to be about 1643 and 1275 which guarantee a maximum error rate of 3% and 4% respectively. This could be another trade-off.
Surrogate for Producer Peer
Although the offline status of producer peers is treated as the connection failure in the simulation, in actual situations, some producer peers may go offline for a very extended period of time after the users generate information. One simple solution is to prepare surrogates such as super peers and web servers. If transmissions to producer peers fail, the transmitters can simply transfer them to the surrogates with ID of the producer peer. When the producer peers get back online, they can get their reputations from the surrogates.
The super peer can be elected from peers based on the performance of CPU, the capacity of network and duration time of online. Multiple super peers would be required to deal with network failures and sudden defection of some super peers. Alternatively the cloud can be used as mention in the introduction. It can also solve the bootstrap problem, how to find an existing peer, and enable the user management like expulsion of immoral users easily which often cause trouble in P2P-based systems.
Content Distribution Network
In some cases, it is not realistic to transmit vast amounts of information like high quality videos directly by information dissemination systems including the proposed system in this paper. For handling that kind of information, a combination of a content delivery network (CDN) and information dissemination systems is one of the most potent solutions. CDN enables a large number of consumers to download vast amounts of information simultaneously [24] .
For instance, a pair of an information summary and a URI link to the body of the information may be disseminated and the body may be located in CDN-assisted hosts. If web servers can be used, CDN postulating the Web such as OpenWeb [25] would be proper. Alternatively, CDN postulating P2P [26] would be proper if web servers cannot be used or are not allowed to be used for some reason.
In the future, if the next generation network (NGN) has been well-wired, it may bear a chance of transmitting vast amounts of information directly.
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Using Chord
To our knowledge, there is no versatile approach to enable information dissemination and reputation aggregation simultaneously in distributed systems. If information dissemination is simply required, application layer multicast or flooding would be the most common and efficient means. For that purpose, Pastry [28] which has a mesh topology and/or Kademlia [29] which has a tree topology must be appropriate. Additionally, in some structured overlay networks such as Skip Graph [18] and Chord# [27] , range query is available for information dissemination; efficient range query for aggregation is also proposed as mentioned in Section 2.2. However, when and who should invoke aggregation query could be another difficult issue.
The most important reason why we have employed Chord is because of its simple ring topology. Using Chord, a pathway of a circular board is directly corresponding to its topology. This means that information is disseminated to consumer peers and reputations are collected at producer peers just by forwarding circular boards along the topology once. If non-ring topologies are used, at least pathway control mechanisms are absolutely necessary and it would be a thorny issue to collect distributed circular boards in a P2P manner. Again, we believe that the most significant part of our work is to enable information dissemination and reputation aggregation simultaneously. Performing information dissemination and reputation aggregation in different phases is no more than a combination of existing works introduced in Section 2.1 and 2.2 or the well-known approaches of overlay networks described above.
Conclusion
In this paper, we have proposed to apply the circular board method based on Chord to user centric media to disseminate information and aggregate reputation efficiently in a P2P manner. The proposed system makes it possible to effectively collect the reputation from users at the same time when each piece of UGC passes through user terminals. The results of simulations have provided insights about trade-offs between network resource consumed and time required for information dissemination and reputation aggregation. As future work, it is planned to customize the original topology of Chord and explore other topology such as layered P2P networks [30] to make the efficiency higher.
