Abstract. Heronian mean (HM) has the characteristic of capturing the correlations of the aggregated arguments and the neutrosophic set can express the incomplete, indeterminate and inconsistent information, in this paper, we applied the Heronian mean to the neutrosophic set, and proposed some Heronian mean operators. Firstly, we presented some operational laws and their properties of single valued neutrosophic numbers (SVNNs), and analyzed the shortcomings of the existing weighted HM operators which have not idempotency, then we propose the improved generalized weighted Heronian mean (IGWHM) operator and improved generalized weighted geometric Heronian mean (IGWGHM) operator based on crisp numbers, and prove that they can satisfy some desirable properties, such as reducibility, idempotency, monotonicity and boundedness Further, we proposed the single valued neutrosophic number improved generalized weighted Heronian mean (NNIGWHM) operator and single valued the neutrosophic number improved generalized weighted geometric Heronian mean (NNIGWGHM) operator, and some desirable properties and special cases of them are discussed. Moreover, with respect to multiple attribute group decision making (MAGDM) problems in which attribute values take the form of SVNNs, the decision making approaches based on the proposed operators are developed. Finally, an application example has been given to show the decision making steps and to discuss the influence of different parameter values on the decisionmaking results.
Introduction
Multiple attribute decision group making (MAGDM) problems widely exist in the fields of management, economy, military and engineering techniques. Because of the complexity of object things and fuzziness of human thinking, the attribute values involved in the decision problems are often incomplete, indeterminate and inconsistent. With respect HM to the generalized Heronian OWA operator, which were similar to Bonferroni mean operator and BON-OWA operator which are originally proposed by Bonferroni (1950) and Yager (2009) . Yu (2013) proposed some intuitionistic fuzzy aggregation operators based on HM, including the intuitionistic fuzzy geometric Heronian mean (IFGHM) operator and the intuitionistic fuzzy geometric weighed Heronian mean (IFGWHM) operator. Similarly, IFGWHM operator has also not reducibility and idempotency.
As mentioned above, in the real decision making problems, the interactions phenomena among the attribute values commonly exists. Because Heronian mean operator can deal with the interactions among the attribute values and the SVNNs can easier express the incomplete, indeterminate and inconsistent information. Therefore, in this paper, we will extend the Heronian mean to SVNNs, and propose some Heronian mean operators for SVNNs, including the improved generalized weighted Heronian mean (IGWHM) operator and generalized weighted geometric Heronian mean (IGWGHM) operator which can satisfy some desirable properties, such as reducibility, idempotency, monotonicity and boundedness, then applies them to multi-attribute group decision-making problems.
To do this, the structure of this paper is shown as follows. In Section 2, we briefly review some basic concepts and operational rules of SVNNs, and on the basis of analyzing the shortcoming of the generalized weighted Heronian mean (GWHM) operator and the generalized weighted geometric Heronian mean (GWGHM) operator, we propose the improved generalized weighted Heronian mean (IGWHM) operator and the improved generalized weighted geometric Heronian mean (IGWGHM) operator. Section 3 will extend IGWHM and IGWGHM operators to SVNNS, and proposes the neutrosophic number improved generalized weighted Heronian mean (NNIGWHM) operator and the neutrosophic number improved generalized weighted geometric Heronian mean (NNIGWGHM) operator. In Section 4, we develop the decision making methods for multi-criteria group decision making based on the proposed operators. Section 5 gives an example to illustrate the decision steps and discusses the influence of different parameters in these operators on the decision-making results. In Section 6, we give the conclusions and future research directions. Wang et al., 2005b .) Let X be a universe of discourse, with a generic element in X denoted by x. A single valued neutrosophic setA inX is A = x T A (x), I A (x), F A (x) x ∈ X
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where, T A is the truth-membership function, I A is the indeterminacy-membership function, and F A is the falsity-membership function. For each point x in X, we have T A (x), I A (x), F A (x) ∈ [0, 1], and 0 T A (x) + I A (x) + F A (x) 3.
For convenience, we can simply use x = (T x , I x , F x ) to represent an element x in SVNS, and the element x can be called a single valued neutrosophic number (SVNN) .
In order to compare two SVNNs, Smarandache and Vladareanu (2011) gave the definition of the partial order relationship on the neutrosophic numbers shown as follows.
D
2. (See Smarandache and Vladareanu, 2011. ) Suppose x = (T 1 , I 1 , F 1 ) and y = (T 2 , I 2 , F 2 ) are two SVNNs, iff (if and only if) T 1 T 2 , I 1 I 2 , F 1 F 2 then x y.
Obviously, in real applications, it is very difficult to meet the above conditions for many cases. With respect to these, Ye (2014b) proposed a comparison method based on the cosine similarity measure for a SVNN x = (T , I, F ) to ideal solution (1, 0, 0), and gave the definition of the cosine similarity Ye, 2014b .) Suppose x = (T 1 , I 1 , F 1 ) and y = (T 2 , I 2 , F 2 ) are two SVNNs, if S(x) S(y), then x y.
4. Let x = (T 1 , I 1 , F 1 ) and y = (T 2 , I 2 , F 2 ) be two SVNNs, then the operational laws are defined as follows.
(
Theorem 1. Let x = (T 1 , I 1 , F 1 ) and y = (T 2 , I 2 , F 2 ) be two SVNNs, and η, η 1 , η 2 > 0, then we have
Heronian Mean (HM) Operator
Heronian mean (HM) operator, which can capture the interrelationship of the individual arguments, was defined as follows (Liu and Pei, 2012; Sykora, 2009a) . Liu and Pei, 2012; Sykora, 2009a.) A HM operator of dimension n is a mapping HM : I n → I . Such that,
where I = [0, 1]. Then the function HM is called Heronian mean (HM) operator. Liu and Pei, 2012; Sykora, 2009a.) A GHM operator of dimension n is a mapping GHM : I n → I . Such that,
where p, q 0 and
It is easy to prove that the GHM operator has the following properties (Liu and Pei, 2012) .
Theorem 2 (Idempotency). Let
Theorem 3 (Monotonicity). Let (x 1 , x 2 , . . . , x n ) and (y 1 , y 2 , . . . , y n ) be two collections of the nonnegative numbers, if x j y j for all j = 1, 2, . . . , n, then GHM p,q (x 1 , x 2 , . . . , x n ) GHM p,q (y 1 , y 2 , . . . , y n ).
Theorem 4 (Bounded). GHM operator lies between the max and min operators, i.e.
MIN(x
Since the HM and GHM operators only consider the interrelationship of the input arguments and don't take their own weights into account. In the following, we will introduce another Heronian mean operator which is called the weighted generalized Heronian mean (WGHM) operator to overcome this shortcoming. Yu and Wu (2012) proposed the generalized weighted Heronian mean (GWHM) operator shown as follows. Yu and Wu, 2012 .) Let p, q 0, and x i (i = 1, 2, . . . , n) be a collection of nonnegative numbers. W = (w 1 , w 2 , . . . , w n ) T is the weight vector of x i (i = 1, 2, . . . , n), and satisfies w i 0,
then GWHM p,q is called a generalized weighted Heronian mean (GWHM) operator.
Obviously, GWHM p,q operator has not the idempotency. It seems to be counterintuitive. Liu (2012) propose an improved generalized weighted Heronian mean (IGWHM) operator to overcome this drawback. Liu, 2012 .) Let p, q 0, and x i (i = 1, 2, . . . , n) be a collection of nonnegative numbers. W = (w 1 , w 2 , . . . , w n ) T is the weight vector of x i (i = 1, 2, . . . , n), and satisfies w i > 0,
then IGWHM p,q is called the improved generalized weighted Heronian mean (IGWHM) operator.
The IGWHM operator has the properties, such as idempotency, monotonicity and boundedness (Liu, 2012) .
Theorem 6 (Monotonicity). Let x i (i = 1, 2, . . . , n) and 
In the following, we can analyze some special cases of the IGWHM operator.
(1) When q = 0, then
Further, when p = 1, there is
(2) When p = 0, then
From here, we see that the parameters p and q don't have the interchangeability.
The Geometric Heronian Mean (GHM) Operator
Based on HM and GHM operators, Yu (2013) propose the generalized geometric Heronian mean (GGHM) operator shown as follows. Yu, 2013 .) Let p, q 0, and x i (i = 1, 2, . . . , n) be a collection of nonnegative numbers. If
then GGHM p,q is called the generalized geometric Heronian mean (GGHM) operator. Similar to GHM operator, the GGHM operator also only takes the correlations of the aggregated arguments into account and ignores their own weights. Yu (2013) further proposed the generalized geometric weighted Heronian mean (GGWHM) operator. Yu, 2013 .) Let p, q 0, and x i (i = 1, 2, . . . , n) be a collection of nonnegative numbers. W = (w 1 , w 2 , . . . , w n ) T is the weight vector of x i (i = 1, 2, . . . , n) and satisfies w i 0,
then GGWHM p,q is called the generalized geometric weighted Heronian mean (GGWHM) operator.
Similarly, the GGWHM operator has not the reducibility and idempotency, and it seem to be counterintuitive. Further, Liu (2012) proposed the improved generalized geometric weighted Heronian mean (IGGWHM) operator. Liu, 2012 .) Let p, q 0 , and x i (i = 1, 2, . . . , n) be a collection of nonnegative numbers. W = (w 1 , w 2 , . . . , w n ) T is the weight vector of and satisfies
then IGGWHM p,q is called the improved generalized geometric weighted Heronian mean (IGGWHM) operator. The IGGWHM has the properties, such as reducibility, idempotency, monotonicity and boundedness (Liu, 2012) .
Theorem 9 (Idempotency). Let
Theorem 10 (Monotonicity). Let x i (i = 1, 2, . . . , n) and y i (i = 1, 2, . . . , n) be two collections of nonnegative numbers. If
Theorem 11 (Boundedness). The IGGWHM p,q operator lies between the max and min operators, i.e.,
In the following, we can analyze some special cases of the IGGWHM operator.
From here, we see that WGGWHM p,0 does not have any relationship with p.
Similarly, IGGWHM 0,q does not have any relationship with q.
Some Heronian Mean Operators Based on the Single Valued Neutrosophic Number
As mentioned above, the IGWHM and IGGWHM operators have better properties than GWHM and GGWHM ones. However, they can only aggregate the input arguments which take the form of crisp numbers, and cannot aggregate the single valued neutrosophic numbers. In this section, we will extend the IGWHM and IGGWHM operators to aggregate the single valued neutrosophic numbers, and propose a single valued neutrosophic number improved generalized weighted Heronian mean (NNIGWHM) operator and a single valued neutrosophic number improved generalized geometric weighted Heronian mean (NNIGGWHM) operator which can be described as follows.
3.1. The NNIGWHM Operator D 12. Let p, q 0, and a j = (T j , I j , F j ) (j = 1, 2, . . . , n) be a collection of SVNNs with the weight vector W = (w 1 , w 2 , . . . , w n ) T such that w j 0 and n j =1 w j = 1, then a single valued neutrosophic number imprvoed generalized weighted Heronian mean (NNIGWHM) operator of dimension n is a mapping NNIGWHM:
n → , and has NNIGWHM p,q ( a 1 , a 2 , . . . , a n )
where is the set of all SVNNs. Based on the operational rules of the SVNNs, we can derive the result shown as Theorem 12.
Theorem 12. Let p, q 0, and a j = (T j , I j , F j ) (j = 1, 2, . . . , n) be a collection of SVNNs with the weight vector W = (w 1 , w 2 , . . . , w n ) T such that w j 0 and n j =1 w j = 1, then, the result aggregated from Definition 12 is still a SVNN, and even NNIGWHM p,q ( a 1 , a 2 , . . . , a n )
n j=i w i w j 1 p+q which completes the proof of Theorem 12.
Moreover, the NNIGWHM operator also has the following properties.
Theorem 13 (Idempotency
Proof. Since a j = (T , I, F ) (j = 1, 2, . . . , n), then according to (35), we have NNIGWHM p,q ( a 1 , a 2 , . . . , a n )
which completes the proof of Theorem 13.
Theorem 14 (Monotonicity
Proof.
(1) Since T j T ′ j for all j , and p, q > 0, then we have
(2) Since I j I ′ j for all j , and p, q > 0, then we have
(3) Similar to (2), we can prove
According to (1)-(3), we can get
. . , a ′ n ) which completes the proof of Theorem 14.
Theorem 15 (Boundedness). Let a j = (T j , I j , F j ) (j = 1, 2, . . . , n) be a collection of SVNNs, and
Proof. Since a j a − , then based on Theorems 13 and 14, we have
Likewise, we can get
. . , a n ) a + which completes the proof of Theorem 15.
In the following, we will discuss some specials of the NNIGWHM with respect to the parameters p and q.
(1) When p = 0, then NNIGWHM 0,q ( a 1 , a 2 , . . . , a n )
(2) When q = 0, then NNIGWHM p,0 ( a 1 , a 2 , . . . , a n )
(3) When p = q = 1, then NNIGWHM 1,1 ( a 1 , a 2 , . . . , a n )
3.2. NNIGWGHM Operator D 13. Let p, q 0, and a j = (T j , I j , F j ) (j = 1, 2, . . . , n) be a collection of SVNNs with the weight vector W = (w 1 , w 2 , . . . , w n ) T such that w j 0 and n j =1 w j = 1, then a single valued neutrosophic number imprvoed generalized weighted geometric Heronian mean (NNIGWGHM) operator of dimension n is a mapping NNIGWGHM: n → , and has NNIGWGHM p,q ( a 1 , a 2 , . . . , a n )
where is the set of all SVNNs.
Based on the operational rules of the SVNNs, we have the following Theorem 16.
Theorem 16. Let p, q 0, and a j = (T j , I j , F j ) (j = 1, 2, . . . , n) be a collection of SVNNs with the weight vector W = (w 1 , w 2 , . . . , w n ) T such that w j 0 and n j =1 w j = 1, then the aggregated value by (42) can be expressed as NNIGWGHM p,q ( a 1 , a 2 , . . . , a n )
Similar to the proof of Theorem 12, the proof of Theorem 12 is omitted. Moreover, similar to the proofs of Theorems 13-15, it is easy to prove that the NNIGWGHM operator also has the following properties.
Theorem 17 (Reducibility). Let
p,q ( a 1 , a 2 , . . . , a n ) = NNGGHM p,q ( a 1 , a 2 , . . . , a n ).
Theorem 18 (Idempotency). Let a j = (T , I, F ) (j = 1, 2, . . . , n), then NNIGWGHM p,q ( a 1 , a 2 , . . . , a n ) = (T , I, F ).
Theorem 19 (Monotonicity). Let a j = (T j , I j , F j ) and
Theorem 20 (Boundedness). Let a j = (T , I, F ) (j = 1, 2, . . . , n) be a collection of SVNNs, and
In the following, we will discuss some specials of the NNIGWGHM with respect to the parameters p and q.
(1) When p = 0, then NNIGWGHM 0,q ( a 1 , a 2 , . . . , a n )
(2) When q = 0, then
. . , a n )
Obviously, when q = 0, NNIGWGHM p,0 does not have any relationship with w. In addition, the parameters p and q don't have the interchangeability. (3) When p = q = 1, then NNIGWGHM 1,1 ( a 1 , a 2 , . . . , a n )
The Approach to Multiple Attribute Group Decision Making with SVNNs
In this section, we shall propose the approach to multiple attribute group decision making with SVNNs by NNIGWHM operator or NNIGWGHM operator. Consider a multiple attribute group decision making problem with SVNNs. Let A = {A 1 , A 2 , . . . , A m } be the collection of alternatives, C = {C 1 , C 2 , . . . , C n } be the collection of attributes, and E = {e 1 , e 2 , . . . , e λ } be the collection of decision makers.
is an attribute value given by the decision maker e k for the alternative A i with respect to the attribute C j which is expressed by a SVNN, w = (w 1 , w 2 , . . . , w n ) is the weight vector of attribute set C = {C 1 , C 2 , . . . , C n }, and w j ∈ [0, 1], n j =1 w j = 1. Let ω = (ω 1 , ω 2 , . . . , ω λ ) be the weight vector of decision makers {e 1 , e 2 , . . . , e λ }, and ω k ∈ [0, 1], λ k=1 ω k = 1. Then we use the attribute weights, the decision makers' weights, and the attribute values to rank the order of the alternatives.
The method involves the following steps:
Step 1: Utilize the NNIGWHM operator
to derive the comprehensive values r k i (i = 1, 2, . . . , m; k = 1, 2, . . . , λ) of each decision maker.
Step 2: Utilize the NNIGWHM operator 
to derive the collective overall values r i (i = 1, 2, . . . , m).
Step 3: Calculate the cosine similarity S(r i ) (i = 1, 2, . . . , m) by Definition 3.
Step 4: Rank all the alternatives A = {A 1 , A 2 , . . . , A m } by the cosine similarity S(r i ) (i = 1, 2, . . . , m).
Step 5: End.
An Application Example
In order to demonstrate the application of the proposed method to multi-attribute group decision making problems, in this part, we will cite an example about the air Table 1 Air quality data from station e 1 . Tables 1, 2 and 3, and they can be expressed by SVNNs (note: the original data take the form of intuitionistic fuzzy numbers, we can get SVNNs by 
The Evaluation Steps by NNIGWHM Operator
The steps are shown as follows: (3) Calculate the cosine similarity S(r i ) (i = 1, 2, 3, 4) of the collective overall values r i (i = 1, 2, 3, 4), we can get
(4) Rank the alternatives. According to the cosine similarity r i (i = 1, 2, 3, 4), we can rank the alternatives {A 1 , A 2 , A 3 , A 4 } shown as follows
So, the best alternative is A 4 , i.e., the best air quality in Guangzhou is November of 2009 among the Novembers of 2006, 2007, 2008, and 2009. 
The Evaluation Steps by NNIGWGHM Operator
The steps are shown as follows:
(1) Calculate the comprehensive evaluation values r k i (i = 1, 2, 3, 4; k = 1, 2, 3) of each decision maker by formula (52) of the NNIGWGHM operator (suppose p = q = 1), we can get (4) Rank the alternatives. According to the cosine similarity r i (i = 1, 2, 3, 4), we can rank the alternatives {A 1 , A 2 , A 3 , A 4 } shown as follows
So, the best alternative is A 4 , i.e., the best air quality in Guangzhou is November of 2009 among the Novembers of 2006, 2007, 2008, and 2009. Obviously, this ranking result is the same as that in Yue (2011) . However, the proposed method can consider the correlations of the aggregated arguments.
The Influence of the Parameters p and q on Decision Making of this Example
In order to illustrate the influence of the parameters p and q on decision making of this example, we use the different values p and q in steps 1 and 2 of above methods to rank the alternatives. The ranking results are shown in Tables 4 and 5 .
From Tables 4 and 5 , we know parameters p and q can influence the aggregation result in the NNIGWHM and NNIGWGHM operators. In general, we can take the values of the two parameters as p = q = 1, which is not only intuitive and simple but also the correlations of the aggregated arguments can be fully taken into account.
Conclusions
The neutrosophic set can be easier and better to express the incomplete, indeterminate and inconsistent information, and Heronian mean can capture the correlations of the aggregated arguments, in this paper, we applied the Heronian mean to the neutrosophic set, and proposed some Heronian mean operators based on SVNNs. Further, we applied the proposed operators to multi-attribute group decision making problems, and proposed some decision making methods. Firstly, with respect to the defects of the existing generalized Table 4 Ordering of the alternatives by the different parameters p and q in NNIGWHM operator.
p, q
Cosine similarity S(r i ) (i = 1, 2, 3, 4) Ranking p = 0 q = 0.01 S(r 1 ) = 0.428, S(r 2 ) = 0.387 S(r 3 ) = 0.417, S(r 4 ) = 0.665
weighted Heronian mean operator and generalized weighted geometric Heronian mean operator, for example, there have not reducibility and idempotency which seem to be counterintuitive, we have proposed the improved generalized weighted Heronian mean (IGWHM) operator and generalized weighted geometric Heronian mean (IGWGHM) operator. Further, we extended IGWHM and IGWGHM operators to SVNNs, and proposed the neutrosophic number improved generalized weighted Heronian mean (NNIGWHM) operator and the neutrosophic number improved generalized weighted geometric Heronian mean (NNIGWGHM) operator, and some desirable properties of these operators have been investigated in detail, including idempotency, monotonicity and boundedness. At the same time, some special cases of them with respect to the parameter values p and q are discussed. Moreover, with respect to multiple attribute decision making group problems in which the attribute values take the form of SVNNs, some approaches based on the developed operators are proposed. The important characteristic of the proposed approaches is that they could consider the correlations of the aggregated arguments. Finally, an appli- Table 5 Ordering of the alternatives by the different parameters p and q in NNIGWGHM operator.
Cosine similarity S(r i ) (i = 1, 2, 3, 4) Ranking
cation example has been given to show the steps of the proposed methods and to discuss the influence of different parameter values on the decision-making results.
In the future, we shall further consider the relationship among attributes and generalize some operators by using the well-known quasi-arithmetic, Choquet integral and Dempster-Shafer belief structure, or extend the potential applications of the developed operators and methods to other domains, such as pattern recognition, supply chain management, etc. projects in Shandong Province (SDYY12065). The authors also would like to express appreciations to the anonymous reviewers and Editors for their very helpful comments that improved the paper. 
Y. Li
Kai kurie vienareikšmiai neutrosofistinių skaičių Herono vidurkio operatoriai ir jų taikymas daugiarodikliams grupiniams sprendimams priimti
Yanhua Lia, Peide Liu, Yubao Chena Herono vidurkis (HM) turi savybę atspindėti agreguotų argumentų ir neutrosofistinių aibių koreliaciją. Jis gali atspindėti neišsamią, neapibrėžtą ir nenuoseklią informaciją. Šiame straipsnyje mes taikėme Herono vidurkį neutrosofistinėms aibėms, ir pasiūlėme, kai kuriuos Herono vidurkio operatorius. Mes pateikėme keletą operacijų dėsnių ir jų vienareikšmių neutrosofistinių skaičių (SVNNs) savybių, analizavome egzistuojančių svertinių (pasvertų) HM operatorių, kurie nėra pakankamai tinkami, trūkumus, pasiūlėme geresnį apibendrintą svertinį Herono operatoriaus vidurkį (IGWHM) ir patobulintą apibendrintą svertinį geometrinį Herono vidurkio (IGWGHM) operatorių, pagrįstus tiksliaisiais skaičiais, įrodome, kad jie gali tenkinti, kai kurias pageidautinas savybes, tokias kaip redukuojamumas, pakankamas tinkamumas, monotoniškumas ir apribojimas. Be to, mes pasiūlėme vienintele reikšme išreikštu ir neutrosofistiniu skaičiumi patobulintą apibendrintą svertinį Herono vidurkio (NNIGWHM) operatorių, ir viena reikšme įvertintą, neurosofistiniu skaičiumi patobulintą, apibendrintą svertinį geometrinio vidurkio Herono (NNIGWGHM) operatorių. Aptarėme kai kurias pageidaujamas jų savybes ir išskirtinius atvejus.
Atsižvelgiant į daugiarodiklių grupinių sprendimų priėmimo (MAGDM) uždavinius, kuriuose rodiklių reikšmės įgyja SVNNs formą, yra sukurti sprendimų priėmimo metodai, pagrįsti siūlomais operatoriais. Buvo pateiktas taikymo pavyzdys sprendimų priėmimo žingsniams parodyti, aptarta įvairių parametrų reikšmių įtaka sprendimų priėmimo rezultatams.
