Abstract. We consider the sample average approximation method for a stochastic multiobjective programming problem constrained by parametric variational inequalities. The first order necessary conditions for the original problem and its sample average approximation (SAA) problem are established under constraint qualifications. By graphical convergence of set-valued mappings, the stationary points of the SAA problem converge to the stationary points of the true problem when the sample size tends to infinity. Under proper assumptions, the convergence of optimal solutions of SAA problems is also obtained. The numerical experiments on stochastic multiobjective optimization problems with variational inequalities are given to illustrate the efficiency of SAA estimators.
1. Introduction. We consider the following stochastic multiobjective mathematical program constrained by parametric variational inequality (P) min E[φ(x, y, ξ(w))] s. t. y ∈ Γ, E[F (x, y, ξ(w)), z − y ≤ 0, ∀ z ∈ Γ, (x, y) ∈ C, where φ : R n × R m → R l is locally Lipschitz continuous and F : R n × R m → R m is continuously differentiable. Γ = {y ∈ R m | E[g i (y, ξ(w))] ≤ 0, i = 1, 2, · · · , q;
E[g i (y, ξ(w))] = 0, i = q + 1, · · · , p}. The function g i : R m → R is convex, twice continuously differentiable, i = 1, 2, · · · , q; and g i : R m → R is affine, i = q + 1, · · · , p. C is a nonempty closed convex subset of R n × R m . ξ : Ω → Θ ⊂ R d is a vector of random variables defined on the probability space (Ω, F, P ). E[·] denotes the expected value with respect to the distribution of ξ. To simplify the notation, we write ξ(w) as ξ in this context.
Many practical problems can be translated into the above problem (P). For example, consider a firm that use n different resources to produce m products. The firm wishes to maximize the expected profit and minimize the expected excess of employees subjected to its own resources constraints and the maintenance of expected market share constraints. Let (x, y) ∈ R n × R m be the firm's production and marketing level. (u, v) ∈ R n ×R m is the competitor's production and marketing level. The variable ξ denotes the market demand which is unknown and is usually determined by some random factors such as prices and consumers. Let the objective be the vector-valued function E[φ(x, y, ξ)] := (−E[φ 1 (x, y, ξ)], E[φ 2 (x, y, ξ)]), where E[φ 1 (x, y, ξ)] is the expected profit and E[φ 2 (x, y, ξ)] is the expected excess of employees. The resource utilization of the firm is denoted by s j (x, y) for product j and the firm's market share is denoted by f i (x, y, u, v, ξ) for product i. For a given (x, y), the firm's minimum expected market share for the i − th production is given by h i (x, y) = min where a j denotes the total amount of resource j and b i denotes the minimum threshold of market share of product i. Suppose that the functions f i and g are differentiable in (u, v) and Γ is a convex set, then the above problem is equivalent to the following optimization problem with parametric variational inequality constraint min E[φ(x, y, ξ)] s. t. s j (x, y) ≤ a j , j = 1, 2, · · · , n, h i (x, y) ≥ b i , i = 1, 2, · · · , m,
This is a typical practical example. Other familiar practical examples are given in [2] , [3] , [4] , [12] , [18] , [30] etc. In recent years stochastic multiobjective programs with equilibrium constraints play a nonnegligible role in mathematical programmings. One familiar example is the stochastic multiobjective bilevel programming problem [5] , [8] .
[27] considered a probabilistic bi-level linear multiobjective programming problem and applied it to the supply chain planning. Another well known model is the stochastic multiobjective optimization problem with complementarity constraints. Lin and Zhang etc [16] derived first-order optimality conditions including several types stationarity in the sense of Pareto optimality. When specific to the stochastic multiobjective program with variational inequalities or generalized equations, if the random variable ξ is taken a single constant value, it is simplified to the usual deterministic MPEC, which has been studied comprehensively in [17] , [20] , [23] , [24] and [34] .
Analogous to ordinary deterministic models, Patriksson [25] firstly studied the stochastic mathematical program with equilibrium constraints. It is a generalization of deterministic MPECs and has been further investigated in [28] , [32] . For stochastic multiobjective problems with equilibrium constraints, there is little result on this aspect. A popular method to deal with stochastic programming problems is the sample average approximation (SAA) method where the expected valued is approximated by its sample average. In this paper, we exploit this method to approximate the problem (P). Let ξ 1 , · · · , ξ N be an independent and identically distribution (iid) sampling of ξ, then we consider the following sample approximation
Sample average approximation methods have been employed in solving stochastic multiobjective programming problems. [9] used the SAA method to solve the onestage stochastic multiobjective optimization problem. It proposed a scalarization approach to settle the SAA problem and analyzed the convergence of SAA problems when the sample size was increased to infinity. [29] seemed to be first to deal with the two-stage stochastic MPEC by SAA methods and obtained the asymptotic consistency of optimal values and optimal solutions of the problem. Other comprehensive discussion on theory, numerical methods about solving stochastic multiobjective programming problems by SAA refers to [2] , [15] , [31] . Following the techniques of sample average approximation methods, we use the sample average to approximate the expectations of the objectives and constraints, then analyze the convergence of SAA problems.
For the problems (P) and (SAA-P), we change the multiobjective programming problems into their equivalent scalar optimization problems by evaluation functions. Due to the inclusion relation of subdifferentials for composite functions, the first order necessary condition of the problem is constructed. Under linear independent constraint qualification and strict complementary condition, we obtain the stability of composite set-valued mappings generated by parametric variational inequalities. Utilizing graph convergence results of variational analysis, we prove that the stationary points of (SAA-P) converge to these which are also the stationary points of (P). Furthermore, we establish the convergence of optimal solutions of (SAA-P) by posing some proper conditions. The rest of this paper is organized as follows. Section 2 gives some basic definitions and results on variational analysis. In section 3, firstly, the first order necessary conditions for the original problem and its SAA problem are provided. Secondly, the asymptotic convergence of stationary points of SAA problems is proved. Furthermore, we obtain the convergence of optimal solutions of SAA problems. Some numerical results on stochastic multiobjective optimization problems with variational inequalities are given in section 4.
2.
Preliminaries. This section gives the notations and reviews some results in variational analysis. The detailed discussion on these subjects can be found in [7] , [21] and [26] . · denotes the Euclidean norm of a vector and a compact set of vectors. Denote
x − x denotes the distance from a point x to a set D. For two compact sets C and D, denote by
the deviation from C to D. B(x, δ) denotes the open ball with radius δ and center x, which is B(x, δ) := {x : x − x < δ}. B is used to denote a closed unit ball in a finite dimensional space. For a continuously differentiable mapping F :
Let S : R m ⇒ R m be a set-valued mapping and lim sup x→x S(x) denotes the Painlevé-Kuratowski outer-limit
Given a nonempty set Ω ⊂ R n , fixx ∈ Ω and define
the regular normal cone (known also as the prenormal cone or Fréchet normal cone) to Ω atx. The basic normal cone to Ω atx is defined by
which is also well known as the limiting or Mordukhovich normal cone. This two cones agree with the normal cone of convex analysis when Ω is convex. The following proposition provides the normal cone to sets with constraint structure.
where y = (y 1 , · · · , y m ). On the other hand, one has
at anyx ∈ C satisfying the constraint qualification that
If in addition to this constraint qualification the set Γ is regular atx and D is regular at F (x), then C is regular atx and
Given a set-valued mapping S : R n ⇒ R m and a point (x,ȳ) with its graph
Recall that S : R n ⇒ R m has the (Aubin) Lipschitz-like property around (x,ȳ) ∈ gphS with modulus l ≥ 0 if there are neighborhoods U ofx and V ofȳ such that
A weaker property than Lipschitz-like property is the calmness, which is that S : R n ⇒ R m is said to be calm at (x,ȳ) ∈ gphS with l ≥ 0 if there are neighborhoods U ofx and V ofȳ such that
An important condition to fully characterize the Lipschitz-like property and calmness property is the coderivative criterion, which is also called the Mordukhovich criterion, that is
Recall that the multiobjective optimization problem (MOP) min
f (x, y), where
and Λ is the feasible set of (MOP). A point (x,ȳ) ∈ Λ is said to be • Pareto solution if and only if there is no element (x, y) ∈ Λ satisfying ∀j ∈ {1, 2, · · · , l}, f j (x, y) ≤ f j (x,ȳ) and ∃j 0 ∈ {1, 2, · · · , l}, f j0 (x, y) < f j0 (x,ȳ);
• weakly Pareto solution if and only if there is no element (x, y) ∈ Λ satisfying ∀j ∈ {1, 2, · · · , l}, f j (x, y) < f j (x,ȳ).
The following lemma gives the relations of the solutions between the multiobjective optimization problem and its scalar problem. Proof. It is easy to prove that the Pareto solution (weakly Pareto solution) of (MOP) is the optimal solution of (SOP) and we omit the proof of this part. Suppose that (x,ȳ) is an optimal solution of (SOP). By a contradiction that (x,ȳ) is not the Pareto solution of (MOP), then there exists (x * , y * ) ∈ Λ such that
Because that ψ is strictly monotonically increasing, it follows from (2) that
which is a contradiction, and the conclusion holds.
The subdifferentials of Lipschitz composite functions have the following property.
At last we review the outer semicontinuity of set valued mappings. A set-valued mapping S : R n ⇒ R m is said to be closed atx if for x k →x, y k ∈ S(x k ) and y k →ȳ, it impliesȳ ∈ S(x).
or equivalently lim sup x→x S(x) = S(x).
The outer continuity convergence of set-valued mappings can be described equivalently from several aspects. It helps to prove the outer semicontinuity of composite set-valued mappings.
Proposition 2. Let S : R n ⇒ R m be a set-valued mapping, then the following assertions are satisfied: (i) S is osc (everywhere) if and only if gphS is closed in R n × R m ;
(ii) lim sup
Proof. (ii) The composite set-valued mapping
then the assertion holds from Proposition 2 (i).
(ii) Because of Proposition 2, it only needs to verify the closedness of the graph of S T . Take (z k , ϑ k ) ∈ gph(S T ) and
and the normal cone mapping is osc, we have
, which means (z, ϑ) ∈ gph(S T ). This proves the closeness of S T .
3. Asymptotic convergence of stationary points. In this section we intend to investigate the asymptotic convergence of stationary points of (SAA-P) when the sample size tends to infinity. Firstly, the first order necessary conditions for the original problem (P) and its SAA problem (SAA-P) are established. Secondly, we prove that the stationary points of (SAA-P) converge to these which are also the stationary points of (P). At last, we give the convergence of optimal solutions of (SAA-P).
3.1. First order necessary condition for the original problem. Before the main discussion, some assumptions are made on the objective functions and constraint functions. They are popularly used to analyze stochastic programming problems by SAA methods.
(A 2 ) Let ϑ(x, y, ξ) and σ(y, ξ) denote any element in the collection of functions {φ(x, y, ξ), ∇f (x, y, ξ)} and {∇g i (y, ξ),
There exist positive measurable functions κ(ξ) and κ (ξ) such that
for ξ, ψ(x, y, ξ) and ρ(y, ξ) are any element in the collection of functions {φ(x, y, ξ),
To ease the notation, we rewrite the set Γ in parametric variational inequalities as the following representation
where
is linearly independent for y ∈ R m , by Proposition 1, we have
Define the set-valued mapping M :
It follows from [22] that if (x, y) is a feasible solution of (P) and p(y) has full row rank, then L(x, y, d) = 0 has a unique solution d ∈ N K (r(y)). Denote by
To simplify the main results, the coderivative of a normal cone mapping is given under assumption of strict complementarity conditions. Assumption 3.2. The strict complementarity condition holds atȳ, that is
Proposition 4. Suppose that Assumption 3.1 and Assumption 3.2 are satisfied.
Proof. Since p I∪J (y) has full row rank atȳ, from [24, Theorem 4.1], the mapping M is clam at (0 2p ,ȳ,d), then we have
Under Assumption 3.2, the equality is obtained from [35, Lemma 3.3 ].
Next we put forward the first order necessary condition of the true problem under the linear independent constraint qualification. Assumption 3.3. The linear independent constraint qualification is satisfied, namely the matrix
Theorem 3.1. Suppose that Assumption 3.1-3.3 are satisfied. The function φ is Lipschitz continuous for almost every ξ ∈ Θ and J x,y F (x, y, ξ) has full row rank at (x,ȳ) for almost every ξ ∈ Θ. The probability space of ξ is nonatomic. Let (x,ȳ) be a local weakly Pareto solution of (P) andd is a solution of L(x,ȳ, d) = 0. Then there exist µ * = 0 andū ∈ R m such that
Proof. Since (x,ȳ) is the weakly Pareto solution of (P), it follows from Lemma 2.1 that (x,ȳ) is the optimal solution of {min
Since φ is Lipschitz continuous with respect to x, y for almost every ξ ∈ Θ, from Assumption 3.1, we obtain that E[φ(·, ·, ξ)] is Lipschitz and therefore
Hence, (9) becomes
Under Assumption 3.3, the mapping P is clam at (0 2m , 0 2p ,x,ȳ,d), where P :
From [24, Theorem 3.2] and J x,y F (x, y, ξ) having full row rank at (x,ȳ), we have
Combining (10), (12) and Proposition 4, we obtain that (8) is satisfied.
Remark. We discuss the subdifferential calculus of random functions. When f (x, y, ξ) is locally Lipschitz continuous with respect to x, y for almost every ξ, we have
When f is Clarke regular at x, y for almost every ξ, the equality holds. While the probability space (Ω, F, P ) is non-atomic or the atoms are convex, one has
If f is convex with respect to x, y for almost every ξ, the above subdifferentials are same. In general, the Clarke generalized subdifferential is larger than the limiting subdifferential and has better properties when the probability space (Ω, F, P ) is non-atomic. Hence, using Clarke generalized subdifferentials to characterize the first order necessary conditions is quite favorable when φ(x, y, ξ) is nonconvex and nonsmooth for fixed ξ.
3.2.
First order necessay condition for the SAA problem. Analogously, we establish the first order necessay condition of corresponding SAA problems. Rewrite the sample average approximation of parametric variational inequalities admitting the following representation
with Γ N = {y ∈ R m |ĝ N (y) ∈ K}, wherê
Similarly, denotep N (y) := Jĝ N (y) and Ξ N := {(x, y) ∈ C | 0 ∈F N (x, y)+N Γ N (y)} which is the approximation feasible set of (SAA-P). The SAA auxiliary function of
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The following proposition estimates the coderivative ofQ N (y) := N Γ N (y) in (13) .
Proof. When p I∪J (y) has full row rank atȳ, it follows from [24,
Because gphT = M (0) in [13, Thorem 4.4] and p I∪J (y) has full row rank atȳ, we obtain
It follows from Proposition 1 that
Since the strict complementarity condition is satisfied at (ȳ,d), gphN K is normally regular at (r(ȳ),d). Combining (17) and (18), we conclude that the equality (17) holds. Hence, (16) and (19), we have that (15) is satisfied.
The following lemma provides the convergence properties of approximation functions.
Lemma 3.2. Suppose that Assumption 3.1 are satisfied. Let {(x N ,ȳ N )} be a sequence converging to (x,ȳ) as N tends to infinity with (
Proof. The proof is similar to [35, Lemma 3.1] .
In what follows, we derive the first order necessary condition for the SAA problem. Theorem 3.3. Suppose that Assumption 3.1-3.3 are satisfied. φ is Lipschitz continuous for almost every ξ ∈ Θ and J x,y F (x, y, ξ) has full row rank at (x,ȳ) for almost every ξ ∈ Θ. Let (x N ,ȳ N ) be a local weakly Pareto solution of (SAA-P) and (x,ȳ) is a cluster point of {(x N ,ȳ N )}. Letd N be a solution ofL
We call the pair (x,ȳ,ū) which satisfies (20) the stationary pair of the problem (SAA-P).
Proof. When Assumption 3.2 and 3.3 hold, the multifunctionsM
Because
combining (21), (22) and Proposition 5, we obtain that (20) holds. Next we prove the boundedness ofū N . Assume a contradiction that ū N → ∞ as N → ∞, then there exists α N → 0 as N → ∞ such that almost surely α NūN → u, û = 0. Multiplying (20) by α N , we obtain
Hence, there existw 
From Proposition 3 (i), we obtain that D * N K is outer semicontinuous. It follows from Lemma 3.2 that lim sup
Combining (24) and (25) 
and ρ ∈ N C (x,ȳ) almost surely such that
From Assumption 3.3, we obtainû = 0, which is a contradiction, thenū N is bounded.
3.3.
Convergence of stationary points of the SAA problem. This subsection gives the convergence of stationary points of (SAA-P). The stationary sequence of (SAA-P) converges to the points which are also the stationary points of (P) when the sample size tends to infinity. To begin with, the following proposition provides the convergence of SAA coderivatives.
Proposition 6. Suppose that Assumption 3.1 and Assumption 3.2 are satisfied.
If p I∪J (y) has full row rank atȳ, then it holds that
Proof. By Proposition 2, it suffices to prove lim sup
Hence there isη
From [31, Proposition 2.7] , D * N K is osc and there isη ∈ R p such thatη
withd ∈ Λ(x,ȳ). From (7) in Proposition 4, we obtainζ ∈ D * Q(ȳ,v)(ū) and the proof is completed. Now we give the convergence of stationary points. For simplicity, let
and
(28) The first order necessary conditions in (8) and (20) can be written as 0 ∈ A(x,ȳ,ū)
and (29) holds, which means that (x,ȳ,ū) is the stationary pair of (P). Firstly, recall some basic definitions related to the graphical convergence.
Definition 3.4.
[26] For a sequence of set-valued mappings S v : R n ⇒ R m , the graphical outer limit, denoted by (g − lim sup v S v )(x), is the mapping having as its graph of the set lim sup v (gph S v ):
The graphical inner limit, denoted by (g − lim inf v S v )(x), is the mapping having as its graph of the set lim inf v (gph S v ):
When the graphical outer and inner limits agree, the graphical limit (g−lim v S v )(x) is said to exist.
Furthermore, S v converges graphically to S if and if only, at each pointx ∈ R n , one has
Now we give the main convergent results.
be defined as in (27) and (28) respectively. Suppose that the assumptions in Theorem 3.1 are satisfied. Let {(x N ,ȳ N )} be a sequence of stationary points satisfying (20) and (x,ȳ) is a cluster point of (x N , y N ), then
Moreover, (x,ȳ) satisfies the first order necessary condition (8) .
Proof. Firstly, we prove that (31) is satisfied. From Proposition 7, it needs to prove
Without loss of generality, assume that (
Since the probability space of ξ is nonatomic, it holds that E[conv∂ µ
, and we obtain
It follows from Lemma 3.2 that
Similarly, we get
Put S := ∇g and T := N K in Proposition 3 (ii) and we obtain that ∇gD * N K is outer semicontinuous, hence, lim sup
Combining Lemma 3.2 and (32-35), we have lim sup
and therefore (31) holds. Since (x N ,ȳ N ) satisfies the first order necessary condition (20) which is 0 ∈ A N (x N ,ȳ N ,ū N ), according to the above proof, A N graphically converges to A. Then (x,ȳ) is the stationary point of (8) by applying [26, Theorem 5 .37] to A N .
3.4.
Convergence of optimal solutions. Another important focus on SAA methods is the convergence of optimal solutions. As we know, when a problem is convex, the stationary point is equivalent to the optimal solution. Exploiting well known scalar results for (MOP), referring to [6, Theorem 2.5], [14] and [19] , the convergence of optimal solutions of SAA problems is obtained. The assumptions on the functions are given as follows.
(H 1 ) φ(x, y, ξ) is strictly convex on R n × R m for almost every ξ ∈ Θ.
(H 2 ) F (x, y, ξ) is monotone on R n × R m for almost every ξ ∈ Θ.
Theorem 3.6. Suppose that the assumptions (H 1 ), (H 2 ) are satisfied, then we have
Moreover, for each N and almost every ξ ∈ Θ, we have
Proof. From (H 1 ), (H 2 ) and [10] , Ξ is convex for almost every ξ ∈ Θ. By [3, Theorem 2], the first equality holds. In the same way, the second equality holds from [6, Theorem 2.5].
The following proposition provides the properties of weakly Pareto solution sets. Proof. (i) Since the set C is compact, Ξ is also compact and E W is subset of Ξ, then E W is compact because that φ(x, y, ξ) is continuous for almost every ξ ∈ Θ. The same proof applies for E N W .
(ii) Since Ξ is compact, for µ ∈ R l + \{0}, µ, E[φ(x, y, ξ)] is continuous on Ξ for almost every ξ ∈ Θ. From Weierstras Theorem, we have arg min (x,y)∈Ξ µ, E[φ(x, y, ξ)] = ∅, then E W = ∅. In the same way, we obtain E N W = ∅.
Before proving the convergence of optimal solutions, it needs to establish the convergence of feasible sets of (SAA-P), which is equivalent to prove the convergent property of solution mappings of SAA parametric variational inequalities.
Proposition 9. Suppose Assumption 3.1 are satisfied. Let S(x) and S N (x) be the solution mappings to (3) and (13) . {x N } ⊂ R n is a sequence converging tox as N → ∞. Moreover, p I∪J (y) has full row rank atȳ, then we have
Proof. From Proposition 9 (ii), it suffices to prove lim sup
The matrix p I∪J (y) has full row rank atȳ, then
Combining (36) and (37), there existsd
Now we prove thatd N is bounded. By a contradiction, there exists α N → 0 such that α NdN →d,d = 0 as N → ∞. Multiplying both sides of (38) by α N and let N → ∞, we obtain p(ȳ) Td = 0. Since p I∪J (ȳ) has full row rank, it holdsd I∪J = 0 when i ∈ I ∪ J. By E[g(ȳ, ξ)] < 0 and the definitions of normal cones, it has d i = 0, i / ∈ I ∪ J. Henced = 0, which is a contradiction. Without loss of generality, there existsd ∈ R m such thatd
which meansȳ ∈ S(x) under the basic constraint qualification. The proof of this theorem is completed.
Now we give the almost surely convergence of weakly Pareto solution sets of (SAA-P) under Theorem 3.6.
Theorem 3.7. Suppose that assumptions (H 1 , H 2 ) are satisfied and p I∪J (y) has full row rank atȳ for almost every ξ ∈ Θ. The sets E W and E N W are given in Theorem 3.6. Assume that, for some (x,ỹ) ∈ E W , there exists a sequence (
From Proposition 9, one has lim sup
It impliesȳ ∈ S(x) and (x,ȳ) ∈ Ξ. On the other hand, for (x,ỹ) ∈ E W , there exists (
Let N → ∞, we obtain
Because (x,ỹ) ∈ E W and φ(x, y, ξ) is strictly convex for almost every ξ ∈ Θ, we have (x,ȳ) = (x,ỹ) and (x,ȳ) ∈ E W .
4. Numerical results. In this section we give some examples to illustrate the convergence of (weakly) Pareto solutions and optimal values of SAA problems.
Example 1. We consider the following stochastic bi-objective optimization problem with complementarity constraint
The random variable ξ follows a uniform distribution on [1, 2] and the feasible set 2] . From the complementarity constraint problem, there is a unique solution y related to x and ξ, which is
Consequently, the expectations of bi-objective functions are as follows:
. From the graph of bifunctions, it is easy to obtain E w = [1, It is easily obtained that the optimal value of above problem is ψ min = 1.3 and the optimal solution is x min = 7 5 . Now, let ξ = (ξ 1 , ξ 2 , · · · , ξ N ) be given, for each sample ξ k , k = 1, 2, · · · , N , and the corresponding solution of complementarity constraint problems is provided by
and the SAA scalarization optimization problem becomes For the sample size N = 1, 2, · · · , 300, we give the optimal values and optimality solutions of SAA scalarization problems and numerical results are provided in Figure  1 , Figure 2 . From Figure 1 , the optimal value of SAA scalarization problems tends to the true optimal value as the sample size N increases and the errors between two values are small. It illustrates that the SAA scalarization method dealing with this problem is reasonable. The component x in E w is [1, 3 2 ]. By virtue of Theorem 3.6, the weakly (SAA) Pareto solution set is equivalent to the optimal solution set of (SAA) scalarization problems. In Figure 2 , it provides the SAA optimal solutions of SAA problems. It is shown that most solutions belong to [1, 
where x = (x 1 , x 2 ), y = (y 1 , y 2 ) and ξ = (ξ 1 , ξ 2 ). The bi-objective functions is given by
The mapping F and the feasible set C are given by
The random variable ξ is uniformly distributed on [0, 1] × [0, 1]. From the complementarity constraint problem, the unique solution y related to x and ξ is
where i = 1, 2. Similarly, the expectations of bi-objective functions are 
The true Pareto solution set image is the arc A 1 A 2 (in bold in Figure 3 ). By the definitions of Pareto solution sets and complementarity constraints, the true Pareto
By computation, we obtain ψ min = 2.8333 and x min = (0.0000, 0.9990). Analogous to Example 1, the SAA bi-objective functions are provided bŷ In this example, for N = 1, 2, · · · , 300, we give the convergence of optimal values of SAA scalarization problems when the sample size N increases and the numerical results are presented in Figure 4 . From Figure 4 , the optimal value of SAA scalarization problems converges to the true optimal value as the sample size N grows and the convergence tends to stable gradually. It demonstrates that this example is well approximated by the sample average and the performance of SAA methods is carried out quite well. It is easily obtained that the optimal optimal solution is x min = For the sample size N = 1, 2, · · · , 300, the optimal solutions of SAA scalarization problems and numerical results are provided in Figure 5 . The component x in E w is [1, 2] . By virtue of Theorem 3.6, the weakly (SAA) Pareto solution set is equivalent to the optimal solution set of (SAA) scalarization problems. It is shown that all the solutions belong to [1, 2] , which means that the deviation between the weakly SAA Pareto solution set and its true Pareto solution set is zero. 
