Abstract. We study contraction under a Markov semi-group and influence bounds for functions in L 2 tail spaces, i.e. functions all of whose low level Fourier coefficients vanish. It is natural to expect that certain analytic inequalities are stronger for such functions than for general functions in L 2 . In the positive direction we prove an L p Poincaré inequality and moment decay estimates for mean 0 functions and for all 1 < p < ∞, proving the degree one case of a conjecture of Mendel and Naor as well as the general degree case of the conjecture when restricted to Boolean functions In the negative direction, we answer negatively two questions of Hatami and Kalai concerning extensions of the Kahn-Kalai-Linial and Harper
Introduction
Consider the uniform measure on {−1, 1} n . Any f : {−1, 1} n → X can be written as f = S⊆{1,...,n} f (S)W S , where for all x = (x 1 , . . . , x n ) ∈ {−1, 1} n , W S (x) := i∈S x i and f (S) := 2 −n x∈{−1,1} n f (x)W S (x). For any t ≥ 0, define P t f := S⊆{1,...,n} e −t|S| f (S)W S , and define Lf := S⊆{1,...,n} |S| f (S)W S . Our interest in this paper is in tail spaces. For the case of the uniform measure on {−1, 1} n , we are interested in the linear subspace of all functions satisfying f (S) = 0 for all S with |S| ≤ k. Our interest in understanding such functions follows recent conjectures by Mendel and Naor and by Hatami and Kalai. n → R with Ef W S = 0 for all S ⊆ {1, . . . , n} with |S| < k. Then
In our main result we prove a special case of their conjecture for k = 1: n → R with Ef = 0, for every t > 0,
This proof of the theorem covers all Markov operators satisfying Poincaré inequality. We also show that if we restrict to {−1, 0, 1}-valued functions, then (1) always holds. Theorem 1.2 (Conjecture 1 for {−1, 0, 1}-valued functions). Let 1 < p < ∞ and let f : {−1, 1} n → {−1, 0, 1} with Ef W S = 0 for all S ⊆ {1, . . . , n} with |S| < k. Then for all t > 0, P t f p ≤ e −2tk min(
The constant in Theorem 1.2 for k = 1, which comes from an application of Hölder's inequality, is strictly worse than that of Theorem 1.1 for C = 1. Again the proof of Theorem 1.2 extends to cover P t being any symmetric Markov semigroup as long as f : Ω → {−1, 0, 1} satisfies P t f 2 ≤ e −tk f 2 . Our results in Theorem 1.1 and Theorem 1.2 should be compared to the following result of Mendel-Naor below, which they attributed to P. A. Meyer [15] . n → R with Ef W S = 0 for all |S| < k. Then
The second inequality can be considered a "higher-order" Poincaré inequality, and it follows from the first by writing f = ∞ 0 e −tL Lf dt and then applying the L p ({−1, 1} n ) triangle inequality.
One should also compare our results to the following result of Hino (in a much more general setup) that is also briefly mentioned at the end of the proof of Theorem 1 in [15] .
n → R with Ef = 0, for any t > 0,
The dependence of the constants M(n) and δ(n) on the dimension makes this inequality weaker than the previous two in settings where dimension independent inequalities are desired.
1.2. Poincaré Inequalities. This heat smoothing estimate in Theorem 1.1 is equivalent to the following Poincaré inequality. Theorem 1.5 (Poincaré Inequality). Under the above assumptions for every p ∈ (1, ∞) and every f : {−1, 1} n → R with Ef = 0 there is
The usual Poincaré inequality corresponds to the case p = 2 of Theorem 1.5. Theorem 1.5 should be contrasted with Beckner's Poincaré inequality.
Specifically, Beckner notes that, for t > 0 with e
Fourier analysis. He then adds the hypercontractive inequality [3, 16, 4] to this inequality to prove Theorem 1.6. However, Theorem 1.17 does not seem to follow from hypercontractivity so we need to apply different methods. We recall some standard definitions.
Definition 1.7 (Influences). Let f : {−1, 1} n → {−1, 1} and let i ∈ {1, . . . , n}. Define the i'th influence I i (f ) ∈ R of a function f : {−1, 1} n → {−1, 1} by
where x i , y are i.i.d. uniform random variables on {−1, 1} for all i = 1, . . . , n.
Since the range of a Boolean function is restricted to {−1, 1}, its Fourier coefficients should satisfy some constraints that general real-valued functions with f 2 = 1 do not satisfy. For instance, the influences of a Boolean function could be slightly larger than expected. For example, the non-Boolean function f = (n(n − 1)/2) −1/2 S⊆{1,...,n} : |S|=2 W S satisfies f 2 = 1, where I i f = 2/n for all i = 1, . . . , n. At the opposite extreme, the Boolean function f = W {1,...,n} satisfies f 2 = 1, where I i f = 1 for all i = 1, . . . , n. With these examples in mind, we may be led to believe that Boolean functions have larger influences than arbitrary functions with f 2 = 1. Indeed, Ben-Or and Linial proved the following Proposition, and they conjectured that their bound on influences was the best possible. 
If a function f : {−1, 1} n → {−1, 1} not only has mean zero, but it also has many Fourier coefficients which are zero, it similarly seems that even more special structure should exist within the Fourier coefficients of f . That is, perhaps this function should have a larger influence than a mean zero function. Hatami and Kalai therefore asked the following question, which would improve upon Theorem 1.9. 
Hatami speculated that a positive answer to the question above may help in proving the Entropy Influence Conjecture. Here we prove that the answer to the question is negative by showing that Theorem 1.11 (Question 1.10 for k = log n). There exists 0 < C, c < ∞ such that, for infinitely many n ∈ N, there exists f : {−1, 1} n → {−1, 1} with Ef W S = 0 for all S ⊆ {1, . . . , n} with |S| ≤ c log n such that max i=1,...,n I i f ≤ C(log n)/n.
In other words, there is a phase transition for the maximum influence of Boolean functions with vanishing Fourier coefficients. This phase transition occurs when we require the first k(n) Fourier coefficients to vanish where k(n)/ log n is either bounded or unbounded, as n → ∞. We note that the functions constructed in Theorem 1.11 do not provide a counter example to the Entropy Influence conjecture as their entropy is of the same order as for the standard Tribes function.
We also note that if k = g(n) log n, where g(n) → ∞ then it is trivial to improve the KKL estimate since
With a similar motivation to Question 1.10, Kalai also asked whether or not the following isoperimetric inequality could be improved.
Theorem 1.12 (Harper's Inequality). [17, Theorem 2.39],[5] For any
To see the isoperimetric content of Theorem 1.12, we consider the hypercube {−1, 1} n as the vertices of a graph, where an edge connects (x 1 , . . . , x n ), (y 1 , . . . , y n ) ∈ {−1, 1} n if and only if
n between the sets {x ∈ {−1, 1} n : f (x) = 0} and {x ∈ {−1, 1} n : f (x) = 1}. And the quantity (Ef ) log(1/Ef ) measures the volume of the set {x ∈ {−1, 1} n : f (x) = 1}. If f (x 1 , . . . , x n ) := (x 1 + 1)/2, then equality nearly holds in Theorem 1.12. Note that, in this case, f has Fourier coefficients only of degrees zero and one. It therefore seems sensible that, if f has only Fourier coefficients of higher order, then f will oscillate, so the perimeter of its level sets should be much larger than the volume of its level sets. Kalai therefore asked if the constant 2 in Theorem 1.12 would become large when a large number of Fourier coefficients of the function are zero.
A simplification of the function from Theorem 1.11 shows that Question 1.13 has a negative answer. Theorem 1.14 (Negative Answer to Question 1.13). There exists 0 < C, c < ∞ such that, for infinitely many n ∈ N, there exists f : {−1, 1} n → {0, 1} with Ef W S = 0 for all S ⊆ {1, . . . , n} with 1 ≤ |S| ≤ c log n such that
A less trivial argument allows to extend Talagrand's theorem to tail spaces.
Theorem 1.15 (Talagrand Inequality for Tail Space
Note that the usual form of Talagrand's inequality is obtained by setting k = 0 and substituting f − Ef in place of f on the left side of (3) (which is redundant for k ≥ 1).
We note that while in principle, Theorem 1.15 may indicate that the answer to Question 1.10 is positive, since the usual Talagrand Inequality implies the Kahn-Kalai Linial Theorem 1.9. However, the improvement of Theorem 1.15 over Theorem 1.9 only occurs for k of the form k = g(n) log n where g(n) → ∞ as n → ∞.
1.4. General Setting. Theorem 1.1 and Theorem 1.5 are proven in the following general setup. Let (Ω, 2 Ω , µ) be a finite probability space and let (P t ) t≥0 be a symmetric Markov
. By E we will denote the expectation with respect to the invariant measure µ and f p will stand for (E|f | p ) 1/p . Let us assume additionally that L satisfies the Poincaré inequality with a positive constant C, i.e.
for every f : Ω → R, or equivalently, E(P t f ) 2 ≤ e −2t/C · Ef 2 for every t ≥ 0 and every mean-zero f . Theorem 1.1 is a special case of the following theorem: Theorem 1.16 (Heat Smoothing). Under the above assumptions for every p ∈ (1, ∞) and every f : Ω → R with Ef = 0, for every t > 0,
For Ω = R, p = 4 and dµ = e −x 2 /2 dx/ √ 2π, Theorem 1.17 was proven by P. Cattiaux, as noted in [14] . Theorem 1.5 is a special case of the following result.
Theorem 1.17 (Poincaré Inequality).
Under the above assumptions for every p ∈ (1, ∞) and every f : Ω → R with Ef = 0 there is
After the proof of Theorem 1.16 we briefly discuss how Theorem 1.16 and Theorem 1.17 can be extended to infinite spaces.
1.5. Organization. We prove Theorem 1.16 in Section 2. Theorem 1.17 is then derived as a Corollary in Section 3, where Theorem 1.2 is also shown. Theorem 1.15 is proven in Section 4, and Theorem 1.11 is proven in Section 5.
Poincaré Inequalities
In this section we prove Theorem 1.16 and Theorem 1.17. Let x ∈ R. In what follows, we use the standard notation x + := max(x, 0) and x − := max(−x, 0), so that x = x + − x − and |x| p = x p + + x p − for any x ∈ R and p > 0. Also, for s > 0 we will denote by φ s the function φ s (x) := sign(x) · |x|
Lemma 2.1. Let p > 1, and let X be a real random variable with E |X| p < ∞ and EX = 0. For every p ∈ (1, ∞) \ {2},
Proof. Since EX = 0,
Assume p > 2. Note that Jensen's inequality implies that
Also, by Hölder's inequality,
Applying (7) to X and (−X) separately, exponentiating both sides to the power (2p − 2)/(p − 2), and then adding the results,
Applying (8) to X and (−X) separately, exponentiating both sides to the power −p/(p − 2), and then adding the results,
Finally, multiplying (9) and (10) gives (5), if p > 2. Assume 1 < p < 2. Then (9), (10) and (5) also hold. To see this, we use the following two consequences of Hölder's inequality.
E |X| /2
Applying (11) to X and (−X) separately, exponentiating both sides by the power 2/(2−p), and then adding the results, we obtain (10),
Applying (12) to X and (−X) separately, exponentiating both sides to the power −p/(2 − p), and then adding the results, we obtain (9),
Proof. Without loss of generality, a ≥ b. Define s := p/(p − 2). Since |s| > 1, for every x ≥ 0 we have
. (13) Set x := (1/2) log(a/b) and square the inequality (13) to get
Multiplying both sides of (14) by ab, then adding (a − b) 2 to both sides,
And (15) completes the Lemma.
Lemma 2.3. Let p > 1 and let X be a real random variable such that E |X| p < ∞ and EX = 0. Then
Proof. If p = 2, then both sides are zero. If X = 0 then both sides are zero. So, we may assume p ∈ (1, ∞) \ {2} and X is nonzero on a set of positive measure. In this case, set a := EX 
Proof. Applying the Cauchy-Schwarz inequality,
Proof of Theorem 1.17. Recall that for any g, h : Ω → R we have
and that for x = y there is
Therefore,
Heat Smoothing
We now show that Theorem 1.17 implies Theorem 1.16.
Proof of Theorem 1.16. Note that Ef = 0 implies EP t f = 0 for all t ≥ 0. So, by Theorem 1.17,
Remark 3.1. One easily extends Theorem 1.17 from real-valued functions to f taking values in a Euclidean space, with the same constant. In particular, we get the same statement for complex-valued functions. Indeed, it suffices to apply Theorem 1.16 to f v (x) := f (x), v and average over v's from the unit sphere. Note that | w, v | p averaged over the unit sphere (with respect to the uniform measure) is proportional to w p , and the proportionality constant will cancel out.
A simple analysis of the proof shows that we may strengthen the assertion of Theorem 1.17 to
We have established (in the proof of Lemma 2.2) the estimate κ(p) ≥ | p p−2 |. One can do better, however. For example, there is κ(4) = κ(4/3) = 2 √ 2 and κ(6) = κ(6/5) = 2, so that for every mean-zero f we have
Also, one can easily strengthen the lower bound to κ(p) ≥
. Indeed, for s = p p−2 we have |s| > 1, so that u |s|/2 − u −|s|/2 ≥ |s|(u 1/2 − u −1/2 ) for every u > 1. Squaring this inequality, we get u
which, for p > 1 and mean-zero functions f , yields
In what follows, L is the generator of the standard one-dimensional OrnsteinUhlenbeck semigroup and γ is the standard N (0, 1) Gaussian measure.
For ε > 0, let g ε : R → R be an increasing 2-Lipschitz function, smooth on R \ {0} and such that g ε (x) = x for |x| > ε and g ε = φ 3p/2 on some neighbourhood of zero. Furthermore, let f ε = φ 2/p • g ε . Then f ε is a smooth function and it belongs to the domain of L. We have 
A natural approach is to consider a dense linear subspace of functions {P t h; t > 0, h ∞ < ∞} ⊆ Dom(L) and use (20) to deduce from the Stroock-Varopoulos inequality that for such functions there is φ p/2 (f ) ∈ Dom(L 1/2 ). To conclude the section, we prove Theorem 1.2.
Proof of Theorem 1.2. Recall that
Also, if Ef W S = 0 for all S ⊆ {1, . . . , n} with |S| < k, then for all t > 0,
Let
If 1 < p < 2, then from Hölder's inequality,
Talagrand's Inequality for Tail Space
Proof of Theorem 1.15. The argument follows the one in [11] . Let f : {−1, 1} n → R with Ef W S = 0 for all S ⊆ {1, . . . , n} with |S| < k. Hence P 1/k f 2 ≤ e −1 f 2 and thus
where the last inequality is the usual hypercontractive bound [3, 16, 4] . By Hölder's inequality, for 0 < q < p < 2 we have
Applying this estimate to g = D i f , q = 1 + e −2/k , and p = 1 + e −2t with t ∈ (0, 1/k),
is decreasing on (0, ∞). Therefore
where we have used the fact that
Together with (23) this ends the proof of the first inequality of Theorem 1.15.
Applying (24) to g = D i f , q = 1, and
, the second inequality of Theorem 1.15 easily follows.
The Coding Tribes Function
Recall that in Proposition 1.8 Ben-Or and Linial constructed a Boolean function which is balanced and all of whose influences are O(log n/n). The results of KKL in Theorem 1.9 imply that it is impossible for the maximal influence of a balanced Boolean function to be of lower order. In Question 1.10 Hatami and Kalai asked if the KKL result can be strengthen is the function f satisfies additionally that E[f W S ] = 0 for all S with |S| < k where k(n) → ∞ as n → ∞.
The KKL result in fact implies that balanced Boolean function have influence sum which is Ω(log n). We first note, that by taking the Ben-Or and tribe function f and letting g(x 1 , . . . , x n , y 1 , . . . , y k ) = f (x)y 1 . . . y k , we obtain a function all of whose coefficients up to level k vanish and such that it's sum of influences is O(log n + k). Thus one cannot improve on the KKL sum of influence result unless k/ log n → ∞. In this section we will construct an example of a function all of whose coefficients up to level Ω(log n) vanish and all of whose individual influences are at most O(log n/n) thus proving Theorem 1.11 and answering in the negative Question 1.10.
We denote by L >k ({−1, 1} n ) the space of all functions f : {−1, 1} n → R such that Ef W S = 0 for all S ⊆ {1, . . . , n} with |S| ≤ k. We denote by L >k + ({−1, 1} n ) the space of all functions f : {−1, 1} n → {−1, 1} such that Ef W S = 0 for all S ⊆ {1, . . . , n} with 1 ≤ |S| ≤ k. The difference between the two families is that the latter functions are allowed to have non-zero expectation.
We will use the convention that 1 and −1 map to the logical values TRUE and FALSE, respectively. Thus for x 1 , . . . , x n ∈ {−1, 1}, we have x 1 ∨· · ·∨x n = −1 iff x 1 = · · · = x n = −1 and
Our strategy is to construct a function in L >k + ({−1, 1} n ) with low influences that is almost balanced and then "correct" it so that it has mean zero The basic idea behind the construction is the following: we want to mimic the construction of the tribes function. Recall that the tribe function is given by
In our construction, which we call the Coding Tribes function instead of substituting AND functions into the arguments of an OR function, we will substitute functions in L >k + into the arguments of an OR function.
For example for k = 1, instead of the AND function on r bits we will take the function ALLEQ on r + 1 bits, where ALLEQ(x 1 , . . . , x r+1 ) takes the value 1 exactly if the x i are all 1 or all −1. Clearly the function ALLEQ is in L 
One can choose b so that |Ef | ≤ 2 −m+1 .
Proof. Equation (25) is obvious, and (27) follows from the fact that
Equation (26) is also easy: for x i to be pivotal where i ∈ {dr + 1, dr + 2, . . . (d + 1)r}, we need that the g value of the other x j in the block with j ∈ {dr + 1, dr + 2, . . . , (d + 1)r}, together with either x i = −1 or x i = 1 evaluate to 1.
We will also need the following fact Proposition 5.2. Consider a function of the form:
where
are Boolean functions all taking the values {0, 1} or all taking the val-
Proof. Since we can write F as a multilinear polynomials of its binary inputs, it suffices to show that each product of a subset of the g i is in L >k + . By induction it suffices to show this for two functions which is immediate.
We are particularly interested in the case where g is an indicator of a linear code. Recall that a linear code is a linear subspace of {0, 1}
n , where we treat {0, 1} as the field of two elements. The minimal weight w(C) of a code C is defined by
where (x 1 , . . . , x n ) 1 := n i=1 |x i | is the Hamming weight of x. The dual code of C denoted C ⊥ ⊆ {0, 1} n is given by
Given a code C ⊆ {0, 1} n , we will write g C : {−1, 1} n → {−1, 1} for the following Boolean function
By the MacWilliams identities [13] , see e.g. Proof. The function g will be constructed via the dual of a"good code." It is well known that good codes exist [12] . Such (linear) codes C ⊆ {0, 1} m ′ have the following properties (where δ is independent of m ′ ).
•
and by Proposition
Setting γ = max(4, δ −1 ), the proof follows.
Propositions 5.1 and 5.4 are already enough to prove that Harper's inequality cannot be improved for tail spaces.
Proof of Theorem 1.14. Let b = 1 in Proposition 5.1 and use g from Proposition 5.4. Setting n := ⌈γm⌉ we get g :
, and Ef = 1/2 + Eh/2 = P(g = 1). From Proposition
Substituting g from Proposition 5.4 into Propositions 5.1 and 5.2, and letting n = mb, where b is chosen so that E[f ] is as close to 0 as possible (so that m = O(log n)), we obtain: Theorem 5.5. There exist a family of Boolean functions f = f n : {−1,
• |Ef | ≤ O((log n)/n).
We now wish to find similar functions that have zero mean.
Corollary 5.6. There exist a family of functions g = g n : {−1,
• For all i ∈ {1, . . . , n}, I i (g) ≤ O(log n/n).
• P[g = 1] = 1/4 − O((log n)/n), P[g = −1] = 1/4 − O((log n)/n).
Proof. Let f from Theorem 5.5 and define g(x 1 , . . . , x n , y 1 , . . . , y n ) := 1 2 (f (x 1 , . . . , x n ) − f (y 1 , . . . , y n )).
With a little more work we can construct functions with the desired properties taking only values 0 and 1. For this we note that Proposition 5.4 implies the following:
Corollary 5.7. There exists a constant and γ > 1 such that for every n, there exists a function g : {−1, 1} γn → {0, 1} with g ∈ L >n + and P[g = 1] = 2 −n−d for some nonnegative integer d. Moreover, g has the following property: For y ∈ {−1, 1} γn , write g y (x) = g(y 1 x 1 , . . . , y n x n ). Then for all y, y ′ ∈ {−1, 1} γn we either have g y = g y ′ or the function g y g y ′ is identically 0.
Proof. Let h be the function from Proposition 5.4 and let g = 1 (h=1) = (h + 1)/2. Then all the stated properties but the last one clearly hold if γ is large enough. The last property follows from the fact that cosets of linear codes are either identical or disjoint.
Lemma 5.8. The exists a constant γ > 1, such that the following holds. Let 0 ≤ t < 2 n , t ∈ Z. Then there exists a function f : {−1, 1} γn → {0, 1} such that Ef = t/2 n and f ∈ L • For all i ∈ {1, . . . , n}, I i (G) ≤ O((log n)/n). 
and such that h is in L >n + ({−1, 1} γn ). Let G : {−1, 1} γn+n → {−1, 1} be a function of the x and y given by:
Then clearly G(x, y) ∈ L m + ({−1, 1} ⌈γn⌉+n ) and moreover Eg = 0 by (28). so we have G ∈ L m ({−1, 1} ⌈γn⌉+n ). Finally, since f (x) and g 0 (x) have all of their influences O((log n)/n) the same is true for all of the x variables in g. Moreover, a y variables can be influential iff g 0 (x) = 1. Therefore the influence of all of the y variables is also O((log n)/n). The proof follows.
