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DIMENSION REDUCTION FOR ANISOTROPIC BOSE-EINSTEIN
CONDENSATES IN THE STRONG INTERACTION REGIME
WEIZHU BAO, LOÏC LE TREUST, AND FLORIAN MÉHATS
Abstract. We study the problem of dimension reduction for the three dimen-
sional Gross-Pitaevskii equation (GPE) describing a Bose-Einstein condensate
confined in a strongly anisotropic harmonic trap. Since the gas is assumed to be
in a strong interaction regime, we have to analyze two combined singular limits:
a semi-classical limit in the transport direction and the strong partial confine-
ment limit in the transversal direction. We prove that both limits commute
together and we provide convergence rates. The by-products of this work are
approximated models in reduced dimension for the GPE, with a priori estimates
of the approximation errors.
1. Introduction and main results
In this paper, we study dimension reduction for the three-dimensional Gross-
Pitaevskii equation (GPE) modeling Bose-Einstein condensation [1, 10, 13]. In
contrast with the existing literature on this topic [9, 8, 7], we will not assume that
the gas is in a weak interaction regime.
Based on the mean field approximation [19, 18, 15], the Bose-Einstein condensate
is modeled by its wavefunction Ψ := Ψ(t,x) satisfying the GPE written in physical
variables as
i~∂tΨ = −
~
2
2m
∆Ψ+ V (x)Ψ +Ng|Ψ|2Ψ, (1.1)
where ∆ is the Laplace operator, V (x) denotes the trapping harmonic potential,
m > 0 is the mass, ~ is the Planck constant, g = 4pi~
2as
m describes the interaction
between atoms in the condensate with the s-wave scattering length as and N de-
notes the number of particules in the condensate. The wave function is normalized
according to ∫
|Ψ(t,x)|2dx = 1.
1.1. Scaling assumptions. We assume that the harmonic potential is strongly
anisotropic and confines particles from dimension n + d to dimension n. In appli-
cations, we will have n + d = 3 and, either n = 2 for disk-shaped condensates, or
n = 1 for cigar-shaped condensates. We shall denote x = (x, z), where x ∈ Rn
denotes the variable in the confined direction(s) and z ∈ Rd denotes the variable in
the transversal direction(s). The harmonic potential reads [3, 20, 21]
V (x) =
m
2
(
ω2x|x|
2 + ω2z |z|
2
)
where ωz ≫ ωx. We introduce the two dimensionless parameters
ε =
√
ωx/ωz, β =
4πNas
a0
,
1
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where the harmonic oscillator length is defined by [3, 20, 21]
a0 =
(
~
mωx
)1/2
.
Let us rewrite the GPE (1.1) in dimensionless form. For that, we introduce the
new variables t˜, x˜, z˜ and the associated unknown Ψ˜ defined by [3, 20, 21]
t˜ = ωxt, x˜ =
x
a0
, z˜ =
z
a0
, Ψ˜(t˜, x˜, z˜) = a
(n+d)/2
0 Ψ(t, x, z).
The dimensionless GPE equation reads [3, 20, 21]
i∂t˜Ψ˜ = −
1
2
∆Ψ˜ +
1
2
(
|x˜|2 +
1
ε4
|z˜|2
)
Ψ˜ + β|Ψ˜|2Ψ˜. (1.2)
In order to observe the condensate at the correct space scales, we will now proceed
to a rescaling in x and z. Let us define
α = ε2d/nβ−2/n, (1.3)
and set
t′ = t˜, z′ =
z˜
ε
, x′ = α1/2x˜,
which means that the typical length scales of the dimensionless variables are ε in the
z-direction and α−1/2 in the x-direction. The wavefunction is rescaled as follows:
Ψε,α(t′, x′, z′) := εd/2α−n/4Ψ˜(t˜, x˜, z˜)eit˜d/2ε
2
.
Notice that the L2 norm of Ψε,α is left invariant by this rescaling, so we still have∫
Rn+d
|Ψε,α(t, x, z)|2dxdz = 1.
We end up with the following rescaled GPE (for simplicity we omit the primes on
the variables):
iα∂tΨ
ε,α =
α
ε2
HzΨ
ε,α −
α2
2
∆xΨ
ε,α +
|x|2
2
Ψε,α + α|Ψε,α|2Ψε,α (1.4)
where the transversal Hamiltonian is
Hz := −
1
2
∆z +
|z|2
2
−
d
2
and the scaling assumptions are
α≪ 1 and ε≪ 1.
The spectrum of Hz is the set of integers N, its ground state (associated to the
eigenvalue 0) is ω0(z) = π
−d/4e−|z|
2/2.
The dimension reduction of the GPE (1.2) from three dimensions (3D) to lower
dimensions was studied formally in [5, 6] and numerically in [4] for fixed β when
ε → 0. The mathematical rigorous justification for this dimension reduction was
given in [9, 8, 7, 2] for α = 1 and ε ≪ 1 in (1.4) so that β = εd ≪ 1 in (1.2),
which corresponds to a weak interaction regime in the GPE (1.2). However, it is an
open problem to justify mathematically the dimension reduction of the GPE (1.2)
in the strong interaction regime, i.e. for fixed β when ε → 0. The key difficulty
is due to that the energy associated to the reduced GPE in lower dimensions is
unbounded when ε→ 0 [5, 3]. In this paper, we study the strong interaction regime
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by adapting a proper re-scaling. This amounts to considering simultaneously the
strong confinement limit and the semi-classical limit for the solution Ψε,α to (1.4)
as ε → 0 and α → 0. Note that β = εdα−n/2 may tend to every constants γ ∈ R+
and even to +∞.
Our key mathematical assumption will be that the wavefunction Ψε,α at time
t = 0 is under the WKB form:
Ψε,α(0, x, z) = Ψαinit(x, z) := A0(x, z)e
iS0(x)/α, ∀(x, z) ∈ Rn+d. (1.5)
Here A0 is a complex-valued function and S0 is real-valued.
Remark 1.1. With respect to the small parameter α, Eq. (1.4) is in a semiclassical
regime which is usually referred to as "weakly nonlinear geometric optics", see [11].
The more singular regime
iα∂tΨ =
α
ε2
HzΨ−
α2
2
∆xΨ+
|x|2
2
Ψ + |Ψ|2Ψ (1.6)
would correspond to the choice
α =
(
εdβ−1
) 2
n+2
,
instead of the choice α =
(
εdβ−1
) 2
n that we have made in (1.3). Hence, the differ-
ence between these two regimes lies in the assumption on the initial wavefunction:
in the regime (1.4) studied here, the wavefunction is assumed to have a broader
extension in the x direction than in the more singular regime (1.6).
1.2. Heuristics. In the section, we derive formally the limiting behavior of the
solution of (1.4). We have the choice to first let ε → 0 (strong confinement limit),
then α→ 0 (semiclassical limit), or to exchange these two limits: first α→ 0, then
ε→ 0. Our main result, stated in the next section, will be that in fact both limits
commute together: the limit is valid as ε and α converge independently to zero.
a) Strong confinement limit first, then semiclassical limit. Following [8], in order to
analyze the strong partial confinement limit, it is convenient to begin by filtering
out the fast oscillations at scale ε2 induced by the transveral Hamiltonian. To this
aim, we introduce the new unknown
Φε,α(t, ·) = eitHz/ε
2
Ψε,α(t, ·).
It satisfies the equation
iα∂tΦ
ε,α = −
α2
2
∆xΦ
ε,α +
|x|2
2
Φε,α + αF
(
t
ε2
,Φε,α
)
where the nonlinear function is defined by
F (θ,Φ) = eiθHz
(∣∣e−iθHzΦ∣∣2 e−iθHzΦ) . (1.7)
A fundamental remark is that for all fixed Φ, the function θ 7→ F (θ,Φ) is 2π-
periodic, since the spectrum of Hz only contains integers. For any fixed α > 0,
Ben Abdallah et al. [8, 7] proved by an averaging argument that we have Φε,α =
Φ0,α +O(ε2), where Φ0,α solves the averaged equation
iα∂tΦ
0,α = −
α2
2
∆xΦ
0,α +
|x|2
2
Φ0,α + αFav(Φ
0,α), Φ0,α(t = 0) = Ψαinit (1.8)
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where Fav is the averaged vector field
Fav(Φ) =
1
2π
∫ 2pi
0
F (θ,Φ)dθ. (1.9)
Now we can proceed to the second limit α→ 0. As we said in Remark 1.1, (1.8) is
written in the semi-classical regime of "weakly nonlinear geometric optics", which
can be studied by a WKB analysis. Here we are only interested in the limiting
model, so in the first stage of the WKB expansion. Let us introduce the solution
S(t, x) of the eikonal equation
∂tS +
|∇xS|
2
2
+
|x|2
2
= 0, S(0, x) = S0(x) (1.10)
and, again, filter out the oscillatory phase of the wavefunction by setting
A0,α = e−iS(t,x)/α Φ0,α.
This function A0,α(t, x, z) satisfies
∂tA
0,α +∇xS · ∇xA
0,α +
1
2
A0,α∆xS = i
α
2
∆xA
0,α − iFav(A
0,α), (1.11)
with the initial data
A0,α(0, x, z) = A0(x, z).
As long as the phase S(t, x) remains smooth, i.e. before the formation of caustics
in the eikonal equation, we expect to have A0,α = A+O(α), where A(t, x, z) solves
the limiting transport equation
∂tA+∇xS · ∇xA+
1
2
A∆xS = −iFav(A), A(0, x, z) = A0(x, z). (1.12)
To summarize, the solution Ψε,α of (1.4) is expected to behave as
Ψε,α(t, x, z) = e−itHz/ε
2
eiS(t,x)/αA(t, x, z) +O(ε2) +O(α). (1.13)
b) Semiclassical limit first, then strong confinement limit. Coming back to the GPE
(1.4), let us first proceed to the semiclassical limit α→ 0. We define
Aε,α = eitHz/ε
2
e−iS(t,x)/αΨε,α, (1.14)
where S(t, x) is still the solution of the eikonal equation (1.10). A direct computation
shows that this function satisfies the equation
∂tA
ε,α +∇xS · ∇xA
ε,α +
1
2
Aε,α∆xS = i
α
2
∆xA
ε,α − iF
(
t
ε2
, Aε,α
)
, (1.15)
Aε,α(0, x, z) = A0(x, z),
where F is still defined by (1.7). For all fixed ε, we can expect that, as α → 0, we
have Aε,α = Aε,0 +O(α), where Aε,0 solves the equation
∂tA
ε,0 +∇xS · ∇xA
ε,0 +
1
2
Aε,0∆xS = −iF
(
t
ε2
, Aε,0
)
, (1.16)
Aε,0(0, x, z) = A0(x, z).
The last step consists in letting ε → 0 in this equation (strong confinement limit),
which amounts to average out the oscillatory nonlinear term in (1.16). This step
yields the limiting equation (1.12), and we have Aε,0 = A+O(ε2).
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Remark 1.2. A key point here in this analysis is that the nonlinearities F and Fav
are gauge invariant i.e. for all U ∈ L2(Rn+d) and for all t, we have
F (t, UeiS/α) = F (t, U)eiS/α, Fav(Ue
iS/α) = Fav(U)e
iS/α.
1.3. Main results. Our main contribution is to prove rigorously the limit of the
coupled averaging and semi-classical limits as ε→ 0 and α→ 0 independently and
to prove the estimate (1.13). It is natural – and equivalent as long as the phase
S(t, x) is well defined and is smooth – to work with the function Aε,α defined by
(1.14).
1.3.1. Existence, uniqueness and uniform boundedness results. Let us make precise
our functional framework. For wavefunctions, we will use the scale of Sobolev spaces
adapted to quantum harmonic oscillators:
Bm(Rn+d) := {u ∈ Hm(Rn+d) such that (|x|m + |z|m)u ∈ L2(Rn+d)}
for m ∈ N. For the phase S, we will use the space of subquadratic functions, defined
by
SQk(R
n) = {f ∈ Ck(Rn;R)) such that ∂κxf ∈ L
∞(Rn), for all 2 ≤ |κ| ≤ k}.
where k ∈ N, k ≥ 2. In the following theorem, we give existence and uniqueness
results for equations (1.10), (1.11), (1.12), (1.15) and (1.16) as well as uniform
bounds on the solutions.
Theorem 1.3. Let A0 ∈ B
m(Rn+d) and S0 ∈ SQs+1(R
n), where m > n+d2 + 2 and
s ≥ m+ 2. Then the following holds:
(i) There exists T > 0 such that the eikonal equation (1.10) admits a unique
solution S ∈ C([0, T ]; SQs(R
n)) ∩ Cs([0, T ] × Rn).
(ii) There exists T ∈ (0, T ] independent of ε and α such that the solutions Aε,α,
A0,α, Aε,0 and A of, respectively, (1.15), (1.11), (1.16) and (1.12), are uniquely
defined in the space
C([0, T ];Bm(Rn+d)) ∩C1([0, T ];Bm−2(Rn+d)).
(iii) For all (ε, α) ∈ (0, 1]2, the functions Aε,α, A0,α, Aε,0, A are uniformly bounded
in
C([0, T ];Bm(Rn+d)) ∩C1([0, T ];Bm−2(Rn+d)).
1.3.2. Study of the limits α→ 0 and ε→ 0. We are now able to study the behavior
of Aε,α as ε→ 0 and α→ 0.
Theorem 1.4. Assume the hypothesis of Theorem 1.3 true. Then, for all (ε, α) ∈
(0, 1]2, we have the following bounds:
(i) Averaging results:
‖Aε,α −A0,α‖L∞([0,T ];Bm−2(Rn+d)) ≤ Cε
2 (1.17)
and
‖Aε,0 −A‖L∞([0,T ];Bm−2(Rn+d)) ≤ Cε
2. (1.18)
(ii) Semi-classical result:
‖Aε,α −Aε,0‖L∞([0,T ];Bm−2(Rn+d)) ≤ Cα (1.19)
and
‖A0,α −A‖L∞([0,T ];Bm−2(Rn+d)) ≤ Cα. (1.20)
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(iii) Global result:
‖Aε,α −A‖L∞([0,T ];Bm−2(Rn+d)) ≤ C(ε
2 + α). (1.21)
The constant C here does not depend on α and ε. These estimates can be summa-
rized in the following diagram:
Aε,α
O(ε2)
//
O(α)

O(α+ε2)
!!❉
❉
❉
❉
❉
❉
❉
❉
❉
❉
❉
❉
❉
❉
❉
❉
❉
❉
A0,α
O(α)

Aε,0
O(ε2)
// A
Coming back to the original unknown, our theorem can be expressed in terms of
Gross-Pitaevskii equations.
Corollary 1.5. Under the assumptions of Theorem 1.3, the solution Ψε,α of (1.4),
(1.5) satisfies∥∥∥e−iS/α (Ψε,α − e−itHz/ε2Φα)∥∥∥
L∞([0,T ];Bm−2(Rn+d))
≤ Cε2,
where Φα solves the Gross-Pitaevskii equation in reduced dimension (1.8). Moreover,
we have ∥∥∥e−iS/α Φα −A∥∥∥
L∞([0,T ];Bm−2(Rn+d))
≤ Cα,
where A solves the transport equation (1.12). The constant C here is independent
of ε ∈ (0, 1] and α ∈ (0, 1].
Remark 1.6. For any fixed α > 0, the previous Corollary implies the result of Ben
Abdallah et al. [7, 8] with the same rate of convergence ε2.
Remark 1.7. An interesting physical case corresponds to initial data polarized on
the first eigenmode ω0(z) of the confinement Hamiltonian Hz. Assume that the
Cauchy condition in (1.5) takes the form
Ψε,α(0, x, z) = Ψαinit(x, z) = a0(x)e
iS0(x)/αω0(z). (1.22)
Then the solution Φα of the Gross-Pitaevskii equation (1.8) in reduced dimension
remains polarized on ω0: we have
Φα(t, x, z) = ϕα(t, x)ω0(z)
and ϕα(t, x) solves the equation
iα∂tϕ
α = −
α2
2
∆xϕ
α +
|x|2
2
ϕα +
α
(2π)d/2
|ϕα|2ϕα, ϕα(0, x) = a0(x)e
iS0(x)/α.
Moreover, the solution A of the limiting transport equation (1.12) takes the form
A(t, x, z) = a(t, x)ω0(z),
where a(t, x) solves the equation
∂ta+∇xS · ∇xa+
1
2
a∆xS = −
i
(2π)d/2
|a|2a, a(0, x) = a0(x).
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The sequel of this article is devoted to the proofs of our two theorems. In Section
2.2, we prove Theorem 1.3 and in Section 3, we prove Theorem 1.4.
2. Proof of Theorem 1.3: well-posedness and uniform estimates
This section is devoted to the proof of Theorem 1.3. We first prove the local in
time well-posedness of the eikonal equation (Proposition 2.2). Then we prove the
local in time well-posedness of the four equations (1.15), (1.11), (1.16) and (1.12), as
well as uniform bounds (Proposition 2.8). Theorem 1.3 is then a direct consequence
of these two Propositions 2.2 and 2.8.
2.1. Solving the eikonal equation. We seek a solution of equation (1.10), where
S0 ∈ SQs+1(R
n), for s ≥ 2.
Example 2.1. If S0 = 0, the function defined by
S : (t, x) ∈ (−π/2, π/2) × Rn 7→ −
1
2
|x|2 tan t
is the regular solution of equation (1.10). Let us remark that S is not globally defined
in time.
Following [11], we use the method of characteristics to find a regular solution to
(1.10). The characteristic equations associated with this Hamilton-Jacobi equation
are 

∂tx(t, y) = ξ(t, y), x(0, y) = y,
∂tξ(t, y) = −x(t, y), ξ(0, y) = ∇xS0(y),
∂tz(t, y) =
|ξ(t, y)|2
2
−
|x(t, y)|2
2
, z(0, y) = S0(y)
(see for instance [16, Section 3.2.5]).
The two first lines form a closed system of equations which are called Hamilton’s
equations. The solution is unique, belongs to Cs(R× Rn;R2n) and is given by(
x(t, y)
ξ(t, y)
)
=
(
y cos(t) +∇xS0(y) sin(t)
−y sin(t) +∇xS0(y) cos(t)
)
.
Let us define the Jacobian determinant J ∈ Cs−1(R× Rn;R) by
Jt(y) = det∇yx(t, y) = det(In cos(t) +∇
2
xxS0(y) sin(t))
where In is the identity matrix of R
n. Since S0 is subquadratic, there exists T > 0
and C > 0 such that
1
C
< Jt(y) < C, |∂
κ
yx(t, y)| ≤ C for all t ∈ [0, T ], y ∈ R
n and |κ| = 1, 2.
By Schwartz’s global inversion theorem [23, 14], y 7→ x(t, y) is a Cs-diffeomorphism
of Rn. Let us denote by y(t, ·) its inverse function so that S is defined for all t ∈ [0, T ]
and x ∈ Rn by
S(t, x) = z(t, y(t, x)).
We obtain then the following Proposition, see [16] for details:
Proposition 2.2. If S0 ∈ SQs+1(R
n) with s ≥ 2, there exists T > 0 such that the
eikonal equation (1.10) admits a unique solution S ∈ C([0, T ]; SQs(R
n))∩Cs([0, T ]×
R
n).
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2.2. Well-posedness results and uniform estimates. Let us introduce the non-
negative essentially self-adjoint operator Λmz := (1 + Hz)
m/2 on L2(Rn+d) whose
domain is D(Λmz ) = L
2(Rn)⊗Bmz (R
d), where
Bmz (R
d) := {u ∈ Hm(Rd) : |z|mu ∈ L2(Rd)}.
The space Bm(Rn+d) is endowed with the norm
‖u‖2Bm :=
∑
|κ|≤m
‖∂κxu‖
2
L2 + ‖|x|
mu‖2L2 + ‖Λ
m
z u‖
2
L2 .
We will use the L2 real scalar product defined by
(u, v) = Re
∫
Rn+d
u(x, z)v(x, z)dxdz
and we shall denote
(u, v)Bm =
∑
|κ|≤m
(∂κxu, ∂
κ
xv) + (|x|
mu, |x|mv) + (Λmz u,Λ
m
z v) .
Remark 2.3. Theorem VIII.33 of [22] ensures that if Λ is an essentially self-adjoint
operator on the Hilbert space H1 of domain D(Λ) and H2 is another Hilbert space,
then Λ⊗I is essentially self-adjoint on H1⊗H2 with domain D(Λ⊗I) = D(Λ)⊗H2;
here I is the identity of H2.
Remark 2.4. Let us stress that showing that the domain of the self-adjoint operator
H
m/2
z of L2(Rd) is Bm(Rd) is a delicate point. It can be shown [17] that the following
norms Nm1 , and N
m
2 defined for u ∈ C
∞
0 (R
d) by
Nm1 (u) = ‖Λ
m
z u‖L2(Rd),
Nm2 (u) = ‖u‖Hm(Rd) + ‖|z|
mu‖L2(Rd)
are equivalent. In the sequel, we will also make frequent use of the estimate
‖|x|k∂κz u‖L2 ≤ CN
m
1 (u), for all u ∈ C
∞
0 (R
d) and k + |κ| ≤ m.
Ben Abdallah et al. generalized these results for a more general class of confining
potential using Weyl-Hörmander calculus in [8].
As an immediate consequence, we get the following tame estimate for m ≥ 0. Let
G : C→ C be a smooth function such that G(0) = 0, then for all u ∈ Bm(Rn+d) ∩
L∞(Rn+d), we have G(u) ∈ Bm(Rn+d) ∩ L∞(Rn+d) and
‖Λmz G(u)‖L2 ≤ C (‖u‖L∞) ‖Λ
m
z u‖L2 (2.1)
where C : [0,∞[→ [0,∞[ (see [8, Proposition 2.5], [12, Lemma 4.10.2] or [11, Lemma
1.24]).
Remark 2.5. Assuming that m > n+d2 , we get that
Bm(Rn+d) →֒ Hm(Rn+d) →֒ L∞(Rn+d),
and Bm(Rn+d) is an algebra.
The proof of uniform well-posedness for the four equations (1.15), (1.11), (1.16)
and (1.12) will be based on the following lemma concerning a non-homogeneous
linear equation (2.2) with a given source term R.
Lemma 2.6. Let us assume that for some m > 2, s ≥ m+ 2 and T > 0, we have
DIMENSION REDUCTION FOR GPE 9
(i) a0 ∈ B
m(Rn+d),
(ii) S ∈ C([0, T ]; SQs(R
n)) ∩ Cs([0, T ] × Rn) solves the eikonal equation (1.10),
(iii) R ∈ C([0, T ];Bm(Rn+d)).
Then, for all α ∈ [0, 1], there exists a unique solution a ∈ C([0, T ];Bm(Rn+d)) ∩
C1([0, T ];Bm−2(Rn+d)) to the following equation:
∂ta+∇xS · ∇xa+
a
2
∆xS = i
α
2
∆xa+R, a(0, x, z) = a0(x, z). (2.2)
Moreover for all t ∈ [0, T ], a satisfies the estimates
‖a(t)‖2Bm ≤ ‖a0‖
2
Bm + C
∫ t
0
‖a(s)‖2Bm ds +
∫ t
0
(a(s), R(s))Bm ds (2.3)
≤ ‖a0‖
2
Bm + C
∫ t
0
(
‖a(s)‖2Bm + ‖R(s)‖
2
Bm
)
ds (2.4)
where C is a generic constant which depends only on m and on
sup
2≤|κ|≤s
‖∂κxS‖L∞([0,T ]×Rn).
Proof. We first prove the result for 0 < α ≤ 1 and treat the case α = 0 in a second
step. Let us start with a few preliminary remarks. From assumption (ii), we deduce
that |∇xS(t, x)| ≤ C(1 + |x|) and that, for all 2 ≤ k ≤ m, we have the equivalences
u ∈ C([0, T ];Bk(Rn+d))⇐⇒ ueiS/α ∈ C([0, T ];Bk(Rn+d))
and
u ∈ C1([0, T ];Bk−2(Rn+d))⇐⇒ ueiS/α ∈ C1([0, T ];Bk−2(Rn+d)).
Moreover, a direct calculation using the fact that S solves the eikonal equation shows
that a function a ∈ C([0, T ];B2(Rn+d))∩C1([0, T ];L2(Rn+d)) is a strong solution of
(2.2) if, and only if Ψ = aeiS/α is a strong solution of the non-homogeneous linear
GPE
iα∂tΨ = −
α2
2
∆xΨ+
|x|2
2
Ψ + iαR eiS/α, Ψ(0, x, z) = a0(x, z)e
iS0(x)/α. (2.5)
Note that ReiS/α ∈ C([0, T ];Bm(Rn+d)) and that a0e
iS0/α ∈ Bm. Therefore, stan-
dard results on Schrödinger equations [12] give the existence and uniqueness of the
strong solution Ψ ∈ C([0, T ];Bm(Rn+d)) ∩ C1([0, T ];Bm−2(Rn+d)) to (2.5). This
solution can be expressed in terms of the Duhamel formula
Ψ(t) = e−itHx
(
a0e
iS0/α
)
+
∫ t
0
e−i(t−τ)Hx
(
R(τ)eiS(τ)/α
)
dτ,
where Hx = −
α2
2 ∆x +
|x|2
2 . This proves the well-posedness of (2.2) for 0 < α ≤ 1.
Let us now prove the estimate (2.3). Applying ∂κx to equation (2.2), where |κ| ≤
m, yields
∂t∂
κ
xa+∇xS · ∇x∂
κ
xa− [∇xS · ∇x, ∂
κ
x ]a+ ∂
κ
x
(a
2
∆xS
)
= i
α
2
∆x∂
κ
xa+ ∂
κ
xR.
Take the L2 real scalar product of this equation with ∂κxa. Since i∆x is skew-
symmetric, we get that
1
2
d
dt
‖∂κxa‖
2
L2 + (∂
κ
xa,∇xS · ∇x∂
κ
xa) = (∂
κ
xa,R1 +R2 + ∂
κ
xR) ,
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where R1 = [∇xS · ∇x, ∂
κ
x ]a and R2 = −∂
κ
x
(
a
2∆xS
)
. We have by an integration by
part that
|(∂κxa,∇xS · ∇x∂
κ
xa)| =
1
2
|(∆xS ∂
κ
xa, ∂
κ
xa)| .
We recall that S ∈ C([0, T ], SQs) with s ≥ m+ 2, hence all the derivatives of ∆xS
up to the order m are bounded, so that
|(∂κxa,∇xS · ∇x∂
κ
xa)| ≤ C‖a‖
2
Bm
and
‖R2‖L2 ≤ C‖a‖Bm .
Let us now remark that the commutator [∇xS · ∇x, ∂
κ
x ]a is only composed of differ-
ential operators of order ≤ m multiplied by L∞ functions, since S is subquadratic.
Hence, we get
‖R1‖L2 ≤ C‖a‖Bm .
It comes finally
1
2
d
dt
‖∂κxa‖
2
L2 ≤ C‖a‖
2
Bm + (∂
κ
xa, ∂
κ
xR) . (2.6)
Applying now the operator Λmz to (2.2) yields (recall that S does not depend on
z)
∂tΛ
m
z a+∇xS · ∇xΛ
m
z a+ Λ
m
z
(a
2
∆xS
)
= i
α
2
∆xΛ
m
z a+Λ
m
z R.
Hence, taking the L2 real scalar product with Λmz a gives, after integrations by parts,
1
2
d
dt
‖Λmz a‖
2
L2 = (Λ
m
z a, ∂
κ
xR) . (2.7)
Let us finally apply the operator |x|m to (2.2). We get that
∂t (|x|
ma) +∇xS · ∇x(|x|
ma) +
|x|ma
2
∆xS =[∇xS · ∇x, |x|
m]a+
iα
2
∆x (|x|
ma)
+
iα
2
[|x|m,∆x]a+ |x|
mR. (2.8)
Since S is subquadratic, we have
‖[∇xS · ∇x, |x|
m]a‖L2 = m‖|x|
m−2x · ∇xS a‖L2 ≤ C‖ (1 + |x|
m) a‖L2 ≤ C‖a‖Bm
and we compute also
‖[|x|m,∆x]a‖L2 = ‖∆x(|x|
m)a+ 2∇x(|x|
m) · ∇xa‖L2
≤ C‖|x|m−2a‖L2 + C‖|x|
m−1∇xa‖L2 ≤ C‖a‖Bm .
Taking the L2 real scalar product of (2.8) with |x|ma, we get
1
2
d
dt
‖|x|ma‖2L2 ≤ C‖a‖
2
Bm + (|x|
ma, |x|mR) . (2.9)
Finally, from (2.6), (2.7) and (2.9), we deduce (2.3) for 0 < α ≤ 1. From (2.3) and
Cauchy-Schwarz, we obtain then the second estimate (2.4). Note that the above
calculations are rigorous only if we know a better regularity for a, for instance a ∈
C([0, T ];Bm+2(Rn+d))∩C1([0, T ];Bm(Rn+d)). A standard regularization argument,
that we skip here, enables to fully justify this proof.
Let us now prove the result in the case α = 0. To this aim, we consider a
regularized sequence aδ0, S
δ, Rδ, where δ > 0 is a regularization parameter, such
that
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(i)’ aδ0 ∈ B
m+2(Rn+d) and ‖aδ0 − a0‖Bm → 0 as δ → 0,
(ii)’ Sδ ∈ C([0, T δ ]; SQs+2(R
n)) ∩ Cs+2([0, T δ ] × Rn) solves the eikonal equation
(1.10), ‖Sδ − S‖Cs → 0 as δ → 0 and T
δ → T ,
(iii)’ Rδ ∈ C([0, T ];Bm+2(Rn+d)) and ‖Rδ −R‖L∞([0,T ];Bm) → 0 as δ → 0.
Note that, to construct Sδ, we need to regularize the associated initial data S0,
which may make the existence time T depend on δ.
We consider a sequence (αn)n∈N of positive numbers converging to 0 and denote
by (aδn)n∈N the sequence of solutions of
∂ta
δ
n +∇xS
δ · ∇xa
δ
n +
aδn
2
∆xS
δ = i
αn
2
∆xa
δ
n +R
δ, aδn(0, x, z) = a
δ
0(x, z).
In a first step, we consider δ > 0 as fixed. From (2.4) and Gronwall’s lemma, we
infer
max
0≤t≤T δ
∥∥∥aδn(t)∥∥∥2
Bm+2
≤
(∥∥∥aδ0∥∥∥2
Bm+2
+CT δ‖Rδ‖2L∞([0,T δ];Bm+2)
)
eCT
δ
,
so this sequence (aδn)n∈N is uniformly bounded in C([0, T
δ ];Bm+2(Rn+d)). Moreover,
we have
∂t(a
δ
p−a
δ
q)+∇xS
δ ·∇x(a
δ
p−a
δ
q)+
(aδp − a
δ
q)
2
∆xS
δ = i
αq
2
∆x(a
δ
p−a
δ
q)+i
αp − αq
2
∆xa
δ
p.
(2.10)
Applying again (2.4) with R replaced by i
αp−αq
2 ∆a
δ
p ∈ C([0, T
δ ];Bm(Rn+d)) and
a0 = 0 gives
‖aδp(t)− a
δ
q(t)‖
2
Bm ≤ Cδ(αp − αq)
2 + Cδ
∫ t
0
(
‖aδp(s)− a
δ
q(s)‖
2
Bm
)
ds
and Gronwall’s lemma implies that
max
0≤t≤T δ
‖aδp(t)− a
δ
q(t)‖
2
Bm ≤ Cδ(αp − αq)
2.
Hence, (aδn)n∈N is a Cauchy sequence of C([0, T
δ ];Bm(Rn+d)). Inserting this infor-
mation in (2.10) yields that it is also a Cauchy sequence of C1([0, T δ ];Bm−2(Rn+d)).
Therefore, as n→ +∞, this sequence converges to a function
aδ ∈ C([0, T δ ];Bm(Rn+d)) ∩ C1([0, T δ ];Bm−2(Rn+d))
which solves
∂ta
δ +∇xS
δ · ∇xa
δ +
aδ
2
∆xS
δ = Rδ, aδ(0, x, z) = aδ0(x, z). (2.11)
Let us now proceed to the limit δ → 0. Using (2.4) for (2.11) (remark that the
above proof of this estimate is valid also for α = 0) enables to show that aδ is a
Cauchy sequence in C([0, T ];Bm(Rn+d))∩ C1([0, T ];Bm−2(Rn+d)) and converges to
a function a which satisfies (2.2) with α = 0. The estimates (2.3) and (2.4) are
also valid for this function a. Remark that the uniqueness of the solution a also
stems from the estimate (2.4) (written for the difference between two solutions) and
Gronwall’s lemma. 
In order to prove the uniform well-posedness of the four nonlinear equations
(1.15), (1.11), (1.12) and (1.16), we will need the following Lipschitz estimates for
g : u 7→ |u|2u, F (θ, ·) defined by (1.7) and Fav defined by (1.9).
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Lemma 2.7. For all m > n+d2 and M > 0, there is a nondecreasing function
M 7→ Cm(M) > 0 such that
‖g(u) − g(v)‖Bm ≤ Cm(M)‖u − v‖Bm
‖Fav(u)− Fav(v)‖Bm ≤ Cm(M)‖u − v‖Bm
‖F (θ, u)− F (θ, v)‖Bm ≤ Cm(M)‖u− v‖Bm ,
for all u, v ∈ Bm(Rn+d) satisfying ‖u‖Bm ≤M , ‖v‖Bm ≤M and for all θ ∈ R.
Proof. The first inequality is already given in [8, 17]. Using that e−iθHz is an
isometry on Bm, we get that
‖F (θ, u)− F (θ, v)‖Bm =
∥∥∥g (e−iθHzu)− g (e−iθHzv)∥∥∥
Bm
≤ Cm(M)
∥∥∥e−iθHzu− e−iθHzv∥∥∥
Bm
≤ Cm(M) ‖u− v‖Bm
and
‖Fav (u)− Fav (v)‖Bm =
∥∥∥∥ 12π
∫ 2pi
0
(F (θ, u)− F (θ, v)) dθ
∥∥∥∥
Bm
≤
1
2π
∫ 2pi
0
‖F (θ, u)− F (θ, v)‖Bm dθ
≤ Cm(M) ‖u− v‖Bm .

The main result of this section is the following Proposition.
Proposition 2.8. Let (ε, α) ∈ (0, 1]2 and M > 0. Let m > n+d2 and s ≥ m+2. Let
S0 ∈ SQs+1(R
n) and S be the corresponding solution of the eikonal equation, given
by Proposition 2.2. Then there exist T ∈ (0, T ] which depends only on M and
sup
2≤|κ|≤s
‖∂κxS‖L∞([0,T ]×Rn)
such that, for all A0 ∈ B
m(Rn+d) satisfying ‖A0‖Bm(Rn+d) ≤M ,
(i) there is a unique solution Aε,α ∈ C([0, T ];Bm(Rn+d))∩C1([0, T ];Bm−2(Rn+d))
to Eq. (1.15),
(ii) there is a unique solution A0,α ∈ C([0, T ];Bm(Rn+d))∩C1([0, T ];Bm−2(Rn+d))
to Eq. (1.11),
(iii) there is a unique solution Aε,0 ∈ C([0, T ];Bm(Rn+d))∩C1([0, T ];Bm−2(Rn+d))
to Eq. (1.16),
(iv) there is a unique solution A ∈ C([0, T ];Bm(Rn+d)) ∩ C1([0, T ];Bm−2(Rn+d))
to Eq. (1.12).
Moreover, we have
‖Aε,α‖L∞([0,T ];Bm), ‖A
0,α‖L∞([0,T ];Bm), ‖A
ε,0‖L∞([0,T ];Bm), ‖A‖L∞([0,T ];Bm) ≤ 2M,
and the L∞([0, T ];Bm−2) norms of ∂tA
ε,α, ∂tA
0,α, ∂tA
ε,0 and ∂tA are uniformly
bounded with respect to (ε, α).
DIMENSION REDUCTION FOR GPE 13
Proof. This Proposition can be proved by iterative schemes. Let us only write the
proof of Item (i), the other items can be proved similarly. We denote by a0 the
function defined for all t ∈ [0, T ] by a0(t) = A0. Then, for all k ∈ N, a
k+1 is defined
as the solution of the following equation
∂ta
k+1 +∇xS · ∇xa
k+1 +
ak+1
2
∆xS = i
α
2
∆xa
k+1 − iF
(
t
ε2
, ak
)
,
satisfying
ak+1(0, x, z) = A0(x, z).
From Lemmas 2.6 and 2.7, we deduce that the sequence (ak)k∈N is well-defined in
C([0, T ];Bm(Rn+d)) ∩ C1([0, T ];Bm−2(Rn+d)) and that∥∥∥ak+1(t)∥∥∥2
Bm
≤ ‖A0‖
2
Bm +C0
∫ t
0
(∥∥∥ak+1(s)∥∥∥2
Bm
+
∥∥∥F ( s
ε2
, ak
)∥∥∥2
Bm
)
ds
≤ ‖A0‖
2
Bm +C0
∫ t
0
(∥∥∥ak+1(s)∥∥∥2
Bm
+ Cm(‖a
k‖Bm)
2‖ak‖2Bm
)
ds,
where we used that F (θ, 0) = 0. Let us prove by induction that, for
T = min
(
T,
log 2
C0
, sup
{
t > 0 : tC0Cm(2M)
2eC0t ≤
1
2
})
,
we have
max
0≤t≤T
‖ak(t)‖Bm ≤ 2M
for all k ∈ N. This property is clearly true for k = 0. Assume that this condition is
satisfied for k ∈ N. By Gronwall’s lemma, we obtain that this property is also true
for k + 1, since∥∥∥ak+1(t)∥∥∥2
Bm
≤ eC0tM2 + tC0Cm(2M)
2eC0t4M2 ≤ 4M2 for 0 ≤ t ≤ T .
Now, for all k ∈ N∗, we get by Lemmas 2.6 and 2.7 that
‖ak+1(t)− ak(t)‖2Bm
≤ C0
∫ t
0
(
‖ak+1(s)− ak(s)‖2Bm + Cm(2M)
2‖ak(s)− ak−1(s)‖2Bm
)
ds
and Gronwall’s lemma ensures that
‖ak+1(t)− ak(t)‖2Bm ≤ C0Cm(2M)
2
∫ t
0
(
eC0(t−s)‖ak(s)− ak−1(s)‖2Bm
)
ds.
Then we obtain for t ∈ [0, T ] that
‖ak+1 − ak‖2
L∞([0,T ];Bm)
≤ TC0Cm(2M)
2eC0T ‖ak − ak−1‖2
L∞([0,T ];Bm)
≤ 2−k‖a1 − a0‖2
L∞([0,T ];Bm)
.
Hence the series (ak+1 − ak)k∈N converges in C([0, T ];B
m(Rn+d)) so that (ak)k∈N
converges to a solution Aε,α of equation (1.15). Let us remark that Aε,α satisfies
the uniform estimate
‖Aε,α‖L∞([0,T ];Bm) ≤ 2M.
Inserting this estimate into (1.15) and using that S is subquadratic yields a uni-
form estimate of ‖∂tA
ε,α‖L∞([0,T ];Bm−2). The uniqueness property follows also from
Gronwall’s lemma and from Lemma 2.7. 
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3. Proof of Theorem 1.4: the limits α→ 0 and ε→ 0
This section is devoted to the proof of Theorem 1.4.
Strong confinement limits: proof of (1.17) and (1.18). Let us introduce the function
F : R×Bm(Rn+d) −→ Bm(Rn+d)
(θ, u) 7−→
∫ θ
0 (F (s, u)− Fav(u))ds.
which satisfies the following properties for every u ∈ Bm(Rn+d):
(a) θ 7→ F (θ, u) is a 2π-periodic function, since θ 7→ F (θ, u) is 2π-periodic and
Fav is its average,
(b) if ‖u‖Bm ≤M then ‖F (θ, u)‖Bm ≤ 4πCm(M)M for all θ ∈ R, where Cm(·)
was defined in Lemma 2.7.
Using the relation
ε2
d
dt
(
F (t/ε2, u(t))
)
=
(
F (t/ε2, u(t)) − Fav(u(t))
)
+ ε2DuF (t/ε
2, u(t))(∂su(t))
and equations (1.11) and (1.15) (or their versions with α = 0, i.e. (1.12) and (1.16)),
we obtain for all α ∈ [0, 1] and ε ∈ (0, 1],
(
∂t +∇xS · ∇x +
∆xS
2
−
iα
2
∆x
)(
Aε,α −A0,α
)
= −i
(
Fav(A
ε,α)− Fav(A
0,α)
)
−iε2∂tF (t/ε
2, Aε,α) + iε2DuF (t/ε
2, Aε,α)(∂tA
ε,α). (3.1)
Hence, Lemma 2.6 ensures that
‖Aε,α(t)−A0,α(t)‖2Bm−2 ≤ C
∫ t
0
‖Aε,α(s)−A0,α(s)‖2Bm−2ds+ I1 + I2 + I3 + I4
where
I1 =
∫ t
0
(
‖Fav(A
ε,α)− Fav(A
0,α)‖2Bm−2 + ε
4‖DuF (s/ε
2, Aε,α)(∂tA
ε,α)‖2Bm−2
)
ds,
I2 =
∑
|κ|≤m−2
ε2
∫ t
0
(
∂κx
(
Aε,α −A0,α
)
,−i
d
ds
∂κxF (s/ε
2, Aε,α)
)
ds,
I3 = ε
2
∫ t
0
(
Λm−2z
(
Aε,α −A0,α
)
,−i
d
ds
Λm−2z F (s/ε
2, Aε,α)
)
ds,
I4 = ε
2
∫ t
0
(
|x|2(m−2)
(
Aε,α −A0,α
)
,−i
d
ds
F (s/ε2, Aε,α)
)
ds.
Let us remark that according to Theorem 1.3 (iii), the sequences (Aε,α)ε,α and
(∂tA
ε,α)ε,α are uniformly bounded, respectively in L
∞([0, T ];Bm(Rn+d)) and in
L∞([0, T ];Bm−2(Rn+d)). Moreover, since m − 2 > n+d2 , Remark 2.5 ensures that
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Bm−2(Rn+d) is an algebra, so that, for all θ ∈ [0, 2π],
‖DuF (θ,A
ε,α)(∂tA
ε,α)‖Bm−2
=
∥∥∥∥
∫ θ
0
(DuF (s,A
ε,α)−DuFav(A
ε,α)) (∂tA
ε,α)ds
∥∥∥∥
Bm−2
≤
∫ θ
0
∥∥2|e−isHzAε,α|2e−isHz∂tAε,α + (e−isHzAε,α)2eisHz∂tAε,α∥∥Bm−2 ds
+
θ
2π
∫ 2pi
0
‖2|e−isHzAε,α|2e−isHz∂tA
ε,α + (e−isHzAε,α)2eisHz∂tAε,α‖Bm−2ds
satisfies
sup
s∈[0,T ]
sup
ε,α
‖DuF (s/ε
2, Aε,α(s))(∂tA
ε,α(s))‖Bm−2 ≤ C. (3.2)
Using inequality (3.2) and Lemma 2.7, we obtain that
I1 ≤ C
∫ t
0
‖Aε,α(s)−A0,α(s)‖2Bm−2ds+ Cε
4.
Let us study the three remaining terms I2, I3 and I4. By an integration by parts,
we get that
I2 =
∑
|κ|≤m−2
ε2
(
∂κx
(
Aε,α(t)−A0,α(t)
)
,−i∂κxF (t/ε
2, Aε,α)
)
+
∑
|κ|≤m−2
Jκ
≤ Cε4 +
1
4
‖Aε,α(t)−A0,α(t)‖2Bm−2 +
∑
|κ|≤m−2
Jκ
where
Jκ = −ε2
∫ t
0
(
∂κx∂t
(
Aε,α −A0,α
)
,−i∂κxF (s/ε
2, Aε,α)
)
ds.
Using again equation (3.1), we get that Jκ = Jκ1 + J
κ
2 + J
κ
3 + J
κ
4 + J
κ
5 , where
Jκ1 = ε
2
∫ t
0
(
∂κx (∇xS · ∇x)
(
Aε,α −A0,α
)
,−i∂κxF (s/ε
2, Aε,α)ds
)
,
Jκ2 = ε
2
∫ t
0
(
∂κx
(
∆xS
2
−
iα
2
∆x
)(
Aε,α −A0,α
)
,−i∂κxF (s/ε
2, Aε,α)
)
ds,
Jκ3 = −ε
2
∫ t
0
(
∂κx
(
Fav(A
ε,α)− Fav(A
0,α)
)
, ∂κxF (s/ε
2, Aε,α)
)
ds,
Jκ4 = ε
4
∫ t
0
(
∂κxDuF (s/ε
2, Aε,α)(∂tA
ε,α), ∂κxF (s/ε
2, Aε,α)
)
ds,
Jκ5 = −ε
4
∫ t
0
(
∂κx
d
ds
F (s/ε2, Aε,α), ∂κxF (s/ε
2, Aε,α)
)
ds.
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Using an integration by parts and the fact that the commutator [∂κx ,∇xS · ∇x] is
an operator of order m− 2, we get that
Jκ1 = ε
2
∫ t
0
(
[∂κx ,∇xS · ∇x]
(
Aε,α −A0,α
)
,−i∂κxF (s/ε
2, Aε,α)
)
ds
+ε2
∫ t
0
(
(∇xS · ∇x) ∂
κ
x
(
Aε,α −A0,α
)
,−i∂κxF (s/ε
2, Aε,α)
)
ds
≤ Cε2
∫ t
0
‖Aε,α −A0,α‖Bm−2‖F (s/ε
2, Aε,α)‖Bm−2ds
−ε2
∫ t
0
(
∂κx
(
Aε,α −A0,α
)
,−i∇x ·
(
∇xS∂
κ
xF (s/ε
2, Aε,α)
))
ds
≤ Cε2
∫ t
0
‖Aε,α −A0,α‖Bm−2‖F (s/ε
2, Aε,α)‖Bmds
≤ Cε4 +
∫ t
0
‖Aε,α −A0,α‖2Bm−2ds.
Since the operator α2∆x is symmetric, we obtain
Jκ2 ≤ Cε
2
∫ t
0
‖Aε,α −A0,α‖Bm−2‖F (s/ε
2, Aε,α)‖Bm−2ds
+ε2
∫ t
0
(
∂κx
(
Aε,α −A0,α
)
, ∂κx
α∆x
2
F (s/ε2, Aε,α)
)
ds
≤ Cε2
∫ t
0
‖Aε,α −A0,α‖Bm−2‖F (s/ε
2, Aε,α)‖Bmds
≤ Cε4 +
∫ t
0
‖Aε,α −A0,α‖2Bm−2ds.
From the Lipschitz estimates of Lemma 2.7, we deduce also
Jκ3 ≤ Cε
4 +
∫ t
0
‖Aε,α −A0,α‖2Bm−2ds
and inequality (3.2) implies Jκ4 ≤ Cε
4. Finally, we obtain that
Jκ5 = −
ε4
2
∫ t
0
d
ds
∥∥∂κxF (s/ε2, Aε,α)∥∥2L2 ds = −ε42 ∥∥∂κxF (t/ε2, Aε,α)∥∥2L2 ≤ 0.
and, finally,
I2 ≤ Cε
4 + C
∫ t
0
‖Aε,α(s)−A0,α(s)‖2Bm−2ds+
1
4
‖Aε,α(t)−A0,α(t)‖2Bm−2 .
The same arguments hold for the two remaining terms I3 and I4. Hence, we obtain
‖Aε,α(t)−A0,α(t)‖2Bm−2 ≤ C
∫ t
0
‖Aε,α(s)−A0,α(s)‖2Bm−2ds+ Cε
4
so that, by Gronwall’s lemma, we get (1.17),
‖Aε,α −A0,α‖L∞([0,T ];Bm−2) ≤ Cε
2 for all α ∈ (0, 1],
and (1.18),
‖Aε,0 −A‖L∞([0,T ];Bm−2) ≤ Cε
2.
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The semi-classical limits: proof of (1.19) and (1.20). The error estimates (1.19)
and (1.20) are simple consequences of the uniform bounds given by Theorem 1.3
(iii). We have indeed
∂t(A
ε,α −Aε,0) +∇xS · ∇x(A
ε,α −Aε,0) +
∆xS
2
(Aε,α −Aε,0)
= i
α
2
∆x(A
ε,α −Aε,0)− i(F (s/ε2, Aε,α)− F (s/ε2, Aε,0))− i
α
2
∆xA
ε,0
so that, by Lemmas 2.6 and 2.7 and by the uniform bound for ‖Aε,0‖L∞([0,T ];Bm),
‖Aε,α(t)−A0,α(t)‖2Bm−2 ≤ C
∫ t
0
‖Aε,α(s)−Aε,0(s)‖2Bm−2ds
+
∫ t
0
(
‖F (s/ε2, Aε,α(s))− F (s/ε2, A0,α(s))‖2Bm−2ds+
α
2
‖Aε,0(s)‖2Bm
)
ds
≤ Cα+ C
∫ t
0
‖Aε,α(s)−Aε,0(s)‖2Bm−2ds
and by Gronwall’s lemma
‖Aε,α −A0,α‖2
C([0,T ];Bm−2)
≤ Cα.
The proof of (1.19) is complete. The same proof holds for (1.20), replacing the
function F by Fav . The proof of Theorem 1.4 is complete.
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