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The traditional symmetries that protect superconductivity are time-reversal and inversion. Here,
we examine the minimal symmetries protecting superconductivity in two dimensions and find that
time-reversal symmetry and inversion symmetry are not required, and having a combination of either
symmetry with a mirror operation on the basal plane is sufficient. We classify superconducting states
stabilized by these two symmetries, when time-reversal and inversion symmetries are not present,
and provide realistic minimal models as examples. Interestingly, several experimentally realized
systems, such as transition metal dichalcogenides and the two-dimensional Rashba system belong
to this category, when subject to an applied magnetic field.
Introduction – Progress in the fabrication of atomi-
cally thin material layers including ones showing super-
conductivity [1, 2] invites a new look at the question of
stability and classification of superconducting states in
two dimensions (2D). In a three-dimensional system, in-
version I and time-reversal symmetry (TRS) T are the
only symmetries that ensure that a fermionic state with
momentum ~k is (energy) degenerate with another state
at −~k [3]. This degeneracy is necessary to support a
weak-coupling superconducting instability due to the for-
mation of Cooper pairs with total momentum ~q = 0.
Consequently, these two symmetries are at the basis of
the usual classification of even/spin-singlet and odd/spin-
triplet Cooper pairs [4]. However, in 2D, the situation
is different because momentum k = (kx, ky) lies only
in-plane. In addition to I and T , MzI = C2z and
MzT ≡ Tz, with Mz the mirror operation relating z
to −z, also ensure degeneracy between states with mo-
menta k and −k. Being outside the standard classifica-
tion, these two additional symmetries could give rise to
novel superconducting states.
In fact, the two symmetries are essential for recent de-
velopments in 2D superconductors lacking T and I: the
well-known platform for creating Majorana edges states
in 2D, a metallic electron gas with Rashba spin-orbit cou-
pling and an out-of-plane magnetization, remains super-
conducting because this configuration preserves C2z sym-
metry. In addition, monolayer transition metal dichalco-
genides (TMDs) retain Tz in an applied in-plane Zeeman
field allowing Cooper pairs to be formed, unhindered by
the magnetic field. This robustness of the superconduct-
ing state to in-plane fields has indeed been observed [5–
8]. Another example is provided by the recent proposal of
(Ne´el) antiferromagnetic order in superconducting mono-
layer FeSe [9, 10]. This provides an intriguing example
of a 2D system without T and I, but where both C2z
and Tz are conserved. Importantly, the absence of both
I and T in all these systems suggests that usual Cooper
pairs are suppressed, leading naturally to the question if
the remaining C2z and/or Tz symmetries give rise to new
superconducting states.
In this work, we answer this question in the affirma-
tive. We initially present a topological classification of
2D superconductors without T or I by formulating the
usual theory of superconductivity in terms of Tz and C2z
[11, 12]. We then provide microscopic models that be-
long to each of these classes allowing us to discuss the
most probable order parameters in each case as charac-
terized by the notion of superconducting fitness [13, 14].
Specifically, we focus on the three aforementioned exam-
ples: superconductivity (a) with Rashba spin-orbit cou-
pling and a z-axis magnetization (only C2z), (b) in TMDs
with an in-plane magnetic field (only Tz), and (c) in the
Ne´el-ordered monolayer FeSe (both C2z and Tz).
Topological classification – Prior to examining the spe-
cific examples, it is worthwhile making some general
statements about pairing when just the symmetries C2z
or Tz are present. We consider two relevant issues: 1)
Can such superconductors be nodal? 2) If they are fully
gapped, can the bulk be topologically non-trivial and Ma-
jorana edge states appear? Table I summarizes the re-
sults of our analysis. To address the possibility of nodes,
we follow the nodal AZ+I classification of Ref. 11. In
particular, we use symmetries local in k space to clas-
sify nodes. Here, the relevant anti-unitary symmetries
are T = C2zTz, P = C2zP with P the particle-hole sym-
metry, as well as the unitary chiral symmetry stemming
nodal class Tz C2z T P C nodes bulk class
C × even × −1 × nodeless D (Z)
AIII 1 × × × 1 nodal (Z) BDI
CII 1 even −1 −1 1 nodeless BDI
DIII 1 odd −1 1 1 nodal (2Z) BDI
TABLE I. Summary of our main findings for superconductiv-
ity in a 2D system lacking inversion and TRS, but possessing
Tz = MzT and/or C2z. The symmetries that relate k to k
are T = C2zTz, P = C2zP , C = TP, and P is the usual
particle-hole symmetry. In the last two columns, the topo-
logical charge of the nodes (bulk) is also given for the case
of protected gap nodes (non-trivial bulk / edge states). With
T 2z = 1, the bulk can only be non-trivial for broken Tz in 2D.
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2from the product C = TP. They operate on the BdG
Hamiltonian as follows
TH(k)T−1 =H(k)
PH(k)P−1 =−H(k)
CH(k)C−1 =−H(k). (1)
These symmetries allow for the topological classification
of nodal charges, with the nodal classes defined in the
traditional way [15]. Note the symmetries are labeled by
1,−1 or ×, where the label × indicates the absence of the
symmetry and ±1 correspond to T2 = ±1 and P2 = ±1.
Finally, for the chiral symmetry C, the label 1 indicates
this symmetry exists. We will elaborate on the results of
Tab. I through the discussion of the microscopic models.
For the fully gapped situation, we can identify the
conditions required for topologically non-trivial super-
conductors with Majorana edge states [15]. We do not
consider the role of C2z, as this symmetry is broken by
all edges and is therefore not relevant for Majorana edge
states. The resultant classification depends only upon
the presence or absence of Tz symmetry. When this sym-
metry exists, T 2z = 1, and the relevant fully gapped class
is BDI, which does not allow for Majorana edges states in
2D [15]. Without Tz present, the class is D, which allows
for Majorana edges states protected by a Z invariant [15].
Only C2z present – In this case the nodal topological
class is C (see Tab. I). It is instructive to understand
how this arises. With just C2z present, the bands are
non-degenerate and we focus in the following on a single
band with dispersion ξk. A Cooper pair formed in such
a non-degenerate band can be written as 〈k; (C2z : k)〉,
where (C2z :k) refers to the state obtained when applying
C2z. Using C
2
2z = −1 and Fermi statistics, it immediately
follows that any resulting order parameter ∆k is even
under C2z. It is this constraint that implies that such
superconducting states belong to the nodal class C and
are generally nodeless [16, 17].
In the BdG basis corresponding to the Hamiltonian
H(k) =
(
ξk ∆k
∆∗k −ξ−k
)
(2)
the C2z operator reads
C2z =
(
eiφk 0
0 e−iφ−k
)
(3)
with ei(φk+φ−k) = −1 and H(k) satisfies C2zH(k)C†2z =
H(−k). Particle-hole symmetry is implemented as P =
τxK, where K is the complex conjugation operator
and τi denotes a Pauli matrix. This satisfies the re-
lation PH(k)P−1 = −H(−k). Finally, P operates as
PH(k)P−1 = −H(k) and satisfies P2 = −1, while the
system possesses neither T nor C.
With P2 = −1, we can choose a basis in which
P = iτyK. Parametrizing H(k) =
∑
i ci(k)τi, P im-
plies only that c0(k) = 0. Hence, we find a disper-
sion ±√cx(k)2 + cy(k)2 + cz(k)2, for which to vanish we
need three constraints. As this is not generally possible
in two-dimensions, we conclude this dispersion must be
fully gapped.
For this case, fully gapped superconductors are defined
by just P 2 = 1, putting them in class D yielding a famil-
iar integer Chern number in 2D. This also gives rise to
Majorana modes, which can be non-Abelian, as is well
known from a 2D Rashba s-wave superconductor in a
z-axis Zeeman field [18].
We proceed with a specific example to examine the mi-
croscopic gap structure. We consider the simplest model
of a two-dimensional system violating both I and T de-
scribed by the (normal-state) Hamiltonian
Hˆk = εkσˆ0 + (~fk + ~m) · ~σ, (4)
with σˆ0 and ~σ the identity and Pauli matrices, respec-
tively, acting in spin space. Note that ~fk = −~f−k 6= 0 pa-
rameterizes a spin-orbit coupling and can only be present
when I is lacking, while any magnetization ~m 6= 0 im-
plies broken TRS. To enforce C2z symmetry and to have
Tz broken we choose both fxk and fyk non-zero, with
fxk = αky and f
y
k = −αkx in the standard Rashba
case, and the magnetization to point along the z direc-
tion. Later, we consider Tz preserved and C2z broken,
for which fzk 6= 0 and the magnetization is in-plane.
To analyze which pairing states are the most stable
in the weak-coupling case we first employ the recently
developed concept of order-parameter ‘fitness’ as given by
intra-band pairing [13, 14]. According to this criterion,
the most stable (weak-coupling) superconducting order
parameters in spin space have to satisfy
[Hˆk, ∆ˆk]∗ = Hˆk∆ˆk − ∆ˆkHˆ∗−k = 0. (5)
It is convenient to start from the stable order parameters
without magnetic order, i.e., mz = 0, which are a spin-
singlet combined with a spin-triplet state with ~dk ‖ ~fk.
Analyzing the stability of these order parameters against
a magnetic field, we find that the spin-singlet gap is sup-
pressed, while the spin-triplet gap remains unaffected.
This result, namely the stability of a triplet order pa-
rameter with a d vector both parallel to ~fk and perpen-
dicular to the magnetization, is more general [19, 20] and
also holds for the case of only Tz.
The condition Eq. (5) is equivalent to considering a
general gap function in the band basis and imposing that,
for a weak coupling instability, the pairing is purely intra-
band. Having gap magnitudes ∆1 and ∆2 on the two
non-degenerate bands of the Hamiltonian Eq. (4), the
gap in the original spin basis reads [21]
∆ˆ = {∆−(fˆxk σˆx + fˆyk σˆy)+
∆+[sinϑkσˆ
0 − i cosϑk(fˆxk σˆy − fˆyk σˆx)]}(iσˆy), (6)
with ∆± = (∆1 ± ∆2)/2, tanϑk = |~fk|/|~m|, and fˆ ik =
f ik/|~fk|. A general order parameter thus consists of the
3FIG. 1. Schematic crystal structure of a single layer TMD
with the formula MX2 lacking inversion symmetry. Adding
an in-plane field additionally breaks time-reversal symmetry,
while conserving Tz.
above discussed stable triplet component ∆−, a singlet
component, and finally a triplet component with a d vec-
tor perpendicular to both the magnetic field and the spin-
orbit vector. The triplet component ∆− with ~dk ‖ ~fk cor-
responds to a helical state, i.e., two chiral states of equal
magnitude but opposite chirality for up and down spins,
and thus results in a spin current but no net charge cur-
rent at a boundary. The additional triplet component,
however, breaks the balance between the two spin orien-
tations and hence, results in a finite charge current [21].
Two remarks are in order before continuing regard-
ing the combination of the latter two terms with mag-
nitude ∆+ in Eq. (6). First, the additional spin-triplet
part is a pure inter-band order parameter for large spin-
orbit coupling in the absence of magnetization. Second,
the exact combination of these two terms also describes
a pure intra-band order parameter and indeed satisfies
Eq. (5). However, this implicitly assumes a pairing in-
teraction leading to this fine-tuned combination, which
is not true in general. Consequently, the resulting self-
consistent pairing state will not satisfy Eq. (5), but still
have the three components as in Eq. (6). In the follow-
ing, we thus restrict ourselves to the fitness analysis of
stability against a magnetic field or magnetic order.
Only Tz present – Here, the nodal class is CII with
stable point nodes. This situation is realized when ap-
plying an in-plane magnetic field to monolayer TMDs,
which have the chemical formula MX2 [22], with M a
transition metal and X a chalcogen, see Fig. 1. While the
three-fold rotation-symmetric crystal structure breaks in-
version symmetry, when adding an in-plane magnetic
field the system additionally lacks time-reversal symme-
try, but retains Tz. This could be achieved by sandwich-
ing the layer between ferromagnets with in-plane mag-
netization or when applying an in-plane field. Indeed,
exceptionally high critical in-plane fields Hc2 were ob-
served in superconducting TMDs and ascribed to their
Ising-type superconductivity [5–8]. Here, this Ising su-
perconductivity is readily understood as stemming from
a large fzk locking the spins along the z direction. Due
to the remaining Tz symmetry, an in-plane field will not
destroy superconductivity. As mentioned above, there is
a fully stable triplet order parameter with a d vector only
having a z component [21].
With only Tz symmetry present, the system has neither
T nor P symmetries. However, it has a chiral symmetry
C = TP = TzP , which provides the same protection
of point nodes as the known C = TP [23, 24]. This
new chiral symmetry extends the topological protection
to situations in which an in-plane magnetic field is ap-
plied, provided Tz is conserved. Hence, this allows for the
existence of protected point nodes with a Z classification
and corresponding Majorana flat-band edge states.
We can further classify the fully gapped superconduct-
ing states using the AZ classification. Replacing T with
Tz yields (Tz)2 = 1, such that the states do not fall into
the usual DIII superconducting class (with a Kane-Mele
Z2 charge in 2D), but rather into class BDI, without topo-
logical charges and hence, no protected edge states in 2D.
Tz and C2z present – In this case, the nodal topological
class is either CII or DIII depending on whether the gap
function is even or odd under C2z symmetry. The three
order parameters even under C2z correspond to Cooper
pairs of the form 〈k; (Tz : k)〉 − 〈(C2zTz : k); (C2z : k)〉,
〈k; (C2z : k)〉, and 〈(C2zTz : k); (Tz : k)〉, while the odd
one corresponds to 〈k; (Tz : k)〉 + 〈(C2zTz : k); (C2z : k)〉
with nodes classified by the same chiral symmetry dis-
cussed above. In contrast to the case of inversion and
time-reversal symmetry, these Cooper pairs are in general
not pseudospin triplet and pseudospin singlet. Note that
presence of Tz symmetry again implies that no Majorana-
modes appear for fully gapped superconducting states.
Next, we turn to a microscopic model that provides
representative examples of these novel states. The pre-
viously introduced single-band microscopic model neces-
sarily breaks either Tz or C2z. In order to discuss a com-
bination of the two, we thus turn to the example of Ne´el-
ordered monolayer FeSe as depicted in Fig. 2. Monolayer
FeSe exhibits superconductivity with greatly increased
critical temperature compared to their bulk counterparts
with reported Tc up to 109K [25]. While bulk FeSe shows
no magnetic order [26], there is ongoing debate on such
order in the monolayer, with proposals including Ne´el
order [9, 10], as well as collinear antiferromagnetic order
FIG. 2. Crystal structure and Ne´el order of the FeSe single
layer with Fe (red) and Se (yellow). The black lines indicate
the Fe square lattice and the black dot denotes the inversion
center without Ne´el order in between Fe sites.
4as in other iron pnictides [27, 28] and pair-checkerboard
antiferromagnetic order [29].
The monolayer FeSe has the same (non-symmorphic)
space group symmetry as bulk iron pnictides, with a
point group isomorphic to D4h [30]. Since there are
two Fe sites per unit cell, the standard Ne´el order has
the same translation symmetry as the underlying lat-
tice. However, the system lacks time-reversal symmetry
and inversion symmetry. Importantly, as we consider the
moments oriented along the z direction (see Fig. 2), the
symmetry group still contains both C2z and Tz [31], the
elements stabilizing a weak-coupling instability.
Unlike most iron-based superconductors, the normal
state has only electron-like bands around the M points
in the Brillouin zone crossing the Fermi energy [32]. We
can thus construct a k · p-type Hamiltonian working in
a two-orbital basis and using Pauli matrices τˆ i operating
in orbital space and σˆi operating in spin space. The
symmetry restricted Hamiltonian, i.e., invariant under
the operations of the point group [33], without magnetic
order thus reads [34]
Hˆk = (0 + a1kxky τˆz)σˆ0 + a2τˆx(kxσˆy + kyσˆx). (7)
Microscopically, the first two terms correspond to nor-
mal hopping processes, while the last term stems from
a staggered Rashba-type spin-orbit coupling [35]. The
excitation spectrum given by Eq. (7) can be well fitted
to ARPES data [34]. In this basis, the main symmetry
operations relating k to −k are given by C2z = iτˆ0σˆz,
T = iτˆ0σˆyK, and I = τˆzσˆ0.
The reduction of the symmetry due to the magnetic
order allows for additional terms in the Hamiltonian,
δHˆk = Mmτˆxσˆz + Mm(k2x − k2y)τˆyσˆ0. (8)
Note that there are no additional operators of the form
τˆ iσˆj , even if higher powers of k are included. The first
term in the above equation corresponds to a direct ex-
change term (Zeeman), while from a microscopic point of
view, the second term stems from a 4th-nearest-neighbor
hopping [21] and can thus be expected to be minuscule.
These new terms together with Hˆk lead to a gapped Dirac
spectrum, which, however, is still doubly degenerate due
to the combination of C2z and Tz.
Following our above discussion of the single-band case,
we analyze the weak-coupling pairing instabilities start-
ing from the order parameters that are most stable with-
out magnetic order. In particular,
∆ˆ1(k) =ψ1(k)τˆ
0iσˆy, (9)
∆ˆ2(k) =ψ2(k)τˆ
0(kxσˆ
y + kyσˆ
x)iσˆy, (10)
∆ˆ3(k) =ψ3(k)τˆ
z(kxσˆ
x − kyσˆy)iσˆy, (11)
∆ˆ4(k) =dz(k)τˆ
zσˆziσˆy, (12)
where ψi(k) is an even function of k and dz(k) is an
odd function of k. These order parameters describe an
intra-sublattice spin-singlet, Eq. (9), an intra-sublattice
spin-triplet, Eq. (10), as well as two inter-sublattice spin-
triplet gap functions, Eqs. (11) and (12) [21]. The former
three, i.e., ∆ˆ1(k), ∆ˆ2(k), and ∆ˆ3(k), are C2z even and
thus belong to nodal class CII. ∆ˆ4(k), on the other hand,
is odd and thus, presents an example of nodal class DIII,
which can have topologically protected gap nodes.
Once the Ne´el order is added, only ∆ˆ4(k) remains
completely ‘fit’. There are, however, further order pa-
rameters that might be stable, if certain terms in the
Hamiltonian are small. Notably, the spin-singlet gap
function ∆ˆ(k) = ∆0τˆ
ziσˆy has been argued to be rele-
vant for “small” spin-orbit coupling [34, 36] – namely
the a2 term in Eq. (7) or the  term in Eq. (8) [21]. This
order parameter, with dxy pairing symmetry due to its
orbital structure, is unaffected by the presence of Ne´el
order and might thus survive. The usual spin-singlet
state, however, is strongly suppressed by the magnetic
order, illustrating that (phonon-mediated) s-wave super-
conductivity is unlikely to survive in a magnetically or-
dered phase.
For real dz(k), the state ∆ˆ4(k) has protected point
nodes, as mentioned above. Such a (real) order pa-
rameter could be selected by adding in-plane uniaxial
strain or nematic order. Otherwise, to avoid nodes ∆ˆ4(k)
will likely break (global) TRS. The resulting state with
dz(k) ∼ kx + iky only retains C2z and thus, the state
with spontaneously broken T provides another example
of fully gapped class D with Majoranas edge states.
Finally, the order parameters given in Eqs. (9) and
(10) mix with other pairing components that have the
same symmetry and similar to the case discussed for the
Rashba system, this will result in ‘chiral’ states. How-
ever, the states have opposite chirality on the two sublat-
tices of the FeSe lattice [21]. The state thus breaks TRS
in the same way the magnetic order does. It is, however,
topologically trivial, such that there is no protected edge
states. For certain edges, e.g., the [11] edge (diagonal in
plane), this state should have edge currents.
Conclusions – We reexamined the question of super-
conductivity in 2D and the symmetries necessary to al-
low for a weak-coupling, i.e., pure intra-band-coupling,
instability. In particular, we focused on systems, where
inversion and TRS are broken – the symmetries required
in three dimensions – but their combination with mirror
symmetry on the basal plane is conserved.
With just Tz symmetry, relevant to TMDs with in-
plane field, protected nodes can exist leading to Majorana
flat-band edge states. We further identified the combina-
tion of particle-hole symmetry and Tz as the chiral sym-
metry in 2D that protects the stability of nodes and asso-
ciated edge states even in this case of (in-plane) magnetic
fields. Interestingly, in strong fields the order parameter
could become of dominant (nodal) spin-triplet character
with edge states accessible to tunneling experiments.
With just C2z symmetry, relevant to the Rashba case
5with z-axis magnetization, the gap is generically fully
gapped and allows for Majorana chiral edge states. Fi-
nally, with both symmetries, relevant to Ne´el order in
FeSe, we find an energetically stable orbitally non-trivial
chiral spin-triplet pairing state that also allows for Ma-
jorana chiral edge states. Our results thus reveal how
the symmetries C2z and Tz can play an crucial role in
understanding 2D superconductors.
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Supplementary Material: Superconductivity without inversion and time-reversal
symmetries
In this supplemental material, we discuss a simple microscopic model for the case of only C2z
or MzT present and provide a single-orbital tight-binding model for FeSe including an out-of-plane
antiferromagnetic (AFM) order.
C2z: RASHBA WITH z-AXIS MAGNETIZATION
We start our discussion by looking at a two-dimensional system without any magnetization, but lacking the mirror
symmetry with respect to z → −z, which has a general Hamiltonian
Hˆ = k
2
2m
σˆ0 + fxk σˆ
x + fyk σˆ
y, (1)
with f ik an odd function of momentum. For the simplest Rashba case, these are given by f
x
k = αky and f
y
k = −αkx.
Note that there is no σˆz term allowed if we require C2z and time-reversal symmetry.
We can straight-forwardly solve for the eigenfunctions and eigenenergies of the Rashba Hamiltonian (1) by per-
forming a rotation in spin space around the axis perpendicular to the (in-plane) vector (fxk , f
y
k), namely (f
y
k ,−fxk ) by
pi/2, i.e., using the transformation
Uˆk =
1√
2
(σˆ0 − ifˆyk σˆx + ifˆxk σˆy) =
1√
2
(
1 fˆxk − ifˆyk
−fˆxk − ifˆyk 1
)
. (2)
Here, we have introduced fˆ ik = f
i
k/|f⊥| and |f⊥| =
√
(fxk )
2 + (fyk)
2 is the in-plane component of the spin part of the
Hamiltonian. This transformation leads to a diagonal Hamiltonian in terms of new states |α,k〉, which are now not
spin degenerate anymore. However, due to both time-reversal and C2z, there is a degeneracy between states |α,k〉
and |α,−k〉, such that we can have a Cooper instability at q = 0 with an order parameter
∆α(k) = ψα(k) ∼ 〈cα,−kcα,k〉, (3)
with operators c†α,k creating the states |α,k〉. Note that this pairing is independently possible for each band (from
pure energetics of Fermi surface pairing). Finally, also note that ψα(k) is necessarily odd in momentum, since there
is no additional degree of freedom to satisfy the fermionic statistics.
We can now use the transformation matrices given in Eq. (2) to find the gap function given in the original (spin)
basis. It is easiest to do the transformation one band at a time, starting with the first one
∆ˆ1(k) = U
†
−k
(
ψ1(k) 0
0 0
)
U∗k =
ψ1(k)
2
(
1 fˆxk − ifˆyk
−fˆxk − ifˆyk 1
)(
1 0
0 0
)(
1 fˆxk + ifˆ
y
k
−fˆxk + ifˆyk 1
)
(4)
=
ψ1(k)
2
(
1 fˆxk + ifˆ
y
k
−(fˆxk + ifˆyk) −(fˆxk + ifˆyk)2
)
(5)
=
∆1
2
(
fˆxk − ifˆyk 1
−1 −fˆxk − ifˆyk
)
=
∆1
2
(σˆ0 − fˆxk σˆx − fˆyk σˆy)iσˆy, (6)
where in the last line we used the simplest odd function ψ1(k) = ∆1(fˆ
x
k − ifˆyk). Similarly, for the second band we find
∆ˆ2(k) = U
†
−k
(
0 0
0 ψ2(k)
)
U∗k =
ψ2(k)
2
(
1 fˆxk − ifˆyk
−fˆxk − ifˆyk 1
)(
0 0
0 1
)(
1 fˆxk + ifˆ
y
k
−fˆxk + ifˆyk 1
)
(7)
=
ψ2(k)
2
(−(fˆxk − ifˆyk)2 fˆxk − ifˆyk
−(fˆxk − ifˆyk) 1
)
(8)
=
∆2
2
(−fˆxk + ifˆyk 1
−1 fˆxk + ifˆyk
)
=
∆2
2
(σˆ0 + fˆxk σˆ
x + fˆyk σˆ
y)iσˆy, (9)
where we have replaced ψ2(k) = ∆2(fˆ
x
k + ifˆ
y
k), such that we find the well-known result that the order parameter is a
combination of singlet and triplet gap,
∆ˆ(k) =
1
2
[(∆1 + ∆2)σˆ0 + (∆2 −∆1)(fˆxk σˆx + fˆyk σˆy)](iσˆy), (10)
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2with the d vector parallel to the spin-orbit vector ~fk. For the Rashba case, the spin-triplet part of Eq. (10) reads
∆ˆ(t)(k) ∝
(
(∆1 −∆2)kx−iky|k| 0
0 (∆1 −∆2)kx+ikx|k|
)
(11)
i.e., it consists of a p− ip (p+ ip) order parameter for the spin up (down) electrons. This results in a spin current at
the boundary, but no charge current.
We now add a magnetic field in the z direction to the Hamiltonian given in Eq. (1),
Hˆ = k
2
2m
σˆ0 + fxk σˆ
x + fyk σˆ
y + hzσˆ
z, (12)
and analyze how this changes the general order parameter given in Eq.(10). Note that the above Hamiltonian still
preserves C2z symmetry, such that we can again find a superconducting instability with q = 0.
To diagonalize the Hamiltonian, we can use a similar spin rotation as before, however now we rotate by an angle
ϑk with tanϑk = |fk|/hz. The transformation matrices read accordingly
Uˆk = [cos
ϑk
2
σˆ0 − i sin ϑk
2
(fˆyk σˆ
x − fˆxk σˆy)] =
(
cos ϑk2 f˜
x
k − if˜yk
−f˜xk − if˜yk cos ϑk2
)
, (13)
where now f˜ ik = sin(ϑk/2)fˆ
i
k. We can follow the exact same protocol as above, namely for the first band
∆ˆ1(k) = U
†
−k
(
ψ1(k) 0
0 0
)
U∗k = ψ1(k)
(
cos ϑk2 f˜
x
k − if˜yk
−f˜xk − if˜yk cos ϑk2
)(
1 0
0 0
)(
cos ϑk2 f˜
x
k + if˜
y
k
−f˜xk + if˜yk cos ϑk2
)
(14)
= ψ1(k)
(
cos2 ϑk2 cos
ϑk
2 (f˜
x
k + if˜
y
k)
− cos ϑk2 (f˜xk + if˜yk) −(f˜xk + if˜yk)2
)
(15)
= ∆1
(
cos2 ϑk2 (fˆ
x
k − ifˆyk) 12 sinϑk
− 12 sinϑk − sin2 ϑk2 (fˆxk + ifˆyk)
)
(16)
=
∆1
2
[sinϑkσˆ
0 − (fˆxk σˆx + fˆyk σˆy)− i cosϑk(fˆxk σˆy − fˆyk σˆx)]iσˆy, (17)
with
sinϑk =
|~fk|√
(fxk )
2 + (fyk)
2 + h2z
and cosϑk =
hz√
(fxk )
2 + (fyk)
2 + h2z
. (18)
Note that we have used above that cosϑk = cosϑ−k and thus cos ϑk2 = cos
ϑ−k
2 and sin
ϑk
2 = sin
ϑ−k
2 . Again doing
the same calculation for the second band, we find
∆ˆ2(k) = U
†
−k
(
0 0
0 ψ2(k)
)
U∗k = ψ2(k)
(
cos ϑk2 f˜
x
k − if˜yk
−f˜xk − if˜yk cos ϑk2
)(
0 0
0 1
)(
cos ϑk2 f˜
x
k + if˜
y
k
−f˜xk + if˜yk cos ϑk2
)
(19)
= ψ2(k)
( −(f˜xk − if˜yk)2 cos ϑk2 (f˜xk − if˜yk)
− cos ϑk2 (f˜xk − if˜yk) cos2 ϑk2
)
(20)
= ∆2
(− sin2 ϑk2 (fˆxk − ifˆyk) 12 sinϑk
− 12 sinϑk cos2 ϑk2 (fˆxk + ifˆyk)
)
(21)
=
∆1
2
[sinϑkσˆ
0 + (fˆxk σˆ
x + fˆyk σˆ
y)− i cosϑk(fˆxk σˆy − fˆyk σˆx)]iσˆy. (22)
Finally, we find for the full gap function with time-reversal-symmetry breaking
∆ˆ(k) =
1
2
[sinϑk(∆1 + ∆2)σˆ0 + (∆2 −∆1)(fˆxk σˆx + fˆyk σˆy)− i cosϑk(∆1 + ∆2)(fˆxk σˆy − fˆyk σˆx)](iσˆy). (23)
The last term in the above equation transforms as A1u under crystal symmetries and is odd under time reversal. This
term is thus allowed for a system with C4v symmetry and time-reversal symmetry broken in z direction (corresponding
to A−2g). It is this term that breaks the balance of counter propagating currents for up and down spin and thus results
in a net charge current at boundaries.
3MzT : TMD with an in-plane field
We can use a similar single-band Hamiltonian as above as a toy model for a single layer of a transition-metal
dichalcogenide with an in-plane magnetization, which can provide an example of a system lacking both inversion and
time-reversal symmetry, but having MzT . In particular, we can write
Hˆ = k +mxσˆx +myσˆy + fzk σˆz (24)
with k now a lattice version of the diagonal energy and f
z
k = −fz−k. We find again similar transformation matrices
Uˆk = [cos
ϑk
2
σˆ0 − i sin ϑk
2
(mˆyσˆ
x − mˆxσˆy)] =
(
cos ϑk2 sin
ϑk
2 e
−iφ
− sin ϑk2 eiφ cos ϑk2
)
, (25)
with eiφ = mˆx + imˆy and mˆi = mi/
√
m2x +m
2
y. Note that now the angles are defined through
sinϑk =
√
m2x +m
2
y√
m2x +m
2
y + (f
z
k)
2
and cosϑk =
fzk√
m2x +m
2
y + (f
z
k)
2
. (26)
This leads to the following gap structure when transforming back:
∆ˆ1(k) = U
†
−k
(
ψ1(k) 0
0 0
)
U∗k (27)
= ψ1(k)
(
sin ϑk2 − cos ϑk2 e−iφ
cos ϑk2 e
iφ sin ϑk2
)(
1 0
0 0
)(
cos ϑk2 sin
ϑk
2 e
iφ
− sin ϑk2 e−iφ cos ϑk2
)
(28)
= ψ1(k)
(
sin ϑk2 cos
ϑk
2 sin
2 ϑk
2 e
iφ
cos2 ϑk2 e
iφ sin ϑk2 cos
ϑk
2 e
2iφ
)
(29)
=
ψ˜(k)
2
(
sinϑke
−iφ 1− cosϑk
1 + cosϑk sinϑke
iφ
)
(30)
=
ψ˜1(k)
2
[− cosϑkσˆ0 + σˆz + i sinϑk(mˆyσˆx − mˆxσˆy)]iσˆy, (31)
where we have absorbed the phase into ψ˜k. Using the simplest trivial function for ψ˜1(k) = ∆1f
z
k and adding the same
on the other band, we thus find for the case of MzT conserved
∆ˆ(k) =
fzk
2
[
(∆1 + ∆2) cosϑkσˆ
0 + (∆1 −∆2)σˆz + i(∆1 + ∆2) sinϑk(mˆyσˆx − mˆxσˆy)
]
iσˆy. (32)
In the simplest case, this describes an (s+f)-wave state that, due to the additional time-reversal-symmetry breaking,
has an additional spin-triplet component. Note that the strength of the magnetic field can change the balance of the
individual components and thus, the character of the order parameter potentially from dominant s-wave to dominant
(nodal) f -wave.
SINGLE-ORBITAL MODEL FOR FESE
In the following, we roughly follow the notation and discussion of Fischer et al. [1].
Single-particle Hamiltonian
The staggered structure of FeAs can be incorporated in a single-orbital tight-binding description by defining the
operatores
cαks =
{
cks α = 1
ck+Qs α = 2
, (33)
4intra-sublattice inter-sublattice IR
intra-band τ0 τ3 A1g
inter-band τ1 τ2 B1u
TABLE I: The different band dependencies possible for terms in the Hamiltonian of the systems under investigation here with
the Pauli matrices τ acting in the space {k,k + Q}.
where Q = (pi, pi) and we use α = 1, 2 as band indices. The Hamiltonian without the AFM order can then be written
using Pauli matrices τ i as
H0 =
∑
k
∑
ss′
∑
αα′
(0kσ
0
ss′ ⊗ τ0αα′ + 3kσ0ss′ ⊗ τ3αα′ + ~fk · ~σss′ ⊗ τ1αα′)c†αkscα′ks′ , (34)
with
0k = −4t′ cos kx cos ky − µ, (35)
3k = −2t(cos kx + cos ky), (36)
fxk = α sin kx cos ky, (37)
fyk = −α cos kx sin ky, (38)
fzk = 0. (39)
In the following, the sum over repeated indices is implied and when possible, the indices of the Pauli matrices are
omitted. Note that we can see that this Hamiltonian has indeed the correct symmetry – it belongs to the irreducible
representation (IR) A1g – from the transformation properties of the τ matrices (Table I) and the momentum functions
(Table II).
Next, we include terms emerging when looking at an AFM order on the Fe sites with spins oriented in the z-direction.
First, there is a Zeeman-like term reading
HAFM =
∑
k
mzσ
z ⊗ τ1c†αkscα′ks′ . (40)
Note that this term is odd under time-reversal symmetry and transforms as B−2u = A
−
2g ⊗B1u with ± referring to the
behavior under TRS. There is then an additional term allowed,
H′ =
∑
k
gkσ
0 ⊗ τ2c†αkscα′ks′ , (41)
with a momentum dependence
gk = sin kx sin ky(cos kx − cos ky), (42)
which corresponds to a 4th-nearest-neighbor hopping. This term can thus be expected to be small.
It is convenient for the following to use the formulation by means of Green’s functions, which for the non-interacting
case can straightforwardly be calculated by inverting the (4×4) matrix (iωnσ0⊗τ0−Hk), withHk = H0k+HAFMk +H′k,
Gˆ0(k, ωn) = G0+(k, ωn)σ
0 ⊗ τ0 +G0−(k, ωn)(fˆk · ~σ ⊗ τ1 + mˆzσz ⊗ τ1 + gˆkσ0 ⊗ τ2 + ˆkσ0 ⊗ τ3), (43)
where
G0±(k, ωn) =
1
2
( 1
iωn − ξ+,k ±
1
iωn − ξ−,k
)
, (44)
fˆxk = f
x
k/
√
(fxk )
2 + (fyk)
2 + (mz)2 + (gk)2 + (3k)
2, (45)
fˆyk = f
y
k/
√
(fxk )
2 + (fyk)
2 + (mz)2 + (gk)2 + (3k)
2, (46)
fˆzk = 0, (47)
mˆz = mz/
√
(fxk )
2 + (fyk)
2 + (mz)2 + (gk)2 + (3k)
2, (48)
gˆk = gk/
√
(fxk )
2 + (fyk)
2 + (mz)2 + (gk)2 + (3k)
2, (49)
5intra-sublattice inter-sublattice
A1g 1, cos kx cos ky cos kx + cos ky
B1g - cos kx − cos ky
B2g sin kx sin ky -
A1u xˆ sin kx cos ky + yˆ sin ky cos kx xˆ sin kx + yˆ sin ky
A2u yˆ sin kx cos ky − xˆ sin ky cos kx xˆ sin ky − yˆ sin kx
B1u xˆ sin kx cos ky − yˆ sin ky cos kx xˆ sin kx − yˆ sin ky
B2u yˆ sin kx cos ky + xˆ sin ky cos kx xˆ sin ky + yˆ sin kx
Eu {zˆ sin kx cos ky, zˆ sin ky cos kx} {zˆ sin kx, zˆ sin ky}
TABLE II: Lowest order basis functions supported by intra- and inter-sublattice interactions on the lattice considered.
and
ˆk = 
3
k/
√
(fxk )
2 + (fyk)
2 + (mz)2 + (gk)2 + (3k)
2. (50)
In Eq. (44), the two (doubly-degenarate) band energies are given by
ξ±,ks = ξ±,k = 0k − µ±
√
(fxk )
2 + (fyk)
2 + (mz)2 + (gk)2 + (3k)
2. (51)
Superconductivity
We now turn to the problem of superconductivity by introducing a pairing interaction of the general form,
H′ = 1
N
∑
k,k′
V ss
′,s3s4
αβ,µν (k,k
′)c†αksc
†
β−ks′cµ−k′s3cνk′s4 . (52)
We parametrize the matrix element in the notation used for the single-particle terms,
V ss
′,s3s4
αβ,µν (k,k
′) =
∑
m,n
∑
a
v(a)mn[ψ
(a)
mn(k)(σ
miσy)ss′τ
n
αβ ][ψ
(a)
mn(k
′)(σmiσy)s3s4τ
n
µν ]
†, (53)
where ψ
(a)
mn(k) have the symmetry of the gap functions tabulated in Tab.II. The interaction matrix element
[V (k,k′)]s1s2s3s4αβγδ has an odd and an even part in k which depends on the resulting sign of an interchange of the
two first index pairs, (αβ, s1s2)↔ (βα, s2s1),
[V (k,k′)]s1s2s3s4αβγδ = v
+
kk′Λ
s1s2s3s4
+,αβγδ + v
−
kk′Λ
s1s2s3s4
−,αβγδ , (54)
where
v±k,k′ =
1
2
(v(k− k′)± v(k+ k′)).
The corresponding matrix elements Λs1s2s3s4±,αβγδ can be found in Ref. 1.
With the Hamiltonian and the non-interacting Green’s function introduced above it is possible to analyze the
superconducting instabilities in detail by resorting to the standard framework of the Gor’kov equations. The linearized
gap equation reads
∆ss
′
αβ(k) = −T
∑
µ,ν
∑
ωn
∑
k′
∑
s3,s4
V ss
′s3s4
αβ,µν (k,k
′)[Gˆ0(k′, ωn)∆ˆ(k′)GˆT0 (−k′,−ωn)]s4s3νµ , (55)
where all the Green’s functions as well as the order parameter are 4 × 4 matrices. This gap equation is analyzed in
the following for the two cases of a leading instability in the intra-sublattice and the inter-sublattice pairing channel,
respectively. For simplicity, we will start with a system without the AFM order, and then analyze how the stable
solutions are suppressed, once AFM order is ‘turned on’.
6No magnetic order
We look first at intra-sublattice pairing such that we have gap functions of the form
∆ˆ(k) =
{
ψ0(k)(iσ
y)⊗ τ0 + (~d1(k) · ~σ)(iσy)⊗ τ1
ψ1(k)(iσ
y)⊗ τ1 + (~d0(k) · ~σ)(iσy)⊗ τ0
. (56)
The gap functions (56) couple within the linearized gap equation (55),
ψ0(k) = −T
∑
n,k′
v+kk′
{
[G0+G˜0+ +G0−G˜0−]ψ0(k′) + [G0+G˜0− +G0−G˜0+]fˆk′ · ~d1(k′)
}
, (57)
~d1(k) = −T
∑
n,k′
v−kk′
{
[G0+G˜0+ +G0−G˜0−]~d1(k′) + 2G0−G˜0−{fˆk′ [fˆk′ · ~d1(k′)]− ~d1(k′)}
+ [G0+G˜0− +G0−G˜0+]fˆk′ψ0(k
′)
}
(58)
and, analogously,
~d0(k) = −T
∑
n,k′
v−kk′
{
[G0+G˜0+ +G0−G˜0−]~d0(k′) + 2G0−G˜0−{fˆk′ [fˆk′ · ~d0(k′)]− |fˆk′ |2 ~d0(k′)}
+ [G0+G˜0− +G0−G˜0+]fˆk′ψ1(k
′)
}
, (59)
ψ1(k) = −T
∑
n,k′
v+kk′
{
[G0+G˜0+ +G0−G˜0−]ψ1(k′)− 2(ˆk′)2G0−G˜0−ψ1(k′)
+ [G0+G˜0− +G0−G˜0+]fˆk′ · ~d0(k′)
}
. (60)
Here, we have introduced the short notation G0± = G0±(k, ωn) and G˜0± = G0±(−k,−ωn).
As we are not interested here in the gap mixing, we only look in the following on the diagonal part and the resulting
linearlized gap equation. For the triplet gap functions, it is obvious that there is a main difference between d vectors
parallel or perpendicular to fˆk. For the case of a parallel d vector, which is the most stable, we find the same linearized
gap equations for the singlet and triplet cases that come with τ0, namely
1 = −V
∑
k′
∑
a=±
λ20(k
′)
2ξa,k′
tanh
(
ξa,k′
2T
)
, (61)
where λ0(k
′) is a place holder for the momentum structure of the respective gap and interaction, e.g. λ0(k) = ψ0(k).
For the gap functions combined with τ1, we find
1 = −V
∑
k′
∑
a=±
[1− ˆ2k
2ξa,k′
+
ˆ2k
20k
]
λ21(k
′) tanh
(
ξa,k′
2T
)
. (62)
As only the first term in the above sum has the divergence needed for the Cooper instability, we see that this term is
suppressed. Finally, we can also look at the case of a d vector perpendicular to fˆk combined with a τ
0. Here, we find
the linearized gap equation
1 = −V
∑
k′
∑
a=±
[1− fˆ2k
2ξa,k′
+
fˆ2k
20k
]
λ20,⊥(k
′) tanh
(
ξa,k′
2T
)
. (63)
Obviously, in this case, the suppression stems from the spin-orbit coupling parametrized by fˆk.
Turning to the inter-sublattice pairing, we only look at the most stable states to start with, i.e.,
∆ˆ(k) =
{
(~d3(k) · ~σ)(iσy)⊗ τ3
ψ3(k)(iσ
y)⊗ τ3 . (64)
7To write the linearized gap equation we use the inter-sublattice pairing interactions to find
ψ3(k) = −T
∑
n,k′
v+kk′
{
[G0+G˜0+ +G0−G˜0−]ψ3(k′)− 2G0−G˜0−fˆ2k′ψ3(k′)
}
(65)
and, in the same way,
~d3(k) = −T
∑
n,k′
v−kk′
{
[G0+G˜0+ +G0−G˜0−]~d3(k′)− 2G0−G˜0−[fˆk′ · ~d3(k′)]fˆk′
}
. (66)
Interestingly, in this case only the spin-triplet gap function with a d vector perpendicular to the fˆ vector is most
stable, again with a linearized self-consistency equation
1 = −V
∑
k′
∑
a=±
λ23,t(k
′)
2ξa,k′
tanh
(
ξa,k′
2T
)
. (67)
Note that there are in principle two possibilities for a d vector perpendicular to fˆ , namely one in plane and the other
out of plane. These correspond to the gaps introduced in the main text in Eqs. (10) and (11). However, the in-plane
d vector has a non-trivial momentum structure: in order for a vector to be perpendicular to fˆ , i.e., Eqs (37) and (38),
it must have a structure that is of intra-sublattice form. The inter-sublattice gap with in-plane d vector can thus only
be approximately perpendicular to fˆ .
Finally, the almost stable spin-singlet gap now leads to
1 = −V
∑
k′
∑
a=±
[1− fˆ2k
2ξa,k′
+
fˆ2k
20k
]
λ23,s(k
′) tanh
(
ξa,k′
2T
)
, (68)
which is now suppressed by the spin-orbit coupling.
AFM order
For the case of AFM ordered FeSe, we only focus on the (almost) stable states found above and look at their
‘diagonal’ selfconsistency equation, i.e.,
∆ˆ(k) =
{
ψ0(k)(iσ
y)⊗ τ0
(~d0(k) · ~σ)(iσy)⊗ τ0 , (69)
with d0(k)||fˆk for the intra-sublattice pairing states and
∆ˆ(k) =
{
(~d3(k) · ~σ)(iσy)⊗ τ3
ψ3(k)(iσ
y)⊗ τ3 , (70)
with d3(k) ⊥ fˆk for the inter-sublattice states. Again starting with the intra-sublattice orders, we find
ψ0(k) = −T
∑
n,k′
v+kk′
{
[G0+G˜0+ +G0−G˜0−]ψ0(k′)− 2G0−G˜0−[gˆ2k + mˆ2z]ψ0(k′)
}
, (71)
for the singlet, and
~d0(k) = −T
∑
n,k′
v−kk′
{
[G0+G˜0+ +G0−G˜0−]~d0(k′) + 2G0−G˜0−{fˆk′ [fˆk′ · ~d0(k′)]− (|fˆk′ |2 + gˆ2k)~d0(k′)} (72)
= −T
∑
n,k′
v−kk′
{
[G0+G˜0+ +G0−G˜0−]~d0(k′)− 2G0−G˜0−gˆ2k′ ~d0(k′)}, (73)
where for the second line we have used ~d0(k) ‖ fˆk.
8For the case of inter-sublattice pairing, we find for the spin-singlet gap
ψ3(k) = −T
∑
n,k′
v+kk′
{
[G0+G˜0+ +G0−G˜0−]ψ3(k′)− 2G0−G˜0−fˆ2k′ψ3(k′)
}
(74)
which again is suppressed by the spin-orbit coupling. Finally, for the spin-triplet gap, we find
~d⊥3 (k) = −T
∑
n,k′
v−kk′
{
[G0+G˜0+ +G0−G˜0−]~d⊥3 (k
′)− 2G0−G˜0−mˆ2z ~d⊥3 (k′)
}
, (75)
for an in-plane d vector with ~d3(k) ⊥ fˆk while
dz3(k) = −T
∑
n,k′
v−kk′ [G0+G˜0+ +G0−G˜0−]d
z
3(k
′) (76)
for the d vector along the z direction.
Finally, we can again look at the linearized self-consistency equations determining the critical temperature after
summing over the Matsubara frequencies to find
1 = −V
∑
k′
∑
a=±
[1− (gˆ2k + mˆ2z)
2ξa,k′
+
gˆ2k + mˆ
2
z
20k
]
λ20,s(k
′) tanh
(
ξa,k′
2T
)
(77)
for the intra-sublattice singlet,
1 = −V
∑
k′
∑
a=±
[1− gˆ2k
2ξa,k′
+
gˆ2k
20k
]
λ20,t(k
′) tanh
(
ξa,k′
2T
)
(78)
for the intra-sublattice triplet,
1 = −V
∑
k′
∑
a=±
[1− fˆ2k
2ξa,k′
+
fˆ2k
20k
]
λ23,s(k
′) tanh
(
ξa,k′
2T
)
(79)
for the inter-sublattice singlet, and finally
1 = −V
∑
k′
∑
a=±
λ23,t(k
′)
2ξa,k′
tanh
(
ξa,k′
2T
)
(80)
for the inter-sublattice triplet with a d vector parallel mz. The most stable gap is thus the inter-sublattice triplet state
with a d vector parallel to the magnetic order, i.e., in z direction [Eq. (80)]. Note, however, that the intra-sublattice
triplet state with d ‖ ~f is almost as stable [Eq. (78)], and the inter-sublattice singlet state is also only suppressed by
the spin-orbit coupling [Eq. (79)]. This might or might not be a strong term (what counts is the relative strength
compared to the nearest-neighbor hopping).
Order parameter mixing and charge currents
Finally, we want to look at order parameter (or gap) mixing for the case of the more stable gap functions above.
In general, a gap belonging to an IR R1 can couple to a gap of IR R2, if R
±
2 ∈ R∓1 ⊗B−2u, with B−2u = A−2g ⊗B+1u the
symmetry of the staggered magnetization and the superscript ± refering to the behavior under TRS.
The most stable order parameter dz3(k)σ
z(iσy) ⊗ τ3 belongs to Eu and we do not find any interesting coupling.
However, for the almost stable states we find gap mixing similar to what we found for the Rashba case. First, for the
spin-singlet case with overall A1g symmetry, there are two spin-triplet gap functions that can be mixed in, namely
∆
(1)
A1g
(k) = ∆1(sin kx cos kyσ
x − sin ky cos kxσy)(iσy)⊗ τ1 (81)
of B+1u ⊗B+1u symmetry, which is allowed to mix even in the absence of magnetic order [see Eq. (57)], and
∆
(2)
A1g
(k) = i∆2(sin ky cos kxσ
x + sin kx cos kyσ
y)(iσy)⊗ τ0 (82)
9of B−2u ×A+1g symmetry. Going to sublattice (instead of band) space, τ1 becomes τ3, such that on one sublattice
∆AA1g (k) =
(−(∆1 + ∆2)(sin kx cos ky + i sin ky cos kx) 0
0 (∆1 −∆2)(sin kx cos ky − i sin ky cos kx)
)
(83)
while on the other
∆BA1g (k) =
(
(∆1 −∆2)(sin kx cos ky + i sin ky cos kx) 0
0 −(∆1 + ∆2)(sin kx cos ky − i sin ky cos kx)
)
. (84)
Similarly, for the case of a spin-triplet gap of the form
∆
(1)
B1u
(k) = ∆1(sin kx cos kyσ
x − sin ky cos kxσy)(iσy)⊗ τ0 (85)
the AFM order leads to a mixing with
∆
(2)
B1u
(k) = i∆2(sin ky cos kxσ
x + sin kx cos kyσ
y)(iσy)⊗ τ1 (86)
which leads to
∆AB1u(k) =
(−(∆1 + ∆2)(sin kx cos ky + i sin ky cos kx) 0
0 (∆1 −∆2)(sin kx cos ky − i sin ky cos kx)
)
(87)
and
∆BB1u(k) =
(−(∆1 −∆2)(sin kx cos ky + i sin ky cos kx) 0
0 (∆1 + ∆2)(sin kx cos ky − i sin ky cos kx)
)
. (88)
In both cases, there is thus a p+ ip order parameter for spin up and a p− ip for spin down with an imbalance that is
opposite on the two sublattices, resulting in no net current at a random boundary. However, for the right termination,
e.g., a perfectrly diagonal boundary, there could be a net current.
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