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Abstract
In this paper we study the existence of weak solutions to an unsteady system
describing the motion of micro-polar electrorheological fluids. The constitutive
relations for the stress tensors belong to the class of generalized Newtonian
fluids. Using the Lipschitz truncation and the solenoidal Lipschitz truncation
we establish the existence of global solutions for shear exponents p > 6/5 in
three-dimensional domains.
Keywords: Existence of solutions, Lipschitz truncation, solenoidal Lipschitz
truncation, micro-polar electrorheological fluids.
1. Introduction
In this paper we investigate the existence of solutions of the system1
∂tv + div(v ⊗ v) − divS+∇π = f in ΩT ,
div v = 0 in ΩT ,
∂tω + div(ω ⊗ v) − divN = ℓ− ε : S in ΩT ,
(1.1)
completed with homogeneous Dirichlet boundary conditions
v = 0 , ω = 0 on I × ∂Ω , (1.2)
and initial conditions
v(0) = v0 , ω(0) = ω0 in Ω . (1.3)
Here Ω ⊂ R3 is a bounded domain and I = (0, T ) with T ∈ (0,∞) a given finite
time intervall. The three equations in (1.1) are the balance of momentum, mass
and angular momentum for an incompressible, micro-polar electrorheological
fluid. In these equations v denotes the velocity, ω the micro-rotation, π the
pressure, S the mechanical extra stress tensor, N the couple stress tensor, ℓ the
∗Corresponding author
Email addresses: Erik.Baeumle@gmx.de (E. Ba¨umle),
rose@mathematik.uni-freiburg.de (M. Ru˚zˇicˇka )
1We denote by ε the isotropic third order tensor and by ε : S the vector having the
components εijkSjk, i = 1, . . . d, where the summation convention is used.
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electromagnetic couple force, f = f˜ + χE div(E⊗E) the body force, where f˜ is
the mechanical body force, χE the dielectric susceptibility and E the electric
field. The electric field E solves quasi-static Maxwell’s equations
divE = 0 in ΩT ,
curlE = 0 in ΩT ,
E · n = E0 · n on I × ∂Ω,
(1.4)
where n is the outer normal vector of the boundary ∂Ω and E0 is a given time-
dependent electric field. The model (1.1)–(1.4) is derived in [10]. It contains
a more realistic description of the dependence of the electrorheological effect
on the direction of the electric field compared to the previous model in [21],
[23]. Nevertheless, we concentrate in this paper on the investigation of the
mechanical properties of electrorheological fluids governed by (1.1). This is
possible due to the fact that Maxwell’s equations (1.4) are separated from the
balance laws (1.1) and that there exists a well developed existence theory for
Maxwell’s equations. Thus, we will assume throughout the paper that an electric
field E with appropriate properties is given (cf. Assumption 2.15).
A representative example for a constitutive relation for the stress tensors in
(1.1) reads (cf. [10], [23])
S = (α31 + α33|E|
2)(1 + |D|)p−2D+ α51(1 + |D|)
p−2
(
DE⊗E+E⊗DE
)
+ α71|E|
2(1 + |R|)p−2R+ α91(1 + |R|)
p−2
(
RE⊗E+E⊗RE
)
,
N = (β31 + β33|E|
2)(1 + |∇ω|)p−2∇ω
+ β51(1 + |∇ω|)
p−2
(
(∇ω)E⊗E+E⊗ (∇ω)E
)
,
(1.5)
with constants α31, α33, α71, β33 > 0 and β31 ≥ 0. The constants α51, α91, β51
have to satisfy certain restrictions (cf. [10], [23]), which ensure the validity of the
second law of thermodynamics. In (1.5) we used the notation2 D = (∇v)sym,
R =Wv + ε · ω, with Wv = (∇v)skew. In the present paper we refrain from
considering concrete constitutive relations for the stress tensors, but we make
general assumptions covering prototypical situations (cf. Assumption 2.6 and
Assumption 2.10).
Micro-polar fluids have been introduced by Eringen in the sixties (cf. [11] for
an exhaustive treatment). Electrorheological fluids can be modelled in various
ways, see e.g. [1], [22], [26], [21], [10]. While there exists many investigations of
micro-polar as well as of electrorheological fluids (cf. [17], [23]), there exists to
our knowledge no investigations of micro-polar electrorheological fluids except
[13], which is based on the PhD thesis [12] and the diploma thesis [25]; and the
diploma thesis [2]. The present paper is based on the latter thesis.
In the next section we introduce the notation, the functional setting, give
assumptions for the stress tensors and collect some auxiliary results. In partic-
ular, the properties of the solenoidal unsteady Lipschitz truncation are stated
and a generalization of the unsteady Lipschitz truncation is discussed. In Sec-
tion 3 we present the analysis of our problem in the context of pseudomonotone
operator theory, which applies for shear exponents p ≥ 11/5. With the same
2Here ε · ω denotes the tensor with components εijkωk, i, j = 1, . . . , d.
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tools we construct approximate solutions in the more interesting case p < 11/5
in Section 4. Using the different Lipschitz truncations we prove our main result
in Section 5.
2. Preliminaries
2.1. Notation and function spaces
We denote by c generic constants, which may change from line to line. Scalar-
valued functions will be written in normal font, e.g., f, ζ while vector-valued
functions will be denoted by boldfaced letters, e.g., u,ϕ. Capital boldface let-
ters will be used for tensor-valued functions3, e.g., S. The standard scalar
product for vectors is denoted by v · ω, while the standard scalar product for
tensors is denoted by A : B. We use the usual Lebesgue and Sobolev spaces
Lp(Ω), W k,p(Ω), 1 ≤ p ≤ ∞, k ∈ N, where Ω ⊂ R3 is bounded domain with
Lipschitz-boundary. For given T ∈ (0,∞) we use the notation ΩT := (0, T )×Ω.
By W 1,p0 (Ω) we denote the completion of C
∞
0 (Ω) in W
1,p(Ω) which will be
equipped with the gradient norm ‖∇ · ‖Lp . In the notation of function spaces we
do not distinguish between scalar, vector-valued and tensor-valued spaces. For
v ∈W 1,p(Ω) we denote by Dv the symmetric and by Wv the skew-symmetric
part of the gradient, i.e. Dv = 12 (∇v+∇v
⊤) andWv = 12 (∇v−∇v
⊤). Further
we define for vectors v,ω the tensor R(v,ω) :=Wv + ε · ω. These definitions
imply the equality
S : ∇v + (ε : S) · ω = S :
(
Dv +R(v,ω)
)
. (2.1)
Moreover, for any ω ∈ Rd, S ∈ Rd×d there holds
|ε : S| ≤ c |S|, |ε · ω| ≤ c |ω|. (2.2)
Additionally we need some completions of V(Ω) := {u ∈ C∞0 (Ω)
∣∣ divu = 0}.
We define H(Ω) := V(Ω)
L2
, Vp(Ω) := V(Ω)
W 1,p
, V 3(Ω) := V(Ω)
W 3,2
. While we
will use the usual L2-norm on H(Ω) and the usual W 3,2-norm on V 3(Ω), we
will equip the space Vp(Ω) for 1 < p < ∞ with the norm ‖ · ‖Vp := ‖D · ‖Lp ,
which defines an equivalent norm due to Korn’s inequality (cf. [6]). The duality
pairing between a Banach space V and its dual V ∗ will be denoted by 〈·, ·〉V . We
use the usual notation for Bochner spaces (cf. [14], [29]) and denote by du
dt
the
generalized derivative, i.e. let V,W be Banach spaces with a dense embedding
V →֒W and assume that for u ∈ Lp(0, T ;V ) there exists w ∈ Lq(0, T ;W ) such
that
∫ T
0
ϕ′(t)u(t) dt = −
∫ T
0
ϕ(t)w(t) dt holds for any ϕ ∈ C∞0 ((0, T )), then we
set du
dt
:= w. We introduce the Bochner-Sobolev space
W 1,p,q(0, T ;V,W ) :=
{
u ∈ Lp(0, T ;V )
∣∣ du
dt
∈ Lq(0, T ;W )
}
.
For details concerning these spaces we refer to [6]. Let (V,H, V ∗) be a Gelfand-
triple, i.e. V is a Banach space and H is a Hilbert space, such that V embeds
densely into H . Then we define the Bochner-Sobolev space
W 1p (0, T ;V,H) :=
{
u ∈ Lp(0, T ;V )
∣∣ du
dt
∈ Lp
′
(0, T ;V ∗)
}
.
3The only exception will be the electric field which is denoted as usual by E.
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It is well known that (cf. [6], [29]) we have the continuous embeddings
W 1,p,q(0, T ;V,W ) →֒ C(0, T ;W ),
W 1p (0, T ;V,H) →֒ C(0, T ;H),
(2.3)
and that for u, v ∈W 1p (0, T ;V,H) there holds the integration by parts formula,
i.e. for any 0 ≤ s, t ≤ T there holds (cf. [29])
(u(t), v(t))H − (u(s), v(s))H =
∫ t
s
〈
du(τ)
dt
, v(τ)〉V +
dv(τ)
dt
, u(τ)〉V dt. (2.4)
In the Sections 3, 4 and 5 we will renounce to mark the integration variables to
ensure a better readability.
2.2. The stress tensor, the couple stress tensor and the electric field
We denote the symmetric and the skew-symmetric part, resp., of a tensor A
by Asym := 12 (A +A
⊤) and Askew := 12 (A −A
⊤), respectively. Moreover, we
set R3×3sym := {A ∈ R
3×3
∣∣A = Asym} and R3×3skew := {A ∈ R3×3 ∣∣A = Askew}.
Motivated by the typical example for the extra stress tensor S and for the couple
stress tensor N in (1.5) and the residual entropy inequality (cf. [10, (2.30)])
S : D+ S : R+N : ∇ω ≥ 0 (2.5)
we make the following assumptions:
Assumption 2.6. The stress tensor S = S(D,R,E) belongs to the space
C0(R3×3sym,R
3×3
skew,R
3;R3×3) and fulfills the following assumptions:
1. coercivity: for all D ∈ R3×3sym, R ∈ R
3×3
skew and E ∈ R
3 we have
S(D,R,E) : D ≥ c
(
1 + |E|2
) (
|D|p − c
)
,
S(D,R,E) : R ≥ c |E|2
(
|R|p − c
)
,
(2.7)
2. boundedness: for all D ∈ R3×3sym, R ∈ R
3×3
skew and E ∈ R
3 we have
|Ssym(D,R,E)| ≤ c
(
1 + |E|2
)(
1 + |D|p−1
)
,
|Sskew(D,R,E)| ≤ c |E|2
(
1 + |R|p−1
)
,
(2.8)
3. strict monotonicity: for all D1,D2 ∈ R3×3sym, R1,R2 ∈ R
3×3
skew and E ∈ R
3
such that (D1, |E|R1) 6= (D2, |E|R2) we have(
S(D1,R1,E)− S(D2,R2,E)
)
:
(
D1 −D2 +R1 −R2
)
> 0 . (2.9)
Assumption 2.10. The couple stress tensor N = N(L,E) belongs to the space
C0(R3×3,R3;R3×3) and fulfills the following assumptions:
1. coercivity: for all L ∈ R3×3 and E ∈ R3 we have
N(L,E) : L ≥ c
(
1 + |E|2
)(
|L|p − c
)
, (2.11)
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2. boundedness: for all L ∈ R3×3 and E ∈ R3 we have
|N(L,E)| ≤ c
(
1 + |E|2
)(
1 + |L|p−1
)
, (2.12)
3. strict monotonicity: for all L1,L2 ∈ R3×3 and E ∈ R3 with |E| > 0 and
L1 6= L2 we have
(N(L1,E)−N(L2,E)) : (L1 − L2) > 0 . (2.13)
Remark 2.14. We could also have adapted the notion of (p, δ)-structure, used
e.g. in [19], [8], [5] and [4], to the present situation. In fact, all results remain
valid also under that assumption. Moreover, all estimates would depend on
δ ∈ [δ0, δ1] only through δ0 > 0 and δ1.
In the steady case the quasi-static Maxwell-equations possess very regular
solutions. Following [23], [12], [13] and the references therein, we know that
the electric field is a real-analytic function and that and the set |E|−1(0) is a
finite union of lower-dimensional C1-manifolds. Especially |E|−1(0) is a set of
measure zero. If we consider the time-dependent case and assume the data to
be regular, the solution also possesses good regularity properties (cf. [23] for
more details). By using Fubini’s Theorem we conclude∫
ΩT
χE=0 =
∫ T
0
|E(t)−1| dt = 0.
Therefore we make the following assumption.
Assumption 2.15. The electric field E belongs to the space L∞(0, T ;L∞(Ω))
and a.e. in ΩT there holds |E| > 0.
Throughout the paper we assume that there exists p ∈ (1,∞) and such
that S satisfies Assumption 2.6 and N satisfies Assumption 2.10. Moreover, the
electric field satisfies Assumption 2.15.
2.3. Auxiliary results
In this section we want to present two Lipschitz truncation methods for
unsteady problems as well as an existence result for parabolic PDEs which will
be used to solve the easy case p ≥ 115 and the approximation of our system. The
first result is a solenoidal Lipschitz truncation which was established in [7].
Theorem 2.16 (Solenoidal Lipschitz truncation). Let Q0 = I0×B0 be a space-
time cylinder with a finite time-interval I0 ⊂ R and a ball B0 ⊂ R3. Let
6
5 < p <∞ and 1 < σ < min{p, p
′}. Let (um) and (Gm) satisfy
−
∫
Q0
um · ∂tξ dx dt =
∫
Q0
Gm : ∇ξ dx dt for all ξ ∈ C
∞
0,div(Q0).
Assume (um) is a weak null sequence in L
p(I0;W
1,p(B0)), a strong null se-
quence in Lσ(Q0) and bounded in L
∞(I0;L
σ(B0)). Further assume that Gm =
G1,m + G2,m is such that (G1,m) is a weak null sequence in L
p′(Q0) and
(G2,m) converges strongly to zero in L
σ(Q0). Then there exist double sequences
(λm,k) ⊂ R+, (Om,k) ⊂ R× R3, (um,k) ⊂ L1(Q0) and k0 ∈ N such that for all
k ≥ k0:
5
(a) 22
k
≤ λm,k ≤ 22
k+1
.
(b) (um,k) ⊂ Ls(
1
4I0;W
1,s
0,div(
1
6B0)) for all s <∞ and supp(um,k) ⊂
1
6Q0.
4
(c) um,k = um a.e. on
1
8Q0 \ Om,k.
(d) ‖∇um,k‖L∞( 14Q0)
≤ c λm,k.
(e) um,k → 0 in L∞(
1
4Q0) for m→∞ and k fixed.
(f) ∇um,k ⇀ 0 in Ls(
1
4Q0) for m→∞ and k fixed.
(g) lim supm→∞ λ
p
m,k|Om,k| ≤ c 2
−k.
(h) lim supm→∞ |
∫
Gm : ∇um,k dx dt| ≤ c λ
p
m,k|Om,k|.
Proof: This is Theorem 2.2 in [7]. Another proof can be found in [2] where the
result of [7, Lemma 2.6] is proofed differently. 
We also cite a useful corollary of this theorem, cf. [7, Corollary 2.4].
Corollary 2.17. Let all the assumptions of Theorem 2.16 be satisfied and let
ζ ∈ C∞0 (
1
6Q0) satisfy χ 18Q0 ≤ ζ ≤ χ
1
6Q0
. Then for every K ∈ Lp
′
(16Q0)
lim sup
m→∞
∣∣∣∣
∫
((G1,m +K) : ∇um) ζ χO∁
m,k
dx dt
∣∣∣∣ ≤ c 2−kp .
In [9] a Lipschitz truncation method for non-solenoidal functions was devel-
oped. Since we need a small generalization of [9, Theorem 3.9] we sketch the
proof. Let us start with some notation. For α > 0 we define the anisotropic
parabolic metric dα in R×R3 by dα((t, x), (s, y)) := max{|x− y|, |α−1(t− s)|
1
2 }.
For (t, x) ∈ R × R3 and r > 0 we define α-parabolic cylinders Qαr ((t, x)) :=
{(s, y) ∈ R × R3
∣∣ dα((t, x), (s, y)) < r}. Note that Qαr ((t, x)) = (t − αr2,
t+αr2)×Br(x). Let E ⊂ R×R
3 be open and bounded, where R×R3 is equipped
with the anisotropic metric dα for some α > 0. According to [9, Lemma 3.1]
there exists a Whitney type covering (Qαi )i∈N of E with α-parabolic cylinders
Qαi := Q
α
ri
((ti, xi)). There also exists a subordinate partition of unity (ψi)i∈N
to this Whitney type covering (Qαi )i∈N (cf. [9, (3.2)]). So we are able to define
the truncation operator.
Definition 2.18. Let E ⊂ ΩT be open. For u ∈ L1loc(Ω)T ) we define
(T αE u)((t, x)) :=


u(t, x) if (t, x) ∈ ΩT \ E∑
i∈N
ψi(t, x)uQαi if (t, x) ∈ E,
where uQαi := −
∫
Qαi
u dx dt is the mean value over Qαi .
With this definition we get the first continuity result.
4Let I0 = (t0 − ρ, t0 + ρ) and B0 = Br(x0). Then we define the scaled space-time cylinder
1
6
Q0 by (t0 −
1
6
ρ, t0 +
1
6
ρ) ×B 1
6
r
(x0).
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Lemma 2.19. There exists a constant c such that for every 1 ≤ p ≤ ∞
‖T αE u‖Lp(ΩT ) ≤ c ‖u‖Lp(ΩT ).
Proof: cf. [9, Lemma 3.5]. 
Before we state the main theorem of chapter 3 in [9] in a generalized version,
we need some results for the maximal operator. For g ∈ Lp(R1+3) (p > 1) we
denote by
Mx(f)(t, x) := sup
0<r<∞
−
∫
Br(x)
|f(t, y)|dy,
Mt(f)(t, x) := sup
0<ρ<∞
−
∫
Iρ(t)
|f(s, x)|ds,
the usual maximal operators in the space and time variables. Here Iρ(t) :=
(t− ρ, t+ ρ). More details concerning maximal operators can be found in [24].
We want to use the composition of these two maximal operators
M∗(g) :=Mt(Mx(f)).
This maximal operator satisfies strong and weak type estimates and for all
(t, x) ∈ R1,3 and r, ρ > 0 there holds (cf. [9, Appendix A])
−
∫
Iρ(t)
−
∫
Br(x)
|g(s, y)| dy ds ≤M∗(g)(t, x). (2.20)
Theorem 2.21. For 1 < p, σ < ∞ let u ∈ L∞(I;L2(Ω)) ∩ Lp(I;W 1,p(Ω)),
H ∈ Lσ(ΩT ), k ∈ Lp
′
(ΩT ) satisfy
−
∫
ΩT
u · ∂tϕ dx dt =
∫
ΩT
H : ∇ϕ dx dt+
∫
ΩT
k ·ϕ dx dt (2.22)
for all ϕ ∈ C∞0 (ΩT ). We define (Λ > 0)
OΛ := {(t, x) ∈ R
1+3
∣∣M∗(|∇u|)(t, x) + αM∗(|H|)(t, x) + αM∗(|k|)(t, x) > Λ},
U1 := {(t, x) ∈ R
1+3
∣∣M∗(|u|)(t, x) > 1}.
Let E be an open, bounded set such that ΩT ∩(OΛ∪U1) ⊂ E ⊂ ΩT . Let K ⊂ ΩT
be a compact set, then there holds:
(i) The Lipschitz truncation T αE u belongs to C
0,1
dα
(K), the space of Lipschitz
continous functions with respect to dα on K, where the norm depends on
K, Λ, α, ‖u‖L1(E) and ‖u‖L1(ΩT ). In particular T
α
E u,∇T
α
E u ∈ L
∞(K).
(ii) The Lipschitz truncation T αE u satisfies the estimates
‖∇T αE u‖L∞(K) ≤ c (Λ + α
−1δ−3−3α,K ‖u‖L1(E)),
‖T αE u‖L∞(K) ≤ c (1 + α
−1δ−3−2α,K ‖u‖L1(E)),
where δα,K := dα(K, ∂ΩT ).
(iii) The function (∂t T αE u) · (T
α
E u− u) belongs to L
1(K ∩ E) and we have
‖(∂t T
α
E u) · (T
α
E u− u)‖L1(K∩E) ≤ c α
−1|E|(Λ + α−1δ−3−3α,K ‖u‖L1(E))
2 .
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(iv) For all ζ ∈ C∞0 (ΩT ) there holds the identity∫
I
〈
du
dt
(t), (T αE u(t))ζ(t)
〉
dt
=
1
2
∫
ΩT
(|T αE u|
2 − 2u · T αE u)∂tζ dx dt+
∫
E
(∂t T
α
E u) · (T
α
E u− u)ζ dx dt ,
where 〈·, ·〉 denotes the usual duality pairing with respect to Ω.
In [9] this Theorem is proved only with k ≡ 0. In order to deal with k 6= 0
we changed the definition of OΛ, which coincides with the definition in [9] for
k ≡ 0. The proof of [9, Theorem 3.9] uses a Poincare´-type inequality (cf. [9,
Appendix B], [27, Lemma B.3]) which allows to control mean values of the
form5 −
∫
Qi
|u− uQi | dx dt by norms of ∇u, H and k. Thus, if we generalize
the Poincare´-type inequality for functions with a distributional time derivative
of the form of (2.22), the proof of [9, Theorem 3.9] can be applied to prove
Theorem 2.21.
Lemma 2.23 (Poincare´-type inequality). For α, r > 0 let Qαr := Q
α
r ((t, x)) be
a α-parabolic cylinder. Assume u ∈ L1(Qαr ) with ∇u ∈ L
1(Qαr ), H ∈ L
1(Qαr )
and k ∈ L1(Qαr ) satisfy
−
∫
Qαr
u · ∂tϕ dx dt =
∫
Qαr
H : ∇ϕ dx dt+
∫
Qαr
k · ϕ dx dt (2.24)
for all ϕ ∈ C∞0 (Q
α
r ). Then there exists a constant c independent of α, r and
(t, x) such that∫
Qαr
|u− uQαr | dx dt ≤ c r
(
‖∇u‖L1(Qαr ) + α ‖H‖L1(Qαr ) + α r ‖k‖L1(Qαr )
)
.
Proof: We only proof the special case (t, x) = (0, 0), 1 = α = r since the
general result of this lemma follows from a transformation of coordinates. We
abbreviate Q1 := Q
1
1((0, 0)) and B1 := B1(0). With the same arguments as in
[9] we get∫
Q1
|u(t, x)− uQ1 | dx dt ≤ c
∫
Q1
|∇u| dx dt+
|B1|
2
∫ 1
−1
∫ 1
−1
∣∣g(u(t)− u(s))∣∣ ds dt
(2.25)
where g : L1(B1) → R3 is defined for ζ ∈ C∞0 (B1) satisfying χ 12B1 ≤ ζ ≤ χB1 ,
by
g(v) =
1∫
B1
ζ dx
∫
B1
ζv dx.
For arbitrary ξ ∈ C∞0 (B1) and γ ∈ C
∞
0 (−1, 1) the function ϕ(t, x) := ξ(x)γ−h(t),
where γ−h(t) :=
1
h
∫ t−h
t
γ(s) ds is the Steklov average, is a admissible testfunc-
tion for equation (2.24). By standard arguments concerning the Steklov average
5Here for Qαr ((t, x)) = {(s, y)
∣∣ dα((t, x), (s, y)) < r} we define the scaled α-parabolic cylin-
der by 4Qαr ((t, x)) = {(s, y)
∣∣ dα((t, x), (s, y)) < 4r}.
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we conclude∫ 1
−1
∫
B1
∂tuh · ξ dx γ dt =
∫ 1
−1
∫
B1
Hh : ∇ξ dx γ dt+
∫ 1
−1
∫
B1
kh · ξ dx γ dt
and with the fundamental lemma of the calculus of variations we get∫
B1
∂tuh(τ) · ξ dx =
∫
B1
Hh(τ) : ∇ξ dx+
∫
B1
kh(τ) · ξ dx
for almost all τ ∈ (−1, 1). Splitting this equation into the components uih, k
i
h
and Hih, where H
i
h is the i-th line of the tensor Hh, by using a testfunction
which is 0 in all components except the i-th component, we get∫
B1
∂tu
i
h(τ) ξ dx =
∫
B1
Hih(τ) · ∇ξ dx+
∫
B1
kih(τ) ξ dx for all ξ ∈ C
∞
0 (B1).
This equation, the properties of the Steklov average, the definition of g and the
properties of ζ imply∣∣g(u(t)− u(s))∣∣ = lim
h→0
∣∣g(uh(t)− uh(s))∣∣
= lim
h→0
∣∣∣ 1∫
B1
ζ dx
∫ t
s
∫
B1
∂tuhζ dx dτ
∣∣∣
≤ lim
h→0
c∫
B1
ζ dx
3∑
i=1
∣∣∣ ∫ t
s
∫
B1
∂tu
i
hζ dx dτ
∣∣∣
≤ lim
h→0
c
| 12B1|
3∑
i=1
∣∣∣ ∫ t
s
∫
B1
Hih : ∇ζ + k
i
hζ dx dτ
∣∣∣
≤ lim
h→0
‖Hh‖L1(Q1) + ‖kh‖L1(Q1)
= ‖H‖L1(Q1) + ‖k‖L1(Q1)
This together with (2.25) proofs the special case of this lemma. 
With this Poincare´-type inequality we can prove [9, Lemma 3.11] which is
important for the proof of [9, Theorem 3.9]
Lemma 2.26. Under the assumptions of Theorem 2.21 we have for all Qαi
belonging to the Whitney covering of E such that Qαi ∩K 6= ∅
−
∫
4Qαi
|u− u4Qα
i
| dx dt ≤ c ri
(
Λ + α−1δ−3−3α,K ‖u‖L1(E)
)
, (2.27)
where the constant depends on the diameter of Ω.
Proof: The properties of the Whitney covering imply (i) 16Qαi ∩
(
(OΛ)c∩(U1)c
)
or (ii) 16Qαi ∩ Q 6= ∅. In case (i) we use the new Poincare´-type inequality in
Lemma 2.23 to estimate
−
∫
4Qαi
|u− u4Qαi | dx dt ≤ c ri−
∫
4Qαi
|∇u|+ α |H|+ α ri|k| dx dt,
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where we used 4Qαi ⊂ E ⊂ Q, which also implies 0 ≤ ri ≤ diamΩ. Since
16Qαi ∩ (OΛ)
c 6= ∅ we find a (t˜, x˜) ∈ 16Qαi ∩ (OΛ)
c. The definition of the α-
parabolic cylinders imply 4Qαi ⊂ Q
α
20ri(t0, x0). Now from the above inequality,
the definition of the maximal operatorM∗, (2.20) and the new definition of OΛ
in Theorem 2.21 we get
−
∫
4Qαi
|u− u4Qα
i
| dx dt ≤ c ri−
∫
4Qαi
|∇u|+ α |H|+ α ri|k| dx dt
≤ c(Ω) ri−
∫
Qα20ri
(t˜,x˜)
|∇u|+ α |H|+ α |k| dx dt
≤ c(Ω) ri
(
M∗(∇u)(t˜, x˜) + αM∗(H)(t˜, x˜) + αM∗(k)(t˜, x˜)
)
≤ c(Ω) ri Λ.
Case (ii) can be treated exactly as in [9]. 
Now the proof of Theorem 2.21 is exactly the same as the proof of [9, The-
orem 3.9] we just have to use Lemma 2.26 whenever [9, Lemma 3.11] is used.
Finally we quote an existence result for parabolic PDEs (cf. [3]).
Theorem 2.28. Let (V,H, V ∗) be a Gelfand-Triple. Assume Z is another re-
flexive, separable Banach space such that Z →֒ V with a continuous and dense
embedding. Moreover, assume that there exists an increasing sequence of finite
dimensional subspaces Vn ⊆ Z, such that ∪n∈NVn is dense in V . Addition-
ally, there exists self-adjoint projections Pn : H → H, such that Pn(V ) = Vn
and ‖Pn |Z‖L(Z,Z) ≤ c with a constant c independent of n ∈ N. Finally, let
{A(t)
∣∣ 0 ≤ t ≤ T } be a family of operators from V to V ∗ with the following
properties:
(A1) A(t) : V → V ∗ is pseudomonotone for almost every t ∈ [0, T ].
(A2) For every u ∈ Lp(0, T ;V ) ∩ L∞(0, T ;H) the mapping t 7→ A(t)u(t) from
[0, T ] to V ∗ is Bochner-measurable.
(A3) There exists a positive constant c1 and a nonnegative function C2 ∈ L1(0, T ),
such that
〈A(t)x, x〉V ≥ c1‖x‖
p
V − C2(t)
for almost every t ∈ [0, T ] and all x ∈ V .
(A4) There exists 0 < q < ∞, as well as constants c3 > 0, c4 ≥ 0 and a
nonnegative function C5 ∈ Lp
′
(0, T ), such that
‖A(t)x‖V ∗ ≤ c3‖x‖
p−1
V + c4‖x‖
q
H‖x‖
p−1
V + C5(t)
for almost every t ∈ [0, T ] and all x ∈ V .
Then for every u0 ∈ H, f ∈ Lp
′
(0, T ;V ∗) there exists a function u ∈W 1p (0, T ;V,H)
such that
u′(t) +A(t)u(t) = f(t) in V ∗ for a.e. t ∈ [0, T ],
u(0) = u0 in H.
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3. Easy case p ≥ 11
5
Theorem 3.1. Let p ∈ [ 115 ,∞), T ∈ (0,∞) and Ω ⊂ R
3 be a bounded domain
with Lipschitz-boundary. Assume that S satisfies Assumption 2.6, that N sat-
isfies Assumption 2.10 and that E satisfying Assumption 2.15 is given. Then
there exists for all v0 ∈ H(Ω), ω0 ∈ L
2(Ω) and f , ℓ ∈ Lp
′
(ΩT ) a weak solu-
tion (v,ω) ∈W 1p (0, T ;Vp(Ω), H(Ω))×W
1
p (0, T ;W
1,p
0 (Ω), L
2(Ω)) of the problem
(1.1)–(1.3) satisfying for all (ϕ,ψ) ∈ Lp(0, T ;Vp(Ω)) × L
p(0, T ;W 1,p0 (Ω))∫ T
0
〈
dv
dt
(t),ϕ(t)〉Vp +
∫
ΩT
S
(
Dv,R(v,ω),E
)
: ∇ϕ−
∫
ΩT
v ⊗ v : ∇ϕ
+
∫ T
0
〈
dω
dt
(t),ψ(t)〉
W
1,p
0
+
∫
ΩT
N(∇ω,E) : ∇ψ −
∫
ΩT
ω ⊗ v : ∇ψ
=
∫
ΩT
f · ϕ+
∫
ΩT
ℓ ·ψ −
∫
ΩT
(
ε : S
(
Dv,R(v,ω),E
))
·ψ
(3.2)
as well as v(0) = v0 and ω(0) = ω0.
Proof: We want to use Theorem 2.28. In view of (2.5), the identity (2.1) and
the assumptions on the stress tensors it is natural to view the system (1.1) as a
unit. Thus we are searching two unknown functions v and ω as elements (v,ω)
of the product space Vp(Ω)×W
1,p
0 (Ω). To simplify the notation we set
Vp := Vp(Ω)×W
1,p
0 (Ω), ‖(u,w)‖Vp :=
(
‖u‖2Vp + ‖w‖
2
W
1,p
0
) 1
2 ,
H := H(Ω)× L2(Ω), ‖(u,w)‖
H
:=
(
‖u‖2H + ‖w‖
2
L2
) 1
2 .
Since (Vp(Ω), H(Ω), Vp(Ω)
∗) and (W 1,p0 (Ω), L
2(Ω),W 1,p0 (Ω)
∗) form Gelfand-trip-
les, it is obvious that (Vp,H , (Vp)
∗) forms a Gelfand-triple as well. We set
Z := V 3(Ω) ×W 3,20 (Ω). Then, according to [18, Appendix 4.11 and 4.14], we
know that Z ,Vp,H satisfy all assumptions in Theorem 2.28.
Next we define operators A(t), Ai(t) : Vp → (Vp)∗, i = 1, . . . , 4, by
〈A1(t)(u,w), (ϕ,ψ)〉 :=
∫
Ω
S
(
Du,R(u,w),E(t)
)
: (Dϕ+R(ϕ,ψ)),
〈A2(t)(u,w), (ϕ,ψ)〉 := −
∫
Ω
u⊗ u : ∇ϕ,
〈A3(t)(u,w), (ϕ,ψ)〉 :=
∫
Ω
N(∇w,E(t)) : ∇ψ,
〈A4(t)(u,w), (ϕ,ψ)〉 := −
∫
Ω
w ⊗ u : ∇ψ,
A(t) := A1(t) +A2(t) +A3(t) +A4(t),
(3.3)
where 〈·, ·〉 denotes the duality pairing between Vp and (Vp)∗. In order to apply
Theorem 2.28 we have to check that the family A(t) satisfies (A1)–(A4).
(A1): Using (2.8), (2.12) as well as E(t) ∈ L∞(Ω) for almost every t ∈ [0, T ]
we conclude with the theory of Nemyckii operators that A1(t) and A3(t) are con-
tinuous operators. Moreover, from (2.9) and (2.13) we get the monotonicity of
A1(t) and A3(t). Using the compact embedding Vp →֒→֒ L
s(Ω)×Ls(Ω) for any
11
1 ≤ s < 3p3−p and Ho¨lder’s inequality it is easy to show that A2(t) and A4(t) are
strongly continuous operators for p > 95 . Since monotone, continuous operators
and strongly continuous operators are pseudomonotone and since summation
maintains pseudomonotonicity, we conclude that A(t) is pseudomonotone for
almost every t ∈ [0, T ].
(A2): Fix (u,w) ∈ Lp(0, T ;Vp) ∩ L∞(0, T ;H ). The argumentation will be
the same as in [3]. Since Vp is separable we are able to use Pettis’ Theorem.
Therefore it is enough to prove that t 7→ 〈A(t)(u(t),w(t)), (ϕ,ψ)〉
Vp
is Lebesgue
measurable for arbitrary (ϕ,ψ) ∈ Vp. Using (2.8), (2.12), (2.15) it is clear that
every function appearing in the definitions of Ai is an element of L
1(ΩT ) so that
Fubini’s theorem yields the assertion.
(A3) For arbitrary (u,w) ∈ Vp, p ≥
9
5 , there holds
〈A2(t)(u,w),u,w)〉 = −
∫
Ω
u⊗ u : u = 0,
〈A4(t)(u,w),u,w)〉 = −
∫
Ω
w ⊗ u : w = 0,
(3.4)
due to divu = 0 and integration by parts. Using (2.7) and (2.11) we immediately
estimate
〈A1(t)(u,w), (u,w)〉 + 〈A3(t)(u,w), (u,w)〉
≥ c
∫
Ω
|Du|p + c
∫
Ω
|∇w|p − c(E,Ω)
= c‖u‖pVp + c‖w‖
p
W
1,p
0
− c(E,Ω) ≥ c‖(u,w)‖p
Vp
− c(E,Ω),
(3.5)
where the constant c(E,Ω) depends only on ‖E‖L∞(ΩT ) and |Ω| because of
Assumption 2.15.
(A4) Let us start with the operator A1. Using (2.8), Ho¨lder’s inequality and
the continuous embedding Lp →֒ L1 we get
‖A1(t)(u,w)‖(Vp)∗ ≤ sup
‖(ϕ,ψ)‖
Vp
≤1
∫
Ω
c (1 + |E(t)|2)(1 + |Du|p−1)|Dϕ|
+ sup
‖(ϕ,ψ)‖
Vp
≤1
∫
Ω
c |E(t)|2(1 + |R(u,w)|p−1)|R(ϕ,ψ)|
≤ sup
‖(ϕ,ψ)‖
Vp
≤1
cE,p,|Ω|(1 + ‖Du‖
p−1
Lp )‖Dϕ‖Lp
+ sup
‖(ϕ,ψ)‖
Vp
≤1
cE,p,|Ω|(1 + ‖R(u,w)‖
p−1
Lp )‖R(ϕ,ψ)‖Lp .
(3.6)
Here the constant cE,p,|Ω| is again independent of t ∈ [0, T ] because of Assump-
tion 2.15. Due to (2.2) we are able to estimate that for any (ϕ,ψ) ∈ Vp and
a.e. x ∈ Ω
|R(ϕ(x),ψ(x))| ≤ |∇ϕ(x)|+ c|ψ(x)|.
This, together with Poincare’s and Korn’s inequality, implies
‖R(ϕ,ψ)‖Lp ≤ c (‖Dϕ‖Lp + ‖∇ψ‖Lp) = c (‖ϕ‖Vp + ‖ψ‖W 1,p0
)
≤ c ‖(ϕ,ψ)‖
Vp
.
(3.7)
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Now (3.6) and (3.7) immediately imply
‖A1(t)(u,w)‖(Vp)∗ ≤ cE,p,|Ω|
(
1 + ‖(u,w)‖p−1
Vp
)
(3.8)
From (2.12) and Ho¨lder’s inequality we are able to derive that
‖A3(t)(u,w)‖(Vp)∗ ≤ sup
‖(µ,ν)‖
Vp
≤1
cE
(
1 + ‖w‖p−1
W
1,p
0
)
‖ψ‖W 1,p0
≤ cE
(
1 + ‖(u,w)‖p−1
Vp
)
.
(3.9)
To treat the convective terms, we argue the same way as in [3]. Using Ho¨lder’s
inequality we immediately get
‖A2(t)(u,w)‖(Vp)∗ ≤ c ‖u‖
2
L2p
′ ,
‖A4(t)(u,w)‖(Vp)∗ ≤ c ‖u‖L2p′‖w‖L2p′ ≤ c max
{
‖u‖2L2p′ , ‖w‖
2
L2p
′
}
.
If p ∈ [ 115 , 3) we use for r =
12p
−5p2+17p−6 the Ho¨lder interpolation
‖u‖Lr ≤ ‖u‖
3−p
2
L2
‖u‖
p−1
2
L
3p
3−p
. (3.10)
Since for these p there holds 2p′ ≤ r, we conclude that
‖A2(t)(u,w)‖(Vp)∗ ≤ c ‖u‖
3−p
L2
‖u‖p−1Vp ≤ c ‖(u,w)‖
3−p
H
‖(u,w)‖p−1
Vp
. (3.11)
Moreover, (3.10) also holds for w, so we also get
‖A4(t)(u,w)‖(Vp)∗ ≤ c ‖(u,w)‖
3−p
H
‖(u,w)‖p−1
Vp
. (3.12)
If, on the other hand, p ≥ 3, we get p′ ≤ 32 . This implies that 2 < 2p
′ ≤ 3
always holds and therefore it is sufficient to use the interpolation
‖u‖L3 ≤ ‖u‖
3−p
2
L2
‖u‖
p−1
2
L
6(p−1)
3p−5
(3.13)
to get (3.11) and (3.12) also for p ≥ 3. Now (3.8), (3.9), (3.11) and (3.12) imply
‖A(t)(u,w)‖(Vp)∗ ≤ CE,p,|Ω|
(
1 + ‖(u,w)‖p−1
Vp
)
+ c ‖(u,w)‖3−p
H
‖(u,w)‖p−1
Vp
.
so that all the assumptions of Theorem 2.28 are satisfied. 
4. Approximative solutions of the system for 6
5
< p ≤ 11
5
In this section we prove the solvability of an appropriate approximation of
our system (1.1). The approximate system arises by adding two terms which
are monotone but provide a better coercivity than the terms induced by S and
N. To solve this problem we again use Theorem 2.28.
Theorem 4.1. Let p ∈ (65 ,
11
5 ], T ∈ (0,∞) and Ω ⊂ R
3 be a bounded do-
main with Lipschitz-boundary. Assume that S satisfies Assumption 2.6, that N
satisfies Assumption 2.10 and that E satisfying Assumption 2.15 is given. Let
v0 ∈ H(Ω), ω0 ∈ L2(Ω) and f , ℓ ∈ Lp
′
(ΩT ) be given. Then for any q ∈ (
11
5 , 3),
13
M ∈ N there exists (v,ω) ∈W 1q (0, T ;Vq(Ω), H(Ω))×W
1
q (0, T ;W
1,q
0 (Ω), L
2(Ω))
satisfying for all (ϕ,ψ) ∈ Lq(0, T ;Vq(Ω))× Lq(0, T ;W
1,q
0 (Ω))∫ T
0
〈
dv
dt
(t),ϕ(t)〉Vq +
∫
ΩT
S
(
Dv,R(v,ω),E
)
: ∇ϕ−
∫
ΩT
v ⊗ v : ∇ϕ
+
∫ T
0
〈
dω
dt
(t),ψ(t)〉
W
1,q
0
+
∫
ΩT
N(∇ω,E) : ∇ψ −
∫
ΩT
ω ⊗ v : ∇ψ
+
1
M
∫
ΩT
|Dv|q−2Dv : Dϕ+
1
M
∫
ΩT
|∇ω|q−2∇ω : ∇ψ
=
∫
ΩT
f · ϕ+
∫
ΩT
ℓ ·ψ −
∫
ΩT
(
ε : S
(
Dv,R(v,ω),E
))
·ψ
(4.2)
as well as v(0) = v0 and ω(0) = ω0.
Proof: To apply Theorem 2.28 we again have to work on a product space. Let
Vq := Vq(Ω)×W
1,q
0 (Ω), H := H(Ω)×L
2(Ω) and Z := V 3(Ω)×W 3,20 (Ω). Since
q ∈ (115 , 3) we get similarly to Section 3 that Vq,H ,Z satisfy the assumptions
on the function spaces, which are required in Theorem 2.28. The operators
A(t), Ai(t) : Vq → (Vq)∗, i = 1, . . . , 6, are defined in (3.3)1−4 and by
〈A5(t)(u,w), (ϕ,ψ)〉 :=
1
M
∫
ΩT
|Du|q−2Du : Dϕ,
〈A6(t)(u,w), (ϕ,ψ)〉 :=
1
M
∫
ΩT
|∇w|q−2∇w : ∇ψ,
A(t) :=
6∑
i=1
Ai(t),
where 〈·, ·〉 now denotes in all cases the duality pairing between Vq and (Vq)∗.
Again we have to verify that (A1)–(A4) in Theorem 2.28 are satisfied.
(A1) From the theory of Nemyckii operators as well as (2.8), (2.12) and
E(t) ∈ L∞(Ω) we immediately derive that A1(t), A3(t), A5(t) and A6(t) are
continuous operators. The monotonicity of A1(t) and A3(t) is again provided
by (2.9) and (2.13), whereas A5(t) and A6(t) are classical examples of monotone
operators (cf. [16], [14]). Since A2(t) and A4(t) are again strongly continuous
operators, we see that A(t) is pseudomonotone for almost every t ∈ [0, T ].
(A2) This follows in the same way as in the proof of Theorem 3.1.
(A3) From (3.4) and (3.5) follows
〈A2(t)(u,w),u,w)〉 = 〈A4(t)(u,w),u,w)〉 = 0,
〈A1(t)(u,w), (u,w)〉 + 〈A3(t)(u,w), (u,w)〉 ≥ −c(E,Ω).
The definitions of A5(t) and A6(t) immediately imply
〈A5(t)(u,w), (u,w)〉Vq + 〈A6(t)(u,w), (u,w)〉Vq =
1
M
‖u‖qVq +
1
M
‖w‖q
W
1,q
0
≥
c
M
‖(u,w)‖q
Vq
,
so that (A3) is satisfied.
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(A4) To treat A2(t) and A4(t) we can use the same argumentation as in
Section 3, if we replace p by q. Therefore we get
‖A2(t)(u,w)‖(Vq)∗ + ‖A4(t)(u,w)‖(Vq)∗ ≤ c ‖(u,w)‖
3−q
H
‖(u,w)‖q−1
Vq
. (4.3)
Using (3.8), (3.9), the continuous embedding W 1,q0 →֒ W
1,p
0 and Young’s in-
equality, we get
‖A1(t)(u,w)‖(Vq)∗ ≤ cE,p,q,|Ω|
(
1 + ‖(u,w)‖q−1
Vq
)
,
‖A3(t)(u,w)‖(Vq)∗ ≤ cE,|Ω|
(
1 + ‖(u,w)‖q−1
Vq
)
.
(4.4)
Ho¨lder’s inequality yields
‖A5(t)(u,w)‖(Vq)∗ + ‖A6(t)(u,w)‖(Vq)∗ ≤
1
M
‖Du‖q−1Lq +
1
M
‖∇w‖q−1Lq
≤
c
M
‖(u,w)‖q−1
Vq
.
(4.5)
Altogether (4.3), (4.4), (4.5) imply that (A4) also holds and Theorem 2.28
reveals the existence of a solution of the problem in Theorem 4.1. 
5. Proof of the main theorem
Theorem 5.1 (Main Theorem). Let p ∈ (65 ,
11
5 ], T ∈ (0,∞) and Ω ⊂ R
3
be a bounded domain with Lipschitz-boundary. Assume that S satisfies As-
sumption 2.6, that N satisfies Assumption 2.10 and that E satisfying Assump-
tion 2.15 is given. Then there exists for all v0 ∈ H(Ω), ω0 ∈ L2(Ω) and
f , ℓ ∈ Lp
′
(ΩT ) a weak solution (v,ω) ∈
(
Lp(0, T ;Vp(Ω)) ∩ L∞(0, T ;H(Ω))
)
×(
Lp(0, T ;W 1,p0 (Ω)) ∩ L
∞(0, T ;L2(Ω))
)
of the problem (1.1)–(1.3) satisfying for
all (ϕ,ψ) ∈ C∞0,div([0, T )× Ω)× C
∞
0 ([0, T )× Ω)
−
∫
ΩT
v · ∂tϕ+
∫
ΩT
S
(
Dv,R(v,ω),E
)
: ∇ϕ−
∫
ΩT
v ⊗ v : ∇ϕ
−
∫
ΩT
ω · ∂tψ +
∫
ΩT
N(∇ω,E) : ∇ψ −
∫
ΩT
ω ⊗ v : ∇ψ
+
∫
ΩT
(
ε : S
(
Dv,R(v,ω),E
))
·ψ
=
∫
ΩT
f ·ϕ+
∫
ΩT
ℓ · ψ +
∫
Ω
v0 ·ϕ(0) +
∫
Ω
ω0 ·ψ(0) .
(5.2)
Proof: For any fixed q ∈ (115 , 3) Theorem 4.1 yields that for any M ∈ N there
exist solutions (vM ,ωM ) ∈ W 1q (0, T ;Vq(Ω), H(Ω)) ×W
1
q (0, T ;W
1,q
0 (Ω), L
2(Ω))
with vM (0) = v0 and ω(0) = ω0 which solve (4.2). Now for any t ∈ [0, T ] we are
allowed to test (4.2) with ϕ = vMχ[0,t] and ψ = ω
Mχ[0,t]. Due to div v
M = 0
the convective terms vanish and by using the integration by parts formula (2.4)
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together with (2.1) we obtain
1
2
(
‖vM (t)‖
2
H(Ω) − ‖v0‖
2
H(Ω) + ‖ω
M (t)‖
2
L2(Ω) − ‖ω0‖
2
L2(Ω)
)
+
1
M
∫ t
0
∫
Ω
|D(vM )|
q
+
1
M
∫ t
0
∫
Ω
|∇ωM |
q
+
∫ t
0
∫
Ω
N(∇ωM ,E) : ∇ωM
+
∫ t
0
∫
Ω
S
(
DvM ,R(vM ,ωM ),E
)
: (DvM +R(vM ,ωM ))
=
∫ t
0
∫
Ω
f · vM +
∫ t
0
∫
Ω
ℓ · ωM .
(5.3)
We use the coercicity of S in (2.7) and N in (2.11), treat the right-hand side
of (5.3) with Ho¨lder’s, Poincare´’s, Korn’s and Young’s inequality and absorb
the resulting terms with vM and ωM in the left-hand side of (5.3) to get the
a priori estimate
‖vM‖
2
L∞(0,T ;H(Ω)) + ‖ω
M‖
2
L∞(0,T ;L2(Ω)) + ‖v
M‖
p
Lp(0,T ;Vp(Ω))
+ ‖ωM‖
p
Lp(0,T ;W 1,p0 (Ω))
+
1
M
‖vM‖
q
Lq(0,T ;Vq(Ω))
+
1
M
‖ωM‖
q
Lq(0,T ;W 1,q0 (Ω))
≤ c(f , ℓ,E,Ω,v0,ω0).
(5.4)
The growth condition of S and N ((2.8) and (2.12)) together with the theory of
Nemyckii operators and (5.4) yield
‖S
(
DvM ,R(vM ,ωM ),E
)
‖
Lp
′(ΩT )
+ ‖N(∇ωM ,E)‖Lp′(ΩT ) ≤ c. (5.5)
The parabolic interpolation Lp(0, T ;W 1,q0 (Ω)) ∩ L
∞(0, T ;L2(Ω)) →֒ L
5
3p(ΩT )
implies
‖vm ⊗ vM‖
L
5
6
p(ΩT )
+ ‖ωM ⊗ vM‖
L
5
6
p(ΩT )
≤ c. (5.6)
Furthermore there holds
1
M
|DvM |
q−2
DvM
M→∞
−→ 0 in Lq
′
(ΩT ),
1
M
|∇ωM |
q−2
∇ωM
M→∞
−→ 0 in Lq
′
(ΩT ).
(5.7)
Now we choose σ ∈ R which satisfies
1 < σ < min{
5p
6
, q′} and 2σ > p. (5.8)
This is always possible, since the second inequality in (5.8) only provides a
restriction if p > 2 and in this case we have min{ 5p6 , q
′} > 32 so σ =
3
2 satis-
fies (5.8). The next step in our proof is to show the boundedness of (vM ) in
W 1,p,σ(0, T ;Vp(Ω), Vσ′ (Ω)
∗) and of (ωM ) in W 1,p,σ(0, T ;W 1,p0 (Ω),W
1,σ′
0 (Ω)
∗).
Let us firstly treat (vM ). First due to σ < 5p6 and p ≤
11
5 we have σ
′ > p. This
together with p > 65 ensures
Vp(Ω) →֒ H(Ω) →֒ Vp(Ω)
∗ →֒ Vσ′ (Ω)
∗
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with continuous and dense embeddings. Therefore W 1,p,σ(0, T ;Vp(Ω), Vσ′ (Ω)
∗)
is a Bochner-Sobolev space as introduced in Section 2.1. From (5.4) we al-
ready know that ‖vM‖Lp(0,T ;Vp(Ω)) is bounded and because of σ < q
′ we have
that Lq
′
(0, T ;Vq(Ω)
∗) →֒ Lσ(0, T ;Vσ′(Ω)∗), which allows us to interpret
dvM
dt
as an element of Lσ(0, T ;Vσ′(Ω)
∗). To show the boundedness we use arbitrary
ϕ ∈ Lσ
′
(0, T ;Vσ′(Ω)) and ψ = 0 in (4.2). With the help of Ho¨lder’s inequality
as well as (5.5)–(5.8) we estimate
∥∥∥dvM
dt
∥∥∥
Lσ(0,T ;Vσ′ (Ω)
∗)
≤ c. (5.9)
For ωM we proceed analogously. The choice of σ ensures that
W 1,p0 (Ω) →֒ L
2(Ω) →֒W 1,p0 (Ω)
∗ →֒W 1,σ
′
0 (Ω)
∗
with continuous and dense embeddings. In (5.4) we already proved the bound-
edness of ωM in Lp(0, T ;W 1,p0 (Ω)) and to get an estimate for the time derivative
we test (4.2) with ϕ = 0 and arbitrary ψ ∈ Lσ
′
(0, T ;W 1,σ
′
0 (Ω)). Then again
Ho¨lder’s inequality, the choice of σ and (5.5)–(5.8) imply
∥∥∥dωM
dt
∥∥∥
Lσ(0,T ;W 1,σ
′
0 (Ω)
∗)
≤ c. (5.10)
From (5.4), (5.9), (5.10) we get
‖vM‖W 1,p,σ(0,T ;Vp(Ω),Vσ′ (Ω)∗) + ‖ω
M‖
W 1,p,σ(0,T ;W 1,p0 (Ω),W
1,σ′
0 (Ω)
∗)
≤ c. (5.11)
Now (5.4), (5.5), (5.11), the Aubin-Lions lemma and parabolic interpolation lead
to the following convergence results after choosing appropriate subsequences:
vM
∗
⇀ v in L∞(0, T ;H(Ω)),
ωM
∗
⇀ ω in L∞(0, T ;L2(Ω)),
vM ⇀ v in W 1,p,σ(0, T ;Vp(Ω), Vσ′ (Ω)
∗),
ωM ⇀ ω in W 1,p,σ(0, T ;W 1,p0 (Ω),W
1,σ′
0 (Ω)
∗),
vM → v in L2σ(ΩT ),
ωM → ω in L2σ(ΩT ),
vM ⊗ vM → v ⊗ v in Lσ(ΩT ),
ωM ⊗ vM → ω ⊗ v in Lσ(ΩT ),
S
(
DvM ,R(vM ,ωM ),E
)
⇀ Ŝ in Lp
′
(ΩT ),
N(∇ωM ,E)⇀ N̂ in Lp
′
(ΩT ).
(5.12)
Here we also made use of our choice of σ since the Aubin-Lions lemma and
parabolic interpolation imply vM → v, ωM → ω in Ls(ΩT ) for any 1 ≤ s <
5
3p.
In particular v and ω belong to the required function spaces in Theorem 5.1.
To derive our limit equation we test (4.2), which is solved for any M ∈ N
by vM and ωM , with arbitrary ϕ ∈ C∞0,div([0, T )× Ω) and ψ ∈ C
∞
0 ([0, T )× Ω)
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and use the integration by parts formula. We get
−
∫
ΩT
vM · ∂tϕ+
∫
ΩT
S
(
DvM ,R(vM ,ωM ),E
)
: ∇ϕ−
∫
ΩT
vM ⊗ vM : ∇ϕ
−
∫
ΩT
ωM · ∂tψ +
∫
ΩT
N(∇ωM ,E) : ∇ψ −
∫
ΩT
ωM ⊗ vM : ∇ψ
+
1
M
∫
ΩT
|DvM |
q−2
DvM : Dϕ+
1
M
∫
ΩT
|∇ωM |
q−2
∇ωM : ∇ψ
+
∫
ΩT
(
ε : S
(
DvM ,R(vM ,ωM ),E
))
· ψ
=
∫
ΩT
f · ϕ+
∫
ΩT
ℓ · ψ +
∫
Ω
vM (0) ·ϕ(0) +
∫
Ω
ωM (0) · ψ(0).
(5.13)
Since for any M ∈ N there holds vM (0) = v0 in H(Ω) and ωM (0) = ω0 in
L2(Ω) the convergences in (5.7) and (5.12) allow us to pass to the limit in every
term and we conclude
−
∫
ΩT
v · ∂tϕ+
∫
ΩT
Ŝ : ∇ϕ−
∫
ΩT
v ⊗ v : ∇ϕ
−
∫
ΩT
ω · ∂tψ +
∫
ΩT
N̂ : ∇ψ −
∫
ΩT
ω ⊗ v : ∇ψ +
∫
ΩT
(ε : Ŝ) ·ψ
=
∫
ΩT
f · ϕ+
∫
ΩT
ℓ ·ψ +
∫
Ω
v0 · ϕ(0) +
∫
Ω
ω0 · ψ(0)
(5.14)
holds for for all ϕ ∈ C∞0,div([0, T )× Ω) and all ψ ∈ C
∞
0 ([0, T )× Ω).
So it remains to proof that Ŝ = S
(
Dv,R(v,ω),E
)
and N̂ = N(∇ω,E)
a.e. in ΩT to finish the proof of Theorem 5.1. To this end we use the two
Lipschitz truncation results in Section 2.3.
We start with the proof of Ŝ = S
(
Dv,R(v,ω),E
)
a.e. in ΩT . We set ψ = 0
and choose ϕ ∈ C∞0,div(ΩT ) arbitrarily in (5.13) and (5.14) and subtract these
two equations. Thus we obtain for any ϕ ∈ C∞0,div(ΩT )
−
∫
ΩT
(vM − v) · ∂tϕ =
∫
ΩT
(Ŝ− S
(
DvM ,R(vM ,ωM ),E
)
) : ∇ϕ
+
∫
ΩT
(vm ⊗ vM − v ⊗ v −
1
M
|DvM |
q−2
DvM ) : ∇ϕ.
(5.15)
Now we argue by contradiction. Assume that there exists a setM⊆ ΩT , which
satisfies |M| ≥ 2δ for some δ > 0, so that almost everywhere in M there holds
Ŝ 6= S
(
Dv,R(v,ω),E
)
. For ǫ > 0 we define
Ωǫ := {x ∈ Ω
∣∣ dist(∂Ω, x) ≥ ǫ} and ΩT,ǫ := [ǫ, T − ǫ]× Ωǫ.
Clearly we can choose ǫ > 0 sufficiently small so that |M ∩ ΩT,ǫ| ≥ δ. Since
ΩT,ǫ is compact there exists n ∈ N and (ti, xi)1≤i≤n ⊂ ΩT,ǫ such that
ΩT,ǫ ⊂
n⋃
i=1
(ti −
ǫ
8 , ti +
ǫ
8 )×B ǫ8 (xi).
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This in turn implies the existence of j ∈ {1, . . . , n} so that
|M ∩
(
(tj −
ǫ
8 , tj +
ǫ
8 )×B ǫ8 (xj)
)
| ≥ δ
n
> 0.
Therefore it is sufficient to prove that Ŝ = S
(
Dv,R(v,ω),E
)
holds a.e. in
(tj −
ǫ
8 , tj +
ǫ
8 ) × B ǫ8 (xj) to achieve a contradiction. To this end we set I0 :=
(tj − ǫ, tj + ǫ), B0 := Bǫ(xj), Q0 := I0 ×B0 and define
uM := (v
M − v)χQ0 ,
G1,M :=
(
Ŝ− S
(
DvM ,R(vM ,ωM ),E
))
χQ0 ,
G2,M := (v
M ⊗ vM − v ⊗ v −
1
M
|DvM |
q−2
DvM )χQ0 ,
GM :=G1,M +G2,M .
With these definitions we get from (5.15), by restricting the test functions, that
for any ξ ∈ C∞0,div(Q0)
−
∫
Q0
uM · ∂tξ =
∫
Q0
GM : ∇ξ. (5.16)
The functions uM and GM satisfy the assumptions of Theorem 2.16 because of
(5.7) and (5.12). Thus Theorem 2.16 yields that there exist double-sequences
(λM,k) and (OM,k) such that for every k ≥ k0 there holds 22
k
≤ λM,k ≤ 22
k+1
and |OM,k| ≤ 2−k. If we choose ζ ∈ C∞0 (
1
6Q0) with χ 18Q0 ≤ ζ ≤ χ
1
6Q0
as well
as6 K := S
(
Dv,R(v,ω),E
)
− Ŝ ∈ Lp
′
(16Q0) we get from Corollary 2.17 that
lim sup
M→∞
∣∣∣ ∫
1
6Q0
(S
(
DvM ,R(vM ,ωM ),E
)
− S
(
Dv,R(v,ω),E
)
) :
∇(vM − v)ζχO∁
M,k
∣∣∣ ≤ 2−kp . (5.17)
Unfortunately the integrand has no sign, since we can’t use the monotonicity of
S in (2.9). On the other hand S
(
DvM ,R(vM ,ωM ),E
)
− S
(
Dv,R(v,ω),E
)
is
bounded in Lp
′
(ΩT ) and due to the choice of σ in (5.8), (5.12) and (2.2) we can
deduce that ε · ωM → ε · ω in Lp(ΩT ). Therefore
lim sup
M→∞
∣∣∣ ∫
1
6Q0
(S
(
DvM ,R(vM ,ωM ),E
)
− S
(
Dv,R(v,ω),E
)
) :
(ε · ωM − ε · ω)ζχO∁
M,k
∣∣∣ = 0. (5.18)
Form (5.17), (5.18) and the definition of R we conclude that
lim sup
M→∞
∣∣∣ ∫
1
6Q0
(
S
(
DvM ,R(vM ,ωM ),E
)
− S
(
Dv,R(v,ω),E
))
:
(
DvM +R(vM ,ωM )−Dv −R(v,ω)
)
ζ χO∁
M,k
∣∣∣ ≤ c 2−kp .
(5.19)
6Since v ∈ Lp(0, T ;Vp(Ω)) and ω ∈ Lp(0, T ;W
1,p
0
(Ω)) the growth condition of S ensures
that S
(
Dv,R(v,ω),E
)
∈ Lp
′
(ΩT ).
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Now this term has a sign due to (2.9). From now on we use the abbreviation
SM :=
(
S
(
DvM ,R(vM ,ωM ),E
)
− S
(
Dv,R(v,ω),E
))
:(
DvM +R(vM ,ωM )−Dv −R(v,ω)
)
.
Note that from (5.12) we are able to conclude that SM is bounded in L1(ΩT ).
Since SM ≥ 0 the expression (SM )
1
2 is well defined. From Ho¨lder’s inequality,
|ζ| ≤ 1 and |OM,k| ≤ c 2−k we easily get
lim sup
M→∞
∣∣∣ ∫
1
6Q0
(SM )
1
2 ζχOM,k
∣∣∣ ≤ lim sup
M→∞
‖SM‖
1
2
L1( 16Q0)
|OM,k|
1
2 ≤ c 2
−k
2 ,
which together with (5.19) implies
lim sup
M→∞
∫
1
6Q0
min
{
SM , (SM )
1
2
}
ζ ≤ c min
{
2
−k
p , 2
−k
2
}
. (5.20)
Since this holds for any k ≥ k0 and since ζ = 1 on
1
8Q0 we get
SM → 0 almost everywhere in 18Q0, (5.21)
at least for a not relabeled subsequence. Now we define T : R3×3 → R3×3 by
T(A) = S
(
Asym,Askew,E
)
. Due to our Assumptions 2.6 and 2.15 on S and E
it is clear that T is continuous and strictly monotone. So if we set ηM (t, x) :=
DvM (t, x) +R(vM ,ωM )(t, x) and η(t, x) := Dv(t, x) +R(v,ω)(t, x) the equa-
tion (5.21) reads(
T(ηM (t, x))−T(η(t, x))
)
:
(
ηM (t, x)− η(t, x)
)
→ 0
almost everywhere in 18Q0. Thus [20, Lemma 6] implies
ηM (t, x)→ η(t, x)
a.e. in 18Q0. Since we already know from (5.12) that ε ·ω
M → ε ·ω holds a.e. in
1
8Q0, we conclude that Dv
M → Dv and WvM →Wv also holds a.e. in 18Q0.
Since S is continuous this implies
S
(
DvM ,R(vM ,ωM ),E
)
→ S
(
Dv,R(v,ω),E
)
a.e. in 18Q0. (5.22)
Since weak and a.e. limits coincide (cf. [15]) we conclude from (5.12) and (5.22)
that S
(
Dv,R(v,ω),E
)
= Ŝ a.e. in 18Q0 = (tj−
ǫ
8 , tj+
ǫ
8 )×B ǫ8 (xj), which gives
the desired contradiction and proofs
S
(
Dv,R(v,ω),E
)
= Ŝ almost everywhere in ΩT .
So the remaining step in the proof of the main Theorem 5.1 is to prove that
N̂ = N(∇ω,E) holds a.e. in ΩT . We start by subtracting the equations (5.13)
and (5.14) one from another. If we set ϕ = 0 we get for any ψ ∈ C∞0 (ΩT )
−
∫
ΩT
(ωM − ω) · ∂tψ =
∫
ΩT
(N̂−N(∇ωM ,E)) : ∇ψ
+
∫
ΩT
(ωm ⊗ vM − ω ⊗ v −
1
M
|∇ωM |
q−2
∇ωM ) : ∇ψ
+
∫
ΩT
(
ε :
(
S
(
DvM ,R(vM ,ωM ),E
)
− Ŝ
))
·ψ.
(5.23)
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The ideas we want to use have been developed in [9] but there are some differ-
ences. The first difference is that (5.23) holds for any ψ ∈ C∞0 (ΩT ) not just for
ψ ∈ C∞0,div(ΩT ) as in [9]. Therefore we don’t need to construct a local pressure
which had to be done in [9]. The second difference is that in our equation (5.23)
a term of lower order, namely
∫
ΩT
(
ε :
(
S
(
DvM ,R(vM ,ωM ),E
)
− Ŝ
))
·ψ, ap-
pears. This is why we had to prove a slightly generalized Lipschitz Truncation
in Theorem 2.21. We define
uM := ω
M − ω,
H1,M := N̂−N(∇ω
M ,E),
H2,M := ω
M ⊗ vM − ω ⊗ v −
1
M
|∇ωM |
q−2
∇ωM ,
HM := H1,M +H2,M ,
kM := ε :
(
S
(
DvM ,R(vM ,ωM ),E
)
− Ŝ
)
,
(5.24)
so that (5.23) reads
−
∫
ΩT
uM · ∂tψ =
∫
ΩT
HM : ∇ψ +
∫
ΩT
kM · ψ (5.25)
for any ψ ∈ C∞0 (ΩT ) just as in (2.22) in Theorem 2.21. Using a density argu-
ment, we conclude that for any ψ ∈ Lσ
′
(0, T ;W 1,σ
′
0 (Ω))∫ T
0
〈duM
dt
(τ),ψ(τ)
〉
W
1,σ′
0 (Ω)
=
∫
ΩT
HM : ∇ψ +
∫
ΩT
kM · ψ. (5.26)
We also already know from (5.7) and (5.12) that
uM ⇀ 0 in W
1,p,σ(0, T ;W 1,p0 (Ω),W
1,σ′
0 (Ω)
∗),
uM → 0 in L
2σ(ΩT ),
H1,M ⇀ 0 in L
p′(ΩT ),
H2,M → 0 in L
σ(ΩT ),
kM ⇀ 0 in L
p′(ΩT ).
(5.27)
Now we have to choose similar to [9] a double sequence (λM,k) and exceptional
sets (EM,k) for which we want to apply Theorem 2.21. To this end we set
gM :=M
∗(|∇uM |) +M
∗(|H1,M |)
1
p−1 +M∗(|kM |)
1
p−1 .
Here we extended all appearing functions by zero to the whole space. Due to
the strong-type estimate of the maximal operator M∗ we obtain
‖gM‖Lp ≤ ‖M
∗(|∇uM |)‖Lp + ‖M
∗(|H1,M |)‖
p′
p
Lp
′ + ‖M∗(|kM |)‖
p′
p
Lp
′
≤ c(p, p′)
(
‖∇uM‖Lp + ‖H1,M‖
p′
p
Lp
′ + ‖kM‖
p′
p
Lp
′
)
≤ c.
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Therefore we have for any k ∈ N
cp ≥
22
k+1∫
22k
pλp−1|{|gM | > λ}|dλ ≥ p
22
k+1∫
22k
λ−1dλ inf
22k≤γ≤22k+1
γp|{|gM | > γ}|
≥ p 2k ln(2) inf
22k≤γ≤22k+1
γp|{|gM | > γ}|
so that we are able to choose
λM,k ∈
[
22
k
, 22
k+1
]
(5.28)
such that
λpM,k|{|gM | > λM,k}| ≤ c 2
−k (5.29)
holds for any k,M ∈ N. For any k,M ∈ N we define GM,k := {|gM | > λM,k}
and αM,k := λ
2−p
M,k. Now (5.29) reads
λpM,k|GM,k| ≤ c 2
−k. (5.30)
Since
λM,k
αM,k
= λp−1M,k, we have
GM,k =
{
M∗(|∇uM |) +M
∗(|H1,M |)
1
p−1 +M∗(|kM |)
1
p−1 > λM,k
}
⊃ {M∗(|∇uM |) > λM,k} ∪ {αm,kM
∗(|H1,M |) > λM,k}
∪ {αM,kM
∗(|kM |) > λM,k} .
(5.31)
Next we define
FM,k :=
{
M∗(|H2,M |) > λ
p−1
M,k
}
= {αM,kM
∗(|H2,M |) > λM,k} . (5.32)
Then the weak-type estimate of M∗ and (5.27) imply
|FM,k| ≤ c(λ
p−1
M,k)
−σ‖H2,M‖
σ
Lσ
M→∞
−→ 0 (5.33)
for any fixed k ∈ N. SinceM∗ is subadditive we conclude from (5.31) and (5.32)
that
GM,k ∪ FM,k ⊃ {M
∗(|∇uM |) + αM,kM
∗(|HM |) + αM,kM
∗(|kM |) > 4λM,k} .
(5.34)
Moreover, from the fact that {M(f) > β} is an open set for any f ∈ Ls and
β > 0 it is easy to prove that GM,k and FM,k are open sets as well. We also
define for each M,k ∈ N the set
HM,k := {M
∗(|uM |) > 1} (5.35)
so that the weak-type estimate for M∗ and (5.27) imply
|HM,k| ≤ c‖uM‖
2σ
L2σ
M→∞
−→ 0. (5.36)
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Now we can define our exceptional set
EM,k := (GM,k ∪ FM,k ∪HM,k) ∩ ΩT . (5.37)
Clearly from (5.30), (5.33) and (5.36) we get for any fixed k ∈ N
lim sup
M→∞
λpM,k|EM,k| ≤ c 2
−k. (5.38)
We choose an arbitrary cut-off function ζ ∈ C∞0 (ΩT ) and define the compact
set K := supp ζ. Due to (5.34) and (5.35) the set EM,k satisfies
ΩT ∩ (O4λM,k ∪ U1) ⊂ EM,k ⊂ ΩT (5.39)
so that we are able to apply Theorem 2.21 with Λ = 4λM,k, α = αM,k, u = uM ,
H = HM, k = kM , E = EM,k and K = supp ζ for any M,k ∈ N. To ensure
a better readability we denote TM,k := T
αM,k
EM,k
. Due to Theorem 2.21 (i) the
function (TM,k uM )ζ is an admissible test function for (5.26) and due to Theorem
2.21 (iv) we have∫ T
0
〈duM (τ)
dt
, (TM,k uM (τ))ζ(τ)
〉
W
1,σ
0
dτ
=
1
2
∫
ΩT
(|TM,k uM |
2 − 2uM · TM,k uM )∂tζ
+
∫
Em,k
(∂t TM,k uM ) · (TM,k uM − uM )ζ.
This, (5.26) and the product-rule leads to∫
ΩT
(
N(∇ωM ,E)− N̂
)
: (∇TM,k uM )ζ
=
∫
ΩT
(N̂−N(∇ωM ,E)) : (TM,k uM ⊗∇ζ)
+
∫
ΩT
H2,M : ∇((TM,k uM )ζ) +
∫
ΩT
kM · (TM,k uM )ζ
+
1
2
∫
ΩT
(2uM · TM,k uM − |TM,k uM |
2
)∂tζ
+
∫
Em,k
(∂t TM,k uM ) · (uM − TM,k uM )ζ
=: 1M,k + 2M,k + 3M,k + 4M,k + 5M,k.
(5.40)
From now on we are able to use exactly the same ideas, which have been used
in [9] to finish the proof. For the convenience of the reader we sketch them here.
For any fixed k ∈ N we will pass to the limit in M → ∞ in every integral of
(5.40) separately.
(i) lim supM→∞(|1M,k|+ |3M,k|) = 0.
Since N̂−N(∇ωM ,E) and kM are bounded in L
p′(ΩT ) by (5.27), we only
need Ho¨lder’s inequality, the continuity result in Lemma 2.19 and (5.27)
to prove
|1m,k| ≤ ‖ζ‖L∞(ΩT )‖N̂−N(∇ω
M ,E)‖Lp′(ΩT )‖TM,k uM‖Lp(ΩT )
≤ c ‖uM‖Lp(ΩT ) ≤ c ‖uM‖L2σ(ΩT ) → 0
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and
|3M,k| ≤ ‖ζ‖L∞(ΩT )‖kM‖Lp′(ΩT )‖TM,k uM‖Lp(ΩT )
≤ c ‖uM‖Lp(ΩT ) ≤ c ‖uM‖L2σ(ΩT ) → 0.
(ii) lim supM→∞ |2M,k| = 0.
We estimate
|2M,k| ≤ ‖H2,M‖L1(ΩT )‖∇((TM,k uM )ζ)‖L∞(ΩT ).
The boundedness of ΩT and (5.27) impliesH2,M → 0 in L1(ΩT ), so that it
remains to prove that for fixed k ∈ N the sequence (∇((TM,k uM )ζ))M∈N
is bounded in L∞(supp(ζ)). In view of (5.28) we conclude that λM,k,
αM,k = λ
2−p
M,k, λ
−1
M,k and α
−1
M,k are all bounded in M for fixed k ∈ N.
Additionally
inf
M∈N
δαM,k,K = dαM,k(K, ∂ΩT ) > 0
holds for fixed k ∈ N as well. According to Theorem 2.21(ii) we are able
to estimate
‖∇((TM,k uM )ζ)‖L∞(K) ≤ c(λM,k + α
−1
M,kδ
−3−3
αM,k,K
‖uM‖L1(EM,k))
+ c(1 + α−1M,kδ
−3−2
αM,k,K
‖uM‖L1(EM,k))
≤ c(k),
so that altogether lim supM→∞ |2M,k| = 0 holds.
(iii) lim supM→∞ |4M,k| = 0.
Using again Ho¨lder’s inequality, the continuity result in Lemma 2.19 and
(5.27) we estimate
lim sup
M→∞
|4M,k| ≤ lim sup
M→∞
c (1 + ‖∂tζ‖L∞(ΩT ))‖uM‖
2
L2(ΩT )
= 0.
(iv) lim supM→∞ |5M,k| ≤ c 2
−k.
Using supp ζ = K and Theorem 2.21 (iii) we estimate
|5M,k| ≤ ‖(∂t TM,k uM ) · (uM − TM,k uM )‖L1(EM,k∩K)
≤ c α−1M,k|EM,k|(λM,k + α
−1
M,kδ
−3−3
αM,k,K
‖uM‖L1(EM,k))
2.
Since α−1M,k, |EM,k|, λM,k and δ
−3−3
αM,k,K
are all bounded inM for fixed k ∈ N
and since
‖uM‖L1(EM,k) ≤ ‖uM‖L1(ΩT )
M→∞
−→ 0
holds due to (5.39) and (5.27), we conclude that
lim sup
M→∞
|5M,k| ≤ lim sup
M→∞
c α−1M,k|EM,k|λ
2
M,k = lim sup
M→∞
c λpM,k|EM,k|
(5.38)
≤ c 2−k.
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Altogether, (i)–(iv) imply
lim sup
M→∞
∣∣∣ ∫
ΩT
(
N(∇ωM ,E)− N̂
)
: (∇TM,k uM )ζ
∣∣∣ ≤ c 2−k. (5.41)
On the other hand, from (5.5), (5.27), Theorem 2.21 (ii) and the boundedness
of α−1M,k, δ
−1
αM,k,K
for fixed k ∈ N, we conclude
lim sup
M→∞
∣∣∣ ∫
EM,k
(
N(∇ωM ,E)− N̂
)
: (∇TM,k uM )ζ
∣∣∣
≤ lim sup
M→∞
‖N(∇ωM ,E)− N̂‖Lp′(ΩT )‖∇TM,k uM‖L∞(K)|EM,k|
1
p
≤ lim sup
M→∞
c λM,k|EM,k|
1
p ≤ c 2−
k
p .
(5.42)
Since ∇TM,k uM = ∇uM = ∇ωM −∇ω holds on ΩT \ EM,k due to Definition
2.18, the estimates (5.41) and (5.42) imply
lim sup
M→∞
∣∣∣ ∫
ΩT \EM,k
(
N(∇ωM ,E)− N̂
)
: (∇ωM −∇ω)ζ
∣∣∣ ≤ c 2−kp . (5.43)
Due to (5.30), (5.33), (5.36) and (5.43) we are able to to find for each k ∈ N a
number Mk ∈ N such that∣∣∣ ∫
ΩT \EMk,k
(
N(∇ωMk ,E)− N̂
)
: (∇ωMk −∇ω)ζ
∣∣∣ ≤ c 2−kp ,
|GMk,k| ≤ c 2
−k, |FMk,k| ≤ c 2
−k, |HMk,k| ≤ c 2
−k.
(5.44)
Now we set ζk := ζχΩT \EMk,k . Clearly we have
ζk → ζ pointwise in
∞⋃
k=1
∞⋂
ℓ=k
(
ΩT \ EMℓ,ℓ
)
= ΩT \
∞⋂
k=1
∞⋃
ℓ=k
EMℓ,ℓ.
From (5.44) we conclude that |
⋂∞
k=1
⋃∞
ℓ=k EMℓ,ℓ| = 0, so that
ζk → ζ holds a.e. in ΩT .
This in turn implies the strong convergence of N̂ζk → N̂ζ in Lp
′
(ΩT ) and
(∇ω)ζk → (∇ω)ζ in Lp(ΩT ). Now this together with (5.44) implies
lim
k→∞
∣∣∣ ∫
ΩT
N(∇ωMk ,E) : (∇ωMk)ζk − N̂ : (∇ω)ζk
∣∣∣
≤ lim
k→∞
∣∣∣ ∫
ΩT
(
N(∇ωMk ,E)− N̂
)
: (∇ωMk −∇ω)ζk
∣∣∣
+ lim
k→∞
∣∣∣ ∫
ΩT
N(∇ωMk ,E) : (∇ω)ζk + N̂ : (∇ω
Mk,k)ζk − 2N̂ : (∇ω)ζk
∣∣∣
= 0,
so that we have
lim
k→∞
∫
ΩT
N(∇ωMk ,E) : (∇ωMk)ζk =
∫
ΩT
N̂ : (∇ω)ζ.
The local Minty trick (cf. [28, Lemma A.2]) implies N̂ζ = N(∇ω,E)ζ a.e. in
ΩT . 
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Remark 5.45. It is also possible to derive the weak continuity of the solutions
v and ω. Due to (5.12) and (2.3) we have that v ∈ C(0, T ;Vσ′(Ω)∗) and ω ∈
C(0, T ;W 1,σ
′
0 (Ω)
∗). Since the solutions belong to the spaces L∞(0, T ;H(Ω)) and
L∞(0, T ;L2(Ω)), respectively, we are able to conclude (cf. [6, Lemma II.5.9])
that v is weakly continuous with values in H(Ω), while ω is weakly continuous
with values in L2(Ω). Let us have a quick look why the equality v(0) = v0 also
holds in the sense of this weak continuity. Since the approximative solutions vM
posses the required initial values, we are able to derive from the integration by
parts formula in (2.4) that
(v0,η)H =
∫ T
0
〈
dvM
dt
,η〉Vσ′ ζ +
∫
ΩT
vM · η∂tζ
holds for any η ∈ V(Ω) and ζ ∈ C∞([0, T ]) with ζ(0) = −1 and ζ(T ) = 0. With
this ζ we have ζv ∈W 1,p,σ(0, T ;Vp(Ω), Vσ′ (Ω)∗) which implies
(v(0),η)H = 〈v(0),η〉Vσ′ =
∫ T
0
〈
dv
dt
,η〉Vσ′ ζ +
∫
ΩT
v · η∂tζ,
so that we get (v0,η)H = (v(0),η)H due to (5.12). This implies v0 = v(0) in
H(Ω). The argumentation for ω0 = ω(0) in L
2(Ω) is the same.
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