In a uniform domain Ω, we present a certain reverse mean value inequality and a Harnack type inequality for positive superharmonic functions satisfying a nonlinear inequality
Introduction
This paper is a continuation of [10, 12] . Therein we studied, from the point of view of potential theory, positive superharmonic functions u satisfying a certain nonlinear inequality, for example, −∆u ≤ u p , and presented a boundary growth estimate for them in a bounded smooth domain Ω in R n (n ≥ 2): if 0 < p ≤ (n + 1)/(n − 1), then there is a constant C > 0 such that u(x) ≤ Cδ Ω (x) 1−n for all x ∈ Ω, where δ Ω (x) denotes the distance from a point x to the boundary ∂Ω of Ω. As an application, we showed that if the greatest harmonic minorant of u is the zero function, then u has nontangential limit 0 almost everywhere on ∂Ω. This last result was improved in the recent paper [13] , using arguments from minimal fine topology and some techniques from [10] . It was shown, under no additional assumptions on u, that if 0 < p < n/(n − 2), then u has finite nontangential limits almost everywhere on ∂Ω. Indeed, this is valid for nonsmooth domains and the range of p is not affected by the shape of a domain. Concerning this result and the Fatou-Naïm-Doob theorem, we have the following question: if u and v are positive superharmonic functions, each satisfying a nonlinear inequality as above, then does the quotient u/v have finite nontangential limits almost everywhere on ∂Ω? We will see that the range of p depends on the shape of the domain in this case and that, if Ω is a smooth domain, then this question is answered in the affirmative for p ≤ (n + 1)/(n − 1) and that this bound is optimal.
As is well known, positive harmonic functions h have many good properties such as the mean value equality, the Harnack inequality, the convergence property and a minimum principle in the sense of Beurling and Dahlberg. In particular, it is noteworthy that the constant C in the Harnack inequality h(x) ≤ Ch(y) can be taken near 1 whenever x and y are close to each other.
The main purpose of this paper is to extend, in some sense, the above properties for positive harmonic functions to positive superharmonic functions satisfying a nonlinear inequality. As a consequence, we give an answer to the above question about nontangential limits. Many of our results are obtained on nonsmooth domains, after re-studying the relation between a critical exponent of a nonlinear term and a suitable boundary growth estimate.
Preliminaries

Positive superharmonic functions satisfying nonlinear inequalities
Let Ω be a bounded domain in R n (n ≥ 2) and let δ Ω (x) denote the distance from a point x to the boundary ∂Ω of Ω. A lower semicontinuous function u on Ω taking values in (−∞, ∞] is called superharmonic on Ω if u ≡ ∞ and u satisfies the following mean value inequality: for any x ∈ Ω and 0 < r < δ Ω (x),
u(y) dy,
where B(x, r) denotes the open ball of center x and radius r, and ν n is the volume of the unit ball in R n . Let ∆ be the Laplacian on R n . Then, for each superharmonic function u on Ω, there is a unique nonnegative Radon measure µ u such that −∆u = a n µ u in Ω in the sense of distributions, where a n = nν n max{1, n − 2}. We call µ u the Riesz measure associated with u. See [4, Section 4.3] .
Let c > 0, α ≥ 0 and p > 1. We investigate the class S c,p,α (Ω) of positive superharmonic functions u on Ω whose Riesz measure µ u is absolutely continuous with respect to the Lebesgue measure and whose Radon-Nikodým derivative, written f u , satisfies the nonlinear inequality
In our results stated below, we need not pay attention to the constant c, so we write S p,α (Ω) = S c,p,α (Ω) for simplicity. It is obvious that S p,α (Ω) includes all positive continuous solutions u of semilinear elliptic equations of the form −∆u = V u p , where V is any nonnegative measurable function satisfying V (x) ≤ cδ Ω (x) −α for a.e. x ∈ Ω and the equation is understood in the sense of distributions. Also, positive continuous solutions u of −∆u = U u q +V u p satisfying inf Ω u ≥ a > 0 belong to S p,α (Ω) when 1 < q < p and U and V are nonnegative measurable functions such that a
−α for a.e. x ∈ Ω.
Uniform domains
Many results in this paper will be established in the setting of uniform domains. We say that a domain Ω is uniform if there exists a constant C Ω > 1 such that any pair of points x, y ∈ Ω can be connected by a rectifiable curve γ in Ω satisfying
where denotes the length of a curve, and γ(x, z), γ(z, y) denote the subarcs of γ from x to z and from z to y, respectively. A nontangentially accessible (abbreviated to NTA) domain, as introduced by Jerison and Kenig, is a uniform domain satisfying the exterior corkscrew condition: there exists a constant r 0 > 0 such that for each ξ ∈ ∂Ω and 0 < r < r 0 , we find a point x ∈ R n \ Ω such that |x − ξ| = r and δ Ω (x) ≥ r/C Ω . For ξ ∈ ∂Ω and θ > 1, we denote a nontangential set at ξ by
If Ω is a uniform domain, then we observe from (2.3) that Γ θ (ξ) is nonempty and that ξ is accessible from Γ θ (ξ) whenever θ ≥ C Ω .
Convention:
Throughout this paper (except for special cases), we suppose that Ω is a bounded uniform domain in R n (n ≥ 3) or a bounded NTA domain in R 2 .
Estimates for the Green function and the Martin kernel
Let us recall estimates for the Green function and the Martin kernel. The Martin boundary of a bounded uniform domain coincides with its Euclidean boundary (see Aikawa [1, Corollary 3] ). Let G Ω (x, y) denote the Green function for Ω and K Ω (x, ξ) the Martin kernel of Ω with pole at ξ ∈ ∂Ω. In arguments below, a point x 0 ∈ Ω is fixed and is the reference point of the Martin kernel, i.e. K Ω (x 0 , ξ) = 1 for all ξ ∈ ∂Ω. For convenience, we assume that
By the symbol C, we denote an absolute positive constant whose value is unimportant and may change from line to line. Also, the notation
In particular, C(Ω) stands for a constant depending on C Ω in (2.2)-(2.3) and the diameter of Ω. We say that two positive functions f 1 and f 2 are comparable, written 
Moreover, the inequality
To state a global estimate of the Green function for a nonsmooth domain, we need an auxiliary set. For each pair of points x, y ∈ Ω, let
Observe that this set is nonempty for any pair x, y ∈ Ω. Indeed, the midpoint of the curve γ occurring in (2.
The following estimates are found in [11, Theorem 1.2].
Lemma 2.2.
For each x, y ∈ Ω and b ∈ B(x, y),
where log + t = max{0, log t} and the constant of comparison depends only on n and Ω.
Since the Martin kernel at ξ ∈ ∂Ω is given by
we obtain the following estimate (see [11, Lemma 4.2] ).
where the constant of comparison depends only on n and Ω. Here, in the case n = 2, we interpret as |x − ξ| 2−n = 1.
Also, we have the following. 
Lemma 2.4. There exists a constant
. Thus the lemma is proved.
Decay order of the Green function
The behavior of the Green function for a nonsmooth domain is complicated and its decay rate may vary at every boundary point. Nevertheless, we introduce an important number in our study by
where
We give some elementary remarks on τ .
Lemma 3.1. The following statements hold:
Proof. If s < t, then
Since Ω is bounded, we have (i). Also, the definition of τ implies (ii).
Lemma 3.2. We have
Proof. Let us show that τ < ∞. Using the Harnack inequality, we observe that there
See [2, (5.2) on P. 260]. Therefore, by Lemma 2.1,
Hence τ ≤ λ + 2 − n < ∞. The assertion τ ≥ 1 is well known. In fact, we take a ball
Hence it must be τ ≥ 1. Moreover, if Ω is a C 1,1 -domain, then for each η ∈ ∂Ω, there is a ball B 2 such that B 2 ⊂ Ω, η ∈ ∂B 2 and the radius of B 2 is independent of η (see [3] ). This implies that δ Ω (x) ≤ CG Ω (x, x 0 ) for all x ∈ Ω, and so τ = 1 in this case.
It is unknown whether i(τ ) > 0 always holds for bounded uniform domains. This is a reason to divide the statements in Theorem 4.1 below.
Harmonic growth and exponent of nonlinearity
In this section, we present a boundary growth estimate for functions in S p,α (Ω), which generalizes results in [10, 12] . To derive potential theoretic properties, we should pay attention to a maximal growth of positive harmonic functions near the boundary. In view of Lemma 2.1, it is natural to think of g Ω (x) −1 δ Ω (x) 2−n as a maximal growth. The main result of this section is as follows. (3.1) . Suppose that
Theorem 4.1. Let τ be as in
as well. 
where β is as in Theorem 4.1.
Note that the bound p ≤ (n + τ )/(n + τ − 2) is optimal for (4.2) to hold. See Section 9. The proof of Theorem 4.1 is similar to that given in [10, 12] , but we need additional arguments. We start with an elementary estimate for harmonic functions.
Lemma 4.4. If h is a nonnegative harmonic function on Ω, then there exists a constant
Proof. Lemmas 2.3 and 2.4 imply that for all x ∈ Ω and ξ ∈ ∂Ω,
Therefore the conclusion follows from the Martin representation.
In the rest of this section, we let u ∈ S p,α (Ω). By the Riesz decomposition, every nonnegative superharmonic function is decomposed into the sum of a nonnegative harmonic function and a Green potential of its associated Riesz measure. Thus we have for all x ∈ Ω,
where h is the greatest harmonic minorant of u on Ω. This yields the following.
Lemma 4.5. The following inequality holds:
Proof. Let z ∈ Ω and x ∈ B(z, δ Ω (z)/2 j+1 ). By Lemmas 2.2 and 2.4, we have for
where C depends on j, n and Ω.
Therefore the conclusion follows from (4.4).
Lemma 4.7.
Let n = 2. For each j ∈ N, there exist constants c j = c(j, Ω) and
Proof. Since Ω is a bounded NTA domain, we observe from the exterior corkscrew condition that there exists a constant C = C(Ω) such that for any z ∈ Ω and x, y ∈ B(z, δ Ω (z)/2),
The rest of the proof is similar to that of Lemma 4.6.
Let z ∈ Ω be fixed. For η ∈ B(0, 1), we define
For simplicity, we write B(r) = B(0, r) when the center is the origin. 
Proof. First, we consider the case that p and α satisfy (4.1). Let
Then t > τ , and we therefore find a constant C = C(t, Ω) > 1 such that
This and (2.1) imply that for a.e. η ∈ B(1/2),
If i(τ ) > 0, then this holds for α = n + τ − p(n + τ − 2) as well.
The following lemma will play an essential role in the proof of Theorem 4.1. 
Proof. We show this lemma for n ≥ 3. The case n = 2 is also proved in the same way. Let 1 ≤ j ≤ l and let
Making the change x = z + δ Ω (z)η and y = z + δ Ω (z)ζ in Lemma 4.6, we have that for any η ∈ B(1/2 j+1 ),
where c 0 = max{c j : 1 ≤ j ≤ l}. Let κ ≥ 1. Then, applying the Jensen inequality to the probability measure
we have
By the Minkowski inequality for integrals and q < n/(n − 2),
Also, it follows from Lemma 4.8 and (4.5) that for a.e. η ∈ B(1/2 j+1 ),
and so
Thus the lemma is proved. Now, we are ready to prove Theorem 4.1.
Proof of Theorem 4.1. First, we consider the case n ≥ 3. Let z ∈ Ω be fixed and let q and l be as in Lemma 4.9. By Lemma 4.6,
, we have by the Hölder inequality
Applying Lemma 4.9 l times, we have ∫
Since Lemma 4.5 implies ∫ B(1/2)
2) is proved for n ≥ 3. When n = 2, we can let l = 1 in the above by taking a large q, since log(1/|η|) ∈ L r (B(1)) for any r > 0. See [12] . This completes the proof of Theorem 4.1.
Reverse mean value inequality
In Sections 5 -8, we suppose that p > 1 and α ≥ 0 are as in Theorem 4.1, that is, u ∈ S p,α (Ω) satisfies (4.2). This section presents a reverse mean value inequality for functions in S p,α (Ω). Let σ n be the area of the unit sphere in R n , and let ν n be the volume of the unit ball in R n . Denote
where σ is the surface area measure on ∂B(x, r). By definition, every superharmonic function v on Ω satisfies the following mean value inequalities: for each x ∈ Ω and 0 < r < δ Ω (x),
v(x) ≥ M(v; x, r) and v(x) ≥ A(v; x, r).
(5.1)
Moreover, A(v; x, r) ≥ M(v; x, r) (see [4, Corollary 3.2.6])
. We are interested in the opposite inequalities of (5.1) in some sense. 
Theorem 5.1. Let u ∈ S p,α (Ω) and let d be any function on Ω such that d(x) ≥ 2 for all x ∈ Ω. Then there exists a constant C = C(c, α, p, n, Ω) such that if we put
ρ d (x, r) = Cu(x 0 ) β(p−1) r 2−α−(p−1)(n−2) g Ω (x) p−1 d(x) α+(p−1)(n−2) ,
Lemma 5.3. Let v be a superharmonic function on an open set which contains B(x, r). Then
where a n = max{n − 2, 1} and µ v is the Riesz measure associated with v.
Therefore, by Lemma 5.3 and (5.1),
Thus Theorem 5.1 is proved.
Harnack type inequality
As a consequence of Theorem 5.1, we obtain the following Harnack type inequality. 
Hence this theorem follows from (5.1).
Lemma 6.2. Let u ∈ S p,α (Ω) and let ρ d be a function as in Theorem 5.1. Then there exists a constant C = C(c, α, p, n, Ω) with the following property: Let
where β is the constant in Theorem 4.1, then for any
Proof. Let x ∈ Ω and 0 < r ≤ δ Ω (x)/d(x). Consider the case that p and α satisfy (4.1). If we let
, then the conclusion holds for α = n + τ − p(n + τ − 2) as well. 
Also, since δ Ω (x) ≤ 2δ Ω (y), we have r ≤ δ Ω (y)/2d ε , and so
Thus the corollary is proved.
Recall the quasi-hyperbolic metric k Ω (x, y) on Ω:
where the infimum is taken over all rectifiable curves γ connecting x and y in Ω and ds stands for the line element on γ. Now, let d 0 = 4d 1/2 for simplicity. A sequence of balls {B(
is said to be a Harnack chain connecting x and y if
It is well known that the smallest number N among Harnack chains connecting x and y is comparable to k Ω (x, y) + 1, where the constant of comparison depends only on n. Thus, by using Corollary 6.3 N − 1 times, we have the following.
In Sections 7 and 8, we present three applications of Corollary 6.3: the existence of nontangential limits for quotients of two functions in S p,α (Ω), an extension of a minimum principle for positive harmonic functions due to Dahlberg to functions in S p,α (Ω), and a Harnack type convergence theorem for a class of solutions of a certain semilinear elliptic equation.
The existence of nontangential limits and a minimum principle
The boundary behavior of superharmonic functions in a very general setting was studied by Naïm [15] and Doob [7] . Nowadays, their results are known as the Fatou-Naïm-Doob theorem. In our situation, it asserts that for two positive superharmonic functions u and v on Ω, the quotient u/v has finite minimal fine limits ν-almost everywhere on ∂Ω, where ν is a measure on ∂Ω appearing in the Martin representation of the greatest harmonic minorant of v. For the definition of minimal fine limits and further details, see [4, Section 9] . Note that the approach regions are not defined geometrically and practically impossible to visualise. Applying their results, we give a nontangential limit theorem for functions in S p,α (Ω). A function f on Ω is said to have nontangential limit Proof. By the Fatou-Naïm-Doob theorem, we find a subset E of ∂Ω with ν(E) = 0 such that u/v has finite minimal fine limit, a say, at each ξ ∈ ∂Ω \ E. Let 0 < ε < 1, 0 < κ < 1, θ ≥ C Ω , and let d ε be the constant in Corollary 6.3, where
Letting κ → 0 and ε → 0, we obtain
This completes the proof.
The following is a special case of Theorem 7.1.
Corollary 7.2.
Let u ∈ S p,α (Ω) and ξ ∈ ∂Ω. Then u/K Ω (·, ξ) has a finite nontangential limit at ξ.
, then we can construct a function u ∈ S p,α (Ω) such that the upper limit of u/K Ω (·, ξ) along a nontangential set at ξ is infinite. See Section 9. Hence the bounds p ≤ (n + τ )/(n + τ − 2) and α ≤ n + τ − p(n + τ − 2) are optimal to obtain the results in Sections 6 and 7.
Next, we mention an extension of a certain minimum principle for positive harmonic functions studied by Dahlberg [6] . See also Beurling [5] . Let F be some class of positive functions on Ω and let ξ ∈ ∂Ω. We say that a subset E of Ω is equivalent at ξ for F if the equality
holds for all functions f ∈ F. Dahlberg gave characterizations for a set E to satisfy (7.1) for the class F of all positive harmonic functions. Indeed, he proved the equivalence of (ii)-(v) in Theorem 7.4 below. We assert that his result can be extended to the wider class S p,α (Ω).
and let E ⊂ D and ξ ∈ ∂D. Suppose that
Then the following statements are equivalent:
(ii) E is equivalent at ξ for the class of all positive harmonic functions on D;
where E a = ∪ x∈E B(x, aδ D (x)); (iv) (7.2) holds for any 0 < a < 1; (v) there exist a number a > 0 and a sequence {x j } in E converging to ξ such that
Proof. We will show that (iv) implies (i). Indeed, the proof follows the argument in [6, P. 249], because we have Corollary 6.3. Suppose to the contrary that (i) fails to hold. Then we find u ∈ S p,α (D) with
.
Let C 3 > 1 be a constant satisfying m/C 2 3 > s. By Corollary 6.3, we find a constant a > 0 such that for all x ∈ D and y ∈ B(x, aδ D (x)),
where C and β are constants in Lemma 6.2 and Theorem 4.1, respectively. Apply Theorem 6.1 with ε = η/M 0 and r = dist(E, ∂Ω)/2d. Then
whenever z, w ∈ E satisfy |z − w| < r. Take 0 < δ ≤ r with
Theorem 9.1. Let n ≥ 3, c > 0, and τ be as in (3.1). Suppose that either
holds. Let κ be a number such that
Proof. A proof is similar to that given in [10] , but we need additional arguments. For the convenience sake of the reader, we provide a proof. Take κ 0 with κ < κ 0 < κ p , and let
Then γ > 1. In fact, if p and α satisfy (i), then
if p and α satisfy (ii), then
Let t < τ be taken so that
Then, in any case,
Also, t < τ implies i(t) = 0, so that there is a sequence {x j } in Ω with no limit point in Ω such that δ Ω (x j ) < 1 and
Note that there exists a constant C 4 > 1 such that 5) where ν n is the volume of the unit ball in R n , and let f j be a nonnegative smooth function on Ω such that f j ≤ C 5 /δ Ω (x j ) λ and
2) and the Harnack inequality imply
dy is positive and superharmonic on Ω. Moreover, the local Hölder continuity of f yields that u ∈ C 2 (Ω) and −∆u = f in Ω (see [16, Theorem 6.6]). By the mean value property and (9.4), we have for
Here we used 2γ − λ = −κ 0 . By the minimum principle,
for all x ∈ B(x j , δ Ω (x j ) γ /4).
To complete the proof, we have to show that −∆u(x) ≤ cδ Ω (x) −α u(x) p for all
If there is j such that x ∈ B(x j , δ Ω (x j ) γ /4), then we have by (9.6), (9.5) and (9.1)
Thus Theorem 8.3 is proved.
Two dimensional case is stated as follows. Remark 9.3. The bounds p ≤ (n + τ )/(n + τ − 2) and α ≤ n + τ − p(n + τ − 2) are optimal to obtain the results in Sections 5-7. In fact, we may consider a uniform domain Ω such that there are ξ ∈ ∂Ω, θ ≥ C Ω and C > 1 such that for any x ∈ Γ θ (ξ) near ξ,
Then we can choose {x j }, satisfying (9.1)-(9.3), from Γ θ (ξ). Hence, if p and α satisfy (i) or (ii), then we can construct u ∈ S c,p,α (Ω) such that the upper limit of u/K Ω (·, ξ) along Γ θ (ξ) is infinite. B(ξ, r) . In fact, the Martin kernels of uniform cones are homogeneous (see [8, 14] ). Hence, in view of the boundary Harnack principle and Lemma 2.1, we see that polygonal uniform domains satisfy (9.8) for some τ ≥ 1 and ξ ∈ ∂Ω.
