We present all-sky dust modelling of the high resolution Planck, IRAS and WISE infrared (IR) observations using the physical dust model presented by Draine & Li in 2007 (DL). We study the performance of this model and present implications for future dust modelling. The present work extends to the full sky the dust modelling carried out on nearby galaxies using Herschel and Spitzer data. We employ the DL dust model to generate maps of the dust mass surface density Σ M d , the dust optical extinction A V , and the starlight intensity heating the bulk of the dust, parametrized by U min . We test the model by comparing these maps with independent estimates of the dust optical extinction A V . The DL model reproduces the observed spectral energy distribution (SED) satisfactorily over most of the sky, with small deviations in the inner Galactic disk, and in low ecliptic latitude areas, presumably due to zodiacal light contamination. In the Andromeda galaxy (M31), the present dust mass estimates agree remarkably well (within 10 %) with DL estimates based on independent Spitzer and Herschel data. In molecular clouds, we compare the DL A V estimates with maps generated from stellar optical observations from the 2MASS survey. The DL A V estimates are a factor of about 3 larger than values estimated from 2MASS observations. In the diffuse interstellar medium (ISM) we compare the DL optical extinction A V estimates with optical estimates from approximately 2 × 10 5 quasi-stellar objects (QSOs) observed in the Sloan digital sky survey. The DL A V estimates are larger than those determined from the QSOs, and this discrepancy depends on U min . We propose an empirical renormalization of the DL A V estimate, dependent of U min , which compensates for the systematic differences found here. This renormalization, bringing into agreement the A V estimates on QSOs, also brings into agreement the A V estimates on molecular clouds. In the diffuse ISM, the DL fitting parameter U min , effectively determined by the wavelength where the SED peaks, appears to trace variations in the far-IR opacity of the dust grains. Therefore, some of the physical assumptions of the DL model need to be revised. We provide a family of SEDs normalized by optical reddening, parameterized by U min ; these will be the constraints for a next generation of dust models.
Introduction
Studying the interstellar medium (ISM) is important in a wide range of astronomical disciplines, from star and planet formation to galaxy evolution. Dust changes the appearance of galaxies by IR emission and optical extinction observations, using the newly available Planck 1 data. The Planck data provide a full-sky view of the Milky Way (MW) at submillimetre (submm) wavelengths, with much higher angular resolution than earlier maps made by the Diffuse Infrared Background Experiment (DIRBE) (Silverberg et al. 1993 ) on the Cosmic background explorer (COBE) spacecraft (Boggess et al. 1992) . These new constraints on the spectral energy distribution (SED) emission of large dust grains were modelled by Planck Collaboration XI (2014, hereafter Pl-MBB) using a modified blackbody (MBB) spectral model, parameterized by optical depth and dust temperature. That study, along with previous Planck results, confirmed spatial changes in the dust submm opacity even in the high latitude sky (Planck Collaboration XXIV 2011; Planck Collaboration Int. XVII 2014) . The dust temperature, which reflects the thermal equilibrium, is anti-correlated with the FIR opacity. The dust temperature is also affected by the strength of the interstellar radiation field (ISRF) heating the dust. The bolometric emission per H atom is rather constant at high latitude, consistent with a uniform ISRF, but over the full sky, covering lines of sight through the Galaxy, the ISRF certainly changes. The all-sky submm dust optical depth was also calibrated in terms of optical extinction. However, no attempt was made to connect these data with a self-consistent dust model. That is the goal of this complementary paper.
Several authors have modelled the dust absorption and emission in the diffuse ISM, e.g. Draine & Lee (1984) ; Desert et al. (1990) ; Dwek (1998) ; Zubko et al. (2004) ; Compiègne et al. (2011) ; Jones et al. (2013) ; Siebenmorgen et al. (2014) . We focus on one of the most widely used dust models presented by Draine & Li (2007, hereafter DL) . Earlier, Draine & Lee (1984) studied the optical properties of graphite and silicate dust grains, while Weingartner & Draine (2001) and Li & Draine (2001) developed a carbonaceous-silicate grain model that has been quite successful in reproducing observed interstellar extinction, scattering, and IR emission. DL presented an updated physical dust model, extensively used to model starlight absorption and IR emission. The DL dust model employs a mixture of amorphous silicate grains and carbonaceous grains. The grains are assumed to be heated by a distribution of starlight intensities. The model assumes optical properties of the dust grains and the model SEDs are computed from first principles.
The DL model has been successfully employed to study the ISM in a variety of galaxies. employed DL to estimate the dust masses, abundances of polycyclic aromatic hydrocarbon (PAH) molecules, and starlight intensities in the Spitzer Infrared Nearby Galaxies Survey -Physics of the StarForming ISM and Galaxy Evolution (SINGS, Kennicutt et al. 2003) galaxy sample. This survey observed a sample of 75 nearby (within 30 Mpc of the Galaxy) galaxies, covering the full range in a 3-dimensional parameter space of physical properties, with the Spitzer Space Telescope (Werner et al. 2004 ). Wiebe et al. (2009) used the DL model with Balloon-borne Large Aperture Submillimeter Telescope (BLAST, Pascale et al. 2008) and Spitzer data to fit SEDs for seven nearby galaxies, finding a normalization discrepancy with the dust emission from 1 Planck (http://www.esa.int/Planck) is a project of the European Space Agency (ESA) with instruments provided by two scientific consortia funded by ESA member states (in particular the lead countries France and Italy), with contributions from NASA (USA) and telescope reflectors provided by a collaboration between ESA and a scientific consortium led and funded by Denmark.
MBB fits. The Key Insights on Nearby Galaxies: a FIR Survey with Herschel (KINGFISH) project, additionally observed a subsample of 61 of the SINGS galaxies with the Herschel Space Observatory (Pilbratt et al. 2010) . Aniano et al. (2012) presented a detailed resolved study of two KINGFISH galaxies, NGC 628 and NGC 6946, using the DL model constrained by Spitzer and Herschel photometry. Aniano et al. (2014) extended the preceding study to the full KINGFISH sample of galaxies. Draine et al. (2014, hereafter DA14) , presented a resolved study of the nearby Andromeda galaxy (M31), where high spatial resolution can be achieved. The DL model proved able to reproduce the observed emission from dust in the KINGFISH galaxies and M31. Ciesla et al. (2014) used the DL model to fit the volume limited, K-band selected sample of galaxies of the Herschel Reference Survey (Boselli et al. 2010) , finding it systematically underestimated the 500 µm photometry.
The new Planck all-sky maps, combined with ancillary Infrared Astronomical Satellite (IRAS, Neugebauer et al. 1984) and Wide-field Infrared Survey Explorer (WISE, Wright et al. 2010 ) maps allow us to explore the dust thermal emission from the MW ISM with greater spatial resolution and frequency coverage than ever before. Here we test the compatibility of the DL dust model with these new observations.
We employ WISE 12 2 (12 µm), IRAS 60 (60 µm), IRAS 100 (100 µm), Planck 857 (350 µm), Planck 545 (550 µm), and Planck 353 (850 µm) maps to constrain the dust emission SED in the range 10 µm < λ < 970 µm. These data allow us to generate reliable maps of the dust emission using a Gaussian point spread function (PSF) with 5
′ full width at half maximum (FWHM). Working at lower resolution (1
• FWHM), we can add the DIRBE 140 and DIRBE 240 photometric constraints.
We employ the DL dust model to characterize:
-the dust mass surface density Σ M d ; -the dust optical extinction A V ; -the dust mass fraction in small PAH grains q PAH ; -the fraction of the total luminosity radiated by dust that arises from dust heated by intense radiation fields, f PDR ; -the starlight intensity U min heating the bulk of the dust.
The estimated dust parameters for M31 are compared with those derived using the independent maps in DA14.
We compare the DL optical extinction estimates with those of Pl-MBB. We further compare the DL model reddening estimates with near IR reddening estimates from quasi-stellar objects (QSOs) and from stellar reddening maps in dark clouds obtained from 2MASS (Skrutskie et al. 2006 ). These reveal significant systematic discrepancies that will require a revision of the DL model. We find an empirical parameterization that renormalizes the current DL model and provides insight into what is being compensated for through the renormalization.
We determine the observed FIR intensity per unit of optical extinction that should be reproduced by the next generation of self-consistent dust models. We also provide the Planck 217 (1.38 mm) and Planck 143 (2.10 mm) photometric constraints, which are not used in the current dust modelling. This paper is organized as follows. In Section 2 we describe the data sets used. In Section 3 we present the DL dust model:
2 From now on we will refer to the WISE, IRAS, and DIRBE bands as WISE 12, IRAS 60, IRAS 100, DIRBE 100, DIRBE 140, and DIRBE 240, by attaching the band reference wavelength (in µm) to the spacecraft or instrument name, and to the Planck bands as Planck 857, Planck 545, Planck 353, Planck 217, Planck 143, and Planck 100, by attaching the band reference frequency (in GHz) to the spacecraft name.
in Section 3.1 the model parametrization; and in Section 3.2 the model-fitting strategy. In Section 4 we describe the modelling results, robustness, and validation: we present the model parameter maps (Section 4.1); we analyze the model ability to fit the data (Sect. 4.2); the importance of IRAS 60 as a constraint (Sect. 4.3.1); and the dependence of the mass estimate on the data sets (Sect. 4.3.2). In Section 4.4 we compare the dust Σ M d estimates for M31 with independent estimates based on different data sets. In Section 5 we compare the dust A V estimates with the MBB all-sky modelling results from Pl-MBB. In Section 6 we compare the dust A V estimates on diffuse regions with estimates from QSO colours. In Section 6.3 we propose a dust model empirical correction (called "renormalization") to compensate for the discrepancies found. In Section 6.4 we present the observed FIR intensity per unit of optical extinction, i.e., the new photometric constraints that should be fitted by the next generation of dust models. In Section 7 we compare the dust A V predictions with estimates from stellar observations toward molecular clouds and the performance of the renormalized model in these environments. In Section 8 we discuss the discrepancy of the FIR emission per unit of optical extinction of the DL model. We conclude in Section 9. In Appendix A we show the details of the comparison on M31 presented in Section 4.4. In Appendix B we present the details of the QSO A V estimation. In Appendix C we analyze the impact of cosmic infrared background (CIB) anisotropies in our dust modelling.
Data sets
We use the publicly available, nominal mission Planck maps (Planck Collaboration I 2014). The zodiacal light has been estimated and removed (Planck Collaboration XIV 2014) from these maps. The cosmic microwave background, provided by the SMICA algorithm (Planck Collaboration XII 2014), was also removed from each Planck map. We use the zero level estimation and unit conversion factors given in Pl-MBB. A residual dipole oriented toward l = 263.
• 99, b = 48.
• 26, and a constant offset were removed from the maps to adjust them to a coherent Galactic zero level (Pl-MBB). We have checked that the results of this manuscript are not significantly changed when we use the most recent version of the Planck data available within the Planck consortium.
We additionally use IRAS 60 and IRAS 100 maps. We employ the IRAS 100 map presented in Pl-MBB. It combines the small scale (< 30 ′ ) features of the map presented by the improved reprocessing of the IRAS survey (IRIS) team by Miville-Deschênes & Lagache (2005) , and the large scale (> 30 ′ ) features of the map presented by Schlegel et al. (1998, hereafter SFD) . The zodiacal light emission has been estimated and removed from the SFD map, and therefore it is removed from the map we are employing 3 . We employ the IRAS 60 map presented by the IRIS team, with a custom estimation and removal of the zodiacal light 4 . WISE mapped the sky at 3.4, 4.6, 12, and 22 µm. Meisner & Finkbeiner (2014) presented a reprocessing of the entire WISE 12 imaging data set, generating a high resolution, full-sky map that is free of compact sources and was cleaned 3 The zodiacal light emission contributes mainly at scales larger than 30 ′ , therefore, its contribution is subtracted when we retain the large scales of the SDF map. 4 The new IRIS data reduction and a description are available at http://www.cita.utoronto.ca/˜mamd/IRIS/IrisOverview. html from several contaminating artefacts. The zodiacal light contribution was estimated and subtracted using the model presented by Kelsall et al. (1998) . About 18 % of the sky is still contaminated by the Moon or other solar system objects. Aniano et. al, ( A14, in preparation) presents an improved data reduction and artefact removal for the WISE 12 data, which we use in the present modelling. The zodiacal light contamination has been removed more effectively from WISE 12 than from its IRAS counterpart, and therefore we do not include IRAS 12 or IRAS 25. Currently, there is no artefact-free WISE 22 full-sky map available.
For typical lines of sight in the diffuse ISM, the dust SED peaks in the λ = 100 − 160 µm range. Unfortunately, no high resolution, all-sky maps are available in this wavelength range 5 . DIRBE produced low resolution (FWHM = 42 ′ ) all-sky maps at 140 and 240 µm, which can be used to test the robustness of our modelling. Additionally, we perform a lower resolution (1
• FWHM) modelling, including the DIRBE 140 and DIRBE 240 photometric constraints. We use the DIRBE zodiacal lightsubtracted mission average (ZSMA) maps. This modelling allows us to evaluate the importance of adding photometric constraints near the dust SED peak, which are absent in the Planck and IRAS data.
The most relevant information on the data sets that are used is presented in Table 1 . The amplitudes of the CIB anisoropies (CIBA), which depend on the angular scale used, are listed in Table 1 correspond to those at the modelling resolution. Following Pl-MBB we do not remove the CO contributions to the Planck bands 6 . All maps were convolved to yield a Gaussian PSF, with FWHM = 5.
′ 0, slightly broader than all the maps' native resolution. Small residual zodiacal light is still present in the maps, potentially affecting the dust mass estimates in low ecliptic latitude areas. We use the Hierarchical Equal Area isoLatitude Pixelization (HEALPix) of a sphere coordinates (Górski et al. 2005) 7 . We work at resolution N side = 2048, so the maps have a total of 12 × 2048 × 2048 = 50331648 pixels. Each pixel is a quadrilateral of area 2.94 arcmin 2 (i.e., about 1. ′ 7 on a side). All maps and results presented in the current paper are performed using this resolution, except those of Sects.4.3.2 and 6.4.
The DL model
The DL dust model is a physical approach to modelling dust. It assumes that the dust consists of a mixture of amorphous silicate grains and carbonaceous grains heated by a distribution of starlight intensities. We employ the "Milky Way" grain size distributions (Weingartner & Draine 2001) , chosen to reproduce the wavelength dependence of the average interstellar extinction within a few kiloparsec of the Sun. The silicate and carbonaceous content of the dust grains has been constrained by observations of the gas phase depletions in the ISM. The carbonaceous grains are assumed to have the properties of PAH molecules or clusters when the number of carbon atoms per grain N C 10 5 , but to have the properties of graphite when N C ≫ 10 5 . DL de-5 The FIS instrument (Kawada et al. 2007 ) on board the Akari spacecraft (Murakami et al. 2007) observed the sky at four FIR bands in the 50 − 180 µm range, but the data are not yet public. 6 The current CO maps are noisy in the low surface brightness areas, and therefore subtracting these small contributions increases the noise level significantly.
7 A full description of HEALPix and its software library can be found at http://healpix.jpl.nasa.gov. • 99, b = 48.
• 26, subtracted from the map. f Root mean square (rms) of the CIB anisotropies in the band at 5 ′ resolution. g Planck 217, Planck 143, and Planck 100 bands are not used to constraint the current dust model. scribes the detailed computation of the model SED, and AD12 describes its use in modelling resolved dust emission regims.
Parameterization
The IR emission of the DL dust model is parametrized by six parameters, Σ M d , q PAH , U min , U max , α, and γ. The definition of these parameters is now reviewed.
The model IR emission is proportional to the dust mass sur-
The PAH abundance is measured by the parameter q PAH , defined to be the fraction of the total grain mass contributed by PAHs containing N C < 10 3 C atoms 8 . As a result of singlephoton heating, the tiny PAHs contributing to q PAH radiate primarily at λ < 30 µm , and this fraction is heavily constrained by the WISE 12 band. Weingartner & Draine (2001) computed seven different grain size distributions for dust grains in the diffuse ISM of the MW, which are used in DL. The models in this "MW3.1" series are all consistent with the average interstellar extinction law 9 , but have different PAH abundances in the range 0.0047 ≤ q PAH ≤ 0.047. found that the SINGS galaxies span the full range of q PAH models computed, with a median value of q PAH = 0.034. Models are further extrapolated into a (uniformly sampled) q PAH grid, using δq PAH = 0.001 intervals in the range 0 ≤ q PAH ≤ 0.10, as described by AD12.
Each dust grain is assumed to be heated by radiation with an energy density per unit frequency
where U is a dimensionless scaling factor and u MMP83 ν is the ISRF estimated by Mathis et al. (1983) for the solar neighbourhood. A fraction (1 − γ) of the dust mass is assumed to be 8 For the size distribution in the DL models, the mass fraction contributed by PAH particles containing N C < 10 6 C atoms is 1.478 q PAH . 9 In the details of their size distributions and dust composition (e.g., the lack of ices), these models will not be as appropriate for dust in dark molecular clouds.
heated by starlight with a single intensity U = U min , and the remaining fraction γ of the dust mass is exposed to a powerlaw distribution of starlight intensities between U min and U max , with dM/dU ∝ U −α . From now on, we call these the "diffuse cloud" and the "PDR" (for photodissociation regions) components respectively. AD12 found that the observed SEDs in the NGC 628 and NGC 6946 galaxies are consistent with DL models with U max = 10 7 . Given the limited number of photometric constraints, we will use only models with U max = 10 7 and also fix α = 2, a typical value found in AD12. The DL models presented in DL07 are further interpolated into a (finely sampled) U min grid using δU min = 0.01 intervals, as described by A14.
Therefore, in the present work the DL parameter grid has only four dimensions, Σ M d , q PAH , U min , and γ. We explore the ranges 0.00 ≤ q PAH ≤ 0.10, 0.01 ≤ U min ≤ 30, and 0 ≤ γ ≤ 1.0. For each model, the DL model library contains the model SED in a finely-spaced wavelength grid with for 1 µm < λ < 1cm.
As a derived parameter, we define the ratio
where L PDR is the luminosity radiated by dust in regions where U > 10 2 and L dust is the total power radiated by the dust. Clearly, f PDR depends on the fitting parameter γ in the numerator and, through the denominator, also depends on U min . Dust heated with U > 10 2 will emit predominantly in the λ < 100 µm range; therefore, the IRAS 60 to IRAS 100 intensity ratio can be increased to very high values by taking f PDR → 1. Conversely, for a given U min , the minimum IRAS 60/IRAS 100 intensity ratio will correspond to models with f PDR = 0.
Another derived quantity, the mass-weighted mean starlight heating intensity U , for α = 2, is given by
Adopting the updated carbonaceous and astrosilicate densities recommended by DA14, the DL model used here is consis- 
Fitting strategy and implementation
For each individual pixel, we find the DL parameters
where S obs (λ k ) is the observed flux density per pixel, S DL (λ k ) is the DL emission SED convolved with the filter k response function, and σ λ k is the 1 σ uncertainty in the measured intensity density at wavelength λ k . We use a strategy similar to that of AD12 and define σ λ k as a sum in quadrature of five uncertainty sources:
-the calibration uncertainty (proportional to the observed intensity); -the zero-level "offset" uncertainty; -the residual dipole uncertainty; -CIB anisotropies; -the instrumental noise.
Values for these uncertainties (except the noise) are given in Table 1 . To produce the best-fit parameter estimates, we fit the DL model to each pixel independently of the others.
We observe that for a given set of parameters {q PAH , U min }, the model emission is bi-linear in {Σ M d , γ}. This allows us to easily calculate the best-fit values of {Σ M d , γ} for a given parameter set {q PAH , U min }. Therefore, when looking for the bestfit model in the full four-dimensional model parameter space {Σ M d , q PAH , U min , γ}, we only need to perform a search over the two-dimensional subspace spanned by {q PAH , U min }. The DL model emission convolved with the instrumental bandpasses, S DL (λ k ), were pre-computed for a {q PAH , U min } parameter grid, allowing the multi-dimensional search for optimal parameters to be performed quickly by brute force, without relying on nonlinear minimization algorithms.
In order to determine the uncertainties on the estimated parameters in each pixel, we proceed as follows: we simulate 100 observations by adding noise to the observed data; we fit each simulated SED using the same fitting technique as for the observed SED; and we study the statistics of the fitted parameters for the various realizations. The noise added in each pixel is a sum of the five contributions listed in the previous paragraph, each one assumed to be Gaussian distributed. We follow a strategy similar to that of AD12, taking a pixel-to-pixel independent contribution for the data noise and correlated contributions across the different pixels for the other four sources of uncertainty. For simplicity, we assume that none of the uncertainties are correlated across the bands. The parameter error estimate at a given pixel is the standard deviation of the parameter values obtained for the simulated SEDs. For typical pixels, the uncertainty on the estimated parameters is a few percent of their values (e.g., Figure 2 shows the signal-to-noise (S/N) ratio of Σ M d ).
Dust modelling results, robustness, and validation

Parameter maps
The maps of the model best-fit parameters trace Galactic structures. Galactic molecular cloud complexes are resolved and, in addition, several extended extragalactic sources are present (e.g., M31, discussed in Appendix A). Figure 1 shows the all-sky maps of the fitted dust parameters. The left column corresponds to a Mollweide projection of the sky in Galactic coordinates, and the centre and right columns correspond to orthographic projections of the southern and northern hemispheres, centred on the corresponding Galactic poles. A14 presents the corrected WISE data and q PAH maps. The mass fraction in the PAH grains is relatively small, and therefore, variations in q PAH do not have a major impact on the Σ M d and optical extinction A V estimates. If instead of using the WISE data to constrain q PAH , we simply fix q PAH = 0.04, the Σ M d and A V estimates will only change by a few percent.
The f PDR map shows artefact structures aligned with the ecliptic plane especially at high Galactic and low ecliptic latitudes. These artefacts are likely to be caused by residual zodiacal light in the IRAS 60 maps. As shown in Section 4.3.1, the dust mass estimates are not strongly biased in these regions. Figure 2 shows a map of the dust emitted luminosity surface density, Σ L d , the mean intensity heating the dust, U , the χ 2 per degree of freedom (dof) of the fit, χ 2 /Ndof, and a map of the S/N ratio of the dust mass surface density
The χ 2 /Ndof map scatter around unity in the high Galactic latitude areas, where the data uncertainties are noise-dominated. The χ 2 /Ndof is slightly larger than 1 in the inner Galactic disk and several other localized areas. In the outer Galactic disk the χ 2 /Ndof is smaller than 1, presumably due to overestimation of the uncertainties. Over much of the sky the fit to the FIR SED is not as good as in Pl-MBB; there the MBB fit has three fitting parameters in contrast with the DL model which has only two, Σ M d and U min 10 .
Dust model photometric performance: residual maps
As shown in the χ 2 /Ndof map in Figure 2 , the DL model fits the observed SED satisfactorily (within 1 σ) over most of the sky areas. However, the model SEDs have systematic departures from the observed SED in the inner Galactic disk, at low ecliptic latitude, and in localized regions. The departures of the model in the low ecliptic latitude regions could be caused by defects in the zodiacal light estimation (and removal) in the photometric maps that the model cannot accommodate. In the Magellanic Clouds (MC) the DL model fails to fit the data 11 . The MC exhibit surprisingly strong emission at submm and millimetre wavelengths. Planck Collaboration XVII (2011) conclude that conventional dust models cannot account for the observed 600 − 3 000 µm emission without invoking unphysically large amounts of very cold dust. (Draine & Hensley 2012) suggest that magnetic dipole emission from magnetic grain materials could account for the unusually strong submm emission from the Small MC. Figures 3 and 4 show the model departures from the photometric constraints used in the fits. Each panel shows the difference between the model predicted intensity and the observed intensity, divided by the observed uncertainty. The systematic departures show that the physical model being used does not have sufficient parameters or flexibility to fit the data perfectly.
By increasing γ (i.e., the PDR component), the DL model can increase the IRAS 60 to IRAS 100 ratio to high values, without contributing much to the Planck intensities. Thus, in principle, the model should never underpredict the IRAS 60 emission. Figure 3 shows the model performance for fitting the IRAS bands; several high latitude areas (mostly with f PDR = 0) have IRAS 60 overpredicted and IRAS 100 underpredicted. Both model components (the diffuse cloud and PDR components) have an IRAS 60 / IRAS 100 intensity ratio slightly larger than the ratio observed in these regions. There are several areas where the IRAS 60 / IRAS 100 ratio is below the value for the best-fit U min , hence in these areas the model (with f PDR = 0) overpredicts IRAS 60. This systematic effect is at the 1 − 2 σ level (i.e., 10 − 20 %).
In the inner Galactic disk the DL model tends to underpredict the 350 µm and overpredict the 850 µm emission (see Figure 4) . The observed SED is systematically steeper than the DL SED in the 350 − 850 µm range (i.e., between Planck 857 and Planck 353). Similar results were found in the central kiloparsec of M31 in the 250−500 µm range (DA14). The MBB fit of these regions, presented in Pl-MBB, finds larger values of the opacity spectral index β (β ≈ 2.2) than the typical value found in the low-and mid-range dust surface density areas (β ≈ 1.65). The DL SED peak can be broadened by increasing the PDR component (i.e., by raising γ or f PDR ), but it cannot be made steeper than the γ = 0 ( f PDR = 0) models, and the model therefore fails to fit the 350 − 850 µm SED in these regions.
Following DA14, we define as the effective power-law index of the DL dust opacity between 350 µm and 850 µm, where κ DL * F is the assumed absorption cross-section per unit dust mass convolved with the respective Planck filter. For the DL model 12 this ratio is Υ DL ≈ 1.8. We
12 If the Planck filters were monochromatic at the nominal frequencies, then Υ DL = 1.82 (see Table 2 in DA14). For the real Planck filters the Υ DL value is a constant close to 1.8.
If the dust temperatures in the fitted DL model were left unchanged, then the predicted Planck 857/Planck 353 intensity ratio could be brought into agreement with observations if Υ DL were changed by δΥ = Υ Planck − Υ DL . Figure 5 shows the δΥ Planck Collaboration: All-sky dust modelling map, i.e., the opacity corrections that would bring the DL SED into agreement with the observed SED if the dust temperature distribution is left unchanged. The observed SED is steeper than the DL model in the inner Galactic disk (δΥ DL ≈ 0.3) and shallower in the MC (δΥ DL ≈ −0.3). Clearly, modifying the dust opacity would change the dust emission, and therefore the dust temperature distribution. Therefore, the δΥ map should be regarded as a guide on how to modify the dust opacity in future dust models, rather than as the exact correction to be applied to the opacity law per se. In the low-and mid-range surface density areas δΥ ≈ 0.1, while δΥ ≈ 0.3 in the inner Galactic disk. The large dispersion of the pixels in the low surface brightness areas is mainly due to instrumental noise. The dispersion in the large surface brightness areas may be an indicator of dust evolution, i.e., variations in the optical or FIR properties of the dust grains in the diffuse ISM.
Robustness of the mass estimate 4.3.1. Importance of IRAS 60
To study the potential bias introduced by IRAS 60, due to a possible non ideal zodiacal light estimation (whose relative contribution is the largest in the IRAS 60 band) or the inability of the DL model to reproduce the correct SED in this range, one can perform modelling without the IRAS 60 constraint. In this case we set γ = 0, i.e., we allow only the diffuse cloud component ( f PDR = 0), and so we have a two-parameter model. Figure 6 shows the ratio of the dust mass estimated without using the IRAS 60 constraint and with γ = 0 to that estimated using IRAS 60 and allowing γ to be fitted (i.e., our original modelling). The left panel shows all the sky pixels and the right panel only the pixels with f PDR > 0. In the mid-and-high-range surface mass density areas (
, where the photometry has good S/N, both models agree well, with a rms scatter below 5 %. The inclusion or exclusion of the IRAS 60 constraint does not significantly affect our dust mass estimates in these regions. In the low surface density areas, inclusion of the IRAS 60 does not change the Σ M d estimate in the f PDR > 0 areas, but it leads to an increase of the Σ M d estimate in the f PDR = 0 pixels. In the f PDR = 0 areas, the model can overpredict IRAS 60 in some pixels, and therefore, when this constraint is removed, the dust can be fitted with a larger U min value reducing the Σ M d needed to reproduce the remaining photometric constraints. In the f PDR > 0 areas, the PDR component has a small contribution to the longer wavelengths constraints, and therefore removing the IRAS 60 constraint and PDR component has little effect in the Σ M d estimates.
Dependence of the mass estimate on the photometric constraints
The Planck and IRAS data do not provide photometric constraints in the 120 µm < λ < 300 µm range. This is a potentially problematic situation, since the dust SED typically peaks in this wavelength range. We can add the DIRBE 140 and DIRBE 240 constraints in a low resolution (FWHM > 42 ′ ) modelling to test this possibility.
We compare two analyses performed using a 1
• FWHM Gaussian PSF. The first uses the same photometric constraints as the high resolution modelling (WISE, IRAS, and Planck), and the second additionally uses the DIRBE 140 and DIRBE 240 constraints. The results are shown in Figure 7 . Both model fits agree very well, with differences between the dust mass estimates of only a few percent. Therefore, our dust mass estimates are not substantially affected by the lack of photometric constraints near the SED peak. This is in agreement with similar tests carried out in Pl-MBB.
Planck Collaboration: All-sky dust modelling 
Validation on M31
In Appendix A we compare our dust mass estimates in the Andromeda galaxy (M31) with estimates based on an independent data set and processing pipelines. Both analyses use the DL model. This comparison allows us to analyse the impact of the photometric data used in the dust modelling. We conclude that the model results are not sensitive to the specific data sets used to constrain the FIR dust emission, validating the present modelling pipeline and methodology. sky pixels, and the right panel only the f PDR > 0 pixels. The vertical axis corresponds to the ratio of the inferred mass density of a fit without using the IRAS 60 constraint to that obtained when this constraint is present (see text). Colour corresponds to the logarithm of the density of points (see Figure 5 ). The horizontal curve correspond to the mean value. • FWHM Gaussian PSF. The difference between the dust mass estimates is relatively small (within a few percent) and so it is safe to perform a modelling of the sky without the DIRBE constraints. In the bottom row, the points below 0.8 and over 1.2 were added to the 0.8 and 1.2 bars, respectively.
Comparison between the DL and MBB results
We now compare the DL optical extinction estimates with the estimates from the MBB dust modelling presented in Pl-MBB, noted A V,DL and A V,MBB respectively. Both estimates are based on the same Planck and IRAS 100 data, but our DL modelling also includes IRAS 60 and WISE 12 constraints. The DL model has two extra parameters (γ and q PAH ) that can adjust the IRAS 60 and WISE 12 intensity fairly independently of the remaining bands. Therefore, the relevant data that both models are using in determining the FIR emission are essentially the same. The MBB extinction map has been calibrated with external (optical) observational data, and so this comparison allows us to test the DL modelling against those independent data.
Pl-MBB estimated the optical extinction 13 A V,QSO for a sample of QSOs from the Sloan Digital Sky Survey (SDSS) (York et al. 2000) . A single normalization factor Π was chosen to convert their optical depth τ 353 map (the parameter of the MBB that scales linearly with the total dust emission, similar to the DL
DL is a physical dust model and therefore fitting the observed FIR emission directly provides an optical extinction estimate, without the need for an extra calibration. However, if the DL dust model employs incorrect physical assumptions (e.g., the value of the FIR opacity), it may systematically over or under estimate the optical extinction corresponding to observed FIR emission. Figure 8 shows the ratio of the DL and MBB A V estimates. The top row shows the ratio map. The bottom row shows its scatter and histogram. Over most of the sky (0.1 mag < A V,DL < 20 mag), the A V,DL values are larger than the A V,MBB by a factor of 2.40±0.40. This discrepancy is roughly independent of A V,DL . The situation changes in the very dense areas (inner Galactic disk). In these areas (A V,DL ≈ 100 mag), the A V,DL are larger than the A V,MBB estimates by 1.95 ± 0.10.
In the diffuse areas (A V,DL 1), where the A V,MBB has been calibrated using the QSOs, A V,DL overestimates the A V,MBB values, and therefore A V,DL should overestimate the A V,QSO by a similar factor. The optical extinction overestimation arises from two factors.
-The DL dust physical parameters were chosen so that the model reproduces the SED proposed by Finkbeiner et al. (1999) , based on FIRAS observations. It was tailored to fit the high latitude I ν /N(H I ) with U min ≈ 1. The high latitude SED from Planck observations differs from that derived from FIRAS observations. The difference depends on the frequency and can be as high as 20 % (Planck Collaboration VIII 2014). The best fit to the mean Planck + IRAS SED on the QSO lines of sight is obtained for U min ≈ 0.66. The dust total emission (luminosity) of Planck observations and the Finkbeiner et al. (1999) SED are similar. The dust total emission per unit of optical reddening (or mass) scales linearly with U min . Therefore, we need 1/0.66 ≈ 1.5 more dust mass to reproduce the observed luminosity. This is in agreement with the results of Planck Collaboration Int. XVII (2014) who have used the dust -H I correlation at high Galactic latitudes to measure the dust SED per unit of H I column density. They find that their SED is well fit by the DL model for U min = 0.7 after scaling by a factor 1.45.
13 Pl-MBB actually determine optical reddening E(B−V) for the QSO sample. Since a fixed extinction curve with R V = 3.1 (see App. B.2) was used, this is equivalent to determining the optical extinction A V .
-The optical extinction per gas column density used to construct the DL model is that of Bohlin et al. (1978) . Recent observations show that this ratio needs to be decreased by a factor of approximately 1/1.4 (Liszt 2014a,b) .
Therefore, we expect the A V,DL to overestimation the A V,QSO by ≈ 2.1. In Section 6.2 we proceed to make a more direct estimation. We observe that the standard deviation of A V,DL / A V,MBB in the QSO lines of sight is 10 %, and therefore the relatively large systematic variations in the ratio of the A V,DL / A V,QSO versus U min (that will be discussed in Section 8) should also be present in the MBB fit. Other existing dust models also have similar systematic variations in the ratio of their predicted A V to the A V,QSO versus U min .
In the inner Galactic disk the DL emissivity is shallower than the observed SED (δΥ ≈ 0.3, see Section 4.2). The DL emissivity is fixed and its SED cannot be adjusted to match the observed SED closely, while the MBB model (with one extra effective degree of freedom) fits the observed SED better in these regions. Neither the A V,MBB values nor the A V,DL values were externally calibrated in these regions.
Variation in optical extinction to FIR emission in diffuse areas: QSO analysis
We seek to understand whether the overestimation of the optical extinction per unit of FIR emission for the DL model (by a factor of 2.4) is constant across the sky, or if it depends on the model parameters. We describe the motivations of the analysis and QSO sample to be used in Sect. 6.1. We compare the DL and QSO A V estimates ( A V,DL , A V,QSO ) in Sect. 6.2. We use the results of this analysis to propose a renormalization of the DL model that compensates for the systematic departures found across the sky in Section 6.3. We provide the observed FIR SEDs per unit of optical extinction set in Section 6.4. Finally, we discuss the ability of the DL model to fit the proposed SEDs in Section 6.5.
The QSO sample
We estimate A V,QSO and proceed to compare the A V,DL and A V,QSO estimates directly, and study the discrepancies as a function of the DL parameter U min . SDSS provides a sample of 272 366 QSOs that allows us to study the optical properties of Galactic dust. A subsample of 105 783 (an earlier data release) was used in Pl-MBB to normalize the opacity maps derived from the MBB fits in order to produce an extinction map.
The use of QSOs as calibrators has several advantages over other cross-calibrations: -QSOs are extragalactic, and at high redshift, so all the detected dust in a given pixel is between the QSO and us, a major advantage with respect to maps generated from stellar reddening studies; -the QSO sample is large and well distributed across diffuse (A V 1) regions at high Galactic latitude, providing good statistics; -SDSS photometry is very accurate and well understood.
In Appendix B we describe the SDSS QSO catalogue in detail, and how for each QSO we measure the extinction A V,QSO from the optical SDSS observations. For clarity, in the next section we will denote the DL extinction based on modelling the FIR emission, as A V,DL .
A V,QSO -A V,DL comparison
In this section, we present a comparison of the DL and QSO extinction, as a function of the fitted parameter U min . This study provides information on variations in the dust optical properties, and will allow us to gain valuable checks of the validity of the assumptions of the DL model. Figure 9 compares the DL and QSO A V estimates. It shows the slope ǫ(U min ) when fitting the A V,QSO versus A V,DL data with a line through the origin for a group of QSOs. To compute the ǫ(U min ), we sort the QSO lines of sight with respect of the U min value of the Galactic dust, and divide them in 10 groups having (approximately) equal number of QSOs each. We observe that ǫ(U min ), a weighted mean of A V,QSO /A V,DL in each U min bin, is a strong function of U min . The slope of fitting the A V,QSO versus A V,DL for the combined sample of QSOs is ǫ ≈ 0.52. Therefore, on average the DL model overpredicts the observed A V,QSO by a factor of 1/0.52 = 1.9, with the discrepancy being larger for sightlines with smaller U min values. There is a 24 % difference between the 2.4 factor that arises from the comparison between A V,DL and A V,QSO indirectly via the MBB A V fit, and the factor of 1.9 found here. This is due to the use of a different QSO sample (Pl-MBB used a smaller QSO sample), which accounts for 10 % of the difference, and the way that the QSO A V is computed from the SDSS photometry (see Appendix B for details), responsible of the remaining 14 %.
For a given FIR SED, the DL model predicts the optical reddening unambiguously, with no freedom for any extra calibration. However, if one had the option to adjust the DL extinction estimates by multiplying them by a single factor (i.e., ignoring the dependence of ǫ on U min ), one would reduce the optical extinction estimates by a factor of 0.52.
Dependence of the A V,DL overestimation on U min in the diffuse ISM
The ratio of the DL predicted extinction, based on FIR observations, to that estimated with optical photometry of QSOs is a function of U min . Therefore, to have a better estimate of the optical extinction A V , one can parametrize the model prediction departures, and adjust the A V maps to compensate for this bias.
The optical extinction discrepancy can be approximated as a linear function of U min : We define a renormalized DL optical reddening as 14 :
Empirically, A V,RQ is our best estimator of the QSO extinction A V,QSO .
Pl-MBB proposed the dust radiance (the total luminosity emitted by the dust) as a tracer of dust column density in the diffuse ISM. This would be expected if the radiation field heating the dust were uniform, and the variations of the dust temperature were only driven by variation of the dust FIR-submm opacity in the diffuse ISM. The dust radiance is proportional to U min × A V,DL . Our best fit of the renormalization factor as a function of U min is an intermediate solution between the radiance and the non-renormalized model column density (A V,DL ). The A V,RQ increases with U min but with a slope smaller than 1. Figure 9 shows that our renormalization is a better fit of the data than the radiance.
Observed FIR SED per unit of optical extinction
The parameter U min is largely determined by the wavelength where the SED peaks; as a corollary, SEDs for different values of U min differ significantly. The A V values obtained from the QSO analysis, A V,QSO , allow us to normalize the observed SEDs (per unit of optical extinction) and generate a one-parameter family of I ν /A V . This family is indexed by the U min parameter; the QSO lines of sight are grouped according to the fitted Galactic U min value. We divide the sample of "good" QSOs in 10 bins, containing 22 424 QSOs each 15 . To obtain the I ν /A V values we proceed as follows. For each band and U min , we would like to perform a linear regression of the I ν values as a function of A V,QSO . The large scatter and nonGaussian distribution of A V,QSO and the scatter on I ν make it challenging to determine such a slope robustly. Therefore, we smooth the maps to a Gaussian PSF with 30 ′ FWHM to reduce the scatter on I ν , redo the dust modelling (to obtain a coherent U min estimate), and perform the regression on the smoothed (less 14 We add the letter "Q" to indicate the renormalization using the A V,QSO .
15 A few of the bins contain 22 425 QSOs noisy) maps. The non-Gaussian distribution of A V,QSO do not introduce any bias in the slope found 16 . Unfortunately, the complex statistics of the A V,QSO estimates (that derive from variations in the QSO physical properties), makes it hard to obtain a reliable estimate of the uncertainties in the (normalizing) A V estimates. The statistical uncertainties in the A V estimates are rather small due to the large size of the QSOs sample: our determination of the FIR intensities per unit of optical extinction is mostly uncertain due to systematic biases. H I column densities obtained from the Leiden/Argentina/Bonn 21cm (LAB) survey (Kalberla et al. 2005 ) for our QSO sightlines result in a mean value N H = 7.7 × 10 21 cm −2 E(B − V), 8% smaller than the N H = 8.3 × 10 21 cm −2 E(B − V) found by Liszt (2014b) . Therefore, we infer our A V,QSO normalization may be uncertain to about 5 − 10 %. The instrumental calibration uncertainties translate directly to the FIR intensities per unit of optical extinction. Therefore, the normalization of each SED may be uncertain to about ≈ 15 %. Table 2 provides a set of empirical FIR intensities per unit of optical extinction, indexed by the DL U min value. The set forms one SED for each U min value. The map values for Planck 217 and Planck 143, which were not used to constrain the DL model, are also included in Table 2 . Table 2 additionally includes the Σ L d /A V values from the DL fit. The fact that the DL fits the observed SED relatively well, makes Σ L d a good estimate of the integral of the observed SEDs, i.e., the DL SEDs are used as a tool to interpolate the intensity between the bands, and the integrated SEDs are relatively model independent. Table 2 shows that the luminosity per A V is a monotonic function of U min , and therefore luminosity is not the best tracer of A V in the diffuse ISM; our A V,RQ is the best tracer of A V in the diffuse ISM.
Within each U min bin, the SEDs differ due to variations in the dust properties. We normalize each SED by its DL Σ L d , and study the SEDs mean scatter around the mean SED. The last row of Table 2 presents such rms scatters. For each band, the scatters are similar for the different U min bins, and therefore we quote the mean scatter for all the bins. The large scatter in Planck 217 and Planck 143 is partially due to stochastic noise in the data. The large scatter in IRAS 100 is due to variations in f PDR between the SEDs. The scatter in the remaining bands is mainly due to variations in the dust SEDs. Figure 10 present the set of SEDs. The left panel shows the SEDs for the different U min values. The right panel shows each SED divided by the mean to highlight the differences between the individual SEDs.
DL fit to the observed FIR SED per unit of optical extinction
How does the DL model and its renormalized version compare with the new FIR constraints proposed in Sect.6.4? The DL SED reproduces correctly the observed SED over most of the sky (see Section 4.2). Systematic departures in the low surface areas can be due to poor zodiacal light estimation in the data. Even in these areas, the departures are within the photometric uncertainties. Figure 11 shows the measured intensity per unit of optical extinction (red crosses) for the DL prediction. The different panels correspond to the different bands: IRAS 100; Planck 857; Planck 545; and Planck 353. In each panel, the black curve corresponds to the DL predicted intensity, and the red curves to the renormalized QDL intensity prediction. The DL model underpredicts the FIR per unit of optical extinction A V by significant amounts, especially for sightlines with low fitted values of U min . The DL model emission is less sensitive to U min at longer wavelengths (i.e., the black curves are more horizontal at longer wavelengths). We observe that the renormalization of the DL A V values brings into agreement the observed and predicted band intensities per unit of extinction (red curves). Note that the red and black curves are not the product of a fit to these data, they correspond to the original and renormalized models respectively. Figure 12 shows the fit of the DL model to the mean SED over the QSO lines of sight. The observed SED was computed similarly as the ones in Table 2 (performing a linear regression of the I ν values as a function of A V,QSO ), but using all the QSOs, i.e., without binning in U min . It is quite close to the mean of the SEDs presented in Table 2 . The DL model fit was done using the same bands as in the main fit. DL fits the observed FIR SED within 1.7% in the IRAS 60, 100, Planck 857, Planck 545, and Planck 353 bands. Moreover the models also predicts Planck 217 and Planck 143 fluxes (not used to constrain the fit) within 1.7%. DL differs from DIRBE bands by about 6% 17 . It is remarkable that the DL spectral shape fit the Planck 857 -Planck 143 SED within 1.7%.
We conclude that the DL model has approximately the correct SED shape to fit the diffuse ISM, and a U min -dependent renormalization brings the model optical extinction into agreement with the IRAS and Planck data. 
Variation in optical extinction to FIR emission in dense areas: molecular clouds
In Sect. 6 we presented an analysis of the DL optical performance in the diffuse sky, comparing its A V estimates with those derived from a QSO sample. We now extend the analysis to molecular clouds. We further study the dependence of the optimal renormalization as a function of the remaining relevant fitted parameter: Σ M d . We present the extinction maps based on stellar observations on Sect. 7.1. We compare the DL and stellar extinction maps on Sect. 7.2. We finally discuss a model renormalization for molecular clouds in Sect. 7.3.
Extinction maps of molecular clouds
Schneider et al. (2011) presented optical extinction maps, noted A V,2M , of several clouds computed using stellar observations from the 2MASS catalogue in the J, H, and K bands. We now compare these A V,2M maps with the DL estimates generated by modelling the dust FIR emission, A V,DL . The Schneider et al. (2011) A V maps were computed using a 2 ′ Gaussian PSF, and we degrade them to a 5 ′ Gaussian PSF to perform our analysis. We use the maps of the Cepheus, Chamaeleon, Ophiuchus, Orion, and Taurus cloud complexes.
The 2MASS maps were corrected for a zero level offset (adding an inclined plane) using an algorithm similar to that adopted to estimate the background in the analysis of the KINGFISH sample of galaxies, described in AD12. The algorithm iteratively and simultaneously matches the zero level and inclination of the A V,RQ and A V,2M maps, as well as estimating the areas that are considered background. Figure 13 shows the 2MASS A V,2M map, the DL U min map, the DL A V,DL map (divided by 2.95, see Sect. 7.2 ) and the renormalized A V,RQ map for the Chamaeleon region. The inner (high A V ) areas correspond to lower U min values, as the heating radiation field gets extincted when penetrating into the dense cloud. The remaining cloud complexes show similar A V − U min behaviour.
2MASS -DL optical extinction comparison in molecular clouds
For each cloud we find an approximate linear relation between the A V,2M map and the A V,DL map. However, as in the case of the diffuse ISM, the (FIR based) A V,DL estimates are significantly larger than the (optical) A V,2M estimates. For the selected clouds, the DL model overestimates the 2MASS stellar A V by factors of 2 − 3. Table 3 provides the multiplicative factors needed to make the DL A V maps agree with the 2MASS A V maps. Figure 15 shows the comparison of the renormalized A V,RQ maps and the A V,2M maps in all the clouds. The model renormalization was originally computed to bring into agreement the DL and QSO A V estimates in the diffuse ISM. The renormalization also accounts quite well (within 10 %) for the discrepancies between 2MASS and DL A V estimates in molecular clouds in the 0 < A V < 3 range, and even does passably well (within 30 %) up to A V ≈ 8.
7.3. Dependence of the DL A V overestimation on U min in molecular clouds.
In the diffuse ISM analysis, we concluded that U min is actually simultaneously tracing variations in the radiation field heating the dust, and in the dust opacity. One could expect that both phenomena are also present in other environments, e.g., molecular clouds, but their relative contribution in determining the SED peak (and therefore U min ) need not be the same as in the diffuse ISM. Therefore, a renormalization of the DL A V based on 2MASS data should, in principle, be different from that determined using the QSOs. Figure 16 compares the DL and 2MASS A V estimates. It is analogous to Figure 9 , but using the 2MASS A V estimates A V,2M instead of those from QSOs. It shows the ratio A V,DL / A V,2M , as a function of the fitted U min . This includes the pixels from the five cloud complexes with 1 < 2MASS A V < 5. For each U min value, the solid curve correspond to the best fit slope of the A V,DL versus A V,2M values (i.e., it is an estimate of a weighted mean of the A V,DL / A V,2M ratio). The straight solid line correspond to a fit to the solid curve in the 0.2 < U min < 1.0 range. In this fit, each U min is given a weight proportional to the number pixels that have this value in the clouds (i.e., most of the weight is for the pixels within the 0.2 < U min < 0.8 range. The dashed line correspond to the renormalization proposed in Sect. 6.3 (Eq. 9) that brings into agreement the A V,DL estimates with the QSOs A V,QSO .
The straight line in Figure 16 correspond to a renormalization tailored to bring into agreement the A V,DL and A V,2M estimates, i.e., a "2MASS" renormalization for molecular the clouds, noted A V,RC . The 2MASS renormalization is given by
Empirically, A V,RC is our best estimator of the 2MASS extinction A V,2M . Surprisingly, the 2MASS normalization A V,RC for molecular clouds is quite close to the QSO normalization A V,QSO .
Discusion
The DL A V estimates, based on the dust FIR emission, differ significantly from estimates based on optical observations. We describe this discrepancy and discuss possible origins in Sect. 8.1. With the aim of obtaining a more accurate A V map, we empirically correct the DL A V estimate in Sect. 8.2.
DL FIR emission and optical extinction disagreement
In the diffuse ISM, the DL, at first sight, provide good fits to the Galactic SED as observed by WISE, IRAS, and Planck, as it has been the case in the past for external galaxies observed with Spitzer and Herschel. However, the fit is not fully satisfactory, because the optical extinction from the model does not agree with the observed extinction toward QSOs and molecular clouds. The optical extinction disagreement can be decomposed in two levels:
-a basic disagreement, which corresponds to the mean factor of 1.9 between the DL and QSOs A V values; -a secondary disagreement, which is expressed in the dependence of the ratios between the DL and QSO A V values on U min .
The result of the SED fit depends on the spectral shape of the dust opacity. The DL model spectral shape departs slightly Planck Collaboration: All-sky dust modelling Pixels from the five molecular complexes with 1 < A V < 5 are included here. Colour corresponds to the logarithm of the density of points (see Figure 5 ). For each U min value, the solid curve correspond to the best fit slope of the A V,DL versus A V,2M values. The straight solid line correspond to a fit to the solid curve in the 0.2 < U min < 1.0 range, where each U min is given a weight proportional to the number pixels that have this value in the clouds. The straight solid line provides the A V,RC renormalization (Eq. 10) . The dashed line correspond to the renormalization found in the QSO analysis (Eq. 9), i.e., the line that provides the A V,RQ renormalization (represented as a solid line in Figure 9 ).
from that of the Planck 857, 545, and 353 data in the diffuse ISM (shown by Figure 12 ). This makes the DL model fit with a lower U min value than the true radiation field intensity, which turns into an increase of the A V estimates 18 . This global disagreement could also be indicating that the DL dust material has 18 For example, if an MBB with T = 19K, β = 1.9 is fitted with an MBB with β = 1.8, using the IRAS 100, Planck 857, Planck 545, and Planck 353 bands, then the fitted amplitude will be 30 % larger than the a FIR-submm opacity per unit of optical extinction that is too low. Other dust models with different (but fixed) optical properties may show a different global factor, possibly closer to 1.
The second issue shows that variations in the FIR-submm opacity, in its normalization per unit of optical extinction, or the spectral shape, are needed across the sky; we take this to be evidence of dust evolution. This discrepancy will be present for all dust models based on fixed dust optical properties, possibly with a different magnitude depending of the details of the specific model.
Optical exctinction A V estimates of dust models
With the aim of obtaining an accurate A V map of the sky, we proposed the renormalized DL A V estimates ( A V,RQ in Eqs. 9 and A V,RC in 10) that compensates for the discrepancy between the observed FIR emission and the optical extinction in the directions of QSOs and molecular clouds. Essentially, it rescales one of the model outputs (the dust optical extinction A V ) by a function of U min , to match data. Planck Collaboration Int. XIV (2013) presented an independent comparison of the renormalized A V,RQ estimates with γ−ray observations in the Chamaeleon cloud. They concluded that the "renormalized" A V,RQ estimates are in closer agreement with γ − ray A V estimates than the (nonrenormalized) A V,DL estimates. We now discuss the model renormalization in a more general context.
The renormalized DL estimates ( A V,RQ and A V,RC ) provide a good A V determination in the areas where they were calibrated, but they do not provide any insight into the physical dust properties per se; the renormalized dust model becomes simply a family of SEDs used to fit the data, from which we construct and calibrate an observable quantity ( A V,RQ and A V,RC ). Unfortunately, the fitted parameters of the renormalized model (U min ) lack a physical interpretation: U min is not solely tracing the heating intensity of the radiation field, as was assumed in DL.
The A V estimate of the DL dust model is a function of its fitted parameters, i.e.,
we fit a dust model with several parameters, A V will be a function of the "most relevant" parameters 19 . The DL model assumes
⊙ kpc 2 . Our proposed renormalizations are a first step toward a "functional renormalization" by extending
where we take g(U min ) to be a linear function of U min . Due to the larger scatter in the QSO A V estimates, only a simple linear function g(U min ) can be robustly estimated in the diffuse ISM. In molecular clouds, where the data are less noisy, one could find a smooth function g ′ (U min ) which better matches the A V,DL / A V,2M fit for each U min (i.e., in Figure 16 , the solid curve "flattens" for U min > 0.8, departing from its linear fit).
Unfortunately any renormalization procedure, while leading to a more accurate A V estimate, does not provide any further insight into the dust physical properties. Real physical knowledge will arise from a new generation of dust models that should be able to predict the correct optical extinction A V from first principles. The next generation of dust models should be able to fit the empirical SEDs presented in Sect. 6.4 directly. While such a new generation of dust models is not yet available, we can for now correct for the systematic departures via Eqs. 9 and 10 in the diffuse and dense regions, respectively.
original one. Therefore, a discrepancy of δΥ = 0.1 is likely to produce a bias in the A V estimates of the order of 30 %. 19 In the MBB approach, one should consider a function of the form
Conclusions
We present a full-sky dust modelling of the new Planck data, combined with ancillary IRAS and WISE data, using the DL dust model. We test the model by comparing these maps with independent estimates of the dust optical extinction A V using SDSS QSO photometry and 2MASS stellar data. Our analysis provides new insight on interstellar dust and a new A V map over the full sky.
The DL model fits the observed Planck, IRAS, and WISE SEDs well over most of the sky. Moreover, in the diffuse ISM the DL model fits the observed SED in the Planck 857 -Planck 143 range satisfactorily. The modelling is robust against changes in the angular resolution, as well as adding DIRBE 140 and DIRBE 240 photometric constraints. The high resolution parameter maps that we generated trace the Galactic dusty structures well, using a state-of-the-art dust model. We produced the best possible optical extinction A V maps using the DL model.
In the diffuse ISM, the DL A V estimates are larger than estimates from QSO optical photometry by approximately a factor of 2, and this discrepancy depends systematically on U min . In molecular clouds, the DL A V estimates are larger than estimates based on 2MASS stellar photometry by a factor of about 3. Again, the discrepancy depends in a similar way on U min .
We conclude that the current parameter U min , associated with the peak wavelength of the SED, does not only trace variations in the intensity of the radiation field heating the dust. U min also traces dust evolution: i.e., variations in the optical and FIR properties of the dust grains in the diffuse ISM. DL is a physical dust model. Physical dust models have the advantage that, if successful, they give some support to the physical assumptions made about the interstellar dust and ISM properties that they are based on. Unfortunately, the discrepancies found in this study indicate that some of the physical assumptions of the model need to be revised.
We provide a one-parameter family of SEDs per unit of dust optical extinction in the diffuse ISM. These SEDs, which relate the dust emission and absorption properties, are independent of the dust/gas ratio or problems inferring total H column density from observations. The next generation of dust models will need to reproduce these new SED estimates.
We propose an empirical renormalization of the DL A V values as a function of the DL U min parameter. The renormalized DL A V estimates trace the QSO A V estimates. The proposed renormalization ( A V,RQ ), derived in the diffuse ISM, also brings into agreement the DL A V estimates with those derived from 2MASS optical photometry toward molecular clouds in the 0 < A V < 5 range. We propose a second renormalized DL A V estimate ( A V,RC ) tailored to trace the A V estimates in molecular clouds more precisely, (and see also the comparison with Fermi γ − rays data in Planck Collaboration Int. XIV (2013)). The renormalized map A V,RQ is the most accurate estimate of the optical extinction in the diffuse ISM based on our QSOs analysis. Comparison of the A V,RQ map against other tracers of interstellar extinction, probing different environment, would further test its accuracy and check for any potential systematics in the QSO analysis.
obscured QSO colour for each band pair. By comparing each QSO colours with the expected unobscured colours, we can estimate its reddening. Assuming a typical dust extinction curve, we can combine the reddening estimates of the band pairs into a single extinction estimate for each QSO. This analysis relies on the fact that the mean colour excess of a group of QSO scales linearly with the DL A V estimates (see Figure B. 2).
B.1. SDSS QSO catalogue
The SDSS is a photometric and spectroscopic survey, using a dedicated 2.5-m telescope at Apache Point Observatory in New Mexico. It has produced high quality observations of approximately 10 4 deg 2 of the northern sky in five optical and near IR bands: u, g, r, i, and z, centred at 354.3 nm, 477.0 nm, 623.1 nm, 762.5 nm, and 913.4 nm respectively (York et al. 2000) . The SDSS seventh data release (DR7) (Abazajian et al. 2009 ) contains a sample of 105 783 spectroscopically confirmed QSOs,and the SDSS tenth data release (DR10) (Pâris et al. 2013) contains an additional sample of 166 583 QSOs.
In order to avoid absorption from the intergalactic medium, each SDSS band is only usable up to the redshift at which the Lyα line (121.57 nm vacuum wavelength) enters (from the blue side) into the filter. Therefore, we can use the u-band, for QSOs with ζ < 1.64, g-band for ζ < 2.31, r-band for ζ < 3.55, i-band for ζ < 4.62, and z-band for ζ < 5.69. We also limit the study to 0.35 < ζ < 3.35, to have enough QSOs per unit of redshift to estimate reliably the redshift-dependent unobscured QSO intrinsic colour (see Sect. B.2). We also remove the few QSOs that lie in very luminous (L dust > 10 8 L ⊙ kpc −2 ), very massive (A V > 1), very hot (U min > 1.2) or very cold (U min < 0.3) lines of sight. This leaves 261 841 useful QSOs.
B.2. Unobscured QSO intrinsic colours and extinction estimation
A typical QSO spectrum has several emission and absorption lines superimposed on a power-law-like continuum. Depending on the QSO redshift, the lines fall in different filters. Therefore, for each optical band pair (X, Y), the unobscured QSO intrinsic colour C X,Y (ζ) depends on the QSO redshift. Given two photometric bands X and Y, in order to estimate the unobscured QSO intrinsic colour C X,Y (ζ), we proceed as follows.
We will see that the intrinsic dust properties appear to depend on the parameter U min . Therefore, to avoid introducing a potential bias when computing Herschel data at high resolution (left) and the current estimates using IRAS and Planck data (right). The bottom row shows the ratio map of the two mass estimates (convolved to a common resolution and with the zero level matched) on the left, and their scatter on the right. The diagonal lines in the bottom right panel, correspond to a one-to-one relationship, and a ±20 % difference about that. The colour in the last panel corresponds to the density of points. Even though the two analyses are based on completely independent data, they agree remarkably well, differing by less than 10 % across most of the galaxy. dent of ζ 22 . Variations in the function η X,Y (ζ, U min ) with respect to U min give us information about the dust properties.
Once we compute C X,Y (ζ, U min ) for the different values of U min , we average them for each redshift ζ to obtain C X,Y (ζ). For each U min and ζ, the weight given to each C X,Y (ζ, U min ) value is proportional to the number of QSO in the [ζ − 0.05, ζ + 0.05] interval. Figure B .1 shows the results of this unobscured QSO intrinsic colour estimation algorithm for the bands i and z. The functions C i,z (ζ, U min ) are shown for the different values of U min , using redder lines for larger U min , and greener for smaller U min . Their weighted mean C i,z (ζ) is shown in black.
For each QSO, we define its reddening E X,Y as:
The E X,Y values should not depend on the redshift, and therefore we can group all the QSOs of a given U min into a sub sample with the same intrinsic colour. Note that no additional hypotheses on the QSO spectral shape or dust extinction curve need to 22 See the discussion following Eq. B.6. be made to compute the QSO intrinsic colours. Working with all the QSOs with a given U min , we fit
and identify the outlier QSOs that depart by more than 3 σ from the expected linear relationship. Figure B .2 shows the typical QSO E g,r versus A V,DL fit for U min = 0.6. In this case, η g,r (U min = 0.6) = 0.19. Although the QSO E X,Y versus A V,DL relationship has large scatter due to variations in the QSOs spectra (continuum and lines) and intrinsic obscuration in the QSOs, as long as there is no selection bias with respect to A V,DL our study should be robust. The fact that the mean QSO E X,Y for each A V,DL (curve) and the best fit of the QSO E X,Y versus A V,DL (straight line) in Figure B .2 agree remarkably well, supports the validity of the preceding analysis. Once we have computed E X,Y for all the band pairs and U min , we remove the QSOs that are considered as outliers in any of the computations to obtain a cleaner sample of "good" QSOs. We reiterate the full procedure twice using the "good" QSO sample form the previous iteration, resulting in a final "cleanest" sample containing 224 245 QSOs with ζ < 3.35 (for which we have Lyα free photometry in the r-, i-, and z-bands), 135,953 with ζ < 2.31 (where we can use the r-band), and 77 633 QSO with ζ < 1.64, where we can use all the SDSS bands. We have an estimate of the intrinsic colours C X,Y , and an estimate of the reddening E X,Y for each QSO that is retained by the redshift constraints. Even though the unobscured QSO intrinsic colours are computed independently for each band pair, we do obtain consistent results across the band pairs, i.e., holds for all the bands X, Y, and Z, over all the redshifts ζ considered. Working with the H I column density maps as an estimate of the extinction instead of the A V,DL gives very similar estimates of C X−Y (ζ), and is independent of any dust modelling, so this means we did not translate potential dust modelling systematics into our QSO estimates. In order to compare the A V,DL estimate with a QSO estimate, we need to derive a QSO extinction A V from the different colour excess E X,Y . We proceed as follows.
For a given QSO spectrum and extinction curve shape, we can compute the SDSS magnitude increase per dust extinction A X /A V for X = u, g, r, i, and z. These ratios depend on the assumed extinction curve and QSO spectral shape, and therefore on the QSO redshift. Using the QSO composite spectrum of Vanden Berk et al. (2001) and the extinction curve presented by Fitzpatrick (1999) The u and g band curves are shown in a thinner trace for ζ > 1.64 and ζ > 2.31, the redshifts at which the intergalactic Lyα line can affect the photometry in these bands.
Using the extinction curves with R V = 3.1 (which was also used to constrain the optical properties of the grains used in the DL model), for each redshift ζ, we define: [X,Y] values for all the band pairs that are allowed by its redshift ζ.
(where their effect should be the largest). We simulate data by adding CIBA and instrumental noise to DL SEDs, and fit them with the same technique as we use to fit the observed data. The results quantify the deviations of the recovered parameters from the original ones.
We start by a family of four DL SEDs with U min = 0.4, 0.6, 0.8, and 1.0, a typical f PDR = 0.05, and q PAH = 0.03. We normalize each SED to the mean A V found for the QSO lines of sight in each U min . We replicate each SED 100 000 times, add CIB anisotropies and instrumental noise. The noise added has 2 components. We add (band-to-band) independent noise to simulate stochastic instrumental noise with amplitudes given by Pl-MBB, Table B .1, 30 ′ resolution. We further add a typical CIB SED (also from Pl-MBB, Table B.1, 30 ′ row), that is completely correlated across the Planck bands, and partially correlated with the IRAS bands, as recommended in Pl-MBB, Appendix B. We finally fit each simulated SED with DL model, as we did in the main data fit. Figure C .1 shows the recovered Σ M d divided by the original Σ M d , and recovered U min for the SEDs. Each set of points correspond to the different original U min . The inclined solid line correspond to the renormalization curve given by Eq. 9, (rescaled to match the mean A V of the simulated SEDs). There is not a global bias in the recovered Σ M d , nor U min ; the distribution of the recovered Σ M d and U min are centered in the original values. Although CIBA and instrumental noise do generate a trend in the same direction as the renormalization, their impact is significantly smaller than the observed renormalization: they do not span the full range found over the QSOs lines of sight. Moreover, the renormalization found in Section 6.3 is independent of the modelling resolution; one obtain similar renormalization coefficients working at 5 ′ , 30 ′ , and 60 ′ FWHM. For those resolutions, the instrumental noise and CIBA have a very different magnitude, and therefore, their impact would be quite different. Therefore, CIBA and instrumental noise are not a significant source of the A V systematic departures with respect to U min found in Section 6.3. CIBA and instrumental noise simulation in the diffuse ISM. Colour corresponds to the density of points (see Figure 5 ).
