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LIE-TYPE DERIVATIONS OF FINITARY INCIDENCE
ALGEBRAS
MYKOLA KHRYPCHENKO AND FENG WEI
Abstract. Let P be an arbitrary partially ordered set, R a commutative
ring with identity and FI(P,R) the finitary incidence algebra of P over R.
Under some natural assumption on R, we prove that each Lie-type derivation
of FI(P,R) is proper, which partially generalizes the main results of [39, 41].
1. Introduction and Preliminaries
Let A be an associative algebra over a commutative ring R. We define the Lie
product [x, y] := xy − yx and Jordan product x ◦ y := xy + yx for all x, y ∈ A.
Then (A, [ , ]) becomes a Lie algebra and (A, ◦) is a Jordan algebra. It is a
fascinating topic to study the connection between the associative, Lie and Jordan
structures on A. In this field, two classes of mappings are of crucial importance.
One of them consists of mappings, preserving a type of product, for example, Jordan
homomorphisms and Lie homomorphisms. The other one is formed by differential
operators, satisfying a type of Leibniz formulas, such as Jordan derivations and
Lie derivations. In the AMS Hour Talk of 1961, Herstein proposed many problems
concerning the structure of Jordan and Lie mappings in associative simple and
prime rings [15]. Roughly speaking, he conjectured that these mappings are all of
the proper or standard form. The renowned Herstein’s Lie-type mapping research
program was formulated since then. Martindale gave a major force in this program
under the assumption that the rings contain some nontrivial idempotents [25]. The
first idempotent-free result on Lie-type mappings was obtained by Bresˇar in [8]. We
refer the reader to Bresˇar’s survey paper [9] for a detailed historical background.
We recall that an R-linear mapping d : A → A is called a derivation if d(xy) =
d(x)y + xd(y) for all x, y ∈ A, and it is called a Lie derivation if
d([x, y]) = [d(x), y] + [x, d(y)]
for all x, y ∈ A. A Lie triple derivation is an R-linear mapping d : A → A which
satisfies the rule
d([[x, y], z]) = [[d(x), y], z] + [[x, d(y)], z] + [[x, y], d(z)]
for all x, y, z ∈ A. Obviously, a derivation is a Lie derivation, and similarly a Lie
derivation is a Lie triple derivation. But, the converse statements are not true in
general. For instance, suppose that d : A→ A is a derivation and that τ : A→ Z(A)
is a linear mapping from A into its center Z(A) such that τ([x, y]) = 0 for all
x, y ∈ A. Then d+ τ is a Lie derivation of A, but it is not necessarily a derivation
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of A. Likewise, if d : A→ A is a derivation and τ : A→ Z(A) is a linear mapping
from A into its center Z(A) such that τ([[x, y], z]) = 0 for all x, y, z ∈ A, then
d + τ is a Lie triple derivation of A, but it is not necessarily a Lie derivation of
A. In fact, if d is a derivation of A and τ is an R-linear mapping from A into its
center Z(A), then d+ τ is a Lie derivation (resp. Lie triple derivation) if and only
if τ annihilates all commutators [x, y] (resp. second commutators [[x, y], z]). A Lie
derivation (resp. Lie triple derivation) of the form d+ τ , with d being a derivation
and τ a central-valued linear mapping annihilating each commutator (resp. second
commutator), will be said to be proper.
Taking into account the definitions of Lie derivations and Lie triple derivations,
one naturally expect to extend them in one more general way. Suppose that n ≥ 2
is a fixed positive integer. Let us introduce a family of polynomials on A
p1(x1) = x1
p2(x1, x2) = [x1, x2]
p3(x1, x2, x3) = [p2(x1, x2), x3] = [[x1, x2], x3]
...
...
pn(x1, x2, · · · , xn) = [pn−1(x1, x2, · · · , xn−1), xn].
The polynomial pn(x1, x2, · · · , xn) is said to be an (n− 1)-th commutator (n ≥ 2).
An R-linear mapping L : A→ A is called a Lie n-derivation if
L(pn(x1, x2, . . . , xn)) =
n∑
k=1
pn(x1, . . . , xk−1, L(xk), xk+1, . . . , xn) (1)
holds for all x1, x2, . . . , xn ∈ A. Lie n-derivations were introduced by Abdullaev [1].
In particular, he showed that every Lie n-derivation L on a von Neumann algebra
M without central summands of type I1 can be decomposed as L = D+ E, where
D is an ordinary derivation on M and E is a center-valued mapping annihilating
all n-th commutators. This result extends an older assertion (for n = 2, 3) due
to Miers [27, 28]. By definition, a Lie derivation is a Lie 2-derivation and a Lie
triple derivation is a Lie 3-derivation. It is straightforward to check that every
Lie n-derivation on A is a Lie (n + k(n − 1))-derivation for all k ∈ N0. Lie 2-
derivations, Lie 3-derivations and Lie n-derivations are collectively referred to as
Lie-type derivations. We shall say that a Lie n-derivation of A is proper, if L = d+τ ,
where d is a derivation of A and τ is a central-valued linear mapping annihilating
each (n − 1)-th commutator pn(x1, . . . , xn), where x1, . . . , xn ∈ A. The question
of whether each Lie-type derivation on a given algebra has the proper form is
extensively studied, see [3–7, 12–14, 22–30, 36, 37, 40]. These works totally fulfill the
Herstein’s program in the background of triangular algebras and operator algebras.
However, Cheung’s work [12] is of special significance in our present case. He viewed
the nest algebra over a Hilbert space as a triangular algebra and hence circumvented
the analysis technique. This method makes it possible to study Lie derivations on
incidence algebras in a combinatorial and linear manner [39, 41].
Let (P,≤) be a partially ordered set (poset) and R a commutative ring with
identity. With any pair of x ≤ y from P associate a symbol exy and denote by
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I(P,R) the R-module of formal sums
α =
∑
x≤y
α(x, y)exy, (2)
where α(x, y) ∈ R. If x and y run through a subset X of the ordered pairs x ≤ y
in the sum (2), then it is meant that α(x, y) = 0 for any pair x ≤ y which does not
belong to X .
The sum (2) is called a finitary series [18], whenever for any pair of x, y ∈ P
with x < y there exists only a finite number of u, v ∈ P , such that x ≤ u < v ≤ y
and α(u, v) 6= 0. The set of finitary series, denoted by FI(P,R), is an R-submodule
of I(P,R) which is closed under the convolution of the series:
αβ =
∑
x≤y

 ∑
x≤z≤y
α(x, z)β(z, y)

 exy (3)
for α, β ∈ FI(P,R). Thus, FI(P,R) is an R-algebra, called the finitary incidence
algebra of P over R. Moreover, I(P,R) is a bimodule over FI(P,R) by means of
of (3).
The incidence algebra of a poset was first considered by Ward in [38] as a gen-
eralized algebra of arithmetic functions. Rota and Stanley developed incidence
algebras as fundamental structures of enumerative combinatorial theory and the
allied areas of arithmetic function theory (see [34]). Furthermore, Stanley [33] ini-
tiated the study of algebraic mappings and combinatorial structure of an incidence
algebra. Since then, the automorphisms and other algebraic mappings of incidence
algebras have been increasingly significant (see [2, 10, 11, 16, 17, 19–21, 32, 39, 41]
and the references therein). On the other hand, in the theory of operator algebras,
the incidence algebra of a finite poset is referred as a bigraph algebra or a finite
dimensional CSL algebra.
The main goal of this paper is to describe Lie-type derivations of the finitary
incidence algebra FI(P,R).
2. Lie n-derivations of FI(P,R)
We shall identify exy with 1Rexy. We shall also write ex for exx. Observe that
exyeuv = δyuexv by the definition of convolution. We shall also frequently use the
formula
exαey = α(x, y)exy (4)
for all α ∈ FI(P,R) and x ≤ y.
Lemma 2.1. Let α ∈ FI(P,R). Then for all x < y
pn(ex, α, ey, . . . , ey) = α(x, y)exy, n ≥ 3, (5)
pn(α, ey, . . . , ey)(x, y) = α(x, y), n ≥ 2, (6)
pn(α, exy, ey, . . . , ey) = (α− α(y, y))exy, n ≥ 3. (7)
Proof. For (5), we should remark that
[exβ, ey] = exβey (8)
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for any β ∈ FI(P,R), which is due to the fact that eyex = 0. Since exey = eyβex =
0, we further get [βex, ey] = 0. And hence
p3(ex, α, ey) = [[ex, α], ey] = [exα, ey]− [αex, ey] = exαey.
It follows from (8) that
p4(ex, α, ey, ey) = [p3(ex, α, ey), ey] = [exαey, ey] = exαey · ey = exαey.
By a trivial induction argument, the left-hand side of (5) coincides with exαey. It
remains to apply (4).
Now, to prove (6), let us write
p2(α, ey)(x, y) = [α, ey](x, y) = (αey − eyα)(x, y) = α(x, y),
whence (6) by induction.
Finally, let us calculate (7) for n = 3:
p3(α, exy, ey) = (αexy − exyα)ey − ey(αexy − exyα)
= αexy − α(y, y)exy
= (α− α(y, y))exy.
Now since (α− α(y, y))exy · ey = (α− α(y, y))exy and ey · (α− α(y, y))exy = 0, we
obtain (7) by induction for all n ≥ 3. 
We shall need generalizations of Lemmas 2.3 and 3.4 from [41]. To this end, we
shall slightly change the definition of the restriction used in [41], as we did in [20].
Definition 2.2. For any α ∈ FI(P,R) and x ≤ y, we define the restriction of α to
[x, y] = {z ∈ X | x ≤ z ≤ y} to be
α|yx = α(x, y)exy +
∑
x≤v<y
α(x, v)exv +
∑
x<u≤y
α(u, y)euy. (9)
Clearly, the mapping α 7→ α|yx is linear. Moreover, we have the next lemma,
whose proof is straightforward.
Lemma 2.3. For any α ∈ FI(P,R), we have
(i) (α|yx)|
y
x = α|
y
x;
(ii) (αβ)(x, y) = (α|yxβ)(x, y) = (αβ|
y
x)(x, y).
Lemma 2.4. Let L be a Lie n-derivation of FI(P,R), where n ≥ 2, and x < y.
Then
L(α)(x, y) = L(α|yx)(x, y). (10)
Proof. It suffices to verify the case n ≥ 3, since each Lie derivation is a Lie triple
derivation. We shall use (1), (5) and (6):
L(α)(x, y) = pn(ex, L(α), ey, . . . , ey)(x, y)
= L(pn(ex, α, ey, . . . , ey))(x, y) − pn(L(ex), α, ey , . . . , ey)(x, y)
− pn(ex, α, L(ey), ey, . . . ey)(x, y)
−
n−3∑
i=1
pn(ex, α, ey, . . . , ey︸ ︷︷ ︸
i
, L(ey), ey, . . . , ey)(x, y)
= α(x, y)L(exy)(x, y)− p2(L(ex), α)(x, y)
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− p3(ex, α, L(ey))(x, y) − (n− 3)p2(α(x, y)exy , L(ey))(x, y). (11)
Taking into account the fact that α(x, y) = α|yx(x, y) together with Lemma 2.3 (ii),
we arrive at
p2(L(ex), α)(x, y) = (L(ex)α− αL(ex))(x, y)
= (L(ex)α|
y
x − α|
y
xL(ex))(x, y)
= p2(L(ex), α|
y
x)(x, y).
Furthermore, using Lemma 2.3 (ii) once again, we have
p3(ex, α, L(ey))(x, y) = ((exα− αex)L(ey)− L(ey)(exα− αex))(x, y)
= (αL(ey))(x, y)− α(x, x)L(ey)(x, y)− L(ey)(x, x)α(x, y)
= (α|yxL(ey))(x, y)− α|
y
x(x, x)L(ey)(x, y) − L(ey)(x, x)α|
y
x(x, y)
= p3(ex, α|
y
x, L(ey))(x, y).
Thus, we see that one can replace α by α|yx in the right-hand side of (11),
whence (10).

Lemma 2.5. Let L be a Lie n-derivation of FI(P,R), where n ≥ 2, and u < x <
y < v. Then
L(exy)(x, v) = L(ey)(y, v), (12)
L(exy)(u, y) = L(ex)(u, x). (13)
Proof. For (12), apply L to the equality
exy = pn(exy, ey, . . . , ey) (14)
and use (1) to get
L(exy) = L(pn(exy, ey, . . . , ey))
= pn(L(exy), ey, . . . , ey) + pn(exy, L(ey), ey, . . . , ey)
+
n−3∑
i=0
pn(exy, ey, . . . , ey, L(ey), ey, . . . , ey︸ ︷︷ ︸
i
)
= pn(L(exy), ey, . . . , ey) +
n−2∑
i=0
pi+2(exy, L(ey), ey, . . . , ey︸ ︷︷ ︸
i
). (15)
Observe that [β, ey](x, v) = 0 for an arbitrary β ∈ FI(P,R), since y 6∈ {x, v}.
Hence, taking the values of the both sides of (15) at (x, v), we obtain
L(exy)(x, v) = p2(exy, L(ey))(x, v) = (exyL(ey)− L(ey)exy)(x, v) = L(ey)(y, v),
proving (12).
By invoking exy = (−1)
n+1pn(exy, ex, . . . , ex), one can show (13) in the same
way as (12). 
Lemma 2.6. Let L be a Lie n-derivation of FI(P,R) and α ∈ FI(P,R). If R is
(n− 1)-torsion free, then
L(α)(x, x) = L(α)(y, y) (16)
for all x < y.
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Proof. Applying L to pn(α, exy, ey, . . . , ey) and using (1), we have
L (pn(α, exy, ey, . . . , ey)) = pn(L(α), exy, ey, . . . , ey) + pn(α,L(exy), ey, . . . , ey)
+ pn(α, exy, L(ey), ey, . . . , ey) (17)
+
n−3∑
i=1
pn(α, exy, ey, . . . , ey︸ ︷︷ ︸
i
, L(ey), ey, . . . , ey), (18)
where the summands (17) and (18) do not appear for n = 2.
By (6) and (14), we get
pn(L(α), exy, ey, . . . , ey)(x, y) = p2(L(α), exy)(x, y)
= (L(α)exy − exyL(α))(x, y)
= L(α)(x, x) − L(α)(y, y).
Furthermore, using (6), we have
pn(α,L(exy), ey, . . . , ey)(x, y) = p2(α,L(exy))(x, y) = (αL(exy)− L(exy)α)(x, y).
In view of (10), we know that
(αL(exy)) (x, y) =
∑
x≤z≤y
α(x, z)L(exy)(z, y)
=
∑
x≤z≤y
α(x, z)L(exy|
y
z)(z, y)
= α(x, x)L(exy)(x, y),
which is due to exy|
y
z = δxzexy for x ≤ z ≤ y. In an analogous manner, one can
show
(L(exy)α) (x, y) = α(y, y)L(exy)(x, y).
Considering (6), we have
pn(α, exy, L(ey), ey, . . . , ey)(x, y) = p3(α, exy, L(ey))(x, y)
= ((αexy − exyα)L(ey)− L(ey)(αexy − exyα))(x, y)
= α(x, x)L(ey)(y, y)− α(y, y)L(ey)(y, y)
− L(ey)(x, x)α(x, x) + L(ey)(x, x)α(y, y)
= (α(x, x) − α(y, y))(L(ey)(y, y)− L(ey)(x, x)).
Finally, by invoking (6) and (7) we assert that
pn(α, exy, ey, . . . , ey︸ ︷︷ ︸
i
, L(ey), ey, . . . , ey)(x, y) = pi+3(α, exy, ey, . . . , ey︸ ︷︷ ︸
i
, L(ey))(x, y)
= p2((α − α(y, y))exy, L(ey))(x, y),
the latter being
((α − α(y, y))exyL(ey)− L(ey)(α− α(y, y))exy)(x, y)
= (α(x, x) − α(y, y))L(ey)(y, y)− L(ey)(x, x)(α(x, x) − α(y, y))
= (α(x, x) − α(y, y))(L(ey)(y, y)− L(ey)(x, x)).
On the other hand, by (7), (9) and (10), we arrive at
L (pn(α, exy, ey, . . . , ey)) (x, y) = L ((α− α(y, y))exy) (x, y)
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= L (((α − α(y, y))exy)|
y
x) (x, y)
= L (α(x, x)exy − α(y, y)exy) (x, y)
= (α(x, x) − α(y, y))L (exy) (x, y).
Thus, taking the values of the both sides of (18) at (x, y), we obtain
(α(x, x) − α(y, y))L (exy) (x, y) = L(α)(x, x) − L(α)(y, y)
+ (α(x, x) − α(y, y))L(exy)(x, y)
+ (n− 2)(α(x, x) − α(y, y))(L(ey)(y, y)− L(ey)(x, x)),
whence
L(α)(x, x) − L(α)(y, y) = (n− 2)(α(x, x) − α(y, y))(L(ey)(x, x) − L(ey)(y, y)).
(19)
If n = 2, then we immediately obtain (16). If n ≥ 3, then taking α = ey in (19),
we get
L(ey)(x, x) − L(ey)(y, y) = −(n− 2)(L(ey)(x, x) − L(ey)(y, y)),
i.e.
(n− 1)(L(ey)(x, x) − L(ey)(y, y)) = 0.
If R is (n− 1)-torsion free, the latter yields L(ey)(x, x) − L(ey)(y, y) = 0, proving
thus (16). 
Definition 2.7. Given α ∈ FI(P,R), define the diagonal of α to be
αD =
∑
x∈P
α(x, x)exx ∈ FI(P,R).
An element α ∈ FI(P,R) is said to be diagonal whenever α = αD.
Recall from [31] that the center Z(FI(P,R)) of FI(P,R) consists of diagonal
elements α ∈ FI(P,R), such that α(x, x) = α(y, y) for all x < y in P .
Corollary 2.8. Let L be a Lie n-derivation of FI(P,R) and α ∈ FI(P,R). If R
is (n− 1)-torsion free, then L(α)D ∈ Z(FI(P,R)).
Lemma 2.9. Let L be a Lie n-derivation of FI(P,R). If R is (n− 1)-torsion free,
then for all x < y < z:
L(ex)(x, y) + L(ey)(x, y) = 0, (20)
L(exy)(x, y) + L(eyz)(y, z) = L(exz)(x, z). (21)
Proof. Since exey = eyex = 0, we see that pn(ex, ey, . . . , ey) = 0. We therefore have
by (1)
0 = pn(L(ex), ey, . . . , ey) + pn(ex, L(ey), ey . . . , ey)
+
n−2∑
i=1
pn(ex, ey . . . , ey︸ ︷︷ ︸
i
, L(ey), ey . . . , ey)
= pn(L(ex), ey, . . . , ey) + pn(ex, L(ey), ey . . . , ey). (22)
By (5) and (6) the value of (22) at (x, y) equals L(ex)(x, y)+L(ey)(x, y), whence (20).
To prove (21), observe that
exz = pn−1(exz, ez . . . , ez) = pn(exy, eyz, ez . . . , ez). (23)
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Thus
L(exz) = L(pn(exy, eyz, ez . . . , ez))
= pn(L(exy), eyz, ez . . . , ez) + pn(exy, L(eyz), ez . . . , ez)
+
n−3∑
i=0
pn(exy, eyz, ez . . . , ez︸ ︷︷ ︸
i
, L(ez), ez . . . , ez). (24)
It follows from (6) that
pn(L(exy), eyz, ez . . . , ez)(x, z) = p2(L(exy), eyz)(x, z)
= (L(exy)eyz − eyzL(exy))(x, z)
= L(exy)(x, y).
Similarly, we get
pn(exy, L(eyz), ez . . . , ez)(x, z) = p2(exy, L(eyz))(x, z)
= (exyL(eyz)− L(eyz)exy)(x, z)
= L(eyz)(y, z).
Now, using (6), (14) and (23), we obtain
pn(exy, eyz, ez . . . , ez︸ ︷︷ ︸
i
, L(ez), ez . . . , ez)(x, z) = p2(exz, L(ez))(x, z)
= (exzL(ez)− L(ez)exz)(x, z)
= L(ez)(x, x) − L(ez)(z, z).
The latter is zero by Lemma 2.6. Thus, (21) is proved by taking the values of the
both sides of (24) at (x, z). 
Definition 2.10. Let L be a Lie n-derivation of FI(P,R) and α ∈ FI(P,R).
Define
τ(α) = L(α)D, (25)
d(α) = L(α)− L(α)D. (26)
Lemma 2.11. Let L be a Lie n-derivation of FI(P,R) and τ be given by (25). If
R is (n−1)-torsion free, then τ is a central-valued linear mapping which annihilates
all the n-th commutators in FI(P,R).
Proof. We have already seen in Corollary 2.8 that L(α)D ∈ Z(FI(P,R)), so τ is
center-valued. Since L is linear, then τ is also linear. Moreover, for any α1, . . . , αn ∈
FI(P,R), one has by (1) and (25) and the easy fact that (αβ)D = αDβD:
τ(pn(α1, . . . , αn)) = L(pn(α1, . . . , αn))D
=
(
n∑
i=1
pn(α1, . . . , L(αi), . . . , αn)
)
D
=
n∑
i=1
pn((α1)D, . . . , L(αi)D, . . . , (αn)D),
which is zero, as diagonal elements commute. 
Lemma 2.12. If R is (n− 1)-torsion free, then d is a derivation of FI(P,R).
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Proof. We need to prove that
d(αβ) = d(α)β + αd(β) (27)
for all α, β ∈ FI(P,R). Observe that
d(α)D = L(α)D − L(α)D = 0. (28)
So (27) trivially holds at (x, x) for all x ∈ P . Now, given x < y, by (10), (25), (26)
and (28) we have
(d(α)β)(x, y) =
∑
x≤z≤y
d(α)(x, z)β(z, y)
=
∑
x<z≤y
L(α)(x, z)β(z, y) =
∑
x<z≤y
L(α|zx)(x, z)β(z, y)
=
∑
x<z≤y
(
α(x, z)L(exz)(x, z) +
∑
x≤v<z
α(x, v)L(exv)(x, z)
+
∑
x<u≤z
α(u, z)L(euz)(x, z)
)
β(z, y). (29)
Similarly,
(αd(β))(x, y) =
∑
x≤z≤y
α(x, z)d(β)(z, y)
=
∑
x≤z<y
α(x, z)L(β)(z, y) =
∑
x≤z<y
α(x, z)L(β|yz)(z, y)
=
∑
x≤z<y
α(x, z)
(
β(z, y)L(ezy)(z, y) +
∑
z≤v<y
β(z, v)L(ezv)(z, y)
+
∑
z<u≤y
β(u, y)L(euy)(z, y)
)
. (30)
Hence, adding (29) and (30), we arrive at
(d(α)β + αd(β))(x, y) = (α(x, y)β(y, y) + α(x, x)β(x, y))L(exy)(x, y) (31)
+
∑
x<z<y
α(x, z)β(z, y)(L(exz)(x, z) + L(ezy)(z, y)) (32)
+
∑
x<u≤z≤y
α(u, z)β(z, y)L(euz)(x, z) (33)
+
∑
x≤z≤v<y
α(x, z)β(z, v)L(ezv)(z, y) (34)
+
∑
x≤v<z≤y
α(x, v)β(z, y)L(exv)(x, z) (35)
+
∑
x≤z<u≤y
α(x, z)β(u, y)L(euy)(z, y). (36)
The sum of (31) and (32) equals(
α(x, y)β(y, y) + α(x, x)β(x, y) +
∑
x<z<y
α(x, z)β(z, y)
)
L(exy)(x, y)
= (αβ)(x, y)L(exy)(x, y), (37)
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which is due to (21).
Now,
L(euz)(x, z) = L(eu)(x, u) = L(euy)(x, y)
for all x < u < z ≤ y and
L(ezy)(x, y) = L(ez)(x, z)
for all x < z < y by (13). So (33) becomes
α(y, y)β(y, y)L(ey)(x, y) +
∑
x<z<y
α(z, z)β(z, y)L(ez)(x, z)
+
∑
x<u<z≤y
α(u, z)β(z, y)L(euz)(x, z)
= α(y, y)β(y, y)L(ey)(x, y) +
∑
x<z<y
α(z, z)β(z, y)L(ezy)(x, y)
+
∑
x<u<z≤y
α(u, z)β(z, y)L(euy)(x, y)
=
∑
x<u≤z≤y
α(u, z)β(z, y)L(euy)(x, y) =
∑
x<u≤y
(αβ)(u, y)L(euy)(x, y) (38)
Similarly, (34) is equal to ∑
x≤v<y
(αβ)(x, v)L(exv)(x, y). (39)
Adding (35) and (36) and making changes of variables in the both sums, we
obtain ∑
x≤a<b≤y
α(x, a)β(b, y)(L(exa)(x, b) + L(eby)(a, y)). (40)
But
L(exa)(x, b) + L(eby)(a, y) = L(ea)(a, b) + L(eb)(a, b) = 0
for all x < a < b < y by (12), (13) and (20). Thus, (40) is equal to
α(x, x)
∑
x<b≤y
β(b, y)(L(ex)(x, b) + L(eby)(x, y))
+ β(y, y)
∑
x≤a<y
α(x, a)(L(exa)(x, y) + L(ey)(a, y))
= α(x, x)β(y, y)(L(ex)(x, y) + L(ey)(x, y)) (41)
+ α(x, x)
∑
x<b<y
β(b, y)(L(ex)(x, b) + L(eby)(x, y)) (42)
+ β(y, y)α(x, x)(L(ex)(x, y) + L(ey)(x, y)) (43)
+ β(y, y)
∑
x<a<y
α(x, a)(L(exa)(x, y) + L(ey)(a, y)) (44)
In view of (20), we know that (41) and (43) are zero. Since
L(ex)(x, b) + L(eby)(x, y) = L(ex)(x, b) + L(eb)(x, b) = 0,
L(exa)(x, y) + L(ey)(a, y) = L(ea)(a, y) + L(ey)(a, y) = 0
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thanks to (12), (13) and (20), (42) and (44) are zero as well. It follows that (40) is
zero.
Combining the result of the previous paragraph with (37)–(39), we conclude that
(d(α)β + αd(β))(x, y) = (αβ)(x, y)L(exy)(x, y) +
∑
x<u≤y
(αβ)(u, y)L(euy)(x, y)
+
∑
x≤v<y
(αβ)(x, v)L(exv)(x, y)
= d((αβ)|yx)(x, y),
the latter being d(αβ)(x, y) in view of Lemma 2.4 applied to d, whence (27). 
Theorem 2.13. Let L be a Lie n-derivation of FI(P,R). If R is (n− 1)-torsion
free, then L = d+ τ , where d is a derivation of FI(P,R) and τ is a central-valued
linear mapping which annihilates all the n-th commutators.
Proof. See Definition 2.10 and Lemmas 2.11 and 2.12. 
The following example shows that the assumption of (n − 1)-torsion free in
Theorem 2.13 is necessary.
Example 2.14. Let n ≥ 3, P = {1, 2} with 1 < 2 and charR = n− 1. Then there
are non-proper Lie n-derivations of FI(P,R).
Proof. Define L to be the identity mapping FI(P,R)→ FI(P,R). Then
L(pn(α1, . . . , αn)) =
n∑
i=1
pn(α1, . . . , αi−1, L(αi), αi+1, . . . , αn)
is equivalent to (n − 1)pn(α1, . . . , αn) = 0, which is true under the assumption
charR = n− 1.
Suppose that L = d+ τ for some derivation d and central-valued linear mapping
τ . Then
e1 = L(e1) = d(e1) + τ(e1).
Since τ(e1) ∈ Z(FI(P,R)), we have τ(e1)(1, 1) = τ(e1)(2, 2), whence
d(e1)(1, 1) = 1− τ(e1)(1, 1) = 1− τ(e1)(2, 2) 6= −τ(e1)(2, 2) = d(e1)(2, 2).
However,
d(e1) = d(e
2
1) = e1d(e1) + d(e1)e1,
so d(e1)(2, 2) = 0 and d(e1)(1, 1) = 2d(e1)(1, 1), which again implies that d(e1)(1, 1) =
0, a contradiction. 
Problem 2.15. We would like to point out that all involved Lie-type derivations in
our current work are linear. It is natural to ask whether Theorem 2.13 holds without
the assumption of additivity. That is, we can investigate multiplicative Lie-type
derivations of finitary incidence algebras, which is motivated by [7, 14, 37].
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