In this paper, Fritz-John type optimality conditions for weak efficient solutions in terms of contingent epiderivatives of vector variational inequalities and vector optimization problems with constraints are derived. Under assumptions on quasiconvexity of scalar functions, Fritz-John type necessary optimality conditions become Fritz-John type sufficient optimality conditions.
Introduction
The vector equilibrium problem has attracted extensive attention in recent years because of their fields of application. It includes as special cases vector variational inequality problem, vector optimization problem, vector complementarity problem and vector saddle point problem. Optimality conditions for vector equilibrium problems have been discovered by many authors (see, e.g., Jimenez-Novo [ref. [3] [4] 14] established Kuhn-Tucker-like conditions for weak vector generalized quasivariational inequalities with inequality constraints in Hilbert spaces. introduced the notions of contingent derivatives and contingent epiderivatives of a set-valued map in Banach spaces. On using this notions, B. Jimenez et al [ref. 3, 4] derived optimality conditions in vector optimization in terms of contingent derivatives and Jahn-Rauh [Ref. 9] gave necessary and sufficient optimality conditions for vector equilibrium problems without constraints in terms of contingent epiderivatives. The aim of this article is to establish Fritz-John and Kuhn-Tucker types optimality conditions for the weak efficient solution of vector variational inequalities and vector optimization problems in terms of contingent epiderivatives with steady functions.
The remainder of this paper is organized as follows. After some preliminaries and definitions, in Section 3 we derive Fritz-John type optimality conditions for the weak efficient solution of vector variational inequalities and vector optimization problems in terms of contingent epiderivatives with steady functions. Under assumptions on generalized convexity, necessary optimality conditions for weak efficient solutions become sufficient optimality conditions.
Preliminaries and Definitions
Let X, Y, Z and W be real Banach spaces, Y * , Z * and W * topological dual spaces of Y, Z and W, repectively. Let T be a mapping from X into the vector space of continuous linear mappings from X to Y which is denoted by L(X, Y ). Thus for each x ∈ X, T (x) ∈ L(X, Y ). Let f, g and h be mappings from X into Y, Z and W, respectively. Let C be a nonempty subset of X. Let Q and S be pointed closed convex cones in Y and Z, respectively. Assume, in addition, that intQ = ∅ and intS = ∅. We set K = {x ∈ C : g(x) ∈ −S, h(x) = 0 }.
Weak efficient solutions
Let us consider the following vector variational inequality with constraints (write short, VVIC): Finding a vector x ∈ K such that
K is called the feasible set of VVIC. A vector x solved VVIC will be called a weak efficient solution of VVIC.
Let us consider the following vector optimization problem with constraints (write short, VOPC): Finding a vector x ∈ K such that
K is called the feasible set of VOPC. A vector x solved VOPC will be called a weak efficient solution of VOPC.
Contingent epiderivatives
Let F be a set-valued mapping from X into Y. We recall that the effective domain, the graph and the epigraph of F are given respectively as
Let A and B be subsets of X. Denote by A ⊂ B, it means that ∀ a ∈ A =⇒ a ∈ B. By int(A), cl(A) and cone(A) = {ta | t ≥ 0, a ∈ A } indicates the interior, the closure and the cone hull of A, repectively. Let x ∈ X, B(x, δ) stands for the open ball with center at x and radius δ > 0. For each
where < . , . > stands for the coupling between Y and Y * . Then we are known that Q + , S + dual cones of Q and S, respectively.
Finally, let us denote by t n −→ 0 + instead of a sequence of positive numbers with limit 0 and by (t n , x n , y n ) −→ (0 i/ The contingent cone T (A, z) of A at z is defined as
ii/ The adjacent cone A(A, z) of A at z is defined as
iii/ The interior tangent cone IT (A, z) of A at z is defined as
ii/ The contingent epiderivative of f at x is the single-valued map Df (x) from X into Y defined as
Definition 2.3 ([4])
A function f is said to be stable at x if there exist a neighborhood U of x and L > 0 such that
f is said to be Hadamard differentiable at x in the direction v if df (x, v) exists. If f is Frechet differentiable at x then its Frechet derivative at x is denoted by h(x). It is easy to see that
It is said that f is steady at x if f is steady at x in all the directions.
Following [4] , if f is steady at x then f is stable at x. A function which Hadamard differentiable at x then steady at that point. ii/ y ∈ A is an efficient point of A with respect to Q if a ≥ y for some y ∈ A then y ≥ a. The set of all efficient points is denoted by M in(A) or M in(A|Q) and it is given as
Where we denote by x ≥ y indicates x ∈ y + Q.
and it is a point whenever Q is pointed.
Fritz-John type optimality conditions
In this subsection, let X, Y, Z, W, C, K, Q, S, f, g, h, V V IC, V OP C be given as in section 2. We have the following statements Lemma 3.1 Let x ∈ X. If the contingent epiderivative of f at x exists in all directions and Y is an finite-dimensional real Banach space then
Proof. We fix v ∈ X. For all z ∈ Df (x)v + Q, we have (v, z) ∈ epi(Df (x)), which is equivalent to (v, z) ∈ T (epi(f ), (x, f (x))). By definition there exist (t n , v n , z n ) −→ (0 + , v, z) and q n ∈ Q such that
As Y is a finite-dimensional space and Q is a pointed closed convex cone in Y, thus Q has compact base (see in Luc [7, Remark 1.6] ). Let B be a compact base of cone Q and as q n ∈ Q, it follows that there exist some c n > 0 and b n ∈ B such that q n = c n b n (∀ n ≥ 1). As Q has a compact base B, without loss of generality, we may assume that b n −→ b ∈ B. We next prove that q n −→ 0. Suppose contrary, that q n −→ 0 then c n −→ 0. As c n > 0 thus there is > 0 such that c n ≥ (∀ n ≥ 1). It follows that t n (1 − c −1 n )q n ∈ Q (∀ n ≥ 1) and moreover 
It is clear that
which is equivalent to z− b = z ⇐⇒ b = 0 implies b = 0 and this conflicts with the fact that b = 0. From there we conclude that q n −→ 0 and by definition
holds for any v ∈ X and the claim follows.
Necessary optimality conditions
Theorem 3.1 Let X, Y, Z, W be finite-dimensional real Banach spaces with r = dimW and let x be a feasible point of VVIC. Assume, in addition, that g be steady at x and its contingent epiderivative at x exists; h be continuous on a neighborhood of x and Frechet differentiable at x with { h k (x)} k=1,2,...,r linearly independent. Then, if x is a weak efficient solution of VVIC then there exist (λ, η) ∈ Y * × Z * with (λ, η) = (0, 0) and there exists γ ∈ W * satisfying λ ∈ Q + , η ∈ N (−S, g(x)), (3.1)
If, moreover, the condition (S) is fulfilled then λ = 0 (Kuhn-Tucker type optimality condition).
Where (S) : For every η ∈ N (−S, g(x)) \ {0}, there exists at least one direction v ∈ ker h(x) such that < η, z g > < 0 (∀ z g ∈ D c g(x)v).
Proof. Let us consider a mapping F x : X −→ Y with F x (x) =< T x, x − x > (∀ x ∈ X). It is easy to see that F x is steady and Hadamard differentiable at x with its Hadamard derivative at x in the direction v ∈ X, dF x (x, v) =< T x, v > .
By virtue of Proposition 3.7 [4, p. 454] we have
Making use of Lemma 3.1 we get
Moreover it follows from Proposition 3.3 [4, p. 452] that
We next show that x is a weak efficient solution to the VVIC. In fact, if it were not so, there would exists v 0 ∈ X such that
where
It follows from (3.4) (case γ = 0) that
Let us see that
In fact, if (3.6) is false, then there would exists γ ∈ W
In other words, it is clear that
By fixing (λ, η) ∈ T. From the inequality obtained in (3.4) and from the fact α γ ∈ W * we deduce that
By dividing both sides of above obtained inequality by α > 0, we get
By letting α −→ +∞, < γ, h(x)v 0 >≤ 0, which conflicts with (3.7). From here we conclude that v 0 ∈ ker h(x). On the other hand, making use of (3.3) we get
By an argument similar as in the proof of Lemma 6.3 [4] , we also obtain as follows
).
We have (−intQ) ∩ IT (−S, g(x)
) is an open set because of IT (−S, g(x)) and −intQ are open cones. It is not difficult to cheek that there exist (λ, η) ∈ T such that < λ, DF x (x)v 0 > + < η, Dg(x)v 0 ) >≥ 0.
which contradicts (3.5) and the conclusion follows.
If condition (S) holds, then λ = 0. In fact, if it were not so, then we get η ∈ N (−S, g(x)) \ {0}. We take v ∈ ker h(x) such that
By definitions graph(g) ⊂ graph(g + S) and making use of [7, Theorem 3 
which contradicts (4.2), as was to be shown.
Remark 3.1
The conditions (3.1) and (3.2) are called a Fritz-John type optimality condition. If, in addition, λ = 0 then it is also called a Kuhn-Tucker type optimality condition.
Remark 3.2
We are well-known that η ∈ N (−S, g(x)) if and only if η ∈ S + , < η, g(x) >= 0.
Theorem 3.2 Let X, Y, Z, W be finite-dimensional real Banach spaces with r = dimW and let x be a feasible point of VOPC. Assume, in addition, that f and g be steady at x and there is at least one of the functions f and g is Hadamard differentiable at x; h be continuous on a neighborhood of x and Frechet differentiable at x with { h k (x)} k=1,2,...,r linearly independent. Suppose that the contingent epiderivatives of f and g at x exist in all the directions v ∈ X. Then, if x is a weak efficient solution of VOPC then there exist (λ, η) ∈ Y * × Z * with (λ, η) = (0, 0) and there exists γ ∈ W * satisfying
Moreover, if condition (S) in Theorem 3.1 is fulfilled then λ = 0 (Kuhn-Tucker type optimality condition).
Proof. Let us consider the mapping F x : X −→ Y be given by
We have F x is steady at x as f is steady at x. It is not difficult to check that [4] ). In the similar way as in the proof of Theorem 3.1 we also get
By an argument analogous to that used for the proof of Theorem 3.1, x is a weak efficient solution to the VOPC and the claim follows.
Sufficient optimality conditions
We recall that:
An extended-real-valued function l, defined on a set C ⊂ X, is said to be quasiconvex at x ∈ C with respect to C if and only if, for each x ∈ C,
l is said to be quasiconvex on C if and only if it is quasiconvex at each x ∈ C. (ii) There exist (λ, η, γ) ∈ Y * × Z * × W * satisfying (3.1) and
(iii) The scalar functions η 0 g and γ 0 h are quasiconvex at x with respect to C, and C is convex.
Then vector x is a weak efficient solution to the VVIC.
Proof. Let us consider the mapping F x as in the proof of Theorem 3.1. By hypotheses there exist (λ, η, γ) ∈ Y * × Z * × W * such that (3.1), (3.10) and (iii) are fufilled. Obviously λ 0 F x is quasiconvex at x with respect to C. Making use of the proof of Theorem 3.1,
It follows from (3.10) that
(3.11) From here, we prove that x is a weak efficient solution to the VVIC. In fact, if it were not so, then there would exists x ∈ C \ {x} such that
Let us define the mapping
Then F = (F x , g, h) is steady at x as F x is steady at that point and hence F stable at x. By hypotheses we have dim(Y × Z × W ) < +∞, and without loss of generality, suppose that 12) where (t n ) n≥1 ⊂ (0, 1) and t n −→ 0 + as n −→ +∞. Easy to see that < λ, F x (x) > < < λ, F x (x) > and by definition of quasiconvexity of λ 0 F x at x with respect to C, for n sufficiently large,
By virtue of Proposition 3.3 [5, p. 452 ] and the definition of contingent derivatives, we deduce that
On the other hand, by hypotheses it follows that
As λ ∈ Q + , thus < λ, DF x (x)(x − x) >≤< λ, a >≤ 0. (3.14)
In the same way as above, we also obtain the following inequality Notice that h(x) = h(x) = 0 and so, < γ, h(x) >=< γ, h(x) > . Making use of the quasiconvexity of γ 0 h at x with respect to C, one also obtains as follows Combining (3.14)-(3.16), yields that < λ, DF x (x)(x − x) > + < η, Dg(x)(x − x) > + < γ, h(x)(x − x) >≤ 0, contradicting (3.11) and the claim follows.
Theorem 3.4 Let X be an infinite-dimensional real Banach space and Y, Z, W be finite-dimensional real Banach spaces. Let x be a feasible point of VOPC, f, g be steady at x and h be Frechet differentiable at x. Assume, in addition, that (i) The contingent epiderivatives of f and g at x exist in all the directions v ∈ X.
(ii) There exist (λ, η, γ) ∈ Y * × Z * × W * satisfying (3.1) and < λ, Df (x)v > + < η, Dg(x)v > + < γ, h(x)v >> 0 ∀ v ∈ X \ {0}. (iii) The scalar functions λ 0 f, η 0 g and γ 0 h are quasiconvex at x with respect to C, and C is convex.
Then vector x is a weak efficient solution to the VOPC.
Proof. We construct the mapping F x as in Theorem 3.2. Then we have F x is steady at x in all the directions v ∈ X and
So, (3.17) becomes (3.11). The remains part is proved similar as in the proof of Theorem 3.3 and the conclusion follows. 
