Relative canonical sheaves of a family of curves  by Lee, Jongmin
Journal of Algebra 286 (2005) 341–360
www.elsevier.com/locate/jalgebra
Relative canonical sheaves of a family of curves
Jongmin Lee
Samsung Card Co., Jongno-gu, Seoul 110-754, South Korea
Received 26 February 2003
Communicated by J.T. Stafford
Abstract
In this paper we study the relative canonical sheaf of a relatively minimal fibration of curves of
genus g  2 over a one-dimensional regular scheme. Using the configurations of (−2)-chains, we
show that its m-tensored product is base point free for any m  2. We utilize Koszul cohomology
to prove that the relative canonical algebra of the fibration is generated in degree up to five. It is a
generalization of K. Konno’s work on the 1-2-3 Conjecture of M. Reid.
 2004 Elsevier Inc. All rights reserved.
1. Introduction
Let C be a nonhyperelliptic projective nonsingular curve of genus g over C. Then the
theorem of Noether (refer to page 253 in [6]) says that
H 0(C,ωC)⊗H 0(C,ωC) → H 0
(
C,ω⊗2C
)
is surjective. Hence, the canonical ring R(C,ωC) =⊕m0 H 0(C,ω⊗mC ) of C is generated
by elements of degree  1. If C is hyperelliptic, direct computations show that R(C,ωC)
is generated by elements of degree  2.
Let f :X → S be a relatively minimal nonsingular surface over a nonsingular curve
over C whose general fiber has genus g  2. We can associate the relative canonical algebraE-mail address: jongmin @ .com.
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model of X as we state in Remark 7.4 later. In addition, K. Konno [10] showed that the
slope of f is affected byR(f ) and introduced a local invariant of a degenerate fiber germ,
called the Horikawa index. But, not much has been known about the algebraic structure of
R(f ). Miles Reid [14] conjectured thatR(f ) is generated in degree  3 as an OS -algebra
(1-2-3 Conjecture). K. Konno and M. Mendes Lopes presented some counterexamples in
[12] which need a generator in degree 4. K. Konno [11] recently showed that R(f ) is
generated in degree  4 and pointed out when it needs a generator in degree 4. In fact, he
proved the following:
Let F be a fiber in a relatively minimal fibration of curves of genus g  2 over C.
Then the canonical ring R(F,KF ) is generated in degrees 1, 2 and 3 except when F is
a multiple fiber which contains a (−1)-elliptic cycle E such that E ⊂ Bs|KF |. In the
exceptional case, it needs one more generator in degree 4.
In this paper we study R(f ) when X,S and f are not necessarily over C. Our main
object is to show thatR(f ) is generated in degree  5. Its stalk at s ∈ S is an OS,s -algebra
whose reduction modulo ms is the k(s)-algebra R(F,ωF ) =⊕m0 H 0(F,ω⊗mF ) where
F is the scheme theoretic fiber over s. By Nakayama’s lemma, our problem is equivalent
to showing that R(F,ωF ) is generated in degree  5 for each fiber F of f . Therefore we
can assume that S = Spec(R) for some discrete valuation ring R.
The main ingredient of the study consists of showing the global generatedness of ω⊗mX/S ’s
for m  2, which can be shown easily over C using Proposition 2.3 of F. Catanese and
M. Franciosi in [4]:
Let C be a curve lying on a smooth algebraic surface X over an algebraically closed
field and let D be a divisor on C. A point x ∈ C is not a base point for |D| if for every
subcurve Y of C we have D · Y  2pa(Y ).
The global generatedness in our setting relies mainly on the vanishing theorem of first
cohomology groups on a curve (i.e., an effective divisor) on X and the classification of
(−2)-chains in the special fiber of f .
We use Koszul cohomology ([11] or [5]) along with the global generatedness to con-
clude that R(f ) is generated in degree  5.
2. Statement of the problem
2.1. Settings
Let X → S be a flat proper morphism satisfying the following.
(1) S is the spectrum of a discrete valuation ring R with uniformizer t and residue field
k = R/(t).(2) The generic fiber of X → S is a geometrically irreducible curve of genus g  2.
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(4) X is relatively minimal over S, i.e., there are no (−1)-curves contained in the special
fiber of X → S.
To understand the last condition we need to define what (−1)-curves are. Let C ⊂ X be an
integral curve in the special fiber with n = [Γ (C,OC) : k]. If C is a nonsingular rational
curve over Γ (C,OC) with C2 = −dn, we call C a (−d)-curve on X. Here the intersection
number is over k.
We will use the notation X0 = X ×S Spec(k) for the special fiber.
2.2. Object
We are going to prove that ω⊗mX/S is globally generated for m 2.
2.3. Observation
Let Rsh be the strict Henselization of R, Ssh = Spec(Rsh) and Xsh = X ×S Ssh. Then
we have H 0(Xsh,ω⊗n
Xsh/Ssh
) ∼= H 0(X,ω⊗nX/S) ⊗R Rsh and Xsh is regular as well. Therefore
we can assume that k is separably closed. One good thing with this assumption is that any
(−2)-curve over a separably closed field k is isomorphic to the projective line over k (it
can be shown by a little adaptation of Lemma 3.4 in [13] together with the existence of a
k-rational point on the curve). Also note that any finite extension of a separably closed field
is separably closed. Therefore any (−2)-curve C on X can be assumed to be isomorphic
to the projective line over Γ (C,OC).
3. Lemmas
Lemma 1. Let C be an integral projective curve over a field k. If deg(ωC) < 0, then
C ⊂ P2
k′ is an irreducible conic where k
′ = Γ (C,OC).
Proof. We may assume that k′ = k and that deg(ωC) = −2. It is because deg(ωC) is −2
and even. Then χ(ω−1C ) = deg(ω−1C ) + χ(OC) = 2 + 1 = 3 and hence h0(C,ω−1C )  3.
Any nonzero section s of ω−1C has a zero divisor which is an effective Cartier divisor D of
degree 2. Thus for reason of dimension in the sequence
0 →OC → ω−1C →OD → 0
the map H 0(C,ω−1C ) → H 0(OD) is surjective. Hence ω−1C is generated by global sections.
Then H 0(C,ω−1C ) defines an isomorphism between C and a conic in P2. 
Lemma 2. Let C be an integral projective Gorenstein curve over k. Let L be an invertible
OC -module on C with deg(L) > deg(ωC). Then H 1(C,L) = 0 and one of the following
two possibilities occurs: H 0(C,L) = 0 or C ∼= P1k′ for some finite extension k′ and L =OP1(−1).
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Hence deg(L) = 12 deg(ωC). Then deg(L) > deg(ωC) implies that deg(ωC) < 0. By the
previous lemma C ⊂ P2
k′ is a conic. The existence of the degree −1 invertible sheaf L
implies that C is a smooth conic with a rational point. This follows by considering the
linear series |L−1|. 
Lemma 3. Let C be an integral Gorenstein curve over k and let k′ = Γ (C,OC). Let L be
an invertible OC -module with
deg(L) deg(ωC)+ 2
[
k′ : k].
Then L is globally generated.
Proof. Let B ⊂ C be the base locus of |L|. Since H 0(C,L) = 0 by Riemann–Roch we see
that B = C. The exact sequence
0 → IB ⊗L→ L→OB → 0
shows that H 1(C, IB ⊗ L) = 0 if B = ∅. By duality, this implies that there is a nonzero
map IB ⊗L→ ωC . In particular
h0(L) = h0(IB ⊗L) h0(ωC).
This is impossible by our assumption. 
The following is a slight generalization of Lemma 2.1 in [4].
Lemma 4. Let C be a curve lying on a smooth surface X (i.e., C is an effective divisor
on X) and let D be a divisor on C. Then H 1(C,OC(D)) = 0 if for all subcurves B < C,
D ·B > deg(ωB).
Proof. If H 1(C,OC(D)) ∼= H 0(OC(KC − D)) = 0 there is a nonzero section σ ∈
H 0(OC(KC − D)). Let Z be the maximal curve in C on which σ vanishes identically
and let Y = C −Z. Then by the exact sequence
0 →OY (KC −D −Z) →OC(KC −D) →OZ(KC −D) → 0,
upon dividing σ by a section ζ with div(ζ ) = Z, we obtain σ/ζ = σ ′ a section of
H 0(Y,OY (KC −D −Z)) vanishing on a finite set. Hence, we have (KC −D) ·Y Z ·Y .
This inequality, since by adjunction OC(KC) = OC(KX + C), is equivalent to D · Y 
deg(ωY ), a contradiction. 
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As a subscheme of X, the special fiber X0 may be written in the form X0 =∑ riCi , the
Ci being its irreducible components and ri denoting the multiplicity of Ci in X0. Then the
intersection pairing (Ci,Cj ) 
→ Ci ·Cj is negative semi-definite and the only divisors Z =∑
siCi with Z2 = 0 are the rational multiples of X0 (see [2]). Let C = Ci be an irreducible
component of X0. Since deg(ωC) = KX/S · C + C2  −2[Γ (C,OC) : k], deg(ωC) is a
multiple of 2[Γ (C,OC) : k] and X0 does not contain any (−1)-curve, we have only the
following cases:
(i) KX/S ·C = 0, C2 = −2[Γ (C,OC) : k] (a (−2)-curve).
(ii) KX/S ·C > 0.
We will study the curves of type (i) more closely.
Let
∑s
i=1 riCi be a connected chain of (−2)-curves in X0. Here ri is the multiplicity of
Ci in X0. Let us use the notation ki = Γ (Ci,OCi ). Note that [ki : k] may be > 1. Since k
is assumed to be separably closed, in this case ki is a purely inseparable extension over k.
If char(k) = p > 0, [ki : k] is some power of p.
Lemma 5. Let ni = [ki : k]. If Ci ·Cj > 0, then we have Ci ·Cj = max(ni, nj ).
Proof. Let us suppose that ni  nj . If the claim is false, then we have Ci · Cj  2ni . It
implies that (Ci +Cj )2 = −2ni +2Ci ·Cj −2nj  2ni −2nj . We also have (Ci +Cj )2 < 0
since X0 has genus  2 by assumption so there is a curve in X0 which is not a (−2)-curve.
Hence we have a contradiction, ni < nj . 
Lemma 6. If Ci ·Cj > 0 with ni  nj , then ni = nj ,2nj or 3nj .
Proof. It is clear from 0 > (Ci + 2Cj )2 = −2ni + 4Ci · Cj − 8nj = 2ni − 8nj . The first
inequality is strict by the same reason as in Lemma 5. 
Let us denote 〈Ci,Cj 〉 = −2 ·Ci ·Cj/C2i . Then (〈Ci,Cj 〉)i,j=1,...,s has the same prop-
erties as Cartan matrices associated to Lie algebras (refer to Chapter 4 in [7]). Therefore
we have the following list of possible dual graphs for connected (−2)-chains. The number
attached below each Ci is [ki : k].
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Consider all nonzero effective divisors Z of the form
∑s
i=1 aiCi which are less than
or equal to
∑s
i=1 riCi and satisfies that Z · Ci  0 for all i = 1, . . . , s. We will call the
minimal elements among them the fundamental cycles (refer [1] or [3]). The following
dual graphs are the fundamental cycles associated to the connected (−2)-chains we listed
above. The number above each Ci is the multiplicity of Ci in the fundamental cycle.
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ni ’s.
5. Base point freeness
Theorem 7. ω⊗mX/S is globally generated for m 2.
Proof. We only need to show that ω⊗mX/S is globally generated on X0 since any closed point
is in X0 by our assumption. Let us consider the following exact sequence
0 → ω⊗mX/S(−X0) → ω⊗mX/S → ω⊗mX/S |X0 → 0.
Using Lemma 4, we have H 1(X0,ω⊗mX/S(−X0)|X0) = 0 for any m 2. Then Nakayama’s
lemma implies that H 1(X,ω⊗mX/S(−X0)) = 0. Hence, we get a surjective restriction map
H 0(X,ω⊗mX/S) → H 0(X0,ω⊗mX/S |X0). Therefore, it is sufficient to show that ω⊗mX/S |X0 is glob-
ally generated. We are going to prove this by induction.
Let Y ⊂ X0 be a divisor. Suppose that for all proper subdivisors of Y ′ ⊂ Y the restriction
ω⊗mX/S |Y ′ is globally generated. Let C ⊂ Y be an irreducible component of Y . Set Y ′ =
Y −C and consider the exact sequence
0 → ω⊗mX/S
(−Y ′)∣∣
C
→ ω⊗mX/S |Y → ω⊗mX/S |Y ′ → 0
of coherent sheaves. We compute
degC
(
ω⊗mX/S
(−Y ′)∣∣
C
)= mKX/S ·C − Y ·C +C2
= degC(ωC)+ (m− 1)KX/S ·C − Y ·C.
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C · Y < 0 (such C exists since otherwise Y 2  0), if Y 2 = 0 then we choose C such
that KX/S ·C > 0 (if there is no such C, we have KX/S · Y = 0; hence KX/S ·X0 = 0
since Y is a rational multiple of X0). Note that Y 2 > 0 cannot happen since the in-
tersection pairing is negative semi-definite. In either case, by Lemma 2, we shall have
H 1(C,ω⊗mX/S(−Y ′)|C) = 0. Therefore the restriction map H 0(Y,ω⊗mX/S |Y ) →
H 0(Y ′,ω⊗mX/S |Y ′) is surjective. And we conclude that ω⊗mX/S |Y is globally generated at all
points of Y ′. If C occurs in Y with multiplicity  2 then the fact that ω⊗mX/S |Y ′ is globally
generated implies the result for ω⊗mX/S |Y . Hence we can assume that C occurs with multi-
plicity 1 in Y . There are several cases to consider. From now on we will use the notation
k′ = Γ (C,OC).
Case 1. KX/S ·C = 0 and C ∩ Y ′ = ∅.
Let s′ be a section of ω⊗mX/S |Y ′ which does not vanish identically on C ∩ Y ′. Let s be a
section of ω⊗mX/S |Y which lifts s′. Since ω⊗mX/S |C has degree 0 we conclude that the restriction
s|C of s is a nonvanishing section on C. This proves that ω⊗mX/S |Y is globally generated in
this case.
Case 2. KX/S ·C = 0 and C ∩ Y ′ = ∅.
We have Y = C  Y ′ and ω⊗mX/S(−Y ′)|C = ω⊗mX/S |C . This is a sheaf of degree
degC(ω⊗mX/S |C) = mKX/S · C = 0. On the other hand we also have deg(ωC) = KX/S ·
C + C2 = C2 < 0 (because if C2 = 0 then X0 = rC and KX/S · X0 = rKX/S · C = 0, a
contradiction to the assumption g  2). Thus we conclude by Lemma 1 that C ⊂ P2
k′ is a
conic. Since the Picard group of an irreducible conic is Z, ωX/S |C ∼=OC .
Case 3. KX/S ·C > 0 and m 3.
Due to the way we chose C, we have Y ·C  0. Then ω⊗mX/S(−Y ′)|C satisfies the degree
condition in Lemma 3 hence it is globally generated. This implies that ω⊗mX/S |Y is globally
generated on C.
Case 4. KX/S ·C > 0, Y ·C < 0 and m = 2.
Lemma 3 implies again that ω⊗2X/S(−Y ′)|C is globally generated.
Case 5. KX/S ·C > 0, Y ·C = 0 and m = 2; hence we have Y 2 = 0.
If there are more than one such curve C, then ω⊗2X/S |Y is globally generated by choosing
C alternately. Hence we can assume that we have only one C with KX/S ·C > 0. If KX/S ·
C  2[k′ : k], we are done by Lemma 3. If not, then KX/S · C = [k′ : k] and we see that
deg(ωC) = KX/S ·C +C2 is either (a) 0 or (b) −2[k′ : k].
J. Lee / Journal of Algebra 286 (2005) 341–360 349Case 5(a). We see that 0 = Y · C = C2 + C · Y ′ implies that the scheme theoretic in-
tersection C ∩ Y ′ is a single point p with residue field k′. By Riemann–Roch we have
dimk′H 0(C,ω⊗2X/S |C) = 2. On the other hand, the restriction map ω⊗2X/S |Y → ω⊗2X/S |C gives
us a section t of ω⊗2X/S |C which does not vanish at p (namely, lift a section s′ of ω⊗2X/S |Y ′
which does not vanish at p to a section s of ω⊗2X/S |Y and then restrict this to get t on C).
In addition ω⊗2X/S(−Y ′)|C has degree [k′ : k] and thus by Riemann–Roch has a nonzero
section t ′. We can think of t ′ as a section of ω⊗2X/S |C because of the short exact sequence
0 → ω⊗2X/S
(−Y ′)∣∣
C
→ ω⊗2X/S |C →Op → 0.
Clearly t ′ vanishes at p and hence t, t ′ is a k′-basis of H 0(C,ω⊗2X/S |C). By Lemma 3 applied
to ω⊗2X/S |C on C we see that t and t ′ do not have a common zero on C. We conclude that
the image of H 0(Y,ω⊗2X/S |Y ) → H 0(C,ω⊗2X/S |C) generates ω⊗2X/S |C .
Case 5(b). In this case we have C2 = −3[k′ : k] and hence the conic C ⊂ P2
k′ has an invert-
ible sheaf of degree 1. We conclude that C ∼= P1k′ . Therefore we have Y = C +
∑
i∈I aiCi
where C2 = −3[k′ : k],KX/S ·C = [k′ : k] and Ci ’s are (−2)-curves. (Notice that degωY =
Y 2 + K · Y = [k′ : k]. Hence [k′ : k] is even so this case will have char(k) = 2. If you do
not have any interest in positive characteristics you can skip this case.) By the induction
hypothesis we know that ω⊗2X/S |Y ′ is globally generated and this implies that ω⊗2X/S |Y is glob-
ally generated on Y ′. Therefore we only need to show that ω⊗2X/S |Y is globally generated on
C −⋃i∈I Ci . We are going to find appropriate sections by gluing.
Since we have C ·∑i∈I aiCi = 3[k′ : k], we have at most three intersection points be-
tween C and
⋃
i∈I Ci and also at most three connected components of
⋃
i∈I Ci . Let us
write D =∑i∈I aiCi (= Y ′). Let α be the number of connected components of D and β
that of the set theoretic intersection points C ∩D.
(I) Case α = 3.
We have β = 3. Let x1, x2 and x3 be the three intersection points. Let D1, D2 and D3
be the connected components where Di meets C at xi . Take the zero sections for D1 and
D2 and take a section σ for D3 with σ(x3) = 0 (i.e., take the restriction of a section of
ω⊗2X/S |Y ′ not vanishing at x). We can find a section τ of ω⊗2X/S |C with τ(x1) = τ(x2) = 0
and τ(x3) = σ(x3). Then these sections give a section of ω⊗2X/S |Y and it does not vanish on
C except at x1 and x2.
(II) Case α = 2.
We have β = 2 or 3. Let D1 and D2 be the connected components where C ∩ D2 is a
rational point x on C scheme theoretically. Take the zero section for D1 and take a section
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τ(x) = σ(x). Then these sections give a section of ω⊗2X/S |Y and it vanishes only on C ∩D1.
(III) Case α = 1.
Let n′ = [k′ : k] and Z the fundamental cycle of D. Then we have
0 (C +Z)2 = C2 +Z2 + 2C ·Z = −3n′ − 2n+ 2C ·Z. (∗)
Here n is the smallest among [k(Ci) : k]’s. If β = 3, we have n′  n and C ·Z = 3n′ which
contradict (∗). Therefore β = 1 or 2.
(i) Case β = 2.
We have n′  n and C · Z = 3n′ or 2n′. We can assume C · Z = 2n′ since C · Z =
3n′ gives again a contradiction from (∗). Then 0  (C + 2Z)2 = C2 + 4Z2 + 4C · Z =
−3n′ − 8n + 8n′ = 5n′ − 8n; hence we get n′ = n. Let x and y be the two intersection
points and Cx (respectively Cy ) the curve in D containing x (respectively y). Then we
have D = Cx + 2Cy + D′ with Cx · C = n and Cy · C = n where D′ does not contain
Cx nor Cy . Observe that we have 0 = Cx · Y = C2x + 2Cx · Cy + Cx · C + Cx · D′ =
−2n+2Cx ·Cy +n+Cx ·D′ = −n+2Cx ·Cy +Cx ·D′; hence Cx ·Cy = 0 and Cx ·D′ = n.
We also have 0 = Cy ·Y = Cy ·Cx +2C2y +Cy ·C +Cy ·D′ = 0−4n+n+Cy ·D′; hence
Cy · D′ = 3n. From 0 = D′ · Y = D′ · C + D′ · Cx + 2D′ · Cy + D′2 = 0 + n + 6n + D′2,
we have D′2 = −7n. But D′2 ≡ 0 (mod 2n). So β = 2.
(ii) Case β = 1.
Let x be the only intersection point. D′ denotes the sum of curves in D which do not
meet C.
(Case 1) D = Cx,1 +Cx,2 +Cx,3 +D′ where Cx,i meets C at x.
It is impossible since there is no cycle in D.
(Case 2) D = Cx,1 +Cx,2 +D′ with C ·Cx,1 = n′ and C ·Cx,2 = 2n′.
We have n′  n and C ·Z = 3n′ which contradict (∗).
(Case 3) D = Cx,1 + 2Cx,2 +D′ with C ·Cx,i = n′.
We may assume that C ·Z = 2n′ since otherwise we get a contradiction from (∗) along
with n′  n. Since 0 (C + 2Z)2 = C2 + 4Z2 + 4C · Z = −3n′ − 8n + 8n′ = 5n′ − 8n,
we have n′ = n. Then 0 = Cx,1 · Y = C2x,1 + 2Cx,1 · Cx,2 + Cx,1 · C + Cx,1 · D′ −2n +
2Cx,1 ·Cx,2 + n−2n+ 2n+ n which is impossible.
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(a) C2x = −2n.
We have
0 = Cx · Y = Cx ·C +C2x +Cx ·D′  3n′ − 2n+ n.
Since 3n′ is a multiple of n, we have 3n′ = n which is impossible due to char(k) = 2.
(b) C2x = −4n.
Similarly we have 3n′ = 2n. It is also impossible by the same reason as in (a).
(Case 5) D = 3Cx +D′ with C ·Cx = n′.
Let me first list all the possible configurations for Y and explain why we have them
later.
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Claim. Any curve Ci meeting with Cx cannot have multiplicity 1.
Proof. Suppose that Ci has multiplicity 1 in Y . Then we have 0 = Ci ·Y  C2i + 3Ci ·Cx .
If [Γ (Ci,OCi ) : k] = n (respectively 2n), C2i + 3Ci · Cx = n (respectively 2n). This gives
a contradiction. 
We have
0 = Cx · Y = 3C2x +Cx ·C +Cx ·D′ −6n+ n′ + n;
hence n′ = n,2n or 4n.
If n′ = n, we have Cx · D′ = 5n since 0 = Cx · Y = 3C2x + Cx · C + Cx · D′ = −6n +
n′ + Cx · D′. Then we get D′2 = −15n from D′ · Y = 0. It is impossible since D′2 ≡ 0
(mod 2n).
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be an end since otherwise one of curves meeting with Cx has multiplicity 1).
Let us use the condition that the intersection number of any curve Ci with Y is zero. In
the diagram the second curve should meet only one curve, say C3, with the multiplicity 1
and [Γ (C3,OC3) : k] = n. It gives the first Ak diagram in all the possible configurations.
If n′ = 2n, Cx · D′ = 4n; hence we have only the following possibilities for D. Note
that there is no case where Cx meets three other curves in D. It is because of the above
claim.
(1)
(2)
(3)
Again use the intersection condition. Then we will have the Dk case and the Ei case
from the diagram (1). Also we have the first in Bk from the diagram (2) and the second in
Ak from the diagram (3).
(b) C2x = −4n.
We have 0 = Cx · Y = 3C2x + Cx · C + Cx · D′  −12n + n′ + 2n; hence n′ = 2n,4n
or 8n.
Claim. Any curve Ci meeting with Cx cannot have multiplicity 1 and if the multiplicity
is 2, then [Γ (Ci,OCi ) : k] = 2n.
Proof. Suppose that Ci has multiplicity 1 in Y . Then we have 0 = Ci ·Y C2i +3Ci ·Cx =
C2i + 6n which is impossible. If Ci has multiplicity 2 in Y , then 0 = Ci · Y  2C2i + 3Ci ·
Cx = 2C2i + 6n. Therefore C2i must be −4n. 
If n′ = 8n, Cx ·D′ = 4n. It implies that Cx must be an end in D since otherwise at least
one curve meeting Cx has multiplicity 1. Hence we have only one case:
The intersection property easily shows that the only possible diagram for D is
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If n′ = 4n, Cx ·D′ = 8n; hence we have the following cases for D:
(1)
(2)
(3)
We get the second diagram in Ck from (1) and nothing from (2) and (3).
If n′ = 2n, Cx ·D′ = 10n; hence we have the following cases for D:
(1)
(2)
(3)
(4)
We get the first in Ck from (1), the second in Bk from (4) and nothing from (2) and (3).
Let σ ∈ H 0(ω⊗2X/S |Y ) with σ(x) = 0. Then σ |C ≡ 0 and Z(σ) = y1 + y2 or y (y1 = y2
could happen).
Claim 1. There is a basis of H 0(ω⊗2X/S |Y ) consisting of {σ1, . . . , σ 32 n′ } such that σi(x) = 0
and so these do not vanish on any component.
Proof. We have H 1(ω⊗2X/S |Y ) = 0 by Lemma 4. Then Riemann–Roch gives [H 0(ω⊗2X/S |Y ) :
k] = 32n′. The existence of such basis comes from the openness of the nonvanishing prop-
erty in the statement. 
Claim 2. [H 0(Y,OY ) : k] n.
Proof. Choose C ′ in D with [Γ (C′,OC′) : k] = n. Then we have an exact sequence
0 → H 0(Y −C′,OY−C′(−C′))→ H 0(Y,OY ) → H 0(C′,OC′)→ ·· · .
Here H 0(Y −C′,OY−C′(−C′)) ∼= H 1(Y −C′,ωY−C′(C′))∗ ∼= H 1(Y −C′,ωX(Y ))∗. But
H 1(Y −C′,ωX(Y )) = 0 by Lemma 4 because C has multiplicity 1 in Y ; hence B2 < 0 for
any subcurve B of Y −C′. 
We can assume that Z(σj ) = y1 + y2 for some j . (Suppose not. Then the zero divisor
of each σi has the second type. If σj1 and σj2 have Z(σj1) = Z(σj2) = y, σj1/σj2 is in
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y1 = y2. Then {σj1, σj2} generate ω⊗2X/S .) Let C′ be a (−2)-curve in Y with [Γ (C′,OC′) :
k] = n. Consider an exact sequence
0 → ω⊗2X/S
(−Y +C′)∣∣
C′ → ω⊗2X/S |Y → ω⊗2X/S |Y−C′ → 0.
This induces an exact sequence
0 → H 0(ω⊗2X/S(−Y +C′)∣∣C′)→ H 0(ω⊗2X/S |Y )→ H 0(ω⊗2X/S |Y−C′)
→ H 1(ω⊗2X/S(−Y +C′)∣∣C′)→ 0.
We have deg(ω⊗2X/S(−Y + C′)|C′) = C′2. It implies that H 0(ω⊗2X/S(−Y + C′)|C′) = 0 and
H 1(ω⊗2X/S(−Y +C′)|C′) ∼= Γ (C′,OC′). Hence we have an exact sequence
0 → H 0(ω⊗2X/S |Y )→ H 0(ω⊗2X/S |Y−C′)→ Γ (C′,OC′)→ 0.
Therefore H 0(ω⊗2X/S |Y−C′) has a basis σ1, . . . , σ 32 n′ , τ1, . . . , τn where σj ’s extend to Y .
But we have H 1(ω⊗2X/S |Y−C′(−yi)) = 0 by Lemma 4 hence H 0(ω⊗2X/S |Y−C′(−yi)) has di-
mension n + n′2 . Therefore at least one of σj ’s does not vanish at yi . This concludes the
proof. 
Corollary 8. ω⊗mX0 is globally generated for m 2.
6. Canonical rings and Koszul cohomology
Using Theorem 7 together with a slightly adapted K. Konno’s argument in [11], we
will show that the canonical ring R(X0,ωX0) =
⊕
m0 H
0(X0,ω
⊗m
X0
) is generated by ele-
ments of degree up to 5. Konno’s argument uses a formal generalization of Green’s Koszul
cohomology.
6.1. Koszul cohomology (see [11] or [5])
Let D be a curve (i.e., an effective divisor) in a regular surface X over a fixed field K .
Let L and M be two line bundles on D and W a subspace of H 0(D,L). Then we have
natural differentials (or Koszul maps)
di,j :
i∧
W ⊗H 0(D,M+ jL) →
i−1∧
W ⊗H 0(D,M+ (j + 1)L).
Put Ki,j (D,M,W) = Ker(di,j )/ Im(di+1,j−1). For convenience we put Ki,j (D,M,L) :=
Ki,j (D,M,H 0(D,L)).
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(1) h0(D,M+ jL) = 0.
(2) h0(D,M+ jL) = 1 andM+ jL∼=OD .
Proof. The Koszul map
i∧
W ⊗H 0(D,M+ jL) →
i−1∧
W ⊗H 0(D,M+ (j + 1)L)
can be identified with
r+1−i∧
W ∗ ⊗H 0(D,M+ jL) →
r+2−i∧
W ∗ ⊗H 0(D,M+ (j + 1)L).
Put t = r + 1 − i. Let {s1, . . . , sr} be a basis for W and {e0, . . . , er} the dual basis. Then
the Koszul map is given by
∑
αi1,...,it ei1 ∧ · · · ∧ eit 
→
∑
(−1)jα
i1,...,iˇj ,...,it+1sij ei1 ∧ · · · ∧ eit+1 .
Therefore an element in the kernel can be identified with a collection
{
αi1,...,it ∈ H 0(D,M+ jL)
}
such that
αi2,...,it+1si1 + · · · + αi1,...,it sit+1 = 0.
Hence the lemma holds trivially. 
Assume that W is base point free with dimK W = r+1. Then we have an exact sequence
0 → E → W ⊗OD → L→ 0,
where E is a locally free sheaf of rank r and ∧r E OD(−L). Tensoring with OD(M+
jL), we get
0 → Ei,j →
i∧
W ⊗OD(M+ jL) → Ei−1,j+1 → 0,
where Ei,j =∧i E ⊗ OD(M + jL). Then we have di,j :∧i W ⊗ H 0(D,M + jL) →
H 0(D,Ei−1,j+1) → ∧i−1 W ⊗ H 0(D,M + (j + 1)L). By chasing diagrams we can
prove:
Lemma 10 (Duality, 1.2.1 in [11]). Ki,j (D,M,W) is dual to Kr−1−i,2−j (D,
KD −M,W).
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Ki,j (D,M,W)
∼= Coker
{i+1∧
W ⊗H 0(M+ (j − 1)L)→ H 0(Ei,j )
}
∼= Ker
{
H 1
( i∧
E∗ ⊗OD(KD −M− jL)
)
→
i+1∧
W ∗ ⊗H 1(KD −M− (j − 1)L)
}∗
∼= Ker
{
H 1
( r−i∧
E ⊗OD
(
KD −M− (j − 1)L
))
→
r−i∧
W ⊗H 1(KD −M− (j − 1)L)
}∗
∼= Coker
{r−i∧
W ⊗H 0(KD −M+ (1 − j)L)
→ H 0
( r−1−i∧
E ⊗OD
(
KD −M+ (2 − j)L
))}∗
= Kr−1−i,2−j (D,KD −M,W)∗. 
Corollary 11. Let D be a curve on a regular surface which satisfies H 0(D,−mKD) =
0 for all positive integer m and dimK H 0(D,OD) = 1. Put g′ = dimK H 0(D,KD).
Assume that 2KD is generated by its global sections. Then Ki,j (D,OD,2KD)∗ ∼=
K3g′−5−i,2−j (D,KD,2KD). Hence Ki,j (D,KD,2KD) = Ki,j (D,OD,2KD) = 0 for
j  3 and Ki,2(D,KD,2KD) = 0 when 3g′ − 5 − i  1.
Proof. The statement is clear from Lemma 10 along with Lemma 9. 
Proposition 12. Let D be a 1-connected curve on a surface with KD nef and dimK H 0(D,
KD)  2. Assume that OD(mKD) is globally generated for m  2. Then R(D,KD) =⊕
n0 H
0(D,nKD) is generated in degree up to 4.
Proof. We only need to show that
H 0(D,2KD)⊗H 0(D,nKD) → H 0
(
D,(n+ 2)KD
)
is surjective for n 3. This follows from Corollary 11. 
Using the above proposition and the result from the previous section, we have the fol-
lowing:
Proposition 13. Assume that the original settings for X → Spec(R) hold. If X0 is 1-con-
nected, then R(X0,ωX0) is generated in degree up to 4.
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KD)− 2)[K : k] and g  2. Proposition 12 concludes the proof. 
We will extend this proposition to the general case where X0 is not necessarily 1-con-
nected. Then X0 = rY for some integer r .
Lemma 14. Let m  2. Then H 0(iY,ω⊗mX0 ) → H 0(jY,ω⊗mX0 ) is surjective for any
i > j > 0.
Proof. We need to show that H 1((i − j)Y,ω⊗mX0 (−jY )) = 0. This follows from
Lemma 4. 
Theorem 15. Without the 1-connected condition for X0, R(X0,ωX0) is generated in degree
up to 5.
Proof. Let m 4. We will show that
H 0
(
iY,ω⊗mX/S
)⊗H 0(X0,ω⊗2X/S)→ H 0(iY,ω⊗m+2X/S )
is surjective for all 1  i  r by induction. Let us assume the induction hypothe-
sis for i = k − 1. Lemma 14 along with the exact sequence 0 → OY (ω⊗mX0 (−(k −
1)Y )) → OkY (ω⊗mX0 ) → O(k−1)Y (ω⊗mX0 ) → 0 implies that, in order to prove the sur-
jectivity of H 0(kY,ω⊗mX0 ) ⊗ H 0(X0,ω⊗2X0 ) → H 0(kY,ω⊗m+2X0 ), it suffices to see that
H 0(Y,ω⊗mX0 (−(k − 1)Y )) ⊗ H 0(Y,ω⊗2X0 ) → H 0(Y,ω⊗m+2X0 (−(k − 1)Y )) is surjective.
Therefore we need to show that
H 0
(
Y,ω⊗mX0 (−lY )
)⊗H 0(Y,ω⊗2X0
)→ H 0(Y,ω⊗m+2X0 (−lY )
)
is surjective for all 0 l  r − 1.
Claim 1. K0,j (Y,ω⊗2X0 (−lY ),ω⊗2X0 ) = 0 for all j  2.
Proof. Let s + 1 be the dimension of H 0(Y,ω⊗2X0 ) over K = Γ (Y,OY ). We have
K0,j (Y,ω
⊗2
X0
(−lY ),ω⊗2X0 ) ∼= Ks−1,2−j (Y,ω⊗−1X0 ((l + 1)Y −X0),ω⊗2X0 )∗ by Lemma 10. The
claim is true once the group H 0(Y,ω⊗3−2jX0 ((l + 1)Y − X0)) vanishes by Lemma 9.
In fact, H 0(Y,ω⊗3−2jX0 ((l + 1)Y − X0)) ∼= H 1(Y,ω
⊗2j−2
X0
(−lY ))∗ = 0 for all j  2 by
Lemma 4. 
Claim 2. K0,j (Y,ωX0(−lY ),ω⊗2X0 ) = 0 for all j  3.
Proof. A similar argument as in Claim 1 leads to showing the vanishing of H 1(Y,
ω
⊗2j−3
X0
(−lY )) for all j  3. It is true again by Lemma 4. 
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H 0
(
Y,ω⊗mX0 (−lY )
)⊗H 0(Y,ω⊗2X0
)→ H 0(Y,ω⊗m+2X0 (−lY )
)
is surjective for all m 4 and all 0 l  r − 1. This ends the proof of this theorem. 
Corollary 16. Let f :X → S be a relatively minimal fibration of curves of genus g  2
where X (respectively S) is a regular scheme of dimension 2 (respectively 1). Then the
relative canonical algebra R(f ) =⊕m0 f∗(ω⊗mX/S) is generated by elements in degree
up to 5.
7. Remarks
7.1. By following the statements in [11], we can prove the following:
Let F be a fiber in a relatively minimal fibration of curves of genus g  2 over an
algebraically closed field k. Then the canonical ring R(F,KF ) is generated in degrees
1, 2 and 3 except when F is a multiple fiber which contains a (−1)-elliptic cycle E such
that E ⊂ Bs|KF |. In the exceptional case, it needs one more generator in degree 4.
In general, the methods in [11] cannot be applied; e.g., the third part of Lemma 1.2.2 in
[11] does not hold if the base field is not algebraically closed.
7.2. In Theorem 15 if the fundamental cycle Z of Y (refer [1]) is strictly less
than Y , we can show that R(X0,ωX0) is generated in degree up to 4. It is because
H 1(Y,ωX0(−lY )) = 0. The vanishing comes from the exact sequence 0 → ωX0(−lY −
Z)|Y−Z → ωX0(−lY )|Y → ωX0(−lY )|Z → 0 along with Lemma 4.
7.3. I would like to see a generalization of Corollary 16 to the case where S is not
necessarily one-dimensional. For this we will need a similar global generatedness of ω⊗mX/S .
Here is one notable thing with dimS = 2. If we have a family f :X → S of curves over
a surface over an algebraically closed field k with X and S regular, ωX/S can be shown
to be relatively nef using deformation theory (see, e.g., [9]). Assuming S to be projective
over k and A is sufficiently ample on S, ω⊗2X/S ⊗ f ∗(A) is nef and big. Using Keel’s results
in [8], ω⊗2X/S ⊗ f ∗(A) is semi-ample if k is the algebraic closure of a finite field.
7.4. By Corollary 16 we can define Proj(R(f )). The map X → Proj(R(f )) is essen-
tially the contraction of all (−2)-chains in each fiber to points. There is a very similar
phenomenon for a regular minimal surface over C (see [3]).
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