The study of any biological variable requires statistical analysis to differentiate between chance observations and observations influenced by other measurable factors. For example, when comparing two groups, a difference in their means or medians may represent a chance observation or may indicate that the groups are different in relation to the variable under study. We use statistics to help us decide which of these two alternatives is more likely. Typically, we apply an inferential statistical test to obtain a P value (e.g. a t-test). A P value <0.05 indicates that the probability of the two groups being the same is less than one in 20, which is conventionally, but arbitrarily, taken as indicating that the groups are 'statistically significantly' different (i.e. the null hypothesis is rejected). On the other hand, if the P value is >0.05, we can make a decision that the groups are not different (i.e. we accept rather than reject the null hypothesis). However, in both cases, because we are dealing with probabilities, we may be right, or we may be wrong.
Fortunately, the probability of being wrong can be quantified. Deciding that the groups are different, when in fact they are the same, is known as an alpha error, which is equal to the P value considered to be statistically significant (most commonly 0.05) 1 .
Deciding that the groups are the same, when in fact they are different, is known as a beta error, which is determined mainly by the minimum size difference we consider important, the sample size, and the variability in both groups 1 . For most studies, the beta error chosen in the planning stage is 0.1 or 0.2. The power of a test is 1-beta, often expressed as a percentage. This means that if we choose an alpha error of 0.05 and beta error of 0.2, there is a 5% chance of being wrong about an observed difference, and a 20% chance of being wrong about 'no difference' 1 .
If we find a very low P value when we have completed the study, then the chances that we have made an alpha error might decrease accordingly. However, if we find a P value >0.05, the chance that we have made a beta error remains at least 20%. It follows that it is easier to be confident about a difference that to be confident about 'no difference'.
In order to overcome the inherent limitations of hypothesis testing and P values, we are encouraged to use confidence intervals (CI). Confidence intervals certainly provide more information about the likely magnitude of differences between groups and take into consideration both variability and sample size. The 95% CI of the difference between two groups indicates that there is a 95% probability that the specified interval will include the true population difference. The width of the interval is influenced by the variability in the sample and the sample size. If the 95% CI does not include zero, then the null hypothesis can be rejected with an alpha error of 0.05. In this way, the CI can provide similar information to a hypothesis test about the likelihood of being wrong when claiming a difference. On the other hand, if the 95% CI includes the point zero, we accept the null hypothesis (given an alpha error of 0.05) and decide that there is 'no difference' between the groups. Nevertheless, as with hypothesis testing, we still require an a priori power calculation to determine our probability of being right or wrong about 'no difference'. Unfortunately, while there are techniques available for estimating beta error and power using CI, they are infrequently used 2 .
Alpha and beta errors are inherent aspects of the correct application of inferential statistics. They are statistical errors, not human errors. So long as the statistics are used correctly there is a high probability of being right, or at least being wrong within acceptable limits. However, if inferential statistics are applied incorrectly, this is a human error and we have no information on the probabilities of being right or wrong. To use a term coined by the theoretical physicist Wolfgang Pauli, we risk being 'not even wrong' 3 .
Unfortunately, incorrect application of inferential statistics is very common. Even if the appropriate test is chosen, it is not unusual to be presented with multiple simultaneous comparisons, or absent or incomplete power calculations. Multiple simultaneous comparisons, if uncorrected, increase the likelihood that one of the P values will be <0.05 by chance alone. This means that a 'chance' finding of a difference in one of the variables will be more than one in 20, thereby increasing the likelihood of being wrong. Similarly, if there is inadequate statistical power (e.g. <80%) due to a limited sample size, then the chance of being wrong about 'no difference' will also increase. Worse, if the power calculation is incomplete, inappropriate or absent, we will not know the chance of being wrong about 'no difference'. It might be 10%, 20% or even 50%. We just cannot know. Often, a power calculation will be presented for only one outcome measure,
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Anaesthesia and Intensive Care, Vol. 38, No. 6, November 2010 despite the assessment of several outcomes. This is particularly common for secondary and subgroup outcomes. Readers of journal articles should be wary of any 'non-significant' P value without its own a priori power calculation. They should also scrutinise power calculations to ensure that the 'minimal important difference' used in the power calculation is appropriate.
When assessing the effect of multiple variables on an outcome, it is common to develop a model using a multiple regression technique and to exclude one or more variables from the model based on nonsignificant P values (or the 95% CI crossing zero) 1 . However, while the alpha error of this approach is often explicit (e.g. 0.05), it is uncommon for the beta errors to be presented or discussed. Under these circumstances, it is not possible to know the probability of being right or wrong about the variables that have been excluded. Moreover, even if there were 80% power, there would still be a 20% chance of being wrong for each excluded variable.
There are many other potential errors in the application of inferential statistics and the interpretation of P values. These are outside the scope of this editorial, but have been well covered elsewhere 1, 4, 5 . Suffice to say that journal articles will vary in their standard of statistical analysis, and readers should not assume that all errors or misinterpretations are identified during the peer review process.
In summary, if inferential statistical analysis is performed correctly, there is a high probability of being right about whether or not there is a true difference between groups. However, there is always a predetermined possibility of being wrong, which is quantified by the alpha and beta errors. In other words, P values and CI provide information on probabilities, but do not provide 'proofs'. It is important for investigators and readers alike to be aware of this inherent uncertainty in all forms of statistical analysis.
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