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Abstract—The Cardinalized Probability Hypothesis Density
(CPHD) filter has become one of the most acclaimed algorithms
for multi-target Bayesian filtering due to its ability to accurately
estimate the number of objects and the object states in tracking
scenarios affected by clutter. The CPHD filter generalizes the
Probabilistic Hypothesis Density (PHD) filter by jointly propa-
gating the first-order multi-target moment (intensity function)
along with the entire probability distribution on the number of
targets (cardinality distribution). In general, the CPHD recursion
is computationally intractable, however successful approxima-
tions have been devised with reported computational complexity
dominated by O(m3) operations per filtering iteration, where
m is the number of measurements. Room for improvement was
originally acknowledged by Mahler, who conceived the idea of
approximating the cardinality distribution by two-parameter
distributions. In this paper, we further explore this idea to
provide an efficient approximation of the CPHD filter where
the cardinality distribution is modeled as a discretized Gamma
distribution. Experiments show that the resulting filter is less
computationally complex than the standard implementation of
the CPHD filter but shows similar cardinality accuracy and
variance.
I. INTRODUCTION
Multi-target tracking is concerned with estimating the states
of several objects of interest from a sequence of observations
corrupted by noise, in the presence of missed detections and
false alarms. The classical literature on multi-target tracking
relies on the use of multivariate Bayesian statistics for es-
timating the target states while, at the same time, resorting
to a combinatorial analysis for capturing the very complex
problem of associating objects to sequences of measurements.
Celebrated methods, such as the Multi-Hypothesis Tracking
(MHT) [1] and Joint Probabilistic Data Association (JPDA)
[2] have become traditional due to three factors. First, their
ability to incorporate established filtering techniques (e.g.,
Kalman measurement update). Second, their ability to provide
multi-target state estimates that are accurate enough to be
practically useful. Third, the computational power available in
modern digital computers becoming sufficient to allow such
methods to run in real-time.
The Probability Hypothesis Density (PHD) filter [3] has
set the cornerstone for a completely new way of interpreting
multi-target Bayesian inference: a view where data associa-
tion is avoided by making a judicious choice related to the
targets’ state description while promoting a neat and elegant
mathematical formulation. In this formulation, a collection
of target states is considered as a random set-valued state
and the collection of sensor measurements is treated as a
random set-valued observation. While intimately related to
the theory of stochastic population processes [4], the multi-
target Bayesian framework proposed by Ronald Mahler has
been rather stated in terms of random finite sets (RFS) on
which operations are given in the context of finite-set statistics
(FISST) [5, 6]. In this context, the PHD recursion [3] was
developed as a first-moment approximation to the multi-target
Bayesian filtering problem, where the algorithm propagates
the posterior intensity function of the set of targets’ states in
time. Recent advances of filters based on finite-set statistics
include the filters exactly derived for labeled RFS’s [7, 8].
In their influential analysis of the PHD filter, Erdinc, Wil-
lett, and Bar-Shalom [9] pointed out that its most prominent
limitation resides in that the filter is first-order on the number
of targets (cardinality). Since the number of targets in the PHD
filter is assumed to be Poisson-distributed, the cardinality
mean equals the variance. This gives rise to very unstable
cardinality estimates when considering scenarios involving
large number of missed detections or false alarms. In order
to address this concern, Mahler derived the Cardinalized
PHD (CPHD) filter [10, 11] which propagates the first-
order multi-target moment (intensity function) along with the
entire cardinality distribution. However, in general, practical
implementations of the CPHD filter (e.g., [12]) are deemed
to demand O(m3) operations per filtering iteration, where
m is the number of measurements. Mahler acknowledged
there was room for computational improvement via additional
approximation. With this potential in mind, he conceived the
idea of approximating the cardinality distribution by two-
parameter distributions and devised a cardinalized filter, the
“binomial filter”, whose number of targets is assumed to be
distributed according to a binomial distribution [13]. Some
developments in the same ethos have been proposed in terms
of a model based on the Panjer distribution, such as that of
Franken et al. [14], and a recent new filter by Schlangen et al.
[15] that assumes the cardinality distribution to be a Panjer
distribution and establishes a recursion where both the first
moment and a second-order entity, the regional variance [16],
are propagated in the filtering procedure.
PHD filters that are second-order in target number have a
clear advantage relative to the CPHD filter: they approximate
a special case of the CPHD filter by reproducing, for a family
of discrete probability distributions, the essential strategy of
the Kalman filter, i.e., estimating sufficient statistics rather
than the complete distribution. Mahler’s binomial filter has
particular merit in this context since the binomial distribu-
tion is the most basic discrete distribution that can describe
processes where the variance is smaller than or equal to
the mean, hereafter called underdispersed processes. Their
importance of this latter aspect becomes clear when we notice
that, in most practical cases, cardinality estimates should
be underdispersed because with a fairly high probability of
2detection and a moderate number of false alarms, the set of
measurements is highly informative about the target number.
Unfortunately, the binomial filter suffers from a fundamental
drawback: the number of trials of a binomial distribution is
strongly constrained by the filtering scenario, and the filter
derived in [13] loses its validity when the predicted number
of trials is smaller than the number of measurements.
This paper proposes a new filter that is second-order in
target number, where the multi-target state is assumed to
follow an independent and identically distributed cluster pro-
cess with the cardinality distribution modeled as a discretized
Gamma distribution. Although apparently complicated, a dis-
cretized Gamma distribution allows simple calculations for
approximating the first- and second-order moments of the
posterior cardinality distribution, and efficiently addresses
tracking scenarios with underdispersed target count while
avoiding the restrictions imposed by the binomial filter. This
latter feature is important because, when provided an i.i.d.
cluster process with overdispersed cardinality model, the filter
would most probably suffer from the same instability as that
found in the PHD filter.
The paper is organized as follows. Section II establishes
some mathematical preliminaries and Section III briefly
presents the CPHD recursion. Section IV provides an analysis
of the binomial filter. Section V proposes the Discrete-Gamma
CPHD recursion. Section VI presents a comparison of the
proposed algorithm with the PHD and CPHD filters, in the
context of an illustrative simulated scenario. Section VII
concludes. Proofs associated with the derivation of the DG-
CPHD algorithm are available in the supplementary material.
II. MATHEMATICAL PRELIMINARIES
In this section we briefly present the mathematical concepts
required to understand the paper: multi-target statistics, point
processes, probability generating functionals, and the intensity
function of a state set density. We shall use the same de-
scription and notation originally proposed by Mahler [3, 11],
though we note that a description reminiscent of the seminal
work by Moyal [4] and related to a similar formulation
[17, 18] has been adopted in some recent papers [15, 16, 19],
appealing to the measure-theoretic formalism. Our choice to
adopt Mahler’s description is just a matter of convenience
when referring to expressions derived in [11], which may
prevent the reader from having to translate between two
equivalent formalisms.
A. Multi-target Statistics and Point Processes
Let xi ∈ X ⊆ Rdx be a dx-dimensional vector describing
the state of a single target identified by i. We assume a
scenario with a random number n ∈ N of targets, and the
collection of targets has no intrinsic ordering such that the
joint state of this collection is represented by the finite set
x1:n = {x1, x2, . . . , xn} where x1, . . . , xn are state vectors of
all targets. By allowing such set of targets to be random in
number of elements and state vectors, then the resulting set
is a random finite set (RFS). Let Ξ be a random finite set and
X := {x1, . . . , xn} its realization, the multi-target probability
density can then be described as
pΞ (X) = pN (n) px1:n|N ({x1, . . . , xn}|n) , (1)
where pN (n) is the cardinality distribution, and
px1:n|N ({x1, . . . , xn}|n) is the joint probability density
of the point set x1:n. In addition, the random finite set Ξ
can be formally understood as a point process that pertains
to the composite space X =
⋃∞
n=0 Xn, i.e., Ξ ∈ X , with
probability density pΞ. If the point process Ξ is an i.i.d.
cluster process, the multi-object probability density assumes
the form pΞ (X) = pN (n) ·n!
∏n
i=1 p(xi), where p(xi) is the
spatial probability density of each target i ∈ {1, . . . , n} and
the term n! accounts for all possible orderings of the finite
set of states x1:n. Particularly, if the point process is Poisson
with mean µ, then pΞ(X) = e−µ
∏n
i=1 µp(xi). We can verify
that pΞ (X) is a probability density by identifying the value
of its set integral over all possible realizations as∫
pΞ (X) δX
,
∞∑
n=0
1
n!
∫
Xn
pN (n) px1:n|N ({x1, . . . , xn}|n) d(x1, . . . , xn)
=
∞∑
n=0
pN (n)
∫
Xn
[
n∏
i=1
p(xi)
]
d(x1, . . . , xn) = 1. (2)
In a similar way, let zj ∈ Z ⊆ Rdz be a dz-dimensional
vector describing the jth measurement collected by one (or
more) sensor(s). We also assume that there is a random
number m ∈ N of measurements, possibly originated from
targets or false alarms and without specific order, that can
be described by a random finite set Ψ with finite point set
z1:m = {z1, . . . , zm} and where z1, . . . , zm are all observa-
tion vectors. For any realization of Ψ, say Z, multi-target
likelihood functions can be defined as a generalization of
single-target likelihoods with properties analogous to those
described for the multi-target density, i.e., likelihoods of the
type pΨ|Ξ(Z|X) are possible.
B. Probability Generating Functions and Functionals
Given a probability mass function pN (n) = Pr {N = n}
of a discrete nonnegative random variable N , its probability
generating function (p.g.f. or PGF) is defined as
GN (ζ) ,
∞∑
n=0
pN (n)ζ
n ≡ E [ζN ] , (3)
which converges absolutely for ζ ∈ C such that1 |ζ| ≤ 1.
From (3) one can recognize that pN (n) = G
(n)
N (0)/n! and
GN (1) = 1. Similarly, an analogous concept can be applied
to a point-process random variable (random finite set), Ξ, via
the probability generating functional (p.g.fl. or PGFL)
GΞ[h] =
∫
hXpΞ (X) δX ≡ E
[
hΞ
]
=
∞∑
n=0
pN (n)
∫
Xn
[
n∏
i=1
h(xi)p(xi)
]
d(x1, . . . , xn), (4)
where h : X → [0, 1] is a test function analogous to ζ for
the PGF, where hX = 1 if X = ∅ and hX = ∏ni=1 h(xi) if
X = {x1, . . . , xn}.
C. Functional Differentiation and the Intensity Function
The functional derivative of a probability generating func-
tional with respect to x ∈ X is defined as
δGΞ
δx
[h] , lim
ε↘0
GΞ[h+ εδx]−GΞ[h]
ε
, (5)
1Other values of ζ may lead to convergence, though |ζ| ≤ 1 is a sufficient
condition.
3where δx = δ(x′−x) is the Dirac delta function concentrated
at x and the differentiation is assumed linear and continuous
for a fixed h. It is worth noting that the definition (5) is
heuristic because the Dirac delta is not a valid test function in
view of (4). A rigorous definition of the functional derivative
can be found in [20]. When differentiating with respect to
a random set realization X := {x1, . . . , xn}, the following
definitions apply:
δGΞ
δX
[h] , δ
nGΞ
δx1 . . . δxn
[h],
δGΞ
δ∅ [h] , GΞ[h]. (6)
As detailed in [5], functional derivatives obey rules analogous
to those of elementary calculus, including the rule for a linear
functional, product rule, and chain rule. The first moment of
the random finite set Ξ (point process) is what is generally
called the “intensity function”, or the probability hypothesis
density (PHD) [3]. The first moment can be derived from the
first derivative of the probability generating functional as
DΞ(x) =
δGΞ
δx
[1], (7)
or equivalently from a set expectation according to
DΞ(x) =
∫
δX(x)pΞ(X)δX = E [δΞ(x)] , (8)
where δX(x) ,
∑
xˆ∈X δ(x − xˆ). The intensity function
DΞ(x) can be interpreted as a density of objects at x, i.e.,
E [|Ξ ∩ S|] = ∫S DΞ(x)dx gives the expected number of
objects in the region S ⊆ X .
III. THE CARDINALIZED PHD FILTER
In this section we present the CPHD filter in its original
form. The CPHD recursion was proposed by Mahler in [10,
11] to address the instability of the PHD filter when estimating
the target number. The CPHD recursion propagates the first-
order multi-target moment (intensity function) along with the
entire cardinality distribution. The CPHD recursion is derived
based on the following assumptions:
Assumption 1. Each target moves independently of one
another, with motion modeled by a single-target Markov tran-
sition density pt,k|k−1(x|x′), which we abbreviate as pt(x|x′).
Assumption 2. Existing targets may disappear between two
time steps with probability 1−ps,k|k−1(x), where ps,k|k−1(x)
is the probability that a target with state x will survive
between time steps k − 1 and k, hereafter abbreviated as
ps(x).
Assumption 3. New targets can appear in the scene inde-
pendently of the existing targets, according to a Poisson point
process. New targets are realized at time step k with joint
density bk|k−1(X). The intensity function of the corresponding
random finite set is denoted as Db(x), and its cardinality
distribution is denoted as pb(n) whose p.g.f. is Gb(x).
Assumption 4. Measurements generated from targets are
independent of one another, with single-target likelihood func-
tion `k,z(x) = p`,k(z|x), hereafter abbreviated as `z(x).
Assumption 5. The sensor detects a single target with state
x at the time step k with probability pd,k(x), abbreviated as
pd(x) and the probability of not detecting the target is denoted
as qd(x) = 1− pd(x).
Assumption 6. False alarms may affect the observation,
and are assumed to be characterized by a Poisson random
finite set (or point process) and independent of the actual
measurements. At the time step k, the sensor obtains a number
of false alarms whose spatial distribution is individually
given by the probability density ck(z) and whose cardinality
distribution is given by pc,k(m), abbreviated as c(z) and
pc(m) respectively, and where the average number of false
alarms is denoted by λ = Epc [m]. The p.g.f. of pc(m) is
denoted as Gc(x).
Assumption 7. Both the prior and posterior multi-target
random finite sets are i.i.d. cluster processes.
A. CPHD Prediction Step
At a given time instant k−1 one has in possession estimates
of the intensity Dk−1(x|Z1:k−1), the expected number of
targets Nˆk−1, and the cardinality distribution pk−1(n|Z1:k−1),
conditioned on all measurements received to date, Z1:k−1 =
{Z1, . . . ,Zk−1}, where Zk−1 is the RFS realization contain-
ing all observations received at time instant k − 1. In this
section, we notationally suppress the conditioning on Z1:k−1
to express the intensity function and cardinality distribution
in the concise forms Dk−1(x) and pk−1(n), respectively.
We write ςk−1(x) := Nˆ
−1
k−1Dk−1(x), abbreviated as ς(x)
in this section, and recall the definition of inner product
between functions as 〈f, g〉 , ∫X f(x′)g(x′)dx′. The prior
p.g.f. corresponding to the prior cardinality distribution is
given by
Gk|k−1(x) = Gb(x) ·Gk−1(〈1− ps, ς〉+ 〈ps, ς〉x), (9)
where Gk−1(x) is the p.g.f. of the cardinality distribution at
time step k−1, and the equality2 is valid under Assumption 7.
Expression (9) follows from the assumption that the birth
process is independent of the prior process of targets that
survived, which in turn is written for a Bernoulli survival
transition by using the Watson-Galton recursion [21]. The
CPHD prediction step obtains the prior intensity function,
prior expected number of targets, and prior cardinality dis-
tribution according to
Dk|k−1(x) = Db(x) +
∫
X ps(x
′) pt(x|x′)Dk−1(x′)dx′, (10)
Nˆk|k−1 = Nˆb,k + Nˆs,k, (11)
pk|k−1(n) =
∑n
i=0 pb(n− i) 1i!G(i)k−1(〈1− ps, ς〉)〈ps, ς〉i, (12)
where Nˆb,k = 〈1, Db〉 is the expected number of newborn
targets, and Nˆs,k = 〈ps, Dk−1〉 is the expected number of
targets that have survived from time step k − 1.
B. CPHD Measurement Update
In this section we assume that measurements are collected
from a single sensor at time instant k, as a realization Zk
of the observation RFS Ψk, with a finite point set zk,1:mk =
{zk,1, . . . , zk,mk} of collected measurements. Based on the
prior intensity function Dk|k−1(x|Z1:k−1), prior expected
number of targets Nˆk|k−1, and prior cardinality distribution
pk|k−1(n|Z1:k−1) the realization Zk is used to produce the
posterior intensity function Dk(x|Z1:k), posterior expected
number of targets Nˆk and posterior cardinality distribution
pk(n|Z1:k).
We denote the intensity functions as Dk|k−1(x) and Dk(x),
and the cardinality distributions as pk|k−1(n) and pk(n). In
2In practice this is an approximation.
4addition, we set ςk|k−1(x) := Nˆ
−1
k|k−1Dk|k−1(x), abbreviated
as ς(x) in this section. The p.g.f. of the posterior cardinality
distribution is approximately given by
Gk|k(x) =
∑mk
j=0 x
jG
(mk−j)
c (0)G
(j)(x〈qd, ς〉)σj(Zk)∑mk
i=0G
(mk−i)
c (0)G
(i)(〈qd, ς〉)σi(Zk)
, (13)
where mk = |Zk|, G(x) = Gk|k−1(x), and for a set Z with
m = |Z|,
σi(Z) , σm,i
( 〈pd`z1 , ς〉
c(z1)
, . . . ,
〈pd`zm , ς〉
c(zm)
)
, (14)
where σm,i(x1, . . . , xm) is the elementary homogeneous sym-
metric function of degree i in x1, . . . , xm. By defining
Υk[Z] =
∑|Z|
j=0G
(|Z|−j)
c (0)G
(j+1)(〈qd, ς〉)σj(Z)∑mk
i=0 G
(mk −i)
c (0)G
(i)(〈qd, ς〉)σi(Zk)
, (15)
the CPHD measurement-update step can be described as
Dk(x) =
qd(x)
G(1)(1)
Υk [Zk]Dk|k−1(x)
+
pd(x)
G(1)(1)
∑
z∈Zk
`z(x)
c(z)
Υk [Zk \ {z}]Dk|k−1(x), (16)
Nˆk = G
(1)
k (1) ≈ arg maxn pk(n), (17)
pk(n) =
∑mk
j=0G
(mk−j)
c (0)
〈qd,ς〉n−j
(n−j)! ·G(n)(0)σj(Zk)∑mk
i=0G
(mk−i)
c (0)G
(i)(〈qd, ς〉)σi(Zk)
. (18)
IV. THE BINOMIAL FILTER
The binomial filter [13] was proposed as one further step
towards simplification of the CPHD filter. The strategy em-
ployed was to mimic, for a hypothesized discrete distribution,
the procedure of a Kalman filter for the cardinality random
variable, i.e., estimating sufficient statistics. Mahler proposed
that the cardinality should be distributed according to a
binomial distribution,
pN (n) =
(
ν
n
)
ωn(1− ω)ν−n, (19)
which models the probability of n successes out of ν trials
each with probability ω. For the purpose of counting objects
in a scene, the binomial distribution has two virtues: (i)
underdispersion, i.e., the variance is smaller than or equal
to the mean, and (ii) simplicity, with an analytic probability
generating function Gbin(ζ) = (1− ω + ωζ)ν . As touched on
before, the first virtue is very important for the vast majority
of practical applications since in scenarios of fairly high
probability of detection and moderate number of false alarms,
a set of measurements is highly informative about the target
number. Under these conditions, for a sufficiently high number
of targets, it is very unlikely that the cardinality variance
will be perceived as greater than the expected target number.
To verify the underdispersed characteristic of the binomial
distribution, one just needs to note that, for 0 ≤ ω ≤ 1,
var (N) = νω(1− ω) ≤ νω = E [N ] because 1− ω ≤ 1.
On the other hand, the binomial filter has a fundamental
problem: for a given number of measurements mk received
at time step k, the filter requires that νk|k−1 ≥ mk. This is
actually an essential assumption associated with Theorem 2
in [13], which makes possible to establish the measurement-
update step. Ultimately, this assumption poses a limitation
in the number of newly appearing targets that the binomial
filter can cope with. Supposing that Nˆk|k−1 targets have
been predicted in the scene and no false alarms or missed
detections took place, then the maximum number of new
targets that the binomial filter could account for would be3
νˆk|k−1 − Nˆk|k−1 ≈ var(Nk|k−1)/ωˆk|k−1. The problem arises
because when predicting νk|k−1 and ωk|k−1 no information on
the actual number of new targets is available, and the problem
tends to be exacerbated when a high number of false alarms
may be realized, i.e., most probably νˆk|k−1 ≥ mk would not
hold.
V. THE DISCRETE-GAMMA CPHD FILTER
In this section we propose a new approximation to the
CPHD filter in the same ethos of the binomial filter. Such
approximation is based on a new cardinality model, obtained
by discretizing the Gamma distribution for describing count
data. This cardinality model and its properties are explained
in Sections V-A and V-B. In Section V-C we present the
prediction step of the proposed filter, and in Section V-D we
present its measurement-update step. Section V-E is dedicated
to an implementation of the Discrete-Gamma CPHD filter
based on Gaussian mixtures.
A. The Discrete Gamma Distribution
In order to derive the new filter, we assume that the
prior and posterior cardinality distributions can be accurately
approximated as a discretized form of the Gamma distribution,
called discrete Gamma (dGamma) hereafter, with probability
mass function given by
dGamma(n|α, β) , Gamma(n|α, β)∑∞
u=0 Gamma(u|α, β)
, n ∈ N0, (20)
dGamma(n|α, β) = Γ(α)
−1βαnα−1e−βn
Γ(α)−1βα
∑∞
u=0 u
α−1e−βu
=
nα−1e−βn∑∞
u=0 u
α−1e−βu
. (21)
where Gamma(x|α, β) denotes the continuous Gamma prob-
ability density at x ∈ R+ with a shape parameter, α > 0, and
a rate parameter, β > 0. This form of the discrete Gamma
distribution is similar to that presented in [22], except that
their description involves discretizing the shape parameter as
well, i.e. α ∈ N0. The utility of such probability mass function
will become evident later on when we present the filter
equations that follow from it. For now it suffices to mention
its benign characteristics, involving a simple cardinality model
that does not suffer from the shortcoming shown for the
binomial filter, and being suitable for inference of count
phenomena. Specifically, the discrete Gamma distribution
can be either underdispersed or overdispersed. The discrete
Gamma distribution has the probability generating function
GdGamma(ζ) =
∞∑
n=0
dGamma(n|α, β) · ζn
=
∑∞
n=0 n
α−1(e−βζ)n∑∞
u=0 u
α−1e−βu
=
Li1−α(e−βζ)
Li1−α(e−β )
, (22)
where Lis(z) ,
∑∞
k=1 k
−szk, for |z| < 1, is the function
known as the polylogarithm of order s ∈ C and argument
z ∈ C. Interesting particular cases involve Li1(z) = − log(1−
3Typically ωˆk|k−1 is of the same order of magnitude as var(Nk|k−1).
5z), and Li−`(z) = (1 − z)−`−1
∑`
i=0A(`, i)z
`−i, ` ∈ N,
where A(`, i) is an Eulerian number4. This latter case is
used in the description of the discrete Gamma distribution
in [22], and can be computed by evaluating a finite number
of terms. However, in practice, as ` increases, computing
A(`, i) becomes computationally expensive and increasingly
prone to round-off errors. Resorting to the known identity
Li−`(z) = (z · ∂z)` [z/(1− z)] could be an alternative, but
the numerical evaluation of these rational expressions increas-
ingly suffers from cancellation errors as ` becomes large. In
those cases, truncating the polylogarithm’s definition directly
may give a better answer [23]. This constitutes an important
aspect for the implementation of the discrete Gamma filter.
Before closing this section, it is worth remarking that other
discrete distributions for count data were investigated. At a
first glance, some of them appeared as suitable candidates for
our endeavor, including the well-known generalized Poisson
distribution [24] and, more generally, the class of Lagrangian
distributions [25], the Conway-Maxwell-Poisson distribution
[26] and other forms of Gamma-count distributions [27]. In
our investigation, we have verified the feasibility of such dis-
tributions, observing different disadvantages in each one them:
the Lagrangian distributions propose complex implicit forms
of probability generating functions (based on the Lagrange-
Bürmann formula), the Conway-Maxwell-Poisson distribution
requires approximations for the moments that imply specific
conditions on the parameters (limiting the description of
overdispersion), and the Gamma-count distribution in [27]
results in a probability generating function involving many
evaluations of the incomplete Gamma function. Eventually,
we found more favorable characteristics in our approach.
B. Moments of the Discrete Gamma Distribution
From (22), it is not clear whether closed-form solutions
exist for the discrete Gamma factorial moments. We will rely
on a procedure closely related to that shown in [28] in the con-
text of inducing the Euler-Mclaurin summation formula. First
observe that limm→∞
∑m
n=0 n
α−1e−βn converges for β > 1
according to the ratio criterion. Then, we shall assume β > 1
from now on. The analysis requires the continuous distribution
maximum, xm = arg maxx Gamma(x|α, β), xm 6= 0, given
by
d
dx
(
xα−1e−βx
β−αΓ(α)
)∣∣∣∣
x=xm
=
xα−1m e
−βx
β−αΓ(α)
[
(α− 1)x−1m − β
]
= 0,
xm = (α− 1)β−1. (23)
The first two moments of dGamma(n|α, β) are evaluated by
µN = G
(1)
dGamma(1) =
Li−α(e−β)
Li1−α(e−β)
, (24)
σ2N = G
(2)
dGamma(1)− µ2N + µN . (25)
In order to evaluate these moments, one must approximate
ratios of polylogarithms when computing G(1)dGamma(1) and
G
(2)
dGamma(1), whose exact values are not easily calculable. We
shall not prove that G(1)dGamma(1) ≈ αβ−1 and G(2)dGamma(1) ≈
α(α + 1)β−2 − αβ−1 to first order precision, but rather
provide an intuitive argument that hopefully will convince
4The Eulerian number A(`, i) is the number of permutations of the
numbers 1 to ` in which i elements are greater than the previous element.
x
y
=
f
(x
)
A∆,n =
f(n+ 1)− f(n)
2
(xm, f(xm))
f(x) = xα−1e−βx
f(n) = nα−1e−βn
Figure 1. Summation vs. integral of xα−1e−βx (α = 21.5, β = 1)
the reader that higher order terms may be neglected. Set
f(x) = xα−1e−βx and refer to Figure 1 to observe that
dn<xm ,
bxmc−1∑
n=0
f(n)−
∫ bxmc
0
f(x)dx < 0,
dn>xm ,
∞∑
n=bxmc
f(n)−
∫ ∞
bxmc
f(x)dx > 0,
where bxc is the greatest integer less than or equal to x. Let
us compute dn<xm and dn>xm by a first order approximation
where the difference f(n) − f(x), integrated within each
interval x ∈ In = (n, n + 1), is approximated by the area
of a triangle (Figure 1), A∆,n, with base ∆xn = 1 and height
∆fn = |f(n+ 1)− f(n)|, to result
dn<xm ≈ −
1
2
bxme∑
n= 1
(f(n)− f(n− 1)) = −f(bxme)
2
,
dn>xm ≈ +
1
2
∞∑
n=bxme
(f(n)− f(n+ 1)) = +f(bxme)
2
,
since f(0) = limx→∞ f(x) = 0, and where bxe is the
closest integer to x. Therefore, we can approximate the total
difference to first order as
dn = dn<xm + dn>xm ≈
f(bxme)− f(bxme)
2
= 0,
which allows us to get
Li1−α(e−β) =
∞∑
n=0
nα−1e−βn =
∫ ∞
0
xα−1e−βxdx+ dn
≈ β−αΓ(α). (26)
If one is interested in a higher-order approximation of dn,
the areas shown in Figure 1 should rather be approximated
by integrals, within each interval In, of a higher-order fitting
polynomial. As a direct consequence of (26) and based on the
property Γ(α+ `) = (α+ `− 1)Γ(α+ `− 1), ` ∈ N, one can
easily verify the validity of the approximations:
µN =
Li−α(e−β)
Li1−α(e−β)
≈ β
−(α+1)Γ(α+ 1)
β−αΓ(α)
= αβ−1, (27)
σ2N =
Li−α−1(e−β)− Li−α(e−β)
Li1−α(e−β)
− µ2N + µN
≈ β
−(α+2)Γ(α+ 2)− β−(α+1)Γ(α+ 1)
β−αΓ(α)
− µ2N + µN
=
β−αΓ(α)
[
α(α+ 1)β−2 − αβ−1]
β−αΓ(α)
− µ2N + µN
= αβ−2. (28)
6C. Discrete-Gamma CPHD Prediction
The same assumptions used to formulate the CPHD filter,
established in Section III, shall be applied to derive the
Discrete-Gamma CPHD recursion. In addition to Assumptions
1 to 7, the following premise is also considered:
Assumption 8. The prior and posterior multi-target random
finite sets are assumed with multi-object discrete-Gamma
probability densities of the form
pΞ (X) = dGammaα,β (n) · n!
n∏
i=1
p(xi), (29)
where p(xi) is the spatial probability density of each object.
The probability generating functional of (29) can be ob-
tained as
GΞ [h] = EΞ
[
e
∑n
i=0 log h(xi)
]
=
∞∑
n=0
dGammaα,β (n)
∫
Xn
[
n∏
i=1
h(xi)p(xi)
]
dx1:n
=
∞∑
n=0
nα−1
[
e−β
∫
X h (x) ς (x) dx
]n
Li−α+1(e−β)
=
Li−α+1(e−β〈h, ς〉)
Li−α+1(e−β)
, (30)
for β ∈ R, β > 1, and where ς(xi) := p(xi).
Now, based on previous knowledge of Dk−1, αk−1 and
βk−1, i.e., the posterior intensity function and cardinality
parameters from the previous filtering iteration, the predic-
tion step shall obtain the predicted intensity, Dk|k−1, and
predicted cardinality parameters, αk|k−1 and βk|k−1, which
are functions of the prior cardinality mean, µN,k|k−1, and
of the prior cardinality variance, σ2N,k|k−1. The following
proposition establishes how the predicted intensity and car-
dinality parameters are achieved. Proofs are presented in the
supplementary material.
Proposition 1. Provided the posterior intensity function at
time instant k − 1, Dk−1, and the parameters of a posterior
discrete-Gamma cardinality distribution at time instant k−1,
αk−1 (shape) and βk−1 (rate), then, under Assumptions 1–
3 and 8, the predicted intensity function, Dk|k−1, and the
predicted cardinality parameters, αk|k−1 and βk|k−1, are
given by
Dk|k−1(x) = Db(x) +
∫
X ps(x
′) pt(x|x′)Dk−1(x′)dx′, (31)
αk|k−1 =
µ2N,k|k−1
σ2N,k|k−1
, βk|k−1 =
µN,k|k−1
σ2N,k|k−1
, (32)
where
µN,k|k−1 = Nˆk|k−1 = Nˆb,k + Nˆs,k, (33)
σ2N,k|k−1 = µN,k|k−1 + 〈ps, ς〉2αk−1β−1k−1(β−1k−1 − 1), (34)
given the expected number of newborn targets, Nˆb,k =
〈1, Db〉, and the expected number of survived targets, Nˆs,k =
〈ps, Dk−1〉.
It is worth noting that (32) constitute approximations be-
cause µN ≈ αβ−1 and σ2N ≈ αβ−2 as per the method of
approximating moments of the discrete Gamma distribution
presented in Section V-B. Also, note that (31) and (33) are
essentially the same expressions as those found in the standard
CPHD prediction. Also, similarly to the CPHD filter, the
predictions of the intensity function and of the cardinality
distribution are uncoupled. The main difference is in the way
the predicted cardinality distribution is approximated, which
for the DG-CPHD filter is modeled in terms of the discrete
Gamma cardinality parameters αk|k−1 and βk|k−1.
D. Discrete-Gamma CPHD Measurement Update
For the correction procedure, by knowing the prior intensity
function, Dk|k−1, and the prior cardinality parameters, αk|k−1
and βk|k−1, the measurement update step incorporates the set
of all measurements taken at time instant k (realization Zk)
to calculate the posterior intensity function, Dk, and posterior
cardinality parameters, αk and βk, which are functions of
the posterior cardinality mean, µN,k, and of the posterior
cardinality variance, σ2N,k. The following proposition declares
how the posterior intensity and cardinality parameters shall be
calculated. Proofs are presented in the supplementary material.
Proposition 2. Suppose that the prior intensity function at
time instant k, Dk|k−1, and the parameters of a prior discrete-
Gamma cardinality distribution, αk|k−1 (shape) and βk|k−1
(rate), are known. Given a set of mk collected measurements
that define a realization Zk of the observation random finite
set Ψk, then, under Assumptions 4–8, the posterior intensity
function, Dk, and the posterior cardinality parameters, αk
and βk, are given by
Dk(x) =
qd(x)
µN,k|k−1
Θk [Zk]Dk|k−1(x)
+
pd(x)
µN,k|k−1
∑
z∈Zk
`z(x)
λc(z)
Θk [Zk \ {z}]Dk|k−1(x), (35)
αk =
µ2N,k
σ2N,k
, βk =
µN,k
σ2N,k
, (36)
where µN,k|k−1 := αk|k−1β
−1
k|k−1,
µN,k = θ1,0 + θ0,1 · 〈qd, ς〉, (37)
σ2N,k = θ2,0 − θ1,0 + 2θ1,1 · 〈qd, ς〉
+ θ0,2 · 〈qd, ς〉2 − µ2N,k + µN,k, (38)
and where the following definitions apply:
Θk [Z] ,
∑|Z|
j=0 Gˆ
(j+1)(〈qd, ς〉)σ¯j(Z )∑mk
i=0 Gˆ
(i)(〈qd, ς〉)σ¯i(Zk)
, (39)
θu,v ,
∑mk
j=0 j
uGˆ(j+v)(〈qd, ς〉)σ¯j(Zk)∑mk
i=0 Gˆ
(i)(〈qd, ς〉)σ¯i(Zk)
, (40)
σ¯i(Z) , σm=|Z|,i
( 〈pd`z1 , ς〉
λc(z1)
, . . . ,
〈pd`zm , ς〉
λc(zm)
)
, (41)
Gˆ(`)(x) =
d`
dx`
Li−α+1(e−βx), (42)
for α = αk|k−1, β = βk|k−1 and ` ≥ 1.
The approximations in (36) arise from that µN,k ≈ αkβ−1k
and σ2N,k ≈ αkβ−2k as per the method of approximating
moments of the discrete Gamma distribution presented in
Section V-B. Note that equations (35) and (37) are analogous
to those found in the standard CPHD correction step. In
addition, as in the CPHD filter, the measurement updates of
the intensity function and of the cardinality distribution are
7coupled. For the measurement update step, the main difference
between the DG-CPHD and CPHD filters is in the way the
cardinality distribution is approximated, which for the DG-
CPHD filter is in terms of the discrete Gamma cardinality
parameters αk and βk.
At this point, it is important to clarify the essential dif-
ference between the DG-CPHD filter and the Panjer filter
from [15]: the Panjer filter is derived to update the intensity
function and the regional variance (analogue of the cardinality
variance) without having to impose the posterior process as
an i.i.d. cluster process for producing the estimates5, whereas
the DG-CPHD filter imposes the posterior as an i.i.d. cluster
process in order to produce estimates of the cardinality
statistics. In the Panjer filter, this posterior i.i.d. cluster model
assumption is deferred to the next filter iteration in order
to proceed the prediction. The Panjer update accounts for
the joint effect of pairs of measurements in the second-order
factorial moment, and so has an additional update term with
computational complexity of order O(m4), where m is the
number of measurements.
It is also important to mention that computing (42)
for the DG-CPHD update is not a complex operation be-
cause, typically, Li−α+1(e−βx) can be calculated to dou-
ble floating-point precision with only few hundreds terms,
and the pre-evaluated terms (nα−1e−βnxn)n∈N that compose
Li−α+1(e−βx) can be iteratively updated by element-wise
vector multiplications (or sums of logarithms) in order to
evaluate the sequence (Li(`)−α+1(e
−βx))`∈N. To see this just
observe that
Li
(1)
−α+1(e
−βx) = x−1
∞∑
n=0
nα−1e−βnxn · n, (43)
Li
(2)
−α+1(e
−βx) = x−2
∞∑
n=0
nα−1e−βnxn · n(n− 1), (44)
...
Li
(`)
−α+1(e
−βx) = x−`
∞∑
n=0
nα−1e−βnxn · n`, (45)
where n` = n(n − 1) . . . (n − ` + 1) is the falling factorial
and whose terms can be iteratively computed as
D1x(n
α−1e−βnxn)n = x−1D0x(n
α−1e−βnxn)n ◦ (n− 0)n,
D2x(n
α−1e−βnxn)n = x−1D1x(n
α−1e−βnxn)n ◦ (n− 1)n,
... (46)
where the terms within parentheses represent sequences as
(·)n∈N, the symbol ◦ is the Hadamard product and D`x is
Euler’s notation for differentiation.
E. DG-CPHD Filter via Gaussian Mixtures
As follows, the recursion established by Propositions 1 and
2 will be presented in closed form by modeling the intensity
functions as Gaussian mixtures. Without loss of generality in
terms of applicability of the proposed filter, but in favour of
illustration simplicity, we derive a solution for linear Gaussian
models. In this context, the single-target state transition kernel
and observation model are assumed linear and Gaussian as
pt(x|x′) = N (x; Fx′,Q), (47)
`z(x) , p`(z|x ) = N (z; Hx ,R). (48)
5Though the Panjer filter still requires the assumption that the prior process
is an i.i.d. cluster process.
Additionally, we assume that the probabilities of survival and
detection, ps and pd respectively, are independent of the state.
The state point process (RFS) at a previous time instant k−1,
and the target birth point process (RFS) at the time instant k
are characterized by the following intensity models:
Dk−1(x) =
Ik−1∑
i=1
w
(i)
k−1N (x; m(i)k−1,P(i)k−1), (49)
Db,k(x) =
Ib,k∑
i=1
w
(i)
b,kN (x; m(i)b,k,P(i)b,k), (50)
where {(w(i)k−1,m(i)k−1,P(i)k−1) : i = 1, . . . , Ik−1} is the set
of weights, means and covariances that describe the state
intensity function, and {(w(i)b,k,m(i)b,k,P(i)b,k) : i = 1, . . . , Ib,k}
is the set of weights, means and covariances that describe
the target birth intensity function. We shall not prove the
Gaussian-mixture DG-CPHD recursion formally, but rather
refer the reader to [12] and just point out that, in essence,
their proof is valid for the DG-CPHD filter, except for a few
different details.
Gaussian-Mixture DG-CPHD Prediction
The following equations form the prediction step for the
Gaussian-mixture DG-CPHD recursion.
Dk|k−1(x) = Db,k(x) +Ds,k|k−1(x)
=
Ik|k−1∑
i=1
w
(i)
k|k−1N (x; m(i)k|k−1,P(i)k|k−1), (51)
αk|k−1 ≈
µ2N,k|k−1
σ2N,k|k−1
, βk|k−1 ≈
µN,k|k−1
σ2N,k|k−1
, (52)
µN,k|k−1 =
Ib,k∑
i=1
w
(i)
b,k + psαk−1β
−1
k−1, (53)
σ2N,k|k−1 = µN,k|k−1 + p
2
sαk−1β
−1
k−1
(
β−1k−1 − 1
)
, (54)
where Ik|k−1 = Ib,k + Ik−1, and

w
(i)
k|k−1,
m
(i)
k|k−1,
P
(i)
k|k−1
 =


w
(i)
b,k,
m
(i)
b,k,
P
(i)
b,k
 , i ∈ [1..Ib,k];
psw
(i)
k−1,
Fm
(i)
k−1,
FP
(i)
k−1F
T + Q
 , i ∈]Ib,k..Ik|k−1].
(55)
Gaussian-Mixture DG-CPHD Measurement Update
The equations in this section establish the correction step
for the Gaussian-mixture DG-CPHD recursion.
Dk(x) = Du,k(x) +Dd,k(x)
=
Ik∑
`=1
w
(`)
k N (x; m(`)k ,P(`)k ), (56)
αk ≈
µ2N,k
σ2N,k
, βk ≈
µN,k
σ2N,k
, (57)
µN,k = θ1,0 + θ0,1 · (1− pd), (58)
8σ2N,k = θ2,0 − θ1,0 + 2θ1,1 · (1− pd)
+ θ0,2 · (1− pd)2 − µ2N,k + µN,k, (59)
where Du,k is modeled as a Gaussian mixture describing the
intensity of a random finite set composed of missed detections
and Dd,k is modeled as a Gaussian mixture describing the
intensity of a random finite set composed of detected targets.
For mk collected measurements, Ik = Ik|k−1 + mkIk|k−1,
where Ik|k−1 components correspond to the missed detections
and mkIk|k−1 components correspond to the update of each
prior component by each measurement. The missed detection
components are evaluated for i = 1, . . . , Ik|k−1 as
w
(i)
u,k =
(1− pd)Θk [Zk]
αk|k−1β
−1
k|k−1
w
(i)
k|k−1, (60)
m
(i)
u,k = m
(i)
k|k−1, (61)
P
(i)
u,k = P
(i)
k|k−1. (62)
For each measurement z ∈ Zk, for all i ∈ [1..Ik|k−1], the
detected components are given by
w
(i)
d,k(z) =
Θk [Zk \ {z}] pd ˆ`(i)k,z
αk|k−1β
−1
k|k−1λc(z)
w
(i)
k|k−1, (63)
m
(i)
d,k(z) = m
(i)
k|k−1 + K
(i)
k (z−Hm(i)k|k−1), (64)
P
(i)
d,k(z) = (Idx −K(i)k H)P(i)k|k−1, (65)
ˆ`(i)
k,z = N (z; Hm(i)k|k−1,S(i)k|k−1), (66)
K
(i)
k = P
(i)
k|k−1H
TS
(i)−1
k|k−1, (67)
S
(i)
k|k−1 = HP
(i)
k|k−1H
T + R. (68)
Thus, the posterior components in (56) are set as

w
(j·Ik|k−1+i)
k ,
m
(j·Ik|k−1+i)
k ,
P
(j·Ik|k−1+i)
k
 =


w
(i)
u,k,
m
(i)
u,k,
P
(i)
u,k
 , i ∈ [1..Ik|k−1],j = 0;
w
(i)
d,k(zj),
m
(i)
d,k(zj),
P
(i)
d,k(zj)
 , i ∈ [1..Ik|k−1],j ∈ [1..mk].
(69)
The Gaussian-Mixture DG-CPHD filter is presented in
Algorithm 2. Theoretically, the filter induces a geometrically
increasing number of Gaussian components as time progresses
in a similar way as in the Gaussian-Mixture PHD filter.
Hence, practical implementations require techniques to keep
the total number of components at a maximum, such as
pruning and merging components as described in [29]. In this
procedure, components with negligible weights are pruned and
components that are close together are merged. Tracks are
extracted as per the extraction algorithm presented in [29].
F. Algorithm complexity and implementation details
In the context of the original CPHD filter, the attempt
of propagating a nowhere vanishing cardinality distribution,
pN (n), would be intractable since this would involve esti-
mating an infinite number of terms, for n ∈ N0. However, as
touched on in [11], it is generally safe to assume that, in prac-
tical problems, cardinality distributions are short or moderate
tailed, which allows them to be truncated at some number
n = nmax ≥ ν. This corresponds to say that their probability
generating functions are polynomials of degrees not exceeding
ν. Therefore, when talking about complexity of the CPHD
filter, the usual argument observes that, by assuming the prior
cardinality p.g.f. to be a polynomial of degree not exceeding
ν, i.e., degGk|k−1(x) ≤ ν, then degGk(x) ≤ ν, and in the
next filtering step degGk+1|k(x) ≤ ν + degGb,k+1(x) [11].
The conclusion of this argument is that increasing the possible
number of targets in the scene will not directly affect the
computational requirements for cardinality.
According to the analysis provided in [11] and [12],
most of the CPHD filter computational effort is primarily
due to m + 1 evaluations of sets of elementary symmetric
functions, each computed with effort bounded by O(m2)
operations, which would render a complexity bounded by
O(m3) operations, for m measurements. This complexity can
be reduced to O(m2 log2m) for a procedure mentioned in
[12]. Nevertheless, such analysis emphasizes that evaluations
of elementary symmetric functions will dominate the com-
plexity for a high number of measurements, and so disregards
about (nmaxm − m2/2 + nmax − m)(m + 1) calculations6
for nmax > m, involving multiple-term multiplications7 that
are necessary to compute Υk[Zk], Υk[Zk \ {z}] and pk(n),
according to equations (15) and (18) in Section III-B.
Not less important, although not usually taken into account,
is observing that as the number of targets increases, nmax must
be set accordingly to properly describe probability masses that
become increasingly important towards higher values of n,
while maintaining accuracy of the cardinality representation.
How much nmax should increase depends on how much in-
formation measurements provide about the number of targets,
which ultimately depends on the signal-to-noise ratio.
Proposition 3. Considering a constant probability of detec-
tion pd(x) = pd, Poisson-distributed false alarms at rate λ,
and setting ε := Pr{0 < n ≤ nmax} ∈ (0, 1), it follows that
nmax ≥ 2µN,k
ε
1 +
√
(1− ε)− ε
(
σN,k
µN,k
)2
≥ K · µN,k|k−1, (70)
for K ≥ 1 and where 0 < σ2N,k ≤ µN,knmax − µ2N,k is
assumed.
The point we wish to make is that K · µN,k|k−1 > m
is not rare (e.g., high number of targets and low number of
false alarms) and, in that case, the CPHD filter complexity
should be bounded by approximately m3 +nmaxm2−m2/2 ∼
O(nmaxm2) operations since nmax > m. The proof of Proposi-
tion 3 is presented in the supplementary material. In general,
as λ → 0 the CPHD filter complexity is rather dominated
by the cardinality parameterization and by the birth model,
and becomes increasingly complex as the number of target-
generated measurements increases. This fact corroborates
Mahler’s perception that further approximation of the CPHD
algorithm may enable computational gain [13].
In the DG-CPHD filter context, the computational com-
plexity is alleviated by the fact that, apart from the O(m3)
operations for the elementary symmetric functions, only about
n¯max(m+ 3) ∼ O(n¯maxm) operations are required for evalu-
ating derivatives of the prior cardinality PGF. In this context,
n¯max is the number of terms used to approximate each infinite
6Or (nmaxm/2 + nmax + 1)(nmax + 1) for nmax < m.
7Exponentiating sums of logarithms and multiplying by one elementary
symmetric function.
9sum in (44), and about 6m+m(m−1) operations are needed
for the terms that sum up to give Θk[Zk], Θk[Zk \ {z}]
and θu,v , according to equations (39) and (40) in Section
V-D. The overall complexity of the DG-CPHD filter is then
bounded by approximately m3 + n¯maxm + m2 ∼ O(m3)
operations, where n¯max must be set to meet an adequate
accuracy for evaluating the prior cardinality PGFL, but has
loose relationship with the number of measurements. The
scheme to compute Li(`)−α+1(e
−βx) for ` ∈ [0..m+2], with ap-
proximately n¯max(m+3) operations, evaluates n¯max log-terms
of Li(0)−α+1(e
−βx), and then applies an iterative procedure over
m + 2 steps, each calculating n¯max log-increments to update
the log-terms in view of (46). This procedure is made explicit
in Algorithm 1.
Algorithm 1: Normalized Derivatives of Polylogarithms
Input : α, β, ζ, ε (machine precision), m
1 lζ := log ζ, lz := −β + lζ
2 Compute bounds for number of terms
3 n¯min := 1, n¯0 := Nˆk|k−1
4 /* Find n¯max that corresponds to the smallest
representable term nα−1e−βn by Newton’s method */
5 for i = 1, . . . , Niter do
6 n¯i ← n¯i−1 − (α−1) log n¯i−1−βn¯i−1−log ε2((α−1)/n¯i−1−β)
7 end
8 n¯max := n¯i
9 (n)n = (n)n∈[n¯min..n¯max] := (n¯min, n¯min + 1, . . . , n¯max)
10 (nlz)n := (n)n · lz
11 (log n)n := log(n)n
12 ((α− 1) log n)n := (α− 1) · (log n)n
13 (ϑ(n))n := ((α− 1) log n)n + (nlz)n
14 ϑmax := max(ϑ(n))n
15 Evaluate polynomials
16 L(0) :=
∑n¯max
n=1 exp((ϑ(n))n − ϑmax)
17 lζ,1 := lζ
18 (log(n1))n := (log n)n
19 for ` = 1, . . . ,m+ 2 do
20 L(`) :=
∑n¯max
n=1 exp((ϑ(n))n−ϑmax+(log(n`))n−lζ,`)
21 (log(n`+1))n ← (log(n`))n + (log max(n− `, 0))n
22 lζ,`+1 ← lζ,` + lζ
23 end
Output: Approximations of higher-order derivatives
24
(Li(`)1−α(e
−βζ))`∈[0..m+2] ∝
(L(`))`∈[0..m+2]
max
∣∣(L(`))`∈[0..m+2]∣∣
VI. NUMERICAL EXPERIMENT
In this section we present experimental results for a simple
example, very similar to the examples presented in [12], but
modulating difficulty by varying either the number of targets
that appear, average number of false alarms per frame, or
probability of detection. The intent is to show differences of
performance and computational effort of the PHD, CPHD and
DG-CPHD filters in difficult situations, where we hope to
Algorithm 2: Gaussian-Mixture DG-CPHD filter
Input : {w(i)k−1,m(i)k−1,P(i)k−1}i∈[1..Ik−1], αk−1, βk−1,
Zk = {z1, . . . , zmk}
1 Prediction Step
2 /* Prediction of newborn target intensity */
3 for i = 1, . . . , Ib,k do
4 w
(i)
k|k−1 := w
(i)
b,k, m
(i)
k|k−1 := m
(i)
b,k, P
(i)
k|k−1 := P
(i)
b,k
5 end
6 /* Prediction of surviving target intensity */
7 Ik|k−1 := Ib,k + Ik−1
8 for i = Ib,k + 1, . . . , Ik|k−1 do
9 w
(i)
k|k−1 := psw
(i)
k−1,
10 m
(i)
k|k−1 := Fm
(i)
k−1, P
(i)
k|k−1 := FP
(i)
k−1F
T + Q
11 end
12 /* Prediction of cardinality parameters */
13 µN,k|k−1 :=
∑Ib,k
i=1 w
(i)
b,k + psαk−1β
−1
k−1
14 σ2N,k|k−1 := µN,k|k−1 + p
2
sαk−1β
−1
k−1(β
−1
k−1 − 1)
15 αk|k−1 := µ2N,k|k−1/σ
2
N,k|k−1
16 βk|k−1 := µN,k|k−1/σ
2
N,k|k−1
17 Measurement Update Step
18 /* Pre-computations for updated components */
19 for i = 1, . . . , Ik|k−1 do
20 z¯
(i)
k|k−1 := Hm
(i)
k|k−1, S
(i)
k|k−1 := HP
(i)
k|k−1H
T + R,
21 K
(i)
k := P
(i)
k|k−1H
TS
(i)−1
k|k−1, P
(i)
k := (I−K(i)k H)P(i)k|k−1
22 end
23 {ˆ`(i)k,z} , {N (z; z¯(i)k|k−1,S(i)k|k−1)}i∈[1..Ik|k−1],z∈Zk
24 For each j ∈ [1..mk] compute
〈pd`zj , ς〉 = α−1k|k−1βk|k−1pd
∑Ik|k−1
i=1 w
(i)
k|k−1 ˆ`
(i)
k,zj
25 Obtain {σ¯j(Z)}|Z|j=1 (41), for Z = Zk,Zk \ {z} : z ∈ Zk
26 Compute (Li(`)1−αk|k−1(e
−βk|k−1qd))`∈[0..mk+2] (Alg. 1)
27 Evaluate θ0,1 ≡ Θk [Zk], θ0,2, θ1,0, θ2,0, θ1,1 (40)
28 /* Update of missed-detection intensity */
29 for i = 1, . . . , Ik|k−1 do
30 w
(i)
k := qd α
−1
k|k−1βk|k−1Θk [Zk]w
(i)
k|k−1,
31 m
(i)
k
:= m
(i)
k|k−1, P
(i)
k
:= P
(i)
k|k−1
32 end
33 /* Update of detected target intensity */
34 Ik := (1 +mk)Ik|k−1
35 for j = 1, . . . ,mk do
36 Evaluate Θk [Zk \ {zj}] (39)
37 for i = 1, . . . , Ik|k−1 do
38 w
(j·Ik|k−1+i)
k :=
Θk[Zk\{zj}]pd ˆ`(i)k,zjw
(i)
k|k−1
α
k|k−1β
−1
k|k−1γc(zj)
,
39 m
(j·Ik|k−1+i)
k
:= m
(i)
k|k−1 + K
(i)
k (zj −Hm(i)k|k−1),
40 P
(j·Ik|k−1+i)
k
:= P
(i)
k
41 end
42 end
43 /* Update of cardinality parameters */
44 µN,k := θ1,0 + θ0,1 · qd
45 σ2N,k := θ2,0 − θ1,0 + 2θ1,1 · qd + θ0,2 · q2d − µ2N,k + µN,k
46 αk := µ
2
N,k/σ
2
N,k, βk := µN,k/σ
2
N,k
Output: {w(i)k ,m(i)k ,P(i)k }i∈[1..Ik], αk, βk
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demonstrate benefits of the approximations introduced by the
DG-CPHD filter.
The example consists of a two-dimensional scenario in the
region [−1000,+1000] × [−1000,+1000] (m × m), where a
number of targets, unknown a priori, may appear and are
observed under the possibility of false alarms. Each target
is described by its state vector x = (px, py, vx, vy)T , where
p = (px, py)
T is a pair that specifies a position in Cartesian
coordinates and v = (vx, vy)T is the pair specifying velocity
in the same coordinates. At each time instant k, the state
is written as xk = x(tk). Each target is assumed to move
with nearly-constant velocity, with transition matrix and state
process covariance matrix given respectively by
F =
(
I2 I2∆t
02 I2
)
, Q =
(
I2∆t3/3 I2∆t2/2
I2∆t2/2 I2∆t
)
σ2q ,
where I2 and 02 are the identity and zero matrices with
dimensions 2 × 2, respectively, ∆t = 1 s is the sampling
period, and the standard deviation of velocity increments is
given by σq = 5 m/s
3
2 . Each target remains in the scene up to
the next time step with probability ps = 0.98. Note that the
generation of targets’ trajectories is performed without noise,
that is, the targets (i.e., ground truth) move according to a
constant velocity model.
A single sensor collects position measurements in the
Cartesian space, corrupted by a Gaussian-distributed noise,
characterized by the output matrix and measurement noise
covariance matrix, respectively, H = ( I2 02 ) and R =
I2σ2r , where σr = 5 m is the standard deviation of the
measured positions. False alarms can be generated according
to a Poisson point-process with intensity Dc(z) = λ · c(z),
where λ is the average number of false alarms per scan, and
c(z) is the spatial distribution of clutter, assumed uniform in
the surveillance region with “volume” (area) V = 20002 m2.
Each instance of the example is simulated for T = 100 s.
Denote Nt as the total number of targets that appear and will
remain till the end of a simulated instance, at t = 100 s. In all
cases, targets appear in batches at positions uniformly sampled
in the area [−800,+800]× [−800,+800] (m×m), and with
random velocities uniformly sampled in the ranges [−5,+5]×
[−5,+5] (m/s × m/s). The batches of target appearance are
set as follows:
• 0.25Nt targets are already in the scene at t = 0 and will
remain up to t = 100 s with exception of 5 targets that
are set to disappear at t = 80 s,
• 0.25Nt targets along with 2 other targets appear at t =
20 s and are set to remain to the end,
• 0.25Nt of targets along with another target appear at
t = 40 s and are set to remain,
• 0.25Nt of targets along with 2 other targets appear at
t = 60 s and are set to remain,
• from Nt + 5 targets in the scene, 5 targets disappear at
t = 80 s and the remaining Nt stay up to t = 100 s.
The birth random finite set is assumed as a Pois-
son point-process with approximate intensity Db(x) =∑5
i=1 w
(i)
b N (x; m(i)b ,P(i)b ), where
m
(1)
b = (−500,−500, 0, 0)T ,m(2)b = (−500,+500, 0, 0)T ,
m
(3)
b = (+500,−500, 0, 0)T ,m(4)b = (+500,+500, 0, 0)T ,
m
(5)
b = (0, 0, 0, 0)
T ,
and
w
(i)
b =
Nt
10T/∆t
(target/frame),
P
(i)
b =
(
2002I2 02
02 4
2I2
)
, i = 1, . . . , 5.
For each filter, at each time step, pruning is performed
based on a weight threshold of τprn = 10−5 and merging
with threshold of τmrg = 4 m, and the number of maintained
Gaussian components is limited at Jmax = 300 (see [29] for
details on the pruning and merging procedure). Measurements
are gated with gate-size probability of pgate = 0.999. For the
CPHD filter, the estimated (posterior) number of targets is
obtained in the maximum-a-posteriori sense. The cardinality
distribution for the CPHD filter is estimated to a maximum of
nmax = 2 × Nt terms. This maximum number of cardinality
terms has been chosen to keep the CPHD filter computational
effort competitive in relation to the other filters for difficult
scenarios.
We examine the DG-CPHD filter in comparison with the
PHD and CPHD filters for three different cases as follows.
Case 1: Fixed probability of detection, pd = 0.98, and
fixed number of false alarms per scan, λ = 50,
all filters are tested for different numbers of
targets that appear and remain in the scene,
Nt ∈ {10, 25, 50, 75, 100}.
Case 2: For fixed number of targets that appear and re-
main in the scene, Nt = 50, and fixed number
of false alarms per scan, λ = 50, all filters
are tested for different probabilities of detection,
pd ∈ {0.98, 0.90, 0.80, 0.70, 0.60}.
Case 3: For fixed number of targets that appear and re-
main in the scene, Nt = 50 , and fixed probability
of detection, pd = 0.80, all filters are tested
for different numbers of false alarms per frame,
λ ∈ {10, 30, 50, 100, 200}.
For each case, 500 Monte Carlo (MC) runs are performed,
for a sampled set of trajectories (ground truth), indepen-
dently generated clutter, and independently generated (target-
originated) measurements for each trial. For all filters, perfor-
mance is evaluated in terms of:
• mean Optimal Subpattern Assignment (OSPA) metric
[30] with a cut-off cOSPA = 100 and a norm order
pOSPA = 1,
• root-mean-square error (RMSE) of the estimated target
number,
• integrated time-weighted absolute error (ITAE) with nor-
malized weights for the estimated target number, and
• computation time (per time step).
Consolidated cardinality RMSE and mean OSPA indexes are
obtained by averaging the cardinality RMSE and MOSPA
over the time steps where all filters are in steady state
(disregarding the errors during the settling time). Considering
a filter that estimates the target number as a “black box” for
an estimated number of objects and a reference ground truth
(cf. a set point) in target number, these indexes are defined
invoking a common notion of steady-state error for control
systems, given a step input (birth events). This implies an
evaluation where any response before a settling time is not
considered, and this is generally adequate for measuring non-
transient precision. These steady-state time steps comprise
t ∈ [15, 20) ∪ [30, 40) ∪ [50, 60) ∪ [70, 80) ∪ [90, 100] (s) in
the experiment. Since the targets (ground truth) are moving
with constant velocity, these indexes at steady state measure
performance under the least dynamic, least stressful parts of
the scenarios with respect to the target number. However, the
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fact that targets are moving along straight lines facilitates the
filtering task as a whole, i.e., both when the number of targets
is changing or steady.
The consolidated runtimes are obtained by taking the aver-
age of the computation times per time step. We obtain two sets
of computation times: the total runtimes per filtering cycle and
the runtimes without accounting for the time spent to manage
the Gaussian mixtures (pruning and merging). Along with
the consolidated cardinality RMSE we also provide the ITAE
index, which is a performance index that favors the steady-
state performance but does not disregard the transient phase.
The ITAE is a weighted average of the absolute errors over
time, where the weights are proportional to the elapsed time
with respect to the latest birth/death event onset. The ITAE
weights are normalized to sum to one. These consolidated
indexes are computed for each value of the varying parameters
Nt, pd, and λ.
In our comparisons, we use implementations of the PHD
and CPHD filters in Matlab language retrieved from Ba-Tuong
Vo’s webpage8 but incorporating improvements in favor of
numerical robustness and computational efficiency, allowing
for higher numbers of false alarms per frame and reducing
the computational cost by calculating the combinatorial coef-
ficients only once. The DG-CPHD filter code was also written
in Matlab with a similar structure9.
A. Results
Case 1 : Figure 2 shows the tracks generated by the DG-
CPHD filter for an exemplary run of the first case, in the
subcase where pd = 0.98, λ = 50 and Nt = 100. For the
same subcase, Figures 3 and 4 present, respectively, the mean
OSPA and cardinality estimates over time for the PHD, CPHD
and DG-CPHD filters, where we can perceive the advantage
of estimating the cardinality distribution.
The consolidated performance indexes for Case 1, com-
prising the average steady-state errors, ITAE and the average
runtimes per time step for each Nt ∈ {10, 25, 50, 75, 100},
can be found in Figures 5–7. In these figures, it becomes
clear that the performance of the DG-CPHD filter is similar
to that of the CPHD filter but at a smaller computational cost.
In terms of steady-state cardinality RMSE, ITAE, and mean
OSPA, the CPHD filter is the best filter.
For all filters, the steady-state mean OSPA metric seems
to converge to an asymptotic value as the target number
increases. Also, the steady-state cardinality RMSE and ITAE
of all filters seem to increase sub-exponentially (at a small
rate) with the possible number of targets in the scene. In
this case, the false alarm rate is not extremely high, thus
the complexity of the DG-CPHD filter is dominated by the
algorithm steps bounded by O(m3) operations whereas the
complexity of the CPHD filter is dominated by the algorithm
steps bounded by O(nmaxm2) operations with nmax > m.
This can be observed from the consolidated runtime trends in
Figure 7 as E[m] ∝ Nt.
Case 2 : The consolidated performance indexes for
Case 2, comprising the average steady-state errors, ITAE,
and the average runtimes per time step for each pd ∈
{0.98, 0.90, 0.80, 0.70, 0.60}, can be found in Figures 8–10.
In this case, the performance of the DG-CPHD filter is very
8http://ba-tuong.vo-au.com/codes.html.
9Code available at https://github.com/femelo/dg-cphd-filter.
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Figure 2. Exemplary run: tracks estimated by the DG-CPHD filter
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Figure 3. Mean OSPA metric over time (pd = 0.98, λ = 50, Nt = 100)
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Figure 4. Cardinality estimates over time (pd = 0.98, λ = 50, Nt = 100)
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Figure 6. Case 1: Steady-state mean OSPA vs. number of targets
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Figure 7. Case 1: Average runtime vs. number of targets
similar to that of the CPHD filter in terms of steady-state
mean OSPA, cardinality RMSE, and ITAE, with only marginal
differences. As expected, for all filters, the steady-state error
indexes decrease as the probability of detection increases.
As can be observed in Figure 10, the computational cost of
the DG-CPHD filter is smaller than that of the CPHD filter,
and greater than that of the PHD filter. It is worth noting
that almost no difference of computational cost is observed
over distinct detection probabilities: the slight decrease in
runtimes for higher detection probabilities is associated with
lower times for updating10 Gaussian components with lesser
spread.
We note that, especifically for this case, the slightly better
performance of the DG-CPHD filter in comparison to the
CPHD filter is surprising, but this is not central to our argu-
ment that the DG-CPHD offers performance commensurate
to that of the CPHD filter at a lower computational cost. It
appears that these differences are rather related to the different
sensitivity of the algorithms to the filtering parameters for
10Kalman data update.
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Figure 8. Case 2: Cardinality RMSE, ITAE vs. probability of detection
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Figure 9. Case 2: Steady-state mean OSPA vs. probability of detection
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Figure 10. Case 2: Average runtime vs. probability of detection
scenarios where the probability of detection is decreased, and
most probably are not statistically significant as they are small
but seem exacerbated by the logarithm scale.
Case 3 : Although the scenario is difficult for any filter,
it is evident that the CPHD and DG-CPHD filters perform
better than the PHD filter, being able to identify and track
a greater number of targets on average. The DG-CPHD filter
has virtually the same performance as that of the CPHD filter.
Figures 11–13 present the consolidated performance in-
dexes for Case 3, for each λ ∈ {10, 30, 50, 100, 200}. From
the figures, the overall performance of the DG-CPHD filter is
presented as almost indistinguishable from that of the CPHD
filter. The cardinality RMSE and ITAE of the DG-CPHD
filter are commensurate to those of the CPHD filter. From
Figure 13, one can observe that as λ increases the complexity
of both the CPHD and DG-CPHD filters are dominated
by the total number of measurements, i.e., the runtimes
increase sub-exponentially with the number of false alarms,
bounded by O(m3) operations. Furthermore, the steady-state
cardinality RMSE and ITAE of all filters seem to increase
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Figure 11. Case 3: Cardinality RMSE, ITAE vs. number of false alarms
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Figure 12. Case 3: Steady-state mean OSPA vs. number of false alarms
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Figure 13. Case 3: Average runtime vs. number of false alarms
sub-exponentially with the average number of false alarms,
suggesting a dependency of the signal-to-noise ratio that is
polynomial in the number of measurements.
Also for this case, we remark that the slightly better per-
formance of the DG-CPHD filter in comparison to the CPHD
filter is surprising, but this is not central to our argument that
the DG-CPHD offers performance commensurate to that of
the CPHD filter at a lower computational cost. As for the
previous case, the differences are likely to be related to the
different sensitivity of the filters with respect to the parameters
for scenarios where the average number of false alarms is
increased, and most probably are not statistically significant
as they are rather small but exacerbated by the logarithm scale.
It is important to observe that, in theory, when the number
of targets abruptly changes at time steps k = 20, 40, 60, 80,
occasionally the cardinality distribution might become briefly
bimodal. In these occasions, the cardinality distribution would
not be accurately approximated by a discrete Gamma distri-
bution, which would make the variance for the DG-CPHD
filter significantly larger than that for the CPHD filter. How-
ever, a thorough investigation of this issue reveals that this
expected behavior is not confirmed in many practical cases.
Actually, what one sees for the CPHD filter at the steps
k = 20, 40, 60, 80, is a unimodal cardinality distribution with
a mode peaking between the previous target number estimate
and the actual (i.e., ground truth) new target number. The
mode of the distribution appears to shift progressively after
the birth event until it reaches the correct target number in
later steps. This happens to such an extent that the usual
procedure to obtain estimates, Nˆk = argmaxnpk(n|Z1:k)
(as recommended in [11], equation (88)), immediately after
steps with birth events, always finds an estimate between the
predicted target number and the ground truth. This means that
the CPHD filter does not produce a MAP estimate either at 20
or 40 (for step k = 20), at 40 or 60 (for step k = 40), or at 60
or 80 (for step k = 60). The same behavior of the CPHD filter
producing these intermediate cardinality MAP estimates from
a single mode can be clearly seen in [12, 14]. This practical
lack of bimodality in the cardinality distribution explains the
similarity in the performance of the DG-CPHD filter and the
CPHD filter.
VII. CONCLUSIONS
This paper proposes a new filter that is second-order
in target number, where the multi-target state is assumed
to follow an independent and identically distributed cluster
process with the cardinality distribution modeled as a dis-
cretized Gamma distribution. Our work capitalizes on Ronald
Mahler’s perception that one more step towards simplification
of the CPHD filter implementation might be interesting. The
strategy employed was to mimic, based on a discrete-Gamma
distribution, the procedure of a Kalman filter for the cardi-
nality random variable, i.e., estimating sufficient statistics. As
demonstrated by the numerical examples, the discrete Gamma
distribution allows simple calculations for approximating the
first- and second-order moments of the posterior cardinality
distribution, and efficiently addresses tracking scenarios with
underdispersed target counts, without the restrictions required
by the binomial filter.
The results also demonstrate that the DG-CPHD filter is
more computationally efficient than the CPHD filter imple-
mentation proposed in [12], especially for scenarios where a
high number of CPHD cardinality terms nmax is necessary, i.e.,
in situations where the number of target-generated measure-
ments is significantly increased as many targets appear in a
scene. The experimental results support our argument that the
computational complexity of the CPHD filter is dominated
by O(nmaxm2) in this case, where nmax > m, when the
CPHD filter is more computationally complex than the DG-
CPHD filter. In contrast, the DG-CPHD filter must rely on
a finite number of terms, n¯max, to approximate derivatives of
the prior cardinality p.g.f., Gˆ(`)k|k−1(〈qd, ς〉), and as the results
show, n¯max is much less sensitive to the number of target-
generated measurements. To conclude, both our complexity
analysis and the experimental results suggest that the DG-
CPHD filter exhibits computational performance somewhere
between that of the PHD filter and that of the CPHD filter,
but cardinality accuracy and variance similar to that of the
CPHD filter [12].
We conjecture that, while the true cardinality distribution
might be multimodal at time steps where the target number
abruptly changes, the fact that all the filters are assuming
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that all targets are drawn from a common spatial distribution
may add a smoothing in the process such that it induces
an approximating multi-target density that has a unimodal
cardinality distribution. This may explain the similarities
between the CPHD and the DG-CPHD filters. While this
observation is interesting, fully investigating this conjecture
requires further work. We also conjecture that the procedure
proposed in this paper could be extended to other cardinality
distributions of interest and might be the basis for other filters.
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