Beitrag zur Ermittlung des Bodensignals zur verbesserten Ableitung des Vegetationssignals aus Fernerkundungsdaten by Kühnlenz, Sophie
Hochschule Neubrandenburg
Fachbereich Landschaftswissenschaften und Geomatik
Studiengang Geoda¨sie und Geoinformatik
Beitrag zur Ermittlung des Bodensignals zur
verbesserten Ableitung des Vegetationssignals
aus Fernerkundungsdaten
Masterarbeit
vorgelegt von Sophie Ku¨hnlenz
URN: urn:nbn:de:gbv:519-thesis2016-0557-4
Erstpru¨fer: Prof. Dr.-Ing. Andreas Wehrenpfennig
Zweitpru¨fer: Dr. rer. nat. Erik Borg
Abgabedatum: 03. Ma¨rz 2017
Danksagung
An dieser Stelle mo¨chte ich mich bei all denen bedanken, die mich bei meiner Master-
arbeit sowohl fachlich als auch perso¨nlich unterstu¨tzt haben.
Ein großer Dank geht an Herrn Prof. Dr.-Ing. Andreas Wehrenpfennig, der mich wa¨hrend
meines Studiums an der Hochschule Neubrandenburg stets besta¨rkt hat und mir bei vie-
len Projekten sowie bei der Anfertigung der Masterarbeit konstruktiv und motivierend
mit Rat und Tat zur Seite stand. Ich danke ihm fu¨r seine oﬀene und faire Art sowie fu¨r
seine Bemu¨hungen, jegliche Probleme aus der Welt zu schaﬀen.
Des Weiteren bedanke ich mich bei Herrn Dr. rer. nat. Erik Borg fu¨r den Kontakt zum
DLR Neustrelitz sowie die Bereitstellung des Themas und die fachliche Betreuung der
Masterarbeit. Der Kollegin Stefanie Holzwarth des DLR-Standorts Oberpfaﬀenhofen
danke ich fu¨r die Aufbereitung der zur Verfu¨gung gestellten Daten sowie fu¨r ihre Hilfs-
bereitschaft zur Beantwortung meiner Fragen.
Ein besonderer Dank geht an Herrn Prof. Dr. rer. nat. habil. Gerd Teschke, der mir bei
den mathematischen Problemstellungen mit zahlreichen Anregungen und richtungswei-
senden Ideen den Weg geebnet und somit wesentlich zum Gelingen der Arbeit beigetra-
gen hat. Daru¨ber hinaus mo¨chte ich mich auch bei Herrn Prof. Dr. Eike Stefan Dobers
und Frau Prof. Dr. habil. Sandra Rose-Meierho¨fer fu¨r die fachlichen Hilfestellungen zum
Thema Landwirtschaft bedanken.
Außerdem danke ich all meinen Freunden, die mir wa¨hrend der Zeit der Erstellung
dieser Arbeit seelisch und moralisch zur Seite standen sowie meinen Eltern fu¨r ihre Un-
terstu¨tzung in jeder Hinsicht.
Nicht zuletzt danke ich meinem Freund fu¨r seine Geduld und die vielen motivierenden
Worte sowie fu¨r die hilfreichen und wertvollen Hinweise, mit denen die Arbeit an vielen
Stellen bereichert werden konnte.
Kurzfassung
Zahlreiche Studien befassen sich mit der Ableitung von Pﬂanzenparametern anhand
von spektralen Vegetationsindizes und deren Anfa¨lligkeit gegenu¨ber wesentlichen Sto¨r-
faktoren, wie zum Beispiel dem Einﬂuss des Bodenhintergrunds. Die Korrektur der
Vegetationsindizes beziehungsweise des Vegetationssignals hinsichtlich des Bodenein-
ﬂusses stellt eine in der Fernerkundung seit langer Zeit bekannte Herausforderung dar
und ist insbesondere im Bereich der Landwirtschaft fu¨r eine zuverla¨ssige Abscha¨tzung
bedeutender Pﬂanzenparameter von großem Interesse. In Anbetracht dessen bescha¨ftigt
sich die vorliegende Arbeit mit einer Methode zur direkten Ableitung des Bodensignals
aus luftgestu¨tzten Fernerkundungsdaten landwirtschaftlich genutzter und vegetations-
bedeckter Fla¨chen, mit der die Korrektur des Vegetationssignals von Pﬂanzenbesta¨nden
in einer u¨bergeordneten Zielstellung ermo¨glicht werden kann. Die Extraktion des Bo-
densignals erfolgt durch einen wissensbasierten Modellansatz zur linearen spektralen
Entmischung der Fahrgassen unter Zuhilfenahme eines Fahrspurmodells. Eine exempla-
rische Umsetzung dieser Methodik umfasst unter anderem eine Fahrgassenselektion so-
wie einen geometrischen Ansatz zur Modellierung der Fahrspuren auf Subpixel-Niveau.
Es wird ein nicht-lineares alternierendes Optimierungsverfahren zur Entmischung der
Fahrgassenpixel vorgestellt, mit dem wesentliche Modellunsicherheiten reduziert werden
ko¨nnen und die Bestimmung von Referenzspektren entfa¨llt. Eine Bewertung der Entmi-
schungsergebnisse und eine Einscha¨tzung der resultierenden Methode ist aufgrund feh-
lender Validierungsdaten nicht mo¨glich und erfordert weiterfu¨hrende Untersuchungen.
Die U¨bertragbarkeit der Methode unterliegt einigen Einschra¨nkungen, bedingt durch
die geometrische und spektrale Auﬂo¨sung der Daten sowie das Untersuchungsgebiet
selbst. Unter geeigneten Bedingungen verspricht dieser Ansatz nichtsdestotrotz, eine
Mo¨glichkeit zur Abscha¨tzung der Bodenreﬂexion und somit eine verbesserte Ableitung
des Vegetationssignals gewa¨hrleisten zu ko¨nnen.
Abstract
Numerous studies are dealing with the estimation of vegetation parameters using spec-
tral vegetation indices, considering their sensitivity to substantial disturbing factors,
such as the inﬂuence of the soil background. Correcting vegetation indices or a remotely
sensed vegetation signal for the soil background eﬀect outlines a well-known challenge
in the ﬁeld of remote sensing and plays a key role for reliably receiving important plant
parameters in agricultural applications. In this context, a method for directly deriving
soil reﬂectance from remotely sensed data of agricultural crops during the growing sea-
son is presented, to enable the correction of crop reﬂectance in a subsequent objective.
A knowledge-based modelling approach of linear spectral unmixing is used for extrac-
ting the reﬂectance of bare soil within the track lanes, applying a track lane model. An
implementation of the observed method includes an automatic selection of the tracks
as well as a geometrical analysis for modelling the single track lanes at subpixel level.
For unmixing the identiﬁed track pixels a non-linear optimization technique is demons-
trated, that reduces signiﬁcant uncertainties of the simpliﬁed model approach and that
doesn’t require any reference spectra. An appropriate evaluation of the unmixing results
as well as of the resulting method couldn’t be achieved because of missing validation
data and needs further research. The application of the acquired method can be restric-
ted by the spatial and spectral resolution of the data and also by the investigation area.
Yet, the method introduces a possibility for estimating soil reﬂectance of agricultural
ﬁelds and promises to improve the derivation of crop reﬂectance.
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1 Einleitung
1.1 Motivation
In den letzten Jahren hat sich die Fernerkundung im Bereich der Landwirtschaft zu-
nehmend etabliert. Mit der Auswertung von luftgestu¨tzten Fernerkundungsdaten ste-
hen eﬀektive Mo¨glichkeiten zur Verfu¨gung, die eine schnelle zersto¨rungsfreie Erfas-
sung pﬂanzenspeziﬁscher Informationen fu¨r weitla¨uﬁge Ackerﬂa¨chen ohne großen Auf-
wand ermo¨glichen. Ein weit verbreiteter Ansatz zur Analyse vegetationsbedeckter Ober-
ﬂa¨chen stellt die Verwendung von spektralen Vegetationsindizes dar. Unter Ausnutzung
des markanten Reﬂexionsverhaltens gru¨ner Vegetation ermo¨glichen diese Indizes eine
Abscha¨tzung bedeutender biochemischer und biophysikalischer Pﬂanzenparameter. Die-
se Pﬂanzenparameter sind in der Landwirtschaft von großer Bedeutung und werden
unter anderem zur U¨berwachung des Pﬂanzenbestands sowie zur Ertragsabscha¨tzung
genutzt. Sie erlauben Ru¨ckschlu¨sse auf das Pﬂanzenwachstum, einen mo¨glichen Wasser-
oder Na¨hrstoﬀmangel sowie das Auftreten von Pﬂanzenstress und –krankheiten. Mit
diesen Kenntnissen ko¨nnen Bewirtschaftungsmethoden sowie der Betriebsmitteleinsatz
gezielt optimiert werden. Eine ausreichende geometrische sowie zeitliche Auﬂo¨sung er-
mo¨glicht daru¨ber hinaus auch die Unterstu¨tzung von Aktivita¨ten der Teilschlagbewirt-
schaftung (Precision Farming).
Bei der Analyse von Pﬂanzenbesta¨nden wird das von Fernerkundungssensoren erfass-
te Vegetationssignal jedoch durch zahlreiche Faktoren beeinﬂusst. Neben variierenden
atmospha¨rischen Bedingungen sowie der Beobachtungs- und Beleuchtungsgeometrie hat
die Bodenreﬂexion einen wesentlichen Einﬂuss auf das Reﬂexionsverhalten von Pﬂan-
zenbesta¨nden. Die Bodenreﬂexion selbst variiert ebenfalls in Abha¨ngigkeit verschiede-
ner Faktoren, wie der Bodenfeuchte oder dem Anteil an organischer Substanz, und
kann in Folge dessen sehr großen zeitlichen und ra¨umlichen Schwankungen unterliegen.
Dies erschwert die Interpretation von Vegetationsindizes und demnach auch mo¨gliche
Ru¨ckschlu¨sse auf die erwa¨hnten Pﬂanzenparameter. Mit dem Ziel, den Bodeneinﬂuss
zu reduzieren, wurden verschiedene bodenkorrigierende Indizes entwickelt, wobei das
Spektralverhalten des Bodens ha¨uﬁg ohne Beru¨cksichtigung der ra¨umlichen und zeitli-
chen spektralen Variabilita¨t modelliert wird. Demzufolge lassen sich diese Ansa¨tze nur
bedingt u¨bertragen und sind bei geringen Bedeckungsgraden oftmals trotzdem durch
einen signiﬁkanten Bodeneinﬂuss gepra¨gt.
Eine ﬂa¨chenhafte Abscha¨tzung des Bodensignals einer Fernerkundungsszene mit di-
rektem Orts- und Zeitbezug zum Pﬂanzenbestand verspricht hingegen, eine ada¨quate
Modellierung der Bodenreﬂexion zu gewa¨hrleisten. Ist die Bodenreﬂexion eines Pﬂan-
zenbestands an jeder Stelle bekannt, so besteht die Mo¨glichkeit, das Vegetationssignal
hinsichtlich des Bodenhintergrunds zu korrigieren und eine zuverla¨ssige Ableitung von
Pﬂanzenparametern sicherzustellen. Ein solcher Ansatz soll mit der vorliegenden Arbeit
untersucht werden.
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1.2 Zielstellung
Es gilt eine Methode zu erarbeiten, mit der das Bodensignal fu¨r eine landwirtschaftliche
Fla¨che wa¨hrend der Wachstumsperiode anhand von luftgestu¨tzten Fernerkundungsda-
ten extrahiert und ﬂa¨chenhaft abgeleitet werden kann. Die Anregung zur Bearbeitung
dieser Thematik sowie die grundlegende Idee zur Umsetzung stammen von Herrn Dr.
rer. nat. Erik Borg vom Deutschen Zentrum fu¨r Luft- und Raumfahrt (DLR) Neustre-
litz. Im Rahmen dieser Zusammenarbeit werden vom DLR hyperspektrale Testdaten
zur Verfu¨gung gestellt, welche typischerweise durch eine sehr hohe spektrale Auﬂo¨sung
gepra¨gt sind. Zur Extraktion des Bodensignals soll ein Ansatz untersucht werden, der
sich auf die Ausnutzung des unbedeckten Bodens der Fahrgassen bezieht. Aufgrund der
ausgepra¨gten Mischpixelcharakteristik der gegebenen Daten handelt es sich dabei um
eine Entmischungsproblematik, die eine geeignete Subpixelanalyse erfordert. Dies soll
durch eine geometrische Modellierung der Fahrgassen und einen modiﬁzierten spektra-
len Entmischungsansatz erfolgen. In Anbetracht dessen grenzt sich die zu erarbeitende
Methode klar von der Auswertung geometrisch ho¨her aufgelo¨ster Fernerkundungsdaten
ab, bei denen keine spektrale Entmischung notwendig ist und das gesuchte Bodensignal
stattdessen direkt aus den puren Fahrgassenpixeln extrahiert werden kann.
In Hinblick auf eine mo¨glichst automatisierte und maßstabsunabha¨ngige Methode
gilt es, eine exemplarische Prozesskette zu entwickeln und jeden Prozessschritt aus-
fu¨hrlich zu untersuchen. Es sollen mo¨gliche Ansa¨tze zur Umsetzung aufgezeigt und
anhand der Testdaten und unter Verwendung von MATLAB1 demonstriert werden.
Dies umfasst unter anderem eine geeignete Vorgehensweise zur Fahrgassenselektion, mit
der die gesuchten Fahrgassenpixel identiﬁziert werden ko¨nnen. In einer abschließenden
Diskussion sollen die Erkenntnisse der Untersuchungen sowie oﬀene Fragestellungen
zusammenfassend dargelegt und die gewa¨hlten Ansa¨tze bewertet werden. Zudem soll
das Erweiterungs- und das Automatisierungspotential beleuchtet werden, um zu kla¨ren,
inwieweit sich die Methodik auch auf andere Daten u¨bertragen la¨sst. Mit dieser Arbeit
soll prinzipiell eine erste Grundlage zur Bearbeitung der Thematik geschaﬀen werden,
wobei das methodische Vorgehen im Vordergrund steht.
1MATLAB ist eine kommerzielle Software der Firma MathWorks zur Lo¨sung nummerischer Proble-
me, die unter anderem verschiedene Toolboxen zur Signal- und Bildverarbeitung bereitstellt.
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2 Grundlagen
Dieses Kapitel gibt eine Einfu¨hrung in die fu¨r die Arbeit relevanten Grundlagen der
Fernerkundung, die sich in Anbetracht der Zielstellung ausschließlich auf passive op-
tische Fernerkundungssysteme unter Verwendung von abbildenden digitalen Scannern
beziehen. Nach der Erla¨uterung mo¨glicher Sto¨reinﬂu¨sse bei der Erfassung des Ferner-
kundungssignals wird das Prinzip spektraler Signaturen anhand der Reﬂexionscharak-
teristik von Vegetation und Boden erla¨utert. Anschließend werden einige bedeutende
Vegetationsindizes vorgestellt und deren Potential zur Ableitung speziﬁscher Pﬂanzen-
parameter dargelegt. Der letzte Abschnitt bescha¨ftigt sich mit der linearen spektralen
Entmischung, wobei das zugrunde liegende mathematische Modell sowie wesentliche
Herausforderungen und Grenzen einer solchen spektralen Analyse thematisiert werden.
2.1 Einﬂu¨sse auf das Fernerkundungssignal
Bei der passiven optischen Fernerkundung wird die von der Erdoberﬂa¨che natu¨rlich
reﬂektierte elektromagnetische Strahlung im Bereich des sichtbaren Lichts bis zum
mittleren Infrarot durch den Einsatz geeigneter Sensoren erfasst. Aus der gemessenen
elektromagnetischen Strahlung, dem Fernerkundungssignal, ko¨nnen Messgro¨ßen abge-
leitet werden, die Ru¨ckschlu¨sse auf den Zustand der zu untersuchenden Objekte erlau-
ben. Dies ermo¨glicht die indirekte und beru¨hrungslose Beobachtung von Objekten und
Pha¨nomenen der Erdoberﬂa¨che zur Analyse von natu¨rlichen oder durch den Menschen
verursachten Zustandsvera¨nderungen oder Wechselbeziehungen (Albertz 2001).
Das Fernerkundungssignal unterliegt auf dem Weg von der Energiequelle bis zum
Sensor stets einigen Einﬂussfaktoren, welche die Intensita¨t und die spektrale Zusam-
mensetzung der zu messenden Strahlung beeinﬂussen ko¨nnen und die es bei der Aus-
wertung zu beru¨cksichtigen gilt. Dazu za¨hlen insbesondere der Einﬂuss der Atmospha¨re,
die Reﬂexionseigenschaften des Gela¨ndes sowie sensorspeziﬁsche Eigenschaften, die im
Folgenden na¨her erla¨utert werden.
2.1.1 Atmospha¨re
Die auf die Erdatmospha¨re eintreﬀende extraterrestrische Sonnenstrahlung wird durch
die Beschaﬀenheit und den Zustand der Atmospha¨re wesentlich beeinﬂusst, wobei ein
Teil der Strahlung bereits an der oberen Schicht reﬂektiert wird. Der verbleibende in
die Atmospha¨re eintretende Teil der Strahlung unterliegt Absorptions- und Streuungs-
vorga¨ngen, die jeweils eine abschwa¨chende Wirkung haben und zusammenfassend auch
als Extinktion bezeichnet werden (Hildebrandt 1996).
Die Absorption der solaren Einstrahlung wird durch die wellenla¨ngenabha¨ngigen
Absorptionseigenschaften der in der Atmospha¨re beﬁndlichen Gase bestimmt, wobei
insbesondere Wasserdampf, Kohlendioxid und Ozon maßgebend sind. Der absorbierende
Einﬂuss dieser Gase bedingt somit auch den wellenla¨ngenabha¨ngigen Transmissionsgrad
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τλ der Atmospha¨re (Abb. 1). Die Spektralbereiche hohen Transmissionsgrades werden
als atmospha¨rische Fenster bezeichnet, welche sich die Fernerkundung zu Nutze macht.
Abbildung 1: Spektraler Transmissionsgrad τλ der Atmospha¨re in Abha¨ngigkeit der
Wellenla¨nge λ mit Kennzeichnung der dominierenden Absorber H2O, CO2 und O3
(Albertz 2001, S. 14).
Als Folge der Wechselwirkungen der einfallenden oder bereits gestreuten Sonnenstrah-
lung mit den in der Atmospha¨re vorhanden Materialteilchen (Aerosolen) treten zudem
abschwa¨chende Sreuungsvorga¨nge auf. Entscheidend sind dabei Art und Gro¨ße der Teil-
chen (zum Beispiel Dunst, Staub, Wassertropfen) sowie die Wellenla¨nge der eintreﬀen-
den Strahlung (Campbell und Wynne 2011).
Das Ausmaß der Extinktion ist somit wellenla¨ngenabha¨ngig und an den Zustand
der Atmospha¨re (Tru¨bung, Art und Menge der Aerosole beziehungsweise Spurengase)
gekoppelt. Bei gleichbleibendem Atmospha¨renzustand a¨ndert sich die abschwa¨chende
Wirkung jedoch ebenfalls in Abha¨ngigkeit des Sonnenstands, wobei eine zunehmende
Wegla¨nge der Strahlung durch die Atmospha¨re eine Versta¨rkung der Extinktion zur
Folge hat (Hildebrandt 1996).
Wa¨hrend die durch die Atmospha¨re absorbierte Strahlung in Wa¨rme oder ande-
re Energieformen umgewandelt wird, tra¨gt der gestreute Strahlungsanteil zum diﬀusen
Himmelslicht bei (Hildebrandt 1996). Die diﬀuse Himmelsstrahlung erhellt den gan-
zen atmospha¨rischen Raum und stellt somit eine sekunda¨re Energiequelle zur Beleuch-
tung der Erdoberﬂa¨che dar. In Abha¨ngigkeit der atmospha¨rischen Tru¨bung a¨ndern sich
die Intensita¨t und die Charakteristik des Himmelslichts, das bei klarem Himmel zum
Beispiel durch einen hohen blauen kurzwelligen Anteil gepra¨gt ist. Unter der Global-
strahlung wird die Gesamtheit der auf die Erdoberﬂa¨che eintreﬀenden Strahlungsener-
gie aufgefasst, die sich additiv aus der direkt einfallenden Strahlung und dem diﬀusen
Himmelslicht zusammensetzt. Intensita¨t und spektrale Zusammensetzung dieser Glo-
balstrahlung ist letztendlich an den Tru¨bungszustand der Atmospha¨re, die Sonnenho¨he
sowie die Gela¨ndeeigenschaften (Ho¨he u¨ber dem Meeresspiegel, Hangneigung und Ori-
entierung, etc.) gekoppelt (Albertz 2001).
Die an der Erdoberﬂa¨che reﬂektierte Strahlung unterliegt denselben abschwa¨chenden
Prozessen der Absorption und Streuung wie die solare Einstrahlung. Als Folge der Streu-
ung wird die reﬂektierte Strahlung durch das diﬀuse in Richtung des Sensors wirkende
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Abbildung 2: Schematische Darstellung der Strahlungsverha¨ltnisse in der Atmospha¨re bei der
Erhebung von Fernerkundungsdaten (Albertz 2001, S. 15).
Luftlicht u¨berlagert. Hinzu kommt die U¨berlagerung durch das so genannte Falschlicht,
das auf die Reﬂektion benachbarter Objekte zuru¨ckzufu¨hren ist. Diese beiden Fremd-
strahlungen sind durch einen hohen Anteil blauer kurzwelliger Strahlung gepra¨gt und
haben eine kontrastmindernde Wirkung auf die Fernerkundungsszene, der durch den
Einsatz geeigneter Filter bei der Aufnahme oder durch eine nachtra¨gliche Datenma-
nipulation entgegengewirkt wird. Der Zuwachs der Fremdstrahlung wirkt dabei dem
Maß der Extinktion entgegen, wobei die spektrale Zusammensetzung jedoch deutlich
beeinﬂusst wird.
Das Ausmaß der Extinktion der reﬂektierten Strahlung sowie der Zuwachs durch
Fremdstrahlung sind demnach wellenla¨ngenabha¨ngig und werden durch den Zustand der
Atmospha¨re sowie durch die Wegla¨nge beeinﬂusst, welche wiederum von der Flugho¨he
und dem O¨ﬀnungswinkel des Aufnahmesystems abha¨ngt (Hildebrandt 1996).
Da der Einﬂuss der Atmospha¨re eine wesentliche Verfa¨lschung des am Sensor eintref-
fenden Signals bewirken und zudem sowohl ra¨umlich als auch zeitlich sehr variabel sein
kann, ist eine Korrektur dieser Atmospha¨reneinﬂu¨sse unabdingbar. Dazu werden die
am Sensor gemessenen Strahldichten in Reﬂexionsgrade u¨berfu¨hrt, die neben dem Ein-
ﬂuss der Atmospha¨re auch an die Reﬂexionseigenschaften des Gela¨ndes gekoppelt sind.
Ga¨ngige Korrekturverfahren basieren auf Strahlungstransfermodellen, mit denen die
komplexen Strahlungsvorga¨nge in der Atmospha¨re unter Beru¨cksichtigung wesentlicher
Parameter, wie zum Beispiel der Intensita¨t und Richtung der Einstrahlung, dem Zustand
der Atmospha¨re (Wasserdampf, Aerosole, Ozon, Wolken) sowie der Gela¨ndetopographie,
simuliert werden ko¨nnen. Neben der Verwendung fest deﬁnierter Standardatmospha¨ren,
ko¨nnen auch Zusatzdaten, wie aktuelle satellitengestu¨tzte Klimadaten oder aus den
Daten selbst abgeleitete Informationen zum Aerosol- und Wassergehalt, hinzugezogen
werden (Hildebrandt 1996).
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2.1.2 Reﬂexionseigenschaften des Gela¨ndes
Die auf die Erdoberﬂa¨che einfallende solare Strahlung wird zu einem Teil reﬂektiert
und zum anderen absorbiert und transmittiert. Art und Anteil der Reﬂexion werden
dabei vor allem durch die Objekteigenschaften, die Oberﬂa¨chencharakteristik sowie die
Aufnahme- und Beleuchtungsgeometrie bestimmt (Albertz 2001).
Der objektspeziﬁsche Reﬂexionsgrad ist in erster Linie an die chemischen und phy-
sikalischen Eigenschaften der Oberﬂa¨chenmaterialien gekoppelt und kann mit der Wel-
lenla¨nge sehr stark variieren. Zwei wellenla¨ngenabha¨ngige Reﬂexionscharakteristika na-
tu¨rlicher Materialien werden in Kapitel 2.2 am Beispiel von Vegetation und Boden na¨her
erla¨utert.
Abbildung 3: Schematische Darstellung des funktionalen Zusammenhangs zwischen
Beobachtungs- und Beleuchtungsgeometrie (Albertz 2001, S. 23).
In Abha¨ngigkeit der Oberﬂa¨chenrauigkeit wird des Weiteren zwischen spiegelnder und
diﬀuser Reﬂexion unterschieden. Bei natu¨rlichen Oberﬂa¨chen ist jedoch u¨berwiegend
eine Mischform dieser beiden Reﬂexionsarten zu beobachten, deren Intensita¨t von der
Richtung abha¨ngig ist. Dieses anisotrope Reﬂexionsverhalten wird durch die Beobach-
tungs- und Beleuchtungsgeometrie bestimmt (Abb. 3) und kann mit der bidirektiona-
len Reﬂexionsverteilungsfunktion (engl. bi-directional reﬂectance distribution function,
BRDF)
fr(ϑi, ϕi, ϑr, ϕr, λ) =
dLr(ϑi, ϕi, ϑr, ϕr, λ)
Li(ϑi, ϕi, λ) · cos(ϑi) · dΩ
[sr−1]
beschrieben werden (Nicodemus et al. (1977)). In Abha¨ngigkeit der Wellenla¨nge λ
setzt diese Funktion den Anteil der aus Richtung (ϑi, ϕi) einfallenden und in Rich-
tung (ϑr, ϕr) reﬂektierten Strahldichte dLr ins Verha¨ltnis zu der aus Richtung (ϑi, ϕi)
einfallenden Strahldichte Li bezu¨glich des Raumelements dΩ. Bei der Auswertung von
Fernerkundungsdaten kann die Beru¨cksichtigung der gerichteten Reﬂexion von Ober-
ﬂa¨chenmaterialien entweder durch sehr aufwa¨ndige spektrometrische Messungen oder
anhand statistischer Modellansa¨tze erfolgen. In den meisten Fa¨llen wird der Einﬂuss
des gerichteten Reﬂexionsverhaltens jedoch vernachla¨ssigt.
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Bei stark ausgepra¨gten Oberﬂa¨chenstrukturen ko¨nnen sich in Folge einer variieren-
den Beobachtungs- und Beleuchtungsgeometrie ebenfalls wechselnde Mit- und Gegen-
lichtverha¨ltnisse ergeben. Dadurch werden die Schattenanteile bestimmt, die jedoch auch
von der Charakteristik der Globalstrahlung (diﬀus oder direkt) abha¨ngen und unter-
schiedlich stark ausgepra¨gt sein ko¨nnen (Albertz 2001).
2.1.3 Sensoreigenschaften
Mit dem Einsatz digitaler Fernerkundungssensoren kann die von der Erdoberﬂa¨che
natu¨rlich reﬂektierte elektromagnetische Strahlung erfasst und in Sensorsignale (Digi-
tal Numbers, DN) u¨berfu¨hrt werden. Ga¨ngige Fernerkundungssensoren ko¨nnen anhand
ihrer geometrischen, spektralen, radiometrischen und zeitlichen Auﬂo¨sung diﬀerenziert
werden. Diese Auﬂo¨sungen entsprechen entscheidenden Kriterien bei der Interpretation
und Auswertung von Fernerkundungsdaten.
Mit der geometrischen Auﬂo¨sung ist die Gro¨ße der Fla¨cheneinheit auf der Erde deﬁ-
niert, die durch ein einzelnes Pixel abgedeckt wird. Diese geometrische Bodenauﬂo¨sung
(ground sampling distance, GSD) wird von der Pixelgro¨ße und dem Blickwinkel des
Sensors sowie der Flugho¨he des Aufnahmesystems bestimmt. Demzufolge entspricht
das Messsignal eines Pixels stets einem Integrationswert der Oberﬂa¨chenreﬂexion u¨ber
die durch das Pixel abgedeckte Fla¨che (Hildebrandt 1996). Nach Ehlers 2002 lassen sich
Fernerkundungssensoren hinsichtlich der geometrischen Auﬂo¨sung in sechs Klassen un-
terteilen, wobei die Grenzen dieser Klassiﬁzierung durch sehr hoch auﬂo¨sende Systeme
mit einer geometrischen Auﬂo¨sung < 1m und sehr gering auﬂo¨sende Systeme mit einer
Bodenauﬂo¨sung > 250m deﬁniert werden. Die geometrische Auﬂo¨sung gilt als Indika-
tor fu¨r die Detailtreue einer Aufnahme und ist entscheidend fu¨r die Erkennbarkeit und
Separation von Objekten.
Unter der spektralen Auﬂo¨sung wird die Fa¨higkeit des Sensors aufgefasst, elektroma-
gnetische Strahlung in mehreren separaten Wellenla¨ngenbereichen aufzuzeichnen. Maß-
gebend sind die Anzahl der Spektralba¨nder beziehungsweise –kana¨le, die Breite der da-
durch abgedeckten Wellenla¨ngenbereiche sowie die Wellenla¨ngenunterschiede. Es wird
zwischen panchromatischen (1 Kanal), multispektralen (2 bis circa 20 Kana¨le) und
hyperspektralen (20 bis mehrere 100 Spektralba¨nder) Sensoren unterschieden (Ehlers
2002). Wa¨hrend die panchromatischen und multispektralen Sensoren mit einigen weni-
gen und breiten Kana¨len eine geringe spektrale Auﬂo¨sung aufweisen, sind die Hyper-
spektralsensoren durch eine besonders hohe spektrale Auﬂo¨sung gepra¨gt. Diese Sensoren
entsprechen einer Kombination aus Bildaufzeichnung und spektroradiometrischer Mes-
sung, weshalb sie auch als abbildende Spektrometer bezeichnet werden (Albertz 2001).
Sie verfu¨gen u¨ber zahlreiche sehr schmale und eng benachbarte Spektralba¨nder, mit de-
nen die Reﬂexionscharakteristik von Oberﬂa¨chenmaterialien nahezu kontinuierlich er-
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fasst werden kann. Eine solche hohe spektrale Auﬂo¨sung ermo¨glicht die Identiﬁkation
und Separation von Oberﬂa¨chenmaterialien anhand von spektralen Analysen. Die Mes-
sungen von Fernerkundungssensoren mit a¨hnlicher oder gleicher spektraler Auﬂo¨sung
ko¨nnen sich allerdings aufgrund der sensorspeziﬁschen spektralen U¨bertragungsfunktion
deutlich unterscheiden, was bei der Interpretation und insbesondere beim Vergleich von
multisensoralen Daten zu beachten ist.
Die radiometrische Auﬂo¨sung entspricht der Anzahl mo¨glicher Abstufungen, anhand der
sich die Intensita¨ten des gemessenen Signals unterscheiden lassen. Maßgebend ist die
Wortbreite, also die Anzahl der fu¨r die Quantisierung des Messsignals zur Verfu¨gung
stehenden Bit, die den mo¨glichen Wertebereich und somit den Dynamikumfang des
Sensors bestimmt. Ha¨uﬁg verfu¨gen digitale Aufnahmesysteme u¨ber eine radiometrische
Auﬂo¨sung von 8 Bit, womit 256 Intensita¨tsabstufungen pro Pixel diﬀerenziert werden
ko¨nnen. Die Spannweite der radiometrischen Auﬂo¨sung ga¨ngiger Fernerkundungssenso-
ren reicht von < 6 Bit bis zu sehr hoch auﬂo¨senden Systemen von > 12 Bit (Ehlers 2002).
Große Wortbreiten resultieren in einen ho¨heren Dynamikumfang und ermo¨glichen damit
eine feinere Auﬂo¨sung des Messsignals. Ein weiteres Maß fu¨r die Qualita¨t der gemessenen
Signale ist durch das Signal-Rausch-Verha¨ltnis (Signal-to-Noise Ratio, SNR) eines Sen-
sors gegeben. Das Signal-Rausch-Verha¨ltnis entspricht dem Sto¨rabstand zwischen Nutz-
signal und Rauschsignal. Sensorbedingtes Rauschen kann in Abha¨ngigkeit der verwen-
deten Sensortechnik sowie der Signalverarbeitung neben dem Quantisierungsrauschen
zum Beispiel auch auf den Dunkelstrom der lichtempﬁndlichen Elemente zuru¨ckgefu¨hrt
werden. Als Folge von Alterserscheinungen kann die radiometrische Genauigkeit zudem
durch eine mo¨gliche Degradation des Sensors beeinﬂusst werden. In Anbetracht dessen
mu¨ssen Sensoren gegebenenfalls wiederholt radiometrisch kalibriert werden. Die radio-
metrische Kalibrierung ordnet den Sensorwerten eindeutige physikalische Gro¨ßen der
Strahldichte zu und ermo¨glicht somit quantitative Messungen der eintreﬀenden Signale.
Im Fall von satellitengestu¨tzten Aufnahmesystemen kann eine solche Verschlechterung
des Sensors trotz geeigneter Instrumente an Bord nicht immer vollsta¨ndig korrigiert
werden (Wang et al. 2012).
Die zeitliche Auﬂo¨sung beschreibt den Zeitraum, nach dem ein Fernerkundungssensor
ein und dasselbe Gebiet auf der Erdoberﬂa¨che wiederholt aufzeichnet. Dies spielt insbe-
sondere im Fall von multitemporalen Analysen eine wichtige Rolle. Diese stu¨tzen sich
oftmals auf satellitengestu¨tzte Aufnahmesysteme, deren Repetitionsrate im operatio-
nellen Betrieb unter anderem durch die Parameter der Umlaufbahn bestimmt wird und
zusa¨tzlich auch vom Breitengrad des Untersuchungsgebiets abha¨ngt (Albertz 2001).
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Abbildung 5: Typische Reﬂexionskurve gru¨ner Bla¨tter mit Kennzeichnung der
pﬂanzenspeziﬁschen Einﬂussfaktoren sowie der Wasserabsorptionsba¨nder
(Hildebrandt 1996, S. 33).
blauen und roten Lichts, wodurch sich ein relatives Reﬂexionsmaximum im gru¨nen Wel-
lenla¨ngenbereich bei ungefa¨hr 0.55μm ergibt (Hildebrandt 1996).
Der anschließende Spektralbereich des nahen Infrarot (NIR, 0.7μm bis 1.3μm) ist
insbesondere durch Reﬂexions- und Streuungseﬀekte gepra¨gt, die auf die Zell- und Ge-
webestrukturen der Bla¨tter zuru¨ckzufu¨hren sind. Dabei sind unter anderem die Anord-
nung, die Gro¨ße und die Form der Pﬂanzenzellen sowie die Verteilung von luft- oder
wassergefu¨llten Hohlra¨umen maßgebend. Mit steigendem Wassergehalt verringert sich
das Maß der multiplen Streuung an den Zellwa¨nden und die Reﬂexion im NIR-Bereich
nimmt ab. In Folge dessen ko¨nnen sich im Bereich von 0.98μm und 1.2μm schwache
Wasserabsorptionsbanden auspra¨gen (Eismann 2012).
Zwischen 0.69μm und 0.72μm weist die Reﬂexionskurve einen sehr charakteristischen
steilen Anstieg auf, der auch als rote Kante (red edge) bezeichnet wird (Kumar et al.
2002). Dieser ist durch die starke Pigmentabsorption im Rot-Bereich und die starke
Reﬂexion im NIR-Bereich bedingt. Der markante Unterschied des Reﬂexionsverhaltens
von Vegetation zwischen VIS und NIR wird bei der Berechnung von Vegetationsindizes
ausgenutzt (siehe Kapitel 2.3).
Im mittleren Infrarotbereich (MIR, 1.3μm bis 2.5μm) ist das Spektralverhalten von
Vegetation hauptsa¨chlich durch die Wasserabsorption gepra¨gt, die zu deutlichen Ab-
schwa¨chungen der Reﬂexion im Bereich von 1.45μm, 1.94μm und 2.5μm fu¨hren kann
(Kumar et al. 2002). Die Auspra¨gung dieser Wasserabsorptionsbanden versta¨rkt sich
mit zunehmendem Wassergehalt der Pﬂanze. Biochemische Inhaltsstoﬀe, wie Lignin,
Zellulose oder Pektin, haben im MIR ebenfalls einen absorbierenden Eﬀekt. Die daraus
resultierenden Absorptionsbanden sind jedoch deutlich geringer ausgepra¨gt und wer-
den bei frischen Bla¨ttern durch die Wasserabsorptionsbanden maskiert. Bei trockenen
Bla¨ttern mit geringem Wassergehalt hingegen kommen die spektralen Charakteristika
dieser biochemischen Stoﬀe deutlich zum Vorschein.
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Das Reﬂexionsverhalten von Pﬂanzen unterliegt sowohl ra¨umlichen als auch zeitlichen
Schwankungen (vgl. Abb. 6). Neben dem Typ und dem Alter der Pﬂanze sind dabei
vor allem der Vitalita¨ts- und Gesundheitszustand sowie pha¨nologische Erscheinungen
entscheidend (Kumar et al. 2002). Der Vitalita¨ts- und Gesundheitszustand kann unter
anderem durch den Wassergehalt der Pﬂanze, die Auspra¨gung der Zellstruktur sowie
den Pigmentgehalt charakterisiert werden. Das Auftreten von Scha¨den und Krankhei-
ten spielt dabei ebenfalls eine Rolle. Aufgrund der Pha¨nologie kann sich die spektrale
Signatur einer Pﬂanze zudem in Abha¨ngigkeit der Jahreszeiten deutlich a¨ndern. Einen
wesentlichen Einﬂuss hat der Belaubungszustand, der u¨ber Art und Menge der Blatt-
pigmente bestimmt wird. Kurzzeitige Vera¨nderungen des Reﬂexionsverhaltens ko¨nnen
zum Beispiel auch wa¨hrend der Blu¨tezeit oder der Zeit des Fruchttragens auftreten
(Hildebrandt 1996).
Abbildung 6: Beispiele fu¨r zustandsabha¨ngige Reﬂexionskurven von Buchenbla¨ttern: (1)
Sonnenblatt (2) Schattenblatt (3) vergilbtes Blatt (4) fu¨nf hintereinander angeordnete
Buchenzweige (Hildebrandt 1996, S. 36).
Des Weiteren sind die Pﬂanzenarchitektur und die Oberﬂa¨chenbeschaﬀenheit der Bla¨tter
maßgebend fu¨r das Reﬂexionsverhalten einer Pﬂanze (Hildebrandt 1996). Die Pﬂanzen-
architektur wird durch die Gro¨ße der Blattﬂa¨che, die Blattwinkelverteilung sowie den
Aufbau des Sprosses und die Belaubungsdichte bestimmt. Die Blattoberﬂa¨che kann in
Abha¨ngigkeit des Vorkommens von Behaarung, Wachsschichten, Bela¨gen (zum Beispiel
Pilze) oder Blattverschmutzungen auch unterschiedliche Reﬂexionseigenschaften aufwei-
sen (Kumar et al. 2002).
Die spektrale Reﬂexion von Pﬂanzenbesta¨nden ist neben den pﬂanzenspeziﬁschen Fak-
toren in Abha¨ngigkeit der durch das Aufnahmesystem bestimmten Integrationsﬂa¨che
pro Pixel ebenfalls an die strukturellen Gegebenheiten der Umgebung gekoppelt. Dazu
za¨hlt vor allem die Bestockungs- beziehungsweise Bestandsdichte, welche das Verha¨ltnis
der reﬂektierenden Komponenten bestimmt. Bei diesen Komponenten kann es sich um
die Bla¨tter der Pﬂanzen selbst, andere Pﬂanzenteile (zum Beispiel Sta¨ngel), nicht-
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photosynthetisch aktives Material oder den durchschimmernden Boden handeln (Hil-
debrandt 1996). Die Bodenreﬂexion stellt dabei eine bedeutende Sto¨rquelle dar, die
das Reﬂexionsverhalten von Pﬂanzenbesta¨nden insbesondere bei geringen Bedeckungs-
graden wesentlich beeinﬂussen kann. In Abha¨ngigkeit der Beleuchtungssituation sowie
der Wuchsho¨he und der vertikalen Struktur des Bestands ko¨nnen die einzelnen Kom-
ponenten zudem von Schatten u¨berlagert werden. Aufgrund der komplexen Struktur
von Pﬂanzenbesta¨nden ist das Reﬂexionsverhalten ha¨uﬁg durch Mehrfachstreuungen
gepra¨gt und kann mitunter deutlich richtungsabha¨ngig sein. Die sich u¨berlagernden
Blattschichten fu¨hren zudem zu vermehrten Reﬂexionsvorga¨ngen, wodurch die Reﬂexi-
on im NIR gegenu¨ber einzelnen Bla¨ttern deutlich ho¨her ausfallen kann (Kumar et al.
2002). Eine weitere wichtige Rolle spielt die Artenzusammensetzung, also die Art und
Form der Vergesellschaftung. Im Falle von landwirtschaftlichen Kulturen haben zum
Beispiel auch die Orientierung und der Abstand der Saatreihen sowie die Art der Be-
wirtschaftung einen Einﬂuss auf das Reﬂexionsverhalten von Pﬂanzenbesta¨nden (Hil-
debrandt 1996). Im Vergleich zu natu¨rlichen heterogenen Pﬂanzenbedeckungen kann
die ra¨umliche spektrale Variabilita¨t von Pﬂanzenbesta¨nden hingegen deutlich geringer
ausfallen.
2.2.2 Boden
Die Zusammensetzung von Bo¨den ist durch die festen Bestandteile (Minerale, organische
Substanzen, Bodenorganismen) sowie die mit Luft oder Wasser gefu¨llten Hohlra¨ume
(Poren) gepra¨gt. Bei der Bodenbildung spielen das Ausgangsgestein, die durch das Klima
bedingten Verwitterungserscheinungen, die Topographie, die vorherrschende Flora und
Fauna sowie die anthropogene Nutzung eine bedeutende Rolle (Ben-Dor et al. 1999,
Munzert und Frahm 2006). In Folge der komplexen Interaktion der genannten Faktoren
ko¨nnen die Eigenschaften und somit auch das Reﬂexionsverhalten von Bo¨den sowohl
ra¨umlich als auch zeitlich sehr stark variieren. Dabei wird die Bodenreﬂexion lediglich
durch die obere Bodenschicht bestimmt, weshalb sich aus spektralen Messungen keine
Informationen u¨ber tiefer liegende Bodenschichten ableiten lassen.
Die in Abbildung 7 dargestellten charakteristischen Reﬂexionskurven eines Sandbo-
dens unterscheiden sich augenscheinlich von der spektralen Signatur der Vegetation und
sind im Bereich von 0.4μm bis 1.2μm (VNIR) durch einen kontinuierlichen Anstieg ge-
pra¨gt (Eismann 2012). Der Spektralbereich des mittleren Infrarot (MIR) wird, wie auch
das Vegetationsspektrum, durch die charakteristischen Wasserabsorptionsbanden beein-
ﬂusst. In Abha¨ngigkeit einiger maßgebender Faktoren kann das Reﬂexionsverhalten von
Bo¨den jedoch deutlich variieren. Neben der Korngro¨ßenverteilung und der Oberﬂa¨chen-
beschaffenheit sind dabei insbesondere die Bodenfeuchte, der Anteil an organischen
Substanzen sowie die Mineralzusammensetzung von großer Bedeutung.
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Abbildung 7: Reﬂexionskurven eines Sandbodens bei unterschiedlicher Bodenfeuchte
(Hildebrandt 1996, S.62).
Die Bodenfeuchte hat einen betra¨chtlichen Einﬂuss auf die spektrale Reﬂexion des Bo-
dens und kann in Abha¨ngigkeit von Niederschlagsereignissen großen zeitlichen Schwan-
kungen unterliegen (Bach 1995). Mit zunehmendem Wassergehalt des Bodens verringert
sich die Reﬂexion u¨ber den gesamten Spektralbereich (Abb. 7), wobei sich starke Was-
serabsorptionsbanden bei 1.45μm und 1.95μm und etwas schwa¨chere bei 0.97μm, 1.2μm
und 1.77μm zunehmend auspra¨gen (Baumgardner et al. 1986). Von der Verteilung und
der Form der Wasserabsorptionsbanden kann auf das Vorkommen von ﬂu¨ssigem Wasser
oder Hydroxyl-Ionen sowie auf die Anordnung der Wassermoleku¨le geschlossen wer-
den. Die reﬂexionsmindernde Wirkung stagniert bei ansteigendem Wassergehalt bei
ungefa¨hr 10-12% Bodenreﬂexion und ist zudem auch an die Konzentration organischer
Substanzen, die Korngro¨ßenverteilung und die Mineralzusammensetzung gekoppelt (Hil-
debrandt 1996).
Eine hohe Anreicherung organischer Substanzen (insbesondere Humusstoﬀe) wirkt auf
die spektrale Signatur von Bo¨den ebenfalls reﬂexionsmindernd. Maßgebend sind Art,
Menge und Zusammensetzung der organischen Substanzen sowie auch der Zersetzungs-
zustand. Das Vorkommen dieser Stoﬀe ist eng an die mineralischen Bestandteile des
Bodens gekoppelt (Hildebrandt 1996). Bereits geringe Mengen (> 2%) bewirken einen
starken Eﬀekt, wodurch andere Absorptionsmuster verdeckt werden ko¨nnen (Baum-
gardner et al. 1986). Bei einer Konzentration von mehr als 5% wird die Reﬂexionskurve
soweit beeinﬂusst, dass sie anstatt eines sonst konvexen einen konkaven Verlauf im
Bereich zwischen 0,5μm und 1,4μm aufweist (vgl. Abb. 8 Kurve A). Eindeutige cha-
rakteristische Absorptionsbanden zur Identiﬁkation organischer Substanzen sind nicht
bekannt (Bach 1995).
Bei einer hohen Konzentration bodenbildender Minerale wird die Bodenreﬂexion quali-
tativ durch deren artspeziﬁsche Reﬂexionseigenschaften bestimmt (Hildebrandt 1996).
Diese Reﬂexionseigenschaften resultieren aus den charakteristischen Absorptionsban-
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den der Minerale und sind u¨berwiegend im mittleren Infrarot ausgepra¨gt (Bach 1995).
Zu den bedeutenden Mineralen der Erdkruste za¨hlen Silikate, Quarz, Karbonate und
Tonminerale (Munzert und Frahm 2006). Aufgrund der Vielfalt an Mineralen und Mi-
neralgemenge in Kombination mit unterschiedlichen Partikelgro¨ßen ergeben sich diverse
spektrale Reﬂexionskurven fu¨r Bo¨den. Hunt 1977 liefert eine ausfu¨hrliche Zusammen-
fassung zum spektralen Reﬂexionsverhalten bekannter Minerale. Untersuchungen haben
gezeigt, dass die am ha¨uﬁgsten beobachteten spektralen Eigenschaften der Minerale an
das Vorkommen von Eisen und Hydroxylgruppen gebunden sind. Ein hoher Eisen- bezie-
hungsweise Eisenoxidgehalt zeichnet sich insbesondere durch einen steilen Anstieg der
Reﬂexionskurve vom blau-violetten Spektralbereich zum NIR ab (vgl. Abb. 8 Kurven
C und E). Zudem erscheinen bei 0.7μm, 0.87μm und 1.0μm fu¨r Eisen charakteristische
Absorptionsbanden, die durch Elektronenu¨berga¨nge der Eisen-Ionen bedingt sind. Die
spektrale Charakteristik von Hydroxylgruppen kommt durch die Absorptionsbanden im
Bereich von 1.4μm und 1.9μm zum Ausdruck, die bei hohem Wassergehalt jedoch durch
die Wasserabsorptionsbanden maskiert werden ko¨nnen (Bach 1995).
Abbildung 8: Fu¨nf repra¨sentative Reﬂexionskurven von Bo¨den: (A) hoher Gehalt organischer
Substanzen (B) minimaler Gehalt organischer Substanzen und geringer Eisengehalt (C)
ma¨ßiger Gehalt an organischen Substanzen und an Eisen (D) mittlerer Gehalt organischer
Substanzen und geringer Eisengehalt (E) mittlerer Gehalt organischer Substanzen und hoher
Eisengehalt (vera¨ndert nach Stoner und Baumgardner 1981).
Der Zusammenhang zwischen Korngro¨ße der Bodenteilchen und der Bodenreﬂexion ge-
staltet sich a¨ußerst komplex und la¨sst sich nicht allgemeingu¨ltig beschreiben. Maßgebend
sind neben der Form und der Gro¨ße der Bodenteilchen unter anderem auch die Art der
beteiligten Bodensubstrate sowie die Aggregierungseigenschaften des Bodens. Generell
wird bei abnehmender mittlerer Partikelgro¨ße eine Zunahme der Reﬂexion fu¨r alle Wel-
lenla¨ngen beobachtet. In Folge dessen ko¨nnen auch andere feine spektrale Merkmale
unterdru¨ckt werden (Baumgardner et al. 1986). Ein entgegengesetztes Verhalten tritt
bei Substraten mit geringer Reﬂexion auf, wobei sich die Bodenreﬂexion durch zuneh-
mende Partikelgro¨ßen erho¨ht. Bei Bo¨den, die zur Bildung von Aggregaten tendieren,
sind Form und Gro¨ße dieser Aggregate ausschlaggebend fu¨r das Reﬂexionsverhalten.
2 GRUNDLAGEN 15
Deswegen erscheinen zum Beispiel Lehmbo¨den trotz kleinerer Partikelgro¨ße dunkler als
Sandbo¨den, die im Vergleich gro¨bere Ko¨rner aufweisen (Bach 1995).
Einen weiteren wesentlichen Einﬂuss auf das Reﬂexionsverhalten des Bodens hat die
Oberﬂa¨chenbeschaﬀenheit, die unter anderem durch den Steingehalt der Erdoberﬂa¨che,
verwendete Bodenbearbeitungstechniken oder Niederschlagsereignisse beeinﬂusst wer-
den kann. Die in der Landwirtschaft eingesetzten Bodenbearbeitungsverfahren (Pﬂu¨gen,
Eggen, Walzen) erho¨hen in der Regel die Rauigkeit und fu¨hren zu einem fein struktu-
rierten Relief des Bodens, wodurch der Schattenanteil zunimmt und die Bodenreﬂexion
im Mittel reduziert wird (Hildebrandt 1996). In Folge wiederholter U¨berfahrten mit
schweren Landmaschinen wird der Boden der Fahrgassen zudem zunehmend verdich-
tet, wodurch das Reﬂexionsverhalten ebenfalls beeinﬂusst wird. Eine Verdichtung des
Bodens kann jedoch auch durch starke Niederschla¨ge verursacht werden (Bach 1995).
Im Gegensatz dazu kann ein Wassermangel zur Austrocknung des Bodens fu¨hren, wo-
bei sich Risse und Verkrustungen ausbilden. Die Oberﬂa¨chenstruktur eines Bodens ist
demzufolge eng an die klimatischen Bedingungen, die Gela¨ndetopographie sowie die Art
der Bodennutzung gekoppelt.
2.3 Vegetationsindizes
Bei der Interpretation von Fernerkundungsdaten stellen Vegetationsindizes (VI) ein be-
deutendes Mittel zur qualitativen und quantitativen Analyse von vegetationsbedeckter
Erdoberﬂa¨che dar. Die Indexberechnung erfolgt anhand geeigneter Kombinationen si-
gniﬁkanter Kana¨le beziehungsweise Ba¨nder, um Vegetation gegenu¨ber vegetationsfreien
Fla¨chen hervorzuheben. Unter Ausnutzung des markanten spektralen Reﬂexionsverhal-
tens von Vegetation, beziehen sich diese Indizes in den meisten Fa¨llen auf den Rot- und
NIR-Bereich.
Vegetationsindizes spielen eine wichtige Rolle beim Monitoring und der Analyse
der natu¨rlichen oder durch anthropogene Einﬂu¨sse bedingten Entwicklung der Vege-
tationsbedeckung der Erde und kommen zum Beispiel bei Untersuchungen von Land-
nutzungsa¨nderungen, pha¨nologischen Erscheinungen oder zur Bestimmung des Bede-
ckungsgrads sowohl auf regionaler wie auch globaler Ebene zum Einsatz (Huete et al.
1994, Bannari et al. 1995). Daru¨ber hinaus ermo¨glichen sie die Ableitung bedeuten-
der Pﬂanzenparameter, die Ru¨ckschlu¨sse auf die Biomasseproduktion sowie den Vita-
lita¨tszustand der Pﬂanzen erlauben. Dies ist insbesondere in der Landwirtschaft von
großer Bedeutung und ermo¨glicht Prognosen zum Ertrag landwirtschaftlicher Besta¨nde
oder die Optimierung von Bewirtschaftungsmethoden und des Betriebsmitteleinsatzes.
Die Aussagekraft der Vegetationsindizes ist jedoch sehr eng an das Fernerkundungs-
signal gekoppelt, das einigen Sto¨reinﬂu¨ssen unterliegt. Zu den Hauptfaktoren za¨hlen
die atmospha¨rischen Bedingungen, die Beobachtungs- und Beleuchtungsgeometrie so-
wie sensorspeziﬁsche Eigenschaften, wie die spektrale U¨bertragungsfunktion oder eine
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Degradation des Sensors. Hinzu kommt der Einﬂuss des Bodenhintergrundsignals, der in
Abha¨ngigkeit der Bodenfarbe, -helligkeit und -feuchtigkeit variieren kann (Bannari et al.
1995). In Anbetracht dieser Sto¨reinﬂu¨sse sowie einer mo¨glichst guten Interpretation der
VIs, sollte ein idealer Vegetationsindex maximale Sensitivita¨t gegenu¨ber gru¨ner Vegeta-
tion aufweisen, unempﬁndlich gegenu¨ber a¨ußeren Sto¨rgro¨ßen sein, den Einﬂuss des Bon-
denhintergrundsignals minimieren, einem globalen Maß entsprechen, um ra¨umliche und
zeitliche Vergleiche zu ermo¨glichen, und zusa¨tzlich mit biochemischen und biophysikali-
schen Pﬂanzenparametern korrelieren (Huete et al. 1994). Gema¨ß dieser Anforderungen
wurden seit den 70er Jahren zahlreiche Vegetationsindizes entwickelt, die mitunter sehr
anwendungsspeziﬁsch und aufgrund bestimmter Vor- und Nachteile oftmals nur bedingt
u¨bertragbar sind.
Nachfolgend werden einige bedeutende Vegetationsindizes vorgestellt, die sich in vier
Gruppen unterteilen lassen. Anschließend erfolgt eine Erla¨uterung des Zusammenhangs
zwischen den Vegetationsindizes und relevanten Pﬂanzenparametern sowie bekannter
Ansa¨tze zur Ableitung dieser Parameter.
2.3.1 Klassiﬁzierung von Vegetationsindizes
In der Literatur sind verschiedene Mo¨glichkeiten zur Einteilung von Vegetationsindizes
zu ﬁnden (Bannari et al. 1995). Die folgende U¨bersicht ausgewa¨hlter Indizes nimmt ei-
ne Klassiﬁzierung in vier Gruppen vor. Dazu za¨hlen die fru¨hen Entwicklungen, welche
in die Ratio Indizes und die orthogonalen Indizes unterteilt werden ko¨nnen. Mit der
fortschreitenden Kenntnis u¨ber bedeutende Sto¨reinﬂu¨sse legte sich der Fokus bei der
Entwicklung der VIs zunehmend auf die Eliminierung externer Faktoren, woraus die
boden- und atmospha¨renkorrigierenden Vegetationsindizes hervorgingen. Die zunehmen-
de Verfu¨gbarkeit hyperspektraler Daten fu¨hrte schließlich zur Entwicklung schmalban-
diger hyperspektraler Vegetationsindizes, die eine exaktere spektrale Analyse bestimmter
Pﬂanzenparameter versprechen.
Ratio Indizes
Zu den bekanntesten Ratio Indizes za¨hlen der Ratio Vegetation Index (RVI; Pearson
und Miller 1972)
RV I =
ρR
ρNIR
sowie der bis heute am weitesten verbreitete Normalized Diﬀerence Vegetation Index
(NDVI; Rouse Jr 1974, Rouse Jr 1972)
NDV I =
ρNIR − ρR
ρNIR + ρR
, (2.1)
wobei ρR der Reﬂexion im roten Spektralbereich und ρNIR der Reﬂexion im NIR-Bereich
entspricht. Diese beiden Indizes bewirken eine Kontrastversta¨rkung zwischen Boden und
Vegetation, wa¨hrend der Einﬂuss durch variierende Beleuchtungsbedingungen (bedingt
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der den senkrechten Abstand zu einer empirisch ermittelten oder modellierten Bodenli-
nie im NIR-Rot-Raum beschreibt. Einen weiteren Ansatz lieferte Clevers 1989 mit dem
Weighted Diﬀerence Vegetation Index (WDVI)
WDV I = ρNIR − C · ρR (2.3)
unter Verwendung der bodenspeziﬁschen Konstante C = ρNIR,soil/ρR,soil, die sich aus
den Reﬂexionen des Bodens im Rot- und NIR-Bereich berechnet. Dieser Ansatz be-
ruht auf der Annahme, dass das Verha¨ltnis der Bodenreﬂexion zweier Spektralbereiche
unabha¨ngig von der Bodenfeuchte ist.
Diese Indizes liefern im Gegensatz zu den Ratio Indizes zwar zuverla¨ssigere Ergeb-
nisse bei geringen Bedeckungsgraden, jedoch unterliegen sie dennoch einem signiﬁkanten
Einﬂuss des Bodensignals (Rondeaux et al. 1996). Ursache hierfu¨r ist die Annahme ei-
ner universellen Bodenlinie zur Beschreibung verschiedener Bodentypen und -zusta¨nde,
wobei die ra¨umliche und zeitliche spektrale Variabilita¨t des Bodens nicht beru¨cksichtigt
werden kann (Bannari et al. 1995). Die orthogonalen Indizes weisen zudem ein eher
lineares Verhalten und keine erheblichen Sa¨ttigungsprobleme auf (Richardson und Wie-
gand 1977).
Boden- und atmospha¨renkorrigierende Indizes
Die Korrektur des Bodeneinﬂusses gewann bei der Entwicklung der Vegetationsindizes
zunehmend an Bedeutung. In Folge dessen etablierte sich eine ganze Familie bodenkor-
rigierender VIs, dessen Grundstein Huete 1988 mit dem Soil Adjusted Vegetation Index
(SAVI)
SAV I =
ρNIR − ρR
ρNIR + ρR + L
· (1 + L)
legte. Dabei handelt es sich um eine Kombination aus NDVI und PVI, wobei der Ein-
ﬂuss des Bodens durch die Verwendung des Bodenkorrekturfaktors L reduziert wird.
Fu¨r geringe Bedeckungsgrade wird L = 1 und bei hohen Vegetationsdichten hingegen
L = 0 angenommen, womit der SAVI dem NDVI entspricht. Bei dazwischenliegenden
unbekannten Mischverha¨ltnissen hat sich eine Korrektur von L = 0.5 als geeignet er-
wiesen.
Mit Bezug auf die charakteristische Bodenlinie (Gl. 2.2) wurde der Transformed Soil
Adjusted Vegetation Index (TSAVI; Baret et al. 1989)
TSAV I =
s1 · (ρNIR − s1 · ρR − s2)
ρR + s1 · (ρNIR − s2) +X · (1 + s21)
konzipiert, wobei der Einﬂuss des Bodens mit X = 0.08 minimiert werden kann (Baret
und Guyot 1991). SAVI und TSAVI gelten als geeignete und vom Sensortyp unabha¨ngige
Indikatoren, um sowohl die Variationen der Vegetation sowie des Bodens zu beschrei-
ben. Der TSAVI erweist sich unter Beru¨cksichtigung der Bodenlinie jedoch als besserer
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Indikator bei geringen Vegetationsdichten (Bannari et al. 1995). Eine weitere Abwand-
lung des SAVI lieferte Qi et al. 1994 mit dem Modiﬁed Soil Adjusted Vegetation Index
(MSAVI)
MSAV I =
2 · ρNIR + 1−
√
(2 · ρNIR + 1)2 − 8 · (ρNIR − ρR)
2
,
wobei der Bodenkorrekturfaktor L dynamisch mit
L = 1− 2 · s1 ·NDV I ·WDV I
und unter Verwendung des Koeﬃzienten s1 der Bodenlinie (Gl. 2.2) modelliert wird.
Rondeaux et al. 1996 hat in einer Studie gezeigt, dass die bodenkorrigierenden Vegetati-
onsindizes (SAVI, TSAVI, MSAVI) den Einﬂuss des Bodens gegenu¨ber dem klassischen
NDVI reduzieren, bei geringen Vegetationsdichten jedoch trotzdem Ungenauigkeiten
aufweisen. Das Hauptproblem liegt unter anderem auch hier in der Verwendung ei-
ner universellen Bodenlinie, die aufgrund der spektralen Variabilita¨t des Bodens keine
geeignete Repra¨sentation darstellt. Einen weiteren großen Einﬂuss hat die Wahl des
Bodenkorrekturfaktors, der im Zuge der Untersuchungen optimiert wurde und woraus
der Optimized SAVI (OSAVI) mit L = 0.16 hervorging.
Einen relativ jungen Ansatz lieferte Gilabert et al. 2002 mit dem General SAVI
(GESAVI)
GESAV I =
ρNIR − s1 · ρR − s2
ρR + ZS
,
der sich auf ein vereinfachtes Modell zur Beschreibung der Strahlungsvorga¨nge bei sich
u¨berlagernden Vegetationsschichten bezieht. Auf der Grundlage dieses Modells und der
Bestimmung der Bodenlinie (Gl. 2.2) erfolgt die Berechnung des Bodenkorrekturfaktors
ZS . Die Untersuchungen haben gezeigt, dass die Ergebnisse eng an die ermittelte Bo-
denlinie geknu¨pft sind, die sich allerdings nur schlecht modellieren la¨sst.
Analog zu den bodenkorrigierenden Ansa¨tzen erfolgte die Entwicklung der Vegetati-
onsindizes ebenfalls in Hinblick auf die Reduktion des Einﬂusses atmospha¨rischer Be-
dingungen. Einen Ansatz lieferten Kaufman und Tanre 1992 mit dem Atmospherically
Resistent Vegetation Index (ARVI)
ARV I =
ρNIR − ρRB
ρNIR + ρRB
.
Dabei handelt es sich um eine Modiﬁkation des NDVI, wobei der Rot-Kanal ρR durch
ρRB = ρR − γA · (ρB − ρR) ersetzt wird. Der Blau-Kanal ρB ist anfa¨lliger fu¨r die
wellenla¨ngenabha¨ngigen Aerosol-Eﬀekte und wird hier neben der aerosolspeziﬁschen
Konstante γA verwendet, um den Rot-Kanal hinsichtlich variierender Atmospha¨renbe-
dingungen zu korrigieren. Die Autoren haben gezeigt, dass der ARVI einen a¨hnlichen
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Dynamikumfang wie der NDVI aufweist, jedoch vier Mal weniger anfa¨llig gegenu¨ber
atmospha¨rischen Eﬀekten ist. Kaufman und Tanre 1992 empfehlen daru¨ber hinaus die
Kombination aus ARVI und SAVI: Soil-Adjusted and Atmospherically Resistant Vegeta-
tion Index (SARVI) und analog dazu die Kombination aus ARVI und TSAVI: TSARVI,
um die atmospha¨rischen Eﬀekte und gleichzeitig den Einﬂuss des Bodens zu korrigieren.
Myneni und Asrar 1994 haben in einer vergleichenden Analyse gezeigt, dass die indi-
viduellen Korrekturen von SAVI und ARVI jedoch besser ausfallen, als die simultane
Korrektur mit SARVI.
Einen alternativen Ansatz zur gekoppelten Korrektur der atmospha¨rischen Eﬀekte
sowie des Einﬂusses des Bodensignals lieferten Pinty und Verstraete 1992 mit dem nicht-
linearen Global Environment Monitoring Index (GEMI)
GEMI = η · (1− 0.25 · η)−
(
ρR − 0.125
1− ρR
)
mit η =
2 · (ρ2NIR + ρ
2
R) + 1.5 · ρNIR + 0.5 · ρR
ρNIR + ρR + 0.5
.
Dieser Index gilt als zuverla¨ssiger Indikator bei hohen Vegetationsdichten und als un-
empﬁndlich gegenu¨ber atmospha¨rischen Eﬀekten, la¨sst sich aufgrund der komplexen
Berechnung jedoch nur schwer interpretieren (Huete et al. 1994, Rondeaux et al. 1996).
Der GEMI ist zudem anfa¨llig fu¨r den Einﬂuss des Bodens und gilt fu¨r geringe Vegeta-
tionsdichten als nicht sehr zuverla¨ssig (Bannari et al. 1995).
Ein weiterer boden- und atmospha¨renkorrigierender Ansatz ist mit dem Endhanced
Vegetation Index (EVI)
EV I = G ·
ρNIR − ρR
ρNIR + C1 · ρR − C2 · ρB + L
gegeben, der speziell zur Verbesserung der Sensititvita¨t fu¨r hohe Vegetationsdichten
konzipiert wurde (Liu und Huete 1995, Huete et al. 1997). Dieser Index wurde als
ein Standardprodukt des Moderate Resolution Imaging Spectroradiometer (MODIS)
entwickelt (Justice et al. 1998). In die Berechnung ﬂießen der Versta¨rkungsfaktor G, die
Bodenkorrektur L und die Koeﬃzienten C1 und C2 zur Eliminierung der Aerosol-Eﬀekte
ein. Gema¨ß dem Konzept von Kaufman und Tanre 1992 erfolgt auch hier eine Korrektur
des Rot-Kanals unter Verwendung des aerosolanfa¨lligen Blau-Kanals. In der Literatur
sind die Empfehlungen G = 2.5, L = 1, C1 = 6 und C2 = 7.5 zu ﬁnden, die sich bei der
Untersuchung realer Daten wie auch in Modellsimulationen als robust erwiesen haben
(Justice et al. 1998).
Im Vergleich zum NDVI erweist sich der EVI als deutlich unempﬁndlicher gegenu¨ber
dem Bodenhintergrund, nicht-photosynthetischem Material sowie atmospha¨rischen Ef-
fekten, und gilt auch bei hohem Biomassegehalt als sensitiv gegenu¨ber Variationen der
Vegetationsdichte (Huete et al. 2002). Ein wesentlicher Nachteil ist die Verwendung des
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Blau-Kanals, der nicht bei jedem Sensorsystem gegeben ist (zum Beispiel AVHRR). Die-
ses Problem lo¨sten Jiang et al. 2008 durch die Einfu¨hrung des two-band EVI (EVI2), der
sich ausschließlich auf das Rot- und NIR-Band bezieht, wodurch auch Langzeitanalysen
zum Vegetationsmonitoring mit Satellitendaten vergangener Zeit ermo¨glicht wurden.
Hyperspektrale Indizes
Das mit der Zeit zunehmende Aufkommen von Hyperspektraldaten hat die Entwicklung
von Vegetationsindizes wesentlich beeinﬂusst. Die hohe spektrale Auﬂo¨sung ermo¨glicht
eine deutlich diﬀerenziertere Analyse biochemischer und biophysikalischer Pﬂanzenpa-
rameter, die durch charakteristische Absorptionseigenschaften zum Ausdruck kommen
und durch die Verwendung einzelner schmaler Ba¨nder explizit angesprochen werden
ko¨nnen. Einige Ansa¨tze erfolgen in Anlehnung an die klassischen breitbandigen Indi-
zes oder als deren Erweiterung, wobei der Schwerpunkt in der Wahl geeigneter Spek-
tralba¨nder fu¨r die Indexberechnung liegt. Dies kann zum Beispiel anhand empirischer
Messungen oder durch geeignete Korrelationsanalysen bezu¨glich des hervorzuhebenden
Pﬂanzenparameters erfolgen (Thenkabail et al. 2012, Hansen und Schjoerring 2003).
Zahlreiche Studien untersuchen die Korrelation bestimmter Ba¨nder mit wichtigen Blatt-
pigmenten (Chlorophylle, Carotinoide, Anthocyane), woraus spezielle hyperspektrale
Vegetationsindizes hervorgegangen sind, die in verschiedenen Untersuchungen mitein-
ander verglichen werden (Daughtry et al. 2000, Blackburn 1998a, Bannari et al. 2007,
Haboudane et al. 2008). Dazu za¨hlen zum Beispiel der Normalized Pigment Chlorophyll
Index (NPCI; Pen˜uelas et al. 1994) und der Pigment Speciﬁc Normalized Diﬀerence
Index (PSNDI; Blackburn 1998b). Andere Ansa¨tze untersuchen die Abscha¨tzung von
Stickstoﬀ, Lignin und Cellulose anhand von Regressionsanalysen (Kokaly und Clark
1999) oder die Bestimmung geeigneter Ba¨nder zur Identiﬁkation von Wassermangel
und Pﬂanzenstress (Strachan et al. 2002). Alternative Ansa¨tze basieren auf der Para-
metrisierung der roten Kante und der Bestimmung der red edge position (REP), die
den steilsten Anstieg indiziert und unter anderem mit dem Chlorophyllgehalt korreliert
(Horler et al. 1983, Blackburn 1998a). Eine Verschiebung des REP hin zu ku¨rzeren Wel-
lenla¨ngen (blue shift) ist mit einer geringeren Pigmentabsorption im VIS und somit einer
Abnahme des Chlorophyllgehalts verbunden, wohingegen die Verschiebung des REP hin
zu den gro¨ßeren Wellenla¨ngen (red shift) eine Zunahme der Chlorophyllkonzentration
indiziert (Broge und Mortensen 2002).
In der Literatur sind zahlreiche Empfehlungen hyperspektraler Vegetationsindizes
zu ﬁnden, die oftmals aus sehr daten- und problemspeziﬁschen Untersuchungen hervor-
gingen und sich somit auch nur bedingt u¨bertragen lassen. Einige zusammenfassende
U¨bersichten sind in den Arbeiten von Bannari et al. 2007, Stagakis et al. 2010 und
Agapiou et al. 2012 zu ﬁnden.
2 GRUNDLAGEN 22
2.3.2 Ableitung von Pﬂanzenparametern
Ein weit verbreiteter Ansatz zur Ableitung von Pﬂanzenparametern stu¨tzt sich auf
die Verwendung von Vegetationsindizes. In zahlreichen Studien konnte die Korrelation
zwischen verschiedenen Indizes und bedeutenden Pﬂanzenparametern, wie zum Bei-
spiel dem Blattﬂa¨chenindex (leaf area index, LAI), empirisch belegt werden. Der Blatt-
ﬂa¨chenindex ist durch das Verha¨ltnis der einseitigen gru¨nen Blattﬂa¨che in Bezug auf eine
horizontale Fla¨cheneinheit deﬁniert (Clevers und Verhoef 1993). Daru¨ber hinaus werden
ha¨uﬁg auch der Bedeckungsgrad, der Chlorophyllgehalt (Canopy Chlorophyll Density,
CCD) sowie der fu¨r die Photosynthese zur Verfu¨gung stehende und von der Pﬂanze
absorbierte Strahlungsanteil (Fraction of Absorbed Photosynthetic Active Radiation,
fAPAR) mit Hilfe von Vegetationsindizes abgescha¨tzt. Diese Parameter ermo¨glichen
Ru¨ckschlu¨sse auf die Biomasseproduktion, das Pﬂanzenwachstum oder den Zustand der
Pﬂanzen sowie auf Gasaustauschprozesse zwischen Oberﬂa¨che und Atmospha¨re (Baret
und Guyot 1991, Broge und Mortensen 2002, Yang et al. 2006), was beim Monitoring
verschiedener O¨kosysteme sowie in der Landwirtschaft von großer Bedeutung ist.
Neben den empirischen Ansa¨tzen unter Verwendung von Vegetationsindizes gibt es
auch physikalisch basierte Verfahren, die sich mitunter auf die Inversion von Strahlungs-
transportmodellen stu¨tzen (Verhoef 1984, Jacquemoud und Baret 1990) oder Ansa¨tze
der linearen spektralen Entmischung verfolgen (Settle und Drake 1993, Lelong et al.
1998), hier jedoch nicht na¨her betrachtet werden. In verschiedenen Studien, wie zum
Beispiel in der von North 2002, werden die genannten Verfahren vergleichend gegen-
u¨bergestellt.
Der Zusammenhang zwischen Vegetationsindizes und Pﬂanzenparametern wird u¨blich-
erweise anhand von spektralen Feld- oder Labormessungen und des Einsatzes von Re-
gressionsanalysen empirisch ermittelt. In Folge dessen etablierten sich zahlreiche ver-
schiedene funktionale Zusammenha¨nge, die sowohl linearer, quadratischer oder expo-
nentieller Natur sind als auch durch Potenzfunktionen beschrieben werden ko¨nnen. Ver-
schiedene mathematische Modelle wurden zum Beispiel von Wiegand et al. 1990 und
Wiegand et al. 1992 zur Ableitung des LAI und der fAPAR fu¨r ausgewa¨hlte Vegetations-
indizes am Beispiel von Mais und Weizen untersucht. A¨hnliche Untersuchungen wurden
auch fu¨r Gras sowie Laub- und Nadelwa¨lder vorgenommen (Turner et al. 1999, Goetz
1997, Chen und Cihlar 1996). Andere Ansa¨tze untersuchen zum Beispiel die empirische
Abscha¨tzung des Bedeckungsgrads anhand von linearen oder polynomialen Regressions-
analysen (Elvidge und Chen 1995, Bouman et al. 1992, Purevdorj et al. 1998).
Diese empirisch ermittelten Zusammenha¨nge variieren allerdings in Abha¨ngigkeit
des Pﬂanzentyps und sind oftmals sehr stark an die Aufnahmebedingungen (Sensor-
typ, Beobachtungs- und Beleuchtungsgeometrie, Atmospha¨re, Bodenfeuchte) sowie an
die regionsabha¨ngigen pﬂanzenspeziﬁschen Eigenschaften der spektralen Messungen ge-
bunden, weshalb sie sich nur bedingt u¨bertragen lassen.
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In Anlehnung an das oftmals asymptotische Sa¨ttigungsverhalten von Vegetationsindizes
entwickelten sich einige semi-empirische Ansa¨tze unter Verwendung eines physikalischen
Modells. Dabei wird u¨blicherweise der Zusammenhang zwischen spektralen Vegetati-
onsindizes und dem LAI betrachtet, welcher in der Regel durch eine logarithmische
Funktion beschrieben werden kann (Clevers 1986, Clevers 1988, Price 1992, Price und
Bausch 1995, Baret und Guyot 1991). Ein ha¨uﬁg angewandtes Modell ist das von Ba-
ret und Guyot 1991, wobei der LAI als Funktion eines beliebigen Vegetationsindex V I
aufgefasst wird
LAI = −
1
kV I
ln
(
V I − V I∞
V I∞ − V IS
)
. (2.4)
Der funktionale Zusammenhang wird mit Hilfe des Vegetationsindex von blankem Boden
V IS , des asymptotischen Grenzwerts des Vegetationsindex V I∞ sowie dem Extinktions-
koeﬃzienten kV I modelliert. Der Extinktionskoeﬃzient kV I beru¨cksichtigt die durch die
Pﬂanzenschicht bedingte Abschwa¨chung der Strahlungsvorga¨nge. Die Modellparameter
V I∞ und kV I sind abha¨ngig von der Beleuchtungssta¨rke, der Beobachtungsgeometrie
sowie der Blattwinkelverteilung und mu¨ssen wie auch die Bodenreﬂexion V IS empi-
risch ermittelt werden. Broge und Mortensen 2002 untersuchen diesen Modellansatz
zur Ableitung des Blattﬂa¨chenindex und des Chlorophyllgehalts anhand einer Vielzahl
verschiedener breitbandiger und hyperspektraler Vegetationsindizes, wobei sich der um-
gekehrte exponentielle Zusammenhang nur fu¨r den RVI (Pearson und Miller 1972) nicht
besta¨tigt hat.
Einen weiteren semi-empirischen Ansatz lieferte Clevers 1986 und Clevers 1988 mit
dem CLAIR-Modell (Clevers Leaf Area Index by Reﬂectance). Demnach wird der LAI
mit Hilfe des WDVI (siehe Gl. 2.3) modelliert
LAI = −
1
k
ln
(
1−
WDV I
WDV I∞
)
, (2.5)
wobei der Parameter k einer Kombination aus Extinktions- und Streuungskoeﬃzienten
entspricht, den es zusammen mit dem asymptotischen GrenzwertWDV I∞ empirisch zu
bestimmen gilt. Bouman et al. 1992 untersuchte die Abscha¨tzung des LAI mit dem Mo-
dell von Clevers fu¨r unterschiedliche Bodentypen und Bodenfeuchten sowie Wachstums-
bedingungen und ermittelte die ParameterWDV I∞ und k fu¨r verschiedene Fruchtarten
(Kartoﬀeln, Ru¨ben, Gerste, Weizen, Hafer). In einer Sensitivita¨tsanalyse wurde gezeigt,
dass mit diesem Modell wesentliche Einﬂu¨sse, wie das Bodenhintergrundsignal sowie
die Beleuchtungs- und Beobachtungsgeometrie, deutlich reduziert werden ko¨nnen, die
Blattwinkelverteilung hingegen einen starken Einﬂuss auf die Ableitung des LAI haben
kann (Clevers und Verhoef 1993).
Mit dem bekannten physikalischen Modell von Monsi und Saeki 1953 kann der Boden-
bedeckungsgrad B mit
B = 1− e(−kS ·LAI) (2.6)
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in Abha¨ngigkeit des LAI und mit Hilfe des Extinktionskoeﬃzienten der solaren Einstrah-
lung kS abgeleitet werden. Dieser Ansatz wurde in zahlreichen Studien aufgegriﬀen und
konnte unter anderem fu¨r verschiedene landwirtschaftliche Fruchtarten belegt werden
(Bouman et al. 1992, Clevers 1986, Baret et al. 1993).
Baret und Guyot 1991 leiten daru¨ber hinaus auch einen physikalisch begru¨ndeten Zu-
sammenhang zwischen der fAPAR und den Vegetationsindizes her. Dies erfolgt in An-
lehnung an verschiedene empirische Modelle, welche die fAPAR ha¨uﬁg als exponentielle
Funktion des LAI beschreiben, und in Kombination mit dem in Gleichung 2.4 beschrie-
benen Zusammenhang. Die absorbierte Strahlung P des photosynthetisch aktiven Wel-
lenla¨ngenbereichs (400 - 700nm) berechnet sich nach diesem semi-empirischen Modell
mit
P = P∞
⎡
⎣1− ( V I∞ − V I
V I∞ − V IS
) kP
kV I
⎤
⎦
in Abha¨ngigkeit der absorbierten Strahlung bei sehr hoher Pﬂanzendichte P∞, des Vege-
tationsindex von blankem Boden V IS , des asymptotischen Grenzwertes V I∞ sowie der
Extinktionskoeﬃzienten kP und kV I , die den exponentiellen Zusammenhang zwischen
P (LAI) beziehungsweise V I(LAI) beschreiben. Die Untersuchungen von Baret und
Guyot 1991 haben gezeigt, dass der Zusammenhang P (V I) im Gegensatz zu LAI(V I)
auch bei hoher Pﬂanzendichte eine zuverla¨ssige Abscha¨tzung ermo¨glicht.
Mit dem Aufkommen hyperspektraler Indizes und unter der Ausnutzung signiﬁkanter
schmaler Ba¨nder etablierten sich weitere empirische Ansa¨tze zur Abscha¨tzung mitunter
ganz spezieller Pﬂanzenparameter, wie dem Chlorophyll-, Carotenoid- oder Wasserge-
halt (vgl. Hyperspektrale Indizes in Kapitel 2.3.1). Vergleichende Untersuchungen ha-
ben gezeigt, dass die Verwendung hyperspektraler Indizes keine wesentlichen Vorteile
gegenu¨ber herko¨mmlichen breitbandigen Indizes mit sich bringt, die Wahl des VI in
Abha¨ngigkeit des abzuscha¨tzenden Parameters allerdings durchaus entscheidend sein
kann (Elvidge und Chen 1995, Broge und Leblanc 2001, Thenkabail et al. 2000, Broge
und Mortensen 2002). Zudem kann mit den Ansa¨tzen zur Parametrisierung der roten
Kante der Einﬂuss des Bodens sowie der Atmospha¨re gegenu¨ber klassischen Vegetati-
onsindizes deutlich reduziert werden (Broge und Leblanc 2001, Elvidge und Chen 1995).
Die hier vorgestellten empirischen und semi-empirischen Modelle zur Ableitung von
Pﬂanzenparametern konnten mit zahlreichen Studien belegt werden, jedoch unterlie-
gen sie einigen Limitierungen, die einen operationellen Einsatz erschweren. Ein großer
Nachteil liegt in der variablen Funktionsbeschreibung zur Modellierung der Pﬂanzen-
parameter sowie in der Verwendung empirisch ermittelter Koeﬃzienten, die in erster
Linie vom Pﬂanzentyp abha¨ngen (Qi et al. 2000). In Folge dessen gibt es keine uni-
verselle Funktion, die den Zusammenhang eines Pﬂanzenparameters fu¨r verschiedene
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Vegetationstypen beschreiben kann. Daru¨ber hinaus unterliegt das Reﬂexionsverhalten
von Pﬂanzenschichten zahlreichen Einﬂu¨ssen, was die Interpretation der Vegetationsin-
dizes und somit eindeutige Ru¨ckschlu¨sse auf Pﬂanzenparameter erschwert. Dazu za¨hlen
unter anderem die pﬂanzenunspeziﬁschen Einﬂu¨sse der Beleuchtungs- und Beobach-
tungsgeometrie, atmospha¨rischer Eﬀekte sowie des Bodenhintergrundsignals, die durch
die Verwendung geeigneter Indizes nur teilweise reduziert werden ko¨nnen. Des Weite-
ren a¨ndert sich das Reﬂexionsverhalten in Abha¨ngigkeit verschiedener struktureller und
pﬂanzenspeziﬁscher Faktoren, wie zum Beispiel der Pﬂanzenarchitektur, der Vergesell-
schaftung, der Blattwinkelverteilung, dem Schattenanteil und den optischen Eigenschaf-
ten der Bla¨tter sowie anderer Pﬂanzenteile (Huete et al. 2002, Baret und Guyot 1991).
Eine weitere Limitierung bei der Verwendung von VIs liegt in dem typischen asym-
ptotischen Sa¨ttigungsverhalten bei hohem LAI, was keine ausreichende Diﬀerenzierung
dichter Vegetation ermo¨glicht (Haboudane et al. 2004). Dieser Eﬀekt kann hingegen
durch die Verwendung von hyperspektralen Indizes reduziert werden, die eine bessere
Sensitivita¨t bei hohen LAI-Werten aufweisen (Thenkabail et al. 2012).
2.4 Spektrale Entmischung
Die spektrale Entmischung umfasst Methoden zur Analyse spektraler Signaturen un-
terschiedlicher Oberﬂa¨chenbestandteile von Mischpixeln auf Subpixelniveau. Dies spielt
bei der Auswertung geometrisch grob aufgelo¨ster Fernerkundungsdaten, insbesondere
in der Hyperspektralfernerkundung, eine wichtige Rolle. Ein Pixelspektrum setzt sich
stets aus der U¨berlagerung mehrerer spektraler Signaturen zusammen, wobei die Antei-
le der durch ein Pixel abgedeckten Oberﬂa¨chenmaterialien in Abha¨ngigkeit der Boden-
auﬂo¨sung bestimmt werden (Abb. 10). Die in einem Mischpixel vorkommenden reinen
Oberﬂa¨chenmaterialien werden als Endmember (EM) bezeichnet.
Abbildung 10: Beispiel fu¨r die lineare spektrale Zusammensetzung eines Mischpixels
(Schowengerdt 2012).
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Das Ziel der spektralen Entmischung ist die Identiﬁzierung der im Pixel auftreten-
den Endmember sowie die Abscha¨tzung ihrer relativen Fla¨chenanteile innerhalb des
Pixels (Abundanzen). Dabei wird zwischen linearen und nicht-linearen Entmischungs-
modellen unterschieden. Die linearen Modelle stellen einen vereinfachten Ansatz dar,
bei dem davon ausgegangen wird, dass die Photonen der einfallenden Strahlung jeweils
lediglich mit einem Oberﬂa¨chenmaterial interagieren. Nicht-lineare Entmischungsmo-
delle basieren hingegen auf den physikalischen Strahlungsvorga¨ngen des Lichts unter
Beru¨cksichtigung multipler Streuung mit mehreren Materialien. Die Modellierung die-
ser komplexen Streu- und Reﬂexionsvorga¨nge birgt einige Herausforderungen und er-
fordert einen deutlichen Mehraufwand in der Umsetzung. Eine U¨bersicht verschiede-
ner Ansa¨tze zur nicht-linearen Entmischung liefert Bioucas-Dias et al. 2012 mit wei-
terfu¨hrenden Literaturhinweisen. Die Thematik erhielt in bisherigen Studien allerdings
weniger Aufmerksamkeit und gilt im Vergleich zur linearen Entmischung als unzurei-
chend erforscht. Die lineare spektrale Entmischung fand hingegen in unza¨hligen wissen-
schaftlichen Untersuchungen Anwendung und wird trotz vereinfachter Darstellung der
Lichtstreuungsvorga¨nge als akzeptabler Ansatz mit ausreichender Genauigkeit angese-
hen (Bioucas-Dias et al. 2012). Zudem wird der Einﬂuss nicht-linearer Faktoren oftmals
als vernachla¨ssigbar betrachtet und soll auch im Rahmen dieser Arbeit nicht weiter
beru¨cksichtigt werden.
Nachfolgend wird das Modell der linearen spektralen Entmischung vorgestellt und
wichtige Aspekte bei der Bestimmung der fu¨r die Entmischung notwendigen Endmember
erla¨utert. Abschließend erfolgt eine kurze Zusammenfassung der Thematik, wobei die
Grenzen des linearen spektralen Entmischungsansatzes aufgezeigt werden.
2.4.1 Lineares spektrales Entmischungsmodell
Bei der linearen spektralen Entmischung wird ein Pixelspektrum als eine Linearkombi-
nation der Einzelspektren aller beteiligten Endmember aufgefasst. Die Gewichtung der
Einzelspektren erfolgt jeweils proportional zum korrespondierenden relativen Fla¨chen-
anteil im Pixel. Somit setzt sich die gemessene Reﬂexion rj im Spektralband j aus
der Summe der Reﬂexionswerte der Endmember eij zusammen, die jeweils durch ihren
Fla¨chenanteil ai gewichtet werden
rj =
m∑
i=1
ai · eij + εi .
Der Term εi entspricht dem Restfehler des Modells, der unter anderem auf nicht-lineare
Einﬂu¨sse zuru¨ckzufu¨hren ist.
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Fu¨r alle n Spektralba¨nder eines Pixels undm Endmember ergibt sich demnach folgendes
Gleichungssystem
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und somit
r =M · a+ ε ,
wobei die gemessenen Reﬂexionswerte rj (j = 1...n) im Vektor r und die beteiligten
Endmemberspektren ei (i = 1 . . .m) der La¨nge n in den Spalten der Mischungsmatrix
M zusammengefasst werden. Die Fla¨chenverteilung der in dem Pixel vorherrschenden
Endmember ist fu¨r jedes Spektralband gleich und wird durch den Vektor der Abundan-
zen a beschrieben. Der Fehler des Modells wird durch den Fehlervektor ε ausgedru¨ckt.
Im Rahmen der linearen spektralen Entmischung gilt es, geeignete Referenzspektren fu¨r
die beteiligten Endmember zu bestimmen, die eine ausreichend gute Modellierung des
Pixelspektrums ermo¨glichen. Diese Referenz- beziehungsweise Eingangsspektren bilden
das so genannte Endmember-Modell. Mit der Kenntnis u¨ber diese Endmemberspek-
tren ei ko¨nnen die Fla¨chenanteile ai durch Inversion des Modells bestimmt werden
vorausgesetzt, es liegen mehr Beobachtungen als Unbekannte vor (n > m). In den
meisten Fa¨llen u¨bersteigt die Zahl der zur Verfu¨gung stehenden Spektralba¨nder jedoch
deutlich die Anzahl der zu modellierenden Endmember (n >> m). Somit handelt es
sich um ein u¨berbestimmtes Gleichungssystem, das einen Optimierungsansatz erfordert
und zum Beispiel mit einem Ausgleichungsverfahren gelo¨st werden kann. Das Opti-
mierungsproblem kann zudem durch weitere Nebenbedingungen erga¨nzt werden. Dazu
za¨hlen u¨blicherweise die Summenbedingung
∑m
i=1 ai = 1 oder auch die Eingrenzung
des Wertebereichs der Fla¨chenanteile 0 ≤ ai ≤ 1 (i = 1 . . .m). Die Beru¨cksichtigung
der zweiten Bedingung wird in den Standardansa¨tzen zur linearen spektralen Entmi-
schung allerdings oftmals vernachla¨ssigt, da die Behandlung von Ungleichungen in der
Ausgleichungsrechnung ein komplexes Problem darstellt (Schramm 2010). Die lineare
Unabha¨ngigkeit der Eingangsspektren stellt einen wichtigen Aspekt bei der Inversion
des Gleichungssystems dar. Stark korrelierte Spektren fu¨hren zu einer schlecht beding-
ten Mischungsmatrix M. In Folge dessen ist das Modell viel anfa¨lliger gegenu¨ber Rau-
schen, was zu starken Genauigkeitsverlusten bei der Fla¨chenabscha¨tzung fu¨hren kann
(Bioucas-Dias et al. 2012).
Abbildung 11 zeigt eine graphische Veranschaulichung des linearen Mischungsmo-
dells fu¨r das Beispiel von drei Endmembern in einen dreidimensionalen Merkmalsraum
(aufgespannt durch drei Kana¨le). Innerhalb des Merkmalsraums beﬁndet sich der durch
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Abbildung 11: Graphische Darstellung des linearen
Zusammenhangs dreier Endmember (hier s1, s2 und s3)
in einem dreidimensionalen Merkmalsraum
(Schramm 2010).
die drei Endmember aufgespannte zweidimensionale Unterraum. Die Eckpunkte (rot)
dieses Unterraums entsprechen den Endmemberspektren, die jeweils eine Referenz fu¨r
ein pures Oberﬂa¨chenmaterial darstellen. Innerhalb des Unterraums beﬁnden sich alle
Pixelspektren, die sich aus den drei Endmembern zusammensetzen. Die relativen An-
teile der einzelnen Endmember in einem Pixel ist durch die Lage des Pixelvektors und
somit durch dessen Abstand zu den einzelnen Endmembern bestimmt. Liegt dieser Vek-
tor zum Beispiel auf einer der Kanten des Unterraums, so setzt sich das Pixelspektrum
lediglich aus zwei Endmembern zusammen. Demzufolge spannt ein Entmischungsmodell
mit m Endmembern einen (m-1)-dimensionalen Unterraum auf, der sich innerhalb ei-
nes n-dimensionalen Merkmalsraums mit n Spektralba¨ndern beziehungsweise Kana¨len
beﬁndet. Dieser Unterraum stellt einen Simplex dar, dessen Eckpunkte den Endmem-
berspektren entsprechen und innerhalb dessen alle mo¨glichen Mischpixelspektren liegen.
Neben sensorspeziﬁschen Fehlern und mo¨glichen Modellierungsfehlern aufgrund nicht-
linearer Einﬂu¨sse hat die Wahl der Endmemberspektren den wohl gro¨ßten Einﬂuss auf
die Genauigkeit der Fla¨chenabscha¨tzung (Somers et al. 2011). Deswegen liegen die Her-
ausforderungen der linearen spektralen Entmischung insbesondere in der Bestimmung
der Endmember, wobei die Beru¨cksichtigung der spektralen Variabilita¨t einen sehr wich-
tigen Faktor darstellt.
2.4.2 Bestimmung von Endmembern
Die Bestimmung der Endmember umfasst die Identiﬁzierung der Anzahl der im Pixel
vorkommenden Oberﬂa¨chenmaterialien sowie deren Referenzspektren. Dabei gilt es, ei-
nige wichtige Aspekte zu beru¨cksichtigen, welche die Genauigkeit der Endmemberspek-
tren und somit auch die Genauigkeit des daraus resultierenden Entmischungsmodells
grundlegend beeinﬂussen.
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Anzahl der Endmember
Eine Unter- oder U¨berscha¨tzung der Anzahl der zu modellierenden Endmember kann
zu erheblichen Fehlern bei der Fla¨chenabscha¨tzung fu¨hren.
”
Wird eine zu geringe End-
memberzahl zu Grunde gelegt, wird der Anteil von nicht modellierten Endmembern auf
die modellierten und auf die Residuen aufaddiert. Bei zu vielen Endmembern wird das
Modell anfa¨llig fu¨r Sensorrauschen und die natu¨rliche Variabilita¨t der Spektren, so dass
Anteile der Residuen fa¨lschlicherweise als Endmemberanteile modelliert werden und die
Genauigkeit des Ergebnisses zu optimistisch gescha¨tzt wird“ (Schramm et al. 2008).
Einige Ansa¨tze zur Bestimmung der optimalen Endmemberzahl basieren entweder auf
manuellen Tests oder vereinfachten Annahmen, wie der Minimierung der Endmembe-
ranzahl (Zare und Ho 2014). Weitere Verfahren basieren auf speziellen Methoden zur
Reduktion des Merkmalsraums und der Identiﬁkation der Eigenvektoren, welche den
signiﬁkanten Unterraum aufspannen und somit ein Indiz fu¨r die Anzahl der vorkom-
menden Endmember darstellen (Bioucas-Dias und Nascimento 2008 und Chang und
Du 2004). Die Untersuchungen dieser Ansa¨tze erfolgten gro¨ßtenteils daten- und pro-
blemspeziﬁsch, wodurch deren U¨bertragbarkeit nur bedingt mo¨glich ist. Die Wahl von
drei bis fu¨nf Endmembern pro Pixel hat sich allerdings in vielen Untersuchungen als
geeignet erwiesen (Garc´ıa-Haro et al. 2005).
Art der Bestimmung
Zur Modellierung des Pixelspektrums gilt es, mo¨glichst genaue Referenzspektren zu
deﬁnieren. Diese Referenzspektren ko¨nnen entweder durch Feld- und Labormessungen
sowie Spektralbibliotheken gegeben sein oder auch aus dem Datensatz selbst abgeleitet
werden.
Bei der Verwendung von punktuellen Feld- und Labormessungen erfolgt in den
meisten Fa¨llen keine Beru¨cksichtigung der zeitlichen und ra¨umlichen spektralen Va-
riabilita¨t der Oberﬂa¨chenmaterialien. Zudem ko¨nnen die Aufnahmegeometrie, variie-
rende Beleuchtungsverha¨ltnisse oder unerwu¨nschte Hintergrundsignale erhebliche Mess-
schwankungen bewirken. A¨hnliche Probleme ergeben sich bei der Verwendung spektraler
Bibliotheken (zum Beispiel USGS, ASTER), die oftmals auf Labor- und Feldmessun-
gen beruhen. Zudem umfassen diese Bibliotheken ha¨uﬁg regional vorkommende Ober-
ﬂa¨chenmaterialien einer bestimmten Klimazone, was dessen U¨bertragbarkeit auf andere
Untersuchungsgebiete und Problemstellungen einschra¨nkt (Schramm 2010).
Hinsichtlich einer unu¨berwachten Extraktion der Endmember besteht die Mo¨glichkeit,
die Referenzspektren direkt aus dem Datensatz abzuleiten. Dazu gibt es verschiedene
geometrische Ansa¨tze, die gro¨ßtenteils auf der Annahme beruhen, dass sich die Pixel-
spektren innerhalb des von den Endmembern aufgespannten Simplex beﬁnden. Dem-
zufolge ko¨nnen die Endmember durch die Identiﬁzierung der Eckpunkte des Simplex
bestimmt werden (Bioucas-Dias et al. 2012). Andere geometrische Ansa¨tze setzen vor-
aus, dass alle Endmember als reine Pixel im Datensatz vorliegen. Dazu za¨hlen zum
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Beispiel Pixel Purity Index (PPI, Boardman et al. 1995), Sequential Maximum Angle
Convex Cone (SMACC, Gruninger et al. 2004) oder N-Finder (Winter 1999). Diese
Voraussetzung muss bei anderen geometrischen Algorithmen wie MVSA (minimum vo-
lume simplex analysis, Li und Bioucas-Dias 2008) oder SISAL (simplex identiﬁcation
via split and augmented lagrangian, Bioucas-Dias 2009) hingegen nicht erfu¨llt sein.
Einen alternativen Ansatz zur unu¨berwachten linearen spektralen Entmischung liefert
Schramm 2010. Hier erfolgt die Bestimmung der Endmember durch die Ausnutzung
der Pixelnachbarschaften und unter der Annahme, dass benachbarte Pixel im gleichen
Unterraum liegen.
Spektrale Variabilita¨t
Eine mo¨glichst genaue Modellierung des Endmember-Modells erfordert zudem die Be-
ru¨cksichtigung der spektralen Variabilita¨t. Abweichungen der spektralen Signatur von
Oberﬂa¨chenbestandteilen ko¨nnen auf verschiedene Ursachen zuru¨ckgefu¨hrt werden. Da-
zu za¨hlen unter anderem wechselhafte Beleuchtungsverha¨ltnisse, atmospha¨rische und
temporale Bedingungen sowie intrinsische Eigenschaften des Materials selbst. In Folge
dessen kann die spektrale Signatur von Oberﬂa¨chenmaterialien innerhalb eines Daten-
satzes ra¨umlich sehr stark variieren (Zare und Ho 2014).
Bei der Endmember-Bestimmung kann zwischen spektraler Variabilita¨t innerhalb
von EM-Klassen (intra-class) und zwischen den EM-Klassen (inter-class) unterschieden
werden. Eine EM-Klasse beschreibt dabei eine Menge variierender spektraler Signatu-
ren, die ein und demselben Oberﬂa¨chenmaterial zugeho¨rig sind. Eine hohe inter-class
Variabilita¨t der zu modellierenden Endmember fu¨hrt zu gut aufgestellten Beobachtungs-
gleichungen und begu¨nstigt die spektrale Entmischung. Eine hohe intra-class Variabi-
lita¨t erschwert hingegen die Bestimmung geeigneter Referenzspektren (Somers et al.
2011).
Im Fall der konventionellen linearen spektralen Entmischung wird die ra¨umliche
Endmember-Variabilita¨t aufgrund der Verwendung eines festen Endmember-Sets fu¨r
den gesamten Datensatz nicht beru¨cksichtigt. Dies kann insbesondere bei heterogenen
klein strukturierten Daten zu erheblichen Fehlern bei der Abscha¨tzung der Abundanzen
fu¨hren (Zare und Ho 2014). In Zuge dessen wurden zahlreiche Ansa¨tze entwickelt, die
den Fokus auf die Beru¨cksichtigung der spektralen Variabilita¨t bei der Endmember-
Bestimmung setzen. Ein weit verbreiteter Ansatz ist das von Roberts et al. 1998 vor-
gestellte Verfahren MESMA (multiple endmember spectral unmixing analysis). Dieses
Verfahren erlaubt eine Variation der Anzahl der Endmember und der Endmembertypen
pro Pixel. Unter Verwendung von Spektralbibliotheken werden in einem iterativen Pro-
zess pro Pixel verschiedene EM-Kombinationen gebildet und hinsichtlich ihrer Modellge-
nauigkeit miteinander verglichen. Die EM-Kombination, welche die geringsten Residuen
zwischen gemessenem und rekonstruiertem Signal aufweist, wird als das optimale Mo-
dell bestimmt und zur Entmischung verwendet. Dabei kann die Anzahl der zu modellie-
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renden Endmember variieren, wobei eine maximale Anzahl eingehalten wird. In einigen
Ansa¨tzen erfolgt zudem eine Eingrenzung der mo¨glichen Endmember mit Hilfe von Vor-
wissen, wobei die Genauigkeit des Modells erho¨ht werden kann. Der MESMA-Ansatz
bietet somit die Mo¨glichkeit, mehr Endmember innerhalb eines Datensatzes zu modellie-
ren als Kana¨le beziehungsweise Ba¨nder zur Verfu¨gung stehen. Zudem kann die spektrale
Variabilita¨t eines Oberﬂa¨chenmaterials durch die Verwendung verschiedener Referenz-
spektren beru¨cksichtigt und Ungenauigkeiten durch schlecht gescha¨tzte Endmemberan-
zahlen aufgrund der ra¨umlichen Anpassung des Modells verringert werden. Die zeitliche
spektrale Variabilita¨t kann daru¨ber hinaus zum Beispiel durch die zusa¨tzliche Einbin-
dung von zeitlich unterschiedlichen Messungen in die Spektralbibliothek beru¨cksichtigt
werden. Mit zunehmendem Umfang dieser Bibliotheken steigt allerdings auch der Re-
chenaufwand zur Untersuchung aller mo¨glichen Endmember-Kombinationen. Zudem
erho¨ht es die Wahrscheinlichkeit, dass mehrere Spektren zur gleichen Modellgenauigkeit
fu¨hren, was die Bestimmung eines optimalen Referenzspektrums erschwert (Schramm
2010).
Neben der Verwendung multipler Endmember gibt es einige weitere Ansa¨tze zur Re-
duktion beziehungsweise Beru¨cksichtigung der spektralen Variabilita¨t. Dazu za¨hlt zum
Beispiel die Verwendung von so genannten Endmember-Bundles (Bateson et al. 2000).
In diesem Fall werden die einzelnen Endmember jeweils durch eine Menge von Spek-
tren repra¨sentiert, wobei die Fla¨chenabscha¨tzung unter Beru¨cksichtigung der minimal
und maximal mo¨glichen Fla¨chenanteile erfolgt. Andere Methoden basieren hingegen auf
der Gewichtung bestimmter signiﬁkanter Spektralba¨nder oder einer Transformation der
Endmemberspektren, um deren Anfa¨lligkeit gegenu¨ber der spektralen Variabilita¨t zu
verringern. Einen weiteren Ansatz stellen stochastische Entmischungsmodelle dar, wo-
bei die Endmemberspektren als multivariate statistische Verteilungen angesehen werden.
In der Literatur gibt es verschiedene Kategorisierungen dieser und weiterer Methoden.
Zusammenfassende U¨bersichtsarbeiten liefern zum Beispiel Somers et al. 2011, Zare und
Ho 2014 sowie Drumetz et al. 2016.
Schatten
Eine weitere Herausforderung bei der Endmember-Bestimmung liegt in der Beru¨ck-
sichtigung von Schatten. Bedingt durch den Sonnenstand sowie die Topographie des
Gela¨ndes ko¨nnen variierende Beleuchtungsverha¨ltnisse auftreten, die das Spektralver-
halten der Oberﬂa¨chenbestandteile beeinﬂussen. Ein mo¨glicher Ansatz stellt die Model-
lierung der Schattenanteile durch einen zusa¨tzlichen Endmember dar. Die Schwierigkeit
liegt dabei in der Deﬁnition des Referenzspektrums, welches stets an das darunter-
liegende Oberﬂa¨chenmaterial gekoppelt ist. In einigen Untersuchungen wird ein kon-
stantes Schattenspektrum von 0% oder 10% Reﬂexion verwendet (Luciano et al. 1998,
Garc´ıa-Haro et al. 2005), wobei die spektrale Variabilita¨t des Schattens allerdings nicht
beru¨cksichtigt wird. Diese ist neben den Reﬂexionseigenschaften der darunter liegen-
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den Materialien auch an die Transmissions- und Reﬂexionsprozesse daru¨berliegender
Materialien gekoppelt. In Folge dessen kann die Reﬂexion beschatteten Bodens inner-
halb eines Pﬂanzenbestands zum Beispiel ra¨umlich sehr stark variieren (Garc´ıa-Haro
et al. 2005). Des Weiteren kann die Verwendung einer Schattenkomponente zu einer
Fehlinterpretation des Entmischungsmodells fu¨hren, wenn der berechnete Schattenan-
teil lediglich der mathematischen Lo¨sung des Optimierungsproblems zur Einhaltung der
Summenbedingung entspricht (Gruninger et al. 2001).
Lu und Weng 2004 liefern einen alternativen Ansatz zur Modellierung der Schatten-
komponente, bei dem das Schattenspektrum mit dem von klarem tiefem Wasser gleich-
gesetzt wird. Die Anwendung dieser Methode beschra¨nkt sich allerdings auf Datensa¨tze,
die dementsprechend auch geeignete Referenzﬂa¨chen zur Bestimmung der Wasserreﬂe-
xion aufweisen.
2.4.3 Grenzen der spektralen Entmischung
Die spektrale Entmischung stellt eine sehr bedeutende und lang erforschte Problema-
tik im Rahmen der Subpixelanalyse von Fernerkundungsdaten dar. Im Laufe der Zeit
wurden unza¨hlige Ansa¨tze zu dieser Thematik entwickelt, wobei sich die Mehrzahl der
Arbeiten auf lineare spektrale Entmischungsmodelle stu¨tzt. Zahlreiche Studien haben
gezeigt, dass die Genauigkeit dieser Modelle sehr stark an die Wahl der Endmemberspek-
tren sowie die Endmemberzahl gekoppelt ist. Bisherige Untersuchungen zur Bestimmung
der optimalen Endmemberzahl erlauben jedoch keine allgemeingu¨ltige Schlussfolgerung,
da sie gro¨ßtenteils empirisch oder datenspeziﬁsch erfolgen. Eine Mo¨glichkeit zur Reduk-
tion dieser Ungenauigkeit besteht hingegen durch die Verwendung von Vorwissen u¨ber
das potentielle Auftreten der Endmember (Schramm 2010). Die Genauigkeit der Ende-
memberspektren stellt im Rahmen der spektralen Entmischung die wohl gro¨ßte Unge-
nauigkeit dar. Dabei wird die Qualita¨t der zur Verfu¨gung stehenden Referenzspektren in
erster Linie durch die Art der Bestimmung bedingt, wobei die ga¨ngigen Vorgehensweisen
allesamt bestimmten Einschra¨nkungen unterliegen. Die Bereitstellung beziehungsweise
Erhebung von Feld- oder Labormessungen kann zum Beispiel nicht fu¨r jeden Fernerkun-
dungsdatensatz und die darin enthaltenen Oberﬂa¨chenmaterialien gewa¨hrleistet werden.
Weitere Einschra¨nkungen ergeben sich aus den bereits genannten Problemen in Hinblick
auf die spektrale Variabilita¨t und die Anfa¨lligkeit fu¨r Messschwankungen. Bei der Ver-
wendung von Spektralbibliotheken ist die Genauigkeit der spektralen Entmischung sehr
stark an die in der Bibliothek enthaltenen Oberﬂa¨chenmaterialien sowie die spektrale
Diversita¨t dieser Referenzspektren gekoppelt. Die Analyse sehr umfangreicher Spektral-
bibliotheken stellt wiederum hohe Anforderungen an die Rechenleistung und erho¨ht die
Wahrscheinlichkeit der linearen Abha¨ngigkeit zwischen den in der Bibliothek enthal-
ten Spektren. Die Endmember-Extraktion aus den Daten selbst ist in Abha¨ngigkeit
des gewa¨hlten Verfahrens aufgrund notwendiger Voraussetzungen auch nicht immer
mo¨glich. Sollten diese Voraussetzungen jedoch erfu¨llt sein, so ist die Genauigkeit der
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Endmember-Bestimmung immer noch von der Wahl des Verfahrens sowie den gegebe-
nen Daten abha¨ngig, wobei die Bestimmung unerwu¨nschter oder falscher Endmember
nicht ausgeschlossen werden kann.
Letztendlich entspricht die Beru¨cksichtigung der spektralen Variabilita¨t einer sehr
großen Herausforderung, der in der Literatur mit vielen verschiedenen Ansa¨tzen be-
gegnet wird. Nichtsdestotrotz gibt es viele ausstehende Probleme, die es mit weiteren
Studien zu untersuchen gilt. Dazu za¨hlen unter anderem die Beru¨cksichtigung nicht-
linearer Einﬂu¨sse, physikalisch korrekte Methoden zur Modellierung von Schatten, die
Reduktion des Rechenaufwands sowie robuste stabile Ansa¨tze zur Automatisierung (Za-
re und Ho 2014).
Die Mo¨glichkeiten der spektralen Entmischung von Multispektraldaten ko¨nnen in
Abha¨ngigkeit der spektralen Auﬂo¨sung eingeschra¨nkt werden. Im ungu¨nstigsten Fall
erlauben die wenigen durch die Multispektralsensoren zur Verfu¨gung stehenden Kana¨le
keine ausreichende Diﬀerenzierung verschiedener Oberﬂa¨chenmaterialien. Der damit
verbundene Genauigkeitsverlust fu¨hrt zu einer Homogenisierung der im Pixel enthal-
tenen Endmember, wodurch keine genaue Subpixel-Analyse mo¨glich ist. Dieser Eﬀekt
kann bei Oberﬂa¨chenmaterialien mit kleinra¨umig stark variierenden spektralen Signa-
turen allerdings auch von Vorteil sein (Schramm 2010). Bei grob strukturierten Multi-
spektraldaten liefert die spektrale Entmischung dennoch ausreichend genaue Ergebnisse,
was in vielen Studien erfolgreich demonstriert wurde. Dies ist allerdings immer an die
geometrische Auﬂo¨sung sowie die Heterogenita¨t des Untersuchungsgebiets gekoppelt.
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3 Konzeption der Methodik
In diesem Kapitel erfolgt die Konzeption der zu erarbeitenden Methode anhand der
gegebenen Ausgangsproblematik, welche durch die Datengrundlage sowie die Charakte-
ristik des Untersuchungsgebiets bestimmt wird. Die grundlegende Idee zur Extraktion
des Bodenspektrums sowie der angestrebte Entmischungsansatz werden in den Vorbe-
trachtungen vorgestellt. Daran anschließend erfolgt der Entwurf eines Fahrspurmodells,
welches dem Entmischungsansatz zugrunde gelegt wird. Abschließend wird die allgemei-
ne Vorgehensweise der Methodik als U¨bersicht in einer Prozesskette zusammengefasst.
3.1 Datengrundlage
Die zur Verfu¨gung stehenden Daten stammen von einer Beﬂiegung des Testfelds DEM-
MIN unter dem Einsatz eines Hyperspektralsensors. Bei diesem Testfeld handelt es sich
um den Kalibrations- und Validationsstandort des DLR Neustrelitz, der fu¨r wissen-
schaftliche Anwendungen in der Fernerkundung genutzt wird (Gerighausen et al. 2009,
Borg et al. 2009). Er beﬁndet sich in Mecklenburg-Vorpommern nahe der Stadt Demmin
mit einer Ausdehnung von circa 50km x 50km und umfasst u¨berwiegend landwirtschaft-
lich genutzte Ackerﬂa¨chen (Abb. 12).
Mit der Durchfu¨hrung von Messkampagnen und durch das Automatische Agrar-
meteorologische Wetternetz (AAMW) werden in dem Testfeld in-situ-Daten erhoben,
die der Validierung von Fernerkundungsdaten dienen. Im Rahmen der Messkampagnen
werden an verschiedenen landwirtschaftlichen Kulturen unter anderem der Chlorophyll-
gehalt, der Blattﬂa¨chenindex, die Sonneneinstrahlung sowie die Wuchsho¨he und der
Bedeckungsgrad gemessen. Zu den angebauten Fruchtarten za¨hlen u¨berwiegend Win-
tergetreide wie zum Beispiel Winterweizen, -gerste und –roggen sowie Mais, Zuckerru¨ben
und Kartoﬀeln.
Abbildung 12: Lage des Testfelds DEMMIN (Borg et al. 2009).
Die gegebenen Hyperspektraldaten wurden am 11. Juli 2014 unter Verwendung des luft-
gestu¨tzten Sensorsystems HySpex (Ko¨hler 2016) aufgenommen. Dieses System umfasst
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die zwei Sensoren HySpex VNIR-1600 und HySpex SWIR-320m-e des Herstellers Norsk
Elektro Optikk. Mit dieser Kombination werden insgesamt 416 Spektralba¨nder im Be-
reich zwischen 400nm und 2500nm aufgezeichnet, deren Bandbreiten zwischen 4.4nm
und 6nm variieren. Die Beﬂiegung erfolgte in einer Ho¨he von circa 2600km und die dar-
aus resultierende geometrische Bodenauﬂo¨sung betra¨gt 4m. Weitere Sensordaten sind
der technischen Speziﬁkation des HySpex-Sensorsystems zu entnehmen (Anhang A).
Die Aufbereitung der Daten erfolgte durch die Kollegin Frau Stefanie Holzwarth
des DLR-Standorts Oberpfaﬀenhofen unter Verwendung des Atmospha¨renkorrektur-
programms ATCOR 4 (Version 7.0, Build 109). Bei der Prozessierung wurde eine Um-
rechnung der Sensor-Rohdaten (Digital Numbers) zu den am Sensor gemessenen Strahl-
dichtewerten (Radianzen) vorgenommen. Anschließend wurden die Radianzen durch die
Korrektur der Atmospha¨reneinﬂu¨sse zu scheinbaren Reﬂexionsgraden der Erdoberﬂa¨che
u¨berfu¨hrt. Die Beseitigung geometrischer Verzerrungen erfolgte mit Hilfe einer direkten
Georeferenzierung. Schatten, Dunst, Sonnenschimmern und Cirruswolken wurden bei
der Prozessierung nicht entfernt. Die expliziten Arbeitsschritte der Datenaufbereitung
ko¨nnen Richter und Schla¨pfer 2016, unter Beru¨cksichtigung der verwendeten Prozess-
parameter (siehe Log-Datei, Anhang B), entnommen werden. Des Weiteren wurden die
u¨berschu¨ssigen Ba¨nder des U¨berlappungsbereichs der beiden HySpex-Sensoren zwischen
968nm und 986nm entfernt, wodurch insgesamt 412 Ba¨nder fu¨r die Datenauswertung
zur Verfu¨gung stehen.
3.2 Charakteristik des Untersuchungsgebiets
Bei den potentiellen Untersuchungsgebieten zur Extraktion des Bodensignals handelt es
sich um landwirtschaftliche Fla¨chen wa¨hrend der Wachstumsperiode, die allesamt eine
typische strukturelle Charakteristik aufweisen. Eine zusammenha¨ngend landwirtschaft-
lich genutzte Fla¨che zum Anbau von Kulturpﬂanzen wird auch als Acker oder Schlag
bezeichnet und setzt sich aus dem Pﬂanzenbestand, den Fahrgassen sowie mo¨glichen
Strukturelementen zusammen.
Abbildung 13: Beispiel einer Fahrgasse mit Pﬂanzenbestand zwischen den beiden Fahrspuren
(Agrarservice MVP GmbH & Co.KG o. J.).
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Die Fahrgassen dienen der Bewirtschaftung des Pﬂanzenbestands und ermo¨glichen ein
weitgehend u¨berlappungsfreies Ausbringen von Pﬂanzenschutz- und Du¨ngemitteln, wo-
bei der Schaden am Bestand durch die Gera¨tschaften mo¨glichst gering gehalten wird.
Eine Fahrgasse besteht aus zwei pﬂanzenfreien Fahrspuren (Lichtscha¨chten) und ei-
nem dazwischenliegenden Streifen, auf dem sich ebenfalls Pﬂanzenbestand beﬁnden
kann (Abb. 13). Das Anlegen der Fahrgassen erfolgt in der Regel parallel zur Seite
der gro¨ßeren ra¨umlichen Ausdehnung des Schlags und in einem Abstand, der durch die
gro¨ßte Arbeitsbreite der verwendeten Landmaschinen bestimmt wird. Bei der Arbeits-
breite handelt es sich um die Spannweite einer Landmaschine, die bei der Bewirtschaf-
tung des Schlags (Du¨ngen, Pﬂanzenschutz, etc.) zum Einsatz kommt. Der Bereich am
Ende einer Fahrgasse, in dem die Landmaschinen wenden, um die na¨chste Fahrgasse
zu erreichen, wird als Vorgewende bezeichnet. Auch innerhalb des Schlags ko¨nnen Vor-
gewende, auch Wendeschleifen genannt, zum Richtungswechsel der Landmaschinen auf
ein und derselben Fahrgasse auftreten. Solche Wendeschleifen werden allerdings selten
gefahren, um den Schaden am Bestand zu vermeiden und eine Scha¨digung des Bodens
durch Verdichtung zu minimieren. Innerhalb sowie am Rand eines Schlages ko¨nnen sich
Strukturelemente beﬁnden, welche die zu bewirtschaftende Fla¨che eingrenzen und von
den Landmaschinen umfahren werden mu¨ssen. Diese Strukturelemente ko¨nnen in Ele-
mente der Kulturlandschaft, wie zum Beispiel So¨lle, Hecken, Feldgeho¨lze sowie Feldraine,
und in anthropogene Elemente, wie Strommasten und Windra¨der, unterteilt werden.
3.3 Vorbetrachtungen
Anhand der gegebenen Datengrundlage sowie der Charakteristik des Untersuchungsge-
biets gilt es, eine geeignete Vorgehensweise zur Extraktion des Bodensignals zu erar-
beiten. Da die Entwicklung und Untersuchung der Methodik im Rahmen dieser Arbeit
im Vordergrund steht, werden dabei keine anwendungsspeziﬁschen Anforderungen ge-
stellt. Hinsichtlich des u¨bergeordneten Ziels der hier zu untersuchenden Methode soll
bei der Ermittlung des Bodensignals jedoch ein mo¨glichst guter Orts- und Zeitbezug
zu dem zu korrigierenden Vegetationssignal des Pﬂanzenbestands hergestellt werden,
um sowohl die ra¨umliche als auch die zeitliche spektrale Variabilita¨t des Bodens zu
beru¨cksichtigen. In Folge dessen wird die Verwendung zusa¨tzlicher Datenprodukte des-
selben Untersuchungsgebiets, aber unterschiedlicher Zeitpunkte (zum Beispiel spektrale
Messungen des blanken Bodens nach der Ernte), ausgeschlossen. Stattdessen soll das
Bodensignal direkt aus den zu untersuchenden Fernerkundungsdaten, also wa¨hrend der
Wachstumsperiode, abgeleitet werden.
Eine Mo¨glichkeit stellt die Detektion einer Referenzﬂa¨che mit unbedecktem Boden
in der Na¨he des Schlags dar. Die Existenz ausreichend großer Referenzﬂa¨chen ist jedoch
an das Untersuchungsgebiet sowie die geometrische Auﬂo¨sung der Daten gekoppelt und
kann nicht in jedem Fall garantiert werden. Des Weiteren entspricht ein solches ortsspe-
ziﬁsches Bodensignal keiner guten Referenz fu¨r den Boden innerhalb des Schlags, welcher
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mitunter einer sehr kleinra¨umigen spektralen Variabilita¨t unterliegen kann. Besser ge-
eignet erscheint der unbedeckte Boden der Fahrspuren, die sich aufgrund der typischen
Charakteristik landwirtschaftlicher Fla¨chen u¨ber den gesamten Schlag ausdehnen. Da
mit der Ausnutzung der Fahrspuren ein mo¨glichst guter Orts- und Zeitbezug zu dem
zu korrigierenden Pﬂanzenbestand hergestellt wird, soll dieser Ansatz im Rahmen der
Arbeit aufgegriﬀen werden. Dies unterliegt der Annahme, dass der Boden innerhalb des
Bestands mit dem Signal der Fahrspuren ausreichend gut angena¨hert werden kann. In
der Realita¨t ist jedoch mit Unterschieden des Spektralverhaltens zu rechnen, da der
Boden der Fahrspuren mitunter deutlich anderen Umwelteinﬂu¨ssen ausgesetzt ist. So
wirken sich zum Beispiel Niederschlagsereignisse auf den Boden der blanken Fahrspuren
deutlich anders aus, als auf dem pﬂanzenbedeckten Untergrund im Bestand. In Folge der
Bewirtschaftung kann der Boden des Pﬂanzenbestands zudem einer deutlich erho¨hten
Zufuhr von Na¨hrstoﬀen und Chemikalien unterliegen, wa¨hrend die Fahrspuren aufgrund
wiederholter U¨berfahrten mit großer Wahrscheinlichkeit durch Verdichtung sowie eine
ausgepra¨gte Oberﬂa¨chenstruktur der Fahrrinnen gepra¨gt sind. Mit der Aussicht, anhand
der Fahrspuren trotzdem ein ausreichend genaues Bodensignal ermitteln zu ko¨nnen, sol-
len mo¨gliche Abweichungen des Reﬂexionsverhaltens bei der Erarbeitung der Methode
zuna¨chst vernachla¨ssigt werden.
Bei der geometrischen Auﬂo¨sung der zur Verfu¨gung stehenden Hyperspektraldaten
erscheinen die Fahrspuren beziehungsweise Fahrgassen in Form von Mischpixeln, beste-
hend aus Fahrspur und angrenzendem Pﬂanzenbestand. Demzufolge liegt der Schwer-
punkt der Methode zur Extraktion des Bodensignals in einer geeigneten Subpixelanalyse
der Fahrgassenpixel. Dies kann in Anbetracht der hohen spektralen Auﬂo¨sung der ge-
gebenen Daten durch einen spektralen Entmischungsansatz erfolgen. Da die ga¨ngigen
Methoden zur linearen spektralen Entmischung jedoch wesentlichen Ungenauigkeiten
unterliegen ko¨nnen und sich oftmals nicht so einfach u¨bertragen lassen (vgl. Kapitel
2.4.3), soll hier auf der Grundlage von Borg 2016 ein modiﬁzierter Ansatz betrachtet
werden. Dieser Ansatz basiert auf vereinfachten Modellannahmen und setzt die Kenntnis
u¨ber die zu entmischenden Fahrgassenpixel sowie die Fahrspurgeometrie voraus. Mit der
Identiﬁkation der Fahrgassenpixel kann das lineare Entmischungsmodell auf zwei Ober-
ﬂa¨chenmaterialien, den Boden der Fahrspuren und den Pﬂanzenbestand, vereinfacht
und ﬁxiert werden. Die Modiﬁkation des Ansatzes liegt darin, dass die Fla¨chenverteilung
der Mischpixel als gegeben vorausgesetzt wird und das Ergebnis der Entmischung das
gesuchte Bodenspektrum liefert. Somit gilt es lediglich, die Referenzspektren fu¨r den
anteiligen Pﬂanzenbestand in den Fahrgassenpixeln zu bestimmen, welche direkt aus
den Daten abgeleitet werden ko¨nnen. Die Fla¨chenverteilung soll mit Hilfe eines Fahr-
spurmodells und durch eine geometrische Analyse der Fahrgassenpixel abgescha¨tzt wer-
den. Mit den daraus resultierenden Abundanzen und einem aus den Daten abgeleiteten
Bestandsreferenzsignal verspricht eine Umkehrung des mathematischen Modells der li-
nearen spektralen Entmischung das Bodenspektrum bestimmen zu ko¨nnen.
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Eine erfolgreiche Umsetzung dieses Ansatzes mit anschließender ra¨umlicher Interpola-
tion des extrahierten Bodensignals bietet nach dem Modell von Clevers 1988 (gema¨ß
Gl. 2.5) schließlich eine Mo¨glichkeit zur verbesserten Abscha¨tzung des Blattﬂa¨chenindex
und daru¨ber hinaus des Bedeckungsgrads (gema¨ß Gl. 2.6) nach Monsi und Saeki 1953
(siehe Abb. 14). Mit der Kenntnis u¨ber die ﬂa¨chenhafte Bodenreﬂexion la¨sst sich die
bodenspeziﬁsche Konstante und somit auch der WDVI fu¨r jede Stelle beziehungswei-
se jedes Pixel der Ackerﬂa¨che bestimmen. Im Vergleich zur Verwendung einer empi-
risch ermittelten Bodenlinie, wird damit eine bessere Modellierung des Bodens unter
Beru¨cksichtigung der zeitlichen und ra¨umlichen spektralen Variabilita¨t erwartet. Unter
der Annahme, dass die Bodenreﬂexion mo¨glichst gut angena¨hert und der Bodeneinﬂuss
bei der Berechnung des WDVI somit weitestgehend reduziert werden kann, ist nach dem
Modell von Clevers demnach mit einer zuverla¨ssigeren Abscha¨tzung der beiden Pﬂan-
zenparameter zu rechnen. Dies erfordert allerdings trotzdem die empirische Ermittlung
der Modellparameter k und WDV I∞, die in Abha¨ngigkeit der Fruchtart sowie weiteren
Faktoren variieren und sich deswegen oftmals nicht auf andere Untersuchungsgebiete
oder Wachstumsperioden u¨bertragen lassen. Nichtsdestotrotz verspricht die Kenntnis
u¨ber das Bodensignal eine bessere Modellierung des Bodeneinﬂusses und in Folge des-
sen eine genauere Interpretation des Vegetationsindex.
Abbildung 14: Relevante Gro¨ßen zur Ableitung des Blattﬂa¨chenindex und des Bedeckungsgrads
nach Clevers 1988, Monsi und Saeki 1953 und Bouman et al. 1992 aus Klisch et al. 2001.
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4.1 Vorverarbeitung
Eine optimale Analyse von Hyperspektraldaten erfordert nach Holzwarth et al. 2015
einige vorverarbeitende Schritte zur Verbesserung der Datenqualita¨t. Dies umfasst Me-
thoden zur Korrektur von Sto¨reinﬂu¨ssen sowie zur Entfernung von unerwu¨nschtem
Rauschen. Aufgrund der feinen spektralen Auﬂo¨sung sind Hyperspektraldaten oftmals
anfa¨lliger gegenu¨ber atmospha¨rischer und sensorspeziﬁscher Einﬂu¨sse. Des Weiteren
fu¨hrt die große Anzahl der Spektralba¨nder zu einer hohen Datendimension, wobei be-
nachbarte Ba¨nder oftmals stark korrelieren und somit eine hohe Redundanz aufweisen.
Daher spielt auch eine Datenreduktion bei der Vorverarbeitung eine wichtige Rolle,
um des Weiteren die Datenanalyse eﬃzienter zu gestalten und den Rechenaufwand zu
verringern.
Die hier verwendeten vorverarbeitenden Schritte umfassen eine Atmospha¨renkorrek-
tur, eine Geokorrektur sowie eine spektrale Gla¨ttung und eine anschließende Datenre-
duktion. Da die Daten bereits atmospha¨ren- und geokorrigiert vorlagen, werden diese
Teilschritte nicht weiter analysiert. Somit erfordert die praktische Umsetzung lediglich
die Realisierung der spektralen Gla¨ttung sowie der Datenreduktion, was durch das Mo-
dul preprocessing und die Methoden spectralSmooth() und dataReduction() erfolgt (vgl.
Abb. 17).
4.1.1 Spektrale Gla¨ttung
Ein essentieller Schritt bei der Vorprozessierung von Hyperspektraldaten ist die Re-
duktion des Rauschens. Aufgrund der feinen spektralen Auﬂo¨sung weisen diese Daten
typischerweise ein geringes Signalrauschverha¨ltnis auf. Die schmalen Spektralba¨nder
nehmen nur wenig Energie auf und werden gleichzeitig vom Grundrauschen des Sensors
u¨berlagert. Das Sensorrauschen kann unter anderem durch eine ungenaue Kalibration
des Sensors, Beleuchtungsvariationen oder auch atmospha¨rische Faktoren beeinﬂusst
werden. In Folge dessen werden die Signale von Rauschen u¨berlagert, dessen Inten-
sita¨t in Abha¨ngigkeit des Spektralbereichs unterschiedlich stark ausfallen kann. Einige
Spektralba¨nder ko¨nnen aufgrund des Zustands der Atmospha¨re auch vollsta¨ndig
”
ver-
schluckt“ werden und enthalten dann ausschließlich Rauschen (Miglani et al. 2011).
Bei der spektralen Gla¨ttung von Hyperspektraldaten ﬁnden verschiedene Filterme-
thoden Anwendung, die einerseits unerwu¨nschtes Rauschen entfernen und anderseits be-
deutende spektrale Merkmale erhalten sollen. Zu den meist verwendeten Filtern za¨hlen
der gleitende Mittelwertﬁlter und der Savitzky-Golay-Filter (Park und Lu 2015). Die
Gla¨ttung erfolgt durch die Anwendung eines gleitenden Fensters der La¨nge 2M˜ +1, wo-
bei in Abha¨ngigkeit der Filtergro¨ße M˜ jeweils eine Untermenge der Daten verarbeitet
wird. Beim gleitenden Mittelwert erfolgt dabei eine Mittelwertbildung, was einen einfa-
chen Ansatz zur Entfernung hochfrequenter Signalanteile darstellt. Der Savitzky-Golay-
Filter (SG-Filter) basiert hingegen auf einem lokalen Polynomﬁt unter Verwendung der
Methode der kleinsten Quadrate. Dadurch erfolgt eine lokale Rauschunterdru¨ckung,
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Spektralba¨nder von 412 auf 408 reduziert. Der damit verbundene Informationsverlust
kann bei der hohen Anzahl der hier gegebenen Spektralba¨nder vernachla¨ssigt werden.
4.1.2 Datenreduktion
Die hohe spektrale Dimension hyperspektraler Fernerkundungsdaten liefert aufgrund
der starken Korrelation benachbarter Ba¨nder nicht immer einen ho¨heren Informations-
gehalt. Daher werden Hyperspektraldaten oftmals in einen Raum geringerer Dimensi-
on u¨berfu¨hrt, der mo¨glichst alle relevanten Informationen entha¨lt und eine eﬃziente-
re und ressourcenschonende Datenanalyse erlaubt. Neben anderen bekannten Metho-
den, wie der Merkmalsextraktion oder -selektion, stellt auch das Binning ein Verfahren
zur Datenreduktion dar (Holzwarth et al. 2015). Binning bezeichnet die Reduktion
der ra¨umlichen beziehungsweise spektralen Auflo¨sung durch Aufsummierung oder Mit-
telwertbildung benachbarter Pixel beziehungsweise Spektralba¨nder. Dieses Verfahren
wird meistens hardwareseitig direkt am Hyperspektralsensor angewandt, um die Da-
tenu¨bertragung zu beschleunigen und das Signalrauschverha¨ltnis zu verbessern (Park
und Lu 2015). Im Zuge der Aufbereitung von Hyperspektraldaten kann das Binning
allerdings auch softwareseitig umgesetzt werden und soll auch hier Anwendung ﬁnden.
Dazu werden die HySpex-Daten durch Mittelwertbildung benachbarter Spektralba¨nder
zu Ba¨ndern von circa 16nm u¨berfu¨hrt, wodurch sich die Anzahl von 408 auf 122 Ba¨nder
mit Bandbreiten zwischen 15.2nm und 18.5nm reduziert.
4.2 Segmentierung des Untersuchungsgebiets
Die Segmentierung des Untersuchungsgebiets soll die Bildanalyse dahingehend vereinfa-
chen, dass keine weitere Diﬀerenzierung zwischen Schlag und Umgebung vorgenommen
werden muss. Im Rahmen der Methodenentwicklung werden zuna¨chst drei Schla¨ge un-
tersucht, die mo¨glichst gute Voraussetzungen zur Ermittlung des Bodensignals liefern
(Abb. 19). Diese sind durch gut ausgeleuchtete Fahrgassen und gru¨ne Vegetation gege-
ben. Die Segmentierung wird manuell mit ENVI (einer kommerziellen Software zur Ana-
lyse und Prozessierung von Geodaten) vorgenommen, wobei jeweils der gesamte Schlag
extrahiert wird und die umgebenden Randstrukturen weitestgehend entfernt werden.
In der Literatur gibt es verschiedene Ansa¨tze zur automatisierten Segmentierung
von landwirtschaftlichen Parzellen, die gro¨ßtenteils auf Strukturanalysen oder Homo-
genita¨tsanalysen unter Ausnutzung der Textur oder spektraler Informationen basieren.
In einigen Fa¨llen kommen auch Zusatzdaten, wie Straßenkarten, Gela¨ndemodelle oder
vorliegende Klassiﬁzierungsergebnisse, zum Einsatz, um die Regionen potentieller Un-
tersuchungsgebiete einzugrenzen.
Eine Segmentierung unter Ausnutzung der Bildstrukturen kann zum Beispiel mit
Hilfe kantenbasierter Verfahren (Turker und Kok 2013, Rydberg und Borgefors 2001)
oder unter Verwendung der Wavelet-Transformation (Ishida et al. 2004, Ji 1996) erfol-
gen. Turker und Kok 2013 nutzen zusa¨tzlich die Kenntnis u¨ber die oftmals gegebenen
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Abbildung 19: RGB-Darstellung der segmentierten Schla¨ge.
regelma¨ßigen Agrarstrukturen aus, indem sie eine Gruppierung und Auswertung der
detektierten Liniensegmente anhand der Gestaltgesetze3 vornehmen. Das Ergebnis sol-
cher Strukturanalysen ist jedoch stets an die geometrische Auﬂo¨sung der Daten sowie die
Erscheinung der zu detektierenden Objekte in der Szene (Gro¨ße, Umgebungskontrast)
gekoppelt.
Das Zusammenfassen homogener Bildregionen (region growing) anhand geeigneter
Merkmale stellt ein weiteres ga¨ngiges Verfahren der Bildsegmentierung dar. Dieser An-
satz kommt zum Beispiel bei dem universellen multiresoluten Segmentierungsalgorith-
mus der kommerziellen Software eCognition von Trimble zum Einsatz, der in zahlrei-
chen Untersuchungen zur Extraktion von Agrarﬂa¨chen erfolgreich Anwendung ﬁndet
(Darwish et al. 2003, Tian und Chen 2007, Benz et al. 2004). Neben den spektralen
Eigenschaften sowie der Textur, werden zudem die Gro¨ße und das Verhalten der zu
segmentierenden Objekte in unterschiedlichen Maßsta¨ben beru¨cksichtigt. Mit Hilfe von
Homogenita¨tskriterien werden Pixel in einem Optimierungsprozess zu Regionen zusam-
mengefasst. Die resultierenden Bildobjektprimitive lassen sich durch eine anschließende
Klassiﬁzierung zu Objekten verbinden, die den in der realen Welt vorkommenden Ob-
jekten entsprechen (Baatz und Scha¨pe 2000). Dieser Algorithmus wird auch in dem
zweiskaligen Ansatz von Buck et al. 2011 verwendet, um eine automatisierte Aktua-
lisierung von landwirtschaftlichen Parzellen im Rahmen des Integrierten Verwaltungs-
und Kontrollsystems (InVeKoS) vorzunehmen. Dabei erfolgt die Segmentierung mit Hil-
fe hoch aufgelo¨ster Orthophotos in Kombination mit multitemporalen Satellitenbildern
3Gestaltgesetze beschreiben die aus der Gestaltpsychologie (Koﬀka 2013) stammenden Prinzipien,
nach denen die menschliche Wahrnehmung einzelne Pha¨nome anhand signiﬁkanter Eigenschaften (zum
Beispiel Symmetrie, Geschlossenheit) ordnet und in Zusammenhang bringt.
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zur Klassiﬁzierung der gesuchten Fla¨chen. Die Vorgehensweise bei der multiresoluten
Segmentierung kann an eine sehr aufwa¨ndige und komplexe Parametrisierung sowie
einen hohen Rechenaufwand gebunden sein. Diesem Problemen entgegnen Ursani et al.
2012 mit einem alternativen Ansatz durch die Integration von zwei parallel laufenden
unabha¨ngigen Analysen. Dies umfasst einerseits eine spektrale Klassiﬁkation geome-
trisch geringauﬂo¨sender multispektraler Daten und andererseits eine Textur-basierte
Klassiﬁkation geometrisch hochauﬂo¨sender panchromatischer Daten. In einigen Fa¨llen
liefern die regionsbasierten Verfahren geometrisch ungenaue Konturen der segmentierten
Objekte, die zum Beispiel durch den Einsatz so genannter aktiver Konturen (snakes)
verfeinert werden ko¨nnen (Torre und Radeva 2000, Butenuth et al. 2004 und Tiwari
et al. 2009). Dabei handelt es sich um ein Konzept zur Detektion von Objektkontu-
ren, wobei eine initiale Kontur anhand von a-priori Wissen u¨ber Form und Position des
Objekts an dessen Bildkontur iterativ angepasst wird.
4.3 Selektion der Fahrgassen
Das Ziel der Fahrgassenselektion ist es, die Fahrgassen des zu untersuchenden Schlags
zu detektieren und deren Position im Bildkoordinatensystem anhand einer geeigneten
Darstellung na¨herungsweise zu bestimmen. Eine erfolgreiche Detektion setzt eine aus-
reichend gute Erkennbarkeit der gesuchten Strukturen voraus. Die Erkennbarkeit von
Objekten ist bei der Auswertung von Fernerkundungsdaten stets an das komplexe Zu-
sammenspiel verschiedener Einﬂussfaktoren gekoppelt. Nach Albertz 2001 sind dabei
vor allem das Auﬂo¨sungsvermo¨gen des Aufnahmesystems und die Eigenschaften der
zu untersuchenden Objekte (Gro¨ße, Form) sowie ihre Umgebungsbedingungen (Kon-
trastverha¨ltnis) von großer Bedeutung. Demzufolge kann die ra¨umliche Ausdehnung
der Fahrgassen in Abha¨ngigkeit der geometrischen Sensorauﬂo¨sung stark variieren und
entweder zu einer linien- oder ﬂa¨chenhaften Erscheinung fu¨hren. Des Weiteren kann die
Erkennbarkeit der Fahrgassen durch einen geringen Kontrast zu den umgebenden Be-
standsﬂa¨chen oder durch ungu¨nstige Beleuchtungsverha¨ltnisse beeintra¨chtigt werden.
Die ausgewa¨hlten Schla¨ge liefern jedoch sehr gute Voraussetzungen zur Detektion der
Fahrgassen, welche aufgrund der gegebenen Bodenauﬂo¨sung in Form von Linien erschei-
nen. In Anlehnung an diese Ausgangssituation wurde hier ein Ansatz entwickelt, der
ausschließlich eine linienfo¨rmige Erscheinung der Fahrgassen beru¨cksichtigt und einen
hohen Kontrast zwischen Fahrgassen und Bestand voraussetzt.
Eine ga¨ngige Vorgehensweise zur Detektion von Kanten und Konturen ist die Er-
zeugung eines bina¨ren Kantenbilds mit anschließender Interpretation zur Identiﬁkati-
on der gesuchten Strukturen. Bei der Bina¨rbilderzeugung ko¨nnen gradientenbasierte
Kantendetektoren erster oder zweiter Ordnung zum Einsatz kommen sowie alternative
Operatoren, wie der weit verbreitete Canny-Detektor. Fu¨r die anschließende Selektion
der Kanten gibt es verschiedene Verfahren wie zum Beispiel die sequentielle Verfolgung
von Linien unter Verwendung von Suchstrahlen, Suchkreisbo¨gen oder Linienrastern. Die

4 ANALYSE UND UMSETZUNG 48
Bodenauﬂo¨sung sehr gering ausfallen kann. Da die Analyse der einzelnen Prozessschrit-
te der zu untersuchenden Methode jedoch im Vordergrund steht, beschra¨nkt sich der
hier vorgestellte Ansatz einfachheitshalber zuna¨chst nur auf die geradlinig verlaufenden
Fahrgassensegmente. Die praktische Umsetzung zur Selektion der Fahrgassen erfolgt mit
dem MATLAB-Modul trackDetection, wobei die beiden Teilschritte durch die Methoden
edgeDetection() und getTracks() abgebildet werden (vgl. Abb. 17).
4.3.1 Erzeugung eines bina¨ren Kantenbilds
Bei der Erzeugung eines bina¨ren Kantenbilds gilt es, die gesuchten Strukturen vom
Hintergrund zu trennen und hervorzuheben. Dies wird ha¨uﬁg durch die U¨berlagerung
von Bildrauschen erschwert, wie es auch hier bei der Hervorhebung der Fahrgassen ge-
genu¨ber dem Bestand der Fall ist. Die durch die geometrische Auﬂo¨sung bedingte Misch-
pixelcharakteristik fu¨hrt bei den gegeben Daten zu deutlichen Intensita¨tsunterschieden
innerhalb der Fahrgassen (Abb. 21). In Abha¨ngigkeit der Pixel- und Fahrgassengeo-
metrie erscheint die Fahrgassenbreite in Form von einem oder mehreren Pixeln, wobei
verschiedene Mischungsverha¨ltnisse mit dem angrenzenden Bestandssignal entstehen.
Wird die Fahrgasse nur zu einem geringen Teil im Mischpixel erfasst, scheint sie in der
RGB-Darstellung beinahe zu verschwinden.
Abbildung 21: Verrauschte Erscheinung der Fahrgassen und des Bestands
am Beispiel von Schlag 1.
Innerhalb des Bestands treten ebenfalls Helligkeitsunterschiede auf, bedingt durch die
Heterogenita¨t der Vegetation. Diese kann auf die natu¨rliche Variabilita¨t der spektra-
len Signatur, Unterschiede in der Bewirtschaftung, einen variierenden Bedeckungsgrad,
die Bodenheterogenita¨t oder die topographischen Gegebenheiten (zum Beispiel Hang-
neigungen) zuru¨ckgefu¨hrt werden. Die daraus resultierenden regionalen Helligkeitsun-
terschiede fu¨hren zu einem variierenden Kontrastverha¨ltnis zwischen Fahrgassen und
Bestand innerhalb des gesamten Schlags, was die Diﬀerenzierung dieser Strukturen er-
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schwert. Ga¨ngige Filter zur Rauschunterdru¨ckung erwiesen sich bei der gegebenen geo-
metrischen Auﬂo¨sung als ungeeignet, da bereits kleinste Filtergro¨ßen eine unerwu¨nschte
Gla¨ttung der zu detektierenden Strukturen bewirken. Eine angemessene Reduktion des
Rauschens konnte jedoch in einem eigenen Ansatz zur Erzeugung des bina¨ren Kan-
tenbilds umgesetzt werden, der auf einer Kontrastversta¨rkung und einer anschließenden
lokalen Filterung heller Strukturen basiert. Dieser Ansatz untergliedert sich in drei Teil-
schritte.
(1) NDVI- und NDSI-Auswertung
Zur Hervorhebung der gesuchten Strukturen soll zuna¨chst der Kontrast zwischen den
Fahrgassen und dem Bestand erho¨ht werden. Dazu eignet sich die Verwendung von
Vegetationsindizes, die den wellenla¨ngenabha¨ngigen Kontrast zwischen Vegetation und
unbewachsenem Boden ausnutzen. Aus der Vielzahl von Indizes sollen hier der weitver-
breitete Normalized Diﬀerence Vegetation Index (NDVI) sowie der Normalized Diﬀe-
rence Soil Index (NDSI) untersucht werden. Da der NDVI urspru¨nglich fu¨r breitbandige
Fernerkundungsdaten konzipiert wurde, gilt es bei der Verwendung von Hyperspekt-
raldaten, geeignete Ba¨nder fu¨r den Rot- und NIR-Bereich zu wa¨hlen (vgl. Gl. 2.1). In
der Literatur sind dazu verschiedene Empfehlungen zu ﬁnden, wie zum Beispiel der von
Thenkabail et al. 2012 vorgeschlagene schmalbandige
NDV Inarrowband =
ρ(860)− ρ(660)
ρ(860) + ρ(660)
,
der sich auf die Spektralba¨nder von 660nm (Rot) und 860nm (NIR) bezieht und auch
hier Anwendung ﬁnden soll. Der Normalized Diﬀerence Soil Index (NDSI) stellt ei-
ne Erweiterung des NDVIs unter Ausnutzung des SWIR-Bereichs4 dar (Takeuchi und
Yasuoka 2005). Dieser relativ junge Index wurde ebenfalls fu¨r breitbandige Sensoren
konzipiert und ﬁndet in der Literatur bisher bei Landsat TM (Matsuoka et al. 2013),
Terra-ASTER (Kouchi und Yamazaki 2007) oder auch MODIS-Daten (Tateishi et al.
2008) Anwendung. In Anlehnung an die Berechnung des NDSI unter Verwendung der
MODIS-Ba¨nder 2 (841...876nm) und 6 (1628...1652nm) sollen hier die mittleren Wel-
lenla¨ngen bei 860nm (NIR) und 1640nm (SWIR) verwendet werden
NDSI =
ρ(1640)− ρ(860)
ρ(1640) + ρ(860)
.
Zur besseren Veranschaulichung werden die resultierenden NDVI- und NDSI-Auswer-
tungen invertiert, so dass die gesuchten Strukturen gegenu¨ber dem Hintergrund heller
erscheinen (Abb. 22).
4Die Bezeichnung SWIR (Short Wavelength Infrared) wird hier synonym mit MIR verwendet und
umfasst den Wellenla¨ngenbereich zwischen 1.3μm und 2.5μm.
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(a) NDVI (invertiert) (b) NDSI (invertiert)
Abbildung 22: Ergebnisse spektraler Vegetationsindizes.
Beide Berechnungen liefern einen sichtlichen Kontrast zwischen Fahrgassen und Be-
stand, wobei auch kleine Strukturen wie die Wendeschleifen deutlich zu erkennen sind.
Im Vergleich ist der Kontrast der NDVI-Auswertung deutlich ho¨her. Beim NDSI hinge-
gen weisen die Fahrgassen nahezu gleichma¨ßige Intensita¨ten auf und erscheinen etwas
breiter, was sehr gute Voraussetzungen fu¨r eine Separation der Linien vom Hintergrund
darstellt. Die regionalen Unregelma¨ßigkeiten innerhalb des Bestands bleiben bei beiden
Auswertungen erhalten. Bei der anschließenden Verarbeitung zur Erzeugung des bina¨ren
Kantenbilds sollen die NDVI- und die NDSI-Auswertung weiterhin parallel betrachtet
werden.
(2) Lokaler Selektionsﬁlter
Die Intensita¨t der Fahrgassen in der invertierten NDVI- beziehungsweise NDSI-Auswer-
tung soll nun durch eine geeignete Filteroperation erho¨ht werden. Nach der Kontrastver-
sta¨rkung liegen diese Fahrgassen als helle linienartige Strukturen vor, die sich innerhalb
einer Umgebung gro¨ßerer geometrischer Ausdehnung und geringerer Intensita¨t beﬁnden.
Hinsichtlich dieser strukturellen Charakteristik wurden drei verschiedene Filter (A, B
und C) untersucht, welche die Fahrgassen unter Betrachtung einer deﬁnierten Pixelum-
gebung lokal gegenu¨ber dem angrenzenden Bestand hervorheben sollen. Die Filterope-
rationen beziehen sich dabei auf statistische Kenngro¨ßen, wie dem Minimum (Vmin),
dem Maximum (Vmax) oder dem Median (Vmed) der Grauwertverteilung innerhalb der
deﬁnierten Pixelumgebung der Gro¨ße N × N mit dem zentralen Grauwert Vz, wobei
N beliebige ungerade Werte gro¨ßer Eins annehmen kann. Bei allen drei Filtern erfolgt
eine Normierung auf den Grauwertumfang, der durch die Diﬀerenz des maximalen und
minimalen Grauwerts Vmax − Vmin deﬁniert ist. Die Ergebnisse liefern den geﬁlterten
Zentralwert V˜z der Pixelumgebung, wobei negative Werte auf Null projiziert werden.
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Filter C
V˜z =
Vmax − Vmed
Vmax − Vmin
Mit Filter C wird die Diﬀerenz zwischen Maximalwert Vmax und Median Vmed betrach-
tet, wobei die Fahrgassen in ihrer Intensita¨t zwar hervorgehoben werden, im Ergeb-
nisbild jedoch auch deutlich breiter erscheinen. Bei den Fahrgassen ist eine gro¨ßere
Diﬀerenz zwischen Maximalwert und Median zu erwarten, wodurch die Intensita¨t der
Fahrgassenpixel erho¨ht wird. Innerhalb des Bestands fallen diese Diﬀerenzen und somit
auch die resultierenden Intensita¨ten aufgrund des geringeren Grauwertumfangs hin-
gegen kleiner aus. Sobald ein Fahrgassenpixel durch die Pixelumgebung erfasst wird,
erfolgt eine Versta¨rkung des Zentralwerts. Demzufolge wird auch die Intensita¨t benach-
barter Bestandspixel in einem Abstand von (N −1)/2 erho¨ht, was zu einer Ausdehnung
der Fahrgassen im Ergebnisbild fu¨hrt. Dieser Eﬀekt wird mit zunehmender Filtergro¨ße
versta¨rkt und erschwert eine mo¨glichst genaue Lokalisierung der Fahrgassen.
Die Filter-Ergebnisse der NDSI-Auswertung weisen sehr a¨hnliche Charakteristika auf
und sind in Anhang C zu ﬁnden. Im Vergleich der drei Ansa¨tze erfolgt die Hervorhebung
der Fahrgassen mit Filter B in beiden Fa¨llen am besten und liefert gute Voraussetzungen
fu¨r die Detektion der gesuchten Strukturen. Daran anknu¨pfend stellt sich die Frage nach
einer geeigneten Filtergro¨ße. Eine optimale Versta¨rkung der Fahrgassenpixel bei Filter
B ist bei kleinen Median-Werten zu erwarten, die aus einem geringen Fla¨chenanteil der
Fahrgassen innerhalb der Pixelumgebung resultieren. Demzufolge sollten bei der Filte-
rung der Fahrgassenpixel keine weiteren benachbarten Fahrgassen von der Filtermatrix
abgedeckt werden. Zudem ist zu beachten, dass der Median auch durch angrenzende
Randstrukturen beeinﬂusst werden kann. Unter Beru¨cksichtigung der variierenden Be-
standsbreite zu beiden Seiten der Fahrgassen, kann die Filtergro¨ße N in Abha¨ngigkeit
des gescha¨tzten Fahrgassenabstands t3 mit
N <
t3
GSD
(4.1)
bestimmt werden. Der Na¨herungswert des Fahrspurmodells von t3 = 36m fu¨hrt demnach
bei der gegebenen Bodenauﬂo¨sung GSD von 4m pro Pixel zu einem Abstand von 9
Pixeln. Somit kann eine optimale Hervorhebung der Fahrgassen fu¨r die na¨chstkleinere
Filtermatrix mit N = 7 erwartet werden.
Die Ergebnisse verschiedener Filtergro¨ßen sind in Abbildung 24 zu sehen. Das Rau-
schen innerhalb des Bestands wird mit zunehmender Filtergro¨ße deutlich sta¨rker unter-
dru¨ckt, was die nachfolgende Detektion der Fahrgassen begu¨nstigt. Allerdings verrin-
gert sich dabei ebenfalls die Intensita¨t einiger relevanter Fahrgassensegmente. Ursache
hierfu¨r ist, dass der angrenzende Fla¨chenanteil des Bestands insbesondere am Rand des
Schlags geringer ausfallen kann, wodurch sich der Median der Filtermatrix aufgrund
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wobei das Rauschen innerhalb der Fahrgassen scheinbar versta¨rkt wird. Im Vergleich
zur geﬁlterten NDVI-Auswertung kommt hier das Rauschen innerhalb des Bestands zu-
dem deutlicher zum Vorschein. A¨ußere Randstrukturen erscheinen hingegen teilweise in
geringerer Intensita¨t, was bei der folgenden Schwellwertbildung von Vorteil ist.
Unter Beru¨cksichtigung der kleinsten mo¨glichen Filtergro¨ße des lokalen Selektionsﬁlters
von N = 3 sowie der Einhaltung von Gleichung 4.1, erfordert die Anwendung des Filters
somit eine Mindestbodenauﬂo¨sung von 9m pro Pixel.
(3) Schwellwertbildung
Im letzten Schritt zur Erzeugung des bina¨ren Kantenbilds erfolgt eine Schwellwertbil-
dung, mit der mo¨glichst viele Fahrgassenpixel und wenige Umgebungspixel erhalten
bleiben sollten. Die Schwierigkeit liegt in der Bestimmung eines geeigneten Schwellwer-
tes, der in Abha¨ngigkeit der Eingangsdaten stark variieren kann und trotz Bildrauschen
eine gute Trennung von Fahrgassen- und Bestandspixeln ermo¨glichen sollte. Nach der
Selektion der hellen Strukturen im vorherigen Schritt ist anzunehmen, dass die hells-
ten Pixel im Bild mit großer Wahrscheinlichkeit den Fahrgassenpixeln entsprechen. Ei-
ne Abscha¨tzung der Anzahl aller Fahrgassenpixel beziehungsweise der Gesamtﬂa¨che
der Fahrgassen verspricht demzufolge eine Mo¨glichkeit, einen geeigneten Schwellwert in
Abha¨ngigkeit der Eingangsdaten zu ermitteln. Mit einem solchen Na¨herungswert ließe
sich der Schwellwert anhand des Histogramms bestimmen, indem die hellsten Pixel in
Richtung der absteigenden Grauwerte aufsummiert werden, bis die gescha¨tzte Anzahl
der Fahrgassenpixel erreicht ist.
Eine Abscha¨tzung der Gesamtﬂa¨che der Fahrgassen ko¨nnte anhand von Na¨herungs-
werten fu¨r die geometrische Ausdehnung sowie die Anzahl der Fahrgassen erfolgen. In
Abha¨ngigkeit der geometrischen Gro¨ßen des Fahrspurmodells und der gegebenen Bo-
denauﬂo¨sung kann zum Beispiel auf die geometrische Ausdehnung der Fahrgassen in der
Szene geschlossen werden. Die Bestimmung der Fahrgassenanzahl ko¨nnte hingegen unter
Beru¨cksichtigung der Gro¨ße und der geometrischen Form des Schlags erfolgen, welche
durch die Segmentierung na¨herungsweise bekannt ist. Da nicht alle Fahrgassenpixel eine
hohe Intensita¨t aufweisen und einige Pixel des Bestands oder der Randstrukturen eben-
falls sehr hell erscheinen ko¨nnen, gilt es, den Schwellwert etwas niedriger anzusetzen,
sodass mo¨glichst viele auch nicht so helle Fahrgassenpixel erhalten bleiben. Dieser An-
satz konnte im Rahmen der Arbeit jedoch nicht weiter untersucht und umgesetzt werden.
Stattdessen wurden geeignete Schwellwerte anhand der gegebenen Testdaten empirisch
ermittelt, die im Histogramm fu¨r alle drei Schla¨ge jeweils an der Grenze zu den hellsten
10% aller Pixel eines segmentierten Schlags liegen. Die resultierenden Bina¨rbilder der
geﬁlterten NDVI- und NDSI-Auswertungen sind in Abbildung 26 dargestellt. In beiden
Fa¨llen bleiben die Fahrgassen gut erhalten, wobei das Rauschen im Bestand bei der
geﬁlterten NDSI-Auswertung gleichzeitig sta¨rker unterdru¨ckt wird.
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(a) Geﬁlterte
NDVI-Auswertung
(b) Geﬁlterte
NDSI-Auswertung
Abbildung 26: Ergebnisse der Schwellwertbildung.
Da die NDSI-Auswertung bessere Voraussetzungen zur Detektion der Fahrgassen liefert,
wird ausschließlich dieses Ergebnis bei den folgenden Prozessschritten weiter betrachtet.
Die Ergebnisse aller drei untersuchten Schla¨ge zur Erzeugung des bina¨ren Kantenbilds
sind im Anhang D dargestellt. Der hier vorgestellte Ansatz liefert in allen drei Fa¨llen
vergleichbar gute Kantenbilder, in denen die Fahrgassen deutlich hervorgehoben werden.
Bei Schlag 3 hingegen scheint die Verwendung des lokalen Selektionsﬁlters B die außen
liegenden Fahrgassen zu unterdru¨cken, was auf eine ungu¨nstige Filtergro¨ße schließen
la¨sst. Nichtsdestotrotz weisen die Ergebnisse gute Voraussetzungen zur Detektion der
Fahrgassen auf.
4.3.2 Detektion der gesuchten Strukturen
Im zweiten Schritt der Fahrgassenselektion sollen die gesuchten Strukturen in dem zu-
vor erzeugten bina¨ren Kantenbild detektiert und fu¨r die nachfolgende Prozessierung
in geeigneter Form aufbereitet werden. Dazu wird ein vereinfachter Ansatz verwen-
det, der sich ausschließlich auf gerade verlaufende und linienfo¨rmige Fahrgassen be-
zieht. Unter Ausnutzung der markanten Charakteristik der Fahrgassengeometrie soll
die Hough-Transformation zum Einsatz kommen. Das Ergebnis dieser Transformati-
on wird anschließend ausgewertet, um die gesuchten Strukturen zu identiﬁzieren und
eine mo¨glichst gute Approximation der Fahrgassen im Bildkoordinatensystem zu erhal-
ten. Abschließend erfolgt eine Korrektur der Linienendpunkte, um fehlerhaft detektierte
Strukturen zu vermeiden.
(1) Extraktion gerader Linien mittels Hough-Transformation
Die Hough-Transformation (HT) ist ein Standardverfahren zur Detektion einfacher geo-
metrischer Formen, die durch wenige Parameter beschrieben werden ko¨nnen (zum Bei-
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Die Grauwertproﬁle der Linien sind durch starkes Rauschen gepra¨gt, das auf die Inten-
sita¨tsunterschiede innerhalb der Fahrgassen zuru¨ckzufu¨hren ist. Zur besseren Verarbei-
tung erfolgt eine Gla¨ttung der Grauwertverla¨ufe mit einem Mittelwertﬁlter der La¨nge
2M˜+1. Die Filtergro¨ße M˜ wird jeweils in Abha¨ngigkeit der Linie bestimmt und betra¨gt
0.5% der Summe aller Linienpixel, was einem empirisch ermittelten Wert entspricht und
sich fu¨r die untersuchten Testdaten als geeignet erwiesen hat.
Ga¨ngige Analysen eines Grauwertproﬁls zur Detektion von Helligkeitsschwankun-
gen beziehungsweise Kanten behelfen sich der ersten oder zweiten Ableitung (Ja¨hne
2012). Da die Kanten im Grauwertverlauf den Stellen des steilsten Anstiegs entsprechen,
ko¨nnen sie durch die Extremwerte der ersten Ableitung oder durch die Nulldurchga¨nge
der zweiten Ableitung identiﬁziert werden. Dieser Ansatz soll auch hier genutzt werden,
um mo¨gliche Lu¨cken entlang der Linie detektieren zu ko¨nnen. Da die lokalen Hellig-
keitsschwankungen im Grauwertproﬁl jedoch zu unza¨hligen Extremwerten der ersten
beziehungsweise zu Nulldurchga¨ngen der zweiten Ableitung fu¨hren, gilt es, ein weiteres
Kriterium zur eindeutigen Identiﬁkation kritischer Stellen zu deﬁnieren. Dazu bietet
sich eine Analyse der Extremwerte anhand statistischer Kennwerte an, wobei eine sehr
große Varianz auf Unregelma¨ßigkeiten entlang der Linie zuru¨ckgefu¨hrt werden kann.
(a) Grauwertproﬁl (b) Erste Ableitung des Grauwertproﬁls
Abbildung 33: Extremwertanalyse des Grauwertproﬁls einer ausgewa¨hlten Linie zur
Bestimmung der neuen Linienendpunkte.
Abbildung 33 zeigt das Grauwertproﬁl einer ausgewa¨hlten Linie sowie dessen erste Ab-
leitung und den Mittelwert und die Standardabweichung der ermittelten Extremwerte.
Zur Detektion von Unregelma¨ßigkeiten, werden alle aufeinanderfolgenden Extremwerte
bestimmt, deren Grauwertdiﬀerenz u¨ber der Standardabweichung liegt. Anhand dieser
Extremwerte la¨sst sich das gro¨ßte fehlerfreie Liniensegment ohne starke Schwankungen
im Grauwertproﬁl und somit auch die neuen Linienendpunkte bestimmen. In Abbildung
34 werden die daraus resultierenden Linien (gru¨n) im Vergleich zu den urspru¨nglich de-
tektierten Linien (blau) fu¨r alle drei Schla¨ge dargestellt. Im Fall von Schlag 1 ko¨nnen
alle Linien korrekt begrenzt werden. Bei den anderen beiden Schla¨gen ist der Korrek-
turansatz jedoch nicht fu¨r alle Linien erfolgreich.
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ben voraussetzt. Die Abundanzen der Fahrgassenpixel sollen durch ein wissensbasiertes
Fahrspurmodell und eine geometrische Analyse auf Subpixelniveau gescha¨tzt werden.
Das Bestandsspektrum wird anhand der benachbarten puren Bestandspixel direkt aus
den Daten abgeleitet. Mit diesen angena¨herten Gro¨ßen soll das gesuchte Bodenspektrum
schließlich durch ein geeignetes Optimierungsverfahren und unter Einhaltung notwendi-
ger Nebenbedingungen des linearen spektralen Entmischungsmodells aus den Fahrgas-
senpixeln abgeleitet werden. In Folge dessen untergliedert sich der Prozessschritt zur
Entmischung der Fahrgassenpixel in drei Teilschritte, die nachfolgend na¨her erla¨utert
werden. Diese Teilschritte werden in der praktischen Umsetzung durch die Methoden
geomAnalysis(), getRefPlantSpec() und getSoilSpec() realisiert und in dem Modul tra-
ckUnmixing zusammengefasst (vgl. Abb. 17).
4.4.1 Abscha¨tzung der Abundanzen
Zur Abscha¨tzung der Abundanzen a1 und a2 (Gl. 4.2) werden alle Fahrgassenpixel iden-
tiﬁziert und deren relativer Fahrspuranteil im Pixel na¨herungsweise bestimmt. In diesem
Sinne entspricht ein Pixel einem Fahrgassenpixel, sobald es einen Teil einer Fahrspur
abdeckt. Diese Pixel lassen sich durch eine geeignete Modellierung der Fahrspurgeo-
metrie auf Subpixelniveau identiﬁzieren. Die Fla¨chenberechnung erfolgt schließlich mit
einer geometrischen Verschneidung zwischen Pixel- und Fahrspurgeometrie.
An erster Stelle steht eine Skalierung der Ausgangsdaten, um eine subpixelgenaue Mo-
dellierung und Fla¨chenberechnung zu ermo¨glichen. Diese Skalierung wird fu¨r die se-
lektierten Fahrgassenlinien sowie fu¨r eine Referenzmatrix der Gro¨ße der segmentierten
Szene um den Faktor S vorgenommen. Ein Pixel der Ausgangsmatrix entspricht so-
mit einem Quadrat (Pixel-Quadrat) der Gro¨ße S × S in den skalierten Daten. Fu¨r den
Faktor S wird ein ungerader Wert gewa¨hlt, damit die skalierten Pixel-Quadrate einen
eindeutigen Mittelpunkt aufweisen. Mit zunehmendem Skalierungsfaktor kann die Ge-
nauigkeit der Fla¨chenberechnung erho¨ht werden, was jedoch auch mit einem gro¨ßeren
Rechenaufwand einhergeht. Fu¨r die untersuchten Testdaten wird ein Faktor S von 11
verwendet, der zu einer Genauigkeit von 0.13 m2 in der Fla¨chenberechnung fu¨hrt.
Die Modellierung der Fahrspurgeometrie erfolgt anhand der skalierten Fahrgassenlinien
sowie den gescha¨tzten Fahrspurparametern des Fahrspurmodells (Kapitel 3.4). Dabei
gilt es, jeweils die beiden eine Fahrspur eingrenzenden Linien zu modellieren, die nach
dem Fahrspurmodell einem streng geradlinigen und parallelem Verlauf folgen. Diese
Linien ergeben sich durch eine Verschiebung des mittleren Fahrgassenverlaufs um die
Absta¨nde δ1 und δ2 zu beiden Seiten (Abb. 39).
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4.4.2 Ermittlung des Bestandsreferenzsignals
Der hier zu untersuchende Entmischungsansatz bedarf eines geeigneten Referenzspek-
trums fu¨r den zwischen den Fahrspuren liegenden und den angrenzenden Bestand im
Fahrgassenpixel (Abb. 38). Bei dem Bestandssignal handelt es sich um ein Mischsi-
gnal, das sich aus der Reﬂexion des Untergrunds, bestehend aus Boden, abgestorbenen
Pﬂanzenteilen, Steinen etc. sowie aus den Mehrfachreﬂexionen innerhalb des Pﬂanzen-
bestands zusammensetzt. Mit der Annahme, dass dieses Mischsignal ebenfalls inner-
halb des Pﬂanzenbestands vorzuﬁnden ist, soll das Bestandsreferenzsignal anhand von
benachbarten puren Bestandspixeln bestimmt werden. Dies soll individuell pro Fahr-
gassenpixel und unter Beru¨cksichtigung mo¨glicher regionsabha¨ngiger Unterschiede der
spektralen Signatur erfolgen. Diese Unterschiede ko¨nnen zum Beispiel auf unterschiedli-
che Pﬂegemaßnahmen im Fall einer Teilschlagbewirtschaftung, die natu¨rliche spektrale
Variabilita¨t der Vegetation, topographische Bedingungen oder auch auf die Bodenhete-
rogenita¨t zuru¨ckgefu¨hrt werden.
Zur Extraktion des Bestandsreferenzsignals gilt es, mo¨glichst geeignete Pixel zu de-
tektieren, die nur Teile des Bestands abdecken und eine hohe Bestandsdichte aufweisen.
Unter der Annahme, dass der Bestand in der Mitte zweier Fahrgassen bei optimaler
Bewirtschaftung mit großer Wahrscheinlichkeit eine sehr hohe Pﬂanzendichte aufweist,
sollen die mittig zwischen zwei Fahrgassen liegenden Bestandspixel beru¨cksichtigt wer-
den. Die Detektion dieser Pixel erfolgt gema¨ß der Bewirtschaftung senkrecht und zu
beiden Seiten der Fahrgasse. Das Bestandsreferenzsignal ergibt sich schließlich durch
die Mittelung der beiden korrespondierenden Spektren und erha¨lt im Folgenden die
Notation ˆe1.
Da die spektrale Signatur des Bestands aufgrund verschiedener Ursachen (zum Bei-
spiel variierende Pﬂanzendichte, Krankheitsbefall) auch Unregelma¨ßigkeiten aufweisen
kann, erfolgt zusa¨tzlich eine Analyse der detektierten Bestandspixel in Bezug auf ei-
ne deﬁnierte Pixelumgebung. Somit sollen mo¨gliche Ausreißer erkannt werden, die eine
schlechte Referenz fu¨r das Bestandssignal im Fahrgassenpixel darstellen.
Abbildung 41: Detektion der Bestandspixel (gru¨n) zu beiden Seiten eines
Fahrgassenpixels (blau) unter Beru¨cksichtigung einer deﬁnierten
Pixelumgebung (gelb).
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Die Gro¨ße der Analyseumgebung wird in Abha¨ngigkeit der geometrischen Auﬂo¨sung
sowie unter Beru¨cksichtigung eines ausreichend großen Abstands zu den benachbarten
Fahrgassen gewa¨hlt, so dass ausschließlich der Bestand abgedeckt wird. In Abha¨ngigkeit
der geometrischen Auﬂo¨sung erha¨lt die Pixelumgebung zudem eine gro¨ßere Ausdehnung
entlang der Fahrgassen, um ausreichend viele Bestandspixel zu erfassen. Zusa¨tzlich er-
folgt eine Anpassung an die Ausrichtung der Fahrgassen (Abb. 41).
Zur Analyse der detektierten Bestandspixel wird der Spectral Angle Mapper (SAM)
gewa¨hlt, der ein Maß fu¨r die A¨hnlichkeit zweier Spektren r1 und r2 darstellt und durch
den Winkel
βSAM = arcos
(
〈r1, r2〉
‖r1‖ · ‖r2‖
)
[rad]
deﬁniert ist (Robila 2004). Ein großer Winkel zwischen den Spektren indiziert dabei
eine geringe spektrale A¨hnlichkeit. Der SAM gilt als unempﬁndlich gegenu¨ber Beschat-
tungseﬀekten, wodurch auch unterschiedlich beschattete aber spektral a¨hnliche Objekte
identiﬁziert werden ko¨nnen (Girouard et al. 2004). Die Verwendung des Spectral An-
gle Mapper erfordert die Bestimmung eines Referenzspektrums, welches maßgebend
fu¨r das zu erwartende Bestandsspektrum ist. Dazu wird das Pixel mit dem ho¨chsten
NDVI innerhalb der Analyseumgebung gewa¨hlt und unter Beru¨cksichtigung mo¨glicher
regionaler Variationen fu¨r jede Position der Analyseumgebung angepasst. Da die Be-
standsspektren nicht identisch sind und stets eine ra¨umliche Variabilita¨t aufweisen, gilt
es, einen Schwellwert zu deﬁnieren, mit dem mo¨gliche Ausreißer eindeutig bestimmt
werden und eine Abweichung vom Referenzspektrum zula¨ssig ist. Dazu wurde eine To-
leranz von 0.05rad anhand der Testdaten empirisch ermittelt. Bei diesem Wert wurden
bei den drei Schla¨gen alle sichtbaren Unregelma¨ßigkeiten (zum Beispiel angrenzende
Fahrgassenpixel, Wendeschleifen) und mo¨glichst wenige Pixel im Bestand als Ausreißer
bestimmt.
Die detektierten Ausreißer werden schließlich bei der Bestimmung des Bestands-
referenzsignals vernachla¨ssigt. Im ungu¨nstigsten Fall sind die Bestandspixel zu beiden
Seiten der Fahrgasse ungu¨ltig und es kann kein Referenzspektrum ermittelt werden.
Solche Lu¨cken werden im Anschluss durch eine Interpolation der Referenzspektren be-
nachbarter Fahrgassenpixel geschlossen.
Der hier vorgestellte Ansatz erfordert mit der Detektion von mittig liegenden Bestand-
spixeln eine Mindestbodenauﬂo¨sung, welche in mindestens drei zwischen den Fahrgassen
liegenden Pixeln resultiert. Bei einem maximalen Fahrgassenabstand von 36m und unter
Beru¨cksichtigung des maximalen Pixelabstands bei einer Neigung der Fahrgassen von
45◦ ergibt sich eine minimale geometrische Auﬂo¨sung von 8m pro Pixel.
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4.4.3 Ableitung des Bodensignals
Auf der Grundlage des linearen Entmischungsmodells (Gl. 4.2) soll das Bodenspektrum
e2 fu¨r alle Fahrgassenpixel mit Hilfe des angena¨herten Referenzsignals fu¨r das Bestands-
spektrum ˆe1 und den gescha¨tzten Abundanzen aˆ1 und aˆ2 abgeleitet werden. Die explizite
Berechnung des Bodenspektrums anhand der gegebenen Werte und durch eine einfache
Umstellung des Modells
e2 =
rF − a1 · e1
a2
(4.3)
liefert in jedem Fall eine Lo¨sung, wobei der Fehler in Folge vereinfachter Modellannah-
men sowie der Verwendung von Na¨herungswerten in einem beliebigen und fehlerbehaf-
teten Bodenspektrum resultieren kann. Zur Beru¨cksichtigung des Modellfehlers soll ein
Ansatz gefunden werden, um das Bodenspektrum durch geeignete Nebenbedingungen
zu optimieren. Die Herausforderung liegt hierbei in der Deﬁnition der Nebenbedingun-
gen, die es anhand logischer und physikalischer Zusammenha¨nge der zu untersuchenden
Gro¨ßen zu bestimmen gilt. Gema¨ß der in der Literatur betrachteten Ausgleichungs-
ansa¨tze bei der ga¨ngigen linearen spektralen Entmischung, kann die Summenbedingung
2∑
i=1
ai = 1 (4.4)
sowie eine Eingrenzung des Wertebereichs der Abundanzen
0 ≤ ai ≤ 1 (i = 1, 2)
hinzugezogen werden (vgl. Kapitel 2.4.1). Unter Einhaltung der Summenbedingung kann
das Entmischungsmodell aus Gleichung 4.2 mit a2 = 1− a1 zu
rF = a1 · e1 + (1− a1) · e2 (4.5)
vereinfacht werden. Die Einfu¨hrung der Nebenbedingung
e1j , e2j ≥ 0 (j = 1...n) (4.6)
soll ausschließlich positive Reﬂexionswerte der Spektren e1 und e2 zulassen, wobei n der
Anzahl der Spektralba¨nder entspricht.
Die hier genannten Nebenbedingungen stellen zuna¨chst eine unzureichende Eingren-
zung der gegebenen Problematik dar. Da die mangelnde Kenntnis u¨ber das Verhalten
des Bodenspektrums jedoch die Deﬁnition weiterer Nebenbedingungen erschwert, soll
auf einen heuristischen Ansatz zur Optimierung des Bodenspektrums zuru¨ckgegriﬀen
werden. Dazu wurden zwei verschiedene Optimierungsansa¨tze untersucht.
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Optimierungsansatz 1
Der erste Ansatz beruht auf der Annahme, dass sich das Bodenspektrum e2 innerhalb
einer bestimmten ra¨umlichen Distanz nicht sehr stark a¨ndert und es durch ein mittle-
res Bodenspektrum beschrieben werden kann. Demzufolge soll das gesuchte Spektrum
an ein lokales mittleres Bodenspektrum ˜e2 angena¨hert werden, was durch eine weitere
eingrenzende Nebenbedingung deﬁniert wird,
e2 ≈ ˜e2 . (4.7)
Die Optimierung des Bodenspektrums erfolgt individuell pro Fahrgassenpixel durch den
Einsatz eines gleitenden Fensters der La¨ngeM (M = 2·z+1, z ∈ N) entlang der Fahrgas-
sen und dem jeweils gegebenen gescha¨tzten Fla¨chenanteil aˆ1 sowie dem angena¨herten
Bestandspektrum ˆe1. Das mittlere Bodenspektrum ˜e2 wird dabei pro Fensterposition
in Abha¨ngigkeit der M Pixel angepasst, wobei das Pixel an der Stelle M+12 dem zu
optimierenden Fahrgassenpixel entspricht.
Zur Berechnung des mittleren Bodenspektrums wird ein Modellansatz verwendet,
wobeiM Fahrgassenpixel in einem Spektralmodell zusammengefasst werden. Nach Glei-
chung 4.5 setzen sich die Pixelspektren r 1F bis r
M
F jeweils aus den Bestandsreferenzsi-
gnalen ˆe1
1
bis ˆe1
M
und den korrespondierenden gescha¨tzten Fla¨chenanteilen aˆ11 bis aˆ
M
1
sowie dem u¨ber alle M Pixel ﬁxierten mittleren Bodenspektrum ˜e2 zusammen.
⎛
⎜⎜⎜⎜⎝
r 1F
r 2F
...
r MF
⎞
⎟⎟⎟⎟⎠ =
⎛
⎜⎜⎜⎜⎜⎝
aˆ11 · ˆe1
1
+ (1− aˆ11) · ˜e2
aˆ21 · ˆe1
2
+ (1− aˆ21) · ˜e2
...
aˆM1 · ˆe1
M
+ (1− aˆM1 ) · ˜e2
⎞
⎟⎟⎟⎟⎟⎠ (4.8)
Die Minimierung dieses Gleichungssystems u¨ber die Summe der M betrachteten Pixel
nach ˜e2
min
˜e2
M∑
k=1
‖
(
r kF − aˆ
k
1 · ˆe1
k
)
−
(
1− aˆk1
)
· ˜e2‖
2
liefert schließlich das mittlere Bodenspektrum
˜e2 =
∑M
k=1
(
1− aˆk1
)
·
(
r kF − aˆ
k
1 · ˆe1
k
)
∑M
k=1
(
1− aˆk1
)2 . (4.9)
Dieser Ansatz zur Bestimmung eines mittleren Bodenspektrums eignet sich insbeson-
dere bei Fahrgassen, deren Ausrichtung nicht mit der x- beziehungsweise y-Achse des
Pixelkoordinatensystems u¨bereinstimmt. Folglich weist die Fla¨chenverteilung aufeinan-
derfolgender Fahrgassenpixel eine ho¨here Varianz als bei senkrecht oder waagerecht
verlaufenden Fahrgassen auf, wodurch das betrachtete Spektralmodell gu¨nstiger kondi-
tionierte Gleichungen entha¨lt und sich die Lo¨sungsmenge besser einschra¨nken la¨sst.
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Fu¨r das hier betrachtete lineare Optimierungsproblem wird die Zielfunktion Φ(e2) nach
Gleichung 4.5 unter Einhaltung der Summenbedingung (Gl. 4.4) sowie der Beru¨cksich-
tigung der eingefu¨hrten Nebenbedingung aus Gleichung 4.7 mit
Φ(e2) = ‖(rF − aˆ1 · ˆe1)− (1− aˆ1) · e2‖
2 + μ · ‖˜e2 − e2‖
2 (4.10)
deﬁniert. Diese Zielfunktion gilt es im Rahmen der Optimierung zu minimieren, wobei
der Einﬂuss der Nebenbedingung e2 ≈ ˜e2 durch den Kontrollparameter μ geregelt und
das resultierende Bodenspektrum unter Einhaltung der Positivita¨t (Gl. 4.6) auf den
ersten Quadranten projiziert wird,
min
e2∈ 1.Q.
‖(rF − aˆ1 · ˆe1)− (1− aˆ1) · e2‖
2 + μ · ‖˜e2 − e2‖
2 .
Das Minimum der Zielfunktion ist durch die Nullstelle der ersten Ableitung deﬁniert und
liefert das optimale Bodenspektrum eines Fahrgassenpixels mit der gescha¨tzten Fla¨che
aˆ1 und dem angena¨herten Bestandsspektrum ˆe1 unter der Annahme, dass sich dieses
Spektrum an ein mittleres Bodenspektrum ˜e2 anna¨hert,
e2 =
rF − aˆ1 · ˆe1 + μ · ˜e2
1− aˆ1 + μ
.
Ohne den Einﬂuss der Nebenbedingung (μ = 0) erfolgt damit die explizite Berechnung
des Bodenspektrums wie in Gleichung 4.3.
Zur beispielhaften Demonstration dieses Ansatzes werden drei Fahrgassenpixel mit un-
terschiedlich großem Fahrspuranteil betrachtet. Gema¨ß der bei der Fla¨chenabscha¨tzung
auftretenden Spannweite des Fahrspuranteils wird ein Pixel mit hohem Fahrspuranteil
von 32%, ein Pixel mittleren Fahrspuranteils von 17% und eins mit geringem Fahr-
spuranteil von 5% ausgewa¨hlt. In den Abbildungen 42, 43 und 44 wird dazu jeweils
die explizite Berechnung des Bodenspektrums mit μ = 0 dem Ergebnis des Optimie-
rungsansatzes mit μ = 0.5 beispielhaft gegenu¨bergestellt. Zur Berechnung des mittleren
Bodenspektrums werden hier M = 21 Fahrgassenpixel beru¨cksichtigt.
Die spektrale Signatur der Fahrgassenpixel weist in allen drei Fa¨llen eine sehr ho-
he A¨hnlichkeit zur Signatur des Bestandsreferenzsignals auf, deren Verlauf sehr stark
durch die spektrale Charakteristik von gru¨ner Vegetation gepra¨gt ist. Mit zunehmendem
Fahrspuranteil unterliegt das Pixelspektrum einer versta¨rkten Abschwa¨chung, wobei
sich Pixel- und Bestandsspektrum zunehmend unterscheiden. Der u¨berwiegende Ein-
ﬂuss des Bestandsspektrums auf die Mischpixelcharakteristik ist dabei auf die anteilig
gro¨ßere Fla¨che des Bestands innerhalb der Fahrgassenpixel zuru¨ckzufu¨hren. Die spek-
trale Signatur des mittleren Bodenspektrums a¨hnelt ebenfalls der des Pixel- beziehungs-
weise Bestandsspektrums und liegt wie zu erwarten im VIS und SWIR u¨ber und im NIR
unter dem Bestandssignal.
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(a) μ = 0 (b) μ = 0.5
Abbildung 42: Optimierungsansatz 1 am Beispiel eines Fahrgassenpixels mit
32% Fahrspuranteil.
Die explizite Auﬂo¨sung des Bodenspektrums fu¨hrt bei dem Fahrgassenpixel mit hohem
Fahrspuranteil zu einem dem mittleren Bodenspektrum sehr a¨hnlichen Ergebnis (Abb.
42a). Mit abnehmendem Fla¨chenanteil der Fahrspuren treten bei der expliziten Berech-
nung des Bodenspektrums hingegen zunehmend sta¨rkere Schwankungen mitunter sehr
hohen sowie negativen Spektralwerten auf, was der physikalischen Natur des Bodens wi-
derspricht (Abb. 43a und 44a). Es wird vermutet, dass die extremen Schwankungen des
Bodenspektrums bei einem Fahrspuranteil von 5% auf eine fehlerhafte Anna¨herung des
Fahrspuranteils sowie des Bestandsreferenzspektrums zuru¨ckzufu¨hren sind, die aufgrund
der geringen Diﬀerenz zwischen Pixel- und Bestandsspektrum versta¨rkt zum Ausdruck
kommen.
(a) μ = 0 (b) μ = 0.5
Abbildung 43: Optimierungsansatz 1 am Beispiel eines Fahrgassenpixels mit
17% Fahrspuranteil.
Der Optimierungsansatz, welcher hier exemplarisch mit μ = 0.5 demonstriert wird,
liefert in allen drei Fa¨llen unabha¨ngig vom Fahrspuranteil ein bereits an das mittlere
Bodenspektrum stark angena¨hertes Ergebnis. Fu¨r eine geeignete Einschra¨nkung der
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gesuchten Lo¨sung, gilt es, den Kontrollparameter schließlich so zu wa¨hlen, dass sich die
Ergebnisse dem mittleren Bodenspektrum zwar anna¨hern, aber trotzdem nicht zu stark
an die Nebenbedingung gebunden sind, damit auch Abweichungen zula¨ssig sind. Da
das tatsa¨chliche Bodenspektrum hier jedoch nicht bekannt ist, kann keine Aussage u¨ber
eine geeignete Wahl des Kontrollparameters getroﬀen und die Richtigkeit der Ergebnisse
zudem nicht sichergestellt werden.
(a) μ = 0 (b) μ = 0.5
Abbildung 44: Optimierungsansatz 1 am Beispiel eines Fahrgassenpixels mit
5% Fahrspuranteil.
Aufgrund der gewa¨hlten Nebenbedingung ist das Optimierungsergebnis bei diesem An-
satz sehr stark an die Qualita¨t des mittleren Bodenspektrums gekoppelt. Die Berech-
nung dieses mittleren Bodenspektrums unterliegt jedoch nicht zu vernachla¨ssigenden
Unsicherheiten, da es auf den Annahmen beruht, dass sowohl der gescha¨tzte Fla¨chenan-
teil aˆ1 sowie das Bestandsreferenzspektrum ˆe1 eine gute Na¨herung fu¨r die tatsa¨chliche
spektrale Mischung eines Fahrgassenpixels darstellen. Deswegen wird vermutet, dass
das mittlere Bodenspektrum mit dem verwendeten Ansatz nicht ausreichend gut be-
schrieben wird und das resultierende Bodenspektrum somit fehlerbehaftet sein kann.
Dieser Eindruck wird durch die optimierten Bodenspektren der untersuchten Fahrgas-
senpixel versta¨rkt, die aufgrund der starken A¨hnlichkeit zu den Pixel- beziehungswei-
se Bestandsspektren und den ausgepra¨gten Oszillationen einen deutlich abweichenden
spektralen Verlauf von den in der Literatur beschriebenen Bodenspektren aufweisen.
Es stellt sich somit die Frage, wie sich ein mo¨glicher Fehler in der Fla¨chenabscha¨tzung
beziehungsweise bei der Bestimmung des Bestandsreferenzsignals auf die Berechnung des
mittleren Bodenspektrums auswirkt. Dies kann anhand einer Simulation mit bekannten
Ausgangsdaten demonstriert werden. Dazu werden 21 Pixelspektren gema¨ß des Spek-
tralmodells in Gleichung 4.8 mit beliebigen Bestandsspektren und Fla¨chen sowie eines
konstanten synthetisch modellierten Bodenspektrums fu¨r ˜e2 erzeugt. Die Abbildungen
45, 46 und 47 zeigen die Ergebnisse zur Berechnung des mittleren Bodenspektrums im
Vergleich zum tatsa¨chlichen vorgegebenen Bodenspektrum fu¨r drei verschiedene Fa¨lle.
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Zur besseren Veranschaulichung werden jeweils auch ein Pixel- und Bestandsspektrum
des Spektralmodells dargestellt. Die Berechnung anhand der bekannten tatsa¨chlichen
Gro¨ßen resultiert exakt in dem vorgegebenen Bodenspektrum und es ist keine Diﬀerenz
zwischen tatsa¨chlichem und berechnetem Spektrum zu erkennen (Abb. 45).
Abbildung 45: Berechnung des mittleren Bodenspektrums
mit bekannten Gro¨ßen des Spektralmodells.
Fließen andere beliebige Bestandsspektren in die Berechnung ein, so ergeben sich bei
dem betrachteten Beispiel erkennbare Abweichungen zwischen berechnetem und tatsa¨ch-
lichem Bodenspektrum im Bereich von 0.8μm sowie bei 2.5μm (Abb. 46). Das Ausmaß
dieser Abweichungen sowie die betroﬀenen Wellenla¨ngen sind dabei an die Diﬀerenz
zwischen den tatsa¨chlichen und den fu¨r die Berechnung verwendeten Bestandsspektren
gekoppelt.
Abbildung 46: Berechnung des mittleren
Bodenspektrums mit fehlerbehafteten
Bestandsspektren.
Abbildung 47: Berechnung des mittleren
Bodenspektrums mit fehlerbehafteten
Fla¨chenanteilen.
Zur Simulation eines mo¨glichen Fehlers der gescha¨tzten Fla¨chenanteile werden die tat-
sa¨chlichen Fla¨chen des simulierten Spektralmodells mit einem additiven zufa¨lligen Fehler
zwischen 0 und 0.5 versehen, was in Anbetracht der Ergebnisse der Fla¨chenabscha¨tzung
in Kapitel 4.4.1 einem sehr großen Fehler fu¨r die gegeben Fahrgassenpixel entsprechen
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wu¨rde. Diese fehlerhaften Fla¨chen fu¨hren bei der Berechnung des mittleren Boden-
spektrums zu starken Schwankungen und einer großen Abweichung zum tatsa¨chlichen
Spektrum. Auch hier wird das Ausmaß der Abweichungen durch den Fehler der fu¨r die
Berechnung verwendeten Fla¨chenanteile bestimmt.
Anhand dieser beispielhaften Simulation wird deutlich, dass die Berechnung des
mittleren Bodenspektrums sowohl durch schlechte Na¨herungswerte fu¨r die Fla¨chen so-
wie ungu¨nstige Bestandsreferenzspektren beeinﬂusst wird und in einem fehlerbehafte-
ten Bodenspektrum resultieren kann. Dabei ist die Genauigkeit der Na¨herungswerte
fu¨r das Ausmaß des Fehlers im Bodenspektrum entscheidend. U¨ber die Genauigkeit
der ermittelten Na¨herungswerte kann jedoch keine Aussage getroﬀen werden, da ei-
nerseits die tatsa¨chliche Fahrspurgeometrie der untersuchten Schla¨ge und andererseits
das tatsa¨chliche Spektrum des Vegetation-Boden-Mischsignals in den Fahrgassenpixeln
nicht bekannt ist.
In einer Abwandlung des hier betrachteten Ansatzes sollen die beobachteten und mit
großer Wahrscheinlichkeit durch Modellunischerheiten verursachten Schwankungen im
Bodenspektrum unterdru¨ckt werden. Dies erfolgt unter der Annahme, dass das Boden-
spektrum keinen starken Oszillationen unterliegt und stattdessen einem kontinuierlich
ansteigendem Verlauf folgt, wobei jedoch auch wellenla¨ngenabha¨ngige Schwankungen in
Form von Absorptionsbanden auftreten ko¨nnen. In einem ersten einfachen Ansatz soll
das gesuchte Bodenspektrum e2 nun an die konstante Mittelwertsfunktion c angena¨hert
werden,
e2 ≈ c mit c
T =
(
c c . . . c
)
︸ ︷︷ ︸
n
.
Fu¨r die konstante Komponente c wird mit
c =
1
n
n∑
j=1
e˜2j
der Mittelwert des in Gleichung 4.9 berechneten mittleren Bodenspektrums ˜e2 deﬁniert.
Da das Bodenspektrum in bestimmten Spektralbereichen durch Absorptionsbanden ge-
pra¨gt sein kann, erfolgt zusa¨tzlich eine wellenla¨ngenabha¨ngige Gewichtung der Neben-
bedingung, wodurch Variationen im Spektrum zugelassen werden ko¨nnen. Damit ergibt
sich die Zielfunktion Φc(e2) in Anlehnung an Gleichung 4.10 und unter Beru¨cksichtigung
der Nebenbedingung e2 ≈ c sowie durch die Einfu¨hrung der Gewichtungsmatrix W mit
Φc(e2) = ‖(rF − aˆ1 · ˆe1)− (1− aˆ1) · e2‖
2 + μc · ‖c− e2‖W
2,
womit das Optimierungsproblem durch
min
e2∈ 1.Q.
‖(rF − aˆ1 · ˆe1)− (1− aˆ1) · e2‖
2 + μc · ‖c− e2‖W
2
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beschrieben werden kann. Der Einﬂuss der einschra¨nkenden Nebenbedingung wird hier
mit dem Kontrollparameter μc geregelt. Die Gewichtungsmatrix W ist als Diagonalma-
trix der Dimension n× n mit den wellenla¨ngenabha¨ngigen Gewichten wj mit j = 1...n
in der Hauptdiagonalen deﬁniert. Somit erfolgt eine komponentenweise Gewichtung bei
der Minimierung des quadratischen Abstands zwischen c und e2 mit
n∑
j=1
μc · wj · (cj − e2j)
2,
wobei große Gewichte den Einﬂuss der Nebenbedingung versta¨rken und kleine Gewichte
sta¨rkere Variationen im Spektrum zulassen. Das Minimum der Zielfunktion Φc(e2) ist
schließlich mit
e2 =
μc · w · c+ (1− aˆ1) · (rF − aˆ1 · ˆe1)
(1− aˆ1)2 + μc · w
deﬁniert, wobei die Gewichtung nun durch w mit wT =
(
w1 w2 . . . wn
)
erfolgt.
Eine Demonstration des abgewandelten Optimierungsansatzes ist in den Abbildungen
48, 49 und 50 am Beispiel der zuvor betrachteten Fahrgassenpixel zu sehen. Dabei
werden ebenfalls M = 21 Pixel bei der Berechnung des mittleren Bodenspektrums
˜e2 beru¨cksichtigt, aus dem die Mittelwertsfunktion c abgeleitet wird. Die Wahl der
Gewichte wj erfolgt in Abha¨ngigkeit der spektralen Varianz σj in den Komponenten
des Bodenspektrums in Bezug auf die mittlere spektrale Varianz σm mit
wj =
σm
σj
sowie σj = cj − e˜2j und σm =
1
n
n∑
j=1
(cj − e˜2j ) und j = 1 . . . n .
Demzufolge werden Spektralba¨nder mit großer Varianz (σj > σm) mit wj < 1 weniger
stark und Spektralba¨nder mit geringer Varianz (σj < σm) mit wj > 1 sta¨rker gewichtet.
(a) μ = 0 (b) μ = 0.1
Abbildung 48: Abwandlung des Optimierungsansatzes 1 am Beispiel eines Fahrgassenpixels mit
32% Fahrspuranteil.
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(a) μ = 0 (b) μ = 0.1
Abbildung 49: Abwandlung des Optimierungsansatzes 1 am Beispiel eines Fahrgassenpixels mit
17% Fahrspuranteil.
(a) μ = 0 (b) μ = 0.1
Abbildung 50: Abwandlung des Optimierungsansatzes 1 am Beispiel eines Fahrgassenpixels mit
5% Fahrspuranteil.
Der Einﬂuss der hier gewa¨hlten Nebenbedingung zeichnet sich bei den untersuchten
Fahrgassenpixeln am Beispiel von μ = 0.1 deutlich ab. Die resultierenden Bodenspek-
tren werden sichtbar an die Mittelwertsfunktion angena¨hert, die bei den betrachteten
Pixeln zwischen einem Reﬂexionsgrad von 23% und 26% liegt. Diese Anna¨herung fa¨llt
mit abnehmenden Fahrspuranteil zunehmend sta¨rker aus und liefert bei sehr geringem
Fla¨chenanteil ein nahezu konstantes Bodenspektrum (Abb. 50b). Ursache hierfu¨r sind
die stark variierenden explizit berechneten Bodenspektren, die aufgrund des Modell-
fehlers sowohl durch starke Schwankungen sowie negative Spektralwerte gepra¨gt sein
ko¨nnen. In Anbetracht dieser stark abweichenden Ausgangsspektren fa¨llt der Eﬀekt der
einschra¨nkenden Nebenbedingung mit den hier gewa¨hlten wellenla¨ngenabha¨ngigen Ge-
wichten sehr unterschiedlich aus. Zunehmend gro¨ßere Werte fu¨r den Kontrollparameter
μc bewirken dabei jeweils eine zusa¨tzliche Versta¨rkung der hier beobachteten Eﬀekte.
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Die Abwandlung des Optimierungsansatzes 1 entspricht einer Mo¨glichkeit, um den Mo-
dellfehler schlecht gewa¨hlter Na¨herungswerte zu unterdru¨cken. Dabei liegt die Schwierig-
keit jedoch in der Wahl geeigneter wellenla¨ngenabha¨ngiger Gewichte, da die Ausgangs-
spektren aufgrund der fehlerbehafteten expliziten Berechnung des Bodenspektrums sehr
variabel sein ko¨nnen. Eine weitere Herausforderung wird in der Bestimmung geeigneter
Kontrollparameter vermutet, da das Maß der erforderlichen Unterdru¨ckung aufgrund
der fehlenden Kenntnis u¨ber den Modellfehler nicht eindeutig bestimmt werden kann.
Optimierungsansatz 2
In dem zweiten untersuchten Ansatz wird ein nicht-lineares alternierendes Optimie-
rungsverfahren betrachtet, bei dem das Bodenspektrum und die Fla¨chenanteile eines
durch mehrere Pixel deﬁnierten Spektralmodells abwechselnd gescha¨tzt werden. Dies
soll ebenfalls durch den Einsatz eines gleitenden Fensters der La¨nge M (M = 2 · z + 1,
z ∈ N) entlang der Fahrgassen erfolgen. Das dem Ansatz zugrunde liegende Spektral-
modell basiert dabei auf der simultanen Betrachtung der durch das gleitende Fenster
abgedeckten M aufeinanderfolgenden Fahrgassenpixel, wobei das mittige Pixel an der
Stelle M+12 dem zu optimierenden Pixel entspricht. Da diese Pixel trotz variierender
Mischungsverha¨ltnisse in ihrer qualitativen spektralen Zusammensetzung als gleichartig
aufgefasst werden ko¨nnen, wird sowohl das Spektrum e1 wie auch das Spektrum e2 in-
nerhalb des betrachteten Modells als konstant angenommen. Die Pixelspektren r 1F bis
r MF sind gema¨ß Gleichung 4.5 somit jeweils durch den variierenden Fla¨chenanteil a
1
1 bis
aM1 sowie die als konstant angenommenen Spektren e1 und e2 deﬁniert.⎛
⎜⎜⎜⎜⎝
r 1F
r 2F
...
r MF
⎞
⎟⎟⎟⎟⎠ =
⎛
⎜⎜⎜⎜⎝
a11 · e1 + (1− a
1
1) · e2
a21 · e1 + (1− a
2
1) · e2
...
aM1 · e1 + (1− a
M
1 ) · e2
⎞
⎟⎟⎟⎟⎠ (4.11)
Nach diesem Modell ist ein einzelnes Pixelspektrum r kF (k = 1...M) durch
r kF = a
k
1 · e1 + (1− a
k
1) · e2
beziehungsweise
r kF = a
k
1 · (e1 − e2) + e2
deﬁniert und fu¨hrt mit d12 = e1 − e2 zu
r kF = a
k
1 ·
d12 + e2 .
Somit kann das Spektralmodell fu¨r M Pixel mit
[
r 1F r
2
F . . . r
M
F
]
=
[
d12 e2
]
·
[
a T1
 
T
]
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beschrieben werden, wobei der Vektor a T1 =
[
a11 a
2
1 . . . a
M
1
]
die Fla¨chenanteile ak1
entha¨lt und fu¨r den Vektor  T =
(
1 1 . . . 1
)
︸ ︷︷ ︸
M
gilt.
Das Modell kann mit R =
[
r 1F r
2
F . . . r
M
F
]
und durch Anwendung der Matrizenmulti-
plikation mit
R = d12 · a
T
1 + e2 ·  
T (4.12)
und mit E =
[
d12 e2
]
und A =
[
a T1
 
T
]
ebenfalls in Matrixschreibweise
R = E ·A (4.13)
dargestellt werden.
Auf der Grundlage des hier beschriebenen Spektralmodells soll die gegenseitig bedingte
alternierende Scha¨tzung des Bodenspektrums e2 und des Vektors a1 der Fla¨chenanteile
iterativ erfolgen. Dies erfordert einen initialen Startwert, wofu¨r sich das Ergebnis der
Fla¨chenabscha¨tzung fu¨r die Fla¨chenanteile in a1 anbietet. Demzufolge startet das Ver-
fahren mit der Scha¨tzung des Bodenspektrums und dem Vektor der korrespondierenden
gescha¨tzten Fla¨chen des betrachteten Spektralmodells
ˆa1
T
=
(
aˆ11 aˆ
2
1 . . . aˆ
M
1
)
. (4.14)
Der Optimierung des Bodenspektrums wird die Annahme zugrunde gelegt, dass das
Bodenspektrum einen relativ kontinuierlich ansteigenden Verlauf und keine enormen
Schwankungen aufweist. Demnach ist das Bodenspektrum e2 an eine geeignete Modell-
funktion b anzuna¨hern,
e2 ≈ b .
In einem ersten heuristischen Ansatz soll b als konstante Funktion mit
b T =
(
b b . . . b
)
︸ ︷︷ ︸
n
deﬁniert werden, um mo¨gliche untypische Schwankungen im Bodenspektrum zu un-
terdru¨cken. Die Zielfunktion ΨE(E
T ) wird nach der Modellbeschreibung in 4.13 in
Abha¨ngigkeit der Matrix ET und unter Beru¨cksichtigung der Nebenbedingung e2 ≈ b
sowie dem Hilfsvektor ν T =
(
0 1
)
durch
ΨE(E
T ) = ‖RT −ATET ‖2 + μE · ‖b
T − ν TET ‖2
deﬁniert, woraus das Optimierungsproblem mit
min
ET∈ 1.Q.
‖RT −ATET ‖2 + μE · ‖b
T − ν TET ‖2
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beschrieben werden kann. Die Minimierung des Optimierungsproblems erfolgt unter
Einhaltung der Positivita¨t (Gl. 4.6) durch die Projektion der Spektren e1 und e2 auf
den ersten Quadranten und liefert die Berechnungsvorschrift fu¨r die optimierte Matrix
ET = (A ·AT + μE · ν · ν
T )†(A ·RT + μE · ν ·b
T ), (4.15)
wobei der Einﬂuss der einschra¨nkenden Nebenbedingung mit dem Kontrollparameter
μE geregelt wird. Im ersten Iterationsschritt gilt A = A0, wobei die initiale Matrix
A0 =
[
ˆa1
T
 
T
]
mit dem Vektor der gescha¨tzten Fla¨chen ˆa1
T
(Gl. 4.14) deﬁniert wird. Das Ergebnis
ﬂießt anschließend in das Optimierungsproblem von a1 ein.
Die Optimierung der Fla¨chenanteile soll unter der Annahme erfolgen, dass die dem Spek-
tralmodell korrespondierenden gescha¨tzten Fla¨chen aˆk1 (k = 1...M) bereits einer guten
Na¨herung entsprechen, aber nicht zwingend eingehalten werden mu¨ssen. Demzufolge
soll der Vektor a1 an den Vektor der gescha¨tzten Fla¨chen ˆa1 angena¨hert werden,
a1 ≈ ˆa1 .
Unter Einhaltung dieser Nebenbedingung ist die Zielfunktion Ψa(a
T
1 ) nach Gleichung
4.12 durch
Ψa(a
T
1 ) = ‖(R− e2 ·  
T )− d12 · a
T
1 ‖
2 + μa · ‖ˆa1
T
− a T1 ‖
2
und das Optimierungsproblem mit
min
a T1
‖(R− e2 ·  
T )− d12 · a
T
1 ‖
2 + μa · ‖ˆa1
T
− a T1 ‖
2
deﬁniert, wobei das Maß der Anna¨herung an die gescha¨tzten Fla¨chenanteile ˆa1
T
u¨ber
den Parameter μa kontrolliert wird. Die Minimierung des Optimierungsproblems liefert
schließlich die Berechnungsformel
a T1 =
(
d T12 ·
d12 + μa
)† (
d T12 · (R− e2 ·  
T ) + μa · ˆa1
T
)
.
Dabei ﬂießen das Bodenspektrum e2 sowie der Diﬀerenzenvektor d12 = e1 − e2 aus der
zuvor optimierten Matrix ET in die Berechnung ein. Das Optimierungsergebnis a T1 wird
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im folgenden Iterationsschritt schließlich bei der Berechnung von ET (Gl. 4.15) mit
A =
[
a T1
 
T
]
aufgegriﬀen. Somit erfolgt eine wiederholte und gegenseitig bedingte Scha¨tzung der Ma-
trix ET und des Vektors aT1 , deren Ergebnisse an die Anzahl der gewa¨hlten Iterations-
schritte gekoppelt sind.
Die Annahmen des Spektralmodells in Gleichung 4.11 ermo¨glichen hier eine einfache
Simulation des vorgestellten Optimierungsansatzes, da lediglich ein beispielhaftes Bo-
denspektrum erforderlich ist. Dazu wird die Matrix R fu¨r M = 21 aufeinanderfol-
gende Fahrgassenpixel mit einem beliebigen Bestandsspektrum aus den gegebenen Da-
ten sowie einem synthetisch modellierten Bodenspektrum erzeugt. Fu¨r die tatsa¨chliche
Fla¨chenverteilung in dem Spektralmodell werden M aufeinanderfolgende Werte aˆk1 aus
der Fla¨chenabscha¨tzung verwendet, um eine mo¨glichst gute Nachbildung der zu erwar-
tenden Varianz der Fla¨chenverteilung zu erhalten.
Bei der Simulation werden die gewa¨hlten tatsa¨chlichen Fla¨chen fu¨r die Deﬁnition
der initialen Matrix A0 mit einem additiven Fehler versehen, um einen mo¨glichen Fehler
durch die Anna¨herung der Werte im Rahmen der Fla¨chenabscha¨tzung zu beru¨cksichti-
gen. Demnach soll die Optimierung des Fla¨chenvektors a1 auch durch die Anna¨herung
an diese fehlerbehafteten Fla¨chen erfolgen. Die konstante Modellfunktion b wird bei
einem Reﬂexionsgrad von 10% deﬁniert. Fu¨r die Demonstration des Verfahrens erfolgt
die alternierende Scha¨tzung der beiden Gro¨ßen exemplarisch in 200 Iterationsschritten.
Abbildung 51: Optimierungsansatz 2 mit μE = 0 und μa = 0.
Die Optimierungsergebnisse ohne Einﬂuss der beiden Nebenbedingungen (μE , μa = 0)
werden in Abbildung 51 im direkten Vergleich zu den simulierten Ausgangsdaten dar-
gestellt. Das Bodenspektrum unterscheidet sich zwar deutlich vom tatsa¨chlichen Spek-
trum, jedoch weist es durch die gegenseitig bedingte iterative Lo¨sung keine extremen
Schwankungen oder andere widerspru¨chliche Merkmale in der spektralen Signatur auf.
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Die optimierte Fla¨chenverteilung weicht teilweise sehr stark von den tatsa¨chlichen Wer-
ten ab und entha¨lt außerdem auch Werte a1
k > 1, was in Anbetracht der Modellan-
nahmen physikalisch nicht mo¨glich ist. Der Restfehler des Modells verteilt sich hier
somit insbesondere auf das Bodenspektrum sowie die Fla¨chenverteilung, wobei auch ei-
ne geringe Abweichung zwischen tatsa¨chlichem und optimiertem Bestandsspektrum zu
erkennen ist.
Abbildung 52: Optimierungsansatz 2 mit μE = 0.01 und μa = 0.
In den Abbildungen 52 und 53 sind die Optimierungsergebnisse fu¨r zwei verschiede-
ne Werte des Kontrollparameters μE , aber ohne Optimierung der Fla¨chenanteile mit
μa = 0 zu sehen. Mit zunehmendem Einﬂuss der Nebenbedingung e2 ≈ b erfolgt ei-
ne versta¨rkte Abschwa¨chung des optimierten Bodenspektrums. Im Ergebnis werden die
Schwankungen sta¨rker unterdru¨ckt und der mittlere Reﬂexionsgrad na¨hert sich dem des
tatsa¨chlichen Bodenspektrums an. Gleichzeitig verringert sich der Fehler im Bestandss-
pektrum und die Abweichungen in der Fla¨chenverteilung werden ebenfalls kleiner (Abb.
52). Wird die Nebenbedingung jedoch zu stark forciert, resultiert das Bodenspektrum in
einer zunehmend abgeﬂachten Kurve, die sich der konstanten Modellfunktion bei 10%
Reﬂexion anna¨hert (Abb. 53). In Folge dessen ist ein zunehmender Fehler im Bestands-
spektrum sowie in der Fla¨chenverteilung zu beobachten.
Abbildung 53: Optimierungsansatz 2 mit μE = 0.1 und μa = 0.
4 ANALYSE UND UMSETZUNG 84
Abbildung 54: Optimierungsansatz 2 mit μE = 0.01 und μa = 1000.
Abbildung 55: Optimierungsansatz 2 mit μE = 0.01 und μa = 10000.
Der Einﬂuss der Nebenbedingung a1 ≈ ˆa1 zur Optimierung der Fla¨chenverteilung wird
in den Abbildungen 54, 55 und 56 anhand variierender Werte fu¨r den Kontrollpara-
meter μa demonstriert, wobei hier die Optimierung des Bodenspektrums konstant mit
μE = 0.01 erfolgt. Ein sichtbarer Eﬀekt dieser einschra¨nkenden Nebenbedingung er-
fordert dabei sehr große Werte des Kontrollparameters. Der wachsende Einﬂuss der
Nebenbedingung bewirkt zuna¨chst ein zunehmend besseres Optimierungsergebnis fu¨r
das Bodenspektrum. Die optimierten Fla¨chen na¨hern sich den gescha¨tzten fehlerhaften
Fla¨chen zunehmend an und die Abweichung zur tatsa¨chlichen Fla¨chenverteilung wird
gro¨ßer (vgl. Abb. 54 und 55). In der Folge erho¨ht sich auch der Fehler des Bestandsspek-
trums, was mitunter auch zu negativen Spektralwerten fu¨hrt, die hier jedoch auf Null
projiziert werden.
Bei einem zu großen Einﬂuss der Nebenbedingung (zum Beispiel μa = 100000) geht
der Fehler der gescha¨tzten Fla¨chen versta¨rkt in das Verfahren ein und resultiert in einem
schlechten Optimierungsergebnis fu¨r das Bodenspektrum (Abb. 56), welches dem Ergeb-
nis mit μE = 0 und μa = 0 sehr a¨hnlich ist. Fu¨r steigende Werte des Kontrollparameters
μa scheint das Bodenspektrum zu konvergieren, wobei auch hier keine widerspru¨chlichen
Spektren resultieren.
4 ANALYSE UND UMSETZUNG 85
Abbildung 56: Optimierungsansatz 2 mit μE = 0.01 und μa = 100000.
Anhand dieser Beispiel wird deutlich, dass sich der Modellfehler je nach Wahl der Kon-
trollparameter unterschiedlich auf das Bestands- beziehungsweise Bodenspektrum sowie
die optimierten Fla¨chen verteilt. Die zula¨ssigen Variationen im Bestandsspektrum und
in der Fla¨chenverteilung ero¨ﬀnen der Optimierung des Bodenspektrums dabei einen
gro¨ßeren Spielraum. Zudem wird die Lo¨sungsmenge auch ohne den Einﬂuss von Ne-
benbedingungen aufgrund des alternierenden Ansatzes bereits gut eingegrenzt. Auf eine
U¨bertragung dieses Optimierungsansatzes auf reale Daten wird hier vorerst verzich-
tet, da die Entmischungsergebnisse aufgrund der fehlenden Kenntnis u¨ber das gesuchte
Bodenspektrum ohnehin nicht angemessen bewertet werden ko¨nnen.
4.5 Ra¨umliche Interpolation des Bodensignals
In Hinblick auf die Korrektur des Vegetationssignals des Pﬂanzenbestands gilt es, das im
vorherigen Prozessschritt extrahierte Bodenspektrum ausgehend von den Fahrgassenpi-
xeln fu¨r die dazwischenliegenden Bestandspixel ra¨umlich zu interpolieren. Zur Scha¨tzung
ortsabha¨ngiger Variablen bietet sich insbesondere die Verwendung eines geostatistischen
Interpolationsverfahrens an, das den ra¨umlichen Zusammenhang der zu scha¨tzenden
Gro¨ße beru¨cksichtigt und geeignet modelliert. Daru¨ber hinaus liefern diese Verfahren
auch eine Angabe zur Unsicherheit der Scha¨tzung (Scha¨tzvarianz). Sie beruhen alle-
samt auf der Annahme, dass die zu scha¨tzende Variable eine charakteristische ra¨umliche
Struktur aufweist (Dutter 1985).
Das wohl bekannteste geostatistische Interpolationsverfahren ist das Kriging, welches
eine Reihe von Scha¨tzverfahren umfasst und auch hier bei der Scha¨tzung des Bodenspek-
trums Anwendung ﬁnden soll. Der Kriging-Scha¨tzer wird auch als so genannter BLUE-
Scha¨tzer (engl. best linear unbiased estimator) bezeichnet und liefert den bestmo¨glichen
linearen und unverzerrten Scha¨tzwert (Akin et al. 1988). Bei der Kriging-Interpolation
ergibt sich ein zu scha¨tzender Wert Z∗(u0) an der Stelle u0 mit
Z∗(u0) =
nk∑
i=1
ωi · Z(ui) (4.16)
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Abbildung 57 zeigt ein Beispiel fu¨r die Mittelung der Semivarianzen anhand von 9
Lags (h1...h9) zur Erzeugung des empirischen Semivariogramms. Das empirische Se-
mivariogramm unterliegt den Bedingungen der intrinsischen Hypothese. Diese setzt ei-
nerseits einen konstanten Erwartungswert der zu untersuchenden Gro¨ße voraus und
besagt, dass fu¨r alle Stichproben eine endliche Semivarianz existiert, die nicht von de-
ren absoluter Lage ui, sondern nur vom Abstand hk abha¨ngig ist. Beschreiben la¨sst
sich das empirische Semivariogramm (kurz Variogramm) anhand von drei signiﬁkanten
Parametern. Die Korrelationsreichweite (range) entspricht dem Abstand, bei dem die
Variogrammfunktion den Schwellwert (sill) erreicht. Stichproben, deren Abstand u¨ber
diesem Grenzwert liegen, gelten als unabha¨ngig und sind nicht mehr maßgebend zur
Beschreibung der ra¨umlichen Struktur der Daten. Im Fall verrauschter Daten tritt der
so genannte Nugget-Eﬀekt auf, bei dem die Variogrammfunktion nicht im Koordina-
tenursprung, sondern bei der Nugget-Varianz γ(0)Nugget > 0 beginnt. Mit Hilfe dieser
Variogrammparameter erfolgt die Anpassung des empirischen Semivariogramms an ein
geeignetes geostatistisches Modell, das den ra¨umlichen Zusammenhang der Daten am
besten beschreibt. Dabei kommen u¨blicherweise das exponentielle, das Gauß‘sche oder
das spha¨rische Modell zum Einsatz (Akin et al. 1988). Die Modellapproximation liefert
die Kriging-Funktion, welche das so genannte theoretische Variogramm beschreibt.
Die abschließende Interpolation eines gesuchten Datenpunkts Z∗(u0) erfolgt mit
Gleichung 4.16 durch die gewichtete Mittelwertbildung der Stu¨tzpunkte Z(ui), die aus-
gehend von u0 innerhalb der ermittelten Korrelationsreichweite liegen. Die korrespon-
dierenden Kriging-Gewichte resultieren aus einem Optimierungsverfahren, bei dem die
Scha¨tzvarianz fu¨r alle beteiligten Stu¨tzpunkte mit Hilfe der Variogrammwerte minimiert
wird (Wackernagel 2003). Somit sind die Kriging-Gewichte sowohl von dem ra¨umlichen
Zusammenhang der Daten (beschrieben durch die Variogrammfunktion) sowie der Lage
der zu interpolierenden Datenpunkte abha¨ngig. Ein entscheidendes Kriterium bei der
Kriging-Interpolation ist neben der Wahl des Variogrammmodells auch die Qualita¨t
der gegebenen Stichproben. Diese sollten optimalerweise eine ausreichend hohe Anzahl
und eine mo¨glichst homogene Verteilung im Untersuchungsgebiet aufweisen. Sind diese
Voraussetzungen nicht gegeben, so sind die Stichproben nur bedingt geeignet, um den
ra¨umlichen Zusammenhang der zu scha¨tzenden Gro¨ße zu modellieren, was zu Fehlinter-
pretationen bei der Kriging-Interpolation fu¨hren kann.
Aufgrund der unzureichenden Beurteilung der Entmischungsergebnisse bei der Ab-
leitung des Bodensignals in Kapitel 4.4.3 , wird auf eine demonstrative Umsetzung der
ra¨umlichen Interpolation verzichtet.
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5 Diskussion
Die in Kapitel 4 gewa¨hlten Ansa¨tze zur Umsetzung der Prozesskette werden in diesem
Kapitel ausfu¨hrlich diskutiert und ausgewertet. Dazu sollen Vor- und Nachteile sowie
mo¨gliche Schwierigkeiten herausgestellt werden. Des Weiteren werden die grundlegenden
Erkenntnisse der durchgefu¨hrten Untersuchungen sowie oﬀene Fragestellungen zusam-
mengefasst. Eine Einscha¨tzung des Erweiterungs- und Automatisierungspotentials soll
zudem Ru¨ckschlu¨sse auf die U¨bertragbarkeit der damit erarbeiteten Methode erlauben.
In Anhang E sind außerdem auch die Ergebnisse einer Laufzeitmessung zu den prak-
tisch umgesetzten Prozess- und Teilschritten dargestellt, die einen Eindruck fu¨r den
erforderlichen Rechenaufwand vermitteln sollen.
5.1 Vorverarbeitung
Die spektrale Gla¨ttung sowie die Datenreduktion geho¨ren zu den essentiellen vorver-
arbeitenden Schritten bei der Auswertung von Hyperspektraldaten. Die Auswirkung
dieser beiden Verfahren kann jedoch einen entscheidenden Einﬂuss auf den Informati-
onsgehalt der Daten haben und im ungu¨nstigsten Fall bedeutende spektrale Merkmale
unterdru¨cken, wodurch die Datenanalyse beeintra¨chtigt werden kann. Eine angemesse-
ne Vorverarbeitung ist dabei stets an die Zielstellung der Datenauswertung, die Eigen-
schaften der gegebenen Daten sowie an die zur Verfu¨gung stehende Rechenkapazita¨t
gekoppelt. Deswegen empﬁehlt es sich, die Wahl der Parameter bei der Anwendung
des Savitzky-Golay-Filters (Filtergro¨ße, Polynomgrad) sowie beim Binning (angestreb-
te Bandbreite) hinsichtlich der Ergebnisse der spektralen Entmischung zu untersuchen
und gegebenenfalls abzustimmen.
In Bezug auf die Auswertung verschiedenartiger Daten bietet sich zudem eine dyna-
mische Parametrisierung der vorverarbeitenden Schritte an. Schließlich ko¨nnen die Ein-
gangsdaten in Abha¨ngigkeit des Sensors sowie der Aufnahmebedingungen unterschied-
lich stark verrauscht sein und außerdem auch eine abweichende spektrale Auﬂo¨sung
(Anzahl und Breite der Ba¨nder beziehungsweise Kana¨le) aufweisen. Eine Anpassung
der Rauschunterdru¨ckung wird jedoch durch die Wahl eines geeigneten Entscheidungs-
kriteriums erschwert und kann womo¨glich sehr aufwa¨ndig sein. Im Fall von Multispekt-
raldaten wu¨rde die hier betrachtete Vorverarbeitung entfallen, da eine Datenreduktion
oder spektrale Gla¨ttung aufgrund der wenigen und breiten Kana¨le nicht zwingend er-
forderlich wa¨re.
Die Kombination der gewa¨hlten Verfahren sowie deren Reihenfolge werfen zudem
verbleibende Fragestellungen auf. Aufgrund der Mittelwertbildung beim Binning hat
die Datenreduktion ebenfalls den Eﬀekt einer Rauschunterdru¨ckung, wobei das Maß der
Gla¨ttung im Fall der gewa¨hlten Parameter deutlich gro¨ßer ausfa¨llt, als beim Savitzky-
Golay-Filter. Somit kann die Notwendigkeit des vorab angewendeten Savitzky-Golay-
Filters beziehungsweise die Wahl des Verfahrens zur Datenreduktion in Frage gestellt
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werden. Der Einﬂuss der gewa¨hlten Verfahren sowie deren Kombination und Reihenfolge
gilt es demzufolge ebenfalls hinsichtlich der Ergebnisse der spektralen Entmischung
genauer zu untersuchen.
5.2 Segmentierung des Untersuchungsgebiets
Eine praktische Umsetzung zur Segmentierung des Untersuchungsgebiets konnte auf-
grund des Umfangs im Rahmen dieser Arbeit nicht realisiert werden. Die vorgestellten
Ansa¨tze zur Segmentierung landwirtschaftlicher Fla¨chen sind oftmals sehr datenspezi-
ﬁsch und lassen sich somit nur bedingt u¨bertragen. Wa¨hrend ga¨ngige Strukturanalysen
zum Beispiel sehr stark an die geometrische Auﬂo¨sung gekoppelt sind, stu¨tzen sich die
Homogenita¨tsanalysen oftmals auf weitere Zusatzdaten, deren Verfu¨gbarkeit nicht in je-
dem Fall garantiert werden kann. Bei einer hohen spektralen Auﬂo¨sung, wie im Fall der
gegebenen Hyperspektraldaten, bieten sich zum Beispiel objektbasierte Segmentierungs-
algorithmen unter Ausnutzung der spektralen Information an. Diese Ansa¨tze unterliegen
allerdings weiteren nicht zu vernachla¨ssigenden Schwierigkeiten, wie der Interpretation
beziehungsweise Identiﬁkation der segmentierten Fla¨chen sowie der Korrektur schlecht
detektierter Objektkonturen. Aufgrund dieser und weiterer Herausforderungen kann ei-
ne geeignete datenunabha¨ngige Segmentierung unter Umsta¨nden eine teilautomatisierte
Lo¨sung erfordern.
Im Zuge der Segmentierung des Untersuchungsgebiets, ob automatisiert oder in-
teraktiv, bietet sich weiterfu¨hrend die Detektion mo¨glicher Strukturelemente auf dem
Schlag an. Die Kenntnis u¨ber die Lage und Ausdehnung dieser Strukturelemente kann
bei der Fahrgassenselektion sowie der Modellierung der Fahrspuren sehr hilfreich sein,
um einerseits fehlerhaft detektierte Liniensegmente zu identiﬁzieren und andererseits
den abweichenden Fahrgassenverlauf bei der Identiﬁkation der Fahrgassenpixel zu be-
ru¨cksichtigen.
5.3 Selektion der Fahrgassen
Der vorgestellte Ansatz zur Selektion der Fahrgassen entspricht teilweise einer sehr da-
tenspeziﬁschen und vereinfachten Lo¨sung. Die gewa¨hlte Umsetzung bietet an der einen
oder anderen Stelle auf jeden Fall noch Optimierungspotential sowie einige Erweiterungs-
mo¨glichkeiten.
Erzeugung des bina¨ren Kantenbilds
Die Erzeugung des bina¨ren Kantenbilds erfolgt durch eine geeignete Kontrastversta¨r-
kung, gefolgt von einem lokalen Selektionsﬁlter zur Hervorhebung der Fahrgassen und
durch eine abschließende Schwellwertbildung. Dieser Ansatz stu¨tzt sich auf das in Ka-
pitel 3.4 eingefu¨hrte Fahrspurmodell und konnte anhand der drei untersuchten Schla¨ge
erfolgreich demonstriert werden.
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Die Analyse der drei Teilschritte hat gezeigt, dass die Kontrastversta¨rkung durch die
NDSI-Auswertung im Fall der untersuchten Schla¨ge sehr gute Voraussetzungen zur Er-
zeugung des bina¨ren Kantenbilds liefert. Mit der Berechnung des NDSI wird somit die
Abdeckung des SWIR-Bereichs durch die auszuwertenden Daten vorausgesetzt, was bei
der Verwendung von Multispektraldaten nicht immer gewa¨hrleistet werden kann. In
diesem Fall kann jedoch auf die alternative NDVI-Auswertung zuru¨ckgegriﬀen werden,
welche ebenfalls akzeptable Ergebnisse liefert. Der Einsatz von Vegetationsindizes zur
Kontrastversta¨rkung sollte jedoch kritisch betrachtet werden. Das Ergebnis der NDVI-
beziehungsweise NDSI-Auswertung ist schließlich sehr stark an den Zustand der Pﬂan-
zen, den Bedeckungsgrad und weitere Faktoren, wie mo¨gliche Beleuchtungsvariationen
innerhalb der Fahrgassen oder des Bestands, gekoppelt. In Folge dessen kann nicht
in jedem Fall eine ausreichend gute Kontrastversta¨rkung garantiert werden, wodurch
sich dieser Ansatz nur bedingt auf andere Daten beziehungsweise Untersuchungsgebie-
te u¨bertragen la¨sst. Alternativ bietet sich ein automatisierter Vergleich verschiedener
Band-Kombinationen hinsichtlich des Kontrastverha¨ltnisses an. Dazu gilt es, ein geeig-
netes Kriterium zur Beurteilung des Kontrasts zwischen Fahrgassen und Bestand zu
bestimmen, was aufgrund des unbekannten Spektralverhaltens umliegender Randstruk-
turen erschwert wird. Eine weitere Mo¨glichkeit stellt die Verwendung hyperspektraler
Vegetationsindizes dar, die mitunter sehr speziﬁsche Pﬂanzenparameter ansprechen und
somit eine diﬀerenziertere Separation der Strukturen ermo¨glichen ko¨nnten. Eine Opti-
mierung und Generalisierung dieses Arbeitsschrittes fu¨r verschiedene Daten und Unter-
suchungsgebiete erfordert demzufolge weitere Untersuchungen unter Beru¨cksichtigung
verschiedener Einﬂussfaktoren, wie zum Beispiel den Zeitpunkt der Wachstumsperiode
oder variierende Aufnahmebedingungen.
Zur Hervorhebung der Fahrgassenpixel konnte ein geeigneter lokaler Selektionsﬁl-
ter entworfen werden, dessen optimale Filtergro¨ße in Abha¨ngigkeit der geometrischen
Auﬂo¨sung sowie der gescha¨tzten Fahrgassenbreite des Fahrspurmodells automatisch
bestimmt wird. Diese Vorgehensweise erfordert jedoch eine bestimmte Mindestboden-
auﬂo¨sung in Abha¨ngigkeit der gescha¨tzten Fahrgassenbreite, die bei dem hier verwen-
deten Fahrspurmodell bei 9 m pro Pixel liegt und somit zu einer Einschra¨nkung der
auswertbaren Daten fu¨hrt. Im Fall von geometrisch geringer aufgelo¨sten Daten wird
die Erkennbarkeit der Fahrgassen jedoch ohnehin in Frage gestellt. Bei einem schlecht
gewa¨hlten Na¨herungswert fu¨r die Fahrgassenbreite liefert dieser Ansatz trotzdem aus-
reichend gute Ergebnisse zur Erzeugung des bina¨ren Kantenbilds sowie eine erfolgreiche
Fahrgassenselektion, was im Fall von Schlag 3 demonstriert werden konnte (siehe Kapitel
4.3.2, S. 63).
Eine automatisierte Schwellwertbildung konnte im Rahmen der Arbeit nicht umge-
setzt werden. Die Herausforderung liegt dabei insbesondere in der Bestimmung eines ge-
eigneten Schwellwertes zur Trennung von Fahrgassen- und Bestandspixeln, der einerseits
an die Daten, andererseits an das Ergebnis der vorhergehenden Arbeitsschritte gekop-
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pelt ist. Eine Abscha¨tzung aller Fahrgassenpixel in Bezug auf die Schlaggro¨ße verspricht
das Problem variierender Eingangsdaten zu lo¨sen. Dies setzt jedoch eine erfolgreiche
Kontrastversta¨rkung im ersten sowie eine gute Selektion der hellen Strukturen im zwei-
ten Teilschritt voraus. Trotz dieser damit verbundenen Fehleranfa¨lligkeit vermag dieser
Ansatz eine gute Na¨herung zu liefern, die in ein akzeptables Kantenbild zur Detektion
der gesuchten Strukturen resultieren kann. Die Verwendung eines globalen Schwellwertes
kann bei regional stark variierendem Bildrauschen jedoch sehr ungeeignet sein, wobei im
ungu¨nstigsten Fall relevante Informationen verloren gehen und unerwu¨nschte verrausch-
te Strukturen erhalten bleiben. Alternativ bietet sich die Bestimmung eines adaptivem
lokalen Schwellwertes an, wie zum Beispiel nach den Methoden von Bernsen oder Ni-
black (Burger und Burge 2015), womit mo¨gliche regionale Unterschiede beru¨cksichtigt
werden ko¨nnen. Die hier genannten Optionen zur Schwellwertbildung ko¨nnen in wei-
terfu¨hrenden Untersuchungen na¨her beleuchtet und miteinander verglichen werden.
Detektion der gesuchten Strukturen
Die Detektion der gesuchten Strukturen erfolgt unter Verwendung der Hough-Transfor-
mation und durch eine anschließende Analyse der extrahierten Linien zur Identiﬁkation
und Anpassung der gesuchten Fahrgassen. In Anbetracht der gegebenen Daten wurde
dieser Ansatz zuna¨chst nur fu¨r gerade verlaufende linienfo¨rmige Fahrgassen umgesetzt,
womit jedoch ein Großteil der Fahrgassen aller drei untersuchten Schla¨ge korrekt detek-
tiert werden kann.
Die Verwendung der Hough-Transformation stellt aufgrund der markanten Charak-
teristik der Fahrspurgeometrie, sowohl bei linienfo¨rmiger als auch bei ﬂa¨chenhafter Er-
scheinung, ein geeignetes Mittel zur Detektion der Fahrgassen dar. Das Ergebnis ist
dabei allerdings sehr eng an die Umsetzung des Hough-Algorithmus sowie die Qua-
lita¨t des bina¨ren Kantenbilds gekoppelt. Dies kann im ungu¨nstigen Fall zu weiteren
unerwu¨nschten Eﬀekten fu¨hren, die bei den untersuchten Testdaten vermieden werden
konnten, deren Auftreten im Fall anderer Ausgangsdaten jedoch nicht ausgeschlossen
werden kann. Dazu za¨hlt zum Beispiel die Repra¨sentation einer Fahrgasse anhand meh-
rerer getrennter Linien, einer einzelnen aber zu kurzen Linie oder sich u¨berlappender
Linien mit gering abweichendem Winkel. Diese speziﬁschen Ergebnisse der Hough-
Transformation erschweren somit eine vollsta¨ndige automatisierte Auswertung der de-
tektierten Linien zur Abdeckung und Korrektur aller potentiellen Fehlerfa¨lle. Das Auf-
treten mo¨glicher Strukturelemente kommt dabei erschwerend hinzu. Die in dem vorge-
stellten Ansatz verwendeten Arbeitsschritte zur Auswertung und Korrektur der detek-
tierten Hough-Linien stellen in Folge dessen eine sehr speziﬁsche Lo¨sung dar, welche
fu¨r die untersuchten Schla¨ge jedoch eine erfolgreiche Anpassung der Linien bewirkt.
Der Ansatz zur Selektion der Linien in Vorzugsrichtung entspricht dabei einer ziemlich
robusten Methode zur geeigneten Eingrenzung der gesuchten Fahrgassenlinien, sofern
das Kantenbild entsprechend gute Voraussetzungen liefert. Im Fall von unterschiedlich
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angelegten Fahrgassen innerhalb eines Schlags (vgl. Schlag 1), kann mit der gewa¨hlten
Vorgehensweise jedoch nur eine Ausrichtung und somit nur ein Teil der Fahrgassen
beru¨cksichtigt werden. Die Korrektur der Linienendpunkte erfolgt mit einem stark em-
pirischen Ansatz, der bei einigen Fahrgassenlinien auch zur Unterdru¨ckung fehlerfreier
Liniensegmente fu¨hrt. Eine robuste und korrekte Anpassung der Fahrgassenlinien erfor-
dert demzufolge weitere Untersuchungen zur Optimierung dieses Arbeitsschritts oder
die Verwendung einer alternativen Methode.
Die zusa¨tzliche Beru¨cksichtigung ﬂa¨chenhafter Erscheinungen der Fahrgassen ko¨nnte
durch eine einfache Fallunterscheidung bei der Auswertung der HT-Ergebnisse erfolgen.
Dazu gilt es, die nach der Vorzugsrichtung geﬁlterten Linien lediglich hinsichtlich ihrer
Absta¨nde zu analysieren und zu ermitteln, ob eine Fahrgasse durch zwei oder nur durch
eine Linie repra¨sentiert wird. Damit erweitert sich jedoch auch die Anzahl potentieller
Fehlerfa¨lle, die es bei der Auswertung zu beru¨cksichtigen gilt. In Folge dessen kann sich
eine angemessene Korrektur der Ergebnisse bei einer Abdeckung verschiedener Erschei-
nungsformen der Fahrgassen letztendlich sehr komplex gestalten.
Abhilfe verspricht die Verwendung eines Kriteriums, mit dem ein Fahrgassenpixel
eindeutig identiﬁziert werden kann. Mit einem solchen Kriterium ko¨nnten die detek-
tierten Hough-Linien gepru¨ft und mo¨gliche fehlerhaft detektierte Segmente erkannt und
korrigiert werden. Daru¨ber hinaus stellt ein solches Kriterium eine geeignete Mo¨glichkeit
dar, um die krummlinigen Fahrgassensegmente im Sinne einer Linienverfolgung zu de-
tektieren. Bei einer hohen spektralen Auﬂo¨sung bietet sich zum Beispiel eine spektrale
Analyse der Pixel an. Diese mu¨ssen jedoch ziemlich robust gestaltet werden, da die Fahr-
gassenpixel oftmals eine dem angrenzenden Pﬂanzenbestand a¨hnliche spektrale Signatur
aufweisen. Zudem kann die spektrale Charakteristik der Fahrgassenpixel aufgrund vari-
ierender beziehungsweise sichtbarer Fahrspuranteile selbst sehr variabel sein.
Eine genauere Betrachtung des bina¨ren Kantenbilds am Beispiel von Schlag 1 (Abb.
26) la¨sst vermuten, dass die Detektion der geradlinigen quer verlaufenden Vorgewen-
de jedoch ausreichend sein kann, um mit einem erweiterten Fahrspurmodell alle Fahr-
gassenpixel detektieren zu ko¨nnen. Mit einer geeigneten Modellierung der Vorgewende
anhand der in Vorzugsrichtung liegenden Fahrgassen und den a¨ußeren eingrenzenden
Fahrgassen ko¨nnte das Problem der lu¨ckenhaften Darstellung krummer Linien im Kan-
tenbild umgangen werden. Die Detektion der a¨ußeren geradlinigen Fahrgassen kann im
optimalen Fall durch eine diﬀerenzierte Auswertung der Hough-Transformation erfol-
gen, welche teilweise auch die a¨ußeren Fahrgassenlinien liefert (vgl. Abb. 29b). Da die
umrandenden Fahrgassen eines Schlags jedoch nicht in jedem Fall geradlinig verlaufen,
verspricht auch dieser Ansatz keine lu¨ckenlose Detektion der gesuchten Strukturen.
Es wird deutlich, dass eine vollsta¨ndige Selektion aller Fahrgassen einigen Herausfor-
derungen unterliegt und durch die hohe Variabilita¨t mo¨glicher Erscheinungsformen der
Fahrgassen und der Schla¨ge sowie durch das Auftreten von Strukturelementen erschwert
wird. In Anbetracht der Zielstellung stellt sich hingegen die Frage, ob eine vollsta¨ndige
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Detektion aller Fahrgassenpixel notwendig ist oder auch die Detektion der innen lie-
genden Fahrgassen genu¨gt, um eine ausreichend gute Referenz des Bodensignals zur
Korrektur des Vegetationssignals zu erhalten.
5.4 Spektrale Entmischung der Fahrgassenpixel
Fu¨r die spektrale Entmischung der Fahrgassenpixel wurde ein wissensbasierter Model-
lansatz untersucht. Dieser behilft sich einer geometrischen Modellierung der Fahrspuren
unter Verwendung des in Kapitel 3.4 deﬁnierten Fahrspurmodells. Die no¨tigen Referenz-
spektren fu¨r den im Fahrgassenpixel anteiligen Pﬂanzenbestand werden zudem direkt
aus den Daten abgeleitet, wodurch die spektrale Variabilita¨t durch den unmittelbaren
Orts- und Zeitbezug bestmo¨glich beru¨cksichtigt wird.
Im Vergleich zu ga¨ngigen Methoden der linearen spektralen Entmischung, ko¨nnen
mit dem hier betrachteten Ansatz wesentliche Ungenauigkeiten (vgl. Kapitel 2.4.3) ver-
mieden werden. Dazu za¨hlt die Bestimmung der Endmemberanzahl, die aufgrund der
Selektion gleichartiger Fahrgassenpixel bekannt ist und auf zwei Endmember ﬁxiert wer-
den kann. Des Weiteren entfallen mo¨gliche Ungenauigkeiten aufgrund schlecht gewa¨hlter
Referenzspektren, wie bei dem Einsatz von Spektralbibliotheken.
Im Gegenzug ko¨nnen jedoch die getroﬀenen Modellannahmen kritisch betrachtet
werden. Diese umfassen zum Beispiel die Annahme, dass sich die identiﬁzierten Fahrgas-
senpixel lediglich aus zwei Endmembern zusammensetzen. Damit erfolgt keine Beru¨ck-
sichtigung von Schatten, die insbesondere bei der Betrachtung von Pﬂanzenbesta¨nden
einen hohen Anteil in der Mischpixelcharakteristik haben ko¨nnen. Auch weitere mo¨gliche
Oberﬂa¨chenmaterialien (zum Beispiel Steine, abgestorbene Pﬂanzenteile, etc.) werden
nicht beru¨cksichtigt, wodurch sich der Modellfehler wesentlich erho¨hen kann, welcher
sich letztendlich auf das gesuchte Bodenspektrum auswirkt. Bei der spektralen Entmi-
schung von Pﬂanzenbesta¨nden kann die fehlende Beru¨cksichtigung nicht-linearer Ein-
ﬂussfaktoren (zum Beispiel Multiple Streuung, Aufnahmegeometrie) aufgrund der kom-
plexen Streuungsvorga¨nge zusa¨tzlich negativ ins Gewicht fallen. Da der in den Fahr-
gassenpixeln enthaltende Pﬂanzenbestand jedoch als Mischsignal aufgefasst und durch
ein Endmember modelliert wird, kann der mo¨gliche Fehler durch die Verwendung eines
linearen Entmischungsmodells als vernachla¨ssigbar betrachtet werden.
Abscha¨tzung der Abundanzen
Der vorgestellte Ansatz zur Abscha¨tzung der Abundanzen entspricht einer einfachen
abstrakten und modellbasierten Lo¨sung, die einigen Unsicherheiten unterliegt und mit-
unter sehr rechenaufwa¨ndig sein kann.
Die Modellierung der Fahrspuren erfolgt gema¨ß der Vereinfachung bei der Fahr-
gassenselektion ausschließlich fu¨r gerade verlaufende Fahrgassen. Eine Erweiterung des
Fahrspurmodells ko¨nnte durch die Modellierung der Vorgewende erfolgen, insofern dies
mit dem Ergebnis der Fahrgassenselektion mo¨glich ist. Gema¨ß der U¨berlegungen zur
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Vervollsta¨ndigung der Fahrgassenselektion (Kapitel 5.3, S. 92) ko¨nnte die Detektion
der a¨ußeren den Schlag umrandenden Fahrgassen dafu¨r ausreichen, was jedoch weiteren
Schwierigkeiten unterliegt.
Mit der Kenntnis u¨ber die Lage und die geometrische Ausdehnung mo¨glicher Struk-
turelemente, die bei der Segmentierung gewonnen werden ko¨nnte, besteht zudem die
Mo¨glichkeit, den abweichenden Fahrgassenverlauf von Umfahrungen zu modellieren. Ei-
ne solche Modellierung ist jedoch sehr stark an das Segmentierungsergebnis gekoppelt
und demnach sowohl bei einer automatisierten als auch interaktiven Umsetzung sehr
fehleranfa¨llig. In Folge dessen ist eine zusa¨tzliche U¨berpru¨fung der vermeintlichen Fahr-
gassenpixel, die durch die Modellierung einer Umfahrung bestimmt werden, unerla¨sslich.
Dies unterliegt wiederum der Schwierigkeit, ein eindeutiges Kriterium zur Identiﬁkation
von Fahrgassenpixeln zu deﬁnieren, wie es auch in Anbetracht einer mo¨glichen Linien-
verfolgung zur Selektion der Fahrgassen diskutiert wird.
Das Ergebnis der Fla¨chenberechnung ist in erster Linie an die verwendeten Na¨herungs-
werte des Fahrspurmodells gekoppelt. Diese Scha¨tzwerte ko¨nnen aufgrund verschiedener
Faktoren von der tatsa¨chlichen Fahrspurgeometrie deutlich abweichen, was zu einer feh-
lerhaften Abscha¨tzung der Abundanzen fu¨hrt. Eine weitere Unsicherheit resultiert aus
der Annahme, dass die Fahrspuren an jeder Stelle unbedeckten Boden aufweisen und
fu¨r den Fernerkundungssensor sichtbar sind. Die Sichtbarkeit der Fahrspuren kann bei
ungu¨nstigen Aufnahmebedingungen in Abha¨ngigkeit der Beleuchtungsverha¨ltnisse sowie
der Gela¨ndetopographie, aber auch bei zunehmenden Bestandsho¨hen allerdings deutlich
eingeschra¨nkt sein. In Folge dieser Modellannahmen werden im ungu¨nstigsten Fall pure
Bestandspixel als Fahrgassenpixel identiﬁziert, was zu einem erheblichen Modellfehler
bei der Entmischung fu¨hren kann.
Die Genauigkeit der Fla¨chenberechnung kann daru¨ber hinaus mit zunehmendem
Skalierungsfaktor erho¨ht werden, was jedoch mit einem gro¨ßeren Rechenaufwand ver-
bunden ist. Im Vergleich zu den anderen Teil- und Prozessierungsschritten handelt es
sich bei der Abscha¨tzung der Abundanzen generell um einen sehr rechenintensiven Ar-
beitsschritt, was auch aus den in Tabelle 4 (Anhang E) aufgefu¨hrten Ergebnissen einer
Laufzeitmessung hervorgeht. In Anbetracht der zur Verfu¨gung stehenden Rechenkapa-
zita¨t empﬁehlt es sich, den Skalierungsfaktor demnach in Abha¨ngigkeit der Eingangsda-
ten (geometrische Auﬂo¨sung und Bildgro¨ße) sowie der gewu¨nschten Rechengenauigkeit
zur Fla¨chenabscha¨tzung zu bestimmen. Zur Einscha¨tzung der fu¨r den Entmischungsan-
satz erforderlichen Rechengenauigkeit sind jedoch weitere Untersuchungen erforderlich.
Ermittlung des Bestandsreferenzsignals
Das Referenzspektrum fu¨r den in den Fahrgassenpixeln enthaltenen Bestand wird an-
hand purer Pixel des angrenzenden Pﬂanzenbestands abgeleitet. Dies unterliegt der An-
nahme, dass das Vegetation-Boden-Mischsignal der Fahrgassenpixel mit einem benach-
barten Bestandspixel ausreichend gut angena¨hert werden kann. Diese Annahme kann
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aufgrund der spektralen Variabilita¨t der Vegetation, ra¨umlich variierender Bedeckungs-
grade sowie anderer die spektrale Signatur beeinﬂussender Faktoren jedoch als kritisch
betrachtet werden. Im ungu¨nstigsten Fall kann ein schlecht angena¨hertes Bestandsspek-
trum zu einem erho¨hten Modellfehler bei der Entmischung der Fahrgassenpixel fu¨hren
und das daraus resultierende Bodenspektrum verfa¨lschen. Mit der vorgestellten Vorge-
hensweise zur Ermittlung des Bestandsreferenzsignals erfolgt daru¨ber hinaus eine Ein-
schra¨nkung der auszuwertenden Daten, da der Ansatz eine Mindestbodenauﬂo¨sung in
Abha¨ngigkeit des tatsa¨chlichen Fahrgassenabstands erfordert. Diese betra¨gt bei einem
maximalen Fahrgassenabstand von 36m einer Bodenauﬂo¨sung von 8m pro Pixel.
Zur Detektion von Ausreißern wurde ein empirischer Ansatz unter Verwendung des
Spectral Angle Mapper gewa¨hlt, dessen Potential fu¨r die gegebenen Testdaten aufgrund
fehlender Validierungsdaten nicht beurteilt werden kann. Die Schwierigkeit bei der Ver-
wendung des Spectral Angle Mapper als A¨hnlichkeitsmaß liegt insbesondere in der Wahl
eines geeigneten Referenzspektrums sowie der Bestimmung einer zula¨ssigen Toleranz fu¨r
die gewu¨nschte Klassiﬁzierung in Abha¨ngigkeit der Daten. Bei der Betrachtung großer
Pﬂanzenbesta¨nde gilt es, dabei zusa¨tzlich mo¨gliche regionale spektrale Unterschiede
zu beru¨cksichtigen. Der Einsatz einer lokalen Analyseumgebung unter Verwendung des
NDVI zur Bestimmung eines Referenzspektrums kann im Fall großﬂa¨chiger ungu¨nstiger
Ausgangsbedingungen (zum Beispiel geringer Bedeckungsgrad, Krankheitsbefall) jedoch
sehr fehleranfa¨llig sein. Aufgrund dieser Unsicherheit kann eine zuverla¨ssige Analyse der
detektierten Bestandspixel mit dem gewa¨hlten Ansatz nicht sichergestellt werden. Dem-
zufolge empﬁehlt sich die Suche nach einer robusteren Mo¨glichkeit zur Bestimmung des
Referenzsignals, wobei die Fehleranfa¨lligkeit durch die Betrachtung einer lokalen Ana-
lyseumgebung zu reduzieren ist. Alternativ bietet sich auch die Verwendung eines an-
deren A¨hnlichkeitsmaßes an, zumal die Aussagekraft des Spactral Angle Mapper bei
der Auswertung von Multispektraldaten aufgrund der geringen Anzahl von spektralen
Komponenten in Frage gestellt werden kann.
Ableitung des Bodensignals
Auf der Suche nach einer geeigneten Methode zur Ableitung des Bodensignals wurden
zwei verschiedene Optimierungsansa¨tze untersucht, deren Validierung zum Zeitpunkt
der Arbeit jedoch noch ausstehend ist. Die Untersuchungen haben gezeigt, dass eine
explizite Berechnung des Bodenspektrums unter Verwendung der Na¨herungswerte fu¨r
die Fla¨chenverteilung und das Bestandsspektrum sehr fehleranfa¨llig und somit nicht
geeignet ist. Bei sehr kleinem Fahrspuranteil und der damit einhergehenden geringen
Diﬀerenz zwischen Pixel- und Bestandsspektrum fu¨hren schon geringe Ungenauigkeiten
der Na¨herungswerte zu wesentlichen Fehlern im Bodenspektrum, was die Notwendig-
keit eines Optimierungsverfahrens in Anbetracht der zur Verfu¨gung stehenden Gro¨ßen
verdeutlicht.
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Der untersuchte lineare Optimierungsansatz 1 bezieht sich auf eine separate Betrach-
tung der Fahrgassenpixel, wobei eine Anna¨herung des gesuchten Bodenspektrums an
ein lokal gemitteltes Bodenspektrum erfolgt. Dies unterliegt der Annahme, dass die
Bodenreﬂexion innerhalb einer bestimmten ra¨umlichen Distanz durch ein mittleres Bo-
denspektrum beschrieben werden kann, was einem einfachen heuristischen Ansatz ent-
spricht und kritisch betrachtet werden sollte. In einer beispielhaften Demonstration des
Ansatzes anhand der gegebenen Testdaten konnte gezeigt werden, dass die Optimierung
unabha¨ngig vom Maß des Fahrspuranteils vergleichbare Ergebnisse liefert, wobei jedoch
die Qualita¨t des mittleren Bodenspektrums maßgebend ist. Die Berechnung des mitt-
leren Bodenspektrums unterliegt jedoch den Unsicherheiten des Modellansatzes unter
Verwendung von Na¨herungswerten fu¨r die Fla¨chenverteilung sowie fu¨r das Bestandss-
pektrum. Der Einﬂuss schlecht gewa¨hlter Na¨herungswerte a¨ußert sich durch fehlerbe-
haftete Schwankungen im Bodenspektrum, was anhand einer Simulation demonstriert
werden konnte. Dabei ist das Ausmaß der Ungenauigkeit entscheidend, welche fu¨r die
ermittelten Na¨herungswerte aufgrund der fehlenden Kenntnisse u¨ber die tatsa¨chlichen
Gro¨ßen jedoch nicht eingescha¨tzt werden kann. Demzufolge kann auch keine Aussage
u¨ber den Fehler im optimierten Bodenspektrum getroﬀen werden.
Dieser Optimierungsansatz eignet sich somit nur fu¨r ausreichend genaue Na¨herungs-
werte, mit denen die Berechnung eines repra¨sentativen mittleren Bodenspektrums si-
chergestellt werden kann. In weiterfu¨hrenden Untersuchungen empﬁehlt es sich dem-
nach, die erforderliche Genauigkeit der Fla¨chenabscha¨tzung sowie des Bestandsreferenz-
signals zu bestimmen und wenn no¨tig, Ansa¨tze zur Verbesserung dieser Na¨herungswerte
zu ﬁnden. Die hier gewa¨hlte Vorgehensweise zur Ermittlung des Bestandsreferenzspek-
trums bietet allerdings wenige Mo¨glichkeiten, um eine ho¨here Genauigkeit zu erzielen.
Alternativ bietet sich der Einsatz von Referenzspektren aus spektralen Bodenmessun-
gen an, was bei dem gewu¨nschten Orts- und Zeitbezug jedoch nicht praktikabel ist.
Die Genauigkeit der Fla¨chenabscha¨tzung kann durch eine Optimierung der verwende-
ten Fahrspurparameter erho¨ht werden. Da die Fahrspurgeometrie in Abha¨ngigkeit der
Bewirtschaftungsmethoden jedoch von Schlag zu Schlag deutlich variieren kann, wird
die Deﬁnition eines universellen Fahrspurmodells erschwert. Es stellt sich allerdings
die Frage, ob mit der Verwendung gemittelter Na¨herungswerte unter Beru¨cksichtigung
zahlreicher Fahrspurgeometrien ausreichend gute Optimierungsergebnisse erzielt wer-
den ko¨nnen. Dazu gilt es, den maximal zula¨ssigen Fehler der Fla¨chenabscha¨tzung sowie
die mo¨gliche Varianz der Fahrspurparameter zu bestimmen. Sollte dieser Ansatz nicht
zielfu¨hrend sein, so kann die Genauigkeit der Fla¨chenabscha¨tzung alternativ durch eine
wissensbasierte Parametrisierung des Fahrspurmodells in Abha¨ngigkeit des Untersu-
chungsgebiets erho¨ht werden. Damit wird jedoch die Kenntnis der tatsa¨chlichen Fahr-
spurgeometrie vorausgesetzt, was eine Automatisierung des Prozessschrittes erschwert.
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Eine Mo¨glichkeit zur Unterdru¨ckung der durch die Modellunsicherheiten verursachten
Schwankungen im Bodenspektrum wurde mit der zusa¨tzlich betrachteten Abwandlung
des Optimierungsansatzes 1 untersucht. Dies erfolgt durch einen heuristischen Ansatz,
wobei das Bodenspektrum einer konstanten Mittelwertsfunktion angena¨hert wird. Zur
Beru¨cksichtigung mo¨glicher Absorptionsbanden erfolgt außerdem eine wellenla¨ngenab-
ha¨ngige Gewichtung der Nebenbedingung. Die Untersuchungen haben gezeigt, dass die
Schwankungen im Bodenspektrum mit diesem Ansatz unterdru¨ckt werden ko¨nnen. Die-
ser Eﬀekt ist jedoch sehr stark an das Ausgangsspektrum sowie die gewa¨hlten Gewichte
gekoppelt und fu¨hrt bei den betrachteten Fa¨llen in Abha¨ngigkeit des Fahrspuranteils
zu deutlich unterschiedlichen Ergebnissen. Mit diesen Beobachtungen wird die Wahl
der Gewichte in Abha¨ngigkeit der spektralen Varianz des mittleren Bodenspektrums
als ungu¨nstig beurteilt. Es wird vermutet, dass die Bestimmung dieser Gewichte in
Abha¨ngigkeit der Ausgangsspektren fu¨r eine angemessene Unterdru¨ckung der Oszil-
lationen im Signal besser geeignet ist, was in weiterfu¨hrenden Untersuchungen na¨her
beleuchtet werden kann. Aufgrund eines durch die Modellunsicherheiten verursachten
mo¨glichen Fehlers im mittleren Bodenspektrum, sollte die Verwendung der daraus ab-
geleiteten Mittelwertsfunktion außerdem als kritisch betrachtet werden. Der mittlere
Reﬂexionsgrad kann durch die auftretenden Schwankungen deutlich beeinﬂusst wer-
den und somit eine schlechte Referenz darstellen. Es wird jedoch vermutet, dass eine
ungu¨nstige Mittelwertsfunktion bei einer geeigneten Wahl der Gewichte und einem op-
timalen Kontrollparameter nicht allzu stark ins Gewicht fa¨llt und das Bodenspektrum
durch eine geeignete Unterdru¨ckung der Schwankungen trotzdem ausreichend gut an-
gena¨hert werden kann. Auch dieser Aspekt kann in weiterfu¨hrenden Untersuchungen
betrachtet werden.
Bei Optimierungsansatz 2 wurde ein nicht-lineares alternierendes Verfahren untersucht,
bei dem sowohl das Bodenspektrum als auch die Fla¨chenverteilung iterativ gescha¨tzt
werden. Dies erfolgt durch die simultane Betrachtung mehrerer Pixel in einem Spek-
tralmodell. Eine beispielhafte Demonstration anhand simulierter Daten hat gezeigt,
dass sich das gesuchte Bodenspektrum mit diesem Ansatz und der Wahl geeigneter
Kontrollparameter fu¨r den Einﬂuss der einschra¨nkenden Nebenbedingungen ziemlich
gut anna¨hern la¨sst. Mit der simultanen Optimierung der Fla¨chenverteilung ko¨nnen die
Unsicherheiten des Modells aufgrund einer fehlerbehafteten Fla¨chenabscha¨tzung redu-
ziert werden. Der Ansatz erfordert zudem keine Kenntnis u¨ber das Bestandsspektrum,
was einen wesentlichen praktischen Vorteil mit sich bringt und wodurch die Einfu¨hrung
einer weiteren Unsicherheit durch die Verwendung von Na¨herungswerten vermieden wer-
den kann. Die hier zula¨ssigen Variationen im Bestandsspektrum ero¨ﬀnen zudem mehr
Spielraum bei der Optimierung des Bodenspektrums. Daraus resultierende mo¨gliche
Verfa¨lschungen der Bestandsspektren sind fu¨r das Ergebnis nicht relevant.
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Das Optimierungsergebnis ist letztendlich an die Wahl geeigneter Nebenbedingungen ge-
koppelt. Die Verwendung der gescha¨tzten Fla¨chen als initialen Startwert sowie als Richt-
wert zur Optimierung der Fla¨chenverteilung stellt hier einen guten Ansatz dar. Dabei
gilt es, die Nebenbedingung jedoch nicht allzu stark zu forcieren, damit der Fehler der
Fla¨chenabscha¨tzung ausgeglichen werden kann. Der Einsatz einer konstanten Modell-
funktion zur Optimierung des Bodenspektrums hat sich ebenfalls als ersten guten Ansatz
erwiesen. Alternativ bietet sich auch die Deﬁnition einer Modellfunktion an, die den cha-
rakteristischen Verlauf des Bodenspektrums geeignet beschreibt. Dies wird jedoch durch
die hohe spektrale Variabilita¨t des Bodens und die dadurch mo¨gliche Vielzahl spektraler
Reﬂexionskurven erschwert. Eine Mo¨glichkeit zur Beru¨cksichtigung der spektralen Va-
riabilita¨t besteht hingegen durch die Verwendung einer Spektralbibliothek. Mit der Ana-
lyse zahlreicher Bodenspektren, die sich sowohl im mittleren Reﬂexionsgrad sowie durch
charakteristische Absorptionsbanden unterscheiden, ko¨nnte ein maßgebendes mittleres
Bodenspektrum bestimmt werden, das als Referenzfunktion in das Optimierungsver-
fahren einﬂießen kann. Des Weiteren lassen sich aus der Vielzahl von Bodenspektren
auch zuverla¨ssige wellenla¨ngenabha¨ngige Varianzen fu¨r eine zusa¨tzliche Gewichtung der
Nebenbedingung deﬁnieren, um so auch mo¨gliche charakteristische Absorptionsbanden
im Bodenspektrum zu beru¨cksichtigen. Somit ko¨nnten die umfangreichen Informationen
einer Spaktralbibliothek genutzt werden, ohne ein explizites Referenzspektrum fu¨r die
Entmischung zu bestimmen, was oftmals hohes Fehlerpotential in sich birgt.
Aufgrund der iterativen Scha¨tzung erfordert der alternierende Ansatz im Vergleich
zu dem anderen linearen Verfahren einen gro¨ßeren Rechenaufwand, der an die An-
zahl der Iterationsschritte gekoppelt ist. Die daraus resultierenden Laufzeitunterschiede
ko¨nnen fu¨r das Beispiel von 200 Iterationsschritten der Tabelle 4 (Anhang E) entnom-
men werden.
Im Vergleich der untersuchten Optimierungsansa¨tze scheint das alternierende Verfahren
aufgrund wesentlicher Vorteile bessere Voraussetzungen zur Ableitung des Bodenspek-
trums zu liefern. Die zusa¨tzliche Optimierung der Fla¨chenverteilung sowie die zula¨ssigen
Variationen im Bestandsspektrum ero¨ﬀnen mehr Spielraum bei der Optimierung des
Bodenspektrums, wobei sich der Modellfehler auf alle variablen Gro¨ßen verteilt. Zudem
unterliegt dieser Ansatz keinen erheblichen Unsicherheiten aufgrund der Verwendung
von Na¨herungswerten, da ein Bestandsreferenzspektrum einerseits nicht von No¨ten ist
und mo¨gliche Fehler der Fla¨chenabscha¨tzung im Rahmen der Optimierung ausgeglichen
werden ko¨nnen. Außerdem kann der durch den Iterationsprozess bedingte erho¨hte Re-
chenaufwand in Anbetracht der Gesamtlaufzeit der Prozessierungskette vernachla¨ssigt
werden. Das lineare Optimierungsverfahren hingegen unterliegt wesentlichen Unsicher-
heiten aufgrund der Verwendung von Na¨herungswerten, was starke Verfa¨lschungen des
Bodenspektrums zur Folge haben kann. Eine geeignete Unterdru¨ckung der daraus re-
sultierenden Schwankungen wird durch die fehlende Kenntnis u¨ber das Ausmaß der
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Ungenauigkeiten erschwert. Demzufolge muss bei diesem Ansatz eine ausreichende Ge-
nauigkeit der Eingangsgro¨ßen sichergestellt werden, was gegebenenfalls nur durch den
Einsatz von Zusatzdaten realisiert werden kann.
Die untersuchten Entmischungsansa¨tze ko¨nnen generell auch auf Multispektralda-
ten u¨bertragen werden, wobei die geringe spektrale Auﬂo¨sung einen Genauigkeitsverlust
bei der Entmischung bewirken kann. Aufgrund des oftmals sehr signiﬁkanten und un-
terschiedlichen Spektralverhaltens von Vegetation und Boden wird jedoch vermutet,
dass auch wenige zur Verfu¨gung stehende Kana¨le eine geeignete Trennung der Ober-
ﬂa¨chenmaterialien ermo¨glichen. Eine Beurteilung der fu¨r ein ausreichend gutes Entmi-
schungsergebnis erforderlichen Kana¨le sowie des damit abgedeckten Spektralbereichs
erfordert jedoch weitere Untersuchungen.
In einem alternativen Ansatz zur Auswertung von Hyperspektraldaten bietet sich
zum Beispiel auch eine Reduktion des Merkmalsraums an, wodurch die Dimension des
mathematischen Problems zur spektralen Entmischung verringert und dessen Lo¨sungs-
menge besser eingegrenzt werden kann. Mit der Bestimmung signiﬁkanter und besten-
falls schmaler Spektralba¨nder verspricht dieser Ansatz, eine gezielte Separation der ge-
suchten Spektren. Dies wird jedoch durch die spektrale Variabilita¨t von Vegetation und
Boden und die damit einhergehende teilweise sehr große Varianz des Spektralverhaltens
erschwert. Nichtsdestotrotz empﬁehlt sich eine na¨here Untersuchung dieses Ansatzes
sowie der Vergleich zu den betrachteten Verfahren in Hinblick auf den Rechenaufwand
und die Genauigkeit der Entmischungsergebnisse.
Die Anwendung einer blinden Dekonvolution (blind deconvolution) stellt daru¨ber
hinaus eine weitere Mo¨glichkeit zur Entmischung der Fahrgassenpixel dar. Blinde De-
konvolutionsalgorithmen ermo¨glichen die Rekonstruktion eines gesuchten Signals aus
einem Mischsignal ohne genaue Kenntnis u¨ber die das Mischverha¨ltnis beeinﬂussenden
Gro¨ßen. Dies kommt der mathematischen Problemstellung zur Ableitung des Boden-
spektrums gleich und kann in weiterfu¨hrenden Untersuchungen ebenfalls beru¨cksichtigt
werden. Solche Algorithmen ﬁnden in der digitalen Signal- und Bildverarbeitung zum
Beispiel bei der Identiﬁkation einer Bildunscha¨rfe oder auch zur Separation verschiede-
ner Schallquellen eines akustischen Mischsignals bereits erfolgreich Anwendung (Chan
und Wong 1998, Bell und Sejnowski 1995).
5.5 Ra¨umliche Interpolation des Bodensignals
Die ﬂa¨chenhafte Ableitung des Bodensignals kann unter Verwendung eines geostatisti-
schen Interpolationsverfahrens wie dem Ordinary Kriging erfolgen. Dieses Interpolati-
onsverfahren setzt eine homogene Verteilung der Stichproben voraus, was durch das ex-
trahierte Bodensignal entlang der Fahrgassen nur unzureichend sichergestellt wird. Dem-
zufolge ist die Qualita¨t der Stichproben fu¨r eine geeignete Modellierung der ra¨umlichen
Struktur als kritisch zu betrachten. Alternativ bietet sich eine U¨berfu¨hrung aller ex-
trahierten Bodensignale zu einem regelma¨ßigen Raster einzelner Stu¨tzstellen an, die
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entlang der Fahrgassen in einem Abstand, der im Gro¨ßenbereich des Fahrgassenab-
stands liegt, entnommen werden ko¨nnten. Somit kann eine geeignete Stichprobenqua-
lita¨t gewa¨hrleistet werden. In Abha¨ngigkeit der spektralen Variabilita¨t des Bodens kann
sich die Genauigkeit des Interpolationsergebnisses dadurch jedoch wesentlich verringern.
Diesen Aspekt gilt es, in weiterfu¨hrenden Untersuchungen na¨her zu beleuchten, um die
Eignung eines solchen Ansatzes in Hinblick auf die Zielstellung besser beurteilen zu
ko¨nnen. Daru¨ber hinaus bieten sich weitere Untersuchungen zur Optimierung der Pa-
rametrisierung des Kriging-Verfahrens an. Dies umfasst unter anderem die Wahl der
Lag-Distanz zur Bestimmung des empirischen Semivariogramms sowie die Wahl des
geostatistischen Modells. Des Weiteren ist zu beachten, dass die Kriging-Interpolation
in Abha¨ngigkeit der spektralen Auﬂo¨sung sowie der Gro¨ße des Untersuchungsgebiets
mit einem sehr hohen Rechenaufwand verbunden sein kann.
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6 Zusammenfassung und Ausblick
Im Rahmen dieser Arbeit wurde eine mo¨gliche Methode zur direkten Ableitung des Bo-
densignals landwirtschaftlicher vegetationsbedeckter Ackerﬂa¨chen anhand von spektral
hochauﬂo¨senden Fernerkundungsdaten erarbeitet und ausfu¨hrlich untersucht. Die Me-
thodik stu¨tzt sich auf die Ausnutzung des unbedeckten Bodens der Fahrgassen, womit
in Anbetracht der u¨bergeordneten Zielstellung ein bestmo¨glicher ra¨umlicher und zeitli-
cher Bezug zu dem zu korrigierenden Pﬂanzenbestand hergestellt wird. Zur Extraktion
des Bodensignals wurde ein wissensbasierter Modellansatz zur linearen spektralen Ent-
mischung der Fahrgassen entwickelt. Dieser setzt die Identiﬁkation der Fahrgassenpixel
sowie die Kenntnis u¨ber die Fahrspurgeometrie voraus und verzichtet auf den Einsatz
von Spektralbibliotheken. Damit ko¨nnen einige wesentliche Ungenauigkeiten ga¨ngiger
Methoden zur linearen spektralen Entmischung umgangen werden.
Mit einer exemplarischen Prozesskette wurde die erarbeitete Methode unter Ver-
wendung von MATLAB gro¨ßtenteils praktisch umgesetzt. Bei den gewa¨hlten Ansa¨tzen
handelt es sich teilweise um sehr datenspeziﬁsche und vereinfachte Lo¨sungen, die am
Beispiel von drei untersuchten Schla¨gen der gegebenen Hyperspektraldaten jedoch er-
folgreich demonstriert werden konnten. Schwierigkeiten liegen dabei unter anderem in
einer geeigneten Umsetzung zur Segmentierung des Untersuchungsgebiets sowie in ei-
ner zuverla¨ssigen Selektion der Fahrgassen. Die Verwendung der Hough-Transformation
hat sich zur Detektion geradliniger Fahrgassen als durchaus geeignet erwiesen. Eine Er-
weiterung des Ansatzes zur vollsta¨ndigen Selektion aller Fahrgassen wird hingegen als
sehr aufwa¨ndig eingescha¨tzt und kann in Hinblick auf die u¨bergeordnete Zielstellung
unter Umsta¨nden auch vernachla¨ssigt werden. Fu¨r die Entmischung der Fahrgassen-
pixel wurden zwei verschiedene Optimierungsansa¨tze zur Ableitung des Bodensignals
untersucht, deren Zuverla¨ssigkeit aufgrund fehlender Validierungsdaten allerdings nicht
beurteilt werden kann. Die Untersuchungen haben gezeigt, dass das lineare Verfah-
ren wesentlichen Modellunsicherheiten unterliegt, die zu einer Verfa¨lschung des Boden-
spektrums fu¨hren ko¨nnen. Dabei liegt die Schwierigkeit in einer ausreichend genau-
en Abscha¨tzung der Eingangsgro¨ßen, was gegebenenfalls nur durch Zusatzdaten gelo¨st
werden kann. Mit dem zweiten untersuchten nicht-linearen Optimierungsansatz ko¨nnen
derartige Modellunsicherheiten hingegen vermieden beziehungsweise reduziert werden.
In Folge dessen sowie aufgrund weiterer entscheidender Vorteile verspricht dieser Ansatz
eine zuverla¨ssigere Abscha¨tzung des Bodenspektrums. Zur abschließenden ﬂa¨chenhaften
Ableitung des Bodensignals bietet sich ein geostatistisches Interpolationsverfahren wie
das Ordinary Kriging an, das im Rahmen der Arbeit na¨her beleuchtet, aber aufgrund
der unzureichenden Beurteilung der Entmischungsergebnisse jedoch praktisch nicht um-
gesetzt wurde.
Eine angemessene Bewertung der erarbeiteten Methode ist aufgrund der ausstehen-
den Validierung der Ergebnisse zum Zeitpunkt der Arbeit nicht mo¨glich. Demzufolge
kann das Potential zur Ableitung des Bodensignals und die damit verbundene Korrektur
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des Vegetationssignals sehr schlecht eingescha¨tzt werden. Mo¨gliche Einschra¨nkungen zur
U¨bertragbarkeit der Methode sind jedoch eindeutig durch die geometrische und spek-
trale Auﬂo¨sung der Daten, aber auch durch das Untersuchungsgebiet selbst gegeben.
In Folge der gewa¨hlten Ansa¨tze erfordert die Methode an einigen Stellen eine Mindest-
bodenauﬂo¨sung von 8m beziehungsweise 9m pro Pixel. Da eine ausreichende Erkenn-
barkeit der Fahrgassen fu¨r diesen Gro¨ßenbereich jedoch ohnehin angezweifelt werden
kann, stellt sich vielmehr die Frage nach einer geometrischen Obergrenze, womit sich
der Ansatz zur Fahrgassenselektion sicherstellen la¨sst. Eine U¨bertragung der Methode
auf spektral gering aufgelo¨ste Multispektraldaten wird generell nicht ausgeschlossen,
erfordert jedoch weitere Untersuchungen. Diesbezu¨glich verbleibt die Frage nach einer
minimal erforderlichen spektralen Auﬂo¨sung, die eine ausreichend genaue Entmischung
der Fahrgassenpixel ermo¨glicht. Neben der Anzahl und der Breite der Ba¨nder bezie-
hungsweise Kana¨le kann dabei auch der abgedeckte Spektralbereich entscheidend sein.
Daru¨ber hinaus wird mit dem untersuchten Ansatz die Sichtbarkeit der Fahrgassen in
der Fernerkundungsszene vorausgesetzt, was im Fall ungu¨nstiger Aufnahmebedingun-
gen oder auch bei großen Wuchsho¨hen ebenfalls zu Einschra¨nkungen fu¨hren kann.
In Anbetracht weiterfu¨hrender Untersuchungen gilt es an erster Stelle, eine Validie-
rung der Methode vorzunehmen, um eine angemessene Bewertung des untersuchten
Ansatzes zu gewa¨hrleisten und dessen Potential besser einscha¨tzen zu ko¨nnen. Dies
erfordert die Auswertung zeitgleich erhobener Fernerkundungsdaten und spektraler Bo-
denmessungen, wofu¨r das Testfeld DEMMIN aufgrund der regelma¨ßigen Erfassung von
in-situ-Daten sehr gute Voraussetzungen bietet. Eine Validierung kann zum Beispiel un-
ter Verwendung des semi-empirischen Modellansatzes von Clevers und mit Messungen
des Blattﬂa¨chenindex erfolgen, wie es bereits in den Vorbetrachtungen (Kapitel 3.3)
erla¨utert wurde. Im Fall einer erfolgreichen Validierung der vorerst exemplarisch um-
gesetzten Methode, ko¨nnen anschließend auch die einzelnen Prozessschritte bezu¨glich
der aufgezeigten Optimierungs- und Erweiterungsmo¨glichkeiten verbessert werden. Dies
erfordert weitere Untersuchungen zu den aufgeworfenen Fragestellungen sowie die Suche
nach alternativen und robusten Ansa¨tzen zur Umsetzung der oﬀenstehenden Arbeits-
schritte. Angesichts einer Konkretisierung mo¨glicher Anwendungsfa¨lle kann dies zudem
auch eine Laufzeitoptimierung erfordern, da die erarbeitete Methode teilweise einen sehr
hohen Rechenaufwand erfordert.
Hinsichtlich des u¨bergeordneten Ziels zur Verbesserung des Vegetationssignals und
der damit einhergehenden zuverla¨ssigeren Ableitung von Pﬂanzenparametern, sind wei-
tere Untersuchungen zur U¨bertragbarkeit der Methode auf geometrisch ho¨her aufgelo¨ste
Daten (zum Beispiel 0.5m bis 1m pro Pixel) von besonderem Interesse. Schließlich ist
eine kleinra¨umige Analyse von landwirtschaftlichen Fla¨chen von großem Vorteil, um
das Pﬂanzenwachstum geeignet zu u¨berwachen, Bewirtschaftungsmethoden anzupassen
oder auch die Teilschlagbewirtschaftung zu unterstu¨tzen.
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ANHANG XXVII
A Speziﬁkation des HySpex-Sensorsystems
VNIR-1600 SWIR-320m-e
Spectral Range 0.4–1.0μm 1.0–2.5μm
Spatial Pixels 1600 320
F-number F 2.5 F 2.0
FOV across track 17◦ 13.5◦
Pixel FOV across/along track 0.18 mrad / 0.36 mrad 0.75 mrad / 0.75 mrad
Spectral sampl. 3.7 nm 6 nm
Number of bands 160 256
Binning modes 2, 4, 8 -
Noise ﬂoor 40e -
Peak SNR > 200 -
Dynamic range 1 000 -
Digitization 12 bit 14 bit
Max frame rate 135 fps 100 fps
Sensor head wgt. 4.6 kg 7.5 kg
Sensor head dim. (lwh in cm) 31.5 x 8.4 x 13.8 36 x 14 x 15.2
Sensor head pwr. cons. ∼ 6 W ∼ 100 W
FPA cooling T - ∼ 195K
Tabelle 3: Speziﬁkation der HySpex-Sensoren VNIR-1600 und SWIR-320m-e
(Norsk Elektro Optikk o. J.).
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2016−06−03T09 : 4 3 : 0 3 a t co r4 f ba t ch : # Star t o f ATCOR4−F ca l c u l a t i o n : Fr i Jun 3 09 : 43 : 03 2016
2016−06−03T09 : 4 3 : 1 2 module const atm 4f : # Water vapor r e t r i e v a l running . . .
2016−06−03T09 : 4 3 : 3 9 module const atm 4f : # Sur face r e f l e c t a n c e r e t r i e v a l . . .
2016−06−03T09 : 4 3 : 3 9 c on s t a r e g i o n 4 f : # Star t o f band proc e s s i ng : Fr i Jun 3 09 : 43 : 39 2016
2016−06−03T09 : 5 0 : 1 4 c on s t a r e g i o n 4 f : # Spec t r a l band proc e s s i ng f i n i s h e d : Fr i Jun 3 09 : 50 : 14 2016
#
# Proces s ing time = 7 min . 10 sec
#
# Re la t ive p ro c e s s i ng time per major module (%)
# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
# Masking/Segmentation ( cloud , haze , r e f e r e n c e p i x e l s ) : 1 . 2
# V i s i b i l i t y i t e r a t i o n s : 0 .8
# Water vapor map : 6 .3
# Scene p ro c e s s i ng ( band loop ) : 91 .6
# −−−−−−−−
# Total : 100 .0
#
#
# Status : s u c c e s s f u l
#
#
#
# Sca l e f a c t o r r e f l e c t a n c e = 100.0
#
# Proces s ing opt ions :
# Var iab le V i s i b i l i t y ( a e r o s o l o p t i c a l th i ckne s s ) . . . . . . . . No
# Var iab le Water Vapor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Yes
# Haze or Sun Gl int Removal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . No
# Shadow Removal ( Clouds/ Bui ld ings ) . . . . . . . . . . . . . . . . . . . . . . No
# Value Added Products . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . No
# Cirrus Removal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . No
#
# Aeroso l Type . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Rural
#
#
#
I01 ATCOR4f ( f l a t t e r r a i n )
I01
I01 Scene a c qu i s i t i o n date (dd/mm/year ) : 11/07/2014
I01 So la r zen i th angle [ degree ] = 32 .5
I01 So la r azimuth angle [ degree ] = 194.3
I01 Atmosphere : h02595 wv20 rura
I01 Aeroso l type : Rural
I01
I01 Constant scene v i s i b i l i t y
I01 Input v i s i b i l i t y [km] = 25 .0
I01 Fina l v i s i b i l i t y [km] = 100 .0
I01 Haze removal : no
I02 Atmosphere = h02595 wv20 rura . atmi
I02
#
#
# Scan angle map = /mnt/data1/ data a r ch ive / imaging /2014/140711 Demmin/Line02 .311934 .1/
DEMMIN32014−7−11 02 VNIR FULLCUBE FOVx2 rad geo sca . bsq
#
# Sensor = hy sp ex 14 f u l l c ub e r e c a l 2
# Pixe l s i z e [m] = 4.00
#
# Atmosphere = h02595 wv20 rura . atmi
#
# Ca l ib ra t i on f i l e = /mnt/data1/ data a r ch ive / imaging /2014/140711 Demmin/Line02 .311934 .1/
DEMMIN32014−7−11 02 VNIR FULLCUBE FOVx2 rad geo stack mask . c a l
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#
# intpo l760 ( i n t e r p o l a t i o n o f bands in 760 nm O2 region , 0=no , 1=yes ) = 1
# intpo l725 825 ( i n t e r p o l . o f bands in 725/ 825 nm wv reg ion 0=no , 1=yes ) = 0
# intpo l940 1130 (940/1130 nm: 0=no , 1=nonl inear , 2= l i n e a r i n t e r p o l a t i o n ) = 1
# intpo l1400 (1400/1900 nm: 0=no , 1=nonl inear , 2= l i n e a r i n t e r p o l a t i o n ) = 1
#
# Adapt path rad iance f o r blue / green band ( s ) (0=no , 1=yes ) = 1
#
# iwv watermask ( water vapor f o r water p i x e l s ) = 1
# 0=water vapor a l s o c a l cu l a t ed over water
# 1=average o f land wv used f o r water p i x e l s
# 2= l i n e average o f land p i x e l s used f o r water p i x e l s
# Smooth water vapor map , box s i z e [ meter ] = 50 .0 ( 13∗13 p i x e l s )
# see : / u s e r s / holzwart / . i d l / r e s e / atcor4 / pre f e r ence pa ramete r s . dat
#
# iwv model (1=water vapor without r eg r e s s i on , 2=with band r e g r e s s i o n ) = 2
# Measurement channel ( s ) used f o r water vapor r e t r i e v a l
# channel 187 188 189 190 191
# (micron ) 1 .1237 1.1297 1.1357 1.1416 1.1476
# Ref .=window channel ( s ) used f o r water vapor r e t r i e v a l
# channel 181 207
# (micron ) 1 .0877 1.2436
# Scene−average water vapor column ( land p i x e l s ) [ cm ] = 1.29
#
# Star t /Stop f o r i n t e r p o l a t i o n in 940 nm reg ion : 885 .0 to 1000.0 nm
# Star t /Stop f o r i n t e r p o l a t i o n in 1130 nm reg ion : 1088.7 to 1195.0 nm
# Star t /Stop f o r i n t e r p o l a t i o n in 1400 nm reg ion : 1300.0 to 1490.0 nm
# Star t /Stop f o r i n t e r p o l a t i o n in 1900 nm reg ion : 1780.0 to 2025.0 nm
#
#
# cloud r e f l e c t a n c e thre sho ld ( blue−green reg ion ) = 25.0%
# water r e f l e c t a n c e thre sho ld ( NIR reg ion ) = 5.0%
# water r e f l e c t a n c e thre sho ld ( 1600 nm reg ion ) = 3.0%
# maximum su r f a c e r e f l e c t an c e , cut−o f f l im i t = 150%
# ihcw (0=no hcw , 1=”hcw” f i l e , 2=hcw + qua l i t y ) = 1
# In t e rna l pre−c l a s s i f i c a t i o n : /mnt/data1/ data a r ch ive / imaging /2014/140711 Demmin/
Line02 .311934 .1/DEMMIN32014−7−11 02 VNIR FULLCUBE FOVx2 rad geo stack mask out hcw . bsq
#
# r e l . s a tu ra t i on DN( sat ) >= b∗65535 with b = 1.00
# see : / u s e r s / holzwart / . i d l / r e s e / atcor4 / pre f e r ence pa ramete r s . dat
#
# Water mask : uses NIR / SWIR r e f l e c t a n c e th r e sho ld s from pr e f e r en c e f i l e
#
# Data a c qu i s i t i o n ( day/month/ year ) = 11/07/2014
#
# Fl i gh t a l t i t u d e [km a s l ] = 2.595
# Average ground e l e v a t i on [km] = 0.000
# Fl i gh t heading [ degree ] = 7 .0
# So la r zen i th angle [ degree ] = 32 .5
# So lar azimuth angle [ degree ] = 194.3
#
# Average V i s i b i l i t y [km] = 100.0
#
# Range o f adjacency e f f e c t [km] = 0.100
# Number o f adjacency zones = 1
I03
I03 Cloud cover (%) = 0 .0
( i n c l ude s saturated p i x e l s in the blue−to−green s p e c t r a l r eg i on )
I03 Cloud shadow (%) = 1.0
I03 Water p i x e l s (%) = 1.2
I03 Snow/ i c e ( c loud ) (%) = 0 .0
I03
W19
W19 Warning : The f o l l ow ing channe l s have more than 1% of scene p i x e l s with r e f l e c t a n c e
l e s s / equal zero
W19 Pos s i b l e reasons :
W19 V i s i b i l i t y too low , wrong a e r o s o l type , c loud shadow reg ions , c a l i b r a t i o n problem
W19 Channel [nm] Percentage o f negat ive / zero r e f l e c t a n c e p i x e l s
W19 1 415 .7 21 .3 −−−> r e s e t to 0.00% r e f l e c t a n c e
W19 2 419 .3 21 .1 −−−> r e s e t to 0.00% r e f l e c t a n c e
W19 3 422 .9 21 .1 −−−> r e s e t to 0.00% r e f l e c t a n c e
W19 4 426 .5 21 .0 −−−> r e s e t to 0.00% r e f l e c t a n c e
W19 5 430 .1 21 .0 −−−> r e s e t to 0.00% r e f l e c t a n c e
W19 6 433 .7 21 .1 −−−> r e s e t to 0.00% r e f l e c t a n c e
W19 7 437 .3 21 .0 −−−> r e s e t to 0.00% r e f l e c t a n c e
W19 8 440 .9 21 .0 −−−> r e s e t to 0.00% r e f l e c t a n c e
W19 9 444 .5 21 .0 −−−> r e s e t to 0.00% r e f l e c t a n c e
W19 10 448 .1 21 .0 −−−> r e s e t to 0.00% r e f l e c t a n c e
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W19 11 451 .7 21 .0 −−−> r e s e t to 0.00% r e f l e c t a n c e
W19 12 455 .3 21 .0 −−−> r e s e t to 0.00% r e f l e c t a n c e
W19 13 458 .9 21 .0 −−−> r e s e t to 0.00% r e f l e c t a n c e
W19 14 462 .5 21 .0 −−−> r e s e t to 0.00% r e f l e c t a n c e
W19 15 466 .1 21 .0 −−−> r e s e t to 0.00% r e f l e c t a n c e
W19 16 469 .7 21 .0 −−−> r e s e t to 0.00% r e f l e c t a n c e
W19 17 473 .3 21 .0 −−−> r e s e t to 0.00% r e f l e c t a n c e
W19 18 476 .9 21 .0 −−−> r e s e t to 0.00% r e f l e c t a n c e
W19 19 480 .5 21 .0 −−−> r e s e t to 0.00% r e f l e c t a n c e
W19 20 484 .1 21 .0 −−−> r e s e t to 0.00% r e f l e c t a n c e
W19 21 487 .7 21 .0 −−−> r e s e t to 0.00% r e f l e c t a n c e
W19 22 491 .3 21 .0 −−−> r e s e t to 0.00% r e f l e c t a n c e
W19 23 494 .9 21 .0 −−−> r e s e t to 0.00% r e f l e c t a n c e
W19 24 498 .5 21 .0 −−−> r e s e t to 0.00% r e f l e c t a n c e
W19 25 502 .1 21 .0 −−−> r e s e t to 0.00% r e f l e c t a n c e
W19 26 505 .7 21 .0 −−−> r e s e t to 0.00% r e f l e c t a n c e
W19 27 509 .3 21 .0 −−−> r e s e t to 0.00% r e f l e c t a n c e
W19 28 512 .9 21 .0 −−−> r e s e t to 0.00% r e f l e c t a n c e
W19 29 516 .5 21 .0 −−−> r e s e t to 0.00% r e f l e c t a n c e
W19 30 520 .1 21 .0 −−−> r e s e t to 0.00% r e f l e c t a n c e
W19 −−− Only the f i r s t 30 channe l s are monitored −−−
W19
I19
I19 In fo : The f o l l ow ing channe l s have more than 1% of scene p i x e l s with r e f l e c t a n c e
l e s s / equal zero
I19 Pos s i b l e reasons :
I19 V i s i b i l i t y too low , wrong a e r o s o l type , c loud shadow reg ions , c a l i b r a t i o n problem
I19 Channel [nm] Percentage o f negat ive / zero r e f l e c t a n c e p i x e l s
I19 1 415 .7 21 .3 −−−> r e s e t to 0.00% r e f l e c t a n c e
I19 2 419 .3 21 .1 −−−> r e s e t to 0.00% r e f l e c t a n c e
I19 3 422 .9 21 .1 −−−> r e s e t to 0.00% r e f l e c t a n c e
I19 4 426 .5 21 .0 −−−> r e s e t to 0.00% r e f l e c t a n c e
I19 5 430 .1 21 .0 −−−> r e s e t to 0.00% r e f l e c t a n c e
I19 6 433 .7 21 .1 −−−> r e s e t to 0.00% r e f l e c t a n c e
I19 7 437 .3 21 .0 −−−> r e s e t to 0.00% r e f l e c t a n c e
I19 8 440 .9 21 .0 −−−> r e s e t to 0.00% r e f l e c t a n c e
I19 9 444 .5 21 .0 −−−> r e s e t to 0.00% r e f l e c t a n c e
I19 10 448 .1 21 .0 −−−> r e s e t to 0.00% r e f l e c t a n c e
I19 11 451 .7 21 .0 −−−> r e s e t to 0.00% r e f l e c t a n c e
I19 12 455 .3 21 .0 −−−> r e s e t to 0.00% r e f l e c t a n c e
I19 13 458 .9 21 .0 −−−> r e s e t to 0.00% r e f l e c t a n c e
I19 14 462 .5 21 .0 −−−> r e s e t to 0.00% r e f l e c t a n c e
I19 15 466 .1 21 .0 −−−> r e s e t to 0.00% r e f l e c t a n c e
I19 16 469 .7 21 .0 −−−> r e s e t to 0.00% r e f l e c t a n c e
I19 17 473 .3 21 .0 −−−> r e s e t to 0.00% r e f l e c t a n c e
I19 18 476 .9 21 .0 −−−> r e s e t to 0.00% r e f l e c t a n c e
I19 19 480 .5 21 .0 −−−> r e s e t to 0.00% r e f l e c t a n c e
I19 20 484 .1 21 .0 −−−> r e s e t to 0.00% r e f l e c t a n c e
I19 21 487 .7 21 .0 −−−> r e s e t to 0.00% r e f l e c t a n c e
I19 22 491 .3 21 .0 −−−> r e s e t to 0.00% r e f l e c t a n c e
I19 23 494 .9 21 .0 −−−> r e s e t to 0.00% r e f l e c t a n c e
I19 24 498 .5 21 .0 −−−> r e s e t to 0.00% r e f l e c t a n c e
I19 25 502 .1 21 .0 −−−> r e s e t to 0.00% r e f l e c t a n c e
I19 26 505 .7 21 .0 −−−> r e s e t to 0.00% r e f l e c t a n c e
I19 27 509 .3 21 .0 −−−> r e s e t to 0.00% r e f l e c t a n c e
I19 28 512 .9 21 .0 −−−> r e s e t to 0.00% r e f l e c t a n c e
I19 29 516 .5 21 .0 −−−> r e s e t to 0.00% r e f l e c t a n c e
I19 30 520 .1 21 .0 −−−> r e s e t to 0.00% r e f l e c t a n c e
I19 −−− Only the f i r s t 30 channe l s are monitored −−−
I19
#
#
2016−06−03T09 : 5 0 : 1 4 a t co r4 f ba t ch : # Output = /mnt/data1/
data a r ch ive / imaging /2014/140711 Demmin/Line02 .311934 .1/
DEMMIN32014−7−11 02 VNIR FULLCUBE FOVx2 rad geo stack mask atm . bsq
#
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E Ergebnisse der Laufzeitmessung
Prozess-
bzw.
Teilschritt
Laufzeit [s]
Schlag 1 Schlag 2 Schlag 3
(35882 Pixel) (51678 Pixel) (21462 Pixel)
Vorver-
arbeitung
20.60 30.57 11.33
Spektrale
Gla¨ttung
20.51 30.44 11.27
Datenreduktion 0.10 0.13 0.06
Selektion der
Fahrgassen
1.12 1.37 0.87
Erzeugung eines
bina¨ren
Kantenbilds
0.56 0.79 0.36
Detektion der
gesuchten
Strukturen
0.56 0.59 0.52
Spektrale
Entmischung der
Fahrgassenpixel
786.841 801.942 1426.261 1456.292 442.371 453.522
Abscha¨tzung der
Abundanzen
785.59 1424.22 441.37
Ermittlung des
Bestandsreferenz-
signals
1.12 1.80 0.88
Ableitung des
Bodensignals
0.141 15.232 0.241 30.272 0.121 11.272
Gesamtlaufzeit 808.571 823.662 1458.201 1488.232 454.581 465.722
Tabelle 4: Mittlere Laufzeiten der praktisch umgesetzten Prozess- und Teilschritte am Beispiel
der untersuchten Schla¨ge mit Diﬀerenzierung nach Optimierungsansatz 1 und 2. Diese
Angaben sind die Ergebnisse einer Laufzeitmessung unter Verwendung eines Standard-PCs
(Windows 10 64-bit) mit 8 GB Arbeitsspeicher, DDR4 PC4 17000 @ 2133 MHz und einem
Intel(R) Core(TM) i5-6200U CPU @ 2 × 2.30 - 2.80 GHz Prozessor. Die Messungen wurden
drei Mal wiederholt und anschließend gemittelt.
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F Inhaltsverzeichnis der beiliegenden CD
CD-Rom

Verzeichnis: Masterarbeit

Masterarbeit als PDF

Verzeichnis: MATLAB

Verzeichnis: data

Hyperspektraldaten der drei segmentierten Schla¨ge

Verzeichnis: moduls

Verzeichnis: loadData

Methoden zum Einlesen der Daten

Verzeichnis: preprocessing

Methoden zur Vorverarbeitung

Verzeichnis: trackDetection

Methoden zur Selektion der Fahrgassen

Verzeichnis: trackUnmixing

Methoden zur spektralen Entmischung der Fahrgassenpixel

Zentrales MATLAB-Skript zur Ausfu¨hrung der Prozesskette
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