A crisis in the smoothness of iterative roots appears at fixed points. The local C r smoothness of iterative roots near a hyperbolic fixed point is well known, but its global C r extension to both fixed points is generically impossible because of their violent oscillation near the next hyperbolic fixed point. In this study, we consider how violently these smooth iterative roots oscillate. We prove that their first order derivatives are bounded but their r-th (r ≥ 2) order derivatives are generically unbounded. In addition, we prove that the global C 1 smoothness is of vital significance for the global higher order derivatives. As a corollary, we show that iterative roots on the maximal interval oscillate with C 1 boundedness but C r (r ≥ 2) unboundedness.
A crisis in the smoothness of iterative roots appears at fixed points. The local C r smoothness of iterative roots near a hyperbolic fixed point is well known, but its global C r extension to both fixed points is generically impossible because of their violent oscillation near the next hyperbolic fixed point. In this study, we consider how violently these smooth iterative roots oscillate. We prove that their first order derivatives are bounded but their r-th (r ≥ 2) order derivatives are generically unbounded. In addition, we prove that the global C 1 smoothness is of vital significance for the global higher order derivatives. As a corollary, we show that iterative roots on the maximal interval oscillate with C 1 boundedness but C
Introduction
Let I := [0, 1] and let C r (I, I), r ≥ 0, be the set of all C r self-mappings defined on I. For each i ∈ N, the i-th iteration f i of f ∈ C r (I, I) is defined inductively by f i (x) = f (f i−1 (x)) and f 0 (x) = x for all x ∈ I. A classic problem related to iteration is finding the iterative roots f of a given self-mapping F , i.e., solving the functional equation
where k ∈ N is fixed. This is a weak version of the embedding flow problem [6] in dynamical systems, and the iterative root problem is interesting in the fields of dynamical systems and functional equations. The investigations of this problem have lasted at least two centuries, which are summarized in Babbage's work [2] . Further advances can be found in [3, 9, 16, 22] . Recently, some new results regarding iterative roots have been given for non-monotonic mappings [12, 13] , mappings on circles [19] , multifunctions [11] , and high ✩ The second author is supported by NSFC #11371264, #11221101 and MOE IRT1273. The third author is supported by NSFC #11301572 and Science and Technology Research Project of Chongqing Municipal Education Commission (KJ130605). dimensional mappings [14] . As required by numerical computation [7, 24] , the stability of iterative roots was studied in [17, 25] .
Smoothness is another important topic related to iterative roots. Most of the known results on smoothness (e.g., see [4, 10, 18] ) were obtained either with no fixed points or with exactly one fixed point. It was shown in [5] that every C ∞ function without fixed points has C ∞ iterative roots. In the case of exactly one fixed point, C 1 iterative roots can be obtained near a hyperbolic fixed point using C 1 linearization. It was proved in [9, Theorem 11.4.2] and [22, Corollary 3 .1] that a slightly stronger smoothness than C 1 (e.g., the Hölder continuity of the derivative or the second order differentiability) with hyperbolicity at the fixed point implies the existence and uniqueness of C 1 iterative roots. A C 1 iterative root was extended C 1 -smoothly by [5] from a small neighborhood of the fixed point to the maximal interval, which includes the fixed point as an endpoint but is open at another consecutive fixed point, as given in [9, Theorem 11.4.2], but we still regard the extended C 1 smoothness as local.
In this sense, we denote the global C 1 smoothness by the C 1 smoothness of an iterative root on a closed interval bounded by two consecutive fixed points. Thus, we need to answer the following question: Can the local smooth iterative root be extended smoothly to another fixed point? In 1995, it was proved generically in [21] that a C 1 strictly increasing function on I with two hyperbolic fixed points at both endpoints has no C 1 iterative roots on I. Although globally C 1 iterative roots are found "rarely," a class of diffeomorphisms with globally C 1 iterative roots was described in [20] . Recently, it was proved in [23] , that iterative roots of every strictly increasing C 1 function are locally C 1 stable but globally C 1 unstable.
The proof shows that change from stability to instability is attributable to the C 1 -oscillation, i.e., a small pulse disturbance on the given function causes a violent oscillation of its C 1 iterative roots (see Fig. 1 ).
Clearly, the violence occurs on their derivatives because all iterative roots are bounded on the compact interval.
In this study, we address the following question: How violently do smooth iterative roots extended to both fixed points oscillate? Without loss of generality, we only discuss the case where the extended maximal interval is [0, 1), but the case on (0, 1] can be discussed in a similar manner. We prove that smooth iterative roots on [0, 1) have bounded first order derivatives but their second and higher order derivatives (if exist) are unbounded generically, thereby showing that the violent oscillation occurs on the higher order derivatives rather than the first order derivatives. Since the unboundedness is generic, we also prove the vital significance of the global C 1 smoothness, and we show that the existence of global C 1 iterative roots implies the existence of global C r (r ≥ 2) iterative roots. As a corollary, we show that iterative roots on the maximal interval oscillate with C 1 boundedness but C r (r ≥ 2) unboundedness.
Preliminaries
In order to state our results clearly, as found in [9, 21, 23] , we consider increasing C 1 iterative roots of increasing C 1 self-mappings on a compact interval bounded by two consecutive hyperbolic fixed points. First, we present a known result on local smooth iterative roots, which will be used in later sections.
Let I := [0, 1] and F : I → I is C 1 such that F (x) > 0 for all x ∈ (0, 1), F (0) = 0, F (1) = 1, and F is hyperbolic at 0 and 1. Since we consider that 0 and 1 are consecutive fixed points, there are two cases for F :
In the following we only need to consider case (C1) because case (C2) can be converted into the other by considering G(x) := 1 − F (1 − x) . In addition, given that α > 0, we assume
This implies that F is C 1,α (i.e., the derivative is Hölder continuous) at both 0 and 1. Given λ 0 ∈ (0, 1) and
and H α and
Furthermore, for r ∈ N, we consider C r (I, I), the class of C r self-mappings on I, as well as the norm
and for r ≥ 2, let In more detail, we consider the case where r = 1. It follows from (2.1) that for a given
. It was shown in [9, Theorem 11.4.2] that the unique iterative root, as indicated in Lemma 1, is given by f 0 (x) := ϕ
for all x ∈ (0, 1], where
2)
which are the unique C 1 solutions (called principal solutions) of Schröder's equations Furthermore, the proofs of Theorem 3.5.1 in [9] and Theorem 4.5 in [8] show the following.
0 (x) and ϕ This lemma implies that ϕ
Moreover, by Theorem 3.5.1 in [9] , we can see that ϕ 0 (x) > 0 for all x ∈ [0, 1) and ϕ 1 (x) > 0 for all x ∈ (0, 1], thereby implying that f 0 and f 1 are both strictly increasing. Note that similar results can be found in [22] with the second order differentiability of F at the fixed point, but the second order differentiability implies that
, (H α ) holds for α = 1. Therefore, we mainly consider under (H α ), which is a weaker assumption.
Boundedness of first order derivatives
As indicated in the Introduction, globally C 1 iterative roots are found "rarely" because of the violent oscillation of the first order derivatives of its iterative roots on [0, 1). However, the following theorem shows that the oscillation is actually bounded.
has a bounded derivative.
and f is its k-th order C 1 iterative root defined on [0, 1), the existence and uniqueness of which are given in Lemma 1. In order to prove the boundedness of the derivative f , it suffices to prove its boundedness on a small neighborhood of 1 because of the continuity of f . Our strategy is to pull the points in the small neighborhood of 1 back to a compact subinterval by iterating F .
Let ϕ 1 (x) be as given in (2.3). As indicated below in Lemma 2, ϕ 1 is continuous and
where 0 < γ < 1 is an arbitrarily given constant. Choose ε ∈ (0, τ ) arbitrarily. By Lemma 2, there is an integer N > 0 such that
This implies that
). An integer := (x) ≥ N exists such that
Note that
In addition, by the condition x ≥ θ, we have
It follows from (3.1) and (3.2) that
In addition, the boundedness of f on the interval [0, θ] is obvious because of the C 1 smoothness. The proof is complete. 2
Unboundedness of second order derivatives
In the previous section, we demonstrated the boundedness of the first order derivatives, thus we need to know whether the violent oscillation occurs on the second order derivatives of the iterative roots. In the following, we consider C 2 iterative roots on [0, 1).
First, we prove the following fact: a C 2 iterative root on [0, 1) has a bounded second order derivative if and only if the root can be extended to the endpoint 1 C 1 smoothly, i.e., there exists a global C 1 iterative root on [0, 1]. For this purpose, given integer k ≥ 2, we use the following notations
has a bounded second order derivative ,
Proof. First, we prove that
Because it is a C 2 function on [0, 1) and (0 
For the reduction to absurdity, we assume that F ∈ B 
In fact, if (4.2) does not hold, then there exists a constant ρ ∈ (0, 1) such that either
. Without loss of generality, we only consider the first case, i.e.,
In subcase (i), f 0 (x) = f 1 (x) for all x ∈ (0, 1) by the unique extension, which implies a contradiction of the assumption of the indirect proof, i.e., the nonexistence of global C 1 iterative roots. In subcase (ii), choose
. By noting that f 0 is strictly increasing on (0, 1) and
which is a contradiction, thereby implying that claim (4.2) is true. Clearly, the inequalities in (4.2) imply that the difference f 0 − f 1 oscillates infinitely near 1 (see Fig. 3 ). By the continuity, a sequence {c i } ⊂ (0, 1) exists such that 
Since {a i } and {b i } are strictly increasing, and
we conclude that {c i } and {d i } are also strictly increasing and both tend to 1 as i → +∞. In addition, as mentioned in (4.2), f 1 is C 2 on (0, 1] and it satisfies
By differentiating both sides of (4.5), we obtain (
Note that, as assumed in (4.2), F does not have a global k-th order C 1 iterative root on I. Thus,
Hence, there is another strictly increasing sequence {e i } ⊂ (0, 1) such that lim i→+∞ e i = 1 and
(4.6)
Since {d i } and {e i } both tend to 1 increasingly, we can choose their subsequences separately, which are still denoted by {d i } and {e i }, respectively, such that
Thus, (4.6) and (4.7) yield 
Let φ and φ i be the unique k-th order C 1 iterative roots of F and F i , respectively. Then,
In the following, we employ Lemmas 3 and 4 to prove the violent oscillation of the second order derivatives of iterative roots.
As indicated in [15, p. 115 ], a proposition is said to be generic in a topological space if the proposition is valid in an intersection of countably many dense open subsets of this space. Theorem 2 implies that it is generic that the unique k-th order C 2 iterative root on [0, 1) of a function in V 2 (λ 0 , λ 1 ) has an unbounded second order derivative.
Proof. First, we prove the density of V 2 (λ 0 , λ 1 )\B 2 k (λ 0 , λ 1 ). By Lemma 3, it is equivalent to prove the density of
, thereby implying that F has a C 1 iterative root on I, denoted by f , which is unique by Lemma 1. Choose an arbitrary point p ∈ (0, 1). It suffices to prove that for any sufficiently small 0 < δ < min{p, 1 − p}, there is a small perturbation G ∈ V 2 (λ 0 , λ 1 ) of F at p, which is δ-close to F , i.e.,
but it does not have a k-th order C 1 iterative root on I. Without loss of generality, we can select a sufficiently small δ such that
because f is continuous and f (p) < p. We select the perturbation G ∈ V 2 (λ 0 , λ 1 ) as a δ-pulse of F at p, i.e., Fig. 4 ). Without loss of generality, we assume that
For the reduction to absurdity, we assume that G has k-th order C 1 iterative root g on I. By (4.9) and the uniqueness of the C 1 iterative roots of F , we have
We claim that
for all n ∈ N. In fact, by (4.9),
By induction, we can prove that
By (4.8), (4.9), and (4.12),
It follows from (4.12) and (4.13) that
for all n ∈ N, which proves the first formula given in (4.11). Furthermore, by (4.8), we have
, respectively. Thus, we obtain
by (4.10) and (4.12). This proves the second formula given in (4.11). Finally, using (4.8) again, we obtain
which implies that f (p) satisfies the condition of (4.13). It follows from (4.13) that
for all n ∈ N. This proves the third formula given in (4.11) and it completes the proof of the three formulae shown in (4.11). Put p n := F −n (p) for all n ∈ N. By (4.11),
(4.14) Since 1 is the stable fixed point of F −1 , we can see that the sequence {p n } tends to 1. It follows from (4.14)
that f and g are not identical in any neighborhood of 1. This contradicts (4.10) and completes the proof of the density. Next, we prove that
By the definition of G 2 k (λ 0 , λ 1 ), for each i ∈ N, F i has a C 1 iterative root on the whole I, denoted by φ i , which is unique by Lemma 1. In order to prove that F ∈ G 2 k (λ 0 , λ 1 ), it suffices to show that the C 1 iterative root f 0 (respectively, f 1 ) of F on [0, 1) (respectively, (0, 1]), the existence and uniqueness of which are guaranteed by Lemma 1 because F ∈ V 2 (λ 0 , λ 1 ), satisfies
where we note that λ 1 = F (1) and λ 0 = F (0), i.e., f 0 (respectively f 1 ) can be extended C 1 smoothly to the endpoint 1 (respectively, 0). Without loss of generality, we only prove the first alternative in (4.16). We claim that φ i converges to f 0 (respectively, f 1 ) at each point in [0, 1) (respectively, (0, 1]), i.e.,
In the following, we use Lemma 4 to prove the formulae (4.17) and (4.18) complementarily. Choose an arbitrary point q ∈ (0, 1) and let 
which proves (4.17) because of the arbitrary choice of q ∈ (0, 1). Similarly, by considering (4.18), for an arbitrarily given constant q ∈ (0, 1), let
which both belong to the class H 2 + (1/λ 1 ). By Lemma 1, R and R i have the unique k-th order C 1 iterative roots r and r i , respectively. Similar to and i , r and r i satisfy
Then, we claim that
First, we prove that
where
Since we assume that F is C 1 and F (x) > 0 for all x ∈ I, κ := inf x∈I |F (x)| > 0. It follows from (4.15)
for sufficiently large i ∈ N. Thus, we obtain
for all x ∈ I and sufficiently large i ∈ N. In addition, by the C 2 smoothness of F i and F , and assumption (4.15), we obtain
uniformly in I as i → +∞. Then, we see from (4.24) that
Furthermore, we obtain
Hence, it follows from (4.25) and (4.26) that (4.23) is proved and we also have
which implies the claim (4.22).
By (4.22) and Lemma 4, lim i→+∞ r i − r 1 = 0. From (4.21), we obtains φ (4.27) for an arbitrary choice of q ∈ (0, 1). Consequently, by (4.27) and the continuity of f 1 on (0, 1],
which proves (4.18). By (4.17) and (4.18), we have f 0 (x) = f 1 (x) for all x ∈ (0, 1). It follows from the continuity of f 1 at 1 and the equality f 1 (1) = λ
which implies (4.16) and the proof of this theorem is complete. 2
Further discussion
In this section, we first extend our Theorem 2 to higher order derivatives and show that all higher order derivatives are unbounded generically. Then, we apply the result of unboundedness and our Theorem 1 to discuss the stability of iterative roots on the maximal interval.
Because it is a C r function on I, f , and therefore f | [0, 1) , have bounded r-th order derivatives, which implies that F ∈ B r k (λ 0 , λ 1 ). The next inclusion can be proved by the fact that 
Proof. Assertion (ii) is an application of Corollary 1. In fact, the corollary implies the existence of a sequence
(r) (x)| = +∞, which is assertion (ii). The proof of assertion (i) focuses mainly on the second limit. If it is true, the first limit of (5.3) follows directly from the fact that 1) f (x) < +∞ and sup
by Theorem 1. In order to prove (5.3), we prove that the sequence {Θ i } is bounded. Since lim 
In fact, let x 0 := F −1 (1 − ε) and
For the same reason as that given in (5.4), we have
for a sufficiently large i ∈ N. Then, for each 
for a sufficiently large i ∈ N, where L is defined below (5.5). Next, by applying (5.9), we obtain
where θ ∈ (0, 1), depending on i and x, is obtained by the mean value theorem. Using (5.11) recursively, for any n ∈ N, we find inductively that 12) by the definition of ε. Thus, by (5.10) and (5.12), by Lemma 4, we are not able to show its uniform convergence, mainly because we cannot prove lim i→+∞ Θ i = 0. However, assertion (ii) gives the C r (r ≥ 2) unboundedness, which immediately implies the C r (r ≥ 2) instability.
