Models for the evolution of senescence assume that genes with age-specific effects act independently of one another. Although recent empirical data show that longevity is influenced in part by interactions between genes, there are currently few data on whether epistasis influences age-specific components of mortality. To gauge if and how interactions affect agespecific traits, we incorporated the Drosophila visible marker mutations ebony, forked, and purple into seven wild-caught strains of D. melanogaster to examine gene 3 genetic background interactions. We found significant natural genetic variation for longevity and baseline mortality rates. Gene 3 genetic background interactions were prevalent not only for longevity but also for baseline mortality rates and age-specific mortality rates. We conclude that gene 3 genetic background epistasis is prevalent for aging-related traits and could play a significant role in the evolution of aging. These results suggest that future genetic models for the evolution of aging should incorporate the effects of epistasis.
Introduction
Evolutionary studies of aging have largely focused on attempts to test predictions for the two predominant hypotheses for how senescence evolves. The first of these models, known as mutation accumulation (MA), was developed in 1946 by Sir Peter Medawar (1946 Medawar ( , 1952 . Medawar began with the assumption that some subset of genes exist that have age-specific effects on fitness. Any heritable, deleterious mutation that occurs in an early acting gene, such as a gene that regulates development, would be removed by natural selection. Heritable, deleterious mutations whose effects are confined to late ages would not be subject to these same selection pressures because their effects would only be revealed to natural selection after reproductive maturity, when the strength of selection begins to decline (Hamilton 1966) . In the related antagonistic pleiotropy (AP) model, Williams (1957) proposed that alleles with late-acting genetic effects that lead to senescence would be favored by natural selection if they have early acting beneficial effects.
Theoreticians have developed mathematical models that provide explicit quantitative genetic predictions for the MA and AP theories of senescence (Charlesworth 1990 (Charlesworth , 2001 Charlesworth and Hughes 1996; Hamilton 1966; Rose 1985; Williams and Day 2003) . However, these theories rest on a number of critical assumptions. First, both assume the existence of some subset of genes that acts only at certain ages or has pleiotropic actions specific to different ages. Only recently have studies looked for genes with age-specific effects. Two large-scale demographic studies have found evidence for age-specific effects of novel germ-line mutations on mortality rates in Drosophila melanogaster (Pletcher et al. 1998; Yampolsky et al. 2001) . In addition to these demographic analyses, several researchers have used microarrays to compare gene expression levels at different ages. Pletcher et al. (2002) screened the D. melanogaster genome at 6-8 adult ages for differences in levels of gene expression between short-lived control flies and long-lived, calorierestricted flies. Drosophila differentially expressed a minimum of 1,203 genes at various ages, although Rose and Long (2002) caution that this may be an overestimate. In a similar approach in Caenorhabditis elegans, Golden and Melov (2004) identified several stress-related genes that exhibit differential age-specific expression, whereas Landis and colleagues (2004) reported a small but consistent down-regulation in energy metabolism genes in adult Drosophila from early to late ages. In both D. melanogaster and C. elegans, gene expression in early adulthood is significantly higher than at later ages (McCarroll et al. 2004) .
Although the aforementioned studies have addressed whether some subset of genes acts in an age-specific manner, a second and less recognized assumption also underlies MA and AP theories of senescence-that of additive gene action. Mathematical derivations of MA and AP typically assume that survival rates are influenced by a large number of genes with small, additive effects. They do not consider that individual genes can have major effects (e.g., Clancy et al. 2001; Lin et al. 1998; Parkes et al. 1998; Rogina et al. 2000; Tatar et al. 2001 ) and might interact with one another in a nonadditive fashion. In fact, the few studies that have looked explicitly for evidence of epistatic (nonadditive) effects on survival have detected genetic interactions. In quantitative trait locus (QTL) analyses, work on both flies (Leips and Mackay 2000) and worms (Shook et al. 1996) has found interactions between life span QTL. In a design similar to the one described here, Spencer et al. (2003) found significant gene 3 genotype interactions in the ability of superoxide dismutase overexpression to extend life span in Drosophila.
These studies provide evidence that genetic interactions influence life expectancy. However, life expectancy is a composite measure, integrating age-specific mortality rates over the life span of a cohort. As such, it does not tell us how or when in life epistatic interactions might influence mortality rates. Previous studies have not considered the possibility that epistatic interactions may influence mortality rates at some ages but not others.
With this in mind, we used D. melanogaster as a model system to examine the effects of interactions between three visible mutants and seven genetic backgrounds on agespecific mortality rates. This allowed us to test not only the hypothesis that nonadditive gene interactions influence mortality rates but also whether epistasis for mortality rates changes over the life span of a cohort. If a substantial portion of genetic variation for mortality rates results from epistatic interactions, then these interactions may shape the evolution of senescence in natural populations.
Materials and Methods

Flies and Crossing Design
In August 2000, we collected nonvirgin female D. melanogaster from a peach orchard in Watkinsville, Georgia. These females were used to establish isofemale lines that were subsequently inbred by full-sib mating for 14 generations, until the lines were on average 96% homozygous. These strains were the wild-caught, inbred controls for all subsequent strains. We crossed nine of these wild-caught inbred lines to three different Drosophila visible marker stocks carrying recessive visible mutations. The marker stocks were obtained from the Bloomington stock center and carried either ebony, forked, or purple, markers that visibly affect body color, bristle shape, and eye color, respectively. Though the fitness effects of the markers are largely unknown, they are not reported to reduce fecundity or male mating ability (Lindsley and Grell 1967) . The forked ( f ) mutation is located on the X chromosome, and purple (pr) and ebony (e) are located on the second and third chromosomes, respectively.
Female offspring of the cross between the wild-caught inbred and the marker stocks were backcrossed to males from the inbred parental line for 10 generations. Every second generation during backcrossing, we mated the first filial offspring of the parental backcross to recover the recessive phenotype. After the mutations were 86-90% introgressed into the wild-caught inbred lines (Falconer and Mackay 1996) , we established single mutation stocks in seven genetic backgrounds. Genes that are in tight linkage are unlikely to recombine after 10 backcrosses. On average, we expect 20 cM on either side of the focal mutation to be heterozygous for the inbred and mutant-line genotypes. Accordingly, we refer to these mutations as ''mutation regions. '' Crosses were conducted in 250-ml bottles, and stocks were maintained in 8 dram (25 3 95 mm) glass vials with 5 ml standard medium of cornmeal, agar, molasses, and yeast, with propionic acid added to prevent bacterial growth (Ashburner 1989) . Flies were kept at 268C while the crosses were conducted, and stocks were maintained at 248C on a 12:12 dark/light cycle. Flies were handled at room temperature using CO 2 anesthesia.
Estimating Life Expectancy and Mortality Parameters
To estimate life expectancy and mortality parameters, we collected 600 virgin male and 600 virgin female offspring for each mutation 3 genetic background combination and for each control genetic background. We established single-sex mortality cages, described shortly, with 200 flies per cage and three replicate cages per sex for every mutation 3 genetic background combination. This procedure generated seven lines 3 four mutation classes (e, f, pr, and control) 3 two sexes 3 three replicates for a total of 168 cages and 33,600 flies.
We estimated life expectancy in 32-oz. (0.95 L) plastic mortality cages (described in Promislow and Bugbee 2000) provided with standard cornmeal-molasses fly medium (Ashburner 1989) . Cages were held at 248C on a 12:12 dark/light cycle and were removed to room temperature for less than 2 h every 2 days to provide fresh fly medium and remove and count all dead flies. To estimate life expectancy and mortality parameters, we used the cage as the unit of replication.
Statistical Analyses
Mortality rates in both natural and lab populations are well described over most of the life span by the Gompertz model (Gompertz 1825; Pletcher et al. 2000; Promislow et al. 1999) ,
where l x is the instantaneous probability of dying at age x, a is the initial, age-independent mortality rate (intercept or frailty) and the slope b measures the age-dependent rate of increase in mortality rate (i.e., the rate of senescence). We used WinModest (Pletcher 1999) to estimate life expectancy and to fit the Gompertz mortality model to the age-at-death data for flies in each mortality cage. We used a mixed model, described shortly, to test the extent of natural genetic variation for aging-related traits among the seven inbred genetic backgrounds (random effects) and two sexes (fixed effects).
The mixed model (MIXED procedure in SAS version 8.2; SAS Institute 2001) allowed us to analyze both fixed and random variables more flexibly than a standard general linear model. The mixed procedure was used to determine the effects of mutation and sex (fixed effects) and genetic background (random effect) on the dependent variables of life expectancy, baseline mortality (a), and rate of senescence (b). For the random effect (genetic background) and interaction terms involving the random effect, we ran a series of analyses that involved adding random terms to the model sequentially and comparing the model with the added term (full model) to the same model less the focal term (reduced model). We used a likelihood ratio test with the restricted maximum likelihood estimate (ÿ2 3 REML) for each full to reduced pair of models to determine if the model with the additional term provided a significantly better fit to the data. If the restricted maximum likelihood score, which follows a chi-square distribution, was significantly different with the additional term, then that term contributed significantly to the fit of the data to the model. Degrees of freedom were equal to the difference in the number of terms between the models. Tables 1, 2, and 3 list the random terms in the order they were considered for inclusion in the model. As an example, to test if the inclusion of sex 3 genetic background term provided a significantly better fit for the data over the reduced model where mean lifespan ¼ sex þ mutation þ sex 3 mutation þ genetic background, we would run both models and calculate the difference in restricted maximum likelihoods between the two models. If the difference were greater than v 2 1 ¼ 3.84, then sex interacted significantly with genetic background as a predictor of mean lifespan.
Significant mutation 3 genetic background interactions would indicate gene 3 genetic background epistasis. To determine if the effects of epistasis were age-dependent, we tested for significant mutation 3 genetic background effects on the slope of the Gompertz curve. Such effects would suggest that the epistatic effects of these visible mutations change with age.
To estimate the mean squares correctly under all mixed model analyses described here, we calculated the denominator degrees of freedom using a Satterthwaite approximation, which can result in fractional degrees of freedom (SAS Institute 2001). To meet the assumptions of the mixed model, we natural log transformed the intercept (a) and angularly transformed the slope (b). For each sex, we used estimate statements in PROC MIXED to test for differences between each mutation line and its control. An estimate statement provides estimates of the variance components associated with each random variable, which we then tested against the control variance in a paired t test. To obtain an experimentwise a ¼ 0.05, we corrected for multiple Table 1 . Results of a mixed model analysis of variance on mean life span and for the baseline mortality (intercept) and rate of senescence (slope) of the Gompertz mortality model for seven wild caught genetic backgrounds (control strains)
Mean life span ln intercept Slope
Fixed effects As an alternative to the parametric Gompertz model, which fits mortality rates across all ages, we also tested for mutation 3 genetic background effects on mortality rates at different ages across the life span of each cohort. In this case, we estimated age-specific mortality, ln(l x ), at three different ages, as described below. The advantage of this approach is that unlike the Gompertz model, it does not assume that genetic interactions change linearly with age. The disadvantage of this approach is that sampling error changes with age (Shaw et al. 1999 ). Statistical power is low at very early ages, when few flies die due to low mortality rates, and at late ages, when few flies remain. To address the problem of changes in sampling error with age, we have analyzed the data in two ways.
1. By Age: We divided the number dying, d x , for each replicate cage into three parts corresponding to 3/8, 6/8, and 9/8 of the mean life expectancy for each genotype (mutation region 3 sex 3 genetic background). We then calculated the probability of survival to age x, P x , at each age and estimated ln(l x ) at three ages. For instance, for ebony females from genetic background 9, the life expectancy was 60 days, so ln(l x ) ''by age'' was estimated at ages 22, 44, and 66 days. 2. By Sample: We divided the total number of flies from each replicate cage into four equal groups and discarded the fourth group because ln(l x ) cannot be calculated for the zero values found at late ages in d x data. We calculated a single P x for each group and used these to estimate age-specific mortality, ln(l x ). For the sample genotype ebony 9 females, the average ages across three replicates were 52, 60, and 72 days. Age was treated as a repeated measure using the repeated command in SAS PROC MIXED, again using the Satterthwaite approximation to calculate denominator degrees of freedom.
Results
Among seven wild-caught inbred control lines, life span showed significant natural genetic variation among the genetic backgrounds and in the interaction between sex and genetic background (Figure 1 , Table 1 ). Baseline mortality (ln(a)) showed significant natural genetic variation for genetic background and for its interaction with sex ( Figure 1 , Table 1 ). The slope of the mortality rate did not differ significantly between the sexes or among the genetic backgrounds but showed a significant interaction between these factors ( Figure 1 , Table 1 ). What is visually striking in Figure 2 is the greater 20-fold range in intercept of the Gompertz curve. The slope and intercept from the Gompertz curve were significantly negatively correlated with one another among control lines (R ¼ ÿ0.709, n ¼ 161, P , 0.0001). When we added single mutations into these genetic backgrounds, life span varied significantly with mutation region and sex 3 mutation region interaction, as well as with genetic background and all of its interaction terms (Table 2) . For each mutation, the average change in male life span was positively and significantly correlated with the change in life span in females (Figure 3) .
After correcting for multiple comparisons, we found that each of our major mutations significantly altered longevity in some but not all genetic backgrounds (Table 4, Figure 4 ). Counter to our expectations, almost half of these 22 significant changes in life span were increases. Among the 14 purple and ebony strains that differed significantly from their controls, the direction of effects on life span was the same for both purple and ebony, which implies an effect of genetic background (Table 4) . In contrast to this, when forked significantly altered life span, its effect was to increase life span regardless of genetic background (Table 4) .
To determine how underlying mortality forces caused life span to differ, we examined the age-independent (intercept) and age-dependent (slope) mortality parameters. In the presence of the marker mutations, the intercept showed a significant effect of mutation region, genetic background, 
Notes: þ (ÿ) indicates that mean life span increased (decreased) significantly with respect to the control. All comparisons are significant at a ¼ 0.0012, accounting for multiple comparisons. Cells without symbols indicate nonsignificant comparisons. a The intercept was significantly greater than that of the control strain. and the interaction of genetic background with mutation region and with sex, which is evidence of gene 3 genotype epistasis (Table 2 ). In the presence of major mutations, the baseline mortality rate increased. After Dunn-Šidák correction for multiple comparisons, four female and seven male mutation strains had a significantly greater age-independent mortality than the control ( Figure 5) .
The results for the analysis of slope showed mutationand sex-specific variation as well as a significant effect of genetic background and its interaction with mutation (Table 2 ). Significant interaction terms in this analysis represent agespecific gene 3 genotype interactions. The rate of senescence decreased in the presence of a major mutation, compared to the control strains. This decrease was significant for five female and four male genotypes. Because the slope did not increase significantly over the control, we conclude that these particular mutations did not cause an accelerated rate of senescence as the flies aged ( Figure 6) .
What, if any, age-specific effect did each marker mutation have on mortality rates? If mortality rates exhibit age-specific epistasis for these data, we should observe significant interaction effects that include the factor age. Regardless of whether the data were grouped by sample size or by age, mortality rates showed no significant fixed-effect interactions with age (Table 3) . After we included genetic background in the analysis, genetic background 3 age interactions showed two patterns: When the data were ordered by age, interactions were largely nonexistent, with genetic background 3 age the only significant interaction. When the data were organized by sample (accounting for sampling error at early and late ages), then all interaction effects that included genetic background 3 age explained the data significantly better than the corresponding reduced model (Table 3) . Regardless of whether we grouped the data with equal age structure or equivalent sample size of d x , we observed significant interaction effects that incorporate age, a signature of age-specific epistasis.
Discussion
In this experiment, we sought to determine if genetic interactions influence life expectancy, Gompertz mortality parameters, and age-specific mortality rates. Specifically, we tested (1) whether genetic background modified the effect on life span of three different major mutations, (2) if mutations altered life span via age-independent changes to mortality rate, and (3) if there were significant changes in age-specific mortality rates, providing evidence of age-specific genetic interactions. Our data showed that all three mutation regions altered life span and baseline mortality rates. The effect of each mutation region on life span and mortality rates depended upon genetic background and sex. In the presence of a major mutation, life span, baseline mortality rate (or frailty) and the rate of aging all showed strong evidence for gene 3 genotype epistatic interactions. Furthermore, when we analyzed mortality rates at three different ages, we found age 3 genotype and age 3 mutation 3 genotype epistasis. Considered together, these results provide strong evidence for age-specific change in gene 3 genetic background interactions, or age-specific epistasis. Below we discuss the implications of our results for theory on the evolution of aging.
Gene 3 Genotype Interactions in Wild-Caught Strains
The results presented here are based on our analysis of the effects of visible mutants on females and males from each of seven inbred control strains. In the absence of the mutants, the control strains demonstrated natural variation in life span and mortality parameters from a single, wild-caught population. Among seven wild-caught inbred lines, we found that most of the variation in longevity was due to changes in the frailty parameter (ln(a) in equation 1) rather than in the rate of aging (b in equation 1). This and many previous studies (e.g., Bell 1984; Dudycha and Tessier 1999; GeigerThornsberry and Mackay 2004; Snoke and Promislow 2003; Vieira et al. 2000) have demonstrated the substantial amount of genetic variation for longevity in natural populations. What remains to be discerned is whether in addition to genetic variation for aging-related traits, natural populations also harbor variation for the effects of modifier alleles on major mutations or ''mutation regions.'' We tested this by adding mutations to these genetically variable strains. By adding a single marker mutation of major effect into these wild-caught genetic backgrounds, we were able to detect significant additional variation in the form of gene 3 genotype (genetic background) epistasis. Most of this variation for longevity was due to epistatic interactions on the rate of aging (the slope b in equation 1) rather than the baseline frailty parameter (a in equation 1). These results add to the growing collection of studies that emphasize how critical it is to incorporate multiple genetic backgrounds into experimental designs that examine polygenic traits. Gene 3 genetic background interaction effects have been observed in a diversity of species and for many traits such as development van Helden 1997, Gibson et al. 1999) , olfaction (Fedorowicz et al. 1998) , and life span (Spencer et al. 2003) in Drosophila, as well as for viability and fecundity in Arabidopsis (Ungerer et al. 2003) and for the overexpression of growth hormone in trout (Devlin et al. 2001) .
In this study, the nature of the gene 3 genotype epistasis could result from interactions between unspecified loci in the genome and either the marker locus itself or loci tightly linked to the marker. Because the marker loci confer major morphological changes, the effects of the marker are probably largely responsible for the observed fitness changes.
Although our a priori expectation was that the visible mutants would either reduce survival or leave it unchanged, in some cases, mutant strains had higher survival than controls strains. Although this could be due to differences in the cost of reproduction (not tested in this study) or the effects of modifier loci in the inbred backgrounds, there is an alternate explanation for the variation in fitness changes we observe: heterosis. We did not continue to inbreed our strains after we introgressed the visible marker into our inbred lines. Therefore, each line may have a slightly different cassette of heterozygous, introgressed DNA from the stock strain. These introgressed regions should interact differently with the inbred strains, each of which has a unique combination of alleles that might include different modifiers for introgressed mutation regions. Thus, the degree of heterosis might be unique for each strain. Heterosis or hybrid vigor caused by these heterozygous regions might differ in magnitude across backgrounds and could cause fitness differences.
There are two arguments against the effects of heterosis in these data. First, our results are consistent with other gene 3 genetic background studies, which find that genes with hitherto predictable effects suddenly yield unpredictable phenotypes when combined into different genetic backgrounds ( Gibson and van Helden 1997; Spencer et al. 2003) . Second, if heterosis were a significant factor, we might expect most mutant lines to have increased life span. However, decreases in life span occurred just as frequently as increases (Table 4) .
Epistasis in Models on the Evolution of Senescence
Current mathematical models of the evolution of aging predict that variance in fitness traits should change with age differently depending on whether senescence is due to MA or AP (Charlesworth and Hughes 1996) . According to Charlesworth and Hughes's (1996) model, if the accumulation of late-acting mutations contributes to the evolution of senescence, then additive and dominance genetic variance and inbreeding depression should increase with age in fitness-related traits. Alternatively, if antagonistically pleiotropic loci contribute to the evolution of aging, only additive genetic variance should increase with age. Models for both hypotheses assume additive effects for age-specific mutations on longevity, but this assumption has never been tested. Contrary to the assumption of additivity, our data provide strong evidence for nonadditive gene 3 genetic background interactions for life span and mortality rate parameters for three Drosophila visible mutations. Taken in conjunction with previous evidence of epistatic effects on life span (Leips and Mackay 2000; Shook et al. 1996; Spencer et al. 2003) , it seems apparent that life span has a complex genetic architecture that includes epistatic interactions.
Of particular importance is the fact that epistatic variation for mortality rate changed with age. Hermisson et al. (2003) have used quantitative genetic models to show that under some circumstances, epistatic variance may replace additive variance for fitness traits. Our results suggest an additional perspective: For fitness traits at different ages, the amount of epistatic genetic variance, relative to additive variance, may shape the way that age-specific mortality and fertility evolve.
In this study we demonstrated gene 3 genetic background epistasis for life span and mortality rate parameters. The importance of nonlinear interactions in the genetics of aging is further supported by recent work by Promislow (2004) . In a study of the protein-protein interaction network in the yeast Saccharomyces cerevisiae, Promislow (2004) showed that proteins associated with senescence have significantly greater numbers of interactions than one would expect by chance. This work, in conjunction with our data on the effects of gene 3 genetic background epistasis, adds to the sparse but growing evidence that gene 3 genetic background interactions have powerful and unpredictable phenotypic effects in the evolution of senescence and in a variety of other contexts, from the expression of transgenes that escape from domesticated species to wild relatives (e.g., Devlin et al. 2001; Muir and Howard 2001) to the epidemiologic or pathologic display of genetic disease in humans (reviewed in Hardy et al. 2003) .
Age-specific genetic interactions have not been considered in evolutionary theories of aging. Our results, combined with evidence of gene 3 genetic background interactions of the aging gene superoxide dismutase (Spencer et al. 2003) , indicate that genetic interactions are a strong component of the genetic architecture of aging. We now need to develop appropriate models to determine the extent to which epistatic interactions can influence the evolution and maintenance of senescence in natural populations.
