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Abstract
With the continual improvement in cell phone cameras and improvements in the connectivity of
mobile devices, we have seen an exponential increase in the images that are captured, stored and
shared on social media. For example, as of July 1st 2017 Instagram had over 715 million registered
users which had posted just shy of 35 billion images. This represented approximately seven and
nine-fold increase in the number of users and photos present on Instagram since 2012. Whether the
images are stored on personal computers or reside on social networks (e.g. Instagram, Flickr), the
sheer number of images calls for methods to determine various image properties, such as object
presence or appeal, for the purpose of automatic image management and curation. One of the
central problems in consumer photography centers around determining the aesthetic appeal of an
image and motivates us to explore questions related to understanding aesthetic preferences, image
enhancement and the possibility of using such models on devices with constrained resources.
In this dissertation, we present our work on exploring representations and representation learning approaches for aesthetic inference, composition ranking and its application to image enhancement. Firstly, we discuss early representations that mainly consisted of expert features, and their
possibility to enhance Convolutional Neural Networks (CNN). Secondly, we discuss the ability
of resource-constrained CNNs, and the different architecture choices (inputs size and layer depth)
in solving various aesthetic inference tasks: binary classification, regression, and image cropping.
We show that if trained for solving fine-grained aesthetics inference, such models can rival the
cropping performance of other aesthetics-based croppers, however they fall short in comparison
to models trained for composition ranking. Lastly, we discuss our work on exploring and identifying the design choices in training composition ranking functions, with the goal of using them for
image composition enhancement.
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Chapter 1

Introduction
1.1

Overview

With continuous miniaturization of silicon technology and proliferation of consumer and cellphone cameras, we have seen an exponential increase in the number of images that are captured
[34]. Whether the images are stored on personal computers or reside on social networks (e.g.
Instagram, Flickr), the sheer number of images calls for methods to determine various image
properties, such as object presence or appeal, for the purpose of automatic image management and
curation. One of the central problems in consumer photography centers around determining the
aesthetic appeal of an image.
Aesthetics. Aesthetics is generally understood as the ”study of beauty”, though it is often
challenging to pinpoint what beauty really is. Very often, beauty is viscerally experienced by a
person and combines a variety of stimuli, emotions, etc.
Challenges. As the perception of aesthetics is a combinations of various stimuli, we run
into the first challenge of aesthetic inference - subjectivity. Despite this hurdle, we know from
previous work one can model an imprecise notion of objective beauty by combining opinions and
preferences of several people, e.g. trying to predict the mean aesthetic score of the image. Such
thing can be done well enough, and further utilized in other avenues, - e.g. in image cropping.
Though this points to a possible avenue of modeling individual aesthetic preferences, which is
challenging from the point of view of modeling and data-collection.
Potential uses of aesthetic inference. The ability to predict image aesthetics is important for
several reasons: aesthetic scores can be used for (a) ranking images as a proxy for image quality,
(b) enhancing image search and image retrieval, (c) education, (d) image enhancement, and (e)
predicting other high-level image attributes (e.g. popularity, memorability, importance).
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Contribution and outline

In this dissertation, we explore expert representations and representations learning approaches
used in image aesthetics prediction and image enhancement. More specifically, we can summarize
the main contributions of our work as following:
• We show learning architectures can be used to rank images according to aesthetics
– expert features can aid deep learning representations
– learning architectures can be adequately trained to rank image aesthetics
• we show aesthetic ranking functions can serve as an imperfect proxy for composition
• we show a dedicated composition ranking function is ideal for image cropping
• we outline generalized learning approach and good practices for training composition ranking functions.
The rest of the dissertation is organized as follows:
In Chapter 2, first we briefly discuss a typical computer vision pipeline, and then discuss the
prior work on representations for aesthetic predictions. Lastly, we provide a brief overview of
neural networks, and representation learning through pair-wise ranking optimization.
In Chapter 3, we present a method for multi-subject salient foreground detection, which can
serve as a part of a pipeline for computing hand-crafted features. The content of this chapter is
based on the algorithm presented in Kucer et al. [56].
In Chapter 4, we present our work whose goal is to bridge traditional approaches based on
expert hand-crafted features and deep learning. The work focuses on understanding and evaluation
of expert feature sets, and discusses their potential in improving convolutional neural network
(CNN) features. The content of this chapter is based on the work presented in Kucer, Loui, and
Messinger [57],
Chapter 5 presents an analysis of trade-offs in varying image size and network depth and their
effects on the aesthetic ranking performance in resource-constrained CNN models. Additionally,
we show that networks trained with pair-wise ranking methods can achieve near state of the art
in aesthetic image cropping, though fall short as compared to models which aim to tackle related,
yet different problem of composition ranking. The content of this chapter is based on the work
presented in Kucer and Messinger [58].
Chapter 6 discusses our work on establishing good practices for learning composition ranking
functions, in which we consider various aspects of the learning pipeline ( data pre-processing, data
sampling, architecture details, and loss functions).
In Chapter 7, we discuss conclusions from presented work and outline several open problems
that deserve further attention.

Chapter 2

Background
In this chapter, we describe the relevant background related to image aesthetic inference. We
discuss a standard pipeline in computer vision for extracting image features and using them to
learn a function to predict a desired quantity. In the subsequent section, we present a summary of
the previous work done on aesthetic inference. Lastly, we briefly discuss neural networks which
currently dominate the approaches in several areas of computer vision, e.g. object detection and
classification, face detection or speech recognition.

2.1

Standard Approach

The goal in image aesthetic assessment is to learn a function f : X → Y , which given some image
description x = {x1 , . . . , xi , . . . , xn } (where xi = gi (I) represents the ith image feature), maps
x to y. The output y can either be a label (e.g. a binary label denoting the image to be of high
quality or low quality), multiple labels (e.g. a vector of features indicating image attributes like
the rule of thirds), or a continuous score (e.g. a population average of a distribution of ratings). A
standard approach for understanding aesthetic appeal (as well as other computer vision problems),
can be seen in Figure 2.1, can be described as being composed of two parts: the feature extraction
and decision phase. Feature extraction, is a step where one extracts a set of image descriptors
{xi = gi (I)}i . We can divide feature descriptors into following categories based on the function
gi : hand-crafted aesthetic features (features created with the aim of approximating various rules
seen in images with high appeal and quality), generic (general features used in other computer
vision tasks, e.g. Histogram of Oriented Gradients (HOG)), and learned (i.e. features learned as
part of optimization of a neural network). In the decision phase, one uses the image descriptor,
{x1 , . . . , xi , . . . , xn }, and feeds it into a previously learned machine learning model (e.g. Linear
Regression, Boosted Decision Trees, or Convolutional Neural Network) to get the desired output.
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Figure 2.1: A standard pipeline used in image aesthetics problems.

2.2

Aesthetics Inference

In the recent years there is a fine line between studying photo quality and image aesthetics. Studies
such as [47] use images rated on their aesthetics (in this case DPChallenge.com) to define their
notion of quality by taking the top and bottom 10% of the images. Traditional notion of quality
mostly includes perceptual qualities such as blur and color contrast. By choosing to define the
quality of photos based on their aesthetics ratings, they inherently consider higher level semantic
information otherwise relevant only to consideration of aesthetics. Therefore, the review will
consider relevant papers that consider both the study of Image Aesthetics and Photo Quality as the
main subject. In the following sections, we review possible sources of data for studying aesthetics
and subsequently described previous work on aesthetics inference.

2.2.1

Datasets

In order to study the problem of image aesthetics, one has to address the feature representation
that will represent the images and the learning paradigms one will employ to infer the value of
unseen images. A separate issue is acquiring appropriate datasets, since aesthetics inference is
a supervised learning problem requiring aesthetic labels. The datasets can come from either of
two resources: controlled studies and community-contributed resources (e.g. media-sharing networks). Below we briefly describe the main sources where one can obtain labeled images that can
be used for aesthetics inference. In Figure 2.2, we show examples of images used for aesthetics
inference.
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(a)

(b)

(c)

(d)

(e)

Figure 2.2: Figure showing example images from the AVA dataset that demonstrate the kind of
images are used for learning aesthetic functions. We shows examples of images with (a) low
mean score, (b) large mean score, (c) low standard deviation in user ratings, and (d) large standard
deviation in user ratings. Part (e) show examples of high and low quality images (left and right
respectively) along with their distribution of vote counts (which can be used to compute various
statistics such as mean)
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Flickr
Flickr is a photo-sharing platform offering a wide variety of options for editing, organizing and
publishing pictures online with a vibrant community of amateur and professional photographers
alike. The users can interact in a variety of ways: by following other users’ photostreams, congregating in Flickr Groups (often centered around common themes such as Nature photography),
post comments on photographs or make a photo a ”favorite” of theirs (similar to the Like button on
Facebook). Additionally, Flickr introduced a metric called ”Interestingness” which is computed
for each user based on their popularity, number of favorites in receives, viewing patterns of the
photo and others.
DPChallenge
DPChallenge.com gathers together a community of photographers of all skill levels, amateurs and
professionals alike, who participate theme-based photography contests. Owing to its popularity,
the photographs on the website are rated by a large number of people (greater than one hundred
ratings per photograph) on a ten point scale and with implicit labels on the photographs provided
by the contest themes, serving as a great resource for mining labeled data.
Photo.net
Photo.net was originally started at MIT in order to promote research in online communities. The
users can interact by sharing, rating and commenting on the photos. Each of the photographs
can be rated based on two metrics: aesthetics and originality on seven point scales. A subset of
approximately twenty thousand images can be found on the website of Rittendra Datta, one of the
authors of the first aesthetics papers.
Terragalleria
Terragalleria is a collection of over thirty-five thousand travel photographs taken by a single person. It includes a large collection on Nature photographs (e.g. US National Parks) that can be
rated by the viewers on the scale from one to ten. All of the photographs are available here.
Aesthetic Visual Analysis (AVA) dataset.
The AVA dataset is a large collection (more than 255,000 images) collected from the DPChallenge
website augmented with aesthetic (distribution of user aesthetic ratings) , semantic (sixty-six
diverse textual tags describing the semantic meaning) and style annotations (labels describing
various aspects and rules of thumb of photography: complementary colors, rule of thirds, etc.).
The full dataset can be found here.
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CUHKPQ
CUHKPQ was collected at the Chinese University of Hong Kong with the aim of assessing photo
quality. It contains more that seventeen thousand images divided into seven semantic categories
with binary labels indicating high or low quality. However, because it was created by blending
high quality professional photographs with low quality images from college students, it is thought
not to necessarily be representative of the real difference between high and low quality picture.
Dataset itself can be found at the following link.
The MIRFLICKR Retrieval Evaluation
The MIRFLICKR dataset (found here) contains a collection of twenty-five thousand images from
Flickr aiming to be open (released under the CC License), practical (additional metadata is provided in a easily accessible manner), and interesting (only images with high interestingess measure are provided). Additionally, a second version of this dataset was released containing a total
of one million images and additional content-based descriptors.
One Hundred Million Creative Flickr Images (OHMCFI)
The team at Yahoo Research collected a dataset consisting of 99.3 million Flickr images and 0.7
million videos and released them under the Creative Commons licensing. Each of the pictures
come with the following features pre-computed available on the AWS: SIFT, GIST, Auto Color
Correlogram, Gabor Features, CEDD, Color Layout, Edge Histogram, FCTH, Fuzzy Opponent
Histogram, Joint Histogram, Kaidi Features, MFCC, SACC Pitch,and Tonality. In order to request
the access to the full dataset, submit a request at the following website.
Hidden Beauty of Flick Pictures
This dataset was collected as part of an effort to surface the ”hidden gems” among the pictures that
have very low popularity / interestingness as measured on Flickr. Approximately 15,000 images
were chosen from the sample of 9M images from the larger OHMCFI database. Although this
database is not as large as the previously mentioned AVA database, it is a good starting point
for aesthetics inference investigation. This is due to the fact that it is the largest database that
aimed to ensure a controlled collection of the image labels. Although the labels were collected via
the CrowdFlower crowdsourcing platform, each of the images was labeled by at least five different
people (each evaluator having a top track record on the platform), with quality control in place, and
the ratings for the pictures were clearly explained. Additionally, in order to justify the creation of
the dataset, the authors benchmark the performance of the dataset against other ranking strategies
and show that it outperforms all of the tested methods.
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Handcrafted-Features

Studying computational aesthetics using a computational approach [20]
Datte et al. [20] was the first paper to tackle to problem of analyzing image aesthetics using
computational techniques. They designed a set of features that would either align with principles of photography and guidelines in the literature regarding psychology of aesthetics. Although
the images used as data (collected from Photo.net) were rated both on their originality and perceived aesthetics, the study limited itself to the examination of only aesthetics scores due to strong
positive correlation with originality. Because of the role color tones and saturation play in photography and color psychology, the images were converted and processed in the HSV color space.
The hand-crafted features were designed using the following principles: rules of thumb in photography, common intuition and observed trends in ratings. In the end, a set of 56 carefully chosen
features was used to study the patterns leading to variations in aesthetic ratings. The features used
in the study describe information about exposure, color, quality and composition of the image.
Using all of the 56 features, they were able to achieve an overall 85.9% accuracy in predicting the
high / low aesthetic value of the images and thus showing possibility to study aesthetics from the
point of view of statistical learning.
Design of high-level features for photo quality assessment [47]
Aiming to distinguish between high quality ”professional photographs” and low quality ”snapshots”, Ke et al. present a top-down approach for constructing high level semantic features for
photo quality assessment [47]. First the authors aimed to understand the perceptual criteria that
people use to rate photos and then they distilled them to concrete measures usable as features for
a machine learning algorithm.
After consultation of professional photography books and interviews with photographers and amateurs alike, the three distinguishing factors between the low / high quality photos come out to be:
• Simplicity simplicity in the sense that it is obvious what one should be looking at. In
order to separate the subject and the background, the photographer can use the following
techniques: blur the background, choosing complementary colors for the subject and the
background and lightning contrast between the subject and the background.
• Realism - professionals use various techniques to snap atypical photos, that almost look
surreal. Since photographers often take preparation, e.g. in choosing the time of the picture
and camera settings, the color palette or subject matter are likely to be much different from
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snapshots.
• Basic Techniques - which might indicate the quality of the photo such as blurry image or
contrast.
Once Ke et al. established understanding of what distinguishes professional photographs, they designed features to measure the high level perceptual factors. Simplicity is measured by computing
the Spatial Distribution of Edges to understand the presence of clearly defined subject. Hue Count
measured the number of unique hues in the image. Ke et al. inspected the frequency content of the
image, since whole-image blur is indicative of low quality of the photograph and thus indicates
”bad technique”. Since professionals are very adept at using color to highlight the subject, the
color distribution of each image is compared to that of its k nearest neighbors. Finally, authors
proposed low level features that capture contrast of the photo and its average brightness.
Learning the consensus on visual quality for next-generation image management [21]
Datta et al. proposed a novel architecture of rating images, motivated by the need to reliably
retrieve high and low quality images. They proposed to exploit the available number of user
ratings to estimate the consensus or degree of confidence in the estimated image quality score.
Using the same features presented in [20], they trained a weighted Linear Least Squares Regressor
and a Naive Bayes’ classifier to jointly predict the quality of the picture.
Photo and Video Quality Evaluation: Focusing on the Subject [72]
All of the previous approaches used feature extraction techniques on the whole image. However
as the rules of composition dictate, it is important to highlight the subject of the photograph in our
image. Luo et al. recognized this and detected the subject by using blur detection to distinguish
clear / blurry regions. From the detected region, they extracted a variety of features including clarity contrast, lighting contrast, complexity, composition and color harmony. They applied the same
techniques to estimating the quality of the video and define two additional features to quantify
motion stability and subject presence in the video. Using these subject-focused features showed
superior performance compared to [47] in Web Image Ranking, and Photo and Video Quality
Assessment.
Sensation-based Photo Cropping
Automated image enhancement is of immense interest, similarly to aesthetics inference, especially
because of the large collection of images each of us possess. Photo cropping, a technique in which
we select a subset of the image, has mostly been accomplished by selecting regions around either
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humans, by using face detectors in photographs, or the main subject as determined by saliency detectors. Nishiyama et al. took a data-driven approach to this problem [83]. By using SVM quality
detector trained on data from DPChallenge and Photo.net (a problem very similar to aesthetics inference), they cropped the photos by generating several possible candidates and picking ones with
the highest quality score. To train the quality classifier, a set of subject regions is extracted from
the saliency map. Each region is described by an edge, color and blur histogram. Each feature is
used to train a probabilistic SVM to estimate whether they are of high / low quality and in the end
serve as a mid-level feature for an SVM which will determine the overall quality of the image. A
study of 30 users showed the success of the technique.
Saliency-enhanced image aesthetics class prediction
Many of the rules of photography, e.g. rule of thirds, tell us ways to manipulate the subject of our
image to improve the appeal of the photograph. Recognizing the importance of subjects, Wong et
al. used saliency enhanced segmentation to estimate the regions of the photograph that contain the
subject [115]. They used a variety of features describing texture, blur, brightness, saturation and
color to describe the whole image, subjects or the contrast between the subject and the background.
Using feature selection methods to pick the top performing features (primarily of the image and
the subject), Wong et al. were able to outperform previous methods by > 5%.
Automatic aesthetic value assessment in photographic images
Jiang et al. [41] presented a framework for estimating a continuous (0 ≤ x ≤ 100) and discrete
aesthetic value (x ∈ {1, 2, 3, 4, 5}) of image. To evaluate the framework, the authors used a previously collected dataset of more than 450 images each ranked by 30 users from their earlier work
on understanding the aesthetics of consumer images [12]. Cerosaletti et al. [12] analysis of the
dataset in the analysis of variance (ANOVA) factors as well as the artistic characteristics revealed
attributes that characterize pleasing images, however mainly the fact that degree of aesthetics and
technical image quality are highly correlated.
Jiang et al. [41] extracted from each image a set of visual features explored in previous studies
[20, 47]. In order to estimate the continuous aesthetic rankings, they adapted the RankBoost
algorithm. Given a dataset {x1 , . . . , xn }, with each xi described by a set of ranking features
[f1 (xi ), . . . , fm (xi )], RankBoost algorithm learns a ranking function H, which gives us a linear
ordering on xi ’s. By using an SVM as a weak learner in the Diff-RankBoost (DRB) algorithm,
they learned to predict the relative aesthetic score between two images xn and xm , i.e. H(xn ) −
H(xm ). In order to regress the aesthetic value, the DRB algorithm is used to create a set of features
f1 (xi ), . . . , fn (xi ) for each image xi , where fj (xi ) = H(xn ) − H(xm ). These image features
are then fed into a Support Vector Regression Machine to predict the actual targets yn . Secondly,
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the authors quantized the fine-grained aesthetic scores into five categories and trained a five-class
SVM on the image features to predict these classes.
The role of image composition in image aesthetics
Image composition is one of the main determinants of image aesthetics as note by [47, 93]. Although often extracted features consider parts of image composition, Obrador et al. [85] were
the first to do a detailed study of image composition as determinant of computational aesthetics.
They described a total of 55 features that consider the image simplicity, region relevance, layout
appeal and visual balance. Individually the features came short in predicting aesthetics compared
to previously published methods. This might be due to the very specific nature of the features
not encompassing all aspects of aesthetics. However the potential of the features became apparent
when combined with previous features, which significantly improved aesthetics inference.
A Framework for Photo-quality Assessment and Enhancement Based on Visual Aesthetics
Bhattacharya et al. presented a framework for inferring and altering the aesthetics of the photograph [9]. The scope of the paper was limited to studying only two types of scenes: one with a
single main subject and one without (e.g. landscapes and seascapes). For this study, Bhattacharya
et al. assembled a dataset of 632 images and conducted user survey to rank each of the images on
a five point scale. In order to learn aesthetic preference, they proposed two types of features for
the different scenes that capture the composition information about the image. For single subject
photos, they estimated the region of the image and estimate its center of mass or “visual attention
center” using semantic segmentation. To characterize the image, they created a 4 dimensional
vector with distances to the four focus points, intersection of the horizontal and vertical lines that
divide the image into nine parts. For images without subject, they described each image by ratios
of vertical extents of the sky and the support using the same semantic segmentation techniques.
According to the rules of the composition, they should be as close to the golden ratio as possible.
They learned SVR classifiers for each of the categories. In order to improve the aesthetics of the
images, they proposed to relocate the subject of the image or change the ratio of sky / support by
extending / cropping their regions, which resulted in improvement of estimated aesthetics in 73%
of the time.
Learning to Photograph
Cheng et al. used a large set of approximately 105 crawled images to automatically learn the
ideal rules for image quality and suggest the ideal view the photograph should take [17]. Each
image was divided into a set of atomic regions using graph-based image segmentation, with each
region characterized by a feature vector composed of Color Harmony and HOG texture features.
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Using K-means clustering, they created a visual vocabulary of 1000 words from all of the patches
extracted from images and then described each image by a Bag-of-Visual-Words. Furthermore,
the images were divided into 100 sub-topics using K-means clustering and a separate probabilistic
model, that models both the presence of visual words and their co-presence, was learned for each
sub-topic. Using a group of fifty human subjects, they validated their model and showed its success
compared to previous re-targeting models which utilized visual saliency.
High-Level Visual Attributes for predicting Visual Aesthetics
Dhar et al. developed techniques for estimating high-level describable features (kinds of characteristics that a human might use to describe an image) [24]. They fall intro three distinctive
categories:
• compositional attributes - characteristic related to the layout of an image that indicate how
closely an image follows photographic rules of composition
• content attributes - characteristics related to the presence of specific objects or categories
of objects including faces, animals, and scene types.
• sky-illumination attributes - characteristics of the natural illumination present in the photograph.
For Dhat et al., describability of the attributes was essential, as group of people can be queried
regarding the presence and absence of such attributes. This data was then used to train classifiers
to predict these attributes and estimate aesthetic value / interestingness of images. The research
built upon work on face recognition, where face attributes, e.g. race and gender, were shown to
improve facial recognition results. One of the main contributions of the paper was showing that by
training classifier to estimate the describable attributes and then using these attributes as features
can significantly improve the prediction of the aesthetics and interestingness scores.
A total of 26 classifiers indicating the presence of above features was trained on hand-labeled
data collected from: Flickr, Photo.net and Animals on the Web dataset. In order to estimate the
aesthetics and interestingness, additional sets of sixteen and forty thousand images were collected
on DPChallenge.com and Flickr, respectively. The top 10 % of images were labeled as high
aesthetic quality / interestingness value and bottom 10 % of the images were used to denote the
negative examples. Dhar et al. trained an SVM classifier using the 26 describable features and
demonstrated effectiveness in measuring both. In each case, the SVM classifier trained on highlevel features outperformed a baseline Naive Bayes classifier by Ke et al. trained on low-level
features. The classifier performance was further improved by combining both high-level attributes
and low-level features.
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Aesthetic Quality Classification of Photographs Based on Color Harmony [82]
Previous papers recognized the importance of color in aesthetics inference. This was especially
due to the evidence from study of psychology and art theory, which showed that color often induces different emotion in people. Nishiyama et at. [82] pointed out that previous papers used
rather simple descriptors of color, e.g. average values of the RGB channels, or color histogram.
Nishiyama et al. proposed a new set of features, ’bag-of-color-patterns’, which aimed to characterize the color harmony of the photograph.
Color harmony is a property certain combinations of color are said to have if they together have
an aesthetically pleasing effect on the observer. Otherwise, non-harmonious combination of color
would not engage the observer or make them look away from the picture, in the case of chaotic
colors [79]. Color Harmony is mainly discussed by two models: The Moon-Spencer model and the
Matsuda methods. These models have been used in variety of applications to design harmonious
color combinations, e.g. marketing campaigns, website design, clothing pattern design. They
cannot however be used to describe the color harmony of a picture, whose spatial color pattern is
much more complicated than that of a simple dress design.
In order to describe the harmony of the image, the authors proposed to sample smaller patches of
the image where each region ends up having a simpler combination of colors. Then one can use
color harmony models to describe each of the patches, which are then combined to a descriptor of
color harmony in the image. In their algorithm, authors sampled the image on a uniform grid, diving the sampled regions into uniform and ones with color edges. Each region was then described
by a color histogram in the CIE LCH color space. To create the bag-of-color-patches features, a
large number of local patches was sampled from the images in the training set and codebooks for
the regions with / without color edges were created using k-means clustering. Lastly, each image
was divided into several larger regions, each described with a histogram of local image patches
which are then concatenated to create a representation of the whole image. Combining the bagof-color-patches histogram, with blur, saliency and edge features showed superior performance of
such methods outperforming the competing models by a large margin.
Content aware aesthetics
The purpose behind or the type of the photograph the author is trying to take is going dictate many
of the choices of the photographer: if they aim to capture a particular subject, e.g. an animal, a
plant or an insect, they are likely to choose a blurry background to focus our attention. Otherwise,
if they take the picture of a person, we will naturally be drawn towards a human face. This is
indicative of the fact that different photo categories would require distinctive mix of features to
recognize the its quality.
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Tang et al. were one of the first works to explicitly consider photo content in [71, 100]. They
collected a dataset consisting of seven photo categories and computed two types of features: global
(computed on the whole image), and local (computed on the subject of the image).
To estimate the subject of the image, they considered three different subject area extraction
techniques for the different categories. The subject area for:
• ”animal”, ”static”, ”plant” and ”night” categories was extracted by estimating the blur in the
image.
• ”architecture” and ”landscape” was estimated by extracting vertical standing objects from a
previously published scene segmentation algorithm.
• ”human” was estimated using face / human detection algorithm.
In order to evaluate the subject areas of the images, the proposed the following regional features:
1. Dark Channel Feature - average normalized dark channel value (described in [32]).
2. Clarity Contrast - aims to capture the sharpness of the subject areas by comparing the frequency content in the subject and the whole image.
3. Lighting Contrast - compares the average lighting between the subject and the background.
4. Composition Geometry - measures the Rule of Thirds by computing the minimum distance
to one of the four image intersections (as defined by the two horizontal / vertical lines diving
image into nine regions).
5. Complexity Features - aims to capture the complexity of the image by counting the superpixels the background / subject is segmented into.
6. Human Based Features - aims to capture the quality of portraits by considering the ratio of
face area in the image, amount of shadow in the faces, average lighting of the faces, and
their clarity.
To capture the information about the image, the authors extracted:
• Hue Composition Feature - which aims to capture the color harmony of the image by considering where the majority of hues values cluster on the color wheel.
• Scene Composition - by using the Hough Transform to extract the horizontal and vertical
lines in the image, they aim to capture the average position of orientation of these lines.
Tang et al. treated the scene categories as ground truth. To solve the problem of estimating the
image category, they proposed the following method:
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• compute the Edge Orientation Histograms, HOG and GIST features.
• retrieve the top 100 high / low quality nearest neighbors from the training data.
• using the training labels, estimate which of the subject extraction techniques is to be used
• train a linear SVM based on the retrieved training samples to estimate the class of the test
sample.
Tang et al. noted their features outperformed their benchmarks, though they did not compare their
results to any features / algorithms that were published recently in their time frame, e.g. the color
harmony features described in the previous section.
Obrador et al. [84] took a similar to approach and introduced their own dataset collected at DPchallenge.com. They computed three categories of features:
• Simplicity features - quantified by measuring various statistics about the regions of graphbased segmentation algorithm.
• Global features - 38 low level features capturing information about the luminance, contrast,
colorfulness, color harmony, and composition (e.g. rule of thirds) of the image.
• Contrasting features - by using sharpness, luminance, chroma, relevance and saliency, they
create five binary maps that classify the image into subject / background and compute various low level features that measure sharpness, exposure, chroma and saliency of the regions.
Contrary to most of the models, Obrador et al. trained a SVM regressor to predict the real valued
scores, instead of binarizing the scores. After computing all of the features for the training images,
they used feature selection methods to obtain the set of best performing features for each of the
categories and demonstrated the improvement in aesthetics score prediction for category specific
models as opposed to the generic model.

2.2.3

Local Features

Zhang et al. [120] proposed a graph-based probabilistic approach for aesthetics inference which
aimed to capture both local and global image information. In their approach, they segmented
the image into several ’atomic’ regions using unsupervised fuzzy clustering, forming a graph
G = (V, E). V is the set of vertices each corresponding to the atomic regions of the image end E
is the edge set representing the adjacent regions in the image. Each region was represented by a
three sets of visual features: HOG (128-d), Color moment (9-d) and visual saliency features (64d). For each image, a set of five hundred graphlets, connected induced subgraphs, was sampled
with each of maximum size T (to be specified by the user). A t-vertex graphlet was represented
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by four matrices: MRC , MRT , MRS and MS . MRC ∈ Rt×9 , where each row is a 9-d color vector for
each of the regions in the graphlet (MRC , MRC are defined identically). MS aims to capture the local
structure of the connections between the t regions, very similar to a adjacency matrix. Then all of
these features were concatenated into three matrices {M C , M T , M S }, where M C = [MRC , MS ].
The authors proposed a manifold embedding, which was used to transform the different sized
matrices into fixed d-dimensional vectors and encodes the global spatial layout into the graphlets
as well. Once all of the graphlets (for test and train images) were transformed into post-embedding
graphlets, they were used in a probabilistic graphical model to compute γ(I ∗ ) = p(I∗|I 1 , . . . , I H ).
As the authors noted: γ(I ∗ ) can roughly be interpreted as the ”amount of graphlets that can be
transferred from the training photos into the test one”. They demonstrated the efficacy of the
algorithm by comparing the algorithm on three datasets against five different feature extraction
methods and achieving state of the art results.

2.2.4

High-level Features

By using the CNNs, one can automatically discover the features as opposed to using :
• handcrafted features, which are merely approximation to photographic rules,
• generic features.
One of the main advantages of using hand crafted or generic-features is that they compute a fixed
representation of the picture, the same number of features for each image. Thus it is easy to take
the features and feed them into a learning algorithm. However, applying CNNs can at times prove
to be tricky, since NNs take a fixed input as well and images often come in various aspect rations
and sizes.
Lu et al. [68] were among the first to tackle the problem of aesthetics inference that solely uses
CNNs. They conducted a thorough study of several network architectures and experimented with
constructing a multiple column network with varying inputs. As different photographic rules (e.g.
rule of thirds or color harmony) consider properties on different scales of the image, authors used
both the global and the local view (random fixed crops) of the image to train the networks. To get
around the problem of varying image sizes, following image transformations to fix the size of the
image to s × s × 3 were proposed:
• Center-crop - resize the shorted side of the image to a fixed size s and take the ”center” s
pixels to form the image
• Warp - anisotropically resize each of the sides to a fixed size s
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• Padding - resize the longer side of the image to a fixed size s and padding the rest of the
image with zeros.
Since the global and local details of the image are important, the authors proposed a Double Column CNN (DCNN), where one of the columns accepts a global-view of the image and the other a
local-view. It was essentially a network consisting of two separate Single Column CNN (SCNN)
whose outputs were combined to produce a single score. Because of the large intra-class variation
in aesthetics scores, Lu et al. proposed to use higher-level style labels, that are available for a
subset of images present in AVA dataset, as additional features. They trained an additional Style
SCNN to recognize the various style labels (e.g. complementary colors, motion blur or the rule of
thirds). The trained network was then used to extract the Style features for the rest of the images in
the AVA dataset. These features were then concatenated with the features computed by the DCNN
network and used to determine the final aesthetics score. A very interesting detail arose when
looking at the images correctly classified by the DCNN and incorrectly by SCNN: when the input
was a local-view of the image, it often contained a large subject and similarly when the input was
a global-view, the image often contained specific texture likely to be better seen on the local-view.
Wang et al. took inspiration from Neuroaethetics and Neuroscience of Vision to propose a novel
architecture that aimed to tackle the problem of binary classification and the distribution of aesthetics scores [108]. They proposed a model called the Brain-Inspired Deep Network (BDN)
composed of two parts:
• Parallel Pathways layer
• High-level Synthesis Network
The Parallel Pathways layer was inspired by the parallel pathway processing of the human cortex,
which decomposes the visual scene into several representations that encode information such as
intensity and edge information in the image. In this layer they converted the RGB data into the
HSV format and used each H, S, V as one of the parallel representations for the image. As was
shown previously in [24], high-level attributes are successful in augmenting aesthetics prediction
if used as mid-level features. Therefore Wang et al. decided to train fourteen fully-convolutional
networks (FCN) trained in a supervised ways to predict the fourteen binary style labels available
with the AVA dataset. The activation of the mid-level convolutional networks for each of the fourteen style label were used in parallel as features for the high level synthesis network (thus virtually
decomposing image into several representations encoding different information). The synthesis
network, also a FCN, was used to predict the binary high / low aesthetic label as well as the distribution of ratings (by predicting the mean and deviation of a Gaussian distribution trained by
minimizing the Kullback-Leibler divergence).
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Guo et al. [29] proposed to use paralleled Deep CNN (PDCNN) architecture. They utilized an architecture similar to the AlexNet that won the 2012 ImageNet Competition [55]. Since the CNNs
are prone to both over- and under-fitting, they proposed to use PDCNN to control the complexity
of the system by stacking n columns in parallel - n-PDCNN. As they showed, the performance
of the network network improved when they stacked up to three networks in parallel. Thereafter,
with more then four paralleled inputs the performance started to degrade.
Kong et al. [53] proposed AlexNet-inspired architecture to predict various image attributes. First,
they created a simple regression network to predict aesthetic rating by minimizing the Euclidean
loss. Subsequently, they adopted a Siamese Network architecture [11] to jointly optimize the
network to both predict an aesthetic score and a relative ranking of the two images. Similar
to [108], Kong et al. predicted the aesthetic attributes of images augmenting the network with
an auxiliary task of predicting attributes from the same activations that were used to predict the
aesthetic score. Lastly, the network was used to predict image categories.

2.2.5

Related Work

What makes images pleasing ?
Marchesotti et al. set out to discover sets of textual image attributes that could be used a mid-level
features for various tasks, including image ranking or aesthetics prediction [70, 76]. They used the
AVA dataset [80], which along with images, their aesthetic scores and style labels, contains comments associated with each of the images. The comments were used to construct Bag-of-Words
feature vectors (using tf-idf (term frequency-inverse document frequency) feature representation
for the words) for each of the images and used the elastic net model (a linear combination of l1
and l2 regularization) to discover attributes most predictive of beautiful / ugly pictures. They used
both unigrams and bigrams, and found that bigrams were much more suitable as attributes since
unigrams often yielded ambiguous descriptions (“not”, “out”, , “don’t”). They picked the top 1500
ugly and beautiful attributes and used spectral clustering to reduce the number of total labels to 200
(using the Levensthein word similarity measure to gauge the similarity of the second word, since
it is the one thought to contain the actual semantics with the first word bearing the polarity of the
attribute, e.g. great lighting). Then they used images with the discovered attributes to train onevs-all classifier to use them to describe images using features that are actually human interpretable.
Majority of the work done is formulated as either a classification or regression problem with the
goal of predicting a single aesthetic judgement / score that tells us how appealing the image is.
However it often does not explain what makes the image appealing or not. When designing most
of the aesthetic inference algorithms, many of the features (numbers that we compute to represent
various information about the image) are solely chosen for their ability to improve the algorithm
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(in terms of classification accuracy or RMSE score). Aydin et al. [6] set out to remedy this issue
and defined a set of image attributes one would quantify and would be related to photographic
principles, thus help us guide in taking better pictures and provide an objective basis for comparing their aesthetic appeal.
In order to choose what photographic principles to capture in their aesthetic attributes, the authors
chose the following criteria that the attributes should satisfy:
• Generality - e.g sharpness, which can be used to judge every image versus an attribute such
as facial expression
• Relation to photographic rules
• Clear definition
The attributes that were in the end chosen by the authors were:
1. Sharpness - aims to capture the level of detail seen in the in-focus region.
2. Depth - aims to capture the impression of ”depth” in the picture, which can for example be
created by blurring the background of the image.
3. Clarity aims to capture whether the photograph or image has a clear principal idea, topic,
or center of interest.
4. Tone is related to the magnitude of the global lightness differences.
5. Colorfulness - as discussed previously, pictures with a vibrant color palette are often considered to be more aesthetically pleasing.
By defining, computing and calibrating (making sure the actual output values have equal ranges),
the authors presented a framework that computes an aesthetic signature of the image, comprising of measures of visual image attributes that relate to specific photographic principles. They
demonstrated the performance of the ratings by exploring several possible applications such as:
• Automated Aesthetic Analysis
• Photo editing evaluation
• HDR Tone Mapping Evaluation
• Multi-Scale Contrast Editing
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Image ranking and retrieval
Image ranking is a problem of great importance, especially to image search engines which aim to
index the content of the web and then serve it to the user at their will. When retrieving the images
for a given query, the images that are shown should take into account three main aspect: semantic
relevance, quality and variety of images [44]. The quality of the images can be quantified by
various metrics: popularity among images on a social networking website like Flickr or aesthetics
value computed using an algorithm.
Multidimensional Image Value Assessment and Rating for Automated Albuming and Retrieval [66]
Loui et al. [66] proposed a multidimensional image value index (IVI) to be used by an automated
system for raking of images. It comprises a signature of a photo that captures various higher
level information about it: its quality, aesthetics as well as relevant semantic value to the user.
M-IVI comprises of five IVI values: Technical, Aesthetic, Social, Event and Usage. The authors
proposed to learn the Technical IVI in a data-driven way. On the contrary, the social IVI was
determined in more heuristic / manual definition of some of the values, since it tries to capture
the personal relevance of the people in the photographs to the user. Loui et al. demonstrated the
feasibility of implementing the Social and Technical IVI, however more work would have to be
put in to adequately define rest of the values. This was due to the fact since the meaning they tried
to capture either requires a lot of additional user input (not always desired or easily available) or
implementation of a complicated system that combines face detection, metadata, etc.
Marchesotti et al. [81] described an algorithm that aims to augment the image retrieval system
by ranking the images not only according to their semantic relevance to the query, but also aiming
to ensure that the images are aesthetically pleasing. They first introduced a previously published
algorithm from an earlier paper that learned a joint model that will take into account both semantics and aesthetics. [81] however demonstrated that learning separate models for semantics and
aesthetics provides much better performance in ranking. They proposed the following two models:
• Independent Ranking Model - assumes that aesthetics and semantics are separate given
image:
p(y, z|x) = p(y|x)p(z|x)
• Depender Ranking Model - assumes that aesthetics is going to be dependent on the semantics of the image:
p(y, z|x) = p(y|x)p(z|y, x)
As they demonstrated in the metrics, both of these models outperformed the original model,
which aimed tries to learn a joint model.
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(b) Elementary neural network

(c) Local connectivity of a neuron.

Figure 2.3: Figures showing (a) model of the neuron used in neural networks, (b) architecture of
an elementary neural network with a single hidden layer, and (c) the local connectivity of a neuron
in a convolutional layer. Source: https://cs231n.github.io/

2.3

Neural Networks and Deep Learning

In this section we briefly discuss neural networks, which currently dominate the approaches in
several areas of computer vision, e.g. object detection and classification, face detection or speech
recognition. We discuss backpropagation, a method of optimizing weights of a neural network, a
basic model of a neural network, and lastly ranking optimization that is utilized in Chapters 5 and
6 of this thesis.

2.3.1

Backpropagation

Backpropagation is a particular method of computing the gradients of the loss / error function
with respect to the parameters, using the multivariable chain rule, by considering the loss function as being a composition of several nonlinear functions. For example, consider the function f (g(x(t), y(t))). In order to backpropagate the gradient, we first find ∂f
∂g . Then we have
∂f
∂x

∂g
∂f
∂f ∂g
∂f
∂f ∂x
∂f ∂y
= ∂f
∂g ∂x and ∂y = ∂g ∂y . In the end, we have ∂t = ∂x ∂t + ∂y ∂t . Similarly, the gradient
of the loss function with respect to weights is calculated by backpropagating the error through the
different layers of the neural network. Once the gradient is computed with respect to all of the
parameters, stochastic gradient descent [114] (or a variation of it) is used to update their value.
The value of parameter w at step n + 1 would thus be updated as follows:

w(n+1) = w(n) − α

∂L
.
∂w
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Neuron function

Figure 2.3a shows the model of an artificial neuron that approximates the function of real neuron
with all of its parts: synapse, dendrite, cell body and axon. The inputs, x1 , . . . , xn into neurons
are represented as signals traveling through dendrites, whose effect is modulated by the synaptic
weight wi . The effect from all of the weighted inputs is then summed together and biased with a
bias term b. The sum is then transformed via a nonlinear function (paralleling the neuronal firing
of a neuron) and the output travels along an ”axon” and serves as an input into further neurons. As
can be seen in Figure 2.3a, the output of the neuron can be written as:
X
y = f(
wi xi + b)
i

= f (xT w).
In the above equation, the bias term b was absorbed as a weight w0 with x0 = 1

2.3.3

Neural Network

This section describes a basics of neural networks, and describes equations for a 2 layers feedforward neural network for classification, using the softmax loss function, seen in Figure 2.3b,
which can then be extended into more complicated models, e.g. the convolutional neural network.
The following variables be of interest:
• N - number of inputs processed at the same time
• D - number of input dimensions
• H - number of hidden units (neurons)
• K - number of classes for classification
Additional notation has to be introduced. Since each of the neurons in the hidden layer is fully
connected to all of the inputs, each neuron will have a separate synaptic weight modulating the
input differently. Thus let wi,j represent the weight modulating the ith input for the j th hidden
neuron. We can store all of the weight conveniently in a weight matrix W:


W = wi,j
In our network, we will need two weighting matrices: W(1) transforming the inputs to activation
of hidden layer neurons and W(2) transforming neuron outputs to the K class scores. The inputs
(n)
are going to be stored in matrix X, where xi is the ith input feature of the nth example.
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i
h
X = x(n)
i
Therefore starting with an example matrix X and weight matrix W(1) , the transformed outputs
of the neurons are found as follows:


H = f X · W(1) ,
where · represent matrix multiplication and f (·) represented element-wise application of the rectified linear unit (ReLU) nonlinearity [55]:

x
, if x > 0
f (x) =
0
, otherwise
Furthermore, K, the matrix of class scores for the all of the examples are calculated:
K = H · W(2) ,
(n)

where each element fk represents the score indicating the belief that the nth example belongs
to k th class. To make these notions more clear, we will convert the class scores into probabilities
using the normalized exponential function also known as softmax [113]:
(n)

(n)
pk

e fk
= P (n)
fi
ie

Since we are performing supervised classification, each data point x(n) is accompanied by a corresponding class label yn ∈ {1, . . . , K}. The loss function to be optimized for each example is
the softmax loss function:
Li = − log(py(i)i ),
and the total loss for all of the examples is defined as follows:
L=

X X  (1) 2 X X  (2) 2
1 X
Li +
wi,j
+
wi,j
N
i
i
j
i
j
| {z } |
{z
}
Data Loss

Regularization Loss
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Function L can be further viewed as a composite function of the network parameters, and thus
we can use backpropagation to optimize the network weights to minimize its functional value to
improve performance of the model. Using the chain rule, we can show that:
!
∂L
1
1 ∂Ln
1
∂
(n)
=
=
(p )
(n)
N ∂f (n)
N p(n) ∂f (n) k
∂fk
k
k
k
i
1 h (n)
pk − 1(k = yn ) .
=
N
(n)

Let ∂L represent the matrix of partial derivatives with respect to fk . Furthermore, we would like
∂L
∂L
∂L
to find ∂W
(1) and ∂W(2) . Note, that for ∂W(1) , we will have to back-propagate the error through
the hidden units as described in the previous section. Thus first, consider ∂L(2) (temporarily omit
∂wi,j

(2)
λwi,j

from the regularization loss):
∂L
(2)

=

X ∂L(n)
(2)

∂wi,j

n

=

=

X ∂L(n) ∂fj(n)

∂wi,j

X ∂L(n)
n

(n)
a
(n) i
∂fj

(n)

n

∂fj

(2)

∂wi,j

= aTi · ∂Lj ,

where ai is the column vector of ith hidden layer neuron activations and ∂Lj is the j th column of
∂L
∂L. Since ∂L(2) = aTi · ∂Lj , we can see that ∂W
(2) simply is:
∂wi,j

∂L
= HT · ∂L + λW(2) .
∂W(2)
To propagate the error back to earlier layers, it is necessary to compute
∂L
(n)
∂ai

=

X ∂L ∂f (n)
k
(n)
∂fk

k

(n)

= ∂L



(n)
∂ai

(2) T

· wi,

=

X ∂L
k

(n)
∂fk

∂L
(n) :
∂ai

(2)

wi,k

,

(2)

where ∂L(n) is the nth row of ∂L and wi, is the ith row of W(2) . Form of


(2) T
wi,
hints at the fact that ∂H can simply be computer as:

T
∂H = ∂L · W(2)

∂L
(n)
∂ai

= ∂L(n) ·
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To propagate the errors through the nonlinearity, we note that:

d
1
, if x > 0
f (x) =
0
, otherwise
dx
Thus, all the derivatives in ∂H for which the forward pass was less than or equal to zero, we set to
zero. Now to propagate the errors to ∂L(1) , we simply note that this is equivalent problem to what
∂wi,j

was previously solved by treating ∂H as ∂L and X as H, getting that:
∂L
= XT · ∂H + λW(1) .
∂W(1)
In a multilayer network, the previous layer would likely be another hidden layer and its gradient
would be obtained as:
∂H (l−1) = ∂H (l) · WT .
In the following section we describe convolutional neural networks, models popular for processing
images, and a particular loss function for optimizing pair-wise ranking of examples.

Convolutional Neural Network (CNN)
CNN is very similar to a simple NN presented in the previous section, however it modifies its
structure to accommodate for the assumption that the input is an image [55]. Thus its input and
individual layers are no longer described by input and output vectors, but rather volumes, where
each of the input/output stages has width, height and depth (illustrated in Figure 2.3c.). CNN
further differs from the simple NN by the input regions of the individual neurons. In the simple
NN, each neuron in the hidden layer was fully-connected to all of the inputs from the input /
previous hidden layer. CNN takes its inspiration from the Visual Cortex and allows the neurons
to be affected by a smaller spatial regions of the input as can be seen in Figure 2.3c. A particular
characteristic of CNN is that it employs weight-sharing. This means that neurons in the same slice
share the weights for the activations at the different spatial regions. This amounts to a significant
reduction in the number of parameters and thus partially preventing over-fitting and improving
generalization. By employing weight-sharing and sweeping the same set of weight through the
whole input, the network essentially preforms a convolution of the input with the weight matrix.
Because of this, the different sets of weight convolved with the input image are called convolution
kernels or filters that the CNN learns.

2.3.4

Implicit learning of ranking functions

In this section, we describe the Hinge ranking loss function [16, 58, 110], which is used to learn a
ranking function that aims to preserve the ground truth ranking of image pairs. Figure 2.4 shows
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Figure 2.4: A schematic of a Siamese Network used to learn a ranking function via pair-wise
learning.

a basic schematic for pair-wise ranking learning. The grey color in the figure indicates that the
weights between the corresponding layers are shared.
Formally, the goal of pairwise ranking is to (implicitly) learn a ranking function
φ : X → R,
which maps an image I ∈ X into a single value φ that ought to preserve the ground truth ranking
between pairs of images. One such function, and one used in our work presented in Chapters 5
and 6 is the Hinge ranking loss, which takes the following form:
lrank

N
N
1 X
1 X
1 2
=
L(Ii , Ii ) =
max(0, ξ − δ(yi1 ≥ yi2 )(φ1i − φ2i )).
N
N
i=1

(2.1)

i=1

where δ(yi1 ≥ yi2 ) is 1 if yi1 ≥ yi2 otherwise it takes the value of −1, ξ specifies the margin
parameter, and yi1 and yi2 are the ground truth composition scores for image 1 and image 2. Note
that, if the ranking function is used by itself to optimize the Neural Network, one can write it in
the following simple form:
lrank =

N
1 X
max(0, 1 − δ(yi1 ≥ yi2 )(φ̂1i − φ̂2i )),
N

(2.2)

i=1

in which one factors out the margin parameter ξ and we get a transformation φ̂ = φξ . In cases in
which the function φ is jointly optimized by the ranking loss, and a regression loss, one should
optimize the ξ by taking into consideration the scale of ground truth values.
To better understand this ranking criterion, consider the case in which we are given an image
pair (Ii1 , Ii2 ) and we know that yi1 ≥ yi2 . In such case, we have that δ(yi1 ≥ yi2 ) = 1, and the loss
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function takes the following form:
L(Ii1 , Ii2 ) = max(0, ξ − (φ1i − φ2i )).

(2.3)

Analyzing this function, we can see that we will incur a loss in case second argument of the max
function is positive, i.e.
ξ − (φ1i − φ2i )) > 0,
(2.4)
giving us
(φ1i − φ2i )) < ξ,
i.e. telling us that the difference φ1i − φ2i is smaller that our desired parameter ξ.

(2.5)
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Summary

In this chapter, we
• introduced a standard approach for tackling image aesthetics inference,
• discussed sources of data for aesthetic inference,
• discussed prior work on aesthetic inference,
• and discussed basics behind neural networks.
In many areas of computer vision, deep learning allowed for a significant improvement in performance in the given fields. Similarly, in computational aesthetics authors made the jump from
hand-crafted features and more traditional approaches and started to utilize deep learning for predicting image aesthetic quality. Our first endeavor aimed to bridge this jump and try to understand
whether there is still knowledge to be gained from more traditional approaches. As we will see in
Chapter 4, traditional features can aid neural networks and features that capture color information,
image quality, and photographic rules were the most helpful in improving the performance of deep
learning algorithms.
With the increase in popularity in cell phone photography, we saw and explosion in the number
of photos captured and shared that came from cell phone cameras. In 2017, 50 % of the registered
users on Flickr used Smartphones for their photos, as compared to DSLR (33 %) and Point-andShoot cameras ( 12 %) [40]. Our work in Chapter 5 aimed to explore how well can one perform
aesthetic ranking using constrained neural network models, as such models could potentially be
used for curation, management, and enhancement of images directly on a cell phone. We saw,
that such models can achieve competitive aesthetic ranking performance. And though an aesthetic
ranking function is competitive with other aesthetic-based croppers, it is outperformed by methods
which focus on capturing image composition quality. Therefore, our last work discussed in Chapter 6 focused on exploring and identifying key aspects of training composition ranking functions
using pair-wise ranking optimization.

Chapter 3

Multi-Object Salient Foreground
Detection
This work was presented at the Electronic Imaging 2017 conference and can be found at [56]. The
full title of the original paper is “Augmenting Salient Foreground Detection using Fiedler Vector
for Multi-Object Segmentation”. While the following work does not fall under the umbrella of
representations or learning approaches for aesthetic inference, this work and algorithms similar to
it are often used as a step in computing hand-designed features approximating expert knowledge
for aesthetic inference, like the ones seen in the subsequent chapter.

3.1

Introduction

As we move through our daily lives, we are bombarded with an immense amount of visual data.
Processing all of this information is physically impossible. However, our brain possesses a mechanism known as visual attention for selecting a subset of the relevant data that we want to focus
on. Modeling of visual attention is an extremely important task with many important applications
in robotics and computer vision including image compression, object detection, and computer
graphics [10].
The notion of relevance in the visual attention models is mainly determined by two processes:
bottom-up and top-down processes. Bottom-up attention modeling, also called visual saliency,
uses various low-level features including image color, intensity and orientation to determine the
contrast of objects with respect to their surroundings [10]. On the contrary, the top-down attention
selects the relevant image areas based on task-driven factors such as knowledge, expectation or
current goals.
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Related Work

We focus the review on the relevant literature regarding bottom-up visual saliency, especially as
it relates to the various saliency estimation approaches that are used to benchmark against the
algorithm of [88]. Bottom-up saliency models can in general be described as belonging to one of
the following categories: biologically inspired, purely computational and their combination [2].
For a more exhaustive treatment, please see reference [10].
Biologically inspired models, e.g. the model proposed by Itti et al. [38], are often based upon
the architecture presented by Koch et al. [50], which used biologically inspired features processed
by center-surround operations to determine the saliency score and correctly predict eye fixations.
Computation-oriented models, which use low level image features such as color, emphasize
the practical aspect of models such as speed and aim to create saliency maps which segment whole
objects and preserve edges [88]. Recently, several models [88, 27, 109, 13, 18, 87] use a variation
of super-pixel segmentation methods akin to the SLIC (Simple Linear Iterative Clustering) method
[3], to accomplish those goals. Methods such as SLIC over-segment the image into perceptually
coherent patches (whose number is much smaller than the number of image pixels) which are able
to both preserve the local color information and edges, while abstracting away unnecessary details
(i.e. non-significant pixel-to-pixel intensity). Cheng et al. [18] use spatially weighted region contrast to estimate the saliency based on the color histogram differences. Perazzi et al. [87] show the
possibility of modeling the saliency estimation in a unified way using high dimensional Gaussian
filters, where they combine measures of image patch uniqueness and spatial distribution to estimate the saliency score. Wei et al. [109] build an image graph out of the super-pixel segmentation
and estimate the saliency of a patch to be proportional to the shortest path distance from the virtual
background node to the said patch. Yang et al. [118] construct an image graph and enforce a background assumption, which assumes most of the borders belong to the background. The authors
use a ranking function, which given a query, determines how similar are the remaining nodes to
the query nodes. The authors construct a scheme in which they compute the score by determining
the saliency of a patch being proportional to the similarity / dissimilarity from the foreground /
background queries. Chang et al. [13] use initial saliency maps, measures of objectness, and a
measure of how likely an area is to contain an object, to optimize a novel energy function and
obtain an improved saliency map.

3.3
3.3.1

Algorithm
Original algorithm

In order to efficiently represent an image, Perazzi et. al [88] use a modified version of the SLIC
Superpixel Segmentation algorithm [3] proposed in [87], where the image is segmented into su-
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perpixels using k-means clustering in the Color-XY space ([87] uses CIELab color space instead
of the traditional RGB space). After Superpixel segmentation, the image is represented as a Graph
G = {V, E} also known as the image Region Adjacency Graph (RAG), where each vertex v ∈ V
is representing a superpixel from SLIC and is assigned a value of the mean Lab color of the superpixel. To model the local relationships in the image, the edge set E consists of the edges connecting
vertices i and j, if their corresponding superpixels share a border in the segmented image. Each
edge is assigned a weight that is proportional to the Lab color difference between neighboring
superpixels,
wi,j =

1
kci − cj k2 + 

(3.1)

where ci is a mean Lab color of the ith superpixel and  is a small constant (e.g.,  = 10−4 ) to
ensure the numerical stability of the algorithm, in case the color difference is too small. In order
to represent the assumption that most of the border pixels belong to the background, Perazzi et al.
[88] augment the graph G with a background node b, which is assigned the mean Lab color of the
boundary. A set of edges and their weights that connect the background node and the superpixels
on the border of the image are computed by equation 3.1.
In order to assign saliency score to each of the superpixels of the image, Perazzi et al. compute
the eigendecomposition of the graph Laplacian matrix L of the image RAG. Then the Fiedler
vector, the second smallest eigenvector, is used to compute the saliency scores. Given the Fiedler
vector f , the saliency score S is computed as
S = −sign(fb ) · f

(3.2)

and S then scaled to the range [0, 1], where fb represents the entry of the Fiedler vector corresponding to the background node.
Since one of our proposed approaches considers a high dimensional node embedding, we also
propose to compute the saliency scores as
S(i) = kf~i − f~b k

(3.3)

where S(i) is the saliency score for ith superpixel, and f~i and f~b are the embeddings of the ith
and background superpixels, respectively.

3.3.2

Augmenting the background prior

There are images in which the background is often very cluttered. In such case computing the
edge weights by considering the average background color will fail to capture the background
prior effectively by computing very small edge weights, since the average background color will
be sufficiently different from each of the border superpixels and thus resulting in an unsatisfying
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Figure 3.1: Comparison of the saliency maps after augmenting the background prior: original
image (top left), Perazzi et al. saliency map (top right), our saliency map (bottom left) and ground
truth (bottom right).

saliency map (see the top right image of Figure 3.1). To correct for such a pitfall, instead of assigning to the image background node the average border background color (average color of the
border super-pixels), a set of colors representing the background is assigned to the background
node. We first perform a K-Means clustering of the border colors and then use the cluster centers, {cb1 , . . . , cbk }, to represent the background prior in the node. To compute the edge weight
between the background node and the border regions, we simply take the maximum of the weights
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computed between region i and each of the k cluster center colors
wi,b = maxj∈{1,...,k}

1
.
kci − cbj k2 + 

(3.4)

Augmenting the background prior with multiple “colors”, we are able to better enforce the
background prior as we can see in Figure 3.1 (bottom left).

3.3.3

Detecting multiple objects

To extend the foreground segmentation algorithm to allow for detecting multiple salient subjects
in the image, we propose the following schemes: an iterative segmentation scheme and two alternative multi-object foreground segmentation methods which use multiple eigenvectors of the
image RAG as an embedding for the nodes and analysis of the presence of additional objects. This
embedding is then used to calculate an alternative saliency score. Both of the schemes will use
a metric to determine the ideal foreground segmentation. Next, we will describe the Silhouette
score and the metric we propose for picking the best saliency map.
Silhouette score
In order to judge the quality of the foreground segmentation, we use k-Means clustering to cluster
the saliency scores of each super-pixel into two clusters (Foreground / Background) and then compute a metric knows as the Silhouette score, first introduced by Rousseeuw [91]. The Silhouette
score is one possible metric that is used in the interpretation and validation of cluster analysis.
To compute the Silhouette score, we need the resulting clustering and the matrix of distances
(or dissimilarities as used by [91]) between the different points (e.g. superpixels and the saliency
score assigned to them in our algorithm). For each point i we compute:
• a(i) : average distance to the points in the same cluster as i (label that cluster A)
• D(i, C) : average distance to the points in cluster C
• b(i) = minC6=A D(i, C) : by choosing minimum of the D(i, C), we compute the distance
to next best cluster assignment for i.
The final score for point i is computed as
s(i) =

b(i) − a(i)
max{a(i), b(i)}

(3.5)

which is then combined into a final score fsil for our image by taking the average of s(i) for all of
the superpixels.
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Figure 3.2: Images that show the presence of separate objects / object parts in the higher eigenvector dimensions. From left: Original image, saliency map constructed from first non-zero eigenvector, saliency map constructed from second non-zero eigenvector, saliency map constructed from
third non-zero eigenvector, and the final saliency map, whose construction will be described in
later section.

Stopping criterion / metric
Both of the multi-object schemes detailed in the next section rely on some sort of stopping criterion
/ metric, which would determine either the ideal number of iterations or eigenvectors to consider
when computing the saliency map for images with multiple objects. In order to determine the ideal
iteration / number of eigenvectors, we propose a metric which combines the Silhouette score, fsil ,
and mean image saliency of the image
Pm Pn
x=1
y=1 S(x, y)
scoreimage = fsil ·
(3.6)
A(I)
where S(x, y) is the image saliency score at the location (x, y) and A(I) represents the area of the
image.
Then in order to pick the final saliency map, we choose the map with the highest score defined
in equation 3.6.
Presence of objects in eigenvectors
One of the things that we have observed is the presence of multiple salient objects embedded
in higher dimensions of the RAG Laplacian matrix eigendecomposition. This can be seen in
Figure 3.2, where we show an example of an image and the saliency maps of its eigenvectors (we
compute the saliency of an eigevector by computing the scaled distance of each superpixel to the
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background node). However the same cannot be said of many of the images that only contain
a single salient object, as we can see in Figure 3.3. The Fiedler vector will pick out the most
salient object in the image and the subsequent eigenvector (at times several) will contain redundant
information regarding the object. Such observations were originally part of the exploration in
creating an appropriate stopping metric.

Figure 3.3: Plot of the saliency maps for the first two eigenvectors of the images with a single
salient object. From left: original image, first non-zero eigenvector, second non-zero eigenvector.

Stopping criterion based on the eigenvalue difference
A different stopping criterion that we consider is based on the percentage eigenvalue difference
between subsequent dimensions. First we compute the full eigendecomposition of the augmented
RAG. Then we take a subset of the first k non-zero eigenvalues, and compute the percentage
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difference between the subsequent dimensions:
∆i =

λi+1 − λi
λi+1

(3.7)

Then in order to get the ideal dimension n, we choose the dimension which produces the
largest difference:
n = argmax1≥i<k {∆i }.
(3.8)

Figure 3.4: Plots showing the eigenvalue percentage difference plots for sample images with single
/ multiple salient objects.

Multi-object segmentation schemes
The main idea behind the first method, iterative foreground segmentation, is simple: each of the
foreground objects are segmented one by one by looking at the most salient object in the image
graph at each step of the iteration.
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The Iterative Foreground segmentation can be described as:
• Perform an initial foreground segmentation as described in [88] with the improved background prior model, and compute the scoreimage for this map.
• Now, iteratively perform the following steps:
– Find the set, S, of nodes / super-pixels for which the saliency Si for super-pixel i is
greater than a threshold Sth .
– Modify the image RAG by cutting out the nodes that belong to the set S (store the
saliency scores of these nodes for later processing).
– Find new saliency scores for the region which remained in RAG by computing the
Fiedler Vector of the new graph and computing and modifying it the same way described in [88].
– Combine the saliency scores of the smaller region with the scores for the nodes from
the set S, to obtain the new saliency image and compute its scoreimage .
– Repeat for predetermined number of iterations.
• Choose the map with highest scoreimage .
Based on the previous observations of the presence of additional salient objects in different
eigenvectors, we prepose two alternative ways of constructing an image saliency map based on
considering multiple eigenvectors.
The first method for foreground segmentation proceeds as follows:
• Construct the RAG of the image as described in [88] and augmented with the improved
background node.
• Construct the Laplacian matrix of the image RAG.
• Consider the k smallest eigenvectors corresponding to non-zero eigenvalues and use them
as a k-dimensional embedding of the graph nodes.
• Calculate the new saliency scores by:
– Calculating the distance between the k-dimensional embedding of the background
node and node i.
– Renormalize all of the distances to lie in the range between [0, 1], which will give us
the relevant saliency scores S.
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• Compute a metric for maps created by considering projections with varying number of
eigenvectors (we consider up to four eigenvectors for the embedding of our graph) and
choose the map with highest score achieved by the metric.
In order to observe the map chosen by the score defined above, please refer to the Figure 3.5
and Figure 3.6, which show examples of the original images and the corresponding sequences of
saliency maps.

Figure 3.5: Original image (top left) of a scene with one salient object and its corresponding
saliency maps as we vary the number of eigenvectors considered for the superpixel embedding: 1
(top right), 2 (bottom left), 3 (bottom right). Map with 1 eigenvectors was chosen as the best by
our score.
For the purpose of binarizing a floating point image, we will utilize the adaptive threshold
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Figure 3.6: Original image (top left) of a scene with multiple salient objects and its corresponding
saliency maps as we vary the number of eigenvectors considered for the superpixel embedding: 1
(top right), 2 (bottom left), 3 (bottom right). Map with 3 eigenvectors was chosen as the best by
our score.

proposed in [2] defined as twice the mean image saliency:
m X
n
X
2
Ta =
S(x, y)
W ×H

(3.9)

x=1 y=1

Secondly, the following method first computes the desired number of eigenvectors to consider
and subsequently constructing the saliency map in the following way:
• First precompute the number, n, of eigenvectors to consider using equation 3.8.
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Figure 3.7: Benchmarks. Performance of the various algorithms on the MSRA [2] dataset.

Figure 3.8: Benchmarks. Performance of the various algorithms on the ImgSal [63] dataset.
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Figure 3.9: Benchmarks. Performance of the various algorithms on the SED1 [4] dataset.

• Compute the vector of saliency scores, S, for the superpixels using the improved background
prior.
• If the n = 1, then we are done otherwise repeat the following procedure for n ≥ 2. Assume
we have computed the saliency scores for the first k, k < n dimensions, which we will call
Sk . To incorporate the k + 1th dimension in the computation of the final saliency scores S,
proceed as follows:
– Compute the saliency scores for the k + 1th dimension, Sk+1 by computing the distance of each superpixel to the background node and rescaling the score between [0, 1].
– Compute the threshold Tak+1 based on Sk+1 and extract the set of superpixels i for
i
which it is true that Sk+1
≥ Tak+1 and call the set N .
i
i
i
– For i ∈ N , let Sk+1
:= max{Ski , Sk+1
}, otherwise Sk+1
:= Ski .

– If k + 1 < n, repeat the procedure, else construct the image saliency map.
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Results

In order to provide a direct comparison of our algorithm with the original version proposed in [88],
we evaluate the algorithm on the same three datasets used in the original paper: MSRA [2], SED1
[4] and ImgSal [63].
In order to benchmark the results of our algorithm, we will compare to the results obtained
by Perazzi et al. (FIED) [88] and reporting the results published in [88] for the recent topperforming methods that include: context-aware saliency (CA) [27], context-prior (CB) [37],
geodesic saliency (GSSP) [109], generic objectness (SVO) [13], global-contrast (GC)[18], graph
manifold ranking (GMR) [118], and saliency filters (SF) [87] and their combination with FIED
(FIED SF).

3.4.1

Quantitative results and evaluation

To compare our algorithm with the above mentioned algorithms, we create binary maps from the
computed saliency maps by first computing the adaptive threshold Ta of equation 3.9 proposed in
[2] and assigning the values above and below Ta to the foreground and background classes respectively. We evaluate the proposed algorithm by computing the Precision, Recall and F-measure of
the binary saliency maps compared to the ground truth maps. The F-measure is computed by
Fβ =

(1 + β 2 ) · P recision · Recall
β 2 · P recision + Recall

(3.10)

where β 2 = 0.3 to emphasize the importance of precision as seen in previous experimental setups
[2, 88, 118].
The performance evaluation on the three datasets is shown in Figures 3.7, 3.8, and 3.9, where
we benchmark our algorithm with the augmented background model combined with the last multiobject extraction method (as it is the best performing foreground extraction method). As we
can see from Figures 3.7, 3.8, and 3.9, we achieve comparable results to the original algorithm
for the MSRA and ImgSal datasets and a slight improvement for the SED1 dataset in terms of
precision, which is defined as the fraction of retrieved pixels that actually belong to the foreground.
Further, we see a good improvement in the recall value, which can be attributed to the improvement
in extraction of multiple subjects, as recall is defined as the ratio of correctly detected pixels
compared to the ground truth.

3.5

Limitations

Although we were able to augment the algorithm, the new algorithm still has difficulty with detecting foreground objects whose color is too similar to its surroundings. Furthermore, the first two
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foreground extraction methods rely on the image metric to pick the best saliency map. A problem
arises when taking the next step results in a larger increase in the average saliency than the decrease in the quality of the map (Silhouette score). In such a case, the algorithm might choose the
worse map, and thus one of the possible avenues for future work is to explore alternative stopping
criteria.

3.6

Conclusion

We proposed several improvements to a graph-based foreground detection method. First, we
showed that by modeling the background to consist of several colors can lead to an improved
foreground extraction. Furthermore, we have presented three approaches and shown their ability in segmenting multiple salient objects. The evaluation of the algorithm showed equivalent /
slightly improved results in precision and improvement in the recall over the original algorithm as
can be seen from the benchmarking results.
As part of the future work we would like to gain a more thorough understanding of the spectral properties of the image graphs. Furthermore, we would like to explore several methods to
enhance graph creation process, in which we could incorporate different shape priors to alternate
the edge creation process. Several deep learning methods were recently developed which allow
for processing of graphs, knows as Graph Convolutional Neural Networks [49]. We would like
to further explore the application of such methods to foreground detection using a reduced image
representation with the Region Adjacency Graph.

Chapter 4

Expert knowledge for image aesthetics
The following work was published in the Transactions on Image Processing under the following
full title “Leveraging Expert Feature Knowledge for Predicting Image Aesthetics” [57]. The previous chapter directly feeds into the following work, as saliency estimation was used for approximating some of the expert rules. One of the main goals of this work was to bridge the gap between
traditional and deep learning approaches, and explore the possibility of improving the predictive
performance of deep learning features by fusion with hand-designed features. We first explore
the landscape of hand-designed features from previous literature. We show that these features can
rival predictive performance of deep learning features. Lastly, we show that fusing hand-designed
features can indeed provide an improvement in predictive performance over baseline deep learning
features.

4.1

Introduction

The problem of determining the aesthetic appeal of an image is challenging because the overall
aesthetic value of an image is dependent on its technical quality, composition, emotional value,
etc. In determining the aesthetic value of an image, the algorithms follow a similar pipeline to
other branches of computer vision, such as object detection: a set of image features is extracted
from an image which is then used as an input to a classifier or regressor for further processing.
Many of the early algorithms for inference of image aesthetics relied on carefully chosen and
crafted features based on expert knowledge, e.g. established photographic rules [5, 121] such as
those seen in Figure 5.1. These, however, went out of favor and were replaced by generic features
based on various local descriptors and convolutional neural networks. Although these networks
are superior in their capacity to learn high-level semantic information from low-level pixel information, it is possible that the networks may not discover some essential knowledge, e.g. global
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(a) Rule of Thirds [122]
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(b) Symmetry [121]

Figure 4.1: Common photographic rules used in capturing aesthetically pleasing photographs.

texture information contained in the gray-level co-occurrence matrix, even when appropriate optimization is in place.
In this chapter we conduct a comprehensive study of hand-designed features that rely on expert knowledge from various fields, and we explore the extent to which hand-crafted features aid
learning-based features in predicting image aesthetics. The major contributions of this investigation are listed as follows:
• We analyze and compare a wide variety of hand-crafted features in their ability of predicting
continuous and binary aesthetic scores.
• We perform feature elimination for various tasks (classification, regression, categories) to
uncover the best performing features for them.
• We investigate the possibility of fusing hand-crafted features with learned features for improving aesthetic inference.
The remainder of the chapter is organized as follows. In Section 2. we summarize the datasets used
in this work. Section 3. presents the analysis of the ability of hand-designed features to predict
aesthetics and performs feature elimination to surface the best performing features. Section 4.
explores the possibility of fusing hand-crafted features with learned features from convolutional
neural networks. Concluding remarks and suggested future work are discussed in Section 5.
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Datasets

In the process of computing features and evaluating the algorithms, the following datasets are
used: Aesthetic Visual Analysis (AVA) [80], CUHKPQ [100], HiddenBeauty [94], and a Kodak
Aesthetics dataset [41].
The CUHKPQ dataset contains more than 17,690 images divided into seven semantic categories with binary labels indicating high or low quality. In order to assign labels to the images,
each image was viewed by ten people who labeled the image as high or low quality. An image
was kept and assigned a final label if at least 8 out of 10 people agreed with their assessment of
the image. We primarily use the CUHKPQ in the computation of image features that required
reference high/low quality data. For example, Ke et al. [47], one of the algorithms considered
here, computes a color distribution feature, which calculates the number of high-quality photos
retrieved by the nearest neighbor search.
The Hidden Beauty of Flickr Pictures (HiddenBeauty) dataset was collected as part of an effort
to surface the “hidden gems” among the pictures that have very low popularity / interestingness as
measured on Flickr [94]. More than 15,000 images were chosen from the sample of nine million
images from the larger YFCC100M dataset [103]. Although the HiddenBeauty database is not the
largest database, we chose to use it because each image was rated on a five-point scale based on
metrics that were clearly described to each rater, thus minimizing the bias of what is considered
“high quality”. The labels were collected via the CrowdFlower crowdsourcing platform. Each
image was labeled by at least five different people, with each evaluator having a top track record
on the platform. Each image belongs to one of four categories - human, nature, urban, people and its aesthetic score is the mean rating of all of the scores.
The Kodak Aesthetics dataset is an extended version of the dataset described in Jiang et al.
[41]. The dataset was created to resemble the variety of images found in consumer photography.
It consists of more than 1,500 images each rated by four people on the 1-100 scale. The ground
truth score for an image is the average of its four ratings.
The Aesthetic Visual Analysis (AVA) dataset is one of the largest datasets available for working
with aesthetic preferences [80]. The images were sourced from www.dpchallenge.com, a website
housing a community of amateur and professional photographers. Each image in the dataset received between 78 and 549 votes per images, with an average of 210. Each image is given a score
on a scale of 1 − 10. The average rating is considered to be the ground truth aesthetic score for
the image. Along with aesthetic ratings, images come with 66 semantic and 14 photographic style
annotations (e.g. High Dynamic Range, Soft Focus, etc.).
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Types of Features

Feature

Face Detection [100]
High-Level Features
Face Shadow [100]
Average
Region
Saliency [94]
Affective
DimenAffect
sions:
Pleasure,
Arousal, Dominance
HSV Statistics [20,
94]
Rule of Thirds [20,
100, 94]
Aesthetics
Depth of Field [20]
Colorfulness [20]
Color Harmony [8]
Texture

GLCM Entropy &
Skewness
Wavelet-based Texture [20]
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Description
Using a detector to uncover the presence of faces in
the image
Approximating the quality of lighting on faces.
Measures salience of objects in different parts of the
image
Indicators of emotion calculated by combining average Saturation and Brightness as defined by [74]
Measure of the mean and spread of the HSV image
channels.
Guideline in photography for placing the subject
within the image.
How well is the background separated from the
foreground?
How different is the color distribution in an image
from an ideal one.
Features approximating how pleasing are different
color combinations.
Measures of texture based on Gray Level Cooccurrence Matrix
Measures of spatial smoothness based on
Daubechies wavelets

Table 4.1: Type, name and description of the variety of features that the algorithm considers

4.3

Aesthetic Assessment with Hand-crafted features

To better understand the utility of hand-crafted features in aesthetic assessment, this section compares the performance of a selection of algorithms and investigates an approach for selecting a
subset of features. For our investigation, we selected algorithms enabling a wide variety of image
features to be considered, e.g. different measures of photo quality such as image blur [20, 47, 65],
image composition and content [72, 100] and generic features [77, 65]. Table 4.1 describes a selection of features considered. For specific details on the individual features in each feature set,
see the selected references. The features selected for comparison originate from the following
feature sets:
1. Datta et al. (DATTA)[20]
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2. Ke et al. (KE) [47]
3. Subject-based Photo Quality (PQ) [72]
4. Content-based Photo Quality (CBPQ) [100]
5. Aesthetics using Generic Image features (FV) [77]
6. Yahoo Complete Framework for Image Aesthetics (YCF) [65]
7. EPFL Context Image Aesthetics (Global features) (EPFL) [97]
8. Video Aesthetics (VQ) [8]
9. Yahoo HiddenBeauty Algorithm (YHB) [94]
Both pre-trained CNN features and the various generic features (e.g. SIFT) are either used
independently to predict the quality of images or to create higher-level meta-features. In total, we
extract a total of 331 numerical features: 54 for DATTA, 10 for KE, 10 for PQ, 16 for CBPQ (20
for images with humans), 27 for YCF, 14 for EPFL, 149 for VQ, and 47 for YHB. Additionally, we
extract the Fisher Vector descriptors as described in [77] and introduced in [89]. In implementing
the DATTA algorithm, we avoid the features labeled f 8 and f 9 in the paper because the computation of image uniqueness (computed as the mean distance to the top 20 and 100 closest matches)
was tied to a selection of 1000 images which were unavailable. Additionally, for the computation
of the human-related features in CBPQ, we use the deep learning based face detector in the dlib
machine learning library [48] which is more accurate in terms of detection performance and false
positive retrieval.

4.3.1

Learning framework

Often one of the most important aspects of building predictive systems is the selection of a suitable learning framework that achieves good generalization performance and speed of evaluation.
Earlier algorithms use a variety of techniques to predict the aesthetic image descriptor, e.g SVM,
Neural Networks or Random Forest. To understand the differences and performance of individual
algorithms and features, the same learning framework is used on top of each feature set. The model
/ learner in use is an ensemble learning technique known as Gradient Boosted Trees as it achieves
excellent generalization performance supported by both theory and practice [14]. An advantage
of using a Boosted Tree learner is its ability to simultaneously quantify the importance of features
and train a model. The notion of feature importance is measured by three metrics: gain, cover, and
frequency [26].

4.3.2

Methodology

To evaluate the performance of the chosen algorithms and individual features, a separate model
is trained for each algorithm. In order to maximize the utility of the datasets, we evaluate the
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performance of the algorithms using k-Fold Cross-validation (CV). In k-Fold CV, the dataset D
is split into k non-overlapping folds / parts D1 , . . . , Dk (we chose k = 10 based on [51]). To
estimate the performance metric on a dataset, the learner (or inducer I as in [51]) is trained and
tested k times. Given a fold i ∈ {1, . . . , k}, the model is then trained on the dataset D\Di and
tested on Di . Thus we iterate through each fold, treating it as the test set and the other k−1 folds as
the training set for our learner, allowing us to utilize each image in both training and testing. The
cross-validation estimate of accuracy is given by calculating the accuracy / correlation coefficient
for the concatenated vectors from all folds [51] as
accCV =

1 X
δ (I (D\Di , xi ) , yi ) ,
m

(4.1)

hxi ,yi i

where m is the total number of samples in the dataset, and I (D\Di , xi ) is ŷi , the label given to
xi that was trained on the dataset consisting of all of the folds except one that includes xi . To
prevent bias towards any algorithm or feature set, the training/prediction of the aesthetic scores
was performed across all tests with the same parameters1 (other learner parameters are set at their
default values). In training the models to predict the continuous aesthetic score, we optimize the
mean square error
X
lθ =
(yi − yˆi )2 ,
(4.2)
i

and for predicting the binary High / Low score we optimize the logistic loss
X
lθ =
[yi · log(ŷi ) + (1 − yi ) · log(1 − ŷi )] ,

(4.3)

i

where yi is the ground truth aesthetics score, ŷi is the predicted aesthetics score, and θ are parameters optimized to achieve the best performance for a given loss function. We quantify the
performance of each trained model by either calculating the average accuracy for binary labels as
defined in Equation 4.1 or calculating the predicted aesthetic score for each fold and then calculating the correlation coefficient between the predicted and ground truth values for each image.

4.3.3

Comparing different algorithms

First, we compare the different algorithms to each other in terms of their ability to predict the continuous aesthetics scores of the HiddenBeauty and Kodak datasets. The YCF algorithm contains
a feature which predicts the probability of an image being high quality based on the deep learning
features extracted from the second-to-last layer of a CNN (ImageNet pre-trained VGG16 model
1

The particular values for the XGBoost Tree Learner [14] are as follows: max depth, n estimators, subsample,
colsample bytree, and colsample bylevel are respectively set at 8, 100, 0.9, 0.9, and 0.9
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HB
Kodak

DATTA
0.413
0.571

KE
0.431
0.547

PQ
0.296
0.293

CBPQ
0.458
0.297

FV
0.258
0.310

YCF-HC
0.478
0.589

YCF
0.540
0.67

EPFL
0.421
0.384

VQ
0.434
0.509

YHB
0.453
0.548
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NoDLFV
0.568
N/A

All
0.600
0.733

CNN
0.589
0.636

Table 4.2: Comparison of the algorithm performance in predicting aesthetics score in terms of the
correlation coefficients for the HiddenBeauty and Kodak datasets.

[98]). Therefore, in addition to considering the nine algorithms detailed above, we train three
additional models: one which only considers the scores predicted by a model trained on CNN features, one with only the hand-crafted features from YCF, and a model which considers all features
except those that predict the probability of being high quality image based on the CNN features,
and SIFT and Color Fisher Vectors (denoted “NoDLFV” in Table 4.2). Table 4.2 shows the model
performance for the various feature sets as evaluated by the correlation coefficient for each model.
As we can see from Table 4.2, even features crafted by early algorithms are effective for
predicting photo quality, as evidenced by the competitive correlation coefficient we see for the
first two algorithms in 2006 (DATTA, KE) as compared to the more recent methods (VQ, YHB).
If we compare the performance of the algorithms between the two datasets, we see that although
the algorithms perform better on the Kodak dataset, the algorithms generally exhibit the same
trend in the performance on both datasets. The better performance of algorithms on the Kodak
dataset can be explained by the way scores were obtained: in the Kodak dataset, each image was
scored by the same four people, as opposed to the CrowdFlower platform where a diverse group
of people rate each image (resulting in a larger variance in the scoring from image to image).
The last column of Table 4.2 shows the results for the pre-trained CNN features, obtained
as described above from the ImageNet pre-trained VGG16 model. We can see that, despite the
absence of fine-tuning, the features perform very well, giving us the second/third best results
among all of the feature sets for the HiddenBeauty / Kodak dataset respectively.
One of our original goals was to observe ways of combining hand-crafted features and deep
learning, and thus we observe two models: “NoDLFV” and “ALL”, which will be described in the
next section. Combining all hand-crafted features results in an improvement as compared to the
YHB (the best single algorithm). Furthermore, one of the ways we can combine HC features with
DL, is to use pre-trained CNN features to compute a quality meta-feature, and then concatenate it
to them, resulting in improvement in performance of predicting aesthetics as can be seen in Table
4.2.

4.3.4

Feature Elimination

Although combining all of the features improves results by a small margin, computing the features
for all algorithms is computationally inefficient. Therefore, in this section we investigate how
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many of the features are actually needed to achieve a good performance in predicting aesthetics
on the HB dataset. To determine the top features, we will perform Recursive Feature Elimination
(RFE) [30], which itself is an instance of Backward Feature Elimination [52]. RFE is an iterative
procedure and can be simply described as the following sequence of steps [30]:
1. Train the classifier (optimizing the parameters θ with respect to a loss function lθ )
2. Compute the ranking criterion D(Xi ) for each feature Xi
3. Remove the feature with the smallest ranking criterion.
At each step, we train a learner to predict the aesthetics scores and, based on the ranking of
all features, we remove the feature with the lowest ranking criterion and retrain the model with
remaining features. We use the gain of each feature (defined as “improvement in accuracy brought
by a feature to the branches it is on”[26]) as a ranking criterion for the individual features as it
is the most intuitive way to measure feature importance among the three metrics. The gain-based
ranking criterion is similar to the Mean Decrease Impurity importance (MDI) [67]
D(Xm ) =

1 X
NT

X

p(t)∆i(st , t),

(4.4)

T t∈T :v(s−t)=Xm

where i(t) is any impurity measure. In our case the impurity or gain of each feature will depend
of the loss function used to optimize the learner.
In order to observe how the performance of the model changes with each removed feature, at
each step we perform a 10-fold cross-validation on the current features where we predict the mean
aesthetic score. For a more formal description of RFE, please see Section 3.2 of [30].
Aesthetic inference
Figure 4.2 shows the variation of r2 in predicting the mean aesthetic score with respect to the
number of considered features (the abscissa covers a shorter range, since there is no change in
performance for more than 100 features). As we can see in Figure 4.2, many of the features contain
information that could be considered complimentary and, thus, do not improve the performance
past roughly 40 features. As can be expected, “ALL” features perform slightly better in terms of
predicting the overall score than the “NoDLFV”. Although the performance of the “NoDLFV”
features is arguably constant even with 250 features removed, we see a much sharper drop in the
performance as compared to “ALL” if we keep removing additional features past this point. This
could indicate the strength of the DL Probability feature and how much the “quality” of the image
is related to the aesthetics score.
Figure 4.2 shows “Some8” and “No8” feature sets in which part or all of the features from VQ
algorithm were respectively removed in order to study its impact on the regression performance
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Figure 4.2: Regression performance as the function of top k features on the HB dataset. The
vertical line at k = 75 indicated a point after which the regression performance remained approximately constant.

since when observing the top 75 features, a large proportion of the features came from this algorithm. As can be seen, the performance of the learner is the same and thus corroborating the
notion of the complementarity/redundancy of some of the features. This can further be seen by
comparing the top features of the different feature sets. In NoDLFV, many of the features from
VQ pertained to Color Harmony and Colorfulness. Once all of the features from the VQ algorithm
were removed, features describing similar information took their place, e.g. the Color Harmony
and Hue Complexity features from CBPQ [100].
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Figure 4.3: Classification performance as the function of the number of top k features HB dataset.
The vertical line at k = 25 indicated a point after which the classification performance remained
approximately constant

Binary Classification
In order to perform classification, the HiddenBeauty dataset is split at the mean score µ, i.e. images
with scores ≥ µ + δ are assigned to the “high” quality class and images with scores ≤ µ − δ are
assigned to the “low” quality class. Then we compute the binary accuracy, as defined in (4.1), of
the predicted labels for the HiddenBeauty dataset based on the 10-fold CV, as described previously
in section 4.3.2. Figure 4.3 shows the classification performance as a function of the top k features.
Similar to regression, the “ALL” features achieve a better performance, due to the DL probability
feature as can be seen in Table 4.3. It was found that, for classification, only 25 features are needed
to achieve the full performance as opposed to the top 40 for regression. This can be attributed to
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Classification

ALL

NoDLFV

ALL

NoDLFV

A6 f25: DL Probability
A2 f5: Blur
A6 f26: Sift FV Probability
A2 f9: EdgeDist Low
A8 f92: White Balance 6
A4 f9: Dark Channel
A1 f1: mean intensity
A4 f15: Spatial Complexity Rela
A1 f5: ROT mean H
A2 f7: Tong BlurExtent

A2 f5: Blur
A8 f92: White Balance 6
A1 f55: V DOF Ind
A4 f15: Spatial Complexity Rela
A2 f9: EdgeDist Low
A1 f22: Size feat
A2 f1: BBox Edges
A2 f7: Tong BlurExtent
A4 f9: Dark Channel
A1 f7: ROT mean V

A6 f25: DL Probability
A2 f5: Blur
A1 f54: S DOF Ind
A9 f17: Itten H07
A6 f26: Sift FV Probability
A2 f7: Tong BlurExtent
A2 f9: EdgeDist Low
A9 f13: Itten H03
A8 f92: White Balance 6
A4 f9: Dark Channel

A2 f5: Blur
A8 f92: White Balance 6
A9 f17: Itten H07
A9 f27: Itten S05
A2 f9: EdgeDist Low
A2 f1: BBox Edges
A1 f22: Size feat
A9 f14: Itten H04
A4 f14: Spatial Complexity Bkgd
A1 f55: V DOF Ind

Table 4.3: Top 10 performing features for regression / classification on ALL / DLFV features sets.

the complexity of predicting the continuous aesthetic scores: trying to predict the aesthetic scores
is much harder task, since notion of beauty or aesthetics of an image is very subjective and thus we
are likely to be learning some of the underlying noise. Dividing the images into high or low quality
and predicting binary label is an easier task. Table 4.3 lists the top ten features (as measured by
the gain factor described above) for the different tasks and feature sets tested for classification and
regression. Interestingly, the top two performing features do not change from regression to binary
classification. In all tasks and datasets, features that measure technical quality of images (Blur
or White Balance) rank very high in importance. However, in classification, we see much higher
importance placed on features related to color (Itten).

4.3.5

Model and feature analysis by categories
All
0.665

Animals
0.678

Nature
0.508

People
0.592

Urban
0.617

Table 4.4: Comparison of the hand-crafted feature performance in predicting aesthetics score in
terms of the correlation coefficients for the HiddenBeauty image categories.
The content of images is known to affect the attributes that describe the image the best [100].
In our analyses of the category-specific features, we consider the HiddenBeauty dataset since it
separates all of its images into one of following categories based on content: people, urban, nature,
and animals. For the purpose of this investigation, we assume that category of an image is known
to us beforehand. We measure the importance of all the features by first concatenating the feature
extractions from the explored feature sets and then use previously described RFE to uncover the
top performing features for each category.
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Figure 4.4: Regression performance as the function of the number of top k features the different categories of the HB dataset. The vertical line at k = 40 indicated a point after which the
regression performance remained approximately constant

The resulting r2 values computed with 10-fold CV for each category are listed in Table 4.4.
As we can see, images of animals achieve the best performance in predicting their aesthetic score,
followed by the urban, people and nature categories. The nature category proves to be particularly
difficult due to the diversity of its contents: the nature category includes a wide variety of images
depicting landscapes, plants and animals (i.e. smaller animals such as bees on a flower or a bird
flying around tree). Figure 4.4 shows the regression performance as a function of the number of
features. Similar to regression with all of the categories, the performance stays roughly the same,
until the number of remaining featuring is ∼ 40, after which we see a drop-off in the performance
with decreasing number of features. It is interesting to observe the drop-offs, because as the
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Nature

People

Urban

A6 f25: DL Probability
A2 f1: BBox Edges
A2 f9: EdgeDist Low
A2 f5: Blur
A4 f9: Dark Channel
A8 f10: Dark Channel 5
A7 f13: Sharpness
A1 f55: V DOF Ind
A1 f1: mean intensity
A3 f2: Lightning

A6 f25: DL Probability
A2 f5: Blur
A9 f27: Itten S05
A9 f34: Symmetry
A1 f7: ROT mean V
A1 f4: mean hue
A6 f26: Sift FV Probability
A2 f7: Tong BlurExtent
A1 f43: P3 Relative Size
A8 f147: Eye Sensitivity 7

A6 f25: DL Probability
A2 f5: Blur
A2 f9: EdgeDist Low
A2 f7: Tong BlurExtent
A8 f92: White Balance 6
A1 f6: ROT mean S
A6 f9: Channel Contrast b
A4 f9: Dark Channel
A6 f26: Sift FV Probability
A4 f18: F2 Shadow area

A6 f25: DL Probability
A9 f30: Itten V03
A4 f16: Hue Complexity
A8 f1: Sal Region Area
A2 f5: Blur
A6 f21: Noisiness
A2 f7: Tong BlurExtent
A1 f22: Size feat
A7 f13: Sharpness
A3 f10: Color Harmony 6

A2 f1: BBox Edges
A2 f9: EdgeDist Low
A2 f5: Blur
A8 f10: Dark Channel 5
A4 f9: Dark Channel
A1 f1: mean intensity
A1 f54: S DOF Ind
A1 f17: V WVT feat L2
A6 f23: Dominant Color a
A1 f7: ROT mean V

A9 f27: Itten S05
A2 f5: Blur
A9 f34: Symmetry
A1 f7: ROT mean V
A1 f4: mean hue
A8 f144: Eye Sensitivity 4
A2 f9: EdgeDist Low
A1 f43: P3 Relative Size
A1 f55: V DOF Ind
A1 f1: mean intensity

A2 f5: Blur
A6 f9: Channel Contrast b
A2 f9: EdgeDist Low
A2 f7: Tong BlurExtent
A8 f92: White Balance 6
A4 f18: F2 Shadow area
A2 f1: BBox Edges
A9 f16: Itten H06
A1 f1: mean intensity
A1 f22: Size feat

A1 f1: mean intensity
A2 f5: Blur
A1 f22: Size feat
A8 f1: Sal Region Area
A6 f21: Noisiness
A2 f7: Tong BlurExtent
A4 f16: Hue Complexity
A4 f13: Spatial Complexity Fore
A4 f9: Dark Channel
A9 f16: Itten H06

Table 4.5: List of the top performing features for each of the four image categories of the HiddenBeauty dataset. Each row shows the algorithm number, based on the order presented in Section
3. and its description. Features on the bottom are the top-performing features without the quality
meta-features (NoDLFV).

number of features is ≤ 20, we can see that people and urban categories observe much smaller
drop-off as compared to the animals and nature. Table 4.5 shows the best performing features
for the different categories with (top) or without (bottom) the quality meta-features. As can be
seen from the top of Table 4.5, in all categories the DL Probability (probability of being high
quality image based on the CNN features) is the most informative feature for predicting continuous
aesthetic score.
The bottom of Table 4.5 provides us with information about the type of features that are important to predicting the scores for images in each category without higher-level meta features. It is
observed that features describing sharpness or technical quality of the image are important across
all of the categories (e.g. features measure blur in [47], Wavelet-based features aiming to capture
the Depth of Field (DOF) in [20]). Features capturing different properties of color are observed to
be among the most informative for all of the categories (e.g. Mean Hue and Hue Complexity). It is
interesting to note that some of the most important features in each category are very intuitive. For
example, in the animals category, the single most important feature is the first feature described
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in [47], which measures the normalized area of a bounding box enclosing 90% of the edge energy
in the image. Such a feature is important, since it highlights images with well-defined subjects
(animals in the foreground of a blurred background). Often, many of the most appealing images
of landscapes and flowers have vivid color. This notion is captured by the best-performing feature
for the nature category: a bin in the Itten histogram [74] which measures the number of pixels in
the image with high saturation. Similarly, many of such images are very symmetric, as is captured
by the Symmetry feature, which measures the absolute difference between the Histogram of Oriented Gradients (HOG) descriptors of the left and right halves of the image [94]. Lastly, for the
people category, some of the most important features measure the shadow area on faces (isolated
by a pre-trained face detector) and white balance in the image. This corroborates the notion that
lighting of the faces affects our perception of the image [100].

4.4

Combining the CNN and HC features

In this section, we investigate the possibility of improving the performance of deep learning models by fusing hand-crafted features with CNN activations from the penultimate layers of the networks and use them to predict both the mean aesthetics score on the HB dataset and high / low
quality images in the AVA dataset. In combining the HC features, we consider the top-performing
hand-crafted features after feature elimination based on the assumption that they will provide the
most discriminatory power (we examine both inclusion and exclusion of the DL Probability and
Fisher Vector features in the respective combinations).

4.4.1

Choosing baseline CNN features

In this section, we describe the comparison of a sample of popular baseline CNN architectures,
of which we choose two to be combined with HC features. As can be seen in the recent review
by Deng et al. [23], many of the baseline models and proposed architectures are based on the
popular AlexNet [55], which first achieved state-of-the-art results on the ImageNet competition.
We perform a baseline comparison of the following four models: VGG16 [98], VGG19 [98],
ResNet50 [33], and Inception [99]. We provide this comparison in order to choose a strong model
to compare against the HC features in the following section and to avoid biasing our results by
comparing them to weak baseline models.
Experimental Setup
In order to evaluate the different baseline CNN models, we use the CUHKPQ dataset, where we
predict the High/Low quality of the images. In estimating the performance of the algorithms, we
utilize 80-20 training-testing splits for classification. In order to better estimate the score, we take
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the mean of 20 trials, where we randomly perform a split and calculate the respective metrics. For
classification, we report the overall accuracy, defined as
Overall Accuracy =

TP + TN
,
P +N

(4.5)

where T P is the number of true positive examples, T N is the number true negative examples and
P + N is the total number of images.
VGG16
0.918

VGG19
0.920

ResNet50
0.936

InceptionV3
0.894

Table 4.6: Classification performance of the CUHKPQ dataset on the baseline CNN features for
CNN models pre-trained on the ImageNet dataset.
All of the models evaluated were top performers in the ImageNet competition, and thus they
provided good baseline results both in terms of classification accuracy and regression. Table 4.6
shows that even baseline features from the penultimate layers of all of the models do a reasonably
good job in predicting the quality of images in the CUHKPQ dataset as compared to summarized
results in [23], with ResNet50 model achieving the best performance and InceptionV3 achieving
the worst (not to be considered further).

4.4.2

Improving CNN performance with HC features

Section 4.3.3 considered a way of combining HC and CNN features by using CNN activations to
construct a model to predict the meta-feature, indicating the probability of the image being high
quality based on the training set of images in the CUHKPQ dataset. This meta-feature is then
considered as one of the HC features. In this section, we explore two ways of fusing hand-crafted
features, XHC , and learned CNN activations, XCN N , from the penultimate layer of the network:
early (classification / regression) and late (classification) fusion. In early fusion, the HC features
are concatenated with the CNN features into a single features representation,
Xearly = [XHC ; XCN N ] ,
which is then used to learn a function f : Xearly → Y. Alternatively, we explore a late decisionlevel fusion by model stacking, where we learn two levels of models (this necessitates splitting the
training set features for the particular dataset into two parts). In the first level, we learn separate
models fHC and fCN N , based on HC and CNN feature representations respectively (using the
first part of each XHC and XCN N ). Then we use the second model
fstack : [fHC ; fCN N ] → Y
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Figure 4.5: Structure of the general pipeline, where we concatenate the HC features with CNN
activations.

Figure 4.6: Regression performance on the HiddenBeauty score for various CNN models and their
combination with HC features.
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AVA handcrafted features (2012) [80]
Kao et al. (2016) [46]
RAPID - improved version (2015)[68]
DMA net (2015) [69]
Kao et al. (2016) [45]
Wang et al. (2016)[106]
Kong et al. (2016)[53]
Mai et al. (2016) [75]
BDN (2016)[108]
ILGNet (2017) [43]
VGG16
VGG16 Early Fusion
VGG16 Late Fusion
ResNet50
ResNet50 Early Fusion
ResNet50 Late Fusion
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Overall Accuracy
68.00
74.51
75.42
75.41
76.15
76.94
77.33
77.40
78.08
79.95
79.41
80.83
81.65
81.27
81.79
81.95

Table 4.7: Classification performance of different models on the AVA dataset.

H1 : πA =
6 πB
H1 : πA < πB

VGG

ResNet

1.176e−8
5.5881e−9

0.01482
0.00741

Table 4.8: The following table shows the p-values for the one-sided and two-sided McNemar Test
[25] at the significance value of α = 0.05

to learn a function to combine the decisions of the first-level models. As we will show, both early
and late fusion approaches on average improve the performance in prediction of both the mean
aesthetics score and binary classification (see Figure 4.5).
Figure 4.6 shows the summary of results for predicting mean aesthetic score, where the “baseline” R2 comes only from the CNN features, whereas “Comb ALL/NoDLFV” combine the HC
and CNN features2 . As we can see from our results, simply concatenating HC features and CNN
gives a more significant improvement as compared to using CNN features as a meta-feature. Al2

The William’s test for the difference between correlated correlations return a value of t = −5.41 and p =
6.2e−8 < α = 0.05 for the regression performance before and after adding HC features to ResNet CNN features,
suggesting this improvement is statistically significant.
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Model

ResNet

VGG16

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15

A2 f6: Tong Per
A2 f1: BBox Edges
A8 f126: Color Harmony 4
A8 f128: Color Harmony 6
A9 f34: Symmetry
A6 f19: X Sharpness
A9 f1: Contrast
A9 f45: Contrast
A8 f5: ROT4
A8 f4: ROT3
A6 f17: ColorComp V2
A8 f130: Color Harmony 8
A8 f132: Color Harmony 10
A9 f9: Arousal
A9 f27: Itten S05

A2 f6: Tong Per
A6 f19: X Sharpness
A2 f1: BBox Edges
A8 f126: Color Harmony 4
A8 f128: Color Harmony 6
A6 f20: Y Sharpness
A8 f140: Color Harmony 18
A9 f34: Symmetry
A9 f45: Contrast
A8 f4: ROT3
A9 f1: Contrast
A8 f132: Color Harmony 10
A8 f114: Colorfulness 1
A8 f5: ROT4
A9 f16: Itten H06
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Table 4.9: Top 15 performing Hand-Crafted features for the models combining HC and pre-trained
CNN features.

though fine-tuning VGG16 to predict binary scores on the CUHKPQ dataset does provide better
baseline features, the baseline features are combined with HC features, and we see a very negligible difference between the two models. Additionally, including the meta-features to predict the
quality of the images based on CNN and FV provides little improvement. Figure 4.6 shows that
ResNet50 achieves better results than VGG16 and achieves a smaller improvement when concatenating it with HC features.
In order to quantify the improvement HC features can provide in a real world scenario, we train
a binary classifier based on early and late fusion approaches described earlier to predict the high /
low quality of images on the AVA dataset. Similar to strategy used in previous papers [43, 68, 80],
the AVA dataset is split into high / low quality images by assigning those images with a score ≥ 5
to the high quality class with roughly 235,000 images being used for training and 20,000 images
for testing.
Table 4.7 lists the performance of the various algorithms. Although both of the baseline networks achieve very good performance in predicting the binary aesthetics, an improvement of up
to 2.2% can be achieved by fusing the network features with HC features, with decision-level fusion achieving a bigger improvement as compared to feature-level fusion. Table 4.8 shows us the
2

For the training/testing splits, please see https://github.com/BestiVictory/ILGnet [43]
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(a)

(b)

(c)

(d)

(e)

(f)

Figure 4.7: Sample images from the AVA dataset. (a) Top correctly classified images of High
Quality. (b) Top correctly classified images of Low Quality. (c) Incorrectly classified images
of High Quality. (d) Incorrectly classified images of Low Quality. (e) Images of High Quality
that were correctly classified by concatenating HC features. (f) Images of Low Quality that were
correctly classified by concatenating HC features.
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Figure 4.8: Feature Importance (Gain) of the k th feature.

p-values for comparing the classifiers A (baseline) and B (fusion) tested at the significance level
of α = 0.05. As can be seen, in each case we have that p − values < α, indicating we should
reject the null hypothesis H0 at the 5% significance level. This suggests that the fusion of CNN
and HC features does indeed improve the performance of the models.
Figure 4.7 shows sample images that were correctly classified by the models with combined
features (Figure 4.7 (a) and (b)), misclassified (Figure 4.7 (c) and (d)), and images classified by the
models with the combined features but misclassified by the models based only on the pre-trained
features (Figure 4.7 (e) and (f)).
Since each baseline achieves a significant improvement after feature fusion, we can examine
the top-performing HC features for the different models and understand, for example, the type of
high level knowledge that is approximated by the HC features and missing from CNN, as well
as the differences between the various CNN models. Table 4.9 shows the fifteen most important
hand-crafted features (note that among the top 100 features as ranked by the gain-based ranking
criterion, 30 and 49 features are hand-crafted for the RESNET and VGG16 model, respectively),
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Figure 4.9: Plot of the distribution of the top performing hand-crafted features across the high and
low quality classes.

and Figure 4.8 shows the plot of the feature importance as quantified by the gain in descending
order for the top features. It can be seen that both of the models use very similar features to
improve aesthetics classification, which include features that relate to photographic rules used by
professional photographers, e.g. Symmetry features of A9 or features that measure sharpness / blur
of photographs. Despite both of the feature sets using features that capture similar information,
HC features have a larger impact in improving the performance of the model when concatenated
with VGG features as opposed to ResNet features (HC features improve VGG model by 2.2% as
opposed to 0.7 % with ResNet).
To gain a better understanding of the images that were correctly classified with HC features,
in Figure 4.9 we plot and examine the distribution of the values across the high and low quality
classes of the top performing features as judged by the model. The best-performing HC feature
for both of the models is the Wavelet-based Per feature defined in [104] measuring blur, where
an image is said to be un-blurred if Per is greater than some threshold. We can see from the
first plot that images of high quality indeed have a higher value Per and thus are less “blurry”.
Similarly, BBox edges feature estimates the size of the bounding box enclosing 90 % of edge
energy in the image [47]. Intuitively, if the image has a defined subject, most of the edge energy
should be concentrated within a smaller box, which is indeed true. The ROT3 feature estimates
the normalized distance from the center of mass of a saliency map to the anchor points of an
image (see Figure 4.1). As we can see, the images with higher quality tend to have lower distance
to one of the anchor points, suggesting a better adherence to the rule of thirds in photography
composition.
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Future work and limitations
Our work in this paper has focused on improving the predictive performance of deep learning
features by their fusion with hand-crafted features. We showed that such fusion can improve
the performance over baseline prediction on several datasets and paradigms (classification vs.
regression). One of the factors that could be explored in the future work is the influence of the
number of training examples on the marginal improvement of fusing hand-crafted features over
the baseline deep features. We saw an improvement in predictive performance on all 3 of datasets:
Kodak Aesthetics dataset, HiddenBeauty dataset, and AVA dataset with rouhgly 1500, 15 000, and
250 000 examples respectively. From the Universal Approximation Theorem (UAT) [19] we know
about the expressive power of neural networks. The UAT states that “a neural network with a single
hidden layer can approximate arbitrarily well a continuous function”. Thus it could be expected
that as the number of examples available to us approaches infinity the marginal improvement in
performance by fusing the neural network features with hand-crafted features would approach
zero. Though this is a valid concern, one of the main problems in many domains is often the lack
of large datasets.

4.5

Conclusion

In this chapter, we studied and compared a selection of algorithms that use hand-crafted features
designed to assess image aesthetics. We show that even early algorithms can provide adequate results in their efficacy of predicting image aesthetics as compared to more recent methods based on
hand-crafted features. We can achieve an additional improvement in aesthetic prediction accuracy
by combining all of the features together and attain a performance close to that of a model trained
on learned CNN features. By performing feature elimination, a good performance for classification / regression can be achieved for a specific combination of just 25 and 40 features respectively
out of more than 300 features. Furthermore, we can see that even if we remove a large portion
of features (in our case these were features from Algorithm 8), we achieve a very similar performance with features from different algorithms that captured very similar information (e.g. Color
Harmony from A4 vs A8). By analyzing the combination of all features on the different categories,
we find that the most important features of each category are intuitively important for each of the
categories. Furthermore, when fusing HC features with pre-trained deep learning features, we can
achieve a significant improvement in predicting both a continuous aesthetic metric, and predicting
a binary high / low quality score with improvement up to 2.2% in classification accuracy.
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Appendix
The McNemar’s Test 3 is a hypothesis test for comparing populations proportions, considering
the fact that the data come from two dependent matched-pair samples [25] (i.e. the predictions
of the classifiers are trained and tested on the same training / testing splits). Assuming a learners
A and B and their corresponding decisions functions fA (x) and fB (x) were trained on the same
training set, let {ŷiA } {ŷiA } be the predictions for the test set obtained from the learners A and B
respectively. Then the two-sided test for comparing the accuracies of the models is:
H0 : πA = πB
H1 : πA 6= πB
where πi represents the misclassification rates of the two models (in our case, the model A
corresponds to the model trained will solely deep features B is the model that combines the
CNN features with HC features). Alternatively, we can test the the the alternative hypothesis
H1 : πA < πB .

3

See M ATLAB function testcholdout for an implementation of the algorithm.

Chapter 5

Aesthetic Inference for Smart Mobile
Devices
In the previous chapter, we explored hand-designed features and their possibility in aiding baseline
deep learning features in predicting image aesthetics. Although, the raw performance is often of
interest, in this chapter we focus on quantifying how well we can predict image aesthetics in the
case where we have limited computational resources on devices such as cell phones. We show
that even with constrained resources, we can achieve adequate results in aesthetic ranking, which
can also be used for aesthetic cropping. Aesthetic ranking networks are shown to perform near
state-of-the-art as compared to aesthetics-based image croppers.

5.1

Introduction

Mobile phones and their cameras have come a long way in the last fifteen years. Nokia 7650,
one of the first camera phones released in the June 2002, featured a 4MB of memory and a 0.3
megapixel rear camera which captured images with a resolution of 640 × 480 pixel [112]. This
is a far cry from the cameras that we see today, such as the rear camera of the recently released
iPhone X, which features a 12 megapixel dual-lens camera capable of shooting 4K video [111].
Additionally, the phones have seen exponential increases in the available storage memory with
phones often starting at 64 GB, e.g. the OnePlus 5 or the iPhone 8, allowing for users rarely having
to transfer and manage the media on their phones. This allowed the smart-phones to become one
of the main media through which people capture and share their daily lives and special moments
such as outings with friends or birthdays, resulting in thousands of photos being stored on each
user’s phones, for examples see Figure 5.1. This gives rise to several problems, such as memory
management or photo curation.
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(a) Born to be Wild1
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(b) Pets2

Figure 5.1: Examples of photographic images takes by cell-phones.

In addition to the significant improvement in the camera quality, we have seen the incredible
increase in the computational power present in mobile handsets, e.g. the Apple A11 processor
which achieved better GeekBench benchmark scores as compared to a recent laptop Intel processor
[59]. This impressive feat, along with special purpose hardware (e.g. the Visual Processing Unit
of the Google Pixel 2), can allow us to run more sophisticated algorithms whether it is for image
intelligence or for image processing itself.
Determining aesthetic appeal is a challenging problem since it relies on various image properties (e.g. technical quality, composition, color contrast) as well as context (i.e. presence of
other images). Despite its challenging nature, aesthetic inference has made significant progress
due to the emergence of large labeled datasets (e.g. AVA dataset [80]) enabling learning based
approaches. Such datasets are described in Section 2.2.1. In this study we aim to understand
how well CNN models perform aesthetic inference under constrained resources. The ability to do
aesthetic inference on our phones could enable algorithms that better organize our photo-albums,
automatically remove bad images or predict image enhancements (e.g. cropping). Although both
global and local details are very important in judging image aesthetics, as Joshi et al. [44] point
out, we do not necessarily consider individual elements of an image rather we view it as a whole.
More specifically, we utilize the MobileNet [36] architecture, and investigate how varying the size
of the input images and α (the parameter controlling the layer depth), affect the performance of
these architectures in terms of their ability to do binary classification of images into High / Low
quality categories, ranking images, and using them as part of an image cropping algorithm. To the
2
2

by Margarita Iskandarova. Source: Mobile Photography Awards
by David Pierce. Source: Wired

CHAPTER 5. AESTHETIC INFERENCE FOR SMART MOBILE DEVICES

81

best of our knowledge, our study is the first to investigate the performance of aesthetic inference
for models aimed at mobile devices. Our main contribution is three-fold:
• We train sixteen different variations of the MobileNet architecture for aesthetic inference
• We compare the effect of image size and layer depth of the performance of the models.
• We report the results for two standard benchmark datasets: AVA dataset [80] and Flickr
Cropping Database [15]
The rest of the chapter is organized as follows. In section 2. we briefly review the related work
on efficient neural network models. Section 3. and section 4. discuss the MobileNet architecture
and and its modification for aesthetic inference and evaluation. In section 5. we discuss the results
of predicting aesthetics using various MobileNet architectures and demonstrate their use for image
cropping.

5.2

Related Work

Despite the dominance of deep learning methods in state-of-the-art computer vision, they are
still mostly used with specialized hardware (e.g. Graphical Processing Units). A desire to run
these models on smaller devices due to their strong performance on various computer vision tasks
resulted in research trying to build smaller and more efficient models, mainly focusing on either
compressing larger models, training smaller models and creating architectures with more efficient
operations.
MobileNet is an efficient architecture based on Separable Convolution operation, which was
previously used in the early layers of Inception-V3 [99], and later in the Xception architecture as its
major building block, achieving then state-of-the-art results. Flattened Networks further factor out
the 2D filters into two separate horizontal and vertical filters [42]. Some of the other approaches
used to create more efficient networks are by parameter pruning [62, 78] , factorization [39],
quantization [105] or knowledge distillation [35]. It is interesting to note that these approaches are
complimentary, and thus could be further used to optimize the latency of the networks running on
mobile devices.

5.3

Methodology

Early aesthetic inference algorithms mostly focused on predicting the aesthetics of an image by
trying to assign it to a High or Low quality category. However, in the case of a photo collection
one is more interested in the relative image quality or beauty. Therefore we treat the problem
as a joint ranking and regression problem. We use the MobileNet architecture recently proposed
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Figure 5.2: Figure showing the high-level architecture of our model with the multiple outputs
(left), and possible uses for such model (right).

by Howard et al. [36]. Figure 5.2 provides the architecture that was optimized for aesthetics
inference and some envisioned uses of the trained models (top shows image cropping and bottom
photo album curation). We first provide a brief overview of the MobileNet architecture and then
go on to describe the modifications and training methodology in the subsequent sections.

5.3.1

MobileNet architecture

The base network architecture presented in [36] takes as an input a batch of images (each image is
normalized to have input values between -1 and 1) and applies standard convolutional layer to the
input. The output of the first layer is further processed with 13 depthwise separable convolutions.
A global average pooling layer is applied to the last convolutional feature map to reduce image
representation, followed by a fully connected layer, whose shape is determined by a given task (e.g.
1000 neuron softmax layer for ImageNet classification). The depthwise separable convolution is
composed into two separate operations: a depthwise convolution applying a separate n×n filter to
each of the m input channels, followed by a 1 × 1 convolution which serves to create new features.
This decomposition results in reduction of computation by up to 9 times with a minor loss in
accuracy [36]. In order to control the computational cost and number of trainable parameters
in the architecture, Howard et al. introduce two parameters [36]. A width multiplier, α, which
controls the number of input and output channels of individual layers, has direct influence on both
the computation and the number of trainable parameters in the networks. The resolution multiplier,
ρ, modulates the size of the input and only affects the computational cost of each model at the risk
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of reducing the amount of information available to the model.

5.3.2

Multi-task Training

Much of the previous work on predicting image aesthetics focused on distinguishing between
“good” and “bad” images, which however could make it more difficult and arbitrary to assign
images near boundaries of the classes in datasets (i.e. arbitrarily defined boundaries created by
thresholding a continuous score). Inspired by Kong et al. [53], we optimize the network to both
predict the absolute aesthetics score, as well as to predict the relative ranking of two images by
optimizing both a regression and ranking loss, but we do not use additional layers to predict either
aesthetic attributes or content of the images.
Regression Loss
We first aim to predict the continuous aesthetics score for each image by minimizing the l2 loss
between the predicted score, ŷ, and the ground truth score, y,
lreg =

N
1 X
kyi − ŷi k2 .
N

(5.1)

i=1

Ranking Loss
When looking at images, humans often judge their appearance on a relative scale by comparing
them against other images, for example when trying to pick the best images out of an album. To
improve the fine-grained aesthetics inference, we include the hinge ranking loss given by:
1 X
max(0, ξ − δ(yi1 ≥ yi2 )(ŷi1 − ŷi2 ))
(5.2)
lrank =
N
where δ(yi1 ≥ yi2 ) is 1 if yi1 ≥ yi2 otherwise it takes the value of −1, and ξ is specifies the margin
parameter.
Difference Loss
Inspired by [107], in addition to the regression and ranking losses, we add an additional pathway
to predict the difference in aesthetic scores between two images. The feature activations from
the two images I1 and I2 from the pen-ultimate layer of each column are concatenated together
and fed into a fully-connected layer to predict the difference ŷdif f between the aesthetics scores
d = yi1 − yi2 . We use the euclidean l2 loss to optimize it:
ldif f =

N
1 X
kydif f − ŷdif f k2 .
N
i=1

(5.3)
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Therefore the total loss used to optimize the network is
ltotal = a1 · lreg + a2 · lrank + a3 · ldif f ,

(5.4)

where ai are un-normalized constants to control the trade-off between different training objectives.
In order to facilitate training pairs of images, we employ the Siamese network architecture
[11] with shared weights, where the base column is the MobileNet architecture. For each of
the columns we remove the top layer originally used for classification and use features from the
penultimate layer to predict the absolute aesthetics score for the images. Furthermore, the features
from each column are concatenated as an input to another fully-connected layer used to predict
the difference score between two images. At test time, we can either decide to use both of the
columns to directly predict the score difference, or for more efficient processing, we can simply
eliminate the extra branch predicting a difference in aesthetic scores and use only one column of
the Siamese network to predict the aesthetics score.

5.4
5.4.1

Experimental Setup
Evaluation Datasets

The Aesthetic Visual Analysis (AVA) dataset is one of the largest datasets available for working
with aesthetic preferences with more than 250,000 images[80]. The images were sourced from
www.dpchallenge.com, a website housing a community of amateur and professional photographers. Each image in the dataset received between 78 and 549 votes, with an average of 210 votes
per images. Each image is given a score on scale 1 − 10 and then the average rating is considered
to be the ground truth aesthetic score for the image. Along with aesthetic ratings, images come
with 66 semantic and 14 photographic style annotations (e.g. High Dynamic Range, Soft Focus,
etc.).
The Flickr Cropping Database (FCDB) dataset is a recently introduced dataset for evaluation
of image cropping algorithms [15]. In order to improve the generalization of the dataset, they
collect images in a wider quality range (previous datasets were slightly biased towards high-quality
photograph). The dataset contains a total of 1,743 images and provides a ground truth image / crop
pair as well as sets of ten crop pairs for each image and their relative ranking.

5.4.2

Training details

The MobileNet architecture was implemented using the TensorFlow [1] Neural Network library.
The base-column models were initialized with weights pre-trained on ImageNet dataset, and the
fully-connected layers for predicting aesthetic scores and difference were initialized with random
uniform distribution with mean of 0 and standard deviation of 0.1. Each model was trained for
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Figure 5.3: Figure showing the tradeoff between the rank-order correlation for the AVA dataset
and computation efficiency of individual models (measured in millions of multiply-accumulates,
MACs). The points with the same color are models that share same width multiplier. The increase
in performance in models of the some color is result of increasing image size.

30,000 steps, optimized using the Momentum Optimizer with a learning rate of 0.0001 and momentum of 0.9 with a batch size of 128. Similar to [36], we choose α ∈ {0.25, 0.5, 0.75, 1.0}
and ρ such that the resulting image sizes are {128, 164, 192, 224}. For each image we take its
center crop, resize the image to 256 × 256 pixels, randomly apply image rotation, scaling and
take a random 224 × 224 sub-crop from the center-crop. For the columns, we do not use any
specific sampling technique - we randomly choose 128 images and split them into two batches of
64 images and feed them into the different columns.
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Performance evaluation

In order to understand the performance of the different models on the AVA dataset, we report the
Spearman’s Rank-Order Correlation coefficient, which can be calculated as
P
6 ni=1 d2i
rS = 1 −
,
(5.5)
n(n2 − 1)
where di = ui − vi , and ui and vi represent the rank of the ith ground-truth and predicted scores
respectively [123]. Furthermore, in order to compare the results of the AVA dataset to previously
published methods results, the predicted aesthetics scores ŷ are assigned to high quality class if
ŷ ≥ 5. Thus for the AVA dataset we also report the binary accuracy defined as
TP + TN
,
(5.6)
P +N
where T P is the number of true positive examples, T N is the number true negative examples and
P + N is the total number of images.
Overall Accuracy =

5.5

Results

In this section we study the effect varying the input size and width multipliers on aesthetics inference using the AVA datasets and explore using the models for image cropping. Similar to previous
papers, we use the AVA train / test split with roughly 235,000 and 20,000 images respectively.3 We
further subdivide the training set into train / validation splits for the purpose of parameter tuning.

5.5.1

Aesthetic Inference

We first study the impact different combinations of loss functions have on the full model. The various model configurations will be denoted as MobileNet-resolution multiplier-depth multiplier, e.g.
MobileNet-192-0.75 would be a model configuration where input image size is 192 at each side
and depth multiplier (controling model complexity) is set at 0.75. Table 5.2 compares the ranking
correlation of the the full MobileNet model trained with different loss combinations, where each
used the same training procedure described earlier. From the results in Table 5.2 for the different
loss combinations, we can see that the difference loss (“DifF”) was able to significantly improve
the ranking of the images as compared to the ranking loss (“Rank”). In combination, they improve
the ranking correlation even further giving us ranking correlation of 0.5735.
3
The particular training/testing splits are the same as ones used in [43] and can be found at: https://github.
com/BestiVictory/ILGnet
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(a) Best images as predicted by the MobileNet-128-0.25 model.

(b) Worst images as predicted by the MobileNet-128-0.25 model

(c) Best images as predicted by the MobileNet-160-0.5 model.

(d) Worst images as predicted by the MobileNet-160-0.5 model

(e) Best images as predicted by the MobileNet-224-1.0 model.

(f) Worst images as predicted by the MobileNet-224-1.0 model

Figure 5.4: Examples of the best and worst images as predicted by the following models:
MobileNet-128-0.25 (lowest performing), MobileNet-160-0.5, and MobileNet-224-1.0 (best performing).
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Model Name
AVA handcrafted features (2012) [80]
Kao et al. (2016) [46]
RAPID - improved version (2015)[68]
DMA net (2015) [69]
Kao et al. (2016) [45]
Wang et al. (2016)[106]
Kong et al. (2016)[53]
Mai et al. (2016) [75]
BDN (2016)[108]
ILGNet (2017) [43]
A - Lamp (2017) [73]
MobileNet-224-1.0
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Overall accuracy
68.00
74.51
75.42
75.41
76.15
76.94
77.33
77.40
78.08
82.66
82.50
82.82

Table 5.1: Comparison of the classification results on AVA dataset as compared to previous method
as quantified by the binary accuracy.
Model Name
Reg
Reg + Rank
Reg + Diff
Reg + Rank + Diff

Spearman’s ρ
0.5416
0.5495
0.5599
0.5735

Table 5.2: Comparison of performance in ranking the AVA dataset of the MobileNet-224-1.0
trained with different losses.
Model Name
MobileNet-224-0.25
MobileNet-224-0.5
MobileNet-224-0.75
MobileNet-224-1.0

Spearman’s ρ
0.4823
0.5382
0.5562
0.5735

Model Name
MobileNet-128-1.0
MobileNet-160-1.0
MobileNet-192-1.0
MobileNet-224-1.0

Spearman’s ρ
0.5251
0.5437
0.5528
0.5735

Table 5.3: Comparison of the effect the width Table 5.4: Comparison of the effect the resolumultiplier has on aesthetic ranking.
tion multiplier has on aesthetic ranking.
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Model
SVM + DeCAF7 [15]
AVA 1-1+DeCAF7 [15]
CFDB+SIFT-FV [15]
CFDB+DeCAF7 [15]
MobileNet-128-0.25
MobileNet-128-0.50
MobileNet-128-0.75
MobileNet-128-1.0
MobileNet-160-0.25
MobileNet-160-0.50
MobileNet-160-0.75
MobileNet-160-1.0
MobileNet-192-0.25
MobileNet-192-0.50
MobileNet-192-0.75
MobileNet-192-1.0
MobileNet-224-0.25
MobileNet-224-0.50
MobileNet-224-0.75
MobileNet-224-1.0

Overlap
0.5154
0.5223
0.5917
0.6019
0.5150
0.5562
0.5393
0.5726
0.5083
0.5275
0.5663
0.5642
0.5519
0.5413
0.5631
0.5840
0.5648
0.5967
0.5677
0.5628
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Disp.
0.1325
0.1294
0.1084
0.1060
0.1315
0.1208
0.1263
0.1156
0.1358
0.1285
0.1170
0.1180
0.1213
0.1247
0.1190
0.1120
0.1182
0.1076
0.1174
0.1190

Table 5.5: Comparison of the MobileNet architecture in their ability to pick the best crop as
compared the models in [15].

Table 5.1 compares binary classification accuracy (High / Low quality) of the best MobileNet
model to the previously published models . As we can see in Table 5.1, although the full MobileNet
model (ρ = 1.0 and α = 1.0) is able to achieve results competitive to the state of the art result
of [43, 73], it also significantly reduces computation, since for example [73] use VGG16 network
to process multiple image patches (VGG16 is 32 times larger in the number of parameters and
performs 27 times more compute operations [36]).

5.5.2

Image Cropping

Often after taking pictures we desire to crop the image in order to improve its appearance by removing undesirable or redundant areas of the image. In this section we examine the possibility of
using the MobileNet models trained for aesthetic inference for the purpose of image cropping. Fol-
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lowing the evaluation protocol of [15], sliding windows with multiples of {0.5, 0.6, 0.7, 0.8, 0.9}
the original size are used to evaluate the crops on a 5 × 5 regular grid to pick the best image crop.
Each crop is pre-processed and fed into the specific MobileNet model to obtain its aesthetics score,
and then the crop with the highest aesthetics score is chosen as the best image crop. Similar to
[15], of each model we report the average overlapped ratio, defined as
N
1 X
area(Wig ∩ Wic )/area(Wig ∪ Wic ),
N

(5.7)

i=1

where Wig and Wic are the ground truth and predicted crop windows, and the boundary displacement error, defined as
X
kBjg − Bjc k/4,
(5.8)
j=l,r,b,u

Bjg

Bjc

where
and
are the ground truth and predicted crop edges.
Table 5.5 compares the performance of the various MobileNet architectures in their ability to
pick out the best image crops. Although none of the models beat the best results from [15], most
of the models do better than their aesthetics and saliency based methods. This could be explained
by the way our models were trained - the ranking and difference loss encourage the fine-grained
ranking. This is not true of the aesthetics based model trained on AVA dataset in [15], which
only trained models which used the best and worst rated images from the AVA dataset. Figure
5.5 shows the best crops from the different models as compared to the ground truth. Although the
aesthetics-based croppers using MobileNet models perform on par with state-of-the-art cropping
models based on image aesthetics, the do not perform as well as models whose aim is to model
image composition.
Figure 5.3 plots the performance of the different models as a function of number of MultiplyAccumulates (MACs). Similarly to [36], we observe the log-linear relationship of Spearman correlation and MACs. In Figure 5.4 we show the best and worst images from the test set as predicted
by various models. Table 5.4 shows the comparison of the Spearman’s rank order correlation for
the AVA dataset as a function of input size. and Table 5.3 shows the Comparison of the Spearman’s rank order correlation for the AVA dataset as a function of width multiplier. As expected,
decreasing either of the multipliers results in a decrease in the ranking correlation.

5.6

Conclusion

In this chapter we studied the problem of aesthetic inference with models optimized for efficient
computation. We study the effects of the width multiplier, resolution multiplier, different loss
combinations and their effect on the Spearman’s rank-order correlation. We demonstrate that the
joint combination of the regression, ranking and difference losses achieves the best performance in
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(r) MobileNet-224-1.0

(s) MobileNet-224-0.5
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(t) MobileNet-128-0.25

Figure 5.5: Examples of best image crops predicted by different models as compared to ground
truth.
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aesthetic ranking. Using the combination of losses, we see that the full MobileNet architecture can
achieve near state-of-the-art results in binary classification accuracy while using only a fraction of
the computation, and serve as a better proxy for picking the best image crops as compared to other
aesthetics-based croppers.

Chapter 6

Learning representations for
composition ranking
Though in previous chapters we have shown that aesthetic ranking functions can achieve very good
results as compared to other aesthetics-based croppers, baseline composition ranking functions
are known to achieve better results showing that aesthetic ranking functions do not have perfect
knowledge of composition. Therefore, in this chapter we set out to identify the key choices that
allow for training of state-of-the-art composition ranking functions.

6.1

Introduction

Figure 6.1: A Figure that illustrates image cropping as a two stage process
Automatic image cropping algorithms find use in various applications such as thumbnail generation [102], view finding [110], and image enhancement, though they all share a common goal:
93
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Figure 6.2: Figure that illustrates the difference in image-pairs that are used to train (a) aesthetic,
and (b) composition ranking functions

to remove a part of the image background to better suit the desired outcome. Various approaches
were developed for this purpose including ones based on saliency [101], aesthetics [61], or view
ranking based on composition or aesthetics [16, 58]. Thumbnail generation focuses on generating
a smaller version of the picture in order to conserve space, and thus an approach as taken by [102]
seems natural, which utilizes a saliency algorithm [101] to highlight the most “interesting” part of
the image. However, such an approach may not be the method of choice in case we are not constrained by size or aspect ratio of the image. When we are seeking the most pleasing sub-view of
the image, various approaches have been developed. In particular, we are interested in approaches
illustrated in Figure 6.1 which use a function, approximated by a deep network, to rank a set of
candidate crops of an image.
Though the notion of aesthetics itself is often hard to pinpoint, people have turned to datadriven methods to try and capture image aesthetics by learning to predict these scores based on
some image features (e.g. expert features [57] or pair-wise image ranking [58]). Many works also
focus on modeling a related yet different notion of image quality: its composition. Composition is
often used to crop images and improve their aesthetics and quality (note that composition is often
an important aspect of aesthetically pleasing images). Though recent approaches have shown
that aesthetics ranking functions trained through pair-wise learning could achieve near state-ofthe-art in aesthetic image cropping [58], such a function is still less effective than methods that
model composition. This can be explained by differences in data used for learning aesthetic and
composition ranking functions as we can see in Figure 6.2.
Modeling of image composition has been of interest to many fields, especially for the purpose
of image enhancement and aesthetics inference. Recently, Zeng et al. [119] released the GAIC
dataset, which contains a set of roughly 90 rank ordered sub-views for 1250 images, allowing for
data-driven composition modeling and computing more appropriate ranking focused metrics. In
our work, we seek to train a ranking network with the goal of learning a function that implicitly
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learns an appropriate feature representation for composition and could provide a score for describing the composition quality of the image. Such a ranking function is of interest due to its many
uses for (a) image cropping as part of a proposal-ranking pipeline, (b) as a teacher function to
provide soft labels [110], or (c) a feature extractor to describe image composition.
Function approximation and representation learning using deep networks have dominated recent approaches to many domains in computer vision. Though in the case of image ranking optimization, the functions can be notoriously hard to optimize. For example, if we consider the triplet
loss used for optimizing the representations for image retrieval, much of the improvement comes
from training the network with an auxiliary loss (fine-grained classification) [28] to improve initial representations or propose various methods to improve the sampling methods for triplets to
improve what examples the network is shown [116]. Therefore, in this work we aim to identify a
set of key practices to adopt for learning representations that capture image composition. We aim
to do this, as previous work has used various models, however some have neglected to consider
the various choices that could have impact on the performance of the model, e.g. image size or the
type of pooling mechanism the network uses.
The remainder of the Chapter is organized as follows. In Section 2. we summarize previous
work on modeling image composition and its uses, and various approaches for modeling datadriven composition. Section 3. explores the various choices critical for learning ranking functions
for image composition. Section 4. discusses the results of the ablation studies and comparison to
state-of-the-art models. Concluding remarks and suggested future work is discussed in Section 5.

6.2

Related work

Composition modeling for aesthetics.
Early work on modeling image composition focused on coming with up hand-crafted features that
capture rules of composition from photography, such as the rule of thirds [20], or the symmetry of
the image [94]. These metrics were then used as descriptors for image cropping [117] or aesthetics
prediction [72]. For example, Luo et al. [72] define a “Composition Geometry Feature” that
approximates the rules of thirds by computing the minimum distance from the center of mass for
a salience map to the “power points” of the image [85]. Dhar et al. [24] predict whether the image
satisfies the rule of thirds based on a set of hand-crafted features, which are then used as metafeatures to predict aesthetic quality. Zhang et al. [120] segment the image into regions, and use a
graph-based approach to model the spatial structure of the image and understand its composition
to predict the aesthetic quality of the image. More recently, several models used composition to
motivate their choices in designing their deep learning approaches to image aesthetic assessment.
Liu et al. [64] partition the image into a region composition graph to model its composition, and
use a graph convolution network to evaluate the aesthetic quality of the image.
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Figure 6.3: Schematic of architectures considerations for the ranking model.

Data-driven composition modeling.
Recently, several works became interested in modeling image composition through deep learning.
Chen et al. [16] proposed to learn a ranking function from professional photographs. They draw
attention to the fact that professional photographs often have high composition quality. To make
use of this, they propose to take various sub-crops and use them in conjunction with the original
image to train a Siamese network [11], in which they assume that the sub-crop is of worse composition. Wei et al. [110] introduce two datasets, from which they harvest image pairs for training
the View Evaluation Network (VEN). VEN is used as a teacher network to train a region proposal
network for generating pleasing sub-views of the image. Debang et al. [61] propose a sequential
approach for training a reinforcement learning agent, which is penalized based on the aesthetic
quality of the image. Zeng et al. [119] recently released a dataset, whose aim is to directly model
image composition, where each image comes with a rank ordered set of sub-views and thus can be
used to compute ranking focused metrics. Additionally, they present a cropping-focused model, in
which the image and set of bounding boxes (originating from a regular grid) are fed into an object
detection-like framework to predict a composition score for the various crops.
In our work, we aim to challenge the claim of Zeng et al. [119] that pair-wise ranking methods
are inferior in learning composition ranking functions.

6.3

Method

In this section we outline our general approach to composition ranking, and its application to
image cropping. Though one can approach image cropping in several ways, we choose to view it
as a two-stage problem of (a) proposal generation and (b) proposal ranking. Our work focuses on
improving the image ranking function for image composition. Previous deep learning approaches
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that used CNN-based ranking functions, used various approaches to mine pair-wise image views.
As Zeng et al. [119] demonstrate recently, they fall behind in their composition ranking ability as
measured by average Spearman’s Rank Order Correlation (SRCC) and Accuracy (ACC). Zeng
et al. utilize an approach rooted in object detection to obtain scores in which they considered both
the regions that are of interest and those that are discarded. Previous CNN ranking approaches
only used architectures based on AlexNet [55] and VGG16 [98], despite the existence of stronger
baselines.
The detection based approach [119] utilize the VGG16 and ResNet50 [33] architectures as feature extractors, however report worse performance on the ResNet50 architecture. This is contrary
to intuition, as several works have shown that better architectures (smaller Top-5 error rate on the
ImageNet dataset [22]) tend to perform better in various tasks. Konblith et al. [54] show through
a comparison of 16 networks that better models achieve better transfer learning performance.
Similarly, Kucer et al. [57] show that expert features provide smaller marginal improvement in
combination with ResNet features as opposed to VGG16. Gordo et al. [28] show better models
perform better for image retrieval as well.
Representation learning and ranking optimization are notoriously difficult to optimize [28].
Our exploration takes inspiration from Gordo et al. [28], which shows the nuance and difficulty of
optimizing CNNs for image retrieval. In the following sections we outline the architectural choices
and training strategy that are critical to training composition ranking models no matter what backbone one chooses to use based on a purpose they are trying to pursue (performance vs efficiency).
In Figure 6.3 we outline the various parts of the architecture that are under consideration.

6.3.1

Weight initialization.

Previous work by Gordo et al. [28] found that a classification pre-training step was critical in
improving the representation learning and convergence of the triplet loss for image retrieval. In
this step, an auxiliary task of fine-grained classification was used to fine-tune the network weights,
before they were used to initialize the Siamese network for learning a representation. Our first
experiments explored ways of pre-training the network weights with auxiliary losses on similar
tasks. In particular, we pre-trained the networks for aesthetic prediction using binary and multiclass aesthetics classes, and binary prediction of composition quality. In all cases, we found that
this step was detrimental to the ranking performance of the model. Therefore, all of our ablation
studies are initialized with weights pre-trained on the ImageNet dataset [22].

6.3.2

Architecture design

In Figure 6.3, we see that the major parts of the architecture resemble standard deep learning models for object classification or ranking. The pipeline consist of the following high-level parts:
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(a) dataset, (b) sampling mechanism, (c) the backbone and knowledge of presence of batchnormalization within the network, (d) pooling mechanism and the dimension of convolution features, (e) top-level classifier / ranking network, and (f) the loss function. We consider these parts of
the architecture as these constitute the major architectural differences between AlexNet / VGG16
and MobileNet V2 / ResNet50. First, the backbone consists of the convolution layers from any
architecture (VGG16, ResNet, Inception), whose weights have been pre-trained on ImageNet. The
backbone takes as an input a transformed image and outputs a set of convolutional features maps.
These feature maps are fed into an optional 1 × 1 convolution layer, which will be used to reduced
the size of the feature vector at each spatial location. The resulting feature maps will then be fed
into a pooling / flattening layer. In this case we use either max-pooling, mean-pooling or simply
flattening the convolutional feature maps into a 1 − D vector. These outputs will the be fed into a
fully-connected layer of size f , which will be used to predict a single composition score.

6.3.3

Learning composition ranking.

Though many successful approaches for image retrieval use the triplet loss, it is harder to formulate the composition ranking in the same paradigm as there is no good definition of what would
constitute the query, positive and negative examples. Therefore, similar to previous aesthetic and
composition ranking approaches [58, 110], we will optimize a pair-wise ranking loss of the form
L(Ii1 , Ii2 ) = max(0, ξ − δ(yi1 ≥ yi2 )(ŷ 1 − ŷ 2 )),

(6.1)

which will be used to compute the loss for a batch of pairs
lrank

N
1 X
=
L(Ii1 , Ii2 )
N

(6.2)

i=1

where δ(yi1 ≥ yi2 ) is 1 if yi1 ≥ yi2 otherwise it takes the value of −1, ξ specifies the margin
parameter, and yi1 and yi2 are the ground truth composition scores for image 1 and image 2. To
obtain the scores, pairs of images will be fed into a two-stream Siamese network which will be
used to obtain the features descriptors and estimate scores for the corresponding images.

6.4
6.4.1

Experiments
Datasets and Experimental results

Experimental details.
All of our networks are implemented using the PyTorch [86] deep learning framework. For the
backbone of our model, we use MobileNet [92], VGG-16 [98], and ResNet-50 [33]. The training
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is performed on an NVIDIA Titan X GPU (12 GB of VRAM) paired with an Intel 8700k CPU
with 32 GB of RAM memory. During training, before each image is fed into the network it goes
through a set of augmentations consisting of random variations in image contrast, hue, saturation,
and horizontal flipping. Then, it is stretched / compressed by resizing both the height and width
to either 224, 256, 288 pixels. The networks are trained using stochastic gradient descent (SGD)
with a starter learning rate of 0.0002 for 20 epochs, weight decay of 10−4 , and momentum of 0.9,
The learning rate was halved every five epochs. The batch size is kept uniform across all studies
to 32 (larger image sizes did not allow larger batches).
Evaluation.
Traditional datasets for image cropping (such as ICDB[117], and FCDB [15]) provided their test
evaluation sets in the form of an image and a ground-truth bounding box annotation, which was
supposed to represent the most pleasing crop as labeled by human annotators. Using the “best
crop” bounding box and the predicting crop, previous works [16, 58, 110] compute the mean
overlap and average boundary displacement
mIoU =
and

N
1 X area(Ĉi ∩ Ci )
N
i=1 area(Ĉi ∩ Ci )

N
4
1 XX j
mDisp. =
kB̂i − Bij k
4N

(6.3)

(6.4)

i=1 j=1

where Ĉi is is the estimated “best crop” and Ci is the ground truth crop respectively for image i,
B̂ij − Bij represents the difference between the estimated and ground truth crops of a j th boundary
of the ith image. As our main focus is in training composition ranking functions, for all of our
experiments we compute and report the evaluation metrics of [119], which are more suited as
ranking metrics. In the GAICD dataset, each image Ii comes with a set of proposals which have
all been assigned a mean opinion score (MOS). These scores define the ranking between all of the
proposals. Similarly to [119], let these ground truth scores be defined as gi . Let pi be the set of
predicted composition scores for the ith image for the given proposals. Then the paper defines a
metric
N
1 X
SRCC =
SRCC(gi , pi )
(6.5)
N
i=1

where SRCC is the Spearman’s rank order correlation between, in this case, the ground truth
and predicted scores for image i. Furthermore, [119] defines a metric they call “return K of top-N
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accuracy” (AccK/N ), which is similar to the T op−K accuracy / P recision@K in image retrieval
literature. It is defined as
AccK/N =

T K
1 XX
T rue(cij ∈ Si (N )),
TK

(6.6)

i=1 j=1

where the function T rue takes a value of 1 if its argument is T rue else takes a value of 0, cij is
the j th crop of ith image, and Si (N ) is a set of crops which rank among top-N crops.
Dataset
Grid Anchor based Image Cropping Database (GAICD) consists of a total of 1,236 images (1000
images whose composition can be improved and 236 with ideal composition). Given the Grid
Anchor based approach described in [119], a total of 106,680 candidate crops of the 1,236 images
are evaluated by 19 annotators.

6.4.2

Ablative studies

We first perform a set of ablative studies, in which we try to understand the impact of various
design choices on the performance of the network.
Backbone
To investigate the effect of backbone on the ranking performance, we fix the image size at 224
pixels per side, use Global Average Pooling to pool convolution features, and use a two-layer
multi-layer perceptron (MLP with hidden layers set to 1024 and 512 pixels) to process the features
and predict a score φ(I) for image I. As we can see in Table 6.1, the ResNet50 architecture
achieves better ranking results in SRCC, Acc5 , and Acc10 , which is consistent with the intuition
and results of [28] as the ResNet50 CNN achieves a much smaller Top-5 classification error on
the ImageNet dataset as compared to other models. Because of the strong performance of the
ResNet50 backbone, it is chosen as the backbone for further ablation experiments.
Batch Normalization
The second set of experiments explores the effect of freezing the batch-normalization statistics and
convolution weights. Somewhat surprisingly, if the batch-normalization statistics are allowed to
change during training, the ranking performance of the model suffers significantly as we can see in
Table 6.2. Performance recovers once the batch-normalization statistics are frozen to the original
values trained on ImageNet. Just for completeness, we freeze the convolution layers and we see
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Table 6.1: Comparison of the effect backbone architecture has on the ranking performance of the
GAIC dataset.
SRCC
0.699
0.671
0.703

Backbone
MobileNet V2
VGG16
ResNet50

Acc1/5
46.0
48.0
50.0

A2/5
46.0
48.0
44.0

A3/5
44.8
43.2
46.5

A4/5
42.4
40.7
45.0

Acc5
44.8
45.0
46.4

Acc1/10
65.0
63.5
67.5

A2/10
64.0
64.0
62.7

A3/10
62.2
60.3
63.0

A4/10
59.8
56.9
61.6

Acc10
62.7
61.2
63.7

Table 6.2: Effect of freezing the batch-normalization updates and convolution features on the
ranking performance.
BatchNorm
No CHNG
Frozen BN
Top-layer

SRCC
0.158
0.703
0.548

Acc1/5
8.5
50.0
28.5

A2/5
8.7
44.0
29.5

A3/5
8.7
46.5
28.5

A4/5
9.6
45.0
27.1

Acc5
8.9
46.4
28.4

Acc1/10
13.5
67.5
43.5

A2/10
14.0
62.7
42.7

A3/10
15.2
63.0
40.7

A4/10
15.6
61.6
39.9

Acc10
14.6
63.7
41.7

Table 6.3: Comparison of effect of image size and pooling type on the performance.
Image size
224 Avg. Pool
256 Avg. Pool
288 Avg. Pool
224 Flatten
256 Flatten
288 Flatten

SRCC
0.703
0.701
0.727
0.705
0.714
0.696

Acc1/5
50.0
51.0
51.0
52.0
52.5
50.0

A2/5
44.0
44.3
50.0
49.2
50.7
46.5

A3/5
46.5
43.0
46.7
45.8
49.7
45.5

A4/5
45.0
41.9
45.4
44.1
45.1
41.5

Acc5
46.4
45.1
48.3
47.8
49.5
45.9

Acc1/10
67.5
64.5
65.0
68.0
64.0
65.0

A2/10
62.7
61.8
66.0
63.7
65.2
64.0

A3/10
63.0
62.2
63.8
61.5
63.8
62.7

A4/10
61.6
60.8
62.1
61.1
61.0
59.0

Acc10
63.7
62.3
64.2
63.6
63.5
62.7

Table 6.4: The effect of reducing the dimension of convolutional features on ranking performance.
Embedding dim.
256
128
32
8

SRCC
0.732
0.715
0.713
0.715

Acc1/5
52.0
49.5
58.0
56.5

A2/5
48.2
48.5
52.7
53.2

A3/5
47.7
47.0
48.3
50.0

A4/5
45.6
45.1
46.0
47.9

Acc5
48.4
47.5
51.2
51.9

Acc1/10
69.0
66.0
69.0
70.5

A2/10
66.5
65.7
67.2
68.2

A3/10
65.3
64.3
63.8
66.8

A4/10
63.9
62.0
62.7
65.4

Acc10
66.2
64.5
65.7
67.7

Table 6.5: The effect of adding image blurring as a pre-processing step on the ranking performance.
Embedding dim.
256F
256FB3
256FB5
288A
288AB3
288AB5

SRCC
0.714
0.725
0.721
0.727
0.718
0.731

Acc1/5
52.5
51.5
51.0
51.0
49.5
54.5

A2/5
50.7
50.0
47.7
50.0
50.2
53.0

A3/5
49.7
48.5
46.7
46.7
46.8
48.3

A4/5
45.1
46.6
44.1
45.4
44.8
45.1

Acc5
49.5
49.1
47.4
48.3
47.8
50.2

Acc1/10
64.0
67.0
71.5
65.0
73.0
72.0

A2/10
65.2
68.0
66.2
66.0
70.5
70.8

A3/10
63.8
65.8
65.3
63.8
68.2
67.7

A4/10
61.0
64.5
62.6
62.1
66.0
65.5

Acc10
63.5
66.3
66.4
64.2
69.4
69.0
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that we do not achieve as strong of a performance as the convolution weights are not allowed to
change.
Image size and pooling type
Further, we compare the effect of input image size and pooling type on the ranking of performance.
This is motivated by the observation that in composition, all parts of the image play a role in its
composition quality. Therefore we consider the image sizes of 224, 256, and 288 pixels on the side.
Then, we either use Global Average Pooling (Avg) to pool features across the spatial dimension
and flatten the convolution feature map and feed it into the MLP. Though there is no clear winner
among the combinations of the image size / pooling combinations - 288 / Avg and 256 / Flatten achieve the best performance given the pooling type.
Convolution features dimension reduction
Opting to flatten the convolution features to consider all spatial locations incurs significant computational penalty. To combat that, we evaluate the possibility of adding a fully connected layer
that reduces the dimension f of the final convolution layer. This operation is implemented as a
1 × 1 × c convolution, where c is the dimension of the final layer, reducing the dimension from
H × C × f to H × C × c. Overall, we can observe that dimension reduction does not improve
SRCC, however Acc10 is boosted. The boost in Acc10 can be attributed to the additional trainable
parameters in the convolution layer.
Blurring the images
Composition is not as dependent on the notion of sharpness as aesthetics is and therefore we investigate adding Gaussian blurring as a pre-processing step before feeding images into the network.
As we can see, in both scenarios - 288 / Avg and 256 / Flatten - the Acc10 is significantly boosted.

6.4.3

Comparison to the state-of-the-art

Comparison models
This section describes the models we and [119] compare against.
A2-RL [61] model uses reinforcement learning (RL) to train an agent that, when applied to
an image, chooses one of 16 different actions (e.g. shifting and scaling) to propose a sequence of
actions to crop the image.
View Finding Network (VFN) [16] is a model based on the AlexNet architecture, and uses
professional photographs and its sub-crops to train a pair-wise ranking network to enforce an
underlying assumption: a sub-crop of a professional image is of worse composition quality.
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(b) Evaluation of RankNet model.

(a) Evaluation of GAIC model.

Figure 6.4: Figure showing high-level description our modified GAIC model vs our approach.

Method
A2-RL [61]
VPN [110]
VFN [16]
VEN [119]
GAIC-VGG-Or-v1 [119]
GAIC-RN50-Or-v1 [119]
GAIC-VGG-S-v1 [119]
GAIC-RN50-S-v1 [119]
GAiC-VGG-Or-v2 [119]
GAIC-RN50-Or-v2 [119]
GAIC-VGG-S-v2 [119]
GAIC-RN50-S-v2 [119]
RankNet256F
RankNet288A

SRCC
0.450
0.621
0.729
0.725
0.738
0.689
0.342
0.382
0.227
0.298
0.729
0.731

Acc1/5
23.0
40.0
27.0
40.5
49.5
50.0
55.0
45.5
20.5
22.5
18.5
22.0
58.0
54.5

A2/5
28.0
36.5
48.7
50.2
49.7
43.5
18.8
23.3
16.5
21.7
53.0
53.0

A3/5
27.2
36.7
45.8
49.5
46.3
43.2
20.7
23.0
16.7
21.2
48.7
48.3

A4/5
24.6
36.8
44.0
45.8
45.4
42.4
20.3
21.0
17.2
20.3
47.2
45.1

Acc5
26.7
37.6
47.0
48.9
49.1
43.6
20.1
22.5
17.2
21.3
51.7
50.2

Acc1/10
39.0
54.0
67.5
70.5
70.0
62.0
28.5
31.0
26.0
33.5
73.5
72.0

A2/10
39.3
51.0
65.7
71.3
68.2
63.0
30.0
33.3
26.5
33.3
69.3
70.8

A3/10
39.0
50.4
63.2
68.2
66.2
63.0
30.5
34.8
27.3
32.2
67.0
67.7

A4/10
37.3
48.4
61.9
65.2
65.4
62.0
31.0
32.1
27.9
31.5
65.5
65.5

Acc10
38.7
50.9
64.6
68.8
67.4
62.5
30.0
32.8
26.9
32.6
68.8
69.0

Table 6.6: Quantitative comparison of our best RankNet models to state-of-the-art models on the
GAICD dataset. The GAIC model is described as GAIC-backbone-features-evaluation, where the
backbone is set to either VGG16 or Resnet50, and features considered for predicting composition
score are that of both foreground / background (Or) or just the foreground (S). Evaluation types
denoted by v1 and v2 correspond to the original evaluation of [119] and modified respectively. The
region delineated by the bounding box is considered as the foreground. For further description of
individual models, and modified evaluation paradigm, please see Section 6.4.3.
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View Evaluation Network (VEN) [110] is a model based on the VGG16 architecture, and uses
the CPC dataset introduced by Wei et al. [110] to train a pair-wise ranking network.
View Proposal Network (VPN) [110] is a model based on a Single Shot Detector detection
model, and is used in tandem with the VEN, trained via a Student-Teacher framework, where
VEN is used as a weak supervisor to encourage proposed views with good composition scores as
judged by VEN.
Grid-anchor based Image Cropping (GAIC) [119] is an image cropping model inspired by
image detection models. Given an image, its convolutional feature representation and a bounding
box are fed into a cropping module. The module uses the RoI align operation introduced by He et
al. [31] to construct a representation which considers the features from the bounding box as well
as the discarded region outside of the box. It is very efficient as it only extracts the convolutional
feature map once, and then predicts scores for any number of bounding boxes (regular grid in case
of GAIC). This model is denoted as GAIC-backbone-Or. In addition to these models, we also consider a set of models denoted as GAIC-backbone-S, in which only the features from the bounding
box are used to predict the composition scores. Furthermore, each of the models are evaluated
in two different regimes: one described by [119], and one which resembles our evaluation framework - to obtain a score for a given bounding box, the image is pre-cropped and fed into the GAIC
model, where the bounding box is set to the width and height of the box. Please see Figure 6.4 for
further illustration of parallels between GAIC evaluated using the second evaluation method and
our model.
Quantitative results
The GAIC [119] PyTorch1 implementation does not specify a validation set and thus it is not clear
how the best models is chosen. Thus for fairness in comparison, we used the implementation to
retrain the models using our training set, and choose the best model according to the hold-out /
validation set. These models are then used to obtain the test scores in Table 6.6.
Table 6.6 compares our best RankNet models to the current and previous state-of-the-art models. As we can see in Table 6.6, both the ResNet50 (GAIC-RN50-Or) and VGG16 (GAIC-VGGOr) models achieve very comparable or better results as compared to the ones reported in [119].
With the goal of training functions which aim to provide us with both composition scores or image
features, we consider an alternative way of evaluating the GAIC model tailored to better resemble
our model (described above).
As we can see from the results in Table 6.6, our approach allows us to train state-of-theart ranking networks as compared to the previous state of the art model of [119] denoted by
GAIC-VGG-Or-v1. In this case, our RankNet models match GAIC-VGG-Or-v1 in SRCC, and
outperforms it in terms of Acc5 and Acc10 .
1

https://github.com/HuiZeng/Grid-Anchor-based-Image-Cropping-Pytorch
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(a)

(b)

(c)

(d)

(e)

(f)

(g)

Figure 6.5: Figure showing qualitative result for RankNet. Figure on the left shows the image
with the best ground truth ranked sub-crop, and the rest of images show the image overlaid with
the bounding box that was ranked to be : best, 66th percentile, 33th percentile, worst from left to
right by our model.
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Interestingly, some of the results are changed if the backbone or features set used to predict
the scores is changed. First, we notice that swapping the backbone for ResNet50 negligibly deteriorates the SRCC, however significantly improves the Acc5 and Acc10 . Additionally, contrary to
intuition, when using the VGG backbone, only considering the foreground features improves all
of the metrics, though this is not the case for ResNet50. Lastly, we can see from the results, once
we transform the evaluation of GAIC model to better resemble our problem, the performance of
the GAIC approach suffers considerably.

6.5

Conclusion

In our paper, we explore the key choices critical for learning state-of-the-art composition ranking functions. We further show that though the cropping model of [119] does well in ranking
the crops, its performance severely deteriorates. Contrary to the claims of [119], we show that
through careful architecture choices, data sampling methods and data augmentations, one can
train a state-of-the-art ranking CNN, which has potential uses in image cropping, as a teacher
model for providing soft supervision, and for extracting composition features for the image.

Chapter 7

Conclusion and Future Work
This dissertation explores representation learning and various representations for predicting image
aesthetics and composition quality of the images, which are eventually used for image cropping.
In Chapter 4 (and partially Chapter 3) we have explored expert (i.e. hand-crafted) features
and their ability to inform generic and fine-tuned deep learning (DL) features, with the goal of
bridging the gap between early work using hand-crafted features and deep learning. Initially, we
showed that (a) a combination of HC features can compete with DL features, and (b) many of
the hand-crafted features capture complimentary information (despite removing a subset of the
features, the predictive performance of the remaining features did not deteriorate). We showed
DL features can be augmented via fusion (early and late) with HC features. Features that measure technical quality, photographic-rules (e.g. rule of thirds), and color information were most
important for improving fusion models.
In Chapter 5, we discussed the performance of deep learning representations learned by constrained models, motivated by the desire to perform aesthetic inference and ranking on mobile
devices. We showed that rank-order correlation of a model is proportional to its complexity (number of operations the model executes computing a score), which is controlled through the choice
of input size and model depth. We saw, that an aesthetic ranking function can achieve near stateof-the-art results in aesthetic cropping, however it lags behind composition ranking functions.
With the recent release of appropriate datasets and motivated by the lack of exploration in
principled composition ranking, with its potential use for image cropping, in Chapter 6 we studied
various architecture and training choices to identify key steps that allow us to train state-of-theart composition ranking functions. We showed pair-wise ranking optimization allows us to train
ranking functions, which are more robust as compared to some of the previous cropping models.
In this dissertation we explored ways of improving and learning representations for aesthetic
inference and image enhancement. Through our exploration we have uncovered possible directions that can build upon the work in this dissertation and we outline them in the following section.
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Future Work
Modeling individual aesthetic preferences

The majority of work up to present focused on modeling course aesthetic preferences, primarily
via summarizing the distribution of user ratings by simpler statistics such as the mean. Then
various models were created to either predict the mean score or predict aesthetic classes (obtained
by binning the images into coarser classes based on the said mean). Capturing the preferences of
a single user is often a challenging problem because of: (a) the scarcity of labeled data that would
directly tell us what the user prefers, (b) difficulty of learning from small datasets, or (c) concerns
related to privacy when collecting data from an individual. However, many of these concerns could
find solutions in the near future. For example, recent lifelong learning approaches can help us with
learning from small datasets, while federated learning can help us with issues relating to privacy.
Being able to predict personal preferences of users can help us created tailored experiences for
users, or as a way to predict soft biometrics as shown by Segalin et al. [95]. It would be interesting
to explore temporal modeling of user preferences and if such understanding could help us predict
depression in users.

7.1.2

Improving representation learning for composition ranking

In Chapter 6 we briefly discussed the challenges of ranking (learning ranking functions with pairwise loss functions, or representation learning using triplet-losses) and focused on understanding
key choices in network architectures for learning composition ranking functions. In the recent
years many improvements in representation learning for image retrieval have relied on devising
better methods to obtain labels / correspondences [90] and improving n-tuplet sampling [116]. For
composition ranking, one possible approach to obtain better labels and data pairs would utilize the
ideas from curriculum learning [7] and pseudo-labels [60] to help us guide the learning process
and automatically gather more training data labels.

7.1.3

Empirical understanding of image cropping

In our previous work, and from the literature [119], we saw that models trained on various cropping
datasets do not generalize well to the other datasets. Similar problems have been shown in other
problem domains such as Visual Question Answering [96], where Shreshta et al. show the lack of
generalization between datasets that focus on synthetic versus natural images. Therefore to further
understanding of image cropping and the reason for the gap in generalization across datasets, we
deem it necessary to better explore the differences in the sources of data in the sets, challenges
with labeling, establish which datasets provide models that appeal to users better, and explore
approaches allowing datasets to inform each other.
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