Reig R, Mattia M, Compte A, Belmonte C, Sanchez-Vives MV. Temperature modulation of slow and fast cortical rhythms. J Neurophysiol 103: 1253-1261, 2010. First published December 23, 2009 doi:10.1152/jn.00890.2009. In the local cortical network, spontaneous emergent activity self-organizes in rhythmic patterns. These rhythms include a slow one (Ͻ1 Hz), consisting in alternation of up and down states, and also faster rhythms (10 -80 Hz) generated during up states. Varying the temperature in the bath between 26 and 41°C resulted in a strong modulation of the emergent network activity. Up states became shorter for warmer temperatures and longer with cooling, whereas down states were shortest at physiological (36 -37°C) temperature. The firing rate during up states was robustly modulated by temperature, increasing with higher temperatures. The sparse firing rate during down states hardly varied with temperature, thus resulting in a progressive merging of up and down states for temperatures around 30°C. Below 30°C and down to 26°C the firing lost rhythmicity, becoming progressively continuous. The slope of the down-to-up transitions, which reflects the speed of recruitment of the local network, was progressively steeper for higher temperatures, whereas wave-propagation speed exhibited only a moderate increase. Fast rhythms were particularly sensitive to temperature. Broadband highfrequency fluctuations in the local field potential were maximal for recordings at 36 -38°C. Overall, we found that maintaining cortical slices at physiological temperature is critical for the generated activity to be analogous to that in vivo. We also demonstrate that changes in activity with temperature were not secondary to oxygenation changes. Temperature variation sets the in vitro cortical network at different functional regimes, allowing the exploration of network activity generation and control mechanisms.
I N T R O D U C T I O N
Temperature is a crucial parameter in homeostasis and its effects on different parameters of neural activity have been measured since the early days of electrophysiology. At the cellular level, changes in temperature affect membrane potential, input resistance, action potential amplitude, duration and propagation, and ionic currents (Borst and Sakmann 1998; Hodgkin and Katz 1949; Thompson et al. 1985; Volgushev et al. 2000b ). Synaptic transmission is also affected by changes in temperature, both in invertebrates and mammals (Fujii et al. 2002; Kullmann and Asztely 1998; Thompson et al. 1985; Volgushev et al. 2000a ). The sensitivity of synaptic transmission to temperature is such that changes in brain temperature associated with physiological conditions (warming up of arterial blood with muscle exercise, lowering of temperature during swimming) are enough to modify the amplitude of synaptic potentials in the hippocampus (Andersen and Moser 1995; Moser et al. 1993) .
With a major impact on the properties of individual neurons and on synaptic transmission, it is evident that temperature must have a great effect on network activity. Lowering temperature has been reported to decrease synchronization in the hippocampal network (Javedan et al. 2002; Motamedi et al. 2006) and, for that reason, it has been used to decrease epileptic activity (Rothman 2009; Rothman et al. 2005) . On the contrary, higher temperatures increase gamma synchronization in the hippocampus (Wu et al. 2001) . Furthermore, metabolic processes are temperature dependent (Esmann and Skou 1988) and it is for this that cooling of the cortex is also a common strategy to decrease the activity of cortical or other brain areas to determine their function (Schiller et al. 1974 ). This strategy induces hyperexcitability while at 18 -24°C and thus neighboring areas of the cooled down network may have their excitability increased (Volgushev et al. 2000a ).
Here we studied how systematically changing temperature between 30 and 41°C affects emergent activity in the cerebral cortex in vitro. As occurs in vivo (Steriade et al. 1993 (Steriade et al. , 1996 , cortical slices maintained at physiological temperatures generate a slow rhythm consisting in up and down states (SanchezVives and McCormick 2000) , whereas faster rhythms (beta, gamma) have also been reported during up states . We find that both network-generated activities (slow and fast rhythms) are exquisitely sensitive to temperature. This is relevant to explain differences in the emergent activity between different preparations, laboratories, or between in vivo and in vitro conditions, as well as during situations of increased temperature such as periods of fever or physical exercise (Moser et al. 1993) . Furthermore, we propose that the modulation of network activity exerted by temperature is also an interesting model to explore which mechanisms may be involved in the control of cortical activity, since varying temperature sets the network at different functional regimes.
M E T H O D S

Slice recordings
In vitro experiments were performed on cortical slices from 4-to 10-mo-old ferrets of either sex that were deeply anesthetized with sodium pentobarbital (40 mg/kg) and decapitated. Their brains were quickly removed and placed in ice-cold cutting solution. Ferrets were cared for and used in accordance with the European Union guidelines on protection of vertebrates used for experimentation (Strasbourg 3/18/1986) as well as approved by the local ethical committee.
Coronal slices (thickness: 400 m) of the primary visual cortex were cut on a vibratome. A modification of the technique developed by Aghajanian and Rasmussen (1989) was used to increase tissue viability. After preparation, slices were placed in an interface-style recording chamber (Fine Science Tools, Foster City, CA) and bathed in artificial cerebrospinal fluid (ACSF) containing (in mM): NaCl, 124; KCl, 2.5; MgSO 4 , 2; NaHPO 4 , 1.25; CaCl 2 , 2; NaHCO 3 , 26; and dextrose, 10 and was aerated with 95% O 2 -5% CO 2 to a final pH of 7.4. Bath temperature was initially maintained at 34 -35°C. After a 2-h recovery, the ACSF was replaced by "in vivo like" ACSF containing KCl, 3.5; MgSO 4 , 1; CaCl 2 , 1; the remaining components were the same as those just described. Extracellular, unfiltered recordings were obtained by means of tungsten electrodes through a Neurolog system (Digitimer) amplifier. Recordings were digitized, acquired, and analyzed using a data acquisition interface and software from Cambridge Electronic Design (Cambridge, UK).
Temperature control
Temperature was modified in ramps starting from 34 to 35°C. The temperature of the ACSF entering the recording chamber (Fine Science Tools) was modified by controlling the temperature of the water bath surrounding the recording chamber. The temperature controller (Fine Science Tools) regulates a heating blanket immersed in the water bath, which then induces warming up (or not) of the ACSF circulating in a tube through the water bath. The desired temperature is set in the controller and, once the temperature has been reached, the power to the heating blanket stops. That is a slow procedure and usually changing one degree takes a minimum time of 5 min. The thermistor used to measure the temperature is located at the bottom of the recording chamber. The temperature in the bottom of the recording chamber (where the thermistor is located) differed from that measured at the level of slices by 0.2°C. Increasing (toward 41°C) or decreasing ramps (down to 30°C and in four occasions to 26°C) were given, usually covering the whole temperature range between 30 and 41°C.
Oxygen levels at different temperatures
As mentioned earlier, the experiments presented here were carried out in an interface-style recording chamber, where oxygen reaches the slice both dissolved in the ACSF (aerated with carbogen, 95% O 2 -5% CO 2 gas mixture) and mainly by diffusion from the humidified and oxygen-rich air surrounding the slice. For that purpose, the warm water compartment below the recording chamber is also aerated with carbogen. Local oxygen level is a critical factor for the generation and propagation of network activity (Hajos et al. 2009 ) and we checked that the effects of increasing temperature on the slice activity was not secondary to oxygen deprivation. Oxygen was measured with an optode (tip diameter: 50 m; Microx TX3, PreSens, Regensburg, Germany) during ramps of temperature between 28 and 42°C ( Fig. 1;  Supplemental Fig. S1 ).
1 This microsensor is designed and was calibrated to be used in liquid, tissue (response time: 1 s), and air (response time: 0.5 s). Oxygen in the air around the slice was of 90% at 28°C and dropped to 85% at 42°C. Next, we measured oxygen levels in the ACSF in which the slice was bathed. Oxygen levels were of 66% at 28°C and dropped to 60% when at 42°C. Oxygen level was also measured in layer 5 of visual cortex slices (n ϭ 3) at about 100-m depth during a temperature ramp (28 -42°C). In two of these three slices, concurrent spontaneous activity was recorded (Supplemental Fig. S1 ). While at 30°C the oxygen level in an active slice was of 65.5-66.5% (n ϭ 3) and decayed progressively while increasing the temperature, reaching 59 -61% while at 42°C. Note that the oxygen level in our interface-style chamber while at 42°C is the same as that recorded in an optimized submerged-style chamber while at 32°C (Hajos et al. 2009 ). We conclude from these measurements that the effects of temperature changes described in this study are not due to changes in the oxygenation of the tissue. Furthermore, the activity changes induced by hypoxia that we describe in Supplemental Fig. S1 differ from those observed for temperatures Ͼ36°C.
Data analysis
Multiunit activity (MUA) was estimated as the power change in the Fourier components at high frequencies (Ͼ200 Hz) of the extracellular recordings. High-frequency components of the extracellular recording can be seen as a linear transform of the instantaneous firing rate of the neurons surrounding the electrode tip. Theoretical studies show that the normalized MUA spectrum provides a good estimate of the population firing rate, given that normalized Fourier components at high frequencies have densities proportional to the spiking activity of the involved neurons (Mattia and Del Giudice 2002) . The power spectra of the extracellular recording were computed every 5 ms and their average during down states, 36 Ϯ 1°C, was chosen as baseline for normalization. The time-dependent MUAs were the average power of the normalized spectra in the frequency band 0.2-1.5 kHz ( Fig. 2A) . With respect to a similar approach in Stark and Abeles (2007) , the preceding estimate provides a larger signal-to-noise ratio: using normalized spectra the components at different frequencies have similar orders of magnitude and averaging across the very high frequency band (0.2-1.5 kHz) improved the MUA estimate. MUAs were logarithmically scaled to balance the large fluctuations of the nearby spikes. Furthermore, log (MUA) time series were smoothed by a moving average with a sliding window of 80 ms. For each recording and temperature range, log (MUA) was further shifted to have a zero value for the minimum level of the average activity following the detected up-todown transitions. This calibration made the spectral estimate of MUA even more insensitive to possible slow varying sources of background noise and allowed us to estimate population activity during up states in an independent way from activity during down states. This would be otherwise difficult to achieve by estimating the activity from the height of the central peak of the autocorrelation (AC), which detects the increment of the firing in the up with respect to the down states. We refer to the spectral estimated log (MUA) in the figures and the remainder of this study as "relative firing rate," since it is a relative measure resulting from an average of power spectra ratios.
Up and down states were singled out by setting a threshold in the log (MUA) time series ( Fig. 2A) . The histograms of log (MUA) were bimodal and the positions of the high and low peaks were used as reference activity for up and down states, respectively (Fig. 2D) . The discriminating threshold was set to 60% of the interval between the peaks. The lower peak was estimated as the center of Gaussian 1 The online version of this article contains supplemental data. distributions fitting the lower tail before the first peak. The tail following the higher peak resulting from the difference of the original histogram with the previously fitted distribution is furthermore fitted by a second Gaussian distribution whose center was used as the position of the high activity peak. To remove the effects of small activity fluctuations a cutoff in the minimum state duration was set in a range [1/3, 1/2] of the average up-state length. This lower limit was chosen case by case to reproduce the up/down oscillation frequency estimated from the log (MUA) autocorrelation. Small periods were recursively removed, converting short up (down) states in longer down (up) states. Finally, times of transition between states were better estimated by fitting the log (MUA) in a 100-ms window around the transitions with third-degree polynomials. The adjusted transition was set to the crossing time of the polynomial with the discriminating threshold.
The "relative firing rate" in the up state for a given temperature range was estimated as the maximum average log (MUA), centered around up-state onset, in the 300 ms following the transition. The average down activity was the average log (MUA) in the time series subset labeled as down states. The slopes of the upward transitions were the gradients of the linear fits of the average log (MUA) in the time interval (Ϫ10, 25 ms) around the up-state onset. Similarly, the slopes of the downward transitions were from the linear fits of log (MUA) centered around up-to-down transitions in the time interval (Ϫ25, 10 ms).
For the analysis of high-frequency synchronization in the local field potential (LFP), we applied the same analysis protocols as described previously . In brief, we obtained the LFP signal by low-pass filtering the extracellular recording at 150 Hz. Then, 0.5-s periods of large-amplitude fluctuations in the LFP were selected as up states and their spectral content was evaluated with a multitaper spectral estimate. This yielded a power spectrum of up state LFP activity characterizing the corresponding temperature regime. Two measures were extracted from such power spectra: average power and relative average power in the 15-to 40-Hz band. The average power gave an indication of how the amplitude of gamma-band fluctuations was affected by temperature. The relative average power, obtained by dividing the average gamma-range power by the average spectral power over the whole frequency range (5-100 Hz), provided a view of how frequency-band selective the change in power was with temperature. A strong modulation in average power without significant modulation in relative average power was indicative that temperature-dependent modulations were not systematically affecting a particular frequency band, but operated modulating nonselectively LFP fluctuations. 
Downloaded from
All off-line analyses were implemented in MATLAB (The MathWorks, Natick, MA).
R E S U L T S
The activity generated spontaneously by slices of ferret visual cortex was recorded while the temperature in the bath was gradually modified between 30 and 41°C (n ϭ 21) and in four cases from 26°C. Twenty to 30 min after switching from classical ACSF to "in vivo-like" ACSF, and at 36°C, spontaneous slow rhythmic activity appeared in the slice as described in Sanchez-Vives and McCormick (2000) (Fig. 2) . This activity consisted of the alternation between up and down states and is reminiscent of the activity that is generated in the cortex in vivo during slow-wave sleep (Steriade et al. 1993) . The occurrence of this activity was recorded as an unfiltered (0.1 Hz to 5 kHz) extracellular recording by means of tungsten electrodes, where up states appeared as negative deflections (Fig. 2A) . The temperature of the ACSF was then modified in increasing or decreasing ramps (see METHODS) . In all cases, temperature changes were carried out slowly (Ն5 min/deg), which provided long recordings per temperature level (between 30 and 200 up states were averaged per degree).
We performed our analyses on two distinct signals derived from our extracellular recordings: spiking activity was studied in high-frequency (0.2-1.5 kHz) components, whereas network rhythmicity and fluctuations in synaptic activity were evaluated from the LFP in the low-frequency band (Ͻ100 Hz).
Neural spiking analysis was done both on the transformed high-pass-filtered extracellular record, which we will refer to as "relative firing rate" or simply "firing rate" (see METHODS) and on its autocorrelograms (Fig. 2, A and C) , resulting in similar findings.
An example of transformation of cortical rhythmic activity with temperature
Figure 2 illustrates a full representative example of the transformation of the rhythmic spontaneous activity induced by temperature. In this case the emergent activity was evaluated at three points of the temperature ramp: 32, 36, and 41°C. The activity observed at 36°C (Fig. 2, middle column) is representative of the physiological one (Fig. 2Ab) . This physiological activity is also illustrated in the raster plots (Fig. 2Bb) , where successive up states were aligned at time 0 and the color scale represents firing rate. Up states at physiological temperature occurred at an average frequency of 0.38 Hz, as illustrated in the autocorrelogram (Fig. 2Cb) . The histograms of firing rate values show a bimodal distribution that corresponds to up and down states (Fig. 2Db) . The average profile of the network firing rate during up states is shown in Fig. 2Eb , where the shadow is the SE.
The pattern of rhythmic activity generated by the network was contingent on temperature. When temperature was lowered (32°C in Fig. 2, left column) , the duration of the up states increased-in this case by almost twofold-while the firing rate during up states decreased (Fig. 2 , Ba and Ea) and the frequency of occurrence of up states decreased. On the other hand, increasing the temperature (to 41°C in Fig. 2 , right column) resulted in opposite changes: shorter and more frequent up states and higher firing rates during up states (Fig. 2, Cc-Ec) . Further analysis of the case displayed in Fig. 2 is presented in Supplemental Fig. S2 , in which the average firing rate during slow oscillation cycles and their SEs are represented for seven different temperatures to illustrate the progressive change of the oscillatory cycles with temperature, as well as the histograms of up-state (red) and down-state (blue) durations at these seven different bath temperatures.
Transformation of oscillatory cycle and firing rate with temperature in the population
All the modifications on rhythmic activity due to temperature described so far for a single case occurred in the same direction in the whole population (n ϭ 16, Figs. 3 and 4) . The average absolute frequency of up states increased progressively between 32 (0.22 Hz) and 36°C (0.37 Hz), remaining in a plateau around 0.34 Hz for higher temperatures (Fig. 3A) . However, when the up state frequency was normalized for each slice with respect to that at 36°C, we observed that the relative frequencies reached a maximum at 40°C, gradually decreasing for lower temperatures. This representation better reflects what takes place in individual cases (e.g., Fig. 2 ), where the frequency generally increases for temperatures above the physiological one.
Up-state duration was maximum at 32°C, decaying monotonically to approximately half the value at 41°C. This was the case for both the averaged absolute values and the normalized ones (Fig. 3B) . Down-state duration had a more complex dependence on temperature, being minimal at physiological temperature (36 -37°C) and increasing from there toward cooler or warmer temperatures (Fig. 3C) . Thus for temperatures Ͻ36°C the elongation of both up and down states with coldness results in a progressively lower frequency of the oscillatory cycles.
The firing rate during up states increased significantly from 32 to 39°C, remaining in a plateau for higher temperatures (Fig. 4, A and B) . When looking at individual cases, we observed that sometimes a maximum firing rate was reached at 36 -39°C, decreasing progressively for higher temperatures (not shown). During down states neuronal firing is sparse (Compte et al. 2003; Shu et al. 2003) and is hardly affected by temperature (Fig. 4C ). This stable firing during down states at different temperatures, together with the decrease of firing rate during up states with cooling (Fig. 4B) , results in an increase in the down versus up firing rate with cooling (Fig. 4D) . While at Յ32°C, this results in a continuous firing where separation between up and down states is no longer possible. The trend toward merging of up and down states at lower temperatures can be seen in the histograms in Fig. 2D and Supplemental Fig.  S3 , B-F.
Cooler temperatures (Ͻ36°C) were associated with more irregular, noisier slow oscillations, with an increased variability of up and down state durations. The raster plots representing up states in a particular case in Fig. 2 illustrate that the variability of up state duration at 32°C (Fig. 2Ba) was greater than that at 41°C (Fig. 2Bc) . The same was the case for the down state duration; thus the coefficient of variation (CV) of the up and down cycle average duration was significantly increased for lower temperatures in the population (Fig. 4, E  and F) . The average CV remains in a plateau for temperatures of Ն36°C, whereas it increases parametrically for temperatures below the physiological one.
Effect of temperature on down-to-up and up-to-down transitions
The rate of the down to up state transition was also temperature dependent, in general being faster at higher temperatures (Fig. 5, A and B) . This speed was quantified as the slope of the transition of the firing rate (Fig. 5A) and it reflects the faster rate of recruitment of the local network during up state onset at higher temperatures. The normalized population values showed a progressive increase in the slope between 32 and 39°C. A similar, although less-pronounced effect, was observed in the up to down transition, which was also faster for higher temperatures (Fig. 5, C and D) . In both cases, a maximum value was reached at 39°C, remaining constant for higher temperatures (Fig. 4, B and C) . The different degree of changes in up-down versus down-up rate is suggestive of different mechanisms regulating both transitions. The slower up to down and down to up transitions recorded for colder temperatures were related to the progressive merging between up and down state firing while at cooler temperatures (see preceding text).
Effect of temperature on slow oscillation propagation
Next, the speed of wave propagation along the network was measured with two electrodes from layer 5 at a distance of 1-3 mm. Figure 6A illustrates the raster plots of up states from two simultaneous recordings (MU1 and MU2) aligned around the down to up transitions detected from electrode 1 in a temperature range of 37-37.5°C. The time elapsed between the take off of the up state at one electrode to the other allowed us to measure the speed of propagation, which was detected for different temperatures in five slices. The distribution of time FIG. 3. Variation of oscillatory frequency and up-and down-state durations with temperature. A: frequency of occurrence of up and down cycles at different temperatures of the bath. B: duration of up states vs. temperature. C: duration of down states vs. temperature. In all panels, the top graphs correspond to the absolute values and in the bottom graphs all the values have been normalized with respect to those at 36°C (dashed line). All points represent the averages of values corresponding to 10-16 slices. Error bars are the SEs. A Wilcoxon signed-rank test was used to evaluate how different the normalized averages were from 1.0. Significance is represented in the graphs as: *P Ͻ 0.05; **P Ͻ 0.01; ***P Ͻ 0.001. FIG. 4. Variation of firing rate during up and down states and coefficient of variation (CV) of the oscillations with temperature. A: relative firing rate during up states vs. temperature. B: relative firing rate during up states normalized by that at 36°C. C: relative firing rate during down states vs. temperature. D: relative firing rate ratio of down/up state at different temperatures. E: CV of the duration of up and down cycles vs. temperature. F: CV of the duration of up and down cycles normalized by that at 36°C. A Wilcoxon signed-rank test was used to evaluate how different the normalized averages were from 1.0. Significance is represented in the graphs as: *P Ͻ 0.05; **P Ͻ 0.01; ***P Ͻ 0.001. lags between up states from both electrodes is represented in Fig. 6B , where it is shown that while the majority of up states have a delay close to 200 ms between electrode 1 and electrode 2, fewer cases have a similar but negative delay, meaning that there are up states propagating in the opposite direction. The speeds of propagation were estimated considering only the positive branch of the histograms, by averaging the fraction between electrode distance and time lags. Results of speed of propagation for five slices and for different temperatures are represented in Fig. 6C , together with the population's linear fit (in black). Three of five cases showed a moderate increase in speed with temperature, whereas the remaining two had a relatively stable speed of propagation independent of temperature. The linear fit for all the estimated speeds shows a trend toward higher speeds for higher temperatures, with a slope of 0.2 mm ⅐s Ϫ1 ⅐°C
Ϫ1
.
Fast rhythms during up states and temperature
Finally, we estimated the effect of temperature on activity fluctuations in the LFP in the beta/gamma range (15-40 Hz), during up states . Interestingly, LFP spectral content during up states varied nonmonotonously with temperature, being maximal at physiological temperatures (ϳ36°C, Fig. 7) . Typically, LFP spectral enhancement at physiological temperatures was not specific of a frequency band, but occurred globally over frequencies 5-100 Hz (Fig. 7,   A and B) . This is evidenced by the fact that, in the population (n ϭ 16), gamma-range LFP spectral power showed a peak at 36 -38°C (Fig. 7C, blue) , although this peak was absent when the spectrum was normalized to the average power in the whole 5-to 100-Hz range (Fig. 7C, green) . Thus fast LFP fluctuations during up states were particularly sensitive to temperature. This temperature dependence must be taken into account when studying fast cortical oscillations in vitro. Up state LFP fluctuations were amplified nonselectively at physiological temperatures, suggesting that a noisy environment, where synaptic activity fluctuates significantly in the 5-to 100-Hz band, may facilitate cortical processing.
D I S C U S S I O N
In this study we describe the effect that modifying temperature has on the up and down activity that emerges spontaneously in the cortical network in vitro. For temperatures ranging between about 26 and 41°C we observed a large range of network behavior expanding from almost continuous firing and absence of up and down states (at lower temperatures) to highly defined up and down states at higher temperatures. appeared during up states , showing their maximum power at physiological temperatures (36 -38°C). A simultaneous measure of oxygen concentration in the slice while at different temperatures revealed that the effects of temperature on spontaneous activity were not secondary to changes in oxygenation. These results are of interest not only to understand the physiology of the cortical network while varying a relevant parameter of homeostasis, but also to provide a model of cortical network activation that results in different activity regimes of interest to understand the mechanisms controlling up and down states.
At physiological temperature (ϳ36°C) the network exhibited spontaneous up and down states that occurred with a frequency between 0.3 and 0.4 Hz. Temperature variation resulted in a relatively continuous change in a number of parameters including up state duration, frequency, firing rate in up and down states, coefficient of variation of the cycle duration, slope of the transitions, speed of propagation, and fast frequency content in up states.
Temperature affects a large number of processes that are involved in network activity. Some of these factors would induce an increase of activity, others a decrease. Consequently, it is difficult to predict what the changes on cortical emergent activity would be. Lowering temperature increases input resistance of neurons both in the hippocampus (Thompson et al. 1985) and in the cortex (Volgushev et al. 2000b ). The membrane potential of cortical neurons becomes more depolarized with cooling, at a rate of Ϫ1.03 to Ϫ2.21 mV/°C (Volgushev et al. 2000b) , whereas it was reported not to change for hippocampal cells (Thompson et al. 1985) . No changes with temperature of the threshold for spike generation have been reported in neocortex (Volgushev et al. 2000b ). Both increased input resistance and depolarization increase neuronal responsiveness to inputs with cooling. Action potential amplitude and duration also increase with lowering of temperature in the range that we study here (Thompson et al. 1985; Volgushev et al. 2000b) , as well as calcium entry with presynaptic action potentials (Borst and Sakmann 1998) . Several of these changes point toward increased network excitability for the lower temperatures in our range (26 -32°C) (Volgushev et al. 2000a,b) , although how an increased excitability affects the excitatory/inhibitory balance remains to be explored. On the other hand, synaptic transmission undergoes complex changes with cooling that include an increased delay and decreased reliability with cooling, whereas in the range of temperatures studied here, the amplitude of synaptic potentials remained relatively constant (Hardingham and Larkman 1998; Volgushev et al. 2000a) . Therefore the modulation of physiological mechanisms by cooling in the range of temperatures of interest does not unequivocally define how network activity will be affected by temperature.
Enzymatic function-and in particular Na ϩ /K ϩ -ATPase function-decreases with lower temperatures (Esmann and Skou 1988) . More generally, cooling decreases the metabolism of the tissue and tends to slow down processes, eventually silencing the cortex. For that reason, cooling is often used to decrease activity of a specific area (Ferster et al. 1996; Malhotra and Lomber 2007; Schiller and Malpeli 1977; Uyeda and Fuster 1967) . However, even when it reliably silences the neurons at temperatures Ͻ10°C, there is often a halo of cortical hyperexcitability (Volgushev et al. 2000a) .
In this study we detected changes with temperature within the range 26 -41°C. We found that firing rate during up states is modulated by temperature differently from the (sparse) firing rate during down states: the peak firing rate during up states was strongly modulated by temperature, increasing for higher temperatures and decreasing with cooling (Fig. 4, A and B) , whereas that during down states remained relatively constant (Fig. 4C) . As a result the ratio of down/up firing rate increased with cooling, eventually reaching a functional state where the up and down firing periods would become continuous (Supplemental Fig. S3 ). Given the rate of neuronal depolarization with cooling (1-2.2 mV/°C; Volgushev et al. 2000b ), a simple calculation reveals that at 30°C neuronal membrane potential would be close to threshold and thus ready to fire with small inputs. The cerebral cortex is a network of recurrently connected excitatory and inhibitory neurons with membrane potentials that at 30 -32°C are close to firing threshold. At lower FIG. 7. Local field potential (LFP) fluctuations during up states are temperature dependent. A: sample LFP power spectra from up state data in one slice show that temperature nonselectively enhanced LFP spectral power at all frequencies. B: quantification of beta/gamma-range (10 -40 Hz) spectral power in absolute units (blue) and normalized to the total average power in the range 5-100 Hz (green) for the data in A. The bottom panel indicates the temperature of the recording as it progressed through the experiment, first decreasing from 35 to 31°and then increasing from 31 to 39°. The lack of modulation in the green curve indicates that spectral modulations were not specific to the beta/gamma range. C: averaged results for the population of recordings (n ϭ 16). To average across slices, the average power curves (see B) were first normalized to their maximal value. Error bars indicate SEs. The flat green curve indicates that the consistent power modulations by temperature were not specific of the 10-to 40-Hz band.
temperatures, the transition from the down to the up state has a shallow slope (Fig. 5B) , given that it is unnecessary to build up a large amount of synaptic activity to bring the neurons in the network above threshold (Bazhenov et al. 2002; Compte et al. 2003) . In these conditions the occasional summation of miniature excitatory postsynaptic potentials could start up states (Bazhenov et al. 2002) . This random mechanism would support the larger CV of the oscillatory cycle observed at low temperatures (Fig. 4F) .
The low firing rates during up states at 30 -32°C would not be efficient to recruit activity-dependent potassium channels (Ca 2ϩ -and Na ϩ -dependent K ϩ currents) that according to our model (Compte et al. 2003; Sanchez-Vives and McCormick 2000) and that of others (Bazhenov et al. 2002; Hill and Tononi 2005) contribute to end up states. The same would happen with other currents like those mediated by activity-dependent mechanisms such as ATP-dependent K ϩ channels (Cunningham et al. 2006 ). Low firing rates during up states would lead to a reduced accumulation of Ca 2ϩ and Na ϩ in neurons, leading to a poor activation of K ϩ channels in the local network and thus to longer up states and to slower slopes from up to down transitions at lower temperatures.
Neuronal input resistance decreases slightly when temperature increases (Thompson et al. 1985; Volgushev et al. 2000b) , membrane values become more hyperpolarized (see preceding text), and therefore neurons no longer reach threshold with very small inputs. Within individual synaptic potentials, the speed of transmitter release controls the rate of rise and the amplitude of individual synaptic potentials (Katz and Miledi 1965) . Increasing temperature has been reported to decrease the number of failures and to decrease variability in synaptic transmission, making it more reliable (Hardingham and Larkman 1998) , whereas the synaptic delay decreases and pairedpulse facilitation increases (Volgushev et al. 2000a ). Cortical activity reverberates in the network until a critical number of neurons is locally recruited such that a new up state is generated. The increase in the down to up transition slope increases with temperature (Fig. 5B) , which could result from both the increase in slope of individual synaptic potentials and by faster and more efficient summation of synaptic activity until the threshold in individual neurons is reached and the up state is locally generated. This is reflected in the population in a steeper slope of the firing rates. Higher firing rates during up states at warmer temperatures could build up larger concentrations of intracellular Ca 2ϩ and Na ϩ , leading to a more efficient activation of K ϩ currents that would terminate up states earlier and with a faster transition.
Regarding speed of propagation of the wave of activity, there is a moderate increase with temperature, detected in three of five cases. In the remaining two cases the propagation speed did not vary with temperature. This could be unexpected since axonal conduction is known to increase with temperature (5%/deg) (Hodgkin and Katz 1949; Johnson and Olsen 1960) . However, propagation of activity in the cortical network also depends on other factors such as excitatory/inhibitory balance, reverberation in the network, and excitability of the network (Compte et al. 2003; Pinto et al. 2005; Sanchez-Vives et al. 2008) . The larger excitability of neurons in the lower range of temperatures (Volgushev et al. 2000b ) and their closeness to threshold probably could compensate factors like the slower axonal conduction at cooler temperatures. The balance of opposite factors results in a moderate increase in the propagation speed.
We used a previously published computational model of the slow oscillations (Compte et al. 2003) to explore preliminarily what possible manipulations of cellular and synaptic parameters known to be affected by temperature (see earlier text) could explain our experimental observations. Not surprisingly, we could not find a change in an individual parameter that could consistently explain all the experimental observations. We also found that a large set of combinations of plausible parameter changes could be designed to simulate the data. We thus concluded that further mechanistic insight from the experiment would be necessary to constrain the model. Because of this difficulty in constraining numerous and widely different mechanistic scenarios, we consider that a detailed modeling approach would not be very insightful at this point.
Changes in the temperature in the brain are moderate under normal conditions, although temperature measured in the hippocampus increases by an average of 3.2°C in rats while exploring, through the warming of arterial blood at the muscles (Andersen and Moser 1993) ; however, in rats in a watermaze it decreases by 5°C, providing sufficient change to decrease the slope of synaptic potentials and to increase their latency. Therefore the activity of the cerebral cortex must also be affected by temperature on a daily basis. An obvious situation in which temperature increases is during fever. Fever is known to increase the chance of epileptic discharges, especially in children. Temperatures in the range of fever increase synchronization in hippocampal slices, leading to epileptic activity (Tancredi et al. 1992; Wu et al. 2001) . A decrease in GABAergic transmission has also been described as a consequence of hyperthermia (38.5-40°C) (Qu and Leung 2009) , particularly in immature rats. We describe here that the activity during up states becomes more synchronized, in the sense that up states have a steep down to up transition and high firing rates are concentrated in short up states, but epileptiform discharges were not observed. We did observe though a tendency to spreading depression while at Ͼ40°C, observing it in nine cases at an average temperature of 41.2°C (data not shown). The relation between increased synchronization and epilepsy is such that cooling has been used to treat epilepsy (Rothman 2009; Rothman et al. 2005) , since decreasing temperature from 34 to 21°C reduced synchronization in hippocampal slices (Javedan et al. 2002; Motamedi et al. 2006) .
We found that temperature nonmonotonically modulated the amplitude of local field potentials during emergent network activity. The LFP spectral power over the band 5-100 Hz was maximal at physiological temperatures. In addition, when we identified clear spectral peaks in the beta/gamma band, they occurred only at physiological temperatures. Taken together, this is indicative that physiological mechanisms are concertedly tuned to generate large-amplitude synaptic activity fluctuations in the network during normal physiological function. This might be revealing the enhanced broadband synchronization of network activity. Consistent with this, previous experiments have shown that the rapid heating of hippocampal slices from 34°C to fever-range temperatures generates transient gamma-range activity followed by spreading depression (Wu et al. 2001 ). In our experiments, temperature was changed very slowly and we found that strong broadband fluctuations characterize physiological temperatures, whereas spreading depres-sion occurred at higher temperatures. The results of Wu et al. (2001) suggest that our strong LFP fluctuations might partly emerge from synchronization in network activity.
Alternatively, the maximal power of the LFP signal at physiological temperatures might result from the tuning of synaptic parameters such as spontaneous release, synaptic reliability, or synaptic efficacy. Then, according to the computational model by Timofeev et al. (2000) , changes in spontaneous release should affect the down state of cortical slow oscillations, as our results suggest: down state duration is minimal at physiological temperatures (Fig. 3C) . On the other hand, such enhanced synaptic noise might provide an optimal noisy environment for network function. Indeed, theoretical studies with biophysical network models for decision-making processes have proposed that strong random components in noisy inputs to neurons might be a fundamental mechanism for nonlinear cortical processing related to higher cognitive functions (Deco et al. 2009 ). Our results suggest that up and down states in cortical slices regulated by temperature might be a possible experimental model in which this suggestive role of noise in nonlinear network dynamics can be directly assessed experimentally. 
