Lilith is a general purpose tool that provides a highly scalable, easy distribution of user code across a heterogeneous computing platform. By 
Lilith Functionality
Lilith (http://dancer.ca.sandia.gov/Lilith) is a freestanding framework that provides a highly scalable, easy distribution of user code across a heterogeneous computing platform. Like any framework, the user provides components that have a prescribed interface and the framework provides services to those components in a well-defined manner. With Lilith, tools are constructed by the creation of code that fits into the framework, providing the tool functionality on a single node. Lilith itself handles the details of the propagation of the code containing the tool code to the nodes and communication among nodes. The usefulness and power of the framework come in the ease of creation of new components and tools implemented by these components.
Lilith's principle task is to span a tree of machines executing user-defined code. Beginning from a single object, Lilith recursively links host objects, LilithHosts, on adjacent machines until the entire tree is occupied. The LilithHosts propagate user code objects, called Lilim, down the tree. The Lilim perform user-designated functions on every machine. Finally, the results of the Lilim are propagated back up the tree. Typically, the Lilim undergo a three-phase process: distribution, execution, and result collection.
Lilith-based tools are created by writing suitable Lilim. The Lilim need only be concerned with the functionality of the tool itself; propagation and communication are handled by Lilith. By alleviating the tool writer of these details, Lilith enables rapid tool development.
Lilith employs communication patterns in a binary tree configuration, providing scalability. This use of a tree for communications vastly improves the time that conventional serial queries and code distribution require: ideally, a one second operation performed on a thousand nodes would take 16 minutes under a serial distribution, as opposed to 10 seconds using a binary tree distribution.
System Status Monitoring Tool
Features of Lilith are capitalized on in a tool used for monitoring the status of a large distributed system. Scalability is essential since normal tools like shell scripts using serial algorithms would not finish in a meaningful time. Furthermore the Lilith code that handles the distribution and communication is separate from the user's tool code that actually performs the system monitoring functionality, minimizing the overall changes that would be necessary to adapt to a changing system configuration.
This tool is in use on Sandia's Computational Plant distributed cluster. The Lilim code on each node periodically reads several system files in /proc. It then processes these values and merges them with the values returned by other processors as the results are passed back up the tree.
The display is shown in Figure 1 . The application provides statistics on CPU utilization, memory utilization, Ethernet packet and error statistics. For systems that have and ATM interface, it provides values for the AAL5 traffic. Users can select which machines and quantities to view. Results are displayed as colorcoded bars sized proportionally to their value. Total scales for the display values can be entered by the user and updated dynamically. 
Scaling Behavior
To demonstrate the scaling behavior of Lilith we consider the scaling behavior of Lilith in two cases in the case of constant work per processor (increasing total work). We first establish the tree. Then, the wall clock time is measured in the client, and the Lilim is sent to the server tree. After the server returns to the client, the wall clock time is again measured and the results are tabulated for varying number of servers. In each server, the Lilim is first sent to its children, the Lilim is then instantiated and executed locally, and finally the results from the children are collected. Timings were generated on a 32 processor SGI Origin 2000 and only one server was run per processor. Figure 2 shows the scaling behavior for constant work per processor, i.e., increasing total work. The outer plot is 100 random prime numbers generated per processor; inset is 500. This calculation was chosen since each node could be assigned the same seed, guaranteeing the same amount of work per node. We observe the expected overall logarithmic scaling. The step-like behavior occurs due to increasing the tree depth through addition of nodes such that additional time is required for communications. The steps are still seen for the case of greater work/processor, although curve flattens out. As the ratio of work to communications time increases, the work overwhelms the communication time causing all nodes to essentially run in parallel. It is no surprise that the greatest benefit of the logarithmic scaling thus comes in cases where the communications/work ratio is kept small. 
Conclusions
The Lilith framework provides a highly scalable, easy distribution of user code across a heterogeneous computing platform. Tools are constructed by the creation of components that interact with the framework in a well-defined manner. By handling the details of code distribution and communication, such a framework allows for the rapid development of tools for the use and management of distributed systems.
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