We consider rings of coupled phase oscillators with anisotropic coupling. When the coupling is skew-symmetric, i.e. when the anisotropy is balanced in a specific way, the system shows robustly a coexistence of Hamiltonian-like and dissipative regions in the phase space. We relate this phenomenon to the time-reversibility property of the system. The geometry of low-dimensional systems up to five oscillators is described in detail. In particular, we show that the boundary between the dissipative and Hamiltonian-like regions consists of families of heteroclinic connections. For larger chains with skew-symmetric coupling, some sufficient conditions for the coexistence are provided, and in the limit of N → ∞ oscillators, we formally derive an amplitude equation for solutions in the neighborhood of the synchronous solution. It has the form of a nonlinear Schrödinger equation and describes the Hamiltonian-like region existing around the synchronous state similarly to the case of finite rings.
Introduction
Many phenomena in nature can be studied using models of lattices of coupled oscillatory systems. Examples are interacting semiconductor lasers [56] , neural networks [2, 47] , mechanical systems [28] , biological oscillators [58] , and others. In the limit of weak coupling, the dynamics of each subsystem can be described by a scalar phase variable [26, 64] , and the coupled system can be reduced to a lattice of phase oscillators. In this context, one dimensional arrays with periodic boundary conditions have been studied extensively [15, 51, 38, 58, 22, 17, 62, 69, 68, 42, 66, 30] . The rotation symmetry of such a system is a source of rich dynamical behavior including rotating waves [47, 70, 69, 8, 41, 45, 67, 68] , heteroclinic cycles, symmetric chaos [16, 68, 42, 38, 70] , chimera states [32, 1, 66] , or compactons [43] . As an application in neuroscience, bifurcation mechanisms in rings of coupled Hodgkin-Huxley type neurons with inhibitory and excitatory synapses were studied in [7, 55, 27, 65] , where a complex dynamical scenario and multistability are reported. A specific coupling structure on a ring is the case of undirected non-local coupling to several nearest neighbors, where self-organized patterns of coherence and incoherence, so called "chimera states", have been discovered.
While for certain applications, such as molecular chains, the coupling of one element to its neighbors is symmetric with respect to reflection in space, for other systems the coupling is essentially directional. This happens for instance in laser systems with directional coupling through optical injection or in neuronal systems, where neurons are coupled in one direction via chemical synapses. As a result, there is a need for the theoretical understanding of the dynamical properties of rings with non-symmetric (anisotropic) couplings.
In Section 4 we consider a more specific example of a "forward-backward system", for which the coupling strengths to one or several next neighbors in one direction (forward) are all equal to the same value a, while in the other direction (backward) equally many next neighbors are cooupled all with coupling strength b. In such a case, the anisotropy of the coupling can be measured by the difference a − b, and the skew-symmetric case corresponds to a + b = 0. We provide conditions for the bifurcations and, in particular, show that in the case where the coupling is skew-symmetric, i.e. a + b = 0, and includes only nearest-neighbors all eigenvalues of the rotating waves become purely imaginary.
In Section 5, global properties of low-dimensional (dimension N = 3, 4 and 5) forward-backward systems with a coupling function of Kuramoto-Sakaguchi type are studied in detail. It is shown that for a + b = 0 the phase space exhibits the coexistence of a Hamiltonian-like region and a dissipative region. For N = 3, the phase space for phase differences is two-dimensional, and the Hamiltonian-like region is foliated by a one-parameter family of periodic orbits bounded by a Z 3 -invariant heteroclinic cycle. For this case, a complete bifurcation diagram as well as a list of possible phase portraits are obtained. For the case N = 4 and a + b = 0, the Hamiltonian-like region in the neighborhood of the synchronous state is shown to be foliated by a 2-dimensional family of periodic orbits and bounded by a surface, which is composed of heteroclinic cycles. In these low-dimensional cases, the relation between the dimension of the subspace Fix R and the phase space dimension N is of importance. For N = 4, when the dimension of Fix R is 2, the complete global description of the phase space becomes complicated. Hence, the existence of an Hamiltonian-like region is shown only locally in the neighborhood of the synchronous state, while the existence of a dissipative region is shown in the neighborhood of asymptotically stable or unstable rotating waves. The sizes of the domains are estimated numerically by calculating the Lyapunov exponents.
In Section 6 we consider a system with an arbitrary number N of coupled identical oscillators. This system is time-reversible for skew-symmetric coupling, and dim (Fix R) = [N/2] holds. We present conditions for the existence of a one-parameter family of periodic solutions when N is odd and conditions for the existence of a two-parameter family for N even, as well as conditions for the appearance of [(N − 1)/2]-dimensional tori in the neighborhood of the synchronous solution. Hence, the main message is that the splitting of the phase space in a Hamiltonian-like region close to sync and a dissipative region still holds for the case of arbitrary N , though with less geometric insight compared to the cases of small N , studied before. Section 7 considers specific cases when the reversible or conservative dynamics can occur in systems with non-identical coupled oscillators. We show that system with arbitrary frequency differences, skew-symmetric (resp. symmetric) coupling, and odd (resp. even) coupling function is divergence free, leading to the coexistence of periodic, quasiperiodic, and chaotic solutions. For some cases, the first integrals are computed. For a special constellation of natural frequencies (equally distributed) we show also the reversibility.
Finally, in Sec. 8 we consider the dynamics in a neighborhood of the synchronous solution in the case of an infinite chain of identical oscillators (N → ∞) when each oscillator is coupled with a finite number 2l of its neighbors. In particular, we show that for the skew-symmetric coupling the resulting amplitude equation is the nonlinear Schrödinger equation. This fact agrees well with the observations for finite N, where, as we have shown, the neighborhood of the synchronous solution displays Hamiltonian-like dynamics. We conclude with a discussion in Sec. 9.
Oscillator model with circulant coupling
We consider the following translationally invariant chain of coupled phase oscillators with periodic boundary conditionsθ
where θ i ∈ [0, 2π) are phase variables, ω i are natural frequencies, g(x) is a smooth 2π-periodic coupling function, K j , j = 1, . . . , N , are coupling strengths, and all subscripts are assumed modulo N . The coefficient K N ≡ K 0 determines the self-coupling. System (2.1) can be rewritten in a way similar to the Kuramoto system [31] as followṡ
and it describes a network of oscillators with coupling strengths given by the circulant coupling matrix 
we reduce (2.1) to the system in phase differenceṡ
where ∆ i = ω 1 − ω i+1 , the subscripts are considered modulo N , and ϕ 0 = 0. We remark that the original system (2.1) possesses a S 1 phase shift symmetry θ i → θ i + const that allows to reduce it to the phase differences (2.4) where the reduced system has one less variables and does not have the S 1 symmetry.
In the paper we mainly consider the case of identical oscillators ∆ i = 0, except for Sec. 7. Section 5 investigates examples of low-dimensional systems where K j = a, K −j = b, j = 1, . . . , l, l < N/2 (see Fig. 2 .1(a)-(c)), and the coupling function g(x) = − sin(x−α). In the case of identical oscillators we therefore deal with only two bifurcation parameters b and α, while we can fix a = 1.
Synchronous solution and rotating waves
In the system of identical oscillators, the synchronous state exists where θ i (t) = θ j (t) for all i, j and t. In the system for phase differences (2.4) this solution corresponds to the fixed point ϕ i = 0, i = 1, . . . , N − 1. In fact, the reduced system (2.4) can have many different fixed points depending on the form of coupling function g(x), however, some of them arise as a result of rotation symmetry of the network. Note that for identical oscillators the circulant structure of the coupling matrix induces an equivariance of the system with respect to the cyclic group Z N acting by
For the reduced system (2.4) this symmetry is given as
One can check that solutions of (2.1) of the form 
The synchronous solution is therefore the rotating wave M 0 with zero wave number. By substituting (3.2) into (2.4) one can see that the rotating waves with any wave number k exist for any choice of the coupling function g.
Proposition 1. For any coupling function
1 g, system of coupled identical phase oscillators (2.1) possesses rotating wave solutions (3.1) with all possible wave numbers k. The corresponding solutions of the system in phase differences (2.4) are the equilibria (3.2).
We note that system (2.4) can have other equilibria in addition to M k . Let us first point out the relationship between the system (2.1) and the corresponding system in phase differences (2.4). The following proposition shows that the Jacobian matrices of these two systems evaluated at the corresponding points share the same set of eigenvalues except of the trivial one, which is induced by the phase-shift symmetry of the original system (2.1). Proposition 2. Let A and B the Jacobi matrices of systems (2.1) and (2.4), respectively, that are evaluated at corresponding points (θ 1 , . . . , θ N ) and (ϕ 1 , . . . , ϕ N −1 ),
Then the following relation holds
Proof. Let us first rewrite (2.1) and (2.4) in the vector form:
We append the first equationθ 1 (3.4) and obtain the extended N -dimensional system: 
, and it is independent of the variable θ 1 , which impliesB 11 = ∂Ḡ 1 /∂θ 1 = 0. Using the above properties we obtain the necessary result:
The additional zero eigenvalue of the matrix A corresponds to the neutral stability of each solution of the original system (3.3) along the eigenvector v = (1, . . . , 1) and appears due to the phase shift symmetry.
The following result establishes the spectrum of the rotating waves M k .
Proposition 3.
Eigenvalues of the Jacobi matrix of system (2.1) evaluated at the rotating wave solution
Proof. Let A be the corresponding Jacobi matrix. Direct calculation gives
as a polynomial of the cyclic permutation matrix 
Separating the real and imaginary part, we have also the following expression: 
where [x] is the integer part of x, λ is the complex-conjugate to λ. (3.11) shows that Im(λ N/2 (M k )) = 0 for any M k when N is an even number.
The following result follows from Proposition 3 and summarizes the stability properties of M k : 
Proposition 4 shows that the conditions Re(λ m (M k )) = 0 provide stability boundaries for the rotating waves and the synchronous solution k = 0. In the case when Ω = 0, an Andronov-Hopf bifurcation can take place [24, 48] . We will show in Sec. 4 that for different equilibria the system can have both degenerate and regular Andronov-Hopf bifurcations.
Using the complex conjugacy: ν −m = ν m we can rewrite real and imaginary parts of eigenvalues (3.10): Remark 5. System (2.4) has other equilibria except for the origin and rotating waves (3.2). For example, it has fixed points Φ = ( ϕ 1 , . . . , ϕ N −1 ) with coordinates 0 and π ( ϕ i ∈ {0, π}). It is easy to check that Jacobian matrix of the system (2.1) at the solution Θ (corresponding to solutions Φ of (2.4)) is not circulant. Therefore, the eigenvalues λ m ( Θ) can not be described similarly to Eq. (3.9).
The model with different forward and backward connections
In this section, we consider the special case when K i = a, K −i = b, i = 1, . . . , l and K i = 0 for l < |i| < N/2 , i.e. each oscillator is connected with identical coupling strength a to its l next neighboring oscillators in the clockwise direction (forward) and with identical coupling strength b to the same number of next neighbors in the counter-clockwise direction (backward). In this case system (2.1) has the forṁ The system corresponding to (4.1) in phase differences has the forṁ
In the case of identical oscillators ω i = ω, i = 1, . . . , N , without loss of generality we can set a = 1 by rescaling the time. In this case, the number of coupling parameters is reduced to just one continuous parameter b, apart from integer parameters N , l, and the coupling function g(x).
By applying the results of Proposition 4 to system (4.2) we obtain the following statement about the stability of rotating waves.
Corollary 6. The rotating wave solutions
holds, then a pair of complex conjugate critical eigenvalues λ ±m = ±ıΩ appears.
For the case of nearest-neighbor coupling l = 1, the condition (4.3) reads The solution M k is asymptotically stable when ag (2kπ/N ) + bg (2kπ/N ) < 0.
The conditions (4.3) and (4.4) can be simplified at the synchronized solution M 0 of (4.2) to the following form
The last multiplier on the right hand side of (4.6) is always positive and the last multiplier on the right hand side of (4.7) is nonzero because m = 0, j = 0. For the bifurcation of the synchronous solution we obtain the following conditions. has all eigenvalues purely imaginary if the condition
is satisfied. In the case g (0) = 0, all eigenvalues are zero.
The solution M 0 is asymptotically stable when ag (0) + bg (0) < 0.
An example, when all eigenvalues are zero is the Kuramoto-Sakaguchi [50] coupling function g(
In the case a = b when the coupling is symmetric, the condition (4.3) reduces to
In particular, the condition holds for all k, when the derivative of the coupling function is odd g (x) = −g (−x). We have the following statements. 
Bifurcation properties in low-dimensional systems
In this section we study in detail the low-dimensional system (4.1)-(4.2) with specific coupling functions. Mostly, we consider a coupling function of Kuramoto-Sakaguchi type [50] g(x) = − sin(x − α)
with a phase shift parameter α.
We note that in the case a = b the system (4.2) has the dihedral symmetry D N . The system (4.2) with Kuramoto-Sakaguchi coupling (5.1) has additional symmetries Γ 1 , Γ 2 , and Γ 3 that are given by the actions:
For b = −a, the system has also the time-reversal symmetry R
which plays an important role for the coexistence of Hamiltonian-like and dissipative dynamics, as it will be discussed in the following.
Three coupled oscillators
"In this section, we describe the phase space of the system of N = 3 identical oscillators with
Kuramoto-Sakaguchi coupling function (5.1) written in phase differences (2.4):
Note that we set the coupling parameter a = 1 without loss of generality. In this N = 3 case the system is globally coupled (all-to-all). System (5.4) possesses two parameters b and α. The bifurcation diagram with respect to these parameters is shown in Fig. 5 .1, and the typical phase portraits for different parameters are shown in Fig. 5.2 . In the following, we describe the dynamical properties of the system in details. An important conclusion about the coexistence of Hamiltonian-like and dissipative dynamics will be given in Proposition 11.
Symmetries and fixed points. The Z 3 symmetry in system (5.4) is generated by the action
The origin M 0 = (0, 0) and the two rotating wave points M 1 = (2π/3, 4π/3), M 2 = (4π/3, 2π/3) are invariant under the action γ Z 3 . While the locations of these points do not depend on parameters, their stability does. In addition to the M k , the system has three Z 3 -symmetric saddles. For α = 0, the coordinates of these saddles are (0, π), (π, 0), and (π, π), see 
In particular, the corresponding bifurcation line for the origin M 0 is b = −1 = −a.
Z 3 -symmetric transcritical bifurcations of the origin occur on the bifurcation lines α = ±π/2, where the second condition of (4.8) holds: g (0) = 0. 
The system (2.4) is conservative at the codimension-two bifurcation points (α, b) = (0, −1) (Fig. 5.2(c) ) and (α, b) = (±π, −1). There, it has the first integral
The system is also conservative when (α,
. A similar first integral exist also for more general cases. The system (2.4) for the phases of N = 3 coupled oscillators with
The regions where the origin is stable consist of two parts: 1) b > −1, α ∈ (−π/2, π/2) and 2) b < −1, α ∈ (π/2, 3π/2) (gray color in Fig. 5.1(a) ). The regions of the stability of M k , k = 1, 2, are located between two neighboring H i lines and it has width π along the α-axis. In particular, the stability region for M 1 is located between two (blue) bifurcation lines H 1 in Fig. 5 .1(a) and it satisfies the inequalities
The case b = −1 (α arbitrary) is especially interesting for us. In this case, the system possesses the time-reversal symmetry R presented by the action (5.3)
The line Fix R : {(ϕ 1 , ϕ 2 ), ϕ 1 = ϕ 2 } is fixed under this symmetry. The superposition of Z 3 and R gives two other reversible symmetries with the corresponding fixed subspaces ϕ 1 = 0 and ϕ 2 = 0.
The system for b = −1 has Hamiltonian-like and dissipative regions that coexist in the phase space, (A) Hamiltonian-like region: there exists a region in the phase space, which contains the origin M 0 and which is foliated by a one-parametric family of periodic orbits. This region is bounded by a Z 3 -invariant heteroclinic cycle consisting of three saddle points and connecting orbits between them. The corresponding saddle points belong to the fixed subspace of the reversibility symmetry Fix R or one of its symmetry images under the action of Z 3 .
(B) Dissipative region: The points M 1 and M 2 are sink and source, respectively. That is, there exists neighborhoods of the points M 1 (resp. M 2 ), such that all orbits starting from this neighborhoods are asymptotically attracted to M 1 (resp. repelled from M 2 ).
Proof. (A) According to the Corollary 7, under the conditions of the proposition, the origin has the complex conjugated pair of eigenvalues ±ıΩ 1 = ±ı √ 3 cos α = 0. The Lyapunov center theorem for time-reversible systems [23, Theorem 1.1] implies that the system has a one-parameter family Φ σ (t) of periodic solutions with periods near 2π/Ω 1 where Φ 0 (t) = M 0 and the parameter σ varies along Fix R. This shows that a neighborhood of M 0 is foliated by periodic orbits.
Let us now show that the maximal region D 0 containing the set of neutral periodic orbits is bounded by the heteroclinic cycle mentioned in the Proposition. It is known that the boundary of an invariant region is flow-invariant. For our two-dimensional system, three types of invariant sets are possible: a limit cycle, a homoclinic cycle, or a heteroclinic cycle. A limit cycle is impossible because it must be neutral from the inside (it borders neutral periodic orbits), and it is neutral from the outside as well, since any trajectory in its small neighborhood intersects Fix R twice and is, therefore, periodic. Hence the assumed bounding periodic orbit it neutral and is an internal with respect to D 0 . A homoclinic cycle cannot be a border of D 0 , since, according to Z 3 symmetry, there are three such homoclinic loops that are connected to three different saddles S i and contain the same neutral fixed point M 0 . Hence these homoclinic orbits must intersect each other leading to a contradiction. Therefore, a Z 3 -symmetric heteroclinic cycle is the only possible border for D 0 . More specifically, it consists of three saddles
Fix R, i = 1, 2, 3, and of three one-dimensional invariant manifolds of these saddles. The region D 0 has a maximal area when α = 0 or α = π and it occupies just 3/4 of the phase space T 2 ( Fig. 5.2(c) ). Increasing of the parameter |α| from 0 to π/2 (decreasing |α| from π to π/2) leads to a symmetric motion of S i to the origin along Fix R i ( ϕ changes from π to 0) that implies further shrinking of the heterolinic cycle and D 0 to the origin. Three saddles reach M 0 when α = ±π/2 and they form a degenerate saddle at the bifurcation moment ( Fig. 5.2(l) ).
(B) For the given parameter values, M 1 is a sink (with eigenvalues λ 1,
cos α) and M 2 is a source.
Our numerical observations (using numerical integration, software AUTO [19] , as well as DS-Tool [5] )
indicate that the dissipative region extends to T 2 \ D 0 .
We will show in further sections that the above described phenomenon of the coexistence of Hamiltonianlike and dissipative dynamics is typical for system (2.4) with an arbitrary number of oscillators and an arbitrary periodic function g(x), when the coupling matrix K is skew symmetric. The case b = −1 = −a is a particular example of skew-symmetric coupling.
We note that system (5.4) also has another time-reversal symmetry R given by the action R : 
Four coupled oscillators
System (4.2) of N = 4 identical oscillators is three-dimensional for the phase differences (ϕ 1 , ϕ 2 , ϕ 3 ): 
In these cases, the whole phase space T 3 is filled with a continuous set of non-isolated periodic orbits that are located within the parallel planes ϕ 1 − ϕ 2 + ϕ 3 = constant. The plane ϕ 1 − ϕ 2 + ϕ 3 = π consists of degenerate saddle points. The system also has another first integral I 2 (ϕ 1 , ϕ 2 , ϕ 3 ) = cos(ϕ 1 ) + cos(ϕ 1 − ϕ 2 ) + cos(ϕ 2 − ϕ 3 ) + cos(ϕ 3 ). Therefore, the periodic orbits in the mentioned planes are described by expressions cos(ϕ 1 ) + cos(ϕ 1 − ϕ 2 ) + cos(ϕ 1 − c 1 ) + cos(ϕ 1 − ϕ 2 − c 1 ) = c 2 , where the constant c 1 corresponds to the choice of a certain plane and the constant c 2 to the choice of a certain periodic curve in this plane.
The last situation can be generalized for arbitrary coupling function g(ϕ) with two the first integrals where h (ϕ) = g(ϕ).
The case of skew-symmeric coupling b = −1 leads to the emergence of coexisting Hamiltonian-like and dissipative dynamics as in the case N = 3. The following proposition describes it in more detail.
As in the previous case, the conservative dynamics appears due to the time-reversibility (5.3).
Proposition 12.
For b = −1 and α / ∈ {0, ±π/2, ±π} system (5.5) possesses the following dynamics in the phase space:
(A) Hamiltonian-like region: there exist neighborhoods of the equilibria M 0 and M 2 , which are foliated by two-parametric families of periodic orbits.
(B) Dissipative region: The equilibria M 1 and M 3 are sink and source, respectively. That is, there exist neighborhoods of the points M 1 (resp. M 3 ), such that all orbits starting from this neighborhood are asymptotically attracted to M 1 (resp. repelled from M 3 ).
Proof. (A) The time-reversal symmetry R has the 2-dimensional fixed subspace
According to (3.9) , the eigenvalues of the origin are λ 1,3 (M 0 ) = ±ıΩ 1 = ±ı2 cos(α) and λ 2 = 0.
It follows from [23, Theorem 2.2] that there exists a 2-parameter family of periodic solutions in the neighborhood of M 0 with periods near 2π/Ω 1 . Hence, there exists an invariant region D 0 around the origin that is foliated with non-isolated limit cycles. The fixed point M 2 belongs also to Fix R and it has properties similar to M 0 . Hence, M 2 also possesses a neighborhood D 0 , which is foliated with non-isolated limit cycles as well.
(B) Using (3.9) one can check that the fixed point M 1 is a sink or a source when b = −1 and α / ∈ {0, ±π}. The reversibility R implies that the point M 3 symmetric to M 1 possesses stability properties opposite to M 1 . Finally we note again that the Hamiltonian-like regions D 0 and D 0 shrink to points when |α| approach π/2.
The following observations provide more details and complete the global picture of the dynamics in the phase space for b = −1, they are also summarized in Fig. 5.3 . We note that the superposition of Z 4 and R gives another time-reversal symmetry R with Fix R : {(ϕ 1 , ϕ 2 , ϕ 3 ) : ϕ 2 = 0}. The intersection of the planes Fix R, Fix R gives the 1D flow-invariant subspace V 0 = Fix R ∩ Fix R = {(ϕ, 0, ϕ), ϕ ∈ T 1 } = span v, where v = (1, 0, 1) is an eigenvector corresponding to the eigenvalue λ 2 = 0 of the equilibrium M 0 . It is easy to check that the whole line V 0 is filled with equilibria. The equilibrium M 2 belongs also to subspace V 0 . The equilibria in V 0 (D 0 D 0 ) are neutral in the directions transverse to V 0 and they are saddles otherwise, outside of the conservative regions. Each periodic trajectory rotates around V 0 and it has two intersections with invariant plane Fix R at the points (ϕ 1 , ϕ 2 , ϕ 1 ), (ϕ 1 − ϕ 2 , −ϕ 1 , ϕ 1 − ϕ 2 ) and two corresponding intersections with Fix R at the points (−ϕ 1 , 0, ϕ 2 − ϕ 1 ), (ϕ 2 − ϕ 1 , 0, −ϕ 1 ). One can check that the plane Fix R contains two lines of non-isolated fixed points ϕ 2 = 2(ϕ 1 + α) ± π (or, equivalently, this is one line in T 2 with rotation number 1:2). Each fixed point of the line is a degenerate saddle, it is neutral along the line and it has attractive and repulsive 1D invariant manifolds in directions transversal to the line. According to the rotational symmetry, another invariant plane Fix R has also one-parametric lines of degenerate saddles defined by the expression ϕ 3 = −ϕ 1 + 2α ± π. Fixed points on the intersection of the above mentioned line with V 0 have all zero eigenvalues. There are four such points with coordinates (±π ± α, 0, ±π ± α) that are on the boundary between the conservative and the dissipative parts (Fig. 5.3 ). 
Five coupled oscillators
In the case of five coupled oscillatorṡ 6) g(x) = − sin(x − α), the situation is more complicated, since the phase space is 4-dimensional, and we are not able to give a complete description of the phase space structure as in the case of N ≤ 4.
Nevertheless, one can still show the coexistence of dissipative and Hamiltonian-like regions that are densely filled with two-dimensional tori and families of periodic orbits. Figure 5 .4(a) illustrates different trajectories belonging to the dissipative domain (heteroclinic orbit shown in red) and Hamiltonian-like (tori in green and magenta, as well as a periodic orbit in blue).
The following proposition holds. The proof follows from the general Proposition 15 in Sec. 6. Roughly speaking, statement (A) is a consequence of the KAM theory for reversible systems [52, 53] , and the second part follows from the stability analysis of the rotating wave points. In Fig. 5 .4(b) we illustrate numerically the dynamics using the two-dimensional fixed point subspace of the involution R: 
Coexistence of Hamiltonian-like and dissipative dynamics in systems of coupled identical oscillators
In this section, we consider system (2.1) with arbitrary number N of coupled identical oscillators. Our main goal is to show that the splitting of the phase space into regions with dissipative and Hamiltonianlike dynamics, which was observed for low-dimensional systems in Sec. 5, remains, provided the coupling is skew-symmetric, i.e. K j = −K −j .
For the skew-symmetric coupling, systems (2.1) and (2.4) can be written as followṡ
with i = 1, . . . , N −1. Note, that K 0 = 0 as well as K N/2 = 0 when N is even. As it was mentioned, the origin M 0 and M k are equilibria for the system in phase differences (6.2).
Let us firstly show that system (6.2) is time-reversible. Lemma 14. System (6.2) has time-reversal symmetry R : (ϕ 1 , . . . , ϕ N −1 , t) −→ (ϕ N −1 , . . . , ϕ 1 , −t).
Proof. One can check that
We emphasize that the reversibility property is independent of the coupling function g(x).
The fixed subspace of the involution R is
Generically, the dimension of this set is d(
The subspace Fix R can be used for describing the dynamical features of the system, because of the following properties:
-If some orbit intersects Fix R at two points, then it is periodic, and it consists of two parts that are mapped into each other by the involution R.
-Any non-periodic trajectory can intersect Fix R only once (in the opposite case this trajectory is periodic).
-If a reversible system has a sink or source equilibrium, then it does not belong to Fix R.
-If a reversible system has a sink (source) M, then RM is an equilibrium, and it is a source (sink).
-If a trajectory starts from a source and intersects Fix R, then it tends to a symmetry related sink, and this trajectory is heteroclinic (as in Figs. 5.2, 5.3 and 5.4). Note that the reversibility does not imply the existence of a trajectory that starts from a source and intersects with Fix R, i.e. the sink and the related source can be disconnected.
Since all trajectories that intersect Fix R two times are time-periodic, it is instructive to consider the intersection of Fix R with its evolution under the flow:
Reversible periodic trajectories appear for all points of the intersection Fix R ∩ F t (Fix R). Since the dimension of F t (Fix R) is d t (N ) := dim(F t (FixR)) = [N/2] + 1, according to the transversality theorem, the dimension of the intersection in T N −1 is generically
Therefore, we generically expect that system (6.2) possesses one or two-parametric families of periodic orbits, depending on the parity of the phase space dimension. Such families have been already described in the low-dimensional cases in Sec. 5. In particular, for the cases N = 3 and N = 4, when the phase space of (6.2) 
. The tori are invariant with respect to the flow and with respect to the reversibility transformation R. Moreover, if U ε is an ε-neighborhood of M 0 , then the Lebesgue measure of the invariant tori tends to the full measure of the neighborhood U ε , as ε → 0.
-(b1) Non-resonance: (q, Ω) =
q m Ω m = 0 is satisfied for all q with |q| ≤ 2l + 2 and some l ∈ N.
-(b2) Non-degeneracy: The leading cubic terms (i.e. their imaginary parts) of the normal form are non-degenerate (equiv. to operator Γ in [53] ). 
satisfied for all m = 1, . . . , N − 1. In this case M −k is a source.
Proof. (A) The existence of families of periodic orbits can be shown using Lyapunov center theorem for time-reversible systems [63, 23] . Using the skew-symmetry of the matrix K and expression (3.10), the eigenvalues of the synchronous state M 0 are Therefore, there exists a one-parameter family of periodic solutions Φ σ (t) of (6.2).
In the case of N even, Theorem 2.1 from [23] is applicable. In order to satisfy the conditions of this theorem, it is necessary to check that R is the identity transformation on ker(B(M 0 )). (B) The existence of dense families of quasiperiodic tori follows from the KAM theory for reversible systems [53, 40, 4, 12, 11, 13, 35] . Under the non-resonance and non-degeneracy conditions (b1) and (b2), the conditions of the Theorem from [53] are satisfied. More specifically, the dimensions of tori are (N − 1) for odd N and (N − 2) for even N (in notations of [53] : m = (N − 1)/2, k = 0 for odd, and m = (N − 2), k = 1 for even dimensions).
(C) It is easy to check that the equilibrium M N/2 is neutral because η N/2j − η −N/2j = 0 and, therefore, Re(λ m (B(M N/2 ))) = 0 for any m. Since M N/2 ∈ Fix R, the same arguments as in (A) and (B) can be applied.
(D) We know that the system has equilibria M k independently of system parameters and we can check the stability of these points using Propositions 3-4. In particular, the real parts of the eigenvalues The situation is different for higher dimensions. In particular, for N = 5, the intersection of the family of periodic orbits with two-dimensional manifold Fix R consists of two one-dimensional curves P 1 (Φ) and P 2 (Φ), see Fig. 5 .4. These two curves intersect at the origin: M 0 = P 1 (Φ) ∩ P 2 (Φ) ∈ Fix R. Solutions with initial conditions on P 1 (Φ) have the period near 2π/ ω 1 , and the solutions starting on P 2 (Φ) have periods near 2π/ ω 2 . There are at least two intersections of each periodic solution with Fix R.
The condition (6.4) is only sufficient, and it can be weakened using the fact that the system can have other attractors/repellors except for M k .
Remark 17. The cases when g(x) is odd or even can be special. One can see that condition (6.4) is not satisfied when the function g(x) is odd. Also Im(λ m (M 0 )) = 0, m = 1, . . . , N − 1, when g(x)
is even. This implies that in this situation the origin is a degenerate saddle and the conservative region may shrink to one point.
We note that the superposition of symmetries Z N and R implies the existence of N − 1 other reversal symmetries R i , i = 2, . . . , N . Hence, there exist N − 1 hyperplanes Fix R i = γ i Z N Fix R 1 that are fixed under the transformations R i , i = 2, . . . , N − 1. All Fix R i intersect in M 0 if N is odd and they intersect along one-dimensional line V 0 ∈ T N −1 when N is even. If a periodic orbit intersects only one Fix R i in two points, then there are N Z N -symmetry related periodic orbits. If a periodic orbit intersects at least two Fix R i , then it intersects all of them. As in the considered low-dimensional cases, the Hamiltonian-like dynamics is localized around the origin when N is odd and this dynamics translates along line V 0 when N is even. There are also the second "island" of Hamiltonian-like dynamics in the even-dimensional case around a neutral fixed point M N/2 .
Nonidentical oscillators

Divergence-free dynamics
We have shown that system (2.4) is Hamiltonian-like in the whole phase space for three and four oscillators when coupling function g(x) = − sin x and a = −b. The system has N neutral rotating wave points M k , saddles, heteroclinic structures, continuous sets of periodic orbits (as shown in Proof. We give the proof for the case (A), since the case (B) is analogous. 
Remark 19. We remark that a system of Kuramoto-Sakaguchi oscillators with the phase shift α = π/2 is a particular situation of the case (B) of the Proposition 18.
The divergence-free system of coupled oscillators can demonstrate the coexistence of periodic, quasiperiodic, and chaotic behavior. Fig. 7 .1 shows solutions of different types for different initial conditions and the same parameters. Homotopic to zero and non-homotopic to zero solutions coexist in phase space.
Proposition 20. The system (6.2) with nearest neighbor couplinġ
and odd coupling function g(ϕ) has the first integral
where h (ϕ) = g(ϕ), ϕ N = ϕ 0 = 0. We note that h(ϕ) is even.
Proposition 21.
Consider the system (6.2) with even oscillator number and odd coupling function g(ϕ) with skew-symmetric coupling matrix (K j = −K −j ) and K j = 0 for even j, i.e. oscillators are coupled with the nearest neighbors, third neighbor, fifth neighbor, etc. This system has the first integral
Pairwise equidistant natural frequencies and reversibility
In this section we show that the general system (2.4) can have the reversibility property when the coupling is skew-symmetric and the frequencies are not identical, but satisfy a particular relation. System (2.4) for skew-symmetric coupling can be written aṡ 
Proof. We rewrite system (7.1) aṡ
Remark 23. Note that Eq. (7.2) and, hence, conditions of Proposition 22 hold for the particular case of equally-distributed frequencies ω j = ω 0 + hj in the case of an odd number N of oscillators.
In this case it is easy to see that the reversibility condition (6.3) is satisfied if and only if (7.2) holds, that corresponds to pairwise equidistant distribution of frequency pairs around the frequency of the first oscillator: (ω i+1 + ω N −i+1 )/2 = ω 1 . We remind that ∆ N/2 = 0 when N is even.
As a result of Proposition 22, the Hamiltonian-like dynamics appears in systems of non-identical oscillators that satisfy relation (7.2) . Indeed, at least for small deviations ∆ from zero, the families of periodic orbits that are mentioned in statement (A) of proposition 15 persist, since they appear due to the generic intersection of F t (Fix R) and Fix R. The dissipative equilibria remain also dissipative under small perturbations.
Non-homotopic to zero Hamiltonian-like part
A Hamiltonian-like dynamics of (7.1) that is non-homotopic to zero is possible when |∆ i | are large
enough. An example is shown in Fig. 5 .2(o) for three oscillators, where such a region is foliated by periodic trajectories that are non-homotopic to zero. There might be a coexistence of the regions with homotopic to zero periodic orbits with another region filled with non-homotopic to zero periodic orbits, see yellow and green regions in Fig. 5.2(o) . The coexistence of many regions of two types is also possible, as shown in Fig. 5 .2(p) for N = 3 and coupling function (9.1).
Increasing frequency differences |∆ i | from zero leads to a sequence of the disappearance of equilibria via local bifurcations. The homotopic to zero Hamiltonian-like part of the dynamics disappears together with the disappearance of the equilibrium within Fix R. Then, a possible Hamiltonian-like part can consist only of non-homotopic to zero non-isolated orbits. Similar situations were observed for other systems in [60] and [59] . From this point of view, it is instructive to give conditions when the system does not possess equilibria.
Proposition 24. System (7.1) does not have fixed points when one of the following conditions is satisfied:
Proof. The proof follows from the conditions
Note that the conditions of this proposition are satisfied when the frequency differences are large enough.
Large system (N → ∞) and nonlinear Schrödinger amplitude equation for skew-symmetric coupling
In this section we consider the dynamics in a neighborhood of the synchronous solution θ i = θ in the case of an infinite chain of identical oscillators (N → ∞) when each oscillator is coupled with a finite number 2l of its neighbors:θ
and a skew-symmetric coupling matrix K, i.e. K j = −K −j , j = 1, . . . , l.
Using the "co-rotating" coordinates
with f (x) = g(x) − g(0). Since f (0) = 0, the one-dimensional invariant synchronization manifold
consists of equilibria ψ i = ψ = const, which are related to each other by the phase-shift symmetry.
Hence, the equilibria have neutral stability along the manifold and the same stability properties in the transverse directions to the manifold. Therefore, in order to study the dynamics in the neighborhood of a synchronous solution, it is enough to consider the neighborhood of the origin ψ i = 0, i = 1, . . . , N .
Note that in this section we do not write system for phase differences Eq. (2.4), but work directly with (8.2 ). This will result in the persistence of the phase-shift symmetry in the obtained amplitude equations.
Expanding function f (x) in Taylor series, we rewrite system (8. Q j e ı2πjm/N , m = 1, . . . , N.
In the limit of large N , the spectrum can be approximated by the asymptotic continuous spectrum The skew-symmetry of matrix K implies the skew-symmetry of the matrix Q: Q j = −Q −j . Therefore, λ(φ) = ı2 l j=1 Q j sin(jφ) = ı ω(φ), ω(φ) ∈ R, and the whole spectrum belongs to the interval [−ı max φ ω(φ), ı max φ ω(φ)] of the imaginary axis.
Assuming that the coupling function has a cubic nonlinearity and using the approach from [29] , adapted to the spatially discrete case as proposed in [22, 68] , the following statement holds.
Proposition 25. Assume that system (8.3) satisfies the following conditions: 1) the coupling matrix is skew-symmetric : Q j = −Q −j ; 2) there exists φ 0 = 0 such that ω(φ 0 ) = 0; 3) the coupling function has a cubic nonlinearity at zero, i.e. f (0) = 0; 4) the second derivative of the imaginary part is not equal to zero: ω (φ 0 ) = 0;
5) non-resonance condition:
l j=1 Q j sin 3 (jφ 0 ) = 0. Let ε = 1/N . Then the multiple scale ansatz ψ i (t) = εA (T 1 , x i , T 2 ) e ı(ω 0 t+φ 0 i) + ε 3 A 3 (T 1 , x i , T 2 ) e 3ı(ω 0 t+φ 0 i) v 3 + c.c., (8.5) with the amplitude A ∈ C depending on the rescaled coordinates T 1 = εt, T 2 = ε 2 t, and x i = εi (c.c. denotes complex conjugated terms, v 3 ∈ R) to system (8.3) leads to the following solvability conditions up to the order ε 3 : Remark 26. Note that the amplitude has to satisfy the nonlinear Schrödinger equation (8.6), which is Hamiltonian. This confirms that the skew-symmetric coupling leads to the Hamiltonian dynamics in the vicinity of the synchronous solution of the chain.
Discussion
In this concluding section we point out some general consequences of our results.
(i) Unidirectional rings are special case of anisotropic coupling: The case when the ring is unidirectional is important for applications and considered in many works, see e.g. [14, 37, 69, 42, 10, 57, 46] . The general network (2.1) is unidirectional when K i = 0 for j = 1, . . . , [(N − 1)/2] and K j = 0 in other cases. For the forward-backward system (4.1) the condition for unidirectionality is just b = 0.
The bifurcation diagram Fig. 5.1 shows that the system dynamics does not change qualitatively with a small variation of coupling parameters. Actually, one can see that the straight line b = 0 and lines b = ± intersect bifurcation lines (AH, HC, TC) transversally at almost the same points when is close to zero. This tells us about the structural stability of the system along parametric line b = 0 independently on parameter α.
(ii) Effects of higher harmonics in the coupling function: In Sec. 5 we considered examples where the coupling function had only the first term of the Fourier series (5.1). If the coupling function has higher harmonics, the basic properties related to the symmetries or reversibility of the system remain the same. However, a more complex shape of g(x) can lead to the appearance of new solutions or new bifurcation properties. For instance, for the Hansel-Mato-Meunier coupling function [25] g(x) = − sin(x − α) + p sin(2x) (9.1) the system (2.4) has additional fixed points when |p| ≥ 1/2. If these additional points belong to Fix R, there might appear the same Hamiltonian-like regions around them, similar as it is described above.
An example in Fig. 5.2(m) shows that the system of three coupled oscillators with function (9.1) has four different Hamiltonian-like regions: three of them are bounded by homolinic loops (colored regions in Fig. 5.2(m) ) and one is bounded by a Z 3 -heteroclinic cycle. These regions coexist with the simply connected dissipative region that includes the sink M 1 , the source M 2 , and heteroclinic trajectories that connect these two points. 
