Spatial differentiability of solutions of stochastic differential equations (SDEs) is required for the Itô-Alekseev-Gröbner formula and other applications. In the literature, this differentiability is only derived if the coefficient functions of the SDE have bounded derivatives and this property is rarely satisfied in applications. In this article we establish existence of continuously differentiable solutions of SDEs whose coefficients satisfy a suitable local monotonicity property and further conditions. These conditions are satisfied by many SDEs from applications.
Introduction
It is a classical result that there exist spatially differentiable solutions of stochastic differential equations (SDEs) if the coefficient functions are continuously differentiable and the derivatives are globally bounded; see, e.g., [18] . We are not aware of results in the literature which ensure existence of spatially differentiable solutions of SDEs for non-globally Lipschtitz continuous coefficient functions. There do exist results which ensure spatial Sobolov differentiability if the coefficient functions satisfy a certain local monotonicity property; see [3, 19, 23, 25] .
Strong spatial differentiability of solutions of SDEs can be used for Taylor expansions. An example application is the Itô-Alekseev-Gröbner formula (see [10] ) which expresses the difference of a solutions of an SDE and of a general Itô process in terms of spatial derivatives of the solution processes and differences of the local characteristics of the solution process and of the Itô processes. For example, the Itô-Alekseev-Gröbner formula can be applied to prove strong convergence rates for tamed Euler approximations (proposed in [15, 13] ); classical Euler approximations diverge in the strong and weak sense for most one-dimensional SDEs with superlinearly-growing coefficients (see [14, 16] ) and also for some stochastic partial differential equations (see [2] ). The Itô-AlekseevGröbner formual also leads to estimating moments of derivative processes. Our estimate of the first derivative process in Item (iv) of Theorem 1.1 below leads to estimating exonential moments of approximation processes; see, e.g., [17, 12] .
The following theorem, Theorem 1.1, derives conditions on the coefficient functions which ensure existence of a solution version which is continuously differentiable in the initial point. Theorem 1.1 is an immediate consequence of Theorem 4.5 below which is the main result of this article. The proof of Theorem 1.1 is therefore omitted. Theorem 1.1 (Spatially differentiable solution). Let d, m ∈ N, T ∈ (0, ∞), let (Ω, F , P) be a complete probability space with a filtration (F t ) t∈[0,T ] , let W : [0, T ] × Ω → R m be a standard Brownian motion, let
be an adapted stochastic process with continuous sample paths which satisfies that for all t ∈ [s, T ] it holds P-a.s. that 
let α ∈ [0, ∞), β ∈ R, c ∈ R, let V ∈ C 2 (R d 
let γ ∈ (0, ∞) be such that for all x ∈ R d it holds that
such that for all x, y ∈ R d it holds that
and assume that pq p+q
, ∞) ∩ (2d + 6, ∞). Then there exists a function X :
(ii) for all x ∈ R d , s ∈ [0, T ] it holds P-a.s. that (X q i e α i s .
An important step in the proof of Theorem 1.1 is to establish strong completeness of the SDE, that is, to prove that the exceptional subsets of Ω in Item (ii) can be chosen independently of the starting point. Strong completeness does not hold in general, in fact, there exist counterexample SDEs with smooth and globally bounded coefficients; see [20] . Under suitable general assumptions on the coefficient functions, however, strong completeness of the SDE (1) holds; see [4] and also, e.g., [24, 1, 8, 7, 6, 22, 21, 19] 
Notation
Throughout this article we frequently use the following notation. For every topological space (E, E) we denote by B(E) the Borel-sigma-algebra on (E, E). For all measurable spaces (A, A) and (B, B) we denote by M(A, B) the set of A/B-measurable functions from A to B. For every probability space (Ω, A, P), real number p ∈ [1, ∞], and normed vector space (V,
For every a ∈ (0, ∞) we denote by 
for all x ∈ O, φ ∈ C 2 (O, R).
Preliminary results
In Subsection 2.1 we prove that if there exists a continuous version of difference quotients, then there exists a differentiable version. Moreover, we recall for the convenience of the reader results from the literature which are used in our proofs of existence of solutions of SDEs which are differentiable in the initial value. More precisely, we will use in our proofs a local Kolmogorov-Chentsov continuity theorem (see Subsection 2.2 below), a stochastic Gronwall lemma (see Subsection 2.3 below), and exponential moment estimates (see Subsection 2.4 below)
Inferring a differentiable version from continuity of difference quotients
The following lemma shows, informally speaking, that if the difference quotient of a random field with continuous sample paths has a continuous version, then the random field has differentiable sample paths.
Lemma 2.1 (A continuous version of the difference quotient implies differentiability). Let (Ω, F , P) be a probability space, let (H, ·, · H , · H ) and (U, ·, · U , · U ) be separable R-Hilbert spaces, let H ⊆ H be an orthonormal basis of H, let O ⊆ H be an open subset, let D ⊆ O be a countable dense subset, let T be a set, and let X : T ×O ×Ω → U and Z : T ×∩ h∈H {(x, p) ∈ O ×R : x+ hp ∈ O} × Ω → HS(H, U) be random fields satisfying for all x ∈ D, p ∈ Q \ {0}, h ∈ H with x + ph ∈ O that P-a.s. it holds for all t ∈ T that
and satisfying that for P-almost all ω ∈ Ω and all t ∈ T it holds that the functions
Then there exists a set Ω 0 ∈ F such that (i) P(Ω 0 ) = 1, and (ii) it holds for all ω ∈ Ω 0 and all t ∈ T that the mapping O ∋ x → X x t (ω) ∈ U is continuously Fréchet-differentiable and it holds for all
Proof of Lemma 2.1. Throughout this proof let h i ∈ H, i ∈ N ∩ [1, dim(H)], be pairwise distinct and satisfy that {h i :
By assumption there exists a set Ω 1 ∈ F satisfying that P(Ω 1 ) = 1 and that for all ω ∈ Ω 1 , t ∈ T it holds that the functions O ∋ x → X x t (ω) ∈ U and ∩ h∈H {(y, q) ∈ O × R : y + hq ∈ O} ∋ (x, p) → Z t (x, p, ω) ∈ HS(H, U) are continuous. Let Ω 0 ∈ F be the set satisfying that
The fact that for all (x, p) ∈ O R ∩ (D × Q), h ∈ H it holds P-a.s. that for all t ∈ T it holds that
) × H is a countable set, the fact that X , Z are random fields, and the fact that P(Ω 1 ) = 1 imply that Ω 0 ∈ F and that P(Ω 0 ) = 1. This proves Item (i).
Next we prove Item (ii). For the rest of the proof, let ω ∈ Ω 0 , t ∈ T , x ∈ O, and r ∈ (0, ∞) with {y ∈ O : y − x < 2r} ⊆ O be fixed. The fact that ω ∈ Ω 0 , the fact that the functions
Consequently, this, a telescoping sum, and (11) yield that for all v ∈ H with v < r it holds that
This, the triangle inequality, and the Cauchy-Schwarz inequality show that for all v ∈ H with v H ∈ (0, r) it holds that
This and continuity of the function
This together with continuity of the function O ∋ x → Z t (x, 0, ω) ∈ HS(H, U) proves Item (ii) and thus completes the proof of Lemma 2.1.
A local Komogorov-Chentsov continuity theorem
For convenience of the reader the following proposition, Proposition 2.2, formulates Proposition 4.5 in [11] which is a version of the Kolmogorov-Chentsov continuity theorem.
, ∞), and let X : D × Ω → F be a random field which satisfies for all n ∈ N that
Then there exists a function X : D × Ω → F which satisfies
, and (iii) that for all x ∈ D it holds P-a.s. that X (x) = X(x).
A stochastic Gronwall inequality
For convenience of the reader the following proposition, Proposition 2.3, formulates a part of Corollary 2.5 in [11] .
be a probability space with a filtration (F t ) t∈[0,T ] which satisfies that {B ∈ F : P(B) = 0} ⊆ F 0 , and let 
b s dW s , and which satisfy P-a.s. that for all t ∈ [0, T ] it holds that
Then it holds for all t ∈ [0, T ], q, r ∈ (0, ∞) with
Exponential moment estimates
In this subsection we collect two results from the literature which formalize a Lyapunov-method to derive (exponential) moment estimates. We will use these estimates to prove condition (15) for suitable difference quotients.
In this subsection we frequently use the following setting.
be a probability space with a normal filtration (F t ) t∈[0,T ] which satisfies that {B ∈ F :
O → H and σ : O → HS(U, H) be Borel measurable functions, and let X : [0, T ] × Ω → O be an adapted stochastic process with continuous sample paths which satisfies that P-a.s. it holds that ∫ T 0 µ(X s ) + σ(X s ) 2 ds < ∞ and that
For the convenience of the reader, we recall the following well-known Lyapunov estimate consequence of e.g., Theorem 2.4 in [11] , Lemma 2.2 in [4] or the proof of Lemma 2.2 in Gyöngy & Krylov [9] ).
Lemma 2.5 (A Lyapunov estimate). Assume Setting 2.4 and let
The next result, Lemma 2.6, is a minor generalization of Corollary 2.4 in [4] to arbitrary nonnegative starting times. Lemma 2.6 (Exponential moment estimates). Assume Setting 2.4, let α, β ∈ R, V ∈ C 2 (O, R), s ∈ [0, T ], and letV : [s, T ] × O → R be a Borel measurable function which satifies that P-a.s. it holds that T s |V (r, X r )| dr < ∞ and that it holds for all (t,
Proof of Lemma 2.6. Corollary 3.3 in [11] (applied with
−αsV (t + s, x) − e −αs β ∈ R in the notation of Corollary 3.3 in [11] ) implies (19) . This proves Lemma 2.6.
The next result, Lemma 2.6, is a consequence of Corollary 3.4 in [11] .
Lemma 2.7 (Exponential moment condition implies moments). Assume Setting 2.4, let
and let
Proof of Lemma 2.7. Corollary 3.4 in [11] (applied with
This proves (21) and finishes the proof of Lemma 2.7.
The following result, Lemma 2.8, generalizes the k = 1 case of [4, Lemma 2.23] which is a special case of Lemma 2.8 with
-adapted stochastic processes with continuous sample paths satisfying for all j ∈ {1, . . . ,
let q, q 0 , q 1 ∈ (0, ∞] satisfy
, and let φ : [s, T ] → R be a Borel measurable function which satisfies that it holds P-a.s. that
Proof of Lemma 2.8. Without loss of generality we assume for the rest of the proof that φ ≡ 0, otherwise divide by exp(
Hölder's inequality together with 
. , 4} and t ∈ [s, T ] and applied with
This implies (24) . The proof of Lemma 2.8 is thus completed.
3 Existence of a C 0 -solution
(Ω, F , P) be a probability space with a filtration (F t ) t∈[0,T ] which satisfies that {B ∈ F :
-adapted stochastic process with continuous sample paths satisfying that for all t ∈ [s, T ] it holds P-a.s. that
, and assume that for all t ∈ [0, T ], x, y ∈ O it holds that
assume that pq p+q
, ∞), and let
2q i e α i s 1 .
(30)
Proof of Lemma 3.2. Without loss of regularity we additionally assume throughout this proof that s 1 ≤ s 2 (otherwise exchange the roles of (s 1 , t 1 , x 1 ) and of (s 2 , t 2 , x 2 ). Lemma 3.8 in [11] (applied with
Moreover, the fact that for all t ∈ [0, T − s 2 ] it holds P-a.s. that
and Lemma 3.8 in [11] (applied with
This, the fact that p ≥ pq p+q
Finally, the triangle inequality, (31), and (34) yield that
2q i e α i s 1 ..
This completes the proof of Lemma 3.2.
The following lemma, Lemma 3.3, provides a moment estimate for spatial derivatives of solutions of SDEs. 
Proof of Lemma 3.3. The fact that (X x+vy s,t − X x s,t )/y y∈{z∈R\{0} : x−zv H <ε} converges in probability to D as y → 0, Fatou's lemma (e.g. Lemma 3.10 in [13] ), and Lemma 3.2 (applied for every y ∈ {z ∈ R \ {0} : x − zv H < ε} with T = t, s 1 = s, s 2 = s, t 1 = t, t 2 = t, x 1 = x + vy, x 2 = x in the notation of Lemma 3.2) yield for all t ∈ [s, T ] that
q i e α i s .
This proves (36) and finishes the proof of Lemma 3.3. , ∞) ∩ (2 dim(H) + 4, ∞), and let γ ∈ (0, ∞) satisfy for all x ∈ O that
Existence of a C
Then there exists a function X :
, and
Proof of Lemma 3.4. Throughout this proof let K n ⊆ R × R × H, n ∈ N, be the sets which satisfy for all n ∈ N that K n = {(s, t, x) ∈ ∆ T × O :
φ(r) dr < ∞, and boundedness of the functions V 0 , V 1 on each of the bounded subsets (K n ) n∈N of O hence demonstrate for all n ∈ N that
In particular this implies for all n ∈ N that sup (s,t,x)∈Kn E X 
This, (39), Proposition 2.2 (applied with Let (H, ·, · H , · H ) and (U, ·, · U , · U ) be separable R-Hilbert spaces, let T ∈ (0, ∞), let (Ω, F , P) be a probability space with a filtration (F t ) t∈[0,T ] which satisfies that {B ∈ F :
× Ω → O be an adapted stochastic process with continuous sample paths which satisfies that for all t ∈ [s, T ] it holds P-a.s. that
let γ ∈ (0, ∞) satisfy that for all x ∈ O it holds that
satisfy that for all x, y ∈ O it holds that
and satisfy that for all
v ∈ H, y ∈ {z ∈ R \ {0} : x + vz ∈ O} be adapted stochastic processes with continuous sample paths which satisfy for all t ∈ [s, T ], x ∈ O, v ∈ H, y ∈ R \ {0} with x + vy ∈ O that 
Proof of Lemma 4.2. The fundamental theorem of calculus and assumption (43) (applied for all x ∈ O, y ∈ O \ {x} with h = x − y in the notation of assumption (43)) yield that
HS(U,H)
This completes the Proof of Lemma 4.2.
Lemma 4.3 (Difference process satisfies linear SDE). Assume Setting 4.1 and let x, v ∈ O, v ∈ H, y ∈ R \ {0}, s, t ∈ [0, T ] satisfy x + vy ∈ O and s ≤ t. Then it holds P-a.s. that 
This proves (50) and finishes the proof of Lemma 4.3.
Strong local Hölder estimate Lemma 4.4 (Strong local Hölder estimate). Assume Setting and let s
Proof of Lemma 4.4. Without loss of regularity we additionally assume throughout this proof that s 1 ≤ s 2 (otherwise exchange the roles of (s 1 , t 1 , x 1 ) and of (s 2 , t 2 , x 2 ). Throughout this proof let Y, a, ζ HS(U, H) 
-adapted processes with continuous sample paths and, therefore,
We consider the one-sided affine-linear growth condition for the Itô process Y . Equation (59) implies that for all r ∈ [0, T − s 2 ] it holds that
Analogously, equation (59) implies that for all r ∈ [0, T − s 2 ] it holds that
Equation (60), the Cauchy-Schwarz inequality, and Young's inequality yield for all r ∈ [0,
(67)
, ζ σ r L p (P;HS(U,H))
Moreover, (57) and assumption (46), yield for all r ∈ [0,
This, Hölder's inequality (applied with
), and the triangle inequality show for all r ∈ [0,
Lemma 4.2 and Lemma 3.2 (applied for all r ∈ [0, T − s 2 ] with T = s 2 + r,
Moreover, (70), (71), (48), Lemma 3.2 (applied for all r ∈ [0, T − s 2 ], ι ∈ {0, 1} with T = s 2 + r,
and ζ µ r L p (P;H)
An analogous argumentation shows for all r ∈ [0,
Next we derive a temporal regularity estimate. Lemma 4.3, the triangle inequality, the BurkholderDavis-Gundy type inequality in [5, Lemma 7.7 ], Hölder's inequality (with p+q pq
), and assumption (45) prove for all
This, the triangle inequality, (71), and Lemma 2.7 imply that
The triangle inequality and (68) yield that
This, inequality (76), inequality (73), and inequality (74) ensure that 
Consequently, we obtain that 
This, continuity of the random fieldsX , D, and Lemma 2.1 prove that there exists Ω 0 ∈ F such that P(Ω 0 ) = 1 and such that for all ω ∈ Ω 0 , (s, t) ∈ ∆ T it holds that the mapping O ∋ x →X 
