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Abstract
We consider pattern-forming fronts in the complex Ginzburg-Landau equation with a trav-
eling spatial heterogeneity which destabilizes, or quenches, the trivial ground state while pro-
gressing through the domain. We consider the regime where the heterogeneity propagates
with speed c just below the linear invasion speed of the pattern-forming front in the associated
homogeneous system. In this situation, the front locks to the interface of the heterogeneity
leaving a long intermediate state lying near the unstable ground state, possibly allowing for
growth of perturbations. This manifests itself in the spectrum of the linearization about the
front through the accumulation of eigenvalues onto the absolute spectrum associated with the
unstable ground state. As the quench speed c increases towards the linear invasion speed,
the absolute spectrum stabilizes with the same rate at which eigenvalues accumulate onto it
allowing us to rigorously establish spectrally stability of the front in L2(R).
The presence of unstable absolute spectrum poses a technical challenge as spatial eigen-
values along the intermediate state no longer admit a hyperbolic splitting and standard tools
such as exponential dichotomies are unavailable. Instead, we projectivize the linear flow, and
use Riemann surface unfolding in combination with a superposition principle to study the evo-
lution of subspaces as solutions to the associated matrix Riccati differential equation on the
Grassmannian manifold. Eigenvalues can then be identified as the roots of the meromorphic
Riccati-Evans function, and can be located using winding number and parity arguments.
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1 Introduction
In many physical settings spatial heterogeneities and growth processes have been shown to effec-
tively mediate and control the formation of regular spatial patterns. Here, instead of building a
periodic structure from small random fluctuations or a localized perturbation of a homogeneous
unstable state, a heterogeneity moves through a spatial domain, progressively exciting, “trigger-
ing,” or “quenching” a system into an unstable state, from which patterns can nucleate. By control-
ling this excitation, patterns can be precisely selected, while suppressing the formation of defects.
Examples of such phenomena occur in various natural and experimental settings such as light-
sensing reaction-diffusion systems [34, 41, 56], directional solidification of crystals [1], ion-beam
milling [42], and phase separative systems [21, 35, 39].
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Most of the recent mathematical work has focused on bifurcation and existence of pattern-
forming fronts in the presence of such a heterogeneity, connecting a stable pattern to the stable
ground state ahead of the heterogeneity. In a variety of prototypical partial differential equation
models with such spatial heterogeneities [4, 23, 24, 26, 27, 43, 44], tools from dynamical systems
theory and functional analysis have been employed to establish fronts for various nonlinearities
and quenching speeds in one or two spatial dimensions. Broadly speaking, these works focus on
how characteristics of the pattern (i.e. wavenumber, amplitude, and orientation) depend on the
speed and structure of the heterogeneity. In comparison, relatively little work has been done to
characterize temporal stability of such pattern-forming fronts. Here one wishes to understand how
localized or bounded perturbations of the front grow or decay in a suitable norm.
In this work, we consider stability of pattern-forming fronts (see Figure 1) in a prototypical
model for pattern-formation: the complex Ginzburg-Landau (cGL) equation with supercritical
cubic nonlinearity,
At = (1 + iα)Axx + χ(x − ct)A − (1 + iγ)A|A|2, χ(ξ) = −sgn(ξ), A ∈ C, x, t ∈ R, (1.1)
posed in one space dimension, with dispersion parameters α, γ ∈ R, and where χ : R → R is a
heterogeneity, traveling with fixed speed c ∈ R. The spatially homogeneous cGL equation with
χ ≡ 1 can be derived and justified as a universal amplitude equation near the onset of an oscillatory
instability of a trivial ground state in dissipative systems, such as a reaction-diffusion system or
the Couette-Taylor problem, see [2, 40, 53, 54]. Pattern formation in such systems is initiated
by a localized perturbation of the destabilized ground state. Under such idealized conditions, the
localized perturbation leads to a spatial invasion process which leaves a periodic pattern in its
wake, whose wavenumber does not depend on the perturbation but only on the system parameters;
see for instance [14] and references therein. Thus, through the Ginzburg-Landau approximation,
this spatial invasion process corresponds to the existence of an invading front solution to the cGL
equation connecting a periodic pattern to the unstable ground state A = 0.
In spatially homogeneous models, it cannot be expected that such pattern-forming fronts are
stable against bounded or L2-localized perturbations (or in fact against perturbations that are small
in any translational invariant norm) as any perturbation ahead of the front will grow exponentially
in time due to the instability of the ground state. In contrast, for heterogeneous models which
progressively excite a system into an unstable state, the unstable state is only established in the
wake of the heterogeneity after which patterns start to nucleate. Consequently, perturbations can-
not grow far ahead of the interface of the pattern-forming front. This begs the question of whether
stability of quenched fronts can be rigorously established against perturbations which are small in
a translational invariant norm.
In this paper, we make the first step towards answering this question in the affirmative. We
prove spectral stability in L2(R) of pattern-forming fronts in the cGL equation (1.1) with a step-
function heterogeneity χ(ξ) = −sgn(ξ). That is, we establish that the spectrum of the linearization
of (1.1) about the front is confined to the open left-half plane, except for a simple (embedded)
eigenvalue at zero (due to gauge invariance of the cGL equation) and a parabolic touching of
continuous spectrum at the origin (due to the diffusive stability of the periodic pattern).
Under similar spectral conditions, nonlinear stability of source defects in the cGL equation has
been obtained in [7]. Thus, we strongly expect that, using a similar approach as in [7], our spectral
results can be employed to prove nonlinear stability of the pattern-forming front as a solution
to (1.1) against L2-localized perturbations.
We again emphasize that, in contrast to the spatially homogeneous situation, we are able to
obtain spectral stability of the invading front in the space L2(R), which has a translational invariant
norm. In order to properly position our result in a broader perspective, it is useful to explore this
dichotomy in more depth and first discuss spectral stability and instability of the base state and of
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Figure 1: Plot of the real and imaginary parts of the triggered/quenched front solution Atf(ξ) to (1.1) in the
co-moving frame with speed c. Included is a plot of the step-function heterogeneity and the stability of the
pure associated homogeneous solutions, which are the diffusively stable periodic state Ap behind the front
interface for ξ ≤ ξtf , the absolutely unstable trivial state A = 0 for ξ ∈ (ξtf , 0), and the stable homogeneous
state A = 0 ahead of the quenching interface for ξ ≥ 0, which are “glued” together to form the front solution.
pattern-forming fronts in the spatially homogeneous system in §1.1 before stating our main result
in §1.2.
1.1 Invasion into the unstable trivial state: convective and absolute instability
In the spatially homogeneous cGL equation (1.1) with χ ≡ 1, a pattern-forming front connects the
unstable equilibrium A = 0 at x = +∞ to a periodic pattern at x = −∞. The speed at which this
front travels through the domain is commonly referred to as the spreading speed. It is often the
case that the linear information about the rest state can be used to predict properties, including the
spreading speed and the spatio-temporal oscillation frequency of the pattern formed in the wake,
of such an invasion front resulting from a compact perturbation of the unstable ground state. In
this case, since the linear information of the state ahead of the front dictates its invasion properties,
such fronts are referred to as pulled fronts.
The linearly selected speed can be heuristically thought of as the co-moving frame speed at
which the base state transitions from convective to absolute instability. In the case of the former,
perturbations of the unstable state grow but are convected into the far-field, while in the latter
perturbations grow both in L2-norm and also pointwise. In other words, one can think of this
speed as the minimal co-moving frame speed for which perturbations of the constant state do not
grow pointwise; see [31, 48] and [46, §2].
The transition between convective and absolute instability can also be understood in terms of
essential and absolute spectrum of the associated linearization L0 := (1 + iα)∂2ξ + 1 + c∂ξ, written
in a co-moving frame ξ = x − ct and posed on L2(R,C). The essential spectrum σess(L0) of
this operator is defined as the set of λ ∈ C for which L0 − λ is not Fredholm with index 0;
see Appendix B.1. To characterize this set, one inserts A = eλt+νξ into the linearized equation
At = L0A, obtaining a linear dispersion relation
0 = d(λ, ν; c) = (1 + iα)ν2 + 1 − λ, ν, λ ∈ C. (1.2)
Discontinuous changes in the Fredholm index of L0 − λ are then found when (1.2) has a root
ν(λ) ∈ iR, and thus the essential spectrum is given by
σess(L0) :=
{
−(1 + iα)`2 + 1 + ci` : k ∈ R
}
.
To understand the behavior of localized perturbations of the base state in the co-moving frame,
one can pose L0 on a weighted L2-space with norm ‖ f ‖2L2β(R,C) :=
∫ |eβξ f (ξ)|2dξ, which penalizes
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or allows asymptotic growth depending on the weight β ∈ R. In this space, for β > 0, the Fredholm
boundaries are shifted so that the essential spectrum is given by
σess,β(L0) :=
{
(1 + iα)(β + ik)2 + 1 + c(β + ik) : k ∈ R
}
,
penalizing perturbations at ξ = +∞, and allowing growth at ξ = −∞. If there exists a β such that
σess,β(L0) is contained in the open left-half plane, the base state is only convectively unstable. If
there does not exist such a β, perturbations grow pointwise, and thus the base state is absolutely
unstable.
Absolute spectrum The transition between both types of instabilities, as c is varied, is mediated
by the location of a set in the complex plane known as the absolute spectrum, see Appendix B.2.
In our case, the absolute spectrum, Σ∗,abs, consists of λ-values for which the linear dispersion
relation (1.2) has a pair of roots with the same real part. One readily observes that there are always
points in the set σess,β(L0), which consists of λ-values for which (1.2) possesses a root ν(λ) with
Re ν(λ) = β, lying to the right of Σ∗,abs, no matter the value of β ∈ R. Thus, while not technically
part of the spectrum, intersections of Σ∗,abs with the right half-plane indicate absolute instabilities.
We find
Σ∗,abs :=
{
1 − c
2
4(1 + iα)
− (1 + iα)`2 : ` ≥ 0
}
. (1.3)
In our case, and in many other prototypical equations, the right most part of the absolute spectrum
consists of branch points which are “double-roots” of the dispersion relation (1.2). That is, they
are (λ, ν)-pairs which satisfy
0 = d(λ, ν; c), 0 = ∂νd(λ, ν; c).
Such a root, readily calculated to be
λ∗,br(c) = 1 − c
2
4(1 + iα)
, ν∗,br(c) =
c
2(1 + iα)
,
thus dictates the absolute instability of the base state, with transitions occurring at speeds c with
Re λ∗,br(c) = 0.
Nonlinear invasion In our setting, with a supercritical cubic nonlinearity, the above linear in-
formation indeed characterizes the nonlinear invading front connecting a periodic pattern to the
unstable base state. That is, the front invades with the linear spreading speed clin = sup{c :
Re λ∗,br(c) > 0}, has temporal oscillation frequency given by ωlin = Im λ∗,br(clin) and has leading-
order spatial decay rate νlin := ν∗,br(clin). In our specific case, one calculates [24]
clin = 2
√
1 + α2, ωlin = α, νlin =
1 − iα√
1 + α2
.
Periodic patterns in the homogeneous nonlinear equation (1.1) are relative equilibria with re-
spect to the gauge action A 7→ esiA, s ∈ R, and thus take the form √1 − k2ei(ωt−kx), with a nonlinear
dispersion relation, in the co-moving frame of speed c, of the form
ω(k) = −αk2 − γ
(
1 − k2
)
− ck. (1.4)
Through this relation, the linear prediction for the temporal oscillation frequency ωlin then gives
the selected spatial wavenumber of the pattern formed:
klin = − γ + α√
1 + α2 +
√
1 + γ2
.
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Existence of pattern-forming fronts in certain parameter regimes for the homogeneous cGL equa-
tion are considered, for example, in [59] where a phase-amplitude decomposition was used to
construct PDE fronts as traveling-waves in a real three-dimensional ODE.
Stability of freely invading front After this front in the homogeneous cGL equation (1.1) with
χ ≡ 1 has been established, one expects perturbations behind the front interface to decay dif-
fusively as long as the periodic pattern at x = −∞ is stable with spectrum lying in the closed
left-half plane only touching the imaginary axis in a quadratic tangency at the origin, see §6 for
the spectral calculations confirming this in our case. If the front were to propagate fast enough,
that is with speed c > clin, exponentially localized perturbations are convected into the periodic
bulk of the front after which, if remaining small, they decay diffusively. This idea, which was
first proposed by Sattinger [52], can be used to prove stability of “fast” pattern-forming fronts in
exponentially weighted spaces [10, 15, 16]. Thus, upon introducing an exponential weight, the
unstable spectrum of the state ahead of the front can be stabilized.
If the front invades with the linear spreading speed clin, established above, we are right on the
boundary where spectrum could be stabilized with an exponential weight. In this case the stability
argument is more subtle, since the linearization has, after introducing the exponential weight,
spectrum up to the imaginary axis. Although stability analyses in this regime have been carried
out for invading fronts connecting a stable state to an unstable homogeneous rest state [17, 22, 33],
the authors are not aware of any results for pattern-forming fronts propagating with the spreading
speed clin.
1.2 Main result
Previous existence result Our main result concerns the spectral stability of pattern-forming
fronts in the cGL equation (1.1) with a step-function heterogeneity χ(ξ) = −sgn(ξ). The fronts
take the form A(x, t) = eiωtAtf(x − ct), where ω ∈ R gives the temporal frequency, and Atf(ξ) is a
function of the co-moving frame variable ξ = x − ct, which satisfies the traveling-wave ODE
0 = (1 + iα)Aξξ + cAξ + (χ(ξ) − iω)A − (1 + iγ)A|A|2, (1.5)
and connects a periodic pattern to the trivial state. That is, it has the asymptotics
lim
ξ→−∞ |Atf(ξ) − Ap(ξ)| = 0, limξ→∞ Atf(ξ) = 0, (1.6)
where Ap(ξ) :=
√
1 − k2e−ikξ is a periodic solution to (1.5) for χ ≡ 1. The wavenumber k ∈ (−1, 1)
relates to the frequency ω through the nonlinear dispersion relation (1.4).
The gauge action in the traveling-wave ODE can be factored out by writing (1.5) as the first-
order system in the variables ρ = |A| and z = Aξ/A,
zξ = − 11 + iα
(
cz + χ(ξ) − iω − (1 + iγ)ρ2
)
− z2,
ρξ =
1
2
ρ (z + z) .
(1.7)
The front solution then arises as a heteroclinic connection between the points (−ik, 1 − k2) and
(z+, 0) with
z+ := −c +
√
c2 + 4(1 + iα)(1 + iω)
2(1 + iα)
,
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which are equilibria of (1.7) for χ ≡ 1 and χ ≡ −1, respectively. Thus, in addition to (1.6), the
asymptotic behavior of Atf is characterized by
lim
ξ→∞
A′tf(ξ)
Atf(ξ)
= z+. (1.8)
The previous work [24] rigorously established existence of such fronts and determined ex-
pansions for frequency/wavenumber selection curves (ωtf , ktf)(c) for speeds 0  c < clin. In this
regime, just below the linear invasion speed clin, the pattern-forming instability wants to invade
the domain faster than the speed of the inhomogeneity causing the front to “lock” to the quenching
point at ξ = 0, see Figure 1. In this situation, it was found that the leading-order dependence of the
wavenumber on the quenching speed c is determined by the intersection of the absolute spectrum
with the imaginary axis which, using (1.3), is found to be
Σ∗,abs ∩ iR = {iωabs}, ωabs = −α + αc
2
2(1 + α2)
.
Technically, the front is the outcome of a heteroclinic bifurcation analysis in (1.7), which employs
geometric desingularization and invariant foliations to describe the unfolding in the parameters
(c, ω) at (clin, ωlin) of the equilibria (z0,±, 0) in (1.7) for χ ≡ 1 given by
z0,± := −c ±
√
c2 − 4(1 + iα)(1 − iω)
2(1 + iα)
.
We summarize this result in the following statement. The corresponding trajectory, wavenumber,
and front interface location curves are depicted in Figure 2.
Theorem 1.1 ([24]). Let δ > 0 and α, γ ∈ R be fixed such that |γ − α| and δ are sufficiently small.
Then, provided 0 < ∆c := clin − c  1, there exists a pattern-forming front solution eiωtf tAtf(x− ct)
to (1.1) with frequency ωtf , where Atf(ξ) is a heteroclinic solution to (1.5) whose interface
ξtf := inf
{
ξ : |Atf(y)| < δ for y > ξ},
is located to the left of the jump heterogeneity at ξ = 0 at which Atf(ξ) is continuously differen-
tiable. The asymptotic behavior of Atf(ξ) is described by (1.6) and (1.8) with wavenumber k = ktf
and frequency ω = ωtf , which are related through the nonlinear dispersion relation (1.4). Fi-
nally, the frequency ωtf , the wavenumber ktf and the rescaled front interface
√
∆c ξtf are smooth
functions of
√
∆c and we have the expansions
ωtf = ωabs + O
(
(∆c)3/2
)
, ktf = klin + O (∆c) ,
√
∆c ξtf = pi
√
1 + α2 + O
(√
∆c
)
.
This result shows that the quenching speed c selects the pattern wavenumber ktf and the loca-
tion of the front interface ξtf . In particular, the front interface moves away from ξ = 0 as c↗ clin,
leaving a long intermediate, or “plateau”, region where its amplitude |A| is small, see Figure 2.
Thus, for ξ ∈ [ξtf , 0], the profile is close to the equilibrium state A = 0, which is unstable as a
solution to (1.1) with χ ≡ 1. Hence, one might intuitively expect quenched fronts to be unstable
in this regime, with unstable modes arising in this plateau region. But, as c↗ clin and the plateau
region expands, the corresponding base state A = 0 becomes less unstable, in the sense that the
absolute spectrum Σ∗,abs, defined in (1.3) above, moves to the left, intersecting less and less of the
right-half plane.
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Figure 2: All for α = −0.1, γ = −0.2, c = 2.0094 so ∆c = 0.00058; (top left): Plot of the ρ-component
of the solution trajectory; (top right): z-component of the solution trajectory, z0,± denote the equilibria
of (1.7) with χ ≡ 1, z+ denotes the z-unstable equilibrium of (1.7) with χ ≡ −1; (center left) plot of front
interface location dependence on quenching speed c; (bottom right): scaled plot depicting the leading-
order O(|∆c|−1/2)-behavior of ξtf for ∆c small; (bottom left) dependence of asymptotic wavenumber ktf on
c. Results obtained by continuing (1.7) as a boundary value problem in parameters (c, ω) using AUTO07p
(see § 11 and [24] for more detail.)
Perturbation setup and stability result This begs the question of whether modes arising from
the plateau state are actually unstable. This subtle mechanism, described heuristically in the next
subsection, underpins our spectral stability analysis and makes the upcoming stability result some-
what unexpected, especially given that, in the spatially homogeneous setting as discussed in §1.1,
unstable absolute spectrum of the base state always yields unstable (essential) spectrum of the
pattern-forming front (no matter the chosen exponential weight).
We introduce the necessary concepts to state our main result, which concerns the spectral
stability of the pattern-forming front eiωtf tAtf(x−ct) as a solution to (1.1), or equivalently, of Atf(ξ)
as a stationary solution to
At = (1 + iα)Aξξ + cAξ + (χ(ξ) − iωtf)A − (1 + iγ)A|A|2. (1.9)
Note that the temporal detuning by iωtf moves the absolute spectrum (1.3) of the base state via the
shift λ 7→ λ − iωtf . Thus, the absolute spectrum of the base state A ≡ 0 as a solution to (1.9) with
χ ≡ 1 is now given by
Σ0,abs :=
{
1 − c
2
4(1 + iα)
− iωtf − (1 + iα)`2 : ` ≥ 0
}
, (1.10)
with associated branch point λbr(c) = 1 − c24(1+iα) − iωtf .
We exploit the gauge invariance present in the cGL equation by decomposing in polar coordi-
nates,
Atf(ξ) = rtf(ξ)eiφtf (ξ). (1.11)
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Substituting the perturbed solution A(ξ, t) = Atf(ξ) + a(ξ, t)eiφtf (ξ) into (1.9) yields a nonlinear evo-
lution equation for the complex-valued perturbation a(ξ, t). The stability of Atf(ξ) as a solution
to (1.9) can be determined by studying the dynamics of small solutions to this perturbation equa-
tion. Therefore, we wish to split the perturbation equation in a linear and purely nonlinear part,
which is at least quadratic in a(ξ, t). However, since complex conjugation is not a linear opera-
tion, the obtained nonlinear part contains the term −(1 + iγ)rtf(ξ)2a, which is not quadratic in a.
This problem can be resolved by introducing the variable b = a. Thus, the resulting perturbation
equation reads
at = Ltf(a, b) +Ntf(b, a),
bt = Ltf
(
b, a
)
+Ntf
(
b, a
)
,
(1.12)
where Ltf denotes the asymptotically constant linear operator
Ltf(a, b) = (1 + iα)
(
aξξ + 2iφ′tf(ξ)aξ +
(
iφ′′tf (ξ) −
(
φ′tf(ξ)
)2)
a
)
+ c
(
aξ + iφ′tf(ξ)a
)
+ χ(ξ)a − iωtfa − (1 + iγ)rtf(ξ)2 (2a + b) ,
and Ntf is the nonlinearity
Ntf(a, b) = −(1 + iγ)
(
(rtf(ξ) + a)2(rtf(ξ) + b) − rtf(ξ)3 − rtf(ξ)2(2a + b)
)
.
We observe that the nonlinearity in (1.12) is indeed quadratic in (a, b).
The main result of this paper is a statement about the spectrum of the linearization Ltf of (1.9)
about Atf(ξ), which is given by the linear part of the perturbation equation (1.12), and reads
Ltf
(
a
b
)
=
Ltf(a, b)Ltf (b, a)
 .
We note that Ltf is a linear differential operator on L2(R,C2) with domain H2(R,C2), but can
also be posed on the weighted space L2κ
(
R,C2
)
with domain H2κ
(
R,C2
)
, where the Sobolev spaces
Hrκ
(
R,C2
)
are defined through their norms
‖u‖2Hrκ =
r∑
i=0
∫
R
e−2κ|ξ||∂iξu(ξ)|2dξ,
for r ∈ N0 and κ ≥ 0, and we denote L2κ
(
R,C2
)
:= H0κ
(
R,C2
)
. We note that perturbations in
L2
(
R,C2
)
are localized, whereas perturbations in L2κ
(
R,C2
)
are allowed to grow as ξ → ±∞ with
exponential rate less than κ. Hence, the spaces L2κ
(
R,C2
)
are different from the exponentially
weighted spaces used in the spatially homogeneous setting in §1.1 to stabilize the spectrum of the
unstable rest state at +∞.
As mentioned before, we require that the periodic end state Ap of the pattern-forming front
at −∞ is spectrally stable in L2(R) as a solution to (1.1) with χ ≡ 1. That is, the spectrum of its
linearization is confined to the open left-half plane except for a parabolic touching at the origin
due to translational invariance. Necessary and sufficient conditions for spectral stability of periodic
traveling waves (or wave trains) in the cGL equation have been obtained in [58]. In the relevant
regime |α−γ|  1 and 0 < clin− c  1 of Theorem 1.1, a sufficient condition for spectral stability
is |α| < 12
√
2, whereas spectral instability holds for |α| > 12
√
2.
We are now able to state our main result which is also depicted schematically in Figure 3.
Theorem 1.2. Let α ∈ (− 12 √2, 12 √2), fix κ ∈ (0, 12clin ), and take the same assumptions as in
Theorem 1.1. Then, the pattern-forming front is spectrally stable as a solution to (1.1), which
entails:
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i) The spectrum of Ltf , posed on L2(R,C2), does not intersect the closed right-half plane,
except at the origin as a parabolic curve.
ii) Posed on the exponentially weighted space L2κ
(
R,C2
)
, the operator Ltf has no spectrum in
the closed right-half plane, except for an algebraically simple eigenvalue, which resides at
the origin. Furthermore, eigenvalues near the origin lie O(|clin − c|)-close to Σ0,abs ∪ Σ0,abs.
0 0
O(ɛ13/2)
O(ɛ12)
Σ0,abs
Σ0,abs
O(ɛ12)
O(ɛ12)
Figure 3: Schematic depiction of the spectrum of the linearization Ltf about the pattern-forming front, in
both the unweighted space L2(R,C2) (left) and the weighted space L2κ(R,C
2) (right), including essential
spectrum (red) and point spectrum (black dots). The right plot also includes the absolute spectrum (blue
curves), Σ0,abs, and its complex conjugate, of the trivial state A ≡ 0 in (1.9) for χ ≡ 1, with branch points
λbr(c), λbr(c) denoted as blue squares. The various “big-oh” notations give the distance of the eigenvalues
and the branch points from the origin as ε1 ∼ ∆c1/2 ↘ 0.
Remark 1.3. We emphasize for the parameter range in the above result that the unstable set
Σ0,abs ∪ Σ0,abs is not contained in the absolute spectrum of the linearization about the front, Ltf .
This of course is because the absolute spectrum of the asymptotically constant operator Ltf is
determined by its end states, see Appendix B.2. As the absolute spectrum of each of these states
must lie to the left of the essential spectrum of the linear operator, our parameter assumptions
imply that they must be contained in the open left-half plane, bounded away from the imaginary
axis.
The first assertion in Theorem 1.2 yields spectral stability of the pattern-forming front in the
translational invariant space L2(R,C2), whereas the exponential weight in assertion ii) shifts the
spectrum associated with the periodic end state at −∞ to the left, and thus reveals the embedded
eigenvalue at the origin, see Figure 3. This simple eigenvalue arises due to gauge invariance of
the cGL equation. We expect that the spectral information in Theorem 1.2, i.e. assertions i) and ii)
combined, is sufficient to prove nonlinear stability of the pattern-forming front as a solution to (1.1)
via a similar approach as in [7] (cf. Hypothesis 2.3 in [7]). We do note that, in contrast to the
spatially homogeneous setting in [7], the inhomogeneous cGL equation (1.1) is not translational
invariant in ξ and, thus, possesses no additional eigenvalue at 0. We refer to §11.3 for further
discussion.
To gain intuitive understanding of Theorem 1.2, and to stress the difference with the spatially
homogeneous setting described in §1.1, we next formally outline the expected mechanism for
stability of pattern-forming fronts in (1.1) with χ(ξ) = −sgn(ξ).
1.3 Heuristic mechanism: stability of a front with absolutely unstable plateau
To develop understanding of how the spectrum of the linearization Ltf about the pattern-forming
front solution Atf(ξ) to (1.9) behaves, one can view this solution as a composite, matching, or
“gluing”, of three states: the diffusively stable asymptotic periodic pattern Ap(ξ) for ξ ∈ (−∞, ξtf),
9
λbr(c)
0
Σ0,abs
λbr(c)
Σ0,abs
O(ɛ13)
O(ɛ12)
O(ɛ12)
O(ɛ12)
Figure 4: The absolute spectrum of the base state (blue lines) and eigenvalues (black dots) which limit onto
Σ0,abs ∪ Σ0,abs and accumulate onto the branch-points λbr, λbr, as ε1 ↘ 0. The various “big-oh” notations
give the rate at which the eigenvalues and the branch points of the absolute spectrum converge (as ε1 ↘ 0).
the stable rest state A ≡ 0 for ξ ∈ (0,∞), and the unstable plateau state A ≡ 0 for ξ ∈ (ξtf , 0) in
between; see Figure 1. Here, we recall that A ≡ 0 is stable as a solution to (1.9) for χ ≡ −1 and
(absolutely) unstable for χ ≡ 1.
Since the two asymptotic states of the front Atf(ξ) are stable (so that the essential spectrum of
the front is also stable), one only needs to focus on point spectrum arising from the plateau region
and from the interfaces between each state. Viewing the composite front as a gluing of two separate
fronts, one between the stable rest state and the unstable rest state across the inhomogeneity at
ξ = 0 and another between the unstable rest state and the stable periodic pattern, the main result
of [49] gives that all but finitely many eigenvalues accumulate onto the absolute spectrum of the
plateau state as the length of the plateau region increases, or in other words, as c ↗ clin. Due
to the introduction of the new variable b = a in the perturbation equation (1.12), the absolute
spectrum (1.10) of the plateau state is now given by Σ0,abs ∪ Σ0,abs.
Furthermore, the result in [49] also implies that, as the plateau width |ξtf | ∼ (∆c)−1/2 increases,
the point spectrum accumulates with rate O(1/|ξtf |2) = O(∆c) onto the branch points, λbr(c), λbr(c),
which lie at the right most part of the absolute spectrum Σ0,abs ∪ Σ0,abs. At the same time, recall
that as ∆c↘ 0 (i.e. c↗ clin) these branch points become less unstable, satisfying
Re λbr(clin − ∆c) = ∆c√
1 + α2
− ∆c
2
4(1 + α2)
.
In sum, as c↗ clin, point spectrum accumulates onto the absolute spectrum with the same rate as
the absolute spectrum stabilizes, indicating that it may be possible for point spectrum to in fact be
stable. See Figure 4 for a schematic depiction of this phenomena, and Figure 8 below for numerical
computations of the spectrum indicating that this is indeed the case. From a phenomenological
point of view, one could interpret this potential stability as follows. If the pattern-forming front is
locally perturbed in the plateau region, the absolute instability of the nearby state A = 0 indicates
that this perturbation should grow with rate ∆c, but if the plateau domain is not long enough, the
perturbation might get convected into the bulk of the front and then diffusively decay away before
it can grow and saturate the domain.
1.4 Overview of our approach
We start by reducing complexity in the existence and eigenvalue problems through rescaling and
reparameterization, factoring out the gauge invariance in the existence problem and roughly elim-
inating the dispersion parameter α. Since the (transformed) linearization has asymptotically con-
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stant coefficients, we can explicitly determine its essential spectrum. This leads us to focus on the
point spectrum, posed on the exponentially weighted function space L2κ
(
R,C2
)
where eigenfunc-
tions may grow exponentially as ξ → ±∞ with rate smaller than κ. By formulating the eigenvalue
problem as a first-order system with the unbounded spatial variable ξ taking the role of the evo-
lutionary variable, eigenfunctions can be constructed as intersections of invariant subspaces with
certain asymptotic decay properties at ξ = ±∞. In previous works studying stability of fronts,
pulses, and coherent structures, such intersections were tracked using a complex analytic function
of the spectral parameter λ, known as the Evans function [32, 47], whose zeros give eigenvalue
locations, including (algebraic) multiplicity.
The main difficulty of this work arises for spectral parameter values λ near Σ0,abs ∪ Σ0,abs, the
absolute spectrum of the plateau state. In this region, the spatial eigenvalues of the associated
linear system in the plateau region, ξ ∈ (ξtf , 0), lack a uniform spectral gap, precluding one from
regaining hyperbolicity with an exponential weight as mentioned above. Thus, to evolve subspaces
in this region, one would need a smooth, parameter-dependent change of coordinates (sometimes
referred to as an Arnold normal form [3, 25]) to unfold the dynamics in λ and c. Instead of tak-
ing this approach, we take inspiration from the existence problem [24] and projectivize the linear
flow, studying the evolution of invariant subspaces as trajectories on the relevant Grassmannian
manifold. By performing an analogous “blow-up” of the linear system, and coordinatizing the
Grassmannian with frame coordinates, such trajectories are described as solutions to a matrix
Riccati differential equation for each coordinate chart of the manifold. Hence one can construct
eigenfunctions by finding intersections of corresponding trajectories in the matrix Riccati equa-
tion [6, 36, 37, 50]. Given a coordinate chart of the Grassmannian manifold, intersections can be
located using a meromorphic function of the spectral parameter λ, known as the Riccati-Evans
function, whose zeros are in 1-to-1 correspondence to the eigenvalues, including (algebraic) mul-
tiplicity, and whose poles indicate λ-values at which trajectories have left the coordinate chart.
Such poles often occur for λ-values close to the absolute spectrum where the eigenvalue problem
exhibits highly oscillatory behavior. The Riccati-Evans function was introduced quite recently
(mostly as a numerical tool) to study stability [29, 28], but has not been used in the presence of
absolute spectrum.
We split our spectral analysis into parts by dividing the complex plane into three regions, a
neighborhood of the origin, where the branch points λbr(c), λbr(c) of the absolute spectrum are lo-
cated and where we find most eigenvalues accumulate as c↗ clin, an intermediate region bounded
away from the absolute spectrum, and a neighborhood of infinity. In the last region, standard scal-
ing arguments preclude the existence of eigenvalues. In the intermediate region, the eigenvalue
problem reduces to a coupled Sturm-Liouville problem in the limit c ↗ clin, whose eigenvalues
can be bounded away using an L2-energy estimate, after which a perturbative approach allows
us to approximate the Riccati-Evans function showing it does not vanish anywhere in the region.
The first region, lying near the origin, is the most critical as it is where absolute spectrum lies
and where eigenvalues accumulate as c ↗ clin. Here, we use a Riemann surface unfolding in
combination with the superposition principle to track the relevant trajectories in the matrix Ric-
cati equation. Using winding number arguments we can enclose eigenvalues in a discrete set of
O((∆c)3/2)-disks D j, where the number j ∈ Z\{0} can be interpreted as the number of times eigen-
functions wind around the fixed points of the associated Riccati equation, cf. Remark 9.8. Only the
most critical disk, which contains at most two eigenvalues and is centered at the origin, intersects
the closed right-half plane. One of these eigenvalues must be 0 due to gauge invariance, whereas
the other one must be real and negative by a subtle parity argument involving the derivative of the
Riccati-Evans function at 0.
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Contributions To our knowledge, this work is the first rigorous result considering the spectral
stability of a quenched pattern-forming front. Thereby, it is a first step towards addressing nonlin-
ear stability of such pattern-forming fronts against perturbations which are small in translational
invariant norms. Broadly speaking, our result indicates that, as long as pattern-formation is con-
trolled by a spatial inhomogeneity progressively quenching the system in an unstable state, the
invasion process is expected to be stable against “natural” classes of perturbations.
We expect our analysis to be prototypical in the sense that similar mechanisms (i.e. the same
subtle dance between accumulating point spectrum and stabilizing weakly unstable absolute spec-
trum) will govern the stability of pattern-forming fronts in other important spatially inhomoge-
neous models where the quenching is suitably “fast”, such as the Swift-Hohenberg equation, the
Cahn-Hilliard equation, and certain reaction-diffusion systems. This is discussed more in §11. At
the phenomenological level, our result shows the somewhat subtle and unexpected phenomena of a
(spectrally) stable pattern-forming front with a long plateau state lying near an absolutely unstable
base state. More generally, it contributes a novel and explanatory example to the recently growing
set of works where absolute spectrum plays a role in governing the stability and bifurcation of
coherent structures [9, 12, 51]. We note that our case is novel as we exhibit a situation where the
absolute spectrum of the plateau state is unstable while the spectrum of the linearization about the
front is stable.
On the technical side, we give an example of how a matrix Riccati formulation can be used
to rigorously explore subtle behaviors in the stability problem and unfold dynamics for spectral
parameters where no hyperbolicity of spatial eigenvalues can be recovered. Our work should
also provide useful information and insight into studying more complicated problems where the
first-order system formulation of the eigenvalue problem is infinite-dimensional.
Finally, to briefly comment on the other prototypical type of invasion front which can be
controlled by a quenching mechanism, we also provide numerical results for spectral stability and
instability of quenched fronts in the cGL equation with a subcritical cubic-quintic nonlinearity.
In this case the free invasion front in the homogeneous, non-quenched, system is not pulled, but
pushed, that is the front spreads faster than predicted by the linear information about the unstable
base state. Our simulations indicate that stability is not governed by the absolute spectrum of the
plateau state, but by a single fold eigenvalue, reminiscent of snaking phenomena; see §11.4.
Outline of paper First, we introduce the Riccati-Evans function in §2 as a tool to locate point
spectrum of general second-order operators and outline its relation to the standard Evans func-
tion. Subsequently, in §3 we reduce complexity in the existence and eigenvalue problems through
rescaling and reparameterization. In §4 we summarize and slightly extend the existence result
of pattern-forming fronts in [24] to suit our needs. In §5 we formulate our spectral stability re-
sult in the rescaled and reparameterized coordinates and sketch the set-up of our spectral analysis
dividing the complex plane into three regions. The essential spectrum is then determined in §6,
whereas the analysis of the point spectrum, which is the core of this paper, is the content of §7-
§9. We conclude the proof of our main result, Theorem 1.2, in §10. Finally, in §11 we discuss
potential applications and extensions of our work, as well as provide numerical results for spectral
stability of fronts for parameters outside the regime rigorously considered here, and for quenched
fronts in the cGL equation with subcritical nonlinearity. The appendices A and B provide some
background information on exponential dichotomies, essential spectrum and absolute spectrum.
2 The Riccati-Evans function
In this paper, we use the Riccati-Evans function as a tool to locate the critical point spectrum.
Below, we construct the Riccati-Evans function for general second-order operators posed on ex-
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ponentially weighted L2-spaces.
Definition 2.1. Let κ± ∈ R. For r ∈ N0 and n ∈ N, we define the weighted Sobolev spaces
Hrκ−,κ+(R,C
n) of r-times weakly differentiable functions φ : R→ Cn through the associated norm
‖φ‖2Hrκ− ,κ+ =
r∑
j=0
(∫ 0
−∞
∥∥∥∥∂ jxφ(x)∥∥∥∥2 e−2κ−xdx + ∫ ∞
0
∥∥∥∥∂ jxφ(x)∥∥∥∥2 e−2κ+xdx) .
We denote L2κ−,κ+(R,C
n) = H0κ−,κ+(R,C
n) and abbreviate Hr−κ,κ(R,Cn) = Hrκ(R,Cn) for κ ∈ R.
Let k± ∈ R and n ∈ N. Let Ω ⊂ C be an open and bounded region, where we wish to locate
point spectrum of a second-order elliptic operator L : D(L) ⊂ L2κ−,κ+(R,Cn) → L2κ−,κ+(R,Cn), with
domain D(L) = H2κ−,κ+(R,Cn), given by
Lu = D∂2xu + A1(x)∂xu + A0(x)u,
with D ∈ Cn×n a positive matrix and bounded and continuous coefficients functions A0, A1 : R →
Cn×n. The eigenvalue problem Lu = λu can be written as a first-order system
φx = A(x, λ)φ, φ ∈ C2n, (2.1)
with A ∈ C(R × Ω,C2n×2n) such that A(x, ·) is analytic on Ω for each x ∈ R, and ∂λA(·, λ) is
bounded on R for each λ ∈ Ω. We assume that the weighted eigenvalue problems
φx = (A(x, λ) − κ±)φ, φ ∈ C2n, (2.2)
admit for each λ ∈ Ω exponential dichotomies, see Appendix A, on [0,∞) and (−∞, 0] with rank
n projections P±(x, λ) on C2n, which depend analytically on λ. Typically, P+ is called the stable
projection for x → +∞, and P− the unstable projection for x → −∞. We emphasize that such
exponential dichotomies exist as long as λ lies to the right of the essential spectrum of the operator
L, cf. [47, Theorem 3.2], because the Morse indices of the exponential dichotomies must be equal
to n for λ to the right of the essential spectrum by the second-order structure of L.
Thus, λ ∈ Ω lies in the point spectrum of L if and only if there exists a nontrivial solutions
φ ∈ H1κ−,κ+(R,C2n) to (2.1), which is, by continuity and boundedness of the matrix A and by
the exponential dichotomies of (2.2), equivalent to finding nontrivial C1-solutions φ to (2.1) with
initial condition φ(0) ∈ ker(P−(0, λ)) ∩ P+(0, λ)[C2n]. We choose bases
Φ±(±x, λ) =
(
X±(±x, λ)
Y±(±x, λ)
)
∈ C2n×n, x ≥ 0, λ ∈ Ω,
of the relevant subspaces ker(P−(−x, λ)) and P+(x, λ)[C2n], respectively, which depend analyti-
cally on λ. Consider the analytic maps S ± : R± × Ω → C given by S ±(±x, λ) = det(X±(±x, λ)).
For x ≥ 0 and λ ∈ Ω with S ±(±x, λ) , 0 the relevant subspaces can be represented by
T±(±x, λ) := Y±(±x, λ)X±(±x, λ)−1 ∈ Cn×n.
In fact, for x ≥ 0, the n-dimensional subspaces ker(P−(−x, λ)) and P+(x, λ)[C2n] in the Grass-
mannian manifold Gr(n,C2n) are mapped to T±(±x, λ) under the coordinate chart c, which maps
any n-dimensional subspace W of C2n represented by a basis
(
X
Y
)
∈ C2n×n with det(X) , 0 to the
matrix YX−1 ∈ Cn×n; see [36] and references therein. We emphasize that this mapping is well-
defined: if W is also represented by the basis
(
X˜
Y˜
)
∈ C2n×n, there is an invertible matrix τ ∈ Cn×n
such that
(
X˜
Y˜
)
=
(
X
Y
)
τ yielding det(X˜) , 0 and Y˜ X˜−1 = YX−1.
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Writing the coefficient matrix A(x, λ) of (2.1) as a block matrix
A(x, λ) :=
(
A11(x, λ) A12(x, λ)
A21(x, λ) A22(x, λ)
)
,
with Ai j(x, λ) ∈ Cn×n, we observe that T−(x, λ) and T+(x, λ) are solutions to the matrix Riccati
equation [38, 55]
Tx = A21(x, λ) + A22(x, λ)T − T A11(x, λ) − T A12(x, λ)T, T ∈ Cn×n, (2.3)
for x ∈ (−∞, 0] such that S −(x, λ) , 0, and x ∈ [0,∞) such that S +(x, λ) , 0, respectively. In other
words, the evolution of the n-dimensional subspaces ker(P−(−x, λ)) and P+(x, λ)[C2n] is captured
by the Riccati flow (2.3), and nontrivial intersections can be located by the following determinantal
function.
Definition 2.2. Let S := {λ ∈ Ω : S +(0, λ) = 0 or S −(0, λ) = 0}. We define the Riccati-Evans
function E : Ω \ S → C by
E(λ) = det(T+(0, λ) − T−(0, λ)).
The following result follows immediately by the above construction, see also [28, 29].
Proposition 2.3. The Riccati-Evans function E : Ω \ S → C enjoys the following properties:
1. The Riccati-Evans function can be related to the classical Evans function E : Ω → C given
by E(λ) = det(Φ−(0, λ) | Φ+(0, λ)) through the formula
E(λ) = E(λ)
S −(0, λ)S +(0, λ)
, λ ∈ Ω \ S. (2.4)
2. E is meromorphic on Ω.
3. E vanishes at some λ0 ∈ Ω \ S if and only if λ0 is an eigenvalue of L. Moreover, the
multiplicity of λ0 as a root of E agrees with the algebraic multiplicity of λ0 as an eigenvalue
of L.
4. The Riccati-Evans function is uniquely determined and does not depend on the choice of
bases.
The advantage of the Riccati-Evans function over the classical Evans function, is that one
tracks the flow of subspaces rather than individual solutions to (2.1). Thus, the Riccati-Evans
function does not depend on the choice of bases, which simplifies parity arguments in the spectral
analysis significantly. However, one has to bare in mind that the dynamics in the matrix Riccati
equation (2.3) can be highly complicated and solutions might exhibit singularities, which explains
the meromorphic character of E. Consequently, winding number arguments with the Riccati-
Evans function E are more involved than with the classical Evans function, since, in addition to
the winding number of E, one needs to calculate the winding number of S ±(0, ·) to compute the
number of zeros of E. In our upcoming spectral analysis, we can control the dynamics in a matrix
Riccati equation in C2×2 by using superposition principles to perturb from an invariant subset of
diagonal solutions.
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2.1 Derivative of the Riccati-Evans function
In our spectral analysis we find that the two most critical eigenvalues correspond to two simple
real roots of the Riccati-Evans function. One of these roots must reside at the origin due to gauge
invariance. The position of the other critical eigenvalue can be determined via a parity argument,
which involves the sign of the derivative E′(0). Below we establish, in the general setting of the
previous subsection, an expression for the derivative of the Riccati-Evans function at a simple root.
Let λ0 ∈ Ω\S be a root of the Riccati-Evans function such that ker(P−(0, λ0))∩P+(0, λ0)[C2n]
is one-dimensional, i.e. such that the geometric multiplicity of λ0 as an eigenvalue of the operator
L equals one. Take a nonzero vector φ0 ∈ ker(P−(0, λ0)) ∩ P+(0, λ0)[C2n]. Choose bases Φ˜− of
ker(P−(0, λ0)) and Φ˜+ of P+(0, λ0)[C2n] such that the first column of Φ˜± equals φ0. There exist
invertible matrices τ± ∈ Cn×n such that Φ˜± = Φ±(0, λ0)τ±. Thus, Φ˜±(λ) := Φ±(0, λ)τ± are also
analytic bases of ker(P−(0, λ)) and P+(0, λ)[C2n], respectively, for λ ∈ Ω.
The subspace ker(P−(0, λ0))⊥∩P+(0, λ0)[C2n]⊥ is one-dimensional and thus spanned by some
vector ψ0 ∈ C2n. Let φ0(x) be the solution to (2.1) at λ = λ0 with initial condition φ0 and let ψ0(x)
be the solution to the adjoint problem
ψx = −A(x, λ0)∗ψ, ψ ∈ C2n, (2.5)
with initial condition ψ0. Since the systems (2.2) at λ = λ0 admit exponential dichotomies on
[0,∞) and (−∞, 0], respectively, we find that the same holds true for their adjoints
ψx =
(−A(x, λ0)∗ + k±)ψ, ψ ∈ C2n, (2.6)
with associated rank n projections In − P±(x, λ0)∗ on C2n. Since it holds
ker(P−(0, λ0))⊥ ∩ P+(0, λ0)[C2n]⊥ = ker(In − P−(0, λ0)∗) ∩ (In − P+(0, λ)∗)[C2n],
ψ0(x) is a nontrivial solution to (2.5) in H1−k−,−k+(R,C
2n), which is unique up to scalar multiples.
The derivative of the classical Evans function E˜ : Ω → C given by E˜(λ) = det(Φ˜−(λ) | Φ˜+(λ))
can now be determined via a Lyapunov-Schmidt reduction procedure, which exploits the expo-
nential dichotomies of (2.2) and (2.6). As in [47, §4.2.1], we find
E˜′(λ0) =
1
‖ψ0‖2 det
(
Ψ˜− | Φ˜+
) ∫
R
ψ0(x)∗∂λA(x, λ0)φ0(x)dx, (2.7)
where Ψ˜− is obtained from Φ˜− by replacing the first column by ψ0. One readily observes via
Ho¨lder’s inequality that the Melnikov-type integral in the latter is convergent, where we use that
φ0 ∈ L2k−,k+(R,C2n), ψ0 ∈ L2−k−,−k+(R,C2n) and ∂λA(·, λ0) is bounded on R. Taking derivatives
in (2.4) we arrive at the derivative
E′(λ0) = E˜
′(λ0)
det(X˜−) det(X˜+)
, (2.8)
of the Riccati-Evans function, where X˜± denote the upper (n× n)-blocks of Φ˜±. Note that we used
here that the Riccati-Evans function is independent of the choice of bases.
3 Reducing complexity through rescaling and reparameterization
Theorem 1.1 is proved in [24] by reducing complexity in the traveling-wave equation (1.5). We
have already seen that the gauge action in (1.5) can be factored out by introducing the new vari-
ables ρ = |A| and z = Aξ/A, yielding the first-order problem (1.7). Subsequently, the dispersion
parameter α is eliminated in [24] through appropriate rescaling and reparameterization in (1.7). In
order to simplify the upcoming spectral analysis of the pattern-forming front, we follow the pro-
cess in [24] and apply a similar rescaling and reparameterization to the linearization Ltf of (1.9)
about the front solution Atf(ξ).
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3.1 Rescaling and reparameterization in the existence problem
Completing the square in the z-equation in (1.7) yields
zξ = −
(
z +
(1 − iα) c
2
(
1 + α2
) )2 + m2
1 + α2
 (1 − χ(ξ)) (1 − iα)m2 − ε21 + ε
4
1
4
+ iωˆ + (1 + iε2) l2ρ2

where we denote
m2 = 1 +
(cα)2
4
(
1 + α2
) − αω, l2 = 1 + αγ
m2
, ε1 =
√
2 − c
m
√
1 + α2
,
ωˆ =
ω − ωabs
m2
, ε2 =
γ − α
1 + αγ
.
(3.1)
Note that it holds m ≥ 1 in the relevant regime 0 < ∆c := clin − c  1 of Theorem 1.1, where we
use the expansion ω = ωabs + O((∆c)3/2). Hence, the parameter ε1 ∼
√
∆c is well-defined, and
the parameter regime 0 < ∆c  1 and 0 ≤ |γ − α|  1 in Theorem 1.1 is, after the reparameter-
ization (3.1), captured by taking 0 < ε1  1 and 0 ≤ |ε2|  1. For notational convenience we
abbreviate ε := (ε1, ε2) throughout the manuscript.
Now we observe that the parameter α can be eliminated in (1.7) for ξ < 0 by rescaling z, ρ and
ξ. Indeed, setting
R = l2ρ2, ζ =
m√
1 + α2
ξ, zˆ =
(
z +
(1 − iα) c
2
(
1 + α2
) ) √1 + α2
m
, (3.2)
transforms system (1.7) into
zˆζ = −zˆ2 + µ + (1 + iε2)R + 1 − χm2 (1 − iα),
Rζ = R
(
zˆ + zˆ + ε21 − 2
)
.
(3.3)
with
µ := −ε21 + iωˆ +
ε41
4
.
Since we can express m as a smooth function of ωˆ and ε1 by
m2 :=
1 + α2
1 + α2 − ε21α2 + 14ε41α2 + αωˆ
,
we find that system (3.3) is smooth in α, ωˆ and the small parameter ε = (ε1, ε2).
3.2 Rescaling and reparameterization in the spectral problem
Our idea is to reduce complexity in the spectral problem by applying a similar rescaling and
reparameterization as in §3.1 to the linearization Ltf of (1.9) about the front solution Atf(ξ). To do
so, we first need to formulate the linear operator Ltf in terms of the front solution (ztf(ξ), ρtf(ξ))
to (1.7), where we of course denote ρtf(ξ) = |Atf(ξ)| and ztf(ξ) = A′tf(ξ)/Atf(ξ). Thus, we set a =
wρtf and b = yρtf and arrive, using (1.6) and (1.8), at the operator L˜tf , posed on L2−κ,κ−2Re(z+)(R,C2),
whose domain is H2−κ,κ−2Re(z+)(R,C
2) (see Definition 2.1), given by
L˜tf
(
w
y
)
=
 L˜tf(w, y)L˜tf (w, y)
 ,
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with
L˜tf(w, y) =
1
ρtf
Ltf (wρtf , yρtf) = (1 + iα)wξξ + (c + 2(1 + iα)ztf) wξ − (1 + iγ)ρ2tf(w + y).
We note that the rescaling of the perturbation by the front amplitude ρtf , which is bounded away
from the origin at ξ = −∞, leaves the spectrum of the corresponding asymptotic state unchanged.
Since ρtf → 0 exponentially fast as ξ → ∞, this shifts the spatial eigenvalues of the associated
state to the right, and is the reason for the inclusion of an additional weight −2Re(z+) for ξ ≥ 0,
cf. (1.8).
Thus, by construction, we find that the spectra of the operators L˜tf , posed on L2−κ,κ−2Re(z+)(R,C2),
and of Ltf , posed on L2κ(R,C2), coincide, including multiplicities of eigenvalues.
Now, we can apply the reparameterization (3.1) and rescaling (3.2) to the linear operator L˜tf ,
posed on the space L2−κ,κ−2Re(z+)(R,C
2), and arrive at the operator Lˆtf , posed on L2κˆ−,κˆ+(R,C2) with
domain H2κˆ−,κˆ+(R,C
2), which is given by
Lˆtf
(
w
y
)
=
 Lˆtf(w, y)
Lˆtf (w, y)
 ,
with
Lˆtf(w, y) = L˜tf
w · √1 + α2m
 , y · √1 + α2m
 = (wζζ + 2zˆtfwζ − (1 + iε2)ρ2tf(w + y)) m2(1 − iα) ,
and
κˆ− := −κ
√
1 + α2
m
, κˆ+ :=
(κ − 2Re(z+))
√
1 + α2
m
=
κ
√
1 + α2
m
+ Re
√
µ +
2(1 − iα)
m2
− ε
2
1
2
+ 1,
(3.4)
where we note that rescaling the spatial coordinate by a factor
√
1 + α2/m in (3.2) lead to a rescal-
ing of the weights −κ and κ − 2Re(z+) for ζ ≤ 0 and ζ ≥ 0, respectively, by the same factor.
Thus, by construction, the spectra of the operators Lˆtf , posed on L2κˆ−,κˆ+(R,C2), and of L˜tf ,
posed on L2−κ,κ−2Re(z+)(R,C
2), coincide, including multiplicities of eigenvalues. In addition, the
dispersion parameter α is, up to a scaling factor, eliminated from the operator Lˆtf . Therefore we
have, as in the existence problem, reduced the complexity in the relevant spectral problem through
the reparameterization (3.1) and rescaling (3.2).
4 Overview of existence results
In this section, we collect the results from the existence analysis of the pattern-forming front
in [24], which are needed for our spectral analysis. The existence analysis in [24] is, in order to
reduce complexity, performed in the rescaled and reparameterized traveling-wave equation (3.3).
As explained in §3, we adopt a similar reduction in our spectral analysis.
We start by reformulating the existence result, Theorem 1.1, in terms of the rescaled and
reparameterized system (3.3).
Theorem 4.1. Let α ∈ R and let δ > 0 be fixed such that δ is sufficiently small. Then, provided
0 < ε1  1 and 0 ≤ |ε2|  1, there exists a front solution Ψtf(ζ; ε) = (zˆtf ,Rtf)(ζ; ε) to (3.3) for
ωˆ = ωˆtf(ε) between the hyperbolic fixed points
lim
ζ→∞Ψtf(ζ; ε) = (z+(ε), 0) , limζ→−∞Ψtf(ζ; ε) =
1 − ε212 + ikˆtf(ε), 1 − kˆtf(ε)2
 ,
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where
zˆ+(ε) := −
√
2(1 − iα)
m(ε)2
− ε21 + iωˆ +
ε41
4
, (4.1)
and kˆtf(ε) and ωˆtf(ε) are smooth at ε = (0, 0) satisfying
kˆtf(0, ε2) =
ε2
1 +
√
1 + ε22
, ∂
j
ε1ωˆtf(0, ε2) = 0, j = 0, 1, 2, (4.2)
The solution Ψtf(ζ; ε) is continuous at the jump heterogeneity at ζ = 0. The position
ζtf(ε) := inf
{
ζ : Rtf(ζ˜; ε) < δ for all ζ˜ > ζ
}
,
of the front interface satisfies
lim
ε→(0,0) ε1ζtf(ε) = pi, (4.3)
and ε 7→ ε1ζtf(ε) is smooth at ε = (0, 0).
A consequence of Theorem 1.1 is that, by expressing m and µ as
m(ε)2 :=
1 + α2
1 + α2 − ε21α2 + 14ε21α2 + αωˆtf(ε)
, µ(ε) := −ε21 + iωˆtf(ε) +
ε41
4
, (4.4)
the number of parameters in (3.3) has reduced to three: the fixed parameter α and the small
parameter ε = (ε1, ε2). We find that m(ε) and µ(ε) are smooth at ε = (0, 0) and satisfy
m(0, 0) = 1, µ(0, 0) = 0. (4.5)
4.1 Tracking the solution to the left of the front interface
The front solution Ψtf(ζ; ε) in Theorem 4.1 is constructed in [24] by tracking the one-dimensional,
unstable manifold Wu− of the fixed point(
1 − 12ε21 + ikˆtf(ε), 1 − kˆtf(ε)2
)
,
in (3.3). Global control over this manifold can be obtained by perturbing from the ‘real limit’
ε = (0, 0). Indeed, setting ε1, ε2 = 0 and χ ≡ 1 in (3.3), we obtain, using (4.5), the system
zˆζ = −zˆ2 + R,
Rζ = 2R(zˆ − 1),
(4.6)
which is equivalent to the real Ginzburg-Landau equation
rζζ = −2rζ − r + r3, (4.7)
upon setting R = r2 and z = 1 + rζ/r. The unstable manifold Wu− in (4.6) is given by the solution
Ψ∗(ζ) = (zˆ∗(ζ),R∗(ζ)) =
(
1 +
r′∗(ζ)
r∗(ζ)
, r∗(ζ)2
)
,
where r∗(ζ) is a heteroclinic in (4.7) connecting the hyperbolic saddle (1, 0) to the hyperbolic
degenerate sink (0, 0). A simple phase plane analysis of (4.7) shows that the solution r∗(ζ) is
monotonically decreasing and does not lie in the strong stable manifold of (0, 0). Thus, r∗(ζ)
decays exponentially to 0, whereas r
′∗(ζ)
r∗(ζ) decays algebraically to −1 as ζ → ∞. All in all, one
obtains the following result.
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Proposition 4.2 ([24]). Take δ > 0 sufficiently small and let ζδ ∈ R be the value such that R∗(ζδ) =
δ. Then, there exists a δ-independent constant C > 1 and η > 0 such that
0 < zˆ∗(ζδ) ≤ C| log(δ)|−1, 1zˆ∗(ζδ) ≤ C| log(δ)|, (4.8)
and
‖Ψ∗(ζ) − (1, 1)‖ ≤ Ceηζ , ζ ≤ 0,
‖R∗(ζ)‖ ≤ Ce−ηζ , ζ ≥ 0.
(4.9)
In addition, there exists a constant Cδ > 1, which only depends on δ, such that, provided 0 < ε1 
1 and 0 ≤ |ε2|  1, it holds
‖Ψtf(ζtf(ε) + ζ; ε) − Ψ∗(ζδ + ζ)‖ ≤ Cδ‖ε‖,∥∥∥∥Ψtf(ζtf(ε) + ζ; ε) − (1 − 12ε21 + ikˆtf(ε), 1 − kˆtf(ε)2)∥∥∥∥ ≤ Cδeηζ , ζ ≤ 0. (4.10)
4.2 Tracking the solution to the right of the front interface
To the right of the front interface, i.e. for ζ ≥ ζtf(ε), the solution Ψtf(ζ; ε) lies in a neighborhood
of the normally hyperbolic, attracting manifold R = 0 in (3.3). Thus, with the aid of geometric
singular perturbation theory [18, 19, 20], it is established in [24] that there exists a solution on the
manifold R = 0 that converges exponentially fast to Ψtf(ζ; ε) as ζ → ∞. Setting R = 0 in (3.3) one
obtains the scalar Riccati equation
zˆ′0 = −zˆ20 + µ(ε) +
1 − χ
m(ε)2
(1 − iα). (4.11)
Parameters ε are chosen in such a way in [24] that the unstable manifold Wu− intersects with to the
two-dimensional stable manifold W s+ of the sink (zˆ+(ε), 0) in (3.3) (for χ ≡ −1). Note that zˆ+(ε),
which is defined in (4.1), is smooth at ε = (0, 0) and satisfies
zˆ+(0, 0) = −
√
2 − 2iα. (4.12)
Thus, the solution Ψtf(ζ; ε) in the unstable manifold Wu− converges exponentially fast to the
solution (zˆ0(ζ; ε), 0) on the manifold R = 0 as ζ → ∞, where zˆ0(ζ; ε) is the solution to (4.11) with
initial condition zˆ0(0; ε) = zˆ+(ε). Hence, as zˆ+(ε) is a fixed point of (4.11) for χ ≡ −1, it holds
zˆ0(ζ; ε) = zˆ+(ε) for all ζ ≥ 0.
More precisely, the following estimates are obtained in [24].
Proposition 4.3. There exist constants C > 1 and η > 0 such that, provided 0 < ε1  1 and
0 ≤ |ε2|  1, we have for ζ ≥ ζtf(ε),
‖Ψtf(ζ; ε) − (zˆ0(ζ; ε), 0)‖ ≤ Cδe−η|ζ−ζtf (ε)|, (4.13)
‖zˆ0(ζ; ε)‖ ≤ C. (4.14)
For the spectral analysis in this paper, we need to extend the estimates on the R-component in
Proposition 4.2 beyond the front interface, which follows by a simple application of Gro¨nwall’s
lemma in combination with the exponential decay obtained in Proposition 4.3.
Proposition 4.4. Let δ > 0 be sufficiently small and let ζδ ∈ R be the value such that R∗(ζδ) = δ.
Then, there exists a constant Cδ > 1, which only depends on δ, such that, provided 0 < ε1  1
and 0 ≤ |ε2|  1, it holds
‖Ψtf(ζtf(ε) + ζ; ε) − Ψ∗(ζδ + ζ)‖ ≤ Cδ
√
‖ε‖,
for ζ ∈ [0,−ι log ‖ε‖], where ι > 0 is a constant independent of ε and δ.
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Proof. By (4.4) and Theorem 4.1, system (3.3) is of the abstract form
Ψζ = F(Ψ; ε),
where F : R×C×U → R×C is smooth and U ⊂ R2 is a neighborhood of (0, 0). Clearly, by (4.5),
system (4.6) equals
Ψζ = F(Ψ; 0).
We wish to bound the difference
d(ζ; ε) := Ψtf(ζtf(ε) + ζ; ε) − Ψ∗(ζδ + ζ),
for ζ ∈ [0,−ζtf(ε)].
The solution Ψtf(ζ; ε) to (3.3) is δ-uniformly bounded on [ζtf(ε), 0] × U by Proposition 4.3.
Similarly, since r∗(ζ) is a heteroclinic solution to (4.7), the solution Ψ∗(ζ) to (4.6) is bounded on
R. Thus, bounding the right hand side of
d(ζ; ε) = d(0; ε) +
∫ ζ
0
(F(Ψtf(ζtf(ε) + y; ε); ε) − F(Ψ∗(y); 0)) dy
yields, by Proposition 4.2, the integral inequality
‖d(ζ; ε)‖ ≤ Cδ‖ε‖ +
∫ ζ
0
C‖d(y; ε)‖dy,
for ζ ∈ [0,−ζtf(ε)], where C > 1 is an ε- and δ-independent constant and Cδ > 1 is a constant
depending on δ only. Taking 2ιC < 1 and applying Gro¨nwall’s lemma, we arrive at
‖d(ζ; ε)‖ ≤ Cδ
√
‖ε‖,
for ζ ∈ [0,−ι log ‖ε‖], which proves the result. 
5 Set-up of spectral analysis
In an effort to reduce complexity, we have followed the rescaling and reparameterization per-
formed in the existence analysis of the pattern-forming front in [24], and applied a similar reduc-
tion to the linearized operator Ltf in §3. By construction, the spectrum of the obtained operator
Lˆtf , posed on L2κˆ−,κˆ+(R,C2), coincides with the spectrum Ltf , posed on L2κ(R,C2), including mul-
tiplicities of eigenvalues. Of course, the same holds for the spectra of Lˆtf , posed on L20,κˆ0(R,C2)
with domain H20,κˆ0(R,C
2), where we denote
κˆ0 = −Re(zˆ+(ε)) − 12ε21 + 1. (5.1)
and of Ltf , posed on L2(R,C2). Hence, our main result, Theorem 1.2, follows by proving the
following equivalent statement for Lˆtf .
Theorem 5.1. Let α ∈ ( − 12 √2, 12 √2). Fix κ ∈ (0, 14√1+α2 ). Let κˆ± be as in (3.4) and let κˆ0 be as
in (5.1). Then, provided 0 < ε1  1 and 0 ≤ |ε2|  1, the following assertions hold true:
i) The spectrum of Lˆtf posed on L20,κˆ0(R,C2) does not intersect the closed right-half plane,
except at the origin as a parabolic curve.
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ii) When posed on L2κˆ−,κˆ+(R,C
2), the operator Lˆtf has no spectrum in the closed right-half
plane, except for an algebraically simple eigenvalue, which resides at the origin. Further-
more, eigenvalues near the origin lie O(ε21)-close to Σ0,abs ∪ Σ0,abs.
In order to prove Theorem 5.1, we follow the approach as outlined in §1.4. We cover, as in [8],
the critical spectrum of Lˆtf by the following three regions
R1 = R1(Θ1) := {λ ∈ C : |λ| ≤ Θ1},
R2 = R2(θ2,Θ1,Θ2) := {λ ∈ C : Θ1 ≤ |λ| ≤ Θ2 ∧ | arg(λ)| ≤ 12pi + θ2},
R3 = R3(θ3,Θ2) := {λ ∈ C : | arg(λ)| ≤ 12pi + θ3, |λ| ≥ Θ2},
(5.2)
where θ2, θ3 > 0 and Θ1,Θ2 > 1 are constants which are independent of the small parameter ε.
We will study the spectrum of Lˆtf in the regions R1, R2 and R3 separately. See Figure 5 (right) for
a schematic depiction of these regions.
We decompose the spectrum of Lˆtf into essential and point spectrum; we refer to [47] for a
general introduction. In §6 we show that the essential spectrum of Lˆtf , posed on L20,κˆ0(R,C2), is
contained in the left-half plane and touches the imaginary axis only at the origin as a parabolic
curve, whereas the essential spectrum of Lˆtf , posed on L2κˆ−,κˆ+(R,C2), is confined to the open left-
half plane and does not intersect the regions R1,R2 and R3.
A point λ ∈ C lies in the point spectrum of Lˆtf , posed on L2κˆ−,κˆ+(R,C2), if and only if it does
not lie in its essential spectrum and the associated eigenvalue problem LˆtfX = λX, which reads
wζζ + 2zˆtf(ζ; ε)wζ − (1 + iε2)Rtf(ζ; ε)(w + y) = (1 − iα)λm(ε)2 w,
yζζ + 2zˆtf(ζ; ε)yζ − (1 − iε2)Rtf(ζ; ε)(w + y) = (1 + iα)λm(ε)2 y,
(5.3)
admits a nontrivial solution in H2κˆ−,κˆ+(R,C
2).
Since H20,κˆ0(R,C
2) is contained in H2κˆ−,κˆ+(R,C
2) as κ > 0, the point spectrum of Lˆtf , posed on
L20,κˆ0(R,C
2), is contained in the spectrum of Lˆtf , posed on L2κˆ−,κˆ+(R,C2). We will show in §7-§9
that the point spectrum of Lˆtf , posed on L2κˆ−,κˆ+(R,C2), is contained in the open left-half plane,
except for an algebraically simple eigenvalue residing at the origin, which, in conjunction with
the aforementioned results on the essential spectrum, proves Theorem 5.1, and thus also proves
Theorem 1.2.
6 Analysis of the essential spectrum
In this section, we study the essential spectrum of the operator Lˆtf , posed on the spaces L20,κˆ0(R,C2)
and L2κˆ−,κˆ+(R,C
2). As outlined in Appendix B, the essential spectrum of the asymptotically constant-
coefficient operator Lˆtf is determined by the spatial eigenvalues of its limiting operators at ±∞.
In the limit ζ → −∞, the eigenvalue problem (5.3) associated with Lˆtf is by Proposition 4.2 of
the form
λ
m(ε)2
(1 − iα)w = wζζ +
(
2 − ε21 + 2ikˆtf(ε)
)
wζ − (1 + iε2)
(
1 − kˆtf(ε)2
)
(w + y),
λ
m(ε)2
(1 + iα)y = yζζ +
(
2 − ε21 − 2ikˆtf(ε)
)
yζ − (1 − iε2)
(
1 − kˆtf(ε)2
)
(w + y),
(6.1)
whereas in the limit ζ → ∞ the eigenvalue problem reduces by Proposition 4.3 to
λ
m(ε)2
(1 − iα)w = wζζ + 2zˆ+(ε)wζ ,
λ
m(ε)2
(1 + iα)y = yζζ + 2zˆ+(ε)yζ .
(6.2)
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The spatial eigenvalues can be identified as the values ν ∈ C for which systems (6.1) and (6.2)
admit a nontrivial solution of the form eνζX0 with X0 ∈ R2. Taking determinants we find associated
linear dispersions relations
det

ϑ(ν, ε) − λ(1 − iα)
m(ε)2
−(1 + iε2)
(
1 − kˆtf(ε)2
)
−(1 − iε2)
(
1 − kˆtf(ε)2
)
ϑ(ν, ε) − λ(1 + iα)
m(ε)2
 = 0, (6.3)
and
det
ν2 + 2zˆ+(ε)ν − λm(ε)2 (1 − iα) 00 ν2 + 2zˆ+(ε)ν − λm(ε)2 (1 + iα)
 = 0, (6.4)
where we denote
ϑ(ν, ε) := ν2 +
(
2 − ε21 + 2ikˆtf(ε)
)
ν − (1 + iε2)
(
1 − kˆtf(ε)2
)
, (6.5)
The spatial eigenvalues arise as the roots of (6.3) and (6.4), and can be ordered by their real parts
Re ν1,±(λ, ε) ≤ Re ν2,±(λ, ε) ≤ Re ν3,±(λ, ε) ≤ Re ν4,±(λ, ε),
when counted with multiplicities.
In Appendix B.3 we determine the spatial eigenvalues νi,±(λ, ε), i = 1, . . . , 4 up to leading-
order. For each λ in the regions R2 and R3, defined in (5.2), we obtain the splittings
Re ν1,−(λ) ≤ Re ν2,−(λ) < κˆ− < 0 < Re ν3,−(λ) ≤ Re ν4,−(λ), (6.6)
and
Re ν1,+(λ) ≤ Re ν2,+(λ) < κˆ0 < κˆ+ < Re ν3,+(λ) ≤ Re ν4,+(λ), (6.7)
As outlined in Appendix B, this implies that R2 ∪ R3 contains no essential spectrum of the oper-
ator Lˆtf , posed on L2κˆ−,κˆ+(R,C2) or on L20,κˆ0(R,C2). Moreover, we show in Appendix B.3 that the
splitting (6.6) persists for λ ∈ R1, whereas (6.7) no longer holds. However, for λ ∈ R1 we still find
Re ν1,−(λ) ≤ Re ν2,−(λ) < κˆ− < Re ν3,−(λ) ≤ Re ν4,−(λ), (6.8)
and the curve {λ ∈ R1 : Re ν3,−(λ) = 0} is confined to the open left-half plane except for a parabolic
touching with the imaginary axis at the origin. All in all, we have established the following result,
which is schematically depicted in Figure 5.
Theorem 6.1. Let α ∈ ( − √22 , √22 ) and fix κ ∈ (0, 14√1+α2 ). For Θ1, θ2, θ3 > 0 sufficiently small
and Θ2 > 1 sufficiently large, we have that, provided 0 < ε1  1 and 0 ≤ |ε2|  1, the following
statements hold true:
i) There is no essential spectrum of the operator Lˆtf , posed on L2κˆ−,κˆ+(R,C2), in the region
R1(Θ1) ∪ R2(θ2,Θ1,Θ2) ∪ R3(θ3,Θ2).
ii) The essential spectrum of Ltf , posed on L20,κ0(R,C2) does not touch the closed right-half
plane, except at the origin as a parabolic curve.
22
υ+(λ)
0
υ-(λ)
κ-
υ-(λ)
κ-
υ-(λ)
κ-
υ-(λ)
κ-
υ-(λ)
κ-
υ+(λ)
λ+(l)
λ-(l) λ+,κ+(l)
R1
R2
R3
θ3 
θ2 
Θ1
Θ2
Figure 5: (left): plot of the essential spectrum of the operator Lˆtf , posed on L20,κˆ0 (R,C2) with insets of the
most critical spatial eigenvalues ν±(λ) associated with the asymptotic systems at ξ = −∞ and ξ = +∞,
respectively. Solid red lines give Fredholm boundaries of spectrum coming from ξ = −∞, dotted red line
gives right-most Fredholm boundary when posed on L2κˆ−,κˆ+ (R,C
2), green lines give Fredholm boundaries
coming from ξ = +∞; see Appendix B for more detail. (right): schematic depiction of the regions R1,R2
and R3 defined in (5.2).
7 Preparations for the analysis of the point spectrum
In the upcoming three sections we analyze the point spectrum of the operator Lˆtf , posed on
L2κˆ−,κˆ+(R,C
2), in the regions R1, R2 and R3, defined in (5.2), separately. In the region R3, a stan-
dard scaling argument precludes the existence of point spectrum. In the regions R1 and R2, we
employ the Riccati-Evans function, see §2, as a tool to locate the point spectrum, which requires
control over the evolution of the relevant subspaces as trajectories in the associated matrix Riccati
equations. Such control is established in §8 and §9 for the regions R2 and R1, respectively.
In this section we make the necessary preparations for the analysis in the regions R1 and R2 in
the upcoming two sections. After ruling out the presence of point spectrum in the region R3, we
apply a linear coordinate transform to the eigenvalue problem (5.3), which leads to a simplification
to the right of the front interface. Moreover, we formulate the Riccati-Evans function for our
problem, and show that it remains invariant under the linear coordinate transform.
7.1 Analysis in the region R3
We prove that the operator Lˆtf has no point spectrum in the region R3. Our approach is to rewrite
the eigenvalue problem (5.3) as an, appropriately scaled, first-order system and prove that this
system admits an exponential dichotomy on R. Therefore, it cannot have nontrivial solutions in
H2κˆ−,κˆ+(R,C
2).
Theorem 7.1. For θ3 > 0 sufficiently small and Θ2 > 1 sufficiently large, there is, provided
0 < ε1  1 and 0 ≤ |ε2|  1, no point spectrum of the operator Lˆtf , posed on L2κˆ−,κˆ+(R,C2), in the
region R3(θ3,Θ2).
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Proof. We set y = |λ|1/2ζ and W = (X, Xy) in (5.3), to obtain the equivalent first-order problem
∂yW =
(
A˜(λ) +
(
1√|λ| + ε1
)
B˜(y; λ, ε)
)
W, A˜(λ) :=

0 0 1 0
0 0 0 1
λ
|λ| (1 − iα) 0 0 0
0 λ|λ| (1 + iα) 0 0
 , (7.1)
where the coefficient function B˜(·; ·, ε) is by Propositions 4.2 and 4.3 and by (4.5) bounded on
R × R3(θ3,Θ2) by an ε-independent constant. One readily calculates the eigenvalues of A˜(λ) to be
ν±,±(λ) = ±
√
λ(1 ± iα)
|λ| .
Taking θ3 > 0 sufficiently small, we find that the eigenvalues of A˜(λ) are λ-uniformly bounded
away from the imaginary axis for λ ∈ R3(θ3,Θ2). Consequently, using [11, Proposition 4.2], sys-
tem (7.1) has, provided Θ2 > 1 is sufficiently large and ε1 > 0 is sufficiently small, an exponential
dichotomy on R for all λ ∈ R3(θ3,Θ2) with λ- and ε-independent exponent η > 0. Hence, reverting
back to the original spatial variable ζ, the solution space of (5.3) is contained in the direct sum of
the spaces H2−M1/2η,M1/2η(R,C
2) and H2
M1/2η,−M1/2η(R,C
2). Consequently, taking Θ2 > 1 sufficiently
large but independent of ε, the eigenvalue problem (5.3) cannot possess a nontrivial solution in
H2κˆ−,κˆ+(R,C
2). 
7.2 A linear coordinate transform
In this subsection we apply a linear coordinate transform to the eigenvalue problem (5.3), which
simplifies the problem to the right of the front interface, i.e. for ζ ∈ [ζtf(ε),∞).
Proposition 4.3 implies that, to the right of the front interface, Rtf(ζ; ε) is small and zˆtf(ζ; ε) is
approximated by the solution zˆ0(ζ; ε) to the scalar Riccati equation (4.11). Thus, setting Rtf to 0
and zˆtf to zˆ0 in (5.3), we obtain the reduced eigenvalue problem
wζζ + 2zˆ0(ζ; ε)wζ =
(1 − iα)λ
m(ε)2
w,
yζζ + 2zˆ0(ζ; ε)yζ =
(1 + iα)λ
m(ε)2
y.
(7.2)
We observe that, by setting Rtf to 0, the eigenvalue problem (5.3) has decoupled into two Sturm-
Liouville problems. In order to make the Sturm-Liouville problems self-adjoint, we apply the
standard procedure of removing the first derivatives wζ and yζ from (7.2) through the linear coor-
dinate transform u = bw and v = by with
b(ζ; ε) := e
∫ ζ
ζtf (ε)
zˆ0(y;ε)dy.
In the new coordinates, system (7.2) reads
uζζ −
(
∂ζ zˆ0(ζ; ε) + zˆ0(ζ; ε)2
)
u =
(1 − iα)λ
m(ε)2
u,
vζζ −
(
∂ζ zˆ0(ζ; ε) + zˆ0(ζ; ε)2
)
v =
(1 + iα)λ
m(ε)2
v.
(7.3)
We can then exploit the specific structure of the underlying Ginzburg-Landau equation. Since zˆ0
satisfies the scalar Riccati equation (4.11), we find that (7.3) has in fact constant coefficients, and
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can be rewritten as
uζζ −
(
λ + 1 − χ
m(ε)2
(1 − iα) + µ(ε)
)
u = 0,
vζζ −
(
λ + 1 − χ
m(ε)2
(1 + iα) + µ(ε)
)
v = 0.
(7.4)
Hence, not only are the Sturm-Liouville problems in (7.2) self-adjoint after applying the coordinate
transform u = bw and v = by, they also have constant coefficients (except for the jump in χ at
ζ = 0), and are therefore explicitly solvable.
Inspired by the above simplification in the reduced eigenvalue problem (7.2), we hope to sim-
plify the full eigenvalue problem (5.3) by applying a similar linear coordinate transform. In order
to apply the theory of exponential dichotomies later, it is convenient to first rewrite (5.3) as the
first-order system
φζ = A(ζ; λ, ε)φ, φ ∈ C4, (7.5)
with
A(ζ; λ, ε) :=

0 0 1 0
0 0 0 1
λ
m2 (1 − iα) + (1 + iε2)Rtf (1 + iε2)Rtf −2zˆtf 0
(1 − iε2)Rtf λm2 (1 + iα) + (1 − iε2)Rtf 0 −2zˆtf
 ,
where we suppressed the arguments of Rtf , zˆtf and m in the coefficient matrix A(ζ; λ, ε). Thus,
inspired by the above, we apply the linear coordinate transformation
φˆ = B(ζ; ε)φ, B(ζ; ε) :=

β 0 0 0
0 β 0 0
βzˆtf 0 β 0
0 βzˆtf 0 β
 , (7.6)
with
β(ζ; ε) := exp
(∫ ζ
ζtf (ε)
(
zˆtf(y; ε) − ikˆtf(ε)
)
dy
)
,
to the eigenvalue problem (7.5) yielding the system
φˆζ = A∗(ζ; λ, ε)φˆ, φˆ ∈ C4, (7.7)
with
A∗(ζ; λ, ε) :=

−ikˆtf 0 1 0
0 ikˆtf 0 1
λ+1−χ
m2 (1 − iα) + µ + 2(1 + iε2)Rtf (1 + iε2)ββRtf −ikˆtf 0
(1 − iε2)ββRtf λ+1−χm2 (1 + iα) + µ + 2(1 − iε2)Rtf 0 ikˆtf
 ,
where we suppress the arguments of Rtf , ktf , µ,m and χ in the coefficient matrix A∗(ζ; λ, ε). We
find by Proposition 4.3 that, to the right of the front interface, i.e. for ζ ∈ [ζtf(ε),∞), system (7.7)
is close to a constant coefficient system. More specifically, along the plateau state, i.e. for ζ ∈
[ζtf(ε), 0], system (7.7) is approximated by
φˆζ = A∗,−(λ, ε)φˆ, φˆ ∈ C4, (7.8)
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whereas to the right of the inhomogeneity, i.e. for ζ ∈ [0,∞), system (7.7) is approximated by
φˆζ = A∗,+(λ, ε)φˆ, φˆ ∈ C4, (7.9)
with
A∗,±(λ, ε) :=
( D(ε) I2
A±(λ, ε) D(ε)
)
, (7.10)
and
D(ε) :=
(−ikˆtf 0
0 ikˆtf
)
, A±(λ, ε) :=
(λ+1±1
m2 (1 − iα) + µ 0
0 λ+1±1m2 (1 + iα) + µ
)
, (7.11)
where we suppress the arguments of ktf , µ and m in the coefficient matrices D(ε) and A±(λ, ε).
We emphasize that, as in (7.4), systems (7.8) and (7.9) decouple into two systems in C2 with
constant coefficients, which will simplify the upcoming analysis significantly. We remark that our
choice for adding the factor e−ikˆtf (ε)(ζ−ζtf (ε)) in β(ζ; ε) is motivated by the fact that system (7.7) has
asymptotically constant coefficients, which is convenient for the definition of the Riccati-Evans
function later in §7.3, see also §2. Indeed, by Theorem 4.1 we have
lim
ζ→−∞
β(ζ; ε)
β(ζ; ε)
Rtf(ζ; ε) = 1, lim
ζ→∞
β(ζ; ε)
β(ζ; ε)
Rtf(ζ; ε) = 0.
We conclude this subsection with the following technical result providing control over β(ζ; ε).
Lemma 7.2. Let ι be as in Proposition 4.4. Provided 0 < ε1  δ  1 and 0 ≤ |ε2|  δ  1, we
have the estimate ∣∣∣∣∣∣β(ζ; ε)β(ζ; ε) − 1
∣∣∣∣∣∣ ≤ Cδ √‖ε‖ ∣∣∣log ‖ε‖∣∣∣ , ζ ≤ ζtf(ε) − ι log ‖ε‖, (7.12)
where Cδ > 0 depends on δ only. Moreover, it holds
β(ζ; ε)eκˆ−ζ → 0 as ζ → −∞, (7.13)
and
β(ζ; ε)−1e−κˆ+ζ → 0 as ζ → ∞, (7.14)
where κˆ± are defined in (3.4).
Proof. By (4.2) in Theorem 4.1, estimate (4.10) from Proposition 4.2 and Proposition 4.4 we have∣∣∣∣∣∣
∫ ζ
ζtf (ε)
(
Im
[
zˆtf(ζ; ε)
] − kˆtf(ε)) dζ∣∣∣∣∣∣
≤
∫ −ι log ‖ε‖
log ‖ε‖
η
∣∣∣Im [zˆtf(ζtf(ε) + ζ, ε)] − kˆtf(ε)∣∣∣ dζ + ∫ log ‖ε‖η
−∞
∣∣∣Im [zˆtf(ζtf(ε) + ζ), ε)] − kˆtf(ε)∣∣∣ dζ
≤ Cδ
√
‖ε‖ ∣∣∣log ‖ε‖∣∣∣ ,
for ζ ≤ ζtf(ε) − ι log ‖ε‖, provided 0 < ε1  δ  1 and 0 ≤ |ε2|  δ  1. Hence, (7.12) follows.
Moreover, Theorem 4.1 yields that Re(zˆtf(ζ; ε)) converges exponentially to 1− 12ε21 as ζ → −∞.
Since it holds −14 < −κ
√
1 + α2 ≤ 0, it follows − 12 < κˆ− < 0 by (4.5), provided 0 < ε1  1 and
0 ≤ |ε2|  1. Hence, (7.13) follows.
Finally, −Re(zˆtf(ζ; ε)) converges by Proposition 4.3 exponentially to
−Re(zˆ+(ε)) = κˆ+ − κ
√
1 + α2
m(ε)
+
ε21
2
− 1 < κˆ+
as ζ → ∞, which yields (7.14), provided 0 < ε1  1 and 0 ≤ |ε2|  1. 
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7.3 The Riccati-Evans function
Since the essential spectrum of the operator Lˆtf , posed on L2κˆ−,κˆ+(R,C2), is, by Theorem 6.1, not
intersecting the regions R1 and R2, a point λ ∈ R1 ∪ R2 lies in its point spectrum if and only if the
associated eigenvalue problem (5.3) admits a nontrivial solution in H2κˆ−,κˆ+(R,C
2) or, equivalently,
if and only if the first-order reformulation (7.5) admits a nontrivial solution in H1κˆ−,κˆ+(R,C
4). In this
subsection we will define the Riccati-Evans function, which locates the point spectrum in R1 ∪R2.
Thus, (7.5) admits a nontrivial solution in H1κˆ−,κˆ+(R,C
4) for λ ∈ R1 ∪R2 if and only if λ is a root of
the Riccati-Evans function.
7.3.1 Construction of the Riccati-Evans function
We construct the Riccati-Evans function by applying the general procedure in §2 to our operator
Lˆtf , posed on L2κˆ−,κˆ+(R,C2). By Theorem 6.1, there exists an open and bounded neighborhood
Ω ⊂ C of R1 ∪ R2 that lies to the right of its essential spectrum. Thus, as in §2, we evoke [47,
Theorem 3.2] to conclude that the systems
φζ = (A(ζ; λ, ε) − κˆ±) φ, φ ∈ C4,
have for each λ ∈ Ω, exponential dichotomies on (−∞, 0] and [0,∞), respectively, with associated
rank 2 projections P±(ζ; λ, ε), which depend analytically on λ.
Consider the coordinate chart c, which maps any 2-dimensional subspace W ∈ Gr(2,C4) rep-
resented by a basis
(
X
Y
)
∈ C4×2 with det(X) , 0 to the matrix YX−1 ∈ C2×2. Choose bases(
X±(±ζ; λ, ε)
Y±(±ζ; λ, ε)
)
∈ C4×2, ζ ≥ 0, λ ∈ Ω,
of the relevant subspaces ker(P−(−ζ; λ, ε)) and P+(ζ; λ, ε)[C4], respectively. Define S ±,ε : R± ×
Ω → C by S ±,ε(±ζ; λ) := det(X±(±ζ; λ, ε)). For ζ ≥ 0 and for λ ∈ Ω with S ±,ε(±ζ; λ) , 0,
the subspaces ker(P−(−ζ; λ, ε)) and P+(ζ; λ, ε)[C4] in the Grassmannian Gr(2,C4) are, under the
coordinate chart c, represented by
T±(±ζ; λ, ε) := Y±(±ζ; λ, ε)X±(±ζ; λ, ε)−1 ∈ C2×2.
Define Sε := {λ ∈ Ω : S +,ε(0; λ) = 0 or S −,ε(0; λ) = 0}. The associated Riccati-Evans function
Eε : Ω \ Sε → C is then given by
Eε(λ) = det (T+(0; λ, ε) − T−(0; λ, ε)) .
It follows from Proposition 2.3 that Eε is meromorphic on Ω, and the eigenvalue problem (7.5)
has a nontrivial solution in H1κˆ−,κˆ+(R,C
4) for some λ ∈ Ω \ Sε if and only if Eε(λ) = 0. In addition,
the multiplicity of a root λ0 ∈ Ω \ Sε of Eε corresponds to the algebraic multiplicity of λ0 as an
eigenvalue of Lˆtf .
7.3.2 Invariance under the linear coordinate transform
We study the behavior of the Riccati-Evans function Eε under the linear coordinate transform (7.6),
which transforms the eigenvalue problem (7.5) into (7.7). For all λ ∈ Ω we set
W+(ζ; λ, ε) := B(ζ; ε)P+(ζ; λ, ε)[C4], ζ ≥ 0,
W−(ζ; λ, ε) := B(ζ; ε) ker(P−(ζ; λ, ε)), ζ ≤ ζtf(ε),
(7.15)
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Flowing these subspaces forward and backward in the linear system (7.7) leads then to subspaces
W±(ζ; λ, ε) ∈ Gr(2,C4) for each ζ ∈ R and λ ∈ Ω, which can be represented by Tˆ±(ζ; λ, ε) =
Yˆ±(ζ; λ, ε)Xˆ±(ζ; λ, ε)−1 ∈ C2×2, where (
Xˆ±
Yˆ±
)
(ζ; λ, ε) ∈ C4×2, (7.16)
are bases of W±(ζ; λ, ε), as long as det(Xˆ±(ζ; λ, ε)) , 0. We emphasize that det(X±(ζ; λ, ε)) = 0⇔
det(Xˆ±(ζ; λ, ε)) = 0, since the structure of the coordinate transform (7.6) yield det(Xˆ±(ζ; λ, ε)) =
|β(ζ; ε)|2 det(X±(ζ; λ, ε)).
Thus, the relevant subspaces ker(P−(0; λ, ε)) and P+(0; λ, ε)[C4] in Gr(2,C4), represented by
T±(0; λ, ε) ∈ C2×2 under the coordinate chart c, are mapped by the linear coordinate transform (7.6)
onto subspaces W±(0; λ, ε) ∈ Gr(2,C4) represented by Tˆ±(0; λ, ε) ∈ C2×2 given by
Tˆ±(0) :=
((
β(0) 0
0 β(0)
)
Y±(0) +
(
β(0)zˆtf(0) 0
0 β(0)zˆtf(0)
)
X±(0)
)
X−1± (0)
(
β(0)−1 0
0 β(0)−1
)
=
(
β(0) 0
0 β(0)
)
T±(0)
(
β(0)−1 0
0 β(0)−1
)
+
(
zˆtf(0) 0
0 zˆtf(0)
)
,
where we suppress the dependency on λ and ε. Therefore, the coordinate transform leaves the
Riccati-Evans function Eε : Ω \ Sε → C invariant, i.e. it holds
Eε(λ) = det
(
Tˆ+(0; λ, ε) − Tˆ−(0; λ, ε)
)
, λ ∈ Ω \ Sε. (7.17)
Of course, one can also choose to evaluate at the front interface ζtf(ε) and define the alter-
native Riccati-Evans function E˜ε : Ω \ S˜ε → C, with S˜ε := {λ ∈ Ω : det(X+(ζtf(ε); λ, ε)) =
0 or det(X−(ζtf(ε); λ, ε)) = 0}, by
E˜ε(λ) = det (T+(ζtf(ε); λ, ε) − T−(ζtf(ε); λ, ε)) = det
(
Tˆ+(ζtf(ε); λ, ε) − Tˆ−(ζtf(ε); λ, ε)
)
,
Analogous to the Riccati-Evans function Eε, the alternative Riccati-Evans function E˜ε is meromor-
phic on Ω and its roots coincide (including multiplicity) with the point spectrum of Lˆtf in Ω \ S˜ε
(including algebraic multiplicity of the eigenvalues).
8 Analysis in the region R2
In this section we study the point spectrum or, equivalently, the roots of the Riccati-Evans function
Eε in the region R2. Recall from §7.3.2 that the Riccati-Evans function is invariant under the lin-
ear coordinate transform (7.6), and thus can be defined in terms of the subspaces W±(ζ; λ, ε) given
by (7.15). Control over these subspaces can be obtained through exponential dichotomies, which
arise by perturbing from the limit ‖ε‖ → 0 in which the transformed eigenvalue problem (7.7)
along the front reduces to two coupled Sturm-Liouville problems. In order to extend the exponen-
tial dichotomies across the front we prove, with the aid of an L2-energy estimate, that the coupled
Sturm-Liouville problem admits no eigenvalues in the region R2. Thus, using the control pro-
vided by the exponential dichotomies, we can approximate the Riccati-Evans function and show
that it possesses neither zeros nor poles in the region R2, which, by Proposition 2.3, precludes the
existence of point spectrum in R2.
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8.1 Exponential dichotomy to the left of the inhomogeneity
We establish an exponential dichotomy for system (7.7) on (−∞, 0].
Proposition 8.1. Let Θ2 > 1 be given. There exists τ > 0 such that, provided 0 < ε1  Θ1 
δ, θ2  1 and 0 ≤ |ε2|  Θ1  δ, θ2  1, system (7.7) admits for each λ ∈ R1(Θ2) an exponential
dichotomy on (−∞, 0] with λ- and ε-independent constants and projections P∗,l(ζ; λ, ε) on C4
satisfying ∥∥∥P∗,l(0; λ, ε) − Ql(λ)∥∥∥ ≤ Cδ‖ε‖τ, (8.1)
where Ql(λ) is the spectral projection onto the stable eigenspace of the matrix
A∞l (λ) =

0 0 1 0
0 0 0 1
λ(1 − iα) 0 0 0
0 λ(1 + iα) 0 0
 ,
and Cδ > 1 is a constant depending only on δ.
Proof. In this proof Cδ > 1 denotes any constant, which depends on δ only.
Let λ ∈ R2(θ2,Θ1,Θ2). We wish to approximate the coefficient matrix A∗(ζ; λ, ε) of (7.7) for ζ
to the left of the inhomogeneity at ζ = 0. On the one hand, by (4.2) in Theorem 4.1, estimate (4.10)
in Proposition 4.2, identity (4.5), Proposition 4.4 and Lemma 7.2, we establish the estimate
‖A∗(ζtf(ε) + ζ; λ, ε) − Al(ζδ + ζ; λ)‖ ≤ Cδ
√
‖ε‖ ∣∣∣log ‖ε‖∣∣∣ , ζ ∈ (−∞,−ι log ‖ε‖], (8.2)
for 0 < ε1  δ  1 and 0 ≤ |ε2|  δ  1, where we denote
Al(ζ; λ) :=

0 0 1 0
0 0 0 1
λ(1 − iα) + 2R∗(ζ) R∗(ζ) 0 0
R∗(ζ) λ(1 + iα) + 2R∗(ζ) 0 0
 .
On the other hand, by estimate (4.9) in Proposition 4.2, and estimate (4.13) in Proposition 4.3,
both R∗(ζ) and Rtf(ζ; ε) converge to 0 at an ε- and δ-independent exponential rate η > 0. Hence,
combining this with (4.2) in Theorem 4.1 and identity (4.5), we find
‖A∗(ζtf(ε) + ζ; λ, ε) − Al(ζδ + ζ; λ)‖ ≤ Cδ‖ε‖min{1,ιη}, ζ ∈ [−ι log ‖ε‖, 0]. (8.3)
By estimate (4.9) in Proposition 4.2, the coefficient matrix Al(ζ; λ) converges exponentially to
A−∞l (λ) =

0 0 1 0
0 0 0 1
λ(1 − iα) + 2 1 0 0
1 λ(1 + iα) + 2 0 0
 ,
as ζ → −∞, which has the four eigenvalues
−
√
2 + λ ±
√
1 − α2λ2,
√
2 + λ ±
√
1 − α2λ2.
Moreover, as ζ → ∞ the coefficient matrix Al(ζ; λ) converges exponentially to
A∞l (λ) =

0 0 1 0
0 0 0 1
λ(1 − iα) 0 0 0
0 λ(1 + iα) 0 0
 ,
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which has the four eigenvalues
−√λ(1 ± iα), √λ(1 ± iα).
In the regime 0 < Θ1  δ, θ2  1, the matrices A±∞l (λ) are hyperbolic for each λ ∈ R2(θ2,Θ1,Θ2)
with a λ-uniform spectral gap (which might depend on δ). Hence, by [48, Theorem 1], system
φˆζ = Al(ζ; λ)φˆ, φˆ ∈ C4, (8.4)
has for every λ in the compact set R2(θ2,Θ1,Θ2) exponential dichotomies on (−∞, 0] and [0,∞)
with λ-independent constants (which might depend on δ). An Evans function El : Ω2 → C as-
sociated with (8.4) is therefore well-defined and analytic on a small enough open and bounded
neighborhood Ω2 of R2(θ2,Θ1,Θ2), cf. [48, Theorem 1].
The roots of the Evans function El correspond to those λ ∈ Ω2 at which (8.4) admits a non-
trivial exponentially localized solution. Hence, by [45, Proposition 2.1], system (8.4) has an ex-
ponential dichotomy on R if and only if λ ∈ R2(θ2,Θ1,Θ2) is not a root of El. We prove, using
an L2-energy estimate, that (8.4) admits no nontrivial L2-localized solution and therefore has an
exponential dichotomy on R for each λ ∈ R2. Let λ ∈ R2(θ2,Θ1,Θ2) and φˆ(ζ) = (wˆ, yˆ, vˆ, uˆ)(ζ) be a
nontrivial solution to (8.4) in L2(R,C4). Then, the first and second component satisfy the coupled
Sturm-Liouville problem
∂2ζ wˆ = λ(1 − iα)wˆ + R∗ (2wˆ + yˆ) ,
∂2ζ yˆ = λ(1 + iα)yˆ + R∗ (wˆ + 2yˆ) .
Taking the L2-inner product of the above equations with wˆ and yˆ, respectively, and integrating by
parts yields
λ(1 − iα)‖wˆ‖22 = −‖vˆ‖22 −
∫ ∞
−∞
R∗(ζ)
(
2|wˆ(ζ)|2 + yˆ(ζ)wˆ(ζ)
)
dζ,
λ(1 + iα)‖yˆ‖22 = −‖uˆ‖22 −
∫ ∞
−∞
R∗(ζ)
(
2|yˆ(ζ)|2 + wˆ(ζ)yˆ(ζ)
)
dζ.
We add both equations and take imaginary parts to obtain
Im(λ)
(
‖wˆ‖22 + ‖yˆ‖22
)
= Re(λ)α
(
‖wˆ‖22 − ‖yˆ‖22
)
. (8.5)
Hence, as λ , 0 and φˆ ∈ L2(R,C4) is a nontrivial solution to (8.4), it must hold Re(λ) , 0. So,
adding both equations again, taking real parts now, we establish using Young’s inequality and (8.5)
|λ|2
Re(λ)
(
‖wˆ‖22 + ‖yˆ‖22
)
= Re(λ)
(
‖wˆ‖22 + ‖yˆ‖22
)
+ Im(λ)α
(
‖wˆ‖22 − ‖yˆ‖22
)
= −‖vˆ‖22 − ‖uˆ‖22 −
∫ ∞
−∞
R∗(ζ)
(
2|wˆ(ζ)|2 + 2Re
(
yˆ(ζ)wˆ(ζ)
)
+ 2|yˆ(ζ)|2
)
dζ ≤ 0.
Since φˆ ∈ L2(R,C4) is a nontrivial solution to (8.4), it follows Re(λ) < 0. Hence, upon taking θ2 >
0 sufficiently small, we derive a contradiction, since the set of λ ∈ R2(θ2,Θ1,Θ2) at which (8.4)
admits an L2-localized solution corresponds to the isolated roots of the analytic Evans function El.
Using [48, Theorem 1], we conclude that (8.4) has an exponential dichotomy on R for each
λ in the compact set R2(θ2,Θ1,Θ2) with λ-independent constants (which do depend on δ) and
associated projections Pl(ζ; λ). By (4.9) in Proposition 4.2, there exist constants C, η > 0 such that
‖Al(ζ; λ) − A∞l (λ)‖ ≤ Ce−ηζ , ζ ≥ 0.
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Hence, by [45, Lemma 3.4], the dichotomy projections satisfy
‖Pl(ζ; λ) − Ql(λ)‖ ≤ Cδe−ηζ , ζ ≥ 0, (8.6)
where Ql(λ) is the spectral projection onto the stable eigenspace of A∞l (λ).
Take 0 < τ < min{ιη, 12 }. By roughness of exponential dichotomies, cf. [11, Proposition 5.1]
and estimates (8.2) and (8.3), system (7.7) admits for each λ ∈ R2(θ2,Θ1,Θ2) an exponential
dichotomy on (−∞, 0] with λ- and ε-independent constants and projections P∗,l(ζ; λ, ε) satisfying∥∥∥P∗,l(ζtf(ε) + ζ; λ, ε) − Pl(ζδ + ζ; λ)∥∥∥ ≤ Cδ‖ε‖τ, ζ ∈ (−∞,−ζtf(ε)],
provided 0 < ε1  Θ1  δ, θ2  1 and 0 ≤ |ε2|  Θ1  δ, θ2  1. Finally, combining the latter
with (8.6) yields (8.1). 
8.2 Exponential dichotomy to the right of the inhomogeneity
We show that (7.7) admits an exponential dichotomy on [0,∞).
Proposition 8.2. There exists a constant C > 1 such that, provided 0 < ε1  Θ1  δ, θ2  1
and 0 ≤ |ε2|  Θ1  δ, θ2  1, system (7.7) admits for each λ ∈ R2(θ2,Θ1,Θ2) an exponen-
tial dichotomy on [0,∞) with λ- and ε-independent constants and projections P∗,r(ζ; λ, ε) on C4
satisfying ∥∥∥P∗,r(ζ; λ, ε) − Qr(λ)∥∥∥ ≤ C‖ε‖, ζ ≥ 0, (8.7)
where Qr(λ) is the spectral projection onto the stable eigenspace of the matrix
A∞r (λ) =

0 0 1 0
0 0 0 1
(λ + 2) (1 − iα) 0 0 0
0 (λ + 2) (1 + iα) 0 0
 .
Proof. Using (4.2) in Theorem 4.1, (4.13) in Proposition 4.3 and identity (4.5) we establish the
estimate ∥∥∥A∗(ζ; λ, ε) − A∞r (λ)∥∥∥ ≤ C‖ε‖, ζ ≥ ζtf(ε), (8.8)
The eigenvalues of A∞r (λ) are given by
−√(λ + 2) (1 ± iα), √(λ + 2) (1 ± iα).
Thus, in the regime 0 < Θ1  δ, θ2  1, the matrix A∞r (λ) is hyperbolic for each λ ∈ R2(θ2,Θ1,Θ2)
with a λ- and δ-uniform spectral gap. Hence, system
φˆζ = A∞r (λ)φˆ, φˆ ∈ C4,
has an exponential dichotomy on R for each λ in the compact set R2(θ2,Θ1,Θ2) with λ- and δ-
independent constants. The associated projection Qr(λ) coincides with the spectral projection
onto the stable eigenspace of A∞r (λ). By roughness of exponential dichotomies [11, Proposition
5.1] and estimate (8.8), the eigenvalue problem (7.7) admits for each λ ∈ R2(θ2,Θ1,Θ2) expo-
nential dichotomies on [0,∞) with λ-, δ- and ε-independent constants and projections P∗,r(ζ; λ, ε)
satisfying (8.7), provided 0 < ε1  Θ1  δ, θ2  1 and 0 ≤ |ε2|  Θ1  δ, θ2  1. 
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8.3 Conclusion
In this subsection we complete our spectral study of the operator Lˆtf , posed on L2κˆ−,κˆ+(R,C2),
in the region R2. We prove that the associated Riccati-Evans function Eε is analytic on R2 and
does not vanish. Recall from §7.3.2 that Eε can be defined in terms of the subspaces W±(ζ; λ, ε)
given by (7.15). The following lemma shows that these subspaces must coincide with the relevant
subspaces of the exponential dichotomies for the transformed eigenvalue problem (7.7), which
were established in Propositions 8.1 and 8.2.
Lemma 8.3. Let Θ2 > 0 be given. Provided 0 < ε1  Θ1  δ, θ2  1 and 0 ≤ |ε2|  Θ1 
δ, θ2  1, it holds
W−(ζ; λ, ε) = ker(P∗,l(ζ; λ, ε)), ζ ∈ (−∞, 0], λ ∈ R2(θ2,Θ1,Θ2), (8.9)
where P∗,l(ζ; λ, ε) is the projection associated with exponential dichotomy of (7.7) on (−∞, 0]
established in Proposition 8.1. In addition, we have
W+(ζ; λ, ε) = P∗,r(ζ; λ, ε)[C4], ζ ∈ [0,∞), λ ∈ R2(θ2,Θ1,Θ2), (8.10)
where P∗,r(ζ; λ, ε) is the projection associated with exponential dichotomy of (7.7) on [0,∞) es-
tablished in Proposition 8.2.
Proof. Let φ(ζ) be a solution to (7.5) with φ(ζ) ∈ ker(P−(ζ; λ, ε)) for ζ ≤ 0. Then, it holds
φ(ζ)e−κˆ−ζ → 0 as ζ → −∞. Hence, using (7.13) in Lemma 7.2 and using the fact that zˆtf(ζ; ε) is
bounded on (−∞, ζtf(ε)] by Proposition 4.2, the solution B(ζ; ε)φ(ζ) to (7.7) converges to 0 as ζ →
−∞. Hence, we conclude that solutions to (7.7) in the subspace W−(ζ; λ, ε) = B(ζ; ε) ker(P−(ζ; λ, ε))
converge to 0 as ζ → −∞, which yields (8.9) by a simple dimension counting argument, using
Proposition 8.1.
Now let φˆ(ζ) be a solution to (7.7) that converges to 0 as ζ → ∞. Then, using (7.14) in
Lemma 7.2 and using the fact that zˆtf(ζ; ε) is bounded on [0,∞) by Proposition 4.3, it follows
B(ζ, ε)−1φˆ(ζ)e−κˆ+ζ → 0 as ζ → ∞. Hence, we conclude B(ζ, ε)−1φˆ(ζ) is a solution to (7.5),
which lies in P+(ζ; λ, ε)[C4] for ζ ≥ 0. So, (8.10) follows again by counting dimensions, using
Proposition 8.2. 
We are now in the position to establish that there is no point spectrum of the operator Lˆtf in
R2.
Theorem 8.4. Let Θ2 > 0 be given. Provided 0 < ε1  Θ1  δ, θ2  1 and 0 ≤ |ε2|  Θ1 
δ, θ2  1, the operator Lˆtf , posed on L2κˆ−,κˆ+(R,C2), has no point spectrum in R2(θ2,Θ1,Θ2).
Proof. In this proof we denote by Cδ > 1 any constant which depends on δ only. We employ the
notation and concepts introduced in §7.3
We start by proving that the Riccati-Evans function admits no poles in the region R2. Consider
the spectral projections Ql(λ) and Qr(λ) from Propositions 8.1 and 8.2, respectively. First, observe
that the kernel of Ql(λ) and the range of Qr(λ) have the bases
Φl(λ) :=

1 0
0 1√
λ(1 − iα) 0
0
√
λ(1 + iα)
 , Φr(λ) :=

1 0
0 1
−√(λ + 2)(1 − iα) 0
0 −√(λ + 2)(1 + iα)
 ,
respectively. Employing Propositions 8.1 and 8.2 and Lemma 8.3, we find that Ψl(λ, ε) := (I4 −
P∗,l(0; λ, ε))Φl(λ) and Ψr(λ, ε) := P∗,r(0; λ, ε)Φr(λ) are bases of W−(0; λ, ε) and W+(0; λ, ε), re-
spectively, satisfying
‖Ψl(λ, ε) − Φl(λ)‖, ‖Ψr(λ, ε) − Φr(λ)‖ ≤ Cδ‖ε‖τ, λ ∈ R2(θ2,Θ1,Θ2). (8.11)
32
We denote by Xˆ±(λ, ε) the upper 2 × 2-block of Ψl(λ, ε) and Ψr(λ, ε), respectively. By (8.11) it
follows ∣∣∣det(Xˆ±(λ, ε)) − 1∣∣∣ ≤ Cδ‖ε‖τ, λ ∈ R2(θ2,Θ1,Θ2),
yielding det(Xˆ±(λ, ε)) , 0. Hence, by (7.17), Eε admits no poles in the region R2.
Employing (8.11), we approximate∥∥∥∥∥∥Tˆ−(0; λ, ε) −
(√
λ(1 − iα) 0
0
√
λ(1 + iα)
)∥∥∥∥∥∥ ≤ Cδ‖ε‖τ,∥∥∥∥∥∥Tˆ+(0; λ, ε) +
(√
(λ + 2)(1 − iα) 0
0
√
(λ + 2)(1 + iα)
)∥∥∥∥∥∥ ≤ Cδ‖ε‖τ,
and, by (7.17), we establish∥∥∥∥Eε(λ) − ( √λ(1 − iα) + √(λ + 2)(1 − iα)) ( √λ(1 + iα) + √(λ + 2)(1 + iα))∥∥∥∥ ≤ Cδ‖ε‖τ,
for λ ∈ R2(θ2,Θ1,Θ2). Therefore, the Riccati-Evans function Eε, associated with the operator Lˆtf ,
does not vanish on R2. The result now follows directly from Proposition 2.3. 
9 Analysis in the region R1
9.1 Approach
In this section we locate the point spectrum in the region R1 using the Riccati-Evans function
Eε. Recall from §7.3.2 that Eε is invariant under the linear coordinate transform (7.6), and thus
can be defined in terms of the subspaces W±(ζ; λ, ε) of solutions to the transformed eigenvalue
problem (7.7), which were given by (7.15).
In the region R1, system (7.7) has exponential dichotomies to the left of the front interface at
ζ = ζtf(ε) and to the right of the inhomogeneity at ζ = 0. However, along the intermediate plateau
state of the front, i.e. for ζ ∈ [ζtf(ε), 0], the eigenvalue problem loses hyperbolicity and the control
over the relevant subspaces W±(ζ; λ, ε) through exponential dichotomies is lost. Indeed, all points
λ ∈ R1 lie close to the absolute spectrum of the plateau state and, thus, spatial eigenvalues cannot
be separated uniformly. We regain control by observing that the eigenvalue problem is asymptot-
ically close to a diagonal constant-coefficient system along the plateau state. Consequently, the
leading-order dynamics in the matrix Riccati equation admits an invariant subset of diagonal so-
lutions on which the flow is given by two scalar Riccati equations, which can be explicitly solved
using Riemann-surface unfolding and a Mo¨bius transformation. We find that the relevant solutions
to the scalar Riccati equations have, when evaluated at ζ = 0, a discrete family of poles in λ that
accumulate on the absolute spectrum of the plateau state as ε1 ↘ 0. We prove that all these poles
are confined to the open left-half plane except two of them that reside O(ε31)-close to the origin.
With the aid of the superposition principle, we perturb from the invariant subset of diagonal so-
lutions and, for λ ∈ R1 lying O(ε31)-away from the poles, we establish sufficient control over the
relevant trajectories in the matrix Riccati equation along the plateau state. As a result, for λ ∈ R1
lying O(ε31)-away from the poles, we can approximate the Riccati-Evans function and prove that it
admits neither zeros nor poles.
All in all, we will obtain that the closed right-half plane, except for a disk D1(ε) centered at
the origin with a radius of order O(ε31), contains no point spectrum. To locate the point spectrum
in D1(ε) we proceed as follows. First, we establish that λ = 0 is a simple root of the Riccati-Evans
function Eε with E′ε(0) > 0, where we exploit that explicit solutions to the eigenvalue problem
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at λ = 0 arise through gauge and (almost) translational invariance. Second, we compute that the
winding number of the meromorphic Riccati-Evans function on a contour enclosing the disk D1(ε)
equals 0, which proves that its number of poles equals its number of zeros (including multiplicity).
Then, we write the Riccati-Evans function, as in (2.4), as a quotient of two analytic functions. We
find, again using a winding number computation, that the number of zeros of its denominator
equals 2. Hence, because we cannot exclude zero-pole cancellation, we find that Eε has either
one or two roots in D1(ε). In case it has two roots, we use a parity argument, using E′ε(0) > 0
and Eε(λ) is real for λ ∈ R, to show that the other root must be real and negative. So, using
Proposition 2.3, we conclude that the point spectrum of Lˆtf , posed on L2κˆ−,κˆ+(R,C2), is contained
in the open left-half plane, except for an algebraically simple eigenvalue residing at the origin.
The set-up of this section is as follows. In §9.2 we study the eigenvalue problem (7.5) at λ = 0
and obtain the relevant solutions that arise due to gauge and (almost) translational invariance.
In §9.3 and §9.4 we obtain exponential dichotomies for (7.7) to the left of the front interface and
to the right of the inhomogeneity. In §9.5 we then track the relevant subspaces along the plateau
state, and vice versa, within the associated matrix Riccati equations. In §9.6 we deduce that the
critical point spectrum in the region R1 must be contained in the disk D1(ε). Then, we make
preparations for the final parity argument in §9.10: we approximate the derivative E′ε(0) in §9.7,
we perform the necessary winding number computations in §9.8 and prove that the Riccati-Evans
function Eε is real for real λ in §9.9.
9.2 The eigenvalue problem at λ = 0
Due to gauge symmetry of the cGL equation (1.1), λ = 0 is an eigenvalue of the operator Lˆtf ,
posed on L2κˆ−,κˆ+(R,C
2). In this subsection we compute the associated eigenfunction and find two
additional solutions to the eigenvalue problem at λ = 0, which arise through translational invari-
ance of the homogeneous cGL equation (1.1) with χ constant.
It follows directly from gauge invariance of the cGL equation (1.1) that the time derivative
of its pattern-forming front solution eiωtf tAtf(x − ct) satisfies the associated variational equation.
Switching to a co-moving frame and polar coordinates (1.11), this yields the element (rtf ,−rtf) of
the kernel of Ltf , when posed on the space L2κ(R,C2). We emphasize that (rtf ,−rtf) is not localized
and, therefore, not an element of the kernel of Ltf , when posed on the space L2(R,C2).
We note that, due to the spatially inhomogeneous term χ, solutions to the cGL equation (1.1)
are not translational invariant. However, upon switching to the co-moving frame, we find that χ(ξ)
is constant except for a jump at ξ = 0. Hence, the spatial derivative ∂ξAtf(ξ) of the front solution
Atf(ζ) to (1.9) is a solution to the associated variational equation, which is non-smooth at ξ = 0
only, where its derivative makes a jump. Switching to polar coordinates (1.11) again, yields the
formal element (r′tf + iφ
′
tfrtf , r
′
tf − iφ′tfrtf) of the kernel of Ltf .
Subsequently, we apply the rescaling and reparameterization from §3 to the obtained (formal)
elements of the kernel of Ltf . We find the element (1,−1) and the formal element(
zˆtf(ζ; ε) − 1 + 12ε21, zˆtf(ζ; ε) − 1 + 12ε21
)
,
in the kernel of Lˆtf , when posed on the space L2κˆ−,κˆ+(R,C2). Thus, the eigenvalue problem (7.5) at
λ = 0, which reads
φζ = A(ζ; 0, ε)φ, (9.1)
admits the nontrivial solution φ0 ∈ L2κˆ−,κˆ+(R,C4) given by
φ0(ζ) = (1,−1, 0, 0)> . (9.2)
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In addition, we find C1-solutions φ± : R→ C4 to (9.1) satisfying
φ±(±ζ; ε) =

zˆtf(±ζ; ε) − 1 + ε
2
1
2
zˆtf(±ζ; ε) − 1 + ε
2
1
2
∂ζ zˆtf(±ζ; ε)
∂ζ zˆtf(±ζ; ε)
 , ζ > 0. (9.3)
Finally, after applying the linear coordinate transform B(ζ; ε), given by (7.6), the two solutions
φ0(ζ) and φ−(ζ; ε) to (9.1) yield two linearly independent solutions φˆ0(ζ; ε) := B(ζ; ε)φ0(ζ) and
φˆ−(ζ; ε) := B(ζ; ε)φ−(ζ; ε) satisfying
φˆ0(ζ; ε) =

β
−β
βzˆtf
−βzˆtf
 , φˆ−(ζ; ε) =

β
(
zˆtf − 1 + ε
2
1
2
)
β
(
zˆtf − 1 + ε
2
1
2
)
β
((
ε21
2 − 1
)
zˆtf + µ + (1 + iε2) Rtf
)
β
((
ε21
2 − 1
)
zˆtf + µ + (1 − iε2) Rtf
)

, ζ < 0, (9.4)
to the transformed eigenvalue problem (7.7) at λ = 0, where we suppressed the arguments on the
right hand sides and we used that Ψtf(ζ; ε) = (zˆtf ,Rtf)(ζ; ε) satisfies equation (3.3).
The next result now follows immediately from Propositions 4.2, 4.3 and Lemma 7.2.
Lemma 9.1. There exists a constant C > 1 such that, provided 0 < ε1  1 and 0 ≤ |ε2|  1, the
solutions φ±(ζ; ε) to (9.1) are bounded as ζ → ±∞ and it holds∥∥∥∥∥∥∥∥∥∥∥φ±(0; ε) +

√
2(1 − iα) + 1√
2(1 + iα) + 1
(1 ∓ 1)(1 − iα)
(1 ∓ 1)(1 + iα)

∥∥∥∥∥∥∥∥∥∥∥ ≤ C‖ε‖.
Moreover, the solutions φˆ0(ζ; ε) and φˆ−(ζ; ε) to (7.7) at λ = 0 converge to 0 as ζ → −∞.
9.3 Exponential dichotomies to the left of the front interface
We show that (7.7) admits an exponential dichotomy on (−∞, ζtf(ε)].
Proposition 9.2. Provided 0 < ε1  Θ1  δ  1 and 0 ≤ |ε2|  Θ1  δ  1, system (7.7)
admits for each λ ∈ R1(Θ1) an exponential dichotomy on (−∞, ζtf(ε)] with λ- and ε-independent
constants and projections P∗,l(ζ; λ, ε) on C4 satisfying
ker(P∗,l(ζ; 0, ε)) = Span
{
φˆ0(ζ; ε), φˆ−(ζ; ε)
}
, ζ ∈ (−∞, ζtf(ε)], (9.5)
where φˆ0(ζ; ε) and φˆ−(ζ; ε) are defined in (9.4). In addition, we have the estimate∥∥∥P∗,l(ζtf(ε); λ, ε) − Q∗,l(0)∥∥∥ ≤ Cδ ( √‖ε‖ ∣∣∣log ‖ε‖∣∣∣ + |λ|) , (9.6)
where Q∗,l(0) is a projection on C4 with
ker(Q∗,l(0)) = Span


1
−1
zˆ∗(ζδ)
−zˆ∗(ζδ)
 ,

zˆ∗(ζδ) − 1
zˆ∗(ζδ) − 1
δ − zˆ∗(ζδ)
δ − zˆ∗(ζδ)

 , (9.7)
and Cδ > 1 is a constant depending only on δ.
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Proof. Throughout this proof Cδ > 1 is a constant depending on δ > 0 only.
Let λ ∈ R1(Θ1). We approximate the coefficient matrix A∗(ζ; λ, ε) of (7.7) for ζ to the left of
the front interface ζtf(ε). By (4.2) in Theorem 4.1, estimate (4.10) in Proposition 4.2, identity (4.5)
and Lemma 7.2, we establish the estimate∥∥∥A∗(ζtf(ε) + ζ; λ, ε) − A∗,l(ζδ + ζ)∥∥∥ ≤ Cδ √‖ε‖ ∣∣∣log ‖ε‖∣∣∣ + C|λ|, ζ ≤ 0, λ ∈ R1(Θ1), (9.8)
for 0 < ε1  Θ1  δ  1 and 0 ≤ |ε2|  Θ1  δ  1, where we denote
A∗,l(ζ) :=

0 0 1 0
0 0 0 1
2R∗(ζ) R∗(ζ) 0 0
R∗(ζ) 2R∗(ζ) 0 0
 ,
and C > 1 is a constant independent of δ, ε and λ. By estimate (4.9) in Proposition 4.2, the
coefficient matrix A∗,l(ζ) converges exponentially to
A−∞∗,l =

0 0 1 0
0 0 0 1
2 1 0 0
1 2 0 0
 ,
as ζ → −∞, which has the four eigenvalues ±√3,±1. So, the matrix A−∞∗,l is hyperbolic and,
by [48, Theorem 1], system
φˆζ = A∗,l(ζ)φˆ, φˆ ∈ C4, (9.9)
has an exponential dichotomy on (−∞, ζδ] with associated rank 2 projections Q∗,l(ζ). Note that the
dichotomy constants might depend on δ.
The two solutions φˆ0(ζ; ε) and φˆ−(ζ; ε) to (7.7) give rise, upon taking the limit ‖ε‖ → 0, to two
linearly independent solutions
φˆ∗,0(ζ) = e
∫ ζ
ζδ
zˆ∗(y)dy

1
−1
zˆ∗(ζ)
−zˆ∗(ζ
 , φˆ∗,−(ζ) = e
∫ ζ
ζδ
zˆ∗(y)dy

zˆ∗(ζ) − 1
zˆ∗(ζ) − 1
R∗(ζ) − zˆ∗(ζ)
R∗(ζ) − zˆ∗(ζ)
 ,
to (9.9). Since R∗(ζ) and zˆ∗(ζ) converge exponentially to 1 as ζ → −∞ by (4.9) in Proposition 4.2,
it follows φˆ∗,0(ζ) and φˆ∗,−(ζ) decay exponentially to 0 as ζ → −∞. Thus, we obtain
ker(Q∗,l(ζ)) = Span
{
φˆ∗,0(ζ), φˆ∗,−(ζ)
}
,
for ζ ∈ (−∞, ζδ], which yields (9.7).
By roughness of exponential dichotomies, cf. [11, Proposition 5.1], and estimate (9.8), sys-
tem (7.7) admits, provided 0 < ε1  Θ1  δ  1 and 0 ≤ |ε2|  Θ1  δ  1, for each
λ ∈ R1(Θ1) an exponential dichotomy on (−∞, ζtf(ε)] with λ- and ε-independent constants and
projections P∗,l(ζ; λ, ε) satisfying (9.6).
Finally, (9.5) follows, because the linearly independent solutions φˆ0(ζ; ε) and φˆ−(ζ; ε) to (7.7)
at λ = 0 converge to 0 as ζ → −∞ by Lemma 9.1. 
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9.4 Exponential dichotomies to the right of the inhomogeneity
We show that (7.7) admits an exponential dichotomy on [0,∞).
Proposition 9.3. There exist constants C > 1 and η > 0 such that, provided 0 < ε1  Θ1  δ  1
and 0 ≤ |ε2|  Θ1  δ  1, system (7.7) admits for each λ ∈ R1(Θ1) an exponential dichotomy
on [0,∞) with λ- and ε-independent constants and projections P∗,r(ζ; λ, ε) on C4 satisfying∥∥∥P∗,r(ζ; λ, ε) − Q∗,r(λ, ε)∥∥∥ ≤ Ce−ηε1 , ζ ≥ 0, (9.10)
where Q∗,r(λ, ε) is the spectral projection onto the stable eigenspace of the matrix A∗,+(λ, ε) de-
fined in (7.10), which is smooth at λ = 0 and ε = (0, 0) and satisfies
Q∗,r(0, 0)
[
C4
]
= Span


1
0
−√2(1 − iα)
0
 ,

0
1
0
−√2(1 + iα)

 . (9.11)
Proof. With the aid of identity (4.3) in Theorem 4.1 and (4.13) in Proposition 4.3, we establish
the estimate ∥∥∥A∗(ζ; λ, ε) − A∗,+(λ, ε)∥∥∥ ≤ Ce−ηε1 , ζ ≥ 0. (9.12)
for λ- and ε-independent constants C > 1 and η > 0. The eigenvalues ν±,±(λ, ε) of A∗,+(λ, ε) are
smooth at λ = 0 and ε = (0, 0) and satisfy
ν−,±(0, 0) = −
√
2(1 ± iα), ν+,±(0, 0) =
√
2(1 ± iα).
Hence, provided 0 < ε1  Θ1  δ  1 and 0 ≤ |ε2|  Θ1  δ  1, the matrix A∗,+(λ, ε)
is hyperbolic with λ- and ε-uniform spectral gap, and the constant-coefficient system (7.9) has an
exponential dichotomy on R for each λ ∈ R1(Θ1) with ε- and λ-independent constants and rank
2 projection Q∗,r(λ, ε), which coincide with the spectral projection onto the stable eigenspace of
A∗,+(λ). The spectral projection Q∗,r(λ, ε) is smooth at λ = 0 and ε = (0, 0) and satisfies (9.11)
by (4.2) and (4.5). By roughness of exponential dichotomies, cf. [11, Proposition 5.1], and es-
timate (9.12), the eigenvalue problem (7.7) admits, provided 0 < ε1  Θ1  δ  1 and
0 ≤ |ε2|  Θ1  δ  1, for each λ ∈ R1(Θ1) an exponential dichotomy on [0,∞) with λ-
and ε-independent constants and projections P∗,r(ζ; λ, ε) satisfying (9.10). 
9.5 Tracking subspaces along the absolutely unstable plateau
We approximate system (7.7) along the plateau between the front interface at ζ = ζtf(ε) and the
inhomogeneity at ζ = 0 by system (7.8). By observing that the coefficients of the matrix A∗,−(λ, ε)
are smooth at λ = 0 and ε = (0, 0) and it holds
A∗,−(0, 0) =
(
02 I2
02 02
)
,
by (4.2) and (4.5), one directly obtains the a priori estimate.
Lemma 9.4. There exists a constant C > 1 such that, provided 0 < ε1  Θ1  1 and 0 ≤ |ε2| 
Θ1  1, the evolution T∗,p(ζ, y; λ, ε) of (7.8) satisfies∥∥∥T∗,p(ζ, y; λ, ε)∥∥∥ ≤ C (1 + |ζ − y|) e√‖ε‖+|λ| |ζ−y|, ζ, y ∈ R, λ ∈ R1(Θ1).
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The flow induced by (7.8) in the coordinate chart c, which maps any subspace W ∈ Gr(2,C4)
represented by a basis
(
X
Y
)
∈ C4×2 with det(X) , 0 to the matrix T = YX−1 ∈ C2×2, is given by the
matrix Riccati equation
Tζ = −T 2 +DT − TD +A−, T ∈ C2×2, (9.13)
where we suppress dependency on λ and ε.
In this subsection, we track the relevant subspaces W±(ζ; λ, ε), defined in (7.15), along the
absolutely unstable plateau. As in §8.3, we relate these subspaces of solutions of the transformed
eigenvalue problem (7.7) to its exponential dichotomies established in Propositions 9.2 and 9.3.
Lemma 9.5. Provided 0 < ε1  Θ1  δ  1 and 0 ≤ |ε2|  Θ1  δ  1, it holds
W−(ζ; λ, ε) = ker(P∗,l(ζ; λ, ε)), ζ ∈ (−∞, ζtf(ε)], λ ∈ R1(Θ1),
where P∗,l(ζ; λ, ε) is the projection associated with exponential dichotomy of (7.7) on (−∞, ζtf(ε)]
established in Proposition 9.2. In addition, we have
W+(ζ; λ, ε) = P∗,r(ζ; λ, ε)[C4], ζ ∈ [0,∞), λ ∈ R1(Θ1),
where P∗,r(ζ; λ, ε) is the projection associated with exponential dichotomy of (7.7) on [0,∞) es-
tablished in Proposition 9.3.
Proof. The proof is completely analogous to the proof of Lemma 8.3. 
The estimate (4.8) in Proposition 4.2 in combination with Lemma 9.5 and the bounds in Propo-
sitions 9.2 and 9.3 now readily lead to the following approximation result.
Lemma 9.6. There exist constants C > 1 and η > 0 such that, provided 0 < ε1  Θ1  δ  1
and 0 ≤ |ε2|  Θ1  δ  1, it holds∥∥∥∥∥∥Tˆ−(ζtf(ε); λ, ε) −
(
zˆ∗(ζδ) 0
0 zˆ∗(ζδ)
)∥∥∥∥∥∥ ≤ C| log(δ)|−2, λ ∈ R1(Θ1), (9.14)
and ∥∥∥∥∥∥Tˆ+(0; λ, ε) −
(
tˆ+(λ, ε) 0
0 sˆ+(λ, ε)
)∥∥∥∥∥∥ ≤ Ce−ηε1 , λ ∈ R1(Θ1), (9.15)
where tˆ+(λ, ε) and sˆ+(λ, ε) are the principal square roots of the diagonal entries of the matrix
A+(λ, ε), defined in (7.11), which are smooth near λ = 0 and ε = 0 with
tˆ+(0, 0) = −
√
2(1 − iα), sˆ+(0, 0) = −
√
2(1 + iα). (9.16)
For later convenience, we now fix the bases (7.16) of W±(ζ; λ, ε) by setting
Xˆ−(ζtf(ε); λ, ε) = I4 = Xˆ+(0; λ, ε). (9.17)
so that Tˆ (ζtf(ε); λ, ε) = Yˆ−(ζtf(ε); λ, ε) and Tˆ+(0; λ, ε) = Yˆ+(0; λ, ε). Note that is possible by
Lemma 9.6.
We expect that the evolution of the subspaces W±(ζ; λ, ε) in (7.7) along the plateau is to lead-
ing order governed by the dynamics of (7.8). Thus, we expect the evolution of the representations
Tˆ±(ζ; λ, ε) ∈ C2×2 of W±(ζ; λ, ε) under the coordinate chart c to be to leading order governed
by the matrix Riccati equation (9.13). SinceA−(λ, ε) andD(ε) are diagonal matrices, one readily
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observes that the flow of (9.13) leaves the subspace of diagonal matrices inC2×2 invariant. The ma-
trices Tˆ+(0; λ, ε) and Tˆ−(ζtf(ε); λ, ε) are to leading-order diagonal by the estimates in Lemma 9.6.
Thus, by tracking the leading-order diagonal approximation of Tˆ−(ζtf(ε); λ, ε) in (9.13) forward
from ζtf(ε) to 0, we expect to estimate Tˆ−(0; λ, ε). Similarly, by tracking the leading-order di-
agonal approximation of Tˆ+(0; λ, ε) in (9.13) backward from 0 to ζtf(ε), we expect to estimate
Tˆ+(ζtf(ε); λ, ε). We emphasize that, depending on the precise location of λ in the region R1, it is
advantageous to either approximate Tˆ+(ζtf(ε); λ, ε) or Tˆ−(0; λ, ε), cf. Remark 9.11.
The dynamics of (9.13) on this subspace of diagonal matrices is given by the two scalar Riccati
equations
tζ = −t2 + λm(ε)2 (1 − iα) + µ(ε), (9.18)
sζ = −s2 + λm(ε)2 (1 + iα) + µ(ε). (9.19)
We emphasize that although these scalar Riccati equations are explicitly solvable, the dependence
of their solutions on the parameters λ and ε is rather complicated. In fact, given any solution
υ(ζ;$) to the scalar Riccati equation
υζ = −υ2 +$,
with parameter $ ∈ C and fixed initial condition υ(0;$) = υ0 ∈ C, one finds that υ(ζ; ·) is, for
each fixed ζ > 0, a meromorphic function whose poles and zeros accumulate on the negative real
axis as ζ → ∞, see Figure 6.
Figure 6: Two views of the plot of the modulus (vertical axis) and argument (color) of the solution υ(ζ;$)
to υζ = −υ2 +$ as a function of the parameter $ with ζ = 10.0 and Re(υ(0;$)) = 1.0 = Im(υ(0;$)). Left
plot also has black line on the negative real axis with |υ| = 0.
To uncover the dependence of the dynamics in (9.18) and (9.19) on λ ∈ R1, we proceed as
in the existence analysis of the front in [24]. There, stable and unstable manifolds in (3.3) are
matched by projecting them onto the singular sphere R = 0, where the dynamics is governed by
the scalar Riccati equation (4.11). Setting
M(ε) =
√|µ(ε)|, (9.20)
one observes, using (4.2) and (4.4), that M(ε) is smooth at ε = (0, 0) and satisfies
M(0, 0) = 0, ∂ε1 M(0, 0) = (1, 0). (9.21)
The matching procedure in [24, §3.4] yields, via the implicit function theorem, that
µ(ε) = M(ε)2eiς(M(ε)), m(ε) = m˜(M(ε)), M(ε)ζtf(ε) = ζˆ(M(ε)), (9.22)
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where m˜(M), ζˆ(M) and ς(M) are smooth at M = 0 satisfying
m˜(0) = 1, ς(0) = pi, ζˆ(0) = −pi, ζˆ′(0) = Re
(
1√
2(1 − iα)
)
− 1
zˆ∗(ζδ)
. (9.23)
We will perform a similar matching procedure as in [24] to track the relevant diagonal solutions
to (9.13). We establish control for all λ ∈ R1(Θ1) outside a discrete collection of disks, whose
centers lie on Σ0,abs∪Σ0,abs and whose interior contains the poles of the diagonal solutions to (9.13)
lie. See Figure 7 for a schematic depiction.
j=±1
j=2
j=3
j=4
j=-2
j=-3
j=-4
O(ɛ13)
0
Γ
Figure 7: Schematic depiction of the disks D j(ε), j ∈ Z \ {0} (blue circles), with radii of order O(ε31) and
centers λ j (blue dot) as defined in (9.24), lying on the lines {s(1 ± iα) : s ≤ 0} (dotted green), which form
the limit of the absolute spectrum (1.10), and its complex conjugate, as ε1 ↘ 0. The disks enclose the
zeros (black dots) and poles (red x) of the Riccati-Evans function. The contour Γ (red dotted-dashed circle)
encloses the first disk D1(ε).
Proposition 9.7. There exists a constant C > 1 such that, provided 0 < ε1  Θ1  δ  1
and 0 ≤ |ε2|  Θ1  δ  1, the following holds. There exists a discrete collection of disks
D j(ε) ⊂ C, j ∈ Z \ {0} with center
λ j := −
(
1 − j2
)
ε21(1 + sign( j) iα)
1 + α2
, (9.24)
and radius r j satisfying
|r j| ≤ min
{
Cδ j2M(ε)3,C j2δ−1/4M(ε)3 + Cδ, jM(ε)4
}
≤ Cδ j2‖ε‖3, (9.25)
where Cδ > 1 is a constant depending only on δ, and Cδ, j > 1 is a constant depending on δ and j
only, such that the diagonal solutions
Td,±(ζ; λ, ε) =
(
t±(ζ; λ, ε) 0
0 s±(ζ; λ, ε))
)
,
to (9.13) with initial data t+(0; λ, ε) = tˆ+(λ, ε), s+(0; λ, ε) = sˆ+(λ, ε) and t−(ζtf(ε); λ, ε) = zˆ∗(ζδ) =
s−(ζtf(ε); λ, ε) satisfy∥∥∥Td,+(ζtf(λ, ε); λ, ε)∥∥∥ ≤ δ1/4, for λ ∈ R1(Θ1) \ ⋃
j∈Z\{0}
D j(ε), (9.26)
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and ∥∥∥Td,−(0; λ, ε)∥∥∥ ≤ δ1/4, for λ ∈ R1(Θ1) \ ⋃
j∈Z\{0}
D j(ε). (9.27)
In addition, each of the meromorphic functions t−(0; ·, ε) and t+(ζtf(ε); ·, ε) has precisely one pole
in each disk D j(ε), j ∈ Z>0, which is simple. Similarly, each of the meromorphic functions
s−(0; ·, ε) and s+(ζtf(ε); ·, ε) possesses precisely one pole in each disk D j(ε), j ∈ Z<0, which is
simple.
Proof. We start by tracking the solution t+(ζ; λ, ε) to (9.18) backward from 0 to ζtf(ε). As in [24],
the polar coordinate representation
λ
m(ε)2
(1 − iα) + µ (ε) =: N(λ, ε)2eiϕ(λ,ε), (9.28)
with ϕ(λ, ε) ∈ [0, 2pi) gives a Riemann-surface unfolding about the branch point in (9.18) yielding
tζ = −t2 + N2eiϕ, (9.29)
where we suppress dependency on λ and ε in (9.29). Consequently, we have
tˆ+(λ, ε) = t˜+(M(ε),N(λ, ε), ϕ(λ, ε)),
with
t˜+(M,N, ϕ) :=
√
2
m˜(M)2
(1 − iα) + N2eiϕ.
As in [24], we scale ξ = Nζ in (9.29) and shift equilibria in (9.29) using the Mo¨bius transformation
ρ =
t + Nη
t − Nη, η := e
i ϕ2 .
We set r = log(ρ) and, once again suppressing dependence on λ and ε, find
rξ = 2η.
Now we set ξtf(λ, ε) := N(λ, ε)ζtf(ε), and define the closed disk
Bδ :=
{
λ ∈ C : |λ| ≤ δ−1/4
}
at the origin in C (the choice of radius δ−1/4 becomes apparent later). Our goal is to solve the
equation
q− =
1
t+(ξtf(λ, ε); λ, ε)
, (9.30)
with respect to λ ∈ R1(Θ1) for 0 < ε1  Θ1  δ  1, 0 ≤ |ε2|  Θ1  δ  1 for q− in the
compact set Bδ.
In the new coordinates, the endpoints of the resulting boundary value problem take the form
r+ = 2pii j+ + log
1 +
Nη
t˜+(M,N,ϕ)
1 − Nηt˜+(M,N,ϕ)
 , r− = 2pii j− + log
(
1 + Nηq−
1 − Nηq−
)
,
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for certain j± ∈ Z. Thus, after integration we obtain the equation
−ξtf = r+ − r−2η = e
−i ϕ2 pii j +
e−i
ϕ
2
2
log
1 +
Nei
ϕ
2
t˜+(M,N,ϕ)
1 − Nei
ϕ
2
t˜+(M,N,ϕ)
 − e−i
ϕ
2
2
log
1 + ei ϕ2 Nq−
1 − ei ϕ2 Nq−
 , (9.31)
where we suppress dependence on λ and ε and we denote j = j+− j− ∈ Z. We wish to solve (9.31)
with respect to N and ϕ in terms of M for (N,M) in a neighborhood of (0, 0) in R2. Setting
N,M = 0 in (9.31) and taking imaginary parts implies ϕ = pi. Thus, by the implicit function
theorem, we can only solve (9.31) for (N,M) in a neighborhood of (0, 0) if ϕ is close to pi.
In case j = 0, we observe from (9.31) that N(λ, ε)−1ξtf(λ, ε) = ζtf(ε) is bounded as ‖ε‖ → 0,
which contradicts (4.3) in Theorem 4.1. In addition, in case j < 0, we observe from (9.31) that
ξtf > 0 for (N,M, ϕ) close to (0, 0, pi), which contradicts (4.3) again. Hence, it must hold j ∈ Z>0.
Dividing (9.31) by j , 0, introducing  = 1/ j and taking imaginary parts leads to the equation
0 = cos
(
ϕ
2
)
pi +

2
Im
e−i ϕ2 log
1 +
Nei
ϕ
2
t˜+(M,N,ϕ)
1 − Nei
ϕ
2
t˜+(M,N,ϕ)
 − e−i ϕ2 log
1 + ei ϕ2 Nq−
1 − ei ϕ2 Nq−

 ,
which can, by the implicit function theorem and (9.23), in a neighborhood of (N,M, ϕ) = (0, 0, pi)
and for (q−, ) in the compact set Bδ × B1, be solved for ϕ in terms of M,N, q− and . This yields
a unique smooth solution ϕ(M,N; q−, ) defined in U2 × Bδ × B1, where U2 is a neighborhood of
(0, 0) in R2 and B1 is the closed unit disk at the origin in C. Subsequently expanding ϕ, we obtain∣∣∣∣∣∣ϕ(M,N; q−, ) − pi − pi Im
(
1√
2(1 − iα) − q−
)
N
∣∣∣∣∣∣ ≤ Cδ| |N2, (9.32)
for (M,N, q−, ) ∈ U2 × Bδ × B1, where Cδ > 0 is a M-, N-, q− and -independent constant that
might be dependent on δ.
Since the matching time ζˆ must satisfy Mξtf − Nζˆ(M) = 0, we subsequently fix j ∈ Z>0 and
substitute the real part of equation (9.31) in for ξtf we find
−Nζˆ(M) = M sin
(
ϕ
2
)
pi j +
M
2
Re
e−i ϕ2 log
1 +
Nei
ϕ
2
t˜+(M,N,ϕ)
1 − Nei
ϕ
2
t˜+(M,N,ϕ)
 − e−i ϕ2 log
1 + ei ϕ2 Nq−
1 − ei ϕ2 Nq−

 , (9.33)
where we suppress the argument of ϕ(M,N; q−, 1j ). Equation (9.33) can, by the implicit function
theorem, (9.23) and (9.32), in a neighborhood of (N,M) = (0, 0) and for q− in the compact set
Bδ, be solved for N in terms of M and q−, yielding a unique smooth solution N j(M; q−) defined in
U1 ×Bδ, where U1 is a neighborhood of 0 in R. Subsequently expanding N j for fixed j ∈ Z>0, we
obtain ∣∣∣∣∣∣N j(M; q−) − M j − jM2pi
(
1
zˆ∗(ζδ)
− Re(q−)
)∣∣∣∣∣∣ ≤ Cδ, jM3,
yielding by (4.8): ∣∣∣N j(M; q−) − M j∣∣∣ ≤ Cδ−1/4| j|M2 + Cδ, jM3, (9.34)
for (M, q−) ∈ U1×Bδ, where Cδ, j > 0 is a M- and q−-independent constant that might be dependent
on δ and j and C > 0 is a M-, j-, δ- and q−-independent constant.
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To establish a more j-uniform bound on N j, see Remark 9.8, we use (9.23), (9.32), (9.33) and
the fact that N j(M; q−) is a priori small by (9.28) for λ ∈ R1(Θ1), 0 < ε1  Θ1  δ  1 and
0 ≤ |ε2|  Θ1  δ  1. We approximate N j(M; q−) as follows
|N j(M; q−) − M j| ≤ 1
pi
(∣∣∣pi + ζˆ(M)∣∣∣ N j(M; q−) + ∣∣∣Mpi j + ζˆ(M)N j(M; q−)∣∣∣)
≤ CδN j(M; q−)M ≤ Cδ
(
M|N j(M; q−) − M j| + | j|M2
)
,
yielding
|N j(M; q−) − M j| ≤ Cδ| j|M2, (9.35)
for (M, q−) ∈ U1 × Bδ and j ∈ Z>0, where Cδ > 0 is a M-, q−- and j-independent constant that
might be dependent on δ.
Substituting the obtained expressions for N j(M; q−) and ϕ(M,N j(M; q−); q−, 1j ) into (9.28)
yields by (9.21), (9.22), (9.23), (9.32), (9.34) and (9.35) that, given (M, q−) ∈ U1×Bδ, all solutions
λ ∈ R1(Θ1) to the equation (9.30) lie in one of the disks D j(ε), j ∈ Z>0, with center
λ j := −
(
1 − j2
)
ε21(1 + iα)
1 + α2
,
and radius r j satisfying (9.25), provided 0 < ε1  Θ1  δ  1 and 0 ≤ |ε2|  Θ1  δ  1. In
addition, given (M, q−) ∈ U1 × Bδ, each disk D j(ε) ∩ R1, j ∈ Z>0 contains precisely one solution
λ ∈ C to (9.30). Hence, the meromorphic function λ 7→ t+(ζtf(ε); λ, ε)−1 admits, for each j ∈ Z>0,
a unique zero λ j,ε in D j(ε) and is injective and analytic in a neighborhood of λ j,ε. Thus, since
injective holomorphic functions have non-vanishing derivatives, λ j,ε must be a simple zero of
t+(ζtf(ε); · , ε)−1 or, equivalently, a simple pole of t+(ζtf(ε); ·, ε). So, for each j ∈ Z>0, the number
of poles of t+(ζtf(ε); · , ε) in D j(ε) is one (including multiplicity).
Similarly, by tracking the solution s+(ζ; λ, ε) with initial condition sˆ+(λ, ε) backward in (9.19)
from 0 to ζtf(ε), we obtain that all solutions λ ∈ R1(Θ1) to
q− =
1
s+(ξtf(λ, ε); λ, ε)
, (9.36)
for q− ∈ Bδ, lie in one of the disks D j(ε), j ∈ Z<0 with center
λ j := −
(
1 − j2
)
ε21(1 − iα)
1 + α2
,
and radius r j satisfying (9.25). Given (M, q−) ∈ U1 × Bδ, each disk D j(ε) ∩ R1, j ∈ Z<0 contains
precisely one solution λ ∈ C to (9.36) and, thus, contains precisely one pole of s+(ζtf(ε); ·, ε),
which is simple.
All in all, we obtain (9.26), provided 0 < ε1  Θ1  δ  1 and 0 ≤ |ε2|  Θ1  δ  1.
Using an analogous procedure, one tracks the solution Td,−(ζ; λ, ε) forward in (9.13) from
ζtf(ε) to 0, where we use (4.8) from Proposition 4.2. We obtain that all solutions λ ∈ R1(Θ1) to
q+ =
1
t−(0; λ, ε)
, (9.37)
for some q+ ∈ Bδ, lie in one of the disks D j(ε), j ∈ Z>0. Given (M, q+) ∈ U1 × Bδ, each disk
D j(ε) ∩ R1, j ∈ Z>0 contains precisely one solution λ ∈ C to (9.37) and, thus, contains precisely
one pole of t−(0; · , ε), which is simple. In addition, all solutions λ ∈ R1(Θ1) to
q+ =
1
s−(0; λ, ε)
, (9.38)
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for some q+ ∈ Bδ, lie in one of the disks D j(ε), j ∈ Z<0. Given (M, q+) ∈ U1 × Bδ, each disk
D j(ε) ∩ R1, j ∈ Z<0 contains precisely one solution λ ∈ C to (9.38) and, thus, contains precisely
one pole of s−(0; · , ε), which is simple. Hence, we obtain (9.27), provided 0 < ε1  Θ1  δ  1
and 0 ≤ |ε2|  Θ1  δ  1. 
Remark 9.8. It follows from the Riemann surface unfolding and Mo¨bius transformation in the
proof of Proposition 9.7 that the parameter j measures the winding number of solutions to the
scalar Riccati equation (9.18) around its fixed points. The estimate |r j| ≤ Cδ j2M(ε)3 on the radius
in Proposition 9.7 is necessary to bound the disks D j(ε) uniformly in j ∈ Z \ {0,±1} away from
the closed right-half plane. Indeed, provided 0 < ε1  δ  1 and 0 ≤ |ε2|  δ  1, it holds
|Re λ j| > Cδ j2M(ε)3, no matter the size of j ∈ Z \ {0,±1}. We emphasize that such a bound was
not necessary in the existence analysis in [24].
Using Proposition 9.7 we aim to approximate the solutions T˜±(ζ; λ, ε) to the matrix Riccati
equation (9.13) with initial conditions T˜+(0; λ, ε) = Tˆ+(0; λ, ε) and T˜−(ζtf(ε); λ, ε) = Tˆ+(ζtf(ε); λ, ε)
by the diagonal solutions Td,±(ζ; λ, ε). We do so by applying a superposition principle to (9.13).
Given two known solutions to the matrix Riccati equation (9.13), the superposition principle re-
duces finding a third to solving a linear system in C2×2. We refer to [30] for more theoretical
background. It is readily seen that (9.13) has two fixed points, which correspond to square roots of
the diagonal matrixA−(λ, ε). We use these two fixed point solutions as input for the superposition
principle, which leads to the following result.
Proposition 9.9. There exist constants C > 1 and η > 0 such that, provided 0 < ε1  Θ1  δ  1
and 0 ≤ |ε2|  Θ1  δ  1, the solutions T˜±(ζ; λ, ε) to the matrix Riccati equation (9.13) with
initial conditions T˜+(0; λ, ε) = Tˆ+(0; λ, ε) and T˜−(ζtf(ε); λ, ε) = Tˆ+(ζtf(ε); λ, ε) enjoy the estimates∥∥∥T˜+(ζtf(ε); λ, ε) − Td,+(ζtf(ε); λ, ε)∥∥∥ ≤ Ce−ηε1 ,∥∥∥T˜−(0; λ, ε) − Td,−(0; λ, ε)∥∥∥ ≤ Cδ1/4,∥∥∥T˜+(ζtf(ε); λ, ε)∥∥∥ , ∥∥∥T˜−(0; λ, ε)∥∥∥ ≤ Cδ1/4, for λ ∈ R1(Θ1) \
⋃
j∈Z\{0}
D j(ε), (9.39)
where Td,±(ζ; λ, ε) and D j(ε) are as in Proposition 9.7.
Proof. In this proof we denote by C > 1 any constant which is independent of ε, λ, δ and Θ1.
Let T0(λ, ε) be the matrix obtained by taking entry-wise principal square roots in the diagonal
matrixA−(λ, ε). Then it holds T0(λ, ε)2 = A−(λ, ε) and the entries of the diagonal matrix T0(λ, ε)
have nonnegative real parts. Consequently, ±T0(λ, ε) are fixed point solutions to (9.13), which,
by (4.5), satisfy
‖T0(λ, ε)‖ ≤ C
√
‖ε‖ + |λ|, λ ∈ R1(Θ1). (9.40)
Following the superposition principle in [30, §III.B], we consider the ratios
W±(ζ; λ, ε) =
(
T˜±(ζ) ∓ T0
)−1 (
Td,±(ζ) − T˜+(ζ)
) (
Td,±(ζ) ∓ T0)−1 ∈ C2×2,
where we suppress λ- and ε-dependency on the right hand side.
Using Lemma 9.6, one finds det(T˜+(0; λ, ε) − T0(λ, ε)) , 0, det(Td,+(0; λ, ε) − T0(λ, ε)) , 0
and, more specifically,
‖W+(0; λ, ε)‖ ≤ Ce−ηε1 , λ ∈ R1(Θ1), (9.41)
provided 0 < ε1  Θ1  δ  1 and 0 ≤ |ε2|  Θ1  δ  1. Similarly, with the aid of
Lemma 9.6 and estimate (4.8) in Proposition 4.2, one establishes 0 , det(T˜−(ζtf(ε); λ, ε)−T0(λ, ε)),
det(Td,−(ζtf(ε)λ, ε) − T0(λ, ε)) , 0 and, more specifically,
‖W−(ζtf(ε); λ, ε)‖ ≤ C, λ ∈ R1(Θ1), (9.42)
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provided 0 < ε1  Θ1  δ  1 and 0 ≤ |ε2|  Θ1  δ  1. Thus, the subspaces corresponding
to T˜±(ζ; λ, ε), Td,±(ζ; λ, ε) and ±T0(λ, ε) in the linear system (7.8) are complementary at ζ = 0 and
ζ = ζtf(ε), respectively, and therefore at all ζ ∈ R. It follows det(T˜±(ζ)−T0), det(Td,±(ζ)−T0) , 0
for all ζ ∈ R and the ratioW±(ζ; λ, ε) is well-defined for each ζ ∈ R and λ ∈ R1(Θ1), where the
λ-meromorphic functions T˜±(ζ; λ, ε) and Td,±(ζ; λ, ε) have no poles.
Through direct verification, see also [30], one observes that W±(ζ; λ, ε) satisfies the linear
matrix equation
Wζ = (D± T0)W−W(D∓ T0), W ∈ C2×2,
where we suppress λ- and ε-dependency. Consequently, it holds
W+(ζ; λ, ε) = e(T0(λ,ε)+D(ε))ζW+(0; λ, ε)e(T0(λ,ε)−D(ε))ζ ,
W−(ζ; λ, ε) = e−(T0(λ,ε)−D(ε))(ζ−ζtf (ε))W−(ζtf(ε); λ, ε)e−(T0(λ,ε)+D(ε))(ζ−ζtf (ε)),
for ζ ∈ [ζtf(ε), 0], yielding
‖W+(ζtf(ε); λ, ε)‖ ≤ Ce−ηε1 ,
‖W−(0; λ, ε)‖ ≤ C, (9.43)
by (9.41), (9.42) and the fact that all entries of the diagonal matrices T0(λ, ε)±D(ε) have nonneg-
ative real part.
By combining∥∥∥T˜±(ζ; λ, ε) − Td,±(ζ; λ, ε)∥∥∥ = ∥∥∥∥(T˜± ∓ T0)W± (Td,± ∓ T0)∥∥∥∥
≤
(∥∥∥T˜± − Td,±∥∥∥ + ∥∥∥Td,±∥∥∥ + ‖T0‖) ‖W±‖ (∥∥∥Td,±∥∥∥ + ‖T0‖) ,
where we suppressed the arguments on the right hand side, with the estimates (9.26) and (9.27)
established in Proposition 9.7 and the approximations (9.40) and (9.43), we obtain (9.39), provided
0 < ε1  Θ1  δ  1 and 0 ≤ |ε2|  Θ1  δ  1. 
Recall that, under the coordinate chart c, the matrix Tˆ+(ζ; λ, ε) ∈ C2×2 represents the relevant
subspace W+(ζ; λ, ε) ∈ Gr(2,C4) of solutions to (7.7), which was defined by (7.15). Having
established the bound (9.39) in Proposition 9.9, we are now in the position to track Tˆ+(ζ; λ, ε) along
the plateau state back from ζ = 0 to ζ = ζtf(ε). We employ the variation of constant formula and
exploit that system (7.7) is, by Proposition 4.3, converging at an ε- and λ-independent exponential
rate to (7.8) when propagating forward along the plateau, whereas the evolution of (7.8) can only
grow with an exponential rate of order O(√‖ε‖ + |λ|) by Lemma 9.4.
Proposition 9.10. There exists a constant C > 1 such that, provided 0 < ε1  Θ1  δ  1 and
0 ≤ |ε2|  Θ1  δ  1, it holds∥∥∥Tˆ+(ζtf(ε); λ, ε) − T˜+(ζtf(ε); λ, ε)∥∥∥ ≤ Cδ,∥∥∥Tˆ+(ζtf(ε); λ, ε)∥∥∥ ≤ Cδ1/4, λ ∈ R1(Θ1) \
⋃
j∈Z\{0}
D j(ε), (9.44)
where T˜+(ζ; λ, ε) is as in Proposition 9.9 and D j(ε) is as in Proposition 9.7.
Proof. In this proof we denote by C > 1 any constant which is independent of ε, λ, δ and Θ1. Fix
λ ∈ R1(Θ1) \⋃ j∈Z\{0} D j(ε).
Denote by
B∗,p(ζ; ε) := A∗(ζ; λ, ε) − A∗,−(λ, ε),
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the difference of the coefficient matrices of (7.7) and (7.8). By (4.13) in Proposition 4.3 it holds∥∥∥B∗,p(ζ; ε)∥∥∥ ≤ Cδe−η|ζ−ζtf (ε)|, ζ ∈ [ζtf(ε), 0]. (9.45)
Recall that T∗,p(ζ, y; λ, ε) denotes the evolution of the reduced system (7.8). The subspace
spanned by the matrix solution
T∗,p(ζ, ζtf(ε); λ, ε)
(
I2
T˜+(ζtf(ε); λ, ε)
)
∈ C4×2,
to (7.8) is, under the chart c, represented by the solution T˜+(ζ; λ, ε) to the corresponding matrix
Riccati equation (9.13). Thus, the variation of constants formula
Y(ζ; λ, ε) = T∗,p(ζ, ζtf(ε); λ, ε)
(
I2
T˜+(ζtf(ε); λ, ε)
)
+
∫ ζ
0
T∗,p(ζ, y; λ, ε)B∗,p(y; ε)Y(y; λ, ε)dy,
(9.46)
yields a matrix solution Y(ζ; λ, ε) ∈ C4×2 to (7.7), which spans the subspace W+(ζ; λ, ε) for each
ζ ∈ R. Indeed, Y(0; λ, ε) spans the subspace which is represented by T˜+(0; λ, ε) = Tˆ+(0; λ, ε) ∈
C2×2 under the chart c.
By (9.46), we find that Yˆ(ζ; λ, ε) := T∗,p(ζtf(ε), ζ; λ, ε)Y(ζ; λ, ε) satisfies
Yˆ(ζ; λ, ε) =
(
I2
T˜+(ζtf(ε); λ, ε)
)
+
∫ ζ
0
T∗,p(ζtf(ε), y; λ, ε)B∗,p(y; ε)T∗,p(y, ζtf(ε); λ, ε)Yˆ(y; λ, ε)dy.
(9.47)
By (9.45) and Lemma 9.4 the linear operator Fλ,ε given by(
Fλ,εYˆ
)
(ζ) =
∫ ζ
0
T∗,p(ζtf(ε), y; λ, ε)B∗,p(y; ε)T∗,p(y, ζtf(ε); λ, ε)Yˆ(y)dy,
on C([ζtf(ε), 0],C4×2) has norm ‖Fλ,ε‖ ≤ Cδ, provided 0 < ε1  Θ1  δ  1 and 0 ≤ |ε2| 
Θ1  δ  1. Hence, I − Fλ,ε is invertible on C([ζtf(ε), 0],C4×2) and
Yˆ(ζ; λ, ε) =
[
(I − Fλ,ε)−1
(
I2
T˜+(ζtf(ε); λ, ε)
)]
(ζ),
is the solution to (9.47). Using Proposition 9.9, we approximate∥∥∥∥∥∥Yˆ(ζ; λ, ε) −
(
I2
T˜+(ζtf(ε); λ, ε)
)∥∥∥∥∥∥ ≤ ‖Fλ,ε‖ ∥∥∥(I − Fλ,ε)−1∥∥∥
∥∥∥∥∥∥
(
I2
T˜+(ζtf(ε); λ, ε)
)∥∥∥∥∥∥ ≤ Cδ.
Hence, as Yˆ(ζtf(ε); λ, ε) = Y(ζtf(ε); λ, ε), we establish∥∥∥∥∥∥Y(ζtf(ε); λ, ε) −
(
I2
T˜+(ζtf(ε); λ, ε)
)∥∥∥∥∥∥ ≤ Cδ. (9.48)
Upon denoting Y(ζtf(ε); λ, ε) = (Y1(λ, ε),Y2(λ, ε)), we approximate using Proposition 9.10 and
estimate (9.48):∥∥∥Tˆ+(ζtf(ε); λ, ε) − T˜+(ζtf(ε); λ, ε)∥∥∥ = ∥∥∥Y2Y−11 − T˜+∥∥∥ ≤ ∥∥∥Tˆ+∥∥∥ ‖I2 − Y1‖ + ‖Y2 − T˜+‖
≤
(∥∥∥Tˆ+ − T˜+∥∥∥ + ‖T˜+‖) ‖I2 − Y1‖ + ‖Y2 − T˜+‖
≤ C
(∥∥∥Tˆ+ − T˜+∥∥∥ + δ1/4) δ + Cδ,
where we suppress the arguments on the right hand side. Hence, using Proposition 9.9, we con-
clude (9.44) holds, provided 0 < ε1  Θ1  δ  1 and 0 ≤ |ε2|  Θ1  δ  1. 
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Remark 9.11. We emphasize that a similar argument as in Proposition 9.10 to track the subspace
W−(ζ; λ, ε) forward from ζ = ζtf(ε) to ζ = 0 fails, since the exponential growth of the evolution
of (7.8) cannot be compensated as there is no exponential decay of system (7.7) towards sys-
tem (7.8) when propagating backward along the plateau state. However, for the winding number
argument in §9.8 on a contour Γ enclosing the disk D1(ε), we are able (and it is advantageous) to
track W−(ζ; λ, ε) forward from ζ = ζtf(ε) to ζ = 0 by using that better bounds on the evolution
of (7.8) hold for λ ∈ Γ.
9.6 Reduction to disk D1(ε)
We prove that the alternative Riccati-Evans function E˜ε, defined in §7.3.2, has no roots in R1(Θ1)\⋃
j∈Z\{0} D j(ε), where D j(ε) are the disks defined in Proposition 9.7.
Theorem 9.12. Provided 0 < ε1  Θ1  δ  1 and 0 ≤ |ε2|  Θ1  δ  1, the operator Lˆtf ,
posed on L2κˆ−,κˆ+(R,C
2), has no point spectrum in
R1(Θ1) \
⋃
j∈Z\{0}
D j(ε),
where the disks D j(ε) are as in Proposition 9.7.
Proof. Let E˜ε be as in §7.3.2. Provided 0 < ε1  Θ1  δ  1 and 0 ≤ |ε2|  Θ1  δ  1, we
employ (4.8) in Proposition 4.2, (9.14) in Lemma 9.6 and (9.44) in Proposition 9.10 to yield∣∣∣E˜ε(λ) − zˆ∗(ζδ)2∣∣∣ ≤ C| log(δ)|−3, for λ ∈ R1(Θ1) \ ⋃
j∈Z\{0}
D j(ε), (9.49)
where C > 1 is an ε-, λ- and δ-independent constant. Using (4.8), we conclude from (9.49) that
the meromorphic function E˜ε possesses neither poles nor roots on R1(Θ1) \⋃ j∈Z\{0} D j(ε). Hence,
by the considerations in §7.3.2, the operator Lˆtf , posed on L2κˆ−,κˆ+(R,C2), has no point spectrum
R1(Θ1) \⋃ j∈Z\{0} D j(ε) 
By estimate (9.25) in Proposition 9.7, D1(ε) = D−1(ε) is the only disk D j(ε), j ∈ Z \ {0} which
intersects the closed right half plane. Thus, all that remains is to control the point spectrum in
D1(ε). In the following we proceed as outlined in §9.1.
9.7 The derivative of the Riccati-Evans function at λ = 0
In this subsection, we show that λ = 0 is a simple root of the Riccati-Evans function Eε and we
approximate the derivative E′ε(0).
We showed in §9.2 that gauge invariance yields the nontrivial solution φ0 ∈ H1κˆ−,κˆ+(R,C4),
given by (9.2), to the eigenvalue problem (7.5) at λ = 0. Hence, λ = 0 is an eigenvalue of the
operator Lˆtf , posed on L2κˆ−,κˆ+(R,C4). It readily follows by Proposition 2.3 that λ = 0 is a root of
the associated Riccati-Evans function.
To approximate the derivative of the Riccati-Evans function we use the expressions (2.7)
and (2.8) in §2.1. Thus, on the one hand, we need bases of ker(P−(0; 0, ε)) and P+(0; 0, ε)[C4],
where we recall that P−(ζ; λ, ε) and P+(ζ; λ, ε) are the projections associated with the exponential
dichotomies of (7.5) on (−∞, 0] and [0,∞), respectively, which were established in §7.3.1. On the
other hand, we need to control a nontrivial solution ψ0(ζ; ε) to the adjoint system
ψζ = −A(ζ; 0, ε)∗ψ, ψ ∈ C4, (9.50)
with initial condition ψ0(0; ε) ∈ ker(P−(0; 0, ε))⊥ ∩ P+(0; 0, ε)[C4]⊥.
To find the desired bases, we use the explicit solutions (9.3) to (9.1) obtained in §9.2.
47
Lemma 9.13. Let φ0(ζ) and φ±(ζ; ε) be as in (9.2) and (9.3), respectively. Provided 0 < ε1  1
and 0 ≤ |ε2|  1, (φ0(0) | φ±(0, ε)) are bases of ker(P−(0; 0, ε)) and P+(0; 0, ε)[C4], respectively.
In addition, it holds ker(P−(0; 0, ε)) ∩ P+(0; 0, ε)[C4] = Span{φ0(0)}.
Proof. By Lemma 9.1 the solutions φ±(ζ; ε) are bounded as ζ → ±∞, whereas the linearly inde-
pendent solution φ0(ζ) is bounded on R. Hence, (φ0(0) | φ±(0, ε)) are bases of ker(P−(0; 0, ε)) and
P+(0; 0, ε)[C4], respectively. In addition, the estimate Lemma 9.1 shows that φ+(0; ε) and φ−(0; ε)
are linearly independent, which proves ker(P−(0; 0, ε)) ∩ P+(0; 0, ε)[C4] = Span{φ0(0)}. 
Lemma 9.13 shows that the eigenvalue λ = 0 of the operator Lˆtf , posed L2κˆ−,κˆ+(R,C4), has
geometric multiplicity 1, and thus the formulas (2.7) and (2.8) in §2.1 can indeed be employed to
compute the derivative of the Riccati-Evans function at λ = 0.
The next result provides control over the relevant nontrivial solution ψ0(ζ; ε) to the adjoint
system (9.50).
Lemma 9.14. There exists a constant C > 1 such that, provided 0 < ε1  δ  1 and 0 ≤
|ε2|  δ  1, there exists a solution ψ0(ζ; ε) to the adjoint equation (9.50) with initial condition
ψ0(0; ε) ∈ ker(P−(0; 0, ε))⊥ ∩ P+(0; 0, ε)[C4]⊥, which enjoys the estimates
‖ψ0(ζ; ε)‖ ≤ C| log(δ)|2eκˆ−(ζtf (ε)−ζ), ζ ≤ ζtf(ε),
‖ψ0(ζ; ε)‖ ≤ Ce−κˆ+ζ , ζ ≥ 0,
(9.51)
and ∥∥∥ψ0(ζ; ε) − ψ˜0(ζ; ε)∥∥∥ ≤ C| log(δ)|4δe− η2 (ζ−ζtf (ε)), ζ ∈ [ζtf(ε), 0], (9.52)
where we denote
ψ˜0(ζ; ε) :=
0, 0,− 1
∂ζ zˆ0(ζ; ε)
,
1
∂ζ zˆ0(ζ; ε)
> .
Proof. In this proof C > 1 denotes any constant, which is independent of ε and δ.
Using the bases of ker(P−(0; 0, ε)) and P+(0; 0, ε)[C4] derived in Lemma 9.13, we can, by
Proposition 4.3, take a vector
ψ0 ∈ ker(P−(0; 0, ε))⊥ ∩ P+(0; 0, ε)[C4]⊥
= ker(I4 − P−(0; 0, ε)∗) ∩ (I4 − P+(0; 0, ε)∗)[C4].
(9.53)
satisfying ∥∥∥∥∥∥∥ψ0 −
0, 0,− 1
∂ζ zˆ0(0; ε)
,
1
∂ζ zˆ0(0; ε)
>
∥∥∥∥∥∥∥ ≤ Ceηζtf (ε), (9.54)
where we observe from (4.11) and (4.12) that it holds∣∣∣∂ζ zˆ0(0; ε) + 2 − 2iα∣∣∣ ≤ C‖ε‖, (9.55)
noting χ(0) = −1. Now, let ψ0(ζ; ε) be the solution to (9.50) with initial condition ψ0(0; ε) = ψ0.
Since the inner product between solutions to (9.1) and (9.50) is preserved, we find that (9.53)
implies that
ψ0(ζ; ε) ∈ ker(P−(ζ; 0, ε))⊥ = ker(I4 − P−(ζ; 0, ε)∗). (9.56)
holds for all ζ ≤ 0. Next, we prove the estimates (9.51) and (9.52) hold for ψ0(ζ; ε).
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Exponential dichotomies. To prove the estimates (9.51), we establish exponential dichotomies
for the weighted systems
ψζ =
(−A(ζ; 0, ε)∗ + κˆ±)ψ, ψ ∈ C4, (9.57)
on (−∞, ζtf(ε)] and [0,∞), respectively, with ε-independent constants. These exponential di-
chotomies arise by transferring exponential dichotomies of
φζ = (A(ζ; 0, ε) − κˆ−) φ, φ ∈ C4, (9.58)
φζ = (A(ζ; 0, ε) − κˆ+) φ, φ ∈ C4, (9.59)
to their adjoint problems.
We start by establishing an exponential dichotomy for (9.58) on (−∞, ζtf(ε)]. By Proposi-
tion 4.2 and (4.5) it holds
‖A(ζtf(ε) + ζ; 0, ε) − AL(ζδ + ζ)‖ ≤ Cδ‖ε‖, ζ ≤ 0, (9.60)
provided 0 < ε1  δ  1 and 0 ≤ |ε2|  δ  1, where Cδ > 0 is an ε-independent constant and
we denote
AL(ζ) :=

0 0 1 0
0 0 0 1
R∗(ζ) R∗(ζ) −2zˆ∗(ζ) 0
R∗(ζ) R∗(ζ) 0 −2zˆ∗(ζ)
 .
By estimate (4.9) in Proposition 4.2, the coefficient matrix AL(ζ) converges exponentially to the
asymptotic matrix
A−∞L =

0 0 1 0
0 0 0 1
1 1 −2 0
1 1 0 −2
 ,
as ζ → −∞, whose spectrum consists of the eigenvalues 0,−2,−1 ± √3. The matrix A−∞L admits
a spectral gap at Re(ν) = κˆ− = −κ/
√
1 + α2 ∈ (−14 , 0). Hence, by [45, Lemma 3.4], system
φζ = (AL(ζ) − κˆ−) φ, φ ∈ C4,
has an exponential dichotomy on (−∞, 0] with associated rank 2 projections PL(ζ). By roughness
of exponential dichotomies, cf. [11, Proposition 5.1], and estimate (9.60), system (9.58) admits,
provided 0 < ε1  δ  1 and 0 ≤ |ε2|  δ  1, an exponential dichotomy on (−∞, ζtf(ε)] with
ε-independent constants and projections PL(ζ; ε). Thus, cf. [11, p. 17], it must hold
ker(PL(ζ; ε)) = ker(P−(ζ; 0, ε)), ζ ∈ (−∞, ζtf(ε)]. (9.61)
Next, we establish an exponential dichotomy for (9.59) on (−∞, ζtf(ε)]. By (4.5), (4.12) and
Proposition 4.3 we have
‖A(ζ; 0, ε) − AR‖ ≤ C‖ε‖, ζ ≥ 0, (9.62)
provided 0 < ε1  δ  1 and 0 ≤ |ε2|  δ  1, where we denote
AR =

0 0 1 0
0 0 0 1
0 0 2
√
2 − 2iα 0
0 0 0 2
√
2 + 2iα
 .
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Since AR admits the spatial eigenvalues 0, 0, 2
√
2 ± 2iα and it holds
0 < κˆ+ = 1 + Re
√
2 + 2iα + κ
√
1 + α2 ≤ 5
4
+ Re
√
2 + 2iα < 2Re
√
2 + 2iα,
the constant coefficient system
φζ = (AR − κˆ+) φ, φ ∈ C4,
has an exponential dichotomy on R. By roughness of exponential dichotomies, cf. [11, Proposition
5.1], and estimate (9.62), system (9.59) admits, provided 0 < ε1  δ  1 and 0 ≤ |ε2|  δ  1,
an exponential dichotomy on [0,∞) with ε-independent constants and projections PR(ζ; ε). Thus,
cf. [11, p. 17], it must hold
PR(ζ; ε)[C4] = P+(ζ; 0, ε)[C4], ζ ∈ [0,∞). (9.63)
All in all, we conclude the adjoint systems (9.57) have exponential dichotomies on (−∞, ζtf(ε)]
and [0,∞), respectively, with ε-independent constants and corresponding projections I4−PL(ζ; ε)∗
and I4 − PR(ζ; ε)∗. Thus, by identities (9.53), (9.56), (9.61) and (9.63), we obtain the exponential
decay estimates
‖ψ0(ζ; ε)‖ ≤ Ceκˆ−(ζtf (ε)−ζ)‖ψ0(ζtf(ε); ε)‖, ζ ≤ ζtf(ε),
‖ψ0(ζ; ε)‖ ≤ Ce−κˆ+ζ‖ψ0(0; ε)‖ ≤ Ce−κˆ+ζ , ζ ≥ 0,
(9.64)
where the last inequality follows from (9.54) and (9.55). Thus, proving (9.51) now reduces to
finding an appropriate bound on ‖ψ0(ζtf(ε); ε)‖, which we will establish later.
Tracking the adjoint solution along the absolutely unstable plateau. Along the absolutely
unstable plateau, we approximate the coefficient matrix of the adjoint equation (9.50) using (4.13)
in Proposition 4.3 as∥∥∥A(ζ; 0, ε)∗ + Aad(ζ; ε)∥∥∥ ≤ Cδe−η(ζ−ζtf (ε)), ζ ∈ [ζtf(ε), 0], (9.65)
where we denote
Aad(ζ; ε) :=

0 0 0 0
0 0 0 0
−1 0 2zˆ0(ζ; ε) 0
0 −1 0 2zˆ0(ζ; ε)
 .
One observes that system
ψζ = Aad(ζ; ε)ψ,
is explicitly solvable and its evolution matrix is given by
Tad(ζ, y; ε) := B(ζ; ε)−1T˜ad(ζ, y; ε), B(ζ; ε) :=

zˆ′0(ζ) 0 0 0
0 zˆ′0(ζ) 0 0
0 0 zˆ′0(ζ) 0
0 0 0 zˆ′0(ζ)
 ,
T˜ad(ζ, y; ε) :=

zˆ′0(ζ) 0 0 0
0 zˆ′0(ζ) 0 0
zˆ0(y) − zˆ0(ζ) 0 zˆ′0(y) 0
0 zˆ0(y) − zˆ0(ζ) 0 zˆ′0(y)
 ,
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where we suppress the ε-dependency in the coefficient matrices. We emphasize zˆ′0(ζ) , 0 for all
ζ ∈ [ζtf(ε), 0], since the solution zˆ0(ζ) does not lie on a stationary point of the planar system (4.11).
Using the variation of constants formula we find that ψad(ζ; ε) := B(ζ; ε)ψ0(ζ; ε) solves
ψad(ζ; ε) = T˜ad(ζ, 0; ε)ψ0(0; ε) +
∫ ζ
0
T˜ad(ζ, y; ε)F(y; ε)ψad(y; ε)dy, ζ ∈ [ζtf(ε), 0], (9.66)
with F(y; ε) := − (A(y; 0, ε)∗ + Aad(y; ε)) B(y; ε)−1. Our plan is to approximate ψad(ζ; ε) by esti-
mating the terms in (9.66). First, using (4.14) in Proposition 4.3, it holds∥∥∥T˜ad(ζ, y; ε)∥∥∥ ≤ C, ζ, y ∈ [ζtf(ε), 0]. (9.67)
Second, using that zˆ0(ζ; ε) solves (4.11), we obtain the identity
zˆ′0(y)
zˆ′0(ζ)
= e2
∫ ζ
y zˆ0(x)dx, ζ, y ∈ [ζtf(ε), 0], (9.68)
where we suppress ε-dependency. On the other hand, by (4.8) and (4.10) in Proposition 4.2 and
by (4.13) in Proposition 4.3, it holds
C Re (zˆ0 (ζtf(ε); ε)) ≥ | log(δ)|−1. (9.69)
Now let ζ ∈ [ζtf(ε), 0] and consider the ε- and δ-independent constant η > 0 in (9.65). Take ζ1
to be the smallest number in [ζtf(ε), ζ] such that |zˆ0(y; ε)| ≤ η8 for y ∈ [ζ1, ζ], if such a number
exists, otherwise take ζ1 = ζ. Thus, it either holds |zˆ0(ζ1, ε)| ≥ η8 or ζ1 = ζtf(ε). Using (4.5), (9.68)
and (9.69), we approximate
1∣∣∣∂ζ zˆ0(ζ; ε)∣∣∣ ≤ e
2Re
∫ ζ
ζ1
zˆ0(y;ε)dy∣∣∣∂ζ zˆ0(ζ1, ε)∣∣∣ ≤ e
2
∫ ζ
ζ1
|zˆ0(y;ε)|dy
|zˆ0(ζ1, ε)|2 − |µ(ε)|
≤ C| log(δ)|2e η4 (ζ−ζtf (ε)), (9.70)
for ζ ∈ [ζtf(ε), 0], provided 0 < ε1  δ  1 and 0 ≤ |ε2|  δ  1. Combining the latter
with (9.65) yields
‖F(ζ; ε)‖ ≤ Cδ| log(δ)|2e− 3η4 (ζ−ζtf (ε)), ζ ∈ [ζtf(ε), 0]. (9.71)
Fix ζ ∈ [ζtf(ε), 0]. By (9.67) and (9.71) the linear operator Fζ,ε given by(
Fζ,εψ
)
(x) =
∫ x
0
T˜ad(x, y; ε)F(y; ε)ψ(y)dy,
on C([ζ, 0],C4) has norm ‖Fζ,ε‖ ≤ C| log(δ)|2δe− 3η4 (ζ−ζtf (ε)). Upon taking δ > 0 sufficiently small
(but independent of ζ and ε), I − Fζ,ε is invertible on C([ζ, 0],C4) and
ψad(ζ; ε) =
[
(I − Fζ,ε)−1ψ0,ad(·, ε)
]
(ζ),
is the solution to (9.66), where we denote ψ0,ad(y; ε) := T˜ad(y, 0; ε)ψ0(0; ε) for y ∈ [ζtf(ε), 0].
Using (9.54) and (9.67) we approximate∥∥∥ψ0,ad(ζ; ε) − (0, 0,−1, 1)>∥∥∥ ≤ Ceηζtf (ε),
and
‖ψad(ζ; ε) − ψ0,ad(ζ; ε)‖ ≤ ‖Fζ,ε‖‖(I − Fζ,ε)−1‖ sup
y∈[ζ,0]
‖ψ0,ad(y; ε)‖ ≤ C | log(δ)|
2δ
e
3η
4 (ζ−ζtf (ε))
.
Combining the latter with (9.70), proves (9.52). Finally, evaluating (9.52) at ζ = ζtf(ε)
yields (9.51) by combining (9.64) with (9.69), where we use that zˆ0(ζ; ε) solves (4.11). 
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We are now in a position to compute the derivative of the Riccati-Evans function at λ = 0
using the expressions (2.7) and (2.8) in §2.1.
Theorem 9.15. There exists a constant C > 1 such that, provided 0 < ε1  δ  1 and 0 ≤ |ε2| 
δ  1, it holds ∣∣∣∣∣∣∣∣ε31E′ε(0) −
2pi
(
1 + α2
)
1 + Re
√
2 + 2iα
∣∣∣∣∣∣∣∣ ≤ C‖ε‖. (9.72)
Proof. In this proof C > 1 denotes any ε- and δ-independent constant.
By Lemma 9.13 the subspace ker(P−(0; 0, ε))∩P+(0; 0, ε)[C4] = Span{φ0(0)} is one-dimensional.
Thus, we can substitute the relevant expressions in (2.7) and (2.8) and obtain
E′ε(0) =
det (ψ0(0; ε) | φ−(0; ε) | φ0(0) | φ+(0; ε))
∫
R
ψ0(ζ; ε)∗∂λA(ζ; 0, ε)φ0(ζ)dζ
‖ψ0(0; ε)‖2 det
(
φ˜0(0) | φ˜−(0; ε)
)
det
(
φ˜0(0) | φ˜+(0; ε)
) , (9.73)
where we recall (φ0(0) | φ±(0; ε)) ∈ C4×2 are the bases of ker(P−(0; 0, ε)) and P+(0; 0, ε)[C4],
respectively, obtained in Lemma 9.13, ψ0(ζ; ε) is the nontrivial solution with
ψ0(0; ε) ∈ ker(P−(0; 0, ε))⊥ ∩ P+(0; 0, ε)[C4]⊥,
to the adjoint problem (9.50), obtained in Lemma 9.14, and φ˜0(0), φ˜±(0; ε) ∈ C2 denote the upper
two entries of the vectors φ0(0) and φ±(0; ε), respectively.
We approximate the Melnikov integral in (9.73), with the aid of Lemma 9.13, as∣∣∣∣∣∣
∫
R
ψ0(ζ; ε)∗∂λA(ζ; 0, ε)φ0(ζ)dζ −
∫ 0
ζtf (ε)
ψ˜0(ζ; ε)∗∂λA(ζ; 0, ε)φ0(ζ)dζ
∣∣∣∣∣∣ ≤ C| log(δ)|2. (9.74)
We will use Cauchy’s integral theorem to approximate the remaining integral∫ 0
ζtf (ε)
ψ˜0(ζ; ε)∗ ∂λA(ζ; 0, ε) φ0(ζ)dζ =
−2
m(ε)2
Re
(∫ 0
ζtf (ε)
1 − iα
∂ζ zˆ0(ζ; ε)
dζ
)
. (9.75)
Using (4.2) in Theorem 4.1, we deduce from (4.4) that it holds∣∣∣µ (ε) + ε21∣∣∣ ≤ Cε31, |m(ε) − 1| ≤ Cε21. (9.76)
The C1-curve νε : [ζtf(ε), 0]→ C given by νε(ζ) = zˆ0(ζ;ε)√−µ(ε) , satisfies the differential equation
νζ = −
√−µ(ε) (ν2 + 1) . (9.77)
Thus, using estimates (4.8) and (4.10) in Proposition 4.2, estimate (4.13) in Proposition 4.3
and (4.12), the begin and end point of the curve νε are approximated by∣∣∣∣∣∣νε(0) +
√
2 − 2iα
ε1
∣∣∣∣∣∣ ≤ C, C Re [νε(ζtf(ε))] ≥ 1| log(δ)|ε1 , |νε(ζtf(ε))| ≤ Cε1 . (9.78)
Since it holds Re
√−µ(ε) > 0 by (9.76), the flow in (9.77) points into the left-half plane on the
imaginary axis between the fixed points ±i, whereas the flow points into the right-half plane on the
other parts of the imaginary axis. Thus, since we have Re(νε(0)) < 0 < Re(νε(ζtf(ε))) by (9.78),
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the curve νε must cross the imaginary at some point between the fixed points −i and i of (9.77);
see also Figure 2.
By (9.78) we can connect the point νε(0) to νε(ζtf(ε)) by a C1-curve ν˜ε : [−1, 1]→ C of length
≤ C/ε1 satisfying C|ν˜ε(ζ)ε1 log(δ)| ≥ 1 for all ζ ∈ [−1, 1] and crossing the imaginary axis precisely
once and doing so at a point above i. So, we can approximate∣∣∣∣∣∣∣
∫
ν˜ε
1(
z2 + 1
) j dz
∣∣∣∣∣∣∣ ≤ C| log(δ)|2 jε j−1/21 , j = 1, 2. (9.79)
By the previous considerations, the union of the curves νε and ν˜ε yields a closed C1-curve νˇε
winding n+ + 1 times clockwise around i and n− times counterclockwise around −i for some
n± ∈ Z≥0. Applying separation of variables in (9.77) and using the residue theorem yields√−µ(ε)ζtf(ε) = ∫
νε
1
z2 + 1
dz =
∮
νˇε
1
z2 + 1
dz −
∫
ν˜ε
1
z2 + 1
dz = −pi(n+ + n− + 1) −
∫
ν˜ε
1
z2 + 1
dz
Combing the latter with (4.3) in Theorem 4.1, (9.76) and (9.79) yields n± = 0. So, employing the
residue theorem again, we compute∫
νε
1(
z2 + 1
)2 dz = ∮
νˇε
1(
z2 + 1
)2 dz − ∫
ν˜ε
1(
z2 + 1
)2 dz = −pi2 −
∫
ν˜ε
1(
z2 + 1
)2 dz.
Hence, by (9.74), (9.75), (9.76), (9.79) and∫ 0
ζtf (ε)
1
∂ζ zˆ0(ζ; ε)
dζ = −
∫
νε
1
µ(ε1)
√−µ(ε1) (z2 + 1)2 dz,
we thus obtain ∣∣∣∣∣ε31 ∫
R
ψ˜0(ζ; ε)∗∂λA(ζ; 0, ε)φ0(ζ)dζ − pi
∣∣∣∣∣ ≤ C‖ε‖, (9.80)
provided 0 < ε1  Θ1  1 and 0 ≤ |ε2|  δ  1. Finally, we observe from (4.11) and (4.12)
that it holds ∣∣∣∂ζ zˆ0(0; ε) + 2 − 2iα∣∣∣ ≤ C‖ε‖,
noting χ(0) = −1. So, using Lemma 9.1, estimate (9.52) in Lemma 9.14 and (9.80) we approxi-
mate (9.73) as (9.72) and the result follows. 
We have now found a leading-order expression of the derivative E′ε(0), and conclude it must be
of positive sign. In addition, it follows that λ = 0 is a simple zero of Eε. Hence, by Proposition 2.3,
the eigenvalue λ = 0 of the operator Lˆtf , posed L2κˆ−,κˆ+(R,C4), has algebraic multiplicity 1.
9.8 Winding number computations
We start by computing the winding number of Eε on a simple contour Γ. As depicted in Figure 7,
we take Γ to be a circle centered at the origin and tailor its radius such that, on the one hand,
Γ encloses the disk D1(ε) = D−1(ε), but none of the other disks D j(ε), j ∈ Z \ {0,±1}, and, on
the other hand, the evolution of system (7.8) is well-approximated for λ ∈ Γ. Thus, we can,
using variation of constants, approximate the Riccati-Evans function Eε(λ) for λ ∈ Γ by a suitable
analytic function and apply Rouche´’s theorem to compute the winding number of Eε(Γ).
53
Lemma 9.16. Provided 0 < ε1  Θ1  δ  1 and 0 ≤ |ε2|  Θ1  δ  1, the winding number
of Eε(Γ) is 0, where Γ denotes the simple contour
Γ :=
{
δ−1/3M(ε)3eiϑ : ϑ ∈ [0, 2pi]
}
⊂ R1(Θ1), (9.81)
and M(ε) is defined in (9.20).
Proof. In this proof C > 1 denotes any ε-, λ- and δ-independent constant.
We start by approximating the evolution T∗,p(ζ, y; λ, ε) of system (7.8) for λ ∈ Γ. Define
$1(λ, ε) =
√
λ
m(ε)2
(1 − iα) + µ (ε),
$2(λ, ε) =
√
λ
m(ε)2
(1 + iα) + µ (ε).
Fix ϑ ∈ [0, 2pi] and let λ = δ−1/3M(ε)3eiϑ ∈ Γ. Using (9.21), (9.22) and (9.23) we obtain the
expansions ∣∣∣∣∣∣$1(λ, ε) − M(ε)
(
i +
δ−1/3M(ε)
2
ei(ϑ−
pi
2 )(1 − iα)
)∣∣∣∣∣∣ ≤ CM(ε)2,∣∣∣∣∣∣$2(λ, ε) − M(ε)
(
−i + δ
−1/3M(ε)
2
ei(ϑ+
pi
2 )(1 + iα)
)∣∣∣∣∣∣ ≤ CM(ε)2,
(9.82)
provided 0 < ε1  Θ1  δ  1 and 0 ≤ |ε2|  Θ1  δ  1. Directly solving the constant-
coefficient system (7.8) yields
T∗,p(ζ, y; λ, ε) =

cosh ($1(λ, ε)(ζ − y)) 0
0 cosh ($2(λ, ε)(ζ − y))
sinh ($1(λ, ε)(ζ − y))$1(λ, ε) 0
0 sinh ($2(λ, ε)(ζ − y))$2(λ, ε)
. . .
. . .
sinh($1(λ,ε)(ζ−y))
$1(λ,ε)
0
0 sinh($2(λ,ε)(ζ−y))$2(λ,ε)
cosh ($1(λ, ε)(ζ − y)) 0
0 cosh ($2(λ, ε)(ζ − y))
 .
(9.83)
Thus, using Lemma 9.4, (9.22), (9.23) and (9.82), for ζ ∈ [ζtf(ε), 0] we arrive at∥∥∥T∗,p(ζ, 0; λ, ε)∥∥∥ ≤ ∥∥∥T∗,p(ζ, ζtf(ε); λ, ε)∥∥∥ ∥∥∥T∗,p(ζtf(ε), 0; λ, ε)∥∥∥
≤ Cδ−1/3 (1 + |ζ − ζtf(ε)|) e
√‖ε‖+|λ||ζ−ζtf (ε)|,∥∥∥T∗,p(0, ζ; λ, ε)∥∥∥ ≤ ∥∥∥T∗,p(0, ζtf(ε); λ, ε)∥∥∥ ∥∥∥T∗,p(ζtf(ε), ζ; λ, ε)∥∥∥
≤ Cδ−1/3 (1 + |ζ − ζtf(ε)|) e
√‖ε‖+|λ||ζ−ζtf (ε)|.
(9.84)
Next, we fix λ ∈ Γ and approximate Tˆ−(0; λ, ε). Recall from §7.3.2 that, under the coordinate
chart c, the matrix Tˆ−(ζ; λ, ε) ∈ C2×2 represents the subspace W−(ζ; λ, ε) ∈ Gr(2,C4) of solutions
to (7.7). As in the proof of Proposition 9.10, we denote B∗,p(ζ; ε) = A∗(ζ; λ, ε) − A∗,−(λ, ε). The
variation of constants formula
Z(ζ; λ, ε) = T∗,p(ζ, 0; λ, ε)
(
I2
T˜−(0; λ, ε)
)
+
∫ ζ
ζtf (ε)
T∗,p(ζ, y; λ, ε)B∗,p(y; ε)Z(y; λ, ε)dy, (9.85)
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yields a matrix solution Z(ζ; λ, ε) ∈ C4×2 to (7.7), which spans the subspace W−(ζ; λ, ε) for
each ζ ∈ R. Indeed, Z(ζtf(ε); λ, ε) spans the subspace which is represented by T˜−(ζtf(ε); λ, ε) =
Tˆ−(ζtf(ε); λ, ε) ∈ C2×2 under the chart c
By (9.85), we find that Zˆ(ζ; λ, ε) := T∗,p(0, ζ; λ, ε)Z(ζ; λ, ε) satisfies
Zˆ(ζ; λ, ε) =
(
I2
T˜−(0; λ, ε)
)
+
∫ ζ
ζtf (ε)
T∗,p(0, y; λ, ε)B∗,p(y; ε)T∗,p(y, 0; λ, ε)Zˆ(y; λ, ε)dy. (9.86)
By estimate (9.45) from the proof of Proposition 9.10 and (9.84) the linear operator Gλ,ε given by(
Gλ,εZˆ
)
(ζ) =
∫ ζ
ζtf (ε)
T∗,p(0, y; λ, ε)B∗,p(y; ε)T∗,p(y, 0; λ, ε)Zˆ(y)dy,
on C([ζtf(ε), 0],C4×2) has norm ‖Gλ,ε‖ ≤ Cδ1/3. Upon taking δ > 0 sufficiently small (but inde-
pendent of λ and ε), I − Gλ,ε is invertible on C([ζtf(ε), 0],C4×2) and
Zˆ(ζ; λ, ε) =
[
(I − Gλ,ε)−1
(
I2
T˜−(0; λ, ε)
)]
(ζ),
is the solution to (9.86). With the aid of Proposition 9.9, we approximate∥∥∥∥∥∥Zˆ(ζ; λ, ε) −
(
I2
T˜−(0; λ, ε)
)∥∥∥∥∥∥ ≤ ‖Gλ,ε‖ ∥∥∥(I − Gλ,ε)−1∥∥∥
∥∥∥∥∥∥
(
I2
T˜−(0; λ, ε)
)∥∥∥∥∥∥ ≤ Cδ1/3.
Hence, as Zˆ(0; λ, ε) = Z(0; λ, ε), we establish∥∥∥∥∥∥Z(0; λ, ε) −
(
I2
T˜−(0; λ, ε)
)∥∥∥∥∥∥ ≤ Cδ1/3. (9.87)
Upon denotingZ(0; λ, ε) = (Z1(λ, ε),Z2(λ, ε)), we approximate using Proposition 9.9 and (9.87):∥∥∥Tˆ−(0; λ, ε) − T˜−(0; λ, ε)∥∥∥ = ∥∥∥Z2Z−11 − T˜−∥∥∥ ≤ ∥∥∥Tˆ−∥∥∥ ‖I2 −Z1‖ + ‖Z2 − T˜−‖
≤
(∥∥∥Tˆ− − T˜−∥∥∥ + ‖T˜−‖) ‖I2 −Z1‖ + ‖Z2 − T˜−‖
≤ C
(∥∥∥Tˆ− − T˜−∥∥∥ + δ1/4) δ1/3 + Cδ1/3,
where we suppress the arguments on the right hand side. Hence, we conclude∥∥∥Tˆ−(0; λ, ε) − T˜−(0; λ, ε)∥∥∥ ≤ Cδ1/3, ∥∥∥Tˆ−(0; λ, ε)∥∥∥ ≤ Cδ1/4, (9.88)
using Proposition 9.9.
All in all, (9.15) and (9.16) in Lemma 9.6 and (9.88) yield∣∣∣∣Eε(λ) − 2 √1 + α2∣∣∣∣ ≤ Cδ1/4 < 2 √1 + α2, for λ ∈ Γ,
provided 0 < ε1  Θ1  δ  1 and 0 ≤ |ε2|  Θ1  δ  1. Hence, applying Rouche´’s
Theorem on the contour Γ yield that Eε(Γ) has winding number 0 and, thus, the meromorphic
function Eε possesses an equal number of zeros and poles in the interior of Γ. 
Hence, Lemma 9.16 shows that the Riccati-Evans function Eε has an equal number of zeros
and poles in the interior of the contour Γ. Thus, to find its number of zeros, we can compute the
number of poles of Eε in the interior of Γ. Our plan is to use the formula (2.4) in Proposition 2.3
to write the Riccati-Evans function Eε as a quotient of two analytic functions. Then, by applying
Rouche´’s theorem, we determine the number of zeros of the denominator in the interior of Γ,
which then provides us an upper bound of the number of poles of Eε. An additional outcome of
the upcoming analysis is that we can approximate the Riccati-Evans function at Γ ∩ R>0, which is
useful for the parity argument. All in all, we obtain the following result.
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Lemma 9.17. Provided 0 < ε1  Θ1  δ  1 and 0 ≤ |ε2|  Θ1  δ  1, Eε has at most
two poles (including multiplicity) in the interior of the simple contour Γ, given by (9.81). If Eε has
precisely two poles within Γ, then the zeros of det(Xˆ−(0; ·, ε)) and the poles of Eε in the interior of
Γ coincide (including multiplicity), where Xˆ−(ζ; λ, ε) ∈ C2×2 is defined in §9.5 by (9.17). Finally,
it holds ∣∣∣∣Eε (δ−1/3M(ε)3) − 2 √1 + α2∣∣∣∣ ≤ C| log(δ)|−2, (9.89)
and ∣∣∣∣∣∣det (Xˆ− (0; δ−1/3M(ε)3, ε)) − pi24 δ−2/3zˆ∗(ζδ)2 (1 + α2)
∣∣∣∣∣∣ ≤ Cδ−2/3| log(δ)|−3. (9.90)
where C > 1 is an ε- and δ-independent constant and M(ε) is defined in (9.20).
Proof. In this proof C > 1 denotes any ε-, λ- and δ-independent constant.
Recall from §7.3.2 that the matrix solution(
Xˆ−(ζ; λ, ε)
Yˆ−(ζ; λ, ε)
)
∈ C4×2, with
(
Xˆ−(ζtf(ε); λ, ε)
Yˆ−(ζtf(ε); λ, ε)
)
=
(
I2
Tˆ−(ζtf(ε); λ, ε)
)
,
to system (7.7) spans the relevant subspace W−(ζ; λ, ε), which is represented by Tˆ−(ζ; λ, ε) =
Yˆ−(ζ; λ, ε)Xˆ−(ζ; λ, ε)−1, and is analytic in λ ∈ R1(Θ1), because the coefficient matrix of (7.7)
depends analytically on λ and the meromorphic function Tˆ−(ζtf(ε); ·, ε) has no poles on R1(Θ1)
by (9.14) in Lemma 9.6. Thus, using (9.15) and (9.16) in Lemma 9.6, a pole of the Riccati-Evans
function
Eε(λ) = det
(
Tˆ+(0; λ, ε) − Tˆ−(0; λ, ε)
)
=
det
(
Tˆ+(0; λ, ε)Xˆ−(0; λ, ε) − Yˆ−(0; λ, ε)
)
det(Xˆ−(0; λ, ε))
,
of multiplicity n at some λ = λp yields a zero of det(Xˆ−(0; λ, ε)) at some point λ = λp ∈ R1(Θ1) of
multiplicity ≥ n. Note that, due to possible zero-pole cancellation, a zero of det(Xˆ−(0; ·, ε)) does
not necessarily yield a pole of Eε.
Our plan is to approximate det(Xˆ−(0; λ, ε)) for λ ∈ Γ by an analytic function with a known
number of zeros and find its number of zeros within the contour Γ using Rouche´’s theorem. There-
fore, we consider the matrix solution(
Xˆ0(ζ; λ, ε)
Yˆ0(ζ; λ, ε)
)
∈ C4×2, with
(
Xˆ0(ζtf(ε); λ, ε)
Yˆ0(ζtf(ε); λ, ε)
)
=
(
I2
Td,−(ζtf(ε); λ, ε)
)
,
to system (7.8), which spans the 2-dimensional subspace represented by the solution Td,−(ζ; λ, ε),
defined in Proposition 9.7, to (9.13) under the coordinate chart c. Because the coefficient matrix
of (7.8) depends analytically on λ and Td,−(ζtf(ε); λ, ε) = diag (zˆ∗(ζδ), zˆ∗(ζδ)) is independent of λ,
we find that Xˆ0(0; ·, ε) and Yˆ0(0; ·, ε) are analytic on R1(Θ1). Consequently, the quotient
Yˆ0(ζ; λ, ε)Xˆ0(ζ; λ, ε)−1 = Td,−(ζ; λ, ε) = diag (t−(ζ; λ, ε), s−(ζ; λ, ε)) , (9.91)
is meromorphic.
It follows immediately by the diagonal structure of system (7.8) that Xˆ0(ζ; λ, ε) and Yˆ0(ζ; λ, ε)
are diagonal matrices for each ζ ∈ R. Consequently, the upper (or lower) diagonal elements of
Xˆ0(0; λ, ε) and Yˆ0(0; λ, ε) cannot vanish for the same λ ∈ R1(Θ1) as this would imply that the
subspace spanned by
(
Xˆ0, Yˆ0
)
(ζ; λ, ε) is no longer 2-dimensional. So, (9.91) yields that the poles
of t−(0; ·, ε)s−(0; ·, ε) in R1(Θ1) coincide with the zeros of det(Xˆ0(0; ·, ε)), including multiplicity.
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We obtained in Proposition 9.7 that the number of poles of t−(0; ·, ε) and of s−(0; ·, ε) in
D1(ε) = D−1(ε) is one (including multiplicity). We conclude that det(Xˆ0(0; ·, ε)) has precisely two
zeros in D1(ε), including multiplicity. In addition, (9.27) in Proposition 9.7 shows that t−(0; ·, ε)−1
and s−(0, ·, ε)−1 have no zeros in R1(Θ1) outside of the disks D j(ε), j ∈ Z \ {0}. Thus, also
det(Xˆ0(0; ·, ε)) admits no zeros in R1(Θ1) outside of the disks D j(ε), j ∈ Z \ {0}. By (9.25) in
Proposition 9.7, the contour Γ contains the disk D1(ε) = D−1(ε), but none of the other disks
D j(ε), j ∈ Z \ {0,±1}, we establish that det(Xˆ0(0; ·, ε)) has precisely two zeros in the interior of Γ,
including multiplicity.
All that remains is to approximate det(Xˆ−(0; λ, ε)) by det(Xˆ0(0; λ, ε)) for λ ∈ Γ and apply
Rouche´’s theorem. The explicit expression (9.83) of the evolution of (7.8), obtained in the proof
of Lemma 9.16, yields that
(
Xˆ0
Yˆ0
)
(0; λ, ε) is given by
cosh ($1(λ, ε)ζtf(ε)) − sinh($1(λ,ε)ζtf (ε))zˆ∗(ζδ)$1(λ,ε)
0
cosh ($1(λ, ε)ζtf(ε)) zˆ∗(ζδ) − sinh($1(λ, ε)ζtf(ε))$1(λ, ε)
0
. . .
. . .
0
cosh ($2(λ, ε)ζtf(ε)) − sinh($2(λ,ε)ζtf (ε))zˆ∗(ζδ)$2(λ,ε)
0
cosh ($2(λ, ε)ζtf(ε)) zˆ∗(ζδ) − sinh($2(λ, ε)ζtf(ε))$2(λ, ε)
 .
So, using (4.8) in Proposition 4.2, (9.22), (9.23) and the estimate (9.82), obtained in the proof of
Lemma 9.16, we establish∥∥∥∥∥∥Xˆ0(0; λ, ε) − pi2δ−1/3eiθzˆ∗(ζδ)
(
(1 − iα) 0
0 (1 + iα)
)∥∥∥∥∥∥ ≤ C,∥∥∥∥∥∥Yˆ0(0; λ, ε) + zˆ∗(ζδ)
(
1 0
0 1
)∥∥∥∥∥∥ ≤ CM(ε),
(9.92)
and therefore we arrive at∣∣∣∣∣∣det(Xˆ0(0; λ, ε)) − pi24 δ−2/3e2iϑzˆ∗(ζδ)2 (1 + α2)
∣∣∣∣∣∣ ≤ Cδ−1/3,∣∣∣det(Yˆ0(0; λ, ε)) − zˆ∗(ζδ)2∣∣∣ ≤ CM(ε), (9.93)
for λ = δ−1/3M(ε)3eiϑ ∈ Γ.
Next, we approximate det(Xˆ−(0; λ, ε)) by det(Xˆ0(0; λ, ε)). By (9.17) and the variation of con-
stants formula we have(
Xˆ−(ζ; λ, ε)
Yˆ−(ζ; λ, ε)
)
= T∗,p(ζ, ζtf(ε); λ, ε)
(
I2
Tˆ−(ζtf(ε); λ, ε)
)
+
∫ ζ
ζtf (ε)
T∗,p(ζ, y; λ, ε)B∗,p(y; ε)
(
Xˆ−(y; λ, ε)
Yˆ−(y; λ, ε)
)
dy,
where we denote B∗,p(ζ; ε) = A∗(ζ; λ, ε)−A∗,−(λ, ε) as in the proof of Proposition 9.10. Therefore,
U(ζ; λ, ε) := T∗,p(ζtf(ε), ζ; λ, ε)
(
Xˆ−(ζ; λ, ε)
Yˆ−(ζ; λ, ε)
)
,
solves
U(ζ; λ, ε) =
(
I2
Tˆ−(ζtf(ε); λ, ε)
)
+
∫ ζ
ζtf (ε)
T∗,p(ζtf(ε), y; λ, ε)B∗,p(y; ε)T∗,p(y, ζtf(ε); λ, ε)U(y; λ, ε)dy.
(9.94)
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By estimate (9.45) from the proof of Proposition 9.10 and Lemma 9.4 the linear operator Fλ,ε
given by
(
Fλ,εU) (ζ) = ∫ ζ
ζtf (ε)
T∗,p(ζtf(ε), y; λ, ε)B∗,p(y; ε)T∗,p(y, ζtf(ε); λ, ε)U(y)dy,
on C([ζtf(ε), 0],C4×2) has norm ‖Fλ,ε‖ ≤ Cδ. Upon taking δ > 0 sufficiently small (but indepen-
dent of ε and λ), I − Fλ,ε is invertible on C([ζtf(ε), 0],C4×2) and
U(ζ; λ, ε) =
[
(I − Fλ,ε)−1
(
I2
Tˆ−(ζtf(ε); λ, ε)
)]
(ζ),
is the solution to (9.94) satisfying∥∥∥∥∥∥U(ζ; λ, ε) −
(
I2
Tˆ−(ζtf(ε); λ, ε)
)∥∥∥∥∥∥ ≤ ‖Fλ,ε‖‖(I − Fλ,ε)−1‖
∥∥∥∥∥∥
(
I2
Tˆ−(ζtf(ε); λ, ε)
)∥∥∥∥∥∥ ≤ Cδ,
for ζ ∈ [ζtf , 0], where we used (4.8) from Proposition 4.2 and (9.14) from Lemma 9.6. So, combin-
ing the latter with (9.14) from Lemma 9.6 and identity (9.84), obtained in the proof of Lemma 9.16,
yields∥∥∥∥∥∥
(
Xˆ−(0; λ, ε)
Yˆ−(0; λ, ε)
)
−
(
Xˆ0(0; λ, ε)
Yˆ0(0; λ, ε)
)∥∥∥∥∥∥ =
∥∥∥∥∥∥T∗,p(0, ζtf(ε); λ, ε)
(
U(0; λ, ε) −
(
I2
Td,−(ζtf(ε); λ, ε)
))∥∥∥∥∥∥
≤ ∥∥∥T∗,p(0, ζtf(ε); λ, ε)∥∥∥ (∥∥∥∥∥∥U(0; λ, ε) −
(
I2
Tˆ−(ζtf(ε); λ, ε)
)∥∥∥∥∥∥
+
∥∥∥Td,−(ζtf(ε); λ, ε) − Tˆ−(ζtf(ε); λ, ε)∥∥∥)
≤ Cδ−1/3| log(δ)|−2,
(9.95)
for λ ∈ Γ. Thus, using (4.8) from Proposition 4.2, (9.92), (9.93) and (9.95), we obtain
| det(Xˆ−(0; λ, ε)) − det(Xˆ0(0; λ, ε))| ≤ Cδ−2/3| log(δ)|−3 < | det(Xˆ0(ζtf(ε); λ, ε))|, (9.96)
for λ ∈ Γ, provided 0 < ε1  Θ1  δ  1 and 0 ≤ |ε2|  Θ1  δ  1. Hence, by Rouche´’s
theorem the numbers of zeros within the contour Γ of the analytic functions det(Xˆ−(0; ·, ε)) and
det(Xˆ0(0; ·, ε)) coincide (including multiplicity).
We conclude that det(Xˆ−(0; ·, ε)) has precisely two zeros in the interior of Γ and, therefore, the
Riccati-Evans function Eε has at most two poles (including multiplicity) inside of Γ.
Finally, by combining (4.8) in Proposition 4.2, (9.93) and (9.96) we establish (9.90). On the
other hand, with the aid of (9.92), (9.93), (9.95) and (9.96) we obtain
∣∣∣∣det (Tˆ− (0; δ−1/3M(ε)3, ε))∣∣∣∣ =
∣∣∣∣∣∣∣∣
det
(
Yˆ−
(
0; δ−1/3M(ε)3, ε
))
det
(
Xˆ−
(
0; δ−1/3M(ε)3, ε
))
∣∣∣∣∣∣∣∣ ≤ C| log(δ)|−2,
provided 0 < ε1  Θ1  δ  1 and 0 ≤ |ε2|  Θ1  δ  1. Thus, (9.15) and (9.16) in
Lemma 9.6 yield (9.89). 
9.9 Restriction to the real line
We prove that the Riccati-Evans function Eε(λ) is real for real λ ∈ Ω \ Sε by exploiting that (7.7)
obeys a conjugation symmetry for real λ ∈ R ∩Ω \ Sε.
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Proposition 9.18. Provided 0 < ε1  Θ1  δ  1 and 0 ≤ |ε2|  Θ1  δ  1, it holds
Eε(λ) ∈ R for λ ∈ R ∩ Ω \ Sε. In addition, det(Xˆ−(ζ; λ, ε)) is real for ζ ∈ R and λ ∈ R ∩ R1(Θ1),
where Xˆ−(ζ; λ, ε) ∈ C2×2 is defined in §9.5 by (9.17).
Proof. First, note that by conjugation symmetry, that if φˆ(ζ) is a solution to (7.7) for λ ∈ R, then
so is φˆ2(ζ) = S 4φˆ(ζ) with
S 4 :=
(
S 2 0
0 S 2
)
, S 2 :=
(
0 1
1 0
)
.
Let λ ∈ R ∩ R2(θ2,Θ1,Θ2). Consider the vector φ−r (λ) := (1, 0,
√
λ(1 − iα), 0). System (7.7)
admits, by Proposition 8.2, an exponential dichotomy on (−∞, 0] with projections P∗,l(ζ; λ, ε).
By (8.1) and Lemma 8.3, ψ−r (λ, ε) := (I4 − P∗,l(0; λ, ε))φ−r (λ) lies in W−(0; λ, ε) = ker(P∗,l(0; λ, ε))
and satisfies
‖ψ−r (λ, ε) − φ−r (λ)‖ ≤ Cδ‖ε‖τ, λ ∈ R2, (9.97)
for some δ-, ε- and λ-independent constant τ > 0 and some constant Cδ > 1, which depends on
δ only. Solutions φˆ(ζ) to (7.7) are bounded as ζ → −∞ if and only if φˆ(0) ∈ W−(0; λ, ε). Thus,
the solution φˆ(ζ) to (7.7) with initial condition φˆ(0) = ψ−r (λ, ε) is bounded as ζ → −∞. By the
conjugation symmetry of (7.7), φˆ2(ζ) = S 4φˆ(ζ) is also a bounded solution to (7.7) as ζ → −∞.
Consequently, it holds S 4ψ−r (λ, ε) ∈ W−(0; λ, ε) and, by (9.97), Φ˜(λ, ε) :=
(
ψ−r (λ, ε) | S 4ψ−r (λ, ε)
)
forms a basis of W−(0; λ, ε) satisfying
Φ˜(λ, ε) = S 4Φ˜(λ, ε)S 2,
Thus, since Tˆ−(0; λ, ε) is independent on the choice of basis of W−(0; λ, ε), we establish
Tˆ−(0; λ, ε) = S 2Tˆ−(0; λ, ε)S 2.
Analogously, one obtains
Tˆ+(0; λ, ε) = S 2Tˆ+(0; λ, ε)S 2,
using Proposition 8.2 instead.
It follows the Riccati-Evans function Eε is real on R ∩ R2(θ2,Θ1,Θ2) \ Sε. Since Ω \ Sε is a
connected set containing R ∩ R2(θ2,Θ1,Θ2) \ Sε, we conclude Eε is real on R ∩Ω \ Sε.
By (9.17), it holds Yˆ−(ζtf(ε); λ, ε) = Tˆ−(ζtf(ε); λ, ε) for all λ ∈ R1(Θ1)∩R. Thus, there exists a
solution φˆ(ζ; λ, ε) to (7.7) such that(
Xˆ−(ζ; λ, ε)
Yˆ−(ζ; λ, ε)
)
=
(
φˆ(ζ; λ, ε) | S 4φˆ(ζ; λ, ε)
)
,
for λ ∈ R ∩ R1 and ζ ∈ R. We arrive at Xˆ−(ζ; λ, ε) = S 2Xˆ−(ζ; λ, ε)S 2, implying det(Xˆ−(ζ; λ, ε)) =
det(Xˆ−(ζ; λ, ε), and thus det(Xˆ−(ζ; λ, ε)) is real for ζ ∈ R and λ ∈ R ∩ R1(Θ1). 
9.10 Parity argument
Consider the contour Γ defined by (9.81). By estimate (9.25) in Proposition 9.7, the contour Γ
encloses the disk D1(ε) = D−1(ε), but none of the other disks D j(ε), j ∈ Z \ {0,±1}. We derived in
Lemma 9.16 that the number of zeros of Eε in the interior of Γ equals its number of poles within Γ
(including multiplicity). In addition, by Lemma 9.17, Eε has at most two poles, and thus at most
two zeros, in the interior of Γ (including multiplicity). We derived in §9.7 that λ = 0 is a simple
zero of Eε, which lies inside Γ. The following parity argument shows that, if a second zero of Eε
exists in Γ, it must be real and negative.
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Theorem 9.19. Provided 0 < ε1  Θ1  δ  1 and 0 ≤ |ε2|  Θ1  δ  1, the Riccati-Evans
function Eε has at most two zeros in the interior of the contour Γ, given by (9.81). One of these
zeros is the simple root λ = 0. If a second zero of Eε exists, it must be real and negative.
Proof. We derived in §9.7 that λ = 0 is a zero of Eε. By Theorem 9.15 it holds E′ε(0) > 0. Hence,
if Eε only contains one zero in the interior of Γ, we are done.
Now, assume this is not the case. Then, Eε possesses a second simple zero λε , 0 in the
interior of Γ. By Lemmas 9.16 and 9.17, Eε possesses precisely two poles and two zeros (includ-
ing multiplicity) inside Γ, and the zeros of det(Xˆ−(0; ·, ε)) and the poles of Eε inside Γ coincide
(including multiplicity), where we recall Xˆ−(ζ; λ, ε) ∈ C2×2 is defined in §9.5 by (9.17).
We established in Proposition 9.18 that both Eε(λ) and det(Xˆ−(0; λ, ε)) are real for real λ ∈
R ∩ R1(Θ1) \ Sε. Therefore, λε must be real. In addition, note that Γ ∩ R>0 = {δ−1/3M(ε)3}. So,
by (9.89) in Lemma 9.17, we must have Eε(δ−1/3M(ε)3) > 0.
Assume now λε > 0. Then, since Eε has two poles within Γ and it holds E′ε(0) > 0 and
Eε(δ−1/3M(ε)3) > 0, it follows that Eε has precisely one positive real pole within Γ, which must
be simple. Hence, det(Xˆ−(0; ·, ε)) has precisely one positive real zero inside the contour Γ, which
must be simple.
Since det(Xˆ−(0; ·, ε)) has precisely one positive real zero inside the contour Γ, det(Xˆ−(0; 0, ε))
and det(Xˆ−(0; δ−1/3M(ε)3, ε)) must have opposite signs. On the one hand, by (9.90) in Lemma 9.17
we establish det(Xˆ−(0; δ−1/3M(ε)3, ε)) > 0. On the other hand, by Lemma 9.5, the solution(
Xˆ−
Yˆ−
)
(ζ; 0, ε) spans the subspace W−(ζ; 0, ε) = ker(P∗,l(ζ; 0, ε)). So, by Lemma 9.5, estimate (9.5)
in Proposition 9.2 and (9.17), we have(
Xˆ−(ζ; 0, ε)
Yˆ−(ζ; 0, ε)
)
=
(
φˆ0(ζ; ε) | φˆ−(ζ; ε)
)
·
[
(I2 | 02) ·
(
φˆ0(ζtf(ε); ε) | φˆ−(ζtf(ε); ε)
)]−1
.
Thus, we establish
det(Xˆ−(0; 0, ε)) = det
 β(0; ε) β(0; ε)
(
zˆtf(0; ε) − 1 + 12ε1
)
−β(0; ε) β(0; ε)
(
zˆtf(0; ε) − 1 + 12ε1
) · det ( 1 zˆtf(ζtf(ε); ε) − 1 + 12ε1−1 zˆtf(ζtf(ε); ε) − 1 + 12ε1
)−1
=
|β(0; ε)|2 (2Re(zˆtf(0; ε)) − 2 + ε1)
2Re(zˆtf(ζtf(ε); ε)) − 2 + ε1 .
Thus, by (4.12), (4.8) and (4.10) in Proposition 4.2 and estimate (4.13) in Proposition 4.3, we
conclude det(Xˆ−(0; 0, ε)) > 0 for 0 < ε1  δ  1 and 0 ≤ |ε2|  δ  1. So, det(Xˆ−(0; 0, ε)) and
det(Xˆ−(0; δ−1/3M(ε)3, ε)) are both positive and do not have opposite signs. We have arrived at a
contradiction. Therefore, our assumption that the real zero λε of Eε is positive, was false, which
concludes the proof. 
Hence, Theorems 9.12 and 9.19 yield that the region R1(Θ1) has no point spectrum of positive
real part, except for the simple eigenvalue λ = 0 residing at the origin.
Corollary 9.20. Provided 0 < ε1  Θ1  δ  1 and 0 ≤ |ε2|  Θ1  δ  1, the operator Lˆtf ,
posed on L2κˆ−,κˆ+(R,C
2), has no point spectrum in R1(Θ1)∩ {λ ∈ C : Re(λ) ≥ 0}, except for a simple
eigenvalue at λ = 0.
Proof. By estimate (9.25) in Proposition 9.7, the simple contour Γ, defined in (9.81), encloses the
disk D1(ε) = D−1(ε) in its interior, but none of the other disks D j(ε), j ∈ Z \ {0,±1}. The result
now follows by combining Proposition 2.3 and Theorems 9.12 and 9.19. 
10 Proof of Theorem 1.2
The proof of Theorem 1.2 follows, as outlined in §5, from the proof of Theorem 5.1, which is a
direct result of Theorems 6.1, 7.1 and 8.4 and Corollary 9.20. 
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11 Numerical results and discussion
11.1 Numerical results and evidence
Figures 8 and 9 give the results of numerical computation of the spectrum of Ltf posed on a finite,
but large spatial domain, ξ ∈ [−500, 500]. We took the numerically continued front solution Ψtf
depicted in Figure 2 (obtained using AUTO07p [13], see [24] for more detail), interpolated onto
a uniform grid, and discretized Ltf with fourth-order finite differences, Neumann boundary con-
ditions, and step-size dξ = 0.05. The linearization was also conjugated with exponential weights
to precondition the resulting discretized operator, aiding in the convergence of the eigenvalue al-
gorithms employed. Both the “eigs” and “eig” functions of MATLAB2019b were used to locate
eigenvalues of the discretized operator1.
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Figure 8: Equation (1.12) with parameters: α = −0.1, γ = −0.2; note clin ≈ 2.01; (top left): Numerical
plot of the point spectrum of Ltf (black dots) with absolute spectrum Σ0,abs ∪ Σ0,abs (blue lines), light-
blue dot gives the time-translation zero eigenvalue, orange x denotes O(∆c3/2)-eigenvalue, inset zooms into
region near origin, with blue x’s denoting branch points of Σ0,abs∪Σ0,abs; (top right): Real part of the 20 least
negative eigenvalues for 0  c < clin, all curves are asymptotically linear except for theO(∆c3/2)-eigenvalue
in orange, inset zooms in for speeds c even closer to clin; (bottom left): Plot confirming leading-order linear
dependence of eigenvalues lying outside of D1(ε) as clin − c ↘ 0, (bottom right): Numerical evidence of
O((∆c)3/2)-dependence and stability of non-zero mode in D±1(ε).
The lower left panel in Figure 8 confirms the O(∆c)-dependence of the (real part of the) eigen-
values lying outside of the disk D1(ε). Moreover, while our rigorous spectral stability result does
not determine whether one or two eigenvalues lie inside of D1(ε), the numerics strongly suggest
that the latter case is indeed true. In both of the top right and bottom right plots of Figure 8 as
well as the top two panels in Figure 9, the second eigenvalue accumulates onto the origin with rate
1The repository https://github.com/ryan-goh/cgl_stability contains a set of MATLAB and AUTO07p
codes used to create the numerical results and figures in §11
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O(ε31) = O(∆c3/2), consistent with our rigorous results (i.e. the radius of D1(ε)). Heuristically, one
can make sense of this interfacial eigenvalue as an approximate spatial translation, or Goldstone
mode. Here of course the heterogeneity at ξ = 0 precludes such a mode, but as ε1 ↘ 0, we
found that the associated eigenfunction, being localized near the front interface at ξ = ξtf , which
moves farther and farther away ξ = 0 as c ↗ clin, approximately resembles the spatial derivative
of the front, and hence an approximate translational mode. We note that similar behavior can
be observed for the standard Fitzhugh-Nagume pulse with a small “critical” eigenvalue resem-
bling an approximate spatial derivative of the Nagumo pulse along the back, see [9] for numerical
computations.
While we focused our rigorous efforts in the regime 0  c < clin, α ∼ γ, where the existence
results of [24] hold, our numerical continuation and spectral computations indicate that pattern-
forming fronts continue to exist and are in fact spectrally stable for 0 < clin − c = O(1) and
γ − α = O(1) as long as the asymptotic periodic pattern is still diffusively stable. Furthermore,
eigenvalues still accumulate onto the branch points (λbr, λbr as ∆c ↘ 0 with rate O(∆c), and one
negative real eigenvalue approaches the origin with faster rate O((∆c)3/2); see Figure 9. Figure 9
also depicts the spectrum found for a range of speeds c. Here we note that, since our numerical
approach uses separated Neumann boundary conditions, much of the numerical spectrum of the
bounded domain approximation lies near the absolute spectrum of the stable asymptotic states of
the pattern-forming front, cf. [48].
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Figure 9: Equation (1.12) with parameters: α = −0.1, γ = −0.9; (top): Plot of real parts of eigenvalues
which are least negative, for speeds c ∈ [0, clin] (left) and 0  c < clin (right). The zero eigenvalue
is denoted by the horizontal blue line on top, the O((∆c)3/2)-eigenvalue is depicted in orange, and the
other O(∆c)-eigenvalues converge linearly to 0 near the right-hand side of the plot; (bottom row): Plots of
eigenvalues for four quenching speeds c with the absolute spectrum Σ0,abs ∪ Σ0,abs of the plateau state (blue
lines), all other spectra not depicted was found to be contained in the open left-half plane bounded away
from the imaginary axis.
11.2 Stability of quenched pushed fronts
We compare our findings in the supercritical cGL equation (1.1) with numerical results for the
spectral stability and instability of quenched fronts in the cGL equation with a subcritical, cubic-
quintic nonlinearity,
At = (1 + iα)Axx + χ(x − ct)A + (ρ + iγ)A|A|2 − (1 + iβ)A|A|4, ρ > 1, (11.1)
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having dispersion parameters α, γ, β ∈ R. For χ ≡ 1 it is known that patterned fronts invade the
unstable state A ≡ 0 at a speed cp greater than the linear spreading speed clin = 2
√
1 + α2. Since
the strong nonlinear growth behind the front interface dictates the invasion process, such fronts
are known as pushed fronts, [46, 59]. It was shown in [26] that for a quenching inhomogeneity,
χ(ξ) = −sign(ξ), traveling at speeds c close to cp, the equation (11.1) has pattern-forming front
solutions. Here the interaction of the heterogeneity with the strongly decaying oscillatory tail of
the front interface induces a multi-valued and non-monotonic wavenumber selection curve (c, ω) =
(c(ξtf), ωtf(ξtf)), parameterized by the front interface distance, which takes the form of a deformed
logarithmic spiral limiting on the free invasion parameters (cp, ωp). The spirally nature of this
curve indicates existence of multiple fronts for a single quenching speed c, and hence hysteretic
front dynamics. Furthermore, this oscillatory tail interaction is reminiscent of “collapsed snaking”
phenomenon in localized pattern-formation [57]. The left plots of Figure 10, which are results of
numerical continuation of the front solution, depict the wavenumber selection curve as well as the
relationship of the front interface location and quenching speed c.
The right plot of Figure 10 depicts the results of numerical eigenvalue computations of the
linearization about front solutions to (11.1). Front solutions were obtained using numerical con-
tinuation as in the pulled case (see [26] for more detail on these computations) and the lineariza-
tion was obtained using the same type of perturbation used to derive Ltf in the pulled case above
in §11.1. Parameters α, γ, ρ, β were chosen such that the asymptotic periodic pattern is diffusively
stable as a solution to (11.1) with χ ≡ 1.
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Figure 10: Equation (11.1) with parameters: α = 0.3, γ = −0.2; ρ = 4, β = 0.4; cp = 2.183, ωp = −2.468,
spatial domain ξ ∈ [−100, 100] (upper left): non-monotonic wavenumber selection curve spiralling into
(cp, ωp); (lower left): plot of the front interface location ξtf against the quenching speed c; (right): results
of eigenvalue computations of discretized linearization with dx = 0.01 and Neumann boundary conditions;
Plot of real parts of right-most eigenvalues for a range of interface values ξtf ∈ (−7, 0) which corresponds
to c-values ranging roughly from 1 to 2.5. We note that the first two eigenvalues are purely real, with one
fixed at 0 and the other oscillating back and forth. The other eigenvalues are bounded away from the imag-
inary axis in the left-half plane. In all plots, the orange and yellow circles denote the first two bifurcation
points. Insets illustrate the oscillatory nature of the wavenumber selection curves and the corresponding
fold-eigenvalue.
Further strengthening the connection to snaking phenomena, we find that as ξtf → −∞, a sin-
gle real eigenvalue controls the stability of the front, oscillating back and forth across the origin
(which once again has an eigenvalue at zero due to the gauge symmetry present in (11.1)), with
bifurcations occurring at the fold points c′(ξtf) = 0 of the wavenumber selection curve; see Fig-
ure 10. We anticipate such changes in stability could be rigorously tracked using an orientation
index calculation similar to those in §9. For such pushed fronts, we anticipate the analysis of the
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Riccati-Evans function to be less delicate due to the fact that we have c > clin which makes the
plateau state A ≡ 0 for ξ ∈ (ξtf , 0) only convectively unstable, not absolutely unstable as is the case
in this paper. This analysis will be the subject of future research.
11.3 Nonlinear stability
Looking outward from our results, a natural next step would be to consider nonlinear stability of
the pattern-forming front solutions studied here. Several approaches have been developed which
could be implemented to obtain nonlinear stability in a suitable sense from the spectral results
established in this paper. First, one could follow the approach of [5, 52]. Posing the system in
a co-moving frame with the quenching speed c, one could use an exponential weight to push
continuous spectrum away from the imaginary axis, and then perform a center-manifold reduction
onto the zero-mode coming from gauge symmetry. The small spectral gap caused by the presence
of the O(ε21) and O(ε31) stable eigenvalues would prohibitively restrict the size of perturbations
considered. To partially alleviate this, one could perform a center-stable manifold reduction onto
the 0-mode and the O(‖ε‖3)-mode, with nearby dynamics foliated by the O(‖ε‖2) directions.
However, to obtain nonlinear stability against perturbations from spaces with translational
invariant norms an alternative approach would have to be adopted. An option would be to use
pointwise methods as developed in [7, 60]. The fronts considered here behave somewhat like
the source defects in [7], where the heterogeneity at ξ = 0 behaves like the source center and
the group velocity of waves points outwards towards ξ = +∞, with L2-spectrum consisting of
a quadratic tangency at the origin and a single embedded eigenvalue at zero. One would hope
to form the resolvent kernel using exponential dichotomies and formulate the temporal Green’s
function with the aid of a contour integral outside the essential spectrum. One would then obtain
pointwise algebraic decay by separating the contribution of the 0-mode in the Green’s function.
Then, setting up a suitable perturbation ansatz, one would aim to characterize the precise pointwise
decay of the perturbation in different regions of spacetime and close a nonlinear iteration scheme,
showing that the perturbed front converges towards a time translate of the original front.
11.4 Stability mechanism in other quenched pattern-forming models and higher
spatial dimensions
As mentioned in the introduction, we expect the phenomena and stability mechanisms observed
here to be prototypical. In particular, we expect that, given any pattern-forming system where pat-
terns are diffusively stable and invade an unstable homogenous state with a fixed speed predicted
by the linear information ahead of the front (i.e. the free invasion front is pulled), then, under
directional quenching with speeds 0  c < clin, the absolute spectrum of the base state governs
both the leading-order behavior of the selected wavenumber of the pattern formed in the wake and
the point spectrum of the linearization about the quenched front in an appropriate exponentially
weighted space. For example, such wavenumber selection dynamics have been observed in other
important models of pattern formation, such as a directionally quenched Swift-Hohenberg model
with supercritical cubic nonlinearity [4, 27]
ut = −(1 + ∂2x)2u + χ(x − ct)u − u3
or the Cahn-Hilliard equation [25]
ut = −∂2x
[
∂2xu + χ(x − ct)u − u3
]
,
and it would be interesting to characterize them for suitable reaction-diffusion models. In such
models, since periodic patterns are generally not relative equilibria under the action of a gauge
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symmetry so temporal dynamics cannot be factored out, pattern-forming front solutions are mod-
ulated traveling waves. This means the associated spatial dynamical system for the nonlinear
existence problem as well as the linearized spectral problem is infinite-dimensional. One would
hope to perform a center-manifold analysis to reduce the eigenvalue problem down to a finite-
dimensional ODE system whose dynamics resemble the system considered in this work. It would
also be interesting to study the spectral stability problem for directionally quenched patterns in
higher spatial dimensions where perturbations can act transversely to the direction of the front in
addition to along it.
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A Exponential dichotomies
Exponential dichotomies enable us to track solutions in linear systems by separating the solution
space in solutions that either decay exponentially in forward time or else in backward time. For an
extensive introduction on exponential dichotomies the reader is referred to [11]. Throughout this
paper, we employ the following standard definition.
Definition A.1. Let n ∈ N0, J ⊂ R an interval and A ∈ C(J,Matn×n(C)). Denote by Φ(x, y) the
evolution operator of
φx = A(x)φ, φ ∈ Cn. (A.1)
Equation (A.1) has an exponential dichotomy on J with constants K, µ > 0 and projections
P(x) : Cn → Cn if for all x, y ∈ J it holds
• P(x)Φ(x, y) = Φ(x, y)P(y);
• ‖Φ(x, y)P(y)‖ ≤ Ke−µ(x−y) for x ≥ y;
• ‖Φ(x, y)(In − P(y))‖ ≤ Ke−µ(y−x) for y ≥ x.
B Properties of the essential spectrum and absolute spectrum
B.1 Essential spectrum
Let k± ∈ R and n ∈ N. The essential spectrum of a second-order operator L, posed on L2k−,k+(R,Cn),
given by
LX = DXξξ + A1(ξ)Xξ + A0(ξ)X,
where D ∈ Cn×n is a positive matrix and A0, A1 : R → Cn×n are piecewise continuous coefficient
functions with well-defined limits Ai,± = limξ→±∞ Ai(ξ), is defined as the set of those λ ∈ C such
that L − λ is not Fredholm of index 0. We shortly collect the necessary results to determine the
essential spectrum. For more background information we refer to [32, 47].
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The essential spectrum of L is determined by the spatial eigenvalues of its limiting operators
L± on L2k−,k+(R,C
n) given by
L±X = DXξξ + A1,±Xξ + A0,±X.
The spatial eigenvalues arise as the roots ν ∈ C of the linear dispersion relations
det
(
Dν2 + A1,±ν + A0,± − λ
)
= 0, (B.1)
which can be ordered by their real parts
Re ν1,±(λ) ≤ . . . ≤ Re ν2n,±(λ),
when counted with multiplicities. The Morse indices i±(λ) equal the number of roots ν of (B.1)
with Re(ν) > k±. One then finds that L − λ is Fredholm if and only if λ lies in the intersection
ρ(L+)∩ρ(L−) of the resolvent sets of L+ and L−. Using the Fourier transform one readily observes
that this is precisely the case if there are no roots ν ∈ C of (B.1) with Re(ν) = k±. In addition, the
Fredholm index of L equals the difference i−(λ) − i+(λ) of the Morse indices.
Thus, the essential spectrum
σess(L) = C \ {λ ∈ ρ(L+) ∩ σ(L−) : i−(λ) = i+(λ)},
is the union of σ(L+) ∪ σ(L−) together with some connected components of ρ(L+) ∩ ρ(L−). The
second-order character of L dictates that the spatial eigenvalues admit the splitting
Re νn,±(λ) < k± < Re νn+1,±(λ). (B.2)
for λ > 0 sufficiently large. Therefore, the right-most connected component of ρ(L+)∩ ρ(L−) does
not lie in the essential spectrum of L and the right-most boundary of the essential spectrum of L is
contained in the set{
λ ∈ C : Re νn,+(λ) = k+ ∨ Re νn+1,+(λ) = k+} ∪ {λ ∈ C : Re νn,−(λ) = k− ∨ Re νn+1,−(λ) = k−} .
(B.3)
B.2 Absolute spectrum
The absolute spectrum of one of the asymptotic operators L± above is defined as the set
Σ±,abs := {λ ∈ C : Re νn,±(λ) = Reνn+1,±(λ)}.
The absolute spectrum of L is then defined as the union Σabs = Σ+,abs ∪ Σ−,abs. Observe that for λ-
values in Σ±,abs, one cannot choose a weight k± to recover the splitting (B.2). Thus, as the set (B.3)
is contained in the essential spectrum, there must be essential spectrum of L lying to the right of
Σabs, no matter the choice of k± ∈ R.
In addition to locating absolute instabilities we remark that the absolute spectrum is also impor-
tant in the approximation of spectra of operators posed on large bounded domains. The work [48]
showed that, when posed on a large bounded domain [−h, h] ⊂ R with separated boundary condi-
tions, all but finitely many points of the spectrum of L (which consists entirely of point spectrum)
accumulate onto the absolute spectrum as h→ +∞.
In the case of the constant-coefficient operator L0 defined in Section 1.1, spatial eigenvalues
are given as roots of the dispersion relation (1.2) and one can thus find curves of absolute spectrum
by solving the following set of equations
0 = d(λ, ν; c), 0 = d(λ, ν + i`; c), ` ∈ R,
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for (λ, ν) in terms of `. One readily finds
νabs(`) = − c2(1 + iα) −
i`
2
, λabs(`) = 1 − c
2
4(1 + iα)
− (1 + iα)`
2
4
.
Here the branch points discussed in Section 1.1 satisfy
λ∗,br(c) = λabs(0) = 1 − c
2
4(1 + iα)
.
We remark that when we detune the linear operator with the change of variables A 7→ eiωtA, this
shifts the location of the absolute spectrum vertically in λ, so that
λabs(`) = 1 − c
2
4(1 + iα)
− (1 + iα)`
2
4
− iω.
B.3 Analysis of spatial eigenvalues
In this appendix we analyze the spatial eigenvalues of the operator Lˆtf , which confirms the claims
made in §6, explains the schematic depicted in Figure 5 and thereby provides a proof of Theo-
rem 6.1.
We will first show that the spatial eigenvalues νi,+(λ, ε), i = 1, . . . , 4 of Lˆtf at +∞ have λ- and
ε-uniform spectral gaps at Re(ν) = 1 + Re
√
2 + 2iα and Re(ν) = 1 + Re
√
2 + 2iα + κ
√
1 + α2 for
all λ ∈ R1 ∪ R2 ∪ R3. Since it holds
lim
ε→(0,0) κˆ+(ε) := 1 + Re
√
2 + 2iα + κ
√
1 + α2, lim
ε→(0,0) κˆ0(ε) = 1 + Re
√
2 + 2iα,
by (3.4), (4.5), (4.12) and (5.1), this proves the splitting (6.7) for λ ∈ R1 ∪ R2 ∪ R3.
Next, we will show for λ ∈ R1 that the spatial eigenvalues νi,−(λ, ε), i = 1, . . . , 4 of Lˆtf at −∞
have a λ- and ε-uniform spectral gap at Re(ν) = −κ√1 + α2. In addition, we will prove that the
curve of λ ∈ R1 such that there is a spatial eigenvalue ν of Lˆtf at −∞ with Re(ν) = 0 lies in the
open left-half plane, except for a parabolic touching with the imaginary axis at the origin. Finally,
we will establish for λ ∈ R2 ∪ R3 that the spatial eigenvalues νi,−(λ, ε) of Lˆtf at −∞ admit λ- and
ε-uniform spectral gaps at Re(ν) = 0 and Re(ν) = −κ√1 + α2. Since it holds
lim
ε→(0,0) κˆ−(ε) = −κ
√
1 + α2,
by (3.4), this proves (6.6) for λ ∈ R2 ∪ R3 and (6.8) for λ ∈ R1. The proof of Theorem 6.1 follows
then as outlined in §6.
Leading-order expressions. The four spatial eigenvalues νi,−(λ, ε) associated with (6.1) arise as
the roots of the linear dispersion relation 6.3. By Theorem 4.1 and by identities (4.4) and (4.12),
we find that νi,−(λ, ε) depend continuously on (λ, ε) and satisfy
ν1/2,−(λ, 0) = −1 −
√
2 + λ ±
√
1 − α2λ2, ν3/4,−(λ, 0) = −1 +
√
2 + λ ±
√
1 − α2λ2.
Similarly, the four spatial eigenvalues νi,+(λ, ε) associated with (6.2), which arise as the roots of
the linear dispersion relation (6.4), also depend continuously on (λ, ε) and satisfy
ν1/2,+(λ, 0) =
√
2 ± 2iα − √(1 ± iα)(2 + λ), ν3/4,+(λ, 0) = √2 ± 2iα + √(1 ± iα)(2 + λ).
67
Analysis of spatial eigenvalues for λ ∈ R3. Provided Θ2 > 1 is sufficiently large and ε1 > 0 and
|ε2| ≥ 0 are sufficiently small, one readily observes that for λ ∈ R3(θ3,Θ2) it holds:∥∥∥∥∥∥ν1/2,·(λ, ε)√|λ| −
√
λ
|λ| (1 ± iα)
∥∥∥∥∥∥ ,
∥∥∥∥∥∥ν3/4,·(λ, ε)√|λ| +
√
λ
|λ| (1 ± iα)
∥∥∥∥∥∥ ≤ C√|λ| .
So, upon taking Θ > 1 sufficiently large and θ3 > 0 sufficiently small, the spatial eigenvalues
νi,+(λ, ε) of (6.2) admit a λ- and ε-uniform spectral gap at Re(ν) = 1 + Re
√
2 + 2iα and Re(ν) =
1 + Re
√
2 + 2iα + κ
√
1 + α2, whereas the spatial eigenvalues νi,−(λ, ε) of (6.1) admit a λ- and
ε-uniform spectral gap at Re(ν) = 0 and Re(ν) = −κ√1 + α2 for λ ∈ R3(θ3,Θ2).
Analysis of spatial eigenvalues at +∞. Recall κ > 0 was fixed such that κ√1 + α2 ∈ (0, 14 ).
Therefore, Re
√
(1 ± iα)(2 + λ) ≤ 1 + κ√1 + α2 implies Re(λ) ≤ − 716 . Hence, provided Θ1, θ2 > 0
sufficiently small, the spatial eigenvalues νi,+(λ, ε) of (6.2) have λ- and ε-uniform spectral gaps at
Re(ν) = 1+Re
√
2 + 2iα and at Re(ν) = 1+Re
√
2 + 2iα+κ
√
1 + α2 for λ ∈ R1(Θ1)∪R2(θ2,Θ1,Θ2).
Analysis of spatial eigenvalues at −∞. At λ = 0 and ε = (0, 0) the spatial eigenvalues of (6.1)
are 0,−2,−1 ± √3. Hence, taking Θ1 > 0 sufficiently small, we may conclude that the spatial
eigenvalues νi,−(λ, ε) of (6.1) admit a λ- and ε-uniform spectral gap at Re(ν) = −κ
√
1 + α2 ∈
(− 14 , 0) for λ ∈ R1(Θ1).
Next, we solve Re(νi,−(λ, ε)) = 0 for λ ∈ R1(Θ1). Let H : C × R × U be given by
H(λ, l, ε) = det

ϑ(il, ε) − λ(1 − iα)
m(ε)2
−(1 + iε2)
(
1 − kˆtf(ε)2
)
−(1 − iε2)
(
1 − kˆtf(ε)2
)
ϑ(−il, ε) − λ(1 + iα)
m(ε)2
 ,
where ϑ is defined as (6.5), and U is a neighborhood of (0, 0) in R2. It holds ∂λH(0, 0, 0) = −4i , 0
and H(0, 0, ε) = 0 for all ε ∈ U. Hence, by the implicit function theorem, we find a neighborhood
V ⊂ R3 of (0, 0, 0) and a locally unique curve λ∗ : V → C satisfying H(λ∗(l, ε), l, ε) = 0 and
λ∗(0, ε) = 0, ∂lλ∗(0, 0, 0) = 2i, ∂llλ∗(0, 0, 0) = −2 + 4α2
for all (l, ε) ∈ V . Since by assumption it holds α2 < 1/2 the curve λ∗(·, ε) intersects, upon making
V smaller if necessary, the closed right-half plane only in the origin as a parabolic curve. Hence,
the set of λ ∈ R1(Θ1) such that there are spatial eigenvalues νi,−(λ, ε) of (6.1) having Re(ν) = 0
does not intersect the closed right-half plane, except at the origin as a parabolic curve.
Finally, we solve Re(νi,−(λ, ε)) = 0 for λ ∈ R2(θ2,Θ1,Θ2). Thus, equating F(λ, l, 0) = 0 yields
two solution continuous curves λ± : R→ C given by
λ±(l) =
−l2 + 2il − 1 ± √−α2l4 + 4iα2l3 + 2α2l2 + 4iα2l + 1
α2 + 1
.
Clearly, for |l| large, the curves lie in the left-half plane. Hence, if for some λ ∈ R2(θ2,Θ1,Θ2)
there is a spatial eigenvalue νi,−(λ, 0) of nonnegative real part, then one of the curves λ±(l) must
intersect the imaginary axis, i.e. there exists l∗, % ∈ R such that λ±(l∗) = i% . Consequently, it holds
H(i%, l∗, 0) = 0. Equating real and imaginary parts of H(i%, l∗, 0) = 0 yields
(%, l∗) = (0, 0) or (%, l∗) =
(
±2
√
−2 + 4α2,±
√
−2 + 4α2
)
.
Since l∗ must be real and α2 < 12 , it must hold (%, l∗) = (0, 0). So, for θ2 > 0 sufficiently small, the
curves λ±(l) do not intersect the region R2(θ2,Θ1,Θ2). Thus, it must hold Re(ν1/2,−(λ, 0)) ≤ −1 <
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−κ√1 + α2 < 0 < Re(ν3/4,−(λ, 0)) for all λ ∈ R2(θ2,Θ1,Θ2). So, by compactness of the region R2,
we conclude that the spatial eigenvalues νi,−(λ, ε) of (6.1) admit a λ- and ε-uniform spectral gap
at Re(ν) = −κ√1 + α2 and Re(ν) = 0 for λ ∈ R2(θ2,Θ1,Θ2).
We also note that since the eigenvalues ν1/2, j(λ, ε) and ν3/4, j(λ, ε) have uniformly separated
real parts in R1 ∪ R2 ∪ R3 for j = ±, the absolute spectrum of the operator Lˆtf is contained in the
open left-half plane bounded away from iR.
References
[1] S. Akamatsu, S. Bottin-Rousseau, and G. Faivre. Experimental evidence for a zigzag bifur-
cation in bulk lamellar eutectic growth. Phys. Rev. Lett., 93:175701, Oct 2004.
[2] I. S. Aranson and L. Kramer. The world of the complex Ginzburg-Landau equation. Rev.
Modern Phys., 74(1):99–143, 2002.
[3] V. I. Arnold. On matrices depending on parameters. Russian Mathematical Surveys,
26(2):29, 1971.
[4] M. Avery, R. Goh, O. Goodloe, A. Milewski, and A. Scheel. Growing stripes, with and
without wrinkles. SIAM Journal on Applied Dynamical Systems, 18(2):1078–1117, 2019.
[5] M. Beck, A. Ghazaryan, and B. Sandstede. Nonlinear convective stability of travelling fronts
near Turing and Hopf instabilities. Journal of Differential Equations, 246(11):4371–4390,
2009.
[6] M. Beck and S. Malham. Computing the Maslov index for large systems. Proceedings of the
American Mathematical Society, 143(5):2159–2173, 2015.
[7] M. Beck, T. T. Nguyen, B. Sandstede, and K. Zumbrun. Nonlinear stability of source defects
in the complex Ginzburg-Landau equation. Nonlinearity, 27(4):739–786, 2014.
[8] P. Carter, B. de Rijk, and B. Sandstede. Stability of traveling pulses with oscillatory tails in
the FitzHugh-Nagumo system. J. Nonlinear Sci., 26(5):1369–1444, 2016.
[9] P. Carter, J. D. M. Rademacher, and B. Sandstede. Pulse replication and accumulation of
eigenvalues. arXiv preprint arXiv:2005.11683, 2020.
[10] P. Collet and J.-P. Eckmann. The stability of modulated fronts. Helv. Phys. Acta, 60(8):969–
991, 1987.
[11] W. A. Coppel. Dichotomies in stability theory, volume 629 of Lecture Notes in Mathematics.
Springer-Verlag, Berlin-New York, 1978.
[12] P. N. Davis, P van Heijster, and R Marangell. Absolute instabilities of travelling wave solu-
tions in a Keller–Segel model. Nonlinearity, 30(11):4029, 2017.
[13] E. J. Doedel, A. R. Champneys, F. Dercole, T. F. Fairgrieve, Y. A. Kuznetsov, B . Oldeman,
R. C. Paffenroth, B. Sandstede, X.J. Wang, and C. H. Zhang. Auto-07p: Continuation and
bifurcation software for ordinary differential equations. 2007.
[14] A. Doelman. Pattern formation in reaction-diffusion systems—an explicit approach. In
Complexity science, pages 129–182. World Sci. Publ., Hackensack, NJ, 2019.
69
[15] J.-P. Eckmann and G. Schneider. Nonlinear stability of bifurcating front solutions for the
Taylor-Couette problem. ZAMM Z. Angew. Math. Mech., 80(11-12):745–753, 2000. Special
issue on the occasion of the 125th anniversary of the birth of Ludwig Prandtl.
[16] J.-P. Eckmann and G. Schneider. Non-linear stability of modulated fronts for the Swift-
Hohenberg equation. Comm. Math. Phys., 225(2):361–397, 2002.
[17] G. Faye and M. Holzer. Asymptotic stability of the critical Fisher-KPP front using pointwise
estimates. Z. Angew. Math. Phys., 70(1):Paper No. 13, 21, 2019.
[18] N. Fenichel. Asymptotic stability with rate conditions. Indiana University Mathematics
Journal, 23(12):1109–1137, 1974.
[19] N. Fenichel. Asymptotic stability with rate conditions, ii. Indiana University Mathematics
Journal, 26(1):81–93, 1977.
[20] N. Fenichel. Geometric singular perturbation theory for ordinary differential equations. Jour-
nal of differential equations, 31(1):53–98, 1979.
[21] E. M. Foard and A. J. Wagner. Survey of morphologies formed in the wake of an enslaved
phase-separation front in two dimensions. Phys. Rev. E, 85:011501, Jan 2012.
[22] Th. Gallay. Local stability of critical fronts in nonlinear parabolic partial differential equa-
tions. Nonlinearity, 7(3):741–764, 1994.
[23] R. Goh, R. Beekie, D. Matthias, J. Nunley, and A. Scheel. Universal wave-number selection
laws in apical growth. Phys. Rev. E, 94:022219, Aug 2016.
[24] R. Goh and A. Scheel. Triggered fronts in the complex Ginzburg Landau equation. J.
Nonlinear Sci., 24(1):117–144, 2014.
[25] R. Goh and A. Scheel. Hopf bifurcation from fronts in the Cahn–Hilliard equation. Archive
for Rational Mechanics and Analysis, 217(3):1219–1263, 2015.
[26] R. Goh and A. Scheel. Pattern formation in the wake of triggered pushed fronts. Nonlinearity,
29(8):2196–2237, 2016.
[27] R. Goh and A. Scheel. Pattern-forming fronts in a Swift-Hohenberg equation with direc-
tional quenching parallel and oblique stripes. Journal of the London Mathematical Society,
98(1):104–128, 2018.
[28] K. E. Harley, P. van Heijster, R. Marangell, G. J. Pettet, T. V. Roberts, and M. Wechselberger.
(in)stability of travelling waves in a model of haptotaxis, 2019.
[29] K. E. Harley, P. van Heijster, R. Marangell, G. J. Pettet, and M. Wechselberger. Numerical
computation of an Evans function for travelling waves. Mathematical Biosciences, 266:36 –
51, 2015.
[30] J. Harnad, P. Winternitz, and R. L. Anderson. Superposition principles for matrix Riccati
equations. J. Math. Phys., 24(5):1062–1072, 1983.
[31] M. Holzer and A. Scheel. Criteria for pointwise growth and their role in invasion processes.
J. Nonlinear Sci., 24(4):661–709, 2014.
70
[32] T. Kapitula and K. Promislow. Spectral and dynamical stability of nonlinear waves, volume
185 of Applied Mathematical Sciences. Springer, New York, 2013. With a foreword by C.
K. R. T. Jones.
[33] K. Kirchga¨ssner. On the nonlinear dynamics of travelling fronts. J. Differential Equations,
96(2):256–278, 1992.
[34] C. Konow, N. H. Somberg, J. Chavez, I. R. Epstein, and M. Dolnik. Turing patterns on radi-
ally growing domains: experiments and simulations. Physical Chemistry Chemical Physics,
21(12):6718–6724, 2019.
[35] A. Krekhov. Formation of regular structures in the process of phase separation. Phys. Rev.
E, 79:035302, Mar 2009.
[36] V. Ledoux, S. Malham, and V. Thu¨mmler. Grassmannian spectral shooting. Mathematics of
Computation, 79(271):1585–1619, 2010.
[37] V. Ledoux, S. J. A. Malham, J. Niesen, and V. Thu¨mmler. Computing stability of multidi-
mensional traveling waves. SIAM J. Appl. Dyn. Syst., 8(1):480–507, 2009.
[38] J. J. Levin. On the matrix riccati equation. Proceedings of the American Mathematical
Society, 10(4):519–524, 1959.
[39] P. T. Ly, K. D. J. Mitas, U. Thiele, and S. V. Gurevich. Two-dimensional patterns in dip
coating-first steps on the continuation path. Physica D: Nonlinear Phenomena, page 132485,
2020.
[40] A. Mielke. The Ginzburg-Landau equation in its role as a modulation equation. In Handbook
of dynamical systems, Vol. 2, pages 759–834. North-Holland, Amsterdam, 2002.
[41] D. G. Mı´guez, M. Dolnik, A. P. Mun˜uzuri, and L. Kramer. Effect of axial growth on Turing
pattern formation. Phys. Rev. Lett., 96:048304, Feb 2006.
[42] S. A. Mollick, D. Ghose, P. D. Shipman, and R. Mark Bradley. Anomalous patterns and
nearly defect-free ripples produced by bombarding silicon and germanium with a beam of
gold ions. Applied Physics Letters, 104(4):043103, 2014.
[43] R. Monteiro and A. Scheel. Phase separation patterns from directional quenching. Journal
of Nonlinear Science, 27(5):1339–1378, 2017.
[44] R. Monteiro and N. Yoshinaga. The Swift–Hohenberg equation under directional-quenching:
Finding heteroclinic connections using spatial and spectral decompositions. Archive for Ra-
tional Mechanics and Analysis, 235(1):405–470, 2020.
[45] K. J. Palmer. Exponential dichotomies and transversal homoclinic points. J. Differential
Equations, 55(2):225–256, 1984.
[46] W. Saarloos. Front propagation into unstable states. Physics Reports, 386(2):29 – 222, 2003.
[47] B. Sandstede. Stability of travelling waves. In Handbook of dynamical systems, volume 2,
pages 983–1055. North-Holland, Amsterdam, 2002.
[48] B. Sandstede and A. Scheel. Absolute and convective instabilities of waves on unbounded
and large bounded domains. Phys. D, 145(3-4):233–277, 2000.
71
[49] B. Sandstede and A. Scheel. Gluing unstable fronts and backs together can produce stable
pulses. Nonlinearity, 13(5):1465, 2000.
[50] B. Sandstede and A. Scheel. Evans function and blow-up methods in critical eienvalue prob-
lems. Discrete and Continuous Dynamical Systems, 10(2004), 2004.
[51] B. Sandstede and A. Scheel. Spiral waves: linear and nonlinear theory. arXiv preprint
arXiv:2002.10352, 2020.
[52] D. H. Sattinger. Weighted norms for the stability of traveling waves. J. Differential Equa-
tions, 25(1):130–144, 1977.
[53] G. Schneider. Error estimates for the Ginzburg-Landau approximation. Z. Angew. Math.
Phys., 45(3):433–457, 1994.
[54] G. Schneider. Hopf bifurcation in spatially extended reaction-diffusion systems. J. Nonlinear
Sci., 8(1):17–41, 1998.
[55] M. A. Shayman. Phase portrait of the matrix riccati equation. SIAM journal on control and
optimization, 24(1):1–65, 1986.
[56] N. H Somberg, C. Konow, I. R. Epstein, and M. Dolnik. Growth mode selection of radially
growing Turing patterns. arXiv preprint arXiv:1912.03557, 2019.
[57] D. Tseluiko, M. Galvagno, and U. Thiele. Collapsed heteroclinic snaking near a heteroclinic
chain in dragged meniscus problems. The European Physical Journal E, 37(4):33, 2014.
[58] A. van Harten. Modulated modulation equations. In Proceedings of the IUTAM/ISIMM
Symposium on Structure and Dynamics of Nonlinear Waves in Fluids (Hannover, 1994),
volume 7 of Adv. Ser. Nonlinear Dynam., pages 117–130. World Sci. Publ., River Edge, NJ,
1995.
[59] W. van Saarloos and P. C. Hohenberg. Fronts, pulses, sources and sinks in generalized com-
plex ginzburg-landau equations. Physica D: Nonlinear Phenomena, 56(4):303–367, 1992.
[60] K. Zumbrun and P. Howard. Pointwise semigroup methods and stability of viscous shock
waves. Indiana University Mathematics Journal, pages 741–871, 1998.
72
