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Abstract
On-demand single electron sources (SES) are of key importance for future elec-
tronic applications such as metrology or quantum optics with electron. They
allow for achieving a controlled, low-ﬂuctuations ﬂow of particles in a coherent
mesoscopic conductor. One way to characterize the precision and spectrum of the
injected single-particle state from these sources is to study correlations of charge-
and energy currents.
We analyze a prominent example for such single-electron sources which is the
emission of single electrons from a driven mesoscopic capacitor in the quantum-
Hall regime. By employing the Floquet scattering approach, we study the features
of this source in charge- and energy-current noise. Whereas the charge-current
noise is proportional to the number of emitted particles, the energy-current noise
is sensitive to properties of the driving potential. When the mesoscopic capacitor
is driven slowly, we compare its features with the application of a Lorentzian-
shaped, time-dependent potential to a coherent conductor. Both sources emit
exactly the same pulse but with diﬀerent type and number of particles.
In contrast to charge currents, energy currents and their ﬂuctuations are more
diﬃcult to access experimentally. We theoretically propose a setup for the de-
tection of ﬂuctuating charge and energy currents, as well as their correlations,
generated by an arbitrary time-dependently driven electronic source. Employing
the Boltzmann-Langevin approach, we show that these ﬂuctuations are detectable
through a read-out of frequency-dependent temperature and electrochemical-pote-
ntial ﬂuctuations. We discuss the feasibility of our detection scheme for a con-
crete example of the mesoscopic capacitor setup in the quantum Hall regime.
Finally, we review diﬀerent, experimental-related aspects that should be taken
into account when optimizing the proposed detection scheme.
Keywords: single-electron source; time-dependently driven mesoscopic capaci-
tor; Floquet scattering theory; charge current; energy and heat currents; ﬂuctua-
tions and noise; Boltzmann-Langevin approach.
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1 Introduction
Miniaturization of electronic devices to the mesoscopic and nanoscale regime, over
the last 30 years, has enabled one to address charge transport on the same scale.
On-demand single electron sources, which are one kind of mesoscopic devices, are
of key importance for future electronic applications. In fact, driven single electron
sources allow for a controlled and noiseless injection of particles into a coherent
mesoscopic conductor, which is of interest for both experimental and theoretical
research. For instance, in metrological applications [1], one aims to redeﬁne the
standard unit of Ampere with an accurate source emitting one discrete electron-
charge e per period at frequency in the GHz regime. Other novel applications
are related to quantum information processing [2] and quantum optics with elec-
trons [3, 4] in the quantum Hall regime. In the latter case, the possibility of
achieving a tunable synchronization of electrons emitted from such sources was
essential for implementation of fermionic interferometers (such as, Mach-Zender
interferometer [5] and Hanburry-Brown-Twiss interferometer [6]), in analogy to
their photonic counterparts.
For all of these applications, one needs an accurate on-demand single elec-
tron source with low ﬂuctuations. Such a source can be characterized by study-
ing transport quantities, and in particular, noise. Importantly, the precision
of sources that inject single electrons into a mesoscopic conductor cannot be
accessed by studying only the average charge current, as it contains no infor-
mation on the statistics of particles. Therefore, one has to resort to the second
moment of the statistics, which corresponds to the low-frequency charge-current
noise [4, 7–9], and it provides information on the number of injected particles,
including the neutral electron-hole pair excitations. The particles injected from
the source carry energy [10–13] in addition to their charge. In recent years, this
has motivated theoretical research on the ﬂuctuations of energy currents, and also
mixed correlations of charge and energy currents as a spectroscopic tool for both
static [14–19] and driven systems [20–24]. Understanding these, are of essential
importance for eﬃcient application of on-demand sources, because we get infor-
mation about energy properties and quality of the emitted pulses. Finally the
question arises how charge current, heat current and their corresponding noises
are experimentally accessible in order to characterize single electron emitters.
The detection of charge-current ﬂuctuations has extensively been studied for
diﬀerent kind of sources in Refs. [4, 9, 25, 26]. However, in contrast to charge
currents, energy currents –both their average and their ﬂuctuations– are diﬃcult
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to access experimentally. For instance, Battista et al. [22] suggested to measure
power ﬂuctuations in order to detect heat-current noise in the situation when the
single electron source realized by employing a time-dependent bias voltage. In
this thesis, we propose another feasible way to access energy- and charge-current
ﬂuctuations caused by time-dependently driven single-electron sources. Our sug-
gestion is to measure temperature and electrochemical-potential ﬂuctuations [27–
29] in a probe contact.
1.1 On-demand single-electron sources
This thesis analyzes two diﬀerent ways of how to create single electrons: First,
in the quantum-conﬁnement regime with a time-dependently driven mesoscopic
capacitor [6], single electrons are pumped from a time-dependent QD to a quantum
Hall edge state through a quantum point contact (QPC). This source is of key
importance for fermionic quantum optics. Second, without dealing with quantum
conﬁnement, single electrons can be emitted by applying a time-periodic bias
voltage across a junction thereby minimizing additional excitations of electron-
hole pairs. In this thesis, we consider the ideal case, namely, when a Lorentzian-
shaped time-dependent potential is applied to a coherent conductor [4, 30–32].
There are also many other feasible approaches, for instance: (i) by using surface
acoustic waves, see Refs. [33–35], single electrons from a quantum dot (QD) move
from one side to the other of a conductor created by a two-dimensional electron-
gas (2DEG) with the velocity of the surface acoustic wave; (ii) in superconducting
turnstiles [36], by connecting a superconductor island to two normal leads. Single
electrons can tunnel from normal lead to the superconductor if the charging en-
ergy, which is created due to the energy gap, can be provided by applying a gate
or bias voltage.
1.1.1 Time-dependently driven mesoscopic capacitor
The ﬁrst realization of a mesoscopic capacitor working as an accurate single-
electron source has been demonstrated by Fève et al. [6]. This experiment employs
quantum-Hall edge state created in 2DEG by a application of a large perpendicular
magnetic ﬁeld. A QD with discrete energy spectrum and level spacing ∆ is coupled
to an edge state at one side of a coherent conductor. The connection is made
through a QPC which works as a beam splitter with transparency Ds and it is
controlled by a gate voltage, see in Fig. 1.1(a). After injection from a mesoscopic
capacitor, particles propagate ballistically along the edge state in a coherent way.
By applying a time-periodic voltage to the QD, one of the energy levels can be
moved above the Fermi level, so that an electron is emitted. When the energy
level is brought back to its initial value, one hole leaves the dot, or in other words,
the level become again occupied by an electron, Fig. 1.1(b). Then, the electron
3Figure 1.1: (a) Scheme of the mesoscopic capacitor. It contains a quantum dot
(QD), coupled to a two-dimensional electron gas (2DEG) through a quantum point
contact (QPC) with transparency Ds. (b) A sketch of the single particle emission,
with the application of a time-dependent gate voltage: (1) The QD is initially in
equilibrium. (2) By increasing the potential, one occupied level of the QD can be
brought above the Fermi sea, so that one electron is emitted. (3) Then, the energy
level of the QD is brought back to its initial value and one electron can enter the QD,
which corresponding to the emission of a hole [6].
and the hole propagate along the 1D edge state in the 2DEG. The direction of
such a propagation id indicated in Fig. 1.1(a) by the red arrows. More details
of the working principle of this setup is explained in Chap. 3. The mesoscopic
capacitor is also called single-electron gun, since it injects exactly one electron
and one hole, one after the other.
1.1.2 Lorentzian bias voltage
Creating single particles without quantum conﬁnement has been studied theoret-
ically by Levitov et al. [30–32], and experimentally conﬁrmed in by Dubois et
al. [4]. It is known fact that by applying a regular periodic voltage, for instance, a
sinusoidal voltage on a conductor, a bunch of electron-hole pairs is excited, shown
in Fig. 1.2(a). However, by applying a particular shape of the voltage, pulse of a
quantized single-electron charge can be generated onto the surface of the Fermi
sea without extra electron-hole pairs. This is achieved by a voltage pulse that
changes periodically in time like a Lorentzian function,
Vb(t) =
h
eπ
∞∑
n=−∞
W
(t− nT )2 +W 2 . (1.1)
By applying this voltage, the excitation of an electron-like particle is created,
which propagates coherently through the conductor. This single-electron excita-
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Figure 1.2: (a) By applying a sinusoidal pulse, many electron-hole excitations are
created out of the Fermi sea. (b) By applying Lorentzian pulses, a single Leviton is
created.
tion has recently been called a Leviton [4], see Fig. 1.2(b).
1.2 Thesis outline
The topic of this work is a theoretical study of on-demand single electron sources.
We start by introducing Floquet scattering theory in Chap. 2, to study transport
quantities in a time-dependent mesoscopic system. It is followed by Chap. 3 where
we describe the emission of injected particles from two diﬀerent sources: First, the
adiabatic-response of a slowly driven mesoscopic capacitor in a chiral system, and
second, a Lorentzian-shaped bias voltage applied to a coherent conductor. We
study precision and spectral properties of these systems through charge current,
energy current and their ﬂuctuations with the help of Floquet scattering theory.
In Chap. 4, we focus on the mesoscopic capacitor source. We show how slightly
increasing the driving frequency of the potential (requiring a treatment, which
includes one order higher in an expansion in the driving frequency) leads to a
modiﬁcation of the temporal pulse, the energy properties without modifying the
number of emitted particles.
In Chap. 5 we brieﬂy overview the appended paper. We propose there a ex-
perimental method allowing for the extraction of transport properties which are
studied in previous chapters through reading out macroscopic ﬂuctuations. Specif-
ically, we theoretically derive the relation between the charge current, energy
current, and their ﬂuctuations with electrochemical potential and temperature
ﬂuctuations in a probe contact. Moreover, we discuss experimental issues in de-
tecting of these quantities in the time-dependently driven mesoscopic capacitor.
We give an overview of diﬀerent, experiment-related aspects that should be taken
into account when optimizing the proposed detection scheme. Finally, all results
of the work are summarized and presented in Chap. 6.
2 Theoretical description of
time-dependent transport
phenomena in mesoscopic
systems
Over the past two decades, a scattering matrix approach, also referred to as the
Landauer-Buttiker approach [37, 38], has proven to be an invaluable tool to study
both equilibrium and non-equilibrium transport phenomena in non-interacting
mesoscopic systems. In particular, the time-dependent (Floquet) scattering the-
ory [39, 40] is used to describe a periodically driven mesoscopic system.
In this chapter, we present a review of the basics of Floquet scattering theory.
Within this framework we derive transport quantities, such as charge current,
energy current and their ﬂuctuations, to characterize the system.
2.1 Setup
Our aim is to investigate transport properties in a periodically driven mesoscopic
system. For this purpose, we introduce here a generic setup that captures main
features of systems of interest in this thesis. In particular, it consists of a coherent
mesoscopic conductor referred to as a scatterer connected to two contacts via
Figure 2.1: Schematic representation of the system under consideration: A scattering
region (red area) is periodically driven with frequency Ω (red area) connected to two
electronic reservoirs (yellow area) via leads (green area). Particles with energy E
emitted from the L(eft) reservoir can be reflected or transmitted by the scatterer while
absorbing or emitting n Floquet quanta of energy (red arrows).
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ideal ballistic leads, as illustrated in Fig. 2.1. The system can be brought out
of equilibrium with a periodically time-dependent potential energy. For example,
this can be achieved either by applying a gate voltage to the scattering region
or by applying a bias voltage to the contacts, see Chap. 1 for the two example
systems treated here. Both left (α = L) and right (α = R) contacts act as
an reservoirs of non-interacting electrons with well-deﬁned temperature Tα and
electrochemical potential µα. Furthermore, it is assumed that the temperature
and electrochemical potential are not aﬀected by the ﬂow of particles into and
out of the reservoir1. The scatterer and the reservoirs are connected to each
other through ballistic leads. Each lead can support N transport channels which
basically work as waveguides for electrons, however, for simplicity we consider
here only one channel per lead. Electrons injected from reservoirs propagate
coherently in the leads and can either be reﬂected or transmitted through the
scatterer periodically driven with a frequency of Ω = 2π/T , where T is the
period of the driving. In the next section we study this scatterer through Floquet
scattering matrix.
2.2 Floquet scattering matrix
According to the Floquet scattering theory [40–42], electrons can absorb or emit
n energy quanta ~Ω (Floquet quanta) when scattering at a time-dependent po-
tential energy, as schematically indicated with the red arrows in Fig. 2.1. In the
following, we derive a relation between the incoming and outgoing wave functions
by introducing the Floquet scattering matrix.
The time-dependent Schrödinger equation for an electron in the scattering re-
gion, characterized by the wave function ψ and mass m, is given by
∂ψ(t, ~r)
∂t
= [H(~r) + U(t)]ψ(t, ~r), (2.1)
with the potential energy U(t) being periodic in time, U(t + T ) = U(t). The
Floquet function method [43, 44] assumes that if ψ(t, ~r) is a solution to Eq. (2.1),
then so is ψ(t+T , ~r). This result is known as the Floquet theorem. Consequently,
in analogy with the Bloch theorem, the wave function can be written as
ψ(t, ~r) = e−i
Et
~
∞∑
q=−∞
e−iqΩtψq(~r). (2.2)
This so-called Floquet wave function is a superposition of an inﬁnite number of
sidebands corresponding to diﬀerent energies. Note that in the stationary case,
that is, when driving in the scattering region is switched oﬀ, only the term with
q = 0 survives. The energy E is not uniquely deﬁned, which means that if E
1Note that, this is only the case until Chap. 5
7changes by an arbitrary number p ∈ Z of energy quanta to E + p~Ω, the wave
function remains unaﬀected. Thus, it is convenient to choose the energy E to be
the Floquet energy, since it is deﬁned up to the energy quantum ~Ω.
The wave function in the leads (outside of the scatterer ), which is a superposi-
tion of impinging wave functions and outgoing wave functions from the scatterer,
is described also by Eq. (2.2) [45]. Note that impinging wave functions are de-
scribed by Eq. (2.2) with q = 0. We add index α = R (L) to the wave function
ψαq(~r) which refers to the wave function associated with the right (left) side of
the conductor with respect to the scattering region. The unknown wave func-
tion ψαq(~r) is derived by solving the time-independent Schrödinger equation for
a stationary Hamiltonian in the leads,
Hα(~r) =
P 2αx
2m
+
P 2α⊥
2m
. (2.3)
Eigenstates ψα,q(~r) of Hα(~r) can be expanded in orthogonal basis states
ψαq ∝ χα(~r⊥)eikαqx. (2.4)
Here, kαq =
√
2m(Eq − Eα)/~ is the wave vector of an electron moving freely in
the longitudinal direction (x-axis) and χα(~r⊥) is the standing wave which describes
the transverse component of the wave function. The wave function ψαq(~r) is the
superposition of incoming and outgoing basis states in lead α. The basis states
which enter the scatterer are described by Eq. (2.4) with k > 0, while these exiting
the scatterer are given by Eq. (2.4) with k < 0. The full state in the lead α reads
as
ψα(t, ~r) =
∫
dE χα(~r⊥)
∑
q

 aα(Eq)√
~vα(Eq)
eikαqx +
bα(Eq)√
~vα(Eq)
e−ikαqx

 e−iEqt~ , (2.5)
where vα(Eq) is the velocity of each state. Here, aα(Eq)/
√
~vα(Eq) is the prob-
ability amplitude of the current carrying states into the scatterer at the energy
Eq
1, and bα(Eq)/
√
~να(Eq) is the probability amplitude of the current carrying
states from the scatterer at the energy Eq.
If we assume that the incoming coeﬃcients aα(Eq) are known, the outgoing
coeﬃcients bα(Eq) are found from
bα(Eq) =
∑
β=L,R
∞∑
m=−∞
SF,αβ(Eq, Em)aβ(Em), (2.6)
1Note that Eq is equal to E + q~Ω. Since the Floquet energy E is defined up to ~Ω and q can
take negative numbers, also Eq can be negative. As a result, Eq − Eα can become negative,
leading in turn to imaginary kαq =
√
2m(Eq − Eα)/~, which corresponds to a bound state that
does not contribute to transport.
8 2 Theoretical description of time-dependent transport phenomena in mesoscopic systems
where SF,,αβ(Eq, Em) is the Floquet scattering matrix. All information about
transport properties are encoded in this matrix. The amplitudes of this matrix
depend on two energies: First, the incident energy E + m~Ω from the lead β,
and second, the scattered energy E + q~Ω to the lead α. The number q −m is
the amount of absorbed or emitted energy quanta, which means that energy is
not conserved during a scattering process. However, in the stationary case (when
the driving is oﬀ), these amplitudes are entirely determined by the incoming en-
ergy [46]. Therefore, the relation between the incident and the scattered amplitude
reduces to bα(E) =
∑
β=L,R Sαβ(E)aβ(E), meaning that energy is conserved.
Conservation of the number of particles during the scattering process leads to
unitarity of the Floquet scattering matrix,∑
n
∑
α
S∗F,,αβ(En, Em)SF,,αγ(En, E) = δm0δβγ. (2.7)
2.2.1 Second quantization
In order to calculate the transport quantities, it is convenient to use the second
quantization representation. To use this formalism, the amplitudes are replaced
by annihilation [creation] operators aˆα(E) [aˆ
†
α(E)] corresponding to an incoming
electron from a reservoir α at energy E. Likewise, bˆα(E) [bˆ
†
α(E)] refers to an an-
nihilation [creation] operator corresponding to an outgoing electron to a reservoir
α at energy E. The ﬁeld operator is determined after replacing aα(E) and bα(E)
in Eq. (2.5) with aˆα(E) and bˆα(E), respectively. This yields
ψˆα(t, ~r) =
∫
dE
∑
q
χα(~r⊥)√
hνα(Eq)
[
aˆα(Eq)e
ikαqx + bˆα(Eq)e
−ikαqx
]
e−i
Eq
~
t, (2.8)
ψˆ†α(t, ~r) =
∫
dE
∑
q
χ∗α(~r⊥)√
hνα(Eq)
[
aˆ†α(Eq)e
−ikαqx + bˆ†α(Eq)e
ikαqx
]
ei
Eq
~
t. (2.9)
Using these ﬁeld operators, we can deﬁne current operator in terms of the incoming
and outgoing operators. If we assume that the incoming operators are known, the
outgoing operators are deﬁned by
bˆα(Eq) =
∑
β=L,R
∞∑
m=−∞
SF,αβ(Eq, Em)aˆβ(Em), (2.10)
bˆ†α(Eq) =
∑
β=L,R
∞∑
m=−∞
S∗F,αβ(Eq, Em)aˆ
†
β(Em). (2.11)
The operators aˆβ(E) and bˆα(E) are fermionic operators, reﬂecting the fact that
we are dealing with electrons. Therefore, they obeys anti-commutation rules,{
aˆ†α(E), aˆβ(E
′)
}
= δαβδ(E − E′), and the same holds for bˆβ(E).
As it will be seen in Sec. 2.4, to derive currents and their ﬂuctuations, we
need to evaluate the quantum-statistical average of products of pair operators,
9〈aˆ†α(E)aˆβ(E′)〉 and 〈bˆ†α(E)bˆβ(E′)〉. Assuming that the reservoirs are in an equi-
librium state, the statistics of the incoming operators can be determined by the
equilibrium statistical properties of the reservoirs. These properties are char-
acterized by the Fermi-Dirac distribution function of the reservoir, fα(E) =
1/[1 + e(E−µα)/kBTα ], with temperature Tα, Boltzmann constant kB and electro-
chemical potential µα. Consequently, the expression describing the distribution
function for the incoming particles is
〈aˆ†α(E)aˆβ(E′)〉 = δαβδ(E − E′)fα(E). (2.12)
The statistics of the outgoing operators derived using Eq. (2.10) and Eq. (2.11),are
given by
〈bˆ†α(E)bˆβ(E′)〉 =
∑
α′,β′
∞∑
n,m=−∞
SF,αα′(E,En)SF,ββ′(E
′, E′m)〈aˆ†α′(En)aˆβ′(E′m)〉.
For the stationary case, the relation above reduces with the help of Eq. (2.12) to
〈bˆ†α(E)bˆα(E′)〉 =
∑
β
|Sαβ(E)|2fβ(E).
2.3 Time representation of the scattering matrix
We have introduced above the scattering matrix in the energy representation.
However, in next chapter where we describe the mesoscopic capacitor, another
representation of the scattering matrix will be more convenient to use. By means
of a Fourier transform, the scattering matrix can be expressed in time space,
Sˆ(t, t′), in which the incident particle at time t can be detected at t′. For our
purposes, a more useful representation is actually the mixed time-energy form.
Performing a partial Fourier transform it can be written in the form
Sˆ(t, E) =
∞∑
n=−∞
e−inΩt Sˆ(En, E), (2.13)
and
Sˆ(En, E) =
∫ T
0
dt
T e
inΩt Sˆ(t, E). (2.14)
The scattering amplitude S(t, E) is determined by the energy of the incident par-
ticle E and the time t when the particle leaves the scatterer. This representation is
consistent with the Heisenberg uncertainty principle: When the time of departure
from the scatterer is well deﬁned, see Eq. (2.13), then the energy of the particle
is not deﬁned and its energy can be one of En = E + n~Ω.
Inserting the deﬁnition of S(t, E) into Eq. (2.7), and making the inverse trans-
formation, the unitarity condition is expressed as follows:
∫ T
0
dt
T e
inΩt Sˆ(t, En) Sˆ(t, E) = δn0Iˆ . (2.15)
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This property will prove especially useful for reducing the number of scattering
amplitudes that contribute in the transport quantities, when calculating current
noises in Sec. 2.6.
2.4 Charge current
The charge current operator can be derived by using the continuity equation
together with the Schrödinger equation. Let us begin with the continuity equation
for particles, which can be written as
∂ρα
∂t
= −~∇jα(~r, t), (2.16)
where jα is the particle-current density, and ρα =|ψα|2 is the particle density.
Note that below for the sake of compact notation, we use ψα(t, ~r) ≡ ψα. From
the Schrödinger equation we have i~∂tψα = Hψα and −i~∂tψ∗α = Hψ∗α, where
H(~r) = −~∇2~2/2m+ U(t). Therefore, the left side of the equation above can be
calculated as follows,
d
dt
[ψ∗αψα] =
dψ∗α
dt
ψα + ψ
∗
α
dψα
dt
=
~
2im
~∇
[
~∇ψ∗α ψα − ψ∗α ~∇ψα
]
. (2.17)
By comparing above equation with Eq. (2.16), we can extract the particle-current
density. By substituting wave functions with ﬁeld operators, we can deﬁne the
particle-current density operator as
jˆα(~r, t) =
~
2mi
[
ψˆ†α(t, ~r)
∂ψˆα(t, ~r)
∂x
− ∂ψˆ
†
α(t, ~r)
∂x
ψˆα(t, ~r)
]
. (2.18)
Our aim is to calculate the charge current operator which is deﬁned as Iˆα(x, t) =
−e ∫ d~r⊥jˆα(~r, t), where d~r⊥ indicates the integral over the cross section of the
lead α and the electron charge is −e while e > 0. Now, we express the current
operator in terms of the incoming and outgoing operators, Eq. (2.8) and Eq. (2.9),
and we obtain (further details can be found in App. A)
Iˆα(t) = − e
h
∫∫
dEdE′ei(E−E
′)t/~
{
bˆ†α(E)bˆα(E
′)− aˆ†α(E)aˆα(E′)
}
. (2.19)
The time-dependent charge current is obtained by evaluating the quantum aver-
age of Eq. (2.19), where the quantum averages 〈aˆ†α(E)aˆα(E′)〉 and 〈bˆ†α(E)bˆα(E′)〉
are given by Eq. (2.12) and Eq. (2.13):
Iα(t) = 〈Iˆα(t)〉
= − e
h
∑
β
∑
n,l
∫
dEe−ilΩtS∗αβ(E,En)Sαβ(El, En){fβ(En)− fα(E)}. (2.20)
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Moreover, the time-averaged charge current, I¯α = (1/T ) ∫ T0 dt〈Iˆα(t)〉, is given
by
I¯α = − e
h
∑
β
∞∑
m=−∞
∫
dE |Sαβ(E,En)|2 {fβ(En)− fα(E)}. (2.21)
Note that the charge current in the stationary case (time-dependent potential is
switched oﬀ) is obtained by substituting Sαβ(E,En) with Sαβ(E)δn0 in the above
equations.
2.5 Energy current
Particles carry energy independent of their charge. Thus, by studying energy cur-
rent, we can get information about the energy properties of the injected particle.
The starting point is now the continuity equation for energy,
∂ρE
∂t
= −~∇jE + ρES , (2.22)
where jE is the energy-current density and ρE = 〈H〉 is the energy density. Notice
that since the time-dependent potential pumps here energy into the system, we
have to add a source term ρES to the continuity equation. This term, ρ
E
S , is called
energy density of a source. Following the same line as for the charge current, we
consider ﬁrst, the left hand side of this equation. Therefore, we look at the energy
density separately, and start to calculate the expectation value for the energy of
an electron with Hamiltonian H(t, ~r) = −~∇2~2/2m+ V (t),
〈H〉 = 〈ψ|H|ψ〉 =
∫
d~r
∫
d~r′〈ψ|~r〉〈~r|H|~r′〉〈~r′|ψ〉
=
1
2
∫
d~r [〈ψ|~r〉〈~r|H|ψ〉+ 〈ψ|H|~r〉〈~r|ψ〉] ,
(2.23)
and for its time derivative,
∂tρ
E =
1
2
∫
d~r ∂t [〈ψ|~r〉〈~r|H|ψ〉+ 〈ψ|H|~r〉〈~r|ψ〉] . (2.24)
Then, the integrand is transformed with the help of the Schrödinger equation,
∂t [〈ψ|~r〉〈~r|H|ψ〉+ 〈ψ|H|~r〉〈~r|ψ〉]
= 2
∂V (t)
∂t
ψ∗ψ − ~
2
2m
(
∂tψ
∗~∇2ψ + ψ∗~∇2∂tψ + ∂tψ~∇2ψ∗ + ψ~∇2∂tψ
)
. (2.25)
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After doing some straightforward algebra, given in App. B, the Eq. (2.24) can be
reformulated as
∂tρ
E =
∂V (t)
∂t
ρ
− ~
2
4m
∇
[
ψ∗~∇∂tψ − ∂tψ∗~∇ψ + ψ~∇∂tψ∗ − ∂tψ~∇ψ∗ − 4m
~2
V (t)j(~r)
]
.
(2.26)
If we now compare the equation above and Eq. (2.22), we will ﬁnd out that the
ﬁrst term in Eq. (2.26), due to the power provided by the time-dependent driving,
acts as a source term, meaning that
ρES =
∂V (t)
∂t
ρ, (2.27)
and from the second term of Eq. (2.26), the energy-current density is found to be
jEα (~r, t) = −
~
2
4m
∇
[
ψ∗~∇∂tψ − ∂tψ∗~∇ψ + ψ~∇∂tψ∗ − ∂tψ~∇ψ∗ − 4m
~2
V (t)j(~r)
]
.
(2.28)
The energy-current density operator jˆE is determined by replacing the wave func-
tions with the ﬁeld operators in the equation above. In the following, when con-
sidering the mesoscopic capacitor, we take V (t) = 0 in all reservoirs. Therefore,
the total energy current operator, IˆEα (x, t) =
∫
d~r⊥jˆ
E
α (~r, t), is deﬁned by
IˆEα (t) =
1
h
∫∫
dEdE′
E + E′
2
ei(E−E
′)t/~
{
bˆ†α(E)bˆα(E
′)− aˆ†α(E)aˆα(E′)
}
. (2.29)
Taking the quantum average of the energy-current operator, we obtain the time-
dependent energy current,
IEα (t) =
1
h
∑
β
∑
n,l
∫
dE
(
E +
l~Ω
2
)
e−ilΩtS∗αβ(E,En)Sαβ(El, En)
× {fβ(En)− fα(E)} . (2.30)
In analogy to the charge current, we also obtain the average energy current
by integrating the time-dependent energy current over one period of the driving,
I¯Eα = (1/T )
∫ T
0 dtI
E
α (t) and we get
I¯Eα =
1
h
∑
β
∞∑
n=−∞
∫
dE E |Sαβ(E,En)|2 {fβ(En)− fα(E)} . (2.31)
Note that in the context of transport, the relevant physical quantity is the
heat current. This quantity corresponds to the energy carried by particles, and
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measured with respect to the electrochemical potential of the relevant contact
when V (t) = 0,
Jα(t) = I
E
α (t) +
µα
e
Iα(t). (2.32)
The time-average heat current is then achieved by taking the average of the energy
and the charge current.
2.6 Current noise
So far, we have focused on the expectation value of the charge, the energy and
the heat current. However, these currents can also ﬂuctuate. We analyze these
ﬂuctuations through their noise spectra in order to get additional information
about the transport properties in mesoscopic conductors.
We follow Ref. [46] to explain the origin of noise in a mesoscopic coherent
conductor. In general, the two main sources of noise in these type of systems are
thermal ﬂuctuations (thermal noise), and ﬂuctuations due to random emission of
particles (shot noise). At ﬁnite temperatures, thermal noise leads to ﬂuctuations
of the occupation of states in a conductors, which is charactrized by the occupation
number n that can equal either zero or one for each fermionic state. The statistical
average of the occupation number is given by the Fermi distribution function
〈n〉 = f . At equilibrium (i.e., without applying any external voltage) ﬂuctuations
of the occupation number away from its statistical average are given by
〈(n− 〈n〉)2〉 = f(1− f). (2.33)
When the system is driven out of equilibrium (with a bias voltage or a time-
dependent gate voltage) into a transport regime, one can observe shot noise, even
at zero temperature. Shot noise in an electrical conductor is a consequence of
charge quantization and provides information which cannot be obtained from a
conductance measurement alone. To demonstrate the origin of shot noise, we
consider the same system as in Fig. 2.1 where the scattering region is a barrier
(stationary case) with energy-independent probability for transmission D and
reﬂection R = 1−D. Then, a stream of particles is sent towards the barrier.
Let us indicate the occupation number of the incident state by ninc. This state is
occupied with probability 1 and on the average 〈ninc〉 = 1, thereby the ﬂuctuation
∆ninc = ninc − 〈ninc〉 = 0. Consider now the transmitted state and the reﬂected
state characterized by the occupation numbers nD and n1−D, respectively. Since,
due to scattering, a particle is either transmitted or reﬂected, we have 〈nDnR〉 = 0.
The average occupation numbers are 〈nD〉 = D and 〈nR〉 = 1 − D, and owing
to the fermionic nature of electrons the average of squares occupation numbers
are 〈(nD)2〉 = D and 〈(nR)2〉 = 1 − D. Using this, the mean squares of the
transmitted and reﬂected beams as well as and their correlations are given by
〈(∆nR)2〉 = 〈(∆nD)2〉 = −〈∆nD∆nR〉 = D(1−D). (2.34)
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Such ﬂuctuations are called partition noise because the scatterer divides the in-
cident stream of particles into two streams of integer particles. The partition
noise vanishes both in the limit of a transmission probability of unity and for
vanishing D.
Let us provide a more formal derivation of Eqs. (2.33) and (2.34) by employing
currents operator instead of occupation numbers. By calculating the quantum
statistical expectation value of the correlator between the current ﬂuctuations,
we can determine the low frequency spectral density of the current noise PXYαβ (ω).
Using the Landauer-Buttiker formalism [38, 46], we have
2πδ(ω + ω′)PXYαβ (ω) =
1
2
〈
{
δXˆα(ω), δYˆβ(ω
′)
}
〉, (2.35)
where ∆Xˆ = Xˆ − 〈Xˆ〉 is the current ﬂuctuation. The charge-current noise PIIαβ
is obtained by replacing operators X and Y with the charge current operator,
Eq. (2.19). Importantly, by substituting X and Y with IE, energy-current noise
PEEαβ is deﬁned. This quantity is of the central interest in this thesis, as it allows
for obtaining information about energy properties of the scattering regime. The
mixed-current noise which stems from the fact that emitted particles carry both
charge and energy, is described with the correlation between the charge-current
operator Xˆ = Iˆ and the energy-current operator Yˆ = IˆE and shows diﬀerent
features from those of the charge- and energy-current noises. The current noise
can be detected in the reservoirs α, β = L,R. The case of α = β is referred to as
the auto-correlation noise while the case of α 6= β is known as the cross-correlation
noise.
2.6.1 Zero-frequency noise
The current noise PXYαβ (ω) at zero-frequency can be written as
PXYαβ (ω = 0) =
∫ T
0
dt
T
∫ ∞
−∞
dt′〈∆Xα(t′) ∆Yβ(t+ t′)〉. (2.36)
By employing the Floquet scattering theory [47], the zero-frequency noise is iden-
tiﬁed to have two diﬀerent physical contributions. The ﬁrst one stems from cor-
relations due to the particle exchange between two diﬀerent reservoirs, therefore,
and we will refer to it as the transport part of the noise. It is given by
PXYtr(αβ) =
1
h
∑
γ 6=η
∑
n,m,q
∫
dE xyq fγ(En) [1− fη(Em)]
× S∗αγ(E,En)Sβγ(Eq, En)Sαη(E,Em)S∗βη(Eq, Em). (2.37)
On the other hand, the second contribution originates from correlations due to the
exchange of particles between states with diﬀerent energies in the same reservoir,
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and thus, it is called the interference part of the noise,
PXYint(αβ) =
1
h
∑
γ
∑
n,m,q
∫
dE xyq fγ(En) [1− fγ(Em)]
× S∗αγ(E,En)Sβγ(Eq, En)Sαγ(E,Em)S∗βγ(Eq, Em)
− 1
h
∑
q
∫
dE xyq |Sαβ(E,Eq)|2fβ(Eq) [1− fβ(Eq)]
− 1
h
∑
q
∫
dE xqy
[
|Sβα(E,Eq)|2 − δαβδq,0
]
fα(En) [1− fα(En)] .
(2.38)
Here, the expression for the charge-current noise PII is obtained when x = y = −e
and xq = yq = −e . The energy-current noise PEE is acquire by replacing x, y = E
and xq = yq = E + q~Ω . The mixed-current noise PIE , is given when x = E and
xq = E + q~Ω and yq = y = −e.
So far, we have formulated the transport quantities in the presence of the time-
dependent potential energy, using the Floquet scattering matrix. However, cal-
culating these quantities is a complicated task, in general. In the following, we
are concerned with ﬁnding a regime in which, the calculation of these quantities
is analytically possible.
2.7 Adiabatic approximation
To calculate the currents and their corresponding noises in terms of the Floquet
scattering matrix, we need to solve the full time-dependent scattering problem
which can only be done numerically. However, when the dynamical properties of
the scattering region vary slowly, compared to the time a particle spends in the
scatterer, an adiabatic approximation can be used instead. Such an approximation
remains valid as long as the following condition is satisﬁed,
~Ω
δE
≪ 1. (2.39)
Here, δE is the interval energy over which the scattering matrix changes signif-
icantly, and Ω denotes the driving frequency with which the scatterer is modu-
lated in time. In this limit, the Floquet scattering matrix can be expressed in
terms of the frozen scattering matrix [40]. The frozen scattering matrix is not a
real time dependent matrix, it rather corresponds to a stationary scattering ma-
trix parametrized by time i.e., S(x(t), E) where x(t) =
{
x1(t), x2(t), ..., xNp(t)
}
.
Therefore, the adiabatic Floquet scattering matrix can be written as S(0)(t, E) =
S(x(t), E), where x(t) is a set of parameters changing slowly and periodically in
time x(t) = x(t + 2π/Ω).
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The Floquet scattering matrix in the zeroth-order approximation is given by
the Fourier transform of the frozen scattering matrix,
Sˆ(t, E) ≈ Sˆ(0)(t, E) =
∞∑
n=−∞
e−inΩt Sˆn(E). (2.40)
The elements Sˆn(E) are the Fourier coeﬃcients of the frozen scattering matrix
determined by the incident energy E and the transfered energy n~Ω,
Sˆad(E,En) ≡ Sˆn(E). (2.41)
By inserting this equation in Eq. (2.7), we can see that this approximation still
satisﬁes the unitarity condition up to the lowest order.
2.7.1 First-order approximation
In Ref. [47], the next leading (ﬁrst) order in Ω of scattering matrix can be expanded
through the frozen scattering matrix at the average of the initial and the ﬁnal
energy, Sn
(
[En+E]/2
)
. One can then expand the frozen scattering matrix up to
the ﬁrst order in Ω and we end up with
Sˆ(E,En) = Sˆn(E) +
n~Ω
2
∂Sˆn(E)
∂E
+ ~ΩAn(E). (2.42)
Here, An(E) is introduced for the unitarity condition Eq. (2.7) be to satisﬁed
1. In
Chap. 4 we derive the ﬁrst-order correction of the scattering matrix to study trans-
port quantities in the time-dependently driven mesoscopic capacitor beyond the
adiabatic-response regime. We do this by explicitly expanding the time-evolution
in the scattering matrix due to the periodically driven gate potential applied to
the capacitor and ﬁnd a result that exactly coincides with Eq. (2.42).
1Note that in this thesis because of our specific setup, An(E) is zero. However, one would need
to include this term, in systems with backscattering.
3 Characterization of on-demand
electron sources
In this chapter, we investigate two diﬀerent types of single-electron emission pro-
cesses: First, from a driven mesoscopic capacitor [6], and second, from a time-
dependent Lorentzian-shaped bias voltage [4, 30]. By employing time-dependent
scattering theory we study transport phenomena, such as charge current, heat
current and their corresponding noises as a spectroscopy tool to compare single
particle pulses emitted from the two sources.
We start by describing the Floquet scattering matrix for two diﬀerent setups:
(i) a chiral setup including a slowly driven mesoscopic capacitor, and (ii) a non-
chiral setup including a time-dependent, Lorentzian-shaped bias voltage. The
main objective of this chapter is to compare these two types of setups analyti-
cally by studying transport quantities with the help of a Floquet scattering matrix
approach.
We ﬁnd that the two setups emit particles with equivalent energy spectra, how-
ever, they diﬀer from each other in the number of emitted particles and design of
the systems.
3.1 Emission schemes
Here, we describe the two diﬀerent types of sources which were introduced in more
details in Chap. 1. In both systems, there are two electronic reservoirs, which are
kept at the same temperature, kBT . They are connected to each other via a meso-
scopic conductor that includes a central scatterer, a QPC of energy-independent
transparency D. Single electrons are injected from the left side and impinge on
the central QPC from which they are scattered into either reservoir L or R. In
this section, we describe the scatterer by the Floquet scattering matrix, which is
comprised of two parts: ﬁrst, the central QPC, and second, the single electron
emitter.
3.1.1 Time-dependently driven mesoscopic capacitor
As Fig. 3.1(a) shows, the main ingredient of setup A is a chiral mesoscopic con-
ductor. In the quantum Hall regime, single-channel edge states [red lines in
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Figure 3.1: (a) Sketch of the setup A, the single particle source (SPS) consists of
a mesoscopic capacitor with a time-dependently driven voltage Vg(t). The capacitor
is coupled to the edge state of a 2DEG (the green area) through the QPC with trans-
parency Ds. Injected single particles from the capacitor propagate along an edge state
( red lines with arrows) in the 2DEG. These particles can be reflected or transmitted
by the central QPC with transparency D. (b) Principle of the single electron emission
by the mesoscopic capacitor, it emits one electron/hole separately when an energy level
of the QD resonates with the Fermi level of the reservoir. The level spacing of the
capacitor is ∆ = h/τ .
Fig. 3.1(a)] arise due to the application of a high magnetic ﬁeld perpendicular
to a two-dimensional electron gas (2DEG).
It is assumed that only one edge state contributes to the transport, and acts
as an electron waveguide. The core of setup A is a mesoscopic capacitor. It
is coupled to the left-top edge state via a QPC with transparency Ds, demon-
strated as modeled experimentally by Fève et al. [6]. Electrons propagating from
reservoir L along the edge state, can be reﬂected with amplitude
√
1−Ds at the
QPC, and continue their propagation along the edge state or, be transmitted
into the capacitor region with amplitude
√
Ds. Electrons which are transmit-
ted into the capacitor acquire a time- and energy-dependent phase due to the
time-dependently driven top-gate voltage and the discrete level spectrum of the
conﬁned region, respectively. It is convenient to construct the scattering matrix
for this region semiclassically (using the analogy to a Fabry-Perot type scattering
process [48]),
Scap(t, E) = −
√
1−Ds +Ds
∞∑
q=1
(√
1−Ds
)q−1
eiqkL−iφq(t), (3.1)
with the dynamical phase φq(t) that is given by
φq(t) =
1
~
∫ t
t−qτ
dt′Ug(t
′). (3.2)
The scattering amplitude Scap(t, E) depends on the energy of the incoming elec-
tron, E, and the time, t, at which the electron leaves the capacitor. The periodic
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time-dependent potential energy of the electron is Ug(t) = Ug + δUg(t), where
δUg(T + t′) = δUg(t′). Owing to the presence of this potential energy, electrons
acquire a time-dependent phase φq(t), during such a propagation. The electron
leaves the capacitor at time t after traveling q times around it, where the time for
a single turn around the capacitor of length L is given by τ = meL/(~k). The
scattering amplitude can equivalently be written in terms of the incoming and
outgoing energy, by taking a Fourier transform
Scap(En, E) =
∫ T
0
dt
T Scap(t, E)e
inΩt. (3.3)
As shown in Fig. 3.1, electrons propagate along the edge state after being emit-
ted from the capacitor, and they impinge on the central QPC with transparencyD.
These electrons can be reﬂected back to reservoir L with the probability amplitude√
1−D through the central QPC, or can be transmitted to reservoir R with the
probability amplitude
√
D. The total scattering matrix, due to the central QPC
and the mesoscopic capacitor, can be written as
SA(En, E) =


√
1−D Scap(En, E)
√
D δn0
√
D Scap(En, E) −
√
1−D δn0

 . (3.4)
The obtained scattering matrix is energy-dependent. This makes the analytical
derivation of transport quantities impossible. To this end, in the following, we
describe the scattering matrix in the adiabatic-response regime, as explained in
the Sec. 2.7.
Slowly driven mesoscopic capacitor: Adiabatic-response regime
In the adiabatic-response regime, Sec. 2.7, the scattering matrix of the mesoscopic
capacitor can be described in terms of the frozen scattering matrix. Here, since
the potential changes slowly with respect to the average time that an electron
spends in the capacitor, one can only keep the ﬁrst term in the expansion of the
potential energy Ug(t
′) around time t in Eq. (3.2),
∫ t
t−qτ
dt′Ug(t
′) =
∫ t
t−qτ
dt′
(
Ug(t) + (t
′ − t)∂Ug(t
′)
∂t′
+ ...
)
= Ug(t) qτ. (3.5)
This adiabatic expansion is valid only if the terms higher than the ﬁrst order in
(qΩτ) are negligible. This assumption can be made if the relevant adiabaticity
parameter Ωτ/Ds is suﬃciently small
Ωτ
Ds
≪ 1. (3.6)
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Note that the transparency Ds determines here the number of circulations of an
electron around the capacitor after which the electron leaves it. In other words,
the smaller the value of Ds is, the larger the number of circulations q will be and
vice versa, i.e., q ∝ (1/Ds).
In the limit stated by Eq. (3.6), the scattering matrix, as formulated in Eq. (3.1),
is given by the frozen scattering matrix
S(0)cap(t, E) =
√
1−Ds − eiφ(t,E)
1−√1−Dseiφ(t,E) . (3.7)
Importantly, the time enters here only parametrically. Hence, the time- and
energy-dependent phase acquired by an electron in the capacitor is
φ(t, E) = kµL+ 2π∆
−1(E − µ− Ug)− 2π∆−1δUg(t). (3.8)
In the above equation, we have linearized the energy spectrum around the Fermi
level, k(E) ∼ kµ + (E − µ)/(~ν), where kµ is the wave number of an electron at
the Fermi energy µ. Recall that Ug(t) = Ug + δUg(t), and notice also that we
neglect the eﬀect of screening, leading to a diﬀerence between the applied gate
voltage Vg(t) and the induced potential [49–51]. Therefore, the potential energy
is simply found to be proportional to the gate voltage through a negative charge
Ug(t) = −eVg(t).
Here, we are interested in an ideal source that emits well-separated pulses which
do not overlap with each other. First, we introduce the level width of the QD,
that is δ = Ds∆/(4π). This level width is deﬁned by the coupling between the
QD and the 2DEG. To have well-separated pulses, δ should be much smaller
than the level spacing, δ ≪ ∆, and for this reason, a weak coupling is required.
This means that the transparency of the QPC has to be extremely small Ds ≪ 1.
Consequently, as it is derived explicitly in App. C.1, the scattering matrix in the
slow-driving regime gets the form [47, 52]
S(0)cap(t, E) =


t− thcap − iσcap
t− thcap + iσcap
, 0 ≤ t < T /2
t− tecap + iσcap
t− tecap − iσcap
, T /2 ≤ t < T ,
(3.9)
where 2σ is the width of the pulse in time, with σ given by
σ =
Ds
2|dφ(t, E)/dt|
t
h/e
cap
. (3.10)
Here, we assume that only one level of the QD contributes to the emission process.
Therefore, the emission time of the electron, tecap, is deﬁned as the time at which
the level of the QD crosses the Fermi level, while the potential energy is increased.
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The time interval between electron tecap and hole t
h
cap emission is long enough,
so that the particles are deﬁnitely emitted before the next level crosses. This
translates as
|tecap − thcap| ≫ σ. (3.11)
Now, using Eq. (3.3), the scattering matrix in the energy domain can be found
to be
Sn,cap(E) =


−2Ωσe−nΩσcapeinΩtecap, n > 0,
−2ΩσenΩσcapeinΩthcap, n < 0,
δn,o, n = 0.
(3.12)
Where the parameters σcap and t
e/h
cap are, in principle, energy-dependent. However,
the scattering matrix can be treated as energy-independent, when the thermal
energy and the energy quanta of the driving frequency are much smaller than the
energy scale for which the scattering matrix changes appreciably. In other words,
this occurs when
~Ω, kBT ≪ ~/σ. (3.13)
In such a case, σ and th/ecap are energy-independent and taken at the Fermi en-
ergy. The scattering matrix reads then as S(0)cap(t, µ) = Scap(t). In consequence,
the energy domain scattering matrix depends only on the energy diﬀerence, i.e.,
Sn,cap(µ) = Sn,cap. Note that Sn,cap has to be unitary and fulﬁll
∑
n |Sn,cap|2 = 1.
This is only necessary up to the ﬁrst order in Ωσ.
3.1.2 Lorentzian bias voltage
Now, we turn to describe the second example of on-demand single electron sources.
Figure 3.2(a) shows a system consisting of a coherent conductor connected to
reservoirs L and R. By applying a Lorentzian-shaped, time-dependent bias volt-
age, Vb(t), to reservoir L, single-particle pulses can be created. Due to the periodic
nature of the driving potential, an electron can absorb or emit n energy quanta
~Ω with a probability amplitude [22]
cn =
∫ T
0
dt
T c(t) with c(t) = e
i e
~
∫ t
0
dt′(Vb(t′)−V b). (3.14)
Here, Vb(t) is the periodically repeated Lorentzian-shaped, time-dependent volt-
age and is given by [30–32]
Vb(t) =
V0T
π
∞∑
j=−∞
σlev
(t− telev − jT )2 + σ2lev
. (3.15)
Notice that the coeﬃcient cn depends only on the ac-component of the bias volt-
age, Vb(t)− V b, where V b is the dc-component of the voltage. Furthermore, T is
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Figure 3.2: (a) Sketch of setup B, by applying the Lorentzian-shaped, time-dependent
bias voltage Vb(t) to reservoir L, single electrons propagate along a coherent conduc-
tor. These electrons can be reflected or transmitted by a central QPC with a trans-
parency D. (b) Creation of a Leviton on the Fermi sea without any trace of a hole.
the period of the bias voltage. An electron is emitted at time telev in every period
and the width of the emitted pulse is equal to 2σlev. Integrating the voltage bias
with respect to time over one period, (e/h)
∫ T
0 dtVb(t), gives the integer number
n of injected particles. Here, we assume that exactly one Leviton in every period
is emitted. Thus, n = 1, if V0 is given by ~Ω/e,
e
h
∫ T
0
dtVb(t) =
eV0
h/T = 1 ⇒ V0 =
h
T e. (3.16)
In the presence of Vb(t), the incoming operators aˆL, which contribute in the
current and noise operators, are not directly related to the operators aˆ′L injected by
the reservoir with equilibrium statistical properties. However, they are connected
to each other through the relation
aˆL(E) =
+∞∑
k=−∞
ckaˆ
′
L(Ek). (3.17)
The statistics of the operators aˆ′ and aˆ′† are described by
〈aˆ′†L(E)aˆ′L(E′)〉 =
+∞∑
k,l=−∞
fα(Ek)δ(El − E′). (3.18)
Notice that due to the absence of the time-dependent potential in reservoir R,
aˆR(E) = aˆ
′
R(E). The particles impinging on the central QPC, can be reﬂected to
the original reservoir or transmitted into the other one. The operators bˆα(E) of
these scattered particles can also be related to the operators aˆ′α(E), through the
Floquet scattering matrix which reads
SB(En, E) =


√
1−D δn0
√
D cn
√
D cn −
√
1−D δn0

 . (3.19)
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Here, we have used S(En, E) to keep the notation consistent. It is, however,
important that the scattering matrix of setup B depends only on the transferred
energy, n~Ω, and is independent of the incoming energy, E.
So far, we have described the scattering matrix of each setup, separately. They
give the relation between the impinging and scattered operators contributing to
the derivation of transport quantities. Next, we calculate these transport quanti-
ties to compare the emission scheme of the presented setups.
3.2 Comparison of two different on-demand single
electron sources
In what follows, we compare two setups with diﬀerent single electron sources that
have been explained in the previous section, the mesoscopic capacitor in the slow-
driving regime (A) and the Lorentzian bias voltage (B). We derive charge current,
energy current and the corresponding noises in setup A to ﬁnd its similarities and
diﬀerences with setup B which has been studied in Refs. [10, 20, 21, 52].
It is important to keep in mind that the scattering amplitudes describing the
slowly driven mesoscopic capacitor, Eq. (3.12), and the setup with the Lorentzian
bias voltage, Eq. (3.14), depend only on the transferred energy. However, the for-
mer case is valid only at low temperatures and small frequencies, ~Ω, kBT ≪ ~/σ,
while the latter one is held at any temperature and frequency ranges. In the next
chapter, we study the mesoscopic capacitor when such a condition is relaxed.
3.2.1 Charge and energy currents
We start by calculating the time-dependent charge and energy currents of setup A
and compare them with those of the setup B which have been studied in Ref. [10].
The time-dependent charge current in reservoir R for setup A with the slowly
driven mesoscopic capacitor, see App. D.1 for more details, is found to be
IAR (t) = −
e
i2π
D
∂S∗cap (t)
∂t
Scap(t), (3.20)
where we assumed µL − µR = 0. Here, Scap(t) is the frozen scattering matrix of
the mesoscopic capacitor in the slow-driving regime which is given in Eq. (3.9).
By replacing Eq. (3.9) into the charge current, Eq. (3.20) becomes
IAR (t) = −
e
π
D
[
σ
(t− te)2 + σ2 −
σ
(t− th)2 + σ2
]
. (3.21)
Likewise, for setup B, one obtains
IBR(t) = −
e
π
D
σ
(t− te)2 + σ2 . (3.22)
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Figure 3.3: Time-dependent charge current of setup A with the red solid line and
setup B with the black dashed line in arbitrary units. The slowly driven mesoscopic
capacitor emits one electron pulse at time te and one hole pulse at time th, while the
Lorentzian-shaped bias voltage emits only one electron pulse at time te.
In order to simplify the notation we henceforth indicate the pulse width by σcap =
σlev ≡ σ. Analogously, we write the emission times of the capacitor as tecap ≡ te
and thcap ≡ th, and the emission time of the Leviton as telev ≡ te.
Equation 3.21 is plotted in Fig. 3.3 with the red solid line. In setup A, the
electron-current pulse is emitted at time te with width 2σ, and the hole-current
pulse is emitted at time th with the same width. Integrating each pulse with
respect to time gives exactly one electric charge, e. This means that due to the
emission of a hole and an electron pulse in each period, the average current is
zero. In setup B, the shape of the current pulse is the same. The only exception
is that the hole-current pulse does not exist, as it is shown in Fig. 3.3 with the
black dashed line.
Another diﬀerence can be found when studying the charge current in reservoir L
for two diﬀerent setups. In setup A, the time-dependent charge current at reser-
voir L is obtained by substituting D with 1−D in Eq. (3.21). Therefore, we have
IAR (t)
D
=
IAL (t)
1−D. (3.23)
The time-dependent charge current is not conserved unless we take into account
the charging and discharging of the mesoscopic capacitor, which become clear
from
IAR (t) + I
A
L (t) = e
2ν
∂U(t)
∂t
. (3.24)
Here, ν is the instantaneous density of states in the capacitor and reads
ν =
1
2πi
∂S∗(t, E)
∂E
∣∣∣∣∣
E=µ
S(t, µ). (3.25)
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On the contrary, in setup B, the time-dependent charge current is conserved at
every instant
IBR(t) = −IBL (t). (3.26)
This diﬀerence in conservation of the charge current in two setups A and B,
comes from the chirality of the conductor and also from the emission scheme. Un-
like setup B, particles in setup A are injected to the chiral edge state in the con-
ductor from the outside. This leads to a contrast between Eqs. (3.23) and (3.26).
Beside charge, particles also carry energy. Thereby, it is useful to study the
energy current to extract information on the energy properties of the emitted
pulses. Importantly, the energy carried by the emitted particles does not depend
on their charge. In analogy to the charge current, the time-dependent energy
current in setup A is obtained by
IE,AR (t) =
~
4π
D
∂S∗cap(t)
∂t
∂Scap(t)
∂t
, (3.27)
see App. D.2 for more details. By replacing Scap(t) into Eq. (3.9), energy current
is written as
IE,AR (t) =
~D
2π σ2

 σ
2
[(t− te)2 + σ2]2 +
σ2
[(t− th)2 + σ2]2

 . (3.28)
It can be clearly seen from the above equation that the energy-current pulse for
both electron and hole have the same shape and sign. Integrating Eq. (3.28) over
one period, time-averaged energy current is obtained as
I¯E,AR = 2D
E
T , (3.29)
see App. E for more details. Here, we have introduced E = ~Ω/(2σ), which
corresponds to the average energy of the emitted pulse. Therefore, the average
energy current of setup A is deﬁned by the average energy that an electron pulse
carries together with a hole pulse during one period.
The time-dependent energy current for setup B is the same as the one found for
setup A. The only diﬀerence comes from the fact that the Lorentzian-shaped bias
voltage emits only one electron within a period. Therefore, the average current is
derived to be
I¯E,BR = D
E
T , (3.30)
and it diﬀers from the result for setup A only by a factor 2.
In the same line as with the charge current, now, we inspect the conservation
of the energy current in setup A. First, we obtain the time-dependent energy
current in reservoir L by substituting D with 1 − D in Eq. (3.27). Then, the
relation between the left and the right reservoir is found to be
IE,AR (t)
D
=
IE,AL (t)
1−D . (3.31)
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The energy current conservation is satisﬁed by considering the energy which is
stored in the mesoscopic capacitor, given by
IE,AR (t) + I
E,A
L (t) =
h
2
(
eν
∂U
∂t
)2
. (3.32)
This is the continuity equation for energy, where the right hand side is related to
the source energy and work performance of the system. However, in setup B, the
energy current is conserved at every instant,
IE,BR (t) = −IE,BL (t). (3.33)
This diﬀerence comes from following an analogous argument as for the charge
current, and ascribes to the chirality and emission scheme.
The obtained results suggest that, in general, there are two main, conceptual
diﬀerences between the charge current and the energy current in these two diﬀerent
setups. The ﬁrst diﬀerence is due to the number of emitted particles, while the
second one stems from the system design. In setup A, pumping from outside leads
to an apparent violation of charge and energy-current conservation. Nevertheless,
the current conservation is now restored when the charge and the energy stored
in the mesoscopic capacitor is taken into account.
We emphasize again that this comparison is valid as long as the condition
~Ω, kBT ≪ ~/σ is satisﬁed for the mesoscopic capacitor, while the Lorentzian
bias voltage is applied at arbitrary temperature and driving frequency.
Finally, it is worth mentioning that the general properties of charge and energy
currents for the two diﬀerent sources discussed in this section, have previously
been studied in Refs. [10, 20, 21, 52], independently.
3.2.2 Charge- and energy-current noises
The next transport quantities that we consider are the charge-current noise and
the energy-current noise. To derive the current correlations in setup A, we insert
the scattering amplitudes from Eq. (3.4) in Eqs. (2.37) and (2.38). Then, by
making use of the unitarity condition given by Eq. (2.7), the current noise in terms
of the scattering amplitudes of the slowly driven mesoscopic capacitor Scap, at the
right reservoir with α, β = R, is derived to be
PXY,Atr,R =
D(1−D)
h
∑
n
|Sn,cap|2
∫
dExy
×
{
fL(En) [1− fR(E)] + fR(E) [1− fL(En)]
}
, (3.34)
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and
PXY,Aint,R =
D2
h
∑
nkq
S∗−q,cap Sn−q,cap S−k,cap S
∗
n−k,cap
∫
dE
×
{
xyn + xny
2
fL(Eq) [1− fL(Ek)] + xyfR(E) [1− fR(E)]
}
, (3.35)
where X,Y = I, IE . In the case of the Lorentzian bias voltage in setup B, the
current correlations PXY,Btr,R and PXY,Bint,R are obtained by substituting Sn,cap with cn
in Eqs. (3.34) and (3.35).
Charge-current noise
Having found the energy-current noise, we will now move on to calculate the
charge-current noise for setup A, and then discuss the similarities and diﬀerences
with setup B, which has been investigated previously in Ref. [22]. Using unitarity
of the scattering amplitudes for the transport term in Eq. (3.34), we can write
PII,Atr,R = D(1−D)
e2
h
∑
n
|Sn,cap|2
∫
dE
×
{
fL(En) [1− fR(E)] + fR(E) [1− fL(En)]
}
. (3.36)
Performing the integral with respect to energy, we obtain
PII,Atr,R =
2e2
h
D(1−D) ∑
n>0
|Sn|2(n~Ω) coth
(
n~Ω
2kBT
)
. (3.37)
Additionally, inserting the expression for Sn Eq. (3.12), we end up with
PII,Atr,R =
2e2
h
D(1−D)(2Ωσ)2 ∑
n>0
e−2nΩσ(n~Ω) coth
(
n~Ω
2kBT
)
. (3.38)
Recalling the assumption kBT ≪ ~/σ, one quickly realizes that by increasing the
summation index n, the term coth[n~Ω/(2kBT )] ≈ 1 well before the term e−2nσΩ
deviates appreciably from unity. Thereby, we can write
PII,Atr,R =
2e2
h
D(1−D)(2Ωσ)2 ∑
n>0
e−2nΩσ(n~Ω)
=
2e2
h
D(1−D)(2Ωσ)2(~Ω) e
2σΩ
(e2σΩ − 1)2 . (3.39)
Finally, we expand the above equation to the leading order in σΩ ≪ 1, and it is
found to be
PII,Atr,R = D(1−D)2
e2
T . (3.40)
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The factor 2 in the transport part of the charge-current noise denotes the fact
that exactly two particles are emitted from the source during one period.
The transport part of the charge noise for setup B, from Ref. [22], is given by
PII,Btr,R = D(1−D)
e2
h
∞∑
n=−∞
|cn|2(n~Ω) coth
(
n~Ω− eV b
2kBT
)
. (3.41)
A comparison between this and the obtained result for setup A, Eq. (3.37), reveals
that the only diﬀerence comes from the probability |cn|2, which in setup A is
|Sn,cap|2.
Here, the interference part of the charge noise, Eq. (3.34), using the unitarity
of the scattering matrix, is written as
PII,Aint,R = D2
e2
h
∫
dE
{
fL(E)[1− fL(E)] + fR(E)[1− fR(E)]
}
, (3.42)
Being independent of Sn,cap, this immediately gives
PII,Aint,R = D2
e2
h
2kBT0. (3.43)
The interference contribution to the charge noise stems only from the tempera-
ture ﬂuctuations in the reservoirs and has nothing to do with the source of the
single particle emitter. For the same reason, this term is exactly identical for
setup B [22], PII,Bint,R = PII,Aint,R.
Energy-current noise
Along the same lines as for the charge-current noise, we start with deriving the
energy-current noise by the expressions following from Eqs. (3.34) and (3.35) for
setup A, and then, we compare our results with those for setup B, which have
been studied previously in Refs. [20–22].
For the transport part, using the unitarity of Sn,cap, after rearranging the terms,
we can write,
PEE,Atr,R =
D(1−D)
h
∑
n
|Sn,cap|2
∫
dEE2
×
{
fR(En)[1− fL(E)] + fL(E)[1− fR(En)]
}
. (3.44)
Then, following the integration with respect to energy, and using the energy-
symmetry properties of the diﬀerent terms, |Sn|2 = |S−n|2, we have
PEE,Atr,R = 2
D(1−D)
3h
∑
n>0
|Sn,cap|2
{
n~Ω(πkBT )
2 + (n~Ω)3
}
coth
(
n~Ω
2kBT
)
. (3.45)
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Again, having in mind the limit kBT ≪ ~/σ, in the same manner as for the
charge noise, we replace the Sn,cap with the expression given in Eq. (3.12) to
simplify Eq. (3.45) and get
PEE,Atr,R = 2
D(1−D)
h
(2Ωσ)2
∑
n>0
e−2nΩσ (n~Ω)3. (3.46)
The resulting adiabatic-response limit for the transport term becomes
PEE,Atr,R = D(1−D) 4
E2
T . (3.47)
The equation above tells us that the transport part of the energy-current noise is
proportional to the square of the average emitted energy, E = ~Ω/(2σ). On the
other hand, the average energy of the emitted particles E is inversely proportional
to the temporal width of the pulse σ. Hence, the transport part of the energy-
current noise is connected to the pulse shape.
The transport part of the energy noise in setup B has been derived in Refs. [20–
22], and it is given by
PEE,Btr,R =
D(1−D)
3h
∞∑
n=−∞
|cn|2
{
n~Ω(πkBT − eV b)2 + (n~Ω)3
}
× coth
(
n~Ω− eV b
2kBT
)
. (3.48)
As discussed earlier for the transport part of the charge-current noise, the only dif-
ference between Eq. (3.45) and Eq. (3.48) is in the diﬀerent probability amplitudes
which is |cn|2 in B and |Sn,cap|2 in A.
To complete the discussion of the energy-current noise, we need to derive the
interference part from Eq. (3.35). To begin with, one can write
PEE,Aint,R =
D2
h
∑
k,q,n
Sq−nS
∗
k−nSkS
∗
q
∫
dE EqEk
×
{
fL(En)[1− fL(E)] + fR(E)[1− fR(E)]
}
. (3.49)
In the equation above, we have dropped the subscript ‘cap’, for simplicity, in the
notation for the scattering amplitudes. Integrating with respect to energy, as
derived in App. F, we end up with
PEE,Aint,R =
D2
h
(~Ω)2
∑
n>0
∣∣∣∣∣∣
∑
q
qSq−nS
∗
q
∣∣∣∣∣∣
2
(n~Ω) coth
(
n~Ω
2kBT
)
+
D2
h
2π2
3
(kBT )
3.
(3.50)
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Implementing the adiabatic condition, σΩ≪ 1, we can expand the summation to
the leading order in σΩ, as∑
q
qSq−nS
∗
q = e
−|n|σΩ
(
ei|n|t
eΩ − ei|n|thΩ
)
. (3.51)
Moreover, using the limit kBT ≫ ~/σ in Eq. (3.50), this equation can be written
as
PEE,Aint,R =
D2
h
(~Ω)2 2
∑
n>0
e−2nΩσ[1− cos(nzeh)](n~Ω) + D
2
h
2π2
3
(kBT )
3,
(3.52)
where, for the sake of brevity, we have introduced the auxiliary notation zeh =
Ω[te − th]. The ﬁrst term in the above equation, again using σΩ ≪ 1, can be
expressed as
(2Ωσ)2
∑
n>0
e−2nΩσn[1− cos(nzeh)] = 1− (σΩ)
2[(σΩ)2 cos2(zeh/2)− sin2(zeh/2)][
(σΩ)2 cos2(zeh/2) + sin
2(zeh/2)
]2 .
(3.53)
From this expression it is clear that for electron and hole emissions well inside each
half-period, i.e. |te − th| ≫ σ (or equivalently zeh ≫ σΩ), the sum in Eq. (3.53)
approaches unity and hence, the correlator does not depend on the electron and
hole emission times te(h). Performing the summation in Eq. (3.52), we ﬁnd
PEE,Aint,R = D2 2
ε2
T +
D2
h
2π2
3
(kBT )
3. (3.54)
In the equation above, the ﬁrst term is proportional to the energy of the emitted
particle and the second term, likewise the one which is derived for the interference
part of the charge noise Eq. (3.43), is associated with the thermal ﬂuctuations.
The interference part of the energy noise for setup B is obtained by substituting
Sn with cn in Eq. (3.49),
PEE,Bint,R =
D2
2h
∞∑
n=−∞
|eVn|2(n~Ω) coth
(
n~Ω− eV b
2kBT
)
+
D2
h
2π2
3
(kBT )
3, (3.55)
where Vn = (1/T ) ∫ T0 dtVb(t)einΩt. This equation for setup B is comparable with
Eq. (3.50) for setup A, and the diﬀerence between them has its origin in the
dissimilar factors,
∣∣∣∑q qSq−nS∗q
∣∣∣2 in setup A and |eVn|2 = ∣∣∣∑q qcq−nc∗q
∣∣∣2 in setup B.
Importantly, we point out that the results for the two sources are only similar at
low temperatures, more speciﬁcally, when considering the constraint kBT ≪ ~/σ
for the mesoscopic capacitor. A diﬀerence appears at higher temperatures and
frequencies, when the scattering matrix of the slowly driven mesoscopic capacitor
S(0)cap(t, E), becomes energy-dependent, see Eq. (3.9). In such a case, the shape of
the emitted pulses from the mesoscopic capacitor can take a completely dissimilar
shape than the pulses generated by the Lorentzian bias voltage.
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Mixed-current noises
Here, we complete the transport quantities by deriving the mixed current-noise.
This noise, deﬁned as the correlator between the charge and energy currents,
stems from the fact that the transported particles carry both charge and energy.
Meaning that the mixed-current noise diﬀers from the charge- and energy-current
noise in the sense that it is related to the averaged energy transported by the
charge of the particles.
The mixed current-noise for setup A, using Eqs. (3.34) and (3.35), for the
transport part is formulated as
PIE,Atr,R =
e
h
D(1−D)∑
n
|Sn,cap|2
∫
dEE
×
{
fR(En)[1− fL(E)] + fL(E)[1− fR(En)]
}
, (3.56)
and for the interference part is given by
PIE,Aint,R =
e
h
D2
∫
dEE
{
fL(E)[1− fL(E)] + fR(E)[1− fR(E)]
}
. (3.57)
Here, due to the absence of bias between the reservoirs, and also the energy-
symmetry properties of the scattering amplitude, |Sn|2 = |S−n|2, the mixed cor-
relator vanishes,
PIE,A = 0. (3.58)
However, in setup B, for the Lorentzian bias voltage from Ref. [23] we have
PIE,Bint,R =
e
h
D2eV b kBT. (3.59)
3.2.3 Transport quantities at zero temperature
In this section, we compare the transport quantities derived so far, in the zero
temperature limit. In such a limit, the result is therefore only due to the driving
source and the central QPC transparency D. First, we bring a summary on
the charge transport properties in both setups and then, the energy transport
properties is recapitulated for each case. Finally, we review all the transport
properties by collecting the presented results in Tab. 3.1.
As we discussed in Sec. 3.2.1, the slowly driven mesoscopic capacitor in setup A
injects one electron and one hole per period, resulting in a zero average charge
current. On the other hand, in setup B, the Lorentzian-shaped bias voltage give
rise to the emission of only one electron with a charge −e during one period,
yielding a non-zero average charge current.
The charge-current noise at zero temperature is only proportional to the trans-
port part. Information about electron-hole pair excitation, in addition to the
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Table 3.1: Comparison of the transport quantities for the two setups under consid-
eration.
Quantity [1/T ] Mesoscopic
capacitor (A)
Lorentzian bias
voltage (B)
I¯R 0 −De
PIIαβ = PIItr,αβ 2D(1−D) D(1−D)
I¯ER 2DE DE
I¯EL 2(1−D)E −DE
PEEtr,αβ 4D(1−D)E2 2D(1−D)E2
PEEin,RR 2D2E2 D2E2
PEEin,LL 2(1−D)2E2 D2E2
PEEin,RL = PEEin,LR 2D(1−D)E2 −D2E2
number of emitted particle, is attained by this quantity. A diﬀerent factors, 1
and 2, between two setups conﬁrm the fact that the mesoscopic capacitor emits
two particles within a period, while the Lorentzian bias voltage emits only one
electron in one period.
Information about the spectrum of the sources is achieved by studying the en-
ergy current and the energy-current noise which is discussed widely in the previous
sections. As one can see in Tab. 3.1 the average energy current for both setups is
proportional to the average energy which is carried by the emitted particles. The
average energy of the injected particle is inversely proportional to the width of
the temporal pulse E = ~/(2σ).
The diﬀerences in the energy transport quantities have two main origins: First,
from the number of emitted particles, through a factor 1 and 2 for the mesoscopic
capacitor and the Lorentzian bias voltage, respectively, and second, from the
chirality and the dissimilar emission schemes of the two setups. More speciﬁcally,
setup A comprises a chiral conductor and the mesoscopic capacitor is coupled to
the edge state from the outside, i.e., only those particles that are injected from
the left reservoir emit or absorb energy quanta. Nevertheless, this is not the case
in setup B where the source is voltage-bias driven. It implies that both particles
which are incoming to and outgoing from the left reservoir take energy quanta.
4 Analysis of single electron pulses
from a mesoscopic capacitor
beyond the adiabatic-response
regime
In the previous chapter, we studied the slowly driven mesoscopic capacitor. In the
adiabatic-response regime, through the analysis of the charge and the energy cur-
rents and their corresponding noise, we obtained information about the number of
emitted particles, the temporal proﬁle of the pulse and, consequently, its energy
distribution. Moreover, we concluded that the slowly driven mesoscopic capac-
itor diﬀers from the case of the Lorentzian bias voltage, driven at an arbitrary
frequency, only in terms of the number of emitted particles.
Here, we modify the driving scheme of the mesoscopic capacitor by increas-
ing the driving frequency beyond the adiabatic driving regime. Throughout this
chapter, our aim is to derive the non-adiabatic transport quantities by including
the next leading (ﬁrst) order correction in the expansion of the scattering matrix.
We investigate whether increasing the driving frequency in the mesoscopic capac-
itor leads to extra diﬀerences compared to the setup base on the Lorentzian bias
voltage.
4.1 Emission scheme beyond the adiabatic-response
regime
In this chapter, we study the same setup as in Sec. 3.1.1, but in the non-adiabatic
response regime. The only diﬀerence here is that the mesoscopic capacitor is
driven at a higher frequency with respect to the slow-driving regime. The scat-
tering region is described by the general scattering matrix, given by Eq. (3.4),
which we now expand up to the ﬁrst order in the driving frequency. Notice that
the superscript A is dropped henceforth, since in the present we are only dealing
with the mesoscopic capacitor.
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4.1.1 First-order approximation of the scattering matrix
From Sec. 2.7.1, the scattering matrix beyond the adiabatic-response regime is
generally described by Eq.(2.42). To ﬁnd the speciﬁc form of this scattering
matrix for the mesoscopic capacitor under consideration, we start with expanding
the time-dependent phase in the scattering matrix, Eq. (3.1), up to ﬁrst order in
qΩτ , ∫ t
t−qτ
dt′Ug(t
′) = Ug(t) qτ − ∂Ug(t)
∂t
(qτ)2
2
, (4.1)
then, the scattering matrix in terms of the frozen scattering matrix S(0)cap(t, E) is
found to be
Scap(t, E) = S
(0)
cap(t, E) + i
~
2
∂2S(0)cap(t, E)
∂t∂E
. (4.2)
Importantly, in order to consistently include all the contributions of the order
(τΩ)1, one has to approximately treat the energy dependence of the frozen scat-
tering matrix around the Fermi level. In particular, we cannot simply take
S(0)cap(t, E) ≈ S(0)cap(t, µ), as we did in the previous chapter, but the frozen scat-
tering matrix needs to be expanded around the Fermi level up to the ﬁrst order in
the energy, S(0)cap(t, E) ≈ S(0)cap(t, µ)+(E−µ)∂S(0)cap(t, E)/(∂E)|E=µ. As a result, the
total scattering matrix in this regime becomes energy-dependent and it is written
as
Scap(t, E) = S
(0)
cap(t, µ) + (E − µ)
∂S(0)cap(t, E)
∂E
|E=µ + i~
2
∂2S(0)cap(t, E)
∂t∂E
|E=µ, (4.3)
where S(0)cap(t, E) is the frozen scattering matrix, obtained in Eq. (3.9). The scat-
tering matrix can also be expressed in the energy representation and written as
Scap(En, E) = Sn + (E − µ) ∂Sn,cap(E)
∂E
|E=µ + n
2
~Ω
∂Sn,cap(E)
∂E
|E=µ, (4.4)
with Sn,cap(E) given by Eq. (3.12). The unitarity of the scattering matrix,∑
n
|Scap(En, E)|2 = 1, (4.5)
is satisﬁed, when keeping terms up to order (Ωσ)1, consistent with the considered
limit (Ωσ)≪ 1.
By inserting Scap(En, E), Eq. (4.4), into the total scattering matrix Eq. (3.4), we
are now able to study the charge current, the energy current and their ﬂuctuations
up to the contribution of the ﬁrst order in the driving frequency, Ωσ.
Energy-dependent emission time and pulse width
In this subsection, we explicitly calculate the energy dependence of the emission
time and the width of the temporal pulse. Previously, we have treated te/h and
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σ as energy-independent parameters. However, when going beyond adiabatic
response in the following, also their energy-derivatives will become important.
The knowledge of their explicit energy dependence will be helpful to estimate the
magnitude of the calculated observables.
For simplicity, we now focus on a time-dependent potential energy which is
harmonic and given by Ug(t) = Ug + δUg cos(Ωt+ ϕ). By replacing the potential
energy in Eq. (3.8), we obtain
φ(t, E) = 2πχ(E)− 2πδUg
∆
cos(Ωt + ϕ) + π. (4.6)
Here, the energy-dependent phase is given by
χ(E) =
kµL
2π
+
1
∆
(E − µ− Ug), (4.7)
where kµ is the wave number at the Fermi level and ∆ is the level spacing in the
capacitor, acting as a QD.
The emission time can be obtained when S(t, E) ≈ 1 which, in turn, yields the
resonance condition φ(tres, E) = π. From that, we ﬁnd
cos
(
Ωte/h + ϕ
)
=
∆ χ(E)
δUg
→ te/h = ϕ
Ω
∓ 1
Ω
arccos
(
∆χ(E)
δUg
)
. (4.8)
We make use of this emission time to derive the half-width of the temporal pulse,
σ, which is determined by Eq. (3.10),
σ =
Ds
4π Ω
∆
| dUg(t)/dt|t=te/h
=
Ds
4π Ω
∆
|δUg|
1√
1− [∆χ(E)/(δUg)]2
. (4.9)
Notice that σe = −σh = σ. An electron is emitted when the occupied level shifts
above the Fermi level, i.e., dUg(t
e)/dt > 0. On the other hand, a hole is emitted
when the occupied level moves below the Fermi level, i.e., dUg(t
h)/dt < 0.
As we pointed out in the slow-driving regime, only one level of the QD con-
tributes to the emission processes. This can be achieved by tunning the dc com-
ponent Ug and the ac amplitude δUg of the potential energy. They translate as
|Ug| < ∆
2
and |Ug| < |δUg| < ∆− |Ug|. (4.10)
In the following, we ﬁrst describe the transport quantities for a general peri-
odically time-dependent potential energy. Then, to illustrate the main ﬁndings
numerically, we consider the case of the harmonic driving potential introduced
above.
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4.2 Charge current
The time-dependent charge current consists of two terms: The ﬁrst, representing
the adiabatic-response contribution, Eq. (3.20), and the second, being the relevant
correction to this adiabatic-response current. The latter term takes the form (for
detailed derivations see App. D.1.2),
I
(1)
R (t) = −
e ~
4π
D
∂
∂t

∂S∗(0)cap (t, µ)
∂t
∂S(0)cap(t, E)
∂E
|E=µ

 . (4.11)
By inserting the zeroth-order approximation of the scattering matrix, Eq. (3.9),
into the equation above we end up with
I
(1)
R (t) = −
e ~
π
D
(
−∂σ
e
∂E
Ae(t) +
∂te
∂E
Be(t) +
∂σh
∂E
Ah(t) +
∂th
∂E
Bh(t)
)
,
(4.12a)
where we have deﬁned the auxiliary functions
Aj(t) = −σ
3 − 3σ(t− tj)2
[(t− tj)2 + σ2]3 , (4.12b)
Bj(t) =
4(t− tj)σ2
[(t− tj)2 + σ2]3 , (4.12c)
with j = e,h for electron and hole, respectively. Function Aj(t) is an even function
with respect to the emission time tj, as depicted by the green dashed line in
Fig. 4.1(b). It changes width and height of the pulse with the prefactor ∂Eσ
j.
Function Bj(t) is an odd function as shown by the blue dashed line in Fig. 4.1(b).
It shifts the emission time with a prefactor ∂Et
j. The derivative of the pulse width
Eq. (4.9) and the emission time Eq. (4.8) with respect to this potential energy are
found to be
1
σ2
∂σe/h
∂E
= ∓4
~
η√
1− η2
τΩ
Ds
, (4.13a)
1
σ2
∂te/h
∂E
= ±8π
~
|δUg|
∆
√
1− η2 τΩ
D2s
, (4.13b)
where η is a dimensionless parameter deﬁned by η = ∆χ/δUg. The correction
term to the current, I(1)(t), is obtained by inserting Eqs. (4.13a) and (4.13b) into
Eq. (4.12a),
I
(1)
R (t)
−e D/(π σ) = + 4
η√
1− η2
τΩ
Ds
σ3Ae + 8π
√
1− η2 |δUg|
∆
τΩ
D2s
σ3Be(t)
+ 4
η√
1− η2
τΩ
Ds
σ3Ah(t)− 8π
√
1− η2 |δUg|
∆
τΩ
D2s
σ3Bh(t). (4.14)
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Figure 4.1: (a) Zeroth-order component of the time-dependent current [I
(0)
R (t), black
dashed line] and the total current [IR(t) = I
(0)
R (t)+I
(1)
R (t), red solid line] are shown as
a function of time in one period T = 2π/Ω . Here, U g > 0 and σΩ = 0.03 to make the
current peaks more visible. (b) The current is corrected by two terms: Function Ae(t),
which is multiplied by ∂Eσ and changes the width and the height of the pulse in time.
Function Be(t) which is multiplied by ∂Et
e, and shifts the pulse to the later times.
The total time-dependent charge current beyond the adiabatic-response regime
is written as I(t) = I(0)(t) + I(1)(t), where I(0)(t) is given by Eq. (3.21), and is
shown in Fig. 4.1(a) with the black dashed line. The correction terms, which are
due to the energy dependence of both the emission times and width of the pulses,
lead to a diﬀerence between the pulse of the electron and the hole.
By assuming Ug > 0, i.e., the equilibrium point is located above the Fermi level,
the sign of ∂Eσ becomes positive for the electron and negative for the hole, and
conversely for Ug < 0. Therefore, the ﬁrst term in Eq. (4.14) with Ug > 0 makes
the electron part of the pulse wider and thinner, and the hole part of the pulse
gets higher and thinner.
The prefactor ∂Et
j is positive for electron, whereas it is negative for hole and in
both cases its magnitude changes with δUg. Hence, the second term in Eq. (4.14)
causes both the electron and the hole pulses to shift to the right side, meaning
that there will be a delay in the electron and the hole emission.
To ﬁnd out which of the terms appearing in Eq. (4.14) dominates, we compare
their order of magnitude with the help of Eqs. (4.13a) and (4.13b), and write∣∣∣∣∣∣
∂Eσ
e/h
∂Ete/h
∣∣∣∣∣∣ =
∣∣∣∣∣ 2η√1− η2
∣∣∣∣∣ Ωσ, (4.15)
Here, we already have Ωσ ≪ 1 and from Eq. (4.10), we know that η < 1. It can
be seen that if η ≪ 1, i.e., the dc component of the potential energy is close to the
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Fermi level, the term proportional to the width and height correction, Aj(t), is
much smaller than the term related to the emission-time correction, Bj(t). This
means the delay in the emission time is more visible than the modiﬁcation of the
width and the height.
The charge being carried by each pulse is obtained by integrating each of them
in Fig. 4.1. The integration of each functions, Aj(t) and Bj(t), yields zero. Thus,
every pulse still carries the same amount of charge as they did in the adiabatic-
response regime, and the total average charge current remains zero.
To conclude, in the non-adiabatic response regime, like in the slow driving
regime, exactly one electron and one hole are emitted per each period. It means
that the charge of the emitted particles remains unchanged. However, the correc-
tion terms change the shape of the electron and hole pulses in an opposite manner,
and furthermore, they lead to the shift of the emission time.
4.2.1 Spectral current
By analyzing the spectral current, we can conclude how the correction of the width
and emission time aﬀect the energetic properties of the emitted pulse. Spectral
current is obtained from the energy-resolved time-integrated particle current,
iR(E) = D
∑
n
|Scap(En, E)|2 {fL(E)− fR(En)}. (4.16)
Here, |Scap(En, E)|2 is given by Eq. (4.4) and equals
|Scap(En, E)|2 =|Sn,cap|2


1 +
1
σ
∂σ
∂E
(2E + n~Ω) (1− nΩσ) , n > 0,
1 +
1
σ
∂σ
∂E
(2E + n~Ω) (1 + nΩσ) , n < 0,
δn,0, n = 0,
(4.17)
where Sn,cap is the frozen scattering matrix Eq. (3.3). At zero temperature, kBT =
0, where the Fermi function is taken to be f(E) = Θ(−E), the spectral current
is obtained as
iR(E) = De
−2|E|σ/~


2Ωσ +
~Ω
2σ
∂σe
∂E

2Eσ
~
− 1
2
(
2Eσ
~
)2 , E > 0
−2Ωσ − ~Ω
2σ
∂σh
∂E

2Eσ
~
1
2
(
2Eσ
~
)2 , E < 0
(4.18)
where the electrons and holes are associated with positive and negative energies,
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Figure 4.2: Spectral currents for the zeroth-order component [i
(0)
R (E), black dashed
line] and the total component [iR(E) = i
(0)
R (E) + i
(1)
R (E), solid lines] are shown as a
function of E/(~Ω) for both positive U g (red line) and negative U g (blue line). Notice
that, for convenience, we plot the absolute value of the electron and hole currents. We
have chosen |~Ω2∂Eσj| = 10−6 and σΩ = 0.001, different from the other plots in the
present chapter to make the difference between the currents visible.
respectively. The ﬁrst terms in both lines of Eq. (4.18) are the adiabatic response
spectral current, i
(0)
R (E) ∝ e−2|E|σ/~ and the second and third terms describe the
correction term i
(1)
R (E). The spectral current i
(1)
R (E), in contrast to the time-
dependent charge current, is not sensitive to correction to the emission time.
However, it is sensitive to ∂Eσ. The correction term causes a shift in weight to
higher or lower energies, for electron or hole, depending on the sign of ∂Eσ. It
can be seen from Eq. (4.13a) that this sign can be ﬁxed by tunning the average
potential energy Ug. In Fig. 4.2, we plot the absolute value of the spectral current
both for negative and positive values of Ug. Integrating the correction term with
respect to energy in Eq. (4.18), vanishes separately for positive and negative
energies, which conﬁrms that the charge of the injected particles is not modiﬁed.
4.2.2 Energy current
Studying the total time-dependent energy current at zero temperature helps us
to realize how the modiﬁed driving scheme changes the energy current pulse. As
derived in App. D.2.2, the correction term of the energy current can be written
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as
I
E(1)
R (t) =−
~
2
8πi
D

13
∂
∂E

∂3S∗(0)cap (t, µ)
∂3t
S(0)cap(t, µ)


+
∂
∂t

∂S∗(0)cap (t, µ)
∂t
∂2S(0)cap(t, E)
∂t∂E
|E=µ



. (4.19)
By inserting the frozen scattering matrix, Eq. (3.9), into the correction term of
the time-dependent energy current we obtain
I
E(1)
R (t) =
~
2
2π
D
(
−∂σ
e
∂E
AE,e(t) +
∂te
∂E
BE,e(t)− ∂σ
h
∂E
AE,h(t)− ∂t
h
∂E
BE,h(t)
)
,
(4.20a)
where we have deﬁned the auxiliary functions,
AE,j(t) = −(t− t
e)4 − 18σ2(t− te)2 + 5σ4
[(t− te)2 + σ2]4 , (4.20b)
BE,j(t) = −4σ(t− t
e)3 − 5σ3(t− te)
[(t− te)2 + σ2]4 . (4.20c)
Here, function AE,j(t) (an even function with respect to the emission time tj) is
multiplied by ∂Eσ
j. It is shown by the green dashed line in Fig. 4.3(b) and changes
the width and the height of the energy current pulse. Function BE,j(t) (an odd
function), is multiplied by ∂Et
j. It shifts the emission time, as is illustrated by
the blue dashed line in Fig. 4.3(b). Then, along the same lines as for the charge
current, the correction term of the time-dependent energy current can be rewritten
by using Eqs. (4.13a) and (4.13b),
I
E(1)
R (t)
~D/(2π σ2)
= + 4
η√
1− η2
τΩ
Ds
σ4AE,e(t) + 8π
√
1− η2 |δUg|
∆
τΩ
D2s
σ4BE,e(t)
− 4 η√
1− η2
τΩ
Ds
σ4AE,h(t) + 8π
√
1− η2 |δUg|
∆
τΩ
D2s
σ4BE,h(t).
(4.21)
The total time-dependent energy current is IER (t) = I
E(0)
R (t) + I
E(1)
R (t), where
I
E(0)
R (t) is given by Eq. (3.28), as is shown in Fig. 4.3(a). The correction term of
the energy current I
E(1)
R (t) changes the shape of the pulse and the emission time.
When Ug > 0, the energy pulse of electrons (holes) becomes smaller (higher) and
wider (thinner) with respect to their counterparts in the adiabatic driving regime,
due to the presence of the ﬁrst term of Eq. (4.21). In addition, the emission time
is shifted to the later times due to the second term in Eq. (4.21).
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Figure 4.3: (a) Zeroth-order component of the time-dependent energy current
[I
E(0)
R (t), dashed line] and the total energy current [I
E
R (t) = I
E(0)
R (t) + I
E(1)
R (t), solid
line] are shown as a function of t/T . We have chosen Ug > 0 and σΩ = 0.03 is
assumed the same as for the charge current. (b) Energy current is corrected by: First,
the correction function AE(t), multiplying ∂Eσ
j, that changes the width and height of
the pulse in time. Second, the correction function BE(t), multiplying ∂Et
j, that shifts
the pulse to later.
The energy which is carried by each pulse is obtained by performing the time
integral for the current Eq. (4.21). The average energy carried by one pulse is
obtained as
I¯E,j
DΩ/(2π)
=
~
2σ
+
1
~
∂σj
∂E
(
~
2σ
)3
. (4.22)
In the equation above, the ﬁrst term is the average energy of the particle in the
slow-driving regime and appears to be the same for both electron and hole. The
second term comes from the integration of function AE,j(t) which, in contrast
to the charge pulses, generates a non-zero value. There is no trace of function
BE,j(t). This meets our expectations, since BE,j(t) is only associated with shifting
the emission time and does not change the average energy of the pulse.
The correction term, depending on the average potential energy Ug, takes a
diﬀerent sign for electron and hole. When Ug > 0, the average energy carried by
an electron pulse is decreased and the average energy of the hole pulse is increased
by the same amount. Since the correction terms of the electron pulse and hole
pulse cancel each other per each period, in one full period the average energy
remains the same, like in the adiabatic driving regime.
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4.2.3 Current noise
So far, we have focused on the currents and their averages to study how increasing
driving frequency aﬀects the charge and the energy of the pulses. Now, we move
one step further and investigate the charge-current noise and energy-current noise
at zero temperature, which provide us with information about the number of
emitted particles and their spectra.
To begin with, we derive the charge-current noise by substituting Sn,cap with
Scap(En, E) in Eq. (3.36),
PIItr,R = D(1−D)
e2
h
∑
n
∫
dE|Scap(En, E)|2
×
{
fL(En) [1− fR(E)] + fR(E) [1− fL(En)]
}
. (4.23)
Here, |Scap(En, E)|2 is given by Eq. (4.17). By performing the integration with
respect to energy, it can be seen that the correction terms in the electron part and
hole part vanish, independently. The zero correction to the charge-current noise
implies that slightly increasing the driving frequency does not change the number
of emitted particles.
Along the same line as for the charge-current noise, we derive the energy-current
noise by substituting Sn,cap with Scap(En, E) in Eqs. (3.56) and (3.49). Thereby,
the transport part of the energy-current noise takes the form
PEEtr,R =
D(1−D)
h
∑
n
∫
dEE2 |Scap(En, E)|2
×
{
fR(En)[1− fL(E)] + fL(E)[1− fR(En)]
}
, (4.24)
and the interference part is written as
PEEint,R =
D2
h
∑
k,q,n
∫
dE EqEk Scap(Eq, En)S
∗
cap(Ek, En)Scap(Ek, E)S
∗
cap(Eq, E)
×
{
fL(En)[1− fL(E)] + fR(E)[1− fR(E)]
}
. (4.25)
The transport part of the energy noise is obtained by inserting the scattering
amplitudes from Eq. (4.17) into the equation above and performing the integral
with respect to the energy. We end up with
PEEtr, R
D(1−D)Ω/(2π) =
(
~
2σ
)2
− 12
~
∂σe
∂E
(
~
2σ
)4
+
(
~
2σ
)2
− 12
~
∂σh
∂E
(
~
2σ
)4
, (4.26)
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The ﬁrst terms in both lines are the transport part of the energy-current noise in
the adiabatic response regime, discussed in Sec. 3.2.3. In contrast to the charge-
current noise, the correction to the width appears in the energy-current noise
in each half-period. However, the electron part (ﬁrst line) and the hole part
(second line) cancel each other in one period. This situation becomes even more
complicated when considering the interference part of the energy-current noise,
since calculating contributions of the four scattering amplitudes is a non-trivial
task. Nevertheless, we ﬁnd out numerically that the mixed contributions of the
electron and the hole scattering amplitudes to the interference part of the energy-
current noise vanish. Thus, we only need to calculate the terms corresponding to
the electron part and the hole part separately. Carrying out this calculation, we
ﬁnd
PEEint,R
D2Ω/h
=
(
~
2σ
)2
+
8
~
∂σe
∂E
(
~
2σ
)4
+
(
~
2σ
)2
+
8
~
∂σh
∂E
(
~
2σ
)4
. (4.27)
The ﬁrst terms in both lines are the interference contribution to the energy-
current noise in the adiabatic-response regime. The correction terms for electrons
and holes are similar to those of the transport part but with diﬀerent prefactors.
However, since ∂Eσ
e and ∂Eσ
h have always the opposite signs with respect to each
other, the electron and the hole correction terms cancel each other in one period,
and the total energy-current noise remains unchanged.
In this chapter, we studied the mesoscopic capacitor, introduced earlier in the
thesis, when the driving frequency is beyond the adiabatic-response regime. We
have presented an extensive discussion on investigating the impact of the in-
creased driving frequency on the transport quantities. It has been shown that
the charge- and energy-current pulses are modiﬁed due to the energy-dependency
of the temporal-pulse width and the emission time, as depicted in Fig. 4.1 and
Fig. 4.3. In addition, we have demonstrated that while the amount of the charge
carried by each pulse remains the same as in the slow-driving regime, their average
energy is modiﬁed by the term corresponding to ∂Eσ
j.
Moreover, in deriving the charge-current noise, the correction to the adiabatic-
response regime vanishes, implying that slightly increasing the driving frequency
does not change the number of emitted particles. However, this is not true for the
energy-current noise, since the temporal width correction contributes to both the
transport part Eq. (4.26) and the interference part Eq. (4.27) of the energy noise.
Finally we conclude that even with slightly increasing driving frequency we
still inject one electron and one hole in each period. However, diﬀerent driving
frequency results in diﬀerent charge- and energy-current pulses.

5 Detection of noise in the
mesoscopic capacitor through
probe fluctuations
In the previous chapters, we focused on the currents and their ﬂuctuations, orig-
inating from the single electron sources. Now, the question arises how to experi-
mentally access these quantities. This problem is addressed in the present chapter
in which we overview the key results of the appended publication. Speciﬁcally,
we propose a suitable approach to measure the charge current, the energy current
and their corresponding correlations.
In this chapter, we illustrate the working principle of this method for a spe-
ciﬁc system, namely, the time-dependent driven mesoscopic capacitor, which has
previously been discussed in Chap. 3. We concentrate on the investigation of
charge and energy current and their ﬂuctuations by such a system. Notice that
this method is generally applicable to other on-demand single-electron sources,
as explained in detail in the appended paper. First, we introduce the detec-
tion setup on which our proposed method is based on. The main component
of this setup is a small contact acting as an electrically and thermally ﬂoating
probe [53, 54]. This probe is characterized by time-dependent electrochemical po-
tential and temperature which are subjected to ﬂuctuations. These ﬂuctuations
originate from particles injected to the probe and also from the fact that due to
the size constraint, the probe can not thermalize immediately. Next, we employ
a Boltzmann-Langevin approach [46, 55] in combination with the Floquet scat-
tering theory [40, 41] to derive how the charge current, the energy current and
their correlations are related to averaged electrochemical potential, temperature
and their frequency-dependent ﬂuctuations [27, 28], respectively.
5.1 Setup
The mesoscopic conductor including the time-dependently driven mesoscopic ca-
pacitor has already been analyzed in Chap. 3. Here, we describe the setup by
dividing it conceptually into two parts: the detector and the injector, as shown
in Fig. 5.1. The injector part consists of the mesoscopic capacitor which is driven
with frequency Ω = 2π/T as introduced in Sec. 3.1.1, and the left electronic
reservoir. This reservoir is characterized by a ﬁxed temperature, TL = T0, and a
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Figure 5.1: Schematic representation of the coherent chiral mesoscopic conductor
with a quantum point contact (QPC) of transparency D. The conductor is in contact
with an electronic reservoir (L) on the left and with a probe (p) on the right. Reservoir
L is kept at µL = 0 and TL = T0. The floating probe has fluctuating electrochemical
potential µp(t) and temperature Tp(t) due to the emitted particles from specifically im-
plementing time-dependently driven single-particle source (SPS). The SPS is realized
here by means of a slowly driven mesoscopic capacitor at frequency Ω.
grounded electrochemical potential, µL = 0, meaning that particles arriving into
the reservoir do not aﬀect its temperature and electrochemical potential. How-
ever, the injector part considered here is not the most general one. On the other
hand, the detector part is formed by the central QPC and the right contact. For
the purpose of this chapter, we assume that the right contact is an electrically and
thermally floating probe, since the electrochemical potential and the temperature1
are built-up in the probe as a result of the impinging current.
5.1.1 Probe properties
Electrons in the probe rapidly relax to the local thermal equilibrium before they
can escape from the probe. In other words, the relaxation time due to the electron-
electron interaction in the probe, τe−e, is shorter than or of the same order of the
timescale that is associated with the source driving. As a result, the probe is
characterized by the Fermi distribution with well-deﬁned temperature Tp(t) and
electrochemical potential µp(t) at all times.
In order to build up the electrochemical potential µp(t) and the temperature
Tp(t), it is crucial that the probe has a ﬁnite electrochemical capacitance C and a
heat capacity CE . The former capacitance corresponds to a geometric capacitance
Cg connected in series with a quantum capacitance Cq, C = (1/Cg+1/Cq)
−1. The
1Note that there is no additional, externally applied thermal bias or voltage bias in the setup.
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heat capacity depends on the temperature of the probe, CE(T ) = ν(πkB)
2T/3,
where ν is the density of states at the Fermi level. These two capacitances deter-
mine the timescales of the ﬂuctuations. The electrochemical potential ﬂuctuates
on a time scale set by the charge relaxation time, τRC = C/(Dg), where Dg is
the electrical conductance of the QPC and g = e2/h stands for the quantum con-
ductance per spin. The temperature ﬂuctuates on a timescale set by the energy
relaxation time τE = CE/κ. Here, κ is the thermal conductance which describes
the outﬂow of energy from the probe and in general is assumed to consist of both
electronic and phonon contributions.
Furthermore, the timescale associated with injection of particles into the con-
ductor from the mesoscopic capacitor is much smaller than the timescales on
which the electrochemical potential and the temperature ﬂuctuate,
τe−e . T ≪ τRC, τE . (5.1)
This inequality implies that one deals with two diﬀerent timescales: ﬁrst, describ-
ing fast ﬂuctuations of the current due to the charge injection from the source
and the QPC, and second, associated with slow ﬂuctuations of the electrochemical
potential and the temperature in the probe. In consequence, it means that one
can use the Boltzmann-Langevin approach to separate timescales to relate such
ﬂuctuations to each other in the probe.
5.2 Boltzmann-Langevin approach
The Boltzmann-Langevin method is a convenient tool to study current ﬂuctua-
tions in the probe. To begin with, the time-dependent charge and energy currents
are written as a sum of the time averaged part denoted by a bar and the ﬂuctu-
ating time-dependent part,
Ip(t) = I¯p +∆Ip(t) and I
E
p (t) = I¯
E
p +∆I
E
p (t). (5.2)
Along the same line, the electrochemical potential and temperature take the fol-
lowing form,
µp(t) = µp +∆µp(t) and Tp(t) = T p +∆Tp(t). (5.3)
The averaged currents, I¯p and I¯
E
p , are derived by means of the Floquet scattering
method. The ﬂuctuations ∆µp(t) and ∆Tp(t) are induced by ﬂuctuations in the
charge and energy currents, ∆Ip(t) and ∆I
E
p (t).
The ﬂuctuation part of the current in the probe can be further expressed as
a sum of the ﬂuctuations of the conductor and the linear ﬂuctuations of the
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temperature and electrochemical potentials,

∆Ip(t)
∆IEp (t)

=


δIp(t)
δIEp (t)

+


∂I¯p
∂µp
∂I¯p
∂T p
∂I¯Ep
∂µp
∂I¯Ep
∂T p

·


∆µp(t)
∆Tp(t)

 . (5.4)
Here, δIp(t) and δI
E
p (t) are the bare ﬂuctuations, referred to also as the so-called
Langevin sources. These terms physically originate from the source, scattering at
the QPC, the left reservoir temperature T0, and the averaged temperature of the
probe T p. According to inequality (5.1), the Langevin sources are fast ﬂuctuations
whereas the electrochemical potential and temperature can be treated as slow
ﬂuctuations.
In the following, we derive a direct relation between the bare ﬂuctuations and
the electrochemical-potential and the temperature ﬂuctuations.
5.2.1 Correlation of electrochemical-potential fluctuations
Here, we summarize the key points of the calculation for the electrochemical-
potential ﬂuctuations. We start from the continuity equation for charge, which is
given by
dQ(t)
dt
= Ip(t). (5.5)
Note that the time-averaged current is zero since there is no long-time accumu-
lation of charge in the probe, meaning that Ip(t) = ∆Ip(t). The total charge in
Eq. (5.5) is expressed classically in terms of the total electrochemical capacitance,
Q(t) = CV = −C
e
µp(t). (5.6)
By inserting the equation above and Eq. (5.4) into Eq. (5.5), and performing
the Fourier transform, the electrochemical potential ∆µp(ω) can be expressed in
terms of the bare charge ﬂuctuation δIp(ω),
∆µp(ω)
−e =
1
Dg
δIp(ω)
1 + iωτRC
, (5.7)
where τRC = C/(Dg). This equation is valid as long as the ﬂuctuations of the
electrochemical potential remain small in order to keep the linearization performed
in Eq. (5.4). This condition can be satisﬁed either on the timescale of the charge
relaxation time in the probe, τRC, or on the timescale on which ﬂuctuations are
measured, 1/ω, with the eﬀective timescale given by
√
τ 2RC + 1/ω
2.
In the next step we calculate the correlators. The frequency-dependent corre-
lations of the electrochemical-potential ﬂuctuations from Eq. (2.35) (by putting
X,Y = µ) can be found
πδ(ω + ω′)Pµµp (ω) = 〈∆µp(ω),∆µp(ω′) + ∆µp(ω′),∆µp(ω)〉. (5.8)
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Using the Boltzmann-Langevin approach, a large separation of timescales between
ﬂuctuations of the probe quantities and the bare ﬂuctuations is assumed. For this
reason, while the electrochemical-potential correlator is measured at relevant ﬁnite
frequencies, the bare-ﬂuctuations correlator is considered at zero frequency. Thus,
we can write
Pµµp (ω) =
e2
(Dg)2
· 1
1 + (ωτRC)2
PIIp , (5.9)
where PIIp represents a charge-current noise and it can be derived using the Flo-
quet scattering matrix. The charge-current noise for the slowly driven mesoscopic
capacitor is derived in Eqs. (3.40) and (3.43), but for two contacts are kept at
the same temperature. In Sec. 5.3, we explain diﬀerent components of the bare
ﬂuctuations correlator, PIIp . In order to detect the charge-current noise by reading
out the electrochemical-potential correlators, we need to maximize this quantity.
One way to do this task is to maximize the prefactor e2/{[1 + (ωτRC)2](Dg)2)}.
However, it is not as straightforward as it looks, since we have to consider the con-
tribution of Dg to the charge-current noise. This issue is explained more precisely
in the appended paper.
5.2.2 Correlation of temperature fluctuation
In the same manner as for the electrochemical potential, one can derive the tem-
perature ﬂuctuations. The starting point is now the continuity equation for energy
dE(t)
dt
= IEp (t)− ΣV
[
T 5p (t)− T 50
]
. (5.10)
The second term stems from the coupling of the probe to the phonon bath at
temperature T0 with electron-phonon coupling strength given by ΣV . The energy
is expressed classically in terms of the charge capacitance and heat capacity as
E(t) =
Q2(t)
2C
+
CE(Tp) Tp(t)
2
= − C
2e2
µ2p(t) +
CE(Tp) Tp(t)
2
.
Note that the time-averaged energy current is zero since there is no long-time
accumulation of energy in the probe, meaning that IEp (t) = ∆I
E
p (t). By insert-
ing the equation above and Eq. (5.4) into the energy current, Eq. (5.10), in the
frequency representation, we obtain then
(iω)
C
e2
µp∆µp(ω) + (iω)CE∆Tp(ω) = δI
E
p (ω)−
µp
e2
∆µp(ω)− κ∆Tp(ω). (5.11)
Here, we keep terms up to ﬁrst order in ∆µp(t) and ∆Tp(t). By substituting
∆µp(ω) with Eq. (5.7), we get
∆Tp(ω) =
1
κ+ iωCE
[
δIEp (ω) +
µp
e
δIp(ω)
]
. (5.12)
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In addition, in the equation above, one identiﬁes the bare heat ﬂuctuations,
δJp(ω) = δI
E
p (ω) + µp/eδIp(ω), (5.13)
which are related to the temperature ﬂuctuations by
∆Tp(ω) =
1
κ
δJp(ω)
1 + iωτE
. (5.14)
Along the same lines of what has been explained for the electrochemical-potential
correlator regarding the large separation of timescales, the bare source correlator
is given by the low-frequency limit while we are working in the frequency-regime
relevant for temperature correlator. Therefore, we calculate the temperature cor-
relator in terms of the energy-current noise by replacing the electrochemical po-
tential in Eq. (5.8) with temperature, and we get:
PTTp (ω) =
1
κ2
· 1
1 + (ωτE)2
PJJp , (5.15)
where PJJp is derived for the slowly driven mesoscopic capacitor in Eqs. (3.47)
and (3.54). Experimentally, the temperature correlator needs to have a large
magnitude so that the heat-current noise can be detected. It can be achieved by
diminishing thermal conductance κ or tunning parameters which are related to
τE and PJJp .
Finally, the correlation between the electrochemical-potential ﬂuctuations Eq. (5.7)
and the temperature ﬂuctuation Eq. (5.14) give direct access to the mixed-current
noise through
PµTp (ω) =
−e
Dgκ
· 1 + ω
2τRCτE
[1 + (ωτE)2] [1 + (ωτRC)2]
PIJp . (5.16)
Here, the mixed correlator is symmetrized, meaning that PµTp ≡ PTµp . This
correlator depends on two timescales set by the charge and energy relaxation
times of the probe.
5.3 Extraction of information about the source from
the probe
So far, we have obtained a direct relation between the correlations of the macro-
scopic ﬂuctuations of the probe variables and the correlations of the bare ﬂuc-
tuations of the probe. Since various parameters of the setup can be tuned, we
can use these to maximize the source ﬂuctuations while minimizing at the same
time the ﬂuctuations of the back-action in the probe. By doing that we get infor-
mation about spectrum and precision of the single-electron source. Moreover, to
gain further insight into the single-electron source ﬂuctuations, in the following
section we decompose the charge- and energy-current noise into two parts that
originating from the source and the background ﬂuctuations.
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5.3.1 Correlator decomposition
It is instructive to write PABp , where A,B = I, J , as a sum of terms with physically
distinct origins,
PABp = PABs + PAB0 . (5.17)
Here, PABs describes the correlations coming from the driving source. Hence, in
the absence of the source, PABs is zero. The second term, PAB0 , represents the
correlations in the absence of the source, which appear due to the non-zero and
constant temperatures of the left reservoir and the probe when they are kept at
the background temperature T0. Mind that here µp = µL = 0. This background
noise can be written as
PAB0 =
2
h
D
∫
dExAxB f0(E)[1− f0(E)], (5.18)
where xA, xB = −e for A,B = I, and xA, xB = E for A,B = J .
Importantly, the source correlators PABs can be further divided into direct and
induced correlations as
PABs = PABs,dir + PABs,ind. (5.19)
The direct correlator (‘dir’), is obtained for the probe reservoir kept at constant
temperature T p = T0, with the distribution function f0(E) = (1 + e
E/[kBT0])−1.
This correlator comes from the source driving and constant temperature of the
reservoirs.
PABs,dir =
D(1−D)
h
∑
n 6=0
∫
dE xAxB|S(En, E)|2
×
{
f0(En) [1− f0(E)] + f0(E) [1− f0(En)]
}
+
D2
h
∑
n 6=0
∑
q,k
∫
dE
xA,kxB,q + xA,qxB,k
2
S∗(Eq, E)S(Eq, En)
× S(Ek, E)S∗(Ek, En)f0(Eq)[1− f0(Ek)]. (5.20)
Here, xA,q = xB,q = −e for B = I, and xA,q = xB,q = Eq for B = J . The induced
correlations (‘ind’) arise due to the ﬂuctuations of the probe properties, which
are aﬀected by the source driving, constant temperature of the left reservoir and
transparency of the QPC . In terms of the transport and interference contributions,
we ﬁnd
PABs,ind =
1
h
D(1−D) ∑
n 6=0
∫
dExAxB|S(En, E)|2 [fp(E)− f0(E)] [1− 2f0(En)]
+
1
h
D2
∑
n 6=0
∑
q,k
∫
dExAxB
{
fp(E)[1− fp(E)]− f0(E)[1− f0(E)]
}
.
(5.21)
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To summarize, Eqs. (5.17)-(5.21) provide us with a complete description of the
correlations of the bare ﬂuctuations in the probe. The direct part of the noise,
Eq. (5.20), together with the background noise, Eq. (5.18), are calculated in
Chap. 3 for a slowly driven mesoscopic capacitor. The induced noise is the new
quantity and arise from the temperature gradient.
5.4 Discussion
In this chapter we have proposed a method to detect transport quantities of the
mesoscopic capacitor setup, derived in Chap. 3 and 4. However, this method,
based on the given argument in the appended paper, can be extended to an
arbitrary time-dependently driven electron source. More speciﬁcally, we suggest
that the charge-current and the energy-current ﬂuctuations should be accessible
through the detection of the macroscopic ﬂuctuations of the temperature and the
electrochemical potential of a probe contact.
Using the Boltzmann-Langevin approach, the ﬂuctuations of the probe can be
divided into fast (bare) and slow ﬂuctuations. Temperature and electrochemical-
potential ﬂuctuations are described as slow ﬂuctuations, while charge-current and
energy-current ﬂuctuations are deﬁned as fast ﬂuctuations. The correlations of
the bare ﬂuctuations are given by the low-frequency limit while the correlations
of the temperature and the electrochemical-potential ﬂuctuations are measured
in the relevant frequency-regime.
Furthermore, to measure the above-mentioned macroscopic ﬂuctuations one
should optimize the detection scheme by taking into account diﬀerent experimen-
tally relevant parameters. We are concerned with two diﬀerent kinds of tunable
parameters: First, the main setup parameters including the QPC transparencyD,
the background temperature, the coupling strength ΣV and also the probe capac-
itances, C and CE . Second, the source parameters, listed as the temporal width
of the pulse σ and the driving frequency Ω.
Besides, we have analyzed how relevant experimental parameters enable us to
detect the pure source ﬂuctuations, Eq. (5.20), by minimizing the ﬂuctuations
due to the back-action, Eq. (5.21), from the probe. The diﬃculty in ﬁnding the
optimum parameters is that when they are adjusted to maximize the direct part,
PABs,dir, the eﬀect of the induced part, PABs,ind, might be increased, both directly and
indirectly. In the appended paper we have explained in more detail what is the
optimal parameter range that ensures an ideal detection.
The diﬃculty in tunning the parameters is that while they are adjusted to
maximize the direct part, PABs,dir, the eﬀect of the induced part, PABs,ind, is also
increased, both directly and indirectly. In the paper we explain in detail what the
optimal parameter range is ensuring the ideal detection.
6 Summary
In this thesis transport quantities such as charge currents, energy currents and
their corresponding noise, generated by on-demand single-electron sources have
been analyzed. We have shown several examples where these transport quantities
can serve as a spectroscopic tool to characterize on-demand single-electron sources.
In addition, we have proposed a setup for the detection of charge and energy
currents and their ﬂuctuations via the ﬂuctuations of macroscopic quantities of a
probe contact. The investigations have mostly been based on the concrete example
of a quantum-Hall setup with a time-dependently driven mesoscopic capacitor
acting as single-electron source.
We have started by introducing two prominent examples of on-demand single-
electron sources in Chap. 1: First, a time-dependently driven mesoscopic capaci-
tor, studied as the main example system in this thesis, and second, a Lorentzian-
shaped bias voltage which is used as a comparison in some cases. Then, in Chap. 2
we have described Floquet scattering theory which was used as a tool to derive
the above-mentioned transport quantities.
Then, in Chap. 3, we have focused on investigating the transport quantities
for a quantum-Hall setup with the slowly driven mesoscopic capacitor (setup A).
Next, we have contrasted the obtained results with those for a setup emitting
single electrons by means of the Lorentzian bias voltage (setup B), which has been
previously studied in Refs. [10, 20, 21, 52]. The main diﬀerence between these two
setups, in general, arises from the fact that the scattering matrix describing the
mesoscopic capacitor is energy-dependent, while that of the second setup, driven
with the Lorentzian bias voltage, is energy-independent. However, for the slowly
driven capacitor at low temperatures (~Ω, kBT ≪ ~/σ), studied here in more
detail, the scattering matrix of both systems is energy-independent. Despite this,
we have identiﬁed two main further diﬀerences related to the number of emitted
particles and the ability of the mesoscopic capacitor to store and release charge
and energy. This leads to a relative factor for the setup A with respect to setup
B, in the average energy current, charge-current noise and energy-current noise.
Furthermore, the average charge current emitted from the mesoscopic capacitor
is zero in contrast to the conductor with Lorentzian bias driving. In addition, in
order to quantify the diﬀerences due to the possible charge and energy storage
in the mesoscopic capacitor, we have written down continuity equations taking
account of this aspect.
In Chap. 4, we have modiﬁed the driving scheme of the mesoscopic capacitor
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by increasing the driving frequency beyond the adiabatic-response regime. We
were thereby required to derive transport quantities including the next leading
order correction in the driving frequency in an expansion of the scattering matrix.
We have therefore investigated the features associated with the increased driving
frequency which occur in the time-resolved charge current, the energy current,
and the energy noise, while leaving the number of emitted particles intact.
Finally, in Chap. 5, which summarizes the appended paper, we have addressed
the question of how one can experimentally get access to the charge current, energy
current and their ﬂuctuations. We have proposed a detection scheme exploiting
frequency-dependent temperature and electrochemical-potential ﬂuctuations in a
ﬂoating probe. The important part of the setup, which is diﬀerent from the
devices discussed in the rest of the thesis, was that we have replaced the right
reservoir with a thermally and electrically ﬂoating probe. We have employed
a Boltzmann-Langevin approach to explicitly derive how the ﬂuctuations of the
source are related to the electrochemical potential and temperature ﬂuctuations.
In particular, the feasibility of our detection scheme, in presence of the slowly
driven mesoscopic capacitor (previously studied in Chap. 3), has been broadly
investigated in the appended paper. We have studied to what extent the back-
action of the probe reduces the access to the noise of the single particle emitter.
An analysis of the diﬀerent, experimentally related parameters has shown how an
optimization of our proposed detection scheme, indeed makes a detection of the
previously investigated features in the energy-current ﬂuctuations feasible.
Appendices

Appendix A
Current operator
In this appendix, we present a detailed derivation of the charge current operator
Eq. (2.19). From the deﬁnition of the charge current operator we have
Iˆα(x, t) = −e
∫
d~r⊥jˆα(~r, t). (A.1)
By replacing the density operator jˆα(~r, t) with Eq. (2.18), we get
Iˆα(x, t) = − e~
2mi
∫
d~r⊥
[
ψˆ†α(t, ~r)
∂ψˆα(t, ~r)
∂x
− ∂ψˆ
†
t,α(~r)
∂x
ψˆα(t, ~r)
]
. (A.2)
Inserting the ﬁeld operators Eqs. (2.9) and (2.8) one obtains,
Iˆα(x, t) =− e~
2mi
∫
d~r⊥
∫
dE
∫
dE′
χα(~r⊥)χα(~r⊥)
h
√
να(E)να(E′)
ei
E−E′
~
t
{ [
aˆ†α(E)e
−ikα(E)x + bˆ†α(E)e
ikα(E)x
]
×
[
ikα(E
′)aˆα(E
′)eikα(E
′)x − ikα(E′)bˆα(E′)e−ikα(E
′)x
]
−
[
−ikα(E)aˆ†α(E)e−ikα(E)x + ikα(E)bˆ†αi(E)e−ikα(E)x
]
×
[
aˆα(E
′)eikα(E
′)x + bˆα(E
′)e−ikα(E
′)x
] }
. (A.3)
We use the orthonormality of the transverse wave functions,
∫
d~r⊥χα(~r⊥)χα(~r⊥) =
1, to ﬁnd
Iˆα(x, t) =− e~
2m
∫
dE
∫
dE′
∑
i
1
~
√
να(E)να(E′)
ei(E−E
′)t/~
{
aˆ†α(E)aˆα(E
′)e−i[kα(E)−kα(E
′)]x [kα(E) + kα(E
′)]
− bˆ†α(E)bˆα(E′)ei[kα(E)−kα(E
′)]x [kα(E) + kα(E
′)]
+ aˆ†α(E)bˆα(E
′)e−i[kα(E)+kα(E
′)]x [kα(E)− kα(E′)]
− bˆ†α(E)aˆα(E′)ei[kα(E)+kα(E
′)]x [kα(E)− kα(E′)]
}
. (A.4)
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If we consider E and E′ to coincide or to be close to each other, then the velocities
can be assumed to be approximately the same. This assumption is not always true,
however, the ﬁnal answer to describe the current and the current noise is obtained
to be the same. Therefore, the current operator at the local lead coordinate x = 0
reduces to
Iˆα(t) = − e
h
∫∫
dEdE′ei(E−E
′)t/~
{
aˆ†α(E)aˆα(E
′)− bˆ†α(E)bˆαi(E′)
}
.
(A.5)
Appendix B
Energy current density
Here, we do some algebra to show that how one can get the second term of
Eq. (2.26) from the second term of Eq. (2.25),
− ~
2
2m
[
∂tψ
∗~∇2ψ + ψ∗~∇2∂tψ + ∂tψ~∇2ψ∗ + ψ~∇2∂tψ∗
]
?
=− ~
2
2m
~∇
[
−∂tψ∗~∇ψ + ψ∗~∇∂tψ − ∂tψ~∇ψ∗ + ψ~∇∂tψ∗ − 4m
~2
U(t)j(~r, t)
]
(B.1)
Notice that, the ﬁrst term in Eqs. (2.25) and (2.26) are the source term due to
the time-dependent driving potential.
We start with the ﬁrst line of Eq. (B.1):
− ~
2
2m
(
∂tψ
∗~∇2ψ + ψ∗~∇2∂tψ + ∂tψ~∇2ψ∗ + ψ~∇2∂tψ∗
)
=− ~
2
2m
~∇
(
∂tψ
∗~∇ψ + ψ∗~∇∂tψ + ∂tψ~∇ψ∗ + ψ~∇∂tψ∗
)
+
~
2
2m
(
∂t~∇ψ∗~∇ψ + ~∇ψ∗~∇∂tψ + ∂t~∇ψ~∇ψ∗ + ~∇ψ~∇∂tψ∗
)
=− ~
2
2m
~∇
(
∂tψ
∗~∇ψ + ψ∗~∇∂tψ + ∂tψ~∇ψ∗ + ψ~∇∂tψ∗
)
+
~
2
m
(
~∇∂tψ∗~∇ψ + ~∇∂tψ~∇ψ∗
)
=− ~
2
2m
~∇
(
−∂tψ∗~∇ψ + ψ∗~∇∂tψ − ∂tψ~∇ψ∗ + ψ~∇∂tψ∗
)
+
~
2
m
(
∂tψ
∗~∇2ψ + ∂tψ~∇2ψ∗
)
(B.2)
From Schrödinger equation, we have i~∂tψˆα(t, ~r) = Hψˆα(t, ~r) and−i~∂tψˆ†α(t, ~r) =
Hψˆ†α(t, ~r), where H(t, ~r) = −~∇2~2/2m + U(t). We can write the last line of
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Eq. (B.2) as
−~
2
m
(
∂tψ
∗~∇2ψ + ∂tψ~∇2ψ∗
)
=− ~
im
(
~
2
2m
~∇2ψ∗ ~∇2ψ − U(~r, t)ψ∗ ~∇2ψ
)
+
~
im
(
~
2
2m
~∇2ψ ~∇2ψ∗ + U(~r, t)ψ ~∇2ψ∗
)
=− ~
im
~∇
(
−U(~r, t)ψ∗ ~∇ψ + U(~r, t)ψ ~∇ψ∗
)
+
~
im
(
~∇U(~r, t)
) (
−ψ∗ ~∇ψ + ψ ~∇ψ∗
)
= 2~∇ (U(~r, t)j(~r, t))− 2
(
~∇U(~r, t)
)
j(~r, t). (B.3)
The second term vanishes, since no potential energy gradient is assumed to be
present in the reservoirs while the current is measured. Therefore, Eq. (B.2) is
found to be
− ~
2
2m
(
∂tψ
∗~∇2ψ + ψ∗~∇2∂tψ + ∂tψ~∇2ψ∗ + ψ~∇2∂tψ∗
)
=− ~
2
2m
~∇
(
−∂tψ∗~∇ψ + ψ∗~∇∂tψ − ∂tψ~∇ψ∗ + ψ~∇∂tψ∗
)
+ 2~∇ (U(~r, t)j(~r, t)) ,
(B.4)
Appendix C
Scattering matrix of the mesoscopic
capacitor
In this appendix, we ﬁrst describe the general scattering matrix of the mesoscopic
capacitor, Eq. (3.1), and then derive the scattering matrix when the capacitor is
driven slowly.
The capacitor is connected to the conductor through a QPC. The scattering ma-
trix describing the relation between amplitudes of the impinging and the scattered
particles is given by


o
oc

=


r t∗
t −r∗

·


i
ic

, (C.1)
A particle propagating from left, along the edge state, can be reﬂected from the
source QPC with the probability amplitude r and continue propagation in the
conductor or, it can be transmitted to the capacitor with the probability amplitude
t. The particle after q times turning around the capacitor and taking time- and
energy-dependent phase is transmitted to the edge state of the conductor with
probability amplitude t. Now, we can construct the scattering matrix of the
Figure C.1: The impinging amplitudes to the QPC, i and ic are scattered to ampli-
tudes o and oc, while the transparency of the QPC is defind as Ds = |t2|.
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capacitor and write
S(t, E) = r + |t2|
∞∑
q=1
(−r∗)q−1 eiqkL e− i~
∫ t
t−qτ
dt′Ug(t
′), (C.2)
where k is the wave number of the particle which makes one turn around the
capacitor with length L in time τ = meL/~k). For simplicity, we remove the
subscript "cap" for the notation Scap(t, E) = S(t, E). In the following, we obtain
the modiﬁed scattering matrix for the slow driving regime.
C.1 Scattering matrix in slow driving regime
In the slow driving regime,
∫ t
t−qτ dt
′Ug(t
′) ≈ Ug(t) qτ , the scattering matrix is
obtained as
S(0)(t, E) = r + |t2|(−r∗)−1
∞∑
q=1
(−r∗)q eiq(kL− τ~Ug(t))
=
r + eiq(kL−
τ
~
Ug(t))
1 + r∗eiq(kL−
τ
~
Ug(t))
. (C.3)
We replace r = eiθ
√
1−Ds by assuming θ = 0 or π,
S(0)(t, E) =
√
1−Ds + eφ(t,E)
1 +
√
1−Dseφ(t,E) . (C.4)
With
φ(t, E) = kL− 2π∆−1Ug − 2π∆−1δUg(t)− θ. (C.5)
One can expand the wave number k around the Fermi wave number, meaning
that kL = kµL+ (E − µ)L/(~v). Therefore, Eq. (C.5) is reduced to
φ(t, E) = kµL+ 2π∆
−1(E − µ− Ug)− 2π∆−1δUg(t)− θ. (C.6)
The ratio L/v is found to be the time τ during which, the electron with the Fermi
velocity v turns around the capacitor of length L.
Here, we are interested to have well-separated injection of electrons and holes.
For this reason, we are concerned with the weak-coupling limit, i.e., Ds ≪ 1.
Thereby, we can write
√
1−Ds = 1−Ds/2 in Eq. (C.4). On the other hand, the
time of crossing, tres, is when the scattering amplitude is maximized and deﬁned
by S(0)(t, E) = 1. That corresponds to φ(tres, E) = π. If the deviation from the
resonance is considered to be δφ(t, E) = φ(t, E) − φ(tres, E), then expanding the
exponential component of the phase gives,
eiφ(t,E) = eiφ(t
res,E)eiδφ(t,E) = −1− iδφ(t, E)− h.o. (C.7)
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In consequence, taking into account all of the discussed simpliﬁcations, the scat-
tering matrix can be expressed as
S(0)(t, E) = eiθ
1−Ds/2 + (−1− iδφ(t))
1 + (1−Ds/2)(−1− iδφ(t))
= eiθ
δφ(t)− iDs/2
δφ(t) + iDs/2
(C.8)
Furthermore, by expanding δφ(t, E) = (t− tres)dφ(t,E)dt |tres, it becomes
S(0)(t, E) =
t− tres − iσres
t− tres + iσres , (C.9)
where
σres =
Ds
2dφ(t,E)dt |tres
=
Ds
−4π dδUg(t)dt |tres
. (C.10)
The equation above can be expressed for electrons and holes, separately by con-
sidering the following argument: An electron is emitted when the occupied level
shifts above the Fermi level by increasing the potential energy, i.e. dδUg(t)/dt > 0
and as a result, σe = −σ. On the other hand, a hole is emitted when the empty
level of the capacitor moves below the Fermi level by decreasing the potential, i.e.
dδUg(t)/dt < 0 and thus, σ
h = +σ. Here, σ is deﬁned by
σ =
∣∣∣∣∣∣
Ds
2dφ(t,E)dt |te/h
∣∣∣∣∣∣ . (C.11)
Then, the scattering matrix for the electron part and the hole part can be deﬁned
separately as
S(0)cap(t, E) =


t− thcap − iσcap
t− thcap + iσcap
, 0 ≤ t < T /2
t− tecap + iσcap
t− tecap − iσcap
, T /2 ≤ t < T ,
(C.12)

Appendix D
Currents with the
mixed-representation scattering
matrix
D.1 Time-dependent charge current
In this appendix, we derive the general time-dependent charge current in terms
of the mixed-representation of the scattering matrix Eq. (2.13). To begin with,
we start with Eq. (2.20),
Iα(t) = − e
h
∑
β
∑
n,l
∫
dEe−i(l)Ωt S∗αβ(E,En)Sαβ(El, En){fβ(En)− fα(E)}
= − e
h
∑
β
∑
n,l
∫
dEe−i(l−n)Ωt S∗αβ(En, E)Sαβ(El, E) {fβ(E)− fα(En)}.
(D.1)
By employing the partial Fourier transform of the scattering matrix Eq. (2.14),
the current can be written as
Iα(t) = − e
h
∑
β
∑
n,l
∫
dE {fβ(E)− fα(En)}e−i(l−n)Ωt
×
∫∫ dt′
T
dt′′
T e
−inΩt′ eilΩt
′′
S∗αβ(t
′, E) Sαβ(t
′′, E)
= − e
h
∑
β
∑
n
∫
dE {fβ(E)− fα(En)}
∫ dt′
T e
inΩ(t−t′) S∗αβ(t
′, E) Sαβ(t, E).
(D.2)
In the next section, we derive the adiabatic-response current Eq. (3.20) and the
correction term to adiabatic-response regime Eq. (4.11) by expanding the scatter-
ing matrix in terms of the driving frequency that for the case of the mesoscopic
capacitor is described by Eq. (3.4).
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D.1.1 Adiabatic-response regime
The expression for the charge current in the adiabatic-response regime is ob-
tained by inserting the energy-independent frozen scattering matrix S
(0)
αβ (t, µ) into
Eq. (D.2). We ﬁnd
I(0)α (t) = −
e
h
∑
β
∑
n
∫ dt′
T (n~Ω) e
inΩ(t−t′) S
∗(0)
αβ (t
′, µ) S
(0)
αβ (t, µ)
= − e
h
∑
β
∑
n
∫ dt′
T e
inΩ(t−t′) ∂S
∗(0)
αβ (t
′, µ)
∂t′
S
(0)
αβ (t, µ) (
~
i
)
= − e
i2π
∑
β
∂S
∗(0)
αβ (t, µ)
∂t
S
(0)
αβ (t, µ), (D.3)
where, we additionally assume µL − µR = 0.
D.1.2 Correction to the adiabatic-response regime
Charge current beyond the adiabatic-response regime is describe by considering
the next leading order correction in the expansion of the scattering matrix. Using
the scattering matrix Eq. (4.3), the correction to the current is found to be
I(1)α (t) =−
e
h
∑
β
∑
n
∫
dE {fβ(E)− fα(En)}
∫ dt′
τ
einΩ(t−t
′)
×
{
E

S∗(0)αβ (t, µ)∂S
(0)
αβ (t, E)
∂E
|E=µ +
∂S
∗(0)
αβ (t
′, E)
∂E
|E=µ S(0)αβ (t, E)


+ i
~
2

−∂2S
∗(0)
αβ (t
′, E)
∂t′∂E
|E=µ S(0)αβ (t, µ) + S∗(0)αβ (t, µ)
∂2S
∗(0)
αβ (t, E)
∂t∂E
|E=µ


}
.
(D.4)
By assuming µL − µR = 0 and performing the integrals, we obtain
I(1)α (t) =−
e
h
∑
β
{
− ~
2
2

∂2S∗αβ(t, µ)
∂2t
∂S
(0)
αβ (t, E)
∂E
|E=µ +
∂3S
∗(0)
αβ (t, E)
∂2t∂E
|E=µ S(t, µ)


+
~
2
2
(
~
i
)

−∂3S
∗(0)
αβ (t, E)
∂2t∂E
|E=µ S(t, µ) +
∂S∗αβ(t, µ)
∂t
∂2S
∗(0)
αβ (t, E)
∂t∂E
|E=µ


}
,
(D.5)
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Carrying out the remaining algebra in the equation above, the correction to the
current is simpliﬁed to
I(1)α (t) = −
e ~
4π
∂
∂t

∂S
∗(0)
αβ (t, µ)
∂t
∂S
(0)
αβ (t, E)
∂E
|E=µ

 . (D.6)
D.2 Time-dependent energy current
Along the same lines of the charge current, we express the time-dependent energy
current in terms of the mixed-representation of the scattering matrix Eq. (2.13).
As an starting point, we rewrite Eq. (2.30),
IEα (t) =
1
h
∑
β
∑
n,l
∫
dE (E +
l~Ω
2
) e−i(l)ΩtS∗αβ(E,En)Sαβ(El, En)
× {fβ(En)− fα(E)}, (D.7)
Using l → l + n, we have
IEα (t) =
1
h
∑
β
∑
n,l
∫
dE (E +
l + n
2
~Ω) e−i(l−n)Ωt S∗αβ(En, E)Sαβ(El, E)
× {fβ(E)− fα(En) } . (D.8)
By employing the partial Fourier transform of the scattering matrix Eq. (??), the
current can be written as
IEα (t) =
1
h
∑
β
∑
n,l
∫
dE (E +
l + n
2
~Ω) e−i(l−n)Ωt
∫∫ dt′
τ
dt′′
τ
e−inΩt
′
eilΩt
′′
× S∗αβ(t′, E) Sαβ(t′′, E) {fβ(E)− fα(En)} ,
=
1
h
∑
β
∑
n
∫
dE {fβ(E)− fα(En)}
∫ dt′
τ
einΩ(t−t
′)
× {(E + n~Ω
2
)S∗αβ(t
′, E) Sαβ(t, E)− ~
2i
S∗αβ(t
′, E)
∂Sαβ(t, E)
∂t
}.
(D.9)
Now, we can derive the adiabatic-response energy current Eq. (3.27), and the
correction term to it Eq. (4.19) by using the scattering matrix Eq. (4.3), which
describes the driven mesoscopic capacitor setup.
D.2.1 Adiabatic-response regime
The time-dependent energy current in the adiabatic-response regime is described
in terms of the frozen scattering matrix. By considering µL − µR = 0, the energy
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current is given by
IE(0)α (t) =
1
h
∑
β
∑
n
∫ dt′
τ
(n~Ω)einΩ(t−t
′)(− ~
2i
)S
∗(0)
αβ (t
′, µ)
∂S
(0)
αβ (t, µ)
∂t
,
(D.10)
Performing the integrals, the energy current is derived to be
IE(0)α (t) =
~
4π
∑
β
∂S
∗(0)
αβ (t, µ)
∂t, µ
∂S
(0)
αβ (t)
∂t
. (D.11)
D.2.2 Correction to the adiabatic-response regime
The correction to the adiabatic-response energy current is obtained as
IE(1)α (t) =
1
h
∑
β
∑
n
∫
dE{fβ(E)− fα(En)}
∫ dt′
τ
einΩ(t−t
′)
×
{
(E +
n~Ω
2
)
×

E

S∗(0)αβ (t′, µ)∂S
(0)
αβ (t, E)
∂E
|E=µ +
∂S
∗(0)
αβ (t
′, E)
∂E
|E=µS(0)αβ (t, µ)


−i~
2

S∗(0)αβ (t′, µ) ∂
2S
(0)
αβ (t, E)
∂t∂E
|E=µ +
∂2S
∗(0)
αβ (t
′, E)
∂t′∂E
|E=µ S(0)αβ (t, µ)




− ~
2i
×

E

S∗(0)αβ (t′, µ)∂
2S
(0)
αβ (t, E)
∂t∂E
|E=µ +
∂S
∗(0)
αβ (t
′, E)
∂E
|E=µ∂S
(0)(t, µ)
∂t


−i~
2

S∗(0)αβ (t′, µ) ∂
3S
(0)
αβ (t, E)
∂2t∂E
|E=µ +
∂2S
∗(0)
αβ (t
′, E)
∂t′∂E
|E=µ ∂S
(0)(t, µ)
∂t




}
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By considering µL − µR = 0 and performing the integral, we have
IE(1)α (t) =
−~2
8πi
{
1
3
∂
∂E

∂3S
∗(0)
αβ (t, µ)
∂3t
S
(0)
αβ (t, µ)

+ ∂
∂t

∂S
∗(0)
αβ (t, µ)
∂t
∂2S
(0)
αβ (t, E)
∂t∂E
|E=µ


}
(D.13)
Appendix E
Average energy current for the
mesoscopic capacitor setup
The average energy current in the mesoscopic capacitor setup A which is given in
Eq. (3.29) is derived in the present appendix.
We start by inserting the energy-independent frozen scattering matrix, S(En, E) =
Sn, in Eq. (2.31). We obtain
I¯
E,A(0)
R =
D
h
∑
n
|Sn|2
∫
dEE [fL(En)− fR(E)] . (E.1)
Recalling that, there is no bias voltage (µL − µR = 0), and solving the integral
with respect to energy, followed by inserting the expression for Sn in Eq. (3.12),
we ﬁnd
I¯
E,A(0)
R =
D
h
∑
n>0
(2σΩ)2e−2nσΩ(n~Ω)2 =
~Ω2
2π
(2σΩ)2e2σΩ(1 + e2σΩ)
(e2σΩ − 1)3 . (E.2)
Finally, making use of the condition σΩ≪ 1 to the leading order in σΩ, we get
I¯
E,A(0)
R = 2D
E
T . (E.3)
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Appendix F
Interference part of the
energy-current noise
Here, we present a detailed calculations of the interference part of the energy-
current noise in the case when the source is the slowly driven mesoscopic capacitor
Eq. (3.50).
The interference part of the energy-current noise is proportional toD2, and equals
PEE,A(0)int,R =
D2
h
∫
dE
{ ∑
k,q,n
EqEk Sq−nS
∗
k−nSkS
∗
qfL(En)[1− fL(E)]
+ E2 fR(E)[1− fR(E)]
}
We start by writing the ﬁrst integral as a sum of three terms
∫
dE
∑
k,q,n
EqEk Sq−nS
∗
k−nSkS
∗
q fL(En)[1− fL(E)] = p1 + p2 + p3 (F.1)
where
p1 =
∫
dEE2
∑
k,q,n
EqEk Sq−nS
∗
k−nSkS
∗
q fL(En)[1− fL(E)]
p2 = (~Ω)
∫
dEE
∑
q,k,n
(k + q) Sq−nS
∗
k−nSkS
∗
q fL(En)[1− fL(E)]
p3 = (~Ω)
2
∫
dE
∑
q,k,n
kq Sq−nS
∗
k−nSkS
∗
q fL(En)[1− fL(E)].
Using the unitarity of Sn, we have directly
p1 =
∫
dEE2f(E)[1− f(E)] = π
2
3
(kBT )
3,
p2 = 2(~Ω)
∫
dEEf(E)[1− f(E)]∑
q
q|Sq|2 = 0.
(F.2)
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For the third term, p3, we ﬁrst reformulate it as
p3 = (~Ω)
2
∫
dE
∑
n
f(En)[1− f(E)]
∣∣∣∣∣∣
∑
q
qSq−nS
∗
q
∣∣∣∣∣∣
2
= (~Ω)2
∑
n>0
∣∣∣∣∣∣
∑
q
qSq−nS
∗
q
∣∣∣∣∣∣
2
(n~Ω) coth
(
n~Ω
2kBT
)
. (F.3)
As a result, the total interference part is obtained by
PEE,A(0)int,R =
D2
h
(2p1 + p2 + p3)
=
D2
h
2π2
3
(kBT )
3 +
D2
h
(~Ω)2
∑
n>0
∣∣∣∣∣∣
∑
q
qSq−nS
∗
q
∣∣∣∣∣∣
2
(n~Ω) coth
(
n~Ω
2kBT
)
(F.4)
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