Mining generalized association rules between items in the presence of the taxonomy has been recognized as an important model in data mining. Earlier work on generalized association rules confined the minimum supports to be uniformly specified for all items or items within the same taxonomy level. This constraint would restrain an expert to discover some more interesting but much less supported association rules. In our previous work, we have addressed this problem and proposed two algorithms, MMS-Cumulate and MMSStratify. In this paper, we examined the problem of maintaining the discovered multi-support, generalized association rules when new transactions are added into the original database. We proposed an algorithm MMS-UP. Empirical evaluation showed that MMS-UP is 2-6 times faster than running MMS-Cumulate or MMS-Stratify on the updated database afresh.
Introduction
Mining association rules from a large database of business data, such as transaction records, has been a hot This problem is originally motivated by applications known as market basket analysis to find relationships between items purchased by customers, that is, what kinds of products tend to be purchased together. For example, an association rule, Desktop Ink-jet (Support=30%, Confidence=60%), says that 30% (support) of customers purchase both Desktop PC and Ink-jet printer together, and 60% (confidence) of customers who purchase Desktop PC also purchase Ink-jet printer. Such information is useful in many aspects of market management, such as store layout planning, target marketing, understanding customer's behavior, etc.
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In many applications, there are taxonomies (hierarchies), explicitly or implicitly, over the items. In some applications, it may be more useful to find associations at different levels of the taxonomy than only at the primitive concept level [6] [ 141. For example, consider Figure 1 , the taxonomy of items from which the previous association rule derived.
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It is likely to happen that the association rule
Desktop 3 Ink-jet (Support=30%, Confidence=60%)
does not hold when the minimum support is set as 40%, but the following association rule may be valid, PC a Printer.
Besides, note that in reality the frequencies of items are not uniform. Some items occur very frequently in the transactions while others rarely appear. In this case, a uniform minimum support assumption would hinder the discovery of some deviations or exceptions that are more interesting but much less supported than general trends.
To meet the mentioned situations, we have investigated the problem of mining generalized association rules across different levels of the taxonomy with nonuniform minimum supports. We proposed two efficient algorithms, called MMS-Cumulate and MMSStratify [16] , which not only can discover associations that span different hierarchy levels but also have high potential to produce rare but informative item rules.
The proposed approaches, however, are not effective to the situation for frequently update to the large source database. In this case, adopting the mining ap-0-7803-7078-3/0U$lO.~ (C)U)ol IEEE. Page: 1294 proach tends to re-applying the whole process on the updated database to reflect correctly the most recent associations between items. This is not cost-effective and is unacceptable in general. To be more realistic and costeffective, it is better to perform the association mining algorithms to generate the initial association rules and then when update to the source database occurs, apply an incremental maintenance method to re-build the discovered rules. The challenge falls into deploying an efficient maintenance algorithm to facilitate the whole mining process. This problem is nontrivial because updates may invalidate some of the discovered association rules, turn previous weak rules into strong ones and import new, undiscovered rules.
In this paper, we addressed the issues for developing efficient maintenance methods and proposed an algorithm, called the MMS-UP. Our algorithm can incrementally update the generalized associated rules with non-uniform support specification and is capable of effectively reducing the number of candidate sets and database re-scanning. The performance study showed that MMS-Up is 2-6 times faster than running MMS-Cumulate or MMS-Stratify on the updated database afresh.
The remaining of the paper is organized as follows. A review of related work is given in Section 2. The problem of maintaining generalized association rules with multiple minimum supports is formalized in Section 3.
In Section 4, we explain the proposed algorithms for updating large itemsets with multiple minimum supports. The evaluation of the proposed algorithm on IE%M synthetic data is described in Section 5. Finally, our conclusions are stated in Section 6.
Related Work
The problem of incremental updating association rules was first addressed by Cheung et a1 [3] . They coined the essence of updating the discovered association rules when new transaction records are added into the incremental database over time and proposed an algo- association rules is to find all association rules that are strong.
As founded in [I], the task of mining association rules is usually decomposed into two steps:
1. Itemset generation: find all large itemsets that have support exceeding a threshold minimum support. Rule construction: from the set of large itemsets, construct all association rules that have a confidence exceeding a threshold minimum confidence.
2.
Since the solution to the second subproblem is straightforward, the problem can be reduced to finding the set of large itemsets that satisfy the specified minimum support.
Maintaining multi-support, generalized association rules
In real business applications, the database grows over time. This implies that if the updated database is processed afresh, the previous discovered associations might be invalid and some undiscovered associations should be generated. That is, the discovered association rules must be updated to reflect the new circumstance. Analogous to the associations mining, this problem can be reduced to updating the large itemsets.
Definition 6. Let DB denote the original database, db the incremental database, UD the updated database containing db and DB, i.e., UD = db + DB, T the taxonomy of items, and LDB the set of large itemsets in DB. The problem of updating the large itemsets with taxonomy and multiple supports is to find LuD = {AI supuD(A) 2 min EA ms(uj)},
given the knowledge of DB, T, db, LDB, and SU~,(A)
Q A E LDB.
4.
Update of Large Itemsets for Multi-support, Generalized Association Rules In this section, we will describe the proposed algorithm MMS-UP (stands for Multiple Minimum Support association rules Update). For discussion purpose, we first introduce the primary issues for mining multisupport, generalized association rules, and present our proposed algorithms, MMS-Cumulate and MMSStratify, for generating the large itemsets.
Mining of multi-support, generalized association rules
The proposed algorithms MMS-Cumulate and MMS-Stratify follow the level-wise approach to generate all large k-iternsets. First, scan the whole database DB and count the occurrence of each item to generate the set of all frequent 1-itemsets (&). In each subsequent step k, k 2 2, the set of large k-itemsets, Lk, is generated as follows. 1) Generate a set of candidate k-itemsets, ck+I, from Lk-1, using the apriori-gen described in [2]; 2) Scan the database DB, count the occurcence of each itemset in Cbl, and prune those with less support. The resulting set is Lk.
The above paradigm, however, has to be modified to incorporate taxonomy information and multiple minimum supports. First, note that in the presence of taxonomy an item can be composed of items, primitive or generalized, in the taxonomy. To calculate the occurrence of each itemset, the current scanned transaction t is extended to include the generalized items of all its composed items. Secondly, the apriori-gen procedure based on the concept of downward closure does not work for multiple support specification. For example, consider four items U , b, c, and d that have minimum supports specified as ms(a) = 15%, ms(b) = 20%, ms(c) = 4%, and m(d) = 6%. Clearly, a 2-itemset {a, b } with 10% of support is discarded for 10% min{ms(u), ms(b)}. According to the downward closure, the 3- 
Update of multi-support, generalized association rules
As the pioneer work in [3] stated, the primary challenge of devising effective association rules maintenance algorithm is how to reuse the original large itemsets and avoid the possibility of re-scanning the original database DB.
Let lDBl denote the number of transaction records in the original database DB, pbl be the number of transaction records in the incremental database d6, and I UDI be the number of transaction records in the whole updated database UD containing db and DB. For a sorted k-itemset A = (al, a, A.COUntdb 2 m S ( U l ) Idbl and A. COUntDB 2 mS(U1)
In the above four conditions, only condition 2 yields the essence of re-scanning the original database DB.
The process of updating the large itemsets with taxonomy and multiple minimum supports is performed as follows. First, count all I-itemsets in db including generalized items. According to the itemset counts in db and DB, create the large 1-itemsets L, using the four conditions. Create the frontier set F and use it to generate candidate 2-itemsets C2. The large 2-itemset & is generated following the same procedure for L1. Finally, for k 2 3, repeat the above procedure until no large kitemsets L k are created, except that the candidate k- 10,000 records for db. The result is depicted in Figure  2 . As the figure shown, MMS-UP performs significantly better than MMS-Stratify and MMS-Cumulate; the improvement is ranging from 3 to 6 times. We also conducted another experiment to compare the efficiency of these three algorithms under various sizes of incremental database. The minimum supports were specified to items randomly, ranging fiom 1.0% to 6.0%. Here, we adopt the ordinary case that the minimum support of an item a is no larger than any of its ancestors ii , i.e., ms(a) I ms( Ci ). The result is depicted in Figure 3 . Again, MMS-UP outperforms MMS-Stratify and MMS-Cumulate both in execution time and scalability.
Conclusions
We have investigated in this paper the problem of maintaining association rules in the presence of taxonomy and multiple minimum supports. We presented the algorithm, MMS-UP, for maintaining multi- 
