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Abstract. Timed automata are a convenient mathematical model for
modelling and reasoning about real-time systems. While they provide a
powerful way of representing timing aspects of such systems, timed au-
tomata assume arbitrary precision and zero-delay actions; in particular,
a state might be declared reachable in a timed automaton, but impossible
to reach in the physical system it models.
In this paper, we consider permissive strategies as a way to overcome
this problem: such strategies propose intervals of delays instead of single
delays, and aim at reaching a target state whichever delay actually takes
place. We develop an algorithm for computing the optimal permissive-
ness (and an associated maximally-permissive strategy) in acyclic timed
automata and games.
1 Introduction
Timed automata [AD94] are a powerful formalism for modelling and reasoning
about real-time computer systems: they offer a convenient way of modelling tim-
ing conditions (not relying on discretization) while allowing for efficient verifica-
tion algorithms; as a consequence, they have been widely studied by the formal-
verification community, and have been applied to numerous industrial case stud-
ies thanks to advanced tools such as Uppaal [BDL+06], TChecker [HPT19] or
Chronos [BDM+98].
One drawback of timed automata is that they are a mathematical model,
assuming infinite precision in the measure of time; this does not correspond
to physical devices such as computers. As a consequence, properties that are
proven to hold on the model may fail to hold on any implementation. As a very
simple example, consider two (or even infinitely-many) consecutive actions that
have to be performed at the exact same time: while this would be possible in a
mathematical model, this would not be possible on a physical device.
Several approaches have attempted to address such problems, depending on
the property to be checked. When considering safety properties, timing impreci-
sions may add new behaviours, which have to be taken into account in the safety
check. In that setting, guard enlargement [Pur00, DDMR04] has been proposed
as a way to model the fact that some timing conditions might be considered
true even if they are (slightly) violated: the existence of an enlargement value
for which the set of executions is safe is decidable. When dealing with reachabil-
ity properties, timing imprecisions may prevent a run to be valid. A topological
approach has been proposed, where a state is declared reachable only if there is
a tube of trajectories reaching the target state [GHJ97]. Game-based approaches
have also been proposed, where a state is said reachable if there is a strategy to
reach this state when an opponent player is allowed to modify (up to a certain
point) the values of the delays [BMS15, BFM15].
In this paper, we build on the approach of [BFM15], where the authors aim
at computing maximally-permissive strategies for reaching a target state. While
in classical timed automata, reachability is witnessed by a sequence of delays
and transitions leading to a target state, here the aim is to propose intervals of
delays, leaving it to an opponent player to decide which delay will indeed take
place. Of course, the strategy has to be able to respond to any choice of the
opponent, eventually reaching the target state.
We can then have several ways of measuring permissiveness of a strategy, the
general idea being that larger intervals of delays are prefered. In [BFM15], each
interval is associated with a penalty, which is the inverse of the length of the inter-
val. Penalties are summed up along paths, and maximally-permissive strategies
are those having minimal worst-case penalty. This favours both large intervals
and short paths, but computing optimal strategies could only be achieved in the
case of one-clock timed automata in [BFM15].
In the present paper, permissiveness of a strategy is defined as the size of the
smallest interval proposed by a strategy. We develop an algorithm to compute
the permissiveness of any (winning) configuration in acyclic timed automata and
games, with any number of clocks. Consider for instance a scheduling problem,
where a number of tasks have to be performed in a certain order within a given
delay. Classical reachability algorithms would just say whether a given set of
tasks are schedulable (in the mathematical model); our algorithm would return
the permissiveness of the best schedule, and could compute the amount of im-
precision that can be allowed, depending on the deadline by which all tasks have
to be finished.
This paper is organized as follows: in Section 2, we introduce the necessary
definitions, in particular of timed automata and permissiveness of strategies, and
prove basic results. Section 3 is devoted to solving the case of linear timed au-
tomata, where all states have at most one outgoing transitions, thereby focusing
only on choices of delays. Finally, Section 4 extends this to acyclic timed au-
tomata and games. By lack of space, several proofs had to be deferred to the
appendix.
2 Definitions
2.1 Piecewise-affine functions
A valuation for a set C of variables is a mapping v : C → R≥0, assigning a
nonnegative real value to each variable. We write 0 for the valuation defined
as 0(c) = 0 for any c ∈ C. We write (R≥0)
C for the set of valuations for C,
which we identify with (R≥0)
n when C has exactly n variables. We write R for
R ∪ {−∞; +∞}.
Definition 1. An n-dimensional affine function is a mapping f : Rn≥0 → R s.t.
– either there exists a vector (Fk)0≤k≤n ∈ R
n+1 such that f(v) = F0+
∑
1≤i≤n Fi·
vi;
– or f(v) = −∞ for all v ∈ Rn≥0; in that case we can still write f(v) =
F0 +
∑
1≤i≤n Fi · vi, by setting F0 = −∞ and Fi = 0 for all 1 ≤ i ≤ n;
– or f(v) = +∞ for all v ∈ Rn≥0; similarly, this corresponds to setting F0 =
+∞ and Fi = 0 for all 1 ≤ i ≤ n.
A linear function f is an affine function for which f(0) = 0.
If Φ = (ϕk)1≤k≤m is a set of n-dimensional affine functions and b = (bk)1≤k≤m
is a set of intervals, we write JΦ, bK for the intersection
⋂
1≤k≤m ϕ
−1
k (bk). This
defines a convex polyhedron of Rn≥0.
Definition 2. An n-dimensional piecewise-affine function is a mapping f : Rn≥0 →
R for which there exist
– a finite set of n-dimensional linear functions Φ = (ϕk)1≤k≤m, and a finite set
of finite partitions P = (Pk)1≤k≤m of R; these define the following partition
of Rn≥0 into convex polyhedra (some of which may be empty):
JΦ, P K = {JΦ, bK | b = (bk)1≤k≤m s.t. for all 1 ≤ k ≤ m, bk ∈ Pk}.
– for each convex polyhedron h of JΦ, P K, an affine function fh, which we write
as fh(v) = Fh0 +
∑
1≤k≤n F
h
k · vk;
s.t. for all v ∈ Rn≥0, f(v) = f
h(v) for the unique cell h of JΦ, P K containing v.
Example 1. We consider the simple 2-dimensional affine function f displayed on
Fig. 1. Its underlying partition can be defined using two linear functions:
– ϕ1 : (x, y) 7→ y, associated with the following partition ofR: {(−∞; 1], (1;+∞)};
– ϕ2 : (x, y) 7→ x−1 associated with the following partition: {(−∞; 0], (0; 1], (1;+∞)}.
This defines a partition of R2≥0 into six cells: on three of them, for which
ϕ1(x, y) ∈ (1;+∞), our piecewise-affine function f constantly equals −∞; for
the other three cells:
y
x
1
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2
−∞
Fig. 1. An example of a 2-dimensional piecewise-affine function
– in C1 = {(x, y) | ϕ1(x, y) ∈ (−∞; 1] and ϕ2(x, y) ∈ (−∞; 0]}, the affine
function f coincides with (x, y) 7→ x+y2 ;
– in C2 = {(x, y) | ϕ1(x, y) ∈ (−∞; 1] and ϕ2(x, y) ∈ (0; 1]}, the affine func-
tion f coincides with (x, y) 7→ y;
– in C3 = {(x, y) | ϕ1(x, y) ∈ (−∞; 1] and ϕ2(x, y) ∈ (1;+∞)}, the affine
function f coincides with (x, y) 7→ x− 1.
2.2 Timed automata
Given a valuation v and a nonnegative real d, we denote with v+d the valuation w
such that w(c) = v(c) + d for all c ∈ C. For any subset I ⊆ R≥0, we write v + I
for the set of valuations {v+ d | d ∈ I}. Given a valuation v and a subset r ⊆ C,
we write v[r → 0] for the valuation w such that w(c) = 0 if c ∈ r and w(c) = v(c)
if c /∈ r.
The set of linear constraints over C is defined as G(C) ∋ g ::= c ∼ n | g ∧ g
where c ranges over C, n ranges over N, and ∼ ∈ {<,≤,=,≥, >}. That a clock
valuation v satisfies a clock constraint g, denoted v |= g (and sometimes v ∈ g,
seeing g as a convex polyhedron), is defined inductively as
v |= c ∼ n⇔ v(c) ∼ n v |= g1 ∧ g2 ⇔ v |= g1 and v |= g2
For the rest of this paper, we fix a finite alphabet Σ.
Definition 3 ([AD94]). A timed automaton over Σ is a tuple A = (C, L, T )
where C is a finite set of clocks, L is a finite set of states (or locations), and
T ⊆ L× G(C)×Σ × 2C × L is a finite set of transitions
A configuration of a timed automaton is a pair (ℓ, v) where ℓ is a location of
the automaton and v is a clock valuation. The semantics of timed automata can
be defined as an infinite-state labelled transition system whose states are the set
of configurations, and whose transitions are of two kinds:
– delay transitions model time elapsing: no transitions of the timed automaton
are taken, but the values of all clocks are augmented by some delay d. For
any configuration (ℓ, v) and any delay d ∈ R≥0, there is a transition (ℓ, v)
d
−→
(ℓ, v + d).
– action transitions represent the effect of taking a transition in the timed
automaton. For any configuration (ℓ, v) and any transition t = (ℓ, g, a, r, ℓ′),
if v |= g, then there is a transition (ℓ, v)
a
−→ (ℓ′, v[r → 0]).
We write (ℓ, v)
d,a
−−→ (ℓ′, v′) when there exists (ℓ′′, v′′) such that (ℓ, v)
d
−→ (ℓ′′, v′′)
and (ℓ′′, v′′)
a
−→ (ℓ′, v′). A run of a timed automaton is a sequence of configura-
tions (ℓi, vi)i such that there exists d ∈ R≥0 and a ∈ Σ such that (ℓi, vi)
d,a
−−→
(ℓi+1, vi+1) for all i. Even if it means adding a sink state and corresponding tran-
sitions, we assume that from any configuration, there always exists a transition
d,a
−−→ for some d ∈ R≥0 and some a ∈ Σ. This way, any finite run can be extended
into an infinite run (in terms of its number of transitions). We also assume that,
from any location ℓ and any action a, there is at most one transition from ℓ
labelled with a.
One of the most basic problems concerning timed automata is that of reach-
ability of a location: given a timed automaton A, a source configuration (ℓ0, v0)
(usually assuming v0 = 0) and a target location ℓf , it amounts to deciding
whether there exists a run from (ℓ0, v0) to some configuration (ℓf , vf ) in the
infinite-state transition system defining the semantics of A. This problem has
been proven decidable (and PSPACE-complete) in the early 1990s [AD94], us-
ing region equivalence, which provides a finite-state automaton that is (time-
abstracted) bisimilar to the original timed automaton.
2.3 Permissive strategies in timed automata
Solving reachability using the algorithm above, we can obtain a sequence of
delays and transitions to be taken for reaching the target location. Playing this
sequence of delays and transitions however requires infinite precision in order to
meet all timing constraints, which might not be possible on physical devices.
In this paper, we address this problem by building on the setting studied
in [BFM15]: in that setting, the delays that are played may be slightly perturbed,
and it can be required to adapt the future delays (and possibly actions) so as to
make sure that the target is indeed reached.
We encode the imprecisions using a game setting: the player proposes an in-
terval of possible delays (together with the action to be played), and its opponent
selects, in the proposed interval, the exact delay that will take place.
Formally, in our setting, a move from some configuration (ℓ, v) is a pair (I, a),
where I ⊆ R≥0 is a closed
1 interval, possibly right-unbounded, and a ∈ Σ, such
that there is a transition (ℓ, g, a, r, ℓ′) for which v+ I ⊆ g (i.e., for any valuation
w ∈ v+ I, it holds w |= g). We write moves(ℓ, v) for the set of moves from (ℓ, v).
A permissive strategy is a (partial) function σ mapping finite runs (ℓi, vi)0≤i≤n
to moves in moves(ℓn, vn). A run ρ = (ℓi, vi)i is compatible with a permissive
strategy σ if, for any finite prefix π = (ℓi, vi)0≤i≤j of ρ, σ(π) is defined and,
writing σ(π) = (I, a), there exists d ∈ I such that (ℓj , vj)
d,a
−−→ (ℓj+1, vj+1).
A permissive strategy σ is winning from a given configuration (ℓ0, v0) if any in-
finite run originating from (ℓ0, v0) that is compatible with σ is winning (which,
in our setting, means that it visits the target location ℓf ). Notice that classical
strategies (which propose single delays instead of intervals of delays) are spe-
cial cases of permissive strategies. It follows that, as soon as there is a path
from some configuration (ℓ, v) to ℓf , there exists a winning permissive strategy
from (ℓ, v) (possibly proposing punctual intervals). Such configurations are said
winning, and the winning zone is the set of all winning configurations.
Our aim is to compute maximally-permissive winning strategies. In this work,
we measure permissiveness of a strategy σ in a configuration (ℓ, v), denoted
1 We only consider closed intervals here to simplify the presentation.
Permσ(ℓ, v), as the length of the smallest interval it may return along its out-
comes, and compute, for each configuration, the supremal permissiveness of win-
ning strategies, denoted Perm(ℓ, v). Intuitively, this corresponds to computing
how much precision is needed in order to reach the target configuration.
Remark 4. Notice that our definition of permissiveness is similar in spirit with
that of [BFM15]. However, in [BFM15], each move (I, a) was associated a penalty
(namely 1/|I|), and penalties are summed up along the execution. This tends
to make the player favour shorter paths with possibly small intervals (hence
demanding more accuracy when playing) over long paths with larger intervals.
Our setting only aims at maximizing the size of the smallest interval to be played.
Our work can also be seen as a kind of quantitative extension of tubes of
trajectories of [GHJ97]: permissiveness could be seen as the minimal width of
such a tube. However, we are in a game-based setting, and (except in Section 3)
the strategy could suggest to take different transitions if they allow for more
permissiveness.
Finally, and perhaps more importantly, our setting is quite close to that
of [BMS15], but with a more quantitative focus: we aim at computing the optimal
permissiveness for all winning configurations (with reachability objective), while
only a global lower bound (of the form 1/m where m is doubly-exponential in
the size of the input) is obtained in [BMS15]. Similar results to those of [BMS15]
are obtained in [SBMR13, BGMRS19] for Bu¨chi objectives; such extensions are
part of our future work.
2.4 Iterative computation of permissiveness
Towards computing Perm(ℓ, v), we define:
Pi(ℓf , v) = +∞ for all valuations v and all i ≥ 0;
P0(ℓ, v) = −∞ for all valuations v, and for all ℓ 6= ℓf ;
Pi+1(ℓ, v) =


sup
(I,a)∈moves(ℓ,v)
min(|I|, inf{Pi(ℓ
′, v′) | ∃d ∈ I. (ℓ, v)
d,a
−−→ (ℓ′, v′)})
if moves(ℓ, v) 6= ∅
−∞ otherwise
In the rest of section, we prove some basic properties of this sequence of
functions, and in particular its link with permissiveness. The next sections will
be devoted to its computation on acyclic timed automata.
Our first two results are concerned with the evolution of the sequence with i.
They are proved by straightforward inductions.
Lemma 5. For any (ℓ, v), the sequence (Pi(ℓ, v))i∈N is nondecreasing.
Lemma 6. If the longest path from ℓ to ℓf has at most i transitions, then for
any v and any j ≥ 0, it holds Pi+j(ℓ, v) = Pi(ℓ, v).
The following lemma ties the link between the sequence (Pi) and permissive-
ness:
Proposition 7. For any i ∈ N and for any configuration (ℓ, v), it holds:
1. Pi(ℓ, v) = −∞ if, and only if, there are no runs of length at most i from (ℓ, v)
to ℓf ;
2. for any p ∈ R≥0, and any i ∈ N, it holds Pi(ℓ, v) > p if, and only if, there
is a permissive strategy with permissiveness larger than p that is winning
from (ℓ, v) within i steps.
Proof. We begin with the first equivalence, which we prove by induction on i.
The result is trivial for i = 0. Now, assume that the result holds up to index i.
There may be two reasons for having Pi+1(ℓ, v) = −∞ for some (ℓ, v): either
moves(ℓ, v) is empty, or it is not empty and for any (I, a) ∈ moves(ℓ, v), it holds
inf{Pi(ℓ
′, v′) | ∃d ∈ I.(ℓ, v)
d,a
−−→ (ℓ′, v′)} = −∞.
This is true in particular when I = {d} is punctual: for any (d, a), the succes-
sor (ℓ′, v′) such that (ℓ, v)
d,a
−−→ (ℓ′, v′) is such that Pi(ℓ
′, v′) = −∞. From the
induction hypothesis, there can be no path from those (ℓ′, v′) to ℓf with i steps
or less. Hence there are no paths from (ℓ, v) to ℓf with at most i+ 1 steps.
Conversely, if there are no paths having at most i+ 1 steps from (ℓ, v) to ℓf ,
then either this is because moves(ℓ, v) = ∅, or this is because any move leads to
a configuration from which there is no path of length at most i. By induction hy-
pothesis, all successor configurations have infinite Pi, hence also Pi+!(ℓ, v) = −∞.
We now prove the second claim, still by induction. The base case is again
trivial. Now, assume that the result holds up to some index i. We fix some p ∈
R≥0, and first consider a configuration (ℓ, v) with Pi+1(ℓ, v) > p. This entails
that moves(ℓ, v) is non-empty, and that there is a move (I, a) with |I| > p such
that Pi(ℓ
′, v′) > p for all (ℓ′, v′) such that (ℓ, v)
d,a
−−→ (ℓ′, v′) with d ∈ I. Applying
the induction hypothesis, there is an i-step winning strategy with permissiveness
larger than p from each successor configuration (ℓ′, v′), from which we can build
an i+ 1-step winning strategy with permissiveness larger than p from (ℓ, v).
Conversely, pick an i + 1-step winning strategy σp from (ℓ, v) with permis-
siveness larger than p. Write σp(ℓ, v) = (I0, a0). Then for any d ∈ I0, in the
location (ℓ′, v′) such that (ℓ, v)
d,a0
−−−→ (ℓ′, v′), strategy σp is an i-step winning
strategy with permissiveness larger than p, so that, following the induction hy-
pothesis, Pi(ℓ, v) > p. It immediately follows that Pi+1(ℓ, v) > p. 
Our next three results focus on properties of the functions Pi. First, we iden-
tify zones on which Pi is constant. This will be useful for proving correctness of
our algorithm computing Pi in the next section:
Lemma 8. Let A be a timed automaton, with maximal constant M . Let ℓ be a
location, and i ∈ N. Take two valuations v and v′ such that, for any clock c, we
have either v(c) = v′(c), or v(c) > M and v′(c) > M . Then Pi(ℓ, v) = Pi(ℓ, v
′).
Next we prove that the functions Pi are 2-Lipschitz continuous (on the zone
where they take finite value):
Proposition 9. For any integer i ∈ N and any location ℓ, the function τℓ : v 7→
Pi(ℓ, v) is 2-Lipschitz on the set of valuations where it takes finite values.
Finally, the following lemma shows the (rather obvious) fact that Pi(ℓ, v+t) ≤
Pi(ℓ, v). A consequence of this property is that, for any non-resetting transition,
the optimal choice for the opponent is the largest delay in the interval proposed
by the player2. This corresponds to the intuition that by playing later, the op-
ponent will force the player to react faster at the next step. As Example 2 below
shows, this is not the case in general: in that example, from (ℓ0, 〈x = 0; y = 0〉),
if the player proposes interval [1/4; 1], the optimal choice for the opponent
is d = 1/4).
Lemma 10. Let (ℓ, v) be a configuration, t ∈ R≥0 such that (ℓ, v + t) is a
configuration of the automaton, and i ∈ N. Then Pi(ℓ, v) − t ≤ Pi(ℓ, v + t) ≤
Pi(ℓ, v).
Example 2. Consider the automaton of Fig. 2. We compute the optimal permis-
siveness (and corresponding strategies) for this small example. First, Pi(ℓf , v) =
+∞ for all i, and P0(ℓ0, v) = P0(ℓ1, v) = −∞.
ℓ0 ℓ1 ℓf
0≤x≤1
0≤y≤1
y:=0
1≤x≤2
0≤y≤1
1
2
1−x
1−y
1+x−y
2
−∞
−∞
x
y
0
0
1
1
x
y
x−y 2−x
1−y
−∞
−∞
−∞
0
0
1
1
2
Fig. 2. A linear timed automaton and its permissiveness at ℓ0 and ℓ1
We first focus on ℓ1, with some valuation v: obviously, if v(x) > 2 or v(y) > 1,
the set moves(ℓ1, v) is empty, and P1(ℓ1, v) = −∞ in that case; similarly if
v(y) > v(x). Since P0(ℓf , v) does not depend on v, the optimal move for the
player is the largest possible interval satisfying the guard:
2 This also holds for any transition in a one-clock timed automaton (because in case
the clock is reset, the new valuation does not depend on the delay chosen by the
opponent).
– if v(x) ≤ 1 and v(y) ≤ 1 (and v(x) ≤ v(y)), the optimal interval of delays is
[1− v(x); 1 − v(y)], whose length is v(x)− v(y);
– if v(y) ≤ 1 ≤ v(x) ≤ 2, the transition is immediately available, so that the
lower bound of the interval will be 0. For the upper bound, there are two
cases:
• if v(y) ≥ v(x)− 1, the optimal interval is [0; 1− v(y)];
• if v(y) ≤ v(x)− 1, the optimal interval is [0; 2− v(x)].
This defines the permissiveness for ℓ1.
We now look at ℓ0: first, P1(ℓ0, v) = −∞ for all v, and only configura-
tions (ℓ0, v) where v(x) ≤ 1 and v(y) ≤ 1 are winning, so that P2(ℓ0, v) = −∞
as soon as v(x) > 1 or v(y) > 1. Fix a valuation v for which v(x) ≤ 1 and
v(y) ≤ 1. We have to find the interval I = [α, β] such that v(x) + β ≤ 1 and
v(y) + β ≤ 1, and for which min{β− α, infγ∈[α,β]P1(ℓ1, (v+ γ)[y → 0])} is max-
imized. Noticing that (v + γ)[y → 0] is the valuation (x 7→ v(x) + γ; y 7→ 0),
and that P1(ℓ1, w) = w(x) for any w satisfying w(x) ∈ [0; 1] and w(y) = 0,
we have to maximize min{β−α, infγ∈[α,β] v(x) + γ} over the domain defined by
0 ≤ α ≤ β ≤ min(1 − v(x); 1 − v(y)). Obviously, infγ∈[α,β] v(x) + γ = v(x) + α,
so we have to maximize min{β − α, v(x) + α} on the set {(α, β) | 0 ≤ α ≤ β ≤
min(1 − v(x); 1 − v(y))}.
We consider two cases:
– if v(y) ≤ v(x): clearly, it is optimal to maximize β, so we let β = 1 − v(x).
Hence we have to maximize min{1−(v(x)+α), v(x)+α} over 0 ≤ α ≤ 1−v(x).
Again, there are two cases, depending on whether v(x) is larger or smaller
than 1/2; in the former case, min{1 − (v(x) + α), v(x) + α} = 1 − v(x) − α
when α ranges over [0; 1 − v(x)]; it is maximized for α = 0, and we get
P2(ℓ0, v) = 1 − v(x). If v(x) ≤ 1/2, the maximal value is reached when
α = 1/2− v(x), and P2(ℓ0, v) = 1/2.
– if v(y) ≥ v(x): then it is optimal to let β = 1 − v(y). Again there are two
cases for maximizing min{1 − v(y) − α, v(x) + α}: if 1 − v(y) ≤ v(x), then
α = 0 is optimal, and P2(ℓ0, v) = 1−v(y); otherwise, α = (1−v(x)−v(y))/2
is optimal, and P2(ℓ0, v) = (1− v(y) + v(x))/2.
We end up with the diagram represented on the left of Fig. 2 (where for the sake
of readability we write x and y in place of v(x) and v(y)).
Our aim in the rest of this paper is to compute the sequence of functions Pi,
and to evaluate the complexity of this computation. Following Lemma 6, this
will provide us with an algorithm for computing permissiveness in acyclic timed
automata.
3 Computing optimal strategies in linear timed automata
In this section, we consider the simpler case of linear timed automata, where
each location has at most one successor.
3.1 Optimal strategy for the opponent
We begin with focusing on the optimal choice of the opponent: given a configu-
ration (ℓ, v) and an interval I of delays proposed by the player (there is a single
outgoing transition, so the action to be played is fixed), what is the best de-
lay that the opponent will choose so as to minimize the permissiveness of the
resulting configuration?
As we already mentioned, Lemma 10 answers this question for non-resetting
transitions, where the best option for the opponent is to choose the maximal
delay. On the other hand, Example 2 provides a situation where the opponent
prefers to play as early as possible.
It turns out that, for linear timed automata, the optimal choice of the oppo-
nent is always one of these two extremal choices. This property will be a corollary
of the following lemma, stating concavity of the permissiveness function in linear
timed automata:
Proposition 11. Let i ∈ N. Let ℓ be a location of a linear timed automaton,
let v1 and v2 be two clock valuations such that Pi(ℓ, v1) and Pi(ℓ, v2) are finite.
Let λ ∈ [0; 1], and vλ = λ · v1 + (1− λ) · v2. Then
Pi(ℓ, vλ) ≥ λ · Pi(ℓ, v1) + (1 − λ) · Pi(ℓ, v2).
It follows:
Corollary 12. Let ℓ be a location of a linear timed automaton, v and v′ be two
clock valuations, λ ∈ [0; 1], and vλ = λ · v + (1− λ) · v
′. Then for all i:
Pi(ℓ, vλ) ≥ min{Pi(ℓ, v),Pi(ℓ, v
′)}.
In particular, for any valuation v, and bounded interval [α, β], and any transition
ℓ
g,a,r
−−−→ ℓ′:
inf{Pi(ℓ
′, v′) | ∃d ∈ [α, β]. (ℓ, v)
d,a
−−→ (ℓ′, v′)} = min{Pi(ℓ
′, v′α),Pi(ℓ
′, v′β)}
where (ℓ, v)
α,a
−−→ (ℓ′, v′α) and (ℓ, v)
β,a
−−→ (ℓ′, v′β).
3.2 Computing the most-permissive strategy
Now that we have a better understanding of the optimal strategy of the opponent,
we can compute the most-permissive strategy of the player for reaching the target
location ℓf . We prove that for all i, Pi is in fact a piecewise-affine function that
can be computed in doubly-exponential time.
First notice that, following Lemma 6, for any location ℓ of a linear timed
automaton with n locations, the sequence of functions (Pi)i converges in at
most n steps.
Theorem 13. The permissiveness function for a linear timed automaton with d
locations and n clocks is a piecewise-affine function. It can be computed in time
O((n + 1)8
d
).
The following technical lemma, whose proof is deferred to the appendix, will
be the central tool in the computation of Pi:
Lemma 14. Let mα ≤ Mα and mβ ≤ Mβ, and D = {(α, β) ∈ R
2
≥0 | mα ≤
α ≤ Mα, mβ ≤ β ≤ Mβ, α ≤ β}. Let f : α 7→ aα + b and g : β 7→ cβ + d
be two 1-dimensional affine functions, and µ : (α, β) 7→ min{β − α, f(α), g(β)}.
Then the maximal value that µ may take over D is of one of the following five
forms: Mβ−mα, λ·f(ν), λ·g(µ),
ad−bc
a−c and
ad−bc
(a+1)(1−c)−1 , with λ ∈ {1,
1
1−c ,
1
a+1}
and ν ∈ {mα,Mα,mβ ,Mβ}. This value can be computed by checking inequalities
between expressions of the same forms.
The following lemma corresponds to one step of our inductive computation
of Pi:
Lemma 15. Let A be a linear timed automaton with n clocks. Let (ℓ, g, a, z, ℓ′)
be a transition of A, and assume that v 7→ Pi−1(ℓ
′, v) is piecewise affine, with m
cells. Then v 7→ Pi(ℓ, v) is piecewise affine. It can be computed in time O(m
4 ·
(m+ n)4). It can be defined using a polyhedral partition of size O(m4(m+ n)4),
and with coefficients polynomial in those of Pi−1.
Proof. We assume that Pi−1(ℓ
′, v) is not constantly −∞ (if it were the case, then
also Pi(ℓ, v) = −∞ for all v). Similarly, we assume that moves(ℓ, v) is non-empty
for some v. Since v 7→ Pi−1(ℓ
′, v) is piecewise-affine: we can then fix a polyhedral
partition JΦ, P K and, for each cell h in this partition, an affine functions fh, such
that Pi−1(ℓ
′, v) = fh(v) for the only cell h containing v.
Our procedure for computing Pi in ℓ consists in listing the possible pairs of
cells defining Pi−1 in ℓ
′ where the left- and right-bounds of the interval to be
proposed lie. For each pair (hα, hβ) of such cells, we perform the following three
steps (illustrated on Figure 3):
– characterize the set S(hα,hβ) of all valuations from which those cells can be
reached by taking the transition from ℓ to ℓ′. We compute this polyhedron
using quantifier elimination;
hβ
hα
S(hα,hβ)
hβ
hα
v
Ivα
Ivβ
hβ
hα
v
interval to
be played
Fig. 3. Three steps of our procedure: S(hα,hβ ); then compute expressions for I
v
α and I
v
β
(notice that we had to refine S(hα,hβ), because the expression for I
v
β would be different
for the lower part of S(hα,hβ) since it ends of a different facet of hβ); finally select best
values for α and β.
– compute the ranges for α and β that can be played in order to indeed end up
respectively in hα and hβ. These are intervals Iα and Iβ , whose bounds are
expressed as functions of v. Computing these bounds may require refining
the polyhedron obtained at the previous step into several subpolyhedra, in
order to express them as affine functions of v ∈ S(hα,hβ);
– for each subpolyhedra, compute the optimal values for α and β: following
Corollary 12, this amounts to find values for α ∈ Iα and β ∈ Iβ that maxi-
mize the following function:
µ : (α, β) 7→ min{β − α;Pi−1(ℓ
′, (v + α)[z → 0]);Pi−1(ℓ
′, (v + β)[z → 0])}.
This is performed by applying our technical Lemma 14; it may again require
another refinement of the subpolyhedra, and returns an affine function for
each subpolyhedron.
For each pair (hα, hβ), we end up with a (partial) piecewise-affine function, de-
fined on S(hα,hβ), returning the optimal permissiveness that can be obtained if
playing interval [α, β] such that taking the transition to ℓ′ after delay α (resp. β)
leads to hα (resp. hβ). Our final step to compute Pi in ℓ consists in taking the
maximun of all these partial functions on their (possibly overlapping) domains;
this may introduce on more refinement of our polyhedron.
Notice that all these computations are performed symbolically w.r.t v: we ma-
nipulate affine functions of v, with conditions on v for our computations to be
valid. 
Assuming that v 7→ Pi−1(ℓ
′, v) has m cells, computing v 7→ Pi(ℓ, v) takes
time O(m4 · (m + n)4), where n is the number of clocks, and this function has
O(m4 · (m+ n)4) many cells.
It follows that, for a linear timed automaton having d locations, we obtain
the permissiveness function in the initial state as a piecewise-affine function in
time O((n + 1)8
d
), which proves Theorem 13.
This complexity is quite high, but it is a rough approximation. In Appendix C,
we develop a complete computation of Pi on the linear timed automaton of Fig. 4
(which only differs from the example of Fig. 2 in the guard of the first transition);
in this computation, we have many intermediary cases to handle, but the final
function P2 in ℓ0, depicted on Fig. 5, has a partition with only four cells (in the
winning zone).
4 Extension to acyclic timed automata and games
4.1 Adding branching
We extend the previous study to the case of acyclic timed automata (with branch-
ing). In that case, we can still apply our inductive approach, with a few changes:
at each step, we would compute the optimal move of the player for each sin-
gle action, and then select the optimal action by “superimposing” the resulting
permissiveness functions and selecting the action that maximizes permissiveness.
ℓ0 ℓ1 ℓf
0≤y≤1
y:=0
1≤x≤2
0≤y≤1
Fig. 4. Automaton of Fig. 2 where the guard on the first transition has been slightly
extended
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Fig. 5. Permissiveness function of the automaton of Fig. 4 in ℓ0
This however breaks the result of Prop. 11: the maximum of two concave func-
tions need not be concave. Example 3, derived from Example 2, displays an
example where the permissiveness function is not concave.
Example 3. Consider the automaton of Fig 6. The transition from ℓ0 to ℓf has
the same constraint as that from ℓ1 to ℓf ; hence the permissiveness offered by
that action is the same as the one from ℓ1, which we already computed. Hence
the global permissiveness from ℓ0 is the (pointwise) maximal of the two piecewise-
affine functions displayed on Fig. 2, which is depicted on Fig. 6. On this diagram,
the blue area corresponds to points from where it is better (or only possible) to
go via ℓ1, while the red area corresponds to valuations from where it is better
(or only possible) to take the bottom transition.
We prove by induction that the permissiveness functions still are piecewise-
affine in that setting. Hence all four steps of our proof of Lemma 15 still apply,
with some adaptations:
– for the first step, we again consider two cells hα and hβ, together with
a set H of cells that will be visited between hα and hβ . Again applying
Fourier-Motzkin, we get a polyhedron S(hα,hβ ,H) of valuations from which
those cells can indeed be visited;
– the computation of the intervals Ivα and I
v
β is unchanged;
– for each cell h ∈ H , we can compute the values dinh and d
out
h for which
(v+dinh )[z → 0] enters h and (v+d
out
h )[z → 0] leaves h (notice that this may
require further refinement of the polyhedron being considered). Since Pi−1 is
affine on cell h, it reaches its maximum on this cell either at (v+dinh )[z → 0]
ℓ0 ℓ1 ℓf
0≤x≤1∧0≤y≤1
y:=0
1≤x≤2∧0≤y≤1
1≤x≤2∧0≤y≤1
x
y
0
0
1
1
2
1
2
1−
x
1−y
1+x−y
2
x−y
2−x
1−y
−∞
−∞
x
y
permissiveness
2−
x
1−y
Fig. 6. A timed automaton and its (non-concave) permissiveness function in ℓ0
or at (v + douth )[z → 0]. The function we need to maximize now looks like
µ′ : (α, β) 7→ min({β−α,Pi−1(ℓ
′, (v+α)[z → 0]),Pi−1(ℓ
′, (v+β)[z → 0])}∪
{Pi−1(ℓ
′, (v + dinh )[z → 0]),Pi−1(ℓ
′, (v + douth )[z → 0]) | h ∈ H}).
Now, we notice that all values in the second set are constant, not depending
on α and β. We can thus still apply Lemma 14 in order to maximize µ(α, β),
and then take the above constants into account (which may again refine the
polyhedra).
– the above three steps have to be performed for all outgoing transitions from
the location ℓ being considered. The last step still consists in selecting the
maximum of all the resulting functions.
The complexity of our procedure is much higher than that of linear automata:
because we consider sets of cells already at the first step, we may end up with
Pi having more than 2
m cells, where m is the number of cells of Pi−1. Hence our
procedure is non-elementary in the worst case. In the end:
Theorem 16. The permissiveness function for acyclic timed automata is piece-
wise affine. It can be computed in non-elementary time.
4.2 Adding uncontrollable states
We finally extend our approach to (acyclic) two-player turn-based timed games.
For this to be meaningful, we add invariants in locations controlled by the op-
ponent (to prevent her from staying in a location forever).
This setting is easily seen to preserve piecewise-affineness of the permissive-
ness function. Indeed, in order to compute Pi in a location ℓ belonging to the
opponent, it suffices to first compute the functions Pℓ→ℓ
′
i for all outgoing transi-
tions from ℓ to some ℓ′; this follows the same procedure as above, and results in
a piecewise-affine function, assuming (inductively) that Pi−1 is piecewise affine.
We then compute the (still piecewise-affine) minimumMi(ℓ, v) of all those func-
tions, and finally
Pi(ℓ, v) = min
d s.t.
v+d|=Inv(ℓ)
Mi(ℓ, v + d)
which is easily computed and remains piecewise-affine. It follows:
Theorem 17. The permissiveness function for acyclic turn-based timed games
is piecewise affine, and can be computed in non-elementary time.
5 Conclusions and perspectives
In this paper, we addressed the problem of measuring the amount of precision
needed in a timed automaton to reach a given target location. We built on
the formalism of permissive strategies defined in [BFM15], and developed an
algorithm for computing the optimal permissiveness in acyclic timed automata
and games.
There are several directions in which we will extend this work: as a first task,
we will have a closer look at the complexity of our procedure, trying to either
find examples where the number of cells indeed grows exponentially (for linear
timed automata) or exponentially at each step (for acyclic timed automata).
A natural continuation of our work consists in tackling cycles. We were unable
to prove our intuition that there is no reason for the player to iterate a cycle.
Following [BGMRS19], we might first consider fixing a timed automaton made
of a single cycle, study how permissiveness evolves along one run in this cycle,
and compute the optimal permissiveness for being able to take a cycle forever. Fi-
nally, another interesting direction consists in considering a stochastic opponent,
thereby modelling the fact that perturbations need not always be antagonist.
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A Proofs of Section 2
This section is devoted to the proofs of the lemma of Section 2.
Lemma 5. For any (ℓ, v), the sequence (Pi(ℓ, v))i∈N is nondecreasing.
Proof. The proof is by induction. For any configuration (ℓ, v), either P0(ℓ, v) =
P1(ℓ, v) = +∞, or P0(ℓ, v) = −∞. In both cases, P0(ℓ, v) ≤ P1(ℓ, v).
Then, assuming Pi(ℓ, v) ≤ Pi+1(ℓ, v) for all (ℓ, v), we directly get the same
property at step i+ 1. The result follows. 
Lemma 6. If the longest path from ℓ to ℓf has at most i transitions, then for
any v and any j ≥ 0, it holds Pi+j(ℓ, v) = Pi(ℓ, v).
Proof. By induction on i: for i = 0, only ℓf satisfies the condition, and the result
holds by definition of Pi for ℓf .
Now, assume that the result holds for some index i, and consider a location ℓ
such that the longest path to ℓf has at most i+1 transitions. Then any successor
location ℓ′ of ℓ has longest path of length at most i, hence Pi(ℓ
′, v) = Pi+1(ℓ
′, v).
It immediately follows that Pi+1(ℓ, v) = Pi(ℓ, v) for any v. 
Proposition 7. For any i ∈ N and for any configuration (ℓ, v), it holds:
1. Pi(ℓ, v) = −∞ if, and only if, there are no runs of length at most i from (ℓ, v)
to ℓf ;
2. for any p ∈ R≥0, and any i ∈ N, it holds Pi(ℓ, v) > p if, and only if, there
is a permissive strategy with permissiveness larger than p that is winning
from (ℓ, v) within i steps.
Proof. We begin with the first equivalence, which we prove by induction on i.
The result is trivial for i = 0. Now, assume that the result holds up to index i.
There may be two reasons for having Pi+1(ℓ, v) = −∞ for some (ℓ, v): either
moves(ℓ, v) is empty, or it is not empty and for any (I, a) ∈ moves(ℓ, v), it holds
inf{Pi(ℓ
′, v′) | ∃d ∈ I.(ℓ, v)
d,a
−−→ (ℓ′, v′)} = −∞.
This is true in particular when I = {d} is punctual: for any (d, a), the succes-
sor (ℓ′, v′) such that (ℓ, v)
d,a
−−→ (ℓ′, v′) is such that Pi(ℓ
′, v′) = −∞. From the
induction hypothesis, there can be no path from those (ℓ′, v′) to ℓf with i steps
or less. Hence there are no paths from (ℓ, v) to ℓf with at most i+ 1 steps.
Conversely, if there are no paths having at most i+ 1 steps from (ℓ, v) to ℓf ,
then either this is because moves(ℓ, v) = ∅, or this is because any move leads to
a configuration from which there is no path of length at most i. By induction hy-
pothesis, all successor configurations have infinite Pi, hence also Pi+!(ℓ, v) = −∞.
We now prove the second claim, still by induction. The base case is again
trivial. Now, assume that the result holds up to some index i. We fix some p ∈
R≥0, and first consider a configuration (ℓ, v) with Pi+1(ℓ, v) > p. This entails
that moves(ℓ, v) is non-empty, and that there is a move (I, a) with |I| > p such
that Pi(ℓ
′, v′) > p for all (ℓ′, v′) such that (ℓ, v)
d,a
−−→ (ℓ′, v′) with d ∈ I. Applying
the induction hypothesis, there is an i-step winning strategy with permissiveness
larger than p from each successor configuration (ℓ′, v′), from which we can build
an i+ 1-step winning strategy with permissiveness larger than p from (ℓ, v).
Conversely, pick an i + 1-step winning strategy σp from (ℓ, v) with permis-
siveness larger than p. Write σp(ℓ, v) = (I0, a0). Then for any d ∈ I0, in the
location (ℓ′, v′) such that (ℓ, v)
d,a0
−−−→ (ℓ′, v′), strategy σp is an i-step winning
strategy with permissiveness larger than p, so that, following the induction hy-
pothesis, Pi(ℓ, v) > p. It immediately follows that Pi+1(ℓ, v) > p. 
Lemma 8. Let A be a timed automaton, with maximal constant M . Let ℓ be a
location, and i ∈ N. Take two valuations v and v′ such that, for any clock c, we
have either v(c) = v′(c), or v(c) > M and v′(c) > M . Then Pi(ℓ, v) = Pi(ℓ, v
′).
Proof. The hypotheses ensure that any action- and delay transition performed
from (ℓ, v) can be performed from (ℓ, v′), and the resulting configurations still
satisfy the conditions of the lemma. The result follows by induction. 
Lemma 10. Let (ℓ, v) be a configuration, t ∈ R≥0 such that (ℓ, v + t) is a
configuration of the automaton, and i ∈ N. Then Pi(ℓ, v) − t ≤ Pi(ℓ, v + t) ≤
Pi(ℓ, v).
Proof. For any move (I, a) that is available from (ℓ, v+ t), the move (I + t, a) is
available from (ℓ, v). Moreover, the set of valuations on which Pi−1 is minimized
is the same in both cases, namely {(v + t[z → 0]) | d ∈ I}. It follows that
Pi(ℓ, v + t) ≤ Pi(ℓ, v).
Conversely, for any move (I, a) available from (ℓ, v) with |I| ≥ t (if any), the
move ((I − t) ∩R≥0, a) is a valid (non-empty) move from (ℓ, v + t). The second
inequality follows. 
Finally, to prove proposition 9, we use the following lemmas:
Lemma 18. Let v and v′ be two clock valuations. Write η = ‖v′ − v‖∞. If
([α, β], a) ∈ moves(ℓ, v) with β − α ≥ 2η, then ([α+ η, β − η], a) ∈ moves(ℓ, v′).
Proof. For any clock c, 0 ≤ v(c) + α = v′(c) + α+ (v(c)− v′(c)) ≤ v′(c) + α+ η.
Similarly, v(c) + β = v′(c) + β + (v(c) − v′(c)) ≥ v′(c) + β − η. Then for any
interval J , if v(c) + [α, β] ⊆ J , and also v′(c) + [α+ η, β− η] ⊆ J . It follows that
for any guard g, if v + [α, β] ⊆ g with β − α ≥ 2‖v′ − v‖∞, then v
′ + [α+ ‖v′ −
v‖∞, β − ‖v
′ − v‖∞] ⊆ g. 
Corollary 19. For any integer i ∈ N and any location ℓ, the function νℓ : v 7→
sup(I,a)∈moves(ℓ,v) |I| is 2-Lipschitz continuous on the set {v | moves(ℓ, v) 6= ∅}.
Proof.We first prove the result for the case where ℓ has a single transition (ℓ, g, a, z, ℓ′).
Take two valuations v and v′ for which moves(ℓ, v) is non-empty. We prove that
νℓ(v
′)− νℓ(v) ≥ −2‖v
′ − v‖∞. By symmetry of the roles of v and v
′, our result
(for a single outgoing transition) follows.
First, if moves(ℓ, v) contains no intervals of size at least 2‖v′ − v‖∞, then
obviously νℓ(v
′)− νℓ(v) ≥ −2‖v
′ − v‖∞.
Now, assume that there exists [α, β] ∈ moves(ℓ, v) such that β − α ≥ 2‖v′ −
v‖∞. By Lemma 18, for any such interval, the interval [α+ ‖v
′− v‖∞, β−‖v
′−
v‖∞] ∈ moves(ℓ, v
′).
Fix ε > 0, and take I = [α, β] ∈ moves(ℓ, v) such that |I| ≥ νℓ(v) − ε. Since
[α+ ‖v′ − v‖∞, β − ‖v
′ − v‖∞] ∈ moves(ℓ, v
′), it follows νℓ(v
′) ≥ νℓ(v) − 2‖v
′ −
v‖∞ − ε. Since this holds for any ε > 0, we get the announced inequality.
Now, in case there are several outgoing transitions, we have νℓ(v) = sup(I,a)∈moves(ℓ,v) |I| =
maxa∈Σ sup(I,a)∈moves(ℓ,v) |I|. Hence νℓ is the pointwise maximum of 2-Lipschitz
continuous functions, hence it is 2-Lipschitz continuous. 
Proposition 9. For any integer i ∈ N and any location ℓ, the function τℓ : v 7→
Pi(ℓ, v) is 2-Lipschitz on the set of valuations where it takes finite values.
Proof. The proof is again by induction on i. The case of i = 0 is trivial. Corol-
lary 19 proves the result for i = 1.
Now, assume that the result holds for some index i − 1. Take a location ℓ,
and again first assume that ℓ has a single outgoing transition (ℓ, g, a, z, ℓ′). As in
the previous proof, the result for the general case directly follows.
Pick two valuations v and v′ such that Pi(ℓ, v) and Pi(ℓ, v
′) are finite. In par-
ticular, moves(ℓ, v) and moves(ℓ, v′) are non-empty. We follow the same approach
as in the proof of Corollary 19, proving that τℓ(v
′)−τℓ(v) ≥ −2‖v
′−v‖∞. By sym-
metry, our result follows.
Again, in case moves(ℓ, v) contains no intervals of size larger than or equal
to ‖v′ − v‖∞, the result is immediate. Otherwise, fix ε > 0, and take an inter-
val I = [α, β] such that
min(|I|, inf
d∈I
(Pi−1(ℓ
′, (v + d)[z → 0]))) ≥ τℓ(v)− ε.
Then |I| ≥ τ(v) − ε and for any d ∈ I, Pi−1(ℓ
′, (v + d)[z → 0]) ≥ τℓ(v)− ε.
Let I ′ = [α+‖v′−v‖∞, β−‖v
′−v‖∞]. Then |I
′| ≥ |I|−2‖v′−v‖∞ ≥ τℓ(v)−
ε−2‖v′−v‖∞. Moreover, since I
′ ⊆ I, we have Pi−1(ℓ
′, (v+d)[z → 0]) ≥ τℓ(v)−ε
also when d ∈ I ′. Additionally, for any d ∈ I ′, ‖(v′ + d)[z → 0] − (v + d)[z →
0]‖∞ ≤ ‖v
′ − v‖∞, so that
Pi−1(ℓ
′, (v + d)[z → 0])− Pi−1(ℓ
′, (v′ + d)[z → 0]) ≤ 2‖(v′ + d)[z → 0]− (v + d)[z → 0]‖∞
≤ 2‖v′ − v‖∞.
Thus for any d ∈ I ′, Pi−1(ℓ
′, (v′ + d)[z → 0]) ≥ Pi−1(ℓ
′, (v + d)[z → 0])− 2‖v′−
v‖∞ ≥≥ τℓ(v)− ε− 2‖v
′− v‖∞. Since also |I
′| ≥ τℓ(v)− ε− 2‖v
′− v‖∞, we get
τℓ(v
′) ≥ min(|I ′|, infd∈I′(Pi−1(ℓ
′, (v′ + d)[z → 0]))) ≥ τℓ(v) − ε − 2‖v
′ − v‖∞.

B Proofs of Section 3
B.1 Proof of Proposition 11 and Corollary 12
Proposition 11. Let i ∈ N. Let ℓ be a location of a linear timed automaton,
let v1 and v2 be two clock valuations such that Pi(ℓ, v1) and Pi(ℓ, v2) are finite.
Let λ ∈ [0; 1], and vλ = λ · v1 + (1− λ) · v2. Then
Pi(ℓ, vλ) ≥ λ · Pi(ℓ, v1) + (1 − λ) · Pi(ℓ, v2).
Proof. The proof is by induction on i: it is trivial for i = 0, since P0(ℓ, v) does
not depend on v. Assume that the result holds true for Pi, and consider Pi+1.
Let ℓ be a state of the automaton, and (ℓ, g, a, r, ℓ′) be its unique outgoing
transition. Let (Ij , a) ∈ moves(ℓ, vj) for j ∈ {1, 2}. By definition of moves, for
j ∈ {1, 2} we then have vj + dj |= g for any dj ∈ Ij . We can then define the
set Iλ = {λd1 + (1 − λ)d2 | d1 ∈ I1, d2 ∈ I2}. Moreover, pick any dλ ∈ Iλ:
then dλ = λ · d1 + (1 − λ) · d2 for some d1 ∈ I1 and d2 ∈ I2. Then vλ + dλ can
be written as λ · (v1 + d1) + (1 − λ) · (v2 + d2). Since both v1 + d1 and v2 + d2
satisfy guard g, by convexity of g, we have that vλ + dλ |= g. This proves that
(Iλ, a) ∈ moves(ℓ, vλ). Moreover |Iλ| = λ · |I1|+ (1− λ) · |I2|.
Fix ε > 0, and take two intervals I1 and I2 such that min(|Ij |, inf{Pi(ℓ
′, (vj+
dj [r → 0]) | dj ∈ Ij}) ≥ Pi(ℓ, vj)− ε for j ∈ {1, 2}. Define Iλ as above. Then:
Pi+1(ℓ, vλ) = sup
(I,a)∈moves(ℓ,vλ)
min(|I|, inf{Pi(ℓ
′, v′) | ∃d ∈ I. (ℓ, v)
d,a
−−→ (ℓ′, v′)})
≥ min(|Iλ|, inf{Pi(ℓ
′, v′λ) | ∃dλ ∈ Iλ. (ℓ, vλ)
dλ,a
−−−→ (ℓ′, v′λ)})
(because the supremum over all moves is larger than or
equal to the value for the particular move (Iλ, a))
= min(|Iλ|, inf{Pi(ℓ
′, (vλ + dλ)[r → 0]) | dλ ∈ Iλ})
(by expanding the effect of transition (ℓ, g, a, r, ℓ′)
= min(|Iλ|, inf{Pi(ℓ
′, (λ · (v1 + d1) + (1− λ) · (v2 + d2))[r → 0])
| d1 ∈ I1, d2 ∈ I2})
(by defintion of Iλ)
= min(|Iλ|, inf{Pi(ℓ
′, (λ · ((v1 + d1)[r → 0])+
(1− λ) · ((v2 + d2))[r → 0])) | d1 ∈ I1, d2 ∈ I2})
(by linearity of projection)
≥ min(|Iλ|, inf{λ · (Pi(ℓ
′, (v1 + d1)[r → 0])
+(1− λ) · Pi(ℓ
′, (v2 + d2)[r → 0])) | d1 ∈ I1, d2 ∈ I2})
(by induction hypothesis)
= min(λ · |I1|+ (1− λ)|I2|, λ · inf{Pi(ℓ
′, (v1 + d1)[r → 0]) | d1 ∈ I1}
+(1− λ) · inf{Pi(ℓ
′, (v2 + d2)[r → 0]) | d2 ∈ I2})
≥ λ ·min(|I1|, inf{Pi(ℓ
′, (v1 + d1[r → 0]) | d1 ∈ I1})
+(1− λ) ·min(|I2|, inf{Pi(ℓ
′, (v2 + d2)[r → 0]) | d2 ∈ I2}))
(as min(a+ b, a′ + b′) ≥ min(a, a′) + min(b, b′))
≥ λ · Pi+1(ℓ, v1) + (1− λ) · Pi+1(ℓ, v2)− ε.
Since this holds for any ε > 0, our result follows. 
Corollary 12. Let ℓ be a location of a linear timed automaton, v and v′ be two
clock valuations, λ ∈ [0; 1], and vλ = λ · v + (1− λ) · v
′. Then for all i:
Pi(ℓ, vλ) ≥ min{Pi(ℓ, v),Pi(ℓ, v
′)}.
In particular, for any valuation v, and bounded interval [α, β], and any transition
ℓ
g,a,r
−−−→ ℓ′:
inf{Pi(ℓ
′, v′) | ∃d ∈ [α, β]. (ℓ, v)
d,a
−−→ (ℓ′, v′)} = min{Pi(ℓ
′, v′α),Pi(ℓ
′, v′β)}
where (ℓ, v)
α,a
−−→ (ℓ′, v′α) and (ℓ, v)
β,a
−−→ (ℓ′, v′β).
Proof. The fact that Pi(ℓ, vλ) ≥ min{Pi(ℓ, v),Pi(ℓ, v
′)} is a direct consequence
of Proposition 11.
Additionally, we have
inf{Pi(ℓ
′, v′) | ∃d ∈ [α, β]. (ℓ, v)
d,a
−−→ (ℓ′, v′)} =
inf{Pi(ℓ
′, v′) | ∃λ ∈ [0, 1]. v′ = λ · v′α + (1 − λ) · v
′
β}
because (v+(λα+(1−λ)β))[r → 0] = λ
(
(v+α)[r → 0]
)
+(1−λ)
(
(v+β)[r → 0]
)
.
The second claim follows. 
B.2 Proof of lemma 15
Lemma 15. Let A be a linear timed automaton with n clocks. Let (ℓ, g, a, z, ℓ′)
be a transition of A, and assume that v 7→ Pi−1(ℓ
′, v) is piecewise affine, with m
cells. Then v 7→ Pi(ℓ, v) is piecewise affine. It can be computed in time O(m
4 ·
(m+ n)4). It can be defined using a polyhedral partition of size O(m4(m+ n)4),
and with coefficients polynomial in those of Pi−1.
Proof. We assume that Pi−1(ℓ
′, v) is not constantly −∞ (if it were the case, then
also Pi(ℓ, v) = −∞ for all v). Similarly, we assume that moves(ℓ, v) is non-empty
for some v. Since v 7→ Pi−1(ℓ
′, v) is piecewise-affine: we can then fix a polyhedral
partition JΦ, P K and, for each cell h in this partition, an affine functions fh, such
that Pi−1(ℓ
′, v) = fh(v) for the only cell h containing v.
Our procedure for computing Pi in ℓ consists in listing the possible pairs of
cells defining Pi−1 in ℓ
′ where the left- and right-bounds of the interval to be
proposed lie. Our approach thus consists in listing each such pair of (possibly
identical) cells (hα, hβ) in the partition defining Pi−1 in ℓ
′, and
– characterizing the set S(hα,hβ) of all valuations from which those cells can be
reached by taking the transition from ℓ to ℓ′. We compute this polyhedron
using quantifier elimination;
– computing the ranges for α and β that can be played in order to indeed end
up respectively in hα and hβ . These are intervals Iα and Iβ , whose bounds
are expressed as functions of v. Computing these bounds may require refining
the polyhedron obtained at the previous step into several subpolyhedra, in
order to express them as affine functions of v ∈ S(hα,hβ);
– for each subpolyhedra, compute the optimal values for α and β: following
Corollary 12, this amounts to find values for α ∈ Iα and β ∈ Iβ that maxi-
mize the following function
µ : (α, β) 7→ min{β − α;Pi−1(ℓ
′, (v + α)[z → 0]);Pi−1(ℓ
′, (v + β)[z → 0])}.
This is performed by applying our technical Lemma 14; it may again require
another refinement of the subpolyhedra, and returns an affine function for
each subpolyhedron.
For each pair (hα, hβ), we end up with a (partial) piecewise-affine function, de-
fined on S(hα,hβ), returning the optimal permissiveness that can be obtained if
playing interval [α, β] such that taking the transition to ℓ′ after delay α (resp. β)
leads to hα (resp. hβ). Our final step to compute Pi in ℓ consists in taking the
maximun of all these partial functions on their (possibly overlapping) domains.
Notice that all these computations are performed symbolically w.r.t v: we ma-
nipulate affine functions of v, with conditions on v for our computation to be
valid. Figure 7 illustrates the main three steps of this procedure.
hβ
hα
S(hα,hβ)
hβ
hα
v
Ivα
Ivβ
hβ
hα
v
interval to
be played
Fig. 7. Three steps of our procedure: S(hα,hβ ); then compute expressions for I
v
α and I
v
β
(notice that we had to refine S(hα,hβ), because the expression for I
v
β would be different
for the lower part of S(hα,hβ) since it ends of a different facet of hβ); finally select best
values for α and β.
We now detail the first three steps. For this, we fix to cells hα and hβ of
the partition defining Pi−1 in ℓ
′. Following Definition 2, those cells can be
characterized by two families, (bαj )j and (b
β
j )j , of cells in P , such that hα =⋂
1≤j≤m ϕ
−1
j (b
α
j ) and hβ =
⋂
1≤j≤m ϕ
−1
j (b
β
j ).
Computing S(hα,hβ). We assume that g has one interval constraint [L
c, U c] per
clock c. The set S(hα,hβ) of valuations that can reach hα and hβ with delays α ≤ β
(and after taking the transition to ℓ′) is defined as follows:
Shα,hβ = {v ∈ R
n
≥0 | ∃0 ≤ α ≤ β. ∀j. ϕj(v + α[z → 0]) ∈ b
α
j and
ϕj(v + β[z → 0]) ∈ b
β
j and v + α ∈ g and v + β ∈ g}.
Writing Kj for the sum of all coefficients in the linear function ϕj , and b
α
j =
[lαj , u
α
j ], condition ϕj(v + α[z → 0]) ∈ b
α
j can be rewritten either as ϕj(v) ∈ b
α
j
if Kj = 0, or as
1
Kj
(lαj − ϕj(v)) ≤ α ≤
1
Kj
(uαj − ϕj(v))
otherwise. The same applies for β. Using Fourier-Motzkin quantifier elimination,
Shα,hβ can be written as the conjunction of the following four sets of constraints:
– existence of α is expressed as the conjunction of at most (m+n) · (m+n−1)
conditions:
• m · (m−1) conditions are of the form 1
Kj
(lαj −ϕj(v)) ≤
1
Kj′
(uαj′ −ϕj′ (v)).
Notice that in those conditions, the coefficients of the linear functions
sum up to zero (we name such linear functions diagonal in the sequel);
• mn conditions of the form 1
Kj
(lαj −ϕj(v)) ≤ U
c−v(c) and mn conditions
of the form Lc−v(c) ≤ 1
Kj
(uαj −ϕj(v)). Again, this gives diagonal linear
functions;
• n · (n− 1) conditions of the form Lc− v(c) ≤ U c
′
− v(c′); These also give
rise to diagonal affine functions;
– existence of β is expressed similarly. In particular, it uses the same linear
functions, which are all diagonal;
– that α is nonnegative is expressed as the conjunction of 1
Kj
(uαj −ϕj(v)) ≥ 0
for all j and Uc − v(c) ≥ 0 for all c;
– that α ≤ β is expressed as (m+ n) · (m+ n− 1) constraints similar to those
in the first case. Again, no new linear functions are created in this step,
compared to the previous ones, and only diagonal functions will be used.
In the end we have 3(m + n)(m + n − 1) + (m + n) constraints (but defined
with at most (m + n)2 linear functions). Notice that at most m + n of those
linear functions may be non-diagonal, and those non-diagonal functions directly
originate either from the guards or from the partition defining Pi−1 in ℓ
′.
Computing the range for the bounds α and β. In case S(hα,hβ) is non-
empty, we proceed with computing the values for α and β that indeed lead to hα
and hβ. For any v ∈ S(hα,hβ), the set I
v
α (resp. I
v
β) of values for α (resp. β) for
which v+α |= g and (v+α)[z → 0] ∈ hα (resp. v+β |= g and (v+β)[z → 0] ∈ hβ)
then is an interval: from the conditions above, these intervals can be written3
3 Notice that the bounds of those intervals may be left- and/or right open; we only
consider closed intervals to not blur the focus of our presentation, but we could
handle open intervals easily.
Ivα = [D
v
α, E
v
α] with
Dvα = max
({ 1
Kj
(lαj − ϕj(v)) | 1 ≤ j ≤ m
}
∪ {Lc − v(C) | c ∈ C}
)
Evα = min
({ 1
Kj
(uαj − ϕj(v)) | 1 ≤ j ≤ m
}
∪ {Uc − v(C) | c ∈ C}
)
(and similarly for Iβ). In order to have affine expressions for the bounds of I
v
α
and Ivβ , we refine S(hα,hβ) into cells on which one of the affine functions in the
expressions of Dvα (resp. E
v
α) realizes the maximum (resp. minimum). This refine-
ment is obtained by expressing the fact that the selected affine function is indeed
larger than (resp. smaller than) all other functions. This may refine S(hα,hβ) into
at most (m+n)4 cells, defined with diagonal linear functions already introduced
at the previous step.
Computing the optimal values for α and β. We let D = {(α, β) | α ∈
Ivα, β ∈ I
v
β , α ≤ β}. It remains to find the optimal choices for α and β, i.e., the
values that maximize
min{β − α; inf
γ∈[α;β]
{Pi−1(ℓ
′, (v + γ)[r → 0])}}
over D. Thanks to Corollary 12, this amounts to maximizing
µ : (α, β) 7→ min{β − α;Pi−1(ℓ
′, (v + α)[z → 0]);Pi−1(ℓ
′, (v + β)[z → 0])}
over that set. Since (v + α)[z → 0] ∈ hα, we have Pi−1(ℓ
′, (v + α)[z → 0]) =
fhα((v+α)[z → 0]). Function fhα is an n-dimensional affine function; writing F
z
hα
for the sum of the coefficients of the clocks that are not reset in z (i.e., F zhα =
fhα(1)−fhα(1z)), we have fhα((v+α)[z → 0] = F
z
hα
·α+fhα(v[z → 0]). Similarly
for β. We then have
µ(α, β) = min{β − α;F zhα · α+ fhα(v[z → 0]);F
z
hβ
· β + fhβ (v[z → 0])},
which we want to minimize over D. In case Ivβ is unbounded (which may occur
when all upper bounds uβj and Uc equal +∞), by Lemma 8 we get that fhβ is
constant, and we can choose β = +∞. It remains to maximize min{F zhα · α +
fhα(v[z → 0]), fhβ(v[z → 0])} when α ranges over I
v
α. Again, if I
v
α is unbounded,
fhα is constant, and α can be chosen arbitrarily in I
v
α; otherwise, the maximum
is obtained at one of the bounds of Ivα, depending on the sign of F
z
hα
.
Now, in case Ivα and I
v
β are bounded, we apply Lemma 14 and directly get
the optimal solution. This may again require refining the polyhedron being con-
sidered into at most 13 subpolyhedra, since there may be up to 13 different cases
for minimizing µ(α, β) (see Appendix D). We the get the optimal values for α
and β, as well as the value of µ at that maximal point, depending on the signs of
F zhα and F
z
hβ
. It can be checked that both the optimal choices for α and β, as well
as the resulting permissiveness function, are linear functions of v: indeed, in our
instance of the problem of Lemma 14, a and c are constant, while b and d, and
mx, Mx, my and My are affine functions of v; the latter may only be multiplied
by constants, and/or added with one another.
The coefficients of those affine functions can be computed from those of fhα
and fhβ , and from those of functions (ϕj)j defining the partiiton of the piecewise-
linear permissiveness function Pi(ℓ
′, v): in the worst case, the numerators are
multipled by the sum of all coefficients, and the denominators may be multiplied
by the product of two sums of coefficients. In any case, the space needed to store
one such function (assuming binary encoding) is at most linear in the space
needed to store Pi−1. The concludes the third step of our computation.
Finalizing the computation of Pi in ℓ. We now have a collection of affine
functions (at most 13m2 · (m + n)4), associated with a polyhedron on which
they give a candidate expression for Pi. The polyhedra may overlap, as for each
valuation we considered m2 possible cells in which the valuation may end up.
We thus have to refine one last time the partition we obtained, by considering
subpolyhedra where one of the m2 candidate functions is larger than the other
ones. This may further refine each cell into m2 subpolyhedra, defined with up
to m2 new linear functions.
In the end, this proves that the function Pi in ℓ is piecewise affine, and that it
can be computed from Pi−1 in time O(m
4 · (m+n)4). The partition defining Pi
in ℓmay have up to O(m4 ·(m+n)4) cells, defined with at most O((m+n)2) linear
functions. The coefficients of the affine functions defining Pi are polynomials in
the coefficients of the affine functions defining Pi−1. 
C Example of computation of permissiveness
Example 4. We slightly modify the automaton of Fig. 2, by changing the guard
on the first transition as displayed on Fig. 8. We develop the computation of the
permissiveness function for this automaton.
ℓ0 ℓ1 ℓf
0≤y≤1
y:=0
1≤x≤2
0≤y≤1
Fig. 8. Automaton of Fig. 2 where the guard on the first transition has been slightly
extended
Obviously, function P(ℓ1) = P1(ℓ1) is unchanged. We detail the computation
of P2(ℓ0). Following the proof of Lemma 15, we list the pairs of possible cells
where the automaton may enter ℓ1 after delays α and β: since the transition
to ℓ1 resets y, we have two possible cells, namely
4 C0 = {(x, 0) | 0 ≤ x ≤ 1} and
C1 = {(x, 0) | 1 < x ≤ 2}. Hence we have four possible situations to consider:
1. both (v + α)[y → 0] and (v + β)[y → 0] in C0;
2. both (v + α)[y → 0] and (v + β)[y → 0] in C1;
3. (v + α)[y → 0] ∈ C0 and (v + β)[y → 0] ∈ C1;
4. (v + α)[y → 0] ∈ C1 and (v + β)[y → 0] ∈ C0.
For each pair, we begin with computing the set of valuations v for which
there are values 0 ≤ α ≤ β satisfying the conditions:
1. having (v + α)[y → 0] and (v + β)[y → 0] in C0 can be written as
∃α ≤ β. 0 ≤ v(y)+α ≤ 1∧0 ≤ v(y)+β ≤ 1∧0 ≤ v(x)+α ≤ 1∧0 ≤ v(x)+β ≤ 1.
The constraints on y come from the guard of the transition, while those
on x correspond to having the target valuations in C0. In this simple case,
quantifier elimination returns {(x, y) | 0 ≤ x ≤ 1 ∧ 0 ≤ y ≤ 1}.
2. having (v + α)[y → 0] and (v + β)[y → 0] in C1 translates to
∃α ≤ β. 0 ≤ v(y)+α ≤ 1∧0 ≤ v(y)+β ≤ 1∧1 < v(x)+α ≤ 2∧1 < v(x)+β ≤ 2.
This results in {(x, y) | 0 ≤ x ≤ 2 ∧ 0 ≤ y ≤ 1 ∧ y ≤ x}.
3. the case where (v + α)[y → 0] ∈ C0 and (v + β)[y → 0] ∈ C1 writes
∃α ≤ β. 0 ≤ v(y)+α ≤ 1∧0 ≤ v(y)+β ≤ 1∧0 ≤ v(x)+α ≤ 1∧1 < v(x)+β ≤ 2.
This corresponds to {(x, y) | 0 ≤ x ≤ 1 ∧ 0 ≤ y ≤ 1 ∧ y ≤ x}.
4. Finally, the situation where (v + α)[y → 0] ∈ C1 and (v + β)[y → 0] ∈ C0
translates as
∃α ≤ β. 0 ≤ v(y)+α ≤ 1∧0 ≤ v(y)+β ≤ 1∧1 < v(x)+α ≤ 2∧0 ≤ v(x)+β ≤ 1.
This in particular requires 1− v(x) < α and β ≤ 1− v(x), which are incom-
patible with the condition α ≤ β. Hence this case is empty.
We now compute the intervals of possible values for α and β: this just
amounts to writing the conditions for having v + α satisfy the guard and (v +
α)[y → 0] belong to the target cell (the computation is identical for β):
– having (v + α)[y → 0] end up in C0 requires α ∈ [0; 1− v(x)] ∩ [0; 1− v(y)];
– having (v+α)[y → 0] end up in C1 requires α ∈ (1− v(x); 2− v(x)]∩ [0; 1−
v(y)].
We end up with the following situations:
1. having both (v+α)[y := 0] and (v+β)[y := 0] in C0 can be performed from
{(x, y) | 0 ≤ x ≤ 1 ∧ 0 ≤ y ≤ 1}; from that zone:
4 For convenience in this 2-clock example, we may write valuations either as v or as
pairs (x, y), depending on the situation.
(a) if x ≤ y, we have Ivα = I
v
β = [0; 1− y];
(b) if x > y, we have Ivα = I
v
β = [0; 1− x].
2. having both (v+α)[y := 0] and (v+β)[y := 0] in C1 can be performed from
{(x, y) | 0 ≤ x ≤ 2 ∧ 0 ≤ y ≤ 1 ∧ y ≤ x}; from that zone:
(a) if x ≤ 1 and y < x, we have Ivα = I
v
β = (1− x; 1 − y];
(b) if 1 ≤ x ≤ 1 + y, we have Ivα = I
v
β = [0; 1− y];
(c) if 1 + y ≤ x ≤ 2, we have Ivα = I
v
β = [0; 2− x].
3. having (v+α)[y := 0] ∈ C0 and (v+ β)[y := 0] ∈ C1 can be performed from
{(x, y) | 0 ≤ x ≤ 1 ∧ 0 ≤ y ≤ 1 ∧ y ≤ x}. We then have Ivα = [0; 1 − x] and
Ivβ = (1 − x, 1− y].
We now have to compute the optimal values of α and β in each of these six
situations:
(1a) for the first situation, we have to maximize (α, β) 7→ min{β−α, x+α, x+β}
over {(α, β) | α ∈ [0; 1 − y], β ∈ [0; 1 − y], α ≤ β}. This corresponds to case
“a ≥ 0 and c ≥ 0” of Lemma 14. We get:
• if 1−y−x2 ≤ 0, the optimal interval for the player is [0; 1 − y], yielding
permissiveness 1− y;
• if 0 ≤ 1−y−x2 , the optimal interval is [
1−y−x
2 ; 1− y], with permissiveness
1+x−y
2 .
(1b) in the second situation, we maximize (α, β) 7→ min{β−α, x+α, x+ β} over
{(α, β) | α ∈ [0; 1 − x], β ∈ [0; 1 − x], α ≤ β}. The situation is the same as
above, and we get:
• if 12 − x ≤ 0, the optimal interval for the player is [0; 1 − x], yielding
permissiveness 1− x;
• if 0 ≤ 12 − x, the optimal interval is [
1
2 − x; 1− x], with permissiveness
1
2 .
(2a) in the third situation, we maximize (α, β) 7→ min{β−α, 2−(x+α), 2−(x+β)}
over {(α, β) | α ∈ (1−x, 1−y], β ∈ (1−x; 1−y], α ≤ β}. We apply Lemma 14,
with a ≤ 0 and c ≤ 0:
• the first condition corresponds to x ≤ 12 + y; there the maximal point is
min{x− y, 1}, i.e. x− y, and is reached at (1−x, 1− y). Since the bound
at 1− x is strict, we take 1− x+ ε instead of 1− x, for some arbitrarily
small ε > 0.
• the second condition is x ≥ 12 + y, for which the maximal value is
1
2 is
reached at (1−x, 32−x). Again, we have to take 1−x+ε instead of 1−x.
(2b) in this case, we maximize the same function over {(α, β) | α ∈ [0, 1− y], β ∈
[0; 1− y], α ≤ β} over the zone (1 ≤ x ≤ 1 + y ≤ 2):
• the first condition is y ≥ x2 : in that zone, the maximal point is 1 − y,
reached for (0, 1− y);
• the second condition is y ≤ x2 , and the maximal value 1 −
x
2 is reached
at (0, 1− x2 ).
(2c) we maximize the same function over {(α, β) | α ∈ [0, 2−x], β ∈ [0; 2−x], α ≤
β}. Again, the second condition holds, and the maximal value is 1 − x2 ,
reached at (0, 1− x2 ).
(3) finally, we have to maximize (α, β) 7→ min{β − α, x + α, 2 − x − β} over
{(α, β) | α ∈ [0, 1− x], β ∈ (1− x; 1− y], α ≤ β}. Hence we are in case a ≥ 0
and c ≤ 0 of Lemma 14. In no cases can the first and second condition hold.
Then:
• when y ≥ 1 − x and y ≥ x2 , then the third condition holds, and the
maximal value 1− y is reached at (0, 1− y).
Now, let Tx =
2
3 − x and Ty =
4
3 − x.
• the fourth condition rewrites as y ≥ x − 13 (and the complement of
the previous condition). For those points, the maximal value is 1+x−y2 ,
reached at (1−x−y2 , 1− y).
• the fifth condition is x ≥ 23 (and the complement of the condition above).
There the maximal point 1− x2 is reached for (0, 1−
x
2 ).
• for the remaining points: we have ad = 2−x ≥ −x = bc, and neither Ty ≤
my nor Tx ≥ Mx hold, so that the optimal point is 2/3, corresponding
to (23 − x,
4
3 − x).
By superimposing those results and taking the maxima on cells where several
solutions have been computed, we get the global permissiveness function depicted
on Fig. 9.
x
y
0
0
1
1
2
2
2
3
1− x
2
1−y
1+x−y
2
−∞
−∞
Fig. 9. A linear timed automaton and its permissiveness at ℓ0
D Proof of Lemma 14
Lemma 14. Let mα ≤ Mα and mβ ≤ Mβ, and D = {(α, β) ∈ R
2
≥0 | mα ≤
α ≤ Mα, mβ ≤ β ≤ Mβ, α ≤ β}. Let f : α 7→ aα + b and g : β 7→ cβ + d
be two 1-dimensional affine functions, and µ : (α, β) 7→ min{β − α, f(α), g(β)}.
Then the maximal value that µ may take over D is of one of the following five
forms: Mβ−mα, λ·f(ν), λ·g(µ),
ad−bc
a−c and
ad−bc
(a+1)(1−c)−1 , with λ ∈ {1,
1
1−c ,
1
a+1}
and ν ∈ {mα,Mα,mβ ,Mβ}. This value can be computed by checking inequalities
between expressions of the same forms.
Proof. We write h for the function (α, β) 7→ β − α. We assume that D is non-
empty (i.e., mα ≤ Mβ). We split the proof into four cases, depending on the
signs of a and c.
◮ When a ≤ 0 and c ≥ 0, then all three functions defining µ are maximized
when α = mα and β = Mβ . It follows that the maximal value of µ over D is
min{Mβ −mα, f(mα), g(Mβ)}, and is reached at (mα,Mβ).
α
β
g
f
h
D
α
β
f
g
h
D
α
β
f
h
g
D
Fig. 10. Four cases for the proof of Lemma 14: when a ≤ 0 and c ≥ 0 (left); when
a ≥ 0 and c ≥ 0, and symmetrically, a ≤ 0 and c ≤ 0 (center); when a ≥ 0 and c ≤ 0
(right). In each picture, the state space R2≥0 is divided into three cells, depending on
which function is minimal among f , g and h. In each cell, we also indicate the direction
in which those functions increase.
◮ When a ≥ 0 and c ≥ 0, then for two points (α, β) and (α′, β′) in D with β ≤ β′,
it holds (α, β′) ∈ D and we have µ(α, β) ≤ µ(α, β′). Hence µ is maximized
over D at a point where β = Mβ . It remains to maximize α 7→ µ(α,Mβ) over
{α ∈ R | (α,Mβ) ∈ D}. Over R, this function is maximized for α0 =
Mβ−b
a+1 ,
where µ(α0,Mβ) = min{
a·Mβ+b
a+1 , c·Mβ+d}. If (α0,Mβ) ∈ D, this is the maximum
of µ over D, otherwise the maximum is reached on the border of {α ∈ R |
(α,Mβ) ∈ D}, i.e. for α = mα or α = min{Mβ,Mα}}.
◮ When a ≤ 0 and c ≤ 0, then by letting α′ = −β and β′ = −α, the problem is
transformed into that of maximizing µ′(α′, β′) = min{β′−α′,−aβ′+b,−cα′+d}
over D′ = {(α′, β′) | −Mα ≤ β
′ ≤ −mα, −Mβ ≤ α
′ ≤ −mβ, α
′ ≤ β′}. Now
−c ≥ 0 and −a ≥ 0, and we have reduced this case to the previous one.
◮ When a ≥ 0 and c ≤ 0, we split R2≥0 into three convex polyhedra, depending on
which of h(α, β), f(α) and g(β) is minimal, and look at the position of D w.r.t.
these polyhedra (see right of Fig. 10):
– if the upper-right point (min{Mα,Mβ},Mβ) is in the polyhedron where f is
minimal (which can be checked by computing the values of f(min{Mα,Mβ}),
g(Mβ), and h(min{Mα,Mβ},Mβ)), then it realizes the maximum over D;
– similarly, if the lower-left point (mα,max{mα,mβ}) is in the polyhedron
where g is minimal, then again it realizes the maximum over D;
– similarly, if the upper-left corner (mα,Mβ) is in the polyhedron where h is
minimal, it realizes the maximum over D;
– if none of the above cases apply, we consider the tripoint of the diagram,
whose coordinates are ( d−b(1−c)(a+1)(1−c)−1 ,
d(a+1)−b
(a+1)(1−c)−1). Write Tα and Tβ for those
coordinates.
• if Tβ > Mβ , then the maximal point is at (
Mβ−b
a+1 ,Mβ);
• if Tα < mα, then the maximal point is at (mα,
mα+d
1−c );
• if Tβ < Tα, i.e. da < bc, then (mα,mβ) must be in the polyhedron where
f is minimal among the three functions, and (Mα,Mβ) must be in that
where g is minimal. We then are in one of the following three situations:
∗ if (min(mβ ,Mα),mβ) is in the polyhedron where g is minimal, then
the maximal point is at (
cmβ+d−b
a
,mβ);
∗ otherwise, if (Mα,max(mβ ,Mα)) is in the polyhedron where g is
minimal, then the maximal point is at ( b−d
c−a ,
b−d
c−a);
∗ otherwise, the maximal point is at (Mα,
aMα+b−d
c
);
• finally, if Tβ ≥ Tα, we again have three different cases:
∗ if Tα > Mα, then the maximal point f(Mα) is at any point between
(Mα, (a+ 1)Mα + b) and (Mα,
aMα+b−d
c
);
∗ if Tβ < mβ , then the maximal point g(mβ) is reached at any point
between (
cmβ+d−b
a
,mβ) and (mβ(1 − c)− d,mβ);
∗ otherwise, the maximal point da−bc(a+1)(1−c)−1 is reached at (Tα, Tβ).

Table 1 summarizes the various cases for computing the maximum value of
function (α, β) 7→ min{β − α, aα + b, cβ + d} over D = {(α, β) ∈ R2≥0 | mα ≤
α ≤Mα, mβ ≤ β ≤Mβ, α ≤ β}.
when a ≤ 0 and c ≥ 0:
coordinates of maximal point value of maximal point
(mα,Mβ) min{Mβ −mα, amα + b, cMβ + d}
when a ≥ 0 and c ≥ 0:
Condition coordinates of maximal point value of maximal point
Mβ−b
a+1
≤ mα (mα,Mβ) min{Mβ −mα, cMβ + d}
mα ≤
Mβ−b
a+1
≤ min{Mα,Mβ} (
Mβ−b
a+1
,Mβ) min{
aMβ+b
a+1
, cMβ + d}
min{Mα,Mβ} ≤
Mβ−b
a+1
(min{Mα,Mβ},Mβ) min{aMα + b, aMβ + b, cMβ + d}
when a ≤ 0 and c ≤ 0:
Condition coordinates of maximal point value of maximal point
Mβ ≤
mα+d
1−c
(mα,Mβ) min{Mβ −mα, amα + b}
max{mα,mβ} ≤
mα+d
1−c
≤ Mβ (mα,
mα+d
1−c
) min{ cmα+d
1−c
, amα + b}
mα+d
1−c
≤ max{mα, mβ} (mα,max{mα,mβ}) min{amα + b, cmβ + d, cmα + d}
when a ≥ 0 and c ≤ 0:
Condition coordinates of maximal point value of maximal point
f ≤ g, h at (min{Mα,Mβ},Mβ) (min{Mα,Mβ},Mβ) min{aMα + b, aMβ + b})
g ≤ f, h at (mα,max{mα,mβ}) (mα,max{mα,mβ}) min{cmα + d, cmβ + d}
h ≤ f, g at (mα,Mβ) (mα,Mβ) Mβ −mα
If none of the above conditions hold: let Tα =
d−b(1−c)
(a+1)(1−c)−1
and Tβ =
d(a+1)−b
(a+1)(1−c)−1
Tβ ≥Mβ (
Mβ−b
a+1
,Mβ)
aMβ+b
a+1
Tα ≤ mα (mα,
mα+d
1−c
) cmα+d
1−c
g ≤ f, h at (min{mβ ,Mα}, mβ) (
cmβ+d−b
a
,mβ) cmβ + d
ad ≤ bc g ≤ f, h at (Mα,max{mβ ,Mα}) (
d−b
a−c
, d−b
a−c
) ad−bc
a−c
otherwise (Mα,
aMα+b−d
c
) aMα + b
Tβ ≤ mβ ((1− c)mβ − d,mβ) cmβ + d
ad ≥ bc Tα ≥Mα (Mα, (a+ 1)Mα + b) aMα + b
otherwise (Tα, Tβ)
ad−bc
(a+1)(1−c)−1
Table 1. Solutions to the optimization problem of Lemma 14
