Abstract. Experimental solid mechanics relies heavily on surface displacement and deformation gradient measurements. Digital image/ speckle correlation (DISC) uses digital image processing to resolve displacement and deformation gradient fields. The practical implementation of DISC involves important challenges such as computation complexity and the discrepancy of the sensitivities and accuracies claimed in previous studies. We develop an iterative, spatial-gradient based algorithm, which uses only first-order spatial derivatives of the images before and after deformation. Simulated images are then used to verify this algorithm, as well as to study the impact of speckle size on the accuracy. Based on these simulations, the sensitivity of DISC to displacement and deformation gradient, as well as an optimal speckle size for optimal accuracy, is recommended. The algorithm is then calibrated using rigid body translation and rotation, and an application of DISC to thermomechanical diagnostics of electronic packaging is also presented.
Introduction
Recently, a variety of optical metrology techniques have been developed to measure noncontact, full-field displacement and deformation gradient distributions in experimental solid mechanics. These include both interferometric techniques, such as holographic interferometry, speckle interferometry and moiré interferometry, and noninterferometric ones, such as speckle photography and moiré. Interferometric techniques rely on the detection of the optical phase difference on the specimen surface before and after deformation. This phase difference yields a fringe pattern, which often represents the contour lines of the surface displacement. Noninterferometric techniques directly compare the optical intensity pattern on the deformed specimen surface, which is often called the specimen pattern, with another reference pattern. For moiré, the specimen pattern is a distorted specimen grating, and the reference pattern is an undistorted reference grating. However, these patterns do not have to be periodical lines or grids. For example, in speckle photography, the specimen pattern is the speckle pattern after deformation, while the reference pattern is just the speckle pattern before deformation.
Digital image processing is becoming more important for optical metrology, because the introduction of electronic imaging devices, such as charge-coupled devices ͑CCD͒, eliminates the necessity of wet photographic process. The applications of digital image processing in interferometric techniques include various phase-shifting/phase stepping algorithms, which greatly enhance the efficiencies and accuracies of these techniques by directly calculating the optical phase instead of tedious fringe analysis. Digital image processing is also used in noninterferometric techniques, such as computer aided speckle interferometry ͑CASI͒, which simulates the optical filtering process of conventional speckle photography through the use of fast Fourier transform ͑FFT͒ in pointwise Young's fringe analysis and full-field displacement fringe analysis. 1 Digital image/speckle correlation ͑DISC͒ also uses digital image processing to resolve displacement and deformation gradient fields. 2 The underlying principle of DISC is rather simple: the tracking of a geometric point before and after deformation yields its displacement vector. While this technique is simple in principle, the practical implementation offers important challenges. One of the challenges is the computation complexity. Because of the discrete nature of digital images, most of the existing algorithms require data interpolation or fitting, which is computationally complex. In addition, iterative algorithms often require the calculation of second-order spatial derivatives of the digital images, which further increases computation complexity. Moreover, the sensitivities and accuracies claimed in various previous studies vary within orders of magnitude from 0.5 pixel ͑Ref. 3͒ to 0.01 pixel ͑Ref. 4͒. However, few quantitative works have been performed to resolve this discrepancy.
In this paper, an iterative, spatial-gradient based algorithm is developed that requires the calculation of only first-order spatial derivatives of the images and thus reduces computation complexity. Simulated images are then used to verify this algorithm as well as to study the impact of speckle size on the accuracy. Based on these simulations, an optimal speckle size is also recommended. The algorithm is then calibrated under rigid body translation and rotation, and an application of DISC to thermomechanical diagnostics of electronic packaging is also presented.
DISC

Principles
DISC was first developed
2 to measure displacements in experimental solid mechanics. Given the time interval between two digital images, the velocity fields of fluids can also be determined, which is the basis of particle image velocimetry ͑PIV͒ in experimental fluid mechanics ͑e.g., Ref. 5͒. DISC can also be applied with computer vision theory or laser holography theory to measure 3-D displacement or velocity fields. 6, 7 The underlying principle of DISC is that the tracking of a geometric point before and after deformation yields its displacement. In practice, this tracking is achieved through the image processing of speckle patterns on the specimen surface. Laser speckle is the random interference pattern generated by a rough surface under coherent illumination. In general, however, any random intensity distribution can also be considered as a speckle pattern. 8 For example, an artificial speckle pattern can be generated by spraying white paint onto a black substrate.
As shown in Fig. 1 , speckle patterns on the specimen surface before and after deformation are captured and digitized into two digital images. These two images are called the reference image I 1 (r) and the current image I 2 (r), which are related as follows:
where U (r) is the displacement vector at pixel r ϭ(x,y) T . A subimage around a reference pixel O in the reference image is then compared with subimages corresponding to different pixels in the current image using a predefined correlation function to describe the difference of two digital subimages. Three typical correlation functions are defined as follows:
absolute difference:
least square:
and cross-correlation:
͑5͒
where ⍀ (M ϫN) is the area of the subimage around pixel r. In practice, the absolute difference and least squares correlation functions require less computation, while the normalized cross-correlation function is more computationally demanding. Based on these correlation functions, a certain pixel in the current-image where two subimages reach best matching and thus maximize the correlation function is called the current-pixel OЈ. The difference of the positions of the current pixel (OЈ) and the reference pixel ͑O͒ yields the in-plane displacement U (r) of this reference pixel. The full-field in-plane displacement can thus be obtained by changing the reference pixel and repeating the justdescribed process.
Subpixel Displacement Estimation
The displacement calculated from Section 2.1 is an integral multiple of one pixel dimension due to the discrete aspect of digital images. Subpixel algorithms are required to further enhance the sensitivity and accuracy of the measurement. The algorithm used for subpixel displacement estimation is an optical flow method developed by Davis and Freeman. 9 To estimate subpixel displacements U(r) in a subimage corresponding to a pixel r 0 ϭ(x 0 ,y 0 )
T in the current image I 2 (r) is assumed be a constant:
Equations ͑1͒ and ͑2͒ can then be rewritten as
After neglecting high order terms, Taylor expansion of these two equations yields: 
where ٌI 1 (r) and ٌI 2 (r) are spatial gradients of two images. Equations ͑9͒ and ͑10͒ can be rearranged as:
holds for M ϫN pixels in a subimage ⍀ around r 0 and therefore leads to M ϫN equations. The least squares approximate solution to these equations is then determined by:
where
Subpixel Displacement and Deformation Gradient Calculation Using Newton's Iteration
To further determine subpixel displacement and deformation gradients, U(r) in a subimage corresponding to a pixel r 0 in the current image I 2 (r) is assumed to be a linear function with respect to r, with a displacement of U 0 ϭ(u 0 ,v 0 ) T at r 0 , and a constant deformation gradient
Based on Eq. ͑15͒, Eqs. ͑1͒ and ͑2͒ can be rewritten as:
Newton's iteration scheme can then be applied to these two equations, yielding:
where U 0 k and ٌU 0 k are the displacement vector and the deformation gradient tensor at r 0 for the k'th round iteration; ␦U 0 k and ␦ٌU 0 k are the increments of the displacement vector and the deformation gradient tensor at r 0 for the k'th round iteration, which are related as follows:
A new equation can be obtained by combing Eqs. ͑18͒ and ͑19͒
Again, this equation holds for M ϫN pixels in a subimage around r 0 and therefore leads to M ϫN equations. The least squares approximate solution to these equations is determined by:
Practical implementation of Eqs. ͑12͒ and ͑25͒ requires the calculation of intensity values I 1 (r) and I 2 (r), as well as spatial gradients ٌI 1 (r) and ٌI 2 (r). In this paper, a bicubic spline interpolation algorithm is used to ensure the continuity and smoothness of the intensities and its first-order spatial derivatives. Initial guess of displacement and deformation gradient used in Eq. ͑25͒ is given by:
where u 0 and v 0 are determined using Eq. ͑12͒. Equations ͑25͒-͑35͒ are then implemented repeatedly until displacement and deformation gradient converge. Strains are then calculated under small deformation assumption:
yy ϭv y , ͑38͒
␥ xy ϭu y ϩv x . ͑39͒
Previous DISC algorithms are based on the maximization of correlation coefficient through Newton's iteration ͑e.g., Ref. 10͒. This inevitably requires the calculation of second-order spatial derivatives of the two images, which increases computation complexity. One way to avoid highorder derivative calculation is to make approximations and drop high-order terms ͑e.g., Ref. 4͒. In this paper, a rigorous derivation is carried out that yields an algorithm that only requires the calculation of first-order spatial derivatives.
Verification of DISC Code Using Simulated Images
Computer simulated images can provide well-controlled image features and deformation information and are therefore used in this study to verify the DISC code as well as to study the impact of speckle size on the accuracy.
Generation of Simulated Images
Speckle patterns on the CCD target before and after deformation are assumed to be the sum of individual Gaussian speckles:
where S is the total number of speckles, a is speckle size, r k ϭ(x k ,y k ) T are positions of each speckle with a random distribution, I 0 is the peak intensity of each speckle, U (r) is the displacement field calculated for given displacement and deformation gradient values: 
͑42͒
These speckle patterns are then captured by the CCD target into discrete pixels, yielding:
͑44͒
where dx and dy are the pixel size, and ␣ and ␤ are duty cycles. In this study, dx, dy, ␣, and ␤ are set to 1 for simplicity. Equations ͑43͒ and ͑44͒ can be integrated analytically, yielding:
͑53͒
Random noises with a given signal to noise ratio ͑SNR͒ are then added. Finally, these discrete values are digitized ͑8-bit͒ into two digital images.
Verification of DISC Code Using Simulated Images
Speckle images generated through Eqs. ͑45͒ and ͑46͒ are used to verify the DISC code, as well as to study the effect of speckle size on the accuracy of the DISC algorithm. Four typical deformation configurations are used to generate speckle image pairs before and after deformation: ͑1͒ rigid body translation with U(r)ϭ(u 0 ,0) T , ͑2͒ rigid body rotation with U(r)ϭ(•y, Ϫ•x)
T , ͑3͒ uniaxial tensile with U(r)ϭ(•x, 0) T , and ͑4͒ pure shear with U(r)ϭ(
Other parameters such as S, SNR, and a are also assigned with typical values. Equation ͑5͒ is used to determine the integer-pixel displacement; subpixel displacement is then estimated using Eq. ͑12͒; this estimation is subsequently used as an initial guess for Eq. ͑25͒. Iteration of Eq. ͑25͒ gives the final displacement and deformation derivative values. A comparison of these calculated values with the preassigned values reveals the validity of the DISC code. The impact of speckle size on the accuracy of DISC is also studied by varying a. Figures 2 and 3 show typical results for those four deformation configurations. The speckle image pairs are generated with aϭ4, SNRϭ20 dB, and Sϭ100, and a preassigned rigid-body translation ͑u 0 ϭ0.001ϳ1pixel͒, or preassigned deformation derivatives ͑ϭ10 ϳ100,000 ͒. The dashed lines in these two figures represent a perfect correspondence between calculated values and preassigned values used in the simulator. As shown in these figures, the solid lines diverge from the dashed lines when the preassigned rigid-body translation is less than 0.005 pixel or the deformation derivatives are less than 1000 . This indicates that DISC is capable of measuring subpixel displacement greater than 0.005 pixel and deformation derivatives greater than 1000 . Different S, SNR, and a values show similar behavior.
Results and Discussions
Matrix C and vector d in Eq. ͑25͒ contain first-order spatial derivatives of two digital images. The accuracy of DISC therefore depends on the values of these spatial derivatives, i.e., the contrast features of the two images. Two important parameters contribute to the image contrast and thus to the accuracy of DISC: ͑1͒ noise and ͑2͒ speckle size.
Noise
Images acquired through CCDs may be contaminated by a variety of noise sources, such as photon noise, thermal noise, readout noise and shot noise. These noises can be characterized through a signal to noise ratio. Larger noises will lead to larger errors in the calculation of spatial derivatives and to worse accuracy. Noises can be alleviated through the use of high-performance hardware such as a cooled CCD, as well as frame averaging during image acquisition. A larger subimage ⍀ will also compensate the impact of noise despite its being more computationally de- manding and will spatially average out deformation information.
Speckle size
The impact of speckle size on the accuracy of DISC is studied using simulated images. A typical result on the impact of speckle size on the accuracy of subpixel displacement calculation is shown in Fig. 4 , with SNRϭ20 dB, S ϭ100, and u 0 ϭ0.5 pixel. As we can see, there exists an optimal speckle size range for optimal accuracy. For this particular case, the optimal speckle size lies within 2 to 5 pixels. Similar results are obtained when varying SNR and S. The underlying explanation of this phenomenon is the accuracy of spatial-derivative calculation. Since the Nyquist frequency for the CCD target is 1, when speckle size is smaller than ϳ2 pixels, undersampling occurs. Because of this undersampling, the calculated spatial derivatives cannot represent the true values on the specimen surface and thus lead to worse accuracy. In contrast, when the speckle size is too big, oversampling occurs. For a subimage with a fixed size, the number of speckles contained in the subimage is too small. Therefore, the subimage becomes too smooth and does not have enough spatial features to resolve the deformation data accurately. This can also explain the impact of speckle size on the accuracy of deformation gradient calculation for rigid-body rotation, uniaxial tensile and pure shear, as shown in Fig. 5 , with SNRϭ20 dB, Sϭ100, and ϭ5000 . As we can see, there also exists an optimal speckle size range, 2 to 5 pixels. Similar results are obtained by varying SNR and S. It is coincidental that the empirical conclusion drawn by Bruck et al. 10 also falls in this range.
Calibration of DISC
After being verified through simulated images, DISC is then calibrated for rigid-body translation and rotation. The test speckle pattern is generated through spraying white paint onto a black surface. The sample is attached to a manual five-axis stage with a translation accuracy of 2 m and a rotation accuracy of 0.01 rad. Images of the speckle pattern are captured through a microscope with a CCD camera and then digitized by a frame grabber with an 8 bit resolution. Cross-correlation of a reference image and a second image with a given rigid-body translation or rotation yields the deformation field of the sample, which is shown in Fig. 6 . Calibration results clearly indicate the accuracy of the DISC code is below 0.01 pixel for rigid body translation and 500 for rigid body rotation. Using the same set of images under rigid body rotation, this calibration result has also matched the result from another algorithm developed at 11 NIST.
Applications of DISC
This paper also demonstrates the capability of DISC in thermomechanical diagnostics of electronic packaging, where thermomechanical deformation of the solder bumps has a great impact on packaging reliability. The sample under study is a FLIP-CHIP package ͑supplied by Motorola͒, which is cross-sectioned to expose a row of the solder bumps. A hot plate is used to control the sample temperature from room temperature to 100°C. The images of solder joints are captured through a microscope with a CCD camera and then digitized by a frame grabber with an 8 bit resolution. Cross correlation of the two images at different temperatures ͑25 and 100°C͒ yields thermomechanical deformation field of the solder joint, which is shown in Figs. 7͑a͒ and 7͑b͒ . A detailed description of the application of DISC to thermomechanical diagnostics of electronic packaging can be found in another paper by the authors.
12 Fig. 4 Accuracy of DISC under rigid-body translation. The speckle image pairs are generated with SNRϭ20 dB, Sϭ100, and u 0 ϭ0.5 pixel. Fig. 5 Accuracy of DISC under rigid-body rotation, pure shear and uniaxial tensile. The speckle image pairs are generated with SNRϭ20 dB, Sϭ100, and ϭ5000 .
Conclusions
In this paper, an iterative, spatial-gradient-based algorithm was developed, which requires the calculation of only firstorder spatial derivatives of the images and thus reduces computation complexity. Simulated images with known deformation fields were then used to verify this algorithm, as well as to study the impact of speckle size on the accuracy. Based on these simulations, DISC is capable of measuring subpixel displacement greater than 0.005 pixel and deformation derivatives greater than 1000 . In addition, an accuracy of 0.01 pixel for displacement and 10% for deformation derivatives greater than 1000 is indeed achievable. Simulations also suggest an optimal speckle size of 2 to 5 pixels for optimal accuracy. Calibration of the algorithm under rigid body translation and rotation yields an accuracy of 0.01 pixel for rigid body translation and 500 for rigid body rotation. DISC is also demonstrated to be a powerful metrology tool for thermomechanical diagnostics of electronic packaging.
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