An abstract Cauchy problem for second-order hyperbolic differential equations containing the unbounded self-adjoint positive linear operator A(t) with domain in an arbitrary Hilbert space is considered. A new second-order difference scheme, generated by integer powers of A(t), is developed. The stability estimates for the solution of this difference scheme and for the first-and second-order difference derivatives are established in Hilbert norms with respect to space variable. To support the theoretical statements for the solution of this difference scheme, the numerical results for the solution of one-dimensional wave equation with variable coefficients are presented.
Introduction
Hyperbolic partial differential equations with both constant/variable coefficients are of common occurrence in many branches of physics and several other areas of science and engineering, e.g., electromagnetic, electrodynamics, thermodynamics, hydrodynamics, elasticity, fluid dynamics, wave propagation, materials science and biological systems [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] . In numerical techniques for solving these equations, the problem of stability in various functional spaces has received a great deal of importance and attention (see [13] [14] [15] [16] [17] [18] [19] [20] [21] ). Especially, a proper difference scheme with a time dependent unbounded operator provides a suitable model for analyzing the stability.
In this paper, we consider a second-order difference scheme for the following initial-value problem
where A(t) is an unbounded self-adjoint positive linear operator with domain D(A(t)) in an arbitrary Hilbert space H. It is known (see [22, 23] ) that various initial-boundary value problems for hyperbolic equations can be reduced to the initialvalue problem (1.1). Note that (1.1) is the well-known wave equation in the special case when A(t) is equal to the Laplace operator ∆. There is a huge variety of works on the finite difference schemes for numerical solutions of linear hyperbolic partial differential equations and there are several approaches to study the stabilities of these difference schemes (see [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] and the references therein). The stability analysis of these difference schemes are performed using operator splitting method and certain energy inequalities involving some assumptions that the magnitudes of the grid step sizes τ and h with respect to the time and space variables respectively are connected by a rule. For example, in [33] , the stability of a new threelevel difference scheme for solving the second-order linear hyperbolic equation with constant coefficients is based on an assumption between τ and h. Fourier method is one of the techniques to study the stability of finite difference schemes; however, it cannot be applied for problem (1.1) because the operator depends on t.
The study of difference schemes for hyperbolic equations without using any necessary condition concerning the grid step sizes τ and h is of great interest. Such difference schemes for approximately solving the initial-value problem (1.1) were studied for the first time in [14] . In this work, the stability estimates for the solution of the following first-order difference scheme
and for the first-and second-order difference derivatives were established.
Further, when A(t) = A, the stability estimates for the solution of the first-order difference scheme, a simple case of the above difference scheme, and for the solutions of the following two types of second-order difference schemes
have been established in [16] . In [17, 18] , for the same problem, the high-order two-step difference methods generated by an exact difference scheme, and by the Taylor expansion on three points have been discussed; here the stability estimates for approximate solutions by these difference methods are also discussed. In this paper, we shall study high-order two-step difference methods for approximately solving the main problem (1.1) without using any assumption between the grid step sizes τ and h. In [19] , a second-order modified Crank-Nicholson difference scheme was developed, and the stability estimates of the solution of the difference method and its first-and second-order difference derivatives were established. In [20] , another modified second-order explicit difference scheme was developed, and the stability estimate involving
‖ C τ of the second-order difference derivative was obtained though the stability estimates for the solution of the difference scheme and for the first-order difference derivative were not obtained. However, the difference methods in [19, 20] are generated by the square roots of A(t). Thus, for a practical realization of these difference methods it is necessary to first construct an operator A 1/2 (t), which obviously is not easy. Hence, in spite of theoretical results, the application of these methods for numerically solving an initial-value problem is not very practical.
We also note that in [34] [35] [36] [37] 
has been constructed. It is clear that the above difference scheme is a generalization of the second-order difference scheme (1.3). In this paper, the stability estimates of the solution of the difference scheme and its first-and second-order difference derivatives were also established. In the present paper, a new second-order difference method generated by integer powers of A(t) for approximately solving the initial-value problem (1.1) is developed. This difference scheme is a generalization of the second-order difference scheme (1.4). The stability estimates for the solution of this difference scheme and for the first-and second-order difference derivatives are established. The theoretical statements for this difference method are supported by the numerical experiments for one-dimensional hyperbolic partial differential equation with Dirichlet boundary conditions.
Construction of the difference scheme
Using the finite difference formula
in the equation
we obtain
Further, we have
Neglecting small terms o(τ 2 ), we obtain the following difference scheme
Note that the above difference scheme is a generalization of the difference scheme (1.4). Rearranging (2.1), we have
Using the transformations η k+1 = u k+1 + v k+1 and µ k+1 = u k+1 − v k+1 in (2.2), we obtain the following system of difference equations:
where
Hence, we have the following system of recursion formulas
Therefore,
Using the formula u k+1 = 1 2
(η k+1 + µ k+1 ), we obtain
Furthermore, by using the transformation k − m = s, we find
Finally, from the last formula, we obtain
In the following section, the foregoing formulas will be used to establish the stability estimates for the solution of the difference scheme (2.1) and for the first-and second-order difference derivatives.
Stability of the difference scheme (2.1)
Let A(t) be the self-adjoint positive operator in H with a t-independent domain D = D(A(t)) : A(t) ≥ δI > 0. Then, the following estimates hold
The following subsidiary conditions for the operator A(t) will be needed later. Let the function A
involving the operator A(t) satisfy the condition
where M ρ is a positive constant independent of t, s, z
Here, P ρ is a positive constant independent of s 0 , s 1 , . . . , s N and z.
is a positive constant independent of s 0 , s 1 , . . . , s N , p and z.
We have
(3.13) 
holds, where (3.14) where
Now, we will estimate the terms ‖J mk ‖ H for m = 1, 4 separately. Let m = 1. Then, from (3.1) and (3.7), we obtain
Let m = 4. Then, from (3.4), (3.5) and (3.9), we find
With the triangle inequality and the last four estimates, formula (3.14) yields
From the foregoing result, it follows that
Now, consider the estimate for ‖τ
, we can write
To estimate the terms ‖S mk ‖ H for m = 1, 5 separately, let m = 1. Then, applying the estimates (3.1) and (3.10), we find
It is easy to show that 2
Then, applying the estimates (3.2), (3.3) and (3.4), we get
Letting m = 5 and then applying the estimates (3.3), (3.4) and (3.12), we obtain
With the triangle inequality and the last five estimates, formula (3.16) yields
The above result yields that
The estimates (3.15) and (3.17) together imply
Applying the difference analogy of the integral inequality, we get 
This completes the proof of Theorem 3.1. 
Theorem 3.2. Let u(0) ∈ D(A(0)), u
We shall first obtain an estimate for ‖A k u k ‖ H . Using formula (2.6), we can write (3.19) where
To estimate the terms ‖Y mk ‖ H for m = 1, 4 separately, let m = 1. Then, applying the estimates (3.1) and (3.6), we get
Similarly, applying the same estimates for m = 2 and m = 3, we obtain
It is clear that 20) where
Now, to estimate the terms ‖Q mk ‖ H for m = 1, 3, separately, let m = 1. We have that
Applying this in the form Q 1k , we get
Making the change s + 1 = m for the expression under the second summation and rearranging the terms and using Abel's formula, we get
It is easy to show that
Now, we can write
 .
Then, applying the estimates (3.1), (3.3), (3.4), (3.8) and (3.9), we get
Letting m = 2 and then applying the estimates (3.4) and (3.9), we get
Similarly, applying the same estimates for m = 3, we obtain
With the triangle inequality and the last three estimates, formula (2.6) yields
Using formula (3.19) , the triangle inequality and the estimates ‖Y mk ‖ H for m = 1, 4, we obtain
The above result comes up with
Now, consider the estimate for ‖A
Using formula (2.7), we can write
Now, we will estimate the terms ‖V mk ‖ H for m = 1, 5 separately. Let m = 1 and then applying the estimates (3.1) and (3.11), we get
Letting m = 4 and then applying the following equation
and the estimates (3.2) and (3.4), we get
Let m = 5. We have that
To estimate the terms ‖W mk ‖ H for m = 1, 3 separately, let m = 1. By the same way of getting the estimate for ‖Q 1k ‖ H , we can write
Then, applying the estimates (3.1), (3.2), (3.3), (3.4) and (3.13), we get
Letting m = 2 and then applying the estimates (3.4) and (3.13), we obtain
Similarly, applying the same estimates for m = 3, we get
With the triangle inequality and the last three estimates, formula (3.23) yields
Using formula (3.22) , the triangle inequality and the estimates of ‖V mk ‖ H for m = 1, 5, we obtain
The above result leads us to This completes the proof of Theorem 3.2.
Numerical analysis
To show the effectiveness of our proposed second-order scheme, we compute numerically the solution of the initialboundary value problem To compute an approximate solution of problem (4.1), we apply the first-and second-order difference schemes (1.2) and (2.1) respectively, and obtain systems of linear equations. We write these systems in the matrix form, and get secondorder difference equation (with respect to k) with matrix coefficients. The solution of this difference equation is obtained iteratively. The errors are computed by
where N and M are the step numbers for the time and space variables respectively. Here u(t k , x n ) represents the exact solution and u k n represents the numerical solution at (t k , x n ). The error E 0 is shown in Table 1 for N = M = 20, 30, 40 and 50. Thus, as expected the second-order difference scheme is more accurate compared to the first-order difference scheme and the error decreases faster for increasing N and M for the second-order difference scheme (2.1).
Conclusions
In this work, a new second-order difference scheme generated by the integer powers of unbounded self-adjoint positive linear operator A(t) with domain D(A(t)) in an arbitrary Hilbert space H for approximately solving the initial-value problem (1.1) is constructed. The stability estimates of the solution of this difference scheme and its first-and second-order difference derivatives are established using the techniques and tools of Hilbert space. The numerical illustration shows that the secondorder difference scheme is stable and more accurate compared to the first-order difference scheme.
