Abstract. In this paper we study two optimal design problems associated to fractional Sobolev spaces W s,p (Ω). Then we find a relationship between these two problems and finally we investigate the convergence when s ↑ 1.
Introduction
Let Ω ⊂ R
n be an open, connected and bounded set. For 0 < s < 1 and 1 < p < ∞ we consider the fractional Sobolev space W s,p (Ω) defined as follows is called the Gagliardo seminorm of u. We refer the interested reader to [8] for a throughout introduction to these spaces.
The purpose of this paper is to analyze some optimization problems related to the best Poincaré constant in these spaces. First, we consider the following problem: given a measurable set A ⊂ Ω, we define the optimal Poincaré constant λ s (A) as the number Also, this constant can be seen as the first eigenvalue of a fractional p−laplace type equation. See next section.
The first problem that we want to address is to minimize this constant λ s (A) with respect to the set A in the class of measurable sets of fixed measure. That is, we take α ∈ (0, 1) and define the class A α := {A ⊂ Ω : A measurable and |A| = α|Ω|}.
So our optimization problem reads, find an optimal set A s ∈ A α such that (1.5) λ s (A s ) = Λ s (α) := inf{λ s (A) : A ∈ A α }.
This problem is called the Hard Obstacle Problem since the optimal set A can be seen as the obstacle where the solution is forced to vanish.
In the case s = 1, that is when the classical Sobolev spaces are consider, some related problems were studied in [11, 12] . In those papers it was shown that there exists an optimal configuration, and some properties of optimal configurations and of their associated extremals were obtained. We refer to the interested reader to the above mentioned papers.
For this hard obstacle problem, our main result reads: Related to this optimization problem, is the following variant that sometimes is referred to as the Soft Obstacle Problem. That is, given σ > 0 and A ⊂ Ω measurable, we look for the best optimal constant in the following Poincaré-type inequality The soft obstacle problem then consists on minimizing the constants λ s (σ, A) among sets A ∈ A α .
The hard and soft obstacle problems are related by the fact that the term σ v p,A can be seen as a penalization term and then (heuristically), λ s (σ, χ A ) → λ s (A) as σ → ∞.
So the next point of the paper is to make this fact rigorous.
Since the set of characteristic functions is not closed under any reasonable topology, it is necesary to relax the problem and work within the class of functions φ ∈ L ∞ (Ω) such that 0 ≤ φ ≤ 1 which is the weak-* closure of the sets of characteristic functions.
So, given any such φ ∈ L ∞ (Ω) and a constant σ > 0, the problem that we address is the following: define the best constant in a Poincaré-type inequality as
denote the class of admissible potentials φ by
and consider the optimization problem
Then look for an optimal potential φ σ such that
Recall that χ A ∈ B α if and only if A ∈ A α .
For this problem we show the existence of this optimal potential and, moreover, we prove that φ σ = χ Aσ for some A σ ∈ A α , so we recover a solution to our original soft obstacle problem. Finally, we show that
where A s ∈ A α is an optimal configuration for Λ s (α). See [9] for related results in a local problem.
Our results for the soft obstacle problem are summarized in the next theorem. Theorem 1.2. Let 0 < s < 1 < p < ∞ and Ω ⊂ R n be a bounded open set with Lipschitz boundary. Let also σ > 0 and 0 < α < 1 be fixed. Then there exists
where λ s (σ, φ) and Λ s (σ, α) are given by (1.6) and (1.7) respectively. Moreover, if u σ ∈ W s,p (Ω) is an extremal associated to λ s (σ, χ As,σ ), then there exists t > 0 such that {u σ < t} ⊂ A s,σ ⊂ {u σ ≤ t}.
For the limit σ → ∞, there holds that
and any family of optimal pairs {(u σ , χ As, Finally, any acumulation point of the family of optimal pairs has the form (u, χ A ) where A ∈ A α , A = {u = 0} ∩ Ω and u is an extremal for Λ s (α).
The soft obstacle problem in the relaxed form of (1.6) also appears naturally in the study of the (time independent) fractional Schroedinger equation (for p = 2) where it is of special interest to analyze the behavior of the eigenvalues (so-called fundamental states of the system). See, for instance [13] .
In this context, is relevant also to consider potentials φ that are allowed to change sign. Moreover, the bound φ ≤ 1 is meaningless there.
An optimization problem related to the fractional Schroedinger eigenvalues with L q −bounds (q > 1) on the potential functions has been recently carried out in [6] .
With the same methods presented in this paper, the minimization problem for the first eigenvalue of the fractional Schroedinger equation can be fully analyzed in the case of nonnegative, uniformly bounded potentials with prescribed L 1 −norm. We leave the details to the interested reader.
To finish the paper, we analyze the connection between the hard obstacle problem (1.5) and its classical counterpart, when s = 1. Therefore, we analyze the asymptotic behavior as s ↑ 1 for (1.5) and based on some Gamma-convergence results due to A. Ponce in [16] we are able to prove the convergence of the nonlocal model to the local one.
To be more precise, let us define the constant
So we obtain the following behavior as s ↑ 1.
n be open and bounded with Lipschitz boundary and let K(n, p) be the constant defined as
and every accumulation point is an extremal for Λ(α).
Finally, if A s ⊂ Ω is an optimal set for Λ s (α) then, up to some subsequence, there exists A ⊂ Ω such that
and A is optimal for Λ(α).
Organization of the paper. After this introduction, the rest of the paper is organized as follows. We begin in Section 2 with a rather large section where all the preliminaries on fractional Sobolev spaces and on the fractional p−laplacian are collected. This section contains almost no new material and an expert on the field can safely skip it an move directly to the next sections. We choose to include it because some of the results (specially subsection 2.1) are scattered in the literature and we weren't able to find a precise reference for those.
Section 3 contains the main results of the paper. Namely the study of the Hard and Soft Obstacle Problems (1.5) and (1.7) respectively and the connection between them.
Finally, in Section 4, we analyze the asymptotic behavior of the Hard Obstacle Problem when s ↑ 1.
Preliminaries
In this section, we review some definitions on fractional Sobolev spaces and on the p−fractional Laplace operator. We believe that most of this results are known to experts and constitute part of the "folklore" on the subject but since we were not able to find a precise reference for these, we have chosen to include proofs of most of the facts that are needed.
2.1. The regional (s, p)−laplacian. We begin with the definition of the fractional p−laplacian that we use in this paper. This operator is some times denoted as the regional fractional p−laplacian.
For any smooth and bounded function u (
for any x ∈ Ω. Let us first see that, in the case 2 ≤ p < ∞, this operator is well defined for smooth enough functions.
Lemma 2.1. Let 0 < s < 1 and 2 ≤ p < ∞ be fixed and let
Proof. Let ε 0 > 0 be such that B ε0 (x) ⊂⊂ Ω. Now, as u ∈ L ∞ (Ω) we have that
Now, for 0 < ε < ε 0 , we have
To simplify the notation, let us denote φ p (t) = |t| p−2 t. Therefore this last quantity equals
Now, we also define
So (2.2) can be written as
and performing the computations, this equals
where
From this last expression, since 2 ≤ p < ∞, we observe that
where C depends on the Lipschitz constant of u and on p, and
where C ′ depends on the C 2 −norm of u.
Putting all of these together we find out that there exists a constant C depending only on the C 2 −norm of u and on p such that (2.3) is bounded by
and since this last term converges as ε ↓ 0, the lemma follows.
Lemma 2.1 tells us that the regional (s, p)−laplacian is well defined for regular functions. Unfortunately, this is not enough. We need to know how acts on measurable functions. Moreover, we need to extend the range of the exponent p to the whole interval (1, ∞). We perform this task in the next lemma.
Proof. Given u ∈ W s,p (Ω), for any ε > 0 we define T ε u as
In fact, by Hölder's inequality,
then it is easy to see that
So, we easily conclude that
Therefore, T ε u induces a distribution as
It is easy to check, by using Fubini's Theorem, that one also has
and so
Observe that, by Hölder's inequality, the integrand is in
Therefore, using the Dominated Convergence Theorem, one concludes that
This finishes the proof. With all of these preliminaries, we establish the definition of weak solution for the regional (p, s)−laplacian.
if the equality holds in the distributional sense. That is, if
Remark 2.5. This problem is analog to the non-homogeneous Neumann problem in the classical local setting.
In the study of the hard obstacle problem, we need to look for solutions of a mixed boundary value problem. We need a definition for solutions of such problems. Definition 2.6. Let 0 < s < 1 < p < ∞ be fixed and let
Then, we say that u ∈ W s,p A (Ω) is a weak solution of the mixed boundary value problem
In what follows we need a version of the strong minimum principle for solutions of (2.6). Following ideas in [7] we can provide the following lemma needed in order to prove our version of the strong minimum principle. 
Proof. Let x 0 ∈ Ω \ A and R > 0 be such that B R (x 0 ) ⊂⊂ Ω \ A. In the rest of the proof, to simplify notation, every ball will be centered at x 0 . Let δ > 0 be a real parameter and let φ ∈ C ∞ 0 (B 3r/2 ) for r > 0 be such that 0 ≤ φ ≤ 1, φ ≡ 1 in B r and |∇φ| < cr
Now we use the weak formulation (2.5) with the function
Observe that the test function η is well defined since the function u ≥ 0 in the support of the function φ, and that η = 0 on A.
So, we get
Now arguing as in the proof of [7, Lemma 1.3] there exists a positive constant C = C(p) such that
These inequalities together with (2.8) give us (2.7).
Using the above lemma we can enunciate the following version of the strong minimum principle for the operator (−∆ p,Ω ) s .
Theorem 2.8 (Strong minimum principle). Let 0 < s < 1 < p < ∞ be fixed and
Proof. See the proof in the Theorem A.1 in [4] .
Remark 2.9. Although it will not be needed in this paper, observe that the conclusions of Lemma 2.7 and Theorem 2.8 still hold for solutions of (2.4) in the sense of Definition 2.4. The proof of these facts are completely analogous to that of Theorem 2.8.
2.2.
The hard obstacle problem. In this subsection we fix a measurable set A ⊂ Ω and prove the existence of an extremal for the constant λ s (A). Moreover, we show that this extremal is an eigenfunction of the regional (s, p)−laplacian in the sense of Definition 2.6.
Let us begin by showing that the constant λ s (A) is well defined and strictly positive. Proof. The proof is rather simple. In fact, given u ∈ W s,p
So the proof will be completed is we can find a lower bound for the term
So if we denote by c(A; Ω) = sup{|x − y| : x ∈ Ω, y ∈ A}, we obtain
Therefore, we get λ s (A) ≥ Observe that c(A; Ω) ≤ diam(Ω), so we can take θ = Proof. The proof is immediate. We include some details for completeness.
Let
A (Ω) be a normalized minimizing sequence for λ s (A). That is u n p = 1 for every n ∈ N and λ s (A) = lim
Therefore, {u n } n∈N is a bounded sequence in W s,p (Ω) and so since W s,p (Ω) is a reflexive Banach space and from the compactness of the embedding into L p (Ω) there exists a subsequence, that we still denote by {u n } n∈N and a function u ∈ W s,p (Ω) such that
It is easy to see that u = 0 a.e. in A (for instance, taking a further subsequence, u n → u a.e. in Ω, or observe that W s,p A (Ω) is weakly closed since is strongly closed and convex), so u ∈ W s,p A (Ω). By (2.10), it follows that u p = 1 and by (2.9) and the weak lower semicontinuity of the Gagliardo seminorm,
The proof is complete.
Let us now see that an extremal of λ s (A) is an eigenfunction of the regional (p, s)−laplacian with eigenvalue λ s (A). That is, if u ∈ W s,p A (Ω) is an extremal for λ s (A), then
in the sense of Definition 2.6. This is the content of the next result. 
Then, is easy to see that
and (2.15)
Moreover since u ∈ W s,p A (Ω) is a normalized extremal for λ s (A), we get (2.16)
So, if we define
we get that
Now using (2.14), (2.15) and (2.16) in the above equality we obtain the desired result.
2.3. The soft obstacle problem. As in the previous subsection, we begin by showing that the constant λ s (σ, φ) is positive. We prove this fact using the compactness of the embedding W s,p (Ω) ⊂ L p (Ω) so we require ∂Ω to be Lipschitz continuous (cf. Theorem 2.11).
Theorem 2.14. Let 0 < s < 1 and 1 < p < ∞ be fixed. Let Ω ⊂ R n be a bounded open set with Lipschitz boundary. Let 0 = φ ∈ L ∞ (Ω) be nonnegative and let σ > 0. Then, there exists a constant κ > 0 such that λ s (σ, φ) ≥ κ.
Proof. The proof will follows if we show the existence of a constant C > 0 such that
Assume that (2.17) is false. Then, there exists a sequence
Now, arguing as in the proof of Theorem 2.11, there exists a subsequence (that we still denote by {v k } k∈N ) and a function v ∈ W s,p (Ω) such that
Observe that from (2.19) and the weak lower semicontinuity of the Gagliardo's seminorm, one conclude that
so v is constant. Also, from (2.18), v p = 1 and so v = |Ω|
The theorem is proved.
With the same reasoning as in Theorem 2.11 it can be shown the existence of an extremal for λ s (σ, φ). We state the theorem for future reference an leave the proof to the interested reader. Finally, we show that an extremal for λ s (σ, φ) is an eigenfunction of the regional (s, p)−laplacian in the sense of Definition 2.4. This is the content of the next theorem.
in the sense of Definition 2.4.
Proof. We suppose that u ∈ W s,p (Ω) is a normalized extremal for λ s (σ, φ). If v ∈ W s,p (Ω), we define the function
where j and k are defined in (2.12) and (2.13) respectively, and
Now using that k(0) = 1, λ s (σ, φ) = j(0) + σl(0), the expressions (2.14), (2.15) and (2.22) we obtain
as we wanted to prove.
Optimal design problems
In this section we study the optimal design problems related to the hard and the soft obstacle problems. We devote one subsection to each of these problems and finally we analyze the connection between these two optimal design problems.
Since the compactness of the inclusion W s,p (Ω) ⊂ L p (Ω) will be used throughout the section, we will always assume that Ω ⊂ R n is such that this compactness is guaranteed. For instance, that Ω is a bounded open set with Lipschitz boundary.
3.1.
Optimization for the hard obstacle problem. We begin this section showing that an extremal for λ s (A) has constant sign. Before beginning with the proof of the existence of an optimal configuration we need a characterization of the constant Λ s (α) given in (1.5).
Lemma 3.2. Let α be a number in (0, 1). Then
Proof. We definẽ
Let A ⊂ Ω be an arbitrary subset such that |A| = α|Ω|. By testing the quotient definingΛ with the optimal function for λ s (A) we get that
Taking infimum in A in the above inequality we obtain
On the other hand let {v n } n∈N be a normalized minimizing sequence for the con-
Now for each n ≥ 1, we take A n ⊂ {v n = 0} ∩ Ω such that |A n | = α|Ω|.
s,p , ∀n ∈ N. Taking the limit as n → ∞ we obtain
In this way (3.2) and (3.3) prove the lemma. Now we prove the existence of an optimal configuration for the problem (1.5).
Theorem 3.3. Let α be an arbitrary number in (0, 1). Then there exist:
(1) A set A ⊂ Ω, such that |A| = α|Ω| and
Proof. Clearly (1) follows immediately from (2) . It suffices to take any set A ⊂ {u = 0} ∩ Ω such that |A| = α|Ω|. Therefore, we only need to prove (2) . Let {v n } n∈N be a normalized minimizing sequence for the constant Λ s (α), i.e for each n ∈ N.
and
In this way the sequence {v n } n∈N is a bounded sequence in the space W s,p (Ω). Therefore by the reflexivity of the space W s,p (Ω) and the compactness of the immersion [8] ) there exists a function u ∈ W s,p (Ω) and a subsequence, that we still denote by {v n } n∈N , such that
By (3.5) we can conclude that
And by (3.6) and the upper semicontinuity of the measure of level sets, we obtain that
In this way the function v is an admissible function for the constant Λ s (α), then
Now using (3.4) and the lower semicontinuity of the seminorm [ · ] s,p we get
The above inequality and (3.7) tell us that the function u satisfies (2).
Theorem 3.3 is not completely satisfactory. What one actually wants is that the optimal set A s coincides with the set where the extremal vanishes. Than is |{u = 0} ∩ Ω| = α|Ω| for any extremal u ∈ W s,p (Ω).
This fact will follows from the strong minimum principle for the regional (s, p)−laplacian proved in Theorem 2.8.
Proof. We just have to prove that |{u = 0} ∩ Ω| ≤ α|Ω|. We assume for the rest of the proof that the extremal u is normalized, so u L p (Ω) = 1 and that u is nonnegative in Ω.
Suppose by contradiction that |{u = 0} ∩ Ω| > α|Ω|, then by the definition of the Lebesgue measure there exists a closed set A ⊂ {u = 0} ∩ Ω such that
Using the characterization of the constant Λ s (α) we get
where we have used the fact that u is admissible in the characterization of λ s (A). Then u is an extremal for λ s (A) and therefore is a nonnegative solution for the problem
in the sense of Definition 2.6.
Using Theorem 2.8 we conclude that u > 0 a.e. in Ω\A, but this is a contradiction since
This completes the proof of the theorem.
3.2.
Optimization for the soft obstacle problem. The problem that we consider now is to minimize the constant λ s (σ, φ) on the class of bounded potential functions φ, i.e.
This problem is trivial since in this case the infimum is given by φ = 0. So in order to have a nontrivial problem we consider, for 0 < α < 1, the functions φ ∈ A with prescribed L 1 −norm. So the problem to consider is
Throughout this section, given φ ∈ B α and σ > 0, we use the notation
For this problem, a potential function φ ∈ B α that realizes the infimum (3.10) is called an optimal potential and if u is an eigenfunction for λ s (σ, φ) with φ an optimal potential, the pair (u, φ) is called an optimal pair for this problem.
We show the existence of an optimal potential for the problem (3.10) and, moreover, we show that every optimal potential is a characteristic function.
The following theorem gives us the existence of an optimal configuration. Remark 3.6. Again by a direct application of the Bathtub principle, the uniqueness of the optimal potential is equivalent to the fact that |{u = t}| = 0.
3.3.
Connection between soft and hard problems. In this subsection we make rigorous the fact that the soft obstacle problem is a penalized version of the hard obstacle problem and that the soft obstacle problem converges to the hard obstacle one when the penalization term goes to +∞.
In fact, what we prove here is that Λ s (σ, α) → Λ s (α) when σ → ∞, establishing a connection between the optimal problems (1.5) and (1.7). Proof. Given 0 < α < 1, let (u, A) be an optimal configuration for the constant Λ s (α). Than is u ∈ W 
. Since trivialy Λ s (σ, α) is nondecreasing with σ, it follows that there exists Λ * such that
Now let {σ j } j∈N ⊂ R be a sequence such that σ j ↑ ∞ and take (u j , φ j ) to be an optimal pair for Λ s (σ j , α). Then, for every j ∈ N,
Since u j p = 1 for every j ∈ N, using the reflexivity of the space W s,p (Ω), the compactness of the embedding W s,p (Ω) ⊂ L p (Ω) and the fact that L ∞ (Ω) is the dual of L 1 (Ω), there exist a pair (u, φ) ∈ W s,p (Ω) × B and a subsequence (that we still call {(u j , φ j )} j∈N ) such that
, and by (3.20) we obtain that φ ∈ B α . Also using (3.19) and (3.20)
Taking into account (3.17), we get
from where we obtain
This and (3.21) produce 
Observe that the above computation shows that u is an extremal for Λ s (α). Moreover, since {u = 0} ∩ Ω ⊃ D and α|Ω| ≤ |D| ≤ |{u = 0} ∩ Ω| = α|Ω|, where we have used Theorem 3.4 in the last equality, we deduced that D = {u = 0} ∩ Ω. Moreover, from (3.24) we easily deduce that φ = χ D .
It remains to see that in fact u j → u strongly in W s,p (Ω). But from the above computations is easy to check that
Since W s,p (Ω) is a uniformly convex Banach space, it follows that u j → u strongly in W s,p (Ω).
This finishes the proof of the theorem.
4. Asymptotic behavior for Λ s (α) with s ↑ 1
In this section we consider Ω ⊂ R n a bounded open set with Lipschitz boundary, A ⊂ Ω measurable with positive measure and define the functions I s , I :
In this way is satisfied that
and we define the constant
The idea is to analyze the asymptotic behavior of the constants Λ s by showing that, properly rescaled, they converge to the constant Λ when s ↑ 1. By (4.3) and (4.4) this is equivalent to analyze the asymptotic behavior of the infimums. To do it the right tool that we need to use is the concept of Γ−convergence (see [3, 5] ).
Definition 4.1. (Γ−convergence) Let (X, d) be a metric space, and for every j ∈ N, let F j , F : X →R. We say that the functions F j Γ−converges to the function F if for every x ∈ X the following conditions are valid.
(1) (lim inf inequality) For every sequence {x j } j∈N ⊂ X such that
(2) (lim sup inequality) There exists a sequence {y j } j∈N ⊂ X with y j → x such that lim sup
The function F is called the Γ−limit of the sequence {F j } j∈N , and this is denoted by Γ−lim
The following theorem, whose proof is elementary (see [3] ), will be most helpful in the sequel. We remark that this is not the most general result that can be obtained, nevertheless it will suffices for our purposes. For a comprehensive analysis of Γ−convergence, we refer to the book of G. Dal Maso [5] . 
Assume that the sequence {x j } j∈N is precompact in X. Then
Moreover, if x 0 ∈ X is an accumulation point of the sequence {x j } j∈N , then x 0 is a minimum for F .
The idea is now to use Theorem 4.2 to obtain our convergence result. First we show the Γ−convergence of the functionals which is a simple derivation from [16, Theorem 8] . .
Before starting with the proof let us make the following observation. Let J s , J : L p (Ω) → R be defined as Proof. We first prove the lim inf inequality. Indeed let x ∈ X and x j → x in X, we must prove that (4.7)F (x) ≤ lim inf j→∞F j (x j ).
We can assume that lim inf j→∞Fj (x j ) < +∞, otherwise there is nothing to prove.
Then, we can assume that x j ∈ Y for every j ∈ N, and sõ
Now using the Γ−convergence of the functions F j we get
Since Y is closed, we conclude that x ∈ Y and so F (x) =F (x). In this way (4.7) is proved.
Finally, we prove the lim sup inequality i.e. for each x ∈ X we must prove that exist a sequence {x j } j ∈ X such that x j → x in X and We take the constant sequence x j = x. If x / ∈ Y thenF j (x j ) =F (x) = ∞ and the above inequality is trivial. We suppose that x ∈ Y , in this caseF j (x j ) = F j (x) and F (x) = F (x), then by the pointwise convergence hypothesis we get that Proof of Theorem 4.3. Let {s j } j be an arbitrary sequence in (0, 1) with s j → 1 when j → ∞. We will apply Lemma 4.4 with
Then,F j = (1 − s j )I sj ,F = K(n, p)I. In order to apply Lemma 4.4 we need prove that The proof is now complete.
In this way the convergence of the eigenvalues is a direct consequence of Theorems 4.2 and 4.3.
By Lemma 4.6 and Lemma 4.7 we obtain (4.10) lim j→∞ |{u sj = 0}△{u = 0}| = 0.
So if we called A s := {u s = 0} and A = {u = 0} from (4.10) we obtain χ As j → χ A strongly in L 1 (Ω).
