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ABSTRACT 
 
This paper presents a subpixel disparity technique for 
obtaining accurate depth & velocity estimation of a 
moving object using stereoscopic vision. In such system, 
depth information is obtained from calculating the 
disparity between two images. This value is often precise 
within )1 pixel. The limitation in pixel precision leads to 
inaccuracy in getting 3D information of an object. We 
propose a technique to increase the precision of disparity 
calculation by interpolating the values of Sum of Absolute 
Difference (SAD) within the matching histogram, so as to 
provide a more accurate depth information, which 
subsequently gives a more accurate value for estimating 
velocity of a moving object. The techniques of Least 
Square Method (LSM) and Doolittle factoring is utilized 
to perform interpolation, and solve the resulting system of 
linear equations. Experiments show a significant increase 
in the accuracy of approximating depth and velocity of a 
moving object. 
 
1. INTRODUCTION 
 
Stereoscopic vision system is mainly used to obtain depth 
information, i.e. the distance from the cameras to a 
desired object [4], [5], [6], [7]. This is achieved by 
applying the stereo triangulation technique, which starts 
with performing pattern matching on the images. From the 
depth value, 3D information of an object can also be 
obtained, by extending the existing equations to include 
the width and the height values. If 3D information for a 
particular object is captured at two different time frames 
and positions, the speed and direction of the object can be 
estimated. 
 
However, the accuracy of the resulting 3D information 
and velocity estimation largely depends on the validity of 
depth value. Better accuracy in depth recovery would in 
turn give a higher accuracy in velocity and 3D readings. 
Thus it is crucial to acquire an accurate value as possible 
for depth, in order to achieve the correct corresponding 
velocity of a moving object. By integrating subpixel 
disparity interpolation technique, depth, 3D, and velocity 
estimation results can be improved. 
 
Szeliski and Scharstein (2002) utilized subpixel 
interpolation in pattern matching, which is one of the 
central issues in stereoscopic vision. By considering the 
subpixel values for intensity, they were able to improve 
the matching operation. Rather than using the commonly 
used SAD, they employed the Sum of Squared Difference 
(SSD), in the continous Disparity Space Image (DSI). 
Further detailed analysis concludes that the initial 
subpixel computation cost is restored and compensated 
for the new and improved disparity value. 
 
The technique of subpixel disparity in image processing is 
also proposed by Umeda & Takahasi (2000), in the 
application of robotic vision, with a purpose to avoid 
correspondence (matching) problem with small camera 
separation and low resolution images. Kim et al (2001) 
employed this particular technique in their system to 
acquire accurate depth and 3D information, by using 
Relative Stereo Disparity (RSD) in the calculation. 
Among other application in subpixel interpolation 
includes the eye gaze tracking, proposed by Zhu and 
Yang (2002). Again, better results were achieved by 
employing this technique. In the imaging device and 
signal level, Baba et al (2000) interpolates an analog 
signal through the Charge Coupled Device (CCD) to 
produce a higher resolution for position measurement. 
 
The authors propose a subpixel disparity technique based 
on numerical methods, and proves its feasibility in the 
applications of 3D vector movements, which includes the 
accuracy effects on depth and velocity estimation.   
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2. SUBPIXEL INTERPOLATION 
 
Stereoscopic triangulation technique [6] is used to obtain 
depth information from an image pair calibrated in 
parallel optical axes, with a general equation 
 
Z = B*f / d 
 
Where Z is the depth information, B is the baseline 
(camera separation), f is the focal length of lens and d is 
the image disparity. As the equation reveals, the baseline 
and the focal length are constant terms; depth information 
is inversely proportional to image disparity.  
 
Consider the case of a stereoscopic vision system with a 
baseline of 1 meter, and focal length of lens of 25 
millimeters. The table below shows depth values for 
image disparity range of 10 to 14 pixels. 
 
Disparity (pixels) Depth (meters) 
10 200.00 
11 181.82 
12 166.67 
13 153.85 
14 142.86 
 
Figure 1: Disparity-depth analysis of a stereoscopic vision 
system. 
 
From the table above, it can be concluded that a certain 
disparity value computes to a one depth value. For 
example, a disparity of 11 pixels would give depth of 
exactly 181.82 meters, while a pixel disparity of 12 would 
work out to a depth value of 166.67 meters. Without 
considering the subpixels of between 11 and 12, it is not 
possible to obtain depth values of between 181.82 meters 
and 166.67 meters. 
 
Image disparity is obtained through stereoscopic (pattern) 
matching. The most common technique for this is the Sum 
of Absolute Difference (SAD) [4]. SAD matching takes a 
certain window size from a reference image, and finds the 
corresponding window in the other image, by comparing 
the reference window with a searched window which has 
the least sum of absolute difference. This position with the 
least value is thus the matched pixel location, and the 
disparity is determined by calculating the difference 
between the reference image pixel location and the second 
image pixel location.  
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Figure 2: SAD graph without subpixel interpolation. Matched 
position is at the lowest SAD value, which is at 212. 
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Figure 3: SAD graph with subpixel interpolation. Matched 
position is now at position 212.3. 
 
Refer to figures 2 and 3. Assume reference image location 
of 223. Without subpixel interpolation, image disparity is 
11 (223 – 212) pixels, which translates to a depth value of 
181.82 meters (figure 1). However, with subpixel 
interpolation, the matched position is now at 212.3, which 
corresponds to image disparity of 10.7 pixels, and a depth 
value of 186.92 meters. If the actual depth of a desired 
object is at 190 meters, the technique without subpixel 
interpolation results in accuracy of 96.7%, while utilizing 
the subpixel interpolation technique produces an accuracy 
of 98.4%.  
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3. TECHNIQUE INTEGRATION 
 
Integrating the subpixel disparity technique in a 
stereoscopic vision system starts with capturing image 
pairs from cameras calibrated in parallel optical axes into 
a workstation. SAD intensity matching is then performed 
on the images to get the initial disparity, i.e. without 
subpixel interpolation. Based on these SAD values, the 
pixels are interpolated to get the subpixel values. New 
disparity is calculated and sent to the depth and velocity 
estimation algorithm for further processing.  
 
Figure 4 shows the flow chart of integrating the subpixel 
disparity technique. For practical purposes, the Least 
Square Method (LSM) is used to interpolate 5 set of 
points (pixel position, SAD value) to a second degree 
polynomial [3]. The general case for n set of coordinate 
points that interpolates to an mth degree polynomial, 
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Xk and fk are the coordinate points, with k = 0, 1, 2, .., n 
 
Solving the system of linear equations above produces an 
mth degree polynomial function: 
 
F(x) = a0 + a1x + a2x2 + … + amxm
 
Taking the derivative of the above equation, and equates it 
to zero, produces the root, or in our case, the subpixel 
value. The system of linear equation above is easily 
solved using factoring techniques. 
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Figure 4: Flow chart of subpixel disparity technique in a 
stereoscopic vision system. 
 
4. EXPERIMENTAL RESULTS 
 
The effectiveness of subpixel disparity technique is 
verified through a developed stereoscopic vision system 
that is capable of estimating depth, and velocity of a 
moving object.  
 
 
Figure 5: Finding distance of the dome from cameras. Using 
subpixel disparity, the accuracy of the distance measured 
increases from 76.3% to 90.3%. 
 
Figure 5 shows part of the system to estimate depth up to 
2 kilometers. It uses 2 cameras with 1/3” CCD format, 
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950 millimeter baseline, and 25 millimeter lens. The 
actual distance of the dome of the mosque is 1.450 
kilometers from the cameras (determined using Global 
Positioning System technique). Without subpixel disparity 
technique, distance is measured at 1.901 kilometers, while 
integrating this technique, distance is now evaluated at 
1.309 kilometers. This corresponds to an accuracy 
increase of 14%.  
 
 
Figure 6: Finding the distance of the small tree on the lower 
right corner of the images, from the cameras. The left image, 
which has undergone software calibration, becomes the 
reference image to find the distance.  
 
The next test involved a medium range distance 
measurement, of about 400 meters from the cameras. 
Figure 6 is another screenshot showing the stereoscopic 
vision program being used to find depth. The small tree in 
the figure is at a distance of 410 meters. By using subpixel 
disparity, we achieved a distance of 422.38 meters, while 
the result without subpixel interpolation is 461.64 meters. 
This proves another significant increase in the accuracy of 
depth estimation. 
 
 
Figure 7: Finding the speed of the remote controlled car. The 
speed is initially determined using a stopwatch-measuring tape, 
and compared to systems with and without subpixel disparity. 
 
Figure 7 is another screenshot of the system, this time 
used to estimate velocity. To verify this technique, only 
the speed component will be considered. From 
experiments and observations, the remote controlled car 
has an actual speed of 0.463 m/s. Without integrating this 
technique, the system estimates the speed at 0.454 m/s, 
while subpixel disparity estimates the speed at 0.459 m/s. 
It is concluded that at short range, this method produces 
little effect on accuracy. This is also most likely due to the 
minimized error with the choice of lens and baseline for 
short distance. Nevertheless, it is increased by 1.7%, from 
98.06% to 99.13%.  
 
 
Figure 8: Finding the speed of the car. The car’s speedometer is 
clocked at about 20 km/h. Two separate tests were conducted, 
with and without subpixel disparity technique. 
 
The final set of test is conducted outdoors in an open 
field, at a range of about 100 meters from the cameras 
(Figure 8). The car is driven at a constant speed of 20 
km/h, and the result produced by the stereoscopic vision 
system is recorded and compared. As expected, results 
were improved by using subpixel disparity technique, as 
oppose to considering only the discrete pixels, by more 
than 10%. 
 
5. SUMMARY 
 
In this paper, we have presented a technique that could 
increase the accuracy of estimating depth and velocity 
using stereoscopic vision. It is performed by considering 
the subpixel values based on the sum of absolute 
difference technique for stereoscopic matching. The 
interpolated points provide a new and more accurate 
disparity for depth estimation. The theory is proved by 
integrating the technique into an existing stereoscopic 
vision system. 
 
Current work involves estimating depth for long range (up 
to 2 kilometers), and estimating velocity for short and 
medium range (up to 100 meters). However, the goal is to 
accurately determine the speed and direction of moving 
objects at long range. For that, apart from subpixel 
disparity technique, other enhancement methods such as 
camera calibration techniques, histogram projection, and 
linear prediction are also being reviewed and implemented 
in order to have a more robust and reliable system.  
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