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\Vith the recent progress in technology of sc•mi-conductor dc•Yicc•s and 
architectures, thr performancr of vrctor and parallel .mpc1·fomp1lf(TS 
have bern remarkably advanced. Today they hav<' bccom<' a funda-
mental tool of sci<'llC<' which is widely used in various fields of sci<'ll<'<' 
and rnginecring. Supcrcomputrrs mannfac1tur<'rs arr pro\'iding auto-
matic vectorizing and paralldizing compilers (or supcrcornpilcrs) which 
generate suitable obj<'ct code's from program:~ '.Vrit.t<'n in S<'Cptential lan-
guages. Since most of th<'S<' compikrs ar<' for FORTRA:\'77 which has 
been commonly used for numerical applications, supcrcompilrrs for lan-
guages other than FORTRA!\ arc indisprnsahlc to utilizr sup<'rcomput-
rrs for non-numerical applications. l\1orcovcr, various features which 
have bern considered to be specific to block-:~tructured languag('s, such 
as point<'rs and recursive calls, are introduced in t hr n<'w standard SJWC-
ificatiou of FORTRA::\' called Fortran90. This thC'sis discussrs various 
,·ectorizing and parallrlizing compiler techniqnc·s which arr dfectivc not 
only for block-structured languages but also for Fortran90. 
In Chapter 2, the performance of load/store instructions on each 
VP /PVP supercomputer is evaluated. In particular, the pcrfonnancr 
of vrct.or indirect load/store instructions is p1rccisrly discussc•d sine(' the 
prrformancc of these operations arc important not only for numerical 
applications but for non-numerical applications which treat point<'rs. 
We have developed a benchmarking program to rvaluate this J><'rfor-
mancc aud show the obtained results. 
In Chapter 3, a new method to vc'ctoriz,r and paralleliz<' r<'cursi v<' 
proced urcs is proposed. Siner n•cursi ve proced urcs ar<' often s<'('n in 
programs written in block-structured languages, this control should 
he also regardrd as thr targets for automatic vectorization and par-
allclization. We propose the hr<'adth-first nwthod and show that sorn<' 
rrcursivc procedures will be greatly acc<'INatrd by this rnethod. In 
particular, this method is dfective for th<' H'cursivc proc<>dur<'s which 
ar<' the impl<>mentations of divicle-a1J(l-couquer algorithms because this 
method u tilizcs the parallelism betwem re('ursi ve invocations of the 
procedures. \Vc also discuss about thr analysis to determine wh('thcr 
the targrt procedure can br vcctorizcd/parallclized by this method or 
not. Since there is a difficulty forth<' drtermination whrn the procedure 
2 
r<'f<>rs global arrm· nlriahl<'s in p,rnrral. we proposr a 111<'1 hod which has 
a rc•st ric t 1011 hut still c•ffrctivr in practical programs. 
Iu ('hapt <'r 1, t he• ov<'fvirw of our automatic wctori;inp, and par-
all<'llllnp, c·on1pilc•r \ '-Pascal wrsion 3 is prC'srntC'd. On the• c·ompil<•r, 
various aualv;inp,. wctorizing and parallrlizing tC'chniqtH'S haw bc•c•n 
dc•vc•lop<'d c•vc•n for ,\lp,ol-like f<'aturrs, such as alias analysis of point-
c•rs, vc•ctorization/parallrlization of whilr/rC'pC'at-untilloops and rc•cur-
siw procPdun•s. TIH•sc• tc•chniqucs may also bC' usC'ful for tlw full-fkclgc•d 
vc•ct orizinp,/ parall<'l izing compilers for the languages Fort ran 90 and C. 
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1.1.1 Supe rcomputers 
\\"ith thr r<'<<'Ht progrrss in technology of srmi-concluc tor ckvin·s and 
arc hi trct mc•s, t hr prak prrformance of suprrrmn]mlcT.'> hav<> n•adw<l to 
t('ns or sc•vrral hundrrds GFLOPS (Giga Floating-point Opc•rations Pc•r 
Srcond). Thrir high prrformance enablrd us to J><'rform lltaJl.V hillio11s 
of oprrat ions which arr nerded to solve various prohlc•ms in fie• Ids of 
scirncr and c•ngiJH'<'ring. such as biology. c•nc•rgy rc•sc·mTh. It igh c•n<'rgy 
physic·s, astrophysics, a<•rospacc enginr<'l'ing, sC'ismology, 1><'1 rolc•um c•x-
ploration, image• pro<·c•ssing, patt<'rn matching, \'LSI dc•sign , tornog-
raphy, sc·i<'ntific visuali:~,ation and so on. ~ow sup<'n·ompul<'rs lrav<' 
becomr a fuudamrntal tool of scirnr<'.[5--l] 
Architc•cturrs of today's Slll)('n·omputc•rs can \)(' divid<'d into tlll'(•c• 
cat<'goric•s : vrctm· processoT (VP). par-allel V('ctm· JWOt(•.c;.c;m·s (J>VP) 
and mas8Wdy pamll(•[ ]JTOCCS.'iOT8 (MPP). 
Th<' main f<'at un• of \'P machines is that t IH'Y c•arh have• IJ<'l'i01'-
prorcssmg wuf.r.; aside• of the ordinal scalar pron•ssor. TIH'S<' units can 
prrform vC'c·tor OJWrations which perform th<' s<UH<' op<>rat ious for <'aC'h 
rlruwnt of \"C'C't ors (i.r. 1-dim<'nsional arrays). Sinn• tlH'S<' OJH'rat ions 
ar<' p<'rfonn('(l by piprlin('(! arithmetic units with quit<• high SJ><'<'<L I h<' 
prak p<'rformml<"<' of a \'P machine reaches up to s<'\"Pral GFLOPS. 
A typic·al P\'P maC'hinr is configured as a symnwtri<· mult i-proC'rssor 
13 
CIIAPTEJ? I. L\'TRODT.:C'TIOS 
sysl<'lll of sc•vc>ral \ · J>s which share thr SailH' mai u IIH'morvi Today':-; 
hil!,h-c•rHI P\'Ps. such as Cnw T90 and :'\EC SX-1, ran br configured 
with 11 p to 32 pmr<•ssors and t hrir total J><'ak prrformancf' is mon• 
than .)0 GFLOPS. Tlu•sp ma<'hirws haw lwPn widt>ly Hsc•d for <:omputa-
t ional scil•ncc• and <'lll!,irwNing In otlH'r words. t lu•s<' ar<' <:Oil\'C'ntional 
sllpN('OIIIplltc>rs. TahiP 1.1 shows a list of tod;n 's <·om·eutiouall->upC'r 
C'OIIIJllll ('fS. 
13ut tlws<' \ 'P /P \'J> machinrs arC' genrrally quite• c•xpcnsive. ThP 
111ain reasons an· that t IH•y ne•e•ds advancrd tPdrnologi<'s to achirvP quite• 
short C'ioC'k-cyrl<' of I ll<'ir dC'vin•s, and that tlH'Y IH'('(l contrived mc•m-
ory units to obtain high load-store bandwidth to supply enough data 
to th<' high-spc·rd arithnH•tic units. To achirve• tlw comparable pPak 
J)('rforrnancc with n•d ue·e•d costs. ~IPP is proposc•d as a looscly-coupl<'d 
mult i-procrssor of !USC minoprocessors. Hc•<·c•utly these procc•ssors 
h;n·p r<'markably progrc•ssc•d and achi<'v<'d thP JH'rformancc of tens or 
hundn•ds ~JFLOPS (:-..I<'I!,H Floating-point Operations Per Srcond). h1 
a typiC'al ~1PP machine• , hnndrrds procpssors arc• couplrd with a high-
HJH'<'d intrr-connrrtion 11<'1.work, therefore th<•y can achieve thr pPak 
J><'rfonnance of S<'V<'ral GFLOPS. Thesr machirH's arr still hard to uti-
lizc• for general pmpose>, but considered to bC' dfect iV<' for some sprcific 
problPms which can IH' highly parallelizcd and nrrd l<'ss data-transfrr 
lwt w<'cn the parallrliz<'d program sections. 
1.1.2 Supercompile rs for Supercomputers 
The· high perfonuarH'<' of VP /PVP machines d<'rivcs from their multi-
pi<' wet or piprliues with a vNy short pipPiirH' period. These piprliucs 
nramlgC' the \'<'Ctor opnat ions which arE' 10 or LOOt imrs faster than that 
by scalar processors. Sin('(' vrctor oprrat ions hPiong to parallrl oprr-
at ions which arr not familiar for ordinal usPrs. it is very important to 
providr peculiar <·ompilc•rs which generate \'C'ct or instructions automat-
ically from prognm1s writ te•n in conventional sc•qnrntial programming 
languages. ;\ow most of tiH' manufacturers provide• automatic vector-
izing compilers for FOBTBA:\, which is commouly used in scientific 
1 SomP newly announcPd vpctor-parallel machiu<'s (su('h as Fujitsu VPP S<'fi<'s 
ami ::\'EC SX-4 multi-nod<' modds) are configurrd with distributPd main mrmory, 
but wr don't include th<'m in our definition of PVP. 
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IG CH.\PJ'ER 1. ISTRODCCTlOS 
and tC'chnological fic·lds. 'loday's vedori1.i11g rompilrrs havf' high ahil-
itv to find out vc•ctorizrlhlC' loops within programs and we can obtain 
quite· high ratio of sJH'Pdup. ThC' terhniquPs for automatic vc•rtorint-
tiou can lw c•asily c•xtl'tH!c•d aud appliC'd to paralll'li;ation of loops and 
J>\"P ntachinc•s can c•xc•c utc• tll('se loops C'ffpc tin•ly. thrrefor<' automatic 
n·ctori;ing and parall<'li;iug FORTRA\ c·ompill's for P\"P machitu•s 
an• also providc•d Tl~t•sc• c ompilc>rs are e aliPd ''lfUTtampilcn and t lu•v 
havC' umrh coJ\triiHttc•d to ut ilizP \.P jP\'P SIIJH'ITomputers in various 
fie· Ids of sciC'ncc•. 'I h us V P / PVP Sllpcrcom put Ns ha\'(' been successful 
for scie•nt ific nutlH'rind <·omputations. 
Ou the othrr hand, fully-automatic paralkliting wmpilers for .\!PI' 
HJarhitH'S arc• still hard to realize. \Vhil<' the• IPchniqurs to rC'cogniJ.e• 
paralJPiizahlc• parts of t IH' target program for \·p /PYP machiu<'s arc• 
also applicahle for wmpilPrs for .\IPP. it is hMd thr compilers to d<•-
r ide• t h<' optimal dist ri lm t ion of data among JH"O<"<'ssing nodi's to rrd ucc• 
t ))('amount of data-transfe•r. ThNC'fore• tlH' curn•nt compilers proYidc•d 
l>v manufact urNs an• for parall<'l language's or c·onve•nt ional S<'<PH'lll ial 
languagrs with rxt<•rJsion to be• dirrcted I IH• data-distribution by users. 
1.1.3 The Goal of This Research 
h>r anv type of sup<'rc-omputrr architC'cturc•s. it is fairlY important to 
pro\'id<' sUJ)('r<·om pllc•rs which assist nsc•rs to c•ujoy til<' high pNfor-
111<\IICC' of suprn·omJHI t <'rs. .\lost of currPnt SIIJ><'rcompilcrs providc•d 
hv maHufactur<'s arc• for F'ORTRA:\77 which is popular for munrri-
cal computation. llowev<'l' , F'ORTRA;.J77 is not rfl"C'ctive for gc'Iwral 
purpose's because• it has rather poor control struct urPs and data typ<'s. 
Tlwn.for<', it is inclisp<'nsablc• to develop autotnat ic vrctorizing compil-
<'rs for othrr progratnming languages to ut ilitP supC'rcomputers more• 
Pffki<'ntly. This is I he• moti,·ation of this n•sc•arch. To rxtend tllC' hori-
zon of vrctor snprrc omputer usage. we• wen• iHtc•rc•strd in developing 
automatic \'C'ctorizingjparaliPiizing rompiiNs for block-structurrd lan-
guagc>s, i.e. descc•ndants of Algol60, which is rquipped with mor<' vrr-
sat ilr control/data structurrs than FORTRA,\177. 
Toward the goal, we• choose• Pascal as th<' targrt languagC' of our 
compi!C'r. Pa.c:;cal is a typical hlock-structur<'d lauguage whicb is wicl<•ly 
spn•ad for grnrral purposC'. Pascal has brrn use>d not only for cduca-
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I ional purposes in classrooms but also for n•al-world prohlrms. for Px-
amph>, the early T)_y'\procc•ssor b~· D.E. Kunt h, t he• vc•ctori?iug Fortt an 
compil('r construrtiotl b~· an Anwri< an suprtTOlllJHll<'r manufac t 11n•r, 
aud the implt>mrntation of an opc·rating svstrm for somr .Japam's<' mini-
com put rr::.. Thcn·forc• the> YC'< toriza t ion cHid pa rrlll<'l i1.at ion tP< lm iq uPs 
obt ainrd through tIns rc•srarTh must h<' c•ffc•e t iw to <'XCCIIt<' Yarious 
programs rffcctiYrly in wctor processor~ and parall<'l procrssors. Tlw 
t<·dmiqurs will I><• also applicablr to thC' otlwr languagrs including For-
tran90 which is thP m•wc•st \'Nsion of FORTI1A~ and is rquippe•d with 
various control/data st ruct ur<'s which havP be•c•n cousidrrcd to be• spc•-
cific to block-struct urPd laugnages. 
1.1.4 Outline of this thesis 
Thi~ thesis disn1ssc•s a way to construe t an automat ir Yrctorillug .utd 
parallelizing compilc•r for a block-struct urc•d language•. Thr following 
tlm•P topics arr induckd ill this thrsis. 
In Chapter 2, llw ))('rformancc of vrrtor load/store of vector supn-
computers is evahtatC'd with our u<'wly dc•vc•lopNI lwnchmarkitJg pro 
gram. In particular, vc•rt or iudirrct load/st on• JH'rfonmmcr is prc•cise•lv 
examined. One of thr rN\son why we focusrd 011 tlw indirC'tt addn•ssing 
is that thrse instructions must br often usrd 111 notHIUill<'rical appli<'a-
t ions which contain data-structures construct <'d with pointNs. Tlu•n•-
forr t hrsc results ar<' illdispcnsablt• to ronst ruct a compilrr for a hlork-
structurcd languagr and to obtain optimal pNformancr on \'PjP\'P 
machinrs in executing uon-llllllLNical applications. The othrr rrasou is 
that thr vector-indin·ct addrrssi11g is also import aut for somr nnmrrical 
applications. The dC'tails will lw dPsrrihNI in tiH' chaptrr. 
In Chapter 3, W<' propos<' a new nwt hod to <'X<'<"II t <' recursi\'£' pro· 
cNlurrs (and functions) Oil sutwn:omputc•rs. Gm<'rally. thr targNs for 
automatic \'CCtorizat ion and parallrlizat ion < ompll<•rs <U<' limit<'d to DO 
loops of FORTRA\"77. I3ut hlock-structur<'d lauguagrs ha,·e morr vrr-
satilr control structun•s to rxprrss iterations, such a:--o while loops allCI 
repeat/ until of Pascal. ~lorrovrr, recursive' prc><·<•dur<'s can br w;<'d 
in thrsc language's. N<•<•dkss to say, thcsr itNativ<' control structurrs 
should be also v<•ctoriz<'d/ parallelizcd if possi hlr. I3u t there ar<' not 
many researchrs to discuss this issue. In particular, therr an• fe•w r<'-
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sc•ardtc•s I o I n•at n•cursivC' procedures. \\"r proposC' a nwt hod to cop<' 
with t hc• difli<'ult \ of automatic vrctorization and parallrlizat iou of rr-
c·u rsi n• pnH'<•d un•s. Tlu· mrt hods namrd "bn•adth-fin;f" lll<'t hod is to 
ut ilizc• par all<'lisrn amoug two or mon• rccursiYr calls and to rx<'c·utr 
I hc•m in parall<'l. Some• procrdurc's ar<' accclcratcd more• than 50 timrs 
hv this 111<'1 hod. 
C'hapt c•r I dc·snilH's tlH• organization and tlw fc•at nrc•s of our auto-
malic vc•ctorizing/parall<>liziug Pascal compil<'r namC'd V-Pascal V<>r-
sion :3. V Pasc·a I Vc•r.3 is drsignrd as an au tom at ic V<'ct oriziug and 
para II PI izi ug c·om pi IN for PVP machinrs. Tlw t arge•t language• is a sr-
cprc•nt ial hlock-st ntct urc>d languagc Pascal. Mauy te•chniqurs and mC't h-
ods wc• lwvc• inrplc•Jll<'lltc•d will b<' de•scribrd lat<'r. 
Tlu· last rhapt<'r, Chapter .J is the condusion of this thrsis with 






In somr firlds of largr-sralcd numrrical computations, t hc• data should 
be exprPssrd as hugc random sparse matrices. \\'p ran <'llltlll<'l'at <' 
somr important examples such as Finite ElcmPnt l\Irt hod(FE~1 ), Lin-
rar Programming(LP), Electric Circuit Simulation, Nc•ural :'\rt work 
Simulation and so on. In procrssing these computations on VP /PVP 
machinrs, vc•ctor indirect load/store instructions arc usC'ful for bot.lt 
memory-spacc dficiPncy and the execution SJWN I. In ot IIC'r words, t IH' 
pcrformaru·c• of Llw indirect vector acccss0s affects t lu• OV<'rall JH'rfor-
nuuH'<' of t hrsr com pu tatious. 
W0 also believe' that indirect vector accesses are rffe•c·t ivc• for ad-
vancrd automatic v<•ctorization. For example>, in some• c·<t."iC's rwstc>d 
loops can be• converted into non-nested loops by using list vc•e·tors, and 
allow longrr v<•ct or lrngths. S u percom pu tcrs with high prrfonuaHc·c 
tend to hav<• largr N haiJII5] values. so this convrrsion is us<'ful for thosr 
machinrs that have good performance on vector indirect acc·c•ssc•s. \\'p 
have alrrady implemented it in the early version of "\'-Pa~caf' aud 
have shown its usefulness[43]. 
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Furl lwnuorc•. 1 o rxt mel t lu• applieat ions of suprrCOlllJHI t c•ro.; hryond 
mmH·riC'al C'<>mpulations. cmnpil<'rs or languagrs must support thr data 
n·1n·rsPntc•cl by pointns c•.g. liukPcllists. tr<'<'s <'tc. To v<'C'torizc• applica-
ticms, indin·C't v<'ctor load/store• instructions ar<' rssrntial. Tbrs<' types 
of aut o111a tiC' \'c•c·torizat ion must hr su pport<'d on \·-Pascal v<•rsion 3 
ami t hc•Jl iuclin•c·t ,·c·c 101 loacl/ ..,tor<' instructions will IH•conw more im-
portant in tlw fic•ld of \'C'C'torization. 
Tlwr<'fon•. W<' hav<' hc•c•n im·<'stigating t h<' [H'rformaiH'<' of wctor in-
din•ct a<T<'ss on vrctur sup<'JTomputrrs but <'nough data has not been 
accumulat<'d to datr. Som<' c•xisting benchmarks showc•d the perfor-
manc<' of applications whc•n• indirect wdor lmHljstore instructions wrrc 
us<'d hut '''<' want<'d to know tll<' '·pun' .. pNformanc<' of tiH'S<' instruc-
t ions. IH'r a usc' t lu• prc'CIS<' i 11 formation about these inst rnC'I ions arc very 
import ant in cod<'-gf'tH'rat ion of compikrs. This chaptn· dc•scribes a 
Ju•wly dc'v<'lopc'd bc'n('hmarking program for this purpose' aucl oht ained 
som<' intNc'sting rrsults. 
2.2 Fa ctors Dominating the Performance 
of Indirect Vector Access 
This sc'ct ion drscribes the• fac·t ors dominating the performane·<' of indi-
r<'ct v0ct 01 load/stor(' mstm< t ions. Gennally an indir<'ct n•ctor access 
is slowN than a direct we tor accrss for t h<• samr amount of clat a. There 
an' two main r<'asons for this. 
1. Complications in thr h<'havior of load/storr piprlinc•s as a r<'sult 
of indin•ct accessrs. 
2. Efr<'rt of bank conflicts. 
The following sections drsC'ri lH•s thesr two faclors. 
2.2.1 B ehavior of Indirect Vector Operations 
This s<'ct ion discusses t IH' brha vi or of indirt'('l vector accrss and com-
parr it with that of din•ct V<'ctor access. 
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Let us start with tlH' din•c t operations .. \ sample of a \'<'<·tor dirc•ct 
load instru<'tion is writtrn in assrmbly code• as follows. 
vload BASE, STRIDE, vr1 
In this statrmcnt vrl nwans a YC'dor n•gist er and BASE IIH'ans an 
addn•ss. STRIDE E'xprcsse•s the distanrr lwt ,,.<'<'11 <'ach data c•lc'IIH'nts on 
the memory. \\'hen cxprrssing the 1-th <'i<'HJc•nt of vr 1 as vr 1( 1), t he• 
S<'man tics of the instruct iou arc pr<'scntt•cl as follows. 
for <'a<"h l E {1,2 ..... <v<'cfor length>}, 
Irt vrl ( l) to the content of the addn·ss 
BASE+STRIDEx ( l-/) x <,.;tzr. of each denu·nt> 
;.Jot<' that the 3rd I inr shows the effect i V<' nddr<'ss for eaC"h rl<'lllent. 
Turning to imlircct v<'<'l or access a sam pi<' of an indirrC't v<•c·t or load 
instruction is as follows. 
viload BASE, vrl, vr2 
The semantiC's of this instruction arc as follows. 
for each i E {1 ,2 .... ,<vcctor le11glh>}, 
let vr2 ( t) to the content of t he address 
BASE+vr1 ( i) x <szze of l'ach element> 
As shown above, the s<'tnantics arc silllilar. The diffcrc•ncc' is s<'<'ll 
only in the' calculation of <'ffP<"tivc addr<'ssc•s. [n fact. complications in 
the behavior of indirect wet or accrss COJJH's from this cliffc•rf'IH'<'. \ \'r 
cousidrrrd t h<' dctailrcl com pi ications as foll<m s. 
1. An indi rcct vector OJH'ralion must t r<'at two vector r<'gistc•rs and 
thr srt-up srqucnrrs may be more• complicated. 
2. . \not IH•r data path for list vectors is twc•drd bet wren \'C'ct or regi<>-
ters and Pach load/stor<> pipclinr, but au impll."rnentation without 
this path is also possible, at thr cost of throughput. 
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3. In a dirc•c t Yrctor opC'rat iou. effectiw addrr~ses of the• array ele-
nH'uts ar<' <'stimatc'd wlwn the Yector uuit is set up. But in indirect 
wct or OJH'rations, thc•y are knowu only at rnn-tinH'. This means 
that it is impussihlr to foresee tlu• OCC'lltTC'IIC<'S of bank conflicts or 
nH'IIton· protc•ction c•xc·c•pt ions. ~1orC'm'<'r. when SOlll<' C'IPnH'nts in 
t he• hst w•ctor arC' oft lw sam<' Yahu•. the ston's must br srrialized 
to guarantrr thr SNJU<'llt ial order of writrs1 . Thrn•for<' compli-
catc•d piprlinC' controls ar<' nreded lowNmg the throughput of the 
pip<'liiiC'. 
:\otc• that tlH' complicat ious are separat('d into two typc•s. Some of 
them affc•c t tlw instruction S<'t-up time and otbrrs affect tlH' through-
put. In t he• abov<' list. 1 IH'Iong~ to the fornwr. 2 belong to th<' lattc>r 
and 3 may IH'Iong to the both. 
2.2 .2 B ank Conflicts 
Bank iHtC'riNtving is one of commonly us<'CI tc•chniqtws to utili!.<' slow 
mrmor) chips iu high-performance comput<•r systems. As supercom-
putrr systc•ms arc of quitr high-performance•, <•vc•n faster S-RA~l chips 
are sometinws regarded as slow. Thercfon• ntost VP /PVP supcrcom-
put<'rs haV<' mrmory units iut<'rlraved with many banks. Auotlu•r com-
mon techniqur is caching but it will not work well in sup<'ITOmputers 
which t<'lld to have large working sets in memory. Accordingly cac·bing 
is rarely used in VP /PVP machines. 
A simple- model of bank interleaving is shown in Figure' 2.1. On a 
memory chip, there is a dc•la.v between giving an address and ;tcccssing 
tlw location. lt is callNl Access T im e(and representNI as 'rc1 ). Also 
it takes a tim<' (called R ecover y T im e r<'pr<'scnted as Tr) from the 
finish of OIH' access and brfon• the next on<' is possible. \\'c• call Ta + Tr 
the Con t inuous Access T ime2 and rrpn•sent it as Tr. Int rrleaving 
with N-banks seemingly dC'<TN\Ses Tc(V if au access is for str·ide-1. But 
if two acc('ssc•s to the same memory oc·cur with au interval shorter than 
Tc, the latter access will be delayed until Tc passes. This is called a 
1Th<.' S- 20 and S-3800 hav<.' another indir('('t stem' instruction which dO<'s not 
guarant<.'<.' tlw ord<.'r. See Section 2.4.2. 
2 Actually tltiH value differs between read and write accesses. 











Bank 0 :~ :o 
-
Bank 1 I I 1~+11 1 
I I 
Bank 2 1:\+2 1 2 
...__ Pr<H'C'ssor 
[Bank X-1 l2N-llX-l 1-~ 
Figurr 2.1: Bank Intcrlc•aving 
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B a nk Conflict. Obviously, in indirect vc<'tor accesses, h<'lnk <'ouflicts 
occur more' frc•quently than in direct vector ;t<·c·t•sses and tlH'ir freq1wncy 
dominates t lw performance• of indirect ''<'<·tor <HT<'sscs. 
In the simple model (shown in Figure 2.1 ). expressing t lu• pipclirw 
p<'riod of thC' load/store pipeline as Tv, tlH' following cquat ion charac-
terizes the frrqucncy of thr O<'<'mTence of bank conflicts. 
S Tp X NJTr 
s means that this memory uuit allows accC'ssrs for stnde-s Wit bout auy 
bank conflicts. The greater .s becomes, the· less is the fn•qm'tH'Y of 
conflict. 
Actually a.'i most memory architect urcs arC' not simple• as t.bis. As 
described iu Sc•ction 2.4.2, som<' machin<'s hav<' much more• C'omplicated 
memory uuits, iu particular, in multi-proC'<'ssor :-;ystems. l3ut s is still 
useful as a <'ritcrion of performance. .V and Tr still rrmam as th<' 
dominating fa('tors of the p<'rformauc<' of iudirect vector a<·c·<•ssc•s. 
2.2 .3 P erformance Factors and their Compound 
Effects 
As mentioned in the former srctions, th<> p<>rformance of ind ircct ac-
cesses is affected by the following factors. 
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1. S<'t -up timC''> for indin•d \'f'C"tor load/ston• instructions. 
2. I'hroughput of Ntch loadjstorr pip<'lirH• in inclir<'ct vC'ctor opera-
! ion. 
3. T lw numlwr of loacl/ :-.tor<' piprliH<'S and of processors. 
I. Tlw fn•qHNH'Y of hau k nmfiicts and t lwir pcnalti0s. 
Tbc·s<' fad ors should IH• c•xaminrd in ])('ndunarking. \Vp a I so have to 
not<' t lw c·mnpotmd rffccts of tlws<' factors. In some systc>ms, tlH' penal-
tiPs of bank wnflietl:. iu indir<'e·t acccssc•s s<'<'m to bc> wors<' than that 
in din•ct acTc•sse•s. It is e·onsicl<'n'd to be• causC'd from th<' difficulty of 
piprlilH· ('OIIt rol undC'f in·pgular occurre'll('<'s of bank conflicts. 
2.3 The Benchmarking Program 
This srct ion drscribes our H<'w benchmarking program for indirect vec-
tor load/:-;torC' instructions. 
2.3.1 Our Main Goal 
Our main goal is to <'valuate' the performance of vector indircct ad-
dressing on Pach machinP. Th<' most specific fpature of our hc•nchmark 
is to rvaluat<' both thr 1 hro11ghput of indirect addressing and the ef-
fect of bank conflicts. We in:-;ist that it is quite important to rvaluate 
them s<'paratc·ly whilc> rxist ing older benchmarks try to rvaluate them 
at onC'e. 
Assume• that a machim• show enough prrformancc of t he• through-
put but it i:-; sNiously decrkrated by bank C'onflicts. Such machirw may 
show poor p<'rformancc in older benchmarks, but this machiur is still 
availahlr whrn an appliC"ation with vector indirf'ct acccssc•s is carefully 
programnH•cl to avoid hank conflicts. It is al:-;o possible for a compiler 
to general<' c>fficient ob j<•c·t :-. for advancrcl \'ectorization with indirect 
accesses ci<•sni bed in SC'ct ion 2.1 if the compilrr has an accu rat<" infor-
mation of the penalties of bank conflicts on thr machinr. 
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2.3.2 Benchmarking Program 
To tak0 an <\('('Urate measm<'IIl<'nt assembly coding is idc·al. h111 it is hard 
to progralll c•ach benchmark in nssemblN, h<•caHsc• tlH' ar('hit c•c·tun•s of 
some ma('h iiH's an• propri<'l ary. Therdon' om lwndnnarking program 
is writtC'n iu FORTR:\:'\77 and it causc•s sonH' problems. Tlw main 
probl<'m of om program is that it< annot C'\'alual<' p0rformanc<• of w< tor 
dirrct/ indin•ct load instruct ions rxaetly. Tlw rc•a:-;on is <lS follows. 
1. \\'p cannot g<'nrrate• ve•ctor load instruct ions without ge'IH'rating 
vector stor<' instruct ions. For example-. a FORTH.\:'\ stat C'HH'nt 
A(I)=B(I) includes both ofwrtor load and storc> instuctions and 
wC' umnot grt rid of the· st on'. On t IH• ot h0r haucl. we• ('f\11 C'asily 
g0rwrat <' a \'ector st ore• i nsruct ion alon<' by a Fortran st at<'m<•nt 
A(I)=l. 000. 
2. "< Exc•<·ution tim<' of A(I) = B(I) > < <'X<'<'ution tinw of A(I) 
= 1. ODD> ". docs not always mean t lu• e•xrcution time' of I lw vrc-
tor load instruction h<'UlUS<' of t ltC' dtallH'd beha\'10111' or \ 'C'('I or 
pipclin<' units in the target machin<'. 
The details of t hesr rra.sons arC' dPscribC'd i 11 [·18]. 
Our prograut is carcfully dPsigJwd to avoid IIIH'xpcctrd t'fl'c•e·ts causrd 
by optimization of compilNs. Th<' main tc'< hniqup to avoid t h<'m is to 
usc somr variablrs of which vahw ('annot bP assumed by cmupilN<>. Our 
program is also designed to tak<• rxecution timc>s of 0ach IH'nrhmark-
ing item t wire' and reports t h<' latter vahH' lwcausc> instruct ion/data 
cache of scalar units may affC'ct t hC' cxC'cu t ion t i nw. TIH' de•t ai Is of our 
bcnchmarki11g trchniqu0s an• also drscri b<'d in ['18]. 
Thc itrms rxamined in our benchmarking ar<' as follows. (In I he 
following. A and B are arravs of REAL*8:1• L is an array of INTEGER*4.) 
• Thr <'xe•cution tim<'S of 
A(I) = B(I) 
with v<•c·tor lcngtbs 21, 26 , 2R, .... 218 ar<' us('(! to estimate' t hr through-
put of load/store pipf'lines on \·ector c!ir<>ct load/stan• operations. 
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and arr also us<'d for comparison with tlw results of indirrct 
load/st on• OJH'rat ions. 
• Thr ('Xrcntion tim<' of 
A(I) B(I) 
A(I) 1.000 
at vc•ctor kngt hs '2 1 11 a r<' usrd to rstiwat <' th<' throughput on direct 
access<'s. 
• Th<' rxrcutiou I im<' of 
A(I) = B(I*STRIOE) 
A(I*STRIDE) = 1.000 
for strides 1,2,:3 .... ,312 and \'Cctor lrngths 2\2°,28 are usc•d to 
<'stimatr til<' t illl<' T,. of thr mE>mory unit. 
• TIH• cxccut ion tim<' of 
A (I) = B(L(I)) 
A(L(I)) = 1.000 
for each L as 
L(I) = ((I*STRIOE).MOD.(2**18))+1 
for stridrs 1, 2, 3, ... , 512 and vector lrngths 24 , 26 , 28 , ... , 2 18 ar<' 
usrd to estimat<' the• throughput on \'<'<·tor indirrct accesses whru 
bank conflicts occur periodically. 
• The execution time• of 
A(I) = B(L(I)) 
A(L(I)) = 1. 000 
with L initializ<>cl as shown below. (In thes<' expressions, N means 
the vector length.) 
2.3. THE BESCH,\!. \RI\I.VG PROGRA.U 
- L1 (I) = I. 
L2(I) = N- I +1. 
- {L3(I)} = { nmdom permutatwn of 1. 2 ..... .\' } . 
L4(I) = <m11(/orn number from [l,S]>. 
- L5(I) = 1. 
- LS(I) = I. MOD. X, XE {2.3,4, ... ,10} 
for wctor lrngths 2 1,26 ,21\ ...• 218 . This includrs the influ<'IH'<' 
of bank conflicts that occur when addn•ssing is c•ithcr regular or 
random. 
If a VP has 2 load pip<'s and 1 store pipr, it l><•conH·s easy to rvaluatc• 
the throughputs of indirect load and storr instructions. The statrlli<'Ht 
A(I)=B(I) needs only 1 load pipr and 1 storl' pipe' for direct load and 
storr instructions whil<' tlw statrment A (I) =B (L (I)) IH'Nls 2 load pipl's 
and 1 store pipe. and for both of thesr statenwnts all of thr piprlinPs an· 
organizNl into a chain and can br work simultanc•ously. Then• for<', if 
the throughput of the load pipr for both of indin•ct and dirrct a<.T<'ss<'S 
are the same and 110 bank conflict occurs, thr <'X<'cu t.iou times of t hrs<' 
slatc•ments can be assumrd to be almost the' S<Ull<'. Similarly, if t.lw 
throughputs of indirrct and dirrct store arc• t lw smm•, the exrcution 
time of the statements A(I)=1. 000 and A(L(I) )=1. 000 can be almost 
tbr same. If the throughput of load or storr pipc•s for indirect acc<'ssrs 
is much lower than that for direct access. tiH' pipr for thC' indirect access 
bec·omes the bottleneck of the whole operatiou and the execution timr 
shows tht- throughput for indirect accesses. 
lote that A, B and L arr allocated continuously in the memory. It 
mrans that A(I), B(I), L(2*I-1) and L(2*I) of a sprcific vahH' of 
I arr all on the same bank. This allocation may hr also taken into 
consideration when we evaluate the result in detail. 
'28CIIAPTER 2. BESCIL\1.\RJ\ISG \ECTOR ISDIRECT ACCESS 
2.4 Experimental Results 
2.4.1 Performance parameters 
\\ c• show t h(• follow in~ p<•rfonnanc<> parauwt Ns a:-. a sunm1arv from t h<• 
n•sHlts of our h<•nclunarklllg program. 
First lr. as tiH' pararn<•t<'f of throughput of load/store piprlim's. \\'(' 
show t h<· follow in~ \'altH's. 
• Data transf<•r rat<• with thr following stai<'IIH'His 
A(I)=B(I) 
A(I)=l.OOO 
• Data transfrr rat<' with t h<> following st at<'llH'll ts 
A(I)=B(L(I)) 
A(L(I) )=1. 000 
for L (I)= I at V<'d or lt•ngth of 218. 
S<•condly, wr show t h<' following values to <•st imatr the avNag<'d 
throughput of loacl/ston• pip('lincs under th(• considrration to tlw effects 
of hank conflicts. 
• Averaged data transfpr rate with the following statements 
A(I) = B(hS) 
A(I*S) = 1.000 
at S =1, 2, 3, ... , 312 and \·ector length 28 . 
• Ascragcd data t ran~f<'r rate with tlH' followiug statements 
A (I) = B(L(I)) 
A(L(I)) = 1.000 
for strides 1, 2, 3, ... , 312 and vector )('ngth 218. 
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Thirdly, to rvaluat<' th<' worst case of tlw data transf<'r rat<' <'ilHsPd 
h.v bauk C'onflicts, \\'r show tiH• following va lu<'s. T lu•s<' valn<'s imp!.'· tlw 
cas<' wlH're all of t lw m<'lllor.v acce~scs arc to t lw S<Ull<' hank. 
• Data tran:,fer ral<'s with th<' following stat<•nu•nts 
A(I) = B(I*S) 
A(I*S) = 1.000 
at S =512 and vrctor l<•ngth 28 . 
• Data transfrr rail's with tlH' following stai<'IIH'nts 
A(I) = B(L(I)) 
A(L(I)) = 1. 000 
with L(I)=512*(I-1) all(! vector lrugth '2 1x. 
Lastly, we show thr following strides to <'valuat<' thr performallr<' of 
nt<•mory systems. Th<' smallN these valtH's ar<', Th<' more SC'rious an• 
thr influence of bank couflicts. 
• The minimum rmmh<'r of stride which cans('S th<> pcrfonnaiH'(' 
which is less than t h<' half performann• of t h<' ma .. ximum with t )I(' 
following statC'mrnts. 
A(I) = BCI*S) 
ACI*S) = 1.000 
(\\'c call this nHmhN ·'half in this tht•sis.) 
• The minimum nmnlH'r of stride which < aHs<•s as th<> same prrfor-
mance as that of t !lC' worst ca<;e with t IH' following statenwn ts. 
A(I) = B(I*S) 
ACI*S) = 1.000 
(We call it Swor.~t ill this thesis.) 
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Transfer rate 
T 
T / 2 
~alf Stride 
Figure 2 2: A sample of Shalf and Swont· 
Sc•c• Figure 2.2 as an c•xample of Shalf and Sworst· 
Thr results arr shown in Table 2.2 at thr <'lid of this report. To 
<'xprrss the pC'rfornH\IH'<'. w<' us<' a unit ~IDwords/sec4 . This unit is 
useful for comparison to ~lrgaFLOPS5 but note that it is not always 
<'qual to the transfc'r rat<' b<•tweE'n memor~· and t lw processor. 
\\'(' also show some additional valuc•s which can be got from the 
abo"<' values labeled (U) ,(V) ,(W) and (X) in th<' Tabl<• 2.2. ThesC' valuc•s 
an• calculated by thr <>xpr<>ssions written in thr first column of the table. 
ThC' value of (U),(V) implies the rclativ<' throughput of load/stor<' 
4 Mf'ga Doublcwords JWr S<'cond. Doubleword m<'aus the siz(' of REAL*8 
5~1cga FLoating-OPerations per Second 
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pipelinrs in indirect arcrssps compared to that in direct <HTPSS<'s. 
(W) and (X) arr helpful to evaluat<:> thC' robustJt<'Ss to bank conflicts 
on C'ach machine. but W<' should note that (W) is measured by thc' 
vector lc>ngth of 211 whic-h is too short for souw machinC's to rvaluat<' 
the• throughput. \\'r should also note that (X) is mc>a:mrrd by iudirrc 1 
a<·crss<•s and it may cause• sonH' compoundC'd <'ffc>cts of bank conflict:-. 
and indirect accesses. 
The results in Table• 2.2 arc• also shown in Figure• 2. L Figure 2.4 and 
FigurC' 2.6. 
2.4.2 Target M achines and the R esults 
Tabl<:> 2.1 shows tlw JWrformance and hard wan• facilities of C'ach t arg<'l 
machine. 
The fratures and some' not icr:-. for each machine• ar<• d<·scribrd bC'low 
with the results. 
Hitachi S-820/ 80 
The S-820/806 is an old type machine announc·c•d in 1987. Now this 
sNies of machines are obsol<>t<' and replaced by t h<' S-3000 series. 
One of the specific features of this machin<' is a support of a special 
instruction of indirect v<>ctor store, called VIST[13]. As this instruction 
does not preserve th<> scqurntial order of th<• storr, the elements of the 
list vector must be diff<'r from each other, but its throughput is high<•r 
than that of the normal indin·ct store instruction called V STX[l3]. 
We havr added the r<'sttlts using YIST in Table• 2.2 in parenthrs<•s. 
According to the rrsults lab<>kd (F) and (J) iu Tablr 2.2, VIST iu-
struction shows about 80% brtl<•r performance• than VSTX instructioll 
shows. YIST is not only us<'<l through user dir('(·tiv<•s but also used by 
our V-Pascal compiler to utilize the instruction. 
We also have to not<> that (B) does not show th<• maximum data 
transfer rate in direct acc<'sses. The transfN rat<' for stride-2 access 
shows 563 N!Dwords/s<>c and is about 20% bC'tt<'r tbau that for stride-
1. The performance for any othrr odd number of stride is no better 
6The S-820/80 was settled at Computer Centre, Th<' UnivNsity of Tokyo. This 
machine has been replaced by the S-3800 f 480 in Feb. 1993. 
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than :3.10 ~l[)words/sc•c · . It is not oil\ ions whv this machine shows 
IH'tt Pr rwrfonnanu• oft lw din•c·t -;tor(' on!~ for strid<'-1 and -.;tridr-2. It 
lllH.Y haw to do with tlw complicated bank intPrkaving in tlw ttH'mory 
unit oft hc• S-820. 
Smn• th<• S-820 \\;ts rquipp<•d with oulv two pipc•s for nwmory ac 
<·<•ss , tlw stal<'lll<'llt A(I)=B(L(I)) <';-Htnot hr proc·<•ss<'d iu a chain of 
pqH'IitH'S. 'J a king t h<' pip<' lin<' orgauizat iou of t lw S-820 in ronsidc•ra-
tion. it IS HSStllllf'd that A(I)=B(L(I)) \\iiiiH' C'X('ClltCd as follows. 
I. Th<• procPssor loads L and B wit It c-hainiug. 
:2. The•u it storPs A while• it loads twxt L. 
:3. Last h it loads B aud stem's A with chaining. 
\ol<' tltat 2r <vC'cfm· lrnglh of .'it?·i]J mtnmg> c•l<'llH,nls of data arc• 
pro(·Pss<•d b) the!-.<'·~ stag<'s which tak£"<., tltP s;.Hll<' tinw with A(l)=B(I) 
I o t ransf<'l J · < vee I or lt·ngth of :·dnp mmmg >. ThN<>fore t lw t !trough-
put of A(I)=B(L(l)) is at most 66% of that of A(I)=B(I) <'Y<'ll if thr 
I hmughput of th<> inclirrct load is the• S<llll(' as that of the din•ct load. 
\<cording to the vahw of (U). the pNformanc<' paramet<'r for indirrct 
load accPss<•s (E) is 61% of that for dirc•ct load <HT<'ss (C). Thus it is 
assum<'d that thC' throughput of indin•c·t loads Oil thC' S-820 is as tlw 
sanw as that of din•ct loads. Thr throughput of indir<>ct storrs is not 
so good as that of di1wt loads <'n'n if \'IST instructions arc• usf'd. but 
I hP absolut e• JJ<'rfonwmcr is still kept to high. 
As th<' valuC's of dir<'rt load (A) and direct stor<' (B) is almost tlw 
half of inclin•rt loacl (C) and indirrct storr (D). 211 is not consider<><! to 
I><' <'uough for the V<'d or length to cYaluat <' the <•ff<'cts of bank conflicts 
and the valu<' of (W) is not rrlial>l<> a.c:; thr param<'l<'r of robust n<'ss to tlH• 
hank conflicts. Taking (X) a<; t h<' paranwtN, tbr S-820 is consider to hC' 
robust to the bank eonfticts in indirc< t addressing and will show good 
JH'rfonnatH'<' even for randomi;,ed list vrd ors. Tlw values of (X) for tIt<' 
SX sC'rirs S<'<'m to lH' bcttt'r than that of the S-820, but as dcscribrd 
later, thC's<' values ar<' not rrliablc becaus<> the absolute pcrformancC's 
of iudir<'ct aceessrs on the SX-2f\ and the SX-3R arc worse•. 
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Fujitsu VP-2600/10 
On<' of th<' Sp<'cifk fc•rll llr<'s of t h<' \'P :2G007 is 1 hat it is c•quipJH'd 
with 2loadjston• pip<•s[16]. It mc•aus that the> \'P-2600 ca11 <'XPclll<' 
A(I)=l.ODO twir<> fasl<'r thau A(I)=B(I) tf both of th<' pipc•s wmk 111 
parallrl. But it is inclppropriatP to pvaluatc• thr throughput of inclin•< t 
stor<' instruction IJ<'causc• thC's<' pip<•s an• us<'d se•parat<'ly for load and 
ston• to exe•cut <' A (L (I))= 1 . ODO. The rm11 pikr did not unroll 1 h<' loop-; 
in our program brcausp W<' had It idPd t h<• n•e tor l<'ngt hs of t h<· loops to 
avoid llll<'Xp<>C'ted optimizations. Then•forP t lw vahws lal><'l<'d (B),(D) 
iu Tabl<> 2.2 r<'flrct thc• throughput of ou<• piprlinP. 
As the vain<' of (U) ts a low<'r <liiC' cont patwl ,...·it h t h<· ut ll<'r madtitu•s. 
the• \'P-2600 is considrrc'd to IH• of a rat her poor p<•rforntatt<'<' of t h<• 
indire>rt load. But contrarily, t l~e• indirrct storC' (V) shows n•markahle• 
J)('rformaur<'. :\ot<> that \'P-2600 has no spe>cial instruct ions to kt><'J> 
tht> ord<>r. 1he valurs of tll<' Y-\!Ps with 1 CPL' an• l)('ttl'l than that 
of VP-2600, but thr Y-l\lPs an• too slow to compar<' with. TIIP valu<' of 
(V) of the Y-\IP with I CPl':. abo seem:. lH'tt<'r, hut lil{(' \'1ST of tll<• 
S-820 and t hP S-3800. t ltr s<'<pu•nt ial ordN of tlw st or<'s in <'I<'IIH'nts of 
t!H• list vector for an iudire'ct store on Y-\lP canuot h<' pn•s<•rvrd. On 
the• VP-2600. both of the absohtte• and n•lativc p<'rformancc• of indirect 
stor<'s. which prcsen·c•s t hr ordc•r of storc•s. arP r<'markably high. 
It is conspicuous that the Yalurs of dinict accrssrs (A). (B) an· llllt< h 
lower than thos<' of indir<'ct acce•sses (C),(D). Thrrdor<' (W) is not <'ott-
l>idrrc•d to be• suitable• for thr param<'te•r of the• pnformanu• for the• 
indin'ct ac<·e•ss<'s for tiH• sanw n•ason witlt th<> S-820. Thr alt<•rnativ<' 
value• (X) is tH'itbN so high nor so low wh<•tt <·outpar<'d witlt tlH' otiiN 
targc•t machi11rs. 
:\otc that tll<' minimum data transf<•r tal<'s of tlw ston• inst111dions 
an• lower thau thosr of the load instruct ions. It may be nUJs<'d front 
t lw diffC'rencc• of t hr con t iuuous acr<'ss t illt<'S betw<'<' 11 read and writ f' to 
thr mrmory. It should b<• also notie<'d that th<> absolutr p<•rformanee• 
of th<• minimum data transfer rate•s ar<' low<'l' than tltosr oft h<' most of 
thr othrr machinC's. 
7 Data Pror<'~sing CC'nlt'r, Kyoto UuivPrsity. 
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NEC SX-2N 
The• SX-2:'\8 is a dat eel machine' hut we show the results from the SX-2:\ 
for comparison wit It thr SX-3R serirs. Siner the vrctor unit of the SX-2 
SC'rirs is C'quip]Wd '.vith ouly Oll<' load/star<' pipr, it dors not match thr 
model to <'Valuate' t}w benchmarking results as describrd in Section 2.3. 
As shown io Tab!P 2.2, the SX-2~ showrd quitr poor perfonnancr 
for V<'ctor indirrct accrssrs. As our main interest is tlw improvemrnt 
of t lw prrfonnanc<' of th€> SX-3R, we only summarize thr result in 
short. The' SX-2:'\ shows only quit(' poor performance' for both of thr 
indirN·t loads and stores. It is intrrrsting that evrn in a direct store, 
the pC'rfonnancC' is rapidly dcgradrd by bank conflicts (ser (V) in Table 
2.2). 
Cray Y-MP 8 / 4128 and Y-MP 2E/ 264 
Tlw nH·mory organization of Cray Y-:V1P series has complicated struc-
ture (cxc<·pt Cray Y-MP EL) aud do0s not. match with our simple modrl 
in Figure 2.1. However, in the case of Y-MPs. the memory organiza-
tion and detailed behaviors of thC' memory unit are fully described in 
manuals [7]. Figure 2.3 shows the block diagram of the memory unit of 
our target machines, Y-MP 8/41289 and Y-MP 2E/26410 . The mem-
ory systems of thesr two machinrs are organized as the same except 
the capacity. The memory is divided into 4 sections, each srction con-
sists of 8 sections and each section contains 8 banks. The basis for 
memory pcrformancr for a CPU is th<' number of srction because each 
CPU can access continuously to a section only in evNy 5 clock peri-
ods. Diffrrent CPUs can access to the same section simultaneously hut 
each bank can be accessed only in every 5 clock periods. Therefore, 
the worst performance of memory access is thC' same as 1/5 of th<' peak 
pC'rformance. 
On the benchmark with 4 processors, wC' allowed the program to do 
indirect vector store in parallel. This access may break the sequential 
8This machine was settled at Computation Center, Osaka University. This ma-
chine has been replaced by the SX-3R/14 in Feb. 1993. 
9Institute of Fluid Science, Tohoku University. 
10Supercomputer Laboratory, Institute for Chemical Research, Kyoto University. 


















Figure 2.3: Y-~lP .\,lcmory Organization[?] 
35 
?JGCTIAI'TEH '.!. /31· \'('Jl.\1.\IU\ISG \'ECTOR 1.\DIRECI \CCESS 
md<•t ofwriiPs, thl'll'fot<' tlw n•..,ult -.hould IH' tn•at<'d as the· :-.<ww as that 
of \ 1c..; 1 011 1 111' S- :W and tlw S-3800. \\'h<'ll tlw ord<'l' of siOJ <'s must 
lw pn·sN\'I'd , t h<· y><•rfonnan< < of th<' indin•ct store• \\'ill lw dq~radc•d as 
t lw s<lltH' a'> I hat of I C'Pl . 
Sine!' t he•)- \IP:-. an• c•quipp<•d with 2 load pip<'S and 1 stor<' pip<' 011 
t'<H h ( 'J>l •. it ts t•as\' to Pvaluat<' our brnchmarking rc•!-.ttlts as dc•sc riht•d 
in S<'< tio11 2.:L OtH' of thc> tnost rrmarkabk results is that the• vahu•s 
of (C),(D),(E) and (F). on Y-~lPs with both 1 CPL and l CPCs. iu-
d inti c• 1 ha 1 1 h<• tit rough put of t he• load a11d st on• pipc>litH'S S<'<'lll I o lH' 
alwms < onsl ant on both of the din•ct and iudir<'rl <HT<'SS<'S. Tit<' \'aluc•s 
of (U) also substantial<' it. Tlw values of (E) <Uf' a littl<• worsc>. tha11 
tltos<' of th<· otiH•rs, but th<· lJC'rformatH'<' of A(I)=B(L(I)) rPiatJv<' to 
A(I):;:B(I) ott tlw Y-~IPs an• still quite good <·ompan•d with th<' othc•r 
madtlltt•s llow<'\<'I. in the• casp of th<' rc•sttlts from Y-\IP "it h I C'Pl". 
as th<• ahsolut<• pNforntallt<' is much lower thau tlH' oth<•r ma<'hill<'l->, 
tlw n•snlts an• not so snrprisiug. AnothN remarkable• n•sult is I hat til(' 
obtaiH<'d n• .... ults with l CPL's show that the p<'rformance• of Ill(' Y-\IP 
1s quill' !!,Oo<l unl<•ss bank eonHitt occurs. ThP absolutC' JH'rfonnan< <' 
of (C),(D),(E) and (F) ar<' comparabl<.• to that of t hf' S-8:20. As tlw 
rwak p<•rfomtall<'P of th<' Y-\IP 8/-1128 is 2 GFlops .. tlw balanrc> of th<• 
JH'rformall<'<' of llH'IliOJ) <HT<'SS and that of th<' com put at ion is much 
IH'tt<'r than that of tlw S-820. This balance of thc> Y-~lPs s<'<'llts to I><' 
t lw bc•st auHmg t h<• t a rg<•t machines. 
A It hough t h<• maximum p<'ffonnancf's of indir<'('t aC'crss<'s of tlw Y-
~tP ar<' quit<' good, th<• value• of (W) inclicat<•s that th<• p<'rformanc·c•s of 
indir<'<'t loads and stores ar<• dc·gradt>d by bank couHicts ratlwr sc>riously 
comp<H<'<i wi t It t II(' ot h<'l' machinrs. 
Notf' that tIt<' Y-~1P 2E/26-1 anc.l thr 1'-~IP 8/<1128 an• c•quipp<'d 
with th<' same• IIH'lllorv svst<•m rxe<'pt thPir capa('ity aud tlwir arc·hil<'<·-
t urPs arc• t he• same•. T.hr;f'fon• the results ar<' almost t h<• sanw. But t hr 
rC'stdts show that t Jw new<'r model 2E has b<'<'n a lit tl<' improwd in t lw 
p<'rformanr<' of dirN·t stores. 
S-3800/480 
ThP S-3800 is a l->urr('ssor of the S-820 and ha~ similar f<'atures with 
tlw S-820. Ea< h \'l'rtor processor of th<> S-3800 is abo <'<tllipped with 1 
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load/ston• and 1 load pipe•. \'IST instruction is also suppot I I'd . ThNI'-
for<' tlH· IPmi<•m \' of tlw r<"·.ult .... is '>imilar to that of I IH' \..1-'<W. 'I h<' 
maiu diff<•n•n«' ts that tht> S-3800 il-> a mnlti-pron•..,sm wsl<'lll whilt• t II<' 
S-820 is a siugh•-pro('(•ssor ..,y<,l<'tll. Tll<' S-3800 on '' hH h wt• t'Xt'l'lltt•d 
on r IH'nduuarking program is a s~·st <'Ill with 1 C'Pl' s. hut \\'t' had tto 
dHUl<'P to oht a in t h<• n•sults with multi-procPssors. 
\\'f' :-~hould <·omnu•nt that th<'H' was no IIII\tsual n•sult oft lw JH't for-
mane·(' as S<'<'ll i11 t lH• S-820. Tlw p<'rfonnatH'<' for st ricl<•-1 is ;tlway.., t hP 
sanw as th<' JWHk pNformanc<'. 
As shown in Ta hi<' 2. 2, the p<'ak transf<•r rat <'S of IJH'IliOry ac<·c•ssc•s of 
tlH• S-3800 an• t hf' most high among tlH' tar-g<'t maehinc•s. In <·ornparisott 
with that of t lw S-820, th<'}' <U<' improwd about 2 .. ) I inH'S. \'1ST of 
tlw S-3800 is :3 timc•s faster than that of thr S-820 and tlw rdati\'t' 
throughput of indin•d acec'ss (U) is also improwd. From t lu• point of 
view of tit<• balanc·<' IH't W<'<'ll tlw prrformann• of uwmorv ac·<·t•ss and 
<"ompuration. S-3800 with l CPC is 2.7 tinws fast<•r than tlw S-820. 
t hrr<'forc t h<• balanc<' can h<' considNt>cl to b<• almost I ht• sam<' as I hat 
of t.ht• pn•dP< t>ssor. This improvrmcnt is signifi< ant l><·<'~ut!-.<' t h<' t'loc·k 
pNiod of tlw S-3800 is only the half of that of S-820 and tlH'n' is no 
<hang<' in th<' orgauizatious of thr load and stor!' pipf'lin<•s. 
Auot her impro\'<'lll<'nt oft hr JH'rformauc<' is S<'<'ll in t h<• robusltwss to 
bank conflicts. Thf' valu<' (W) is th<> best among tlw targ<'l ma<'hinPs 11 • 
The largr umnlH•r G 1 of Sit a/ 1 also prows t lw rohusturss 
IIowc•vc•r. t h<' rrlati\'r throughput of th<' indin•ct load is a lit II<• d<·-
('!'lcra tc•d for load OJ)('nlt ions. The reason is that t h<' pc•rfotntatt<'<' of 
dir<·ct load (C) is improv<'d rPmarkably. Anothrr d<'<'<'krat iou is s<'<'n in 
th<' r<'sttlts of din•rt cH'<'<'SS for \'ector l<'ngth 28 . Th<' vahtf' of (A),(B) 
is almost as t h<• sam<' as that of t hr S-820 w h il<' t hr t><'rforwatH'<'S for 
\'C'C'tor l<'ugt h 2 111 is 2 or 3 t imf's fast<'r than that. It nwaus that t h<· 
S-3800 has mudt higg<•r .\'half vaht<• which also afi'C'cl s to t h<• tliiiiSIIal 
\'alu<' of th<• robusttH'ss to bank conflicts (W). 
Also tlH• minimum data transfer ratPs of th<> stor<' instructio11s ar<• 
low<'r than that of the load in~truction~ like \'P-2GOO. Jt is rmiou'> that 
tlw absolutf' pNfonnarH'C' of tlw minimum data transf<•t ratc•s of slon• 
11 Tlw \'aim· of (W) for SX-2:\ i-. neglN·tahle> bt•call!--<' of it~ po01 iruliH·t·t load and 
swre p<'rfonnam·<'. 
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op<'rilllons bas gotH' worsf' con1parf'd with that of tlw S-820. 
SX-3R/14 
. \ fully C'Ollfip,IIIPd S:\ 311 svst<•Jll is a multi-proCC'SSOl' s.\'St<'lll with l 
C'Pl< but lh<' ma<IIIIIC' we• muld us<' is a SX-3R/11 11 which is tiH• 
fastc•st tnachitH' mnong the siug!P prorc•ssor modrls. 
t nlikc• the· S-3800. t hr SX-3R sc•ric•s is rquipprd with fully n•orga-
niz<'d rnc•mon systc•m c·ompan•d with lh<' pn•dc•tcssors .. \CPl. of th<' 
SX-:m has 2 load and 1 stor<' pipes whil<' tlH' SX-2:\ has only I pipe•. 
This lli<'<Uls that it is c•m;v to c•valuat<' t he• rrsults as dc•snihrd in SC'ctiou 
2.3. 
From tlH• n•sults, it is notic<'d that this machinr shows quit<' good 
JH'rfonuam·c• for dirc•e t loads aud ston•s <'VC'll for the short vrct or kngt h. 
Ou t IH' <·ontrary, throughput for indirc•ct ace·c•ss is still poor. rlH' ah-
solut <' pc>rfomlaiLCC' of t hr ill(lin·ct accPss is almost tlw sanw as that of 
S-820/80. hut <·mnpan•d with tlw prrformane·c• of tlw din·ct <H·c·c•ss. tlw 
pPrfmm<tnU' of indin•r I rPacl is 2.9 t imt•s lowN than I hat of din•ct r('acl 
and indirect writ<' is 7.8 tiuws lowrr than dir<'d write•. It is obvious 
that th<' throughput of the• load and stor<' pip<'lin<'s of tll<' SX-3R is 
se•riousl.v drgradrd in indirrct accrss. 
Sill('<' this macbitl<' shows good pNfonnan<'<' ev<'n for a short length 
of \'<•e·t or. the• valur of (W) is available• to <'valuat<' t ll<' robust ll<'SS to 
bank ronfiicts. Th<' valtH' of (W) m<'ans that SX-3R can be de•e·e•lcrated 
<'asily by bank conflicts. Comparing l he p<•rformaiH'<' param<'t<'rs of 
dirr< t storr (B) with (H). w<' ran sr<' that th<' rffccts of bank conflicts 
on this machiue is quite• serious when writing. It also iudicat<'s that the• 
miniu11un data transf<'l' rat<' of til(' SX-3R is not only lower than that of 
th<' ot lwr machines but also drc<'l<'l'atc•d by indir<'ct <HT<'Sscs a .. '> showu 
in the• values (I),(J). 
2.5 Conclus ions 
\ \'r havr obt ainrd fundarnrnt al data on th<' p<'rformanee of indirrct 
vrct or aeccssPs. As mcntion<•d in tlw first srct ion, V<'ct or indirrct ar-
12C'omputation Cent<'r, Osaka l nhwsity 
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< <'ssrs an• vahl<\hl<• in th<' fic•lds of mmu•rical <·omputatwn~. and an• abo 
nredrd for advanced automatic Y<'ctorization. Tll<'rPforp this data <'ll-
ahles us to mak<' good usc' of sHp<'n·mnputrrs and mak<' it possihl<' to 
c•xt<'IHI their applications . 
\\'c• had uo chaucr to nm t be• bc•nc lunar king progra111 on nC'it hc•r 
SX-3R with -1 CPCs. Y- \IP 8 with 8 CPt "· C90 nor T90. To make• our 
rc•srardr mor<' <'OIICr<'tc\ it is iBdisp<'llsabk to g<'t t h<'ir dal a and we• arc• 
Pager for th<' chance. 
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(·hint A pArll ) 
Jl 1 load ~npf" 
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~001 
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This \'alut- diff(·r~ fro111 the official JH'rformanre in l.S. and EuropP. but can be 
arhi<•"ed and officially announrPd in .Japan. 
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Tabl<' 2.2: Expc'IIllH'Iltal rrsults 011 <'ach ma<"hilu• 
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Effects of Bank Conflicts (D~rect Access Vector length=512) 
A(I)=B(I) (Max.) -
A(1)=1.0DO (Max.) 
A(I)=B(I'S) (Ave.) ,,,,. 
A(I ' S)=1.0DO (Ave.) .,,,. 
A(I)=B(1 ' 512) (Min.) ~'"" 
A(I'512)=1.0DO (Min.) W/////h 
~ ~ ~ ~ JJJ. I I ~ ~ ~ ~ ~ +--__..~, ~~' ~.u. '~~-!~~ ~=·,._,...,.~J!~ 
S-820 VP 2600 SX 2N YIMP-8 Y/MI' 8 S 3800 SX 3R YIMP-2E 
!4CPUI 
Target Machines 
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Effects of Bank Confhcts(lndirect Access Vector length=262144) 
A(I)=B(l(l)) (Max.) -
A(l(I))=1.0DO (Max.) 
A(l(1))=1.0DO (Max.) -= 
(YIST/Para.Wntc) 
A{I)=B(l{l)) (Ave.) """' 
A(l(l))=1 .ODO (Ave.) ,,,~ 
A(l(I))=1 .0DO (Ave) -
(VIST/Para Wntc) 
A(I)=B{l{l)) (Min.) ""'""" 
A{l{I))=1.0DO (Min.) •w////h 
A(l{1))=1 .0DO (Min.) -
(VIST/Para Wntc) 
Target Mach1nes 
Figur<' 2.5: Effects of bank conflicts us ing inclirPct a<T<'SS instruct ions. 








































(All results are for stnde-1) 
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In this chaptrr, wr propos<• c\ w•w mrt hod for automatic vrd ori/a-
tion and parallrli;.at ion of n•c·ur~iv<' pro('(•d mrs and functions 1 _ Tlu•rr 
arc a number of rrcursive algorithms for sC'arching, sorting, manipula-
tion of structurrd data such as trrcs. \Vriting programs with rrcursiV<' 
proccdur<' is a natural and n<'at way to implmH'ut such algorithms .. \C'-
cordingly automatic vectorizat ion and parall<'lization of rrcursl\'c' pro-
crdurrs rnablr 11~ to apply t hc•sc• rrcursi \'c' algorithms Pasily on ~UJH'r­
compu t.rrs. 
Th<>rr arc sonw prrvious st udi<'s to opt i mizr n·c·msi vr procc•d u rc•s. 
For <'xamplc. tail-rc•c ursion c•limiuatiou is a w<•ll-known nH't hod to C'on-
vert rrcursivc pn><·<•durrs to <'qui,·alent simple• loops. Thrrr arc• also 
somr works to rliminatc rrd undaut OJH'ra t ions in rc•c·u rsi vr pn><·c•d mrs 
writt<•n in func-tional languagc•s[3JI5lj. Thc•sr methods aim to n•ducc 
the instructions but these ~ludic's arc uot always applic,\hle for auto-
matic vcctorizingfparallcli7ing c-ompilers. Tlw r<>ason is that the aC'c rl-
1In this thesis, The' l<'l'm "proc<•dun•s" iuducl1• both of prorPdun•s and fuul'lious, 
i.e. proc('dures which have return valu<' 
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c•rat iou of hll JH'tTomputc•rs is obtainc•d mai11ly from V<'< tor or paralkl 
c•xc•cu t ion. It follmvs that t IH• rom pi INs ha vc• to st a11 cl on a v ic'w of 
dc·tc·c t ing in-.t t tt< tions which can lw c•xc•rutc•d in paraliC' I. From this 
point of vi<'\\', we• propose• a tu•w m<'thod namc•d breadth first rnf'lhod to 
'rc·torizc·jparall<'li/C•H•c·ursi\'C' J>l<K<'chm•s. Thc• point is that\\'(' ha\'C to 
takc• notirP to th<' fa!'t that a \'P is a sort of Sl\10 9] pro<·c•ssor. \\"p 
hav<' to dPtc•rt parts whi<'h consist mttltiple data-flow from a sc•qttrntial 
progtam to ohtain c•nough J><'rformanc·c•. \\'C' introdtH'<' a con<·<>pl of 
"d<'JH'tl<lc•n('<' of c•nvironments .. to analyz<' dat<l-fiow in r<'<.:Urhi\'1' procc•-
dun•s. In om dPfinition, an "<'nvirounH•nt" is a st.at<' of <·orrC'spondcnc<'s 
IH't W<'<'ll t lH' loc·al varia hles and th<' stark. In ot hN words. PaC'h rn vi-
ronm<'llt cotTPSJ><md:-. to <>ach iuvocat ion of thf' recur:-.i\'C' procrdurc. 
3. 2 Preliminaries 
3.2.1 Classification of Recursive Procedures 
llrrc• we defi nc• a da.<>sification of rrcursi vc prorc•durrs. NotP that most 
of tlw c•xampiP programs in this thesis arc writ ten in a Pascal-likc lan-
guag<', but tlw argunwnt is twt limitc•d to the• Pascal but applic·ablc• to 
almost all block-struct urrd languagc•s which inrlndr F'ortra11 90 and C. 
nr('ursivc• proc<'Clun•s are roughly drfinrd as procedurrs which con-
tain <Hl<' or more stat<'ments to call itself. Strictly S))('aking, we havr 
to t akc• indin•ctly rrcursi\'C proc<'dur<'s into cousiderat ion. L<'l us take• 
a case• of a procedur(' named A which calls another procedure• B . If B 
also ralls A , W<' call A and B as indirectly n•cursivr proccdur<>s. But 
in this thesis we trrat ouly din•ctly rc•c·ursi\'C' proccd urc•s for simplicity. 
In most ca.-;c•s, indirc•ctly rrcursivr procedure's can lw com·c•rtPd into 
c·quivalput din'ctly rc•c·ursivc Oll<'S usiug inlin<' expansion, as shown iu 
Fignr<' 3.1. I3ul this <·om·ersion is not always possiblr. Figure• 3.2 shows 
thr c•xamplc. This typ<' of procc•durrs arc lrft to our future works. 
In this tlH•sis, we classify n•rursiV<' proc<'durrs into thrrP types ac-
cording to th<' numb<•r of rr<·ursiw-call statPnH•nts in procrdun's. Ex-
actly speaking, W<' classify t hc•m according to possiblr numh<'r of rC'-
cursive invo<"ations on each Pnvironment. When a recursive proccdun' 

















if P' then 
s~~': 






Fig11rr :3.1: Conv<'rsion from an indin•rt ly recursive proc·c•dun• to di-




if r then .\: 






if H then A; 
if S then f3; 
Sl 
end; 
Figure 3.2: An indir<>ctly r<>cursivP pro<'Niure which is impossible• to 
com·<•rt into directly rc•cursi VP proc('(lttre b.Y inlitH' c•xpan-
sion. 
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into Typc-1. If a r<'< 'msin• protednn• imokrs itsc•lf more• th<m on<f' 
hut t IH' llllllliwr of in vocal ion is stat icall.' limited by a ('onstant on 
rach <'II\ rrounu·ut. \\'C' e lassify it into Typc-2. Thr oth<'r procrdun•s 
arc• dassrfi<•d into Typc-3. Example•s of c•arh procrdurc• arC' shown in 
Fignn· :3.:L 
Bc•!tavior of a typP-1 pme Pdm<' is \'C'I')' sirnplC'. It <'an lw distin-
gnislwd iuto two phasc•s. In th<· fir-,t phase'. n•cursin• <'<\ll!-. onur con-
tinuonsh B11t one<' I h<' <'Olll rol readws I o t hf' rnd oft he• pr<K<'dm<'. it 
JH•ve•r calls rtse•lf againnntil the· control r<'lllrtiS out from tlu• pro<'C'clurP. 
Thcrdorc• in t 11<' sC'cond pitas<• r<'turns oe·<'ur continuously. Tht>se two 
phase•s can IH• Pasib· c•xpn•ssPd .ts loops and a typc-1 pr<H·c•dur(' can lw 
pasilv <·ouH'I t Pd into a norHf'CUrsivr JH·oc·pdun•. 
Coni ranh·. bPiun iors of typP-2 and ;3 procc•durrs arc• <'<>mplicatPcl. 
It i!-> still possihl<' to e·mtvc•t t t hrsc Jn·oe·c•dun•s into uon-n•e·ttrsive pro-
crdm<'s, hut the• l'P\vrit<'d pro<'rdurrs contaiu <·omplicat<•d sc•quences of 
statrmc•nts whi<'h Pllll!lal<' thr stack rxpliritly. 
3.2 .2 Facilities of Vector Supercomputer s 
\'ector hlll><'n·omputc•rs arc• das~ified iuto SnlD(Singlt' Instruction ~ful­
tipl(• Data strram) c·omputc•rs[9J- Thc•ir high pe•rformaJH<' r<'htrlts from 
thr facilit) of multiple• v<•<·t or pipc·linr!->. \\'h<'n c•ach rlc•mt>ut of a \'ector 
has no d<•pmdrncr on t hr ot hrr rlC'nl<'Hls. th<' pipelinrs work efficirntly 
and W<' ('cUI obtain high pc•rfonnancc•. 
:\loht of n•<·rnt vrrtor supercomputc•rs also provid(' spc•dal instruc-
tiom. call<•cl l'ccfoT-11UUTO tw.;lr uctions. Examplt•s of thrsc' instructions 
are shown in Table 3.1. Thry are usc•d to Pxecute computations on 
which vc•et ors have clt>p('lld<'rH·<• bt>tW<'<'n t he• <'kmcuts. The p<'rformancr 
of the wctor-macro instructions is not so high a.<> that of ordinal vector 
instructious. but it is much higher than that with scalar instructions 
for th(' sauw computatiou .. \s we desnibc• latrr. the V<'clor-macro in-
structions ar<' vNy important faciliti<'~ in ordrr to vectoriz<' rC'cursiYC 
proccd ures. 
3.2. PREU.\JJXARIES 
function pou•cr·(.c : ual; 11 mtegl r) rml; 
begin 
if n=O t hen 
power - 1 
else if odd(n) t hen 
power - powf r(.£*.£, n div 2)*.r 
e lse 
power - JW'WCT'( I* X, n div 2) 
end ; 
(A) calculate pow<'r .rn (n ~ 0) (a lype-1 proc<•dun•) 
p rocedure hanoi( dtsk, ]JOLP1, pole2 : mlrger ) ; 
b egin 
if d'i.'ik>O the n b egin 
e nd 
hanoi ( disk-1 , pole1 , 6-polf'1-pole2 ) ; 
uwiteln ( ' Dzsk' , d'tsk, pole1 , '-> ' , polc2 ) ; 
hanoi( dtsl.,~ 1, 6-polcl -pol< 2, polc2 ) 
end ; 
(B) tower of Hanoi (a typc•-2 procedure) 
procedure Nqueens( 1,: mtC'gcr· ) ; 
va r j: intcgcT'; 
b egin 
for J : = 1 t o N do 
e nd 
end; 
if A [J] a nd lJ[i+.J] a nd C[i-J] t hen b egin 
X [i] : = j; 
A[J] :=false; fl[i+y] :=false; C[z-;J :=false; 
if t<N the n Nquecns(i+1) e lse PnntAnMJJf•r; 
A [J] : = tnu·; fl[i+y] : = true; C[t-J] : = true 
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(C) N queens (if N is constant. dassificd into type-2. otht•rwisP, type-3) 
Figurr 3.3: Examples of recursivc• proc·pdur<'s. 
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Tal> I<' :3 1· Ex a 111 pl<•s of the w<'t or-lllacro instruct ions. 
JU(u·ru typP S-!\20/3800[ I :11 \' P·I00/2600[1 0. sx 2/1[26] 
\'•·• t ur Elt•mt•nl Sum I \'S\10 VS\1D \'Sl'\1 
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s ... Hax (a [i)) \'\lAX \ FX 
VFXDX 
VFXX 
1-.- . -- -- V:vt!ND - VFNO -l·'uacl Minunurn Data 
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3.3 The Depth-first M ethod 
BC'fon' clrscribing our nrw IJH'thod, wr d<'snilH' th(' drpth first nwthod 
which was prc•viously propos<•d IH'causr t iH' \\'l'akness of this llll't hod 
will help to introduce our JH'\\' nH'thod. 
3.3.1 The Depth-first Vectorization 
Il is always possible to comNt l'('<·ursiv<' procrdures into <'quivalent 
non-rec:ursiw prorrdurrs. Sin<'<' thr com·c•rt<'d procedurrs <'ontain som0 
loops, w0 haw some opport unit irs to v<'<'l oriz0 t hesr loops. \\'<' call 
this approach the depth-first vectorization m eth od. This nwthod 
is ba<;ed 011 t IH' idra which was originally gin•n by Kowka 19] and wr 
slightly rrvisPd and formaliz<'d t hr met hod. 
Lrt us start our explication with a simp I<' <'xampl<•. Considn a r<'-
cursivc pro<·<•dun' to obtain :\ th factorial (Figurr 3.4). ThiH pro<'rclurc' 
is classifkd into type-1. For tlw lattrr arguments, wr transform thr 
pro<:Nlur<' as shown in Figun• .3.:>. Tlw purpo!-.<' of thi'> tr~msformat inn 
is to grt a simple statemrnt which consish no instruction <'X<'<'pt a rr-
rursive C'all, in other words, a s<'t of instructions toston' tlw valurs 
of argumrnts, to C'all itsPif and to load th<' r<'l urn vain<'. This auto-
matic transformation is always possible int roduring som<' tPmporary 
variables. In this case, w<' rPmo,·ed thr tNm of n from the• right hand 
side of the assignmrnt statPnH·nt introducing a temporary variable r. 
As mrntionrd in section 3.2.1, thr behavior of this typ<' of pro<·<'dun' 
can be divid<'d into two phase's. In th<' cas<' of Figur<' 3 .. ), whil<' tlw 
condition 11 -:f:. 0 is sa.tisfird, the' recnrsiv<' calls occur rc'JH'at e·dly. [n 
thr first phase>, the stat<'nlC'nts labeled 81 and 82 in the Figun• :L) an' 
rxecutrd. On<"e the condition n = 0 is satisfic'd. thr cx<'<·ution shifts to 
the phase two. In this turn. tlH' statenwnts from S2 to 86 an' <'x<'cuted 
repeatedly. 
Transforming the reru rsi V<' proced un' into a non-H'cursi w proce-
dure, wC' can obtain two loops as sho·wn iu Figurr 3.6. The• forrn<'r loop 
can be easily converted with while. Thrs<' hvo loops can be• VP<"IorizC'd 
using cxistrnt mC'thods dC'scribed in [·W] and [33]. Thus tlw rN·msiw 
procedure is automatically vr<·toriz:rd as shown in Figurr 3. 7. 
From this rxample wr can rasily suppose• that all of typ<'-l n•cursiw 
CHAP'f'EH 3. THE DREADTII-PIRST .\IETHOD 
function fat!( 11 : wll'_()f'l) mteger; 
h<'gin 
if (n = 0) then 
feu I : = 1 
<'lse 
fact : = fact( n-1) * n 
end; 
Figur<' 3.4: .\ procrdur(' to grt :\-th factorial. 
function fact( n integlT) inlege1·; 
var r- : integc1·; 
brgin 
end 
if not ( n = 0) then 
r := fact(n-1); 
if (n = 0) then 
fact 1 
else 
fact 1· * n 
{ S1 } 
{ S2 } 
{ S3 } 
{ S4 } 
{ S5 } 
{ S6 } 
Figun' 3.5: Com·c'rtcd form of lhr proc<'<lurr fact. 
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function fact(n : mteg('r·) : mleger; 
label 1; 
{ :;lack } 
{ 8/ acl.· } 
{ rclunL valllf'8 
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var slackR : array [0 .. AJIL\1 of Lnlfgn; 
.'>lackN : array [0 .. AfA.X] of wtcgcr; 
.'>tackFact : array [0 .. MAX] of miC!Jl'T; 




{ Setup the :;tack } 
S]J : = 0; 
stackN[sp] : = n; 
{ Phase1 .~tar-t } 
if not(stod:N[.sp] = 0) then begin 
{ S2 : call sequences } 
stackN[sp+1] : = .c;tackN[sp] - 1; 
sp : = sp + 1; 
goto 1 
end; 
{ Phase2 star·t } 
maxsp : = sp; 
for sp : = maxsp down to 0 do begin 
{ 81 } 
if not (stackN[sp] = 0) then { S1 } 
{ S2 : get the r-eturn value } 
slackR [sp] : = stackFact [sp+ 1] 
if (starkN[sp] = 0) t hen { S3 } 
stackFact [sp] 1 { 84 } 
else { 85 } 
stackFact [sp] stackR [.~p] * stackN [sp] { S6 } 
end; 
{ Restor-e form the stack } 
fact stackFact [sp] 
Figur<' 3.6: i\on-rccursivr form of t hP procrdurc> fact. 
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function fad( n : 1//lf'.fJ£'1') : wtegr'r·; 
lal><' l 2; 
var o.;fodR : a rray [0 .. MAX] of mteyn; { stork } 
{ stack } ... tud.:.V : a rray [0 .. AJAX] of mlcgf 1; 
,o.; /adFatl : ar ray [0 .. A! AX] of mlf'gr·r; 
'JI, TIHU'iJI . 11/ftgrr; 
Ol 'TER, 1.\l\BH : intl:ga; 
{ return I'Oitu'.'i } 
{ slad pomler } 
{ loop counlf'l' } 
h<'giu 
sp : = 0; { Sl'lup thr' stack } 
slackN [sp] : = n; 
{ I'/wse1 slrnl } 
for OUTER := 0 to (MAX mod STR!J>WIDTH) do begin 
for INNER := o to CSTRIPWJDTII-1) do 
:;lad V[ ~p+ JNNER+1] : = .c;/atkN[sp+ INNER] -1; 
{ * uu I o nzcd* } 
if (RUNOVER) then begin 
BA CI\TRA CI<ING; 
gotu 2 
end ; 
sp := sp + ST!l/P WIDTH ; 
<>nd; 
STACI<OVERJ•'LOW; 
2: { Phase2 start } 
end 
111 a.rsp : = 8]J; 
for sp : = ma1·sp downto 0 do b egin 
if not ( stackN[sp] = 0) then 
stackR [sp] : = stackFact [sp+1] { *vrctor-ized* } 
if ( stackN [8p] = 0) then 




.slackFal'f[<;p] stackR[.~p] * slackN[sp] 
{ * 11cclorzzed* } 
stnckFad [.sp] { Reston fonn thr stack } 
Figurr 3.7: Vrctorized form of t}l(' procrdurr fact. 
3.3. fHE DEPTll-FIR<;I HETHOD 
pro('rdm<'S can br tn•at<•d in thr sam<' way. !11 fa('l, it is al\\"ays possihl<• 
to convNt any typ<•-1 pro<·<'dun• automatically i11to a non-n•cursiv<' pro 
('PdnrP with sn('h simp!<• two loops. and tlH• opport unit,\' of wctori;at ion 
is fouud iu t lH' loops. Thrr<'fon• t })(' typ<•-1 Jm H'<'d m<•s a n• cousid<•n•d 
to IH' suitable' to apply th<· d!'ptlt-first w<tmi;attoll nwthod. This is 
t lw ba!->i< id<•a of t !tis mrt hod. 
Tlw procrdurP of til<' dc•pt It-first wctorizat ion for t ,.J><'-1 pro<'('dlll <'s 
an· giv<'n as follows. Fot simplicity. w<' assunw a t~'JH'-1 n•cursiw proc<'-
dun• with no loop st ru< t ur<' and no ot lwr pro<·<•dun• !'all <'xcc•pt rrcursi\'<' 
OJI<'S in th<' body. Aft<•r th<• nc•rckd int<'rdtang<' and the rrplacmH'nl 
of tit<• stat<'nwnts, a n•cursiv<' pnH·<•dun• which satisfi<•s the assump-
tion nUl hr com·rrt c•d iut o a pro<·c•d ur<' li kc' Figu r<' :~.8. H<'r<' W<' < all 
th<' pro<'<'ss as "normalization". Thr uormali;ation <'<Uilw dOIH' with 
('()lllJllOllly-us('d Jll('( hods for c·ompil<'rS. Tlw d<·t eli Is arr drscrih<'d in 
Ftgun• 3.9. 
Aft<•r the normali;ation. \\'C' c·an Pasily <'liminal<' tiw r<'cnrsiv<' <ctll 
and can grt thr non-n•c·msive procC'dur<' as Figmc• :3.10. TIH' algorithm 
for th<• <·onwrsion is shown in Figun• 3.11 and Figun• 3.12. 
Th<'rrby W<' hav<' obt.aiu<'d I wo loops, and I h<•sc• ar<' tr<'atrd with 
our rxistent \'t'C'torization mrthod:-; for infinite• itNations[10] and loops 
with [('('Ursivr rrfN<'ll{'('[3:3]. 1l<·n· W<' asS11111(' that t II<· statPUH'll(S s,,.atl 
and S 1a1t of Fig ur<' 3.1 0 cont ai 11 no loops. hut t'\'C'n "it h loops, '''<' 11 a V<' 
IlH't hods to v<'ctori;<' IH'st <•d loops[43JI12][5.3JI:3tJI21]. Thus '''<' havr til<' 
V<'<"t orizat ion met hod which ran treat all typC'- l rc•cursi \'(' procPc hm•s 
3.3.2 Problems 
AltlJOugh the drpth-first JIIC't hod can hr appli<·d to all typC'-1 rc•cmsiv<' 
procrdurcs, it <lo<'s uot always work succ·c'ssfully. For example, it must 
br pointrd out that in FigmC' 3.7 the rrcursi\'(' JH·or('(lur<' is vrctoriz<'CI 
with vrrtor-macro inst rurt ions. In gcnrral. if w<' t akc> thc> drpth-first 
V<'C'l oritation mrt hod. t iu• oht ain<'d loops havr soul<' d<•perHieneies 1><'-
t WC'Cll itrrations and t h<' r<'<·ursi\'<' proccdun':-; must br V<'<·torizrd with 
VPC'tor-macro instruct ions iu most cases. The• r<'ason is that the st at<•-
nlC'nts to give argumrnts aud get rctum valu<•s tH•arly always cause• 
£1rst-ordrr dependcnC'r brt.w<'<'ll tlw itNatious of t iH• loops of S head and 
S tat/· It is easily undNslood from thr fact that mrh itrrat.ion of the loop 
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if P then rd. 
Star/ 
n·c un?Vf (a) ; 
Figure• :3.8: :\ ormalizrd typ<'-1 pron·dnrc. 
J. J\1ake all argumPnts of rrcnrsiw call(s) as simple variablrs. 
retval := recur(a+b,d); ~ tmp_arg := a+b; retval := recur(tmp_arg,d); 
'2. Hrplacc• n•e ursivc• c,\lls with a simple• variable• if they arr in longc•r 
<' Xpr<'SSIOilS. 




:3. Split off and t h<• n•cmsivc calls from I> locks and combinr tlwm a:-. 
follows. 
if J> then begin {S,".'"t} 
$1; (1 : = al { Shr cui} 
if P then begin 
end else { s,,."''} 
if Q then begin {Shnud 
Sl; $3; (1 := 112 {Sh~a,t} 
rl n rur (rtl); e nd {sh . ... , } 
S2 end; {Shtnd} 
end else if P o r Q t hen 
if Q t hen begin ==> r· : = nrur( a) ; 
S3; if P t he n begin {Srorl} 
r2 - 1'((' 111' ( rt2) ; rl S2 {Stllll} : = 1'; 
S4 ('nd e lse {Star/} 
end if Q t hen begin {Star/} 
end; 1'2 r· $4 {Star/} . 
end {Stnrd 
e nd ; {Staal} 
::\otC': P and Q is always false sinrr rec u r is a typr-1 proredurr 
Figun• 3.9: ~ormalization of typ<'-1 procedures. 
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Figur<' 3.10: Aftrr c·onwrsiou from a type-1 n•c·ursn·c• prorrdun· to a 
non-n•cursivr procrdurc. 
corrc•sponds to rach <'nvironnwnt and giving <'adt argunu•nt or g<'t t ing 
<'ach rrt urn Yalur mran data t ransfe•r lwt we•e•11 c•n vi ronmrnts. Tlwn•-
forr I his drpend<•m·<• is utta\'oidablP. As t he• v<•rt or- macro inst met ions 
can procrss only soBH' limite•d pattPrns of computation as shown in 
Tablr 3.1, the vrrtorizat ion is not always su<·e·c•<'dc•d. Evru wlwn it 
b smTeeded, sim·p tlt1· <'A.t'\'Ution spcC'd of vc•dor- lli<HTO instruct ions is 
slow<•r than thr othrr wctor instructions, n•cursive procrclurrs arc• nol 
much accrleratccl hy tlw drpth-first nwthod <'OillJ><m•d with thr othrr 
vrctorizations2 . 
3.4 Basic Idea 
As mentioned in the pn•vious srction, argumc•n t s aud rrt uru valuc•s of 
a rrcursivc procedure' causrs d<'prndencr anoss <'nviroumc•uts. In t lu• 
casrs of the depth-first vc•ctorization. this type• of dc'p<'JHlrliCC' scvN<'Iy 
r<>strict the apport unit ie•s for n·cursivc proc<'d u n•s to lw vcdoriz<>d. To 
c·op<' with this probl<'m, t lw lm·adth-first vc•ctorizat iou mc>thod is dr-
signed standing on a point of ,·iew to avoid this dc•p<'IHirncr. 
The basic idra is that if t ,,.o or more environmrnts ha\'C no clrpm-
d<'ncc on each othrr, th<'y ran be exrcut<'d in parallel. Lc>t us start 
with a type-2 proredur<'s which was alrrady normalizPd in the form of 
Figur<• 3.13 as an exam pi<'. Considrring a situation that the ex<•<·ut ion 
2 When the vector l<'ngth is long rnough (typically more• tha11 1000), we ra11 us<' 
an algorithm desrrib('(l i11 [31J and ean obtain bC't t<•r rc•sults. 
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Step-1 Co11stnl<'t c•xplicit stack changi111!, d<'finitions of all local Yariahks of 
t lw J>I·oc·pdurc• to arrays of tlw oril!,inal ,·ariahl<'. Th<'n all iU'I!,IIIlH'nts 
of call-h.\' value• and re·t urn ,·alurs an• trc•atrd as t hr Scllll<' as local 
variable•s. C'all-by-r('fl'rc'ncr typ<' ari!,UllH'nts should br tr<'al<'d as ar-
rays of poiutNs of tiH' original. DPfinition for thl' stack point<'r is also 
npc•dC'd. 
function ,.,.,.( "rg · tnlt'qn, var uarg : utlt'grr ) 
var 11 n·11/ 
function 11't'( arg mll'l/t·r; var varg mlt-grr ) 
typf' tlll7'.1/ 1' 
var ar!l ... t11d: array 0 STACK MAX of mt1·gn-; 
ar!l'~'t"d array 0 .S'J'ACKMAX of t•arg-p; 
rd '''"/.. array ·o S'l'AC:KMAX] of rm/, 
11 ·''"''k. array [0 8'/'ACKMAX] of r·t•"l; 
rml, 
rm/, 
1,.. ''"rk array [0 8'/'A CK MAX] of array {I .I OJ of mll·gcr; 
"l' : mlt·gt·r, { Stllrk l'omter } 
Step 2 Put tlw instructions to set up thr c•xplicit stae·ks at thr entry of the 
proc<'Ciun'. Put also t hr instructious to restore• return valur form the 
rxplicit stack at thC' <'tHI of the procNiurr. 
{ At tilt- t·ntry } 
sp 0, { Setup the Sttll'k } 
arg-.,tack[ SJI] . arg, 
argt>-;tark. SJ'. Gctl1otnlt·r( varg-p); 
{ AI tht t.nt } 
rec : r1•t stack[sp]J; 
Figur<' 3.11: TIH• algorithm to convert a type-1 pro<·<•dure to a non-
r<•<·ursi\'C proc<•durc (cont.) 
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Step 3 R<'placr the• instructious within shttlll and s,<ll/ to .ICCC'SS tllC' c•xplicit 
stacks as follow:-; :\amr til(' COIIH'rtrd s~,llllt!Stod as s·~,,llltfS',IIt/· 
a - b[arg], c> a-slnck[.•J•] - 1>-"tnrk[ '1']•"''!1 .•lltck[.•l•]]; 
(l 11ary; ? a- ,,tarki-'1'1 - argt>-sltlc~f'l'] T; 
Step 4 :\lakr statPmrnts for til(' rrcursin' call and rrturn frotu the· call. 
arg-.,1111k[.1pt I] ; al; 
varg .• lnrk[.,p+ I] : - (,',.1/'omtrr( a2), 
r = ra(al , u2}; sp ·'1H I; 
= & 
~p := ·'1>- I ; 
rispl = 1'1'1-•tack:spt I ]; 
Step-S ;\lake> loops from S'11cad/S' 11111 as shown in Figure• :3.10 






if !" then begin 
A s.~•qnA rgumenh, 
Stat·kl'omter : 8tarkl'omtcr + 
end, 
until not(/'' ) 
for StackPomtl'r - Stacklloltom downto 0 do begin 
if P' tlu.•n 




Figur<' 3.12: The algorithm to c·on,·crt a typP-1 pro('<•dur<' to a non-
rccursiv<• proccdmc• (cont'd) 
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fun<'tion n·cur.~tl'f (arq 
h<•gin 
sh.ad; 
if PI then HI -
,S'•; 
if p2 t h <'n R2 -
S''2; 
8, I; 
if P, t 11<'11 R, -
S,,", 
('ll cl 
a rt-l) ret-!; 
1('(;/Jr~WC( A I) ; 
r'('( ru·8ulf'(A2); 
rrc:ur8tt•e( A") ; 
Figure• 3.1:~: \ 11onnaliz<•d typ<'-2 pron•dun' without loop~. 
funct ion n·cu1·.~i tw( fll:rJ 
begin 
s, .... c~; 
if Pt t hen Rt -
if p2 t hen R2 -
if P, t hen !?, -
s,"'' 
end 
art- t) rl'i- t; 
1.('("/lT'S't'lJ(' (A I ) ; 
]('('lL1'SWC (A 2) ; 
n·cur:;ire(A,J; 
Figur(' 3.1 1: :\ t arg<'t JH'O<'<'d ure for tlH' bn•ad I h-first vectorizat ion. 
3.5. DEPESDESCE DEI \\EES E.\TIROS.\1£.\" rs Gl 
has just r<>achcd at tlw c•ntry· of the pror<'dttr<' and a ('<'rtain <'nviron-
lll<'llt has just CT<'at<'d. it is Pvidc•nt that tlw <'llvironnu•nt is d<'JH'JH!cd 
by <'ach mvironmcnt <'r<'atPd hy th<' recursive• calls ou thr ruvironnwnt. 
But all <'nvironmrnt s nc•atc•d by the same c•n vi ronnH'nt may not ha\1' 
d<'J>C'IHlrncr on 0ach ot hc•r. If it i~ tru<'. tlw ~tal<'m<•nt:-. S1.S2 ... . S, 1 
<an hr movrd and combiJu•d with S1uad or S1arl and I II<' JH'O< <'<iur<' <an l>C' 
<'XJn·c•ssrd a~ in Figure• :3.11. In this cas<'. all of th<'S<' <'n,·ironnwnts <an 
lw invokrd in parallc•J. < onsc•qu<'ntly \\'<' nm put I hc•sc• c•nvironnH'nts in 
vc•<·tor cxrcution. In fact, more' dc•tailed anal.rsis is IH'<'d<·<l. but roughly, 
this is the basic idC'a of t he• brrad th-first vrct oriza t ion nwt hod. 
3.5 Dependence b etween Environments 
To considrr the drtails. we• int rod nee a coru·c•pt of driH'tHlencc lwtwN'II 
<'II vironmC'nts. 
\ \'hrn an environmrnt invokrs anot lwr <'nvironmrnt. w<' call t he• 
fornwr cnvironm0nt as th<• "parPnt environnH•nl" Hnd thr lattc•r as thP 
"child rnvironment". In grHrral, a parent environuH•ttf invokes a crrtaiu 
numhrr of child environm<•nts. To expn•ss tlws<' n•lations of eaC'h <'nvi-
roument, ordered tn•c•s arc• suitable. \\\• call t lw I r<'<' as "ruvironnH'III 
trC'r". 
Figure 3.15 shows an <'xample of thr rnviro!llll('llt trf'r. Ea<'h node• 
of thC' tree corrrsponds to <>ach c•nvironmrnt and a parmt-child r<'iatioll-
ship of the nodes corrc•spoHds to that of tlw <•m·ironmrnts. TlH• root 
node <'Orresponds to tlw <'nvironmrnt whrn tlw procrdurr was invok<•d 
from oulside. ThC' ordrr of rnvironmrnt invocat iott is exprcssrd with 
t hr prcorc!C'r traversal of t hr r nvironment tr<'<'. 
II ere we dcfinr so !It<' t Prms for the cnvironttH'III t rr<' in imitation 
of that of the orderrd trrr. \\'hrn an PnvironnH'IIl is an ancestor of 
another em·ironmen t on t hr tree, we drfin<' t lw form<•r as an "ancc•s-
t or rnvironment" of the lat tN. Conversely, t lw latter is a ·'desc<'tHI<•n t 
environment" of thC' formrr. Similarly, \\'<' d<•fin<' ''brothers environ-
ments'' which form broth<•rs in thr environmrnt tr<'<'. According to t lw 
<'ustom, we draw thr ord<'r of brothers from i<'ft to right in the tr<'<'. 
\V<' also introduce thr t.r·rms "<•nviroument depth", ''root Pnviromncnl", 
"l<•ft -child environment'', "right-C'hild environu!C'nt", "n-th child ruvi-












Figure• :U ."i: .\ samplr of tlw Pnvironnwnt t r<'<'. 
rollliH'Ilt'', "]paf <'Hvirolllll<'llt" and so 011. from th<' t<•tms of tr<'<'s[l]. 
liN<' \\(' dPfirw <'nvironnwnt drp<'ndC'un• iu imitation of that ou 
stat <'llH'Iltsll] as follows: 
I 11 a n•rursi v<' procPdure P. <'tl\'ironnH'nt E 1 dnf'ctly d(' 
1u·wls on c•m·ironnwnt EF (drnotPd as Er bE,) if th<'r<' Pxist 
a IIH'Illory local ion .U su('h that 
l. Both 8 1. and E L r<'frrcncc i\f, and at I Past om• of I hose• 
rdPr<'tH'<'s is a wri tr; 
2. lu til<' scalar c>xPcution of an iuvocat ion !', El-' is <'X<'-
cutcd lwforc Et; and 
:3. In t lw samC' iuvocation of P, M is not writ t<•n brtw<'<'ll 
th<• time E"' finislH's and the tinw E~. starts. 
Thus thc•n• arr tlm•c• types of dcpcndc•nce• bas<•d upon tlw 
type's of tlw two rdrrcnrcs to .U. EnvironnH'Ilt E1, is 
jiotu-dcpmdent on EL, if EF writes.\! all(] tit<' E,, 
n•ads it; 
CL111l-dcpcndmt on E£, if EF reads .\1 and thr Et 
write·~ it; and 
output-dependent on EL. if Ep writes .\1 and the 
E 1 rrads it. 
3.5. DEPESDE.\'CE BET\\ EES ES\ IRO.Y.\!ESTS 
\ \"p also dc•fiw• t hP following t rrms: 
1. Environnwnt E) mdirectly depends on £ 1: if t lwn• <'XI'> I 
anol hN c>m·ironnH'nt £p such that 
(a) E" d<'JWIHis on EF~ by an install('<' 5~ of stal<'lll<'llt 
5r: 
(b) El' also dPprnds onE}· by an instauc<' S~ ofstat<·-
nH'llt 5}·; and 
(c) ( hPrr C'Xists a list of instanCe'S 5~, 5~, ... , s:, of S( at C'-
lllC'nls 5 1, 52 , ... , Sn on Ep which satisfi<•s 
s~.:b5~ bS~b ... o5:,o5~ .. 
2. Environmc>nt Eu depends on Es if En clirc•ct ly or in-
dir<'ct ly dPprnds on Es. 
S<'<' Figure• :3.1G and Figure• 3.17 as <'xamplrs. 
:\ot<' that, whilP ekp<'nd<'nC<' of statem<'nt~ tr<'ats static program 
texts. drp<'IHI<'ncc of c>m·ironmcnts t rcats rrlat ion of m~t aiH'C's of <'X-
<'cutrd statrmPnts. ThP shap<' of a environment tn•<• c·ollH'S out only 
aftrr the whok rxc•cution. I3ut we can still judgr a pt'lt tc•rn of c>nviron-
nwnt d<'p<'ndrncrs and usc it to d<•tenninr a rrcursin• proc·<•dmc• ('an 
br vrctorizc•d or not. 
If a pair of C'llvironmPnts has a drpcndenc:<'. Pxehanging t h<'ir ordc•r 
of cxccu t iott caiiS<'S diffC'rcnt rrsults. \\'ll<'n wr t ransfonn a n•cursi v<' 
proccdur<', W<' ltavP to give• at tC'ntion to the dPp<'IHirne<' of <•nvirotiiJH'nts, 
and W<' also have to t akr car<' not to chang<' tlH' ordc•r. TIH•rC'fon· w<' 
have to analyz<' t h<' stat <'IIH'nts of thr recursive• JH·oc·C'<Iun• and d<'t <'d 
possi blc• dep<'ndcnc<' bet W<'<'ll environrnruts. 
In n•cursiv<' proc-Pdur<'S, din•ct dcpcndcncrs arisc•s wll<'n 
1. a pan•nt Puvirolllll<'nt passrs arguments to its child c•nvirounwnt: 
2. a parrnt 0nvironmrnt r<'ccivcs return vahH• to its child rnviron-
mrn t; 
3. an environment writrs to a call-by-rrfcrrn<·<' argunwnt and it~ 
parent rnvironm<'nt reads it: 
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Figmc 3.16: Dependence between rnvironnH'nb 













Figure• 3.17: DirPct aud indirect drprudencr bctwrrn mvironmc•nts <'II-
vironnwnts 
1. two environnH•nts access to the same <'xtcrnal variable' aud at l<•ast 
Oil<' of t lu• <H'<'<'ss is writing: and 
5. an c•nvirollllH'llt writes to a pointer variable• which points a11 auto-
matic variable of an ancestor etwironmrnt. and the atH'<'sl or rc•ads 
it. 
Thr first three cases arc easy to dct~ct whi lr tlu• n•st casc•s arc• 
difficult to t rNlt. Tlw detections arr described lat<'r in Sc<"t iou :3 .8. 
3.6 Breadth-first vectorization 
Considrr a proc:c•durc like Figure 3.14. For simplifical io11, it is also 
assumrd that the• procc•dure calls no other proc:Nlurc•. This JH·oc·c•durC' 
can be classific•d iuto type-2. Assuming that the prc><·edurc• has 110 write• 
statements to the <·xtrrnal variablc. direct dep<'lHic•ucc•s an• nwsc•d by 
only from tlw argumrnts and the result values ou c•ach c•nvironmrut. 
It follows that dirrct drprndrnces exists only bct\\'('C'Il an <•nvironmrnt 
and its child or parrnt rnvironment. and indirect dC'JH'ndc•nn•s only 
arise bet wren brothrrs rnvironmcnts. \\'c also assumc that. in this pro-
ccdurr, nonr of thr argumrnts A2 ,A3 , ... ,An and thr boolean variablrs 
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P2 .P;1 ••. .!', dc'J><'nds 011 a11y of R .. R2 •..•• R,. 1 . tlwn tlw hroth<>rs <'JlYi-
rollnH'IIIs JH'\'<'I ckpPnds 011 c•ach othN a11d d<>prnderH'<"' r<•mains on!~ 
in til<' c-hild parc•11t rPlationship. on tlH• otiH'r words: 
• Tnstanrc•s of s,.,(JI/ in c•ach rnvirOllllH'III d<'pend 011 im;tancrs of 
8/t. 1111 in its J><lr<'nl Pll\ ironmrnt. a11d 
• I nst anc c•s of S1a.1 in Pa<'h <>uvironnH'nt d<'J><'Hd on inst ancrs of S,a,t 
in its prnc•nt rnvironnH•nt. 
1 t me• a ns that wiH'll an rxrcution of stat <'nH•nt S,.NICI fiuish<'d on a 
cNI a in <'II\ ironllH'nt. all of its child ruvirOJlllH'nts cau start their exe-
cution Ill parallc•l. Applymg this fact rPcursivrly. the proc·c•dllr<' can b<' 
trausformPd and <'X<'<"Utc•d as shown in Figm<> 3.18. 
Fip,11n• :u 9 shows t lw <'X<'<"II tion pron•ss on th<> en viromnrnt t r<'<'. 
This transformation change• tlw orciN of c•xc•rution of rnvirounH•uts. but 
with t IH· afor<'llH'ntion('(l assumption. tlH' ordc•r is prcsrrvc•cl lwtwrru a 
pair of dPJH'ndc•d c•nvirolllllC'lll s to <'ach ot lH•r. Thus we call gc•t the sanw 
rc•snlt as that of th<' normal <'X<'<'Utiou. .\nd in Stt>p-2 awl Step-G of 
Figure• :3.18. all <'m·iromnc•Jlts ar<' ind<'JWIHI<'ut <'<H"h other. allCI th<'.Y can 
be ex Pent c•cl in parallc 1. In t his case, on Paeh parallel en vi ronnwnt. the 
instruct ions is all the sanw, t h<'r<'fOrP tlwy nm h<' cxccul <'d with vcclor 
instruct ions in most case's. Thus W<' can V<'d orizc recursi vc• proc<'d ure. 
This proePss is applicahl<' to the recursive' procedures which may call 
its<'lf mon• than twic<' in an pm·ironnwnt, i.<'. type-2 or typ<•-3 proc<'-
durC's. This is t h<' newly-propos<'d vectorizat ion method, '·brPad th-first 
vectorizal ion mrthod". 
According to this nwthocl, we can transform the proc('(lur<' of Fig-
nrC' 3.1-1 to that of Figun• :3.20. The body of the procedure• consists of 
two douhlv JH'St<'d loops. I3ut the inm•r loop of each nrstc•d loop can 
h<' V<'<'toriz<'<l lwcaus<' c•ach instance of t he• loop corrrsponds to each 
i nd<'J)('nc\c•nt <'n vi ronmen t. 
In P,<'u<'ral, when a typc•-2 or typc-3 r<'emsive proccdur<' always gen-
erate an Pnvironment t rrc• which satisfies the following condition, we 
call th<' lh<' procedure as ·'suitable'' for thr hrradth-first vrctorization. 
Each rnvironmeut do<'sn 't depend on the other environ-
ments except its ancrstors and descendant environnwnts. 
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Step-1 Lrt a countrr D- 0. D holds the• dPpth of tlw c•nvironruc•nt 
trN'. 
Step-2 For all rnvironnwnt s ou d<'pt h D of t lw c•nvironnH'Ilt t r<'<', 
1. ExC>c·utc• Shead, 
2. Evaluatr all of P1.1)2 ..... Pn. 
3. Count thf' nnmh<'r of rnvironnH•nts on d<'pth D+ l. and 
-1. Pass arguments to thr child <'nvironHH'nts. 
Step-3 L<'t D ._ D+ 1. 
Step-4 Rrprat t lw process from Strp-2 to Stc•p-3 until th<'r<' Pxists no 
environm<'nt on drpt h D. 
Step-5 Let D ,_ D- 1. 
Step-6 For all <'tlVironmC'nt s 011 d<'pt h D. 
1. Gc•t return Yalu<'s from their ehild c•uvironm<'nts. 
2. Exc•c·ute Stat! in parallc·l. 
Step-7 Rcp<'at t}}(' process from Stcp-5 to St<'p-G until D equals 0. 0 
Figure 3.18: Tlw behavior of a type-2 pron•d ur<' vectori1wd hy the 
breadth-first vc•et orizat ion met hod. 
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Figun• 3.19: Brradth-first wctor <'X<'<·ution. 
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function n·wr·swc(ary: art-t) nl-1; 
begin 
StackSct Up; 
EnvTrccDq)th := 0; 
Number'OfEnv[EnvTm Depth] :== 1; 
repeat 
{*v*} for t: I to NttmbtrOJErw[EnvTru Dt plh] do begin 
{*v*} sh£ad: 
{*v*} if P\ then CreatEuuAndSetAr:qFor·A 1 ; 
{*v*} if P'z then CrcatEnvAndSetAr!IF01·A2 : 
{*v* } 
{*v* } if p·, then CreatErwAndSetArgFvrA,: 
end 
Erw7hcDepth :- EnvTru lhpth + 1: 
until (NoChtldEnvE:rlsts) 
MaxDepth :- EnvTrrt Depth - l; 
for EnvTncDepth :- MaxDcp/.h downto 0; 
{*v*} for i: 1 to Nttmber·OjEnv[EnvTncD<pth] do bcgin 
{*v*} if P' 1 then GetRfftt111 ValueForR1 • 
{*v*} if p·2 then GetRelum ValucF01·R:l. 
{*v*} 






l\' ote : lines with { *v*} arC' vectori1C'd 
Figure 3.20: After thr breadth-first vrctori;mtion. 
69 
70 CHAPTER 3. THE BREADTH-FIRST .\!IETHOD 
The brcwlth-first vrctorization may changrs thr orckr of exPcution bc-
twec•n cnvironnwnts, but tlH' ordrr OC'twern a pair of environments with 
ancestors-dcscrndant n•lationship llC'V<'r br exchanged. HcncP we can 
apply t he• brradt h-first vectorization met hod to the procedure if this 
condition is always guaranterd in thP proc<'clnre. 
3.7 Implementation Details 
3. 7.1 Code generation 
To grnrratC' rfficiC'nt vC'ctor instructions from the recursive procedure by 
this mrthod, storagr managemrnts arises to the subject. In the case of 
thr depth-finst vrctorizatiou method, sincr the order of the' executiou 
dors not diffrr from that of tlH' normal execution, we have only to 
emul;:tte brhavior of th<' stack. But in the case of the breadth-first 
vrctorization, a kind of m<'mory managrmC'nt mC'chanism is needed to 
ston' thr \vholr environment tree. In general, the shape of environment 
trrc appears only after the execution, therefore we have to treat the 
storage dynamically. 
Rrccnt supercomputers provides vector load expanding and vec-
tor store compressing3 instructions. Behavior of these instructions 
is shown in Figure 3.21. Using these instructions, we can dynamically 
allocate the storage with minimum fragmentation. 
As an example, sec procedure sum in Figure 3.22. Since this proce-
dure has no assignment statements to the external variable left, right, 
number, direct dependence arises only by the argument and the result 
value. In this case, lsum docs not depended by the following recursive 
call sum(right[pointer]), it causes no indirect drpendcncc between all 
of the brothers environments. Then we can transform this procedure 
as shown in Figure 3.23 and Figure 3.24. Note that in the figure en-
vptr(depth} means the index for leftmost environment on depth of the 
environment tree. After this transformation, the statements marked 
with { *v*} in the figure can be vectorizecl. Forced vectorization of the 
3 
"Vector load C'xpanding and vector store compressing" arc of S-820 and S-
3800. In VP-400/2600, instructions with the same functions arc called "vector 
expand/compress". In SX-2/3, they are called "vector scatter/gather." 
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re gistcr '-r--'--'-Jr--'-,r-'--'-:...-'---'......-t regi stcr '-r-'---'-J,.....-'-:r-'---'7""""-'----'7'-1 
I 
Figure 3.21: Vector expand/compress instructions. 
{Global variable : left pointers to the left subtreC's 
right - pointers to the right subtree 
number values of each node } 
function sum( pointe1· : inlege1· ) int.cga; 
var lst£m, rsum : intege1·; 
begin 
lsum : = 0 ; rst£m : = 0; 
if left [pointer] < > 0 then 
lsum : = sum(left[pointer]); 
if 1'ight [ pointerJ < > 0 then 
1'St£m : = sum( 1'ight[pointer-]) ; 
st£m : = lsum + rsmn + numbe1{pointerJ 
end; 
Figure 3.22: A procedure to get the sum of a binary-tree data. 
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innN loop c·aus<'s diffe•n•nt hrhavior of C]Jfr of Figme 3.20. on <'X<'<'lll ion 
e·ontpar·<'d tlw scalar e•xe•e·ut ion. I3ut it will not affect tlH' result b<'c·ause• 
it only affrcts to t he• ordN of allocation for <'a<'h rm·ironment. 
In P,C'llPraL if all oft he• c•nvironmrnts llPV<'r d<'JH'IHI on the othe•r e'tl-
vinmnwnt c>XC<'pt its a11e·e•stor and dc•scc•tHlant c•nvironnH•nts. thP t.\"1><'-2 
proc·e•d me• is normali;e•d as in FigurP 3.11. If a st atc>nwn t c•xists lwt w<'<'ll 
tlw rrcmsin• proc·c•durc• <'all statc•ments and it cannot br nwrg<'cl into 
s,""" or Stall• it llH'ans that tllP statemPnt dc'JH'llds Oll at least two of 
t he•sc• rc•c·ursivc• C'alls and it <'ansPs indirect de'J><'ndc•nc·p IH'tWN'n brot he•rs 
e•nvironmc·uts. Aft e•r t he• uonuali'l-ation, we• can c·onvc•rt the procPd u r<' 
with t hP algorithm shown iu Figure 3.25 all(l Figurr 3.26. and it is 
alwavs vrctoritabl<'. 
\\'('can also appl~ this nwthod to type•-3 JH·oc·<'dun•s. If a I~'JH'-3 
proe·c•chtr<' <'<l usc•s no d<'J><'Il< Jc•neP to pro hi bit t h<' brc•ad t h-first vPct or-
it at ion. t hr pror<'d me• nm bP vcctorizrd in t lH• sam<' way as t yp<'-2 
proe·e•dmes .. \n c•xampl<' is shown by Figure• 3.27 and FignrP :3.28. In 
this rasP, tlw problc•m is that thr loops labc•Jpd Ll ,L2 form a IH'St<'d 
loop and L2 <:aunot he· ve·<·tori:-:cd. But if W<' ignore dq>Pudeucc of t'p/1 
w<' forcr to vectoriz(' the• loop intcrchangiug th<• loops[34][24]. Aft<'l' 
t h<' vc•ctorization, t he• hC'havior of valur of cp/1' rhang<'s but it will not 
aff<'rl th<' wholr rc•sult of t hP Pxecution. Silllilarly, we> must <'XC' hang<' 
t lw loops L3 and L4 iu t hP figure. 
[u grueral. if tv pe<~ J>I·oc·c•dure cau bP normalizC'<I into the form of 
FigurP 3.29, it can lw v<'<'torizrd with the brradth-first method as the• 
samr way as the• c•xampl<'. 
3. 7. 1.\IPLE.\IEST.\ TIOS DETAILS 
function .~um( poi11lt ,. : inlt.Qt r ) : i 11ll!Jt r, 
var l.mm-array ,r.~wn-array : array [1 .. M:l.\rJ vn of mt1g< r; 
pomtc~array : array [1. .MAXESVJ of mltgu; 
rtf-array : array [1.. MAXENVJ of mltfJtT; 
depth, ma.rdqJ/h : mltg< r; { depth on t/11 1 Tlvn·orwltnf Inc } 
cnvptr : array [0 .. MAXDEPTHJ of mfl.'/t'1'; 












depth := 0; 
1 rwptr-[0] : = 1; { St I up } 
tm•pfr[1] := 2; { Sttup } 
pomtf~array [nu Jllr[O]] . - pointo·; { St lrq' } 
repeat 
1 pt1 : = ent•ptr·[d1']1/h+1] ; 
for ' : = C1W]!Ir[dt·7'fh] to envptr[dt 7'1h+l] -1 do begin 
/sum-array [ t] : = 0; rsum-array ld : = 0 { Shead 
if left []IOm/1'7~array [t]] <>0 then hcgin 
pointn~array [cptr] : = lf/1 [pomtn~array [t]] ; 
cplr : = cp/t-+-1; allocall' a 11111' nn•11nmncnt 
end; 
if T'i!Jhi[]}()ITifrT~array[t]]<>O then begin 
]Jom/t ;r~array [t' ]ltr·] : = nght [1JOIIIIt ,~array (i]] ; 
end 
end; 
q!l1 1 pf1'+ 1; allocate a 111'111 t ru·1ronmcnl 
depth : = dtpth + 1; 
envptr·[dcplh+1] : = cpl.r; 
until( cpfr = 1 nvpt1·[dcpth] ) ; { until 1111 rluld nw. s c.rist.s } 
maxdcpth : = tic]Jflt - 1; 
:\'ot<': line's with {*v* } are ,.<'rtmizPtl 
Figurr 3.23: \'ectoriz<'d s<uupl(• procedur<' of t\'p<•-2 pro<·<•dur<'. (cont.) 
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ql/1 := l'nvptr·[drpth+1]; potnlrr to thr chtld nw11-mlmn11s 
for 1 : = nwJilr'[dqJth] to cnvptr-[dqJth+1] -1 do begin 
if lr/t[pomtcr-array [t1] <>0 then b egin 
/.mm-array [t] n:t-array [cptr·] ; 
r:plr : = rptr + 1; 
f'lld 
if r-ight [pomtrr-array CO] <>0 then begin 
r·.mm-array (I] rrt-array [P]Jir] ; 
c ptr· : = eptr + 1; 
end; 
nt-array [t] : = lst£m[t] + rsum[t] 
+ number[pointer-array [t]) ; { S""' } 
end 
rd-array [1] ; 
Not<' : lines with {*v*} arc v<•ctoriz<•d 
Figure' :3.2,1: V<•<·torizrd sample proccdurr of typc-2 procrdurr. (conl'd) 
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Step-1 Arrallp,<' storagt' for all local variablf's, argunH'nts and n•turu valll<' 011 <'II 
vironnH'IIt s. W<• hav<' only to rcwrit<' <>ach <krlaration of local varia hi<• with 
its array as thP following. Also prcpar<' an array to k<'<'P tlH• 11\IIIIIH'r of 
<'II vi ronllr<•nt s 011 Pach d<•pt h, nanwd l'nvptr. and som<' working varia hlt•s. 
function n'f'( m:q : mfl:gn·; var var:q : tnlf[JI'1' ) : r·ml; 
var a nal; 
b : array [1 .. 10] of mtrgrT; 
tl 
function nc( my : mlcgl'r; var t'al-g : mltgcr ) : nal; 
typ<' l'm:q-]J = t mtc:gn·: 
var my-array : array [1 .. MAXESn of mtrgt1·; 
mgt>-array : array [1 .. MAXE,V\1] of vmy-71; 
n /-array : array [1.. MAXENVJ of real; 
a-array : array [1 . . MAXENVJ of rwl; 
b-array : array [1 . . MAXENVJ of array [1 .. 10] of mft[lt 1·; 
f11V]Jf7 : array [0 .. MAXDEPTHJ of mtcgcr·; 
tpfr· : mfc[J<'1'; 
Fignrr 3.25: Til<' algorithm to ('onvrrt a typ<·-2 procrdur<' to apply I he• 
brc•ad t h-first V<'ctorization. ( conl.) 
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Step-2 Put in~trnction~ to ~!'I up til(' root cmironmPnt and to initialit.P ~onw work-
inp, variah!Ps at tlu• mtry of the JHO<"Pclun•. Abo put iustnwtious to r('ston• 
t hi' tl't urn val uP at tlu• <'xit of the pron•dun•. 
{ A I /he cntr·y } 
dt Jllh : = 0; { .~larl fonn root rul'immw nt } 
t111'1Jir[O] : = 1; { set the r·oot 1 m•iromnrr~t } 
I Jl(l' : = fTWJI/7{0) j 
11!11]1/1"[1] := 2; 
m·y-array [1] : = ar·g; { pass the m·ftttmcnt to mol } 
tL1!JP-array[s1J] := GttPomlcT"(t•m:q-p); 
rr tadd[sp] : = 0; 
{ A I the e.nt } 
r·t·r : = r·et-array [1]; 
Step-3 HPpla('(' the instructions within tlw s, .... d aucl Stall to (l("('('SS thP arrays, and 
tHUlH' them as S'htad aud S'tcul· 
Step-4 ~Iakl' statcmcnts for th<• r<'rursi,·<' eall and rPturn from th<' call as the sauw 
as t ht• eonvcrsion in F'i~ur<' 3.11. 
Step-5 ~takr loops from s·,!t'C!tl and S'tatl as shown in Figure 3.23. 
Figurr 3.26: The algorithm to convNt a typr-2 prO('£'durc• to apply tlH• 
breadth-first vrctorization. (confd) 
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ssum : intC'gcr; 
lllf('_q£T; 
pt?· : = pomta; 
sum : = 0; ssurn : = 0; 
r ep eat 
if ddestson[ptr] <>0 then 
ir1 I ('_(J(T; 
ssum:= ssum + swn2(cldcst~ou[ptr]); 
ML71l : = sum + numbcr[ptr-] ; 




sum + ssum ; 
(a) Original procrdurr. 
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Figure 3. 27: Example of t h<' hn•adt h-first v<•rt ori .. mtion of a normalizrd 
typC'-3 procrdurc•. (cont.) 
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fuudion .mm2 (pumtn· : 11/lrfJI r) : mlfycr'; 
vm· sum-array : array [1 .. .\-fAXE.\'V] of mllfJ1'1'; 
·'·'"m-array : array [1 .. \.IAXEXV] of i7lllfft r; 
Jltr~array . array [1 .. MAXE.\'v] of mlt!Jtr; 
Jm,utn~array : array [1 . .\IAXEXV] of inltfft r; 
nt-array : array [1 .MAXEXn of mltqtr; 
llll'pfr : array [1 .. MAXDEPTHJ of inll!Jt r; 
cluldrwm : array [1 .. MAXENVJ of mlf[Jl r; { N~tmbn· of childnu } 
dtplh, manlqilh : inlt'!J11'; 
cptr·, 1 ,J : mfr!Jf'1'; 
begin 
tltplh := 0; 
t ni'Jilr[O] : = 1; { St fUJI 
t rwpfr[1] : = 2; { St (11]1 
pumftr~array [t111'Jifr[O]] poinltr·; { Sr fup } 





1 := t1li'JII7[dtplh] to rnvptr'[dqllh+1]-1 d o begin 
sttm-array[ z] := 0; 




for z := 1'1/V]Jir'[dqillt] to ctW]>tr· [drpth+1] - 1 do begin {L1} 
clttltlmnn [ r] : = 0; 
r epeat {L2} 







f10i711t ,-array [eptr] : = ddt ,,[.,un [pf7~array (t]] ; 
1 pfr : = cptr· + 1; 
cluldnum[z] : = childnum[t] + 1; 
end; 
snm-array [z] : = smn-array [ t] + ntLmbr1·[z]; 
ptr~array [ i] : = b1·other·[]Jt1~array en] 
until Jllr~array [t] = 0; 
end 
depth : = dl'tJih + 1 ; 
cnt'plr[dcpth+ 1] : = tpfr·; 
until (cptr· = c.m•tlit[di']Jih] ) ; 
(b) Aftl.'r Con"ersion (cont.) 
Figun• 3.28: Exampl<' of thr br('adth-first Y<'<·torization of a normalized 
typc-3 pro<'edur<'. (cont'd) 
3. 7. I.\IPLE.\IESTATIO.\ DETAILS 
function recursive( arg 
begin 
sht·ad; 
for l : = 1 to 11 do 
ret-t; 




Note: thr valur of variable' 11 is indrfinitr and it is sf'ttkd only aftf'r 
t!H' <'Xf'('UtiOil Of Sluad 011 <'a('h (' 11VifOilll1<'Jll. 
Figurr 3.29: A normali/c'd typ<'-3 proc('durf' for tlw brc•adth-first Vf'<'-
torizat ion. 
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3.7.2 Storage Overflow 
\\'IH'll \\<'<'X<'< ut<' a prorrdun· vc•rtori;c•d with the• breadth-first \'Pctor-
ization. tlH• sizP of storage• for thr <'xe•e·ution is dirrctly proportional 
to tlw uumbf'r of uod<'h oft lw <'nviroum<'nt tr<'<'. G<'IH'rallv it is llllwh 
hug<'r than that of t hP scalar PXP<·ut ion which is proportional to I h<' 
h<'ight of the• rnvirorntH'llt lr<'e'. CorHT<'lPl~·, whc•11 a pnH·e•dun' ealb it-
sl'lf not utot<' thau a l imrs 011 e'a<'h <•m·iroumrrJt, l h<• storage sizr of for 
tlw worst cas<' O(o 11 ) is nr<'d<'d whil<' tlw size of O(h) is IH'<'drd for the' 
of tlH' tn•c•. Tlwn>fon' it is lllll<'h important to take mc•asun•s for lh<' 
storag<' m<'rflow in the• ca.'ie' of tlw bn•adth-firsl v<•dorizatiou. 
But 1 his probl<'lll can lJC' c•asily avoide•el. The• solution is that whrn 
a short age• of storage• occur-;. I he pron•durC' c·alls itsrlf n•cursiv<'ly and 
g<'l tlw r<'l urn valu<'. Figure• :3.30 shows the c·oncC'pt allCI Figure :3.:31 
shows tlw shape' of an C'm·ironment t r<'P ne•atNI iu this case•. If \\'f' limit 
the• numiH'r of <'nvironments to a"' on <'a<'h invocation of the• proe('(lun•. 
whole uc•e•ded storag<' size is bound<'cl by O(a 111 .~ (h/ m)) for cxrcut ion 
of au <'nvironuwnt t rc•c> of h<•ight h. 
3.8 Environment Dependence Analysis 
\ s drsnib<>d in tlw formrr S<'C'tions. to apply th<' breadth-first V<'('tor-
i;at ion mrt hod, we have to guarantee> statically that the drp<'lHlc•ne·e• 
bdwrc•n <'11 vironnH'Ill s nevrr e•xists cx('(•pt cksccndan t -ancC'st or rcla.t ion-
ship. Thus drpcnd<'IH'C anal vsis for <'II vi ronnwn t s is ind isp<'nsabk for 
aut om at ir 'ectorizat ion with this met hod. Herr \\'<' argu<' 011 t hr nwt h-
ods to aualyzr th<' de'IH'ndenC'C' statically from tlw program. 
3.8.1 Without writing external variables 
lf the pro<·<•d ure has no assignlll<'ut stat <'mrnts to the extcmal variabl<•s, 
t II<' din•<' I depcnd<•nrC' OC't W<'<'U environnwnts cxists only b<•t wC'en pairs 
of parrut and C'hilcl rnviroumrnts. Tlwn analyzing th<' body of thP 
procedure>, we can d<'tect indirC'ct dep<'lldencc l><'twcen brothers envi-
ronments. Indirrrt drpcndrn('CS occur only w}H'n a result of a recursive 
prorcdun• call aff<'rts to the other rr<'ursive pro<·Nlurr C'all. Therefor<' 
\\'(' havr only to analyze relations b<'t wrrn th('S<' procrdurr calls, i.e. 
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function ncur~zt•c(mg : m·t-t) n /·I: 
begin 
StackSt tl't': 
EnvTnt Dt rlfh := 0. 
Numbn·OfEnv[Em•Tn 1 Drpth] .- 1: 
repeat 
{*v*} for 1: 1 to NumbcrO/EIIl•[EnvTrnDt plh] do begin 
{*v*} Sluad: 
{*v*} t'f p·t h C E A dS A ' t en real 1111 11 ct ryfor ..1 1 : 
{*v*} if ?'2 then Cr·eatErtuAndSctAr:qForA2 ; 
{*v*} 
{*v*} if P', then Cr·eaiEru,JlndSctAr·gFor·A,: 
end 
EnvTnrDcpth : EnvTr-crDtpfh + 1; 
until (NoCiuldEnvEn~ts or Ston1g1 Shorfa.!Jt) 
if Stor·agt Shortage then begin 
for 1·- 1 to NumbcrOJErlt'[EnvTntDtpllh] do begin 
Sluad; 
if P'1 then R' 1 ,- r·tnwsivc(A't); 
if ?'2 then R'2 .- nt·ttnit•e(A'~!): 
if P', then R',. := nr.ttr·sivc(A',.): 
Stat/ 
end: 
Mn.:rDI'pth := ErwTrce Dc]llh-2 
else 
MaTDI'pfh :== EnvTrceDqlfh-1 
end: 
for Er111Tr(( Depth : = MaxDrpth down to 0; 
{*v*} for t: = 1 to NumberOJEnv[EnvTn 1 Dtpfh] do begin 
{*v*} if P' 1 thcu GetRctur·n ValueFor·R1 ; 
{ *v*} if P'2 then GctRclm n ValucF01R2 ; 
{*v*} 
{ *v*} if P' n then GefRt tum ValtteForR,,; 




Figure 3.30: A mrasure for storagr ovNflow. 
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eac:h environment suhtrcc is executed in order. 
Figun• :3.:H: Shap<• of an rnvironmcnt tree when cxrcu t rd wit h a mra-
sun' for storagr overflow. 
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relation~ l><•tw<'<'n <'aeh r<'turn ,·alnr and argtmH•nts \ot<' that ('all-
by-r<'fN<'ll<"<' argunwnts .1lso n•garckd as r<'turn YaluC' l his anahs1s of 
the• pron•dure• hoch ('c\ll hr dmH' with wdl-kno\\ n te•chniqtu•s su('h as 
in 12 . In t lH' ('<\S<' of t Yp<•-2 procrdurcs as shown in FigmP :3 1 I. t hc•sc• 
rrcursi\'C' calls arC' not iu any loop. t herc•for<• t lH' anah·sis is c•asiN. In 
this ('<lS<', if llOIH' of A2 ,A:1 •..• .A 11 and th<' bool<·an variahlc•s 1'2 ,J>.1 •.. ,!', 
cl<'pends on any of H 1, R2 , .... R11 1. hrotlwrs rnYironme•nt s IH'\'C'r cl<-p<'nd 
each ot h<'r. As simple• rxamp!C's, we show two mat hc•mat in\ I funrt ion 
in Figun• :3.:32. 
In tlw cas<' of t.YP<'-3 procedures as in Figun• 3.29, thC' n·rursiv<' call 
is in a loop, aud we• have• to treat depcndc•uce b<>t W<'<'n t h<' it c•rat ions of 
the loop and we• should import the analysis for vectori1.atiou such as in 
[23]. 
In both ('ase•s. if \\'(' can guarant<'<' that none• of th<' r<'l urn vahH' 
aff<>cts t he• ot hN rc•rursi \'<' prorrdurr calL W<' can appl~· t h<• hr<'acl tIt-
first ve•ctorizat ion nu•t hod to thr procrdurP. 
3.8.2 External s imple variables and pointe r vari-
ables 
If a recursive• proC'<'dm<' contains som<' statrments which writ<· to c•x-
terual variahks, we• haV<' to consicl<>r dcpendrnce via the variahlc•s. If 
the varial>IC' is a simpl<' variablr (nrithcr an array nor an pointc•r), nwst 
of ('ll vironnwnts writ<• t.o the• samr variablr and we• nwnot change' th<' 
ordc>r of c•xc•cut ion of c•nvironmrnts in most cas<'s. we• give• up analyzing 
iu this case•. 
If tlH' extrrnal nlriahlr is a pointrr. '''C' ha\'(' to dc•tNmirH' if tiH' 
variablr points t IH' smnr mrmory lor at ion on diff<'r<'ll t c•n vi ronmeu t s. 
GC'IH'rally this analysis is considrrrd to be hard, but :\latsumoto and 
Han[21] showrd that in Pascal wr can dct<'ct a tr<'<' or a linke•d list 
construd<'d with poiutrr:-, statically form th<> program. This anal\'sis is 
quitc usrful forth<' breadth-first vcctorizatiou which is oft<'n usrful for 
the procrdurrs l<> manipulat<' trcr structures. 
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{ fibo = fibl = 0. fibn = jibn- 1 + fibn-2 } 
function jib( n : integer) : integer; 
begin 





Fibonacci numbrr (can hr vectorized witll the breadth-first method) 
{ A(O,y) = y+1, A(.r,O)=A(.r-1,1), A(x,y) = A(x-l,A(x,y-1)) 
} 
function ack(x, y : integer) : integer; 
b egin 
end 
if (x=O) then 
ack : = y+1 
else if ( y=O) then 
ack ack(x-1, 1) 
else 
ack ack(x-1,ack(x,y-1)) 
Ackermann function (cannot be vcctorizcd with the breadth-first method) 
Figure 3.32: Recursive procedures without writing external variables. 
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3.8.3 External array variables 
\Vhen the external variable is au array. drpendcncc analysis caused by 
the array is equivalent to analysis of suoscripts of the array. \rlwu 
two or more instances of expression of thr array subscripts take t lw 
same value, it means that tlw array clement cxpressNl by the valur 
is referenced twice or more. If at least one of the rrfN<'IH'es is an 
assignment, it means that there exists dependence caus('(l b~· thr array. 
In the case of DO-loops in FORTRAJ\, there arc mauy studies for 
dependence analysis of array-clrmrnts, such as that by Danrrje<'[·lJ. 
But thesr studies arc not directly applicable to thr analysis for 
dependence brtween environments. Here we show the difficulty through 
showing an example. Assume that therr is a loop as follows. 
for i : = 1 to 10 do 
A [2*i+1] : = .. · ; 
In this case, we never worry about thr existence of depend<'nce 
caused by the array A in the loop becausr thr expression 2 * i + l nrvcr 
take the same value in an execution of the loop. On the other hand, in 
the case of a recursive procedure as the following, the assignment may 
cause dependences, because the formal parameter i may tak<' the samr 
value more than once in a sequrnce of recursive invocations. 
procedure F(i: integer); 
begin 
A [2*i+1] 





Generally, it is hard to distinguish the existence of dependence 
caused by global array variables in recursive procedures because of the 
complexity of the behavior of values of the formal parameters. But in 
actual programs, since programmers cannot write down so complicated 
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program such a.., IH'h<l\'ior of th~ argunwnts is too hard to IH' ntHIPr-
"tcJOcl. we• bc·liP\'C' that in not a fpw C'aM's arra_,·s in rpc·ursi\'C' pro('c•durrs 
arc• usc•cl in t lw following form. 
Hc•c·JJrsi\'<' procc•clurc•s arr oftC'n usdul to writ<' a program for a 
cli,·idc•-ancl-c·mHpH't algorithm[l ]. In thPsr procrchm•s the• following pat-
t N 11 of usagc• of arra\'s is oft <'Jl sc•c•n. 
1. Ou c•ach c•nvironm<•nt, for a CC'rtain giwn range• of indrx [LI3, UI3] 
of arra.v A. do somr works. 
'2. Diviclc• th<' rang<' [LI3,UI3] into n sPctions i.r. 
[LB1 ,UBi], [LB2,GB2] .... , [LB11 ,UI311 ] 
w!JC•n• LB,SLBJ, UBt <LB2 .... , UBn 1 <LB11 , UBn <l1 T3. 
:~ C:ivc• c•ach s<'<"l io11 to <'<lC'h child (•uvironnwnt. 
Do t hc• abo\'(' rc•c·ursiYrly. 
Pro<"c•dtu<'!-i for quick!iort, wcrge::>ort arc good cxampl<·s of su<"h pro-
c<•dun•s \ot<' that smh procedures arC' suita.hl<' for thr hr<'Ctcllh-first 
vrrt ori;a t iou 1 ><'ntus<' cl<'JWIHiPnccs exist only on an erst or-dc•src•tulan t 
rrlatio11shtp in tlw C'tl\'ironnwnt tree. 
G<'H<'rally, w}l('n a typ<'-2 recursive procC'durr has at lNtst OIH' statr.-
mrllt to writ<' to an array. with th<' following algorithm we• nm judg<' if 
thr Jn·oc·c•durr is suitablr for thC' breadth-first v<'ctorization or not. (s<'<' 
also Figure• 3.3:3 aud Figure 3.34.) 
Step-1 CltPck drp<'tHlrnrcs via argumcn t.s and rctu rn valuc•s bc•tw<'<'ll 
hrothC'rs <'Hvironmcnts, and if thry do not exist, Honnaliz<' the 
J>l'oc·<'d 11 n' as Figure• 3.14. 
Step-2 For <'ach array used in the procedure. d<'t<'c·t low<'l' and upJH'r 
bounds of indrxrs in rderence. Thc•y arc often <'Xprc•ss<'<l as func-
tions of argunwnts as follows. 
f.trt(aj) Lower bound in refcrcncC' of thC' index of array A 
1,\ru ( aj) C pper bound in reference of the index of array A 
/,\ol(aj) Lower bound in assignment of the ind<•x of array A 
!A11u ( aj) L' ppcr bound in assignment of the indrx of array A 
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procedure m.HIII(/t/1, right: mltgrr); { aj = (lt/l.ri!lhl) } 
var r, J, 111tdrllt, k: inlrgn·; 
begin 
e nd 
if ClC'/1 < right) then begin { *1 } 
end 
muldlc := {ltjl+nghl) d iv 2; { *2 } 
m.~o1'1 ( It•/ I, muldlt ) ; msor·t (middle+ 1 , r-igh I) ; * 3 } 
t := l1/l; j:=middlt + 1; 
for k : = left to nghl do begin 
if ( i > middlt) 
and (J <= nght{ **}) then begin 
tmp[k] := A[j]; { *4 } 
j : = ]+1 
e nd else if (j > right) 
and (t <= middlr{ **}) then begin 
ITII]I[k] := A[t]; { *5} 
1 : = z+1 
end else if (A[t]<=A[j]) then begin 
lmp[k] : = A [t1 ; { *6 } 




tm71[k] : = A [JJ; { *7 } 
) : = J+1 
for k : = left to 1't!Jhl do 
A[k] := lrtt1>[k] { *8 } 
Figur<' 3.33: Exam plr for dividc-ancl-<"onq uC'r ckt ret ion. (cont.) 
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• Froua liaws lalu·h·d by {*1} and {*2}. W<' <'all g<'t 
lc ft < miCldlc < mtddlc + 1 < n,qll/. 
• Fro111 lim•s lahl'l<•d hy {*3}, cij =(left, middle), W<' ran~('( 
(G = (muldlc + 1, right). 
• Ftom lirw:- lalwl<'d by {*4}.{*5}.{*6} and {*7}. W<' can ~<'t 
fA,t(lt ft.nghl) = lcfl,f,~ru(h'fl.llyht) ...., nghl 
• From lint>:- lalwll'cl hy { * 8}. \H' can g<"t 
!Aut(ll'/1. right)= lcft.f4au(lcft.right) = l'lyhl. 
• From I ]I(' a hoH'. \\'(' can get 
and 
IJ,Irt(aj ), / ,h .,(cij )] 
IJ;~r~(a~ ), J;~,,.(ai )] 
thus 
IJ,Irl(cij ), /;~,,.(cij )J n [/,·lrt(a2). f·lru(a2)] 
IJA.t(nj ),J,~r.,(cij )] E [/Art( a/), !Aru(a/)J 
[J,,.,(ri~), /Aru(cG)] E 1/Art(a/ ), !Aru(a/ }] 
= [II!Jhl, 1111dd/c J 
= [muldlc+l,hfl] 
Figun• 3.31: Example• for dividc-and-conquN drt<.•ction. (cont 'd) 
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whNc' aj d<>notrs formal arguments rxpn•ssc•d as a wet or. Thrn 
on <'a<'h c•n ,-ironnwnt this proc€'dun• rdN'> an a\ A with a mng<' 
of iud!'X<'s If \rl(aj)J1ru(aj)J and assign'> lh<' a1ray with a range 
of indC'X<'S f,\ 111(aj )IInu(rij )J. 
Step-3 For all ac-tual argunl<'nts (ij. a2 ..... a-;,. g<'l 
Step-4 C'h<'rk t h<' following conditions. 
fArt(aj) S !Aal(a/) S ft~au((ij) S J.,,.,(a/) 
[!Arl(ri;), f~~ru(li;) J n UArl(a~), !Aru(rG)] = 4> for all i,j, i I./ 
lf,\rl(ri;), f~~ru(a-;)J E [fArL(aj). r,,..,(aj)j = <1~ for all i 
The• sc•cmHI and third conditions guarani<'<' that if t \\o <'11\'iron-
uwnt do not havr an<·c>stor-drscrndant r<'lationship. t lw,\ do not 
r<'f<'r tlw sanw rang<' of the• index. Tlwn with tlu• fir~t inc•quality. 
we• <an guarant<'<' that c•ach environnwnt nC'\'<'1' rc•fc•r any ,·ahH's 
whi< h is assign<'<! by the ot h<'r rnvironuwnts <'Xr<'pl its all<'<'sl ors 
or dPs<·<'ndrnts. Hrncc if the abov<' conditions an• always satis-
fipd for all arrays us<•d in thr proc<>durC'. w<' < <Ul judge• that tlw 
J>ro<·<>d urc• is suitahlr for the breadth-first wctorizal ion. 0 
In Stc•p 1, to <'valuat<' thrsc inPqualities, \\'(' haV<' to analyze• data and 
control flow of tltr proccdur<', and gatltc·r .all possibl<• informal ions. ft 
is theorrtically possible• but not <·asy to do this automati< allv by a 
tompiiN in g<'tH'ral ca.~rs. In thr casr of Figur<' 3.33, tlw cowpJ!N haV<' 
to kuow tlH' fact that thr in<'quality left :::; (l( ft + ri_qhl)/'2 < nqlil 
is always sat isfird. Furt hNmorr, conditions lab<' led by { * *} an' not 
ncc<'ssary, but without these artificial conditions, it is uot c•asy to dc•tcct 
lh<> rang<' of valu<'S of i aud j automatically. This lyp<' of analysis still 
r<'llHtins as our future work. 
3.8.4 Additional R emarks 
It is obvious that if the target procedure' contains sonH' statc•uwnts 
to call thr otiH•r pro('rdurcs which ha\'C' sid<' df<'<·ts, tlw lat tN proc<'-
dures caus<' deprndrncc and the target proced Hr<' is not suit ctbl<' for t IH' 
breadth-first wctorizat ion. 
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3.9 The Breadth-first Parallelization 
Tlw hrc•aclth-firsl n•ctorizatiou nwthod ~tauds on a strate•p,y to d<>te•ct 
t lu• parall<>lis111 IH't \\"1'<'11 e•HnrollBH'llts. COllS<'que•ntly it is also a\'ailahlc• 
for t he• ot ll<'r paralic•) c\rchite·rtun•s. H<'r<' W<' argue• an implc•uu•ntation 
for P\'J> rnachirH's. 
It is oh\'ious that whm a loop has 110 loop-carric•d de'JH'tHic•rH·c• and 
is \e·e·torinthk, the· loop can be converted into a doubly IH'St<'d loop 
wiJ<•n· I h<' out <'I loop can be• paralldizrcl and whe•n• the• inn<'l' loop can 
IH' vc·c·torizc•cl. In the• case• of a rrrnrsivc prorc·clurc• vc•dorizc·d with 
hn•ad t h first pmall<'l exrcu t ion, most part of t hr vect oriza hi<' loops can 
IH' <'xc·c·u t <'cl si 111i larly, but there is a small probl<'lll in rne•mory man-
ap,<'mc•ul. As nu•nt ioru•d, we used "vector load {'xpaud i ng" and "v<'ctor 
store• <'OillJH'<'ssing" inslruC'tions to avoid fragmentation of t lw storage, 
hut t he•sc• inst ruC'tions cannot be cxccutNI in paralic•!. 
To soh·c• this prohl<'m. we• propose an alternatiw wa~· as shown in 
Figun• :3.:33. HNe' we• usc• instructions callrd '·vector c>lcmcut sum" 1 
to c·ount t he• numbrr of th<' child environmrnts. 1 his instruct iou can 
lw <'x<'e·utc•d in parallel, and after that. vN'tor load expanding and storr 
comprc•ssing instructions can be executed in parallel. Tlu• vc•ctor sum 
OJ><'ration is a rat lwr fast oprration withiu tlw v<'<·tor macro <>!><'rat ions, 
and t hNdorc• t h<' ovrrh<'ad oft his instruction is considcrc•d to I><' small. 
However, ra<'h sum of child rn vironments has to br hroackast <'<I to all 
proce•ssors and t.hr overhead of this communication is not not to br 
ignorPd on somr architectures. 
As anothrr solution, we can also consider to divide Lhr cnvironmeut 
Lrrr int o subt n•es. Siner thrsc subtrees are considrrrd to he indrpc•n-
drnt, we• can assign each subtree to each processor. lu this C'ase, mem-
ory mauag<'lll<'nts arr done separately on each procc•ssor. T IH' main 
l)('udit of this mrt hod is that each processor do not havr to do auy 
synrhroniza.tion until the whole execution of thr subtn'<' is dour. On 
occasions, by some• user-directives and so on, if we can know that the 
shape• of I he• c•nvironmrut is balanced, the procrssors work <'ffrct ively in 
parall<'l. But on the contrary. the numbers of nod<'s of rach suhtr('(' arc 
'Thil-i il-ia t<•rm of S-820/3800. In \'P-400/2600 and SX-'2/3. tlw instruction is 
called "vl.'ctor sum" 




numbo:r ot data 




Figurr 3.35: A trchniqur to exrcute veC'tor load rxpanding and ve•C'tor 
ston• cmnpn•ssion in parallrl. 
func t ion Nqw £'11.,( t:mll'gtT: X.A .B. C : table: var ANS : Ia bit array ) 
tnlcgrr~ 
var J,k:intcgn~ 
AA.BB.CC,XX . tablt: 
b egin 
k ·- 0; 
for J :- 1 to N do 
e nd ; 
if AIJ] a nd B[i+J] and C[t·J] then begin 
AA :- A; BB := B; CC := C; XX := X: 
XX[i] :- J; 
AAIJ] := falst•; BB{i+J] := false; CC(t.-J] :- fals1•: 
if i<N then 




k :- k+l; 
ANSjk] XX{i] { Save the ll118Wir } 
Nqwcns .- k; 
end: 
Figur<' 3.36: :\-quN'n for the breadth-first vrctorization 
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not always halaJH'('(I tlu•rpforr some kind of job-sdwcluling tPrhniqur is 
n·quir('(l. It is IPft as om future• work. 
3.10 Performance Evaluation 
3.10.1 Opportunities of vectorization and paral-
le lization 
As de•snilwd in tlu• formn s<•ctious. the targd prorrdm<' of tlw hrC'adth-
fi rst vect ori:tat ion must b<' a typ<'-2 or typr-3 procC'Citlr<'. ~dorc•ov<•r, 
t li<'r<' 11111sl not lw any d<'J><'nd<'n<:r betwC'C'H pnvironm<'nt s <'xn•pt anrc•st or-
dP:-.e·<•ndant n•lat iouship. 
For e•xampl<'. most proc·Pclurcs basrd on divid<•-and-C'onqm•r algo-
ri I ltms oft <'II haw 110 d<'JH'tHienc<• to pr<'V<'lll t IIC' bn•adt h-first \'C'<·tor-
izal ion or parallPiizat ion. \\'p ha\'(' a c·onjPrturc that if a (H'o<·rdurc• is 
dassific•d into 1~'1><'-2 or typ<'-3 pro((•clurrs and if tlw ae t11al argunwnts 
do not cl !'J H'tH I on a !IV of rN 11 rn nlhH'S of t lw r<'C'Il rsi \'f' C'a lis and any 
valtu•s of <'l<'uH'nts of ('Xt<'rnal arrays. \\'C' can wctorizc• t h<• J>l'OCPdur<' 
with t lw lm•ad t h-fi rst IIH't hod. It is not <>asy to imple•uu•u t a 11 tom at i< 
dc•t <'C't ion of tlw d<'J)('ndc•ncr via rxtPrnal arrays. For e'X<Hllpl<>, proc<'-
clur<'s to solve• N-quccn probl<>m are natively writ tPn as in FigurP 3.3, 
aud it is hard to aualyze thr depcndcncr. But if it is writtPu as in 
Figun• 3.:36. rompiH'rs can easily detect indeprndPu<·y and usPrs will 
mjoy its high H<'('C' l<'rat ion. 
3.10.2 Execution speed 
As dPsnil><•d in thP prPvious chapter, Pxrcution spc•t>d i11 V<'<·tor supc•r-
romputNs owPs muC'h to thr vc•ctor length and the v<•ctorizat ion ratr. 
Tlu• lm•ad t h-first vc•ct orizat ion can wctoriz<' almost all of t hr stat<'-
lll<'llts in the• prOC'<'dure body if it is applicabl<'. and we• ran gc•t c•nough 
V<'C'Iorizat ion rate. 
Th<' \'C•c·tor lrngth is just tlw same as th<• numbN of mvironmrnts 
at the same• d<'pt h of t he• tree. Accordingly it drpc>nds on t Jw shapr of 
rnvironmrnt tr<'<'. In the worst case. if thr rnvironment tr<'<' has only 
one environm<'llt ou each depth, then th<' con\'C'I't<'d procedurr would 
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hr cxrrutc•d with thr \'<'Ctor lrngth of only 1 and this might c,HISI' not 
arrc·lPnttion hut drrrlc•rat ion. But in most «1M's. at an Pllo11gh ck(•p 
lc>vc>l of th<' e'nYironnwnt trer. the numbrr of paraliPl Pll\ iromm•nts is 
eno11gh large• to <'XJH'< t <u·c·C'lcratiou of ten time's or mon•. 
\\'h<'n amount of opNation on rach rHvironnH•nt is homop,<'lH'ous 
and the !-.hap<' oft he• <'llYironnl<'ut trer ha:-. <'nough "Hit h. I he• lm'<Hit h-
first V<'<'t orizat ion works sucr0ssfully. In the> cas<' of c•xe•c·u t i ng pron•-
durcs for divide•-and-cOIHJII<'r algorithms, amo11nt of t h<' OJ><'rat ions on 
shallowN pnviroumrnts may largrr lbau that of d<'<'JH'r e•Jlvironnwnts 
on tll<' tree. Thr HumbC'r of shallower mvironmPnts is g<'tH'rall.v lc>ss 
than that of dN'pC'r rnvironmrnts and it causes shortc•r wet or kugt h. 
ln this <'<lS<'S, iustrn('tions on shallow<'r rnvironmc•nts <H<' e•xe•rnte•d Inan.v 
timPs in short <'r vr<'t or l<'ngt h. It means that we' ram1ot <'XJH'<'t muC'h 
arrrlrration. But tlw execution speed is c•stirnatrd to lw fa!-.te•r than 
that of scalar <•xrrut iou brrause of the high wet orizat iou ratio. 
3.11 R.ela t ed Works 
Herr\\'<' compare• this study with related works. 
ThNC' an• sum<' works to optimize recursiY<' proC'c>dur<'s. Tlw tail 
rccursiou Plimination is well known and widdy used to optimize• n•c·ur-
!-.ive procrdur<•s of which r<•cursive calls a.ris<' only at th<• <'nd of the• 
procedure> body. B<'cansc this mrthod is easy to implc>mc•nt and always 
useful to C'liminatc UlllH'<·rssary codes. it is actually us<'d iu various 
exist ('Ill rom pi INs, in part irular LISP com pil<'rsi30J. Tlw dc•pt h-fi rst 
vectorizat.ion lll<'thod indudrs th<' tail recursion C'Jiminatiou hc•c·;ws<' a 
procedun• with a lail r('c·ursion is consiclcrrd to h<' in a SJH'<'ial case• of 
type-1 prorNinrC's, which have no Stml instructions in Figure' 3.8. 'vVc• 
also argnNl th<' opportunities of vectorization while th<'y ar<' l<'avP out 
of <:onsidNation in thr tail rrcursion eliminations. 
Optimizing rrcursivr procrclurrs are mainly stucli<•d 011 functional 
programming language's. There are some throrC'tical works to trans-
form rPcursiv<> procrdur<'S prrsrrving their semantics and to obtain the 
optimal procrdur<'. For C'xamplC'. \'uillemin l51] show<'d that a.'>suming 
a simplr LISP-likr language we can climinatr rrdundanl op<'rat ions in 
rccursivr procedurrs automatically. For exarnpl<>. proccdurr jib in Fig-
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ur<• 3.32 contains many rrdnnclant oprratious because th(• same value of 
thr argunwnt arisrs many times within an enYironnwnt tree. Vuilkmin 
propos<'cl t br way to tnwsform thr procedures to rcmow this redun-
dancy. \\'(' have not trrat('() such optimization in this thrsis. But 
\'u ii!C'mi11·s work is consid<•rrd to be hard to apply to the conveutional 
programming language's such as Pascal. 
According to a survey of rxistrnt vectorizing C compilers on Con-
VC'X and Cray by Smith{38], n(•ithrr of t}1('m seems to treat recursivr 
procrdurf's. Tlw vrctorizatiou methods of this thesis arc considrred to 
be applicable to C. 
Som<' st.udiPs have shown the efficient implementation of divide-
and-conquer algorithms on vector or parallel processors. In particular, 
J..:anada!J 8] showc•cl a 'schema ' to sol vr searching problems ou vector 
supercomputrrs efficiently. Our work make it easy to write a program 
based on thr schema. Giirsoy and Kale[ll] proposed to introduce a 
tH'W programming structnrr to directly rxpress the cliv idr-aud-conquer 
algorithms into C. But tlle compilrr never vrctoril'.e or parallelil'.r au-
tomatically. 
3.12 Experimental R esults 
We arc now implementing the depth-first vectorization and the breadth-
first vrctorization and pa.rallelization on our compiler V-Pascal version 
3. We have confirmed that the transformation of intermediate codes 
is done but w<' have not obtained the object code. We summarize 
the results of simulations with FORTRAN codes as the experimental 
results, and the results obtained by our previous version of compiler, 
V-Pascal Ver.2. 
The depth-first method owes the acceleration to vector-macro in-
structions. In particular, the vector instruction to operate Firs t Or-
d er Ite ration in Figure 3.1 often appears in both of Shead and Stat£ 
in Figure 3.8. The execution speed of this instruction is impor tant to 
estimate the acceleration which will be obtained by the depth-first vec-
torization method. Table 3.2 shows the benchmarking results of the 
VITRD instruction, i.e. the instruction to operate First Order Iter-
ation on S-820/80[19]. The results show that VITRD executes more 
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Table 3.2: Benchmarking rrsults of \ 'fTHD instruction on S-820/80 
A (I) = 1 
DO 10 I = 1, N 
A(I+1) = 2 * A(I) + 1 
10 CONTINUE 
length of the loop 16 32 6·1 
time for scalar t•xecution(S)(IJ sec.) 2.32 -1.50 8.85 
time for vector ex.:>cution( I ')(11 sec.) 1.48 2.11 3.25 
VPU time in VJt sec. 1.02 1.60 2.75 
Sf\' 1.58 2.14 2.72 
t VPU stands for Vector Proccssmg Umt. 
128 256 512 
17.6 35.0 ()9.8 
5.5:1 10.2 19 ·1 
5.05 9 66 18.9 
3.18 3.-13 3.60 
Table 3.3: Execution time of th<' proccdurr SU:vl. 
funct ion SUM(K: integer ) 
b egin 
if K = 0 t h en SUM : = 0 
e lse SUM : = SUM(K-1) * K 
end ; 
depth of recursion 16 32 6•1 128 256 
time for scalar exccution(S)(I-' sec.) 4.72 8.70 16.7 32.6 64.4 
time for vector execution(V)(!l sec.) 3.90 6.07 10.7 19.4 36.7 
VPU time in 11(1-' sec.) 0.91 1.18 1.69 2.72 4.76 
8/V 1.21 1.43 1.56 1.68 1.75 
time for scalar execution (I' sec.) 32.8 •16.9 71.0 130 241 











6.8 1 7.07 
102•1 2048 





than 5 timrs faster than the scalar instructions if thr vector lrngth is 
enough long. 
Table 3.3 shows an example of type-1 procedures aud its execu-
tion time on S-820/80. This proccdurr is vcctorized by the drpth-first 
method. The execution time with vector codes is obtained by sinm-
lations with FORTRA:\f codes. The c•xecution time for scalar is done 
with V -Pascal version 2. It is estimated that after the implemrntation 
of optimization modules, V-Pascal version 3 generates almost the samr 
code as that of the simulation. Wr also show the execution time of 
the procedure transformed by thr depth-first method but forced to be 
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<·xc•cut<•cl with scalar instructions. The rt'sult~ show that the• procNlun• 
is acc-PINatc>d by tiH• dc>pth-first mrthod <'Y<'n if tlw procc•chtrc> is not 
vc•ct oril(•cl. If t lw procc•dnr<' is \'<'CtorizNI. W<' obtain umrh gn•at N ac-
c<'lc•ra t ion. T lw <'X<'<' 11 I ion s pC'c•d with \ ·-Pasc·al \'Nsion 2 is \ '<'l'\' ~low 
IH'caus<' of t lw on•tlH'acls of rC'cursive calls. It follows that \\'C' call gC't 
Iarg<' a< c·PINat ion onlv by t IH• transformation by I IH• cl<'pth-rirst m<'thod. 
Table• :L· I shows t lH• n•sults from cxPcutiou of t h<' procc•clur<' lswn 
i 11 Figure• :3 2:3 on S-820 /80. R<>sul ts after wet orizal ion arr ohtaiurd 
by I· 0 HT B A I\ simula lions. \\'hen we usc t he• tn·oc·pcl me•, t h<' shape• of 
t lw <'II vi rollltH'lll t n'<' is t h<' sanw as that of I h<• t r<'<' c·onst rue! <'<1 with 
the• arrays lf'jl and 7'/.ght. \Ve gave thr following typ<•s of trrc•s to llw 
proc·c•dm<• 011 lwudunarking. 
Com pl<'t<' binary trees It is ideal for t lw £H'c·c•l<>rat ion IH'nt liS<' t h<' 
numlH'r of c•nviroum<'nts of each cl<>pth is maximum. This muul><'r 
dire•('( ly C'OlTC'SJ>OlldS tO the \'CCtOr lC'ngth w]wn <'X('('IItC'd by th<• 
hn•adt h-first \'<'<·torization. 
Lin<>ar lbb It is t h<' worst case be< aUM' the uumbc·r of envirounwut 
on t IH' sanH' cl<'pt h is always 1. 
Fibonacci trccs[28) A sort of A\'L tree[29). This is <·onsid<'r<'d to b<' 
an avNagr casr. 
TIH' rrsults shows t he• impro,·ement of thr rx<•cu t ion SJ)('<•d up to 30 
timc•s whc'n til(' lc•ngths of thr vectors are enough long. Evrn if thr 
l<•ngt hs oft lu• V<'<:lors arr only oue, the rxecutiou sp<><'d is not l<'ss than 
til(' half of that of thr execution by scalar. This rc•sults is ('Onsi<l<>rrd 
to lH' wry good and the breadth-first vectorizat iou nH't hod is worth 
impkmr11t i11g ll<'vc•rt lwlrss its clifficulty. 
Tahir 3.5 shows th(• rrsults from exrcutiou of tlH' ScUll<' JH'O<'<'dur<' 011 
S-3800/180r,. Hc•sults after ,·ectorization are oblaiurd by our prrvious 
\<'rsioll of <'olltpieler, V-Pas<"al version 2. Comparrd with th<' rrsults 
from FOHTHA:\ simulation. thr acceleration is not good as <'XJ>C'Ctcd. 
Ouc of t hc> n•asons is <"onsidrrcd to be of t lw w<•akm'ss of optimiza-
tion on \'-Pas<·al v<'rsion 2 because it lacks tlH' facility to obtain opti-
mal sdH•duling of the vector pipelines. \Yr are now implcmrnting this 
~C'omput<'r C<•ntr£', t:ni\'ersity of Tokyo. 
3.12. E.\PERI.\!EST.\L RESC.:LTS 97 
Tahir 3. 1: Exc•c·ution tinw of thr procerlur<' in Figure· 3.2.3 (Fort ran sim-
ulation). 
(a) Thr rrsull s wiH'Il thc> <'m·ironmcnt tn•r is a c·omplc>l<' binary I n•c• 
ht•ip,Ttt oTt hi' l'tlVironnwnl lrPP I 6 8 10 l'l I I 1() 
total llllrtlbt•r or ('IIVtronrrll'lllS 15 63 255 10'2:1 IO!lf1 J(;: 111:1 6f•fl:lft 
limP ror r<'c11rsivl' ('XI'flllion( /l)( lt ~PC' .) 55 138 508 '20'29 1!076 fl:.! 
maximum VN'lo·~ ll'ngth 8 32 128 512 fli·11l 1- Ill 
77ft '2f!f!r,:.!:l 
!12 :12761{ 
linll' ror scalar t'X('('Ul1011(S)(It Sl'c.) 52 122 389 1615 700 1 :If!! 112 '2'201 "' 
ti lilt' ror VO't'\Or I'X('('U \ion( 11 )(It Sl'C.) 55 72 91 123 2•1'2 I( !07 f!Oill 
Vl'l linw in 1'(1• s('c.) 16 26 37 61 17:.! ( 1:.!6 1'161 
R/ 1' 100 1.92 5.58 16.50 :1:1.:17 fl:.!. 11 5029 
-
_ ,_ 
(b) The n•sults whrn thr rnvironment tree has onl,\· otH' c•nvirounH•nt 
on <'ach depth. 
hl'ight ort~ 
tot a1 numbt 
Pn\'irontu~nt tree 
•r or ('11\'lronrnl'nls 
t'<'ution( R)(J• M'c) 
nurn v1•ctor ll'ngth ntaxu 
tim<> for s~alar I'X 
tinll' ror Vt'ClOr I'X 
VPl 
l'ntlton(S)(JJ sec.) 
('C'Ution( \ )(It SP<') 

















0.58 O.fl5 0 
'---- L-, 
(c) The rx<'cution tim<' when the form of the rnvironm<•nt tn•c• is Ill<' sanH' as 
that. of the• procNlnrr fib in Figure 3.32. 
!wight of tlw c nviron nwnt lrl'l' 4 6 8 10 1:.! 11 "j(j""" 
total uumlwr of <'IIVtronrn<'uls 9 25 67 177 165 121!1 :11!1:1 
tinll' ror r!'ntrstv(' I'XI'<'Ulion(R)(It M'C) 16 75 162 38fl 971 :19'10 1:1:107 
f--- maxiunun n •clor lt•nglh 4 8 22 5'2 1'28 :i:Zfi 77'2 
tint!' ror V('(\Or ('XI'CUtion(I'}(Jt S('C) 51 71 92 108 131 177 '1.72 
VPl' tmw in \ '(1• ~>~.•c.) 4 14 25 35 48 76 159 
R/1' 085 1.06 1.76 3 56 7.27 'l'l 5·1 Ill 92 
13enchmarked on S-820/80, Fcb. l!)90 
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nH'thocl 011 \'-Pascal VC'rsioll :3 aud still worki11g for tlw improvrnH•nt of 
t lw prrforuH•ncc•. 
3.13 Conclus ion 
\\'<' ha\'!' proposc•d a nPw nwt hod to wctmizr and parall<'lil<' n•cursin• 
pr<H<'<hnC'~. \ \'<' han• shown that int rod uc iug a c:on<·rpt of d<'I><'ndencr 
of rnvirouliH'Ilts. wr cau nmvert the IH·oc·Pdurrs and make• each set 
of indPJ><'tHl<'Jlt rnvironmc•nts to br exerutc•d in parall<'l. \\'<' nanwd 
this m<'l.hod th(' br-eadth-fin;/. method. The• brNtd th-first vc•ct orization is 
applirahlc· for rrcursivr proc·c•durrs which ralls itsc>lf many t iuH'S on each 
rrl\'ironnwHt. This is also applicable' for parallel architc•c t urc•s such as 
P\ ·p machirws. According to t hr experimental results. "<' can C'xpect 
up to.)() tinH's' accrleration by this nwthod. 
Our fu tun· work is as follows. 
• 1 t is rc>q 11 irrcl to gat hc•r highly detaile-d iuformat ion from t h<' pro-
<'('d 11 n• body for mon• st rid or <·x.u I analysis of <'11 v iron men b. 
).lrt hods to d<'t<'ct lowrr and uppC'r bounds of simplr variables 
arc• c•sprcially r<>quirc>d. 
• lmpl<' rll<'nl ation of tlw breadth-first ntc•lhod soon wit 11 t.h<' abovr 
analysis. 
• Tlw brradth-fir~t mrthod is considc•rc•d to be applicablr not only 
for \'P /PVP machinPs but also for ~lPP machines. 
• T lws<' two methods are considen•d to hr also applicable to other 
lauguag<'s such as C and Fortran 90, which must be the next 
standard language' for Supercomputillg. \ Yc will propose definitr 
methods to apply these' methods for this language>. 
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Chapter 4 
An Automatic 
Vectorizing /P arallelizing 
Pascal Complier V -Pascal 
Version3 
4.1 Introduction 
\\'ith the arrival of Fortran90. we can now utiliz<' mor<' \'<'rsat il<' coni rol 
and data structures than FORTRA:\77 for <'X<Ultpl<'. whil<' loops, 
recursive calls and data structures constructed with point<'rs in pro-
grams for Humrrical C'omputations. Siner th<•sr strud ures llav<' h<'<'ll 
considered to br fairly hrlpful for writability and rradahil i t.y of pro-
grams, most of t h<' application programs wri ttcu i11 Fort.ran90 will coH-
tain these• control/data structures in ncar future. Therdor<' auto111atic 
vectorization and parallclizatiou trchniques to deal with thrs<' struc-
tures hav<' bccomr a vC'ry important issue for SUJ)('rcompilNs. 
We have alrrady proposed various vcctorizing and parali<'lizing t rch-
niqu<'s for thrsc vrrsatilr structures and some \\'Ork brnch is n<'<'<lrd to 
verify the efficiency of the compilation mrthods. For this goal. wr 
startrd to drvrlop an automatic vectorizing and parallrlil'ing compiler 
named '·V-Pascal" . \\'e arc now implementing many of our compila-
tion techniques and realizing ach·anced wctorization and parallrlizatiou 
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mPt hods on t lH' c·otnpi l<'r. 
This cllapt N dc's<Ti h<'s t he• nrganiza tiou and main f<'at ur0s of \'-
Pascal. SorrH' of t IH' im plc'nH'II ted compilation tc>chniq U('S W<' haw al-
rC'ady proposPd are also stated. 
4.2 Overview 
As you ran s<'<' in t IH• compilC'r's mml<', th<' target languag<' chosen is 
Pascal. Pascal is a typical block-structured language which is wieldy 
spn•ad for g<'TH'ral purposr. It is rquipprd with more vrrsatilc coll-
trol/data structur<'S than FORTRAN77, which has been the only lan-
guage for which supercomputC'r manufacturers have provided usc•ful 
vrct orizingjparallelizing compilers. To extend the horizon of vector su-
JH'rc·omputrr usagr, w0 W('n' intc•rrsted in W'Ctorizing/paralldiziug pro-
grams that ma ni pula tc> data st rue turf's otlwr than arrays. Evrn in the 
prc•sc•ncr of coni rol structurrs snch as while-loops aod recursivp calls, 
t lw programs should b(' vcclorizccl/parallelizcd. The language Pascal is 
digiblc for our purpose. Pascal has brcn used not only for educational 
purposes in classrooms but also for real-world problems, for example, 
the early 1)y'Cprocrssor by D.E. Knuth, thr vrctorizing Fortran com-
piler construction by an American supercomputer manufacturer, and 
the implementation of an oprrating system for some .Japanese mini-
computers. Although the target language is Pascal, the various basic 
techniques that have been and will be developed for our compiler will 
also be useful for advanced vrctorizingjparallclizing FORTRAN77 and 
Fortran90 compilrrs. 
Toward "fully automatic" ''ectorization/parallelization for sr.quen-
tial programs, basically we have addrd no language extensions to the 
syntax of Pascal to <:>xprcss any parallelism. Therefore, the target pro-
grams for Y-Pascal arc exactly written in traditional sequential man-
ner. But in somr cases parallelism in programs can hardly be detected 
by the compilers. To cope with this problem, we introduced compiler 
dirrctivc facilities which are to use comment lines to indicate data-
dependence information in programs. This style of solution are often 
seen in FORTRAN77 compilers provided by manufactures and these 
directive facilities can be regarded as language extensions in a sense. 
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But users can still write most part of programs in scqu0nti<ll mam10r 
and it will grratly helps to utilize vector and parallrl suprrcompntc>rs. 
Then' ha,·e been four versions of \'-Pascal : \'crsions 1.0, 1.3, 2.0. 
and 3. The~ fin:;t three will be called '·early" versions. Tlw c>arly ver-
sions mainly aimed <lt thc> stud)· of advanc0d \'<'ctorizat ion ll'chniqnes. 
whil0 version 3, although dovetailing with the• c>arly \'e'rsions in many 
aspects, is specifically meant for parallc>lization of Pascal programs for 
Japanesr vector multiprocessors such as Hitachi's S-3800 and highly 
parallel machines like Fujitsu APlOOO. 
This chapter gives only about the rnost rrrrnt version, V-P:-1scal 
vrrsion 3. The details of thr early versions wer<' describrd in [..t3] and 
[45]. 
4.3 Organization of the Compiler 
Figure 4.1 giv<'s the organization of V-Pascal vrrsion 3 which is now 
being constructed. It consists of three phases and the S<'cond phasr can 
be also brok<:>u into small analyzing and optimizing lllodulrs. 
Th<' first phase, Phase 1, parses the source program and })('rforms 
syntactic and semantic analysis. After the process, the program will 
be converted into intermediate code which is indrpendcnt of the target 
language. Phase l is operational only for Pascal at the momrnt, but 
we can support the other languages by constructing Phase l for them. 
The second phase, Phase 2, is the optimization phase which rcC'eivcs 
sequential intermrdiat<' code from Phase l and outputs optimized, vcc-
torized and parallelized intrrmrdiatc code. This phase consists of a 
number of small optimization modules which arc the implementations 
of vectorizationjparallelizat.ion methods we have proposrd. All of thr 
modules has an uuiform input /output intNfacc; they work as filter pro-
grams to rrccivc and output intermediate code which has the unified 
format. This allows to reconfigure the compilrr and we can easily add 
new optimizing facilities to it. To support analysis performed 011 each 
optimizing module, basic analyzing modules to carry out alias analysis, 
data-flow analysis, control-flow analysis and data clependrnce analysis 
between array elements are also included in this phase. 
The last phase, Phase 3, converts machine-indepeudent int.ermedi-
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Pascal source program 
Pascal parser 
Intermediate code 
L Scalar optimit.ation 
Medium I coarse grain 
parallelitation 
Transfonnation of 
rccursi vc procedure!> 
Transfonnation of 
tndcfinitc loop iterations . 1--- _ __;_ __ !...._ ___ --! 
: Detection of list and tree structures and 
: transfomlation of their manipulation~ 
r Vector optimization 
Vcctorized I parallelized 
intermediate code 
Object code generation 
Assembly code for S-3800 
C source code for AP-1000 
1 Phase 1 
Phase 2 
1 Phase 3 
Figur<' 4.1: The organization of \ '-Pascal \'<•rsion 3 
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atr cod~ to marhinr-d<'J><'IH!ent rxccution code. }.lachin<'-<h-pPndPIIt op-
timization is also J><'rformrd in this phasr. :\ow two v<>rsiolls of PhasP :3 
arr oprrational. onr of which grncrates vrctoriz<•d/parallPli;Pd assPm-
hly codr for S-3800 and t hr ot hrr yirldh parallrli;rd C' som< <' < od<' for 
APlOOO. 
As drscrih<•d iu ahovr. internH•diatr code is used a:-; a unifi<•d in-
put/output data format ovN all phases ami modules in Phas<' 2. Th<' 
drsigu goal of iutcrnwdiate code is as follows. 
• Scalar i 11st ruct ious arr sim plr instruct ions havi11g load -st or<' HISC'-
stylr ardtitrct m<' with unlimited numlwr of n•gist.Ns. VPdor in-
struct ious an• also simplr instructions of a typical Cray-st_vl<' vec-
tor pror<•ssor w hie h has unlimited num br r of vert or r<'g is t Prs with 
infinitr lrngth. Thr vector-macro oprratio11s ar<' also c)pfitu•d to 
cover all of v<•<·tor-macro instruction sets of SUJ)(•n·omput<•rs whi('h 
are proviciNI h~· donH'stic manufacturers. 
• Parall<•l <'xrcution primitives arc d<>fined in g<'u<'ral t <'rttl!--, for I igltt lv 
c·ou plrd \'<'<'tor mult !processors. Di ffrrctl<'PS lwt w<'<'ll t arg<'t ma-
chinrs an• absorbrd by run-timr libraric>s. 
• Control strudurrs are carrfully ch>signrd. In aclditioll to for-
loops, forever-loops with exit instructions from tlu• tnicldl<• of 
tlw loops arr drfinrd to cxprrss while-loops, repeat-uu t.il loops 
and loops implicitly constructed by if-go to sl at<•ment s .. \It hough 
t hrsr struct ur<'s can also br cxprrssed implicitly by got.o -st at <'Ill<' II t 
of intcrmcdiatr codr, we added these control structurrs to din•<·t 
which part should be vectorized/parallrlizcd in tJw int<'l'llt<'dial<' 
cod<•. Special branch nodrs are drfinrcl so that Jllultipl<• alt<'l'-
nativrly optimized codes for the same instruction S<'qtH'tH'<' <"<Ut 
br rrtaincd until the choice can br made lat<'r iu Phas<' :3. At 
the mom<•nt, t hrsc no drs arf' implcmcntrd as normal ('Ond i I ion a)-
branch nodes with special conditions which denotr that rithrr of 
thr following paths should be f'liminated in Phas<' 3. 
V-Pascal \'cr.3 is implf'mcntecl in C++ while the <'arlr vrrsions 
are written in Pas('al. The main reason of this changeovrr is that \\'<' 
found that thr object-oriented approach is fairly hrlpful for us to handlr 
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quitc• complicatPcl data structures used in compil<'rs. lu particular. 
many graph-shapc•d data structures ar<' usPd in our < ompil<>r and \\"C' 
had to writ c• a sc•qtH'lH'<' of pointer manipulation stat Pmc•n Is to hand I<• 
thC'III in PasC'aL but using dassrs of C++.'''<' can neath· c•xpn•ss thr 
S<'CJII!'II< c• in a sir11pl<' mauurr. Thr othrr rrasons to usc• C'+ + arc• I hat 
\\'C' wart I c•d to usc• \'arions utilitirs to hrlp the• d<'vrlopnu•nt. such as 
c·om pi lc•r c·m11 pi lc•rs (lc•x and yacc) and usc'ful sourc·c•-codc•-IPvPI dC' I Hlp,gc•r 
(gdb) which rannot IH' found for Pascal. 
4.4 Facilities of Analysis 
Earh of t IH• lllodulc•s in Phase 2 calls various common analyzing mod-
ulc•s which hPlp optimization. vrctorization aud paraiJPiization. This 
sC'< t ion ciPsniiH's t IH' analyzing facilities with which \'-Pascal vC'rsiou 3 
is c•quipJ><'cl. 
4.4.1 Alias Ana lysis 
\\·hrn two diff<'r<'nt variabks rcf<'r to the sam<' local ion oft he• nu•nwry. 
rach of t hPm is called an alias of the other and they arc• call<'d an 
alia:; pair. In ca.sc•s alias pairs may exist, an a<>signmrut of a variabl<' 
may chaug<' vain<' of the ot hC'r variable and it caus<•s misjudgmc•n t s iu 
data-flow analysis. Tlwrrfore, for precise data-fiow analysis, wr havr to 
drt<'rmiru• all possible> alias pairs. In other words, precis<' alias analysis 
is indisp<'llsahlc• before• data-fiow analysis. 
In Pascal, t hN<' arC' two cases which causr aliases. Ouc• of t he'm is 
the• msc• nwsc•d hy C'all-by-rcfrrrnrc param<'tcrs. When a function or 
procedure' has two or more var arguments and actual paranwt <'rs for 
thC'm an• the' sanw, t ll<'s<' parameters arr an alias pair, as shown in 
Fignn' •1.2 for <'xamplc. Therr are many methods to aualyz<' this kind 
of aliases, and Cooprr[6J proposed an algorithm for pn•cisc analysis of 
this problc'm. \\'<.' implemented the algorithm on our compiler. 
Th<' ot hrr case. in which an alias occurs in Pasc·al, is by pointer 
rrfNrnc<.'s. \ \'h<'n two of pointer variables have thr sam<' ront rnt as 
shown in Figur<' -t3, t h<'y point the same location of t h<' m<'mory and 
that causrs alias<'s. Since the values of these pointer variablrs cannot 
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F(r,c); { (a,b) zs au alias pair} 
e nd ; 
l07 
Figure 4.2: An C'X<llllpl<' of alias pairs caused by call-hy-rdN<'ll<'<' pa-
ra m <' t <'l"s 
va r p, q t mlrger; 
begin 
ncw(p); 
q : = ]J ; { ( ]Jt , qt) z.-; an alia,<; pazr } 
e nd; 
Figur<' 1.3 .. \n <'X<lmple of alias pairs caused by pointrr n.fc'r<'Br<'s 
be <'Stimatrd i 11 most case's. there ha,·e brcn frw nwt hods to ovc•n·onH' 
this probl<'lll and almost all rxisting compilrrs give up analysis and 
assum<' that all possiblr pairs of surh variables may he aliasc•s. We• haY<' 
proposed a met hod to drtcct data structures such as liH<'ar Jinh'd lists 
and trrrs at cornpil<' t.imr and through this process wr can <'lirn inal<' 
some possibilitic's of rxistC'uce of pointer-alia.s<'s pn•cisely. The• dPtai ls 
of the algorithm arC' drscrihrd in [21]. After tlw aualysis, W<' can a lso 
detect pairs of pointrr variablrs which always refPr to difl"er<•llt chtta 
structun• (for exampk, as Rand Sin FigurE' ..J..4), and which ('anuot h<' 
an alias pair. 
4.4.2 Control/ Data-flow Analysis 
Control and data-flow analysis in \'-Pascal ,·ersion 3 is prrform<'d by a 
traditional nwt hod, but the rrsult is more precise than ot hPrs bN·aus<' 
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p Q 
P,Q 
rPfl'rs to node's of I h<' saHH' linrar liuk<'d li:-.t · (P f , Q f) may IH' au 
alias pair. 
R,S 
r<'frrs to nodrs of diffc•rent liiwar linked lists. - CRT, Sj) cannot hr 
au alias pair. 
Figurr 4.4: Au exampl<' of the' detrction of aliasrs of pointer variables 
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of thr rxistcncr of advatH'e'd alias analysis farilit ic•s. 
The results arc• rc•prc•srutrd iu D-matrixl·t:3]. lt takc•s a ltirrarrhi-
cal structurE' so that ci<'J><'tHic•ne·e•s hetwrrn JH·oe·c•dun•s/funrtions. those' 
IH't we'rn loops plus basi<' bloch. and t hosr lwt wc•e•n in tc•nnNiiat<' cock 
state•mpnts are rrprrsrntNI h\' tlw 0-matrix. In otlH'r \\c>rd!->. tlw par-
all('lism of various gran ulan tiPs arc designat Pd by 1 lw sanH' data st ruc-
turc'. An example is shmm in Figure -1.5. 
4 .4 .3 Value-Range E stimatio n of Integer Variables 
It is a we'll-known problc•m that drpcnd<'Il<'<' analysis of arrays is oh-
stnwted with thr rxistc•nc·<' of an array subs<'ript c·xpn•ssion which 
rout ains some varia hiPs \\ hosr Yalues cannot he• de' I Prmi ned stat icall)-. 
Thrr<'for<' it is important to Pstimate thr vahr<' range' of an array suh-
srripl <>xpression at <'<H h stc•p of c'xrcution to raise' t h<' rompilc·r·s powN 
for d<'p<>ndrncr analysis for \'C'Ct orization and JMrall<'li;at ion. This in-
formation acquisition is dotH' with data-flow analysis. and thr rrkvant 
information is l'tppf'nclf'cl to illl<'g<'r variahlPs and tc•mporaries of tlw 
intc'nnrdiatc-codr stai<'IIl<'n(s. 'flH' detail will lH' dPsnilH'd by a pap<'l' 
in pr<'paration. 
4 .4.4 Depende nce Analys is of Array Subscripts 
D<'JH'tHlrnce analysis of array su hscripts is <'ssc•nt ial for aut om at ic V<'< 
torizalion and paralldi;ation. Thrrc have hrrn many proposals of 
nH'lhods to perform this arJal)-'sis prccis<'ly and PfficiC'ntly; om• of t II<' 
mosl famous method is thr Omrga t<>st hy \\'.Pugh i.1G]. Wr also lllW<' 
an original approach for this analysis whid1 is impl<'nwuted on our 
rompilrrl23]. Our mrthod can analyh<' IH'SI<•cl loops ac·e·urat<>ly. and in 
most cases, in polynomial tim<' of the numl)('r of variahl<'S. \ Vhen loop 
bounds and array subs< ripts arr linear <>xpressions of tlw surrouudiug 
loop <·ontrol variables. our mrthod is exact. i.<'., t he• powN of analysis 
is as same as that of Onrrga-trst. \\"hen loops ha\'r symboliC's, our 
mrthod tries to find t hr rangr of the symboliC's that may cause' d<•-
peudences preventing vectorization or parallclizatiou, so compilers can 
produce condit ions to judge' the possibility of vP<·tor or parall<>l ex<'-
cut ion at the execution time. We also propos<•d a method to analyh<' 















(a) A sample program. 




A B c 
I I 
: rl I I 
I I 
Q ---~------
I I I 
I I I c ---.----~---~ 
I I 
Procedure level Basicblocklloop level 
I I I 
I I • S ---,--- -r - -
3 I I 
Intermediate code level 
(b) A sample D-matrix for (a) 
Figure 4.5: An example of D-Matrix 
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loops with loop bounds and array subscripts which contain non-linrar 
expressions. 
The outline of our method is as follows. The dependence analysis 
of arrays is equivalent to the problem of obtaining int<'ger solutions of 
simultaneous Diophantine equations and inrqualities. \\'(' can ('asily 
check the existence of real solutions by intrgcr programming wltich 
takes only the polynomial tim<> of the numbrr of thr variables, and aft<>r 
that we obtain a convex hull which expresses a space of the real solution 
and may contain integer solutions. Then we perform exhaustive s<>arrh 
of an integer solution around each apex of the com·ex. In the worst 
cases, this process takes the exponential time in the number of variablrs. 
But we think that it is not a disadvantage of our method. The rea<>on 
is shown using Figure 4.6. This is a typical solution space that both 
integer solutions and real solutions exist. As shown in the figure, iu 
most cases when a real solution <>xists, integer solutions also exist, and 
at least one of them is expected to be at near an apex of the convex 
(P in the figure), or the apex is an integer solution itself (Q). These 
solutions will bP detected in short time of which th0 order is about th0 
polynomial time of the number of the apexes. Moreover, even whrn 
no integer solutions exist while the real solution exists, which is a rare 
case, we can also expect that the convex is small enough to chE>ck all of 
possible integer solutions quickly. 
4.5 Facilities of Vectorization/Paralle lization 
As mentioned before, Phase 2 of V-Pascal version 3 consists of many 
small optimizing modules which realize our proposed parallclizing/vectorizing 
methods. This section describes some of the methods we proposed and 
implemented. 
4 .5.1 Vectorization/Paralle lization of Multiply-nest ed 
Loops 
Most of the compilers offered by supercomputer manufacturers can 
only vectorize inner-most loops of multiply-nested loops, and paral-
lelize the outer loops. But we have already proposed a method to 
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Figurc• ,f.G: Au cxamplr of solution spa<"<' 
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Ill[] := 
for t:=1 to 5 
for j:=1 to I 
.. a[i,J] .. 
.IJ.r<'o uce 
{1,2,2,3,3,3,4,4,4,4,5,5,5,5,5}; 
11) [] : = 
{1,1,2,1,2,3,1,2,3,4,1,2,3,4,5}; 
for k:=1 to 15 
.. a[ vi[k] , vj[k] ] .. 
Figure' ·1.7: HPdn<'tion of a nmltiply-nrstrd loop into a siuglc• loop 
reduce• mult iplv-tH'stc•d for-loops into rquivalc•nt sing!<' loops'' hic·h me• 
then vc•ctoritc•d bv c•xtc•nsiw usc of n•ctor iudirN·t adclrc•ssing [4:3 .. \n 
examplr is shown in Figurr 4.7. As we have shown in 117). n•c Pnt 
high-sp<'<'d vpctor suprrcomputers tend to han• larg<' SllatJII lj \'i\hH's, 
thrrrfore tiH' rPduction is t'fficicnt to makr ,·rctors long<'r and obtain 
higher pNfornuuH·r. 
4.5.2 Vector iza tion of While Loop s 
Whil<• traditional FORTRAN 77 has only DO-loops to <'XJH'C'Ss loop 
structurrs, Pascal has not only for- loops but also w hile and r <'p<'at-
until loops. Siner wr cannot clrtermiu<' the numl><'r of itc•ratiou for 
while and r e p eat - until loops (thrrcforr ('all tlwm mdcjiwtr· loops) 
evrn at t lw rnt ranc<' of the loop in cxrcution in ot hc•r words, ""<' 
cannot drt<•nnitH' the vrc:tor length cv<•n in cxPc·utiou t imc• '''<' havr 
to make some tric·ks to vrc:torizr these loops. Wolfe proposNl two ap-
proaches to cope with this problrm : one is call<'d loop distribution and 
the other is strip-mining [52). \\'c have proposed a hybrid mPt hod of 
them to t rrat these loops more neatly [39} and obt ainrcl high sJ>C'<'d ups 
for morr grnrralizrd cases. \\'olfc also discussed how t u vert oritr tH'st<•d 
loops of which the inner loop is an indefinite• loop and th<' out<>r loops 
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is a for-loop, by intrrchanging thrsr loops and vectorizing only the 
for loop, hut this lllCthod is not rfficient when the vector lengths arc 
too short. Wr also proposed a method to cope with this probkm inter-
changing t lH•sr loops dynamically to keep the vector length long enough 
[24]. 
4.5.3 Vectorization and Parallelization of Recur-
sive Procedures 
As shown in thr previous chapter, we have proposed a method to vec-
torizr and parallrlizc recursive procedures, named bTeadth-fir-st method. 
Wr are working to implrmcnt this method with another method, depth-
fir-st method mentioned also in the previous chapter. 
4.6 Conclusion 
Au overview was givrn of the rurrrnt status of thr V-Pascal vrrsion 
3 compil0r. In the V-Pascal Version 3 compiler, special techniques 
have been developed even for Algol-like features, so that they may 
also be useful for the full-fledged vectorizingjparallelizing compilers 
for the languages Fortran 90 and C. Although the initial target rna-
chine has been a tightly coupled vector multiprocessor like Hitachi's 
S-3800, a slight reconfiguration of compiler components allows paral-
lelization for distributed-memory parallel computers. To demonstrate 
this, we have provided a compiler called V-Pascal/ DM [50] for Fujitsu 
APlOOO, to which the compiler output is fed in the form of parallelizcd 
C source code. V-Pascal/DM performs data-parallel execution based 
on an SPMD model. 
Chapter 5 
Conclusion 
In this thesis, we have discussed the construction of an automatic vec-
torizing and parallelizing compiler for a block-structured language Pas-
cal to utilize VP and PVP supercomputers for non-numerical applica-
tions. 
In Chapter 2, the performance of load/store instructions Oil each 
VP /PVP supercomputer was evaluated. In particular, the performance 
of vector indirect load/store instructions was precisely discussed. Siner 
the performance of indirect access dominates the performance not only 
of numerical applications but of non-numerical applications which treat 
pointers, the performance evaluation of indirect load/store instructions 
is very important to construct a compiler for a general-pmpose lan-
guage. We have developed a benchmarking program for this purpose 
and obtained interesting results. According to the results, somr rna-
chines such as S-820/3800 showed good performance in indirect ac-
cess even when the list vector indicates irregular access of the memory. 
These machines are considered to be effective for running non-numerical 
applications written in block-structured languages. 
In Chapter 3, we proposed a new method to vectorize and paral-
lelize recursive procedures. Since recursive procedures are often seen 
in programs written in block-structured languages, this control should 
be also regarded as targets for automatic vectorization and paralleliza-
tion. But there have been few researches for this subject. We have 
proposed the breadth-first method and have shown that some recursive 
procedures will be greatly accelerated by this method. We have also 
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poiHtPd out llw difficulty to distinguish the n•rm~ivP pr<H"<•dmPs which 
ran IH' appli<•d tlw hrPadt It-first lllC't hod. and disnts~<·d sonw \\ avs to 
('OJ><' with this prohl<•m. 
In C'haptPr ·l. wP pn•spnt<•d thr ovrrviPw of our automat i(' \'('('loril-
ing and paraiiPliziHg rompilrr \"-Pascal \'('rsion :L n tlw \'-Pas('a) \'<•r-
sion :~ ('OIIIpilt•r. various analyzing. vectori;ing and parallc•lizing l<'< h-
n iq w•s hm t' I H't'll tIt- \'I' loped 1'\'t'n for Algol-lik<• ft•at m<•s, so that t 1H'y 
lilt\\ also IH' usdul for t ht• full-fl<'dgrd \'ectorizingjparall<•lizing <·ompil-
t•rs for t ht• languag<'s Fort ran 90 and C. 
Fut llr<' works and open qurstions of this study is as follows: 
• With t h<• n•<·<·nt ad vance of device trchnologi<'s, t h<• <'X<'<·ut ion 
SJH'<'d of proc<•ssors has been rapidly progn•ss<•d. This progn•ss is 
said to last for the nrxt ten years or more. Contrarily. th<• JH'rfor-
IIHUI< <' of IIH'JJIOr\' devices ''"ill not be improved so rapidly. As til(' 
n•sult. th<• JH'rfo~·manc<' of processors will bN·onu· not to match 
\\'it h that of main llH'llH>ry in nrar fnturr. Th<• author IH'Iirws 
that t h<• v<•<·tor load/ston• architrctun• \\'ill IH' an answt•r to cop<' 
wit h this problem. If this conject ur<' is t nw, many t c•dmiq ll<'S 
ohtairwd throughout this research will become Hs<•ful. Whcth<'r 
this nmj<•c·turc• is true or not is remained as au oprn qtwstion. 
• \\'<• ha.v<' limitc•d th<' application of the br<>ad t h-first mC't hod to 
c·Nt a in pattNns of rccursiYc proccd urcs. Our fu t m<' work is to 
r<'lax this n•stnction as weak as possibk. 
• To acromplish th<' implementation of the compiler is still lrfl as 
a fut mr work. 
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