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1. INTRODUCTION 
There still remain some subtle difficulties in the classification of thetwisted 
Chevellay groups 2G,(q) of Ree [3]. In a series of papers, Janko, Thompson and 
Ward have studied the structure ofa group in which the centralizer of an 
involution isisomorphic to that in 2G,(q). This paper is a continuation of their 
work. We reduce the open problem to the determination of acertain automor- 
phism of a field of prime power degree. Before we can state our main Theorems A 
and B, we need several definitions a dknown results. 
DEFINITION [8]. A group g is of Ree type R(q) if 
(i) The &-groups of B are elementary abelian of order 8. 
(ii) There is no normal subgroup of index 2 in 9. 
(iii) For some involution (element of order 2) J in g, 
cm = (J> x 2, where 9 P PSL(2, q) and q > 5. 
Thompson made the next two definitions todescribe the &-groups of a group 
of Ree type. 
DEFINITION [4]. If 0 is an automorphism of the field GF(q), let N(q, CT) =
{(t, x Y, 4: t E GF(q)*, x y, z E GF(q)). The set N(q, u) is a group with multi- 
plication defined by 
(G x> Y, z>(G , Xl 7 Yl , 4 = (tt, xt1 + Xl I Yq+l+ Yl + +x," - ~O'tlu~, , 
zt;+2 + z1 + yt;+lx, + XUf10X2 + xt,x;+l - X2f12X10) 
Denote the subgroup ((1, X, y, z): X, y, z E GF(q)} by P(q, 0). Set (x, y, Z) = 
(1, x, y, Z) and t = (t, 0, 0,O). 
* This paper is based on the author’s Ph.D. dissertation written at the University of
Illinois with the guidance and encouragement of Professor Michio Suzuki. 
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DEFINITION. Let u be an automorphism of GF(q). We say that s(q, U) and 
a(p, o) exist if there are integers s and a between 0 and 4 - 1 such that 
(xo+2)s = x, for all xin Gd(q), U-1) 
(-1)” = 1 and (x”+r)a = x2, for all xin Gd(p). 
In this case, let s(q, U) = s and a(q, u) = a. 
Let 9 be a group of type R(q). It is known that 4is an odd power of 3 and that 
9 acts as a doubly transitive permutation group on the right cosets ofJV, the 
normalizer of 9, an &-group in 9 [8]. Thompson showed that here is an auto- 
morphism aof GF(q) such that s(q, u) and u(q, u) exist and .M N N(q, cr) [4]. We 
will identify JV with N(q, u) and say that 99 is of type R(q, u). 
Let W be the subgroup {(t, 0 0, 0)) in M, so that JV = &Z&P. There is an 
involution K in N(g) - A” which inverts all elements of9. By the double 
transitivity, we have a Bruhat decomposition 
and, in fact, each element ofg - N has a unique Thompson presentation 
lx, Y,4 tK(x, , ~1,4. 
Thompson has also shown that a group of Ree type contains a subgroup 
isomorphic to Pl?L(2,8), thegroup of automorphisms of PSL(2, 8). If T is the 
automorphism of PSL(2,8) induced by the squaring automorphism of GF(8), 
then elements X of PFL(2,8) can be written 
X = A&, with ME PSL(58) and l = 0, 1 or 2. 
The group PrL(2, 8) is generated by the four elements 
where u2 + u + 1 = 0. Thompson showed that he images of these generators 
under amonomorphism into B can be assumed to be 
J = (-l,O,O,O), K, T = (0, l,O), and Y = (l,O, d), 
respectively [5].Here d is an element of GF(q) and we will say that 99 is of 
type R(q, u, 4. 
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Thompson has recently proved [6] that here is at most one group of type 
R(q, g, d) for any choice of 4, u and d. The only known groups of Ree type are 
2G2(p), which ar eof type R(q, (I, 0), with udefined byXO* = x3. 
In the case a2 = 3, Thompson has claimed that dmust be 0. In Section 2 of 
this paper, wewill extend and correct his tatement to show that dis determined 
by any choice of q and a. We obtain the following result. 
THEOREM A. If a is an automorphism of ajeld GF(q), then there isat most one 
group of type R(q, u). The parameter d is an element of GF(3) and is 0;f GF(27) C
GF(q) OY ifxO* = x3, for all xin GF(q). 
In Section 3,we will show that all automorphisms of the field GF(q) induce 
automorphisms of agroup 9 of Ree type. In Section 4,we will define subgroups 
of ‘Z? which are also f Ree type. With this information we will be able to prove 
the next heorem. 
THEOREM B. Let n = Y,Y, **- tt be the decomposition of n as prime powers o 
that he Y~)S are pairwise relatively prime. Let qr = 3Q, and q = 3n. If allgroups of 
type R(qi) are isomorphic to 2G2(q,) for i= l,..., t, then all groups of type R(q) are 
isomorphic to 2G2(q). 
This work was completed aspart of a Ph. D. dissertation at theUniversity of 
Illinois. Included inthat dissertation is a computer program which has shown 
that 2G2(q) isthe only group of type R(q) when q < 32Q [I]‘. 
In general, we follow the notations used for agroup of Ree type by Thompson 
in [S]. The normalizer andcentralizer of a subgroup 9 in a group &’ will be 
denoted by N2(9) and C&(g) or by N(g) and C(p) when .%’ = B. We will 
write field automorphisms as exponents and will often deliberately confuse them 
with the equivalent i eger; we say u = 9 if the automorphism (I maps x into x9. 
2. THE UNIQUENESS OF d 
In this ection wewill show that all groups of type R(q, u) have the same value 
of d = d(q, u) in Y = (1, 0, d). These results are based on the following 
definitions and theorem of Thompson. 
DEFINITION. Let S(X) be the element ofB defined by
Jv-K(0, x l)K = “N-KS(X). 
DEFINITION. If a is an automorphism of GF(q), define the set E = E(q, U) by 
E = {(a, y, ZJ) E GF(q)% z~+~ - y”+s = - 1 and sc+l - ye+1 = u} 
1 Recent calculations haveextended this to Q Q 3@. 
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THEOREM 2.1 [5]. If B is a group of type R(q, ff), and (z, y, u) is a triple in 
E(q, u) with zyu # 0, then 
z-yu>z = y-%(--u) yY’. (2.1) 
Thompson has determined formulas for the components ofS(U) [5], and so by 
comparing components ofeq. (2.1) we get hree identities in rational functions 
over GF(q). We will use the third components and show that here is at most one 
solution for d. This proof has been separated into several lemmas. The first isan 
interesting number theory fact which implies that a(q, u) E 2 (mod 3) for any q 
and CT. 
LEMMA 2.2. Let a, b, m, and n be integers with 0 < m < n. Then the following 
hold. 
(i) Suppose 
(a) (3” + 1)~ = 2 + (3” - l)b, 
(b) n is odd, 
(c) aiseaenandO<a<3fi-l. 
Then a = 2 (mod 3). 
(ii) Suppose 
(a) (3” - 1)~ = 2 + (3n + l)b, 
(b) m is odd, 
(c) if n is odd, then u= 1 (mod 4) 
(d) aisoddandO<u<3n+l. 
Then a z 1 (mod 3). 
(iii) Suppose 
(a) (3” + 1)a = 2 + (3” + l)b, 
(b) m + n (mod 3, 
(c) if n is odd then a= 3 (mod 4) 
(d) aisoddandO<a<3”+1. 
Then a = 0 (mod 3). 
Proof. We use induction n. If the lemma is false, there is a counter- 
example with nminimal. Write n = pm + r, with 0 < r < m. 
Suppose the conditions f part (i) are satisfied by the counterexample. After 
long division 
(3” - 1) = (3” + 1)(3”-”  ... + (-l)p+13’) + ((-l)P3’ - 1). (2.2) 
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If r were zero, thenp would be odd and so we would have 
a = 3n-” _ . . . + (-l),+i,r + ?2p = 2 (mod 3), 
since n is odd and a is even. Therefore  is positive. Using eq. (2.2), we can 
choose c so that 
((-l)P3’ - 1)(--b) = 2 + (3” + 1)c. (2.3) 
Since ais even, (3” + 1)~ = 0 (mod 4). Therefore (3” - 1)b z 2 (mod 4) and 
b must be odd. When m is odd, (3” + 1)~ = 0 (mod 8) and so b = 3 (mod 4). 
Since 0 < a < 3” - 1, we know that 
0 < 2 + (3” - 1)b < (3” + 1)(3* - 1). 
Therefore b is an integer limited bythe inequality 
-2 
--I <3n- 1 
2 
<b<3m+1-33n-l -=c 3”-+- 1. 
If b were zero, then (3” + 1)~ = 2. Since 3” + 1 is greater than 2, we know b 
must be positive. 
Suppose p is odd. Then m + Y (mod 2) since n is odd, and so eq. (2.3) satisfies 
the conditions f part (iii) ofthe theorem; namely, 
(3’ + 1)b = 2 + (3” + I)c, 
r g m (mod 2), 
if m is odd, then b= 3 (mod 4), 
bisoddand0 <b < 3”+ 1. 
Since m < n, we know by induction that b= 0 (mod 3) and so (3” + 1)~ = 2 
(mod 3). Therefore a = 2 (mod 3). 
Since we have acounterexample, p must be even. Then the equation 
(37 - 1)(-b + 3”’ + 1) = 2 + (2” + I)(c + 3’ - 1) 
satisfies th  conditions f part (ii). Again this implies that a= 2 (mod 3). 
And so our counterexample must satisfy the conditions f part (ii) or (iii). 
But similar arguments eliminate th se possibilities and so no counterexample can 
exist. 1
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LEMMA 2.3. Let q be a power of 3 and let rand s be integers such that s= 
q - 1 - r. Thenfor u E GF(q), 
u’ + (u - l)r + (U + 1)’ + (u” + u)’ + (u” - u)’ + (u” - 1)’ = 0 (2.4) 
if and only if 
us + (u - 1)” + (u + 1)” + (u” + z+ + (u” - u)~ + (u” - 1)” = 0 (2.5) 
Proof. If u E GF(q)*, then us = z@/ur = I/u’. Ifu $ GF(3), then u, u - 1 
and u + 1 are non-zero, so we have 
u* + (u - 1)” + (U + 1)” + (u” + u)” + (u2 - u)” + (242 - 1)” 
= v-‘((u” - 1)’ + (9 + u)’ + (24” - U)T + (U - I)? + (u + 1)’ + u’), 
where v = U’(U - l)r(u + 1)‘. If u E GF(3), then equations (2.4) and (2.5) are 
both satisfied if r is even. Otherwise n ither issatisfied. 1 
LEMMA 2.4. Let q be a power of 3 and r be a positive nteger less than q- 1. If 
r = 1 (mod 3), then the polynomial 
247 + (u - 1)’ + (u + 1)’ + (24” - u)’ + (u” + u)T + (u” - 1)’ 
is not identically zerover GF(q). 
Proof. Suppose the polynomial is identically zero. By Lemma 2.3, we may 
assume that r< (q - 1)/2. Since the polynomial has degree less than 2r, it must 
be the zero polynomial. However the coefficient of uarB2 is(3 + (!J - (;), where 
( 1 ;- v E r(r - 1)2 z 0 (mod 3) 
and 
= r 3 1 (mod 3). 
Therefore the coefficient of uzre2 is2 and this is not the zero polynomial. 1 
Most of the calculations necessary to establish theuniqueness of dare included 
in the next lemma. 
LEMMA 2.5. If q is an oddpow@ of 3 and s = s(q, u) exists ( ee eq. (1. l)), then 
not all triples in E(q, u) satisfy thequation 
y”+y(u + l)a+a - ua+o) - p+2((u - l)a+cr - u”‘“) + p+a - (u” - I)a+u) = 0 
(2.6) 
where a = a(q, cr). 
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Proof. Suppose all triples in Edo satisfy eq. (2.6). Using the identity zD+* =
y(J+2 - 1, we may eliminate z in (2.6) and then solve for y”+a when u # 0. We 
obtain 
Y 
cr+2 = (u - l)a+” - (24” - 1)2f” = (u + l)a+” - 1 




If we let f(x) = x2+= - 1 and 
then we can write 
E - ((1, -1,O)) = {((g(u)“+” - 1)8, g(u), u): u# 0). 
Since Ehas q elements, allwith distinct values ofy, the function g is one-to-one 
and the values of u in E are all distinct. 
Let u be in GF(q) - GF(3) and define w = g(-u/(u - 1)). Since ais even, 
f( -x) = f(x) and so 
wc+2 = f((u - l)-‘1 
f((u + 1)-Y -
Furthermore, 
1 f((u + 11-l) 
WOf2 = f((u _ I)-7 = A---u/b + l>>o+2* 
So for each uwe have two triples in E, namely 
((w-(0+2) - I)“, w-l, -u/(u + 1)) and ((wo+~ - 1)” w, -u/(u - 1)). 
From the definition of E, the elements u and w satisfy the equations 
and 
Since a+ 1 is even, we can rewrite eq. (2.7) as
(2.7) 
w-b+l)((wo+2 - l)s(o+l) - 1) = z$+ 
481/58/z-6 
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and make a substitution fr meq. (2.8) to obtain 
w-b+l) 
( 
u w"fl - __ - 
u-l 1) =s. 
Therefore s
g (5)“” = wucl = (s)2 for all u E GF(Q) 
The function h(x) = ((x + 1)/(x - 1)) satisfies the identity 
and so 
g ( u-1 u-l1 )O”l = g (f=JJ”+: 
- GF(3). 
h(x) = -h(x”) 
(2.9) 
Since the arguments ofg in (2.9) are different, we must have 
g ( u-‘:ll ) = --we 
From the definition of g we get he two equations 
-@i2 = (-40+2 = 
f( .-2 1) (+)2+a - 1 
f(u-;;l)=(&)+-l 
and 











A comparison of the right sides of these quations gives 
0 = u2+= + (u - l)s+“(u + l)s+a + (u” - U)s+a + (us + U)s+a + (us - l)s+Q. 
(2.10) 
We have shown that eq. (2.10) holds for all uin GF(Q) - GF(3). Equation (2.10) 
also holds for uin GF(3) since a is even. By Lemma 2.2, we know that aE 2 
(mod 3) and so not all elements ofGF(q) satisfy (2.10) byLemma 2.4. This 
contradiction completes the proof. #
Using these preceeding lemmas, we are ready to show that he value of d is 
determined by eq. (2.1). 
THEOREM 2.6. If ‘it? isagroup of type R(q, u), then the value of d = d(q, CT) is 
uttiqueZy deterntined. 
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Proof. Comparing the third components of (2.1) and solving for d, we obtain 
the identity 
( 
yu+2((f4 + 1y+‘” - g+a) _ p+Z((, - 1y+a - .2’“) 
@2+a - (u" - 1)2+a) @2+a - (u"- 1)2+a) + l)d = +,y,u), 
(2.11) 
which is satisfied forall (x, y, U) in E(p, u) with zy~ # 0. Here c is an explicit 
rational function. This identity determines d since Lemma 2.5 provides a
triple (z, y, u) for which the coefficient of d is non-zero. a
Since dhas been defined by the group 3, all triples inE must satisfy eq. (2.11) 
for the same value of d. We use this fact in the next corollaries. 
COROLLARY 2.7. Suppose 3 is a group of type R(q, u). Then d(q, u) is zero if 
either 
(i) a is a power of 27, 
Or 
(ii) x0’ = x3, for all xin GF(q). 
Proof. If q = 27, then an easy series of calculations i  the field GF(27), 
shows that eq. (2.1) is only satisfied by ~=9andd=O.Ifqisapowerof27, 
then GF(27) C GF(q) and so E(27, u 1 GF(2,)) c E(q, u). By Lemma 2.5 there is a 
triple in E(27, u IGF(2,) for which the coefficient of d in (2.11) is non-zero. 
Therefore d(q, u) = d(27, u lGFt2,)) = d(27,9) = 0. 
The Ree group sG,(q)‘is of type R(q, u) where x0’ a x3, for all x in GF(q). If 
7 = uq, then 2G2(q3) is of type R(q3, T) and q3 is a power of 27. By part (i)> 
d(q3, T)= 0. Since GF(q) C GF(q3) and 7 IGF(,,) = u, we can show as before that 
d(q, u) = d(q3, T)= 0. 1 
With the results ofThompson [6], we have now proved Theorem A. Note that 
we cannot prove Corollary 2.7 for all u because d(qs, T)is only defined if there 
exists a group of type R(@, T). 
COROLLARY 2.8. In any group of Ree type, d(q, u) lies inGF(3). 
Proof. If the triple (z, y, U) can be used in eq. (2.11) to determine d, then so 
can (z”, y3, u3). Therefore d = 63 and so lies in GF(3). 1 
3. AN AUTOMORPHISM OF 3 
Thompson’s work [6]. shows that the multiplication in g is uniquely deter- 
mined by d, u and q. Although e does not find an explicit formula, we would 
like to know how this multiplicationscts in terms of the field components. 
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:THEOREM 3.1. Let 9be agroup oftype R(q, u). Thefunction E defined on 3 by 




E((% Y, 4 tm1 > Yl , Zl)) = (x”, y3, z”) t3K(X,3, y13, 213), 
k a group automorphism. 
hoof. Since E 1~ is an automorphism of N, it suffices to how that when 
PEB, 
E(KPK) = KE(P)K. 
Define functions f and g from B# to 8, and h from B# to ~8 by the structure 
equation 
KPK = g(P) h(P) Kf (P). 
First we will show that 
E(f PN = f w7) (34 
Since dE GF(3), the components ofs(x) are rational functions over GF(3). 
Therefore eq. (3.1) holds when P is in one of the two orbits d and r of [6]. To 
errtend to other values of P, we need to show that E permutes the lines in [6]. 
Since 
U) = (4 ” W, x, 0) : x E GF(q)h 
it.& clear that E(Z(J)) = E(J). S’mce Z(K) is contained in A, and since the com- 
ponents of t(x) [5] are rational functions, we also have E(Z(K)) = Z(K), and 
E(Z(JK)) = Z(JK). Any other line has the form Z(K,)Nwith K,in (J, K) and N 
in J. Therefore E does permute the lines. 
It is easy to verify that 
and 
f P-7 = m”, 
f (f(P)) = p* 
Thus E commutes with g. From the identity KP = KKPK, we find that 
k(w’“’ = f ( f Pm* (3.21 
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Let g(P) = (gr(P), g#), g,(P)). If either g,(P) or g,(P) is non-zero, then we can 
solve (3.2) for h(P) since the maps 
x I-+ x, and x i-+ xo+-‘J 
are one-to-one. Ifg(P) = (0, gz(P), 0), then we apply the identity [(6.9) in 51 
(0, x, 0) x-%(0, x, 0) = Iqo, -x-l, O)K, ‘I 
to see that h(P) = g,(P)-“. In either case, 
and so E is an automorphism. i 
It follows immediately that every field automorphism induces an automor* 
phism of B. Using property (R7) of Walter [7], we have the following result. 
COROLLARY 3.2. The outer automorphism group of a group of type R(q),is 
isomorphic to the automorphism group of GF(q). 
4. A SUBGROUP OF REE TYPE 
When the components ofThompson’s presentation are restricted to a subfield 
of G?(q) we obtain a subgroup ofRee type. This will be made explicit. 
The next lemma implies that when u # T, a group g cannot be of both types 
Rk, 4 and R(q, 4. 
~EMM.4 4.1. Suppose r and q are powers of 3, and r and a are field automor- 
phisms such that s= s(q, u) and s’ = s(r, r) both exist (see eq. (1.1)). If E: P(r, T) + 
P(q, u) is a homomorphism with E((l, 0,O)) having order 9, then GF(r) C GF($ 
and u IGFcr) = T. 
Proof. All elements ofN(q, C) of order 9are conjugate, so we may assume 
that 
Wl, QO)) = (LO, 0). (4.1) 
Since E((0, y, 0)) and E((0, 0, z)) have order 3, we can defme component functions 
by 
JW, 0, ON = (4% B(x), Y(X))> 
-WA YI 0)) = (0, YY), 4Y)h 
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and 
E((O, 0, 4) = (0, &a 7(z)). 
If we apply E to the identity 
(09 Y9 0)(x, 0 O) = (x, y, yx) 
in P(r, T), we see that 
?(Y4 = S(Y) 44 for all x, y in GF(r). (4.2) 
The identities 
and 
(x, 0, oy = (0, 0, x7+2), 
(090, YW, 0,x) = (0, 0, y + 4 
similarly imply that 
and 
a(x = ?&4’+“) (4.3) 
7(Y) + 77(x) = T(Y + 4 (4.4) 
From eq. (4.1), we have CY( 1) = 1. Letting x = 1 in (4.3), we find that v( 1) = 1; 
letting x = y = 1 in (4.2), we see that 6(l) = 1. If x = 1 or y = 1, then 
eq. (4.2) implies that 
or 
for all y in GF(r), 
for all x in GF(r), 
respectively. Therefore (4.2) and (4.4) imply that r] is a field homomorphism. 
Since ~(1) # 0, this must be a monomorphism and so GF(r) C GF(g). NOW 
,(4.3) implies that 
~~(x”+2) = 7)(X)Of2 = a(Xpf2 = r](x’+2), for all x in GF(r), 
andsoxU = x70rujoF(,.) = 7. a 
COROLLARY 4.2. If P(q, u) and P(q, T) are isomorphic, thenIJ = T. 
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DEFINITION. Suppose 9 is a group of Ree type R(q, u) with elements given 
by their Thompsom presentation. If GF(r) C GF(q), define subsets ofg by 
and 
a(y) = {(t, O,Y, , O), (6 (4~1, O)W4y,, 0): t,yl 2~2 E GFW. 
Since dE GF(3), the set d(3) is the group generated by J, K, T and Y and is 
isomorphic to PlYL(2, 8). The set g(q) is exactly C(J). 
LEMMA 4.3. Let 9 be a group of type R(q, u). If Y is a power of 3 such that 
GF(r) C GF(q), then B(Y) N (J) x &‘, where A? 11 PSL(2, Y). 
Proof. Multiplication of elements ing!(r) isdetermined by the formulas 
(4 0, Y, ON, , 0, Yl 9 0) = Wl 3 0, Yt;+l+ Yl > 0) 
(4.5) 
K(0, y, 0)K = (0, -y-l, 0) y=Iqo, -y-l, 0) 
and 
KtK = t-l, 
with a = a(q, u). It is clear f om these equations that S?(Y) is a subgroup and that 
a(r) N (J) x d’, where 
at’ = ((t2, 0 y, 0), K: t, yE GF(r)). 
There is an isomorphism between &’ and PSL(2, I) defined by
Jw2, O,Y, 0)) = (,;(;:, O ) 9 t-(0+1) 
and 
where 9 is the center ofSL(2, Y). a 
THEOREM 4.4. Let ‘9 be a group of type R(q, u) and GF(3) # GF(r) C GF(q) 
Then d(r) is a group of type R(Y, (I GFt7)). 
Proof. The set d(y) is a group by Theorem 3.1. Clearly 
csd(T)(J) = e9 = <.I> x *. 
So AZ(Y) is of type R(Y) if it contains no normal subgroup of index 2. 
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Suppose A? is a normal subgroup of index 2. Since 3 is simple of order 
greater than 2, we have A?’ C4. In particular K E A. But d(r) contains the 
normalizer of the &-group (J, K, T-lKT) so all involutions in d(r) are con- 
jugate to K. Therefore 8 divides the order of A and 16 divides the order of 
d(r). This contradiction implies that d(r) is of type R(T). 
The normalizer of an &-group of d(r) is isomorphic toN(r, T) and lies 
inside the normalizer of an Ss-group of3. By Lemma 4.1, u1 oFt7) = T, so the 
theorem is proved. 1
5. THE PROOF OF THEOREM B 
With these results, heproof of Theorem B is apparent. 
THEOREM 5.1. Let n = rlr2 .*. rt be the decomposition of n as prim powers 
so that he ri)s are pairwise r latively prime. Let qi = 3’d, and q = 3n. If all 
PUPS of type R(d are isomorphic to 2G2(q,) fori = l,..., t, then all groups of 
type R(q) are isomorphic to 2G2(q). 
Proof. Let 9 be a group of type R(q, u). The subgroup &(qd) is of type 
R(q, u) and must be isomorphic to aG2(q,) by assumption. Therefore (IGF(I,) 
is uniquely determined. Since the subfields GF(q,) (i = l,..., t) generate GF(q), 
these restrictions determine a uniquely and so 9 must be isomorphic to the 
known group 2G2(q). 1 
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