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Abstract
In this paper, we &nd the minimal free resolution of each weak kD-con&guration, a gener-
alization of k-con&gurations which we introduced in (Generalized k-con&gurations, Canad. J.
Math., February 2003, submitted for publication). We then apply this result to show that, like
k-con&gurations, weak kD-con&gurations satisfy the property that every socle-permissible value
actually occurs as the degree of some point. Furthermore, we describe a sense in which weak
kD-con&gurations have an extremal resolution. Finally, our methods allow us to &nd an in&nite
class of Hilbert functions for which no unique smallest minimal free resolution is possible for
that Hilbert function. (See J. Algebra 244 (2001) 236 for other such classes.).
c© 2003 Elsevier B.V. All rights reserved.
MSC: 13D02; 13D40
1. Introduction
k-Con&gurations were &rst constructed by Geramita et al. [8], although this term
was only introduced later (see [11]). In [17], we de&ned a weak version and then
found a generalization of both weak and regular k-con&gurations which also generalizes
zero-dimensional reduced complete intersections. We called our generalized construc-
tions (weak) kD-con&gurations, where D={d1; : : : ; dr} is the type of a given complete
intersection.
Just as k-con&gurations are constructed using n-type vectors (see De&nition 2.5),
each kD-con&guration in Pn was constructed using an (n − r)D-type vector, where D
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is an unordered set (repetition allowed) of r positive integers. Those corresponding to
1D-type vectors are reduced complete intersections. In fact, if D = {d1; : : : ; dr}, then
the 1D-type vectors correspond to complete intersections of type (d1; : : : ; dr; e), where
e is a positive integer depending on the 1D-type vector. If D consists only of 1’s, then
we reduce to a usual k-con&guration in Pn−r . The usual 1-type vectors correspond to
&nite sets of distinct points on lines, rather than to more general complete intersections.
kD-con&gurations are contained in a &xed complete intersection of type (d1; : : : ; dr).
In this paper, we construct 	D-con&gurations (De&nition 3.1) as disjoint unions of
varieties where, as in the case of both k- and kD-con&gurations, each individual piece
is in a hyperplane and the individual pieces are connected by certain properties. Intu-
itively, each piece must be small enough in relation to the piece in the next hyperplane.
We then determine (Theorem 3.3) the minimal free resolution of each 	D-con&guration
X of type T in Pn in terms of only the integer parameters in D and T. We do this
by showing (Lemma 5) that IX can be written in the form IX = (F1; : : : ; Fr; J ), where
(F1; : : : ; Fr) de&nes a reduced complete intersection of type {d1; : : : ; dr} and where
(1) F1; : : : ; Fr is a regular sequence modulo J and
(2) J lifts the ideal of a k-con&guration of type T in Pn−r .
We then obtain the minimal free resolution of the 	D-con&guration from that of the
corresponding k-con&guration, by using the mapping cone construction. Furtheremore,
every weak kD-con&guration is a 	D-con&guration as long as D does not consist entirely
of 1’s (in other words, as long as it is not a weak k-con&guration).
Bazzotti [2] has found a set of positive integers, called socle-permissible values,
which she determines from the minimal free resolution and has shown that the degree
of each point in a &nite set of points X must be in this set. We show (Theorem 4.1)
that kD-con&gurations satisfy the property that every socle-permissible value actually
occurs as the degree of some point. This generalizes the fact that the corresponding
statement also holds for k-con&gurations [2] and complete intersections (follows from
the de&nition of socle-permissible values—see De&nition 2.11).
We show, in Theorem 4.2, that the ideal of a 	D-con&guration has the extremal
resolution in a sense that we describe there.
Furthermore, while every Hilbert function admits a unique largest minimal free res-
olution (see [3,12,15]), we &nd (Remark 4.7) an in&nite class of Hilbert functions
which do not admit a unique smallest minimal free resolution. Richert found other
such classes in [16].
Except for the last application of Section 4, all of the results of this paper were
extracted from my Ph.D. Thesis.
2. Preliminary results
Let k be a &eld of characteristic 0, k= Ik. Let R=k[x0; : : : ; xn] be the polynomial ring
in n+1 variables with the standard grading and let Pn denote n-dimensional projective
space over k.
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A variety will always be a reduced projective variety, although not necessarily irre-
ducible. We recall the following well-known result:
Theorem 2.1. Let R= k[x0; : : : ; xn] and let I be a homogeneous ideal of R. Let F be
a homogeneous form of degree d¿ 0 that is regular modulo I. Let
0→Fh → · · · →F1 → R→ R=I → 0
be a minimal free resolution of R=I , where h= h: dimR(R=I). Then
0→ Gh+1 → · · · → G1 → R→ R=(I; F)→ 0
is a minimal free resolution of R=(I; F), where
Gh+1 =Fh(−d);
Gi =Fi−1(−d)⊕Fi ; for 26 i6 h;
G1 = R(−d)⊕F1:
Note that the special case of Theorem 2.1 when F is a linear form allows us to com-
pare the resolution of a &nite set X of points in Pn to the resolution of its embedding
in Pn+1.
Denition 2.2. For any variety X ⊆ Pn, we let {f1; : : : ; fr} be a minimal generating
set for I(X), with degfi = di. Then we de&ne (X) to be the minimum of the di’s,
i.e.
(X) := min
i
{HX(i)¡HPn(i)}
and we de&ne 	(X) to be the maximum of the di’s, i.e.
	(X) := max
i
{degfi}:
In addition, if X is a &nite set of points, we de&ne
(X) := min
i
{KHX(i) = 0}:
Notice that  depends on H and n, and that  depends only on H . 	 does not depend
on n, but only on I(X). Two varieties with the same Hilbert function, however, can
have diLerent values for 	. In general, (X)6 	(X)6 (X), the &rst inequality being
clear and the second can be found in [14, Remark following Propositiion 2.1] (for a
proof, see [13, I.4.4]). We sometimes denote (X) by (H) if n is understood, and
(X) by (H).
We recall the notions of n-type vectors and k-con&gurations.
184 S. Sabourin / Journal of Pure and Applied Algebra 191 (2004) 181–204
Denition 2.3 (Geramita et al. [11]).
• A 1-type vector is a vector of the form T= (d), where d is a positive integer. For
such a 1-type vector T, we de&ne (T) = d= (T).
• A 2-type vector is a vector of the form
T= ((d1); (d2); : : : ; (dm));
where m¿ 1, the (di) are 1-type vectors, and ((di))¡((di+1)), for 16 i6m−1.
De&ne (T) = m, and (T) = ((dm)) = dm.
• An n-type vector is a vector of the form
T= (T1;T2; : : : ;Tr);
where r¿ 1, theTi are (n−1)-type vectors, and (Ti)¡(Ti+1), for 16 i6 r−1.
De&ne (T) = r, and (T) = (Tr).
For convenience, we will denote the 2-type vector ((d1); (d2); : : : ; (dm)) by (d1; d2; : : : ;
dm). For example, the 2-type vector ((1),(3),(4)) will be written as (1,3,4). Similarly,
we write the 3-type vector (((1),(2)),((1),(3),(4))) as ((1,2),(1,3,4)). This does how-
ever create confusion since (d1) could denote both the 2-type vector ((d1)) or the
1-type vector (d1). If there is ever any confusion, we will explicitly state what we are
referring to.
The importance of n-type vectors rests on the following result:
Theorem 2.4 (Geramita et al. [11, Theorem 2.6]). Let Sn denote the collection of
Hilbert functions of all sets of points in Pn. Then there is a 1–1 correspondence
Sn ↔ {n-type vectors};
where if H ∈ Sn and H corresponds to T (we write H ↔T) then (H) = (T) and
(H) = (T).
Denition 2.5. Let T be an n-type vector, n¿ 1. Then a k-con&guration of type T
is constructed in the following way:
n=1: Then T=(d), and we choose any d distinct points of P1. We say that these
d points form a k-con9guration of type T in P1.
n¿ 2: Then T = (T1; : : : ;Tr). Let H1; : : : ;Hr be distinct hyperplanes in Pn. By
induction, we suppose we have a k-con&guration Xi ⊂ Hi of type Ti for each (n −
1)-type vector Ti. Suppose furthermore that Hi does not contain any point of Xj for
any j¡ i. Then X=
⋃r
i=1 Xi is called a k-con9guration of type T.
Example 2.6. In the diagram below, X1 consists of the two points of L1 that are
not on L2, X2 consists of the &ve points of L2, and X3 consists of the 6 points
of L3. Then X = X1 ∪ X2 ∪ X3 is a k-con&guration of type T = (2; 5; 6). No-
tice that Li does not contain a point of Xj for j¡ i, although L1 does contain a
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point of X2.
Notice that X is not a k-con&guration of type T = (3,4,6) since X1 would have to
consist of all 3 points on L1 and this includes a point of L2.
One can see from Example 2.6 that the fact that the Xi are ordered from smallest
to largest is a crucial part of the de&nition of a k-con&guration. As well, the example
suggests that the same k-con&guration cannot have two diLerent type vectors associated
to it. In fact, more is true.
Theorem 2.7 (Geramita et al. [11, p. 21]). If X is a k-con9guration of type T↔ H ,
then X has Hilbert function H.
Notice that, from Theorems 2.4 and 2.7, if X is any k-con&guration of type T,
then (X) = (T) and (X) = (T). If we de&ne 	(T) = (T), then the following
theorem shows that we also have 	(X) = 	(T):
Theorem 2.8 (Geramita et al. [9, Lemma 3.1]). If X is a k-con9guration in Pn of
type T, then 	(X) = (X).
There is an inductive formula for obtaining the Hilbert function [11, Proof of The-
orem 2.6] and minimal free resolution [10, Theorem 3.6] of a k-con&guration from its
n-type vector.
Suppose we are given a Hilbert function H and the collection of all ideals I that have
HR=I =H . We can partially order the minimal free resolutions of these ideals according
to their graded Betti numbers. Denote the resolution of I by ResI , and denote the
graded Betti numbers of I by 	Ii; j. Then we say that ResI¿ResJ if 	
I
i; j¿ 	
J
i; j for all
i and j.
Bigatti [3] and Hulett [12] have independently generalized Macaulay’s Theorem by
showing that, over a &eld of characteristic 0, a lex-segment ideal with Hilbert function
H has the unique maximal resolution among all homogeneous ideals with the same
Hilbert function (rather than only the unique maximal &rst graded Betti numbers).
Pardue [15] extended this result to characteristic p.
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Geramita, Harima and Shin [10, Theorem 4.4] have shown that, among all sets
of points with a &xed Hilbert function, k-con&gurations have the extremal resolution
possible.
Denition 2.9. Let S = {bi}i¿0, be the Hilbert function of a &nite set of points. We
say that l is a permissible value for S if the sequence T = {ci}i¿0 given by
ci =
{
bi; i¡ l;
bi − 1; i¿ l
is again the Hilbert function of a &nite set of points.
Remark 2.10. Let X be a &nite set of points in Pn, and let P ∈X. Recall that degXP
is the least degree of a form passing through X \ P, but not P. Then degXP is nec-
essarily a permissible value for HX, although it is easy to construct examples where
not every permissible value occurs as the degree of some point. However, if X is a
k-con&guration, then every permissible value of HX does occur as the degree of some
point of X [8, Theorem 4.3].
Denition 2.11 (Abrescia et al. [1]). Let I be a homogeneous ideal in R=k[x0; : : : ; xn]
and A = R=I a Cohen–Macaulay ring. Then l∈N is called a socle-permissible value
for A if R(−(l+ n)) appears in the last term of a minimal free resolution of A.
Remark 2.12. Improving upon Remark 2.10, [2] shows that if X is a &nite set of
points in Pn, then the degree of any point of X must be a socle-permissible value
for S=IX. Furthermore, the set of socle-permissible values is always a subset of the
permissible values. Complete intersections and k-con&gurations are both classes of
points for which every socle-permissible value actually occurs as the degree of some
point. For an example of a set of points for which not every socle-permissible value
actually occurs as the degree of some point, see [1, Example 4].
We now recall the notions of nD- and weak nD-type vectors, as we de&ned in
[17]. Along with the parameters D and D introduced there, we also introduce the para-
meter 	D.
Notation. Let D = {d1; : : : ; dr}. Then we put
(D) := d1 + d2 + · · ·+ dr − r + 1:
Note that one can look at (D) as the  associated to a complete intersection of type
(d1; : : : ; dr) in Pr . We will, however, use this number even when considering Hilbert
functions of points in Pn, for n¿r.
Denition 2.13. Let D={d1; : : : ; dr} be a set of positive integers. For t¿ 1, we de&ne
a (weak) tD-type vector in the following way:
t = 1: A (weak) 1D-type vector T is a vector of the form T = (e), where e is a
positive integer. We de&ne
D(T) := e; 	D(T) := e and D(T) := (D) + e − 1:
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t ¿ 1: Let T=(T1; : : : ;Tu). Then T is said to be a (weak) tD-type vector if each
Ti is a (weak) (t − 1)D-type vector and
(D(Ti)6 D(Ti+1)) D(Ti)¡D(Ti+1) for 16 i6 u− 1:
We de&ne
D(T) := u; 	D(T) := 	D(Tu) and D(T) := D(Tu):
Example 2.14. Let T= ((1; 4); (2; 6; 9; 12; 15; 19; 23)) be a 3D-type vector, where D=
{2; 2}. Then D(T) = 2; 	D(T) = 23 and D(T) = 25.
Remark 2.15. Note that any tD-type vector can be regarded as an ordinary t-type vector
with D(T)=(T), 	D(T)=(T) and D(T)=(T)+(D)−1. If D={1; 1; : : : ; 1},
then (D) = 1 and a (weak) tD-type vector is just a (weak) t-type vector.
Remark 2.16. Let T = ((e1); : : : ; (er)) be a weak 2D-type vector. We usually write
T as (e1; : : : ; er) for simplicity. This does however create confusion since (e1) could
denote both the 2D-type vector ((e1)) or the 1D-type vector (e1). If there is ever any
confusion, we will explicitly state what we are referring to.
Recall that a k-con&guration X of type T satis&es (X)=(T), 	(X)=	(T) and
(X) = (T). In order to state an analogous result for D(T), 	D(T) and D(T),
where D = {d1; : : : ; dr}, we need to de&ne an analogous notion of D, 	D and D
for varieties contained in a &xed complete intersection of type (d1; : : : ; dr). We often
denote a complete intersection of type (d1; : : : ; dr) by c:i:(d1; : : : ; dr) or just c:i:(D)
when D = {d1; : : : ; dr} is understood.
Denition 2.17. Let V be a &xed c:i:(d1; : : : ; dr) in Pn and put D = {d1; : : : ; dr}. Let
X be a subvariety of V . Then we de&ne
D(X) := min{i |HX(i)¡HR=I(V )(i)}:
In other words, D(X) is the least degree of a non-zero form in I(X) that does not
lie in I(V ). Since the Hilbert function of a c:i:(D) only depends on D, our notation
D makes sense. If we wish to stress that X is being considered in Pn, we sometimes
write D;n(X). We also put
	D(X) := max{degGi |Gi is a minimal generator of I(X)=I(V )}
and if X is a zero-dimensional subvariety, we put
D(X) := min{i |KHX(i) = 0};
which is the usual .
We will sometimes use the notation D(H) and D(H) if H is the Hilbert function
of X, since the notions of D(X) and D(X) only depend on HX and not on X itself.
Since 	D(X) and 	D(Y) can be diLerent even if HX = HY, we cannot denote 	D(X)
by 	D(H).
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Denition 2.18 (Sabourin [17, De&nition 3.6]). Let D= {d1; : : : ; dr} and let n¿ r + 1
be an integer. Let R = k[x0; : : : ; xn]. Let V be a &xed c:i:(D) in Pn, so that I(V ) =
(F1; : : : ; Fr) ⊂ R where degFi = di. We de&ne a (weak) k-con&guration with respect
to V in Pn in the following way.
n = r + 1: Let T = (e) be a 1D-type vector. A (weak) k-con&guration X with
respect to V of type T in Pn is V (F1; : : : ; Fr; G) where G is a form of degree e and
(F1; : : : ; Fr; G) is a radical ideal of height r + 1 in R.
n= r + t; t ¿ 1: Let T= (T1; : : : ;Tu) be a (weak) tD-type vector. Let H1; : : : ;Hu
be distinct hyperplanes in Pn, where Hi is de&ned by the linear form Hi. Suppose that
each (F1; : : : ; Fr; Hi) is a radical ideal of height r + 1, so that Vi := V (F1; : : : ; Fr; Hi)
is a c:i:(D) in Hi for which I(Vi) = (F1; F2; : : : ; Fr) in R=Hi.
Let Xi be a (weak) k-con&guration with respect to Vi in Hi of type Ti. Suppose
furthermore that Hi does not contain any point of Xj for j¡ i. Then X=
⋃u
i=1 Xi is
a (weak) k-con&guration with respect to V of type T in Pn.
Notation. Let D = {d1; : : : ; dr}. Let X be a (weak) k-con&guration of type T with
respect to V , where V is a c:i:(d1; : : : ; dr). Then we will say that X is a (weak)
kD-con&guration.
De&ne a weak k-con9guration in the same way as a k-con&guration but with the
condition ¡ replaced with 6 . We caution the reader that this is not the same
de&nition given in [9].
The next result observes exactly how (weak) kD-con&gurations generalize ordinary
(weak) k-con&gurations.
Proposition 1 (Sabourin [17, Proposition 1]). Let r6 n; D = {1; 1; : : : ; 1}. Let T be
an (n − r)D-type vector. A (weak) kD-con9guration X of type T in Pn is a usual
(weak) k-con9guration in Pn−r of type T.
The Hilbert function of a weak kD-con&guration of type T is completely determined
by D and T.
Theorem 2.19 (Sabourin [17, Proposition 3.9]). Let D={d1; : : : ; dr} be a set of positive
integers with (D)¿ 1. Let V be a c:i:(D) in Pn, so that I(V ) = (F1; : : : ; Fr) where
degFi=di. Let X=
⋃u
i=1 Xi be a weak k-con9guration with respect to V in Pn of type
T, where T is a weak (n−r)D-type vector. Then D(HX)=D(T); D(HX)=D(T)
and if t¿ 2, then
HX(j) =
u∑
i=1
HXi(j − u+ i):
Furthermore, there is a 1–1 correspondence between (weak) nD-type vectors and
Hilbert functions of (weak) kD-con9gurations.
We will see (Theorem 3.2) that we also have 	D(X) = 	D(T).
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3. Minimal free resolutions of weak kD-congurations
In this section, we will show that all weak kD-con&gurations of type T have the
same minimal free resolution, provided that (D)¿ 1. The following result can be
found embedded in the proof of [10, Theorem 2.7].
Lemma 1. Let Z be a 9nite set of points contained in a hyperplane H of Pn. Let Y
be a 9nite set of points disjoint from H, and let X=Y∪Z. Let L be the linear form
in R= k[x0; : : : ; xn] that de9nes H. Then
(1) [IX : L] = IY,
(2) 0→ IY(−1) ×L−→IX → (IX + L)=L→ 0 is exact,
(3) H (R=(IX + IL))(t) = H (R=IX)(t)− H (R=IY)(t − 1).
In order to show that all weak kD-con&gurations of type T have the same minimal
free resolution, we will construct more generalized con&gurations, called 	D-con&gura-
tions. We will show in fact that all 	D-con&gurations of type T have the same minimal
free resolution.
Denition 3.1. Let D = {d1; : : : ; dr} with (D)¿ 1 and let n¿ r + 1 be an integer.
Let V be a &xed c:i:(D), so that I(V ) = (F1; : : : ; Fr) where degFi = di. We de&ne a
	-con&guration with respect to V in Pn in the following way.
n = r + 1: A 	-con&guration X with respect to V of type T = (e) in Pn is
V (F1; : : : ; Fr; G) where G is a form of degree e and (F1; : : : ; Fr; G) is a radical ideal
of height r + 1.
n= r + t; t ¿ 1: Let H1; : : : ;Hu be distinct hyperplanes in Pn, where Hi is de&ned
by the linear form Li. Suppose that each (F1; : : : ; Fr; Li) is a radical ideal of height
r+1, so that Vi := V (F1; : : : ; Fr; Li) is a c:i:(D) in Hi for which I(Vi)=(F1; F2; : : : ; Fr)
in R=Li.
Let Xi be a 	-con&guration with respect to Vi in Hi of type Ti. Suppose that
Hi does not contain any point of Xj for j¡ i. Let Y =
⋃u−1
i=1 Xi, and suppose that
HX(i) =HXu(i) +HY(i− 1), and that Y is a 	-con&guration with respect to V in Pn.
Suppose that 	D(Y)¡D(Xu). Then X=
⋃u
i=1Xi is a 	-con&guration with respect to
V of type T= (T1; : : : ;Tu) in Pn.
Notation. Let D = {d1; : : : ; dr}. If X is a 	-con&guration of type T with respect to
V , where V is a c:i:(D), then we say that X is a 	D-con&guration.
It is not clear, a priori, that the T associated to the 	D-con&guration is in fact an
(n− r)-type vector. This will follow (Theorem 3.2) from the condition that 	D(Y)¡
D(Xu) in the de&nition of a 	D-con&guration.
To see that the minimal free resolution of a 	D-con&guration of type T is completely
determined by D and T, we begin by showing that at least the degrees of the minimal
generators are determined by D and T. Indeed, we will be able to determine more
about the minimal generators than just their degrees, and our result will allow us to
determine the entire minimal free resolution.
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Notation. Let X be a &nite set of points in Pn. Let e1; : : : ; es be the degrees of the
minimal generators of IX. We denote by K(IX) the set {e1; : : : ; es} where repetition is
allowed. Also, if d is an integer, we write K(IX)+d for the set {e1+d; e2+d; : : : ; es+d}.
Lemma 2 (Sabourin [17, Lemma 1]). Let V be a 9xed c:i:(D) in Pn and let X ⊆ V
be any subvariety. Let H be a hyperplane chosen so that V ∩ H is a c:i:(D) in
H  Pn−1, not containing any irreducible component of X. Let W ⊆ V ∩H be any
subvariety. If D(X)¡D(W), then D(X ∪W) = D(W).
Notation. Let T be an n-type vector (not necessarily an nD-type vector). We can
de&ne D(T), 	D(T) and D(T), as before, so that D(T) := (T); 	D(T) :=
(T), and D(T) := (T) + (D)− 1.
Theorem 3.2. Let D = {d1; : : : ; dr}, and (D)¿ 1. Let (F1; : : : ; Fr) be a regular se-
quence of forms of R = k[x0; : : : ; xn], where degFi = di. Let X =
⋃u
i=1 Xi be a
	-con9guration with respect to V (F1; : : : ; Fr) of type T. Let Hu be the hyperplane
containing Xu (which is disjoint from Y =
⋃u−1
i=1 Xi) and let L be the linear form
de9ning Hu. If (F1; : : : ; Fr;M1; : : : ; Mt) and (F1; : : : ; Fr; G1; : : : ; Gs; L) are minimal gen-
erating sets of IY and of IXu , respectively, then we can 9nd
(F1; : : : ; Fr; LM1; : : : ; LMt; G′1; : : : ; G
′
s)
which minimally generates IX, where degG′i = degGi. In particular,
K(IX) = ((K(IY) \ {d1; : : : ; dr}) + 1) ∪K(IXu) \ {1}:
Furthermore, T is an (n− r)-type vector and 	D(X) = 	D(T); D(X) = D(T) and
D(X) = D(T).
Proof. Let T = R=L and J = (IX + L)=L. Then from Lemma 1,
H (R=(IX + IL))(t) =H (R=IX)(t)− H (R=IY)(t − 1)
=H (R=IXu)(t):
Now, IX + L ⊆ IXu , so IX + L = IXu . Hence J = IXu . In particular, we can choose
G′i ∈ IX so that G′i ≡ Gi (mod L), so we may assume that G′i = Gi.
Now, by an argument similar to that of the claim in the proof of [10, Theorem 2.7],
we see that IX = 〈LM1; : : : ; LMt; F1; : : : ; Fr; G1; : : : ; Gs〉.
We claim that in fact the LM ’s, F’s and G’s minimally generate IX. Suppose not.
Then one of the following must hold:
(1) Gj =
∑
riLMi +
∑
siFi +
∑
i =j tiGi,
(2) Fj =
∑
riLMi +
∑
i =j siFi +
∑
tiGi,
(3) LMj =
∑
i =j riLMi +
∑
siFi +
∑
tiGi.
Conditions (1) and (2) contradict that the Fi’s and Gj’s minimally generate J . In
(3), we may assume that all the s’s and t’s are not constant, since if any were constant,
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that would bring us to case (1) or (2). Note that
degMj6 	D(Y)¡D(Xu)6 degGi for all i:
Thus, LMj=
∑
i =j riLMi+
∑
siFi. In particular,
∑
siFi ∈ (L). So, Lx∈ 〈F1; : : : ; Fr〉 for
some x. But L is a non-zero-divisor modulo 〈F1; : : : ; Fr〉, so x∈ 〈F1; : : : ; Fr〉. Thus,∑
siFi = L
∑
s′iFi:
Thus, LMj =
∑
i =j riLMi +
∑
si′LFi, and hence Mj =
∑
i =j riMi +
∑
si′Fi. But this
contradicts that the F’s and M ’s minimally generate IY.
Next, we claim that T is an (n− r)-type vector and that 	D(X)=	D(T); D(X)=
D(T) and D(X) = D(T). When n= r + 1, X= V (F1; : : : ; Fr; G), where degG = e
and T= (e). The result is clear in this case, so assume that n¿r + 1.
Now, each Ti is an (n− r − 1)-type vector by the induction hypothesis on n, and
(Ti) = 	D(Ti) = 	D(Xi) by the induction hypothesis on n
¡ D(Xi+1)
= D(Ti+1) by the induction hypothesis on n
= (Ti+1):
So T is indeed an (n− r)-type vector.
Since degMj ¡ degGi for all i; j, we have,
D(X) =min
j
{deg LMj} and 	D(X) = max
i
{degGi}
= 1 +min
j
{degMj}= 	D(Xu):
Now, minj{degMj}= D(Y), and D(X1) = 1 since X1 ⊂ H1, so by induction on u,
D(X) = u. Also, 	D(Xu) = 	D(Tu), by the induction hypothesis on n. But T is an
(n− r)-type vector, so 	D(Tu) = 	D(T).
Also, by the induction hypothesis on u, D(Y)=D(Tu−1) and by the induction hy-
pothesis on n, D(Xu)=D(Tu). Since T is an (n−r)-type vector, (Tu−1)¡(Tu)
6 (Tu). So, D(Y)=D(Tu−1)=(Tu−1)+(D)−1¡(Tu)+(D)−1=D(Tu)=
D(Xu). Then, by Lemma 2, D(X)=D(Xu)=D(Tu)=D(T). This completes the
proof.
We need some lemmas before we can prove the main result of this section.
Lemma 3. Let I = 〈G1; : : : ; Gs〉 ⊂ J = 〈M1; : : : ; Mt〉 and let L be a non-zero-divisor
modulo J. Then 〈LJ; I〉= 〈L; I〉 ∩ J .
Proof. One containment is obvious, so assume that
= a1M1 + · · ·+ atMt
= bL+ b1G1 + · · ·+ bsGs ∈ 〈M1; : : : ; Mt〉 ∩ 〈L; G1; : : : ; Gs〉:
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Then, bL∈ J , since every other term in the equality is. But then so is b, since L is a
non-zero-divisor modulo J . Then ∈ 〈LJ; I〉, as required.
Lemma 4. Let D = {d1; : : : ; dr}. Let X be a 	D-con9guration in Pn with respect to
V (F1; : : : ; Fr), where n¿ r + 1. Then I(X) can be written in the form (F1; : : : ; Fr; J ),
where (F1; : : : ; Fr) is regular modulo J.
Proof. We use induction on n and u, the case u=1 being the induction hypothesis on
n.
If n = r + 1, then I(X) = (F1; : : : ; Fr; G), which is a regular sequence, so indeed
F1; : : : ; Fr is regular modulo (G).
Let n¿ r+2. Let IX=(F1; : : : ; Fr; LM1; : : : ; LMt; G1; : : : ; Gs) as in Theorem 3.2, where
(F1; : : : ; Fr;M1; : : : ; Mt) and (F1; : : : ; Fr; G1; : : : ; Gs; L) are minimal generating sets of IY
and of IXu , respectively, and where F1; : : : ; Fr is regular modulo both 〈M1; : : : ; Mt〉 and
〈G1; : : : ; Gs; L〉, by induction on n and u. Now, IX ⊆ IY, so Gi ∈ 〈F1; : : : ; Fr;M1; : : : ; Mt〉
for each i. Suppose that
Gi = a1iF1 + · · ·+ ariFr + b1iM1 + · · ·+ btiMt:
Then
〈F1; : : : ; Fr; L; b11M1 + · · ·+ bt1Mt; : : : ; b1sM1 + · · ·+ btsMt〉
still minimally generates IXu and
〈F1; : : : ; Fr; LM1; : : : ; LMt; b11M1 + · · ·+ bt1Mt; : : : ; b1sM1 + · · ·+ btsMt〉
still minimally generates IX. So, we may assume that Gi ∈ 〈M1; : : : ; Mt〉 for each i. We
&rst show that F1 is a non-zero-divisor modulo
J = 〈LM1; : : : ; LMt; G1; : : : ; Gs〉:
Now, suppose that
F1∈ 〈LM1; : : : ; LMt; G1; : : : ; Gs〉 ⊆ 〈M1; : : : ; Mt〉 ∩ 〈L; G1; : : : ; Gs〉:
By induction on u, F1; : : : ; Fr is regular modulo 〈M1; : : : ; Mt〉 and by induction on n,
F1; : : : ; Fr is regular modulo 〈L; G1; : : : ; Gs〉. Hence,
∈ 〈M1; : : : ; Mt〉 ∩ 〈L; G1; : : : ; Gs〉:
We claim that L is a non-zero-divisor modulo 〈M1; : : : ; Mt〉. We know that L is a
non-zero-divisor modulo 〈F1; : : : ; Fr;M1; : : : ; Mt〉, and F1; : : : ; Fr is regular modulo
〈M1; : : : ; Mt〉. Since the order of elements in a regular sequence is interchangeable,
L is a non-zero-divisor modulo 〈M1; : : : ; Mt〉. This allows us to apply Lemma 3. So
∈ 〈LM1; : : : ; LMt; G1; : : : ; Gs〉. This shows that F1 is a non-zero-divisor modulo
〈LM1; : : : ; LMt; G1; : : : ; Gs〉.
Now suppose that
Fi∈ 〈Fi−1; : : : ; F1; LM1; : : : ; LMt; G1; : : : ; Gs〉
⊆ 〈Fi−1; : : : ; F1; M1; : : : ; Mt〉 ∩ 〈Fi−1; : : : ; F1; L; G1; : : : ; Gs〉:
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So, by induction on n and u,
∈ 〈Fi−1; : : : ; F1; M1; : : : ; Mt〉 ∩ 〈Fi−1; : : : ; F1; L; G1; : : : ; Gs〉:
So as before,
∈ 〈Fi−1; : : : ; F1; LM1; : : : ; LMt; G1; : : : ; Gs〉;
as required.
Lemma 5. Let I be the ideal (in R= k[x0; : : : ; xn−r ; y1; : : : ; yr]) of a 	D-con9guration
in Pn of type T, where n¿ r + 1. Then we can 9nd r linear forms L1; : : : ; Lr and
an ideal I ′ of R such that I = 〈F1; : : : ; Fr; I ′〉 and J := 〈L1; : : : ; Lr; I ′〉 is the radical
ideal de9ning a k-con9guration in Pn−r of type T, considered in Pn. Furthermore,
the sequences F1; : : : ; Fr and L1; : : : ; Lr are both regular modulo I ′.
Proof. We use induction on n. So suppose that n=r+1. Then X is a 	D-con&guration
in Pr+1 of type T = (e) so that I = (F1; : : : ; Fr; G) is a radical ideal of height r + 1.
In particular, {F1; : : : ; Fr; G} is a regular sequence, and G has no repeated factors.
So, for r general linear forms L1; : : : ; Lr; {L1; : : : ; Lr; G} is a regular sequence. As
well, by Bertini’s Theorem, these r forms can be chosen so that J = 〈L1; : : : ; Lr; G〉
remains radical. Thus, J de&nes e distinct points on the line de&ned by (L1; : : : ; Lr).
This completes the base case.
Now, suppose that n¿r + 1. Then, X is a 	D-con&guration in Pn of type T =
(T1; : : : ;Tu), where T is an (n − r)-type vector. Now, letting X = Y ∪ Xu where
Y=
⋃u−1
i=1 Xi and letting Hu be the linear form de&ning the hyperplane containing Xu,
we write
IY = (F1; : : : ; Fr;M1; : : : ; Mt)
and
IXu = (F1; : : : ; Fr; G1; : : : ; Gs; Hu)
where F1; : : : ; Fr is regular modulo both 〈M1; : : : ; Mt〉 and 〈G1; : : : ; Gs; Hu〉 and where
G1; : : : ; Gs ∈ IX. Then
IX = 〈F1; : : : ; Fr; HuM1; : : : ; HuMt; G1; : : : ; Gs〉
and F1; : : : ; Fr is a regular sequence modulo 〈HuM1; : : : ; HuMt; G1; : : : ; Gs〉. By the in-
duction hypothesis on n and on u (the base case u= 1 being the induction hypothesis
on n), we see that for r general linear forms,
(1) 〈L1; : : : ; Lr; M1; : : : ; Mt〉 is the ideal de&ning a k-con&guration of type (T1; : : : ;
Tu−1) in Pn−r;
(2) 〈L1; : : : ; Lr; G1; : : : ; Gs; Hu〉 is the ideal de&ning a k-con&guration of type Tu in
Pn−r−1;
(3) (L1; : : : ; Lr) is regular modulo (M1; : : : ; Mt) and (G1; : : : ; Gs; Hu);
We know that Hu is a non-zero-divisor modulo IY = (F1; : : : ; Fr;M1; : : : ; Mt). But
(F1; : : : ; Fr) is regular modulo (M1; : : : ; Mt), so by interchanging the order of the reg-
ular sequence, we see that (F1; : : : ; Fr) is regular modulo (Hu;M1; : : : ; Mt) and Hu is a
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non-zero-divisor modulo (M1; : : : ; Mt). But then, for r general linear forms L1; : : : ; Lr ,
we see that L1; : : : ; Lr is regular modulo (Hu;M1; : : : ; Mt) and Hu is a non-zero-divisor
modulo (M1; : : : ; Mt). Again by interchanging elements of the regular sequence, we see
that Hu is a non-zero-divisor modulo (L1; : : : ; Lr; M1; : : : ; Mt). Thus, Hu does not contain
a point of the k-con&guration de&ned by (L1; : : : ; Lr; M1; : : : ; Mt). Thus,
(L1; : : : ; Lr; M1; : : : ; Mt) ∩ (L1; : : : ; Lr; G1; : : : ; Gs; Hu)
=(L1; : : : ; Lr; HuM1; : : : ; HuMt; G1; : : : ; Gs) (by Lemma 3)
is a radical ideal (being the intersection of two radical ideals) which de&nes a k-con-
&guration in Pn−r of type T. Furthermore, L1; : : : ; Lr is regular modulo 〈HuM1; : : : ;
HuMt; G1; : : : ; Gs〉, as required.
Notation. Let F be a graded R-module. We will denote
⊕
I⊆{1;:::;r}
|I |=k
F
(
−
∑
i∈I
di
)
by F(−Dk):
Theorem 3.3. Let (F1; : : : ; Fr) be a radical ideal where F1; : : : ; Fr form a regular se-
quence of elements of R = k[x0; : : : ; xt] and degFi = di, n = r + t; t¿ 2. Let T be a
t-type vector. Let X be a 	D-con9guration with respect to V = V (F1; : : : ; Fr) of type
T in Pn and let S = k[x0; : : : ; xt ; y1; : : : ; yr]. Let Z be a k-con9guration of type T in
Pt . If
0→Ft → · · · →F1 → R→ R=IZ → 0
is the minimal free R-resolution of IZ, then the minimal free S-resolution of IX is
0→ Gn ⊗R S → · · · → G1 ⊗R S → S → S=IX → 0;
where
G1 = R(−D1)⊕F1;
G2 = R(−D2)⊕F1(−D1)⊕F2;
...
Gr = R(−Dr)⊕F1(−Dr−1)⊕ · · · ⊕Fr−1(−D1)⊕Fr ;
Gr+1 = F1(−Dr)⊕F2(−Dr−1)⊕ · · · ⊕Fr(−D1)⊕Fr+1;
...
Gr+t=n = Ft(−Dr);
where Fi = 0 for i¿ t.
Proof. Let X be a 	D-con&guration of type T. Then I = 〈F1; : : : ; Fr; J 〉, where
(1) {F1; : : : ; Fr} is regular modulo J ;
(2) J is a lifting of the ideal of a k-con&guration of type T.
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From (2), the graded Betti numbers of the S-resolution of J are the same as those
of the R-resolution of a k-con&guration of type T [4, Proposition 1.1.5]. From (1)
and Theorem 2.1, we can use the mapping cone construction to &nd a minimal free
resolution of I . The result follows.
Proposition 2. Let F1; : : : ; Fr be a regular sequence that generates a radical ideal.
Let H1; : : : ;Hu be u distinct hyperplanes in Pn, where n= r + 2. Let Li be the linear
form de9ning Hi. Let Gi be forms for which degGi ¡ degGi+1 and Gi |Gi+1 for
16 i6 u − 1. Let Xi = V (F1; : : : ; Fr; Gi; Li) and put X =
⋃u
i=1 Xi. Suppose that Hi
does not contain any point of Xj for j¡ i. Then X is a 	D-con9guration.
Proof. Let Y=
⋃u−1
i=1 Xi. First, we show HX(i) = HXu(i) + HY(i − 1).
Let A = V (F1; F2; : : : ; Fr; Gu; L1L2 · · ·Lu) be a c:i:(d1; : : : ; dr; degGu; u) and B = V
(F1; F2; : : : ; Fr , Gu; L1L2 · · ·Lu−1) a c:i:(d1; : : : ; dr; degGu; u− 1) chosen so that X ⊂ A
and Y ⊂ B. Let  := (A), so that (B)=−1. By the Generalized Cayley–Bacharach
Theorem [5], the following two equations hold:
(1) KHA(t) = KHA\X(t) + KHX( − 1− t) for 06 t6  − 1,
(2) KHB(t) = KHB\Y(t) + KHY( − 2− t) for 06 t6  − 2.
But A \X= B \Y, so (1)− (2) gives
(∗) KHA(t)−KHB(t) = KHX(−1−t)−KHY( − 2− t) for 06 t6  − 2:
Again, by the Generalized Cayley–Bacharach Theorem,
KHXu( − 1− t) = KHA(t)−KHB(t);
so, replacing t by  − 1− s, we can rewrite (∗) as
KHX(s) = KHXu(s) + KHY(s− 1) for 16 s6  − 1:
But the equality clearly holds for s= 0 and for s¿ , so it holds for all s¿ 0.
We now show, by induction on i, that Yi :=
⋃i
j=1 Xj has minimal generating set
{F1; : : : ; Fr; Gi; Gi−1Li; Gi−2Li−1Li; : : : ; G1L2 · · ·Li; L1 · · ·Li}:
For i = 1; Y1 =X1 = V (F1; : : : ; Fr; G1; L1), so the result is true in this case. Suppose
the result is true for i − 1. Then
	D(Yi−1) = degGi−1¡ degGi = D;n−1(Xi);
so by Theorem 3.2, {F1; : : : ; Fr; Gi; Li(Gi−1; Gi−2Li−1; : : : ; L1 · · ·Li−1)} minimally gen-
erates IYi , and so 	D(Yi) = degGi ¡ degGi+1 = D(Xi+1), as required.
This is the best possible in the sense that we cannot settle for degGi = degGi+1
since even the minimal generator degrees need not be those predicted in that case:
Example 3.4. With the notation of Theorem 3.2, let r=0; n=2; degG1 =2; degG2 =
3; degG3 = degG4 = 4. Then X is a weak k-con&guration of type (2,3,4,4) that is
contained in a c:i:(G4; L1L2L3L4). Then one easily checks that HX(t)=HX4 (t)+HY(t−
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1), where Y is a k-con&guration of type (2,3,4) and X4 consists of 4 points on a line.
But 	D(Y)=4=D(X4). Since the minimal generator degrees for Y, a k-con&guration
of type (2,3,4) in P2, are {3; 4; 4; 4}, Theorem 3.2 predicts that the minimal generator
degrees of X are {4; 5; 5; 5} ∪ {4}= {4; 4; 5; 5; 5}. However, if we choose the Gi’s as
follows:
G1 = x0(x0 − x2);
G2 = x0(x0 − x2)(x0 − 2x2);
G3 = G4 = x0(x0 − x2)(x0 − 2x2)(x0 − 3x2);
and choose Li = x1 − (i − 1)x2, then X can be pictured as follows in P2:
We know, by monomial lifting (see [7, Theorem 2.2]) that I(X) lifts J = 〈x40 ; x30x21 ;
x20x
3
1 ; x
4
1〉, so the minimal generator degrees of I(X) are 4,4,5 and 5 [4, Proposition
1.1.5].
Remark 3.5. For each D={d1; : : : ; dr} and n-type vector T, there is a 	D-con&guration
of type T. For example, we construct a standard 	D-con9guration of type T as
follows. If T = (e) is a 1-type vector, and if we let Fi =
∏di−1
j=0 (yi − jx0) and G =∏e−1
j=0 (x1 − jx0), then Z(F1; : : : ; Fr; G) in Pr+1 is a standard 	D-con9guration of type
T. If T = (T1; : : : ;Tu) is a t-type vector and we have a standard 	D-con&guration
Xi of type Ti in the hyperplane de&ned by xt − (u− i)xo, then
⋃u
i=1 Xi is a standard
	D-con9guration of type T in Pr+t .
4. Applications
4.1. Socle-permissible values
We know that, given a &nite set of points X, the values that occur as the degree of
some point of X form a (sometimes strict) subset of the socle-permissible values [1,2,
Example 4]. Thus, we are interested in &nding sets of points X which are extremal
in the sense that every socle-permissible value occurs as the degree of some point of
X. Bazzotti [2] has shown that all k-con&gurations satisfy this property, and complete
intersections trivially provide another such class. Since kD-con&gurations generalize
both classes, it is natural to ask if kD-con&gurations satisfy this property as well.
Indeed, we have the following stronger result:
Theorem 4.1. Let D = {d1; : : : ; dr}, R = k[x0; : : : ; xn; y1; : : : ; yr] and let T be a weak
nD-type vector, where (D)¿ 1. Let X be a weak kD-con9guration of type T. Then
the degrees of the points of X are precisely the socle-permissible values.
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Before proving this, we need the following lemma:
Proposition 3 (Sabourin [17, Corollary 1]). Let X=
⋃u
i=1 Xi be a weak kD-con9gura-
tion, where (D)¿ 1. Let P ∈Xi. Then degXP = degXiP + u− i:
Proof of Theorem 4.1. We use induction on n. If n = 1, then T = (e) and X is a
c:i:(d1; : : : ; dr; e) in Pr+1. Thus, for any P ∈X,
degXP = (D) + e − 2 = d1 + · · ·+ dr + e − (r + 1):
The last shift in the minimal free resolution of IX is d1 + · · ·+ dr + e, so the result is
true in this case.
If n¿ 1, then let T= (T1; : : : ;Tu). Let Y=
⋃u−1
i=1 Xi. From Proposition 3,
degX(P) =
{
degY(P) + 1 if P ∈Y;
degXu(P) if P ∈Xu:
Thus, it is enough to show that the socle-permissible values satisfy the same formula.
That is, if we let S(X) denote the socle-permissible values for R=IX, then we need
S(X)= {S(Y)+1; S(Xu)}. But this is true for k-con&gurations [10, Theorem 3.6] and
so, by Theorem 3.3, is also true for weak kD-con&gurations.
4.2. Extremal resolutions
Since we know [10] that a k-con&guration has the maximal resolution among all
sets of points with the same Hilbert function, one might hope that the resolutions of
kD-con&gurations are also maximal in some sense.
Since complete intersections have relatively sparse minimal free resolutions, one
would expect the sequence which is regular modulo the other generators to have a
“trimming” eLect on the resolution. Thus, if we wish to &nd a way in which the ideals
of k-con&gurations with respect to complete intersections have a maximal resolution,
we should take into account the fact that the generators of the complete intersection
form a regular sequence modulo the other minimal generators of the ideal. Indeed, we
have:
Theorem 4.2. Let I be an ideal of R=k[x0; : : : ; xn; y1; : : : ; yr], de9ning a 	D-con9gura-
tion, where D = {d1; : : : ; dr}. Let J be an ideal of R for which HJ = HI , J =
(J ′; G1; : : : ; Gr), and degGi = di, where
(1) G1; G2; : : : ; Gr is regular modulo J ′ and
(2) J ′ is a perfect ideal of height n.
Then ResI¿ResJ .
Proof. We know that I = 〈I ′; F1; : : : ; Fr〉, where I ′ is the lifting of a k-con&guration
ideal and F1; : : : ; Fr form a regular sequence modulo I ′.
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Then the resolution of J is obtained from the resolution of J ′ in the same way
that the resolution of I is obtained from the resolution of I ′, so it is enough to show
that ResI ′¿ResJ ′ . For r general linear forms, L1; : : : ; Lr is regular modulo both I ′
and J ′. Consider I ′ := (I ′; L1; : : : ; Lr)=(L1; : : : ; Lr) and J ′ := (J ′; L1; : : : ; Lr)=(L1; : : : ; Lr)
as ideals of S := R=(L1; : : : ; Lr). Then HI ′ = HJ ′ . Also, I
′ has the same graded Betti
numbers in S as I ′ does in R and J ′ has the same graded Betti numbers in S as J ′
does in R, so it is enough to show that ResI ′¿ResJ ′ . Now, we have
depthR R=J
′ = n+ r + 1− h dimR R=J ′
= n+ r + 1− h dimSS=J ′
= r + depthS S=J ′:
Since R=J ′ is Cohen–Macaulay and k dim R = k dim S + r, we see that S=J ′ is
also Cohen–Macaulay. I ′ is Cohen–Macaulay since it is the ideal of a k-con&guration.
Thus, a general linear form L of S is a non-zero-divisor modulo both I ′ and J ′,
and so (J ′; L)=L has Hilbert function KHJ ′ =KHI ′ . Moreover, (J ′; L)=L has the same
graded Betti numbers in S=L as J ′ does in S. But I ′ has the maximal resolution pos-
sible for KHI ′ , so the resolution of I
′ is at least as large as the resolution of J ′, as
required.
Remark 4.3. Let D = {d1; : : : ; dr}, and
R= k[x1; : : : ; xn; y1; : : : ; yr]=(y
d1
1 ; : : : ; y
dr
r ):
Given an n-type vector T (not necessarily an nD-type vector), we de&ned in [18] an
associated ideal WT of R, and we showed that WT is a lex-segment ideal of R if and
only if T is an nD-type vector (not just an n-type vector). Thus, if T is an nD-type
vector, we can look at WT as an ideal of R= k[x1; : : : ; xn; y1; : : : ; yr] that contains the
powers yd11 ; : : : ; y
dr
r and a lex-segment modulo those powers. The reader familiar with
lex-plus-powers (LPP) ideals (see, for example, [6]) might recognize this as very nearly
the condition required for LPP ideals. However, LPP ideals have one extra condition,
namely that the powers of the variables xn; : : : ; x1; y1; : : : ; yr (in that order) must be a
non-decreasing sequence, a property which the ideals WT, by de&nition, never satisfy.
Thus, the ideals associated to kD-con&gurations provide a family of ideals for which
the only condition of LPP ideals that they fail to satisfy is the non-decreasing nature
of the sequence. Furthermore, it is easy to construct examples of n-type vectors T
where the LPP ideal with the same Hilbert function and a regular sequence in the
same degrees has strictly larger resolution.
4.3. Hilbert functions with no unique smallest resolution
Richert [16] has found an in&nite class of Hilbert functions which do not permit
a unique smallest minimal free resolution. Surprisingly, his in&nite class consisted
entirely of Hilbert functions of regular sequences; regular sequences were previously
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thought to provide the unique smallest minimal free resolutions compatible with their
Hilbert functions.
We include here another in&nite class of Hilbert functions which also permit no
unique smallest minimal free resolution. We obtain this class by &nding Hilbert func-
tions which admit 	D-con&gurations for at least two diLerent sets D and E with
(D)¿ 1 and (E)¿ 1. We will then &nd conditions under which no ideal with the
given Hilbert function can have Betti numbers smaller than those of both the 	D- and
	E-con&gurations.
Notation. We write HD;T for the Hilbert function of a 	D-con&guration of type T.
Theorem 4.4. Let 1¡a¡b be positive integers. Let D = {a}, T = (x1; : : : ; xb) and
let E={b}; T′=(y1; : : : ; ya) (so that D(T)=b and E(T′)=a). Let g=gcd(a; b).
Suppose that the following conditions all hold:
(1) if  ≡ 1mod b=g, then
x+1 − x = x+2 − x+1 = · · ·= x+b=g−1 − x+b=g−2 = a+ 1;
(2) if 	 ≡ 1mod a=g, then
y	+1 − y	 = y	+2 − y	+1 = · · ·= y	+a=g−1 − y	+a=g−2 = b+ 1;
(3) if  ≡ 1mod b=g, 	 ≡ 1mod a=g and if (	− 1)g=a=(− 1)g=b, then y	−y	−1 =
x − x−1 + b− a, and
(4) ya + b= xb + a.
Then HD;T = HE;T′ .
Note that Theorem 4.4 dividesT (respectivelyT′) into g=gcd(a; b) blocks A1; : : : ; Ag
(respectively B1; : : : ; Bg) of numbers. The numbers in each block are exactly a+1 (re-
spectively b+ 1) apart. This is the content of conditions (1) and (2). Also, if the last
number of Ai is exactly k less than the &rst number of Ai+1, then the last number of
Bi is exactly k + b− a less than the &rst number of Bi+1. This is the content of con-
dition (3). Condition (4) guarantees that (HD;T) = (HE;T′), an obviously necessary
condition for the two Hilbert functions to be equal.
Before proving Theorem 4.4, we provide some examples.
Example 4.5. Let
D = {2};T= (1; 4; 7; 10; 13)
and
E = {5};T′ = (4; 10):
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Then we have
1 2 2 2 2 2 2 2 2 2 2 2 2 1 0 →
1 2 2 2 2 2 2 2 2 2 1 0 →
1 2 2 2 2 2 2 1 0 →
1 2 2 2 1 0 →
1 1 0 →
KHD;T : 1 3 5 7 9 9 8 7 6 5 4 3 2 1 0 →
and
1 2 3 4 5 5 5 5 5 5 4 3 2 1 0 →
1 2 3 4 4 3 2 1 0 →
KHE;T′ : 1 3 5 7 9 9 8 7 6 5 4 3 2 1 0 →
Notice that if we decrease each integer in T by 1, we are simply decreasing KH by
1 in the last 10 degrees. Similarly, decreasing each integer in T′ by 1 does the same
thing. Thus,
D = {2};T= (3; 6; 9; 12)↔ E = {5};T′ = (3; 9):
But the 2-type vector (3; 6; 9; 12) has length 4, so we also have
D = {2};T= (3; 6; 9; 12)↔ E = {4};T′ = (5; 10):
In this way, Theorem 4.4 allows us to &nd 	D-con&gurations with the same Hilbert
function for three diLerent sets D, each with (D)¿ 1.
Example 4.6. Suppose we have
D = {4};T= (1; 6; 11; 16; 21; 26)
and
E = {6};T′ = (3; 10; 17; 24):
Then HD;T = HE;T′ . We also have equality among the following pairs:
D = {4} E = {6}
(1; 6; 11; 16; 21; 26) (3; 10; 17; 24)
(2; 7; 12; 16; 21; 26) (4; 11; 17; 24)
(1; 6; 11; 17; 22; 27) (3; 10; 18; 25)
(3; 8; 13; 16; 21; 26) (5; 12; 17; 24)
(4; 9; 14; 16; 21; 26) (6; 13; 17; 24)
(5; 10; 15; 16; 21; 26) (7; 14; 17; 24)
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Proof of Theorem 4.4. First, suppose that x− x−1 = a+1 and y	 − y	−1 = b+1 for
all  and 	. We know that D(T)= xb+a−1=ya+b−1=E(T′). Furthermore, the
last (b − 1)a + min(x1; a) places of KHD;T decrease from (b − 1)a + min(x1; a) to 0
in steps of 1 in each place. Similarly, the last (a− 1)b+min(y1; b) places of KHE;T′
decrease from (a− 1)b+min(y1; b) to 0 in steps of 1 in each place. By using the 3
equalities
y1 = ya − (b+ 1)(a− 1);
x1 = xb − (a+ 1)(b− 1);
xb + a= ya + b;
one checks easily that (a−1)b+min(y1; b)=(b−1)a+min(x1; a), since a=min(x1; a)
if and only if b=min(y1; b). Now, there are
ya + b− 1− ((a− 1)b+min(y1; b)) = b+ a− 2 + max(0; y1 − b)
places at the beginning. So we need to show that KHD;T =KHE;T′ for 06 i6 a +
b−3+max(0; y1−b). First suppose that 06 i6 x1+b−2. Notice that i−b+16 x1−
1¡D((x1)) and i− a+16y1 − 1¡E((y1)). Letting F de&ne a curve of degree a
in P2 and G a curve of degree b, we have
KHD;T(i) =KHc:i:(a;xb);P2 (i) + · · ·+KHc:i:(a;x1);P2 (i − b+ 1)
=HF(i) + · · ·+ HF(i − b+ 1)
=Hc:i:(a;b);P2 (i)
and
KHE;T′(i) =KHc:i:(b;ya);P2 (i) + · · ·+KHc:i:(b;ya);P2 (i − a+ 1)
=HG(i) + · · ·+ HG(i − b+ 1)
=Hc:i:(a;b);P2 (i):
Now suppose that x1 + b− 16 i6 x1 + b+ a− 2.
Notice that i−b+26 x1+a¡x2=D((x2)) and that i−a+26 x1+b¡y2=E((y2)).
So,
KHD;T(i) =KHc:i:(a;xb);P2 (i) + · · ·+KHc:i:(a;x2);P2 (i − b+ 2)
+KHc:i:(a;x1);P2 (i − b+ 1)
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=HF(i) + · · ·+ HF(i − b+ 2) +KHc:i:(a;x1);P2 (i − b+ 1)
=Hc:i:(a;b−1);P2 (i) + KHc:i:(a;x1);P2 (i − b+ 1)
and
KHE;T′(i) =KHc:i:(b;ya);P2 (i) + · · ·+KHc:i:(b;y2);P2 (i − a+ 2)
+KHc:i:(b;y1);P2 (i − a+ 1)
=HG(i) + · · ·+ HG(i − b+ 2) +KHc:i:(b;y1);P2 (i − a+ 1)
=Hc:i:(a−1; b);P2 (i) + KHc:i:(b;y1);P2 (i − a+ 1):
So it remains to show, for 06 i6 a+ b− 3 + max(0; y1 − b), that
Hc:i:(a;b−1)(i) + KHc:i:(a;x1)(i − b+ 1) = Hc:i:(a−1; b)(i) + KHc:i:(b;y1)(i − a+ 1);
where all the complete intersections are understood to be in P2.
Thus, it is enough to show that
Hc:i:(a;b−1)(i) = Hc:i:(a−1; b)(i) + b− a (∗)
and
KHc:i:(b;y1)(i − a+ 1) =KHc:i:(a;x1)(i − b+ 1) + b− a (∗∗)
in the required interval.
In fact, the &rst equation holds for i¿ b − 2 and the second equation holds for
min(a; x1) + b − 26 i6 (c:i:(a; x1)) + b − 1 = x1 + a + b − 2. Both of these are
easy exercises in light of the well-known nature of the Hilbert functions of complete
intersections.
If gcd(a; b) = 1, we are done. So suppose that gcd(a; b) = g¿ 1.
Divide T into g blocks A1; : : : ; Ag of length b=g and divide T′ into g blocks
B1; : : : ; Bg of length a=g, ordering the blocks from left to right. For example, if
D = {3};T= (1; 5; 9; 13; 17; 21; 25; 29; 33; 37; 41; 45)
and
E = {12};T′ = (10; 23; 36);
then A1 = (1; 5; 9; 13); A2 = (17; 21; 25; 29); A3 = (33; 37; 41; 45) and B1 = (10); B2 =
(23); B3 = (36).
If we begin with T and T′ of the form given above (so that x− x−1 = a+1 and
y	 − y	−1 = b + 1 for all  and 	), then we know that HD;T = HE;T′ . Let ri be the
&rst element of block Ai in T, and let si be the &rst element of block Bi in T′, so
that si = ri + [(b − a)=g](g − i + 1). Then, increasing (respectively, decreasing) each
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element of block Ai by k increases (respectively, decreases) each of
KH (j); KH (j + 1); : : : ; KH (j + a− 1);
KH (j + a); KH (j + a+ 1); : : : ; KH (j + 2a− 1);
...
KH
(
j +
(
b
g − 1
)
a
)
; KH
(
j +
(
b
g − 1
)
a+ 1
)
; : : : ; KH
(
(j + bga− 1
)
by k, where j = ri + (b=g)(g − i + 1) (as long as changing block Ai in that way still
leaves T a 2-type vector). Increasing (respectively, decreasing) each element of block
Bi by k increases (respectively, decreases) each of
KH (j); KH (j + 1); : : : ; KH (j + b− 1);
KH (j + b); KH (j + b+ 1); : : : ; KH (j + 2b− 1);
...
KH
(
j +
(
a
g − 1
)
b
)
; KH
(
j +
(
a
g − 1
)
b+ 1
)
; : : : ; KH
(
j + agb− 1
)
by k, where j = si + (a=g)(g − i + 1) (as long as changing block Bi in that way still
leaves T′ a 2-type vector). But,
si +
a
g
(g− i + 1)− 1 = ri + b− ag (g− i + 1) +
a
g
(g− i + 1)− 1
= ri +
b
g
(g− i + 1)− 1:
Thus, changing each block Ai changes KHD;T in the same way as changing each
block Bi changes KHE;T′ . This completes the proof.
Remark 4.7. If D = {d} and T = (a; a + d + 1; a + 2(d + 1); : : : ; a + (e − 1)(d +
1)), then the last shifts in the resolution of a 	D-con&guration of type T are a +
(e− 1)(d+1)+ d− 1; a+ (e− 2)(d+1)+ d; : : : ; a+ d+ e− 2. If E= {e} and e¿d,
and T′ = (a+ e − d; a+ e − d+ e + 1; : : : ; a+ e − d+ (d− 1)(e + 1)), then the last
shifts in the resolution of a 	E-con&guration of type T′ are a+ e − d+ (d− 1)(e +
1) + e − 1; a+ e − d+ (d− 2)(e + 1) + e; : : : ; a+ e − d+ e + d− 2. Note that
a+ (e − d) + (d− 1)(e + 1) + e − 1 = a+ (e − 1)(d+ 1) + d− 1;
so they have at least this one shift in common. Furthermore, they have exactly gcd(d; e)
shifts in common. Hence, if gcd(d; e) = 1, any resolution below both these resolutions
must be Gorenstein. But these Hilbert functions KHD;T are never symmetric, since they
always end in 2 1 0 → and always begin with 1 3. Thus, we have an in&nite family
of Hilbert functions which do not admit a unique smallest minimal free resolution.
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