The use of an amorphous silicon electronic portal imaging device (EPID) and Monte Carlo calculations were investigated for pretreatment fluence verification in intensity modulated stereotactic radiotherapy (IMSRT). Monte Carlo calculations were performed using BEAM, a general purpose Monte Carlo code to simulate radiation beams from radiotherapy units.
Introduction
Since IMRT was added to the arsenal of radiotherapy techniques, practitioners have sought to simplify quality assurance procedures. One common intensity modulated radiation therapy (IMRT) quality assurance (QA) process involves using homogeneous QA phantoms to evaluate the treatment planning system (TPS) dose calculations for each patient plan. Relative dose distribution measurements Abbreviations: EPID: Electronic portal imaging device; IMRT: Intensity modulated radiation therapy; IMSRT: Intensity modulated stereotactic radiotherapy; MLC: Multileaf collimator; mMLC: Miniature multileaf collimator; QA: Quality assurance; TPS: Treatment planning system. Technology in Cancer Research & Treatment, Volume 8, Number 6, December 2009 comparable to the EPID measurements. The proposed method combines the absolute dosimetry advantages of ion chambers with the two dimensional dosimetry capability of film.
A number of works have proposed using EPID's for quantitative pretreatment verification of intensity modulated fluence pattern, with some including the use of Monte Carlo calculations (4-9). However, these works primarily focus on the verification of large IMRT fields where small fields comprise only a limited number of the segments. There is still a need to examine the methodology specifically for use in stereotactic fields that are entirely composed of small fields where the dosimetric issues previously mentioned are common.
Previous work has shown that amorphous silicon (a-Si) possesses the necessary resistance to radiation damage necessary for routine use in radiotherapy verification.(10) The application of EPID dosimetry for IMRT QA represents a marked change from the original EPID use as a tool for portal verification of patient setup (11). Using the EPID for IMSRT verification allows for rapid acquisition and analysis of the fluence pattern image. The digital format of the EPID images is ideally suited for data storage, transfer, and analysis. In addition, the EPID images negate the need for film processing.
Monte Carlo calculations offer the advantage of explicitly modeling all of the physical interactions involved in the treatment process. These processes include interactions within the accelerator as well as within the EPID itself. The Monte Carlo calculations, based on the known leaf sequences to be delivered, can be calculated prior to the first patient treatment fraction and then used as a reference for each fraction's fluence pattern verification. The ability to define the fixed geometry of the Monte Carlo simulation allows the resulting calculations to be used as a daily reference standard. In addition, the ability of the Monte Carlo calculations to calculate absolute dose to the EPID allow for the generation of absolute dose to pixel conversion factor. This means that the predicted pixel values for a particular fluence pattern can be calculated to compare with the measured image pixel values.
This work investigates the viability of using an a-Si EPID and Monte Carlo calculations for pretreatment verification of IMSRT. The current work involves characterization of EPID dose response, feasibility of using the EPID for relative and absolute dosimetry, and reliable image acquisition. The Monte Carlo investigation involves accurate modeling of the EPID geometry and material composition as well as determination of a calculated dose to pixel value calibration for comparison of the measured and calculated images in small field geometries. The Monte Carlo model used here was commissioned specifically for small fields typically found in stereotactic procedures. are performed using film and absolute dose verification measurements are made using an ion chamber. One disadvantage of this method is that there is no way to distinguish between dose calculation errors from the treatment planning system and dose delivery errors due to improper functioning of the dose delivery equipment (e.g., error in MLC leaf positioning). It is desirable to have an efficient method of dose delivery verification prior to each patient treatment fraction to ensure that the dose delivery equipment is operating properly.
Adding to the difficulty of the QA process for IMSRT is the size of the fields commonly employed. Previous works have demonstrated issues in measurement of doses delivered by small fields due to issues such as loss of electronic equilibrium and volume averaging effects of commonly used detectors (1-3). The goal of this work was to develop an efficient method for pretreatment verification of the TPS fluence pattern specifically for IMSRT where small fields are common.
Ion chambers are frequently used for absolute point dosimetry in IMRT QA in regions of uniform dose (i.e., low gradient) where electron equilibrium is expected to exist and volume averaging does not play a significant role. The accuracy of the measured dose may be questionable under conditions where equilibrium does not exist, such as in very small fields (i.e., ≤ 22 cm 2 ) and penumbral regions of beams. IMSRT involves both of these issues as it uses small fields, and the field modulation results in beam penumbrae located in the interior of the modulated field, potentially at the location of an ion chamber point measurement. In IMRT QA, ion chamber measurements are typically compared to planning system calculations. In regions of non-equilibrium, the conversion of measured ionization to absorbed dose may not be correct using a chamber calibration factor obtained under equilibrium conditions. In this work, since the Monte Carlo calculations and EPID measurements are comparing the same quantity (i.e., energy deposited in the EPID phosphor and the resulting pixel value), non-equilibrium effects that may influence conversion of measured ionization to absorbed dose are removed.
The spatial resolution of the EPID is higher than that of ion chambers commonly used in IMRT QA and would have less partial volume averaging effects in high gradient regions. The effect would be greater for measurements made with larger volume ion chambers. However, the clinical significance of the difference in volume averaging effects depends on the desired accuracy and comparison criteria. Film is typically used to measure relative dose distributions, especially in high gradient regions where volume averaging and a loss of electronic equilibrium typically make it a more appropriate dosimeter than ion chambers. While film has an inherently higher spatial resolution than the EPID pixel size, the digitized resolution is typically on the order of 0.5 mm making it active imaging area of 204.8204.8 mm 2 and a photodiode array of 256256 pixels. This results in a physical pixel pitch of 0.8 mm. The amorphous silicon denotes the fact that the EPID employs an amorphous silicon thin film transistor array. The EPID is an indirect imaging device, in that it uses a scintillation material for detection of the incident radiation. The EPID uses a 0.54 mm thick layer of terbium doped gadolinium oxysulfide (Gd 2 O 2 S:Tb) as the scintillation material to generate the optical photons detected by the photodiodes. The scintillation material is commercially produced as Lanex Fast B (Kodak, Rochester, NY). Interactions in the phosphor material generate the optical photons with the light output being directly proportional to the energy deposition in the phosphor. This scintillation material has a photon emission spectrum with a peak emission wavelength of 545 nm. This output matches well the energy response of the a-Si, which has its peak response at about 550 nm (12). The light from the scintillator generates charge in the photodiode, which is integrated over the delivery time. Previous work has shown that amorphous silicon EPID dose response is linear (13). Thus, the measured image pixel values are expected to be directly proportional to the dose deposited in the phosphor.
Each pixel in the acquired image is digitized in 16-bit resolution (2 bytes) and saved as a 16 bit unsigned integer. The image array data is stored in hexadecimal number representation. For image analysis, the data was converted to decimal format using a commercial software package (Microsoft Excel) and saved as a numerical text file for future analysis. The conversion to decimal representation improved the portability of the data to various software packages.
EPID Calibration
All images in this work were acquired using 1.5 cm of solid water stacked on the EPID imaging surface to act as buildup and provide more uniformity of the beam with regards to scatter radiation. Prior to each measurement session, a dark current image was acquired. The dark current images are background images, which are subtracted from subsequent images to arrive at the true pixel value in a particular image. Once the dark current image was acquired and stored, the EPID imaging software was used to apply the correction for subsequent images of the IMSRT segments.
For this work, no flood field calibration was performed to compensate for variations in pixel response of the EPID. Flood field calibrations inherently assume that the field used in the calibration is truly uniform in intensity throughout the field. Since linear accelerator fields are designed to be uniform at a particular depth (usually 10 depth in water), they are not uniform at shallow depths. Since the EPID phosphor depth is at a water-equivalent depth of approximately 2 cm (including the 1.5 cm slid water buildup), the beam is not
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IMSRT field
The field used in this study, shown in Figure 1 , was selected from an IMSRT treatment plan generated for an anthropomorphic head phantom. It consists of six segments shaped by a miniature multileaf collimator (mMLC) and was delivered with a step-and-shoot method. The mMLC control file for the field was extracted from the mMLC control computer, and the leaf position information for each segment was used to generate the Monte Carlo mMLC field shapes for simulation. EPID measurement of the field was compared to the Monte Carlo calculation to evaluate the proposed verification methodology.
EPID Design
The EPID used for this work, shown in Figure 2 , is a prototype a-Si portal imager (RID 256-L, PerkinElmer Optoelectronics). The EPID is a freestanding unit and is not functionally integrated with the linear accelerator. The EPID employs an readout of the pixel array. Because of the image averaging, each beam acquisition took approximately 20 seconds. This delivery method was used for the square calibration fields as well as the IMRT segments examined in this work.
The beam was turned on, and the image acquisition was manually initiated after a few seconds of allowing the radiation output from the accelerator to stabilize. Once the acquisition time was completed, the radiation was manually stopped at the accelerator control console, and the image was saved for later analysis. The next field to acquire was set and the process repeated. The use of a single acquisition time reduced the amount of radiation delivered to the detector, thus reducing radiation damage over time. In addition, the time required to acquire all of the images necessary for the verification process was also reduced.
The use of the 400 ms image acquisition time for each segment is not representative of an actual patient delivery where the image acquisition would be integrated over the entire beam delivery, but was used in this work to test the feasibility of the methodology. This issue would be addressed by repeated image acquisition at the 400 ms integration time throughout beam segment delivery. The images could then be summed to generate the total image for a single segment over the entire delivery time. The adaptation of the proposed method for a clinical delivery should not affect the results of this work, however, since all the images would be acquired using the same integration time throughout beam delivery. Clinical implementation of the methodology described here would be better suited for an EPID that is integrated with the linac allowing for image acquisition triggering at the start of dose delivery. Additionally, the ability of the EPID to sum the images acquired during beam delivery to arrive at the integrated beam would be required. Neither of these capabilities was available on the prototype EPID used in this work. Therefore, we present this study as a proof of concept and future works should address the implementation of the described techniques in a clinical application.
Monte Carlo Calculations
Monte Carlo calculations were performed using the BEAM/ EGS4 Monte Carlo code. BEAM is a general purpose Monte Carlo code to simulate radiation beams from radiotherapy units (14) . It is based on the PRESTA extension of the EGS4 Monte Carlo system for radiation transport (15). Numerous works have evaluated the accuracy of the BEAM code (14, (17) (18) (19) .
BEAM contains a number of component modules designed to simulate components common in linear accelerators. These component modules can be tailored to the specific accelerator being modeled with user-defined input files. These input truly uniform at the phosphor location. Using a flood field would incorrectly adjust pixel response for points outside the central axis. Since the Monte Carlo model used in this work was validated using beam data measured in water, the use of a flood field calibration would introduce a systematic error in these off axis points. Based on this, the authors opted not to apply a flood field calibration. The variations in pixel were response were evaluated by examination of a 1010 cm 2 field acquired at the beginning of each measurement session. These variations were found to be negligible.
Image Acquisition
For this work, the EPID was placed on the treatment couch of a 6 MV linear accelerator fitted with a tertiary mMLC for stereotactic radiosurgery. It was set a source-to-imager distance (SID) of 140 cm measured to the surface of the aluminum plate of the EPID. Since the EPID is not integrated with the accelerator, it was manually positioned for each imaging session. For each image acquisition session, the EPID was positioned so that the center of the active imaging region coincided with the center of the light field crosshairs. Images of previous square fields showed that aligning the screws in the center of each side of the aluminum plate with the crosshair projection resulted in the center of the active imaging region being located on the central axis of the radiation beam.
The reproducibility of the manual positioning was verified to ensure that it would not affect alignment of the calculated and measured images. On three different days, the EPID was manually positioned and a 1010 cm 2 field (defined by the photon jaws) was acquired. Without moving the jaws, the EPID was moved, repositioned, and another image was acquired of the 1010 cm 2 field. This process was repeated five times for each day the positioning was evaluated. Inplane and crossplane profiles were extracted from the measured EPID images and compared. The largest measured deviation in the 50% points (i.e., field edge) of all profiles from each day was 1 pixel. Thus, the uncertainty in EPID positioning was taken to be 0.8 mm.
The EPID images in this work were not integrated over the entire number of monitor units prescribed for each segment. The EPID has a number of optional integration times, from 79 to 1600 ms, that can be used to acquire each image. The 400 ms integration time yielded the best images without saturating the photodiodes for the 1010 cm 2 field. Since this was the largest field used in this work, it had the highest output. All other smaller fields would have less output and therefore not saturate the imager photodiodes. For all of the images in this work, the 400 ms acquisition time was used.
Each image was acquired as an average of 50 images to avoid image artifacts from fluctuations in the radiation output or calculation uniquely corresponded to a pixel in the measured EPID image. The EGS4 transport code contains a library of materials commonly used in simulation of radiotherapy accelerators. These data files contain the necessary data (e.g., interaction cross-sections, stopping powers, physical density, elemental composition, etc.) for radiation transport calculations. BEAM contains a routine within EGS4 that allows the user to create new material data files based on the elemental composition of the materials and other physical data. New data files were created for EPID materials not contained in the standard library file. This included creating a data file for the scintillation material so DOSXYZ could calculate dose to the phosphor. Composition information for the scintillator was provided by the EPID manufacturer.
As noted previously, the measured EPID image pixel value was expected to be proportional to the phosphor dose (i.e., energy deposited in the phosphor material). This relationship was tested experimentally and was used to predict the pixel value for a particular image by generating a calculated dose to pixel value calibration curve. This curve was generated by measuring various dose levels with the EPID and comparing the measurements to the same calculated Monte Carlo dose. Dose to the scintillation material was calculated for each voxel in DOSXYZ. In measured EPID images, the charge generated in the photodiode, and thus the measured pixel value, depends on the photon detection efficiency of the photodiode. It was assumed that each of the photodiodes has the same detection efficiency for the light output from the scintillator. This allowed correlation of calculated voxel dose to measured pixel value.
Generation of Calculated Pixel Values
In order for the correlation of calculated dose to measured pixel value to hold, all of the images had to be acquired at the same integration time. As stated earlier, the 400 ms integration time was used. Since the integration time was fixed, dose to the EPID was changed by changing the field size. In this way, dose to the phosphor changes with the variation in output from the accelerator due to scatter from the beam shaping device (photon jaws or mMLC) and the amount of primary beam reaching the detector. EPID images were acquired for mMLC-defined field sizes of 1.21.3 cm 2 , 4.03.9 cm 2 and 7.27.3 cm 2 as well as a 1010 cm 2 defined by the photon jaws. The mMLC fields were slightly rectangular due to the discrete width of the mMLC leaf. Each of these images were converted to decimal format and saved as a text file. These files were then imported into IDL (Interactive Data Language, Research Systems, Inc., Boulder, CO) for analysis. The images were read into IDL as 256256 data arrays with each array element corresponding to a pixel in the original image. The corresponding fields were simulated with BEAM, and the dose to the EPID phosphor was calculated.
files define material compositions, component dimensions, energy transport parameters, and input source information. One feature of the BEAM code is that it can generate a phase space file output at any specified plane in the model geometry (14) . The phase space information contains the position, energy, direction, charge, and history for each particle being simulated. These phase space files can then be used as an input particle source for another section of the modeled accelerator. This allows the user to simulate the portion of the accelerator that remains constant for each treatment (i.e., above the photon jaws) and then use that phase space as the input for each simulation of the lower portion of the accelerator that changes with each beam. This feature saves considerable time over simulating the entire accelerator for each simulation.
Dose calculations were performed using the DOSXYZ user code. DOSXYZ is an EGS4 based Monte Carlo simulation code, contained within BEAM, for calculating dose distributions in a rectilinear voxel phantom (19). DOSXYZ uses input files similar to the BEAM calculations to define the phantom dosimetry volume including physical dimensions, material composition, and energy transport parameters. DOSXYZ calculates the dose deposited and the calculated uncertainty in the dose in each voxel of the dosimetry volume. DOSXYZ allows variable voxel dimensions in the X, Y, and Z dimensions to tailor the geometry to the specific situation being calculated. For example, lateral voxel dimensions can be set small for accurate spatial sampling and representation of profile penumbrae in lateral beam profile calculations. DOSXYZ calculates dose in units of Gy per particle. Therefore, the calculated doses are not dependent on the number of simulated particles, facilitating comparison of different calculations with different numbers of simulated particles.
The accelerator model was previously validated using the linac commissioning data (in a water phantom) for field sizes of 0.80.8 cm 2 to 1010 cm 2 . The initial simulation used 310 8 electrons incident on the photon target. A phase space plane was collected below the primary collimator to be used as a source input into each mMLC field shape used in this work. Phase space files were generated for each of the mMLC fields used in the simulation, and these phase space files were subsequently used as the source input to the DOSXYZ simulation geometry for simulation of the EPID.
Each layer of the EPID was explicitly modeled in DOSXYZ based on technical construction specifications provided by the manufacturer. The DOSXYZ geometry also included the solid water buildup above the EPID and the acrylic treatment couch top on which the EPID was sitting. The EPID phosphor geometry was segmented into a 2562561 array of voxels. In this geometry, each voxel in the Monte Carlo Technology in Cancer Research & Treatment, Volume 8, Number 6, December 2009 defined at isocenter, but the EPID is located at 140 cm SID. Therefore, the 1 mm distance-to-agreement criteria projects to 1.4 mm at the EPID location. A program was written in IDL to evaluate the dose distributions on a pixel-by-pixel basis. The program examines corresponding points to determine if the two distributions are within the percent difference criteria. Those points that meet the percent difference criteria are assigned a value of 1. This value means that the point meets criteria and "passes". Points failing the percent difference criteria are assigned a value of 0, indicating that they "fail". Once the program has identified all of the points that meet the percent difference criteria, the program then examines the remaining points using the distance to agreement criteria. The program starts at each point with a value of 0 and searches 1.4 mm in each direction to determine if there is a point within that distance range that has the same dose value as the reference point. The points that meet the distance to agreement criteria are reassigned a value of 1. This program thus creates a binary matrix of the same dimensions as the individual dose distributions. In display, the "passing" points are white and the "failing" points are black. This binary matrix is an immediate indicator of regions in the distributions that fail to meet the established criteria. Figure 3 shows relative calculated and measured EPID profiles for the 1.21.3 cm 2 mMLC field. Each profile is normalized to its central axis value for comparison purposes. Figure 4 shows the two-dimensional 95%, 50%, and 5% lines for the two fields. The Monte Carlo data is shown as solid lines and the measured data is shown as dashed. The 95% and 50% lines are indistinguishable indicating excellent agreement in the distributions. There is separation in the 5% lines of about 1 mm, but they are in a low gradient region and should be compared on a percent difference basis and not with distance-to-agreement criteria.
Results and Discussion
EPID Monte Carlo Model Validation
The entire EPID setup was modeled in BEAM, including the solid water buildup and treatment couch surface.
The validation first verified that the Monte Carlo calculations could calculate relative dose distributions measured with the EPID. A region in the center of each of the measured and calculated images was selected and the average value in the region was determined. The 1.21.3 cm 2 field used a 66 pixel region (4.84.8 mm 2 ), the 4.03.9 cm 2 field used a 2020 pixel region (1.6  1.6 cm 2 ), the 7.27.3 cm 2 field used a 3030 pixel region (2.42.4 cm 2 ), and the 1010 cm 2 field used a 4040 pixel region (3.23.2 cm 2 ). The measured image arrays had mean central axis values in units of pixel grayscale value while the Monte Carlo calculations had mean values in units of Gy per particle. Each of the measured and calculated images was normalized to its central axis region value. Profiles were extracted from corresponding measured and calculated fields and plotted on the same graph for visual comparison. Relative isodose and iso-pixel value lines from the fields were also calculated using IDL and overlaid for a two dimensional comparison of the images.
Once the relative dose distributions were verified, the central axis data were used to determine a calculated dose to pixel calibration. Calculated central axis dose versus measured central axis pixel value was plotted for all of the rectangular fields previously described. A linear fit was applied to the resulting graph since previous data has shown that dose response of a-Si EPID's is linear (13). This linear fit was used to convert calculated phosphor doses into calculated pixel values. The same conversion factor was used for all segments in the IMSRT field regardless of field size or shape. Since the Monte Carlo model in this work explicitly modeled the geometry and material composition of the entire EPID, no corrections were applied for any variations in energy-dependence of the EPID response.
The rectangular fields were used to validate the Monte Carlo model of the EPID and to generate a conversion factor to determined expected pixel value from Monte Carlo calculated phosphor dose. They were not subjected to the comparison criteria used to compare the calculated and measured IMSRT field. Profiles extracted from the fields were evaluated to ensure that the DTA was within 1 mm in penumbral regions. Since the calculated and measured fields were used to generate the conversion factor, the measured and calculated pixel values will be within the percent difference criteria by definition.
IMSRT field Evaluation
As stated previously, the criteria for dose agreement is 5% local percent difference in high dose regions, 1 mm in high gradient regions, and 2% of the Monte Carlo calculated central axis pixel value in low dose regions. The agreement criteria are approximately 1% for the 7.27.3 cm 2 field. We determined the EPID dose response by comparing the Monte Carlo calculated phosphor dose to the measured pixel value. As expected, the EPID measured pixel value was found to be linear with delivered dose allowing the use of a single factor to covert Monte Carlo calculated phosphor dose to a calculated pixel value. It is important to note that this conversion value will change with integration time based on the methodology used in this work. Since all of the images in this work were acquired with the same 400 ms integration time, this conversion factor was suitable for all of the conversions presented here. Figure 8a shows the measured intensity modulated image used in this work. Each of the its six segments was imaged individually and the data subsequently added together in IDL to create the composite modulated field. Figure 8b shows the calculated image of the modulated field after the calculated Monte Carlo phosphor doses were converted to calculated pixel values using the conversion factor. The Monte Carlo calculated pixel values are the raw calculation results with no processing performed. A visual comparison of the fields shows qualitative agreement in location of the field edges and locations of light and dark areas. The borders of the images mark the location of the photon jaws specified in the treatment plan.
Data Comparison
The binary comparison map for the fields in Figure 8 is shown in Figure 9 . White regions represent points meeting criteria Figure 5 shows relative calculated and measured EPID profiles for the 4.03.9 cm 2 mMLC field. Each profile is normalized to its central axis value for comparison purposes. Figure 6 shows the two-dimensional 95%, 50%, and 5% lines for the two fields. The Monte Carlo data is shown as solid lines and the measured data is shown as dashed. The 50% lines are indistinguishable indicating excellent agreement in the distributions. There is some separation in the 5% and 95% lines of about 2 mm, but these are located in low gradient regions and should be compared on a percent difference basis instead of a distance-to-agreement criterion. It is important to note that although the Monte Carlo image visually appears noisy compared to the measured EPID image, nearly all of the points are within criteria. This fact demonstrates that visual comparison of fluence patterns is not sufficient to determine whether or not two fluence patterns agree beyond a qualitative level. Quantitative comparison methods are necessary in the verification process. The good agreement of the calculated and measured pixel values within the region of the fluence pattern validates the use of Monte Carlo calculated phosphor dose to predict pixel grayscale value. The assumption made that all of the photodiodes had the same photon detection efficiency and that one could assume 100% efficiency for the purposes of the Monte Carlo calculations was reasonable. It should be noted that these conclusions were verified for the methodology and comparison criteria presented here and may not be true using different comparison criteria. The assumptions and conclusions presented in this work should be verified for the methodology and criteria being used in a particular study or institution.
The ability of this methodology to detect an error in the composite modulated field was examined by shifting segments and black regions represent points failing the comparison criteria. Successful verification of the modulated field required that ≥95% of compared points fall within the comparison criteria. The field shown here was successfully verified with 97% of points within the criteria. The comparison identifies regions that fail the criteria so that they can be examined further to determine if they pose a potentially negative clinical impact. Individual failing points in the comparison are due to The impact of a shift in a single segment, in terms of the criteria established here, will depend on the size of the segment relative to the composite field, location of the segment within the field, and the dose delivered by the segment. In each case, shifting the segment by 1 mm produced a measurable, but not significant, change in the number of points passing the comparison criteria with 96% of points passing in both cases compared to 97% for the original field without shifts. Although the percentage of points passing was still greater than the established threshold of 95%, the methodology additionally provides a qualitative visual evaluation of regions within the beam that may be of potential concern. Future studies should address whether the shift of a single segment in one composite beam produces a dosimetrically significant effect in the 3D composite dose distribution.
Although this methodology demonstrates the ability to detect a known error, this would not be the case in a clinical situation where the cause of a detected error would have to be determined. However, the sensitivity test does demonstrate within the field to introduce an error in the modulation pattern. Figure 10a shows segment #5 of the modulated field. Segment #5 was selected to demonstrate the effects of introducing an error in one of the larger segments of the field. Figure 10b shows the comparison map for the composite IMSRT beam with a 1 mm shift applied only to segment #5 (i.e., the other five segments retained their original planned positions). The contours denote the position of the segment after the shift has been applied. Figure 11a shows segment #6 of the modulated field. Introducing a shift error in segment #6 demonstrates the effect of a field shaping error in a small segment. Figure 11b shows the comparison map for the composite IMSRT beam with a 1 mm shift applied only to segment #6 (i.e., the other five segments retained their original planned positions). Again, the contours denote the position of the segment after the shift has been applied. Localized clustering of points in the comparison map denote regions that fail the criteria. Examination of the comparison patterns after the field shifts indicates that the methodology is capable of detecting a 1 mm positioning error in a single segment of the composite field (i.e., including all field segments). This methodology shows potential for pre-treatment verification of IMSRT fields. It should be noted, however, that the work presented here is a proof of concept and currently not a clinically viable QA tool. It represents a limited evaluation using a single IMSRT field, and verification of additional fields will be required for a comprehensive evaluation of the described methods before broad conclusions can be drawn. Additionally, the results of this work are subject to the comparison criteria that were used. Clinical implementation of the proposed technique should be evaluated for the specific institutional criteria where it will be employed.
Further investigation is required to determine what magnitude of error in a fluence pattern would be required to have a negative clinical impact on patient dose delivery. The results of that investigation could then be incorporated into the verification software so the patterns could be compared with criteria suitable for an individual patient.
that the locations of failing points created by an error in field positioning correspond to the physical location of the segment causing the error. Based on the results of the sensitivity test, segments that overlap regions of points failing the comparison criteria should be investigated first as possible causes of the detected errors.
This work recommends that a study be performed to determine the field positioning error required to have a clinically significant impact on the dose distributions to the target and critical structures in close proximity to the target. The results of this study could then be applied to determine the acceptable beam positioning error to ensure adequate target dose delivery and normal tissue sparing. This would allow for variable comparison criteria based on the target and critical structure locations of individual patients.
The effect of a field shaping error on critical structure dose is dependent on a number of factors including location of the error with respect to the critical structure, weighting of the segment in which the error occurs, and whether the positioning error is toward or away from the critical structure. As expected, positioning errors occurring on the periphery of the modulated field pose the biggest problem for critical structures in close proximity to the target volume as these errors affect the gradient region more than the high dose region. These errors, if significant enough, may alter the characteristics of the high gradient regions, thus affecting dose delivered to neighboring critical structures and low dose regions. Ideally, the proximity of critical structures relative to the target volume can be incorporated into the determination of acceptable positioning errors and comparison criteria.
Conclusions
This work investigated the viability of using EPID dosimetry and Monte Carlo calculations for pretreatment verification of intensity modulated stereotactic radiotherapy fluence patterns. The Monte Carlo calculations were able to accurately calculate relative EPID dose distributions as shown by comparison with the measured images. The EPID pixel value response was shown to be linear with calculated phosphor dose. A calculated dose to measured pixel value conversion factor was determined for generating the expected absolute pixel value image from the Monte Carlo calculations. Software was written to quantitatively compare the measured and calculated images. The comparison software generates a binary valued map that easily and quickly identifies regions that pass and fail the comparison criteria. The modulated field presented in this work was successfully verified with 97% of the points passing the comparison criteria. The sensitivity of the methodology was shown to detect positioning errors of 1 mm in a single segment of the modulated field.
