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Resumo 
Alguns métodos mais modernos e bem sucedidos de classificação são 
bagging, boosting e SVM ( Support Vector M achines). B agging funciona com-
binando classificadores ajustados em amostras bootstrap dos dados; boosting 
funciona aplicando-se seqüencialmente um algoritmo de classificação a versões 
reponderadas do conjunto de dados de treinamento, dando maior peso ãs ob-
servações classificadas erroneamente no passo anterior, e SVM é um método 
que transforma os dados originais de maneira não linear para um espaço de dí-
m<msao mawr, e um hiperplano separador neste espaço transformado. 
Neste trabalho estudamos os métodos descritos acima, e propusemos dois 
métodos de classificação, um baseado em regressão não paramétrica por H-
splines (também proposto aqui) e boosting, e outro que é uma modificação 
de um algoritmo de boosting baseado no algoritmo MARS. Os métodos foram 
aplicados em dados simulados e em dados reais. 
v 
Some of the most modem and succeeded classificatíon methods are 
bagging, boosting and SVM (Support Vector Machines). Bagging combines 
classifiers fitted to bootstrap samples of the training data; boosting sequen-
tially applies a classification algorithm to reweighted versions of the training 
data, increasing in each step the weights of the observations that were misclas-
sified in the previous step, and SVM is a method that transforms the data in 
a non!inear way to a space of greater dimension than that of the original data, 
a hyperplane transformed space. 
In this work we have studied the methods described above. propose 
two classification methods: one of them is based on a nonparametric regression 
method via H-splines ( also proposed here) and boosting, and the other is a 
modification of a boosting algorithm, based on the MARS algorithm. The 
methods were applied to both simulated and real data. 
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Classificação compreende uma variedade de problemas, que são resolvi-
dos ou abordados de várias maneiras. A necessidade de métodos automáticos 
de classificação surge em várias áreas, desde reconhecimento de vozes, em 
automóveis o reconhecimento tumores at:ra,rés 
de raio-x para auxiliar médicos, passando por classificação de e-mails como 
legítimos ou spam. Surgindo em áreas diferentes, essas necessidades fizeram 
com que o problema tenha sido abordado por diferentes escolas. A mais tradi-
cional é a Estatística, cuja abordagem é a mais antiga. O problema é chamado 
de reconhecimento de padrões, pela Engenharia, e pela expressão .Machine 
Learning, na área da Computação. Em Michie, Spiegelhalter e Taylor (1994), 
há uma compilação de métodos de várias áreas para classificação. Ripley 
(1996) aborda métodos de redes neurais sob o ponto de vista estatístico, e 
Bishop (1995) é um texto de engenharia sobre métodos de classificação es-
tatísticos e não estatísticos. 
De maneira geral, construir um classificador automático consiste em uti-
lizar dados sobre o problema em mãos para se tentar criar uma regra que possa 
ser usada para classificar outros dados no futuro. A maneira com que essa regra 
é criada influi diretamente em aspectos como o desempenho e a interpretabi-
lidade do classificador. Os métodos mais antigos criados na Estatística, como 
Análise Discriminante e Regressão Logística, caracterizam-se pela criação de 
regras bastante interpretáveis, mas com forma restritivas para a relação entre 
as respostas e as variáveis preditoras. Já alguns métodos modernos, como re-
des neurais, notabilizam-se por serem "caixas pretas" com alta precisão, mas 
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com interpretabilidade pobre. 
Recentemente, surgiram métodos inovadores, tanto na área de Estatística 
como nas demais, com poder predição muito grande. Alguns exemplos são 
os métodos bagging, boosting e support vector machines (SVM). Neste trabalho, 
estudamos estes métodos, e procuramos utilizar o ferramenta! de estimação de 
curvas por splines para criar classificadores baseados nestes métodos. 
Capítulo 2, apresentamos o problema de classificação e definimos for-
malmente um classificador. Apresentamos a regra de que é o melhor 
classificador quando se conhece as distribuições das classes, útil quando se tra-
balha com dados simulados, e mostramos uma medida útil do desempenho de 
um classificador, a taxa de erro, e as formas de estimá-la. 
modelo logístico de classificação e o modelo logístico aditivo 
mente expostos no Capítulo 3. Estes métodos são bastante conhecidos, e 
algumas das idéias apresentadas aqui são utilizadas adiante. 
O método chamado Bagging (Bootstrap Aggregating, Agregação por 
bootstrap ), introduzido por Breiman (1996), é apresentado no Capítulo 4. Este 
método baseia-se em combinar classificadores construídos em várias amostras 
Bootstrap dos dados. Neste trabalho, testamos dois classificadores via bagging: 
um que usa como classificador base uma rede neural, e outro que usa como 
classificadore base uma árvore de classificação. 
No Capítulo 5, são estudados os métodos de boosting. Estes métodos, que 
surgiram na área da computação, funcionam aplicando-se seqüencialmente um 
algoritmo de classificação a versões reponderadas do conjunto de dados de 
treinamento, dando maior peso às observações classificadas erroneamente no 
passo anterior. Eles foram introduzidos por Schapire (1990), mas o algoritmo 
de boosting mals famoso é o AdaBoost, descrito por exemplo em Freund e 
Schapire (1996). Recentemente, Friedman, Hastie e Tibshirani (2000) abor-
daram o problema como a construção de um modelo logístico aditivo aproxi-
mado, e criaram um outro algoritmo (LogitBoost) que utiliza uma aproximação 
mais direta. Procuramos mostrar aspectos tanto da abordagem estatística, 
como da abordagem da Computação. 
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O método SVM (de Support Vector M achines), criado por Cortes e Vapnik 
(1995) é apresentado no Capítulo 6" Este método baseia-se em separação por 
originais através de um kernel não linear, e procura uma separação por hroe:r-
planos no espaço transformado< Assim, no espaço original o classificador é 
linear" Primeiramente, abordamos o caso linearmente seguida, 
o não tmloarmente se~>arilve] 
linear< 
para apresentar o método geral, com kernel 
No Capítulo 7, investigamos o uso de splines em classificação< Uma das 
poucas referências encontradas é o método introduzido por Base (1996), ex-
posto na Seção 7<1. Este método utiliza splines para tentar modelar as pro-
babilidades posteriores de classe diretamente, através da projeção de variáveis 
indicadoras de classes em um subespaço aditivo" Seção utilizamos os H-
splines, apresentados em Dias (1999) para tentar construir um modelo logístico 
aditivo. Desenvolvemos um método de estimação de superfície via H-splines, 
e a partir dele fizemos um algoritmo que constrói um modelo logístico adi-
tivo, para o caso de duas variáveis preditoras. Este algoritmo funcionou muito 
bem em um conjunto de dados simulados com duas classes e duas variáveis 
preditoras de Ripley (1996), mas a extensão proposta para o caso geral não 
mostrou desempenho superior a uma regressão logística convencional. Por fim, 
apresentamos o algoritmo MARS ( Multivariate Adaptive Regression Splines) 
de Friedman (1991), um método de regressão que utiliza produtos de splines 
lineares. Este método pode ser usado diretamente para classificação (8.2.4). 
Propusemos uma modificação no algoritmo LogitBoost de Friedman, Hastie 
e Tibshirani ( 2000), substituindo a regressão linear do algoritmo original por 
uma regressão por MARS. Este algoritmo modificado ficou entre os 3 melhores 
testados num conjunto de dados simulados (Seção 8.2.6). 
O Capítulo 8 apresenta aplicações dos métodos estudados nos capítulos 
anteriores. Foram usados dois conjuntos de dados. O primeiro é de dados 
simulados usados por Breiman (1998). Todos os métodos testados nestes dados 
seguiram um estudo padronizado, descrito no início do capítulo. O segundo 
conjunto de dados é uma base de dados de uma loja de varejos. Há informação 
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disponível sobre aproximadamente 500000 clientes, e o objetivo é criar uma 
regra de classificação para alocar os clientes em grupos que definem o perfil 
destes Os estudos foram feitos em uma amostra de tamanho 50000, 
utilizando-se aproximadamente ~ da amostra para construir os classificadores, 
e ~ para testá-los, Testamos nestes dados os métodos bagging, o algoritmo 
AdaBoost e o método SVM, Para fins de comparação, utilizamos como padrão 




Classificação é uma tarefa natural à atividade humana. Utilizando 
1"'"'<''"~ que chegam aos seres humanos através de seus eles de~ 
signam objetos a classes. Em certo sentido, dadas as informações sobre um 
objeto, um ser humano toma uma decisão sobre a que classe (dentre um con-
junto finito de classes) este objeto pertence, ou tenta estabelecer a existência 
de classes nas quais os diversos tipos de objetos possam ser alocados. Exemplos 
de classificação feita por seres humanos são: 
'" reconhecer rostos e vozes de pessoas 
e identificar odores 
e reconhecer um alimento pelo sabor 
Apesar de os seres humanos serem particularmente bons em muitas tare-
fas de classificação, e as desempenharem naturalmente e sem esforço, existem 
certos motivos que tornam desejáveis que uma tarefa de classificação seja de-
sempenhada por uma máquina (um computador). Uma tarefa pode ser muito 
repetitiva e maçante para que um ser humano a faça, ou ainda custosa demais, 
ou esta tarefa pode ser melhor desempenhada por uma máquina. Um exemplo 
clássico de uma tarefa de classificação custosa, lenta e maçante demais para 
ser feita por humanos é o reconhecimento de códigos postais em cartas. 
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criação e uso dos métodos para classificação automática despertou (e 
ainda desperta) interesse em diversas áreas, e portanto muitos métodos foram 
criados independentemente, enquanto outros nasceram da união de esforços 
entre essas áreas. Existem basicamente duas abordagens : a estatística e a 
computacionaL A estatística é a mais antiga e tradicional e por isso às vezes 
é tratada como se fosse menos automática (Ripley (1996)[p. 3]). abor-
dagem computacional é a pelas pessoas uma comunidade a que se 
refere comumente como machine learning. Nessa comunidade, encontram-se 
engenheiros, profissionais da computação e muitos outros. Devido a essa inter-
disciplinariedade, a linguagem utilizada varia bastante, e utilizam-se termos 
possivelmente diferentes em cada área. 
abordagem estatística tem duas fases distintas, citadas por Michie, 
Spiegelhalter e Taylor (1994). A primeira é a clássica, com as técnicas derivadas 
do trabalho de Fisher em linear. A segunda fase, a mais mo-
derna, utiliza uma classe mais flexível de modelos e, em geral, o foco é em obter 
uma estimativa da distribuição de probabilidade dos dados em cada classe, e 
obter com isso uma regra de classificação. 
A comunidade de machine learning e das pessoas que trabalham com pat-
tem recognition foi motivada no início por tentativas de se modelar o modo 
pelo qual o ser humano aprende, influenciadas por idéias biológicas de como 
o cérebro funciona. Um exemplo particular são as chamadas redes neurais 
artificias, que surgiram inicialmente como modelos simples para explicar o 
funcionamento de agrupamentos de neurônios. Logo percebeu-se seu poder 
prático para reconhecer padrões (classificar) e, a partir daí, profissionais de 
muitas áreas as desenvolveram e utilizaram. 
Independentemente da abordagem, o objetivo da classificação é obter méto-
dos automáticos que sejam tão bons (ou melhores) classificadores quanto os 
seres humanos, ejou que possam ser entendidos ou interpretados por seres 
humanos. 
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2.2 O que é classificação ? 
procedimento de classificação, regra classificação ou classificador é 
algum método que (possivelmente de maneira automática) classifique objetos 
em classes. Em geral, um procedimento de classificação é construído com base 
na experiência passada, e o interesse é utiiizá-lo para classificar objetos novos. 
E]:is1tern basicamente dois tipos de classificação. primeiro, temos in-
formações sobre os objetos e o intuito é estabelecer a existência de classes. 
Este tipo de classificação é conhecido na literatura estatística como clustering, 
e na comunidade de machine leaming como unsupervised leaming. O segundo 
tipo de classificação supõe que existe um número conhecido de classes, e o 
objetivo é estabelecer uma regra através da qual possa-se alocar novos objetos 
a uma das classes. Esta dissertação se ocupará de métodos de clccbomc:tt<;:'w 
do segundo tipo, conhecidos na literatura estatística como discriminação, e 
fora dela como reconhecimento de padrões (pattem recognition) ou supervised 
leaming. 
Considerando deste ponto em diante o segundo tipo de classificação, defini-
remos formalmente um classificador. Para isso, é necessária uma notação con-
veniente. Considere que os objetos podem ser classificados em J classes, nu-
meradas 1, 2, ... , J e seja C o conjunto das classes, i. e., C= {1, 2, ... , J}. Con-
sidere também que são medidas p variáveis (aleatórias) em cada objeto (nos 
textos de pattem recognition, geralmente as variáveis são chamadas de fea-
tures) , e que essas p variáveis estão dispostas em um vetor x = (x1 , x 2, ... , Xp)· 
Defina por X o espaço p-dimensional contendo todos os possíveis vetores x 
(este espaço também é conhecido como feature space). 
Damos a seguir uma definição formal de um classificador, seguindo Breiman 
(1984). 
Definição 2.1 Um classificador é uma função 
d:X ___,C 
X >---+ d(x) E C 
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ou seja, para cada x, o classificador d designa uma classe d(x) E 2, ... , J}. 
= {x E ; d(x) = , j = 1, 2, ... , ou seja, para cada 
j, AJ é o subconjunto de X no qual o classificador d a classe j. Mais 
do que isso, os definem uma partição de X, ou seja, n AJ =0, i# j e 
Uj=l AJ = Assim, um classificador d induz uma partição ... , de 
X, com X = f=1 Aj, tal que para todo x E AJ a classe predita é j. 
Dependendo da estrutura da tarefa de classificação, podem ser de interesse 
não somente as classes preditas pelo classificador, mas também estimativas das 
probabilidades de um objeto pertencer a certa classe. Alguns métodos propor-
cionam essas probabilidades, enquanto outros fornecem apenas a predição da 
classe. Um procedimento comum em estatística aplicada é, dadas as estimati-
vas das probabilidades de um objeto a cada alocá-lo na classe 
com maior probabilidade. 
Agora que definimos formalmente um classificador, vamos definir os dados 
que utilizaremos para construir classificadores. Suponha que há informação 
disponível sobre N objetos (também chamados de casos ou observações na 
literatura estatística, de padrões na literatura de reconhecimento de padrões, e 
de exemplos ou instances na de computação). Para cada objeto i, são medidas 
p variáveis, dispostas em um vetor xi = (xi,l, ... , x;,p), e o escalar yi, que 
contém a classe a que o objeto i pertence. A amostra de treinamento (training 
sample) ou de aprendizado ( learning sample) é definida por L = { xi, yi};:1 . 
O problema de como obter essa amostra não é do âmbito deste trabalho, mas 
devem ser seguidas diretrizes básicas da amostragem estatística. Uma questão 
que sempre aparece nos textos sobre classificação, especialmente os textos sobre 
pattern recognition, é a chamada curse of dimensionality, bem descrita em 
Bishop (1995). Consideremos o problema de estimar uma função f : iJtP --> 
C C iR, usando os dados {x;, y;};:1 . Em resumo, este princípio afirma que, 
quanto maior for o número de variáveis (features) medidas, maior é o número 
de observações necessário para estimar com precisão a função f. O exemplo a 
seguir nos leva intuitivamente a entender este princípío. Imagine que p = 1, 
isto é, iremos estimar uma função de iR _, iR. Considere que temos N = 100 
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observações para fazer isso. Dependendo de quão dispersas elas estão na reta, 
parece um número razoável para a tarefa. Agora, imagine que aumentemos p, 
mas mantemos fixo em 
estimar uma função de 3'ê20 _., 3'ê, 
parece razoável usar 100 observações para 
num espaço de dimensão 20 elas estão 
muito esparsas no que na reta. 
2.3 A Regra Bayes 
Nesta seção, vamos apresentar a regra de Bayes para classificação. Para 
isso, denotemos por X o vetor aleatório das variáveis medidas em cada objeto 
e por Y a variável aleatória que assume valores em C, ou seja, a classe a que 
o objeto pertence. 
Sejam: 
p(xlk) a densidade de X dado = k 
1ik = P(Y k) 
p(klx) = P(Y = kiX = x) a posteriori da classe k dado X= x. 
O objetivo é obter um classificador d: X ->C. 
Se p(xlk) e T!k são conhecidos, então p(klx) pode ser obtido através da 
fórmula de Bayes: 
(2.1) 
Seguindo Ripley (1996), definimos : 
pce(k) = P(d(x) =? kiY = k) (2.2) 
a probabilidade de classificação errada de x numa classe diferente da correta 
(k). Definimos pce nc = P(d(x) =?- Y) como a probabilidade não condicional 
de classificação errada. 
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Seja L(k, l) a perda que se tem por tomar a decisão l, quando a classe 
verdadeira é k. Se os erros de classificação são homogêneos nas classes, isto 
é, se uma decisão errada é igualmente ruim, independente de em qual classe o 
objeto foi erroneamente alocado, a seguinte função perda pode ser utilizada : 
L( k. [\ = { O se l = k (decisão correta) 
· 
1 1 se l ~ k (decisão errada) (2.3) 
função de risco R( d, k) do classificador d é a perda esperada, como função 
da classe k: 
R(d,k) - E[L(k,d(X))IY=kJ] 
J L L(k, l)P(d(X) = liY = 
1=1 
- pce(k) 
O risco de Bayes é o risco esperado, considerando ambos X e Y aleatórios: 
J 
r(d) =E [R(d, Y)] =L Jiwce(k) = pce nc (2.4) 
k=l 
Quando p(xlk) e 7rk são conhecidos, a forma do melhor classificador (em termos 
do risco de Bayes), considerando a perda 2.3, é conhecida. Este classificador, 
chamado comumente de regra de Bayes (Bayes Rule), é dado na proposição 
abaixo, adaptada de Ripley (1996): 
Proposição 2.1 A regra de classificação que minimiza o risco de Bayes sob 
a perda 2.3 é 
ds(X) = k se p(klx) = . max p(jlx) 
;=1,2, ... ,J 
(2.5) 




onde p(x) = 1fkPk(x). É suficiente minimizar a esperança condicional 
na integral, que pode ser escrita como 
J L L(j, d(x))p(klx) 
j=l 
com respeito a k, para cada x. Agora, para d(x) = 1, d(x) = 2, ... , d(x) = J 
tem-se que a soma acima vale, respectivamente, l- p(l 1-p(2jx), ... , 1-
p(Jix), pois em cada soma o único termo diferente de zero é em j = d(x). 
Agora, minimizar isso é equivalente a maximizar p(llx),p(2jx), ... ,p(Jjx) e a 
prova está completa. 
A regra acima diz que se deve alocar um objeto na classe com maior pos-
teriori, o que é bastante intuitivo. Se duas classes atingem o mesmo valor de 
p(klx), aloque o objeto em qualquer uma delas arbitrariamente. 
Na prática, p(x!k) e 7rk não são conhecidos, o que torna o uso direto dare-
gra de Bayes inviável. Entretanto, essa situação teórica nos fornece uma pista 
valiosa para construir classificadores. Se for possível estimar p(klx), podemos 
construir um classificador baseado na regra de Bayes. Estimar as probabili-
dades de cada classe, r.k, é relativamente simples. Pode-se usar as frequências 
relativas. Estimar as densidades do vetor x nas classes, p(xlk), k = 1, 2, ... , J, 
é mais complicado. Ripley (1996) descreve algumas maneiras de se fazer isso, 
utilizando tanto modelos paramétricos, como classes mais flexíveis de modelos. 
A regra de Bayes tem sido muito utilizada para se comparar e testar classi-
ficadores. Para dados gerados (pseudo )aleatoriamente, sabe-se as distribuições 
de probabilidade envolvidas, e a regra de Bayes pode ser obtida. Ela é útil por 
fornecer a menor taxa de erro (pce nc) possível, definindo um padrão com o 
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qual se pode comparar outros classificadores. Este tipo de comparação, como 
só pode ser feito para dados simulados, tem importãncia meramente teórica, 
mas nos indica qual tipo de classificador é potencialmente bom. 
2.4 l\.1edindo 
cador 
Desempenho de um Classifi-
Dado um classificador d construído com base na amostra de treinamento 
L = { :x;, Yí}i!1 , a quantidade pce nc é a probabilidade de se fazer uma clas-
sificação errada em urna amostra independente da que foi usada. Essa pro-
babilidade também é conhecida como taxa de erro (erro r mte), e é uma boa 
m<odlda do desempenho de um classificador. Outra maneira de pensar na taxa 
erro é a seguinte: dada a amostra L= y,};';:,1 , construa d. Numa nova 
amostra (independente) de tamanho muito grande (tendendo ao infinito), a 
taxa de erro pcenc é a proporção de objetos classificados erroneamente por d. 
Existem algumas maneiras de estimar pce nc : 
• Usando o conjunto de treinamento 
'" Usando um conjunto independente, chamado de conjunto de teste 
" Usando Validação Cruzada 
2.4.1 Estimação por Resubstituição 
A primeira maneira de se estimar a taxa de erro é a menos precisa. Quando 
se usa a amostra utilizada para estimar o classificador para testar seu desem-
penho, geralmente obtém-se uma estimativa viciada (para baixo) da taxa de 
erro. Isso ocorre porque, geralmente, o classificador d é construido através de 
um procedimento que tenta minimizar pce nc (por exemplo, a regra de Bayes 
em 2.5 minimiza o risco de Bayes, que é função das probabilidades de classi-
ficação errada dentro das classes). Portanto, utilizar a mesma amostra para 
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estimar pce nc pode produzir (e geraímente produz) estimativas otimistas de-
mais. A estimativa de pce nc usando a amostra de treinamento é chamada por 
Breiman (1984) de estimativa de resubstituição ( resubstitution estímate ). A 
estimativa de resubstituição da taxa de erro para o classificador denotada 
pcê nc' é dada abaixo : 
N 
pcê nc(d) = 2_ I(d(xi) f Yi) (2.6) 
i=l 
onde I ( ·) denota a função indicadora do evento dentro dos parênteses, isto é, 
vale 1 se o argumento é verdadeiro, e O se for falso. 
2 
A estimação por amostra de teste consiste em dividir o conjunto de dados 
de treinamento L= {xi, Yi};'::,1 em duas amostras independentes, amostras L1, 
de tamanho N 1, e L2 , de tamanho N 2 . Usamos L1 para construir o classificador 
d (ou seja, L 1 é agora a amostra de treinamento) e o testamos na amostra L 2, 
que funciona agora como amostra de teste (test sample). A estimativa de 
pce nc é então 
, 1 N, 




Breiman (1984) sugere que os N 2 objetos em L2 sejam escolhidos aleatoria-
mente da amostra de treinamento original. Assim, na equação 2. 7 a soma 
é sobre os (xi, Yi) em Lz. Não há um consenso sobre quão grande deve ser 
N2 , mas geralmente usa-se menos da metade do total de casos (por exemplo, 
N1 = ~N e Nz = kN). 
Em amostras grandes, o procedimento acima é razoável, mas quando N 
é pequeno, perde-se muita informação, já que as N2 observações em L2 não 
são usadas para construir o classificador. Ripley (1996)[p. 67] usa o fato de 
que R= L:;;-::1 I(d(xi) f Yi) ~ B(N2,pce nc) para mostrar que, para estimar 
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pce nc com alguma eficiência, N 2 deve ser relativamente grande" Isso nos leva 
à terceira forma de estimar pce nc, conhecida como validação cruzada. 
2 Estimação por Validação Cruzada 
Considere o procedimento de estimar pce nc dado anteriormente, usa-TJ.do a 
divisão do conjunto de treinamento em dois conjuntos e L2. Podemos usar 
L1 para construir o classificador de estimar pce nc aplicando d em L2 . Chame 
esta estimativa de pcêtc. Agora fazendo o oposto, ou seja, usando L2 para 
construir de testando-o em L 1 , obtemos a estimativa pcêtc. Se combinarmos 
essas estimativas, obteremos um estimador pcê nc = ,~(pcêtc + pcêtc), que é 
não viciado, pois pcêtc e pcê2 nc o são. 
ceito acima da seguinte maneira. Suponha que o conjunto original de tamanho 
N seja dividido em V partes, ou seja, temos L1 , L2 ," .. , Lv, cada um com 
tamanho Nv. Para cada parte v, construa o classificador d(v) usando as v- 1 
partes e teste na restante. Então a estimativa de pce nc usando a parte v pode 
ser calculada por 2.7, substituindo N2 por Nv, v= 1, 2, ... , V e fazendo a soma 
sobre os casos em Nv. Então a estimativa de pce nc por validação cruzada é 
dada por 
v 1 
Pce nc(d) = - '\'pce nc (d(v)) V C V L..-t teste 
v=l 
(2.8) 
Esta estimativa é novamente não viciada. 
O caso V = N é conhecido como leave-one-out, pois em cada passo, usamos 
N - 1 observações para construir o classificador, e testamo-lo na observação 
restante. É interessante notar que, na estimação por validação cruzada, todos 
os casos são usados para construir o classificador, e cada caso é usado exata-
mente uma vez para testar o classificador, fato que é colocado em Breiman 
(1984). A desvantagem deste método é computacional : é necessário muito 
mais tempo de computação para executar este processo. 
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A estimação da taxa de erro por validação cruzada não deve ser confun-
dida com a técnica de validação cruzada para seleção de modelos. Na última, 
calcula-se uma medida de bondade de ajuste baseada em amostras por va-
lidação cruzada, e procura-se o modelo que maximize este critério. 
Modelo Logístico Linear e 
Aditivo 
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Um dos modelos mais utilizados em classificação é o modelo logístico, ou 
de regressão logística. Esse modelo paramétrica proporciona estimativas das 
probabilidades de cada observação pertencer a uma classe, que 
possibilitam a classificação, e ainda dão uma medida de confiança dessa clas-
sificação. 
O modelo logístico se presta a várias generalizações mais poderosas e 
flexíveis, como por exemplo o modelo logístico aditivo. No Capítulo 5, mostra-
se a relação entre os algoritmos de boosting e os modelos logísticos aditivos. 
Este capítulo apresenta brevemente o modelo logístico linear, com alguns 
detalhes de sua estimação via máxima verossimilhança, e o modelo logístico 
aditivo. Na seção a seguir, apresentamos o modelo logístico linear clássico, 
apresentado por exemplo em Agresti (1996) e Hosmer e Lemeshow (1989). 
3.1 Modelo Logístico Linear 
O modelo de regressão logística linear para uma variável resposta Y com 
distribuição Bernoulli (Y E {O, 1}) é dado por 
(3.1) 
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onde p(x) = P(Y = liX). Esse modelo é conveniente, no sentido de que as 
estimativas p(x) estão restritas ao intervalo (0, 1). Da relação 3.1, obtém-se 
p(x) = 1 ::~8 . As propriedades estatísticas deste modelo são bem conhecidas, 
e portanto não serão discutidas aquL 
O modelo acima é comumente estimado por máxima verossimilhança. O 
logaritmo da função de verossimilhança deste modelo é dado por 
n 
l(y, (3) = L {y; log(p;) + (1 - y;) log(l - p;)} (3.2) 
i=l 
onde p; = p(x;). Substituindo p; na função acima, obtém-se 
n 
l(y, /3) = L {y;x; - log(l +ex' e)} (3.3) 
i=l 
Derivando em relação a /3 e voltando a notação p; obtemos as equações de 
escore: 
fJl n 
- = L{x;(y;- p;} =O 
8(3 i=! 
(3.4) 
Essas equações são não-lineares nos parãmetros (3, de maneira que um proce-
dimento iterativo é necessário. O procedimento usual para fazer a estimação 
neste modelo é, dada uma estimativa inicial {3, criar respostas linearizadas 
z; = f;T x; + p,'1'1-~i) , pesos w; = p; ( 1 - p;) e fazer a regressão linear de z; em 
x; usando pesos w; para obter uma nova estimativa de (3. O procedimento é 
repetido até {3 convergir. A justificativa deste procedimento de estimação é 
baseada no fato de que, se observássemos, ao invés de respostas y;, proporções 
r; baseadas em um número de ocorrências, poderíamos aplicar o logito em r; 
e usar regressão linear. A quantidade z; é a expansão de primeira ordem de 
logito(y;) no ponto da estimativa p;. Com iJ e p; fixos, a variância de Z; é 
1/(p;(l- p;)), e portanto os pesos wi são o inverso destas variâncias. 
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3.2 Modelos Aditivos 
O modelo logístico aditivo é um caso especial da classe dos modelos aditivos 
generalizados, no qual a distribuição da variável resposta é binomial. Detalhes 
desta classe de modelos podem ser encontrados em Hastie e Tibshirani (1990). 
Um modelo aditivo é um modelo com a forma 
p 
F(x) = L fk(xk) (3.5) 
k=l 
onde Xk denota a k-ésima variável explanatória. Ou seja, o modelo aditivo 
supõe uma função separada fk para cada variável Xk· O algoritmo usado 
comumente para estimar modelos aditivos é o algoritmo backfitting. Dadas 
estimativas , ... fr, uma atualização por backfitting é obtida por 
fk(xk) +--E [y- L fl(xl)lxk] para k = 1, 2, ... ,p, 1,... (3.6) 
I# 
onde qualquer método ou algoritmo pode ser usado para estimar a esperança 
condicional. 
Uma estensão do modelo aditivo acima consiste em considerar modelos 
aditivos com elementos {fm(x)}J'f que podem ser funções de várias ou todas 
as variáveis Xk, como apresentado em Friedman, Hastie e Tibshirani (2000). 
Neste modelo aditivo estendido, as fm(x) são funções simples caracterizadas 
por um conjunto de parâmetros a e um multiplicador 1 : 
fm(x) = !mb(x; a) 
O modelo aditivo então assume a forma 
M 
FM(x) = L A!mb(x; am) (3.7) 
rn=l 
O modelo aditivo 3.7 pode ser estimado através de um algoritmo do tipo 
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greedy, ou seja, as atualizações são dadas por 
bm,o:m} <- argminE[y- Fm-l(x)- ;b(x;a)], param= 1,2, ... ,M (3.8) 
~f,Ct 
onde { rk, ak} ;n-1 estão fixos nos valores das soluções anteriores. 
3.3 Modelo Logístico Aditivo 
Um modelo logístico aditivo possibilita uma flexibilidade maior na relação 
entre logito(y) e as variáveis preditoras em XJ· Um modelo logístico aditivo 
simples pode assumir que esta relação é aditiva nas variáveis, seguindo o mo-
delo 3.5, ou seja, para cada variável Xj existe uma função fJ. Assim, o modelo 
logístico aditivo tem a forma 
Outra alternativa é um modelo logístico aditivo seguindo o modelo 3. 7 : 
Nesta formulação, há a relação 
eF(x) 




Consideremos a segunda alternativa. Este modelo pode ser estimado com 
uma generalização do método apresentado para estimar o modelo logístico 
linear 3.1, combinado ao procedimento de backifitting 3.6. Este método é 
chamado escoring local (descrito em Hastie e Tibshirani (1990)). Dadas esti-
mativas iniciais h (x1), ... , MxP), F(x) = I: fk(xk) e p(x) definido em 3.11, 
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constrói-se a resposta 
z=F(xi+ y-p(x) 
' p(x)(l - p(x)) (3.12) 
As atualizações são obtidas aplicando o algoritmo de backfitting à resposta z, 
com pesos p(x)(l- p(x)) nas observações. O procedimento é repetido até a 
convergência. 
Capítulo 5, veremos como o procedimento acima está relacionado com 
os algoritmos de boosting. O Capítulo 7 mostra uma abordagem parecida, 
utilizando splines para estimar probabilidades posteriores de classe através de 
projeção em um subespaço aditivo. Na Seção 7.2, propomos um classificador 
baseado em modelos aditivos logísticos H-splines e boosting. 
4 Bootstrap Aggregating 
Bagging 
4.1 Introdução e Breve Histórico 
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O procedimento chamado de bagging, proposto por Breiman em 1996, foi 
um dos primeiros métodos de combinação de preditores. O nome bagging vem 
de Bootstrap Aggregatíng. Como o nome sugere, este método baseia-se 
em criar preditores em amostras bootstrap dos dados, e depois agregá-los, ou 
combiná-los, para formar um preditor que (espera-se) seja melhor. No caso de 
classificação, os preditores são combinados através de voto, ou seja, a classe 
mais votada é a escolhida, e no caso de regressão, usa-se comumente a média 
dos preditores. Aqui é importante comentar que os métodos descritos neste 
capítulo e no próximo podem ser aplicados em classificadores ou em métodos de 
regressão. Usaremos a palavTa preditor para designar uma função de regressão 
ou classificação, e quando se fizer necessário, explicitaremos qual é o caso. 
A partir de seu surgimento, houve muito interesse em explicar como bag-
ging funciona. Em Breiman (1996), houve uma primeira tentativa, através de 
uma argumentação de que o preditor fornecido pelo bagging teria menor erro 
quadrático médio, no caso de regressão. Breíman (1998) decompõe a taxa de 
erro como soma da varíância, vício (devidamente definidos no contexto de clas-
sificaçãc) e da taxa de erro do classificador de Bayes, e mostra empiricamente 
(através de dados simulados) que o bagging atua reduzindo violentamente a 
variância de um classificador instável (definido mais adiante). Friedman e Hall 
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(2000) estudaram a decomposição de estimadores em partes lineares e de or-
dem superior para argumentar que bagging funciona reduzindo a variabilidade 
da componente não linear, deixando a parte linear intacta. No mesmo ano, 
Buja e Stuetzle (2000) estudaram o efeito de bagging em estimadores que são 
estatísticas-U (o caso de árvores de classificação e regressão não é abrangido 
pelas estatísticas-U), e mostram que bagging sempre aumenta o quadrado do 
vício, mas pode diminuir a variãncia significativamente, reduzindo assim o erro 
quadrático médio. Finalmente, Bühlmann e Yu (2002) formalizaram o conceito 
de instabilidade e deram contribuição para o funcionamento de bagging em ca-
sos onde o preditor pode ser escrito como combinação de funções indicadoras 
(dois exemplos são árvores de decisão e regressão linear múltipla com seleção 
de variáveis via teste), mostrando como é a distribuição assintótica do preditor 
via bagging nestes casos. 
De todas as explicações para o funcionamento do bagging, o que é consenso 
é que este procedimento pode melhorar o desempenho de preditores instáveis, 
que são basicamente preditores com alta variância. Buja e Stuetzle (2000) 
apontam o fato de que, em procedimentos estáveis (por exemplo, análise dis-
criminante), o preditor via bagging não traz melhora e pode até ter desempenho 
ligeiramente inferior. 
A seção a seguir apresenta o procedimento chamado bagging e define es-
tabilidade. A Seção 4.3 apresenta a variação proposta por Bühlmann e Yu 
(2002), chamada subagging, que utiliza amostras de tamanho menor que N. 
4.2 O Procedimento 
Considere uma amostra de treinamento L = {x;,y;};~1 , e um preditor 
dn(x), o qual é construído com base na amostra L. O procedimento bagging 
pode ser definido como a seguir, na versão de Bühlmann e Yu (2002). 
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Definição 4.1 (Bagging) 
1. Construa uma amostra boostrap L*= {xf, 
tribuição empírica de 
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, de acordo com a dis-
2. Compute o preditor via bootstrap J~(x), utilizando o mesmo procedimento 
para construir dn ( x), mas com a amostra L*. 
3. O preditor via bagging é dn;B = E* [ J~(x)] no caso de regressão. Em clas-
sificação, a classe predita pelo classificador via bagging é a mais votada 
pelos classificadores d~ ( x). 
Na prática, a esperança do item 3 é calculada via Monte Carlo, i.e., para 
d ' t L k = 1 t' d - 1 1 - d.* I ) ca a amostra ooots rap k. , ... , re 1ra a em 1, ca cu,a-,e n;(k) 1x 
(passo 2) e aproxima-se o via bagging em 3 no caso de regressão por 
K 
d• ( ) 1 ~d· I ' n;B X ~ K ,L_, ~;(k)\X) 
k=l 
( 4.1) 
e no caso de classificação, define-se NJ = #{k;d~;(k)(x) = j}, e o classificador 
via bagging é 
dn;B(x) = argmaxNj 
J 
ou seja, a classe mais votada é a escolhida. 
(4.2) 
Breiman (1996) sugere escolher K por volta de 50. Em Breiman (1998), 
experimentos com dados simulados mostraram que depois de um certo ponto, 
adicionar mais preditores não traz benefício. 
Explicado em palaHas, uma implementação de bagging funciona da seguin-
te maneira. O conjunto de dados é perturbado aleatoriamente, isto é, são 
retiradas K amostras de tamanho N com reposição. Isto significa que em 
cada amostra bootstrap k, uma dada observação do conjunto original pode 
não aparecer, ou aparecer mais de uma vez. Em cada uma destas amostras, 
computa-se um preditor. O preditor via bagging resulta de agregar estes K 
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preditores. No caso de regressão, usa-se a média dos preditores, e no caso de 
classificação, para um caso x fixo, a classe mais votada nas K amostras é a 
escolhida. 
Breiman (1996), com base em evidência teórica e empírica, afirmou que 
a variância do preditor via bagging é menor ou igual a do preditor sem bag-
ging, enquanto que o vício ao quadrado do preditor via bagging permanece 
próximo (mais pode ser superior) ao do preditor sem bagging. Por este mo-
tivo é o procedimento bagging funciona bem somente para preditores com 
alta variância, chamados por Breiman de instáveis. Breiman (1998) define 
informalmente instabilidade da seguinte forma. Um preditor é instável se pe-
quenas perturbações no conjunto de treinamento causam grande variações nos 
preditores treinados com ele. Métodos instáveis conhecidos são redes neurais, 
árvores de classificação e regressão e seleção de variáveis em regressão linear 
teste. Métodos do tipo vizinho mais próximo ( nearest neighbors) e análise 
discriminante são estáveis, e portanto não podem ser melhorados por bag-
ging. Bühlmann e Yu (2002) deram uma definição formal de estabilidade, que 
está reproduzida abaixo. Esta definição, útil na análise teórica de bagging com 
preditores em forma de combinação de funções indicadoras, feita pelos autores, 
mostra-se pouco útil na verificação prática de estabilidade de um estimador. 
Na literatura sobre bagging, o preditor favorito são as árvores de classificação 
e regressão, que têm variabilidade bastante grande quando se perturba o con-
junto de dados. Isto vem do fato (apontado por Bühlmann e Yu (2002)) de que, 
neste método, são tomadas decisões chamadas pelos autores de hard decisions. 
Isto significa que, numa árvore de classificação (ou de regressão), são tomadas 
decisões do tipo "se certo critério é satisfeito, o caso pertence a certa classe. 
Caso contrário, pertence a outra classe". É isso o que cria a instabilidade, pois 
ao perturbar o conjunto de dados, esse critério (os split points) pode mudar 
bastante. 
Definição 4.2 (Estabilidade) Uma estatística dn(x) é estável se 
dn(x) = d(x) + op(l) (n--+oo) (4.3) 
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para algum valor fixo d(x), para cada x. 
uc:.w'''i"M acima afirma que uma estatística (o nosso preditor de inter-
esse) é instável se ele não converge em probabilidade para um valor fixo d(x). 
Neste caso, não importa quão grande seja uma nova amostra, o procedimento 
poderá gerar valores diferentes. Qualquer procedimento que seja baseado em 
indicadoras (seleção de variáveis, árvores de classificação e regressão) é instável 
no sentido da definição acima) 
4.3 Subagging 
Uma variação de bagging, proposta por Bühlmann e Yu (2002), consiste 
em retirar amostras de tamanho < da amostra original L de tamanho 
, sem reposição, calcular o preditor em cada uma dessas amostras e de-
pois agregá-los. Essa variação foi chamada pelos autores de subagging, de 
subsample aggregatíng. 
Subagging pode ser descrito da seguinte maneira. Considere um escalar 
O < a < L Retire amostras Li, de tamanho M = [aN] utilizando sub-
amostragem, isto é, retire amostras de tamanho ]\;f sem reposição. Para cada 
amostra L'k, calcule o preditor d~;(k) (x). Combine os preditores de acordo com 
4.1, no caso de regressão ou 4.2, no caso de classificação. Uma escolha comum 
é a= 1/2 (half subagging), ou seja, retirar amostras de metade do tamanho 
da amostra originaL 
Subagging é atraente do ponto de vista computacional, já que os preditores 
precisam ser ajustados, para cada amostra, em um número de pontos M < N. 
Bühlmann e Yu (2002) mostraram (para árvores de classificação binárias bem 
simples, com apenas 2 nós terminais, em um espaço X unidimensional) que 
half subagging é praticamente idêntico a bagging. Em contrapartida, escolher 
a muito pequeno pode levar a resultados bem ruins, piores do que o preditor 




método conhecido como boosting nasceu na comunidade de machine 
learning o dessa comunidade, proposto um problema teórico chama~ 
do de problema de boosting, que pode ser informalmente exposto da seguinte 
maneira: "Suponha que existe um método de classificação que é ligeiramente 
melhor do que uma escolha aleatória, para qualquer distribuição em X. Esse 
método é chamado de weak learner, ou classificador fraco" A existência de 
um classificador fraco implica na existência de um classificador forte ( strong 
learner), com erro pequeno sobre todo o espaço X?" 
Este problema foi resolvido por Schapire (1990), que mostrou que era 
possível obter um classificador forte a partir de um fraco. A partir de então, 
foram desenvolvidos vários algoritmos dentro do contexto de boosting. Um dos 
mais recentes e bem sucedidos deles é o algoritmo conhecido como AdaBoost. 
Este nome vem de Adaptative Boosting. Assim como bagging, AdaBoost fun~ 
ciona perturbando a amostra de treinamento. Mas enquanto bagging perturba 
essa amostra aleatoriamente através de re~amostragem, AdaBoost gera em 
cada passo (de forma determinística, mas adaptativa) uma distribuição sobre 
as observações da amostra, dando maior peso (maior probabilidade de estar 
na amostra perturbada) às observações classificadas erroneamente no passo 
anterior. 
Desde o seu desenvolvimento como uma resposta a um problema teórico, 
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os algoritmos do tipo boosting têm recebido grande atenção, tanto na comu-
nidade estatística quanto na de machine learning . A comunidade estatística 
busca entender como e por que boosting funciona, abordando aspectos como 
consistência, enquanto na comunidade machine learning a abordagem é 
mais focada nos próprios algoritmos e em sua funcionalidade. 
algoritmo AdaBoost é o mais famoso dos algoritmos de boosting, e foi 
apresentado em Freund e Schapire (1997). Os autores fizeram uma análise do 
algoritmo em termos de limites para as probabilidades de erro na amostra de 
treinamento e na amostra de teste (o erro de um classificador em casos novos é 
chamado na literatura de machine learning de erro de generalização). Um dos 
limites teóricos mostrados implica que o erro na amostra de treinamento decai 
exponencialmente com o número de iterações do algoritmo. Empiricamente, 
observa-se que, após algumas iterações, o erro na amostra de treinamento cai 
a zero, confirmando o resultado teórico. 
Iniciaimente, notou-se que, quando se continua a executar o algoritmo 
AdaBoost, o erro na amostra teste continua a descrescer, o que levou a idéia 
de que o algoritmo é resistente a overfitting. Overjitting é o problema que 
surge quando um modelo tem desempenho bom no conjunto de treinamento, 
mas em dados novos, que não foram usados em seu ajuste, tem desempenho 
ruim. Isso ocorre geralmente porque o modelo se torna complexo demais, 
e passa a ajustar peculiaridades do conjunto de treinamento (por exemplo, 
em regressão logística a adição de variáveis sempre melhora o desempenho 
no conjunto usado para estimar o modelo, mas em algum ponto isso começa 
a se tornar prejudicial e o desempenho em um conjunto de teste é ruim. Em 
redes neurais, se o algoritmo de otimização é executado indefinidamente, o erro 
sempre diminui no conjunto de treinamento, mas em certo ponto ele começa a 
aumentar no conjunto de teste. Existem métodos para determinar o ponto de 
parada nesse caso, como por exemplo early stopping, que cessa a otimização 
quando o erro começa a aumentar no conjunto de teste). 
Breiman (1998) chamou o algoritmo de Freund e Schapire (1997) de arcing, 
um acrõnimo para Adaptatively Resampling and Combining. Breiman criou 
um outro algoritmo do tipo arcing, que mostrou ter desempenho tão bom 
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quanto AdaBoost, Schapire (1998) introduziu o conceito de margem de uma 
observação e relacionou o funcionamento de AdaBoost com o fato de que o 
algoritmo aumenta ae das observações do conjunto de treinamento, e 
mostrou limites para o erro de generalização em termos das distribuições das 
margens. 
Breiman (1997) tentou uma nova explicação usando teoria Jogos, e ar-
gumentou que os algoritmos arcing são algoritmos para se encontrar uma boa 
estratégia de jogo, Nesse mesmo trabalho, Breiman contesta a explicação de 
Freund e Schapíre com margens com um contra-exemplo empírico, 
Friedman, Haetie e Tibshirani (2000) mudaram totalmente o modo como 
boosting é visto, pelo menos na comunidade estatística, Eles colocaram boost-
ing como uma aproximação do ajuste de um modelo aditivo na escala logística, 
usando a verossimilhança da Bernoulli como critério, Ademais, sug-
eriram uma aproximação mais o que levou ao algoritmo LogitBoost, 
um algoritmo para ajustar uma regressão logística aditiva que dá resultados 
praticamente idênticos ao AdaBoost de Freund e Schapire, 
Mais recentemente, notou-se que, se um aigoritmo de boosting for execu-
tado por um tempo (número de iterações) muito grande, da ordem de dezenas 
de milhares, isso ocasionará overfitting, Friedman, Hastie e Tibshirani (2000) 
dá um exemplo em que isso ocorre, Algumas abordagens para este problema 
foram tentadas, Jiang (2000) mostrou que, sob certas condições de regular-
idade, o aigoritmo AdaBoost é consistente em processo (process consistent), 
no sentido de que, durante o treinamento, ele gera uma seqüência de classifi-
cadores com erro que converge para o erro do classificador (regra) de Bayes, 
Lugosi e Vayatis (2004) mostraram um resultado importante de consistência 
para algoritmos de boosting com regularização, 
O restante deste capítulo está dividido da seguinte maneira, A próxima 
seção mostra boosting no enfoque de machine learning e de Estatística, apre-
sentando os algoritmos AdaBoost e LogitBoost para 2 classes e J classes, 
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5. 2 Boosting em Machine Learning e em Es-
tatística 
Começamos definindo um classificador (em geral, um preditor) fraco e um 
classificador forte ( weak leamer e strong leaner, respectivamente). Suponha 
que existe um espaço X e uma função desconhecida Do(x) E { -1, que 
designa uma classe para cada vetor de entrada. O problema é estimar a função 
machine learníng , literalmente aprender) D0 , que mapeia X a { -1, 1}. 
Definição 5.1 ( Weak Learner) Um método de classificação é um classifi-
cador fraco (weak leamer) se existem e > O, 5 > O e um inteiro N tais que, 
dados um conjunto de treinamento L = { Xi, Yi}~ 1 , onde os Xi são retira-
dos aleatoriamente de qualquer distribuição P(dx) = P(X E dx) em X e 
Yi = D0 (xi), i= 1, ... , N, e o classificador d(x, L) construído com L, então a 
probabilidade de um L tal que P(d(X, L) ~ D 0 (X)IL) < 0.5- e é maior do 
que 5. 
Definição 5.2 (Strong Learner) Um método de classificação é um classi-
ficador forte (strong learner) se V e > O, 5 > O existe um inteiro N tal que, 
dados um conjunto de treinamento L = { Xi, y;}~ 1 , onde os xi são retira-
dos aleatoriamente de qualquer distribuição P(dx) = P(X E dx) em X e 
Yi = D0(xi), i= 1, ... , N, e o classificador d(x, L) construído com L, então a 
probabilidade de um L tal que P(d(X, L)~ D0 (X)IL) >é é menor do que 5. 
As definições acimas podem ser interpretadas da seguinte maneira. Um 
método é um classificador fraco se a probabilidade (em L) de o classificador 
contruído com base na amostra L ter erro menor do que 0.5 (um erro de 
exatamente 0.5 é uma escolha aleatória) for positiva. Ou seja, um classificador 
fraco é ligeiramente melhor do que escolher aleatoriamente uma das classes 
com probabilidade 0.5 cada uma. Um classificador forte, por sua vez, é um 
método que tem alta probabilidade de ter erro pequeno, no espaço X inteiro, 
ou seJa, um classificador forte tem erro pequeno também num conjunto de 
teste. 
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O problema original de boosting questionava se era possível obter um classi-
ficador forte através de um fraco. A resposta positiva foi dada em um teorema 
por Schapire (1990). Muitos algoritmos de boosting surgiram, e eventualmente, 
o algoritmo AdaBoost de Freund e Schapire (1997) tornou-se um dos mais con-
hecidos e mais sucedidos. 
5.2.1 AdaBoost para Duas Classes 
Apresentamos a seguir duas versões do AdaBoost para duas classes, dadas 
em Friedman, Hastie e Tibshirani (2000). Uma é chamada de AdaBoost dis-
creto e a outra, de AdaBoost reaL A diferença está no classificador base usado. 
Na versão discreta, o classificador base retoma um rótulo da classe, enquanto 
na versão real o classificador base retoma uma estimativa da probabilidade 
um objeto pertencer a uma classe. Em os casos a saída do algoritmo é 
discreta (1 ou -1). 
O algoritmo AdaBoost discreto pode ser descrito da seguinte maneira. 
Suponha que temos um conjunto de treinamento L = (x1, y1), ... , (xN, YN ), 
onde as classes estão rotuladas { -1, 1}, ou seja, C = { -1, 1}. Defina F ( x) = 
E~1 emfm(x), onde fm é um classificador base que retoma valores { -1, 1}, 
os valores Cm são constantes e a predição correspondente é o sinal de F(x), 
ou seja, sign(F(x)). O algoritmo AdaBoost ajusta classificadores base fm em 
amostras ponderadas do conjunto de treinamento, dando maior peso, ou pon-
deração, aos casos que são classificados erroneamente. Os pesos são ajustados 
adptativamente em cada iteração, e o classificador final é uma combinação 
linear dos classificadores f m. 
Algoritmo 5.1 (AdaBoost Discreto) 
1. Inicialize os pesos wi = 1/N, i= 1, 2, ... , N 
2. Repita param = 1, 2, ... , M : 
(a) Ajuste o classificador fm(x) E { -1, 1} usando os pesos W; nos dados 
de treinamento 
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{b} Calcule Em= Ew[I(y#~(x))J, Cm = log ((1- ém)/ém) 
(c) Faça W; +- W; exp [Cml(y,;ff=(x,))] , i = 1, 2, ... , N e renormalize 
para que Li Wi = 1 
3. Saia com o classificador final sign(F(x)) = sign ( L;;;=l cmfm(x)) 
No algoritmo acima, representa a média ponderada (esperança no con-
junto de treinamento) com pesos w = ( w1, .. , WN ). Em cada iteração, o 
algoritmo aumenta os pesos wi das observações classificadas erroneamente por 
um fator que depende dos erros Em das observações do conjunto de treinamento 
(passo 2-c). 
No AdaBoost real, o classificador base f m é um classificador que retoma 
a estimativa Pm(x) = Ê'w(Y = lJx) E [O, 1]. O algoritmo usa essas estimativas 
para construir as contribuições reais fm(x). 
Algoritmo 5.2 (AdaBoost Real) 
1. Inicialize os pesos wi = 1/N, i= 1, 2, ... , N 
2. Repita param= 1, 2, ... , M : 
(a) Ajuste o classificador para obter uma estimativa de probabilidade de 
classe Pm(x) = Ê'w(Y = lJx) E [O, 1] usando os pesos W; nos dados 
de treinamento 
{b) Faça fm =+- ~logpm(x)/(1- Pm(x)) E~ 
(c) Faça Wi +- w; exp [-Ydm(x;)], i = 1, 2, ... , N e renormalize para 
que L; w; = 1 
3. Saia com o classificador final sign ( L;;;=l fm (x)) 
5.2.1.1 Propriedades Teóricas 
Uma propriedade teórica interessante dos algoritmos AdaBoost para duas 
classes é dada no seguinte teorema. 
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Teorema 5.1 Suponha que os classificadores fracos fm, quando chamados pelo 
procedimento AdaBoost, tenham erros e1, ... , f:.M, onde E:m é como definido 
no Algoritmo 4.1, passo 2-b. Então, denotando por e a proporção de ob-
serDações classificadas erroneamente no conjunto de treinamento (pcenc(F), 
como definido na equação 2. 6), a seguinte desigualdade é válido 
E= 
N 
: F(x:) # Y:} < _!..:L exp ( -yd(xt)) (5. 
i=l 
M 
- 2M II Vém(l- Em):::; exp 
m=l 
onde 'fm = 1/2- E:m. 
Provo:Freund e :-,rtw.TI•zrP (1997) 
O teorema acima foi provado em Freund e Schapire (1997). Note que, se 
cada lm 2:: 1 para algum 1 > O, então cada classificador fraco é ligeiramente 
melhor do que uma escolha ao acaso (essa teria e = 1/2 ==? 1 = 0). Isso 
nos leva à seguinte interpretação do teorema: se cada classificador fraco for 
ligeiramente melhor do que uma escolha aleatória, então o erro no conjunto de 
treinamento cai exponencialmente em M. Esse resultado teórico nos ajudará 
na motivação da seção seguinte, pelo fato de que, no fundo, o procedimento 
AdaBoost tenta achar uma combinação linear F de classificadores base que 
tenta minimizar Eiexp(-yiF(xi)). Além disso, o teorema suporta o fato, 
observado empiricamente, de que o erro no conjunto de treinamento, quando se 
usa o algoritmo AdaBoost, cai a zero rapidamente com o número de iterações. 
Uma propriedade imprescindível de um classificador é que ele tenha erro 
de generalização pequeno. O erro de generalização é a probabilidade de o 
classificador cometer um erro em uma observação nova, isto é, uma observação 
que não foi utilizada em sua estimação. O erro de teste, a proporção de 
observações na amostra teste que foram classificados erroneamente, pode ser 
usado para estimar o erro de generalização, conforme visto na Seção 2.4.2. 
Empiricamente, observa-se um fato surpreendente com o erro de teste quando 
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se usa o AdaBoost. Mesmo depois de o erro no conjunto de treinamento ter 
chegado a zero, se o algoritmo continua a ser executado, o erro no conjunto 
de teste continua a cair. Entretanto, foi observado que, se o algoritmo for 
executado por um tempo mu:ito longo, ele irá causar overfitting, ou seja, o erro 
na amostra teste irá aumentar. Limites superiores para o erro de generalização 
serão dados a seguir, após a definição de alguns conceitos importantes. 
O primeiro destes conceitos é a dimensão VC (Vapnik-Chervonenkis), que 
mede a complexidade de um espaço de classificadores. Seja H o espaço de 
classificadores do qual os classificadores base são escolhidos. Por exemplo, se 
os classificadores base são árvores de classificação, então H é o espaço das 
árvores de classificação de um certo tamanho. Cada F E H é um mapeamento 
do espaço X_, { -1, 1}. A definição a seguir é adaptada de Schapire (1998). 
(dimensão VC) Seja :F a famí7ia de funções F : X -> 
onde #C = 2. A dimensão VC de :F é o maior número d tal que existem 
x 1 , ... , Xd para os quais #{ F(x1), ... , F(xd) : F E F} = 2d, ou infinito, se 
não existir tal número. Em outras palavras, a dimensão VC é a cardinalidade 
do maior subconjunto S do espaço X tal que a fam!?ia :F pode representar todas 
as funções de S para C. 
Uma maneira mais intuitiva de se pensar a dimensão VC é a seguinte. 
Considere o conjunto das funções induzidas por avaliar funções em :F nos N 
pontos da amostra de treinamento. Seja 6.(N) o número de funções distintas. 
Para N pequeno, é de se esperar que D.(N) seja igual a 2N, ou seja, todas as 
possíveis funções são induzidas. A dimensão VC d de :F é o maior valor de 
N tal que D.(N) = 2N para um conjunto de treinamento de tamanho N, ou 
infinito se não existir esse número. Quanto maior for a dimensão VC de uma 
família de funções, maior a complexidade desta família. Uma dimensão VC 
muito alta pode resultar em overfitting. 
O segundo conceito a ser exposto é o conceito de margem de uma ob-
servação. 
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Definição 5.4 (margem) A margem de uma observação (x, y) é definida por 
1 , yF(x) Y L;;;-1 Cmfm(x) 
margemp(X,y) = M 
1 
•• = M . 
1 2:rn=liCmi L.:;.,.=lJCmi 
margem uma observação é um número entre [-1, 1], e é poslt!vo 
se e somente se, F classifica corretamente uma observação. Além disso, a 
magnitude da margem pode ser interpretada como uma medida da confiança 
na classificação. 
A seguir, damos dois limitantes para o erro de generalização, um baseado 
na dimensão VC, e outro baseado em margens. 
Considere um classificador F construído em iterações 
um algoritmo de boosting com uma amostra de tamanho , onde a dimensão 
VC do espaço de classificadores base é d. Então o erro de gereralização é, com 
alta probabilidade, no máxzmo 
(5.3) 
onde e= ~#{i: F(xi) =f. Yi} é a probabilidade (empírica) de erro no conjunto 
de treinamento, e a notação Õ não mostra fatores constantes e logarítmicos. 
Prova:Freund e Schapire (1997). 
O resultado acima sugere que boosting irá sofrer de overfitting se o número 
de iterações M crescer indefinidamente, com N fixo. 
O próximo resultado fornece um limitante para o erro de generalização em 
termos das margens das observações. 
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Resultado 5.2 Seja L uma amostra de treinamento de N observações, reti-
rada de uma distribuição em X x { -1, 1}. Suponha que o espaço de classi-
ficadores base tenha dimensão VC d, e seja ó > O. Assuma 2:: d 2:: L 
Então, com probabilidade pelo menos 1-ó sobre a escolha aleatória da amostra 
de treinamento para todo () > O vale a seguinte desigualdade 
P(yF(x) ::; ::; F(yF(x) ::; + ( __!:_ (dlog
2(Nfd) , l (l .. ,) 1/ 2) JN ()2 -r og foi 
onde P denota probabilidade empírica no conjunto de treinamento. 
Prova: Freund e Schapire (1997) 
que o é independente do número de do 
algoritmo de boosting. Schapire (1998) aponta o fato que esse limitante 
começa a ser útil para tamanhos amostrais da ordem de dezenas de milhares, 
o que torna seu uso quantitativo inviáveL Apesar disso, o resultado pode 
ser interpretado da seguinte maneira. O erro de generalização P(yF(x) ::; O) 
(lembre-se que um erro ocorre se, e somente se, a margem é negativa) é limitado 
pela probabilidade de as margens das observações da amostra de treinamento 
serem menores que um certo valor(), mais um termo que vai a zero conforme N 
cresce. Assim, para que o erro de generalização seja pequeno, é necessário que 
a proporção de exemplos que tenham margem menor que() seja pequena. Em 
outras palavras, é necessário maximizar as margens. Schapire (1998) mostram, 
estendendo a prova do Teorema 5.1, que se () não é muito grande, então a 
proporção de observações na amostra de treinamento para as quais yF(x) ::; () 
decai exponencialmente com o número de iterações. 
5.2.2 AdaBoost como Modelo Aditivo 
Friedman, Hastie e Tibshirani (2000) mostraram que os algoritmos Ada-
Boost discreto e real podem ser derivados como algoritmos iterativos para 
ajustar um modelo aditivo logístico, otimizando um critério que até segunda 
r 
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ordem é equivalente à log-verossimilhança da binomial. Essa derivação será 
feita a seguir para o AdaBoost discreto. 
um modelo: 
Esse critério, que pode ser pensado como uma medida de bondade 
é minimizado em 
P( ) = ~ l o- P(y = llx) 
- X 0 0 ( I ) . 2 Py=-lx · 




Para minimizar o critério iterativamente, considere que temos uma 
F(x), e queremos uma atualização F(x)+cf(x), onde c é um escalar 
e f é uma atualização fornecida por um algoritmo. A atualização é baseada 
na versão populacional do critério. Para c e x fixos, a expansão de Taylor até 
segunda ordem de C(F(x) + cf(x)) ao redor de f(x) O é 
C(F(x) + cf(x)) - E [e-y(F(x)+cf(x))] 
:::::; E [e-yF(x)- cyf(x)e-yF(x) + c2t e-yF(x) f2(x)] 
- E [e-yF(x)(l-cyf(x) + c2t f2(x)] 
E [ e-yF(x) ( 1 - cyf(x) + c;)] (5.6) 
Acima foram usadas as derivadas 
!!_e-y(F(x)+cf(x)) I = -cye-yF 
àf f(x)=O 
32 e-y(F(x)+cf(x)) I = c2y2e-yF 
3J2 :j(x)=O 
Na equação 5.6, usamos o fato de que y 2 j2(x) = 1. 
5. 2 Boostíng em Machíne Learning e em Estatística 40 
Minimizando essa expansão pontualmente com respeito a f ( x) E { -1, 1}, 
escrevemos: 
f(x) = arg (5.7) 
notação ( ·Jx) refere-se a esperança condicional ponderada (quando 
populacional) ou média ponderada, numa amostra. Denotando por w = 
w ( x, y) = , define-se: 
E [ ( )J , ·- E[w(x,y)g(x,y)[x] 
w 9 x, y XJ .- E[w(x, y)jx] 
Assim, a esperança em 5.6 é igual à em 5.7. 
c> O, minimizar é 1va1ente a maximizar 
Ew[yf(x)] f(x)Pw(Y = lJx)- f(x)Pw(Y = -ljx) 
- f(x)(Pw(Y = ljx)- Pw(Y = -1Jx)) (5.8) 
Há dois casos: 
1. Pw(Y = ljx)- Pw(Y = ljx) >O 
2. Pw(Y = ljx)- Pw(Y = -ljx) <O 
Como f(x) só assume os valores { -1, 1}, o máximo de 5.8 é em f(x) = 1, 
no primeiro caso, e em f(x) = -1, no segundo caso. 
Usando novamente que y2 = f 2(x) = 1, note que 
-Ew[Yf(x)] = Ew[Y ~f(xJF 1 
Isto tem a seguinte interpretação. Partindo de uma aproximação quadrática 
(expansão de 2• ordem) do critério, chegamos ao problema equivalente de maxi-
mizar 5.8. E isso é equivalente a minimizar a expressão acima. Essa expressão, 
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por sua vez, mostra que o critério a ser minimizado é igual (a menos de uma 
constante) ao erro quadrático médio, ou seja, a solução que buscamos é uma 
solução de quadrados mínimos ponderados. 
C(F(x) + cf(x)) 
para determinar c: 
c argminC(F(x) + cf(x)) = argminEw[e-cyf(x)] 
c c 
(a igualdade acima é válida, pois C(F(x) + cf(x)) = E [e-y(F(x)+cf(xJJ] = 
E [e-yF(x)e-cyf(x)] = Ew [e-cyf(x)] ). Para fazer essa minimização, considere a 
var·m,;·p: aleatória 
yflx) = { 1 se y = f(x) 
' -1 seyi'f(x) 
Temos 
Ew [e-cyf(x)] = e-cpw(Y = f(x)) + ecPw(Y i' f(x)) 
()E [ -cyf'x)· 
- e ' j oc w 
- e-c[l- Pw(Y i' f(x)) + ecPw(Y f f(x))] 
-e-c(l- Pw(Y i' f(x)) + ecPw(Y f f(x)) =O 
ecPw(Y f(x)) = e-c(l- Pw(Y f f(x))) 
e2c = _1 --:;:-::-P-;::-w.::.::(y-:'-f-:7-f (~x.:.:..)) 
Pw(Y f f(x)) 
1 1 l-Pw(Yff(x)) 
c= 2 og Pw(Y f f(x)) 
(5.9) 
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Como Pw(Y =f. f(x)) = Ew[I(y =f. f(x))], temos 
c= ~ lo<r 1 - Ew(Y =f. f(x)) = ~!o 1 -c: 
2- 0 Ew(Y =f. f(x)) 2 g é 
E= [I(y =/-: f(x))]. 
Combinando os passos acima, a atualização de F(x) é 
f( ) r ) 1 , 1 - e ( ) x +-- F\x + 2 10g -c:-f x 
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Na próxima iteração, os pesos são aumentados, pois o algoritmo é adaptativo: 
w(x, y) <-- w(x, y)e-cf(x)y 
vv.wv -yf(x) = 2I(y =f. f(x)) - 1, a atualização é equivalente a 
( 
1- p \ 
w(x,y) +-- w(x,y)exp log7I(y =f. f(x))} 
As atualizações e a a função obtidas pelo desenvolvimento apresentado 
acima são idênticas as usadas no algoritmo AdaBoost discreto. O objetivo 
aqui foi o de mostrar não que o algoritmo de Freund e Schapire (1997) é 
apenas um algoritmo para ajustar um modelo aditivo logístico aproximado, 
mas mostrar que o algoritmo pode ser derivado e interpretado desta maneira. 
É muito interessante que um algoritmo que surgiu na comunidade de machine 
learning possa ser interpretado como um algoritmo para se ajustar um modelo 
tão comum aos estatísticos. Friedman, Hastie e Tibshirani (2000) mostraram 
que as duas comunidades trabalham de maneiras distintas, mas há muitos 
interesses comuns. 
Uma questão que surge naturalmente é por que usar E[e-yF(x)] ? Note que 
na primeira desigualdade, na equação 5.1, aparece o termo Li exp ( -yiF(xi)), 
como limite superior para a probabilidade de erro no conjunto de treinamento. 
Friedman, Hastie e Tibshirani (2000) usaram o seguinte modelo para explicar 
alguns fatos sobre essa escolha. Considere y* = u;l E {0, 1} e a parametrização 
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das probabilidades binomiais dada por 
Essa parametrização é a dada pelo mínimizador F(x) da equação A 
log-verossimilhança é então 
l(y*,p(x)) - y* logp(x) + (1- y*) log (1- p(x)) 
- -log + e-2yF(x)) 
O modelo dado acima é equivalente a um modelo logístico, a menos de um 
fator 2. Para notar isso, basta multiplicar a equação 5.10 por eF(x), obtendo-se 
N d l l ' , J ( ' eF(x) o mo e o og1st1co usua, temos p X) = l+eF(xl. Os seguintes fatos podem ser 
notados: 
" yF(x) é negativo se e somente se a classificação dada por F é errada, 
Le., I(yF(x) <O) indica um erro, 
" em expansão de Taylor até 2a ordem ao redor de F = O, o critério 
exponencial e (menos) a verossimilhança da binomial são equivalentes 
(Friedman, Hastie e Tibshirani (2000) ). 
" o mínimo populacional de -E[l(y*,p(x))] e E[e-yF(x)] coincidem. A log-
verossimilhança é maximizada em p(x) = P(y* = ljx), a probabilidade a 
posteriori verdadeira, que define a função logito, e o mínimo de E[e-yF(xl] 
é o dado na equação 5.5. 
Assim, cyF(x) é uma aproximação da log-verossimilhança da binomial para 
ajustar um modelo aditivo logístico. Na seção seguinte, apresentamos o algo-
ritmo LogitBoost, uma aproximação mais direta do que a do AdaBoost. Uma 
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boa motivação para o uso de funcionais de custo suaves, como o critério 5A é 
feita em Lugosi e Vayatis (2004)0 
5 3 LogitBoost - um Algoritmo Estatístico 
Friedman, Hastie e Tibshirani (2000) desenvolveram um algoritmo denomi-
nado LogitBoost, que ajusta um modelo aditivo logístico otimizando direta-
mente a log-verossimilhança da binomiaL A derivação deste algoritmo é similar 
à derivação do algoritmo AdaBoost dada na seção anterior, mas o critério do 
qual se parte é obviamente a log-verossimilhança do modelo" O algoritmo está 
abaixo" 
10 Inicialize os pesos wi = l/N, i= 1, 2, o o o, N,F(x) =O e estimativas de 
probabilidades p( xi) = to 





(b) Ajuste a função fm(x) fazendo a regressão de zi em Xi por quadrados 
mínimos ponderados usando os pesos wi 
(c) Atualize F(x) <-- F(x) + !fm(x) e p(x) <-- (eF(xl)j(eF(x) + e-F(x)) 
30 Saia com o classificador final sign(F(x)) = sign (2:::;;;=! cmfm(x)) 
O algoritmo LogitBoost é baseado na otimização direta da log-verossimi-
lhança utilizando um método de otimização de New-ton adaptativo" Sua deriva-
ção está em Friedman, Hastie e Tibshirani (2000)[Seção 403]0 É interessante 
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a abordagem estatística do problema, já que as idéias de boosting surgiram 
na comunidade de machine learning . O foco da estatística, historicamente, 
tem sido em modelos, não em algoritmos. É notável o de que modelos 
idênticos ser ajustados utilizando-se algoritmos diferentes. As carac-
terísticas teóricas (principalmente comportamento assintótico) dos modelos 
sempre tiveram importância maior, para a comunidade estatística, do que 
a implementação usada para ajustá-los. A comunidade computacional, em 
contrapartida, tem um interesse maior em algoritmos e em seu bom e eficiente 
funcionamento, não em modelos. Com a crescente interdisciplinaridade do 
assunto, a comunidade de machine learning passou a utilizar conceitos de 
probabilidade e estatística, como se nota em Schapire (1998). Friedman, Hastie 
e Tibshirani (2000) mostraram que o contrário também ocorreu, desenvolvendo 
um modelo/algoritmo com desempenho igual e às vezes superior ao algoritmo 
ae:ser1vcnv::ao na de machine learning . 
A seguir mostramos as generalizações dos algoritmos AdaBoost e Logit-
Boost para o caso em que há mais de 2 classes. 
5.2.4 Quando Há Mais de 2 Classes 
Muitos problemas de classificação reais envolvem mais de 2 classes. Vamos 
considerar nesta seção problemas de classificação com J > 2 classes, numeradas 
1, 2, ... , J. Apresentaremos versões do algoritmo AdaBoost e LogitBoost para 
J classes. A expansão do AdaBoost para o problema multiclasse, chamado 
AdaBoost.MH, foi introduzida por Freund e Schapire (1997), onde ele foi pro-
posto para problemas em que uma observação pode pertencer a mais de uma 
classe. Esse tipo de problema é chamado de multi-label, e não é o foco deste 
trabalho, onde as classes são consideradas auto-exclusivas, ou seja, um objeto 
só pode pertencer a uma classe . A versão do LogitBoost para o caso multi-
classe se deve a Friedman, Hastie e Tíbshirani (2000). Ambos os algoritmos 
são apresentados aqui como no último. 
Para compreensão dos algoritmos, considere J respostas y1 para o problema 
de J classes, cada uma assumindo valores em { -1, 1}. Ou seja, para cada 
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objeto i, há J respostas Yij que identificam se o objeto pertence a classe j 
(YiJ 1) ou não (Yij = -1)< 
Friedman, e Tibshirani (2000) mostraram que o algoritmo Ada-
Boost<MH converte o problema de classificação em J classes no problema de 
estimar um classificador binário em um conjunto de treinamento J vezes maior, 
com uma entrada adicional definida pelo conjunto de rótulos de classes. Além 
disso, há uma breve análise de como obter o algoritmo a partir de uma as-
tensão dos critérios utilizados na Seção 4.2<2< A seguir expomos o algoritmo 
AdaBoost.MH< 
Algoritmo 5.4 (AdaBoost.MH) 1< Expanda as N observações originais 
em N x J pares ((xi,l),yi1),((xi,2),yi2),< < < ,((xi,J),yiJ),i = 1, < <., 
A resposta é a resposta paro a classe j, observação i. 
2< Execute o algoritmo AdaBoost Real no conjunto aumentado, produzindo 
uma função F : X X (1,. < <, J) ---+ ~; F(x, j) = Lm fm(x, j) < 
3< Saia com o classificador arg maxj F(x, j) < 
Para apresentar o algoritmo LogitBoost para J classes, definiremos a trans-
formação logística simétrica múltipla, seguindo Friedman, Hastie e Tibshirani 
(2000). 
Definição 5.5 Para um problema de classificação em J classes, seja PJ(x) = 
P(yJ = llx) Definimos a transformação logística simétrica múltipla por 
1 J 
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A seguir, apresentamos o algoritmo LogitBoost para J classes, que é uma 
generalização natural do LogitBoost para duas classes, cuja derivação deta-
lhada está em Friedman, e Tibshirani (2000)0 
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Algoritmo 5.5 (LogitBoost (J classes)) 
1. Inicialize os pesos wij = 1/N, i= 1, 2,.. , j = 1, .. , J, F1(x) =O e 
estimativas de probabilidades P](xi) = 1 Vj. 
2. Repita param= 1, 2, ... ,lVí : 
(a) Repita para j = 1, ... , J : 
i. Calcule 
PJ(Xi)(1- PJ(x;)) 
- PJ(x;)(l- PJ(xi)) 
( x) fazendo a regressão de 
quadrados mínimos ponderados usando os pesos 
(b) Faça fmj(x) c- l·:/ (fmJ(x)- j I:t~l fmk(x)), e atualize Fj(x) <-
FJ(x) + fmJ(x) . 
(c) Atualize PJ(x) via 5.12 






O método de classificação como support vector machine (máqui-
na de vetor suporte) tem tido destaque dentro dos modernos métodos de clas-
sificação, e por esse motivo este capítulo fará uma breve exposição sobre ele. 
Assim como boosting, support vector machines (deste ponto em diante, 
SVM) nasceu na comunidade de machine learning. SVM é um método al-
tamente flexível e poderoso, baseado em separação por hiperplanos. Cortes 
e Vapnik (1995) lebram que, em 1936, RA. Fisher sugeriu o primeiro algo-
ritmo para classificação, baseado em duas populações normais (análise discrim-
inante). No caso em que as matrizes de covariância dessas duas populações 
são iguais, a superfície de separação é um hiperplano. 
Nos problemas reais, nos quais as quantidades e dimensões dos dados são 
muito grandes, nem sempre uma superfície linear pode separar bem as classes. 
O método SVM transforma os dados originais de maneira não linear para um 
espaço de dimensão muito alta, e constrói uma superfície de decisão linear 
neste espaço. O modo como esta superfície de decisão é construída garante a 
abilidade de generalização do classificador. O resultado final é, em geral, um 
classificador não linear nos dados originais. 
Para que o procedimento seja melhor compreendido, este capítulo está 
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divido em duas parte: SVM linear e SVM não linear, seguindo Burges (1998). 
Na primeira parte, iremos expor a contrução de um hiperplano separador ótimo 
no caso em que os dados originais são linearmente separáveis, podem 
ser separados por um hiperplano sem erro. Em seguida, apresentamos uma 
generalização para o caso em que os dados são não linearmente separáveis. 
segunda parte, mostramos o método de SVM não linear, abordando como 
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6.2.1 Caso Linearmente Separável 
Considere os dados L = , onde xi -
escalar y, E { -1, 1} contém a classe a que o objeto z 
, ... , Xi,p) E e o 
pertence. Suponha 
que as classes e 1 são linearmente separáveis, i. e., suponha que existe 
um hiperplano em iRP que separa perfeitamente as classes. Essa suposição é 
extremamente restritiva e será feita somente para estabelecer a base do método. 
Os pontos que pertencem a este hiperplano separador satisfazem w · x + b = O, 
onde w é normal ao hiperplano, 11~ 11 é a distância perpendicular do hiperplano 
à origem, e llwll denota a norma euclideana de w. Sejam d+ e d_ as menores 
distâncias do hiperplano às observações mais próximas negativas e positivas, 
respectivamente. Defina a margem do hiperplano separador como d+ +d_ (esta 
margem é totalmente diferente da margem definida no Capítulo 5). No caso 
linearmente separável, o algoritmo de SVM consiste em procurar o hiperplano 
com a maior margem. Em outras palavras, simplesmente procuramos os valores 
de w, b que definem o hiperplano que produz a maior separação entre as classes 
(em termos da margem). Agora, suponha que já temos o hiperplano separador. 
Suponha que w, b foram escolhidos de maneira que os hiperplanos paralelos ao 
hiperplano separador, que passam pelos pontos mais próximos de cada classe, 
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lwl 
Figura 6.1: do problema de no caso linearmente separável 
e (b) linearmente não separável 
satisfazem obrigatoriamente 
xi·w+b= para a classe 
De acordo com essa formulação, as distâncias d+ e d_ sâo iguais. 
Matematicamente, isto pode ser formulado da seguinte maneira. Suponha 
que todos os dados de treinamento satisfazem 
xi · w + b ?: + 1 para Yi = + 1 
Xi · w + b ::; -1 para Yi = -1 
(6.1) 
(6.2) 
Os pontos para os quais a igualdade em 6.1 vale estão no hiperplano 
H 1 : xi · w + b = 1, com vetor normal w e distância perpendicular a origem 
1 1:;:~ 1 . Analogamente, os pontos para os quais a igualdade em 6.2 vale estão no 
hiperplano H2 : xi · w + b = -1, com normal w e distância perpendicular a 
origem 'ii~li&l. Se 6.1 e 6.2 valem para todos os dados de treinamentos, então 
a menor distância do hiperplano separador aos exemplos positivos (negativos) 
é a distância do hiperplano H 1 (H2 ) ao hiperplano separador, Portanto, temos 
d+ = d_ = li,!,il, e a margem é d+ + d_ = li!li. A figura 6.2.1 (a) ilustra a 
situação 
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As restrições 6.1 e 6.2 podem ser combinadas no conjunto de restrições 
Co= {yi(xi ·w+b) -12: O Vi} (6.3) 
Como os hiperplanos H 1 e H2 são paralelos (eles tem o mesmo vetor normal 
o par de hiperplanos que produz a maior margem pode ser encontrado 
HHH1J.m<ca11uu llwll 2, sujeito às restrições Ou a solução do problema é 
w,b=arg mm 
w,b 
sujeito a Co 
ilw11 2 
li :1 (6.4) 
Os pontos para os quais as igualdades em 6.1 e 6.2 valem definem os 
hiperplanos H1 e H2, e são chamados de vetores de suporte. que, se 
o conjunto de sem se esses pontos, o 
algoritmo encontrará os mesmos vetores de suporte e, consequentemente, o 
mesmo hiperplano separador. 
Para resolver o problema em 6.4, convém utilizar multiplicadores de La-
grange. Assim, introduzimos multiplicadores de Lagrange ai, i = 1, ... , N 
para cada restrição em Co. Para construir o Lagrangeano, as equações de res-
trição em C0 que são desigualdades são multiplicadas por multiplicadores de 
Lagrange positivos e subtraídas da função a ser minimizada. Para as restrições 
de igualdade, não há a restrição de positividade. O Lagrangeano é então 
N 
L d;j ~llwii 2 -I:ai(Yi(xi·w+b)-l) 
i=l 
l N N 
211wll 2 - L:aiyi(xi·w+b)+ l:ai 
i=l i=l 
(6.5) 
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As restrições 6.8 e 6.9 serão denominadas C1. Burges (1998) aponta o fato 
de que este problema pode ser resolvido através de uma formulação duaL O 
problema dual é o seguinte : maximizar L, sujeito às restrições 6.6 e 6. 7, e 
ainda à restrição que a 1 2: O. Seja este conjunto restrições. 
formulação dual tem a propriedade que o mínimo de L, a C1 , ocorre 
nos mesmos w, b e ai' s que o máximo de L sujeito a C2. 
Agora, as restrições 6.6 e 6. 7 em C2 implicam 
N N à L 
- = w - L QiYíXi = o => w = L CXiYiXi àw . . 
t=l t=l 
(6.10) 
oL N N 
àb = - L CXiYi = o => L ÜéiYi = o 
i=l i=l 
(6.11) 
Substituindo 6.10 e 6.11 em 6.5, obtemos: 
L* = ~!lwl1' 2 - ~a·yx·w-b~a·y·+ ~a 21 I  Z t t ~ 2 Z ,  t 
- ~ llwll 2 L aiyíxi · (L CtJYJXJ) +L ai 
' J ' 
- ~llwll 2 - LaíCtJYiYJXi ·Xj +L ai 
1,) 
Mudamos a notação para L' porque já utilizamos as condições do problema 
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dual no Lagrangeano originaL 
( ~:',pl) · .. Agora, temos w = ~ . o ele.mento típico de w é dado por 
k í,j 
= L Ü!iÜ!jYiYj L XkiXkj 
i,j k 
L Ü!iÜ!jYiYjXi " Xj 
i,j 
Utilizando 6.12, obtemos L*: 
L* = 




O problema agora é maximizar L* com respeito aos ai, sujeito a 6.11, cuja 
solução é dada por 6. 10. As restrições 
Yi(Xi "w + b)- 1 2 o Vi 
Ü!i 2 o 
(6. 14) 
(6.15) 
podem ser usadas para derivar um conjunto de equações que pode ser usado 
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para determinar b. Se a igualdade em 6.14 vale, o ponto é um vetor de suporte 
e necessariamente o ai correspondente é não nulo. Para os pontos em que a 
igualdade não vale, o ai correspondente é nulo. 
equações são pela solução : 
ai(Yi(w · Xi + b)- 1) = 0 Vi (6.16) 
equações acima determinam implicitamente b. 
Uma vez que w e b são estimados com os dados, podemos aplicar a SVM 
em dados de teste. A fronteira de decisão de uma máquina de vetor suporte é o 
hiperplano que passa no ponto médio entre os hiperplanos H1 e H2, e é paralelo 
a eles. Assim, uma nova observação x é designada a classe sign(w · x + b). 
Uma propriedade importantíssima é a de que, na formulação do problema 
de SVM dada acima, os dados originais só aparecem no algoritmo como pro-
dutos internos de vetores, xi · . Isso será explorado mais adiante, onde um 
tipo especial de função substituirá este produto interno e possibilitará a gene-
ralização que resulta em SVM não lineares. 
6.2.2 Caso Não Linearmente Separável 
Quando os dados não podem ser separados linearmente, as restrições 6.1 e 
6.2 precisam ser modificadas para permitir erros no conjunto de treinamento. 
Isso pode ser feito adicionando-se constantes E;, i = 1, 2, ... , N nas restrições: 
xi · w + b > + 1 - si para y; = + 1 
xi · w + b < -1 +E: i para Yi = -1 




Nesta formulação, um erro ocorre se o E; correspondente é maior do que 
1, de maneira que Li E i é um limitante superior para o número de erros no 
conjunto de treinamento. Burges (1998) sugere modificar a função a ser mini-
mizada para llwll2 + k Li E:; onde k é uma constante ajustável que define o 
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tamanho da penalidade que se dá aos erros. A figura 6.2.1 (b) iíustra o caso 
não linearmente separáveL 
restrições 6. e 6.18 podem ser combinadas em 
Yi · w + - 1 + Ei 2: O Vi (6.20) 
Lagrangeano é 
onde /.Li são os multiplicadores de Lagrange correspondentes aos ê;, restrições 
6.19. Agora, temos as condições: 
-=k-ai-Jki - o (6.22) às; 
y;(xi·w+b)-l+êi > o (6.23) 
êi > o (6.24) 
a; > o (6.25) 
Jki > o (6.26) 
ai{Yi(xi · w + b)- 1 + ê;} 
-
o (6.27) 
J.liêi - o (6.28) 
A restrição 6.28 vem de requerer que as derivadas de L com respeito a si e Jk; 
sejam nulas. 
O problema dual neste caso é (Burges (1998)) maximizar 






o ::; Ú:i ::; k 
aiyi =O 
N;; 
w = LO:iYiXi 
i=l 





As equações 6.27 e 6.28 podem novamente ser usadas para determinar b. 
6. Parte - SVM Não-Linear 
Os métodos descritos nas seções anteriores produzem classificadores que 
são hiperplanos no espaço X C 3{P dos dados originais. No primeiro caso, o al-
goritmo só encontrará solução se os dados puderem ser separados perfeitamente 
por um hiperplano, enquanto o segundo caso permite que erros ocorram. 
Esta seção irá mostrar como generalizar uma máquina de vetor suporte 
para o caso não linear. Descrito casualmente, essa generalização consiste em 
transformar os dados do espaço original para um espaço de dimensão muito 
grande, usando um tipo especial de função. O algoritmo de SVM descrito 
anteriormente irá então procurar um hiperplano separador nos dados transfor-
mados, o que irá gerar uma fronteira de decisão não-linear nos dados originais. 
Suponha que usemos a função <í> : J(P -> H para transformar os dados. 
Devido à propriedade de que o algoritmo de SVM só depende dos dados através 
de produtos internos, aplicar o algoritmo nos dados transformados iria requerer 
apenas os produtos <í>(xi) · <í>(xJ). Suponha agora que existe um kernel K tal 
que K(xi, xJ) = <í>(xi) · <P(xj)· Então o algoritmo iria requerer apenas K, e 
nem seria necessário conhecer a função <í> explicitamente. 
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Para utilizar uma SVM linear para classificar um objeto x, bastava calcular 
o sinal de w · x + b. No caso não linear, todos os produtos internos x; · x; 
no algoritmo são substituídos pelo kemel x;), e portanto a solução w 
pertence ao espaço Assim, para utilizar uma SVM não-linear para classificar 
uma nova observação x, será necessário calcular o sinal de 
N N 
f(x) =L aiy;<P(si) · <P(x) + b =L aiyiK(si, x) + b (6.33) 
i=l i=l 
onde si são os vetores de suporte. 
A introdução do kemel K no algoritmo é extremamente coveniente, já que 
não é necessário conhecer <P em momento algum. Tanto na fase de treinamento 
quanto na fase de teste, os produtos em <P são substituídos por A seguir, 
de fm1ciíes kemel podem ser usadas. 
6.3.1 A condição de Me:rcer 
Dado um certo kemel, é possível descobrir se ele pode ser usado para cons-
truir uma SVM não-linear verificando se ele satisfaz a condição de Mercer, 
como discutido em Burges (1998) e Cortes e Vapnik (1995). Se um kemel satis-
faz esta condição, então existe um par {H, <P} com as propriedades desejadas, 
ou seja, o kemel é um produto interno em algum espaço. 
Uma função simétrica K ( x, y) E L2 pode ser expandida na forma 
00 
K(x, y) = L Ài<P;(x) · <P,(y) (6.34) 
i=l 
onde Ài E 1R e <P; são, respectivamente, os autovalores e autofunções do opera-
dor integral definido pelo kemel : 
f K(x, y)<Pi(x)dx = À;<Pi(Y) (6.35) 
Cortes e Vapnik (1995) afirmam que uma condição necessária e suficiente para 
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que o kernel defina um produto interno é que todos os autovalores da expansão 
6.34 sejam positivos. A condição de Mercer garante que isso ocorra. 
Mercer) O kernel K(x, y) = <P(x) · <P(y) define um pro-
duto interno em algum espaço se, e somente se, 
K(x, y)g(x)g(y)dxdy 2: O (6.36) 
para qualquer g(x) tal que 
(6.37) 
Um exemplo de função que satisfaz a condição de Mercer são as potências 
nn"t'vRR do produto , y )c, c é um inteiro positivo 
(kernel polinomial homogêneo). Burges (1998) mostra que, se a dimensão do 
:~: ," e~;ol-',') ~= ::~:: ::,:: :p:::::d@te" "'' 
6.3.2 Exemplos de SVM 's não-lineares 
Variando o kernel K, pode-se obter diferentes classificadores. A forma da 
fronteira de decisão depende diretamente de K. A seguir, damos exemplos de 
três tipos de funções que podem ser utilizadas, e que são citadas por Burges 
(1998), 
K(x,y) - (x·y+l}" 
K(x,y) _ 8-ilx-yll 2/2~ 2 




A escolha 6.38 produz um classificador que é um polinômio de grau c 
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nos dados. O kernel 6.39 resulta em um classificador de função de base ra-
dial (radial basis function) gaussiano (ver Bishop (1995) e Ripley (1996) para 
funções de base radial), e o kernel produz um tipo de rede neural sigmoidal 
(para mais sobre redes neurais, ver Bishop (1995)). Mais detalhes sobre essas 
máquinas de vetor suporte podem ser encontrados em Burges (1998). 
inclusão de um kernel não linear permite que se aproxime uma classe 
maior de funções e, consequentemente, torna os classificadores via SVM mais 
flexíveis do que uma separação usual por hiperplanos. 
Para encerrar esta breve exposição sobre SVM 's, vamos adicionar algumas 
observações : 
" O treinamento de urna SVM sempre encontra uma solução global para o 
problema otimização associado (Burges (1998)) 
" O treinamento de uma SVM depende dos dados somente através do ker-
nel K(xi, Xj)· Apesar de este corresponder a um produto interno num 
espaço de dimensão muito alta (H), o cálculo do kernel é feito em O(p) 
operações, onde p é a dimensão original dos dados. Isso torna o treina-
mento factível computacionalmente 
'" A dimensão VC das máquinas de vetor suporte pode ser muito grande ou 
mesmo infinita. Para o kernel polinomial homogêneo K(x, y) = (x·y)c e 
dados cujo espaço original é 3{P, a dimensão VC da SVM correspondente é 
( p +;- 1 ) + l. A SVM com o kernel 6.39 tem dimensão VC infinita. 
Apesar disso, a capacidade de generalização dessas SVM 's é boa, ou 
seja, elas têm desempenho bom em dados que não foram utilizados em 
seu treinamento. Este fato ainda não foi explicado completamente 
" As máquinas de vetor suporte funcionam em dimensões muito grandes. 
Apesar disso, elas não sofrem com o problema citado na Seção 2.2, que 
surge quando a dimensão dos dados aumenta, mas o número de ob-
servações permanece constante 
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" Existe uma relação entre a complexidade do problema e o número de 
vetores suporte necessários para atingir um certo nível de desempenho. 
mcmt'lHi geral, quanto mais complexo o problema, maior o número 
vetores suporte que determinam o hiperplano separador no espaço 
transformado 
" 
método de pode ser estendido para o caso regressão 
" Tanto o fator de penalização k como os parâmetros específicos de cada 
kemel podem ser estimados usando métodos específicos (por exemplo, 
validação cruzada) 
O método descrito nesta seção é mais um exemplo de combinação de idéias 
de estatística e machine leaming. Ainda existem aspectos não entendidos 
seu funcionamento, e há uma variedade muito grande de material sobre este 
assunto. O intuito desta seção era o de fazer uma introdução ao método. 
Os detalhes computacionais da implementação de máquinas de vetor suporte 
podem ser encontrados em Burges (1998). 
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Us Sp 
Neste capítulo iremos investigar o uso de splines na construção de métodos 
de classificação. Foram estudadas três abordagens para o problema : o método 
( Classification Using Splines) Bose (1996), um método baseado na 
estensão de um algoritmo de regressão não paramétrica via H-splines, que 
aparece em Dias (1999), e uma modificação do algoritmo LogitBoost de Fried-
man, Hastie e Tibshirani (2000), utilizando o algoritmo de regressão via splines 
MARS. 
Começamos com uma breve expos1çao do método CUS ( Classification 
Using Splines) de Bose (1996). Este método utiliza splines para tentar mode-
lar as probabilidades posteriores de classe diretamente, através da projeção de 
variáveis indicadoras de classes em um subespaço aditivo. Este método foi um 
dos primeiros a utilizar splines para classificação, e por este motivo foi estu-
dado e exposto neste trabalho. Contudo, não aplicamos o método, e portanto 
o leitor menos interessado pode passar diretamente à seção 7.2. 
A seguir, propomos uma estensão do procedimento de regressão não para-
métrica simples via H-splines de Dias (1999) para o caso de duas e de p 
variáveis regressaras, e propomos um métoào de classificação, com um al-
goritmo seguindo a idéia do algoritmo LogitBoost (5.3) baseado neste métoào 
de regressão. Este método apresentou um resultado muito bom em um con-
junto de dados simulados bidimensional de Ripley (1996), superando os outros 
métodos estudados neste trabalho, mas em um outro conjunto de dados com 
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mais variáveis regressoras, seu desempenho não foi satisfatórioo 
A última abordagem foi uma modificação do algoritmo LogitBoost, substi-
a regressão linear neste algoritmo por um método de regressão 
via splines, o famoso algoritmo MARS de Friedman (1991)0 
7.1 Classificação Usando Splines- CUS 
Uma abordagem tradicional de classificação supõe que os dados seguem 
uma certa distribuição p(xlj), j = 1, o o o, J e que as classes têm distribuições 
1rj ,j = 1, o o o, Jo Através da fórmula de Bayes (201), obtém-se as proba-
bilidades posteriores p(jlx) , j = 1, o o o , Um objeto é designado a classe 
com maior probabilidade a posteriori (regra Seção 203)0 O pro-
blema de classificação resume-se então a estimar as probabilidades p(xlj) e 
Kj , j = 1, o o o, Jo As probabilidades classe Kj podem em geral ser estimadas 
por !Jt, onde Nj é o número de elementos da classe j na amostra de treina-
mento, e Lj Nj =No Para estimar as probabilidades p(xjj), existem inúmeras 
maneiraso Pode-se supor uma estrutura probabilística paramétrica para essas 
probabilidades, e o problema se resumirá então a estimar os parâmetros deste 
modeh Essa é, por exemplo, a abordagem da Análise Discriminante, que 
supõe que p(xlj) seguem uma distribuição normal multivariadao O problema 
desta abordagem é que, se o modelo suposto for inadequado, o classificador 
resultante estará longe do ótimoo 
A abordagem não-paramétrica para estimar p(xlj) não supõe um modelo 
fixo, mas usa os dados para tentar descobrir a forma dessas densidadeso Um 
exemplo é estimação de densidade por kemeL 
O método descrito neste capítulo, apresentado por Bose (1996), toma um 
caminho diferenteo Ao invés de assumir distribuições para x, ou estimá-las de 
maneira não paramétrica, o método de classificação usando splines (daqui em 
diante, CUS) tenta estimar p(jlx) diretamente através da amostra e classificar 
as observações através da regra de Bayes baseada nestas estimativaso Como 
a regra de Bayes é o classificador ótimo (em termos de minimizar a taxa de 
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erro), se as estimativas estiverem próximas das probabilidades condicionais de 
classe p(jlx), o classificador terá desempenho próximo de ótimo. 
'-"'~~o·""'<Ã,,cv usando splines projeta as probabiiidades p(j em um espaço 
de funções suaves geradas por splines do vetor x, baseando-se em regressão por 
splines cúbicos. Este método pode produzir fronteiras de decisão não-lineares e 
tem desempenho comparável e às vezes superior a métodos como redes neurais. 
7.1.1 Motivação 
Considere os elementos aleatórios X e Y, onde X é o vetor aleatório de 
medidas que assume valores em X C l}(P e Y é a v.a. de rótulos de classe, que 
assume valores no conjunto C = {1,, .. , J}. Assume~se que as densidades 
contínuas, para j = L. Seja L2(X) a todas as funções 
cp(X) tais que Ecp2 (X) < x e defina as funções (Y), j = 1,.,., J por 
i (Y) _ { 1 se = j 
1fJJ - O caso contrário (7.1) 
Assume-se que as funções 'PJ : JRP-+ [0, 1]. 
Seja L a perda quadrática de estimar 1/Jj por 'PJ' 
J 
L= L E['I/Jj(Y) - 'PJ(XW (7.2) 
]=l 
Se :PJ(X) E L2 (X), j = 1, ... , J, então um resultado conhecido é que L é 
minimizada por cpj(X) = E[lbJ(Y)IX], j = 1, ... , J. 
Note que E[1/JJ(Y)IX] = p(jiX), portanto as funções :pj, j = 1,, .. , J são 
exatamente as probabilidades que queremos estimar. Uma maneira de estimar 
os p(jlx) é projetar as variáveis 1/;j(Y) em um subespaço de L2 (X). Através de 
uma amostra, isto pode ser feito fazendo as regressões das variáveis 1/;1 , , ... , 1/J J 
em um subespaço gerado por funções de X1, .. , , XN, A escolha do subespaço 
irá influenciar as estimativas. Bose (1996) propõe um subespaço aditivo. 
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com E[;p~(Xk)] < oo, k = 1, .. ,p 
Assim, cada p(j 
p 
p(jfx) = L \Djk(Xk) j = 1, ... , J (7.4) 
k=l 
Uma propriedade desejável dessas estimativas é que elas satisfaçam as re· 
gras básicas de probabilidade, como aditividade e positividade. Como não 
estamos realmente nas estimativas probabilidade, e sim na re-
gra por elas gerada, estas condições não são de fato cruciais, desde que as 
estimativas estejam suficientemente próximas das verdadeiras probabilidades. 
Bose ( 1996) nota que esta formulação não possibilita a inclusão de interações 
entre as variáveis explanatórias; se p(jlx) for não aditiva, esta estimativa pode 
não ser satisfatória. Uma maneira de melhorar o desempenho do método neste 
caso é fazer uma segunda iteração, considerando o subespaço aditivo gerado 
pelas funções estimadas. A seguir entramos nos aspectos computacionais do 
método CUS. 
7.1.2 O procedimento 
Bose (1996) sugere os splines cúbicos como a classe de funções a ser usada 
no método CUS. Para malor clareza, vamos definir a classe dos splines cúbicos 
para x univariado. Após isso, revemos as sugestões de Bose (1996) para as-
pectos como número e colocação dos nós dos splines, e o funcionamento do 
algoritmo propriamente dito. 
Para x univariado, temos N valores x 1 , x 2 , ... , XN· Considere R nós (pon-
tos) t 1, ... , tR, colocados no intervalo [mini,sn xi, maxi,sn xi]· A colocação destes 
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nós pode ser feita de várias maneiras, mas o método utilizado no algoritmo 
CUS será explicado mais adiante. A seguir, apresentamos a definição da classe 
dos splines cúbicos. 
A função pertence ao espaço 
t = (t1 .. . , tR) dos splines cúbicos com nós t = ... , tR) se e somente se 
1, em ) . é um polinômio cúbico, 
2. tp(x) tem derivadas contínuas até segunda ordem 
Em palavras, os splines cúbicos são polinômios por partes cujos segmentos são 
unidos nos nós Estas fuz1ções são suaves, pois segunda derivada. 
O espaço tem dirne:o.s8co +4). 
Dentro dos splines cúbicos, pode-se escolher a base com a qual se 
trabalhar. A base mais comum é a base das funções potência, que consiste das 
f - 1 2 3 ( - t )3 - 1 R d ( - t )3 ' f· - t' . unçoeS , X, X , X , X r +• , r - , ... , , on e X r + e a .unçao po ,enCla 
cúbica truncada definida por 
,sex>tr 
, se X ::; tr 
(7.5) 
Fora do intervalo [mín;~n X;, maxi~n xi], Bose (1996) sugere que a estimativa 
por spline deve ser linear. Para isso, toma-se t 1 = x(l), onde X(i) é o valor 
observado da i-ésima estatística de ordem, coloca-se um nó adicional t K + 1 em 
x N, e impõe-se as condições 
<p"(xl) = tp111 (x1-) =O para a cauda esquerda 
tp"(xN) = tpm(xN+) =O para a cauda direita 
(7.6) 
(7.7) 
A base usada no algoritmo do CUS consiste do espaço gerado pelas funções 
L x, (x- tr )!, r = 1, ... , R. As condições 7.6 são automaticamente satisfeitas, 
e as condições 7. 7 devem ser impostas durante o processo de estimação. 
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Para x multi-variado, começa-se com R+l (onde R é razoavelmente grande) 
nós colocados em cada coordenada de x. Então, usa-se a base citada acima 
para construir o subespaço aditivo, ou seja, a coleção de funções 1, (xj -
trj)!,:, r= 1, ... , + l;j = 1, ... ,p. É feita então a regressão das variáveis 
(Y) no subespaço gerado por estas bases. 
questão da colocação dos nós requer alguns cuidados. Bose (1996) alerta 
que colocar muitos nós pode causar problemas de singularidade na matriz 
X'X. Usualmente, os nós são colocados nas estatísticas de ordem, ou ainda 
igualmente espaçados. Bose (1996) utiliza um algoritmo que decide o número 
e a posição dos nós. Este algoritmo divide o intervalo [minxi,maxxi],i = 
1, ... , Nem L subintervalos B1 , ... , BL, onde L= int(5N113 ). Denotando por 
cz o número de pontos no subintervalo B~, os subintervalos são combinados 
para produzir de maneira que seja praticamente 
constante para r = L . < , R, onde 
Os detalhes deste algoritmo estão em Bose (1996). 
Dados o número de nós R e suas posições, o algoritmo consiste em fazer J 
regressões, onde as matrizes X dessas regressões são modificadas para conter 
as funções das bases discutidas, ou seja, cada coluna da matriz corresponderá a 
uma combinação de função e nó. Bose (1996) sugere um algoritmo de colocação 
de nós que não só fornece o número de nós, mas também suas posições. Um 
número muito grande de nós pode levar a desempenho ruim (um problema de 
overfitting), de modo que é desejável um procedimento que decida quais nós 
serão mantidos e quais serão eliminados. A sugestão de Bose (1996) é elimi-
nar, em cada etapa, o nó cuja eliminação leva ao menor incremento na soma 
de quadrados dos resíduos. O critério de parada do algoritmo é baseado em 
validação cruzada. O conjunto de dados é dividido em v grupos de tamanho 
aproximadamente iguais. Então reserva-se um grupo de cada vez como con-
junto de teste e usa-se o resto dos dados como conjunto de treinamento. Os 
nós são eliminados um por vez, e a taxa de erro para cada número de nós é 
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anotada. Assim, obtém uma estimativa da taxa de erro para cada dimensiona-
lidade (dos nós), combinando-se as v taxas de erro para cada número de nós, e 
escolhe-se a dimensionalidade com menor taxa de erro. A partir daí, executa-se 
o algoritmo com o conjunto de dados completo, parando na dimensionaiidade 
escolhida pela validação cruzada. 
1 CUS e 
O algoritmo descrito acima possui uma quantidade enorme de detalhes, 
e sugere um custo computacional elevado. O desempenho deste classificador, 
como notado em Bose (1996), é longe de ótimo, estando próximo ao de métodos 
como CART e análise discriminante. 
dos primeiros métodos a utilizar splines para classificação. Assim, o caráter 
desta seção é meramentes expositivo, e não aplicaremos este método neste 
trabalho. 
7.2 Modelo Logístico Aditivo via H-Splines e 
Boosting 
Utilizando B-splines, Dias (1999) introduziu um esquema de regressão não 
paramétrica (univariada) via H-splines. O algoritmo é delineado para encon-
trar a solução de um problema de quadrados mínimos penalizados, no qual o 
parâmetro de suavização é atualizado conjuntamente com o número de bases, 
em iterações orientadas por urna medida de desempenho. 
Inicialmente, propomos uma estensão do método de regressão de Dias 
(1999) para o caso de regressão de uma variável resposta Y em duas variáveis 
preditoras X1, X2, ou seja, a estimação de uma função bi-dimensional. Esse 
procedimento pode ser estendido para o caso p-dimensional, constituindo um 
modelo de regressão aditivo estimado via quadrados mínimos penalizados, onde 
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o algoritmo de estimação é do tipo backjittíng e os parâmetros de suavização 
são escolhidos de maneira sequencial e adaptativa. 
isso, utilizando o argumento que justifica os algoritmos de local scor-
zng para modelos logísticos (ver 3.12, Hastie e Tibshirani (1990)[Pg.98,136-
141], Friedman, Hastie e Tibshirani (2000)[Pg.344]), ou seja, uma modificação 
na variável resposta da regressão, propomos um modelo logístico aditivo 
boosting baseado no algoritmo para regressão. Esse algoritmo possui duas 
fases : na primeira, um modelo logístico aditivo H-splines é construído 
quadrados mínimos penalizados, com o número de bases e os parâmetros de 
suavização sendo escolhidos de maneira sequencial e adaptativa; na segunda 
fase, usando o número de bases escolhido na primeira fase, um algoritmo do 
tipo boosting é utilizado para melhorar o desempenho do classificador obtido. 
Esse algoritmo mostrou um desempenho excelente em um conjunto dados 
simulados de Ripley (1996), supemndo classificadores poderosos como Ada-
Boost, LogitBoost e SVM. 
7.3 Regressão Não Paramétrica Adaptativa e 
Sequencial 
Suponha que se tenha o seguinte problema de regressão : 
Yi = Lig + Ei (7.8) 
onde os Li são funcionais lineares (tipicamente valores pontuais da função g) 
definidos em um espaço linear 'H, e E i, i = 1, ... , N são erros aleatórios com 
média nula e variância constante. 
O problema acima pode ser resolvido por quadrados mínimos, mas em al-
guns casos a solução não é suave o bastante. Uma maneira de superar este 
obstáculo é resolver o problema de quadrados mínimos penalizados, que com-
bina bondade de ajuste com uma medida de suavidade. Este consiste em 
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minimizar: 
N 
=L (y;- T 
i=1 
onde J(g) penaliza a falta de suavidade, e geralmente é dado por , e À 
é o parâmetro de suavização, que controla a troca entre fidelidade aos dados e 
suavidade da l:mrçao" 
Para estimar a função g, assumimos que os pontos o o o , estão no 
intervalo [a, b], de maneira que L;g = g(t;), e que a função g E Wi[a, b] = {g: 
g' é absolutamente contínua e f (g") 2 < oo}" A estimativa g é definida por 
g = arg min A;,(g) 
gEW§[a,b] 
~~ 101 \L J 
Um resultado conhecido é que a solução g é necessariamente um spline 
natural cúbico (veja por exemplo Hastie e Tibshirani (1990))0 
No contexto de regressão por splines, a idéia é aproximar g por uma 
função de um subespaço finito-dimensional de W gerado por funções base 
Br,ooo,BK, K<N: 
N 
g;:;:; 9K =L CjBj (7011) 
j=l 
onde o parâmetro K controla a flexibilidade do ajuste" Uma escolha comum 
para as bases B sâo os B-splines" Escolhida a base, obtém-se uma matriz 
B = Bi,j = Bj(x;) para j = 1, o o o, K e i= 1, o o o, No 
O método de splines híbridos, ou H-splines de Dias (1999) combina idéias 
de regressão por splines e suavização por splines" O algoritmo encontra o 
número de bases e o parâmetro de suavização iterativamente" Com os valores 
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pontuais, a equação 7.9 resulta em 




Assumindo g "" gx = I:~1 cJBJ - onde é uma matriz xK 
com valores Xi.J = BAti), i = 1, o .. , , j = 1, .. o, o problema nu.m<írh1o 
correspondente é encontrar o vetor c = ( cL . o o , ex)" que minimiza 
(7.13) 
onde f! é uma matriz K x K com valores f!1,J = f B;'(t)B'j(t)dto Derivando 
7.13 em relação a c e igualando a zero, nota-se que c é solução do sistema 
linear + _\f1) = de dimensão K x o é vantajoso 
<< 
O procedimento sugerido por Dias (1999) resultou no algoritmo a seguir. 
T 3 Regressão Não Paramétrica Adaptativa e Sequencial 
Algoritmo 7.1 
1. Seja K 0 o número de funções base in'icial e Ào 
2. Encontre c0 solucionando 
3. Encontre À que minimizo 
GCV',\'=2._ '\:"' Y;-_9Ko(ti) 
( 
N )2 
\ J N L.t 1 ..!,tr(A(,\)) 
z=l 1\ 
4. Incremente o número de funções base e repita os passos 
obter a estimativa 9K ~ 1 ; • Q, _,A 
73 
até (4) para 
5. Para um número real li> O, 
o procedimento. 
se uma distância d(gK ,, gK , 1 >..) < o, pare o,"' o-r , 
l\o algoritmo acima, o número o pode ser determinado empiricamente, de 
acordo com a distância particular d(·,} Dias (1999) sugere parar o procedi-
mento quando a afinidade entre as estimativas com K e K + 1 bases estiver 
próxima de L A afinidade entre duas funções f e g E W?[a, b] é definida por 
p(f,g) =f lfgl J f j2g2 (7.14) 
justificativa para isto é que a pseudo distância definida por d2 (f, g) = 
2(1 - p(f, g)) é mínima quando p(f, g) = L l\uma implementação, a integral 
pode ser estimada via Monte Carlo. O passo 3 utiliza um critério de validação 
cruzada generalizada, que é um método computacionalmente factível de uti-
lizar uma abordagem de validação cruzada. Uma referência para este assunto 
é (FRIEDMAN; HASTIE; TIBSHIRANI, 2001). 
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7.3.1 Estensão do Procedimento pa:ra 2 Variáveis 
Co,nsi:de:re o problema de estimar a função f : R2 -+ R, usando dados 
{X !i, e os respectivos valores da variável resposta {yi};~ 1 , isso, 
utilizaremos um modelo aditivo da forma 
com fi(xi) = X,/3i, i= 1, 2, onde Xi, i= 1, 2 são matrizes de bases de splines 
cúbicos de dimensão N x K e Pi: i= 1, 2 são os parâmetros a se estimar. 
A estimação pode ser feita por quadrados mínimos penalizados, mini-
mizando 
N L {Yi- X1fJ1- X2fJ2}2 + À1f3[f!(l)f31 + À2/3ff!C2l,f32 (7.16) 
í=l 
onde f!~~~= f (B~)(il(t)(B;)(il(t)dt é a matriz de penalização para a coorde-
nada i, i= 1, 2 e (B~)Cil indica a segunda derivada da coluna a da matriz de 
bases para a coordernada i, i = 1, 2. 
A expressão 7.16 pode ser escrita na forma matricial como 
(y- Xr/31- X282)T(y- X1fJ1- Xzf3z) + :\lf3[f!(llf3l + Àzf3ff!C2lf3z 
= yT y- 2yT X 1P1 - 2yT Xzf3z + /3[ Xf Xl/31 + 2/3[ X[ X2/3z + !3f Xf Xzf3z 
+:\1/3[f!(l) P1 + Àz/3ff!CZ) Pz 
Calculando as derivadas com relação à ,!31 e {32 e igualando a zero, nota-se 
que a solução desejada requer que se solucione os sistemas 
(X[ X1 + À1f!C1l){31 =X[ (y- X2!3z) 
(Xf Xz + Àzf1(2))!3z = Xf(y- X1!31) 
(Tl7) 
(7.18) 
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simultaneamente. A solução pode ser calculada analiticamente, levando a 
.19) 
e fh pode ser encontrado substituindo 7.19 em 7.17. 
sistemas 7.17 e 7.18 numericamente. A idéia do algoritmo adaptativo de 
(1999), extendida para o caso bivariado, consiste em estimar /31 e /32 solucio-
nando estes sistemas, ao mesmo tempo em que se procura os .\1 e Àz ótimos, 
do ponto de vista de um critério parecido com o critério GCV. Para isso, con-
sideremos o algoritmo a seguir, uma estensão do algoritmo 7.1 para o caso 
Algoritmo 7.2 
1. Seja Ko o número de funções base inicial e À~1 J e Àb2) fixos 
2. Encontre P>.' e /3>.' solucionando 
o o 
3. Encontre -\1 e -\2 que minimizam, respectivamente, 
onde A(Àj) = Xj(XJXj + Àj!J(j))-1XJ e g2K0 (t;) = XJ;3>.i 
4- Calcule 
fKo = 9Ko.f:1 + 9Ko.i., 
= A(,\l)(y- X2(3>.õ) + A(,\z)(y- X1(3>.5) 
(7.20) 
(7.21) 
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5. Incremente o número de funções base e repita os passos (2) até ( 4) para 
obter a estimativa !Ko+l· 
6. Para um número real o > 
procedimento. 
se uma distância d(!K0 , fKo+l) < o, pare o 
seguir, apresentamos um exemplo 
mulamos dados perturbando a função 
aplicação algoritmo acima. 
(7.22) 
com ruídos aleatórios com distribuição N(O; O, 025), e aplicamos o algoritmo 
7.2. A figura 7.1 mostra o gráfico desta função, com os eixos x e y variando 
de -7 a 7. 
Figura 7.1: Gráfico da função 7.22. Os valores nos eixos x e y variam de -7 a 7 
Note no algoritmo 7.2 que, variando-se o valor de o, muda-se a sensibilidade 
do algoritmo, e consequentemente seu tempo de parada, ou seja, 5 atua como 
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um parâmetro de suavização. Portanto, deseja-se obter um valor de 6 para 
o qual a superfície estimada seja suficientemente suave, sem perder as carac-
terísticas da Um muito grande 5 fará com que a 
superfície estimada seja suave demais (poucas bases), enquanto valores muito 
grandes farão com que mais bases sejam ad!CH)llild!lS tornando a estimativa 
mais I\as Figuras 7.2 e 7 mostramos os gráficos das estimativas 
g(x, para vários números de funções base. Isso foi feito ajustando-se um 
valor arbitrariamente pequeno 5 no algoritmo 7.2, maneira que o algo-
ritmo continua adicionando bases indefinidamente. Em cada passo, o gráfico 
da estimativa com o número correspondente de bases foi feito. 
Na prática, queremos um valor de 6 que pare automaticamente em um 
número conveniente de funções. O procedimento acima foi feito para mostrar 
como as estimativas mudando, e como é importante que se escolha i5 
ciosamente. Observe nas figuras que para poucas bases (Figura 7.2 (a) e a 
estimativa é praticamente uma superfície polinomial de baixo grau, sem muitas 
variações. Conforme o número de funções base cresce, alguns aspectos da su-
perfície começam a ser melhor representados (Figura 7.2 (e)), mas um número 
muito grande de funções começa a tornar a estimativa muito irregular (Figura 
7.3 (e) e (f)). 
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(a) l base (b) 2 bases 
(c) 3 bases (d) 4 bases 
(e) 5 bases (f) 6 bases 
Figura 7.2: Estimativas de g(x, y) para o número de bases variando la6 
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(a) 7 bases (b) 8 bases 
(c) 9 bases (d) 10 bases 
(e) 15 bases (f) 30 bases 
Figura Estimativas de g(x, y) para o número de bases variando de 7 a 10, 
e para 15 e 30 
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7.4 Modelo Logístico Aditivo via H-splines e 
Boosting para 2 Variáveis 
Para o problema de classificação, com a resposta y E {0, 1} (por exemplo) 
é de se esperar que o algoritmo descrito na seção anterior produza resultados 
pouco confiáveis (como por exemplo, as estimativas não estarem limitadas ao 
intervalo 11. Isso pode ser solucionado através da sugestão que motiva os 
algoritmos para modelos logísticos, ou seja, usar a relação 3.11 e a resposta 
transformada 3.12. Assim, utilizamos o algoritmo da Seção anterior para fazer 
a regressão da resposta transformada 3.12 em x1 , x 2 utilizando pesos p(x)(l-
p(x) ). Isso produz um modelo logístico aditivo via H-splines, onde o número 
de bases é selecionado de maneira sequencial e adaptativa. 
método que propomos tem duas fases. o algo-
ritmo 7.2 na resposta original para se obter um classificador iniciaL Isto é feito 
para se obter o número de bases adequado. A seguir, executam-se iterações 
do tipo boosting, da seguinte maneira. Para um número fixo de iterações M, 
classificadores com o número de bases obtidos na primeira fase são treinados, 
atualizando-se em cada iteração a resposta transformada e consequentemente 
os pesos. O classificador final é a média dos M classificadores, ou seja, continua 
sendo uma estimativa de probabilidade. 
Apresentamos a seguir o algoritmo H SplineLogitBoost para duas dimen-
sões, que executa essencialmente os passos descritos no parágrafo anterior. 
Considera-se que a variável resposta y E {O, 1} o 
Algoritmo 7.3 (HSplineLogitBoost- 2 dimensões) 
1. Inicialize f 0 (x), utilizando o algoritmo 7.2 para fazer a regressão da 
· ' [ t o • l 10 ( ) efo(x) varzave respos a orzgma y em XJ, x2. raça p x ;- l+efo(xJ. 
2. Utilize o algoritmo 7.2 para fazer a regressão da resposta transformada 
y- p(x) 
z = --:--'7-:-'-'--';--:-:-p(x)(l- p(x)) 
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em x1, x2, obtendo um número de bases K 
3. Para m=1, ... ,M faça 
Execute os passos 2 a 4 algoritmo 7.2 com K0 = K, usando 
a variável transformada z e ponderando com pesos p(x) 





F(x) + fm(x) 
eF(x) 
1 + eF(x) 
y- p(x) 
p(x)(l- p(x)) 
4. A estimativa final de probabilidade é F(x)jM. O classificador construído 
é dado por dHSplineLogitBoost(x) = I(F(x)jM > 0.5) 
Note que o primeiro passo do algoritmo 7.3 serve apenas para produzir 
valores iniciais de f e consequentemente de p(x), o que propicia a construção 
da resposta transformada z. O funcionamento do algoritmo per se começa no 
passo (2). 
No algoritmo acima, a ponderação é feita da seguinte maneira. Constrói-se 
uma matriz diagonal W com elementos W11 = p(x1)(1- p(x1)), i= 1, ... , N. 
Então aplica-se o algoritmo modificando-se as matrizes de bases e o vetor de 
respostas, premultiplicando-os por (W112)-1 . Dois detalhes técnicos, sugeridos 
em Friedman, Hastie e Tibshirani (2000), são relevantes. 
S - 1 l l - y-p(x) 1 C t l d L e y - , ca cu e z - p(x)(l p(x)) como p(x). orno es e va or po e se 
tornar muito grande para p(x) pequeno, ele pode ser limitado por um 
valor Zmax· Analogamente, se y = O, calcule z como - p(;), com limitante 
-Zmax· O valor de Zmax não é tão influente; empiricamente nota-se que 
Zmax E [2, 4] funciona bem. 
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2. Imponha um limitante inferior para os pesos, calculando-os como 
= max(Wii, 2 x zero da máquina) 
O algoritmo 7.3 foi aplicado em um conjunto de dados simulados de "''~""Y 
(1996). Os dados têm duas dimensões e duas classes. um conjunto de 
treinamento com observações (125 de cada classe) e um de teste com 1000 
observações (500 em cada classe). classes estão codificadas como O e L A 
taxa de erro ótima (do classificador de Bayes) é de 8, 0%. A figura 7.4 mostra 
o gráfico dos dados de treinamento com as classes no plano. 
"" 
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Figura 7.4: Gráfico dos dados de treinamento de Ripley (1996), mostrando a 
distribuição das duas classes 
Para fins de comparação, aplicamos o método de SVM com kemel radial, 
os algoritmos AdaBoost, LogitBoost e o método de bagging (com o classificador 
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base sendo uma árvore de classificação) a estes dados. O algoritmo 7.3 mostrou 
o melhor resultado no conjunto de teste. 
A mostra a fronteira de do classificador 
construído pelo algoritmo 7 sobreposta aos dados de teste. A taxa de erro 
alcançada é de 8, 7%, enquanto que a alcançável é de 8, O%, ou seja, 
em um conjunto de 1000 observações, o classificador construído errou apenas 







- Fronteira de Decisão : p=oj 
0.5 1.0 
Figura 7.5: Fronteira de decisão aproximada do algoritmo HSplineLogitBoost 
com M = 20 iterações sobreposta aos dados de teste. A taxa de erro do 
classificador é 8, 7% 
A Tabela 7.4 mostra as taxas de erro para diversos métodos, na amostra de 
teste dos dados de Ripley (1996). O algoritmo 7.3 apresentou um desempenho 
superior aos outros métodos testados. 
7. 5 Estensão 
Método 
1 HSp!ineLogitBoost 
I SVM . radial 
I 
AdaBoost ( 100 iterações) 
. LogitBoost (100 iterações) 
1 Regressão Logística 
Bagging (100 funções) 








Tabela 7.1: Taxas de erro em amostras de teste para os dados de Ripley (1996) 
5 Estensão para p Variáveis Regressoras 
Consideremos agora o caso 
preditoras Xj, j = 1, ... ,p e uma resposta y, e se quer ajustar um modelo 
aditivo do tipo 
p p 
y = 2:Ji(xj) = L,Xj/3j 
j=l j=l 
onde Xj, j3i, j = 1, ... , p são, respectivamente, matrizes de bases de splines e 
vetores de coeficientes. 
Para ajustar o modelo acima via quadrados mínimos penalizados, é necessá-
rio minimizar 
(7.23) 
Esta expressão pode ser reescrita como 
(7.24) 
7. 5 Estensão para p Variáveis Regressaras 








Desta maneira, resolver o problema de quadrados mínimos requer que se 
solucionem os sistemas 
(7.27) 
o que é um resultado conhecido e leva ao conhecido algoritmo de backfitting 
(ver por exemplo Hastie e Tibshirani (1990)) 
Estes sistemas podem ser solucionados numericamente, dando-se uma es-
timativa inicial para os vetores fji. O algoritmo a seguir é a estensão do algo-
ritmo de Dias (1999) para o caso p-variado. Ele estima os .6j, os parâmetros 
de suavização Àj e o número de bases de maneira sequencial e adaptativa. 
Note que o passo (2) requer a solução de p sistemas K 0 x K 0 , e que o sistema j 
depende dos outros fjk, k # j, de maneira que uma inicialização é necessária. 
7. 5 Estensão para p Variáveis Regressaras 
Algoritmo 7.4 
1. Seja o número de funções base inicial e fixe À~), j = 1, ... , p 
2. Encontre !3;..6, j = 1, ... , p, solucionando 
3. Encontre :\J, j = 1, ... ,p, que minimizam, respectivamente, 
onde A(ÀJ) = 
4. Calcule 
(XT X·+ À·fl(j) J J . J 
p 
fKo = L giKo,Â; 
j=l 
,j = 1, ... ,p 
- tA(:\j) (y- LXJ!3,\&) 
j=l j#k 
86 
5. Incremente o número de funções base e repita os passos (2) até (4) para 
obter a estimativa fKo+l· 
6. Para um número reaiS> O, se uma distância d(JK0 , fKo+l) < 15, pare o 
procedimento. 
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7.6 Modelo Logístico Aditivo via H-splines e 
Boosting para variáveis 
Utilizando o algoritmo podemos fazer a estensão do algoritmo HSpline-
LogitBoost para 2 variáveis. Assim, propomos o algoritmo a seguir. 
Algoritmo 
1. Inicialize fo(x), utilizando o algoritmo 7.4 para fazer a regressão da 
variável resposta original y em x 1, ... , Xp· Faça p(x) <- 1 .::01~xl~l. 




em x1, .. , xP, obtendo um número de bases K 
3. Para m=l, ... ,M faça 
(a) Execute os passos 2 a 4 do algoritmo 7.4 com K 0 = K, usando 
a variável transformada z e ponderando com pesos p(x)(l- p(x)), 
obtendo a estimativa fm(x) 
(b) Atualize 




1 + eF(x) 
y- p(x) 
p(x)(l- p(x)) 
4. A estimativa final de probabilidade é F(x)/ M. O classificador construído 
é dado por dHSplineLogitBoost(x) = I(F(x)/M > 0.5) 
Aplicamos o algoritmo acima em um conjunto de dados simulados com 
p = 20 variáveis preditoras, mas os resultados não foram satisfatórios, ficando 
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próximos aos de regressão logística linear. Ainda assim, o método funciona 
bem para conjuntos de dados com poucas variáveis preditoras. 
das razões porque esse procedimento pode não funcionar para 
dimensões maiores é a chamada maldição da dimensionalidade, um problema 
que foi brevemente explicado na Seção 2.2. Com uma dimensão maior, mais 
dados são requeridos para se atingir a mesma precisão. Aliado ao fato de que 
o procedimento tem muitos parâmetros, o desempenho do método é compro-
metido. Como o número de bases é aumentado, em cada passo, para todas as 
variáveis, o número de parâmetros cresce muito rapidamente. O procedimento 
da Seção seguinte, baseado no algoritmo MARS, é muito mais parcimonioso. 
7 Modificação do Algoritmo LogitBoost com 
MARS 
O algoritmo LogitBoost (5.3) de FJ:iedman, Hastie e Tibshirani (2000) 
constrói um modelo logístico aditivo. Cada função adicionada, contudo, é da 
forma de uma regressão linear nas variáveis preditoras. Aqui propomos uma 
modificação do algoritmo, substituindo essa regressão linear por um algoritmo 
de regressão mais poderoso, o famoso algoritmo MARS (Multivariate Adaptive 
Regression Splines), introduzido por Fl:iedman (1991). 
Começaremos expondo brevemente o algoritmo MARS, e a seguir mostra-
mos o algoritmo LogitBoost modificado. Testamos este algoritmo modificado 
nos dados simulados descritos na Seção 8.1. Os resultados estão na Seção 8.2.5 
7.7.1 MARS 
O algoritmo MARS ( Multivariate Adaptive Regression Splines) foi intro-
duzido por FJ:iedman (1991) como um algoritmo para construir um modelo de 
regressão por splines. O algoritmo é baseado na adição de funções base lineares 
por parte, e na adição de seus produtos com outras funções, numa primeira 
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etapa, e na retirada sequencial de funções, numa segunda etapa, utilizando um 
critério de parada do tipo GCV. O algoritmo está bem explicado em Friedman, 
Hastie e Tibshirani (2001); outra fonte é e Tibshirani (1990). 
Este algoritmo usa splines lineares, isto é, funções lineares por partes. 
Espedlic<Lm.ente, o algoritmo usa o que são chamados pares refletidos. 
par refletido com um nó em t é um par da forma 
( "' { x - t se x > t X-t.-l+ = 





A idéia do algoritmo é formar pares refletidos para cada variável preditora 
XJ, com nós nos valores observados Xij, j = 1, ... ,p, i= 1, ... , N. Define-se o 
conjunto 
C= {(XJ- t)+, (t- Xj)+} 
tE Xjj,X2j,""" ,XNj 
(7.30) 
j = 1, 2," "" ,p 
que é o conjunto das funções base. 
A estratégia de construção do modelo é similar à estratégia de construção 
de modelos de regressão linear do tipo stepwise, com a diferença de que, ao 
invés de usar as variáveis preditoras diretamente, pode-se usar funções do 
conjunto C e os seus produtos. O modelo tem a forma 
M 
f(X) = ;Jo +L !3mhm(X) (7.31) 
m=l 
onde cada hm(X) é uma função em C, ou o produto de duas ou mais funções 
em C. Uma vez escolhida a função hm, os coeficientes !3m são escolhidos 
minimizando-se a soma de quadrados dos resíduos, ou seja, por regressão linear. 
Defina M, o conjunto das funções no modelo. No primeiro passo, começamos 
com h0 (X) = 1, ou seja, somente a função constante, e todas as funções em C 
são candidatas. A seguir, em cada estágio consideramos como novas funções 
base todos os produtos de uma função hm no conjunto M com um dos pares 
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que produza o maior descréscimo no erro de treinamento. Os coeficientes {3;;+! 
e {3~;+2 são estimados via quadrados mínimos, juntamente com os outros 1 
coeficientes do modelo. Os produtos selecionados são adicionados ao modelo 
até que o conjunto contenha um número especificado de termos. Existe 
apenas uma restrição na formação dos termos do modelo. Cada variável só 
pode aparecer no máximo uma vez em cada produto. Isso previne a formação 
de produtos de ordem superior, que variam muito rapidamente nos limites do 
espaço das variáveis. 
Friedman, Hastie e Tibshirani (2001) ilustram a estratégia de construção 
do modelo com o seguinte exemplo. No primeiro passo, consideramos adicionar 
ao modelo uma função do tipo {31(Xj- t)+ + B2(t- Xjl+,t E {xij}, pois a 
multiplicação pela função h0 (X) = 1 produz a própria função. Suponha que 
a melhor escolha seja rJ1 (Xz - x7,2)+ + P2(x7,2 - X2l+· Então este par de 
funções base é adicionado ao conjunto M, e no próximo passo consideraremos 
a inclusão de um par de produtos da forma 
onde hm é escolhida entre 
ho(X) - 1 
h1(X) - (X2- x7,2)+ 
h2(X) - (x1.2- X2)+ 
(7.33) 
(7.34) 
Suponha que a terceira função seja escolhida. Serão produzidas então, por 
exemplo, funções do tipo (x7,2- X2)+ · (X1- Xs,l)+· 
Após vários passos do procedimento ilustrado acima, temos um modelo da 
forma 7.31, que provavelmente será grande demais, resultando em overfitting. 
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Assim, é necessário um método de retirada de termos. No algoritmo MARS, 
este método consiste em retirar, em cada estágio, o termo cuja remoção resulte 
no menor incremento na soma de quadrados dos resíduos. Isso leva a um mode-
lo estimado f;. de tamanho À. Para estimar o melhor tamanho 
Hastíe e Tibshiraní (2001) sugerem usar o critério GCV: 
vN ( ' '!2 L.i=l Yi- h.\Xi); 
(1- l'v1(À)/N)2 
17 3'' \ .. VJ 
onde A1(À) é o número total de parâmetros no modelo, ou seja, o núm<Jro 
de termos no modelo mais o número de parâmetros usados para selecionar as 
posições ótimas dos nós. Sugere-se em Friedman, Hastie e Tibshirani (2001) 
que são necessários 3 parâmetros para selecionar a posição de um nó em uma 
regressão por partes. se r base indepen-
dentes no modelo, e K nós foram expansiva do algoritmo, 
então 1\/f(À) =r+ cK com c= 3. Usando este fato, escolhe-se o modelo que 
minimiza 7.35 durante a fase de retirada de variáveis. 
O algoritmo MARS forma um modelo bem peculiar, e possui algumas van-
tagens que serão citadas. A escolha de funções lineares por partes, ao invés 
de polinômios, por exemplo, faz com que os produtos das funções base sejam 
não nulos em uma pequena parte do espaço das variáveis preditoras. Isso 
é vantajoso, pois os parâmetros só são utilizados onde necessário, formando 
uma função parcimoniosa. Outra vantagem está relacionada ao custo com-
putacionaL Considere o produto de uma função em M com cada um dos 
N pares refletidos para uma variável Xj. Isso aparentemente requer que se 
ajuste N regressões lineares, cada uma ao custo de O(N) operações, ou seja, 
um custo total de O(N2) operações. Entretanto, a forma simples das funções 
base lineares por partes pode ser explorada, permitindo que todos os nós se-
jam experimentados a um custo de O(N) operações. Isso é possível porque, 
começando em um nó (o da extrema direita), se movermos o ajuste para o nó 
anterior, as funções base não diferem na parte esquerda do domínio, e na parte 
direita diferem por uma constante. 
Uma opção interessante do algoritmo consiste em definir um limite superior 
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para a ordem das interações. Comumente limita-se a ordem a 2, permitindo 
no máximo produtos dois a dois de funções lineares por parte. 
Co.mo ilustração do uso do algoritmo apresentamos o resultado 
de usar este algoritmo para tentar recuperar a superfície da função 7.22, cujo 
gráfico pode ser na Figura 7.1. Utilizando os mesmos dados, obtivemos 
as estimativas mostradas na Figura 7.6. 
(a) sem interações (b) Interações de 2" ordem 
Figura 7.6: Estimativas da função 7.22 via algoritmo MARS (a) sem interações 
e (b) com interações de até segunda ordem 
Notamos que, principalmente para a estimativa (a), sem interações, a su-
perfície estimada tem característica lineares, pois o algoritmo utiliza splines 
lineares. No caso (b), a estimativa é um pouco diferente, mas apresenta esta 
mesma característica. É interessante notar que, em (a), o algoritmo MARS 
consegue estimar bem regiões onde a função original é zero. A inclusão de 
interações de até segunda ordem (estimativa (b)) não parece melhorar a esti-
mativa, já que na função original não há termos deste tipo. 
7.7 do com 93 
7.7.2 MARS para Classificação 
O algoritmo pode ser usado para fazer classificação. Friedman, 
Hastie e (2001) sugerem, no problema classificação em duas 
classes, fazer a regressão da variável indicadora de classe diretamente, alocando 
um objeto à classe 1 se a resposta for maior que um certo limitante. 
caso de várias classes, as respostas podem ser codificadas como no aigoritmo 
LogitBoost para J classes, e então usa-se o algoritmo MARS para se fazer uma 
regressão com todas as indicadoras. Cada observação é então alocada à classe 
com maior valor predito. Esta abordagem foi testada em dados simulados na 
Seção 8.2.4. 
Alguns problemas existem com este abordagem. Tratar o problema como 
uma regressão produzir respostas fora da faixa 1] e, no caso 
respostas, podem existir problemas mascaramento, no sentido de que, 
devido à disposição das classes no espaço das variáveis preditoras, a predição 
via l\IIARS pode mascarar uma ou mais classes. Uma solução para o primeiro 
problema é usar o algoritmo de escoring local, descrito na Seção 3.3, para 
construir um modelo logístico aditivo via MARS. A modificação proposta na 
próxima seção produz modelos logísticos aditivos nos quais cada termo é uma 
regressão do tipo MARS. 
7.7.3 Modificação do Algoritmo LogitBoost 
A modificação que sugerimos no algoritmo LogitBoost consiste em subs-
tituir a regressão linear utilizada no algoritmo original por um modelo de 
regressão do tipo MARS. Assim, o algoritmo modificado é 
Algoritmo 7.6 (LogitBoost com MARS) 
1. Inicialize os pesos Wi = 1/N, i = 1, 2, ... , N.F(x) =O e estimativas de 
probabilidades p( xi) = ~. 




wi - p(xi)(l- p(xi)) 
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(b) Ajuste a função fm(x) fazendo a regressão de zi em Xi usando o 
ponderando com os pesos wi 
(c) Atualize F(x) <-- F(x) + ~fm(x) e p(x) <--- (eF(xl)j(eF(x) + e-F(x)) 
3. Saia com o classificador final sign(F(x)) = sígn (2::!;;1 c.,.Jm(x)) 
O algoritmo acima constrói um modelo logístico do tipo aditivo, no 
cada termo é uma regressão do tipo MARS. O algoritmo modificado foi testado 
no conjunto de dados simulados descritos na Seção S. L Os resultados estão na 
Seção 8.2.5. 
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8 Ap es 
Nesta capítulo, apresentamos aplicações dos métodos e algoritmos expostos 
neste trabalho. Estas aplicações foram feitas tanto através de simulações, 
como em dados reais. O desempenho dos classificadores utilizados foi medido 
principalmente em relação às suas taxas de erro, es1;miactc" com o ferramenta! 
do Capítulo 2. 
restante deste capítulo está divido da seguinte maneira. Inicialmente, 
são descritos os conjunto de dados utilizados. A seguir, são apresentados re-
sultados das aplicações de cada método de classificação, em seções que seguem 
a ordem em que estes métodos aparecem no trabalho, começando pelo método 
bagging (apesar de as aplicações serem feitas na ordem cronológica, há com-
parações eventuais entre métodos distintos dentro de cada Seção). As aplicações 
estão separadas em duas partes : na primeira parte, são mostradas somente 
apiicações com dados simulados, e na segunda parte, em dados reais. 
Nas aplicações em dados reais, foi utilizada uma divisão da base de da-
dos em dois conjuntos de dados, um para treinamento e outro para teste. 
Para as aplicações em dados simulados, os resultados podem ser compara-
dos com os resultados do classificador de Bayes. Também foram utilizados 
métodos estatísticos de classificação tradicionais, como regressão logística line-
ar e análise discriminante. Em alguns casos são feitas comparações com estes 
classificadores. 
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8.1 Descrição dos Dados Utilizados 
Este trabalho conta com a aplicação dos métodos apresentados em dois 
conjuntos de dados. Um deles é obtido através de simulação (geração pseudo-
aleatória de dados), e o outro é um conjunto de dados reais de natureza 
econométrica. 
O conjunto de dados obtido por simulação é descrito em Breiman (1998). 
Os são de duas classes, e há 20 variáveis explanatórias. O processo 
de geração dos dados é o seguinte. Os dados da classe 1 são gerados, com 
mesma probabilidade, de uma distribuição normal multivariada com média 
(a, a, ... a) ou de uma distribuição normal com média (-a, -a, ... , -a), com 
matrizes de variãncia identidades nos dois casos e a = 2/ ( 20) 112 Os dados da 
classe 2 são gerados de uma distribuição normal multivariada com média 
a,a,-a, ... ,a) e matriz de variãncia identidade. Todos os exemplos de aplicação 
nestes dados foram feitos utilizando as seguintes diretrizes. Foram simulados 
1000 valores para amostra de treinamento e 1000 valores para amostra de 
teste. Para qualquer classificador aplicado a estes dados neste trabalho, o 
procedimento de gerar os dados, treinar o classificador e testá-lo na amostra 
de teste foi executado 100 vezes, e o desempenho do classificador foi medido 
como o desempenho médio nas 100 execuções. A taxa de erro do classificador 
de Bayes, calculável neste exemplo, é de O, 105. 
O conjunto de dados reais é relativo a clientes de uma loja de varejo. Uti-
lizando um método estatístico, os clientes desta loja foram segmentados em 10 
grupos, que definem seus perfis. Há medições de 160 variáveis medidas nestes 
clientes. A amostra disponível possui aproximadamente 50000 observações. 
Essa amostra foi dividida aleatoriamente em duas : uma de tamanho aproxi-
madamente 34000, para treinamento, e outra de tamanho aproximadamente 
16000, para teste. O objetivo da aplicação nestes dados é obter uma regra 
que permita alocar futuros clientes em um dos 10 grupos, de maneira precisa 
e rápida. 
8e2 Aplicação em Dados Simulados 97 
8.2 Aplicação em Dados Simulados 
1 Bagging 
O método bagging aplicado aos conjuntos de dados descritose Para o 
conjunto de dados simulados, o método foi aplicado de duas maneiras dife-
rentese A primeira, chamada de Ex:perirne11to 1, foi uma implementação direta 
do procedimento descrito no Capítulo 4, com um classificador base que é uma 
rede neural bastante simplese Esse classificador foi construído em amostras 
bootstrap, e o classificador final é o voto da maioria dos classificadorese A 
outra maneira, chamada de Experimento 2, foi utilizar diretamente a função 
bagging do pacote ipred do software R Esta função cria classificadores via 
bagging com o número desejado de amostras bootstrap combinando árvores de 
classificação e 
Experimento Bagging 1 (EBaggl) - Dados Simulados 
Neste experimento, o seguinte procedimento foi repetido 100 vezes: 
" Foram geradas duas amostras Ltr e L,, de tamanho 1000, com 500 ob-
servações em cada classe, independentemente 
.. Para K variando de 1 a 500, de 25 em 25: 
L Foram retiradas K amostras bootstrap com base em Ltr 
2e Usando cada amostra, uma rede neural com uma camada composta 
por 2 unidades foi ajustada (a função de ativação é sigmoidal, o 
algoritmo de otimização é do tipo descida de gradiente e o número 
máximo de iterações foi pré-ajustado em 50) 
3e O classificador via bagging com K amostras em cada observação é 
o voto da maioria dos K classificadorese 
4e As taxas de erro nas amostras Ltr e L,, foram anotadas para cada 
K 
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As taxas de erro dos classificadores via bagging, para cada número de 
funções, foram estimadas como as médias, nas 100 repetições, das taxas de 
erro calculadas. 
j · · Sagging Redes Neurais Treíno 1 
I -.. - Sagging Redes Neurais Teste 1 • · Uma Rede Neura! I I · Regra de Bayes I 
Número de Amostras Sootstrap 
Figura 8.1: Estimativas das taxas de erro de acordo com o número de amostras 
bootstrap para o EBl 
A Figura 8.1 mostra as taxas de erro do classificador bagging com redes 
neurais, de acordo com o número de amostras bootstmp. As taxas de treina-
mento e teste estão bem próximas, de maneira que não é possível distingui-las. 
Também é mostrada nessa figura a taxa de erro média do classificador base, 
ou seja, a taxa de erro média de uma rede neuraL Pode-se perceber que, a 
partir de 25 amostras, a taxa de erro do classificador via bagging se estabiliza, 
e fica praticamente no mesmo patamar até o maior número de amostras, 500. 
Nota-se que há um ganho substancial quando se aplica o procedimento bagging 
em relação a utilizar uma única rede neural. 
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8.2.1.2 Experimento Bagging 2 (EBagg2) - Dados Simulados 
experimento, foram utilizadas as mesmas do EBaggl, com 
a exceção de que o classificador base utilizado é uma de classificação, 
utilizada a função bagging do no software O classificador construído 
por esta função será referido como bagging wreu, 
figura mostra as estimativas das taxas de erro obtidas, estimativas 
nas amostras de treinamento e de teste estão muito próximas, de maneira que 
não é possível distingui-las, As taxas de erro diminuem progressivamente, mas 












I · · Bagging Treino I 
1 - Bagging Teste 
I · · · · Regra de Bayes I 
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Número de Amostras Bootstrap 
Figura 8,2: Estimativas das taxas de erro de acordo com o número de amostras 
bootstrap para o EBagg2 
8.2.1.3 Comparação Entre os Experimentos EBaggl e EBagg2 
Observando as figuras 8,1 e 8,2, nota-se que, no segundo experimento, a 
taxa de erro decai mais lentamente de acordo com o número de funções, Com o 
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intuito de comparar as duas implementações de bagging, produzimos o gráfico 
a seguir (figura 8.3), que mostra as taxas de erro médias em amostra teste para 
os classificadores contruídos no EBaggl e EBagg2. 
i · - · Bagging Redes Neurais Teste I 
,
1
• -_. Bagging iprad Teste \ 
· · Regra de Bayes 1 
0~--~--~~~~--~~~~--~--~~~~--~--~ o 50 100 150 200 250 300 350 400 450 500 
Número de Amostras Bootstrap 
Figura 8.3: Estimativas das taxas de erro em amostra teste de acordo com o 
número de amostras bootstrap para o EBaggl e EBagg2 
Além do fato acima, nota-se que o classificador construído no EBaggl tem 
desempenho aparentemente superior neste exemplo, com taxas de erro esti-
madas uniformemente menorês em relação ao número de amostras bootstrap. 
Uma possível razão para este fato pode ser que o desempenho do classificador 
base utilizado no EBaggl, uma rede neural bastante simples, seja melhor do 
que o desempenho do classificador base utilizado no EBagg2, um árvore de 
classificação. 
8.2.2 Boosting 
O método de boosting foi testado utilizando dois algoritmos : o algoritmo 
AdaBoost (5.1) e o algoritmo LogitBoost 5.3. Para o algoritmo AdaBoost, foi 
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utilizada a implementação de boosting disponível no pacote gbm do software R 
A função usada foi a função gbm, que permite a escolha da perda que resulta 
no algoritmo AdaBoost. O programa para o LogitBoost foi escrito diretamente 
através do algoritmo 
A figura 8.4 apresenta as taxas de erro estimadas para os classificadores 
construídos pelos algoritmos AdaBoost e LogitBoost, de acordo com o número 
funções. que as taxas de erro estimadas para o algoritmo Logit-
Boost são ligeiramente menores que as taxas estimadas para o algoritmo 
AdaBoost, o que condiz com os exemplos empíricos da literatura, como exposto 
em Friedman, Hastíe e Tibshíraní (2000). 
0.1 
0.05 
NUmero de Funções 
! ,_ 
' 
AdaBoost Teste I 
LogitBoost Teste I 
Regra de Bayes ! 
Figura 8.4: Estimativas das taxas de erro em amostra teste de acordo com o 
número de funções para os algoritmos AdaBoost e LogitBoost 
8.2.2.1 Comparação entre Boosting e Bagging 
Os procedimentos boosting e bagging funcionam combinando funções cons-
truídas em versões alteradas do conjunto de treinamento. Assim, pode-se 
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comparar classificadores construídos usando os dois métodos de acordo com o 
número de funções (no caso de bagging, o número de funções é o número de 
amostras bootstrap). A figura 8.5 mostra as taxas de erro estimadas usando o 
algoritmo AdaBoost, o algoritmo LogitBoost e as implementações de bagging 
do EBaggl e EBagg2. 
1 Bagglng Jpred 
i - - Sagging Redes Neurais 
1
- AdaBoost 1 
· - · LogitBoost 1 
; · · · · Regra de Bayes , 
-----------------------------------
0.05 
0~--~--~~~~--~~~~--~--~~~~--~--~ o 50 1 00 i 50 200 250 300 350 400 450 500 
Número de Funções 
Figura 8.5: Estimativas das taxas de erro em amostra teste de acordo com o 
número de funções para os algoritmos AdaBoost e LogitBoost, e os classifi-
cadores via bagging dos experimento EBaggl e EBagg2 
O gráfico mostra que, para números de funções próximos do limite tes-
tado, 500, os algoritmos de boosting e o classificador via bagging do EBagg2 
têm desempenhos similares. O classificador via bagging com redes neurais do 
EBaggl parece ter desempenho um pouco melhor. 
8.2.3 SVM 
Os métodos descritos no Capítulo 6 foram testados utilizando o pacote 
el071 para o software R Este pacote possui uma função svm que permite 
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ajustar modelos de máquinas de vetor suporte (SVMs). Lembremo-nos do 
Capítulo 6 que existem diversos tipos de SVMs. Primeiramente, distinguem-
se as SVMs das não lineares. Dentre as não lineares, existem as do 
polinomial, que utilizam o kernel as do de base 
que utilizam o kernel e as do tipo sígmoidaL que utilizam o kernel 6.40. 
Realizamos um experimento com SVMs utilizando simulação de dados. 
Repetimos 100 vezes o procedimento de gerar os dados, como no caso de bagging 
e boosting, e ajustamos em cada uma dessas 100 vezes uma SVM linear, uma 
polinomial (com grau do polinômio c= 3 (ver 6.38), uma de função de base 
radial e uma sigmoidal. Com estas SVMs, criamos um quinto classificador que 
é o voto da maioria das SVMs. As taxas de erro de cada SVM foram estimadas 
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o, o 10606383 
0,010428453 
Tabela 8.1: Taxas de erro em amostras de treinamento e teste e respectivos 
desvios-padrão para diversas SVMs nos dados simulados 
Observando os valores da tabela, nota-se que a SVM com kernel radial 
parece se sair melhor do que as outras, que têm um desempenho mais similar. 
O classificador construído como o voto da maioria das 4 SVMs não apresenta 
um resultado tão bom, apesar de ter o melhor desempenho depois da SVM 
polinomial. O procedimento de voto também não parece diminuir o desvio 
padrão da estimativa. 
Para ter uma idéia de como as estimativas das taxas de erro se distribuem 
para cada kernel, construímos desenhos esquemáticos ( box-plots) das estima-
tivas das taxas de erro em amostra teste. A figura 8.6 mostra esses desenhos. 
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Figura 8.6: Desenhos esquemáticos das estimativas das taxas erro em 
amostra teste de acordo com o kernel da SVM 
Observando estes desenhos esquemáticos, observa-se que o kernel de função 
de bae radial produziu resultados realmente superiores aos outros. Foram ex-
perimentados outros valores para o grau c deste kernel, mas não houve melhora. 
8.2.4 MARS para classificação 
A abordagem descrita na Seção 8.2.4 foi testada usando a implementação 
de MARS do pacote mda no software R Testamos o algoritmo com grau de 
interação 1 (sem interações) e 2 (no máximo interações de segunda ordem). 
Os resultados estão na tabela 8.2. 
Os resultados sugerem que, para este exemplo, utilizar o algoritmo MARS 
diretamente não produz um classificador especialmente bom. O algoritmo com 
interações de segunda ordem tem desempenho pior do que o sem interações. 
8.2 Aplicação em Dados Simulados 
Método 
MARS (grau=l) 
, l\IARS (grau=2) 
Taxa de Erro (Teste) I 
o,I678 1 
0,1747 
8.2: Taxas de erro em amostra teste para o algoritmo 1vu"l-n . .., 
8. 5 
105 
Modificamos o programa escrito para o algoritmo LogitBoost de acordo 
com o algoritmo 7.6. rotina utilizada para o método MARS foi a encontrada 
no pacote mda disponível no software R. função utilizada é a função mars. 
Testamos este programa nos dados simulados, com duas opções. Primeira-
mente, limitando a ordem das interações a 1, o que gera um modelo aditivo, e 
1muLauuu a a 2, o que possibilita a entrada de interações 
de segunda ordem. 
Para o modelo sem interações, variamos o número de iteraçoes (M) do 
algoritmo de 1 a 500, incrementando esse valor de 100 em 100. Os resultados 
sugeriram que adicionar mais do que 100 funções não trazia benefício. Para 
o modelo com interações de até segunda ordem, variamos M de 1 a 200, nos 
valores mostrados na tabela 8.2.5. Os resultados para o modelo aditivo (sem 
interações) foram inferiores aos do algoritmo LogitBoost original, mas com 
interações de segunda ordem os resultados foram superiores. As tabelas 8.3 e 
8.4 apresentam os resultados. 
Os resultados sugerem que o algoritmo LogitBoost modificado com MARS, 
com interações de até segunda ordem, tem um desempenho superior do que 
o sem interações. Para o algoritmo sem interações, um número de iterações 
maior do que 100 não é vantajoso. Para o algoritmo com interações de grau 
2, os estudos sugerem que, para mais de 100 iterações o custo computacional 
é muito elevado, e a melhoria não é significati-va. 
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8.3: Taxas de erro em amostra teste para o algoritmo LogitBoost modi-
ficado com MARS sem interações 
· Número de Iterações I Taxa de Erro (Teste) 
1 I 0,2131 
5 0.1589 







Tabela 8.4: Taxas de erro em amostra teste para o algoritmo LogitBoost modi-
ficado com MARS com interações de segunda ordem 
8.2.6 Conclusões 
A tabela 8.5 sumariza os resultados obtidos com os métodos de análise 
discriminante, regressão logística, bagging, boosting e SVM nas simulações. 
Também é mostrada a taxa de erro do classificador de Bayes, que é a menor 
taxa atingível. São mostrados, para cada método, o melhor resultado obtido 
em termos das especificações de cada modelo. A figura 8. 7 mostra os métodos 
e as respectivas taxas de erro em ordem decrescente. A taxas de erro do 
classificador de Bayes é mostrada para fins de comparação. 
Observa-se na tabela 8.5 que o método que chegou mais próximo da taxa 
ótima de 0,1050 foi o método de SVM com kemel radial. Dentre os métodos 
8.2 Aplicação em Dados Simulados 
Método 
Análise Discriminante Linear 
1 MARR para classificação (grau=2) 
I Regressão Logística 
I 
MARS para classificação (grau=l) 
I LogitBoost modificado com MARS (grau=l), 100 funções 
1 bagging (ipred) com 400 funções 
1 AdaBoost com 425 funções 
, LogitBoost com 125 funções 
I LogitBoost modificado com MARS (grau=2), 100 funções 
I 
bagging (redes neurais) com 400 funções 
· SVM com kernel radial 
Regra de Bayes ( class. ótimo) 
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Tabela 8.5: Taxas de erro em amostra teste para diversos métodos para os 
dados simulados 
de boosting, o algoritmo LogitBoost superou o AdaBoost, atingindo uma taxa 
ligeiramente menor com um número bem inferior de iterações. A modificação 
do algoritmo LogitBoost com MARS, com interações de até segunda ordem, 
teve desempenho superior ao do algoritmo LogitBoost original, sendo inferior 
somente ao método de bagging com redes neurais e SVM. Assim, foi o melhor 
dos algoritmos de boosting testados neste exemplo. Dos dois métodos de bag-
ging testados, a implementação com redes neurais foi ligeiramente superior. 
Os métodos estatísticos lineares tradicionais como regressão logística e análise 
discriminante apresentaram resultados inferiores, como é de se esperar. 
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Figura 8. 7: Gráfico de barras das taxas de erro dos classificadores usados nos 
dados simulados 
8.3 Aplicações em Dados Reais 
8.3.1 Bagging 
Aplicamos o método de bagging aos dados reais, utilizando a função bagging 
do pacote ipred no software R O número de funções (ou amostras bootstrap) 
foi variado de 25 a 400. A tabela 8.6 mostra os resultados obtidos. As taxas 
de erro são referentes à amostra de teste. Para comparação, é mostrada taxa 
de erro de um método padrão, análise discriminante linear. 
Os resultados da tabela 8.6 sugerem que os modelos com bagging são su-
periores ao método padrão de análise discriminante. Não parece haver muito 
benefício em aumentar o número de amostras bootstrap para estes dados, pois 
as taxas de erro permanecem praticamente constantes. Assim, o modelo com 
25 iterações parece o mais razoável, já que o custo computacional aumenta 
rapidamente com o número de amostras. 
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Método 1 Taxa de Erro (Teste) 
Análise Discriminante Linear 0,1549 
Bagging com 25 funções 0,1070 
Bagging com 50 funções 0,1063 
Bagging com funções 0,1074 
Bagging com 100 funções 0,1034 
Bagging com 200 funções 0,1030 
Bagging com 300 funções O, 1016 
Bagging com 400 funções 0,1037 
Tabela 8.6: Taxas de erro em amostra teste para o método bagging de acordo 
com o número de amostras bootstrap, para os dados reais 
8.3.2 Boosting 
O algoritmo AdaBoost foi aplicado nos dados reais descritos na Seção 
8.1. A implementação foi a mesma usada nos dados simulados, ou seja, a 
implementação de boosting em R, usando o pacote gbm. O número de funções 
(iterações) do algoritmo foi variado de 25 até 400 funções. Também foi aplicado 
o método de análise discriminante linear (implementado em SAS), que era o 
método padrão utilizado pela loja. 
A Tabela 8.7 mostra os resultados obtidos. As taxas de erro apresentadas 
são relativas a predições na amostra teste definida na Seção 8.1. Nota-se com 
apenas 25 iterações do algoritmo AdaBoost, o resultado já é superior ao da 
análise discriminante. A partir de 300 funções, a taxa de erro estimada com a 
amostra teste parece atingir um patamar mínimo de aproximadamente 6, 62%, 
a partir do qual a adição de mais funções (ou seja, executar o algoritmo mais 
vezes) não traz benefícios. 
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Método Taxa de Erro (Teste) 
Análise Discriminante Linear 0,1549 
AdaBoost com 25 funções 0,1210 
AdaBoost com 50 f; -0. 0,0991 
AdaBoost com 75 funções 0,0880 
AdaBoost com 100 funções 0,0802 
AdaBoost com 200 funções 0,0712 
AdaBoost com 300 funções 0,0662 
AdaBoost com 400 funções 0,0662 
Tabela 8. 7: Taxas de erro em amostra teste de acordo com o número de ite-
rações do algoritmo AdaBoost para os dados reais 
8.3.3 SVM 
Aplicamos o método de SVM's nos dados reais, usando a divisão em con-
junto de treinamento e teste discutida anteriormente. Foram utilizados vários 
tipos de kernel para as SVM's, a saber, linear, radial, polinomial e sigmoidaL 
As SVM's treinadas com esses dados foram usadas para fazer predição nos da-
dos de teste. Foi usada a função svm do pacote el071 no software R As taxas 
de erro estimadas com amostra de treinamento e de teste estão na tabela 8.8. 
Kernel Taxa de Erro Taxa de Erro 
I (Treino) (Teste) 
Linear 0,1634 0,1907 




Sigmoidal 0,2927 0,2955 
Análise Discriminante Linear - 0,1549 
Tabela 8.8: Taxas de erro em amostra de treinamento e teste para SVM's com 
diferentes kemels para os dados reais 
A tabela 8.8 mostra que as SVM's não produziram resultados tão bons em 
comparação com boosting. Apenas uma SVM, a que utiliza o kemel radial, é 
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superior ao método tradicional de análise discriminante linear. Esse resultado 
parece sugerir que a aplicação direta de SVM's não tem desempenho tão bom 
para problemas onde o número de classes é grande" Este fato está de acordo 
com a que em geral sugere que, em uma tarefa de classificação em 
J classes, sejam ajustadas J SVMs, onde a j-ésima SVM resolve o problema 
de classificação de duas classes, da classe j contra as demais" 
8.3.4 Conclusões 
A tabela 803A sumariza os resultados obtidos nas aplicações com dados 
reais" 
I Método I Taxa de Erro (Teste) 
i Análise Discriminante Linear ] 0,1549 
j Bagging (ipred) com 300 funções j 0,10163 
AdaBoost com 300 funções i 0,0662 
SVM com kernel radial 0,1176 
Tabela 8"9: Taxas de erro em amostra teste para diversos métodos para os 
dados reais 
Observando as taxas de erro, nota-se que o algoritmo AdaBoost foi bas-
tante superior aos outros, com uma taxa de erro de apenas 6, 62% contra 
10, 16% do segundo melhor método, bagging" O método de SVM apresentou 
uma taxa de erro próxima do método bagging" 
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8.4 Considerações Finais 
Este trabalho apresentou alguns dos mais modernos e eficientes métodos 
classificação disponíveis, como bagging, boosting e Support Vector Machines. 
Procuramos fazer a exposição das idéias principais de cada método de maneira 
clara e objetiva. Os métodos estudados foram aplicados em dados simulados 
e em dados reais. 
Além disso, propusemos um método classificação baseado em regressão 
não paramétrica por H-splines e um algoritmo de boosting, que funcionou muito 
bem em um caso com duas variáveis preditoras. Propusemos também uma 
modificação do algoritmo LogitBoost, incorporando a ele uma regressão pelo 
algoritmo MARS (Multivariate Adaptive Regression Splines ). 
dados simulados, o algoritmo LogitBoost modificado com MARS apre-
sentou desempenho ligeiramente superior ao do algoritmo LogitBoost original, 
ficando entre os três melhores classificadores testados. O método de SVM com 
kernel radial foi o que obteve o melhor resultado, seguido por uma imple-
mentação de bagging com redes neurais. 
Para os dados reais, aplicamos três métodos modernos, bagging,boosting 
(AdaBoost) e SVM, sendo que o método com desempenho superior foi o 
método de boosting usando o algoritmo AdaBoost. Os resultados sugerem 
que os métodos são úteis mesmo para problemas extremamente complexos de 
classificação, como é o caso destes dados, onde há 160 variáveis preditoras e 
10 classes. Os métodos testados superaram o método clássico de Análise Dis-
criminante Linear (também foi testada Análise Discriminante Quadrática, a 
qual apresentou resultado inferior ao da linear). 
As técnicas apresentadas neste trabalho são, de maneira geral, técnicas de 
estimação de funções. O caso de classificação é um caso particular do caso de 
regressão, e muitas dessas técnicas podem ou ser aplicadas diretamente para 
regressão (como por exemplo bagging), ou possuem extensões para o caso de 
regressão (como boosting e SVM). 
Os avanços nesta área estão acontecendo de maneira crescente e rápida, 
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envolvendo muitas áreas diferentes. A Estatística deve promover os avanços 
pertinentes ao escopo de suas atividades, e acompanhar os avanços desen-
volvidos nas outras áreas, de maneira a poder oh>recer as ferramentas mais 
avançadas e precisas. 
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