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de´finition meˆme de la vraisemblance sont les deux traits essentiels, avec ce-
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1. INTRODUCTION
La me´thode du maximum de vraisemblance est a` la fois l’une des plus utilise´es
et des plus controverse´es en statistique. Elle a en effet un attrait a` la fois intuitif,
parce que la vraisemblance semble bien contenir toute l’information fournie par les
observations, et the´orique, a` cause des bonnes proprie´te´s asymptotiques des estima-
teurs correspondants sous certaines conditions de re´gularite´. Cependant, cette me´thode
a plusieurs inconve´nients qui ont e´te´ mis en e´vidence en particulier par L. Le Cam
[1975] et P. J. Huber [1980], mais aussi par d’autre auteurs tels que J. Berkson [1980],
R. R. Bahadur [1958], D. Basu [1980], T. S. Ferguson [1982], M. Goldstein et J. V.
Howard [1991], S. Dharmadhikari et K. Joag-Dev [1985], V. G. Voinov et M. S. Ni-
kulin [1993] par exemple. Comme cette me´thode est universellement applicable, on a
tendance a` l’utiliser parfois sans pre´cautions, ce qui conduit a` des re´sultats de´sastreux.
Un des exemples les plus ce´le`bres est celui de L. Le Cam qui exhibe un estimateur
«du maximum de vraisemblance» qui converge vers deux fois la valeur du parame`tre
qu’il est cense´ estimer, simplement parce que le nombre des parame`tres inconnus
nuisibles croıˆt a` la meˆme vitesse que la taille de l’e´chantillon [L. Le Cam, 1979]. La
vraisemblance elle-meˆme pose des proble`mes lorsqu’il y a plusieurs versions de la
densite´ de probabilite´ sur laquelle repose cette vraisemblance. De plus, chaque fois
qu’il n’y a pas de proprie´te´ de convexite´, il est difficile, voire impossible de trouver
un maximum global. Meˆme dans ce cas particulie`rement favorable, le maximum de
la vraisemblance peut eˆtre, et il l’est souvent, si «plat» que l’estimateur correspondant
est nume´riquement tre`s mal de´fini. B. Efron [1982] nous paraıˆt avoir la`-dessus un
point de vue tre`s sain: si l’on est suffisamment attentif aux conditions dans lesquels
on applique la me´thode, on n’aura pas de de´boire majeur. Il n’en reste pas moins que
deux de´fauts en quelque sorte intrinse`ques subsistent:
1. L’absence de de´finition correcte d’un estimateur du maximum de vraisemblance
lorsqu’il peut y avoir une ambiguı¨te´ sur la version de la densite´ a` employer,
ou bien lorsque le mode`le n’est pas domine´. La tentative de F. W. Scholz
[1980] pour donner une de´finition unifie´e du maximum de vraisemblance est
une re´ponse a` cette question. Elle n’est malheureusement pas tre`s connue et
n’a pas eu l’impact auquel on aurait pu s’attendre.
2. Le manque de robustesse des estimateurs du maximum de vraisemblance les
plus employe´s: ceux qui sont relatifs au mode`le gaussien. Le plongement des
estimateurs M-V dans un ensemble plus ge´ne´ral, celui des M-estimateurs, par
P. J. Huber [1980] traite de cette question car il permet de corriger l’absence
de robustesse de certains estimateurs M-V.
Cet expose´ se de´roule en trois parties. Nous allons voir successivement:
 Les proprie´te´s des estimateurs du maximum de vraisemblance conside´re´s com-
me un cas particulier des M-estimateurs, sous des conditions de re´gularite´
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du mode`le statistique suppose´ domine´. Trois proprie´te´s essentielles sont con-
side´re´es: la consistance, la normalite´ asymptotique et la sensibilite´ de ces esti-
mateurs a` des e´carts par rapport au mode`le. Ce point de vue sur le maximum
de vraisemblance est celui qui est issu des e´tudes de robustesse [P.J. Huber,
1981] et il met en e´vidence l’instabilite´ des estimateurs usuels du maximum de
vraisemblance.
 Un essai de the´orie unifie´e du maximum de vraisemblance, que le mode`le soit
ou non domine´. Cette partie de l’expose´ est fonde´e sur un article assez peu
connu de F.W. Scholz qui, bien conscient des ambiguı¨te´s qui subsistent dans
la de´finition des estimateurs du maximum de vraisemblance, de´fauts qui ont
pour conse´quence de mauvaises proprie´te´s de ces estimateurs, a fait une tre`s
inte´ressante tentative de de´finition unifie´e du maximum de vraisemblance.
 Quelques paradoxes du maximum de vraisemblance. On peut trouver de tels
exemples en grand nombre chez L. Le Cam [1979], mais aussi dans les articles
cite´s plus haut.
2. MAXIMUM DE VRAISEMBLANCE G ´EN ´ERALIS ´E
Soit X1;X2; : : : ;Xn un e´chantillon d’une variable ale´atoire X gouverne´e par une
probabilite´ Pθ 2 H, ou` H est un ensemble de mesures de probabilite´ absolument
continues par rapport a` une mesure µ:
H = fPt ; t 2 Θ Rpg
On note f la densite´ de P par rapport a` µ , soit
f (:; t) = dPtdµ
et ` la de´rive´e par rapport a` t du logarithme de f , soit
`(x; t) =
∂Log f (x; t)
∂t :
Alors l’estimateur du maximum de vraisemblance de θ est ˆθ de´fini par l’e´quation
n
∑
i=1
`(xi; ˆθ) = 0
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2.1. De´finition d’un M-estimateur
Un estimateur du maximum de vraisemblance ge´ne´ralise´ est solution d’une e´quation
analogue, ou` la fonction ` est remplace´e par une fonction ψ ve´rifiant de bonnes
conditions de re´gularite´ . Ces conditions de re´gularite´ sont destine´es a` permettre a`
l’estimateur d’avoir toutes les proprie´te´s des bons estimateurs du maximum de vrai-
semblance, c’est a` dire consistance, et normalite´ asymptotique, plus celle d’eˆtre peu
sensible a` des e´carts des observations par rapport au mode`le. L’e´quation de la vrai-
semblance est alors remplace´e par
n
∑
i=1
ψ(xi; ˆθ) = 0
Pour eˆtre plus rigoureux, on ne devrait pas parler d’un estimateur du maximum
de vraisemblance, mais d’une suite fTngn2N d’estimateurs. Cette suite fTngn2N peut
eˆtre conside´re´e comme la restriction a`
Fn = flois empiriques d’ordre ng
de T, fonctionnelle de´finie sur F par
Z
ψ(x;T (F))dF(x) = 0
Exemples:
1. Mode`le de translation: l’e´quation s’e´crit dans ce cas
Z
ψ(x T (F))dF(x) = 0:
Si la fonction ψ est l’identite´, l’estimateur obtenu est la moyenne et si c’est la
valeur absolue, la me´diane.
2. Mode`le de re´gression line´aire: l’e´quation correspondante lorsque Y , variable
ale´atoire re´elle est e´gale a` une combinaison line´aire des composantes d’un
vecteur x de dimension p plus une variable ale´atoire S, l’erreur, de moyenne
nulle, s’e´crit
Z
ψ(y hθ;xi)x jdF(x) = 0
j = 1;2; : : : ; p
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2.2. Proprie´te´s des M-estimateurs
La fonction ψ(x; t) de´pend des deux variables, e´ventuellement multidimension-
nelles, t et x, de´signant respectivement le parame`tre et la variable. On de´finit:
m(θ; t) =
Z
ψ(x; t)dPθ(x):
Theorem 1 (Consistance) Si l’application t 7! m(θ; t) est nulle pour t = θ et
de´croissante dans un voisinage de θ, alors 9 une suite fTngn2N de solutions de l’e´quation
t 7!
Z
ψ(x; t)dFn(x) = 0
qui converge presque suˆrement vers θ.
Theorem 2 (Normalite´ asymptotique) Sous les hypothe`ses du the´ore`me 1 et si
de plus, l’application t 7! m(θ; t) est continuement de´rivable, de de´rive´e ∂ψ(x;t)∂t note´e
ψ0(x; t) telle que:
 t 7! ψ0(x; t) soit continue, uniforme´ment en x
 0 <
R
ψ2(x;θ)dPθ(x) = d2(θ)< ∞
 0 <
R
ψ0(x;θ)dPθ(x) = c(θ)< ∞
Alors, si fTngn2N est une suite de solutions de
Z
ψ(x;Tn)dFn(x) = 0
on a
p
n(Tn θ)
L
 ! N(0; d
2
(θ)
c2(θ) )
De´monstration: Par de´finition de Tn, 0 = ψn(x;Tn) = ψn(x;θ)+(Tn θ)ψ0(x;θn) ou`
θn tend presque suˆrement vers θ. On peut donc e´crire:
ψ0(x;θn) = [ψ0(x;θn) ψ0(x;θ)] + [ψ0n(x;θ) Eθψ0(X ;θ)] + Eθψ0(X ;θ)
= An + Bn + c(θ)
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Or An tend presque suˆrement vers 0 a` cause de la continuite´ en t de ψ0, qui est
uniforme en x, et Bn tend aussi presque suˆrement vers 0 a` cause de la loi forte des
grands nombres. Donc
p
n(Tn θ) =
 
p
nψn(x;θ)
An +Bn + c(θ)
qui, d’apre`s le the´ore`me limite centrale applique´ a` nψn = ∑ni=1 ψ(Xi;θ) est asympto-
tiquement normal de moyenne nulle et de variance d
2
(θ)
c2(θ) .
La sensibilite´ d’un estimateur a` des e´carts par rapport au mode`le peut eˆtre mesure´e
par l’impact sur cet estimateur du retrait d’une petite masse ε de probabilite´ qui serait
mise au point x, soit εδx . La courbe de sensibilite´ de´crit, en fonction de x, la limite de
cet impact lorsque ε tend vers 0. Cette courbe s’exprime simplement en fonction de
ψ pour un M-estimateur comme le montre le the´ore`me suivant (pour la de´monstration
et pour plus de de´tails, voir P. J. Huber [1980] ou C. Huber-Carol [1985]).
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Theorem 3 (Sensibilite´) Soit F une fonction de re´partition sur (R;B), et soit Y
une variable ale´atoire re´elle de´finie sur (R;B). Si, pour tout t re´el, l’e´quation R ψ(y; t)
dF(y) = 0 de´finit sans ambiguı¨te´ une fonctionnelle T sur
G = fG = (1  ε)F + εδx;x 2 R;0  ε ε0g
pour un ε0 de [0;1] et si, de plus, t 7! ψ(y; t) est continue de´rivable, de de´rive´e ψ0(y; t)
telle que jψ0(y; t)j < g(y) pour une fonction g de L2(F), alors la suite fTngn2N a pour
courbe d’ influence:
CIT;F(x) =
 ψ(x;T (F))
R
ψ0(y;T (F))dF(y)
3. TH ´EORIE UNIFI ´EE DU MAXIMUM DE VRAISEMBLANCE
3.1. Cas discret
C’est dans le cas discret que la de´finition d’un estimateur du maximum de vrai-
semblance ne pose en ge´ne´ral pas de proble`me. En effet, si X  Pθ , ou` Pθ est une loi
discre`te dont le parame`tre θ appartient a` un ensemble Θ, un estimateur du maximum
de vraisemblance est de´fini comme
ˆθ = argmax
θ2Θ
P(X = xj θ)
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3.2. Cas d’un mode`le domine´
Prenons un mode`le domine´ par une mesure µ, par exemple la mesure de Lebesgue.
Soit Pθ  µ;θ2Θ. On conside`re une version fθ = dPθdµ de la densite´ de Pθ par rapport
a` µ et la vraisemblance de l’observation x devient V (θ) = f (xjθ). Aussi la de´finition
utilise´e dans le cas discret ne peut elle plus eˆtre employe´e sans le risque d’avoir une
ambiguı¨te´: l’estimateur du maximum de vraisemblance de´pendra de la version choisie
pour la densite´. Au lieu de prendre la valeur de la densite´ au point x observe´, on va
conside´rer un voisinage N(x) de ce point et, en notant V (N(x)) le volume de ce petit
voisinage de x, on aura
P(X 2V (x)j θ)' f (xjθ)V (N(x))
3.3. Cas d’un mode`le non domine´
Conside´rons la situation non parame´trique suivante: la famille de lois est celle
des lois syme´triques par rapport a` 0. Le parame`tre est un parame`tre de translation.
Dans ce cas, il n’y a pas de mesure dominante σ-finie. Il n’y a donc pas de densite´s
a` comparer. Dans ce cas, deux tentatives ont e´te´ faites pour ge´ne´raliser la me´thode
du maximum de vraisemblance: l’une par Kiefer et Wolfowitz en1956, l’autre par
Kalbfleish et Prentice en 1980. F. W. Scholz en propose une troisie`me qui est plus
satisfaisante.
1. Ge´ne´ralisation de Kiefer et Wolfowitz On prend les probabilite´s de la famille
deux par deux. A ce moment-la`, le couple fP;Qg est toujours domine´ par la
mesure somme P+Q. Cependant, comme ci-dessus, la version des de´rive´es
de Radon-Nicodym n’e´tant pas spe´cifie´e, a` chaque choix va correspondre une
solution diffe´rente.
Exemple:
Soit ϕ(x) = 1p2pi exp( 
x2
2 ) la densite´ de la loi normale N(0;1) et
ϕ (x) =

ϕ(x); si x 6= 1;
10; si x = 1:
Soit le mode`le fPθ = fθ(x):µ = ϕ(x θ):µ;θ 2 Rg ou` µ est la mesure de Lebes-
gue, c’est a` dire que Pθ =N(θ;1). Supposons que l’on ait une seule observation
x. Alors, l’estimateur de θ sera x avec la premie`re version et x 1 avec la deu-
xie`me, et cela pour tout x. Si maintenant on a n observations, x1;x2; : : : ;xn, ce
sera x
(i) 1 pour l’une des statistiques d’ordre x(i) 1. On voit donc que cette
ge´ne´ralisation a les meˆmes de´fauts que le cas continu: l’estimateur de´pend de
la spe´cification choisie pour la version de la densite´, a` moins que la version de
la densite´ ne soit, a priori, une donne´e du proble`me.
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2. Ge´ne´ralisation de Kalbfleish et Prentice Cette ge´ne´ralisation a e´te´ propose´e par
Kalbfleish et Prentice dans le contexte des dure´es de survie et pour l’estimateur
de Kaplan-Meier de la fonction de re´partition. Elle consiste a` transformer les
donne´es de la manie`re suivante:
 Discre´tiser les donne´es: elles sont de toute fac¸ on toujours discre`tes, a`
cause de la limitation de la pre´cision des mesures, de l’arrondi.
 Faire un maximum de vraisemblance sur la multinomiale correspondante.
 Espe´rer que le maximum de vraisemblance discret va converger vers une
limite quand l’erreur d’arrondi tend vers 0. Ce dernier point n’est pas
encore e´lucide´ (cf Van der Laan, 1995): deux points restent obscurs, le
premier est: y-a-t-il une limite ?, et le deuxie`me: cette limite, quand elle
existe, de´pend elle du groupement ?
3. The´orie unifie´e de F. W. Scholz Cette de´finition unifie´e re´sulte du mariage
des deux ide´es pre´ce´dentes: d’une part, on prend les probabilite´s par couples,
et, d’autre part, on conside`re un voisinage de l’observation x. On de´finit les
quantite´s suivantes:
X un espace me´trique de me´trique d ,
B la sigma-alge`bre des bore´liens de X ,
P une famille de probabilite´s sur (X ;B) ,
Alors, 8x 2 X , on de´finit
De´finition 1
Nx = fNx : x 2
o
Nx;Nx 2 Bg
et D(Nx) est le diame`tre de Nx.
De´finition 2 (Dominance en un point x) Soit P;Q;2 P . On dit que P xQ si
liminf
ε!0
f
P(Nx)
Q(Nx) : Nx 2Nx;D(Nx) εg  1;
ou`, par convention 00 = 1.
Notation: On notera la quantite´ qui intervient a` gauche dans la formule pre´ce´dente
lim P(Nx)
Q(Nx) .

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De´finition 3 (Equivalence en un point x) On dit que P et Q sont e´quivalentes en x
si P
x
Q et Q x P et on note P x= Q.
Commentaires:
 La relation
x
 est re´flexive P
x
 P 8P.
 Elle est transitive: P
x
Q et Q x R impliquent que P x R.
 Si on de´finit fPgx comme la classe d’e´quivalence de P pour x, soit
fPgx = fQ 2 P : Q x= Pg
et Px comme l’ensemble de ces classes, pour P variant dans P , alors fPx;
x
g
est un ensemble partiellement ordonne´.
 P x= Q, limD(Nx)!0 P(Nx)Q(Nx) existe et est e´gale a` 1.
De´finition 4 (Maximum de vraisemblance) La statistique P0 2 P est un estima-
teur du maximum de vraisemblance par rapport a` x et a` P si 8Q 2 P tel que Q x P0
alors Q x= P0 c’est a` dire que P0 est M-V si et seulement si l’une des deux conditions
e´quivalentes suivantes est re´alise´e:
1. Il n’existe pas de loi Q dans P  fP0gx telle que Q
x
 P0
2.
liminf Q(Nx)
P0(Nx)
< 1; 8Q 2 P  P0:
L’existence d’un estimateur M-V n’est pas garantie par cette de´finition
4. UN PARADOXE DE LA VRAISEMBLANCE
L’exemple suivant est conside´re´ par Fraser(1984), Wolpert(1988) et Joshi (1989)
comme mettant en question les principes de la vraisemblance. On conside`re, dans
une urne, 6 boules nume´rote´es respectivement k, k, 4k +1, 4k +2, 4k + 3 et 4k + 4.
Il s’agit d’estimer le parame`tre θ 2 N, qui vaut k, apre`s avoir tire´ au hasard une boule
nume´rote´ S = s. La vraisemblance V (s;θ) vaut:
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V (s;θ) = 2/6 si s = θ
= 1/6 si s = 4θ+1
= 1/6 si s = 4θ+2
= 1/6 si s = 4θ+3
= 1/6 si s = 4θ+4
Par conse´quent, comme maxθV (s;θ) = 1/3 pour ˆθ = s, l’estimateur M-V de θ est
uL(s) = s:
Mais en fait, pour une valeur observe´e s de S , il n’y a que deux valeurs possibles
de θ:
θ = s si l’on a tire´ l’une des deux boules nume´rote´es θ
θ =

s 1
4

si l’on a tire´ l’une des quatre autres boules
nume´rote´es 4θ+ i pour 1 i 4.
On peut e´crire:
V (θ;s) = 0 si θ =2 fs;

s 1
4

g
=
1
3 si θ = s
=
2
3 si θ =

s 1
4

On peut donc envisager une deuxie`me strate´gie
uC(s) =

s 1
4

:
Le paradoxe provient alors du fait que la probabilite´ que la premie`re strate´gie uL,
qui est celle du maximum de vraisemblance, donne la bonne re´ponse vaut 1/3 alors
que la deuxie`me strate´gie donne la bonne re´ponse avec la probabilite´ 2/3, si θ est
strictement positif. Dans le cas ou` θ est nul, cette dernie`re probabilite´ vaut meˆme 1.
Si l’on conside`re le tableau croise´ de S et θ, on obtient le tableau suivant:
0 1 2 3 4 5 6 7 8 9 10 11 12
0 2 1 1 1 1
1 2 1 1 1 1
θ 2 2
3 2 1 1 1 1
4 2
On peut encore accroıˆtre cette disparite´ en ge´ne´ralisant l’exemple pre´ce´dent de la
manie`re suivante: on a dans une urne 99 boules marque´es k, et 992 boules marque´es
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992k + i, i variant de 1 a` 992. Si les deux estimateurs de k sont
uC(s) =
h
s 1
992
i
uL(s) = s
la probabilite´ que uC soit correct est supe´rieure ou e´gale a` 0;99 alors que celle de uL
est de 0;01. Autrement dit, la vraisemblance de uC est 99 fois plus e´leve´e que celle
de uL.
Les principes en cause sont les suivants:
 LP (Likelihood Principle):
Ce principe est celui selon lequel, toute l’information sur le parame`tre θ est
contenue dans la fonction de vraisemblance de θ e´tant donne´e l’observation s.
Ce principe n’est pas remis en cause par ce paradoxe.
 LPF (Likelihood Preference Principle):
Lorqu’on fait de l’infe´rence statistique, on doit toujours pre´fe´rer les valeurs de
θ qui correspondent aux valeurs les plus grandes de la vraisemblance.
C’est ce principe qui est remis en cause par cet exemple.
 CPP (Confidence Preference Principle):
Si deux re`gles A et B donnent des intervalles de confiance pour θ de meˆme
taille, et si, pour tout θ, la probabilite´ que A soit correct est supe´rieure ou e´gale
a` celle de B, et, pour au moins un θ, strictement supe´rieure, on doit pre´fe´rer A
a` B.
Ce principe donne la pre´fe´rence a` la strate´gie uC dans notre exemple. Cet
exemple met donc en e´vidence une contradiction entre les deux principes LPF
et CPP.
En fait, il semble que aucun de ces principes ne soit bon. On peut s’en rendre compte
en cherchant une loi a priori sur Θ = N qui me`ne , d’un point de vue baye´sien, a` la
pre´fe´rence de l’une ou de l’autre des deux strate´gies uC et uL.
Soit la loi a priori sur N
pi = P(θ = i); i 2 N:
Alors
P(θ = uCjs)
P(θ = uLjs)
=
q(s)
1 q(s)
=
puC
2puL
pour s 0 .
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Pour que cela conduise au choix de uL il faut que
ps 
1
2
p
[
s 1
4 ]
Cependant, il y a beaucoup de lois a priori pour lesquelles uC est pre´fe´rable, par
exemple:
pi =
1
2i+1
:
On peut se poser les questions suivantes:
 Existe-t-il une loi a priori qui conduirait a` uL quel que soit s ?
La condition a` remplir est
ps  (1=2)p
[s 1=4]
pour s = 1;2; : : : qui entraıˆnerait que
∞
∑
s=1
ps  2
∞
∑
s=0
ps = 2
ce qui est impossible.
 Y a-t-il seulement un nombre fini de valeurs de s pour lesquelles uC est
pre´fe´rable ?
Si c’e´tait le cas, il existerait n au-dela` duquel on aurait:
∞
∑
s=n
ps  2
∞
∑
s=n
ps
ce qui est impossible, sauf si le support de θ n’e´tait pas infini.
Il y a deux arguments contre le principe LPP:
 Aucune loi a priori sur Θ = N ne conduit a` la strate´gie uL pour tout s.
 Pour toute loi a priori sur Θ = N, il y a une infinite´ de valeurs de s pour
lesquelles uC est pre´fe´rable.
Commentaires:
 Si le support de θ n’est plus Θ = N mais Θ = f0;1;2; : : : ;Ng, ou` N est fini fixe´,
tout change.
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Exemple: 0 θ 4
Le tableau suivant donne les probabilite´s de ne pas se tromper pour N=4. C’est
la strate´gie uC qui est choisie si le crite`re est maximin.
θ Minimum
0 1 2 3 4
Re`gle C 1 2=3 2=3 2=3 2=3 2=3
Re`gle L 1=3 1=3 1 1 1 1=3
 Une autre possibilite´ consiste a` utiliser la re`gle mixte M4: choisir uC avec la
probabilite´ 2=3 et uL avec la probabilite´ 1=3 lorsque l’observation s est com-
prise entre 1 et 4, bornes comprises. Dans les autres cas, c’est a` dire s = 0 ou
s = 5, les deux strate´gies uC et uL sont de toute fac¸on, identiques. On obtient
alors le tableau suivant:
θ Minimum
0 1 2 3 4
Re`gle C 1 2=3 2=3 2=3 2=3 2=3
Re`gle L 1=3 1 1 1 1
Re`gle M4 7=9 7=9 7=9 7=9 7=9 7=9
5. UNE G ´EN ´ERALISATION PRATIQUE DU MAXIMUM DE
VRAISEMBLANCE
Une autre approche, qui peut eˆtre conside´re´e comme une ge´ne´ralisation de la
me´thode du maximum de vraisemblance, a e´te´ propose´e par Weiss et Wolfowitz
(1966), (1974), voir aussi Blyth (1983), Weiss (1986), Voinov et Nikulin (1993) etc.
On fait ici quelques remarques concernant cette approche.
Soit X = (X1; : : : ;Xn)T un e´chantillon, Xi  f (x;θ);θ 2 Θ  R1 : Notons L(X ;θ)
la fonction de vraisemblance de X :
L(X ;θ) =
n
∏
i=1
f (Xi;θ);
et soit r un nombre positif, r 2 R1
+
. Dans ce cas la statistique
Tr = Tr(X) = argmax
t
Z t+r
t r
L(X ;θ)dθ; Tr 2 Θ: (1)
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s’appelle l’estimateur du maximum de probabilite´ pour θ. On remarque que en re´alite´
la relation (1) de´termine une famille fTr;r > 0g des estimateurs Tr pour θ, ce qui nous
permet de choisir l’estimateur optimal dans un sens ou un autre. Il est clair que
T0 = lim
r!0
Tr = ˆθn; (2)
ou` ˆθn est l’estimateur de maximum de vraisemlence, a` condition que le maximum
globale dans (1) soit un point de continuite´ de L(X ;θ). Si L(X ;θ) est discontinue
dans ce cas la relation (2) peut eˆtre conside´re´e comme une de´finition de l’estimateur
du maximum de vraisemblance. Cette convention nous permet d’inclure T0 dans la
classe fTrg et par conse´quent de conside´rer, suivant en cela C. Blyth, la me´thode du
maximum de probabilite´ comme une ge´ne´ralisation de la me´thode du maximum de
vraisemblance.
Exemple 1
Soit X = (X1;X2; : : : ;Xn)T un e´chantillon,
Xi  f (x;θ); θ 2 Θ = R1 ; f (x;θ) =

exp (x θ) x θ;
0; x < θ: (3)
Il est bien connu que la statistique X
(1) =min(X1; : : : ;Xn) est l’estimateur du maximum
de vraisemblance pour θ. Pour construire un estimateur du maximum de probablite´
il nous faut trouver n’importe quelle statistique Tr pour laquelle
Z Tr r
Tr r
L(X ;θ)dθ
atteint son maximum global. Blyth a montre´ (1983) que
Tr = X
(1)  r. (4)
Par des calculs directs on peut montrer que le le risque quadratique
E(Tr θ)2 = r2 
2r
n
+
2
n2
de l’estimateur Tr atteint son minimum quand r = 1=n,
E(T1=n θ)2 = min
r
E(Tr θ)2 =
1
n2
: (5)
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On remarque que
E(X
(1) θ)2 =
2
n2
(6)
et donc de ce point de vue l’estimateur du maximum de probabilite´ est mielleur que
l’estimateur du maximum de vraisemblance, qui est superefficace dans ce mode`le et
par conse´quent X
(1) est inadmissible par rapport a` la fonction de perte quadratique.
On compare maintenant ces deux me´thodes par rapport a` la fonction de perte de
Laplace. On trouve facilement que on minimise le risk
minE j Tr θ j= min
r

1
n
(nr 1+2e nr)

=
0:693
n
si on choisit r = (ln2)/n. Donc l’estimateur T
(ln2)=n est le meilleur dans la classe fTrg
par rapport a` la fonction de perte de Laplace. On trouve en meˆme temps que
E j X
(1) θ j=
1
n
;
et on en tire de nouveau que l’estimateur du maximum de probabilite´ est mielleur
que l’estimateur du maximum de vraisemblance et donc l’estimateur de maximum de
vraisemblance est inadmissible par rapport a` la fonction de perte de Laplace. X
(1)
est superefficace puisque sa variance est plus petite que la borne de Cra´mer-Rao. On
peut trouver d’autre exemples inte´ressants on peut trouver chez Blyth (1983), Voinov
et Nikulin (1993, 1996).
6. M ´ETHODE DU MAXIMUM DE VRAISEMLANCE ET LA M ´ETHODE DES
MOMENTS
Soit X = (X1;X2; : : : ;Xn)T un e´chantillon, et d’apre`s l’hypothe`se
H0 : Xi  f (x;θ); θ = (θ1; : : : ;θs)T 2 Θ Rs ;
f (x;θ) = h(x)exp
(
s
∑
k=1
θkxk + v(θ)
)
; x 2 X  R1 ; (1)
ou` X est un ensemble borelien dans R1 ,
X = fx : f (x;θ)> 0g pour tout θ 2 Θ:
La famille (1) est tres riche, on y trouve, par exemple, la famille des lois normales
N(µ;σ2) :
f (x;θ) = 1p
2piσ
exp

 
(x µ)2
2σ2

; jxj< ∞; Θ = fθ = (µ;σ2)T :j µ j< ∞;σ > 0g;
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et la famille des lois de Poisson P(θ) :
f (x;θ) = θ
x
x! e
 θ
; λ 2 f0:1::::g; θ 2 Θ =]0;∞[;
appartiennent a` (1) avec s = 2 et s = 1 respectivement.
Supposons que
1) Le support X ne de´pend pas de θ;
2) Le Hessien
Hv(θ) = 




∂2
∂θi∂θ j
v(θ)




(ss)
(2)
de la fonction v(θ) soit de´fini positif sur Θ.
3) Le moment as= EXs1 d’ordre s existe.
Dans ce mode`le H0
Un =
 
n
∑
i=1
Xi;
n
∑
i=1
X2i ;
n
∑
i=1
X3i ; : : : ;
n
∑
i=1
X si
!T
(3)
est la statistique exhaustive minimale. De (1) on trouve que
 gradv(θ) = a(θ) = (a1(θ);a2(θ); : : : ;as(θ))T ; (4)
et donc la statistique
Tn =
1
n
Un (5)
est le meilleur estimateur sans bias (MVUE, minimum variance unbiased estimateur,
voir per exemple Voinov et Nikulin, 1993) pour a(θ), car
EθTn  a(θ); θ 2 Θ; (6)
et cette relation nous permet d’une fac¸on unique d’obtenir l’estimateur θn pour θ par
la me´thode des moments de l’e´quation
Tn = a(θ) (7)
en fonctions de la statistique exhaustive Un.
Par ailleurs, les conditions 1)-3) nous garantissent l’existence de l’estimateur de
maximum de vraisemblance ˆθn, qui est la racine unique (!) de la meˆme e´quation
Tn = a(θ):
52
On en de´duit donc que pour la famille exponentielle (1) les me´thodes de maximum
de vraisemblance et des moments nous ame`nent au meˆme estimateur, ˆθn = θn, de θ.
Exemple 1
On connait bien que pour la loi normale N(µ;σ2) l’estimateur de maximum de
vraisemblance ˆθn pour θ = (µ;σ2)T est ˆθn = ( ¯Xn;s2n)T , ou`
¯Xn =
1
n
n
∑
i=1
Xi; s2n =
1
n
n
∑
i=1
(Xi  ¯Xn)2; (8)
et donc ˆθn = θn.
Exemple 2
Soit X = (X1; : : : ;Xn)T un e´chantillon, et d’apres l’hypothese H0:
Xi  f (x;θ) = θ
x
x! e
 θ
;x 2 X = f0;1;2; : : :g:
On connait bien que dans ce cas
ˆθn = θn = ¯Xn:
Enfin on note que cette remarque nous permet de conside´rer la me´thode de vraisem-
lance comme un cas particulier de la me´thode des moments, voir Huber et Nikulin
(1993), Greenwood et Nikulin (1996).
RECONNAISSANCE
Les auteurs sont reconnus a` un arbitre et a` C.M. Cuadras par leur outiles com-
mentaires.
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The maximum likelihood method is both one of the mostly used and one of the
most controversial method in statistical estimation. It is intuitively appealing because
the likelihood appears to capture the whole available and useful information contained
in the data, and it has, too, a theoretical justification, via its excellent asymptotic
properties under regularities conditions on the underlying model, which turn out very
often to be even optimality properties.
Nevertheless, this method has several which drawbacks have been pointed out by
L. Le Cam [1979] and P. J. Huber [1981], but also, among others, by J. Berkson
[1980], R. R. Bahadur [1958], D. Basu [1980], T. S. Ferguson [1982], M. Goldstein
and J. V. Howard [1991], S. Dharmadhikari and K. Joag-Dev [1985], V. G. Voinov and
M. S. Nikulin [1993] among others. As this method is universally applicable, there
is a tendeny to use it sometimes without much care, which leads to disastrous results.
One of the most famous examples is the one of Le Cam which exhibits a maximum
likelihood estimates which is not consistent (as the number n of observations grows
to infinity, it converges to twice the value of the parameter it is supposed to estimate,
because the number of nuisance parameters involved in the model increases at speed
n) [L. Le Cam, 1979]. The likelihood itself is a source of problems when there are
several versions of the probability density. Moreover, convexity properties are needed
in order to get a global maximum, otherwise it is difficult or even impossible to get
an overall maximum. And even though the estimate is unique, in that very favourable
case, it happens very often that the likelihood curve is very flat in a neighbourhood of
the maximum so that a big change in the estimate results in a very tiny modification
of the likelihood, which results in numerical problems and lack of reliability of the
evaluation of the estimate.
It is thus necessary, as is recommended B. Efron [1980], to be rather careful when
using this method, and, in that case, no major disaster is to be feared of. But, anyway
two intrinsic drawbacks are to be taken into account:
1. First, the lack for a definition of a maximum likelihood estimate when there is
an ambiguity upon the version of the density which has to be in use, or else
when the model is not dominated. F. W. Scholz [1980] tentatively defined a
unified version of the maximum likelihood. It seems that it is not well known
and that this interesting idea did not spread as much as it should have done.
2. Second, the lack of robutness of the most usual maximum likelihood estimates,
those related to the gaussian models. Imbedding those estimates in the more
general M estimates [P.J. Huber, 1981], is a way of correcting the lack of
stability of certain M-L estimates.
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This paper treats of three different topics:
 The properties of the maximum likelihood estimates considered as a special case
of M estimates under regularity conditions of the statistical model: consistency,
asymptotic normality and sensitivity.
An M estimate is a solution of equation
n
∑
i=1
ϕ(xi; ˆθ) = 0
where ϕ(x; t) can be chosen to be equal to `(x; t) = ∂Log f (x;t)∂t , which is the
special case of an M-L estimate regularity properties on ϕ ensures consistency,
asymptotic normality and also robutness through the concept of sensitivity.
 A tentative unified theory of the maximum likelihood based on F.W. Scholz
approach.
 A paradox arising from a misure of maximum likelihood is given on a finite
probability space.
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