Abstract. This paper is concerned with the numerical approximation of definite integrals over [-1, 1], in which the function /to be integrated has isolated singularities near [ -1, 1 ]. Complex variable techniques are used to study the effectiveness of the method of subtracting out complex singularities.
1. Introduction. This paper deals with the approximation of integrals of the form Iif)=fl1<4x)fix)dx, where u is a given weight function.
When / is well behaved, standard quadrature techniques often produce accurate approximations to /(/) using relatively few evaluations of/. However, it is well known that singularities of / in the complex plane near [-1, 1 ] , may have adverse effects on the accuracy of the commonly employed numerical integration methods.
In this paper, a method is presented for approximating 1(f) when /has isolated complex singularities near [-1, 1 ] . The idea employed is essentially an extension into the complex domain of the method of subtracting out real singularities found in [1] and [2, p. 202 ]. An error analysis is given that determines conditions under which this technique is effective. We would expect Iif) » Qnif) to be a good approximation for nonpolynomial functions/, provided/can be accurately approximated on [-1,1] by a polynomial of degree < d. This is generally not the case when / has singularities in the complex plane near [-1, 1] . Therefore, it is reasonable to consider the possibility of subtracting from / some function s, so that / -s has no singularities near [-1, 1 ] .
Preliminaries. Let
we can write (2-2) 1(f) = Ks) + ß» + Rn(v), where fix) = fix) -six).
Suppose that a function s can be determined so that a closed form for I(s) is known, and that tp resembles a polynomial. Then we may think of the right side of (2.2) as consisting of the following components: a known definite integral; a quadrature rule evaluation of <p = f-s; a remainder term. The superiority of (3.2) over the Gauss-Legendre rule (2.1) is quite evident in this case.
4. Error Analysis. The idea of subtracting off singularities exactly, so that Rnif) = 0, is in theory not restricted to the case when /is a rational function. In the following work we seek other functions/for which Rnif) = 0.
To discuss the effect the singularities a-have on the numerical approximation of Stenger [5] has tabulated the constant en for several of the Gaussian rules and uses the notation vQi) in place of en. The inequality (4.2) has an interesting application. Take r = Yr = {z: \z\ = r}. Suppose we let r -► °° in such a way that no singularity a-G rr, and assume for this sequence of radii there exists a constant c, independent of r, such that That (4.6) is exact for certain functions having an infinite number of isolated singularities, or an essential singularity, is mainly of theoretical interest. In practice, we cannot subtract out the singularities exactly to make Rnif) = 0, because s contains an infinite number of terms in these cases. The goal is to subtract off as much of the singular part of / as practical, in order that <p = f-s resemble, but not necessarily coincide with a polynomial.
5. Hubert Transforms. In applications of (3.2) it is convenient to have a closed form for the Hubert transform 7(z). These can be worked out for several of the commonly encountered weight functions. In the above listing the branch cut for the complex natural logarithm and square root functions is taken to be the negative real axis. When computing Tiz) the standard FORTRAN library routines CLOG and CSQRT can conveniently be employed.
For \z\ > 1, it may be useful to compute Tiz) from the series License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use T(z)= Z Iixv)z~v-\ v>0 provided the moments corresponding to co are known.
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