Abstract. We show that, under mild conditions, two well-known definitions for the local property of a Dirichlet form are equivalent. We also show that forms that come from differential operators are local.
satisfying either of (C2) or (C3) is called a semi-Dirichlet form, while if it satisfies both (C2) and (C3) it is called a Dirichlet form. Contraction properties and their relation with associated semigroups are studied, for example, in [F 80 ], [BH 91; Chapter I.3], [MR 92; Chapter I.4]. These references also discuss Markov processes associated to Dirichlet forms. A treatment of associated Markov processes for semi-Dirichlet forms can be found in [MOR 93] , and the positivity preserving case is covered in [MR 93] . From now on (E, D(E)) will always denote a coercive form and we always equip D(E) with the norm coming from the inner product E 1 . Ancona has shown [An 76 ] that if (E, D(E)) is a positivity preserving coercive form, then the mapping u → u + is strongly continuous on D(E). We shall use this result throughout.
Notation. For functions u, v on E, notation like u ≤ v or u = v is always to be understood in the m-almost everywhere sense. We will often omit the qualifier "m-a.e.".
The two local properties
In this section we compare two definitions of locality for coercive forms (see Definition 1.2 below). One of them, (L2), makes topological assumptions on the space E, while the other, (L1), has the advantage of making sense on any measurable space E. Nevertheless, in practice, it is the relationship between the local property and the topology on E that is of interest. In particular, if the topological assumption (T) holds and if (E, D(E)) is a quasi-regular semi-Dirichlet form, then property (L2) is equivalent to the continuity in E of the sample paths of the associated Markov process (cf. [MR 92; Chapter V, Theorem 1.5] and [MOR 93; Remark 3.10]). Hence this is also true for quasi-regular positivity preserving coercive forms and their associated h-processes [MR 93]. Definition 1.1. We say that condition (T) holds if E is a topological Hausdorff space, m is a σ-finite Borel measure on E, and (E, D(E)) is a coercive form on L 2 (E, B(E), m). (a) For any closed set F ⊆ E we define
When (T) holds
Proposition 1.4. Suppose that (E, D(E)) is a positivity preserving coercive form and that assumption (T) holds. If E is strongly Lindelöf, then (L1) ⇒ (L2). On the other hand, if the following two conditions hold, then (L2) ⇒ (L1).
(a) Every u ∈ D(E) has an E-quasi-continuous m-versionũ.
(b) There exists an E-quasi-continuous m-versionh of some h ∈ D(E), and an E-nest
Comment. Proof. If E is strongly Lindelöf, the open set ∪ α∈Γ O α has a countable subcover (O n ) n∈IN , and so
That is, u = 0 m-a.e. on the complement of its support. Therefore, we have uv = 0 whenever supp[u]∩ supp[v] = ∅, and so the implication (L1) ⇒ (L2) is trivial. Now suppose that (L2), as well as conditions (a) and (b), hold and let u, v ∈ D(E) with uv = 0. We must show that E(u, v) = 0, and by separate consideration of E(u
, and E(u − , v − ), we may assume that u ≥ 0 and v ≥ 0. Let (F k ) k∈IN be an E-nest andũ an E-quasi-continuous m-version of u so thatũ| F k is continuous for each k ∈ IN. By intersecting with the nest in (b), we may also assume that h| F k is continuous and inf z∈F kh (z) :
Since the mapping u → u + is strongly continuous, we have u
So without loss of generality we may assume that 0 ≤ u n ≤ u and 0
This means that the set
is non-empty. Since this holds for every neighborhood O, it follows that z belongs to the closed set
On the other hand, uv m = 0 so 
(1.11) Letting ε → 0, then n → ∞, and finally m → ∞ gives the result E(u, v) = 0.
Examples of local forms
This section is dedicated to showing that forms given by differential operators are local in the (L1) sense. This result is not surprising, but it is, nevertheless, not trivial to check since it involves the behaviour of the form E, not only for functions u in a nice core, but also for their positive parts u + . The following example is the prototype for a non-symmetric form on a (possibly) infinite dimensional space. This example suggested the form of Proposition 2.3 which follows. Let E be a locally convex topological vector space which, in addition, is Souslin. Let m be a finite positive measure on B
Now assume that there exists a separable real Hilbert space (H, , H ) densely and continuously embedded into E. Identifying H with its dual gives E ⊂ H ⊂ E, so that E , E restricted to E × H coincides with , H . By (2.3), for each u ∈ FC ∞ b and z ∈ E, the map h → (∂u/∂h)(z) is a continuous linear functional on H. Define ∇u(z) by
(2.5)
We also suppose that the form (E, FC 
If these conditions hold, then the closure (E, D(E)) is coercive, and Proposition 2.3 below shows that (E, D(E)) is local. Indeed, assumptions (a) and (b) above imply that conditions

]) that this carries over to all of D(E), that is, (E, D(E))
is positivity preserving. By hypothesis and Ancona's continuity result we have, in fact, E(u + , u − ) = 0 for all u ∈ D(E). Now let u, v ∈ D(E) so that uv = 0. We must show that E(u, v) = 0, and by separate consideration of E(u
, and
, we may assume that u ≥ 0 and v ≥ 0. Then u = (u − v)
. Also, suppose that D is a dense, linear subspace of D(E), consisting of bounded functions and that D is closed under pointwise multiplication. Suppose also that for
(e) Γ 3 (uv, w) = uΓ 3 (v, w) = vΓ 3 (u, w), and Γ 3 (w, uv) = uΓ 3 (w, v) + vΓ 3 (w, u).
(f ) Γ 4 (uv, w) = uΓ 4 (v, w) = vΓ 4 (u, w), and Γ 4 (w, uv) = uΓ 4 (w, v) = vΓ 4 (w, u).
Then (E, D(E)) is positivity preserving and satisfies the local property (L1).
Proof. We begin by noting that conditions (a) and (b) imply that each of the bilinear maps
can be extended continuously to all of D(E) in such a way that the representation
Suppose that P is a polynomial on IR with P (0) = 0. Then P (x)/x is a polynomial, which, by the mean value theorem, satisfies
(2.6)
For u, w ∈ D and such a polynomial P , we have P (u) ∈ D(E) and, by conditions (c)-(f),
and
From (2.6)-(2.8) and condition (b), there exists a constant c > 0 such that
Adding P (u)w dm, and using (2.9) gives the bound
Taking the supremum over w ∈ D with E 1 (w, w) 1/2 ≤ 1, yields
Fix u ∈ D and set I := [− u ∞ , u ∞ ]. Define f n to be the function on IR with f n (x) = 1 for x ≤ −1/n, f n (x) = 0 for x ≥ 0, and so that f n is linear between −1/n and 0. By the Stone-Weierstrass theorem we can find a polynomial Q n so that |Q n (x) − f n (x)| ≤ 1/n for all x ∈ I. We set P n = 1 − Q n , and define two sequences of polynomials that vanish at zero by setting
Then for x ∈ I we have
and, as n → ∞,
(2.14)
It follows by (2.11) and (2.13) that the sequences (P n (u)) n∈IN , (Q n (u)) n∈IN , and also (P n (u)Q n (u)) n∈IN are bounded in D(E). As well, we have P n (u) → u + , Q n (u) → u − , and
, so by using the Lemma from the appendix we can find a common subsequence (n i ) i∈IN so that
and (1/N )
each of these sequences converging strongly in D(E).
We now show that Γ 1 (u + , u − ) = 0. From condition(c), for any w ∈ D we have
and hence
(2.18) By (2.16) we have L 1 -convergence so we can find a common subsequence (N k ) k∈IN that, m-a.e. on E, satisfies
(2.19)
We note that
so that the sequences (Γ 1 (Q n (u), w)) n∈IN and (Γ 1 (P n (u), w)) n∈IN are bounded m-almost everywhere. We use this boundedness, along with (2.19) and the fact that P n (u) → 1 (u≥0) and Q n (u) → 1 (u<0) m-a.e., and take pointwise limits along the subsequence (N k ) k∈IN in (2.18) to obtain
In other words, 1 (u≥0) Γ 1 (u − , w) = 0, and 1 (u<0) Γ 1 (u + , w) = 0 for all w ∈ D. By continuity these equations extend to all w ∈ D(E). In particular, Γ 1 (u + , u + ) = 0 on (u < 0) and Γ 1 (u − , u − ) = 0 on (u ≥ 0). This implies that
on all of E. Now for n, m ∈ IN we have
+ (P n (u)/u) Γ 3 (u, u)Q m (u) + (P n (u)/u) Γ 4 (u, u) (Q m (u)/u) dm.
(2.24) Using dominated convergence and letting first n → ∞ and then m → ∞ we get
(2.25)
An application of Lemma 2.2 completes the proof.
Comment. If Γ 1 satisfies the product rule in both entries, then conditions (a) and (b) can be dropped, and a much shorter proof is possible along the lines of equations (2.24) and (2.25).
Proof. Without loss of generality we take u = 0. The weak convergence of u n follows from [MR 92; Chapter I, Lemma 2.12]. We now select a subsequence with the second property. Take n 1 = 1, and if n 1 , n 2 , . . . , n N have been chosen we select n N +1 > n N so that 
