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Abstract
Most of heat transport and ﬂuid ﬂow occurring in nature and in technical applications are
inherently turbulent. On closer inspection of turbulent ﬂows, a wide range of length and
time scales can be observed and it is obvious that these turbulent motions are unsteady,
irregular and chaotic. Turbulent structures generally increase the disorder of the system
resulting in a loss of available mechanical power, which can be expressed in terms of en-
tropy production. This is the fundamental reason for irreversibilities in turbulent heat and
ﬂuid ﬂows, and responsible for decreasing thermodynamic eﬃciency in many engineering
devices. In spite of decades of research in the ﬁeld of numerical simulations, it is still dif-
ﬁcult to predict turbulent ﬂows and causes of irreversibilities accurately. In this respect,
large eddy simulations (LES) provide a promising approach, especially in dealing with tur-
bulent ﬂows with large scale, unsteady characteristics. Despite the great potential of LES,
the extent of its usage for entropy generation analysis and thermodynamic optimization
has been insigniﬁcant up to now. This can be mainly attributed to the high challenges in
modeling of the unresolved irreversibilities in the subgrid.
The present work is focused on the development of a reliable LES framework combined
with the second law of thermodynamics that allows to characterize and optimize sub- and
supercritical wall-bounded ﬂow applications. This is progressively accomplished in a se-
ries of development steps including (1) the development of reliable numerical treatments
to simulate turbulent heat and ﬂuid ﬂow in the context of large eddy and direct numerical
simulations (DNS), (2) the development of advanced, wall-adapting subgrid-scale models
for momentum transport, heat transport and entropy production, and (3) the generation
of comprehensive DNS databases that allow to evaluate the present LES framework under
realistic ﬂow situations with complex thermodynamic properties. In order to establish
the validity of the present approach, the numerical methods and models are systemat-
ically assessed by comparison with experimental and DNS reference data. Finally, the
proposed LES framework is utilized to characterize supercritical fuel injection processes
and to optimize impingement cooling devices based on the concept of entropy generation
minimization (EGM).
Important milestones towards LES as a reliable engineering tool for entropy genera-
tion analysis are achieved in this work. In particular, a new wall-adapting one-equation
subgrid-scale model is proposed, which provides the correct asymptotic behavior in the
near-wall region without using any ad-hoc or dynamic procedure. Regarding the subgrid-
scale heat ﬂux, a thermodynamically consistent heat ﬂux model suitable for wall-bounded
turbulent heat transport is proposed. Finally, using the inertial-convective subrange the-
ory, appropriate closure terms for the subgrid-scale entropy generation related to friction
loss and heat transport are derived. The developed LES framework is then used to char-
acterize supercritical injection processes and to optimize impingement cooling. Based on
entropy generation analysis, distinctive features of the disintegration process under super-
critical conditions are described and optimal designs for impingement cooling devices are
identiﬁed.
This work demonstrates, that LES combined with second law analysis is a very valuable
and viable tool for predictive engineering and design optimization of complex heat and
ﬂuid ﬂow applications.
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Kurzfassung
Die meisten Stro¨mungs- und Wa¨rmetransportvorga¨nge in Natur und Technik sind tur-
bulent. Bei genauerer Betrachtung solcher turbulenten Stro¨mungen kann man ein brei-
tes Spektrum an instationa¨ren, unregelma¨ßigen und chaotischen Strukturen beobachten.
Turbulente Strukturen erho¨hen die Unordnung eines Stro¨mungssystems, verbunden mit
einem Verlust an verfu¨gbarer mechanischer Energie. Dies kann durch Entropieproduk-
tion beschrieben werden und ist die Hauptursache fu¨r Irreversibilita¨ten in turbulen-
ten Stro¨mungen, welche verantwortlich fu¨r thermodynamische Verluste in zahlreichen
Ingenieursanwendungen sind. Trotz jahrzehntelanger Forschung auf dem Gebiet der nu-
merischen Berechnungsverfahren bleibt es anspruchsvoll turbulente Stro¨mungen und hier-
bei auftretende Irreversibilita¨ten akkurat vorherzusagen. Diesbezu¨glich bieten vor allem
Grobstruktursimulationen (LES) einen vielversprechenden Ansatz zur Berechnung von
instationa¨ren Stro¨mungen mit großskaligen turbulenten Strukturen. Trotz des großen
Potenzials von LES, ﬁndet diese Technik hinsichtlich Entropieproduktionsanalysen und
thermodynamischer Optimierung kaum Anwendung, welche vor allem der komplizierten
Feinstrukturmodellierung von Irreversibilita¨ten geschuldet ist.
Der Fokus der vorliegenden Arbeit liegt auf der Entwicklung einer verla¨sslichen LES
Methode, die eine Charakterisierung und Optimierung basierend auf dem zweiten Haupt-
satz der Thermodynamik von unter- und u¨berkritischen Stro¨mungsanwendungen erlaubt.
Dies beinhaltet: (1) die Entwicklung geeigneter numerischer Verfahren zur Berechnung
von turbulenten Stro¨mungen mit Wa¨rmetransport im Rahmen von LES und direkten
numerischen Simulationen (DNS), (2) die Entwicklung von wandangepassten Feinstruk-
turmodellen fu¨r den Impulstransport, Wa¨rmetransport und Entropieproduktionsraten,
und (3) die Erstellung eines umfangreichen DNS Referenzdatensatzes zur Beurteilung
der LES Methode unter realita¨tsnahen Stro¨mungsbedingungen und komplexen thermody-
namischen Fluideigenschaften. Die Beurteilung der entwickelten numerischen Methoden
und Modelle erfolgt außerdem durch einen systematischen Vergleich mit experimentellen
und DNS Daten aus einschla¨giger Literatur. Das vorgeschlagene Gesamtmodell wird ab-
schließend zur Charakterisierung von u¨berkritischen Treibstoﬀeinspritzungen und zur ther-
modynamischen Optimierung von Prallku¨hlvorrichtungen genutzt.
In der vorliegenden Arbeit sind wesentliche Meilensteine bezu¨glich der Entwick-
lung eines verla¨sslichen Ingenieurswerkzeugs zur Entropieproduktionsanalyse mittels LES
erreicht worden. Besonders hervorzuheben ist hierbei die Entwicklung eines wand-
angepassten Ein-Gleichungs-Feinstrukturmodells, welches ohne die Verwendung von ad-
hoc Verfahren oder dynamischer Prozeduren in der Lage ist, das korrekte Wandverhalten
wiederzugeben. Ein weiterer wesentlicher Beitrag ist die Entwicklung eines thermody-
namisch konsistenten Wa¨rmeﬂussmodells. Zusa¨tzlich konnte, basierend auf der Turbulenz-
theorie, ein analytischer Zusammenhang zwischen der Entropieproduktion in den Fein-
strukturskalen und den aufgelo¨sten Grobstrukturskalen gefunden werden. Das entwickelte
Gesamtmodell wird abschließend dazu genutzt, um u¨berkritische Treibstoﬀeinspritzun-
gen zu charakterisieren und Prallku¨hlvorrichtungen zu optimieren. Die Analyse der En-
tropieproduktionen erlaubt einerseits die Bestimmung der charakteristischen Merkmale
des Strahlzerfalls bei u¨berkritischen Betriebszusta¨nden und andererseits eine thermody-
namisch optimale Auslegung von Prallku¨hlvorrichtungen.
Aus der vorliegenden Arbeit geht klar hervor, dass Entropieproduktionsanalysen mit-
tels LES eine sehr wertvolle und umsetzbare Methode zur Vorausberechnung und Opti-
mierung von komplexen Stro¨mungsanwendungen mit Wa¨rmetransport darstellt.
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Chapter 1
Introduction
Most of the heat transport and ﬂuid ﬂows occurring in the nature and in technical devices
are inherently turbulent, some examples are hot smoke from a chimney, mixing in inter-
nal combustion engines, or geophysical ﬂows like storm clouds. On closer inspection of
turbulent ﬂows, a wide range of length and time scales can be observed and it is obvious
that these turbulent motions are apparently unsteady, irregular and chaotic. Thereby, the
quasi-chaotic and unsteady motions of turbulence churn up the ﬂow and enhance the mix-
ing and heat transport. However, they also increase the disorder of the system associated
with an imminent loss of available mechanical power, which is the fundamental reason for
irreversibilities in turbulent heat and ﬂuid ﬂows and responsible for the thermodynamic
loss in many engineering applications.
In spite of decades of research, it is still impossible to predict turbulent heat and ﬂuid
ﬂows analytically, even in simple ﬂow conﬁgurations. Instead, numerical simulations are
usually employed that allow to produce an approximate solution of the turbulent ﬂow
ﬁeld at some pre-determined locations in space and time. This is known as Computational
Fluid Dynamics, or short CFD. In this respect, the leading computational approaches to
predict the turbulent quantities of interest and practical relevance are: Direct Numerical
Simulations (DNS), Large Eddy Simulations (LES) and approaches based on the solution
of the Reynolds-Averaged Navier-Stokes equations (RANS). These approaches can be cat-
egorized based on their level of description, computation expense, range of applicability
and accuracy.
In DNS, no additional turbulence model is required since the wide range of turbulent
length and time scales are fully resolved. Due to the high computational cost, this approach
is predominantly restricted to heat and ﬂuid ﬂow problems at low-to-moderate Reynolds
numbers. In contrast, RANS simulations only solve the Reynolds equations to obtain
the mean ﬂow, while the entire spectrum of turbulent motions is described by means
of closure models. This leads to a signiﬁcant reduction of the required computational
resources compared to DNS, making simulations of turbulent ﬂows feasible for complex
engineering applications with high Reynolds numbers. However, it is well known that the
RANS approach is not always accurate for many cases, especially for ﬂows with large scales,
unsteady character and supercritical ﬂows. To overcome the limitations of DNS and RANS,
many researchers paid more attention towards LES as an alternative method to predict
turbulent heat and ﬂuid ﬂows. In LES, large three-dimensional unsteady turbulent motions
are explicitly computed, whilst a turbulence closure model accounts for the inﬂuence of
the unresolved more universal scales. This simpliﬁes the turbulence modeling, improves
the predictive capability compared to RANS and makes LES valid for a wide range of ﬂow
situations. Therefore, in this work, the LES technique is used to calculate turbulent heat
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and ﬂuid ﬂows. In order to validate the LES and to analyze evolving thermal ﬂuid ﬂow
processes, DNS data are also generated.
In dealing with the numerical modeling and prediction of irreversibilities in sub- and
supercritical wall-bounded ﬂows in the context of LES and DNS, further modeling aspects
have to be addressed. First, enhanced thermodynamic and transport property models are
required to account for the non-ideal behavior of the ﬂuid under supercritical conditions.
In the most CFD studies, cubic equations of state are applied for this purpose, because
they provide an adequate accuracy for a wide range of substances and operating conditions,
and even more importantly their numerical solution is generally not too demanding. The
coeﬃcients for the transport properties in supercritical ﬂows are often described by means
of analytical expressions based on the kinetic gas theory including extensions that account
for polar, non-polar and associating ﬂuids at low and high pressures. Additionally, look-up
table methods are commonly employed in CFD for the calculation of thermodynamic and
transport properties, mostly for pure substances. Another important aspect in the case of
LES of wall-bounded ﬂows is the near-wall treatment. Close to the wall, turbulent motions
are of the order of the viscous length scale, which means that energetic turbulent structures
are small in the vicinity of the wall and have to be explicitly resolved in classical LES. As
a consequence, in order to obtain reliable predictions of wall-bounded ﬂows, subgrid-scale
models must provide the correct asymptotic behavior in the near-wall region. Finally,
when using LES to predict irreversibilities in turbulent heat and ﬂuid ﬂows, subgrid-scale
closure approaches for the entropy production are required. In this respect, it is worth
mentioning that in spite of the known advantages of LES in predicting turbulent ﬂows, the
extent of its usage for entropy production analysis has been insigniﬁcant. This is largely
due to the challenges in the modeling of the unclosed irreversibility eﬀects in the subgrid.
Despite the signiﬁcant progress in the application of LES to turbulent heat and ﬂuid
ﬂows, many issues remain still open, especially in dealing with subgrid-scale modeling
strategies in the vicinity of heated walls and entropy production analysis. This motivates
the present work, which is focused on the development of a reliable LES framework com-
bined with the second law of thermodynamics that allows to characterize and optimize sub-
and supercritical wall-bounded ﬂow applications. In order to demonstrate the applicability
and reliability of the present LES framework, two speciﬁc ﬂow applications of practical
relevance are selected in this thesis, namely, impingement cooling/heating and supercriti-
cal fuel injection. The current state of research in the ﬁelds of subgrid-scale modeling for
wall-bounded ﬂows, entropy generation analysis using CFD, impingement cooling/heating
and supercritical fuel injection is brieﬂy outlined in the next section. Subsequently, the
concrete research objectives of the present work are summarized followed by a list of the
scientiﬁc contributions made within this work. At the end of this chapter, the structure
of the thesis is outlined.
1.1 State of research
In the last few decades, there has been a great progress in the research ﬁeld of LES of
wall-bounded turbulent heat and ﬂuid ﬂows, which is partially facilitated by the increasing
computer power. The most important milestones are brieﬂy summarized below. Then,
the current state of research regarding entropy generation analysis using CFD is outlined
followed by a short summary of the research progress in impingement cooling and super-
critical fuel injection applications.
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Subgrid-scale modeling of momentum and heat transport
Numerous subgrid-scale modeling approaches for the momentum transport are reported
in the literature. Using an eddy-viscosity hypothesis is the most common procedure,
where it is assumed that the subgrid-scale stress tensor acts as an additional diﬀusion
term in the LES equations by introducing a subgrid-scale eddy viscosity. In analogy to
RANS, such subgrid-scale models can be divided into algebraic and diﬀerential models.
The ﬁrst and simplest algebraic model is that proposed by Smagorinsky [220], which forms
a basis for several advanced models and is still used in LES engineering practice. Other
important variants of algebraic subgrid-scale models are the dynamic Smagorinsky model
[67], the wall-adapting linear eddy-viscosity model (WALE) [163], the sigma model (σ-
model) [164], the model of Vreman [238]. For a more detailed overview see Sagaut [203].
In the case of diﬀerential subgrid-scale models, one-equation models are often employed.
Thereby, a transport equation for the subgrid-scale kinetic energy is used to calculate the
subgrid-scale viscosity. The ﬁrst one-equation model in the context of LES was proposed
by Yoshizawa [254]. An important feature of this model is that no assumption of local
balance between the subgrid-scale energy production and dissipation rate has been made
[151]. It is therefore expected that one-equation models are particularly advantageous in
transitional ﬂows and in turbulent ﬂows with large unsteadiness. Based on the Yoshizawa
model, several advanced one-equation models have been proposed in the literature, e.g.
[210, 91, 107, 151].
One drawback of the classical formulations of the subgrid-scale viscosity models pro-
posed by Smagorinsky and Yoshizawa is that both models cannot distinguish between
turbulent ﬂuctuations and laminar ﬂow with mean velocity gradient, which occurs espe-
cially in the vicinity of viscous walls [113]. To circumvent this issue, the subgrid-scale
viscosity has to be modiﬁed in order to reproduce the correct asymptotic behavior in the
near-wall region. One possibility is to apply wall damping functions similar to the near-
wall treatment of low Reynolds number turbulence models in the RANS context [233].
In this approach the distance to the wall has to be calculated, which requires additional
computational resources and is not always unique in the case of complex ﬂow geometries.
Another possibility is to use a dynamic procedure as proposed by Germano [67], which au-
tomatically adapts the model coeﬃcients in order to provide a proper near-wall behavior.
However, as pointed out in [163], the proper asymptotic behavior can be only obtained
in such models when the dynamic procedure is applied over homogeneous planes parallel
to the walls, which is not feasible in complex geometries. Wall-adapting LES modeling
is an alternative approach, which do not require any ad hoc treatment or test ﬁltering
approach to reproduce the correct ﬂow behavior in near-wall regions. The SIGMA and
WALE models are prominent examples of such an approach.
In principal, many strategies that are used to close the momentum equation can be
also applied to model the subgrid-scale heat ﬂux vector. However, in contrast to turbulent
ﬂuid ﬂow, small temperature scales are less universal than velocity scales and may exhibit
an anisotropic behavior even at smallest scales. Consequently, more advanced subgrid-
scale models are required in the case of turbulent heat transport in order to justify the
separation and modeling of the small temperature scales. In spite of this, isotropic thermal
diﬀusivity models are mostly employed in the majority of LES studies including heat
transport. Thereby, the subgrid-scale heat diﬀusivity is traditionally represented based
on the Reynolds analogy and the concept of turbulent Prandtl number, which is taken
to be a constant value close to one in most cases. Many researchers intended to improve
the isotropic thermal diﬀusivity model by using a dynamic procedure to calculate the
turbulent Prandtl number [158, 133], including buoyancy eﬀects [61], using a deﬁnition of
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the thermal diﬀusivity based on the Kolmogorov scaling [249] or including the eﬀects of
local ﬂuid properties in the calculation of the turbulent Prandtl number [176].
As implied by the discussion above, a better representation of the subgrid-scale heat
ﬂux vector for complex ﬂow situations can be obtained by accounting for the anisotropic
behavior of small temperature scales and introducing a tensor subgrid-scale thermal dif-
fusivity. Some of these models are derived in analogy to the general gradient diﬀusion
hypothesis [51] as it is often applied in the RANS context. Another approach was sug-
gested by Peng and Davidson [184], they developed a non-linear subgrid-scale heat ﬂux
model based on considerations regarding the transport equation of the subgrid-scale heat
ﬂux. Wang et al. [241, 243, 242] proposed a series of models which includes the resolved
strain-rate tensor, rotation rate tensor and the temperature gradient. In contrast to these
model formulations, the anisotropic model by Huai and Sadiki [90, 179] is based on the
second law of thermodynamics in conjunction with the invariant theory. In this way, the
irreversibility requirements of the second law of thermodynamics are automatically fulﬁlled
by the model formulation. Furthermore, scale similarity and mixed models are also avail-
able in the literature, e.g. [97]. However, similar to tensor subgrid-scale thermal diﬀusivity
models, such kind of heat ﬂux models are rarely used in LES engineering practice.
Entropy generation analysis using CFD
In the last decades, entropy generation analysis has become an established method in
thermal science and engineering, especially in the ﬁelds of refrigeration (cryogenics), heat
transfer and power plant technology [28]. It is based on the second law of thermodynamics
in conjunction with heat transfer and ﬂuid mechanics principles, and it allows to evaluate
the signiﬁcance of irreversibilities related to heat transport and friction in a thermo-ﬂuid
system. Irreversibilities essentially cause a degradation of available energy into internal
energy in the working ﬂuid, which leads to a reduction of the thermodynamic eﬃciency
of a system [110]. From an engineering perspective, the concept of entropy generation
minimization can be therefore useful as a design tool in order to avoid the imminent loss
of available mechanical power in thermo-ﬂuid systems [26]. A detailed description of the
theoretical background of entropy generation analysis can be found in [27].
When dealing with entropy generation analysis using CFD, usually the local form of the
second law is used to investigate thermodynamic irreversibilites. This allows to quantify
the overall entropy production of a system and also to examine how irreversibilities are
distributed locally throughout the system [213]. Based on the concept of minimal entropy
generation and CFD, causes of irreversibilities have been analyzed for a wide range of
thermo-ﬂuid processes including laminar and turbulent heat transfer in wall-bounded ﬂows
[204, 244, 62, 206, 116, 103], ﬂows under supercritical conditions [195, 171, 156], reacting
ﬂows [52, 252, 63] and also in heat transfer in impinging ﬂows [196, 215, 59]. Contributions
of the theory and application of entropy generation analysis using CFD for diﬀerent types
of engineering systems are reviewed in [222, 177, 213].
Focusing on turbulent heat and ﬂuid ﬂows, only a few DNS studies are reported in the
literature that deal with entropy generation analysis. Okong’o and Bellan [171] employed
DNS to investigated entropy generation eﬀects in supercritical transitional mixing layers.
They concluded that entropy generation is useful to describe the behavior of small-scale
turbulent motions. Farran and Chakraborty [63] conducted DNS of a freely propagat-
ing premixed ﬂame and determined the turbulent second law eﬃciency in comparison to
laminar ﬂames. Ries et al. [E3], [E7] generated two comprehensive DNS databases of
entropy generation rates of a supercritical injection process and an inclined impinging jet
conﬁguration, that is very useful for model development and evaluation in the context
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of LES and RANS. In contrast to DNS, entropy generation analysis based on RANS has
been carried out in many numerical studies. Mohseni and Bazargan [156] investigated the
eﬀect of the variation of wall heat ﬂux in a heated vertical tube at supercritical conditions.
They concluded that the performance of the system improves when operating close to the
pseudo-boiling point. Shuja et al. [215] studied local entropy generation in an impinging
jet and evaluated various turbulence models based on the concept of minimum entropy
generation. Herwig and Kock [85, 116] developed wall-functions for the entropy production
rates and used their approach to evaluate the heat transfer performance of turbulent shear
ﬂows. Besides, numerous other RANS studies are reported in the literature that propose
optimal designs of thermodynamic systems based on CFD with second law analysis, e.g.
[209, 244, 70].
Entropy generation analysis based on LES are rarely reported in the literature, largely
because of the challenges in modeling of the unclosed irreversibility eﬀects in the sub-
grid. Recently, Safari et al. [202] developed a methodology based on ﬁltered density
function (FDF) approach that allows LES predictions of entropy transport and generation
in turbulent reacting ﬂows. They used their approach to analyze entropy generation in a
turbulent mixing layer and a turbulent non-premixed piloted methane jet ﬂame. Unfor-
tunately, the FDF approach requires the solution of an additional transport equation for
the entropy ﬁltered density function along with complex stochastic diﬀerential equations
to close this transport equation. It is therefore not possible to use the FDF method as a
simple post-processing tool, likewise in a commercial CFD code, which impedes its prac-
tical application. Entropy generation analysis based on the classical LES approach that
includes the subgrid-scale contribution of entropy production rates are still not reported
in the literature.
Impingement cooling and heating
Impinging cooling and heating are used in a variety of engineering application as it enables
localized high heat transfer, e.g. cooling of electronic components, quenching of metals and
glass, cooling of turbine blades or drying of paper and other materials. In this respect, it
has been observed that the jet dynamics and heat transfer depends on many parameters,
such as nozzle shapes, Reynolds number, inﬂow conditions, jet-to-plate spacing, target
plate inclination, molecular Prandtl number, surface roughness, interaction with cross-
ﬂow and many more. This makes the optimization of engineering systems very diﬃcult
where thermal control is often carried out by means of impingement cooling. Moreover,
the underlying physics in turbulent impinging jets are manifold and not unique since
such ﬂows feature very complex dynamics with interlinked eﬀects including stagnation
points, shear ﬂow boundary layers, strong streamline curvatures and anomalies in the
distribution of Nusselt numbers. It is therefore not surprising that in the last few decades,
impinging cooling has been the subject of extensive research to gain insights into the
complex physical mechanisms and to identify preferred operating conditions along with
practical guidelines for its general usage. An overview of experiments, numerical studies
and available empirical correlations of impinging cooling can be found in numerous reviews,
e.g., [257, 258, 98, 141, 236, 159, 246, 57].
Focusing on heat transport in impinging jets, several researchers measured local Nusselt
numbers for fully-developed circular impinging jets with respect to the jet-to-plate spacing
H/D and jet Reynolds number Rej (see [22, 111, 89, 108]). In these experimental studies,
main emphases were placed on a Reynolds number range from 4000–80, 000 and a H/D
interval from 0.5–12, representing conventional gas jet installations for heat transfer [257].
In this context, it was concluded that heat transfer can be intensiﬁed by increasing Rej
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and/or decreasing H/D. Furthermore, it was observed that the variation of the mean wall
heat transfer appears non-monotonic in the radial direction with two distinctive peaks
occurring in the case of small jet-to-plate spacings (H/D < 3 [108]) and above a critical
Reynolds number of Rej,crit > 3000 [258]. The ﬁrst peak, which is located in the vicinity of
the stagnation point, is believed to be caused by a strong acceleration of the ﬂuid away from
the center of the jet and with a ﬂapping of the impingement position [66]. The secondary
peak appears approximately two nozzle diameters away from the stagnation point, which is
thought to be linked to large-scale vortical structures issuing from the jet shear layer [198].
Further, the inﬂuence of nozzle shapes on the heat transfer characteristic of impinging gas
jets has been also investigated in various experimental studies, e.g. [129, 34, 81, 235,
228, 150]. In this regard, it was found that the shape of nozzle inﬂuences considerably
the distribution of the local Nusselt number with the highest heat transfer coeﬃcients in
the case of circular oriﬁces compared to elliptical, square, rectangular or triangle shapes.
Varying the inclination of the impinged plate, a few experimental studies have explored
the eﬀect of target plate inclination angle on the heat transfer distribution of impinging
jets, e.g. [251, 169, 42, 8, 10]. It was concluded that the location of peak heat transfer
is shifted towards the compression side as the inclination increases [251] and averaged
Nusselt numbers increase with decreasing inclination [10]. Other inﬂuencing parameters
on the heat transfer characteristic of impinging jets like inﬂow temperature, interaction
with cross-ﬂow, acoustic and mechanical excitation, jet arrays, jet inﬂow oscillation, surface
curvature, rotating target plates or surface roughness have been also addressed in numerous
experimental studies (see [235, 32, 199, 66, 69, 139, 64, 253]).
Despite signiﬁcant progress towards a better understanding of the various physical
phenomena taking place in impinging jet cooling, many issues remained open due to limi-
tations of present measurement techniques, especially in the vicinity of the impinged wall
where steep gradients and small turbulent ﬂow scales make measurements very diﬃcult.
In order to circumvent these limitations, several numerical simulations have been initi-
ated. Especially, wall-resolved LES [237, 49, 23, 83, 231, 78, 6, 162] and direct numerical
simulation (DNS) [207, 45, 84, 230, 100, 50, 247] have been carried out in order to com-
plement experimental results and to gain further insights into the complex mechanisms of
heat transport and ﬂuid ﬂow dynamics in impinging jet cooling. In this regard, Hattori
and Nagano [84] provided a comprehensive DNS dataset of ﬂuid ﬂow and heat transport
properties for a plane non-inclined impinging jet at Rej = 9120 and diﬀerent jet-to-plate
spacings. In the LES study of Hadzˇiabdic´ and Hanjalic´ [83], the authors analyzed the
role of coherent vortical structures on the heat transfer distribution at the wall. They
concluded that the impingement of roll-up vortices generated by instabilities in the initial
shear layer along with pressure pulsations lead to a ﬂapping of the jet, which is believed
to be instrumental in surface renewal process and thus enhances the heat transfer in the
stagnation point. Aillaud et al. [6] conducted a wall-resolved LES of a round air jet
impinging on a heated surface (Rej = 23,000, H/D = 2) to explain the origin of the sec-
ondary peak in the radial variation of the temporal-mean Nusselt number. It was found
that especially the rebound of primary vortices enhances the heat transfer and causes the
secondary peak in the spatial distribution of the Nusselt number. Dairay et al. [50] and
Wilke and Sesterhenn [247] performed DNS of impinging jet ﬂow at Rej = 10,000 and
Rej = 8000, respectively, with highly resolved domains and high order numerical schemes.
In the ﬁrst study, the authors analyzed the role of unsteady processes on the wall heat
transfer, while in the latter study, the inﬂuence of Mach number, Reynolds number and
ambient temperature on the velocity and temperature was examined. Recently, Grenson
and Deniau [78] performed a wall-resolved LES of a heated impinging jet at Rej =60,000
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in order to analyze the fundamentals of ﬂow and heat transfer in impinging jets under
higher Reynolds numbers. Based on the analysis of instantaneous ﬂow topology, turbulent
quantities and probability functions, this investigation revealed that hot spots of high con-
vective heat transfer related to unsteady separation and streak-like structures are linked
to the secondary peak in the Nusselt number distribution. However, the mechanisms re-
sponsible for these streak-like structures near the radial location of the secondary peak
remained unclear. Other important aspects like the inﬂuence of subgrid-scale modeling
in LES of impinging jets [172, 136], ﬂow dynamics and heat transfer characteristics in
multiple impinging jets [117, 58], the eﬀect of wall curvature [102, 7], impingement jet in
cross-ﬂow [190, 201] or jet impingement onto a rotating disc [106] have been also investi-
gated by means of LES and DNS. With regard to numerical studies of oblique impinging
jets, it is worth mentioning that only a few LES studies [74, 33] and no DNS, except the
DNS studies of Ries et al. [E4], [E7], have been reported in the literature, even though this
speciﬁc conﬁguration features very interesting ﬂow properties and is of practical relevance
in cooling arrangements for gas turbine blades, allowing to reduce the size of such systems
[57], as well as in numerous other applications.
Supercritical fuel injection
Fuel injection under supercritical conditions can be found in various energy conversion
applications such as liquid rocket engines, gas turbines or diesel engines [115, 152, 4, 123].
The main reasons to operate under such extreme thermodynamic conditions are to increase
the thermal eﬃciency of processes, to reach higher speciﬁc energy conversion rates and/or
to enhance heat and mass transport.
Focusing on experimental studies of supercritical fuel injection with application to
liquid rocket engines, systematic research programs were initiated in the mid 1990s by
the Air Force Research Laboratory (AFRL) in the USA, the Oﬃce National D’e´tudes et
de Recherches Ae´rospatiales (ONERA) in France and the Deutsche Luft- und Raumfahrt
(DLR) in Germany, in order to obtain valuable insights into the complex fuel disintegration
process under supercritical conditions. An overview of recent experimental eﬀorts on high-
pressure supercritical injection at the AFRL can be found in the article of Chehroudi [40].
Reviews of the experimental studies undertaken at the DLR and ONERA are provided by
Oschwald et al. [175] and Habiballah et al. [82], respectively.
The experimental investigations can be divided into three categories with an increas-
ing degree of complexity. Initial studies utilized a single jet of cryogenic nitrogen injected
into a warm nitrogen environment with pressures below and above the critical pressure
of nitrogen [41, 173, 149]. In this respect, axial and radial proﬁles of the density were
provided that allow a comparison with computational models and enables the character-
ization of the main features of the disintegration process of the jet. Then, experiments
of coaxial jets were performed in order to investigate the mixing eﬀects of co-ﬂowing
gas. At AFRL, measurements of a liquid-like nitrogen jet with a gas-like nitrogen co-ﬂow
(LN2/GN2) were conducted [53], while liquid-like nitrogen and gas-like helium (LN2-GHe)
and liquid-like nitrogen and gas-like hydrogen (LN2/GH2) coaxial jets were examined at
DLR [146, 147, 174]. Measured quantities such as growth rates, core lengths, turbulent
length scales and breakup/mixing regimes were examined. Finally, combustion studies
with cryogenic propellants were introduced to gain insights into the complex high pressure
coaxial injection processes with subsequent inﬂuence on chemical reactions. Shadowgra-
phy and spontaneous Raman scattering were used at DLR to analyze the ﬂame structure
in reactive liquid-like oxygen and gas-like hydrogen (LO2-GH2) coaxial jets [146, 148]. At
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ONERA, the structure and shape of LO2-GH2 jet ﬂames were examined based on measure-
ments of OH radicals and O2 [36, 105, 82] and it was concluded that combustion is mainly
controlled by the large-scale turbulent mixing at high pressure. Moreover, measurements
of liquid-like oxygen and gas-like methane (LO2-GCH4) were also carried out at ONERA
[218, 219].
Regarding numerical simulations of single component injection under supercritical con-
ditions, several researchers applied RANS [149, 112, 217] or LES [185, 211, 160] to gain
more reliable predictions for practical applications. The main objective of these contribu-
tions was to evaluate the impact of turbulence models and real gas equations of state on
the mixing prediction. Despite some attempts to address this issue, a satisfactory answer
is still open due to the lack of valuable experimental data at such extreme thermodynamic
conditions or comprehensive DNS data under realistic operating conditions. In this re-
spect, Ries et al. [E2], [E3] performed a three-dimensional DNS of the turbulent ﬂow ﬁeld
in a round jet of cryogenic nitrogen, which mimics the experiment by Mayer et al. [149]
in terms of geometry, thermodynamics and hydrodynamics, but at a reduced Reynolds
number. A comprehensive dataset was provided to support the model development and
validation in the context of LES and RANS. Lapenna and Creta [127, 126] performed
DNS of a temporal jet conﬁguration and analyzed mixing under supercritical conditions
as well as the interaction between turbulent motions and the pseudo-boiling process. Mix-
ing and combustion within supercritical injection processes were also addressed in several
LES studies [170, 92, 140, 227]. Ruiz et al. [200] used a two-dimensional DNS to provide
a numerical benchmark for high-Reynolds-number supercritical ﬂows with large density
gradients in simple conﬁgurations containing the essential features of real devices (geom-
etry, thermodynamics, and hydrodynamics). This DNS refers to a mixing layer forming
downstream of an injector lip separating a stream of dense oxygen from a stream of light
hydrogen, mimicking one experiment by Chehroudi et al. [41]. The authors provided mean
and rms velocity, temperature proﬁles, power spectrum density of the square of transverse
velocity, dense core lengths, mixing layer thickness, etc.
Although the experimental and numerical investigations conducted during the last 20
years have contributed considerable to our understanding of the physics and modeling of
supercritical fuel injection processes, many phenomena are still not fully understood and
no single modeling approach has been yet established as a standard method for such ﬂow
conditions, implying the need of further research.
1.2 Research objectives
Based on the current scientiﬁc evidence, it is unlikely that turbulent heat and ﬂuid ﬂows
can be predicted analytically in the near future. Due to the disadvantages of DNS and
RANS approaches, in particular LES seems to be a promising approach to predict complex
ﬂow problems accurately and with reasonable computational expense. However, despite
the clear advantages of LES, many issues within this approach are still not addressed
and further research is required in order to make LES feasible as an engineering tool for
the predictive design of complex industrial ﬂow applications. This motivates the present
work, which is focused on the development of a reliable LES framework combined with
the second law of thermodynamics that allows to characterize and optimize sub- and
supercritical wall-bounded ﬂow applications. More speciﬁcally, the key objectives of the
present work are:
• to develop an accurate and robust numerical treatment for LES of wall-bounded sub-
and supercritical ﬂows based on the framework of OpenFOAM.
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• to verify and validate the implemented source code in order to ensure that the code
is free of programming errors and applicable for the purpose of present use.
• to develop advanced subgrid-scale modeling approaches for heat and ﬂuid ﬂow ap-
plicable for wall-bounded ﬂows with strong variation of ﬂuid properties.
• to derive accurate closure models for subgrid-scale entropy production that can be
used in a post-processing step for entropy generation analysis.
• to generate comprehensive DNS databases of thermal ﬂuid ﬂow properties and en-
tropy production rates for model development and evaluation.
• to evaluate the subgrid-scale modeling approach and the LES framework by a sys-
tematic comparison with DNS reference data.
• to apply the LES framework combined with the second law analysis to characterize
supercritical fuel injection processes and to optimize impinging cooling arrangements.
1.3 Scientific contribution
This work contributes to the ﬁelds of turbulence modeling and entropy generation analysis
in the context of LES of wall-bounded turbulent ﬂows at sub- and supercritical thermo-
dynamic conditions. The main contributions are:
• Generation of a comprehensive DNS database of near-wall thermal ﬂow statistics
and entropy generation rates of an inclined impinging jet conﬁguration [E4], [E7].
(see chapter 7)
• Generation of a comprehensive DNS database of thermal ﬂow statistics and entropy
generation rates of cryogenic nitrogen injection under supercritical conditions [E2],
[E3] (see chapter 8)
• Development of a wall-adapting one-equation subgrid-scale model for wall-bounded
turbulent ﬂuid ﬂow. (see section 3.2.3)
• Development of a thermodynamically consistent anisotropic subgrid-scale heat ﬂux
model for wall-bounded turbulent heat transport. (see section 3.3.3)
• Derivation of closure models for subgrid-scale entropy production rates by heat trans-
port and friction based on the inertial-convective subrange theory. (see section 3.4)
• Formulation of an evaluation framework for LES results based on error analysis and
application of the framework to wall-bounded ﬂows [E8]. (see chapter 9)
• Application of classical LES with second law analysis including the eﬀects of subgrid-
scale entropy generation to analyze and optimize thermo-ﬂuid systems for the ﬁrst
time. (see chapter 10)
1.4 Thesis outline
This thesis mainly consists of four parts, divided into eleven chapters. Part I provides
the theoretical background and mathematical description of wall-bounded turbulent heat
and ﬂuid ﬂows under sub- and supercritical thermodynamic conditions as well as their
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modeling in the context of LES. This part begins with a short motivation, a summary
of the current state of research, a description of the speciﬁc research objectives and the
main scientiﬁc contributions of this work. Subsequently, in chapter 2, the balance laws
of thermo-ﬂuid mechanics, thermodynamics of non-ideal ﬂuids, and essential properties
of turbulence are brieﬂy reviewed. Modeling of turbulent heat and ﬂuid ﬂows in the
context of LES is described in chapter 3. In particular, the concept of LES and classical
subgrid-scale modeling approaches for momentum and heat transport are outlined. In
this context, a wall-adapting one-equation model, a new anisotropic heat ﬂux model and
closure models for the subgrid-scale entropy production are proposed. The focus then shifts
to the numerical treatment of turbulent heat and ﬂuid ﬂows in Part II. In chapter 4, at
ﬁrst, the second-order ﬁnite volume method discretization procedure of the open source
C++ library OpenFOAM, which is applied in the present work, is brieﬂy summarized.
Subsequently, the pressure correction methods to solve turbulent heat and ﬂuid ﬂow are
discussed. These pressure correction methods are added to the OpenFOAM framework as
part of this project. The veriﬁcation and validation of the numerical methods are presented
in the chapters 5 and 6, respectively. Part III deals with the analysis of irreversibilities
in sub- and supercritical ﬂows using DNS. Two speciﬁc applications of practical relevance,
impingement cooling (chapter 7) and supercritical fuel injection (chapter 8) are examined.
In this respect, distinctive features of both applications are analyzed and comprehensive
databases are generated for thermal-ﬂuid ﬂow properties and entropy generation rates.
These DNS databases are diﬃcult to obtain experimentally and particularly useful for
the model development and evaluation of LES. Entropy generation analysis based on LES
is discussed Part IV. First, the LES modeling approach for momentum transport, heat
transport and entropy production rates are evaluated by means of a systematic comparison
of LES predictions with reference DNS data (chapter 9). After that, in analogy to part
III, entropy generation in impingement cooling applications and supercritical fuel injection
processes are examined in chapter 10. In this respect, it is proved that the proposed LES
framework provides a promising approach for entropy generation analysis, not only for
simple ﬂow conﬁgurations, but also for those with complex wall-bounded geometries and
complex thermodynamic properties like supercritical ﬂows. Moreover, it is shown that LES
with second law analysis can be used as a reliable engineering tool to ﬁnd thermodynamic
optimal designs of thermal devices. Finally in Part V, the major ﬁndings of this work
are summarized and an outlook for further research is motivated.
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Chapter 2
Basics of thermo-fluid dynamics
This chapter brieﬂy reviews the balance laws of thermo-ﬂuid mechanics, the thermodynam-
ics of pure non-ideal ﬂuids, and the properties of turbulent heat and ﬂuid ﬂow. Thereby,
it is assumed, that the continuum hypothesis holds, which means that all ﬁeld variables
describing the static and dynamic behavior of the ﬂuid can be expressed as continuous
functions with respect to space and time. For the sake of simplicity, right-handed Carte-
sian coordinate system will be used throughout the text and the summation convention
applies to repeated subscripts. Further information and explanations of the principles of
material theory can be found in e.g. [118, 9, 143, 104, 161].
2.1 Balance laws of thermo-fluid mechanics
In thermo-continuum mechanics any extensive quantity Φ of a material body with the
volume V can be deﬁned as
Φ =
∫
V
ψdV, (2.1)
where ψ = ρφ is the speciﬁc value of the extensive quantity Φ and ρ is the mass density.
The general form of the balance equation for the quantity ψ in spatial description reads
[161]
D
Dt
∫
V
ψdV =
∫
S
ϕinidS +
∫
V
ZdV +
∫
V
ΠdV, (2.2)
whereD/Dt is the material derivative of Φ, ϕi represents the ﬂux per unit area through the
boundary S, Z is the supply of ψ and Π denotes the rate of production (>0) or destruction
(<0) per unit volume of Φ. ni is the unit vector outward normal to boundary S. The ﬂux
ϕi is a vector if ψ is a scalar and a tensor if ψ is a vector, while Z and Π have the same
tensorial rank as ψ [104]. Equation 2.2 must be true for all volume elements, which leads
to the local form of the general balance equation as [93]
∂ψ
∂t
+
∂
∂xi
(ψUi − ϕi)− Z −Π = 0, (2.3)
where Ui is the ﬂuid velocity. In the case discontinuities exists inside the material body
(e.g. in the form of a singular surface S∗), a so-called jump condition can be derived,
which reads [104]
|[ψ (Ui − vi)ni]| − |[ϕini]| = 0. (2.4)
Here, the brackets |[.]| denote the jump of ψ across the discontinuity and vi is the normal
speed of the displacement.
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The various ﬂuxes and supply terms in equations 2.2 and 2.3 corresponding to the
fundamental properties of mass, momentum, internal energy and entropy are summarized
in table 2.1. Additionally, the ﬂuxes and supply terms of the sensible enthalpy balance
is included since it is used in the low Mach-number formulation in the numerical solution
procedure as described in section 4.2.2.
ψ ϕi Z Π
mass ρ – – –
momentum ρUi σij ρfi –
energy ρe qj ρr σijLij
sensible enthalpy ρh qj ρr
Dp
Dt + τijLij
entropy ρs qj/T –
1
T τijLij − 1T 2 qi ∂T∂xi
Table 2.1: Fluxes and supply terms of balances of thermo-ﬂuid mechanics. Here, ρ is the
mass density, Ui the ﬂuid velocity, e the internal energy, h the sensible enthalpy, s the
entropy density, σij the Cauchy stress tensor, qi the heat ﬂux vector, T the temperature,
fi a body force per unit mass, r a heat source, Lij =
∂Ui
∂xj
the velocity gradient tensor, p
the pressure and τij the deviatoric part of σij .
2.2 Constitutive relations
The balance laws of thermo-ﬂuid mechanics as introduced in section 2.1, are totally general
and consequently apply to any continuous material and ﬂow system. However, they are in-
dependent of the material in the system and therefore insuﬃcient to determine the speciﬁc
thermo-mechanical behavior of a given material. Moreover, assuming that the body force
fi and the heat source r are known, the ﬁve balance equations (the continuity equation, 3
equations of motion and the energy equation) involve 14 independent scalar unknowns (ρ,
vi, σij = σji, e, qi) and are therefore mathematically unclosed. Obviously, a set of addi-
tional constitutive relations are required to characterize the thermo-mechanical behavior
of a given material and to close the balance equations. These constitutive equations are
usually formulated for σij , qi, s, e and ρ as a function of kinematic and thermodynamic
variables.
For viscous ﬂuids with heat conduction, the general form of the thermo-mechanical
constitutive equations for σij , qi, s, e read [161]:
e = f
(
ρ, T,
∂T
∂t
,
∂T
∂xi
, Dij
)
, s = f
(
ρ, T,
∂T
∂t
,
∂T
∂xi
, Dij
)
,
qi = f
(
ρ, T,
∂T
∂t
,
∂T
∂xi
, Dij
)
, σij = f
(
ρ, T,
∂T
∂t
,
∂T
∂xi
, Dij
)
,
(2.5)
where Dij =
1
2
(
∂Ui
∂xj
+
∂Uj
∂xi
)
is the rate of deformation tensor.
2.2.1 Navier-Stokes-Fourier fluid
In the case of a Navier-Stokes-Fourier ﬂuid as assumed in the present work, σij depends
solely linearly on Dij and qi is independent of Dij while it depends linearly on
∂T
∂xi
. There-
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fore, the constitutive equations for σij and qi can be simpliﬁed as
σij = −pδij + 2µ
(
Dij − 1
3
Dkkδij
)
(2.6)
and
qi = −λ ∂T
∂xi
, (2.7)
where p is the pressure, λ the thermal conductivity and µ the dynamic viscosity. Fur-
thermore, assuming thermodynamic equilibrium, both the kinetic and caloric equations of
state depend only on ρ and T . It follows that
e ≡ e|eq = f (ρ, T ) , s ≡ s|eq = f (ρ, T ) and p ≡ p|eq = f (ρ, T ) , (2.8)
where .|eq denotes equilibrium. The kinetic and caloric equations of state as well as re-
lations for the transport properties µ and λ under sub- and supercritical thermodynamic
conditions will be discussed in detail in the following section.
2.2.2 Thermodynamics of real Navier-Stokes fluids
In the most engineering applications of thermo-ﬂuid mechanics, the properties of the work-
ing ﬂuid can be accurately described by means of an ideal gas assumption due to moderate
thermodynamic operating conditions. Not surprisingly, only little attention is usually paid
to the description of caloric and kinetic equations of state when dealing with numerical sim-
ulations of engineering applications. However, today there is a great interest in processes
that occur at very high pressure such as in propulsion rocket engines, diesel engines or
supercritical CO2 power cycles. Under such extreme operating conditions, where the pres-
sure and temperature can exceed the critical point of the ﬂuid, intermolecular interactions
become important and the ﬂuid properties diﬀer considerably from that of a perfect gas.
Therefore, enhanced thermodynamic equations of state and transport properties models
are required to account for the non-ideal behavior of the ﬂuid. The description of the ma-
terial behavior of non-ideal ﬂuids is the topic of this section. Thereby, the thermodynamic
and transport properties of the ﬂuids are modeled in this work either by analytic equa-
tions or using look-up tables. The discussion below is therefore restricted to the methods
relevant for this work. A complete overview of the modeling of real ﬂuid properties can
be found in [187, 122, 137].
Kinetic equations of state
The intensive thermodynamic properties of a pure ﬂuid are commonly expressed in terms
of the dimensionless compressibility factor z, written either as a function of Tr and pr or
of Tr and ρr [187]
z =
pM
ρRT
= f(Tr, pr)
= f(Tr, ρr), (2.9)
where Tr = T/Tc is the reduced temperature, pr = p/pc the reduced pressure, ρr = ρ/ρc the
reduced density, M is the molecular weight and R = 8.3144598J/(molK) is the universal
gas constant. The subscript ”c” denotes the critical value of the thermodynamic properties.
The function f(., .) on the right-hand side of equation 2.9 is called kinetic equation of
state and it allows to calculate the unknown property of a pure ﬂuid from the two other
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properties that constrain the equilibrium state. For an ideal gas z = 1, which leads to
the well known ideal gas model. It can be written explicitly for pressure in terms of the
intensive properties ρ and T as follows:
p =
ρRT
M
. (2.10)
In the ideal gas model, it is assumed that molecules occupy no volume and exert no inter-
molecular forces. However, these assumptions are generally not justiﬁable for real ﬂuids
at high pressure. Consequently more complex kinetic equations of state that incorporate
intermolecular interactions like attractive, repulsive and chemical forces are required for
such thermodynamic conditions. Besides, it is also common practice to tabulate experi-
mentally measured thermodynamic properties instead of using analytic equations as it is
done for water in steam tables.
There exist numerous of kinetic equations in the literature for diﬀerent purposes. In
most computational ﬂuid dynamics studies, cubic equations of state are applied, because
they provide an adequate accuracy for a wide range of ﬂuids and operating conditions,
and even more important their numerical solution is generally not too demanding. Due
to these reasons, cubic equations of state are also employed in this work to describe the
gaseous and liquid volumetric behavior of pure ﬂuids.
It is possible to represent all common cubic equations of state in a single general form
with only four parameters Θ, Ξ, ξ and b [187]. This formulation reads
z =
Vm
Vm − b −
(Θ/RT )Vm
(V 2m + ξVm + Ξ)
, (2.11)
where Vm is the molecular volume of the ﬂuid, and Θ, Ξ, ξ, b are speciﬁc model parameters
that depend on the respective cubic equation of state. The ﬁrst term on the right hand-side
of equation 2.11 represents the repulsive forces, while the second term quantiﬁes attractive
interactions. In general, these terms are empirically established to best ﬁt experimental
data [122]. A collection of the model parameters of some popular cubic equations are given
in table 2.2. Notice that in the case of the Soave-Redlich-Kwong [221] and Peng-Robinson
[183] equations an additional parameter ω is introduced. This is the Pitzer acentric factor
that accounts for ”nonspherical” molecules. Thus, it is expected that kinetic equations of
state including ω are better suited for diﬀerent classes of molecules.
Equation of state ξ Ξ Θ b
ideal gas 0 0 0 0
van der Waals (1873) [232] 0 0 27(RTc)
2
64pc
RTc
8pc
Redlich-Kwong (1949) [192] b 0 0.42748R
2T 2c
T 0.5r pc
0.08664RTc
pc
Soave-Redlich-Kwong (1972) [221] b 0 0.42747R
2T 2c
pc
·(1+(0.48508+1.5517ω−
0.15613ω2)(1− T 0.5r ))
2
0.08664RTc
pc
Peng-Robinson (1976) [183] 2b −b2 0.45724R2T 2c
pc
·(1+(0.37464+1.5423ω−
0.26992ω2)(1− T 0.5r ))
2
0.0778RTc
pc
Table 2.2: Equation parameters of important cubic equations of state.
It is well known, that cubic equations of state yield poor prediction for liquid density,
especially at operating conditions near the critical point [145]. One way to circumvent
this limitation is to use a so called ”volume translation” method as introduced by Martin
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[142]. The basic idea of this method is to shift the untranslated molar volume Vm obtained
from the equation of state along the volume axis at constant temperature and pressure
[144] by an increment of Vmc. Several volume-translation methods of this type have been
proposed, including methods with a constant correction term, e.g. [142, 182] and more
complex forms that depend on both temperature and density [135, 2]. In the present work,
the method of Abudour et al. [2] is utilized in conjunction with the Peng-Robinson [183]
equation of state as already used in a DNS study of a turbulent jet ﬂow at supercritical
conditions by the author [E2], [E3]. An evaluation of this method in comparison to the
classical cubic formulations is given in chapter 8 for cryogenic nitrogen at supercritical
thermodynamic conditions.
Caloric equations of state
To connect the intensive thermodynamic properties T , p, and ρ with the fundamental
properties e and s, additional caloric equations of state are needed. Typically, the funda-
mental properties are only deﬁned in a relative sense as state properties and expressed in
terms of two independent thermodynamic properties such as e = f(T, p) or e = f(T, ρ).
Based on this, the relative changes of internal energy e in a system can be written as the
sum of a low-pressure reference state e◦ and the departure function, which accounts for the
diﬀerence between the real and the ideal state of the property. It follows for e = f(T, p)
that
e(T, p) = e◦(T ) +
∫ Vm
∞
[
T
∂p
∂T
∣∣∣∣
Vm
− p
]
dVm, (2.12)
which can be evaluated for the generalized cubic equation of state in equation 2.11 as
e(T, p) = e◦(T ) +
1√
ξ2 − 4Ξ
[
Θ − T ∂Θ
∂T
]
ln
[
2Vm + ξ −
√
ξ2 − 4Ξ
2Vm + ξ +
√
ξ2 − 4Ξ
]
. (2.13)
The ideal reference state e◦ is usually calculated by means of ideal gas data. In the
present work, 7-coeﬃcient NASA polynomials [35] are utilized for this purpose. Notice,
that in the case of ideal gas model, the second term on the right-hand side in equation
2.13 vanishes due to the absence of intermolecular forces. Thus, the caloric state functions
being independent of pressure and only a function of temperature in the ideal gas model,
e.g. eig = e◦(T ) and sig = s◦(T ).
Departure functions of the internal energy, enthalpy and entropy for the generalized
cubic equation of state are summarized in table 2.3. Departure functions of other thermo-
dynamic properties can be found in [187].
Property Departure function
Energy, e e−e
◦
RT
=
Θ−T ∂Θ
∂T
RT
√
ξ2−4Ξ
ln
[
2Vm+ξ−
√
ξ2−4Ξ
2Vm+ξ+
√
ξ2−4Ξ
]
Enthalpy, h h−h
◦
RT
=
Θ+T ∂Θ
∂T
RT
√
ξ2−4Ξ
ln
[
2Vm+ξ−
√
ξ2−4Ξ
2Vm+ξ+
√
ξ2−4Ξ
]
− 1 + z
Entropy, s s−s
◦
R
= − ∂Θ∂T
R
√
ξ2−4Ξ
ln
[
2Vm+ξ−
√
ξ2−4Ξ
2Vm+ξ+
√
ξ2−4Ξ
]
+ ln
[
z
(
1− b
Vm
)]
Table 2.3: Constant pressure departure function expressions for the generalized cubic
equation of state.
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The departure functions given in table 2.3 are formulated in a thermodynamically
consistent manner. In order to derive also a thermodynamically consistent formulation
when a volume translation method is applied, the volume shift needs to be considered in
the evaluation of the departure functions as well. Following the procedure described in
[144], equation 2.12 can be reformulated for a general volume translation method as
(e(T, p)− e◦(T )) =
∫ Vm
∞
[
T
∂p
∂T
∣∣∣∣
Vm
− p
]
dVm︸ ︷︷ ︸
(I)
−
∫ Vm
∞
[
T
∂Vmc
∂T
∣∣∣∣
Vm
∂p
∂Vm
∣∣∣∣
T
]
dVm︸ ︷︷ ︸
(II)
+
∫ Vm
∞
[
T
∂p
∂T
∣∣∣∣
Vm
− p
]
∂Vmc
∂Vm
∣∣∣∣
T
dVm︸ ︷︷ ︸
(III)
, (2.14)
where the ﬁrst term on the right-hand side (I) is the contribution by the untranslated
volume, which can be directly calculated using the cubic equation of state. The remaining
terms (II) and (III) include derivatives of the shifted volume increment Vmc and therefore
depend on the speciﬁc volume translation method applied. For methods with a constant
correction term, both integrals (II) and (III) vanish. In the case Vmc = f(T ), the term (III)
is zero and only the second integral (II) contributes to the departure function. Finally,
for the most general case Vmc = f(T, Vm), both terms (II) and (III) contributes to the
departure of the internal energy and need to be calculated to obtain a thermodynamically
consistent formulation. The volume translation method applied in this work, the method
proposed by Abudour et al. [2], belongs to the most general case where Vmc = f(T, Vm).
When applying the volume translation method of Abudour et al. [2], it is worth
mentioning that no analytical solution have been found for the terms (II) and (III) in
equation 2.14. Alternatively, the integrals could be approximated numerically as reported
in [144]. However, it appears that such an approach is too demanding in DNS or LES
studies. Therefore, in accordance with other CFD studies of supercritical ﬂuid ﬂow in the
literature [160, 144], the volume translation method is applied in this work for improving
the density prediction, while neglecting the contribution of the integrals (II) and (III) on
caloric properties.
Transport properties
Using the kinetic gas theory, analytic expressions for the molecular viscosity µ and the
thermal conductivity λ of dilute gases can be derived. In the most general case these
expressions read [187]
µ = (const)
T 1/2M1/2
σ2
and λ = (const)
T 1/2
M1/2σ2
, (2.15)
where T is the gas temperature, M the molecular weight, σ is the hard-sphere diameter
of the gas molecules and (const) denotes speciﬁc constants. Based on these expressions,
various relations for the transport coeﬃcients µ and λ were proposed in the literature,
e.g. [39, 44, 87, 193], which include also extensions for polar gases at high pressures. A
comprehensive description of these methods are provided in [187].
In the present work the correlations of Chung et al. [44] are utilized to calculate the
transport coeﬃcients µ and λ. These generalized correlations are based on the kinetic gas
theory and account for polar, non-polar and associating ﬂuids at low and high pressures.
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As implied by the above discussion, turbulent heat and ﬂuid ﬂows are locally quasi-
stochastic, inherently three dimensional, unsteady, vortical and dissipative. Turbulent
ﬂows exhibit a wide distribution of length and time scales which interact with each other.
Thereby, energy from large scale motions is transferred to successively smaller and smaller
scales until the molecular viscosity or thermal diﬀusivity are eﬀective in dissipating the
energy [189], respectively. Even though these mentioned features of turbulence are common
to most turbulent ﬂows and are analyzed in numerous experimental and numerical studies
over the last century, it is worth noting that an unique theoretical description of turbulence
still does not exist.
The inherently unsteady and random nature of turbulent ﬁelds makes statistical meth-
ods the appropriate approach for their description. Thereby, in most studies of turbulent
heat and ﬂuid ﬂow, statistical moments are utilized to describe the properties of the tem-
perature and ﬂow ﬁeld. Other important aspects in the description of turbulent heat and
ﬂuid ﬂows are the characterization of small-scale turbulence and large-scale motions as
well as the way how energy is transfered between these scales. Basic concepts of the sta-
tistical description of turbulence and the dynamics of turbulent motions will be given in
the following sections. Thereby, only aspects relevant for the understanding of this thesis
are provided. Further information and explanations of the vast topic of turbulence theory
can be found in e.g. [21, 189, 226].
2.3.1 Statistical description of turbulence
An essential feature of turbulent heat and ﬂuid ﬂow is that the temperature and ﬂuid veloc-
ity ﬁelds vary signiﬁcantly and irregularly in both position and time [189]. Consequently,
they are random variables and inherently unpredictable. Therefore, in most experimental
and numerical studies, statistical methods are utilized to describe the properties of the
temperature and ﬂow ﬁeld, which is also the case in this work.
In turbulent processes, a single random variable Q, e.g. the velocity component in main
ﬂow direction or the temperature, is completely characterized by its probability density
function f(V ) [189], which describes the relative likelihood that Q has the same value of the
sample space variable V . Thereby, f(V ) can be measured in an experiment or predicted
in a numerical simulation with some conﬁdence level. However, instead of examining the
entire probability density function f(V ), it is often more convenient to describe f(V ) by
means of statistical moments.
In the case of statistically stationary turbulent ﬂows as assumed in the present work,
the time averaged mean, variance and standard deviation of Q integrated over a time
interval ∆t can be calculated as
µ1 = 〈Q〉 = 1
∆t
∫ t+∆t
t
Q
(
t′
)
dt′, (2.17)
µ2 =
〈
Q′2
〉
=
〈
(Q− 〈Q〉)2
〉
, (2.18)
Qrms =
√
〈Q′2〉, (2.19)
where Q′ = Q − 〈Q〉 is the ﬂuctuation of Q. Higher order central moments like the
skewness or the kurtosis of the probability distribution can be obtained by
µi =
〈
(Q− 〈Q〉)i
〉
, (2.20)
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where i denotes the ith statistical moment of the probability density function f(V ).
For statistically stationary turbulent processes, information about the correlations be-
tween the process at time t and t + s can be obtained by means of the autocovariance
ρi(s) =< Q
′
i(x, t)Q
′
i(x, t+ s) >, (2.21)
from which the integral time scales of the turbulent process can be estimated as
τi =
1
ρi(0)
∫ s 7→∞
s=0
ρi(s)ds. (2.22)
Thereby, τi describes the temporal decorrelation distance of the turbulent quantity Qi.
Information on the spatial structures of random ﬁelds can be estimated by means of
the two-point correlation tensor [189]
Rij(r) =< Q
′
i(x, t)Q
′
j(x+ r, t) >, (2.23)
where r is the spatial lag-distance vector. From this, it is possible to deﬁne various length
scales, e.g. the longitudinal length scale
L11 =
1
R11(0)
∫ r 7→∞
r=0
R11(e1r)dr, (2.24)
which describes the spatial decorrelation distance of the turbulent quantity Q1 in x1-
coordinate direction.
Regarding homogeneous turbulence, the correlation tensor Rij(r) is independent of the
location x and Fourier transformation gives the spectrum tensor [189]
Φij =
1
8π3
∞y
−∞
e−iκ·rRij(r)dr, (2.25)
where κ denotes the wavenumber vector and i is the imaginary unit. Integration of Φij
over a sphere in wave number space and contraction deﬁnes the energy spectrum E(κ)
[113]
E(κ) =
1
2
∮
Φii(κ)dS(κ), (2.26)
where S(κ) are the surfaces of the spheres with radius κ. E(κ) describes the distribution of
kinetic energy into wavenumber components composing the signal of Qi with the property
1
2
〈
Q′iQ
′
i
〉
=
∫ ∞
0
E(κ)dκ, (2.27)
where the integration is performed over all scalar wave numbers. The energy spectrum is
a very useful quantity to analyze turbulent ﬂows qualitatively and plays a central role in
the theoretical description of turbulent heat and ﬂuid ﬂow as will be shown later.
In experimental investigations or numerical simulations of turbulent heat and ﬂuid ﬂow,
the statistical quantities described above are usually estimated by a ﬁnite number of sample
averages over a ﬁnite time period and/or a ﬁnite spatial distance. They consequently
contain stochastic errors, that can be estimated using the central limit theorem [130, 29,
229]. Regarding temporal averaging of stationary turbulent ﬂows, statistically independent
events occur after approximately two integral time scales, corresponding to the so-called
temporal decorrelation distance. By following the procedure described in [229, 29], the
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number of statistically independent samples N at position x can be estimated as N =
∆t/(2τ), where ∆t is the averaging time and τ is the appropriate integral time scale.
By means of the central limit theorem, the standard deviation of the estimator of mean
quantities can be determined as σt (〈Q〉) = Qrms/
√
N . Similarly, the standard deviation of
the estimator of rms quantities is given for normal distribution as σt (Qrms) = Qrms/
√
2N .
Normalizing σt (〈Q〉) by the expectation of Q and σt (〈Qrms〉) by the rms value of Q, both
at the same position x, leads to the following sampling errors for mean and rms quantities
of turbulent ﬂows
erandt (〈Q〉) =
Qrms
〈Q〉 ·
√
2 · τ
∆t
, erandt (Qrms) =
√
τ
∆t
. (2.28)
Notice that in the case of turbulent ﬂows that are intrinsically not statistically stationary,
e.g. in-cylinder ﬂows in internal combustion engines or transition processes, the expres-
sion in equation 2.28 are not appropriate to estimate the sampling error. In such cases,
ensemble-averaging has to be applied, whereby N is the number of independent samples.
In the case of statistically homogeneous ﬂows, sample averages can be also obtained
by means of spatial averaging along a homogeneous direction. Thereby, a statistically
independent event occurs after approximately two integral length scales, corresponding to
the so-called spatial decorrelation distance. Again, using the central limit theorem leads
to the following sampling errors for the spatial mean and rms velocities
erands (〈Q〉s) =
Qsrms
〈Q〉s
·
√
2 · L
∆l
, erands (Q
s
rms) =
√
L
∆l
, (2.29)
where < . >s denotes spatial averaging, Q
s
rms is the spatial rms value of Q, L is the
corresponding integral length scale and ∆l is the spatial averaging distance (e.g. the
extent of the computational domain).
It remains how the sampling error of other statistical quantities and for arbitrary
distributions in turbulent processes can be estimated. For this purpose, table 2.4 provides
variances of the estimators of basic statistical moments of turbulent processes. Appropriate
values of N can be calculated using equation 2.22 in the case of temporal averaging and
using equation 2.24 for spatial averaging. Further estimators of statistical moments utilized
in the study of turbulence can be found in [29, 229].
Statistic µ2 Gaussian distribution µ2 Arbitrary distribution
〈Q〉 〈Q′2〉 /N 〈Q′2〉 /N√
〈Q′2〉 〈Q′2〉 /(2N) (〈Q′4〉− 〈Q′2〉2) / (4 〈Q′2〉N)〈
Q′2
〉
2
〈
Q′2
〉2
/N
(〈
Q′4
〉− 〈Q′2〉2) /N〈
Q′iQ
′
j
〉 (
1 +
ρ2ij
〈Q′i2〉〈Q′j2〉
)〈
Q′i
2
〉〈
Q′j
2
〉
/N
(〈
Q′i
2
Q′j
2
〉
− 〈Q′iQ′j〉2) /N
Table 2.4: Variances of estimators of basic statistical moments.
After introducing the basic statistical tools used in the description of turbulent pro-
cesses, some important statistical quantities of the velocity and temperature ﬁelds among
their physical interpretation are brieﬂy outlined for further discussion. In the case Q is
the velocity vector Ui, one important statistical quantity is the covariance matrix of the
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velocity vector, also called Reynolds stress tensor. It stems from the momentum transfer
by the ﬂuctuating velocity ﬁeld and is deﬁned as
cov (Ui, Uj) =
〈
U ′iU
′
j
〉
= 〈(Ui − 〈Ui〉) (Uj − 〈Uj〉)〉 = 〈UiUj〉 − 〈Ui〉 〈Uj〉 , (2.30)
where half the trace of the Reynolds stress tensor is the turbulent kinetic energy
k =
1
2
〈
U ′iU
′
i
〉
=
∫ ∞
0
Ek(κ)dκ. (2.31)
Here Ek(κ) is the turbulent kinetic energy spectrum.
Similar to the Reynolds stress tensor, the turbulent heat ﬂux vector describes the heat
transport by the ﬂuctuating velocity and temperature ﬁelds associated with turbulent
diﬀusion of heat. It is deﬁned by the second order moment of velocity and temperature
and can be quantiﬁed as〈
U ′iT
′
〉
= 〈(Ui − 〈Ui〉) (T − 〈T 〉)〉 = 〈UiT 〉 − 〈Ui〉 〈T 〉 . (2.32)
Usually in turbulent ﬂows with heat transport, the turbulent heat ﬂux overwhelms molec-
ular thermal diﬀusion and enhances the thermal mixing process.
As the turbulent kinetic energy characterizes the energy of the ﬂuctuating velocity ﬁeld,
the temperature variance characterizes the level of temperature ﬂuctuations. It reads
θ =
1
2
〈
T ′T ′
〉
=
∫ ∞
0
Eθ(κ)dκ, (2.33)
where Eθ(κ) is the temperature variance spectrum.
2.3.2 Scales of turbulent motion and the energy cascade
As already mentioned above, turbulence is characterized by a wide range of length and
time scales. The physical dimensions of these scales and the way energy is transferred
between them are the topics of this section. Thereby, important diﬀerences between heat
and ﬂuid ﬂow are highlighted. It is important to mention here, that most of the concepts
presented below are only valid in the case of fully turbulent ﬂows at suﬃciently high
Reynolds number with constant physical properties and only away from viscous walls.
Based on the concept of the energy cascade introduced by Richardson [194], turbulence
can be considered to be composed of coherent turbulent motions of diﬀerent size. The
generated large scale motions (e.g. by separation) break up and transfer their energy to
slightly smaller ones. These large scale motions have dimensions of the order of the ﬂow
domain l0 = O (L) and their energy predominantly comes from the mean ﬂow. These
smaller scales undergo a similar break-up process. Within this break up process, energy
is transferred to successively smaller and smaller scales until the molecular viscosity or
thermal diﬀusivity are eﬀective in dissipating the energy [189], respectively, and no smaller
vortices can be formed. Based on Kolmogorov’s similarity theory and his hypothesis of
local isotropy [120, 119], the directional tendencies along with all information about the
geometry of large scale motions get lost in this chaotic scale-reduction process, leading to
universal, homogeneous, isotropic small scales. Important in this context is that energy
enters the energy cascade at largest scales, while dissipation is placed at the end of the
scale-reduction process.
In the case of turbulent ﬂuid ﬂow, the smallest length, velocity and time scales are of
the order of the Kolmogorov scales deﬁned as
ηK ≡
(
ν3
ǫk
)1/4
, uK ≡ (νǫk)1/4 , τK ≡
(
ν
ǫk
)1/2
, (2.34)
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that depend only on the dissipation rate of turbulent kinetic energy ǫk and the viscosity
ν. By assuming a scaling of ǫk ∼ u30/l0 it follows that the ratio between these smallest
scales and the largest turbulent motions are proportional to the Reynolds number as
ηK
l0
∼ Re−3/4, uK
u0
∼ Re−1/4, τK
τ0
∼ Re−1/2, (2.35)
which shows that smallest scales becomes very small compared to largest scales in the case
of high Reynolds numbers.
Regarding the turbulent temperature ﬁeld, dimensional analysis yields ηT ∝ (ατ)1/2
for the smallest length scales, where α is the thermal diﬀusivity and τ the characteristic
time scale which diﬀers for low and high Prandtl numbers [203]. For Pr ≤ 1, smallest
length scales are dictated by both, thermal diﬀusivity α and by viscous dissipation. These
are the Obukhov-Corrsin length scales [168, 47]
ηOC ≡
(
α3
ǫk
)1/4
= Pr−3/4ηK , (2.36)
with dimensions equal or larger than the Kolmogorov scales. For Pr > 1, viscous diﬀusion
overwhelms thermal diﬀusion and the smallest temperature length scales are referred to
as the Bachelor length scales [20]
ηB ≡
(
α2ν
ǫk
)1/4
= Pr−1/2ηK , (2.37)
which are by a factor of Pr−1/2 smaller than the Kolmogorov length scales. Obviously,
smallest temperature scales are less universal than those of the velocity ﬁeld and can be
signiﬁcantly smaller for Pr ≫ 1. Another interesting consequence is that, in contrast to
smallest velocity scales, the ratio between smallest and largest temperature scales depend
not only on the Reynolds number but also on the molecular Prandtl number.
Next, it is described how the turbulent kinetic energy and the temperature variance
are distributed among these turbulent scales of diﬀerent sizes. This is illustrate in ﬁg-
ure 2.2, which shows the wave number spectrum of turbulent kinetic energy (a) and the
temperature variance spectra for diﬀerent Pr numbers (b).
(a) (b)
Figure 2.2: Energy spectrum of a turbulent ﬂow (a) and temperature variance spectra for
diﬀerent Prandtl numbers (b).
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Considering the turbulent kinetic energy spectrum depicted in ﬁgure 2.2 (a), it can be
seen that the bulk of the energy is contained in the large scale motions. This size range
is called energy-containing range or initial range and in the conception of the energy
cascade, it is the size range where energy, predominantly fed from the mean ﬂow, enters
the cascade. Then, inertia forces spread energy from small to large wave numbers and
the directional tendencies of large scale motions get lost. Thereby, molecular-viscous
eﬀects can be neglected. This size range is called inertial range, where according to
Kolmogorov’s second similarity hypothesis, E(κ) has a universal form determined only
by ǫk and independent of ν. An expression for the shape of the energy spectrum in the
inertial subrange can be obtained straightforward from dimensional analysis as:
EK(κ) = CKǫ
2/3
k κ
−5/3, (2.38)
where CK ≈ 1.5 is the Kolmogorov constant. Finally, at higher wave numbers ∼ ηK ,
viscous eﬀects are dominant. This size range is called dissipative range. Here, turbulent
kinetic energy of smallest scales is dissipated into heat.
The energy transfer phenomena becomes more complicated when temperature diﬀuses
in isotropic homogeneous turbulence. The main reason is that the temperature variance
spectrum as well as the dynamics of small temperature scales have a less universal character
than in turbulent ﬂuid ﬂow as can be seen in ﬁgure 2.2 (b). Based on the value of the
molecular Prandtl number Pr three diﬀerent physical regimes associated with diﬀerent
scalar dynamics can be distinguished. For Pr < 1, thermal diﬀusivity is larger than
molecular viscosity and the dissipation of smallest temperature scales occurs within the
inertial range of the kinetic energy spectrum [203]. Therefore, two inertial ranges exist in
the temperature variance spectrum. In the ﬁrst one, length scales are larger than Obukhov-
Corrsin length scales, e.g. κηOC ≪ κ ≪ κL, which is called the inertial-convective range.
These scales are not subjected to viscous and diﬀusive eﬀects and solely dominated by
the stirring induced by velocity ﬂuctuations [203]. Thereby, the form of the temperature
variance spectrum is given as
Eθ(κ) = COCǫθǫ
−1/3
k κ
−5/3, (2.39)
where COC = 0.67 is the Obukhov-Corrsin constant and ǫθ is the dissipation rate of
temperature variance. The second inertial range, the so-called inertial-diffusive range is
located within the wave number band of κηK ≪ κ ≪ κηOC , where thermal-conductive
eﬀects are predominant. Here, the temperature variance spectrum is
Eθ(κ) =
1
3
CKα
−3ǫθǫ
2/3
k κ
−17/3, (2.40)
where α is the molecular thermal diﬀusivity. For Pr ⋍ 1 the shape of the temperature
variance spectrum is similar to that of the kinetic energy. Thus, the dynamics and size of
temperature and velocity scales are similar, leading to the existence of a unique inertial-
convective range in the wave number range of κηK ≪ κ ≪ κL. The shape of this unique
inertial-convective range equals equation 2.39. Finally, in the case Pr ≫ 1, heat conduction
has no noticeable inﬂuence on small scale temperature ﬂuctuations, while velocity scales
are damped by viscous dissipation. Thereby, two inertial ranges exists. Similar to Pr ≤ 1,
the temperature variance spectrum exhibits an inertial-convective subrange within the
wave numbers of κηK ≪ κ≪ κL. In this size range, the shape of the spectra is similar to
that of equation 2.39. The second inertial range, the viscous-convective range, is located
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at high wave numbers within the range of κηB ≪ κ ≪ κηK . The associated spectrum is
given as
Eθ(κ) =
1
2
√
ν
ǫk
ǫθκ
−1. (2.41)
Besides the diﬀerent shapes of the temperature variance spectra for diﬀerent Prandtl
numbers, small temperature scales are also inﬂuenced by the interaction of the velocity
gradient and the scalar ﬂuctuations, which leads to anisotropic thermal diﬀusion even at
smallest temperature scales.
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Chapter 3
LES Modeling of turbulent heat and fluid
flow
In dealing with numerical simulations of turbulent heat transport and ﬂuid ﬂow, the lead-
ing computational approaches to calculate the turbulent quantities of interest and practical
relevance are: direct numerical simulations (DNS), large eddy simulations (LES) and ap-
proaches based on the solution of the Reynolds-averaged Navier-Stokes (RANS) equations.
These approaches can be categorized based on their level of description, computation ex-
pense, range of applicability and accuracy.
In DNS, the wide range of turbulent length and time scales are fully resolved such that
no additional turbulence model is required. This means that the spatial and temporal
resolution must be as ﬁne enough as the smallest characteristic length and time scales
of the continuous ﬂuid ﬂow problem [203], and the computational domain has to be suf-
ﬁciently large enough to capture largest scales. Since the computational cost increases
as ∼ Re3 in DNS, this approach is predominantly restricted to heat and ﬂuid ﬂows with
low-to-moderate Reynolds numbers [189]. It is therefore not surprisingly that nowadays
DNS is mainly applied by scientiﬁc groups mostly to generate reference databases for
model development or to analyze speciﬁc physical processes, but it is usually not used in
engineering practice to simulate complex technical applications.
In contrast, RANS simulations only solve the Reynolds equations to obtain the mean
ﬂow, while turbulent motions are not explicitly captured. Thereby, the entire spectrum
of turbulence is described by means of closure models. On the one hand, this leads to
a signiﬁcant reduction of the required computational resources compared to DNS mak-
ing simulations of turbulent ﬂows feasible for complex engineering applications with high
Reynolds numbers. On the other hand, it is well known that the prediction of complex
heat and ﬂuid ﬂows based on RANS is not always accurate for many cases, especially for
ﬂows with large scale, unsteady characteristics.
To overcome the limitations of DNS and RANS, many researchers have paid more
attention towards LES as an alternative method to predict turbulent ﬂows. In LES,
the large three-dimensional unsteady turbulent motions are explicitly computed whilst a
turbulence closure model accounts for the inﬂuence of the unresolved more universal small
scales [113]. The beneﬁt is quite obvious. First, the computational expense of LES is
signiﬁcantly lower than that of DNS, purely a weak function of the Reynolds number when
dealing with turbulent ﬂows remote from solids walls. Secondly, only small scale turbulent
structures with a small amount of turbulent kinetic energy have to be modeled, which
are believed to be universal, homogeneous and isotropic. This simpliﬁes the turbulence
modeling, improves the predictive capability compared to RANS and makes LES valid for
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a wide range of ﬂow situations. In this way, the LES approach is a compromise between
DNS and RANS, well suited for turbulent ﬂows where traditional RANS predictions fail
[113] and the computation expense of DNS is too high.
In the present work, the LES technique is used to calculate unsteady turbulent heat
transport and ﬂuid ﬂow problems of both, basic interest and engineering applications. By
means of this, irreversibilities evolving in such thermo-ﬂuid ﬂows are examined and entropy
generation maps are provided. To validate the LES and to analyze evolving processes, DNS
data is also generated to support the LES development. This will be addressed in the next
chapters. Notice that experimental data from the literature will be also utilized in the
validation of LES results for high Reynolds numbers.
In this chapter, ﬁrst the basic concept of LES is outlined including the theory of scale
separation, the applied LES transport equations and the quality assessment of LES results.
Thereby, new quality criteria regarding the averaging time in LES statistics are proposed.
Then, common subgrid-scale models for the momentum transport are brieﬂy described. In
particular, an improved one-equation subgrid-scale kinetic energy model for wall-bounded
turbulent ﬂows is presented. Subsequently, classical and extended subgrid-scale models for
turbulent heat transport are discussed and a new anisotropy resolving algebraic heat ﬂux
model that fulﬁlls the irreversibility requirements of the second law is proposed. Finally,
a novel subgrid-scale modeling approach for entropy production rates, essential for the
analysis of irreversibilities in thermo-ﬂuid ﬂows, is presented.
3.1 Concept of large eddy simulation
The basic concept of LES is to compute large energy containing turbulent motions ex-
plicitly and to use a turbulence closure model to take into account the inﬂuence of the
unresolved small scales. The rationale of such an approach can be justiﬁed on the basis
of the turbulence theory. As outlined in section 2.3, large scale turbulent motions cas-
cade into successively smaller and smaller scales until the molecular viscosity is eﬀective
in dissipating the smallest scales into heat. Thereby, the directional tendencies along
with all information about the geometry of large scale motions get lost in this chaotic
scale-reduction process, leading to universal, homogeneous, isotropic smaller scales. The
universal, isotropic character of small scales justiﬁes the cut oﬀ and modeling of these scales
in LES, while the energy containing large scale motions, that are essentially anisotropic,
are calculated explicitly within this approach.
Usually, in the most LES approaches, the separation of large and small scales is per-
formed by ﬁltering the ﬂow ﬁeld such that it can be represented as the sum of a ﬁltered and
a residual part. In this context two ﬁltering approaches exist, LES with explicit ﬁltering
and LES with implicit ﬁltering. In the explicit ﬁltering approach, a speciﬁc ﬁlter (typically
box or Gaussian) is applied explicitly to the non-linear terms in the discretized balance
equations while in the case of implicit ﬁltering the numerical grid itself is assumed to be
the LES ﬁlter. Both approaches are combined with an additional subgrid-scale closure
model to represent the residual part. Besides the ﬁltering approach, other variants of LES
are also available in the literature, like the monotone-integrated large eddy simulation
procedure (MILES) [30], in which artiﬁcial dissipation by a TVD scheme is used as an
implicit subgrid scale model. In the present work, LES with implicit ﬁltering is utilized
due to its simplicity and robustness. Therefore, the discussion about scale separation,
LES transport equations and quality assessment in LES are restricted to topics relevant
for LES with implicit ﬁltering. Further details about other variants of LES and ﬁltering
can be found in [203].
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3.1.1 Scale separation
For a given a turbulent ﬁeld ψ(x) that contains all scales of motions, the ﬁltered ﬁeld ψ(x)
is deﬁned as [189]
ψ(x) =
∫ ∞
−∞
G(r,x)ψ(x− r)dr =: G ∗ ψ, (3.1)
where G(r,x) is the convolution or ﬁlter kernel. From the convolution theorem it follows
that
ψ̂(κ) = Ĝ(κ)ψ̂(κ), (3.2)
where .̂ denotes the Fourier transform of a quantity. To conserve constant values, the
convolution kernel has to fulﬁll the normalization condition∫ ∞
−∞
G(r,x)dr = Ĝ(0) = 1. (3.3)
Then the turbulent ﬁeld ψ(x) can be decomposed into the sum of a ﬁltered and a residual
part as
ψ(x) = ψ(x) + ψ′(x), (3.4)
where the large scales motions are represented by the ﬁeld ψ(x) and the small scales by
ψ′(x).
In order to be able to apply a ﬁlter to the balance laws, the ﬁlter has to testify the
following three properties [203]:
1. Conservation of constants: c = c.
2. linearity: φ+ ψ = φ+ ψ.
3. Commutation with derivation: ∂ψ/∂x = ∂ψ/∂x.
The last property, commutation with derivation, holds only true in the case of homogeneous
ﬁlters, i.e. ﬁlters that are independent of x. This can be shown by ﬁnding the partial
derivative of expression 3.1 as
∂ψ
∂x
=
∂ψ
∂x
+
∫ ∞
−∞
∂G(r,x)
∂x
ψ(x− r)dr, (3.5)
where the second part on the right-hand side vanishes only if the ﬁltering length does
not vary in respect to x. For inhomogeneous ﬁlters, it is found by Ghosal and Moin
[72] that the commutation error is of second order in the ﬁlter width O (∆2). Therefore,
the inﬂuence of the commutation error might be neglected in a code with second order
accuracy as used in this study. Other important features of the ﬁltering approach are:
(1) that the ﬁlter operation is in general no projection like the Reynolds operator, which
means that ψ 6= ψ, (2) the ﬁlter is not idempotent φψ 6= φψ, and (3) ﬁltered subgrid-scale
quantities in general do not vanish ψ′ 6= 0, which directly follows from the ﬁrst point.
The most widely used ﬁlter kernels in LES practice are the box ﬁlter, the Gaussian ﬁlter
and the sharp spectral ﬁlter. The box ﬁlter is simply the volume average over a sphere
of radius 1/2∆, the Gaussian ﬁlter is the joint normal with mean zero and covariance
δij∆
2/12, and the sharp spectral ﬁlter includes all modes with |κ| ≥ κc [189], where ∆
is the characteristic ﬁlter width and κc is the cut-oﬀ wave number. The ﬁlter functions
G(r) in physical space and the corresponding ﬁlter transfer functions Ĝ(κ) in wave number
space of the box, Gaussian and sharp spectral ﬁlters in one-dimension are shown in ﬁgure
3.1 (a) and (b), respectively.
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Figure 3.1: Filter and ﬁlter transfer functions in physical (a) and wave number spaces (b).
As it can be seen, the Gaussian ﬁlter decreases strictly monotonically with increasing
distance in both, physical and wave number space. In contrast, the box and spectral ﬁlters
exhibit fading oscillations for high wave number and high spatial distance, respectively.
As a consequence, box or Gaussian ﬁlters are usually utilized in ﬁnite volume or ﬁnite
diﬀerence methods, while Gaussian or sharp ﬁlters are preferred in spectral codes [113].
Table 3.1 summarizes the one-dimensional ﬁlter functions and transfer functions of the
box, Gaussian and sharp spectral ﬁlters. The extension of these ﬁlter functions to the
three dimensional case is straightforward by deﬁning them as a function of the radius or
as a product of three one dimensional ﬁlters. The latter produces an anisotropic ﬁlter
[113].
Filter Filter function G(r) Transfer function Ĝ(κ)
Box 1∆H
(
1
2∆− |r|
) sin(1/2κ∆)
1/2κ∆
Gaussian
√
6
π∆2
exp
(
−6r2
∆2
)
exp
(
−κ2∆224
)
Sharp spectral sin(πr/∆)πr H (κc − |κ|)
Table 3.1: Filter and ﬁlter transfer functions for one dimensional ﬁlters.
The discrete form of a ﬁltered quantity at the ith grid point can be expressed as [65]
ψi = Gψi =
N∑
n=−M
anψi+n, (3.6)
with an are the speciﬁc ﬁlter coeﬃcients and the normalization condition
N∑
n=−M
an = 1. (3.7)
In the present work, discrete ﬁltering is used in subgrid-scale models with dynamic proce-
dures as it will be described later on. Thereby, the ﬁlter coeﬃcients are estimated by the
ratio of the face-surface area to cell-surface area.
Finally, in LES of turbulent heat and ﬂuid ﬂow with variable density, usually Favre-
ﬁltering is used to simplify the set of LES equations. Thereby, ﬁltered variables are
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weighted by the density leading to
ψ˜ =
ρψ
ρ
. (3.8)
By means of this, the turbulent ﬁeld ψ can be decomposed into a sum of a Favre-ﬁltered
and a residual part as
ψ = ψ˜ + ψ′′, (3.9)
where (.)′′ denotes the ﬂuctuation with respect to Favre-ﬁltering. Similar to ﬁltering with
constant density, the Favre-operator (˜.) is linear but does not commute with derivation
[65]. However, the commutation error is within the accuracy obtainable by a numerical
scheme of second order. It is therefore often neglected in a second order code, which is
also the case in this work.
3.1.2 LES transport equations
Applying a commutative ﬁlter to the balance laws of an incompressible Newtonian ﬂuid
with variable physical properties and Fourier heat ﬂux (see table 2.1) leads to
∂ρ
∂t
= − ∂
∂xi
(
ρU˜i
)
, (3.10)
∂ρU˜i
∂t
= − ∂
∂xj
(
ρU˜iUj
)
− ∂p
∂xi
+
∂τij
∂xj
+ ρgi, (3.11)
∂ρh˜
∂t
= − ∂
∂xj
(
ρU˜jh
)
+
∂
∂xi
(
λ
cp
∂h˜
∂xi
)
, (3.12)
where the viscous dissipation and the pressure velocity terms in the enthalpy equation
are assumed to be small in incompressible ﬂows and therefore neglected. The convective
terms ρU˜iUj and ρU˜jh in the momentum and enthalpy equations are unknown and can
not be directly calculated by the Favre-ﬁltered ﬁelds. Consequently, both terms have to be
modeled in the LES approach. For this purpose, the unknown terms can be decomposed
according to Leonard [131] using a triple decomposition as(
φ˜ψ − φ˜ψ˜
)
=
(˜˜
φψ˜ − φ˜ψ˜
)
︸ ︷︷ ︸
L
+
(˜˜
φψ′′ − ˜˜ψφ′′)︸ ︷︷ ︸
C
+
(
φ˜′′ψ′′
)
︸ ︷︷ ︸
R
, (3.13)
where L is the Leonard term that represents interactions among large scales, C the cross-
stress term which accounts for interactions between the resolved and residual scales, and
R the Reynolds subgrid tensor that represents the interactions between subgrid scales. In
the case φ = Ui and ψ = Uj , the left-hand side of equation 3.13 represents the subgrid-scale
tensor τ sgsij . In the case φ = Ui and ψ = h, the left-hand side represents the subgrid-scale
heat ﬂux vector qsgsi .
In contrast to the Reynolds stresses R, the Leonard stresses L and the cross-stresses
C are not Galilean invariant, i.e. a change of the inertial system changes the terms. Only
the sum of them fulﬁlls this demand. Therefore, the Leonard decomposition is not feasible
for LES modeling [203]. Instead, the sum of these three terms, τ sgsij = Lu +Cu +Ru and
qsgsi = Lθ +Cθ +Rθ, is modeled in LES with implicit ﬁltering [113]. Thus, in the case of
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LES with implicit ﬁltering the transport equations of mass, momentum and enthalpy can
be formulated as [203]
∂ρ
∂t
= − ∂
∂xi
(
ρU˜i
)
, (3.14)
∂ρU˜i
∂t
= − ∂
∂xj
(
ρU˜iU˜j
)
− ∂p
∂xi
+
∂
∂xj
(
τ ij − ρτ sgsij
)
+ ρgi, (3.15)
∂ρh˜
∂t
= − ∂
∂xj
(
ρU˜j h˜
)
+
∂
∂xi
(
λ
cp
∂h˜
∂xi
− ρqsgsi
)
, (3.16)
where the subgrid parts, τ sgsij =
(
U˜iUj − U˜iU˜j
)
and qsgsi =
(
U˜ih− U˜ih˜
)
, have to be
modeled by means of subgrid-scale models.
3.1.3 Filtered and subgrid-scale quantities
In contrast to a DNS, the temperature and velocity ﬁelds and any statistic Q obtained by
a LES are ﬁltered quantities and thus depend on the ﬁlter width or more speciﬁcally on
the grid resolution in LES with implicit ﬁltering. To compare statistics obtained by a LES
with reference data from DNS or experiments, the residual content of the statistics has to
be determined and added to the ﬁltered statistics. Following the procedure described in
[186], the mean value of the resolved ﬁeld denoted by 〈.〉 is approximately the averaged
value predicted by a DNS. Thus, the residual contribution is zero and mean values can be
approximated as
〈ρ〉 ≈ 〈ρ〉 ,
〈
ρQ˜
〉
≈ 〈ρQ〉 ,
〈
ρQ˜2
〉
≈ 〈ρQ2〉 , (3.17)
where it is assumed that the spatial length scale of averaged quantities are small compared
to the LES ﬁlter. In contrast, the residual contribution of variances or covariances is
generally not zero. It can be approximated by adding the averaged residual part as
〈ρ〉
({
Q2i
}− {Qj}2) ≈
〈ρQ˜iQ˜j〉−
〈
ρQ˜i
〉〈
ρQ˜j
〉
〈ρ〉

︸ ︷︷ ︸
resolved
+
〈
ρ
(
Q˜iQj − Q˜iQ˜j
)〉
︸ ︷︷ ︸
residual
, (3.18)
where {.} denotes Favre-averaging. The resolved part can be directly calculated by the
LES ﬁeld, while the residual part has to be modeled. In the case Qi = Ui and Qj = Uj ,
the last term on the right-hand side in equation 3.18 denotes the subgrid-scale stress
tensor τ sgsij , while in the case Qi = Qj = T , the last term represents the subgrid-scale
temperature variance θsgs. It should be mentioned here that the residual part is usually
much smaller than the resolved part. Thus, the beneﬁt to add the residual contribution
is small if it exists at all. This was shown by the author in [E8] for a LES of turbulent
pipe ﬂow. Moreover, as pointed out in [113], the theoretically absurd situation may occur
that the resolved part from LES is higher than the corresponding value evaluated from the
DNS, due to incorrect subgrid-scale modeling and/or numerical errors. Because of this,
the residual part is not added to the resolved statistics in the present work.
Some important subgrid-scale quantities for LES modeling are the subgrid-scale kinetic
energy ksgs, its dissipation rate ǫksgs , the subgrid-scale temperature variance θsgs and
the dissipation rate of subgrid-scale temperature variance ǫθsgs . Relations between these
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subgrid-scale quantities and the resolved velocity and temperature ﬁelds can be obtained
by applying the inertial-convective subrange theory and the ﬁlter operation described
above.
Subgrid-scale quantities of the velocity field
Assuming homogeneous isotropic turbulence and the existence of an intermediate range of
scales such that the Kolmogorov spectrum is valid (see equation 2.38 ), then the kinetic
energy of the residual motions separated by the sharp spectral ﬁlter with the cut-oﬀ wave
number κc = π/∆ (see table 3.1) can be calculated as
〈ksgs〉 =
∫ ∞
0
[
1− Ĝ(κ)2
]
EK (κ) dκ =
3
2
CK 〈ǫk〉2/3
( π
∆
)−2/3
, (3.19)
where 〈.〉 denotes an appropriate averaging and ∆ is the grid ﬁlter width deﬁned in the
present work by the cubic root of the cell volume as ∆ = (∆x∆y∆z)
1/3. Similarly, the
mean square of the resolved part of the rate of deformation tensor Dij is given as〈
DijDij
〉
=
∫ ∞
0
κ2Ĝ(κ)2Ek (κ) dκ = 3CK 〈ǫk〉2/3
( π
∆
)4/3
. (3.20)
Dividing equation 3.19 by equation 3.20 side by side leads to the following expression of
the subgrid-scale turbulent kinetic energy, also known as Yoshizawa’s model [203]
〈ksgs〉 = 2
π2
∆2
〈
DijDij
〉
, (3.21)
which allows to estimate the kinetic energy of the residual part by means of the resolved
velocity ﬁeld. An alternative approach which was derived in a similar manner by Lilly
[132] allows to calculate ksgs directly from the subgrid-scale viscosity νsgs. It reads
〈ksgs〉 = 〈νsgs〉
2
∆2C2k
, (3.22)
where Ck = C
4/3
S C
1/3
ǫ = 0.094 for a Smagorinsky constant of CS = 0.17 and with Cǫ =
π(2/(3CK))
3/2 = 0.93 (see [132, 210]). Notice that for speciﬁc ﬂow situations, it is common
practice to decrease the value of CS , which has to be also accounted for in calculating Ck
for the sake of consistency. Using equation 3.22 and assuming that
〈
ǫksgs
〉 ≈ 〈ǫk〉, it follows
directly from equation 3.19 that the dissipation rate of subgrid-scale kinetic energy is given
as
〈
ǫksgs
〉
=
(
2
3CK
)3/2 π
∆
〈ksgs〉3/2
=
1
∆4C4s
〈νsgs〉3 . (3.23)
Subgrid-scale quantities of the temperature field
In accordance to the kinetic energy spectrum, the temperature variance of the residual
motions separated by the cut-oﬀ wavenumber θκc = κcPr
3/4 = π/∆Pr3/4 [47] is
〈θsgs〉 =
∫ ∞
0
[
1− Ĝ(κ)2
]
Eθ (κ) dκ =
3
2
COC 〈ǫθ〉 〈ǫk〉−1/3
( π
∆
)−2/3
〈Pr〉−1/2 , (3.24)
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where it is assumed that the shape of Eθ (κ) follows equation 2.39 within the inertial-
convective range. For the mean square of the resolved temperature gradient, one obtains〈
∂T
∂xi
∂T
∂xi
〉
= 2
∫ ∞
0
κ2Ĝ(κ)2Eθ (κ) dκ =
3
2
COC 〈ǫθ〉 〈ǫk〉−1/3
( π
∆
)4/3
〈Pr〉 . (3.25)
Dividing equation 3.24 by equation 3.25 side by side leads to the following expression of
the subgrid-scale temperature variance
〈θsgs〉 = 1
π2
〈Pr〉−3/2∆2
〈
∂T
∂xi
∂T
∂xi
〉
, (3.26)
which allows to estimate the temperature variance of the residual part by means of the
resolved temperature ﬁeld. Finally, from equations 3.23, 3.24 and 3.26, and assuming that〈
ǫθsgs
〉 ≈ 〈ǫθ〉, the dissipation rate of subgrid-scale temperature variance is given as
〈
ǫθsgs
〉
=
2π
3COC
(
2
3CK
)1/2 〈θsgs〉 〈ksgs〉1/2
∆
〈Pr〉1/2
=
2
3COCπ4/3C
4/3
s
〈νsgs〉
〈
∂T
∂xi
∂T
∂xi
〉
〈Pr〉−1 . (3.27)
3.1.4 LES quality assessment
With continually increasing computer power, several LES are being carried out demon-
strating the capability and prediction accuracy of this technique for both, basic interests
and engineering applications, e.g. [99, 73, 157]. Most of these studies are focused on
a comparison of predicted ﬁrst- and second-order statistics with experimental or direct
numerical simulations (DNS) data. However, such reference datasets are generally not
available for solution veriﬁcation purpose in new conﬁgurations, especially when using
LES as an engineering tool for development and conceptual design. Besides, it is worth
mentioning that with LES and implicit ﬁltering, the model depends inherently on the grid
size, thus linking physical modeling characteristics to numerical characteristics. As a con-
sequence, in contrast to RANS, grid independent LES results do not exist, which impedes
the quality assessment in LES. Therefore, assessing, ensuring and predicting the quality,
reliability and accuracy of LES are very vital and important.
Categories of spatial resolution assessment measures
Based on the classiﬁcation by [113, 37], assessment measures for the spatial resolution
in LES can be divided into single grid estimators, two grid estimators and systematic
grid and model variations (SGMV). Brieﬂy, single grid estimators require only a single
grid calculation to assess the quality of a mesh for LES, while in the case of two grid
estimators and SGMV, multi grid calculations are needed. Due to their simplicity and good
applicability, mostly single grid estimators are used in LES practice. Prominent examples
of single grid estimators are the ratio of relative grid size and Kolmogorov length scale,
the ratio of subgrid-scale to total turbulent kinetic energy [188] or the subgrid activity
parameter [68]. In this context, it is important to mention that such single grid estimators
have serious shortcomings to assess the quality of LES, especially close to solid walls and
in ﬂows that are not fully developed. Nevertheless, it is expected that they provide useful
informations apart from such ﬂow conditions. Multi grid estimators do not exhibit such
drawbacks since they include a built-in grid and model sensitivity check [113]. Besides,
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also other LES assessment procedures like the error landscape approach [153] are used to
evaluate LES. This consists of a systematic variation of simulation parameters resulting
in a database analysis that allows to gain a general overview of the error behavior in
LES. However, such an approach is not applicable for engineering LES practice and it
is therefore mostly used to ﬁnd an optimal reﬁnement strategy or to analyze the error
characteristics of LES models. For more detailed discussion on assessment measures for
the spatial resolution in LES, the reader is referred to [113, 37].
While quality criteria for the spatial resolution in LES have drawn the interest of
many researcher, very little attention has been paid to developed a priori and a posteriori
measures to assess the required averaging time in LES, even though sampling errors can
have a signiﬁcant inﬂuence on simulation results as shown by the author in [E8]. To close
this gap in the literature, a priori and a posteriori engineering estimations to predict the
minimum record time for the practical use in LES are provided in the following.
A priori estimation of the required averaging time in LES
The expressions for temporal sampling errors derived in section 2.3.1 provide ways to
predict a priori the minimum record time to obtain basic estimates of statistical quan-
tities with a prescribed degree of accuracy. By assuming a stationary turbulent ﬂow
with normal distribution and an even autocorrelation function that follows the expression
ρi(s) ∼ e−τi/tav , then the minimum total record times needed to achieve a desired accu-
racy are summarized in table 3.2. Notice that in the case of engineering estimations, it
is further assumed that the hypothesis of “frozen turbulence” [225] is fulﬁlled and that
ρi(s) ≈ 0 for s ≥ 2τ . In case of non-stationary turbulent ﬂows, the characteristic time
scale can be related to the number of ensemble averages as discussed in section 2.3.1.
Statistical quantity Record length Engineering estimation〈
Q
〉
tav =
2·τ ·I2
e2
tav =
2·Lc·I2
Uc·e2√〈
Q
′2
〉
tav =
τ
e2
tav =
Lc
Uce2〈
Q
′2
〉
tav =
4·τ
e2
tav =
4·Lc
Uc·e2
ρi(s) tav =
2·τ ·(1−ρi(s)2)
e2
tav =
2·Lc
Uc·e2
Table 3.2: Record times for basic estimates in LES. I is the turbulent intensity, τ the
integral length scale, e the desired maximal sampling error, Lc a characteristic length scale
of large turbulent scales and Uc a characteristic velocity associated to the convection.
The reliability of the engineering estimations of table 3.2 is veriﬁed by the author in
[E8] for a turbulent pipe ﬂow at Reτ = 180. Thereby, it was shown that the required
averaging time of basic statistics such as mean or rms velocities can be predicted within
an accuracy of ∼ 10 − 20% by using the engineering estimations of table 3.2. However,
it should be mentioned here that the accuracy of these estimates relies signiﬁcantly on
the guess of the characteristic length scale Lc and the turbulent intensity I. Especially in
the case of complex wall-bounded ﬂow geometries the characteristic length scales Lc and
turbulent intensities I are diﬃcult to guess. In such cases a posteriori quality measures
for the averaging time in LES are helpful as proposed below.
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A posteriori quality measures for the averaging time in LES
Theoretically, the required record time to obtain basic estimates of statistical quantities
with a predetermined degree of accuracy can be estimated a posteriori by means of the
integral time scale τ of the turbulent process as already described in section 2.3.1. However,
it is often very time-consuming and costly to determine τ in a numerical simulation since
the entire time history of the turbulence signal has to be stored in a database and post-
processed for each location of interest. This is hardly feasible, in particular for daily
engineering and practical applications with complex geometries.
As implied by the discussion above, the main task for developing an applicable a
posteriori quality measure for the averaging time in LES is to estimate the integral time
scale of the turbulent process in a post-processing step without using the entire time
history of the turbulence signal. By assuming a stationary turbulent ﬂow and that the
hypothesis of “frozen turbulence” [225] is fulﬁlled, the integral time scale may be expressed
by means of a characteristic length scale Lc and a characteristic velocity Uc as τ ≈ Lc/Uc.
Thereby, in the case of convection dominated ﬂows, it seems to be reasonable to assume
that Uc is approximately the convection velocity and Lc the turbulent length scale. This
leads to the following approximation for the turbulent velocity time scale
τ ≈ k
3/2
ǫk 〈|U |〉 , (3.28)
where 〈|U |〉 denotes the time-averaged magnitude velocity. For a scalar quantity such as
the temperature, the integral time scale can be simply approximated as τθ ≈ 0.5τ [24]. In
equation 3.28, the total turbulent kinetic energy k and its dissipation rate ǫk have to be
calculated. In the context of LES these quantities can be approximated as
k ≈ 1
2
〈
U
′
iU
′
i
〉
+ 〈ksgs〉 and ǫk ≈ 2ν
〈
D
′
ijD
′
ij
〉
+
〈
ǫksgs
〉
, (3.29)
where the subgrid-scale quantities 〈ksgs〉 and
〈
ǫksgs
〉
can be either obtained from trans-
port equations or in the case of algebraic subgrid-scale models calculated by using the
expressions derived in section 3.1.3. Based on this, error measures of the averaging time
for diﬀerent basic statistics can be derived using the relations in table 3.2. A reasonable
choice of a representative statistic in turbulent ﬂows might be the variance or turbulent
kinetic energy. For the turbulent kinetic energy, the error measure reads
ek =
√
4τ
tav
≈ 2
√
k3/2
ǫk 〈|U |〉 tav . (3.30)
An appropriate averaging time in LES is assumed if ek ≤ 0.05, which corresponds to a
sampling error smaller than 5% with a conﬁdence level of 68%.
Equation 3.30 allows to assess a posteriori the averaging time in LES. Thereby, it
is expected that equation 3.30 provides useful information about the sampling error in
LES of convection dominated ﬂows away from viscous walls. Furthermore, it is easy and
inexpensive to apply and therefore well suited for LES engineering practice.
3.2 Subgrid-scale models for the momentum transport
In order to close the ﬁltered momentum transport equations 3.15, the unknown subgrid-
scale stress tensor τ sgsij =
(
U˜iUj − U˜iU˜j
)
has to be related to the resolved velocity ﬁeld.
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This is often accomplished based on the eddy viscosity approach, where it is assumed that
the subgrid-scale stress tensor acts as an additional diﬀusion term. Thereby, the isotropic
part of τ sgsij is included into the modiﬁed ﬁltered pressure
P = p+
1
3
ρτ sgskk (3.31)
and the remaining anisotropic part is expressed by means of an eddy viscosity νsgs and
the Boussinesq approximation as
τ sgs〈ij〉 = τ
sgs
ij −
1
3
τ sgskk δij = −2νsgs
(
D˜ij − 1
3
D˜kkδij
)
. (3.32)
The eddy viscosity is usually modeled by analogy to the mixing length hypothesis based
on dimensional analysis via
νsgs ∝ l20/t0, (3.33)
where l0 and t0 represent a characteristic length scale and a characteristic velocity time
scale, respectively, both are local in space and time.
The concept of eddy viscosity is also used in this work to model the subgrid-scale
transport of momentum. Some important representatives of algebraic formulations and
diﬀerential forms of these modeling approach are discussed in the following sections. In
particular, a modiﬁed diﬀerential ksgs-transport equation model for wall-bounded ﬂows is
presented. Evaluations of these subgrid-scale models are provided later in section 9.1. A
detailed overview about subgrid-scale modeling of momentum transport can be found in
[203].
3.2.1 Algebraic eddy viscosity models
Most of the algebraic subgrid-scale viscosity models used in LES can be generically repre-
sented as
νsgs = (Cm∆)
2︸ ︷︷ ︸
l2
0
Dm︸︷︷︸
1/t0
, (3.34)
where the characteristic length scale l0 is taken to be proportional to the ﬁlter width ∆
with a model speciﬁc proportional coeﬃcient Cm. The operator Dm represents the local
characteristic velocity time scale t0 and its formulation depends on the speciﬁc subgrid-
scale viscosity model. Usually, Dm is deﬁned by the resolved velocity ﬁeld and it is a
function of space and time. Thereby, it is important that the operator Dm is built in such
a way that it is invariant to any coordinate translation or rotation. A description of some
popular algebraic eddy viscosity models is given below.
Smagorinsky model
The most popular algebraic subgrid-scale viscosity model is the Smagorinsky model [220],
which reads
νsgs = (CS∆)
2 |D˜ij |, with |D˜ij | =
√
2D˜ijD˜ij . (3.35)
Here, the characteristic length scale is expressed as l0 = Cs∆, where CS is the Smagorinsky
coeﬃcient. The velocity time scale is taken to be the characteristic ﬁltered rate of strain
Dm =
√
2D˜ijD˜ij , which represents an estimation of the velocity ﬂuctuations at the length
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scale ∆. In the case of high Reynolds number turbulence and with the ﬁlter width ∆ in
the inertial range, the Smagorinsky coeﬃcient can be estimated as [132]
CS =
1
π
(
2
3CK
)3/4
≈ 0.17, (3.36)
where a sharp spectral ﬁlter is applied. However, this value is only valid for locally isotropic
turbulence where the energy transfer from large scales to residual motions is balanced by
the dissipation of turbulent kinetic energy. In many cases such as transient ﬂows, this
equilibrium condition is not established. This leads researchers to use diﬀerent values of
CS for diﬀerent ﬂow situations, typically in the range of CS = 0.05...0.2.
Unfortunately, the speciﬁcation that the characteristic length scale is given by the
expression l0 = CS∆ is only justiﬁable for ∆ within the inertial subrange [189]. Because
of this, the Smagorinsky model requires a modiﬁcation of the grid ﬁlter width in the near-
wall region. One possibility is to use a van Driest wall damping function. Thereby, the
grid ﬁlter width ∆ is replaced by the expression
∆V D = min
[
∆,
κr
C∆
(
1− e(−r·A+/y+)
)]
, (3.37)
where y+ is the dimensionless wall distance, κ = 0.41 the von Ka´rma´n constant and C∆ =
0.158, A+ = 26 are model parameters. This wall damping ensures that the eddy viscosity
vanishes in the near wall region proportional to the desirable scaling of νsgs = O(y3).
Dynamic Smagorinsky model
To overcome the limitations of the classical Smagorinsky model, Germano [67] proposed
a methodology to determine the local value of CS dynamically. The basic idea is to apply
a test ﬁlter (̂.) with a larger ﬁlter width than the grid ﬁlter, typically twice the grid ﬁlter
∆̂ = 2∆, to the resolved velocity ﬁeld. Then, the local value of the Smagorinsky coeﬃcient
can be estimated by assuming that the subtestﬁlter stresses and the subﬁlter stresses can
be modeled with the same model coeﬃcient.
Using the dynamic procedure, the unresolved ﬂuxes from the ﬁrst and second ﬁlter
levels can be formulated as
τ sgsij = U˜iUj − U˜iU˜j , (3.38)
Tij =
̂˜
UiUj − ̂˜U i ̂˜U j . (3.39)
Filtering equation 3.38 by means of the test ﬁlter and subtracting the result from equation
3.39 yields to the Germano identity
Lij = Tij − τ̂ sgsij = ̂˜UiU˜j − ̂˜U i ̂˜U j . (3.40)
Assuming that the subﬁlter stresses τ sgsij and the subtestﬁlter stresses Tij written in terms
of the Smagorinsky model can be modeled by the same model constant cS = C
2
S leads to
the model equations
τ sgsij −
1
3
τ sgskk δij ≈ −2cS∆2|D˜mn|
(
D˜ij − 1
3
D˜kkδij
)
=: −2cSmij, (3.41)
Tij − 1
3
Tkkδij ≈ −2cS∆̂2| ̂˜Dmn|(̂˜Dij − 1
3
̂˜
Dkkδij
)
=: −2cSMij . (3.42)
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Finally, by inserting equations 3.41 and 3.42 into equation 3.40 and neglecting the variation
of cS one obtains ﬁve linearly independent equations
2cS (m̂ij −Mij) = Lij − 1
3
Lkkδij , (3.43)
that can be solved for cS by using the least mean squares approach proposed by Lilly [133]
as
cS =
Lij (m̂ij −Mij)
2 (m̂ij −Mij)2
. (3.44)
In order to avoid unphysical values of νsgs, the model coeﬃcient cS is usually limited to
0 ≤ cS ≤ cmax. (3.45)
Furthermore, appropriate spatial or temporal averaging of cS , e.g. in homogeneous direc-
tions or along ﬂuid particle trajectories, are generally employed to reduce the variability
of the model coeﬃcient [189].
Subgrid-scale models based on the Germano procedure such as the dynamic Smagorin-
sky model are parameter free. This means that the model coeﬃcient is automatically
adapted to the local ﬂow structure within the approach. Such models can distinguish
between laminar and turbulent ﬂows and provide a proper near wall behavior in the case
an appropriate averaging procedure of cS is applied. Although the second explicit ﬁltering
operation can be performed precisely in simple geometries, it may prove to be an issue in
the case of complex geometries or moving grids. This has led researchers to develop new
subgrid-scale models that provide the correct asymptotic near-wall behavior without using
any dynamic or ad-hoc procedures. Representatives of such models are described next.
WALE model
In the wall-adapting linear eddy-viscosity model (WALE) [163] no ad-hoc or dynamic pro-
cedure are required to distinguish between laminar and turbulent ﬂows and to reproduce
the correct ﬂow behavior at solid walls. Instead the model operator Dm is formulated in
such a way that it recovers automatically the proper near-wall scaling for the eddy viscos-
ity. In contrast to Smagorinsky-type models, the model operator is based on the square of
the velocity gradient tensor and accounts for the eﬀects of both the strain and the rota-
tion rate of smallest resolved velocity ﬂuctuations. In the WALE model, the subgrid-scale
viscosity is expressed as
νsgs = (CW∆)
2
(
SdijS
d
ij
)3/2(
DijDij
)5/2
+
(
SdijS
d
ij
)5/4 , (3.46)
where CW is the model coeﬃcient and S
d
ij is the traceless symmetric part of the square of
the velocity gradient tensor
Sdij =
1
2
(
L
2
ij + L
2
ji
)
− 1
3
δijL
2
kk, (3.47)
where L
2
ij = LikLkj is the square of the velocity gradient tensor.
The WALE model coeﬃcient CW is considered to be a true constant of CW =√
10.6CS ≈ 0.5 and it is usually not determined by means of a dynamic procedure.
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Sigma model (σ-model)
The operator of the σ-model [164] is based on the singular values of the resolved velocity
gradient tensor. It reads
νsgs = (Cσ∆)
2 σ3 (σ1 − σ2) (σ2 − σ3)
σ21
, (3.48)
where Cσ = 1.5 is the model coeﬃcient and σi is the i
th singular value of the resolved
velocity gradient tensor Lij , which corresponds to the square root of the eigenvalues of
LkiLkj . From the deﬁnition of the singular values it follows that σ1 ≥ σ2 ≥ σ3 ≥ 0. Thus,
the modeled νsgs is always positive by construction.
Similar to the WALE model, to distinguish between laminar and turbulent ﬂows and to
reproduce the correct cubic behavior of νsgs in the vicinity of solid boundaries, no ad-hoc
or dynamic procedure is required in the σ-model. Further advantageous properties of the
σ-model are that νsgs vanishes for pure shear and solid rotation ﬂows and in the case of
pure axisymmetric contraction/expansion.
3.2.2 Differential subgrid-scale models
Instead of using an algebraic equation to represent the unresolved momentum ﬂux, addi-
tional evolution equations for one or more of the subgrid-scale turbulence quantities can
be solved in order to account for history and non-equilibrium eﬀects in the unresolved
scales. Generally, transport equations for the complete subgrid-scale stress tensor τ sgsij
can be derived. However, such models are very complex and rarely reported in the LES
literature, e.g. [56]. Instead, usually one-equation models are employed. Thereby, a trans-
port equation for the subgrid-scale kinetic energy ksgs = τ
sgs
ii /2 is utilized to calculate the
subgrid-scale viscosity. One-equation models are by far the most common higher order
models used in LES. Therefore, the following discussion about diﬀerential subgrid-scale
models is restricted to this approach.
In one-equation models, the subgrid-scale viscosity is expressed by means of a charac-
teristic length scale l0 and a characteristic velocity scale v0 as
νsgs = Ck∆︸︷︷︸
l0
√
ksgs︸ ︷︷ ︸
v0
. (3.49)
In analogy to the algebraic models, the characteristic length scale l0 is taken to be pro-
portional to the product of the ﬁlter width ∆ and a speciﬁc model coeﬃcient Ck. The
characteristic velocity scale v0 is represented by the subgrid-scale kinetic energy, which is
evaluated by an evolution equation.
Subgrid-scale kinetic energy model
The evolution equation of ksgs can be derived by subtracting the ﬁltered equations of
motion from their unﬁltered counterpart and multiplying the result by the subgrid-scale
velocity. Contraction and isotropic assumptions leads to the one-equation model. One
variant, proposed by Yoshizawa [254], reads
∂ρksgs
∂t
+
∂
∂xi
(
ρU˜iksgs
)
= Pksgs + ǫksgs +Dksgs , (3.50)
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where Pksgs represents the production, ǫksgs the dissipation and Dksgs the diﬀusion of ksgs.
These three terms are modeled as
Pksgs = −τ sgsij D˜ij = 2ρνsgs
(
D˜ij − 1
3
δijD˜kk
)
D˜ij − 2
3
ksgsD˜ii, (3.51)
ǫksgs = −ρCǫ
k
3/2
sgs
∆
, (3.52)
Dksgs =
∂
∂xi
(
ρνsgs
σk
∂ksgs
∂xi
)
, (3.53)
where νsgs = Ck∆
√
ksgs (see equation 3.49). The constants are given in [254] as Ck = 0.1,
Cǫ = 1 and σk = 1.
An important feature of this model is that no assumption of local balance between
the subgrid-scale energy production and dissipation rate has been made [151]. Moreover,
it provides a more accurate time scale, which is based on the independent deﬁnition of
the velocity scale. Therefore, it is expected that the one-equation model is particularly
advantageous in regions where the local balance of Pksgs and ǫksgs is violated, e.g. in
transitional ﬂows and in turbulent ﬂows with large scale unsteadiness.
Similar to the classical Smagorinsky model, the speciﬁcation that l0 = Ck∆ is not
justiﬁed in the near-wall region and has to be adjusted. This is usually accomplished by
means of van Driest wall damping. Thereby, in analogy to the Smagorinsky model, the
grid ﬁlter width ∆ is replaced by the expression 3.37.
Dynamic subgrid-scale kinetic energy model
The dynamic approach previously described can be also used to obtain the values for Ck
and Cǫ in the one-equation model dynamically. Following the procedure described in [151],
the coeﬃcient Ck can be estimated as
Ck =
1
2
LijMij
MijMij
, (3.54)
where
Mij = −∆̂K̂1/2
(̂˜
Dij − 1
3
̂˜
Dkkδij
)
+∆
∧
k
1/2
sgs
(
D˜ij − 13D˜kkδij
)
, (3.55)
and
K = ksgs +
1
2
Lij . (3.56)
In the case of Cǫ, the dynamic approach reads
Cǫ =
ν
(
∂̂U˜i
∂xj
∂U˜i
∂xj
− ∂ ̂˜U i∂xj
∂
̂˜
U i
∂xj
)
K̂3/2/∆̂− ̂k3/2sgs/∆
, (3.57)
which produces only a single equation for the unknown coeﬃcient Cǫ and can be solved
without applying the least squares method. This completes the dynamic subgrid-scale
kinetic energy model.
The same limitations of the dynamic procedure are also valid here. Therefore, it
is useful to develop a one-equation model that enables the correct asymptotic near-wall
behavior without using any dynamic procedure or ad-hoc treatment.
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3.2.3 A modified ksgs-transport equation model
In this section a modiﬁed one-equation model, namely the σ-ksgs-transport equation model
is presented. It combines the advantages of the algebraic σ-model and the one-equation
modeling approach. Thus, the essential features of the model are: (1) no dynamic approach
or ad-hoc treatments are required to obtain the correct near-wall behavior, (2) it accounts
for history and non-equilibrium eﬀects in the unresolved scales, and (3) the model is
applicable for a wide range of Reynolds numbers and complex geometries.
Similar to the classical formulation of Yoshizawa [254], the transport equation of the
subgrid-scale kinetic energy ksgs is expressed as
∂ρksgs
∂t
+
∂
∂xi
(
ρU˜iksgs
)
= Pksgs + ǫksgs +Dksgs , (3.58)
where Pksgs represents the production, ǫksgs the dissipation and Dksgs the diﬀusion of ksgs.
The pressure diﬀusion term is usually small in wall-bounded turbulent ﬂows compared to
Pksgs , ǫksgs and Dksgs . It is therefore neglected in the present formulation.
The production term Pksgs is modeled by means of the Boussinesq approximation
leading to
Pksgs = −τ sgsij D˜ij = 2ρνσsgs
(
D˜ij − 1
3
δijD˜kk
)
D˜ij − 2
3
(
νσsgs
∆Ck
)2
D˜ii. (3.59)
Here, in contrast to traditional ksgs transport models, e.g. [254, 151], an additional subgrid-
scale viscosity νσsgs is introduced, which is calculated based on the resolved velocity ﬁeld
rather than using ksgs. In this way, the energy transfer from the resolved to the subgrid-
scales is treated correctly as a local and instantaneous dynamic process without any history
eﬀects as pointed out in [91, 107]. Furthermore, the correct near-wall behavior of Pksgs ∼
O (y3) is automatically obtained by using the subgrid-scale viscosity from the σ-model
[164] for νσsgs (see equation 3.48).
To take into account the global and history properties of the dissipation ǫksgs , it is
approximated directly from ksgs as
ǫksgs = −ρCǫ
k
3/2
sgs
∆
− 2ρ ν
√
ksgs
∂xi
√
ksgs
∂xi
, (3.60)
where the additional dissipation term on the right-hand side accounts for low Reynolds
number eﬀects near the wall in order to obtain the correct scaling of ǫksgs ∼ O
(
y0
)
for
y → 0, similar to low-Reynolds models in the RANS-context [128].
The diﬀusion term is modeled traditionally using a gradient law based on ksgs. It
follows that
Dksgs =
∂
∂xi
(
ρ
(
Ck∆fν
√
ksgs + ν
) ∂ksgs
∂xi
)
, (3.61)
where fν is a damping factor that will be described later. Considering equation 3.61, it
reveals that both terms on the right hand side, turbulent and molecular diﬀusion of ksgs,
follow the correct near-wall behavior of ∼ O (y3) and ∼ O (y0), respectively.
From the obtained value of ksgs, the subgrid-scale viscosity is computed as
νsgs = Ck∆fν
√
ksgs, (3.62)
where fν is a damping factor, that is required to ensure the correct asymptotic behavior
of νsgs ∼ O
(
y3
)
in the vicinity of the wall. In the present model formulation the damping
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factor fν is selected as
fν = min
[
Cǫksgs
2Ck∆2S˜ijS˜ij
, 1
]
, (3.63)
which describes essentially the deviation of ksgs from isotropic, homogeneous turbulence
and therefore accounts for shear damping eﬀects in the near-wall region. From scaling
analysis, it appears that fν ∼ O
(
y2
)
leading to the correct asymptotic behavior of νsgs ∼
O (y3) in the present model formulation. Notice that in the subgrid-scale model of Inagaki
et al. [94] a similar damping factor based on shear damping eﬀects in the near-wall
region is successfully employed for several turbulent ﬂow conﬁgurations. Finally, the model
constants of the present model are Cσ = 1.5 (taken from the σ-model [164]) and Ck =
0.094, Cǫ = 1.048 derived from the inertial subrange theory.
3.3 Subgrid-scale models for heat transport
Unlike in turbulent ﬂuid ﬂow, the rationale of LES is less obvious from turbulence theory
when dealing with turbulent heat transport. The main reason is that the temperature
variance spectrum as well as the dynamics of small temperature scales have a less universal
character than velocity scales. As a consequence, the spectral scalar transfer across the
LES cutoﬀ may strongly depend on the physical regime it is located in [203]. Moreover,
small temperature scales are also inﬂuenced by the interaction of the velocity gradient
and the scalar ﬂuctuations, which causes anisotropic behavior of the turbulent heat ﬂux
even at smallest temperature scales. Consequently, more advanced subgrid-scale models
are required in the case of turbulent heat transport in order to justify the cut oﬀ and
modeling of the small temperature scales, especially in the case of high Prandtl numbers.
Usually, the subgrid-scale scalar ﬂux is modeled to be proportional to the negative
gradient of the resolved scalar gradient in analogy to Fourier’s or Fick’s law. In the case of
LES of turbulent heat transport with variable properties, the resolved temperature or en-
thalpy are scalar quantities expressing the thermal transport. For the sake of consistency
with the LES equations applied in this work, the subgrid-scale heat ﬂux models are for-
mulated based on the resolved enthalpy instead of using the temperature. Furthermore,
eﬀects of body forces, e.g. gravity force, are not considered in the subgrid-scale model
formulations.
In the following sections some important variants of isotropic and anisotropic thermal
diﬀusivity models from the literature are brieﬂy discussed. Then, a new explicit anisotropy
resolving algebraic heat ﬂux model that fulﬁlls the second law of thermodynamic is pre-
sented. An evaluation of some of these models is given later in section 9.2. More detailed
information on the classical heat ﬂux modeling in LES can be found in [203].
3.3.1 Isotropic thermal diffusivity models
The linear eddy diﬀusivity hypothesis states that the subgrid-scale heat ﬂux vector qsgsi
is aligned with the corresponding ﬁltered enthalpy gradient, with the subgrid-scale heat
diﬀusivity αsgs as a proportional scalar factor. It follows that
qsgsi =
(
U˜ih− U˜ih˜
)
= −αsgs ∂h˜
∂xi
, (3.64)
where the proportional factor αsgs has to be modeled. For this purpose several modeling
approaches are available in the literature.
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Constant P rsgs approach
Traditionally, αsgs is represented based on the Reynolds analogy and the concept of
subgrid-scale turbulent Prandtl number Prsgs. Thereby, the subgrid-scale heat diﬀusivity
is expressed as
αsgs =
νsgs
Prsgs
, (3.65)
where the value of the subgrid-scale Prandtl number can be derived by means of the
inertial-convective subrange theory as Prsgs = 0.42 [210]. However, many researchers
selected values ranging from Prsgs = 0.1 to Prsgs = 1 depending on the speciﬁc conﬁgu-
ration [203]. This indicates that a universal value of Prsgs does not exist, which motivates
to apply a dynamic procedure to calculate Prsgs.
Dynamic P rsgs approach
To overcome the shortcomings of a constant Prsgs, Moin et al. [158] extended the dynamic
procedure of Germano to determine the value of Prsgs dynamically. This approach was
subsequently revised by Lilly [133] in order to improve the numerical stability of the
procedure. The ﬁnal formulation reads
1
Prsgs
= − M
2
ik
LikMik
PjRj
R2j
, (3.66)
where
Mik = ∆̂
2| ̂˜Dmn|(̂˜Dik − 1
3
̂˜
Dllδik
)
−∆2
∧
|D˜mn|
(
D˜ik − 13D˜llδik
)
(3.67)
Rj = ∆̂
2| ̂˜Dkl| ∂̂h˜
∂xj
−∆2
̂
|D˜kl| ∂h˜
∂xj
, (3.68)
Pj =
̂˜
Uj h˜− ̂˜U j ̂˜h, (3.69)
and Lik is calculated from equation 3.40.
Models based on Kolmogorov scaling
Based on the Kolmogorov scaling, Wong and Lilly [249] proposed another scalar thermal
diﬀusivity model as
αsgs =
C2/3
Prsgs
∆4/3ǫ
1/3
k =
Ce
Prsgs
∆4/3, (3.70)
where ǫk is the dissipation rate of the turbulent kinetic energy. The coeﬃcients Ce and
Prsgs are determined by means of a dynamic procedure as described in [249]. The advan-
tage of this model is that it excludes the assumption that the dissipation rate equals the
subgrid-scale production rate.
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3.3.2 Anisotropic thermal diffusivity models
The concept of linear subgrid-scale diﬀusivity is applicable only for homogeneous isotropic
turbulence. However, in more complex ﬂows, it is well known that the turbulent heat
ﬂux vector is generally not aligned with the enthalpy gradient even at smallest scales. A
better representation of the heat ﬂux vector for such ﬂow situations can be obtained by
accounting for the anisotropic behavior of smallest temperature scales and introducing a
tensor subgrid-scale thermal diﬀusivity [19]. Based on this, the subgrid-scale heat ﬂux can
be formulated as
qsgsi = −αsgsij
∂h˜
∂xj
, (3.71)
where αsgsij is the tensor subgrid-scale thermal diﬀusivity, which has to be modeled.
Models based on the generalized gradient diffusion hypothesis
In the general gradient diﬀusion hypothesis GGDH, introduced by Daly and Harlow [51],
the tensor thermal diﬀusivity is related to the Reynolds stress tensor. In this respect, a
general algebraic expression for the tensor thermal diﬀusivity is derived from the modeled
diﬀerential equation for the turbulent heat ﬂux by omitting the transport terms. The
models based on the GGDH are often used in the RANS-context but can be also formulated
for LES. Thereby, it is assumed that the Reynolds stress
〈
U ′iU
′
j
〉
, turbulent kinetic energy
k and turbulent dissipation rate ǫk correspond to their subgrid-scale counterparts τ
sgs
ij ,
ksgs, ǫk,sgs. This leads to
qsgsi = −Cθτθτ sgsij
∂h˜
∂xj
, (3.72)
where τθ =
ksgs
ǫsgs
is a characteristic mechanical or thermal turbulence time scale and Cθ =
0.2 represents a model coeﬃcient.
The GGDH model gives reasonable approximations in free-shear regions, but underpre-
dicts the stream-wise turbulent heat ﬂux in wall-shear ﬂows. To overcome this drawback,
Abe and Suga [1] extended the classical GGDH model by using the quadratic product of
the Reynolds stress tensor. In the LES context this model reads
qsgsi = −Cθτθ
(
τ sgsik τ
sgs
kj
ksgs
)
∂h˜
∂xj
, (3.73)
where Cθ = 0.3.
A more complex extension of the GGDH was introduced by Younis, Speciale and Clark
[255]. It is derived from the representation theorem based on rationally assumed functional
relationships [255]. The ﬁnal form of the model is given as
qsgsi = −
(
C1
k2sgs
ǫsgs
δij + C2
ksgs
ǫsgs
τ sgsij + C3
k3sgs
ǫ2sgs
∂v˜i
∂xj
+ C4
k2sgs
ǫ3sgs
(
τ sgsik
∂v˜j
∂xk
+ τ sgsjk
∂v˜i
∂xk
))
∂h˜
∂xj
,
(3.74)
where the ﬁrst term on the right-hand side corresponds to the simple linear eddy diﬀusivity
model, the second term is the GGDH model and the remaining higher order terms include
the products of the gradients of the resolved temperature and velocity ﬁelds. The model
coeﬃcients are provided in [255] as C1 = −4.55×10−2, C2 = 3.73×10−1, C3 = −3.73×10−3
and C4 = −2.35× 10−2.
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Model by Peng and Davidson
The heat ﬂux model of Peng and Davidson [184] is derived from considerations regarding
the transport equation of the subgrid heat ﬂux. Thereby, the subgrid heat ﬂux can be
interpreted as the amount of heat transfered from the resolved temperature scales to
subgrid-scale thermal structures (forward transfer) and vice versa (backward transfer). In
the transport equation of qsgsi , the production term Pθ,i actually represents the subgrid-
scale heat ﬂux dissipation. If qsgsi > 0, this dissipation indicates the heat ﬂux exchange
of forward (Pθ,i > 0) and backward (Pθ,i < 0) transfer. In the case q
sgs
i < 0, forward
and backward transfer corresponds to Pθ,i < 0 and Pθ,i > 0, respectively [184]. This
suggests that the transfer between the resolved and the subgrid scales is proportional to
the production qsgsi ∝ Pθ,i. By means of dimensional analysis of qsgsi and Pθ,i, it can be
shown that
qsgsi = CθτθPθ,i = −Cθτθ
(
qsgsj
∂U˜i
∂xj
+ τ sgsij
∂h˜
∂xj
)
, (3.75)
where Cθ is a scalar model parameter and τθ is an appropriate characteristic time scale.
Equation 3.75 forms an implicit algebraic formulation for the subgrid-scale heat ﬂux vector,
which is an undesirable feature in an algebraic model. Therefore, Peng and Davidson
neglected the implicit term. Furthermore, only the deviatoric subgrid part of the second
term in equation 3.75 is taken into account, which is modeled based on the eddy diﬀusivity
hypothesis and the Smagorinsky model. This yields a ﬁnal formulation of the model as
qsgsi = −Cθτθτ sgs〈ij〉
∂h˜
∂xj
= Ct∆
2
(
D˜ij − 1
3
D˜kkδij
)
∂h˜
∂xj
, (3.76)
where the model parameter Ct is determined using a dynamic procedure.
Since the non-linear model of Peng and Davidson accounts for the interaction of the
resolved temperature with the velocity ﬂuctuations, it is expected that this model is able
to predict the subgrid heat ﬂux properly in ﬂows where the resolved enthalpy gradient is
perpendicular to the stream-wise direction.
Anisotropic model by Huai and Sadiki
In contrast to the model formulations discussed so far, the anisotropic model by Huai
and Sadiki [90, 179] is based on the second law of thermodynamics in conjunction with
the invariant theory. In this way, the irreversibility requirements of the second law of
thermodynamics are automatically fulﬁlled. The model reads for non-rotating frame in its
cubic form
qsgsi = −Ded
∂h˜
∂xi
+Ddevτθτ
sgs
〈ij〉
∂h˜
∂xj
+Dλ
(
δij
∂h˜
∂xk
∂h˜
∂xk
)
∂h˜
∂xj
, (3.77)
where D(−) are the model coeﬃcients and τθ is an appropriate characteristic time scale.
In the ﬁnal model formulation, the last term in equation 3.77 is neglected and the subgrid-
scale tensor is modeled by means of the Smagorinsky model as
qsgsi = −
νsgs
Prsgs
∂h˜
∂xi
+Dan∆
2
(
D˜ij − 1
3
D˜kkδij
)
∂h˜
∂xj
, (3.78)
where the turbulent Prandtl number Prsgs and the model coeﬃcient Dan are determined
using a Germano-type dynamic procedure. Similar to the model by Peng and Davidson,
this formulation of the heat ﬂux allows to predict ﬂow situations properly where the
resolved enthalpy gradient is not aligned with the heat ﬂux vector.
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Scale similarity models
In scale similarity models proposed in [18], it is assumed that the subgrid heat ﬂux can
be approximated by the heat ﬂux evaluated on the basis of the smallest resolved scales.
Thereby, a test ﬁlter approach is utilized which leads to
qsgsi = CSS
(̂˜
Uih˜− ̂˜U î˜h) , (3.79)
where CSS denotes the model coeﬃcient. A priori tests show good correlations between
the scale similarity model and the real subgrid scale heat ﬂux. However, as it is the case in
scale similarity models for the subgrid-scale momentum transport, an additional diﬀusive
term has to be added to the model in order to ensure suﬃcient energy dissipation.
Based on the scale similarity hypothesis, Jaberi and Colluci [97] modeled the heat ﬂux
as a combination of the eddy diﬀusivity and the scale similarity model as
qsgsi = −
νsgs
Prsgs
∂h˜
∂xi
+ CSS
(̂˜
Uih˜− ̂˜U î˜h) , (3.80)
where the model coeﬃcients CSS and Prsgs are determined dynamically. Based on a priori
and a posteriori test, they found that such mixed models provide reasonable results for
reactive and non-reactive ﬂows with turbulent heat transport.
3.3.3 A new anisotropic heat flux model
In analogy to the anisotropic heat ﬂux model by Huai and Sadiki [90, 179], the explicit
anisotropy resolving heat ﬂux model proposed here, is based on the second law of ther-
modynamics in conjunction with the invariant theory. From this formalism, a general
expression for the subgrid-scale heat ﬂux vector in non-rotating observer system can be
derived as
qsgsi = −αsgsij
∂h˜
∂xj
=
(
β1δij + β5τ
sgs
ij + β8
(
∂h˜
∂xk
∂h˜
∂xk
)
δij
)
∂h˜
∂xj
, (3.81)
where the ﬁrst term on the right-hand side represents the contribution by linear diﬀusion,
the second term expresses the inﬂuence of the subgrid-scale ﬂow ﬂuctuations acting on the
resolved enthalpy gradient and the last term is associated with production/dissipation of
subgrid-scale variance.
The coeﬃcients β1, β5 and β8 are determined based on dimensional analysis, the
inertial-convective subrange theory and scaling analysis. By means of dimensional analysis,
equation 3.81 can be reformulated as
qsgsi =
(
− C1τθksgsδij − C5τθ 2
3
ksgsδij + C5τθ2νsgs
(
D˜ij − 1
3
D˜kkδij
)
− C8τθ
k2sgs
ǫθsgsǫksgs
δij
(
∂h˜
∂xk
∂h˜
∂xk
))
∂h˜
∂xj
, (3.82)
where τθ =
√
θsgsksgs
ǫθsgsǫksgs
is a mixed subgrid-scale characteristic time scale. At this stage,
it is obvious that transport equations of ksgs, ǫksgs , θsgs and ǫθsgs are required to close
this model. However, by applying the inertial-convective subrange theory as described in
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section 3.1.3 and combining all isotropic terms on the right-hand side, equation 3.82 can
be rewritten in a fully algebraic form as
qsgsi = −
1
Pr1/4
νsgs
Prsgs
∂h˜
∂xj
+ Cθ
1
Pr1/4
∆2
(
D˜ij − 1
3
D˜kkδij
)
∂h˜
∂xj
, (3.83)
where Pr is the molecular Prandtl number that accounts for the eﬀects of variable molec-
ular ﬂuid properties. Based on the inertial-convective subrange theory, the subgrid-scale
Prandtl number is selected as Prsgs = 0.42 in the present model. The coeﬃcient Cθ is
determined in analogy to the generalized diﬀusion hypothesis and by using the inertial-
convective subrange theory as Cθ = 0.081.
Finally, in order to obtain the correct asymptotic behavior of qsgsi ∼ O
(
y3
)
in the
vicinity of the wall, a damping factor fq is added to the second term on the right-hand
side of equation 3.83. This leads to the ﬁnal formulation of the present explicit anisotropy
resolving algebraic heat ﬂux model as
qsgsi = −
1
Pr1/4
νsgs
Prsgs
∂h˜
∂xj
+ Cθ
1
Pr1/4
∆2
(
D˜ij − 1
3
D˜kkδij
)
fq
∂h˜
∂xj
, (3.84)
whereby fq is deﬁned as
fq = min
 C1/2ǫ νsgs
C
3/2
k ∆
2
√
2SijSij
, 1
 , (3.85)
which accounts for shear damping eﬀects in the near-wall region. From scaling analysis, it
appears that fq ∼ O
(
y3
)
leads to the correct asymptotic behavior of the qsgsi ∼ O
(
y3
)
for
y → 0 in the case νsgs ∼ O
(
y3
)
. The coeﬃcients of the model are given as Prsgs = 0.42,
Cθ = 0.081, Ck = 0.094 and Cǫ = 1.048.
3.4 Subgrid-scale modeling of entropy production
Now dealing with the entropy balance equation in which ﬂow and heat transport processes
contribute to the entropy production, it turns out in the LES framework that appropriate
closure approaches are of profound importance, since entropy generation is directly linked
to the dissipation of energy and therefore predominantly a subgrid-scale process. In this
respect, it is worth mentioning that closure models for the entropy production rates for
classical LES are actually not available in the literature. To close this gap, a set of closure
models for zero- and ﬁrst order LES modeling approaches is provided next. The reliability
of these subgrid-scale models is evaluated in section 9.3.
In the case of non-reacting and single component ﬂuid ﬂow with Fourier heat conduc-
tion, the ﬁltered second law of thermodynamics can be expressed in the form of the ﬁltered
imbalance of entropy given as
∂ρs˜
∂t
+
∂
∂xj
(
ρU˜js
)
+
∂
∂xj
(qj
T
)
= Πv +Πq ≥ 0, (3.86)
where s˜ is the ﬁltered entropy density, Πv the ﬁltered entropy production rate by viscous
dissipation and Πq the ﬁltered entropy production rate by heat transport. The last two
terms can be formulated for a Navier-Stokes-Fourier ﬂuid as
Πv =
µ
T
(
∂Ui
∂xj
+
∂Uj
∂xi
− 2
3
∂Uk
∂xk
δij
)
∂Ui
∂xj
, (3.87)
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Πq =
λ
T 2
∂T
∂xj
∂T
∂xj
, (3.88)
which are unclosed terms that can not be directly calculated by the resolved velocity and
temperature ﬁelds.
Assuming that the mean of the ﬁltered entropy production rates by viscous dissipation〈
Πv
〉
is approximately same as the mean of unﬁltered entropy production rate 〈Πv〉 leads
to
〈
Πv
〉 ≈ 〈Πv〉 = 〈µ
T˜
(
∂U˜i
∂xj
+
∂U˜j
∂xi
− 2
3
∂U˜k
∂xk
δij
)
∂U˜i
∂xj
〉
︸ ︷︷ ︸
〈Πresv 〉
+
(〈
Πv
〉−〈µ
T˜
(
∂U˜i
∂xj
+
∂U˜j
∂xi
− 2
3
∂U˜k
∂xk
δij
)
∂U˜i
∂xj
〉)
︸ ︷︷ ︸
〈Πsgsv 〉
(3.89)
and similar for the entropy production rate by heat transport
〈
Πq
〉 ≈ 〈Πq〉 = 〈 λ
T˜ 2
∂T˜
∂xj
∂T˜
∂xj
〉
︸ ︷︷ ︸
〈Πresq 〉
+
(
〈πθ〉 −
〈
λ
T˜ 2
∂T˜
∂xj
∂T˜
∂xj
〉)
︸ ︷︷ ︸
〈Πsgsq 〉
, (3.90)
where 〈.〉 denotes temporal or spatial averaging. In order to close equations 3.89 and 3.90
the averaged unresolved terms of the entropy production, 〈Πsgsv 〉 and 〈Πsgsq 〉, have to be
modeled, while the resolved entropy production terms, 〈Πresv 〉 and
〈
Πresq
〉
, can be directly
calculated from the resolved velocity and temperature ﬁelds.
By the analogy of turbulent dissipation and entropy production, the unresolved terms
〈Πsgsv 〉 and 〈Πsgsq 〉 can be approximated as
〈Πsgsv 〉 ≈
〈ρ〉〈
T˜
〉 〈ǫksgs〉 and 〈Πsgsq 〉 ≈ 〈ρ〉 〈cp〉〈
T˜
〉2 〈ǫθsgs〉 , (3.91)
where expressions for the dissipation rate of the subgrid-scale turbulent kinetic energy〈
ǫksgs
〉
and temperature variance
〈
ǫθsgs
〉
need to be deﬁned. Both quantities can be either
obtained by solving additional transport equations or by means of the inertial-convective
subrange theory. For the latter case, the expressions 3.23 and 3.27 derived in section 3.1.3
can be utilized. For the mean subgrid entropy production rates, this leads to
〈Πsgsv 〉 ≈
〈ρ〉〈
T˜
〉 ( 2
3CK
)3/2 π
∆
〈ksgs〉3/2
≈ 〈ρ〉〈
T˜
〉 1
∆4C4S
〈νsgs〉3 (3.92)
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and
〈
Πsgsq
〉 ≈ 〈ρ〉 〈cp〉〈
T˜
〉2 2π3COC
(
2
3CK
)1/2 〈θsgs〉 〈ksgs〉1/2
∆
〈Pr〉1/2
≈ 〈ρ〉 〈cp〉〈
T˜
〉2 2
3COCπ4/3C
4/3
S
〈νsgs〉
〈
∂T˜
∂xj
∂T˜
∂xj
〉
〈Pr〉−1 . (3.93)
The ﬁrst expressions in equations 3.92 and 3.93 are suitable for ﬁrst-order modeling ap-
proaches, while the second expressions can be used in the case of zero-order modeling. It
is important to mention that the relations 3.92 and 3.93 hold only true for mean values
of Πsgsv and Π
sgs
q . However, using the Steiner translation theorem, quadratic mean values
among other moments can be formulated as
〈QQ〉 = 〈Q〉 〈Q〉+ 〈Q′Q′〉 , (3.94)
where Q is an arbitrary statistic. Then, by neglecting the ﬂuctuation part in equation
3.94, the expressions for the entropy production rates can be formulated for instantaneous
values of Πsgsv and Π
sgs
q as
Πsgsv ≈
ρ
T˜
(
2
3CK
)3/2 π
∆
k3/2sgs
≈ ρ
T˜
1
∆4C4S
ν3sgs (3.95)
and
Πsgsq ≈
ρ cp
T˜ 2
2π
3COC
(
2
3CK
)1/2 θsgsk1/2sgs
∆
Pr1/2
≈ ρ cp
T˜ 2
2
3COCπ4/3C
4/3
S
νsgs
∂T˜
∂xj
∂T˜
∂xj
Pr−1, (3.96)
while the averaging of these equations should be performed in the same manner as equa-
tions 3.92 and 3.93.
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PART II: DEVELOPMENT OF
NUMERICAL TREATMENT
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Chapter 4
Numerical Methods
In spite of decades of research, only very few analytical solutions of heat and ﬂuid ﬂow
problems are known, all of them are restricted to simple ﬂow conﬁgurations such as heated
laminar boundary layer ﬂows over ﬂat plates, Couette ﬂows or potential ﬂows. In general,
it is diﬃcult or even impossible to obtain analytical solutions for turbulent heat and ﬂuid
ﬂow in complex geometries. In such cases, numerical simulations can be employed that
allow to produce an approximate solution of the balance laws at some pre-determined
locations in space and time with a given discretization error. In this respect, the solution
domain and the time are divided into a ﬁnite number of discrete regions and time intervals,
respectively. Then, the partial diﬀerential equations representing these balance laws can be
discretized and converted into a corresponding set of algebraic equations that can be solved
numerically. Additionally, in the case of numerical simulations of ﬂuid ﬂow, nonlinearities
in the balance laws and the pressure-velocity coupling require some special attention.
This chapter presents the second-order ﬁnite volume method (FVM) discretization
procedure and the pressure-velocity couplings applied to solve turbulent heat and ﬂuid
ﬂow problems in the present work. At ﬁrst, for the convenience of the reader, the dis-
cretization procedure employed in the open source C++ library OpenFOAM, which is
used in this study, are brieﬂy summarized. Then, the pressure-correction methods to solve
turbulent heat and ﬂuid ﬂow with constant and variable physical properties are discussed.
These pressure-correction methods are added to the OpenFOAM framework as part of
this project in order to improve the numerical stability and the computational eﬃciency
compared to the solution procedure available in the standard OpenFOAM framework. The
resulting improvement will be discussed in the subsequent chapter.
4.1 Discretization procedure
Generally, in the case of FVM and other discretization procedures like ﬁnite element or
ﬁnite diﬀerence methods, the discretization process can be divided into two steps: (1) the
spatial and temporal discretization of the solution domain, and (2) the discretization of the
spatial and temporal terms in the balance laws [86]. The discretization practice utilized in
the present work is brieﬂy outlined in the following, which is based on the discretization
procedure as it is implemented in the OpenFOAM framework [101, 76].
4.1.1 Discretization of the solution domain
The discretization of the solution domain in FVM consists in setting up a numerical grid,
by which the continuum space and the time domain are replaced by a ﬁnite number of
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grid cells and time intervals [86], respectively.
Since unsteady ﬂows are parabolic in time, the solution at any time instant is inﬂuenced
only by the conditions at previous time. The solution can be obtained by starting with
a given initial condition and marching forward at successive time steps, corresponding to
an extrapolation in time. Thus, time is an one-way coordinate [181] and only the time
step that will be used during the calculation has to be prescribed in the case of temporal
discretization of the time domain. The size of the time steps is generally non-equidistant
and may change during a numerical simulation, often based on conditions calculated during
the simulation, e.g. depending on the Courant-Friedrichs-Lewy (CFL) condition [48].
The spatial discretization is somehow more diﬃcult. Herein, the space domain is subdi-
vided into a ﬁnite number of discrete regions called control volumes (CV) that completely
ﬁll and bound the solution domain [101]. In the ﬁnite volume framework of OpenFOAM,
solution variables such as velocity or pressure are colocated, which means that they are
speciﬁed at the same set of discrete locations, more precisely at the cell centroids of the
CV’s [77]. This allows an arbitrary topology of CV’s, e.g. tetrahedrons, prisms, pyramids
or general polyhedrons, which has signiﬁcant advantages in the discretization of complex
solution domains.
A typical CV including the grid nomenclature used in the OpenFOAM framework is
depicted in ﬁgure 4.1, where P is the cell centroid of a particular CV, N the cell centroid
of a neighboring CV and di the vector between the two cell centroids.
Figure 4.1: Schematic of a typical control volume including the grid nomenclature in
OpenFOAM.
A CV is bounded by a set of ﬂat faces f , that can be internal faces connecting two CV’s
or boundary faces of the solution domain. All CV’s are stored in a list of face numbers.
Faces consist of a speciﬁc number of cell vertex points and are deﬁned by a list of vertex
numbers. The vertex points are stored in a list of point coordinate vectors. Each face has
a surface normal vector Sfi that points outwards from the CV with the lower label index.
Thereby, the CV with the lower label index is called the ”owner” of the face f and its
label is stored in a ”owner” list, while the relations to the neighboring CV’s are stored in
a ”neighbour” list. This data structure allows to deﬁne an arbitrarily unstructured grid
geometry for the FVM discretization procedure of the balance equations.
4.1.2 Spatial discretization
The FVM requires that the balance principles for basic quantities, such as mass, momen-
tum and energy, are satisﬁed over any group of CV’s and consequently over the whole
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calculation domain [181, 208]. This leads to the integral form of the general balance equa-
tion (see equation 2.3 with ψ = ρφ) over an arbitrary control volume VP with the centroid
P as:
∂
∂t
∫
VP
ρφ dVP︸ ︷︷ ︸
time derivative
+
∫
S
ρφUini dS︸ ︷︷ ︸
convection
−
∫
S
ϕini dS︸ ︷︷ ︸
diffusion
=
∫
VP
(Z +Π) dVP︸ ︷︷ ︸
sources
, (4.1)
where the terms from left to right represents the time derivative, convection, diﬀusion
and sources of φ. In order to solve this equation by FVM, a series of volume and surface
integrals have to be approximated by means of numerical integration. Additionally, in the
case of unsteady problems, the time derivative has to be approximated which is the topic
of the subsequent paragraph.
Assuming that the value of the quantity φ at the centroid P represents an appropri-
ate average value over the entire CV, then it is possible to apply the midpoint rule to
approximate the volume integral of φ over the control volume P as:∫
VP
ρφ dVP ≈ ρPφP
∫
VP
dVP = ρPφPVP , (4.2)
where φP denotes the value of φ at the centroid P of the control volume VP . This approx-
imation is of second-order accuracy.
Since the CV is bounded by a series of ﬂat faces, the surface integrals in equation
4.1 can be split into the sum of the integrals over all faces. Then, by assuming a linear
variation of φ over the CV, the following expression for the surface integral is obtained
(here written for a diﬀusive ﬂux term)∫
S
ϕini dS =
∑
f
(∫
f
ϕinidS
)
≈
∑
f
ϕfiSfi, (4.3)
where ϕfi is the value of ϕi at the cell-face center of face f and Sfi is the surface area vector
of f . Similar to volume integrals, this approximation is also of second-order accuracy.
Due to the data structure of OpenFOAM described above, the sum over the faces in
equation 4.3 has to be split into the sum of ”owned” and ”neighboring” faces as∑
f
ϕfiSfi =
∑
owner
ϕfiSfi −
∑
neighbor
ϕfiSfi, (4.4)
which guarantees global conservation. This summation over cell faces holds true for all
surface integrals and is therefore omitted in the rest of the text for the sake of clarity.
In the next step it is necessary to approximate the function values and derivatives of φ
at the cell-face centers by interpolation of variable values at the centroid P and neighboring
points in order to approximate convective and diﬀusive ﬂuxes, respectively. Additionally,
the source terms on the right hand side of equations 4.1 have to be discretized. Several
approximation schemes are available in OpenFOAM. In the following section, only the
approximation methods which are applied in the present work are outlined.
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Approximation of convective fluxes
The surface integral of the convection term in the general balance equation is approximated
in accordance to equation 4.3 as∫
S
ρφUini dS ≈
∑
f
(ρUi)f φfSfi =
∑
f
Ffφf , (4.5)
where Ff represents the mass ﬂux through the surface f , that is determined by linear
interpolation. The surface ﬁeld φf is evaluated in this work either by means of central
diﬀerencing (CD) or special blended diﬀerencing (BD) interpolation schemes.
Regarding CD interpolation, the face value φf is linearly interpolated from the centroid
value of P and the neighboring centroid value N . It follows that [76]
φf =
fN
PN
φP +
(
1− fN
PN
)
φN , (4.6)
where fN is the distance between f and the centroid N , and PN is the distance between
the centroids P and N . This interpolation scheme is unbounded and of second order
accuracy.
The principle idea of BD schemes is to combine a CD approximation with an upwind
diﬀerencing (UD) scheme of ﬁrst order to preserve boundedness of the solution and in
this respect to damp unphysical oscillations for convection dominated ﬂows. It is a linear
combination of CD and UD and reads
φf = (φf )UD + γ
(
(φf )CD − (φf )UD
)
, (4.7)
where (φf )CD is the cell-face center value determined by a CD approximation and (φf )UD
is the cell-face center value calculated by means of upwind diﬀerencing as
(φf )UD =
{
φP if Ff ≥ 0
φN if Ff < 0
. (4.8)
The blending factor γ in equation 4.7 can be a constant parameter or a function of the
local ﬂow conditions. The latter include so-called ﬂux-limited schemes, some of which
satisfy the total variation diminishing (TVD) criterion.
Regarding LES of convection dominated turbulent ﬂows, the so-called ”ﬁlteredLin-
ear3V” ﬂux-limited scheme of OpenFOAM is applied in the case φfi is a vector ﬁeld.
Thereby, the limiter function reads
γ = max (min (α, 1) , 0) , (4.9)
where α is given as
α = 1− β
[
(φNi − φPi)
(
dj
∂φNi
∂xj
)
− (φNi − φPi)2
] [
(φNi − φPi)
(
dj
∂φPi
∂xj
)
− (φNi − φPi)2
]
2
[
(φNk − φPk)
(
dl
∂φNk
∂xl
)
+ (φNk − φPk)
(
dl
∂φPk
∂xl
)]2 ,
(4.10)
with the scaling coeﬃcient β for the gradient ratio that is selected as β = 0.1 in the present
work corresponding to a limit of at most 10% upwind diﬀerencing.
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In the case φf is a scalar, a minmod ﬂux-limited scheme suggested by Roe [197] is
applied in the case of supercritical ﬂuid ﬂow in order to assure boundedness of scalar
quantities. Thereby, the limiter function equals equation 4.9 with α deﬁned as
α = 2
di
∂φ
∂xi
φN − φP − 1. (4.11)
Here the gradient of φ is computed depending on the mass ﬂux Ff as :
∂φ
∂xi
=

(
∂φ
∂xi
)
P
if Ff ≥ 0(
∂φ
∂xi
)
N
if Ff < 0
. (4.12)
Regarding constant density ﬂows, the so-called ”ﬁlteredLinear” ﬂux-limited scheme
of OpenFOAM is applied in case φ is a scalar. This numerical scheme is similar to the
”ﬁlteredLinear3V” ﬂux-limited scheme described above.
Approximation of diffusive fluxes
Similar to the convection term, the diﬀusive ﬂux is discretized as∫
S
ϕini dS =
∫
S
ρΓ
∂φ
∂xi
ni dS
≈
∑
f
(ρΓ)f
(
∂φ
∂xi
)
f
Sfi, (4.13)
where Γ is the diﬀusion coeﬃcient of φ. In the next step, it is necessary to determine the
values of the normal derivative of φ at the CV faces by means of centroid values [208].
Regarding orthogonal numerical grids, where di and Sfi are parallel (see ﬁgure 4.1),
the normal derivative of φ at the CV faces is evaluated according to(
∂φ
∂xi
)
f
Sfi = |Sfi| φN − φP|di| , (4.14)
where |Sfi| is the magnitude value of the surface normal vector. In respect to general
polyhedrons or non-orthogonal grids, di and Sfi are not necessarily aligned. Hence, an
additional correction term has to be included. By means of the decomposition
Sfi = ∆fi + kfi, (4.15)
where ∆fi is a parallel vector to di, the normal derivative of φ at the CV faces can be
written as (
∂φ
∂xi
)
f
Sfi = |∆fi| φN − φP|di|︸ ︷︷ ︸
orthogonal
+ kfi
(
∂φ
∂xi
)
f︸ ︷︷ ︸
non−orthogonal
. (4.16)
Thereby, the surface gradient in the non-orthogonal part is interpolated using the cell-
centered gradients of P and N by means of central diﬀerencing(
∂φ
∂xi
)
f
=
fN
PN
(
∂φ
∂xi
)
P
+
(
1− fN
PN
)(
∂φ
∂xi
)
N
, (4.17)
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and ∆fi is calculated in this work based on the ”over-relaxed” correction approach [101]
as
∆fi =
di
djSfj
|Sfk|2 . (4.18)
The non-orthogonal vector kfi is obtained from equation 4.15. Notice that the non-
orthogonal term in equation 4.16 vanishes in the case of orthogonal grids, leading to
the formulation 4.14 for the normal derivate of φ at the CV faces.
Approximation of source terms
Generally the source terms Z and Π in equation 4.1 may be a nonlinear function of the
dependent variable φ. However, the nominally linear FVM framework applied in this work
allows formally at best a linear dependence of a source term on the dependent variable.
Therefore, in the case a source term (e.g. the supply term Z) is a nonlinear function of φ,
it must be linearized as
ZP (φ) = Z
c
P + Z
p
PφP , (4.19)
where ZcP represents the constant part of ZP (φ) and Z
p
P is the coeﬃcient of φP [181].
Thus, from equation 4.2, the volume integral of the source terms is then calculated as∫
VP
ZP (φ) dVP = Z
c
PVP + Z
p
PφPVP . (4.20)
In the continuing solution procedure, the nonlinearity of the source terms and other non-
linearities (e.g. nonlinear in the momentum convection term or nonlinear dependency
of physical properties) are handled by iteration. Thereby, the converged solution of the
linearized equations represents the solution of the nonlinear equations (apart from the dis-
cretization error), even though it is obtained by solving solely linear equations [181]. The
approximation of the source term integral is then consistent with the present second-order
FVM approach.
4.1.3 Temporal discretization
So far, only spatial terms in the general balance equation 4.1 have been discretized. By
using equations 4.2, 4.5, 4.13, 4.20, and assuming that the control volumes are temporally
constant, the semi-discretized form of the general balance equation can now be written as
(
∂ρPφP
∂t
)
P
=
1
VP
−∑
f
Ffφf +
∑
f
(ρΓ)f
(
∂φ
∂xi
)
f
Sfi + (Z
c
P + Z
p
PφP +Π
c
P +Π
p
PφP )VP

= R (φ) , (4.21)
where R (φ) has been introduce to express the right hand side resulting from the spatial
discretization. Since φf and
(
∂φ
∂xi
)
f
are approximated with cell values of φP and φN ,
equation 4.21 represents an algebraic equation in terms of the discrete cell center variables
for each CV. Globally, e.g. for all CV’s, this produces a system of ordinary diﬀerential
equations for the unknown function φiP = φ
i
P (t) for i = 1, ..., N , where N is the number
of CVs [208].
In the next step, the time derivative term along with the corresponding right hand
side term R (φ) must be approximated in order to determine the value of φP for a new
time-level. For this purpose diﬀerent time integration methods are available that are
generally categorized as explicit and implicit methods. In the case of explicit methods,
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the right hand side is only approximated by means of previous time levels, which means
that the new value of φP can be calculated directly without solving a system of linear
equations. For implicit methods the discretization of the right hand side depends also
on the new, unknown time level. Thus, a system of linear equations has to be solved
to obtain the new value of φP , which results in higher computational cost than explicit
methods. However, implicit methods have the advantage as they are not restricted to
small Courant-Friedrichs-Lewy (CFL) number to ensure numerical stability. Therefore,
implicit methods allow larger time steps during simulations, which is highly desirable in
the case of solving steady-state problems. However, in case of DNS or LES, in particular
if high frequencies need to be resolved, the computational cost due to the complexity of
the algorithms typically outweigh any advantages gained due to larger time steps [46].
Consequently, explicit methods are often applied in DNS or LES.
In the standard OpenFOAM framework only implicit time schemes are available,
namely the Euler implicit, Crank-Nicolson and a second-order backward-diﬀerencing
method. In the present work, an implicit backward-diﬀerencing scheme with second-
order accuracy is primarily used in the case of heat transport and ﬂuid ﬂow with variable
physical properties due to the relatively low computational cost of this scheme and at the
same time high numerical stability. The high numerical stability is particularly important
for ﬂows at supercritical thermodynamic conditions, where transport and thermodynamic
properties can vary signiﬁcantly, leading to numerical instabilities. Regarding turbulent
ﬂows with constant physical properties and passive heat transfer an explicit time scheme,
namely a three-stages explicit Runge-Kutta scheme of second-order accuracy [248] is ap-
plied, which was added to the OpenFOAM framework as part of this work. A detailed
description of both, the implicit time integration methods of OpenFOAM and the explicit
three-stages Runge-Kutta scheme, is given below, where the quantities
ψn+1 ≡ ψ (t+∆t) , ψn ≡ ψ(t), ψn−1 ≡ ψ (t−∆t) , (4.22)
denote the values of ψ = ρφ at diﬀerent time levels.
Euler implicit method
Approximating the time derivative at the new time level by a ﬁrst-order backward-
diﬀerencing formula results in the implicit Euler method [208]
ψn+1 − ψn
∆t
= R
(
ψn+1
)
. (4.23)
Equation 4.23 is a ﬁrst-order approximation that produces a system of ordinary diﬀerential
equations that must be solved for ψn+1.
Backward-diﬀerencing formulas, such as equation 4.23, can be derived with arbitrary
order of accuracy by using a corresponding number of previous time levels. The second-
order backward-diﬀerencing approximation available in the standard OpenFOAM frame-
work is one of them, which is described next.
Second-order Implicit backward-differencing method
In this implicit time integration scheme, the unknown value ψn+1 is approximated by the
parabola at the time levels t+∆t, t and t−∆t as [208]
3ψn+1 − 4ψn + ψn−1
2∆t
= R
(
ψn+1
)
, (4.24)
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which gives a second-order approximation. As in the case of implicit Euler method, the
second-order implicit backward-diﬀerencing scheme produces a system of ordinary diﬀer-
ential equations that must be solved for ψn+1.
Notice that the implicit backward-diﬀerencing approximation in equation 4.24 requires
the value of ψn−1 at the time level t−∆t, which is generally not known in the very ﬁrst
time step of a simulation. In the implementation of OpenFOAM this value is calculated
using the implicit Euler method. Therefore, the present second-order implicit backward-
diﬀerencing scheme is formally a ﬁrst-order approximation when dealing with initial value
problems and becomes only second-order accurate after the ﬁrst time step.
Implicit Crank-Nicolson method
In the case of the implicit Crank-Nicolson method, the time derivative is approximated by
means of the trapezoidal rule as
ψn+1 − ψn
∆t
=
1
2
[
R
(
ψn+1
)
+R (ψn)
]
, (4.25)
which corresponds to a central diﬀerencing approximation of the time derivative at the
time level t + 1/2∆t with second-order accuracy [208]. Similar to the Euler implicit and
second-order implicit backward-diﬀerencing methods, the implicit Crank-Nicolson method
contains the value of ψ at the time level t+∆t in the right-hand side and produces therefore
a system of ordinary diﬀerential equations that must be solved for ψn+1.
As pointed out in [86, 208] and elsewhere, the Crank-Nicolson method is quite sensitive
to nonlinearities and may exhibit stability problems for cases where the problem solution
is spatially not ”smooth”. This aspect is particularly important for ﬂows at supercritical
thermodynamic conditions, where transport and thermodynamic properties can vary sig-
niﬁcantly, leading to numerical instabilities. The Crank-Nicolson method is therefore not
used for supercritical ﬂows in the present work, even though it is the most accurate im-
plicit time integration method available in OpenFOAM. Instead, the second-order implicit
backward-diﬀerencing method is applied in such cases.
Second-order three-stage explicit Runge-Kutta scheme
Regarding explicit time discretization of the transient term in equation 4.21, a Runge-
Kutta method of second-order accuracy is applied in the case of turbulent ﬂows with
constant physical properties. In contrast to classical second-order Runge-Kutta methods
with two stages, an additional stage has been introduced in order to improve the numerical
stability of the procedure [125]. It is a low storage scheme that requires only two storage
locations, one at the current time step ψn and another one at a new Runge-Kutta stage
ψRK,i [248]. The overall procedure reads
stage 1: ψRK,1 = ψn +
1
3
∆t R (ψn) ,
stage 2: ψRK,2 = ψn +
1
2
∆t R
(
ψRK,1
)
,
stage 3: ψRK,3 = ψn +∆t R
(
ψRK,2
)
, (4.26)
which can be written in its general form as:
ψRK,i = ψn + βRK,i∆t R
(
ψRK,i−1
)
, i ∈ 1, 2, 3, (4.27)
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where
βRK,1 =
1
3
, βRK,2 =
1
2
, βRK,3 = 1, (4.28)
and ψRK,0 = ψn and ψRK,3 = ψn+1 [124].
As evaluated in [124], this numerical scheme has a diﬀusion limit of 0 ≤ Γ∆t/ (∆x)2 ≤
0.63 and a convection limit of u∆t/∆x ≤ 1.73.
4.1.4 Treatment of initial and boundary conditions
Finally, in order to obtain an unique solution of the discretized general balance equation,
initial and boundary conditions of the variable φ have to be prescribed.
In this work, only stationary heat transfer and ﬂuid ﬂow processes are considered.
Thereby, the initial ﬁeld of φ is usually interpolated from a preceding simulation if avail-
able or by a synthetic generated ﬁeld, e.g. a synthetic isotropic turbulent ﬂow ﬁeld. Fur-
thermore, in order to avoid uncertainties caused by the initial transient, suitable start-up
times of the simulations are selected to ensure stationarity of the initial condition.
The physical boundary conditions utilized in this study include walls, inﬂows, outﬂows,
non-adiabatic walls, periodic boundaries, etc.. All of them can be represented with a set of
Dirichlet, Neumann or periodic conditions. The numerical treatment of these basic bound-
ary types in the OpenFOAM framework is outlined below. To clarify the nomenclature
used, ﬁgure 4.2 depicts an arbitrary CV with a cell face fb that comprises a part of an
external boundary. The cell face center of the boundary face fb is denoted as b and di is
the vector that connects the cell centroid P with the cell face center b, while the vector dni
is the component of di normal to the surface fb. The remaining nomenclature is similar
to that in sections 4.1.1 and 4.1.2.
Figure 4.2: Representation of an arbitrary control volume with a cell face fb that comprises
a part of an external boundary.
Dirichlet boundary conditions
The Dirichlet boundary condition speciﬁes the value of φ at the cell face center b to be
gb [101]. This has to be taken into account for the discretization procedures of convective
and diﬀusive ﬂuxes along the boundaries.
Convective ﬂuxes are approximated according to equation 4.5 as∫
S
ρφUini dS ≈
∑
f
Ffφf , (4.29)
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where the term for the boundary face fb becomes FbφP , with Fb the speciﬁed ﬂux across
the boundary face fb.
The FVM approximation of diﬀusive ﬂuxes as deﬁned in equation 4.12 reads∫
S
ϕini dS ≈
∑
f
(ρΓ)f
(
∂φ
∂xi
)
f
Sfi,
where the face normal gradient of φ at the cell face center b has to be calculated. In line
with the non-orthogonal correction procedure described in section 4.1.2, this is achieved
as (
∂φ
∂xi
)
b
Sbi = |∆bi| φb − φP|di| + kbi
(
∂φ
∂xi
)
P
, (4.30)
where the decomposition of Sbi is same as that in equation 4.14.
Neumann boundary conditions
The Neumann type boundary condition speciﬁes the gradient of φ normal to the boundary
face fb as
nbi
(
∂φ
∂xi
)
b
= bb, (4.31)
where bb is a prescribed function on the boundary and nbi the normal vector at b.
In the case of convective ﬂuxes, the cell face center value φb has to be calculated by
means of the centroid value φP . Including the non-orthogonal correction, φb is approxi-
mated as
φb = φP + dni
(
∂φ
∂xi
)
b
= φP + |nbi (djnbj)| bb. (4.32)
Since the ﬂux vector is prescribed in the case of Neumann boundary conditions, the
diﬀusive term at the boundary face fb simply becomes
(ρΓ)f
(
∂φ
∂xi
)
f
Sfi = (ρΓ)b |Sbi| bb. (4.33)
Periodic boundary conditions
Periodic boundaries are used to approximate large (inﬁnite) solution domains with homo-
geneous directions by using only a small portion of the domain. This is achieved by means
of an one-to-one mapping between the coupled boundaries. Since the coupled boundaries
are directly linked in the system matrix, no special discretization practices are required to
account for this boundary type [55].
4.2 Solution procedures for heat and fluid flow
The FVM framework of OpenFOAM presented above is employed in this study to solve
incompressible turbulent ﬂuid ﬂow with heat transport using DNS and LES. Thereby, a
major problem in the solution of incompressible ﬂows consists in the linear dependence
of velocity on pressure and vice-versa in the balance equations (inter-equation coupling),
which requires a special numerical treatment [101].
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In the case of constant density ﬂows with passive heat transport, a low-dissipative
projection method proposed by [43] is employed to establish the pressure-velocity coupling.
This segregated approach is applied with the three-stages explicit Runge-Kutta scheme
of second-order accuracy for time integration as described in section 4.1.3. Regarding
incompressible turbulent ﬂuid ﬂow with heat transport and variable properties, a low
Mach-number approach is employed, suitable for ﬂows under incompressible conditions
(Ma < 0.3). Thereby, a merged PISO[96]-SIMPLE[180] algorithm is used for the pressure-
velocity coupling along with a second-order implicit backward-diﬀerencing scheme for time
integration. Both solution procedures are added to the OpenFOAM framework as part of
this project and are outlined in the following.
4.2.1 Turbulent flows with constant physical properties
For a turbulent Navier-Stokes-Fourier ﬂuid ﬂow with passive heat transport, no external
body forces and constant physical properties, the employed balance equations of mass,
momentum and internal energy are formulated as
∂U i
∂xi
= 0, (4.34)
∂U i
∂t
= − ∂
∂xj
(
U iU j
)− ∂P
∂xi
+
∂
∂xj
(
ν
(
∂Ui
∂xj
+
∂Uj
∂xi
))
−
∂τ sgs〈ij〉
∂xj
, (4.35)
∂T
∂t
= − ∂
∂xj
(
U jT
)
+
∂
∂xi
(
ν
Pr
∂T
∂xi
)
− ∂q
sgs
i
∂xi
, (4.36)
where P is the kinematic pressure, T the temperature, τ sgs〈ij〉 the deviatoric part of the
subgrid-scale stress tensor and qsgsi the subgrid-scale heat ﬂux vector. In the context of
LES, (.) represents ﬁltered variables, (.)sgs denotes subgrid-scale quantities and P is the
modiﬁed pressure, which includes the isotropic part of the subgrid-scale tensor. Regarding
DNS, all subgrid-scale quantities vanish and variables are fully resolved. Notice that the
viscous dissipation and pressure dilation terms in the present formulation of the energy
equation 4.38 are neglected.
The balance equations 4.34, 4.35 and 4.36 are numerically solved using a projection
method proposed in [43], which is combined with the three-stage explicit Runge-Kutta
scheme of second-order accuracy for time integration. Thereby, the solution procedure,
which is calculated for each Runge-Kutta stage, can be summarized in four steps:
1. An intermediate velocity U
∗,k
i is computed explicitly for the Runge-Kutta step k
using the momentum equation, whereby the pressure term is omitted:
U
∗,k
i = U
n
i + βk∆t R
∗
U
(
U
∗,k−1
i
)
. (4.37)
Here ∆t is the time increment, U
n
i the velocity from the previous time step, βk
the step size of the Runge-Kutta stage k and R∗U (.) is the discretized right-hand
side term of the momentum equation excluding the pressure gradient. Thereby, the
subgrid-scale stress tensor from the previous Runge-Kutta stage is used.
2. The pressure is calculated in such a way that the velocity ﬁeld satisﬁes the divergence
free condition. It follows for the pressure Poisson equation that:∑
f
(
∂P
k
∂xi
)
f
Sfi =
1
βk∆t
∑
f
U
∗,k
fi Sfi, (4.38)
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where the surface gradient of P
k
and the function value of U
∗,k
fi at the cell-face centers
are approximated with the procedures described in section 4.1.
3. Thereafter, the intermediate velocity ﬁeld is corrected to obtain the value of the ve-
locity at stage k using the updated pressure gradient interpolated to the cell centroid
as:
U
k
i = U
∗,k
i − βk∆t
(
∂P
k
∂xi
)
p
. (4.39)
Then the temperature ﬁeld at stage k is approximated as
T
k
= T
n
+ βk∆t RT
(
T
k−1
)
, (4.40)
where the value of qsgsi and the corrected velocity U
k−1
i from the previous Runge-
Kutta step are used to calculate the discretized right-hand term of the energy equa-
tion.
4. In the last step, turbulent quantities are updated for the next Runge-Kutta step in
the case of LES.
In contrast to other velocity-pressure coupling methods such as pressure implicit with
splitting of operator (PISO) [96] or semi-implicit method for pressure-linked equations
(SIMPLE) [180], no additional corrector loop is required, which signiﬁcantly speeds up
calculation. Furthermore, it was shown in [240], that the projection method is less dissi-
pative than the standards methods provided in OpenFOAM. The resulting improvement
will be discussed in detail in section 5.3.
Notice that in the case of coarse grids and diﬀusion dominated ﬂows, the time step
size may be restricted by a high diﬀusion number rather than by the CFL number. In
such cases the temperature equation is treated in an implicit matter by using the implicit
temporal time integration schemes presented in section 4.1.3 to overcome this issue.
4.2.2 Turbulent flows with variable physical properties
In the case of incompressible Newtonian ﬂuid ﬂow with variable physical properties and
Fourier heat transport, the employed balance equations of mass, momentum and sensible
enthalpy are formulated as
∂ρ
∂t
= − ∂
∂xi
(
ρU˜i
)
, (4.41)
∂ρU˜i
∂t
= − ∂
∂xj
(
ρU˜iU˜j
)
− ∂P
∂xi
+
∂
∂xj
(
µ
(
∂U˜i
∂xj
+
∂U˜j
∂xi
− 2
3
∂U˜k
∂xk
δij
))
−
∂ρτ sgs〈ij〉
∂xj
+ρgi, (4.42)
∂ρh˜
∂t
= − ∂
∂xj
(
ρU˜j h˜
)
+
∂
∂xi
(
λ
cp
∂h˜
∂xi
)
− ∂ρq
sgs
i
∂xi
, (4.43)
where P is the pressure, h the sensible enthalpy, τ sgs〈ij〉 the deviatoric part of the subgrid-
scale stress tensor and qsgsi the subgrid-scale heat ﬂux tensor. In the context of LES, (˜.)
are Favre-ﬁltered variables, (.)sgs denotes subgrid-scale quantities and P is the modiﬁed
pressure, which includes the isotropic part of the subgrid-scale stress tensor. Regarding
DNS, all subgrid-scale quantities vanish and variables are fully resolved. Notice that
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the pressure-dilatation and viscous dissipation terms in the enthalpy equation are usually
assumed to be small in incompressible ﬂows [186]. It is therefore neglected in this work.
The set of balance equations 4.41, 4.42 and 4.43, are numerically solved using a low-
Mach number approach suitable for ﬂows under incompressible conditions (Ma < 0.3) and
with variable properties. In this approach, the pressure P is divided into a thermodynamic
pth and a mechanical pdyn part. The density variations caused by the mechanical part
are neglected. In this way, in contrast to a fully compressible formulation, pressure and
density are formally decoupled by deﬁning the density and all other physical properties
through constitutive equations expressed in terms of local temperature T and constant
thermodynamic pressure pth. Only the mechanical pressure appears in the momentum
equation. In this way, acoustic and compressibility eﬀects are neglected [12].
Similar to the pressure-based compressible approach available in the standard Open-
FOAM framework, the pressure Poisson equation for the low Mach-number approach is
derived from the discretized form of the momentum equation. Using the FVM procedure
described previously and an implicit time integration scheme, the discretized momentum
equation for a cell P may be written in matrix form as [101]
AP U˜
n+1
Pi = HUi −
(
∂pn+1dyn
∂xi
)
P
with HUi = −
∑
N
(
AN U˜
n+1
Ni
)
+ SUi (4.44)
where both sides are divided by the cell volume. AP are the matrix coeﬃcients of U˜Pi
that consists of the coeﬃcients from the convective, diﬀusive and temporal terms. The
vector HUi combines the neighbor matrix coeﬃcients multiplied by their velocities and all
other terms apart from the pressure gradient (see section 3.8.1 in [101]). By substituting
equation 4.44 into the the continuity equation, the following Poisson equation for the
mechanical pressure is obtained
∑
f
Sfi
(ρn+1A−1P )f
(
∂pn+1dyn
∂xi
)
f
 = ∂ρn+1
∂t
+
∑
f
Sfi
(
ρn+1Hn+1Ui A
−1
P
)
f
. (4.45)
The solution of the pressure Poisson equation 4.45 allows to correct the velocity in an
explicit manner as
U˜Pi = H
n+1
Ui
A−1P +A
−1
P
(
∂pn+1dyn
∂xi
)
P
, (4.46)
where the pressure gradient is interpolated to the cell centers.
In the present low Mach-number approach, a merged PISO[96]-SIMPLE[180] algorithm
is used for the coupling of the mechanical pressure and velocity. A schematic representation
of the solution algorithm is depicted in ﬁgure 4.3. One iteration within a time step of the
segregated approach can be summarized as follows:
1. First, the continuity equation is solved with face ﬂuxes from the previous time step.
This stage is called density predictor and gives an approximation of the new density
ﬁeld to an intermediate fractional time.
2. Then, the discretized momentum equation (equation 4.44) is solved using the most
updated density and pressure ﬁelds from the previous iteration step. This stage is
called momentum predictor and gives an approximation of the new velocity ﬁeld to
an intermediate fractional time and an update of the operator HUi. Thereby, the
non-linear momentum convection term is linearized by using the mass ﬂux from the
previous iteration.
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It takes only into account the correction due to the change in the pressure gradient and
thermo-physical properties, but not the correction of the non-linear momentum convection
term. However, due to small time steps, the non-linear coupling is usually less important
than the pressure-velocity and thermodynamic coupling in the case of DNS and LES.
Therefore, the number of PISO-loops usually outweighs the number of SIMPLE-loops in
the practical application of this solution procedure.
In contrast to the standard solution procedure for turbulent ﬂows with variable physical
properties and arbitrary Mach-numbers available in the OpenFOAM framework, the low
Mach-number approach provides a signiﬁcantly improved numerical stability, especially in
cases where physical properties vary strongly. Moreover, no wave transmissive boundary
conditions are required in the low Mach-number approach, which reduces the complexity of
a simulation. An evidence of the improved numerical stability is provided later in section
5.3.
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Chapter 5
Code Verification
In this chapter the implementations of the solution procedures for turbulent heat transport
and ﬂuid ﬂow with constant and variable physical properties are veriﬁed. Herein, the
term code veriﬁcation describes the process of demonstrating that the discretized balance
equations, as implemented in the source code, are solved consistently to the respective
order-of-accuracy of the discretization method [205]. Therefore, it is most likely that a
veriﬁed code is free of programming errors that aﬀects the theoretical order-of-accuracy
of the numerical algorithm [216]. Hence, code veriﬁcation is an essential step in the
development of reliable simulation software, also in this work.
Generally, several test approaches for code veriﬁcation are reported in the literature
including physical trend tests, symmetry tests, code-to-code comparison, approaches based
on exact analytical solutions and methods using manufactured solutions. These tests
are usually combined with a particular test acceptance criteria such as expert judgment,
percentage error, consistency and/or order-of-accuracy [205]. However, as pointed out
in [205] and elsewhere, only the Method of Exact Solutions (MES) and the Method of
Manufactured Solutions (MMS) combined with the order-of-accuracy acceptance criteria
allow to test the code capability in full generality.
Typically, in the MES code veriﬁcation procedure, the generated numerical discrete
solution is compared with published exact solution from the literature. If the code passes
the selected acceptance criterion, it is considered adequately veriﬁed [205]. However, it is
very diﬃcult to ﬁnd exact solutions to a set of balance equations, especially in the case
of equations involving non-linearities and variable physical properties. This limitation
often impedes the application of MES code veriﬁcation procedure, likewise in the case of
numerical approaches to solve turbulent heat and ﬂuid ﬂow problems.
In contrast to MES, the MMS veriﬁcation procedure allows a more comprehensive al-
ternative which is also applicable to more complex problems. In brief, a manufactured
solution is an exact solution to a set of partial diﬀerential equations that has been con-
structed by solving the problem backwards [205]. This means that the analyst ﬁrst selects
a suﬃciently diﬀerentiable function φ (x, t) to describe the desired evolution of the depen-
dent variables in space and time. This solution does not necessarily fulﬁll the original
set of partial diﬀerential equations. Therefore, a corresponding set of source terms are
manufactured by applying the set of partial diﬀerential equations to φ (x, t) and added to
the source code in order to balance the system [216]. The resulting set of modiﬁed partial
diﬀerential equations, which include the additional source terms, are then solved for diﬀer-
ent spatial and/or temporal resolutions. Finally, the order-of-accuracy in space and time
is quantiﬁed and veriﬁed for the numerical approach by comparing the obtained discrete
solution with the exact manufactured solution. In this way, the MMS procedure allows
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a rigorous code veriﬁcation in full generality. Further information about the concept and
procedure of MMS can be found in [205, 216, 166].
It is worth mentioning that a manufactured solution is not necessarily completely re-
lated to the physical problem of interest. It may represent some relevant features of the
physical problem like strong variation of physical properties or steep velocity gradients,
however it is mostly a generic test approach to demonstrate that the discretized balance
equations are solved consistently to the respective order-of-accuracy of the discretization
method. Thus, aspects like the numerical stability, eﬃciency or parallel scaling character-
istics of a numerical approach as well as the validity of the physical modeling are generally
not established in a MMS veriﬁcation analysis. The numerical stability, eﬃciency and
parallel scaling are usually addressed in numerical ﬂuid dynamics by means of benchmark
test cases like the well-known viscous Taylor-Green vortex ﬂow [225], the transport of a
sharp density step by pure convection or natural convection in a square cavity [54]. The
validity is mostly the topic of case speciﬁc validation studies. Beside code veriﬁcation, all
these aspects should be addressed when developing reliable numerical simulation software.
In this work, the method of manufactured solutions is utilized to demonstrate that
the solution procedure to solve turbulent heat transport and ﬂuid ﬂow, as added to the
standard OpenFOAM source code, are solved consistently to the theoretical order-of-
accuracy of the discretization method. In the following, ﬁrst the outcome of the veriﬁcation
study for the solution procedure for thermo-ﬂuid ﬂows with constant physical properties
are presented. Then, the implementation of the solution procedure for heat transport and
ﬂuid ﬂow with variable properties is veriﬁed. The last part of this chapter deals with
a demonstration of the eﬃciency, robustness and parallel scaling of the two approaches
in comparison with the standard methods available in the OpenFOAM framework. The
validation of the present numerical approaches is presented in the subsequent chapter.
5.1 Solution procedure for constant density flows
The code veriﬁcation of the numerical procedure to solve thermo-ﬂuid ﬂows with constant
physical properties consists of two parts. First, the spatial accuracy of the numerical
approach is quantiﬁed by means of a steady-state three-dimensional manufactured solu-
tion. Then, the temporal accuracy of the explicit Runge-Kutta time integration scheme is
assessed using a time-dependent manufactured solution.
Spatial accuracy
A steady-state, three-dimensional manufactured solution is selected to quantify the spatial
accuracy of the numerical approach. Thereby, the velocity ﬁeld resembles a Taylor-Green
vortex [225], which leads to the following smoothly varying solutions for the velocity,
pressure and temperature ﬁelds
Ux = −cos (2πx) · sin (2πy) · sin (2πz) ,
Uy = 0.5 · sin (2πx) · cos (2πy) · sin (2πz) ,
Uz = 0.5 · sin (2πx) · cos (2πy) · sin (2πz) ,
p =
(
1
3
x3 − 1
2
x2
)
·
(
1
3
y3 − 1
2
y2
)
·
(
1
3
z3 − 1
2
z2
)
,
T = 20 · (sin (πx) + sin (πy) + sin (πz) + 273) , (5.1)
where x, y and z are the coordinates in space. The solution domain for the veriﬁcation
study is selected as [0, 1]× [0, 1]× [0, 1] for x, y, z. A representation of the manufactured
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Figure 5.2: Mean absolute error (MAE) as a function of mesh size for the magnitude
velocity, kinematic pressure and temperature.
magnitude velocity, kinematic pressure and temperature. Moreover, the manufactured
solution is recovered as the grid size approaches to zero. This conﬁrms that the balance
equations are solved consistently.
Temporal accuracy
A time-dependent manufactured solution is selected to assess the temporal accuracy of
the explicit three-stage Runge-Kutta scheme for time integration. It reads
Ux = Uz = sin (20πt) , Uy = −cos (20πt) , p = const., T = sin (20πt) , (5.3)
where t is the time. Notice that a temporal analysis of the pressure is not considered as no
time derivative of p occurs in the balance equations. The time-dependent manufactured
solutions are provided in ﬁgure 5.3.
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Figure 5.3: The applied manufactured solution in the solution domain. (a) evolution of
velocity components, (b) evolution of temperature and pressure.
Similar to the veriﬁcation of the spatial accuracy, the solution is applied to the govern-
ing equations leading to non-zero source terms in the momentum and energy equations.
No source term appears in the continuity equation. For this analysis, the time step is
gradually increased from ∆t = 2 ·10−3s to ∆t = 2.5 ·10−2s by a factor of two and the time
solution domain is selected as [0, 1]. The spatial domain is taken from the steady-state
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three-dimensional manufactured solution with 512 control volumes and Dirichlet boundary
conditions for all dependent variables.
Figure 5.4 shows a logarithmic scaled graph of the observed MAE’s as a function of
the time step size for the velocity magnitude and the temperature.
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Figure 5.4: Mean absolute error (MAE) as a function of time step size for the magnitude
velocity and temperature.
As it can be clearly observed in ﬁgure 5.4, the global errors decrease by a factor of
four with each halving of the time step, thus matching the theoretical second-order slope,
suggesting that the numerical approach is of second-order accuracy in time. This can be
observed for both, velocity and temperature.
Based on the ﬁndings in the spatial and temporal veriﬁcation studies it can be con-
cluded that the numerical solution procedure to solve heat and ﬂuid ﬂow with constant
physical properties is adequately veriﬁed. It is therefore most likely that the numerical
algorithm is free of programming errors that aﬀect the order-of-accuracy and can therefore
be used for further benchmark and validation studies.
5.2 Solution procedure for variable density flows
A time-dependent, one-dimensional manufactured solution is selected to verify the nu-
merical procedure for thermo-ﬂuid ﬂows with variable physical properties as presented in
section 4.2.2. The manufactured solution used for this purpose is taken from [216]. As
already mentioned above, a manufactured solution is not necessarily related to a physical
problem, however, the manufactured solution utilized here mimics a binary mixing of two
miscible ﬂuids with large density ratio. It therefore represents some relevant ﬂow features
of variable-density ﬂows with strong density variation typically of those encountered in
ﬂows under supercritical conditions. Hence, it may also give some insights into the behav-
ior of the numerical solution procedure, when applied to such ﬂow situations of interest.
The relating solutions are given as
Ux = 2k2exp (−k1t) ρ0 − ρ1
ρ
(
uˆx
uˆ2 + 1
+
(k1/k2 − 1) (arctan (uˆ)− π/4)
ω0exp (−k2t)
)
,
h =
exp (−k1t)− cosh (ω0xexp (−k2t))
exp (−k1t) (1− ρ0/ρ1)− cosh (ω0xexp (−k2t)) ,
ρ =
(
h
ρ1
+
1− h
ρ0
)−1
, (5.4)
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where uˆ = exp (ω0xexp (−k2t)) and ω0 = 50, k1 = 4, k2 = 2, ρ0 = 10, ρ1 = 1 are constant
parameters. x is the spatial coordinate and t the time. In this manufactured solution, the
sensible enthalpy h ranges from 0 to 1, similar to a mixture fraction variable. The solution
domain for the veriﬁcation study is selected as 0 ≤ x ≤ 1 and 0 ≤ t ≤ 0.1.
The solution is applied to the governing equations of turbulent heat and ﬂuid ﬂow with
variable physical properties (see section 4.2.2) with µ = λcp = 0.03 and ρgi = 0, leading
to a non-zero source term Sh 6= 0 in the enthalpy equation. No source term appears
in the continuity equation since the manufactured solution satisﬁes mass conservation
(Sρ = 0). Furthermore, as pointed out in [216], no source term is speciﬁed in the mo-
mentum equation. Instead the pressure gradient is allowed to compensate the momentum
transport in order to satisfy the momentum equation with a zero source term Su = 0. The
spatio-temporal evolution of the manufactured solution is depicted in ﬁgure 5.5, where the
distribution of the velocity, the sensible enthalpy, the density and the distribution of Sh
for diﬀerent time instances are shown.
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Figure 5.5: Spatio-temporal evolution of the time-dependent, one-dimensional manufac-
tured solution.
A spatial grid-reﬁnement study has been carried out to assess the convergence rate
of the spatial accuracy of the low Mach-number solution procedure. For this purpose, a
set of eight numerical grids with equidistant cells are employed consisting of 16, 32, 64,
128, 256, 512, 1024 and 2048 control volumes, respectively. Thereby, a small time step
of ∆t = 1 · 10−5s is used in order to minimize the error contribution from the temporal
discretization. A separate temporal-reﬁnement study has been conducted using the second-
order implicit backward diﬀerencing scheme and the implicit method of Crank-Nicolson
for time integration, respectively. The numerical grid with 2048 control volumes is selected
in this study to ensure a small spatial error and the time step is gradually increased from
∆t = 1.953125 · 10−4s up to ∆t = 0.05s by a factor of two leading to a CFL-number
range from CFL = 0.1 to CFL = 50. Dirichlet boundary conditions are imposed for the
velocity and enthalpy at x = 0, while a zero Neumann condition is set for the mechanical
pressure. At x = 1, Dirichlet conditions are employed for the mechanical pressure and the
sensible enthalpy, and a zero Neumann condition is set for the velocity. All simulations
are initialized with the exact manufactured solution and solved iteratively with a small
convergence criterion.
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Regarding the analysis of the spatial accuracy, ﬁgure 5.6 shows a logarithmic scaled
graph of the observed MAE’s for the velocity and sensible enthalpy as a function of the
number of control volumes. Dashed lines represents the expected second-order convergence
rate of the numerical procedure.
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Figure 5.6: Mean absolute errors of velocity and enthalpy as a function of mesh size.
As it can be clearly observed in ﬁgure 5.6, the MAE drops by a factor of four with each
halving of the grid size, thus verifying the theoretical second-order accuracy in space. This
holds true for both, sensible enthalpy and velocity, which conﬁrms that the discretized bal-
ance equations, as implemented in the source code, are solved consistently to the respective
order-of-accuracy of the spatial discretization method.
Next, results of the temporal-reﬁnement study are provided in ﬁgure 5.7. The dashed
lines represents a convergence rate of second-order accuracy and dotted lines a ﬁrst-order
accuracy convergence rate.
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Figure 5.7: MAE for the velocity and enthalpy in respect to time step size. Comparison
of the backward and Crank-Nicholson methods of OpenFOAM. (grid size: 2048 CVs)
Apparently in ﬁgure 5.7, the MAE of the implicit Crank-Nicolson method drops by
a factor of four with each halving of the time step size, suggesting a time integration of
second-order accuracy. However, it can be clearly seen that the error reduction stagnates
for small time steps. This is due to the error contribution from the spatial discretization.
Thereby, in the case of small time step sizes, the error contribution from the spatial
discretization exceeds the temporal error contribution. Consequently, the MAE converge
towards the spatial error, which is consistent with the ﬁndings in ﬁgure 5.6 and conﬁrms
that the implementation of this time integration scheme is second-order accurate.
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In the case of the second-oder implicit backward-diﬀerencing scheme, the MAE drops
only by a factor of two with each halving of the time step size, corresponding to a ﬁrst-
order time integration for more or less all time step sizes under consideration. As already
mentioned above, the implicit backward-diﬀerencing approximation in equation 4.24 re-
quires the value of the dependent variables at the time level t−∆t, which is generally not
known in the ﬁrst time step of a simulation. In the implementation of OpenFOAM this
value is calculated using the implicit Euler method with ﬁrst-order accuracy. Therefore,
the present second-order implicit backward-diﬀerencing scheme is formally a ﬁrst-order
approximation when dealing with initial value problems (see ﬁgure 5.7). However, it be-
comes second-order accurate after the ﬁrst time step or in cases in which the value of
the dependent variables at the time level t − ∆t are known. This is usually the case in
stationary heat and ﬂuid ﬂow problems, exclusively analyzed in this work. The second-
order implicit backward-diﬀerencing scheme is therefore used in the present work due to
the relatively low computational cost of this scheme and at the same time high numerical
stability, even though it is formally a ﬁrst-order time integration scheme.
Based on the ﬁndings in the veriﬁcation study, it can be concluded that the numer-
ical solution procedure to solve heat and ﬂuid ﬂow with variable physical properties is
adequately veriﬁed. It is therefore most likely that the numerical algorithm is free of
programming errors that aﬀect the order of accuracy and, consequently, can be used for
further benchmark and validation studies.
5.3 Efficiency, robustness and parallel scaling
In order to demonstrate the eﬃciency and robustness of the numerical solution procedures
applied in the present study to solve ﬂuid ﬂow with constant and variable properties, two
diﬀerent benchmark problems are selected. The ﬁrst test problem is the viscous Taylor-
Green vortex ﬂow at Re = 1600, which is used to study the dissipation characteristics
and the computational cost of the solution procedure for ﬂuid ﬂow with constant physical
properties. Thereby, results are compared with the standard solution procedure for con-
stant density ﬂows available in the OpenFOAM framework, called pisoFOAM. The second
test problem is an one-dimensional convected density step, which is selected to demon-
strate the numerical stability improvements by means of the low Mach-number approach
in comparison to the standard all Mach-number approach available in OpenFOAM, called
rhoPimpleFoam. Finally, the parallel scaling characteristic of both solution procedures
are addressed at the end of this section to complete the code veriﬁcation and performance
analysis.
Viscous Taylor-Green vortex flow at Re = 1600
The viscous Taylor-Green vortex ﬂow at Re = 1600 is aimed to study the dissipation
characteristic and the computational cost of the solution procedure for ﬂuid ﬂow with
constant physical properties as presented in section 4.2.1. It is deﬁned by the simple
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Figure 5.9: Comparison of the present solution procedure with the standard OpenFOAM
PISO approach. (a) evolution of the kinetic energy and (b) dissipation rate of the kinetic
energy integrated over the solution domain as a function of time. Reference DNS dataset
of [234] with 5123 grid cells.
It can be observed in ﬁgure 5.9, as expected the projection method applied with the
second-order explicit Runge-Kutta time integration scheme compares much better against
the DNS reference than the standard OpenFOAM PISO approach. This holds true for
both, the evolution of kinetic energy and the corresponding dissipation rate for all grid
resolutions under consideration. To note that the standard OpenFOAM PISO approach
has dissipated a signiﬁcant portion of kinetic energy within the ﬁrst ﬁve characteristic con-
vective time scales, especially in the case of coarse grid resolution, even though turbulent
scales are relatively large in this time interval. In contrast, the present projection method
almost fully conserves the kinetic energy for all grid sizes under consideration. Therefore,
it can be concluded that the projection method applied with the second-order explicit
Runge-Kutta time integration scheme has a relatively low level of numerical dissipation.
Moreover, it was observed that the computational cost of the present approach is about
25%− 50% lower than the standard OpenFOAM PISO approach. The projection method
applied with the three-stages explicit Runge-Kutta time integration is therefore used in
the present work to solve heat and ﬂuid ﬂow with constant physical properties instead of
the standard OpenFOAM PISO approach.
One-dimensional convected density step
The numerical conﬁguration with an inﬁnitively sharp density step by pure convection is
often employed to study the stability of numerical schemes, see e.g. [124, 191]. This generic
benchmark test case is therefore used in the present work to demonstrate the improvements
in the numerical stability of the low Mach-number solution procedure in comparison to
the standard all Mach-number approach available in the OpenFOAM framework (rhoPim-
pleFoam), especially to handle ﬂow situations with strongly varying physical properties.
Such ﬂow conditions are often encountered in supercritical ﬂows where pseudo-boiling
takes place. It is therefore of profound importance for the present work, that the proposed
numerical solution procedure is able to handle such ﬂow conditions.
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Comparing the temporal evolution of density, it appears that the results obtained by
the low Mach-number approach are very close to the exact solution, except the unavoid-
able ﬂattening of the very sharp step because of limitations in the spatial resolution. In
contrast, the all Mach-number approach available in the standard OpenFOAM framework
is not able to predict the density proﬁles properly. Two issues within the standard Open-
FOAM approach are clearly visible. First, the position of the step is signiﬁcantly delayed
compared to the exact solution. Secondly, predicted density proﬁles tend to smear out
towards the region of lower density. The reason for such an unphysical behavior becomes
clearer by examining the evolution of the predicted velocity. Here, the exact solution would
be a constant velocity of Ux = 1m/s. However, due to the numerical diﬀusion an addi-
tional momentum ﬂux is numerically introduced, which must be balance by the pressure
correction in order to satisfy mass conservation [124]. This artiﬁcial momentum ﬂux leads
to unphysical velocities, which should decay since the density step becomes increasingly
resolved during the simulation. As it can be seen in ﬁgure 5.11 (a), the low Mach-number
approach converges towards the exact solution during the simulation, with maximal veloc-
ity deviation of ∼ 5% in the ﬁrst time steps. It provides therefore an acceptable solution
for such ﬂow conditions. In contrast, predicted velocities by the standard OpenFOAM all
Mach number approach deviate signiﬁcantly from the exact solution. Especially in the
ﬁrst time steps, the velocity overshoots more than 30%. Furthermore, the error in the
velocity ﬁeld does not decrease during the simulation.
The one-dimensional convected density step benchmark test case clearly demonstrates
the improvements in the numerical stability of the low Mach-number solution procedure
in comparison to the standard all Mach-number approach available in the OpenFOAM
framework to handle ﬂow situations with strongly varying physical properties. From this
it is obvious that the low Mach-number approach as described in section 4.2.2 is utilized
in the further studies to solve DNS and LES of sub- and supercritical ﬂows with heat
transfer.
Parallel scaling
Despite the improvements in the eﬃciency of the numerical solution algorithms, the nu-
merical simulations of DNS and LES of sub- and supercritical ﬂows carried out in the
present study are still very demanding with respect to computing power and memory
capacity. Consequently, parallel computing is exploited to further reduce the required
computing time signiﬁcantly. In this respect, it is important to verify the parallel scaling
of the added solution procedures to solve heat transport and ﬂuid ﬂow with constant and
variable physical properties within the OpenFOAM framework.
As described in [76], OpenFOAM employs domain decomposition and can be applied
with several MPI libraries, such as those optimized for particular hardware platforms
used in high performance computers (e.g. IBM or Cray). Scaling of the current solution
procedures up to 480 CPUs have been evaluated on the Lichtenberg High Performance
Computer (HHLR) at the Technische Universita¨t Darmstadt for the phase 2 infrastructure.
Thereby, scaling of the code was measured using 2 million control volumes applying strong
scaling test, which means that the code performance was evaluated for a constant problem
size and increasing number of cores. A problem size of 2 million control volume is selected
since it represents a typical number of control volumes of LES in the present study. The
obtained results from the scaling test for both solution procedures with constant and
variable physical properties are depicted in ﬁgure 5.12. Thereby, the relative computing
time is normalized based on the value for 15 CPUs.
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Figure 5.12: Computational speed-up for both solution procedures on the Lichtenberg
high performance computer of the Technische Universita¨t Darmstadt. (normalized to 15
processors).
As it can be seen in ﬁgure 5.12, both solution procedures exhibit a nearly ideal scaling
up to 15000 control volumes per processor, which corresponds to a total number of 120
processors for a grid size of 2 million control volumes. Notice that the maximal reasonable
number of processors depends on the total number of control volumes and the respective
hardware used. However, it turned out that the code is able to exploit the full capacity
of the Lichtenberg high performance computer, when using ∼ 15000 control volumes per
processor. This also holds true for grid sizes larger than 2 million cells.
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Chapter 6
Code Validation
In this chapter the validity of the numerical methods and LES modeling approaches as de-
scribed and veriﬁed in the previous chapters are established. In brief, the term validation
describes the process of quantifying the physics modeling accuracy of the computational
simulation by comparing with experimental data [167]. It therefore provides evidence of
how accurately the computational model simulates the real world and addresses the ques-
tion whether or not the computational method satisﬁes the acceptable accuracy criteria
requirements.
Generally, in code validation studies, the ability of a numerical model to simulate a
real world physical process or a set of processes is quantitatively determined. In this
context, the real world is traditionally restricted to be only measured quantities in a
physical experiment [5]. This assumes that (1) the validation experiments are executed
correctly and (2) presupposes that appropriate experimental data for validation purpose
are available. However, it is worth mentioning that both is often not the case. The
limitations of present measurement techniques, especially in turbulent near-wall ﬂows and
ﬂuid ﬂow with variable physical properties where steep gradients, small turbulent ﬂow
scales and extreme thermodynamic operating conditions make reliable measurements very
diﬃcult. Besides, several experiments are not well designed to provide true validation data,
which means that they do not measure all the relevant physical data as well as initial and
boundary conditions that are required to perform a meaningful code and model validation
study.
Even though, the code validation process is usually restricted to a comparison with
experimental data, in the present work highly accurate numerical solutions from DNS
studies are also considered in order to validate the code and the utilized models, in case
reliable experimental data is not available. In this way the reference DNS can be seen as
a numerical experiment without any physical modeling error, although this is not true in
most cases.
The present code and model validation study is divided into three parts. First, the
validity of the solution procedure for ﬂows with constant physical properties is established
by means of DNS of passive heat transport in a turbulent channel ﬂow at Reτ = 180. Then,
DNS of a strongly heated turbulent air ﬂow in a vertical pipe at Reτ = 180 were conducted
in order to validate the solution procedure for ﬂows with variable physical properties.
Finally, LES of a turbulent heated annulus ﬂow of CO2 at supercritical pressure and at
Reb = 8900 were carried out to assess the prediction accuracy of the low-Mach number
approach under supercritical thermodynamic conditions.
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6.1 DNS of turbulent channel flow with passive heat trans-
port
In order to establish the validity of the solution procedure for ﬂows with constant physical
properties, a DNS of fully developed turbulent channel ﬂow with heated walls has been
carried out at a Reynolds number of Reτ = 180 based on the friction velocity and with
a molecular Prandtl number of Pr = 0.71. Thereby, buoyancy eﬀects are not taken into
account, and the temperature is treated as a passive scalar. This conﬁguration is selected
since it features a wall-bounded turbulent ﬂow with heat transfer as encountered in various
engineering applications like plate heat exchangers or other cooling/heating devices, where
the change in physical properties can be often neglected. To compare the present DNS
results, laser-Doppler measurements of Niederschulte et al. [165] and reference DNS data
of Kawamura et al. [109] are utilized.
6.1.1 Numerical setup
A schematic of the ﬂow domain is provided in ﬁgure 6.1, where: (a) depicts an isometric
view of the channel conﬁguration; (b) the view along the z-axis (ﬂow direction); and (c)
the view along the x-axis (front view). δ denotes half the height of the channel. Notice
that only the heat transport within the ﬂow ﬁeld region is numerically investigated, while
the heat conduction inside the solid wall is not considered.
(a)
(b)
(c)
Figure 6.1: Schematic of the ﬂow domain. (a) isometric view; (b) view along z-axis; (c)
view along x-axis. δ denotes half the height of the channel.
In line with the reference DNS of [109], the computational domain has a length of 6.4δ
and an extent in the span-wise direction of 3.2δ. Thereby, the numerical grid equals the
grid used in [109] with 128×66×128 grid points in span-wise, wall-normal and stream-wise
directions, respectively. The near-wall region is reﬁned in order to fully resolve the small
ﬂow structures in the vicinity of the solid wall.
An isotropic turbulent velocity ﬁeld is used to initialize the channel ﬂow simulation.
Therefore, a random velocity ﬁeld Ω is generated in a channel with equally spaced grid,
which has a zero mean velocity by construction. In order to fulﬁll the continuity equation
in Fourier space, the random ﬁeld is cross-multiplied with the wavenumber vector ~κ and
re-scaled. In the next step, the autocorrelation spectrum
E (~κ) = Ea
( |~κ|
κ0
)4
e−2(|~κ|/κ0)
2
, (6.1)
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similar to that found in [256], is imposed on each component of the random velocity ﬁeld.
Subsequently the resulting random ﬂow ﬁeld ~U∗ is multiplied with a random phase n and
inverse Fourier transformation F (κ)−1 is carried out leading to an initial ﬂuctuation ﬁeld
of
~u′ = F (κ)−1
[
cos(2πn) · ~U∗ + i · sin(2πn) · ~U∗
]
, (6.2)
where i is the imaginary unit. Afterwards, ~u′ is linearly interpolated onto the non-
equidistant grid and is set to zero at the channel wall. Finally, in order to ensure fully
developed ﬂow, a cyclic time of ten ﬂow through the domain is used before averaging is
started.
Periodic boundary conditions are applied in the stream-wise and span-wise directions
for the velocity and temperature. At the channel walls, no-slip condition is set for the
velocity and a zero Neumann conditions for the kinematic pressure. For temperature,
a constant wall temperature of Tw = 500K is imposed. The pressure and temperature
gradient, which drive the heat and ﬂuid ﬂow, are adjusted dynamically to maintain a
constant mass ﬂux and mean mixed temperature, respectively. For this purpose, a source
term is added to the momentum and energy equations (see [121]).
6.1.2 Results
Figure 6.3 shows the predicted mean and rms values of the velocity as a function of
the non-dimensional wall distance y+. For comparison, laser-Doppler measurements of
Niederschulte et al. [165] and reference DNS data of Kawamura et al. [109] are utilized.
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Figure 6.2: Mean (a) and rms (b) velocities as a function of the non-dimensional wall
distance y+. Comparison of simulation results with measurements of [165] and DNS data
of [109].
Apparently in ﬁgure 6.2, predicted mean and rms velocities agree quite well with both
the reference DNS dataset and measurements. The characteristic viscous sublayer region
(y+ < 5), the buﬀer layer region (5 < y+ < 30) as well as the log-law region (y+ > 30) are
well retrieved, which holds true for mean and rms velocities.
Predicted non-dimensional mean and rms temperature proﬁles are shown in ﬁgure 6.3
(a) and (b), respectively. The non-dimensional temperature is deﬁned as θ+ = (Tw−T )/Tτ ,
where Tτ = qw/(ρcpuτ ) is the friction temperature and qw = 1180K/m is the heat ﬂux
from both walls. Notice that results of mean and rms temperatures are only compared
with the DNS dataset of [109] since no experimental data is available.
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Figure 6.3: Non-dimensional mean (a) and rms (b) temperatures as a function of the
non-dimensional wall distance y+. Comparison of simulation results with reference data
of [109].
Similar to ﬁrst and second order statistical moments of the velocity ﬁeld, predicted
proﬁles of non-dimensional mean and rms temperatures are very close to the reference DNS
dataset. The logarithmic, the wake and the near-wall region as well as the characteristic
peak of temperature variance in the vicinity of the wall at y+ ∼ 20 are well retrieved by
the present numerical approach.
Finally, the prediction accuracy of turbulent thermo-ﬂuid processes are analyzed by
means of the evolution of turbulent kinetic energy and temperature variance in ﬁgure 6.4.
Thereby, the budget terms of the turbulent kinetic energy are normalized by ν/u4τ and
budget terms of temperature variance by ν/
(
u2τT
2
τ
)
. The predictions are only compared
with the DNS of [109] since reliable experimental data is not available in literature.
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Figure 6.4: Normalized budget terms of turbulent kinetic energy (a) and temperature
variance (b). Comparison of simulation results from the present DNS with reference data
of [109].
The predicted balances of budget terms of turbulent kinetic energy and temperature
variance are very close to the reference DNS data. Furthermore, it can be seen that tur-
bulent thermo-ﬂuid processes within the heated channel ﬂow are dominated by near-wall
eﬀects rather than free-stream turbulence, which are well captured by the present numer-
ical method. This establishes the validity of the present DNS results and conﬁrms that
the numerical methods applied are appropriate to describe heat and ﬂuid ﬂow statistics
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along with thermo-ﬂuid processes for wall-bounded turbulent ﬂows with constant physical
properties and can therefore be used for further investigation studies.
6.2 DNS of strongly heated turbulent air flow in a vertical
pipe
In various engineering applications with heat transfer, strong temperature diﬀerences oc-
cur, e.g. in exhaust gas systems or gas turbine engines. In such cases, thermodynamic
and transport properties change strongly and a numerical approach based on constant
thermo-physical properties is no longer justiﬁable. Regarding ﬂows with negligible com-
pressibility eﬀects (Ma < 0.3) a low-Mach number approach as described in section 4.2.2
can be applied. The validity of the present low-Mach number approach is established in
this section. For this purpose, DNS of a strongly heated turbulent air ﬂow in a vertical pipe
with constant wall heat ﬂux have been carried out and simulation results are compared
with measurements of [214] and DNS data of [14].
6.2.1 Numerical setup
A schematic of the strongly heated vertical pipe ﬂow conﬁguration is shown in ﬁgure 6.5,
where (a) depicts an isometric view; (b) the view along the ﬂow direction; and (c) the
view along the radial direction. D denotes the diameter of the pipe.
(a)
(b)
(c)
Figure 6.5: Schematic of the heated pipe ﬂow domain. (a) isometric view; (b) view along
x-axis; (c) view along r-axis. D denotes the inner diameter of the pipe.
In the test section, fully developed turbulent ﬂow of dry air (Re = 6000, T0 = 298.15K,
p = 0.1MPa) enters a DN-25 pipe (D = 0.0272m, L = 30D) and is heated up after an
entrance length of 5D. The heated pipe region has a length of 25D with a constant wall
heat ﬂux of qw = 4.11kW/m
2. In line with the DNS study of [14], air is treated in the
current DNS study as an ideal gas using the ideal gas equation. Other thermo-physical
properties are obtained by means of power laws in the temperature as described in [14].
A block-structured numerical grid is used to discretize the pipe ﬂow domain. It consists
of approximately 28 million control volumes, equivalent to 74× 234× 1600 grid points in
radial r, circumferential ω and axial x directions, respectively. The near-wall region is
reﬁned in order to fully resolve the small turbulence scales in the vicinity of the wall.
At the pipe wall, a no-slip condition is set for the velocity and a zero Neumann
conditions for the pressure. In the case of temperature, a constant wall heat ﬂux of
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qw =
λ
cp
∂h
∂r
∣∣
r=R
= 4.11kW/m2 is imposed at the heated wall while a zero temperature gra-
dient condition is set at the adiabatic wall. In order to obtain realistic inﬂow turbulence,
the velocity ﬁeld is extracted for each time step at the x = 5D plane downstream of the
inlet and used to prescribe the velocity ﬁeld at the inﬂow plane. At the outlet, a convec-
tive boundary condition is used for the velocity to maintain the overall mass conservation,
while the pressure is set to a constant value.
In order to avoid uncertainties caused by the initial solution, a fully developed turbu-
lent temperature and velocity ﬁelds are generated by means of a separate LES, which is
interpolated on the numerical grid of the DNS. Afterwards, one ﬂow through the domain
is solved before averaging of the DNS results is started.
6.2.2 Results
A comparison of predicted mean temperature and velocity proﬁles with hot wire measure-
ments of [214] and DNS results of [14] is depicted in ﬁgure 6.7 (a) and (b), respectively.
Thereby, the temperature T is normalized by the inﬂow temperature T0 and the velocity
by the local bulk velocity Ub.
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Figure 6.6: Comparison of radial mean temperature and velocity proﬁles with hot wire
measurements of [214] and DNS results of [14] at x/D=8.2, 13.7, 19.2, 24.9.
The mean temperature and velocity proﬁles agree well with the hot wire measurements
and also with the reference DNS dataset. This holds true for all axial locations and over
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the entire radius, which conﬁrms that the present approach is able to provide reliable
predictions for the conﬁguration of strongly heated pipe ﬂow.
Further validation of the present DNS results regarding the prediction of turbulent
kinetic energy and axial heat ﬂuxes is given in ﬁgure 6.7 (a) and (b), respectively. The
turbulent kinetic energy is non-dimensionalized by means of the local ﬂuid density at the
wall ρw and the local friction velocity uτ , and the turbulent axial heat ﬂux by the wall
heat ﬂux qw. Results are exclusively compared with DNS data since no experimental data
is available.
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Figure 6.7: Comparison of turbulent kinetic energy and axial turbulent heat ﬂuxes with
DNS results of [14] at x/D=8.2, 13.7, 19.2, 24.9.
Similar to mean statistics, turbulent kinetic energy and axial turbulent heat ﬂux agree
well with the reference DNS data, also close to heated walls. Therefore, it can be concluded
that the numerical methods applied are appropriate to describe turbulent wall-bounded
ﬂows with heat transport and variable thermo-physical properties in order to use for further
investigations.
6.3 LES of heated carbon dioxide flow in an annulus at su-
percritical pressure
In this section, the low-Mach number approach is evaluated for wall-bounded ﬂows at
supercritical thermodynamic conditions. For this purpose, LES of heated carbon dioxide
ﬂow at supercritical pressure in an annulus at Reb = 8900 (based on bulk velocity and
hydraulic diameter) has been carried out. Since experimental data are not available for this
speciﬁc ﬂow conﬁguration, simulation results are solely compared with the DNS dataset
of [15, 13].
This annulus ﬂow conﬁguration is especially selected since it features very complex
turbulent heat transport phenomena along with pseudo-boiling eﬀects which are relevant
in particular to supercritical carbon dioxide heat pumps, supercritical water-cooled nuclear
reactors and other heating/energy applications with working ﬂuids under supercritical
thermodynamic conditions.
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6.3.1 Numerical setup
An illustration of the heated supercritical annulus ﬂow conﬁguration is presented in ﬁgure
6.8, where (a) depicts an isometric view of half the annulus geometry; (b) the view along
the ﬂow direction x; and (c) the view along the radial direction r. δ denotes the channel
half width of the concentric annulus, which is selected as δ = 0.5mm according to the
DNS study of [15].
(a)
(b)
(c)
Figure 6.8: Schematic of the turbulent heated annulus ﬂow at supercritical pressure. (a)
isometric view; (b) view along x-axis; (c) view along r-axis. δ denotes the channel half
width selected as δ = 0.5mm.
In this test case, a fully-developed stream of carbon dioxide at supercritical pressure
(T = 301.15K < Tc, p = pref = 8MPa > pc, Reb = 8900) ﬂows inside a concentric
annulus with an inner-to-outer wall radius ratio of ri/ro = 0.5 and an hydraulic diameter
of Dh = 4δ = 2mm. After an entrance length of 5πδ with adiabatic walls, the stream of
carbon dioxide is heated up at the inner side of the concentric annulus with a constant
wall heat ﬂux of qw = 61.74kW/m
2. Due to the resulting temperature conditions T∞ <
Tc < Tw, carbon dioxide cross its critical temperature within the thin boundary layer of
the turbulent annulus ﬂow and pseudo-boiling takes place. Thereby the density among
other thermo-physical properties undergo a transition from a liquid-like to a vapor-like
character while the ﬂuid is subject to a strong acceleration in ﬂow direction at the same
time.
The computational domain applied in the LES study has a total length of 35πδ and
a height of 2δ. In accordance with the DNS of [15], only one quarter sector of the fully
cross section is considered. In order to perform a grid sensitivity analysis of the LES, three
diﬀerent block-structured numerical grids with 851760, 1752408 and 3412578 control vol-
umes are employed in the validation study. The numerical grids are reﬁned in the near wall
regions to ensure that the small turbulence scales and steep gradients of thermodynamic
properties in the vicinity of the wall are fully resolved.
For the subgrid-scale modeling of the momentum transport, the WALE model is em-
ployed with a classical constant of CW = 0.5. For the subgrid-scale heat ﬂux, the eddy
diﬀusivity model is utilized. Thereby, a turbulent Prandtl number of Prsgs = 1 is selected
in the present study.
In line with the reference DNS study of [15], a look-up table method is employed
to compute the thermodynamic and ﬂuid transport properties of carbon dioxide during
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the simulation. The thermodynamic database is generated by the computer program
PROPATH Ver.13.1 [80]. Thereby, the tabulated thermodynamic and ﬂuid transport
properties are interpolated with a linear interpolation by using the local temperature T
and the constant reference pressure pth, e.g. for the molecular viscosity µ = µ(T, pth). A
comparison of the generated thermodynamic table by means of PROPATH Ver.13.1 with
reference data from NIST [134] is provided in ﬁgure 6.9.
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Figure 6.9: Comparison of the generated thermodynamic database from PROPATH [80]
with reference data from NIST [134]. (a) mass density ρ and isobaric heat capacity cp; (b)
speciﬁc sensible enthalpy h, thermal conductivity λ and molecular viscosity µ.
Apparently in ﬁgure 6.9, values of mass density, isobaric heat capacity and speciﬁc
enthalpy generated by means of PROPATH are in excellent agreement with the refer-
ence dataset from NIST. However, discrepancies appear in the case of predicted transport
properties especially in the case of thermal conductivity. These discrepancies are most
notable where the thermo-physical properties undergo a transition from vapor- to liquid-
like character (300K < T < 315K) as well as at the region of dense ﬂuid properties
(T < 300K). Notwithstanding these discrepancies, the PROPATH database is used in the
present validation study for the sake of consistency with the reference DNS study of [15].
Regarding the boundary conditions, no-slip condition is set at the walls for each velocity
component and a zero Neumann condition for the mechanical pressure. At the heated wall,
a constant heat ﬂux conditions is imposed as qw =
λ
cp
∂h
∂r
∣∣
r=2δ
= 61.74kW/m2 and a zero
temperature gradient condition is speciﬁed at the unheated walls. In order to obtain
realistic inﬂow turbulence, the velocity ﬁeld is extracted for each time step at the x = 5πδ
plane downstream of the inlet and used to prescribe the velocity ﬁeld at the inﬂow plane.
At the outlet, a convective boundary condition is utilized for the velocity to maintain the
overall mass conservation, while the kinematic pressure is set to a constant value. Periodic
boundary conditions are used in the circumferential direction.
In order to avoid uncertainties caused by the initial solution, three ﬂows through the
domain are simulated before averaging is started. In addition, results from the coarse grid
are used to initialize the velocity and enthalpy ﬁelds of the subsequent ﬁner grids.
6.3.2 Results
To start with the features of the ﬂow ﬁeld, ﬁgure 6.10 shows the evolution of (a) mean axial
velocity and (b) turbulent kinetic energy proﬁles at various locations of the heated wall
region (x/δ = 25, 45, 65, 85) and at the isothermal inﬂow region (x/δ = 0). Mean velocity
proﬁles are normalized using the local bulk velocity Ub while proﬁles of the turbulent
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kinetic energy are normalized by means of the density ρ0 and velocity U0 at the inﬂow.
The DNS data of [15, 13] are utilized to evaluate the LES results.
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Figure 6.10: Predicted radial proﬁles of (a) mean axial velocity and (b) turbulent kinetic
energy at x/δ = 0, 25, 45, 65, 85. Comparison of LES results with DNS data of [15, 13].
Results are normalized by means of local bulk velocity Ub and values of density ρ0 and
velocity U0 at the inﬂow.
Regarding mean velocity proﬁles, it can be clearly observed in ﬁgure 6.10 (a), that
the ﬂow is locally accelerated near the heated wall, due to thermal expansion caused by
pseudo-boiling eﬀects. This leads to asymmetric velocity proﬁles as the ﬂow progresses
downstream. Thereby, peak values of turbulent kinetic energy in the vicinity of the heated
wall are damped (see ﬁgure 6.10 (b)). Both, asymmetric velocity proﬁles and damping of
turbulent kinetic energy in the vicinity of the heated wall are well retrieved by the LES.
This behavior is observed almost for all grid resolutions under consideration.
Next, the stream-wise turbulent heat ﬂuxes obtained from the LES simulations are
compared with DNS results at stream-wise locations x/δ = 20 and x/δ = 60 in ﬁgure 6.11
(a) and (b), respectively. The turbulent axial heat ﬂuxes are non-dimensionalized by the
wall heat ﬂux qw.
As expected, axial turbulent heat ﬂux is very high at the heated wall, peaks in its
vicinity and decreases rapidly away from it. Thereby, peak values of ρu′′xh
′′ increase down-
stream. The physics of turbulent heat transfer are well retrieved by the LES. The observed
results are very close to the DNS data with slight inﬂuence of the spatial resolution.
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Figure 6.11: Comparison of axial turbulent heat ﬂuxes with DNS results of [15, 13] at
x/δ = 20 and x/δ = 60. Values are normalized by the constant wall heat ﬂux qw.
Finally, the distributions of predicted local Nusselt numbers and wall temperature
along the heated inner wall of the annulus ﬂow are compared with DNS in ﬁgure 6.12 (a)
and (b), respectively. Thereby the local Nusselt number is calculated as Nu = hiDh/λ0,
where hi is the convective heat transfer coeﬃcient at the heated wall [15].
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Figure 6.12: Distributions of local Nusselt number (left) and wall temperature (right)
along the heated inner wall. Comparison of LES predictions with DNS data of [15, 13].
As it can be seen in ﬁgure 6.12, the distributions of local Nusselt number and wall
temperature show similar trend to the reference DNS dataset. However, discrepancies in
the Nusselt number and wall temperature occur in the range of 20 < x/δ < 60, which can
be attributed to the limitations of spatial resolution. Nevertheless, the overall physics are
well reproduced by the LES. Thus, it can be concluded that the numerical methods and
models applied to describe turbulent wall-bounded ﬂows with heat transport and variable
thermo-physical properties under supercritical thermodynamic conditions are appropriate,
suggesting its applicability for further numerical investigations.
89
PART III: IRREVERSIBILITY
ANALYSIS USING DNS
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Chapter 7
Irreversibilities in a 45◦-inclined
impingement jet on a heated plate
The numerical methods to predict turbulent heat transport with constant physical prop-
erties as presented and validated in part II of this thesis are utilized now to investigate
near-wall thermal transport processes and entropy production mechanisms in a subcritical
45◦-inclined impinging jet on a heated solid surface using DNS. This speciﬁc conﬁguration
is selected since it features very interesting heat and ﬂuid ﬂow properties and is of practical
relevance in cooling arrangements for gas turbines or electronic components. It allows to
reduce the size of such heat transfer equipments.
The objectives of the DNS study are to analyze the complex mechanisms of turbu-
lent heat transport in the vicinity of an inclined impinged wall and to determine the
causes of irreversibilities that are responsible for the reduction of performance of impinge-
ment cooling applications. In this respect a comprehensive experimental and numerical
database including entropy production rates for validation purpose were made available
by the author in [E4], [E7]. In the following sections, the main ﬁndings of this numerical
investigations are outlined.
7.1 Description of the test case
A schematic of the inclined impinging jet conﬁguration is provided in ﬁgure 7.1, where (a)
depicts an isometric view; (b) the view along the y-axis; and (c) the top view, including a
detailed view of the turbulence generating grid after the contraction nozzle.
In the test bench, dry air (T0 = 290K, p = 1atm) enters a settling chamber and
streams through honeycombs followed by two screens in order to homogenize the ﬂow.
Then, the homogeneous ﬂow is accelerated by means of a contraction and, before exiting,
encounters a perforated plate that serves as a turbulence generating grid. Finally, the
generated turbulent air stream (Re = 5000 based on the nozzle exit diameter, turbulence
intensity ∼ 10%) leaves the nozzle and impinges on a 45◦-inclined heated wall, which has a
constant wall temperature of TW = 330K. At the impinged wall, the main ﬂow is divided
into two opposed jet streams directed outward along the solid wall and heated up.
In order to validate the DNS results, measurements of the ﬂow ﬁeld using planar two-
component particle image velocimetry (PIV) have been carried out. For this purpose, a
frequency double-pulsed neodymium yttrium vanadate laser (Nd : Y V O4, λ = 532nm,
4.0 mJ/pulse, pulse separation 100µs, Edgewave IS 4II-DE (EdgeWave GmbH, Wu¨rselen,
Germany)) was applied to illuminate aluminum oxide particle (d ∼ 1µm) that were seeded
into the ﬂow. Mie-scattering from the particles was recorded with a digital complementary
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(a) (b) (c)
Figure 7.4: Instances of: (a) time-averaged velocity magnitude |v| at the mid-plane section;
(b) iso-surfaces of the Q-criterion colored by the instantaneous velocity magnitude; and
(c) instantaneous values of the vorticity magnitude |ω| in the vicinity of the impinged wall.
of the main jet. Finally, the recirculation zone (V), which is enclosed by the compression
side of the impinged plate, the nozzle wall and the lower conﬁned surface. At this region,
the ﬂow is predominantly laminar. The resulting instances of the large-scale structures on
the impinged wall are shown in ﬁgure 7.4 (c). Here, it can be seen as well that coherent
ﬂuid ﬂow structures are extremely elongated at the stagnation region. Thereby, vortic-
ity appears small at the stagnation region with isolated stretched nests of concentrated
vorticity that are orientated in the ﬂow direction. Further downstream, vorticity becomes
circumferentially interconnected resulting in large ring structures of strong ﬂow circulation
that serve as precursors of large coherent turbulent eddies in the near wall region.
The mean and rms velocity components in wall-parallel direction are now analyzed in
ﬁgure 7.5. For comparison, the PIV measurements are also depicted.
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Figure 7.5: Mean (a) and rms (b) velocity wall-parallel components in wall-normal direc-
tion. Comparison of DNS results ( ) with PIV measurements (•).
Figure 7.5 (a) reveals clearly that the jet is separated into a primary stream in the ﬂow
direction and a smaller secondary one in the opposite direction, leading to two distinctive
wall-jets. This characteristic ﬂow pattern can be observed in both, the experimental
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investigation and the DNS study. Furthermore, measurements and numerical results are
very close to each other, which conﬁrms the validity of DNS results in terms of mean
ﬂow. Regarding rms velocities shown in ﬁgure 7.5 (b), it can be seen that the most
vigorous turbulent activity appears in the vicinity of the wall, associated with high rms
velocities that decline with increasing wall distance and remain approximately constant
for η/D > 0.2. Further, it is visible that rms velocities of the experiment and DNS diﬀer
in the near-wall region and close to the boundary of the PIV window (ζ/D = 1). As
reported in the experimental study [E4], these discrepancies are caused by reﬂections of
the laser light from the solid wall and low particle seeding density at the boundary of the
PIV window. This is usually negligible in measurements of mean velocities, however, it can
have a signiﬁcant inﬂuence on the measurement accuracy of rms velocities. Nevertheless,
deviations are fairly small and it can be concluded that the present DNS is appropriate to
describe the turbulent ﬂow ﬁeld within the impinging jet conﬁguration.
7.3.2 Near-wall thermal characteristics
After determining the general ﬂow features of the impinging jet, near-wall thermal charac-
teristics are analyzed now. At ﬁrst, the achieved results of mean and rms temperatures in
the vicinity of the wall are presented and discussed. Then budget terms of the turbulent
kinetic energy and temperature variance are examined to identify and quantify turbulent
transport phenomena that are not directly described by means of ﬁrst and second order
moments. Subsequently, heat ﬂuxes within the thermal boundary layer are investigated,
and deviations from isotropic behavior are pointed out. Finally, Nusselt numbers are
provided to complement the analysis of the near wall thermal characteristics.
First and second order thermal moments
Figure 7.6 (a) shows the normalized mean and rms temperature (Θ and ΘRMS) proﬁles
along the wall normal direction η/D, where the non-dimensional temperature is deﬁned as
Θ = (T −Tinlet)/ (Twall−Tinlet). The corresponding thermal boundary layer thickness δΘ
and the evolution of peak values of turbulent kinetic energy k and ΘRMS along the wall
parallel direction ζ/D are depicted in ﬁgure 7.6 (b), where δΘ is deﬁned as the distance
to the wall where Θ = 0.05.
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Figure 7.6: Mean Θ ( ) and rms temperature ΘRMS ( ) with respect to the wall distance
(a); thermal boundary layer thickness δΘ ( ), peak values of turbulent kinetic energy k
( ) and rms temperature ΘRMS ( ) along the wall parallel direction ζ/D (b).
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As expected, mean temperatures are high at the wall and decrease rapidly with increas-
ing distance to the wall (see blue lines in ﬁgure 7.6 (a)). Surprisingly, steepest wall-normal
temperature gradients associated with intense heat transfer occur at ζ/D = −0.15 and
not directly at the stagnation point, as is usually the case in jets impinging normally on a
heated surface (for a comparison, see, e.g., [83]). Away from ζ/D = −0.15, temperature
proﬁles enlarge, while at the same time, gradients tend to smear out. Regarding tempera-
ture ﬂuctuations (red lines in ﬁgure 7.6 (a)), high values of ΘRMS are concentrated in the
near-wall region with strong peaks situated close to the wall, closest at ζ/D = −0.15. In
line with the mean temperature, proﬁles of ΘRMS spread away from ζ/D = −0.15, while
peak values become shifted away from the wall. The peculiar behavior of this location for
the thermal transport within the 45◦-inclined impinging jet conﬁguration becomes clearer
by examining the variations of thermal boundary layer thickness δΘ and the evolution of
peak values of k and ΘRMS along the wall parallel direction in ﬁgure 7.6 (b). Here, it
can be seen that the minimum of δΘ appears not directly at the stagnation point as is
usually the case in jets impinging normally on a heated surface. Instead, the minimum of
δΘ is slightly shifted towards the compression side at ζ/D ≈ −0.15 and increases rapidly
away from it. Thereby, it is interesting to observe that the minimum of δΘ coincides with
the peak value of k and with a local minimum of ΘRMS . Obviously, turbulence-induced
mixing among other thermo-ﬂuid processes enhances the heat transfer at ζ/D ≈ −0.15,
resulting in a thinning of the thermal boundary layer, which is signiﬁcantly thinner than
at the stagnation point where k exhibits a local minimum.
Turbulent thermal processes
After examining mean and temperature variances, turbulent thermal transport phenom-
ena close to the impinged wall are investigated next. For this purpose, the evolution of
turbulent kinetic energy k = 1/2 〈U ′iU ′i〉 and temperature variance θ = 1/2 〈T ′T ′〉 are an-
alyzed, that read in the case of constant density ﬂuid ﬂow with convective passive heat
transfer [189]:
∂k
∂t
+ 〈Ui〉 ∂k
∂xi
= − 〈U ′iU ′j〉 ∂ 〈Ui〉∂xi︸ ︷︷ ︸
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︸ ︷︷ ︸
Tθ
. (7.2)
The ﬁrst and second terms on the left-hand side denote the local change and mean-ﬂow
convection of k and θ, respectively; P∗ represents the production, ǫ∗ the dissipation, D∗
the molecular diﬀusion and T∗ the turbulent diﬀusion of k and θ. Πtke is the pressure-
related diﬀusion term, which appears only in the evolution equation of k. Figure 7.7 shows
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proﬁles of the normalized budget terms of k and θ at the stagnation point (ζ/D = 0) and at
the location with smallest thermal boundary layer thickness (ζ/D = −0.15). The budget
terms of temperature variance are normalized by Uinlet ·(Twall − Tinlet)2 /D and the budget
terms of the turbulent kinetic energy by U3inlet/D.
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Figure 7.7: Normalized budget terms of θ (a) and k (b) along the wall-normal direction
at ζ/D = 0 and ζ/D = −0.15.
Regarding budget terms of θ as shown in ﬁgure 7.7 (a), the production, dissipation,
molecular diﬀusion and mean-ﬂow convection are the dominant terms, while turbulent dif-
fusion is relatively small. At the edge of the thermal boundary layer (η/D = δΘ/D ≈ 0.02),
negative mean-ﬂow convection dominates and transports excess temperature variance to-
wards the wall. Closer to the wall, the production term exhibits a strong peak situated
approximately at half the thermal boundary layer thickness, where ΘRMS is maximal as
well. Thereby, mean-ﬂow convection becomes positive, and the production is predomi-
nantly balanced by negative molecular diﬀusion and not by dissipation as is usually the
case in turbulent heat transfer in channel ﬂows or round jets (see, e.g., [109, 178]). Im-
mediately adjacent to the wall, production, turbulent diﬀusion and mean-ﬂow convection
vanish, and only molecular diﬀusion contributes to balance the high dissipation term. A
comparison of budget terms of temperature variance at ζ/D = 0.0 and ζ/D = −0.15 shows
that the contributions of mean-ﬂow convection and molecular diﬀusion are slightly higher
at ζ/D = −0.15, which allows one to explain the smaller temperature variance in this
region. However, both balances of the contributions are quite similar, and consequently,
the overall physics of turbulent thermal transport behave similar in both regions.
In contrast to the budget of temperature variance, the balances of the turbulent ki-
netic energy in ﬁgure 7.7 (b) diﬀer signiﬁcantly from each other. At both ζ/D = 0
and ζ/D = −0.15, the production is negative in the vicinity of the wall, which is bal-
anced by pressure-related diﬀusion of k rather than viscous dissipation. Thereby, it can
be seen that pressure-related diﬀusion and mean-ﬂow convection are considerably higher
at ζ/D = −0.015. It is therefore most likely that the vigorous turbulent activity at
ζ/D = −0.15 is predominantly caused by pressure-related diﬀusion and mean-ﬂow con-
vection processes. Another noticeable diﬀerence is the high amount of production outside
the boundary layer (η/D > 0.03) only apparent at ζ/D = −0.15, which suggests that
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turbulence is to some extent also induced by the free-stream.
Heat transport
Next, turbulent heat ﬂuxes 〈U ′iΘ′〉 and mean temperature gradients ∇iΘ in the vicinity
of the impinged wall are examined. Proﬁles of wall-parallel and wall-normal components
of 〈U ′iΘ′〉 and ∇iΘ are plotted in ﬁgure 7.8.
(a) (b)
Figure 7.8: Wall-parallel (a) and wall-normal (b) components of the turbulent heat ﬂux
vector and mean temperature gradient at diﬀerent wall-normal traverses. ( ): mean
temperature gradient ∇iΘ; ( ): turbulent heat ﬂux vector 〈U ′iΘ′〉.
Concerning turbulent heat ﬂuxes, values of 〈U ′ζΘ′〉 and 〈U ′ηΘ′〉 are large at the opposed
wall-jet region (ζ/D = −0.5) and considerably smaller away from it. Thereby, values
of wall-normal gradients ∇ηΘ are signiﬁcantly larger than wall-parallel ones ∇ζΘ, even
though the corresponding heat ﬂux components are of the same order of magnitude. This
is most notable at ζ/D = −0.15 and at the stagnation point (ζ/D = 0). Therefore,
heat transport in the inclined impinging jet conﬁguration is primarily directed normal to
the wall and only qualitatively aligned with mean temperature gradients. This is in good
agreement with observations in fully-developed jets impinging normally on a heated surface
(see, e.g., [83]), which also holds true for impinging ﬂows that impinge at a particular angle
of 45◦. In addition, it is interesting to observe that close to the wall at ζ/D = −0.15 and in
the free-stream at ζ/D = −0.5, heat is transported counter the gradient from low to high
temperature regions. As pointed out by Schumann [212], the reason for such a paradoxical
behavior arises in ﬂows if the dissipation of temperature ﬂuctuations is too small to balance
diﬀusional sources, while turbulence intensity is large and θ is small. Both, low dissipation
of temperature ﬂuctuations, as well as vigorous turbulent intensity and small values of θ
are observed in the present study in regions where counter gradient heat ﬂux takes place
(see ﬁgures 7.6 and 7.7).
The observation that wall-normal temperature gradients are several times larger than
wall-parallel ones and the occurrence of counter gradient heat ﬂux within the inclined
impinging jet conﬁguration warrants a closer examination of turbulent heat ﬂuxes. With
regard to turbulent heat ﬂux modeling in RANS and LES of jet impingement heat transfer,
most often, linear eddy diﬀusivity models are applied in the literature (see, e.g., [100, 25,
60, 83]), similar to those described in section 3.2.1. The applicability of such models is
examined in ﬁgure 7.9 (a) within the thermal boundary layer of the impinging jet (0 <
η/δΘ < 1). Exemplarily, results are depicted at both the wall-jet region (ζ/D = −0.5),
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the location of minimal boundary layer thickness (ζ/D = −0.15), the stagnation point
(ζ/D = 0) and at the boundary layer region (ζ/D = 1). Thereby, the deviation from
isotropic heat ﬂux is represented by plotting
〈
U ′ζΘ
′
〉
· 〈∇ηΘ〉 against
〈
U ′ηΘ
′
〉 · 〈∇ζΘ〉.
Both quantities are equal in the case of isotropic heat ﬂux, which is illustrated by a black
dashed line in the graph. Regions where heat is transported counter the gradient from low
to high temperature regions are highlighted in gray. Notice that for the sake of visibility,
the scaling of both axes in ﬁgure 7.9 (a) are not equal. The black dashed line of isotropic
state is therefore not a diagonal line in this graph.
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Figure 7.9: (a) Anisotropy map of heat ﬂuxes. : ζ/D = −0.5, : ζ/D = −0.15, :
ζ/D = 0, : ζ/D = 1. The dashed line represents the isotropic state where
〈
U ′ζΘ
′
〉
·
〈∇ηΘ〉 =
〈
U ′ηΘ
′
〉 · 〈∇ζΘ〉. (b) The ratio of mechanical (τ = k/ǫk) and thermal (τθ = θ/ǫθ)
time scales along the wall-parallel direction at a wall distance of η = 0.5 · δΘ.
It can be clearly seen in ﬁgure 7.9 (a) that heat ﬂuxes are predominantly isotropic
very close to the wall, become considerably anisotropic with increasing wall distance and
ﬁnally return back to the isotropic state for η/δΘ > 0.8. This holds more or less for
all regions under consideration. Additionally, it can be observed that heat ﬂuxes behave
most anisotropically at the wall-jet region, while they turn back to the isotropic state
with increasing ζ/D, but do not reach fully-isotropic behavior. Further, it appears that
counter gradient heat ﬂux takes place close to the wall at ζ/D = −0.15, as well as in the
free-stream at ζ/D = −0.5, which is in line with the observations in ﬁgure 7.9 (a). Both
counter gradient heat ﬂux and the inherently anisotropic nature of heat ﬂuxes within the
thermal boundary layer of the inclined impinging jet suggest that tensorial heat diﬀusivity
models such as the explicit anisotropy resolving heat ﬂux model proposed in section 3.3.3
might be suitable for such kind of ﬂows.
To complete the discussion of turbulent heat transport modeling within the inclined
impinging jet conﬁguration, ﬁgure 7.9 (b) shows the ratio of mechanical (τ = k/ǫk) and
thermal time scales (τθ = θ/ǫθ) along the wall-parallel direction at a wall distance of
η = 0.5 · δΘ. This characteristic time-scale ratio is of particular importance for the heat
transport description and is usually close to 0.5 in equilibrium thermal boundary layers
(see, e.g., [24]). Clearly, from ﬁgure 7.9 (b), τ/τθ varies strongly along ζ/D and deviates
considerably from the equilibrium value of τ/τθ = 0.5. In particular, at ζ/D = −0.15,
the time-scale ratio exceeded 1.5, indicating strong non-equilibrium eﬀects in heat and
ﬂuid ﬂow transport. This is in good agreement with the earlier observation above that
dissipation is relatively small and diﬀusion processes dominate the turbulent heat transport
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at ζ/D = −0.15.
Wall heat transfer
Finally, heat transfer from the target plate to the ﬂuid is examined by means of the local
Nusselt number, deﬁned as:
Nu =
htD
λ
=
∂T
∂η
∣∣
η=0
D
Tw − Tinlet , (7.3)
where ht is the heat transfer coeﬃcient and λ the thermal conductivity. Figure 7.10 shows
the instantaneous (a) and time-averaged (b) local Nusselt Number at the impinged wall.
(a) (b)
Figure 7.10: (a) Instantaneous and (b) time-averaged instances of the Nusselt number at
the impinging wall.
Similar to fully-developed jets impinging normally on a heated surface (see, e.g. [83]),
high values of instantaneous Nusselt numbers associated with large-scale eddy structures
are concentrated around the stagnation point. However, as might be seen in ﬁgure 7.10
(a), peak values are not directly situated at the stagnation point. Instead, it appears that
they are slightly shifted towards the opposed wall-jet region (ζ/D ≈ −0.15). A similar
pattern is found for mean Nu numbers in ﬁgure 7.10 (b). Thereby, the highest values of
Nu appear at ζ/D ≈ −0.15 in the range of −0.2 < x/D < 0.2. Away from this region,
Nu numbers decrease rapidly. This is in good agreement with the ﬁnding above, pointing
out that the wall-normal temperature gradients are very steep at ζ/D ≈ −0.15 associated
with high heat transfer. Notice that in ﬁgure 7.10 (b) the striped pattern in mean Nusselt
numbers results from small jets generated in the turbulence generating grid inside the
nozzle.
7.3.3 Entropy generation mechanisms
It is evident from the observations above that the inclined impinging jet conﬁguration
features very complex heat and ﬂuid ﬂow properties, especially in the vicinity of the
impinged wall. The entropy generation mechanisms within the evolving transport and
energy conversion processes are examined next in order to identify and quantify sources
of irreversibilities that are responsible for the eﬃciency reduction in such applications. To
display these sources of irreversibilities, the second law of thermodynamics is applied in the
form of local entropy imbalance at the continuum mechanical level as described in section
101

the mixing layers that are carried along by the ﬂow and dissolve while they cascade into
smaller ones. At the jet’s core, the entropy production is small and decreases in the main
ﬂow direction. In contrast, entropy production rates by heat conduction are primarily
concentrated at the impinged wall; see ﬁgure 7.11 (b). This seems reasonable because of
the extreme non-uniformity of the temperature ﬁeld resulting in steep gradients in this
region. Apart from the wall, entropy is also produced at the recirculation zone on the
compression side of the impinging jet due to heat transport, where hot ﬂuid is separated
from the heated wall and transported back to the jets’ shear layer, inducing temperature
gradients. By comparing ﬁgures 7.11 (a),(b), it is apparent that scales of Πq are consid-
erably larger than those of Πv. This makes clear that irreversibilities evolving in such
impinging cooling arrangements occur at diﬀerent scales, predominantly on large scales in
the case of heat transport and over a wide range of scales in the case of viscous dissipation.
From a qualitative point of view, it appears especially that the heated wall acts as
a strong source of irreversibility within impinging cooling arrangements for both entropy
production due to viscous dissipation and heat conduction. This observation is quantiﬁed
next by means of time-averaged rates of entropy production in the vicinity of the impinged
wall. Figure 7.12 (a) shows the time-averaged rates of entropy production by viscous
dissipation 〈Πv〉 and by heat transport 〈Πq〉 as a function of non-dimensional wall distance
η/D. Variations of the entropy production boundary layer thicknesses δΠv and δΠq are
depicted in ﬁgure 7.12 (b), where δΠv is deﬁned as the distance to the wall where 〈Πv〉 =
0.05 · 〈Πv〉
∣∣
η/D=0
and δΠq the distance to the wall where 〈Πq〉 = 0.05 · 〈Πq〉
∣∣
η/D=0
. Notice
that values δΠv at the immediate vicinity of the stagnation point are omitted because 〈Πv〉
is inherently very small in this region.
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Figure 7.12: (a) Proﬁles of time-averaged entropy production rates due to viscous dissi-
pation 〈Πv〉 and to heat conduction 〈Πq〉 as a function of non-dimensional wall distance
η/D; (b) boundary layer thickness of 〈Πv〉 and 〈Πq〉.
Both 〈Πv〉 and 〈Πq〉 are high in the vicinity of the wall and decrease rapidly away from
it. In line with the observation made that thermal and ﬂuid ﬂow transport processes are
predominantly limited to the near-wall region, it turns out clearly that these transport
processes are essentially irreversible, especially at ζ/D = −0.15. This holds more or less
for the entire range from ζ/d = −0.5 up to ζ/d = 1, excluding the stagnation point.
Here, values of 〈Πv〉 are relatively small because of the absence of shearing, while at the
same time, the heat transfer along with 〈Πq〉 is intense. Obviously, irreversible ﬂuid ﬂow
transport processes hardly have any inﬂuence on the heat transport at the stagnation
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point, in contrast to the near-wall region elsewhere. In addition, it is interesting to notice
(ﬁgure 7.12 (b)) that irreversible ﬂuid ﬂow transport processes occur much closer to the
wall than irreversible heat transport processes (δΠv/δΠq ranging from 0.5–0.9). This may
be related to the small molecular Prandtl number in the present study (Pr = 0.7), which
implies that the thermal diﬀusivity process dominates the momentum diﬀusivity, yielding
a smaller momentum boundary layer thickness and consequently a smaller boundary layer
thickness of 〈Πv〉 compared with δΠq .
To complete the analysis of irreversible processes for the 45◦-inclined impinging jet
conﬁguration, time-mean and turbulent parts of entropy production rates due to viscous
dissipation (〈Πmv 〉 and
〈
Πtv
〉
) and related to heat conduction (
〈
Πmq
〉
and
〈
Πtq
〉
) are depicted
in ﬁgure 7.13. Results are exclusively shown for the stagnation point (ζ/D = 0) and at
ζ/D = −0.15, in which a semi-logarithmic scale is used in order to distinguish between
high entropy production rates at the near-wall region and low values in the free-stream.
In addition, estimations for the turbulent parts of entropy production rates based on the
turbulence dissipation rates are plotted in ﬁgure 7.13 (dashed red lines). Such estimations
are commonly applied in second law analyses within the RANS context (see, e.g. [116])
and also applied in the present work in the context of LES (see section 3.4). They read:〈
Πt,∗v
〉
=
〈ρ〉
〈T 〉ǫk and
〈
Πt,∗q
〉
=
〈ρ〉 〈cp〉
〈T 〉2 ǫθ, (7.6)
where ǫk is the dissipation rate of the turbulence kinetic energy, ǫθ the dissipation rate
of the temperature variance and cp the isobaric heat capacity. In these formulations, it is
assumed that temperature ﬂuctuations in the denominator, 1/T and 1/T 2, respectively,
are negligible [116].
(a) (b)
Figure 7.13: Proﬁles of mean, turbulent and total entropy production rates due to (a)
viscous dissipation and (b) heat conduction at ζ/D = 0 and ζ/D = −0.15. Dashed lines
represent turbulent parts of entropy production rates estimated by means of turbulent
dissipation rates.
As it is apparent from ﬁgure 7.13, the entropy generation in the vicinity of the wall
is predominantly caused by mean gradients rather than by turbulence processes, except
in the case of entropy production by viscous dissipation at the stagnation point. Here,
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entropy production by ﬂuid ﬂow processes is predominantly caused by turbulence. Further
away from the wall, 〈Πmv 〉 and
〈
Πmq
〉
decrease, and the entropy production related to
ﬂuctuating gradients (
〈
Πtv
〉
and
〈
Πtq
〉
) predominates at both locations. By comparing
entropy production rates at ζ/D = 0 and ζ/D = −0.15, the contributions of entropy
generated by heat conduction are very similar at both locations. This holds true for 〈Πv〉,
excluding 〈Πmv 〉, which is considerably larger at ζ/D = −0.15 compared to the value at the
stagnation point. Regarding the turbulent part of entropy production rates estimated by
means of turbulence dissipation rates,
〈
Πt,∗v
〉
and
〈
Πt,∗q
〉
in ﬁgure 7.13, it can be clearly
seen that the predictions obtained by the estimations (see equation (7.6)) are very close
to the proﬁles calculated directly from Equations (7.4)–(7.5), respectively. This conﬁrms
that the formulations in equation (7.6) are appropriate to describe the entropy generation
due to ﬂuctuating gradients, at least for the 45◦-inclined impinging jet conﬁguration.
However, it should be noted here that the prediction accuracy of the estimation (equation
7.6) strongly depends on an accurate description of ǫk and ǫθ in both the RANS and LES
context, particularly in the vicinity of the wall.
7.4 Conclusion
DNS of turbulent ﬂuid ﬂow with convective heat transport in a turbulent jet impinging on
a 45◦-inclined heated plate at Re = 5000 has been conducted in order to investigate heat
and ﬂuid ﬂow transport phenomena along with entropy generation mechanisms within this
conﬁguration. Thereby, a comprehensive dataset has been generated including statistical
moments of the temperature and ﬂow ﬁeld, budget terms in the turbulent kinetic energy
and temperature variance equations, turbulent heat ﬂuxes, mechanical and thermal time
scales, local Nusselt numbers and local entropy production rates related to both viscous
dissipation and heat transport. Such a dataset is diﬃcult to obtain experimentally, es-
pecially in the vicinity of the wall, and will be used in the present work for evaluation
purposes of near-wall modeling approaches and entropy production analysis in the context
of LES (see section 10.2).
Some important observations from this DNS study concerning impingement cooling,
thermal processes, causes of irreversibilities and modeling strategies regarding LES and
RANS can be outlined as following:
(1) Examining the turbulent ﬂow ﬁeld, it appears that the 45◦-inclined impinging jet
conﬁguration features very complex ﬂuid ﬂow phenomena with strong ﬂow/wall inter-
action processes. Thereby, diﬀerent characteristic ﬂow regimes can be distinguished:
(I) a stagnation region that is shifted half a diameter away from the geometric center
of the jet origin; (II) two opposed wall-jet regions with strong streamline curvature;
(III) a shear layer region, that is triggered by the interaction of the jet with the
ambient ﬂuid; (IV) a recirculation zone where the ﬂow is predominantly laminar.
(2) In terms of near-wall thermal statistics within the 45◦-inclined impinging jet conﬁg-
uration, it turned out that the peak heat transfer does not appear directly at the
stagnation point as it is usually the case in jets impinging normally on a heated
surface. Instead, the highest Nusselt numbers, the thermal boundary layer thickness
minimum and the largest wall-normal heat transport are slightly shifted towards the
compression side of the inclined jet (ζ/D = −0.15). Thereby, turbulent intensity is
high, while temperature variance exhibits a local minimum at this location.
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(3) Based on the analysis of the budget contributions of diﬀerent terms in the tem-
perature variance and turbulence kinetic energy equations, it appears that turbulent
thermal and ﬂuid ﬂow transport processes around the stagnation point of the inclined
impinging jet are considerably diﬀerent from those found in other wall-bounded ﬂows.
Dissipation is relatively small, while molecular and pressure-related diﬀusion dom-
inate. In the case of turbulent kinetic energy, the production term is prevailing
negative.
(4) It is observed that heat is transported counter to the gradient from low to high
temperature regions at the location of maximal heat transfer (ζ/D = −0.15). The
reason for such a paradoxical behavior is that dissipation of temperature ﬂuctuations
is too small to balance diﬀusional sources (see also [212]).
(5) Regarding turbulent heat transport, it turned out that ﬂuxes are predominantly
isotropic very close to the wall, become highly anisotropic with increasing wall dis-
tance and ﬁnally return to the isotropic state at the edge of the thermal boundary
layer. Furthermore, the heat ﬂuxes behave most anisotropically on the compression
side. Both, the counter gradient heat ﬂux and the inherently anisotropic nature
of heat ﬂuxes in the thermal boundary layer of the inclined impinging jet suggest
that tensorial heat diﬀusivity models might be appropriate for such kinds of thermo-
viscous ﬂows.
(6) The ratio of mechanical τ and thermal time scales τθ deviates considerably from the
equilibrium value of τ/τθ = 0.5 in the thermal boundary layer of the inclined im-
pinging jet. In particular around the stagnation point, the time-scale ratio exceeded
1.5, indicating strong non-equilibrium eﬀects in heat and ﬂuid ﬂow transport.
(7) Especially the heated wall acts as a strong source of irreversibility in the case of im-
pinging cooling arrangements. This holds for both entropy production due to viscous
dissipation and heat conduction. Thereby, the entropy production contribution of
mean gradients dominates that of the ﬂuctuating gradients. This suggests that the
design of the impinged plate (surface roughness, corrugation, chevron angle, etc.)
as well as the inclination angle are particularly important for eﬃcient use of energy
in such thermal arrangements that may exhibit intensiﬁcation of turbulence in the
vicinity of the wall.
(8) Regarding the conceptional engineering design of such thermal devices, this study
conﬁrms that the estimation of the turbulent part of the entropy production based
on turbulence dissipation rates in non-reacting, non-isothermal ﬂuid ﬂows represents
a reliable approximation for second law analysis, likewise in the context of compu-
tationally less expensive simulation techniques like RANS and/or LES.
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Chapter 8
Entropy generation in a round jet at
supercritical conditions
Today, there is a great interest in processes occurring under supercritical thermodynamic
conditions, like in propulsion applications including rocket engines, gas turbines or diesel
engines [115, 152, 4]. In this context, a clear trend to operate at higher combustion chamber
pressure is observed in order to favor the production of higher speciﬁc energy conversion
rates along with the improvement of thermodynamic performance. This is mainly achieved
at pressures exceeding the critical pressure.
Under subcritical conditions, the injected fuel disintegrates due to the action of sur-
face tension, which induces ligament formation, atomization and evaporating droplet with
sharp interfaces. Once supercritical condition is reached, the breakup is replaced by mix-
ing, including turbulent mixing and diﬀusion, as surface tension vanishes. Thereby, the
ﬂuid properties diﬀer signiﬁcantly from that of a perfect gas, and distinct liquid and gas
phases do not exists. Instead, when crossing the so-called pseudo-critical temperature,
thermodynamic and ﬂuid transport properties undergo a transition from liquid-like to
vapor-like character and the isothermal vaporization is replaced by a continuous non-
equilibrium process. High pressure real ﬂuid eﬀects merely distribute the latent heat over
a ﬁnite temperature interval, and the thermal energy supplied is used to increase the
temperature and overcome molecular forces simultaneously [16].
Within this narrow thermodynamic condition range, where the transport and ther-
modynamic properties vary signiﬁcantly, the changes of the entropy generation rate are
large - due to the irreversibility of thermo-ﬂuid processes evolving - which is known as a
natural consequence of the properties of the material. The consideration of the second law
of thermodynamics along with the entropy generation appears therefore useful in order to
delineate favorable locations of handling while determining the causes of irreversibilities
in supercritical injection processes.
This chapter deals with the analysis of a supercritical injection process based on DNS
technique and the second law of thermodynamics. For this purpose, DNS of a fully-
developed turbulent jet of cryogenic nitrogen injected into a warm nitrogen environment
has been conducted. The DNS study mimics the experiment by Mayer et al. [149] in
terms of geometry, thermodynamics, and hydrodynamics but at a reduced jet Reynolds
number of Re = 5300. Thereby, the selected operating conditions are particularly relevant
to injection processes in liquid rocket engines. The objectives of the DNS study are: (1)
to investigate the heat and ﬂuid ﬂow mechanisms that dominate the mixture formation,
(2) to gain further insight into the complex physics of fuel disintegration processes under
supercritical conditions, and (3) to examine the entropy production rates in this super-
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critical ﬂow in order to identify the causes of irreversibilities and to display advantageous
locations of handling along with the process regimes favorable to mixing. In this respect,
a comprehensive DNS database of turbulence statistics and entropy production rates were
provided by the author in [E2], [E3], that is diﬃcult to obtain experimentally at such
extreme thermodynamic conditions. The main ﬁndings of these studies are presented in
the following section.
8.1 Description of the test case
In accordance with the experimental study of Mayer et al. [149] (Case 3), a cryogenic
round nitrogen jet injected into a cylindrical chamber is examined. A schematic view of
the experimental high-pressure test chamber is depicted in ﬁgure 8.1.
Figure 8.1: Schematic view of the experimental high-pressure test chamber and the injec-
tion tube outlet.
The test chamber has a length of 1000mm, a diameter of 60mm and is initially ﬁlled
with warm nitrogen at supercritical pressure (p∞ = 3.98MPa, T∞ = 298K). The cryo-
genic nitrogen (Tinj = 123.53K, pinj = p∞ = 3.98MPa) is injected from a long pipe
with a diameter of D = 2.2mm into the test chamber. Thereby, the incoming jet ﬂow is
assumed to be fully-developed at a jet Reynolds number of Re = 1.62 × 105. In contrast
to the experiment, a smaller inlet velocity is selected in the DNS study (Uinj = 0.151m/s)
leading to a reduced jet Reynolds number of Re = 5300, whereas the geometry of the con-
ﬁguration and the thermodynamic operating conditions are similar of the experimental
investigation.
The density proﬁles along the jet axis and at several radial location were measured by
means of 2-D Raman imaging in [149]. Measurements of the velocity or temperature ﬁelds
are not available for this conﬁguration. Moreover, due to the diﬀerent Reynolds numbers
in the experiment and the numerical study, the available experimental data are only used
for qualitative comparison.
The thermodynamic and ﬂow conditions of the supercritical nitrogen jet simulation
are summarized in table 8.1.
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the outﬂows, a velocity inlet/outlet boundary condition is imposed to allow entrainment
of ﬂuid from the surroundings. Thereby, the incoming ﬂuid velocity is obtained by the
internal cell value, while a zero Neumann condition is applied in the case of outﬂow. At the
walls, the no-slip condition is applied. In the case of temperature boundaries, a Dirichlet
condition is set for the inlet, while zero Neumann conditions are imposed at the outﬂows
and at the walls.
Regarding the separate DNS of turbulent pipe ﬂow, the pipe diameter, bulk velocity
and Reynolds number are equal to the cryogenic jet simulation. Periodic boundary condi-
tions are applied in stream-wise direction and the pressure gradient, that drives the ﬂow,
is adjusted dynamically to maintain a constant mass ﬂux. A computational domain with
a length of L = 14D is used in order to resolve the maximum wavelengths of turbulent
motion [E8]. The numerical grid consists of approximately 22 million control volumes
with a non-dimensional grid spacing of r+wall ×∆+ω ×∆+z = 0.7× 5.2× 3.3. Notice that
the spatial resolution of the pipe equals the resolution of the jet nozzle section. Figure
8.3 shows the predicted mean and rms velocities in respect to the non-dimensional wall
distance r+. For comparison, the DNS dataset of Ahn et al. [3] is utilized.
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Figure 8.3: Comparison of predicted mean (a) and rms (b) velocities of the turbulent pipe
ﬂow at Re = 5300 with reference data of [3].
As it can be clearly seen in ﬁgure 8.3, predicted mean and rms velocities are in excel-
lent agreement with the reference DNS dataset, indicating appropriate spatial resolution.
Therefore, accurate inﬂow conditions can be assumed for the present simulation of cryo-
genic nitrogen injection. Notice that the recorded length of the inﬂow dataset and the
duration time of the jet simulation are identical.
In order to avoid uncertainties caused by the initial solution, the start-up phase of the
jet simulation has to be long enough to ensure fully developed turbulent ﬂow. Similar
to the start-up phase used in [245], sampling is started after two convective time scales,
which is deﬁned as tc = 2 · L/Uinj .
Thermodynamic and transport models
To account for the non-ideal gas behavior at supercritical conditions, the Peng-Robinson
equation of state (PR-EoS) [183] in conjunction with the generalized volume translation
method of Abudour et al. [2] is employed in this study, here denoted as PRC-EoS. Non-
ideal correction of the sensible enthalpy and isobaric heat capacity are expressed in terms
of departure functions derived from the PR-EoS, whereas quantities for the hypothetical
ideal gas state are calculated using seven-coeﬃcient NASA polynomials [35]. Regarding
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transport properties, the correlations of Chung et al. [44], applicable for dilute and dense
ﬂuids, are applied for the calculation of the molecular viscosity and thermal conductivity.
A description of this modeling approach can be found in section 2.2.2.
Figure 8.4 shows proﬁles of mass density, isobaric heat capacity, molecular viscosity
and thermal diﬀusivity of nitrogen at p = 3.98MPa (critical pressure pc = 3.3958MPa)
predicted by the present modeling approach. For comparison, highly accurate reference
data from the NIST chemistry webBook [134] and predictions of other commonly-used
cubic equations of state, namely, the van der Waals equation (vdW-EoS) [232], the Peng-
Robinson equation (PR-EoS) [183], the Redlich-Kwong equation (RK-EoS) [192], the
Soave-Redlich-Kwong equation (SRK-EoS) [221] and the ideal gas law are also presented.
0
25
0
50
0
75
0
100 150 200 250 300
NIST database
PR−EoS
PRC−EoS
RK−EoS
SRK−EoS
vdW−EoS
ideal gas law
T [K]
ρ
 
[kg
/m
³]
(a)
0
5
10
15
100 150 200 250 300
NIST database
PR−EoS
RK−EoS
SRK−EoS
vdW−EoS
ideal gas law
T [K]
c p
 
[kJ
/(k
g*
K)
]
(b)
0.
0e
+0
0
5.
0e
−0
5
1.
0e
−0
4
100 150 200 250 300
T [K]
µ 
[Pa
*s
]
NIST database
Chung correlation (PR−EoS)
Chung correlation (PRC−EoS)
Chung correlation (RK−EoS)
Chung correlation (SRK−EoS)
Chung correlation (vdW−EoS)
Sutherland (ideal gas law)
(c)
0.
00
0.
05
0.
10
0.
15
100 150 200 250
T [K]
λ 
[W
/m
*K
]
NIST database
Chung correlation (PR−EoS)
Chung correlation (PRC−EoS)
Chung correlation (RK−EoS)
Chung correlation (SRK−EoS)
Chung correlation (vdW−EoS)
ideal gas law
(d)
Figure 8.4: Predicted mass density (a), isobaric heat capacity (b), molecular viscosity
(c) and thermal diﬀusivity (d) of nitrogen at p = 3.98MPa with respect to temperature.
Comparison of commonly-used equations of state (EoS) with reference data from [134].
PR, Peng-Robinson; PRC, corrected Peng-Robinson; RK, Redlich-Kwong; SRK, Soave-
Redlich-Kwong; vdW, van der Waals.
In the range of the present operating conditions, the PRC-EoS, RK-EoS and SRK-EoS
are well suited to predict the mass density of nitrogen, while the PR-EoS without volume
translation, the vdW-EoS and the ideal gas law yield poor predictions at low temperatures.
Regarding isobaric heat capacity, predictions of the PR-EoS, RK-EoS and SRK-EoS are
in good agreement with the reference data. These EoS are able to capture the non-ideal
behavior close to the critical temperature. In contrast the vdW-EoS and ideal gas law are
not able to predict the sharp peak close to the critical temperature properly. Similar to
the thermodynamic properties, the correlations of Chung et al. [44] combined with the
PRC-EoS, RK-EoS and SRK-EoS are well suited to predict the molecular viscosity and
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is the local value at the jet axis and (˜.) are Favre-averaged quantities. For comparison,
experimental data from an isothermal, subcritical round jet of Wyngnanski and Fiedler
[250] are utilized.
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Figure 8.7: Variation of mean axial velocity along the centerline (a) and against radial
distance (b). Comparison with measurements from a subcritical round jet of Wyngnanski
and Fiedler [250].
With increasing axial distance, the axial velocity decays gradually and the jet spreads
in radial direction (see ﬁgure 8.7 (a)). In the case of variable density jet ﬂow, dimen-
sional analysis and conservation of momentum imply that beyond the developing region
U˜c/Uinj = BU · (ρinj/ρc)1/2 · D/z, where BU is an empirical constant. In the present
study, BU = 12.3, which is approximately twice the velocity decay rate of subcritical
jets. Regarding normalized mean axial velocity plotted against r/rU,1/2, proﬁles collapse
onto a single curve for z/D ≥ 20 and become self-similar. Thereby, the shape of the
proﬁles are in excellent agreement with that of isothermal, subcritical round jets. A
similar behavior can be observed for the variation of mass density along the centerline
and against radial direction as depicted in ﬁgure 8.8. Here, rρ,1/2 is deﬁned such that
ρ(z/D, rρ,1/2) = 0.5 ∗ (ρc + ρ∞), where (.) denotes time-averaged values. For comparison,
the measurements of the supercritical nitrogen jet of Mayer et al. [149] are selected.
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Figure 8.8: Predicted mean density along the centerline (a) and against radial distance
(b). Comparison with measurements of a supercritical round jet of Mayer et al. (2003)
[149].
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Close to the injection, density remains approximately constant, decreases rapidly while
the jet disintegrates (5 < z/D < 15) and subsequently tends to the value of ambient
density. In comparison to the measurements of Mayer et al. (2003) [149], the present results
agree quite well, even though the Re-number is signiﬁcantly higher in the experiment.
However, it can be seen that the jet breaks up slightly earlier even though a reduced
Reynolds number normally leads to later transition of the jet. In accordance to the axial
velocity, density proﬁles plotted against r/rρ,1/2 collapse onto a single curve beyond z/D ≈
20 and become self-similar as well. Thereby, shapes of the proﬁles are slightly steeper than
the experimental ones.
Finally, the self-similarity of ﬂuctuating quantities in supercritical jets is analyzed in
ﬁgure 8.9, which displays proﬁles of the rms velocity and rms density along the jet’s axis
and also in radial direction.
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Figure 8.9: Variation of root-mean-square velocity and density ﬂuctuations along the
centerline (a),(c) and against radial distance (b),(d).
In the case of rms velocity along the centerline, urms/U˜c remains approximately con-
stant for z/D < 5 and increases while the jet breaks up. In contrast to subcritical jets,
in which the rms velocity is about 25% of the mean after the developing region [178],
urms/U˜c is clearly reduced and does not reach a constant value. Similarly, proﬁles of
urms/U˜c plotted against r/rU,1/2 rise with increasing axial distance and do not collapse.
Thus, in contrast to subcritical jets [245], the Reynolds stresses are not self-similar up to
z/D = 30 in supercritical jets.
Similar to velocity ﬂuctuations, rms density proﬁles are not self-similar up to z/D =
30. Instead, three characteristic stages of the disintegration process can be observed
considering the variation of rms density along the centerline of the jet (see ﬁgure 8.9 (c)).
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First, in the potential core region (stage I), mean density remains constant and density
ﬂuctuations are zero. Then, dense pockets of liquid-like nitrogen are separated from the
core and persist for a signiﬁcant length downstream (see red isolines in ﬁgure 8.5 (c)),
which causes a strong decrease of mean density and high density ﬂuctuations (stage II).
Finally, the liquid-like pockets break up and smear out. Thereby, density ﬂuctuations
decrease and tend asymptotically to zero (stage III).
8.3.2 Thermal transport properties
It appears that the turbulent ﬂow properties of the supercritical jet diﬀer signiﬁcantly from
those found in subcritical, isothermal jets. Deviations from subcritical jets arise primarily
from thermodynamic and thermal eﬀects rather than turbulence dynamics phenomena.
This warrants a closer examination of the thermal transport and its contribution to the
mixture formation in supercritical jets. For this purpose, ﬁgure 8.10 shows the variations
of the mean and rms temperature along the jet’s centerline.
(a) (b)
Figure 8.10: Variation of mean (a) and rms (b) temperature along the jet’s centerline.
Close to the inﬂow, the temperature remains constant, rises slowly while the jet breaks
up and increases approximately linearly further downstream. The reason for such a behav-
ior becomes clearer by examining the corresponding rms temperatures along the centerline.
Thereby, in contrast to the rms density (see ﬁgure 8.9 (c)), four mixing stages might be
distinguished. In the ﬁrst stage (I), temperature ﬂuctuations are zero, and the liquid-like
core is nearly unaﬀected by the surroundings. Then, in the second stage (II), instabilities
occur, and dense pockets of liquid-like nitrogen are separated from the core. Thereby, tem-
perature ﬂuctuations increase slightly. The third stage (III) is dictated by supercritical
state transition. Supplied thermal energy from the ambient nitrogen is primarily used to
overcome intermolecular forces, and the ﬂuid absorbs heat without signiﬁcantly increasing
the temperature, while temperature ﬂuctuations increase rapidly. In the last stage (IV),
turbulent mixing dominates, and temperature increases rapidly, while normalized temper-
ature ﬂuctuations remain approximately constant. As will be shown in the next section,
each of these disintegration stages has its own driving forces and can be distinguished
much better by means of entropy generation analysis.
After analyzing the thermal mixing phenomena of supercritical disintegration pro-
cesses, the turbulent heat ﬂuxes and temperature scales are examined in order to assess
appropriate heat ﬂux modeling approaches in the context of RANS and LES for super-
critical ﬂows. In this respect, it is well known that in the case of subcritical homogeneous
shear ﬂows, the direction of the heat ﬂux can be diﬀerent to that of the corresponding
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mean gradient (see, e.g. [224]), which is in contradiction to the linear eddy diﬀusivity
hypothesis. This behavior is analyzed for the supercritical jet in ﬁgure 8.11. Thereby, the
deviation from isotropic behavior is visualized by plotting u˜′′zΘ
′′ ·∇rΘ˜ against u˜′′rΘ′′ ·∇zΘ˜.
These two quantities have to be equal in the case of isotropic heat ﬂux which is represented
by a dashed line. Gray shaded areas highlight regions where heat is transported counter
the temperature gradient.
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Figure 8.11: Anisotropy map of heat ﬂuxes in the supercritical jet. Dashed line represents
the isotropic state where u˜′′zΘ
′′ · ∇rΘ˜ = u˜′′rΘ′′ · ∇zΘ˜.
As it can be clearly seen in ﬁgure 8.11, heat ﬂuxes are signiﬁcantly anisotropic, espe-
cially close to the region where the jet breaks up (z/D = 10). Thereby, it is interesting to
observe that heat ﬂuxes are returning to the isotropic state with increasing axial distance,
however they do not reach a fully-isotropic state up to z/D = 30. Furthermore, it can be
seen, that in some regions of the jet, heat is transported counter the mean temperature
gradient, which is predominantly caused by the dilatation of the jet in radial and axial
direction because of pseudo-boiling eﬀects. This suggests that anisotropic heat ﬂux models
may be appropriate for such kind of ﬂows at supercritical conditions, in particular in the
context of RANS.
Finally, temperature scales within the supercritical disintegration process are analyzed.
As already mentioned above, values of the molecular Prandtl number are high at the
interface between the cold liquid-like jet and the warm gas-like ambient nitrogen (Pr ≈ 10).
Therefore, it is expected to observe diﬀerent physical regimes associated with diﬀerent
scalar dynamics in the temperature variance spectra of supercritical jets. This is analyzed
in ﬁgure 8.12, which presents temporal autospectra of the temperature at diﬀerent axial
locations. The spectra are normalized using local values of the jet half-width of the
temperature rT,1/2, the variance of the temperature T˜ ′2 and the centerline velocity U˜c.
The quantity f represents the frequency.
At z/D = 10, where the jet breaks up and the ﬂuid has an almost liquid-like character,
three physical regimes emerge in the temperature mixing spectrum. First the universal
inertial convective range, which refers to the range of scales where direct eﬀects of thermal
diﬀusivity are negligible. Thus, the spectrum exhibits a −5/3 slope. Second is the viscous
convective subrange, where temperature ﬂuctuations are anisotropic and smoothed out by
thermal diﬀusivity leading to a f−1 dependency. This regime is less pronounced for the
present supercritical jet in comparison to the other physical regimes. Third is the dissipa-
tion range, where viscous forces dominate and the spectrum exhibits a f−7 dependency.
Further downstream (z/D > 10), where the ﬂuid resembles a subcritical gas, all normal-
ized mixing spectra tend towards a −5/3 slope for higher frequencies, collapse onto a single
curve and become self-similar. In this region, no viscous convective subrange occurs and
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the shear layer due to a large contribution of turbulent mixing and steep velocity gradients.
Further downstream, irreversibilities caused by viscous dissipation decrease slightly, and
turbulent structures of Πv becomes larger.
Next, entropy production rates along the centerline of the jet are examined in order to
characterize the disintegration process under supercritical conditions and to identify the
causes or irreversibilities that are responsible for the jet break up. This is done in Figure
8.14, which displays the Favre-averaged terms of the entropy production by heat transport
Π˜q and by viscous dissipation Π˜v, respectively.
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Figure 8.14: Time-averaged entropy production rates by heat transfer (a) and viscous
dissipation (b) along the centerline of the jet.
In line with the variation of the rms temperature along the centerline shown in ﬁgure
8.10 (b), four main stages associated with the disintegration process are obvious from
the consideration of entropy production rates. First, close to the injector outlet (I), Π˜q
is zero due to the absence of temperature gradients, while Π˜v is high as a result of the
evolving turbulent mixing. In the next stage (II), dense pockets of liquid-like nitrogen
are separated from the jet core, inducing additional shearing and temperature gradients.
Thus, both entropy production terms increase. In the subsequent stage (III), dense pockets
further break up, and pseudo-boiling takes place. Thereby, absorbed heat is primarily used
to overcome intermolecular attraction, which leads to a rapid increase of Π˜q, while at the
same time, shearing is reduced and Π˜v decreases. In the last stage (IV), most of the liquid-
like nitrogen seems to be pseudo-evaporated, and the entropy generation is dominated by
turbulent mixing processes. Thereby, Π˜q decreases rapidly while Π˜v declines slowly.
It appears that the disintegration process under supercritical conditions consists of
four characteristic stages and is driven by heat transport phenomena. Furthermore, it
is important to identify diﬀerent scales, which inﬂuence the process. For this purpose,
ﬁgure 8.15 presents normalized mixing autospectra of entropy production rates by heat
transfer and by viscous dissipation. Fixed probes at z/D = 5, 15 and 25 are selected,
corresponding to the disintegration stages (II), (III) and (IV).
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Figure 8.15: Normalized autospectra of entropy generation rates by heat transport (a) and
viscous dissipation (b) at z/D = 5, 15 and 25.
As it can be seen in ﬁgure 8.15, normalized spectra of entropy production by heat
transport and by viscous dissipation exhibit a well-developed inertial and dissipation range
and collapse onto a single curve at diﬀerent axial locations. Thus, entropy production
spectra are self-similar in supercritical jets. By comparing both spectra, it appears that
more of the variance is expressed in higher frequencies in the case of mixing spectra of Π˜v,
while large scales dominate in the mixing spectra of Π˜q.
8.4 Conclusion
DNS of a turbulent round jet of cryogenic nitrogen were conducted, which mimics the
fuel injection process in liquid rocket engines. Real ﬂuid equation of state, realistic inﬂow
turbulence and generalized transport property models were included and evaluated. Using
the second law of thermodynamics, an entropy production analysis has been performed,
which allows to elucidate several distinctive features of the disintegration process and
causes of irreversibilities.
Some important observations from this study concerning the self-similarity of super-
critical jets, the disintegration process at supercritical thermodynamic conditions, mod-
eling strategies in the context of RANS and LES, and causes of irreversibilities in such
applications can be outlined as following:
(1) Examining turbulent ﬂow statistics within the supercritical jet, it appears that the
mean velocity and mean density are self-similar beyond z/D = 20. In contrast to
subcritical jets, normalized Reynolds stresses and density ﬂuctuations are clearly
reduced and do not collapse on a single curve up to z/D = 30.
(2) Turbulent heat ﬂuxes are highly anisotropic in supercritical jets, especially close to
the injection. Further downstream, heat ﬂuxes become less anisotropic, but do not
reach full isotropy. Furthermore, it is observed that heat is transported counter
the mean temperature gradient in some regions of the jet. Both, anisotropic heat
ﬂuxes and counter gradient diﬀusion suggest that anisotropic heat ﬂux models may
be appropriate for such applications in the context of RANS and LES.
(3) It is shown that the temperature variance spectrum in supercritical injection pro-
cesses exhibits an additional viscous-convective subrange resulting from high Prandtl
numbers in the liquid-like jet close to the injection region. From this it is evident
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that the scalar dynamics of small temperature scales is less universal in supercritical
injection processes than in subcritical gas injection.
(4) Regarding causes of irreversibilities, it turned out that the jet disintegration process
under supercritical conditions is driven predominantly by heat transport and thermo-
dynamic eﬀects rather than by turbulent ﬂow dynamics. Especially the contribution
resulting from the state transition process appears dominant. Furthermore, entropy
generation mechanisms in supercritical disintegration processes occur on diﬀerent
scales. While this takes place predominantly on large scales in the case of entropy
production by heat transport, it evolves over a wide range of scales in the case of
viscous dissipation.
(5) Finally, based on second law analysis, the jet disintegration process under supercrit-
ical conditions can be divided into four main stages:
I. Liquid-like core stage:
Within this ﬁrst disintegration stage, the liquid-like core of the jet is almost un-
aﬀected by its surrounding. Thereby, the mean temperature along the centerline
remains constant, rms temperature values are zero and the entropy production
is small.
II. Separation stage:
Dense pockets of liquid-like ﬂuid are separated from the core, inducing addi-
tional shearing and temperature gradients. At this stage, both entropy produc-
tion rates increase along the centerline.
III. Pseudo-boiling stage:
Dense pockets tend to smear out and pseudo-boiling takes place. Absorbed heat
is primarily used to overcome intermolecular cohesion. Accordingly, shearing is
reduced and entropy production by heat transport increases strongly.
IV. Turbulent mixing stage:
Most of the liquid-like nitrogen is pseudo-evaporated and turbulent mixing dom-
inates. While temperature increases, the entropy production rates decrease.
Depending on the operating and ﬂow conditions, some of these stages may be more
dominant than the others.
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PART IV: PREDICTION OF
IRREVERSIBILITIES USING LES
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Chapter 9
Evaluation of the LES subgrid-scale
modeling approaches
In this chapter, the subgrid-scale modeling approaches for momentum transport, heat
transport and entropy production rates as described in chapter 3 are evaluated. This
is achieved by a systematic comparison of LES predictions with DNS results using error
analysis and by providing an estimation of the computational expenses of the subgrid-
scale models. For the sake of clarity, the methods and error metrics used in the present
assessment studies are brieﬂy described below (see [E8] for further information). Then,
the results of the evaluation studies are presented.
In order to evaluate numerical simulation results, the prediction accuracy need to be
quantiﬁed by the estimation of the error measure of the simulation results [154, 239]. It
is deﬁned as the deviation of the predicted statistics Qsimx and the corresponding statistic
observed by the reference Qrefx interpolated at position x. In contrast to other LES
assessment studies [75, 88, 155, 239], the error measures used in the present work are
normalized by the diﬀerence d(.) between the maximal and minimal value of the reference
data Qref , corresponding to the interval of interest. This leads to a normalized error
measure as:
ex ≡ Q
sim
x −Qrefx
d(Qref )
, (9.1)
which is a non-dimensional metric and therefore well suited to compare the prediction
accuracy for diﬀerent statistical quantities. Contrary to the relative error often used for
evaluating simulation results, equation 9.1 never gives inﬁnite values except in the irrel-
evant case where all reference data are equal. Alternatively, the error can be normalized
using another characteristic quantity that has to be non-zero, e.g., mean or median value,
which might be advantageous in cases of wide spreading reference data.
In the case of LES, discrepancies between the reference data and calculated ﬂow prop-
erties arise from inaccuracies of the physical subgrid-scale modeling emodx , the numerical
error enumx , the sampling error e
rand
x , the inﬂuence of the initial conditions e
init
x , the dis-
crepancies in the boundary conditions ebcx and the error of the reference data e
ref
x . It
follows that
ex = f
(
emodx , e
num
x , e
rand
x , e
init
x , e
bc
x , e
ref
x
)
. (9.2)
In order to determine the accuracy of a subgrid-scale model, the error contributions enumx ,
erandx , e
init
x , e
bc
x , e
ref
x have to be much smaller than the inaccuracies of the physical modeling.
By means of explicit ﬁltering, when the ﬁlter width and the grid spacing are inde-
pendent, the modeling and the numerical error can be determined separately, such that a
grid-independent solution can be reached [31]. In the context of implicit ﬁltering as used
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in this work, these two errors interact and are diﬃcult to estimate separately as addressed
in [239, 138, 38]. Therefore, in the present assessment framework the modeling and the
numerical errors are combined to build eLESx , which allows to characterize the prediction
accuracy of the entire LES method.
In order to obtain a global error metric of a predicted statistic Qsim , the normalized
mean absolute error (nMAE) is introduced as
nMAEQ =
1
n
∑n
i=1 |Qsimi −Qrefi |
d (Qref )
, (9.3)
where i is the location and n the number of spatial points. Following the criteria of
appropriate global metrics [166], the nMAE is non-dimensional, non-negative, symmetric
and fulﬁlls the triangle inequality. Furthermore, it can be used for datasets which have
mean or median of zero (e.g. periodic data). Notice that it is very important to choose an
appropriate number of spatial points within a representative region of interest when using
a global error metric like the nMAE.
The framework used in the present assessment studies is intended to allow control of
the trade-oﬀs between accuracy, uncertainties and computational costs as function of the
degree of ﬁdelity expected. In this respect it is also important to address the required
computational cost of a subgrid-scale model as well as the scaling of each model with
regard to the spatial resolution. The relative computational cost of a subgrid-scale model
CPUh∗ can be deﬁned as the ratio of the CPU time spent for the calculation of the
subgrid-scale model CPUhsgs and the total computation time of the simulation CPUhtot.
It follows that
CPUh∗ =
CPUhsgs
CPUhtot
. (9.4)
Notice that the relative computational cost depends generally not only on the subgrid-
scale model, but also on the selected test case, the particular code implementation and
the solution procedures applied.
9.1 Evaluation of LES subgrid-scale models for the momen-
tum transport
In order to assess the prediction accuracy, physical consistency and computational cost
of the subgrid-scale models for the momentum transport, a fully developed turbulent
pipe ﬂow test case at Reτ = 180 is considered. Seven subgrid-scale models are evalu-
ated, namely the Smagorinsky model [220] with van Driest wall damping [233], the one-
equation subgrid-scale kinetic energy model [254] with van Driest wall damping, the wall-
adapting local eddy-viscosity (WALE) model [163], the SIGMA model [164], the localized
dynamic Smagorinsky model [71], the localized dynamic one-equation subgrid-scale kinetic
energy model [151] and the new σ-ksgs-transport equation model as described in chapter 3.
Thereby, classical model coeﬃcients from the literature [220, 254, 163, 164] are employed.
9.1.1 Numerical setup
In the numerical pipe ﬂow conﬁguration, a computational domain length of L = 14D, a
non-dimensional averaging time of t+av = tu
2
τ/ν = 1.5e4 and a cyclic time of 500 integral
time scales for the initial transient are selected. As pointed out by the author in [E8], this
ensures that (1) the extend of the computational domain is suﬃciently large to avoid any
artiﬁcial constraints on the formation of ﬂuid structures, (2) that computed turbulence
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statistics are no more aﬀected by the domain size, (3) that the sampling errors are smaller
than 0.2% for mean and smaller than 0.4% for rms velocities when additional spatial aver-
aging in azimuthal and ﬂow directions is applied, and (4) guarantees statistical stationarity
of mean and rms velocities before averaging is started. Detailed information about the
quantiﬁcation of each error contribution (erandx , e
init
x , e
bc
x and e
ref
x ) for the present pipe
ﬂow test case can be found in [E8].
A systematic grid-reﬁnement study is conducted for ﬁve numerical grids with diﬀer-
ent spatial resolution to analyze the prediction accuracy and computational cost of the
subgrid-scale models. A representation of the numerical grid is depicted in ﬁgure 9.1.
Characteristic quantities of the numerical grids are summarized in table 9.1. Thereby, the
numerical grid with the ﬁnest spatial resolution (grid 5) serves as a reference DNS in the
present assessment study in consistence with the numerical approach applied in the LES
studies. It has a ratio of mean grid width ∆ = (∆r∆ω∆x)
1/3 and Kolmogorov length
scale ηK smaller than 1.5 in the entire domain, which ensures suﬃcient spatial resolution
apart from the pipe wall [79]. In order to fully resolve the smallest scales in the near-wall
region, the numerical grid is reﬁned towards the wall whereby the non-dimensional cell
size of the ﬁrst cell at the wall is △+rwall < 0.7. Furthermore, it was shown in [E8] that
the discrepancies between the present DNS results and the reference DNS data of [3] are
∼ 0.3% for the mean and ∼ 0.7% for the rms velocity components, which lies within the
typical variability of reference DNS data from the literature (∼ 2%) [E8].
(a) (b)
Figure 9.1: Numerical grid of the pipe ﬂow test case. (a) front view; (b) isometric view.
N1,2,3 represents the number of grid points.
Grid 1 Grid 2 Grid 3 Grid 4 Grid 5 (DNS)
N 42900 145350 503100 1784640 21714100
N1 8 11 16 24 46
N2 45 69 105 161 341
N3 101 151 226 339 965
△+rwall 1 0.9 0.9 0.7 0.7
△+ωwall 25 17 11 7 3
△+x 51 34 22 15 5
Table 9.1: Numerical resolution of the LES (grid 1-4) and DNS (grid 5) for the assessment
study of subgrid-scale momentum transport models. N: total number of cells; △+rwall:
non-dim. size of 1st cell; △+ωwall: non-dim. cell size; △+x: non-dim. cell size.
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An isotropic velocity ﬁeld is used to initialize the pipe ﬂow simulations. The initializa-
tion procedure is similar to the DNS of turbulent channel ﬂow with passive heat transport
described in section 6.1. At the inﬂow and outﬂow, periodic boundary conditions are
applied in stream-wise direction for the pressure and velocity. In the case of pipe wall,
no-slip condition is set for the velocity and a zero Neumann condition for the pressure.
The additional pressure gradient, that drives the ﬂow, is adjusted dynamically to main-
tain a constant mass ﬂux. Therefore, the pressure is split into a periodic pressure and a
non-periodic pressure part. A source term for the non-periodic pressure gradient is added
to the momentum equation.
In the assessment study, various LES and one DNS were conducted using the standard
solver pimpleFoam of the open source C++ library OpenFOAM 2.4.0, which is similar to
the present low Mach-number formulation in the case of ﬂuid ﬂow with constant physical
properties and without heat transfer. Important features of the numerical simulations,
including the model coeﬃcients used, are listed in table 9.2.
Case Model Grid no.
1, 2, 3, 4 Smagorinsky with van Driest [220] (CS = 0.18) 1, 2, 3, 4
5, 6, 7, 8 One-equation with van Driest [254] (Ck = 0.1, Cǫ = 1) 1, 2, 3, 4
9, 10, 11, 12 WALE [163] (CW = 0.5) 1, 2, 3, 4
13, 14, 15, 16 SIGMA [164] (Cσ = 1.5) 1, 2, 3, 4
17, 18, 19, 20 loc. dyn. Smagorinsky [71] 1, 2, 3, 4
21, 22, 23, 24 loc. dyn. one-equation [151] 1, 2, 3, 4
25, 26, 27, 28 present σ-ksgs-equation model (Ck = 0.1, Cǫ = 1, Cσ = 1.5) 1, 2, 3, 4
29 No model (DNS) 5
Table 9.2: Summary of LES performed in the assessment study of subgrid-scale models
for momentum transport. (see table 9.1 for ”Grid no.”)
9.1.2 Results
In the following, the evaluation of the physical behavior, the prediction accuracy and
the computational cost of the LES models are analyzed. However, LES results of the
Smagorinsky and one-equation models with van Driest wall damping using the two coarsest
grids (cases 1, 2, 5, 6 in table 9.2) are excluded from the analysis, since both models
overdiﬀuse the ﬂow so that it was not possible to get a fully developed ﬂow ﬁeld with
these two LES subgrid-scale models.
Near-wall physical consistency and comparison of statistical moments
Figure 9.2 shows the mean and rms velocity proﬁles predicted by the LES models in
comparison with the generated DNS dataset. All velocity proﬁles are normalized by the
friction velocity of the DNS. Results are exclusively shown for the one-equation model with
van Driest wall damping, the SIGMA model, the localized dynamic one-equation model
and the present σ-ksgs-transport equation model, as representatives for diﬀerent near-
wall treatments. The results obtained using the other models with the same near-wall
treatment are very similar and are therefore not shown here.
As expected, results from the LES become more accurate with increasing spatial res-
olution and collapse onto the DNS data in the case of highest resolution as apparent for
all models under consideration. Regarding the axial mean velocity proﬁles, values are
126
0
5
1
0
1
5
2
0
2
5
U
+
One-equation with van Driest
0
5
1
0
1
5
2
0
2
5
U
+
SIGMA
0
5
1
0
1
5
2
0
2
5
U
+
One-equation with Germano
1 10 100
0
5
1
0
1
5
2
0
2
5
σ − ksgs − transport equation
r+
U
+
0
1
2
3
U
rm
s
+
One-equation with van Driest
Ux,rms
+
U
ω,rms
+
U r,rms
+
0
1
2
3
U
rm
s
+
SIGMA
0
1
2
3
U
rm
s
+
One-equation with Germano
1 10 100
0
1
2
3
U
rm
s
+
σ − ksgs − transport equation
r+
Figure 9.2: Predicted mean and rms velocities for diﬀerent spatial resolutions. Grid no.1
( ), grid no. 2 ( ), grid no. 3 ( ), grid no.4 ( ), DNS/grid no. 5 (+) (see table 9.1).
underestimated at the buﬀer layer region and near the wall (r+ ≤ 30). This tendency
holds more or less for all models and spatial resolutions, but it is most notable for low
mesh resolutions and for models using van Driest wall damping function. In the case of
rms velocity proﬁles, results are apparently more aﬀected by the spatial resolution. Peak
values of the rms velocities are shifted towards the log-law region, especially in the case
of models using van Driest wall damping and low spatial resolution. This non-physical
behavior is less pronounced for the wall-adapting models (WALE, SIGMA), the dynamic
models and the present σ-ksgs-transport equation model, and results of these models are
quite similar.
It appears that models using a van Driest wall damping function underestimate the
axial mean velocity especially at the buﬀer layer and feature a non-physical shift in the
peak values of the rms velocity components. One reason for such inconsistencies might be
an inappropriate near-wall scaling of the eddy viscosity, which is analyzed in ﬁgure 9.3 for
the one-equation model with van Driest wall damping, the SIGMA model, the localized
dynamic one-equation model and the present σ-ksgs-transport equation model. Dashed
lines represent the correct near-wall scaling of the eddy viscosity (νsgs = O(r3)).
By examining the near-wall scaling of the predicted eddy viscosities in ﬁgure 9.3, it
turns out that the wall-adapting models and the present σ-ksgs-transport equation model
are able to retrieve the theoretical asymptotic behavior near solid boundaries. Thereby,
the scaling of the wall-adapting SIGMA model diﬀers slightly from the ideal behavior very
close to the wall, possibly due to limitations in the numerical accuracy by calculating the
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of the eddy viscosity (νsgs = O(r3)).
singular values. In contrast, the scaling of the σ-ksgs-transport equation model is very
close to the theoretical asymptotic behavior even at the immediate vicinity of the wall.
The near-wall scaling is also well reproduced by models using van Driest wall damping
function. However, a non-physical amount of eddy viscosity is produced at the buﬀer
layer and near the wall, which seems to be responsible for the shift in the rms velocity
proﬁles, since the ratio νsgs/ν does not diﬀer signiﬁcantly from the wall-adapting models
or the σ-ksgs-transport equation model in the remaining region. Considering the localized
dynamic Smagorinsky and one-equation models, both LES subgrid-scale models overdiﬀuse
the near-wall region and are unable to reproduce the proper asymptotic behavior near the
wall. As mentioned in [164] and elsewhere, the proper asymptotic behavior can be only
obtained in such models when the dynamic procedure is applied over homogeneous planes
parallel to the walls, which is not feasible in complex geometries, and therefore not applied
in the present work. Although the scaling is wrong in the case of dynamic models, the ratio
of νsgs/ν is quite small close to the wall, which might have therefore a minor contribution
to the overall prediction accuracy of such models.
Error characteristics and prediction accuracy
The apparent performance of the subgrid-scale models established by comparison with the
generated DNS dataset is now quantiﬁed by means of an error analysis. For this purpose,
ﬁgure 9.4 shows the normalized relative error of the mean and rms velocities with respect
to the non-dimensional wall distance r+. Results are exemplarily shown for grid 3 (see
table 9.1). Similar error characteristic are also obtained for the other spatial resolutions.
As revealed in ﬁgure 9.4, deviations are small in the viscous sublayer (r+ ≤ 5), increase
rapidly with increasing wall distance, reach a maximum at the buﬀer layer (5 < r+ < 30)
and ﬁnally decrease in the outer region (r+ > 50). This trend in the error characteristics
is similar for all models and also for both statistics, mean and rms velocities. Furthermore,
it can be seen that deviations are considerably higher in the case of models using a van
Driest wall damping function, especially at the buﬀer layer and near the wall. In contrast,
discrepancies in statistics predicted by wall-adapting models, dynamic models and the σ-
ksgs-transport equation model are signiﬁcantly smaller and comparable. Thereby, results
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of the dynamic models are slightly more accurate, even though these models do not exhibit
the correct near-wall behavior of the eddy viscosity.
After analyzing the error characteristics of the subgrid-scale models for a given spatial
resolution and for diﬀerent ﬂow regimes, the overall prediction accuracy of the models
with respect to the spatial resolution is further examined. For this purpose, the nMAEs
of mean and rms velocities are calculated (equation 9.3). Thereby, locations at which the
nMAEs are computed are logarithmically distributed along the pipe radius in order to
obtain approximately and equal number of sampling points in each ﬂow regime. Results
with respect to the spatial averaged ratio of Kolmogorov length scale η and grid width
∆grid are depicted in ﬁgure 9.5. Thereby, η is computed for each location using the local
turbulent kinetic energy dissipation rate from the DNS.
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with respect to spatial resolution. (see ﬁgure 9.4 for legend).
129
As expected, the nMAEs decrease with increasing spatial resolution (η/∆grid ↑). Es-
pecially for the wall-adapting models, dynamic models and the present σ-ksgs-equation
model, a lower spatial resolution is required to achieve an acceptable accuracy, reﬂecting a
smaller modeling error of such subgrid-scale models in comparison with models using van
Driest wall damping. The prediction accuracy of these models are quite similar. However,
as it is visible in ﬁgure 9.5, the localized dynamic one-equation model is the most accu-
rate for both, mean and rms velocity components over the entire resolution range for the
selected test case.
Estimation of computational cost
One of the key objectives for developing LES is to establish it as an numerical model-
based engineering design tool. This is possible if it is able to provide predictions using
economically computational cost. Therefore, it is of practical interest to address the
required computational cost of a subgrid-scale model to achieve results with an acceptable
accuracy. For this purpose, ﬁgure 9.6 shows the required relative computational cost
for each subgrid-scale model as a function of normalized spatial resolution. Here, ∆grid
represents the spatially averaged grid size and D is the diameter of the pipe. For the
estimation of the relative computational cost CPUh∗, only one CPU-core is used and the
maximal CFL-number is set to one.
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Figure 9.6: Ratio of the CPU time spent for the calculation of each subgrid-scale model and
the total computation time as a function of the normalized spatial resolution. Smagorinsky
with van Driest damping ( ), one-equation with van Driest damping ( ), WALE ( ),
SIGMA ( ), Smagorinsky with Germano ( ), one-equation with Germano ( ), σ-ksgs-
equation ( ).
As it might be expected, the Smagorinsky model with van Driest wall damping and
the WALE model have the lowest relative computational cost CPUh∗ ∼ 3%, whereas
the one-equation model with Germano procedure, the SIGMA and especially the present
σ-ksgs-equation model are the most expensive ones with CPUh
∗ ∼ 10%. The high compu-
tational cost of the one-equation model with Germano procedure is quite obvious due to
the additional eﬀort spent for solving the transport equation of ksgs along with the eﬀort
to automatically adapt the model coeﬃcients. Surprisingly, the computational cost is high
for the SIGMA model, which is purely algebraic and does not use any dynamic procedure.
It appears that the calculation of the SIGMA model operator is computationally intensive
since the three singular values of the velocity gradient tensor have to be computed for
each control volume and each time step. This is also the reason for the relatively high
computational expense of the σ-ksgs-equation model, since the SIGMA model operator
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has to be calculated along with an additional transport equation of ksgs. Nevertheless,
the CPU time spent for the calculation of all subgrid-scale models under consideration is
quite small compared to the total computation time of the simulation. It can be there-
fore concluded that the computational cost plays a minor role for such relatively simple
subgrid-scale models.
9.1.3 Conclusion
A fully developed turbulent pipe ﬂow at Reτ = 180 is considered to assess the prediction
accuracy, physical consistency and computational cost of seven subgrid-scale models for
momentum transport. Thereby it turned out that wall-adapting models, localized dynamic
models and the present σ-ksgs-equation model reproduce the physics of the ﬂow ﬁeld more
reliably while revealing a superior prediction accuracy than models using a van Driest
wall damping approach. Especially at the viscous wall region (r+ ≤ 50), wall-adapting
models, dynamic models and the σ-ksgs-equation model are more accurate. Regarding the
near-wall scaling of the eddy viscosity, it is shown that only wall-adapting models and the
σ-ksgs-equation model are able to reproduce the theoretical asymptotic behavior at the
wall correctly. Localized dynamic approaches and models using a van Driest wall damping
function overdiﬀuse the near-wall region and consequently do not reproduce the theoretical
asymptotic behavior at the wall correctly. Finally, by examining the computational cost
of the subgrid-scale models it appears that the Smagorinsky model with van Driest wall
damping and the WALE model have the lowest relative computational cost of CPUh∗ ∼
3%, whereas the one-equation model with Germano procedure, the SIGMA model and
the present σ-ksgs-equation model are the most expensive ones with CPUh
∗ ∼ 10%.
Nevertheless, the CPU time spent for the calculation of all subgrid-scale models under
consideration is quite small compared to the total computation time of the simulation.
The computational cost plays therefore a minor role for such relatively simple subgrid-
scale models.
Based on these ﬁndings, it is evident that localized dynamic models and models using
a van Driest wall damping function are not used in this work for further investigations of
irreversibilities in sub- and supercritical turbulent near-wall ﬂows. In such ﬂow conﬁgu-
ration wall-adapting models and especially the σ-ksgs-equation model are the models of
choice due to their prediction accuracy and physical consistency.
9.2 Evaluation of LES subgrid-scale models for heat trans-
port
In this section, the subgrid-scale modeling approaches of heat transport as described in
chapter 3 are assessed. In line with the evaluation study of subgrid-scale models for
momentum transport, this is achieved by a systematic comparison of LES predictions with
DNS results using an error analysis and by providing an estimation of the computational
expense of the subgrid-scale models. For this purpose, various LES of a fully developed
turbulent channel ﬂow with heated walls (Reτ = 395, Pr = 0.71) have been carried
out to evaluate the prediction accuracy, physical consistency and computational cost of
the diﬀerent subgrid-scale heat ﬂux models. These models are the commonly used eddy
diﬀusivity model with constant turbulent Prandtl number Prsgs, the eddy diﬀusivity model
using a dynamic procedure to calculate Prsgs [158] and the present explicit anisotropy
resolving algebraic heat ﬂux model as described in chapter 3. In order to quantify the
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inﬂuence of the numerical approach on the LES predictions, simulations without any
subgrid-scale model for the subgrid-scale heat ﬂux were also carried out.
9.2.1 Numerical setup
Based on the DNS study of Kawamura et al. [109], the computational domain of the
channel simulation has a length of 6.4δ and an extent in span-wise direction of 3.2δ, where
δ is half the height of the channel. Notice that this domain size may not be large enough to
ensure that turbulence structures and computed turbulence statistics are no more aﬀected.
Nevertheless, for the sake of consistency with the reference DNS database of Kawamura et
al. [109], the same computational domain size is selected in the present evaluation study.
A schematic of the computational domain is depicted in ﬁgure 9.7.
Figure 9.7: Computational domain for the LES study of heated channel ﬂow at Reτ = 395.
N1,2,3 represents the number of grid points.
A systematic grid-reﬁnement study consisting of four numerical grids with diﬀerent
spatial resolution has been conducted to analyze the prediction accuracy and computa-
tional cost of the subgrid-scale heat ﬂux models. Characteristic quantities of the applied
numerical grids are summarized in table 9.3.
Grid 1 Grid 2 Grid 3 Grid 4
N 288000 576000 1013760 1958400
N1 61 81 97 121
N2 81 91 111 137
N3 61 81 97 121
y+wall 1.3 0.8 0.7 0.7
△+x 21.1 15.8 13.2 10.5
△+z 42.1 31.6 26.3 21
Table 9.3: Numerical resolution of the LES for the assessment study of subgrid-scale heat
transport models. N: total number of cells; y+wall: non-dim. size of 1
st cell at the wall;
△+x: non-dim. cell size in span-wise direction; △+z: non-dim. cell size in ﬂow direction.
An isotropic velocity ﬁeld is utilized to initialize the channel ﬂow simulations. The
initialization method is exactly the same as that of the DNS of turbulent channel ﬂow
with passive heat transport as described in section 6.1. Periodic boundary conditions
are applied in the stream-wise and span-wise directions for the velocity, pressure and
temperature. At the channel walls, no-slip condition is set for the velocity and a zero
Neumann condition is used for the kinematic pressure. Regarding the temperature, a
constant wall temperature of Tw = 500K is imposed. The pressure and temperature
gradients, which drive the heat and ﬂuid ﬂow, are adjusted dynamically to maintain a
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constant mass ﬂux and mixed temperature, respectively. For this purpose, source terms
are added to the momentum and energy equations.
The present low Mach-number approach is utilized in the LES studies, where the tem-
perature equation is solved implicitly using the Crank-Nicholson method and the ﬁltered-
Linear scheme is used for all convective terms (see section 4). Notice that the ﬁlteredLinear
scheme is less dissipative than most TVD schemes usually used to discretize the convective
terms. For the sake of consistency with the reference DNS of Kawamura et al. [109], ther-
modynamic and transport properties are taken as constant values in the LES simulations.
A summary of the LES study is given in table 9.4. Notice that in the case of subgrid-scale
modeling of momentum transport, the σ-ksgs-equation model is employed for all cases.
Case Model Grid no.
1, 2, 3, 4 eddy diﬀusivity model (Prsgs = 0.7) 1, 2, 3, 4
5, 6, 7, 8 eddy diﬀusivity model with dynamic Prsgs 1, 2, 3, 4
9, 10, 11, 12 present anisotropic heat ﬂux model 1, 2, 3, 4
13, 14, 15, 16 no model 1, 2, 3, 4
Table 9.4: Summary of LES performed to assess the subgrid-scale models for heat trans-
port. (see table 9.3 for ”Grid no.”)
9.2.2 Results
Before starting with the evaluation of the selected LES heat ﬂux models, the predicted
turbulent ﬂow ﬁeld by the LES is examined ﬁrst to identify potential discrepancies, which
might have some inﬂuence on the heat transport characteristics. Then, the physical be-
havior, the prediction accuracy and the computational cost of the selected LES heat ﬂux
models are analyzed and evaluated. The DNS database of Kawamura et al. [109] is utilized
to compare the present LES results.
Comparison of the turbulent flow field
Figure 9.8 shows predicted mean and rms velocities as a function of the non-dimensional
wall distance y+ obtained with the diﬀerent numerical grids from table 9.3. All velocity
proﬁles are normalized by the friction velocity of the reference DNS.
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Figure 9.8: Predicted mean (a) and rms (b) velocities as a function of non-dimensional
wall distance y+. Comparison of LES results with DNS data of [109].
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As it is apparent in ﬁgure 9.8 (a), predicted mean velocities are very close to the refer-
ence DNS data of [109]. Fluctuations are slightly more aﬀected by the spatial resolution
(see ﬁgure 9.8 (b)), especially in the case of axial rms velocities that are overestimated
in the buﬀer layer region. Nevertheless, the overall physics of the turbulent ﬂow ﬁeld is
well reproduced by the LES, even with the coarsest numerical grid under consideration.
It is therefore most likely that discrepancies in the predicted ﬂow ﬁeld have only a minor
inﬂuence on thermal properties.
Physical consistency and comparison of thermal statistical moments
Figure 9.9 shows non-dimensional mean and rms temperatures proﬁles predicted by the
diﬀerent heat ﬂux models and the no model approach in comparison with the reference
DNS data. The non-dimensional temperature is deﬁned as Θ+ = (Tw − T )/Tτ , where
Tτ = qw/(ρcpuτ ) is the friction temperature taken from the reference DNS.
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Figure 9.9: Predicted non-dimensional mean and rms temperature proﬁles for diﬀerent
spatial resolutions. Grid no.1 ( ), grid no. 2 ( ), grid no. 3 ( ), grid no.4 ( ) (see table
9.3). Comparison with reference DNS data (+) of Kawamura et al. [109].
As it is expected, with increasing spatial resolution, results from the LES become
more accurate for all heat ﬂux models under consideration and also for the no model
approach. Regarding mean temperature proﬁles shown in ﬁgure 9.9 (a), predicted values
are overestimated at the buﬀer layer and log-law region. This tendency holds true for all
models and spatial resolutions, whereby diﬀerences in the predictions of the diﬀerent heat
ﬂux models are fairly small. However, it can be clearly seen that deviations from DNS
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are highest in the case of the no model approach. Regarding rms temperature proﬁles
as depicted in ﬁgure 9.9 (b), LES results are apparently more aﬀected by the spatial
resolution and the subgrid-scale modeling. Here, it can be observed that predictions of
the peak value at the buﬀer layer region (10 < y+ < 40) are too high, in particular for low
mesh resolutions and especially in the case of the no model approach. Best agreement is
achieved in the case of the anisotropic and the eddy diﬀusivity model with constant Prsgs.
Therefore, it can be concluded that the subgrid-scale heat ﬂux modeling has a minor
inﬂuence on ﬁrst order thermal statistics but signiﬁcantly improves second order thermal
statistics, while the diﬀusivity of the numerical approach seems almost negligible, at least
for the selected turbulent heated channel ﬂow test case at Reτ = 395 and Pr = 0.71.
Next, the physical consistency of the diﬀerent subgrid-scale heat ﬂux models is ana-
lyzed. For this purpose, ﬁgure 9.10 shows predicted wall-normal (a) and axial (b) turbulent
heat ﬂuxes as a function of non-dimensional wall distance in comparison with the reference
DNS data. Solid lines denote resolved heat ﬂuxes, while dashed lines represent subgrid-
scale heat ﬂuxes.
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Figure 9.10: Predicted wall-normal (a) and axial (b) turbulent heat ﬂuxes as a function of
non-dimensional wall distance. Comparison with reference DNS data (+) of Kawamura
et al. [109]. Solid lines represent resolved heat ﬂuxes and dashed lines are subgrid-scale
heat ﬂuxes. (see ﬁgure 9.9 for legend).
Regarding the wall-normal heat ﬂux in ﬁgure 9.10 (a), resolved ﬂuxes are underesti-
mated in the near-wall region but compare quite well in the log-law region. The contri-
bution of the subgrid-scale wall-normal heat ﬂux appears relative small in all LES heat
ﬂux models (∼ 5 − 10% of the resolved wall heat ﬂux), but it is smallest in the case of
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the eddy diﬀusivity model using the dynamic procedure to calculate Prsgs. Furthermore,
resolved and subgrid-scale wall-normal heat ﬂuxes are aligned, which indicates a consistent
modeling of the wall-normal heat ﬂux for all LES heat ﬂux models under consideration.
In contrast, resolved axial heat ﬂuxes are signiﬁcantly higher than DNS values, especially
in the buﬀer layer region (see ﬁgure 9.10 (b)). Thereby, it is interesting to observe that
resolved and subgrid-scale axial heat ﬂuxes are only aligned in the case of the explicit
anisotropy resolving heat ﬂux model, reﬂecting the physical consistency of this model
under these operating conditions. Considering the isotropic heat ﬂux models, both, the
standard and dynamic eddy diﬀusivity models are unable to reproduce the correct direc-
tion of the axial subgrid-scale heat ﬂux. Although, the resolved and subgrid-scale axial
heat ﬂuxes are not aligned in the isotropic models, the contribution of the subgrid-scale
modeling appears quite small, which might explain that the overall prediction accuracy of
thermal statistics with such models is comparable to anisotropic models (for comparison
see ﬁgure 9.9).
Error characteristics and prediction accuracy
It appears that deviations in predicted thermal statistics are quite small, even though
subgrid-scale heat ﬂuxes are only modeled consistently by the anisotropic subgrid-scale
heat ﬂux model. This is quantiﬁed now by means of an error analysis. For this purpose,
ﬁgure 9.11 shows the normalized relative error of the mean and rms temperatures with
respect to the non-dimensional wall distance y+. Results are exemplarily shown for grid 2
(see table 9.3). Similar error characteristics are obtained for the other spatial resolutions.
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Figure 9.11: Normalized error of the predicted mean and rms temperatures evaluated on
grid no. 2 of table 9.3).
It can be observed in ﬁgure 9.11, that errors are small in the near-wall region, increase
rapidly in the buﬀer layer and ﬁnally decrease in the outer region. This trend in the error
characteristics is similar for all LES heat ﬂux models and also for both statistics, mean
and rms temperatures. The error contributions of the approach with constant Prsgs and
the anisotropic model are very similar and it can be clearly seen that both models are the
most accurate ones. In contrast, the error contribution of the dynamic Prsgs approach
and especially the no model approach are signiﬁcantly higher, indicating a higher modeling
error of both models.
After examining the error characteristics of the heat ﬂux models for a given spatial
resolution, the overall prediction accuracy of the models with respect to the spatial resolu-
tion is analyzed now. For this purpose, the nMAEs of the mean and rms temperatures are
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calculated (see equation 9.3). Thereby, the locations at which the nMAEs are computed
are logarithmically distributed along the channel hight in order to obtain approximately
and equal number of sampling points in each ﬂow regime. Results with respect to the spa-
tial averaged ratio of Obukhov-Corrsin length scale ηOC and grid width ∆grid are depicted
in ﬁgure 9.12. The ηOC is estimated from the reference DNS of Kawamura et al. [109].
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Figure 9.12: Normalized mean absolute error (nMAE) of predicted mean and rms velocities
with respect to the spatial resolution.
As it is visible in ﬁgure 9.12, the nMAEs decrease with increasing spatial resolution
(ηOC/∆grid ↑). In particular the constant Prsgs approach and the anisotropic model have
lowest values of nMAEs, reﬂecting a smaller modeling error in comparison to the other
models under consideration. Unexpectedly, nMAEs of the eddy diﬀusivity model using
a dynamic procedure to calculate Prsgs are signiﬁcantly higher than the constant Prsgs
approach. This may be attributed to additional numerical errors induced by the test
ﬁltering approach, where the anisotropy of the numerical grids is not considered in the
present formulation of the test ﬁlter.
Estimation of computational cost
Finally, the required computational cost of the heat ﬂux models to achieve an acceptable
accuracy is assessed. Figure 9.13 shows the relative computational cost of each subgrid-
scale model as a function of normalized spatial resolution.
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Figure 9.13: Ratio of the CPU time spent for the calculation of each subgrid-scale heat ﬂux
model and the total computation time as a function of the normalized spatial resolution.
Eddy diﬀusivity model with constant Prsgs ( ), eddy diﬀusivity model with dynamic
procedure to calculate Prsgs ( ), explicit anisotropy resolving heat ﬂux models ( ).
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Apparently in ﬁgure 9.13, the eddy diﬀusivity model with constant Prsgs has the lowest
relative computational cost (CPUh∗ ∼ 0.25%), whereas the eddy diﬀusivity model using a
dynamic procedure to calculate Prsgs is the most expensive one with CPUh
∗ ∼ 3%. The
explicit anisotropy resolving heat ﬂux model is also quite inexpensive (CPUh∗ ∼ 0.5%)
since it is fully algebraic and does not use any dynamic procedure. Moreover, the CPU
time spent for the calculation of all heat ﬂux models under consideration is fairly small
compared to the total computation time of the simulation. It can be therefore concluded
that the computational cost is not of great signiﬁcance for such relatively simple subgrid-
scale heat ﬂux models.
9.2.3 Conclusion
Various LES of a fully developed turbulent channel ﬂow with heated walls (Reτ = 395,
Pr = 0.71) have been carried out to evaluate the prediction accuracy, physical consistency
and computational cost of diﬀerent subgrid-scale heat ﬂux models. Thereby, it turns out
that isotropic and anisotropic models are able to predict thermal statistics accurately
within the channel ﬂow test case, regardless a dynamic procedure is used or not. In
contrast, only the explicit anisotropy resolving model is able to predict subgrid-scale heat
ﬂuxes consistently in the case of the axial heat ﬂux. It is therefore used for further
analysis of irreversibilities in sub- and supercritical turbulent near-wall ﬂows. Finally, by
examining the computational expense of the heat ﬂux models it appears that all models
under consideration are fairly inexpensive. Thus, the computational cost of such relative
simple models is not signiﬁcant in the context of LES.
9.3 Evaluation of subgrid-scale modeling of entropy produc-
tion
In this last evaluation study, the reliability of the subgrid-scale modeling approach for
entropy production rates as described in section 3.4 are assessed. In this respect it is worth
mentioning that reference DNS data from the literature regarding entropy production
rates in turbulent heated near-wall ﬂows do not exist. Therefore, an additional DNS of a
turbulent heated channel ﬂow at Reτ = 395 and Pr = 0.71 has been performed in order to
generate a reliable DNS database of entropy production rates for such ﬂow conﬁgurations.
The numerical test case is same as that of the DNS of Kawamura et al. [109] used in the
evaluation study for the subgrid-scale heat ﬂux models (see section 9.2.1). The numerical
grid consists of 9879552 control volumes and is reﬁned in the near-wall region to ensure
a non-dimensional wall distance smaller than one (y+ < 1). Furthermore, the ratio of
Kolmogorov length scale and mean grid width ηK/∆ is smaller than 2.5 in the entire
domain. Both, y+ < 1 and ηK/∆ < 2.5, conﬁrm an appropriate spatial resolution of the
present DNS. A comparison of ﬂuid ﬂow and thermal statistics from the present DNS with
the reference dataset of Kawamura et al. [109] is shown in ﬁgure 9.14.
Mean and rms proﬁles of the velocity and temperature agree very well with the reference
DNS data of [109]. This establishes the validity of the present DNS and conﬁrms that the
numerical method applied is appropriate to describe thermo-ﬂuid processes inside the
heated channel ﬂow conﬁguration. The generated dataset can be therefore used for the
evaluation of the subgrid-scale modeling approach for entropy production rates.
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Figure 9.14: Mean (a), (c) and rms (b), (d) velocities and temperature as a function of
the non-dimensional wall distance y+. Comparison of results from the present DNS with
the reference DNS dataset of Kawamura et al. [109].
9.3.1 Numerical setup
A systematic grid reﬁnement study consisting of four numerical grids with diﬀerent spatial
resolutions has been conducted to analyze the reliability and prediction accuracy of the
subgrid-scale modeling approach for entropy production rates in the context of LES. The
same numerical grids employed in the evaluation study of the subgrid-scale heat ﬂux
models are also used here. Characteristic quantities of the numerical grids can be found
in table 9.3.
Regarding subgrid-scale modeling of momentum and heat transport, the σ-ksgs-
equation model and the explicit anisotropy resolving heat ﬂux model are applied. The
remaining numerical procedure is the same as that of the evaluation study of subgrid-scale
heat ﬂux models (see section 9.2.1).
9.3.2 Results
Figure 9.15 shows LES predictions of time-averaged entropy production rates by vis-
cous dissipation 〈Πv〉 and by heat transport 〈Πq〉 in comparison with the generated DNS
dataset. Thereby, 〈Πv〉 is normalized by Tτν/(ρu4τ ) and 〈Πq〉 by 2νT 2τ λ/(ρcpPr), where
Tτ = qw/(ρcpuτ ) is the friction temperature and qw the heat ﬂux from the walls. Dashed
lines in ﬁgure 9.15 denote the resolved entropy production rates by the LES (〈Πresv 〉 and〈
Πresq
〉
), while solid lines represent the sum of the resolved part and the subgrid-scale
contribution. Notice that the results are presented in a double logarithmic scaled graph
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in order to visualize the large range of entropy production rates.
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Figure 9.15: Time-averaged entropy production rates by viscous dissipation (a) and heat
transport (b). Comparison between DNS results and LES predictions.
Entropy generation rates are high at the viscous sublayer (y+ < 5), decrease rapidly
in the buﬀer layer (y+ < 30) and they are low at the log-law region (y+ > 30). This
characteristic physical behavior of entropy generation in wall-bounded heated ﬂows is well
retrieved by the LES approach. Regarding the modeling of the subgrid-scale entropy pro-
duction rates, it can be clearly seen that predictions of 〈Πv〉 and 〈Πq〉 including the subgrid
scale contribution are more reliable than taking only the resolved part. Furthermore, the
residual part is small in the near-wall region and increases signiﬁcantly away from the
wall. This seems reasonable since the near-wall region is fully-resolved in the LES simula-
tions, thus subgrid-scale quantities vanish towards the wall. In the outer region (y+ > 40)
subgrid-scale entropy production rates are high, approximately of the same order than the
resolved part. In this region, total entropy production rates are underestimated by the
LES modeling approach, even when the residual contribution is added. Nevertheless, the
overall agreement of LES predictions with the DNS data is fairly good.
Subsequently, the prediction accuracy of entropy production rates with and without
adding the residual contribution is quantiﬁed by means of an error analysis in ﬁgure 9.16.
Notice that in contrast to the error analyses conducted in the previous evaluation studies,
the relative error is used instead of the normalized relative error due to the large range of
entropy production rates within the heated channel ﬂow.
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Figure 9.16: Relative error of resolved and total entropy production rates evaluated on
grid no. 4 of table 9.3.
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As it can be seen in ﬁgure 9.16, relative errors of predicted entropy production rates
are small at the viscous wall region and increase in the outer region. Thereby, adding
the subgrid-scale contribution signiﬁcantly improves the prediction accuracy of entropy
production rates. This holds true for both, eΠ+v and eΠ+q , and conﬁrms the reliability of
the present modeling approach. It is important to mention in this context that the contri-
bution of entropy production in the near wall region is signiﬁcantly higher than away from
the wall. Therefore, by using wall-resolved LES, subgrid-scale entropy production does
not considerably contribute to the integral entropy production in case of fully developed
turbulent heated channel ﬂow. However, as it will be shown in chapter 10 for turbulent jet
ﬂow, subgrid-scale entropy production can have a signiﬁcant contribution to the integral
entropy production.
9.3.3 Conclusion
When dealing with entropy production analysis in the LES framework, it turned out that
entropy generation is predominantly a subgrid-scale process and therefore accurate closure
approaches are of profound importance. The formulations based on inertial and inertial-
convective subrange scaling as suggested in section 3.4 proved to be a promising approach
for entropy analysis in LES as testiﬁed by a comparison with generated DNS data of a
turbulent heated channel ﬂow at Reτ = 395 and Pr = 0.71.
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Chapter 10
LES with second law analysis for sub-
and supercritical flows
The numerical methods and modeling approaches developed and evaluated in the previous
chapters are now utilized to perform entropy production analyses for sub- and supercritical
ﬂows using LES. First, entropy generation mechanisms in supercritical fuel disintegration
processes at operating conditions relevant for liquid rocket engines are analyzed. LES
combined with the second law of thermodynamics is used to identify causes of irreversibil-
ities in such technical ﬂow applications and distinctive features of the fuel disintegration
process are then characterized. Thereby, the predictive capability of the LES framework in
terms of entropy generation analysis for ﬂows with complex thermodynamic properties is
evaluated. The second part of this chapter deals with irreversibilities evolving in subcriti-
cal impingement cooling arrangements. Here, LES with second law analysis is applied to
identify mechanisms and geometric designs that are responsible for thermodynamic losses.
In this respect, entropy generation maps for diﬀerent impingement angles and Reynolds
numbers are provided. It is shown that LES combined with entropy generation analysis is
a useful tool to identify desirable operating conditions and designs for the eﬃcient use of
energy in such thermal devices.
10.1 Entropy generation in supercritical fuel disintegration
processes
The use of fuel-oxidizer mixtures under supercritical conditions has proved to be a valu-
able and viable option for applications where speciﬁc impulse is a determining parameter,
like in the case of liquid rocket engines [175, 149, 41]. In this aspect, liquid-oxygen-gas-
hydrogen (LOX-GH) mixture is commonly employed in liquid rocket engines due to the
high speciﬁc impulse that it produces. In this respect, LOX-GH injection has been exten-
sively investigated numerically and experimentally under operating pressure which exceeds
the critical pressure of both substances, while the prevailed temperature is in a range that
oxygen is injected in a liquid-like condition and hydrogen being in a gas-like phase. De-
spite intense research activities in the last decades, there are still many phenomena that
are not completely understood. However, a good knowledge of the injection phenomena
in the supercritical regime is essential in order to optimize the performance of combustion
in liquid rocket engines.
As pointed out by Banuti et al. [17] and others, the bulk breakup process in super-
critical fuel injection is essentially a pure ﬂuid phenomenon dictated by the disintegration
of the liquid-like potential core and subsequent pseudo-boiling of the cryogenic oxidizer.
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remaining part. This suggests that only the inner core of the jet is dominated by real gas
eﬀects, while the ﬂuid in the outer region behaves similar to an ideal gas.
Figure 10.3 shows variations of the mean (a) and rms (b) density along the centerline
in comparison with the experimental data of Mayer et al. [149] and the generated DNS
dataset. In order to examine the grid sensibility of the LES, results are depicted for all
three diﬀerent spatial resolutions (see table 10.1).
(a) (b)
Figure 10.3: Variation of mean (a) and rms density (b) along the centerline of the jet.
Comparison of LES results with the present DNS and experimental data of Mayer et al.
[149].
The density is nearly constant along the centerline up to z/D < 5, decreases rapidly
while the jet breaks up and ﬁnally reaches approximately the value of gas-like state (see
ﬁgure 10.3 (a)). LES results are fairly close to the DNS and experimental data, however
it can be seen that the jet breakup is delayed in the case of LES compared to the DNS
results. Regarding the variation of rms density along the centerline (see ﬁgure 10.3 (b)),
results are more aﬀected by the spatial resolution, in particular at the disintegration region
(5 < z/D < 15), where the rms density is underestimated by the LES. Nevertheless, the
characteristic fuel disintegration and mixing processes are clearly retrieved by the LES,
even with the relatively moderate mesh size. The LES can be therefore used for further
investigations of entropy generation mechanisms.
Entropy generation analysis
The entropy production mechanisms are now analyzed in order to identify causes of irre-
versibilities within the injection process and to assess the reliability of the present LES
framework in terms of entropy generation analysis. For this purpose, ﬁgure 10.4 depicts
instances of predicted Favre-averaged entropy production rates by viscous dissipation (a)
and by heat transport (b) at mid-plane section of the jet. Here, the sum of resolved and
subgrid-scale entropy production rates are shown.
Due to the extreme thermodynamic conditions, it appears that entropy is predomi-
nantly generated by heat transport including supercritical state transition rather than by
viscous dissipation. Highest entropy production rates can be found at the mixing layer
between the liquid-like cold jet and gas-like surrounding ﬂuid. This seems reasonable be-
cause of the extreme non-uniformity of the velocity and temperature ﬁelds resulting in
steep gradients, especially at the mixing layer. In contrast, entropy generation is small at
the potential core of the jet, in particular for entropy production by heat transport due to
the absence of temperature gradients. Both, intense entropy generation around the mixing
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It can be seen in ﬁgure 10.5 that entropy generation is predominantly a subgrid-scale
process, for which the resolved contribution is relatively small. Therefore, accurate closure
approaches are of profound importance. Even though the amount of subgrid-scale mod-
eling is high, results obtained by the closure approaches proposed in section 3.4 are very
close to the generated DNS data. This holds true for both, entropy production by viscous
dissipation and by heat transport. Therefore, it can be concluded that the formulations
based on inertial-convective subrange scaling proved to be a promising approach for en-
tropy production analysis in LES not only for simple ﬂow conﬁgurations like turbulent
channel ﬂow (see section 9.3) but also for ﬂows with complex thermodynamic properties
like supercritical ﬂows.
10.1.3 Conclusion
LES with second law analysis of cryogenic nitrogen injection under supercritical conditions
at moderate Reynolds number has been conducted. Several distinctive features of the
disintegration process has been identiﬁed and the predictive capability of LES in terms of
entropy production analysis has been evaluated. Thereby, it turned out that:
(1) The compressibility factor are small around the jet’s core and approximately one in
the remaining part. This suggests that only the jet’s core is dominated by real gas
eﬀects, while the ﬂuid behaves similar to an ideal gas in the remaining part.
(2) By examining the entropy production, four main stages of the jet disintegration
process have been clearly identiﬁed, namely the potential core, the shear-dominated
process, the so-called pseudo-boiling stage and the turbulent mixing stage. This is
in good agreement with the DNS ﬁndings in section 9.3.
(3) In dealing with entropy production analysis in the LES framework, it turned out
that entropy generation is predominantly a subgrid-scale process and therefore ac-
curate closure approaches are of profound importance. The formulations based on
inertial-convective range scaling as proposed in section 3.4 proved to be a promising
approach for entropy generation analysis in LES not only for simple ﬂows but also
for those with complex thermodynamic properties like supercritical ﬂows as shown
by comparison with DNS data.
10.2 Irreversibilities in subcritical impingement cooling ar-
rangements
Impingement cooling has been widely used as means of heat transfer equipment in a
variety of engineering application like cooling of gas turbine blades, electronic components
or quenching of metals and glass, because it provides a very eﬀective and ﬂexible way
to transfer thermal energy between a target surface and coolant ﬂuid. Compared to
conventional ﬂow arrangements like free wall-parallel ﬂows, impinging cooling enables up to
threefold higher heat transfer coeﬃcients at a given maximum ﬂow speed [257]. Given their
practical relevance, several jet geometries and ﬂow conditions were examined, like nozzle
shapes, Reynolds number eﬀects, the inﬂuence of jet-to-plate spacing, jet impingement
angle and many more. From the gained insights, various empirical correlations for the
practical use of impinging ﬂows were derived. Reviews of experimental studies, numerical
modeling, general uses and performance of impinging jets can be found in [257, 258, 141,
98, 236].
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a constant wall temperature of TW = 330K and a jet-to-plate spacing of H/D = 1. At
the impinged wall, the jet is divided into two opposed wall-jets directed outward along the
solid wall and gets heated up. In contrast to the DNS study in which only an inclination
angle of α = 45◦ and a Reynolds number of Re = 5000 is examined, diﬀerent inclination
angles (α = 45◦, 60◦, 75◦, 90◦) and Reynolds numbers (Re = 5000, Re = 10000 and Re =
20000) are considered in the LES. Thereby, only the region after the nozzle exit section
is simulated in the LES, while synthetic turbulent inﬂow conditions are employed at the
nozzle exit section. These inﬂow data are generated by means of the digital ﬁltering
approach proposed by Klein et al. [114], while the mean velocity proﬁle is taken from the
DNS study. The other boundary conditions are similar to that used in the DNS study (see
chapter 7).
The solution procedure for constant density ﬂows as described in section 4.2.1 is applied
in the LES calculations. Thereby, the σ-ksgs-equation model and the explicit anisotropy
resolving heat ﬂux model are used for subgrid-scale closure (see sections 3.2.3 and 3.3.3). A
summary of the parametric study is given in table 10.2. The quality of the numerical grids
used in the LES study is judged by means of the ratio of subgrid-scale to total turbulent
kinetic energy M in the entire domain. Furthermore, case 1-3 are used for a systematic
grid variation study to determine the grid-sensitivity of the LES results for α = 45◦ and
Re = 5000.
Case α Re No. of cells M
1 45◦ 5,000 1.0 million 0.06
2 45◦ 5,000 1.7 million 0.04
3 45◦ 5,000 3.1 million 0.03
4 60◦ 5,000 1.7 million 0.05
5 75◦ 5,000 1.7 million 0.04
6 90◦ 5,000 1.7 million 0.04
7 45◦ 10,000 3.0 million 0.04
8 60◦ 10,000 3.0 million 0.05
9 75◦ 10,000 3.0 million 0.04
10 90◦ 10,000 3.0 million 0.04
11 45◦ 20,000 4.8 million 0.05
12 60◦ 20,000 4.8 million 0.05
13 75◦ 20,000 4.8 million 0.04
14 90◦ 20,000 4.8 million 0.04
Table 10.2: Summary of the parametric study for the entropy production analysis in the
impingement cooling device. α: inclination angle; Re: jet Reynolds number, M : subgrid-
scale to total kinetic energy in the entire domain.
10.2.2 Results
In order to establish the validity of the simulations, LES predictions are ﬁrst compared
with the generated DNS dataset. Then, general heat and ﬂuid ﬂow features of the inclined
impinging jet are analyzed with respect to diﬀerent inclination angles and jet Reynolds
numbers. Finally, the entropy generation in the impinging jet conﬁgurations is analyzed
and the thermodynamic eﬃciency of the diﬀerent arrangements are evaluated based on
the method of entropy generation minimization [28].
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Comparison with DNS data (cases 1-3)
Figure 10.7 shows the predicted LES mean velocity component in wall-parallel direction
〈Uζ〉 (a) and turbulent kinetic energy tke (b) in comparison with DNS as a function of the
wall-normal direction η/D. All results are normalized by the jet’s bulk velocity Ubulk.
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Figure 10.7: Mean wall-normal velocity (a) and turbulent kinetic energy tke (b). Com-
parison of LES results and DNS data.
As it can be observed in ﬁgure 10.7 (a), predicted mean velocities agree well with the
reference DNS with minor discrepancies at the stagnation region. Slight deviation from
DNS for tke predictions can be observed, especially at the stagnation region (see ﬁgure
10.7 (b)). However, characteristic ﬂow features of the 45◦-inclined impinging jet are well
reproduced by the LES. This holds true for all numerical grids under consideration and
conﬁrms that the numerical setup and spatial resolution are appropriate to describe the
turbulent ﬂow ﬁeld of this conﬁguration. A similar conclusion can be drawn for predicted
mean and rms temperature proﬁles as depicted in ﬁgure 10.8. Here, LES predictions are
very close to the reference DNS data, also at the stagnation region.
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Figure 10.8: Mean (a) and rms (b) temperature proﬁles in the near-wall region of the
45◦-inclined impinging jet on a heated plate. Comparison of LES results and DNS data.
Finally, predicted time-averaged entropy production rates by viscous dissipation 〈Πv〉
and heat transport 〈Πq〉 are compared with the generated DNS dataset in ﬁgure 10.9.
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Figure 10.9: Time-averaged entropy production rates by viscous dissipation (a) and heat
transport (b). Comparison of LES predictions and DNS data.
Entropy production is high at the near-wall region and decreases rapidly away from the
wall. Thereby, entropy is predominantly generated by heat transport rather than viscous
dissipation, in particular at the stagnation region. This behavior is well reproduced by
the LES, even for the coarsest grid. Furthermore, LES predictions are very close to the
DNS data, which establishes the predictive capability of the present LES framework in
terms of entropy production. It can be therefore used for further investigations of diﬀerent
inclination angles and Reynolds numbers in the inclined impinging jet conﬁguration.
Influence of the Reynolds number and inclination angle (cases 3-10)
After establishing the validity of the LES, the inﬂuence of the inclination angle and
Reynolds number on thermal and ﬂuid ﬂow properties is analyzed now. For this pur-
pose, ﬁgure 10.10 shows the time-averaged velocity magnitude ﬁeld at mid-plane section
of the jet. Black solid lines represent streamlines of the mean ﬂow ﬁeld, S the stagnation
point, N the location of maximum Nusselt number and C the geometric center of the jet.
Results are exemplarily shown for a jet Reynolds number of Re = 5000 (cases 3-6).
Figure 10.10: Mean velocity ﬁeld at mid-plane section of the impinging jet for diﬀerent
inclination angles α. S: stagnation point; N : location of maximal Nusselt number; C:
geometric center of the jet. (for Re = 5000).
It can be clearly seen in ﬁgure 10.10 that the stagnation point S becomes shifted
towards the compression side with decreasing inclination angle α. Thereby, streamlines
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are highly curved, especially at the location where the opposed wall-jets begin to form.
In this respect, it is interesting to observe that the heat transfer is most intense at the
opposed wall-jet region at the compression side, except in the case of α = 90◦. Here,
the stagnation point S and the location of maximal heat transfer N coincide at the same
point. These anomalies of the stagnation point and peak Nusselt number are quantiﬁed
in ﬁgure 10.11, which depicts the displacement distance between the stagnation point and
the geometric center of the jet SC (a), and between the stagnation point and the location
of maximal Nusselt number SN (b) as a function of α and Re.
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Figure 10.11: Displacement distance between (a) stagnation point and geometric center
of the jet SC, and (b) between stagnation point and location of maximal Nusselt number
SN as a function of inclination angle α for Re = 5000, Re = 10000 and Re = 20000.
As expected, SC decreases linearly with increasing inclination angle and is zero for
α = 90◦. In contrast, the displacement SN is maximal for α = 75◦ and decreases with
decreasing inclination angle. For α = 90◦, the maximal Nusselt number occurs exactly
at the stagnation point. This characteristic behavior of SC and SN is independent of
the Reynolds number and predominantly caused by geometric constraints rather than
turbulence dynamics.
In order to quantify the interaction between the turbulent jet and the impinged wall,
ﬁgure 10.12 shows mean and maximal wall shear stresses for diﬀerent inclination angles
and Reynolds numbers. Values are non-dimensionalized by the bulk velocity of the jet.
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Figure 10.12: Mean (a) and maximal (b) wall shear stresses at the impinged wall for
diﬀerent inclination angles and Reynolds numbers.
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The mean wall shear stress 〈τw〉 averaged over the impinged wall is highest in the
90◦-conﬁguration and decreases with decreasing inclination angle (see ﬁgure 10.12 (a)). In
contrast, the peak value of τw appears highest in the 45
◦-conﬁguration and decreases with
increasing inclination α (see ﬁgure 10.12 (a)). The peak value in the wall shear stress is pre-
dominantly concentrated at the opposed wall-jet on the compression side of the impinged
wall, where the ﬂow direction changes suddenly and the ﬂuid is subject to a strong accel-
eration in wall-parallel direction. Furthermore, in analogy to the skin-friction coeﬃcient
in pipe or channel ﬂows, non-dimensional values of τw decrease with increasing Reynolds
number, which holds true for mean and maximal values of τw. Thereby, non-dimensional
values of τw are approximately ﬁve times higher in the impinging jet conﬁguration than
skin friction coeﬃcients found in pipe or channel ﬂows with similar Reynolds numbers (for
comparison see [189]).
It appears that ﬂow/wall interaction dynamics are strong in the inclined impinging jet
conﬁguration, in particular at the wall-jet region on the compression side of the impinged
wall. The inﬂuence on the heat transfer is examined in ﬁgure 10.13, which depicts mean
(a) and maximal (b) values of the Nusselt number at the impinged wall as a function of
inclination angle α for Re = 5000, Re = 10000 and Re = 20000.
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Figure 10.13: Mean (a) and maximal (b) Nusselt numbers at the impinged wall for diﬀerent
inclination angles and Reynolds numbers.
In analogy to wall shear stresses, the mean Nusselt number averaged over the impinged
wall decreases with decreasing inclination angle α (see ﬁgure 10.13 (a)), while the peak Nu
number decreases with increasing α (see ﬁgure 10.13 (b)). Additionally, it can be seen that
Nusselt numbers at Re = 20000 are signiﬁcantly higher than values at Re = 5000. By using
the empirical correlation of Dittus and Boetler for forced convection in turbulent pipe ﬂow
[95] (Nu = 18.26), it appears that the impinging jet conﬁguration enables approximately
three times higher Nusselt numbers for the same Reynolds number. This establishes the
high eﬃciency of impinging cooling arrangement to transfer thermal energy between a
heated surface and a coolant ﬂuid.
Second law analysis (cases 3-10)
As an eﬀective cooling device, the impingement cooling arrangement should provide a
high heat transfer performance and small friction loss in order to use the available energy
eﬃciently. However, the heat transfer enhancement in thermal devices is usually associ-
ated with an increase of friction loss, which is also the case in the impingement cooling
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arrangements as determined before (compare ﬁgure 10.12 and 10.13). Therefore, to ﬁnd
an optimal trade-oﬀ between heat transfer enhancement and friction loss by selecting the
best ﬂow conditions and impingement conﬁguration is a challenging task. In this respect,
the signiﬁcance of both, heat transfer enhancement and friction loss, can be evaluated by
means of entropy generation of the respective impingement setup with smallest entropy
generation in the thermodynamic optimal design.
For a proper evaluation of the diﬀerent impingement setups, the external wall heat ﬂux
at the impinged wall and the heat transfer area should be ﬁxed in the entropy generation
analysis in order to obtain the general performance of the system independent of the
boundary conditions. Instead of a ﬁxed wall temperature, a constant heat ﬂux of q˙w =
1000W/m2 is used in the present study for all cases. This value is selected based on
the averaged heat ﬂux obtained in the DNS study for an inclination angle of 45◦. The
resulting time-averaged entropy generation maps related to viscous dissipation (a) and
heat transport (b) are depicted in ﬁgure 10.14 for a jet Reynolds number of Re = 5000.
(a)
(b)
Figure 10.14: Predicted entropy generation maps related to viscous dissipation (a) and
heat transport (b). Results are shown for the sum of resolved entropy production rates
and subgrid contribution.
Regarding friction losses (see ﬁgure 10.14 (a)), entropy is primarily produced at the
shear layer of the jet and in the vicinity of the impinged wall due to steep velocity gra-
dients. Furthermore, entropy generation rates related to viscous dissipation are also high
at the opposed wall-jet region on the compression side of the impinging jet. This can be
attributed to the sudden change in the ﬂow direction and the strong acceleration of the
ﬂuid in wall-parallel direction in this region, which lead to intense shearing and an increase
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in the entropy production. In contrast, entropy generation related to heat transport is pre-
dominantly concentrated at the near-wall region (see ﬁgure 10.14 (b)), where temperature
gradients are high. Moreover, by comparing ﬁgures 10.14 (a) and (b), it appears that
entropy is predominantly generated by heat transport rather than viscous dissipation for
the present impingement cooling setup.
Once the main sources of irreversibilities evolving in the impingement cooling arrange-
ments have been identiﬁed, the amount of exergy loss is then quantify in order to identify
the thermodynamic optimal impingement design. For this purpose, ﬁgure 10.15 shows the
entropy generation numbers of friction loss Nv and heat transport Nq. They are deﬁned
as [28]
Nv =
∫
V (〈Πv〉+ 〈Πsgsv 〉) dV
Q˙w/T0
, (10.1)
Nq =
∫
V (〈Πq〉+ 〈Πsgsq 〉) dV
Q˙w/T0
, (10.2)
where V is the volume of the impingement cooling system, Q˙w the thermal power intro-
duced into the system and T0 the inﬂow temperature of the jet. Nv and Nq represent
essentially the ratio of the lost exergy divided by the total exergy introduced into the
system [28].
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Figure 10.15: Entropy generation numbers of friction loss (a) and heat transport (b) as a
function of inclination angle α for Re = 5000, Re = 10000 and Re = 20000.
As it can be seen in ﬁgure 10.15 (a), friction losses increase slightly with increasing
inclination angle α and are highest in the 90◦-conﬁguration. Friction losses are more
signiﬁcant for higher Reynolds number, which is approximately 40 times higher for Re =
20000 than in the case of Re = 5000. Nevertheless, the exergy loss caused by viscous
dissipation appears relatively small compared to the loss by heat transport, which is about
one order of magnitude larger for the selected operating conditions (see ﬁgure 10.15 (b)).
Thereby, a minimum in Nq can be observed for the 90
◦-conﬁguration, which is attributed
to the higher heat transfer coeﬃcients of this conﬁguration (see ﬁgure 10.15 (a)) resulting
in milder temperature gradients in the ﬂow ﬁeld. Furthermore, it can be clearly seen
that increasing the Reynolds number enhances the heat transfer considerably without
producing irreversibilites in the heat transport. Therefore, it can be concluded that a 90◦-
conﬁguration is most eﬀective in terms of heat transfer. Moreover, an increase in Reynolds
number not only intensiﬁes the heat transfer, but also increase friction losses.
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Finally, the total thermodynamic eﬃciency of the diﬀerent impingement setups is de-
termined. For this purpose, the total entropy generation number is introduced, which is de-
ﬁned as the sum of exergy losses by viscous dissipation and heat transport Ntot = Nq+Nv.
Figure 10.16 depicts the total exergy loss of the impingement cooling devices as a function
of inclination angle and Reynolds number.
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Figure 10.16: Total entropy generation number as a function of inclination angle α for
Re = 5000, Re = 10000 and Re = 20000.
For the present operating conditions, ﬁgure 10.16 clearly shows that the α = 90◦
conﬁguration is the thermodynamically optimal setup with the lowest value of Ntot of all
conﬁgurations under consideration. Therefore, it allows the most eﬃcient use of energy
in the impingement cooling device. In this respect, it is further observed that the overall
eﬃciency can be signiﬁcantly improved by increasing the Reynolds number from Re = 5000
to Re = 20000. However, the analysis of the frictional exergy losses in ﬁgure 10.15 suggests
that there is still scope for further improvement at higher Reynolds numbers.
10.2.3 Conclusion
LES with second law analysis is used to investigate general heat and ﬂuid ﬂow features
along with entropy production mechanisms of a turbulent impingement cooling system.
Based on this, the inﬂuences of impingement angle and Reynolds number on the thermo-
dynamic performance of the system are analyzed.
Some important observations from this LES study concerning LES modeling of entropy
generation, ﬂow characteristics in impinging ﬂows, causes of irreversibilities and optimal
thermodynamic design of impingement cooling devices can be outlined as following:
(1) The present LES framework combined with the improved subgrid-scale models and
entropy production closure formulations enables an accurate description of turbu-
lent heat transfer and irreversibilities in impingement cooling devices (testiﬁed by
comparison with DNS data).
(2) Examining general heat and ﬂuid ﬂow properties, it appears that the location of the
stagnation point and maximal Nusselt number diﬀers in the case of inclination angles
except α = 90◦. Both are shifted towards the compression side of the impinging jet
with decreasing inclination angle. Only in the case of α = 90◦, the stagnation point
and the location of maximal heat transfer coincide at the same point.
(3) Impinging ﬂows are characterized by strong ﬂow/wall interaction processes. Thereby,
wall shear stress averaged over the impinged wall are high in the 90◦-conﬁguration
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and decreases with decreasing inclination angle α. In contrast, peak wall shear stress
appears highest in the 45◦-conﬁguration and decreases with increasing α.
(4) In analogy to wall shear stresses, the mean Nusselt number averaged over the im-
pinged wall decreases with decreasing inclination, while the peak Nu number in-
creases with decreasing α. Highest mean Nusselt numbers are observed for an in-
clination angle of 90◦, that are approximately three times higher than in pipe or
channel ﬂows with similar operating conditions.
(5) Entropy is primarily produced by heat transport processes rather than viscous dissi-
pation in the present impingement cooling devices. In particular the impinged wall
acts as a strong source of irreversibility.
(6) Regarding the optimal design of impingement cooling devices, this LES study sug-
gests that an inclination angle of 90◦ allows the most eﬃcient use of energy in such
thermal devices. Furthermore, increasing the Reynolds number intensiﬁes the heat
transfer and increases the second law eﬃciency of the system. Thereby, the thermal
eﬃciency enhancement can overwhelm the frictional exergy losses.
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PART V: SUMMARY AND OUTLOOK
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Chapter 11
Summary and outlook
With continually increasing computational resources, LES based numerical approaches
are becoming more and more common in both academic research and industrial practice
by demonstrating the capability and prediction accuracy of this technique for unsteady
turbulent heat and ﬂuid ﬂow problems. LES provides inherent advantages compared to
conventional Reynolds averaged approaches, especially in dealing with ﬂows with large
scale, unsteady characteristics. However, despite the great potential of LES, the extent of
its usage for entropy generation analysis has been insigniﬁcant and unsatisfactory. This can
be attributed mainly due to the challenges in modeling of the unresolved irreversibilities
in the subgrid. From an engineering perspective, LES combined with second law analysis
can be a very useful tool to identify advantageous operating conditions and designs for the
eﬃcient use of energy in many engineering and industrial applications. This motivates the
present work, which is focused on the development of a reliable LES framework combined
with the second law of thermodynamics that allows to characterize and optimize sub- and
supercritical wall-bounded ﬂow applications. This goal is progressively accomplished in a
series of development stages.
In the very ﬁrst stage, reliable numerical treatments have been developed to simulate
turbulent heat and ﬂuid ﬂow as part of this project. It is based on the open source CFD
code OpenFOAM with a second-order ﬁnite volume discretization procedure. Appropri-
ate pressure-correction methods to solve incompressible ﬂows with constant and variable
physical properties have been added to the OpenFOAM framework and veriﬁed in full
generality using the method of manufactured solutions. In this respect, it is shown that
the source code is free of programming errors, which is an essential step in the development
of reliable simulation software. Thereafter, benchmark test cases have been conducted to
evaluate the applicability of the present numerical approach to handle turbulent ﬂow situ-
ations with strongly varying physical properties as it is often encountered in supercritical
ﬂow applications. In contrast to the standard methods available in OpenFOAM, it turned
out that the proposed numerical approach is able to handle such ﬂow situations along
with improvements in the computational eﬃciency and numerical stability. Finally, in
order to establish the validity of the present numerical approach, several validation cases
have been simulated, namely, a DNS study of a turbulent channel ﬂow with passive heat
transport, a DNS study of a strongly heated turbulent air ﬂow in a vertical pipe, and a
LES study of heated carbon dioxide ﬂow in an annulus at supercritical conditions. Based
on a comparison with experimental and DNS data from the literature, it turned out that
the present numerical approach is well suited for DNS and LES of turbulent wall-bounded
ﬂows with heat transport under sub- and supercritical conditions.
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The next development stage is dedicated towards the development of accurate and
consistent closure models for the momentum transport, heat transport and entropy gen-
eration in the subgrid. In particular, a wall-adapting one-equation subgrid-scale kinetic
energy model has been proposed, which provides the correct asymptotic behavior in the
near-wall region without using any ad-hoc or dynamic procedure. Regarding the closure
of the subgrid-scale heat ﬂux, a thermodynamic consistent anisotropic heat ﬂux model
suitable for wall-bounded turbulent heat transport has been derived. It is based on the
second law of thermodynamics in conjunction with the invariant theory, such that the
irreversibility requirements of the second law are automatically fulﬁlled. Similar to the
wall-adapting one-equation model, the proposed anisotropic heat ﬂux model requires no
ad-hoc or dynamic procedure to provide a proper near-wall behavior. Finally, based on the
inertial-convective subrange theory, appropriate closure terms for the subgrid-scale entropy
generation related to friction loss and heat transport have been provided. Since entropy
generation is directly linked to the dissipation of energy and therefore predominantly a
subgrid-scale process, such subgrid-scale closure model are essential for entropy generation
analysis. The proposed subgrid-scale models are proven to be a promising approach for
LES of wall-bounded turbulent heat and ﬂuid ﬂows as shown by a systematic comparison
of LES predictions with DNS results of generic ﬂow conﬁgurations.
In order to testify as an engineering tool, the proposed LES framework has to be evalu-
ated for realistic ﬂow situations with complex thermodynamic properties in the next stage.
In this respect, it is worth mentioning that reliable reference data from the literature re-
garding entropy generation in complex ﬂows were not available. Therefore, comprehensive
DNS databases have been generated to close this gap in the literature and to allow an
evaluation of the present approach under more complex ﬂow situations. Two speciﬁc ap-
plications of practical relevance were selected in the DNS studies, namely, an impingement
cooling device and supercritical injection of cryogenic nitrogen into warm nitrogen envi-
ronment. Thereby, distinctive ﬂow features of both applications have been analyzed and
comprehensive databases of thermal and ﬂuid ﬂow properties as well as entropy generation
have been provided. It is found in the DNS study of the impingement cooling that such
ﬂow arrangements feature very complex heat and ﬂuid dynamics with strong ﬂow/wall in-
teraction processes, that are essentially irreversible. In particular the heated wall acts as a
strong source of irreversibility and its design is especially important for eﬃcient use of en-
ergy in such thermal devices. In the DNS study of supercritical nitrogen injection, entropy
production analysis along the centerline of the jet allows to distinguish four characteristic
stages of the disintegration process under supercritical conditions, namely, the potential
core stage, a shear-dominated stage, a pseudo-boiling stage and a turbulent mixing stage.
Finally, in the last development stage, the LES framework has been utilized to charac-
terize supercritical injection processes and to optimize impingement cooling devices under
realistic operating and ﬂow conditions. The objectives of the ﬁrst LES study are to con-
tribute to the understanding of fuel disintegration processes under supercritical conditions
and to evaluate the predictive capability of the LES framework in terms of entropy gener-
ation analysis for ﬂows with complex thermodynamic properties. For this purpose, LES of
cryogenic nitrogen injection under supercritical conditions has been conducted and results
have been compared with the generated DNS dataset. Within this LES study, the four
characteristic stages of the disintegration process have been clearly identiﬁed and it turned
out that the proposed closure models for subgrid-scale entropy production proved to be a
reliable approach for entropy generation analysis in LES for ﬂows with complex thermo-
dynamic properties. The second LES study deals with the thermodynamic optimization
of impingement cooling devices based on the concept of entropy generation minimization.
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The inﬂuence of target plate inclination and Reynolds number on the thermodynamic per-
formance of the impingement cooling have been addressed. In this parametric study, it is
shown that an inclination angle of 90◦ (in respect to the jet’s axis) allows the most eﬃ-
cient use of energy in such thermal devices. Furthermore, increasing the Reynolds number
intensiﬁes the heat transfer and further increases the second law eﬃciency of the system.
Thereby, the thermal eﬃciency enhancement can overwhelm the frictional exergy losses.
It is evident from the present work that LES with second law analysis is a very valuable
and viable tool for predictive engineering and design optimization of complex heat and
ﬂuid ﬂow applications. However, entropy generation analysis based on LES is still in its
early stage of development and the proposed methodology can be surely extended and
improved in several ways. Some recommendations for future work are therefore outlined.
• It is well known that LES has shortcomings in dealing with near-wall dominated ﬂows
unless very ﬁne grids are used in the vicinity of the wall. Due to limited computing
power, it is common practice in LES to use near-wall modeling approaches, especially
in the case of high Reynolds number ﬂows. An extension of the present methodology
regarding near-wall modeling is highly recommended in order to allow second law
analysis for realistic engineering applications at high Reynolds numbers. However,
it requires additional closure models for the unresolved entropy production in the
near-wall region which is known to be a strong source of irreversibility and therefore
very important in dealing with entropy generation analysis.
• Many engineering applications involve complex physical phenomena such as multi-
component mixing, chemical reactions, multi-phase ﬂow, radiation, magnetic eﬀects,
etc.. The integration of such potential sources of irreversibilities into the entropy
generation analysis would be very useful in order to characterize and optimize such
complex engineering application.
• Apart from the optimization and characterization tasks, entropy generation analysis
can be also used for the physical evaluation of subgrid-scale models. In this way, the
thermodynamic consistency of a modeling approach can be appraised and also the
capability to predict the directionality of turbulent processes. Entropy generation
analysis may be therefore an useful tool for model development and evaluation.
• Finally, in order to assess the strengths and weaknesses of the proposed LES frame-
work for entropy generation analysis, it should be applied to complex engineering
application such as internal combustion engine. This speciﬁc conﬁguration features
very complex heat and ﬂuid ﬂow phenomena, multiphase ﬂow, chemical reactions,
multi-component mixing and many more. Beginning with motored engine operation
without fuel injection towards engine operating conditions including combustion and
mixture preparation allows an evaluation of the LES framework with successively
increasing complexity. This can be achieved by systematic comparison with experi-
mental and/or DNS reference data, likewise from the institute of reactive ﬂows and
diagnostics at the University of Darmstadt in the context of ”Darmstadt Engine
Workshop”.
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