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ne the polytope.For this reason we call it the m-function of the polytope.We also prove that given a p-dimensional face of a nondegenerate polytope them-function for that polytope assumes the value m  (n  p) at the analytic center ofthe face. In particular the m-function assumes the value m at the analytic center ofthe polytope.1 IntroductionMany interior point methods for solving linear programming problems require the de-termination of (approximate) center of polytopes (see [7]). Consider the following problem(P )( Minimize ctxsubject to x 2 Swhere S = fx 2 IRn : Ax  bg  IRn is a polyhedron and A 2 IRmn; b 2 IRm andc 2 IRn. All over this work, we are going to assume that S is a full dimensional boundedThis author was supported by FAPESP (Grant 90-3724-6) and (Grant 93-1515-9)1
polyhedron and rank(A) = n < m. Then the central trajectory is the set of minimizers ofthe logarithmic barrier functionB(x) = ctx  p mXi=1 log(bi   atix);where A = (at1; : : : ; atm)t. This trajectory coincides with the set of centers of the polytopesfx 2 IRn : Ax  b; ctx  g:Primal-dual methods, the current rule of choice in the interior point algorithmic frame-work, are based on following more or less closely the curve of centers (see [7]).Moreover, the performance of the most traditional interior point algorithm, the anescaling method (see [4]), can be improved, both from the theoretical and the practicalpoint of view by periodic centering of the iterates (see [1]). With this device, failures ofconvergence, that can occur when degeneracy takes place (see [11]), can be avoided andpolinomiality is achieved.Therefore, it is important to develop practical procedures, not only to compute ap-proximate analytic centers, but also to evaluate if the computed approximation is goodenough. These two tasks are not necessarily coincident.The analytic center of the polytope S = fx 2 IRn : Ax  bg is the maximizer of thetraditional log-barrier function S(x) = mXi=1 log(bi   atix):Since S(x) is strictly concave, the center is, in fact, the unique stationary point lyingon the interior of the polytope. However, given an interior point x neither the functionvalue nor the gradient provide a safe measure of proximity to the center x. On onehand, S(x) is not a priori known, and, on the other hand, the gradient is heavily scale-dependent. Therefore, it is interesting to develop independent measures of proximity tox. The m-function, introduced in this paper, provides such a measure. Its main charac-teristics are:(a) It is dened for all x 2 IRn (unlike log-barrier's function, which tends to  1 inthe boundary).(b) It assumes its maximum value at the analytic center of the polytope.(c) The maximum functional value is m, the number of constraints that dene thepolytope.In addition, the m-function restricted to the p dimensional faces of a nondegeneratepolytope assume maximum functional value (m   (n   p)) at the analytic centers of thefaces. 2
The consequence of (b) and (c) is that the current function value of the m-functionat an interior point provides a scale-independent method of the proximity to the center.Therefore, we think that this function can be an ecient auxiliary tool for practicalcomputations.In Section 2, we introduce and prove the main properties of the m-function. In Section3, additional properties that describe the behavior of the m-function are proved. In fact,we prove that the m-function is sandwiched between two quasiconcave functions overa large region inside the polytope. We also prove that the m-function is concave in aneighborhood of the analytic center of the polytope. The gradient of the m-function iscomputed in Section 4. We show that this gradient is easy to evaluate and therefore, wecan use the m-function as an auxiliary tool to compute an analytic center of a polytope.In Section 5, we draw some conclusions about the theoretical properties of the m-functionand its applications.2 Denition and Properties of the m-functionThe analytic center has found widespread use in interior point methods for linear pro-gramming. See for instance [1], [3], [5], [6], [8], [9], [10], [13], [14], [15]. This section beginsproving that the analytic center solves a certain weighted linear least squares problem.Let us dene S = fx 2 IRn : Ax  bg where A 2 IRmn and b 2 IRm, as the feasible regionof a linear programming problem. As said before, we assumed that S is a full dimensionalpolytope.Denition 2.1 The analytic center  of S is the unique point given by = argmax f mYi=1(bi   atix) : x 2 Sg:Let  be the analytic center of the polytope S dened above and denef(x) = log mYi=1(bi   atix) = mXi=1 log(bi   atix):Since f attains its maximum value at x =  we have@f@xj = mXi=1( 1bi   atix)( aij) = 0: (1)Multiplying (1) by xj and summing over j givesmXi=1( Pmj=1 aijxjbi   ati ) = 0: (2)3
Adding and subtracting bi to the numerator in (2) givesmXi=1(bi   atixbi   ati ) = mXi=1( bibi   ati ): (3)Observe that the right hand side of (3) is independent of x. If we take x =  on the lefthand side we see that the left hand side, and hence the right hand side equals m.For a xed x 2 S, let di denote the distance from x to the hyperplane atiz = bi, and, letdi denote the distance from  to this hyperplane. Thenm = mXi=1(bi   atixbi   ati ) = mXi=1 bi atixkaikbi atikaik= mXi=1 didi : (4)It now follows from Schwartz's inequality thatm = mXi=1 didi  pmvuut mXi=1 d2i(di )2 :This implies that m  mXi=1 d2i(di )2 ;where equality holds if x = . This proves the following theorem.Theorem 2.1 The analytic center  minimizes a weighted sum of the squares of thedistances from a point in S to the hyperplanes atix = bi . The weights are given bywi = 1d2i () ; i = 1; : : : ;m.We want to address the problem of nding the analytic center of a polytope given thedescription one normally nds in linear programming applications. We developed a newfunction which has the analytic center of a polytope as its maximizer. At the function'soptimal point, it assumes a value equal m, the total number of constraints used to denethe linear programming polytope. This function is dened below.Denition 2.2 ( The m-function )Let S = fx 2 IRn : Ax  bg be a general full dimensional polytope in IRn. For each pointy in the interior of S, we dene the m-function as a function F given by4
F (y) = minx2<n mXi=1 d2i (x)d2i (y) : (5)where di(x) = bi atixkaik , i.e., the distance from x to the hyperplane atix = bi.This formula is not well dened for points y in the boundary of S. In fact, this formulafor F (y) is not valid if y is a point lying in any of the hyperplanes atix = bi, whether ornot this hyperplane has any points in common with S. We must give a denition of F (y)which is valid for all y 2 <n. This can be accomplished as follows.Denition 2.3 For a given point y 2 <n, let I(y) be the set of indices i for which atiy = bi.Dene F (y) = minx2<n Xi62I(y) d2i (x)d2i (y)subject to atix = bi; i 2 I(y): (6)When I(y) is empty this denition of F (y) agrees with (5). Also, we note that theminimization problem has a unique solution since the problem is convex for a given y.Theorem 2.2 F (y) is continuous on <n.Proof : Let x(y) denote the solution of the minimization problem (6). Withoutloss of generality we may assume the vectors ai corresponding to i 2 I(y) are linearlyindependent, otherwise, we would have redundant constraints that could be eliminatedfrom the problem. Then F (y) = Xi62I(y) d2i (x(y))d2i (y) :When I(y) is the empty set we can compute x(y) by solving the linear system of equa-tions obtained by writing the rst-order otimality conditions of the minimization problemdescribed in (6), ( mXi=1 aiatid2i (y) )x = mXi=1 bid2i (y)ai:Since the matrix A has rank n the n  n matrix mXi=1 aiatid2i (y) = AtW 2A, where W =diag( 1d1(y) ; : : : ; 1dm(y) ), is nonsingular. So, x(y) depends continuously on y at points ysatisfying atiy 6= bi; i = 1; : : : ;m: Thus F is continuous at these points. To complete5
the proof we must show that F is continuous at points y with I(y) 6= ;. For this itsuces to show that if fykg is a sequence of points with I(yk) = ; and yk  ! y, thenlimk !1F (yk) = F (y):Let y be a point where I(y) 6= ; and consider the optimality conditions for the problem(6) with y = y. These conditions are2 Xi62I(y)di(x)d2i (y)ai + Xj2I(y)ajj = 0 (7)atix = bi; i 2 I(y)where j is a Lagrange multiplier corresponding to the constraint atjx = bj ; j 2 I(y). Forthe moment, think of the values bi; i 2 I(y), as parameters in the system of equations(7). We are going to show that the solution of this system depends continuously on theseparameters for values of y near y.The Jacobian of the system (7) is given byJ = 0B@ 2 Xi62I(y) aiatid2i (y) NN t 0 1CA ;where N is the n jI(y)j matrix whose columns are the vectors ai for i 2 I(y) and jI(y)jdenotes the cardinality of the set I(y). This matrix is nonsingular. To see this, assumethat J  x ! = 0 for some vectors x 2 <n and  2 <jI(y)j. We will show that x = 0 and = 0. In particular J  x ! = 0 implies thatN tx = 0:This says that atix = 0 for i 2 I(y). We also have2( Xi62I(y) aiatid2i (y) )x+ Xj2I(y) ajj = 0: (8)Multiplying this equation on the left by xt we obtain2xt( Xi62I(y) aiatid2i (y))x = 0;which implies that atix = 0 for i 62 I(y). Therefore, atix = 0 for i = 1; : : : ;m. However, Ahas rank n and so this implies that x = 0. So (8) can be written asPj2I(y) ajj = 0. But,since the vectors aj ; j 2 I(y) are linearly independent, this implies  = 0, as claimed.6
It now follows from the Implicit Function Theorem that the system (7) can be solved forsmall changes in y and the right hand sides bi; i 2 I(y). For y = y the solution of (7)is (x(y); ). Let fykg be a sequence of points with yk  ! y and I(y) 6= ;. Let (xk; k)denote the solution of the system2 Xi62I(y) di(x)d2i (yk)ai + Xj2I(y)ajj = 0 (9)atix = atix(yk); i 2 I(y):For i 2 I(y) we can writeatix(yk) = bi + atix(yk)  bi = bi  k ai k di(x(yk)):We have seen that, for i 2 I(y); di(x(yk))  ! 0 as k  ! 1. Therefore we can thinkbi  k ai k di(x(yk)) as a perturbation of bi. Thus the system (9) is a perturbation thesystem (7). It follows that the solution of (9) is unique for k large enough and since(9) always has a solution with x = x(yk) we have xk = x(yk). Moreover, this solutionconverges to x(y) as k  !1 since it depends continuously on the perturbation.To complete the proof that F (yk)  ! F (y) as k  ! 1, let " > 0 be an arbitrary smallnumber. Choose k so large thatXi62I(y) d2i (x(yk))d2i (yk)  F (y)  ":We then have, for k suciently large,F (yk) = mXi=1 d2i (x(yk))d2i (yk) = Xi62I(y) d2i (x(yk))d2i (yk) + Xi2I(yk) d2i (x(yk))d2i (yk) F (y)  "+ Xi2I(y) d2i (x(yk))d2i (yk) : (10)On the other hand we haveF (yk) = mXi=1 d2i (x(yk))d2i (yk)  mXi=1 d2i (x(y))d2i (yk) = Xi62I(y) d2i (x(y))d2i (yk)  F (y) + "for k suciently large. It follows thatXi2I(y) d2i (x(yk))d2i (yk) < 2"7
for k suciently large. From this, it is clear that F (yk)  ! F (y) as k  ! 1. Thiscompletes the proof of the theorem.Our main concern is to maximize F over S. For values of y in the interior of S we haveF (y) = minx2<n mXi=1 d2i (x)d2i (y) : (11)The next lemma gives us an upper bound for F (y).Lemma 2.1 F(y)  m; for all y 2 S.Proof : Replace x by y in the equation (11).By using Lemma 2.1 we prove the following theorem.Theorem 2.3 maxy2S F (y) = m and the maximum is attained for y = , the analyticcenter.Proof : By Lemma 2.1 we know that F (y)  m. By using (4) we proved thatminx2<n mXi=1 d2i (x)d2i () = m where  is the analytic center of S. This says that F () = m and theproof is complete.Next lemma is an auxiliary tool to prove a theorem that is stronger than Theorem 2.3,which says that if maxy2S F (y) = m then y =  is the unique maximizer of F (y) in S.Lemma 2.2 If F (y) =m thendi(x(y)) = di(y) for i = 1; 2 : : : ;mwhere x(y) = argminf mXi=1 d2i (x)d2i (y) : x 2 <ng:Proof : If di(x(y)) 6= di(y) for some i 2 I = f1; 2; : : : ;mg then x(y) 6= y.Let z = x(y) + (y   x(y)) for  2 [0; 1] be a point belonging to the line segment thatconnect x(y) and y.The distance di(z) for i = 1; 2; : : : ;m is given bydi(z) = bi   ati(x(y) + (y   x(y))= (1  )di(x(y)) + di(y):And, 8
mXi=1( di(z)di(y))2 = mXi=1((1  )di(x(y)di(y) + )2= mXi=1((1  )2 d2i (x(y))d2i (y) + 2(1   )di(x(y))di(y) + 2):Let us call this function (). Then,() = (1  )2F (y) + 2(1  ) mXi=1di(x(y))di(y) +m2:For  = 12 , we have (12) = 0:25F (y) + 0:5 mXi=1di(x(y))di(y) + 0:25m= 0:5m+ 0:5 mXi=1di(x(y))di(y) : (12)But, mXi=1di(x(y))di(y)  pmvuut mXi=1d2i (x(y))d2i (y)= pmqF (y)= m: (13)Replacing the inequality (13) into the equation (12), we obtain(12) = 0:5m+ 0:5 mXi=1di(x(y))di(y) 0:5m+ 0:5m = m: (14)The inequality (14) says that we have two possiblities :1. If (12 ) =m then we reach a contradiction because this means that the pointz = 12y + 12x(y) is also a minimizer for the problem minx2<n mXi=1 d2i (x)d2i (y) . But, this is notpossible since for a given y this is a full rank least squares problem which admits aunique solution. 9
2. If (12 ) < m then we also have a contradiction since this means that the point x(y)is not the minimizer of the problem minx2<n mXi=1 d2i (x))d2i (y) .The previous lemma is used to prove the next theorem. We assume, without loss ofgenerality, that kaik = 1 for i = 1; 2; : : : ;m.Theorem 2.4 If F (y) = m then y is the analytic center of S.Proof : Lemma 2.2 says that if F (y) = m then di(y) = di(x(y)) for i = 1; 2; : : : ;m.If y = argmaxfF (y) : y 2 Sg then y satises@F@yj =   mXi=1d2i (x(y))d3i (y) aij = 0 for i = 1; 2; : : : ;m: (15)which is the jth component of rF (y) as better described in Section 4. Since di(y) =di(x(y)) for i = 1; 2; : : : ;m, replacing this result into (15), we obtain@F@yj =   mXi=1 1di(y)aij = 0;which is the otimality condition for the log-barrier function that dene the analytic center.Since the analytic center is the unique solution of a concave maximization problem, y isthe analytic center of S.With the previous results on hand we now can prove some interesting properties of them-function. But, before doing so, we want to dene an entity called face.Denition 2.4 Let S = fx 2 <n : atix  bi for i = 1; 2; : : : ;mg be a full dimensionalpolytope (i.e., S has dimension n). And, let Hi be a halfspace dened by the hyperplaneHi = fx 2 <n : atix = big for some i. If the intersection F = S\Hi is a subset of Hi thenF is called a face of S and Hi is the supporting hyperplane dening F . We may namethree special cases of faces A (n  1)-dimensional face is called a facet. A zero-dimensional face is a vertex. A one-dimensional face is an edge.Theorem 2.5 The value of F(y) at the analytic center of a face F of S is equal to mminus the number of constraints dening that face.10
Proof : Let I be the set of constraints dening F . Let fykg1k=0 be a sequence ofpoints in the interior of S converging to y, a point in the face F . We have yk  ! y andconsequently fdi(yk)g1k=0  ! 0 for i 2 I. Moreover,F (yk) = minx2<n mXi=1 d2i (x)d2i (yk)= minx2<nfXi2I d2i (x)d2i (yk) +Xi62I d2i (x)d2i (yk)g: (16)Xi2I d2i (y)d2i (yk) +Xi62I d2i (y)d2i (yk) m  jIj+ "k;where "k  ! 0 as k  !1.Hence, F (y) = F ( limk !1 yk) = limk !1F (yk)  m  jIj:Now, by Theorem 2.3 applied to the polytope F ,maxy2F F (y) = minx2<nXi62I d2i (x)d2i (y) = m  jIj;as claimed.The above theorem, just tells us that for a nondegenerate face of dimension p, the m-function's value at the analytic center of the face is m  (n  p).Corollary 2.1 The value of F (y) at an extreme point is equal to m   n, assuming theextreme point is not degenerate.Proof : If we assume nondegeneracy, the number of active constraints at an extremepoint is equal to n. Now, use Theorem 2.5.3 The m-function for General PolytopesIn this section we will demonstrate a few properties of the m functions for general linearprogramming polytopes in <n. We begin by giving two examples in two dimensions.11
Example 1 : (Nondegenerate polytope ) Let us consider the following linear program-ming polytope g1(x) = 6x1 + 5x2   30  0g2(x) = 2x1   3x2   6  0g3(x) =  6x1 + 2x2   6  0g4(x) =  x1  0g5(x) =   x2  0Figure 1 shows the polytope described by the above inequalities and also, the contourlines of F (y). Observe that, as established by Theorem 2.5, there are level lines of valueequal to m   (n   p) passing by the analytic center of every p-dimensional face of thenondegenerate polytope. That is, since m = 5 and n = 2, there are level lines of valueequal to 3 passing by all the nondegenerate extreme points ( i.e., a zero-dimensional face).Also, there are level lines of value equal to 4 passing by the analytic center of every facet(i.e., a (n  1)-dimensional face). And, nally, the value of F (y) at the analytic center ofthe full dimensional polytope is equals to 5, the number of constraints.

































Figure 2: Surface of F (y) for a Nondegenerate PolytopeThe second example describes the behaviour of the m-function on a degenerate polytope.Example 2: (Degenerate Polytope) Let us consider the following linear programmingpolytope g1(x) = 4x1 + 3x2   12  0g2(x) = 2x1   3x2   6  0g3(x) =  4x1 + x2   4  0g4(x) =  x1  0g5(x) =   x2  0Figure 3 depicts the contour lines of F (y), note that there are level lines passing by theanalytic center of each face of the polytope which, for the degenerate case, have valueequal to m (number of constraints dening the face). Therefore, for this example, wehave level lines of value equal to 2 passing by all the degenerate extreme points and levellines of value equal 3 passing by the nondegenerate extreme points. Also, level lines ofvalue equal to 4 passing by the analytic center of the facets of the polytope.Figure 4 shows the surface of F (y) for the degenerate polytope. And, once again, thepeaks correspond to the analytic centers of the full dimensional polytopes (feasible or not)generated by the inequalities given in Example 2.We cannot say anything denite about the geometry of F (y) for a general polytope. But,we observed in all our examples that the region F (y)  m 1 seems to be a convex region13
































Figure 4: Surface of F (y) for a Degenerate Polytope14
and, if this is true, it would suggest that F (y) is at least quasiconcave in this region.Although we could not prove this, we were able to prove that F (y) is sandwiched betweentwo quasiconcave functions when y is inside the ane scaling ellipsoid centered at theanalytic center. This ellipsoid is given by(y   )tQ(y   ) = mXi=1(di(y)di()   1)2  1;where Q = mXi=1 aiati(bi ati)2 is a symmetric positive denite matrix .This result is stated more precisely in the next theorem.Theorem 3.1 Let y be any point inside the ane scaling ellipsoidmXi=1(di(y)di()   1)2  1 (17)centered at the analytic center . Then there exist quasiconcave functions g1 and g2 denedon <n such that g1(y)  F (y)  g2(y) and g1() = F ().Proof : Consider points y inside the ane scaling ellipsoidmXi=1(di(y)di()   1)2  1: (18)We can rewrite (18) as mXi=1 d2i (y)d2i ()   2 mXi=1 di(y)di() +m  1: (19)Since Pmi=1 di(y)di()  m , (19) becomesmXi=1 d2i (y)d2i ()  m+ 1:For any x 2 <n and y 2 S we havemXi=1di(x)di() = m = mXi=1 di(x)di(y) di(y)di()vuut mXi=1 d2i (x)d2i (y)vuut mXi=1 d2i (y)d2i () :15
By minimizing with respect to x on the right hand side of this inequality, and squaringboth sides, we obtain m2  F (y) mXi=1 d2i (y)d2i () : (20)Now we know that F (y)  m. Thus if y is inside the ane scaling ellipsoid we can inferfrom (20) that m2  F (y) mXi=1 d2i (y)d2i ()  m mXi=1 d2i (y)d2i ()  m(m+ 1): (21)Dividing the terms of (21) by mXi=1d2i (y)d2i () we getm2mXi=1d2i (y)d2i ()  F (y)  m(m+ 1)mXi=1d2i (y)d2i () : (22)To complete the proof dene g1(y) = m2mXi=1d2i (y)d2i () and g2(y) = m(m+1)mXi=1d2i (y)d2i () and observe thatthey are quasiconcave functions.Lemma 3.1 The ane scaling ellipsoid (18) is contained in the region
  fy 2 SjF (y)  m  1g:Proof : For y inside the ane scaling ellipsoid we have seen thatmXi=1 d2i (y)d2i ()  m+ 1: (23)Substituting (23) into (20) givesF (y)  m2m+ 1 = m2m(1 + 1m )  m(1  1m) = m  1which means that the region F (y)  m  1 contains the ane scaling ellipsoid.Next, in Theorem 3.2 we show that the function 2m  mXi=1 d2i (y)d2i () is a close approximation ofF (y) for y near the analytic center . 16
Theorem 3.2 Let g(y) = mXi=1 d2i (y)d2i () . And, let g(y)  m+" ; " > 0 be an ellipsoid centeredat the analytic center . For y in this ellipsoid we have2m  g(y)  F (y)  2m  g(y) + ":Proof : Using the same analysis given in the proof of Theorem 3.1, we havem2  F (y)g(y): (24)Taking the square root on both sides of (24) we obtainm  qF (y)g(y): (25)It follows from the geometric-arithmetic means inequality thatm  F (y) + g(y)2which can be rewritten as 2m  F (y) + g(y)  2m+ ": (26)This can be rewritten as 2m  g(y)  F (y)  2m  g(y) + "which proves our claim.This theorem shows that near the analytic center , F can be approximated arbitrarilyclosely by a strictly concave quadratic function g. It follows that F is strictly concave ina neighborhood of .4 The Gradient of the m-functionComputing the derivatives of the m-function can be useful in order to develop algorithmsfor analytic centers and linear programming that could use this function as an auxiliarytool. In this section we show how to compute rF (y).Consider the m-function F (y) = minx2<n mXi=1 d2i (x)d2i (y) : (27)Although the denominator of F (y) contains the term d2i (y), we proved in Theorem 2.2that F (y) is continous on IRn, i.e., the discontinuity on points in the boundary of S17
is removable. Therefore, we abuse of the language and we dene the m-function as inequation (27).If the minimization were taken over a nite set of points X = fx1; : : : ; xpg, it is clear thatat points y where the minimum is attained at a unique point x(y), we have@F@yj =  2 mXi=1 d2i (x(y))d3i (y) @di(y)@yj (28)where di(x) = bi   atix. It turns out that this formula for @F@yj holds in general as the nexttheorem shows.Theorem 4.1 Let x(y) denote the point at which the minimum in (27) is attained for agiven y 2 S. Then @F@yj = 2 mXi=1 d2i (x(y))d3i (y) aij:Proof : We have di(y) = bi   atiy; i = 1; 2; : : : ;m. Thus if yj is changed to yj +  ,di(y) changes to the value d̂i = di(y)   aij = di(y) +  @di@yj . We must now compute thechange in F (y) due to this change in yj.Observe that d2i (x) = (bi   atix)2 = (atix)2   2biatix+ b2i= xtaiatix  2biatix+ b2i :It follows that mXi=1 d2i (x)d2i (y) = xtQx  2tx+  (29)where Q = mXi=1 aiatid2i (y) ;  = mXi=1 biaid2i (y) and  = mXi=1 b2id2i (y) .When x is chosen to minimize the expression (29) we obtain x = Q 1. It follows thatF (y) =    tQ 1:Let i = aij denote the change in di(y) due to the change  in yj for i = 1; 2; : : : ;m. Letej denote the jth unit coordinate vector. We clearly haveF (y + ej) = ĉ  b̂Q̂ 1b̂ (30)where ĉ = mXi=1 b2i(di(y)  i)2 ; b̂ = mXi=1 biai(di(y)  i)2 and Q̂ = mXi=1 aiati(di(y)  i)2 . For  su-ciently small we have 18
1(di(y) i)2 = 1d2i (y)(1  idi(y) )2 = 1d2i (y) (1 + idi(y) + ( idi(y))2 + : : :)2= 1d2i (y) + 2id3i (y) + O(2); i = 1; 2; : : : ;m:It follows that ĉ =  + 2 mXi=1 b2i id3i (y) + O(2), b̂ =  + 2 mXi=1 ibiaid3i (y) + O(2), and Q̂ = Q+ 2 mXi=1 id3i (y)aiati +O(2).Let Q̂i = Q+ taiati where t is a real number, in absolute value. ThenQ 1i = Q 1   t1 + tatiQ 1aiQ 1aiatiQ 1= Q 1   tQ 1aiatiQ 1 +O(t2):Similarly, if ti and tk are real numbers with jtij and jtkj very small, we have(Q+ tiaiati + tkakak) 1 = (Q+ tiaiati) 1   tk(Q+ tiaiati) 1akatk(Q+ tiaiati) 1= Q 1   tiQ 1aiatiQ 1   tkQ 1akatkQ 1 +O(t2i ) + O(titk) + O(t2k):This same procedure can be used to show thatQ̂ 1 = Q 1   2 mXi=1 id3i (y)Q 1aiatiQ 1 +O(2):Substituting our expression for ĉ; b̂ and Q̂ 1 into (30) givesF (y + ej) = c+ 2 mXi=1 b2i id3i (y)   (b+ 2 mXi=1 ibiaid3i (y) )t(Q 1   2 mXi=1 iQ 1aiatiQ 1d3i (y) )(b+ 2 mXi=1 ibiaid3i (y) ) + O(2)19
= c  btQ 1b+ 2 mXi=1 b2i id3i (y)   4btQ 1 mXi=1 ibiaid3i (y) + 2 mXi=1 i(btQ 1ai)2d3i (y)= F (y) + 2 mXi=1 [b2i   2btQ 1biai + (btQ 1ai)2]id3i (y) + O(2)= F (y) + 2 mXi=1 (bi   atiQ 1b)2d3i (y) i +O(2)= F (y) + 2 mXi=1 d2i (x(y))d3i (y) aij +O(2):It follows that @F@yj = lim !0 F (y + ej)  F (y) = 2 mXi=1 d2i (x(y))d3i (y) aijas claimed.5 ConclusionsIn this work we introduced a new function which characterizes the analytic center of apolytope. The analytic center is a global maximizer where the function value is m,thenumber of constraints of the polytope. For a given p dimensional nondegenerate face them-function has value equal to m  (n  p) at the analytic center of that face.Since the m-function is given by a quotient of squared distances then the m-function isadimensional. This characteristic can be used as a measure of proximity to the analyticcenter that is independent of the problem's scaling. Therefore, we can associate the m-function to any algorithm used for nding the analytic center. The theoretical propertiesof the new function suggest that its utility is not conned to its use as an objective functionfor an analytic center nder.Research on applications of the m-function to identi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