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REPRESENTATION AND INTERPRETATION OF MANUAL AND
NON-MANUAL INFORMATION FOR AUTOMATED AMERICAN SIGN
LANGUAGE RECOGNITION
Ayush S. Parashar
ABSTRACT
Continuous recognition of sign language has many practical applications and it can help
to improve the quality of life of deaf persons by facilitating their interaction with hearing
populace in public situations. This has led to some research in automated continuous
American Sign Language recognition. But most work in continuous ASL recognition has
only used top-down Hidden Markov Model (HMM) based approaches for recognition. There
is no work on using facial information, which is considered to be fairly important. In this
thesis, we explore bottom-up approach based on the use of Relational Distributions and
Space of Probability Functions (SoPF) for intermediate level ASL recognition. We also use
non-manual information, firstly, to decrease the number of deletion and insertion errors and
secondly, to find whether the ASL sentence has ‘Negation’ in it, for which we use motion
trajectories of the face. The experimental results show:
• The SoPF representation works well for ASL recognition. The accuracy based on the
number of deletion errors, considering the 8 most probable signs in the sentence is
95%, while when considering 6 most probable signs, is 88%.
• Using facial or non-manual information increases accuracy when we consider top 6
signs, from 88% to 92%. Thus face does have information content in it.
• It is difficult to directly combine the manual information (information from hand
motion) with non-manual (facial information) to improve the accuracy because of
following two reasons:
vi
1. Manual images are not synchronized with the non-manual images. For example
the same facial expressions is not present at the same manual position in two
instances of the same sentences.
2. One another problem in finding the facial expresion related with the sign, occurs
when there is presence of a strong non-manual indicating ‘Assertion’ or ‘Nega-
tion’ in the sentence. In such cases the facial expressions are totally dominated
by the face movements which is indicated by ‘head shakes’ or ‘head nods’.
• The number of sentences, that have ‘Negation’ in them and are correctly recognized
with the help of motion trajectories of the face are, 27 out of 30.
vii
CHAPTER 1
INTRODUCTION
The problem of automated sign language recognition can be put across as, “Given a
video of a sign language sentence, can we identify the signs in the sentence and reconstruct
the sentence?” The solution to the problem of sign language recognition has many practical
implications.
Firstly, advances in automated sign language recognition are necessary to improve the
quality of life of deaf persons by facilitating their interaction with hearing populace in
public situations. For instance, the use of innovative computer technologies can provide a
solution to the dilemma a security screener faces in attempting to communicate with deaf
passengers during the course of daily business activities. Also, it can be helpful in other
places like courtroom, conventions or even a grocery store. On the other note, human
computer interaction (HCI) is gradually moving towards a modality where speech recog-
nition will play a major role. While speech recognition has made rapid advances, gesture
recognition is lagging behind. With this gradual shift to speech based I/O devices, there
is a great danger that persons who rely solely on sign languages for communication will
be deprived access to state-of-the-art technology unless there are significant advances in
automated recognition of sign languages.
Secondly, the problem of automated sign language recognition is also worthwhile from
a scientific and technological point of interest, since advances in this problem would defi-
nitely impact the general problem of automated gesture recognition, which is at the core
of designing next generation man-machine interface.
Most of the work in continuous sign language recognition [59, 60, 61, 50] has used
HMMs (Hidden Markov Models) for recognition and have not used in any way facial or
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non-manual1 information. Although facial information is considered to be fairly impor-
tant [61, 2], no prior work on continuous ASL recognition has made use of it. There has
been some work on detecting ‘head shakes’ and ‘nods’ only [12, 21, 29], but these works
do not show results on continuous sign language. In this thesis we have used non-manual
information to decrease the insertion and deletion errors and to find whether there is ‘Nega-
tion’ in the sentence using the motion trajectories of the face. Also we look at a different
bottom-up approach for motion modeling and recognition using relational distributions
and Space of Probability Function (SoPF), which has been successfully used for gait based
identification [45].
1.1 Overview of the Approach
The bottom-up driven approach is sketched in Figure 1.1. There are three levels of pro-
cessing. The first level is responsible for low level segmentation of skin pixels and detection
of the face. It also deals with finding the skin pixels in motion. This task can be specifically
difficult in the presence of complex background. The second or intermediate level consists
of modeling the motion using relational distributions and SoPF. This level also deals with
using facial or non-manual information and combining it with manual information to re-
duce the deletion and insertion errors. The third or topmost level consists of using context
and grammatical information from ASL (American Sign Language) phonology, to constrain
and correctly predict the number and type of signs present in the sentence, and also the
exact position where they occur in the sentence. Hence the topmost level is responsible for
exact construction of the sentence.
In this work we have concentrated on the intermediate level recognition to find signs
which are most probable to occur in the sentence. The individual process at the low and
intermediate levels are shown in Figure 1.2. As can be seen from the Figure 1.2 we have
used Expectation Maximization (EM) algorithm for low level process of skin blob detection.
We use simple template matching to detect eyes and hence detect the face. The shaded
portion in Figure 1.2 shows the intermediate level of processing. Relational distributions
1Non-manual refers to information including facial expressions, face motion, torso movement while man-
ual refers to information content through motion of hands.
2
Figure 1.1. Model for ASL Recognition. The figure shows the overall approach to recognize
continuous signs in an ASL sentence with the help of non-manual expressions
3
Figure 1.2. Processes in Low and Intermediate Level Recognition.
and Space of Probability Functions (SoPF) are used for modeling the motion of hands,
while PCA space is used to represent the facial expression information. The information
obtained from the manual and non-manual part is combined at this intermediate level to
reduce the deletion and insertion errors. This information is then given to upper level of
processing as seen in Figure 1.2.
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1.2 Thesis Organization
In Chapter 2 we look at the prior work done in ASL recognition. This is followed by
description of the data we collected for the various ASL sentences used in this work, the
camera parameters during data collection and the protocol followed to mark the signs for
training, in Chapter 3. In Chapter 4 we look at the method used to find skin blobs using
EM Algorithm. Chapter 5 gives an account of motion modeling theory used. Chapter 6
discusses the method used to detect face and find the motion trajectories of the face. In
Chapter 7, we look at various experiments performed, similarity measures adopted and
results. We conclude with Chapter 8.
5
CHAPTER 2
PRIOR WORK
Sign languages are complex, abstract linguistic systems, with their own grammars [54].
American Sign Language (ASL) is one such visual/gestural sign language which is the
primary means of communication of deaf people in America and parts of Canada. Lot
of research has been done on the syntactical structure of ASL. After the germinal work
by Stokoe [55] in which he described the phonological units of ASL, “cheremes”, as well
as ASL’s structure, a lot of researchers like Lidell & Johnson [34], Neidle et al. [38] and
Brentari [10] have described different syntactical structure for American Sign Language.
Due to its very well defined syntactical structure and grammar, and the practical signifi-
cance of its automated recognition there has been significant interest in the vision commu-
nity in the research related to automated recognition of ASL.
ASL is a language that has its own grammar [38]. The problem of automated sign lan-
guage recognition is usually thought to be a relatively easy subclass of the general problem
of recognizing human gestures, on which there has been a lot of research [67, 8, 64, 6, 22, 32].
However, in practice automated ASL recognition is at least different, if not harder, than
recognizing human gestures, such as those needed to interface with a graphics display pro-
gram or control a robot, partly because the set of signs in ASL is fixed; one cannot expect
to train a signer to sign in a way to make it easier for the algorithm, rather the algorithm
should be able to account for the vagaries of signing. Besides, the performance expecta-
tions in ASL recognition goes beyond recognizing individual signs (words) into the domain
of sentences, paragraph, or even prosody.
Previous work in sign language recognition has been in recognition of static gestures,
isolated signs as well as in continous sentence recognition. Also there has been some work
in extracting non-manual features such as ‘head nods’ and ‘head shakes’. In this chapter
6
we look at the prior work done in these different categories of sign language recognition,
especially ASL recognition. We also look at various existing ASL datasets for automated
ASL recognition.
2.1 Static Sign Recognition
Cui and Weng [15, 16, 18, 19, 17] have worked on the problem of recognizing static
signs against complex backgrounds. They used a learning based prediction and verification
scheme with most expressive features to detect 40 static hand postures taken from ASL.
Zhao and Quek [70] have used a recursive inductive scheme that is able to acquire hand
pose models in the form of disjunctive normal form expressions involving multi-valued
features. The algorithm classified 94% of gesture images in the testing set correctly, the
total number of distinct gestures considered being 15. Triesch and Malsburg [58] classified
the static hand postures against complex background using elastic graph matching. They
used 10 different postures against complex background and achieved an accuracy of 86%.
2.2 Isolated Sign Recogntion
The majority of the work in ASL has been in isolated sign recognition involving motion.
The earliest work in ASL recognition that we are aware of is from 1992 by Charanyaphan
and Marble [13], who devised an image processing technique that recognized correctly
27 signs out of a total of 31 signs. Since then, there has been lot of work in isolated
sign recognition [65, 26, 62, 31, 25, 28, 69]. The most common method employed has
been neural network [65, 26, 62, 31]. Examples of other methods include Gupta and
Ma [25], who used edge contour based features to achieve almost 100% accuracy, while
Kadous [28] used decision trees to classify individual signs. Another more recent work
in isolated sign recognition that concentrates on the segmentation problem is that by
Yang, Ahuja and Tabb [69], who present a fully automatic vision based method to find
motion trajectories and use their shapes to classify 40 isolated signs. First, the image
frames are segmented based on constancy of intensity. Second, these segmented regions
are corresponded across frames assuming affine transformations. Third, these inter-frame
7
motion vectors are stitched together to form motion trajectories. Last, a time-delay neural
network is used to classify these trajectories.
2.3 Continuous Sign Recognition
Work in continuous sign recognition has only used Hidden Markov Models (HMMs).
Even foreign sign language recognizers also tend to use HMMs, Chinese [35, 63], Ger-
man [3, 4], Netherlands [1], Taiwanese [33] and British [57]. In Table 2.1 we categorize the
prior work in recognition of continuous words, embedded in short sentences, in terms of
the type of input data, size of experimental data set, features used, technique used, and
reported recognition rates. Starner and Pentland [50] were the first to seriously use HMMs
for continuous sign recognition. Their HMMs had 4 states with one skip transition and
multidimensional, independent, Gaussian observations. With these they achieved near per-
fect recognition with sentences of fixed structure, i.e. containing personal pronoun, verb,
noun, adjective, personal pronoun, in that order.
Vogler and Metaxas [59, 60, 61] have been instrumental in significantly pushing the
state-of-the-art in automated ASL recognition using HMMs. In terms of the basic HMM
formalism, they have explored many variations, such as context dependent HMMs, HMMs
coupled with partially segmented sign streams, and parallel HMMs. One of the very excit-
ing lines of work suggested by them to tackle the scalability problem of HMMs is to design
systems to recognize cheremes, the ‘phonemes’ of ASL, instead of the words. Cheremes
differ with respect to hand shapes, hand orientation, wrist orientation, location, and move-
ment. They extracted these cheremic features using 3D magnetic tracking systems. To
control the combinatorics of the explosion of possible states, they assume independence of
the attributes characterizing the cheremes and using separate HMMs for each channel, i.e.
parallel HMMs.
It can be noticed that most of the work in continuous sign language recognition has
avoided the very basic problem of segmentation/tracking of hands by using wearable de-
vices, such as colored gloves, data gloves, or magnetic markers, to directly get the location
features. For example Vogler and Metaxas [59, 60, 61] have used 3D magnetic track-
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ing system, Starner and Pentland [50] have used colored gloves while Ma et.al. [35, 63]
have used Cybergloves. Also, the signing of ASL sentences in the work by Vogler and
Metaxas [59, 60, 61] and Starner and Pentland [50] is not done by a native ASL inter-
preter/signer which adds an element of non-naturalness in the way the sentences have
been signed.
In addition to this, no work on continuous sign language recognition in any way has
made use of non-manual markers present in ASL. For example, many a times ‘Negation’
in an ASL sentence is conveyed through only ‘head shake’. There is no work which takes
this in account. There has been some work only on the use of facial information, but it is
not in combination with continuous sentence recognition. We will see this in next section.
2.4 Recognition of Head Shakes and Nods
Extraction of non-manual features for ASL is starting to receive more attention. Erdem
and Sclaroff [12, 21] describes a 3D model based tracking framework to detect ‘head shakes’
and ‘head nods’, which are important forms of non-manual ASL communication, from
regular visual spectrum images. Another head nod and shake detector was proposed by
Kapoor and Picard [29], however, it is based on eye-pupil tracking using IR cameras. But
there has been no work which uses facial expressions to boost up the accuracy in continuous
sign language recognition.
2.5 Existing ASL Datasets
Research in automated ASL is empirical and is dependent on the existence of a good
corpus of data. Until recently, this was non-existent. The largest corpus used in ASL
contains a vocabulary of around 50 signs, embedded in 500 or so sentences. Foreign sign
language works tend to use between 200 to 300 words but with fewer (14 to 200) number of
sentences. Only recently has there been a concerted effort in systematically constructing an
ASL corpus for public dissemination. At Boston University, Neidle et al. [39] has created
such as a dataset using SignStream, which is a system for linguistic annotation, storage,
and retrieval of ASL and other forms of gestural communication. One of the issue that we
10
ran into in using this dataset for automated sign recognition is that the video is sampled too
coarsely, on an average there are 5.8 frames per sign. However, the dataset is a challenging
one since many signs are similar, specifically the single handed signs with hand occluding
the face, which makes segmentation very hard. There are severe coarticulation effects. In
some sentence a word is signed using one hand while in another sentence the same word is
signed using both hands due to coarticulation effect1.
The Purdue ASL database [36], which was designed taking into account the issues
important for automated recognition, consists of 2576 ASL video sequences from 14 native
signers, imaged under two different lighting conditions, but with black background. The
data has three parts. First, is a set of videos of isolated signs with distinct motion patterns,
specifically designed for the analysis of motion in ASL. Second, is a set of words with distinct
hand shapes, where the hand shape is constant but the place of articulation, direction and
motions might vary. Third, is data from several ASL sentences to study prosody and
sentence structure. This database is yet to be released. Hence for this work we collected a
small database which is described in next chapter.
1The way the ASL gestures are signed changes depending on the signs which precede and follow them.
This is coarticulation effect.
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CHAPTER 3
DATA COLLECTION
In this chapter we will look at the sentences in the data collection, the ASL signs used
for the same, protocol followed for the data collection, the camera setup and the statistics
of ASL signs, as well as, the sentences. We also discuss the problem of synchronization of
the frames of face with the body. But first, we take a look at the conventions used in this
work with regards to ASL.
3.1 ASL Conventions
We use following convention in the thesis:
• Text in italics indicate sentence in English. For example ‘I can lipread’.
• Text in capitalized letters indicate ASL transcription. For example ‘LIPREAD CAN
I’.
• Text in capitalized letters indicate ASL gloss. For example ASL gloss for sign ‘lipread’
is ‘LIPREAD’.
• Negation in a sentence signed using non-manual markers is indicated by NˆOT or
‘Negation’.
• Multiword gloss for a single sign in ASL is indicated by a hyphen. For example
‘DONT-KNOW’ is a multiword gloss for a single sign in ASL.
3.2 Dataset
We selected the sentences for the database keeping in mind the context of communicat-
ing with deaf people at airport. Table 3.1 shows the sentences used for the data collection
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with their ASL transcription. It should be noticed that for some sentences, ‘Negation’ is
conveyed only through ‘head shakes’. For example, for the sentences ‘I understand’ and
‘I don’t understand’, the ASL transcription is the same (‘I UNDERSTAND’). The only
difference is that in sentence ‘I don’t understand’, there is presence of a ‘head shake’ i.e. a
non-manual expressions to convey the presence of ‘Negation’ in the sentence.
The ASL signs used in these sentences are given in Table 3.2. An ASL interpreter was
used to collect the data. English sentences were given to the signer, who signed them in
ASL. After the data collection, the ASL signs used in the sentences were marked with the
help of the signer. It should be noted that the ASL signs were named as suggested by
the native signer and also the frames which contained each ASL gesture were marked as
suggested by the signer. Total number of sentences as can be seen in the Table 3.1 are
25 while total number of distinct ASL signs present are 39 as can be seen from Table 3.2.
The total number of ASL signs that occured in the 25 sentences (including the ASL signs
occuring multiple times) is 65. Data was collected for 5 instances of each sentence.
There was variation in the way some sentences were signed. For example the sentence
‘If the plane is delayed, I’ll be mad’ was signed as ‘AIRPLANE POSTPONE AGAIN,
MAD I’ as well as ‘AIRPLANE AGAIN POSTPONE, MAD I’. Also in one of the instance
of the sentence ‘I packed my suitcase’, the ASL sign ‘I’ was not present. This may be the
case in some other sentences also. The reason, as given by the signer, was that signs like ‘I’
are implicit while conversing in ASL and hence can be excluded. Also it should be noted
that for different signs like ‘I’, ‘ME’ & ‘MINE’, only one sign ‘I’ is considered because
all the three signs are very similar to each other and hardly any distinction is observed
between them when they were signed in different sentences.
3.3 Camera Setup and Recording Parameters
The cameras used were consumer-grade Canon Optura. Two cameras were used for
collecting data; one for capturing the body, and the other, for capturing the face image.
The cameras are progressive-scan, single-CCD cameras capturing images at a rate of 30
frames per second. The shutter speed was kept at 1/250 and with auto-focus left on as the
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Table 3.1. 25 Sentences Used With ASL Transcription.
NˆOT in ASL transcription indicates that the ‘Negation’ is conveyed through ‘head shake’.
Sentence in English ASL Transcription
I can lipread LIPREAD CAN I
I can’t lipread LIPREAD CANNOT (NˆOT) I
I don’t understand I UNDERSTAND (NˆOT)
I understand I UNDERSTAND
You don’t understand me YOU UNDERSTAND ME (NˆOT)
I packed my suitcase SUITCASE I PACK FINISH
I don’t know DON’T-KNOW I (NˆOT)
I don’t have the key I NOT (NˆOT) HAVE KEY
That’s mine! THATONE MINE IT
I need that! I NEED THAT
I need my phone! MY PHONE, NEED
Why? WHY?
What do you mean? MEAN?
Where is my suitcase? SUITCASE WHERE?
Can I move my suitcase now? SUITCASE MOVE CAN I?
If the plane is delayed again, I’ll be mad AIRPLANE POSTPONE AGAIN, MAD I
I already bought my ticket TICKET BUY FINISH
There was such a long line of people,
wait was infuriating!
PEOPLE LONG LINE-WAIT ANGRY!
Where is gate? GATE WHERE?
My luggage is heavy LUGGAGE-HEAVY
Yes YES
No NO
I just gave my ticket over there MY TICKET JUST GAVE
Where is passport? ID-PAPERS WHERE?
Passport is on table ID-PAPERS TABLE
Table 3.2. 39 ASL Gestures Used.
Lipread, Can, I, Cannot, Understand, You, Suitcase, Pack, Finish, Dont-Know, Have, Ticket,
Key, That, It, Need, Phone, Why, Mean, Where, Move, Airplane, Again, Postpone, Mad, Buy,
Not, People, Long, Line, Angry, Gate, Luggage-Heavy, Yes, No, Just, Gave, ID-Papers, Table
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signer was essentially at infinity. The cameras stream compressed digital video to DV tape
at 25 Mbits per second by applying 4:1:1 chrominance sub-sampling and quantization, and
lossy intra-frame adaptive quantization of DCT coefficients. The imagery was recovered
from tape. The camera was accessed over its IEEE 1394 Firewire interface using Pinnacle’s
micro DV 300 PC board. The result is a stand-alone video file stores using Sony’s (Digital
Video) DV-specific dvsd codec in a Microsoft AVI wrapper. This capture from tape does
not re-compress and is not additionally lossy. Finally, the imagery is transcoded from DV
to 24-bit RGB using the Sony decoder and the result is written as PPM files, one file per
frame. This representation trades off storage efficiency for ease of access.
The face and body image obtained are shown in Figure 3.1. Also the camera setup
can be seen in Figure 3.2. The signer was asked to stand at a distance of 2.05 m from the
camera capturing the face images while a gray screen was placed at a distance of 2.75 m
from the the same camera. It can be noticed that the camera capturing the whole body is
at an angle with respect to the signer. This is to avoid any obstacle in the sight of camera
which captures the frontal image of the face. The shutter speed of 1/250 helps in reducing
blur in the image caused by fast movements of the hand. Normal lighting was used and at
higher shutter speeds this causes little blur in images. Hence lighting conditions should be
taken care of in future when using cameras at higher shutter speeds. For synchronization
of facial and body image the subject was asked to bring the hand in front of face before
and after signing a sentence. The frame with the hand at the uppermost position with
respect to face was chosen as the syncrhonizing frame. The correctness of synchronization
was checked by comparing the frames with uppermost position of hand in front of face,
when the signer brings her hand infront of the face at the end of sentence. The images
used for manual synchronization can be seen in Figure 3.3.
3.4 Statistics of ASL Signs and Sentences
The total number of distinct sentences present in data set is 25. Each sentence is
recorded 5 times. Hence overall 125 sentences are present. The number of distinct ASL
signs present is 39, and in one set of 25 sentences 65 ASL signs are present. For all the
15
(a) (b)
Figure 3.1. Images from Data Collection. (a) shows an image of face taken for sign ‘PHONE’
of face, captured by camera ‘A’ and synchronous image of body capture by camera ‘B’ is
shown in (b).
Figure 3.2. Camera Setup for ASL Data Acqusition. Camera ‘A’ was used for capturing
image of face while ‘B’ was used for capturing image of body.
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(a) (b)
Figure 3.3. Images Used for Syncronization. (a) and (b) shows the images used for manual
synchronization of rest of the images. Note that in both the images hand in brought in
front of the face and highest position of hand infront of face is used for synchronization.
125 sentence, 325 ASL signs are present. The number of ASL signs present in a sentence
varied from 1 to 5. On an average 2.7 signs are present per sentence.
The number of frames in a sentence varied from 51 to 163. The longest sentence in
terms of time is, ‘AIRPLANE POSTPONE AGAIN, MAD I’, made up of 163 frames, while
smallest sentence is, ‘YES’, made up of 51 frames. Average number of frames in a sentence
is 90.263, and hence on an average a sentence is 3 second long (image frames are recorded
at 30 frames per second).
Sign length varied from 4 frames for sign, ‘CANNOT’, to 71 frames for sign ‘LUGGAGE-
HEAVY’. On an average a sign has 18.1 frames, i.e. it is 0.6 second long.
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CHAPTER 4
SEGMENTATION OF SKIN PIXELS USING EM
In continuous sign language recognition segmentation of hands and face is an important
step. In most of the previous work for continuous ASL recognition the tracking of face and
hand has been made easy using colored gloves [49] or magnetic markers [59]. Even foreign
sign language recognizers have used colored gloves [35], [3], [1] or data gloves [44], [33]. Only
recently there has been work that solves segmentation problem to a good extent by Yang,
Ahuja and Tabb [69]. But it has only been used for isolated sign recognition. Segmentation
and tracking being not the major objective, we have used simple EM Algorithm with
features being a,b components in ‘Lab’ color space to segment skin pixels from the image.
We use EM algorithm twice, first to separate the background and second time to separate
the clothing of signer from the skin pixels. Then we use connected component analysis on
the image obtained after applying EM twice to throw away pixels which are close to skin
color but do not form a blob big enough to be a part of hand or face. The algorithm for
segmentation is given in Table 4.1. Although the algorithm is simple, it is applied on the
image data that does not use colored gloves. It should be noted that there was no use of
data gloves or colored gloves for data collection.
4.1 Color Space
RGB color space is not good for representing the color information of pixels, as change
in lighting condition creates problem. Hence we have used Lab color space for representing
color information of pixels. In this color space, there are three components:
• L - Luminance
• a - Red/Blue chrominancy
• b - Yellow/Blue chrominancy
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Table 4.1. Algorithm for Segmentation of Skin Pixels.
1. Convert the image pixels from RGB to Lab space
2. Use EM to classify pixels as foreground (skin) or background (non-skin).
3. Use EM for foreground image obtained from step 2., to furthur classify pixels
as foreground (skin) or background (non-skin).
4. Use connected component analysis as a post processing step to find skin blobs.
This color space is approximately perceptually uniform and hence distances in this
space are meaningful [68]. The Lab color space is defined with regard to CIE XYZ space.
The formulae for converting pixel information from RGB to Lab color space by non linear
mapping are given below:
X = 0.490R + 0.310G + 0.200B
Y = 0.177R + 0.813G + 0.011B
Z = 0.000R + 0.010G + 0.990B
L = 116
(
Y
Yn
) 1
3
− 16
a = 500
[(
X
Xn
) 1
3
−
(
Y
Yn
) 1
3
]
b = 200
[(
Y
Yn
) 1
3
−
(
Z
Zn
) 1
3
]
Here Xn = 0.980, Yn = 1.000 & Zn = 1.183 and they are the X, Y & Z coordinates of
reference white patch. We neglect the L channel to reduce the effect of illumination.
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4.2 Expectation Maximization (EM) Algorithm for Pixel Classification
The Expectation Maximization algorithm has been used for finding maximum likeli-
hood parameters when there is missing or incomplete data [20] [11].
We use Expecation Maximization algorithm here to find maxmimum likelihood param-
eters of a mixture of two Gaussians in the feature space. One of the Gaussian is used to
represent the foreground pixels (skin) while other Gaussian is used to represent the back-
ground pixels (non-skin). At each pixel in the image, there is two class problem - whether
the pixel belongs to foreground (skin) or background (non-skin) and hence the use of two
Gaussians to model these two classes. The observation is a vector which is made up of a
and b values (Lab space) of the pixel; L is not used to reduce the illumination errors.
We use a mixture of two Gaussians and the form of probability density is as follows:
f(x|Θ) =
2∑
i=1
piifi(x|θi)
x - feature vector made up of a and b (Lab space) values of pixel
pii - prior probability of the class, where
∑2
i=1 pii = 1
Θ - parameters defining the mixture of two Gaussians (pi1, pi2, θ1, θ2)
fi - mulitvariate Gaussian density which is characterized by parameters θi i.e. µi - mean
and Σi - variance
The multivariate Gaussian density is as follows:
fi(x|θi) = 1
(2pi)
d
2 |Σi| 12
e−
1
2
(x−µi)T Σ
−1
i
(x−µi)
The algorithm works for random initialization of p(i|xj ,Θt). But for the results shown,
the posteriors have been initialized as follows:
p(foreground|xj,Θinitial) = R+G+B255×3
p(background|xj ,Θinitial) = 1− p(1|xj ,Θinitial)
such that,
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p(foreground|xj ,Θinitial) + p(background|xj ,Θinitial) = 1
R,G & B are pixel values of red, green and blue channel respectively.
The update equations are given below:
pit+1i =
1
N
N∑
j=1
p(i|xj ,Θt)
µt+1i =
∑N
j=1 xjp(i|xj ,Θt)∑N
j=1 p(i|xj ,Θt)
Σt+1i =
∑N
j=1 p(i|xj ,Θt)(xj − µt+1i )(xj − µt+1i )T∑N
j=1 p(i|xj ,Θt)
p(i|xj ,Θ) = piifi(xj|θi)∑2
k=1 pikfk(xj |θk)
i - number of Gaussians for the GMMs, in this case i=2
N - total number of observations, in this case it is total number of pixels considered
p(i|xj ,Θ) - probability of jth pixel being in the ith class given that it have value xj and
parameters of the observation vector are Θ (µ,Σ)
EM algorithm is iterated until the following conditions are fulfilled:
abs(µta − µt+1a ) < 0.0001
abs(µtb − µt+1b ) < 0.0001
The above conditions mean that, the EM algorithm is iterated until the shift in means of a
as well as b parameter of Lab space is less than 0.0001 for both Gaussians (foreground and
background). The pixels that have p(foreground|xj,Θ) > p(background|xj ,Θ) are kept.
It should be noted that the EM algorithm is applied twice, first to segment out the
pixels of skin and dress of the signer from the background and then later to segment out
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the skin pixels from skin-dress pixels. Figure 4.1 shows the application of EM algorithm.
Figures 4.1(d),(e) & (f) show the images obtained after EM is applied on (a), (b) & (c).
The number of iterations in this case when EM is used to separate dress and skin pixels
from background vary from 55 to 65. Figures 4.1(g),(h) & (i) show the images obtained
after EM is applied on (d), (e) & (f). The number of iterations in this case when EM is
used for the second time to separate the skin pixels from the skin-dress pixels vary from
35 to 45.
Also the Gaussians obtained after applying EM for first and second time can be seen
in Figure 4.2 and Figure 4.3 respectively. In Figure 4.2 the Gaussian with µa = 21.60
and µb = 72.53 represent the skin and dress pixels while the other Gaussian represents
the background pixels. In Figure 4.3 the Gaussian with µa = 44.35 and µb = 113.673
represents the skin pixels while the other Gaussian represents the dress pixels.
4.3 Connected Blob Analysis
Connected Component Analysis is used as a post processing step on the image obtained
after segmenting skin pixels using EM. Blobs of size greater than 200 pixels are kept. This
helps to remove some pixels which are closer to skin pixels but do not form a skin blob
big enough to be a part of hand or face thus reducing errors in segmentation. The mask
obtained is then used to find edge pixels which are part of skin blobs. The mask obtained
after connected blob analysis and the images obtained at various steps of EM algorithm
are shown in Figures 4.1(j), (k) & (l).
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
(j) (k) (l)
Figure 4.1. Segmentation of Skin Pixels Using EM. (a),(b) & (c) shows three images from
sentence ‘LIPREAD CAN I’, (a) is from sign ‘LIPREAD’, (b) is from sign ‘CAN’ & (c)
is from sign ‘I’. (d),(e) & (f) shows the skin pixels obtained after first application of EM.
It should be noted that in (d) only skin pixels remain while in (e) & (f) some pixels from
dress of signer are also present. (g),(h) & (i) shows the skin pixels obtained after second
application of EM (i.e. applying EM to images (d),(e) & (f)). As can be seen the skin
pixels are segmented to a far better extent. Connected blob analysis is done on (g),(h) &
(i) to obtain (j),(k) & (l).
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(a) (b)
(c) (d)
Figure 4.2. Fitted Gaussians After One Run of EM Process. Features are a & b components
of Lab color space. (a),(b),(c) & (d) shows the different views of the same Gaussians. The
Gaussian distributions are shown for image in Figure 4.1(b). The output obtained from
this first step can be seen in Figure 4.1(e).
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(a) (b)
(c) (d)
Figure 4.3. Final Fitted Gaussians. Features are a & b components of Lab color space.
(a),(b),(c) & (d) shows the different views of the same Gaussians. The Gaussian distribu-
tions are shown for image in Figure 4.1(e). The output obtained from this first step can
be seen in Figure 4.1(h).
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CHAPTER 5
MOTION MODELING USING RELATIONAL DISTRIBUTIONS AND
SPACE OF PROBABILITY FUNCTION
From an ASL point of view, we would like our feature representation to be invariant
to translation, to take care of movement of the whole body during signing, but it need not
be rotationally invariant. Also, since these features would be based on low-level primitives
extracted using background subtraction and color-based region growing, which are known
to be noisy processes, the representation should degrade gracefully with low-level missed
detection and false alarms. Philosophically, we believe that the organization or structure
or relationships among low-level primitives are more important than the primitives them-
selves. Thus, the attributes of the individual primitives might vary quite a bit, but as long
as the spatial relationships among them are preserved, recognition is still possible. For
instance, in an image of a face even if one changes the eyes to star shapes and the nose to
an inverted triangle, the resulting shape would still be recognized as a face. Our need is to
device a mechanism to capture this structure so that we can use its change with time to
model high-level motion patterns.
Graphs have been the most commonly used mechanism for capturing these relation-
ships among primitives [9, 66, 48, 30]. However, the study of variation of a graph over
time requires solving the correspondence problem between image primitives, which is a
computationally difficult problem. We avoid this need for primitive-level correspondence
by focusing on the statistical distribution of the relational attributes observed in the image.
The use of feature attribute histograms is not new. Distribution of local feature filter out-
puts have been used for recognition [46]. Local orientation histograms have been used for
pattern recognition [37] and gesture recognition [24]. However, the only uses of relational
histograms that we are aware of are by Huet and Hancock [27], who used it to model line
distributions in the context of image database indexing, and by Belongie and Malik, who
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used it to model shape contexts of features [5], again, for image databases. The novelty of
the present contribution lies in that we offer a strategy for incorporating dynamic aspects.
We use this representation which has been succesfully used for identification of a person
from gait [41, 42, 40].
In this chapter we describe the statistical model for motion analysis as defined in [41].
We start with the definition of the concept of Relational Distributions, followed by the
theoretical description of Space of Probability Functions (SoPF). For an indepth analysis
of this motion modeling theory, we refer the reader to [40].
5.1 Relational Distributions
Let F = {f1, · · · , fN} represent the set of N primitives in an image, such as edge pixels,
interest points, or region patches, Fk represent a random k−tuple of primitives, and the
relationship among these k-tuple primitives, such as distance, orientation, or some spatial
distribution measure, be denoted by Rk. Let the relationships Rk be characterized by a set
of M attributes Ak = {Ak1, · · · , AkM}. Then the shape of the object can be represented
by joint probability functions: P (Ak = ak), also denoted by P (ak1, · · · , akM ) or P (ak),
where aki is the (discretized, in practice) value taken by the relational attribute Aki. We
term these probabilities as the Relational Distributions. One possible interpretation of
these distributions is: given an image, if you randomly pick k-tuples of primitives, what
is the probability that it will exhibit the relational attributes ak? What is P (Ak = ak)?
The representation of these relational distributions can be in parametric forms or in non-
parametric, histogram or bin-based forms. The advantage of parametric forms, such as
mixture of Gaussian, is the low representational overhead. However, we have noted that
these relational distributions exhibit complicated shapes that do not readily afford modeling
using a combination of simple shaped distributions. So, non-parametric histogram based
form is better. To reduce the size that is associated with a histogram based representation,
we propose the Space of Probability Functions (SoPF).
We illustrate the concept of Relational Distributions using the edge pixels of skin blobs
as the features. We apply the Canny edge detector over each image frame and select only
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those edge pixels that belong to the skin blobs. Figure 5.1 shows the edges selected using
skin blobs that are created by segmentation of skin pixels as seen in the previous chapter.
To capture the structure between edge pixels, we use the distance of the two edge pixels in
the vertical and horizontal directions (dx,dy) as the attributes. We normalize the distance
between the pixels by a distance (D), which is related to the size of the object in the image,
to make it somewhat scale invariant. We have taken the scaling constant to be the height of
the image. Note that the choice of the attributes is such that the probability representation
is invariant with translation and somewhat invariant with respect to scale. Figure 5.2(a)
depicts the attributes that are computed between the two pixels. Figure 5.2(c) shows the
relational distribution for the edge image shown in Figure 5.2(b), where brighter pixels
denote high probabilities. Figure 5.2(d) shows a 3D bar of the probability values. Note
the concentration of high values in the certain regions of the probability event space.
As the hands of the signer move, the relational distributions will change. Motion of
hands will introduce non-stationarity in the relational distributions. Figure 5.3 shows some
more examples of the 2-ary relational distributions for the sign ‘CAN’. Notice the change
in the distributions as the hands come down. The change in the vertical direction in
relational distributions can be seen clearly as the hands are coming down, while there is
comparatively less change in the relational distributions in other direction. Thus we have
used relational distribution to model the image frames with respect to manual aspect in
ASL recognition. Each image is represented by a relational distribution.
5.2 Space of Probability Functions
As discussed before there is a need to reduce the size that is associated with a histogram
based representation of relational distribution. This is done using Space of Probability
Function.
Let P (ak, t) represent the relational distribution at time t. Let
√
P (ak, t) =
n∑
i=1
ci(t)Φi(ak) + µ(ak) + η(ak) (5.1)
28
(a)
(b)
(c)
Figure 5.1. Finding Edge Image of Skin Blobs. Sample frame from sentence ‘PEOPLE
LONG LINE-WAIT ANGRY!’ is shown in (a), skin color detected blob using EM shown
in (b) and its corresponding edges in (c).
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Figure 5.2. Edge Pixel Based 2-ary Relational Distribution. (a) The two attributes char-
acterizing relationship between two edge pixels. (b) Edge pixels in an image. (c) The
relational distribution P (dx, dy). P (0, 0) the top left corner of the image. Brighter pixels
denote higher probabilites. (d) The relational distribution shown as a 3D bar plot.
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(a) (f) (k)
(b) (g) (l)
(c) (h) (m)
(d) (i) (n)
(e) (j) (o)
Figure 5.3. Variations in Relational Distributions. (a),(b),(c),(d) & (e) shows the image
frames in sign ‘CAN’, (f),(g),(h),(i) & (j) are the edge images corresponding to them, while
(k),(l),(m),(n) & (o) are the relational distributions shown as 3D plots for the same frames.
As the hands go down for the sign ‘CAN’ the variation in the distributions in the vertical
direction can be seen clearly, while since both the hands are in same position horizontally,
there is nearly no change in distributions in horizontal direction.
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describe the square root of each relational distribution as a linear combination of orthogonal
basis functions, where Φi(ak)’s are orthonormal functions, the function µ(ak) is a mean
function defined over the attribute space, and η(ak) is a function capturing small random
noise variations with zero mean and small variance. We refer to this space as the Space of
Probability Functions (SoPF).
We use the square root function so that we arrive at a space where the distances are
not arbitrary ones but are related to the Bhattacharya distance between the relational
distributions, which is an appropriate distance measure for probability distributions. The
proof for this is in [45]. Given a set of relational distributions, {P (ak, ti)|i = 1, · · · , T},
the SoPF can be arrived at by using the Karhunen-Loeve (KL) transform or, for the dis-
crete case, by principal component analysis (PCA) or a combination of PCA and Linear
Discriminant Analysis (LDA), if we wanted to model in the presence of signer and back-
ground variations. In practice, we can consider the subspace spanned by a few (N << n)
dominant vectors associated with the large eigenvalues. Thus, a relational distribution can
be represented using these N coordinates (ci(t)s), which is more compact representation
than a normalized histogram based representation.
Note that this use of the PCA is different from other uses of this technique in motion
tracking. For example, Black and Jepson [7] also used PCA but in the context of tracking
and matching moving objects. The representation also is different. They use PCA over
the image pixel space whereas we use it over relational probability functions. Sclaroff and
Pentland [47] use PCA to obtain canonical shape descriptions of deformable objects for
recognition or indexing. They use finite-element model to deform one shape into another,
guided by primitive correspondences. Shape similarity is quantified by the nature of defor-
mation, quantified by the coefficients associated with few modal shapes, that were inferred
using PCA. Our shape representation does not require prior model, nor does it assume
perfect segmentation of object from background. The other attractive aspects are that it
does not require primitive tracking or correspondence, it is amenable to learning, and there
is no assumption about single pixel movement between frames.
The eigenvectors of the SoPF associated with the fifteen largest eigenvalues are shown
in Figure 5.4. The space was trained for the 39 signs. The size of each relational distri-
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Figure 5.4. Eigenvectors of SoPF. Dominant dimensions of the learned SoPF over the 39
signs.
Figure 5.5. Fall of Eigenvalues for Relational Distributions.
bution is 30 × 30. The vertical axes of the images plot the distance attribute dy, and the
distance attribute dx is along the horizontal axes. The first eigenvector shows 3 modes in
it. The bright spot in the second eigenvector emphasizes the differences in the attribute
dx between the two features. The third eigenvector is radially symmetric, emphasizing the
differences in both the attributes. Figure 5.5 shows the sorted eigenvalues for the relational
distributions. Notice that most of the energy of the variation is captured by the few large
eigenvalues. It can be seen that eigenvectors associated with 15 largest eigenvalues suffice.
This number is only a small fraction of the 900 entries in the 30 × 30 sized histogram
representation of relational distribution.
The sentence in ASL forms a trace in this Space of Probability Functions and signs are
detected in the sentence by correlating their traces with the trace of the sentence. We will
see this in Chapter 7.
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CHAPTER 6
FACE DETECTION AND TRACKING
To capture non-manual expressions in ASL, it is important to accurately detect the
face so as to disregard the motion of face to extract the facial expression involved in that
sentence. At the same time it is also important to find the motion trajectories of the face
to find whether there is use of ‘Negation’ - non-manual in the sentence. In this chapter
we discuss how the face detection is performed and the way in which we find the motion
trajectories of the face for a sentence.
Figure 6.1 depicts the algorithm to detect the face and to find the motion trajectories,
which we expand upon next. Note that all the face information processing is performed on
the image sequence obtained from the camera just focused on the face.
6.1 Detecting Face Using Eye Templates
There are various sophisticated approaches to detect faces [43], [14], [56]. Here we adopt
a very simple approach to find eyes within the given image and thus detect the face. We
use template matching for eye detection. Different eye templates are used and mean eye
template is constructed using these templates. The eye templates used and the mean eye
template is shown in Figure 6.2. It should be noted that the eye templates used to form
the mean eye template are different than that of the signer. Eye templates were obtained
from 4 different persons using same camera and same imaging conditions as used for the
data collection of ASL sentences.
We use the mean eye template and correlate it with the input image. An example of
input image is shown in Figure 6.3(a). After correlation of mean eye template, a distri-
bution is obtained which indicates the probability of the presence of center of rectangular
box bounding the eye at that particular position. The distribution for the image in Fig-
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Figure 6.1. Flowchart for The Face Detection and Tracking. The above flowchart shows in
detail, the eye detection within the face image and finding the motion trajectories of the
eye-center for the whole sentence.
Figure 6.2. Eye Templates Used and Mean Image of the Eye Templates. The first 12 images
show the eye templates of 4 different persons while the last image is the mean of these 12
eye templates.
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(a) (b)
(c) (d)
Figure 6.3. Eye Detection and Masking of Face With the Elliptical Structure. (a) shows
first image of sentence ‘LIPREAD CAN I’ synchronized with the body image. (b) shows
the distribution of coorelation of mean eye template with facial image in (a). Brighter spots
convey that there are higher chances of finding the eye-center at that location. (c) shows
bounding a rectangle around the eye. (d) shows fitting an ellipse to face after detecting
the eye and then translating the detected ellipse to a fixed position ( since (a) is the first
image of the sentence). The subsequent images in the sentence are translated w.r.t. to this
first image for finding the motion trajectories of the face.
ure 6.3(a) is shown in (b). Brighter spots indicate that the probability of finding center
of rectangular box bounding the eye, at that position is more. It is clearly seen in this
image that there are brighter spots near the center of the two eyeballs. The brightest spot
in the distribution image is taken as the center of the rectangular box bounding the eye.
The rectangular box is of the same size as that of eye templates. Face image in which the
eyes are bounded by the rectangular box can seen in Figure 6.3(c). The correlation is done
on the whole image, only for the first image frame of the sentence. For the subsequent
images, the center of the rectangular box bounding the eye is found by correlating around
the neighborhood of center found in previous image. A window of 10 pixels in width and
height is considered for the neighborhood search.
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6.2 Masking the Face With an Elliptical Structure
After the detection of eyes, we mask the face with an elliptical structure. We use the
golden ratio for face [23], to mask the face with the elliptical structure. The golden ratio
is given by:
height(h)
width(w)
=
1 +
√
5
2
where w and h indicates the width and height of the face (Figure 6.4). The width of face
is obtained from the eye template, which is 70 pixels in this case. Height is calculated
from above formula and comes out to be 111 pixels in this case. We use two ellipses
for constructing the elliptical structure for masking. The two ellipses and the elliptical
structure used are shown in the Figure 6.4, while image of the face after eye detection and
after masking the face with the elliptical structure is shown in Figure 6.5. As can be seen
in Figure 6.4, four parameters (the major and minor axes of the two ellipses) are needed to
make the elliptical structure using the two ellipses, Ellipse I and Ellipse II. For the Ellipse
I, the two diameters are w and dh, the values for them are 70 and 75 pixels respectively.
The lower portion of Ellipse I is considered. As can be seen, for the Ellipse II, the two
diameters are w and dw, the values for them are 70 and 36 pixels respectively. The upper
portion of Ellipse II is considered. It should be noted that h = dw + dh and its value is 111
pixels as calculated from the formula. The demarcated facial portion obtained by masking
the elliptical structure on face is used to extract facial information.
6.3 Eigen Representation for Condensing the Facial Expression Information
To reduce the computational complexity, it is necessary to represent the face image
obtained after masking the elliptical structure, in a lower dimensional space. Principal
Component Analysis of these images reduces the dimensionality of the image data. Thus
each face image can be represented by the coordinates of orthogonal eigenvectors. To form
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Figure 6.4. Anthropometric Facial Proportions and Masking of Face With the Elliptical
Structure. The left side shows face after eye detection and right side shows the demarcated
facial portion obtained after masking.
(a) (b)
Figure 6.5. Image Showing the Face After Eye Detection and Masking With the Elliptical
Structure. (a) shows the eye detection within the facial image and (b) shows the image of
face after masking of the elliptical structure. The elliptical structure is fitted on face after
detecting the eyes. The face image in (b) shown is used as an input for understanding the
facial expressions involved in ASL sentences.
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Figure 6.6. Fall of Eigenvalues for Facial Expressions.
the PCA space for ‘face’, we use face images of 39 signs for training. Figure 6.6 shows the
sorted eigenvalues for the face images. Notice that most of the energy of the variation is
captured by the few large eigenvalues. It can be seen that the eigenvectors associated with
20 largest eigenvalues suffice. This number is very small compared to 72 × 100 = 7200,
which is the size of the image i.e. the original dimensionality of the face image data. The
face images (images obtained after masking of the elliptical structure) of the sentence form
a trace in the PCA space of ‘face’, and the similarity of signs in the sentence based on
facial expressions is obtained by correlating the traces of the signs with the trace of the
sentence. We will see this in Chapter 7.
6.4 Motion Trajectory of Face
It is important to find the motion trajectory of face to see whether the ASL sentence
has any ‘Negation’. For example sentence ‘I don’t understand’ is signed exactly same as ‘I
understand’ in the manual marking, except that there is distinct ‘head shake’ indicating
‘Negation’ in the sentence ‘I don’t understand’.
Face motion trajectory is obtained by detecting the eyes in the facial image. We first
detect the eyes in the first frame of the sentence by correlation, then we select the eye-center
for this first image. The eye-center is the center pixel of the rectangular box bounding the
eye (Figure 6.4) and is used to represent the face motion trajectory. We also find the
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eye-center for the rest of the images in the sentence, considering only a neighborhood of
10 pixels from eye-center obtained in previous image. The face location of the first frame
is subtracted from all subsequent frames to arrive at a somewhat translation invariant
representation.
Figure 6.7 shows the motion of the face in the sentence ‘LIPREAD CANNOT I’. The
face image for all the image frames in the sentence are arranged with respect to the first
image (Figure 6.7(a)). Figure 6.7(l) shows the motion trajectory for the same sentence.
The horizontal motion of face indicating ‘head shake’ can be clearly seen in the motion
trajectory. Also, Figure 6.8 shows motion trajectories of face for various sentences. (a),
(b) and (c) clearly shows the presence of ‘Negation’ in the sentences, (d) shows the vertical
motion of face, indicating a ‘head nod’ while (e) and (f) shows the motion trajectories for
the sentences in which there is no positive or negative meaning conveyed through them.
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
(j) (k) (l)
Figure 6.7. Face Movement and its Motion Trajectory for Sentence ‘LIPREAD CANNOT
I’. (a) is the first frame in the sentence. (b),(c),(d),(e),(f),(g),(h),(i),(j) and (k) represent
frame 9,13,16,19,20,31,43,48,53 and 55 respectively. These frames show the movement of
head w.r.t. to first frame. (l) shows the motion trajectory of the face for complete sentence.
The motion trajectory is plotted for the pixel at the center of eye. The motion trajectory
is nearly horizontal due to ‘head shake’ which conveys a negative aspect in the sentence.
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(a) ‘DONT-KNOW I’ (b) ‘I NOT HAVE KEY’
(c) ‘NO’ (d) ‘YES’
(e) ‘YOU UNDERSTAND ME’ (f) ‘SUITCASE I PACK FINISH’
Figure 6.8. Motion Trajectories of Face for Various Sentences. (a),(b) and (c) shows the
motion trajectories of face for sentence having negation in them. It can be seen that they all
show head motion in horizontal direction, which indicates ‘head shake’. While (d) has head
motion in vertical direction which indicates a positive thing being conveyed through head
nod, infact it is the motion trajectory for sign ‘YES’. (e) and (f) shows motion trajectories
for sentences which do not convey negative meaning.
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CHAPTER 7
EVALUATION FRAMEWORK AND RESULTS
In this chapter we discuss the strategy used to combine non-manual information with
the manual information. We have used the facial expression information1 to reduce the
deletion and insertion errors while face motion information is used through the motion
trajectories of face to find whether the sentence contains ‘Negation’ or not. Also the
chapter shows the five different cases we have considered for training and testing and we
report the results on same. It was noticed that combining the non-manual information
directly with manual information is very difficult due to following reasons:
• The non-manuals are not synchronized with manuals. For example, if in one sentence
the eyebrows are raised at a frame x then it may happen that the same expression may
occur at some other neighborhood frame x+dx in another instance of the sentence
(x is the frame with same manual position of hands in both instances of sentences).
This causes problems with regards to finding the same facial expression for a sign
in other instance of the same sentence. It should be noted that a sign is marked2
for training with respect to its manual part, and the synchronous face images are
considered to be in non-manual part. These synchronous face images do not have
same facial expressions in both instances of sentences.
• Another problem in finding the facial expression related with the sign occurs when
there is presence of a strong non-manual indicating ‘Assertion’ or ‘Negation’ in the
sentence. In such cases the facial expressions are totally dominated by the face
movements which is indicated by ‘head shakes’ or ‘head nods’.
1Non-manual information and facial expression information are both used to indicate the facial expression
only, non-manual is the term which is mostly used in ASL phonology to indicate information present in
facial expression, face motion and torso movement
2Marking of signs means selecting starting and ending frame to get sequence of frames in the sign, based
on manual information
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Figure 7.1. Bottom-Up Approach for Intermediate Level Recognition. Figure shows inter-
mediate level recognition of ASL signs in the sentence with the aid of non-manual features
like facial expressions and facial motion. This is a bottom-up approach for intermediate
level recognition and does not use any context or grammatical information from ASL.
As a result we adopted a bottom-up approach in which we first detect the top n signs
that have most probable chances of occuring in the sentence based on manual information.
Then we use non-manual information on top of it to get rid of α signs1 that have very
less probability of occuring in the sentence considering the facial expressions. At the same
time, we use facial motion considering the motion trajectories of face to find whether the
sentence has ‘Negation’ in it. The selection of n and α will be discussed later. It should
be noted that we use manual information, facial expressions and facial motion (motion
trajectories of face) as independent channels. This bottom-up approach yields the best
use of non-manual aspects in ASL. The block diagram showing the approach is given in
Figure 7.1. We start the chapter with the method used to recognize a sign using the SoPF
trace of a sentence of manual part and the PCA trace of the non-manual part.
1
n and α indicates numbers
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7.1 Similarity Measures and Position of Sign in the Sentence
Training is done on relational distributions of the manual part for various signs to con-
struct an SoPF space. In the same way, training on the face image masked with elliptical
structure as shown in Figure 6.5(b) for various signs gives the face space or PCA space for
facial expressions. Articulated motion sweeps a path or trace through SoPF space. In the
same way, change in expressions sweeps a path through face space.
Eigenvectors of the face space is shown in Figure 7.2 while the eigenvectors of relational
distributions can be seen in Figure 7.3. The various “expression” features of the face like
lips, eyes and eyebrows, which are used most while signing, can be significantly seen in the
eigenvectors of face space. The face and relational distribution were trained for 39 signs
given in Table 3.2 for four instances of each sign. Signs were taken for training from each
sentence in which they occured to reduce the coarticulation effect. Also Figure 7.4(a)&(b)
shows the fall of eigenvalues for the facial expressions and relational distribution. For face
space, the number of eigenvectors considered were 20 while that for SoPF were 15.
Essential grammmatical information is conveyed by a variety of facial expressions. (a):-
the eye brows may be raised, lowered, narrowed, etc.; (b):- cheeks may puff or be concave;
(c):- the lips may raise, purse, etc.; (d):- the nose may contort, wrinkle, etc. & (e):- the eyes
may blink, close, or open widely, as well as gaze in specific directions [2]. (a),(b),(c),(d) &
(e) are some of the facial expressions that involve no facial motion. These expressions can
be seen clearly in eigenvectors of face space in Figure 7.2. Eigenvectors (Figure 7.2(4),(9))
describe (a), (5),(10) describe (b), (3),(4),(8),(13),(14),(15),(19) describe (c), (3),(12),(15)
describe (d) while eigenvectors (17) & (19) highlight the part (e). It is observed that due
to the lip movements of ASL gestures being signed the (c) part is emphasized the most
among all the facial expressions by the eigenvectors. Since there is only one signer, the
first eigenvector (1) captures the facial features like eyes, nose and lips of the signer.
Distances in SoPF space quantify motion involved in the manual part, while that
in the face space quantify changes in facial expression. In this work, we adopt a simple
distance measure between two traces to find a sign in the sentence using manual and non-
manual part. For the manual part, we use correlation of the trace of the trained sign
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(1) (2) (3) (4) (5)
(6) (7) (8) (9) (10)
(11) (12) (13) (14) (15)
(16) (17) (18) (19) (20)
Figure 7.2. Eigenvectors of Face Space: Dominant dimensions of the learned facial expres-
sions over the 39 signs.
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Figure 7.3. Eigenvectors of SoPF: Dominant dimensions of the learned SoPF over the 39
signs.
over the trace of sentence to get the smallest distance of sign within the sentence. For
non-manual part, we correlate the trace of trained sign near the time neighborhood where
the smallest distance for manual part has been found, to get the smallest distance of sign
within the sentence. The formula to find the minimum distance of sign within a sentence,
by correlating the trace of sign with sentence for manual part, is given below. Square of
the Eucledian distance is used as the distance metric.
Corr(sm , Sm)(i) =
1
Nsm
N
sm
+i∑
t=i
E∑
k=1
(
csmk (t− i)− cSmk (t)
)2∣∣∣∣∣
NSm−Nsm
i=1
where,
Corr(sm , Sm) - distribution of sign sm in the sentence Sm after correlating the trace of sign
with the sentence
Corr(sm , Sm)(i) - distance of sign sm in the sentence Sm at i
th position
sm - the image sequence for the manual part of the sign, with sign length being Nsm
Sm - the image sequence for the manual part of the whole sentence, with sentence length
being N
Sm
E - total number of eigenvectors considered for the SoPF space
ck - coordinate of k
th eigenvector
Minimum distance of the sign in the sentence and its position for manual part is given
by the formula below.
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(a)
(b)
Figure 7.4. Fall of Eigenvalues for Facial Space & SoPF.(a) & (b) shows the fall of eigen-
values for face space and SoPF respectively.
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Similarity(sm , Sm) = Min
(
Corr(sm , Sm)(i)
∣∣∣∣
NSm−Nsm
i=1
)
iˆ = Mini
(
Corr(sm , Sm)(i)
∣∣∣∣
NSm−Nsm
i=1
)
Position(sm , Sm) = iˆ +
N
sm
2
where,
Similarity(sm , Sm) - minimum distance of sign within the sentence,
iˆ - the value of i for which the Corr(sm , Sm)(i) is minimum, and
Position(sm , Sm) - the position where the sign sm occurs in the sentence Sm
Thus we get the position of the sign within the sentence using manual part. We use this
position to find the smallest distance of the trained sign in the sentence for the non-manual
part. We correlate the trained facial expression of the sign in the time neighborhood of
this position and find the smallest distance. The formula for this is given below:
Corr(snm , Snm)(i)
= 1
Nsnm
∑(i+ Nsnm
2
)
t=(i−
Nsnm
2
)
∑E
k=1
(
csnmk
(
t− (i− Nsnm2 )
)
− cSnmk (t)
)2∣∣∣∣∣
Position(sm ,Sm)+δ
i=Position(sm ,Sm)−δ
where,
Corr(snm , Snm) - distribution of sign snm in the sentence Snm after correlating the trace of
sign with the sentence within the neighborhood of δ from Position(sm , Sm)
Corr(snm , Snm)(i) - distance of sign snm in the sentence Snm at i
th position
snm - the image sequence for the non-manual part of the sign, with sign length being Nsnm
Snm - the image sequence for the non-manual part of the whole sentence, with sentence
length being N
Snm
E - total number of eigenvectors considered for the PCA space of non-manual part (facial
expressions)
ck - coordinate of k
th eigenvector
It should be noticed that N
snm
= N
sm
& N
Snm
= N
Sm
.
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Using the above we get the minimum distance of the sign in sentence for the facial
expressions which can be calculated as follows:
Similarity(snm , Snm) = Min
(
Corr(snm , Snm)(i)
∣∣∣∣
Position(sm ,Sm)+δ
i=Position(sm ,Sm)−δ
)
Lets look at the distribution of signs in the sentence with an example. Figure 7.5(a)
shows the distribution i.e.
Corr
(
(LIPREAD)m , (LIPREAD CAN I)m
)
for sign ‘LIPREAD’ in the sentence ‘LIPREAD CAN I’ using manual part only. As can
be seen the sign is detected when the distance is minimum at the frame 12. Thus
Similarity
(
(LIPREAD)m , (LIPREAD CAN I)m
)
= 8.336
Position
(
(LIPREAD)m , (LIPREAD CAN I)m
)
= 12
In the same way Figure 7.5(b) & (c) shows the distribution of sign ‘CAN’ & ‘I’ in
the same sentence. It can be seen that ‘LIPREAD’,‘CAN’ & ‘I’ occur as the first three
signs with smallest distances. Hence the sentence can be said to have perfect recognition
with respect to use of manual part. The occurrence of these three signs within the sentence
can be clearly seen in Figure 7.6 with the respective position of signs and their length. The
epenthesis movement indicated by E, can also be clearly seen in between the signs. This re-
lates to the movement-hold model of ASL [34]. Table 7.1 shows the position and distance of
eight signs with least distance when all the signs are sorted in ascending order of distances.
The position of these eight signs and their names can be seen in Figure 7.7. This is all
with respect to using manual information only. Also it is observed that signs ‘LIPREAD’,
‘PHONE’, ‘JUST’ are detected close to each other and all of them have motion in front of
face which results in nearly same traces of these signs in SoPF.
The same eight signs are correlated with the sentence for finding the smallest distance
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Figure 7.5. Distribution of Signs Within the Sentence. (a),(b),(c) shows the distribution
of signs ‘LIPREAD’,‘CAN’, & ‘I’ when correlated with the sentence ‘LIPREAD CAN I’. y
axis shows the distance of the sign at that position in the sentence. Smaller the distance,
more are the chances of finding the sign at that frame of sentence. It can be seen that
within the sentence, ‘LIPREAD’ occurs first then is ‘CAN’ and ‘I’ has minimum distance
in last position among the three signs. The second minima in the case of sign ‘CAN’ occurs
when the signer brings his hand down after signing ‘I’.
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Position of signs in the sentence ‘LIPREAD CAN I’
E is epenthesis movements
Frames in sentence ‘LIPREAD CAN I’
LIPREAD  CAN I 
 E  E 
Figure 7.6. The Position of the Signs in the Sentence. The figure shows the position of signs
‘LIPREAD’, ‘CAN’ & ‘I’ in the sentence ‘LIPREAD CAN I’. E indicates the epenthesis
movements present between two signs. It can be observed that ‘LIPREAD’ occurs first,
followed by ‘CAN’ and then ‘I’. There is large void after frame 49 where sign ‘I’ ends. This
is because signer held her hand for signing ‘I’ infront of chest till frame 60. This relates
to the movement-hold model of ASL [34].After frame 60 till frame 72 the signer brings the
hand down, while after frame 72 only face is present and hence there is nearly flat curve
as can be seen in previous figure of distribution of signs within sentence.
in the non-manual part. The distance and position of the same eight signs when correlated
in the neighborhood of their position in manual part can be seen in Figure 7.8 and also in
Table 7.2. For example for sign ‘LIPREAD’
Similarity
(
(LIPREAD)nm , (LIPREAD CAN I)nm
)
= 730150.531
Position
(
(LIPREAD)nm , (LIPREAD CAN I)nm
)
= 13
It can be clearly seen from the Table 7.2 that manuals for the same sign are not
synchronized with non-manuals. Also the signs ‘I’,‘LIPREAD’ & ‘CAN’ are the signs with
smallest distance or similarity in the sentence. Hence the sentence ‘LIPREAD CAN I’
exhibits perfect recognition with respect to non-manuals too. It can be observed from
Table 7.1 and Table 7.2 that the signs do not occur at the same position for manual and
non-manual part.
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Figure 7.7. Eight Signs With Minimum Distance When Correlated With the Sentence. The
figure shows eight signs in the sentence ‘LIPREAD CAN I’ with minimum distances and the
position where they occur in the sentence. It can be seen that the signs ‘LIPREAD’, ‘CAN’
& ‘I’ are the three signs with minimum distance and hence the sentence can be accurately
detected. Also can be seen the signs which are similar to each other. Specifically the three
signs ‘LIPREAD’,‘PHONE’ & ‘JUST’ are detected very close to each and all of them three
have motion in front of face which results in nearly same traces of these signs in SoPF.
The Table 7.1 shows the frame at which these signs are detected and the distance of the
signs at that position.
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Figure 7.8. Eight Signs With Minimum Distance in Sentence Using the Non-Manual Infor-
mation. The figure shows the same eight signs in the sentence ‘LIPREAD CAN I’ as given
in Figure 7.7 with their position in the sentence. But here the distances are found using
non-manual part. The distances for these signs are found by correlating the signs in the
neighborhood of the position where they occured in sentence using manual part. Table 7.2
shows the exact position and distance for the signs.
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Table 7.1. Eight Signs With Smallest Distances and their Position. Eight signs with smallest
distances in the sentence ‘LIPREAD CAN I’ and the frame number where they occur. As
can be seen from the table the signs ‘LIPREAD’, ‘PHONE’ & ‘JUST’ occur very close to
each other. The total number of frames in the sentence is 79.
Sign Distance Frame Number
I 1.427 47
LIPREAD 8.336 12
CAN 15.812 30
BUY 22.266 63
PHONE 22.826 13
HAVE 27.049 27
JUST 35.281 14
KEY 37.989 54
Table 7.2. Eight Signs With Smallest Distances and their Position Using Non-Manual In-
formation. Figure shows the eight signs with smallest distances in the sentence ‘LIPREAD
CAN I’ and the frame number where they occur, using the non-manual information. As
can be seen from the table the signs ‘LIPREAD’, ‘PHONE’ & ‘JUST’ occur very close to
each other. The total number of frames in the sentence is 79.
Sign Distance Frame Number
I 53444.96 47
LIPREAD 730150.53 13
CAN 833214.84 25
JUST 1386294.03 12
BUY 2344207.14 70
KEY 27.049 56
PHONE 4660461.13 17
HAVE 5378854.12 29
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7.2 Deletion and Insertion Errors
In this section, we define the type of errors that can occur. We sort the signs on basis
of minimum distance of the sign in the sentence. Then we pick up n signs with the least
distances. These n signs have the highest probability of occurence in the sentence. If a sign
is part of a sentence, but not present in these n signs then a deletion error has occured.
This is a sign which is a part of sentence but has been deleted from it. The number of
deletion errors depend on n; as n increases, errors go down but the cost of high level
processing increases since it has to consider more possibilities. Similarly we look at these
n signs to find the number of insertion errors. The sign which is not a part of sentence
but has distance less than the last correctly occuring sign of sentence is wrongly inserted
in the sentence. Such a sign is said to have caused an insertion error. It should be noted
that insertion error is caused by a sign which is similar to a sign present in the sentence.
Also smaller signs tend to show smaller distances when correlated with the sentence and
hence cause insertion. Insertion errors can be reduced using the context knowledge or
by grouping the signs that are very similar. Here we have reduced the insertion errors
using facial expression information in the sentence. Deletion error is caused because of the
following reasons:
• Segmentation errors may cause missing of some of the skin blobs resulting in deletion
error.
• The same sign may be signed very differently each time, causing the trained sign to
be very different than the sign presenting in test sentence.
• Signer may have omitted some signs altogether in the sentence. For example, in
one of the instance of the sentence ‘I packed my suitcase’, the ASL sign ‘I’ was not
present.
It should be noted that, in a way, deletion error indicate the detection errors while insertion
errors indicate false alarms, although in the traditional sense, they are not exactly detection
errors and false alarms respectively.
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Table 7.3. Training and Testing Sets for 5 Fold Cross Validation. For example in Case
III the signs are trained on the instances from sentences 1, 2, 4 & 5 while tested on the
instances of sentence 3.
Case Train Test
I 1,2,3,4 5
II 1,2,3,5 4
III 1,2,4,5 3
IV 1,3,4,5 2
V 2,3,4,5 1
7.3 Experiments and Results
We use 5-fold cross validation. We train the SoPF space for relational distribution and
the PCA space for the facial expression using the signs from four instances of each sentence
while we test on the fifth instance. It should be noted that some of the signs occur in more
than one sentence as seen in the Table 3.1. All the instances of these signs are used for
training to reduce the coarticulation effect. The Table 7.3 shows the training and testing
for various scenarios.
The number of deletion errors are reported for different values of n. Recall that n is
the total number of signs considered per sentence which have least distances. The variation
in the deletion error with change in n for the five cases can be seen in Figure 7.9(a), while
Figure 7.9(b) shows the total deletion errors of all the five cases. In Figure 7.9(a) the
deletion errors are from a total of 65 signs present in the data set of one instance of 25
sentences while in Figure 7.9(b) the deletion errors are from a total of 325 signs present in
the data set considering every case. The same information is shown in Table 7.4
As can be seen, there is a drastic increase in deletion error when the value of n decreases
from 8 to 6. The accuracy w.r.t. to deletion error is given by:
AccuracyDn =
Total correct signs recognized in top n signs
Total signs present
Thus at n = 6 accuracy is 88%
(
(325−39)
325 = 88
)
while accuracy at n = 8 is 94.46%. The
insertion errors at n = 6 are listed in Table 7.5.
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Table 7.4. Deletion Error for the Five Test Cases. The table shows the number of deletion
errors for various cases at different values of n. As can be seen from the table nearly all
the five cases show similar number of deletion errors at same value of n
n Case I Case II Case III Case IV Case V Total
16 2 1 1 1 3 8
15 3 1 1 1 3 9
14 3 1 1 1 4 10
13 3 1 1 2 4 11
12 4 1 1 2 4 12
11 4 1 1 2 4 12
10 4 1 2 2 5 14
9 4 1 2 3 6 16
8 4 2 4 3 6 18
7 5 5 5 4 8 27
6 8 7 8 6 10 39
Table 7.5. Insertion Errors for n=6, Without Using Non-Manual Information.
Case Insertion Errors Without Using Non-Manual Information
Case I 18
Case II 18
Case III 21
Case IV 28
Case V 26
Total 111
7.3.1 Integrating Non-Manual Information
The strategy we use to improve the accuracy at n = 6 using the facial or non-manual
information is outlined below.
1. Find the n signs with least distances in the sentence using manual information.
2. Find the distances for same n signs found in Step 1, using non-manual information.
3. Sort these signs in ascending order of distances obtained from non-manual informa-
tion.
4. Discard α signs having maximum distances from sorted list obtained from Step 3.
5. Keep the remaining n− α signs from Step 1.
This strategy leads to decrease in insertion as well as deletion errors. We choose n = 8
and α = 2 because there is significant increase in deletion error when value of n is changed
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(a)
(b)
Figure 7.9. Variation in Deletion Error With Number of Signs Considered Per Sentence
(n). (a) shows it for the five different cases while (b) shows the total deletion error for all
the five cases.
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Table 7.6. Insertion Errors for n=6, With and Without Using Non-Manual Information. It
should be noted that for every case, there is decrease in insertion errors.
Case Without Using Non-Manual Information Using Non-Manual Information
Case I 18 12
Case II 18 11
Case III 21 15
Case IV 28 23
Case V 26 19
Total 111 80
from 8 to 6. Also since the average number of signs per sentence is 2.7, we look for 6
most probable signs in the sentence per sentence, which is nearly twice the average number
of signs per sentence. This gives pretty conservative results to be fed to upper layers
(Figure 7.1) of the continuous sign language recognition approach (Figure 1.1) which can
further use the context information of these signs based on the grammar of ASL and
recognize the sentence.
An example that shows the reduction in insertion and deletion error for the sentence
‘PEOPLE LONG LINE-WAIT ANGRY’ is shown in Figure 7.10. It can seen from the
Figure 7.10 that the non-manual information correctly recognizes the sentence, but since
there is more information in manuals, we keep the distances of manuals only. Thus, we have
used non-manuals only to eliminate α = 2 signs to find most probable 6 (n−α = 8−2 = 6)
signs occuring in the sentence. In this case the signs, ‘HAVE’, ‘I’ & ‘BUY’ have been
inserted while sign ‘LONG’ which occurs in 7th position has been deleted when we consider
only the top 6 signs. But the use of non-manual information prevents the deletion of sign
‘LONG’ while removes the inserted sign ‘HAVE’. Thus, in this case, the decrease in deletion
as well as insertion error is 1.
Table 7.6 shows the decrease in insertion errors for the five cases in the 5-fold cross
validation when top six signs are considered. Table 7.7 shows the decrease in deletion
errors. Deletion errors are critical because they dictate the detection rate at that particular
rank (n). It is observed that there is enough decrease in deletion error because of the use
of non-manual information. The accuracy obtained before and after using non-manual
information is shown below, also shown is the total number of sentences that are perfectly
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Figure 7.10. Flowchart Explaning the Strategy to Combine the Manual and Non-Manual
Information. The example is shown for the sentence ‘PEOPLE LONG LINE-WAIT AN-
GRY’. The decrease in insertion and deletion error is one for this example.
Table 7.7. Deletion Errors for n=6, With and Without Using Non-Manual Information. It
should be noted that for every case, there is decrease in deletion errors.
Case Without Using Non-Manual Information Using Non-Manual Information
Case I 8 6
Case II 7 3
Case III 8 7
Case IV 6 3
Case V 10 7
Total 39 26
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Figure 7.11. Aspect Ratio (W/H) for the Sentence With ‘Negation’ in it.
recognized. By perfectly recognized we mean, the sentence which has no insertion as well
as no deletion error. The number of sentences perfectly recognized is the same with and
without using non-manual information.
• Deletion errors without using non-manual information for n = 6 is 39.
AccuracyDn =
(
(325−39)
325
)
= 88%
• Deletion errors after using non-manual information for n = 6 is 26.
AccuracyDnm =
(
(325−26)
325
)
= 92%
• Deletion errors without using non-manual information for n = 8 is 18.
AccuracyDn =
(
(325−18)
325
)
= 94.46%
• Insertion errors without using non-manual information for n = 6 is 111.
• Insertion errors after using non-manual information for n = 6 is 80.
• Total number of perfectly recognized sentences is 58 out of 125.
7.4 Using Motion Trajectories of Face to Find ‘Negation’
‘Negation’ in a sentence is indicated by the ‘head shake’. We use aspect ratio, width
and height of the trajectory, as the features to correctly recognize the presence of ‘Negation’
in the sentence. The aspect ratio is calculated using the width (W) and height (H) of the
motion trajectory of the face for the sentence (Figure 7.11).
The aspect ratio is given by:
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Figure 7.12. Scatter Plot of Width, Height and Aspect Ratio of Motion Trajectories of
Face. Red circles indicate the sentence which have ‘Negation’ in them while blue asterisks
indicate normal sentences. (a) shows 3D view while (b),(c) and (d) shows the 2D views of
the same plot.
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Aspect Ratio = W
H
The scatter plot of width, height and aspect ratio is given in Figure 7.12. It can be seen
from the Figure 7.12 that the sentences that have ‘Negation’ in them are indicated by red
circles, and cannot be easily separated from the normal sentences, which are indicated by
asterisk in the scattered plot. For a ‘head shake’, there should be some amount of hori-
zontal movement of the face, which indicates the minimum width of motion trajectory of
the face, while the vertical movement should be limited by some amount which indicates
the maximum allowable height of the trajectory. Also by its very basic nature, for a ‘head
shake’, the width of motion trajectory of face should be greater than height, which means
that aspect ratio should be definately greater than 1. We use the above reasoning and
consider sentences whose motion trajectories have aspect ratio greater than 1.25, width
greater than 40 and height less than 50, to have ‘Negation’ in them. Out of 30 sentences
in the database which have ‘Negation’ in them 27 were correctly recognized while there
were 18 false alarms out of remaining 95 sentences. The false alarms were mainly because
of sentences like ‘GATE WHERE’, which also have motion of face in horizontal direction.
Also the missed detection are in sentence that specifically have sign ‘ME’ in them (example:
‘You don’t understand me’ ). This is because in sign ‘ME’, there is a natural downward
movement of face, and hence the height of motion trajectory increases to a good extent,
causing aspect ratio to decrease. But if the trajectory is looked temporarily, there is a
amount of time in which there is motion of head purely in horizontal direction indicating
‘Negation’, but if the motion trajectory of the whole sentence is used, it causes missed de-
tection. It should be noted that, to classify the motion trajectories of the face no training
was done.
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CHAPTER 8
CONCLUSION AND DISCUSSION
We presented the framework for continuous sign language recognition. We also looked
at the strategy for combining the non-manual information with manual information to im-
prove the accuracy by decreasing the deletion and insertion errors.
The bottom-up approach for continuous ASL recognition explained in this work con-
siders the context dependent information from ASL phonology to the least extent. Also it
does not bypass the figure ground segmentation problem. In addition to this it considers
the use of facial expressions and face movement to boost up the accuracy obtained from the
manual information. This bottom-up approach used is different from mostly used HMM
based top-down approaches, which tend to bypass the segmentation problems and combine
the context dependent information at the same level of processing.
The motion model based on relational distributions and Space of Probability Function
works well for recognizing signs in ASL. This can be seen from amount of deletion errors
at different values of n. For n = 6 accuracy based on number of signs deleted is 88% while
at n = 8 accuracy is 94.46%. This SoPF representation is invariant to translation and as
it is based on relationship among low level features it degrades gracefully with low-level
missed detection and false alarms.
The use of non-manual information increases the accuracy from 88% to 92%, which is
a significant difference. It is difficult to directly use the facial information because of the
following reasons:
• Manual images are not synchronized with non-manual images. For example the same
facial expressions is not present at same manual position in two instances of the same
sentence.
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• One another problem in finding the facial expression related with the sign, occurs
when there is presence of a strong non-manual indicating ‘Assertion’ or ‘Negation’ in
the sentence. In such cases the facial expressions are totally dominated by the face
movements which are indicated by ‘head shakes’ or ‘head nods’.
Hence we have used a strategy in which we first detect n signs based on manual information,
and try to remove α signs from them using non-manual information. This strategy works
for two reasons:
• The distances are found within the sentence only for n signs using the non-manual in-
formation. This helps, as the use of non-manual information on the whole vocabulary
tends to show lots of false alarms.
• Two signs which may be similar in manual part, because of nearly similar hand
motion, can be very different when non-manual information is considered.
Similar signs can be found using the distribution of signs in the sentence. The signs which
are similar to each other are detected close to each other. This information can be furthur
used at higher level with context and grammatical information from ASL to reduce the
false alarms.
The number of sentences, that have ‘Negation’ in them and are correctly recognized
with the help of motion trajectories of the face are 27 out of 30.
8.1 Future Work
In this work we have used simple face detection algorithm. In future a far robust
algorithm for face detection can be used. Also a formalism which can find raised eyebrow
and such other features of facial expression can be developed. It would also be interesting
to look at changes in accuracy with change in viewpoint for manual part. Also depth
information can be utilised using stereo images. Finally motion trajectories of the face can
be trained to find ‘Negation’ in the sentence.
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