A procedure to detect contours automatically is particularly needed when processing sequences of cardiographic images. In fact, in this field the number of images to be processed is, in general, large enough to make a manual tracing phase unacceptable. In this paper a new approach to automatic contour detection from image sequences is presented. If a rough contour of the desired structure is available on the first frame, every contour of the sequence is automatically outlined. The entire process is based on two main steps carried out in turn. First, an image is convolved with a mask of suitable size in order to transform any discontinuity, such as the boundary of the structure one is looking for, into a furrow of suitable width. Second, every point of a given starting contour, which is entirely contained inside the furrow, is made to fall to the bottom of the furrow by means of a localization algorithm.
INTRODUCTION
Image analysis usually requires contour detection. Although expert operators can easily trace contours by means of a digitizer tablet or mouse, they cannot ensure the objectivity of the manually defined contours and therefore, the reliability of their quantitative analysis. Moreover, due to the tedious and time consuming process of manual tracing, some studies of the cardiac cycle requiring the analysis of a great number of images cannot be accomplished in clinical routine. For example, in order to estimate the 3D epicardial and endocardial surfaces of the left ventricle from echocardiography, many frames taken from different points of view have to be processed. Therefore, adequate procedures to outline ventricular boundaries automatically are needed.
A common computational approach to contour detection includes two steps. First, the image intensity changes are computed and second, this representation combined with a priori anatomical knowledge is reduction and 3) two-dimensional convolutions to be performed by means of two one-dimensional convolutions (23, 4, 11) .
When a temporal and/or spatial sequence has to be automatically processed, the mutual influences between the data of adjacent frames can be usefully exploited. In this paper every outlined contour is used as a starting contour to detect the next one.
The operator's intervention has been reduced to tracing a rough contour on the first frame of the sequence. However, two kinds of subjectivity should be distinguished: the subjectivity introduced to find the structure one is looking for, and the subjectivity introduced to localize its details. The first kind of subjectivity is present whenever operators are unable to trace a rough contour in which all the points are included in a neighborhood of fixed size of the "true" contour. The second kind of subjectivity is always present, as artifacts due to the manual tracing phase are unavoidable. In this paper the first kind of subjectivity is considered absent, because the hypothesis "the operator is able to trace a rough contour of the true contour" is assumed. Given the first assumption the second kind of subjectivity is eliminated since, for any rough contour that is traced, the algorithm yields the same result.
In order to reduce noise sensitivity without loss of accuracy, a multiresolution approach is used to localize the boundary points. The entire contour is first localized by means of an edge map given by a large mask and subsequently by means of edge maps given by progressively smaller masks until the desired resolution is achieved.
A priori knowledge, such as contour smoothness, global contour shape or image intensity change description, is needed to find the structure while local information alone can be used to localize the boundary points. A structure is found when any rough contour is known. In this paper, the rough contour is given by the operator's intervention. Thus, a localization phase alone is needed and a priori anatomical knowledge is not exploited.
Regarding the computational load, a detection algorithm has to ensure a high degree of parallel processing. In fact, regardless of the algorithm chosen, a large amount of floating point operations are needed to process a single image. However, reduction of the computational load can be also achieved by processing only a region of interest inside the image. In this case, the region of interest is represented by two strips of the image which border the true contour. With the approach described in the following sections of this paper, such strips can be automatically selected in every frame of the sequence and both filtering and localization processes can be parallelized.
THE IDEA
In order to better illustrate the idea, images of a homogeneous disk are introduced as a test sequence. The image sequence is obtained varying the disk radius and the coordinates of the disk center. The background is homogeneous, so that the images have only two levels. The automatic detection of every disk contour from the sequence is the goal and it is achieved by means of three basic ideas:
(I) -When a rough contour C r of the disk is traced by an operator, the true contour C t of the disk of the first frame can be estimated from C r as follows: (a) The image is processed by means of a two-dimensional operator giving a null result in the internal and external points of the disk and a furrow at the boundary C t between the disk and the background. In the representation so obtained (edge map) the contour C t is the bottom of the furrow. The furrow has to be large enough to contain the rough contour C r . (b) Every point of the rough contour C r is made to fall to the bottom of the furrow by means of a localization procedure. As we will see in the following sections of this paper, the filter is a first order derivative in which the size of the convolution mask is the width of the furrow. The localization procedure is an algorithm to search for extrema of the edge map. In Fig.1 panels A and B, show the test image and the respective edge representation with the C r contour superimposed. Panels C and D, show the test image and the edge representation with the contour (estimated by means of the procedure b)), superimposed.
(II) -The sample rate of the temporal sequence has to be selected. Let D i be the image sequence (in this case four disks with different radius and center coordinates), C i be the respective true disk contours, E i be the edge maps and F i be the respective furrows. The sample rate has to be high enough to allow the true contour C i to lie inside the F i+1 furrow. Thus, when the first contour C 1 is determined starting from the contour given by the operator, C 1 can be, in turn, used as the starting contour to determine contour C 2 on the next frame and so on. In this way, as a rough contour is traced on the first frame, every contour of the sequence can be automatically outlined (Fig.2) .
(III) -The size of the derivative filter has to be selected in order to satisfy constraints given by both detail resolution and frame rate. The furrow cannot be too small because if the furrow width decreases, greater accuracy is required of the operator when tracing the first contour manually. At the same time, in order to allow the contour C i to lie inside the F i+1 furrow of the next edge map, if the furrow width decreases, the sample rate of the sequence must increase. On the other hand, if a large furrow is used, the accuracy of the outlined contour decreases. In Fig.3 a ventricular silhouette and the corresponding edge map with the outlined contour are shown. The furrow is quite large. The fine details of the boundary are not located. However, operators of different widths can be used and different furrows and resolutions can be achieved. Let D i be the image sequence, O j be the operator of j th width, C i,j be the i th contour outlined by means of the j th operator, E i,j be the edge maps and F i,j be the respective furrows. If the sizes of O j and O j+1 are not too different, all the points of the contour C i,j , outlined on the large furrow F i,j , lie inside the smaller furrow F i,j+1 and the contour C i,j can be used as the starting contour to outline contour C i,j+1 on the furrow F i,j+1 with finer resolution. The relation between O j and O j+1 depends on the shape of the contour we are looking for; the smoother its shape is, the smaller the O j+1 size can be with respect to the size of O j . In Fig.4 edge maps, obtained by convolving the previous test image with masks having different widths, are shown. The contour, determined by means of the larger furrow, is used to locate the contour on the smaller furrow until the desired resolution is achieved. In this way a large furrow can be used in order both to simplify the manual tracing phase (i.e. allow quite rough approximation) of the first contour and to avoid high frame rates. At the same time, successively smaller operators can be used in order to obtain the expected resolution for each image. Therefore, the resolution of the fine details is independent of the spatial and temporal constraints given by the sequence.
In summary, the assumptions underlying this approach are:
The operator is able to trace a rough contour lying inside a neighborhood d of the true contour.
Hp 2
The maximum speed v max of each point of the contour is less than the product between the width d and the sequence frame rate f (v max < d f). In other words, frame to frame every furrow must overlap the bottom of the previous one. The advantages of this approach are: (i) The final contour does not depend on the contour interactively traced, that is, the outlined contour is objective.
(ii) When a rough contour of the first frame is interactively traced every contour in the sequence can be automatically outlined.
(iii) The contour accuracy depends on local information alone.
THE FILTER
As previously said, the two-dimensional filter, when applied to the image, has to provide a furrow where there is a discontinuity and a null result where the image is homogeneous.
Let the original image be f(x,y), in which f is the gray level and x,y are the cartesian coordinates of the pixel. A filter having such features is a first order derivative e.g., the square of the gradient amplitude computed as follows:
However, this filter is very noise sensitive and amplifies all the small artifacts of the images, therefore a low-pass prefilter is needed. Due to its nature of optimal compromise between support-limited filters and band-limited filters (17, 24, 25) , a Gaussian function is chosen.
The derivatives of the function f(x,y) convolved with the Gaussian h(x,y) can be obtained by means of the convolution between f(x,y) and the derivatives of the Gaussian. Thus, the two components of the gradient can be computed by means of the convolutions between the function f(x,y) and the two following functions: Therefore: [3.6] and equation [3.1] becomes:
The [3.7] represents the classical computational method used to detect intensity changes by means of a first order isotropic differential operator (24) .
The size of the convolution masks and the furrow width depend on the value of the parameter σ. In particular, 99.7% of the area under a 1-D Gaussian lies between plus and minus 3 standard deviations from the mean (µ±3σ) and therefore g(x,y) is computed by means of convolution masks of 3σ x 3σ pixels. The furrow width also depends on the shape of the image intensity profile and assumes its minimum value 3Í if the profile takes a step shape. Examples of a test image convolved with a set of masks of different size are shown in Fig.4 .
For the sake of clarity, it is worth noting that the gradient amplitude assumes a maximum value at the boundary between two different structures and therefore does not produce a furrow in the common sense of the word, it produces a ridge. For example, inside cineangiograms, the densitometric profile of coronary arteries has a ridge shape. Authors have exploited the geometric features of the ridge shape to locate the skeleton of coronary arteries (26) . Therefore, it is not exactly correct to talk about making a contour fall to the bottom of a furrow; we should talk about making a contour climb to the top of a ridge. However, in the following pages this concept will be kept because in my opinion it renders the discussion of problems and solutions of the entire procedure conceptually clearer.
THE LOCALIZATION PROCEDURE

Discontinuities having step shape
At first a discontinuity having step shape is considered. Let f(x,y) be a discrete function such that:
in which m is the slope of a straight line r lying on the Cartesian plane xy. If the square gradient g(x,y) is computed by means of the procedure described in the previous section, a furrow having Gaussian shape is obtained at the boundary between the two half planes:
in which d(x,y) is the distance between a point p=(x,y) and the straight line r. The function d(x,y) can also be interpreted as the distance between a point p=(x,y) of a rough contour and the nearest point of the furrow bottom. Therefore, due to the property of the Gaussian function, the derivatives g x (x,y) and g y (x,y) of the function g(x,y) provide the direction of a vector s(x,y) joining p=(x,y) to the nearest point of the furrow bottom. Letting i and j be respectively the unitary vectors of the x and y axes, then the displacement vector s(x,y) can be computed as follows: Hence, in case of discontinuities having step shape, if σ, g(x,y), g x (x,y) and g y (x,y) are known at every point of the starting contour, the final contour can be computed directly. The final contours in Fig.1,  Fig.2, Fig.3 and Fig.4 have been outlined by means of this procedure.
As described in the previous section the function g(x,y) is computed by convolving the image f(x,y) with the masks derived from the two functions h x (x,y) and h y (x,y) (derivatives of a Gaussian). While the two functions g x (x,y) and g y (x,y) are computed by convolving the function f(x,y) with the masks derived from the functions h xx (x,y), h xy (x,y) and h yy (x,y) (second derivatives of a Gaussian). In fact, due to the distributive property of the integral with respect to the derivative, the two functions g x (x,y) and g y (x,y) can be derived from [3.7] as follows: Thus, when processing discontinuities having step shape, the contours can be localized by the convolutions of five masks at the points of the starting contour alone. The procedure described in this section can be used to localize only contours of structures having, at the boundary, an image intensity profile very similar to a step profile. Besides, the accuracy of the displacement field computed with [4.10] decreases with the size of the convolution mask and therefore a minimum size is expected beyond which it is useless to descend. In order to determine the finest contour of Fig.4 , the functions h x , h y , h xx , h xy and h yy were implemented by means of masks of 7x7 pixels. Smaller masks gave displacement vector s(x,y) having both the wrong direction and the wrong amplitude.
Discontinuities having nonstep shape
In order to allow the resolution of finer details and to process a larger class of discontinuities, a more general localization algorithm has to be defined. The analytic solution described in the previous section finds the nearest point of the furrow bottom, for each point of the starting contour, by means of a displacement vector s(x,y). In other words, it determines the direction and the distance between the points of the starting contour and the corresponding points of the true contour. In this section these two parameters are determined without looking for an analytic solution.
Due to the assumptions Hp 1 and Hp 2 , each point A i of the starting contour is inside the furrow and therefore a set of paths exists, leading from the point A i to points of the furrow bottom, in which the function g(x,y) decreases according to a monotonic law. Let's suppose the depth of the furrow does not change along the boundary of the desired structure. Then the path Pth i , in which g(x,y) decreases with maximum slope, leads to the nearest point B i of the furrow bottom. In this way, the final contour is simply determined by the target points of the paths Pth i . This procedure can localize the furrow bottom given by structures having at the boundary image intensity profiles with no step shape. In (26) the authors use a similar procedure to estimate the boundary points of coronary arteries.
However, if the assumption "the depth of the furrow does not change along the boundary" is adopted, the relative procedure can still deal with only a narrow class of images, therefore in order to develop a more general procedure, a less restrictive assumption has to be formulated. For example, the assumption can be modified to "the depth of the furrow does not change abruptly along the boundary" without complicating the localization procedure. It simply means that the difference between the gray levels of the structure and the gray levels of the background does not change abruptly along the boundary. In Fig.5 the contour, outlined by means of the above procedure on a ventriculographic image, is shown. In this case, 50% of the paths Pth i were artificially curtailed at d h .
Therefore, the assumption Hp 3 is introduced:
The depth of the furrow, generated by means of the derivative filter, does not change abruptly along the boundary of the searched-for structure.
INTERSECTION BETWEEN DIFFERENT DISCONTINUITIES
In general, the boundary of the structure of interest can cross boundaries of other structures giving rise to intersection points between different discontinuities which makes the assumption Hp 3 no longer correct. For example, the ventricular contour crosses contours of ribs, catheter and diaphragm. At these singular points, the localization algorithm previously described fails if the discontinuity to localize is smaller than the intersecting discontinuity.
In order to understand the problem better, a test image is introduced. The image is subdivided into three homogeneous regions, a background with level 128, a semicircle with level 255 and a semicircle with level 0. The circle is the structure to outline and in Fig.6 the contour obtained by means of the localization procedure is shown. Where the two discontinuities meet, the outlined contour C does not lie at the center of every furrow, in particular, it lies inside the furrow derived from the bigger discontinuity and at the external border of the other ones. In fact, at the intersection point, the three different furrow depths assume a mean value and such a value is not the minimum one of the neighborhood. The minimum value is assumed by the furrow determined by the two semicircles, so that, in the neighborhood of the intersection every path with monotonic decreasing g(x,y) leads to the center of this furrow and to the external border of the other ones.
This localization error seems to jeopardize the whole localization process. In order to employ C as a starting contour to localize the true contour with finer accuracy, every point of C has to lie inside a furrow smaller than the one used to localize C. At the intersection points, C is localized at the border of the furrow and therefore cannot lie inside a smaller one. In order to employ C as a starting contour to localize the contour on the next frame, every point of C has to lie inside the next furrow. Again the assumption Hp 2 states that only the points lying at the center of the furrow lie inside the next one.
However, despite the previous inconveniences the localization procedure provides a satisfactory solution to the problem. In Fig.7 the contours C 1 -C 5 of the test image are shown. The contours are obtained in sequence until the desired accuracy is reached with the contour C 5 . As we can see, at the end of the localization process, only contour overlapping is due to the localization error at the intersection points and the elimination of these parts gives the desired contour C 6 .
Let Fs j be the furrow given by the discontinuity between the two semicircles and Fb j be the furrow given by the discontinuity between semicircles and background. If the sizes of O j and O j+1 are not too different then even if at the intersections some points of C j are not inside Fb j+1 , they are inside Fs j+1 .
Therefore, according to the localization procedure, these points reach the bottom of Fs j+1 determining the contour overlapping we observe in Fig.7 . Contour overlapping is eliminated searching for pairs of repeated points of the contour and taking away all the contour points included between them.
Then, the assumption Hp 3 can be modified: Hp 3
The depth of the furrow, generated by means of the derivative filter, does not change abruptly along the boundary of the searched-for structure, except at a limited set of isolated points.
DISCUSSION AND CONCLUSION
A priori knowledge, about shape and relative location of the structures, which characterizes the imaging field, is needed to find the structure one is looking for. However, when the structure is found, a priori knowledge is no longer necessary -only local information is needed to locate every boundary point. According to the procedure described in the previous sections, through the gradient map, every point of the starting contour reaches the nearest point of the furrow bottom. From a mathematical point of view, it means just determining a set of extrema of the gradient map in the gradient direction. This is a classical local edge detector (24) and the authors (17, 25) , who have analyzed it, have demontrated that the optimal edge detector has a simple implementation: the better signal to noise rate is achieved by computing the gradient map by derivatives of a Gaussian. Therefore, when a rough contour is given, having the required features, it follows that: a) the boundary detection problem is reduced to a local edge detection problem, b) optimal coping with noise is obtained by using Gaussian derivatives (the greater the standard deviation is, the more the sensivity to noise is reduced). Therefore, globally optimal boundary finding techniques are not used in this paper. The minimization of path costs or of energy functionals is exploited in the literature to find a contour which realizes the better compromise between localizing edge points and capturing the main features of the class which the search for contour belongs to. While a local procedure, such that described here, uses this contour as a starting contour in order to eliminate any compromise between the true contour and any penalty functional.
Ventriculographic sequences of 256x256 pixels with a frame rate of 50 images per second were used to test the entire procedure and very satisfactory results were obtained. The first gradient of the first image was computed with masks of 41x41 pixels to satisfy the assumption Hp 1 . In order to outline the final contour of this image, three consecutive steps were carried out with masks of 41x41, 21x21 and 11x11 pixels respectively. The first gradient of the following images was computed with masks of 21x21 pixels to satisfy the assumpion Hp 2 . Thus, the final contour of a frame was used to localize the final contour of the next frame by means of two consecutive steps.
In Fig.8 edge maps obtained by convolving the original image with masks of 41x41, 21x21, 11x11 and 7x7 pixels are shown. The edge map in panel A shows a large furrow useful to simplify the interactive tracing phase on the first frame. The other edge maps show smaller furrows; in particular, the one in panel D does not show a complete furrow. Both background and the structure of interest are not homogeneous regions and the discontinuity varies along the boundary between the two regions. Consequently, the depth and the width of the furrow generated by the filtering process also vary. Therefore, as the mask size decreases, the furrow becomes null where the discontinuty is smaller, while it still exists where the discontinuty is greater. However, the edge map in panel D can be used to localize finer details than the ones localized with the edge map in panel C. The localization algorithm described in section 4. does not modify the starting contour where the furrow is absent. In other words, while the localization process continues in other points, the maximum accuracy is already achieved where the furrow is absent. That is, the localization process depends on the local information alone. The image in panel C shows the furrow width which is needed to satisfy the assumption Hp 2 .
In Fig.9 six ventriculographic images of different patients after superimposition of the outlined contours are shown.
The images have been processed by means of a PC/486 and, in this preliminar work, 2D convolutions have been performed on a window of 200x150 pixels. In Fig.10 , a ventriculographic sequence and the outlined contours are shown. In order to process the entire sequence, the filtering phase took 6 minutes while the localization phase only took 20 seconds.
However, h x (x,y) and h y (x,y) are separable functions and in the frequency domain they can be decomposed into the product of a Gaussian filter and a derivative filter having smaller masks. According to the technique developed in (23), a speed-up of a factor of 10 can be achieved for the filtering phase. Moreover, due to the features of this approach, it is not necessary to compute g(x,y) at every point of the image. For each frame, only a neighborhood of the contour given by the previous frame has to be analyzed. In order to reduce the total computational load, an efficient algorithm could be developed to determine, for each point, whether the function g(x,y) has to be computed or not.
The rough approximation of the initial contour does not necessarily have to be traced on the image, it can be traced on the edge map of the image. The furrow, which is determined by the ventricular silhouette, is very visible on the edge map and makes the tracing phase easier. In this way, in clinical routine an operator can trace an initial contour having every point inside the furrow. The relatively large furrow even allows the operator to mark only a limited set of points of the contour he is looking for; a spline joining the selected points provides the initial contour. Nevertheless, since one only needs to get a rough approximation of the true contour, automatic contour detection is concevaible and it will be a matter of the next paper.
It is worth noting that in theory the final contour is independent of the initial contour only if noise is absent. However, different initial contours were used to locate the contour of the ventricle reported in Fig.5 and the resulting final contours were very similar. The weakness of the approach is shown in Fig.5 where the catheter crosses the aorta and in Fig.9 panel E where the ventricular silhouette crosses the boundary of the diaphragm. While passing through large operators to smaller ones, strong edges near to the one we are looking for can capture the starting contour giving rise to localization errors. This circumstance is not verified for the other frames, shown in Fig.9 and for the sequence in Fig.10 , and the procedure provides very satisfactory results. However, the procedure can be improved to get a better robustness to noise and in particular it is quite interesting to investigate the following two points:
(i) Let us suppose the profile of the furrow is a Gaussian, two aside tracts and a central tract of this profile should not be used because: a) the aside tracts of the profile provide the worse signal to noise rate and b) by not using the central part of the furrow, the paths Pth i do not have to be artificially curtailed at the half width d h of the furrow. Therefore, since both the aside tracts and the central tract of the furrow have small slope only the part of the furrow having a slope greater than a given threshold should be used.
(ii) The problem due to the intersections between boundaries of different structures, discussed in section 4., has to be solved with a different approach. As described in section 4., the localization errors can be easily compensated for by localizing the contour of the structure of interest with a fine resolution. However, this approach often forces the procedure to outline the contour with a finer resolution than the desired one, so that the outlined contour may be affected by noise. The intersection problem has to be solved by means of a more efficient filtering process. The simplest solution is obtained when the depth of every furrow reaches a local mimimum at the intersection point. In this way the intersection point is the target point of every monotonic decreasing path of the neighborhood and the contour could be exactly localized by means of the localization procedure without contour overlapping. In other words, a derivative filter is necessary which yields, as an additional property, a local minimum at the points where different discontinuities intersect.
