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Abstract
In this article we decribe how to compute a lower bound for the asymmetric traveling
salesman problem that dominates the bound that comes from the assignment relaxation,
through the solving of a sequence of assignment problems. The algorithm that we propose
is a first-order method based on the exponential penalty function. Directions of movement
are derived from a disjunctive relaxation that we proposed as being one of two possible
classes, one based on cycles, the other based on cliques.
Resumo
Neste artigo explicamos como obter um limite inferior para o valor o´ptimo do problema
do caixeiro viajante assime´trico melhor do que o que adve´m do problema de afectac¸a˜o
atrave´s da resoluc¸a˜o sucessiva de problemas de afectac¸a˜o. O algoritmo que propomos e´ um
me´todo de primeira ordem baseado na func¸a˜o de penalidade exponencial cujas direcc¸o˜es
de deslocamento sa˜o definidas com base numa relaxac¸a˜o disjuntiva que propomos ser de
dois tipos, uma baseada em ciclos e a outra baseada em cliques.
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1 O Problema do Caixeiro Viajante Assime´trico
Seja G[c] = (V, E) um grafo dirigido simples (i.e., sem lac¸os e arcos mu´ltiplos) com n ve´rtices
e m arcos, tal que a cada arco (i, j) ∈ E esta´ associado um escalar real cij designado por custo
do arco (i, j). O problema do caixeiro viajante assime´trico consiste em determinar em G[c] um
ciclo Hamiltoniano de custo mı´nimo. Num grafo dirigido, um ciclo Hamiltoniano e´ um ciclo
com todos os arcos orientados na mesma direcc¸a˜o e que passa por todos os ve´rtices uma u´nica
vez. Este problema (que em ingleˆs e´ chamado Asymmetric Traveling Salesman Problem, e por
isso denotado ATSP) tem vindo a servir de plataforma de teste para diversas metodologias de
resoluc¸a˜o em optimizac¸a˜o combinato´ria e, por isso, tambe´m foi a classe de problemas escolhida
para testar a nossa metodologia.
O livro [27] sumaria a investigac¸a˜o no ATSP em todos os seus aspectos ate´ 1985, enquanto
que o livro [19] e´ uma refereˆncia mais actual. Em l´ıngua portuguesa e do nosso conhecimento,
os trabalhos de s´ıntese sobre o ATSP incluem os artigos de Coelho e Cerdeira [25, 26], a
dissertac¸a˜o de Pires [30] e o artigo dida´ctico de Constantino [10].
De acordo com [12], os co´digos mais eficazes para a resoluc¸a˜o do ATSP sa˜o: o co´digo CDT
[7, 6] - me´todo branch-and-bound onde todas as relaxac¸o˜es lineares sa˜o problemas da afectac¸a˜o;
o co´digo FT-add - coincide com CDT mas apo´s a resoluc¸a˜o de cada problema da afectac¸a˜o o
limite inferior e´ melhorado atrave´s da resoluc¸a˜o de arboresceˆncias de custo mı´nimo, tal como
e´ explicado em [13]; o co´digo FT-b&c [14] - um me´todo branch-and-cut que usa diversas
desigualdades va´lidas para o ATSP e onde todas as relaxac¸o˜es lineares sa˜o problemas lineares
gerais; o co´digo Concorde, dispon´ıvel em http://www.tsp.gatech.edu// — um me´todo
branch-and-cut pensado para o STSP, a versa˜o sime´trica do ATSP, do mesmo modo que FT-
b&c foi pensado para o ATSP. Como qualquer ATSP pode ser reformulado como um STSP,
o co´digo Concorde tambe´m permite resolver o ATSP.
Portanto, as implementac¸o˜es FT-b&c e Concorde usam relaxac¸o˜es lineares muito mais
apertadas do que CDT e FT-add. Consequentemente, os limites inferiores gerados sa˜o muito
mais eficazes na eliminac¸a˜o de no´s na a´rvore do branch-and-bound. Contudo, esses co´digos
dependem do interface com um co´digo eficiente para programac¸a˜o linear. Hoje em dia, um
tal co´digo e´ sino´nimo de um co´digo altamente sofisticado como e´ o Cplex.
A questa˜o espec´ıfica de obter bons limites inferiores para o ATSP resolvendo uma sucessa˜o
de problemas com resoluc¸a˜o muito eficiente e´ abordada em [3], em [13] e em [24]. Bons limites
inferiores podem vir a tornar um co´digo como o CDT (e FT-add) mais competitivo. A
primeira refereˆncia procura generalizar o limite Held-Karp (proposto para o caso sime´trico
em [23, 22]) para o ATSP enquanto que a segunda refereˆncia explora as diversas subestruturas
particulares na formulac¸a˜o tradicional do ATSP (afectac¸a˜o, arboresceˆncia) e que possuem
me´todos de resoluc¸a˜o espec´ıficos muito eficientes. A terceira refereˆncia usa a reformulac¸a˜o do
ATSP como um STSP, aplica a abordagem Lagrangeana de Held e Karp, e depois retoma o
ATSP original.
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Limites inferiores servem tambe´m para avaliar o desempenho de heur´ısticas em problemas
que na˜o possuem o valor o´ptimo conhecido ou e´ moroso obteˆ-lo. Foi alia´s, para esse contexto
que foi pensado o limite inferior sugerido em [24].
Motivados pela importaˆncia de descobrir bons limites inferiores para o ATSP apresentamos,
neste trabalho, uma estrate´gia de obter um limite inferior para o valor o´ptimo do ATSP
melhor do que o que adve´m do problema de afectac¸a˜o. O algoritmo que propomos e´ do tipo
Lagrangeano mas, ao contra´rio da abordagem cla´ssica, na˜o requer a actualizac¸a˜o de varia´veis
duais e obriga apenas a` resoluc¸a˜o sucessiva de problemas de afectac¸a˜o como subproblemas.
No entanto, o algoritmo que propomos neste trabalho requer um estudo computacional
mais aprofundado pois as experieˆncias computacionais preliminares que efectua´mos permiti-
ram identificar diversas limitac¸o˜es. As limitac¸o˜es sa˜o estruturais e na˜o parecem ser simples
ajustamentos na implementac¸a˜o. Por isso, na˜o pretendemos neste trabalho demonstrar a vi-
abilidade nume´rica do nosso algoritmo nem mesmo compara´-lo com as abordagens cla´ssicas
de relaxac¸a˜o Lagrangeana. Pretendemos ta˜o simplesmente demonstrar que o nosso algoritmo
conceptualmente tira grande partido da estrutura espec´ıfica do ATSP embora ainda na˜o o seja
verificado experimentalmente.
Na pro´xima secc¸a˜o, recordamos a formulac¸a˜o cla´ssica para o Problema do Caixeiro Viajante
Assime´trico. Na Secc¸o˜es 3 e 4 explicamos como se pode fortalecer uma relaxac¸a˜o linear atrave´s
relaxac¸o˜es lineares disjuntivas, que usam o facto de que um dado ponto extremo na˜o satisfaz
uma restric¸a˜o de ciclo ou de clique. Explicaremos como optimizar adequadamente uma func¸a˜o
linear nessas relaxac¸o˜es lineares disjuntivas. Na Secc¸a˜o 5, propomos um algoritmo que permite
obter um limite inferior melhorado para o valor o´ptimo do ATSP e ilustramos algumas iterac¸o˜es
desse algoritmo com um exemplo. Na Secc¸a˜o 6, referimos as concluso˜es poss´ıveis do trabalho
e identificamos novas questo˜es cient´ıficas.
2 A formulac¸a˜o cla´ssica
A formulac¸a˜o cla´ssica do ATSP utiliza uma varia´vel xij ∈ {0, 1} por cada arco (i, j) ∈ E, que
indica se o arco (i, j) pertence ou na˜o ao ciclo Hamiltoniano procurado, e e´ a seguinte:
z = min
∑
(i,j)∈E
cijxij
s.a
∑
(i,j)∈δ+(i)
xij = 1 (i ∈ V ), (1)
∑
(i,j)∈δ−(j)
xij = 1 (j ∈ V ), (2)
xij ≥ 0 ((i, j) ∈ E), (3)∑
(i,j)∈E(S)
xij ≤ |S| − 1 (S ⊆ V, S 6= ∅, V ), (4)
xij ∈ Z ((i, j) ∈ E), (5)
onde δ+(i) denota o conjunto dos arcos de G que “saem”do ve´rtice i, e δ−(i) denota o conjunto
dos arcos de G que “entram”no ve´rtice i.
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As restric¸o˜es (1)-(3) definem um poliedro que denotaremos por P ASS (ASS de “Assign-
ment”). Os pontos extremos de P ASS satisfazem as restric¸o˜es (5) e sa˜o os vectores carac-
ter´ısticos de ciclos Hamiltonianos e subpercursos de G. O valor de min{cx : x ∈ P ASS} e´ um
limite inferior para z, que pode ser obtido em O(n3) operac¸o˜es aritme´ticas e comparac¸o˜es
atrave´s do me´todo Hu´ngaro ([27], por exemplo) mesmo que a func¸a˜o objectivo seja definida
por nu´meros reais. Os vectores caracter´ısticos de ciclos Hamiltonianos em G sa˜o os pontos
extremos de P ASS que satisfazem as restric¸o˜es (4) - normalmente designadas por restric¸o˜es de
eliminac¸a˜o de subpercursos - no caso particular apresentado, esta classe de restric¸o˜es tambe´m
e´ designada por restric¸o˜es de clique. Denotaremos por P ATSP o invo´lucro convexo das soluc¸o˜es
admiss´ıveis de (1)-(5).
O problema min{cx : x ∈ P ATSP} e´ NP-dif´ıcil ([27], por exemplo). No entanto, a sua
relaxac¸a˜o linear pode ser resolvida em tempo polinomial atrave´s do me´todo elipso´ide [20],
conforme explicado em [18] - aqui ja´ se torna necessa´rio que c seja racional. Essencialmente,
isso deve-se ao facto de que dado x¯ satisfazendo as restric¸o˜es (1)-(3), averiguar se x¯ satisfaz as
restric¸o˜es (4) consiste na resoluc¸a˜o de um problema de corte mı´nimo global em G[x¯] porque,
para todo o x que satisfac¸a as restric¸o˜es (1), tem-se
∑
(i,j)∈E(S)
xij =
∑
i∈S

 ∑
(i,j)∈δ+(i)
xij −
∑
(i,j)∈E : j /∈S
xij

 = |S| − ∑
(i,j)∈δ+(S)
xij (6)
e, portanto, cada uma das restric¸o˜es (4) pode ser substitu´ıda por∑
(i,j)∈δ+(S)
xij ≥ 1 (S ⊂ V, S 6= ∅) (7)
sem que a relaxac¸a˜o linear de (1)-(5) fique diferente. As restric¸o˜es (7) sa˜o normalmente
designadas por restric¸o˜es de corte. Uma formulac¸a˜o alternativa a (1)-(5) consiste em substituir
as restric¸o˜es (4) por∑
(i,j)∈E(C)
xij ≤ |E(C)| − 1 (C ciclo na˜o Hamiltoniano de G). (8)
Na˜o e´ dif´ıcil mostrar que a relaxac¸a˜o linear deste novo problema e´ de qualidade inferior a` re-
laxac¸a˜o linear de (1)-(5). A sua resoluc¸a˜o e´ tambe´m polinomial porque cada uma das restric¸o˜es
(8) pode ser reescrita como∑
(i,j)∈E(C)
(1− xij) ≥ 1 (C ciclo na˜o Hamiltoniano de G)
que sa˜o normalmente designadas por restric¸o˜es de ciclo. Por isso, averiguar se um vector x¯, que
satisfac¸a (1)-(3), tambe´m satisfaz as restric¸o˜es (8) consiste em determinar em G[1− x¯] o ciclo
na˜o Hamiltoniano de custo mı´nimo. Este problema pode ser resolvido em O(n4) operac¸o˜es
aritme´ticas e comparac¸o˜es atrave´s de uma adaptac¸a˜o do algoritmo de Floyd-Warshall [15, 33].
3 Uma relaxac¸a˜o linear disjuntiva baseada em ciclos
Seja C um ciclo na˜o Hamiltoniano de G tal que E(C) = {(i1, i2), (i2, i3), . . . , (iK , i1)} ⊆ E e
seja P um conjunto polie´drico satisfazendo P ATSP ⊆ P ⊆ P ASS. Defina-se a seguinte relaxac¸a˜o
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linear disjuntiva de P ATSP, inspirada em [31] e tambe´m usada em [8],
PC,i1 ≡ conv
(
K⋃
k=1
Pk
)
, (9)
onde
P1 ≡ P ∩ {x : xi1i2 = 0},
P2 ≡ P ∩ {x : xi1i2 = 1, xi2i3 = 0},
P3 ≡ P ∩ {x : xi1i2 = xi2i3 = 1, xi3i4 = 0},
· · ·
PK ≡ P ∩ {x : xi1i2 = xi2i3 = . . . = xiK−1iK = 1, xiK i1 = 0}.


(10)
Na˜o e´ dif´ıcil verificar que PC,i1 e´ um poliedro que satisfaz
PATSP ⊆ PC,i1 ⊆ P ∩

x :
∑
(i,j)∈E(C)
xij ≤ |E(C)| − 1

 ⊆ P ⊆ P ASS.
Mais, os poliedros P1, P2, . . . , PK sa˜o faces de P (e de P
ATSP). Basta reparar que, para cada
k ∈ {1, 2, . . . , K}, Pk = P ∩ {x : α
kx = βk}, com βk = −(k − 1) e α
k ∈ Rm um vector linha
definido componente a componente por
αkij =


1 se (i, j) = (ik, ik+1),
−1 se (i, j) ∈ {(i1, i2), (i2, i3), . . . , (ik−1, ik)} ,
0 noutros casos,

 , (i, j) ∈ E.
e que αkx ≥ βk para todo o x ∈ P
ASS ⊇ P . Na˜o e´ verdade que, em geral, PC,i1 seja uma face
de P .
Lema 1 Seja C um ciclo na˜o Hamiltoniano de G e P um conjunto polie´drico satisfazendo
PATSP ⊆ P ⊆ P ASS. Se os pontos extremos de P sa˜o pontos extremos de P ASS, enta˜o PC,v ≡ PC
e´ independente de v ∈ V (C), e os pontos extremos de PC sa˜o os pontos extremos de P que
satisfazem ∑
(i,j)∈E(C)
xij ≤ |E(C)| − 1. (11)
Demonstrac¸a˜o. Suponhamos que E(C) = {(i1, i2), (i2, i3), . . . , (iK , i1)}. Basta provar que
PC,i1 ≡ conv(∪
K
k=1Pk), definido em (9), coincide com PC,i2 ≡ conv(∪
K
k=1P
′
k), definido por
P ′k ≡ P ∩ {x : xi2i3 = xi3i4 = . . . = xikik+1 = 1, xik+1ik+2 = 0},
admitindo que iK+1 ≡ i1 e iK+2 ≡ i2. Seja x¯ um ponto extremo de PC,i1 ; enta˜o x¯ ∈ Pk para
algum k ∈ {1, 2, . . . , K}. Se k ≥ 2, enta˜o x¯ ∈ P ′k−1. Se k = 1, enta˜o existe l ∈ {1, 2, . . . , K}
tal que
x¯i2i3 = x¯i3i4 = . . . = x¯ilil+1 = 1, x¯il+1il+2 = 0,
e, neste caso, x¯ ∈ P ′l . Em qualquer dos casos, x¯ ∈ PC,i2 . Reciprocamente, seja x¯ um ponto
extremo de PC,i2 tal que x¯ ∈ P
′
k. Se x¯i1i2 = 1, enta˜o k ≤ K − 1 e x¯ ∈ Pk+1; caso contra´rio,
x¯ ∈ P1. Em qualquer dos casos, x¯ ∈ PC,i1 .
68 A. Ramires, J. Soares / Investigac¸a˜o Operacional, 25 (2005) 63-83
Os pontos extremos de PC sa˜o os pontos extremos de cada um dos conjuntos Pk, k =
1, 2, . . . , K que, como e´ fa´cil verificar, satisfazem (11). Reciprocamente, para o todo o ponto
extremo x de P que satisfac¸a (11) existe um conjunto Pk tal que x ∈ Pk. Enta˜o, x tera´ que
ser ponto extremo de PC porque Pk ⊆ P . 
Em geral, PC,v ⊆ P ∩ {x :
∑
(i,j)∈E(C) xij ≤ |E(C)| − 1}, para todo v ∈ V (C). No caso
particular do lema acima,
PC = conv

P ∩

x :
∑
(i,j)∈E(C)
xij ≤ |E(C)| − 1

 ∩ Zm

 .
Uma consequeˆncia imediata do Lema 1 e´ a seguinte generalizac¸a˜o do procedimento de conve-
xificac¸a˜o sequencial de Balas.
Proposic¸a˜o 1 Seja C = {C1, C2, . . . , Cl} o conjunto de todos os ciclos na˜o Hamiltonianos do
grafo G = (V, E). Enta˜o,
PATSP =
(
. . .
((
PASSC1
)
C2
)
...
)
Cl
. (12)
Demonstrac¸a˜o. Pelo Lema 1, os pontos extremos do conjunto do lado direito de (12) sa˜o os
pontos extremos de P ASS que satisfazem as desigualdades (8). 
Abordamos agora a questa˜o da existeˆncia de um hiperplano separador entre PC,i1 , para
algum ciclo na˜o Hamiltoniano C, e um ponto extremo de P .
Lema 2 Seja x¯ um ponto extremo de um poliedro P tal que P ATSP ⊆ P ⊆ P ASS. Enta˜o,
1. se existe um ciclo na˜o Hamiltoniano C tal que
∑
(i,j)∈E(C)(1− x¯ij) < 1, enta˜o x¯ 6∈ PC,v
para todo v ∈ V (C);
2. se x¯ij ∈ (0, 1) para algum (i, j) ∈ E, enta˜o x¯ 6∈ PC,i para todo o ciclo na˜o Hamiltoniano
C que contenha o arco (i, j).
Demonstrac¸a˜o. Para a primeira parte, por hipo´tese,
∑
(i,j)∈E(C) x¯ij > |E(C)| − 1, mas para
todo v ∈ V (C) e para todo x ∈ PC,v,
∑
(i,j)∈E(C) xij ≤ |E(C)| − 1. Conclu´ımos que x¯ 6∈ PC,v.
Para a segunda parte, se x¯ pertencesse a PC,i, enta˜o tambe´m seria um ponto extremo de PC,i,
o que e´ absurdo pois todos os pontos extremos de PC,i possuem zero ou um na componente
da posic¸a˜o (i, j). 
Pelo Lema 2, qualquer ciclo na˜o Hamiltoniano que contenha o arco (i, j) associado a uma
componente fracciona´ria de x¯ serve o propo´sito de identificar um hiperplano separador. Po-
deremos, por exemplo, escolher o caminho mais curto de j para i no conjunto dos grafos
G[1 − x¯] − {k} (k ∈ V \ {i, j}) que conjuntamente com o arco (i, j) define um ciclo preten-
dido. Em alternativa, podemos resolver o problema do ciclo na˜o Hamiltoniano mais curto em
G[1− x¯] da maneira que explicamos a seguir.
Seja G[d] = (V, E) um grafo dirigido, tal que a cada arco (i, j) ∈ E esta´ associado um escalar
dij ≥ 0 que designamos por distaˆncia do arco (i, j). O mais curto ciclo na˜o Hamiltoniano em
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G[d] possui distaˆncia total igual
min
k∈V
{
min
{
pikji + dij : (i, j) ∈ E, i, j ∈ V \ {k}
}}
, (13)
onde pikji denota o comprimento do caminho mais curto em G[d] do ve´rtice j para o ve´rtice i sem
passar pelo ve´rtice k. Para cada k ∈ K fixo, todos aqueles valores podem ser calculados atrave´s
do algoritmo de Floyd-Warshall [15, 33], que pode funcionar em tempo proporcional a O(n3)
[1, Secc¸a˜o 5.6], aplicado ao grafo G[d]−{k}. Portanto, o mais curto ciclo na˜o Hamiltoniano em
G[d] pode ser identificado em O(n4) operac¸o˜es (este nu´mero pode ser reduzido para O(n3)).
Se (13) for inferior a um, enta˜o a respectiva soluc¸a˜o o´ptima C e´ tal que x¯ 6∈ PC,v para todo
v ∈ V (C). Se (13) for superior ou igual a um e x¯ij ∈ (0, 1), enta˜o o ciclo na˜o Hamiltoniano C
de comprimento
min
{
pikji + dij : k ∈ V \ {i, j}
}
, (14)
e´ tal que x¯ 6∈ PC,i. Em ambos os casos, e´ poss´ıvel identificar um hiperplano separador que e´
o´ptimo nalgum aspecto.
Quando P = P ASS, o problema de optimizac¸a˜o linear sobre PC pode ser resolvido em O(n
3)
operac¸o˜es aritme´ticas e comparac¸o˜es, portanto, compara´vel ao tempo de resoluc¸a˜o de apenas
um problema de afectac¸a˜o. De facto, a resoluc¸a˜o do problema
min cx
s.a x ∈ PC
= min
k=1,2,...,K
(
min cx
s.a x ∈ Pk
)
(15)
pode fazer-se parametricamente atrave´s de uma optimizac¸a˜o (envolvendo O(n3) operac¸o˜es) e
K − 1 reoptimizac¸o˜es (cada uma envolvendo O(n) operac¸o˜es) da maneira que explicamos a
seguir.
Suponhamos que se pretende obter um par de soluc¸o˜es primal-dual o´ptimas para zk+1 =
min{cx : x ∈ Pk+1}, sendo conhecida essa informac¸a˜o para zk = min{cx : x ∈ Pk}. Seja
x¯ ∈ {0, 1}m uma soluc¸a˜o primal o´ptima de
zk =


min cx
s.a x ∈ P
xij = 1
(
(i, j) ∈ E(Ck) ≡ {(i1, i2), (i2, i3), . . . , (ik−1, ik)}
)
,
xij = 0 ((i, j) = (ik, ik+1)),

 (16)
que e´ vector caracter´ıstico de um emparelhamento perfeito M do grafo bipartido G = (V ×
V, E), e seja (u¯, v¯) ∈ R2n uma soluc¸a˜o o´ptima para o correspondente problema dual
zk =
∑
(i,j)∈E(Ck)
cij +


max
∑
i6∈{i1,i2,...,ik−1}
ui +
∑
j 6∈{i2,i3,...,ik}
vj
s.a ui + vj ≤ cij , ((i, j) ∈ E \ E(Ck+1)).


Relativamente a (16), o novo problema zk+1 = min{cx : x ∈ Pk+1} possui a restric¸a˜o “xikik+1 =
1” no lugar da restric¸a˜o “xikik+1 = 0” e uma nova restric¸a˜o “xik+1ik+2 = 0”. Consequentemente,
no novo problema dual aparece mais uma parcela constante “cikik+1” e desaparecem as varia´veis
uik e vik+1 da func¸a˜o objectivo, e desaparece a restric¸a˜o “uik+1 + vik+2 ≤ cik+1ik+2”. Por isso,
o vector x¯ ja´ na˜o e´ primal admiss´ıvel, mas o vector (u¯, v¯) permanece dual admiss´ıvel no novo
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problema, e “zk + cikik+1 − u¯ik − v¯ik+1” surge como primeiro limite inferior ao valor de zk+1.
Podemos iniciar o me´todo Hu´ngaro com a soluc¸a˜o dual admiss´ıvel (u¯, v¯) e o vector caracter´ıstico
do emparelhamento
M ′ ≡ M \ {(i, ik+1), (ik+1, j), (ik+1, ik+2)} ∪ {(ik, ik+1)}
para algum i /∈ {i1, i2, . . . , ik−1, ik} e j ∈ {i1, i2, . . . , ik−1, ik}. O novo emparelhamento M
′
possui menos dois arcos se (ik+1, ik+2) pertencia ao emparelhamento anterior M ou menos um
arco se na˜o pertencia. A soluc¸a˜o o´ptima do novo problema pode ser enta˜o obtida em O(n)
operac¸o˜es aritme´ticas e comparac¸o˜es. Como existem, no ma´ximo, K − 1 re-optimizac¸o˜es a
fazer e K < n, conclu´ımos que o esforc¸o computacional global na resoluc¸a˜o do problema (15)
e´ O(n3).
4 Uma relaxac¸a˜o linear disjuntiva baseada em cliques
Nesta secc¸a˜o, vamos construir uma relaxac¸a˜o disjuntiva de P ATSP que usa cliques do mesmo
modo que a relaxac¸a˜o anterior usava ciclos. A nova relaxac¸a˜o requer um nu´mero muito mais
elevado de disjunc¸o˜es mas, tal como no caso anterior, a optimizac¸a˜o nesse poliedro pode ser
feita de modo parame´trico.
Seja S ⊆ V um conjunto de cardinalidade K < n. O nu´mero de caminhos simples em
G[S], o subgrafo de G induzido por S, a partir de um determinado ve´rtice de S e´, no ma´ximo,
igual a
pK =
K∑
k=1
(K − 1)!
(K − k)!
(
= 1 + (K − 1)pK−1
)
. (17)
Por exemplo, se S = {i1, i2, i3} e i1 e´ o ve´rtice designado, cada um desses caminhos corresponde
a um arco da suba´rvore da esquerda da a´rvore enumerativa ilustrada na Figura 1. Por exemplo,
o arco 1 esta´ associado ao caminho constitu´ıdo pelo ve´rtice i1 e nenhum arco, o arco 2 esta´
associado ao caminho i1(i1, i2)i2, etc.
Para um conjunto polie´drico P satisfazendo P ATSP ⊆ P ⊆ P ASS, defina-se a seguinte
relaxac¸a˜o linear disjuntiva de P ATSP,
PS ≡ conv

 ⋃
(j1,j2,...,jk) : {j1,j2,...,jk}⊆S,k≥1
P(j1,j2,...,jk)

 , (18)
onde cada conjunto P(j1,j2,...,jk) e´ definido pelos pontos x ∈ P tais que
xij = 1, (i, j) ∈ E(Ck),
xij = 0, (i, j) ∈ E(S) \ E(Ck), j ∈ V (Ck),
sendo Ck ≡ {j1, (j1, j2), j2, (j2, j3), j3, . . . , jk−1, (jk−1, jk), jk}. Portanto, o conjunto P(j1,j2,...,jk)∩
Z
m e´ o subconjunto de P ASS ∩ Zm dos vectores que pertencem a P e sa˜o caracter´ısticos de
conjuntos de arcos que usam o caminho j0(j0, j1)j1(j1, j2)j2(j2, j3)j3 . . . jk(jk, jk+1)jk+1 para
alguns j0, jk+1 ∈ V \ S - veja-se a Figura 2. No caso do exemplo da Figura 1, existem 15
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poliedros na definic¸a˜o (18), que apresentamos pela ordem de numerac¸a˜o dos arcos:
P(i1) ≡ P ∩ {x : xi1i2 = xi2i1 = xi1i3 = xi3i1 = 0},
P(i2) ≡ P ∩ {x : xi2i1 = xi1i2 = xi2i3 = xi3i2 = 0},
P(i3) ≡ P ∩ {x : xi3i1 = xi1i3 = xi3i2 = xi2i3 = 0},
P(i1,i2) ≡ P ∩ {x : xi1i2 = 1, xi2i1 = xi2i3 = xi3i1 = 0},
P(i1,i2,i3) ≡ P ∩ {x : xi1i2 = xi2i3 = 1, xi3i1 = 0},
P(i1,i3) ≡ P ∩ {x : xi1i3 = 1, xi3i1 = xi3i2 = xi2i1 = 0},
P(i1,i3,i2) ≡ P ∩ {x : xi1i3 = xi3i2 = 1, xi2i1 = 0},
P(i2,i1) ≡ P ∩ {x : xi2i1 = 1, xi1i2 = xi1i3 = xi3i2 = 0},
P(i2,i1,i3) ≡ P ∩ {x : xi2i1 = xi1i3 = 1, xi3i2 = 0},
P(i2,i3) ≡ P ∩ {x : xi2i3 = 1, xi3i1 = xi3i2 = xi1i2 = 0},
P(i2,i3,i1) ≡ P ∩ {x : xi2i3 = xi3i1 = 1, xi1i2 = 0},
P(i3,i1) ≡ P ∩ {x : xi3i1 = 1, xi1i2 = xi1i3 = xi2i3 = 0},
P(i3,i1,i2) ≡ P ∩ {x : xi3i1 = xi1i2 = 1, xi2i3 = 0},
P(i3,i2) ≡ P ∩ {x : xi3i2 = 1, xi2i1 = xi2i3 = xi1i3 = 0},
P(i3,i2,i1) ≡ P ∩ {x : xi3i2 = xi2i1 = 1, xi1i3 = 0},
Na˜o e´ dif´ıcil verificar que PS e´ um poliedro que satisfaz
Figura 1: A´rvore de enumerac¸a˜o dos caminhos simples em S = {i1, i2, i3}.
Figura 2: P(j1,j2,...,jk).
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PATSP ⊆ PS ⊆ P ∩

x :
∑
(i,j)∈E(S)
xij ≤ |S| − 1

 ⊆ P ⊆ P ASS.
O poliedro PS e´ o invo´lucro convexo de, no ma´ximo, p = KpK poliedros em (18). Cada um dos
poliedros Pl ≡ P(j1,j2,...,jk), com l = 1, 2, . . . , p, e´ uma face de P . Mais, se os pontos extremos
de P sa˜o pontos extremos de P ASS, enta˜o os pontos extremos de PS sa˜o os pontos extremos
de P que satisfazem ∑
(i,j)∈E(S)
xij ≤ |S| − 1. (19)
De facto, os pontos extremos de PS sa˜o os pontos extremos de cada um dos conjuntos Pl para
l = 1, 2, . . . , p que satisfazem (19). Ale´m disso, se x ∈ Pl enta˜o, para algum k ∈ S,
∑
(i,j)∈E(S)
xij =
∑
i∈S\{k}

 ∑
j∈S : (i,j)∈E
xij

 ≤ |S| − 1.
Reciprocamente, para o todo o ponto extremo x de P que seja vector caracter´ıstico e satisfac¸a
(19), existe um conjunto Pl tal que x ∈ Pl. Enta˜o, x tera´ que ser ponto extremo de PS
porque Pl ⊆ P . Uma consequeˆncia imediata e´ a seguinte generalizac¸a˜o do procedimento de
convexificac¸a˜o sequencial de Balas. A sua demonstrac¸a˜o e´ ideˆntica a` da Proposic¸a˜o 1.
Proposic¸a˜o 2 Seja S = {S1, S2, . . . , Sl} a famı´lia de todos os subconjuntos pro´prios de V .
Enta˜o
PATSP =
(
. . .
((
PASSS1
)
S2
)
...
)
Sl
. (20)
Abordamos agora a questa˜o da existeˆncia de um hiperplano separador entre P ATSP e um
ponto extremo de uma relaxac¸a˜o linear de P ATSP do tipo descrito.
Lema 3 Seja P tal que P ATSP ⊆ P ⊆ P ASS, e seja x¯ um ponto extremo de P tal que x¯uv1 , x¯uv2 ∈
(0, 1) para alguns (u, v1), (u, v2) ∈ E. Enta˜o,
1. se existe um conjunto S ⊂ V tal que
∑
(i,j)∈δ+(S) x¯ij < 1, enta˜o x¯ 6∈ PS;
2. para todo o conjunto S tal que
∑
(i,j)∈δ+(S) x¯ij = 1, u, v1 ∈ S e v2 6∈ S, tem-se x¯ 6∈ PS.
Demonstrac¸a˜o. Para a primeira parte, atendendo a (6), por hipo´tese,
∑
(i,j)∈E(S) x¯ij > |S|−1.
Mas para todo x ∈ PS , tem-se
∑
(i,j)∈E(S) xij ≤ |S| − 1. Conclu´ımos que x¯ 6∈ PS . Para
a segunda parte, se x¯ pertencesse a PS , enta˜o tambe´m seria um ponto extremo de um dos
conjuntos Pl, l = 1, 2, . . . , p. Por isso, existe um ve´rtice k ∈ S tal que
1 =
∑
w 6∈S : (k,w)∈E
x¯kw ≤
∑
(i,j)∈δ+(S)
x¯ij = 1. (21)
Se k = u chegamos a um absurdo porque x¯uv1 > 0 e v1 ∈ S, o que implica
∑
w 6∈S : (u,w)∈E x¯uw <
1. Se k 6= u tambe´m chegamos a um absurdo porque, de (21),
0 =
∑
w 6∈S : (u,w)∈E
x¯uw ≥ x¯uv2 > 0.
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Pelo lema anterior, conhecido um ponto extremo x¯ de uma relaxac¸a˜o linear P de P ATSP
com uma componente x¯ij fracciona´ria podemos identificar um conjunto S ⊂ V tal que x¯ 6∈ PS
atrave´s da resoluc¸a˜o do problema do corte global de capacidade mı´nima no grafo G[x¯] da
maneira que explicamos a seguir.
Seja G[u] = (V, E) um grafo dirigido simples com n ve´rtices e m arcos tal que a cada arco
(i, j) ∈ E esta´ associado um escalar real uij ≥ 0 designado por capacidade do arco (i, j). O
problema de determinar o corte global de capacidade mı´nima em G pode escrever-se como
min


∑
(i,j)∈δ+(S)
uij : S ⊂ V, S 6= ∅

 . (22)
Se engloba´ssemos as restric¸o˜es s ∈ S e t ∈ V \ S para dois ve´rtices designados, enta˜o o
problema (22) seria dual do problema de determinar o fluxo ma´ximo de s para t [16]. Na˜o
estando especificados os ve´rtices origem s e terminal t, o problema (22) e´ dual do problema
de determinar o maior valor de fluxo que e´ poss´ıvel enviar entre qualquer par de ve´rtices de
G. Consequentemente, o problema (22) pode ser resolvido apo´s a resoluc¸a˜o de n(n − 1)/2
problemas de fluxo ma´ximo com ve´rtices origem e terminal designados. Hao e Orlin [21]
propuseram um algoritmo espec´ıfico que usa apenas uma sequeˆncia de 2n−2 problemas de fluxo
ma´ximo. A abordagem, que e´ inspirada no algoritmo preflow-push de Golberg e Tarjan [17]
(para o problema do fluxo ma´ximo entre dois ve´rtices designados) e na abordagem de Padberg
e Rinaldi [29], resulta num algoritmo que requer O(nm log(n2/m)) operac¸o˜es aritme´ticas e
comparac¸o˜es, se u for um vector de nu´meros racionais. Portanto, o esforc¸o computacional e´
compara´vel a` resoluc¸a˜o de n problemas de fluxo ma´ximo entre dois ve´rtices designados.
Se o valor o´ptimo de (22), para u = x¯, for inferior a um, enta˜o a soluc¸a˜o o´ptima S e´ tal
que x¯ 6∈ PS pelo Lema 3. Se o valor o´ptimo de (22) e´ igual a um, enta˜o um conjunto S, nas
condic¸o˜es do Lema 3, pode ser encontrado do seguinte modo. Se f2 = x¯uv2 ∈ (0, 1), enta˜o
determine-se o fluxo ma´ximo de u para v2 no grafo G[x¯] − {(u, v2)}, que sabemos saber ser
igual a 1− f2. Pelo Teorema do Fluxo Ma´ximo-Corte Mı´nimo, existe um conjunto de ve´rtices
S, contendo u e todos os ve´rtices v 6= v2 tais que x¯uv ∈ (0, 1), tal que, relativamente ao grafo
G− {(u, v2)}, ∑
(i,j)∈δ+(S)
x¯ij = 1− f2.
Por isso, relativamente ao grafo G original,
∑
(i,j)∈δ+(S) x¯ij = 1 − f2 + f2 = 1. Pelo Lema 3,
x¯ 6∈ PS . Conclu´ımos que a determinac¸a˜o de S pode ser, em qualquer dos casos, efectuada em
tempo polinomial. Este conjunto S, assim determinado, e´ o´ptimo em algum aspecto.
Quando P = P ASS, o problema de optimizac¸a˜o linear sobre PS pode ser resolvido em
O(n3 + (p− 1)n) operac¸o˜es aritme´ticas e comparac¸o˜es. De facto, a resoluc¸a˜o do problema
min cx
s.a x ∈ PS
= min
(j1,j2,...,jk) : {j1,j2,...,jk}⊆S,k≥1
(
min cx
s.a x ∈ P(j1,j2,...,jk)
)
(23)
pode fazer-se parametricamente atrave´s de uma optimizac¸a˜o (envolvendo O(n3) operac¸o˜es) e
K − 1 reoptimizac¸o˜es (cada uma envolvendo O(n) operac¸o˜es) da maneira que explicamos a
seguir.
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Sejam Pk e Pk+1 poliedros associados a um arco do n´ıvel k e a um arco do n´ıvel k + 1,
sucessivos, na a´rvore de enumerac¸a˜o dos caminhos, conforme ilustrado na Figura 1. Vamos
explicar como obter um par de soluc¸o˜es primal-dual o´ptimas para zk+1 = min{cx : x ∈ Pk+1},
sendo conhecida essa informac¸a˜o para zk = min{cx : x ∈ Pk}. Seja x¯ ∈ {0, 1}
m uma soluc¸a˜o
primal o´ptima de
zk =


min cx
s.a x ∈ P
xij = 1, (i, j) ∈ E(Ck) ≡ {(j1, j2), (j2, j3), . . . , (jk−1, jk)},
xij = 0, (i, j) ∈ E(S) \ E(Ck), j ∈ V (Ck),

 (24)
que e´ vector caracter´ıstico de um emparelhamento perfeito M do grafo bipartido G = (V ×
V, E), e seja (u¯, v¯) ∈ R2n uma soluc¸a˜o o´ptima para o correspondente problema dual
zk =
∑
(i,j)∈E(Ck)
cij +


max
∑
i6∈{i1,i2,...,ik−1}
ui +
∑
j 6∈{i2,i3,...,ik}
vj
s.a ui + vj ≤ cij , (i, j) ∈ E \ E(S),
ui + vj ≤ cij , (i, j) ∈ E(S) \ E(Ck), j 6∈ V (Ck).


Relativamente a (24), o novo problema zk+1 = min{cx : x ∈ Pk+1} possui a restric¸a˜o
“xjkjk+1 = 1” no lugar da restric¸a˜o “xjkjk+1 = 0” e novas restric¸o˜es “xjk+1j = 0, j ∈ S \
V (Ck+1)” e “xijk+1 = 0, i ∈ S \ V (Ck+1)”. No novo problema dual, aparece mais uma parcela
constante “cjkjk+1” e desaparecem as varia´veis ujk e vjk+1 da func¸a˜o objectivo, e desaparecem
as restric¸o˜es “ujk+1 +vj ≤ cjk+1j , j ∈ S\V (Ck)”. Por isso, o vector x¯ ja´ na˜o e´ primal admiss´ıvel,
mas o vector (u¯, v¯) permanece dual admiss´ıvel no novo problema e “zk + cjkjk+1 − u¯jk − v¯jk+1”
surge como limite inferior ao valor o´ptimo do novo problema. Podemos inicializar o me´todo
Hu´ngaro com a soluc¸a˜o dual admiss´ıvel (u¯, v¯) e o vector caracter´ıstico do emparelhamento
M ′ ≡ M \ {(s, jk+1), (jk, t), (jk+1, w)} ∪ {(jk, jk+1)},
para algum t /∈ S e s, w ∈ V - na˜o e´ necessa´rio excluir (jk+1, w) se w 6∈ S. A soluc¸a˜o o´ptima
do novo problema pode ser enta˜o obtida em O(n) operac¸o˜es aritme´ticas e comparac¸o˜es. Como
existem, no ma´ximo, p − 1 re-optimizac¸o˜es a fazer, conclu´ımos que o esforc¸o computacional
global na resoluc¸a˜o de (23) e´ O(n3 + (p − 1)n). Realc¸amos que se a a´rvore for percorrida
por breath-first-search enta˜o as soluc¸o˜es iniciais estara˜o prontamente dispon´ıveis se forem ar-
mazenadas uma por cada n´ıvel. Portanto, na˜o e´ necessa´rio armazenar mais do que um par
primal-dual o´ptimo por n´ıvel.
5 Determinac¸a˜o de um limite inferior melhorado
Nesta secc¸a˜o, propomos uma abordagem Lagrangeana para obter um limite inferior melho-
rado para o valor de z = min{cx : x ∈ P ATSP} que usa apenas a resoluc¸a˜o de problemas de
afectac¸a˜o como subproblemas. O algoritmo proposto, que e´ formalmente descrito na Figura 3,
e´ essencialmente um me´todo descendente de primeira ordem para a minimizac¸a˜o da func¸a˜o de
penalidade
f(x) ≡ cx + ρ
K∑
i=1
(
e(aix−bi)/ρ − 1
)
, (25)
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onde “aix ≤ bi” para i = 1, 2, . . . , K sa˜o desigualdades va´lidas para P
ATSP. Este conjunto de
desigualdades vai sendo expandido a` medida que o algoritmo decorre.
Em cada iterac¸a˜o gene´rica-k do algoritmo proposto, comec¸a-se por identificar uma direcc¸a˜o
de descida, usando informac¸a˜o de primeira ordem. Observe-se que
∇f(x) = c + y(x)A, ∇2f(x) = AT Y (x)A/ρ,
onde A e´ uma matriz K×n, contendo as colunas aTi para i = 1, 2, . . . , K, e Y (x) e´ uma matriz
diagonal K ×K cujos elementos diagonais coincidem com o vector y(x) definido componente
a componente por
yi(x) = e
(aix−bi)/ρ (i = 1, 2, . . . , K).
Enquanto na˜o e´ identificada uma direcc¸a˜o de descida, o paraˆmetro de penalidade e´ reduzido.
Depois de identificada uma direcc¸a˜o de descida dk = qk − xk para f a partir de xk e para
algum qk ∈ arg min{∇f(xk)q : q ∈ P
ASS} ∩ Zm, decide-se o tamanho do passo λk ao longo
dessa direcc¸a˜o para obter a nova aproximac¸a˜o xk+1 = xk + λkdk. O escalar λk e´ soluc¸a˜o
o´ptima para min{g(λ) ≡ f(x + λd) : λ ∈ (0, 1]}. Se g′(1) ≤ 0, enta˜o λk = 1 e´ a soluc¸a˜o o´ptima
porque g e´ convexa. Caso contra´rio, o escalar λk deve ser aproximado atrave´s do me´todo de
Newton. Algumas simplificac¸o˜es ocorrem na correspondente fo´rmula recursiva. Para x e d
fixos, temos
g(λ) = c(x + λd) + ρ
K∑
i=1
(
e(ai(x+λd)−bi)/ρ − 1
)
= z0 + λw0 + ρ
K∑
i=1
(yi(λ)− 1) ,
onde z0 = cx, w0 = cd, z = Ax− b, w = Ad e y(λ) ≡ y(x + λd) = e
(zi+λwi)/ρ. Por isso,
g′(λ) = (c + y(λ)A) d = w0 +
K∑
i=1
wiyi(λ),
g′′(λ) = dT AT Y (λ)Ad/ρ =
K∑
i=1
w2i yi(λ)/ρ,
pelo que o me´todo de Newton consiste na aplicac¸a˜o da seguinte fo´rmula recursiva a partir de
λ(0) = 0,
λ(j+1) = λ(j) −
g′(λ(j))
g′′(λ(j))
= λ(j) − ρ


w0 +
K∑
i=1
yi(λ
(j))wi
K∑
i=1
yi(λ
(j))w2i

 (j = 0, 1, . . .).
O u´ltimo passo da iterac¸a˜o gene´rica-k consiste na identificac¸a˜o do corte global δ+(S) de capa-
cidade mı´nima em G[qk]. Note-se que qk e´ um vector de zeros e uns e, por isso, a identificac¸a˜o
de δ+(S) pode ser efectuada por um me´todo standard de averiguac¸a˜o de conexidade num grafo.
Segue-se a determinac¸a˜o da desigualdade va´lida para P ASSS mais profunda entre qk e P
ASS
S .
A determinac¸a˜o desse corte obriga a` resoluc¸a˜o do seguinte par de problemas para x¯ = qk e
S ⊂ V :
min ||x− x¯||
s.a x ∈ P ASSS
≡
max αx¯− β
s.a (α, β) ∈ polar(P ASSS ), ||α||∗ ≤ 1.
(26)
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Usando o algoritmo modificado de Ph. Wolfe, conforme descrito em [32], obte´m-se a soluc¸a˜o
do problema (26), resolvendo uma sequeˆncia de problemas lineares do tipo:
min ax
s.a x ∈ P ASSS
= min
(j1,j2,...,jk) : {j1,j2,...,jk}⊆S,k≥1
(
min ax
s.a x ∈ P ASS(j1,j2,...,jk)
)
, (27)
com a modificado ao longo do algoritmo. Tal como foi explicado na Secc¸a˜o 4, esta resoluc¸a˜o
pode ser feita parametricamente.
Finalmente, a inclusa˜o do corte “aK+1x ≤ bK+1” assim obtido na func¸a˜o penalidade so´ e´
efectivada se o aˆngulo entre a sua normal e a normal de cada corte previamente adicionado for
suficientemente na˜o nulo. Em [2, 4], Balas, Ceria e Cornue´jols propuseram que se definisse um
paraˆmetro θ < 1, 0.9999 por exemplo, e que so´ fossem aceites cortes cujos co-senos dos aˆngulos
formados com cada dos cortes ja´ adicionados fossem pelo menos θ. Quando isso acontecer, o
corte e´ inserido na func¸a˜o (25).
Resta agora explicar como calcular o limite inferior. A func¸a˜o f goza das seguintes propri-
edades. Como f(x) ≤ cx para todo x ∈ P ASS tal que aix ≤ bi para i = 1, 2, . . . , K, enta˜o
z ≡ min{cx : x ∈ P ATSP} ≥ min{cx : x ∈ P ASS, aix ≤ bi, i = 1, 2, . . . , K}
≥ min{f(x) : x ∈ P ASS, aix ≤ bi, i = 1, 2, . . . , K}
≥ min{f(x) : x ∈ P ASS}.
Ale´m disso, f e´ convexa e continuamente diferencia´vel. Por isso, f(xk) +∇f(xk)dk constitui
um limite inferior ao valor de z, uma vez que
min{f(x) : x ∈ P ASS} ≥ min{f(xk) +∇f(xk)(x− xk) : x ∈ P
ASS} = f(xk) +∇f(xk)dk.
5.1 Ilustrac¸a˜o com um pequeno exemplo
Consideremos a instaˆncia do problema caixeiro viajante assime´trico, observada na pa´gina 381
de [5], cujo custo do arco gene´rico (i, j) corresponde a` entrada (i, j) da matriz da Tabela 1.
Esta instaˆncia tem valor o´ptimo 26, que corresponde ao ciclo Hamiltoniano identificado na
Figura 4(a) atrave´s de G[x∗].
Vamos ilustrar seis iterac¸o˜es do algoritmo da Figura 3, utilizando a regra de reduc¸a˜o do
paraˆmetro de penalidade ρ := min{ρ/10, ρ1.5}, inspirada em [9, 11, 28], e a norma l∞ em (26).
Como veremos, o primeiro limite inferior e´ 17 e, apo´s a introduc¸a˜o de treˆs cortes, aumenta
para 21.5184.
No Passo de Inicializac¸a˜o, o valor o´ptimo de min{cx : x ∈ P ASS} e´ 17 e a soluc¸a˜o o´ptima e´
x0, ilustrada na Figura 4(b) atrave´s de G[x0]. O corte global de capacidade mı´nima em G[x0]
e´ caracterizado por S = {7, 8}, por exemplo. O corte mais profundo entre x0 e PASSS e´ o corte
x78 + x87 ≤ 1,
obtido pelo algoritmo modificado de Ph. Wolfe. Termina o Passo de Inicializac¸a˜o com a
correspondente inserc¸a˜o do corte na func¸a˜o penalidade.
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Inicializac¸a˜o:
Determinar x0 ∈ arg min{cx : x ∈ P
ASS} ∩ Zm.
Seja δ+(S) o corte global de capacidade mı´nima em G[x0].
Obter o corte a1x ≤ b1 mais profundo entre x0 e P
ASS
S .
Inicializar ρ = 1, K = 1, k = 0 e definir f atrave´s de (25).
Iterac¸a˜o gene´rica-k:
Enquanto xk ∈ arg min{∇f(xk)q : q ∈ P
ASS}
Reduzir ρ.
Se ρ < TOL, enta˜o STOP.
Seja dk = qk − xk para algum qk ∈ arg min{∇f(xk)q : q ∈ P
ASS} ∩ Zm.
Determinar λk ∈ arg min{f(xk + λdk) : λ ∈ (0, 1]}.
Afectar xk+1 = xk + λkdk.
Seja δ+(S) o corte global de capacidade mı´nima em G[qk].
Obter o corte aK+1x ≤ bK+1 mais profundo entre qk e P
ASS
S .
Se “aK+1x ≤ bK+1” e´ suficientemente distinto dos cortes anteriores,
enta˜o K := K + 1.
k := k + 1.
Figura 3: Algoritmo para determinar um limite inferior melhorado para o ATSP.
Tabela 1: Matriz de custos de uma instaˆncia do ATSP com 8 ve´rtices.
- 2 11 10 8 7 6 5
6 - 1 8 8 4 6 7
5 12 - 11 8 12 3 11
11 9 10 - 1 9 8 10
11 11 9 4 - 2 10 9
12 8 5 2 11 - 11 9
10 11 12 10 9 12 - 3
7 10 10 10 6 3 1 -
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(a) G[x∗] (b) G[x0]
Figura 4: Soluc¸o˜es o´ptimas inteiras sobre P ATSP e PASS, respectivamente.
Na iterac¸a˜o 0, o primeiro ciclo e´ interrompido com ρ = 0.1. A soluc¸a˜o o´ptima do problema
min{∇f(x0)q : q ∈ P
ASS} e´ q0, ilustrada na Figura 5(a). Na˜o se obte´m melhoria no limite
inferior pois f(x0) +∇f(x0)(q0 − x0) = −102.6718. Com a aplicac¸a˜o do me´todo de Newton,
obte´m-se λ0 = 0.2361 ao que corresponde x1 = x0 + λ0(q0 − x0), ilustrada na Figura 5(b). O
corte global de capacidade mı´nima em G[q0] e´ caracterizado por S = {4, 5, 6, 8}, por exemplo.
O corte mais profundo entre q0 e P
ASS
S e´ o corte
x12 + x23 + x37 + x71 ≤ 3,
que e´ acrescentado a` func¸a˜o penalidade.
(a) G[q0] (b) G[x1]
Figura 5: Iterac¸a˜o 0.
Na iterac¸a˜o 1, a soluc¸a˜o o´ptima de min{∇f(x1)q : q ∈ P
ASS} e´ q1, ilustrada na Figura 6(a).
Obte´m-se uma melhoria no limite inferior pois f(x1) + ∇f(x1)(q1 − x1) = 18.5673. Com a
aplicac¸a˜o do me´todo de Newton, obte´m-se λ1 = 0.5933 ao que corresponde x2 = x1 + λ1(q1 −
x1), ilustrada na Figura 6(b). O corte global de capacidade mı´nima em G[q1] e´ caracterizado
por S = {1, 2, 3, 7, 8}, por exemplo. O corte mais profundo entre q1 e P
ASS
S e´ o corte
x45 + x56 + x64 ≤ 2,
que e´ acrescentado a` func¸a˜o penalidade.
Na iterac¸a˜o 2, a soluc¸a˜o o´ptima de min{∇f(x2)q : q ∈ P
ASS} e´ q2, ilustrada na Figura 7(a).
Na˜o se obte´m uma melhoria no limite inferior pois f(x2)+∇f(x2)(q2−x2) = 15.0568. Com a
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(a) G[q1] (b) G[x2]
Figura 6: Iterac¸a˜o 1.
aplicac¸a˜o do me´todo de Newton, obte´m-se λ2 = 0.1213 ao que corresponde x3 = x2 + λ2(q2 −
x2), ilustrada na Figura 7(b). O corte global de capacidade mı´nima em G[q2] e´ caracterizado
por S = {7, 8}, por exemplo. O corte mais profundo entre q2 e P
ASS
S e´ o mesmo que foi obtido
no Passo de Inicializac¸a˜o e, por isso, na˜o e´ acrescentado a` func¸a˜o penalidade.
(a) G[q2] (b) G[x3]
Figura 7: Iterac¸a˜o 2.
Na iterac¸a˜o 3, a soluc¸a˜o o´ptima de min{∇f(x3)q : q ∈ P ASS} e´ q3, ilustrada na Figura 8(a).
Obte´m-se uma melhoria no limite inferior pois f(x3) + ∇f(x3)(q3 − x3) = 20.7516. Com a
aplicac¸a˜o do me´todo de Newton, obte´m-se λ3 = 0.1801 ao que corresponde x4 = x3 + λ3(q3 −
x3), ilustrada na Figura 8(b). O corte global de capacidade mı´nima em G[q3] e´ caracterizado
por S = {7, 8}. O corte mais profundo entre q3 e P
ASS
S e´ o mesmo que foi obtido no Passo de
Inicializac¸a˜o.
Na iterac¸a˜o 4, a soluc¸a˜o o´ptima de min{∇f(x4)q : q ∈ P
ASS} e´ q4, ilustrada na Figura 9(a).
Na˜o se obte´m uma melhoria no limite inferior pois f(x4)+∇f(x4)(q4−x4) = 20.1955. Com a
aplicac¸a˜o do me´todo de Newton, obte´m-se λ4 = 0.0554 ao que corresponde x5 = x4 + λ4(q4 −
x4), ilustrada na Figura 9(b). O corte global de capacidade mı´nima em G[q4] e´ caracterizado
por S = {3, 6, 7, 8}. O corte mais profundo entre q4 e P
ASS
S e´ o corte
x12 + x21 + x45 + x54 ≤ 3,
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(a) G[q3] (b) G[x4]
Figura 8: Iterac¸a˜o 3.
que e´ acrescentado a` func¸a˜o penalidade.
(a) G[q4] (b) G[x5]
Figura 9: Iterac¸a˜o 4.
Na iterac¸a˜o 5, a soluc¸a˜o o´ptima de min{∇f(x5)q : q ∈ P
ASS} e´ q5, que coincide com q3.
Obte´m-se nova melhoria no limite inferior pois f(x5) + ∇f(x5)(q5 − x5) = 21.5184. Com a
aplicac¸a˜o do me´todo de Newton, obte´m-se λ5 = 0.0647 ao que corresponde x6 = x5 + λ5(q5 −
x5), ilustrada na Figura 10. O corte global de capacidade mı´nima em G[q5] e´ caracterizado
por S = {7, 8}. Uma vez mais, o corte mais profundo entre q2 e P
ASS
S e´ o mesmo que foi obtido
no Passo de Inicializac¸a˜o.
6 Concluso˜es
O algoritmo que propomos neste trabalho requer um estudo computacional mais aprofun-
dado. O exemplo pequeno que acompanha´mos serviu para testar uma primeira implementac¸a˜o
que fizemos em Matlab com chamadas das rotinas INDUS3 e APPMIX dispon´ıveis na Netlib
na biblioteca de algoritmos da ACM, em http://www.netlib.org/toms/750. Experieˆncias
computacionais preliminares permitiram identificar diversas limitac¸o˜es. Em primeiro lugar,
observa´mos que o algoritmo de primeira ordem pode tornar-se lento, progredindo com λ’s
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Figura 10: Iterac¸a˜o 5: G[x6].
demasiado pequenos.
Em segundo lugar e algo inesperadamente, observa´mos que, em geral, o corte mais pro-
fundo entre qk e P
ASS
S e´ uma desigualdade de ciclo - portanto, ate´ menos profunda que a
correspondente desigualdade de clique em S. Num pro´ximo artigo identificaremos para que
normas ‖ · ‖ essa desigualdade sera´ sempre o corte mais profundo em (26) quando x¯ e´ o vector
caracter´ıstico de um subpercurso.
Analisa´mos tambe´m o comportamento do algoritmo se, no u´ltimo passo da iterac¸a˜o gene´rica
k do algoritmo da Figura 3, substituirmos o vector qk por xk. Neste caso, obtivemos algumas
desigualdades que na˜o sa˜o de circuito mas tambe´m ainda na˜o sa˜o desigualdades de clique. Fica
tambe´m em aberto a questa˜o de saber que tipo de desigualdades conseguiremos gerar se xk
satisfizer todas as restric¸o˜es de clique e for ponto extremo de uma relaxac¸a˜o linear de P ATSP.
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