INTRODUCTION
Ca" oscillation detectors, or PCODs, become entrained to the Ca2" oscillations and produce large amplitude oscillations. These large amplitude oscillations, the output of the receiver, may serve as a starting point of other cellular chemical reactions. We use the term parametric because the modulation of some kinetic parameter of the biochemical system by Ca2" is central to the activation of these systems.
The essential dynamic property of PCODs is excitability. Excitable is used in the same sense as in nerve axons; that is, the system is stable to small disturbances but "fires" when the disturbance exceeds some threshold. Excitable behavior is not uncommon in biological systems, and many oscillating systems can, by a change in parameter values, be made excitable. Because the known cellular oscillators number over a hundred (Rapp, 1979 ) the class of PCODs may be quite large. Thus PCODs are not part of a novel class of dynamical systems but rather part of a large and familiar one. What is novel is our interpretation of the response of excitable systems to periodic parameter modulation.
We will show that PCODs have the following properties:
(1) PCODs are more sensitive to an oscillatory Ca2" signal than to a steady elevated Ca" concentration. (2) The operation of a PCOD and most of its important properties can be understood using a mechanical energy analog of an excitable system shown in Fig. 1 . Fig. 1 A shows the ball at rest at the local energy minimum x = x0. Distorting the energy profile (Fig. 1 B) causes the ball, starting from x0, to roll down to the new energy minimum. In this case the distortion is small enough that the ball makes only a small local adjustment to the new energy minimum. If, however, the energy profile distortion is large enough (Fig. 1 C) the ball finds itselfbeyond the local energy maximum (the threshold value) and rolls down the big energy hill to land far from its starting position. This is analogous to the threshold phenomenon in nerve axons.
What underlies the distortion of the energy profile? The key assumption in our model is that changes in the Ca> concentration modulate the velocity field (described below), phosphate (cAMP) oscillations in the slime mold Dictyostelium discoideum. Segel's (1989) ('y) , approximating it as an algebraic function of (3, 'y((3) = kt(/(hk).
oa is the ratio of the maximum cAMP production rate to the substrate input rate, k, is the decay rate of intracellular cAMP, and k is the ratio of the decay rate of extracellular cAMP to the maximal input rate of ATP. h is the ratio of extracellular volume to total intracellular volume, and q = Ks/KP, where Ks is the Michaelis constant for adenylyl cyclase and Kp is the dissociation constant for extracellular cAMP. 4 describes the conversion of ATP to cAMP and is given by )(a (3) -+a(1 + a)(1 + y(())2 L + (1 + a)21+y()2 FIGURE 1 Energy analog for the parametric Ca2" oscillation detector (PCOD). Ca2" oscillations modulate the velocity field of the PCOD, which is analogous to the energy profile in a mechanical system. (A) The ball is at the local energy minimum at x = x0. (B) A small change in k distorts the energy profile, moving the energy minimum to a new location, and the ball moves only a little to adjust to the new energy minimum. (C) A sufficiently large change in k distorts the energy profile enough so that the ball no longer is attracted to the new local energy minimum; instead it rolls down the large energy well to land far from its starting point.
which is the analog of the energy profile. So suppose that the Ca2" oscillations cause the energy profile to alternate between that in (Fig. 1 A) and (Fig. 1 C) . If after falling the ball is repeatedly returned to the little energy well, then the ball will periodically drop from a great height. Thus small periodic changes in the energy profile can produce large periodic changes in the height of the ball.
A model PCOD Many oscillatory systems can become excitable by a change in parameter values. One such system is Goldbeter and Segel's (1977) model for cyclic adenosine 3',5'-monowhere L is the allosteric constant.
Ca2" activates some classes of adenylyl cyclase (type I and III; Choi et al., 1992; Wu et al., 1993) and inhibit others such as those found in cardiac myocytes (Yu et al., 1993; Colvin et al., 1991) and in D. discoideum (Monk and Othmer, 1989 The basic ideas illustrated in the mechanical energy analog translate naturally to the dynamical system given by Eqs. 1 and 2. The appropriate setting for this translation is the a-(3 plane, or phase plane (Segel, 1989) . Analogous to the ball's coordinate x is the state or phase of the PCOD (a(t), (t)). In the mechanical energy analog the energy profile or potential energy gradient determines the motion of the ball.
Here, the velocity field (a, (3) = (fta, (3; q), g(a, (; q)) determines the motion of the phase point in the phase plane. The movement of the phase point is like that of a ball moving on a complex landscape of hills, valleys, cols, and depressions. The key assumption in our model is that changes in Ca2' alter the velocity landscape through changes in the parameter q. In effect, changes in Ca2+ move the location of the hills and valleys, flattening some, raising others.
For a system to function as a PCOD it suffices that it possess three dynamic properties: (P1) existence of a unique Fig. 2 . ,B is positive for points above the ,3-nullcline, so the trajectory moves rightward; conversely, below the 13-nullcline, 13 is negative, and the trajectory moves leftward. Similarly, for points above (below) the a-nullcline, & is negative (positive) so the trajectory moves downward (upward). Thus trajectories begin to reverse their direction on the nullclines, and any solution trajectory (a(t), 13(t)), for example the one shown by the dashed loop, crosses the a-nullcline (P-nullcline) horizontally (vertically) because at their intersection a = 0 (1 = 0). Thus the nullclines mark the horizontal and vertical limits of the solution. This system has a unique SS found at the intersection of the nullclines.
Property (P1), stability of the unique SS, is satisfied when the a-nullcline intersects the ascending part of the ,B-nullcline near the local maximum. Linear stability analysis (Segel, 1989) shows that the SS is a stable focus. Thus after a small perturbation the system returns to the SS through a series of damped oscillations as shown in Fig. 3 A, and the trajectory is shown as the small dashed-dotted loop in Fig tem to "fire," generating a large spike seen in Fig. 3 B; the corresponding trajectory is shown as the dashed curve in Fig. 2 .
The origin of these qualitatively distinct responses to perturbations can be understood by using the phase plane schematic in Fig. 3 C. These curves are topologically accurate representations of the nullclines for q = 100 (dotted curve) and q = 105 (solid curve). We use these schematic nullclines because the curvatures of the actual ,B-nullclines are too subtle near the SS to clearly illustrate the dynamics in this region. Only a single a-nullcline is needed because this nullcline is independent of q.
The ,3-nullcline has a characteristic n shape that is common to many excitable systems such as FitzHugh's BVP model for axons (FitzHugh, 1961) . The importance of the n-shaped nullcline becomes evident when we make subthreshold or suprathreshold perturbations to the SS. Let q be l 5 ---lza and Spangler equal to 105 and displace the state from point A (the SS) along the a-nullcline toward C to a location below point B that is level with the local maximum of the 13-nullcline. The reason for displacing the state along the a-nullcline instead of along an arbitrary direction is to prepare for the next section where q will be modulated. In that case the initial point will lie along the a-nullcline at a position determined by the instantaneous value of q(t). Starting from the initial displacement the state will follow a trajectory that moves downward and toward the right (because ,B is positive and a negative) until, very shortly, it intersects the f-nullcline to the left of the local maximum. At the ,B-nullcline the rightward movement is arrested and the trajectory begins to turn back to the left. The net result is a small damped oscillation shown as the dashed-dotted curve in Fig. 2 . Now consider a suprathreshold displacement from A to C, which is the SS for q = 100. The state follows a trajectory (labeled CC') leading downward and to the right as before. But because the state starts sufficiently high, it clears the local maximum of the ,B-nullcline and shoots off to the right. The rightward movement is eventually bounded by the ascending part of the P3-nullcline. This perturbation generates the large spike in Fig. 3 B whose trajectory is shown as the dashed curve in Fig. 2 .
It is neither easy nor necessary to determine analytically the precise perturbation magnitude needed to reach the threshold for firing. Nevertheless, it is useful to note that point B marks the lower bound (but not the greatest lower bound since the trajectory has a downward component) for suprathreshold perturbations along the a-nullcline. As the parameters change and bring the intersection of the a-and ,B-nullclines (that is, the SS) closer to the the local maximum, the threshold for firing becomes smaller. When the SS coincides with the ,B-nullcline's local maximum the firing threshold is zero: the SS is no longer stable and the system oscillates spontaneously.
A study of the vector field throughout the phase plane shows that the trajectories of Eqs. 1 and 2 are globally bounded. Thus the cAMP system has all the properties of excitability: unique SS, global boundedness, and threshold behavior.
Response of the PCOD to periodic parameter modulation To see one of the most important advantages of using oscillatory instead of steady Ca21 signaling, we first need to establish the system's response to different values of constant q. Fig. 4 shows the relationship between q and the amplitude of the spontaneous cAMP oscillations. For (Lakatta et al., 1985; Wakui et al., 1989) . We start by using rectangular modulation of q not only to simulate spiky Ca2" oscillations but also because in this case the origin of parametric oscillations can be readily understood in terms of the super-and subthreshold perturbations. Fig. 5 shows the surprising result that periodically modulating q generates large amplitude cAMP oscillations that continue as long as the modulation occurs. Why does the modulation of q between two values produce large amplitude oscillations while no oscillations occur with q fixed at a value in that range? As q jumps between 100 and 105, the ,B-nullcline in Fig.  3 C alternates between the dotted and solid curves. The system starts with q = 100 at the stable SS, point C in Fig. 3 C. The system remains in this state until q suddenly jumps function has baseline value qo = 100, period T = 100, amplitude 8 = 5, and duty cycle DC = 0.2. These large oscillations occur despite the maximum q(t), 105, being less than qc, the minimum value of constant q needed to generate spontaneous oscillations. The modulation period is large enough that each q(t) pulse triggers a cAMP spike. Fig. 3 B. The time that q remains equal to 105 is long enough for the state to move past C' so that, when q drops back to 100, the trajectory will not be corralled by the dotted f-nullcline, and a large pulse is generated. Since the modulation period (T) is very long (T = 100) the system has ample time to return almost to the SS (point C) before q jumps back again to 105 and the cycle is repeated. This analysis lies at the core of understanding the response of an excitable system to periodic parameter modulation. Thus it is worthwhile to expand and summarize the results of previous paragraph. Whether periodic q modulation will generate large cAMP oscillation depends on both the modulation amplitude 8(t) = q(t) -qo (here the baseline qo equals 100) and the time q during which remains displaced from the baseline. This time, , is the product of the modulation period and the duty cycle (DC), which is the fraction of the modulation period where 8(t) $ 0. 8 must be large enough that the ,3-nullclines for q = q0 and q = qo + 6 have the configuration shown in Fig. 3 Small modulations can excite large amplitude oscillations The cytotoxicity of high Ca2`concentrations requires the cell to keep the Ca2`concentration low. This requirement imposes a number of constraints on using Ca2+ as a signaling molecule (see Discussion). Fig. 6 shows two important properties of PCODs that allow them to compensate for these constraints. This figure shows how the amplitude of the cAMP oscillation depends on the amplitude of the rectangular modulation function. The abscissa is the percent change from the baseline value (qo = 100). The modulation period and the duty cycle were fixed to T = 100 and DC = 0.2.
The first important property to be gleaned from this graph is that the fractional change in q needed to excite large amplitude cAMP oscillations is small; -3% modulation of q suffices. By contrast, if q were not periodically modulated but held at a fixed value, q would need to increase by -11% (indicated by the arrow) from the baseline value before large cAMP oscillations would be seen at q = q*. Even at this value the oscillation amplitude (indicated by the square) would be smaller than when q is modulated. This property of PCODs shows an advantage Ca21 oscillations have over a steady Ca2+ signal. Assuming again that q increases monotonically with increasing Ca21 concentration, Fig. 6 shows that the PCOD responds more strongly to an oscillatory Ca2" signal than to a high steady Ca2" signal (6/q0) x 1 00 FIGURE 6 cAMP oscillation amplitude (circles) as a function of q(t) modulation amplitude. The q(t) waveform was rectangular as in Fig. 5 . The abscissa is the percent change of q(t) from the baseline value, qo = 100. The almost flat response profile is an essential quality of receivers of frequency encoded information; it allows the output of the receiver to be independent of the signal strength. The arrow shows the change needed to attain the value of q*, and the square shows the resulting amplitude of the spontaneous oscillations. The modulation function had a period of 100 and a duty cycle of 0.2.
even when the peak of the oscillation is lower than the steady signal. In other words, small amplitude Ca21 oscillations are more effective in exciting a PCOD than a high steady Ca21 signal.
Fig. 6 also shows that periodic negative modulation of q can also elicit large amplitude cAMP oscillations. The origin of these large cAMP oscillations can be understood using Fig. 3 C, but this time let the f-nullcline for q = 100 be solid and let the dotted f3-nullcline be that for q = 95. Starting from A, when q drops to 95 the state will follow a leftward and upward trajectory to C. Provided q remains at 95 long enough for the state to approach C, then when q jumps back up to 100 the state will move rightward and downward, clearing the hump of the solid ,B-nullcline and generate a large spike. This result means that large amplitude cAMP oscillations may also be generated in some cells having type I or type III adenylyl cyclase, which are activated by Ca21 (Choi et al., 1992; Wu et al., 1993) .
The second important property of a PCOD is that the cAMP oscillation amplitude is almost independent of the modulation amplitude beyond a critical value (-3% in this particular case). If information is encoded in the Ca21 oscillation frequency, then unambiguous interpretation of the message requires that the output of the detector be independent of the signal strength. This independence arises because the output of the PCOD is determined by its own internal dynamics; the Ca21 signal only triggers the generation of the large cAMP pulse. The PCOD behaves as a high input impedance device, which draws little power from the signal source.
Frequency response of a PCOD Fig. 8 . Fig. 8 A shows the q(t) modulation over one period of the cAMP oscillation. The modulation period T = 20 is one-fourth of TPCOD-The solution trajectory in the phase plane is shown in Fig. 8 B. The circles show where the modulation pulses occurred; the letters correspond to the pulse labels in Fig. 8 (a, g3) where the modulation pulse occurs. A shows that q(t) pulses at times c and d have little effect, while the pulse at a has a small effect and a large spike is generated at b. The circles in B show the phase where the pulses occurred. Pulses a and b occur when the phase system is near the SS, which is where the system is most sensitive to perturbations. Pulses c and d occur when the system is insensitive to perturbations, analogous to the relative refractory period in nerve axons.
which is where the cAMP system is most sensitive to perturbations. Accordingly, these q(t) pulses have no perceptible effect on the trajectory. Only when the system is near the SS do small q(t) pulses have appreciable effect; pulse a excites a small response and pulse b initiates a full cAMP spike. Thus the period of the cAMP oscillations is the smallest integer multiple of the Ca" oscillation period that is greater than the time required for the cAMP system to return to the SS after a suprathreshold perturbation, a time of -80 in this case. To understand why large amplitude oscillations disappear when Tis small (T 10) we return to Fig. 3 C. When qjumps from 100 to 105 the system starts to move from C, rightward on the trajectory CC'. But because T (= T X DC) is so small, when q drops back to 100 the state has not moved beyond C', and it becomes corralled by the dotted ,B-nullcline. The energy analogy provides an alternative explanation. With the energy profile in Fig. 1 C the ball begins to move, but because the modulation period is short the ball does not move appreciably before the energy profile switches back to that in 40' Fig. 1 A where it begins to relax back to the stable SS. Thus the ball is simply jostled back and forth at the modulation period.
Response of the PCOD to sinusoidal parameter modulation We have been using a rectangular modulation function; now assume that q(t) varies sinusoidally between 100 and 105. Fig. 9 shows the amplitude and TpCODIT as a function of the modulation period T. The response is similar to that shown in Fig. 7 except that now the PCOD no longer responds to long period modulation. The generation of large amplitude oscillations at moderate frequencies and the disappearance of large amplitude oscillations at high frequencies in this case can be understood by using the same reasoning used as when q underwent rectangular modulation. The disappearance of large amplitude oscillations at low frequencies is new and points out another property of the signal required for parametric excitation.
With low frequency rectangular modulation, although the period between pulses is long, the transition from q = 100 to q = 105 is instantaneous. Because T is long in this case, the state in Fig. 3 C has time to move beyond C' before q returns to 100 and the system fires. With sinusoidal modulation the 13-nullcline changes continuously between that for q = 100 and q = 105. If the change is slow enough, the state has time to relax to the slowly moving SS. Thus the system is always close to the SS so no firing occurs. Thus the oscillations are small, simply reflecting the movement of the SS and its period equals the modulation period.
Thus for a signal to elicit large amplitude oscillations, the rate of change of the signal must be faster than the PCOD's relaxation rate and slower than its excitation rate (inverse of the time for the state to go between C and C' in Fig. 3 C) . What this means is that the dynamics of the PCOD effectively filters out both high frequency noise (small ) and slow variations of Ca2+. The PCOD can extract information from a noisy signal
The ability of a PCOD to filter out high frequency noise becomes clear when we add Gaussian noise to the clean rectangular modulation function shown in Fig. 10 A. The solid curve in Fig. 10 B is the response to the clean rectangular modulation function in Fig. 10 A. The dotted curve in Fig.  10 B is the response to the noisy modulation function. At this scale the differences are imperceptible; the inset shows the effect of the noise when the system is near the SS. We used a long (T = 150) modulation period so the system could spend a long time near the SS where it is most susceptible to noise, thereby maximizing the chance of getting a spurious firing from a noise spike. This figure is similar to Fig. 7 , except q(t) is sinusoidally modulated between 100 and 105. The system responds similarly to sinusoidal and rectangular q(t) modulation except when the modulation period is large. See text for explanation. (Wilson et al. 1987 Frequency coding of information offers a greater immunity from noise corruption (Rapp et al., 1981) . To take advantage of frequency coded information there must be receivers that can respond specifically to an oscillatory signal. Li and Goldbeter (1989) (Allbritton et al., 1992) is the Ca2+ diffusion coefficient. The amplitude of a 1-Hz rectangular Ca2+ signal with 10% duty cycle would decrease by 66% just 2 ,um from the generator.) The output of a receiver of frequency encoded signals should not depend on the magnitude of the signal. Otherwise, the meaning of the message would depend on the distance between the signal source and receiver. A PCOD satisfies this requirement, as shown in Fig.  6 , because its output is determined by its internal dynamics; the Ca2+ signal only triggers the detector.
Since Ca2+ is toxic at high concentrations it is beneficial to use the smallest practical Ca2+ signal. Fig. 6 (Fig. 7) the outputs of PCOD1 and PCOD2 would be constant despite changes in the Ca21 oscillation frequency. Thus the common reaction would simply be driven faster or slower without seeing changes in the amplitude of the substrates 01 and 02 The efficiency and throughput of the common reaction may be enhanced by the temporal coordination of PCOD1 and PCOD2, thereby suggesting another possible advantage of an oscillatory rather than a steady Ca21 signaling mechanism.
