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Resumo 
Neste trabalho, investigamos a existência de soluções periódicas de problemas 
quase-parabólicos, envolvendo por exemplo o operador p-Laplaceano, .Ó..p, ou qual-
quer outro de comportamento similar a este, sob a ação de perturbações (não ne-
cessariamente pequenas) não lineares, não dissipativas e nem contínuas (no tempo). 
Estas perturbações podem, em alguns casos, não só envolver a solução como também 
as derivadas espaciais da solução, desde que sujeitas a certas condições de cresci-
mento. São investigadas situações onde existem trocas periódicas tanto na parte 
principal da equação quanto nas perturbações externas, trocas estas que podem 
ocorrer de acordo com o comportamento da solução ou que serão pré-determinadas 
no tempo. 
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Introdução 
Operadores monótonos não lineares: em particular aqueles que são subdiferen-
ciais de funcionais convexos, como o p-Laplaceano, aparecem freqüentemente em 
várias situações, como por exemplo em equações que modelam o comportamento de 
materiais viscoelásticos (veja Le Tallec [9]). Estes operadores quando acompanhados 
de outros termos não lineares podem tornar a análise da equação complicada, bem 
como tornar difícil a previsão do comportamento da solução, uma vez que o opera-
dor resultante não será necessariamente monótono nem dissipativo, o que em termos 
físicos significa que a interação das forças internas e externas ao sistema pode tanto 
fornecer como retirar energia deste. Por isso não é claro se, ao se atuar com forças 
externas periódicas, a dissipação interna (provocada pelo operador monótono) seJa 
suficiente para garantir que o sistema responda também de maneira periódica. 
É óbvio que este tipo de questão também aparece quando a parte principal da 
equação é representada por nm operador monótono e linear (caso semilinear) mas 
neste caso as técnicas disponíveis para se abordar o problema são mais numerosas 
do que para o caso não linear. Exemplos interessantes disto são dados nos trabalhos 
de P. Hess [7]- onde são encontradas soluções positivas de problemas uniformemente 
parabólicos baseados no problema elíptico associado - e M. Esteban [5] onde são en-
contradas soluções positivas de problemas uniformemente parabólicos superlineares 
com base no trabalho anterior. 
Mas apesar de nossos recursos serem bem mais restritos e de termos encon-
tra.do na literatura somente resultados sobre problemas não lineares mas puramente 
monotônicos, foi possÍvel obter a existência de soluções periódicas para uma série 
de problemas que permitem a atuação de operadores monótonos acompanhados por 
outros operadores não lineares - a este tipo de problema iremos nos referir por Pro-
blema Perturbado. Além disso permite-se que haja trocas abruptas de operadores, 
trocas estas que podem tanto depender do tempo t como da própria solução da 
equaçao. 
Assim no primeiro capítulo, ambientados num espaço de Hilbert, procuramos 
soluções periódicas de equações que envolvem determinados operadores maximais 
monotônicos perturbados por operadores localmente lipschitzianos; além disso 
permitimos que houvessem trocas abruptas desses operadores, trocas estas pré-
estabelecidas no tempo. 
Matematicamente falando, o que fizemos foi encontrar condições suficientes 
sobre operadores maximais mono tônicos A;, i = 1, 2, para os quais o problema 
{
u,+A,u+B,(t,u)30 !E(O,t) 
(0.1) u,+A2u+B2(t,u)30 iE(t,T) 
u(O) = u(T) 
tivesse solução, onde B; é operador localmente lipschitziano, em H, na segunda 
variável, i = 1, 2. Isso foi feito usando-se resultados de ponto fixo sobre a aplicação 
de Poincaré associada à equação acima. 
No Capítulo 2, para que pudéssemos trabalhar com uma classe de perturbações 
{ B;( t, ·)} maior que a classe dos operadores localmente lipschitzianos de H fomos 
obrigados a restringir um pouco mais a classe de operadores monotônicos a que A; 
pudesse pertencer. 
Assim num primeiro momento trabalhamos com o operador Pi- Laplaceano com 
condição de Dirichlet, cuja formulação variacional gera um operador A; = -.Ó..p; : 
W~'P'(!l) --+ w-I,p:(n), onde p; 2: 2 e ~ + ~ = 1 e n é aberto regular e limitado 
p; i; 
do IRF e mostramos que o problema abaixo tem solução: 
l 
u,(t,x)- L'.,u(i,x) + m(i)g,(u(t,x)) + h,(t,x) =O 
(0.
2
) u,(t, x)- L'.,u(t, x) + m(i)g2 ( u(t, x)) + h2 (t, x) =O 
ulâo =O 
u(O,x) = u(T,x) 
, t E (0,1), 
,tE (t,T), 
,tE (O,T), 
,x E n, 
onde m E L=(o, T), h, E u\ (0, t; w-'·'\(!1)), h2 E L'; (t, T; N-<.,; (!1) e g; é função 
real,contínuaelimitadapor lg;(O")I:S a;(IO"Is;-l+1) coma; 2: O, O :S si <p;-1, O" E 
IR e i = 1, 2. 
Neste caso o que fizemos foi, através do método de Galerkin e de estimativas 
a priori, encontrar propriedades do Operador Solução associado à equação e, então, 
usando a teoria do Grau de Leray-Schauder provar que este operador tinha um ponto 
fixo. Na realidade este método pode ser fac:ilmente estendido para uma situação 
abstrata que é descrita no Teorema 3.3. 
Quando alguma função 9i tem crescimento limitado por s; igual ou superior 
11 
à Pi - 1 também obtivemos soluções fracas para (0.2) desde que lmLX) fosse sufi-
cientemente pequeno e que 8; ::; Pi - 1 + r;(N,p;) onde r; > O é explicitado no 
Teorema :3.10. O caso p1 = p2 = p é mostrado no Teorema 3.5 e a situação geral: 
por ser obtida de forma inteiramente análoga a este caso particular, tem sua de-
monstração omitida. Cabe observar que o número r; é determinado em função de 
certas imersões de Sobolev e por isso ainda não foi possível estender este resultado 
para uma situação abstrata. Mas mesmo assim são apresentados vários exemplos 
de operadores monótonos que podem substituir -Ó.p na equação (0.2) e que para 
o mesmo valor de T fornecem soluções fracas. Todos estes resultados foram obti-
dos mostrando-se através do Teorema do Ponto Fixo de Schauder, que o Operador 
Solução associa.do a este problema a.dmitia um ponto fixo. 
De modo análogo a.o caso descrito anteriormente, encontramos um limite supe-
rior para s; 2: p; - 1 para que (0.2) admitisse solução forte. Neste caso foi possfvel 
traçar um paralelo entre problemas não lineares envolvendo o operador ó.P, com 
p > 2, com problemas semi-lineares envolvendo o operador de Laplace -.6. = -6.2 . 
Como se esperava, pelo fato de 6. ser linear (e mantida a. condição de pequenez sobre 
lmloo) foi possível obter soluções fortes para (0.2) para crescimentos s; "superiores" 
aos permitidos no caso -ó.P,p > 2. Veja Teorema 4.1 e observação subseqüente a 
este. 
Mas existem situações físicas que, quando representadas matematicamente en-
volvem trocas de operadores não sob marcas pré-determinadas no tempo mas de 
acordo com o próprio comportamento da solução. Assim, ainda no segundo capítulo 
estudamos uma situação onde a troca de operadores se dá. em função da norma. da 
solução; esta situação é dada pelo Teorema 5.1. 
E finalmente no Capítulo 3, estudamos um caso onde se permite que a per-
turbação seja função também do gradiente da solução. Usando o método de Galerkin 
mostramos no Teorema 1.1 que o problema 
1 
' au 
u,- t>,u = h(t, ·) + ;Ç,ge(u) ax, 
ulao =O . 
u(O) = u(T) 




Como dissemos na introdução, nosso objetivo é procurar soluções de proble-
mas quase parabólicos, envolvendo operadores monótonos e perturbações que sofram 
mudanças abruptas no decorrer do tempo. Neste capítulo vamos estudar alguns pro-
blemas, sob o ponto de vista de espaços de Hilbert. Assim inicialmente recordaremos 
alguns fatos que serão de fundamental importância na elaboração de nossos resul-
tados. 
1. Preliminares 
Seja H um espaço de Hilbert real e A : H --+ H um operador multívoco, 
isto é, para todo x E H tem-se que Ax E 2H. Denotaremos o domínio de A por 
D(A) = {x E H; Ax f ,P) e a imagem de A por R(A) = {y E H; y E Ax para 
algum x E D(A)). Diremos também que [x,y] E A se x E D(A) e y E Ax. 
Definição: Um operador multívoco A : H ---+ H será dito monótono (ou mo-
notônico) se para todo [x;, y;] E A, i = 1, 2, :l a 2:: O tal que (y1 - y2 , x1 - x2)H 2:: 
alx1- x2 IJJ. Se a> O A é dito estritamente monótono. 
Definição: Se A : H --+ H for maximal dentre o conjunto dos operadores 
monótonos de H então A será dito maximal monotônico. Neste caso, denotaremos: 
Aém.m. 
Uma caracterização útil desta última definição é dada por: 
Proposição 1.1: Sey"a A: H----+ H 1 então são equivalentes 
i) A é maximal monotônico, (m.m), 
ii) A é. monótono e R(!+ A)= H, onde I é o operador identidade de H. 
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Prova: Veja Brezis [2], Capítulo 2, Proposição 2.2. 
A seguir vamos dar alguns exemplos de operadores m.m. Como muitos de-
les serão citados no decorrer deste trabalho, faremos alguns detalhamentos e co-
mentários sobre suas propriedades. 
Exemplo 1.2: Seja f : IR ---t IR uma função crescente tal que para todo 
a E IR os limites laterais J(a±) = lim f(x) existam. Definimos então o ope-
o:--..a± 
rador multívoco J : IR ~ IR por ](a) = {!(a)) se f for contínua em a e por 
](a)= {y; f(a_) :S y :S f(a+)) quando f noo for contínua em a. Então f é m.m 
em IR. 
Exemplo 1.3: Sejam <P : H ---t IR, <P :f; oo, um funcional convexo e semicontínuo 
inferiormente e D(,P) = {x E H; ,P(x) <DO}. Seja também aq, o subdiferencial de ,P, 
isto é, [x, y] E 8,P se e somente se para todo li E H tivermos ,P(li) 2: ,P(x) + (y, li- .x ). 
Segundo Brezis [2], Capítulo 2, Exemplo 2.3.4, 84> é operador m.m. 
Exemplo 1.4: Seja cP como no exemplo anterior e seja /( um conjunto convexo e 
fechado de H tal que KnD(,P) # ,P. Definimos h: H~ IR por h(x) = ,P(x) 
se x E K e cfK(x) = oo se x fj_ K. Não é difícil mostrar que cfK é convexo e semi-
contínuo inferiormente, além disso cfiK :f; oo. Logo 8cPK é m.m. 
No exemplo que daremos a seguir vamos obter, à partir de um operador 
monótono definido sobre um espaço de Banach, um operador m.m definido num 
determinado espaço de Hilbert. 
Exemplo 1.5: Sejam V um espaço de Banach reflexivo, V' seu dual topológico e 
H um espaço de Hilbert tais que V C H C V' com inclusões contínuas e densas. 
Seja A um operador unívoco definido sobre todo V, A : V ---t V'. 
A será dito monótono em V se tivermos (Au- Av,u- v)v'V ~O para todo 
u, v E V, onde (, · )v'V representa a aplicação dualidade entre V 1 e V. 
A será um operador hemicontínuo se para todo u, v, w E V a aplicação real 
2 
À H (A(u +À v), w)v'V for contínua para todo À E JR. 
A será um operador coercivo se lim (Au, -
1 
ui ) = oo. 
lulv-oo U V 
Deste modo, se A : V -----t V' é monótono, hemicontínuo e coercivo, então, de 
acordo com Brezis [2], Capítulo 2, Exemplo 2.3.7, a restrição de A a H, que de-
notaremos por AH, será um operador m.m de H onde AH(x) = A(x) para todo 
xED(AH)={xEV; AxEH). 
Este fato fornece um critério para saber se certos operadores são m.m em um 
espaço de Hilbert H. Vejamos alguns exemplos concretos que ilustram as situações 
descritas anteriormente. Para isso vamos considerar n um aberto limitado e regular 
do IRN e p 2:': 2. 
Exemplo 1.6: Seja ~' : L'(!1) ~ IR tal que se u E L'(!1) então 
,P(u) =! r lu(x)l'dx :=!lu I'· 
p ln p P 
Observando-se que a função real f(t) = ~ltiP é diferenciável com derivada 
p 
f'(t) = 1t1P-2f e fazendo uso do Teorema da Convergência de Lebesgue concluímos 
que '1/J é Gateux diferenciável e que para todo u E LP(f!) tem-se que '1/J'(u) = luiP- 2u. 
Também com o uso do teorema da Converfência de Lebesgue, é fácil mostrar que 
>li : LP(!1) ~ L'' (!1) é hemicontínuo, onde p + ~ = 1. 
Note que 1/) é um funcional convexo, assim para todo O E [0, 1] tem -se 
,P(u +O( v- u)) = 7/;((1- O)u + Ov) <; (1- 0)7/;(u) + 07/J(v). 
Logo ~[,P(u +O( v- u))- 7/;(u)] <; 7/J(v) -7/J(u) e portanto ~e O~ O concluímos que 
(,P'(u), v- uh,,"'<; ,P(v)- 7/;(u) V u, v E LP(!1) 
e conseqüentemente 
(7/;'(u) -7/;'(v),u- v) 2 O. 
Assim '1/J' é monótono, hemicontínuo e coercivo (pois ('1/J'(u), -
1 
ui )LP'LP = 
UL> 
lul~-t --+ oo quando luiP --+ oo ). Logo se denotarmos a restrição de '1/J' a L2(0) 
3 
por 81/; concluiremos que 81/; é m.m onde 
D(8,P) = {u E L'(íl); lul'-'u E L2(íl)} 
e 
8,P(u) = lnlp-2u para todo u E D(8,P). 
Uma outra forma de olhar para este mesmo operador é vendo-o como subdife-
rencial do funcional convexo e semicontínuo inferior 1 que é dado por 1: L2 (0) - IR 
onde 
,P(u) = { ~lul~ se u E L'(íl) 
oo se u !f L'(íl). 
É fácil ver que c/> é convexo. A semicontinuidade inferior pode ser obtida da 
seguinte forma: 
Sejam (un) uma seqüência de L2 (0) e u E L2 (0) tais que Un -+ u quando 
n -+ oo. Selim inf cf>(un) = a e a = oo então cj>(u) ::::; lim inf cj>(un)· Mas se 
n->oo n->oo 
a E IR+ então existe seqüência minimizante que denotaremos ainda por un tal que 
limo/( un) = a. Da definição de c/> segue que Un é uma seqüência limitada em n-= 
LP(O). Logo existe nova subseqüência ainda denotada por Un e v E LP(O) tal que 
Un _____.v em LP(fl) e portanto lviP::::; lim inf lunlp· Mas p ~ 2 e por isso LP(O) está n-= 
continuamente imerso em L2(0) e assim un _____. v em L2(0). Como originariamente 
un- u em L2(0) segue que v= u e !ui~:::; limni_E[,Iunl~ como queríamos. 
Assim, do Exemplo 1.3 segue que Bcj> é m.m em L2 (0). Para concluir que 
81/J(u) = 8</>(u) e que D(fi<P) = D(iJ,P) = {u E L'(íl); lul'- 2u E L2(íl)} basta notar 
que se u E D(iJ,P) então [u, iul'-2u] E 84>, isto é, iJ,P C à</>. Mas iJ,P é maximal 
monótono, logo B'lj; = BtjJ. 
De modo inteiramente análogo ao anterior, conclui-se que os exemplos dados a 
seguir são m.m em L2(0). 
Exemplo 1.7: Seja q,: L2(íl) ~IR tal que 
<P(u) = { ~kiVu(x)l'dx := ~luli,, :: 
4 
u E w~·'(íl) 
u !f W~''(íl). 
EntàD 8~: L'(rl) ___, L2(rl) é operador m.m e é dado por 
D(8~) = {u E W~·'(rl); div(IVul'-2\lu) E L 2(rl)} 
onde 
e div indica o operador divergente usual. -DfjJ é usualmente denotado por ~P e é 
chamado de p-Laplaceano (neste caso com condição de contorno de Dirichlet). 
Exemplo 1.8: Sejam a, 6 > O e f3 ~ O e seja a E C 1(JR+) tais que a1(0") ~ O 
e buP-1 ::; a(aP)aP-l :S o:o-p-l + ;3. Chamando A(t) = fot a(a)da-, definimos então 
~: L 2 (rl) ___,IR por 
Então 
e 
~(u) = { hA(I\lu(x)l')dx se 
oo se 
u E w~·'(rll 
u r;. w~·'(rl). 
D(8<P) = {u E W~·'(rl); div(a(IVui')IVui,_,Vu) E L2 (rl)} 
8,P(u) = -div(a(IVui')IVul'-2 \lu) 
onde 8ljl : L2 (!1) -+ L2 (!1) é operador m.m. Este operador é conhecido como p-
Lapla.ceano generalizado (neste caso com condição de fronteira de Dirichlet). 
Exemplo 1.9: Seja q,: L2(rl) ___,IR tal que 
"(u) - - u l,p - - u l,p2 + - u l,PI se u 
{ 
.\I I' .1, I I" .1, I I" u E w!·'(nJ 
'+'-P Pz P1 
00 se u r;. w~·'(rl) 
onde p > Pz > P1 2'. 2, À, À1, Àz > O, p = 2pz- P1, À~ ::; 4,\,\1, e [..\z(pz- 1)]2 -
4.\.\r(p-l)(pr -1)::; O. EntàD 
D(8<f) = {u E W,i·'(l1);é.,u E L'(rl)} 
onde 
aq,(u) = -.\é.,u + .\,é.,u- .\,é.,u 
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é m.m em L'(il). 
Exemplo 1.10: Seja 4>: L2 (il) ~IR tal que 
~(u) = { ~f: r laau (x)l'dx se u E wZ·'(il) 
'f' p ,== 1 ln x, 
oo se u <jc W~·'(il) 
Então OcP : I 2 (0) __. L2 (0) é operador m.m onde 
D(â4>) = (u E WZ''(il); f: aa (l%ul'-'aâu) E L2 (il) 
ax, x; X, X, 
e 
âf(u) =_f: _i_(l8u ~P- 2 âu) 
i=l 8x; axi 8x; 
Exemplo 1.11: Seja 4>: L2 (il) ~IR tal que para,\> O tem-se: 
~( ) { ~ r i'Vu(x)l'dx +!: r lu(x)l'dx 
'f' u = p lo p lo 
00 
se u E W1·'(il) e 
caso contrário. 
Então â,P: L'(il) ~ L'(il) definido por 
onde 
é operador m.m. 
Observação: Para se avaliar a monotonia de um operador do tipo divergente veja 
o critério dado no Capítulo 2 através do Lema 1.3. 
2. Problemas de Cauchy (Uma Recordação) 
A seguir iremos enunciar uma série de r_esultados já conhecidos concernentes à 
existência de soluções do problema Ut + Au 3 f, u(O} = u0 . Antes, porém, vejamos 
o que se entende por soluções desta equação. 
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Definição: Seja f E L1(0, T, H) e o operador multívoco A: H ----<- H m.m. Diremos 
que ué uma solução forte de ~~ + Au 3 f seu E C([O, T]; H), ué absolutamente 
contínua sobre todo compacto de ]0, T[ (e, conseqüentemente, ué derivável q.t.p. 
du 
em ]0, T[), u(t) E D(A) e dt (t) + Au(t) 3 f(t) q.t.p em ]O, T[. 
Por outro lado u E C( [O, T]; H) será uma solução fraca da equação acima se 
existirem seqüências fn E L1(0, T, H) e Un E C([O, T]; H) tais que Un é solução forte 
de d;; + Aun 3 fn. Un ~ u em C([O, T] 'H) e fn ~f em L'(O, T; H). 
Vale então o seguinte resultado: 
Proposição 2.1: Sejam A: H----<- H operador multívoco m.m, f E Ll(O, Ti H) e 
u0 E D(A). Então o problema 
{ 
u, + Au 3 f 
u(O) = u0 
(2.1) 
admite uma única solução fraca. Além disso se f E L2 (0, T, H) e A = ôfjJ, onde 
cjJ i= oo é um funcional convexo semicontínuo inferiormente, então u é uma solução 
forte de (2.1) e para todo tE (O,T], tem-se u(t) E D(o/). 
Mais ainda, se u e v são soluções fracas de Ut + Au 3 f e Vt +Av 3 g, 
respectivamente, onde f,g E U(O,TiH), então se O:::; .s::; t::; T tem-se: 
Prova. Brezis [2], Capítulo 3, Lema 3.1, Teorema 3.4 e Teorema 3.6. 
Proposição 2.2: Sejam A operador multívoco m.m e B um operador lípschitziano 
definido sobre D(A). Então se u0 E D(A) e f E L1 (0,T;H) o problema 
{ 
u, + Au + Bu 3 f 
u(O) = uo 
(2.3) 
tem uma única solução fraca. Se f E BV(O,.T; H), isto é, .se f tem variação limi-
tada então u é lipschítziana se e só se u0 E D(A). 
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Prova: Brezis [2], Capítulo 3, Teorema 3.17 e Observação 3.14. 
Observação: Com as mesmas idéias da demonstração do teorema anterior podemos 
mostrar que se A é operador multívoco m.m e se B : [0, T] x D(A) -t H é lipschitzi-
ano nas duas variáveis, isto é, existem Lt, L2 >O tais que IB(ft, Ut)- B(tz, Uz)IH $ 
L1 lf1 - t 2 1 + L2 lu1 - u2 IH então o problema 
{ 
u, + Au + B(t, u) 3 O, 
u(O) = uo 
tem uma única solução fraca. Esta solução será lipschitziana se e só se u0 E D(A). 
Quando os operadores m.m em questão forem também subdiferenciais obtemos 
soluções fortes impondo menos regularidade sobre B( t, ·), de fato, 
Proposição 2.3: Seja</;: H -t IR, cf; t= co! um funcional convexo e semicontínuo 
inferiormente e tal que min <P = O. Sejam B : [0, T] x D(8q>) ~ H, L > O ex E D( <)>) 
tais que t >--> B(t,x) E L2 (0, T; H) e [B(t, x!)- B(t, x,)[H ::; L[x1 - x 2 [H V x,, x 2 E 
D( q>). 
Então para todo u0 E D(~) o problema 
{





u(O) = Uo 
tem uma única solução forte tal que para todo i E (O,T] tem-se u(t) E D(c(J) e para. 
quase todo t E (0, T) 
I du I' d du dt (t) H+ dt <)>(u(t)) = -(B(t,u(t)), dt (t))H, 
além disso se u0 E D(f) a equação (2.4) será válida em L 2 (0,T;H). 
Prova; Brezis [2], Capítulo 3, Proposição 3.12. 
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3. Soluções Periódicas do Problema nao Perturbado 
Definição: Seja C um conjunto convexo e fechado de H. Diremos que f{ : C -----+ C 
é uma contração de C se existir O ::; k ::; 1 tal que para todo x, y E C tenha-se 
IJ<(x)- K(y)IH :S klx- YIH· 
Se O :S k < 1 então f( será dita uma contração estrita de C. 
Sejam A operador multívoco m.m e f E V(O, T; H). Então a aplicação de 
Poincaré associada a equação u1 + Au 3 f está bem definida pela Proposição 2.1 e 
é dada por 
K: D(A) ~ D(A), 
u0 ~ u(T) 
mais ainda, de (2.2) ]{é uma contração pois IK(u0)- K(vo)IH :::; ec.Tiu0 - v0 [, onde 
a é a constante de monotonia de A, e segue de Brezis [2], Capítulo 2, Teorema 2.2 
que D(A) é um conjunto fechado e convexo de H. Assim se a > O K será uma 
contração estrita de D(A) e portanto, pelo Teorema do Ponto Fixo de Banach K 
terá um único ponto fixo e conseqüentemente 
terá uma única solução (fraca). 
{ 
u, + Au 3 f 
u(O) = u(T) 
(3.1) 
Mas se a = O e A for também um operador coercivo, isto é, existe u E H 
tal que lim (y, XI -
1 
u) = oo onde y E Ax, segue de Brezis [2] que o Problema 
lxl--+cc X H 
(3.1) vai admitir uma solução fraca, mas não necessariamente única. Na realidade, 
fazendo-se pequenas alterações na demonstraçã-o dada por Brezis podemos permitir 
que outros operadores, além de A, atuem no sistema durante o intervalo (0, T). Esse 
fato foi notado inicialmente em [8] por Kawohl e Rühl, trabalho que será comentado 
após a demonstração do Teorema 3.2. Mas neste caso permitiu-se apenas que hou-
vesse a atuação de operadores m.m coercivos. O que vimos é que fortalecendo-se 
a coercividade e a monotonia dos operadores A podemos permitir que operadores 
lipschitzianos coercivos e até não coercivos (mas satisfazendo hipóteses adicionais) 
possam atuar alternadamente com A de modo que o sistema ainda responda de ma-
neira periódica. Esses fatos serão abordados no decorrer desta seção, antes, porém, 
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precisamos citar o seguinte resultado sobre pontos fixos: 
Proposição 3.1: Seja C um conjunto convexo fechado de um espaço de Banach 
uniformemente convexo X. Se f{ : C -r C é uma contração (não necessariamente 
estrita) e se 3 u0 E C tal que {Knu0 } é uma seqüência limitada então K tem um 
ponto fixo. 
Prova: Este é um caso particular do Teorema 1.3 de Brezis (2], Capítulo 1, Seção 
1.2. 
Teorema 3.2: Sejam E IN- O e A(t) =A; quando tE [ai-h ai) onde i= 1, ... m, 
e cada Ai é m.m coercivo, D(Ai) = D e 1r ={O= ao< a1 < ... < am = T} é uma 
partição do intervalo [O, T]. Então se f E L1 (0, T; H) o problema 
{ 
u, + A(t)u 3 f (3.2) 
u(O) = u(T) 
tem uma solução fraca. 
Prova: O caso m = 1 foi demonstrado em Brezis (2], Capítulo 3, Teorema 3.15. 
O caso geral será demonstrado de modo análogo. Notemos primeiramente que se 
ué solução de Ut + A(t)u 3 f então, em paxrticular, ui = uj é solução de 
[<>j-1,<>]) 
(ui)t + Aj(ui) 3 f, tE [aj-ll aj) com ui(aj_I) = ui-l(aj-1) e j = 1, ... 1m. 
Seja u0 E D e seja (un) onde, n > 1 uma seqüência de soluções da equação 
j_Un + A(t)un 3 f tal que un(D) = Un_,(T) onde por definição uo(t) = Uo em [0, T]. 
dt 
Agora por (2.2) teremos 
Logo, 
]un(T)- un(D)]H = ]un(T)- Un-r(T)]H 
= ]un(am)- Un-r(am)[H 
:Õ ]un(am-r)- "n-r(am-<)]H :Õ · .. 
:Õ ]un(ao)- Un_,(ao)[H = [un(D)- Un-r(O)]H 
= [un-r(T)- "n-r(O)[H · V n E N. 
V n E IN. 
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(3.3) 
Da coercividade dos Ai's existem Xi, i= 1, ... , m, tais que 
. ( x- x;) hm y. = oo, 
lxl-= · jxj H 
onde [x,y] E A;. 
m 
Vamos tomar L > r-'(C, +c,+ 2L::Jx;]H ), onde c, = I f lu H e c, = ju,(T)-
i=l 
Novamente da coercividade dos A/s, dado L > O 3 R> O tal que se [:r, y] E A1 
e jx]H >R então (y, x- x;)H ?c Ljx- x;]H· 
Com estes fatos vamos mostrar que para todo n existe um t0 ::::: t0 (n) E (0, T) 
tal que ]un(t0 )]H <: R. Suponhamos por absurdo que lun(t)]H > R V tE (0, T) e 
d 
'r:/ n. Então, como f(t)- dt un(t) E Aun(t), tem-se da coercivida.de dos A;'s que: 
Mas 
d d 
-(un(t)- x;) = -d Un(t) e 
dt t 
e assim 
Integrando-se em (a;_1 , a;), i = 1, ... , me somando-se as expressões em i tem-se 
m 
Cr + L::(Jun(ai-r)- x;]H -]un(a;)- Xi]H) 
i=l 
= C,+ ]un(O)- xr]H -]un(T)- xm]H 
m-1 m-1 
- L: ]un(a;)- x;]H +L: ]un(a;)- Xi+I]H ?c LT. 
i=l i=l 
m 
Mas jaj- jbj <: ja- bj, logo LT <: C1 + 2L::Jx;]H + ]u.(T)- un(O)]H e por (3.3) 
teremos 
LT :S C1 + C2 + 2 L,: lx;IH, o que é uma contradição. 
i=l 
Então pam todo n E IN existe t0 = t0 (n) E [O,T] tal que ju.(to)]H <:R. Seja 
i 0 E {l, ... ,m} tal que to E [ai0_ 1 ,a;0 ). Vamos mostrar que lu .. (a; 0 )1H é limitado e 
que conseqüentemente lun(T)IH também o é. 
ll 
Observamos agora que se [Çi, 7]i] E Ai então v(t) = Çi é solução de Vt +Av 3 
ry;, v(t0 ) =E,,. Assim, de (2.2), tem-se que 
lu.(t)-E,;0 1H~Iu.(to)-E,;0 1H+ ['IJ((Y)-ry;oiHd", to~t~aio· }," 
Logo 
Prosseguindo com este argumento de i 0 até m, concluímos que 
m 
lu.(T)IH ~ mR + 2 L IE,;IH + T. sup l~iiH +C,= R 
i""l i=l, ... m 
\f n E JN. 
Mas, se [( D(A) ~ K(u0 ) u(T) é a aplicação 
de Poincaré associada à equação 
D(A), 
(3.2), então Kn(u0 ) un(T). Logo, 
pela Proposição 3.1, K tem um ponto fixo e, conseqüentemente, o pro-
blema (3.2) tem uma solução fraca u. Observamos que se f é r-
periódica, da unicidade de soluções dada pela Proposição 2.1, u também será 
T-periódica. D 
Um exemplo particular desta situação é dado por Kawohl e Hull [8]. Nesse 
trabalho são encontradas condições suficientes para que o problema abaixo tenha 
solução: 
u,(t,x)- L'.u(t,x) + {l0 (u(t,x)) 3 f(t,x) se tE(O,T) 
e .r E n, 
ou 
t E [nT, nT +I) ory(t,x) E(l1(u(t,x)) se 
(P) e X E ÔO, 
ou 
tE [nT+t,(n+ l)T) Ory(t,x) E ;J2(u(t,x)) se 
e x E on, 
u(O,x) = u(T,x) se x E n, 
onde {3; : IR -----J. 2R, i = O, 1, 2, são operadores m.m, O ~ t s; T, !1 é aberto limitado 
e regular do IRN e f E L2(0, T; H). Escrevendo (P) na forma vetorial tem-se 
Ut + fi~tU 3 f 
u, + o~,u 3 f 




onde 8</1; é o subdiferencial do funcional convexo, semicontínuo inferior </1; : L2(0) -----+ 
IR dado por 
1,(u) = lo · lan { 
r IVu(x)l' + Ío(u(x))dx + r j,(u(s))ds se as integrais são finitas, 
00 caso contrário 
e j;; IR-----+ IR é tal que 8j; = /3;, i= O, 1, 2. Assim 8</1; que já é m.m será também 
coercivo se 






desta forma, pela Proposição 3.1 e pelo Teorema 3.2, (P) terá uma solução forte. 
Uma outra situação para o problema (3.2) é aquela onde um dos A; não é 
coercivo. Para ilustrar esse caso vamos tomar m = 2, A; m.m, A1 coercivo e A2 não 
coercivo. Neste caso, sem hipóteses adicionais sobre estes operadores, não é claro que 
obteremos sempre soluções para (3.2). Mas se "quantificarmos" a coercividade de 
A1 e a não coercividade de A2, podemos exibir uma situação onde (3.2) vai admitir 
solução. Esta situação é dada pelo seguinte: 
Suponhamos que existam a;, {3; > O, i = 1, 2, tais que 
\1 [x, v[ E A, (v, lx~H) H 2: aJ[xiH- (3,, (3.4) 
\1 [x,v] E A,, (v, lx~J H 2: -<>zlxiH- (3,. (3.5) 
Neste caso, seu é solução de (3.2), então 
( 
d u(t) ) 
f(t)- dtu(t), lu(t)IH H > para t E (0, t), 
( 
d u(t) ) 
f(t)- dt u(t), lu(t)IH H para t E (I, T). 
Logo, teremos 
d . 
dtlu(t)IH + al[u(t)IH :<:; (3, + lf(t)IH i E (0,/) 
d 
dtlu(t)IH- <>zlu(t)IH :<:; (3, + lf(t)IH tE (t,T). 
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Portanto, 
lu(T)IH <: e"•(T-i)-o,iluaiH + e"•(T-i)( 13' + ,B, + 1/luH)-
al a2 
Assim, se a~ a 2 (T-t)-a1t <O, R 2 (1-e"-1e"+"'1((3,fa1 +(32 /az+lfluH) 
I 
- a 2T e se lua IH :S R então ju(T) H :S R. Logo se t > a aplicação de Poincaré 
a2+a1 __ 
K associada a este problema é uma contração de BR(O) em BR(O) e portanto pela 
Proposição 3.1: f{ tem um ponto fixo. 
Veja que neste caso foi necessário que o operador A1 atuasse pelo menos por 
um tempo t > a2T/(cq + a 2 ) para que pudéssemos obter uma solução periódica. 
Uma situação semelhante ocorre quando no Problema (3.2) um dos operado-
res é lipschitziano mas não monotônico. Para simplificar vamos supor novamente 
m = 2, A1 m.m coercivo e A2 lipschitziano. Neste caso precisamos que A1 seja 
estritamente monótono para que a. aplicação de Poincaré I< seja uma contração. 
Assim se L é a constante de Lipschitz de A2 e a > O a constante de monotonia de 
A1 então 
IK(uo)- K(va)IH <: éiT-i)-otluo- voiH-
Se t > LT f (a + L) a contração é estrita o que implica que f{ tem um único 
ponto fixo. Mas se I= LT/(a +L) então f{ é uma contração não estrita; neste 
caso se A 2 for também coercivo mostra~se como no caso onde A 2 era m.m coercivo 
(Teorema 3.2)que f{ tem ponto fixo. 
Mas, se A2 não for coercivo e se não houver qualquer hipótese que avalie a coer-
cividade de A1 como em (3.4) será possível obter soluções periódicas para V I E (0, T) 
ou mesmo para t = LTf(a +L)? Para responder essa pergunta, vamos analisar o 
seguinte exemplo: 
Exemplo 3.3: Seja H ~ IR, A1 ~ I, A2 ~ -1, f(t) ~O se t E [nT, nT + t) e 
f(t) ~ k >O setE [nT+t, (n+ 1)T). Se t ~ T/2 e seu e v são soluções da equação 
dada em (3.2), isto é, 
então 
{ u,+u~O Ut-u=k>O 
tE (nT,nT + T/2) 
tE (,;T + T/2, (n + 1)T) 
IK(uo)- K(vo)ln ~ lu(T)- v(T)IH <: luo- vai H 
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mas u(T) = u0 + k(eTI' -1) > u0 , para todo uo E IR. 
Assim, embora K seja uma contração, esse problema nao tem solução T-
periódica quando I = T /2. 
Este exemplo nos faz pensar que (sem hipóteses do tipo (3.4)) se não houver 
alguma dissipação de energia durante todo o intervalo (0, T) não será possível garan-
tir a existência de solução T-periódica para todo I E (0, T), já que para algum valor 
crítico I a atuação coerciva de A1 durante (0, I) não será suficiente para neutralizar 
o fornecimento de energia que a atuação de A 2 esteja eventualmente causando. 
Assim na próxima seção vamos sair deste caso extremo de trocas periódicas de 
dissipação e fornecimento de energia, para o caso onde ocorre dissipação e forneci-
mento de energia simultaneamente, com a condição de que a dissipação predomina 
para grandes valores da norma da solução. 
4. Soluções Periódicas de Problemas Perturbados 
Nesta seção iremos procurar soluções periódicas para o problema 
u, + A(t)u + B(t, u) 3 O (4.1) 
onde A(t) =A; 'e tE I;, B(t,·) = B,(t,·) 'e tE I,, i= 1,2, I1 = [O,t), I,= 
[I, T), A; : D(A;) C H -+ H são operadores multívocos m.m coercivos e B; : 
[O, T] x H-+ H são operadores localmente lipschitzianos. Note que o Exemplo 3.3 
pode ser reescrito nesta forma fazendo-se A1 = A 2 = I, B 1 = O e B 2 = -2[ + k, 
mas nós já vimos que este problema não tem solução periódica quando I= T /2. 
Assim o que vamos fazer a princípio é definir um tipo de coercividade sobre A; 
que supere o (eventual) comportamento expansivo de Bi. 
Definição: Um operador multívoco A : D(A) C H-+ H será chamado de snperli-
nearmente coercivo em H se existirem R, a, t:1 > O tais que 
(w,u)H 2:: o:jujff+ 2 para todo [u,w] E A tal que luiH >R. 
Note que esta noção de coercividade permite que A + B continue superlinear-
mente coercivo quando B é um operador lipschitziano em H pois se L é sua constante 
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de Lipschitz tem-se que se [u, w] E A então 
(w + Bu, u)H 2' a]u]J'/ 2 - L]u]j,- (]Bv]H + L]v]H)]u]H 
onde v é algum elemento de H. Assim se O < o:1 < o: e se R for suficientemente 
grande teremos 
Exemplos: 
Voltando ao Exemplo 1.3 vemos que se [x, y] E 8</l então 
(y,x)H 2' ,P(x)- ,P(u) + (y,u)H Vu E H. 
Assim se O E D(</>) e se ,P(O) =O teremos 
(y,x)H 2' ,P(x) V [x, y] E ô<f>. 
Portanto, se existirem R, 0'1 o: > O tais que o/( x) 2: o:jx IJ/2 , quando x E D( o/) e 
lxiH > R então 8</l será também superlinearmente coercivo. 
Logo, se tomarmos p > 2 nos Exemplos 1.6 à 1.11 estes serão superlinearmente 
COerCIVOS. 
De fato, no Exemplo 1.6, D(</>) = L'(il) C L2 (il) =H (inclusão contínua) e 
portanto existe c > O tal que seu E D( o/) então juj2 .::; clulp e conseqüentemente 
1 1 
,P(u) = -]uJ: 2' -]u]~. 
P pcP 
O Exemplo 1.7 segue da mesma forma, já que D(<f) W~''(il) c L'(il) 
. 1 
contmuamente e <;D(u) =-lu li,. 
p " 
No Exemplo 1.8 D(</>) = W~''(il) e ql(u) = kA(]Vu(x)]')dx onde A(t) 
fo'a(s)ds e a(s) ::> 8 >O; logo, A(t') 2 W e, portanto, ,P(u) 2 8]u]i,, 2 b]u]j. 
No Exemplo 1.9 também temos D(</>) wt·'(il) com </>(u.) 
À I I' À' I I" À r I I'' 2 A . "( ) > À I I' À' I I" -u 1 ,--u 1 , +-u 1 ,,ep>p2>p1 2. ssim,'+'u _-u 1 ,--u 1 p 2 i p'p2w2 P1' P""P2' 
À 
mas lVci-'P(f!) c W~'p2 (fl) c L2 (fl) continuamente. Logo se o < ó < - e lub for 
p 
suficientemente grande, teremos q)(u) 2: óluli. 
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No Exemplo 1.10 temos D(<jJ) = W 1•'(f!) e <P(u) 2 cluli,,, para alguma cons-
tante c> O. 
No Exemplo 1.11 temos D(<jJ) = W 1·'(f!) onde ,P(u) 2 rnin~1 ,.\}luli,,. 
Por outro lado, se no Exemplo 1.4, [{é um conjunto convexo e fechado tal que 
O E f{ e se~ é o funcional dado acima então O E J\nDjJ e portanto o/n(O) = 4>(0) =O. 
E mais para todo X E Dr/>n = Dt/> n f( tal que [x, y] E D<PK teremos 
(y,x)H 2 h(x) = ,P(x) 2 <>lxiJ'r 
portanto 8ifJK também é superlinearmente coercivo. Assim, se construirmos o ope-
rador do Exemplo 1.4 à partir dos Exemplos 1.6 à 1.11, 84>K associado a qualquer 
destes exemplos será superlinearmente coercivo desde que O E ]{. 
Vamos então supor que em (4.1) Ai, i= 1, 2, sejam superlinearmente coercivos. 
Note que, mesmo que a aplicação de Poincaré K associada a esta equação esteja 
bem definida, ela só será uma contração se B1 = B2 = O pois se L, > O, i = 1, 2, são 
as constantes de Lipschitz associadas a Bi teremos 
Logo [( será apenas Lipschitziana e, portanto, nem a Proposição 3.1 nem o 
Teorema do Ponto Fixo de Banach são aplicáveis. Por isso vamos supor que A;, i= 
1, 2, sejam também "regularizantes" o suficiente para que [( seja não só contínua 
mas completamente contínua. 
Na Proposição 2.1: vimos que se A= 81> e f E L 2 (0, T; H) as soluções u de 
u, + Au 3 f são fortes e além disso u(t) E D(,P) se t >O. Logo se D(,P) C X onde 
X é um espaço de Banach compactamente imerso em H então K(D(éJ<f>)) C Xj e 
se conjuntos limitados de D(éJ<P) forem levados, por K, a conjuntos limitados de X 
então K será completamente contínua.. Vamos então estabelecer o seguinte resul-
tado: 
Teorema 4.1: Sejam X espaço de Banach e H espaço de Hilbert tais que X C H 
compactamente. Sejam </>i : H --+ IR funcionais convexos, semícontínuos ínferi-
ormente e tais que D</>1 = Dc/>2 = D =f; 1>- Suponhamos também que exista.m 
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(w,u)H 2 a 1 jujjj+2 - ,\1 se [u,w] E iJ~1 , (4.2) 
O E D(~2 ) C X e ~2(u) 2 a2juj:;'+2- ,\2. (4.3) 
Sejam Bi : [O, T] x D --+H, i = 1, 2, tais que 
3 u, E D para o qual t--> B,(t,u,) E L2(0,T;H) (4.4) 
3 9i: IR--> IR+ satisfazendo g,(<7) <:: ~'([<7[0' + 1) (4.5) 
para algum .Bi 2:: O e O ::; J; < u;, tais que 
jB,(t,u)-B,(t,v)[H <:;g,(ju[H+[v[H)[u-v[H 'fiE [O,T], 'lu, v E D. (4.6) 
Então o problema 
{ 
u 1 + A(t)u + B(t,u) 3 O 
u(O) ~ u(T) 
tE (O,T) 
( 4.7) 
tem uma solução forte, onde A(t) =Ai = 8cf>i e B(t, ·) = Bi(t, ·) se t E h i = 1, 2, 
I 1 ~ [0,1) e I 2 ~ [t,T). 
Além disso se t H B;(t, · ), i= 1, 2, forem T -periódicas a solução u de ( 4.7) também 
será. 
Observação: Dos exemplos dados anteriormente o Exemplo 1.6 (ou 1.4 quando 
associado à 1.6) não satisfaz a condição D(rfo) C X com X C L2(!1) compactamente 
pois D(rfo) = LP(O). Nos demais D(f) C W1·P(0) que está compactamente imerso 
em L 2(!1) se p 2 2. 
Prova do Teorema 4.1: 
Suponhamos, sem perda de generalidade que o/2(0) =O e tomemos inicialmente 
J;, dado em ( 4.5), nulo, isto é, V u, v E D e V t E [0, T] tem-se 
[E( I, u)- B(t, v )[H <:: ,B,ju- vi H· 
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Assim, da Proposição 2.3, segue que a aplicação de Poincaré ](: D--+ D, onde 
K(u0 ) = u(T), está bem definida e que K(D) C D(~2 ), mais ainda]{ é lipschitziana 
pois seu, e v são soluções da equação (4.1) então 
(u- v)t+ A(t)u- A(t)v + B(t, u)- B(t, v) 3 O. 
Mas se multiplicarmos esta equação por ( u, - v) e usarmos a monotonia dos Ai 's 
concluímos que para todo t E 11 e i = 1, 2 tem-se: 
d 
dt lu(t)- v(t)ii, ~ (B,(t, u(t))- B,(t, v(t), u(t)- v(t))H ~ iJ,Iu(t)- v(t)ii,. 
Portanto, 
IK(u(O))- K(v(O))IH = iu(T)- v(T)IH <: e"'l+o,(T-lilu(O)- v(O)IH· 
Agora, usando a coercividade superlinear dos A;'s vamos mostrar que ::l R > O 
tal que ]{ : BR(O) n D -4 BR(O) n D onde Bn(O) é a bola fechada em H de centro 
na origem e raio R. 
Vamos designar por (P,) a equação u, + A,(u) + B,(t,u) 3 O, tE I,. 
Da hipótese sobre X concluímos que existe c> O tal que I·IH::; cl·lx· Assim, 
se Ó:t = 0:1 1 Õ:2 = o:2/C172+2 eu E D(ôtf;) então 
( 4.8) 
Seja agora u uma solução de (Fi), i= 1, 2, tal que u(O) = u0 j multiplicando-se 
(P,) por u(l)/lu(t)IH temos que 
!lu(t)IH + &,lu(t)l~+r <: IB,(t,u(t))IH +À, tE!,. (4.9) 
Da desigualdade de Young temos que se a > O então 
(D"i + 1) a< a""'+l + a; 
e:"";+l - e:(tr;+1)2jo-; 
Ve>O 
e das hipóteses ( 4.4) e { 4.5) sobre Bi temos que ::l/i E L2(0, Tj H), i= 1, 2, tais que 
Vu E D. 
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Logo usando estes dois últimos fatos em ( 4.9) e escolhendo c > O suficiente-
- _ (u;+l) 
mente pequeno para que /3; = a; -+I - B; > O teremos que 
Ea, 
d -
dt ]u(t)]H + fJ;]u(t)]H <: ]f;(t)]H + d; , tE I; ( 4.10) 
awi 
onde d; = e(u;+Il2ju; +À;, í = 1,2. Se multiplicarmos ambos os lados desta 
desigualdade por efM e integrarmos em I; e se denotarmos t0,0 = O, t 0,1 = I: to,2 = T 
e D; = ~~ + IJ;Iv{o,T;H)e13'(to,.-to,;-d, i= 1, 2, concluímos que 
]u(t)]H <: exp( -(J;(t- lo,;-,J)]u(to.i-d]H + D;, tE I;, i~ I, 2. 
Assim se R 2: ( j3Di )) , i= 1,2, e se lua IH :S R teremos que 
1 - exp - ;(to,;- to,i-1 
Ju(T)]H <:R e ]u(t)]H <: 2R V tE [0, T] 
e portanto [( : D n Bn(O) _, D n Bn(O). Vamos mostrar agora que [( é também 
completamente contínua. 
Da Proposição 2.3: temos que u(t) E D(<P,) qu~ndo tE (t,T], logo em parti-
cular K(D) C D(,P2 ) C X. Assim se K(D n Bn(O)) for um conjunto limitado na 
norma de X, da inclusão compacta de X em H concluiremos que K(DnBR(O)) é um 
conjunto relativamente compacto em H e portanto KIDnBR(o) será uma aplicação 
completamente contínua. 
Para obtermos a limitação de K(D n BR(O)) em X notemos que seu é uma 
solução de (PI), (Pl) tal que iu(O)IH::; R então da limitação de B2 e de v. temos que 
JB2(t,u(t))]H <: 2(32R+ ]J,(t)]H, tE I,. 
Multiplicando-se (P2 ) por (v.t) e usando-se a Proposição 2.3 temos que 
1:
1
u(t)1: + :1,P,(u(t)) <: (2(32 R+ ]J,(t)]H)I!u(tt, se tE I2 . (4.11) 
Modificando esta equação temos que se t E 12 
(t- t)~~u(t)l
2 
+dd ((t- t),P2(u(t))) dt H i 
<: (t- t)(zf3,R + Jf,(t)]Hll! u(tt +Mu(t)) 
<: (t; t) [(2(32R + ]J,(t)]H)' + l!u(t(] +<fo,(u(t)). 
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Assim, se integrarmos esta desigualdade de t a T onde t >I, concluímos que 
(T- t)f2(u(T)) <; (t- t)f2 (u(t)) + t 1,{u(l,))dÇ +8;3iR'(T- t)' 
+ 2(T- t)IJ,Ii'H· (4.12) 
Vamos estimar (t- t)</>2(u(t)) e iT 1>2(u(Ç))df, quando t ~ t; note que nós não 
sabemos se u(l) E D( 1>2 ). 
Em primeiro lugar vejamos que, se [u 7 w] E 8o/2 , então (w,u) 2: o/2(u). Logo, 
multiplicando-se (P2 ) por u(t) e lembrando que lu(t)IH <; 2R para todo t E [O, T], 
temos: 
1 d 1 1 1 ( )' 1 2 dt lu(tJ11 + d>,(u(t)) <; 2IB,(t, u(t)JI1 + z1u(tJ11 <; 2 2;3,R + lf,(t)IH + 2R2 
Integrando esta desigualdade em [z, tem-se: 
f f,(u(t))dt <; 2(T- I)R'(4;3i + 1) + lhli'H ~C. 
Com esta limitação, conclui-se que existe uma seqüência tn --+ I tal que ( tn -
I)o/2(u(tn)) --+ O quando n --+ oo pois, caso contrário, existiriam a e b positivos 
tais que se t E (t,I + 8) C (t, T) então (t- t)f2(u(t)) > a, e conseqüentemente, 
J,T ht+ó a o/2(u(t))dt > --_dt = oo, o que é uma contradição. t t t- t 
Assim, se trocarmos t por tn em ( 4.12) e fizermos n --+ oo teremos que 
(T -l)f,(u(T)) <;C+ 8;3;'R'(T -t)' + 2(T -t)lhli>H ~R,. 
Mas </>,(u(T)) 2: a 2 lu(TJI:'t+'- .\2 ; logo, se [u(O)IH <;R, então 
Portanto f{ : D n BR(O) --+ D n BR(O) é completamente contínua. Logo, do teorema 
do ponto fixo de Schauder, concluímos que I< tem um ponto fixo, o que mostra a 
existência de solução para (4.7). Se t --+ B(t, ·)for T-periódica, da unicidade de 
soluções dada pela Proposição 2.1, segue que u também será T-periódica .. 
Vejamos agora o caso onde /i dado em (4.5) é tal que O< ! 1 < G"i. Temos então 
que IB,( t, u) - B,( t, v )IH <; g,(lu IH + !vi H) lu- vi H onde g,( a) <; ~i (la I" + 1). Logo, 
21 
da desigualdade de Young, segue que existem constantes {3;,1 > O e O < {3;, 2 < a; 
tais que 
onde /i E L2 (0, T; H). 
Assim como na primeira etapa da demonstração deste teorema, concluímos 
através de estimativas a priori, que existem R> O e K(R) > O tais que, se luoiH :S R 
e seu é solução de (4.1) tal que u(O) = u0 então ]u(t)]H :ó K(R) para V tE [O, T] 
e ]u(T)]H :ó R. 
AgoranotequesedefinirmosC,(t,u) = B;(t,Pu),ondeP: H~ BK(Rj(O) C H 
é a projeção de H sobre a bola BK(R)(O), então C; será globalmente lipschitziana 
em H, uniformemente em [O, T], já que P é globalmente lipschitziana e limitada. 
Assim, pela parte anterior, o problema 
{ 
u,+A(t)u+C(t,u)30 
u(O) = u(T) 
com C(t, ·) = C;(t, ·)se t E !;, admite solução u tal que ]u(t)]H :ó K(R), V t E [0, T]. 
MasB;(I,·)I =C;(f,·)l logouétambémsoluçãode 
BK(R)(O) BK{R)(O) 
{ 
u,+A(t)u+B(t,u) 3 O 
u(O) = u(T) 
e a demonstração está concluída. O 
Observação: Se /i= a; então segue das hipóteses sobre Bi(t, u) e de desigualdade 
de Young que para todo E > O 
]B;(t,u)]H :ó ~; (1 + ;,":'1)Ju][;+' +e,,: 1),(o,;r)/o; + ]B,(t,D)]H· 
Usando esta desigualdade em ( 4.9) vemos que como E > O é arbitrário se 
{3i, i = 1, 2, forem suficientemente pequenos então vai existir R > O tal que se 
]u(O)]H :ó R então ]u(T)]H :ó R e ]u(t)]H :ó k(R) V tE (O,T]. 
Assim o problema (4.7) também admite solução quando a; (dado em (4.3)) é 
igual à /i (dado em 4.5) e {3; (dado em (4.5)) é suficientemente pequeno, i= 1,2. 
Teorema 4.2: Se no teorema anterior as hipóteses (4.2) à (4.4) forem substituídas 
respectivamente por: 
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i) existe R 1 > O tal que para todo [u, w] E 8~, tal que [u[H > R 1 tem-se 
ii) existe R2 >O tal que seu E D((h) e luiH > R 2 então 
c além disso O E D(~2 ) C X, 
iii) existem ui E D, i= 1, 2J tais que 
t >--> B;(t,u;) E L=(o,T;H), 
e se as demais h~"póteses do Teorema ( 4.1) permanecerem as mesmas, então ( 4. 7) 
terá uma solução forte. 
Prova: Como no Teorema ( 4.1) suponhamos 1h(O) = O, sem perda de generalidade, 
tomemos inicialmente "(i = O. Também como no Teorema (4.1), a aplicação de 
Poincaré I<: D---+ D,K(u0 ) = u(T) está bem definida e é contínua. 
Tomemos iniciahnente R> {R1 ,cR2}, onde c é tal que I·IH ~ cl·lx- Suponha.-
mos que ué uma solução deu,+ A(t)u+ B(t, u) 3 O tal que [u(O)[H :S R e que existe 
(to, ti) um intervalo maximal em (0, T) tal que lu(t)IH > R para todo tE (t 0 , ti). 
Note que como o intervalo é maximal temos iu(to)IH =R. 
Multiplicando-se ( P;) por u( t)f[u( t) [H, concluímos que 
:t [u(t )[H + ii; [u( t) [};+1 :S ;3;[u( t) [H + C; se t E ( t0 , t,) n J,, 
onde C,~ sup {[B;(t,u,)[H + ;J,[u;[H} eu; é dado em (iii), ii1 ~ a 1 e ii2 ~ :' 1. 
tE[O,TJ C 
2+ 
Logo, pela desigualdade de Young, existem ~i, Õi > O tais que 
Mas, se observarmos a função real h(x) = Ci - /3ixu;+l, vemos que, se Ti -
(C,fP;)'i(a,+l), então h( r;) ~O, h(R) <O se R> T; e h(R) > O se O <R< T;. 
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Logo por Hale [6], Capítulo I, Lema 6.1 segue que se R 2: r; e [u(to)IH 'S R então 
[u(t)[H 'S R em (ta, 11). 
Assim, se tomarmos R= max{ T11 T2 , R1 , cR2 } concluímos que lu(t)IH :::;; R para 
todo intervalo [O, T] e portanto K : D n Bn(O) --> K n Bn(O). 
O resto da demonstração segue como no teorema anterior. O 
Se analisarmos a demonstração destes teoremas notaremos que o fato de A1 
ser o subdiferencial de um funcional fjJ1 , foi usado simplesmente para garantir que 
a aplicação de Poincaré K estava bem definida e que a solução seria forte. O que 
enunciaremos a seguir é um resultado onde A1 é simplesmente m.m e superlinear-
mente coercivo mas B 1 é "mais regular" que anteriormente. 
Teorema 4.3: Suponhamos A 2 = 8rjJ2 e B 2(t, ·) como no Teorema (4.1) (respecil-
vamente 4.2) e suponhamos A1 m.m e superlinearmente coercivo tal que para cons-
tantes tT11 a 1 >O e R1 =O (respectivamente R1 >O) tenhamos (w,u)n 2: o:1lui;J+2 
quando [u, w] E A1 e [u[H > R1. Suponhamos finalmente que se t1, t 2 E [0, T] e 
u,v E D ~ D(A1 ) ~ D(A,) então [B1 (t1 , u)- B 1 (t 2 ,v)[H S LI[t1 - t,J + g1([u[H + 
[v[H)[u- v[H onde g1 é como no Teorema 4.1 (respectivamente 4.2). Então o pro-
blema (4.7) com I f T associado a esses no·vos operadores Ai e B;(t,u), í = 1,2 
tem uma solução fraca. 
Prova: A demonstração desses fatos segue basicamente como nos Teoremas 4.1 
e 4.2. A diferença está no fato de se usar as Proposições 2.2 (e a observação sub-
seqüente a esta) juntamente com a Proposição 2.3 para se garantir que a aplicação 
de Poincaré associada a este problema esteja bem definida. O 
No próximo capítulo continuaremos a estudar o problema ( 4. 7) só que para. 




Comecemos observando que se chamarmos H= L2(0) e tivermos s > 1, então 
o operador de Nemytskii associado à função g(o-) =as 
N,: L'(íl) ~ L2(íl) 
u --+ us 
não está definido sobre todo L2 (0), e tão pouco pertence a classe dos operadores 
localmente lipschitzianos do L2 (0). Assim os resultados do capítulo anterior não 
podem ser aplicados a perturbações desse tipo. 
Com o propósito de aumentar a. classe de perturbações que permite que o 
problema ( 4. 7) do capítulo 1 admita solução, neste capítulo passaremos a estudar o 
caso específico dado por: 
! 
u,(t,x) -l':.,u(t,x) = m,(t)g,(u(t,x)) + h,(t,x) , tE I, e X E n 
u,(t,x) -l':."u(t,x) = m2(t)g2 (u(t,x)) + h,(t,x) , i E I, ex E f! (O.!) 
u(t,·)]ao =Ü , tE [ü,T] 
u(O,x)=u(T,x) , xEf! 
onde /1 = [01 I), /2 = [t, T) e Pi 2:: 2 se i= 1, 2. Mais tarde veremos que muitos dos 
resultados que serão obtidos para (0.1) serão válidos para uma classe de operadores 
monótonos (à qual -~P' com p 2: 2, pertence) definidos sobre um espaço de Banach 
reflexivo. 
Mas, antes de abordar qualquer problema, vamos listar alguns fa.tos que serão 
usados no decorrer deste capítulo. 
L Preliminares 
Sejam V um espaço de Banach reflexivo, V' seu dual topológico e H um espaço 
de Hilbert. Vamos denotar por I· lv, I· lv' e I· IH suas respectivas normas e por 
(., ·)v'.v a dualidade entre V 1 e V (o índice ·V' ,v será omitido quando estiver claro 
quais os espaços em questão). Vamos supor que 
V C H c V' 
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e que estas inclusões sejam contínuas e densas. 
A partir destes espaços construiremos outros espaços de Banach de funções com 
valores vetoriais. Assim, sejam p,p1 tais que 1 ::; p,p1 ::; oo e~+~= 1; definimos 
p p 
então 
L'(O,T;V) = {u: (O,T) ~V; ir ju(t)jf.,dt < oo} 
onde luiLPv = [foTiu(t)IVdtplr denota sua norma: e também 
L''(o, T;V') = (L'(O, T; V))'= dual topológico de L'(O, T;V), 
{T ' 
onde Jub'v' = [}
0 
ju(t)jf.,,dt]l/P', e ainda 
W = {w E L'(O,T; V); w, E L''(O,T;V')), 
De acordo com Lions [10], páginas 156 e 321 temos que 
W c C([O,T];H), (1.1) 
onde este último espaço representa a classe das funções contínuas com domínio em 
[0, T] e imagem em H. Mais ainda, para todo u e v em W, tem-se: 
{(u'(t),v(t))v•,v + (v'(t),u(t))v•,vdt = (u(T),v(T))H- (u(O),v(O))H (1.2) 
(vale lembrar que, como V, V' e H se relacionam, temos de resultados clássicos de 
Análise Funcional que, seu E H e v E V então (u,v)H = (u,v)v',V· 
Um resultado muito útil que relaciona espaços similares a W com LP(O, T; V) 
é o Critério de Compacidade de Aubin-Lions que será lembrado no lema abaixo: 
Lema 1.1: Sejam X, Y, Z espaços de Banach onde X e Z são reflexivos, X C Y C 
Z continuamente e X C Y compa.ctamente. Então se 1 ::; p :$. oo e 1 < q :$. oo 
temos a seguinte inclusão compacta: 
W = { w E L'(O, T; X); w, E L'(O, T; Z)) c L'(O, T; Y), 
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Prova: Veja Lions [10], página 58, Teorema 5.1 quando 1 < p, q < oo e veja Strauss 
[14] quando 1 :<:; p :<:; oo e 1 < q :<:; oo. D 
Com este lema fica claro que se 1 < p < oo e se V C H compactamente então 
W C LP(O, T; V), compactamente. 
No decorrer deste (e do próximo) capítulo, f! representará uma região aberta, 
limitada e suficientemente regular do IRN. Para todo 1 ::::_ p :S oo teremos os 




[u[, = i.fniu(x)['dx] 11' 
[u[ 1., = ifniY'u(x)['dxJ'I' 
lwl-t,p' = sup (w, u)w-I,p' wl,p. 
' . " uEWO ,p(r!) 
luil,p=l 
Outro resultado que nos será. muito útil trata da continuidade e limitação dos 
operadores de Nemytskii: 
Lema 1. 2: Seja 9 uma função real e contínua tal que para algum a ~ O e s ~ O 
tenha-se lg(u)l :S a(lals + 1), V lT E IR. Então o operador de Nemytskii associado a 
g, definido sobre L'(O, T; L'(íl)) e dado por 
N,(u)(t,x) g(u(t,x)), 
N,: L'(O, T; L'(íl)) ~ L'I'(O, T; Ul'(íl)) 
é contínuo, limitado e satisfaz 
( 1.3) 
Prova: Seja un --lo u em LP(O, T; Lq(f!)). Então qualquer subseqüência desta 
admite uma outra, que denotaremos por Uj, tal que Uj(t,x)--)' u(t,x) para quase 
todo t E (0, T) e x E f!. Da continuidade de g conclui-se que para quase todo 
t E (O, T) e x E !1 tem-se g( u;(i, x )) ~ g(u(t, x)). Mas da hipótese de limitação de 
9 concluímos que 
[g(uj(t,x))[ :<:; a(iu;(t,x)[' + 1), 
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assim do Teorema da Convergência de Lebesgue teremos que 
N,(u;) ~ N,(u) em L'I'(O, T; L'i'(íl)). 
Logo segue de um resultado standard de Espaços Métricos que 
N,(un) ~ N,(u) 
e que portanto N9 é contínua. A prova de (1.3) segue diretamente da limitaçã.o da 
g. D 
Consideremos agora o seguinte funcional 
~ : W0
1''(íl) ~ IR, 
u ~ ~luli,P, 
onde p 2: 2. Usando-se o Teorema da Convergência de Lebesgue e o fato de que a 
função real f(t) = ltl' é de classe C1 (1R) com J'(t) = PIW-'t, fica fácil mostrar que 
<f E C1 (W~·'(íl)) e que para todo u e v em W~''(íl) tem-se: 
(~'(u),v) = 1, IV'u(x)l'-2 < V'u(x), V'v(x) > dx. 
Mas, observando-se que 'U se "anula'' na fronteira e impondo-se que 
div(IVuiP- 2\lu) E L2 (0), segue do Teorema da Divergência que 
(<P'(u),v) = -1, div(IV'u(x)I'-'V'u(x))v(x)dx = -("',(u),v)L'(Oi· 
Assim, f;' representa a forma variacional do operador p-Laplaceano com condição de 
Dirichlet quando definido no L2 (0), ie., 
-"',(u) = -div(IV'ui'-2V'u), 
D(-"',) = {u E Wt·'(íl); """'"E L2 (íl)}. 
Por isso, de agora em diante, passaremos q. denotar f;' por -.ó.r Este operador 
verifica as seguintes propriedades: 
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i) Monotonia forte: Existe a > O tal que para todo u, v E WJ"'P(fl) tem-se: 
(1.4) 
ii) Hemicontinuidade: Para todo ). E R eu, v, w E w~·P(fl) a aplicação abaixo é 
contínua: 
.\~(-Ll.,(u+.\w),v) ( 1.5) 
iii) Coercividade: Para todo u E W~·P(O) tem-se: 
( -Ll.,u, u) ::0: lu li,, ( 1.6) 
iv) Limitação: Para todo u E W~'P(fl) tem-se: 
(17) 
Prova: As propriedades (1.6) e (1.7) seguem trivialmente da definição de -~p· 
(1.5) segue do fato de -Ll., = 1>' onde 1> E C1 (W~''(fl)). Finalmente (1.4) é con-
seqüência do seguinte lema: 
Lema 1.3: Seja A: n X IR X JRN --7 JR.N satisfazendo: 
b) a;(x,p.,o) =O 
c) (Condição de Elipticídade): Existem p e 'Y positivos tais que 
N ôa· .I: -;f:(x,p.,~)f,;f,; ::0: '1'1~1'-'lf.l' 
,,]=1 'TfJ 
onde~= (f,, ... ,f,N) E JRN e~= (~1 , .. . ,~N) E JRN \ {0}. 
Então se p 2': 2 e 'Tf, 'Tf 1 E JRN \{O} teremos que 
t( a;( x, p., ~) - a;( x, p., ry') lhi - ryj) ::0: '1'( ~ )e-2lry - ry' IP 
J=l 
Prova do Lema 1.3: Veja Tolksdorff [15], Seção 2, Lema 1. 
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Assim, podemos completar a prova da propriedade i) acima do seguinte modo: 
definindo 
verifica-se facilmente que as hipóteses do Lema 1.3 são satisfeitas e portanto con-
cluímos (1.4). D 
Outro fato que será exaustivamente usado é a chamada Desigualdade de Yo·ung: 
Dados a, b 2::: O 
I I 
e 1 < p, p' < oo taís que - + - = 1 
p p' 
então é válida a seguinte 
desigualdade: 
I I , 
a.b < -aP + -f?. - p p/ 
Uma conseqüêncía imediata deste fato é que para todo c > O temos 
1,, 1,. 
a.b <-.c a + --,if . 
- p plép 
2. Soluções Periódicas de Problemas não Perturbados com 
Mudanças Abruptas no Tempo 
Para que possamos investigar a existência de soluções do Problema (0.1), pre-
cisaremos redefinir os conceitos de solução fraca e solução forte. 
Assim sejam p 2:2, f E LP'(O,T; w-1·''(!1)) e uo E L2(!1). 
Definição: Diremos que u E C([t0 , t 1]; L2(n)) é uma solução fraca do problema de 
Cauchy: 
{ 
u,- L'>,u ~ f 
u(to) ~ uo 
(2.1) 
quando u E w ~ {w E L'(to, t,, w.:·'(!1)); w, E LP'(to, t,, w-l,p'(!1)},u(to) ~ Uo e 
u satisfaz (2.1) em L''(t0 , t1; W-1·''(!1)). 
30 
Por outro lado, se f E L'(to, t 1; L2(fl)), então u será uma solução forte de (2.1) 
quando u é solução fraca de (2.1), Ut E L2 (t 0 , t 1 ,L2 (!1)) e (2.1) é satisfeita em 
L 2(t 0 , t1; L'(fl)). 
Com base nesta definição 1 se tomarmos 
I, = [O, t), I, = [t, T), 
Pi ?: 2, f, E L': (I,, w-'·':(fl)) e i = 1, 2, então u E C([O, T]; L2 (fl)) ,erá uma 
solução fraca (forte) de 
{ 
u,- L>,, (u) =f, 
u,- L>,(u) =f, 
u(O) = u0 , 
seu;= ui r, for solução fraca (forte) de 
onde t0 ,1 =O, to,2 = t, u01 = u0 e u02 = u1(l). 
(2.2) 
(2.3) 
Para obtermos a existência de soluções para (0.1), será necessário buscar algu-
mas propriedades do Operador Solução associado ao problema 
(2.4) 
(Note que no Capítulo 1 foi mostrado que se fi E L'(I;, L2 (!1)), i= 1, 2, então 
(2.4) admite solução). 
De acordo com Lions [10], Capítulo 2, Seção l, Teorema 1.2, usando-se o 
Método de Faedo-Galerkin, podemos mostrar que para cada uoi E L 2 (fl) existe 
uma única u; solução fraca de (2.3), (não repetiremos a demonstração deste fato 
pois no próximo capítulo este mesmo método será usado para mostrar a existência 
de soluções de um problema mais complexo) .. Porém, a prova da unicidade será aqui 
dada pois dela obteremos também a continuidade das soluções de (2.3) com respeito 
às condições iniciais e como conseqüência a continuidade da aplicação de Poincaré 
associada à (2.3). 
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Assim sejam u e v soluções de (2.2) tais que ut = ui I; e Vi = vi I, são soluções 
de (2.3) com condições iniciais respectivamente dadas por u(to,;) = u0 ,; e v(t0 ,i) 
v0 ,;, i= 1, 2. Então, para quase todo tE/;, tem-se: 
(u;(t)- v;(t)),- L'.,,(u;(t)) +L'.,.( v;( I))= O. (2.5) 
Logo, se multiplicarmos esta equação por (u;(t)- v;(t)), com a ajuda de (1.2) 
e da monotonia de -.6.Pi' concluímos que para todo tE I; e i= 1, 2 vale: 
lu;(t)- v;(t)ll- I v;( lo,;)- v;(to,;)ll S O. 
Assim, para todo t E [0, T] temos que 
Isto é, vale que lu- vlc([o,"l];L'(O)) S lu(O)- v(O)I,. 
Note que em particular tem-se 
lu(T)- v(T)I, S lu( O)- v(O)I,. 
De modo que se K : L 2(fl) --t L 2(rl) representa a aplicação de Poincaré, 
associada ao problema de Cauchy (2.3), tal que K(u(O)) = u(T), então ]{é uma 
contração (não necessariamente estrita). Mas de acordo com o teorema do Ponto 
Fixo, dado na Proposição (3.1) do Capítulo 1, se mostrarmos que existe R> O tal 
que K(BR(O)) C BR(O), onde BR(O) é a bola fechada de centro na origem e raio 
R. então K terá um ponto fixo pois para todo n E IN e u0 E BR(O) teremos que 
Kn(u0 ) E BR(O). Mostremos então a existência de tal R. 
Tomemos u a solução única do problema (2.3). Então para quase todo t E 
!;, i = 1,2 temos: 
u,(t)- L'.,.u(t) = J;(t). 
Multiplicando-se esta equação por u(t) (onde o termo multiplicação será também 
usado, no decorrer deste trabalho, para denotar o produto dualidade entre quaisquer 
espaços de Banach e seus respectivos duais t?pológicos) e usando a coercividade de 
-.6.p, obtemos 
~~lu(t)ll + lu(t)lf:,; S (f;(t),u(t)) S IJ;(t)l-l,p;lu(t)!J,p;· 
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Logo segue da desigualdade de Young que se t E /; então 
1 d 1 . 1 ' 
-
2 
dt [u(t)il + --,[u(t)[\:,. :S --,[/;(t)[P,,,,,. 
P; P; ' 
(2.6) 
Mas p; 2: 2 e portanto W~'P'(!1) C L2(!1) continuamente, isto é, existe c; > O 
tal que para todo u E w~·P'(!1) tem-se: 
que: 
[u[ 2 :S c,[u[,, onde i= 1, 2. 
Além disso, para todo número real z 2. O, segue da Desigualdade de Young 
2 2 p- 2 
z < -zP+ --. 
- p p 
Assim, voltando a (2.6), concluímos que se t E J; e i = 1, 2 então 
1 d I I' Pi - 1 2 1 ,: Pi - 2 
2 dt u(t) 2 + 2r!' [u(t)[, :S p' [/;(!)[_,,,: + 2·2r!•. 
• 1 Yi 1 
Multiplicando-se (produto usual) esta equação por exp(t(p; - 1)/22;'') e 
integrando-se sobre 1; concluímos que 
[u(T)ll :S exp( -(T- l)(p, -1)/ci')[u(t)ll + ~ [J,['L;''w-'·'' + p,, ~,2 , 
P2 2 2 P2 
e 
[u(t)il :S exp( -t(p,- 1)/cj' )[u(O)[j + p,, ~,2 +~[f,['~, _,,,. 
Pl Pl L •W 1 
Logo, se 
{ . (P< - 2 2 • ) } R2 :, max [1-exp(-[I,[(p, -1)/cf·J-l ---.,-:,-[!,[ + --,[],['> _,,, , 
•=1,2 P;S P; L •W ' 
onde [h[ = te [I,[ = T- t, e se [u(O)[, :S R então [K(uo)[ 2 = [u(T)[, :S R. 
Concluímos que f{ tem um ponto fixo. Mostremos que ele é único. 
Suponhamos então que Uo e v0 são dois pontos fixos de K e que u e v sejam a.s 
respectivas soluções de (2.3) tais que u(O) = u0 e v(O) = v0 . Logo para quase todo 
tE h i=1,2,tem-se: 
{ 
(u1(t)- v1(t))- (D.,.u(t)- D.,,v(t)) =O 
u(O) -v( O) = u(T)- v(T). 
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Multiplicando-se esta equação por (u(t)- v(t)), usando-se (1.2) e a monotonia 
de ~.6.p; 1 conclui-se que: 
~~iu(t)-v(t)li+a;lu(t)-v(t)i\:" <;O, i= 1,2. 
Integrando-se esta desigualdade em 1;, somando-se as expressões resultantes 
em i:::: 1, 2 e usando-se o fato de que u(O) e v( O) são pontos fixos de K tem-se: 
logo u =v. 
"alu-vl'' <O .L.. ~ LP;w;·Pi ~ ' 
•==1,2 
A partir destes fatos, concluímos que para cada par [jt, /2] E 
L'; (I,; w-l,p\(fl)) X L'\ (I,; w-l.P\(fl)) existe uma única solução u de (2.4). 
Observação: Em Lions [10], página 236, podemos encontrar um teorema mais 
geral que implica a existência de solução do problema Ut - 6.Pu = f tal que 
u(O) = u(T),p 2: 2 e f E L''(O,T;W-1·P'(fl)). Porém, o tipo de demonstração 
que apresentamos aproveita melhor as propriedades do p-Laplaceano e por isso é 
mais simples. 
O que faremos a seguir será definir o Operador Solução associado ao Problema 
(2.4) e mostrar que ele satisfaz certas propriedades que serão de fundamental im-
portância para se concluir a existência de soluções do problema perturbado. Mas 
antes vamos especificar as seguintes notações: 
L;= L"(I;; WJ·"(fl)), 
L:= u:(I;; w-r,p:(fl)), 
Y; = L"(I;; L';(fl)), 
onde i = 1,2; lembramos que de acordo co.rn o Critério de Aubin-Lions, dado no 
Lema 1.1 segue que: 
wi c Y;, compactamente. 
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Assim, como para cada [h,hl E L~ X L; :J ! u tal que ulr; =Ui E wi e Ui é 
solução de 
{ 
(u;),- Ll.,.(u;) =f;, i= 1,2, 
u1 (O) = u 2(T); u 1(t) = u 2 (t) 
e como W; C Y; continuamente então podemos definir o Operador Solução S asso-
ciado à (2.4) por 
s: L' X L' -+ 1 2 
[f, f,[ 
(2.7) 
Proposição 2.1: S é completamente contínuo. Além disso existem constantes 
positivas C1 e C2 tais que se 5[/1 ,/?.] = [u1 ,u2J e S[h1,h2] = [v1,v2] então: 
(2.8) 
(2.9) 
para i= 1,2. (2.10) 
Corolário 2.2: Se em (2.4) tivermos I= T, isto é, se não houver troca de opera-
dores, então 
será completamente contínuo e: 





Prova da Proposição 2.1; Subtraindo-se as correspondentes equações à ui e v; 
obtemos 
( u; -v;), - (L';,.u;- C;,, v;) = J;(t)- h;(t), i= I, 2, 
onde u1(0)- v1(0) = u,(T)- vz(T) e u1(t)- v,(t) = u2(t)- v2(t); multiplicando-
se a equação acima por (u;(t) - v;(t)), usando (1.2), a monotonia de -.ó.p, e a 
desigualdade de Young concluímos que, para 'V é; > O, tem-se: 
~~lu;( t) - v,( t) li + (a; - ;; ) lu;(t) - v;( I) li:" <; P~ , IJ;(t) - h;( t) 1'\,:. 
' é; P; 
Integrando-se esta desigualdade em!;, onde i = 1, 2, obtemos 
~{lu2 (T)- v2(T)I
2 
-lu 2(t)- v2(t)l'} + (az- ej') luz- v, I"<;-: Ih- h, I'; 
2 2 2 P2 L2 E~2 p~ L; 




} + (a, - E:j') lu, - vll" <; -: I f, - h1l': . 
2 2 2 Pl Lt .:-Plp' L' '-1 1 1 
Somando-se estas duas expressões concluímos que 
assim escolhendo-se E;= (a;(p; -1))1/P• obtemos (2.8). 
Lembrando que S[O, O] = [0, O], (2.9) passa a ser conseqüência imediata de (2.8). 
E finalmente, para se obter (2.10), veja que de (2.3) e de (L 7) concluímos que se 
t E /; então 
l(u;),(t)l-l,p: <; IJ;(t)l-l,p: +lu;( i) li:;:\ 
conseqüentemente 
logo usando (2.9) nesta desigualdade obtemos (2.10). 
Provadas as desigualdades (2.8) à (2.10) concluímos que S : L~ x L~ __,. 
L 1 x L 2 C Y1 x Y2 é um operador contínuo. Além disso de (2.9) e (2.10) segue que 
todo conjunto limitado B de L~ X L~ é levado a um conjunto limitado de wl X w2 
através da S. Portanto S(B) é relativamente compacto em Y1 x Y2 e portanto S 
definido em (2. 7) é completamente contínuo. O 
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Observação 2.3: Note que se restringirmos o operador S tomando-o em: 
S: L'( I,; L 2 (!1)) x L'(J,; L 2(!1)) C L; x L; --+ Y, x Y,, 
[J,,J,] >--> [u,,u2] 
(2.14) 
então S continuará sendo completamente contínuo e além disso as desigualdades 
(2.8), (2.9) e (2.10) serão válidas colocando-se [f;[L'L' no lugar de [f;[x:. para i= 1, 2. 
Uma vez estabelecidos estes resultados, estamos prontos para provar nosso pri-
meiro resultado importante relativo ao Problema (0.1). 
3. Soluções Periódicas de Problemas Perturbados com Mu-
danças Abruptas no Tempo 
Teorema 3.1: Sejam p; 2: 2, h; E Li, m; E Loo(Ii) e g; uma função real contínua 
tal que para todo (7 E IR e para determinados ai e si satisfazendo ai 2: O e O :S si < 
Pi - 1 tenhamos: 
[g;(a)[ $ a;([a['' + 1). 
Então o problema 
1 
u,(t, x) -L'>,. (u(t, x)) = m1(t)g1 ( u(t, x)) + h1 (t, x) 
u,(t,x)- L'>,(u(t,x)) = m 2(t)g2 (u.(t,x)) + h2(t,x) 
u(t, · )[an =O 
u(O,x) = u(T,x) 
tem uma solução fraca. 
(3.1) 
, tE I1, x E n, 
, tE fz, x E n, 
,tE(O,T), 
(3.2) 
x E n, 
Prova: Seja NH; o operador de Nemytskii associado à função H;(u,x,t,À) = 
À(m;(t)g;(u) + h;(t,x)), onde À E [0, 1] e NH,(À, u)(t,x) = H;(u(t,x),t, x, À). Então, 
sob as hipóteses do teorema segue que 
NH = NH1 X NH2 : [0, 1] X Yí x }'2 --t Li X L;, 
(À; [u1 , u2]) --+ [À(m1(t)g1 (u,) + h1 ), À(m2 (t)g2(u2 ) + h2 )] 
é contínuo e limitado. De fato, das condições impostas sobre 9i e do Lema 1.2 segue 
que o operador de Nemytskii associado a 9ii Ng; : Yi --l> LPils'(h Lp,fs;(D)), é um 
operador contínuo, limitado e satisfaz 
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M 
Pi Pi I as->-- =p;. 
S; p;-1 
Logo Ng, é também um operador limitado e contínuo 
quando visto como 
e além disso existem novas constantes, que denotaremos ainda por ai > O, i = 1, 2, 
tais que 
Assim, do fato de,\ E [0, 1] e de miE L00 (l;), é fácil ver que NH, é contínuo e 
que 
Logo a composição 
SoNH: [0,1] X Y1 X Y, ~ Y1 X Y,, 
(.\; [u1 , u2]) ~ [v1 , v2] 
onde v1 e v2 são soluções de 
{ 
(vr)1 - t.,,(v1): NH,(.\,u1 ), 
(v2 ) 1 - t.,,(v2)- NH,(.\,u,), 
v1(0) = v2(T); v1(t) = v2(t), 
(3.3) 
(3.4) 
é um operador completamente contínuo. Se mostrarmos que S o NH(À; ·)tem um 
ponto fixo então teremos provado o teorema. Para demonstrar a existência desse 
ponto fixo vamos usar a Teoria do Grau Topológico de Leray·Schauder (veja Deim-
ling [4], Capítulo 2, Seção 8). 
Primeiramente suponhamos que [ulJ u 2] é um ponto fixo de S o NH(>.., · ), para 
algum.\ E [0,1]. Então este par satisfaz 
(P,) { (ui)t- L'."(u,) = N_H,(.\, u,l, 
u1 (0) = u2(T); u1(t) = u2 (t). 
Segue de (2.9) que 
e de (3.3) e do fato de.\ E [O, 1] que 
onde i= 1,2, 
~ a, lu,IP, S ~ C,[a,(lu;I;J, + 1) + lh;iLf]. 
i=1,2 Pt i=1,2 
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(3.5) 
Vamos mostrar, por contradição, que exite R > O tal que se [u1, u2] satisfaz 
(P;) então lu; I v, :S R, para todo À E [0, 1] e i= 1, 2. 
Suponhamos então que não existe tal R, ou seja, para cada n E IN :3 Àn E [0, 1} 
e [u1 ,., u,,n] solução de (P,.) tal que lui,niY, > n para algum i E {1, 2}. 
Dividindo-se (3.5) por (lut,nl~st + lu2,nl~82 ) e lembrando que O:::; si< Pi- 1, 
vemos que para n grande existe um número k > O tal que 
(3.6) 
1 
quando n ---+ oo, 
pois s 1p~- p1 <O o que contradiz (3.6). Da mesma forma se supusermos que lu1,niY1 
é limitado e que lu2 ,niY~ ---+ oo também chegamos a uma contradição. Suponhamos 
então que para i= 1, 2 lui,niY; ---+ oo quando n---+ oo. Se existir~;> O tal que para 
n suficientemente grande tenhamos 
então 




'I ' . I lp~ St I I p Mas StP1 Pt < 1 e s2p2 - P2 < O, e assim Ut,n y 1 u2,n ,Y2 2 ---+ O e então 
quando n ---+ oo, o que novamente constit\;li uma contradição à (3.6). Portanto, 
:3 R > O tal que se .\ E [0, 1] e [u1 , u2 ] é solução de (PÀ) e para i = 1, 2 tem-se 
lu; Ir; :SR. 
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Assim se tomarmos R > R então não existe [u~, u2] E }1 x Y2 solução de 
(I- S o NH )(>.; [u1 , u2]) ~ [O, O] tal que [u;[y, ~ R; além disso lembremos que S o NH 
é operador completamente contínuo. Assim podemos tomar 
d(I- S o NH(>., ·), BJl(O), [O, O]) E~ 
o grau topológico de I ~SoNH(À, ·),na bola BR(O), com relação à [0, O], e este número 
não depende de ), já que o grau é invariante por homotopias. Mas calculando-se o 
grau quando .\ = O concluímos que 
d(I- S o NH(O, ), BJl(O), [0, O]) ~ 1 
já que S o NH(O;[u1,u2]) = [0,0] e d(I,Bn(O),[O,O]) ~ 1. Portanto d(I-
S o NH(>.,·),BJl(O),[O,O]) ~ 1 para t.odo >.E [0,1] e em particular para>.~ 
1. Logo S o NH(li ·) tem um ponto fixo e portanto (3.2) tem uma solução 
fraca. D 
Observação 3.2: Segue, como casos particulares da demonstração anterior, que 
os problemas abaixo têm solução: 
a) { u1 -Ll..,u~m1 (t)g1 (u)+h1 (t,·), 
u(O) ~ u(T) 
onde p1 , m 11 91 e h1 são como anteriormente e I= T: 
b) { u1 - Ll.,u ~ m(t)g(t, u) + h(t, ·), 
u(O) ~ u(T) 
tE [O,Tj 
tE [O,TJ 
e p ~ p, ~ p, 2: 2, mE L00 (0,T), h E L''(o, T; w-1·''(!1)) e 
( { 
g1 (u) se 
9 t, u) ~ g
2
(u) se 
com g1 e 92 como anteriormente. 
Com pequenas adaptações ao que fizemos anteriormente, podemos mostrar o 
seguinte resultado abstrato: 
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Teorema 3.3: Sejam V; v.m espaço de Banach reflexivo separável, V/ seu dual 
topológico e H um espaço de Hilbert tais que V; C H C ~1 , com inclusões continuas 
e densas e i = 1, 2. Seja também 
A;:V;-----+V/ 
um operador satisfazendo as seguintes propriedades: 
(i) Monotonia forte: Para todo u, v E V; existem Pi 2: 2 e o:; > O tais que 
(A;u- A;v, u- v )v;' ,v, ;?: a; lu- vlf:,, 
(ii) Hemicontinuidade: Para todo u, v, w E V; fixos, e .\ E IR a aplicação abaixo é 
contínua 
,\ ~ (A,(u + ,\v),w)"•,v., 
(iii) Coercividade: 3 /3; ;?: O tal que para todo u E Vi, 
(iv) Limitação: Existem 7;,8;;?: O tais que para todo u E v; 
E finalmente sejam X; um espaço de Banach tal que v; C X; compactamente e 
B · L"(l ·X) ~ L'i(I V') 
• • " t 11 ' 
um operador contínuo, limitado e satisfazendo 
para algum a; 2: O e O .:::; s; .:::; p;- 1, onde l; = [O, l) e / 2 = [t, T). Então eúste 
u E C([O, T]; H) tal que 
e u é solução fraca de 
{ 
u, + A1u ~ B 1 (u), 
u, + A2u ~ B 2(u) 
u(O) ~ u(T). 
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Observação 3.4: Os exemplos (1.8), (1.10) e o exemplo (1.9}, com a condição que 
À~ < 4).)'1, e que [>,2(P2- 2)]2- 4ÀÀ1, (p1 - 2)(p- 2) :S O, fornecem operadores, dife-
rentes de -.ó..P que satisfazem as condições impostas sobre A;, i= 1, 2, no Teorema 
3.3. Para isto basta considerar cada funcional dado como sendo cjJ: D(c!J) ---+ IR, e 
não mais~: D~ C H~ RU {oo), de modo que~ E C'(D~). 
Observação: Como S o Nn(l, ·) é um operador completamente contínuo, po-
deríamos ter usado o Teorema do Ponto Fixo de Schauder para mostrar que 
S o NH(l, ·) tem um ponto fixo. Mas neste caso precisaríamos impôr que, para 
todo ij = 1,2, tivéssemos O _::; Sj < PdP~-, o que é muito mais restritivo que 
O::; si< Pi/Pj quando j = 1, 2, isto é, O::; Sj < Pi -1. 
Nos nossos próximos resultados veremos que é possível obter soluções para (0.1) 
mesmo que gi tenha crescimento superior à Pi - L Primeiramente vamos manter 
a parte principal da equação igual à -Ó.p durante todo intervalo (0, T)e vamos 
permitir que haja trocas abruptas apenas na perturbação da equação. 
Assim, consideremos inicialmente o problema: 
{ 
u,(t, x)- t,,u(t, x) = m(t)g(u(t, x )) + h(t, x) 
ulao =O 
u(O,x) = u(T,x) 
(t,x) E (O,T) x f!, 
(3.7) 
X E f!, 
onde p 2:: 2, h E LP' (0, T; w-l,p' (0)), m E L 00 (0, T) e g é uma função real contínua 
tal que para determinados a > O e s 2: O tenhamos 
V O' E IR. 
Provaremos então o seguinte resultado: 
Teorema 3.5: Nas condições descritas acima, se lmloo for suficientemente pequeno 
e se 
2p 
p-l:=:;s<p-1+ N e N>p, 
p- 1 _:::; .s < p + 1 e N _:::; p, 
então (3. 7) vai admitir uma solução fraca. 
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ou se 
[Note que a. Observação 3.2, ítem a), nos dá existência de solução fmca quando 
s <p-1]. 
Vale avisar ao leitor que, para que fique claro que nosso resultado depende da 
pequenez de lml=, certas constantes que aparecerão no decorrer da demonstração 
terão suas dependências devidamente explicitadas. 
Antes de demonstrar o Teorema 3.5 vamos fazer algumas considerações com 
relação à 
s : u' (o, T; w-'·'' (!1)) ~ u(o, T, w~·'(n)) 
f r> u 
o operador solução associado ao problema 
{ 
u, - L>,u = f, 
u(O) = u(T). 
(3.8) 
Do Corolário 2.2, segue que S satisfaz as desigualdades (2.11) à (2.13) e que 
N N . 
para todo q > 1 tal que 1 - - > -- (em particular para p = q) 
p q 
S: L'' (0, T; w-l,p' (!1)) ~ L'(O, T; L'(!1)) 
é operador completamente contínuo. 
Ma, ,e s > p - 1 e u E L'(O, T; L'(!1)) então g( u) E LPI>(o, T: L"i'(!1) 9' 
LP' (0, T; w-l,p' (!1) pois p' > pfs. Assim para. podermos trabalhar com s 2: p- 1 
teremos que explorar um pouco mais as propriedades do Operador Solução S. Ve-
jamos então o seguinte resultado: 
Proposição 3.6: O Operador Solução S associado à (3.8) 
5: L''(O,T; w-1P'(!1)) ~ L00 (0,T,L 2 (!1)) 
f ~ u 
é um operador contínuo e limitado. 
Prova: Mostremos primeiramente a continuidade de S; para Isso sejam j, h E 
L''(O, T; w-'·''(!1)) tai' que u = S(J) e v = S(h). (Observe que 5 está bem 
definida pois seu é solução fraca de (3.8) então u E C([O,T];L2 (!1))). 
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Subtraindo as correspondentes equações associadas a u e v e multiplicando a. 
equação resultante por (u(t)- v(t)) concluímos que 
1 d , 1 I , 
2 dt lu(t)- v(t)l2 S p'a1 f(p 11 lf(t)- h(t) ~ 1 ,,,. 
Integrando-se em ( T 1 t) C (0, T) obtemos 
2 
lu(t)- v(t)ll S lu(T)- v(T)Il + 111 p'a P (3.9) 
Se mostrarmos que a aplicacão f r--t S(f)(O) = u(O) é contínua então, fazendo 
T =O em (3.9), concluiremos a, continuidade de Sem L00 (0,T;L 2 (0)). 
Para isto, observemos que como u, v E W = { w E LP(O, T; W~'P(O)); Wt E 
L'' (0, T; w-1·'' (!1))} entãD u - v E C([O, T]; L 2 (!1)) e portanto existe t 0 E [0, T] tal 
que 
lu( to)- v(to)ll = T-1 { lu(u)- v(u)lldt. (3.10) 
Mas p .2: 2 e portanto existe uma constante c1 = c1 (0, T) >O tal que 
A partir de (2.11) (associado à. p) concluímos que 
I I ( 
p) 1/pl 1/(p-1) 
U- V pp ::; C1 C1 ~ f- hiLP'W-!,p1 • (3.11) 
Voltando à (3.9), se tomarmos t = T, T = t 0 e além disso usarmos (3.10) e 
(3.11) teremos que: 
Ma.s S(f)(O) = u(O) = u(T) e S(h)(O) = v(O) = v(T), logo temos a continuidade 
requerida e mais, se 
então 
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em particular S(O) =O e portanto 
IS(!Jii~L' c; c,[Jii:,\';;;~1.,, + c,[flr,.w-•.,•· o (3.13) 
Observação 3. 7: Como na Observação 2.3, aqui também podemos restringir 
S: L2 (0, T; L2(0:))---+ L00 (0, T; L2 (0)) que S continuará sendo operador contínuo e 
limitado e as desigualdades (3.12) e (3.13) ainda serão válidas se pusermos 1/luu 
no lugar de lfiLv'w-I,p'· 
Proposição 3.8: Sejam p, q ? 2 tais que 1 - N > - N. Se 8 E]O, 1[ e 
p q 
p 2q 
k(O) =e r(O,q) = q(1- O) +20 (3.14) 
então podemos definir o Operador Solução S associado à (3.8) por 
S: L''(O,T;W-1·''(!1)) ....., L'<'I(O,T,L'<'·'I(!1)) 
f ~ S(f) 
(.3.15) 
e este será ainda completamente contínuo. 
Prova: Seja X = L00 (0, T; L2(!1)) n L'( O, T; L'(!1)). Então segue d., con-
siderações anteriores à Proposiçã.o 3.6 e da própria Proposição 3.6 que S : 
LP' (0, T; w-l,p' (f!}) ---+ X é um operador contínuo e limitado. 
Mas por interpolação de espaços temos que se k e r forem dados por (3.14) 
então a incluSao abaixo é contínua 
X C L'('I(O,T; c<•·'l(!1)) e 
luiL~<(o)y(q,e)::.; lultPLqiull:,op, (3.16) 
logo o operador S definido em (3.15) é limitado e contínuo. Para completar 
a demonstração desta proposição mostremos que se B é conjunto limitado de 
LP'(O,T;W-1•''(!1)) então existe seqüência Un)nEN C B tal que {S(Jn))nEN é 
seqüência convergente de Lk(B)(O, T; Lr(B,q) (f!)). 
Para ver isso observemos primeiramente que de (2.9) e (2.10) tem-se que o 
operador S, quando atuando como operador de LP'(O,T; w-l,p'(f!)) em w = {w E 
V:'(O, T; w~·P(f!)); Wt E LP' (0, T; w-l,p' (f!))}, é um operador limitado. 
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Assim se B é conjunto limitado então S(B) é limitado em W. Mas W é espaço 
reflexivo, logo existe seqüência {fn}neN C B eu E W tais que 
S(fn) = Un ---" u em W quando n --+ oo. 
Além disso, segue do Lema 1.1 que existe subseqüência que denotaremos ainda por 
{fn)nEN tal que 
S(J.) = u. _, u em L'(O, T; L'(il)), 
mars ainda, temos de (1.1) que W C C([O, T]; L2(!1)) e que portanto u E 
L=(o, T; L2(!1)). 
Logo de (3.16) concluímos que 
Como () 
L'i'i(O T· 
E]O, 1[ concluímos 
L•(q,O)(iJ)). o 
que { S{fn)}nEN é seqüência convergente de 
, , 
Vamos então demonstrar o teorema. 
Prova do Teorema 3.5: Seja NH o operador de Nemytskii associado à função 
H(u,x,t) = m(t)g(u) + h(t,x). Queremos encontrar O E (0,1) tais que se k = k(O) 
e r::::: r(q,O) então 
S o NH: L'(O, T; L'(il)) _, L'(O, T, L'(il)) 
onde v é a solução de 
u 1--+ S o NH(u) =v, 
{ 
v,- ~,v= m(t)g(u) + h(t), 
v(O) = v(T), 
é um operador completamente contínuo. 
(3.17) 
Em primeiro lugar vejamos que, como no Teorema 3.1, se tivermos 
Lkfs(o, T; v·f.ç(n)) c LP' (O, T; w-I,p' (r!)) continuamente então teríamos que 
NH : L'(O, T; L'(il)) _,L'' (0, T; w-r,,' (!1)) 
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seria um operador contínuo, limitado e além disso satisfaria 
(3.18) 
com c4 = c4 (0, T) > O tal que 
Logo, se fJ for tal que Ny é contínuo e satisfaz (3.18) então S o Nn definido em 
(3.17) estará bem definido e será completamente contínuo. 
Como s ~ p ~ 1, se pudermos escolher 
< . {p- 1 2(q- 1) } - • 
s - mm e ' q(1 - 8) + 20 - s 
então teremos as seguintes inclusões contínuas 
L'I'(O, T; L'(e.q)f•(íJ)) c L'' (0, T; L'' (íl)) C L''(O,T; W-1·''(!1)), (3.19) 
~ - L > ' ~ > 2q [ 2( q - 1) l-1 - ' . 
de fato, s - Os _ p e 
8 
_ q( 1 _ 8) + 20 q( 1 _O)+ 20 - q, o que nos da a 
primeira inclusão contínua. A segunda inclusão segue de 
w~·'(íl) c L'(íl) c L'(íl) c u'(íl) c w- 1·''(n). 
Assim vamos procurar um fJ ótimo entre O e 1 para que s* seja o maior possível. 




- e e _ 2(q- 1) !z( ) - q(1- O)+ 20 
Como q 2: 2 segue que h é uma função crescente em fJ; já f 1 é estritamente 
decrescente. Logo se f 1 e h se interceptarem num ponto 00 este será único. Fazendo 
as contas, concluímos que este ponto existe e é dado por: 
Bo(q) ~ q(p + 1)- 2q E (0, 1). 
q(p+ 1)- 2p 
(3.20) 
Assim, ()0 dado em (3.20) fornece o valor para o qual s* será máximo e este é 
dado por: 
• p-1 . p 
s ~Bo(q)~p+1-2q. 
Então, lembrando que 1 ~ N > - N e que q ~ 2 temos dois casos a considerar: 
p q 
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i) Se N :S_ p então 2 :S_ q < oo e, portanto, fazendo q---+ +oo, podemos tomar 







s <p-1+ N. 
Concluindo, se s E [p- 1, p- 1 + 2p/ N) e N > p ou se s E [p- 1, p + 1) e N :ô p 
então com a escolha acima de q nós encontramos k e r tais que a inclusão dada em 
(3.19) é contínua e portanto para estes valores de k e r, S o NH definida em (3.17), 
está bem definida e é completamente contínua, como queríamos. 
Nosso próximo passo será mostrar que existe R > O suficientemente grande tal 
que S o NH(BR(O)) C (BR(O)), para então concluir, à partir do Teorema do Ponto 
Fixo de Schauder, que S o NH tem um ponto fixo e portanto (3.7) tem uma solução 
fraca. 
Com a ajuda de (2.12), (3.13), (3.16), (3.18) e da desigualdade de Young con-
cluímos que se luiLkU :=::;R, qualquer que seja R> O, então 
k, 
onde (3.21) 
1/(p- 1), k2 = (p(1- 00 ) + 2B0 )/2(p -1) 
(c:)~ [ (2(2c2 )'i')'-' (2c4 lm looa )'• :: + (2(2c,)'i')'-' (2c,lmlooa )1'] 
(c:)~ { (2(2c2 )'i'),_, [ (2c4 1mlooa )'' ( k, ~ k,) + (2(2c, + lhlv•w-•-•') )''] 
+(2c3 ) 1i2)'-'(2(c, + ihlv•w-•.e' ))1'} 
c,lmlooaif!l'i'T'i'-






Mas s 2 p- 1 e portanto sk, 2 ;z(p(l - 00 ) + 200 ) 2 (1 - B0 ) + 00 = 1. 
Logo escolhendo R suficientemente grande e c5 suficientemente pequeno (3.22) será. 
satisfeita. Mas pela forma como definimos c5 , basta que [mico seja suficientemente 
pequeno que c5 também o será e o resultado está concluído. O 
Agora vamos dar condições suficientes para que (0.1) tenha soluções fortes. 
Teorema 3.9: Suponhamos que no problema (3. 7) tenhamos p 2 2, h E 
L'(O, T; L'(!1)), mE L=(o, T) e g contínua tal que lg(o-)1 <; a(lo-1' +I) para todo 
a E IR e algum a 2 O. Então, se s satisfizer uma das condições abaixo, (3.7) terá 
uma solução forte. As condições são: 
a) O < s < 1', - - 2 
b) ~ S s S ~ + 1, N::; p e [m[oo é suficientemente pequeno, 
c) 
P P (N- p) • . 2 S s S 2 + 1 - N , N > p e [m loo e sufictentemente pequeno. 
Prova: Em primeiro lugar note que se h E L2 (0, T; L2 (!1)) então h E 
L''(O,T; W-1·''(!1)) pois p 2 2 2 p'. 
Assim seu é solução fraca de (3.7) e se g(u) E L2 (0,T; L'(!1)) então f = 
NH(u) E L2 (0, T; L2 (!1)) e de acordo com a Proposição 2.1 do Capítulo 1 teremos 
que u(O) E W~''(!1), u, E L'(O, T; L'(!1)) e (3.7) será satisfeita em L2 (0, 1'; L2(!1)) 
isto é, u será uma solução forte de (3.7). 
Para demonstrarmos nosso resultado precisamos saber apenas quais os valores 
de s para os quais (3. 7) tem solução fraca u e g( u) E L2(0, T; L2 (!1) ). 
No primeiro caso temos s.::; p/2, e então s.::; p -1 pois p 2: 2. Logo, de acordo 
com a Observação 3.2 ítem a), (3. 7) tem uma solução fraca u eu E LP(O, T; LP(fl)). 
Como 1' 2 2 concluímos que g(u) E L'i'(O, T; ['1'(!1)) C L2 (0, T; L2 (!1)). 
s 
Para os casos onde s 2: p/2, se procedermos como no Teorema 3.5, mas desta 
vez procurando k,r > O tais que X C L'(O,T;U(!1)) e L'''(O,T;L'''(!1)) C 
L2(0, T; L2(!1)), tais que tenhamos 
S: L2 (0, T; L'(!1)) ~ L'(O, T, L'(!1)) 
f ~ S(f) = u, 
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completamente contínuo e 
NH: L'(O, T; L'(rl)) ~ L'(O, T, L2 {!1)) 
u >--> NH(u) 
contínuo e limitado, concluiremos que, quando m e s satisfizerem as hipóteses b) ou 
c) do Teorema, então (3.7) terá uma solução forte. D 
Teorema 3.10: Se no Teorema 3.1 um dos Sj satisfizer: 
Pi - 1 :S Sj < Pi + 1 e N :S Ph ou 
p 
PJ- 1 :S Sj < Pi- 1 + 2 ~~ e N > Pj, 
então o problema (3.2) terá solução fraca desde que jm1 j00 e lmzloo sejam suficien~ 
temente pequenos. 
Se além dessas hipóteses tivermos que para j = 1, 2, hi E L 2(Ij, L2(0:)) e 
s < P; 
'- 2 
ou e N <p· 
- ' 
ou P; < s. < P; + 1- (N- P;) N 2 - 1 2 N e > P;, 
então a solução de (0.1) será forte. 
Prova: Análoga a demonstração do Teorema 3.5. 
Observação: Se ao invés de -.6.P, com a condição de contorno de Dirichlet, tra~ 
balharmos com qualquer dos operadores fornecidos pela. Observação 3.4 então nas 
condições dos Teoremas 3.5 ou 3.9 o problema (3. 7) associado a estes novos opera~ 
dores ainda terá solução. 
4. O Caso Semilinear 
Uma situação especial ocorre quando p = 2, pois neste caso .6.2 = .6. = ope~ 
rador de Laplace, que é um operador linear. O Operador Solução S, associado ao 
problema 
{ 
Ut - .6.u = f, 
ulan =O, 
u(O) = u(T), 
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( 4.1) 
onde f E L2(0, T; L2(!1)) poderá ser pensado como atuando nos seguintes espaços: 
S: L'(O,T;L'(O)) ~ L00 (0,T,L'(rl)), 
f t--+ u. ( 4.2) 
Além disso será um operador completamente contínuo desde que q > 1 e 1 -
N N - > --. Assim em nosso próximo resultado seremos capazes de mostrar que 
p q 
existe uma solução forte para 
{ 
u1(t, x)- .0.( u(t, x)) = h(t, x) + m(t)g(u(t, x)) 
ulao =O, 
u(O,x)=u(T,x), xErl 
quando s assume valores superiores aos fornecidos pelo Teorema 3.5. 
(4.3) 
Teorema 4.1: Sejam h E L2 (0, T; L2(S1)), m E L00 (0, T) e g uma Junção real 
contínua tal que lg(v)l <: a(lvl' + 1), para todo v E IR. Se lmloo for suficientemente 
peq11.eno e se 
a) N=1,2 e s2::1, ou: 
b) N> 2 
então o problema (4.3) terá uma solução forte. 
Prova: Vamos mostrar em primeiro lugar que S definido em (4.2) é um operador 
bem definido e completamente contínuo. Note que como .6. é linear então S também o 
será, portanto, neste caso, os conceitos de continuidade e limitação são equivalentes. 
Assim, se mostrarmos que 
S: L2(0, T; L2 (0)) ~ W 00 = { w E L 00 (0, T, HJ(rl)); w, E L2(0, T; H-'(0))) 
f t--+ u, 
é um operador limitado, seguirá do Lema 1.1 que S definido em (4.2) será comple-
tamente contínuo. 
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Se voltarmos à Proposição 2.3 do Capítulo 1 veremos que se u é solução de 
u,- !lu~ f então u(t) E HJ(!l) para todo t >O. Além disso quando u(O) E HJ(!l) 
então a aplicação 
q,: [O,T] ~ R 






será absolutamente contínua, u1 E L
2 (0,T;L 2 (!1)) (e conseqüentemente -6..u E 
L 2(0, T; L 2(!l))) e também para quase todo tE (0, T) teremos 
d 
dt</J(u(t)) ~ (-!lu(t),u,(t))L'(O)· 
Assim, se multiplicarmos (4.3) por u1(t) (produto interno do L2 (fl)), usarmos 
( 4.4) e a desigualdade de Young, concluímos que para quase todo t E (0, T) tem-se: 
~lu 1 (t)ll + ~ </J(u(t)) :S ~IJ(t)ll, (4.4) 
logo integrando esta equação de t0 a t, onde Os; t0 s; t s; T, obtemos 
Repetindo o argumento usado na Proposição 3.6 para mostrar (3.12), com a 
ajuda de (2.12) nós concluímos que para todo tE [0, T] tem-se: 
onde c1 ~ c1 (!l) > O é tal que 
Logo, vale que 
Mas, por (2.13), temos 
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e portanto S é uma aplicação contínua de L2(0, T; L2 (0)) em W 00 . Con-
seqüentemente, S definido em ( 4.2) é operador completamente contínuo, como 
queríamos provar. 
N N 
Por outro lado seu E L00 (0, T; Lª( f!)), para algum q tal que 1-- > --, 
2 q 
então g(u) E L00 (0, T; L•i•(fl)) C L2 (0, T;L2 (fl)) se~ 2: 2, ie., s <; q/2. Neste caso, 
s 
como h E L2 (0, T; L2 (fl)), a aplicação de Nemytskii NH(u)(x, i)= m(t)g(u(x, i))+ 
h(x 1 t) será contínua e limitada quando atuando como 
NH: L00 (0,T;L'(O)) __, L'(O,T;L2(0)). 
Além disso 
onde c2 = c2(0) > O é tal que 
I·!, 'Ó c,l·l,. 
Logo, a composição 
será completamente contínua e satisfará 
com c4 = c,(ciT-1 + 2)1' 2 lmiLoouc;, cs = c,(clT-1 + 2)1i2 (alíll 1'' + lhluu) e c3 = 
c3(íl) > O tal que 
Assim, como no Teorema 3.5, se tomarmos R suficientemente grande para 
que R 2:: 2c5 e se lmloo for suficientemente pequeno para que c4R 8 :::; ~, então 
c4 R8 + c5 :S R. Logo teremos que S o NH(BR(O)) C BR(O) e portanto, pelo Teorema 
do Ponto Fixo de Schauder, S o NH terá um ponto fixo. 
Assim, só falta analisar os valores máxilll:os que q, e conseqüentemente s, podem 
assumir para que a análise permaneça verdadeira. 
Observamos que se N :S 2, isto é, N = 1, 2, q pode ser tão grande quanto se 
queira e portanto podemos tomar qualquer s E [1, oo ). 
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2N 
Se N > 2 então devemos tomar 1 < q < e, portanto, 1 < s < 
N -2 
N 2 , 
N _ 
2 
= 1 + N _ 
2
, como quenamos. D 
Observação: Comparando esse último resultado com o Teorema 3.5 vemos que 
como pudemos usar o fato de ~ ser linear, foi possível aumentar o limite de cresci-
mento de g de: 
s E [1, 2), no Teorema 3.5, paras E [1, oo ), no Teorema 4.1, quando N = 1, 2, e de 
N+2 N 
.sE [1, N ), no Teorema 3 .. 5, paras E [1, N _ 
2
), no Teorema 4.1, quando N > 2. 
2 2 
(Observamos neste último caso que N < N _ 
2 
pois N > N- 2). 
Observação: Se na equação (4.3) trocarmos g(u) por 
g(t u) ~ { 91(u) se tE ! 1 ~ [O,i), 
' g2(u) se tE ! 2 ~ ~,T), 
onde g; é contínua e existem a;, s; ~ O tais que 
então, desde que s = max{s;} satisfaça as condições dadas no Teorema 3.5 ou 4.1, 
•=1,2 
então o novo problema (4.3), associado à. g(t,u), admitirá uma solução. A demons-
tração desse fato se dá de modo inteiramente análogo ao que foi feito no Teorema 
4.1. 
Até o presente momento foram avaliadas situações em que se permitiam trocas 
periódicas tanto na parte principal da equação como nas perturbações desta equação. 
Entretanto existem situações onde tais trocas não ocorrem apenas de acordo com 
"marcas1' pré-determinadas no tempo 1 mas também de acordo com o comportamento 
da própria solução. Por exemplo, um mecanismo que se desligue automaticamente, 
quando atinge determinada temperatura, e q9-e volte a funcionar depois de se resfriar, 
constitui uma situação desse tipo. 
Nosso próximo resultado avaliará um caso particular desta situação, onde a 
troca de operadores na equação depende da norma da solução. 
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5. Soluções Periódicas de Problemas Perturbados com Mu-
danças Abruptas não Temporais 
Consideremos o seguinte problema 
{ 
u,(t)- t:.,u(t) E F(t, u(t)) 
u(O) ~ u(T), 
(5.1) 
onde t:., : w5·'(il) ~ w-r,,' (f!) e F(t, ·) : L'(il) ~L'' (f!) é um operador múltivoco 
tal que para cada tE (0, T) tem-se: 
{ 
{F1(t, u)) 
F(t, u) ~ {F2(t, u)) 
{t7F1 (t,u)+(l-t7)F2 (t.u); t7E[O,l]} 
se [u[q <R, 
se lu. I, > R, 
se lu I,~ R. 
( 5.2) 
Aqui q,p :> 2, ~+~~I, 1- N >- N e F(t, ·): L'(f!) ~ L''(f!) é um operador 
q q' p q J 
contínuo e limitado satisfazendo 
IF;(t,u)l,• :<:: m;(t)lul;j + hi(t), V u E L'(f!), (5.3) 
onde mi E L00 (0, T), hj E LP' (0, T), são funções não negativas quando j = 1, 2. 
(Por motivos técnicos que se tornarão claros proximamente tivemos que tomar a 
imagem de Fi(t, ·)em Lq' (f!) ao invés de em w-l,p' (f!), como foi tomado no capítulo 
anterior). 
Com relação a este problema, mostraremos o seguinte resultado: 
Teorema 5.1: Se O ::; Sj < p - 1, j = 1, 2, então existem u E W = { w E 
LP(O, T; W5·'(f!)); w, E L'' (0, T; w-r,,'f!)} e Ç E L'' (0, T; L'' (f!)) tais que u é uma 
solução fraca de 
e 
{ 
u, - L'.,u ~ Ç 
u(O) ~ u.(T) 
Ç(t) E F(t,u(t)) para quase todo tE (O,T). 
Para provar este resultado vamos introduzir as seguintes aproximações 




onde E E (0, R) e para quase todo tE (0, T) e qualquer u E LP(O,T; L'(rl)) definimos 
Fe: por 
F1(t, u(t)) , se lu(t)l, <R, 
F2(t,u(t)) , se lu(t)l, > R+e, 
F,(t,u(t)) = [I- (lu(t);- R)] F,(t, u(t)) + (lu(t);- R) F,(t, u(t)), 
, se lu(t)l, E [R, R+ e]. 
Com relação a estas aproximações, valem os seguintes resultados: 
Lema 5.2: Para cada. e E (0, R) o operador F~ definido em (5.5) é contínuo e 
uniformemente limitado em E, isto é, 3 a > O e s = max{ s1 , s2} tais que: 
(5.6) 
Prova: Mostremos primeiramente a limitação de Fg. De (5.3) e da desigualdade 
de Young temos que se chamarmos 
m(t) = m1(t) +m,(t), h(t) = h1(t) + h,(t) +I e s = max{s,s,), 
então para todo u E LP(O, Tj Lq(O)) e j = 1, 2 teremos 
IFj(t, u(t))l,• <; m(t)lu(tJI; + h(t). ( 5. 7) 
Assim, seu E LP(O, T; L'(rl)) e se para algum tE (0, T) tem-se iu(t)l, <R (e 
aí tomamos j = 1) ou se iu(t)lq >R+ e (e então tomamos j = 2) teremos que 
IF,(t, u(t))l,• = IFJ(t, u(t))l,• <; m(t)iu(t)l; + h(t). 
, I ( li [ ] lu(t)l,- R Mas, se t e tal que u t q E R, R + E , então O ::;: .:::;; 1. 
E 
( 5. 7) teremos 
IF,(t, u(t))l,• <; (1- lu(t);- R) (m(t)lu(t)l; + h(t)) + 
cu(t);- R)· (m(t)lu(t)l; + h(t)) <; m(t)lu(t)l; + h(t). 
(5.8) 
Logo de 
Assim, seu E LP(O,T;L'(rl)), para todo tE (O,T) temos (5.8). Mas, como 
OS s < p- 1, existe c1 = c1(T) tal que 
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de modo que, integrando IF,(t, v(t))l;: de O à Te usando esta última desigualdade. 
obtemos (5.6) com a~ c;lmloo + lhlv'· 
Para mostrar a continuidade de Fe, basta mostrarmos que para cada t E (0 1 T) 
o operador Fe(t, ·): Lq(f!)---+ Lq'(f!) é contínuo, pois da limitação obtida em (5.8) e 
do Teorema da Convergência de Lebesgue concluímos a continuidade de Fe. 
Assim seja u E L'(!l) tal que u E BR(O) ou u E L'(!l) \ BR+•(O). Então pela 
definição de Fe(t,·) e pela continuidade de Fj(t,·), j = 1,2, concluímos que F,(t,·) 
é contínua em u. 
Por outro lado, se lulq E (R, R+ e:), então para toda seqüência Un --+ u em 
Lq(!1) teremos que lunlq E (R, R+ e) para n suficientemente grande e, além disso, 
lunlq ~ lu I,- Logo, 
F,(t, Un) ~ ( 1- (I uni:- R)) Fl(t, Un) + c uni:- R)F,(t, Un) ~ 
( 
(lul,- R)) (lul,- R) 1- é F1(i,u) + é F2(t,u) ~ F,(t,u). 
Concluímos que Fe(t, ·) é contínua em u se lulq E (R, R+ e). 
Se lulq = R e Un ---+ u podemos então extrair uma subseqüência que ainda 
denotaremos por un tal que para n suficientemente grande tenhamos lunlq :S: R ou 
R < lunlq < R+ E. Mas tanto num caso quanto no outro, como anteriormente, 
concluímos que: 
F,(t, un) ~ F,(t, u) = F1(t, u). 
Procedemos analogamente quando iulq = R+ é e também concluímos a conti-
nuidade de Fe(l,·) para este u. 
Como analisamos todas as possibilidades para u, a continuida.de de Fe é 
obtida. O 
Prova do Teorema 5.1: Para cada é E (0, R), seJa u, uma solução fraca do 
problema aproximado: 
{ 
(u,),- t.,(u,) ~ F,(u,), 
u,(O) ~ u,(T), 
que existe pelo Teorema 3.3. 
( 5.9) 
Vamos então obter estimativas uniformes para { u,},.,>o que permitam extrair 
uma subseqüência que convirja para uma solução de (5.4) e conseqüentemente de 
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(5.1 ). 
Em primeiro lugar segue de (2.12) e do fato de Lq'(n) c w-t,p'(f!) que existe 
k > O ta] que 
logo de (5.6) teremos 
(5.10) 
mas O _:; s < p- 1 e W0
1'P(!1) C Lq(D), logo pela desigualdade de Young teremos 
que :l K 1 > O tal que 
Por outro lado, de (5.9) e (1.7), concluímos que 
Agora da limitação de { u,),>, em L'(O, T; Wd·'(íl)) e do fato de wd·'(íl) c L'(íl), 
encontramos ]{2 > O tal que 
Concluímos então que { ue} e>O é um conjunto limitado em W, espaço de 
Banach reflexivo que pelo Lema 1.1, de Aubin-Lions, está compactamente imerso 
em LP(O, T; Lq(!1)). Logo é possível extrair uma subseqüência { ue..}iEN e encontrar 
u E W ta.l que 
Ue, ----'" u em W 
u,; ~ u em L'(O, T; L'(íl)). 
(5.11) 
(5.12) 
Então, à partir da limitação de -.Ó.p dada em (1. 7) e da limitação de Fe dada 
em (5.6), extraímos nova subseqüência, ainda denotada por (ue,)iEN, para concluir 
que existem q E L'' (0, T; w-'·''(íl)) e Ç E L'' (0, T; L'' (íl)) C L'' (0, T; w-r,,'(íl)) 
tais que 
-Ll.,(u";)~ry em LP'(O,T;W-1·''(!1)) 




Passando o limite (fraco) em (5.9) obtemos 
(5.15) 
Para poder concluir que isto fornece a solução procurada, em primeiro lugar 
vamos verificar que u(O) = u(T). Para isso, note que se w E W~·P(f!) e y E 
Cgo([O, T]) então wr.p E LP(O, T; WJ'P(Q)). Vamos tomar em particular r.p tal que 
<p(O) ~ <p(T). 
Em primeiro lugar, por (1.2) e pelo fato deu,, (T) ~ u"(O) e de <p(T) ~ <p(O), 
teremos que 
{T(u; (t),w)<p(t)dt ~- f(u,,(t),w)<p'(t)dt, lo ' lo 
de modo que ao passarmos o limite nesta igualdade concluímos, através de (5.11), 
que 
[(u'(t),wl'P(t)dt ~ -fo\u(t),w)'P(t)dt 
Mas, novamente de (1.2), temos que 
f ( u'( t), w )<p(t )dt ~ - [ ( u( t ), w )\'( t)dt + ( u(T), w )<p(T) - ( u(O), w )'P(O), 
e, conseqüentemente, (u(T), w)<p(T) ~ (u(O), w)<p(O) para todo w E W~''(íl). Como 
<p(O) ~ <p(T) e W~·'(íl) é denso em L'(íl) concluímos que u(O) ~ u(T) e portanto u 
satisfaz o problema 
{ 
u, + ~ ~ Ç, 
u(O) ~ u(T). 
(.5.16) 
Mostremos agora que 1] = -!:1Pu. Para ISSO vamos tomar um v E 
LP(O, T; W~''(íl)), fixo, e 
S; ~ lT( -Ll,u,,(t) + Ll,v(t), u,,(t)- v(t))dt 2: O, 
lembrando que si ~ o devido à monotonia de -t1p. 
Analisando o termo lT ( -6.pue-, (t), Ue;(t))dt desta desigua1dade, obtemos à 
partir de (5.9) e do fato de u,(O) ~ u,(T) que 
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Tomando-se o limite, quando i ----+ oo, e usando-se (5.12), (5.14) e o fato de 
laT(u'(t),u(t))dt =O, concluimos 
[( -!:l,u.,(t), u.,(t))dt ~ J,T(i'.(t), u(t))dt = 
[(Ç(t)- u'(t), u(t))dt = {(ry(t), u(t))dt. 
Passando o limite em S;, concluímos que 
{ (ry(t) + !:l,v(t), u(t)- v(t))dt ::>O. 
Se trocarmos v por u- f.w, com w E LP(O, T; W~·P(fl)) e).> O, obtemos 
[ (ry(t) + !:l,(u(t)- .\w(t)), w(t))dt ::>O. 
Assim, usando a hemicontinuidade de -.Ó.P (veja (1.5)) e o Teorema da Con-
vergência de Lebesgue, ao passar o limite quando ,\, ----+ O obtemos que para todo 
w E L'(O, T; W~''(f!)) 
[(ry(t) + !:l,u(t), w(t))dt ::>O. 
Trocando w por -w concluímos entãoque fJ = -.6.Pu e, portanto, 
{ 
Ut- .Ó.pU =e, 
u(O) = u(T). 
Assim falta apenas mostrar que Ç(t) E F(t,u(t)) q.t.p. em (0, T). 
( 5.17) 
Para isso façamos algumas considerações com relação à Us,· De (-5.12) temos 
que existe uma subseqüência que ainda denotaremos por ( us; );EN tal que para quase 
todo t E [O, T] vale 
uc,(t) ~ u(t) em L'(f!) e [uc,(t)[, ~ [u(t)[,. (5.18) 
Além disso, para qualquer subconjunto .mensurável I C (0, T) concluímos que 
uc, ~ u em L'(J,L'(f!)) (5.!9) 
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Sejam agora os seguintes subconjuntos mensuráveis de [O, T]: 
I= {tE [O,T]; lu(t)l, <R), 
J ={tE [O,TJ;Iu(t)l, >R), 
[(={i E [O,T]; lu(t)l, =R). 
Suponhamos que t E J. Da definição de Fe;• dada em (5.5), temos que 
F,, ( t, u( t)) = F1 ( t, u(t) ). Por outro lado como são válidos ( 5.19) e conseqüentemente 
(5.18) em I, temos que para valores suficientemente grandes de i 
lu,.( i) I,< R 
e, conseqüentemente, Fs,(t,ue;(t)) = F1(t,ue,(t)). Portanto setE J, temos que 
F,,(t,u,,(t))--> F1 (t,u(t)). 
Segue da limitação de Fe, (t; ), dada em (5.8), e do Teorema da Convergência de 
Lebesgue que 
F.,(u,,)--> F1(·,u) em L''(I;L''(O)). 
Mas sabemos que Fe;Ue, ___.. E, em LP' (0, T; w-l,p' (O)) e, portanto, concluímos que 
<Ir= F1 (·, u) q.t.p. em I e <Ir E LP'(I; L''(l1)). 
De modo inteiramente análogo podemos concluir que 
F,(u,,)--> F2(·,u) em u'(J;L''(O)) 
e que Çl 1 = F2(·,u) e ÇIJ E LP'(J;L''(O)). 
Suponhamos agora que t E ]{. Se necessário for, podemos tomar uma nova 
subseqüência, que ainda denotaremos por (ueJieN 1 de modo que sejam simultanea-
mente verdadeiros os seguintes fatos 
Ue; --+ u em LP(]{; U(O)), 
u,(t)--> u(t) em L'(O) q.t.p. em [(, 
F,(u,,) ~Ç em L''(K;L''(O)), 
F;(-,u,,)--> F;(·,u) em L''(K;L''(O)) para j = 1,2, 
F;(t,u,,(t))--> F;(t,u(t)) em L''(O) para j = 1,2. 
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Como Fe,(ueJ converge fracamente para T}, existe uma seqüência de com-
binações convexas de Fe;(ue:.), isto é, uma seqüência de elementos do tipo: 
k; 
'""a{i) = 1 e O < a(i) < 1 
~ k - k -
k=l 
que converge fortemente para TJ em LP'(K; U(!1)) quando i--+ oo. A partir desses 
fatos, vamos construir uma seqüência ~~especial". 
Tomemos m = 1. Então existe N(l) >O tal que se i :2: N(l) então para quase 
todo t em f{ temos 
IF;(t,u,,(t))- F;(t,u(t))l,• < 1, onde j = 1,2. 
Em particular. existem k(l) ::> N(1) e v1(t) E L'(í!) tais que 
onde 
k{l) 
v1(t) = L a(11 F.,(t, u.,(t)) 
k=N(l) 
k(l) 
a(11 E [0, 1], L a(11 = 1 e lv1(t)- Ç(t)l,• < 1. 
k=N(l) 
Tomando m = 2, vamos encontrar N(2) > k(l) tal que se i;::: N(2) então para 
quase todo t em f{ teremos 
1 
IF;(t,u.,(t)-F;(t,u(t))l,• <2 onde j=l,2. 
Em particular, existem k(2) ;> N(2) e v1 (t) E L'(í!) tais que 
k(2) 
v2(t) = L a('IF,,(t,u,,(t)) 
k=N(2) 
k(2) 
onde a(21 E [0, 1], L a(21 = 1 e lv1(t)- Ç(t)l,• < 1/2. 
k=N(2) 
Assim procedendo, tomando-se m E IN_ vamos encontrar N ( m) > k( m- 1) tal 
que se i 2:'_ N(m) ej = 1,2 então 
I 
IF,(t,u,,(t))- F;(t,u(t)l,• < m' q.t.p. em K (5.20) 
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e em particular vão existir k(m) 2: N(m) e vm(t) E L'(!1) tais que 
k(m.) 
Vm(t) = L; almiF,,(t,u,,(t)) 
k="'N(m) 
k(m) 
onde a~m) E [O, 1], L akm) = 1 e 
k=N(m) 
I 
[vm(t)- Ç(t)[,• < -
m 
Mas, segue da definição de Fe que 
k(m) 
Vm(t) = L; akm)ak(t)Ft(i, u,.(t)) + alm)(l- <>k(t))F,(t, u,,(t)), 
k=N(m) 
(5.21) 
onde O~ a,(t) ~I (e ak(t) =O se [u,,(t)[ 2: R+ E e a,(t) =I se [u,_,(t)[, ~R). 
Então Vm também é uma combinação convexa de F1(t, Uek(t)) e de F 2 (t, u,.,k (t)) com 
k E {N(m), ... , k(m)}. 
Definindo agora 
k(m) 
Wm(t) = L; a(m>a,(t)F1(t, u(t)) + a(ml(l- a,(t))F2(t, u(t)) 
k=N(m) 
podemos ver facilmente à partir de (5.20) que 
Portanto, de (5.21) podemos concluir que 
wm(t)-+ Ç(t) em L''(!!), q.t.p. em K. 
Mas wm(t) E L:;,= {<rFt(i,u(t))+(l-<r)F,(t,u(t)) E L''(!!);<r E [0,!]} (q.t.p. 
em I<), e Lt é um conjunto convexo e fechado de Lq' (0). Logo, para quase todo 
tE K, existe <r(t) E [0, 1] tal que 
Ç(t) = <r(t)F1(t, u(t)) +(I- <r(t))F2(t, u(t)). 
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Portanto, temos que Ç(t) E F(t,u(t)) para quase todo i E [O,T] e podemos 
escrever 
como queríamos. D 
{ 
u,-flPu=Ç 
u(O) = u(T) 
Observação 5.2: Se k = k(B) e r= r(B, q) forem dados por (3.14), onde e é dado 
por (3.20), e se F,(t, ·): L"(fl) __, L''(fl) for contínua, limitada e satisfizer 
IF,(t,u)[,• :S m,(t)[u[:' + h,(t), 
para quase todo t E [0, T], onde mi e h1 são funções não negativas tais que mj E 
L=(o, T), h; E p' (0, T) e 
{ 
p+ 1 
1 S Sj < 2p 
p+1- N se 
se N S p, 
N>p, 
então se lmiloo for suficientemente pequeno, J = 1, 2, o Teorema 5.1, associado a 
estas novas condições ainda será válido, isto é, o problema: 
onde 
{ 
u,(t)- Llpu(t) E F(t,u) 
u(O) = u(T), 
{ 
F1(t, u) se [u[, <R, 
F(t, u) = F2(t, u) se [u[, >R, 
{<TF1(t, u) + (1- <7)F2 (t, u); "E [0, 1]} se [u[, =R. 
terá uma solução. 
(5.22) 
Para ver isto, notamos que, na demonstração do Teorema 5.1, uma vez que o 
problema (5.9) possuia uma solução u.,, foi necessário apenas concluir que o conjunto 
{u.,}e->0 era limitado em W (uniformemente em e), para concluir que existiam u e Ç 
satisfazendo (5.4). 
Assim, se definirmos F,, como anteriormente, não é difícil ver que para todo 
tE (O,T) 
F,(t, ·): L'(fl)-'-> L'' (fl) 
é contínuo, limitado e 
[F,(t,u)[,, :S m(t)[u[: + h(t), 
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(onde m, h e s são como no Teorema 5.1) e que, pelo fato de s ::; k', Fê é contínuo 
p 
e limitado como operador de L'(O,T;L'(íl)) em LP'(O,T;L''(íl)) e 
IF,(u)b•L<' :S clml~lult•u + lhiL•'L•'• 
onde c= c(T) > O é tal que 
Como no Teorema 3.5 encontramos R> O tal que S o F,(BR(O)) C BR(O) onde 
SoF~ é completamente contínuo. (Sé o operador solução definido em (3.15)). Como 
a limitação de Fe não depende de E, R também não dependerá de e. Logo o con-
junto { u"'}e>D será uniformemente limitado em Lk(O, T; Lr(O)) e conseqüentemente 
{F~u"'}e>D será uniformemente limitado em LP' (0, T; Lq' (O)). 
Assim como no Teorema (5.1) podemos concluir que { ue}e>D é também limitado 
em W e em L00 (0, T; L2(0)). Deste modo vão existir uma subseqüência (u"';)iEN e 
um elemento u E W C L 00 (0, T; L 2 (0)) tais que: 
uê; ........ u em W 
u,.---> u em L'( O, T; L'(íl)) 
e conseqüentemente 
u,, ___, u em L'(O,T;L'(íl)) 
com estes dados, seguindo a demonstração do Teorema 5.1, obtemos a existência de 
solução para o problema (5.22). 
De modo absolutamente análogo, ao Teorema 5.1, podemos mostrar que: 
Teorema 5.3: Sejam V e X espaços de Banach reflexivos, V separável, e V' e 
X' seus respectivos duais topológicos e H um espaço de Hilbert. Suponhamos que 
V C X C H C X' C V' continuamente e que V C X compactamente. 
Seja A : V -+ V' um operador satisfazendo as condições impostas sobre Ai no 
Teorema 3.3 e seja F(t,·): X-+ X', tE (O,T), um operador multívoco definido 
por: 
{ 
{Fr(t, u)) , 
F(t, u) = {F2(t, u)) 
{<TF1 (t,u)+(!-<T)F2 (t,u); <TE [0,1]} 
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se lulx <R, 
se lulx >R, 
se lulx =R, 
onde Fi(t, ·):X--+ X', j = 1, 2, são operadores contínuos e limitados tais que para 
determinadas funções positivas mi E L00 (0, T) e hJ E LP' (0, T) para O :::; si < p- 1 
e pam todo u E X satisfazem jF,(t, u)Jx• ~ m,(t)juj)l + h,(t). Então existem 
u E W ~ { w E L'(O, T; V); w, E LP'(O, T; V'} e Ç E L'' (0, T; X') tais que 
e para quase todo t E (0, T) 
{ 
u,+Au~Ç, 
u(O) ~ u(T), 
Ç(t) E F(t,u(t)), 
(onde A está sendo naturalmente visto como operador definido sobre LP(O, T; V) com 
imagem emLP'(O,T;V')). 
Observação: Para taxas de crescimentos Sj iguais ou superiores à p- 1, podemos 
trocar -~P com condição de Dirichlet por qualquer dos operadores fornecidos pela 
Observação 3.4, que as conclusões da Observação 5.2 ainda se mantém. 
Até o presente momento, todos os problemas que analisamos envolviam per-
turbações que dependiam da solução do problema mas não de suas derivadas. No 
próximo capítulo, mostraremos a existência de soluções periódicas, para algumas 
equações, cujas perturbações envolvam também o gradiente da solução. 
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Capítulo 3 
Perturbações Envolvendo o Gradiente da Solução 
No capítulo anterior, para que pudéssemos encontrar soluções de problemas do 
tipo (0.1), foi fundamental explorarmos o fato do operador SoN8 ser completamente 
contínuo. Quando buscamos soluções do problema abaixo 
! Ut- D.,u(t, x) = h(t,x) + t,a;(t) ::; (t,x) nlan =O u(O,x) = u(T,x), 
onde h E L''(O,T;W-1'''(0)), a; E L=(o,T) e v E L'(O,T;WZ''(íl)), entretanto 
podemos ver através do Corolário 2.2 do Capítulo 2, que o operador solução associ-
ado 
S o NH: L'(O, T; W~''(íl)) ~ L'(O,T; W~''(íl)) 
v >-> u 
é um operador contínuo, limitado mas não é completamente contínuo. Por causa 
disso, para se obter soluções de equações cujas perturbações envolvam também o 
gradiente da solução, somos obrigados a buscar novas técnicas que contornem este 
tipo de problema. Isto será feito através do método de Faedo-Galerkin. Começamos 
enunciando o seguinte resultado: 
Teorema 1.1: Seja p 2:: 3, h E LP' (0, T; w~l,p' (O)) e ge nma função real e local-
mente lipachitziana aatiBjazendo 
onde Ce 2:: o, 1::; St < p- 2 e e= 1, ... ,N. Então o problema 
! 
N fiu 
u,(t, x)- t:.,(u(t, x)) = h(t, x) +L g1(u(t, x ))-8 (t, x), t E (0, T), l=l Xt 
ulan =O , tE (O,T), 
u(O,x)=u(T,x) xEíl, 
(LI) 
tem uma solução fraca. Se s_e = p - 2_ e Ce for suficientemente pequeno, para 
cada f= l, ... ,N, então (1.1) também terá uma solução fraca. Além disso, se 
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h E L 2(0, T; L2(0)) e se 1 :::; s.e::; P; 2 então a solução correspondente será forte. 
Lembramos que o método de Galerkin (veja Lions [10}, Capítulo 2, Seção 1 e (3], 
Capítulo 3, §3) consiste em formular uma seqüência de problemas ( pm ), definidos em 
espaços de dimensão finita, à partir da formulação variacional do problema original 
(P), e então obter estimativas uniformes para as soluções Um de (Pm) que permitam 
que Um convirja para uma solução u de (P). 
Assim dado o problema (1.1) seja (P) sua formulação variacional: 
k u'( t, x )v( x )dx + foi'Vu( t, x )1'- 2 < \lu( t, x ), \!v( x) > dx ~ 
(P) 1 
N av 1 au ~ I>k(t,x)-8 (x)dx+ g(u(t,x))-8 (t,x)v(x)dx, n k=l Xk n x iE(O,T) 
u(O,x) ~ u(T,x), xE!1 
onde v E W~''(!1), hk E L''(O,T;L''(!1))e(h,(t), h2 (t), ... ,hN(t))éarepresentação 
usual de h(t) em w-r,,• (!1) e finalmente 






X l=l Xt. 
Como p 2: 3 > 1, o espaço wJ·P(f.!) é um espaço de Banach reflexivo separável 
e portanto possui uma "base" enumerável { e1 , e2 , •.. }. Definimos então o espaço 
gerado pelos primeiros m elementos da base e o problema de valor inicial (Pm): 
k u;,(t,x)e;(x)dx + foi'Vum(t,x)l'- 2 < 'Vum(t,x), 'Ve;(x) > dx = 
(pm) = r g(um(t,x))aaum(t,x)e;(x)dx + r f.hk(t,x)aae, dx, 
la x lnk=l Xk 
um(O) = Umo E xm 1 i = 1, ... , m, 
m m 
onde Um(t) = 2: ak(t)ek, Umo = L:akek e ak E IR. 
k=l k=l 
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Reescrevendo (Pm) obtemos: 
i:[aj(t) 1 e;(x)e;(x)dx + a;(t) j1 f:a,(t)V'e,(x)IP- 2 < V'e;(x), V'e;(x) > dx] 
J=l o o k=l 
m r ( m ) iJe. r N iJe 
= I;a1(t) }, g I;a,(t)e,(x) iJ'-(x)e;(x)dx+ lr I;h,(t,x)-' (x)dx 
J=l n k=l x o k=t âxk 
a;(O) =ai E IR, i= 1:··-,m. 
Se denotarmos U = (a11 ... ,am), veremos que (Pm) pode ser visto como um 
sistema não linear do tipo 
{ 
U' = G(t,U), tE (O,T) 
U(O) = Uo 
onde G é localmente lipschitziana em U e p'-integrável em t. De fato, 
G(t, U) = H(t) + F(U) 
onde H(t) = (H,(t), ... , Hm(t)) e 
N k âe· H;(t) = 2:; h,(t,x)-
0 
'(x)dx, 
k=l O Xk 
i= l, ... ,m, 
e F(U) = (F,(U), ... , Fm(U)) onde 
F;(U) = F;(a" ... ,am) =-~ai k I Ea,V'e,(x)IP-2 < V'e1(x), V'e;(x) > dx 
i= 1, ... ,m. 
Lembrando que hk E LP' (0, T; LP' (O)) e que e; E w~·p(S1), concluímos que 
H; E LP' (0, T). Por outro lado, pelas hipóteses impostas sobre 9t, se tomarmos 
s= max{st} e C=2ma.x{Ct) 
t=l, ... ,N i=l, ... ,m 
então para todo r, (5' E IR e e= 1, ... , N teremos 
(1.2) 
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Logo seU= (a1, ... ,am) eU= (b1, ... ,bm) entãD 
Hf>,e,(xJ) -g,(f:b,e,(xJ)Is 
k::::l k=l 
:S C (lt, a,e,(xf1 +lt, b,e,(x Jl'-1 + 1) lt,(a,- b,)e,(x)l 
- 1 
Então se U e U E BR(O) C JRm e lembrando que ek E W0 ,p(fl) e que 1 ::; s :S 
p - 2 concluímos que :3 I<1 (R) > O tal que 
A < mR l,[2(2m- 1R)"-1 t, ie>(x)l'-1 + l](t,lak- b,l')l 
(t, le,(x)l') l~~;; (x)e;(x)ldx 
< K,(R)IU- UI, 
para todo i= 1, ... , N. 
Por outro lado das hipóteses sobre gc e da desigualdade de Young concluímos 
que existe D; >O, i= 1, 2, tais que para todo f= 1, ... , N tenhamos 
Logo 
B < t, la! - bjll, ( cn,lt, b,e,(x )I' +D,) I~; (x)lle;(x)ldx 
< R,( R) lU- UI. 
70 
De modo análogo encontramos K3(R) > O tal que 
lf,aj lnlt,a,Ve,(x)l'-2 < 'Vej(x), 'Ve;(x) > dx-
m r I m 1'-2 I - t;bj Jn Eb,Ve,(x) < 'Vej(x),'Ve;(x) > dx <; 
<; K,(R)IU- UI. 
Dessa forma, concluímos que F é localmente lipschitziana. Então de acordo com 
o Teorema de Caratheodory (veja Hale [6}, Capítulo 1, Seção 1.5, Teorema 5.1 à 
m 
5.3) encontraremos uma única um(t) = L:a;,m(t)e;, (ai,m absolutamente contínua 
i=l 
em seu domínio de definição), tal que Um é uma solução local de (Pm), definida em 
um intervalo maximal [0, rm)· 
Mostremos então que :::l R> O tal que se lumb ~ R então lumiL<""(O,T;L2(11)) ~ 
if2R, para todo m E IN, e que portanto Um está definida em [0, T]. 
Notemos, em primeiro lugar que 
( 1.3) 
Avisamos ao leitor que de agora em diante, se X e Y forem dois espaços de Ba-
nach quaisquer, tais que X C Y continuamente, indicaremos por k > O a constante 
tal que 
l·ly <:: kl· lx- ( 1.4) 
Assim, seja ge satisfazendo (1.2), onde P = 1 ... N. Se 
é operador de Nemytskii associado a ge, então como W~·~"(!1) C LPs/(p-2)(!1) segue 
que 
IN,(u)- N,(v)l,f(p-2) <:: 
C(lul;~/(p-2) + lvl;~/(p-2 ) + I!JI''11'-211 '-'1)1u- vl,,f(p-2) <:: (1.5) 
Ck'(lul:~' + lvlt;,' + k-'+11!11''/(p-2)('-'l)lu- v h,,. 
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Fazendo v = O e usando a Desigualdade de Young, encontramos c1 = C(l + 
lrw·p/(p-2)(s-1)) e c2 = cwwsj(p-2)(s-1) tais que 
( 1.6) 
Agora estamos prontos para obter estimativas uniformes para um. Para isso, 
vamos trocarei por um(t) em (Pm) para então concluir que 
~! lum(tJil + lum(i)li,, :S lh(tJI-l,p'lum(t)h,, + 
+IN,( um( t) a;:: ( t J l-1,,' I um ( t) !,,, 
Ou N Ou 




X f~l Xf 
De (L3) e (1.6) temos que 
IN,( Um( i)) ~Um (1)1-l,p' :S kiN,(um(t)) ~Um (i)lp' :S 
uxe uxe 
kiN,(um (i)) lpJ(p-1) I um( I) h,, :S 
c,ki•HIIum(t)lf~1 + c,klum(t)h,,, 
Então substituindo esta última desigualdade em (1. 7) obtemos 
(L7) 
Logo se usarmos a desigualda.de de Young no lado direito desta desigualdade, 
tomarmos c > O e lembrarmos que 1 .:5. s < p - 2 nós encontraremos constantes 
tais que 
C3 = 1 - ( EP + Ctk"+l Epf(p- 2) + c2kE.Pf2), 
C4 = c1P+1,sP/(2+s-p) + c
2
kE(2-p)jp e 
~ !lum(t)ll + c,lum(t)li~ :S cslh(t)li:,, + C4, 
e se s = p - 2, estas constantes serão dadas por 
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Suponhamos em primeiro lugar que 1 ::; s < p - 2. Se tomarmos c > O 
suficientemente pequenol teremos que c3 > o. Então usando o fato de que w~·P(Q) c 
L2 (f1) e a Desigualdade de Young encontramos c6 e c1 positivas tais que 
d I I' ' I'' dt Um(t) 2 + c,lum(t)1 2 :'0: c,(lh(t) -l,p' + 1). 
Multiplicando esta equação por ec6 t e integrando-a de O à t, podemos concluir 
que 
lum(t)ll < e-'''lum(O)Ij + c,(lhlt,•w-•'' + T) 
< lum(O)!, + c,(lhli:,'W-'·'' + T) , V tE [0, Tm)· 
Então lumlz é limitado em '[O,rm) e, conseqüentemente Um está definida em 
[0, T]. Mais ainda se escolhermos 
R
2
::::; 1-:7 C(jy(T + lhi~P'W-1,p1 ) 
e se lumolz 5:_ R concluiremos que 
(1.11) 
(1.12) 
Assim, se Km : xm ---+ xm é a aplicação de Poincaré associada à ( pm) e é 
tal que Km(Umo) = um(T) então Km(BR(O)) C BR(O). Mostremos agora que Km é 
contínua. 




lum(t)- vm(t)l; + alum(t)- Vm(t)li,p :'0: 
:o; IN,(um(t)) a;;; (t)- N,(vm(t)) a;;;(tt)um(t)- Vm(t)ll,p· (113) 
Mas, vale que 
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Devemos agora analisar cada termo deste produto. 
Em primeiro lugar, temos de (1.3) e (1.5) que 
I [N,(um(t))- N,( Vm(t))l iJi)um (t)l "Ó kiN,(um(t)) - N,(vm(t))l lum(t)l X -1,p' p-2 1,p 
Por outro lado, usando (1.3) e (1.6), temos que 
Então, voltando à (1.13) e lembrando que xm tem dimensão finita (e portanto 
todas as normas deste espaço são equivalentes), encontramos para cada m E IN 
constantes positivas D1 e D 2 tais que 
~ ~ ]um(t)- Vm(t)Jl + Dr]um(t) - Vm(t)]j "Ó 
"Ó D2]um(t)- Vm(t)Ji [!+]um( I)];+ ]vm(t)];]. 
Mas lembremos que se lumol 2 , lvmoh ~ R, onde R satisfaz (Lll), então 
]um]LooL', ]vm]LooL' "Ó .../2 ·R. Logo existe k(R) > O tal que se ]umo], ]vmol < R 
então 
d 2 2 
di]um(t)- Vm(t)], "Ó k(R)]um(t)- Vm(t)], 
e portanto ]um(t)- vm(t)Jl "Ó ]umo- Vmo]le'IRI<, para todo tE [O,T]. 
Logo Km: BR(O) c Xm --t BR(O) c xm é contínua e portanto, do Teorema do 
Ponto Fixo de Browder segue que ](m tem um ponto fixo, isto é, existe Umo E xm tal 
que um(T) = Umo = um(O). Logo do fato de (Pm) admitir solução única concluímos 
que um é T-periódica se h for T-periódica. 
Assim seja (um)meN uma seqüência de soluções periódicas de (Pm). Vamos 
mostrar que esta seqüência é limitada em W. 
Integrando (1.9) em (0, T) e usando o rato de que Um(O) = um(T) concluímos 
que 
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Observando-se que u;,.(t) E xm c w~·P(f!) c w-r,p'(n) e que xm tem di-
mensão finita vemos que é possível calcular lu:n(t)l-l,p' à partir de (Pm) onde en-
contramos 
Então usando a limitação de -.6.P e {1.6} nós concluímos que 
Mas se p ~ s + 2 e se (um)mEN é limitada em LP(O,T;W~'P(f!)) concluímos 
facilmente que (u;,.) é limitada em LP'(O,T; w-r.''(f!)). 
Portanto, (um)meN é uma seqüência limitada em W. Como W C 
LP(O, T; LP(!l)) compactamente, concluímos que existe subseqüência, ainda deno-
tada por (u.,) eu E W tais que: 
Um_____.u em W (Ll4) 
e 
Um~ u em L'(O, T; L'(il)). (1.!5) 
Da limitação de -.6.p concluímos que existe ç E LP' (O, T; w-l,p' (!1)) tal que 
(Ll6) 
Por outro lado segue de (1.5) e de (1.6) que podemos definir o operador 
de Nemytskii, associado à 9t, sobre LPs/(P-2l(O, T; Lpsf(P-2l(!1)) com valores em 
LPI(P- 2l(O, T; LPI(P- 2l(fl)) e que este é um operador contínuo de modo que de (1.3) 
e (1.15) podemos concluir que 
N,( um) ~ N,(u) em y/(P-2l(O, T; p/(p-2)(!1)). 
Novamente usando (1.3) e também usando (1.14) concluímos que 
aum au 
N,(um) ax ~ N,(u)
0
x em L''(O,T;LP'(il)) (1.17) 
e conseqüentemente esta convergência fraca se dá também em LP' (0, Ti w~l,p' (O)). 
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Tomando-se 'P E C;;"([O, T]) e e; E Xm, concluímos à partir de (Pm) que: 
J,\u',.(t), e;)cp(t)dt + foT( -L'>,um(t), e;)cp(t)dt ~ 
{(h(t), e;)cp(t)dt + {(N,(um(t)) a;; (t), e,)cp(t)dt. 
Passando o limite quando m --+ oo, 11sando (1.14) à (1.17) e o fato de que 
{ei}iEN é uma base de W~·P(fl), concluÍmos que 
(1.18) 
Procedendo como no Teorema 5.1 do Capítulo 2, concluímos que u(O) = u(T) 
e que Ç = -Âpu, como queríamos. 
Para o caso s = p- 2, é suficiente garantirmos que c3 , dado em (1.10), 
seja positivo que o resto da demonstração segue como no caso 1 :S s < p - 2. 
(Lembramos que ca = (1- (cP + c2 kc;PI2 + c1P+1)) onde E > O é arbitrário, 
c, ~ C(l + líli'PI(e-Z)(HlJ, c2 ~ Clíll''lle-z)(,-l) e C~ 2 max {Ce)). Assim 
i=1, ... ,N 
se c, for suficientemente pequeno, para todo e = 1 ... N, então C3 será positivo, 
como queríamos. 
Finalmente, para que possamos obter soluções fortes para (1.1) basta que 
g(u) Du E L2 (0, T; L2 (íl)), já que h E L2 (0, T; L'(íl)). ax 
P- 2 - P 2p .. I I 
Se 1 :S s :S -
2
- entao - 2: --., e, consequentemente, LP 8 (0, T; LP s(n)) c 
s p -.!. 
L2Pf(p- 2l(o, T; L2P/(P-2)(f!)). Como s < p- 2, então (1.1) tem uma solução fraca 
u E L'(O, T; W~·'(!1)) e conseqüentemente N,(u) E L2P/(e-'l(O, T; L2P/(p-Z)(íJ)). 
Portanto, obtemos Ng~(u) au E L2(0, T; L2(0)) como queríamos. O ax, 
Observação: Se no Teorema 1.1 trocarmos -6.P por qualquer dos operadores for-
necidos pela Observação 3.4 do Capítulo 2 então este ainda será válido. 
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