Abstract. We extend Rubio de Francia's extrapolation theorem for functions valued in UMD Banach function spaces, leading to short proofs of some new and known results. In particular we prove Littlewood-Paley-Rubio de Franciatype estimates and boundedness of variational Carleson operators for Banach function spaces with UMD concavifications.
Introduction
The last few decades have seen many advances in the harmonic analysis of functions valued in a Banach space X. Two cornerstone results are the boundedness of the lattice maximal function [6, 48] , and the equivalence of the X-valued Littlewood-Paley theorem and the UMD property for X, see [7] . The LittlewoodPaley theorem is used to obtain extensions of the Marcinkiewicz multiplier theorem in [7] for scalar multipliers, and in [52] for operator-valued multipliers. For an overview of these topics we refer to [31] , and for useful applications to parabolic PDEs see for example [13, 36, 43] . Recent work on vector-valued harmonic analysis in UMD Banach function spaces includes [4, 12, 16, 17, 27, 30, 34, 42, 51, 54] .
In this paper we prove the following 'rescaled' extrapolation theorem for Xvalued functions (stated more precisely as Corollary 3.6). Here Σ(R d ) denotes the simple functions R d → C, and L 0 (R d ) denotes the measurable functions R d → C modulo almost everywhere equality.
and assume T extends to a bounded operator on L p (R d , w) for all p > p 0 and all Muckenhoupt weights w ∈ A p/p0 . Let X be a Banach function space and assume that for all f ∈ Σ(R d ; X) the function T f :
is well-defined and strongly measurable. If X is p 0 -convex and X p0 has the UMD property, then T extends to a bounded operator on L p (R d , w; X) for all p ∈ (p 0 , ∞) and w ∈ A p/p0 .
The assumption (1.1) holds in particular if T is a linear operator, or if T is a sublinear operator such that T f ≥ 0 for all f ∈ Σ(R d ). In applications it is usually easy to check that T is well-defined and strongly measurable; see for example the operators in Sections 5 and 6. If T is linear, then the extension coincides with the standard tensor extension, which is automatically well-defined and strongly measurable.
For p 0 = 1, and with R d replaced by the torus T, this result is proved in [48, Theorem 5] . The main ingredient in the proof is the boundedness of the lattice maximal operator (see Theorem 2.8) . In fact, we deduce Theorem 1.1 from a more general extrapolation theorem for pairs of functions (Theorem 3.2). Further details may be found in Section 3.
We use Theorem 1.1 to prove two important results: vector-valued LittlewoodPaley-Rubio de Francia-type estimates (Section 6), and boundedness of vectorvalued variational Carleson operators (Section 5). We also establish the boundedness of some scalar-valued Fourier multipliers on vector-valued functions (Section 4); we will obtain deeper operator-valued multiplier results from vector-valued Littlewood-Paley-Rubio de Francia-type estimates in [2] .
Our main motivation for this paper are the vector-valued Littlewood-PaleyRubio de Francia-type estimates, which we briefly explain. For an interval I ⊂ R, let S I denote the Fourier projection onto I, defined by S I f := F −1 (1 If ) for Schwartz functions f on the real line. For every collection I of pairwise disjoint intervals and every q ∈ (0, ∞] we consider the operator
interpreted as a supremum when q = ∞. If I is a dyadic decomposition of R, then the classical Littlewood-Paley inequality states that S I,2 f L p f L p for p ∈ (1, ∞). In [47] Rubio de Francia proves the L p -boundedness of S I,q when I is an arbitrary collection of disjoint intervals, q ∈ [2, ∞], and p ∈ (q ′ , ∞); this result (particularly the q = 2 case) is now known as the Littlewood-Paley-Rubio de Francia theorem.
The definition of S I extends directly to the vector-valued setting. Vector-valued extensions of the Littlewood-Paley-Rubio de Francia theorem for the case q = 2 case are studied in [3, 22, 32, 33, 42] via a reformulation in terms of random sums,
where (ε I ) I∈I is a sequence of independent Rademacher variables and E denotes the expectation. If this estimate holds then we say that X has the LPR p,2 property, or in short, that X is LPR p,2 . When X is a UMD Banach function space, this is equivalent to the boundedness of S I,2 on L p (R; X). However, when q = 2 no analogue of the boundedness of S I,q for general Banach spaces is known.
The LPR p,2 property is quite mysterious. In [33, Theorem 1.2] it was shown that if a Banach space X is LPR p,2 for some p ≥ 2, then X is UMD and has type 2. However, the converse is only known to hold when the collection I consists of intervals of equal length. The most general sufficient condition currently known is in [42, Theorem 3] : if X is a 2-convex Banach lattice and the 2-concavification X 2 is UMD, then X is LPR p,2 for all p > 2. This result is proved by an extension of Rubio de Francia's argument for the scalar-valued case. Every Banach space X that is known to have the LPR p,2 property is either of this form, or is isomorphic to a Hilbert space (and hence is LPR p,2 for all p ≥ 2, by Rubio de Francia's original proof).
We prove the following theorem (a more precise version of which appears as Theorem 6.3). Theorem 1.2. Let q ∈ [2, ∞), and suppose X is a q-convex Banach function space whose
for all p ∈ (q ′ , ∞), all Muckenhoupt weights w ∈ A p/q ′ , and all f ∈ L p (w; X).
We deduce this result, which includes [42, Theorem 3] as a special case, directly from the scalar case X = C via Theorem 1.1. See Section 6 for further details.
Notation.
If Ω is a measure space (we omit reference to the measure unless it is needed) and X is a Banach space, we let Σ(Ω; X) denote the vector space of simple functions Ω → X, and L 0 (Ω; X) denote the vector space of strongly measurable functions modulo almost-everywhere equality. When X = C we denote these sets by Σ(Ω) and L 0 (Ω). When X is a Banach function space we let L 0 + (Ω; X) denote the space of (almost everywhere) non-negative functions in L 0 (Ω; X). For Banach spaces X and Y , B(X, Y ) denotes the bounded operators and L(X, Y ) the bounded linear operators from X into Y .
Throughout the paper we write φ a,b,... to denote a non-decreasing function [1, ∞) → [1, ∞) which depends only on the parameters a, b, . . ., and which may change from line to line. Non-decreasing dependence on the Muckenhoupt characteristic of weights is needed for extrapolation theorems. We do not obtain sharp dependence on Muckenhoupt characteristics in our results, but we need to be careful in tracking monotonicity of estimates in these characteristics. In Appendix A we show that monotone dependence on the Muckenhoupt characteristic can be deduced from a more general estimate in terms of the characteristic.
Occasionally we will work with R d for a fixed dimension d ≥ 1. Implicit constants in estimates will depend on d, but we will not state this.
Preliminaries

Banach function spaces.
Definition 2.1. Let Ω be a measure space. A subspace X of L 0 (Ω) equipped with a norm · X is called a Banach function space (over Ω) if it satisfies the following properties:
(i) If x ∈ L 0 (Ω), y ∈ X, and |x| ≤ |y|, then x ∈ X and x X ≤ y X . (ii) There exists ζ ∈ X with ζ > 0.
, and sup n∈N x n X < ∞, then x ∈ X and x X = sup n∈N x n X . A Banach function space X is order continuous if for any 0 ≤ x n ↑ x with (x n ) ∞ n=1 a sequence in X and x ∈ X, we have x − x n X → 0. 
for all x 1 , · · · , x n ∈ X, with the usual modification when p = ∞. We say that X is p-concave if the reverse estimate holds.
Every Banach function space is 1-convex and ∞-concave, and furthermore if a Banach function space is p-convex and q-concave then p ≤ q. As a simple example, we note that L r is p-convex for all p ∈ [1, r] and q-concave for all q ∈ [r, ∞]. The definitions of p-convexity and p-concavity usually include an implicit constant depending on p and X, but if such an estimate holds then X may be equivalently renormed so that these constants are equal to 1 (see [38, 
Let X be a Banach function space over a measure space Ω, and let s ∈ (0, ∞). We define the s-concavification X s of X by (2.1)
where sgn is the complex signum function, endowed with the quasinorm
By Proposition 2.3, when s > 1, X s is a Banach space if and only if X is p-convex for some p ≥ s. On the other hand, when s ≤ 1, X s is always a Banach space. As a key example, for 0
The following simple density lemma will be applied several times. It is not difficult-some may consider it obvious-but it should be emphasised.
Let X be a Banach function space over (Ω, µ) and assume that for all
is well-defined and strongly measurable. Let w : R d → (0, ∞) be a locally integrable function, and p ∈ (0, ∞). If there exists a constant C ≥ 0 such that
then T extends to a bounded operator on L p (w; X).
Note that (2.2) holds for all linear operators T :
and for all positively-valued sublinear operators T :
Therefore T is Lipschitz continuous, and thus uniquely extends to a bounded operator on L p (w; X) by density of Σ(
Remark 2.5. Although our results are stated in terms of Banach function spaces, many of them extend to spaces which are isomorphic to a closed subspace of a Banach function space, and by standard representation techniques many results extend to Banach lattices. We refer to [38, 40] for details.
Muckenhoupt weights.
The Muckenhoupt A p class is the set of all weights w such that
where the supremum is taken over all balls B ⊂ R d , and where the second factor is replaced by w
Proofs of the following properties can be found in [25, Chapter 9] .
with implicit constants independent of w.
These definitions could be made in terms of cubes with sides parallel to the coordinate axes instead of balls. This results in equivalent definitions up to dimensional constants. Moreover one could replace the measure on R d with a general doubling measure. For further details on Muckenhoupt weights see [11] and [25, Chapter 9].
2.3. The UMD property. A Banach space X has the UMD property if and only if the Hilbert transform extends to a bounded operator on L p (R; X). This is a major result of Burkholder [8] and Bourgain [5] , and it also makes for a convenient definition. For a detailed account of the theory of UMD spaces we refer the reader to [9] and [31] . The "classical" reflexive spaces-L p spaces, Sobolev spaces, TriebelLizorkin and Besov spaces, Schatten clases, among others-have the UMD property. However, the UMD property implies reflexivity, so L 1 and L ∞ (in particular) are not UMD.
The theory of UMD Banach function spaces is very rich, and we refer to [48] for an overview. A connection between the UMD property and convexity is given by the following result, which is proved by combining [ Proposition 2.7. Let X be a UMD Banach function space. Then X is p-convex and q-concave for some 1 < p < q < ∞.
A connection between the UMD property and the Hardy-Littlewood maximal operator is provided via L p (R d ; X)-boundedness of the lattice maximal operator M . Let X be a Banach function space over a measure space Ω. For all simple functions
where M is the Hardy-Littlewood maximal operator as defined in (2.3). Recall that φ a,b,... denotes an unspecified nondecreasing function [1, ∞) → [1, ∞) which depends only on the parameters a, b, . . ., and which may change from line to line.
Note that M was initially defined on Σ(R d ; X), but can now be extended to L p (w; X) by density and boundedness (see Lemma 2.4). A converse to Theorem 2.8 also holds: if M is bounded on both
, then X is UMD. The unweighted case of Theorem 2.8 on the torus is proved in [6] and [48] and the weighted case on R d in [20] (see [39, Theorem 5.6.4 ] for more precise dependence on [w] Ap ).
We often consider s-convex Banach function spaces X such that X s is UMD. This condition is open in s: if X s is UMD, then there exists ε > 0 such that X r is UMD for all 0 < r < s + ε [48, Theorem 4] . In particular if X s is UMD for some s ≥ 1, then X is UMD, and conversely if X is UMD then X s is UMD for some s > 1.
Remark 2.9. Throughout the paper we will write 'X s ∈ UMD' as a shortcut for 'X s is a Banach space with the UMD property'. If s ≥ 1 this therefore implies that X is s-convex.
Extrapolation
One of the most important features of the Muckenhoupt classes is the celebrated Rubio de Francia extrapolation theorem (see [44, 45, 46, 49] and [21, Chapter IV] ). This allows one to deduce estimates for all p ∈ (1, ∞) and all w ∈ A p from the corresponding estimates for a single p ∈ (1, ∞) and all w ∈ A p . A rescaled version of the theorem can be formulated as follows; see [11, Theorems 3.9 and Corollary 3.14] for a simple proof. Recall our convention that φ a,b,··· denotes an unspecified nondecreasing function [1, ∞) → [1, ∞) which depends only on the parameters a, b, · · · and which may change from line to line.
and that for all (f, g) ∈ F , some p ∈ (p 0 , ∞), and all w ∈ A p/p0 , the estimate
holds. Then the same estimate holds for all (f, g) ∈ F , p ∈ (p 0 , ∞), and w ∈ A p/p0 .
In this section we prove the following vector-valued extrapolation theorem, which extends another of Rubio de Francia's extrapolation theorems [48, Theorem 5] . 
and that for all p > p 0 , (f, g) ∈ F , and w ∈ A p/p0 , we have
Then for all p > p 0 , (f, g) ∈ F , and w ∈ A p/p0 , we have (i) There exists
Then by assumption there exists u ≥ v with v ≤ 2 and
Without loss of generality we may assume that u ≤ 1. Let Z := L q (Ω, u). Then y Z ≤ y Y for all y ∈ Y , so Y ֒→ Z. We can therefore consider Γ as a family of operators from Y to Z with
Define the sets
Since |T (λy)| = λ |T (y)| for all y ∈ Y , T ∈ Γ and 0 < λ < 1 we see that A is convex. The set B is also convex, and by the Banach-Alaoglu theorem B is weak
Then Φ is linear in its first coordinate and affine in its second. Furthermore, by definition Φ(a, ·) is weak * -continuous for all a ∈ A, and by (3.5) for any a ∈ A
Thus by the Minimax lemma (see [24, Appendix H]),
so there exists w 1 ∈ B such that Φ(a, w 1 ) ≤ 0 for all a ∈ A. In particular, for any y ∈ Y and T ∈ Γ we find that
Set w 0 := u. Iterating the argument with w 1 in place of u yields a sequence (w n )
and (3.4).
Lemma 3.5. Suppose that 1 < q < p < ∞ and let X be a q-convex UMD Banach function space over a measure space (Ω, µ). Then for all w ∈ A p and every non- 
a j 1 Qj : a j ∈ Q ⊕ iQ and Q j ⊂ R d rectangles with rational endpoints , fix ζ ∈ X with ζ > 0 and define
Moreover testing (3.7) on all f ∈ B we find that
for µ-almost all ω ∈ Ω and all ϕ ∈ A, again since A is countable. So using Proposition 2.6(iii), we find that
Now we can prove the main extrapolation theorem.
Proof of Theorem 3.2.
Step 1: p 0 = 1. Let (f, g) ∈ F and w ∈ A p . By Proposition 2.7 there exists q > 1 such that X is q-convex. Consider a nonnegative function u ∈ L (p/q)
with u as in Lemma 3.5. Then we have
, using the assumption (3.1) and v(·, ω)w ∈ A q for a.e ω ∈ Ω in the second line, and (3.6) in the third line. Taking the supremum over all normalised u yields (3.2).
Step 2: General p 0 ∈ (0, ∞). We argue as in [11, Corollary 3.14] . Define a set of pairs F p0 by
For all p > p 0 , w ∈ A p/p0 and (f p0 , g p0 ) ∈ F p0 , we then have
by (3.1). Thus we may apply Step 1 to the set F p0 and the UMD space
for all (f, g) ∈ F and all w ∈ A p/p0 . Rearranging this yields (3.2) for all p > p 0 and all w ∈ A p/p0 .
It is now easy to prove an extrapolation result for operators (which also implies Theorem 1.1 from the introduction).
and assume T extends to a bounded operator on L p (R d , w) for all p > p 0 and all Muckenhoupt weights w ∈ A p/p0 with
Let X be a Banach function space and assume that for all
is well-defined and strongly measurable. If X p0 ∈ UMD, then T extends to a bounded operator on L p (w; X) for all p > p 0 and w ∈ A p/p0 , with
Proof. Applying Theorem 3.2 with (3.10)
for all w ∈ A p/p0 and all f ∈ Σ(R d ; X). Therefore by Lemma 2.4, T extends to a bounded operator on L p (w; X) which satisfies (3.9).
Remark 3.7. Theorem 2.8 plays a central role in the proof of Theorem 3.2, and so it may not be deduced as a consequence of Corollary 3.6, even though this appears possible.
Remark 3.8. If one omits the condition (3.8) in Corollary 3.6, then the proof shows that the estimate
still holds for simple functions. The condition (3.8) was only applied to extend T to all of L p (w; X). In applications it may be possible to extend T in some other way.
Example 3.9. Let X = L q with q ∈ [1, ∞). Then X p0 = L q/p0 ∈ UMD if and only if q ∈ (p 0 , ∞). If p 0 ≥ 1, this leads to restrictions on the possible values of q to which we can apply the stated extrapolation results. 
Further extensions to more general metric measure spaces can be made as long as the lattice maximal function is bounded, but this requires further investigation.
Fourier multipliers
The Fourier transform and Fourier multipliers on vector-valued functions are defined similarly to the scalar-valued case. We use the following normalisation of the Fourier transform:
Let S(R d ; X) denote the space of X-valued Schwartz functions and
For every p ∈ (1, ∞) and w ∈ A ∞ , the Schwartz functions S(R d ) are dense in L p (w) (see [25, Ex. 9.4 .1]), and so
A major obstacle in vector-valued Fourier analysis is that the Fourier transform is bounded on L 2 (R d ; X) if and only if X is isomorphic to a Hilbert space, so proving boundedness of Fourier multipliers on L 2 (R d ; X) is already difficult. We refer to [31] for a detailed treatment of vector-valued Fourier multipliers.
We prove various Fourier multiplier theorems for the real line, which may be transferred to the torus via the following result, which will also be applied to the variational Carleson operator in Section 5.
, and let w be the associated weight on 
Proof. The unweighted version of this result is proved in [31, Section 5.7a], and the proof generalizes directly to the weighted setting.
We start with a simple extension of scalar Fourier multiplier theory to certain Banach function spaces.
Let X be a Banach function space with X p0 ∈ UMD for some p 0 > d/a. Then for every p ∈ ( 
Therefore, by Corollary 3.6, T m extends to a bounded linear operator on
Then w ∈ A p/q for some q ∈ (d/a, min{p, p 0 }) by Proposition 2.6(ii), and thus the required boundedness result for T m follows. [23, 28] ).
As another application of Corollary 3.6 we prove a multiplier theorem of CoifmanRubio de Francia-Semmes type [10] (see [35] and [53] for weighted extensions in the scalar case), which extends [35, Theorem A(i)] to the vector-valued setting. In order to state the result we recall the definition of bounded s-variation. Let m : R → C and s ∈ [1, ∞). For each bounded interval J = [J − , J + ] ⊂ R, we say that m has bounded s-variation on J if
s , with supremum taken over all increasing sequences J − = t 0 < · · · < t N = J + . Let ∆ be the standard dyadic partition of R \ {0},
We say that f is of bounded s-variation uniformly on dyadic intervals if
To prove the following result one uses [35, Theorem A(i)] and the same argument as in the proof of Theorem 4.2. Results for operator-valued multipliers cannot be proved with this method; these are presented in [2] . By duality one obtains a similar result for X such that (X * ) s ∈ UMD. Precise details are left to the reader.
Vector-valued variational Carleson operators
Let X be a Banach function space. For r < ∞, the X-valued variational Carleson operator C r is defined on f ∈ S(R; X) by
For each t ∈ R, C r f (t) is the r-variation of the partial inverse Fourier transform
This is a strengthening of the more classical Carleson operator
which formally corresponds to the operator C ∞ . Versions of these operators on the one-dimensional torus T = R/Z can be easily defined, and we will denote these by C
is the celebrated Carleson-Hunt theorem (see for example [25, Chapter 11] ); a consequence of this boundedness is the pointwise convergence of Fourier series f (t) = k∈Z f (k)e −itk for f ∈ L p (T) and a.e. t ∈ T (an analogous result holds for Fourier integrals, replacing T with R). This is a qualitative result: the Fourier series (or integral) of an L p function is guaranteed to converge pointwise a.e., but no information on the rate of convergence is obtained. Using the extrapolation result which inspired our Theorem 3.2, Rubio de Francia proved that C ∞ is bounded on L p (R; X) for all UMD Banach lattices [48, p. 219] . See also [50, Corollary 3.5] for this result on UMD Banach spaces with an unconditional basis, and more recently [29] on 'intermediate' UMD spaces, including the Schatten classes S p . The r-variation of partial inverse Fourier integrals provides quantitative information on the rate of convergence of Fourier integrals, which motivates investigation of the boundedness of C r on L p (R; X) (of course the same holds for Fourier series). In the scalar case the following result holds; the unweighted case is in [41, Theorem 1.1], and the weighted case is in [14, Theorem 2(ii)] (see also [15] for related estimates).
This is precisely the kind of estimate that we can extrapolate via Corollary 3.6. The result is the following theorem, which is new even in the unweighted case.
Theorem 5.2. Suppose r ∈ (2, ∞), and let X be a Banach function space with X r ′ ∈ UMD. Then for all p ∈ (r ′ , ∞) and
Using the transference result of Proposition 4.1, we can deduce an analogous result for C T r .
Corollary 5.3. Suppose r ∈ (2, ∞), and let X be a Banach function space with X r ′ ∈ UMD. Then for all p ∈ (r ′ , ∞) and
Proof. Fix N, M ∈ N, and let w be the Z-periodic extension of w to R. Let
By combining Theorem 5.2 and Proposition 4.1 we obtain
with φ X,p,r independent of M and N . Two applications of the monotone convergence theorem yields the desired result.
Estimates of Littlewood-Paley-Rubio de Francia type
Recall the discussion of the operators S I and S I,q from the introduction. In this section we apply Corollary 3.6 to the operators S I,q . First we consider the operator S ∆,2 , where ∆ := {±[2 k , 2 k+1 ), k ∈ Z} is the standard dyadic partition of R \ {0}. Corollary 3.6 yields a direct proof of the classical Littlewood-Paley estimate in UMD Banach function spaces.
Proof. In the scalar case the result was obtained in [37, Theorem 1] , using Theorem A.1 for the monotonicity in [w] Ap . Therefore the estimate
follows from Corollary 3.6. The converse estimate may be proved using a duality argument or Theorem 3.2.
Remark 6.2. Theorem 6.1 actually holds for all UMD Banach spaces, and was proved in [7, 55] in the unweighted case and in [18] in the weighted case. Here the ℓ 2 -sum in S ∆,2 (f ) L p (w;X) must be replaced by a suitable Rademacher sum.
Next we establish weighted Littlewood-Paley-Rubio de Francia estimates for Banach function spaces with UMD concavifications (Theorem 1.2 in the introduction). The unweighted case with q = 2 was first proved in [42] , but we do not use this result in our proof. Theorem 6.3. Suppose that q ∈ [2, ∞) and let X be a Banach function space with X q ′ ∈ UMD. Then for all collections I of mutually disjoint intervals, all p > q ′ , w ∈ A p/q ′ , and f ∈ L p (w; X),
In the scalar case there is also a weak-type estimate for p = q ′ and w ∈ A 1 . The strong-type estimate seems to remain an open problem (see [47, (6.4 
)]).
Proof. The scalar case of this result is proved in [47, Theorem 6 .1] for q = 2, and [35, Theorem B] for q > 2. Monotonicity in [w] A p/q ′ is contained in [35] for q > 2, and can be deduced from [47] combined with Theorem A.1 when q = 2. Thus the result follows immediately from Corollary 3.6. Remark 6.4. As observed in [42] , Theorem 6.3 still holds under the assumption that X is a Banach lattice rather than a Banach function space (see [38, Theorem 1.b.14] ).
When q = 2, the estimate in Theorem 6.3 can be used to obtain extensions of the Marcinkiewicz multiplier theorem. This is done in [32, Theorem 2.3] . For q > 2 a slight variation will be needed to make this work. The following estimate, which combines Proposition 6.1 and Theorem 6.3, is a key ingredient in the Fourier multiplier theory developed in [2] . Theorem 6.5. Suppose q ∈ [2, ∞) and let X be a Banach function space such that X q ′ ∈ UMD. Let I be a collection of mutually disjoint intervals in R, and for all J ∈ ∆ let I J := {I ∈ I : I ⊂ J}. Then for all p > q ′ , all w ∈ A p/q ′ and all f ∈ L p (w; X),
Proof. If q = 2 this follows from Theorem 6.3, so we need only consider q > 2. By Corollary 3.6 it suffices to consider X = C, and by Theorem 3.1 (scalar-valued extrapolation) it suffices to take p = 2. Now estimate
using the scalar case of Theorem 6.3 (noting that q ′ < 2) in the third line, and Proposition 6.1 in the last line.
If X is a Hilbert space, then one cannot apply Theorem 6.3 with q = 2. Instead, the following modification of Theorem 6.3 holds. Proposition 6.6. Let X be a Hilbert space, and let I be a collection of mutually disjoint intervals in R. Then for all p > 2, w ∈ A p/2 , and f ∈ L p (w; X),
Proof. To prove this it suffices to consider X = ℓ 2 (by restriction to a separable Hilbert space, see [31, Theorem 1.1.20] ). Now the result follows from Fubini's theorem, the result in the scalar-valued case, and a randomisation argument.
Let (ε I ) I∈I and (r n ) n≥1 be a Rademacher sequences on probability spaces Ω ε and Ω r respectively. Then writing
, where f = (f n ) n≥1 , it follows from Fubini's theorem and Khintchine's inequality (see [31, Corollary 3.3.24] ) that
. 
The result now follows by taking L p (Ω r )-norms and applying Khintchine's inequality once more.
Remark 6.7. If X is a Hilbert space, I a collection of mutually disjoint intervals in R and q > 2, then for all p > q ′ , w ∈ A p/q ′ and f ∈ L p (w; X), we have
These estimates are weaker than Theorem 6.3 and Theorem 6.5. To prove the first estimate it is enough to consider X = ℓ 2 . In this case
by Minkowski's inequality, so the result follows from Theorem 6.3. The second estimate is proved similarly.
Appendix A. Monotone dependence on Muckenhoupt characteristics
For scalar-valued extrapolation (Theorem 3.1) one needs an estimate of the form
for all w ∈ A p/p0 , where φ : [1, ∞) → [1, ∞) is a nondecreasing function independent of w; this is often overlooked in the literature. In applications it is often easily checked that a weighted estimate is dependent on the Muckenhoupt characteristic [w] A p/p 0 , and not on any other information coming from w, see for example [26, 35] . However, checking that this dependence is nondecreasing in [w] A p/p 0 can be tricky (see for example [19, Theorem 3.10] ). Moreover, this monotonicity is usually not explicitly stated in the literature.
In this appendix we show that the monotonicity condition in (A.1) is redundant when working with a set of pairs of nonnegative functions: an estimate depending on [w] A p/p 0 with no monotonicity assumption implies the estimate (A.1).
Then there exists a nondecreasing function
for all t ∈ [1, ∞) and such that for all (f, g) ∈ F and w ∈ A p/p0
Proof. By rescaling f and g we may take p 0 = 1. Without loss of generality we may assume that f, g ∈ L p (w) for all (f, g) ∈ F . Define φ : [1, ∞) → [1, ∞) by
Then φ(t) ≤ C(t) for all t ∈ [1, ∞), and (A.2) holds. We will show that φ is nondecreasing. Let 1 ≤ t < s < ∞ and ε > 0. Fix w ∈ A p with [w] Ap = t and (f, g) ∈ F such that 
Combining this with (A.3) and the triangle inequality yields
≥ (φ(t) − 2ε)(1 − ε) g L p (ws) . Thus φ(s) ≥ (φ(t)−2ε)(1−ε), and since ε > 0 was arbitrary this implies φ(s) ≥ φ(t), so φ is nondecreasing. Proof. Fix Ω 0 such that (A.4) holds for all ω ∈ Ω 0 . Using Theorem A.1 for ω ∈ Ω 0 , we can find φ ω : [1, ∞) → [1, ∞) such that φ ω (t) ≤ C(t) for all t ∈ [1, ∞) and
Setting φ(t) := sup ω∈Ω0 φ ω (t) ≤ C(t) proves the corollary.
