Abstract-Most predictive modeling techniques utilize all available data to build global models. This is despite the wellknown fact that for many problems, the targeted relationship varies greatly over the input space, thus suggesting that localized models may improve predictive performance. In this paper, we suggest and evaluate a technique inducing one predictive model for each test instance, using only neighboring instances. In the experimentation, several different variations of the suggested algorithm producing localized decision trees and neural network models are evaluated on 30 UCI data sets. The main result is that the suggested approach generally yields better predictive performance than global models built using all available training data. As a matter of fact, all techniques producing J48 trees obtained significantly higher accuracy and AUC, compared to the global J48 model. For RBF network models, with their inherent ability to use localized information, the suggested approach was only successful with regard to accuracy, while global RBF models had a better ranking ability, as seen by their generally higher AUCs.
I. INTRODUCTION
Exploiting available data in order to extract useful and actionable information is the overall goal of the generic activity termed data mining. Some data mining techniques directly obtain the information by performing a descriptive partitioning of the data. More often, however, data mining techniques utilize stored data in order to build predictive models.
Predictive modeling combines techniques from several disciplines. Many algorithms and techniques come from machine learning, i.e., the sub-field of artificial intelligence focused on programs capable of learning. In the data mining context, learning most often consists of obtaining a (general) model from examples, i.e., data instances where the value of the target variable is known. Since the purpose of all predictive modeling is to apply the model on novel data (a test or production set), it is absolutely vital that the model generalizes well to unseen data. More precisely, for predictive classification, the number of incorrect classifications (the error rate) should be minimized -or the number of correct classifications (the accuracy) should be maximized.
As described above, predictive modeling normally consists of a two-step process: first an inductive step, where the model is constructed from the data, and then a second, deductive, step where the model is applied to the test instances. An alternative approach is, however, to omit the model building entirely and directly classify novel instances based on available training instances. Such approaches are called lazy learners or instance based learners. The most common lazy approach is nearest neighbor classification, which classifies a test instance based on the majority class among the k closest (according to some distance measure) training instances. The value k is a parameter to the algorithm, and the entire technique is known as k-Nearest Neighbor (kNN). kNN, consequently, does not, in contrast to techniques like neural networks and decision trees, use a global model covering the entire input space. Instead, classification is based on local information only.
Model building is clearly data-driven, making the validity of the process dependent on some basic, although most often not explicitly expressed, assumptions. Most importantly, the instances used for the actual training of the model must be good examples to learn from. Despite this, most techniques simply use all available instances for model training, thus prioritizing the global aspects of the model, while possibly ignoring important local relationships. In this paper, we apply the localized aspect of instance based learning to predictive modeling. More specifically, we evaluate different algorithms building localized decision tree and neural network models by using only a subset of the available training data. The main idea suggested here is to use neighboring instances to build one model for each test instance.
II. BACKGROUND
A predictive classification model is a function f mapping each instance x to one label in a predefined set of discrete classes {c 1 , c 2 , . . . , c n }. Normally, predictive models are obtained by applying some supervised learning technique on historical (training) data. Most supervised learning techniques require that values for the target variable are available for all training instances, i.e., the training instances must be labeled. A training instance, thus, consists of an input vector x(i) with a corresponding target value y(i). The predictive model is an estimation of the function y = f (x; θ) able to predict a value y, given an input vector of measured values x and a set of estimated parameters θ for the model f . The process of finding the best θ values is the core of the learning technique.
The use of neighboring instances for the actual classification makes it, in theory, possible for kNN to produce arbitrarily shaped decision boundaries, while decision trees and rule-based learners are constrained to rectilinear decision boundaries. Standard kNN is a straightforward classification technique that normally performs quite well, in spite of its simplicity. Often, standard kNN is used as a first choice just to obtain a lower bound estimation of the accuracy that should be achieved by more powerful methods see e.g., [1] . Unfortunately, standard kNN is extremely dependent on the parameter value k. If k is too small, the algorithm becomes very susceptible to noise. If k is too large, the locality aspect becomes less important, typically leading to test instances being misclassified based on training instances quite different from the test instance.
A. Related work
Applying lazy techniques to prediction has been studied both for regression, such as in Quantitative Structure-Activity Relationship (QSAR) modeling in the medicinal chemistry domain [2] , [3] , and for classification [4] , [5] , [6] , [7] . In the QSAR modeling, the motivation for the local approach is the assumption that similar compounds have similar biological activities, as studied in [8] . One of the first local approaches in QSAR modeling was suggested in [3] , where a locally weighted linear regression was utilized in the analysis. In [2] , the local regression approach is evaluated and contrasted to the global approach using random forests, support vector machines, and partial least squares models on both simulated and real world data. The results show that the local approach has a relatively high computational cost, high risk in defining locality and no reliable increase in predictive performance, indicating that the local approach might not be very successful for regression in general and for QSAR modeling in particular.
For classification, a number of local approaches have been proposed. Friedman proposed the lazy decision tree algorithm, which builds a decision path for each test instance instead of a global decision tree [9] . The lazy decision tree algorithm has also been utilized in boosted ensembles [4] . A similar approach was employed to build bagged ensembles in [5] , with the difference that the trees used were lazy option trees [10] . An option tree is a decision tree in which a given internal node in the tree is split in multiple ways (using multiple attributevalue tests, or "options"). The final probability estimate is the average of the estimates produced by each of these options. In [7] , a local approach is used to build a global decision tree where lazy trees for each test instance are built in each leaf. The aim of this global lazy tree is to achieve good ranking capability. All these approaches build a model for each test instance using the complete training set.
A bagging approach for very weak classifiers, which utilizes a local approach similar to the one presented in this paper, can be found in [6] . The algorithm trains an ensemble of bagged very weak models, such as decision stumps, based on locally selected instances. The differences to our approach lies both in the kind of model being built and in how the selection of the nearest neighbors is performed.
III. METHOD
As described in the introduction, the overall purpose is to evaluate the effect of using neighboring instances to train one model for each test instance. In particular, we compare the predictive performance of this approach to the standard approach, i.e., using all available data to build one, global, model. For simplicity, and to allow easy replication of the experiments, the Weka workbench [11] is used for the experimentation. For the actual modeling, we elected to use one decision tree technique and one neural network technique. More specifically, the Weka implementation of C4.5 [12] called J48, and the radial basis function network (RBF) as implemented in Weka were used. During experimentation, all Weka parameter settings were left at the default values.
It must be noted that J48 trees and RBF networks have some fundamentally different properties which are of importance for this study. More specifically, the J48 technique does not, in any way, explicitly utilize any concepts related to proximity in the attribute space. An RBF network, on the other hand, when trained for classification, first uses the k-means clustering algorithm to provide the basis functions and then learns a logistic regression on top of that. So, simply put, even a standard RBF network trained using all available data is trained to utilize at least some of the locality aspect of the data set. With this in mind, it is quite interesting to compare the results for the two techniques, when used for producing locally trained models.
This study contains two experiments. In the first experiment, the suggested approach is tested by using different percentages of the available training data for model building. Altogether five different fractions are evaluated; 1%, 10%, 25%, 50%, and 100%. So, as an example, when 10% is used for training J48 models, this means that for each test instance, one J48 tree is built using the 10% closest instances, to classify just that instance. For all distance calculations, the standard method used for lazy learners in Weka is applied.
In the second experiment, we test two algorithms aimed at automatically selecting, for each test instance, a suitable fraction of the training instances for the model building. This is, of course, similar to finding an appropriate value for the parameter k in kNN. The first algorithm uses standard internal cross-validation to select the percentage of instances to use. For this, the Weka meta technique CVParameter Selection, utilizing ten internal folds was used. For simplicity, the fractions available to choose from were the same as in Experiment, i.e., 1%, 10%, 25%, 50%, and 100%. It must be noted that this selection is performed once per fold, not once per instance.
The second algorithm employs the machine learning technique used to build the model (i.e. J48 or RBF) to find the appropriate k-value using both the evaluated test instance and the nearest neighbors used for training. A model is built using the k nearest neighbors from the training set for each k-value between the number of classes +1 up to an upper limit. The upper limits tested were 10% and 25% of all instances available. To select which of the local models to use, a probability distribution over the classes is achieved by evaluating the model on the nearest neighbors and the test instance. The model achieving the most certain prediction on any class is selected as the model to use. The probabilities are adjusted using Laplace to account for the greater uncertainty when estimating the probabilities on smaller samples, i.e. when k is smaller. For simplicity, these two versions of the algorithm are referred to as A10 and A25.
For the evaluation, predictive performance is measured using both accuracy and area-under-the-ROC-curve (AUC). While accuracy is based only on the classifications, AUC measures the ability to rank instances according to how likely they are to belong to a certain class; see e.g., [13] . AUC can be interpreted as the probability of ranking a true positive instance ahead of a false positive; see [14] . Since 10x10-fold crossvalidation was used, all reported performance measures are averaged over the 100 folds. The 30 data sets used are all publicly available from the UCI Repository [15] . Table I below shows accuracy results for J48. One first, important, observation is that the results vary greatly between the data sets. A closer inspection shows that no specific training size is always superior to any other training size. As a matter of fact, all training fractions evaluated obtain the highest accuracy on at least two data sets. In addition, on most data sets, there is no clear trend; i.e., the pattern is neither the less data used the higher accuracy nor the more data used the higher accuracy. On the other hand, when looking at overall mean accuracies and ranks, it is obvious that the standard approach (using all available data to build one global model) is clearly the worst.
IV. RESULTS
Comparing the different training sizes, using the smallest training set (1%), i.e., for some data sets only a handful of instances, is remarkably often the best choice. Somewhat surprisingly, training using only 1% actually obtained the highest mean accuracy overall. Comparing mean ranks, however, both 25% and 50%, obtained slightly better results than 1%.
To determine statistically significant differences, we compare mean ranks and use the statistical tests recommended by Demšar [16] for comparing several classifiers over a number of data sets, i.e., a Friedman test [17] , followed by a BonferroniDunn post-hoc test [18] . With five classifiers, 30 data sets and treating the standard approach (training one global model using all data) as the control, the critical distance (for α = 0.05) is 0.91. So based on these tests, training one model per test instance using the 25% closest instances produced significantly more accurate models than the standard approach. Here, too, it is obvious that the standard approach most often results in weaker models than the locally trained models. Looking at the mean accuracy over all data sets, all options using locally trained models outperform the standard approach. All in all, however, considering the mean ranks and using the statistical tests described above, the standard approach is not significantly worse than any of the locally trained versions.
Comparing these results to the J48 results, the main difference is that here it seems better to use more data; i.e., the best results overall are obtained using 50%, while using only 1% is the worst option. Still, the results vary considerably over the different data sets, even if the mean accuracies are quite similar. Specifically, the number of wins are very evenly distributed between the different training fractions.
The AUC results for J48 models are presented in Table III below. Regarding AUC, the picture is actually quite clear. Somewhat unexpectedly, all locally trained models clearly outperform the standard approach with regard to ranking ability, and it is most often better to use more data (25% or 50%), compared to using fewer training instances (1% or 10%). Looking at data set wins, using either 25% or 50% is the best option on a huge majority of all data sets. The statistical tests also indicate that all training sizes except 10% obtained significantly higher AUC, compared to the standard approach. In addition, if the Friedman test is instead used to identify all statistically significant dfferences, a Nemenyi post-hoc test [19] indicates that the AUC obtained by the locally trained models using either 25% or 50% was significantly higher than for all three other J48 setups. Looking at the AUC results for RBF models in Table IV below, the overall situation is very different. For RBF models, comparing mean ranks, the best ranking ability is actually produced by using all available data when training the model. Based on statistical testing, using all data produced RBF networks with significantly higher AUC than RBF models trained using either 1% or 10%. Summarizing the first experiment, the overall picture is that the suggested approach of training one model per instance using only local instances is almost always a better choice than building one global model using all available data. Especially when building J48 models, all smaller training sizes and local models are clearly better than the global model, both with regard to accuracy and AUC. As a matter of fact, specifically using 25% of the instances for the local training resulted in J48 models that had both significantly higher accuracy and AUC, compared to the global model. For RBF networks, the results are a bit more mixed, but using 50% to train a local model obtained clearly higher accuracy, and simlar AUC. Table V below shows the number of wins for the locally trained models, using different training sizes. The tabulated numbers are wins for locally trained models against the global model. In a pair-wise comparison over 30 data sets, 20 wins are sufficient for statistical significance, using a standard sign test. Bold numbers indicate a significant number of wins for the local technique while underlined numbers indicate a significant number of wins for the global technique. So, also when comparing the techniques head-to-head, all local techniques producing J48 trees obtained significantly higher AUC, compared to the global J48 model. In addition all four training sizes resulted in 19 − 21 wins with regard to accuracy; i.e., the difference in accuracy is either statistically significant, or quite clear. Looking at RBF models, the locally trained models using either 25% or 50% of the instances obtained 19 and 20 accuracy wins against the global model, respecitively. Comparing AUCs, however, the global technique outperformed all locally trained variants. Against the techniques using either 1% or 25%, the number of wins was even enough for statistical significance.
Turning to experiment 2, Table VI below shows the accuracy results. Looking at the mean ranks, the ordering is quite clear for J48 models; A25 is better than A10, which is better than using internal cross-validation. All three algorithms are, however, clearly better than the standard approach. From a Friedman test, the only statistically significant difference is that A25 obtained higher accuracy than the standard approach. For RBF models, the picture is again quite different. Here, the internal cross-validation is the most successful approach, even if the overall differences are very small.
The AUC results for Experiment 2 are presented in Table VII below. Again, the results are very different for J48 and the RBF networks. When using J48 models, both A10 and A25 obtained significantly higher AUC, compared to the global model. For RBF models, however, the global model has the best ranking ability followed by using internal crossvalidation, while A25 and A10 are clearly worse. Summarizing Experiment 2 by comparing pair-wise wins in Table VIII below, the most important observation is probably that A10 and A25 obtained significantly higher accuracy than the global model, using either J48 trees or RBF networks. The internal cross-validation produced significantly more accurate RBF models, but was less successful for J48 models. Looking at AUCs, all three algorithms clearly outperformed the global model when using J48 models, but were actually significantly worse than the global model when using RBF models. V. CONCLUSION
In this study, different schemes for utilizing locality when inducing predictive models, in the form of standard decision trees and RBF neural networks, have been proposed and evaluated. The main idea consists of building models specific to each test instance, using only a proportion of the available training instances, selected based on locality to the test instance at hand. In Experiment 1, different proportions (ranging from 1% to 75%) of the training data were used to build the model for each test instance. The overall result from this experiment is that schemes using only a proportion of training data for model building generally yields better predictive performance than using all available training data and building a global model. There are, however, big variations between data sets and no setup consistently performs better than all the other. There is also a marked difference between the two techniques used, with the difference being more pronounced for J48 decision trees, than for RBF neural networks. Specifically, for decision trees, most local techniques producing J48 trees obtained significantly higher accuracy and AUC, compared to the global J48 model. For RBF networks, only local models using 50% of the training data obtained significantly higher accuracy than the global RBF model, and when measuring predictive performance as AUC, the global model actually outperformed all local models. This difference is especially interesting since J48 decision trees do not employ any information about locality when inducing models, whereas RBF networks utilize k-means clustering as a preprocessing step for its logistic regression. In Experiment 2, two different ways of finding a suitable proportion of instances to use for model building are evaluated. Using internal cross-validation on each fold to find a suitable proportion produced significantly more accurate RBF models, but was less successful for J48 trees. When using an iterative, but greedy, search procedure to determine the best proportion, models significantly more accurate than the global model were obtained both for J48 trees and RBF networks. The AUC results were again different for the two techniques, with J48 models found by the greedy local search being clearly better than the global model, while the global RBF model significantly outperformed all models found from the greedy search. To conclude, the experiments show that the proposed method of inducing local models improves predictive performance for both decision trees, and to a slightly lesser degree, RBF networks over a large number of data sets.
It should also be noted that the proposed method could be utilized with any type of predictive model.
VI. DISCUSSION
Building one model for each test instance is of course quite computationally expensive. At the same time, it must be noted that this process is very parallelizable. From the results it is obvious that predictive performance can be improved by using locally trained models for each instance, but it remains to investigate for which inductive techniques this applies. Finally, the fact that very different training sizes were successful for different data sets, more sophisticated schemes to find an optimal number of neighboring training instances should be developed and evaluated.
