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daty.
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finančnými dátami.
Kl’́učové slová: parciálne korelačné koeficienty, graf podmienených nezávislost́ı,
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Vo svete finančńıctva a ekonómie sa stretávame s rôznymi analýzami finančných
a ekonomických dát. Tieto štúdie sú často postavené na vyšetrovańı, či rozličné
veličiny sa navzájom ovplyvňujú alebo nie. Často použ́ıvaný spôsob skúmania
vzt’ahov medzi veličinami vychádza napŕıklad z lineárnej regresie, čo je užitočný
nástroj. Avšak existujú i iné metódy, ktoré sú ale menej známe v praktickej sfére.
Popis jednej z nich je aj ciel’om tejto bakalárskej práce.
Práca sa zaoberá štatistickým štúdiom vzájomných súvislost́ı náhodných pre-
menných prinćıpom grafov podmienených nezávislost́ı. Podrobne sa tejto proble-
matike venuje kniha Graphical models in applied multivariate statistics Whittaker
(1990). Pravdepodobnostné modely vychádzajúce práve z týchto grafov by mohli
byt’ užitočné a dôležité pre efekt́ıvneǰsie dosahovanie hospodárskych ciel’ov.
Práca je členená do troch kapitol a ich podkapitol. Prvá kapitola pojednáva
o základných charakteristikách náhodných velič́ın a vektorov. Definuje a rozoberá
parciálnu a mnohonásobnú koreláciu. Tiež popisuje základy lineárneho odhadu a
podrobne analyzuje inverznú varianciu. Druhá kapitola je zameraná
na nezávislost’ náhodných vektorov, teóriu grafov a spôsoby testovania zhody
pravdepodobnostného modelu s dátami. Tretia kapitola konkretizuje postupy
riešenia problematiky grafov podmienených nezávislost́ı najskôr všeobecne a
následne na konkrétnych finančných dátach.
Teoretická čast’ práce vychádza hlavne z kńıh Anděl (2007) a Whittaker (1990),
odkial’ bola prevzatá väčšina defińıcíı a tvrdeńı. Dôkazy väčšiny tvrdeńı sú pod-
robne rozṕısané a odvodené. U defińıcíı a tvrdeńı prevzatých z inej literatúry
je zdroj citovaný priamo na mieste. Internetové odkazy uvedené v literatúre sú
citované zo stavu apŕıla a mája 2013.
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Kapitola 1
Základné pojmy a tvrdenia
1.1 Charakteristiky náhodných velič́ın
a vektorov
V celej práci budeme brat’ všetky vektory ako st́lpcové.
Ďalej budeme predpokladat’, že všetky náhodné veličiny, resp. náhodné vektory
majú konečné druhé momenty, čo znamená, že EX2 <∞, resp. EX2k <∞
pre k = 1,...,n, kde X je n-zložkový vektor.
Defińıcia 1.1: Náhodný vektor
Nech X1,...,Xn sú náhodné veličiny na tom istom pravdepodobnost-
nom priestore (Ω,A,P ). Potom vektor X = (X1,...,Xn)T nazveme
náhodným vektorom.
Defińıcia 1.2: Stredná hodnota vektora
Ak existujú stredné hodnoty EX1,...,EXn, potom EX = (EX1,...,EXn)
T
sa nazýva stredná hodnota vektora X.
Defińıcia 1.3: Kovariancia, rozptyl
Nech X je náhodný vektor. Potom môžeme definovat’ kovarianciu
cov(Xi,Xj) vzt’ahom cov(Xi,Xj) = E(Xi − EXi)(Xj − EXj),
kde i,j = 1,...,n. Pre i = j je cov(Xi,Xj) rovná rozptylu varXi.
Poznámka:
Úpravou vyššie uvedeného vzt’ahu pre kovarianciu náhodných velič́ın dostaneme
cov(Xi,Xj) = EXiXj − EXiEXj.
Defińıcia 1.4: Variančná matica
Maticu tvaru varX = (cov(Xi,Xj)) nazývame variančná matica vek-
tora X, je typu n× n. Plat́ı
varX = E(X− EX)(X− EX)T = EXXT − (EX)(EX)T .
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Poznámka:
Pre maticu Bn×n plat́ı varBX = BvarXB
T .
Defińıcia 1.5: Korelačný koeficient
Nech X a Y sú náhodné veličiny s konečnými druhými momentmi a
s varX > 0, varY > 0. Potom môžeme definovat’ korelačný koeficient






Pre korelačný koeficient plat́ı −1 ≤ ρX,Y ≤ 1.
Defińıcia 1.6: Škálovanie matice
Operácia škálovanie matice U = (uij)n×n sa tvoŕı prenásobeńım ma-
tice U sprava i zl’ava diagonálnou maticou A−1, kde





č́ım dostaneme jednotky na diagonále.
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Defińıcia 1.7: Korelačná matica náhodného vektora X
Nech X = (X1,...,Xn)
T je náhodný vektor, kde varXi > 0 pre každé
i = 1,...,n. Korelačná matica náhodného vektora X je
corX = A−1varXA−1,








(i,j)-ty prvok korelačnej matice je ρXi,Xj .
Z defińıcie vidiet’, že korelačná matica náhodného vektora je škálovaná variančná
matica.
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Defińıcia 1.8: Kovariančná matica dvoch náhodných vektorov
Nech X = (X1,...,Xn)
T a Y = (Y1,...,Ym)
T sú náhodné vektory. Kova-
riančná matica vektorov X a Y sa znač́ı ako cov(X,Y), je typu n×m.
Jej (i,j)-ty prvok je rovný cov(Xi,Yj) a plat́ı
cov(X,Y) = E(X− EX)(Y− EY)T .
Poznámka:





cov(X1 ±X2,Y) = cov(X1,Y)± cov(X2,Y).
Defińıcia 1.9: Korelačná matica dvoch náhodných vektorov
Nech náhodné vektory X = (X1,...,Xn)
T a Y = (Y1,...,Ym)
T majú
konečné druhé momenty a všetky zložky týchto dvoch vektorov majú
kladné rozptyly. Korelačnou maticou vektorov X a Y nazveme maticu













(i,j)-ty prvok korelačnej matice dvoch náhodných vektorov je rovný korelačnému




cor(Y,X) = [cor(X,Y)]T .
V nasledujúcom texte budeme pracovat’ s maticami, a preto si pripomenieme
niektoré maticové operácie.
Tvrdenie 1.10:
• (Bican, 2000, str. 58) Nech sú A, B regulárne štvorcové matice
stupňa n. Potom plat́ı
i) súčin AB je regulárna matica a plat́ı (AB)−1 = B−1A−1
ii) matica A−1 je regulárna a plat́ı (A−1)−1 = A
iii) (AT )−1 = (A−1)T
4
• (Bican, 2000, str. 33) Nech A je matica typu m× n a B matica
typu n× p. Potom plat́ı
i) (AT )T = A
ii) (AB)T = BTAT
• (Bican, 2000, str. 54) Ak sú A = (aij) a B = (bij) dve štvorcové
matice stupňa n, potom det(AB) = detAdetB.
Dôkaz. Dôkazy bodov z tvrdenia sú uvedené v knihe Bican (2000, 8.6. Věta, str.
58, 4.14. Věta, str. 33, 7.21 Věta, str. 54).
f
1.2 Parciálna a mnohonásobná korelácia
Defińıcia 1.11: Jednorozmerný lineárny odhad
Lineárny odhad náhodnej veličiny Y pomocou náhodného vektora X
definujeme predpisom Ŷ (X) = a + bTX, kde a = EY − bTEX a
b = (varX)−1cov(X,Y ). Za predpokladu nulovosti stredných hodnôt
Y a X plat́ı
Ŷ (X) = bTX.
Poznámka:
Značenie Ŷ (X) zdôrazňuje závislost’ na X, d’alej znač́ıme už len Ŷ .
Defińıcia 1.12:
Strednú štvorcovú odchýlku E(Y − Ŷ )2 nazývame reziduálny rozptyl.
Poznámka:
Plat́ı
E(Y − Ŷ )2 = varY − cov(Y,X)(varX)−1cov(X,Y )
V knihe Anděl (2007, Věta 2.15, str. 38) je dokázané, že Ŷ je optimálny v zmysle
minimalizácie strednej štvorcovej odchýlky.
Defińıcia 1.13: Koeficient mnohonásobnej korelácie
Koeficient mnohonásobnej korelácie ρY,X je korelačný koeficient ρY,Ŷ
medzi veličinou Y a jej lineárnym odhadom Ŷ (X) = a+ bTX, kde a
a b sú uvedené v defińıcii 1.11. Ak je b = 0, definuje sa ρY,X = 0.
Poznámka:
Plat́ı ρY,X = ρY,a+bTX = ρY,bTX a cov(Y,b
TX) = cov(Y,X)varX−1cov(X,Y ) ≥ 0,
teda koeficient mnohonásobnej korelácie je vždy nezáporný.
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Defińıcia 1.14: Koeficient determinácie
Koeficient determinácie je definovaný vzt’ahom
R2 = ρ2Y,X.
Poznámka:
Z defińıcie vyplýva, že 0 ≤ R2 ≤ 1.
Ďalej plat́ı




Ďalej nás bude zauj́ımat’ ako môžu byt’ dve náhodné veličiny Y a Z, kde varY > 0
a varZ > 0, ovplyvňované veličinami X1,...,Xn. Pre X = (X1,...,Xn)
T predpo-
kladáme, že matica varX je regulárna.
Uvažujme lineárny odhad Ŷ (X) = a1 + b
T
1 X, kde b1 = varX
−1cov(X,Y ) a
a1 = EY − bT1 EX.
Tú čast’ veličiny Y , ktorú vektor X nevysvetĺı, je možné si predstavit’ ako rezi-
duum Y − Ŷ . Obdobne pre náhodnú veličinu Z môžeme ṕısat’ Ẑ(X) = a2 + bT2 X,
kde b2 = varX
−1cov(X,Z) a a2 = EZ − bT2 EX. Reziduum má tvar Z − Ẑ. Táto
úvaha vedie k nasledujúcej defińıcii.
Defińıcia 1.15: Parciálny korelačný koeficient
Za predpokladu var(Y − Ŷ ) > 0 a var(Z− Ẑ) > 0 definujme parciálny
korelačný koeficient ρY,Z|X dvoch náhodných velič́ın Y a Z pri pevnom
X ako korelačný koeficient ρY−Ŷ ,Z−Ẑ .
Poznámka:
Ked’že korelačný koeficient ρY−Ŷ ,Z−Ẑ nezáviśı na a1 a a2, tak plat́ı
ρY,Z|X = ρY−bT1 X,Z−bT2 X.
1.3 Mnohorozmerný lineárny odhad
Budeme predpokladat’, že matica varX je regulárna.
Defińıcia 1.16:
Lineárny odhad náhodného vektora Y = (Y1,...,Ym)
T pomocou náhodného
vektora X = (X1,...,Xn)
T je definovaný vzt’ahom:
Ŷ(X) = EY + cov(Y,X)var(X)−1(X− EX).
Poznámka:
Jedná sa o priame zobecnenie defińıcie 1.11.
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My však budeme predpokladat’, že EX = 0 a EY = 0. Potom vzt’ah z defińıcie
1.16 má tvar
Ŷ(X) = cov(Y,X)var(X)−1X.
Ak označ́ıme B = cov(Y,X)var(X)−1, budeme ṕısat’ Ŷ = BX.
Lineárny odhad náhodného vektora Y z náhodného vektora X má vlastnosti,
ktoré si ukážeme a odvod́ıme.
Tvrdenie 1.17:
Pre náhodné vektory X, Y a Ŷ z defińıcie 1.16 plat́ı
i) cov(Y− Ŷ,X) = 0
ii) cov(Y− Ŷ,AX) = 0 pre ∀Am×n
iii) cov(Y− Ŷ,Ŷ) = 0
iv) cov(Ŷ,X) = cov(Y,X)
v) cov(Ŷ,Y) = var(Ŷ),
kde 0 označuje maticu s nulovými prvkami.
Dôkaz.
i)
cov(Y− Ŷ,X) = cov(Y,X)− cov(Ŷ,X) =
= cov(Y,X)−Bcov(X,X) =
= cov(Y,X)− cov(Y,X)var(X)−1varX =
= 0
ii) Odvod́ı sa analogicky ako bod i).
iii) Ide o špeciálny pŕıpad ii), pretože vieme, že Ŷ = BX. Stač́ı položit’ A = B a
dôkaz je zrejmý.
iv)





var(Ŷ) = BvarXBT =
= cov(Y,X)var(X)−1cov(X,Y)




Prvá a druhá vlastnost’ ukazujú, že vektor rezidúı Y−Ŷ je ortogonálny s náhodným
vektorom X a lineárnymi transformáciami X v zmysle nulovej kovariancie.
Uvažujme náhodné vektory X = (X1,...,Xn)
T , Y = (Y1,...,Ym)
T a Z = (Z1,...,Zp)
T .
Ŷ(X) a Ẑ(X) nech sú najlepš́ımi lineárnymi odhadmi vektorov Y a Z z vektora
X. Nad’alej budeme predpokladat’, že EX = 0, EY = 0 a EZ = 0. Potom môžeme
definovat’ parciálnu kovarianciu vektorov Y a Z pri pevnom X.
Defińıcia 1.18: Parciálna kovariancia, parciálny rozptyl
Parciálna kovariancia je definovaná vzt’ahom
cov(Y,Z|X) = cov(Y− Ŷ(X),Z− Ẑ(X)),
kde vektory Y − Ŷ a Z − Ẑ sú vektory rezidúı, Ŷ = Ŷ(X) =




Budeme predpokladat’, že matica var(Y|X) je regulárna.
Tvrdenie 1.19:
Parciálny rozptyl var(Y|X) sṕlňa nasledovné
var(Y|X) = varY− cov(Y,X)var(X)−1cov(X,Y) =
= varY− varŶ = var(Y− Ŷ).
Dôkaz.
var(Y|X) = cov(Y− Ŷ,Y− Ŷ) =
= varY− cov(Y,Ŷ)− cov(Ŷ,Y) + varŶ =
= varY− varŶ =
= varY− cov(Y,X)var(X)−1cov(X,Y)
Predposledná rovnost’ plynie z tvrdenia 1.17, bod v) a posledná rovnost’ plynie z




Ak polož́ıme m = p = 1, ide s využit́ım defińıcie parciálnej kovariancie
a parciálneho rozptylu zaṕısat’ parciálny korelačný koeficient uvedený
v defińıcii 1.15
ρY,Z|X = ρY−Ŷ ,Z−Ẑ =
=
cov(Y − Ŷ (X),Z − Ẑ(X))√


















podl’a defińıcie 1.7 a 1.9











uvedená v poznámke za defińıciou 1.14.
1.4 Inverzná variančná matica a jej aplikácia
S inverznou variančnou maticou var(X)−1 sme pracovali pri vyjadreńı naj-
lepšieho lineárneho odhadu náhodného vektora pomocou iného náhodného vek-
tora. Bližšia analýza inverznej variančnej matice má svoje opodstatnenie a dovedie
nás k dôležitej lemme o inverznej variancii a k jej dôsledkom.
Tvrdenie 1.22:








T , Y = (Y1,...,Ym)
T a B = cov(Y,X)var(X)−1. Potom
























ktorý má ortogonálne zložky.
Dôkaz. Jednoduchým vynásobeńım mat́ıc LL−1 a L−1L dostaneme jednotkovú
maticu, čo dokazuje prvú čast’ tvrdenia.




. Ortogonalita zložiek je dokázaná v tvrdeńı 1.17, bod i).
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Choleského rozklad matice var(X,Y) má za predpokladov z tvrdenia
1.22 tvar
























Jednoduchá úprava s využit́ım poznámky za defińıciou 1.4 vedie k nasledujúcemu
var(X,Y) = L−1var(X,Y− Ŷ)(L−1)T . Ked’že cov(X,Y− Ŷ) = 0 podl’a tvrdenia








Inverznú variančnú maticu var(X,Y)−1 budeme d’alej označovat’ symbolom D a








Lemma 1.24: Lemma o inverznej variancii













kde B = cov(Y,X)var(X)−1.
Dôkaz. Na základe tvrdenia 1.23 o Choleského rozklade a tvrdenia 1.22 je možné
ṕısat’ var(X,Y)−1 = LTvar(X,Y− Ŷ)−1L. S využit́ım toho, že
var(X,Y − Ŷ) je bloková diagonálna matica a jej bloky var(X), var(Y|X) sú













Roznásobeńım týchto blokových mat́ıc dostaneme vzt’ah z tvrdenia.
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Dôsledky plynúce z Lemmy o inverznej variancii objasňujú úzke prepojenie medzi
prvkami inverznej variancie a parciálnym korelačným koeficientom. Nasledujúce
4 dôsledky sú dokázané v knihe Whittaker (1990, str. 143-145).
Dôsledok 1.25:











 s inverznou variančnou maticou
D = var(X,Y,Z)−1 =
 DXX DXY DXZDYX DYY DYZ
DZX DZY DZZ
. Potom plat́ı
DYZ = 0⇐⇒ cov(Y,Z|X) = 0
DXZ = 0⇐⇒ cov(X,Z|Y) = 0
DXY = 0⇐⇒ cov(X,Y|Z) = 0.
Zaved’me si značenie X = (X1,...,Xk)
T ,
X \ {Xi} = {Xr; 1 ≤ r ≤ k, r 6= i}
a
X \ {Xi,Xj} = {Xr; 1 ≤ r ≤ k, r 6= i, r 6= j} .
11
Dôsledok 1.27:
Nech X = (X1,...,Xk)
T . Potom všetky diagonálne prvky matice var(X)−1
sú prevrátené hodnoty parciálnych rozptylov var(Xi|X \ {Xi}), kde
i = 1,...,k.
Dôsledok 1.28:
Nech X = (X1,...,Xk)
T . Škálovaná inverzná variančná matica var(X)−1
má mimodiagonálne prvky tvaru (−1)ρXi,Xj |X\{Xi,Xj}, i 6= j.
Dôsledok 1.29:
Nech X = (X1,...,Xk)
T . Potom diagonálne prvky inverznej korelačnej
matice cor(X)−1 sú tvaru 1
1−R2i
, kde R2i = ρ
2
Xi,X\{Xi}.







. Teda inverzná korelácia je
























Posledná rovnost’ plynie z tvrdenia 1.19.
f
Dôsledok 1.30:
Nech X = (X1,...,Xk)
T . Škálovaná inverzná korelačná matica má rov-
naké mimodiagonálne prvky ako škálovaná inverzná variančná matica.
Dôkaz. Označme varX = (σij), var(X)





Prvky inverznej korelačnej matice sú tvaru
√
σiiσjjdij, pretože

















Grafy a podmienená nezávislost’
2.1 Nezávislost’ náhodných vektorov
Budeme prepokladat’, že náhodné vektory X a Y majú hustoty fX a fY
vzhl’adom k σ-konečným mieram µ1, µ2 a že existuje združená hustota fXY
vzhl’adom k súčinovej miere µ1 × µ2.
Náhodné vektory X a Y sa nazývajú nezávislé, ak plat́ı
fXY(x,y) = fX(x)fY(y) ∀x,y.
Poznámka:
Nezávislost’ náhodných vektorov budeme značit’ X⊥Y
Ak sú X a Y nezávislé z toho vyplýva, že hodnoty Y neovplyvnia rozdelenie
vektora X. Podmienenú hustotu náhodného vektora X pri pevnom Y môžeme
teda vyjadrit’ vzt’ahom
fX|Y(x,y) = fX(x) ∀x
V pŕıpade, že o nezávislosti vektorov nevieme v danej chv́ıli rozhodnút’ alebo
vieme, že nie sú nezávislé, podmienená hustota náhodného vektora X pri pevnom





Defińıcia 2.1: Podmienená nezávislost’
Podmienená nezávislost’ náhodných vektorov Y a Z pri pevnom X je
definovaná ako
fYZ|X(y,z,x) = fY|X(y,x)fZ|X(z,x) ∀y,z ∀x : fX(x) > 0
Poznámka:
Podmienenú nezávislost’ budeme značit’ Y⊥Z|X.
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2.2 Základy teórie grafov
V nasledujúcej podkapitole si zadefinujeme základné pojmy, vlastnosti grafov
a hlavne graf podmienených nezávislost́ı, ktoré budú tvorit’ základ pre tzv. mar-
kovské vlastnosti.
Graf G je matematický objekt, usporiadaná dvojica G = (K,E), kde K predsta-
vuje konečnú množinu vrcholov a E je konečná množina hrán. Zvyčajne berieme
K ako množinu prirodzených č́ısel {1,2,...,k}. Hrana medzi dvomi vrcholmi i a j
z K je vtedy, ak množina hrán E obsahuje dvojicu vrcholov (i,j).
Plat́ı teda ak i ∈ K, j ∈ K a (i,j) ∈ E ⇒ ∃ hrana medzi vrcholom i a j.
Termı́nom podgraf grafu G = (K,E) sa označuje usporiadaná dvojica G1 =
(K1,E1), pre ktorú plat́ı, K1 ⊆ K a E1 ⊆ E.
Graf sa nazýva úplný, pokial’ všetky dvojice vrcholov z množiny K sú spojené
hranou.
Cestou z vrcholu i do j sa v grafe označuje postupnost’ takých vrcholov i1,...,im
z K (i1 = i, im = j), kde il a il+1 sú spojené hranou, (il,il+1) ∈ E pre každé
l = 1,...,m− 1.
Množinou bd(a) budeme značit’ množinu vrcholov z K\a, ktoré sú spojené hranou
s nejakým vrcholom z a ⊆ K. Táto množina sa volá hranica množiny a.
Pre množiny a, b, c ⊆ K hovoŕıme, že a separuje b, c, ked’ separuje každú dvojicu
vrcholov i a j, kde i ∈ b a j ∈ c. Znamená to, že ∀i ∈ b, j ∈ c každá cesta z i
do j obsahuje aspoň jeden vrchol z množiny a.
Podgraf indukovaný množinou a ⊆ K je graf obsahujúci všetky vrcholy z množiny
a a všetky hrany spájajúce dvojice vrcholov z a.
Klika v grafe je taká množina vrcholov a ⊆ K, ktorá indukuje maximálny úplný
podgraf. Ak pridáme ku klike d’aľśı l’ubovolný vrchol z K \ a, indukuje podgraf,
ktorý už nie je úplný.
Nech X = (X1,...,Xk)
T , a ⊂ K = {1,...,k}. Symbolom Xa označ́ıme vektor
(Xi1 ,...,Xij)
T , kde i1 < i2 < ... < ij, {i1,...,ij} = a, 1 ≤ j < k.
Defińıcia 2.2: Graf podmienených nezávislost́ı
Graf G = (K,E) je grafom podmienených nezávislost́ı náhodného vek-
tora X, ked’ plat́ı
(i,j) /∈ E ⇔ Xi⊥Xj|XK\{i,j},
kde i,j ∈ E.
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2.3 Markovské vlastnosti
Nech a ⊂ K. Nasledujúce tri markovské vlastnosti sú alternat́ıvne vyjadrenia
podmienenej nezávislosti dvoj́ıc náhodných velič́ın a vektorov pri pevnom Xa.
Tým definujeme graf podmienených nezávislost́ı pre náhodný vektor X.
Defińıcia 2.3: Párová markovská vlastnost’
Nech i ∈ K a j ∈ K sú dva vrcholy. Množina a = K \ {i,j}.
Pre všetky dvojice vrcholov (i,j), ktoré nie sú spojené hranou, plat́ı
Xi⊥Xj|Xa.
Defińıcia 2.4: Lokálna markovská vlastnost’
Pre každý vrchol i z množiny K, a = bd(i) a b = K \ ({i} ∪ a) plat́ı
Xi⊥Xb|Xa.
Defińıcia 2.5: Globálna markovská vlastnost’
Pre všetky po dvoch disjunktné podmnožiny a ⊆ K, b ⊆ K, c ⊆ K
také, že a separuje b, c plat́ı
Xb⊥Xc|Xa.
Tvrdenie 2.6:
Všetky tri markovské vlastnosti, párová, lokálna i globálna sú navzájom
ekvivalentné.
Dôkaz. Dôkaz je k nahliadnutiu v knihe Whittaker (1990, str. 70,71).
f
2.4 Konštrukcia grafického modelu
pre konkrétne dáta
Našimi dátami bude N realizácíı náhodného vektora X = (X1,...,Xk)
T . Ide ich
zaṕısat’ v tvare matice 
X11 X12 · · · X1k
...
... · · · ...
...
... · · · ...
XN1 XN2 · · · XNk
 ,
kde i-ty riadok Xi je i-tou realizáciou vektora X.
Na základe týchto dát chceme nájst’ graf G = (K,E), ktorý popisuje štruktúru
podmienených nezávislost́ı zložiek náhodného vektora X. Pripomeňme si najskôr
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odhady základných charakterist́ık vektora X.
Odhad strednej hodnoty EX je výberový priemer X̄ = 1
N
∑N






Xij, j = 1,...,k.













(Xir − X̄r)(Xij −Xj), j,r = 1,...,k.





), i,j = 1,...,k.
K nájdeniu grafu podmienených nezávislost́ı pre dané dáta je možné dospiet’
na základe nasledujúcich krokov.
1. Odhadneme variančnú maticu varX pomocou výberovej variančnej matice S.
2. Vypoč́ıtame S−1, ktorá je odhadom inverznej variančnej matice D. Táto matica
má podl’a dôsledku 1.27 na diagonále odhady prevrátených hodnôt parciálnych
rozptylov, t.j. 1̂var(Xi|X\{Xi})
, i = 1,...,k.
3. Na maticu S−1 prevedieme operáciu škálovanie. Tým dostaneme podl’a dôsledku
1.28 mimo jednotkovú diagonálu hodnoty (−1)rXi,Xj |X\{Xi,Xj}, čiže odhadnuté
záporne vzaté parciálne korelačné koeficienty velič́ın Xi a Xj (i 6= j) pri pevných
hodnotách ostatných zložiek vektora X.
4. Testujeme nulovost’ jednotlivých koeficientov parciálnej korelácie
ρXi,Xj |X\{Xi,Xj} ≡ ρ.
2.4.1 Test nulovosti parciálnych korelačných koeficientov
Tento test je poṕısaný v knihe Anděl (2007, str. 99). Predpokladom pre pre-
vedenie testu je, že dáta sú výberom z k-rozmerného normálneho rozdelenia.
Označme r = rXi,Xj |X\{Xi,Xj}
Testujeme hypotézu
H0 : ρ = 0
proti alternat́ıve







N − k − 2 ∼ tN−k−2
H0 zamietame v prospech alternat́ıvy H1 na hladine α vtedy, ked’




kde tN−k−2(1− α2 ) je kvantil t rozdelenia o N − k − 2 stupňoch vol’nosti.
Ak nezamietame H0, znamená to, že náhodné veličiny Xi a Xj sú podmienene
nezávislé pri pevných hodnotách ostatných zložiek vektora X vzhl’adom k pred-
pokladanej normalite X. Podl’a párovej markovskej vlastnosti z defińıcie 2.3
v takomto pŕıpade vrcholy i a j v grafe G nie sú spojené hranou. Týmto postu-
pom je možné testovat’ nepŕıtomnost’ každej hrany v grafe G na hladine α zvlášt’.
Lepš́ım pŕıstupom je test, ktorý by overoval zhodu celého navrhnutého grafu
s dátami na hladine α. Ide o vierohodnostný pŕıstup, ktorý si poṕı̌seme v nasle-
dujúcej podkapitole.
2.5 Vierohodnostný pŕıstup
Nech X = (X1,...,Xk)
T , K = {1,...,k}.
1. Budeme predpokladat’, že X ∼ Nk(0,Σ), kde Σ = varX. Potrebujeme od-
hadnút’ Σ metódou maximálnej vierohodnosti.
2. Zostroj́ıme vierohodnostnú funkciu. Budeme predpokladat’ k-rozmerný náhodný
výber taký, že pozorovania sú navzájom nezávislé a majú rovnakú hustotu odpo-
vedajúcu rozdeleniu Nk(0,Σ).
3. Od vierohodnostnej funkcie odvod́ıme testovú štatistiku pre overenie zhody
modelu predstavovaného konkrétnym grafom s dátami.
Defińıcia 2.7:
(Kulich, 2013, Definice 1.26.) Nech Z = (Z1,...,Zk)
T , kde Zi ∼ N(0, 1)
sú nezávislé. Nech Ak×k je matica a µ ∈ Rk je pevný vektor. Náhodný
vektor X definovaný ako X = AZ+µ potom má k-rozmerné normálne
rozdelenie s parametrami µ a Σ ≡ AAT . Znač́ıme X ∼ Nk(µ,Σ).











(x−µ)T Σ−1(x−µ) x ∈ Rk.
Plat́ı Dk×k = Σ
−1 ⇒ detD = 1
detΣ
. Matica D je symetrická pozit́ıvne definitná.
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Nad’alej budeme predpokladat’ nulovost’ strednej hodnoty, tj. µ = EX = 0.











xTDx x ∈ Rk.
2.5.1 Marginálne a podmienené rozdelenia
Nasledujúce tvrdenie hovoŕı o vlastnostiach marginálnych a podmienených
rozdeleńı a o nezávislosti a podmienenej nezávislosti podvektorov vektora X,
ktorý má k-rozmerné normálne rozdelenie.
Tvrdenie 2.8:
Nech K = a ∪ b, a ∩ b = ∅ a X ∼ Nk(0,Σ), potom
I. Marginálne rozdelenie podvektora Xa, resp. Xb, je normálneN(µa,Σaa),
resp. N(µb,Σbb), kde µa, resp. µb je pŕıslušný podvektor µ a Σaa,
resp. Σbb je odpovedajúci diagonálny blok v matici Σ.
II. Podmienené rozdelenie Xb pri pevnej hodnote Xa je normálne.
III. V podmienenom rozdeleńı Xb pri pevnom Xa je
E(Xb|Xa) = X̂b(Xa), teda lineárny odhad Xb z Xa, a var(Xb|Xa)
je rovný parciálnemu rozptylu.
IV. Xa a Xb sú nezávislé ⇔ Σab = cov(Xa,Xb) = 0 ⇔ Dab = 0,
kde D = var(X)−1 a Dab je pŕıslušná submatica v D. Znač́ıme
Xa⊥Xb.
Nech d’alej a, b, c ⊂ K = {1,2,...,k} sú po dvoch disjunktné, potom
V. Xb a Xc sú podmienene nezávislé pri pevnom Xa ⇔
cov(Xb,Xc|Xa) = 0 ⇔ Dbc = 0. Znač́ıme Xb⊥Xc|Xa.
VI. Xi aXj sú podmienene nezávislé pri pevných hodnotách zvyšných
zložiek vektora X⇔ dij = 0, kde dij je (i,j)-ty prvok matice D.
Znač́ıme Xi⊥Xj|XK\{i,j}.
Dôkaz. Všetky body tvrdenia sú dokázané v knihe Whittaker (1990, str. 162-164).
f
2.5.2 Grafický gaussovský model
Defińıcia 2.9:
Grafický gaussovský model s grafom G je systém normálnych rozdeleńı
náhodného vektora X sṕlňajúcich štruktúru podmienených nezávislost́ı
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dvoj́ıc zložiek vektora X poṕısanú grafom podmienených nezávislost́ı
G.
Zo VI. bodu tvrdenia 2.8 plynie, že v grafe podmienených nezávislost́ı chýba
hrana medzi vrcholmi i a j práve vtedy, ked’ prvok dij inverznej variančnej ma-
tice D je nulový.
Existuje 2(
k
2) rôznych grafov pre k-rozmerný náhodný vektor X. Krajnými pŕıpadmi
sú graf bez hrán a úplný graf.
Podl’a dôsledku 1.27 vieme, že dii =
1
var(Xi|X\{Xi}) a zároveň podl
’a dôsledku 1.28
a 1.30 máme, že
dij√
diidjj
= (−1)ρXi,Xj |X\{Xi,Xj}, i 6= j.
Grafický gaussovský model je založený na vlastnosti
dij = 0⇔ Xi⊥Xj|XK\{i,j}
a na párovej markovskej vlastnosti.
2.5.3 Logaritmická vierohodnostná funkcia a
maximálne vierohodné odhady
Nech X1,...,XN je náhodný výber s rozdeleńım Nk(µ,Σ). Σ má prvky (σij).




























(Xi − µ)TΣ−1(Xi − µ)
LN je funckia parametrov µ a Σ pri pevných X1,...,XN . Nad’alej budeme pred-













Ked’že predpokladáme nulovost’ strednej hodnoty, stač́ı nám maximalizovat’ lo-
garitmickú vierohodnostnú funkciu iba cez parameter Σ.

















1. Maximalizáciou bez obmedzeńı, teda ked’ Σ nie je obmedzená
žiadnymi dodatočnými podmienkami, dostávame, že maximálne
vierohodný odhad variančnej matice Σ je výberová variančná






2. Maximálne vierohodný odhad Σ̂ variančnej matice Σ a odhad D̂
matice D = Σ−1 pri obmedzeniach daných grafickým modelom
s grafom G s h > 0 chýbajúcimi hranami (model znač́ıme M)
splňuje
I. d̂ij = 0,
ked’ vrcholy i a j nie sú spojené hranou v grafe G a
II. Σ̂aa = Saa,
ked’ množina a je klika a Σaa, Saa sú pŕıslušné submatice mat́ıc
Σ a S.
Dôkaz. Tvrdenie je odvodené v knihe Whittaker (1990, str. 172, 173, 176, 177).
f
Defińıcia 2.11: Deviancia
Deviancia grafického modelu M s grafom G je definovaná ako
dev(M) = 2[LN(S)− LN(Σ̂)],
kde LN(S) je maximum logaritmickej vierohodnostnej funkcie bez ob-
medzeńı a LN(Σ̂) je maximum logaritmickej vierohodnostnej funkcie
pri obmedzeniach daných grafom G.
Devianciu je možné vyjadrit’ i pomocou výberovej variančnej matice a odhadnutej
inverznej variančnej matice. K dôkazu tohto alternat́ıvneho vyjadrenia budeme
potrebovat’ vzt’ah z nasledujúceho tvrdenia.
Tvrdenie 2.12:
(Whittaker, 1990, str. 148) Stopa matice A s prvkami {aij} je suma
Tr(A) =
∑
i aii diagonálnych prvkov matice A. Stopa má nasledujúcu
vlastnost’ Tr(AB) = Tr(BA).




Devianciu ide vyjadrit’ v tvare
dev(M) = N [Tr(SD̂)− log(det(SD̂))− k].
Dôkaz. Po rozṕısańı oboch logaritmických vierohodnostných funkcíı pre para-
metre S a Σ̂ a s využit́ım toho, že Σ̂ je maximálne vierohodný odhad variančnej
































XTi D̂Xi ide vyjadrit’ ako Tr(X
T
i D̂Xi) = Tr(D̂XiX
T























i ) = Nk. Teda
dev(M) = −Nlog(det(SD̂))−Nk +NTr(SD̂).
f
Tvrdenie 2.14:
Deviancia má asymptoticky rozdelenie χ2h, kde h je počet obmedzeńı
definujúcich testovaný model M , t.j. počet chýbajúcich hrán v grafe
G.
Dôkaz. Dôkaz tvrdenia nie je rozobraný v knihe Whittaker (1990, 186,187). Autor
sa odvoláva na literatúru Cox, D.R. and Hinkley, D.V. (1974).
f
Pri využit́ı deviancie ako testovacieho kritéria, budeme testovat’ nulovú hypotézu
H0, že v modele M s grafom G chýba h > 0 hrán, proti alternat́ıve, že model s
grafom G je úplný. Ked’
dev(M) > χ2h(1− α),
tak zamietame zhodu modelu M s grafom G s dátami na hladine α. χ2h(1 − α)
je kvantil χ2 rozdelenia o h stupňoch vol’nosti. To znamená, že náš model M s
grafom G nezobrazuje štruktúru podmienených nezávislost́ı v dátach lepšie ako





Výpočty k tejto kapitole boli prevedené v programe Wolfram Mathematica 9
a notebooky sa nachádzajú na priloženom CD k bakalárskej práci pod názvami
matice.nb a indexy.nb. Poṕı̌seme si postup riešenia problematiky grafov pod-
mienených nezávislost́ı na konkrétnych dátach. Rozoberieme všeobecný, detailný
postup pre 3-vrcholové grafy. Budeme pozorovat’ N realizácíı trojrozmerného









kde i-ty riadok Xi je i-tou realizáciou vektora X.
V kapitole 2.5.2 sme uviedli vzorec, ktorý nám urč́ı, kol’ko grafov podmienených





2) = 8. Jednotlivé grafy si môžeme rozdelit’ do 4 skuṕın podl’a
počtu chýbajúcich hrán:
a) žiadna chýbajúca hrana (úplný graf)
b) 1 chýbajúca hrana
c) 2 chýbajúce hrany
d) 3 chýbajúce hrany
Úplný graf je krajným pŕıpadom, ktorým sa nebudeme bližšie zaoberat’, pretože
v odpovedajúcom grafickom modele pre náhodný vektor X plat́ı závislost’ medzi
všetkými veličinami navzájom. Podl’a tvrdenia 2.10 je S = Σ̂ a teda deviancia je
nulová.
Zo skupiny b) a c) budeme testovat’ na zhodu s dátami len jedného zástupcu,
pretože ostatné sú postupovo ekvivalentné.
Pre d’aľsie výpočty budeme potrebovat’ určit’ kliky pre jednotlivé grafy. Predpo-







Obr. 3.1: Typy trojuholńıkových grafov s aspoň jednou chýbajúcou hranou
Potom kliky pre graf s jednou chýbajúcou hranou sú a = {1,2}, {2,3},
pre graf s dvomi chýbajúcimi hranami sú a = {1,2}, {3} a pre graf bez hrán sú
a = {1}, {2}, {3}.
Pre každého zástupcu jednotlivých skuṕın si poṕı̌seme postup výpočtu deviancie.
Najskôr vypoč́ıtame výberovú variančnú maticu S. Pre výpočet deviancie
dev(M) = N [Tr(SD̂)− log(det(SD̂))− k]
d’alej potrebujeme určit’ výberovú variančnú maticu Σ̂ pre konkrétny grafický
model a následne odhad inverznej variančnej matice Σ̂−1 = D̂.
I. Grafický model s jednou chýbajúcou hranou
Výberová variančná matica a odhad inverznej variančnej matice majú tvary
Σ̂ =
 s11 s12 σ̂13s12 s22 s23
σ̂13 s23 s33
 D̂ =










z matice Σ̂ na základe tvrdenia 2.10, bod 2., plat́ı, že ide o podmatice
Σ̂aa = Saa, kde a = {1,2}, {2,3} je klika daného grafu. Nuly v matici D̂, teda
d̂13 = 0, sú dôsledkom I. podmienky z tvrdenia 2.10, čo znamená, že vrcholy 1 a
3 nie sú spojené hranou.
Ukážme si na tomto grafe markovské vlastnosti zmienené v kapitole 2.3.
Pre i = 1, j = 3, a = {2} plat́ı párová markovská vlastnost’ X1⊥X3|X2. Ak
zvoĺıme napŕıklad i = 1, je a = bd(i) = {2} a b = K\({i}∪a) = {3}. Potom podl’a
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lokálnej markovskej vlastnosti X1⊥X3|X2. Nakoniec a = {2} separuje b = {1} a
c = {3}, a teda vzhl’adom ku globálnej markovskej vlastnosti X1⊥X3|X2.
To, že Σ̂−1 = D̂, nám dáva možnost’ odvodit’ pomocou známych prvkov výberovej
variančnej matice vzt’ah pre neznáme hodnoty σ̂13.
Na to budeme potrebovat’ nasledujúcu defińıciu a tvrdenie.
Defińıcia 3.1:
(Bican (2000, 8.11. Definice, str. 60)) Bud’ A = (aij) štvorcová matica
stupňa n. Matica Ā = (āij), kde āij = Aji je algebraický doplnok
prvku aji v matici A, sa nazýva matica adjungovaná k matici A.
Tvrdenie 3.2:
(Bican (2000, 8.12. Věta, str. 60)) Bud’ A = (aij) štvorcová matica
stupňa n.
i) Ak Ā = (āij) je matica adjungovaná k matici A, potom
AĀ = detA · I, kde I je jednotková matica.
ii) Ak je matica A regulárna, potom A−1 = Ā|A| , t.j. A





Vynechańım i-teho riadku a j-teho st́lpca matice A, dostaneme submaticu matice
A, ktorej determinant znač́ıme Mij. Opatreńım tohto subdeterminantu znamien-














Deviancia má podl’a tvrdenia 2.14 asymptoticky rozdelenie χ2h, kde h je počet
chýbajúcich hrán v grafe alebo počet obmedzeńı definujúcich testovaný model
M , to znamená, že h = 1. Deviancia má potom tvar
dev(M) = N [Tr(SD̂)− log(det(SD̂))− k] =
= −N log
(
1− (s13s22 − s12s23)
2
(s11s22 − s212) (s22s33 − s223)
)
.
II. Grafický model s dvomi chýbajúcimi hranami
Výberová variančná matica a odhad inverznej variančnej matice majú tvary
Σ̂ =
 s11 s12 σ̂13s12 s22 σ̂23
σ̂13 σ̂23 s33
 D̂ =








a jednoprvkovú submaticu s33 z matice Σ̂ na základe tvrdenia 2.10, bod 2., plat́ı,
že ide o submatice Σ̂aa = Saa, kde a = {1,2}, {3} je klika daného grafu.
Nuly v matici D̂, teda d̂13 = 0 a d̂23 = 0, sú dôsledkom I. podmienky z tvrdenia
2.10, čo znamená, že vrcholy 1, 3 a vrcholy 2, 3 nie sú spojené hranou. K tomu,
aby sme boli schopńı určit’, čomu sa rovnajú naše neznáme parametre σ̂13 a σ̂23, si











Z toho nám vyplýva, že oba hl’adané parametre sú rovné nule, t.j. σ̂13 = 0 a
σ̂23 = 0.
Deviancia má asymptoticky rozdelenie χ2h, kde h = 2. Deviancia má potom tvar









III. Grafický model s tromi chýbajúcimi hranami
Ide o graf, ktorý neobsahuje žiadne hrany, čo evokuje to, že všetky zložky vektora
X = (X1,X2,X3)
T sú nezávislé za platnosti tohoto modelu. Výberová variančná
matica a odhad inverznej variančnej matice majú tvary
Σ̂ =
 s11 σ̂12 σ̂13σ̂12 s22 σ̂23
σ̂13 σ̂23 s33
 D̂ =
 d̂11 0 00 d̂22 0
0 0 d̂33

Pre jednoprvkové submatice s11, s22 a s33 z matice Σ̂ na základe tvrdenia 2.10,
bod 2., plat́ı, že ide o submatice Σ̂aa = Saa, kde a = {1}, {2},{3} je klika daného
grafu. Nuly v matici D̂, teda d̂12 = 0, d̂13 = 0 a d̂23 = 0, sú dôsledkom I. pod-
mienky z tvrdenia 2.10, čo znamená, že vrcholy 1, 2, vrcholy 1, 3 a vrcholy 2, 3 nie
sú spojené hranou. Hodnoty našich neznámych parametrov sú zrejmé, pretože D̂
je diagonálna matica a vieme, že plat́ı Σ̂−1 = D̂. Preto σ̂12 = 0, σ̂13 = 0 a σ̂23 = 0.
Deviancia má asymptoticky rozdelenie χ2h, kde h = 3. Deviancia má potom tvar
dev(M) = N [Tr(SD̂)− log(det(SD̂))− k] =




12s33 − 2s12s13s23 + s213s22
s11s22s33
).
Ďalej si uvedieme pŕıklad s reálnymi dátami, ktorý bude testovat’ ich zhodu s mo-
delom M s grafom G a tiež si predvedieme test nulovosti parciálnych korelačných
koeficientov.
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3.1 Analýza reálnych dát
Dátami, na ktorých budeme prevádzat’ oba testy, či už test zhody grafického
modelu s dátami alebo test nulovosti parciálnych korelačných koeficientov, budú
tri svetové burzové indexy, Dow Jones Industrials (USA, newyorská burza), NA-
SDAQ Composite (USA), FTSE 100 (Vel’ká Británia), po dobu 105 dńı od
1. decembra 2012 do 5. mája 2013. Časovú radu hodnôt všetkých troch indexov





kde Xt je hodnota indexu v čase t a Xt−1 je hodnota indexu v čase t− 1. Ked’že
pre testovanie požadujeme normalitu dát prevedieme Shapiro - Wilkov test nor-
mality, ktorý je implementovaný v systéme Mathematica. Vieme, že pre normálne
rozdelenie plat́ı, ak sú náhodné veličiny nekorelované, sú aj nezávislé a samozrejme
aj naopak. V praxi sa ukazuje, že spravidla finančné časové rad logaritmických
výnosov sú nekorelované, rovnako rozdelené náhodné veličiny s nulovou strednou
hodnotou. To, či naše dáta sú naozaj nezávislé si oveŕıme testom založeným
na znamienkach diferencíı, ktorý je prevzatý zo zdroja Hurt (2012). V oboch tes-
toch budeme uvažovat’ hladinu α = 0,01.
Konkrétne dané a dosiahnuté hodnoty:
Dôsledkom toho, že pozorujeme tri burzové indexy, je k = 3. Počet pozorovaných
dńı je 105, čo po prevedeńı dát na časovú radu logaritmických výnosov, bude
N = 104.
Shapiro - Wilkovým testom sme dostali p-hodnoty, ktoré odpovedajú tomu, že
nezamietame nulovú hypotézu, že dáta sú realizáciami výberu z normálneho roz-
delenia. Pri teste nezávislost́ı dát sme opät’ dostali vyhovujúce p-hodnoty. Neza-
mieta sa teda hypotéza, že dáta sú tromi náhodnými výbermi.
P-hodnoty pre oba testy pre všetky tri burzové indexy sú uvedené v tabul’ke 3.1.






Pozn: Dow Jones Industrials (DJI), NASDAQ Composite (IXIC), FTSE 100 (FTSE)
Tabul’ka 3.1: P-hodnoty Shapiro-Wilkovho testu normality a testu nezávislosti
pomocou znamienok diferencíı na burzové indexy
Ďalej otestujeme zhodu grafických modelov s grafmi z obrázka 3.1 s dátami.
To znamená, že zist́ıme, či daný model s určitým grafom vyhovuje našim dátam.
Výberová variančná matica vypoč́ıtaná z dát je
S =




Maximálne vierohodné odhady variančnej matice Σ postupne pre všetky tri grafy
z obrázka 3.1 označ́ıme Σ̂1, Σ̂2 a Σ̂3. Ich hodnoty sú
Σ̂1 =
 0,0000386358 0,0000449645 8,92323× 10−60,0000449645 0,0000702288 0,0000139369
8,92323× 10−6 0,0000139369 0,000044055

Σ̂2 =




 0,0000386358 0 00 0,0000702288 0
0 0 0,000044055
 .
Na základe podrobného popisu výpočtu neznámych hodnôt σ̂12, σ̂23 a σ̂13 v tejto
kapitole, môžeme vypoč́ıtat’ postupne odhady D̂1, D̂2 a D̂3 inverznej variančnej
matice. Ich hodnoty sú
D̂1 =








 25882,7 0 00 14239,2 0
0 0 22698,9
 .
Máme všetky potrebné hodnoty k výpočtu deviancíı
dev(M) = N [Tr(SD̂)− log(det(SD̂))− k].




Kritický obor testu zhody grafického modelu M s grafom s h chýbajúcimi hranami
s dátami má tvar
dev(M) > χ2h(1− α).
Z tabul’kovej časti knihy Likeš, J., Laga, J. (1978, str. 7) pre kvantily χ2 rozdelenia
pre 1 až 3 stupne vol’nosti a pre α = 0,01 máme hodnoty v tabul’ke 3.2.
Na základe týchto hodnôt môžeme usúdit’, že vyhovujúce grafické modely pre naše










h = 1 6,63
h = 2 9,21
h = 3 11,34
Tabul’ka 3.2: Kvantily χ2 rozdelenia pre h = 1,2,3 stupne vol’nosti pri α = 0,01
čo znamená, že nezamietame zhodu modelu M s grafom G s dátami. Z toho
vyplýva, že burzové indexy DJI a FTSE pre graf s jednou chýbajúcou hranou sú
podmienene nezávislé pri pevnom indexe IXIC a pre graf s dvomi chýbajúcimi
hranami plat́ı, že indexy DJI a FTSE sú podmienene nezávislé pri pevnom in-
dexe IXIC a zároveň indexy IXIC a FTSE sú podmienene nezávislé pri pevnom
indexe DJI. Pretože netestujeme zhodu modelu s grafom G s dátami pre všetkých
7 možných grafov, ale len pre vybraných zástupcov, nemôžeme tvrdit’, že sme
źıskali jediné možné vyhovujúce grafické modely pre naše dáta.
O správnosti źıskaných záverov sa ešte presvedč́ıme testom nulovosti parciálnych
korelačných koeficientov, ktorý je poṕısaný v kapitole 2.4.1 Pre výpočet budeme
potrebovat’ výberovú variančnú maticu, ktorá je
S =
 0,0000386358 0,0000449645 0,00001046010,0000449645 0,0000702288 0,0000139369
0,0000104601 0,0000139369 0,000044055
 .
Vypoč́ıtame S−1, ktorá je odhadom inverznej variančnej matice D. Táto matica
je rovná
S−1 =
 102148 −64646,4 −3802,08−64646,4 56105,8 −2400,13
−3802,08 −2400,13 24360,9
 .
Na maticu S−1 prevedieme operáciu škálovanie, označ́ıme ju S−1sc . Dostaneme, že
S−1sc =
 1 −0,853937 −0,0762183−0,853937 1 −0,0649207
−0,0762183 −0,0649207 1
 .
Mimo jednotkovú diagonálu sme dostali odhadnuté záporne vzaté parciálne ko-
relačné koeficienty velič́ın Xi a Xj (i 6= j) pri pevných hodnotách ostatných
zložiek vektora X. Ďalej postupne vypoč́ıtame testové štatistiky s využit́ım jed-















N − k − 2 = 0,760575.
Z kapitoly 2.4.1 vieme, že hypotézu H0 zamietame v prospech alternat́ıvy H1
na hladine α vtedy, ked’





Z tabul’kovej časti knihy Likeš, J., Laga, J. (1978, str. 16) máme, že kvantil t
rozdelenia o N − k − 2 = 99 stupňoch vol’nosti pri hladine α = 0,01 má hodnotu
2,62. Z toho nám plynie zhodný záver ako pri teste grafického modelu s dátami,
že indexy DJI a FTSE sú podmienene nezávislé pri pevnom indexe IXIC a indexy
IXIC a FTSE sú podmienene nezávislé pri pevnom indexe DJI.
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Záver
Ciel’om tejto práce bolo poskytnút’ široký teoretický podklad pre jednu
z možnost́ı analýzy vzt’ahov medzi veličinami. Jednalo sa o menej známu a použ́ıvanú
metódu medzi finančnými analytikmi, testovanie vzájomných súvislost́ı náhodných
velič́ın prinćıpom zhody grafických modelov s testovanými dátami. O správnosti
fungovania tohto testu, sme sa pokúsili i d’aľśım možným spôsobom, a to tes-
tom nulovosti parciálnych korelačných koeficientov. Videli sme, že oba pŕıstupy,
ktoré sme previedli na reálnych finančných dátach z oblasti svetových burzových
indexov, nám poskytli zhodné výsledky. Práve preto by mohli byt’ oba prinćıpy
testovania dát viac použ́ıvané, a tak nahradit’ všeobecne známe a vel’mi často
využ́ıvané metódy založené na lineárnej regresii.
Testovanie dát spôsobom zhody grafických modelov nám poskytlo informácie
o podmienených nezávislostiach náhodných velič́ın, čo je užitočný fakt a môže
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