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Abstract
The quality of water can be compromised by the proliferation of toxic species of phytoplank-
ton. When these blooms occur in rivers and reservoirs used for the water supply, this event
can have a negative impact on human health. Currently, to determine the existence of risk,
experts rudimentarily monitor phytoplankton populations by sampling and analysing the wa-
ter. This analysis consits on the identification of dangerous species and its biologic volume.
All in all, this process is long and tedious when the amount of samples that need to be analy-
sed in order to obtain a quality and representative measure is taken into account, which also
needs to be carried out periodically for each water source. The taxonomic process requires
broad experience and training for the personnel involved. The automation of these tasks is
highly desirable as it would free the experts from part of the work at the same time as that
eliminates subjective factors that may impact in the overall quality of the process.
In this work the intention is to help experts starting from images obtained directly from
a conventional microscope, differentiating it from other similar works in the state of the art
that use specific hardware. Computer vision techniques will be used to detect candidate indi-
viduals and artificial intelligence methods to recognise relevant phytoplankton species, that
is, the toxic ones, distinguishing them from the rest of objects in the images like, for example,
inorganic materials. Finally, the phytoplankton organisms will be classified to obtain a metric
that counts the dangerous ones and so be able to analyse the quality of the water.
Resumo
A calidade da auga pode verse ameazada pola proliferación de especies tóxicas de fito-
plancto. Cando estas proliferacións ocorren en ríos e encoros utilizados na subministración
de auga potable este feito pode ter impactos negativos na saúde humana. Actualmente, para
determinar a existencia de risco, os expertos monitorizan, de forma rudimentaria, as poboa-
cións de fitoplancto mediante a recolección de mostras e a súa correspondente análise. Esta
análise consiste na identificación das especies perigosas e o rexistro do seu volume biolóxico.
Con todo, este proceso resulta longo e tedioso se se ten en conta a cantidade de mostras a
analizar para poder ofrecer unhas métricas fiables e representativas, as cales se deben reali-
zar periodicamente para cada unha das fontes de auga destinadas ao consumo. Así mesmo,
o proceso taxonómico require unha ampla experiencia e formación específica do persoal in-
volucrado. A automatización destas tarefas é moi desexable xa que libera aos expertos de
parte do traballo, á vez que evita factores subxectivos que poidan influír na calidade global do
proceso.
Neste traballo preténdese axudar aos expertos partindo de imaxes obtidas directamente
do microscopioconvencional, diferenciándoo de traballos similares do estado do arte que re-
quiren hardware específico. Empregaranse técnicas de procesado de imaxe e visión artificial
para detectar individuos candidatos e técnicas de intelixencia artificial para recoñecer as es-
pecies de fitoplancto relevantes, é dicir, as tóxicas, distinguíndoas do resto de obxectos nas
imaxes, como, por exemplo, materiais inertes ou inorgánicos. Por último, os microogranismos
de fitoplancto son clasificados para obter unha métrica que contabilice os perigosos e poder,
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In this chapter the work is introduced providing the context and the motivation that cul-minated with the realisation of the project. The objectives and the different parts of this
endeavour are explained to provide the basis for the project.
1.1 Motivation
At present, the studies about plankton and other types of microbes require a great deal of
effort for coordinating different teams and following standardised procedures. Biologists,
limnologists and all sorts of scientists and researchers need to collect samples of the water
in situ to be analysed, be it a river, a lake, on the shore, etc. This alone can require a lot
of time but it is only the beginning of the whole process. After picking up samples, they
need to be treated and preserved to be observed in a suitable place with a microscope. Once
the samples are under the microscope, they are observed and digital images are captured to
be later analysed or just for archival purposes. The analysis varies depending on the type
of water contained in the samples but, more importantly, depending on the objective of the
study. While some studies focus on quantifying the biomass of certain phytoplankton species
in order to determine the water conditions, other are more complex and require researchers
to classify all the organisms present, and measure them in various ways to study, for example,
seasonal changes in size.
This process is complex and comes with a huge workload for specialists. Furthermore, the
variations between the criteria of different experts might hurt the quality of analysis, as the
classification and quantification of specimens is a subjective task up to the point of provid-
ing varying results for two analysis performed by the same expert. With an automatic tool
this bias could be mitigated or completely eliminated, as it could help researchers to do part
of the tedious work for them in an objective and repeatable way. This project is focused on
providing computer-aided tools to help researches to simplify the tasks that, coincidentally,
1
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are the most likely be done periodically: the tasks included in a water potability test like
individual recognition and classification of them into species. As different blooms of phyto-
plankton occur on dams the water could become dangerous for human consumption if the
toxins segregated by the phytoplankton reach a certain point. The objective of this work is to
detect phytoplankton in digital microscopy images, classify said specimens and determine if
they are in any taxonomic group that could lead to health problems in humans. These tasks
are oriented to, ultimately, provide an objective and repeatable way to quantify the blooms
of the dangerous species
1.2 Objectives
This project can be divided in two main parts or objectives. The first is the development
of a system capable of identifying candidate phytoplankton specimens in digital images of
samples created using a microscope. This system should be also able to differentiate single
specimens from colonies, as the latter is often the way many species of phytoplankton appear
in the wild.
The second objective is to classify these candidate specimens, first, into two broad classes:
phytoplankton and non-phytoplankton. This is done to reduce the rate of false positives, as
the samples are real world ones and they usually contain all sorts of non-relevant objects
like detritus, cloth fibres, plastics, sand particles, etc., as well as other plankton species like
zooplankton, that are not relevant in this type of studies. Once the separation between what
is interesting and what is not is achieved, the next step is to recognise the target species of
phytoplankton. The main point in this step is to identify the presence of dangerous species
in water and monitor their amount, to keep the toxicity of the water under control.
1.3 Structure of the dissertation
This dissertation is organised in seven chapters which include this introduction, a contextu-
alisation and description of the domain followed by the planning for the project. After those,
the fourth chapter is focused on the automatic segmentation of the images and the detection
of the target object candidates. Chapter five describes the classification methodology used
to first, identify phytoplankton candidates and, then, recognise the target species. Finally,
chapters six and seven detail the conclusions and future work of this project, respectively.
Furthermore, this work includes two appendices with extra materials that could not be fit
into the main dissertation due to space concerns.
• Chapter 1: Introduction. This first chapter describes the motivation of this project




• Chapter 2: Description of the domain. The second chapter details the context in
which the project takes place, explaining the fundamentals of plankton and its impor-
tance in any water-related ecosystems. The collection, treatment and digitisation of the
samples is detailed for the type of data used in this work. To finalise this chapter a
section describing the state of the art is included.
• Chapter 3: Planning. In this chapter the planning made at the beginning of the
project is described as well as any possible deviation that occurred during the course
of the development. Tasks, resources needed and cost estimations are detailed in this
section.
• Chapter 4: Image segmentation. In this chapter of the dissertation the first step of
the process is described. Here the image is segmented and the possible candidate spec-
imens are detected. The obtained and results are analysed following a specific method-
ology, that is also described in this chapter.
• Chapter 5: Classification. The obtained specimen candidates in chapter 4 are clas-
sified in this chapter. First, into phytoplankton and spurious elements, and then into
dangerous cyanobacteria and other phytoplankton species. This chapter details the
testing of several distinct features of the specimens as well as several classifiers with
the intention of finding out the best performing ones for this scope and each one of the
classifications created.
• Chapter 6: Conclusions. All the conclusions of this project are laid out according to
the methods used and the results obtained.
• Chapter 7: Future work. This last chapter includes all the work that could expand
and possibly improve the current project.
• Appendix A:Theoretical explanations. Contains theoretical explanations and other
information about certain methods that due to their length could not be included in the
main dissertation.
• Appendix B: Extra figures. Contains images that could not be included in the main
dissertation due to space concerns.
• Bibliography. List of all bibliographic resources used along the development of this
project
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Chapter 2
Description of the domain
This chapter explains every concept needed to fully understand this work, providing con-text on the currently used techniques to carry out phytoplankton analysis as well as
explaining the basics of what is phytoplankton and why is it so relevant to the environment
and the human beings.
First the basics of what phytoplankton is are described, detailing its taxonomic nature
as well as commenting its relevance in different areas. Then a state of the art revision is
provided digging into the existentmethods to analysed and quantify phytoplankton that exists
highlighting their strengths and weakness. Finally a detailed explanation of the differences
wit the proposed work is provided.
2.1 Phytoplankton
Plankton studies date way back to 1828 when the amateur naturalist J. Vaughan Thompson
first towed his fine-meshed net with the intention of capturing plankton. The word plankton
was defined later, in 1887, by professor Victor Hensen.
Phytoplankton is, together with zooplankton and other less relevant groups, a subgroup
of plankton. Plankton encompasses all the organisms that, by their locomotion ability, are
incapable of swimming and thus are transported by the water currents [1]. This fact is also
reflected in the name of the group as it comes from the Greek root planktoswhich means ”that
which is passively drifting orwandering”. Despite this definition, some species of phytoplank-
ton can adjust their position in the water rising towards the surface or drowning towards the
bottom.
The distinction between phytoplankton and zooplankton depends upon whether the or-
ganism is considered a plant or an animal, respectively. Using a different perspective, plank-
ton are of usually small size. However, that is not always the case, as some types of zoo-
plankton can measure up to meters in diameter [1]. This is relevant as it is also common to
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classify plankton by size, which reveals several groups like megaplankton, macroplankton,
picoplankton, etc.
Finally, plankton can also be classified by the time an organism stays in said group. That
is, if they spend their whole life as plankton, they are said to be holoplankton. However, if
they only spend part of their lives as plankton, like for example in larval stage, they belong
to meroplankton.
Phytoplankton is divided in several groups like diatoms, dinoflagellates or cyanobacteria.
Cyanobacteria, also know as blue-green algae or blue-green bacteria, contain both some of
the largest and smallest species of phytoplankton.
To measure or analyse phytoplankton it is usual to take samples from the water body
that is going to be analysed and take them to a laboratory. There, the sample is processed
mainly into two different measures, standing stock and biomass. Standing stock describes
the amount of organisms per volume of water at the moment of sampling. This is usually
done by microscopy count of microorganisms in each sample. This metric is far from ideal
as phytoplankton vary a lot in size so it is more appropriate to measure the amount of these
organisms in terms of biomass. Biomass is the total weight of specimens per volume of water.
As the individuals can not be possibly weighted manually, the organism count is multiplied
by the average weight of the species in order to get a representative estimate. Another way
to estimate the amount of phytoplankton in water is to use the fact that all species contain
chlorophyll, that can be easily measured with a fluorometer. This yields results in amount of
chlorophyll by volume of water.
The great majority of plants in oceans are of planktonic nature, many of which are of
microscopic size. As the phytoplankton are the dominant plants in the ocean their importance
in the marine food chain can not be underestimated.
Phytoplankton need both light and nutrients to survive so they tend to develop in places
with the right amount of both. A good example is river mouths, regardless of them flow-
ing into the sea, a lake or a dam. At these points, rivers come loaded with nutrients which
motivate the development of big populations of phytoplankton. These favourable conditions
motivate blooms, which are waves of increased development of phytoplankton in which their
population grows rapidly. Blooms are well known by the effects of red tides which is, a type
of bloom caused by the increased amount of dinoflagellate. These blooms may cause fish
death by oxygen depletion but, more importantly, certain species that are prone to bloom can
produce a series of neurotoxins. These toxins are often consumed by humans in shellfish,
which could lead to death. Other common blooming group are the cyanobacteria that can
also create dangerous toxins for humans.
Cyanobacteria are perhaps some of the most important groups of phytoplankton [2]. Due
to their production of oxygen through photosynthesis they played a key role in the early
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oxygenation of Earth, and continue to do so. This type of plankton can be found in almost any
habitat in the world, be it terrestrial or aquatic. Some of them produce toxins and can become
dangerous when their population grows too much in a bloom. Cyanobacteria can develop in
low light environments due to their accessory pigments. Some of them have the capacity to
rise up to the surface using gas vesicles which allows them to form scum granting easier access
to solar light. These and many other adaptations have made this group of phytoplankton
particularly prolific around the world [3].
2.1.1 Importance, problems and remarkable aspects of phytoplankton
Phytoplankton is the basis of the food chain in all the water bodies in the world, either being
freshwater such as rivers or saltwater like oceans. Trough photosynthesis, they are able to
create high-energy organic materials from carbon dioxide and water plus inorganic nutrients.
Being the dominant plants in the oceans they can be equated to rainforest and other fertile
habitats that everybody can identify as really productive and important. Phytoplankton is
frequently overlooked as one of the main sources of oxygen on earth. Trough the previously
mentioned photosynthesis phytoplankton is able to produce about 50% of all the oxygen on
earth [4]. They also act as carbon sink, since when they die part of the carbon that their bodies
accumulate gets buried and, with time, can form petroleum or coal.
However, phytoplankton also poses a risk to the creatures that consume the water where
it lives in, as some species are potentially poisonous. Like the previously mentioned dinofla-
gellate, some cyanobacteria are known to produce a variety of potent toxins, commonly
known as cyanotoxins, as well as some compounds that alter the taste and/or odour of the
water. The most common cyanotoxins are microcystins, nodularins, anatoxins, cylindrosper-
mopsin, etc, which have different effects on humans, ranging from gastroenteritis to liver
damage and cancer [5]. These cyanotoxins are secondary biologically active metabolites that
are derived from pigments that build up in the cellular interior. They present diverse chemi-
cal structures and can not be eliminated trough conventional water purifying systems, which
aggravates even further their dangerous effects on human health [6]. The production of this
toxins is linked to the blooming phenomenon, that allows these organisms to drastically in-
crease their concentration in water. This important increase of biomass leads to levels of
cyanotoxins in water that can be potentially dangerous [6, 7, 8], not only for drinking, but
also for recreational use like swimming or water sports. Adverse effects have also been linked
to aerosol inhalation [9], which can be produced during water sports without the need to even
be soaked in water. It has been found that nasal exposition is comparable, in terms of toxicity,
to that of a intraperitoneal injection.
Short but intense exposures (that is, being exposed to highly contaminated water for a
short period of time) can result in the previously described adverse conditions. However
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it is often overlooked that the chronic low dosages of toxins that are, sometimes, present
on normal water can also be harmful. Repeated exposures to microcystins, even on small
quantities, can create long lasting problems for people. Long-term effects have been observed
promoting liver damage and even liver cancer.
The increased frequency and intensity of cyanobacterial blooms have been linked with
climate change as it appears to promote these blooms in surface waters all over the globe
due to the increase in average temperature [10]. While some studies have been made on
the matter, it is still largely unknown what exactly cause these type of blooms. Europe-wide
studies have highlighted eutrophication levels as one of the factors of increased cyanobacterial
proliferation. This remarks the necessity of continued and reliable studies over dams and other
sources of water. These control studies are not only necessary to asses the safety for human
consumption but also for cattle and crop irrigation. This is because human health could also
be compromised by eating meat or plants that were in contact with poisonous water [5]. This
water also has effects over the said animals and plants, potentially killing or harming them.
Even ifmany advancements have beenmade on thematter, it is still very difficult to predict
population dynamics more than a few days in advance. Population and toxicity of blooms are
mainly influenced by different environmental pressures. Environmental pressures are all the
factors that can change a sub-aquatic ecosystem like water circulation, human intervention,
climate variability, etc. These pressures make the blooms on similar areas take completely
different trajectories on their development. Thus, for the same ecosystem large variations can
be found from year to year, which highlights even further the volatility and unpredictability
of these blooms. An appropriate water sampling and control remains the best strategy, and it
must be adapted to the kind of monitoring needed as well as to the local conditions.
Harmful effects of cyanobacterial blooms have motivated authorities around the globe to
adopt strategies to handle this type of events. TheWorld Health Organisation (WHO) has also
issued a series of guidelines that most of these strategies are based on. These guidelines sug-
gest using two alert levels depending on the level of cyanobacteria in drinking water sources,
which are limited by concentrations of 2,000 and 100,000 cells/mL. At the European level,
measures have been taken to monitor these blooms and toxins [11, 12] which have been al-
ready implemented in the Spanish legislation [6]. Specifically in Galicia, the Xunta monitors
cyanobacteria in both bathing waters and potable water supply [13, 14]. This monitoring is
also done by the companies running the reservoirs.
In Spain it is estimated that at least 25% of all lakes are in danger of developing at least
one toxic episode a year. Galicia stands out in Spain as, due to its mainly granitical lithology,
which makes it is more likely that lakes develop cyanobacterial blooms [15]. Several of these
toxic blooms have already been reported and have been acknowledged by the authorities
[16, 17, 18, 19]. An example of one of these blooms [19] can be seen in figure 2.1.
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Figure 2.1: Example of cyanobacterial bloom in As Conchas reservoir
Bloom monitoring is a really important task that should be carried out frequently. How-
ever, the procedures used to study such dangerous events are still mostly relying on manual
means. Recent studies on lakes all over Europe [20, 21] had to make special efforts in order
to minimise subjectivity, create a uniform analysis data. A special, concrete protocol was
not enough for this studies as differences between experts’ judgement could prove too big.
Instead they required that the local team in charge of gathering the samples from a lake to
send them frozen to be analysed in a central laboratory. There, all the samples were analy-
sed by the same team, which allowed them to gather more homogeneous data. Seeing this
complex procedure it easily inferable that the analysis made by different people are vastly
different. Apart from this bias there are other factors that influence the quality of analyses
like boredom, tiredness, etc. Furthermore, the biomass analysis is also influenced by changes
in the preservation method and duration. These factors can introduce up to a 40% of variation
in results as they alter the cyanobacterial morphology [5]. These changes are so drastic that
they could mean that dangerous water that may be mislabelled as safe water to be distributed
to homes and cattle, used for swimming, etc. which poses a great threat to public health.
2.2 State of the art
Currently, the phytoplankton analyses to assess water potability are, still being performed
manually. This requires an expert to collect water samples from the reservoir that is being
studied. Then each water sample is put under the microscope and the expert identifies plank-
ton organisms. This are then taxonomically classified into species and, finally, a count of the
dangerous ones is made. The count is the metric used to determine the quality of the water.
This method is prohibitively costly in terms of work as it may require two to five days to
analyse a batch of samples [5], which in the case of critical applications such as potability
analyses may be too much. This is the reason why, along the years, many innovations have
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emerged trying to alleviate the workload of experts or at least provide them with some help.
In order to provide a revision of the works aiming to automate parts of the process behind
phytoplankton analyses, therein two main stages can be identified: image acquisition and im-
age analysis. Image acquisition includes the gathering of water samples, their processing to
analyse them with a microscope and the digitisation into images. On the other end image
analysis includes the computer process that allows to segment the images into regions con-
taining each plankton specimen, classify them into known species, or other suitable classes.
It should be noted that every work should clearly state how these two stages are performed
despite being mainly focused on innovation in one of them.
2.2.1 Image acquisition
Image acquisition focuses on the gathering of the different water samples and the process
which involves transforming them into images. Currently this process can be divided mainly
into manual and automatic procedures.
Manual image acquisition
Themost common process for gathering phytoplankton images is usually through the normal
operation of a microscope. The samples used in this method are usually gathered by the ex-
perts in a lake or reservoir using a boat and specific instruments that allow to take samples of
water at different depths. This samples should be taken periodically with the period chang-
ing depending on the type of analysis required. The sampled water is then concentrated and
preserved using different chemicals like glutaraldehyde. The solution used to preserve them
can alter the morphology of the cells and thus the biomass [5].
Once the samples are fixated and processed into amicroscope slide the expertmay proceed
to examine them. The microscope focus and movement is operated manually by the expert,
who can perform the analysis and counting doing this operation. However it is also common
that these images are digitised and saved for later processing or revision of the results.
The whole process takes a considerable amount of time for the experts and may have pro-
blems of repeatability due to the sampling, preserving or imaging process if no clear procedure
is developed.
Usually the expert takes samples of the water and by putting them under the microscope
the digital images are obtained. The process is not equal everywhere but it is common is the
fact that this process takes a fairly long time and deal of effort.
Other kind of devices use fluorometric probes. Fluorometric or fluorescence probes are
a popular method for analysing phytoplankton colonies.They work by using the chlorophyll
that cyanobacteria contain, this chlorophyll emits light in a certain wavelength when shone
a certain light as well. This allows a simple spectrum analysis to determine the amount of
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cyanobacteria in a sample of water. This number can then be used to determine how safe is the
water for consumption. While fluorometric analysis is not as precise as the microscope, it can
provide valuable information requiring much less effort. Varying pigment cell content, cell
size, cell agglomeration, water turbidity or temperature are among the many factors that can
alter the result that this type of probes offer [5]. The main advantage of these methods is the
fact that the amount of work is way lower than the more precise microscope imaging method.
This highlights the need for a faster method that has less compromises than fluorescence
analysis.
Fluorescence is often used as a complementary to other common imaging techniques
(manual or automatic) since it makes identifying phytoplankton and more specifically
cyanobacteria trivial [22, 23, 24, 25, 26, 27]. By shining a light to the samples the phyto-
plankton, phytoplankton organisms glow distinctly which allows simple image processing to
detect and segment the images with ease. This is particularly useful since most of the con-
fusion could come zooplankton or other biological particles that are similar in colour, size,
texture, etc. They, however, do not shine with the fluorescence light applied which allows
this systems to easily discard those otherwise complicated cases.
Automatic buoys that detect photosynthetic pigments in the water [28] this way have also
been developed and are used to monitor the presence of cyanobacterium in the water.
Automatic image acquisition
The need for automation in the acquisition also motivated different types of hardware imple-
mentations to alleviate the work of specialists. The different implementations can be cate-
gorised into two types: underwater camera equipment and laboratory equipment. The first
type is composed of a series of special cameras, generally attached to microscope that are able
to take images of the phytoplankton in the water as they are moved with the help of a boat of
other type of propulsion. Laboratory equipment, on the other hand, still requires the experts
to collect the water and to deposit it on the machine. Both types of contraptions output im-
ages of the plankton they detect in the water, with the underwater camera type also solving
the problem of water sample gathering.
The earliest example an underwater camera of sorts is Video Plankton Recorder (VPR)
[29, 30]. This system is a video microscope, which allows to record microscopic organisms.
Its output images are grayscale, being able to 60 images per second of particles down to 50
microns in size. This instrument is quite bulky, it needs to be towed by a boat to capture the
images so it can not be deployed in many freshwater bodies.
A similar system is SIPPER or Shadowed Image Particle Profiling and Evaluation Recorder.
SIPPER lets the water flow through a small tubular opening and takes pictures using a linescan
camera. This results in binary images, that is, black and white. It does not need to be towed
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(a) Video Plankton Recorder sample
images
(b) FlowCytobot sample images (c) SIPPER sample images
Figure 2.2: Sample images of different automatic systems
as it is integrated in an autonomous vehicle, but its size may prevent it from being used in
shallow waters like in the previous case.
KRIP [31] was created to improve upon the VPR by downsizing it which would make it
easier to tow and to able to deploy inmore shallowwaters while using similar image capturing
techniques.
FlowCytobot [32, 33, 34] is another automatic system to perform acquisition. This system
can output images in a higher quality than those described above, although still in grayscale.
It is also way smaller which could allow it to be used in some freshwater environments.
All this systems allow to gather data automatically from the reservoir which significantly
reduces the work of specialists. Their main drawbacks are their size, that could prevent them
from deploying on shallow freshwater and their cost. They also do not save the water samples
used in the images as they just photograph the water that flows through them.
The most relevant hardware tool of all belongs to the laboratory equipment. FlowCam
[27, 35, 36, 37, 38, 39] does not gather the sample, an expert needs to do so. The trade-off
is much higher image quality, nearing that of a microscope. The expert needs to introduce
the water, previously sampled, in the machine and, without having to manually identify the
organisms or do anything, the system produces an output which consists on images of the
individual microorganisms. Themain problemwith this pieces of hardware is the price which
ranges from $20k all the way to $100K.
Figures 2.2c, 2.2b, 2.2a and 2.3 show example images acquire using the SIPPER [40], Flow-
Cytobot [34], VPR [41] and FlowCam [42], respectively. Looking at the resulting images from
each of these systems it is easy to asses their difference. SIPPER gives the most basic results
with binary images , both FlowCytobot and VPR output colourless images while FlowCam
uses regular colour images. The FlowCam are thus the most similar to the focus of this work.
Images from some of this tools are the ones normally used in the classification works. While
most of the images and the derived works related to VPR and SIPPER are zooplankton, it is
possible to use both for phytoplankton.
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Figure 2.3: FlowCam sample images
2.2.2 Image analysis
Image analysis includes both organism detection and classification of said detections. Both
of these tasks are the main focus of this work. Organism detection is the process that allows
to separate all the candidate organisms in the image from the background. The classification,
instead, allows to separate the candidate organisms by a certain criteria. For example, it can
help differentiating between harmful and harmless specimens or simply identifying each of
the species.
Currently the most common way of handling this process is, like previously, manually
even if some automatic systems have been proposed along the years.
Manual
As previously stated the most common way of handling these type of analyses is manually
through a microscope. In this case the expert puts the sample in a microscope slide and care-
fully looks at every individual. This offers advantages over using still images as it allows
the expert to control the focus and the magnification which allows for better focusing and
distinction between species. The expert must identify which objects in the sample are phy-
toplankton and then classify them taxonomically. In the case of a potability test the expert
must also count the dangerous cyanobacterium to obtain a metric of biomass or cells per unit
of volume in the sample to determine the quality of the water. It is also common that these
microscopes are equipped with cameras which allows the biologists to take pictures of the
sample for archival or revision purposes.
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Automatic
Many of the previously mentioned automatic image acquisition systems only provide the
segmented image, that is, each individual of plankton is enclosed on its own image, not the
whole picture. This corresponds with the segmentation step. The algorithms used in this
process have not been publicised as they are commercially sold together with the hardware,
like the case of FlowCam.
In the work by Haiyong Zheng et al. [25], phytoplankton organisms are detected using
an Information Gain (IG) saliency object detection [43] as well as a saliency detection by sa-
turation. Saliency maps are a measure of the importance of each pixel in the image, it tries
to detect the most salient and attention-grabbing objects in the image. Various metrics are
employed in this process, saturation measures the difference in saturation of the objects in an
image. The saturation is the colourfulness of an area judged in proportion to its brightness
[44]. IG, on the other hand, essentially tries to quantify how much better a posterior predicts
the data than a prior [45], that is, according to a baseline how another model can predict a
result. If the newmodel can do it better than the baseline, it holds more information, in turn, if
it is worse the selected features hold less information and thus are worse. Both of these results
are then fused and binarised with Otsu’s method. Due to the imaging process the used images
presented spurious illumination on the corners of the images so they just discarded them as no
organisms are usually in those places. The resulting map is then eroded and dilated through
mathematical morphology to create markers for the watershed algorithm. Watershed is a
segmentation algorithm that is usually based around starting its process from user-defined
markers. The markers signal the algorithm the points where the flooding should start. This
flooding is done attending to themain feature of theWatershed algorithm that treats the pixels
intensity values as topography or elevation and acts like water flooding the basins attributed
to different markers. The process in this work creates markers automatically, eliminating the
need for a user to define them. The Watershed algorithm is applied to the gradient image
obtained directly from the original colour image yielding the final segmentation between
specimens and background.
In the work by Verikas et al. [46] the base images are those obtained through a micro-
scope, similarly to the proposed work. This work is only focused the Prorocentrum minimum
phytoplankton species. P. minimum specimens are round, and an ad-hoc technique is used to
search for circles, similar to what a Hugh transform would do but using phase congruency.
Circles too small or too big to be P. minimum are discarded and morphological opening is
applied to the remaining ones with the intention of cleaning the results.
In the paper describing the KRIP system [31], mentioned above, a novel algorithm for
image segmentation and plankton detection is provided. The microscope image is first pre-
processed by demosaicing and re-sizing it. After that, it is applied a Sobel filter which would
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only detect in focus particles. Then the images are binarised with a empirically found fixed
threshold value and, finally, a morphological process consisting in dilation and erosion is ap-
plied with the objective of reducing noise and imperfections. The labelling process selects the
connected pixels as regions after the whole process and bounding boxes containing each ROI
are extracted.
Regarding the classification of organisms, there are more works in the state of the art as
they make use of sets of images obtained by the previously mentioned systems like SIPPER
of FlowCam [27, 37, 39, 47]. Even if some of these works use the same set of images each one
of them tries to test some features or systems not yet proved.
Classification of plankton organisms, specially phytoplankton is particularly difficult since
the organisms are inherently deformable, may have different shapes depending on which axe
the image is taken from and, in general, can present a lot of dimorphism between individuals
while different species keep being relatively similar. Dimorphism between individuals may
not only be in shape but also in colour or texture since depending on many variables such as
temperature or age, organisms may contain more or less chlorophyll or any other component
that gives them their distinctive features.
There are many classifiers for zooplankton however they are not usable for phytoplank-
ton, not only because their features are different but because of their size [29, 48]. Phyto-
plankton is often much smaller which means the methods used to identify and classify zoo-
plankton usually do not work at enough resolution to solve these tasks on phytoplankton.
This increases the division between systems as those used in zooplankton can not be used
for phytoplankton limiting their scope. This creates many different systems that can not be
reused for other similar, albeit different, applications.
Many of the current classifier systems about phytoplankton are centred onmarine species
[46, 49, 50] since they are of special interest not only for the environment but also for food
production as red tides can contaminate many seafood. Despite its importance freshwater
has been left kind of untapped as many places still lack proper safety measures to monitor
water.
If the differences between saltwater and freshwater as well as those between phytoplank-
ton and zooplankton, are ignored there are a lot of different works in the state of the art
where valuable information can be found. Many implementations follow each others path
with similar findings and development.
Focusing just on image classification, there are a lot of works that have achieved good
results with a wide variety of different classifiers. There are examples using Support Vector
Machines (SVM) [51, 52, 53] and many other classifiers like k Nearest Neighbour (k-NN) [37,
37], Artificial Neural Networks (ANN) [49, 50, 54], Random Forest (RF) [24, 46, 55] and even
some deep learning methods [39, 56, 57].
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The features that the classifiers mentioned above use very much vary among the different
work depending on the scope that they target. This is mainly due to the fact that some works
target very specific scopes like looking for particular organisms, as e.g. spherical plankton
and thus only look for spherical plankton features [46]. The most common features are ge-
ometric ones like major and minor axis length, perimeter, area, etc. Texture properties like
Local Binary Patterns [58], Gabor filters [59], Humoments [60], etc. are also a common source
of features. Some works go a little bit further and try to detect some special features of the
microorganisms they want to identify, like flagellums or other cellular structures [50]. Addi-
tionally, most of the works tend to create a very big vector of characteristics and narrow it
down using some kind of selector which chooses themost representative features for their im-
age set and the ones that are most useful to the chosen classification algorithm [61, 62, 63]. A
concrete example of this can be seen in the work by Verikas et al. [46]. In this work classifica-
tion is also made, 65 features were extracted including several of shape like area or perimeter
and others of texture like intensity and standard deviation in Gabor filters. Gabor filters are
used for texture analysis and, intuitively, check if certain frequency is localised in a specific
direction in a certain region of the image. A committee classifier between Random Forest and
SVM outperformed these two classifiers by themselves resulting an 94.9% of accuracy.
Most of these papers use some kind of already made database where plankton organisms
have been processed into images where they are alone, without any debris or junk that may
difficult classification. These ideal case scenarios are not representative of the real world, and,
while they can look great on paper, the results of the system in a real scenario may be wildly
different as the real world samples are far from optimal. Generally they contain trash, dead
individuals, zooplankton, individual overlapping, etc. This makes the works that use database
with selected images differ from a real world perspective.
2.3 Proposed work
This work, starting from microscopy images, detects, segments and classifies organisms. All
the necessary work for potability testing and phytoplankton analysis is enclosed in a single
project. The only possible things not in the scope of this work are sample collection and
biomass estimation. Biomass estimation was deemed not necessary as the metrics for water
quality can be in biomass per litre but also in dangerous cell count per millilitre, which is very
similar to the output of a the species classifier.
The main objective of this work is to be deployable in any laboratory. Most of the already
reviewed systems require expensive equipment that many places may not be able to afford.
On the contrary the proposed work only needs a microscope that can be equipped with a
camera, equipment readily available in most laboratories.
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The proposed work also intends to segment real world images , that is, images with many
real specimens per image. These are usually accompanied by trash and many other spurious
elements. These particular features separate this work from the rest as the state of the art is
mainly composed from works that select the images that they use.
The methods tested for classifying the species in this work are also innovative as they
have not been used in any of the previous works. The features are based on a bag of visual
words with Gabor filters.
2.3.1 Sample collection and treatment
The water samples used in this work were collected on the Doniños lake in Ferrol and all
belong to the same batch. These sampleswere collected using a zodiac-type boat in the deepest
part of the lake, that amounts for a maximum of 11 meters deep. The sampling of water was
done for phytoplankton analysis as well as chemical analysis like nutrients, metals and anions
or cations present in greater amounts. The water is collected using a van Dorn bottle of 5
litters de Walt at four different depths: 0, 3, 6 and 9 metres. This process is done bimonthly
since 2012. Together with this samples data was gathered in situ using a Secchi disk and
physicochemical profiles through a multiparametric probe.
The volume of water used for the phytoplankton analysis was originally of 0.5 litres. It
was, however, concentrated using a filter of 0.45 µm of nitrocellulose acetate. The resulting
volume was 50 mL to which glutaraldehyde was added as means of preservation in a solution
of 10% of concentration.
These samples then were processed into microscope slides and examined under an optic
microscope Nikon Eclipse E600 equippedwith an objective E-Plan 40x (N.A. 0.65) and a optical
differential interference contrast (Nomarski) that allows for better contrast in these transpar-
ent samples. Finally the microscopy photos where taken using a digital camera AxioCam ICc5
Zeiss.
As the expert can control both focus andmagnification of the images several options could
have been used. Originally a 40x magnification was presented but as only a specimen was to
be seen per image it would still require lots of work by the experts. It was then deemed that
the best approach was to reduce magnification which would allow experts to work faster as
less magnification means more of the sample can be in each photo. The selected magnification
was 10x which encompasses many specimens per image.
2.3.2 Resulting images




These images are quite different to those used by the methods reviewed in section 2.2 as
they have specific features like colour or a higher degree of quality in terms of resolution.
The images are also not selected or picked in any way, that is, all the images used are results
of real world imaging without any discards. This mainly means that these images have a
high amount of defects not present in many of the works in the state of the art. The more
important ones are the presence of garbage and detritus as well as the fact that many of the
organisms are overlapping each other. These features of the dataset makes both segmentation
and classification much more difficult.
Overall the picture quality of the images is really good with a high resolution and clear
colours, but they have some caveats. The illumination, due to the lamp position in the mi-
croscope, is not even. This will be further discussed in chapter 4 as it will have a big im-
pact on foreground-background segmentation techniques. The trade-off that comes with the
higher image quality is the time that needs to dedicated to capturing this stills. The robotic
approaches described before are able to take images of plankton directly into the water re-
ducing the time need to gather and process samples. This comes at the cost of image quality,
price, size and the water samples themselves as the images are capture from in-motion water
that is not saved. FlowCam requires the gathering the samples that would later be introduced
in the machine. This approach creates higher quality images when compared to the robotic
approaches as they have more resolution and full colour. Finally the microscope approach
is the most time consuming but has the advantage in image quality. This is due to the total
control of the process by the expert. It is also the cheapest option by a wide margin since the
prices of the special hardware can reach hundreds of thousands of dollars. The higher image
quality allows the proposed system to extract clearer features, and together with price and
easiness of deployability is one of the main factors when motivating this work.
Intraclass morphological differences
Phytoplankton, due to their nature, are inheritable flexible. They exhibit different shapes
depending on the axis from which the organisms are observed, which also further digs into
this problem. Thus, two specimens of the same species may look completely different, which
is an added difficulty for the classification. For example, in figure 2.4 two specimens from the
same species, Woronichinia naegeliana, are shown. First and foremost colour of the specimen
in the 2.4a image is clearly more green while that in 2.4b is quite darker. The shape is also very
dissimilar. It is also relevant to note that 2.5a has visible holes through which the background
can be appreciated, while 2.5b is more dense in appearance.
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(a) (b)
Figure 2.4: Example of two dissimilar specimens of Woronichinia naegeliana
(a) (b)
Figure 2.5: Two similar organisms belonging to different species
Interclass morphological similarities
While some specimens from the same species might be really different, it is also common
for specimens from different species to be really similar. This also poses difficulties for the
classification. Figure 2.5 shows specimens of W. naegeliana and Microcystis flos-aquae, that
are similar to each other. Both individuals share common shape and colours. In terms of
texture,M. flos-aquae has a pattern that is shared bymanyW. naegeliana, consisting on several
smaller dots around the organism. This feature is a little blurry in figure 2.5a but can be better
appreciated in the example of figure 2.4.
Specimen overlapping and superposition
In the images for this project it is quite common that some specimens are partially overlapping
with others, or even that some specimens appear completely within some bigger organism.
This can be clearly seen in the example of figure 2.6a. It is observed that several organisms
are completely overlapping a bigger one, which makes the individual specimens nearly im-
possible to separate. In addition, the resulting image with the overlapping specimens will be
difficult to classify into either of the species due to the overlapping features of both classes.
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(a) Several organisms like Dinobryon Sp. inside aMi-
crocystis aeruginosa
(b) Great garbage accumulation over different organ-
isms
Figure 2.6: Example of difficulties in terms of segmenting specimens on the dataset
High amount of garbage and imaging artefacts
The set of images are from real world water samples. Thus they contain all kinds of spurious
elements. Notably, the collected images have high amounts of trash in them. Some of them
are even completely filled with it, like in the example of figure 2.6b where the individual
organism segmentation and detection is pretty much impossible. This general dirtiness of
the images difficults the process of the candidate detection by introducing loads of detections
that are not phytoplankton. While it makes sense for the system to pick up these candidates
due to their organism-like is appearance, they fill up the data with noise. This complicates
classification since the garbage can come in any shape, colour, etc., that can sometimes very
closely resemble the real specimens.
There are different groups in which the spurious elements that are present in the dataset
could be broken down. Each category is represented in the figure 2.7. In that figure it is easy to
see that both organic garbage 2.7c and zooplankton 2.7d are really similar to phytoplankton.
Their similitude encompasses many features, from colour to shape, size or texture. Those two
groups are the most difficult to separate from phytoplanktonic organisms.
Bubbles present in 2.7b can also be similar to some species of phytoplankton, as they often
share a rounded shape an can appear to contain some material other than air. Shadows, like
shown in figure 2.7a can also be similar to some specimens due to their shape and dark colours
which can be alike a Woronichinia naegeliana.
Inorganic garbage includes, but it is not limited to, plastics and cloth fibres like the one
in figure 2.7e. While their features are more distinct to microorganisms that those described
above it is clear that some of them are still quite similar to phytoplankton. This is specially
true for some mineral and rock particles that may appear green and have a circular shape, just
like many specimens. The translucent colours are shared with some of the imaging defects.
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(a) (b) (c)
(d) (e) (f)
Figure 2.7: Different types of artefacts and defects present in the images
While the latter are less similar to organisms both these groups could be confused with the
transparent membranes that some species of phytoplankton like Dinobryon Sp. possess. This
is accentuated if some of this garbage types are combined, like for example, if a sand particle
appears to be inside a transparent plastic it would be very difficult to differentiate from a
normal phytoplankton specimen.
Imaging artefacts like the one in figure 2.7f can share some features with some phyto-
plankton species and their shape can, sometimes, be deceptive.
2.3.3 Relation to previous work
In general, while there are a lot of different works focusing on in the plankton image acquisi-
tion and analysis, the main focus of those is still mainly saltwater plankton, which is divided
between zooplankton and phytoplankton research. Freshwater remains relatively unpopu-
lated by works and there is no one with the same intentions and pipeline as the work herein
described, making this work innovative. The fact that it aims to complete a the analysis from
beginning to end without special hardware and on freshwater represents serious originality
when compared to other state of the art works.
The main difference between this project and many others [25, 37, 46] is the fact that this
is a full, complete pipeline from segmentation to classification. Most of the works cited before
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are only focused on classification, and a lot of them use a premade dataset that consists on
images from one of the automatic capturing devices described in the section 2.2. These sets
of images are ideal, selected ones, lacking the complexity characteristic of the images used in
this project as they just show one individual and are free from garbage and other common
defects. The lack of real world features limits the difficulty but also limits the real-world use
of the developed technologies. The images used in this work contain a set of complex features
described in section 2.3.2 making the system a realistic approach. This features add up to the





In this section of the dissertation the planning set for the project will be explained togetherwith a breakdown of human and material resource costs.
3.1 Development Methodology
As this work is of research type it is known that it will suffer from continuous revisions and
modifications depending on the obtained results, whichmay change the direction of the work.
Knowing this, the model that is more fitting is the incremental development model [64], as
it adjusts well to this type of conditions allowing for evolution and change along the project
development. The incremental development model allows to create a working product at the
end of each iteration. Which, in turn, allows for a project that is developed step by step to gain
constant feedback. The process starts with an analysis and ends with testing of the developed
product. The design and codification steps are in between these two, as it can be seen in figure
3.1 [65].




At the beginning of the planning stage it is necessary to establish a set of tasks or activities
that will be carried out during the development of the project. They can be broken down as:
1. Study of the domain: At the beginning of the project it is necessary to study the context
and domain surrounding the project to better understand its importance.
• Study of the biological scope: An important part of the study of the domain is to
collect information related to the biological part of this work: what is plankton and
phytoplankton, why it is so important for the environment and human health, how
can it become toxic, and how dangerous it is, etc.
• Bibliographical study: The other part of this task will be focused on computer
science as it is needed to know what research and systems have already been made
and what level of progress there is on the field.
2. Segmentation and detection:
• Creation of a dataset: Before any relevant work can be done, the available data needs
to be sorted and organised. It is fundamental to do so as as the data will be the base for
the sample analysis. The dataset consists in microscopy images from real water samples.
• Creation of a segmentation methodology: Development of a computer vision me-
thodology that allows to segment the images into background and foreground and detect
phytoplankton candidate specimens.
• Experimentation and evaluation: Extensive testing and revisions on the methodolo-
gy until satisfactory results are gathered.
3. Specimen classification: After the specimens are segmented, it is necessary to classify
them. This requires creating a new dataset from those specimens and tagging them.
• Creation of a dataset: From the results of the previous step a new dataset is created
and tagged appropriately.
• Separation betweenphytoplankton andothers: This step intends to recognisewhich
of the candidates are phytoplankton organisms and which are other organisms or debris.
• Experimentation and evaluation: Following the previous subtask tests and experi-
ments are conducted to test and improve the methodology.
• Species classification: The focus is to detect dangerous cyanobacteria in water to eva-
luate their amount and thus assess the potability of the water. In this subtask a classifi-
cation is preformed to differentiate between harmless and harmful phytoplankton.
• Experimentation and evaluation: Following the previous subtask tests and experi-
ments are conducted to test and improve the methodology.
4. Elaboration of the dissertation: Once the work is finished it is time to write a disserta-




Figure 3.2 shows a Gantt diagram for the project that establishes a baseline schedule for this
work, with the purpose of helping with the timing of the project. The planning includes seve-
ral tasks divided in iterations following the criteria of the development process. This allows
to mitigate the effects of the unpredictability of the results and for a correct result evaluation
and correction of the developed modules. Following this planning, the work started on July
2018 and finished on July 2019. Research projects expose them to extreme deviations from the
planning as experimental results or new information is gathered. The project is also carried
out together with the normal subjects of the fourth year of the degree, which aggravates the
planning problems, as their dense contents can normally occupy the student’s full time.
This situation motivated that the project is divided into several periods with varying work
hours per day. The first part, which mainly consists on investigating the domain is developed
in the summer of 2018. A workload of one hour and a half a day is assumed. Then, until
February 2019 the work is performed during a quarter of workday. This explains the longer
duration of tasks as the resource assignation was less than desirable if compared to a normal
8 hour workday. For the second half of the year it is supposed that the work is carried out
in half a workday. Finally after May exams, it is assumed that the work was carried out in a
full-time manner. During the exam period, late December-January and May the tasks were
completely stopped to focus only on studying for said exams. This is the reason for some tasks
to appear disproportionate in figure 3.2. The tasks affected by this stoppage are longer than
their counterparts due to the lack of assignation during many days. Specially visible in figure
3.2 is the research and analysis of methodologies on the fourth iteration of the segmentation
process. This task had no assignation during the end of December and most part of January
resulting in a longer spawn of time. A similar thing can be appreciated in the dissertation
draft tasks, that due to the lack of assignation ends up spawning nearly two weeks longer, a
shorter time than in the first quarter due to the lesser amount of subjects in the second one.
3.4 Project execution
After the execution of the project, the main deviations were found in the second half of the
schedule. While in the first half everything went, more or less, according to the schedule the
second half proved to be more difficult to plan. The first tasks of the segmentation process
came along nicely with the computer vision subject which helped reduce the research time a
little. This enabled the experimentation with more preliminary solutions that did not work,
instead of simply overlooking them. The initial planning of classification stepwas on the other











creation of the classification dataset due to the need for coordination with the expert biologist.
Nevertheless, the most important schedule bias was the time taken to run the experiments.
Due to the computational complexity of the techniques used and the big amount of tests,
VARPA servers were used to speed up the computational process increasing the amount of
parallelisation. This bias produced a delay in the drafting of the dissertation, which started
without having the testing part of the last step completely finished. This, however, did not
impact the development of the project in any way and the parallelisation of both tasks served
to save some time.
3.5 Resources
The resources that were used in this project are broke down below as well as classified into
two categories: human resources and material resources.
3.5.1 Human resources
The different roles of the people involved in this project:
• Project manager: The leader of all the people involved, responsible for the planning and
execution of the project. This role is shared between the directors and the student.
• Developer: Also known as analyst or programmer. Is in charge of analysing the main
objectives of the project and creating the system itself. This role is fulfilled by the student.
• Expert biologist: Responsible to solve doubts that a team member may have regarding
the topic of the work. This role is performed by the collaborator biologist, Rafael.
3.5.2 Material resources
The material resources can be divided into two main sections: hardware and software.
Hardware: Laptop: MacBook pro retina mid 2015 Desktop
Processor Intel Core i5-5257U Intel i7 4790K
RAM 8 GB DDR3 16 GB DDR3
GPU Intel Iris Graphics 6100 Nvidia GeForce 780Ti
A couple or servers belonging to the VARPA groupwere used to speed up the computation
of the tests. These servers were equipped with an Intel Xeon CPU E5-2650 v4 @ 2.20GHz
processor, 128GB of RAM and two Tesla K80 GPUs
Software:
• Laptop OS: macOS 10.14 Mojave
• Desktop OS: Windows 10 Home x64




• OpenCV: Library focused on computer
vision. Based on C++ API that provides
faster speeds than python-based imple-
mentations.
• Sklearn: Library focused on machine
learning based on other python li-
braries like NumPy and SciPy.
• Scikit Image: Library for image pro-







In this section the cost of the whole project is estimated. Once again the resources are divided
into human resources and material resources.
3.6.1 Estimated costs of the human resources
To calculate the total costs of the human resources, all the people involved in the project
must be taken into account, what their normal salary would be, and their hours worked in
the project. With the directors, a weekly meeting was done with an estimated run time of
2 hours. This results in a total of 72 hours, which should be multiplied by two people. In
the case of the biologist, a bi-weekly meeting is scheduled also with a duration of 2 hours.
This meeting is simultaneous with the directors one. For the analyst a normal 5 day week is
supposed with the hourly assignation described before, a total of approximately 1200 hours
is reached. Assuming then a hourly salary of 25€/h for the analyst and 35€/h for the project
managers as well as the expert, the total cost can be viewed in the table 3.1.
3.6.2 Estimated costs of the material resources
Like previously, material resources are broken down into two categories:
• Hardware: These costs could be dismissed as all the systems were owned before the start
of the project.
• Software: This costs could also be dismissed as python and its libraries are free and open
source. The same can be applied to GanttProject, the program used for the planning.
People Wage Hours/person Cost
Project Manager 2 35€/h 72 5040€
Domain Expert 1 35€/h 36 1260€
Analyst 1 25€/h 1200 30000€
Total 36300€




This section details segmentation the methodology and the results obtained from the e-valuation of this stage. The method is divided into two stages. The first consists on
separating the candidate specimens from the background. The second attempts to merge
specimens into colonies, which is a common way for phytoplankton to appear. After the
detailed description of the methods, the experimental results are shown and discussed.
4.1 Overview of the method:
This chapter is focused on detecting the specimens of phytoplankton from the digital mi-
croscope images described in the section 2.3.2. This is a complex task that can be broken down
in several subsequent stages. The first one is the separation of background and foreground
of the image. This allows to detect all the candidate specimens that could be phytoplankton
differentiating them from the rest of the image that holds no interest. Following this task the
candidates that do not meet certain criteria, like size, are removed as they are not phytoplank-
ton. Phytoplankton often appears in colonies and this is accounted in the next step that fuses
similar specimens into colonies, even if visually they hold no connection.
4.2 Dataset
The dataset used for the evaluation of the segmentation and the detection stage, described
in this chapter, is composed of images from a digital microscope. Each one of these images,
already described in section 2.3.2 feature many phytoplankton specimens as well as a varied
amount of garbage. The only change that this images suffered from the direct output of the
microscope camera’s is a re-sizing from an original size of 2080×1540 pixels to a a more
manageable 1000×740 pixels. This allowed the testing process to become quicker without
sacrificing image quality. The set of images is composed of a total of 211 images. They are
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separated into test and training sets. The training set consists of 50 images chosen at random
while the test set is composed of the remainder of the images. The differentmethodologies will
be developed by adjusting the parameters to the training set. This way the parameter tuning
is not influenced by the test set and thus the result obtained from it are free of any overfitting.
The methods are tested over the test set where the relevant metrics for the evaluation are
computed.
It is important to note that, every image has a varying amount of specimens. While some
may only have a couple or a few other can present up to dozens. This is innovative as it is
rarely done but allows to reduce even further the work of the specialists as they have to take
less pictures since the magnification is smaller.
The ground truth for this step is composed of the specimens that should be detected.
This encompasses every element present in the image that can be considered foreground,
that is, everything that could possibly be a phytoplankton specimen. This, however, does not
include many elements that may appear to be foreground but are not, like imaging defects
and shadows, which can be quite similar to plankton. This is done with the intention of
detecting the highest amount possible of phytoplankton specimens as the precision in the
final measurement of cyanobacterium is key. This means that detecting every phytoplankton
instance and not losing any throughout the different steps is really important.
The main objective for this step is, then, to detect every phytoplankton specimen missing
the least ones, even if the results include some noise. The noise is inevitable due to similarities
between phytoplankton and some of the other elements present in the dataset such as zoo-
plankton or garbage. This noise will be cleaned up going forward, a process which is detailed
in chapter 5.
4.3 Foreground-Background separation
This task intends to separate the background of the image, that holds no interest, from the
foreground. The foreground can include a big variety of objects since the collection of images
is real world data. The foreground includes phytoplankton and other things like zooplankton,
garbage organic or not, sand particles, etc. Due to the sampling and imaging process, the
images also have other kind of imperfections, such as as shadows, uneven illumination, etc.
The simpler one to see is bubbles, but given their shape and colour can also be easily be
confused with microorganisms.
The chosen and tested methodologies need to accommodate to these dataset features.
The system needs to be as robust as possible since the presence of these spurious elements
in the images is mostly random. These imperfections promoted that many techniques and
configurations needed to be tested.
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Figure 4.1: Overall vision of the process of Foreground-Background separation
A general overview of this section can be seen in the figure 4.1 that shows the steps that
will be taken to solve this part.
4.3.1 Global thresholding
The first tested methodologies are the global thresholding methods. Thresholding is a seg-
mentation process in which an image, usually in grayscale, is binarised. Grayscale images
represent each pixel with a intensity, 0 for black or the absence of colour and usually 255 for
white, the highest possible amount of colour. A binary image just has two values, 0 for black
and 1 for white, another way to put it is that a binary image has two classes, background and
foreground.
Fixed threshold method
The first tested method is the use of a fixed global threshold. All the pixels value under
the threshold value are assigned to background, and to foreground otherwise. This results
on a binary image that depends on the chosen threshold value. Figure 4.2 shows a global
thresholding example with two different fixed thresholding values. Depending on the selected
threshold value the results change drastically, which makes the tuning of this algorithm quite
hard for a varied set of images. This is the reason it was abandoned quickly, as either it selected
too much noise or it missed candidate parts or even entire organisms.
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Figure 4.2: Fixed global threshold examples with different values
Otsu’s Method
Otsu’s method is a more advanced global thresholding method, that allows to automatically
select a threshold value based on the image histogram contents. It assumes two classes, which
would be background and foreground pixels, and separates them using the threshold value
that minimises the intraclass variance. More information about this method can be found in
appendix A.1. The main issue is that this algorithm only works well if the image has a clear
bimodal histogram. Most of the images from the dataset do not have this feature and thus
Otsu will not perform to its optimum. For an image in the dataset to have such a histogram
the amount of background and target foreground should be roughly similar. However, in the
most of images the histogram only has one peak due the high amount of background. This
means that depending on the number of microorganisms in the images this technique would
perform well or not. Th density of microorganisms in the images can not be controlled in
advance, in real world scenarios. In the figure 4.3 an example of both a bimodal and a non-
bimodal image can be seen, both from the dataset. In the non-bimodal image, figure 4.3a, the
segmentation is rather lacklustre picking up a lot of background as organisms. On the other
hand, the bimodal image in figure 4.3b shows a near optimal segmentation that picks up all
the garbage and specimens inside of it as foreground.
4.3.2 Global and local contrast enhancement
Most of the images in the dataset present uneven illumination. As it can be observed in the
example of 4.2 a global threshold can not adjust effectively to the varying illumination condi-
tions across the image. The first approximations tried to correct the illumination defects using
several types of image equalisation like Contrast Limited Adaptive Histogram Equalisation
(CLAHE) [66]. These techniques are explained in greater detail in appendix A.2
Adaptive histogram equalisation should, in theory, improve the performance of global
thresholds due to the local operation of the algorithm in cases of uneven illumination.
While CLAHE did improve the performance of some of the images where Otsu was useful,
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(a) Non-bimodal image from the dataset with Otsu’s result
(b) Bimodal image from the dataset with Otsu’s result
Figure 4.3: Comparison of Otsu’s method results in images with different shaped histograms
(a) Original image (b) CLAHE image (c) Segmentation of the
original image
(d) Segmentation of the
CLAHE image
Figure 4.4: Demonstration of CLAHE and segmentation over a dataset image
however, it did not manage to improve the vast majority. An example of this can be seen in
the figure 4.4. The CLAHE image is clearly different from the original one, 4.4b and 4.4a
respectively, but neither of the results manages a optimal segmentation. The segmentation
derived from the original image, in figure 4.4c, misses parts of the blob of trash that are,
coincidentally, specimens. The thresholding derived from the CLAHE image, in figure 4.4d,
misses more of the contents of the garbage blob while highlighting some noise in the right
part of the image.
While the adaptive histogram equalisation is able to correct the uneven illumination so
that an appropriate global threshold could be selected, the selection of the appropriate thresh-
old in terms of the histogram balance is not plausible due to the variation in the image contents
(i.e. the number of microorganisms varies from one image to another). It was concluded then,
that even with CLAHE, Otsu’s method was not suited for this set of images. Even if it proved
to correctly segment some of them its performance could not be improved with CLAHE due




An alternative to using a global threshold is the use of adaptive thresholds that depend on the
local image contents. Local methods should, in theory, solve some of the problems that global
methods exhibited as they check the image contents locally. That is, to decide the threshold
value, this methodologies do not use the whole image as data, rather they use a small patch
or window and repeat this process for every patch in the image. A more detailed explanation
of this method is located in appendix A.3. These methods are also able to correct and adapt
to uneven illumination so they make CLAHE unnecessary.
This local thresholding methods are called adaptive. The main differentiation between
them is the metric they use to find the threshold value in the window of the image. The best
performing in this step was the Gaussian adaptive threshold that makes use of a Gaussian
function to weight the values of the pixels. The other version tested, based on the mean as
metric, showed worse performance as it picked up more noise.
4.3.4 Use of colour information
The initial thresholding tests were performed on grayscale images only. The addition of colour
information could enable the use of more information and, possibly, better results. Several
different approaches, as described below, were tested. A more detailed explanation on the
RGB colour model, basis of the colour information, can be found in appendix A.4
RGB green channel
The green channel of the images contains relevant information for phytoplankton. By thresh-
olding on this channel only the intention is detect the green appearance that characterises the
phytoplankton organisms. The idea is to try to simulate the methods based on chlorophyll flu-
orescence described in the state of the art, without actually having any kind of special device.
Thresholding only over the green channel, however, reported no benefit, partially because
many relevant organisms are quite brown or even black, which differentiates them quite a lot
from the green filled ones. Some of the green specimens also showed problems when their
hue tends to lighter colours that are a mix between channels, like yellow. An example of this
phenomenon can be seen in figure 4.5. The green specimen in figure is segmented badly due
to the more faint colours in its inside.
Combination of all RGB channels
In order to integrate other colour information (apart from green), a combined thresholding
over all the RGB channels is proposed. This consists on getting the original colour image,
34
CHAPTER 4. IMAGE SEGMENTATION
(a) Green specimen green channel (b) Green channel segmentation (c) Grayscale segmentation
Figure 4.5: A mostly green specimen under different segmentations
splitting it into the three RGB channels and threshold each one separately. The channel-
wise foreground segmentation results are then combined through union (OR operation). This
allows to integrate the information of any colour in the image. For example in organisms
where their colour is dark the value of each channel is going to be low for all three as dark
colours tend to 0, but the value for each channel will vary depending on the tone. In the case
that an organism is predominantly green the values of the green channel would be higher than
those of the other two channels, the same can be applied for some organisms which have a
red hue. By using each channel more information is used when compared to the grayscale
image, which as explained before, should allow for better specimen detection.
In the figure 4.6 a comparison between methods can be seen. In this particular case, the
specimen is mostly green with lighter tones tending to yellow or white inside each separate
blob. This proved to be difficult for green channel only as stated in the previous section 4.3.4.
However, using all three RGB channels, like shown in figure 4.6c, the result is much improved
from the grayscale one, in figure 4.6b. In the grayscale threshold the parts that corresponds
to the lighter tones are lost, which is specially apparent in the blob nearing the centre of the
specimen. While this issue is still somewhat present with the combination of RGB channels it
is of lesser importance. In this images it can also be appreciated that, although RGB is better
than just grayscale it picks up more noise around the background. Those marks can be clearly
seen in the colour image so it is normal for them to be picked up. This noise can be filtered
later without much hassle.
4.3.5 Post-processing
To solve some of the caveats presented in the previous step a post-processing is applied to
the results of said step. This post-processing is based on mathematical morphology, which
is further explained in appendix A.5. By applying a closing operation over the binary image
resulting from the RGB threshold the results can be cleaned up. In order not to modify or
alter them significantly a small kernel is chosen. The objective of this step is to fill in the gaps
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(a) Original specimen (b) Grayscale segmentation (c) Combination of RGB channels
segmentation
Figure 4.6: Comparison of grayscale and RGB channels segmentation
(a) Combination of RGB channels seg-
mentation
(b) After post-processing
Figure 4.7: Before and after of post-processing
present in many detections while avoiding any fusion of cells that might be a byproduct. The
cell merging will be done later and doing so by morphology would be an error since it would
only take into account distance. An example of this process can be seen in figure 4.7. While
not all the holes in the specimen are filled, the post-processing fixes some of them which
allows this segmentation to improve towards creating a mask for each image. The holes that
are present in the previous results could result in uneven masks that randomly misses part of
the organism. While this problem is difficult to fix, this post-processing allows to mitigate it
without interfering or worsening any other part of the segmentation.
4.3.6 Review of the foreground-background segmentation method
The objective of the subsystem herein described is to distinguish between foreground and
background. The foreground is identified as any object that is in the image, among which the
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(a) Original image (b) Result after foreground-background
segmentation
Figure 4.8: Results of the foreground-background segmentation compared to the original im-
age
phytoplankton should be present. The output of this method is a binary mask identifying the
image positions that contain foreground.
Many pipelines and methods were tested, but in the end the best results came from the
combination of adaptive thresholding over each of the three RGB channels. The detections in
each channel are combined via a union to gain every bit of information from every channel.
A general scheme of this step can be seen in figure 4.1 where each step is exemplified. A
clearer example of the results from this section, that is, up until this point can be seen in in
figure 4.8.
4.4 Initial candidate detection
This step continues where the previous left off. A general overview of the process can be
seen in the figure 4.9 that shows the steps that will be taken in this section. The methods in
this step aim at refining the background-foreground map obtained in the prior step. This map
allows to see connected regions which belong to each individual in the image, an example
of this can be found in figure 4.10. In this figure each connected region that is derived from
the binary map can be seen in a different colour. To obtain the local image and separate each
specimen it is then necessary to process this binary map. This processing mainly consists
in detecting each blob and filtering the ones that are considered noise. This allows to create
a segmentation mask which, in turn, allows to create the local images for each one of the
specimens.
4.4.1 Blob detection
In order to detected each blob, an algorithm based on the work of Suzuki and Abe [67] is
used. Intuitively this algorithms detects the candidates over the thresholded binary image
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Figure 4.9: Overall vision of the process of candidate detection
Figure 4.10: Connected components derived from a foreground-background map
separating each one of the masses that were set in the foreground of the image. It works
by rasterizing an image and following along its detected borders. The method is also able to
differentiate between outer and hole borders of the blobs. By only taking the outer borders
into account it is possible to avoid any holes thatmay appear inside the organisms as a result of
the previous segmentation process. A lengthier explanation can be seen in appendix A.6. An
example of this process can be seen in the figure 4.11 where each individual blob is detected.
As explained before the problem of empty holes in several blobs has been fixed.
4.4.2 Post-processing
Some of the detected candidates consist on small dots and detritus. An expert biologist con-
firmed that very small specimens i.e. those smaller than 5 µm wide are usually ignored in the
analysis. Converting this measure to pixels, by using the known image scale results in 15.5
pixels. Thus it is proposed to use a candidate filtering criterion that removes the specimens
not measuring more than 16 pixels (by rounding up). It was decided to apply this criterion
over the area since it is a more robust than other metrics. Having an organism with an area of
16 pixels allows it to be of the minimum width (or length) of 1 pixel while still being counted.
Using the area, furthermore, allows the smaller circular organisms to be preserved that would
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(a) Foreground-background map from
previous step
(b) Detected contours
Figure 4.11: Results of the foreground-background segmentation compared to the original
image
otherwise not fit the 5 µm criterion. Note that for several organisms the cytoplasm capsule
that surround the specimen are not detected due to their transparency, so the segmentation
is only able to include their small round nucleus. Finally, using the area means the specimens
can adopt any shape while using the same criterion. Using a fixed policy makes the system re-
producible and solves the problem that comes from different experts having different criteria,
which, in turn, comes from a non-exhaustive process that is generally eyeballed.
4.4.3 Review of the candidate detection method
This process detects all the contours obtained from the previous steps and filters them to allow
only the possible candidates. This process begins with an algorithm that is able to detect all
the blobs of the binarised image obtained from the the foreground-background segmentation.
The blobs that are of small size are filtered out following the biologists criteria that speci-
mens too small are not taken into account. This allows to discard all the detected blobs that
are not relevant due to their small size. An example of the product of this can be seen in figure
4.12. The specimen in the original image is just one, with minor noise surrounding it. Even if
in the output image some of the noise is present, every part of the specimen is fully detected
although it is counted separately as the bonds between blobs are too subtle for the method.
This is solved in the next step trough merging.
4.5 Merging of colonies
The candidate detection allows to get partial results that are valid for a lot of species with a
dense appearance. There are, however, some species that appear in the image in the form of
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(a) Original specimen (b) Output of this step
Figure 4.12: Results of the foreground-background segmentation compared to the original
image
Figure 4.13: Partial results of the methodology previous to colony merging
colonies with sparse appearance. An example of this are specimens of Volvox aureus, which
is formed by several more or less sparse cells, a phytoplankton organism of considerable
size (compared with other species in the dataset). Figure 4.13 shows an example of the results
obtained with the proposed candidate detectionmethod on this species. As it can be observed,
the detection algorithm separates each of the composing sparse cells into a separate candidate.
This is mainly because the inner parts of the organism are not visibly connected, and the only
things that lead to the identification of one individual only are the common appearance of
the cells, their closeness and the subtle, almost transparent and invisible, membrane that
surrounds the whole specimen.
To fuse different detections it is necessary to know which ones are next to each other.
Once the neighbouring candidates are established they should be analysed to determine if
40
CHAPTER 4. IMAGE SEGMENTATION
Figure 4.14: Overall vision of the merging colonies process
Figure 4.15: Example of a Delaunay triangulation over a image of the dataset
they are similar enough to be fused. The similarity criterion could be based of a various
things like colour, shape, size, etc.
An overview of the methods used and the results produced in this section can be seen in
the figure 4.14.
4.5.1 Construction of the neighbour graph
The problem of knowing which detections are neighbours of which other ones can be solved
using a Delaunay triangulation [68]. The centroids of each one of the candidates is considered
as a vertex and a Delaunay Triangulation is performed with them. A lengthier explanation of
this method can be found in appendix A.7.
An example of the Delaunay triangulation results over the same Volvox A. of figure 4.13
can be seen in figure 4.15. It is observed that every detection is connected to several others
forming triangles. This graph can serve as the basis to asses the pairwise similarity of the
candidates through the exploration of its edges.
It should be highlighted that to build a Delaunay triangulation, at least four detections are
needed so, in order to ensure that the restriction is met, if the analysed image does not have
enough detections, this process is simply ignored.
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4.5.2 Graph Pruning
Exploring the previously created graph involves taking a centroid or vertex and analysing,
through the edges, its neighbours. In this process if both vertexes being compared are similar
the edge is kept signalling that they should be fused. If they are too dissimilar and should
not be fused the edge is then broken or pruned. It is then important to find a correct metric
or combination of them to evaluate the similarity between candidates and whether or not
they should be fused. Once every vertex has been visited the different groups that need to
be merged should remain connected. These groups are then converted from a combination of
smaller blobs into a bigger candidate that encompasses all of them.
To explore every node of the triangulation it is necessary to follow a policy or a set of
guidelines. They would allow for a clear, repeatable process. First of all, each point will only
be compared with its immediate neighbours. This allows to reduce computations as it would
only link two edges that are not neighbours only if they have another vertex acting as a bridge
between them. It would also mean that no fusions are carried out if something is physically
separating two similar cells or specimens. This policy can be demonstrated or better explained
through an intuitive example.Let there be 3 collinear points named A, B and C respectively. An
arbitrary policy determines that AB and BC must be fused. As they share a point, in this case, B
AB and BC are subsequently fused again into ABC. As the example shows it is way quicker to
check twice than check A with B and C and then B with C. This has to be multiplied by the
great amount of points that are in any given image.
A set of metrics to evaluate similarity between the edges is fundamental for this step. The
chosen ones are colour similarity and distance. Colour similarity intends to evaluate how
similar the colours of each vertex are to one another. Similar colours between detections that
are also close usually indicate that they are from the same species, and thus belong to the
same colony. If two detections are similar in colour but are too distant they should not be
fused.
The colour metric for each region is obtained with the help of the binary masks created in
the previous step. This is done by masking the original image with said mask. By only getting
the colours inside of each blob it is avoided that background skews the distribution of colours.
Several ways of computing the colour average for each region were subsequently tested. One
of them was using the k-means clustering algorithm to get the dominant colour. This method
works by passing the information of colour to the k-means algorithm and after it clusters
the points into the k groups, the group with the most members will be the dominant colour
being the centre its value. Themore groups the more detail the colour will have thus reducing
the number of members it has. The best performance was, however, obtained from simpler
method, a normal arithmetic average. This average was computed on a per RGB channel basis.
The distance metric is computed between the vertexes, that is, between the centroids of
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each region. It is calculated in pixels.
To fuse the regions their data is checked with their neighbours. If their per channel av-
erage colour is within the margin and they are sufficiently close they are fused. It should
be noted that both the colour similarity threshold and the distance threshold were adjusted,
through experimentation, to obtain the best performance only over the training set.
Once all the vertexes have been explored those that need to be fused are already grouped.
It should be noted that, if only the location of the centroid of each regionwere used to generate
a bounding box the result would probably leave part of the region of interest or ROI out. This
is due to the very definition of bounding box as it is the minimum area triangle that can
enclose a set of points. If the centroids are that set of points it is very likely that important
parts are left out. To solve this problem the set of points passed to the merging algorithm
is the four corners of the bounding box for each region to be fused. This ensures that no
important information is left out of the segmentation. The result of this step can be seen in
the figure 4.16a. The bounding boxes in red have been merged with nearby ones while the
ones in blue have been left as they were originally. The Volvox A. has been completely fused
into a big specimen instead of the multiple detections that were seen before.
Finally, the generated bounding boxes are grown to includemore background information
as they might be too tight to the specimen itself. The example of this is shown in 4.16 where
it is compared to the not enlarged, original, bounding boxes. The grown part could contain
details about the surroundings of the specimen as well as important details of the organisms
themselves. That might be specially relevant in some cases where the candidate detections
system does not detect the membrane of the organism. This information can be of special
importance for identifying the species of the candidates and making the bounding box will,
certainly, include it. Each bounding box is grown a 10% in each direction.
4.6 Experimental evaluation
The detection and segmentation methodologies presented in sections 4.3, 4.4 and 4.5 are eval-
uated using the dataset described in section 4.2. The metrics used in the evaluation are de-
scribed in section 4.6.1. The tuning process used to adapt the parameters of the methods is
detailed in the section 4.6.2. Finally the results are shown and discussed in the sections 4.6.3
and 4.6.4, respectively.
4.6.1 Evaluation metrics
In order to evaluate the performance of the system two different types of metrics will be
used. The first ones are focused on evaluating the detection performance. The second set are
oriented to analyse the quality of the detected candidates. Both of these metrics are described
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(a) Different regions after the merging process, in red
regions that have been merged, in blue regions left un-
merged
(b) Grown bounding boxes
Figure 4.16: Results of the region merging and bounding box growing
in detail below.
Candidate detection evaluation
Given the ground truth described in section 4.2, the confusion matrix is created between the
detected regions and said ground truth. In order to do that it is considered that a positive is
achieved when at least 50% of the area of the true specimen is covered by one of the resulting
bounding boxes. If the percentage is lower it is said that the particular organism has not been
correctly detected and thus it would be accounted as false negative.
In this case true negatives hold no relevance as they would correspond to not detecting
the background. As the counting of true positives, false positives and false negatives is done
in the form of specimens it makes no sense to count the background as it can not be done
using the same metric. The main focus of interest of this work is detecting the foreground,
more specifically the phytoplankton organisms so the background holds no further interest.
To evaluate the amount of the detections a confusion matrix is created with special fo-
cus on the false negative rate (FNR). A confusion matrix is a concrete way of laying out the
data obtained from the experimentation. It presents the predicted data confronted with the
real one, allowing for easy comparison between both. From this table several metrics can
be derived, like false negative rate that is defined as the amount of false negatives divided by
total amount of positives. In this particular case, FNR would be computed dividing the missed
elements by the total amount elements that should have been detected. The purpose of using
FNR as metric is to limit the misclassified phytoplankton specimens to a minimum as they
are the most important point of this work.
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Candidate quality evaluation
The different candidates can be analysed by the quality of the bounding box that encloses
it. If several bounding boxes are detecting the same organism the organism is identified as
oversegmented. For a specimen to be oversegmented more than one bounding box should be
trying to enclose it, no matter the size of the boxes nor the area of the organism that they
cover. On the other hand it is said that undersegmentation is produced if several specimens
are enclosed in just one bounding box. If a resulting candidate box covers more than one
organism and each one of those organisms in more than 50% of any of the organisms’ size,
then that bounding box should have been divided further and undersegmentation is detected.
The metrics to evaluate the quality of the candidates are the percentage of specimens that are
under and oversegmented over the total of detected organisms.
4.6.2 Parameter tuning
As previously explained the dataset is divided into training and test. The different parameters
in the system have been tuned over the training set to minimise the missed phytoplankton
organisms that are not detected. That is, the focus of this step is that all the phytoplankton
organisms are detected. The reason behind this is that in potability testing is important to
count all the malignant organisms to obtain metrics. If some of those organisms are already
missed in this step, they can not be taken into consideration in further steps of the analysis.
This is done at the expense of obtaining a larger number of false positives. However, these
false positives can, and will, be filtered out by the subsequent classification steps in the whole
system. It is important to note the fact that during the empirical optimisation of the param-
eters no test images where used so the estimated evaluation metrics over the test set are not
compromised.
The test set was hold out to evaluate the performance of the system.
4.6.3 Results
The table 4.1 shows the confusion matrix of the results obtained over the test set comparing
the candidate detections with the ground truth. In that table true negatives are ignored, as
explained in 4.6.1. The results contained on this confusion matrix yield a 0.256% of FNR.
The metrics for undersegmentation yielded that 12.53% of the candidates were actually
undersegmented. On the other hand, only 3.42% of the candidates were found to be over-
segmented. Examples of over and undersegmentation can be views in figures 4.17 and 4.18,
respectively. In the oversegmentation figure, 4.17, two examples can be seen where the fu-
sion process failed to properly fuse some parts of the organism. In both cases the problem is
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Table 4.1: Segmentation results in the test set
(a) (b)
Figure 4.17: Oversegmentation examples
such as 4.17b where a single part of the organism was not fused due to its different colours.
A lot of oversegmentation examples are of this nature and do not affect the detection of the
whole specimen as it is complete in a candidate. Undersegmentation is more common in the
dataset and its examples can be seen in figure 4.18. In the first example, 4.18a, they close-
ness of the phytoplankton organism, a Trachelomonas volvocinopsis, and the organic garbage
is what keeps them fused as they are overlapping. Even if their colours are different. In the
second example, 4.18b, the colour is what promotes the fusion between the two specimens,
since they are very close but not overlapping.
4.6.4 Discussion
As it can be seen in the presented results, the proposed method manages to not miss only four
organisms, which represents a merely 0.256% of false positive rate. The minimisation of this
metric was the original objective and all the parameters where optimised to such purpose. It
should be emphasised that the detections are according to the metrics described in the section
4.6.1 and if, for example, part of a organism is missed, it can still be counted as a successful
detection if more than 50% of its true area is correctly enclosed in the resulting bounding box.
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(a) (b)
Figure 4.18: Undersegmentation examples
It is clear then that with the results previously described, at least the first milestone of the
system is complete, missing the least possible organisms.
Looking at under and oversegmentation metrics, the quality of the detections can be ana-
lysed. Undersegmentation is an issue that is really hard to mitigate or eliminate due to the
images that the dataset contains. It is usual that the objects appear really close together, and
even overlapping. This makes the separation of the specimens really difficult, if possible at
all. This can easily be appreciated in the example of figure 4.18a. In the example the objects
can not be discerned and are detected as a single one due to the overlapping between them.
Another reason for the undersegmentation is the excessive merging during the step that aims
to group colonies, this can be seen in the example provided in figure 4.18b. This is again
due to the small distance between organisms along with the similarities between the fused
candidates. This could be improved using more information to decide the graph pruning
criteria as, currently, only the distance and colour are taken into account. However, this is
a truly difficult task as phytoplankton has a high variability in many variables be it colour,
shape or size. Using a more complex fusion algorithm may or may not benefit the system due
to this fact.
On the other hand oversegmentation is much less predominant, with a total of 3.42% of
the detections. Most of these cases are parts of a colony that should have been fused but they
were not. The identifiable reason for this is significant differences in colour with the rest of
the colony. An example of this phenomenon can be seen in figure 4.17b where part of the
47
4.7. Summary and conclusions
Volvox Aureus was not fused with the rest of the organism. The example shown in figure
4.17a fails to be fused to the main part of the organism even if their colours are fairly similar.
This failure can be blamed on the binary mask that is used to obtain the colours as any errors
in such a small individual can lead to parts of the background getting selected and skewing
the colour distribution due to the small amount of pixels.
4.7 Summary and conclusions
In this chapter the methodology for the segmentation and detection of specimen candidates
in the images was presented and evaluated.
The proposed method starts with an adaptive Gaussian thresholding over the three RGB
channels. The segmentation results are them merged together to preserve the most detection.
This improves upon using the same threshold method over the grayscale image sensibly. The
next process consists on a blob detection algorithm to detect the individuals in the resulting
foreground-background segmentation mask, followed by a filter that removes the candidates
that are too small to be of relevance. Finally, the candidates that are similar enough in terms
of colour and are close to each other are fused together, as they are most likely part of the
same colony. The whole process the method follows can be viewed in figure B.6 in the second
appendix, which shows every step and the results it produces.
The method showed good performance in the evaluation by only missing 0.256% of the
organisms that should have been detected in the whole test set. The system also showed
good performance in terms of quality which is evaluated through under and oversegmenta-
tion. Oversegmentation was very rare while undersegmentation was more common in the
results due to the frequent overlapping between organisms and garbage. Oversegmentation
cases, despite less common, were found to be related to the performance of the colony merg-
ing algorithm. As future work it is hypothesised that integrating more information into the
appearance assessment of the graph pruning method may improve the results.
The main achievement for this chapter is thus the creation of a robust system that can
detect and segment freshwater phytoplankton specimen frommicroscope images that contain




This chapter is focused on detailing the candidate classificationmethodology and its evalu-ation. The chapter is split into two parts. The first focuses on the differentiation between
phytoplankton organisms from the rest of candidates detected in the previous step. The sec-
ond part consists on the classification of phytoplankton organisms into different species with
the objective of providing a methodology that allows to identify dangerous cyanobacteria.
5.1 Overview and objectives
The methods described in the previous chapter allowed to identify the several specimen can-
didates that are present in each image. The detection process was optimised to minimise the
ratio of false negatives so that all specimens present in the images are retrieved for further
processing. This, nevertheless, causes the inclusion of a high number of false positives in the
candidate set. Thus, the objective of this last step of the proposed methodology is divided in
two differentiated classifications:
1. Classification between phytoplankton specimens and the rest of the candidates. It aims
to reduce the amount of false positives that the previous step let through. It is done by
creating two classes, one contains all the phytoplankton specimens and the other class
the rest of specimens. This class groups zooplankton and garbage among other things.
2. Identification of target phytoplankton species. It intends on separating the different
species of phytoplankton with special focus on those that are a risk to public health.
It uses the phytoplankton specimens from the previous step. It should be noted that,
while this classification should be the continuation of the previous one, it was chosen to
test it with a dataset made out of the true phytoplankton classification, that is, without
noise. This was done to evaluate the performance of the system without interference
from any potential noise that could come from the previous classification.
Both classification steps are approached using a common classification methodology. This
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(a) Specimen (b) Binary mask
Figure 5.1: Specimen from the dataset and its corresponding mask
methodology consists on, first, the representation of the phytoplankton specimen candidates
using a set of features and the classification of these candidates in the defined feature space.
The following sections are used to describe this classification methodology. In section 5.2 the
dataset of specimens from the previous chapter is described. Section 5.3 is devoted to the used
feature representation, while section 5.4 explains the different classifiers used and 5.5 focuses
on the metrics used. The chapter is then split into the two classifications, phytoplankton
detection 5.6 and species classification 5.7. Both sections contains subsections detailing the
experimental setting, results, discussion an conclusions of each one.
5.2 Dataset
The dataset used in this step is composed of the candidate detections that resulted from the
previous chapter. This includes a bounding box that encloses each candidate and the image
mask used to produce it, an example of such pair can be seen in figure 5.1. It should be pointed
out no discards wheremade, that is, all the false positives from the system are kept to continue
with the trend of real world usage as well as to develop a beginning to end system.
The only notable change from the previous set of images to this is the fact that to enforce
a policy similar to the one used by biologists the detections whose bounding box touched an
edge, that is, was incomplete, were left out. An example of these types of candidates that were
left out can be seen in figure 5.2. Currently there is no fixed policy for discarding incomplete
organisms in the manual analyses, but it is up to the criterion of the expert. This varying
criterion worsens repeatability of the analysis and inter-expert consensus. By enforcing a
clear policy for these discards the system output will always be consistent.
Removing the incomplete specimens from the dataset should also ease the job of classi-
fiers, adding incomplete organisms might result in worsened performance due to the impor-
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Figure 5.2: Type of discarded specimen due to its incompleteness
tant missing information.
The training and test split is kept the same as in the dataset in the previous chapter. This
means that all the bounding boxes detected on the training set images will be used to train,
all the ones detected on the test set images will be used for the testing.
The ground truth varies for each of the classifications that will be done in this step, as each
bounding box receives a different tag depending on the intention of the classification. This
means that, while the data stays the same, the tag of a specimenwill be phytoplankton or non-
phytoplankton for the first classificationwhile for the second one it will be its concrete species
like Woronichinia naegeliana or Dinobryon Sp. It should be noted these classifications have
been agreed upon with an expert biologist, as the taxonomic classification of these specimens
requires a lot of training and expertise.
The images, in this step are not homogeneous like in the previous one. Every specimen
has a different size, which means that every image has a different resolution and aspect ratio
matching the detection it encloses. Each specimen is accompanied by a binary mask that
allows the separation of the specimen itself from the background.
In the figure 5.3 several examples of specimens with their corresponding masks can be
seen. Each specimen has its mask on its right so they can be easily spotted. The organisms
are separated according to the classifications that will be done in this step. The outer-most
class, that referring to a specimen being phytoplankton or not, corresponds to the first classi-
fication which aims to clear the noise from the detections from the previous step. The second
classification corresponds to the inner-most types shown in the figure, that is, the species. It
should be noted that the specimens included in each group, specially those of concrete species
were chosen to represent most of the morphological differences between specimens belong-
ing to the same species. It is also important to mention that in the dataset no specimens of
Microcystis flos-aquae were present despite the fact that they are common cyanobacteria in
the Galician lakes. All the images of the specimens, except for those on theM. flos-aquae, are
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Figure 5.3: Example of all the specimen types that make up the dataset
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to scale in relation to one another. This means that their relative size is the same as it is in
the dataset. The differences in size can be specially notable in Dinobryon Sp. or in Anabaena
spiroides. Overall, the dataset holds images of very varied sizes from the smallest with a size
of 11×13 pixels to the biggest, measuring 314×699 pixels. The masks that accompany each
specimen have the same size as the specimen.
When creating the tags for the second step of the classification a problem emerged. Orig-
inally, the plan was to classify the specimens in the dangerous species and a rest or harmless
group. That, with the types of dangerous cyanobacteria present in this lake, would mean a
total of five groups. Out of the total four species of cyanobacteria, only one was present in a
number sufficient for a classifier to learn,Woronichinia naegeliana. The other three Anabaena
spiroides, Microcystis aeruginosa and Microcystis flos-aquae were too scarce in the dataset for
a classifier to properly work.
After this setback a new set of relevant classifications was devised to test the system
in different aspects and, at the same time, fulfil the original intention of doing a potability
analysis. The new set of classifications are:
• W. naegeliana vs the rest: The most abundant of the dangerous cyanobacteria and
the only one numerous enough to be classified alone. It is, therefore, the ideal case to
classify in single species versus the rest fashion.
• Dinobryon Sp. vs the rest: The most common phytoplankton organism in the dataset,
it is not harmful as it does not produce toxins. It has several distinctive features but it
also has a very high variation between specimens that makes it a challenging problem
to classify. It is an ideal case to benchmark the system capabilities.
• Harmful vs harmless: The scarcity of some dangerous species does not allow to clas-
sify them alone, however, grouping them all up does so. This is, perhaps, the most
important classification, in terms of potability testing. It allows to count the dangerous
organisms to produce a metric in the style of cyanobacteria per millilitre required to
know if the water is safe. It is similar to the original idea of classifying between dan-
gerous species and the rest but it adds complexity as the system must generalise the
features that distinguish the cyanobacteria as whole from the harmless phytoplankton.
5.3 Feature extraction
The features used in this work to represent each of the images in the dataset are divided into
three main groups: texture, colour and morphological. Both the texture and colour features
are based on the Bag of Visual Words model applied to different base spaces. A space of
Gabor filters is defined to describe texture while the RGB space is used to describe colour.
The morphological features, instead, are based on the shape and size of each specimen.
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5.3.1 Bag of Visual Words model
The Bag of Words model [69] was born in the information retrieval and natural language
processing scopes, a more in-depth explanation can be found in appendix A.8. Since then
been successfully adapted into the Bag of VisualWords (BoVW) used in computer vision. This
model uses a set of visual wordswhich is a visual feature or patter thatmay be present or not in
the images to analyse. A typical procedure to compute the dictionary of visual words consists
on gathering descriptors for several feature points in the training images. These points are
visually located at invariant keypoints in the image (obtained trough SIFT [70] or SURF [71]
algorithms) although dense sampling can also be used. Once the local shape information of
the image at each of these points is described using a feature vector, all the point samples are
clustered (using, e.g. k-means) to identify a set of visual words (one for each cluster centre).
The Bag of Visual Words descriptors of an image or region, consist on the histogram along
these visual words. The representation represents the visual words statistics of the region,
which effectively accounts for the balance between the different local shapes.
In this work the algorithm used to obtain the feature space of the visual words is not any
of the described above but Gabor filter banks. By applying a set of filters to the image a vector
of texture features is computed fore each pixel. This space is clustered to obtain a set of visual
words for which histograms are computed. This poses an implementation of the same concept
using a densely sampled feature space using Gabor filter banks.
The process followed by the BoVW can be seen in B.5 and is summarised as follows:
1. Clusterise the information: All the feature vectors for the images which in this case
encode local shape through a Gabor filter bank, are clusterised using K-means. This
allows a reduction o the information as it condenses similar features into visual words.
The number of centres (k) is a free parameter, which best value can be found through
testing. This step creates a dictionary model, containing the cluster centres (visual
words) that will be used further in this process.
2. Create a histogram: The dictionary of visual words is then used to create a histogram.
Each visual word represents a bin in the histograms, thus the histogram accounts for
the number of times that the corresponding pattern appears in the represented image
region. Once the histograms are calculated they are normalised to obtain a probability.
A version without normalisation will be tested as well. These histogram vectors are
finally used as descriptors for the image regions.
These two steps represents the training and simulation part of the bag of words model. The
training is performed using the information of the training set of images. The simulation,
instead, can be performed with both the training and test images to compute the training and
test features vectors respectively. These feature vectors are the ones that will be tested with
different classifiers to evaluate their performance. It should be noted that, to compute the
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(a) Original specimen (b) Original mask (c) Convex hull mask
Figure 5.4: Demonstration of the mask filling algorithm
colour features, the same process is followed changing the usage of the Gabor filter banks to
the RGB information, while the rest remains the same.
The process of computing the feature space for this model, be it using Gabor filter banks
or RGB information, is subject to two different implementations: masked and unmasked. This
relates to the previously described specimens that each included their mask. The unmasked
version computes the feature space over all the candidate images, that is, the bounding box. In
this case the image includes background data. It is hypothesised that such data may skew the
data and worsen the features but it could also include environmental and external features
to the specimens that might help in its classification. The masked version takes only the
pixels that are inside the mask for each specimen, that way the amount of background in the
computations is minimised. Both methods will be tested in the project. The only change made
to the masks has been to fill the holes that some of these mask have, with the intention of
providing information that might have been, otherwise, missing. This would allow to capture
information about the contents of some transparent or sparse specimens like in the case of
Dinobryon Sp. which masks tend to miss its capsule as can be observed in the figure 5.3 due to
its transparency. This process was done using a convex hull that encloses the white blob of the
mask, effectively filling holes that it may have inside as well as attaching any part that may
not be connected to any other. In the example provided in figure 5.4 a Dinobryon Sp. whose
original mask would miss part of its capsule. Using the convex hull the the new mask is able
to fill the missing spots in the previous version and therefore should be able to contribute its
full information to the algorithm.
The free parameter left in this algorithm, k, is the amount of words that is calculated. In
the testing step the methodology will be evaluated with a total of eight amounts of words:
100, 50, 20, 10, 8, 5, 3, 2.
5.3.2 Gabor filter banks
Gabor filters perform local Fourier analysis and are essentially the product of a Gaussian
kernel and cosine and sine functions. Each of these filters is only sensitive to a given frequency
and orientation of the signal which, basically means that the filter checks whether there is
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any specific frequency in a specific direction, in each location of the signal. They are widely
used and regarded as useful tools to extract texture features .
The Gabor filters are composed of parallel excitatory and inhibitory stripe zones, this
can be appreciated in the figure 5.5 as black and white stripes. The shape of these stripes is
controlled by a parameter called ellipticity. It controls the aspect ratio of the strips, changing
it from straight to elliptical.
Gabor filters are applied over the image using a 2D convolution. These filters accept
several parameters that tune the response they get out of the image. The parameters are:
• Orientation: the Gabor filter can be rotated with angle θ, this changes the region of the
image that the filter is sensitive to. Usually in the Gabor filter banks several versions of
the same filter are tested with different angles of rotation with the intention of checking
different directions. To obtain responses in all directions at least 4 different orientation
are needed like 0º, 45º, 90º and 135º but more granularity and detail can be extracted
with more orientations. This parameter will be tested with 4 and 8 orientations in the
filter banks for this project.
• Bandwidth: the smaller the bandwidth is the bigger the width of the of the Gaussian
envelope used in the Gabor filter gets. This effectively controls the amount of pixels
that the functions analyses as it increases the amount of stripes that the filter creates.
Four different bandwidths will be tested.
• Frequency: this parameter controls the spatial frequency of the harmonic function, this
modifies the wavelength and thus the amount of pixels that each stripe of the filter
analyses. Twelve unique frequencies corresponding to semi-octaves, will be tested.
The effects of this parameters can be seen the example in figure 5.5 as they change the
output image. Trough these parameters a series of filters can be tuned in order to obtain the
most desirable output for the set of images to analyse. Several configurations will be tested
along this work in conjunction with the bag of words. This three parameters already net a
total of 96 unique combinations of filter banks that need to be tested in conjunction with the
different settings for the BoVW














Where λ is the frequency, θ is the angle, ϕ is the phase and γ controls the ellipticity. The
x’ and y’ coordinates are rotated space according to:
x′ = x cos θ + y sin θ,
y′ = −x sin θ + y cos θ.
(5.2)
Where θ denotes orientation
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The colour information is computed the same way as the texture data, through the bag of
visual words model, but instead of using Gabor filters as the feature space it uses the RGB
data. The process followed by the algorithm is exactly the same, clustering the data obtained
from each of the separate RGB channels to form visual words. Again the parameter k is free
and will be found through testing and experimentation. The histogram for each of the words
is calculated like previously as well as normalised or not depending on the test. The only
difference is that two different versions will be tested, one of them varies slightly the process
as it tries to join both texture and colour in the same feature set. The two different methods
are:
• As another bag of words instance: The BoVWworks exactly the same as it normally
does, just over the RGB feature space. In the end the feature vector obtained will be
appended to the obtained from the texture bag of words. This method computes the
texture and colour features separately.
• In the same bag of words as Gabor: This version fuses the texture and colour in-
formation before the k-means clustering of the bag of words. This is done since both
colour and texture are complimentary data and k-meanswill be able to cluster the visual
words normally.
Comparison of both will be done in the results section
It should also be noted that colour information will be tested, like Gabor filters, with
unmasked and masked channels. The main difference is that the masked approach only takes
into account the pixels that are inside the mask discarding the rest while unmasked uses all
the image. The masks are exactly the same as those described previously, in section 5.3.1.
Like in the previous explanation of the BoVW algorithm, with colour information the
same 8 quantities of words, 100, 50, 20, 10, 8, 5, 3 and 2, will be tested to find out which one
is the best performing.
5.3.4 Morphological information
Morphological information can also be an interesting feature to distinguish phytoplankton. It
is however, difficult to obtain a reliable shape or size descriptor since phytoplankton is defined
for its plasticity and variability. Two different descriptors are, then, devised in order to test
their performance in conjunction with the rest of the features previously mentioned.
• Amount of pixels in the mask: The amount of pixels in the mask is simply counted
and used as feature. It acts as a descriptor of the size of the particular specimen as the
masks are proportional one to another. This feature could prove useful as some species
have very distinguishable sizes, likeDinobryon Sp. that tend to be small orVolvox Aureus
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(a) Rounded specimen (b) Irregular specimen
Figure 5.6: Comparison of masks for a regular and a irregular specimen
that are often very big.
• Proportion of pixels in the mask: Similar to the previous one, the number of pixels
in the mask is counted but it is divided by the total amount of pixels present in the
mask image. This results in a proportion of specimen size versus minimum enclosing
rectangle size. This serves as a shape descriptor in the sense that a round, symmetrical
specimen will have more proportion of white pixels than an irregular specimen that
required the bounding box to be enlarged due to its size. A visual example of this is
provided in figure 5.6 that compares a regular specimen 5.6a to an irregular one 5.6b.
5.3.5 Summary of the tested features
Overall, three groups of features will be tested: texture, colour and morphology. The texture
and colour features are based on the application of a Bag of Visual Words with Gabor filter
banks and RGB channels respectively. The morphology features intend to be a descriptor of
shape and size. They use the number of pixels in the mask or the proportion of pixels in the
mask when compared to the whole image to obtain data about the overall shape and size of
the specimen.
The Bag of Visual Words creates a dictionary from all the visual words present in the
training set by clustering them. These features come from the selected feature spaces, in the
case of the texture Gabor filter banks and in the case of colour RGB channels. Both of these
BoVW will be tested with 8 different amount of clusters. It should also be noted that, each
one of those, will be tested with masked an unmasked images. The unmasked images provide
information of the background while the masked ones do not. It has been hypothesized pre-
viously on favour of using each one, so testing both is necessary. This effectively duplicates
the amount of testing needed.
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Gabor filter banks are used to create the texture feature space used later in the BoVW.
Each of these filters is sensitive to a special frequency and orientation of the signal present on
the image, this means that these filters can be highly tuned to fulfil the need of any work. A
total of 96 unique filter banks are tested together with the 8 previous amounts of clusters. This
makes 768 possible combinations, but the usage of masked and unmasked images duplicates
the amount, up to a total of 1536 tests needed just using texture information.
The RGB channels are used to extract the colour features through the BoVW, similarly to
the texture features. To combine these features with the texture ones two different methods
are devised: using two separate Bag of Words and mixing both features in the same Bag of
Words. Both of these approaches will be tested to see which one performs better. It should
also be noted that, again, 8 different quantities of clusters will be tested to find out which is
the one that shows better performance.
The morphology descriptors try to measure and the shape and size of the phytoplankton
individuals. Two different descriptors were created. The first one just counts the white pixels
in the mask, effectively quantifying the size of the specimen. The second descriptor also
counts the white pixels in the mask, but it divides their quantity by the total amount of pixels
in the mask image. That way it gets a proportion of the pixels in the mask, which act as as
a shape descriptor since more irregular specimens will have a lower proportion and more
regular, rounder ones will have a higher proportion of white pixels.
5.4 Classifiers
Several classifiers are tested using the different features explained above. The aim of this
step is to find the classifier with the best performance for the images at hand and the chosen
features. The five selected set of classifiers is detailed below, more detailed information can
be found in section A.8 of the first appendix.
• Support Vector Machines: Separate the data arranged in an n-dimensional space us-
ing hyperplanes that maximise the classificationmargin. The kernel variations, further-
more, can result in complex classification boundaries. The kernel variants can, however,
suffer from the curse of dimensionality when using large feature spaces.
• k-Nearest Neighbours: Groups the data basing it on a point’s similarity to its neigh-
bours and a similarity function that can be adapted to the target problem. Several sim-
ilarity metric will be tested to find out the more suitable one. It is included in here as it
can asses if there are clusters in the feature space with samples of the same class.
• Boosting Trees: Groups decision trees using a boosting algorithm to create a strong
committee classifier. Apart from the cascade classification of the boosting algorithm,
the trees are able to develop complex classification boundaries on large feature spaces.
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• Random Forest: Uses bagging of decision trees to create a strong classifier in which
each tree focuses a subset of features. Random Forests are able to develop complex
classification boundaries.
• GaussianMixture Models: Models the distribution of the feature space for each class
following a mixture of Gaussian distributions of unknown parameters. These distri-
butions can be then used to classify samples using the Bayes Rule, which can develop
complex and smooth classification boundaries.
Each one of these classifiers has several parameters that are tuned to find the best perfor-
mance over the training set. This is done through grid search, which allows to test the selected
set of parameters. The amount of configurations to test increases by orders of magnitude as
some of this classifiers have many parameters that must be tuned.
5.5 Evaluation metrics
Both, phytoplankton detection and species classification, are optimised toward the same me-
tric, maximise the precision at a given minimum recall.
To correctly define the metrics, it should be first established what several terms mean for
each one of the two classifications:
• True positive: In the first classification it is a phytoplankton specimen correctly la-
belled as suchwhile in the second it is a specimen belonging to a harmful species correc-
tly classified in its species.
• False positive: It could be expressed as a false alarm. Itmeans that a non-phytoplankton
specimen is included in the phytoplankton group in the first classification. In the se-
cond one it would mean that a harmless individual is included in the harmful species.
• True negative: A correctly discarded specimen, corresponds to a non-phytoplankton
correctly labelled as so in the first step and a harmless specimen correctly identified.
• False negative: A member of the positive class is incorrectly classified. This means
that a phytoplankton is labelled as non-phytoplankton or that a harmful specimen is
classified as harmless. In this work, this is the more dangerous error to make as it
means that interesting or dangerous (respectively for each classification) specimens
are misclassified.
Precision or positive predictive value is the metric that describes the set of samples cor-




True Positives+ False Positives
(5.3)
Recall, also commonly called sensitivity or true positive rate is a metric that is calculated
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dividing the amount of elements positively identified between all the positive samples. That
is, it intends on evaluating how many of the relevant items are correctly labelled. It can be
described with the equation 5.4.
recall =
True Positives
True Positives+ False Negatives
(5.4)
Both of this metrics are combined in the one that is used to evaluate the systems. Precision
at a high level of recall intends to evaluate the quality of the selected specimens when most
of them are selected. The recall levels used are 90%, 95% or even 99%. This metric is selected
as the focus of the work is ensure that the bare minimum of the interesting specimens are
misclassified. In both classification this means that the positive class, be it phytoplankton
specimens or dangerous specimens, needs to contain nearly all of the specimens truly in
that class in order to avoid an skewed analysis. The most important misclassification, as it
can be derived from the metrics used, is the one that puts a positive class sample into the
negative one. For each classification it means assigning a phytoplankton specimen to the
non-phytoplankton group or a dangerous specimen to the harmless class, respectively. The
usage of precision at a high level of recall is, then, orientated towards real world usefulness.
This metric can, also, be plotted in a precision-recall curve. This type of curves plot both
metrics, one in each axis, which allows to see how the precision fares at different levels of
recall. Due how they are drawn, the ideal classifier would reach the point (1,1) meaning that
it obtains 100% precision at 100% of the recall, the perfect classification. The closer the curve
gets to that point the better the classifier is.
5.6 Phytoplankton detection
This section tackles the classification of the candidate detections obtained with the methods
described in chapter 4, into two different classes: phytoplankton and non phytoplankton. This
aims at filtering all the detections that are not phytoplankton like garbage or zooplankton.
First, the experimental setting is described in 5.6.1 section. The detailed results are pro-
vided in section 5.6.2. Section 5.6.3 is dedicated to the discussion of the results previously
mentioned. Finally in the section 5.6.4 a brief summary of the previous points and their main
conclusions are given.
5.6.1 Experimental setting
The experiments will be done over the previously described dataset focusing on maximising
the precision at a high level of recall.
To stabilise the system and get more consistent results it was decided that, during the
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Number of bins/clusters 100,50,20,10,8,5,3,2
Bandwidth 2,1.5,1,.05
Frequency 0.5, 0.3535, 0.25, 0.177, 0.125, 0.088, 0.0625,0.0442, 0.03125, 0.0221, 0.0156, 0.01105
Orientations 4, 8
Masked unmasked or masked
Colour features number of bins/clusters None or 100,50,20,10,8,5,3,2
Shape features None, number of pixels in the mask or proportionof pixels in the mask
Table 5.1: Different Gabor and bag of visual words settings used in the tests
training of the system, k-means in the Bag of Visual Words would be run 10 times. After
that the best one according the chosen metric over the training would be chosen to continue
further. This allowed to obtain more consistent results. After all of that, some randomness
is still present on the system. That means that if all the tests were ran again the results will
likely not be the same although they would be quite similar and in a acceptable range.
As already mentioned previously the amount of unique configurations needed to test is
really high. It was decided to minimise the combinations by adding the colour features to the
top three best performing texture features. The colour features are also tested separately and
the three best results are gathered to be fused with the previously mentioned top three of the
texture features. Then the shape features will be tested with the best combinations of those
two. This dramatically reduces the amount of tests.
Both Bag of Words and Gabor filters have several parameters that need to be tweaked to
improve the results. Several parameters of the Gabor filters can be altered to produce different
outputs, as it was mentioned previously. This settings together with the ones from the Bag of
Visual Words are detailed in the table 5.1. The combination of all the texture features results
in 1536 unique tests. With the top three results the colour features will be tested. Separately,
the colour test amount to a total of 32 test. After selection the top three of each they are
combined in all possible ways which means 9 further tests. Finally, the two morphological
descriptors are added to the top three of the previous combination, separately. That means 6
extra tests, to finalise with a total of 1583 tests per classifier, without taking into account the
optimisation of the classifiers’ parameters.
Each classifier has different number of parameters that need to be adjusted. Using grid
search said parameters are adjusted, finding the ones that offer the best performance over the
training set. The amount of tests needed per classifier given their amount of tests is explained
in the following list
• SVM: Due to its low amount of parameters, SVM only 52 unique tests are needed. With
the previous calculation of the feature combination this amounts to 82.316 tests.
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Figure 5.7: Box plot of the 5 best performing classifiers for each kind
• k-NN: Also required low amount of tests, a total of 48. This results in a total of 75.984
tests to be done.
• RF: One the most test-heavy classifiers due to it being highly configurable. 120 tests
were done for this classifier which amounts to a 189.960 unique combinations tested.
• BT: Like RF the amount of parameters this algorithm can adjust is very big so it required
the most test, 162. The total amount of configurations for this classifier, with the data
from the the features, is then 256.446.
• GMM: It requited the lowest amount of tests, a total of just 8. The total amount ascends
to 12.664 unique combinations of parameters and features.
The total amount of tests done in this classification is 617.370. This prompted the necessity
of using the servers detailed in the section 3 that allowed for a fast execution of such a huge
amount of tests.
5.6.2 Results
Due to the high amount of tests made for each classifier, as stated in the previous section 5.6.1,
it was chosen to present the results of the best performing for each one only. This way the
clutter derived from thousands of results, some of them irrelevant, is avoided.
The results for the classification of the detections into phytoplankton and non-phytoplankton
measured by their precision at 90% of the recall are presented in the figure 5.7. The top result
for the whole set of experiments is obtained by a Random Forest classifier showing a 77% of
precision at 90% of the recall. RF is overall the best performing classifier with the rest of the
classifiers lagging behind in terms of performance. Only SVM manages to show comparable
performance to random forest.
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Figure 5.8: Scatter plot of the number of visual words and Gabor filter frequencies for the best
5 performing classifiers of each type
In figure 5.8, a scatter plot showing the number of visual words and the Gabor frequencies
for the best performing classifiers of each type. It shows which parameter each classifier
benefits from. Two main groups emerge, on one side, BT and RF favour large amount of
bins not caring about the frequency while the rest, k-NN, SVM and GMM favour smaller
frequencies as well as a low number of bins.
In the figure 5.9 the Precision-Recall curve for the best performing classifier can be seen.
It is a Random Forest classifier that used 100 visual words of Gabor filters, that is, just texture
information. The frequency for the Gabor banks used is 0.25, with 8 orientations and 1.5 as
the bandwidth.
Figures 5.10, 5.11 and 5.12 show scatter plots of the RF classifier performance (in terms
of precision at 90% of recall) with varying Gabor filter and BoVW parameters. Figure 5.10
shows the performance obtainedwith varying number of visual words for the best performing
configuration. Figures 5.11 and 5.12 show similar graphs with varying values of bandwidth
and frequency, respectively, for the Gabor filter banks.
Tables 5.2 and 5.3 show different runs of the top classifier for each type, respectively. It
can be seen that, the standard deviation, for precision at any point of the recall is really low.
The colour features by themselves managed to attain several high precision results but
never were able to surpass the texture only classifiers. The best results for colour only re-
mained at 71% while the best for texture only was of 77%.
To comparemethods of joining the colour features to the texture ones is a little bit different
as the advantage that using different bag of words has is that it can feature two different
amount of visual words for colour and texture whereas using a single bag implies that the
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Figure 5.9: Precision-Recall curve for the top classifier, a RF with 100 visual words and Gabor
filter banks with 8 orientations, 0.25 as frequency and 1.5 as bandwidth
Figure 5.10: Results for the best performing classifier (RF) varying the number of visual words




Figure 5.12: Results for the best performing classifier (RF) varying the frequency of the Gabor
filter banks
Precision at 90% of Recall Precision at 95% of Recall Precision at 99% of Recall
Run 1 0.722 0.611 0.376
Run 2 0.72 0.597 0.419
Run 3 0.737 0.631 0.341
Run 4 0.733 0.652 0.449
Run 5 0.748 0.603 0.442
σ 0.01 0.02 0.041
Table 5.2: Five different runs of the best Random Forest classifier
amount is shared. Comparing the best performer of each group yields a significant different
between them, with the two separate bag method pulling ahead in with 73% of precision at
90% of the recall while the same bag method shows a top performance of 68% of precision at
the same level of recall.
Another tested metric was the normalisation or not normalisation of the histograms.
Again, using the top performers for each category, the difference is substantial. With nor-
malisation the top result is the already mentioned 77%, without normalisation the best result
is 66.5% of precision at 90% of the recall.
The unmasked feature showed better performance with the top result of 77% while the
highest precision at 90% recall of the masked ones were 73.8%. The top five results for each
can be visualized in figure B.1 located in the second appendix.
5.6.3 Discussion
Many different settings and parameters were tested for each one of the five classifiers. Early
on in the experiments, the testing of normalisation versus non normalisation regarding the
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Precision at 90% of Recall Precision at 95% of Recall Precision at 99% of Recall
Run 1 0.735 0.622 0.319
Run 2 0.719 0.685 0.37
Run 3 0.731 0.618 0.318
Run 4 0.728 0.697 0.334
Run 5 0.725 0.685 0.34
σ 0.0054 0.0341 0.0189
Table 5.3: Five different runs of the best support vector machine classifier
histograms in the Bag of Visual Words revealed that normalising the histograms showed a
significant bump in performance. This has already been mentioned in the previous section
and can be seen in the example provided by above. From there on, the tests were made solely
with normalised histograms which effectively halved the number of tests greatly reducing
work. It should be noted that, on the count made previously this was already not taken into
account. Not having done this reduction of tests, the total amount for this step would have
surpassed the million.
When combining colour features with texture, the approximation with two different bags
proved to perform better than the single bag approach. This was exemplified previously, on
the previous section 5.6.2. The difference in performance promoted that, for next step this tests
would not be carried out, only the two-bag approach. It is done to reduce the big amount of
tests as the ones in this classification took a long time to execute, even with full access to two
servers.
Regarding the tests done with masked and unmasked settings, the unmasked one showed
consistently superior performance as can be seen in figure B.1. It is hypothesised that this
difference is likely due to the fact that not masking the image may lead to some shape or size
extraction within the texture features that could prove beneficial for the classifiers.
In terms of features, adding colour or shape features to the texture ones proved to be detri-
mental to the performance of the system, as it was said in 5.6.2. This is likely due to the fact
that both classes are completely heterogeneous, specially the non-phytoplankton one. Many
garbage and zooplankton specimens have similar colours to the real phytoplankton specimens
which may cause the reduction in performance. The morphological descriptors are affected
by this as well since many phytoplankton organisms do not have firm, characteristic shape
or size and neither do the non-phytoplankton elements. All in all, the intraclass differences
and interclass similarities seem to be more exaggerated with shape and colour features which
may cause them to worsen the performance of the texture-only classifiers.
All in all, it is concluded that both the Gabor filter parameters and the number of visual
words does prove to be of major importance in the classification. This can be appreciated in
the results shown in the figure 5.10, for the particular case of the best performing Random
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Forest classifier. In the case of SVM or any other classifier, while the pattern may be different,
the take away is the same. Results are heavily influenced by the settings chosen and the ones
that benefit the classifier the most. The influence of the various settings can also be viewed in
the figures 5.10, 5.11 and 5.12. The differences between the results may not seem that big, but
it must be taken into account that in each one of them only only a particular setting is being
modified thus each of the parameters matters.
The randomness present on the system while it is something to take into account it is not
too big or unaccounted for. This can be seen in tables 5.2 and 5.3. Both methods show more
or less the same deviation of about 1-2% between those five results. This bigger discrepancy
between results could be attributed to a bigger difference between runs or simply a outlier in
the performance of this method. The bigger discrepancy could be traced back to the fact that
RF has many more parameters that grid search can specifically tune. This higher number of
hyperparameters may cause the algorithm to focus on noise or overfit, which coupled with
the small changes that k-means introduces in the bag of words could explain the variation in
the results.
With all the results laid out, it is important to note the high difficulty of this particular
step. Both classes have big amounts of variability in them since they are grouping a very broad
spectrum of detections. The positive class, phytoplankton, groups very different organisms
with different colours, textures and shapes. The variation in the non-phytoplankton class is
even bigger as it groups alive organisms like zooplankton and other detections like inorganic
garbage. This adds a great amount of difficulty to this step but it is overcame with good
results by the classifiers, specially RF and SVM. To further reduce the amount of tests needed,
in the next classification step, the one that intends to separate dangerous species from the
harmless ones, only SVM and RF classifiers will be tested as they proved to have the higher
performance.
5.6.4 Summary and conclusions
This section the classification of candidates into phytoplankton and non-phytoplankton can-
didates (including zooplankton and garbage) was approached using several alternative classi-
fiers and feature sets. The chosen features were texture, using BoVW over Gabor filter banks,
colour using BoVW over RGB and, finally, morphology through counting and proportion of
the pixels in the mask.
Five different classifiers were tested using these features varying the parameters of said
features and classifiers. The chosen metric was the precision at 90% recall to minimise the
misclassified phytoplankton organisms.
The top result yielded a 77% of precision at 90% of the recall using a Random Forest clas-
sifier that used only the texture features. In this case, combining these features with colour
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resulted in no benefit. Using only colour produced results nearing that of the texture features
but it was never able to surpass it. Shape features turned out to be useless in this step most
likely due to high variation in the classes.
Overall the main conclusion drawn, is that, despite the high difficulty of this step most of
the classifiers and feature sets are suitable for reaching an acceptable precision at 90% recall
for the application.
5.7 Species classification
This section tackles the classification of phytoplankton specimens into different species. The
aim is to differentiate the dangerous species that produce toxins from the harmless ones in
order to use those results for a potability test of the water.
First, the experimental setting is described in 5.7.1, by detailing how the tests where pre-
pared and the details of them. Results are presented in 5.7.2. This lays out the data of cor-
responding to those experiments. Later, in the section 5.7.3 those results and their meaning
are be discussed. Finally, in section 5.7.4 a brief summary of this experimental process and
its main conclusions are given.
5.7.1 Experimental setting
This step follows the same procedures as the previous one as well as the metrics that the
system was optimised for. As it is mentioned on the previous sections, the amount of tests
is reduced discarding some features that proved to perform poorer than others as well as
some classifiers, for the same reason. This means dropping the same bag colour and texture
features, the non-normalisation of the histograms as well as three classifiers: GMM, K-NN
and BT.
The usage of less classifiers and the discarding of some features reduces the amount of tests
significantly but they are still very numerous. It is calculated that, during this step around
272.276 unique tests were carried out per classification. As three different classifications make
up this step, the total number of tests ascends to 816.828. Even with less classifiers and feature
parameters to test, the amount of tests is really big due to the three different classifications,
this makes the usage of powerful servers essential.
5.7.2 Results
The results section is divided into the three different classifications devised earlier. It should be
noted that the same approachwas followed in terms of graphs as in the previous classification:
only the top five for each type are shown with the intention of reducing the clutter.
70
CHAPTER 5. CLASSIFICATION
Figure 5.13: Results when classifying W. naegeliana
Results of W. naegeliana versus the rest
In figure 5.13 the results for each classifier with the different set of features are presented. It
can be seen that both RF and SVM are really close, with the SVM with only texture features
getting the overall best result with 82% of precision at 90% of recall.
In this step the performance of the unmasked approach was worse than the masked as
they reached a maximum precision of 69% and 81% at 90% recall, respectively in the SVM
classifier. In the random forest the result is similar with 67% with the unmasked images while
masking them reported 74% of precision at 90% recall. A graph detailing the results of both
approaches can be found in figure B.2, located in the second appendix.
Results of harmful vs harmless organisms
In figure 5.14 the results of this classification are presented. In that figure the performance of
the different classifiers with the different feature sets can be seen. The top performer is SVM
with just texture features with a 83% of precision at 90% of recall.
In this classification the difference between the unmasked and the masked versions is
really negligible. The highest performance by an unmasked system is 81% while masking the
image yields a the 83% previously mentioned. More examples of the performance difference
between both feature sets can be found in figure B.4, located in the second appendix.
Results of Dinobryon Sp. versus the rest
The results of this classification are presented in figure 5.15. Many different feature sets obtain
similar results but the highest performance is obtained with the random forest classifier using
71
5.7. Species classification
Figure 5.14: Comparison of RF and SVMwith different features when classifying phytoplank-
ton in harmful and harmless groups
all three features, texture, colour and morphology, an 80% of precision at 90% of the recall.
The results for RF with texture only and SVM with colour and texture are really close to it,
both being around 79% of precision at 90% of recall. The masked and unmasked approaches
are also really even as both obtain around the same performance, 79% for both when using
only texture. Extended information about the performance of masked and unmasked features
can be seen in figure B.3, in the second appendix.




Overall, the results for the three different classifications are all satisfactory. The highest pre-
cision scores are obtained by the W. naegeliana and the harmful classification, both being
very similar. The Dinobryon Sp. classification is not far behind with a 79% of precision when
compared to the 82% of both previous groupings.
The results for all the classifications show higher precision than the ones from previous
step. As hypothesised previously, it is likely due to the heterogeneity of the phytoplankton
as a whole. This problem persists, to a lesser degree on this step but the results are still good
despite the obstacles.
In this step, the features other than texture showed their usefulness with some of them
scoring the highest precision like in the case of Dinobryon Sp. These features also accentua-
ted the differences between both classifiers. With only texture features both yielded similar
results but paring SVM with the extra features never did report benefits while RF sometimes
did benefit from said extra features. This can be appreciated in the figures 5.14, 5.13 and 5.15,
where the boxplots for each classifier and feature set are laid out.
This set of classifications also validated the usage of masked features. While in the pre-
vious phytoplankton vs non-phytoplankton classification the masked versions always scored
lower than their unmasked counterparts in this step the masked features offer higher preci-
sion for bot theW. naegeliana and the harmful classification. In theDinobryon Sp. both feature
sets are more or less on par. This is most likely due to the lower quality of the masks for Di-
nobryon Sp. organisms as they are generally transparent and thus more difficult to segment
than other phytoplankton.
5.7.4 Summary and conclusions
In this section the proposed methodology to classify the specimens into different groups man-
aged to, again, obtain good results despite the difficulty of the problem. Each classification
had its complication and purpose but they were successfully tackled.
The main takeaway from this step is that all the features showed good performance in
some instance, showing their validity and usefulness. Both classifiers showed similar perfor-
mance with some changes as SVM did not perform very well with colour or morphological
features while RF often improved.
Overall the results obtained in this section are quite satisfactory and good in the three
classifications tested. Each one of them has their particular difficulties that were overcame
with the different combinations of features and classifiers. Even if the problem is complicated
due to the variation of specimens in the same species group the performance was very good
given all the features that this project has, like the overlapping between multiple elements.
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5.8. Summary and conclusions
Despite everything, each classification got a high precision, with harmless vs harmful andW.
naegeliana topping at around 82% and Dinobryon Sp. at 79%, both at 90% of precision.
5.8 Summary and conclusions
In this chapter the methods for classifying the detections of the chapter 4 was studied. Several
features were extracted from the images which include:
• Bag of Visual Words with Gabor filters: texture features
• Bag of Visual Words with RGB channels information: colour features
• Number and proportion of pixels in the mask: morphology features
Several classifiers were also tested with these features. The classifications were divided
into two groups: phytoplankton detection and species classification. Phytoplankton detection
aims to discern phytoplankton from other detections like zooplankton and garbage. Species
classification intends on distinguishing species of phytoplankton to perform potability test-
ing. Species classification holds three different classification, W. naegeliana versus the rest,
Dinobryon Sp. versus the rest and harmful versus harmless organisms. Each one of those
groupings has their particular characteristics that pose a particular obstacle to obtain the cor-
rect classification.
Both phytoplankton detection and species classification show good performance in the
chosen metric, precision at a high level of recall, like 90%. This metric intends to lower the
false negative rate in order to preserve a high amount of dangerous specimens, the base for
potability testing.
Some of the main challenges of this work are the massive inner-class variability while
having to deal with inter-class similarity. The difficulty of segmentation due to overlapping
between objects can also impact the results. Many tests were made with alternate features
and classifiers, nearing a million and a half, in order to find the best combination of para-
meters. Despite the complications, the results for every classification were good, a 77% for
phytoplankton detection, a 79% for Dinobryon Sp. and around 82% for both Woronichinia
naegeliana and harmless vs harmful. All this previous metrics are precision at 90% of recall.
The performance of the system is good and overall the difficulties can be overcame but





The objective of this project is to to create an innovative method to process digital mi-croscopy images of phytoplankton organisms. The focus is to provide a suitable system
to work in a real world scenario, and provide an appropriate evaluation for that purpose. The
idea is to create a system that can perform a significant part of phytoplankton analysis auto-
matically. The main target is the potability tests for water. Water may become toxic due to
the presence cyanobacteria that need to be located and counted to determine their concentra-
tion per litre of water and thus the water quality. Any kind of analyses requires a lot of time
and knowledge from experts, that due to the lack of a completely exhaustive and specified
method, tend to be inconsistent. This may be specially important in potability testing since it
should be carried out quite frequently to monitor water reservoirs and public health is on the
line. The toxins that this phytoplankton produce can cause problems for humans, from mild
ones like gastroenteritis to very severe ones like cancer or just death. It is clearly important
then that this analyses are done regularly and without any bias. This project aimed to cre-
ate a system to aid in those tasks while experimenting with new techniques and open a line
of research into the relatively ignored world of freshwater phytoplankton segmentation and
classification.
The whole process started with a broad domain analysis ranging from better knowing
what were the problems caused by the cyanotoxins and the fact they could not be eliminated
fromwater with normal water purifying techniques. Later a thorough state of the art analysis
revealed that even-though there are many works related to plankton analysis there is a lack
of works in the particular scope of freshwater phytoplankton. But more relevant is the fact
that most of the existent works do not allow to use conventional microscope imagery. Many
of the current methods instead, use several types of special hardware which allow to gather
samples of water, take pictures of phytoplankton while in-flow or segment the phytoplankton
specimens on the water trough images. Therefore, the main focus and methodology of this
work is completely innovative as there is no single work that aims to perform a similar task
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using this type of images.
While the main focus of the work is the potability of the water it also opens a whole
new line of research into the classification of species. The advantage of this tool would be its
easiness of use as it does not need for any special hardware or big deviations from the current
practises. The experts would normally sample water and capture the images but instead of
manually identifying microorganisms and counting them, they would just pass the image to
the software. To carry out this project the set of microscopy images was taken from real-
world samples and under real imaging conditions. This lake is subject to frequent potability
tests, so this type of system could prove useful. The use of real world samples meant that the
results of the experiments would be a real case, not an ideal one. This marks a big difference
with many state of the art works that use curated or ideal dataset often focusing on too much
of a niche.
One of the main sources of complication for this project is related to the fact that the im-
ages are real ones as they are often filled with garbage and all types of undesired elements.
Other source of complication in this project is the fact that these images feature many speci-
mens randomly distributed across each image. This, in itself, represents an innovation as it is
not common in the state of the art for a work to take this approach. All the elements on the
images and their positions relative to one another increase the difficulty of the segmentation
since many of the specimens overlap to each other which makes it nearly impossible to ob-
tain a correct segmentation. It is also important the fact that phytoplankton are deformable
and their shape is subject to multiple changes. Many of the features of phytoplankton are
also shared with zooplankton, also present in the images and even some of the more common
garbage types can look very similar to phytoplankton specimens. All of these are the reasons
that this type of analysis needs a well trained expert and a lot of experience to produce correct
results.
The project was divided into two interrelated parts, first the segmentation of the image
that aims to distinguish every specimen from the background, and then the classification of
the detected specimens. This classification is itself divided in two parts, the first one aims
to clean the set of detected specimens separating the phytoplankton ones from the rest. The
second one focuses on species classification with special focus on the dangerous ones.
The segmentation proved complicated but it was solved with good results. The designed
process is able to accurately detect specimens and fuse them when needed into the so called
colonies. Several methods were tested in order to take on the complicated nature of the
images as they contain many and varied specimens. It was necessary to use an adaptive
threshold method as simpler methods failed due to irregularities on the image illumination.
Otsu’s method was also tested and discarded as images showed variations in the levels of
foreground-background proportion which can not be controlled as it entirely depends on the
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water samples. The adaptive threshold algorithm makes use of all the RGB channels in order
to gather more information and obtain more reliable detections. After this, it was necessary
to create an specific algorithm to deal with the colony fusion as many of the specimens group
up in said colonies. The algorithm is based on the similarity between candidates using colour
and distance. The overall results are good with the system only missing a few specimen repre-
senting a 0.256% of false positive rate. This comes at the cost of detecting many false positives
which are cleared out in the classification step. The quality of the detections is also good with
limited cases of over and undersegmentation, totalling 3.42% and 12.53% respectively. Over-
all the performance of the system is good despite the difficulty of the problem as the many
specimens per image and their relatives positions (often overlapping) increase the difficulty
of the problem.
The second part, classification, aims to clean the detections and classify them into their
species. To accomplish this several features were experimented with as well as different types
of classifiers. Many combinations of these were tested with SVM and RF resulting to be the
best classifiers and texture features proving to be the most important ones. Colour features
also proved to be useful although not as important as the texture ones. Both of these features
are based around the Bag of Visual Words model. As the amount of dangerous or interesting
specimens lost is the most important metric the precision was evaluated in relation to the
recall. This part particularly proved to be of great complication due to the high variation in
both the phytoplankton and garbage groups while some types of them were very close, as ex-
plained before. Despite the complication of this step the performance was very good with the
top result being a 77% of precision at 90% recall.The second part focusing on species separat-
ingW. naegeliana and Dinobryon Sp. from the rest,a third classification separates harmful and
harmless groups. Across the board, all the classifications obtained good results thus demon-
strating the validity of the features used. While W. naegeliana versus de the rest and harmful
vs harmless managed to obtain around 82% of precision at 90% recall, Dinobryon Sp. versus
the rest got a 79% of precision at 90% recall. All of this results highlight the validity of the
system despite the high amount of complication that this problem exhibited.
All in all, this project tackled a important currently unsolved problem such as phytoplank-
ton segmentation and classification from a real world point of viewwith all the handicaps that
it adds and reached a satisfactory solution. Innovating in the methods and the data that the
project used as the state of the art lacked an approach that could use conventional microscopy
images to detect and classify phytoplankton specimens. This work is a great step to create
a non specific phytoplankton segmenter and classifier. Both steps of the work, even if not
flawless, showed great promise and performance when trying to solve a very complex prob-
lem. The system is robust, a essential part for a system that aims for real world deployment.
While this work presents a complete, beginning to end, tool which has all of its components
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in a working state with good experimental results in each and every one. This should allow
to reduce part of the work that experts need to do without some of the drawbacks that other
automatic systems have, like price of bulk. This work serves as an initial development in this
line of research even if further improvements are still possible. All of this will be detailed
in the chapter 7, but as conclusion to this work, it represents a good foundation to continue




This work serves as foundation for new ideas and possibilities in this research line. Theeasier one to see is related with the amount of data used in this work. It becomes appa-
rent in the second classification section 5.7.2 that the images where not enough to create
a full classification. The first step should then be to get more images for the dataset. The
used images are all from the same sample of water, so to increase the amount of images and
variability in the organisms present samples from across the year will be desirable. It is also
important to use samples from different reservoirs or lakes to not limit the scope too much.
While this work has focused on toxic species present in Galicia, it could possibly be extended
to other territories. In the end, one of the most important components of this type of works
is good quality data representative of a real world scenario.
In terms of the first step a good starting point would be to get a methodology to clean
up all images. This is relevant due to the fact that the changes in illumination make some
techniques significantly worse. Another model of microscope might produce other artefacts
not accounted for in this work. The current methods are very robust so they should hold up
even with different lighting settings or other type of noise, but to test it new data is required.
In the segmentation step, many methods were tested however, as mentioned in chapter 4
some more features or data could be added to the graph pruning algorithm. Currently it only
measures similarity through distance and colour but other features may improve its already
good performance, like shape or other morphology descriptors.
On the classification step, other methods can be tested. During this work many classifiers
were employed like RF and SVM. Artificial Neural Networks (ANN) were not tested due to a
time concern with its training. Theoretically, the tested classifiers same capabilities of solving
this types of problems as ANN, however testing this method is still pending and could report
some benefits.
Testing deep learning methods is also still pending as simpler methods were tested before
in order to asses the complication of the problem. After the fact, it is clear that the problem
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analysed in this dissertation is far from simple or trivial but work needed to be done before
jumping to conclusions, so deep learning could prove beneficial.
As for the features, many of them were thoroughly tested but adding others may improve
the system. For texture, local binary patterns could be useful. Other, more complicated, mor-
phology features may also be of use like convexity, circularity or even devise a new one for
the particular organisms that need to be classified. The latter one is often used in the state
of the art articles. Colour is another feature where some more experimentation could benefit
results. Currently a bag of words with the three RGB channels is used but maybe some further
experimentation using other descriptors like taking the colour of certain relevant points using
something like SIFT or simply computing the dominant colour of different regions. With the
new features a feature selector could be added to simplify what features are used by the clas-
sifier. Another possibility is to use a feature selector which chooses the most representative
features from a large feature vector.
In conclusion, this work serves a starting point for new research, analysing a topic still
relatively unpopulated, so many new ways of continuing this analysis arise. The scope of this








This chapter contains the theoretical explanations of some of the methods used in thisproject with more depth and detail than the more brief explanation found in the disser-
tation.
A.1 Otsu’s thresholding method
Otsu’s method is a global thresholding algorithm. It is able to automatically select a threshold
value based on the image’s histogram contents. This threshold value intends to minimise the
intraclass variance or maximise the interclass variance, as they are both equivalent. Both of






Where weights ω0 and ω1 are the probabilities of the two classes separated by a threshold
t, and σ20 and σ21 are variances of these two classes.
The simplest version of this algorithm follows a series of steps that start with the cre-
ation of the histogram. The histogram is a probability distribution of the colours that make
up the image. In the case of a grayscale image each bin of the histogram represents a dif-
ferent shade of Grey an its amount on the image. The weights seen in the equation A.1 are
calculated in the histogram simply summing all the bins that corresponds to each one of the
classes. The algorithm would iteratively step through all the possible thresholds computing
the weighted variance as seen in A.1. The variance for each class and weighted according to
the previous description. Once all the thresholds have been tested the one that produces the
lower intraclass variance for both classes, minimising the result of equation A.1 is selected.
Faster versions of the algorithm have been created allowing to reduce the exploration, time
cutting down on the necessary variance tests. An example of the chosen threshold value and
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A.2. Histogram equalisation and CLAHE
Figure A.1: Demonstration of Otsu’s thresholding method
its representation on a histogram can be seen in figure A.1.
As mentioned in the dissertation, Otsu’s method only performs well when images have a
clearly bimodal histogram. This limits the usefulness of this, and other global methods, as it
requires a similar amount of background and foreground.
Several improvements and versions of this algorithm have beenmade like Gaussian Otsu’s
method that is faster than the optimal Otsu’s method [72].
A.2 Histogram equalisation and CLAHE
Histogram equalisation looks to improve the contrast of an image by evening out all the
graylevel probabilities of the image’s histogram. This means spreading out the most frequent
intensity.
The simpler methods look to simply even out the histogram of the image. This is done by
stretching the bigger intensity probabilities in a way that unpopulated or scarcely populated
areas of the histogram receive more values. This allows, that, with the same information,
more contrast is perceived as the differences between pixels have been made bigger. More
advanced, and generally better techniques have already been developed, like Adaptive His-
togram Equalisation (AHE). This technique is different from the global methods, like the one
explained above, as it does its job in small parts of the image, also known as windows. These
windows are small sections of the image that are picked subsequently, in order to cover each
pixel of the original image. This way, each window has a particular transformation done,
allowing for better performance as the changes are only based on that part of the image.
Contrast Limited AHE (CLAHE) intends to solve a persistent problem with AHE systems,
the over-amplification of the contrast in near-constant regions, which causes noise. CLAHE
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(a) Original image (b) Global equalisation (c) CLAHE
Figure A.2: Histogram equalisation methods compared
solves this problem by clipping the histogram at a predefined value, often called clip limit.
The clipped part of the histogram is not discarded as it is redistributed equally among all the
other histogram bins. A comparison between these methods can be seen in figure A.2 where
the improvement in the results can be easily seen.
A.3 Gaussian Adaptive thresholding
Adaptive thresholding works by taking small portions of the image, known as windows, and
thresholding them separately. This algorithm is considered local as it only takes information
from each window to perform the transformation on said part of the image, it does not take
into account the rest of the image. This kind of algorithm is more sophisticated than global
thresholding methods, as it can accommodate to the changing lighting conditions in the im-
age, one of the reason why it has been used. This is due to the assumption that smaller image
regions are more likely to have approximately uniform illumination.
This algorithm has several variations like the Gaussian adaptive threshold, the one used
in this work. All the adaptive algorithms use a metric to select the threshold value, like the
mean. In the case of the Gaussian version, it uses the weighted sum of neighbourhood values,
with weights being a Gaussian function. The Gaussian version of the algorithm probed to be
best in this work as it managed to collect far less noise than other metrics like the previously
mentioned mean. This can be seen in figure A.3 where both methods are compared side by
side.
A.4 RGB
A colour model is a visualization that represents the colour spectrum like a n-dimensional
model, usually of three dimensions. RGB is an additive colour space defined by the RGB
colour model which in turn is defined by three chromaticities of the red, green, and blue [73].
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A.4. RGB
(a) Gaussian Adaptive Thresholding (b) Mean Adaptive Thresholding
Figure A.3: Adaptive Thresholding methods compared
Figure A.4: Visual representation of RGB colour model as a cube
This means that this colour model is three dimensional. A representation of this colour model
can be seen in figure A.4 [74].
In this model a colour image can be split into three different channels, each one of them
containing information of a particular colour. The complex colours of an image are formed
by mixing the information of each base colour contained in each channel. The information is
mixed in an additive way, this means, that for example setting every colour to its maximum
value will yield the brightest colour, white. Setting every colour to 0 results in black. An
example of colour separation and its mixing can be seen in figure A.5 [75] which depicts a
real image separated in its channels.
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Figure A.5: Image separated in its RGB channels
A.5 Mathematical morphology
Mathematical morphology operators are based on set theory, these operators are widely used
in the field of computer vision and image processing. Mathematical morphology operators
are based off two basic operators after which the rest of them are modelled [76]. This methods
are often used over binary images, like the ones used in this work, although they can also be
used in grayscale images with slight modifications.
Mathematical morphology methods require a kernel or structuring element. Kernels are
applied to the image treating both, the image and the kernel, as sets. Those sets are similar
although different, for example, the kernel is normally smaller than the image it is applied to
or it may have a wider range of values like negative ones when compared to the image, usually
binary. It is also common that the kernel has its origin of coordinates in the middle rather
than in a corner like a normal image. The centre is really important is it greatly influences
the output of the different operators.
The base operators are erosion and dilation. Erosion deletes regions where the kernel does
not fit, that is, regions smaller than the kernel are erased, effectively slimming figure. Dilation
is the opposite of erosion as it enlarges the boundaries of the figures making them bigger. A
comparison of both can be seen in the example provided in figure A.6. With both these basic
operators other more complex ones can be created like opening, which is an erosion followed
by a dilation, and closing, which is a dilation followed by an erosion.
A.6 Suzuki and Abe’s algorithm
This algorithm is used to find contours in binary images. It is able to differentiate the outer
edges of each contour and omit those inside them which made it ideal to use in this work as
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A.7. Delaunay Triangulation
(a) Original image (b) Erosion (c) Dilation
Figure A.6: Basic mathematical morphology operators
many specimens have holes in them or are partly transparent.
The algorithm works by first detecting all the candidate edges over the binary image.
Then, to differentiate its type, that is, if they are outer edges or inner edges it looks at their
relation with other edges. The outer-most edge is the frame of the picture. This edge is parent
of every other one in the image as encloses them. If any other random edge only has the
frame as parent then it is an outer edge. However, if any other border has more than that
one parent it means that it is a hole or inner edge and it is not accounted for. An explanatory
image can be found in figure A.7.
This way, Suzuki and Abe’s algorithm is able to detect only the phytoplankton specimens
ignoring their holes which, in turn, makes it easier to create binary masks that will serve to
detect the specimens after some post-processing.
A.7 Delaunay Triangulation
A triangulation is a process where a plane is divided into triangles following a certain criteria.
This process can be extended to more dimensions as well, however the version used in this
project operates over a plane. Any triangulation can be represented as a graph, that is, a
collection of vertices and edges with their corresponding relations.
The Delaunay Triangulation is a method, that given a set of points, is able to create a
triangulation where no point or vertex is inside any circumscribed circumference of any other
triangle. The circumcircle of a triangle is the unique circle passing through the three vertices
of the triangle. Triangles are, of course, made out of the points passed to the algorithm. The
aim of this process is to subdivide the plane in triangles.
This triangulation is related to the Voronoi graph, as the vertexes in the regions of the
former are the circumcentres of the Delaunay triangles. In this work the set of points used
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Figure A.7: Demonstration of the Suzuki and Abe’s algorithm
to create this graph is the centroids of the detected contours. The centroid of a figure is the
point where all the planes that pass through it divide the figure into two equal parts. Using
the centroid allows to get a representative point of a figure in any shape, which is useful due
to the varied shapes that these detections can take.
While a concrete example of this triangulation for this project can be seen in figure 4.15 a
more general example that features the representation of the circumcircles is shown in figure
A.8 [77]
A.8 Bag of Words model
The Bag of Words model originated in the field of information retrieval and natural language
processing as the means of simplifying the representation of a text. With this model a text is
broken down into its desired components like words or phrases and transformed into a bag.
This bag only keeps track of how many different instances of each appear. The bag acts like a
vocabulary or dictionary of the text. This bag can then be used to extract features from a text
that in turn can be used for modelling. An example of how this model works can be seen in
A.8.1
As explained in the dissertation the basic idea of this model has been adapted into the field
of computer vision through the Bag of Visual Words, which is used in this work. This uses




Figure A.8: Delaunay triangulation showing no vertex inside any circumscribed circumfer-
ence
A.8.1 Example of the Bag of Words model
Phytoplankton are part of the plankton.
Phytoplankton are the foundation of the oceanic food chain.
Cyanobacteria are a type of phytoplankton.
The unique words forming this sentences are: phytoplankton, are, part, of, the, plankton, foun-
dation, oceanic, food, chain, cyanobacteria, a, type
The result of transforming each sentence into a vector of its words yields:
Phytoplankton are part of the plankton = [1,1,1,1,1,1,0,0,0,0,0,0,0]
Phytoplankton are the foundation of the oceanic food chain. = [1,1,0,1,2,0,1,1,1,1,0,0,0]
Cyanobacteria are a type of phytoplankton. [1,1,0,1,0,0,0,0,0,0,1,1,1]
A.9 Classifiers
All the classifiers used in this work are described in more detail below:
A.9.1 SVM
Support Vector Machine or SVM in short are a type of classifiers that are based upon the
notion that the data points in an n-dimensional space can be separated by a hyperplane that
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Figure A.9: SVM linearly separable example
maximises the space between said hyperplane and the closest data points [78]. These data
points are called support vectors, and they determine the position and orientation of the hy-
perplane. SVM is characterised by the maximization the margin between the support vectors
and the dividing hyperplane. An example of this can be seen in figure A.9 [79].
A kernel function allows to map the data points to a higher dimensional space. This could
result in improved performance if in the current number of dimensions the classes boundaries
are not linearly separable. An example of this can be seen in the figure A.10 [80] that shows a
non linearly separable dataset that, with the appropriate kernel can be satisfactory split into
the classes that make it up. This classifier type only needs to save the support vectors which
makes them lighter to operate with than others classifiers like like k-NN.
A.9.2 kNN
K Nearest Neighbour classifier or k-NN [81, 82] is a classifier based on the idea of classify-
ing data points through similarity. In order to classify a new sample, it takes the k nearest
neighbours in the feature space, among a set of samples for which the class is known. The
class is decided by voting, that is, if a sample has three neighbours of one class and two of
other the majority class would win. The number k represents the number of neighbours so, to
avoid ties, k is usually odd. Both the voting and the similarity function are used to asses the
neighbours and may be varied depending on the target application. Some examples of com-
mon similarity metrics can be Euclidean, Manhattan, Minkowski, etc. The distance between
samples is inversely proportional to the similarity, that is, the more similar the less distance.
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Figure A.10: An increase in dimensionality can make a dataset separable
An example of how this classifier works can be seen in figure A.11.
The number k also has a repercussion on the performance of the system [82]. If it is too
low, the algorithmmay take noise into account for the voting as it only looks few of its neigh-
bours. Those neighbours could be outliers or just noise, which would make the classification
erroneous. If the opposite happens and k is too big, it will bias the classification towards the
largest class. This is due to the largest class having more examples which makes the decision
skew towards it.
A.9.3 BT
Boosting trees (BT) [83] are an evolution of the earlier and more basic boosting algorithm
[84]. Boosting is based on the simple affirmation that a series of weak classifiers can be
united to create a stronger one [83]. While these weak classifiers have a higher probability of
guessing correctly than the random guess, they are only loosely correlated with the correct
classification. In the boosting process the samples are re-weighted and adjusted so that if
they were misclassified using an early weak classifier, those samples gain higher weight in a
later classifier. This allows the latter batch of classifiers to concentrate on previously wrongly
classified examples. The key of this type of classifiers is that the weak learners are not made
independently, like in a bagging system, but sequentially.
Boosting trees applies this principals to a series of decision trees. A decision tree is a
structure shaped similarly to a flow-chart. It works by dividing the population into two or
more populations that can be separated by a feature. An example of simple decision tree can
be seen in A.12.
The differences between boosting and bagging algorithms can be seen in the visual exam-
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Figure A.11: Example of how a kNN classifier works
Figure A.12: Simple decision tree
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Figure A.13: Difference between boosting and bagging, basis for Boosting Trees and Random
Forest respectively
ple contained in figure A.13 [85].
A.9.4 RF
Random Forest or RF for short is similar to Boosting Trees as it is also based around the idea of
grouping learners. It groups, like boosting trees, decision trees that act as the weak classifiers
in both cases. An example of simple decision tree can be seen in A.12. Random forest is not a
boosting algorithm but rather a bagging one [86]. This means that the weak learners are not
successively arranged. Instead, they are built independently and later combined trough a set
of weights or averaging techniques like weighted average, majority vote, etc. Random forest
[87] follows the bagging paradigm closely, only deviating in the fact that the tree learners in
the learning process select a random subset of all the features which is called feature bagging.
This process is done to find out the more correlated features that make up the stronger trees.
The main disadvantage of this algorithm is that it tends to overfit to training data [84].
A visual example of the differences between boosting and bagging can be seen in the
figure A.13 [85].
A.9.5 GMM
Gaussian Mixture Model or GMM for short [88] models the distribution of the data points
assuming that they are generated from a mixture of a finite number of Gaussian distribu-
tions with unknown parameters. The adjustment process of a GMM to the data follows an
Expectation-Maximisation (EM) [89] algorithm, similar to k-means, but it additionally opti-
mises information about the co-variance structure of the data, apart from the centroids (the
centres of the latent gaussians).
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Figure A.14: Two-component Gaussian mixture model
This classifier uses the Bayes rule to determine to which of the groups a particular sam-
ple belongs to. This allows GMM classifiers to develop complex but smooth classification
boundaries.






Figure B.1: Comparison of the five best results for unmasked and masked features for the first
classification
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Figure B.2: Comparison of the five best results for unmasked and masked features and for
both classifiers RF and SVM in the W. naegeliana classification
Figure B.3: Comparison of the five best results for unmasked and masked features and for
both classifiers RF and SVM in the Dinobryon Sp. classification
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Figure B.4: Comparison of the five best results for unmasked and masked features and for
both classifiers RF and SVM in the binary classification
Figure B.5: Global process followed by the BoVW model
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Figure B.6: Global vision of the segmentation process
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