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Let J,“(t) = x + s: b,(s) ds, where b, is planar Brownian motion starting 
at 0. A Wiener-type criterion is proved for the process j,“(t): Let K be a 
compact plane set and let x E K. Then if C 2”MI(A,(x)\K) < co (where 
A,(x) = t2P-l Q 1 z - x ) < 2-“} and Mu denotes one-dimensional Hausdoti 
content), the process J-,“(t) stays within K for a positive period of time t, a.s. 
In particular, this applies to almost all x with respect to area in the nowhere 
dense “Swiss Cheese” sets. The method is based on general potential theory for 
Markov processes. 
1. INTRODUCTION 
The starting point for this investigation is the following well known theorem: 
THEOREM 1. Let K be a compact set in the complex plane C, let x0 E K and 
let H(K) denote the uniform closure on K of functions harmonic in a nezghborhood 
of K. Then the following are equivalent: (see definitions below). 
(i) x,, is not a peak point for H(K). 
(ii) : n . Cw(An(xo)\K) < 00, 
n--l 
where &(x0) = {z; 2-+-l < j z - x,, / < 2-n), and C, denotes the Wiener 
capacity. 
(iii) For a.a. w the Brownian motion b2(t) starting at x0 stays within K 
for a positive period of time. More precisely 
P”“(T,(w) = 0) = 0, 
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where Tk. is the first exit time from k’: 
TK(m) = inf{t >, 0; b?(t) B Kj. 
Remark (i). I f  A is a subspace of the set of all continuous complex-valued 
functions on K, we say that x0 E K is a peak point for A if there exists .f E A 
such that ,f(x,) = I and 1 f( y)i < 1 for y  E Kl{x,,:. 
Remark (ii). I f  p is a positive measure on a compact set E, the energv of ii 
is defined by- 
The Wiener capacity of E, C,(E), is defined b! 
C,(E) = (inf{l(p); ~~ pi =z 11)~‘. 
For a general set G CC we define 
C,(G) = sup(C,(E); E compact subset of Gl 
The more familiar logarithmic capacity, cap, can be expressed as 
cap(G) = exp(-C,(G))‘). 
Therefore, (ii) is the same as the Wiener criterion 
z 
n&l lOg([cap(A~(x”)\ET)j-‘) <’ ‘N’ 
for the point x0 to be nonregular for the “outer” Dirichlet problem. (See [6, 
Theorem 6.6, p. 26.1) For easier comparison with results stated later, let us 
recall that the Wiener capacity can also be characterized in the following way 
(Vallee-Poussin’s definition): 
where 
C,,(E) ==: sup{o(E); V”(X) K; 1 for all ~1. 
r’yx) = j, log y  1.. v  , WY), E compact. 
It can be proved that there exists a unique measure rrE on E (the equilibrium 
measure) such that 
C,(E) = nTTE(E). 
See [ IO,Chap. II] for more information on Wiener capacity and other capacities 
and see [6, Theorem 6.61 for a proof of the equivalence of (i) and (ii). 
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Remark (iii). The standard Brownian motion on the real line R with start 
in x E R is a family of real stochastic variables {Xw”(t))l~o defined on a measure 
space (Q = (w>, P, A), such that: 
(a) Every increment XW”(s + t) - X,“( ) s is normally distributed with 
mean 0 and variance t. 
(b) The increments {Xwz(ti) - X,z(t,-l)}~zt, are independent, when 
0 = t, < t, < ... < t, , 
(c) X,“(O) = x and X,,“(t) is a continuous function of t, as. 
Brownian motion in the plane starting at z = (x, y) is defined as 
L”(t) = (x,“z(t), Yu”(t)), 
where X,“(t) and Yw”(t) are independent one-dimensional Brownian motions 
starting at x and y  respectively. 
For information about Brownian motion see [9 and 1 I]. Reference [9] contains 
a proof of the equivalence of (ii) and (iii) (see Sect. 7.10, pp. 255-257). 
A natural question is: Can a result similar to Theorem I be proved for 
analytic functions ? Let R(K) be the uniform closure on K of functions analytic 
in a neighborhood of K. Then the well-known theorem of Melnikov gives 
the analog of the equivalence of (i) and (ii) in Theorem 1: 
MELNIKOV'S CRITERION. A point x,, E K is a nonpeak point for R(K) ;f  and 
only if 
Here y  is the analytic capacity, defined by r(E) = sup{] f ‘( co)1 ; f analytic 
outside E, 1 f / < I} for E compact. For a general set G CC we define r(G) = 
sup{y(E); E compact subset of G}. See [4, Theorem VIII.4.5] for a proof of 
Melnikov’s criterion. 
So the remaining question is: Is there an analog for R(K) of the equivalence 
of (ii) and (iii) in Theorem 1 ? In other words, the problem is the following: 
PROBLEM. Find a process Z?(t) with continuous/smooth paths such that 
for any compact K we have 
if and only if the process stays within K for a positive period of time, a.s. 
In this paper we present a candidate J>(t) for the equivalence (*). The 
process Jzo(t) is defined by 
J(t) = J?(t) = x0 + lot b,“(s) ds. 
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So /2(t) has smooth (Cl) paths. Our main result is the following: 
THEOREM 2. If  C 2nMl(A,(x,)\K) < co, then J?(t) stays within K for a 
positive period of time, a.s. 
Here M,(G) denotes the one-dimensional Hausdorff content of the set G, 
defined by 
We have r(G) < Ml(G) always, but there exists sets F such that y(F) =-- 0 
and lL!ll(F) > 0. (See [7, p. 941.) So our condition in Theorem 2 is slightly 
stronger than the condition that x0 is a nonpeak point for R(K). However, 
for many sets K the conditions are equivalent, and our condition is satisfied 
for a.a. xc, (w.r.t. area) in the nowhere dense Swiss Cheese sets (Theorem 3). 
LVe conjecture that the process J?(t) satisfies the equivalence (“) in the problem. 
2. AN EXAMPLE 
It is well known that the Brownian motion process b,,,z(t) is a Markov process, 
in the sense that 
P”(b(t -:- S) E B i di?J = Pf)(b(~) E B), 
where A%‘~ denotes the u-algebra generated by the functions w ---t 6, ; 7 < t. 
In other words, the Brownian motion “starts afresh” at any given time t, i.e., 
the process has no “memory.” 
Our next example shows that a process Zwz(t) sutisfying the equivalence (*) 
cannot be a Markov process. 
From now on we use the notation d(x, r) = (z; ! ,z - x S: r>, A(x, r) = : 
{z; 1 z - .2’ i < r}. 
EXAMPLE. For n, k = 1, 2 ,..., let r, = {z; / z 1 = $2-“} and let A,., be 
open, disjoint discs centered on I’, with radius rn,lC such that 
(I) zkrn,k < 4-“, 
(2) every point on r,\u, A,,, is a peak point for R(A(0, l)\uk A,,,). 
Put K = A(0, l)\&k A,,, , so that K is the closed unit disc with a decreasing 
sequence of circular “strings of beads” taken out, clustering at 0. Then 
(a) x0 = 0 is not a peak point for R(K); 
(b) all other boundary points of K are peak points for R(K). 
(a) follows from (1) and Melnikov’s criterion. (b) follows from (2). 
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That such a family (Ansk} can be chosen follows from the construction in 
[2, p. 381-3831. See also Lemma 5.3 in [5]. 
Now suppose Z,“(t) is a Markov process satisfying the equivalence (*). 
Then Z,“(t) stays within K for a positive period of time, for a.a. W. For such w, 
T,(W) = infit > 0; &O(t) $ K} > 0. Since the {r,} cluster at x = 0, there 
must exist a to < TK(w) and an integer rzo such that ZUo(to) E rnO . Since the 
points of rnO are either peak points for R(K) or points in C\K, the equivalence 
(*) and the Markov property of Z,,“(t) gives that T,(w) < to, a contradiction. 
Therefore, processes that satisfy the equivalence (*) have to be non-Markovian. 
3. SETTING UP THE POTENTIAL THEORETIC MACHINERY 
Our candidate for a solution of the problem (*) is the integrated planar 
Brownian motion 
J:“(t) = x + Iot b,“(s) ds. 
J:“(t) is not a Markov process. However, if we put 
we shall see that C:“(t) is a Markov process (in R4) satisfying all the require- 
ments necessary for the application of the general potential theory for Markov 
processes, as developed by Blumenthal and Getoor in [I, Chap. VI]. 
LEMMA I. C2Y”o(t) is normally distributed with density 
P&, , w. , z, w) = --& . exp [- f (3 / z - zs - two I2 
- 3t(z - z. - two ) w--Wo,+t21w-wo12)], 
where (a, b) = alb, + a,b, , when a = a, + ia, , b = b, + ib, . 
Proof. Let b,“(t) be one-dimensional Brownian motion and let x*“(t) = 
x + s; b,“(s) ds. Th en since b,(t) is a Gaussian process, it is easy to see that 
jF1”(t) and b,“(t) have a joint normal distribution. Therefore, their joint density 
is given by 
P&x0 ) uo ) x, u) = q exp[-if& 41, 
where B = (bij) is the inverse of the covariance matrix A and Q(x, u) = ZtBZ, 
where Zt = (X - E%%(J,), u - E%(b,)). 
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An easy computation yields 
At2 
1 @3 ’ ;B, =-;. 
Hence, 
Pl AfO 
3112 
, u. , x, 4 = 2 exp 
f 
- f  [3(x - x0 -- tu,)” 
- 3t(x - x0 - tu,)(u --. uo) -j t”(u ~~~. u,,)‘]l . 
Now C%%(t) can be considered as the composition of two independent one- 
dimensional processes (ji , 6,) and (J2 , b2), so the lemma follows. 
LEMMA 2. C;“(t) is a strong Markoa in the sense of Definitions 1.3.1 and 
1.8.1 in [I]. 
Proof. We verify that C(t) satisfies Axiom 44 in Definition 1.3.1 in [I]: 
P”‘“(Ct+s E B 1 A’J = PzSw [i](t) + (+-lb(u) du, b(t $ s)) E B j &] 
= P”,” [(J(t) + I’ b(t $ u) du, b(t t s)) E B ~ &,I 
= PJ(t)*a(t)[(J(~), 6(s)) E B], 
since b(t) is Markov. 
To prove that C(t) is a strong Markov process it is enough to verify the 
conditions of Theorem 1.8.11 in [I]. So it is enough to prove that for all con- 
tinuous .f with compact support and all 01 > 0 the map 
t - Ff (C(t)) 
is continuous for t > 0. Here Ua is the a-potential operator 
Uaf(x) = JOE eeoisPsf (x) ds = E” loa e-‘y(Cl,,) ds, 
where E* denotes the expectation when C(s) starts at X, and P, is the transition 
operator 
Psf (4 = j- W, 49f b) = E”(f (C(s))), s 3 0. 
(Ue; OT > 0} is called the resolvent of the semigroup {Pt ; t 3 O}. In our case 
P&Y dy) = Ps(x> Y> dm(y), where P,(x,y) is given in Lemma 1 with x == 
(Z” 7 wo), y  --: (a, w), and dm( y) is four-dimensional Lebesgue measure. From 
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this one can easily check that x -+ UUf(x) is continuous, and since t + C(t) 
is continuous, the lemma is proved. 
Finally, to be able to apply the potential theoretic machinery we must check 
the duality in the sense of Definition VI.l.2 of [l]. 
LEMMA 3 (Getoor). Define c(t) = bw(t) = (z - $ b,,,“(s) ds, b,“(t)), and 
let (7?‘W} be the resolvent of e(t). Then { Ua} and { .??a) are in duality in the sense 
of Definition VI.1.2 of [l]. 
Proof. In view of Theorem VI.1.4 of [l] it is sufficient to verify the weak 
duality 
(g 0 h, Wf 0 W = <@(g 0 h),f 0 k), 
where (., .) denotes the real inner product with respect to four-dimensional 
Lebesque measure and (g @ h)(z, w) = g(z) h(w); z, w E C. 
For this it is enough to verify 
(f 0 g> P,(h 0 4) = @,(f 0 g), h 0 k), 
for all continuous f, g, h, k with compact support, (3.1) 
where pt is the transition operator for c(t). Since P,(h @ k)(,,,) = P,*,h(z) . 
P&(w) and similarly for pt , it is enough to verify (3.1) for the two-dimensional 
case, i.e., for Cl(t) = (X + si b,“(s) ds, b,“(t)), where b, is one-dimensional 
Brownian motion, and for real continuous f, g, h, K with compact support. 
For convenience we delete the subscript 1 in the rest of the proof of this lemma. 
Define 
1 
n when x 3 n 
In(x) = x when Ix / < n 
-n when x < n. 
Let Jtn = $, Z,(bc8)) ds, where b(s) = b”(s), and write 
E’(z) = j-f (5) EV) dm(t), 
where Et(Z) is the expectation of 2 when b,(t) starts at 5 E R. Then by the 
same approximation argument as in the proof of Proposition (5.1) in [8] we obtain 
Eg[e-aJt” . k@(t))] = Ek[epaJF * g@(t))], (3.2) 
for all OL > 0 and all continuous g and k with compact support. 
From (3.2) we deduce from the Stone-Weierstrass theorem that 
EgW + Jt”) - W(t))1 = JW=G + It”) *gWNl, (3.3) 
for all continuous h with compact support. 
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If we multiply (3.3) byf(x) and integrate we obtain: 
Fi E’P(~ + Jt”) . WO)l d5)f(d W4 WE) *w (3.4) 
= 
Ss 
Ef[f(x - It”) * g(b(t))] h(x) k(t) dm(s) dm([). (3.5) 
Letting 11 + a in (3.4) and (3.5), we can replace j,” hy J, in the above. and 
we obtain (3.1). This completes the proof. 
For a: :> 0 define ~(a+, y) == sr epalPt(x, y) dt, where .T (2,) , zq,), ~8 (x, zc). 
and P, is given by Lemma 1. Then it is straightforward to check that conditions 
(V-1.2.1-2) and (VI.4.1-2) in [1] holds. 
For cy == 0, we write 
The function g is called the Green function with respect to the process C(t). 
We can interpret JBg(zo , w. , z, w) dm(z, w) as the expected length of time. 
the process stays within the set B, when starting at (z,, , w,,). 
Let h:,,,,.“(B) be the hitting probability of the set B, defined as 
h;,,,,,(B) = P”“~“‘“(3r; c’(t) c B). 
Then b!- Proposition VI.4.3 in [l] we have the following connection between 
the hitting probability and the Green function: 
LEMMA 4. Suppose B CC? is compact. Then there exists a measure ail on B 
such that 
.-ls in [ 11 we define the capacity of a compact set B (with respect to the process C,), 
C’(B), to be equal to the total mass of rB: 
C(B) = Z-~(B). 
As usual, the capacity of a general set E is defined as 
C(E) = sup{C(B); B compact, B C El. 
Then, similar to the Wiener capacity, one has ([ 1, p. 2861). 
580136’1-6 
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LEMMA 5. C(B) = sup{@); p positive measure on B, 
Our method of estimating the exit time for C, will be based on the following 
version of the Borel-Cantelli lemma: 
LEMMA 6. Let {En}TcI be a sequence of sets such that 
where (z, , wo) $ & , n = 1, 2,... . Then the exit time of C21wo for Cp\Un E, is 
positive, a.s. In other words: Almost all C2*wo stays within C?\U,, E, for a positive 
period of time. 
Proof. Put D, = {w; C2*‘“o(t) hits E,}. Then by hypothesis 2 P(D,) < CO, 
so by the Borel-Cantelli lemma 
Hence 
so that a.a. C2.wo hits only finitely many E,. Since for all n (zo, wo) 6 & and 
C2Vwo has continuous paths, the lemma is proved. 
By Lemma 4 we see that 
so to apply Lemma 6 we use an estimate of the Green function g and the 
capacity C. 
4. THE MAIN THEOREM AND APPLICATION TO SOME NOWHERE DENSE SETS 
For simplicity let us introduce the notation ,< and -: f  2 g means that 
f  (2) 5 Cg(z) for some absolute constant C. f-g means that f  5 g and g ,( f .  
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I,EMMA 7. 
3 j z - z. - tw,, /* - 3t;z - z. - tw, ) ZL’ - q,) ; t’ ; Ifi - ZL’” ,” 
- j X - z,, - two I2 + tz i w - w. ‘2. 
P~of. This follows from the fact that 
for all a (a, -L ia,), b =: (b, -+ ibJ, when ~\‘a, 0) =- n,b, $ a,b, . 
I,EMMA 8 
Proof. We can assume z0 = 0. By the preceding lemma and Lemma 1 
and 
(4.1) 
(4.2) 
where M, is a constant. By (4.1) and (4.2) 
On the other hand we have (&I, is a constant) 
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LEMMA 9. Let B = {( x, w); j z - x1 / < p, 1 w j < ~l/~), wherep > 0. Then 
C(B) ,( p”, 
Proof. Let p be a positive measure on B such that 
s &, , wo , z, 4 44% 4 < 1 
for all z. , w. . 
B 
Then 
Hence p(B) 5 p2 for all such measures p, so by Lemma 5, C(B) ,< p’. 
LEMMA 10. Let B, = {(z, w); 1 z - z, 1 6 p, 1 w - w, j < ~l/~}, wherep > 0. 
Assume j w1 / = mp1/3 where m > 1. Then 
C(B,) 5 mp2. 
Proof. Choose x0 = z1 - p213w, and w. = w1 + p1i3. Consider t in the 
interval I given by 
I: l-&) 
( 
1 
p2!3.<t< l--- 
i 3m ’ 1 
313. 
Then if (2, w) E B, 
j  z - zo - two 1 = 1 z - z1 + p2/3w1 - twl - tp1/3 1 
< / z - z1 , + / p213 - t / . 1 WI ( + tpl/3 
<2p+lp2i3-tj.jW1/. 
Now by (4.3) 
1 p313 - t 1 . 1 w1 j  < & p3i3 . mp213 < i p < 4t3i2, 
and 
1 
( p213 - t j . / w1 j >, -& p2j3 . mp = 3 p2. 
So by (4.4) 
Moreover, 
/ z - z. - two 1 sg 7 j  p2!3 - t / . / w1 / < 28W. 
t j w - w. j = t 1 w - w1 - p1/3 1 < 2tp’/3 < 2p < 8t3/“. 
(4.3) 
(4.4) 
(4.5) 
(4.6) 
(4.7) 
(4.8) 
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Therefore, if (a, w) E B, , we get by (4.7) and (4.8) 
So bv Lemma 5 
and the proof is complete. 
We can now prove the main theorem of this paper. 
THEOREM 2. K CC be compact and let 4 E K. 
suppose 
f  2”M&$(5)X) < s. (4.9) 
n-1 
Then fog u.a. w the process J:,‘(W) stays within K for a positive period oj time. 
Proof. Since C(t) = (J(t), b(t)), we have 
J(t) E E - C(t) E I!’ >. C. 
So it is enough to prove that under condition (4.9) the process Go stays outside 
(C\K) x C for a positive period of time, as. I,et A, = A,(c). Fix n. (‘over 
d,\K which discs d(z, , YJ such that C yg: < Ml(A,\K) + 2-2n. For each k, 
cover the w-plane C by discs A(w,,, , Y;‘~ ) in the following way: Form -= 1, I,.... 
let d(wl,,, , ri’“) be 4m discs centered on the circle (1 w / =-= rn~$‘~j, equallq 
spaced on this circle. 
Put 
BIc.1 = L&Z,, Y,J x d(w,., , Y;‘~), I :I 
B k,O = d(x, ) rJJ x d(0, Yp). 
‘rhen ~&,th>l,oo is a covering of (&,K) x C. By (3.6) and Lemmas 9 
and 10 we have 
(m + 1)P2 
5 2-2~~ + @+,‘/3)6 ’
where we have put p = rk and ) w~,~ / = rnpr!a. 
Summing over all I where 1 ZU~,~ ) = mp1/3 gives the bound 
4(” + I)2 p2 
2-Z” + mGp” . 
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m 
;ohLo(~~J) 5 m;. 2-2n + m.sp2 -
m 4(mf1)2p2 < .5 ?n2 
m=1 R + m6 ’ 
(4.10) 
where R = 2-2np-2. 
Now 
m2 
1 
’ R(l + a2) 
. ([(a + 1)2R]1/2 - (a2R)l12) (4.11) 
1 
= R1i2(l + a2) ’ 
So by (4.10) and (4.11) 
Therefore 
h,,o(4a\K) < 1 c hc,oP,,z) 5 Wl(&\K) + 2-2”) 2”* 
k z 
and the theorem follows from Lemma 6. 
We now give an application of this result to the well-known Swiss Cheese 
sets, defined as any nowhere dense set of the form 
where the discs d(q) ri) are disjoint, contained in d(0, 1) and dense in JO, 1). 
Moreover, the radii ri satisfies xi ri < CO. 
It is well known that for any Swiss Cheese K we have R(K) # C(K). In 
fact, the set of nonpeak points of K for R(K) constitute a set of positive area. 
Still it is possible to have H(K) = C(K), so that all points of K for peak 
points for H(K). (See, for example, [13; 3, Lemma 6, p. 3001.) So for such 
sets K the Brownian motion will exit immediately, for all starting points in K. 
Nevertheless, as the next result shows, the integrated Brownian motion, 
J”*O(t), will stay within K for almost all z E K w.r.t. area measure, for any 
Swiss Cheese K. 
THEOREM 3. Let K be a Swiss Cheese. Then for a.a. x E K w.r.t. area measure 
lim sup 2s”M,(d(x, 2-“)\K) < co. 
n*m 
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In particular 
,$ 2”+a)“MI(&(~)\K) < x for all /3 <: 1. (4.12) 
Remark. Wermer [13] has shown that there exists a Swiss Cheese k;, with 
no bounded point derivation. This means that 
i, 2ay@I,(X)\K) = 22 
for all x E Ku . So it is not possible to extend (4.12) to the case p == I 
Proof of Theorem 3. For c = 1, 2 ,..., put 
E, = [x; (Vk)(3n > k), 22”Ml(d(x, 2-7 n E) > cMj, 
where M = x:i ri and E = (JJ z - xi ~ = vi). Then the farnil! 
V, = (d(x, 2-9; s E E, , 2*“M&!l(s, 2-“) n E) A ~32) 
covers E, in the sense of Vitali. So by the Vitali covering theorem it is possible 
to find a finite disjoint subcollection of V, , {A(x;” , 2--n~c)}Is;EL , such that 
Then 
n 1 2-a”k ‘3 Area - k . 
PEL 
cilk’ . Area < cM~ c 2-272k + CM . f 
LEL 
< zL nM&l(x, , 2-“9 n E) + M 5; d&(E) + M < 5M. 
Hence 
Area < F . 
i.e., for a.a. x E K w.r.t. area there exist c, , k, such that for all n 3 k, we have 
PMl(d(x, 2-9 n E) .< ~$1, 
and the proof is complete. 
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Under hypothesis (4.9) of Theorem 2 there is also another class of smooth 
curves which stays within K for a positive period of time, namely, the set 
of half-lines 
lob(t) = 5 + teis; t > 0, e E [O, 2x). 
That this is so can be seen using the Borel-Cantelli lemma. 
However, it is clear that this process is not a candidate for a solution of the 
problem (*): 
First, if we let K = A(0, I)\{x + iy; 0 < y < x2, x > 0}, then 5 = 0 is a peak 
point for R(K), and yet Is’(t) stays within K for a positive period of time for 
a.a. 0 (Lebesque measure), in fact for all 0 # 0. 
Second, one can construct a compact K and a nonpeak point 5 E K (for 
R(K)) such that Is’(t) leaves K immediately for all 0. For example, such a 
construction can be carried out on the basis of the two-dimensional Cantor 
+ set F which is proved in [7, Theorem IV.2.21 to have the property that y(F) = 0. 
Yet the projection of F in certain directions is an interval. 
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