Abstract. Weak-strong uniqueness property in the class of finite energy weak solutions is established for two different compressible liquid crystal systems by the method of relative entropy. To overcome the difficulties caused by the molecular direction with inhomogeneous Dirichlet boundary condition, new techniques are introduced to build up the relative entropy inequalities.
Introduction
In this paper, we consider the equations for the compressible flow of liquid crystals. We are first concerned with the following simplified version of Ericksen-Leslie system (for physical background see [5, 14, 16, 17, 18, 19] ) :
(ρ u) t + div(ρu ⊗ u) + ∇P = µ△u − λ div ∇d ⊙ ∇d − 1 2 |∇d| 2 + F (∇d)I 3 ,
1) where ρ ≥ 0 is the density, u = (u 1 , u 2 , u 3 ) is the velocity, d = (d 1 , d 2 , d 3 ) is the molecular direction field. µ, λ, θ are positive constants. P (ρ) is the pressure-density function and here we consider the case P (ρ) = aρ γ ,
where a > 0 and γ > 1 are constants. I 3 is the 3 × 3 unit matrix. The term ∇d ⊙ ∇d is defined by ∇d ⊙ ∇d = (∇d) T ∇d,
where (∇d)
T stands for the transpose of the 3 × 3 matrix ∇d. The vector-valued smooth function f(d) and the scalar function F (d) are assumed here to satisfy the relation
For example, we can choose F (d) and f(d) as
where F (d) is the Ginzburg-Landau penalization and σ 0 > 0 a constant.
Let Ω ∈ R 3 be a bounded smooth domain. In this paper, we will consider the following initial-boundary conditions :
and
where
The global existence of weak solutions (ρ, u, d) to the initial-boundary problem (1.1)-(1.3)in three-dimension with γ > 3/2 was obtained by Wang and Yu in [25] and Liu and Qing in [23] , independently. In addition, when system (1.1) is incompressible, Jiang and Tan [12] and Liu and Zhang in [22] proved the global weak existence of solutions to the flow of nematic liquid crystals for fluids with non-constant density. Based on the existence result, Dai et al. in [1] extended the regularity and uniqueness results of Lin and Liu in [18] to the systems of nematic liquid crystals with non-constant fluid density. In this paper, we are interested in the uniqueness of the weak solution obtained in [25] and [23] . To our best knowledge, so far there are very few results concerning uniqueness of weak solutions to the initial-boundary value problem (1.1)-(1.3).
Second, we consider the following the hydrodynamic flow equation of nematic compressible liquid crystals :
where d ∈ S 2 and the other symbols have the same meanings with those in system (1.1). In this situation, the Ossen-Frank energy configuration functional reduces to the Dirichlet energy functional. We refer to the readers to consult the recent papers [4] and [23] for the derivation of the system (1.4). For the system (1.4), we are concerned with the same initial conditions (1.2) but with the following different boundary conditions : 5) where ν is the unit outer normal vector of ∂Ω.
In contrast with system (1.1), from the mathematical point of view, it is much more difficult to deal with the nonlinear term |∇d| 2 d appearing in the third equation of (1.4). Even for the incompressible flow, there have been no satisfactory results concerning the global existence of weak solutions. Recently, Lin et al. in [20] proved the existence of global-in-time weak solutions on a bounded smooth domain in R 2 . For three dimensional case, the problem is still open. We should mention that Li and Wang in [15] has established its weak-strong uniqueness principle in three dimension, provided that the existence of its weak solution is obtained.
The compressible flow (1.4) of liquid crystals is much more complicated and hard to study mathematically due to the compressibility. For the one-dimensional case, the global existence of smooth and weak solutions to the compressible flow of liquid crystals was obtained by Ding et al. in [2, 3] . As for three dimensional case, Huang et al. in [11] and Liu and Zhang in [22] established the local existence of a unique strong solution provided that the initial data are sufficiently regular and satisfy a natural compatibility condition. However, the global existence of weak solution to the compressible flow of liquid crystals in multi-dimension is still open. In this paper, we shall establish the weak-strong uniqueness property for (1.4) .
Recently, Feireisl, Jin and Novotný [7] established the weak-strong uniqueness for the compressible Navier-Stokes equations. They showed that a weak solution coincides with the strong solution with the same initial data, if the strong solution exists. We also refer to the readers to consult the recent papers [6, 8, 9, 10] for more weak-strong uniqueness results. Motivated by Feireisl et al. [7] , we aim to establish the weak-strong uniqueness property for two simplified Erichsen-Leslie system (1.1) and (1.4), respectively. Our method is essentially based on the relative entropy, the modified relative entropy inequality, and a Gronwall-type argument. Compared with the existence result of weak solution in [23, 25] , where both of them require γ > 3/2, we are going to make use of the techniques, established in [26] , to estimate the remainder R (or R 1 (for the definition see (3.10) (or (4.10))), so as to establish the weak-strong uniqueness property for an improved lower bound for any adiabatic exponent γ > 1. When dealing with the compressible nematic liquid crystal flow (1.1) or (1.4), the main difficulty lies in the coupling and interaction between the velocity filed u and the direction filed d. In particular, we should emphasize here that, as far as the weak-strong uniqueness property for the initial-boundary problem (1.1)-(1.3) is concerned, more efforts are required to build up the relative entropy inequality so as to overcome the effects arising from inhomogeneous boundary condition d| ∂Ω = d 0 (x), which is quite different from the case of the isentropic compressible Navierstokes investigated by Feireisl et al. in [7] . According to the definition of weak solutions for the compressible flow of liquid crystals, it is easy to see that
so the weak solution d actually solves the third equation of (1.1) (or (1.4)) in the strong sense. Consequently, we can combine the arguments of Feireisl et al. in [7] with the energy estimates for parabolic equation to obtain the desired relative entropy inequality. The sizes of the positive constants µ, λ, and θ do not play important roles in our proofs, we shall therefore assume, for simplicity, that 6) throughout this paper. In addition, to simplify the notations, we always set
in which A, B, and C are vectors in R 3 . The paper of the rest is organized as follows. In the next section, we recall the definitions of weak and strong solutions to the compressible flow of liquid crystals for two kinds of models and state the main results. Section 3 is devoted to the derivation of the relative entropy inequality and the proof of Theorem 2.1. Finally, we prove Theorem 2.2 in Section 4.
Main results
{ρ, u, d} is a finite energy weak solution (see [21, 24] ) to the initial-boundary value problem (1.1)-(1.3), if, for any T > 0,
, and any τ ∈ [0, T ] ; • Momentum equations (1.1) 2 are satisfied in the sense of distributions, specifically,
• Equations (1.1) 3 are replaced by a family of integral identities
, ϕ| ∂Ω = 0, and any τ ∈ [0, T ]. • The energy inequality
holds for a.e. τ ∈ [0, T ], where
The existence of global-in-time finite energy weak solutions to the initial-boundary problem (1.1)-(1.3) with the adiabatic exponent γ > 3 2 was established in [23, 25] , provided there exists a positive constant
{ρ,ũ,d} is called a classical (strong) solution to the initial-boundary problem (1.1)-
andρ,ũ,d satisfy equation (1.1), together with the boundary conditions (1.3). Observe that hypothesis (2.5) requires the following regularity properties of the initial data :
We are now ready to state the first result of this paper.
Theorem 2.1. Let Ω ∈ R 3 be a bounded domain with a boundary of class C 2+κ , κ > 0, and γ > 1. Suppose that {ρ, u, d} is a finite energy weak solution to the initial-boundary problem (1.1)-(1.3) in (0, T ) × Ω in the sense specified above, and suppose that {ρ,ũ,d} is a strong solution emanating from the same initial data (2.6).
Then ρ ≡ρ, u ≡ũ, d ≡d.
In a similar way, we define the finite energy weak solution {ρ 1 , u 1 , d 1 } to the initialboundary value problem (1.4), (1.2), and (1.5) in the following sense : for any T > 0,
Remark 2.1. In the derivation of energy inequality (2.7), we have used the fact that |d 1 | = 1 to get 
, together with the boundary conditions (1.5). Observe that hypothesis (2.8) requires the following regularity properties of the initial data :
We now end up this section with another result of this paper.
Theorem 2.2.
Let Ω ∈ R 3 be a bounded domain with a boundary of class C 2+κ , κ > 0, and γ > 1. Suppose that {ρ 1 , u 1 , d 1 } is a finite energy weak solution to the initial-boundary value problem (1.4), (1.2) and (1.5) in (0, T ) ×Ω in the sense specified above, and suppose that {ρ 1 ,ũ 1 ,d 1 } is a strong solution emanating from the same initial data (2.9).
Then
Proof of Theorem 2.1
Motivated by the concept of relative entropy in [7] , we first define relative entropy
In this section, we are going to deduce a relative entropy inequality satisfied by any weak solution to the initial-boundary value problem (1.1)-(1.3). To this end, consider a triple {ρ,ũ,d} of smooth functions,ρ bounded away from zero in [0, T ] ×Ω,ũ| ∂Ω = 0, andd| ∂Ω = d 0 (x). In addition,ũ andd solve the third equation of (1.1).
Noticing that the boundary conditions for d andd are inhomogeneous, i.e. d| ∂Ω = d| ∂Ω = d 0 (x), we should adapt and modify the arguments in [7] to build up the relative entropy inequality. More regularity of d allows us to make use of energy estimates for parabolic equation, which help us overcome the difficulty due to the inhomogeneous boundary conditions. Consequently, combining the arguments in [7] with the energy estimates for parabolic equations yields the desired relative entropy inequality.
To begin with, we takeũ as a test function in the momentum equation (2.2) to obtain
Second, we can use the scalar quantity ϕ = 1 2 |ũ| 2 and ϕ = Π ′ (ρ), respectively, as test functions in the continuity equation (2.1) to get
Since (u, d) solves the third equation of (1.1) in the strong sense, it is easy to see that
Multiply the above equation by (△d − △d) and integrate over Ω × (0, τ ), we have
Finally, multiplying the third equation of (1.1) by △d − f(d) gives
Summing up the relations (3.3)-(3.6) with the energy inequality (2.4), we infer that
where we have used (3.7). By virtue of the definition (3.2) of Π, it is easy to see that
As a consequence, we deduce from the identities
and (3.8) that the desired relative entropy inequality holds :
10)
In what follows, we shall finish the proof of Theorem 2.1 by applying the relative entropy inequality (3.9) to {ρ,ũ,d}, where {ρ,ũ,d} is a classical (smooth) solution of the initial-boundary value problem (1.1), (2.6), and (1.3), such that
Accordingly, the integrals depending on the initial data on the right-hand side of (3.9) vanish, and we apply a Gronwall type argument to deduce the desired result, namely, ρ ≡ρ, u ≡ũ, d ≡d.
Our purpose is to examine all terms in the remainder (3.10) and to show that they can be "absorbed" by the left-hand side of (3.9).
Compared with [7] , we should remark that the main difficulty comes from the coupling and interaction between the velocity field u and the direction field d. Moreover, in the context of the weak-strong uniqueness, we only assume the adiabatic exponent γ > 1, but not γ > 3/2 as in [7] .
Similar to the proof of Theorem 2.1 in [26] (see also [7] ), we use (3.11) to find that
After a tedious but straightforward computation, it follows from (3.12) that
Consequently, it follows from the definitions of R d and R c that
In order to prove the weak-strong uniqueness property, we have to estimate the remainder R. As for R d . Since the procedures are almost same as that in [26] (see also [7] ), we just follow [26] , list the outlines, and skip the details. In the sequel, we are going to focus on the estimation of R c .
From (2.6), it is clear to see that
Here and hereafter C stands for a generic constant, which may change from line to line. Letg
Obviously, we have
Similar to that in [26] (see also [7] ), we make use of Hölder's inequality and Sobolev's inequality to show that
for any δ > 0. On the other hand, noticing that
we conclude from the definition of relative entropy
Next, we continue to estimate R c . Note that 3.20) and the fact that f is smooth, we have
] for any δ > 0, where we have used Sobolev's inequality. It follows from Hölder's inequality that
Finally, (3.20) and the fact that f is smooth imply that
Summing up relations (3.9)-(3.24), we conclude that the relative entropy inequality yields the desired conclusion
Thus, Theorem 2.1 immediately follows from Gronwall's inequality.
Proof of Theorem 2.2
This section is devoted to proving the weak-strong uniqueness property for the initialboundary value problem (1.4), (1.2), and (1.5). Compared with the problem discussed in Section 3, we would like to point out two points : (i) The term |∇d 1 | 2 d 1 in the third equation of (1.4) has higher nonlinearity than f(d) in the third equation of (1.1), so that more regularity results should be obtained to overcome the difficulty caused by |∇d 1 | 2 d 1 .
(ii) Different from d| ∂Ω = d 0 (x), we now have homogeneous Neumann boundary condition for d 1 at hand, namely, ∂d 1 ∂ν | ∂Ω = 0, which implies that a modified relative entropy is required to prove the weak-strong uniqueness property for the initial-boundary value problem (1.4), (1.2), and (1.5). To be precise, we define relative entropy
with respect to {ρ 1 ,ũ 1 ,d 1 }, as
where Π is defined by (3.2), {ρ 1 , In addition,ũ 1 andd 1 solve the third equation of (1.4). We first establish the relative entropy inequality. For this purpose, takeũ 1 as a test function in the momentum equation to obtain
Second, we can use the scalar quantity 1 2 |ũ 1 | 2 and Π ′ (ρ 1 ), respectively, as test functions in the continuity equation to get
(4.4) Notice that (u 1 , d 1 ) solves the third equation of (1.4) in the strong sense, we have for almost everywhere
Multiplying the above equation by (d 1 −d 1 ) and (△d 1 −△d 1 ), respectively, and integrating by parts, we obtain
Similarly, we multiply the third equation of (1.4) by
Summing up the relations (4.2)-(4.6) with the energy inequality (2.7), we infer that
where we have used (4.7). Thus, we proceed the similar procedures as in the previous Section to obtain the desired relative entropy inequality
Similar to the proof of Theorem 2.1, we shall finish the proof of Theorem 2.2 by applying the relative entropy inequality (4.9) to {ρ 1 ,ũ 1 ,d 1 }, where {ρ 1 ,ũ 1 ,d 1 } is a classical (smooth) solution of the initial-boundary value problem (1.4), (2.6), and (1.5), such that
As a result, the integrals depending on the initial data on the right-hand side of (4.9) vanish, and we apply a Gronwall type argument to deduce the desired result, namely,
To complete the proof, we have to examine all terms in the remainder (4.10) and to show that they can be "absorbed" by the left-hand side of (4.9). From (2.6), it is clear to see that
(4.13)
Similar to (3.18) , it follows that
for any δ > 0. We proceed in a same way as the derivation of (3.19) to find that
Now we are going to estimate R 1c . From (4.12), a direct calculation gives
where 
L ∞ (Ω) E 1 , for any δ > 0. In a similar way, we also obtain Finally, Cauchy inequality and the definition of the relative entropy E 1 give
Likewise, we get
Moreover, by applying the quasilinear equations of parabolic type estimates (see [13] Chapter VI, Section 3) to the third equation of (1.4) and a density argument, we have 
where h 1 ∈ L 1 (0, T ). Thus, Theorem 2.1 immediately follows from Gronwall's inequality. 
