We give an explicit integral formula for the Dunkl kernel associated to root system of type A 2 and parameter k > 0, by exploiting recent result in [1] .
Introduction
In this paper we mainly focus on Dunkl kernels associated to root systems of type A, for a purpose of finding an explicit representation integrals for these functions, following our recent work on symmetric case. We outline here a simple method that leads us to such formulas for the A 2 root system and provide a short and elementary proof of Dunkl's formula for the intertwining operator established in [2] for parameter k > 1/2. General references are [2, 3, 4, 5, 7, 8, 9] .
Following the notations given in [1] , letting V be the hyperplane, V = {(x, y, z) ∈ R 3 ; x + y + z = 0} and the root system R = {±(e 1 − e 2 ), ±(e 1 − e 3 ), ±(e 2 − e 3 )} where (e 1 , e 2 , e 3 ) is the standard basis of the Euclidean space R 3 . Fixe (e 1 − e 2 , e 2 − e 3 ) as the basis of simple root and C the corresponding fundamental Weyl chamber, C = {λ = (λ 1 , λ 2 λ 3 ); λ 3 < λ 2 < λ 1 }.
The Weyl group is isomorphic to the symmetric group S 3 . The Dunkl operators are given by
where k is a positive real parameter and s i,j acts on functions of vaiables (x 1 , x 2 , x 3 ) by interchanging the variables x i and x j . The Dunkl kernel E k (., y), y ∈ R 3 , characterized by being the unique solution of the following eigenvalue problem T i (E k (., y))(x) = y i E k (x, y); E(0, y) = 0, i = 1, 2, 3.
for all λ = (λ 1 , λ 2 , λ 3 ) ∈ V ∩ C and µ ∈ R 3 , where
Recall here that
In the next section we shall use this fact to construct an integral formula for E k . The following theorem is the main result of this article.
Theorem 1. The Dunkl kernel of type A 2 has the following integral formula
for all λ ∈ V ∩ C and µ ∈ R 3 .
Outline the proof
An interesting relation between J k and J k+1 is given in ( [6] , p.369 ) by the following functional equation
where
. This together with Proposition 1.4 of [4] implies
Combining (2.2) with (1.1) yields for all µ ∈ R 3 and λ ∈ V
where σ = s 1,3 s 1,2 . This is a starting point from which we have the following Lemma 1. Let λ ∈ V and T be the operator
Then we have
The proof is a straightforward calculation which we shall omit. However, to obtain our integral formula for E k , it therefore comes down to express the following terms with suitable integrals
We will need to use the following classical equations of the modified Bessel function
and the following facts:
First, from (2.4) we have
and by using integration by parts,
Making use of (2.5) we have
and by integration by parts one-time,
Note that the condition k > 0 is not sufficient to make an integration by parts again using the derivative operators ∂ ν 1 + ∂ ν 2 or ∂ ν 1 − ∂ ν 2 , because the appearance of ∂ 2 ν 1 W k+1 and ∂ 2 ν 2 W k+1 . However, we see that
Thus from (2.9) and integration by parts we obtain
which is a nice integral formula for (i).
Next, using (2.6)and (2.7) with integration by parts,
For (iv) we make use of the fact that
and write
Proceeding as for the integral representation of (i), we have
On the other hand, by using (2.5) and (2.8) with integration by parts,
As we noted above for the use of integration by parts a second time, we can do it by the following observations
From these calculations it follows that
By the fact that
we also have
By virtue of these integral formulas we obtain
Put a(λ) = λ 1 λ 2 + λ 1 λ 3 + λ 2 λ 3 and b(λ) = −λ 1 λ 2 λ 3 , we have
We finally obtain
where,
This conclude the proof of Theorem the main result. Now if we equippped the space V with the basis ( e 1 − e 3 , e 2 − e 3 ) and with the Lebesgue measure dν = dν 1 dν 2 , then we can state 
where co(λ) = {ν ∈ V, λ 3 ≤ ν 1 , ν 2 , ν 3 ≤ λ 1 }, the convex hull of the orbit G.λ and the function F k is given by 2 (2y + λ 1 − λ 2 ) − 6y(x − λ 1 )(x − λ 2 )
if max(|y|, |x − λ 2 |) ≤ min(x − λ 3 , λ 1 − x) and equal 0 otherwise.
Proof. Recall that
Inserting these into (1.2) and making use the change of variables:
with Fubuni's Theorem, we obtain E k (µ, λ) = R R e (µ 1 +µ 2 −2µ 3 )x+(µ 1 −µ 2 )y F k (x, y, λ)dxdy (2.11)
Now, the change of variables
(2.12)
To achieve the proof we use that ν ∈ V; max |ν 1 − ν 2 | 2 , ν 1 + ν 2 2 − λ 2 ≤ min ν 1 + ν 2 2 − λ 3 , λ 1 − ν 1 + ν 2 2 = co(λ).
