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By modifying and combining algorithms in symbolic and numerical computation, we
propose a real-root-counting based method for deciding the feasibility of systems of
polynomial equations. Along with this method, we also use a modified Newton operator to
efficiently approximate the real solutions when the systems are feasible. The complexity
of our method can be measured by a number of arithmetic operations which is singly
exponential in the number of variables.
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1. Introduction
Solving systems of polynomial equations using computer is of great interest in both industrial and academic areas. In
the literature of numerical analysis, there are many classical methods such as the Newtonmethod, the simplex method and
the homotopy method for solving polynomial systems numerically. On the other hand, many new algorithms [1–6] with
lower complexity have been proposed for deciding the feasibility of systems of polynomial equations and inequalities after
the work of Tarski [7], which is well known to have hyper-exponential complexity. In particular, based on the real Turing
machine [8,9], Cucker and Smale [5] gave an algorithm with singly exponential complexity for deciding the feasibility of
systems of polynomial equations.
Isolating the real solutions of polynomial equation(s) is an important topic in computational real algebra from the
viewpoint of symbolic computation. Isolating the real roots of a univariate polynomial relies on algorithms for counting
real roots in an interval [10]. Analogously, we can achieve the goal of isolating the real solutions of multivariate polynomial
equations by combining the subdivisionmethodwith the algorithm for counting the real solutions of the system in a region.
Such algorithms for real-root-counting exist (e.g., [11,12]). In this paper, we would like to use the method of Pedersen
et al. [11] and provide an upper bound for the number of bisections in terms of a newly defined auxiliary quantity.
When all the real solutions have been isolated, the feasibility of the given system is determined. To approximate the
solutions faster, we employ a numerical method—a modified Newton method. The original version of this Newton method
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was proposed in [5]. It involves approximate computations of many auxiliary quantities such as Lf , α(f , x) and β(f , x). Note
that the original definitions of Lf , α(f , x) and β(f , x) are complicated and can be found in [5]. However, in our method, we
avoid defining and approximating such complicated auxiliary quantities.
The complexity of our method to decide the feasibility of systems of polynomial equations and to approximate their real
solutions is measured by a number of arithmetical operations, which is proved to be singly exponential in the number of
variables and an intrinsic quantity (i.e., a newly defined condition number).
This paper is organized as follows. In Section 2,we first describe the algorithmproposed in [11] for counting real solutions
of systems of polynomial equations inside a real semi-algebraic constraint region and also an algorithm for isolating the
real roots. In Section 3, we introduce a modified Newton method and give an upper bound for the number of bisections.
In Section 4, we first propose our real-root-counting based algorithm with complexity analysis for deciding the feasibility
and approximating the real solutions of systems of homogeneous polynomial equations, and then extend this algorithm to
general cases. In Section 5, we conclude our paper.
2. An algorithm for counting real roots
The number of distinct real roots of a univariate polynomial in an interval can be determined by some results such as
Sturm’s theorem and Descartes’ rule of signs [13,10]. For systems of multivariate polynomial equations, we employ the
method proposed in [11] in this section.
Let f1, . . . , fk ∈ R[x1, . . . , xn] (i.e., a polynomial ring over R) be real polynomials, I = ⟨f1, . . . , fk⟩ ⊆ R[x1, . . . , xn] be the
ideal generated by the given polynomials, and VR(I) be the set {x ∈ Rn : fi(x) = 0, i = 1, . . . , k}, where x = (x1, . . . , xn).
Suppose that A = R[x1, . . . , xn]/I is a finite-dimensional vector space. For any f ∈ A, we may consider the vector space
endomorphism induced by multiplication with f , which is denoted by mf ∈ EndR(A). This defines a homomorphism
m : A → EndR(A), so thatmfmg = mfg . Note thatmf is a real matrix here and please refer to [11] for details.
We define a symmetric bilinear form S : A×A → R by S(f , g) = Tr(mfmg) = Tr(mfg), where Tr(M) denotes the trace of
the matrixM . For a given basis B = {wj} of A, the associated matrixM for S with respect to B is given byMi,j = Tr(mwimwj).
Similarly, for each polynomial h, we can construct a bilinear form as Sh(f , g) = S(hf , g) = Tr(mfgh). The associated matrix
Mh for Sh with respect to B is given by (Mh)i,j = Tr(mhwiwj). Obviously, Mh is a real symmetric matrix implying that all its
eigenvalues are real.
Recall from [11] that if I is a zero-dimensional ideal, then for any h ∈ R[x],
σ(Mh) = ♯{x ∈ VR(I) : h(x) > 0} − ♯{x ∈ VR(I) : h(x) < 0}, (1)
where σ(Mh) denotes the signature ofMh [11,14] and for a set S, ♯S denotes the number of elements in S.
Let Rn = H+ ∪ H− ∪ VR(h), where H+ = {x ∈ Rn : h(x) > 0} and H− = {x ∈ Rn : h(x) < 0}. Using Eq. (1),
♯VR(I) ∩ H+, ♯VR(I) ∩ H− and ♯VR(I) ∩ VR(h) can be determined by the following relation1 1 1
0 1 −1
0 1 1
♯VR(I) ∩ VR(h)♯VR(I) ∩ H+
♯VR(I) ∩ H−
 =  σ(M1)σ (Mh)
σ (Mh2)

. (2)
As a preprocessing of computingMh, amonomial basis B of A is constructed byGröbner basis computing [13,15,16]. As our
discussion is restricted to the zero-dimensional case, the complexity of this preprocessing is well known to be a polynomial
in degree d and the numberm of the input polynomials and singly exponential in the number n of variables. More precisely,
the complexity ismO(1)(dn)O(n).
Making use of Eq. (2) and Ben-Or et al.’s trick [17], Pedersen et al. [11] gave the CRZ-algorithm (i.e., ‘‘Counting Real
Zeros’’ algorithm) for counting the real zeros of a system in any real semi-algebraic constraint region, whose computational
complexity is singly exponential in the number of constraints.
Remark 1. For a detailed description of the CRZ-algorithm, please refer to [11]. Here, we just provide a brief version of the
CRZ-algorithm. For this, we assume that a real semi-algebraic constraint region is defined to be
P = {x ∈ Rn : h1(x)ε1, . . . , hs(x)εs},
where hj(x) is a polynomial and εj ∈ {> 0,= 0, < 0} for j ∈ {1, . . . , s}. Moreover, for ε = (ε1, . . . , εs) ∈ {> 0,= 0, < 0}s,
let cε(F ,H) = ♯{x ∈ VR(I) : hiεi, 1 ≤ i ≤ s}. The CRZ-algorithm (i.e., ‘‘Counting Real Zeros’’ algorithm) which outputs the
set of CRZ(F ,H) = {cε(F ,H) : ε ∈ {> 0,= 0, < 0}s} is briefly described as follows.
– Compute PM(F ,H) = {mhi : 1 ≤ i ≤ s}.
– For 1 ≤ j ≤ s, knowing the CRZ(F ,HJ), where HJ having j elements, compute the CRZ(F ,HJ ′),HJ ′ having j′ elements and
HJ ⊂ H ′J . 
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Let C(Rn) be an n-dimensional unit cube in Rn, that is, C(Rn) = {x ∈ Rn : |xi| ≤ 1}. Applying the subdivision method
and the CRZ-algorithm, we can propose an algorithm (Isolation-algorithm) to isolate the real roots of a given system of
polynomial equations in C(Rn) as follows.
(1) Let s := 2, R := {C(Rn)}, and R′ := ∅.
(2) For each n-dimensional cube in R, count real roots of the system in the cube by the CRZ-algorithm. If the number is 1,
remove this cube from R and put it into R′; if the number is 0, remove this cube from R directly; if the number is larger
than 1, a further subdivision should be done in (3).
(3) For the remaining cubes in R, let s := s/2 and divide each cube in R into 2n cubes with side-length s (i.e., subdivide each
cube by bisecting each side).
(4) Let R be the set of these new cubes and go to (2).
Obviously, the algorithm is correct in the sense that the given system of polynomial equations has finite number of real
roots in C(Rn). Moreover, after a finite number of subdivision steps, the algorithm eventually terminates and each cube in
R′ contains exactly one real root of the system. Note that some upper bounds on the number of required subdivision steps
will be discussed in the following sections.
3. A modified Newton method
Using the Moore–Penrose inverse [5], the Newton method [18] can be generalized to globally search for zeros of maps
f : Rn → Rm, n ≥ m. Let f : Rn → Rm be analytic and x ∈ Rn be a point such that the derivative Df (x) : Rn → Rm
is surjective. Thus the Moore–Penrose inverse Df (x)Ď of Df (x) is well defined and the Newton operator at x can be defined
to be
Nf (x) = x− Df (x)Ďf (x).
The goal of this section is to analyze the convergence rate of the iteration of the Newton operator and to estimate the
upper bound of the number of bisections. To do so, for arbitrary x ∈ Rn and z ∈ Rn, we construct a sequence {xk}+∞k=1 and
define an operator norm based auxiliary quantity r(f , z) as follows:
x0 = x;
xi+1 = Nf (xi);
r(f , z) =
supk≥2
Df (z)ĎDkf (z)k!

1
k−1
, if Df (x) is surjective;
+∞, otherwise.
For reaching the goal of analyzing the convergence rate of the Newton operator, we need the following lemma [19] as a
preparation.
Lemma 1 ([19]). If u = r(f , z)‖z ′ − z‖2 < 1−
√
2
2 , then
‖DF(z ′)ĎDf (z)‖ ≤ (1− u)
2
2(u− 1)2 − 1 .
Now, based on Lemma 1, we would like to introduce the following proposition which describes the convergence rate of
the Newton operator.
Proposition 1. Let u(f , x, ξ) = r(f , ξ)‖x− ξ‖2, where f (ξ) = 0. If u(f , x, ξ) < 3−
√
7
2 , i.e., ‖x− ξ‖2 < 3−
√
7
2r(f ,ξ) , then
(1) ‖Nf (x)−ξ‖2 ≤ r(f ,ξ)2(1−u(f ,x,ξ))2−1‖x−ξ‖22 = u(f ,x,ξ)2(1−u(f ,x,ξ))2−1‖x−ξ‖2 ≤ 12‖x−ξ‖2, implying that u(f ,Nf (x), ξ) ≤ u(f , x, ξ) <
3−√7
2 ;
(2) ‖Nkf (x)− ξ‖2 ≤

u(f ,x,ξ)
2(1−u(f ,x,ξ))2−1
2k−1 ‖x− ξ‖2 ≤  12 2k−1 ‖x− ξ‖2, implying that u(f ,Nkf (x), ξ) ≤ u(f , x, ξ) < 3−√72 .
Proof. (1) Expanding f (x) at ξ by Taylor’s formula, we have
f (x) = f (ξ)+
+∞−
k=1
Dkf (ξ)
k! (x− ξ)
k.
Expanding Df (x) at ξ by Taylor’s formula, we have
Df (x) = Df (ξ)+
+∞−
k=2
Dkf (ξ)
(k− 1)! (x− ξ)
k−1.
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Thus, we have
‖Nf (x)− ξ‖2 = ‖x− Df (x)Ďf (x)− ξ‖2
= ‖Df (x)Ď (Df (x)(x− ξ)− f (x)) ‖2
=
+∞−
k=1
(k− 1)Df (x)ĎD
kf (ξ)
k! (x− ξ)
k

2
=
+∞−
k=1
(k− 1)Df (x)ĎDf (ξ)Df (ξ)ĎD
kf (ξ)
k! (x− ξ)
k

2
≤
+∞−
k=1
(k− 1)‖Df (x)ĎDf (ξ)‖ ‖x− ξ‖2u(f , x, ξ)k−1.
In addition, from Lemma 1, we know
‖Nf (x)− ξ‖2 ≤ (1− u(f , x, ξ))
2
2(u(f , x, ξ)− 1)2 − 1‖x− ξ‖2
+∞−
k=1
(k− 1)u(f , x, ξ)k−1
= u(f , x, ξ)
2(1− u(f , x, ξ))2 − 1‖x− ξ‖2
= r(f , ξ)
2(1− u(f , x, ξ))2 − 1‖x− ξ‖
2
2.
Due to the assumption that u(f , x, ξ) < 3−
√
7
2 , 2u(f , x, ξ)
2−6u(f , x, ξ)+1 > 0 and then 2u(f , x, ξ)2−4u(f , x, ξ)+1 > 0,
implying that u(f ,x,ξ)
2(1−u(f ,x,ξ))2−1 ≤ 12 . Hence, we also have
‖Nf (x)− ξ‖2 ≤ u(f , x, ξ)2(1− u(f , x, ξ))2 − 1‖x− ξ‖2 ≤
1
2
‖x− ξ‖2.
Thus,
u(f ,Nf (x), ξ) = r(f , ξ)‖Nf (x)− ξ‖2 ≤ 12 r(f , ξ)‖x− ξ‖2
= 1
2
u(f , x, ξ) <
3−√7
2
.
(2) We can prove the second part by induction.
– When k = 0, it is obvious.
– For all k ≥ 1, let us suppose that
‖Nk−1f (x)− ξ‖2 ≤

u(f , x, ξ)
2(1− u(f , x, ξ))2 − 1
2k−1−1
‖x− ξ‖2 ≤

1
2
2k−1−1
‖x− ξ‖2.
Thus,
u(f ,Nk−1f (x), ξ) = r(f , ξ)‖Nk−1f (x)− ξ‖2 ≤

1
2
2k−1−1
r(f , ξ)‖x− ξ‖2
=

1
2
2k−1−1
u(f , x, ξ) ≤ u(f , x, ξ) < 3−
√
7
2
.
Applying the result in Part (1), we have
‖Nkf (x)− ξ‖2 ≤
r(f , ξ)
2(1− u(f ,Nk−1f (x), ξ))2 − 1
‖Nk−1f (x)− ξ‖22
≤ r(f , ξ)
2(1− u(f ,Nk−1f (x), ξ))2 − 1

u(f , x, ξ)
2(1− u(f , x, ξ))2 − 1
2k−2
‖x− ξ‖22
= r(f , ξ)‖x− ξ‖
2(1− u(f ,Nk−1f (x), ξ))2 − 1

u(f , x, ξ)
2(1− u(f , x, ξ))2 − 1
2k−2
‖x− ξ‖2.
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In addition, since u(f ,Nk−1f (x), ξ) ≤ u(f , x, ξ) < 3−
√
7
2 , we have
0 < 2(1− u(f , x, ξ))2 − 1 ≤ 2(1− u(f ,Nk−1f (x), ξ))2 − 1.
Thus,
u(f ,Nk−1f (x), ξ) ≤
r(f , ξ)‖x− ξ‖
2(1− u(f , x, ξ))2 − 1

u(f , x, ξ)
2(1− u(f , x, ξ))2 − 1
2k−2
‖x− ξ‖2
=

u(f , x, ξ)
2(1− u(f , x, ξ))2 − 1
2k−1
‖x− ξ‖2
≤

1
2
2k−1
‖x− ξ‖2,
implying that
u(f ,Nkf (x), ξ) = r(f , ξ)‖Nkf (x)− ξ‖ ≤

1
2
2k−1
r(f , ξ)‖x− ξ‖2
=

1
2
2k−1
u(f , x, ξ) ≤ u(f , x, ξ) < 3−
√
7
2
. 
From Proposition 1, if f (ξ) = 0,Df (ξ) is surjective and u(f , x, ξ) = r(f , ξ)‖x − ξ‖2 satisfies u(f , x, ξ) < 3−
√
7
2
i.e., ‖x− ξ‖2 < 3−
√
7
2r(f ,ξ)

, then ‖Nkf (x)− ξ‖2 ≤
 1
2
2k−1 ‖x− ξ‖2, implying that {Nkf (x)}+∞k=1 is convergent to ξ.
Suppose that Df (ξ) is surjective for all ξ ∈ Rn satisfying f (ξ) = 0. Letting
r = max
{ξ∈Rn:f (ξ)=0}
r(f , ξ),
we have the following two corollaries.
Corollary 1. If ξ and ξ′ satisfy f (ξ) = 0 and f (ξ′) = 0, then ξ and ξ′ can be isolated by a sphere with radius 3−
√
7
2
1
r
i.e., ‖ξ − ξ′‖2 > (3−
√
7) 1r

.
Corollary 2. For the Isolation-algorithm, the number of required subdivisions is bounded by log

4r
√
n
3−√7

.
Proof. By Corollary 1 we know that there is at most one real root in a cube with side-length 3−
√
7
2
1
r
√
n . Then the Isolation-
algorithm halts for any s < 3−
√
7
2
1
r
√
n . Let l be the smallest integer such that 2
−l ≤ 3−
√
7
2
1
r
√
n ≤ 2−l+1. Then 2l ≤ 4r
√
n
3−√7 and
this implies that l ≤ log

4r
√
n
3−√7

. 
Clearly, making use of Proposition 1 and Corollary 1, we can approximately search a zero of f in a cube of side-length
3−√7
2
1
r
√
n .
4. Real-root-counting based algorithms and complexity
In this section, we first propose a real-root-counting based algorithm for deciding the feasibility and approximating the
real solutions of systems of homogeneous polynomial equations and analyze the complexity on a newly defined condition
number. Note that the condition number defined here is in the sense that the condition number associated with a problem
is a measure of the problem’s amenability to digital computation, that is, how numerically well posed the problem is: a
problem with a low condition number is said to be well conditioned, while a problem with a high condition number is said
to be ill conditioned [20]. Then, we extend this algorithm to general cases.
Let f1, . . . , fm ∈ R[x1, . . . , xn] be homogeneous polynomials with degree d1, . . . , dm, respectively. Obviously, f =
(f1, . . . , fm) can be considered both as a system and as a map from Rn to Rm. For a given d = (d1, . . . , dm), we denote
the set of such systems by Hd. For a given system f = (f1, . . . , fm) ∈ Hd of the form fi = ∑|α|=di aαxα , the number of
aα is at most q = ∑mi=1  di+nn . We can regard these aαs as a vector in Rq (i.e., (aα) ∈ Rq). By defining a norm for fi to be
‖fi‖1 =∑|α|=di |aα|, we can define a norm for f to be ‖f ‖ = ∑mi=1 ‖fi‖21. In addition, letD = max{d1, . . . , dm} and B(Rn) =
{x ∈ Rn : max1≤i≤n |xi| = 1}, which is a union of 2n(n− 1)-dimensional cubes. That is, B(Rn) = ∪ni=1 Bi(Rn)
∪ni=1 B′i(Rn),
where Bi(Rn) = {x ∈ B(Rn) : xi = 1} and B′i(Rn) = {x ∈ B(Rn) : xi = −1}.
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Definition 1. For a given system f of polynomials, f is feasible if there is a point x ∈ Rn, x ≠ 0, such that f (x) = 0. Otherwise,
f is infeasible.
Definition 2. For a given system f of homogeneous polynomials and a given point x ∈ Rn, we define an auxiliary quantity
k(f , x) = max{1, ‖f ‖ ‖Df (x)Ď‖},
which is called a condition number defined for Df at x. Let
µ(f ) = max
{x∈B(Rn):f (x)=0}
k(f , x)
and call it a condition number defined for Df (x) in B(Rn).
Note that in Definition 2 we do not define a condition numberµ(f ) for the case where f is infeasible (i.e., there is no real
root of f in B(Rn)). However, we can easily extend the definition of µ(f ) for this case by letting µ(f ) = 1.
Although infeasibility can be directly checked by using CRZ-algorithm, in this paper we would like to introduce a new
condition for infeasibility to make such check simpler. Hereby, we need some preparations.
First, we describe the bound for each ‖Dkf (x)‖ as follows.
Proposition 2 ([5]). Let f (x) =∑ aβxβ be a homogeneous polynomial with degree N, then
(1) ‖Df (x)‖ ≤ N‖f ‖1‖x‖N−1∞ ;
(2) ‖Dkf (x)‖ ≤ N(N − 1) · · · (N − k+ 1)‖f ‖1‖x‖N−k∞ .
Here, for a point x ∈ Rn, ‖x‖∞ = max1≤i≤n |xi|.
Second, we introduce the definition of a grid as follows.
Definition 3 ([5]). Let G be a finite set of points in B(Rn). We say that G is a grid of mesh of size s, if for each y ∈ B(Rn), there
is an x ∈ G such that ‖x− y‖∞ ≤ s.
In this paper, for a given grid of mesh of size s, we separate B(Rn) into 2n(⌊ 1s ⌋ + 1)n−1 regions which are (n − 1)-
dimensional cubes and compute a grid of mesh of size s by choosing their centers. Here, for a real number x, ⌊x⌋ denotes the
largest integer smaller than or equal to x.
Now, based on the above proposition and definition, our new condition for infeasibility can be described in the following
proposition.
Proposition 3. Let G be a grid in B(Rn) of mesh of size s and f ∈ Hd. If ‖f (x)‖∞ > sD‖f ‖ for all x ∈ G, then f is infeasible.
Proof. Suppose that there exists a point x′ ∈ B(Rn) such that f (x′) = 0. Let x ∈ G with ‖x − x′‖∞ ≤ s. Then, by the mean
value theorem and Proposition 2, for each i = 1, . . . ,m, |fi(x)| = |fi(x) − fi(x′)| = |Dfi(ξ)(x − x′)| ≤ di‖fi‖1‖(x − x′)‖∞.
Therefore, ‖f (x)‖∞ ≤ sD‖f ‖ contradicting ‖f (x)‖∞ > sD‖f ‖. Thus, f is infeasible. 
Intuitively, the condition mentioned in Proposition 3 can be easily checked. Now, combining the Isolation-algorithm
with the modified Newton method, we can propose Algorithm 1 with input (aα) ∈ Rq to decide the feasibility of a system of
homogeneous polynomial equations and to approximate its real solutions as follows.
(1) Let R := {B1(Rn), . . . , Bn(Rn), B′1(Rn), . . . , B′n(Rn)} and s := 1.
(2) Compute a grid G in B(Rn) of mesh of size s, i.e., G = ∪ni=1{xi}
∪ni=1{x′i}, where xi is the center of Bi(Rn) and x′i is the
center of B′i(Rn).
(3) If ‖f (x)‖∞ > sD‖f ‖ for all x ∈ G, halt and return infeasible.
(4) Use the CRZ-algorithm for each (n− 1)-dimensional cube in R.
(5) If the number of real roots in the cube is 1, return feasible, and use the Newton method to compute an approximate
point up to a given precision. If the number of real roots in each cube of R is 0, return infeasible.
(6) Let s := s2 , divide each cube containing at least two real roots into 2n−1 cubes with side-length s.
(7) Let R be the set of these new cubes and go to (4).
For a system f of homogeneous polynomials, the number of the real roots in B(Rn) equals the number of the real roots
in the unit sphere S(Rn) = {x ∈ Rn : ∑ni=1 x2i = 1}. Since S(Rn) is defined by one polynomial, the complexity of counting
real roots in S(Rn) can be done in a polynomial time. Thus, in addition to preprocessing, the feasibility of a system of
homogeneous polynomials can be decided in a polynomial time.
Now two other problems occur. The first one is, how to deal with the case that the Newton method does not converge.
The second is, for Algorithm 1, how many subdivisions are needed to isolate the real solutions of f , if f is feasible.
For solving the first problem, we fix a number for times of iteration. Observing the inequality satisfied by the iterative
sequence in Proposition 1, for a given precision ε and a given gridG ofmesh of size s, we can restrict the number of iterations
to be bounded by p = ⌊log(log(2s)− log ε)⌋ + 1. If the computed sequence does not satisfy the precision condition after p
times of iteration, we exit the iteration step and continue the procedure by bisection.
In order to answer the second problem, we need some preparations.
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Lemma 2 ([9]). Let s ∈ N, then for all k ≥ 2, we have  s2  ≥  sk  1k−1 .
Proposition 4. For f ∈ Hd and x ∈ B(Rn), r(f , x) ≤ k(f , x)D2 and thus
r = max
{x∈B(Rn):f (x)=0}
r(f , x) ≤ max
{x∈B(Rn):f (x)=0}
k(f , x)D2 ≤ µ(f )D2.
Proof. Since x ∈ B(Rn), by Proposition 2,Dkf (x)‖f ‖k!
2 = 1‖f ‖2
m−
i=1
Dkfi(x)k!
2 ≤ 1‖f ‖2
m−
i=1
‖fi‖21

di
k
2
≤ 1‖f ‖2

D
k
2 m−
j=1
‖fi‖21 =

D
k
2
.
By the definitions of r(f , x) and k(f , x), we have,
r(f , x) = sup
k≥2
Df (x)ĎDkf (x)k!

1
k−1
= sup
k≥2
Df (z)Ď‖f ‖Dkf (z)‖f ‖k!

1
k−1
≤ sup
k≥2
Df (x)Ď‖f ‖ 1k−1 sup
k≥2
Dkf (x)‖f ‖k!

1
k−1
≤ k(f , x)

D
k
 1
k−1 ≤ k(f , x)D(D− 1)
2
. 
Corollary 3. For Algorithm 1, the number of required subdivisions is bounded by
log

4µ(f )D2
√
n
3−√7

.
Proof. By Corollary 1 and Proposition 4, the algorithm halts for any values of s satisfying s < 3−
√
7
2
1
µ(f )D2
1√
n . Let l be the
smallest integer such that
2−l ≤ 3−
√
7
2
1
µ(f )D2
1√
n
≤ 2−l+1;
then 2l ≤ 4µ(f )D2
√
n
3−√7 . This implies that l ≤ log

4µ(f )D2
√
n
3−√7

. 
Based on Algorithm 1, we can let its basic step constitute the fourth and fifth steps in Algorithm 1. Thus, we have the
following corollary.
Corollary 4. For Algorithm 1, the number of basic steps is bounded by
2n(bµ(f )D2
√
n)(n−1)
where b is a constant.
Proof. By Corollary 3, we can let l be the largest integer less than log

4µ(f )D2
√
n
3−√7

. Thus the main loop of the algorithm is
executed at most (l + 1) times, associated with s = 1, 2−1, 2−2, . . . , 2−l, respectively. At the ith execution of the loop,
s = 2−i and the unit box B(Rn) is separated into 2n(2i + 1)n−1 cubes. Thus, the total number of basic steps in the algorithm
is at most
2n
l−
i=0
(2i + 1)n−1 ≤ 2n
l−
i=0
2i(n−1)

3
2
(n−1)
= 2n

3
2
(n−1) 2(l+1)(n−1) − 1
2(n−1) − 1
≤ 2n

3
2
2l+1
(n−1)
≤ 2n

12µ(f )D2
√
n
3−√7
(n−1)
. 
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Remark 2. The number of arithmetic operations involved in a basic step is singly exponential in n and polynomial in q,D,m
and p. 
Based on Remark 2, we have the following theorem.
Theorem 1. For f ∈ Hd, there exists an algorithm that either terminates correctly with output:
(1a) ‘‘f is infeasible’’, or
(1b) ‘‘f is feasible’’ and returns all approximate real roots of f up to a given precision,
or outputs
(2) ‘‘f is feasible’’ and does not terminate.
This algorithm does not terminate only if µ(f ) = ∞. Moreover, the complexity of this algorithm is polynomial in µ(f ) and
singly exponential in n.
Proof. This follows from Algorithm 1, Proposition 1, and Corollary 4, and the complexity of the CRZ-algorithm besides the
preprocessing in Section 2. 
Remark 3. The notation of the singly exponential function is used in Theorem 1 due to the fact that limn→∞ n ln nn(1+c) = 0,
where c is an arbitrary but sufficiently small positive constant [20]. 
Now we consider systems in general case. First, we homogenize general real polynomials by introducing a new variable
x0 and denote this new homogeneous system by f ′. Then for f ′, we can make use of Algorithm 1 to decide the feasibility and
to approximate the real solutions. Suppose that x = (x0, . . . , xn) is a real solution of f ′, if x0 ≠ 0, then x′ =

x1
x0
, . . . , xnx0

is
a solution of the original system. Thus, in order to decide the feasibility of the original system, we need to decide whether
x0 ≠ 0. So, we modify Algorithm 1 to Algorithm 2 as follows.
(1) Let R := {B0(Rn+1), . . . , Bn(Rn+1), B′0(Rn+1), . . . , B′n(Rn+1)} and s := 1.
(2) Compute a grid G in B(Rn+1) of mesh of size s, i.e., G = ∪ni=0{xi}
∪ni=0{x′i}, where xi is the center of Bi(Rn+1) and x′i is
the center of B′i(Rn+1).
(3) If ‖f ′(x)‖∞ > sD‖f ′‖ for all x ∈ G, halt and return infeasible.
(4) Use the CRZ-algorithm for each cube Ri in R.
(5) For each Ri, if the number of real roots in Ri is 1, we add the condition x0 = 0 to construct a new region defined by
Ri ∩ {x ∈ Rn+1 : x0 = 0}. If the number of real roots in this new region is zero, return feasible and use the Newton
method to compute an approximate point up to a given precision. If the number of real roots in each Ri or the difference
of the numbers of real roots in Ri and in Ri ∩ {x ∈ Rn+1 : x0 = 0} is zero, return infeasible.
(6) Let s := s2 , divide the cubes containing at least two real roots into 2n cubes with side-length s.
(7) Let R be the set of these new cubes and go to (4).
Similarly, f ′ is a system of homogeneous case, the number of real roots in B(Rn+1) equals the number of real roots
in S(Rn+1), and the number of real roots in B(Rn+1) ∩ {x ∈ Rn+1 : x0 = 0} equals the number of real roots in
S(Rn+1) ∩ {x ∈ Rn+1 : x0 = 0}. Since S(Rn+1) ∩ {x ∈ Rn+1 : x0 = 0} is defined by two polynomials, the feasibility of
f ′ can be decided in a polynomial time.
Moreover, for Algorithm 2, counting real roots in an n-dimensional cube Ri and in a new region Ri ∩ {x ∈ Rn+1 : x0 = 0}
in the fourth step can both be done in a singly exponential time in the number of variables. Further, in order to solve the
problem that the Newton method does not converge, we apply the same technique as mentioned for Algorithm 1.
Therefore, analogously to Theorem 1, we have the following theorem, which is the main contribution of our present
paper.
Theorem 2. For a system f of polynomial equations, there exists an algorithm, which either terminates correctly with output:
(1a) ‘‘f is infeasible’’, or
(1b) ‘‘f is feasible’’ and returns all approximate zeros of f up to a given precision,
or outputs correctly
(2) ‘‘f is feasible’’ and does not terminate.
This algorithm does not terminate only if µ(f ′) = ∞. Here f ′ is the homogenized system of f . Moreover, the complexity of
this algorithm is polynomial in µ(f ′) and singly exponential in n.
5. Conclusion
In this paper, we propose a real-root-counting based algorithm of singly exponential complexity for deciding the
feasibility and for approximating the real solutions of systems of polynomial equations. Following the idea in this paper,
we can similarly discuss the feasibility of affine semi-algebraic systems that contain polynomial equations and inequalities.
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