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Abstract
Today, agricultural vehicles are available that can drive autonomously and follow exact
route plans more precisely than human operators. Combined with advancements in
precision agriculture, autonomous agricultural robots can reduce manual labor, improve
workflow, and optimize yield. However, as of today, human operators are still required
for monitoring the environment and acting upon potential obstacles in front of the
vehicle. To eliminate this need, safety must be ensured by accurate and reliable obstacle
detection and avoidance systems.
In this thesis, lidar-based obstacle detection and recognition in agricultural environ-
ments has been investigated. A rotating multi-beam lidar generating 3D point clouds
was used for point-wise classification of agricultural scenes, while multi-modal fusion
with cameras and radar was used to increase performance and robustness. Two research
perception platforms were presented and used for data acquisition. The proposed meth-
ods were all evaluated on recorded datasets that represented a wide range of realistic
agricultural environments and included both static and dynamic obstacles.
For 3D point cloud classification, two methods were proposed for handling density vari-
ations during feature extraction. One method outperformed a frequently used generic
3D feature descriptor, whereas the other method showed promising preliminary results
using deep learning on 2D range images. For multi-modal fusion, four methods were
proposed for combining lidar with color camera, thermal camera, and radar. Gradual im-
provements in classification accuracy were seen, as spatial, temporal, and multi-modal
relationships were introduced in the models. Finally, occupancy grid mapping was used
to fuse and map detections globally, and runtime obstacle detection was applied on
mapped detections along the vehicle path, thus simulating an actual traversal.
The proposed methods serve as a first step towards full autonomy for agricultural vehi-
cles. The study has thus shown that recent advancements in autonomous driving can be
transferred to the agricultural domain, when accurate distinctions are made between
obstacles and processable vegetation. Future research in the domain has further been
facilitated with the release of the multi-modal obstacle dataset, FieldSAFE.
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Resume
Automatiserede landbrugsmaskiner kan allerede i dag køre autonomt og følge ruteplaner
mere præcist end mennesker. Ved hjælp af præcisionslandbrug og automatisering kan
selvkørende landbrugsmaskiner reducere manuelt arbejde, forbedre det daglige work-
flow og samtidig optimere udbyttet af afgrøder. Der er dog stadig brug for menneskelige
operatører til at monitorere omgivelserne og reagere på eventuelle forhindringer for-
an et køretøj. For at opnå fuldstændigt selvkørende maskiner er der derfor brug for et
sikkerhedssystem, der sikrer præcis og pålidelig detektion og håndtering af forhindringer.
I denne afhandling er lidar-baseret detektion og genkendelse af forhindringer i landbrug
blevet undersøgt og præsenteret. En roterende lidar, der genererer 3D-punktskyer ved
hjælp af adskillige lasere, har været brugt til punktvis klassificering af forhindringer og
strukturer, som er typiske for landbrug. Lidar-teknologien blev desuden kombineret med
kamera og radar for at øge både præcision og robusthed. Til opsamling af data blev der
præsenteret to sensorplatforme samt tilhørende datasæt, der indeholdt både statiske og
dynamiske forhindringer. De udviklede metoder er alle blevet evalueret på baggrund af
de optagne datasæt, der repræsenterede en bred vifte af realistiske landbrugsmiljøer.
Til klassificering af 3D-punktskyer blev der præsenteret to metoder, der begge adres-
serede og håndterede varierende punktdensitet ved beregning af features. Den ene
metode udkonkurrerede en ofte anvendt generisk feature-deskriptor, mens den anden
metode viste lovende foreløbige resultater ved at anvende deep learning på såkaldte
2D-afstandsbilleder. Lidar-teknologi blev desuden kombineret med farvekamera, ter-
misk kamera og radar gennem fire forskellige metoder. Sammen viste de, at tilføjelse
af spatielle, temporale og multimodale sammenhænge gradvist forbedrede klassifika-
tionsraten. Slutteligt blev der præsenteret en metode til at kortlægge detektioner globalt,
mens forhindringer blev detekteret langs køretøjets bane for at simulere en reel kørsel.
De udviklede metoder repræsenterer et første skridt i retningen mod selvkørende lands-
brugsmaskiner. Studiet har således vist, at nylige fremskridt inden for selvkørende biler
kan overføres til landbrugsdomænet, så længe der skelnes mellem forhindringer og
afgrøder. Udgivelsen af et multimodalt datasæt til detektion af forhindringer i landbrug
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Autonomous robots and vehicles are emerging in numerous fields of work. Within
the next decade, fully autonomous cars are likely to drive the streets on both highways,
urban roads, country lanes, and even dirt roads without any human intervention (Litman,
2017). To ensure safety of both passengers and surrounding traffic, advanced perception
systems sense the environment, perform scene understanding, and detect, map, and
track obstacles that are near the planned path of the vehicle.
In agriculture, a fleet of small, autonomous field robots can reduce manual labor, op-
timize yield, distribute workload, and reduce soil compaction (Blackmore et al., 2009;
Gebbers and Adamchuk, 2010). The explicitly constructed environments allow for pre-
defined route plans that are optimized for fuel consumption and yield. For the past two
decades, autonomous operation has been possible using automated steering systems
that follow route plans more precisely than human operators (Abidine et al., 2004). How-
ever, autonomous agricultural vehicles need reliable obstacle detection and avoidance
systems to ensure safety. Such systems must use a complementary set of perception
sensors to increase accuracy and avoid single points of failure. An exponential growth in
sensor revenues is thus predicted for robotic vehicles “equipped with a suite of sensors
encompassing lidars, radars, cameras, inertial measurement units (IMUs) and Global
Navigation Satellite Systems (GNSS)” (Cambou et al., 2018). Lidar is an acronym of
light detection and ranging and uses time-of-flight of reflected laser pulses to measure
distances. Lidar and radar are both active range sensors that provide distance measure-
ments useful for detecting obstacles based on geometry, whereas passive camera sensors
such as color and thermal cameras provide visual clues useful for discriminating object
classes. GNSS is a generic term for satellite navigation systems including the Global
Positioning System (GPS). Here, the two terms are used interchangeably. IMU and GNSS
enable accurate localization required for mapping and avoiding obstacles. Each modality
can thus contribute with different physical quantities, and combining modalities with
sensor fusion can potentially increase detection performance and provide redundancy.
Obstacle detection and avoidance for agricultural robots has been addressed in a few in-
dustrial R&D projects and in multiple research projects. In 2016, Case IH presented their
autonomous concept vehicle (Case IH, 2016) with a perception system by Autonomous
Solutions including lidar and color camera (ASI, 2016). The generic perception system
has further been used for obstacle detection in orchards and vineyards. In scientific
research, the CASC project combined a low-cost laser scanner with local navigation
sensors to detect and avoid various obstacles from point clouds in orchard environments
(Freitas et al., 2012; Bergerman et al., 2012). The same research group has since then
investigated stereo vision for human detection (Tabor et al., 2015; Pezzementi et al., 2017)
and a combination of lidar and color camera for general obstacle detection in orchards
(Moorehead et al., 2012). The QUAD-AV project has explored multiple sensors and fusion
approaches for obstacle detection in agricultural environments (Reina et al., 2016a).
Methods were proposed for traversability assessment by applying stereo vision and by
fusing lidar and stereo. Furthermore, radar and stereo vision were fused for obstacle
detection, whereas stereo and thermal imaging were combined for obstacle recognition.
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Figure 1.1: Safety scenarios for farming vehicles. Illustration by Bertelsen Design.
The current study is a part of the Safer Autonomous Farming Equipment (SAFE) project,
a joint research collaboration between two agricultural machine manufacturers, AgroIn-
telli and CLAAS, a robotic consulting firm, Conpleks Innovation, and two research insti-
tutions, Aarhus University and the University of Southern Denmark. The SAFE project
seeks to explore technologies for maximizing the safety of both humans and animals
with autonomous farming vehicles, while minimizing the workload and supervision
needed by farmers. Figure 1.1 illustrates possible safety-related scenarios. The project
addresses all technical disciplines required for full autonomy such as data acquisition,
obstacle detection, sensor fusion, localization, mapping, planning, and control. Divided
into a number of work packages, one part of the project deals with the perception system,
whereas others deal with behavior, automation, and control.
In this thesis, only the perception part of the above pipeline is addressed. This includes
data acquisition, obstacle detection, and to some extent object localization and mapping.
The presented work focuses on how 3D point clouds acquired with a rotating, multi-
beam lidar can be used for obstacle detection and recognition. Methods are proposed
for object classification using 1) lidar alone, and 2) lidar combined with other sensing
modalities such as color camera, thermal camera, and radar. The main objective of the
study is thus to investigate the following two research questions:
1. How can obstacles be recognized in sparse 3D point clouds from a rotat-
ing multi-beam lidar?
2. How can lidar technology cooperate with other sensing modalities in




Obstacle detection and recognition is a crucial part of any robot operating autonomously
either indoors or outdoors. This thesis, however, addresses the specific problem of
obstacle detection and recognition for autonomous farming vehicles. To some extent,
agricultural vehicles must deal with the same scenarios as autonomous cars. They must
thus be able to detect other vehicles and pedestrians as well as static objects such as
trees, buildings, fences and poles. However, the perception system of an agricultural
vehicle does not need to detect and recognize traffic lights, lane lines, and traffic signs.
As a farming vehicle should only operate in a closed and known environment, the range
of possible scenarios thus seems rather limited. On the other hand, simple traversability
assessment based on height differences may suffice for an autonomous car on a paved
road, but prove insufficient in agriculture. Tall grass or crops may thus be traversable
and processable although protruding from the ground, while objects obscured by or
hidden within vegetation are not.
The methods proposed in the study all focus on point- and pixel-wise classification,
either directly in sensor frames or in a global map. This is commonly referred to as
semantic segmentation and serves as a generic representation that allows for subsequent
clustering, tracking, or further fusion with other modalities. For object detection and
obstacle avoidance, 2D or 3D bounding box representations are typically used to describe
object location and size. However, some structures such as vegetation, a fence, or
the sky cannot be represented with bounding boxes. For these categories, semantic
segmentation is capable of describing both position and shape. However, semantic
segmentation, in local sensor frames or global maps, does not describe if a system or
algorithm will ensure safety. To address the important issue of safety, actual use cases
of agricultural machines need to be taken into account. For some tasks such as fruit
harvesting, it is normal to have humans operating close by automated vehicles, whereas
for other tasks such as crop harvesting, any human in close vicinity is considered a high
risk. Similarly, in some environments such as grass fields, a vehicle may pass detected
obstacles, whereas in others such as row crops, the vehicle must stop in front of obstacles,
as deviations from the planned path can damage plants and crops. By recognizing object
classes, vehicle behavior can further distinguish between static obstacles (that must be
passed) and dynamic obstacles (that may be told to move aside).
Operating speeds and braking distances further impose requirements on minimum de-
tection distances and update frequencies. For instance, working speeds up to 25 kmh−1
and working widths up to 12 m are common for grass mowing. Braking distance d can
be calculated as d = v22µg with v , µ, and g denoting velocity, coefficient of friction, and
gravitational acceleration (Noon, 1994). A worst-case stopping distance for locked-wheel
braking on wet grass (µ = 0.2) is thus 12.3 m, when zero reaction time is assumed for
the perception system. For downhill operation, the distance will be even larger. This
means that all obstacles must be detected at least 12.3 m in front of the vehicle at the full
working width of 12 m. Methods such as object tracking require even larger detection dis-
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1.2. Contributions
tances, whereas an intelligent system may choose to slow down the vehicle (and thereby
decrease its braking distance) in case of uncertainty. These concerns have all been a part
of the SAFE project, in which other work packages have dealt with risk management,
tracking, behavior, automation, and control. This thesis, however, only deals with the
problem of detecting obstacles by post-processing recorded scenarios.
1.2 Contributions
This thesis presents a number of methods for lidar-based obstacle detection and recog-
nition in agricultural environments. Two approaches classify point clouds from a lidar
alone, while four other approaches investigate multi-modal fusion of lidar with color
camera, thermal camera, and radar. The proposed methods and their experimental re-
sults are summarized in part II-V of the thesis and documented in detail in the scientific
publications listed in Table 1.1. Primary publications from the list are attached at the
back of the thesis in part VII.
The presented data material and proposed methods all include specific contributions
and novelties that are outlined in the publications, individually. The combined work,
however, addresses three core problems in lidar-based obstacle detection in agriculture.
The main contributions of the study are:
• A multi-modal dataset for obstacle detection in agriculture including GPS-based
annotations of static and dynamic obstacles. The dataset, called FieldSAFE, has
been made publicly available at https://vision.eng.au.dk/fieldsafe/.
• An online-applicable method for joint semantic segmentation on 3D point clouds
and 2D color images. The method fuses lidar and camera data with a conditional
random field by introducing spatial, temporal, and multi-modal relationships.
Compared to individual sensor performances, the fusion method has shown to
increase classification performance in both modalities on multiple agricultural
datasets.
• A semi-automated procedure for producing large-scale GPS-based annotations.
The procedure assigns class labels to georeferenced lidar points based on manually
annotated drone-acquired orthophotos. The method has been shown to enable




Table 1.1: List of publications. Primary publications are attached in part VII, secondary
publications are project-relevant but not attached, whereas tertiary publica-
tions have been published during the course of the study but are unrelated to
the project.
Primary publications (attached) Type Author State
Advanced sensor platform for human detection and
protection in autonomous farming
(Paper 1; Christiansen et al., 2015)
Conference Second Published
Platform for evaluating sensors and human detection in
autonomous mowing operations
(Paper 2; Christiansen et al., 2017)
Journal Second Published
FieldSAFE: Dataset for Obstacle Detection in Agriculture




Object Detection and Terrain Classification in
Agricultural Fields using 3D Lidar Data
(Paper 4; Kragh et al., 2015)
Conference First Published
Multi-Modal Obstacle Detection in Unstructured
Environments with Conditional Random Fields
(Paper 5; Kragh and Underwood, 2017)
Journal First Submitted
1st rev.
Multi-Modal Obstacle Detection and Evaluation of
Occupancy Grid Mapping in Agriculture
(Paper 6; Kragh et al., 2016b)
Conference First Published
Multi-Modal Detection and Mapping of Static and
Dynamic Obstacles in Agriculture for Process Evaluation




Towards Inverse Sensor Mapping in Agriculture
(Paper 8; Korthals et al., 2017b)
Conference Second Published
Multi-Modal Semantic Segmentation in 3D with Range
Images
(Paper 9; Kragh et al., 2018)
Journal First Draft
Secondary publications (project-related)
Self-Supervised Traversability Assessment in Field
Environments with Lidar and Camera




Towards a DSL for Perception-Based Safety Systems
(Ingibergsson et al., 2015)
Conference Third Published
Tertiary publications (unrelated)
3D impurity inspection of cylindrical transparent
containers
(Kragh et al., 2016a)
Journal First Published
Automatic behaviour analysis system for honeybees using
computer vision





The remainder of this thesis is organized as follows:
Part II presents the data material used for developing and evaluating methods. Two
multi-modal research perception platforms are described along with associated datasets.
Part III presents two methods for point-wise classification of lidar-acquired 3D point
clouds that both address varying point density and local point neighborhoods.
Part IV presents three multi-modal fusion methods for combining lidar point clouds
with color and thermal images to improve classification performance.
Part V describes an approach for fusion, localization, and global mapping of obstacle
detections from multiple modalities.
Part VI discusses and concludes the contributions of the study, relates to the end-goal of
full autonomy, and suggests future work.
Part VII includes scientific papers published and submitted during the course of the




It is unlikely that a single sensor can acquire all the necessary information required
to perform robust and accurate detection, recognition, and positioning of obstacles.
Therefore, sensing modalities are often combined with sensor fusion to ensure over-
lapping field of views as well as complementing detection capabilities. Objects that
protrude from the ground can likely be detected with range sensors such as a lidar or
radar, whereas objects residing or hiding in high grass or crops may require the use of
color cameras and thermal cameras to be detected. Therefore, geometry alone may not
suffice to distinguish traversable areas from non-traversable areas. Similarly, appearance
cues may help in classifying specific object categories, but can also fail in detecting
visually ambiguous structures such as grass, trees, and bushes, or animals appearing
visually camouflaged in their natural habitat. Additionally, most sensors are affected by
varying weather and illumination conditions and may easily lead to false or missing de-
tections. Multi-modal perception systems are therefore necessary to address all possible
conditions and safety scenarios.
For data-driven approaches such as machine learning, annotated datasets are crucial for
both training and testing methods and models. State-of-the-art approaches within image
classification, object localization and recognition, and semantic segmentation have all
been trained on datasets specifically relevant for their purpose. Therefore, agricultural
obstacle detection methods must be trained and tested on representative datasets that
include not only relevant objects, but also realistic environments.
Today, a number of publicly available datasets exist within research on urban autonomous
driving. Some focus on behavioral cloning (reproducing vehicle control actions from
perception input), whereas others explicitly address object detection, recognition, and
localization. In scientific research, the KITTI dataset (Geiger et al., 2013) is considered
the standard for benchmarking object detection and localization methods using both
single- and multi-modal approaches. Since its release in 2013, more and more annotated
data have been made available for researchers to train and test their methods. Recently,
a number of simulated datasets have further been published that use popular computer
graphic engines to generate synthetic sensor data (e.g. images and point clouds) includ-
ing automated annotations for all scenes and objects (Ros et al., 2016; Gaidon et al., 2016;
Yue et al., 2017).
Agricultural environments, however, deviate significantly from urban environments.
Where urban driving often involves planar surfaces, lane lines, and traffic signs, an
agricultural environment is typically unstructured or semi-structured. Here, tall grass or
crops may actually be traversable and processable although protruding from the ground,
whereas objects residing or hiding within vegetation are non-traversable. Urban driving
datasets thus do not include the necessary scenarios to fully cover all agricultural use
cases. Datasets that address obstacle detection in agriculture are therefore needed.
The Marulan datasets (Peynot et al., 2010) provide multi-modal sensor data from ru-
ral environments with various obstacles present. The datasets further include a wide
range of challenging environmental conditions such as rain, smoke, and dust. However,
9
the datasets primarily include static obstacles, and limited ground truth data are avail-
able. The National Robotics Engineering Center (NREC) Agricultural Person-Detection
Dataset (Pezzementi et al., 2017) includes images of human obstacles in orange and
apple orchards. The dataset contains ground truth annotations of multiple image se-
quences with pedestrians, but only includes a single perception sensor (stereo camera).
A need therefore still exists for multi-modal datasets in various agricultural environments
with both static and moving obstacles. Table 1.2 lists and compares existing datasets
in autonomous driving and agriculture. A more detailed review of existing datasets is
further available in Paper 3 (Kragh et al., 2017).
Table 1.2: Existing datasets in robotics and agriculture. Adapted from Kragh et al. (2017).
Dataset Environment Length Localization Sensors Obstacles Annotations
KITTI (Geiger et al., 2013) urban 6 h X stereo camera, lidar cars, trucks, trams, 2D + 3D
pedestrians, cyclists bounding boxes
Oxford (Maddern et al., 2017) urban 1000 km X stereo camera, lidars, cars, trucks, none
color cameras pedestrians, cyclists
Marulan (Peynot et al., 2010) rural 2 h X lasers, radar, color camera, humans, box, poles, none
infra-red camera bricks, vegetation
NREC (Pezzementi et al., 2017) orchards 8 h X stereo camera humans, vegetation bounding boxes
(only humans)
In this part of the study, two research perception platforms and their associated multi-
modal datasets are presented. The first chapter presents the SuperSensorKit platform
which was developed as part of this thesis work and used for data acquisition in various
agricultural fields in Denmark. The second chapter presents the robotic platform Shrimp
which was developed at the Australian Centre for Field Robotics in Sydney, Australia and
used for data acquisition in orchards and fields during 2013.
The datasets acquired with the two platforms all facilitate development and evaluation
of multi-modal obstacle detection algorithms in a broad range of realistic agricultural
environments. Common obstacles in agriculture such as humans, animals, vegetation,
vehicles, and buildings are thus widely represented throughout the datasets.
Both platforms include multiple sensing technologies (modalities) that each have their
own strengths and weaknesses for use in an obstacle detection system. A sensor can
either be exteroceptive or proprioceptive. Exteroceptive sensors perceive and measure
the environment (e.g. color, temperature, distance, and material), whereas proprio-
ceptive sensors measure characteristics internal to the platform or robot (e.g. motion,
heading, and vibrations). A comprehensive discussion and evaluation of advantages
and disadvantages of the different exteroceptive sensing technologies is available in
Paper 1 (Christiansen et al., 2015) and Paper 2 (Christiansen et al., 2017). Here, lidar,
radar, and imaging sensors (color, thermal, and stereo) are compared with respect to




The content of this chapter partly appears in the following three publications:
Paper 1: Christiansen et al. (2015). Advanced sensor platform for human
detection and protection in autonomous farming. Conference presentation at
the 10th European Conference on Precision Agriculture (ECPA).
Paper 2: Christiansen et al. (2017). Platform for evaluating sensors and
human detection in autonomous mowing operations. Precision Agriculture,
June 2017.
Paper 3: Kragh et al. (2017). FieldSAFE: Dataset for Obstacle Detection in
Agriculture. MDPI Sensors, Special Issue: Sensors in Agriculture, November
2017.
2.1 Sensors
Figure 2.1 shows the SuperSensorKit recording platform mounted on a grass mowing
implement behind a tractor. The platform was designed for easy and flexible mounting
on both a calibration rig and various agricultural vehicles such as tractors, harvesters,
and all-terrain vehicles (ATVs). It was therefore also equipped with rubber suspensions
to minimize vibration noise in images, and a tiltable camera frame for adjusting the
camera pitch angle according to the height of the mount point.
Table 2.1 lists the exteroceptive sensors of the platform, whereas Table 2.2 lists the
proprioceptive sensors. All sensors were interfaced in the Robot Operating System (ROS)
(Quigley et al., 2009) with a Conpleks Robotech Controller 701. The lidar sensor is a
Velodyne HDL-32E, rotating at 10 Hz with 32 vertically oriented laser beams operating
at a wavelength of 905 nm. It generates 3D point clouds with up to 70,000 points per
frame at 10 fps. The two tables describe the final recording setup used for acquiring
the last (and most comprehensive) dataset. However, the platform has been improved
incrementally throughout the thesis work, with multiple versions of stereo cameras,
thermal cameras, and GPS systems. Below, the previous sensor versions and their
strengths and weaknesses are described in detail.
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Figure 2.1: Recording platform. Reprinted from Kragh et al. (2017).
Table 2.1: Exteroceptive sensors. Reprinted from Kragh et al. (2017).
Sensor Model Resolution field of view (FOV) Range Rate
Stereo camera Multisense S21 CMV2000 1024 × 544 85° × 50° 1.5–50 m 10 fps
Webcam Logitech HD Pro C920 1920 × 1080 70° × 43° - 20 fps
360° camera Giroptic 360cam 2048 × 833 360° × 292° - 30 fps
Thermal camera FLIR A65, 13 mm 640 × 512 45° × 37° - 30 fps
Lidar Velodyne HDL-32E 2172 × 32 360° × 40° 1–100 m 10 fps
Radar Delphi ESR 16 targets/frame 90° × 4.2° 0–60 m 20 fps
16 targets/frame 20° × 4.2° 0–174 m 20 fps
Table 2.2: Proprioceptive sensors. Reprinted from Kragh et al. (2017).
Sensor Model Description Rate
GPS Trimble BD982 GNSS Dual antenna RTK GNSS system. Measures position
and horizontal heading of the platform.
20 Hz




According to plan, a stereo camera developed specifically for agricultural use by one
of the SAFE project partners was supposed to be mounted on the sensor platform.
However, due to problems accessing raw data from the sensor with reasonable frame
rates, the sensor was never used for recordings. Instead, three different versions of
existing technologies were applied and tested on the platform as shown in Figure 2.2:
S1. Two NSC1003 logarithmic and global shutter CMOS sensors from New Imaging
Technology providing 1280 × 1024 pixels at 25 fps. The camera baseline was 5 cm.
S2. Two Flea3/FL3-GE-28S4C-C global shutter cameras from Point Grey providing 1928
× 1448 pixels at 15 fps. The camera baseline was 24 cm.
S3. MultiSense S21 global shutter camera from Carnegie Robotics providing 1024 × 544
pixels at 10 fps. The camera baseline was 21 cm.
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(a) T1 (b) T2 (c) T3
Figure 2.2: Stereo camera versions tested on the SuperSensorKit.
Initially, S1 was chosen as an ideal candidate for use in changing illumination conditions,
due to its high dynamic range. However, the logarithmic intensity scale resulted in small
typical bit depths and made stereo matching difficult. Additionally, the small baseline
gave imprecise range estimates at far distances.
S2 was chosen as a research solution for post-processing only such that stereo match-
ing was done offline after data collection. A small hardware circuit was developed to
synchronize the triggering of the cameras, and the setup was manually calibrated. S2
was a clear improvement to S1, but suffered from frame loss and occasional errors that
required manual resets.
With additional funding, S3 was chosen as an off-the-shelf solution that performs stereo
matching in high resolution online using an FPGA. The camera was designed for robotic
use in long-range outdoor applications and therefore integrated well with the ROS
software platform. It further included an internal IMU.
Thermal Camera
Figure 2.3 shows the three different versions of thermal cameras that were applied and
tested on the platform.
T1. FLIR A320 thermal camera from FLIR systems providing absolute temperature
images of 380 × 240 pixels at 7 fps.
T2. HawkVision analog thermal camera from Tonbo Imaging Inc providing relative
temperature images of 640 × 480 pixels at 25 fps. An iPORT Analog-Pro frame
grabber from Pleora was used to convert from analog to digital signals.
T3. FLIR A65 13 mm lens thermal camera from FLIR systems providing absolute tem-
perature images of 640 × 512 at 30 fps.
T1 was used in the first field trial for initial sensor exploration. However, the interfacing
software had to run in Windows and could not easily be integrated with ROS. Therefore,
the camera was not synchronized with the other sensors and could thus not be used




(a) T1 (b) T2 (c) T3
Figure 2.3: Thermal camera versions tested on the SuperSensorKit.
The second thermal camera T2 provided a much higher frame rate and a consider-
ably better image resolution. However, it could not provide absolute temperatures and
included a normalization step for each image. This made it difficult to utilize the tem-
perature information, as intensities for the same object depended on general weather
and illumination conditions at the specific time.
With additional funding, T3 was chosen as an ideal solution for the problem. The camera
had a high frame rate, high resolution, and provided absolute temperatures. It could
further be triggered externally, allowing exact hardware synchronization with the stereo
camera.
GPS
Two different versions of Real Time Kinematic (RTK) GPS systems were applied and
tested on the platform:
GPS1. AG GPS361 RTK GNSS system from Trimble.
GPS2. BD982 RTK GNSS system from Trimble. With a dual-antenna system, the GPS
provides absolute heading angles with a standard deviation of <0.5°.
The first GPS system GPS1 was provided by one of the SAFE project partners and is a
standard RTK GPS system for agricultural vehicles. It was used for most field trials with
GPS carrier measurements providing heading estimates of the platform (Bevly and Cobb,
2010). However, the heading estimates were imprecise and noisy at slow velocities, which
made localization difficult during headland turns and reverse driving.
GPS2 was borrowed by another research institution for the last field trial, as its dual-
antenna RTK GPS system could provide accurate heading estimates even at low velocities
and during reverse driving. The system made both latitude and longitude positioning
and yaw angle estimates of the platform highly accurate, whereas altitude positioning as
well as pitch and roll estimates were less precise.
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(a) (b)
Figure 2.4: Sensor frames on the SuperSensorKit. (a) Registration chain. “Hand” denotes
a manual measurement by hand, whereas “calibrated” indicates that an auto-
mated calibration procedure was used to estimate the extrinsic parameters.
(b) Sensor frames overlaid on platform model. Adapted from Kragh et al.
(2017).
2.2 Manual Calibration, Registration and Synchronization
Figure 2.4a illustrates the chain of transformations in relation to the common refer-
ence frame on the platform called “base link”, whereas Figure 2.4b shows the physical
placement of the frames on the sensor platform. Extrinsic parameters (position and
orientation ) of all sensors on the SuperSensorKit were first measured by hand. Calibra-
tion and registration procedures were then used to refine the estimates for the cameras
and the lidar. The stereo camera and thermal camera were calibrated and registered
using a calibration checkerboard and the Camera Calibration toolbox from MATLAB.
A custom-made visual-thermal checkerboard was designed and constructed for this
purpose to enable both the stereo camera and the thermal camera to distinguish “black”
tiles from “white” tiles. In this way, both cameras could be calibrated and registered
using the same procedure as shown in Figure 2.5. For more information on the specific
procedure, see Paper 2 (Christiansen et al., 2017).
As the depth image from the stereo camera could be converted to a 3D point cloud,
the lidar and the stereo camera were registered using the Iterative Closest Point (ICP)
algorithm on recordings of multiple static scenes with various objects and structures.
An average over all the static scenes was used as a final estimate for the transformation
between the two sensors.
All sensors were interfaced and synchronized using a best-effort approach in ROS. That
is, all sensor messages were timestamped at their arrival by the ROS system time. The
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(a) Stereo camera (b) Thermal camera
Figure 2.5: Calibration of stereo camera and thermal camera with custom-made visual-
thermal checkerboard.
best-effort message delivery, however, did not guarantee specific delivery times, and the
actual time delays therefore depended on internal sensor processing times, transmission
times, network traffic load, software drivers, and the kernel scheduler in the operating
system (Lütkebohle, I., 2017). For more information on synchronization and typical
sensor latencies, see Paper 3 (Kragh et al., 2017).
The lidar, stereo camera, and thermal camera were further synchronized in hardware
using a pulse per second (PPS) signal from the GPS system of the lidar. A microcontroller
was used to derive synchronized 10 fps and 30 fps trigger signals from the PPS signal such
that the two cameras were triggered at exactly the same time. Effectively, this resulted in
synchronized data from the lidar, stereo camera, and thermal camera with 10 fps.
2.3 Automated Registration and Synchronization
As described above, all extrinsic parameters were measured by hand and refined, if possi-
ble, with different semi-automated calibration procedures. A few important parameters
for enabling accurate localization and mapping, however, were not easily measured
by hand with sufficient precision. These concern extrinsic parameters (position and
orientation) for the IMU and GPS sensors as well as potential time delays between sen-
sors. In order to accurately georeference 3D points from a lidar point cloud, an exact
transformation must be defined between the coordinate frames of the lidar, IMU, and
GPS. Positional errors during georeferencing can originate from any of the above param-
eters. However, whereas positional extrinsic errors map directly to georeferenced errors,
angular extrinsic errors increase with distance (range measurements). An angular error
of 1° thus introduces a positional error of 100m · sin(1°) = 1.75m at a distance of 100 m
from the lidar sensor. It is therefore critical to estimate angular transforms with up to
three or four decimal places when specified in radians.
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In robotics, a common practice is to extract transforms from a CAD model of a robot.
This will often provide more accurate estimates than transforms measured by hand.
IMUs can be calibrated in isolation by utilizing the known gravitational magnitude and
direction while the vehicle is stationary (Nebot and Durrant-Whyte, 1999). Odometry
from wheel encoders can further easily be calibrated by adjusting the parameters such
that the estimated path fits with GPS measurements of the same traversal (Bevly et al.,
2002). In the literature, more advanced calibration methods have been proposed for semi
or fully automated estimation of extrinsic sensor parameters. A number of methods exist
for automatically estimating transforms between a lidar and a camera (Geiger et al., 2012;
Levinson and Thrun, 2013; Pandey et al., 2015; Taylor and Nieto, 2016). The method by
Levinson and Thrun (2013) is even online-applicable, making it capable of adapting to
small changes over time. Underwood et al. (2007) presents a framework for calculating
static transforms between a range sensor and a navigation system utilizing sensed data
of a known and manually marked structure. In a follow-up study, the approach is
extended to simultaneously optimize extrinsic parameters between a navigation system
and multiple range sensors (Underwood et al., 2010). Levinson and Thrun (2014) propose
a fully automated and unsupervised method for calibrating intrinsic parameters of a
multi-beam lidar as well as an extrinsic transform to the robot’s navigation frame. The
method seeks to minimize an error defined as the distance between points from one
laser beam to a surface defined by points from the other beams. Point-wise normal
vectors are thus computed for N pairs of accumulated lidar frames with N being the
number of lidar beams. The cost function is related to the energy function of the ICP
scan matching method (Chen and Medioni, 1992). However, whereas ICP assumes rigid
individual point clouds acquired at an instance in time, a point cloud from a rotating
lidar is acquired over a time interval with multiple robot poses along the way if the
vehicle is in motion. The optimization objective therefore is to align individual points
instead of rigid point clouds.
In this section, an unsupervised calibration procedure is proposed to automatically
tune both extrinsic parameters and time delays for a lidar, IMU, and GPS sensor during
platform movement. The method optimizes the extrinsic parameters and time delays
iteratively by computing and minimizing point cloud alignment errors across all frames.
As opposed to the method of Levinson and Thrun (2014), we propose a simple and com-
putationally cheaper cost function that favors a combined point cloud that occupies as
few voxels as possible. The method extends easily to more parameters such as estimating
covariance matrices in Kalman filtering for navigation and state estimation. It further
allows for registration of more range sensors such as radar and stereo camera, simply by
incorporating all measurements into the same data representation.
2.3.1 Optimization Parameters
Figure 2.6 illustrates a simplified version of the SuperSensorKit with only lidar, GPS, and
IMU sensors. The transformation tree as defined in Figure 2.4a is further reduced to
17
2.3. Automated Registration and Synchronization
Figure 2.6: Simplified setup with only lidar, IMU, and GPS sensor frames.
include only the three sensors with the GPS as the common frame of reference. This
simplification reduces the number of parameters and thus simplifies the optimization
problem considerably. Table 2.3 lists the parameters chosen for optimization, as these
parameters all influence localization and global mapping of lidar point clouds. The
position of the IMU is left out, as its estimates of angular velocity and acceleration are
not used in the simplified model. Time delays are further assumed constant, although
higher order approximations could include constant and varying drifts over time.
Table 2.3: Optimization parameters including transformations and time delays. DOF





∆tGPS – lidar s 1
∆tGPS – IMU s 1
Equation 2.1 presents the transformation of a 3D point ~Plidar =
[
x, y, z,1
]T in the lidar
frame to a 3D point ~PUTM =
[
x, y, z, w
]T in a global Universal Transverse Mercator (UTM)
frame, both specified as homogeneous coordinates. Each transformation matrix has a
subscript S or D , indicating whether the transform is static or dynamic (defined by IMU
or GPS measurements).
~PUTM = TGPS,D RGPS,D R−1IMU,S RIMU,D RIMU,S Rlidar,S Tlidar,S ~Plidar (2.1)
First, a static translation Tlidar,S and a static rotation Rlidar,S are applied to transform
the point from the lidar frame to the GPS frame. These are directly defined from the
x, y, and z translations contained in the parameter vector Lidarposition and the roll,
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(a) (b)
(c)































Figure 2.7: Georeferenced point clouds from subsequent lidar frames. (a) Accumulated
points colored by height. (b) Voxelized point cloud colored by number of
points inside each 0.5m×0.5m×0.5m voxel. (c) Traversed circular path from
above (d) Distance and angle coordinates as a function of time.
pitch, and yaw rotations contained in the parameter vector Lidarorientation. The term
R−1IMU,S RIMU,D RIMU,S applies first a static rotation to the IMU frame based on the param-
eter vector IMUorientation, then uses the current pitch and roll measurements from the
IMU, and finally undoes the first static rotation. In practice, the combination transforms
the point to a coordinate frame with the z-axis parallel to the direction of the gravita-
tional force (i.e. x y-plane parallel to the ground plane). RGPS,D uses the current yaw
measurement (heading with respect to true north) from the GPS to align the coordi-
nate frame with the UTM frame. And TGPS,D finally applies the measured GPS position
through a translation, thus providing 3D points in a global UTM frame. The two time
delays, ∆tGPS – lidar and ∆tGPS – IMU are included in TGPS,D , RGPS,D , and RIMU,D such that
the GPS and IMU measurements are delayed accordingly.
Figure 2.7 shows an example of a circular traversal in a parking lot, in which Equation
2.1 was used to georeference 3D points from subsequent lidar frames. The objective of
the optimization process is to align subsequent point clouds optimally. The proposed
approach does this by maximizing the point density in occupied areas. Specifically,
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the accumulated point cloud is voxelized as shown in Figure 2.7b. Here, the points are
pseudocolored by the number of points Ni , j ,k inside each voxel with indices i , j , and k.
2.3.2 Objective Functions
Based on the voxelized point cloud, four different cost functions are proposed and




i , j ,k
sign
(
Ni , j ,k
)
(2.2)
By minimizing the number of occupied voxels, the point density is maximized in occu-
pied areas. Another closely related cost computes the mean density in occupied voxels,




i , j ,k
Ni , j ,k (2.3)
A downside of cost1 and cost2 is that they will potentially both favor a stationary case
in which the navigation introduces no movement. That is, a stationary lidar will at
most occupy all voxels within its field of view and range limits. With the parameters in
Table 2.3, this scenario is not possible as long as the time delays are limited to a fixed
range. However, with a more complex model with more degrees of freedom including e.g.
covariance matrices in Kalman filtering, the problem can theoretically arise. Therefore,
two additional cost functions are proposed that maximize the point density while also
maximizing the smallest volume containing all points. In this way, the cost functions
favor dense points distributed over a large area/volume. A volume V is defined as the





cost4 = cost2V (2.5)
The four cost functions have been evaluated and compared on individual parameters
from Table 2.3 using a cubic voxel resolution of 0.1m. Figure 2.8a illustrates the cost for
each function normalized to the range [0,1] when varying the yaw-angle in IMUorientation
while fixing all other parameters to the initially measured values. Similarly, Figure 2.8b
shows the same costs when varying the time delay ∆tGPS – lidar. For both examples, cost1
and cost2 had global minima near the measured values, whereas cost3 and cost4 only
had local minima and experienced local maxima near the measured values. The reason
for this may be that a small change in e.g. the GPS time delay near the correct solution
affected the convex hull volume more than it affected the number of occupied voxels.
That is, cost3 and cost4 favored a small error in the time delay since it increased the
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Figure 2.8: Comparison of normalized costs while varying two optimization parameters
individually.
volume more than it decreased the number of occupied voxels. As expected, cost1 and
cost2 showed similar tendencies with cost1 experiencing a slightly larger gradient. In the
following optimization procedure, cost1 is therefore used.
2.3.3 Optimization
Although the objective function experienced multiple local minima as exemplified in
Figure 2.8, a local search technique for numerical optimization is used to estimate the
optimal parameters. The Broyden–Fletcher–Goldfarb–Shanno (BFGS) algorithm is a
common quasi-Newton optimization algorithm that approximates the Hessian based on
its previous gradient evaluations/estimations (Liu and Nocedal, 1989). This greatly limits
the number of function evaluations and thus reduces computation time. On an average
laptop, each iteration takes 67 sec for an 40 sec traversal consisting of 401 frames from
the lidar. A variant of the algorithm is the limited-memory BFGS with box constraints
(L-BFGS-B) (Byrd et al., 1995), which allows upper and lower bounds for each parameter.
This is useful for the parameters in Table 2.3, since they express physical quantities such
as distances and angles that can be bounded to ranges near their hand-measured values.
Table 2.4 shows the measured parameter values along with optimized results after apply-
ing the L-BFGS-B algorithm. With measured parameter values, a cost of 3,337,065 was
calculated. This means that 3,337,065 voxels were occupied after accumulating point
clouds from the entire traversal. With zero-initialization, all parameters were initialized
to zero before running the optimization. This resulted in a cost of 2,923,501 after opti-
mization, slightly below the calculated cost for the hand-measured parameter values.
With fine-tuning, all parameters were initialized to their measured values before running




Figure 2.9: Georeferenced point clouds before and after optimization. (a) Hand-
measured parameters. (b) Optimized parameters.
the initial cost. Figure 2.9 illustrates the combined georeferenced cloud before and after
parameter optimization. Clearly, the points are much better aligned after optimization.
Table 2.4: Optimization parameters including transformations and time delays.
Parameter Measured Bounds Optimized
Zero-initialized Fine-tuned
Lidarposition [0.140,−0.635,−0.07] [[−1,1] , [−1,1] , [−1,1]] [0.279,−0.568,−0.067] [0.106,−0.635,−0.038]
Lidarorientation [0.00,0.00,0.06] [[−π,π] , [−π,π] , [−π,π]] [−0.008,−0.163,−0.033] [−0.002,0.072,0.053]
IMUorientation [3.142,0.00,0.00] [[−π,π] , [−π,π] , [−π,π]] [−0.305,0.223,0.110] [3.142,−0.097,0.096]
∆tGPS – lidar 0.0 [−0.5,0.5] -0.04 -0.01
∆tGPS – IMU 0.0 [−0.5,0.5] -0.01 -0.01
cost1 3337065 2923501 1823541
2.4 Data Collection
The SuperSensorKit recording platform described in section 2.1 was used to record 7
agricultural obstacle detection datasets at various locations in Denmark. Figure 2.10
shows the locations, shapes, and appearances of the fields that were traversed during
acquisition. Table 2.5 further provides details for each dataset such as the season of
recording, area of the field, and included obstacle types.
In the following subsections, each of the 7 datasets are further described and related
to the scientific papers that use them. Furthermore, the progressive development and
improvement of the sensor platform over time is shown and discussed. The main
contribution of the section is the FieldSAFE dataset (DK6) that has been made publicly









Figure 2.10: Overview of datasets collected with the SuperSensorKit in Denmark.
Table 2.5: Details for datasets recorded in Denmark. All recordings include vegetation
(trees and bushes) as obstacles. (X) indicates that mannequin dolls or toy
animals were used as obstacles.
ID Dataset Setting Season Area Length Labeled Obstacles
(ha) (hours) frames Human Animal Vehicle Building
DK1 Children’s farm
November 2014
Field Autumn 1.7 1.6 15 X X
DK2 Lem
June 2015
Field Summer 7.8 1.8 0 X X
DK3 Foulum grass
June 2015
Field Summer 1.2 0.7 All (GPS) X X X
DK4 Foulum row crop
September 2015
Row crop Autumn 0.8 0.5 0 (X) (X)
DK5 Tjele
June 2016
Field Summer 3.5 2.0 0 X
DK6 FieldSAFE
October 2016
Field Autumn 3.3 2.2 All (GPS) X X X
DK7 HCA Airport
September 2017




Figure 2.11: DK1: Children’s farm. (a) Platform mounted on ATV. (b) Children playing in
high grass.
DK1: Children’s farm
The purpose of the first field trial was to test the sensor platform outside the lab, in a
realistic agricultural environment. Adults and children were used as obstacles along with
two dogs, a rabbit, and a hen. The early version of the SuperSensorKit included lidar,
radar, webcam, stereo camera (S1), thermal camera (T1), IMU, and single-antenna RTK
GPS. The platform was mounted on an ATV to ease transportation and ensure flexibility
during recording. Figure 2.11 shows the early version of the platform along with an
example of children playing and acting as moving obstacles. The dataset was used in
Paper 1 (Christiansen et al., 2015) and Paper 2 (Christiansen et al., 2017) for initial sensor
exploration and for comparing advantages and disadvantages of the different sensing
technologies.
DK2: Lem
The purpose of the second field trial was to record an entire traversal of a field during
normal grass mowing with realistic operation speeds (up to 18 kmh−1). The SuperSen-
sorKit was updated with a new thermal camera (T2) and a new stereo camera (S2), while
the lidar was moved to the top of the sensor frame to provide an unobstructed 360°
field of view. The platform was further improved mechanically with rubber suspensions
minimizing vibration noise in images and with a standardized A-frame mount for flexible
installation on tractors and implements.
The platform was mounted on a mowing implement to a tractor as shown in Figure 2.12a.
A number of static obstacles were placed in the field along the path of the tractor as
shown in Figure 2.12b. Immediately before driving into the obstacles, the tractor was
stopped to prevent collision. For safety reasons, mannequin dolls (adult and children)





Figure 2.12: DK1: Lem. (a) Platform mounted on implement. (b) Obstacle locations in
the field. (c) Example obstacles recorded with the webcam.
and short obstacles that were hard to see, even for a human operator. These barrels
have since then been included in an ISO-standard for obstacle detection in agriculture
(ISO/FDIS 18497, 2017). At the end of the recording, the mower was turned off, and
actual humans were recorded in various postures. Figure 2.12c shows examples of both
static obstacles and humans in various postures partly occluded by high grass.
The dataset was used in Paper 2 (Christiansen et al., 2017) for evaluating sensor calibra-
tion and registration and for comparing advantages and disadvantages of the different
sensing technologies.
DK3: Foulum grass
The purpose of the third field trial was to record static obstacles in a grass field, while
acquiring a high-resolution orthophoto of the field. A DJI Phantom 2 drone was used
to record bird’s-eye view images of the field that were stitched to an orthophoto using
Pix4D (Pix4D, 2014). The orthophoto was used to obtain ground truth GPS positions
and class labels for all obstacles by subsequent manual pixel-wise labeling of the image.
The sensor platform was mounted directly on the front of a tractor without implements.
Obstacles included vegetation, a walking human, mannequin dolls, barrels, a vehicle,
and in-field water wells.
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Figure 2.13: DK3: Foulum grass. Ground truth labels overlaid on orthophoto. The trajec-
tory of the tractor is shown with a black line, whereas the walking path of a
human is shown with a yellow line. The ground truth labels illustrate vege-
tation (blue), ground (green), and non-traversable ground (red). Adapted
from Kragh et al. (2016b).
Prior to traversing the field, GPS markers were placed along the edge of the field, and
their positions were measured with a handheld RTK GPS device. By manually pointing
out the pixel locations of the markers, a nonreflective similarity transformation was
estimated to convert from GPS coordinates (in UTM format) to pixel coordinates. Figure
2.13 illustrates the pixel-wise ground truth annotations overlaid on the orthophoto of
the field.
The dataset was used in Paper 6 (Kragh et al., 2016b) for multi-modal obstacle detection
and occupancy grid mapping.
DK4: Foulum row crop
The purpose of the fourth field trial was to record static obstacles in a maize row crop
under different illumination conditions. The sensor platform was mounted on the
front of a tractor, and mannequin dolls, barrels, and toy animals were used as obstacles.
Different illumination conditions were captured by traversing the field in two directions,
three times during the day.
The dataset was used by Steen et al. (2016) and Christiansen et al. (2016b), but has not
been used in any of the papers included in this thesis.
DK5: Tjele
Every year, numerous young animals are killed by agricultural machines during the
first annual harvests. Roe deer fawns, hares, pheasants, and partridges either attempt
to escape through or hide within tall vegetation such as grass, when farming vehicles
approach them. The purpose of the fifth field trial therefore was to record roe deer fawns
hiding in a grass field while mowing it.
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The sensor platform was mounted on a mowing implement to a tractor. An area of 3.5 ha
was covered, mowing from the outside and inwards, thus maximizing the likelihood of
seeing the animals. However, unfortunately no animals were detected during the field
trial. Therefore, the dataset has not been used in any scientific publications.
DK6: FieldSAFE
The purpose of the sixth field trial was to record both static and dynamic (moving)
obstacles in a grass field while mowing. The field trial was an extension of DK3 with an
improved sensor setup and a more advanced method for acquiring ground truth data
of both static and moving obstacles. The dataset, FieldSAFE, has been made publicly
available at https://vision.eng.au.dk/fieldsafe/ and is described in Paper 3 (Kragh et al.,
2017).
The dataset was used in Paper 7 (Korthals et al., 2018) for multi-modal detection and
mapping of static and dynamic obstacles, and in Paper 9 (Kragh et al., 2018) for multi-
modal semantic segmentation in 3D.
Data
After recording DK5, the SuperSensorKit was updated with a new thermal camera (T3), a
new stereo camera (S3), a 360° camera, and a new dual-antenna RTK GPS. The sensor
platform therefore resembled the exact setup described in section 2.1 above. Figure 2.14
illustrates an example from the dataset of synchronized frames from all modalities.
The recordings were split into two sessions: one for recording static obstacles only, and
one for including moving obstacles as well. For the first session, static obstacles were
placed along the edge of the field prior to recording. Static obstacles included vegetation,
mannequin dolls, barrels, vehicles, buildings, and rocks as exemplified in Figure 2.15.
The field was then traversed while mowing grass in a regular pattern by first cutting the
headland. For the second session, four humans walked in random patterns in a subset
of the field, crossing the path of the tractor multiple times at both close and long range.
Various postures were represented such as standing, sitting, and lying in the grass. Figure
2.16 illustrates stereo camera images of the humans along with their traversed paths on
the field.
Ground Truth
As for DK3, a number of GPS markers were placed along the edge of the field and
measured with exact GPS coordinates using a handheld RTK GPS device. A static, high-
resolution orthophoto of the field was acquired with a DJI Phantom 4 drone and stitched
using Pix4D (Pix4D, 2014). Figure 2.17 shows the orthophoto along with a manually
labeled version, assigning each pixel to either grass, ground, road, vegetation, building,
GPS marker, barrel, human, or other. Using corresponding pairs of pixel and GPS
coordinates for all GPS markers, a nonreflective similarity transform was estimated to







Figure 2.14: Example frames from the FieldSAFE dataset. (a) Left stereo image. (b)
Stereo point cloud. (c) 360° camera image (cropped). (d) Webcam image.
(e) Thermal camera image (cropped). (f) Lidar point cloud (cropped and
colored by height). (g) Radar detections overlaid on lidar point cloud (black).
Green and red circles denote detections from mid- and long-range modes,
respectively. Reprinted from Kragh et al. (2017).
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Figure 2.15: Examples of static obstacles. Reprinted from Kragh et al. (2017).
(a) Human 1 (b) Human 2 (c) Human 3 (d) Human 4
Figure 2.16: Examples of moving obstacles (from the stereo camera) and their paths
(black) overlaid on the tractor path (gray). Reprinted from Kragh et al. (2017).
(a) (b)
Figure 2.17: Colored and labeled orthophotos. (a) Orthophoto with tractor tracks over-
laid. Black tracks include only static obstacles, whereas red and white tracks
also have moving obstacles. Currently, red tracks have no ground truth
annotations for moving obstacles. (b) Labeled orthophoto. Reprinted from
Kragh et al. (2017).
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For capturing ground truth information on the moving obstacles, a DJI Matrice 100 was
used to hover above the subset of the field, in which the human subjects were walking.
The drone recorded video of the walking paths and had multiple GPS markers within
its field of view. This enabled estimation of a frame-wise transform between GPS and
pixel coordinates, similar to the one described above. However, since the camera on
the drone was tilted, a projective transform was used instead of a similarity transform.
The video was manually annotated frame-wise using the vatic video annotation tool
(Vondrick et al., 2013). This provided point-wise GPS positions of all dynamic obstacles
for each frame. Finally, it was manually synchronized to the SuperSensorKit recordings,
thus providing temporal ground truth information across the entire field. The annotated
human tracks are shown beneath each subject in Figure 2.16.
DK7: HCA Airport
The purpose of the seventh field trial was to extend the scenarios captured in DK6
with another environment. The dataset was recorded during a demonstration of the
SAFE project at a grass field located at HCA Airport in Odense, Denmark. The stereo
camera, thermal camera, and lidar from the SuperSensorKit were mounted on a robot
developed by the project partner Conpleks Innovation. The robot itself provided accurate
localization from combined IMU, RTK GPS, and wheel encoders. Figure 2.18a illustrates
the sensors mounted on the robot, while Figure 2.18b shows a drone image of the
scenario from above.
The system was used to demonstrate real-time human obstacle detection and avoidance
using stereo vision and lidar. While running detection algorithms, the raw sensor data
and localization outputs were recorded for post-processing. A ground truth map of static
obstacles was available from the airport in which the dataset was recorded, whereas
the moving human obstacles were captured and georeferenced from drone videos as
described for DK6.
The dataset has not yet been used in any scientific publications. However, according to
plan, the data will be used as a test set in a finalized version of Paper 9 for multi-modal
semantic segmentation in 3D.
(a) (b)
Figure 2.18: DK7: HCA Airport. (a) Sensors mounted on robot. (b) Drone image of robot
and obstacles from above.
30
3 Shrimp
The content of this chapter partly appears in the following publication:
Paper 5: Kragh and Underwood (2017). Multi-modal Obstacle Detection
and Evaluation of Occupancy Grid Mapping in Agriculture. Submitted to
International Journal of Robotics Research, February 2017.
3.1 Sensors
The robotic platform in Figure 3.1, Shrimp, has been developed at the Australian Centre
for Field Robotics (ACFR) in Sydney, Australia. The platform is based on a Segway RMP
400 module and includes multiple sensing modalities such as a thermal camera, stereo
camera, lidars and a panospheric camera (360° view). In addition to these, it has an
advanced Novatel INS localization system, providing accurate 6 degrees of freedom
position and orientation estimates from combined RTK GPS and IMU. Table 3.1 and
Table 3.2 list the exteroceptive and proprioceptive sensors available on Shrimp. In this
thesis, however, only the Ladybug 360° camera, the Velodyne HDL-64E S2 lidar, and the
Novatel localization system are used. The Velodyne HDL-64E S2 lidar rotates at 20 Hz
with 64 vertically oriented laser beams operating at a wavelength of 905 nm. It generates
3D point clouds with up to 70,000 points per frame at 20 fps.
Table 3.1: Exteroceptive sensors on Shrimp.
Sensor Model Resolution FOV Range Rate
Stereo camera Point Grey Bumblebee XB3 1280 × 960 66° × 50° - 15 fps
360° camera Ladybug 3 6 × 1600 × 1200 360° × >280° - 5 fps
Thermal camera Raytheon Thermal-Eye 2000B 320 × 240 46° × 35° - 25 fps
2D Lidar × 2 SICK LMS200 764 × 1 180° 0–80 m 75 fps
3D Lidar Velodyne HDL-64E S2 2172 × 64 360° × 26.3° 1–100 m 10 fps
Table 3.2: Proprioceptive sensors on Shrimp.
Sensor Model Rate
GPS Novatel SPAN OEM3 50 Hz
IMU Honeywell HG1700 50 Hz
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3.2. Calibration and Registration
Figure 3.1: Robotic platform “Shrimp”. Reprinted from Kragh and Underwood (2017).
3.2 Calibration and Registration
All extrinsic parameters defining transformations between sensors were extracted from
the CAD model of the platform. The transformations between the Ladybug cameras and
the Velodyne lidar, however, were refined using an unsupervised calibration method for
cameras and lasers (Levinson and Thrun, 2013). The calibration method was performed
for each of the 6 cameras in the Ladybug camera system.
The Ladybug camera system was calibrated from the factory. Exact focal lengths, princi-
pal points, and distortion parameters were thus available for all 6 cameras. Similarly, the
Velodyne lidar was calibrated from factory for both laser offsets and reflectances.
3.3 Data Collection
The datasets from Australia were all recorded by the ACFR team, whereas the ground
truth annotations were made as part of this thesis work. The raw data acquisition does
therefore not represent a contribution of this thesis. However, similar to the Field-
SAFE dataset (DK6), the datasets from Australia have been made publicly available at
http://data.acfr.usyd.edu.au/ag/2017-orchards-and-dairy-obstacles/ and are described
in Paper 5 (Kragh and Underwood, 2017).
The Shrimp recording platform described in section 3.1 was used to record 5 datasets
at various locations in Australia during 2013. Figure 3.2 shows the locations, shapes,
and appearances of the fields that were traversed during acquisition. Table 3.3 provides
details for each dataset such as the season of recording, area of the field/orchard, and
included obstacle types. For all recordings, Shrimp was remotely controlled to traverse
the field or orchard while recording localization data for post-processing. Figure 3.3
illustrates examples of images, point clouds, and annotations from each of the five
datasets. The datasets present a large variation in both appearance and geometry with
four different orchards and a dairy grass field. Various obstacles including humans, cows,








Figure 3.2: Overview of datasets collected with Shrimp in Australia.
A total of 120 pairs of synchronized images and point clouds have been manually an-
notated pixel- and point-wise into 9 different classes: ground, sky, vegetation, building,
vehicle, human, animal, and other. The sky class, however, is only present in the images
due to the physics of the lidar.
Table 3.3: Overview of datasets recorded in Australia.
ID Dataset Setting Season Area Length Labeled Obstacles
(ha) frames Human Animal Vehicle Building
AUS1 Mangoes
December 2013
Orchard Summer 32.6 408 m (359 s) 36 X X X
AUS2 Lychees
December 2013
Orchard Summer 3.5 122 m (121 s) 15 X X X
AUS3 Custard apples
December 2013
Orchard Summer 5.8 159 m (128 s) 23 X X
AUS4 Almonds
August 2013
Orchard Spring 183.0 258 m (212 s) 31 X X X
AUS5 Dairy
May 2013
Field Winter 13.6 91 m (106 s) 15 X X
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3.3. Data Collection































In this part of the study, two research perception platforms were described along with
associated multi-modal datasets. The platforms both included a 3D lidar, a stereo
camera, a thermal camera, a 360° camera, and localization from combined IMU and
accurate GPS. Calibration and registration procedures were presented for enabling
sensor fusion across modalities. An automated procedure was further proposed for
optimizing localization. The platforms have been used to acquire multiple datasets
including various obstacles in different agricultural environments.
The acquired datasets represent a wide range of realistic agricultural environments
including grass fields, row crops, and orchards with mangoes, lychees, apples, and al-
monds. As such, they are useful for evaluating methods in their ability to handle different
obstacle appearances and illumination conditions, and in their ability to transfer across
domains. Despite great efforts, no recordings of wild animals in their natural habitat
were acquired. For applications targeting animal safety, such datasets would be invalu-
able. Furthermore, no recordings were carried out at night-time, nor in bad weather
such as heavy rain, dense fog, or strong and dusty wind. Therefore, future work on data
acquisition should focus on capturing more seasons and weather conditions and include
more variation in obstacle appearances.
Ground truth object labels have only been annotated sparsely across the multiple
datasets and sensing modalities. Manual annotation is both tedious and time-consuming,
especially when annotating the same obstacles in multiple modalities simultaneously.
Therefore, a method for obtaining multi-class ground truth annotations of both static
and dynamic obstacles in global GPS coordinates was proposed. Orthophotos captured
with drones were georeferenced and manually annotated pixel-wise such that 3D sensor
data could be labeled automatically using the localization system of the sensor platform.
Although multiple error sources caused slight misalignments in the annotations, the
semi-automated annotation procedure has shown that GPS-based labeling of multiple
modalities on large-scale is possible. The dataset has been made publicly available to fa-
cilitate future research on multi-modal obstacle detection in agricultural environments.
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Part IIIPoint Cloud Classification
36
Autonomous vehicles performing obstacle detection and avoidance often use lidar sen-
sors to measure range data in front of the vehicles. A 3D point cloud of the environment
is ideal for detecting non-traversable areas and can further be used for path planning
and vehicle control. Obstacle detection is commonly accomplished by segmenting the
point clouds into traversable and non-traversable areas using ground plane extraction.
Ideally, this provides segmented 3D point structures of all elements protruding from
the ground. For an autonomous system to make informed and reasonable decisions,
however, a subdivision of non-traversable structures may be needed. Some structures
may represent static obstacles that can easily and safely be passed at close distance,
whereas others may represent dynamic objects such as pedestrians, cyclists, and vehicles
that can make sudden and unexpected movements. Point cloud classification deals with
this issue by discriminating point structures based on their shape and neighborhoods.
Traditional pipeline
A common and traditional approach to object recognition and point cloud classification
is to apply a pipeline of segmentation, feature extraction, and classification (Douillard
et al., 2011).
Segmentation The point cloud is first segmented using ground plane segmentation.
For dense point clouds, ground plane segmentation is usually carried out by voxelizing
the point cloud into a grid followed by clustering based on height differences (Thrun
et al., 2006; Douillard et al., 2010b). Other approaches use more advances methods such
as constructing probabilistic elevation maps (Lang et al., 2007) or estimating complex
surface functions (Hadsell et al., 2010). After ground segmentation, all remaining voxels
are clustered to form non-ground partitions. For sparse point clouds, however, voxelizing
with a constant grid size results in a high number of empty cells. For Velodyne lidar data
for instance, the number of empty cells increases with distance. Instead of voxelization,
other methods such as mesh construction followed by gradient-based region growing
can therefore be used (Moosmann et al., 2009).
Feature extraction Often, the segmentation step uses a number of low-level features
such as estimated normals, voxel means and variances, and local gradients as men-
tioned above. However, for actual classification of individual points or segments, more
advanced features are typically applied. Local feature descriptors are extracted before
segmentation, whereas global descriptors are extracted after segmentation at the non-
ground partitions. Popular local feature descriptors include Point Feature Histograms
(PFH) (Rusu et al., 2008), the closely related Fast Point Feature Histograms (FPFH) (Rusu
et al., 2009), the Signature of Histograms of OrienTations (Salti et al., 2014), and the
Normal Aligned Radial Feature descriptor (NARF) (Steder et al., 2011) for 2.5D point
clouds (range images). Popular global feature descriptors include Spin Images (Johnson
and Hebert, 1999) and Viewpoint Feature Histograms (VFH) (Rusu et al., 2010). Local
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descriptors use a neighborhood around each point to calculate the features. The neigh-
borhood of a point can include either the k nearest points or all points within a fixed
radius.
For unstructured environments with rough terrain and high vegetation, custom-made
features have been proposed for distinguishing man-made structures from vegetation
(Vandapel et al., 2004; Lalonde et al., 2006). These all use principal component analysis
(PCA) to describe local point neighborhoods as either planar, linear, or scattered. As
man-made structures tend to be either planar or linear, and point distributions from
vegetation tend to be scattered, PCA features are useful for discrimination. Laser re-
flectance values have further been shown to provide some discrimination abilities for
e.g. vegetation (Wellington and Stentz, 2004; Wellington et al., 2006), however only if
carefully calibrated across laser beams (Levinson and Thrun, 2014).
Classification After feature extraction, a classifier can be trained to distinguish a num-
ber of classes. For point-wise feature extraction, the classifier provides a class label
for each point, whereas for voxel-based feature extraction, all points within a voxel are
assigned the same label. Support vector machine (SVM) classifiers have been used
widely for both point-wise and segment-wise classification (Himmelsbach et al., 2009;
Zhu et al., 2010; McDaniel et al., 2010). However, other approaches such as naive Bayes
classification (Vandapel et al., 2004; Lalonde et al., 2006), k-nearest neighbors (KNN),
and boosting algorithms have also been applied (Douillard et al., 2009; Golovinskiy et al.,
2009). Moreover, Markov random fields (Wellington et al., 2005; Anguelov et al., 2005;
Häselich et al., 2013) and conditional random fields (Lim and Suter, 2009) have been
shown to provide both accurate and smooth predictions, as they seek to infer optimal
class labels of all points jointly.
Deep Learning
A recent trend within point cloud classification uses deep learning methods to jointly
learn new, hierarchical features and perform classification with multi-layered neural
networks. For image recognition and semantic segmentation in 2D, deep learning
has outperformed traditional approaches and even surpassed human performance on
certain tasks (LeCun et al., 2015). Convolutional neural networks (CNNs) utilize the
grid-based data representation in images by convolving 2D filter kernels across the
input space. This generates a feature map, which, after more series of convolutions and
pooling operations, contributes to a hierarchical feature representation. The concept
easily generalizes to 3D data, as 2D filters can be replaced by 3D filters. However, 3D
point clouds are rarely represented in grids and therefore need to be voxelized before-
hand. The Voxnet network proposed by Maturana and Scherer (2015) voxelizes both 3D
computer-aided design (CAD) data from the ModelNet dataset (Wu et al., 2015) and point
clouds from the Sydney Urban Objects Dataset (Quadros et al., 2012) before successfully
applying a 3D CNN for object detection. The network outperforms existing methods,
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but can only handle input resolutions of 323 voxels due to comprehensive increases in
memory consumption and computational complexity when going from 2D to 3D. The
Octnet network has since then increased the input resolution to 2563 by utilizing an
efficient octree data representation that avoids redundant computations and storage of
empty voxels (Riegler et al., 2017). However, for point-wise classification of complete
3D scans from e.g. a Velodyne lidar, a much higher input resolution is needed. There-
fore, voxelized approaches typically require prior region extraction to provide relevant
segments for the 3D CNN to process (Maturana and Scherer, 2015).
While voxelization may work well for dense point clouds that have an approximately
constant point density, it poses a number of problems for sparse data. Point clouds
from a multi-beam rotating lidar such as the Velodyne experience point densities that
decrease with distance. For these, voxelization throws away detailed information at close
distance and results in an increasing number of empty voxels at far distance. Therefore,
other data representations have been proposed to handle sparse point clouds. The Point-
net network samples a number of points from a point cloud into an unordered set (Qi
et al., 2017a). By only applying permutation-invariant operations, the network extracts
both point-wise and global features that are successfully used for object detection and
semantic segmentation. As it does not incorporate local point context, other variants
have extended the approach with hierarchical feature learning using local neighbor-
hoods (Qi et al., 2017b; Shen et al., 2017). Another recent trend for deep learning on
irregular domains applies convolutions on graph structures. These are typically applied
in the spectral domain, however, with various challenges concerning weight sharing
and compatibility of different graph structures in the same model (Yi et al., 2017). Si-
monovsky and Komodakis (2017) therefore propose a variant that avoids the spectral
domain representation and thus allows for arbitrary graph structures. They report results
on the Sydney Urban Objects point cloud dataset that surpass state-of-the-art. Another
approach is to represent 3D objects by 2D rendered views. Shi et al. (2015) apply a
2D CNN on a single panoramic view, whereas Su et al. (2015) combine multiple 2D
CNNs on a collection of 2D rendered views. De Deuge et al. (2013) propose a 2D range
image representation for 3D point clouds acquired with a rotating multi-beam lidar.
The representation provides a 2D grid with neighborhoods defined by the horizontal
and vertical laser sampling and not the actual range measurements. 2D CNNs using
range images have been proposed for vehicle detection on the KITTI (Geiger et al., 2013)
autonomous driving dataset (Li et al., 2016; Wu et al., 2017). And more recently, range
images have been combined with bird’s-eye view 2D grid maps on the same dataset to
provide multiple 2D views of the point clouds, thus increasing classification accuracy
(Chen et al., 2017).
In this part of the study, two methods for point-wise classification of lidar-acquired 3D
point clouds are presented. In the first chapter, a “traditional” approach is presented
using hand-crafted feature extraction followed by point-wise classification with SVMs. In
the second chapter, a deep learning approach is proposed, converting 3D point clouds
to 2D range images, followed by 2D semantic segmentation with a CNN.
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5 Object Detection and Terrain
Classification with SVM
The content of this chapter partly appears in the following two publications:
Paper 4: Kragh et al. (2015). Object Detection and Terrain Classification in
Agricultural Fields using 3D Lidar Data. Proceedings of International Con-
ference on Computer Vision Systems 2015 (ICVS2015), Vol. 9163 Springer, p.
188-197.
Paper 5: Kragh and Underwood (2017). Multi-modal Obstacle Detection
and Evaluation of Occupancy Grid Mapping in Agriculture. Submitted to
International Journal of Robotics Research, February 2017.
In the automotive industry, lidar sensing is used widely to detect and localize objects
from vehicles in urban environments. Popular approaches include ground plane detec-
tion and extraction, which allows for subsequent segmentation of protruding objects
(Douillard et al., 2011; Luettel et al., 2012). In agriculture, however, rough terrain and
high vegetation complicates ground plane segmentation and challenges the distinction
between traversable and non-traversable terrain. Depending on the agricultural context,
a subdivision of non-traversable ground into vegetation and objects may further be
needed.
In this chapter, point-wise classification of 3D lidar point clouds using an adaptive
neighborhood radius is investigated. Each point is classified as either ground, vegetation,
or object. The ground class denotes traversable terrain, whereas the object class denotes
obstacles. The vegetation class includes crops, bushes, and trees and may be either
processable (and traversable) or non-traversable depending on the specific agricultural
task.
The proposed method works on individual scans from a multi-beam lidar generating
3D point clouds with each N points. For each point, 13 different features are extracted
based on local point neighborhood statistics. The features describe height, shape, orien-
tation, distance, and reflectance of the point neighborhoods and are used for supervised
classification into three classes using an SVM classifier.
40
5.1. Preprocessing
The method consists of three steps: preprocessing, feature extraction, and classification.
In the following sections, each of the three steps is described in detail.
5.1 Preprocessing
A preprocessing step first transforms the point cloud with a translation and rotation
such that the z-axis is approximately vertical. This is done by aligning the x y-plane
with a globally estimated plane. A minimum filter with a fixed radius of 1.0 m is used to
handle the varying point density, and the RANSAC algorithm (Fischler and Bolles, 1981)
is used for estimating plane coefficients. The normal vector of the plane defines the
transformation necessary to align the ground plane and the x y-plane.
5.2 Feature Extraction
3D point clouds can originate from a wide range of sources. They can be sampled from
CAD models, derived from camera depth images, accumulated from push-broom laser
range scanners, or be output directly by multi-beam lidars. For some sources, the point
distribution is roughly constant, and the point cloud can be denoted as dense. For other
sources, the point distribution varies with distance and dimensions (e.g. azimuth and
elevation), in which case the point cloud can be denoted as sparse. When calculating
point features using a local neighborhood around each point, the point density is crucial
in determining a reasonable neighborhood radius. A large radius is useful for low point
densities, but results in coarse estimates. A small radius, on the other hand, is useful for
high point densities, but results in noisy and possibly undefined features at places of low
density.
A point cloud from a rotating, multi-beam lidar is sparse with its point density decreasing
with distance. Figure 5.1 illustrates a single laser beam pointing towards a flat ground
plane from a certain height with a certain angle. Figure 5.1a illustrates the scan pattern
generated on the ground with equally distributed points along a circle, while Figure
5.1b shows a top-down view of the same scenario. The circle radius ‖p‖x y denotes the
ground plane distance between the sensor and the point p. Let θH denote the angular
resolution of the laser horizontally. Then the distance between two neighboring points
is 2‖p‖x y sin θH2 . In order to achieve a constant number of neighborhood points M
regardless of the point distance, an adaptive neighborhood radius r must be:
r = 2‖p‖x y sin MθH
4
. (5.1)
The neighborhood radius scales linearly with the horizontal distance ‖p‖x y . For multi-
beam lidars, this is only an approximation, since a point neighborhood will also include




Figure 5.1: Example of adaptive neighborhood radius for single-beam lidar with M =
4. (a) Circular scan pattern on flat ground surface. (b) Overlaid adaptive
neighborhood radius. Adapted from Kragh and Underwood (2017).
is normally much higher horizontally than vertically (θH < θV ), Equation 5.1 serves as a
good approximation.
The adaptive scaling allows for fine feature estimates close to the sensor and coarse
estimates at long distances, while benefiting from computational simplicity due to the
linear relationship. However, it also requires features to be scale-invariant such that
the features themselves are not influenced by the neighborhood radius. Therefore,
features are designed explicitly for scale-invariance by normalizing with respect to r
when appropriate. Table 5.1 lists the 13 proposed features that are calculated for each
evaluated point i having k neighbors. The features are divided into five groups: height,
shape, orientation, distance, and reflectance.
f1- f4 are height features and describe statistics of the z-coordinates of the point and its
neighborhood. f5- f7 are shape features derived from a principal components analysis
(PCA) of a 3×3 covariance matrix of the point neighborhood. The eigenvalues λ1 <λ2 <
λ3 describe the neighborhood point distribution in terms of its scatteredness, linearity,
and planarity. These measures are useful for distinguishing e.g. vegetation from planar
objects, since vegetation typically has a more scattered point distribution than planar-
like objects such as a vehicle or building. f8 is another measure of planarity proposed
by McDaniel et al. (2010) that uses the 3D vector ~p j of a neighborhood point j as well
as the neighborhood mean/centroid ~p. f9- f11 are orientation features derived from
the eigenvector ~v1 corresponding to the smallest eigenvalue λ1. The eigenvector ~v1
defines the normal vector of a locally estimated plane. Its orientation can thus be used
to distinguish e.g. horizontal from vertical surfaces. f12 is a distance feature proposed by
Wellington and Stentz (2004). Although the adaptive neighborhood radius compensates
for distance, f12 enables the subsequent classifier to further characterize points by their
neighborhood density. f13 denotes the reflectance intensity, which is a value directly
provided by the lidar sensor.
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5.3. Classification
Table 5.1: Scale-invariant point features.
Type Feature Description Definition
Height f1 Point height zi
f2 Minimum neighborhood height mi n (z1 . . . zk )
f3 Mean neighborhood height z = 1k
∑k
j=1 z j





















f8 Normalized orthogonal residual










Orientation f9 Normal vector x ~v1 · (1,0,0)
f10 Normal vector y ~v1 · (0,1,0)
f11 Normal vector z ~v1 · (0,0,1)
Distance f12 Point distance ‖~pi‖
Reflectance f13 Reflectance intensity intensityi
5.3 Classification
The 13-dimensional feature vectors of annotated points are used to train an SVM with
probability estimates using a one-against-one approach with the libsvm library (Chang
and Lin, 2011). A radial basis function (RBF) kernel is used along with the default values
C = 1 and γ = 1# f eatur es = 113 . In order to handle class imbalance, an equal amount of
points are drawn at random from each class. All features are further normalized by
subtracting the mean and dividing by the standard deviation for each dimension across
the training set. The normalization parameters are stored and reused at test time.
5.4 Results and Discussion
The method has been evaluated on the DK1 dataset (page 24) with point-wise annota-
tions into three classes: ground, vegetation, and object. The dataset includes 15 annotated
lidar frames from a Velodyne HDL-32E. Leave-one-out cross-validation was applied to
split training and testing across 7 different trials (recordings).
Table 5.2 shows a confusion matrix generated by accumulating point predictions across
the cross-validation folds. The method classifies ground points accurately, whereas it
quite often confuses vegetation and object points. Figure 5.2 further shows example
frames from the same dataset with ground truth annotations on the left side and classifier
43























Figure 5.2: Examples of classification results. a) and b) respectively show ground truth
and classification results of a scene with ground, trees, humans, a car, and a
building. c) and d) respectively show ground truth and classification results
of a scene with ground, bushes, humans, and dogs. Blue denotes ground,
green denotes vegetation, and red denotes objects. Reprinted from Kragh
et al. (2015).
predictions on the right side. The object-vegetation confusion is clearly seen by the car
and the building in Figure 5.2b.
The adaptive neighborhood radius in Equation 5.1 includes a single parameter, the
approximate number of neighborhood points M . Figure 5.3a shows a graph of the
accuracy evaluated with different values of M . The accuracy was above 90% for all
evaluated values, with a maximum of 92.4% when M = 300. The method was compared
to the Fast Point Feature Histograms (FPFH) descriptor (Rusu et al., 2009) followed by
SVM classification. Figure 5.3b shows the accuracy with different values of the constant
sized neighborhood radius r required by the FPFH feature descriptor. For all evaluated
radii, FPFH gave inferior results and involved considerable longer computation times.
The list of features in Table 5.1 indicates a potentially high correlation between certain
features. The four height features, for instance, may not all be necessary in order to
distinguish structures based on height. Two feature selection techniques were there-
fore applied to examine the relative importance of the 13 proposed features. The two
techniques both evaluate feature combinations and use the test set accuracy after SVM
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5.4. Results and Discussion
Table 5.2: Confusion matrix relating predictions (columns) to ground truth (rows).
Adapted from Kragh et al. (2015).
Ground Vegetation Object
Ground 94.1% 3.2% 2.7%
Vegetation 6.4% 81.5% 12.1%
Object 3.3% 7.5% 89.2%






























Figure 5.3: Comparison of proposed features and FPFH descriptors. (a) Accuracy with
proposed features as function of M . (b) Accuracy with FPFH descriptor as
function of r .






)= 8191 combinations, only a subset of all combinations is evaluated.
Greedy forward selection starts with an empty list of features. The list is grown incre-
mentally by continuously adding the single feature among the remaining that gives the
highest combined accuracy. Greedy backward selection, on the other hand, starts with a
list of all features. The list is then reduced incrementally by continuously removing the
single feature that, when removed, causes the smallest decrease in accuracy. Figure 5.4
shows the feature relevance sorting of the 13 proposed features using greedy forward
and backward selection. The two approaches both had one feature from each of the
categories height, shape, and orientation among their four most important features. The
approaches further agreed that f2 (minimum height) was the most important feature
and that f8 (RSS) was the least important feature. The graphs show that using more
than 5 features did not significantly increase performance. In fact, both graphs show
small decreases when using more than 10 features, which suggests that a low number of
features should be used when the amount of annotated data is limited. A low number of
features will further decrease the computational complexity and execution time.
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Figure 5.4: Feature selection using greedy forward selection and backward elimination.
The evaluation was conducted on the DK1 dataset. Reprinted from Kragh
et al. (2015).
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6 Semantic Segmentation in 3D
with Range Images
The content of this chapter partly appears in the following draft of a journal paper:
Paper 9: Kragh et al. (2018). Multi-Modal Semantic Segmentation in 3D with
Range Images. Draft, February 2018.
In the previous chapter, a “traditional” approach was presented for point-wise classifi-
cation of 3D point clouds. A number of hand-crafted features were extracted for each
point based on its point neighborhood, and an SVM classifier was used to distinguish a
number of classes based on the features. Until recently, this was the preferred approach
for object detection and semantic segmentation in both 2D images and 3D point clouds.
However, recent advances in deep learning have outperformed traditional approaches
in numerous research fields within computer vision and machine learning (LeCun et al.,
2015). Multi-layered convolutional neural networks automatically learn features that are
relevant for the specific classification tasks. Both feature representations and subsequent
classifier decision boundaries are thus made data-driven.
In this chapter, point-wise classification of 3D lidar point clouds using deep learning is
investigated. Each point cloud is converted to a 2D range image, and a state-of-the-art
fully convolutional network (FCN) is applied for semantic segmentation. The method is
evaluated on the FieldSAFE dataset DK6 (page 27) that was acquired in an agricultural
grass field. A semi-automated annotation process is used to label the lidar frames
point-wise into 6 classes: grass, vegetation, human, road, building, and object.
The proposed method is applied on individual frames from a multi-beam lidar generating
3D point clouds. Each point cloud is converted into a 2D range image with the x- and
y-axes describing horizontal and vertical laser angles and with intensities corresponding
to range measurements. An FCN for semantic segmentation on images is trained to
predict pixel-wise class labels, thus providing point-wise predictions for each lidar frame.
In the following, the range image conversion and network architecture are described
individually. This is followed by a description of the semi-automated annotation process
and a presentation of preliminary results.
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6.1. Range Image Representation
(a) Range (pseudo-colored)
(b) Intensity (pseudo-colored)
Figure 6.1: Channel examples represented in range image format. Blue represents low
range/intensity, whereas yellow represents high range/intensity. Adapted
from Kragh et al. (2018).
6.1 Range Image Representation
A 3D point cloud from a stationary lidar is often referred to as 2.5D, since it is acquired
from a single view point. Such a point cloud is easily converted to a range image rep-
resentation, in which the first and second axes describe azimuth and elevation of the
laser beam, and the intensity describes the range measurement. Range, azimuth, and
elevation are computed from Cartesian x, y , and z coordinates in the local sensor frame:
r =
√
x2 + y2 + z2 (6.1)








The corresponding pixel coordinate has a column position of θ/∆θ and a row position of
φ/∆φ, where∆θ and∆φ are the azimuth and elevation resolutions of the lidar. Subsequent
nearest neighbor interpolation ensures that all pixels are defined by assigning each pixel
by its nearest projected range value.
Figure 6.1 illustrates an example of a range image acquired with a Velodyne HDL-32E
rotating lidar. Along with the range channel, an intensity channel is generated using
the reflectances available for each laser return. As input to the neural network, the two
channels are converted to floating points and normalized to the range [0,1]. More details
on the normalization process are available in Paper 9.
6.2 Network Architecture and Training
Figure 6.2a illustrates the network architecture of a state-of-the-art FCN proposed by
Jégou et al. (2017). The network is an extension of the DenseNet architecture (Huang
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Figure 6.2: Network as proposed by Jégou et al. (2017). (a) Network architecture with
concatenations denoted by ©. (b) Dense block consisting of l = 4 densely
connected composite layers. Adapted from Kragh et al. (2018).
et al., 2016). It includes an encoding path that extracts hierarchical features through
downsampling, and a decoding path that combines feature representations during
upsampling. This is achieved through skip-connections (dashed arrows) that connect
the encoding and decoding paths (Long et al., 2015).
The encoding path consists of an initial 3×3 convolution followed by repeated sequences
of dense blocks (DBs), concatenations, and transition downs (TDs). A DB internally
consists of l densely connected composite layers that each output k feature maps. A
composite layer is made up by batch normalization (Ioffe and Szegedy, 2015), a rectified
linear unit (ReLU), a 3×3 convolution followed by a dropout layer (Srivastava et al., 2014).
Figure 6.2b illustrates how the composite layers in a DB are connected and combined by
concatenation to l∗k feature channels. The output of a DB is concatenated with its input
such that low-level features are continuously forwarded through the encoding path, thus
allowing feature reuse. A TD reduces the spatial dimension using batch normalization, a
ReLU, 1×1 convolution, dropout, and 2×2 maximum pooling. The encoding path thus
increases the number of feature channels while reducing the spatial dimension.
The decoding path consists of repeated sequences of transition ups (TUs), concatena-
tions, and DBs followed by a final classification made up by a 1×1 convolution and a
softmax layer. A TU increases the spatial dimension using a 3×3 transposed convolution
with a stride of 2 (Long et al., 2015). Feature maps from the encoding path with the same
resolution are then concatenated. This effectively combines low- and high-level features
49
6.3. Results and Discussion
and allows the network to perform accurate and smooth pixel-wise predictions. The DBs
compress the information by reducing the number of feature channels. Contrary to the
encoding path, their inputs and outputs are not concatenated. The decoding path thus
decreases the number of feature channels while increasing the spatial dimension.
The network is trained for 50 epochs with a batch size of 8 using the Adam optimizer
(Kingma and Ba, 2014) with an initial learning rate of 0.0001. A weight decay factor of
1×10−4 and a dropout rate of 0.2 are used for regularization. As no pre-trained networks
are publicly available for 2-channel range images, the network is trained with zero-
initialized weights. To fit the network onto a GeForce Titan X GPU with 12 GB RAM,
random crops of size 256×256 pixels corresponding to the full height are sampled from
the range images and used as input. Horizontal wrap-around at the left and right image
boundaries is used, as the range image corresponds to a 360° field of view. Random
horizontal flipping further provides data augmentation.
As shown in Figure 6.1, the tractor and a part of the recording platform are visible in all
range images. To avoid biasing the network with these observations, the ground truth
range images are masked such that no loss is backpropagated for these regions during

































denotes the predicted probability after the softmax layer. p is 1 for the
correct class label and 0 for all other classes. wc denotes a class weight that makes
backpropagated losses depend on the class that was misclassified.
Class imbalance is handled using the number of occurrences within each class. With Nc
denoting the number of pixels in the training set with label c , the relative class frequency
is defined as Nc∑C
k Nk
. Three different strategies were evaluated for class weighting. The
first used equal weights for all classes, the second used inverse relative class frequencies,
and the third used log2 of the inverse relative class frequencies. For all scenarios, the






6.3 Results and Discussion
The method has been evaluated on the FieldSAFE dataset DK6 (page 27) that includes
different obstacles in a grass field with ground truth annotations in global GPS coor-
dinates. To obtain point-wise class labels for all lidar frames, each point cloud was
first georeferenced using the procedure presented in section 2.3. Figure 6.3a shows
the resulting accumulated point cloud pseudo-colored with the height above sea level.
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(a) Height above sea level (pseudo-colored) (b) Labeled orthophoto
(c) Ground truth (d) Assigned datasets: training (green), valida-
tion (blue), and test (red)
Figure 6.3: Georeferenced points colored by different channels. For technical reasons,
only 10% of all points are shown. Adapted from Kragh et al. (2018) and Kragh
et al. (2017).
All points were then projected to the annotated 2D drone orthophoto in Figure 6.3b
using a transformation between georeferenced UTM coordinates and orthophoto pixel
coordinates as described in section 2.4. Figure 6.3c illustrates the resulting point-wise
labels.
Since the dataset only included a single field, it was split geographically into training,
validation, and test subsets. Figure 6.3d shows a geographical split which ensured that all
classes were represented in all subsets. The split allows the same range image to appear
in both the training, validation, and test subsets. However, using the split in a similar
way to the masking of range image regions covered by the tractor, no pixels in the ground
truth images appeared in more than a single subset. This ensured that the network was
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only trained on range image pixels from the training set. However, some unintended
correlations may still have existed between subsets.
A total of 9,168 range images were generated based on a three lap traversal around the
field. The training, validation, and test splits were applied as described above, and
labeled images with less than 1000 defined pixels were excluded from each subset. This
resulted in 7,837 frames for training, 4,092 frames for validation, and 3,359 frames for
testing.
Table 6.1 lists the class-wise results across the entire test set when range and intensity
channels were used as input for the FCN. The table reports class-wise intersection over
union (IoU) as well as the overall classification accuracy. As is clear from the table, the
best performance was achieved when using both the range and intensity channels. The
addition of intensity cues thus increased the mean IoU from 0.355 to 0.426. The rather
small mean IoU was caused by a performance varying significantly over classes. The
human and building classes had IoUs close to 0, whereas grass, vegetation, and road
had IoUs of 0.985, 0.905, and 0.545, respectively. This may be caused by severe class
imbalance, as the accuracy for both models were above 97%. Another source of error
could be label misalignments, as annotation errors were inevitably introduced during
the semi-automated annotation procedure.
Table 6.1: Class-wise classification results comparing the use of only range measure-
ments with the use of both range and intensity. Adapted from Kragh et al.
(2018).
IoU accuracy
grass vegetation human road building object mean
Range 0.979 0.888 0.000 0.246 0.000 0.014 0.355 0.975
Range, intensity 0.985 0.905 0.020 0.545 0.000 0.103 0.426 0.981
Figure 6.4a shows an example of a predicted lidar frame (visualized as a point cloud)
along with its ground truth labels. Despite the mixed quantitative results from Table
6.1, the network seemed to correctly predict many of the structures in the environment.
Figure 6.4b and 6.4c show two different views of a human in the scene. From these,
it is clear that the ground truth annotations (left side) suffered from misalignment,
which was likely caused by errors during georeferencing and projection to the annotated
orthophoto. However, the network was able to mitigate parts of these errors as seen
from the predictions (right side). Possibly, this was due to the class weighting in the
custom loss function that favored misclassified grass points over misclassified human
points. In practice, the network thus corrected some misalignments in the ground truth
annotations.
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undefined grass vegetation human road building object
(a) Overview
(b) Human from front
(c) Human from above
Figure 6.4: Three views on a single frame from the test set. The left column shows
ground truth annotations, whereas the right column shows predictions using




In this part of the study, two approaches for point-wise classification of 3D point clouds
were proposed. The methods both targeted sparse point clouds from a rotating multi-
beam lidar. The first method built on a traditional pipeline including ground plane
identification, feature extraction, and classification. Sparsity was handled during feature
extraction using an adaptive neighborhood radius that depended on distance and thus
also point density. For point-wise distinction of ground, vegetation, and objects, the pro-
posed method outperformed a frequently used 3D feature descriptor on both accuracy
and computation time. The second method investigated recent advancements in deep
learning on images. How to transfer these from 2D to 3D, however, is not obvious, as
local neighborhoods in a sparse point cloud are not well-defined. Therefore, the sec-
ond method proposed a 2D range image representation of lidar-acquired point clouds
to perform semantic segmentation with a state-of-the-art 2D CNN. The range image
representation implicitly solved sparsity problems and directly provided 2D grid-based
point neighborhoods.
The proposed methods both perform semantic segmentation in 3D. That is, point-wise
classification into multiple classes. Although actual obstacle avoidance systems may
favor an object detection approach encapsulating detected objects with 3D bounding
boxes, point-wise classification serves as a generic representation that allows subse-
quent clustering, tracking, and even fusion with other modalities. In the domain of
autonomous robots, a binary distinction is often made between occupied and unoccu-
pied regions. However, in agriculture, this simplification falls short when the objective
is to interact with vegetation e.g. during grass mowing or when cutting tree branches.
Therefore, multiple classes may be needed to represent traversable, processable, and
non-traversable areas. And for an intelligent systems that reacts according to obstacle
types, non-traversable areas may even be subdivided into static (buildings, fences, trees)
and dynamic (humans, animals, vehicles) obstacles.
Future work should focus on investigating and comparing other data representations
for deep learning on 3D points clouds. A 2D CNN on range images should thus be com-
pared with state-of-the-art voxelized 3D networks (Riegler et al., 2017) and permutation




In order for autonomous vehicles to be safe, the perception system reporting obstacle
detections and classifications must be both robust and redundant. The system must be
robust towards changes in illumination and weather conditions such that direct sunlight,
heavy rain, fog, or dust does not degrade or fully obstruct its abilities to detect obstacles.
It must be able to handle perceptive ambiguities between obstacles and non-obstacles
such as animals that can be visually camouflaged to look like vegetation, or humans that
when lying down can be geometrically similar to the ground. The system must further
avoid all single points of failure by introducing redundancies. If one sensor or detection
algorithm fails, other duplicates or replacements must be able to compensate. For these
reasons, multiple sensors and complementary sensing modalities are needed.
Multi-modal fusion deals with the issue of combining sensor data from different domains
in order to increase robustness and confidence. Combining multiple sensors should
thus result in reduced uncertainty compared to individual sensor performances. In the
scientific field of obstacle detection for autonomous vehicles, typical perception sensors
include color cameras, thermal cameras, lidars, and radars (Luettel et al., 2012). All
combinations of these sensors are possible, however, the primary focus in this thesis is
on fusion between lidar and other modalities.
In some of the pioneering work on autonomous vehicles, proposed during the DARPA
Grand Challenge, multiple single-beam lidars were fused with a color camera using
self-supervised learning (Dahlkamp et al., 2006). Here, the lidars were used as robust and
reliable sensors at close range to continuously supervise the color camera for traversabil-
ity assessment at far range. Similar approaches have been used for fusing radar and color
camera (Milella et al., 2014, 2015), radar and stereo vision (Reina et al., 2016a), and to
extend the fusion approach of lidar and color camera (Zhou et al., 2012). Self-supervised
learning, however, does not truly belong to the category of sensor fusion, as it does not
improve the performance of the supervising sensor (e.g. lidar).
Different stages of sensor fusion are often used to describe at what level the data are
combined. Low-level or early fusion refers to the combination of raw data from different
sensors, whereas high-level or late fusion refers to the integration of information at
decision level. Feature-level fusion is occasionally used to represent intermediate levels
where some higher-level information has been extracted from both modalities before
fusion. At low- and feature-level, a lidar has been fused with both monocular color,
stereo, and thermal cameras for obstacle detection in agricultural environments (Dima
et al., 2004; Wellington et al., 2005; Häselich et al., 2013; Mao et al., 2015; Benet et al.,
2016). 3D points are projected onto 2D image planes by utilizing known extrinsic and
intrinsic parameters of the lidar and cameras. By concatenating 3D coordinates with
color or thermal intensities, features that utilize multiple modalities can be extracted.
The same concept has been applied for scene analysis, in which 3D point clouds and
2D images are labeled point- and pixel-wise (Namin et al., 2014; Posner et al., 2009;
Douillard et al., 2010a; Cadena and Košecká, 2016). Another low-level fusion approach
exploits the high reliability and precision of a lidar with the high point density of a stereo
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camera to generate a combined reliable and dense point cloud (Huber et al., 2011; Suvei
et al., 2018).
At high-level, 2D grid map representations have been used to probabilistically fuse
lidar and color camera (Laible et al., 2013; Reina et al., 2016b) and lidar and radar
(Ahtiainen et al., 2015) for traversability assessment. For scene analysis, conditional
random fields (CRFs) have been used at decision level to fuse intermediate predictions
for each modality by including both spatial, temporal, and multi-modal relationships
to improve initial classifications (Namin et al., 2015; Xiao et al., 2015; Zhang et al., 2015;
Munoz et al., 2012).
Recently, the distinction between low-, feature-, and high-level fusion has been slightly
blurred with the use of deep learning. Chen et al. (2017) fuse lidar and camera with a
“deep fusion” approach for vehicle detection on the KITTI dataset (Geiger et al., 2013).
This is done by adding layer-wise connections between parallel subnetworks for each
modality, with the connections based on region proposals in 3D that are projected onto
the 2D image. Another variant uses high-level fusion for the same task and dataset on
separate CNNs trained on each modality (Asvadi et al., 2017). In other fields of research,
a CNN has been used to fuse camera images with remote sensing data on high-level
for estimating ocean depth with an autonomous underwater vehicle (Rao et al., 2017).
Results showed that sensor fusion improved the accuracy compared to single-modality
classifiers, even when one of the modalities was not available during inference. And Eitel
et al. (2015) have fused color and depth images on high-level with a CNN for recognizing
household objects. Here, sensor fusion helped handle missing or incomplete sensor data
from one of the modalities.
In this part of the study, three methods for multi-modal obstacle detection including
lidar sensing are presented. In the first chapter, a self-supervised classification system is
presented using a lidar for continuously supervising a visual classifier of traversability.
In the second chapter, a lidar and a camera are fused at decision level using conditional
random fields. In the third chapter, the deep learning approach from chapter 6 is
extended with color and temperature channels from a stereo and a thermal camera, thus




The content of this chapter partly appears in the following publication:
Kragh et al. (2016c). Self-supervised Traversability Assessment in Field Envi-
ronments with Lidar and Camera. Poster presentation at the International
Conference on Agricultural Engineering 2016 (CIGR2016).
Self-supervised learning is a concept in machine learning in which one classification
system (the supervisor) outputs labeled data as training examples to another (supervised)
classification system. The supervisor is assumed to be a reliable classifier that is able
to classify only a part of the input space, whereas the supervised classifier spans the
entire input space, but also requires labeled training data. The concept became popular
in the 2005 DARPA Grand Challenge as a near-to-far approach (Dahlkamp et al., 2006).
Here, a reliable laser sensor was used at near-distance to distinguish and label ground
and non-ground areas. By projecting the labeled areas to a camera image, the laser
could continuously supervise/train a visual classifier. Since the camera image covered a
much wider area than the laser, the visual classifier was effectively trained to distinguish
ground and non-ground at both near and far distances.
The near-to-far approach builds on the assumption that a robust and reliable sensor
and associated algorithm can find traversable ground regions and feed these into e.g.
a visual classifier as training data. This can be done in an online fashion, allowing
the visual classifier to continuously adapt to environmental and illumination changes.
The concept has been applied in various domains and with various supervisors and
supervised classifiers. A subdivision can be made into proprioceptive and exteroceptive
learning. Proprioceptive learning typically uses vibration data, whereas exteroceptive
learning uses perceived environmental data from exteroceptive sensors such as a camera,
laser, or radar. Proprioceptive learning has explored the use of vibration-based terrain
classification on both planetary rovers and off-road vehicles to label previous camera
images of the same areas (Brooks and Iagnemma, 2012; Kim et al., 2006). It has further
been used to distinguish vegetation and ground in various outdoor environments (Wurm
et al., 2014). Exteroceptive learning, on the other hand, has been used for traversability
assessment both indoors and outdoors with laser and camera (Maier et al., 2011), with
stereo and monocular cameras (Hadsell et al., 2009), and with a reverse optical flow
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Figure 8.1: Camera-based traversability assessment supervised by lidar. (a) Lidar-
classified ground and non-ground 3D points are projected onto 2D image.
(b) Gaussian mixture model of normal ground appearance. (c) Ground truth
traversable area overlaid on image.
mechanism on a single monocular camera (Lookingbill et al., 2007). In agricultural
contexts, the near-to-far approach has been applied by Milella et al. (2015) using radar
and camera in rural environments and by Zhou et al. (2012) using lidar and camera in
forested terrain.
In this work, a 64-beam lidar is used to continuously supervise a visual classifier with
online learning for traversability assessment in an agricultural grass field environment.
Although the lidar itself is capable of detecting far-distance objects, its vertical resolution
and field of view is smaller than that of the camera. The use of a multi-beam lidar further
increases reliability and allows for an evaluation of how the number of lasers affects the
accuracy.
Figure 8.1a illustrates the proposed approach. A simple geometric classifier detects flat,
traversable ground areas (green rays in the figure). The traversable areas are projected
from 3D onto a corresponding 2D image from a camera and used as training data to
update a visual model of normal ground appearance. Figure 8.1b illustrates such as
visual model of normal ground appearance. The visual classifier applies the model on
the entire image to detect non-traversable image patches as outliers from the model.
The desired output (ground truth) is illustrated in Figure 8.1c as an overlay of traversable
pixels.
8.1 3D Ground Segmentation
A ground segmentation algorithm for lidar point clouds by Douillard et al. (2011) is
used to extract 3D points of traversable areas in front of a vehicle. Figure 8.2a shows




Figure 8.2: 3D ground segmentation and projection to 2D images. (a) ground and non-
ground 3D points. (c) 3D ground points projected on 2D image. (c) resulting
pixel areas used for supervising the visual classifier.
whereas Figure 8.2c shows the projection of the ground points onto the 2D camera image
using a perspective transformation. A morphological dilation connects the ground pixels
to form traversable pixel areas. This is followed by a morphological erosion with a slightly
larger structuring element in order to prevent potential calibration or synchronization
inaccuracies from overlaying non-traversable areas. Figure 8.2c shows the resulting
traversable ground points used for supervising the visual classifier.
8.2 Visual Classifier
A Gaussian mixture model (GMM) is used for modeling and maintaining the normal,
visual appearance of traversable ground. Each cluster in the model describes a ground
component (e.g. grass or dirt) and is represented by a mean vector and a covariance
matrix. Figure 8.1b shows an example of a two-dimensional GMM in 2D with three
components (K = 3). These are estimated with the Expectation Maximization (EM)
algorithm (Dempster et al., 1977) by clustering all the training data provided by the lidar
(Figure 8.2c).
As visual features, we use rg chromaticity, Gray-Level Co-Occurrence Matrix (GLCM)
features (energy, homogeneity, and contrast) (Haralick et al., 1973), as well as densely
extracted SIFT features on multiple scales (Lowe, 2004). For each frame, all ground pixels
are added to the GMM by maintaining a constant sized sliding window of all supervised
ground points within the past 20 frames. The visual classifier is then applied to all pixels
in the image by calculating the Mahalanobis distance between their feature vectors and
the K different components in the GMM. If the minimum distance of these is beyond a
certain threshold, the pixel is considered to be non-traversable. The method can thus
be seen as an anomaly detector, as it models only normal ground appearance and thus
detects anomalies as outliers.
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(a) Frame 1 (b) Frame 40 (c) Frame 100 (d) Frame 256 (e) Frame 340
Figure 8.3: Examples of online visual ground segmentation from a 2 minute traversal with
overlaid ground model inliers colored by their closest Gaussian components.
8.3 Results and Discussion
The method has been evaluated on the Australian dairy dataset AUS5 (page 32), which
includes a grass field with cows and humans. 374 randomly sampled image patches
(one for each frame) have been manually annotated with per-pixel labels for a 2 minute
traversal on the field. A 64-beam Velodyne HDL-64E lidar provided point clouds used for
supervising the visual classifier.
Figure 8.3 illustrates examples of how the visual classifier detected ground pixels. The pix-
els are overlaid with colors corresponding to which of the K = 3 GMM components had
the smallest Mahalanobis distance. Distances above 12 standard deviations were consid-
ered non-traversable. The decision boundary was chosen to maximize the accuracy on
the same dataset.
Figure 8.4 shows a graph of the classification accuracy over a 2 minute traversal on
the field. Results were averaged with a sliding window of 25 frames to reduce noise
introduced by the annotation of randomly sampled image patches. The figure compares
three strategies for the learning process. With online learning, the visual classifier was
continuously updated using supervised ground points from a sliding window of 20
frames. With offline learning, the visual classifier was trained on the first 20 frames only.
And with batch training, the visual classifier was trained on ground points from all 374
frames. The graphs show that initially, online and offline learning performed equally
well as they shared the first 20 frames of training. However, as online learning was able to
continuously update its visual model, it generally performed better thereafter. Especially
after a 180° platform turn from frame 130-160, rapid changes in illumination caused
the performance of offline learning to degrade, whereas online learning was able to
adapt after a while. Batch training performed somewhere in between. With a mean
accuracy well below online learning, the batch-trained model clearly did not incorporate
the necessary variation in appearance and illumination.
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Figure 8.4: Accuracy over time with three learning strategies.













Figure 8.5: Mean accuracy of online learning as function of the number of laser beams
used for supervision.
Figure 8.5 shows an evaluation of the number of lasers utilized from the 64-beam super-
vising lidar. The accuracy was averaged over the entire traversal using the online learning
strategy. As expected, using all 64 beams resulted in the best overall performance of 90%
accuracy. Halving the number of beams to 32 gave a slightly worse performance of 86%,
while the use of 16 lasers gave 79%. The worst performance was achieved using a single
laser resulting in 76% accuracy. The relative difference can simply be caused by the
availability of more training data with more lasers. However, it can also be caused by the
presence of more view points, effectively training the visual classifier at different scales.
This could be addressed in a similar way to proprioceptive self-supervised learning (Kim
et al., 2006). For a single laser, image features of previously seen areas could thus be
memorized and introduced into the model once the same areas were seen by the laser.
In the above examples, only K = 3 GMM components were used. This was partly for
visualization purposes and partly for providing comparable results. Larger values of K
would increase the capacity of the models and thus considerably improve non-adaptable
models. However, for the batch training presented above with identical training and
test sets, it would also mean an unfair comparison. To exemplify, using K = 20 GMM
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components results in mean accuracies of 84%, 76%, and 89% for online learning, offline
learning, and batch training. Therefore, batch training can not generally be consid-
ered worse than online learning. If the training set includes all relevant conditions of
appearance and illumination, and the model is capable of containing and using the
information, batch training may provide equivalent or better results with potentially
even faster adaptation.
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9 Lidar-Camera Fusion with Con-
ditional Random Fields
The content of this chapter partly appears in the following publication:
Paper 5: Kragh and Underwood (2017). Multi-modal Obstacle Detection
and Evaluation of Occupancy Grid Mapping in Agriculture. Submitted to
International Journal of Robotics Research, February 2017.
In this chapter, appearance- and geometry-based detection methods are combined
probabilistically with lidar and camera sensors using a conditional random field (CRF).
A visual classifier provides information of visually distinctive areas, whereas a geometric
classifier discriminates ground from non-ground and characterizes structures by their
point distributions. The proposed method performs semantic segmentation in 2D
and 3D simultaneously and fuses predictions to ensure consistent labels both spatially,
temporally, and across modalities. The method is evaluated on a diverse agricultural
dataset, comparing single- vs. multi-modality performance and domain adaptation vs.
domain training.
Figure 9.1 illustrates the proposed fusion algorithm. Individual 2D and 3D classifiers
are first trained to provide initial pixel- and point-wise class probability estimates. For
each modality, these are then clustered into 2D and 3D segments in order to limit
the number of nodes in the subsequent CRF graph. 3D segments are projected onto
the 2D image, and a CRF is trained to jointly infer optimal class labels by fusing the
two modalities. Finally, temporal links are added between subsequent frames, thus
smoothing predictions both spatially, temporally, and across modalities.
The following two sections describe the initial 2D and 3D classifiers individually. This is
followed by a detailed description of the proposed CRF graph including its unary and
pairwise potentials.
9.1 2D Classifier
The visual classifier represents a pipeline of three steps: segmentation, feature extraction,






















Figure 9.1: Schematic overview of proposed fusion algorithm. Reprinted from Kragh and
Underwood (2017).
et al., 2012), and edges between neighboring segments are established. A number of
features are then extracted from each superpixel. These include average RGB values,
GLCM features (energy, homogeneity and contrast) (Haralick et al., 1973), and a bag-
of-words histogram of densely extracted SIFT features (Lowe, 2004). The concatenated
feature vector is normalized by subtracting the mean and dividing by the standard
deviation across the entire training set. Finally, an SVM is used to classify each superpixel
and assign probability estimates that sum to one across all classes (Chang and Lin, 2011).




of class label x2Di
given the features z2Di .
Paper 5 (Kragh and Underwood, 2017) compares the above “traditional” computer vision
pipeline with a recent deep learning approach using a CNN for semantic segmentation
(Long et al., 2015). However, as the traditional approach provided better results when
fused with lidar, the deep learning approach and its results are omitted in this summary.
9.2 3D Classifier
The geometric classifier represents a similar pipeline to the visual classifier, although
in a different order: feature extraction, classification, and segmentation. Point-wise
features are first extracted using the method proposed in Paper 4 (Kragh et al., 2015)
and described in chapter 5. That is, a number of hand-crafted features describing local
point distributions are calculated for each point using an adaptive, distance-dependent
neighborhood radius. In this work, however, only 9 of the proposed features are used:




Figure 9.2: Segmentation in 2D and 3D. (a) Supervoxels in 3D. (b) Superpixels in 2D
overlaid with projected 3D supervoxels. Adapted from Kragh and Underwood
(2017).
more information). An SVM classifier similar to the one used in 2D is used to produce
class probabilities for each point.
After classification, a clustering procedure is used to segment the point cloud into a
number of 3D supervoxels. The method uses the approach proposed by Papon et al.
(2013), however, with a modified feature distance measure D between two segments:
D =λDs +χ2. (9.1)
Ds denotes the spatial Euclidean distance between the segments, whereas χ2 denotes
the Chi-Squared histogram distance (Pele and Werman, 2010) between their mean his-
tograms of probability estimates. λ> 0 is a weighting factor. During clustering, points
are grouped together such that D in Equation 9.1 is minimized. The supervoxels thus
consist of neighboring points with similar initial probability estimates. Finally, neigh-
boring supervoxels are connected with edges, and the average of all point probabilities





of class label x3Di given the features z
3D
i .
In order to fuse the two modalities, the 3D superpixels are projected onto the corre-
sponding image using a perspective projection defined from the extrinsic and intrinsic
parameters of the lidar and the camera. Figure 9.2a shows an example of a point cloud
segmented into supervoxels, whereas Figure 9.2b shows the projection of supervoxels
onto a superpixel-segmented image. The overlap of 3D segments and 2D segments in
image space defines the connections between the two modalities. As is clear from the
figure, a single 3D segment can map to multiple 2D segments and vice versa.
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Figure 9.3: CRF graph with 2D nodes (superpixels), 3D nodes (supervoxels), and edges
between them both spatially and temporally. Reprinted from Kragh and
Underwood (2017).
9.3 Conditional Random Field
A CRF is trained to infer optimal class labels for both modalities simultaneously. Figure
9.3 illustrates an undirected graphical model defining the different nodes and edges
available. Each 2D segment (superpixel) and 3D segment (supervoxel) is assigned a node
in the graph. 2D edges are derived from neighboring 2D segments in image space, 3D
edges from neighboring 3D segments in 3D space, and 2D-3D edges from overlapping
2D segments and projected 3D segments. Additional temporal edges link 3D segments
between subsequent frames.
A CRF models the conditional probability distribution p (x | z) with x representing class
labels of all nodes and z representing observations. In this work, the observations are
the class probability estimates of the initial 2D and 3D classifiers. The conditional
distribution p (x | z) can be expressed as:
p (x | z) = 1
Z (z)
exp (−E (x | z)) , (9.2)
where Z (z) is the partition (normalization) function and E (x | z) is the Gibbs energy. The
Gibbs energy function of a pairwise CRF with the graph structure in Figure 9.3 can be
written as:








i , j∈E 2D
ψ2Di j +
∑
i , j∈E 3D
ψ3Di j (9.3)
+ ∑
i , j∈E 2D-3D
ψ2D-3Di j +
∑
i , j∈E Time
ψTimei j . (9.4)
Here, φ2Di and φ
3D
i are unary potentials, whereas ψ
2D
i j , ψ
3D
i j , ψ
2D-3D
i j , and ψ
Time
i j are pair-
wise potentials. N 2D and N 3D denote the number of 2D and 3D nodes, and E 2D, E 3D,
E 2D-3D, and E Time denote edges between nodes. For simplicity, function variables and
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weights for both unary and pairwise potentials are omitted from the equation, but
explained in more detail below.
Unary Potentials
The unary potentials incorporate the prior class probabilities of the initial 2D and 3D
classifiers into the model. They are defined as the negative logarithm of the class proba-













)=−log (Pinitial (x3Di | z3Di )) . (9.6)
Here, x2Di and x
3D




i are the 2D and 3D features
described in section 9.1 and 9.2 above. The unary potentials define the cost for assigning
label x to 2D or 3D node i . A low cost is inferred if the initial probability is close to 1,
whereas a high cost is inferred if the initial probability is close to 0. As class imbalance is
handled by the initial classifiers, no CRF weights are introduced for unary potentials.
Pairwise Potentials
Four types of pairwise potentials exist: 2D edges linking superpixels spatially, 3D edges
linking supervoxels spatially, 2D-3D edges linking overlapping superpixels and super-
voxels, and recursive edges linking supervoxels temporally.
2D and 3D edges help smooth predictions spatially in both the image and the point
cloud. The potentials define cost functions that depend on exponentiated distances
between neighboring 2D or 3D nodes. That is, a small distance (in some space) between
two nodes results in a high cost of assigning them with different labels, and vice versa.





























Here, Ii is a vector of mean RGB-values for 2D segment i , σ2D is a normalization factor
trained with cross-validation, and w2Dp is a weight matrix. The Dirac delta function δ
ensures that no cost is inferred for assigning neighboring nodes the same label. The
symmetric weight matrix w2Dp is trained with the CRF and allows for different interactions
between classes. For instance, adjacent ground and object pixels may be common (low
weight), whereas adjacent ground and sky pixels may be less common (high weight), as
they are usually separated by some sort of vegetation.
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Here, θi is the angular difference between the z-axis and the local plane normal for
3D segment i , calculated as θ = cos−1 ( f11). And similar to 2D, σ3D is a normalization
factor trained with cross-validation, and w3Dp is a symmetric and class-dependent weight
matrix trained with the CRF.
2D-3D edges connect 2D and 3D segments through a perspective projection. The po-
tential defines a cost for assigning overlapping regions from the two modalities with
different labels. As suggested by Namin et al. (2015), the cost depends on the area of








∣∣∣S2Di ∩S3D→2Dj ∣∣∣ . (9.9)
Here, S2Di denotes the set of pixels in 2D segment i , S
3D
j denotes the set of points in
3D segment j , and S3D→2Dj denotes the set of pixels intersected by the projection of 3D
segment j onto the image. The weight in Equation 9.9 thus describes the cardinality
(number of elements) of the intersection of the two segments. The pairwise potential
normalizes this weight by the maximum weight across all 2D segments overlapped by






























Here, k denotes a 2D segment in the set of all edges E 2D-3Dj that connect the projection
of 3D segment j with 2D segments. With this potential, the cost for assigning different
labels for connected 2D and 3D segments depends on their area of overlap, such that
a large overlap results in a high cost and vice versa. The weight matrix w2D-3Dp is class-
dependent and asymmetric, such that both class label and sensor technology can affect
the interactions between nodes.
Recursive edges link 3D nodes from the current frame fc to a previous frame fp . The
localization system of the robot is used to transform all 3D segments from frame fp into
the world frame, and from there into the current frame fc . Here, they will likely represent
the same structures from different view points and should thus be assigned the same
class labels. The pairwise potential defines a cost that depends on the Euclidean distance
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between a 3D node i in frame fc and a transformed 3D node j in frame fp :
ψTimei j
(
x3Di , fc , x
3D
j , fp
























∣∣∣p3Di , fc −T fcfp (p3Dj , fp )∣∣∣2
2σ2Time
.
Here, x3Di , fc and x
3D
j , fp
denote the labels of 3D nodes i and j in frame fc and fp , respectively.
p3Di , fc and p
3D
j , fp
are the mean 3D coordinates of supervoxel i in frame fc and supervoxel j
in frame fp . T
fc
fp
is the transformation from frame fp to fc , and diag(ΣNav) is the mean
localization variance (position and orientation) reported by the localization system and
averaged between frame fp and fc . Finally, σNav and σTime are normalization factors
trained with cross-validation, whereas wTimep is a class-dependent, symmetric weight
matrix trained with the CRF. With the recursive inference, 3D nodes from subsequent
frames are linked, and the predictions are effectively smoothed spatially across frames.
As 2D nodes are linked to 3D nodes in each frame, visual information is indirectly
forwarded across frames. The use of localization variance in Equation 9.11 ensures that
a cost is only inferred when the localization can be trusted.
Training and Inference
In the above subsections, a number of weight matrices were introduced. These are com-










, which is extended with
bias weights for all pairwise potentials. The weights are trained offline using maximum
likelihood estimation. However, as the graph is cyclic, exact inference is unattainable,
and loopy belief propagation is therefore used for approximate inference. For recursive
edges, ground truth labels should ideally be available for both frame fc and fp . However,
to limit the manual annotation work, only current frames fc were annotated. All 2D and
3D nodes from frame fp were instead given unknown labels (unobserved in the graph)
and marginalized out during maximum likelihood estimation.
During inference at test time, a decoding procedure minimizes the energy E (x | z) using
loopy belief propagation. That is, the most likely sequence of class labels x for all 2D and
3D nodes is estimated given all measurements z.
9.4 Results and Discussion
The method has been evaluated on the Australian datasets AUS1-5 (page 32) that com-
prise a dairy paddock and various types of orchards. The datasets all include synchro-
nized frames of Velodyne HDL-64E lidar data and Ladybug panospheric camera images
along with accurate IMU- and GPS-based localization data. Pixel- and point-wise manual
annotations are available for 120 frames.
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. Due to the physics of the lidar, the sky class was
only observed in the images. 5-fold cross-validation was applied, corresponding to
the 5 individual datasets from different locations and environments. The results thus
represent a multi-source domain adaptation approach, in which training data from
multiple source domains (e.g. various orchards) were used to generalize to a different,
unseen target domain (e.g. grass field).
Table 9.1 presents the results across all datasets for 2D and 3D performance after ap-
plying the CRF and enabling progressively more pairwise potentials. The results are
evaluated per-pixel in 2D and per-point in 3D in terms of intersection over union (IoU)
and accuracy. Initial refers to the performance of the single-modal initial SVM classifier,
whereas CRF2D and CRF3D refer to single-modal “smoothed” outputs using only 2D and
3D edges, respectively. CRF2D-3D refers to the performance after sensor fusion (multi-
modal edges), while CRF2D-3D,Time refers to the final performance after adding recursive
inference (temporal edges).
Table 9.1: Classification results for 2D and 3D. Reprinted from Kragh and Underwood
(2017).
IoU accuracy
ground sky vegetation object mean
2D, Initial 0.847 0.933 0.729 0.233 0.685 0.900
2D, CRF2D 0.893 0.971 0.763 0.342 0.742 0.937
2D, CRF2D-3D 0.907 0.971 0.774 0.372 0.756 0.943
2D, CRF2D-3D,Time 0.907 0.971 0.775 0.379 0.758 0.943
3D, Initial 0.936 - 0.735 0.365 0.678 0.881
3D, CRF3D 0.933 - 0.846 0.466 0.748 0.923
3D, CRF2D-3D 0.929 - 0.886 0.667 0.827 0.943
3D, CRF2D-3D,Time 0.933 - 0.897 0.697 0.842 0.948
The table generally shows a gradual improvement as more terms in the CRF are enabled.
A high performance increase was introduced with single-modal 2D and 3D edges in the
CRF. This is commonly experienced for local feature extraction methods such as the
ones presented here. Deep learning methods that use hierarchical feature representa-
tions generally experience a smaller improvement with spatial smoothing as shown in
Paper 5. Introducing multi-modal links further increased performance, although most
remarkably in 3D. The same applies to recursive inference which increased mean IoU in
3D with 1.5%, but only 0.2% in 2D.
Figure 9.4 shows a qualitative example of the gradual improvements. The initial 2D and
3D classifications in (c) and (h) show a number of misclassifications in both 2D and
3D. Some of these were handled by single-modal CRF smoothing in (d) and (i), with
(i) showing significant improvements in label consistency. Finally, multi-modal fusion
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ground sky vegetation object
(a) 2D image (b) Ground truth (c) Initial classifier (d) CRF2D (e) CRF2D-3D,Time
(f) 3D point cloud (g) Ground truth (h) Initial classifier (i) CRF3D (j) CRF2D-3D,Time
Figure 9.4: Example results. The two rows show 2D and 3D results, respectively.
Reprinted from Kragh and Underwood (2017).
Figure 9.5: Example of accumulated classification results in 3D of a trajectory. Reprinted
from Kragh and Underwood (2017).
and recursive inference helped correct misclassified ground and vegetation pixels in 2D
around the trailer as seen in (e). And in 3D, a person in the front of the scene that was
previously mistaken for vegetation was corrected to the object class in (j).
Figure 9.5 shows an example of a traversal along the end of an orchard row, in which
the predicted 3D point clouds were accumulated over time. As subsequent predictions
at the same physical location could be corrected over time, the most recent prediction
within a radius of 0.5 m was used as label for each point.
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Figure 9.6: Classification results across object classes and datasets before and after sen-
sor fusion. Reprinted from Kragh and Underwood (2017).
9.4.1 Domain Adaptation
The results presented in Table 9.1 were averaged across all datasets. However, as the
datasets represent different domains and environments, features and classifiers trans-
ferred from other sources may not generalize equally well. Figure 9.6 therefore presents
the class-specific 2D and 3D performances for the 5 datasets, individually. Filled bars
denote results from initial classifiers, whereas hatched bars denote results after sensor
fusion (CRF2D-3D). Figure 9.6a shows that in 2D, the ground and sky classes transferred
well, whereas the object class experienced considerable fluctuations, possibly due to
a larger variation in object appearances. The vegetation class transferred rather well
among orchards, but did not seem to generalize to the dairy dataset (grass field). Figure
9.6b shows that in 3D, ground transferred well, while vegetation transferred quite well
among orchards, but not to the dairy dataset. Similar to 2D, the object class experienced
considerable fluctuations, but transferred slightly better than 2D for most datasets. The
hatched bars in Figure 9.6 show improvements for nearly all classes and datasets. The
most significant improvements were seen for the vegetation class in 3D and the object
class in both 2D and 3D.
9.4.2 Domain Training
Domain adaptation, as presented above, transfers features and classifiers trained on
a source domain to a target domain. Unless the source and target distributions are
identical, this will in general provide inferior results compared to models trained and
tested on the same data distribution. In this subsection, domain adaptation is compared
to domain training.
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Figure 9.7: Domain adaptation vs. domain training on the almonds dataset. Do-
main training includes training data from almonds only, whereas domain
adaptation+training additionally includes training data from other domains.
Reprinted from Kragh and Underwood (2017).
The AUS4 dataset (page 32) consists of recordings from an almonds orchard from two
separate days. By splitting this dataset into two, domain training was evaluated. Figure
9.7 shows a comparison between three training strategies all tested on the almonds
dataset. The first strategy, domain adaptation, refers to the exact same training strategy
as described in the previous section. That is, the algorithms were trained on data from
all domains except almonds. To ease comparison, these results are replicated from
Figure 9.6. The second strategy, domain training, refers to a scenario, in which training
data was available only from the almonds dataset. This was accomplished using 2-fold
cross-validation across the two days of recordings in the almonds dataset. The third
strategy, domain adaptation+training, refers to a combination of the first two. Again,
2-fold cross-validation was used across the two days of recordings, however with the
addition of training data from all other domains. The graphs show relatively small
variations between the three strategies in 2D. In 3D, however, domain training performs
significantly better than domain adaptation on both the vegetation and object classes.
Domain adaptation+training provided the best results in 2D, whereas in 3D, it gave worse
results than domain training. This shows that domain adaptation can also deteriorate
performance when the source and target data distributions are dissimilar. Classes with
large inter-domain variation such as object, however, appeared to benefit from domain-
specific training data, as the extended data examples helped span the space of possible
object appearances and geometries.
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10 Multi-Modal Semantic Segmen-
tation in 3D with Range Images
The content of this chapter partly appears in the following draft of a journal paper:
Paper 9: Kragh et al. (2018). Multi-Modal Semantic Segmentation in 3D with
Range Images. Draft, February 2018.
In this chapter, an extension of the point-wise classification approach with deep learning
from chapter 6 is presented. The extension fuses lidar sensing with stereo and thermal
cameras by projecting 3D lidar points onto the 2D images, thus appending lidar range
images with color and temperature channels. The method is evaluated on the FieldSAFE
dataset DK6 (page 27) which includes calibrated and synchronized frames from the three
modalities.
10.1 Color and Temperature Channels
The method is a direct extension of the approach presented in chapter 6. It thus applies
a state-of-the-art FCN on 2D range images to infer pixel-wise class labels. These can
then easily be converted back to point clouds, thus providing semantic segmentation in
3D.
To extend the range images with color and temperature channels, 3D points from a single
lidar scan were projected onto each of the images using known static transformations
between the sensors. The transformations were found with the calibration procedure
described in section 2.2. As all three sensors were synchronized in hardware, a unique
correspondence between the points clouds and the images was guaranteed. Figure 10.1
illustrates an example of a range image with additional color and temperature channels.
The color image provides three additional channels, each represented as unsigned 8-bit
integers. The temperature image provides a single channel with unsigned 16-bit integers
ranging from −273 ◦C to 2348 ◦C with a resolution of 0.04 ◦C. Since it is intended for
obstacle detection only, the temperature intensities are scaled linearly in the interval
0 ◦C to 50 ◦C.
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(d) Temperature channel (pseudo-colored)
Figure 10.1: Channel examples represented in range image format. Adapted from Kragh
et al. (2018).
As input to the neural network, the 6 channels are all converted to floats and normalized
to the range [0,1]. More details on the normalization process are available in Paper 9.
The same network and training strategies as in chapter 6 are used for semantic segmen-
tation on the 2D range images. The network structure, however, deviates slightly as the
number of input channels goes from 2 to 6. Furthermore, instead of randomly sampling
256×256 pixel crops from the entire range image, random crops are extracted in a limited
horizontal range to ensure non-zero color and temperature channels.
10.2 Results and Discussion
As in chapter 6, the method was evaluated on the FieldSAFE dataset DK6 (page 27) with
the same training, validation, and test splits.
Table 10.1 lists preliminary class-wise results for the test set as more range image chan-
nels were added. The table reports class-wise intersection over union (IoU) as well as
the overall classification accuracy. Clearly, fusion with the color and thermal cameras
did generally not improve classification results. In fact, adding color and temperature
channels resulted in worse scores for both the grass, vegetation, and road classes. Only
the human, building, and object classes were increased by a very small margin.
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The discouraging results may have originated from two separate issues. Lidar-camera
calibration inaccuracies could result in misaligned range images which would make it
difficult if not impossible for the network to benefit from additional modalities. Another
possible reason may be that the network overfitted to the training set, once more modal-
ities were introduced. For instance, although the mannequin dolls in the dataset were
geometrically similar, their visual appearances were remarkably different due to their
individual clothes. When providing the network with color channels, it may have learned
the exact appearance of the mannequin dolls in the training set. If so, this would not
generalize to the test set, and multi-modal fusion would therefore decrease performance
rather than increasing it. Moreover, due to the use of static mannequin dolls instead of
real humans, the fusion with thermal camera did not help recognize humans based on
their normal temperatures.
As the presented results are only preliminary, future work should focus on optimizing
inter-sensor calibration to minimize misalignments. Furthermore, separate and larger
datasets should be used for training and testing, with manual annotations for the test
set. This would provide fair and reliable results and allow for an evaluation of how well
the trained network generalizes to new environments.
Table 10.1: Class-wise classification results as more range image channels are added.
Results for range and intensity channels are copied from Table 6.1 for com-
parison. Adapted from Kragh et al. (2018).
IoU accuracy
grass vegetation human road building object mean
Range 0.979 0.888 0.000 0.246 0.000 0.014 0.355 0.975
Range, intensity 0.985 0.905 0.020 0.545 0.000 0.103 0.426 0.981
Range, intensity, color 0.977 0.878 0.000 0.202 0.000 0.009 0.344 0.972
Range, intensity, thermal 0.980 0.878 0.023 0.426 0.005 0.074 0.398 0.976
Range, intensity, color, thermal 0.976 0.879 0.000 0.140 0.005 0.113 0.352 0.972
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11 Concluding Remarks
In this part of the study, three separate methods were proposed for fusing 3D point clouds
from a lidar with 2D images from color and thermal cameras. The first method presented
a self-supervised classification system using a lidar for continuously supervising an
online visual classifier of traversability. By only modeling normal ground appearance
instead of all possible obstacle appearances, the method was used to detect anomalies.
It was shown that online learning continuously adapted to changes in illumination and
ground appearance. The method is directly applicable in new and unseen environments
and does not require manual annotations.
The second method presented point- and pixel-wise high-level fusion of a lidar and
a color camera using a conditional random field. Spatially and temporally consistent
labels were inferred by including relationships between neighboring 2D pixels and
3D points as well as overlapping regions between the two modalities. It was shown
that the introduction of spatial, multi-modal, and temporal relationships gave gradual
improvements in classification performance. Evaluating domain adaptation further
showed that features and classifiers that were trained on mango, lychees and apple
orchards generalized well to unseen almond orchards in both 2D and 3D.
The third method presented an approach for fusing a lidar with thermal and color
images on low-level using a convolutional neural network. The method extended the
range image representation proposed in section 6 with additional color and temperature
channels. Preliminary results showed that no improvements were seen when adding
visual and thermal cues to the network. This may be due to calibration inaccuracies
that caused inter-modality misalignment errors. Future work should therefore focus on
ensuring optimal alignment and investigate other approaches for neural network fusion.
Recent work by Chen et al. (2017) suggests hierarchical fusion of parallel subnetworks
for each modality, which would enable both low- and high-level fusion while allowing
the camera-based subnetwork to benefit from pre-trained models.
All three methods rely on accurate calibration, registration, and synchronization between
the involved sensors. These parameters determine how well the data are aligned, and
thus to a large extent how much sensor fusion can contribute. In the presented work, all
methods were evaluated in their ability to improve classification performance. Multi-
modal fusion can also help mitigate single points of failure by introducing redundancy




In Part III and IV, obstacle detection and classification was performed in local sensor
frames. That is, images and point clouds were classified pixel- and point-wise without
subsequent treatment of these in a robotics context. However, for an autonomous system
to be safe, obstacle detection must be followed by obstacle avoidance. This includes,
among other steps, a transformation of detections from local sensor frames to the vehicle
frame, possibly followed by local or global mapping.
Occupancy grid mapping is widely used to generate obstacle maps from potentially noisy
detections (Elfes, 1989). Using probabilistic inverse sensor models, occupancy grid maps
(OGMs) are capable of fusing detections from multiple sensors probabilistically and
recursively. They have been used for 2D mapping in numerous robotic applications and
have shown great performance in high-level obstacle fusion (Thrun et al., 2002; Colleens
and Colleens, 2007). Other variants focus on real-time aspects by only mapping obstacles
locally (Jörg, 1995), or perform motion planning on local histogram grids representing
obstacle detections (Borenstein and Koren, 1991). Occupancy grid mapping assumes
known vehicle poses provided by a localization system. In this study, only the mapping
problem is addressed, although simultaneous localization and mapping (SLAM) methods
exist for solving the localization and mapping tasks concurrently.
In agriculture, global 2D object mapping has been proposed for mapping detected plants
with a lidar (Weiss and Biber, 2011), and for mapping olive stems using a combination
of lidar and stereo (Cheein et al., 2011). Similarly, a number of methods exist that map
detected obstacles globally in 2D. Moorehead et al. (2012) detect and map obstacles in
an orchard by maintaining three separate obstacle maps from 1) prior knowledge, 2)
lidar detections, and 3) camera detections. Instead of fusing the three representations,
a human operator is alerted if any of the three views report obstacles in front of the
vehicle. Reina et al. (2016b) apply probabilistic fusion on lidar and stereo vision to
generate 2D traversability maps. Other approaches use 2D obstacle or occupancy maps
for autonomous control. Emmi et al. (2014) maintain a global occupancy map between a
fleet of robots that contains robot positions and lidar-detected obstacles. The occupancy
grid map is used to start and stop vehicles to avoid collisions on their predefined paths,
similar to the method proposed by Fleischmann and Berns (2016). Rovira-Más and
Reid (2004) use an A* path planner (Hart et al., 1968) on a stereo vision-based density
grid, Thrun et al. (2006) apply local path planning on lidar-generated occupancy maps,
whereas Ball et al. (2016) use global path planning on a 2D costmap generated with stereo
vision. To represent obstacle positions accurately, all the above approaches use either
Differential or RTK GPS combined with odometry from e.g. IMUs and wheel encoders.
In this part of the study, localization and mapping of obstacle detections from multiple
modalities is addressed. In the following chapter, an architecture is presented for fusing
multi-modal obstacle detections with a semantical occupancy grid map, thus represent-
ing different object categories concurrently. The maps include both static and dynamic
obstacles and are used for extracting process-relevant information along the traversed
trajectory of an agricultural vehicle.
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12 Obstacle Detection and Mapping
for Process Evaluation
The content of this chapter partly appears in the following three publications:
Paper 6: Kragh et al. (2016b). Multi-modal Obstacle Detection and Evalua-
tion of Occupancy Grid Mapping in Agriculture. Conference presentation at
the International Conference on Agricultural Engineering (CIGR), June 2016.
Paper 7: Korthals et al. (2018). Multi-Modal Detection and Mapping of
Static and Dynamic Obstacles in Agriculture for Process Evaluation. Frontiers
in Robotics and AI, Research Topic: Multi-modal Sensor Fusion, March 2018.
Paper 8: Korthals et al. (2017b). Towards Inverse Sensor Mapping in Agricul-
ture. Conference presentation at the International Conference on Intelligent
Robots and Systems (IROS), Workshop on “Agricultural Robotics: learning
from Industry 4.0 and moving into the future”, September 2017.
In this chapter, multi-modal detections of static and dynamic obstacles are localized and
mapped globally using an OGM representation. Detection methods for stereo camera,
thermal camera, radar, and lidar are fused both spatially and temporally using a common
2D grid map representation in their local sensor frames. Finally, properties relevant for
processing an agricultural field such as traversability and yield information are extracted
along planned vehicle trajectories. The proposed method is evaluated on a multi-modal
obstacle detection dataset with ground truth annotations in global GPS coordinates.
Figure 12.1 illustrates the proposed architecture. A sensor platform captures multi-
modal perception data. Exteroceptive sensors are used for detecting obstacles in the
environment, whereas proprioceptive sensors are used for global localization. For each
exteroceptive sensor, an inverse sensor model (ISM) performs obstacle detection in
the local sensor frame and transforms detections into a local bird’s-eye view 2D grid
map with class-specific occupancy probabilities. A fusion and mapping step localizes
ISMs globally and fuses them across sensor modalities, detection algorithms, and object
classes using a semantical occupancy grid map (SOGM) representation. Finally, the
planned trajectory of the vehicle is decoded such that process-relevant parameters are
extracted.
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Figure 12.1: System architecture including information flow. Reprinted from Korthals
et al. (2018).
The sensor platform was described in detail in section 2.1. The following subsections
describe each of the remain three steps of the architecture: inverse sensor models, fusion
and mapping, and process evaluation.
12.1 Inverse Sensor Models
The exteroceptive sensors include stereo camera, thermal camera, lidar, and radar. For
each sensor, one or more ISMs are introduced, providing class-specific 2D OGMs in the
local sensor frame.
For the stereo camera, a number of state-of-the-art methods for object detection and
semantic segmentation on images are applied. The pedestrian detector LDCF by Nam
et al. (2014) uses locally decorrelated channel features to detect bounding boxes of
humans with fixed aspect ratios. The object detector YOLO by Redmon and Farhadi
(2016) uses deep learning to detect bounding boxes of a variety of object classes. In this
work, these are remapped to one of the classes human, object, or unknown as shown in
Figure 12.2a. The anomaly detector DeepAnomaly by Christiansen et al. (2016a) uses
features from a CNN to detect outliers from a model trained on normal appearance
of agricultural environments. An example frame with overlaid anomaly detections (in
red) is shown in Figure 12.2b. Finally, the FCN algorithm by Long et al. (2015) performs
semantic segmentation with a fully convolutional neural network on 59 classes. In this
work, these are remapped to one of the classes human, object, grass, ground, vegetation,
and undefined as shown in Figure 12.2c.
For the thermal camera, the HeatDetection algorithm by Christiansen et al. (2014) is
used to threshold pixels 3.0 ◦C above the median temperature of the bottom 80% part of
image. An example frame with overlaid detections is shown in Figure 12.2d.
As the above image-based detection algorithms all operate in pixel-space, a transfor-
mation is required to provide 2D OGMs. For the object detection algorithms, the depth
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image from the stereo camera is used to transform from local pixel coordinates to metric
coordinates. For semantic segmentation and heat detection, inverse perspective map-
ping is used to approximate the transformation, assuming zero-height objects and a flat
ground plane (Bertozzi and Broggi, 1998; Konrad et al., 2012). The global transformation
is illustrated for the color camera in Figure 12.2 (e) and (f).
The applied radar outputs a preprocessed list of 32 targets for each frame. The targets
are output in range and azimuth coordinates and can thus directly be mapped to a 2D
grid representation. However, as the targets mostly represent noise, a tracking algorithm
(Munkres, 1957) is used to filter out non-consistent samples temporally. Figure 12.3a
illustrates noisy targets (red) and confirmed targets (green) overlaid on the lidar point
cloud. A pseudo detection probability is estimated based on the track length of the target.
The resulting OGM is shown in Figure 12.3b.
For the lidar, the point-wise classification method proposed in Paper 4 (Kragh et al.,
2015) and described in chapter 5 is used. The classifier provides probabilities for each of
the classes ground, vegetation, and object using an SVM as exemplified in Figure 12.3c.
In order to provide 2D OGMs, the ground class is incorporated into the vegetation and
object classes with Bayesian fusion. Figure 12.3d shows an example of the resulting OGM
for the object class.
12.2 Fusion and Mapping
Occupancy grid maps are often used to generate and update static obstacle maps while
traversing unknown areas (Thrun et al., 2005; Stachniss, 2009). The most common
representation is a 2D OGM with probabilities of occupancy. A cell probability of 0
represents unoccupied space, whereas a cell probability of 1 represents occupied space.
An OGM is typically initialized with 0.5 probabilities representing unknown states of
occupancy.
An OGM M consists of a number of cells m ∈ M . Over time t , the map is updated to
incorporate sensor measurements z1:t = z1, . . . , zt in the local vehicle frame and vehicle
poses x1:t = x1, . . . , xt . The vehicle poses are obtained with the robot_localization pack-
age (Moore and Stouch, 2014) in ROS by concatenating the world referenced position
and orientations from the GPS and IMU sensors. The overall goal is to estimate the
posterior distribution P (M | z1:t , x1:t ). Using a Bayesian update rule (Hähnel, 2004), this
can be done recursively for each cell m:
P (m | z1:t , x1:t ) = P (m | zt , xt ) ·P (zt | xt ) ·P (m | x1:t−1, z1:t−1)
P (M) ·P (zt | x1:t , z1:t−1)
(12.1)
Here, P (m | zt , xt ) is provided directly by the ISM from each sensor. By further exploiting
that P (¬m) = 1−P (m) and using the notation Odds(x) = P (x)1−P (x) , we get:
logOdds(m | x1:t , z1:t ) = logOdds(m | zt , xt )+ logOdds(m | x1:t−1, z1:t−1) (12.2)
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Figure 12.2: Camera detections for stereo and thermal camera. (a) Object detection using
YOLO. (b) Anomaly detections (highlighted with red) using DeepAnomaly.
(c) Semantic segmentation using FCN. (d) Thermal camera detections (high-
lighted with yellow) using HeatDetection. (f) Raw unwarped image. (f)
Inverse perspective mapping. Adapted from Korthals et al. (2018).
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12.2. Fusion and Mapping
(a) (b)
(c) (d)
Figure 12.3: Lidar and radar detections and OGMs. (a) Radar detection example with con-
firmed (green) and unconfirmed (red) radar tracks overlaid on point cloud.
(b) Resulting radar OGM. (c) Point cloud with pseudo-colored probability
estimates of the object class. Blue and red denote low and high probabilities,
respectively. (d) Resulting lidar OGM for the object class illustrating low
(bright) and high (dark) probabilities. Adapted from Korthals et al. (2018).
The update formula is recursive and does not require increasing memory or computation
as more measurements are introduced.
In this work, the binary OGM presented above is extended to a semantical occupancy grid
map (SOGM) representation proposed by Korthals et al. (2017a). Here, N semantical map
layers corresponding to the different object classes are maintained such that m ∈ [0,1]N .
Figure 12.4 illustrates the SOGM framework. Each sensor has its own SOGM and uses
the Bayesian update formula in Equation 12.2 to update the individual layers over time.
During evaluation, information is fused across layers and sensors using one of two
strategies: Superbayesian Independent Opinion Pooling PB (Pathak et al., 2007) and
non-Bayesian maximum pooling PM:
PB (m) = 1
1+∏n 1−P (mn )P (mn ) (12.3)
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P (m1) = 0.5























Figure 12.4: SOGM framework. Reprinted from Korthals et al. (2018).
where mn denotes the n’th layer. The two methods represent competitive and comple-
mentary fusion strategies, respectively, and are used for evaluating binary traversability
and class-specific obstacle mapping.
As the mapping and fusion methods assume a static environment, a concept known as
recency weighting (Biber, 2005) is introduced to handle dynamic (moving) obstacles.
A ForgetValue parameter defines how much of the previous information in the map is
forgotten during an update. A value of 0 indicates no forgetting, corresponding to a
static obstacle mapping approach, whereas a value of 1 effectively clears the map before
each update. A ForgetRate parameter defines the update interval. Together, the two
parameters introduce measurement decay over time, allowing the positions of moving
obstacles to be updated continuously.
12.3 Process Evaluation
When traversing an agricultural environment during field operation, a number of param-
eters may influence the optimum actions of a vehicle. In addition to safety in terms of
obstacle avoidance, process-relevant parameters include features such as traversability,
processability, and crop quality. These parameters may control whether the vehicle
should simply traverse an area or also perform an agricultural task such as mowing,
spraying, or sowing while doing so.
The proposed method continuously queries the SOGM and decodes predictions along
the planned trajectory of the vehicle. A hidden Markov model (HMM) for each property
is used to model dependencies between classes both spatially and temporally, thus
estimating the joint probability P (O , w ;λ) for each step along the trajectory. O denotes
observations extracted from the SOGM along the vehicle trajectory, w denotes one of the
specific properties traversable, non-traversable, processable, and moving obstacle, and
λ denotes a generative property model (another HMM) for O . The observations O are
extracted from the SOGM using a cell-clustering technique called Supercell Extracted
Variance Driven Sampling (SEVDS) (Korthals et al., 2017a). This reduces the number of
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Figure 12.5: Conceptual representation of the proposed framework with the generative
sampling on the left and a corresponding scenario with observations along
the red tractor trajectory on the right. Reprinted from Korthals et al. (2018).
inputs and handles potential positional offsets between layers by clustering grid cells
with similar predictions. The model and training procedures are further described in
Paper 7 (Korthals et al., 2018).
Figure 12.5 illustrates the proposed framework conceptually. A given trajectory is evalu-
ated by decoding hidden properties along it using observed SOGM clusters. For each
step, the property w with the most likely model λw is found using the Viterbi algorithm
(Rabiner, 1989).
12.4 Results and Discussion
The framework has been evaluated on the FieldSAFE dataset DK6 (page 27) that includes
both static and dynamic obstacles in a grass field with ground truth annotations in
global GPS coordinates. The dataset was recorded with the most recent version of the
SuperSensorKit and therefore includes stereo camera, thermal camera, webcam, 360°
camera, lidar, radar, IMU, and GPS. In this evaluation, however, only the stereo camera,
thermal camera, lidar, and radar are used for exteroceptive perception, whereas fused
IMU and GPS provide accurate localization.
Three evaluation scenarios were carried out, all with a grid size in the global map of 10 cm.
A static scenario evaluated detection and mapping of static obstacles on both binary
traversability assessment and class-specific classification. A dynamic scenario evaluated
detection and mapping of moving obstacles by disregarding all static obstacles. Finally,
a process evaluation scenario evaluated the proposed approach to decode process-
relevant parameters along the trajectory of the vehicle.
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For all scenarios, the number of true positives (TP), false positives (FP), and false neg-
atives (FN) were calculated on cell-level across the entire map. From these, precision,
recall, and F1 scores (harmonic mean of precision and recall) were derived along with
the entropy H describing information gain. More details on the metrics and how the
evaluation was carried out specifically are available in Paper 7 (Korthals et al., 2018). In
the following, each of the three scenarios is presented individually.
12.4.1 Static Obstacles
The static evaluation was split into two, such that the ability to map both class-specific
obstacles and traversable areas were evaluated separately.
In evaluation A, four process-relevant classes were defined: vulnerable obstacles, pro-
cessable, traversable, and non-traversable. Table 12.1 lists the relationships to individual
ISMs along with detection results before and after fusion. Data fusion was performed
first among classifiers within each sensor, and then across sensors. Results are presented
for both competitive Bayesian fusion (Equation 12.3) and complementary max-pooling
(Equation 12.4). Figure 12.6 shows four example obstacle maps from the same evaluation.
(a) illustrates human detections by the YOLO algorithm, whereas (b) shows the Bayesian
fusion across human obstacle maps generated by YOLO, LDCF, and FCN. Where YOLO
managed to detect three mannequin dolls, the fused map includes detections of all four
mannequin dolls. (c) and (d) show vegetation detections, first by the lidar alone, and
then after max-pooling fusion with FCN semantic segmentation. FCN helped increase
the recall and F1 scores slightly, although most structures were captured accurately by
the lidar itself.
In evaluation B, binary traversability assessment was evaluated. In order to disregard
unobserved areas, a third unknown class was added on top of occupied and unoccupied.
Table 12.2 lists the detection results before and after fusion, with classifiers grouped
by their object categories. In the second column, classifiers within each group were
fused with competitive Bayesian fusion, as it increased precision while maintaining
entropy. In the third column, complementary max-pooling fusion was applied across
groups, as it increased recall while maintaining precision. As is clear from the table, the
lidar itself provided rather accurate traversability predictions. However, the best results
were obtained after fusing all algorithms and sensors. Figure 12.7 shows qualitative
results for the two fusion steps. (a) illustrates the outcome of competitive Bayesian
fusion of the first group of classifiers, all detecting humans. (b) shows the subsequent
outcome of complementary max-pooling fusion across the three groups, effectively
fusing information of all non-traversable structures.
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Table 12.1: Evaluation A. Process-relevant object detection for single classifiers, classifier
combinations, and sensor combinations. Vertical lines encapsulate groups
of algorithms. Reprinted from Korthals et al. (2018).
Single classifiers Fusion among classifiers Fusion among sensors
Classifier F1 Prec. Rec. H Fus. F1 Prec. Rec. H Fus. F1 Prec. Rec. H
Vulnerable Obstacles









84.3cam-FCN-human 3.4 1.7 73.6 75.6
cam-YOLO-human 11.7 6.9 36.1 75.5
Processable
cam-FCN-grass 85.2 94.2 77.8 75.2
Traversable









92.2cam-FCN-ground 24.0 96.8 13.7 75.1 bay. 82.0 97.2 71.0 75.2
lidar-SVM-ground 89.7 89.4 90.1 81.1
Non-Traversable
lidar-SVM-veg. 83.6 81.4 86.0 87.9 max. 84.3 80.1 89.1 92.3
cam-FCN-veg. 46.6 32.2 84.7 81.2 bay. 84.8 81.3 88.7 92.3
(a) cam-YOLO-human (b) Bayesian fusion
(c) lidar-SVM-veg (d) Max-pooling fusion
Figure 12.6: Example obstacle maps from static evaluation A. Intensities indicate oc-
cupancy probabilities with white being occupied, black unoccupied, and
gray unknown. Red circles highlight static mannequin dolls in (a) and (b).
Adapted from Korthals et al. (2018).
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Table 12.2: Evaluation B. Traversability assessment of static obstacles for single classi-
fiers, classifier combinations, and sensor combinations. Vertical lines encap-
sulate groups of algorithms. Reprinted from Korthals et al. (2018).
Single classifiers Bayesian among classifiers Max-pooling among groups
Classifier F1 Prec. Rec. H F1 Prec. Rec. H F1 Prec. Rec. H
cam-FCN-human 3.8 25.3 2.1 75.6
13.0 67.4 7.2 89.2
88.8 88.3 89.4 92.5
cam-LDCF-human 0.7 3.7 0.4 83.2
cam-YOLO-human 1.2 6.8 0.7 75.5
radar-tracking 2.6 3.5 2.1 15.9
thermal-HeatDetection 7.3 16.6 4.7 88.6
lidar-SVM-object 7.8 66.8 4.1 89.7
cam-FCN-object 4.1 30.8 2.2 76.3
22.3 72.3 13.2 89.5
cam-YOLO-object 2.0 3.9 1.3 75.6
cam-DeepAnomaly 2.0 3.8 1.4 75.6
radar-tracking 2.6 3.5 2.1 15.9
lidar-SVM-object 7.8 66.8 4.1 89.7
lidar-SVM-veg. 83.5 81.4 85.8 87.9
84.6 88.3 81.6 92.3
cam-FCN-veg. 46.7 32.2 84.4 81.2
(a) Bayesian fusion among 1st classifier group (b) Max-pooling fusion across groups
Figure 12.7: Example obstacle maps from static evaluation B. Intensities indicate occu-
pancy probabilities with white being occupied, black unoccupied, and gray
unknown. Adapted from Korthals et al. (2018).
12.4.2 Dynamic Obstacles
When evaluating the detection of dynamic obstacles, recency weighting as introduced
in section 12.2 was applied during map updates to disregard all static obstacles. As
described in section 2.4, ground truth annotations for dynamic obstacles in the DK6
dataset were point-wise and not pixel-wise as for the static scenario. Therefore, cell-wise
evaluation was infeasible. Instead, algorithm predictions were clustered, and TP, FP, and
FN figures were calculated by comparing detected clusters with ground truth points for
each timestamp as described in Paper 7 (Korthals et al., 2018).
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Table 12.3 defines two sensor/algorithm setups that were evaluated individually. Setup
1 includes all sensors and algorithms, whereas setup 2 includes stereo camera-based
algorithms only. Table 12.4 presents detection and mapping results of moving obstacles
with the two setups. The best results were obtained by fusing all sensors in setup 1 with
complementary max-pooling fusion. Complementary fusion thus surpassed competitive
fusion, possibly due to non-overlapping detections from different sensors caused by
calibration and localization errors. In setup 2, however, competitive Bayesian fusion was
superior to complementary fusion, since all included algorithms used the same camera
and thus were guaranteed to overlap after mapping. Figure 12.8 shows a qualitative
example of a single frame from the dynamic evaluation in which two humans in front
of the tractor were detected and mapped. As some of the humans are positioned either
behind, next to, or far from the vehicle, only detections and ground truth positions inside
the sensors’ field of view were included in the evaluation.
Table 12.3: Listing of setups and included detection algorithms. Adapted from Korthals
et al. (2018).
Class object heat object objects/human human human anomaly
Algorithm detection DynamicHeat SVM FCN LDCF YOLO DeepAnomaly
Setup 2
1
Table 12.4: Sensor fusion of setup 1 and 2 with different fusion strategies. Reprinted from
Korthals et al. (2018).
Setup Fusion F1 (%) Precision (%) Recall (%)
1
max. 70.81 57.23 92.86
bay. 42.58 39.76 45.83
2
max. 57.32 51.14 65.22
bay. 61.22 56.96 66.18
12.4.3 Process Evaluation
The process evaluation method proposed in section 12.3 was evaluated on four process-
relevant classes: traversable, non-traversable, processable, and moving obstacle. The
evaluation was carried out in two range intervals, as not all sensors had the same range
capabilities. A near field interval included all obstacles within 12.5 m in front of the trac-
tor, whereas a far field interval included all obstacles from 12.5 m to 25 m in front of the
tractor. The evaluation was conducted along the trajectory of the vehicle corresponding
to three laps around the field. Figure 12.9 shows the two confusion matrices for near
field and far field process evaluation. The evaluation showed that the best results were
obtained at near field and that the performance degraded with distance. At near field,
the accuracy for all classes was above 90%. When comparing with the static evaluation
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Figure 12.8: Example from dynamic evaluation with human detections overlaid on an-
notated map. Colored circles indicate ground truth positions of human
obstacles and the tractor. Reprinted from Korthals et al. (2018).
A, this indicates that the HMM was able to learn temporal and spatial relationships




















99.8 0.1 0.1 0.0
4.4 95.4 0.2 0.0
2.1 0.2 97.2 0.0





















95.1 1.4 0.4 0.1
7.3 91.1 1.5 0.1
11.6 4.1 84.2 0.1
14.1 5.2 0.8 79.9
(b) Far field
Figure 12.9: Confusion matrices for near and far field process evaluation. Reprinted
from Korthals et al. (2018).
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13 Concluding Remarks
In this part of the study, a method was proposed for high-level fusion and global mapping
of object detections from multiple modalities. Semantical occupancy grid mapping in 2D
was used to probabilistically fuse detections from a stereo camera, thermal camera, radar,
and lidar both spatially and temporally. Inverse sensor models were presented for each
modality based on state-of-the-art detection algorithms, and two fusion methods were
proposed for fusing different modalities and different object layers. Complementary
fusion was used across different sensors where calibration and localization errors could
cause misalignments, whereas competitive fusion was used across inverse sensor models
from the same sensor. Finally, process-relevant properties were extracted along the
vehicle path with an HMM to simulate an actual traversal of a field including obstacles.
Results showed a gradual improvement in classification accuracy of globally mapped de-
tections as more sensors and inverse sensor models were introduced. Recency weighting
was successfully introduced in the occupancy grid mapping to handle moving objects,
and evaluations were carried out on both static and dynamic obstacle scenarios. Evalu-
ating actual traversals, four process-relevant properties were extracted with accuracies
above 90% at near field and at or above 80% at far field.
The evaluation was conducted with cell-wise comparison between mapped predictions
and ground truth GPS annotations. This was useful for comparing methods and for
illustrating relative improvements with sensor fusion. The map-based evaluation, how-
ever, did not describe the actual safety of such a system. The process evaluation method
addressed the issue of safety by runtime classification of properties in front of the vehicle.
However, actual use cases for agricultural machines including operating speeds and
braking distances were not addressed.
Future work on object mapping should apply end-to-end supervised training of 2D-
mapped object detections from each sensor. This could help reduce misalignments and
potentially learn relationships between different information sources.
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14 Discussion
In agriculture, only a few industrial projects investigate fully autonomous vehicles for
monitoring and processing broad-acre and orchard environments. In the automotive
industry, on the other hand, all major car manufacturers invest enormous amounts
on self-driven technologies. However, automating agricultural vehicles and robots has
a huge potential for reducing manual labor and optimizing yield. Scientific research
on obstacle detection in agriculture has focused primarily on single-modality systems
that use simple and traditional methods for assessing traversability. In this thesis, how-
ever, obstacles were detected and recognized, and multiple sensing modalities were
investigated for increasing classification performance.
In this section, the main contributions and results from each part of the thesis are first
summarized and discussed individually. The combined work is then discussed and
related to the end-goal of fully autonomous agricultural vehicles.
In part II, data material necessary for developing and evaluating obstacle detection
methods was presented. Two multi-modal research perception platforms were described
along with datasets acquired in a wide range of agricultural environments. One of the
datasets, FieldSAFE, was made publicly available. The FieldSAFE dataset can facilitate
future research on agricultural obstacle detection with multiple sensing modalities.
A semi-automated procedure was proposed and used for annotating both static and
dynamic obstacles from GPS-referenced drone footage. With large-scale annotations, the
dataset further allows for training state-of-the-art deep neural networks as exemplified
in chapter 6 and 10. The annotation procedure further generalizes to other domains
in which outdoor semantic annotations are useful such as autonomous driving, scene
analysis, and augmented reality. The proposed procedure is semi-automated, as drone-
acquired orthophotos and videos must be annotated manually. However, the method
could be fully automated by using other ground truth sources such as georeferenced
and labeled 3D point clouds from the Danish Agency for Data Supply and Efficiency1.
Although these do not capture dynamic obstacles such as vehicles and pedestrians, they
are useful for obtaining annotated data of e.g. buildings, vegetation, terrain, and bridges.
To realize and validate fully autonomous agricultural vehicles, realistic datasets from
all possible conditions and environments are necessary. Future work should therefore
focus on acquiring additional challenging illumination and weather conditions such as
1Kortforsyningen, Styrelsen for Dataforsyning og Effektivisering: https://download.kortforsyningen.dk/
content/dhmpunktsky
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night-time, rain, dust, and fog. Furthermore, actual footage of animals in their natural
habitat is needed in order to train and evaluate methods for animal obstacle avoidance.
During data acquisition of the datasets DK1-7 (page 24), this has shown to be a difficult
task, as the animals only occasionally reside in the field, and only during the first annual
harvests.
In part III, two methods were proposed for point-wise classification of 3D point clouds
acquired with a rotating multi-beam lidar. The two methods both addressed varying
point density in sparse point clouds. The first method applied an adaptive neighborhood
radius during feature extraction and thus represented point neighborhoods based on 3D
distance measurements. The second method represented individual point clouds as 2D
range images and applied a 2D CNN for feature extraction and classification. Here, point
neighborhoods were based on the horizontal and vertical laser sampling, instead of
actual range measurements. Each method had its advantages and disadvantages. With
metric radius-based neighborhoods, the first method always gave consistent predictions
that were invariant towards point permutations. However, the classifier was unable to
take advantage of laser reflectance values, as the individual laser beams of the lidar were
not calibrated correctly. With 2D sampling-based neighborhoods, on the other hand,
the second method was able to compensate for the inaccurate calibration of reflectance
values. It was thus seen that classification performance was increased significantly, when
the reflectance values were added as another range image channel to the network. How-
ever, due to the sampling-based neighborhoods, identical (and incorrect) predictions
were often given to 3D structures that were far apart in 3D distance, but closely related
in their horizontal or vertical sampling.
As deep learning allows for hierarchical feature extraction and represents a flexible and
purely data-driven framework, future work on point cloud classification should continue
on this path. Other data representations useful for deep learning should therefore be
investigated such as voxelization, permutation-invariant point sets, and graph struc-
tures. Moreover, different views or representations may be combined in order to exploit
advantages from multiple approaches such as shown in Chen et al. (2017).
In part IV, three methods were proposed for fusing point clouds with camera images
for improving point- and pixel-wise classification. The first method used a lidar for con-
tinuously supervising a visual classifier of traversability. The second method combined
point clouds and color images probabilistically using a conditional random field for
high-level fusion. The third method fused point clouds with color and thermal images
on low-level by extending the deep learning approach from part III on range images. The
three methods are fundamentally different in their designs and fusion approaches. The
first method did not improve classification performance of the lidar, but only the camera.
The visual classifier, however, continually adapted to changes in the environment and
therefore improved over time. This is especially useful in new and unseen environments
where no annotations are available beforehand. The second method explored both
spatial, temporal, and multi-modal relationships and showed gradual improvements
in classification performance for both modalities, as more relationships were included.
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The use of a conditional random field provided great flexibility and is ideal for including
prior knowledge and handling multiple data relationships. As such, the second method
was the only of the three to exploit inter-frame correlations by utilizing the localization
system of the robot. Preliminary results for the third method did not show any improve-
ments with sensor fusion, possibly as a result of data misalignment. However, due to
the high capacity and hierarchical fusion approach, a convolutional neural network may
still be the most flexible method with the greatest potential. Whereas spatial, temporal,
and multi-modal relationships were hand-crafted with cost functions for the conditional
random field, deep learning is purely data-driven and can thus exploit possibly undiscov-
ered relationships. Future work should therefore attempt to increase robustness towards
calibration inaccuracies and possibly include temporal dependencies between frames
by combining a CNN with e.g. long short-term memory (LSTM) (Donahue et al., 2015).
In part V, object detection methods from multiple sensors were fused and mapped
globally with semantical occupancy grid mapping. A process evaluation method was
further used to extract process-relevant properties such as traversability, processability,
and obstacle occupancy along the vehicle trajectory to simulate actual runtime operation.
These were detected with accuracies above 90% at distances closer than 12.5 m and
with accuracies at or above 80% at distances between 12.5 m and 25 m. Compared to
the minimum detection distance of 12.3 m specified in the introduction, the results
thus seem promising for ensuring safe traversals, although specific use cases must be
evaluated under more circumstances to confirm this.
The application of global object mapping as apposed to local mapping with short time
frames may in particular suit agricultural use cases. The recurring driving patterns
common in both broad-acre and orchards thus allow for multiple and different views of
the same physical regions, as a vehicle covers an area with back-and-forth motions. In
these cases, global mapping and fusion provides essential prior knowledge from previous
tracks and perhaps even previous treatments.
A large part of the proposed methods in this thesis have addressed multi-modal fusion.
The ideas of improved detection performance and added redundancy are obvious and
appealing. However, implementing efficient and reliable sensor fusion comes at a
cost. Exact sensor calibration, registration, and synchronization is needed for initial
data alignment. A flexible fusion approach is needed for handling multiple physical
quantities with different data representations. And mitigating single points of error with
redundancy must be handled explicitly and carefully, as many sensor fusion methods
rely on the presence of all modalities simultaneously. The proposed fusion methods
in this study are all capable of continuing operation when a single sensor fails. The
self-supervised system stops adapting when the lidar fails, and the conditional random
field looses multi-modal relationships when either the lidar or camera fails. Similarly,
the certainty of occupancy grid map fusion decreases when sensors stop reporting their
detections. However, continued inference is still possible for the remaining, working
sensors. Other fusion approaches concatenate multi-modal features at low-level before
classification (Cadena and Košecká, 2016; Namin et al., 2014). When a sensor fails,
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features are undefined, and the classification thus fails. Sensor fusion does therefore not
always guarantee improvements, and adding more sensors may sometimes decrease
robustness rather than increasing it.
Of all methods and approaches presented in this study, the most promising approach
for future research and development may be multi-modal fusion with CNNs. Although
preliminary results did not show any improvement with additional modalities, CNNs
provide large-capacity models and flexible frameworks for hierarchical feature extraction
and hierarchical fusion. A similar method on a related task has thus shown that different
modalities can be fused at both low- and high-level by adding interactions between in-
termediate layers from parallel subnetworks (Chen et al., 2017). Training deep networks,
however, requires large annotated datasets. For research on autonomous cars, large-
scale public datasets already exist, and more annotated data are continuously released.
For agricultural use cases, such datasets are non-existent and require tremendous efforts
to collect. Therefore, the release in this work of two multi-modal datasets for obstacle
detection in agriculture may facilitate future research in the domain. And furthermore,
the proposed semi-automated annotation process utilizing global GPS labels may prove
useful for generating large-scale training data.
98
15 Conclusion
The main objective of this study was to investigate how a rotating multi-beam lidar
can be used for obstacle detection and recognition in agricultural environments, either
alone or combined with other sensing modalities. The problems have been addressed
in two separate parts of the thesis, namely 1) point cloud classification, and 2) multi-
modal fusion. The contributions of the study are made up by individual methods and
applications within these parts, together with two published multi-modal datasets and a
semi-automated procedure for obtaining ground truth object annotations.
Point cloud classification deals with the issue of discriminating 3D point structures
based on shapes and neighborhoods. Two methods were proposed for point classifica-
tion of lidar-acquired 3D point clouds. The methods both addressed sparsity and local
point neighborhoods and were used for consistent feature extraction across entire point
clouds. As such, they addressed the first research question of how obstacles can be rec-
ognized in sparse point clouds from a rotating multi-beam lidar. One method, based on
a traditional processing pipeline, outperformed a generic 3D feature descriptor designed
for dense point clouds. The other method used a 2D range image representation which
was shown to enable state-of-the-art semantic segmentation in 2D with deep learning.
Together, the two methods showed that sparsity in lidar-acquired point clouds can be
addressed intelligently by utilizing the known sample patterns. They further showed
that the different data representations had different advantages and disadvantages. A
combination of multiple representations may therefore accumulate the benefits and
potentially provide increased accuracy and robustness.
Multi-modal fusion deals with the issue of combining sensor data from different modal-
ities to increase classification robustness and confidence. It addresses the second re-
search question of how lidar technology can cooperate with other sensing modalities in
agricultural environments. Four methods were proposed and evaluated for sensor fusion
between lidar and other sensing modalities, incorporating both spatial, temporal, and
multi-modal relationships. The methods illustrated the potential of fusion by increas-
ing classification performance when more sensors and information were introduced.
Although not evaluated, the methods further introduced redundancy that may increase
safety by mitigating single points of error. Multi-modal fusion is thus a powerful tool for
increasing accuracy and safety. However, the approaches showed that exact calibration,
registration, and synchronization is essential for sensor fusion to work. Therefore, the
potential performance gains inevitably come at a cost.
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FieldSAFE is a multi-modal dataset including both static and dynamic obstacles. It is one
of many datasets acquired and used in the study representing a wide range of realistic
agricultural environments such as grass fields, row crops, and orchards. FieldSAFE
was recorded in an agricultural grass field using a custom-made perception platform
including lidar, radar, stereo camera, thermal camera, 360° camera, IMU and GPS. The
dataset can help facilitate future research on obstacle detection and recognition in
agriculture. A semi-automated procedure has further produced large-scale ground truth
object annotations that enable training of large-capacity models such as state-of-the-art
deep neural networks.
Future work on agricultural obstacle detection with lidar should investigate and compare
multiple variants of deep learning for classifying sparse point clouds and for fusing
multiple modalities. Related work in other domains has thus shown great performance
increases when applying convolutional neural networks on various data representations
for 3D point clouds. In order to reach full autonomy, real-time integration of methods
should further be combined with comprehensive validation and testing in a wider range
of realistic scenarios. This study, however, has shown that recent advancements for
autonomous vehicles in the automotive industry can be transferred to the agricultural
domain. High-capacity data-driven approaches can thus be applied efficiently when
large-scale datasets such as FieldSAFE are available.
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Abstract 
The concept of autonomous farming concerns automatic agricultural machines 
operating safely and efficiently without human intervention. In order to ensure safe 
autonomous operation, real-time risk detection and avoidance must be performed. This 
paper presents a flexible vehicle-mounted sensor platform for recording positional and 
imaging data with a total of seven sensors. Different imaging modalities are chosen for 
robust detection performances in a variety of weather and lighting conditions. Different 
algorithms applied to recordings from a grass-harvesting case study show that it is 
possible to detect humans, whereas small animals located in front of the vehicle 
represent a much greater challenge. 
Keywords: safe farming, sensor platform, object detection, computer vision 
Introduction 
Current technology is capable of automatically navigating and operating agricultural 
machinery, such as tractors and harvesters, efficiently and more precisely compared to 
manual operation. However, a crucial deficiency in this technology concerns the safety 
aspects. In order for an autonomous vehicle to operate safely and be certified for 
unsupervised operation, it must perform automatic real-time risk detection and 
avoidance in the field with high reliability.  
Robust risk detection imposes a number of challenges for the sensor platform. 
Varying weather and lighting conditions influence the image quality of sensor 
modalities in different ways, and thus no sensor is single-handedly capable of detecting 
objects reliably under all conditions. Active sensors such as radar and LiDAR, and 
passive sensors such as RGB camera, stereo camera and thermal camera have different 
strengths and weaknesses concerning weather, lighting, range and resolution, and 
therefore a variety of these sensors are needed to cover all scenarios (Rasshofer & 
Gresser 2005). In addition, pose estimation sensors such as accelerometers, gyroscopes 
and GPS are needed for estimating the vehicle position, velocity and orientation and for 
synchronizing and registering subsequent frames acquired from the imaging sensors.  
Today, driver assistance systems are available for a large number of modern 
passenger cars, and completely autonomous vehicles operating in urban and sub-urban 
environments are emerging for experimental usage (Luettel et al. 2012). In the 
agricultural sector, a variety of machines have been operating autonomously for a 
decade using either precise GPS coordinates and/or cameras detecting structures in the 
field (CLAAS Steering Systems 2011). Efforts are made to fully automate the process 
in a driverless solution, but safety aspects currently prevent authorization for this. For 
instance the QUAD-AV project has investigated microwave radar, stereo vision, 
LiDAR and thermography for detecting obstacles in an agricultural context (Rouveure 
et al. 2012). Within the project, a detailed study of stereo vision has shown promising 
results on ground/non-ground classification (Reina & Milella 2012). 
 
The paper describes a flexible vehicle-mounted sensor platform. The sensor platform 
records imaging data and vehicle position for a moving vehicle using three passive 
imaging sensors, two active sensors and two pose/position estimation sensors. The 
sensor platform is designed to record simultaneous data from all sensors, thus preparing 
for subsequent offline processing. Recordings from a grass-harvesting case study are 
documented. In the study, different objects including humans of different sizes, 
appearances and postures, as well as different animals are placed in front of the setup 
and detected automatically. Based on different object detection algorithms carried out 
on the imaging sensors, an initial evaluation of the different sensors is given. 
Sensors 
An overview of the strengths and weaknesses of the selected imaging and active sensors 
are presented in Table 1. The qualities are evaluated individually and under various 
conditions.  
Table 1. Strengths and weaknesses of sensors. 











 Range medium medium medium long medium 
Resolution + + - - - 
Depth information - + - + + 
Heat information - - + - - 
Color information + + - - - 









 Light changes - - + + + 
Weather changes - - - + + 
Camouflaged objects - + + + + 
Protruding objects - + - + + 
Non-protruding objects + - + - - 
 
An RGB camera captures the modality of visible light. The sensor is useful for 
identifying the perceived objects as it provides visual characteristics such as texture, 
color and shape in high resolution at low cost. It is invariant to protrusion, meaning that 
non-protruding objects such as small animals, a fallen human or humans/animals in high 
crops are still visible. However, visual characteristics are affected by weather conditions 
(rain, fog and snow) and illumination such as dim light (night) or direct light (causing 
shadows). An RGB camera is not able to exploit depth information to emphasize 
protruded objects and the lack of depth makes the positioning of objects in 3D space 
difficult.   
A stereo camera enables 3D imaging data (depth and color information). Depth 
and color information are registered and the sensor is thus able to exploit the advantages 
of both modalities. Depth information can be used to see protruding objects and visually 
camouflaged animals easily while determining the position of an object relative to the 
vehicle. In this way, depth-aware algorithms can abstract from the very different visual 
characteristics of objects (shape, color and texture) creating simple detection algorithms. 
Like the RGB camera, the stereo camera is sensitive to illumination and weather 
conditions, although the depth information is in some cases still retrievable. 
A thermal camera is an imaging sensor that captures heat radiation represented 
by intensities (temperatures) to form a monochromatic image. A thermal camera 
perceives objects of distinct temperatures, making it ideal for detecting living objects in 
temperate and colder climates, and even in foggy weather (Serrano-Cuerda et al. 2014). 
A key ability is that the sensed data are unaffected by non-protruding or visually 
camouflaged animals and that the distinctness of living objects becomes more apparent 
at night. However, these capabilities are much affected by the ambient temperature as 
living objects become indistinct when the temperature difference between the objects 
and the background becomes small (Serrano-Cuerda et al. 2014). The cost of a well-
performing and high resolution thermal camera is very high, but low cost cameras are 
emerging. Object recognition capabilities are low due to a limited resolution and limited 
visual characteristics.  
A LiDAR measures range data to a set of surrounding points and generates a 
point cloud where each point is represented by a 3D position and a reflection intensity. 
The LiDAR is a high cost sensor, but has dropped significantly in price in recent years. 
Compared to a stereo camera the LiDAR provides very exact depth information at 
further range and captures up to 360° horizontally. It is invariant to illumination, 
temperature and camouflage. The lack of visual and thermal information makes 
recognition of objects difficult and non-protruding objects are almost or fully 
undetectable.   
A radar measures range and/or velocity information of objects by transmitting 
radio waves and measuring object reflections. A variety of radar technologies exist with 
both low and high costs. Depending on object materials and sizes, different radar 
frequencies are optimized for different applications. For human detection applications, 
ultra-wideband (UWB) short range radar operating at a few GHz is common. Radar is 
invariant towards changing temperature and light conditions. 
Physical design 
The sensor platform consists of seven sensors and a controller mounted on a common 
rack. The left side of Figure 1 shows the rack mounted on a tractor and the right side 
shows the physical placement with antennas and inertial measurement unit (IMU) at the 
top, sensors in the middle and the controller at the bottom. The horizontal profile in the 
middle is adjustable in height and angle such that the imaging and active sensors can be 
oriented at a downward angle depending on the vehicle height. A standard A-frame is 
mounted at the bottom of the rack to enable easy mounting on tractors. The A-frame is 
mounted with dampers for absorbing internal engine vibrations from the vehicle to 
reduce the amount of mechanical noise acting on the sensors. The LiDAR protrudes 
from the other sensors such that it has an unobstructed 180° forward field of view. 
 
 
Figure 1. Sensor frame including controller. 
Figure 2 presents the specific sensors and the controller used in the setup. A Logitech 
(Newark, California, USA) C920 webcam providing 1920×1080 pixels at 30 fps is used 
as the RGB camera. The stereo camera is a high dynamic range camera with 
logarithmic, global shutter New Imaging Technology (Paris, France) NSC1003 CMOS 
sensors providing 1280×1024 pixels at 25 fps. The camera uses 12-bit GRBG Bayer 
pixel format. The thermal camera is a shutterless Tonbo Imaging Inc (East Palo Alto, 
California, USA) HawkVision analog IR camera providing 640×480 pixels at 25 fps. 
The LiDAR is a 32-beam Velodyne (Morgan Hill, California, USA) HDL-32E laser 
scanner providing 70,000 points at 10 Hz with 1-100 m range. The radar is a 76 GHz 
Delphi ESR radar with 0.5-80 m range. The GPS is a Trimble (Sunnyvale, California, 
USA) AG GPS361 Real Time Kinematic (RTK) GPS enhancing the precision of GPS 
up to centrimetre-level accuracy. The IMU is a Vectornav (Dalla, Texas, USA) VN-100 
providing synchronized 3-axis accelerometers, gyros, magnetometers and a barometric 
pressure sensor. The data-collecting controller is a Conpleks Robotech Controller 701. 
It is an embedded computer with external interfaces for all sensors that uses ROS-
middleware (Robot Operating System) to easily integrate all sensors in a common 
framework. 
System architecture 
Figure 2 further illustrates the connections and bandwidths between the sensors and the 
controller. In ROS, each sensor is given its own node (an executable file) that is 
responsible for publishing one or more topics. For instance, the IMU has its own node 
including hardware specific drivers, and it publishes different topics related to the 
readings of the accelerometer, the gyroscopes and the magnetometers. For each topic, 
the node can send messages containing sensor data whenever a new sensor-reading is 
available. Each node is connected to the ROS Master which handles interactions 
between nodes and supplies all messages with exact timestamps. Using the rosbag 
package (Dirk n.d.), a recording of all desired topics (and all associated messages) to a 




















Figure 2. System overview illustrating bandwidths and interfaces between sensors, 
converters and the controller. 
Signal processing 
In order to experimentally evaluate detection performances of the different sensors in an 
agricultural environment, preliminary tests using different object detection algorithms 
have been carried out on the different imaging and active sensors. 
Using only an RGB camera for detecting all possible obstacles in the field is 
complex and difficult and requires a very large dataset with many representations of 
each object. Constraining detection to only humans provides a more realistic case in this 
preliminary study. The RGB camera is therefore processed using a state-of-the-art 
pedestrian detection algorithm (Dollar et al. 2010). The stereo camera has been 
calibrated with a stereo calibration algorithm using a checkerboard pattern (Zhang 
2000). Subsequently, a ground plane is estimated on the acquired point cloud using the 
RANSAC algorithm (Fischler & Bolles 1981), and points that lie above this ground 
plane with a certain threshold are clustered. The LiDAR data is processed using ground 
plane estimation and clustering of points not belonging to the ground (Moosmann et al. 
2009). Clusters with more than 30 points are detected as objects. The thermal camera is 
processed by thresholding the (temperature-related) intensities by a constant value 
above the median intensity of the image (Christiansen et al. 2014). Subsequent 
connected components analysis is used for extracting only components that exceed a 
certain area. The radar was unfortunately malfunctioning during the data acquisition. 
Therefore no radar data is available for processing and evaluation. 
Results and discussion 
Data from six sensors have been recorded in a grass-harvesting case study performed in 
Denmark in early November. These comprise an RGB camera, a stereo camera, a 
thermal camera, a LiDAR, a GPS and an IMU. The radar sensor described above 
unfortunately malfunctioned during the recordings and is therefore omitted in the 
experimental evaluation. 
In the following, two recordings are evaluated including 1) humans of different sizes, 






































Figure 3. Detection of humans. RGB camera (top left), stereo camera disparity map (top 
middle), stereo camera protrusion map (top right), thermal camera (bottom left), LiDAR 
(bottom right). 
Figure 3 depicts the human detection performances evaluated at single, synchronized 
frames for the RGB camera, the stereo camera, the thermal camera and the LiDAR. At 
the top left, the RGB camera is shown with bounding boxes indicating results of the 
pedestrian detection algorithm. In the top middle, the disparity map of the stereo camera 
is shown and, at the top right, a protrusion map indicating objects that protrude from the 
ground plane is visualized. At the bottom left, the thermal camera is shown with 
overlaid thresholded components and, at the bottom right, the LiDAR data is visualized 
with a ground plane and clustered objects (white).  
Using only single frames, pedestrian detection applied on the RGB camera fails to 
detect all humans in the image. Problems concerning occlusion and humans seen from 
the side or from behind have been observed. However, utilizing a sequence of frames 
would greatly improve detection performance, as the algorithm most often fails for just 
a single frame and not for an entire sequence of frames. The stereo camera performs 
well for detecting humans that protrude from the ground plane. However, the algorithm 
assumes a certain level of protrusion and a flat surface in order to detect an object. The 
thermal camera detects all humans when their faces are visible. However, potential 
problems concern well insulated clothes that cover an entire body and warm weather 
where temperature differences are much smaller than in the present recording. Using the 
LiDAR clustering algorithm, most humans are detected robustly when they protrude 
significantly from the ground. However, problems concerning noise near the sensor due 
to a higher point density must be solved to avoid false alarms.  
Figure 4 depicts animal detection capabilities of a rabbit and a hen. In this 
scenario, only the thermal camera was capable of detecting the animals. Obviously 
pedestrian detection applied to the RGB camera is incapable of detecting animals, and 
since both the algorithms of the stereo camera and LiDAR rely on significantly 
protruded objects, these modalities both fail to detect small animals. It is therefore clear 
that more advanced and task-specific algorithms must be investigated for the RGB  
 
Figure 4. Detection of animals (rabbit and hen). RGB camera (top left), stereo camera 
disparity map (top middle), stereo camera protrusion map (top right), thermal camera 
(bottom left), LiDAR (bottom right). 
camera, the stereo camera and the LiDAR. Although the thermal camera achieves robust 
and reliable detection performance for both humans and animals in this study, the 
results would undoubtedly be significantly worse on a warm and sunny day as reported 
by (Steen et al. 2012) and (Serrano-Cuerda et al. 2014). A single sensor is therefore 
insufficient for detecting all objects reliably invariant of temperature and lighting 
changes.  
Conclusion 
A flexible vehicle-mounted sensor platform has been developed for capturing time 
stamped data in the agricultural domain using imaging sensors (RGB, thermal and 
stereo camera), active sensors (LiDAR and radar) and pose estimations sensors (RTK 
GPS and IMU). Based on a case study in grass fields, an initial evaluation of the 
potential of different sensor modalities for detecting humans and animals is given. 
Using a common pedestrian detection algorithm, an RGB camera is able to detect 
upright pedestrians, but degrades in performance for more complex poses. The depth-
aware sensors (LiDAR and stereo camera) are efficient for detecting objects that 
protrude significantly above the ground. The LiDAR is invariant towards changing 
weather and lighting conditions, whereas the stereo camera has the highest resolution 
making it useful for classifying objects. The thermal camera shows great capabilities in 
the captured dataset as it is able to detect objects of distinct temperature using a simple 
procedure that works both for humans and living obstacles. However, the detection 
would be remarkably more complicated in higher temperature environments, where 
living objects become indistinct in their heat signatures.  
The above arguments and the case study concludes that the use of multiple modalities, 
more complicated procedures and a fusion of the different modalities is required to 
achieve a robust detection of obstacles under variable conditions. To provide a thorough 
evaluation of the algorithms and procedures, the dataset must be expanded to represent 
more scenarios including more variable lighting and weather conditions and more 
representations of more objects.  
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Abstract The concept of autonomous farming concerns automatic agricultural machines
operating safely and efficiently without human intervention. In order to ensure safe
autonomous operation, real-time risk detection and avoidance must be undertaken. This
paper presents a flexible vehicle-mounted sensor system for recording positional and
imaging data with a total of six sensors, and a full procedure for calibrating and registering
all sensors. Authentic data were recorded for a case study on grass-harvesting and human
safety. The paper incorporates parts of ISO 18497 (an emerging standard for safety of
highly automated machinery in agriculture) related to human detection and safety. The
case study investigates four different sensing technologies and is intended as a dataset to
validate human safety or a human detection system in grass-harvesting. The study presents
common algorithms that are able to detect humans, but struggle to handle lying or occluded
humans in high grass.
Keywords Safe farming  Sensor platform  Object detection  Computer vision  ISO
18497  Autonomous farming
Introduction
Current technology is capable of automatically navigating and operating agricultural
machinery, such as tractors and harvesters, efficiently and more precisely compared to
manual operation. However, a crucial deficiency in this technology concerns the safety
aspects. In order for an autonomous vehicle to operate safely and be certified for
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unsupervised operation, it must perform automatic real-time risk detection and avoidance
of humans in the field with high reliability (ISO 18497 2015).
Robust risk detection imposes a number of challenges for the sensor system. Varying
weather and lighting conditions influence the image quality of sensing technologies in
different ways, and thus no sensor is single-handedly capable of detecting objects reliably
under all conditions. Active sensors such as LiDAR, and passive sensors such as RGB
camera, stereo camera and thermal camera have different strengths and weaknesses con-
cerning weather, lighting, range and resolution, and therefore a variety of these sensors are
needed to cover all scenarios (Rasshofer and Gresser 2005). In addition, attitude estimation
sensors such as accelerometers, gyroscopes and GPS are needed for estimating the vehicle
position, velocity and orientation and for synchronizing and registering subsequent frames
acquired from the imaging sensors.
Today, driver assistance systems are available for a large number of modern passenger
cars, and completely autonomous vehicles operating in urban and sub-urban environments
are emerging for experimental usage (Paden et al. 2016).
In the agricultural sector, a variety of machines have been operating autonomously for a
decade using either precise GPS co-ordinates and/or cameras detecting structures in the
field (CLAAS Steering Systems 2011; Pilarski et al. 2002). Efforts have been made to fully
automate the process in a driverless solution, but safety aspects currently prevent autho-
rization for this. In Freitas et al. (2012), Yang and Noguchi (2012) and Wei et al. (2005),
human detection was performed using only a single sensor (laser scanner or stereo camera).
However, multiple sensor modalities should be investigated to evaluate their ability to
detect humans. For instance, the QUAD-AV project has investigated microwave radar,
stereo vision, LiDAR and thermography for detecting obstacles in an agricultural context
(Rouveure et al. 2012). Within the project, a detailed study of stereo vision has shown
promising results on ground/non-ground classification (Reina and Milella 2012).
In urban environments, autonomous vehicles can exploit obstacles protruding from the
surface. In farming operations, obstacles are commonly placed below or just above an
uneven surface of crops introducing specific challenges for autonomous vehicles in agri-
culture. The likelihood of a human being one of these obstacles is small. However, a child
or a fallen, injured or unconscious human provides a risk as these non-protruding objects
have reduced mobility. To investigate these challenges, data from agricultural fields and
algorithms are needed.
Human safety is addressed in ISO 18497 (an emerging standard for safety of highly
automated machinery in agriculture) by defining a minimum obstacle that must be detected
with an accuracy of 99.99% (ISO 18497 2015). The minimum obstacle is specified as an
olive green barrel shaped object that resembles a small or seated human in green clothing
(in this paper defined as an ISO-barrel).
This paper describes a flexible vehicle-mounted sensor platform targeting agricultural
fields. The sensor platform records imaging data and vehicle position for a moving vehicle
using three passive imaging sensors, one active sensor and two attitude/position estimation
sensors. The sensor platform is designed to record simultaneous data from all sensors, thus
preparing for subsequent offline processing. Offline processing and visualization of sensor
data is presented to investigate the object detection potential for the different sensors. The
current paper is an extended version of Christiansen et al. (2015) providing more authentic
data in grass-harvesting operations and addressing human safety in more detail. An ISO-
barrel was produced under the specification defined in ISO 18497. The ISO-barrel as well
as humans and mannequins were placed in standing and lying positions in front of the setup
to create recordings that could be used in an actual validation of a human detection system
Precision Agric (2017) 18:350–365 351
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during grass-harvesting. The extended edition also presents a full procedure for calibrating
and registering all sensors using a single calibration thermal checkerboard.
Materials and methods
Sensors
An overview of the strengths and weaknesses of the selected imaging and active sensors
are presented in Table 1. The qualities are evaluated individually and under various
conditions. A weakness is marked with ‘-’ and a strength is marked with ‘?’.
Sensor modalities refer to the information a sensor measures. In this paper, a sensor
modality is either visual light, depth or heat radiation.
An RGB camera captures the modality of visible light. The sensor is useful for iden-
tifying the perceived objects as it provides visual characteristics such as texture, color and
shape in high resolution at low cost. It is invariant to protrusion, meaning that non-
protruding objects such as small animals, a fallen human or humans/animals in high crops
are still visible. However, visual characteristics are affected by occlusion from crops,
weather conditions (rain, fog and snow) and illumination such as dim light (night) or direct
light (causing shadows). An RGB camera is not able to exploit depth information to
emphasize protruded objects and the lack of depth makes the positioning of objects in 3D
space difficult.
A stereo camera enables 3D imaging data (depth and color information). Depth and
color information are registered and the sensor is thus able to exploit the advantages of
both modalities. Depth information can be used to see protruded objects and visually
camouflaged animals easily while determining the position of an object relative to the
vehicle. In this way, depth-aware algorithms can abstract from the very different visual
characteristics of objects (shape, color and texture) creating simple detection algorithms.
Like the RGB camera, the stereo camera is sensitive to illumination and weather condi-
tions, although the depth information is in some cases still retrievable.
Table 1 Strengths and weaknesses of sensors (Christiansen et al. 2015)
Names RGB RGB stereo Thermal LiDAR
Specification
Range Medium Medium Medium Long
Resolution ? ? - -
Depth information - ? - ?
Heat information - - ? -
Color information ? ? - -
Cost Low Medium Medium High
Robustness
Light changes - - ? ?
Weather changes - - - ?
Camouflaged objects - ? ? ?
Protruding objects - ? - ?
Non-protruding objects ? - ? -
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A thermal camera is an imaging sensor that captures heat radiation represented by
intensities (temperatures) to form a monochromatic image. A thermal camera perceives
objects of distinct temperatures, making it ideal for detecting living objects in temperate
and colder climates, and even in foggy weather (Serrano-Cuerda et al. 2014). A key ability
is that the sensed data are unaffected by non-protruded or visually camouflaged animals
and that the distinctness of living objects becomes more apparent at night. However, these
capabilities are much affected by the ambient temperature as living objects become
indistinct when the temperature difference between the objects and background becomes
small (Serrano-Cuerda et al. 2014). The cost of a well-performing and high resolution
thermal camera is very high, but low cost cameras are emerging. Object recognition
capabilities are low due to a limited resolution and limited visual characteristics.
A LiDAR measures range data to a set of surrounding points and generates a point cloud
where each point is represented by a 3D position and reflection intensity. The LiDAR is a
high cost sensor, but has dropped significantly in price in recent years. Compared to a
stereo camera, the LiDAR provides very exact depth information at greater range and some
models can capture in 360 horizontally. It is invariant to illumination, temperature and
camouflage. The lack of visual and thermal information makes recognition of objects
difficult and non-protruding objects are almost or fully undetectable.
Physical design
The sensor platform consisted of seven sensors and a controller mounted on a common
rack of 2 m by 0.8 m in size. The left side of Fig. 1 shows the rack mounted on a tractor
and the right side shows the physical placement of sensors. A standard A-frame was
mounted at the bottom of the rack to enable easy mounting on tractors. The category 1
A-frame was mounted with dampers for absorbing internal engine vibrations from the
vehicle to reduce the amount of mechanical noise acting on the sensors. The horizontal
profile in the middle was adjustable in height and angle such that the imaging sensors could
be oriented in a downward angle depending on the vehicle height. The LiDAR was placed
above the sensor frame to minimize view obstructions for the sensor. The rack allowed
sensors to be placed roughly 2 m above ground to provide a more downward view into the
crop to better detect hidden obstacles. Placing sensors on top of the tractor would provide a
similar downward view. However, the tall rack and the A-frame allowed the sensors to be
Fig. 1 Left sensor frame including controller. Right sensors on the sensor platform
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easily swapped to another tractor, an all-terrain vehicle or directly on a ground socket
while keeping the downward view under data acquisition.
A Logitech HD Pro C920 from Logitech (Silicon Valley, USA) webcam providing
1 920 9 1 080 pixels at 30 fps was used as the RGB camera. The stereo camera was
composed of two hardware synchronized Flea3/FL3-GE-28S4C-C cameras from Point
Grey (Richmond, Canada) with global shutter and 1 928 9 1 448 pixels at 15 fps. The
thermal camera was a shutterless HawkVision analog thermal camera from Tonbo Imaging
(Bangalore, India) providing 640 9 480 pixels at 25 fps (interlaced). The HDL-32E
LiDAR from Velodyne (Morgan Hill, USA) was a 32-beam laser scanner providing 70 000
points at 10 Hz with 1–100 m range. Figure 1 shows an automotive Delphi ESR 64-target
radar from Delphi (Washington, DC, USA) not addressed in the current paper as it was
intended for detecting pieces of metal and not humans. The GPS was an AG GPS361 real
time kinematic (RTK) GPS from Trimble (Sunnyvale, USA) enhancing the precision of
GPS up to centimeter-level accuracy. The IMU was a VN-100 from Vectornav (Dallas,
USA) providing synchronized three-axis accelerometers, gyros, magnetometers and a
barometric pressure sensor. The data-collecting controller was an Innovation Robotech
Controller 701 from Conpleks (Struer, Denmark). It is an embedded computer with
external interfaces for all sensors that using ROS-middleware (robot operating system) to
easily integrate them into a common framework.
System architecture
Figure 2 further illustrates the connections between the sensors and the controller. In ROS,
each sensor was given its own node (an executable file) that was responsible for publishing
one or more topics. For instance, the IMU had its own node including hardware-specific
drivers, and it published different topics related to the readings of the accelerometer, the
gyroscopes and the magnetometers. For each topic, the node could send messages con-
taining sensor data whenever a new sensor-reading was available. Each node was con-
nected to the ROS Master which handled interactions between nodes and supplied all
messages with exact timestamps. Using the rosbag package, a recording of all desired
topics (and all associated messages) to a single rosbag data-file could be obtained.
A JavaScript browser interface was developed to easily monitor and record specific sen-
sors, and enabled the platform to be controlled through Wi-Fi using a mobile phone, tablet
or computer.
Fig. 2 System overview illustrating bandwidths and interfaces for sensors
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Data
Data were collected on a grass field of roughly 7.5 ha near Lem in Denmark (latitude
56.059679 N, longitude 8.368701 E) in the beginning of June 2015. To get authentic
data, sensors were mounted to a tractor working in a normal grass-harvesting operation. In
operation, obstacles were placed in the trajectory of the tractor to simulate collision haz-
ards. For each obstacle, the tractor approached the object and stopped just before collision.
To enable some form of reproducibility and to ensure safety, standing/lying adult and child
mannequins were used instead of real humans in the field. To incorporate safety standards,
the ISO-barrel was also used. Finally, the mower was turned off and two recordings with
real humans were captured. Obstacles from the data are presented in Fig. 3.
In Fig. 4, obstacle positions and the tractor route (divided into laps) are presented,
where lap 17 and 18 contained real human obstacles.
Fig. 3 Two real humans, three mannequins and the ISO-barrel
Fig. 4 Tractor route (lines), barrel (circles), kid mannequin (diamonds), adult mannequin (squares), well
(stars) and lap starting point (small dots)
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Registration of sensors
Registration or sensor fusion is essential for a multi-sensor system to merge and exploit
information from all sensors. Registration in multiple modalities is non-trivial and can be
handled in different ways (Bahnsen 2013; Zhao and Cheung 2014; Krotosky and Trivedi
2007). In particular, Bahnsen (2013) provided a coherent description of registration
methods and the complications for registering different modalities, when objects are not
positioned at the same distance.
In this work, common camera and sensor view geometry combined with depth infor-
mation from the stereo camera were used to project points between sensor frames (Johnson
and Bajcsy 2008). Such projections require the intrinsic parameters to calibrate cameras
individually and extrinsic parameters—describing the inter-displacement of sensors—to
finalize registration. The inter-displacement between LiDAR and stereo camera was found
by matching the two point clouds using the iterative closest point algorithm (Zhang 1994).
The stereo camera and the webcam was calibrated individually using a normal
checkerboard and MATLABs computer vision: calibration tool (2015). The calibration tool
was able to detect checkerboards, calibrate cameras, map checkerboard to 3D position
automatically and, for the stereo camera, find the inter-displacement between the left and
right camera. For the webcam, the extrinsic parameters was determined by finding the
transformation that matched corresponding 3D checkerboards to, in this setup, the left
stereo camera. However, to calibrate and find inter-displacement between thermal and
RGB cameras using a traditional and automated calibration tool, the checkerboard must be
visible in both modalities. Therefore, a custom-made visual–thermal checkerboard is
proposed.
Visual–thermal registration
A normal checkerboard exposed to sunlight can be used to perform thermal–visual reg-
istration as black absorbs more energy than white areas. However, the quality of the
thermal calibration is dependent on weather conditions, and heat/energy is transferred in
the material between black and white areas making square transitions indistinct.
A registration/calibration board was therefore developed using a circuit board with
copper squares as shown in Fig. 5 (left).
The circuit board was heated by attaching an aluminum plate mounted with impact
resistors on the backside of the board as in Fig. 5 (right). The 60 resistors delivered 216 W
of heat using a 12 V car battery. Copper has a low emissivity coefficient, which effectively
made the material work as a reflector. Thus, the non-copper squares emitted heat radiation
Fig. 5 Front and back side of registration board
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from the heated circuit board, and the copper areas reflected heat of the surroundings,
giving a distinct transition between copper and non-copper squares.
The thermal checkerboard would, in a normalized thermal image, resemble a traditional
black and white checkerboard as presented in Fig. 6 (right). The thermal camera was then
calibrated using traditional and automated calibration tools.
The thermal checkerboard did not, for RGB images, resemble a traditional black and
white checkerboard as depicted in Fig. 6 (left). Thus, calibrations tools could not be
applied directly. To use RGB images, a MATLAB script was developed to enable a user to
mark an area inside the checkerboard. This area was then cropped and converted to the
LAB color space. Automatically, the A and B channels were modeled into two clusters
using a Gaussian mixture model (McLachlan and Basford 1988). Copper and non-copper
areas were separated into two individual clusters. The posterior probability of each pixel
belonging to a specific cluster generated a gray-scaled image that made the registration
board resemble a traditional black and white checkerboard, see Fig. 6 (mid).
Converting RGB images, enabled all camera sensors to be calibrated and registered
using only the proposed registration board. However, the procedure required the user to
place a rectangular area inside the checkerboard for each image. In Fig. 7, the detected
boards and the inter-displacement of sensors are visualized.
In Fig. 8 (middle left), two humans are annotated in the left stereo camera and projected
to the stereo point cloud in Fig. 8 (top). The distance to objects inside the annotation was
determined using the median distance of pixels inside the bounding box. The bounding box
was then defined as four points in the stereo point cloud that could be projected to other
Fig. 6 The registration board (left) is transformed into a ‘‘classic’’ checkerboard (mid) using a Gaussian
mixture model. Thermal image of the registration board (right)
Fig. 7 Registration board placements (numbered 1–25) and inter-displacement of sensors
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sensor frames as in Fig. 8. To make a more exact registration of sensors, the registration
board should be placed at a broader range of distances from the cameras.
A more quantitative evaluation of the visual–thermal registration is presented in
‘‘Appendix: Thermal–visual registration and evaluation’’ section.
Signal processing
To provide an initial qualitative validation of detection performance of the different sen-
sors in an agricultural environment, preliminary tests using different object detection
algorithms have been carried out on the sensors.
Using only an RGB camera for detecting all possible obstacles in the field is complex
and difficult and requires a very large dataset with many representations of each object.
Constraining detection to only humans provided a more realistic case in this preliminary
study. The RGB camera images were therefore processed using a state-of-the-art pedes-
trian detection algorithm (Dollar et al. 2010).
After stereo camera calibration (Zhang 2000), a point cloud could be generated for each
stereo image pair. For both stereo and LiDAR, the same algorithm was used to better
compare sensors. A ground plane was estimated on the acquired point cloud using the
RANSAC algorithm (Fischler and Bolles 1981). Protruding objects were visualized by
determining the height of points relative to the estimated ground plane.
Fig. 8 Annotations in the left image are projected onto the stereo point cloud (top). These annotations are
then projected to the right and left stereo camera (middle left and right), the webcam (bottom left) and the
thermal camera (bottom right)
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The thermal camera images were processed by thresholding the (temperature-related)
intensities by a constant value above the median intensity of the image (Christiansen et al.
2014). Subsequent connected components analysis was used for extracting only compo-
nents that exceeded a certain area.
Results and discussion
An initial validation of detection algorithms is presented in four scenarios. The first sce-
nario is humans of different sizes, appearances and postures similar to Christiansen et al.
(2015) in low grass. Scenarios 2–4 are, respectively, a barrel, a lying child mannequin and
a sitting human in high-grass taken from the above described data.
Figure 9 depicts the human detection performance evaluated at single, synchronized
frames for the RGB camera, the stereo camera and the LiDAR. At the top left, the RGB
camera is shown with bounding boxes indicating results of the pedestrian detection algo-
rithm. In the top middle, the disparity map of the stereo camera is shown and, at the top right,
a protrusion map indicating objects that protrude from the ground plane is visualized. At the
bottom left, the thermal camera is shown with overlaid thresholded components and, at the
bottom right, the LiDAR data are visualized with a ground plane and protruding points.
Using only single frames, pedestrian detection applied to the RGB camera failed to
detect all humans in the image. Problems concerning occlusion and humans seen from the
side or from behind have been observed. However, utilizing a sequence of frames would
greatly improve detection performance, as the algorithm most often failed for just a single
frame and not for an entire sequence of frames. The stereo camera performed well for
detecting humans that protruded from the ground plane. However, the algorithm assumed a
certain level of protrusion in order to detect an object. The thermal camera detected all
humans when their faces were visible. However, potential problems concern well-insulated
clothes that cover an entire body and warm weather where temperature differences are
much smaller than in the present recording. The LiDAR detected most humans robustly
when they protruded significantly from the ground.
Fig. 9 Human detection. RGB (top left), stereo camera disparity map (top middle), stereo camera
protrusion map (top right), thermal camera (bottom left), LiDAR (bottom right; Christiansen et al. 2015)
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Figure 10 depicts three cropped scenarios in high grass with respectively a barrel, a
lying child mannequin and a sitting human. The pedestrian detector was able to detect the
sitting human as the face and torso were upright and visible. To detect the lying
Fig. 10 The three rows show respectively a barrel, a lying child mannequin and a sitting human. The
columns show respectively pedestrian detections, a disparity map from stereo imaging, an object height map
based on this, the thermal signature, thermal signature after subtracting the median temperature of the
bottom half of the image, and the LiDAR projected onto the left stereo camera, where points protruding from
the surface by more than 0.25 m are visualized
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mannequin, the detector needs to be trained on new data showing humans in similar
scenarios. However, the given detector had limited capacity in terms of detecting objects
with huge inter-class variation. In the high-grass case, there was a limited reliability of the
stereo point cloud which impacted detection performance such that only the sitting human
and not the barrel were visible. Exploiting also visual information from the stereo camera
should be utilized to improve performance. The LiDAR was more reliable and was able to
visualize that both the sitting human and the barrel protruded. The thermal camera
achieved robust and reliable detection performance. In scenarios 2–4, all sensors apart
from the thermal camera had problems with high grass/crop, presenting a specific chal-
lenge that should be addressed in agriculture. The thermal camera will undoubtedly be
significantly worse on a warm and sunny day as experienced by Steen et al. (2012) and
Serrano-Cuerda et al. (2014). A single sensor is therefore insufficient for detecting all
objects reliably, invariant of temperature and lighting changes.
Conclusions
A flexible vehicle-mounted sensor platform was developed for capturing time-stamped
data in the agricultural domain using imaging sensors (RGB, thermal and stereo camera),
an active sensor (LiDAR) and attitude estimation sensors (RTK GPS and IMU). A reg-
istration board was proposed to provide a simple tool for calibrating and registering all
sensors in the setup using a single registration board. Authentic data in an actual high grass
harvesting operation with a specific focus on human detection were recorded, and an initial
evaluation of the potential of different sensor modalities for detecting standing and lying
humans including an ISO-barrel was given. Using a common pedestrian detection algo-
rithm, an RGB camera was able to detect upright humans, but degraded rapidly in per-
formance for more complex scenarios. The depth aware sensors (LiDAR and stereo
camera) were efficient for detecting objects that protruded significantly above the ground.
The LiDAR was invariant towards changing weather and lighting conditions, whereas the
stereo camera had the highest resolution making it useful for classifying objects. The
thermal camera showed great capabilities in the captured dataset as it was able to detect
objects of distinct temperature using a simple procedure that worked well for humans
regardless of posture. However, the detection would be much more complicated in envi-
ronments of higher temperature, where the heat signatures of living objects become
indistinct.
The authenticity of the data enabled an initial validation of a human detection system
using multiple sensors in a high grass harvesting operation. However, the above arguments
and the case study concludes that the use of multiple modalities, more complicated pro-
cedures and a fusion of the different modalities is required to achieve robust human
detection in high grass harvesting.
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Appendix: Thermal–visual registration and evaluation
First a total of 47 thermal and stereo synchronized images were selected from a single
calibration recording. For each image, a rectangle area inside the checkerboard was marked
manually to specify an image cropping, see Fig. 11. For RGB images, the cropped image
was converted to the LAB color space and a Gaussian mixture model separated the pixels
into two clusters (copper and non-copper areas). The posterior probability of belonging to
one of the Gaussian clusters was determined for all pixels in the original image, see
Fig. 12. For thermal images, the cropped image was normalized—transforming pixel
Fig. 11 Image example and a manually marked rectangle
Fig. 12 Posterior probability of belonging to one of the Gaussian clusters for all pixels in the image
example. Checkerboard detection is marked with blue crosses (Color figure online)
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values in the range [0 1] by shifting and scaling. The same normalization was applied to the
whole thermal image, see Fig. 13. The MATLAB calibration toolbox was able to auto-
matically detect checkerboards of the transformed RGB and thermal images. The cali-
bration toolbox was able to detect the checkerboard in 27 and 43 out of the 45 images for
respectively stereo and thermal images. The 27 stereo images were used for calibrating the
intrinsic and extrinsic parameters of the stereo camera. The 43 thermal images were used
for determining the intrinsic parameters of the thermal camera.
In 25 out of 47 synchronized images, the checkerboard was successfully detected by the
MATLAB calibration toolbox for both RGB and thermal images. The toolbox estimated the
3D position of the checkerboard in all 25 images for each camera. The extrinsic parameters
of the thermal camera were determined as the least square rigid transformation that mapped
the estimated checkerboards from the left RGB camera to the thermal camera (in 3D).
The registration was evaluated on the 25 images to provide a quantitative evaluation of
the thermal–visual registration. The camera calibration for the left stereo camera
Fig. 13 Thermal image is normalized relative to the checkerboard. Checkerboard detection is marked with
blue crosses (Color figure online)
Fig. 14 Zoomed images. Blue crosses mark corners detected by the MATLAB calibration toolbox for both
an RGB image (left) and a thermal image (right). The red crosses (left) show how 3D points are projected to
the thermal camera (Color figure online)
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estimated—as already described—the checkerboard positions in 3D. These positions were
then projected to the thermal image using the estimated extrinsic and intrinsic parameters
of the thermal camera, see Fig. 4 (right).
The error was determined as the distance between the detected checkerboard and the
projected 3D positions. Figure 15 shows the mean pixel error for each of the 25 images and
the mean pixel error across all images on 4.66 pixels. The image example used in Figs. 11,
12, 13, and 14 is image 21 with a mean pixel error close to the mean pixel error across all
images.
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Abstract: In this paper, we present a multi-modal dataset for obstacle detection in agriculture.
The dataset comprises approximately 2 h of raw sensor data from a tractor-mounted sensor system in a
grass mowing scenario in Denmark, October 2016. Sensing modalities include stereo camera, thermal
camera, web camera, 360◦ camera, LiDAR and radar, while precise localization is available from
fused IMU and GNSS. Both static and moving obstacles are present, including humans, mannequin
dolls, rocks, barrels, buildings, vehicles and vegetation. All obstacles have ground truth object labels
and geographic coordinates.
Keywords: dataset; agriculture; obstacle detection; computer vision; cameras; stereo imaging; thermal
imaging; LiDAR; radar; object tracking
1. Introduction
For the past few decades, precision agriculture has revolutionized agricultural production systems.
Part of the development has focused on robotic automation, to optimize workflow and minimize
manual labor. Today, technology is available to automatically steer farming vehicles such as tractors
and harvesters along predefined paths using accurate global navigation satellite systems (GNSS) [1].
However, a human operator is still needed to monitor the surroundings and intervene when potential
obstacles appear in front of the vehicle to ensure safety.
In order to completely eliminate the need for a human operator, autonomous farming vehicles
need to operate both efficiently and safely without any human intervention. A safety system must
perform robust obstacle detection and avoidance in real time with high reliability. Additionally,
multiple sensing modalities must complement each other in order to handle a wide range of changes
in illumination and weather conditions.
A technological advancement like this requires extensive research and experiments to investigate
combinations of sensors, detection algorithms and fusion strategies. Currently, a few publicly known
commercial R&D projects exist within companies that seek to investigate the concept [2–4]. In scientific
research, projects investigating autonomous agricultural vehicles and sensor suites have existed since
1997, where a simple vision-based anomaly detector was proposed [5]. Since then, a number of research
projects has experimented with obstacle detection and sensor fusion [6–14]. However, to our knowledge,
no public platforms or datasets are available that address the important issues of multi-modal obstacle
detection in an agricultural environment.
Within urban autonomous driving, a number of datasets has recently been made publicly available.
Udacity’s Self-Driving Car Engineer Nanodegree program has given rise to multiple challenge datasets
Sensors 2017, 17, 2579; doi:10.3390/s17112579 www.mdpi.com/journal/sensors
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including stereo camera, LiDAR and localization data [15–17]. A few research institutions such as the
University of Surrey [18], Linköping University [19], Oxford [20], and Virginia Tech [21] have published
similar datasets. Most of the above cases, however, only address behavioral cloning, such that ground
truth data are only available for control actions of the vehicles. No information is thus available for
potential obstacles and their location in front of the vehicles.
The KITTI dataset [22], however, addresses these issues with object annotations in both 2D and 3D.
Today, it is the de facto standard for benchmarking both single- and multi-modality object detection
and recognition systems for autonomous driving. The dataset includes high-resolution grayscale and
color stereo cameras, a LiDAR and fused GNSS/IMU sensor data.
Focusing specifically on image data, an even larger selection of datasets is available with
annotations of typical object categories such as cars, pedestrians and bicycles. Annotations of
cars are often represented by bounding boxes [23,24]. However, pixel-level annotation or semantic
segmentation has the advantage of being able to capture all objects, regardless of their shape and
orientation. Some of these are synthetically-generated images using computer graphic engines that are
automatically annotated [25,26], whereas others are natural images that are manually labeled [27,28].
In agriculture, only a few similar datasets are publicly available. The Marulan Datasets [29]
provide multi-sensor data from various rural environments and include a large variety of challenging
environmental conditions such as dust, smoke and rain. However, the datasets focus on static
environments and only contain a few humans occasionally walking around with no ground truth data
available. Recently, the National Robotics Engineering Center (NREC) Agricultural Person-Detection
Dataset [30] was made publicly available. It contains labeled image sequences of humans in orange
and apple orchards acquired with moving sensing platforms. The dataset is ideal for pushing research
on pedestrian detection in agricultural environments, but only includes a single modality (stereo
vision). Therefore, a need still exists for an object detection dataset that allows for investigation of
sensor combinations, multi-modal detection algorithms and fusion strategies.
While some similarities between autonomous urban driving and autonomous farming are present,
essential differences exist. An agricultural environment is often unstructured or semi-structured,
whereas urban driving involves planar surfaces, often accompanied by lane lines and traffic signs.
Further, distinction between traversable, non-traversable and processable terrain is often necessary in
an agricultural context such as grass mowing, weed spraying or harvesting. Here, tall grass or high
crops protruding from the ground may actually be traversable and processable, whereas ordinary
object categories such as humans, animals and vehicles are not. In urban driving, however, a simplified
traversable/non-traversable representation is common, as all protruding objects are typically regarded
as obstacles. Therefore, sensing modalities and detection algorithms that work well in urban driving
do not necessarily work well in an agricultural setting. Ground plane assumptions common for 3D
sensors may break down when applied on rough terrain or high grass. Additionally, vision-based
detection algorithms may fail when faced with visual ambiguous information from, e.g., animals that
are camouflaged to resemble the appearance of vegetation in a natural environment.
In this paper, we present a flexible, multi-modal sensing platform and a dataset called FieldSAFE
for obstacle detection in agriculture. The platform is mounted on a tractor and includes stereo
camera, thermal camera, web camera, 360◦ camera, LiDAR and radar. Precise localization is further
available from fused IMU and GNSS. The dataset includes approximately 2 h of recordings from
a grass mowing scenario in Denmark, October 2016. Both static and moving obstacles are present
including humans, mannequin dolls, rocks, barrels, buildings, vehicles and vegetation. Ground truth
positions of all obstacles were recorded with a drone during operation and have subsequently been
manually labeled and synchronized with all sensor data. Figure 1 illustrates an overview of the dataset
including recording platform, available sensors, and ground truth data obtained from drone recordings.
Table 1 compares our proposed dataset to existing datasets in robotics and agriculture. The dataset
supports research into object detection and classification, object tracking, sensor fusion, localization
and mapping. It can be downloaded from https://vision.eng.au.dk/fieldsafe/.
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Figure 1. Recording platform surrounded by static and moving obstacles. Multiple drone views record
the exact position of obstacles, while the recording platform records local sensor data.
Table 1. Comparison to existing datasets in robotics and agriculture.
Dataset Environment Length Localization Sensors Obstacles Annotations
KITTI [22] urban 6 h X stereo camera, LiDAR cars, trucks, trams, 2D + 3Dpedestrians, cyclists bounding boxes
Oxford [20] urban 1000 km X stereo camera, LiDARs, cars, trucks, nonecolor cameras pedestrians, cyclists
Marulan [29] rural 2 h X lasers, radar, color camera, humans, box, poles, noneinfra-red camera bricks, vegetation
NREC [30] orchards 8 h X stereo camera humans, vegetation bounding boxes(only humans)
FieldSAFE (ours) grass field 2 h X
stereo camera, web camera, humans, mannequins, GPS positionthermal camera, 360◦ rocks, barrels, buildings, and labelscamera, LiDAR, radar vehicles, vegetation
2. Sensor Setup
Figure 2 shows the recording platform mounted on a tractor during grass mowing. The platform
was mounted on an A-frame (standard in agriculture) with dampers for absorbing internal engine
vibrations from the vehicle. The platform consists of the exteroceptive sensors listed in Table 2,
the proprioceptive sensors listed in Table 3 and a Conpleks Robotech Controller 701 used for data
collection with the Robot Operating System (ROS) [31]. The stereo camera provides a timestamped left
(color) and right (grayscale) raw and rectified image pair along with an on-device calculated depth
image. Post-processing methods are further available for generating colored 3D point clouds. The web
camera and 360◦ camera provide timestamped compressed color images. The thermal camera provides
a raw grayscale image that allows for conversion to absolute temperatures. The LiDAR provides raw
distance measurements and calibrated reflectivities for each of the 32 laser beams. Post-processing
methods are available for generating 3D point clouds. The radar provides raw CAN messages with up
to 16 processed radar detections per frame from mid- and long-range modes simultaneously. The radar
detections consist of range measurements, azimuth angles and amplitudes. ROS topics and data
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formats for each sensor are available on the FieldSAFE website. Code examples for data visualization
are further available on the corresponding git repository.
Figure 2. Recording platform.
Table 2. Exteroceptive sensors.
Sensor Model Resolution FOV Range Acquisition Rate
Stereo camera Multisense S21 CMV2000 1024 × 544 85◦ × 50◦ 1.5–50 m 10 fps
Web camera Logitech HD Pro C920 1920 × 1080 70◦ × 43◦ - 20 fps
360◦ camera Giroptic 360cam 2048 × 833 360◦ × 292◦ - 30 fps
Thermal camera Flir A65, 13 mm lens 640 × 512 45◦ × 37◦ - 30 fps
LiDAR Velodyne HDL-32E 2172 × 32 360◦ × 40◦ 1–100 m 10 fps
Radar Delphi ESR 16 targets/frame 90
◦ × 4.2◦ 0–60 m 20 fps
16 targets/frame 20◦ × 4.2◦ 0–174 m 20 fps
Table 3. Proprioceptive sensors.
Sensor Model Description Acquisition Rate
GPS Trimble BD982 GNSS Dual antenna RTK GNSS system. Measures positionand horizontal heading of the platform. 20 Hz
IMU Vectornav VN-100 Measures acceleration, angular velocity, magnetic fieldand barometric pressure. 50 Hz
The proprioceptive sensors include GPS and IMU. An extended Kalman filter has been setup
to provide global localization by fusing GPS and IMU with the robot_localization package [32]
available in ROS. The localization code and resulting pose information are available along with
the raw localization data.
Figure 3 illustrates a synchronized pair of frames from stereo camera, 360◦ camera, web camera,
thermal camera, LiDAR and radar.





Figure 3. Example frames from the FieldSAFE dataset. (a) Left stereo image; (b) stereo pointcloud;
(c) 360◦ camera image (cropped); (d) web camera image; (e) thermal camera image (cropped); (f) LiDAR
point cloud (cropped and colored by height); (g) radar detections overlaid on LiDAR point cloud (black).
Green and red circles denote detections from mid- and long-range modes, respectively.
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Synchronization: Trigger signals for the stereo and thermal cameras were synchronized and generated
from a pulse-per-second signal from an internal GNSS in the LiDAR, which allowed exact timestamps
for all three sensors. The remaining sensors were synchronized in software using a best-effort approach
in ROS, where the ROS system time was used to timestamp each message once it got delivered.
However, best-effort message delivery does not provide any guarantees for delivery times, and the
specific time delays for the different sensors therefore depend on the internal processing in the sensor,
the transmission to the computer, network traffic load, the kernel scheduler and software drivers in
ROS [33]. Time delays can therefore vary significantly and are not necessarily constant.
IMU and GNSS both use serial communication and therefore have very small transmission
latencies. The same applies for radar that sends its data on the CAN bus. The web camera, however,
uses a USB 2.0 interface and thus experiences a short delay in the transmission. A typical delay for the
web camera has been measured as 100 ms. The 360◦ camera uses the TCP protocol and experiences a
large amount of packet retransmissions. The delay has therefore been measured up to 4.5 s. The time
delays are both specified in relation to the stereo camera, which is synchronized to the LiDAR and
thermal camera.
Registration: All sensors were registered by estimating extrinsic parameters (translation and rotation).
A common reference frame, base link, was defined at the mount point of the recording frame on
the tractor. From here, extrinsic parameters were estimated either by hand measurements or using
automated calibration procedures. Figure 4 illustrates the chain of registrations and how they were
carried out. The LiDAR and the stereo camera were registered by optimizing the alignment of 3D
point clouds from both sensors. For this procedure, the iterative closest point (ICP) was used on
multiple static scenes. An average over all scenes was used as the final estimate. The stereo and
thermal cameras were registered and calibrated using the camera calibration method available in
the Computer Vision System Toolbox in MATLAB. Since the thermal camera did not perceive light
in the visual spectrum, a custom-made visual-thermal checkerboard was used. For a more detailed
description of this procedure, we refer the reader to [34]. The remaining sensors were registered by
hand, by estimating extrinsic parameters of their positions. All extrinsic parameters are contained
in the dataset. Instructions for how to extract these are available at the FieldSAFE website. Here,
the estimated intrinsic camera parameters are further available for download.
Figure 4. Sensor registration. “Hand” denotes a manual measurement by hand, whereas “calibrated”
indicates that an automated calibration procedure was used to estimate the extrinsic parameters.
3. Dataset
The dataset consists of approximately 2 h of recordings during grass mowing in Denmark,
25 October 2016. The exact position of the field was 56.066742, 8.386255 (latitude, longitude). Figure 5a
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shows a map of the field with tractor paths overlaid. The field is 3.3 ha and surrounded by roads,
shelterbelts and a private property.
(a) (b)
Figure 5. Colored and labeled orthophotos. (a) Orthophoto with tractor tracks overlaid. Black tracks
include only static obstacles, whereas red and white tracks also have moving obstacles. Currently,
red tracks have no ground truth for moving obstacles annotated. (b) Labeled orthophoto.
A number of static obstacles exemplified in Figure 6 were placed on the field prior to recording.
They included mannequin dolls (adults and children), rocks, barrels, buildings, vehicles and vegetation.
Figure 5b shows the placement of static obstacles on the field overlaid on a ground truth map colored
by object classes.
Figure 6. Examples of static obstacles.
Additionally, a session with moving obstacles was recorded where four humans were told to
walk in random patterns. Figure 7 shows the four subjects and their respective paths on a subset of the
field. The subset corresponds to the white tractor tracks in Figure 5a. The humans crossed the path of
the tractor a number of times, thus emulating dangerous situations that must be detected by a safety
system. Along the way, various poses such as standing, sitting and lying were represented.
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(a) Human 1 (b) Human 2 (c) Human 3 (d) Human 4
Figure 7. Examples of moving obstacles (from the stereo camera) and their paths (black) overlaid on
the tractor path (grey).
During the entire traversal and mowing of the field, data from all sensors were recorded. Along
with video from a hovering drone, a static orthophoto from another drone and corresponding
manually-annotated class labels, these are all available from the FieldSAFE website.
4. Ground Truth
Ground truth information on object location and class labels for both static and moving obstacles
is available as timestamped global (geographic) coordinates. By transforming local sensor data from
the tractor into global coordinates, a simple look-up of the class label in the annotated ground truth
map is possible.
Prior to traversing and mowing the field, a number of custom-made markers were distributed on
the ground and measured with exact global coordinates using a handheld Topcon GRS-1 RTK GNSS.
A DJI Phantom 4 drone was used to take overlapping bird’s-eye view images of an area covering the
field and its surroundings. Pix4D [35] was used to stitch the images and generate a high-resolution
orthophoto (Figure 5a) with a ground sampling distance (GSD) of 2 cm. The orthophoto was manually
labeled pixel-wise as either grass, ground, road, vegetation, building, GPS marker, barrel, human or
other (Figure 5b). Using the GPS coordinates of the markers and their corresponding positions in the
orthophoto, a mapping between GPS coordinates and pixel coordinates was estimated.
For annotating the location of moving obstacles, a DJI Matrice 100 was used to hover approximately
75 m above the ground while the tractor traversed the field. The drone recorded video at 25 fps with a
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resolution of 1920 × 1080. Due to limited battery capacity, the recording was split into two sessions of
each 20 min. The videos were manually synchronized with sensor data from the tractor by introducing
physical synchronization events in front of the tractor in the beginning and end of each session. Using
the seven GPS markers that were visible within the field of view of the drone, the videos were stabilized
and warped to a bird’s-eye view of a subset of the field. As described above for the static orthophoto,
GPS coordinates of the markers and their corresponding positions in the videos were then used to
generate a mapping between GPS coordinates and pixel coordinates. Finally, the moving obstacles
were manually annotated in each frame of one of the videos using the vatic video annotation tool [36].
Figure 7 shows the path of each object overlaid on a subset of the orthophoto. The second video is yet
to be annotated.
5. Summary and Future Work
In this paper, we have presented a calibrated and synchronized multi-modal dataset for obstacle
detection in agriculture. The dataset supports research into object detection and classification, object
tracking, sensor fusion, localization and mapping. We envision the dataset to facilitate a wide range of
future research within autonomous agriculture and obstacle detection for farming vehicles.
In future work, we plan on annotating the remaining session with moving obstacles. Additionally,
we would like to extend the dataset with more scenarios from various agricultural environments while
widening the range of encountered illumination and weather conditions.
Currently, all annotations reside in a global coordinate system. Projecting these annotations
to local sensor frames inevitably causes localization errors. Therefore, we would like to extend
annotations with, e.g., object bounding boxes for each sensor.
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Abstract. Autonomous navigation and operation of agricultural vehi-
cles is a challenging task due to the rather unstructured environment.
An uneven terrain consisting of ground and vegetation combined with
the risk of non-traversable obstacles necessitates a strong focus on safety
and reliability. This paper presents an object detection and terrain clas-
sification approach for classifying individual points from 3D point clouds
acquired using single multi-beam lidar scans. Using a support vector
machine (SVM) classifier, individual 3D points are categorized as either
ground, vegetation, or object based on features extracted from local
neighborhoods. Experiments performed at a local working farm show
that the proposed method has a combined classification accuracy of
91.6%, detecting points belonging to objects such as humans, animals,
cars, and buildings with 81.1% accuracy, while classifying vegetation
with an accuracy of 97.5%.
Keywords: Object detection · Terrain classification · Agriculture ·
Lidar
1 Introduction
Autonomous farming is the concept of automatic agricultural machines operat-
ing safely and efficiently without human intervention. In order to ensure safe
autonomous operation, robust real-time risk detection is crucial. Humans, ani-
mals, trees, other machines, etc. must be detected in due time to perform risk
avoidance.
A lidar sensor measures range data to a set of surrounding points and gener-
ates a point cloud where each point is represented by a 3D position. It provides
very accurate depth information in 360 ◦ horizontally and is robust towards
changing lighting conditions. The lidar sensor has been used extensively in the
automotive industry for detecting and localizing objects in urban environments
by distinguishing between ground and obstacles [11]. In agriculture, however,
a subdivision between objects and vegetation is necessary, since some appar-
ent obstacles actually represent traversable crops. Therefore, a classification of
points into ground, vegetation, and objects is needed. The ground class identifies
accessible terrain, whereas the object class identifies obstacles/risks. The vege-
tation class serves as an intermediate category identifying both crops, bushes,
c© Springer International Publishing Switzerland 2015
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and trees. Depending on the agricultural context, vegetation can thus be either
obstacles or a natural part of the field area.
In the literature, different approaches have been used to detect objects and
characterize terrain in agricultural environments. [1,12–14] use single-beam lidar
sensors and a mathematical density function for homogeneous grass to discrim-
inate obstacles from grass and foliage. [6,15] use multi-beam lidars to perform
ground plane identification in rough terrain. However, vegetation is not dis-
criminated from objects. [8,9,18] use a feature-based approach for classifying
individual points into the classes: scatter, linear, and surface. The objective is
to identify vegetation (scatter); wires and tree branches (linear); and ground
surfaces, rocks, and tree trunks (surface). [19] adds to this the objective of dif-
ferentiating between vegetation and objects for increasing safety. This is done
with a feature-based approach using online adaptation allowing the system to
automatically collect and interpret training data. However, the results of this
approach are only visually verified, and only a few specific cases are handled.
In this paper, we present an object detection approach for classifying indi-
vidual points from 3D point clouds acquired with a vehicle-mounted Velodyne
HDL-32E lidar. Our method calculates for each point 13 different features based
on a local neighborhood. In order to account for the varying point density experi-
enced with a vehicle-mounted lidar, we propose an adaptive neighborhood radius
depending on the distance ensuring high resolution at short distance and pre-
venting noisy features at far distance. Using a support vector machine (SVM),
each point is categorized into one of three classes: ground, vegetation, or object.
The paper is divided into 5 sections. Section 2 presents the proposed approach
including preprocessing, feature extraction, and classification. Section 3 presents
the experimental setup and results followed by a discussion in Sect. 4. Ultimately,
Sect. 5 presents a conclusion and future work.
2 Approach
The proposed method for object detection and terrain classification builds on
individual point classification of single multi-beam lidar scans. A single lidar scan
provides a 3D point cloud consisting of N points. For each point, 13 features are
calculated using statistics from a local neighborhood. These features describe
the distribution of points into surfaces, linear structures, clutter volumes, etc.
and serve to distinguish between points representing the three classes: ground,
vegetation, and object. Using hand labeled data, an SVM classifier is trained to
classify individual points based on their calculated features.
2.1 Preprocessing
An initial step before extracting features performs a rotation and translation of
the point cloud according to a globally estimated plane. This ensures that ground
points in general lie close to the xy-plane. Due to variations in point density, the
point cloud is first resampled using a minimum filter with a fixed sized radius
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of 15 cm. A global plane is then estimated using a RANSAC-based plane fitting
algorithm [5]. The point cloud is finally translated and rotated according to the
normal vector of this plane. The resulting point cloud has an approximately
vertically oriented z-axis.
2.2 Feature Extraction
When analyzing 3D data points from a point cloud, the notion of scale is extremely
important in order to obtain both robust and accurate information. Point features
are calculated using a local neighborhood such that the points located close to an
evaluated point contribute with information of the point’s context. For instance,
one feature might describe how well a point fits with a local planar surface esti-
mated on its neighborhood. The radius of the neighborhood should depend on the
desired accuracy but also on the noise levels and the density of the point cloud.
Depending on the sensor used for acquiring 3D data, a point cloud can be catego-
rized as either dense or sparse [4]. A dense point cloud has an approximately con-
stant point density, whereas the density of a sparse point cloud (e.g. from a single
lidar scan) varies with the distance. Therefore, the process of feature extraction
should incorporate information of the local point density and possibly also adjust
the radius of the neighborhood accordingly.
Traditionally, the neighborhood radius is kept constant by dividing all points
into a global voxel representation [7,8,19]. This approach allows for easy feature
calculation and comparison since all voxels are the same size. However, it has
the unfortunate property that it does not exploit the high point resolution close
to the sensor, and at far distances only few measurements are available resulting
in too noisy features. Different approaches have been made to handle this issue of
varying point density. An automatic scale selection method estimates the optimal
neighborhood radius that minimizes the error of local normal estimation [9].
Another approach is to perform feature extraction on multiple scales and choose
the local scale that has the highest saliency [10,17]. However, these approaches
both rely on a specific measure that cannot be generalized across all possible
features and structures. Also, computing features at multiple scales significantly
increases the computational complexity.
Therefore, in this paper we propose a simple heuristic approach that scales
the neighborhood radius r linearly with the sensor distance d. This has the
benefit of computational simplicity while allowing fine estimation close to the
sensor and a more coarse estimate far from the sensor. The specific relationship
is given as
r = 0.0276d+ 0.25 (1)
such that a radius of 0.3m is used at a distance of 2m, whereas a radius of 3.0m
is used at a distance of 100m.
It is important that all features are made scale-invariant such that the neigh-
borhood radius does not directly influence the features. A common normalization
technique is not applicable since the features express different characteristics.
Hence, we need to consider normalization for each feature separately.
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A total of 13 features related to the height, shape, orientation, distance, and
reflectance are calculated. In the following, these are explained in detail, and
individual normalization techniques are discussed.
f1, f2, f3, f4: Height. Four height related features are calculated inspired by
the work in [15]. Height features capture structures that protrude from the
ground either positively (upwards) or negatively (downwards). f1 is simply
the z-coordinate of the evaluated point i. f2 is the minimum z-coordinate of the
neighborhood. f3 is the average z-coordinate of all points in the neighborhood.
f4 is the standard deviation of all z-coordinates. Since the standard deviation
depends directly on the size of the neighborhood, it is normalized by dividing by
the neighborhood radius r. In the following equations, zi denotes the z-coordinate
of the i’th point, and k denotes the number of points within a neighborhood of
radius r. k thus varies with r and the specific point density locally around point i.
f1 = zi (2)
f2 = min (z1 . . . zk) (3)
















(zj − z)2 (5)
f5, f6, f7, f8: Shape. Principal component analysis (PCA) of the point neigh-
borhood can be used to describe the shape/saliency of the point cloud [8,18,19].
Let λ1 < λ2 < λ3 be the eigenvalues of the 3 × 3 covariance matrix. In case
of scattered points (random point distribution), λ1 ≈ λ2 ≈ λ3. For points on
planes, λ2, λ3 ≫ λ1, whereas for linear structures λ3 ≫ λ1, λ2. Using this intu-
ition, λ1 captures vegetation, λ2−λ1 captures linear structures, whereas λ3−λ2
captures planar-like data.
Constructing scale-invariant PCA features can be done in different ways. [10]
scales λ2 and λ3 by the neighborhood radius but leaves λ1 intact. This results
in scale-invariant eigenvalues for planar-like data, whereas scatteredness is left
unscaled. [16], on the other hand, uses the ratio of PCA values.
In this paper, we utilize the eigenvalue differences as described above and
scale them by the largest eigenvalue. This guarantees scale-invariant features
(always adds up to 1) while allowing for the differentiation between scatter,














In addition to the three PCA shape features, we use a normalized orthogonal






((pj − p) · v1)2 (9)
where v1 is the eigenvector corresponding to the smallest eigenvalue λ1, pi is
the 3D vector of the i’th point, and p is the neighborhood mean (centroid).
f9, f10, f11: Orientation. From the principal component analysis, the eigen-
vector v1 is equal to the normal vector of a locally estimated plane. v1 thus
describes the orientation of the plane. The z-component of the vector has been
used to capture ground points assuming that the terrain is fairly flat and not
sloped [10,15]. In this paper we include all the components.
f9 = v1 · (1, 0, 0) (10)
f10 = v1 · (0, 1, 0) (11)
f11 = v1 · (0, 0, 1) (12)
f12: Distance. Although the distance-dependent point density to some degree
is handled by the varying neighborhood radius, the distance from a point pj to
the sensor s can also be used as a predictor [19].
f12 =
√
(pi − s) · (pi − s) (13)
f13: Reflectance. The lidar sensor utilized in the experiments provides for
each point a reflectance intensity. This can help differentiate between different
materials, although it depends also on the distance and incident angle [10,19].
f13 = intensityi (14)
2.3 Classification
A support vector machine (SVM) classifier is trained on hand-labeled data and
used to differentiate between ground, vegetation, and object. In order to balance
the training data, a number of ground and vegetation points, corresponding to
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the number of object points, are drawn by random. We use the LIBSVM imple-
mentation [2] with a radial basis function (RBF) kernel and default SVM para-
meters C = 1 and γ = 1#features =
1
13 . Prior to feeding the classifier, features
are normalized by subtracting the mean and dividing by the standard deviation
for each dimension across the training data. The normalization parameters are
then stored for subsequent use in the test procedure.
3 Experiments and Results
An experimental dataset was acquired on a local working farm in Denmark in
November 2014. Figure 1 shows the custom-built vehicle-mounted sensor plat-
form including a Velodyne HDL-32E lidar [3]. In addition to the lidar sensor,
a number of visual and pose sensors were mounted for subsequent analysis. The
recordings include high and low grass, a large number of trees, 2 buildings, 2 cars,
5 men, 7 children, and 2 dogs, all from different angles and distances. 15 lidar
frames from 7 different trials (recordings) were subsequently hand labeled into
the three classes: ground, vegetation, and object. Results have been obtained
using leave-one-out cross-validation (with 7 folds corresponding to the different
trials), thereby training on 6 and testing on a single fold at a time. Separating
trials in the cross-correlation should prevent overfitting, which would otherwise
occur due to high correlation between frames within the same trial.
Table 1 presents a confusion matrix showing the accumulated counts of points
across the 7 folds classified correctly or incorrectly compared to the ground truth.
As mentioned above, the uneven distribution of ground, vegetation, and object
points is evened out by drawing by random a number of these, corresponding to
the number of object points, from individual frames. The results show a combined
classification accuracy of 91.6%. Points belonging to the ground are correctly
predicted as ground with 96.4% accuracy, and points belonging to vegetation are
correctly predicted as vegetation with 97.5% accuracy. Object points, however,
are more often mistaken for vegetation, resulting in an object detection accuracy
of 81.1%.
Fig. 1. Sensor platform mounted on tractor.
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Table 1. Confusion matrix relating predictions (columns) to ground truth (rows).
Ground Vegetation Object
Ground 44806 (96.4%) 1234 (2.7%) 437 (0.9%)
Vegetation 724 (1.6%) 43372 (97.5%) 381 (0.9%)
Object 728 (1.6%) 8041 (17.3%) 37708 (81.1%)
Figure 2 illustrates examples of two frames with ground truth labels and
classifier predictions. The problem of object/vegetation confusion is particularly
visible in Fig. 2b on the side of the building. Here, around half of the building is
incorrectly predicted as vegetation.
Two feature selection techniques were used to investigate the individual
importance of the 13 features. Both techniques use only a subset of all combina-








combinations. In order to evaluate a feature combination, a common metric
is needed. Since the features are ultimately used for classification, a wrapper
method detecting possible interactions between features was used. The SVM
classifier was thus trained on each feature combination, and the accuracy was
used as a score.
(a) (b)
(c) (d)
Fig. 2. Examples of classification results. a) and b) respectively show ground truth
and classification results of a scene with ground, trees, humans, a car, and a building.
c) and d) respectively show ground truth and classification results of a scene with
ground, bushes, humans, and dogs. Blue denotes ground, green denotes vegetation,
and red denotes objects (Colour figure online).





































































































































































































































































































































Fig. 3. Feature selection using greedy forward selection and backward elimination.
Greedy forward selection starts by evaluating all features individually and
assigns for each a classification score. The feature with the highest score is added
to a set of used features, and this set is gradually increased by iteratively adding
the highest scoring feature of the remaining unused features. Figure 3a shows the
relevance sorting of this approach. The most relevant feature is considered to be
f2 (minimum height), whereas the least relevant is f8 (RSS).
Greedy backward elimination, on the other hand, starts by evaluating all
features in combination leaving out a single feature. The feature that gives the
smallest decrease in score is then eliminated, and the process is continued itera-
tively until a single feature is left. Figure 3b shows the relevance sorting of this
approach. As for the forward selection, the most relevant feature is considered
to be f2 (minimum height), and the least relevant is f8 (RSS).
All computations were performed using C++ on a laptop with an Intel i7
Quad-core CPU at 2.7GHz and 16GB of RAM. The average execution time is
705ms per frame. Preprocessing takes 2.4ms, feature extraction takes 324.9ms,
and classification takes 377.9ms.
4 Discussion
Due to the interaction of features, the two feature selection techniques do not
fully agree about the sorting of all relevances. However, some observations can
be made from the graphs. Using more than 5 features seems to be unnecessary,
as it does not significantly increase the accuracy. This is an important observa-
tion, since utilizing fewer features results in decreased computational complexity.
Another common trend of the two graphs is seen by looking at the three feature
categories: height, shape, and orientation. Only one or two features within each
category are considered relevant. This implies (but does not prove) that features
within each of the categories are correlated and thus redundant. Although the
two techniques do not agree about the specific features, they both include a
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height, shape, and orientation feature among the most relevant four features.
A reasonable choice of feature reduction would therefore be to select the inter-
section of the 5 most significant features from the two selection techniques.
5 Conclusion
In this paper, we have presented an object detection approach for classifying
individual points from 3D point clouds acquired with a vehicle-mounted lidar.
Our method calculates for each point 13 different features based on a local
neighborhood. In order to account for the varying point density experienced
with a vehicle-mounted lidar, the neighborhood radius depends on the distance
ensuring high resolution at short distance and preventing noisy features at far
distance. Using a support vector machine, each point is categorized into one of
three classes: ground, vegetation, or object.
The proposed method shows promising results on an experimental dataset
recorded on a working farm including grass, trees, buildings, cars, humans, and
animals. It has a combined classification accuracy of 91.6%. Ground points are
correctly classified with an accuracy of 96.4%, and points belonging to vegeta-
tion are correctly predicted as vegetation with 97.5% accuracy. Object points,
however, are more often mistaken for vegetation, resulting in an object detection
accuracy of 81.1%.
In order to increase differentiation performance, further work will focus on
temporal accumulation of lidar frames using odometry information from GPS
and IMU sensors. Also, further differentiation and characterization of objects
will require additional information possibly by fusing lidar and vision sensors.
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Abstract
Reliable obstacle detection and classification in rough and unstructured terrain such as agricultural fields or
orchards remains a challenging problem. These environments involve large variations in both geometry and
appearance, challenging perception systems that rely on only a single sensor modality. Geometrically, tall grass,
fallen leaves, or terrain roughness can mistakenly be perceived as non-traversable or might even obscure actual
obstacles. Likewise, traversable grass or dirt roads and obstacles such as trees and bushes might be visually
ambiguous.
In this paper, we combine appearance- and geometry-based detection methods by probabilistically fusing lidar
and camera sensing with semantic segmentation using a conditional random field. We apply a state-of-the-art
multi-modal fusion algorithm from the scene analysis domain and adjust it for obstacle detection in agriculture
with moving ground vehicles. This involves explicitly handling sparse point cloud data and exploiting both spatial,
temporal, and multi-modal links between corresponding 2D and 3D regions.
The proposed method is evaluated on a diverse dataset, comprising a dairy paddock and a number of different
orchards gathered with a perception research robot in Australia. Results show that for a two-class classification
problem (ground and non-ground), only the camera leverages from information provided by the other modality.
However, as more classes are introduced (ground, sky, vegetation, and object), both modalities complement
each other and improve the mean classification score. Further improvement is achieved by introducing recursive
inference with temporal links between successive frames.
Keywords
Obstacle Detection, Sensor Fusion, Field Robots, Agriculture
1 Introduction
In recent years, automation in the automotive
industry has expanded rapidly with products ranging
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2 Australian Centre for Field Robotics, The University of Sydney
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from assisted-driving features to semi-autonomous
cars that are fully self-driven in certain restricted
circumstances. Currently, the technology is limited
to handle only very structured environments in clear
conditions. However, frontiers are constantly pushed,
and in the near future, fully autonomous cars will
emerge that both detect and differentiate between
objects and structures in their surroundings at all
times.
In agriculture, automated steering systems have
existed for around two decades (Abidine et al. 2004).
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Farmland is an explicitly constructed environment,
which permits recurring driving patterns. Therefore,
exact route plans can be generated and followed to
centimeter precision using accurate global navigation
systems. In order to fully eliminate the need for a
human driver, however, the vehicles need to perceive
the environment and automatically detect and avoid
obstacles under all operating conditions. Unlike self-
driving cars, farming vehicles further need to handle
unknown and unstructured terrain and need to
distinguish traversable vegetation such as crops and
high grass from actual obstacles, although both
protrude from the ground. These strict requirements
are often addressed by introducing multiple sensing
modalities and sensor fusion, thus increasing
detection performance, solving ambiguities, and
adding redundancy. Typical sensors are monocular
and stereo color cameras, thermal camera, radar, and
lidar. Due to the difference in their physical sensing,
the detection capabilities of these modalities both
complement and overlap each other (Peynot et al.
2010; Brunner et al. 2013).
A number of approaches have been made to
combine multiple modalities for obstacle detection
in agriculture. Self-supervised systems have been
proposed for stereo-radar (Reina et al. 2016a),
rgb-radar (Milella et al. 2015, 2014), and rgb-
lidar (Zhou et al. 2012). Here, one modality is
used to continuously supervise and improve the
detection results of the other. In contrast, actual
sensor fusion provides reduced uncertainty when
combining multiple sensors as opposed to applying
each sensor individually. A distinction is often made
between low-level (early) fusion, combining raw data
from different sensors, and high-level (late) fusion,
integrating information at decision level. At low-
level, lidar has been fused with other range-based
sensors (lidar and radar) using a joint calibration
procedure (Underwood et al. 2010). Additionally,
lidar has been fused with cameras (monocular, stereo,
and thermal) by projecting 3D lidar points onto
corresponding images and concatenating either their
raw outputs (Dima et al. 2004; Wellington et al.
2005) or pre-calculated features (Häselich et al.
2013). This approach potentially leverages the full
potential of all sensors, but suffers from the fact that
only regions covered by all modalities are defined.
Furthermore, it assumes perfect extrinsic calibration
between the sensors involved. At high-level, lidar
and camera have been fused for ground/non-ground
classification, where the idea is to simply weight
the a posteriori outputs of individual classifiers by
their prior classification performances (Reina et al.
2016b). Another approach combines lidar and camera
in grid-based fusion for terrain classification into
four classes, where again a weighting factor is used
for calculating a combined probability for each
cell (Laible et al. 2013). A similar approach uses
occupancy grid mapping to combine lidar, radar,
and camera by probabilistically fusing their equally
weighted classifier outputs (Kragh et al. 2016).
However, weighting classifier outputs by a common
weighting factor does not leverage the potentially
complex connections between sensor technologies and
their detection capabilities across object classes. One
sensor may recognize class A but confuse B and C,
whereas another sensor may recognize C but confuse
A and B. By learning this relationship, the sensors
can be fused to effectively distinguish all three classes.
Recent work on object detection for autonomous
driving has fused lidar and camera at a low-level
to successfully learn these relationships and improve
localization and detection of cars, pedestrians, and
cyclists (Chen et al. 2017). The method involves a
multi-view convolutional neural network performing
region-based feature fusion. The idea is to apply a
region proposal network in 3D to generate bounding
boxes of potential objects. These 3D regions can then
be projected to 2D such that features from both
modalities can be fused for each region. A similar
method evaluated on the same dataset has been
proposed for high-level fusion of lidar and camera
(Asvadi et al. 2017). The detection performance is
lower than the above low-level equivalent. However,
the method is considerably faster as it exploits
a state-of-the-art real-time 2D network for all
modalities.
Research within autonomous underwater vehicles
(AUV) has fused camera images from an AUV with
a priori remote sensing data of ocean depth (Rao
et al. 2017). Here, high-level features from a deep
neural network are fused across the two modalities
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to provide improved classification performance, even
when one of the modalities is unavailable during
inference. Similarly, Eitel et al. (2015) have used a
convolutional neural network to fuse color and depth
images for robotic object recognition on high-level to
handle imperfect or missing sensor data.
Within the domain of scene analysis, lidar and
camera have recently been combined to improve
classification accuracy of semantic segmentation. In
these approaches, a common setup is to acquire
synchronized camera and lidar data from a side-
looking ground vehicle passing by a scene. A camera
takes images at a fixed frequency, and a single-
beam vertically-scanning laser is used in a push-
broom setting, allowing subsequent accumulation of
points into a combined point cloud. By looking at an
area covered by both modalities, a scene consisting
of a high number of 3D points and corresponding
images is then post-processed, either by directly
concatenating features of both modalities at low-
level (Namin et al. 2014; Posner et al. 2009; Douillard
et al. 2010; Cadena and Košecká 2016), or by fusing
intermediate classification results provided by both
modalities individually at high-level (Namin et al.
2015; Xiao et al. 2015; Zhang et al. 2015; Munoz et al.
2012). For this purpose, conditional random fields
(CRFs) are often used, as they provide an efficient
and flexible framework for including both spatial,
temporal, and multi-modal relationships.
In this paper, we apply semantic segmentation on
multiple modalities (lidar and camera) for obstacle
detection in agriculture. Unlike object detection
(such as detecting cars, pedestrians, and cyclists),
semantic segmentation can capture objects that
are not easily delimited by bounding boxes (e.g.
ground, vegetation, sky). We adapt the offline fusion
algorithm of Namin et al. (2015) and adjust it for
online applicable obstacle detection in agriculture
with a moving ground vehicle. This involves explicitly
handling sparse point cloud data and exploiting
both spatial, temporal, and multi-modal links
between corresponding 2D and 3D regions. We
combine appearance- and geometry-based detection
methods by probabilistically fusing lidar and camera
sensing using a CRF. Visual information from a
color camera serves to classify visually distinctive
regions, whereas geometric information from a lidar
serves to distinguish flat, traversable ground areas
from protruding elements. We further investigate
a traditional computer vision pipeline and deep
learning, comparing the influence on sensor fusion
performance. The proposed method is evaluated on
a diverse dataset of agricultural orchards (mangoes,
lychees, custard apples, and almonds) and a dairy
paddock gathered with a perception research robot.
The dataset is made publicly available and can be
downloaded from http://data.acfr.usyd.edu.au/
ag/obstacles/.
The technical novelty of the paper lies with
the introduction of temporal links in the CRF,
making the inference recursive. Additionally, because
the application of the framework is new within
agriculture, the paper also presents a thorough
evaluation in a range of different agricultural
domains. The main contributions of the paper are
therefore fourfold:
• Adaptation of an offline sensor fusion method
used for scene analysis to an online applicable
method used for obstacle detection. This
involves extending the framework with temporal
links between successive frames, utilizing the
localization system of the robot.
• Comparison of sensor fusion performance when
using traditional computer vision and deep
learning.
• Comprehensive evaluation of multi-modal obsta-
cle detection in various agricultural environ-
ments. This involves detailed comparisons of
single- vs. multi-modality performance, binary
vs. multiclass classification, and domain adapta-
tion vs. two domain training strategies.
• Publicly available datasets including calibrated
and annotated images, point clouds, and
navigation data. The datasets target multi-
modal object detection in robotics and allow
for testing domain adaptation across a range of
different agricultural domains.
The paper is divided into 5 sections. Section 2
presents the proposed approach including initial
classifiers for the camera and the lidar, individually,
and a CRF for fusing the two modalities. Section
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3 presents the experimental platform and datasets,
followed by experimental results in section 4.
Ultimately, section 5 presents a conclusion and future
work.
2 Approach
Our method works by jointly inferring optimal class
labels of 2D segments in images and 3D segments
in corresponding point clouds. By first training
individual, initial classifiers for the two modalities, we
use a CRF for combining the information using the
perspective projection of 3D points onto 2D images.
This provides pairwise edges between 2D and 3D
segments, thus allowing one modality to correct the
initial classification result of the other. Clustering of
2D pixels into 2D segments and 3D points into 3D
segments is necessary in order to reduce the number
of nodes in the CRF graph structure.
A schematic overview of the algorithm is shown
in Figure 1. A synchronized image and point
cloud are fed into a pipeline, where feature
extraction, segmentation and an initial classification
are performed for each modality. 3D segments from
the point cloud are then projected onto the 2D image,
and a CRF is trained to fuse the two modalities.
Finally, recursive inference is introduced to the CRF
by adding temporal links to the previous frame,
utilizing the localization system of the robot.
In the following subsections, the 2D and 3D
classifiers are first described individually. The CRF
fusion algorithm is then explained in detail.
2.1 2D Classifier
Most approaches combining lidar and camera use
traditional computer vision with hand-crafted image
features for the initial 2D classification (Douillard
et al. 2010; Cadena and Košecká 2016; Namin et al.
2015; Xiao et al. 2015; Zhang et al. 2015; Munoz et al.
2012). However, recent advances with self-learned
features using deep learning have outperformed the
traditional approach for many applications. In this
paper, we therefore compare the two approaches and
evaluate their influence when fusing image and lidar
data. Results are presented in section 4.3.
The traditional computer vision pipeline
consists of three steps: the image is first segmented,
features are then extracted for each segment, and a
classifier is finally trained to distinguish a number of
classes based on the features. In our case, we segment
the image into superpixels using SLIC (Achanta
et al. 2012). Figure 2a shows an example of this
segmentation. For each superpixel, average RGB
values, GLCM features (energy, homogeneity and
contrast) (Haralick et al. 1973) and a histogram
of SIFT features (Lowe 2004) are extracted. The
histogram of SIFT features uses a bag-of-words
(BoW) representation built using all images in the
training set. Dense SIFT features are calculated over
the image, and a histogram of word occurrences
is generated for each superpixel. All features are
then normalized by subtracting the mean and
dividing by the standard deviation across the
training set. Finally, they are used to train a
support vector machine (SVM) (Wu et al. 2004)
classifier with probability estimates using a one-
against-one approach with the libsvm library (Chang





of class label x2Di , given the
features z2Di of superpixel i. An example heatmap
of an object class is visualized in Figure 2b.
In recent years, deep learning has been used
extensively for various machine learning problems.
Especially for image classification and semantic
segmentation, convolutional neural networks (CNNs)
have outperformed traditional image recognition
methods and are today considered state-of-the-
art (Krizhevsky et al. 2012; He et al. 2015;
Long et al. 2015). In this paper, we use a CNN
for semantic segmentation (per-pixel classification)
proposed by Long et al. (2015). As we have a
very limited amount of training data available, we
use a model pre-trained on the PASCAL-Context
dataset (Mottaghi et al. 2014). This includes 59
general classes, of which only a few map directly
to the 9 classes present in our dataset (ground, sky,
vegetation, building, vehicle, human, animal, pole, and
other). For the remaining classes, we remap such that
all objects (bottle, table, chair, computer, etc.) map
to a common other class, and all traversable surfaces
(grass, ground, floor, road, etc.) map to a common
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Figure 1. Schematic overview of fusion algorithm.
(a) 2D superpixels (b) Traditional vision object heatmap (c) Deep learning object heatmap
Figure 2. Example of 2D segmentation, and probability estimates for traditional vision and deep learning.
ground class. We then maintain the 59 classes of the
pre-trained model, and finetune on the overlapping
class labels from our annotated dataset. In this way,
we preserve the ability of the pre-trained network to
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recognize general object classes (humans, buildings,
vehicles, etc.), but use our own data for optimizing
the weights towards the specific camera, illumination
conditions, and agricultural environment used in our
setup. From our experiments, this procedure has
shown to perform better than simply retraining the
last layer of the network from scratch with the
agriculturally specific classes present in our dataset.
The softmax layer of the CNN provides per-
pixel probability estimates for each object class.
However, in this paper, class probability estimates
are needed for each superpixel. We therefore use the
same superpixel segmentation as for the traditional
vision pipeline, and average and normalize per-
pixel estimates within each superpixel. An example
heatmap of an object class is visualized in Figure 2c.
2.2 3D Classifier
When classifying individual points in a point
cloud, the point density and distribution influence
the attainable classification accuracy, but also the
method of choice for feature extraction. Point
features are calculated using a local neighborhood
around each point. Traditionally, this is accomplished
with a constant neighborhood size (Wellington et al.
2005; Hebert and V 2003; Lalonde et al. 2006;
Quadros et al. 2012). For a single-beam laser
accumulating points in a push-broom setting, this
procedure works fine, as the point distribution is
roughly constant, resulting in a dense point cloud.
For a rotating, multi-beam lidar generating a single
scan, however, the point density varies with distance,
resulting in a sparse point cloud. Using a constant
neighborhood size in this case, results in either a
low resolution close to the sensor or noisy features
at far distance. Therefore, in this paper, we use
an adaptive neighborhood size depending on the
distance between each point and the sensor. This
ensures high resolution at short distance and prevents
noisy features at far distance. We use the method
from Kragh et al. (2015) where the neighborhood size
scales linearly with the sensor distance. The intuition
behind this relationship assumes a flat ground
surface beneath the sensor, such that points from a
single, rotating beam pointing towards the ground
are distributed equally along a circle. Figure 3a
illustrates this circle along with a top-down view
in Figure 3b. The radius ‖p‖xy corresponds to the
distance in the ground plane between the sensor and
a point p. The distance between any two neighboring
points on the circle is thus 2‖p‖xy sin θH2 where θH is
the horizontal angle difference (angular resolution).
In order to achieve a neighborhood (gray area) with
M points on a single beam, the neighbourhood radius
must be:




which scales linearly with ‖p‖xy. This relationship
holds only for single laser beams. However, since
the angular resolution for a multi-beam lidar is
normally much higher horizontally than vertically,
the relationship still serves as a good approximation.
The point cloud is first preprocessed by aligning
the xy-plane with a globally estimated plane using
the RANSAC algorithm (Fischler and Bolles 1981).
This transformation makes the resulting point
cloud have an approximately vertically oriented z-
axis. Using the adaptive neighborhood, 9 features
related to height, shape, and orientation are then
calculated for each point (Kragh et al. 2015). f1-
f4 are height features. f1 is simply the z-coordinate
of the evaluated point, whereas f2, f3, and f4
denote the minimum, mean and variance of all z-
coordinates within the neighborhood, respectively.
f5-f7 are shape features calculated with principal
component analysis. As eigenvalues of the 3× 3
covariance matrix, they describe the distribution of
the neighborhood points (Lalonde et al. 2006). f8
is the orientation of the eigenvector corresponding
to the largest eigenvalue. It serves to distinguish
horizontal and vertical structures (e.g. a ground plane
and building). Finally, f9 denotes the reflectance
intensity of the evaluated point, provided directly
by the lidar sensor utilized in the experiments. Since
the size of the neighborhood varies with distance, all
features are made scale-invariant.
As for the 2D features, an SVM classifier with
probability estimates is trained to provide per-
point class probabilities. A segmentation procedure
then clusters points into supervoxels by minimizing
both spatial distance and class probability difference
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(a) Circular scan pattern on flat ground surface. (b) Overlaid adaptive neighborhood radius.
Figure 3. Example of adaptive neighborhood radius for single-beam lidar with M = 4.
(a) Probability output of object class (b) Segmented point cloud (c) Supervoxel edges
Figure 4. Example of 3D classification, segmentation, and edge construction.
Figure 5. Projection of 3D segments onto 2D superpixels.
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Figure 6. CRF graph with 2D nodes (superpixels), 3D nodes (supervoxels), and edges between them both spatially and
temporally.
between segments. Our method uses the approach
by Papon et al. (2013) where voxels are clustered
iteratively. However, we modify the feature distance
measure D between neighboring segments:
D = λDs + χ
2 (2)
where Ds is the spatial Euclidean distance between
two segments, χ2 is the Chi-Squared histogram
distance (Pele andWerman 2010) between their mean
histograms of probability estimates, and λ > 0 is a
weighting factor. By minimizing this measure during
the clustering procedure, points are grouped together
based on their spatial distance and initial probability





by averaging the class
probabilities of all points within the segment. Finally,
edges between adjacent segments are stored. Figure 4
shows a probability output example of a single
class (object), the segmented point cloud and its
supervoxel edges connecting the segment centers.
Using the extrinsic parameters defining the pose
of the lidar and the camera, the point cloud can
be projected onto the image using a perspective
projection. The extrinsic parameters are given by the
solid CAD model of the platform including sensors
and refined using an unsupervised calibration method
for cameras and lasers (Levinson and Thrun 2013).
For computational purposes, the projected points are
distorted according to the intrinsics of the camera
instead of undistorting the image. Figure 5 illustrates
the projected point cloud, pseudo-coloring points by
their associated 3D segments. Edges between 2D and
3D segments are then defined by their overlap, such
that a large overlap between two segments results in
a strong connection, whereas a small overlap results
in a weak connection. Single 2D segments can map to
multiple 3D segments and vice versa. See section 2.3.2
for further details.
2.3 Conditional Random Field
Once initial probability estimates of all 2D and 3D
segments have been found and their edges defined,
an undirected graphical model similar to the one
visualized in Figure 6 can be constructed. Each
2D and 3D segment (superpixel and supervoxel) is
assigned a node in the graph, and edges between the
nodes are defined as described in the sections above.
In Figure 6, additional recursive edges are shown
between frame f and f − 1. These serve as temporal
links between 3D nodes in subsequent frames.
A CRF directly models the conditional probability
distribution p (x | z), where the hidden variables x
represent the class labels of nodes and z represent the
observations/features. The conditional distribution
can be written as:
p (x | z) = 1
Z (z)
exp (−E (x | z)) (3)
where Z (z) is the partition (normalization) function
and E (x | z) is the Gibbs energy. Considering a
pairwise CRF for the above graph structure, this
Prepared using sagej.cls
Multi-Modal Obstacle Detection with CRFs 9
energy can be written as:





















where φ2Di and φ
3D
i are unary potentials, N
2D and





ij are pairwise potentials, and E
2D,
E3D, E2D-3D and ETime are edges. For simplicity,
function variables and weights for the unary and
pairwise potentials are left out but explained in more
detail in the following sections.
2.3.1 Unary Potentials The unary potentials for
2D and 3D segments are defined by the negative
logarithm of their initial class probabilities. This
ensures that the conditional probability distribution
in equation 3 will correspond exactly to the
probability distribution of the initial classifiers if no



























where z2Di and z
3D
i are the 2D and 3D features
described above, and x2Di and x
3D
i are the class labels.
The potentials describe the cost of assigning label
x to the i’th 2D or 3D segment. If the probability
estimate of the initial classifier is close to 1, the cost
is low, whereas if the probability is close to 0, the cost
is high.
For unary potentials, no CRF weights are included,
since we assume class imbalance to be handled by the
initial classifiers.
2.3.2 Pairwise Potentials In equation 4, three
different types of pairwise potentials and edges
appear. These are 2D edges between neighboring 2D
superpixel nodes, 3D edges between neighboring 3D
supervoxel nodes, 2D-3D edges connecting 2D and
3D nodes through the perspective projection, and
recursive edges connecting subsequent frames.
2D and 3D edges The pairwise potentials for
neighboring 2D or 3D segments act as smoothing
terms by introducing costs for assigning different
labels. As is common for 2D segmentation and
classification, the cost depends on the exponentiated
distance between the two neighbors, such that a small
distance will incur a high cost and vice versa (Boykov
and Jolly 2001; Krähenbühl and Koltun 2012). In 2D,




























where Ii is the RGB-vector for superpixel i and σ2D is
a weighting factor trained with cross-validation. w2Dp
is a weight matrix. It is learned during training and
represents the importance of the pairwise potentials.
The matrix is symmetric and class-dependent, such
that interactions between classes are taken into
account. As is common for pairwise potentials, an
indicator function (delta function) ensures that the
potential is zero for neighboring segments that are
assigned the same label.
In 3D, the cost depends on the difference between





























where θi is the angle between the vertical z-axis and
the locally estimated plane normal for supervoxel i
and σ3D is a weighting factor trained with cross-
validation. The angle is calculated as θ = cos−1 (f8)
(see section 2.2). Similar to 2D, the weight matrix
w3Dp is symmetric and class-dependent.
2D-3D edges The pairwise potential for 2D and
3D segments connected through the perspective
projection is defined by their area of overlap as
in Namin et al. (2015). Let S2Di denote the set of
pixels in 2D segment i, and let S3D→2Dj denote the set
of pixels intersected by the projection of 3D segment
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as the cardinality (number of elements)










Effectively, this describes the area of overlap between
a 2D segment i and a projected 3D segment j. The
pairwise potential is then calculated by normalizing
this weight by the maximum weight across all 2D



































where k denotes a 2D segment in the set of all
edges E2D-3Dj generated during the projection of 3D
segment j onto the image. Using this definition of
the pairwise potential between 2D and 3D segments,
we introduce a cost of assigning corresponding 2D
and 3D nodes with different class labels. The cost
depends on the overlap between the segments, such
that a large overlap will result in a high cost, and vice
versa. The normalization in equation 10 ensures that
the weights for associating a 3D node to multiple 2D
nodes sums to 1. However, it does not guarantee the
opposite. The sum of weights for associating a 2D
node to multiple 3D nodes can thus in theory take
any positive value.
Similar to 2D and 3D edges, the weight matrix
for 2D-3D edges w2D-3Dp is class-dependent. However,
since the potential concerns different domains (2D
and 3D), the weights are made asymmetric as
in Winn and Shotton (2006). That is, the cost of
assigning x2Di to class A and x
3D
i to class B might
not be the same as the other way around. This allows
for interactions that depend on both class label and
sensor technology.
Recursive edges Recursive inference adds a tempo-
ral link from the current frame to a previous frame.
By utilizing the localization system of the robot, the
location of 3D nodes in a previous frame fp are
transformed from the sensor frame into the world
frame. From here, they are then transformed into
the current frame fc where they will likely overlap
with the same observed structures. Effectively, this
adds another view point to the sensors and can
thus help solve potential ambiguities. The extrinsic
parameters defining the transformation from the
navigation frame (localization system) to the sensor
frame (lidar) are given by the CAD model of the
platform and refined using an extrinsic calibration
method for range-based sensors (Underwood et al.









































Here, x3Di,fc is the label of 3D node i in the current
frame fc and x
3D
j,fp
is the label of 3D node j
in a previous frame fp. diag (ΣNav) is the mean
localization variance, calculated as the mean along
the diagonal of the localization covariance matrix
averaged from frame fp to fc. It incorporates
the position and orientation variances and is
therefore a measure of the localization accuracy.




transformation from frame fp to fc, and σTime is an
associated weighting factor. Both weighting factors
are trained with cross-validation.
The transformation is provided by the localization
system of the robot. The potential thus depends
on the Euclidean distance between a 3D node in
the current frame and a transformed 3D node in a
previous frame, such that a cost is introduced for
assigning different labels at the same 3D location. By
also incorporating localization accuracy, a cost is only
introduced when localization can be trusted. Only 3D
nodes can be transformed, as 2D nodes do not have
a 3D position. However, since 3D nodes in a previous
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frame are connected with corresponding 2D nodes,
2D information is indirectly carried on to subsequent
frames as well. Similar to 2D and 3D edges, the weight
matrix for temporal edges wTimep is symmetric and
class-dependent.
The obtainable improvement with recursive infer-
ence depends on a number of factors. First, the
navigation system must be accurate enough to allow
reliable transforms of 3D nodes from one frame
to another. Second, the time span between frame
fp and fc must be large enough to actually add
another view point to the sensors. If fp and fc are
too close, the robot will not have moved, and no
new information is introduced. However, localization
errors can accumulate with distance and time, and
therefore fp and fc should not be too far apart. Even
further, recursive inference assumes that the world
is static between frame fp and fc. If an object (e.g.
human) is moving, errors will accumulate over time.
For training the weight matrix wTimep , annotations
in 2D and 3D should ideally be available for both
frame fc and fp. However, this would effectively
double the required size of the training set, compared
to the other pairwise potentials. As we are only
interested in decoding nodes from fc (and not fp)
during inference, a training procedure utilizing only
annotations from the current frame fc is proposed.
All nodes (2D and 3D) from the previous frame fp
are thus unobserved and have unknown labels. In
order to allow the likelihood of annotated nodes to
be maximized, we marginalize out all unobserved
nodes. That is, we sum over all possible classes for
each unobserved node, such that the accumulated
log likelihood over the entire graph is independent
of class labels for unobserved nodes. In practice, this
procedure therefore only optimizes nodes in frame fc,
using any information from frame fp that can increase
performance.
2.3.3 Training and Inference During training, the











estimated with maximum likelihood estimation.
Additionally, bias weights are introduced for all
pairwise terms to account for tendencies independent
of the features. To avoid overfitting, we use L2-
regularization for all non-bias weights. Since the
graph is cyclic, exact inference is intractable and
loopy belief propagation is therefore used for
approximate inference. The same applies at test
time for decoding. The decoding procedure seeks to
determine the most likely configuration of class labels
by minimizing the energy E (x | z). The energy can
thus be seen as a cost for choosing the label sequence
x given all measurements z.
3 Experimental Platform and Datasets
3.1 Platform
The experimental research platform in Figure 7 has
been used to collect data from various locations in
Australia. The robotic platform is based on a Segway
RMP 400 module and has a localization system
consisting of a Novatel SPAN OEM3 RTK-GPS/INS
with a Honeywell HG1700 IMU, providing accurate
6-DOF position and orientation estimates. A Point
Grey Ladybug 3 panospheric camera system with 6
cameras and a Velodyne HDL-64E lidar both cover
a 360◦ horizontal view around the vehicle recording
synchronized images and point clouds.
Since this paper focuses on obstacle detection, only
the forward-facing camera and the corresponding
overlapping part of the point clouds are used for the
evaluation.
3.2 Datasets
From May to December 2013, data were collected
across different locations in Australia. The diverse
datasets include recordings from both a dairy
paddock and orchards with mangoes, lychees, custard
apples, and almonds. Figure 8 illustrates a few
examples from the forward-facing Ladybug camera
during the recordings. Various objects/obstacles such
as humans, cows, buildings, vehicles, trees, and hills
are present in the datasets. A total of 120 frames
have been manually annotated per-pixel in 2D images
and per-point in 3D point clouds. By annotating
both modalities separately, we can evaluate non-
overlapping regions and get reliable ground truth
data even if there is a slight calibration error between
the two modalities. 9 categories are defined (ground,
sky, vegetation, building, vehicle, human, animal, pole,
Prepared using sagej.cls
12 The International Journal of Robotics Research XX(X)
Figure 7. Robotic platform “Shrimp” with lidar, panospheric camera, and navigation system.
(a) Mangoes (b) Lychees (c) Custard apples (d) Almonds (e) Dairy
Figure 8. Example images from datasets.
Table 1. Dataset overview.





Mangoes Orchard Summer 408 m (359 s) 36 12096 / 28001 Buildings, trailer, cars,
tractor, boxes, humans
Lychees Orchard Summer 122 m (121 s) 15 5040 / 7400 Buildings, trailers, cars,
humans, iron bars
Apples Orchard Summer 159 m (128 s) 23 7728 / 9708 Trailer, car, humans,
poles
Almonds Orchard Spring 258 m (212 s) 31 10416 / 33260 Buildings, cars, humans,
dirt pile, plate
Dairy Field Winter 91 m (106 s) 15 5040 / 18511 Humans, hills, poles,
cows
* All frames contain ground and vegetation (trees).
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and other). Due to the physics of the lidar, sky
is only present in the images. Table 1 presents an
overview of the datasets. The dataset along with all




To evaluate the proposed algorithm, a number
of experiments were carried out on the datasets
presented in Table 1. First, the overall results
are presented by evaluating the improvement in
classification when introducing the fusion algorithm.
Then, we specifically address binary and multiclass
scenarios, compare traditional vision with deep
learning, and evaluate the transferability of features
and classifiers across domains (mangoes, lychees,
apples, almonds, and dairy) with domain adaptation.
Finally, we compare the performance of domain
adaptation and domain training.
To obtain sufficient training examples for each
class, the categories building, vehicle, human,
animal, pole and other were all mapped to a
common object class. A total of four classes were
thus used for the following experiments, xi =
{ground, sky, vegetation, object}. For all experiments,
5-fold cross-validation was used corresponding to
the 5 different datasets in Table 1. That is, for
each dataset, data from the remaining four datasets
were used for training initial classifiers and CRF
weights. This was done to test the system in the more
challenging but realistic scenario, where training data
is not available for the identical conditions as where
the system would be deployed.
For image classification and CRF training and
decoding, we used MATLAB along with the
computer vision library VLFeat (Vedaldi and
Fulkerson 2008), and the undirected graphical models
toolbox UGM (Schmidt 2007). For point cloud
classification, we used C++ and Point Cloud Library
(PCL) (Rusu and Cousins 2011). A list of parameter
settings for all algorithms is available in Appendix A.
4.1 Results Overview
Table 2 presents the results for applying the CRF
with the three different types of pairwise potentials
enabled. Initial, CRF2D, and CRF3D thus refer
to single-modality results obtained with the direct
output of the initial 2D or 3D classifier and
the “smoothed” version of the CRF, respectively.
CRF2D-3D additionally introduces sensor fusion by
adding edges across the two modalities, while
CRF2D-3D,Time further adds temporal links across
subsequent frames. The results are presented in
terms of intersection over union (IoU) and accuracy.
Both measures were evaluated per-pixel in 2D and
per-point in 3D, thus disregarding the superpixel
and supervoxel clusters. Results were obtained with
the traditional vision classifier (instead of the deep
learning variant) for 2D as it provided the better
fusion results. A detailed comparison of traditional
vision and deep learning is described in section 4.3.
From Table 2, we see a gradual improvement in
classification performance when introducing more
terms in the CRF. First, the initial classifiers for
2D and 3D were improved separately by adding
spatial links between neighboring segments. This
caused an increase in mean IoU of 5.7% in 2D and
7.0% in 3D. Then, by introducing multi-modal links
between 2D and 3D, the performance was further
increased. In 2D, the increase in mean IoU was
only 1.4%, whereas in 3D it amounted to 7.9%.
The most prominent increases belonged to the object
class, where appearance or geometric clues from
one modality significantly helped recognize the class
in the other modality. Ultimately, adding recursive
inference provided the best overall performance. In
2D, a subtle increase in mean IoU of 0.2% was
achieved, whereas in 3D, recursive inference caused
an increase of 1.5%. The most significant increase was
for the object class in 3D with an increase in IoU of
3.0%. As recursive inference links 3D nodes between
frames, it makes intuitive sense that 3D performance
was improved more than 2D.
Figure 9 illustrates an example of a corresponding
image and point cloud classified with the initial
classifiers and with the CRF. From (c), it is clear
that the initial classification of the image was noisy
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Table 2. Classification results for 2D and 3D.
IoU accuracy
ground sky vegetation object mean
2D, Initial 0.847 0.933 0.729 0.233 0.685 0.900
2D, CRF2D 0.893 0.971 0.763 0.342 0.742 0.937
2D, CRF2D-3D 0.907 0.971 0.774 0.372 0.756 0.943
2D, CRF2D-3D,Time 0.907 0.971 0.775 0.379 0.758 0.943
3D, Initial 0.936 - 0.735 0.365 0.678 0.881
3D, CRF3D 0.933 - 0.846 0.466 0.748 0.923
3D, CRF2D-3D 0.929 - 0.886 0.667 0.827 0.943
3D, CRF2D-3D,Time 0.933 - 0.897 0.697 0.842 0.948
ground sky vegetation object
(a) 2D image (b) Ground truth (c) Initial classifier (d) CRF2D (e) CRF2D-3D,Time
(f) 3D point cloud (g) Ground truth (h) Initial classifier (i) CRF3D (j) CRF2D-3D,Time
Figure 9. Example results. The two rows show 2D and 3D results, respectively.
and affected by saturation problems in the raw
image. When introducing 2D edges in the CRF
(d), most of these mistakes were corrected. Finally,
when combined with information from 3D, the CRF
was able to correct vegetation and ground pixels
around the trailer (e). For 3D, some confusion
between vegetation and object occurred in the
initial 3D estimate (h), but was mostly solved by
introducing 3D edges in the CRF (i). The person
in the front of the scene was mistakenly classified
as vegetation when using 3D edges, but this was
corrected after fusing with information from 2D (j).
In some cases, misclassifications in one domain also
affected the other. In 2D, sensor fusion introduced a
misclassification of the trailer ramp (e), which was
seen as ground by the initial 3D classifier. Most
likely, this happened because the ramp was flat
and essentially served the purpose of connecting the
ground and the trailer.
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Figure 10. Example of accumulated classification results in 3D of a trajectory.
For the same example section of the dataset
presented in Figure 9, Figure 10 illustrates the
accumulated classification results in 3D, of a
trajectory along the end of a row. This section was
chosen as a compact area with many examples of
the different classes. The accumulated point cloud
was generated by applying the CRF2D-3D,Time fusion
method to each frame and then transforming all 3D
points from the sensor frame into the world frame. To
generate the figure, the most recent class prediction
within any 0.5m radius is chosen to represent the
region. That is, if a point p1 was given class label
c1 at time t1, then this inherited class label c2 of
point p2 at time t2 if |p2 − p1| ≤ 0.5m and t2 > t1.
Effectively, this corresponds to always trusting the
most recent prediction of the algorithm.
Figure 11 visualizes the learned CRF weights
averaged over the 5 cross-validation folds. As
explained in section 2.3.2, (a), (b), and (d)
are symmetric, whereas (c) is asymmetric. For
visualization purposes, we trained the CRF without
bias weights, as these would introduce another matrix
for each potential and thus make the interpretation
of the weights more difficult. Figure 11a shows the
weight matrix for neighboring 2D segments. The
weights depend on the certainty of the initial classifier
and how often adjacent superpixels with different
labels appeared in the training set. ground -object
and vegetation-sky appeared often and thus had
low weights, whereas ground -sky and object-sky were
rare and therefore were penalized with high weights.
Intuitively, this makes sense, as vegetation often
separates the ground from the sky in agricultural
fields. Figure 9 illustrates how object superpixels in
the middle of the sky in (c) were corrected by the
CRF to sky in (d). This was directly caused by a high
value of w2Dp (ground, sky) and multiple adjacent sky
neighbors.
Figure 11b shows the weight matrix for neighboring
3D segments. Here, the highest weight was for object-
vegetation. Structurally, these classes were difficult
to distinguish with the initial classifier as seen in
Figure 9 (h). However, when introducing spatial links
in the CRF, most ambiguities were solved as seen in
(i).
Figure 11c shows the weight matrix for the 2D-
3D fusion. As mentioned in section 2.3.2, the matrix
is asymmetric, as we allow different interactions
between the 2D and 3D domain. The interpretation
of these weights is considerably more complex
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Figure 11. Learned CRF weight matrices averaged over cross-validation folds. High weights correspond to rare
occurences and vice versa.
than w2Dp and w
3D
p , since the weights incorporate
calibration and synchronization errors between the
lidar and the camera, and since overlapping 2D
and 3D segments intuitively cannot have different
class labels. However, a notable outlier was the
weight for sky-vegetation which was negative. The
only apparent explanation for this is a calibration
error between the two modalities. Physically, a 2D
segment cannot be sky if an overlapping 3D segment
has observed it. Therefore, label inconsistencies near
border regions of vegetation and sky will cause the
CRF weight to decrease.
Figure 11d shows the weight matrix for recursive
inference. The weights were all rather small and
thus matched the small increase in classification
performance when introducing recursive inference. As
the weights describe the cost of assigning different
labels at the approximate same 3D location, we see
the same trend as for neighboring 3D segments in
Figure 11b.
4.2 Binary and Multiclass Classification
Due to the physics of the camera and the lidar,
the two modalities perceive significantly different
characteristics of the environment. The lidar is ideal
for distinguishing elements that are geometrically
unique, whereas the camera is ideal for distinguishing
visual uniqueness. The choice of classes therefore
highly affects the resulting improvement with the
CRF fusion stage.
In this section, we compare binary and multiclass
classification scenarios. The first scenario maps all
annotated labels except ground to a common non-
ground class, such that xi = {ground,non-ground}.
The second scenario is the same 4-class scenario as
presented above. For convenience, the results from
Table 9 are replicated in this section.
Table 3 presents the results for the 2D and
3D domains separately. For 2-class classification,
the CRF fusion only improved 2D performance,
whereas 3D performance actually declined. This
is because the geometric classifier (lidar) is good
at detecting ground points, and thus can single-
handedly distinguish ground and non-ground. For
4-class classification, however, the CRF fusion
introduced improvements in both 2D and 3D. This
was caused by the geometric classifier being less
discriminative for vegetation and object, since both
classes were represented by obstacles protruding from
the ground. Therefore, color and texture cues from
the visual classifier could help separate the classes.
4.3 2D Classifiers
As described in section 2.1, a traditional vision
pipeline with hand-crafted features was compared to
a deep learning approach with self-learned features.
Figure 12 compares the two approaches before and
after applying the CRF fusion. (a) and (b) show
2D and 3D results for each class, respectively. Filled
bars denote initial classification results, whereas
hatched bars show classification results after sensor
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Table 3. Classification results for binary and multiclass scenarios.
2-class scenario 4-class scenario
mean IoU accuracy mean IoU accuracy
2D, initial 0.914 0.956 0.685 0.900
2D, CRF2D 0.933 0.966 0.742 0.937
2D, CRF2D-3D 0.938 0.969 0.756 0.943
2D, CRF2D-3D,Time 0.938 0.969 0.758 0.943
3D, initial 0.927 0.963 0.678 0.881
3D, CRF3D 0.928 0.963 0.748 0.923
3D, CRF2D-3D 0.901 0.949 0.827 0.943
3D, CRF2D-3D,Time 0.900 0.949 0.842 0.948
fusion (CRF2D-3D). In Figure 12a, we see that the
initial classification results for deep learning were
significantly better than for traditional vision with
a mean IoU of 75.3% vs. 68.5%. The most significant
difference was for the object class. Here, deep learning
had a clear advantage, since the CNN was pre-trained
on an extensive dataset with a wide collection of
object categories. When fused with 3D data, however,
traditional vision and deep learning reached more
similar mean IoUs of 75.6% and 73.6%, respectively.
The improvement in classification performance was
thus much higher for the traditional vision pipeline
than for deep learning. If we look at 3D classification
in Figure 12b, the best mean IoU was obtained
when fusing with the traditional vision pipeline.
Here, a mean IoU of 82.7% was achieved, compared
to 79.6% for deep learning. A possible explanation
for this is that deep learning is extremely good
at recognition, since it uses a hierarchical feature
representation and thus incorporates contextual
information around each pixel. However, in doing
this, a large receptive field (spatial neighborhood)
is utilized, which along with multiple max-pooling
layers reduces the classification accuracy near object
boundaries (Chen et al. 2014). And since the fusion
stage of the CRF assumes exact localization in
both 2D and 3D, we actually experience a smaller
improvement when fusing with deep learning.
Figure 12 (c) and (d) show 2D and 3D results
for each dataset, respectively. Here, we see the same
tendency that deep learning was superior in 2D in
its initial classification for all datasets. However,
when fused with 3D data, the two methods basically
performed equally well. Traditional vision was better
for lychees and dairy, deep learning was better for
apples, and they were almost equal for mangoes and
almonds.
To summarize, when evaluating individual perfor-
mance, deep learning was better than traditional
vision. However, when applying a CRF and fusing
with lidar, the two methods gave similar results.
The CRF was thus able to compensate for the
shortcomings in the traditional vision approach.
4.4 Domain Adaptation
In section 4.1, we evaluated the combined classifi-
cation results over all datasets. In this section, we
revisit and break apart these results into separate
datasets. In this way, we can evaluate the transfer-
ability of features and classifiers across datasets and
across classes. Within machine learning and transfer
learning, this is generally referred to as domain adap-
tation. This will allow us to answer a question like:
how well do the features and classifiers trained on the
combined imagery from mangoes, lychees, apples and
almonds generalize to recognize a new scenario, such
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(d) 3D results for each dataset
Figure 12. Evaluation of traditional vision vs. deep learning before and after sensor fusion.
as vegetation in the dairy dataset? Figure 13 com-
pares the classification performances in 2D and 3D
separately across object classes and datasets. Filled
bars denote initial classification results, whereas
hatched bars show classification results after sensor
fusion (CRF2D-3D).
Figure 13a shows that for 2D, features and
classifiers transferred quite well for ground and sky,
possibly due to a combination of limited variation
in visual appearance and an extensive amount
of training data. However, a larger variation was
observed across datasets for vegetation and object.
For the vegetation class, the dairy dataset had the
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Figure 13. Classification results across object classes and datasets before and after sensor fusion.
lowest 2D classification performance. This might be
because the mean distance to the tree line was much
higher for the dairy paddock than for the orchards, as
seen in Figure 8. The visual appearance varies with
distance, and especially features describing texture
are affected by associated changes in scale and
resolution. For the object class, a large variation in 2D
performance was seen across all datasets. This is most
likely due to the large variation in object appearances,
as the class covered humans, vehicles, buildings,
and animals. Also, as listed in Table 1, not all
datasets included examples of buildings and animals.
Figure 13b shows that for 3D, the features and
classifiers transferred well for ground, but experienced
the same tendencies in variation for vegetation and
object as seen in 2D. For the vegetation class, the
dairy dataset had an IoU close to 0%. This is likely
due to the mean distance to the tree line which was
outside the range of the lidar. Only a few 3D points
within range were labeled vegetation, and since the
classification performance decreases with distance,
most of these were misclassified. For the object class,
a large variation in 3D performance was seen across
all datasets, similar to 2D. However, the initial
3D classifier performed better than 2D, suggesting
slightly better transferability for 3D features and
classifiers.
Evaluating the transferability of CRF weights, we
compared the increase in classification performance
across the different datasets (the difference between
filled and hatched bars of the same colour in
Figure 13). Generally, the CRF weights transferred
well across all datasets in both 2D and 3D. However,
in 3D, the ground class experienced both increases
and decreases. Difference in terrain roughness could
possibly explain this phenomenon.
To summarize, with minor exceptions, features
and classifiers transferred well across the ground,
sky, and vegetation classes for all datasets in both
2D and 3D. For these classes, the CRF framework
is able to deliver performance increases even when
training data is supplied from different environments,
which is reasonable given that the appearance of
these classes to some degree is independent of the
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specific site. For the object class, however, features
and classifiers transferred poorly in both 2D and
3D, resulting in considerable performance variations
across datasets. This was likely caused by limited
training data covering the large variation in geometry
and appearance within the object class, as cows
were only present in the dairy dataset, tractors in
mangoes, iron bars in lychees, etc.
4.5 Domain Training
For all the above evaluations, 5-fold cross-validation
was used corresponding to the 5 different datasets
(domains). That is, when testing on e.g. apples, no
data from apples were used to train the algorithms.
In this section, we compare this approach with two
less challenging scenarios, where training data are
available from the same domain.
As the almonds dataset consisted of recordings
from two separate days, we split it into almonds-
day1 and almonds-day2 with 16 and 15 annotated
frames, respectively. In the first scenario, we limited
the dataset to include almonds only. That is,
when testing on almonds-day1, we trained on the
almonds-day2 dataset, and vice versa. This meant
that the training data represented the exact same
environment, although captured on a different day.
In the second scenario, we combined domain training
with domain adaptation. That is, when testing
on almonds-day1, we trained on the almonds-day2
dataset plus all the remaining datasets. In this way,
a small portion of the training data represented the
same environment as the test setup.
Figure 14 shows a comparison of 2D and 3D
performance between domain adaptation, domain
training, and domain adaptation+training on the
almonds dataset. Filled bars denote initial classifica-
tion results, whereas hatched bars show classification
results after sensor fusion (CRF2D-3D). For all meth-
ods, we calculated the average performance over the
entire almonds dataset. Only the training data varied
between the three methods. Note that the brown
bars for domain adaptation were simply copied from
almonds in Figure 13 to ease the comparison.
Figure 14a shows that for 2D, the three methods
only resulted in minor performance variations for
ground, sky, and vegetation. This is a surprising
result, as the appearance of both ground and
vegetation in the almonds dataset differed quite
significantly from the remaining datasets as shown in
Figure 8d. Despite this, the 2D classifiers successfully
discriminated the classes even when no training data
from the specific environment were available (domain
adaptation). For the object class, however, significant
improvements were introduced with the two domain
training strategies. For domain training, initial IoU
was similar to domain adaptation, while fusion with
3D resulted in an increase of 7.4%. For domain
adaptation+training, initial IoU was increased by
5.0%, while fusion with 3D resulted in an increase of
8.8%. Again, this underlines that the large variation
in object appearances required more training data
for the initial classifier. However, fusion with 3D
seemed to circumvent this requirement. Therefore,
although initial 2D mean IoU was better for domain
adaptation+training, 3D fusion compensated for
the differences and made both domain training
approaches perform equally well.
Figure 14b shows that for 3D, the ground class
was relatively unaffected by domain training. This
is most likely due to the ground geometry of almonds
being very similar to that of mangoes, lychees, and
apples. The vegetation and object classes, on the
other hand, both experienced large improvements,
especially for domain training. For the object class,
domain training increased initial IoU by 14.0%,
while fusion with 3D resulted in an increase of
11.5%. Domain adaptation+training, however, gave
smaller increases of 4.8% and 4.4%, respectively.
The same trend was seen for vegetation, where
domain training gave increases of 13.1% and 7.1%,
whereas domain adaptation+training gave increases
of 6.4% and 1.8%. This could be caused by
the particular vegetation geometry of the almonds
dataset. From Figure 8d, it is clear that the
almonds dataset was the only dataset captured
during flowering, whereas mangoes, lychees, and
apples were all captured during fruit-set. The 3D
lidar data therefore varied significantly for vegetation
due to differences in geometry and 3D point
densities. Domain adaptation, without knowledge
of the specific geometry of vegetation, therefore
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Figure 14. Domain adaptation vs. domain training on the almonds dataset. Domain training includes training data from
almonds only, whereas domain adaptation+training additionally includes training data from other domains.
gave the lowest 3D performance. Domain training,
on the other hand, gave the best performance,
as the 3D classifier was trained specifically on
vegetation geometry of almonds during flowering.
Finally, domain adaptation+training was in between.
Possibly, adding training data from other domains
may have made the features of vegetation and
object less seperable. That is, if the two classes
were easily distinguished from a small amount of
almonds training data, the addition of more (possibly
overlapping) feature examples from other domains
may have partially contaminated the training set.
This could suggest that including training data from
the same season (flowering or fruit-set) may be more
important for 3D classification than including it from
the same environment (mangoes, lychees, apples, or
almonds).
To summarize, domain training generally showed
better performance than domain adaptation. Includ-
ing training data from the same environment thus
gave slightly better 2D performance and considerably
better 3D performance. The performance increases
were class-dependant, such that classes with large
inter-domain variation in appearance and geometry
benefited significantly from domain training. Addi-
tionally, combining domain adaptation with domain
training introduced more training data and could
thus potentially improve performance, as was seen in
2D. However, as seen in 3D, the performance could
also decrease. This indicates that domain adaptation
should only be considered when the feature distribu-
tions of the source and target domains are similar. In
this context, the specific season of the dataset may
be as important as the specific environment.
4.6 Timing
As stated in the introduction, the proposed method
is online applicable and thus uses only current and
previous information gathered with the perception
system of the robot. This contrasts the fusion
algorithm of Namin et al. (2015) from which it
was adapted, since their method uses information
acquired over the entire traversal of the scene. Their
method, therefore, does not distinguish between past,
present, and future view points.
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Using a combination of libraries from MATLAB
and C++, our method has been optimized for
research flexibility and not processing speed. In
order to run the proposed method in real-time,
further optimisation effort would be required, which
is outside the scope of this paper.
Table 4 lists the average computation times for
the processing pipeline. Combining 2D and 3D
computations makes the average processing time per
frame 8.5 seconds. This is dominated by segmentation
and feature extraction in 2D. For 2D segmentation,
a GPU implementation of SLIC could be used
to reduce the processing time down to ∼20 ms
(Ren et al. 2015). Similarly, 2D feature extraction
and classification could be sped up by applying
an inference-optimized semantic segmentation deep
neural network such as Enet (Paszke et al. 2016). For
3D, the order of feature extraction, classification, and
segmentation could be changed to perform feature
extraction and classification on supervoxels instead of
each point. This would significantly speed up feature
extraction and classification, although potentially
also reduce the accuracy. Finally, CRF inference,
which is currently done in MATLAB, could be sped
up by using a C++ toolkit. 8.5 seconds in total is thus
plausible to be sped up to realtime, by a combination
of replacing MATLAB with C++, plus the use of
GPU and parallelization.
Table 4. Average computation times per frame for the
processing pipeline.
2D 3D
Segmentation 1.4 s 0.4 s
Feature extraction 4.5 s 0.9 s
Initial classification 0.3 s 0.6 s
CRF2D-3D,Time 0.4 s
5 Conclusion
This paper has presented a method for multi-modal
obstacle detection by fusing camera and lidar sensing
with a conditional random field. Initial 2D (camera)
and 3D (lidar) classifiers have been combined
probabilistically, exploiting both spatial, temporal,
and multi-modal links between corresponding 2D and
3D regions. The method has been evaluated on data
gathered in various agricultural environments with a
moving ground vehicle.
Results have shown that for a two-class classifi-
cation problem (ground and non-ground), only the
camera leveraged from information provided by the
lidar. In this case, the geometric classifier (lidar)
could single-handedly distinguish ground and non-
ground structures. However, as more classes were
introduced (ground, sky, vegetation, and object), both
modalities complemented each other and improved
the mean classification score.
The introduction of spatial, multi-modal, and
temporal links in the CRF fusion algorithm showed
gradual improvements in the mean intersection
over union classification score. Adding spatial links
between neighboring segments in 2D and 3D
separately, first improved the initial and individual
classification results with 5.7% in 2D and 7.0% in 3D.
Then, adding multi-modal links between 2D and 3D
caused a further improvement of 1.4% in 2D and 7.9%
in 3D. And finally, adding temporal links between
successive frames caused an increase of 0.2% in 2D
and 1.5% in 3D. The method proves that it is possible
to reduce uncertainty when probabilistically fusing
lidar and camera as opposed to applying each sensor
individually. Whether the performance gains justify
the complexity of the method will depend on the
specific agricultural application, including whether
binary ground/non-ground classification is sufficient,
or whether multiclass classification is required.
The introduction of temporal links in the CRF
caused a smaller improvement than the introduction
of spatial and multi-modal links. We believe, however,
that the increase is significant and worth reporting, as
it extends and improves an offline method from scene
analysis to an online applicable method for robotics.
A traditional computer vision pipeline was
compared to a deep learning approach for the
2D classifier. It was shown that deep learning
outperformed traditional vision when evaluating
their individual performances. However, when
applying a CRF and fusing with lidar, the two
methods gave similar results.
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Finally, transferability was evaluated across
agricultural domains (mangoes, lychees, apples,
almonds, and dairy) and classes (ground, sky,
vegetation, and object). Results showed that features
and classifiers transferred well across domains for
the ground and sky classes, whereas vegetation
and object were less transferable due to a larger
inter-domain variation in appearance and geometry.
Adding domain-specific training data confirmed this
observation, as classification results of particularly
vegetation and object were further increased.
In situations where scene parsing can benefit
from input from different sensor modalities, the
paper provides a flexible, probabilistically consistent
framework for fusing multi-modal spatio-temporal
data. The approach is flexible and may be extended
to include additional heterogeneous data sources
in future work, including radar, stereo or thermal
vision, all of which are directly applicable within the
framework.
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Appendix A: Parameter List
A list of all parameter settings for 2D and 3D
classifiers and the CRF fusion framework is available
in Table 5.
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Table 5. Algorithm parameters used for initial classifiers (2D and 3D) and CRF fusion.
2D classifiers 3D classifier CRF fusion
Image Point cloud Pairwise potentials
width 616 beams 64 σ2D 0.5
height 808 θH 0.08
◦ σ3D 0.5
SLIC Feature extraction σNav 1
region size 40 M 60 σTime 1/
√
8
regularization factor 3000 Supervoxels time between fp and fc 2.0 s
SIFT seed resolution 0.1
bin size 3 voxel resolution 0.2
magnification factor 4.8 λ 1
BoW iterations 10
vocabulary size 50
fraction of strongest features 0.5
SVM SVM
examples 100000 examples 40000
kernel RBF kernel RBF
γ 1/57 γ 1/9





data augmentation horizontal flip
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In recent years, mapping and automation has been increasingly investigated and applied in precision agriculture. The                               
ultimate goal of this development is to apply autonomous vehicles operating efficiently without any human intervention.                               
Such autonomous operation imposes severe safety hazards, demanding accurate and robust risk detection, and avoidance                             
systems. It is unlikely that one sensor can single­handedly guarantee this, and therefore multiple sensing modalities are                                 
often combined in order to increase detection performance and introduce redundancy. In this paper, we present a global                                   
mapping approach utilizing diverse sensor technologies to achieve a uniform obstacle interpretation of the environment.                             
Using occupancy grid maps, we fuse information from a monocular color camera, a RADAR, and a LIDAR in                                   
combination with IMU­assisted GPS­positioning. For each sensor, we present detection algorithms, mapping from raw                           
sensor data to a 2D grid­based obstacle interpretation of the environment. These are then fused temporally with the                                   
occupancy grid algorithm, and afterwards spatially in a competitive and complementary way to produce a combined                               
global obstacle map. The method is evaluated on an extensive dataset recorded at Research Centre Foulum, Denmark, in                                   
June 2015. The dataset comprises sensor data from a tractor­mounted recording system in a grass mowing scenario with                                   
various obstacles. A ground truth map has been obtained with a mapping drone. Results show promising obstacle                                 
detection capabilities and an increase in performance when fusing information across sensor modalities and layers. The                               





The application of robots or vehicles operating autonomously in agricultural fields demands extreme perception                           
capabilities of the safety system. It is unlikely that a single perception sensor is capable of ensuring this safety alone, and                                         
thus multiple sensor technologies must be combined to provide accurate and robust risk detection and avoidance. These                                 
sensors might operate in different coordinate systems with different representations. For instance, a LIDAR operates in                               
3D cartesian coordinates, an automotive RADAR operates in 2D polar coordinates, and cameras operate in projective                               
spaces of 2D pixel coordinates. Sensor fusion can be handled on various abstraction levels such as data­, feature­ or                                     
decision­level, but all methods require a mapping to a common representation. One such fusion algorithm on                               
feature­level is occupancy grid maps  (Elfes 1990) . In 2D, they represent a global map of the environment and are                                     
generated from inverse sensor models (ISMs). An ISM is associated with a specific sensor and includes a detection                                   
algorithm of a certain feature (e.g. “vehicle”, “human”, “field”, “ground”) and a mapping from sensor data to a local 2D                                       
grid in the vehicle frame. 
In research on automotive vehicles, 2D grid mapping is widely applied for fusing information across sensing                               
modalities, providing a simple yet efficient framework  (Winner 2015) . In agricultural environments, a few applications                             
with grid mapping have been proposed as well  (Reina and Milella 2012; Ahtiainen et al. 2015) . However, these only use                                       
a single or two sensing modalities, and thus do not provide a full evaluation of the potential of occupancy grid mapping.  
In this paper, we present a global mapping approach utilizing simultaneous information from a monocular color                               
camera, a thermal camera, a RADAR, and a LIDAR in combination with IMU­assisted GPS­positioning. For each of the                                   
sensors, we present detection algorithms, mapping from raw sensor data to a 2D grid­based obstacle interpretation of the                                   
environment. These grids represent multiple obstacle layers (“human”, “object”, “vegetation”, etc.) and are updated                           





A variety of sensor modalities and corresponding detection algorithms are used to ensure detection and provide                               
redundancy for all relevant obstacle types. A Velodyne HDL­32E LIDAR (laser range scanner) is used for long range                                   
depth estimation and is robust towards changes in illumination and weather. A Delphi ESR automotive RADAR is used                                   
for mid and long range depth and velocity estimation, and is even more robust towards changes in illumination and                                     
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weather than the LIDAR. A Logitech C920 color camera is used to detect and distinguish between different obstacle                                   
types, but is significantly more sensitive towards changes in illumination. Finally, a thermal camera is useful for                                 
capturing heat radiation from humans and animals. However, since only static, non­living obstacles are present in the                                 
dataset, this sensor is excluded from the paper. Together, the sensors both complement and overlap each other in terms of                                       
detection capabilities and robustness. A Vectornav VN­100 Inertial Measurement Unit (IMU) and a Trimble AG GPS361                               
Real Time Kinematic (RTK) GPS unit are used for pose estimation. Offline calibration is performed by hand by                                   





A single LIDAR scan provides a 3D point cloud consisting of depth measurements distributed 360° horizontally                               
around the vehicle. For each point, we calculate 13 features using statistics from a local neighborhood  (Kragh, Jørgensen,                                   
and Pedersen 2015) . These features describe the height, shape, orientation and reflectance of the structure and help                                 
distinguish between points representing three classes: “ground”, “vegetation”, and “object”. A Support Vector Machine                           






The automotive RADAR combines mid­ and long­range functionality simultaneously, so that it can detect                           
close­distance objects with a horizontal field of view (FOV) of ±45° and far­distance objects with a narrow FOV of ±10°.                                       
The RADAR itself provides a processed list of up to 32 tracked objects, each with an angle and a range. However, most                                           
of these represent internal noise in the RADAR and therefore need to be processed further. For that, we apply the                                       
Kuhn­Munkres assignment algorithm (KMA), tracking detections from subsequent frames  (Munkres 1957) . Only                       
detections that are less than 2 m apart from one frame to the next are associated. A track is described by its current                                    i            
position and its track length and is confirmed when . All confirmed tracks are then converted to          Li           Li ≥ Lmin = 3                
detection probabilities: 
P radar,i = Li
L −Li min  
2.2.3 Color Camera 
For the color camera, we apply three detection algorithms; Locally Decorrelated Channel Features for Pedestrian                             
detection (PED)  (Nam, Dollár, and Han 2014) , You Only Look Once (YOLO)  (Redmon et al. 2016) , and Fully                                   
Convolutional Network for Semantic Segmentation (SS)  (Long et al. 2015) . 
PED is a state­of­the­art pedestrian detector trained on the INRIA dataset  (Dalal and Triggs 2005) . PED uses three                                   
color and seven edge feature channels followed by a local decorrelation step creating 40 decorrelated feature channels.                                 
The algorithm uses an AdaBoost  (Freund and Schapire 1996) based classifier and detects humans at multiple locations                                 
and scales using a speed efficient multiscale sliding window approach.  
YOLO is a deep convolutional neural network (CNN) for object detection trained on 20 object classes on the Pascal                                     
Visual Object Classes (VOC) dataset  (Everingham, Eslami, and Gool 2013) . In this work, the 20 objects are mapped to                                     
three object classes: “human”, “vehicle”, and “unknown”.  
In agriculture, elements such as the field and shelterbelts cannot naturally be delimited by a bounding box as normally                                     
provided by object detection algorithms. SS is a semantic segmentation method, meaning that each pixel in the image is                                     
classified as an object class. The algorithm is trained to recognize 60 object classes in the PASCAL­Context dataset                                   
(Mottaghi et al. 2014) . As described in  (Christiansen et al. 2016) , these element classes can be remapped to a few                                       
agricultural classes. In this work, the classes are remapped to “unknown”, “grass”, “ground”, “human”, “shelterbelt”,                             








PED and YOLO algorithms output bounding box coordinates that are converted to a new image for each object class                                     
with a rectangle filled with a confidence measure of a detection. SS outputs an image for each object class, where each                                         
pixel contains a confidence measure of classification. 
2.3. Mapping 
Within this publication, two challenges are faced by mapping the algorithms’ detections into a map representation of                                 
the vehicle’s environment: First, by locating and mapping the detections into a map, evaluation against a ground truth                                   
map is easily applicable. Second, the map representation serves as the common way of fusing detections of a single                                     
algorithm temporally, and spatially across different modalities. A technique which suits these requirements is the                             
Occupancy Grid Mapping (OGM). 
2.3.1. Occupancy Grid Mapping 
Two­dimensional occupancy grids were originally introduced by Elfes  (Elfes 1990) . In this representation, the                           
environment is subdivided into a regular array or a grid of rectangular cells. The resolution of the environment                                   
representation directly depends on the size of the cells. In addition to this discretization of space, a probabilistic measure                                     
of occupancy is associated with each cell. This measure takes on any real number in the interval [0, 1] and describes one                                           
of the two possible cell states: occupied or unoccupied. An occupancy probability of 0 means definitely unoccupied                                 
space, and a probability of 1 means definitely occupied space. A value of 0.5 refers to an unknown state of occupancy. 
The occupancy grid is an efficient approach for representing uncertainty, fusing multiple sensor measurements, and to                               
incorporate different sensor models  (Winner 2015) . To learn an occupancy grid given sensor information , different                     M         z    
update rules exist  (Hähnel 2004) . For our approach, we use the Bayesian update rule which is applied to every cell                                       
as follows: Given the positions of the vehicle at each point in time , suppose are them ∈ M             xt                   t     , ..,x1:t = x1 . xt      
positions of the vehicle at the individual steps in time, and are the perceptions of the environment.                      , ..,z1:t = z1 . zt              
Occupancy probability grids determine for each cell of the grid the probability that this cell is occupied by an obstacle.              c                            
Thus, occupancy probability grids seek to estimate  
.dds(m|z , )P (m|z , )1:T x1:T = ∏
T
t=1
P (m|z ,x )t t




O t xt  
This equation already describes the online capable, recursive update rule that populates the current measurement to                              zt    
the grid, where is the so called inverse sensor model (ISM). The ISM is used to update the OGM in a      P (m|z , )t xt                                      
Bayesian framework, which deduces the occupancy probability of a cell, given the sensor information. 
2.3.2. Inverse Sensor Modelling 
The ISM implements the inverse measurement model, which deduces from the sensor measurement to the occupancy                               
probability at the particular cell. It is commonly used for sensors with a planar sensor lobe oriented parallel to the ground.                                         
In that case, a quite simplistic model can be applied, e.g. for a laser range finder. Each cell that is covered by the beam                                   m              
of the observation and whose distance to the sensor is shorter than the measured one, is supposed to be unoccupied.      z                                    
The cell in which the beam ends (the measurement point) is supposed to be occupied, and everything behind is unknown                                       
(Stachniss 2009) . For our implementation, however, the cameras, LIDAR, and RADAR are non­planar, as their sensor                               
lobes are tilted. Every non­planar sensor, compared to planar operating sensors, can only be evaluated at the measurement                                   
point, and thus do not provide any information in front of the measurement. Each sensor­algorithm combination requires                                 
its own ISM, converting from the algorithm's output to a 2D measurement grid representation. For this, a geometric                                   
interpretation is needed in order to transform features from the sensor frame to the vehicle frame. 
2.3.2.1 ISM for LIDAR 
From the SVM classifier, a 3D point cloud with class probabilities is provided for each class: “ground”, “vegetation”,                                   
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and “object”. A 2D class probability grid is created for each class by projecting all points onto a locally estimated plane                                         
and averaging over class probabilities of points lying within a grid cell. From these class probability grids , two                                  P *class    
ISM obstacle layers are produced: “object” and “vegetation”. Figure 4 (left) illustrates an example of the “object” layer.                                   
The calculation of the log odds ratio of “object” combines the probability of the cell being an object and the cell not                              m                
being ground: 
      ogOdds(P ) ogOdds(P ) ogOdds(1 )l object (m) = l *object (m) + l − P *ground (m)  
                      og(P ) og(1 ) og(1 ) og(P )= l *object (m) − l − P *object (m) + l − P *ground (m) − l *ground (m)  
2.3.2.2 ISM for RADAR 
An ISM obstacle layer “radar” is produced by converting all confirmed detections from polar to cartesian coordinates                                 
and averaging over detection probabilities of tracks lying within a grid cell. This provides a probability grid .                                 P *ground (m)  
The calculation of the log odds ratio of “radar” for cell   is then given by:m  
ogOdds ogOdds og ogl (P )radar (m) = l (P )*radar (m) = l (P )*radar (m) − l (1 )− P *radar (m)  
2.3.2.3 ISM for Camera ­ Inverse Perspective Mapping 
Within this chapter, the projection of a camera image onto a planar ground map is described. We assume a pinhole                                       
model for the camera, a constant transformation between the camera frame and the vehicle’s footprint, and a flat world.                                     
To calculate the pixel­wise transformation from the camera frame into the vehicle frame, the inverse perspective mapping                                 
introduced by  (Bertozzi and Broggi 1996) is applied. 
Because of the flat world assumption, the projection is ill­defined for any detection that does not reside on the ground                                       
level. Kohlbrecher bypasses this problem by assuming every detected object to be grounded  (Kohlbrecher 2011) . In this                                 
way, an occupancy grid is generated by traversing through every column of a detection image starting from the bottom.                                     
This creates a ray in the occupancy grid, starting at the sensor position towards the horizon. When a detection ( )                                      .5P > 0  
occurs along this ray, the given cell is mapped accordingly and all subsequent cells are mapped as unknown ( )..5P = 0   
In this work, a positive detection pixel is extended by the estimated depth of a given obstacle before mapping                                     
unknown pixels. Figure 3 illustrates an example of this procedure. In the center image, a positive detection (white blob)                                     
of a vehicle seen by the SS algorithm is shown along with the estimated horizon. At the right, the same image converted                                           






Different approaches exist for handling the residency of a map. For spatially limited applications, commonly one                               
global map is used. To reduce the memory consumption, so called topo­metric maps are used as well, where the map size                                         
is reduced to e.g. rooms which are interconnected by a graph  (Hähnel 2004) . For automotive applications, temporary                                 
maps have proven their worth. They are build up by different sensors for a short time scenery of the environment  (Winner                                         
2015) . This paper formulates an independent and global coordinate system which holds multiple two­dimensional grid                             
maps for small areas. The whole area is divided into patches, and for each timestep only one patch, namely the                                       
Region­Of­Interest (ROI) is loaded. As depicted in Figure 4 (center and right), the patches overlap at the point where the                                       
vehicle crosses the border from the inner to outer ROI to the outer margin. If the vehicle passes this border, a new patch                                             
map is loaded. This provides two advantages: First, the memory consumption is reduced to a minimum and second, drift                                     
over multiple maps can be reduced by realigning all maps subsequently. Our solution can be compared to the patch map                                       








Every ISM is influenced by the vehicle’s pose uncertainty. This includes the latitude and longitude and the                                 
roll/pitch/yaw angles. Furthermore, because of the flat­plane assumption, the error caused by the assumed sensor height                               
above the ground is respected as well. All uncertainties of every grid cell are modeled by a two­dimensional Gaussian                                     
function. To respect all Gaussian uncertainties in the ISM, all cell neighbours have to be taken into account. Thus, first an                                         
ISM without position uncertainties is created and then convolved by a Gaussian kernel . To respect the fact                          F ∈ ℜIxJ          
that we deal with probabilities inside the ISM, we define the convolution function for a single probability of a cell                         P *          P        
 at point   in the grid   as follows:mx,y (x, )y M  










The evaluation of the grid mapping is performed on a dataset recorded at Research Centre Foulum, Denmark, in June                                     
2015. The sensor platform described in section 2.1 is mounted in front of a tractor in a grass mowing scenario, recording                                         
over a 15 minute traversal in the field. Apart from naturally occurring elements in the field (shelterbelts, grass, ground,                                     
and water flooding), static obstacles (wells, a car, barrels, and adult and kid mannequin dolls) are placed and measured                                     
with precise GPS positions. The dataset also includes a single moving object (walking pedestrian). A ground truth map is                                     






To obtain the mapping results, the ISM methods are applied to their specific sensors to extract the measurement grids.                                     
To locate the measurement grid inside the current patch and globally, the extended Kalman filter by  (Moore and Stouch                                     
2016) is used, taking GPS, IMU, and GPS carrier measurements  (Bevly and Cobb 2010) into account. As proposed in                                     
(Korthals, Skiba, and Krause 2016) , multiple layers of maps are needed to respect a diverse and heterogeneous sensor             N                        
setup. This is used to overcome the drawback of the Bayesian update equation, which does not respect different sensor                                     
impacts or update rates. Thus, across each of the sensor­algorithm­class sets, fusion is performed at a later stage                  5N = 1                    
by composing cell probabilities. In our implementation, two different fusion techniques are applied: First, the fusion                               
based on a Superbayesian Independent Opinion Pool formula  (Pathak et al. 2007) . It is applicable for the case when                P B                        
∙ 5 ∙ 
CIGR­AgEng conference  Jun. 26–29, 2016, Aarhus, Denmark 
separate occupancy grids with identical feature representations (e.g. set of maps for class “obstacle”) are maintained.                               
Second, a non­Bayesian fusion methods by taking the maximum is applied to heterogeneous feature representations                 PM              
(e.g. set of maps for “vehicle” and “human”). It is worth mentioning that these fusion techniques are again cell­wise and                                       
therefore online applicable. 
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2  Competitive  LIDAR  SVM  object, vegetation  obstacle_L 
3  Competitive  RADAR  KMA  radar  obstacle_R 
4  Complementary  Camera, LIDAR  ­  obstacle_C, obstacle_L  obstacle 
5  Complementary  LIDAR, RADAR  ­  obstacle_L, obstacle_R  obstacle 
6  Complementary  Camera, RADAR  ­  obstacle_C, obstacle_R  obstacle 
7  Complementary  Camera, LIDAR, RADAR  ­  obstacle_C, obstacle_L, obstacle_R  obstacle 
 
Table 2. Evaluation scores for the different sensor setups (ill­defined scores omitted by “­”) 
Setup  Fusion  Precision  Recall  F1 score  Accuracy  TPR  FPR  Entropy 
1  Maximum  0.889  ­  ­  0.889  ­  ­  0.984 
2  Maximum  0.897  0.922  0.910  0.957  0.922  0.0320  0.821 
3  Maximum  0.789  ­  ­  0.789  ­  ­  0.991 
4  Superbayes  0.896  0.941  0.918  0.960  0.941  0.0342  0.819 
5  Superbayes  0.889  0.944  0.916  0.960  0.944  0.0357  0.820 
6  Superbayes  0.827  ­  ­  0.827  ­  ­  0.979 
















As can be seen in Figure 7, misclassifications occur mainly at object borders. Due to the fact that the errors are evenly                                           
distributed around them, it can be assumed that they are caused by statistical errors from the sensors, the detection                                     
algorithm, or the vehicle’s position uncertainty. To quantify this error, the standard deviations of all distinctive                               
misclassified regions across obstacle borders are averaged with the result of m. In Figure 8, the final fused                      .332σ = 0              
detection of all obstacle layers can be seen. To highlight one example, the car is almost perfectly detected with the only                                         








In this work, we have presented a global mapping approach fusing information from a monocular color camera, a                                   
RADAR, and a LIDAR. For each sensor, we have introduced detection algorithms, mapping from raw sensor data to a                                     
number of 2D grid­based obstacle interpretations of the environment, such as “human”, “vehicle”, and “vegetation”.                             
These representations are first fused competitively for each sensor to provide a sensor­specific obstacle representation.                             
Then, complementary fusion is used to fuse across sensor modalities, providing a final combined obstacle interpretation. 
Based on data from a grass mowing scenario with various static obstacles, we have evaluated the proposed mapping                                   
approach for all combinations of sensors. We have shown that any combination of sensors performs better than the same                                     
sensors individually, and that we achieve a mapping accuracy for detected cells of 96% and an F1 score of 92%, when                                         
combining information across all three sensors. Future work will focus on introducing dynamic obstacles and training the                                 
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Today, agricultural vehicles are available that can automatically perform tasks such as weed
detection and spraying, mowing, and sowing while being steered automatically. However, for such
systems to be fully autonomous and self-driven, not only their specific agricultural tasks must be
automated. An accurate and robust perception system automatically detecting and avoiding all
obstacles must also be realized to ensure safety of humans, animals, and other surroundings.
In this paper, we present a multi-modal obstacle and environment detection and recognition
approach for process evaluation in agricultural fields. The proposed pipeline detects and maps
static and dynamic obstacles globally, while providing process-relevant information along the
traversed trajectory. Detection algorithms are introduced for a variety of sensor technologies
including range sensors (lidar and radar) and cameras (stereo and thermal). Detection information
is mapped globally into semantical occupancy grid maps and fused across all sensors with late
fusion, resulting in accurate traversability assessment and semantical mapping of process-
relevant categories (e.g. crop, ground, and obstacles). Finally, a decoding step uses a Hidden
Markov Model to extract relevant process-specific parameters along the trajectory of the vehicle,
thus informing a potential control system of unexpected structures in the planned path. The
method is evaluated on a public dataset for multi-modal obstacle detection in agricultural fields.
Results show that a combination of multiple sensor modalities increases detection performance,
and that different fusion strategies must be applied between algorithms detecting similar and
dissimilar classes.
∗First three authors contributed equally to this work.
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1 INTRODUCTION
In recent years, autonomous robots and systems have influenced the automation of various agricultural
tasks. Numerous scientific approaches have shown that adapting robotic advances can improve workflow,
minimize manual labor, and optimize yield. Today, however, conventional scenarios still have the human
operator in a centralized position of the farming process, supported by various non-centralized controls
units. Due to the global trend in automation, the operator will evidently become an observer in upcoming
farming scenarios and to a greater extent manage than operate the process. One key aspect of reaching
this goal is to ensure safe operation of driverless systems by perceiving the environment from which
potential obstacles are detected and avoided. No sensor can single-handedly guarantee this safety in diverse
agricultural environments, and thus a heterogeneous and redundant set of perception sensors and algorithms
are needed for this purpose.
Contrary to self-driving cars whose primary purpose is to travel from A to B, an autonomous farming
vehicle must also process the traversed area along its way. Common agricultural tasks are harvesting,
mowing, pruning, seeding, and spraying. For these tasks, a simple representation of the environment into
traversable and non-traversable areas is insufficient. Instead, an agricultural vehicle requires a distinction
between e.g. traversable areas like road and soil, and processable areas like grass, crops, and plants.
Therefore, obstacle detection in an agricultural context does not simplify to purely identifying objects that
protrude from the ground. High grass or crop may appear non-traversable while actually being processable,
whereas flat obstacles such as plant seedlings may appear traversable while being non-traversable. A need
therefore exists for a system that can detect and recognize a large variety of object categories, while at the
same time combine the extensive and perhaps unmanageable amount of information into process-specific
parameters relevant for either the driver or an autonomous controller.
This paper presents a multi-modal obstacle and environment detection and recognition approach for
process evaluation in agricultural fields. The proposed architecture describes a perception pipeline from
data acquisition to classification of process-relevant properties along the vehicle path. Detection algorithms
are presented for lidar, radar, stereo camera, and thermal camera, individually. Information from all
detections is mapped into a global 2D grid-based representation of the environment and fused across object
categories, detection algorithms, and sensor modalities. Finally, relevant properties for processing the field
such as traversability and yield information along planned trajectories are decoded. The proposed method
is evaluated on a public grass mowing dataset recorded in Lem, Denmark, October 2016. The dataset
includes both static and dynamic (moving) obstacles such as humans, vehicles, vegetation, barrels, and
buildings as well as structures in the environment such as the grass field and roads.
To the knowledge of the authors, no similar architectures or baselines targeting agricultural applications
have previously been published. The proposed architecture therefore represents a novel set of procedures
to perform acquisition, detection, fusion, mapping, and process evaluation in a multi-modal setup for an
unstructured environment in agriculture. As such, the contributions of the paper are:
• An architecture for multi-modal obstacle and environment detection covering detection algorithms,
mapping, fusion across sensors and object classes, and path decoding.
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Figure 1. System architecture including information flow.
• A process evaluation method combining mapped environment detections over time into agriculturally
relevant properties using a Hidden Markov Model.
• An evaluation on a public agricultural dataset including lidar, radar, stereo camera, and thermal camera
sensor data recorded during grass mowing.
The authors’ approach extends agricultural technology without replacing current work habits, and allows
incorporation of state-of-the-art algorithms for comprehensive environment detection and recognition via
an efficient mapping approach. Furthermore, it allows for easy changeability and extendability, which is
needed in a daily agricultural scenario. In comparison to model-based or parametrized approaches, the
non-parametric two-dimensional occupancy grid mapping has more desirable properties for agricultural
scenarios, where mainly the vegetated area is of interest. Analytical solutions as well as relevant heuristics
have been applied to build the inverse sensor models (ISM) which incorporate the sensor information as
well as its localization.
The proposed architecture is depicted in Figure 1. A sensor platform is mounted on a tractor traversing a
field along a preplanned trajectory. A number of exteroceptive sensors collect synchronized perception data
used for object detection, whereas proprioceptive sensors are used for global localization of the vehicle.
For each sensor modality, an inverse sensor model (ISM) includes an algorithm for detecting a number
of object categories (e.g. human, vegetation, and building) and a mapping to align detection information
from various algorithms using a 2D occupancy grid map (OGM) representation in the local sensor frame.
Detection algorithms include deep learning methods for object detection, semantic segmentation, and
anomaly detection on color images, dynamic thresholding on thermal images, point-wise feature extraction
and classification of lidar point clouds, and tracking of radar detections. In the fusion and mapping step,
OGMs for all sensors and object categories are first localized globally and then updated temporally with
the occupancy grid map algorithm by late fusion on a decision level. Finally, they are fused spatially to
extract a global map of the environment. We present both binary (occupied/unoccupied) and semantical
(object category-specific) maps, allowing further processing in subsequent algorithms. A final decoding
step operates on the fused semantical maps and applies a Hidden Markov Model to extract relevant process-
specific parameters (e.g. harvesting, mowing, or weed-spraying) along the predefined trajectory of the
vehicle. The final output could be used to alert a driver with human-understandable information, or directly
by a control system for completely autonomous operation.
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The paper is divided into 6 sections. Section 2 introduces related work on obstacle detection in agricultural
applications. Section 3 presents the proposed method consisting of each of the four building blocks from
Figure 1. Section 4 presents the experimental dataset and results for static and dynamic obstacle and
environment detection as well as decoding of process-relevant parameters. Section 5 provides a discussion
of the overall approach, while section 6 concludes the paper and suggests future work.
2 RELATED WORK
Robotic automation is emerging for numerous agricultural tasks. The main objective is to reduce production
costs and manual labor, while increasing yield and raising product quality (Luettel et al., 2012; Bechar and
Vigneault, 2017). A significant milestone is to make robots navigate autonomously in dynamic, rough, and
unstructured environments, such as agricultural fields or orchards. To some extent, this has been possible
for around two decades with automated steering systems utilizing global navigation systems (Abidine et al.,
2004). To eliminate the need for a human operator, however, strict safety precautions are required including
accurate and robust risk detection and obstacle avoidance.
Today, only small robots are commercially available that incorporate obstacle avoidance and operate fully
autonomously in various agricultural domains (Lely, 2016; Harvest Automation, 2012). Commercialized
self-driving tractors or harvesters, however, currently only exist as R&D projects (Case IH, 2016; ASI,
2016; Kubota, 2017).
In scientific research, the concept of an autonomous farming vehicle with obstacle avoidance dates back
to 1997 where a camera was used as an anomaly detector to identify structures different from crop (Ollis
and Stentz, 1997). Since then, several systems have been proposed for detecting and avoiding obstacles
(Cho and Lee, 2000; Stentz et al., 2002; Griepentrog et al., 2009; Moorehead et al., 2012; Emmi et al.,
2014; Ball et al., 2016).
A simplified representation of the environment into traversable and non-traversable regions is common
for autonomous navigation (Papadakis, 2013). A path may be non-traversable if it is blocked by obstacles,
or if the terrain is too rough or steep. Similarly, anomaly or novelty detection is used to find anything
that does not comply with normal appearance, and is thus used to detect obstacles (Sofman et al., 2010;
Ross et al., 2015; Christiansen et al., 2016a). However, for many agricultural tasks such as harvesting,
mowing and weed spraying, further distinction between obstacles and traversable vegetation is necessary.
In one application, apparent obstacles such as crops or high grass may be traversable, whereas in another,
small plants at ground level may represent obstacles and thus be non-traversable. Distinction into object,
vegetation, and ground is common (Wellington and Stentz, 2004; Lalonde et al., 2006; Bradley et al., 2007;
Kragh et al., 2015), whereas a few approaches explicitly recognize classes such as humans, vehicles and
buildings (Yang and Noguchi, 2012; Christiansen et al., 2016b).
In the literature, obstacle detection systems often rely on a single sensor modality (Rovira-Mas et al.,
2005; Reina and Milella, 2012; Fleischmann and Berns, 2015). These systems, however, are easily affected
by varying weather and lighting conditions and thus present single points of failure. Christiansen et al.
(2017) discusses advantages and disadvantages of various sensor technologies. For instance, a color camera
captures visual information similar to humans and can be used to recognize visually distinctive objects.
Similarly, a thermal camera captures heat radiation and can distinguish living obstacles such as humans and
animals from the background. However, cameras in general are unable to reliably detect object positions
and are easily interfered by direct sunlight and changes in weather conditions. On the other hand, lidar and
radar sensors are robust to varying weather and lighting conditions and recognize structural differences
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with high precision. However, the lack of visual information only allows for a few distinguishable object
classes. Therefore, a safety system must have a heterogeneous and complementary sensor suite with
multiple sensing modalities that have an overlapping frustum1 and complement each other in terms of
detection capabilities and robustness. Sensor fusion is the concept of combining information from multiple
sources to reduce uncertainty in locality and class affiliation. Early fusion combines raw data from different
sensors, whereas late fusion integrates information at decision level. In both cases, sensor data need to be
compatible.
Lidar, radar, and stereo cameras are all range sensors operating in the domain of metric 3D coordinates.
Lidar and radar have been fused with early fusion using a joint extrinsic calibration procedure (Underwood
et al., 2010) and with late fusion for augmented traversability assessment (Ahtiainen et al., 2015). Similarly,
lidar and stereo camera have been fused with late fusion for traversability assessment (Reina et al., 2016).
Often, a grid-based representation such as occupancy grid maps (Elfes, 1990) is used, allowing simple
probabilistic fusion and subsequent path planning on the late fused decision level. Monocular cameras
operate in the domain of non-metric pixels and can be fused directly under assumption of negligible
parallax errors. Examples are available of color and thermal camera fusion for object detection using both
early (Davis and Sharma, 2007) and late (Apatean et al., 2010) fusion.
Fusion across domains is possible only when a transformation between them exists. By projecting 3D
points onto corresponding 2D images, range sensors can be fused with cameras. With this approach, lidar
and color cameras have been combined for semantic segmentation and object recognition using both early
(Dima et al., 2004; Wellington et al., 2005; Häselich et al., 2013) and late (Laible et al., 2013; Kragh
and Underwood, 2017) fusion. Similarly, image data in pixel-space have been transformed to metric 3D
coordinates with inverse perspective mapping (Bertozzi and Broggi, 1998; Konrad et al., 2012). Here, a
ground plane assumption is used to invert the perspective effect applied during image acquisition, such that
image data are compatible with e.g. lidar and radar data.
In this paper, sensor data from both lidar, radar, stereo camera, and thermal camera are fused with a
probabilistic 2D occupancy grid map. This data representation has been chosen as its non-parametric
property allows the representation of diffuse agricultural environments. Further, it simplifies path planning
and is already a standard in the automotive industrial research (Garcia et al., 2008; Bouzouraa and Hofmann,
2010; Konrad et al., 2012; Winner, 2015). Traditionally, occupancy grid maps represent traversable and
non-tranversable areas in a binary decision. The occupancy grid mapping used in this paper, however, is
applied in a much richer fashion, due to the extension to multiple semantical layers. Thus, techniques for
finding an optimal path, like the A* search algorithm, cannot be directly applied. Further, the finding of an
optimal path online in agricultural processes is not mandatory, due to the fact that a full area coverage is
aimed, which is inherently defined by the topology and shape of the field. The quantification of the area
which lies ahead, and therefore the prediction of process characteristics, is of higher interest. While the
direct deduction from the semantical grid maps becomes unfeasible, a so-called decoding for inferring
process-relevant information is introduced.
In this work, generative models for inferring process-relevant information out of the mapped sensors’
detections are used. Generative models have a number of applications in prediction, missing data imputation
or probabilistic inference (Rabiner, 1989; Hinton and Salakhutdinov, 2006). One mathematical framework
of generative models is the Hidden Markov Model (HMM) which is able to respect the time-domain and
noisy sensor data of a process. Applications to robotics and grid maps have shown the incorporation of
1The sensor frustum is the perceptible volume of a sensor, also referred to as the field of view or lobe.
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(2a) Platform attached to tractor-mounted mower. (2b) Sensor setup.
Figure 2. Recording platform. Reprinted from Kragh et al. (2017) with permission.
learning and decoding of hidden property information from the environment which makes HMMs a suitable
approach to infer properties out of the semantical grid maps (Stachniss, 2009; Walter et al., 2013; Vasquez
et al., 2017).
3 METHOD
In the following, each step from the system architecture in Figure 1 is explained in detail. Section
3.1 describes the recording setup including sensor specifications. Section 3.2 describes the fusion and
mapping approach that takes in inverse sensor models and combines these to generate fused obstacle maps.
Section 3.3 describes the inverse sensor models, consisting of sensor-specific detection algorithms and
transformations to 2D occupancy grid maps. Finally, section 3.4 describes the process evaluation that uses
the fused maps to decode process-relevant properties along the trajectories of the tractor.
3.1 Sensor Platform
The sensor suite presented by Kragh et al. (2017) was used to record multi-modal sensor data. The dataset
has recently been made publicly available2. It includes lidar, radar, stereo camera, thermal camera, IMU,
and GNSS3. The sensors were fixed to a common platform and interfaced to the Robot Operating System
(ROS) (Koubaa, 2016). A tractor-mounted setup and a close-up of the platform are shown in Figure 2.
The exteroceptive sensors and their properties are listed in Table 1. Proprioceptive sensors used for
localization included a Vectornav VN-100 IMU and a Trimble BD982 dual antenna GNSS system. All
sensors were synchronized in ROS. Lidar, stereo camera, and thermal camera were registered before
recording in a semi-automatic calibration procedure (Christiansen et al., 2017). All remaining sensors were
registered by hand, by estimating extrinsic parameters of their positions. Global localization from IMU and
GNSS was obtained with the robot localization package (Moore and Stouch, 2014) available in ROS, by
simply concatenating the world referenced position and orientation. The overall localization accuracy was
2https://vision.eng.au.dk/fieldsafe/
3Global Navigation Satellite System
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Table 1. Sensors. Adapted from Kragh et al. (2017) with permission.
Sensor Model Resolution FOV (◦) Range (m) Data rate (fps)
Stereo camera Multisense S21, CMV2000 1024 x 544 85 x 50 1.5 – 50 10
Web camera Logitech HD Pro C920 1920 x 1080 70 x 43 n/a 20
360◦camera Giroptic 360cam 2048 x 833 360 x 292 n/a 30
Thermal camera Flir A65, 13mm lens 640 x 512 45 x 37 n/a 30
Lidar Velodyne HDL-32E 2172 x 32 360 x 40 1 – 100 10
Radar Delphi ESR 32 targets/frame 90 x 4.220 x 4.2
0 – 60
0 – 174 20
thus determined by the sensor accuracies of the GNSS (8mm and 15mm standard deviations for horizontal
and vertical positions, and < 0.5◦ for yaw) and IMU (1.0◦ standard deviations for roll and pitch).
3.2 Fusion and Mapping
Occupancy grid maps are used in static obstacle detection for robotic systems, which is a well-known
and a commonly studied scientific field (Hähnel, 2004; Thrun et al., 2005; Stachniss, 2009). They are
components of almost all navigation and collision avoidance systems designed to maneuver through clut-
tered environments. Another important application is the creation of obstacle maps for traversing unknown
areas and the recognition of known obstacles, thereby supporting localization. Recently, occupancy grid
maps have been applied to combine lidar and radar in automotive applications with the goal of creating a
harmonious, consistent, and complete representation of the vehicle’s environment as a basis for advanced
driver assistance systems (Garcia et al., 2008; Bouzouraa and Hofmann, 2010; Winner, 2015).
3.2.1 Occupancy Grid Mapping
Two-dimensional occupancy grid maps (OGM) were originally introduced by Elfes (1990). In this
representation, the environment is subdivided into a regular array or a grid of quadratic cells. The resolution
of the environment representation directly depends on the size of the cells. In addition to this compart-
mentalization of space, a probabilistic measure of occupancy is associated with each cell. This measure
takes any real number in the interval [0, 1] and describes one of the two possible cell states: unoccupied or
occupied. An occupancy probability of 0 represents a space that is definitely unoccupied, and a probability
of 1 represents a space that is definitely occupied. A value of 0.5 refers to an unknown state of occupancy.
An occupancy grid is an efficient approach for representing uncertainty, combining multiple sensor
measurements at the decision level, and for incorporating different sensor models (Winner, 2015). To learn
an occupancy grid M given sensor information z, different update rules exist (Hähnel, 2004). For the
authors’ approach, a Bayesian update rule is applied to every cell m ∈ M at position (w, h) as follows:
Given the position xt of a vehicle at time t, let x1:t = x1, . . . , xt be the positions of the vehicle’s individual
steps until t, and z1:t = z1, . . . , zt the environmental perceptions. For each cell m of the occupancy
probability grid P (m|z1:t, x1:t) represents the posterior probability that this cell is occupied by an obstacle.
Thus, occupancy probability grids seek to estimate




Odd (P (m|zt, xt))
)
, Odd (P (m|zt, xt)) =
P (m|zt, xt)
1− P (m|zt, xt)
. (1)
This equation already describes the online capable, recursive update rule that populates the current
measurement zt to the grid, where P (m|z1:t, x1:t) is the so-called inverse sensor model (ISM). The ISM
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is used to update the OGM in a Bayesian framework, which deduces the occupancy probability of a cell,
given the sensor information.
3.2.2 Extension to Agricultural Applications
Contrary to robotic or automotive applications, OGM techniques are not directly applicable to agricultural
applications. Common applications want to detect non-traversable areas or objects occupying their paths.
Such unambiguous information is used to quantify the whole environment sufficiently for all derivable
tasks such as path planning and obstacle avoidance. When assumptions like a flat operational plane or
minimum obstacle heights are made, the projection of the sensor’s frustum to the ground plane is sufficient
for all tasks.
In agricultural applications, a crucial task is to quantify the environment as the machines act on and
process it. This involves features such as processed areas, processability, crop quality, density, and maturity
level in addition to traversability. In order to map these features, single occupancy grid maps are no longer
sufficient. Instead, semantical occupancy grid maps (SOGM) that allow different classification results to be
mapped are used. Furthermore, sensor frustums are no longer oriented parallel to the ground, but rather
oriented at a downward angle to gather necessary crop information (Korthals et al., 2017b).
The extension to SOGM or inference grids is straightforward and defined by an OGM M with W cells in
width, H cells in height, and N semantical layers (see Figure 3a):
M : {1, . . . ,W} × {1, . . . , H} → m = [0, 1]N . (2)
Compared to a single layer OGM which allows the classification into three states {occupied, unoccupied,
unknown}, the SOGM supports a maximum of 3N different states allowing much higher differentiability
in environment and object recognition. The corresponding ISMs are fused by means of the occupancy grid
map algorithm to their nth associated semantical occupancy grid.
The location of information in the maps is required to be completed by mapping under known poses
approaches (Thrun et al., 2005). The ISMs are mapped locally in the maps while the maps themselves are
globally referenced enabling consistent storing and loading of information. Further, it allows smooth local
mapping in the short term without discrete jumps caused by global positioning systems using a Global
Navigation Satellite System (GNSS) (Korthals et al., 2017b).
3.2.3 Mapping Capabilities
SOGMs contain a generic representation of the environment. However, for many applications, only part
of this vast amount of information is required. Therefore, in the following, we introduce three methods
of fusing SOGMs. The first two methods are cell-wise layer fusions given in Equation 3 and 4, while the
third method is a cell-clustering technique working across layers given in Equation 5. These are used in the
evaluation for binary traversability assessment, class-specific obstacle mapping, and process evaluation.
The first approach introduced in Equation 3 is based on a super Bayesian independent opinion pooling
PB (Pathak et al., 2007). It is applicable for the case when separate SOGMs with identical feature
representations (same object classes) are maintained. Second, Equation 4 introduces a non-Bayesian
maximum pooling fusion method PM is applied to heterogeneous feature representations (varying object
classes) (Liggins et al., 2001). The fusion techniques are cell-wise and therefore do not introduce any
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PM (m) = max
n
P (mn) . (4)
Unlike single-layer OGM approaches, an SOGM incorporates multiple OGMs with varying classes
residing in the map storage. For many applications cell-wise consideration, which is the disregarding of the
cells’ surroundings, is not a feasible approach due to noisy or sparse data and potential positional offsets
between layers. Thus, clustering on SOGMs was introduced by Korthals et al. (2017a) using a Supercell
Extracted Variance Driven Sampling (SEVDS) algorithm, which tends to find clusters that consist of mainly
non-contradicting cells:
H (c) = D (c) + ΓG (c) with D (c) =
N∑
n=1
en (var (h (c))) . (5)
In Equation 5, c is the supercell of interest and G is the contour function, which can be smoothed via
the scalar factor Γ. The distribution term D of a supercell c is defined as the sum of Eigenvalues e of the
covariance matrix of the probability histogram h (c) (see Figure 3b and Figure 3c). The contour term G is
taken from Van den Bergh et al. (2015) and evaluates cell-wise updates that penalize irregular shapes, e.g.
a single cell extending into an adjacent supercell. A scalar factor of Γ = 1 is used as in the original paper.
As depicted in Figure 3c, for every found supercell, a triple C = (Tc,Lc,Pc) consists of its centroid
location Tc, a list of adjacent supercells Lc, and a feature vector Pc ∈ RN , with N being the number of










3.2.4 Recency Weighting for Dynamic Obstacles
When evaluating the detection dynamic obstacles, static obstacle detections are ignored by introducing
recency weighting to the mapserver via two new parameters. A ForgetValue indicates the amount of
temporal memory in the map. A value of 0 indicates no forgetting, such that all information remains in the
map, once it is introduced. A value of 1, however, indicates total forgetting (no memory), such that the map
is cleared every time the forgetting is applied. The second parameter is a ForgetRate that indicates the rate
at which the forgetting is applied. A rate of 2 means that two times every second, all cells in the map are
updated with respect to the ForgetValue:








+ 0.5 . (7)
First, P (mt−) is centralized at 0 where t− addresses the cell property just before the update. γ indicates
the discrete Dirac function which builds up the sampling function with its sampling rate ForgetRate. With
every forgetting step, the updated posterior probability converges to 0.5 which indicates no knowledge over
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P (m2) < 0.5
P (m1) = 0.5

















































(3b) Supercell with N = 2 layers and corresponding
histograms with K = 2 bins.
P1c = (.34, .23)
T
P2c = (.83, .46)
T
P3c = (.75, .68)
T










L1c = (2, 3, 4)
L2c = (1, 3, 4)
L3c = (1, 2, 4)
L4c = (1, 2, 3)
(3c) Conversion of supercells to a graph of centroids labeled
with feature vectors.
Figure 3. Semantical OGM framework and supercell clustering.
the cell m. Thus, Equation 7 is a basic exponential smoothing filter with P (mt−) being the start excitation
(Biber, 2005).
3.3 Inverse Sensor Models
In the following, individual inverse sensor models (ISM) are introduced and explained in detail for each
of the sensors. An ISM consists of an algorithm for detecting a number of object categories and a mapping
to align detection information using a 2D occupancy grid map (OGM) in the local sensor frame.
3.3.1 Cameras
In this section, multiple ISMs are described for the stereo camera and thermal camera. First, the individual
detection algorithms operating on image data are explained. Then, two procedures for aligning detections
to OGMs are proposed.
3.3.1.1 Detection Algorithms
A total of four detection algorithms for the stereo camera have been used; Locally Decorrelated Channel
Features (LDCF) for pedestrian detection (Nam et al., 2014), an improved version of You Only Look Once
(YOLO) (Redmon and Farhadi, 2016; Redmon et al., 2016) for object detection, a Fully Convolutional
Neural Network (FCN) for semantic segmentation (Long et al., 2015), and DeepAnomaly (Christiansen
et al., 2016a) for anomaly detection. The algorithms all use a single color image from the stereo camera.
For the thermal camera, a heat detection algorithm (HeatDetection) is used to detect objects that are warm
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compared to the background using a dynamically adjusted threshold (Christiansen et al., 2014). Figure 4
presents examples of output predictions from the detection algorithms.










(4c) Semantic segmentation using FCN. (4d) Thermal camera detections (high-
lighted with yellow) using HeatDetec-
tion.
Figure 4. Camera detections for stereo and thermal camera. Written and informed consent was obtained
from all depicted individuals.
LDCF is a pedestrian detection algorithm delimiting instances by bounding boxes with fixed aspect ratios.
The model is trained on the INRIA Person Dataset (Dalal and Triggs, 2005). The detector is publicly
available in a MATLAB-based framework by Dollar (2015) and has been converted to C++ and wrapped
in a ROS-package4 (Kragh et al., 2016).
YOLO is a deep learning-based object detector delimiting instances by bounding boxes of variable aspect
ratios. The detector is developed in the deep learning framework Darknet (Redmon, 2013) and trained on
ImageNet (Berg and Deng, 2015) and Microsoft COCO (Lin et al., 2014) for detecting 80 object categories.
For running the algorithm within the proposed framework, a ROS-package5 has been developed which also
applies a remapping of the 80 object classes into three classes (human, object, and unknown).
FCN uses the backbone of VGG (Simonyan and Zisserman, 2014) to make a fully convolutional semantic
segmentation algorithm that classifies all pixels in an image. The model is developed in Caffe (Jia et al.,
4ROS package available at https://github.com/PeteHeine/pedestrian_detector_ros.git
5ROS package available at https://github.com/PeteHeine/yolo_v2_ros
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2014) and is publicly available6. The model is trained on the 59 most frequent classes of the Pascal Context
dataset (Mottaghi et al., 2014). Unlike the more popular Pascal VOC dataset (Everingham et al., 2013)
with only 20 object classes, Pascal Context provides full image annotations of 407 classes. In Christiansen
et al. (2016b), the 59 object classes are remapped to only 11 classes to investigate semantic segmentation
in an agricultural context. In Kragh et al. (2016), the detector has been wrapped in a ROS-package7. In
the current work, predictions are remapped to six classes (human, object, grass, ground, vegetation, and
undefined).
DeepAnomaly is a deep learning-based detection algorithm for detecting anomalies (Christiansen et al.,
2016a). The backbone is AlexNet (Krizhevsky et al., 2012) trained on ImageNet, and the anomaly detector
is modeled using 150 images from the dataset in Christiansen et al. (2017). The output consists of coarse
predictions of the whole image.
HeatDetection uses a heat detection principle from Christiansen et al. (2014) for detecting warm objects
using a thermal camera. The median temperature is determined for all image pixels of the current image,
and the dynamic threshold is defined 3.0 ◦C above the median temperature. In this work, the median
temperature is determined for the bottom 80% of the image to not include image sections of the sky.
Subtracting the image by the dynamic threshold and clipping values below zero results in a heat map of
how much each pixel has exceeded the dynamic threshold. A ROS-package is publicly available8.
3.3.1.2 Mapping of Detections to OGM
Camera detections are mapped to an OGM representation (Korthals et al., 2017b) using two procedures
as presented in Figure 5. The top branch denoted Bounding Boxes to OGMs is for mapping detections
represented by bounding boxes. The bottom branch denoted Segmentations to OGMs is for mapping
segmented image detections. Finally, a few exceptions exist for DeepAnomaly and two FCN classes where
segmented elements are converted to bounding box representations using a connected component module
before mapping to OGM. The code has been made publicly available as ROS packages9,10. Below, the two
branches are described in more detail.
Bounding Boxes to OGMs
This procedure maps detections to OGMs by first converting 2D bounding boxes to 3D cylinders. First,
the distance to an object is estimated using depth from stereo matching. The distance is defined as the
median depth inside the bounding box. The estimated distance is assigned to each bounding box corner
and mapped to 3D using conventional camera geometry. Bounding box corners are converted to a cylinder
represented by a center position, width, and height. Finally, 3D detections are mapped to an OGM as the
output of the top branch in Figure 5.
Various heuristics are used for modeling the OGM’s uncertainties. Areas outside the camera’s field of
view (FOV) are set to 0.5. Areas inside the FOV with no detections w.r.t. m are set to 0.4 indicating lower
probabilities of occupancy. Detections w.r.t. m are given a value between 0.5 and 0.8 to indicate that the
areas are occupied by the corresponding detections. A value of 0.5 represents the minimum prediction
6Model is available at https://github.com/shelhamer/fcn.berkeleyvision.org
7ROS package available at https://github.com/PeteHeine/fcn8_ros
8ROS package available at https://github.com/PeteHeine/dynamic_heat_detection
9ROS package available at https://github.com/PeteHeine/image_inverse_sensor_model2
10ROS package available at https://github.com/PeteHeine/image_boundingbox_to_3d
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Figure 5. Converting detections to OGMs. Written and informed consent was obtained from all depicted
individuals.
or class probability by a detection algorithm, whereas a value of 0.8 represents the maximum. Values in
between are scaled linearly. A maximum value of 0.8 was chosen to avoid early saturation under fusion.
Imprecise localization of a detection is modeled by a Gaussian distribution. For a camera, the uncertainty
of distance (radial coordinate) and angle (angular coordinate) to the object are independent. This is
incorporated by modeling each polar coordinate (radial and angular) with independent uncertainties. In
Figure 5, the localization uncertainty caused by the radial coordinate is larger than the uncertainty caused
by the angular coordinate.
A detection algorithm is less likely to detect distant obstacles or to guarantee that an obstacle is not there.
To model this, the certainty of not detecting an obstacle is reduced linearly by the distance from the nearest
to the most distant grid cells. In Figure 5, the probability increases linearly with distance from 0.4 to 0.5.
Segmentations to OGMs
Inverse perspective mapping (IPM) is used for mapping image segmentations to a grid map. IPM projects
an image from the camera frame to the ground plane surface using a geometrical transformation (Bertozzi
and Broggi, 1998; Konrad et al., 2012). The purpose of IPM is to remove/inverse the perspective effect by
changing the viewpoint from the camera to a bird’s-eye view. Areas outside the camera FOV are set to 0.5.
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Areas inside the FOV with no detections are set to 0.4. Detections are given a value between 0.5 and 0.8 to
indicate that the areas are occupied.
The IPM algorithm is able to approximate the actual mapping for flat elements on the surface such as grass.
However, elements protruding or positioned above the ground surface (e.g. humans and many obstacles)
are imprecisely mapped. For this reason, segmentations of anomalies, humans, and other obstacles are
converted to bounding boxes using a connected component module as illustrated in Figure 5. The OGM for
a grass-segmented image is presented in the bottom of the figure.
3.3.2 Lidar
The inverse sensor model for the lidar sensor consists of a detection algorithm and a mapping to align
detection information to a local 2D occupancy grid map (OGM) in the sensor frame. The detection
algorithm operates directly on 3D point clouds with approximately 70 000 points/frame generated at
10 fps by the Velodyne HDL-32E lidar. First, 13 features are calculated per point using neighborhood
statistics that depend on local point densities (Kragh et al., 2015). Second, a Support Vector Machine
(SVM) classifies each point as either ground, vegetation, or object. It further assigns probability estimates
(Wu et al., 2004) to each class to describe the certainty of each classification. The SVM classifier was
trained on the same data used in Kragh et al. (2015).
The mapping from detection probabilities to a local 2D grid is handled by projecting and resampling
3D points into 2D grid cells. For each 2D grid cell, class probabilities of all 3D points whose flattened
projection lies inside are averaged and normalized such that the three class probabilities sum to 1. This




ground. The three classes are combined into
two OGMs (lidar-SVM-object and lidar-SVM-vegetation) by incorporating the ground probabilities into
the object and vegetation classes probabilistically with Bayesian fusion. For each grid cell m in an OGM,
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Figure 6a shows an example of a point cloud colored by object probabilities from the SVM classifier,
while Figure 6b shows the corresponding object OGM.
3.3.3 Radar
The Delphi ESR automotive radar provides a list of up to 32 targets for each frame. Each target is
represented by an angle, a range, and an amplitude. Most targets, however, represent internal noise in
the radar and have low amplitudes. Simply filtering out these targets with a threshold eliminates radar
returns from low-reflective objects such as humans and animals. Therefore, instead the approach from the
authors’ previous paper (Kragh et al., 2016) was used in combination with a tracking algorithm between
subsequent frames known as the Kuhn-Munkres assignment algorithm (Munkres, 1957). Only radar targets
that are less than 2m apart between two consecutive frames are associated. A track i is described by its
current position and its track length Li. It is confirmed when Li > Lmin = 3m and converted to a detection
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(6a) Point cloud with pseudo-colored probability
estimates of the object class. Blue and red denote
low and high probabilities, respectively.
(6b) Resulting lidar OGM for the object class illus-
trating low (bright) and high (dark) probabilities.
(6c) Radar detection example with confirmed
(green) and unconfirmed (red) radar tracks over-
laid on point cloud.
(6d) Resulting radar OGM.
Figure 6. Lidar and radar detections and OGMs.
pseudo-probability by:




The addition of 0.5 makes the detector report only positive information of occupancy, thus not indicating
absence of objects. The mapping from detection probabilities to a local 2D grid is handled by converting
from polar to cartesian coordinates and resampling into 2D grid cells. For each 2D grid cell, class
probabilities of all detections lying inside are averaged. This results in a 2D probability grid P ∗radar. Finally,
the log odds ratio for each grid cell m in the radar OGM (radar-tracking) can be expressed as:
logOdd (Pradar (m)) = log (P
∗
radar (m))− log (1− P ∗radar (m)) . (10)
Figure 6c shows an example of confirmed (green) and unconfirmed (red) radar tracks overlaid on the
corresponding point cloud, while Figure 6d shows the resulting radar OGM.
3.4 Process Evaluation
Farming scenarios are commonly well-defined and the trajectories are always planned in advance to yield
optimal efficiency. However, the field may consist of many different properties that can only be revealed by
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sensing the current environment. Common properties are cropable, traversable, or non-traversable, where
of course the yield itself is of special interest.
The environment of the field is made up of structures in space that are sensed by diverse sensors. While
the well-defined vehicle trajectory traverses this area, this path is of particular interest to forecast implement
parameters or steering suggestions. Further, due to imperfections in sensor calibration, registration, and
synchronization, areas of detections may not always overlap and will therefore always have spots where
only certain sensors sense a property. This phenomenon evolves along the frustum and therefore along the
planned trajectory. Thus, changes in real-world scenes are sequential in space, and the sequential nature can
be used to learn property relationships between the various semantical occupancy grid map (SOGM) layers
to analyze scenes. In this section, a hierarchical model that maps an observed SOGM along a trajectory to
properties is presented.
Figure 7a shows the kind of structured information that is envisioned parsing from the trajectory over
an SOGM. The lowest level corresponds to the feature vectors extracted from Equation 6. The middle
layer corresponds to a property (e.g. cropable), and the top root node represents the trajectory. The cost of
obtaining such hierarchical annotations would be very high due to the complexity of the annotation task.
Typically, agricultural datasets are not labelled with all desired properties. As a result, models for learning
such structures should also be able to operate in an unsupervised framework.
The problems to address are twofold. Learning: In order to categorize or classify mappings along the
trajectory into properties, statistical characterizations of the patterns of observation sequences must be
learned. Classification: Given observations along a trajectory, an algorithm is needed to classify these into
properties.
3.4.1 A Generative Model for Inducing Properties over SOGMs
For the given task of path traversal, a hierarchical approach is targeted that not only models the single
property at a certain location, but also the whole object itself. The probability making observation O with
property w can be expressed as the joint probability






P (Oj |wi;λ) (11)
with the hidden variable w, P (w) being the discrete property probability, and λ being the generative
property model for the observed feature vector O. The amount of properties along a path are enumerated
by I while the length of a single property is denoted by J .
The inter-property model λw = (S,O, A,Φ,Π) is a corresponding Hidden Markov Model (HMM) with
states s, observations O, transition probability A, emission probability Φ, and start probability Π for
every single property w. The emission probability is modeled as a beta mixture model (BMM) over the N





δnB (αn, βn) . (12)
At the lowest level of the hierarchical structure specified by the model in Figure 7a is a sequence
of probabilistic feature vectors. In reality, there are infinitely many feature vectors. Moreover, due to
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imperfections in localization and mapping, regions among semantical layers may not overlap perfectly and
can be noisy as depicted in Figure 7a.
As discussed before, it is expected that trajectories are composed of a sequence of semantically meaningful
properties that manifest themselves in various property-compositions. The feature vectors themselves can
be directly modelled as a BMM as stated in Equation 12. While a direct classification might be suitable, a
sequence along the trajectory (which is along the field of view) may represent a true underlying property
even better and can only be revealed when taking spatially earlier readings into account. Therefore, a
generative model is introduced in Figure 7b, where the interpretable properties generate probability feature
vectors (the features of a supercell).
The distribution of properties in the field will be stochastic in nature (e.g. a trajectory may contain
segments of crop, weed, non-traversability), and the distribution of the feature vectors themselves is
beta-distributed and property-dependent. While the number of such properties is expected to be very large,
it is assumed that for a given dataset a limited number of properties can describe the property space fairly
well.
The generative model is shown in Figure 7b. K properties in the vocabulary and feature vectors P ∈ RN
are as observations are assumed (that is Pc from Equation 6). A set of T trajectories can be generated
as follows: for each trajectory t, I properties are drawn from a unigram distribution U . We then draw J
feature-vectors from the specific generative property-model. Thus, in this model, each trajectory is a bag
of properties and each occurrence of a property is a sequence of feature-vectors. The resulting hirachical
model is shown as a concatenation of 7d, as an ergodic model for the inter-properties, and 7c, as left-right
model for the inter-property realization.
3.4.2 Model Estimation and Decoding
An HMM, as shown in Figure 7c, for each of the I properties is produced. It is modeled as a left-right
structure comprising L states with an additional exit transition for each state to follow the aforementioned
idea of non-perfectly overlapping detections. Thus, property burn-in, settling, and burn-out behaviours can
be modeled in the beginning, middle, and end of the trajectory. Therefore, a minimum of three states s are
necessary to model these behaviours for every property w. Since properties may have very diverse features
in the start and end sequence, all states have their own emission probability.
The HMMs for the properties are now put together as shown in Figure 7d. For the sake of simplicity,
a black circle represents the hub for all property transitions in the ergodic model. P (wk) represents the
probability of the property wk. This approach is trained in a supervised fashion and thus, the objective
function for one property w tends to find the most likely model λ∗w, given an observation sequence
O = (P1, . . . ,PJ) and its corresponding ground truth (GT) sequence S = (s1, . . . , sJ):
λ∗w = argmaxλw P (O,S|λw). (13)
Equation 13 can be estimated by instance counting, which counts the hidden state transitions and output
states, and uses the relative frequencies as estimates for the transition probabilities of λw. The inter-property
model can be trained in the same way. Given the GT, the parameters α and β can be directly determined
by the Method of Moments. For decoding, the likelihood P (O|λw) that a given model λw has produced a
given observation sequence O is calculated by the Viterbi algorithm (Rabiner, 1989).
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(7a) Conceptual representation of the proposed framework with the genera-
tive sampling on the left and a corresponding scenario with observations






(7b) Generative model for property










(7c) Left-right structure of one intra-property model
λw for the inter-property model (exit transition per







(7d) Ergodic inter-property model of the HMM.
Figure 7. Generative model and Hidden Markov Model framework for identifying properties in the
mapped data.
4 EVALUATION
In this section, we evaluate the proposed architecture for obstacle detection, recognition, and mapping on
static and dynamic obstacles, individually. Further, we evaluate the process evaluation on the mapped data
with a spatial resolution of 10 cm per cell.
4.1 Dataset
The publicly available FieldSAFE dataset (Kragh et al., 2017) for multi-modal obstacle detection in
agricultural fields was used for the evaluation. The dataset includes two hours of recording during mowing
of a grass field in Denmark. Figure 8a illustrates examples of static obstacles in the dataset, whereas Figure
8b shows examples of dynamic obstacles (humans) and their GT traversed paths overlaid on the path of
the tractor. Figure 8c shows a static orthophoto of the field together with pixel-wise manually labeled
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GT classes. In the following section, the annotated orthophoto is used as ground truth for evaluating the
proposed architecture.
(8a) Examples of static obstacles. (8b) Examples of moving obstacles (from the stereo cam-
era) and their paths (black) overlaid on tractor path
(grey).
(8c) Colored and labeled orthophotos. Left: orthophoto with tractor tracks overlaid. The red track includes only
static obstacles, whereas the blue track also has moving obstacles. Right: annotated orthophoto with pixel-wise
labels.
Figure 8. FieldSAFE dataset. Adapted from Kragh et al. (2017) with permission. Written and informed
consent was obtained from all depicted individuals.
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4.2 Static Scenario
Two different evaluations have been performed: evaluation A for detecting process-relevant classes
exclusively, and evaluation B for detecting occupied areas with respect to traversability.
For evaluation A, GT labels were grouped into four different process-relevant classes (Vulnerable
obstacles, Processable, Traversable, and Non-traversable). The Vulnerable obstacles class included GT
label Mannequin and covered regions with which a collision must be avoided under any circumstance.
The Processable class included GT label Grass and represented the crop. The Traversable class included
GT labels Grass and Ground and represented areas that could be traversed by the vehicle. Finally, the
Non-traversable class included GT label Vegetation and represented areas that must be avoided to not
damage the vehicle. For evaluating the process-relevant detection, each of the four classes was considered
in its own property map. Included GT classes were marked as occupied, whereas all other classes were
treated as unknown.
For evaluation B, GT labels were grouped into three different properties (occupied, unoccupied, and
unknown) according to their traversability. The labels Vegetation, Mannequin, and Object were combined
to the occupied property. The label Undefined was considered an unknown property, whereas the remaining
classes Ground and Grass were combined to the unoccupied property.
To quantify the detection of static obstacles and to compare it against the GT data from subsection 4.1, the
evaluation pipeline from Figure 9a was applied. The mapserver’s maps, which contain all fused classifier
information, were stored as explained in Korthals et al. (2017a). The single maps were stitched together,
such that they meet the size and resolution of the GT data. Afterwards, different combinations of the maps
were applied as represented in Table 2 to achieve the corresponding results in the evaluation step.
It is worth noticing that the mapping technique is very prone to misclassification, which can be caused
for example by sun blinded cameras or systematic errors. To address the second case, a blind spot has been
applied at the location of the tractor so that the mapping of self-classification, heavily caused by the radar,
was overcome. This approach has been applied to all the following evaluations as well.
The resulting tri-state maps from GT data and mapping were compared tile-wise against each other, such
that the true positives (TP), false positives (FP), and false negatives (FN) could be calculated for the entire
map.
To do so, the binary mapping G : m → {0, 1} is defined which converts the cell m to an indicator. Further,
GGT refers to the map constructed from the GT data, and GM that maps the cell m, given the estimated
posterior P (m) evaluated on the subset of seen cells M ′ = {m ∈ M |P (m) < 0.5− ǫ ∨ P (m) > 0.5 + ǫ}.
Thus, M ′ refers to all observed cells which properties are known. To overcome floating-point quantization
noise, a slack variable with ǫ = .01 was introduced to the evaluation:
GM (m) =
{
1, if P (m|z1:T , x1:T ) > 0.5
0, otherwise
, GGT (m) =
{
1, if m occupied
0, if m unoccupied
. (14)
The function GM only takes the estimated map, and GGT only takes the GT map into account. TP, FP,
and FN can then be calculated by cell-wise multiplication between the estimated map GM and the GT map
GGT:
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(9b) Evaluation pipeline from dynamic recording using
drone video and recorded data as input.
(9c) cam-YOLO-human (top) and
fused human class (bot.).
(9d) cam-FCN-ground (top) and
fused ground class (bot.).
(9e) lidar-SVM-veg. (top) and fused
vegetation class (bot.).
(9f) radar-tracking (left), Bayesian fusion among class (mid.), and complete fused map (right).
Figure 9. Examples for different stitched mapping results for different evaluations of Table 2a (9c-9e),
2b (9f), and evaluation pipelines (9a, 9b). Red circles emphasize correct object/mannequin detections.
Grayscale encoding: black =̂ occupied, white =̂ unoccupied, gray =̂ unknown.
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GGT (m)GM (m) , FP =
∑
m∈M ′
(1−GGT (m))GM (m) , FN =
∑
m∈M ′
GGT (m) (1−GM (m)) .
(15)











H (P (M)) = −
∑
m∈M
P (m) logP (m) + (1− P (m)) log (1− P (m)) . (17)
Table 2a shows the results of evaluation A, i.e. detecting process-relevant classes exclusively. The results
are grouped by the process-relevant classes, and the three columns show individual algorithm detection
results, fusion across algorithms, and fusion across sensors, respectively. Here, both competitive (Bayesian)
fusion and complementary (max-pooling) fusion were applied for the two fusion scenarios.
Table 2b shows the results of evaluation B, i.e. detecting occupied areas with respect to traversability.
The first column shows individual detection results for each of the algorithms. These are grouped by object
categories such that different algorithms from different sensors that detect similar classes are grouped
together. In the second column, algorithms from each group of categories are fused with competitive
(Bayesian) fusion. For classifiers detecting the same object classes, competitive fusion increases the
precision while maintaining information gain (entropy). In the third column, detections from all sensors
(and algorithms) are fused with complementary (max-pooling) fusion. For classifiers detecting different
object classes, complementary fusion increases recall while maintaining precision. In practice, this results
in a more complete detection of the environment.
Figures 9c – 9e show an excerpt from the corresponding evaluation in Table 2a. The constructed maps
were built from traversing the depicted red track in Figure 8c. The gray area represents unknown or
not-seen areas, white denotes a vote for, and black against the desired class. Figure 9c shows the single
cam-YOLO-human classification in the top image, whereas the bottom image consists of the combination
of all camera-based human classifications. While the single classifier already showed plausible results
with correct human classifications highlighted with red circles, it still missed some detections. The
combination of classifiers overcame this issue and also increased certainty for classifications where no
humans resided. Figure 9d shows the ground and crop classifications of cam-FCN-ground in the top
image and the corresponding combination in the bottom. While the camera-based classification showed
significant noise at the borders, the classifiers supplemented each other to achieve a denoised and extended
classification of the ground. Figure 9e shows the lidar-SVM-vegetation classification in the top image and
a combination with camera-based classifiers at the bottom. The lidar already achieved results that were
qualitatively close to the GT data. While in the fused result artifacts resulting from the ISM approach are
visible at the outer borders, the overall score increased due to the gain of new information and increased
certainty of already perceived information. Figure 9f shows an excerpt from the evaluation in Table 2b
where a classical retrieval of an occupancy grid map was aimed. The radar classification depicted on the
left provided a quite clean obstacle detection which in combination with the remaining object classifiers in
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Table 2. Evaluation of static obstacle detection and mapping. The vertical lines encapsulate groups of
algorithms on the left side and present their fused results on the right hand side. Values in percentages.
(2a) Evaluation A. Process-relevant object detection for single classifiers, classifier combinations, and sensor
combinations.
Single classifiers Fusion among class. Fusion among sensors
Classifier F1 Prec. Rec. H Fus. F1 Prec. Rec. H Fus. F1 Prec. Rec. H
Vulnerable Obstacles (Mannequin)









84.3cam-FCN-human 3.4 1.7 73.6 75.6
cam-YOLO-human 11.7 6.9 36.1 75.5
Processable (Grass)
cam-FCN-grass 85.2 94.2 77.8 75.2
Traversable (Grass & Road & Ground)









92.2cam-FCN-ground 24.0 96.8 13.7 75.1 bay. 82.0 97.2 71.0 75.2
lidar-SVM-ground 89.7 89.4 90.1 81.1
Non-Traversable (Vegetation)
lidar-SVM-veg. 83.6 81.4 86.0 87.9 max. 84.3 80.1 89.1 92.3
cam-FCN-veg. 46.6 32.2 84.7 81.2 bay. 84.8 81.3 88.7 92.3
(2b) Evaluation B. Traversability assessment of static obstacles for single classifiers, classifier combinations,
and sensor combinations.
Single classifiers Bayesian among class. Max-pooling among class.
Classifier F1 Prec. Rec. H F1 Prec. Rec. H F1 Prec. Rec. H
cam-FCN-human 3.8 25.3 2.1 75.6
13.0 67.4 7.2 89.2
88.8 88.3 89.4 92.5
cam-LDCF-human 0.7 3.7 0.4 83.2
cam-YOLO-human 1.2 6.8 0.7 75.5
radar-tracking 2.6 3.5 2.1 15.9
thermal-HeatDetection 7.3 16.6 4.7 88.6
lidar-SVM-object 7.8 66.8 4.1 89.7
cam-FCN-object 4.1 30.8 2.2 76.3
22.3 72.3 13.2 89.5
cam-YOLO-object 2.0 3.9 1.3 75.6
cam-DeepAnomaly 2.0 3.8 1.4 75.6
radar-tracking 2.6 3.5 2.1 15.9
lidar-SVM-object 7.8 66.8 4.1 89.7
lidar-SVM-veg. 83.5 81.4 85.8 87.9 84.6 88.3 81.6 92.3cam-FCN-veg. 46.7 32.2 84.4 81.2
the middle led to a richer and more precise result. Finally, the fusion of all classifiers and sensors on the
right resulted in a quite complete occupancy map.
4.3 Dynamic Scenario
To evaluate the detection of dynamic obstacles, the mapserver was applied in exactly the same way as for
the static scenario. However, instead of evaluating a stitched map combining information from traversing
the entire field, the mapserver was queried temporally for each available timestamp t in the GT data. In
order to evaluate only the detection of dynamic and non-static obstacles, recency weighting as introduced
in 3.2.4 was applied. The ForgetValue and ForgetRate are evaluated exhaustively at the end of this section.
However, for the following evaluations, a high ForgetRate of 6 and a high ForgetValue of 0.8 were used,
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as these values ensured a responsive mapping where only recent measurements were taken into account.
In this way, the mapserver continuously updated the positions of moving objects, while still allowing an
appropriate amount of information fusion of non-synchronized sensors.
Contrary to the static evaluation where GT annotations were dense and pixel-wise, the GT annotations of
dynamic obstacles were point-based (Kragh et al., 2017). Therefore, tile-wise comparison between GT
data and the fused map was unfeasible. Instead, point-wise GT annotations were compared to clusters of
detections for each timestamp. Figure 10a illustrates the dynamic evaluation scenario. First, the different
mapserver layers were fused. The resulting tri-state (occupied, unoccupied, unknown) likelihood map
was then clustered for each state with 8-connected clustering. Clusters smaller than MinClusterSize were
pruned to suppress noise. Finally, TP, FP, and FN were accumulated over time in the GT data by comparing












FNt, FNt = |{pi|pi /∈ cj}| .
Regions that remained unknown (P (m) = 0.5) did not affect the evaluation, and only detected clusters
and GT positions inside the sensor frustum were taken into account. Similar to the static scenario, precision,
recall, and F1-score metrics were calculated using Equation 17. Figure 10b shows an example from the
dynamic evaluation. The GT positions are denoted by colored circles, while the detected clusters are
represented by white regions beneath. In the depicted example, one true-positive, one false-positive, and
one false-negative was counted due to the fact that the yellow and red positions were inside the sensors’
frustum.
Figure 9b illustrates the evaluation pipeline for the temporal sequences. In an offline-procedure, all neces-
sary GT information like person identifiers (ID), their status (visible/non-visible and standing/sitting/lying),
the geo-referenced locations, and the timestamps was extracted. Afterwards, the mapserver ran in a common
setup with the forgetting feature, where for every given GT timestamp the current maps of the mapserver
were extracted. In an evaluation step, the maps were clustered and compared to the GT information to
achieve the presented results in Figure 10c and 10d.
Table 3. Listing of setups and the detection algorithms they comprise.
Class object heat object objects/human human human anomaly
Algorithm detection DynamicHeat SVM FCN LDCF YOLO DeepAnomaly
9 (Radar) 3 (IR) 4 (Lidar) 5 6 7 8
Setup 2 (Camera)
1
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Table 3 lists 9 different sensor/algorithm setups that were evaluated. Setup 1 includes all sensors and
algorithms, setup 2 includes all stereo camera algorithms, whereas setup 3 – 9 concern individual sensors
and detection algorithms.
Figure 10c shows precision, recall, and F1-scores for setup 3 – 9, when varying the MinClusterSize
used in the clustering. Figure 10c (right) shows results for clustering without subsequent dilation, whereas
Figure 10c (left) introduces dilation by the vehicle radius of all clusters as is common in robotic navigation
and planning algorithms (Dudek and Jenkin, 2010). In the current evaluation, dilation effectively mitigated
the influence of localization inaccuracies and resulted in better scores. Objects that were detected and
mapped with slight displacements from their GT positions were thus more likely to be included by
dilated clusters. This indicated that a large part of false negative detections were located close to GT
positions. Setup 4 (lidar) and 9 (radar) had undefined F1-scores for MinClusterSizes above 0.7m and 0.6m,
respectively. This was caused by the two sensors providing precise 3D measurements, which made their
detections precisely located and narrow in space. Since the human objects had small footprints, no clusters
with areas above these values were generated. For the same reason, a MinClusterSize of 0.5m was chosen
as a compromise, such that most of the noisy sensor readings were filtered out, while small and correct
detection footprints from humans were still kept.
Table 4 shows precision, recall, and F1-scores for the fusion setups 1 and 2 using MinClusterSize = 0.5
and no subsequent cluster dilation. For setup 1 (all sensors and algorithms), complementary (max-pooling)
fusion performed much better than competitive fusion. This was caused by the fact that detections
from different sensors did not overlap perfectly due to localization errors. Competitive fusion therefore
falsely combined non-overlapping detections, whereas the complementary fusion tolerated the localization
issues by effectively summing all detection contributions. For setup 2 (camera-based detection), however,
competitive (Bayesian) fusion was superior to complementary fusion. This was caused by the fact that the
same camera was used by all algorithms, thereby mitigating localization errors and ensuring overlapping
detections.
Table 4. Sensor fusion of setup 1 and 2 with different fusion strategies.
Setup Fusion F1 (%) Precision (%) Recall (%)
1 Max 70.81 57.23 92.86Bayes 42.58 39.76 45.83
2 Max 57.32 51.14 65.22Bayes 61.22 56.96 66.18
Figure 10d shows precision, recall, and F1 scores for setup 1 (all sensors), when varying the ForgetRate
(1− 6) and ForgetValue (0.1− 0.9) of the mapserver. Similar to the above cases, MinClusterSize = 0.5
and no subsequent cluster dilation was applied. Clearly, all scores were dramatically influenced by the two
parameters. A ForgetValue of 0.8 and ForgetRate of 6 seemed to be the best compromise between memory
and responsiveness, such that only the most recent measurements were taken into account. A too large
ForgetValue (close to 1) resulted in no memory, meaning that valuable information from previous frames
was not taken into account. Contrarily, a too small ForgetValue (close to 0) resulted in too long memory
(approaching the static scenario), effectively letting outdated information of obstacle positions stay in the
map. Similarly, a too small ForgetRate resulted in too long memory, whereas the performance seemed to
approach an upper limit with larger ForgetRates.
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4.4 Process Evaluation
The above-mentioned approaches were able to classify single observations point-wise and did not take
into account surrounding classifications when determining classes of current observations. In agricultural
processes, however, observations obtained from the surroundings are typically identical and homogeneous
in particular. Furthermore, certain transitions between classes are rather unlikely. For example, if the
classification of the current pose is Grass, it is rather unlikely that the classification of the next pose is
Ground. From the processable class Grass to the traversable class Road, there are commonly ground,
borders, or trenches. To utilize these dependencies between the individual classes, we use a Hidden
Markov Model (HMM) and calculate the belief P (O, w;λ) about the class model λ from Equation 11. The
observation per pose is the feature vector from Equation 6 of homogeneous clusters extracted via SEVDS
(see Equation 5). The sequence of observations along some trajectory contains the upcoming poses of the
vehicle as depicted in Figure 7a. A consequence of having metric grid maps is that via the shape constraints
in Equation 5, implicit sizes of clusters can be given. This influences the step size of every pose to decode
along the trajectory, so that empirically shape parameters for given step sizes can be found.
To compare the capabilities of the HMM against the static scenario from subsection 4.2, the same
process-relevant classes (denoted in brackets) were chosen to train four different models (K := 4 w.r.t.
Equation 11): Vulnerable Obstacles (Mannequin), Processable (Grass), Traversable (Ground), and Non-
Traversable (Vegetation). It is worth mentioning that the class Grass was removed from the model
Traversable to make it mutually exclusive against the model Processable.
The entire training was performed in a supervised fashion on the mapped data from the static scenario.
All inter-property models as depicted in 7c had five hidden states (L := 5 w.r.t. Equation 11) due to the
fact, that less states result in worse performance and more states do not show any improvements. The
minimum amount of states can be explained by the necessary modeling of the burn-in and out behaviours
as stated in 3.4.2, while more states do not improve the performance as the models tends to exit after the
fifth state. Further, the training set was extracted out of randomly generated trajectories, while the test set
represented trajectories driven by the vehicle. It was desired to forecast the class along the trajectory for as
long as possible, but the maximum length was constrained by two factors: First, the applied mapserver
only had a locally bounded area, where the maximum allowed range reading was equal to the size of
the outer boundary minus the inner boundary (Kragh et al., 2016). For the presented experiments, the
boundaries were set to 35m and 10m respectively, which resulted in a maximum forecast of 25m. Second,
not all sensors exploited this maximum range reading and further, closer areas tended to be more precise in
information due to the nature of the occupancy grid mapping algorithm. Thus, to have a fair comparison,
the decoding was done for a close range starting from the tractor at 0m to 12.5m (Figure 11a) and a far
range extending the former range from 12.5m to 25m (Figure 11b).
For training, the HMM was initialized as follows: All start and property probabilities were uniformly
distributed with an additive Gaussian noise. The transmission probabilities of the property models were
randomly initialized. The beta distribution mean for emission was set by k-means++ (Arthur and Vassilvit-
skii, 2007), while the variance was kept constant. Training and decoding was performed on all available
detection algorithms as presented in Table 2b.
5 DISCUSSION
The proposed architecture is an extension of the authors previous paper on occupancy grid mapping in
agriculture (Kragh et al., 2016). The current study has unified the system architecture and extended the
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previous approach by a class-specific evaluation of static obstacles plus a method for detecting and mapping
dynamic obstacles over time. Further, this paper has introduced a process evaluation method combining
mapped environment detections over time into agriculturally relevant properties.
The provided evaluation measured the end-to-end ability of both fused and individual algorithms to
detect and map elements with the provided architecture. That is, detections were not evaluated in local
sensor frames, but were instead evaluated after projection to local 2D grids and after global mapping. A
deficiency of such an evaluation was that it did not clarify why a given algorithm or sensor performed
badly. The end-to-end detection error may have originated from multiple sources such as sensor noise,
detection or local localization errors by algorithms, errors in intrinsic and extrinsic calibration parameters,
inaccurate grid map representations, robot localization errors, and errors in the ground truth annotations. To
isolate and quantify these error sources, GT data would be necessary for each link in the chain. However,
annotations of obstacles were only available as global GPS-coordinates and not in the local vehicle frame
or sensor frames (e.g. pixel-wise or bounding box annotation in camera images).
After fusing all sensors, the complete architecture reached an F1-score of 88.8% in static traversability
assessment (Table 2b) and 70.8% in dynamic obstacle detection (Table 4). The presented performance
measures are useful for showing relative improvement with fusion and for comparing proposed methods.
The metrics, however, can not quantify the safety-level of the system in real operation. A very low F1-score
for e.g. camera-based human detectors in Table 2a and Table 2b suggests that the combined localization
and detection is of insufficient performance. However, an actual safety system should not be evaluated
on F1-scores of a map, but instead on e.g. the decoded process-relevant properties along the traversed
trajectory as in Figure 11. As of today, no self-driving cars are certified for full autonomy, and, to the authors
knowledge, no regulations describe exactly what detection accuracy, precision, frequency etc. would be
required for certification. Instead, self-driving car manufacturers document their traveled distances during
testing without incidents and without human intervention. An actual certification might end up building on
measures like these. And most likely, autonomous vehicles in agriculture will follow and possibly extend
the regulations of self-driving cars, once available.
As shown in Table 2a and Table 2b, classification performance generally increased as more sensors were
introduced. However, different sensors detecting the same class may not always lead to a significant increase
in accuracy. In fact, this was the case for the radar. The fusion of all sensors in Table 2b gave an F1-score of
88.873%. The same setup without the radar gave an F1-score of 88.871%, which was hardly a significant
improvement. The specific radar and detection algorithm pair could thus be left out of the fusion setup,
as it did not contribute with more information. On the other hand, even with insignificant improvements,
additional sensors may still provide a more robust and redundant setup, thus mitigating single points of
failure. And with another radar, specifically targeting agricultural scenarios (e.g. by penetrating vegetation),
actual improvements in accuracy may be possible.
The results in Figure 10c (right) showed that the F1-score could be improved significantly by introducing
a cluster dilation corresponding to the vehicle size in the dynamic evaluation. Effectively, the dilation
mitigated the influence of localization and demonstrated the potential of the detectors when being less
sensitive to localization errors. An optimized localization, a model-based approach, or temporal tracking of
detected clusters would therefore potentially increase the combined detection and localization results.
As previously mentioned, localization errors could also originate from inaccurate grid map representations
in the ISMs. This could be caused by extrinsic and intrinsic calibration errors for each sensor, such that
detections in the local sensor-frames were incorrectly transformed to the vehicle-frame.
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Multiple heuristic models were introduced in the ISM to convert detections into occupancy probability
estimates. Heuristic model parameters have been selected to model both detection and localization uncer-
tainties for a given algorithm. In future work, these issues could be addressed by supervised training of
a function approximator for mapping detections from local sensor-frames to the vehicle-frame as well
as converting detection certainties to occupancy probabilities. Effectively, this could limit the number of
heuristics and improve both localization and detection accuracy. One example is the heuristic model used
for converting 2D bounding boxes to an OGM using a stereo camera as explained in paragraph 3.3.1.2. The
uncertainty for localizing an object is modelled using assumed radial and the angular variances. However,
the true radial and angular variances can be estimated more accurately from sensor calibrations. A more
extensive approach would be to train the ISMs end-to-end, such that environment detections were directly
output in local vehicle coordinates. However, this would contradict our applicable architecture approach
that allows easy setup of different sensor combinations and would require a much larger dataset for training.
The semantical occupancy mapping technique used competitive (Bayesian) fusion for similar modalities
followed by complementary (max-pooling) fusion for dissimilar modalities. This was both an intuitive and a
reasonable procedure for fusing information and was demonstrated to increase the F1-score. More advanced
procedures such as instance boosting could be trained to learn the optimal combination of semantical maps.
Such procedures would expectedly be less prone to misclassifications such as cameras blinded by the sun
or potential systematic errors. Comprising the three possible levels of fusion, which are fusion on raw
data, feature level, or decision level, our approach focuses on decision level fusion. Other approaches like
Kalman filtering techniques tend to work on raw data and at feature level which might result in better fusion
results, but also demand more effort in designing the filters themselves. Furthermore, varying setups cannot
be considered easily due to necessary redesign of the filter. On the other hand, model-free approaches like
particle filters have proven their capabilities also for occupancy grid map approaches by Korthals et al.
(2016), but would need deeper insights into the sensors’ design to build up proper fusion. As stated before,
this approach pursues the easy changeability and extendability of sensors and other information sources.
Considering this condition, the occupancy grid mapping technique tends to be the most versatile approach,
which allows the combination and incorporation of information also after the sensor data has been mapped.
Process evaluation was implemented to be executed at runtime. The Hidden Markov Model (HMM) was
applied to decode the most recent SOGM along the upcoming vehicle trajectory. This approach allowed
the process evaluation along a vehicle trajectory to predict and steer machine parameters for upcoming
situations. The training and decoding was performed such that intra-property-HMMs modeled the process-
relevant classes for a grass mowing scenario which were linked together in a inter-property-HMM. Results
showed a detection rate of over 90% for every class in near-field situations, whereas the detection rate
degraded noticeably in far-field situations. The drop performance can be explained by the map-building
process. Far-field areas have only been observed a few times and are therefore prone to classification
errors. Near-field areas have been observed more often and are less sensitive to similar noise. Furthermore,
detection algorithms are expected to perform better at short range. Thus, the proposed HMM approach for
combining the classifications inside the SOGM has proven its capabilities to learn the process’s statistics
and correct combination of SOGMs to predict the correct classes. Other approaches such as boosting are
applicable for classifier fusion as well. However, the structure of HMM is better suited for modelling the
statistics and consecutiveness of the given processes.
However, with our proposed architecture pipeline and information processing we have shown that with
each combination of classifiers, an overall increase of the F1-score can be reached. With up to 88.8%
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in a 10 cm cell-wise, globally mapped evaluation for obstacle scenarios, our approach represents a state-
of-the-art solution for environment classification in agricultural scenarios. Similar results were achieved
for mapping semantical classes so that further mowing processes can be prospectively controlled by this
information. Finally, the proposed application of HMMs to decode process-relevant information directly
from the SOGMs has shown that our architecture is online applicable.
6 CONCLUSION AND FUTURE WORK
In this work, we have presented an information processing architecture for global mapping and process
evaluation in an agricultural grass mowing scenario. The proposed architecture consists of four components:
Sensor Platform, Inverse Sensor Models, Fusion and Mapping, and Process Evaluation. The sensor platform
comprises all applied sensors for localization and environment data acquisition, such as stereo camera,
radar, lidar, and thermal camera. The inverse sensor models (ISMs) describe the sensors’ data processing for
detecting and localizing process-relevant properties and objects in the environment, like grass, vegetation,
and humans. The ISMs are 2D grid-based, non-parametric representations of the detection outputs. Fusion
and mapping is performed on the ISMs which are referenced and fused based on the occupancy grid
mapping algorithm into a semantical occupancy grid map (SOGM) stack. Process evaluation applies a
Hidden Markov Model-based approach to first train and then quantify the environment along the vehicle’s
trajectory to reveal process-relevant information out of the SOGMs.
To evaluate the capabilities of the mapping approach, we compared the mapping and fusion of ISMs in
a static and dynamic obstacle scenario against the FieldSAFE dataset. For both scenarios, we reported
detection results for individual classifiers, fusion among classifiers, and fusion among sensors. In the
static case, detection and localization results improved when introducing information fusion, first through
competitive fusion among classifiers detecting similar classes, and second through complementary fusion
among sensors and algorithms detecting different classes. For detecting humans in the dynamic evaluation,
only classifiers that were able to detect these were fused accordingly, before a grid cell clustering was
applied to retrieve consistent human hypotheses. Further, the SOGM method was extended with forgetting
capabilities to adapt the mapping approach to dynamic environments. Similar to the static evaluation, a
combination of multiple sensors led to an overall improvement in detection of dynamic obstacles.
In future work, we want to incorporate geodata acquired by satellites, drones, or planes from which we
directly derive process-relevant information into the detection pipeline. This approach will overcome issues
like complex sensor registration, weather conditions, and false detections for static properties and objects
in the environment, and will therefore improve and harden our setup. Further, we want to apply supervised
training of the mapping from sensor-frames to the vehicle-frame for ISMs, thereby reducing heuristics and
improving global localization.
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(10a) Dynamic evaluation of TP, FP, and FN acquisition. (10b) Dynamic evaluation example. Valid clusters
are colored white, and GT positions of humans



















































(10c) Precision, recall, and F1-score over increasing minimum cluster size for different setups from Table 3.
ForgetRate = 6 and ForgetValue = 0.8. Left: No dilation. Right: Dilation by vehicle radius of 2.5m.








































(10d) F1-score over increasing ForgetValue with different ForgetRate (FR).
Figure 10. Evaluation of dynamic scenario.
Frontiers 35




















99.8 0.1 0.1 0.0
4.4 95.4 0.2 0.0
2.1 0.2 97.2 0.0
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95.1 1.4 0.4 0.1
7.3 91.1 1.5 0.1
11.6 4.1 84.2 0.1
14.1 5.2 0.8 79.9
(11b) Confusion matrix for far field.
Figure 11. Results for decoding the corresponding classes along the trajectory at close and far range.
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Abstract— In recent years, the drive of the Industry 4.0 initia-
tive has enriched industrial and scientific approaches to build
self-driving cars or smart factories. Agricultural applications
benefit from both advances, as they are in reality mobile driving
factories which process the environment. Therefore, acurate
perception of the surrounding is a crucial task as it involves
the goods to be processed, in contrast to standard indoor
production lines. Environmental processing requires accurate
and robust quantification in order to correctly adjust processing
parameters and detect hazardous risks during the processing.
While today approaches still implement functional elements
based on a single particular set of sensors, it may become
apparent that a unified representation of the environment
compiled from all available information sources would be
more versatile, sufficient, and cost effective. The key to this
approach is the means of developing a common information
language from the data provided. In this paper, we introduce
and discuss techniques to build so called inverse sensor models
that create a common information language among different,
but typically agricultural, information providers. These can be
current live sensor data, farm management systems, or long
term information generated from previous processing, static
drone images, or satellites. In the context of Industry 4.0, this
enables the interoperability of different agricultural systems
and allows information transparency.
I. INTRODUCTION
Agricultural vehicles are complex, mobile processors of
biological products that operate in unstructured and con-
stantly changing environment. While the operation of these
vehicles was initially relatively simple, today their setup and
use requires trained specialists due to the requirement of
increasing efficiency and lowering overall costs. However,
without automation and the augmenting of parameter op-
timization in the process chain, throughputs, and farming
yields would be much smaller than usual. For instance, auto-
mated steering systems employed in harvesting use LiDAR
systems to scan the area between the crop and stubble in
order to automatically guide the harvester along the edge;
and seed drills save GPS data and the machine parameters
of sowing which are used later to minimize the utilization
of fertilizer spreaders.
Focusing the automation and in particular its implemen-
tation, all applications follow the same paradigm of having
a distinctive set of sensors, a processing unit, and an ac-
tuator interface to steer the vehicle or manipulate process
parameters. While this approach allows simple, distributed
1Bielefeld University, Cluster of Excellence Cognitive Interaction Tech-
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and modular modification, with increases in automated func-
tionality its installation and maintenance becomes unfeasible
due to the sheer number of sensors and processing units
required. Furthermore, the potential for sensor fusion is
completely squandered. An alternative approach is pursued
by the authors, that of building a common inner semantical
representation of the environment based on occupancy grid
maps, from which all further automation is derived [1], [2].
These grid maps are arranged in multiple overlapping layers,
where each one is occupied by localized classifications.
While the authors have already provided a proof-of-
concept of semantical grid mapping approaches in agriculture
[3], requisite information and instructions for building sensor
models based on sensors and other data sources is still
lacking. In contrast to robotic and automotive approaches,
where grid mapping based applications are well known,
agricultural environments and applications especially vary
greatly and therefore have to be treated accordingly. With
respect to Fig. 1 and [4], this contribution focuses on the
Inverse Sensor Modeling component.
The paper is organized as follows: Section II presents a
brief introduction to occupancy grid maps, their extension to
the semantical representation. Section III presents the gath-
ered experience and approaches to building sensor models
derived from previous agricultural research projects. Finally,
Section IV presents further ideas and points to next steps in
agricultural applications in Industry 4.0.
II. RELATED WORK
Occupancy grid maps are used in static obstacle detection
for robotic systems, which are a well-known and a commonly
studied scientific field [5], [6], [7]. They are a component
of almost all navigation and collision avoidance systems de-
signed to maneuver through cluttered environments. Another
important application is the creation of obstacle maps for
traversing an unknown area and the recognition of known
obstacles, so supporting the localization. Recently, occu-
pancy grid maps have been applied to combine LiDAR and
RADAR in automotive applications, with the goal of creating
a harmonious, consistent and complete representation of
the vehicle’s environment as a basis for advanced driver
assistance systems [8], [9], [10].
A. Occupancy Grid Mapping
Two-dimensional occupancy grid maps (OGM) were orig-
inally introduced by Elfes [11]. In this representation, the
environment is subdivided into a regular array or a grid of
quadratic cells. The resolution of the environment represen-
tation directly depends on the size of the cells. In addition to
Fig. 1: Semantic occupancy grid mapping framework
this compartmentalization of space, a probabilistic measure
of occupancy is associated with each cell. This measure
takes any real number in the interval [0, 1] and describes
one of the two possible cell states: unoccupied or occupied.
An occupancy probability of 0 represents a space that is
definitely unoccupied, and a probability of 1 represents a
space that is definitely occupied. A value of 0.5 refers to an
unknown state of occupancy.
An occupancy grid is an efficient approach to representing
uncertainty, combining multiple sensor measurements at the
decision level, and to incorporating different sensor models
[10]. To learn an occupancy grid M given sensor information
z, different update rules exist [5]. For the authors’ approach,
a Bayesian update rule is applied to every cell m ∈ M
at position (w, h) as follows: Given the position xt of a
vehicle at time t, let x1:t = x1, . . . , xt be the positions of
the vehicle’s individual steps until t, and z1:t = z1, . . . , zt the
environmental perceptions. For each cell m of the occupancy
probability grid the probability that this cell is occupied by an
obstacle. Thus, occupancy probability grids seek to estimate










This equation already describes the online capable, recursive
update rule that populates the current measurement zt to
the grid, where P (m|z1:t, x1:t) is the so called inverse
sensor model (ISM). The ISM is used to update the OGM
in a Bayesian framework, which deduces the occupancy
probability of a cell, given the sensor information.
B. Extension to Agriculture Applications
The adaptation of OGM techniques to agricultural appli-
cations appears to be merely a matter of time but is not that
obvious and intuitive to apply on the second sight. Robotic
and automotive applications have in common that they both
want to detect non-traversable areas or objects occupying
their path. Such unambiguous information is used to quantify
the whole environment sufficiently for all derivable tasks,
such as path planning or obstacle avoidance, to be completed.
When assumptions like a flat operational plane or minimum
obstacle heights are made, sensors frustums oriented parallel
to the ground are sufficient for all tasks
In agricultural applications, obstacle recognition is not
essential as they act on and process their environment. There-
fore, quantification of the environment involves features such
as processed areas, processability, crop quality, density, and
maturity level in addition to traversability. In order to map
these features, single occupancy grid maps are no longer
sufficient and therefore, semantic occupancy grid maps that
allow different classification results to be mapped are used.
Furthermore, sensor frustums are no longer oriented parallel
to the ground, but rather oriented at an angle to gather
necessary crop information (cf. Fig. 2).
The extension to semantic occupancy grid maps (SOGM)
or inference grids is straightforward and is defined by an
OGM M with W cells in width, H cells in height, and N
semantic layers (c.f. Fig. 1):
M : {1, . . . ,W} × {1, . . . , H} → m = {0, . . . , 1}N (2)
Compared to a single layer OGM which
allows the classification into three classes{
occupied, occupied, unknown
}




different classes allowing much higher differentiability in
environment and object recognition. The corresponding
ISMs are fused by means of the occupancy grid algorithm
to their nth associated semantical occupancy grid.
The location of information in the maps is required to
be completed by mapping under known poses approaches
[6]. As proposed by REP-1051 and realized by the authors
in [4], information is mapped locally via Kalman filtered
odometry and inertial navigation measurement. The maps
themselves are globally referenced which on the one side
allows smooth local mapping in the short term without the
discrete jumps caused by global positioning systems using a
Global Navigation Satellite System (GNSS), but also allows
global consistent storing and loading of information.
While the actual features are very diverse of agriculture
applications, this publication does not primarily focus on











ZS (XS , YS)
Fig. 2: Ground oriented LiDAR for crop rectification
III. EXPLICIT ISM GENERATION FOR SPECIFIC SENSORS
A. Local Sensor Based ISM
1) LiDAR based Mapping: LiDAR sensors measure the
distance to an object and depending on their capabilities,
also the reflectance. The distance can directly be used to
deduce free (s.t. the area between the measured distance and
the sensor) and occupied space (s.t. the location of measured
distance) in a planar environment. This is commonly utilized
for robotic and automotive tasks, where a well-known inverse
sensor modelling technique directly derives the correspond-
ing ISM. In agriculture, however, it is common for LiDAR
sensors to face downwards as shown in Fig. 2, in order to
detect the soil or crop that needs to be processed. This results
in the circumstance that the measurement can only be taken
at the corresponding target point, and no implications can be
done along the measurement.
Naively mapping the related classification in the point
of measurement in the vehicles coordinate frame would
result in scattered maps from which further applications are
hardly derivable (c.f. Fig. 3). Therefore, the actual Gaussian
measurement uncertainty σS needs to be introduced as in
the common planar model, but with its appropriate error
propagation. Assuming σφ, σξ, σγ beeing gaussian noise
in the angular positioning caused by vehicle’s steering, and
σx, σy , σz to be the positioning caused by vibrations of the




at the point of interest as follows: First, the
transformation of the scalar distance measurement S in the









S +T(x, y, z) (3)
where T is the translation between the sensor and the
vehicle frame. For error propagation, the functions need to
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Fig. 3: Harvesting scenario (left), resulting SOGM from crop
















The Jacobian is a function of its arguments J(S, φ, γ, ξ),
which means that it is required to be evaluated for every new
sensor measurement. Equation 5 describes the full covariance
matrix which can be applied to calculate the uncertainty
distribution for every measurement.
Two assumptions have been made in this model to make
the error model tractable: first, that the uncertainty in angular
movements resides in the coordinate frame of the laser
scanner and second, that the uncertainty in translation is
uncorrelated from the angular ones. The assumptions do not
fully hold, due to the fact that rolling, pitching and yawing
do not occure in the laser scanner frame, but in some other
arbitrary frame, depending on the current ground conditions
and vehicle’s steering. To simplify the model even more, the
uncertainty in z can be omitted, because in the later sensor
modeling component, only the projection into the xy-plane
is important. Further, rolling is omitted as it is negligible in

























The influences of error propagation are depicted in Fig. 3
where a two class classifier for crop derives the ISMs
which are mapped to the global coordinate system. The
resulting map without error propagation is very sparse which
makes further functionality derivation without heuristical
post processing unfeasible. Introducing error propagation and
respecting the model uncertainties, on the other hand, results
in a much more sufficient and consistent map where further
classification can easily be applied.
Further improvements in classification can be achieved by
first mapping the raw LiDAR data to a globally referenced
representation from which further ISMs with much higher
quality can be derived. More advanced LiDAR systems
scanning in multiple planes bypass the raw mapping and
directly enable rich classifiers like Support Vector Machines
to process the data as proposed by [3].
Fig. 4: Inverse Perspective Mapping of RGB image
Fig. 5: (Left) Grass and human predictions in a mowing
application classified by a fully convolutional network for
semantic segmentation [15] and the corresponding ISMs
generated by IPM (right)
2) Inverse Perspective Mapping: Inverse Perspective
Mapping (IPM) is a geometrical transformation that projects
an image to a ground plane surface as shown in Fig. 4. For a
flat surface, the perspective effect is removed by transforming
the viewpoint from a camera view to a birds eye view.
This technique has been used in automotive applications
where assumptions about camera pose and a flat world with
respect to the street are sufficient [13], [12]. However, even
slight deviations in camera inclination and height result in
large errors, more advanced, adaptive techniques have been
developed which calculate the camera pose online by using
the borders of the road or lane markers [14].
However, an unstructured agricultural environments does
permit such dynamic techniques and thus, they are either
treated as a static scenario, where the camera pose relative
to ground surface does not change, or the transformation
between the extrinsic and flat plane is calculated dynami-
cally with support of an inertial measurement unit (IMU).
The whole IPM for mapping image coordinates xP|px =
(u, v, 1)
T to surface xFP|m = (x, y, z ≡ 0, 1)
T is defined
by three parameter transformations: the intrinsic PTC from
the camera perspective to the camera frame, the extrinsic
CTV from the camera frame to the vehicle frame, and VTFP
which transforms from the vehicle frame to the flat plane
(FP) frame. This leads to
xP|px = PTC · CTV · VTFP · xFP|m (7)
To build the actual ISM, the image first needs to be classified
and then transformed to the flat plane by means of Equation 7
(c.f. Fig. 5).
Values of an ISM are the probability of a grid cell being
occupied by a giving classification. As indicated in Fig. 5,
the area that is not visible by the camera is set to 0.5 to
represent the fact no information is provided for areas that
are not visible to the camera. Visible areas with no detections
are set below 0.5 to indicate that the area is not expected to
Fig. 6: Input image (left), classification based on semantic
segmentation (middle) and corresponding ISM with detection
cut-off after class occurrence along the focal axis
Fig. 7: Bounding box detection to ISM
be occupied by the given class. Values above 0.5 indicate
that the area is expected to be occupied by the given class.
For detecting flat class elements such as road-lane mark-
ings or grass, the IPM algorithm is able to provide good
approximations of the actual inverse perspective mapping.
Elevated elements violate the IPM ground plane assumption
and will stretch elements unnaturally and incorrectly across
large areas as indicated in Fig. 4.
To avoid the stretching artifacts of tall objects, different
approaches are proposed. A naive approach for pixel based
classifiers states that all objects classified as being other than
ground are standing perpendicular on the ground. Therefore,
one can perform a ray trace along the focal axis and mark
all cells behind a detected object as unknown (c.f. Fig. 6)
[16], [3].
Another approach generates three dimensional object lo-
cation hypotheses by first estimating the distance to the
corresponding detection. This can be achieved by either using
the abovementioned naive approach or using a depth sensor
like a stereo camera or LiDAR which is registered to the
camera.
Second, when using classifiers like YOLO [17] which of-
fers classified bounding boxes, the four bounding box corners
are mapped to real world coordinates using the estimated
distance to a detection and the intrinsic camera parameters.
The bounding box position and extent are derived in 3D and
is represented as depicted in Fig. 7 by cylinder specified by
a center, height, and width.
Detections are mapped to values above 0.5 with a Gaussian
distribution to indicate the existence of an obstacle with
corresponding localization uncertainties. The localization un-
certainty for the camera depends on the radial coordinate
(distance to the object) and angular coordinate (angle to
object), where accuracy degrades with increasing distance
and angle. The procedure for converting a 2D bounding box
to an ISM using distance estimates is presented in Fig. 7.
Using the estimated distance of a detected object and the
intrinsic camera parameters, the four bounding box corners
are mapped to world coordinates.
Lastly, the concept of contradicting IPM is introduced








Fig. 8: Simplified error assumption in flat plane assumption
according to height
Fig. 9: RGB input image and scanline based classification
for crop plane (left), inverse perspective mapping of classifi-
cation for crop and ground plane (middle) and corresponding
fused contradicting ISM (right)
with the abovementioned IPM scenarios, this discrimination
is necessary as the camera rectifies no common ground in
the lower areas of the image as depicted in Fig. 9 which
refutes former assumptions. Neglecting this fact would result
in drastically wrong localization of detections, as visualized
in Fig. 8, which indicates that the localization error σd in





If this simple error propagation is applied to a hypothetical
example of small crop with for example a height of 0.5
meters and a camera installation height of 1.5 meters where a
feature 10 meters away should be mapped, the resultant error
is one of 3 meters. Therefore, two flat plane assumptions are
calculated, one for the ground and one for the crop height
resulting in two different ISMs. These can then be combined
by Dempsters rule of combination leading to contradictions
[18], which is visualized in Fig. 9. From the emerging
contradictions in Fig. 9 (right), it can be seen that vehicle
traces appear which are actually the contradicting occlusion
in both IPMs.
3) Ambiguous Sensor Mapping: Ambiguous sensor read-
ings originate from sensors with very bad angular or distance
resolution by definition of the authors. As depicted in Fig. 10
LiDAR systems can achieve very accurate positioning and
are therefore the preferred sensors for mapping. However,
they are by far the most cost- and power intensive systems.
Other sensing techniques are more cost and power efficient
but are commonly neglected due to their high noise or
inaccuracy. Nevertheless, the authors have demonstrated that
even with poorly embedded sensors, sufficient environment
detection can be achieved [19] by designing an inverse
particle filter which samples from the sensors uncertainty
distribution. At present, this technique has only been ap-
plied in laboratory conditions and therefore, real agricultural
applications remain pending.
(a) LiDAR (b) SONAR (c) Proximity
Fig. 10: Standard error contour of qualitative sensor cones
(·: Sensor position, x: Obstacle, -)
Fig. 11: Top view of crop field with an applied inverse sensor
model for the cutter bar: gray shaded area being of high
probability that the cutter bar has been applied on that region
B. Application Models
Application models are straight forward to implement and
only depends on the localizing accuracy. Building such a
model is only dependent on the geometrical shape of the
agricultural implement. That means on the other hand, that
ISM is a static and primitive shape in the local frame of
the vehicle which leaves a probabilistic footprint where
the implement has been applied to the crop as depicted
in Fig. 11. When incorporating inaccurate localization, the
shape needs to be transformed accordingly.
C. Map Services
Geodata acquired by satellites, drones, or planes with high
recording frequencies as well as its partially free availability,
make this information increasingly attractive for agriculture.
In this context worth mentioning are the Sentinel program2,
the hyperspectral system EnMap3, the RapidEye constella-
tion4 as well as the start-up companies Skybox Imaging5 and
Planet Labs6. In addition, the release of the long-standing
Landsat archive now offers many opportunities for agricul-
tural applications, such as the generation of profit potential
maps. There is a trend towards direct access to such data
and towards appropriate image excerpts using web servers or
APIs. As part of spatial data infrastructures, data (e.g. land
and terrain data) are published interoperably and often free
of charge via web services. In particular, Annex III of the
INSPIRE Directive7 requires EU member states to provide
data. However, for a precision farming service or a precision

















Fig. 12: Classification decomposition of hand labeled ortho-
graphic photograph [3]
linked (for example, weather data play a crucial role in most
agricultural processes), or complex procedures and algo-
rithms are required to derive the desired information from the
data. Subsequent downstream services will continue to play
an increasingly important role in agriculture. The European
Union, for example, specifically supports the development
of such services based on Copernicus data by SMEs. At the
endpoint of the downstream services, information products
(such as humidity maps, biomass maps and yield forecast
maps) are often available, which can be integrated into other
applications or devices. The combination and the inclusion
of all the information sources and their derivation for the
identification of machine parameters is one essential part
which can be handled by ISMs. As an example, a static and
classified drone image can be easily transferred to a semantic
ISM by decomposing all classes and loading the appropriate
area during operation (c.f. Fig. 12).
IV. CONCLUSION AND OUTLOOK
The authors have presented an information representation
as semantic grids which can be maintained among different
modalities and sources. It utilizes the idea of the ISOBUS
standard, which was designed with machinery interoperabil-
ity in mind, and allows every sensory source to publish or
access its information in a general grid format. The main
aspect of this contribution focused on different techniques,
originating from literature, practical experiments, and expe-
rience, of actually building these representations.
As the acquisition and localization of data are sufficiently
solved, further research will concentrate on planning and
control of such diverse data. Furthermore, learning ap-
proaches have not been confronted in this application which
directly maps a sensor reading to the appropriate locality and
probability. These techniques were introduced by Thrun [6]
and have been applied by the authors. However, following
the engineering path of building inverse sensor models is far
more robust and intuitive. At present, only a few approaches
are known to the authors and therefore, more applications
extending from direct control architectures up to holistic
farm management systems are of great interest. Approaching
rich control architectures in agricultural environments allows
an interesting area of overlap between robotics and Industry
4.0 to emerge, s.t. simultaneously planning and processing.
Mathematical frameworks exist, where in agriculture the
particular issue will driven by the information representation
and how it is incorporated into environmental processing.
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In recent years, convolutional neural networks have shown great advances on different image recognition
tasks. The networks allow for large model capacities, and the combination with continually growing datasets
has led to remarkable improvements in classification performance. Extensions to 3D data formats such
as point clouds from a lidar sensor have shown similar trends, in which self-learned features outperform
hand-crafted features on most detection and classification tasks. However, whereas annotated 2D image
datasets are widely available, only few datasets exist publicly with annotated 3D point clouds. In this paper,
a semi-automated annotation process is proposed to acquire a large-scale point-wise labeled dataset. 3D point
clouds from a Velodyne lidar are converted to 2D range images, and a state-of-the-art fully convolutional
neural network is used for semantic segmentation. 3D points are further projected onto color and thermal
images, allowing multi-modal fusion across three sensing modalities commonly used for obstacle detection.
Preliminary results show that the classification performance is affected by class imbalance and annotation
errors caused by label misalignment. However, the results further show that a custom loss function is
partially able to mitigate the label misalignment, when class-specific costs are introduced during training.
To date, fusion with color and thermal images has not improved classification performance, possibly due to
calibration inaccuracies. Future work will therefore focus on sensor calibration and synchronization, as well
as ground truth data refinement.
Keywords — deep learning, semantic seg-
mentation, multi-modal, range images, lidar,
color camera, thermal camera
I. Introduction
Within the past decade, deep learning has
shown great advances on object recognition
and semantic segmentation on 2D images.
Based on large annotated datasets, convo-
lutional neural networks (CNNs) automati-
cally learn hierarchical feature representations
specifically designed for classification and seg-
mentation tasks. An extension to 3D is straight-
forward, as 2D convolutions and pooling op-
erations can be replaced by 3D equivalents.
However, the following increase in the num-
ber of parameters and memory consumption
forces such networks to have much smaller in-
put dimensions in order to run on even the
best modern graphic cards. It further forces
the 3D data to be grid-based like images. The
Voxnet network (Maturana and Scherer, 2015)
has succesfully applied a 3D CNN on the Mod-
elNet dataset (Wu et al., 2015), however with
an input resolution of only 323 voxels. The
Octnet network (Riegler et al., 2017) has since
then utilized an octree data structure to avoid
1
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unnecessary computations and memory use of
empty voxels. Effectively, this has increases the
possible input dimensions to 2563 on the same
dataset.
Irregular sampled 3D data such as point
clouds from a lidar can be voxelized to fit
into a 3D grid. This has shown to work well
with 3D CNNs on small segments (Maturana
and Scherer, 2015), but requires an efficient re-
gion extraction mechanism that only forwards
relevant segments to the CNN for classifica-
tion. However, voxelization does not work
well with sparse data such as Velodyne point
clouds, since the point density decreases with
distance and thus requires either very large
voxels to work across the entire cloud or re-
sults in an increasing number of empty voxels
with distance. Therefore, other data represen-
tations have been proposed for sparse point
clouds that specifically address point neighbor-
hoods without voxelization. Pointnet (Qi et al.,
2017) treats a point cloud like an unordered
set of points and proposes a network archi-
tecture with permutation-invariant operations.
The network achieves object classification re-
sults on par with state-of-the-art voxelized net-
works, and can be further extended to semantic
segmentation by concatenating global features
with point-wise features. Another data repre-
sentation exploits the data acquisition principle
of a rotating lidar to generate 2D range images.
A range image is a 2D grid-based representa-
tion of range measurements based on a projec-
tion of 3D points to a cylinder plane. It was
first used in the context of deep learning for
unsupervised feature learning (De Deuge et al.,
2013). Since then, it has been used as input for
fully convolutional networks (FCNs) (Li et al.,
2016; Wu et al., 2017) to detect 3D bounding
boxes of vehicles on the public KITTI dataset
(Geiger et al., 2013). On the same dataset, Chen
et al. (2017) have proposed the Multi-View
3D (MV3D) network, combining range images
with bird’s-eye view 2D grid maps, thus pro-
viding the network with multiple data repre-
sentations of the point clouds. MV3D further
fuses the two lidar views with an RGB image
by projecting 3D region proposals to the 2D
image followed by concatenation of features ex-
tracted from similar regions in the three views
(range image, bird’s-eye view, and RGB image).
Unlike 2D image recognition and semantic
segmentation where multiple large-scale an-
notated datasets are available publicly (Deng
et al., 2009; Mottaghi et al., 2014), only a few an-
notated public datasets with 3D points clouds
exist. The semantic3d.net dataset (Hackel et al.,
2017) provides large-scale manually annotated
point-wise labels of various urban and subur-
ban environments. The dataset is acquired us-
ing static surveying-grade laser scanners and
thus provides extremely reliable range mea-
surements. However, the point clouds are not
easily converted to e.g. range images, and
the dataset does not represent realistic point
clouds acquired with moving multi-beam li-
dars. Therefore, most research on deep learn-
ing for point clouds acquired with autonomous
vehicles use annotated bounding boxes of ve-
hicles and pedestrians from the KITTI dataset.
Recently, Wu et al. (2017) built a Velodyne li-
dar simulator into the video game Grand Theft
Auto V to easily obtain more training data. Sim-
ilarly, the open-source AirSim simulator (Shah
et al., 2017) allows custom-built sensors such
as a multi-beam lidar to be simulated in physi-
cally and visually realistic environments. How-
ever, even the most modern computer graphic
engines still use relatively simple geometric
models for objects such as cylinders for pedes-
trians (Wu et al., 2017).
Therefore, in this paper, a semi-automated
annotation process is proposed to acquire a
large-scale dataset with point-wise labels for
3D point clouds. The publicly available Field-
SAFE dataset (Kragh et al., 2017) was used for
this purpose, as it provides a GPS-referenced
ground truth map of the environment with
pixel-wise labels. By georeferencing 3D point
clouds from consecutive lidar frames, ground
truth labels are appended from the annotated
map, thus providing a large-scale annotated
dataset. The lidar point clouds are converted
to 2D range images, and a state-of-the-art fully
convolutional neural network is applied for
semantic segmentation. As the FieldSAFE
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dataset further includes a stereo and a ther-
mal camera, the 3D points are projected onto
color and thermal images. This provides ad-
ditional range image channels and allows for
comparison of multi-modal fusion across lidar,
color camera, and thermal camera.
The main contributions of the paper are
threefold:
• Multi-modal fusion of lidar, color camera,
and thermal camera using a deep neu-
ral network for semantic segmentation on
range images.
• Semi-automated annotation process uti-
lizing the projection of georeferenced
point clouds onto a manually labeled or-
thophoto.
• Evaluation of multi-modal semantic seg-
mentation on a publicly available obstacle
detection dataset in agriculture.
The paper is divided into 7 sections. Section
2 presents the dataset in both point cloud and
range image format. Section 3 presents the
network architecture for a deep convolutional
neural network performing semantic segmen-
tation on range images. Section 4 presents the
training strategy and how to deal with class
imbalance. Section 5 presents experimental
results followed by a discussion in section 6.
Ultimately, section 7 presents a conclusion and
future work.
II. Dataset
For training and testing our method, we use the
publicly available FieldSAFE dataset (Kragh
et al., 2017) for multi-modal obstacle detection
in agricultural fields. The dataset includes ap-
proximately two hours of recordings from a
grass field in Denmark in October 2016. Both
static and dynamic obstacles were present dur-
ing the recordings. However, in this paper, we
only use the section of the dataset containing
static obstacles. Figure 1 illustrates example
obstacles from the dataset.
The dataset includes calibrated and synchro-
nized data from a Velodyne HDL-32E lidar, a
Multisense S21 stereo camera, and a Flir A65
thermal camera.
Annotations, however, are not available for
each sensor in its local sensor frame. Instead,
an annotated, drone-recorded orthophoto re-
lates global (geographic) coordinates to class
labels. In order to acquire point-wise labels for
all 3D point clouds, we therefore have to trans-
form local sensor data into global coordinates
and look-up class labels from the annotated
ground truth map.
i. Ground Truth
Using the localization data of the tractor pro-
vided by the FieldSAFE dataset, all point
clouds are georeferenced. That is, 3D points
are transformed from the lidar frame to the
world frame in UTM coordinates. Figure
2a shows global coordinates colored by their
height above sea level. The point cloud is an ac-
cumulation of all frames during a single traver-
sal along the edge of the field. As the grass
field has a general slope in one direction, the
coloring does not directly correspond to the
height above ground level. Figure 2b shows the
lidar reflectance/intensity which is a measure
of the intensity of the reflected laser beams. It
depends on the traveled distance of the light,
the incident angle, and the material of the re-
flection. Figure 2c and 2d show the RGB colors
and temperatures projected from the stereo
camera and the thermal camera, respectively.
As the two cameras only cover part of the field
of view (FOV) of the lidar, these two point
clouds have considerably fewer points than 2a
and 2b.
Point-wise ground truth annotations are ob-
tained by looking up class labels in the anno-
tated ground truth map. This is accomplished
using a nonreflective similarity transformation,
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Figure 1: Examples of static obstacles. Adapted from Kragh et al. (2017) with permission.
Figure 2e shows the resulting combined georef-
erenced point cloud colored by class labels pro-
jected from the ground truth map. Black pixels
denote undefined areas that included moving
objects during recording. Since the annotated
drone orthophoto is static, these movements
were not recorded in the ground truth map and
should thus be ignored during training.
As the FieldSAFE dataset only includes a
single field, the data must be split in order to
obtain distinct subsets for training, validation,
and test. However, no possible splits can avoid
potential issues concerning inter-subset correla-
tion and class imbalance. As a compromise, the
dataset is therefore split geographically such
that all classes are represented in all subsets,
and such that inter-subset correlation is mini-
mal. Figure 2f illustrates the splits into a train-
ing set (green), a validation set (blue), and a
test set (red).
ii. Range Images
As described above, we apply a range image
format to the individual point clouds as in Li
et al. (2016), thus making point neighborhoods
well-defined when processed by a subsequent
2D convolutional neural network.
The Velodyne HDL-32E lidar has 32 laser
beams, each rotating 360◦ with 10 Hz. Each
scan (360◦ rotation) can therefore be thought
of as a range image. That is, a polar sam-
pled cylinder image with range intensities. The
(x, y, z) Cartesian coordinates are converted to
polar (r, θ, φ) coordinates using:
r =
√
x2 + y2 + z2 (2)








The range r defines the intensities of the range
image, whereas the azimuth θ and elevation
φ angle spans define the width and height,
respectively.
With a horizontal FOV of 360◦ and an an-
gular resolution of approximately 0.165◦, the
image width is 2176 pixels. The vertical FOV,
however, is only 41.34◦ with a much smaller
angular resolution of 1.33◦. A vertical upsam-
pling to the same resolution as the horizontal
one of 0.165◦ results in an image height of 250
pixels. Since this is relatively close to 28 = 256,
which is a convenient size for deep learning
algorithms, we allow a small deviation in the
horizontal and vertical resolutions and thus
force an image height of 256 pixels. Combined,
this results in range images of size 2176 × 256
pixels. To avoid undefined pixels, a nearest
neighbor interpolation is applied both horizon-
tally and vertically, thus assigning each pixel
by its nearest projected range value.
Figure 3 illustrates an example of a range
image and its pixel-wise ground truth labels.
Figure 3a shows the label image. Black pix-
els denote undefined areas, either due to the
black, undefined regions in Figure 2e or due
to a static mask which is applied on all labeled
range images. The mask covers all regions in
the range images where the tractor and sensor
platform are visible. By regarding these as un-
4
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(a) Height above sea level (pseudo-colored) (b) Intensity (pseudo-colored)
(c) RGB colors (d) Temperature (pseudo-colored)
(e) Ground truth (f) Assigned datasets: training (green), valida-
tion (blue), and test (red)
Figure 2: Georeferenced points colored by different channels. For technical reasons, only 10% of all points are shown.
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(e) Temperature channel (pseudo-colored)
Figure 3: Channel examples represented in range image format.
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defined in the ground truth range image, the
network effectively ignores the regions during
training. Figure 3b shows the range channel
generated from the lidar range measurements.
The channel is pseudo-colored with increasing
range from blue to yellow. The range channel is
represented as unsigned 16-bit integers scaled
linearly in the range interval 0 m to 100 m. Re-
gions with no laser returns (e.g. when point-
ing towards the sky) are assigned maximum
distance. Figure 3c shows the reflectance in-
tensities from the laser measurements. The
intensities are represented as unsigned 8-bit in-
tegers directly from the lidar. Figure 3d shows
the RGB color channels from the stereo cam-
era, with each channel represented as unsigned
8-bit integers. The stereo camera image was
converted to range image format by projecting
lidar points onto the image utilizing the known
static transformation between the sensors and
the intrinsics of the camera. Figure 3e shows
the temperature channel from the thermal cam-
era, generated using the same procedure as
for the stereo camera. The thermal camera
provides absolute temperatures as unsigned
16-bit integers with a resolution of 0.04 ◦C and
a temperature range from −273 ◦C to 2348 ◦C.
For outdoor obstacle detection, however, such
extreme temperatures are unlikely to appear.
Therefore, the temperature channel is repre-
sented as unsigned 16-bit integers scaled lin-
early in the temperature interval 0 ◦C to 50 ◦C.
III. Network Architecture
For classifying each point in the point clouds,
we apply a state-of-the-art CNN for semantic
segmentation by Jégou et al. (2017) on the range
images. The network is a fully convolutional
extension of the DenseNet (Huang et al., 2016)
architecture including an upsampling path to
match the image input dimensions. Using skip-
connections between the encoding and decod-
ing paths, the network utilizes a hierarchy of
feature maps to perform accurate and smooth
pixel-wise classifications (Long et al., 2015).
Figure 4 illustrates the network architecture.




















Figure 4: Network architecture as proposed by Jégou
et al. (2017). Concatenations are denoted by
c©.
et al., 2015), it consists of a downsampling path
and an upsampling path. In the downsampling
path, an initial 3× 3 convolution is followed by
dense blocks (DBs), concatenations, and transi-
tions down (TDs) that in turn compute new fea-
tures, increase the number of channels and re-
duce the spatial dimension. The concatenation
links the DB outputs with their inputs, thus
continuously forwarding low-level features to
deeper layers. This effectively allows for fea-
ture reuse, as low-level features required by the
final classifier do not need to be recomputed in
each layer. In the upsampling path, transitions
up (TUs), concatenations, and DBs in turn in-
crease the spatial dimension by upsampling,
reduce the number of channels, and combine
low- and high-level features. This is followed
by a 1 × 1 convolution and a softmax layer for
classification. Unlike the downsampling path,
however, the inputs and outputs of DBs are not
concatenated. Effectively, this ensures that the
number of feature channels (and parameters)
are reduced.
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Figure 5: Dense block consisting of l = 4 densely con-
nected composite layers.
A dense block consists of l densely con-
nected composite layers, each outputting k fea-
ture maps. Figure 5 illustrates the concept
with l = 4. Due to concatenations after each
composite layer, the dense block outputs a com-
bined feature map with l ∗ k channels. Each
composite layer in a dense block consists of the
following four operations: batch normalization
(Ioffe and Szegedy, 2015), a rectified linear unit
(ReLU) activation function, a 3× 3 convolution,
and a dropout layer (Srivastava et al., 2014).
A transition down internally consists of
batch normalization, a ReLU, 1 × 1 convolu-
tion, dropout, and 2 × 2 maximum pooling. A
transition up, on the other hand, simply con-
sists of a 3 × 3 transposed convolution with
stride 2 (Long et al., 2015).
IV. Training
The range images, as presented in the above
section, form 6-channel image inputs to a deep
neural network. The channels include range,
intensity, red, green, blue, and temperature.
Due to the unusual number of channels and
their physical meaning, a pre-trained network
is not publicly available. The network is there-
fore trained with randomly initialized weights
instead of fine-tuning an existing model.
As explained above and shown in Figure
2f, the dataset is split geographically, allowing
the same range image to appear in both the
training, validation, and test sets. The pixel-
wise labels, however, are masked by the subset,
such that no labeled pixels appear in more
than a single subset (training, validation, or
test). Figure 6 illustrates this for a single frame.
To handle undefined pixels in the labeled
range images, a custom weighted pixel-wise
cross-entropy loss function is used:




−pc (x, y)wc log (qc (x, y))
(5)
Here, pc (x, y) denotes the ground truth prob-
ability for class c at pixel location (x, y), and
qc (x, y) denotes the predicted probability after
the softmax layer. The ground truth probability
p is 1 for the correct class and 0 for all other
classes. wc is a weight that can make the back-
propagated loss depend on the class label. For
all undefined pixels, a weight of 0 is used, such
that no loss is introduced for these pixels. In
practice, the network thus ignores all predic-
tions for these pixels during training. As is
clear from Figure 2e, the dataset further suf-
fers from class imbalance. This is handled by
weighting class labels by their inverse relative
frequencies, such that classes with rare appear-
ances are given larger weights than classes that
appear often. For instance, incorrectly classi-
fied vegetation gives a larger loss than incor-
rectly classified ground. Table 1 lists the num-
ber of label occurrences for each class along
with relative label frequencies, inverse relative
frequencies, and log2 of inverse relative fre-
quencies.
Using the custom loss function, the network
was trained over 50 epochs with the Adam
optimizer (Kingma and Ba, 2014). The initial
learning rate was set to 0.0001, and a weight
decay factor of 1 × 10−4 and a dropout rate of
0.2 were used for regularization.
When training the network, square crops of
size 256 × 256 pixels corresponding to the full
8
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Figure 6: Training, validation, and test splits from a single range image.
Table 1: Class weights based on appearances in the training set.
Grass Vegetation Human Ground Building Object
Occurrences 3.86 × 108 6.40 × 107 7.38 × 104 7.15 × 106 5.37 × 105 1.76 × 105
Frequency 0.8428 0.1399 0.0002 0.0156 0.0012 0.0004
1/Frequency 1 7 6199 64 853 2597
log2 (1/Frequency) 0.25 2.84 12.60 6.00 9.74 11.34
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height were used as input. As the range image
covers a 360◦ FOV, the crops wrap-around at
the left and right image boundaries. Reducing
the input size from the original 2176 × 256 al-
lowed the network to fit into a GeForce Titan X
GPU with 12 GB RAM using a batch size of 8.
Random crops were extracted in the horizontal
range [380, 660], ensuring non-zero color and
temperature channels. Random horizontal flips
provided further data augmentation. Table 3
lists all layers in the network, the output size
of each layer, and the operations involved.
V. Experiments and Results
From a three lap traversal around the grass
field, a total of 9,168 range images were gen-
erated. The labels were split pixel-wise into
training, validation, and test sets as described
above. By only using labeled images with more
than 1000 defined pixels, this gave 7,837 frames
for training, 4,092 frames for validation, and
3,359 frames for testing.
The network was trained using an imple-
mentation in Tensorflow1. The training took 21
hours in average to complete 50 epochs on a
Gefore Titan X graphics card.
Different data formats were evaluated for
the 6 range image channels. However, it was
found that a simple conversion to floats and
normalization to the range [0, 1] gave the best
performance. The three different class weight-
ing strategies were further evaluated, with log2
of the inverse relative class frequencies provid-
ing the best results.
Table 2 lists the intersection over union (IoU)
for each class as well as the mean over all
classes as more range image channels are
added. Clearly the network did not learn to
distinguish all classes, as the IoU for human
and building were close to 0. However, the net-
work accomplished an IoU of 0.985, 0.905, and
0.545 for grass, vegetation, and road using the
range and intensity channels. Adding more
channels did generally not improve results. In
1https://github.com/titu1994/Fully-Connected-
DenseNets-Semantic-Segmentation
fact, adding color and thermal channels de-
creased performance for grass, vegetation, and
road, whereas human, building, and object were
increased marginally.
Figure 7 shows an example of a predicted
range image along with its ground truth la-
bels. Figure 8 shows the same example as
point clouds.
VI. Discussion
The proposed method for multi-modal seman-
tic segmentation using range images has pro-
vided preliminary results on a public agricul-
tural obstacle detection dataset. The results
showed that the network was able to distin-
guish classes with high occurrences such as
grass and vegetation, whereas rarely occurring
classes such as human and building experienced
remarkably low classification scores.
Two possible explanations for the question-
able classification performance are class imbal-
ance and label errors. As shown in Table 1
above, the dataset suffered from severe class
imbalance, which may have made it impossi-
ble for the network to efficiently distinguish
rare classes. In addition, systematic label er-
rors due to misalignment in the annotation
process affected rare classes more than classes
with high occurrences. Figure 8b illustrates
this phenomenon with an adult mannequin
doll, where only a small part of it was labeled
correctly. The grass class, on the other hand,
was only affected by label misalignment near
the boundaries of the field. The ratio between
falsely and correctly annotated points was thus
smaller for grass and vegetation than for e.g.
human.
As seen in Figure 8b, the network was, to
some degree, able to mitigate the problem of
label misalignment for the human class. The
custom loss function thus introduced a larger
error when a true human point was misclassi-
fied than when a true grass point was misclas-
sified. In practice, this allowed the network
to “misclassify” true grass points, that in fact
should have been annotated as human in the
first place.
10
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undefined grass vegetation human road building object
(a) Ground truth
(b) Prediction
Figure 7: Example of range image prediction along with ground truth labels.
undefined grass vegetation human road building object
(a) Overview
(b) Human from front
(c) Human from above
Figure 8: Three views on a single frame from the test set. The left column shows ground truth annotations, whereas the
right column shows predictions using a network trained on range and intensity channels, only.
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Table 2: Class-wise classification results as more range image channels are added.
IoU accuracy
grass vegetation human road building object mean
Range 0.979 0.888 0.000 0.246 0.000 0.014 0.355 0.975
Range, intensity 0.985 0.905 0.020 0.545 0.000 0.103 0.426 0.981
Range, intensity, color 0.977 0.878 0.000 0.202 0.000 0.009 0.344 0.972
Range, intensity, thermal 0.980 0.878 0.023 0.426 0.005 0.074 0.398 0.976
Range, intensity, color, thermal 0.976 0.879 0.000 0.140 0.005 0.113 0.352 0.972
The addition of more range image chan-
nels generally decreased classification perfor-
mance rather than increasing it. This may be
caused by multiple problems. As discussed
above, only the part of the range image cov-
ering all modalities was used for training and
testing. Although this prevented most zero-
valued color and temperature pixels, some
were still left as shown in Figure 3e. If the
network did not learn to ignore zero-valued
colors and temperatures, these could thus de-
grade sensor fusion performance. Moreover, an
inaccurate calibration between the lidar and the
two cameras would result in misaligned range
image channels. From visual inspections, how-
ever, the modalities seemed to be aligned fairly
well, although not perfectly. Another reason
may be differences in object appearances be-
tween the training and test sets. If the network
learned to recognize e.g. humans by the col-
ors of their clothes in the training set, a worse
performance would be seen on the test set if
the colors changed. Since only four mannequin
dolls were used as humans in the dataset, the
issue of overfitting could arise. And since the
mannequin dolls were not preheated to human-
like temperatures, the thermal channel did not
succeed in distinguishing them from other ob-
jects.
In future work, a new test with recordings
from another field will be generated with man-
ual point-wise annotations. This will allow for
an accurate and realistic evaluation of how well
points are predicted. It will further provide rel-
evant results of how well the trained network
generalizes to unseen environments with po-
tential differences in grass height, vegetation
geometry, and obstacle appearances.
VII. Conclusion
In this paper, an approach for multi-modal se-
mantic segmentation was proposed using 2D
range images. A rotating lidar was fused with
a color camera and a thermal camera by project-
ing 3D lidar points onto the two image planes.
A fully convolutional neural network was used
to infer pixel-wise class labels of 6 classes. The
network was trained on a publicly available
agricultural obstacle detection dataset.
Preliminary results showed that the per-class
classification performance was particularly af-
fected by class imbalance, although different
measures were taken to mitigate the problem.
The results further showed that fusion with
color and thermal images did not improve re-
sults. Possible causes for this include inter-
modality misalignment, time synchronization
issues, and localization inaccuracies for both
the recording platform and the ground truth
annotations. Therefore, future work will focus
on sensor calibration and synchronization, as
well as ground truth data refinement.
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Transition Down (TD5) 8 × 8 × 368 BN + ReLU + 1 × 1 conv + 2 × 2 pool
Dense Block (DB6) 8 × 8 × 64 [BN + ReLU + 3 × 3 conv]× 4
Transition Up (TU1) 16 × 16 × 64 3 × 3 transposed conv, stride2
Concatenation (C6) 16 × 16 × 432 C5 + TU1
Dense Block (DB7) 16 × 16 × 64 [BN + ReLU + 3 × 3 conv]× 4
Transition Up (TU2) 32 × 32 × 64 3 × 3 transposed conv, stride2
Concatenation (C7) 32 × 32 × 368 C4 + TU2
Dense Block (DB8) 32 × 32 × 64 [BN + ReLU + 3 × 3 conv]× 4
Transition Up (TU3) 64 × 64 × 64 3 × 3 transposed conv, stride2
Concatenation (C8) 64 × 64 × 304 C3 + TU3
Dense Block (DB9) 64 × 64 × 64 [BN + ReLU + 3 × 3 conv]× 4
Transition Up (TU4) 128 × 128 × 64 3 × 3 transposed conv, stride2
Concatenation (C9) 128 × 128 × 240 C2 + TU4
Dense Block (DB10) 128 × 128 × 64 [BN + ReLU + 3 × 3 conv]× 4
Transition Up (TU5) 256 × 256 × 64 3 × 3 transposed conv, stride2
Concatenation (C10) 256 × 256 × 176 C1 + TU5
Convolution 256 × 256 × 7 1 × 1 conv
Softmax
Table 3: Network architecture for processing 6-channel range images. Some operations are abbreviated: batch normal-
ization (BN), rectified linear unit (ReLU), convolution (conv), and max pooling (pool).
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