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Driven many-body quantum systems where some parameter in the Hamiltonian is varied quasiperi-
odically in time may exhibit nonequilibrium steady states that are qualitatively different from their
periodically driven counterparts. Here we consider a prototypical integrable spin system, the spin-
1/2 transverse field Ising model in one dimension, in a pulsed magnetic field. The time dependence
of the field is taken to be quasiperiodic by choosing the pulses to be of two types that alternate
according to a Fibonacci sequence. We show that a novel steady state emerges after an exponen-
tially long time when local properties (or equivalently, reduced density matrices of subsystems with
size much smaller than the full system) are considered. We use the temporal evolution of certain
coarse-grained quantities in momentum space to understand this nonequilibrium steady state in
more detail and show that unlike the previously known cases, this steady state is neither described
by a periodic generalized Gibbs ensemble nor by an infinite temperature ensemble. Finally, we study
a toy problem with a single two-level system driven by a Fibonacci sequence; this problem shows
how sensitive the nature of the final steady state is to the different parameters.
I. INTRODUCTION AND MOTIVATION
There has been a recent surge of interest in under-
standing whether nonequilibrium steady states (NESSs)
can emerge in driven many-body quantum systems from
purely unitary dynamics. This is both due to the progress
in producing and manipulating isolated quantum systems
such as ultracold quantum gases in experiments [1–5] as
well as the theoretical understanding that such states
may even exhibit properties that are forbidden in equi-
librium [6, 7]. Much work has focused on understanding
NESSs in periodically driven systems, also called Flo-
quet systems, where some parameter in the Hamiltonian
is varied periodically in time (for a recent review, see
Ref. 8). The weight of evidence suggests that local prop-
erties of Floquet systems eventually synchronize with the
period of the drive which then allows their description in
terms of a “periodic” ensemble [10–13]. The construc-
tion of such an ensemble essentially follows from Jaynes’
principle of maximum entropy [14, 15] where the appro-
priate constants of motion are taken to be all local quan-
tities that are stroboscopically conserved. In a generic
many-body interacting system, it is expected that no
such quantity exists [16] since the Hamiltonian is not
conserved any more, and thus the system should eventu-
ally reach an infinite temperature steady state as far as
local properties are concerned [18–21].
Integrable spin systems (such as the one-dimensional
transverse field Ising model or the two-dimensional Ki-
taev model) that are reducible to free fermions via a non-
local Jordan Wigner transformation [22–25] provide an
important exception to this rule. Here, it is still possi-
ble to define an extensive number of local quantities that
are conserved stroboscopically even when the Hamilto-
nian of the system is periodically driven in time. Apply-
ing Jaynes’ principle then leads to a periodic generalized
Gibbs ensemble (p-GGE) [9, 10] which is completely dif-
ferent from the infinite temperature ensemble (ITE) ex-
pected for generic systems. Several previous works have
focused on various aspects of such periodically driven in-
tegrable systems like topological transitions [17], defect
generation [18, 26], dynamical freezing [27], work statis-
tics [28] and the entanglement generation and nature of
approach to the final NESS [29, 30]. However, the na-
ture of possible NESSs when such integrable systems are
continually driven without any periodic structure in time
is still an open issue. Naively, one might suspect that in
the absence of any periodicity in time, it is not possible
to construct any local conserved quantities and hence the
system heats up to an ITE in spite of its integrability.
Such aperiodic drives can arise in several ways when
some parameter, g, of the Hamiltonian of the system is
varied in time. For concreteness, we will consider the one-
dimensional (1D) transverse field Ising model (TFIM)
in this work where the time-dependent Hamiltonian is
defined as
H(t) = −
L∑
j=1
[g(t)sxj + s
z
js
z
j+1], (1)
where sx,y,zj are Pauli matrices describing a spin-1/2 ob-
ject at site j, L denotes the number of spins in the chain,
and periodic boundary conditions are assumed in space.
Here g(t) represents a time-dependent transverse mag-
netic field which drives the system continually. For a
Floquet problem, g(t) is a strictly periodic function that
satisfies g(t) = g(t + nT ) where n is any integer and
T = 2pi/ω is the period of the drive with ω being the
drive frequency. Now suppose that g(t) instead follows
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2one of the two relations below:
g(t) = cos(ωt) + δg(t) (2a)
g(t) = cos(ωt) + cos(αωt), (2b)
where ω is a given drive frequency, δg(t) is a rapidly
fluctuating white noise with zero average, and α is any
irrational number like the golden ratio ϕ = (1 +
√
5)/2.
Eq. (2) (a) represents the case where g(t) is a periodic
function perturbed by a random noise while Eq. (2) (b)
represents a case that is neither periodic nor random, but
quasiperiodic in time. Refs. 31, 32 considered a 1D TFIM
in a noisy magnetic field (Eq. (1)), though not periodi-
cally driven on average (so that g(t) = δg(t)), and found
that the asymptotic steady state is indeed an ITE. Re-
cently, we have considered a case very similar to Eq. (2)
(a) in Ref. 33 and showed that even when g(t) is periodic
on average and δg(t) can be considered to be a small per-
turbation, the system eventually heats up to an ITE in
a diffusive manner after initially being in a prethermal
regime where it is close to the p-GGE for the perfectly
periodic situation. In Ref. 33 we have also shown that
not all aperiodic drives necessarily lead to an ITE by
considering a case where the perturbing “noise” is not
random but scale-invariant in time and showing that the
asymptotic steady state is then described by a new geo-
metric generalized Gibbs ensemble that arises due to an
emergent time periodicity in the unitary dynamics of the
driven 1D TFIM.
Our main motivation in this work is to further under-
stand whether well-defined NESSs that are non-ITEs can
emerge for aperiodically driven integrable models where
the driving protocol is neither random nor periodic but
quasiperiodic in time. We will consider a simpler case
analogous to Eq. (2) (b) where the spectrum of the driv-
ing function shows pronounced peaks in Fourier space at
frequencies that are incommensurate multiples of each
other (Fig. 1). Using appropriate coarse-grained quanti-
ties in momentum space that fully determine the reduced
density matrix of a subsystem of l consecutive spins for
any l  L [34, 35] when L  1, we will show that
a well-defined NESS does emerge for the quasiperiodic
drive protocol considered here. The behaviour of these
coarse-grained quantities further shows that this NESS is
qualitatively different from the previously known NESSs
for the continually driven 1D TFIM.
The rest of the paper is organized in the following
manner. In Sec. II A, we discuss the pseudospin rep-
resentation for the 1D TFIM that allows the many-body
wave function to be denoted in terms of points on Bloch
spheres in momentum space. In Secs. II B and II C, we
introduce a reduced density matrix and certain coarse-
grained quantities in momentum space which fully deter-
mine the reduced density matrix of any subsystem l L.
In Sec. II D we specify the quasiperiodic drive protocol
that we adopt in the rest of the paper. Sec. II E discusses
the trajectory on the Bloch sphere for a p-GGE and an
ITE. In Secs. III A - III C, we present the results for some
local quantities and for the coarse-grained quantities for
quasiperiodic driving, and we show that a NESS exists
at exponentially late times. In Sec. III D, we present
an invariant which had been shown long ago to be very
useful for studying Fibonacci sequences of 2 × 2 matri-
ces [36, 37]. In Sec. IV, we study a toy version of the full
problem and show interesting “geometric” transitions as
a function of the various parameters of the problem. Fi-
nally, we summarize our results and conclude with some
future directions in Sec. V.
II. SOME PRELIMINARIES
A. Pseudospin representation of dynamics of the
1D TFIM
The 1D TFIM (Eq. (1)) can be solved by introducing
the standard Jordan-Wigner transformation of spin-1/2’s
to spinless fermions [38] as
sxn = 1 − 2c†ncn,
szn = − (cn + c†n)
∏
m<n
(1 − 2c†mcm). (3)
We write H in Eq. (1) in terms of these fermion oper-
ators and focus henceforth on the sector with an even
number of fermions. We take L to be even with an-
tiperiodic boundary conditions for the fermions since
that corresponds to periodic boundary conditions for the
spins. This reduces the problem to free fermions with the
Hamiltonian
H = −
L∑
n=1
[
g(t) − 2g(t) c†ncn + c†ncn+1 + c†n+1cn
+ cn+1cn + c
†
nc
†
n+1
]
. (4)
To exploit the translational symmetry of the system, we
go to k space by defining
ck =
eipi/4√
L
L∑
n=1
e−ikn cn, (5)
where the momentum k = 2pim/L with m = −(L −
1)/2, · · · ,−1/2, 1/2, · · · , (L−1)/2 for even L. Rewriting
the Hamiltonian in terms of ck and c
†
k, we get
H =
∑
k
[
2(g(t) − cos k) c†kck + sin k c−kck
+ sin k c†kc
†
−k − g(t)
]
. (6)
3We now introduce a “pseudospin representation” σk (that
is different from the sj matrices in Eq. (1)), where | ↑
〉k = |k,−k〉 = c†kc†−k|0〉 and | ↓〉k = |0〉 [39], where |0〉
represents the vacuum of the c fermions. In this basis,
we can write Eq. (6) as
H =
∑
k>0
(
c†k c−k
)
Hk
(
ck
c†−k
)
, (7)
where
Hk = 2 (g(t)− cos k) σzk + 2 sin k σxk . (8)
The pseudospin state |ψk〉 for each k mode then evolves
independently due to its own time-dependent “pseudo-
magnetic field” given by Eq. (8). The many-body wave
function |ψ(t)〉 can then be expressed as
|ψ(t)〉 = ⊗k>0 |ψk(t)〉,
|ψk(t)〉 = uk(t)| ↑〉k + vk(t)| ↓〉k. (9)
Eq. (9) implies that specifying the column vector
(uk(t), vk(t))
T (where the superscript T denotes the
transpose of the row) for each allowed value of k for a fi-
nite L completely specifies the wave function |ψ(t)〉. The
state (uk(t), vk(t))
T can equivalently be represented as a
point that evolves in time due to Eq. (8) on the corre-
sponding Bloch sphere by using
|ψk(t)〉 = cos
(
θk(t)
2
)
| ↑〉k + eiφk(t) sin
(
θk(t)
2
)
| ↓〉k,
(10)
where 0 ≤ θk(t) ≤ pi and 0 ≤ φk(t) ≤ 2pi. In the rest of
this paper, we will take (uk, vk)
T = (0, 1)T to be the ini-
tial state at each k. This corresponds to the system being
initially prepared in a pure state where all the (physical)
spins are sx = +1 (this corresponds to the ground state
of the system when g →∞).
B. Reduced density matrix for l adjacent spins
Given the many-body wave function |ψ(t)〉, all local
properties within a subsystem of l adjacent spins can be
understood by considering the reduced density matrix
ρl(t) given by
ρl(t) = TrL−l(ρ(t)), (11)
where ρ(t) = |ψ(t)〉〈ψ(t)| is the full density matrix and
TrL−l indicates that all the L− l degrees of freedom out-
side the subsystem have been integrated out. Though
the full density matrix ρ(t) is a pure density matrix be-
cause of the unitary nature of the dynamics, the reduced
density matrix ρl(t) is typically mixed since |ψ(t)〉 gets
more entangled as the system is driven. When |ψ(t)〉 has
the form given in Eq. (9), the reduced matrix of l ad-
jacent spins (the correspondence is not straightforward
for a subsystem with non-adjacent spins) is determined
in terms of the c fermion correlation functions at these
l sites. [40, 41] For free fermions, since all higher-point
correlations are defined in terms of the two-point corre-
lations from Wick’s theorem, the reduced density matrix
is fully determined from two l × l matrices [40, 41], C
and F, whose elements are defined as
Cij = 〈c†i cj〉t =
2
L
∑
k>0
|uk(t)|2 cos[k(i− j)],
Fij = 〈c†i c†j〉t =
2
L
∑
k>0
u∗k(t)vk(t) sin[k(i− j)],(12)
where i, j refer to two sites that belong to the subsystem.
Using Eq. (12), we construct the following 2l× 2l matrix
Ct(l) =
(
I−C F†
F C
)
. (13)
The eigenvalues and eigenvectors of Ct(l) completely de-
termine the reduced density matrix ρl(t) of the subsys-
tem. For example, the entanglement entropy equals
Sent(l) = −Tr[ρl(t) log(ρl(t))] = −
2l∑
k=1
pk log(pk), (14)
where pk is the k-th eigenvalue of Ct(l).
C. Coarse-graining in k space
It has been noted previously [33–35] that while
the entire wave function |ψ(t)〉 requires specifying
(uk(t), vk(t))
T at k = 2pim/L for k = 1/2, 3/2, · · · , (L−
1)/2 (Eq. (9)), Ct(l) and therefore the reduced density
matrix ρl(t) for any l  L depends only on certain
coarse-grained variables defined in k space as follows:
(|uk(t)|2)c = 1
Nc
∑
k∈kcell
|uk(t)|2,
(u∗k(t)vk(t))c =
1
Nc
∑
k∈kcell
u∗k(t)vk(t). (15)
For a system with L 1, the above variables are defined
using Nc( 1) consecutive k modes that lie within a cell
(denoted by kcell) which has an average momentum that
we denote by kc and a size δk such that
1/L δk  1/l. (16)
With this condition on δk, it is easy to see that for a
subsystem with l adjacent spins, the sinusoidal factors in
4Eq. (15) in each momentum cell can be replaced by
cos[k(i− j)] ' cos[kc(i− j)],
sin[k(i− j)] ' sin[kc(i− j)], (17)
for all values of |i− j| lying in the range [0, l]. The sum
over the k modes in Eq. (15) can then be carried out in
two steps: first, summing over the consecutive momenta
in a single coarse-grained cell, and then summing over all
the different momentum cells. This immediately gives
Cij ' 1Ncell
∑
kc
(|uk(t)|2)c cos[kc(i− j)],
Fij ' 1Ncell
∑
kc
(u∗k(t)vk(t))c sin[kc(i− j)], (18)
where Ncell is the number of momentum cells after the
coarse-graining in k space. To take the thermodynamic
limit of these coarse-grained quantities (Eq. (15)), we
keep Ncell fixed and take L→∞.
Since each (uk(t), vk(t))
T can be represented by a point
(θk(t), φk(t)) on the Bloch sphere, the behaviour of the
coarse-grained quantities in Eq. (15) depend on the si-
multaneous positions of (θk(t), φk(t)) on the surface of
a unit sphere of all the momentum modes that lie in a
coarse-grained cell. Since their number Nc  1, it is
useful to instead define a density distribution of these Nc
points on the unit sphere, denoted by Pt(cos θkc , φkc),
and study its evolution for a momentum cell as a func-
tion of t. If a NESS is reached for a subsystem of
size l, then it necessarily implies that the coarse-grained
quantities defined in Eq. (15) for any momentum cell
that respects Eq. (16) must reach a well-defined steady
state as L → ∞. Similarly, Pt(cos θkc , φkc) will also
have a well-defined large t limit, which we denote by
P∞(cos θkc , φkc), for any such momentum cell. The func-
tions P∞(cos θkc , φkc), and the steady state values of
(|uk(t)|2)c and (u∗k(t)vk(t))c also characterize the precise
nature of the NESS. However, no such well-defined large t
limit can exist for a single k mode since (uk(t), vk(t)) will
continue to display Rabi-type oscillations as the pseu-
dospin σk is acted upon by a time-dependent pseudo-
magnetic field (Eq. (8)).
D. Details of the quasiperiodic drive protocol
For a periodic protocol with time period T , it is suf-
ficient to evolve the state stroboscopically to find the
p-GGE,
|ψ(nT )〉 = U(T )n|ψ(0)〉, (19)
where U(T ) is the time evolution operator for one time
period. Eq. (19) thus generates a discrete quantum map
indexed by n and the steady state is obtained when
n → ∞. It is rather difficult to numerically simulate
a quasiperiodic drive protocol composed of two incom-
mensurate frequencies (Eq. (2)(b)); we therefore adopt
a simpler function g(t) which shares the feature of hav-
ing sharp peaks in Fourier space at frequencies that are
incommensurate multiples of each other. We consider a
reference function gref(t) which we take to be a square
pulse in time for mathematical convenience:
gref(t) = gi for 0 ≤ t ≤ T/2,
= gf for T/2 ≤ t ≤ T. (20)
The corresponding unitary time evolution operator for
the mode with momentum k can be written as
Uk(T ) = exp
(
−iHk(gf )T
2
)
exp
(
−iHk(gi)T
2
)
, (21)
where Hk is of the form given in Eq. (8). Next, we define
two types of pulses from Eq. (20) by simply replacing T
by T + dT and T − dT . The corresponding time evo-
lution operators Uk(T ± dT ) can then be obtained from
Eq. (21) by replacing T → T ± dT . We now consider a
different drive protocol where g(t) is obtained from these
two types of pulses which are made to alternate according
to a Fibonacci sequence, which is a well-known quasiperi-
odic sequence. It is useful to note here that the proto-
col described above involving two time periods T + dT
and T −dT is mathematically equivalent to a protocol in
which the time period T is kept fixed but the Hamiltonian
is scaled globally by factors of 1 + dT/T and 1 − dT/T ,
respectively.
The discrete quantum map that we study for this g(t)
is as follows:
5|ψk(n)〉 = Uk(T + τndT )Uk(T + τn−1dT ) · · ·U(T + τ1dT )|ψk(0)〉 = T
n∏
i=1
Uk(T + τidT )|ψk(0)〉, (22)
where the sequence τi = τ1, τ2, τ3, · · · (with each τi being
equal to either +1 or −1) is the same for all the allowed
k modes at a finite L, and T denotes time ordering.
The sequence τi determines the characteristics of the
noise [33] added to the periodic problem and its strength
is controlled by dT/T . For example, if the sequence τi
is taken to be any typical realization of a random pro-
cess where each element is chosen to be ±1 randomly
and independently with probability 1/2, then it mimics
the case shown in Eq. (2)(a). As an example of a Flo-
quet system perturbed with a scale-invariant noise, the
well-known Thue-Morse sequence [42–44] was studied in
Ref. 33 since the sequence is self-similar by construction.
Here, we take the sequence τi to be given by the Fi-
bonacci sequence [45], which is perhaps the best-known
example of a quasiperiodic sequence; this is an infinite
sequence of τi = ±1 that is obtained by starting with
τ1 = +1 at level 1, and τ1 = +1, τ2 = −1 at level 2.
The elements at level m are then obtained recursively by
following the elements at level m− 1 with those at level
m − 2. The first few steps of this recursive procedure
yield
m = 1 : τ1 = + 1
m = 2 : τ1, τ2 = + 1,−1
m = 3 : τ1, τ2, τ3 = + 1,−1,+1
m = 4 : τ1, · · · , τ5 = + 1,−1,+1,+1,−1
m = 5 : τ1, · · · , τ8 = + 1,−1,+1,+1,−1,+1,−1,+1
m = 6 : τ1, · · · , τ13 = + 1,−1,+1,+1,−1,+1,−1,+1,+1,−1,+1,+1,−1
... (23)
The number of elements at each recursion level
m increases in accordance to the Fibonacci numbers
(1, 2, 3, 5, 8, 13, · · · ). Since the ratio of consecutive Fi-
bonacci numbers is known to approach the golden ratio
ϕ = (1 +
√
5)/2 asymptotically, the number of elements
n generated at level m increases as n ∼ ϕm for large
m. Henceforth, we use n in place of time t since we will
study the discrete quantum map defined in Eq. (22) and
use the recursion level m as a shorthand for denoting n
drives where n = Fm, where the m-th Fibonacci number
Fm is defined by the standard rule Fm = Fm−1 + Fm−2
(for m ≥ 3) with F1 = 1 and F2 = 2. The case of
a single spin-1/2 subjected to such a pulsed magnetic
field following the Fibonacci sequence has been studied
by Sutherland [37].
The difference between a random sequence of {τj} =
±1 and the Fibonacci sequence can be easily seen by
calculating the Fourier transform of the two sequences
defined as
Γk =
1
N
N∑
j=1
τj exp
(
i2pik(j − 1)
N
)
, (24)
where the Fourier transform is calculated using the first
N terms of the sequence {τj}, and k = 0, 1, 2, · · · , N −1.
In Fig. 1 we show the magnitude |Γk| as a function of k/N
for (a) the Fibonacci sequence and (b) a typical realiza-
tion of a random sequence. While the Fourier transform
is featureless for the random case, the Fibonacci sequence
shows sharp peaks at frequencies that are incommensu-
rate with each other, e.g., the ratio of the frequencies of
the two highest peaks equals the golden ratio ϕ.
E. P∞(cos θkc , φkc) for p-GGE and ITE
The form of P∞(cos θkc , φkc) was discussed in Ref. 33
and the functions have a simple geometric interpretation
both for a p-GGE and for an ITE which we will briefly
recap here.
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FIG. 1: The magnitude of the Fourier transform Γk (Eq. (24))
calculated using the first N terms of the sequence {τi} as a
function of k/N where (top panel) the sequence is taken to be
the Fibonacci sequence, and (bottom panel) the sequence is
taken to be a typical realization of a random sequence. The
number of terms N taken to calculate the Fourier transforms
is indicated inside the figure panels.
For a periodic drive protocol, Uk(T ) can be written as
Uk(T ) = e
iγk eˆk·~σ, (25)
where 0 ≤ γk ≤ pi, and eˆk is a unit vector with its x, y,
z components denoted by e1k, e2k, e3k respectively, and
~σ = (σx, σy, σz) denote the Pauli matrices. Following the
trajectory of a single k mode |ψk(n)〉 as a function of n
then generates a circle on the Bloch sphere which is de-
fined by the intersection of the unit sphere with a plane
that contains the south pole (due to the initial condition
|ψ(0)〉 that we have taken here) and whose normal vector
equals eˆk. Taking a momentum cell whose width δk is
small enough such that the variation in eˆk is negligible
for the k modes inside the cell, it can then be shown [33]
that the Nc  1 points (that belong to the consecutive k
modes of the coarse-grained cell) on the unit sphere uni-
(a) (b) (c)
FIG. 2: Schematic distribution of the Nc  1 points in a
momentum cell at late times traces out a circle on the surface
of the unit sphere for a p-GGE (shown in (a)) and covers the
surface of the unit sphere uniformly for an ITE (shown in (c)).
For the quasiperiodic Fibonacci drive protocol, the Nc points
form a stable P∞(cos θkc , φkc) that is intermediate between
(a) and (c), as shown schematically in (b).
formly cover the circle formed by the intersection of this
unit sphere with a plane that contains the south pole
and whose normal vector equals eˆkc . Such a distribu-
tion is shown schematically in Fig. 2(a) and arises since
〈ψk(n)|eˆk · ~σ|ψk(n)〉 is conserved at each k. For a differ-
ent momentum cell with another average momentum kc,
the circle on the unit sphere changes due to the change
in eˆkc as a function of kc. For an ITE, the distribution
of the Nc points on the unit sphere is even simpler in
that these points uniformly cover the surface of the unit
sphere independent of kc (shown in Fig. 2(c)). For such a
case, following the trajectory of a single k mode |ψk(n)〉
as a function of n also covers the unit sphere uniformly
when n is large enough. We will show below that for
the quasiperiodically driven case, the Nc points in a mo-
mentum cell form a stable distribution P∞(cos θkc , φkc)
that is neither a circle (Fig. 2(a)) nor a uniform cover
(Fig. 2(c)) on the unit sphere surface but is intermediate
between these two extreme cases (shown schematically
in Fig. 2(b)). In fact, depending on the exact drive pa-
rameters (including the form of the drive protocol) and
and the value of kc, a Fibonacci drive protocol may ac-
tually give a wide variety of P∞(cos θkc , φkc) ranging all
the way from Fig. 2(a) to Fig. 2(c). From this geometric
viewpoint, it is clear how such a NESS formed due to
this quasiperiodic drive protocol is qualitatively differ-
ent from either a p-GGE or an ITE and allows for much
richer possibilities as a function of the drive parameters
as we show in the rest of the paper.
III. RESULTS FOR QUASIPERIODICALLY
DRIVEN 1D TFIM
A. Behaviour of quantities as a function of n
We now study the unitary dynamics of the 1D TFIM
when dT 6= 0 and the τi’s in Eq. (22) are given by the
Fibonacci sequence described in Eq. (23).
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FIG. 3: The behaviour of 〈ψ(n)|sx|ψ(n)〉 as a function of n
for the Fibonacci quasiperiodic drive protocol with the pa-
rameters gi = 4, gf = 2 and T = 2.0, dT = 0.2 (top panel),
T = 0.2, dT = 0.05 (bottom panel). The system size equals
L = 4194304. The inset in both panels shows the behaviour
of 〈ψ(n)|sx|ψ(n)〉 for the perfectly periodic drive with the
corresponding value of T .
We first study a local quantity, 〈ψ(n)|sx|ψ(n)〉, as a
function of the drive number n. This can be straight-
forwardly calculated in the fermionic representation
(Eq. (3)). We show the results for two cases in Fig. 3
where the drive parameters are gi = 4, gf = 2, with
T = 2.0 and dT = 0.2 in the top panel and T = 0.2,
dT = 0.05 in the bottom panel. The behaviour of this
quantity for the same T but with dT = 0, i.e., a perfectly
periodic drive protocol, is also shown in the inset of both
panels of Fig. 3. Unlike the periodically driven system
where 〈ψ(n)|sx|ψ(n)〉 approaches a steady state value
(described by the corresponding p-GGE and shown in
the insets of the top and bottom panels), this local quan-
tity does not seem to approach any well-defined steady
state value as a function of n for the quasiperiodically
driven system even for n ∼ 105 (Fig. 3). Furthermore,
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FIG. 4: The behaviour of
(|uk(n)|2)c as a function on n for the
Fibonacci quasiperiodic drive protocol with the parameters
gi = 4, gf = 2, T = 2.0 and dT = 0.2. The system size
equals L = 4194304 and the k space is divided into 64 cells
with 32768 consecutive momenta each. The top panel displays
the result for kc = 37pi/128 and the bottom panel for kc =
103pi/128, where kc denotes the average momentum of the
corresponding momentum cell. The inset of both panels shows
the behaviour of the corresponding quantity for a periodically
driven system with dT = 0. The horizontal red line in both
insets indicate the expected steady state value for dT = 0.
〈ψ(n)|sx|ψ(n)〉 has cusp-like singularities at multiple val-
ues of n (clearly visible in Fig. 3 (top panel) but also
present in Fig. 3 (bottom panel)) with the strongest fea-
tures being present when n equals a Fibonacci number.
We also show the behaviour of the coarse-grained quan-
tities (|uk(n)|2)c defined in Eq. (15) as a function of n for
the drive protocol with T = 2.0 and dT = 0.2 (gi = 4,
gf = 2) in Fig. 4. As explained earlier, these quanti-
ties approach well-defined steady state values for n→∞
if a NESS exists. For example, 1/2 − (|uk(n)|2)c → 0
for n → ∞ for any coarse-grained momentum cell if the
NESS is an ITE. Similarly, 1/2− (|uk(n)|2)c →
(
1
2
)
e23kc
(see Eq. (25)) for a periodically driven system [33] pro-
8FIG. 5: The trajectory of |ψk(n)〉 (where |ψk(n = 0)〉 =
(0, 1)T ) for the Fibonacci drive protocol (Eq. (22)) shown on
the Bloch sphere. The drive parameters are gi = 4, gf = 2,
T = 0.2 and dT = 0.05. Here k equals pi/2 and the number
of drives is taken to be 121393.
vided δk is small enough so that the variation in eˆk is
negligible for the momenta inside a coarse-grained cell.
To construct these coarse-grained quantities, we use a
system size of L = 4194304 spins and divide the k space
into 64 momentum cells with each cell containing 32768
consecutive momenta. In Fig. 4, we show the behaviour
of 1/2 − (|uk(n)|2)c as a function of n for kc = 37pi/128
(top panel) and kc = 103pi/128 (bottom panel), where
kc equals the average momentum of a coarse-grained cell
in k space. We also show the behaviours of the corre-
sponding quantities for dT = 0 in the inset of both the
panels which show the convergence to the expected val-
ues for the periodically driven case. We again see that
(|uk(n)|2)c does not seem to approach any well-defined
steady state value even for n ∼ 105 for both the momen-
tum cells. The coarse-grained quantities also have cusp-
like features at multiple values of n with the strongest
features at values of n that equal any of the Fibonacci
numbers, exactly like the local quantity 〈ψ(n)|sx|ψ(n)〉.
Lastly, we show the trajectory of a single k mode on the
corresponding Bloch sphere as a function of n in Fig. 5,
where we take gi = 4, gf = 2, T = 0.2 and dT = 0.05.
We see that the trajectory neither follows a circle (as
expected for a periodically driven system) nor covers the
entire surface of the sphere uniformly (as expected for an
ITE) but is a complicated intermediate structure.
B. Behaviour of quantities as a function of n = Fm
From the behaviours of the local quantities shown in
Fig. 3 and Fig. 4, it is clear that these do not approach
steady state values even for n ∼ 105. This is reminis-
cent of the case studied in Ref. 33 where the periodically
driven system is perturbed with a noise that is scale-
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FIG. 6: (Top panel) The behaviour of 〈ψ(n)|sx|ψ(n)〉 as a
function of m where the drive number n = Fm (we note that
n ∼ ϕm for large m). (Bottom panel) The behaviour of the
entanglement entropy for subsystem sizes l = 4, 8, 12, 16 as a
function of m. The system size is L = 4194304 and gi = 4
and gf = 2 for all the cases shown.
invariant in time. The NESS is then only approached af-
ter an exponentially long time when the system is viewed
not stroboscopically but as m = 2n (this was dubbed as
a geometric generalized Gibbs ensemble in Ref. 33).
We now use the recursive structure of the Fibonacci
sequence to study the unitary dynamics of the system
for exponentially long times n = Fm ∼ ϕm using only
O(m) unitary matrix multiplications at each k. To see
this, we simply note that the unitary evolution matrix at
level m, which we denote by Um, equals
Um+2 = UmUm+1, (26)
for all m ≥ 1 and U1 = Uk(T + dT ), U2 = Uk(T −
dT )Uk(T +dT ) (see Eq. (23)). We use the recursion level
index m (Eq. (23)) as a shorthand to denote n = Fm.
We show results for 〈ψ(n)|sx|ψ(n)〉 as a function of m
for various drive parameters (T, dT ) at gi = 4, gf =
92 in Fig. 6 (top panel). From these results, it is clear
that this local operator does reach a steady state when
the system is observed not stroboscopically but at drive
numbers n = Fm. In Fig. 6 (top panel), we see that for
some drive parameters (T = 2.0, dT = 0.2), the steady
state is reached much sooner with m than for the other
drive parameters (T = 0.2, dT = 0.05 and T = 0.4,
dT = 0.02). Thus, the value of 〈ψ(n)|sx|ψ(n)〉 shown
in Fig. 3 (bottom panel) for T = 0.2, dT = 0.05 up
to n ∼ 105 is nowhere close to the final steady steady
value. While these results strongly suggest a NESS for
l = 1 subsystems, it is also essential to establish the same
for other subsystem sizes (where l  L). To this end,
we calculate the entanglement entropy Sent(l) (Eq. (14))
for subsystems of size l = 4, 8, 12, 16 as a function of
n = Fm and show the results in Fig. 6 (bottom panel) for
T = 2.0 and dT = 0.2. The entanglement entropy for all
the subsystem sizes saturate to well-defined steady state
values as a function of n = Fm which shows that a NESS
(as far as local quantities are concerned) is indeed reached
at exponentially long times. We also note that Sent(l) ∼ l
for the steady state values of the entanglement entropy
in Fig. 6 (bottom panel) and thus follows a volume law
scaling expected for a NESS.
Further evidence for the emergence of a NESS is ob-
tained by looking at the behaviour of the coarse-grained
quantities 1/2− (|uk(n)|2)c for different momentum cells
as a function of n = Fm instead of stroboscopically
(Fig. 7) for the drive parameters gi = 4, gf = 2, T = 2.0
and dT = 0.2. These coarse-grained quantities also reach
a steady state as a function of n = Fm with the steady
state value being a function of kc. Furthermore, the con-
vergence of (|uk(n)|2)c to its steady state value is a strong
function of kc (Fig. 7) which implies that different local
operators have different time scales of approach to their
corresponding steady state values.
C. Behaviour of P∞(cos θkc , φkc)
To better understand the NESS generated for this
quasiperiodic driving protocol when the system is ob-
served not stroboscopically but at n = Fm, we consider
the probability distribution Pn(cos θkc , φkc) generated by
the motion of the Nc  1 points on the unit sphere for
each coarse-grained momentum cell (with average mo-
mentum kc) as a function of n = Fm. To do this nu-
merically, we consider L = 16777216 and divide the mo-
mentum space into 32 cells with each coarse-grained cell
having 262144 consecutive momentum modes. Here we
show the evolution of Pn(cos θkc , φkc) as a function of
n = Fm for two drive protocols with gi = 4, gf = 2,
T = 0.2 and T = 0.05 (Fig. 8) and with gi = 4, gf = 2,
T = 2.0 and T = 0.2 (Fig. 9). The momentum cell chosen
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FIG. 7: The behaviour of the coarse-grained quantities 1/2−
(|uk(n)|2)c as a function ofm where the drive number n = Fm.
The system size is L = 4194304 and the drive parameters
gi = 4, gf = 2, T = 2.0 and dT = 0.2. The momentum space
is divided into 64 cells with each cell having 32768 consecutive
momentum modes to construct these coarse-grained quanti-
ties. kc denotes the average momentum of a coarse-grained
cell.
FIG. 8: The evolution of Pn(cos θkc , φkc) as a function of n =
Fm for a coarse-grained momentum cell with Nc = 262144
consecutive momenta and kc = 31pi/64. The drive parameters
are gi = 4, gf = 2, T = 0.2 and T = 0.05. m takes the
value 100 (top left), 300 (top right), 1000 (bottom left), 2000
(bottom right) in the four panels.
has an average momentum of kc = 31pi/64 in the former
case and kc = 19pi/64 in the latter case. In both the
cases, the Nc points start from the south pole of the unit
sphere at n = 0 due to the choice of |ψ(n = 0)〉 taken
here.
From the results presented in Fig. 8 and Fig. 9,
we clearly see that Pn(cos θkc , φkc) does have a well-
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FIG. 9: The evolution of Pn(cos θkc , φkc) as a function of n =
Fm for a coarse-grained momentum cell with Nc = 131072
consecutive momenta and kc = 19pi/64. The drive parameters
are gi = 4, gf = 2, T = 2.0 and T = 0.2. Here F1 = 1, F2 = 2
and Fm = Fm−1 + Fm−2 for m > 2 with Fm ∼ ϕm for large
m. m takes the value 15 (top left), 20 (top right), 50 (bottom
left), 100 (bottom right) in the four panels.
defined long time limit P∞(cos θkc , φkc) when the sys-
tem is observed at n = Fm. The rate of convergence to
P∞(cos θkc , φkc) again depends on the details of the drive
protocol and on kc. Most importantly, P∞(cos θkc , φkc)
is neither a circle on the unit sphere as is expected for a p-
GGE (or, a g-GGE [33]) nor a uniform cover of its surface
as is the case for an ITE [33] but rather something inter-
mediate as shown schematically in Fig. 2. As can be seen
from Fig. 8 and Fig. 9, the exact form of P∞(cos θkc , φkc)
is a function of the drive parameters and kc which sug-
gests that the exact form of the NESS can be tuned by
changing these parameters appropriately.
D. KKT invariant for the Fibonacci sequence
Given any two SU(2) matrices U1 and U2, a Fibonacci
sequence of matrices is defined by the recursion relation
shown in Eq. (26). Let us parametrize Um as
Um = e
iθmnˆm·~σ, (27)
where 0 ≤ θm ≤ pi and nˆm is a unit vector. We also
define
Γm,m+1 = cos
−1(nˆm · nˆm+1), (28)
where 0 ≤ Γm,m+1 ≤ pi. It was shown by Kohmoto,
Kadanoff and Tang (Ref. 36) and Sutherland (Ref. 37)
that a quantity defined as
Is = − (sin θm sin θm+1 sin Γm,m+1)2 (29)
is independent of m; we will call this the KKT invari-
ant henceforth. This places a simple constraint on the
allowed values of θm since from Eq. (28), we have
sin θm =
√|Is|
sin θm+1 sin Γm,m+1
≥
√
|Is|. (30)
In Fig. 10 (top panel), we show that this constraint is
indeed satisfied in our numerics for any k mode when
the unitary evolution matrix is calculated at n = Fm.
The KKT invariant Is is strongly dependent on k and
dT for a fixed set of values of gi, gf and T as can be seen
from Fig. 10 (bottom panel). The strong dependence of
Is on the drive parameters and momentum k makes the
dependence of P∞(cos θkc , φkc) on the drive parameters
and kc plausible. In particular, if Is is close to −1, then
the allowed values of θm are strongly constrained. We
should stress here that the constraint on θm does not
imply that the motion of the state |ψk〉 generated by
Um necessarily has forbidden regions on the Bloch sphere
(however, see the next section).
IV. ANALYSIS OF A TOY PROBLEM
In this section, instead of taking U1 = Uk(T +dT ) and
U2 = Uk(T −dT )Uk(T +dT ) in Eq. (26), we will consider
a simpler problem of a single two-level system with the
following initial matrices U1 and U2,
U1 = e
−iσz(pi2+),
U2 = e
−iσx(pi2+), (31)
and follow the motion of a state |ψ〉 = (0, 1)T on the
Bloch sphere under the action of Um (generated by the
recursion in Eq. (26)) as a function of m. For  = 0,
Um for any m will be of the form ±e−iσa(pi/2) where
a = x, y, z. Thus the state |ψ〉, when represented on
the Bloch sphere, will equal one of the eight points
(0, 0,±1), (0,±1, 0), (±1, 0, 0) as a function of m.
When  6= 0, the problem is no longer analytically
tractable and requires a numerical analysis. We show
the result of such an analysis in Fig. 11 where the trajec-
tory of the state |ψ〉 on the surface of the Bloch sphere
is shown for four different values of  for a large value
of m = 106. We see that for  = 0.10 (top left panel,
Fig. 11) and  = 0.28 (top right panel, Fig. 11), there
are still forbidden regions on the Bloch sphere just like
the case of  = 0. However, for larger values of  like
 = 0.29 (bottom left panel, Fig. 11) and  = 0.40 (bot-
tom right panel, Fig. 11), the trajectory seems to com-
pletely fill the surface of the sphere, though in a highly
non-uniform manner. This simple toy problem thus illus-
trates the richness of possible structures that can emerge
for suitable choices of the matrices U1 and U2 which may
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FIG. 10: (Top panel) The evolution of sin θm as a function of
m for the Fibonacci sequence defined in Eq. (26) for a mode
with k = 2pi/5, and gi = 4, gf = 2, T = 2.0 and dT = 1.2.
With these parameters, Is ≈ −0.0016877. (Bottom panel)
The KKT invariant Is as a function of k for a fixed gi = 4,
gf = 2, T = 2.0, and different values of dT .
be controlled by choosing the exact nature of gref(t) and
the momentum k.
We now analyze the Fibonacci sequence in the limit
that the KKT invariant Is → −1 to understand some
features of the above problem when  is small. To simplify
the notation, let us start at some value of m and define
θm ≡ pi
2
+ 1,
θm+1 ≡ pi
2
+ 2,
Γm,m+1 ≡ pi
2
+ γ, (32)
where θm and Γm,m+1 are defined in Eqs. (27-28). Then
Is close to −1 implies that 1, 2 and γ all lie close to
FIG. 11: The trajectory of a state |ψ〉 as a function of m
on the surface of the (unit) Bloch sphere for m = 106. The
Fibonacci sequence of matrices Um is defined by the sequence
Eq. (26) and U1, U2 have the forms shown in Eq. (31). The
values of  used in the different panels are  = 0.10 (top left),
 = 0.28 (top right),  = 0.29 (bottom left) and  = 0.40
(bottom right).
zero. An alternate way of writing Eq. (32) is
sin 1 = − 1
2
tr(Um),
sin 2 = − 1
2
tr(Um+1),
sin γ = − nˆm · nˆm+1. (33)
The KKT invariant is then given by
Is = − 1 + 21 + 22 + γ2 (34)
plus terms of fourth order in 1, 2, γ. We then find from
the recursion relation in Eq. (26) that, to third order in
the small parameters 1, 2, γ, the quantities defined in
Eq. (32) for m transform as follows when m→ m+ 1:
1 → 2,
2 → − γ − 12 + 1
2
γ (21 + 
2
2),
γ → 1 − 2γ + 1
2
1 (γ
2 − 22). (35)
Iterating Eqs. (35) six times, we find that when m →
m+ 6,
1 → 1 + 41 (γ2 − 22),
2 → 2 + 42 (21 − γ2),
γ → γ + 4γ (22 − 21). (36)
Since 1, 2, γ are small, the changes in these param-
eters given in Eqs. (36) are small. It is then convenient
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to replace those equations by differential equations where
we define
dz
dm
≡ z(m+ 6) − z(m)
6
, (37)
where z can denote any of the variables given in Eqs. (36).
We then obtain the equations
d1
dm
=
2
3
1 (γ
2 − 22),
d2
dm
=
2
3
2 (
2
1 − γ2),
dγ
dm
=
2
3
γ (22 − 21). (38)
We observe that Eqs. (38) conserve the invariant Is
given in Eq. (34); this implies that a point with the co-
ordinates (1, 2, γ) moves on the surface of a sphere. In-
terestingly, Eqs. (38) conserve another quantity C given
by
C = 12γ. (39)
The presence of this invariant implies that the point
(1, 2, γ) moves on closed curves on the surface of the
sphere, so that we have effectively only one quantity
which changes with m. We thus have an integrable sys-
tem to this order in 1, 2, γ. [We note from Eq. (32)
that C = − cos(θm) cos(θm+1) cos(Γm,m+1) to third or-
der in 1, 2, γ. We will plot the latter quantity in Fig. 12
below since it is easier to calculate numerically].
We will now apply the above analysis to the case de-
fined in Eq. (31). The initial conditions are then given
by
1 = 2 = , γ = 0. (40)
Eqs. (38) then simplify to
d1
dm
= −2
3
1
2
2,
d2
dm
=
2
3
212. (41)
Since 21 + 
2
2 = 2
2 is an invariant, we can parametrize
1 =
√
2 sinφ and 2 =
√
2 cosφ. (42)
Eqs. (41) imply that
dφ
dm
= − 2
3
2 sinφ cosφ. (43)
This equation has stable fixed points at φ = 0 and pi, and
unstable fixed points at φ = pi/2 and 3pi/2. At m = 0,
the initial condition (Eq. (40)) fixes φ = pi/4. Eq. (43)
then implies that φ will flow to zero as m increases, so
that 1 → 0 and 2 →
√
2. According to Eq. (43), the
time scale (here we are thinking of m as time) of ap-
proaching the fixed point should be of the order of 1/2.
According to the first order terms in Eq. (35), 1 cycles as
1 → 2 → −γ → −1 → −2 → γ → 1 for six successive
iterations. Hence sin θm = cos 1 should cycle over three
different values given by 1 − 21/2, 1 − 22/2, 1 − γ2/2.
Monitoring sin θm = cos 1 ≈ 1 − 21/2 for  = 0.1 as a
function of m (Fig. 12) clearly shows that 1, 2, γ do not
remain at one particular fixed point permanently; after
long intervals of time, they move from one fixed point
to another relatively quickly. For example, for  = 0.1,
this movement happens at intervals of about m = 3200;
the movement itself occurs over a duration of m = 100
(which is equal to 1/2). We will argue below that these
movements may be understood qualitatively by appeal-
ing to terms higher than third order which we have ig-
nored when deriving Eqs. (38).
We will begin by finding the fixed points of Eqs. (38).
The KKT invariant implies that the three parameters lie
on the surface of a sphere
21 + 
2
2 + γ
2 = r2, (44)
where r is a small number. We then find that there are
two types of fixed points.
(i) Any two of the parameters 1, 2, γ are equal
to zero, and the third one is equal to ±r. This gives six
possible fixed points.
(ii) 21 = 
2
2 = γ
2 = r2/3. This gives eight possi-
ble fixed points.
Next, we look at the stability of the above fixed
points. Denoting the first order deviations of the three
parameters from a fixed point by δi (where i = 1, 2, 3),
we obtain equations of the form
dδi
dm
=
3∑
j=1
Mijδj . (45)
The eigenvalues of the matrix M determine the stability
of a fixed point; if any one of the eigenvalues has a pos-
itive real part, the fixed point is unstable. For the six
fixed points of type (i), the eigenvalues turn out to be 0
and ±(2/3)r2, implying that each of these fixed points is
unstable along some direction. For the eight fixed points
of type (ii), the eigenvalues are 0 and ±i(2/3√3)r2; hence
a small deviation from these fixed points will oscillate but
not grow with time.
The invariant C = 12γ defined in Eq. (39) is equal to
0 for the fixed points of type (i) and ±r3/(3√3) for the
fixed points of type (ii). For the cases studied numeri-
cally, i.e., (1, 2, γ) = (, , 0) at m = 0, we have r =
√
2
and C = 0. For this case, we have seen above that the
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FIG. 12: (Top panel) The evolution of sin θm as a func-
tion of m for  = 0.1. (Bottom panel) The evolution of
cos θm cos θm+1 cos Γm,m+1 as a function of m for  = 0.1.
systems flows to the fixed point (0,
√
2, 0) over a time
scale of order 1/2. However, this is an unstable fixed
point; hence even a small deviation from this fixed point
in an unstable direction will grow exponentially with m.
We now note that while the KKT invariant is an exact
invariant, the quantity C defined in Eq. (39) is invariant
only up to terms of third order in 1, 2, γ. Consid-
ering the possible effects of terms of higher than third
order on the right hand sides of Eqs. (38), we may ex-
pect that over very long periods of time (i.e., periods
which are much larger than 1/2), the three parameters
will differ from what we would obtain if only the third
order terms were present in Eqs. (38). As a result, we
would also expect C to deviate eventually from its ini-
tial value, i.e., from C = 0. We therefore expect that
over long times, |C| will not exactly be equal to zero,
although it will remain much smaller than the largest
possible value of r3/(3
√
3) ' 0.00054. Fig. 12 confirms
this numerically for the case  = 0.1 where we moni-
tor cos θm cos θm+1 cos Γm,m+1 which is equal to −C for
small 1, 2, γ.
Given that C is very small but not exactly equal to
zero, we can now see how the parameters 1, 2, γ will
change over very long periods of time. In the beginning,
when γ is very close to zero, we have seen that 1 flows to
zero while 2 flows to
√
2; these flows occur over a time
scale of order 1/2 = 100. According to Eqs. (38), this
is a stable fixed point for 1 but not for γ. Eventually,
therefore, γ will start growing while 1 will remain small.
Once γ becomes larger than 1, 2 will start becoming
smaller. Thus the behaviors of 1, 2, γ will get cyclically
interchanged; namely, 1 will stay very close to zero, 2
will flow to zero and γ will flow to
√
2. Eventually, this
behavior again gets interchanged; 2 stays very close to
zero while γ and 1 flow to zero and
√
2 respectively.
This is indicated in Fig. 12 where we see that out of the
three quantities 1 − 21/2, 1 − 22/2, and 1 − γ2/2, two
of them remain close to one while the third one remains
close to 1− 2 = 0.99 at all times (except for some rapid
changes occurring over a time scale of order 1/2). We see
that this behavior gets cyclically interchanged after time
intervals of the order of 3200. We cannot quantitatively
explain the value 3200 since we do not know the form
of the higher order terms that will appear on the right
hand sides of Eqs. (38); however, as argued above, we do
expect this time scale to be much larger than 1/2 = 100.
V. CONCLUSIONS AND OUTLOOK
In this work, we have considered a prototypical many-
body integrable model, the one-dimensional transverse
field Ising model, that is continually driven by a time-
dependent magnetic field resulting in a unitary dynam-
ics. The translational symmetry of the system allows for
a mapping to a pseudospin representation for each mo-
mentum k, where the pseudospin is driven by its own
time-dependent pseudo-magnetic field that varies with k
(Eq. (8)). In the thermodynamic limit, for a subsystem
whose size is much smaller than that of the total sys-
tem, the reduced density matrix of the subsystem is fixed
by certain coarse-grained quantities in momentum space
(Eq. (15)). These coarse-grained quantities have a well-
defined large n limit in case a nonequilibrium steady state
exists at late times. We also define a probability distri-
bution on the unit sphere for each value of average kc by
using a large number of consecutive momenta in a small
cell that is centered around kc and using the pseudospin
representation for each k to represent the corresponding
state on the unit sphere. This probability distribution for
each kc changes in an irreversible manner and approaches
a steady state distribution in the limit n→∞.
We consider a driving protocol with two types of square
pulses with possible periods T + dT and T − dT such
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that the unitary time evolution operators Uk(T + dT )
and Uk(T −dT ) do not commute with each other. These
pulses alternate according to a Fibonacci sequence to
mimic a quasiperiodic drive that is neither periodic nor
random in time. We find that neither the local quantities
nor the coarse-grained quantities approach a well-defined
steady state if the system is viewed stroboscopically for
even n ∼ 105. However, when the system is viewed at
n = Fm (where Fm are the Fibonacci numbers which in-
crease as ϕm for large m), a well-defined nonequilibrium
steady state indeed emerges at exponentially late times.
This exponentially late approach to the steady state was
also previously found by us for another driving protocol
that was neither random nor periodic [33]. We believe
that this may be a generic feature of quasiperiodically
driven integrable systems.
To characterize the nonequilibrium steady state, we
also look at the probability distribution of consecutive
momenta in a momentum cell centered at kc. We find
that the final probability distribution is qualitatively dif-
ferent compared to the distributions that arise for a pe-
riodically driven system or a system that locally heats
up to an infinite temperature ensemble, i.e., it is neither
a circle nor a uniform covering of the unit sphere. Fur-
thermore, the form of the distribution is sensitive to the
parameters of the driving protocol and the value of kc.
We also study a toy problem of a single two-level system
where the unitary matrices are arranged in a Fibonacci
sequence to illustrate how the nature of the distribution
on the Bloch sphere is highly sensitive to the parameters
of the problem. In the limit where the KKT invariant is
close to −1, the problem can be studied analytically to
a large extent, and we find an intricate pattern for the
state at late times.
A deeper understanding of these distributions and
their tunability with the drive parameters and kc is
highly desirable since that would lead to a wide vari-
ety of nonequilibrium steady states that were previously
unknown. Another open question is to come up with a
simple ensemble description for the resulting steady state
since it lies beyond a periodic generalized Gibbs ensem-
ble approach. Finally, we note that the one-dimensional
transverse field Ising model driven by a Fibonacci se-
quence of square pulses has been recently studied in
the high frequency limit, and it has been shown that a
nonequilibrium steady state emerges in that limit which
resembles the steady state of a periodically driven sys-
tem [46].
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