This paper develops a new mathematical framework that enables nonparametric joint semantic/appearance and geometric representation of continuous functions using data. The joint semantic and geometric embedding is modeled by representing the processes in a reproducing kernel Hilbert space. The framework allows the functions to be defined on arbitrary smooth manifolds where the action of a Lie group is used to align them. The continuous functions allow the registration to be independent of a specific signal resolution and the framework is fully analytical with a closed-form derivation of the Riemannian gradient and Hessian. We study a more specialized but widely used case where the Lie group acts on functions isometrically. We solve the problem by maximizing the inner product between two functions defined over data, while the continuous action of the rigid body motion Lie group is captured through the integration of the flow in the corresponding Lie algebra. Low-dimensional cases are derived with numerical examples to show the generality of the proposed framework. The high-dimensional derivation for the special Euclidean group acting on the Euclidean space showcases the point cloud registration and bird's-eye view map registration abilities. A specific derivation and implementation of this framework for RGB-D cameras outperform the state-ofthe-art robust visual odometry and performs well in texture and structure-scares environments.
I. INTRODUCTION
We consider the problem of sensor registration, which is defined as finding the transformation between two sensors with overlapping measurements or tracking a moving sensor using its sequential measurements. This problem frequently arises in engineering domains such as point cloud registration [1] [2] [3] [4] [5] [6] [7] [8] , visual odometry and SLAM [9] [10] [11] [12] [13] [14] [15] [16] , satellite image registration [17, 18] , and photogrammetry [19] . In terms of applications, the above mentioned problems are fundamental to many computer vision [20, 21] and robotics [22, 23] algorithms.
The standard solution to sensor registration is typically formulated as a maximum likelihood or least-squares problem and solved via numerical optimization techniques. In the maximum likelihood setting, the measurement noise distribution significantly affects the robustness of the solver to outliers. Hence, in practice, the problem is necessarily solved using a robust estimator such as the iteratively reweighted leastsquares algorithm or truncated least squares [24] . The central shortcoming of this approach is the reliance on point-wise correspondences between two measurement sets. As a result, the implicit assumption is that the perceived data points by digital sensors are from the same points in reality. Of course, this is seldom true as the nature of digital sensing means a discretization of the reality is captured at best. Sparse and uniform (feature-scarce) measurement sets are where this shortcoming can become problematic. A prime example is the lack of robustness of the visual odometry algorithms to texture and structure-less scenes.
In this paper, we formulate a fundamentally novel nonparametric framework for sensor registration that constructs continuous functions from measurements. The functions can be thought of as curves, surfaces, or hyper-surfaces that live in a Reproducing Kernel Hilbert Space (RKHS). For example, given an RGB-D image, a function can be constructed that maps a three-dimensional (3D) point to the RGB color space. Therefore, such functions inherently represent a joint model for semantic/appearance and geometry. Furthermore, the domain of the functions can be an arbitrary smooth manifold where the action of a Lie group is used to align them. This concept is illustrated in Figure 1 . The continuous functions allow the registration to be independent of a specific signal resolution and the framework is fully analytical with a closedform derivation of the Riemannian gradient and Hessian.
In the present work, we study a restriction of the framework where the Lie group acts on functions isometrically. This restriction has a variety of applications and its high-dimensional derivation for the special Euclidean group acting on the Euclidean space showcases the point cloud registration and bird's-eye view map registration abilities. In particular, this work has the following contributions: 1) a new mathematical framework for sensor registration that enables nonparametric joint semantic/appearance and geometric representation of continuous functions using data; 2) low-dimensional cases are derived with numerical examples to show the generality of the proposed framework; 3) a high-dimensional derivation for the special Euclidean group acting on the Euclidean space showcases the point cloud registration and bird's-eye view map registration abilities. A specific derivation and implementation of this framework for RGB-D cameras performs well in texture and structure-scarce environments. 4 ) the open-source implementation of the derived cases in this work is available for download at https://github.com/MaaniGhaffari/c-sensor-registration The remainder of this paper is organized as follows. A review of the required mathematical machinery and notation is given in next section. Section III presents the novel continuous sensor registration framework. Section IV provides low-dimensional examples of the framework including point cloud registration on circles and torus. The high-dimensional example for the special Euclidean group is given in Section V. A brief theoretical analysis for the verification of the idea is provided in Section VI. The integration of the flow for SE(n) and for the 2D and 3D cases to obtain the solution is explained in Section VII. Section VIII deals with the Riemannian geometry of the special Euclidean groups. Experimental evaluations of the proposed method for registration and tracking using RGB-D images are presented in Section IX. Section X provides a discussion regarding the locality of solutions. Finally, Section XI concludes the paper and provides future work ideas.
II. REQUIRED MATHEMATICAL MACHINERY AND NOTATION
We first review some mathematical preliminaries to establish the notation and give the paper better flow before stating the main results.
A. Matrix Lie Group of Motion in R n
The general linear group of degree n, denoted GLn(R), is the set of all n × n real invertible matrices, where the group binary operation is the ordinary matrix multiplication. The ndimensional special orthogonal group, denoted SO(n) = {R ∈ GL n (R)| RR T = I n , det R = +1}, is the rotation group on R n . The n-dimensional special Euclidean group, denoted
is the group of rigid transformations, i.e., direct isometries, on R n . A transformation such as h ∈ SE(3) is the parameter space in many sensor registration problems which consists of a rotation and a translation components. Leth ∈ SE(3) be an estimate of h. We compute the rotational and translational distances using log(RR T ) F and T −RR T T , respectively, where log(·) is the Lie logarithm map which is, here, the matrix logarithm. These definitions are consistent with the transformation distance that can be directly computed using
This paper studies not only matrix Lie groups, but also their actions on manifolds. We have the following definition: Definition 1. Let G be a group and X a set. A (left) group action of G on X, denoted as G X, is a group homomorphism G → Aut(X) (automorphism of X). If X is a smooth manifold, the action is smooth if G → Diff(X) (diffeomorphism of X).
Remark 1.
A group action can similarly be viewed as a function ϕ : G × X → X satisfying two conditions (where ϕ(g, x) will be denoted by g.x) 1) Identity: If e ∈ G is the identity element, then e.x = x for all x ∈ X. 2) Compatibility: (gh).x = g.(h.x) for all g, h ∈ G and
x ∈ X.
Remark 2. The standard action of SE(n) on R n is given by (R, T ).x = Rx + T for R ∈ SO(n) and T ∈ R n .
B. Hilbert Space
Let V be a finite-dimensional vector space over the field of real numbers R. An inner product on V is a function ·, · : V × V → R that is bilinear, symmetric, and positive definite. The pair (V, ·, · ) is called an inner product space. The inner product induces a norm that measures the magnitude or length of a vector: v = v, v . The norm in turn induces a metric that allows for calculating the distance between two vectors:
Such a metric is homogeneous; for a ∈ R, d(av, aw) = |a|d(v, w), and translation invariant; d(v + x, w + x) = d(v, w). These properties are inherited from the induced norm. The distance metric is positive definite, symmetric, and satisfies the triangle inequality. In addition to measuring distances, it is important to be able to understand limits. This leads to the definition of a Cauchy sequence and completeness.
such that for any real number > 0 there exists a natural numbern ∈ N such that for some distance metric d(x n , x m ) < for all n, m >n.
Definition 3 (Completeness).
A metric space (M, d) is complete if every Cauchy sequence in M converges in M , i.e., to a limit that is in M .
Such a metric space contains all its limit points. Note that completeness is with respect to the metric d and not the topology of the space. Now, we can give a definition for a Hilbert space.
Definition 4 (Hilbert Space). A Hilbert space, H, is a complete inner product space; that is, any Cauchy sequence in H, using the metric induced by the inner product, converges to an element in H.
The reviewed definitions and properties are also valid for a vector space of functions. Let (H, ·, · H ) be a real Hilbert space of functions with the inner product between any two square-integrable functions f, g ∈ H (or f, g ∈ L 2 (R, µ)) defined as:
where µ is the Lebesgue measure on R. Similarly, the induced norm by the inner product is f H = f, f H . The Hilbert space of functions can be thought of as an infinite-dimensional counterpart of the finite-dimensional vector spaces discussed earlier.
C. Representation and Reproducing Kernel Hilbert Space
We now move to a more special type of Hilbert Space called Reproducing Kernel Hilbert Space (RKHS) which we will use in this work.
Definition 5 (Kernel). Let x, x ∈ X be a pair of inputs for a function k : X × X → R known as the kernel. A kernel is symmetric if k(x, x ) = k(x , x), and is positive definite if for any nonzero f ∈ H (or L 2 (X , µ)):
Definition 6 (Reproducing Kernel Hilbert Space [25] ). Let H be a real-valued Hilbert space on a non-empty set X . A function k : X ×X → R is a reproducing kernel of the Hilbert space H iff: 1) ∀x ∈ X , k(·, x) ∈ H, 2) ∀x ∈ X , ∀f ∈ H f, k(·, x) = f (x). The Hilbert space H (RKHS) which possesses a reproducing kernel k is called a Reproducing Kernel Hilbert Space or a proper Hilbert space.
The second property is called the reproducing property; that is using the inner product of f with k(·, x), the value of function f is reproduced at point x. Also, using both conditions we have: ∀x, z ∈ X , k(x, z) = k(·, x), k(·, z) . Lemma 1. Any reproducing kernel is a positive definite function [25] .
Finding a reproducing kernel of an RKHS might seem difficult, but fortunately, there is a one-to-one relation between a reproducing kernel and its associated RKHS, and such a reproducing kernel is unique. Therefore, our problem reduces to finding an appropriate kernel.
Theorem 2 (Moore-Aronszajn Theorem [25] ). Let k be a positive definite function on X × X . There exists only one Hilbert space H of functions on X with k as reproducing kernel. The subspace H 0 of H spanned by the function k(·, x), x ∈ X is dense 1 in H and H is the set of functions 1 A dense subset of M implies the closure of the subset X equals M . on X which are point-wise limits of Cauchy sequence in H 0 with the inner product
where f = n i=1 α i k(·, x i ) and g = m j=1 β j k(·, z j ). The important property while working in an RKHS is that the convergence in norm implies point-wise convergence; the converse need not be true. In other words, if two functions in an RKHS are close in the norm sense, they are also close point-wise. We will rely on this property to solve the problem discussed in this paper. In Theorem 2, f and g are defined only in H 0 . The following theorem known as the representer theorem ensures that the solution of minimizing the regularized risk functional admits such a representation.
Theorem 3 (Nonparametric Representer Theorem [26] ). Let X be a nonempty set and H be an RKHS with reproducing kernel k on X × X . Suppose we are given a training sample (x 1 , y 1 ), . . . , (x m , y m ) ∈ X × R, a strictly monotonically increasing real-valued function h on [0, ∞), an arbitrary cost function c : (X ×R 2 ) m → R∪{∞}, and a class of functions 2
Then any f ∈ F minimizing the regularized risk functional
admits a representation of the form
(3)
D. Riemannian Geometry
Let M be a smooth manifold. This paper will be concerned with the problem of finding the maximum of a function f : M → R. This will be accomplished (locally) via gradient ascent. Due to the fact that M will not generally be Euclidean, we will be using tools from Riemannian geometry.
Recall that a vector field X : M → T M is a section of the tangent bundle, i.e. for π : T M → M we have π • X = Id. The set of all (smooth) vector fields on M will be denoted by X(M ). In contrast to vector fields, 1-forms are sections of the cotangent bundle, M → T * M and the set of all 1-forms are denoted by Ω 1 (M ) .
For a function f : M → R, the differential is naturally a covector rather than a vector:
In order to determine the gradient, ∇f ∈ X(M ), we need an identification Ω 1 (M ) → X(M ) which is where the Riemannian metric will be used.
Definition 7.
A Riemannian metric on a manifold M is the assignment to each point p ∈ M , of an inner product ·, · p on T p M which is smooth in the following sense: for X, Y ∈ X(M ), the map p → X(p), Y (p) p is a smooth function on M .
This gives a way to turn df into ∇f as follows:
On a general manifold, if we wish to differentiate a vector field Y in the direction of X (i.e. a directional derivative), we cannot compute it in the traditional sense since different tangent vectors lie in different tangent spaces so we cannot take their differences. A way around this issue is to use a connection (see e.g. §6 in [27] :
For a Riemannian metric there exists a unique affine connection, called the Levi-Civita connection that is both torsion-free and compatible with the metric. A connection is compatible with the metric if for all X, Y, Z ∈ X(M ),
and torsion-free if
This connection can be constructed in the following way:
Remark 3. Suppose that G is commutative and we choose an orthogonal basis, {e i }, of g. If we let {E i } be the corresponding left-invariant vector fields, then the connection vanishes in these coordinates: ∇ Ei E j = 0 for all i, j. This will be useful in Sections IV-A and IV-B where we compute the registration problem for G = S 1 and G = T 2 .
The Levi-Civita connection is used to define a geodesic on a Riemannian manifold, i.e. a "straight line."
Theorem 4. Let γ : I → M be a curve. Then the following are equivalent: 1) γ is a geodesic, 2) In coordinates γ = (y 1 , . . . , y n ), the curve satisifies the following system of differential equations
where Γ k ij are the Christoffel symbols, and 3) γ satisfies the Euler-Lagrange equations with Lagrangian L(y,ẏ) = 1 2 ẏ,ẏ y . Example 1. Consider the case where M = R 2 and the metric is given by u, v p = u T m(p)v for a symmetric, positive-definite matrix m which depends on the point p = (x, y) ∈ R 2 . The Euler-Lagrange equations are
Computing the first equation results with:
∂L ∂x = 1 2
Combining these (as well as performing the analogous computation for the y equation) we obtain the Euler-Lagrange equations.
Decoupling the acceleration terms produces 
where Γ 
In particular, due to the existence and uniqueness of solutions to ordinary differential equations, geodesics always exist locally. Moreover, when the manifold is a Lie group and the metric is invariant under left-translations, the geodesic equations can be described via the Euler-Poincaré equations [28] .
Definition 11. For a Lie group, G, a function L :
Theorem 5. Let G be a Lie group and L : T G → R be a left-invariant Lagrangian. Let L : g → R be its restriction to the tangent space of G at the identity (the corresponding Lie algebra). For a curve g(t) ∈ G, let
Then the following are equivalent:
1) g(t) satisfies the Euler-Lagrange equations for L on G,
2) The Euler-Poincaré equations hold:
Proof. See Theorem 5.2 in [28] .
Remark 4. The reasoning behind using g −1ġ rather than jusṫ g is becauseġ ∈ T g G and g −1 : T g G → T e G = g and therefore g −1ġ ∈ g.
In coordinates, let ξ = i ξ i e i ∈ g where {e i } forms a basis. Then equation (17) takes the form
The idea of a geodesic is useful because it provides a map T x M → M in the following way:
where γ is a geodesic. This map is called the Riemannian exponential map and is denoted by
Remark 5. There are two important aspects of the Riemannian exponential that need to be discussed. (1) In general, Exp x is only defined on a neighborhood of 0 ∈ T x M and not the whole tangent space. (2) When M = G is a Lie group, the Lie exponential map exp : g → G will usually not agree with the Riemannian exponential although they have matching domain and codomain.
The last tool from Riemannian geometry we will use is the Hessian. This is a generalization of the second derivative. For a function f : M → R, the Hessian is a second-order tensor given by
A different, equivalent, definition of the Hessian is:
(20) This object can be used to calculate the covariance as well as be an ingredient in Newton's root finding method.
III. PROBLEM SETUP
Let M be a smooth manifold and consider two (finite) collections of points, X = {x i }, Z = {z j } ⊂ M . Also, suppose we have a (Lie) group, G, acting on M . We want to determine which element h ∈ G aligns "best" the two point clouds X and hZ = {hz j }. To assist with this, we will assume that each point contains information described by a point in an inner product space, (I, ·, · I ). To this end, we will introduce two labeling functions, X : X → I and Z : Z → I.
In order to measure their alignment, we will be turning the clouds, X and Z, into functions f X , f Z : M → I that live in some reproducing kernel Hilbert space, (H, ·, · H ).
Inspired by this observation, we will set h.
In the following, we give a summary of the recipe for cloud alignment as well as formal sensor registration problems.
Definition 12.
A sensor registration problem is given by a 5-tuple:
while the information is given by a 3-tuple: (I, (X, X ), (Z, Z )) where (I1) I is an inner product space, called the information space, (I2) X ⊂ M is a finite collection of points called the target and X : X → I is its label, and (I3) Z ⊂ M is a finite collection of points called the source and Z : Z → I is its label.
The information (G1)-(G5) is required to build the general form of the gradient while the information (I1)-(I3) encodes the actual clouds which is subsequently plugged into the gradient. The remainder of this work consists of understanding cases with varying (G1)-(G5) information. We first define the general form of the problem as follows.
Problem 1. Suppose f X and f Z are the constructed functions over point clouds X and Z, respectively. The problem of aligning two point clouds can be formulated as minimizing the distance between f X and h.f Z in the sense of the RKHS norm. That is, we want to solve
In this work, we restrict the problem to a special case.
Then we can reformulate Problem 1 into a reduced form as follows.
Problem 2. The problem of aligning the point clouds can now be rephrased as maximizing the scalar products of f X and h.f Z , i.e., we want to solve
A. Constructing the functions We first choose a symmetric function k : M × M → R to be the kernel of our RKHS, H. This allows us to turn the point clouds to functions via
We can now define the inner product of f X and f Z by
We note that it is possible to use the well-known kernel trick in machine learning [29] [30] [31] to substitute the inner products in (24) with the appearance/semantic kernel. The kernel trick can be applied to carry out computations implicitly in the high dimensional space, which leads to computational savings when the dimensionality of the feature space is large compared to the number of data points [30] . After applying the kernel trick to (24) , we get
Remark 7. We note two advantages of measuring the alignment of X and Z by (24) . The first is that we do not need identification of which point of X should be paired with what point of Z. The second is that the number of points in X does not even need to be equal to the number of points in Z!
B. Building the Gradient Flow
In order to (at least locally) solve (22), we will construct a gradient flow:ḣ = ∇F (h) (this is similar to the treatment in [32] where a gradient flow is used to maximize the inner product between elements of a Lie algebra corresponding to a compact Lie group). Before we proceed, we will first determine the differential, dF . In order to do this, we will need the notion of an infinitesimal generator for a group action (see chapter 4 of [33] ).
Definition 13. Suppose that a Lie Group G acts diffeomorphically on a smooth manifold M via ϕ; that is
For a given ξ ∈ g = Lie(G), we denote the vector field ξ M (called the infinitesimal generator) on M given by the rule:
This lets us compute the differential, dF .
Then
wherek xi = k(x i , ·). Remark 8. The notation for the differential of a function used throughout this paper is df
Proof. This follows from a straightforward application of the chain rule.
This matches equation (28).
Of course, to construct the gradient flow we are interested in computing dF h instead of just dF e . We will accomplish this via left-translation. Left-translation is given by the smooth map h : G → G where x → hx. Its differential gives rise to an isomorphism of tangent spaces, ( h ) * : g
In order to turn the co-vector dF h ∈ T * h G into a vector ∇F h ∈ T h G, we will use a left-invariant metric. This can be accomplished by defining an inner-product, ·, · g on g and lifting to a (Riemannian) metric on G via left-translation, i.e.
This allows us to define the gradient of F as
This allows for a way to obtain a (local) solution to (22) by followingḣ = ∇F (h).
To demonstrate the generality of this registration algorithm, the cases in Table I will be examined in the remainder of this paper.
IV. LOW-DIMENSIONAL EXAMPLES While the primary focus of this paper is to align RGB-D images in R 3 , we take the opportunity to show how the above 
algorithm works on other spaces: specifically the spaces S 1 , T 2 , and S 2 : the circle, the 2-torus, and the sphere.
A. The circle
To demonstrate our algorithm, we will first work out the case where the manifold containing the clouds is the circle, M = S 1 . S 1 acts naturally on itself via left-translations so we shall take G = S 1 as well and ϕ to be left-translation, i.e.
The Lie algebra for the circle is the real line and we will therefore take the inner product to be scalar multiplication,
The last piece of geometry we need is the kernel (the information space and the clouds will be determined later). To build k, we will use the Euclidean distance of points on the circle:
We will use the Gaussian kernel based on this distance function:
where > 0 is a parameter called the length-scale. If we again call c ij = X (x i ), (z j ) I , then using (31), the differential is (for s ∈ R)
(38) Therefore, the gradient is
Finally, the Hessian can be found by simply differentiating the gradient as is
Example 2. We perform the registration problem on the circle. X = linspace(0, π/2, 10) and Z = linspace(π/2, π, 12). Figure 2 shows two point clouds before and after registration. The labels for all points are set to 1. 
B. The Torus
The torus is simply two copies of the circle: T 2 = S 1 × S 1 . Therefore, both the gradient and Hessian will be two copies of the corresponding object from the circle case.
Similarly to the circle case, the group will act via lefttranslations and we will take (x 1 ,
The gradient is then
The Hessian is straight-forward to calculate due to the fact that T 2 is abelian. The Hessian is
where
This procedure naturally generalizes to T n .
Example 3. We perform the registration problem on the torus with a 5 pointed star as shown in Figure 3 . X contains 50 points while Z contains 75. The displacement is [1, 1] and the transformation found was [1.0077, 0.9962] which is an error of [−0.0077, 0.0038] which has norm of 0.0085.
C. The sphere
The other initial example we wish to develop is the case when M = S 2 , the sphere. The Lie group we choose to act will be SO 3 , the special orthogonal group. This will act via usual matrix multiplication: let x ∈ S 2 ⊂ R 3 , then In terms of the point cloud data, assume that we have clouds with points in R 3 . These points will be projected to S 2 (via normalizing) which is compatible with the group action described above. Given two points x, y ∈ R 3 , their arc-length distance, once projected to S 2 , is
With this distance (which is different from the distance used in the circle example), we define the kernel to be
In order to determine the gradient, we still need a metric for so 3 for which we will use the (negative of the) Killing form. This gives a gradient of ∇F (R) = Rω where R ∈ SO 3 , · : R 3 → skew, and
1) The Hessian: Unlike the circle and torus examples, calculating the Hessian for the sphere is substantially more involved. This follows from the fact that SO(3) is no longer abelian. In order to determine the Hessian, we need to know the connection on SO Additionally, let {E x , E y , E z } be their corresponding leftinvariant vector fields. The connection, calculated from (8), is given by
Writing (48) asω = ω x e x + ω y e y + ω z e z , the Hessian is given by
where ε αγβ = [e α , e γ ], e β are the structure constants. Combining, the Hessian is
which, although it is tedious, can be computed exactly.
Remark 9. The reason that (51) returns the negative of the Hessian is because we are actually differentiating the inverse of the group element. 
The parameters used in this registration are included in Table II . The initial and final images are shown in Figure 4 .
V. SPECIAL EUCLIDEAN GROUPS
We now move onto the more involved examples where M = R n and G = SE(n), the special Euclidean group in n dimensions. G acts on M in in the standard fashion: let
We will also choose the squared exponential kernel for k :
for some fixed real parameters σ and , and · n is the standard Euclidean norm on R n . In order to determine the gradient flow (33), we need to compute the infinitesimal generators of the action SE(n) R n as well as decide on a left-invariant metric for se(n) = Lie(SE(n)).
A. Infinitesimal Generator
For a fixed ξ ∈ se(n), it has the form ξ = (ω, v) where ω ∈ so(n) and v ∈ R n . Because the infinitesimal generator map g → X(M ) is a Lie algebra homomorphism (where X(M ) is the space of all vector fields over M , see §27 of [27] ), we see that 
B. Metric
We need to choose a metric on se(n) to turn dF h into ∇F h . For this example, we will take a multiple of the Killing form on so(n) and the Euclidean norm on R n . That is,
where ·, · n is the standard Euclidean inner product on R n (see [34] for a discussion in three dimensions), and a and b are tuning parameters. The reason for the (2 − n)/2 term is because with this normalization (with a = 1) the skew matrices E ij − E ji are orthonormal. Here E ij denotes the matrix with only zeros except for a 1 in the (i, j)-coordinate.
C. Calculating the Gradient
Before we find the gradient, let us first determine its differential (at the identity for simplicity).
To turn dF e into ∇F e , we will compute ∇ ω F e and ∇ v F e separately:
To solve for this in coordinates, we will let {e m } n m=1 be the standard orthonormal basis for (R n , ·, · n ) and {J pq } p<q := {E pq − E qp } p<q be as above. Then, the gradient becomes:
(58) The above can be simplified by computing the inner product on the right hand side:
Likewise, to translate away from the origin, we note that if h = (R, T ) ∈ SE(n), ( h ) * (ω, v) = (Rω, Rv). Then, if we express the gradient as ∇F h = ( h ) * (ω, v) = (Rω, Rv), we get the following expression for (ω, v) ∈ se(n):
The Hessian calculation will be postponed until Section VIII.
VI. ANALYSIS AND VERIFICATION OF IDEA
It is important to take a moment and examine when solving Problem 2 actually causes the clouds to be best aligned. It is of course impossible to perfectly align two non-identical clouds. Presented below is a discussion of the question: when the two clouds are identical, when does the identity element in the group maximize (22) ?
Suppose that Z = X and Z = X . Then the identity ideally should be a fixed-point of (33) . This leads to the following: Proof. We have that
Then using the Cauchy-Schwarz inequality we obtain:
which is less than F (e) provided that h.f X H ≤ f X H .
Computing this, we see that
Combining everything, we get that Proof. This follows from the fact that SE(n) acts on R n isometrically, i.e. hx − hy n = x − y n .
Theorem 11. The maximizer of Problem 2, minimizes the angle between f X and f Z .
VII. INTEGRATING THE FLOW FOR THE SPECIAL EUCLIDEAN GROUP
Now that we know the direction for the flow, what remains is to determine a way to integrate the flow and to determine a reasonable step size. We integrate using the Lie exponential map to preserve the group structure and the step size is calculated using a 4 th -order Taylor approximation in a line search algorithm.
A. Integrating
We will take care that in integrating (33) , our trajectories will remain on SE(n). This is slightly problematic because integrating is an additive process and SE(n) is not closed under addition. To address this, we note that if in (33) , (ω, v) is constant in se(n) (i.e. ∇F h is a left-invariant vector field) the solution is merely
where exp : se(n) → SE(n) is the Lie exponential map (which is merely the matrix exponential). We will exploit this by assuming thatω and v are constant over each time step.
Explicit formulas for ∆R and ∆T will be discussed in §VII-D for the special case where n = 3. Combining all of this, we get our integration step to be
(68)
B. Step size
We can use (60) to point in the direction of maximal growth and (67) to find the updateded element in SE(n). However, we currently have no intelligent way of choosing t. We will proceed by a Taylor approximation of the solution curve. If we let G(t) := F (h exp(tξ)), then we want to find the value of t that maximizes G. We compute a 4 th -order Taylor expansion of G(t) about t = 0 and determine the value of t that maximizes this polynomial.
The "optimal" step size is then taken to be the value of t > 0 that maximizes the quartic (69). C. Special Case: n = 2
When we take the special case of SE(2), the gradient (60) takes the special form:
where× is the "two-dimensional cross product,"
Finally, the exponential map for SE(2) can be solved exactly.
∆R =
cos ω − sin ω sin ω cos ω ,
(73)
Example 5. We perform a bird's-eye view map of registration. For the purposes of this example, we choose X to be a contour plot of Matlab's peaks(100) while Z is of peaks(120). Specifically, X is made up of 40 contour lines while Z is made up of 43 lines. For both images, the coordinates are constrained in the following way: x, y ∈ [−3, 3]. The two images are shown in Figure 5 . As these images are initially aligned, we first perturb them and attempt to realign them. The initial perturbation is give by A ∈ SE(2) while the algorithm determines T ∈ SE (2) . In this sense, we want T · A = Id. The values of A, T , T · A, and T · A F are shown in (74). The parameters used in this registration are included in Table III . The initial and final images are in Figure 6 .
D. Special Case: n = 3
When we restrict attention to SE(3), the gradient (60) takes a special form:
Additionally, an explicit formula for the exponential map exp : se(3) → SE(3) exists (see [35] and [36] for example). This gives an exact way to solve (67).
where θ = ω 3 with ω ∈ R 3 and t is taken to maximize G(t) in equation (69).
VIII. RIEMANNIAN GEOMETRY OF THE SPECIAL EUCLIDEAN GROUPS
This section deals with the geometry of SE(2) and SE(3). Specifically, the Riemannian exponential corresponding to the metric (55) (and the analogous version for SE(2)) as well as the Hessians will be computed. Additionally, there will be a discussion on using Newton's method as an alternate update rule.
A. SE(2)
We begin with the simpler case of SE(2). We will compute the exponential first and the Hessian second.
1) The Riemann Exponential: To compute the Riemann exponential, we will use the Euler-Poincaré equations as described by Theorem 5. The Lagrangian will be L :
The Euler-Poincaré equations are theṅ
These can be integrated to get a path (ω(t); v 1 (t), v 2 (t)) ∈ se(2). However, this only defines a path in the Lie algebra and it needs to be lifted to the group. Doing so results in the following system of differential equations:
The rotation part gives the same answer as the Lie exponential while cancellation occurs in the translation part:
This provides us with the Riemann exponential (at the identity), Exp 0 : se(2) → SE(2)
Remark 10. It is interesting to compare the Riemann and Lie exponential for SE (2) . When we restrict to SO(2), both agree. This follows from the fact that SO(2) is a compact Lie group and the metric restricted to this subgroup is bi-invariant.
The second interesting phenomena is that the translation part is the identity for the Riemann case while the Lie case is more involved. The reason for this is that in the metric there are no cross terms intertwining rotation with translation, i.e. the Riemann exponential is the Lie exponential for the group SO(2) × R 2 as opposed to SE(2) = SO(2) R 2 . 2) The Hessian: To calculate the Hessian for the SE(2) case, we first choose an orthogonal basis {e z , e 1 , e 2 } ∈ se (2) (82) Additionally, we will take {E z , E 1 , E 2 } to be the corresponding left-invariant vector fields. The connection is given by
while all other combinations are zero. The gradient in these coordinates is ωe z + v 1 e 1 + v 2 e 2 . The Hessian in these coordinates is
(84) For the sake of simplicity, let the Hessian be
Example 6 (Hessian Eigenvalues). As an initial thought experiment, what happens if each cloud contains only a single point? As we are interested in the registration problem, let us assume that each of these points is at the same location x ∈ R 2 . Then, the Hessian is
It is interesting to note that this matrix is singular and its kernel is the span of [−1, −x 2 , x 1 ] T . This Lie algebra element corresponds to a vector field on R 2 (the infinitesimal generator, see Definition 13) . The corresponding vector field is
which is merely rotations about the point x. This rotation does not move either cloud and the degeneracy of H predicts this! In the more general context, the eigenvalues/vectors of H carry much information about the structure and symmetry of the problem. At the solution, the Hessian is negativedefinite and so the eigenvector corresponding to the largest eigenvalue (smallest in absolute value) reports on the direction of "greatest symmetry." That is, suppose that Hξ = λξ for ξ ∈ g and |λ| is "small." Then moving Z along the vector field ξ M is not noticeable under F . To see this, we consider the case where X and Z are images of a smiley face as in Figure 7 . The Hessian for this example is 
The weakest eigenvalue is −0.1907 with a corresponding eigenvector of ξ = [−0.2140, −0.7048, 0.6764] T . The vector field for this eigenvector is shown in Figure 7 . The impressive aspect of this is that it is possible to learn symmetries in images!
B. SE(3)
This section will closely mimic the previous; however it will be more involved.
1) The Riemann Exponential: The Euler-Poincaré equations for SE(3) areω
Integrating these in conjunction with the reconstruction equations produce the Lie exponential for the rotation part and the identity for the translations; the same as the SE(2) case above.
That is, Exp 0 (R, T ) = (exp(R), T ) .
Remark 10 holds in this case as well. Moreover, this holds for the higher-dimensional SE(n) as well.
2) The Hessian: To compute the Hessian, we choose the following orthogonal coordinates for se(3):
Remark 11. Notice that the coefficients for the connection in (93) do not depend on either a or b! This is to be expected because the Levi-Civita connection needs to be torsion free.
Since the coordinates we are taking are the left-invariant vector fields, their bracket is just the bracket of the Lie algebra which does not depend on a nor b.
We are now ready to write down the Hessian matrix (we will assume that a = b = 1).
Notice that the first 3 by 3 block, A, is identical to (51). This reflects the copy of SO(3) lying inside SE (3).
For the sake of brevity, we will use the following abbreviation:
Notice that by symmetry of H, B T ij = C ij . Therefore, we will only compute A ij , C ij , and D ij . To simplify expressions, we [15] ; intuitively, we prefer a large neighborhood of correlation for each point, but as the algorithm reaches the convergence reducing the local correlation neighborhood allows for faster convergence and better refinement.
Parameters
Symbol Value (102) It can be seen that the translation component is on the order of 100 times larger than the rotation component. More formally, we can examine the eigenvalues/vectors of H. Table IV shows that the eigenvalues corresponding to rotations are around 100 times smaller than the eigenvalues corresponding to translations. As a result, the Hessian can report on the regularity of the solution / identify infinitesimal symmetries in the pictures.
IX. EXPERIMENTAL RESULTS: RGB-D VISUAL ODOMETRY
The RGB-D visual odometry problem is illustrated in Figure 8 . In the context of visual odometry, we call our method Continuous Visual Odometry (CVO), which has appeared in our earlier work [15, 37] . We compare CVO with the state-of-the-art direct (and dense) RGB-D visual odometry (DVO) [13, 38] . Since the original DVO source code requires outdated ROS dependency [39] , we reproduced DVO results using the version provided by Matthieu Pizenberg [40] , which only removes the dependency for ROS while maintaining the DVO core source code unchanged.
To improve the computational efficiency, we adopted a similar approach to Direct Sparse Visual Odometry (DSO) by Engel et al. [41] to create a semi-dense point cloud (around 3000 points) for each scan. To prevent insufficient points being selected in environments that lack rich visual information, we also used a Canny edge detector [42] from OpenCV [43] . When the number of points selected by the DSO point selector is less than one-third of the desired number of points, more points will be selected by downsampling the pixels highlighted by the Canny detector. While generating the point cloud, RGB values are first transformed into the HSV colormap and normalized. The normalized HSV values are then combined with the normalized intensity gradients and utilized as the labels of the selected points in the color space. For all experiments, we used the same set of parameters, which are listed in Table V. All experiments are performed on a Dell XPS15 9750 laptop with Intel i7-8750H CPU (6 cores with 2.20 GHz each) and 32GB RAM. The source code is implemented in C++ and compiled with the Intel Compiler. The kernel computations are parallelized using the Intel Threading Building Blocks (TBB) [44] . Using compiler auto-vectorization and the parallelization, the average time for frame-to-frame registration is 0.5 sec. Software is available for download at https://github.com/MaaniGhaffari/cvo-rgbd.
A. TUM RGB-D Benchmark
We performed experiments on two parts of RGB-D SLAM dataset and benchmark by the Technical University of Munich [45] . This dataset was collected indoors with a Microsoft Kinect using a motion capture system as a proxy for ground truth trajectory. For all tracking experiments, the entire images were used sequentially without any skipping, i.e., at full frame rate. We evaluated CVO and DVO on the training and validation sets for all the fr1 sequences and the structure versus texture sequences. RGB-D benchmark tools [45] were then used to evaluate the Relative Pose Error (RPE) of both methods. Table VI shows the Root-Mean-Squared Error (RMSE) of the RPE for fr1 sequences. The Trans. columns show the RMSE of the translational drift in m/ sec and the Rot. columns show the RMSE of the rotational drift in deg/ sec. There are no corresponding validation sequences for fr1/teddy and fr1/floor. On the validation set, CVO has improved performance compared with DVO which shows it can generalize across different scenarios better. From the results, we can see that CVO is intrinsically robust. The next experiment will further reveal that CVO has the advantage of performing well in extreme environments that lack rich structure or texture. Table VII shows the RMSE of RPE for the structure vs. texture sequences. This dataset contains image sequences in structure/nostructure and texture/notexture environments. As elaborated in [15] , by treating point clouds as points in the function space (RKHS), CVO is inherently robust to the lack of features in the environment. CVO shows the best performance on cases where either structure or texture is not rich in the environment. This reinforces the claim that CVO is robust to such scenes.
We also note that DVO has the best performance on the case where the environment contains rich texture and structure information. This could be due to two factors: 1) CVO adopts a semi-dense point cloud construction from DSO [46] , while DVO uses the entire dense image without subsampling. Although the semi-dense tracking approach of Engel et al. [41, 46] is computationally attractive and we advocate it, the semi-dense point cloud construction process used in this work is a heuristic process and might not necessarily capture the relevant information in each frame optimally; 2) DVO uses a motion prior as regularizer whereas CVO solely depends on the camera information with no regularizer. We conjecture this latter is the reason DVO, relative to the training set, does not perform well on validation sequences. The motion prior is a useful assumption when it is true! It can help to tune the method better on the training sets but if the assumption gets violated can lead to poor performance. The addition of an IMU sensor of course can improve the performance of both methods and is an interesting future research direction.
X. DISCUSSION ON LOCALITY OF SOLUTIONS
It is important to stress that the registration problem laid out here is only a local solver. However, how detrimental is this? For the purposes of gaining intuition, we will compute F : T 2 → R for the T 2 case, see Section IV-B. For the point clouds, we will use the same clouds as in Example 6 (although viewing them in [0, 2π) 2 ∼ T 2 rather than R 2 ). The torus is discretized into a 500 by 500 grid and length-scales are chosen in the range [0.01, 0.5]. For each value of , a contour plot of F : T 2 → R is constructed and the number of local maxima is recorded (with Matlab's "imregionalmax" function). Two contour plots corresponding to = 0.5 and = 0.2 are shown in Figure 9 .
It is important to note that there exists a plethora of local maxima. This illustrates how important it is to have a good initialization or else the gradient flow will end up getting trapped at a false solution.
However, the number of local solutions depends heavily on . This can be utilized in practice by having start off large and shrink between iterations. It is also rather surpising that the number of local solutions seems to grow according to a power law of the length-scale, as shown in Figure 10 . 
XI. CONCLUSION
We developed a new mathematical framework for sensor registration that enables nonparametric joint semantic/appearance and geometric representation of continuous functions using data. The continuous functions allow the registration to be independent of a specific signal resolution, and the framework is fully analytical with a closed-form derivation of the Riemannian gradient and Hessian. We studied a restriction of the framework where the Lie group acts on functions isometrically. This restriction has a variety of applications, and its high-dimensional derivation for the special Euclidean group acting on the Euclidean space showcases the point cloud registration and bird's-eye view map registration abilities. We derived low-dimensional cases with numerical examples to show the generality of the proposed framework. A specific implementation of this framework for RGB-D cameras performs well in texture and structure-scares environments and is inherently robust to the input noise.
The general problem where the Lie group does not act isometrically on the functions has interesting applications such as image registration and nonrigid structure from motion. Although, the Lie algebra of the affine matrix group does not possess any particular structure, i.e., it includes all square matrices, due to its mentioned applications it is an attractive future research direction. The development of a globally optimal solver is, of course, another challenging and attractive future research direction.
