










and  information  environments,  are  increasingly  implicated  in  our  everyday  actions. 
Computer technologies impact all aspects of our lives and our relationship with the digital 
has fundamentally altered as computers have moved out of the workplace and away from 
the  desktop.  Networked  computers,  tablets,  phones  and  personal  devices  are  now 
commonplace,  as  are  an  increasingly  diverse  set  of  digital  devices  built  into  the  world 
around us. Data and information is generated at unprecedented speeds and volumes from 
an increasingly diverse range of sources and via ever more sensor types. It is then combined 
in  unforeseen  ways,  limited  only  by  human  imagination.  People’s  activities  and 


















other  cases,  however, agents  are in  control  and  humans  play  the  supporting  role  (e.g., 
automatic parking systems on cars and algorithmic trading on stock markets). Moreover, 
these  relationships  may  change  during  the  course  of  an  activity  (e.g.  a  human  may  be 
interrupted by a more pressing request and so take a less hands‐on approach to the current 






of  social  relationships.  Thus,  depending  on  the  task  at  hand,  different  constellations  of 












Embryonic  examples  of  future  HAC  systems  where  people  routinely  and  synergistically 
interact and collaborate with autonomous software are starting to emerge. For example, as 
we travel, increasingly interconnected transport management systems cooperate to aid our 












with  different  aims  and  objectives.  The  various  system  elements  exhibit  a  range  of 
availabilities,  some  are persistent  others  are  transient.  The  independent  actors need  to 
coordinate flexibly with people and agents that are themselves adapting their behaviours 



































where  humans  gather  real‐world  information  and  pass  it  to  an  autonomous  agent  that 
















large‐scale  networked  collaboration  is  typically  achieved  using  software  systems  to 
coordinate and analyse these human endeavours. Moreover, software agents have emerged 




managing  user  interactions.  Users  are  in  the  foreground  and  the  agents  are  in  the 
background.  The  challenge  of  HACs  is  moving  from  the  presumption  of  a  dominant 













































































































HACs  present  research  challenges  in,  amongst  other  things,  how  we  balance  control 
between users and agents (flexible autonomy), dynamically (dis)assemble collectives (agile 













HACs  are  fundamentally  socio‐technical  systems.  Relationships  between  users  and 
autonomous  software  systems  will  be  driven  as  much  by  user  focused  issues  (such  as 





















questions  that  require  us  to  consider  the  broader  social  and  ethical  issues,  potentially 



























to  form  and  coordinate  teams;  specifically  those  algorithms  found  within  the  areas  of 




possible  for  large  scale  dynamic  HACs.  Moreover,  approaches  must  be  developed  to 
consider not just what the optimal coalition looks like, but how the individual humans and 
























systems  studied  to  date,  they  will  not  apply  to  larger  HACs  operating  within  dynamic 
environments  where  the  sensing  and  communication  capabilities  of  the  actors  are 
unknown.  Previous  work  in  this  domain  has  addressed  such  uncertainty  through  the 









departure  for  the  mechanisms  and  techniques  which  have  predominantly  focused  on 
computational entities with little regard for the ways in which users might form teams or 
consideration  of  their  relationship  to  groupings  such  as  teams.  Consequently,  the 
computational exploration must be balanced by a focus on the persuasion and engagement 

























HACs  require  us  to  reconsider  many  of  the  presumptions  central  to  most  current 
approaches to incentive engineering. They will involve actors that are boundedly rational 
[Kahnemann,  2003]  and  whose  behaviour  cannot  always  be  controlled.  For  example,  in 
disaster response settings, local volunteers (of different reliabilities) can be co‐opted by 
their family members and friends (through their social network) and need to be coordinated 
to  work  alongside  emergency  responders  from  different  agencies  (with  different 
capabilities).  Moreover,  humans  and  software  agents  may  not  always  be  receptive  to 
monetary payments and may react better to social or intrinsic incentives. For example, in 
the  DARPA  Red  Balloon  Challenge,  the  incentive  mechanism  of  the  winning  team  was 
successful because it aligned individual financial incentives to find balloons with that of 
recruiting  members  from  their  social  network  and  beyond  [Rahwan  et  al.,  2013a].  In 
contrast, essentially the same scheme attracted very few volunteers on the MyHeartMap 
Challenge  (http://www.med.upenn.edu/  myheartmap/)  which  appealed  mostly  to  altruistic 
motivations to save heart attack patients. Recently, Scekic et al. [2013] have surveyed and 
categorised such early examples of incentive mechanisms for social computing platforms. 




they  cite  avvo.com  which  attracts  large  numbers  of  lawyers  in  the  US  to  provide  free 
response and advice to people visiting the website, and generates a reputation ranking of 
these lawyers based on the quality and timeliness of responses they provide. Now, the 
online  ranking  can  clearly  impact  the  chances  of  attracting  customers  to  their  private 
practices, but the effect is indirect, and admits a greater range of personal motivation, 
compared to a direct monetary payment. To date, however, comparatively little work has 
attempted  to  formally  define  this  style  of  incentive  mechanism.  This  is  an  important 
omission because we believe that bringing insights from behavioural economics and ‘nudge’ 
approaches to behaviour change [Kahnemann, 2003, Thaler and Cass, 2008], into the formal 
descriptions  of  mechanism  design  provided  by  game  theory,  is  a  promising  point  of 
departure to engineer the types of incentives that HACs require. 
Now, even if the right incentives can be ascertained, the actors in the system may not 
perform  to  their  best,  either  because  they  have  limited  capabilities  or  are  inherently 
byzantine.  For  example,  in  systems  such  as  AMT,  where  thousands  of  workers  attempt 
micro‐tasks for a few cents, strategic workers attempt to complete as many tasks as possible 
with  minimum  effort.  Similarly,  in  citizen  science  projects  such  as  Zooniverse,  amateur 
scientists often select the tasks they most enjoy rather than those needed most for the 
project  [Simpson  et  al.,  2011].  Moreover,  in  long‐lived  interactions,  human  actors  may 















While  the  above  challenges  relate  to  how  incentives  are  chosen  and  presented,  the 
computation of these incentives in the context of HACs is also a major challenge. Indeed, the 
fact  that  HACs  involve  large  numbers  of  actors  means  that  computationally  efficient 
algorithms need to be designed to enumerate and optimise the, possibly combinatorial, 
incentives to be given to a crowd, coalition or individual within a HAC. When the operation 








HACs  will  have  a  significant  impact  on  the  ways  in  which  we  think  about  the  digital 
infrastructure  that  supports  them.  Specifically,  we  need  to  consider  how  the  data 
underpinning can be shared. The provenance of this information is particularly critical. Here 
provenance describes which information data is derived from (what), the humans or agents 
responsible  for  it  (who),  and  the  methods  involved  in  deriving  it  (how).  In  turn,  the 
infrastructure  processes  provenance  to  assess  information  quality,  to  allow  users  to 
understand and audit the past behavior of HACs, and to help humans decide whether a 
HAC’s decisions can be trusted.  
The  ways  in  which  HACs  operate  requires  us  to  reconsider  some  of  the  prevailing 
assumptions of provenance work. Provenance is generally thought of as being fine‐grained, 
deterministic, and accurately and completely describing executions [Moreau, 2010]. This 












understand  the  decisions  made  and  decide  whether  they  can  be  trusted.  Indeed,  it  is 









developed  for  graphs  in  general  may  be  customizable,  and  potentially  be  executable 
efficiently.  An  example  of  such  a  solution  is  network  metrics  that  summarize  complex 
situations and behaviors in a convenient and compact way. Specifically, network metrics can 
be  specialized  to  provenance  graphs,  helping  characterize  HACs’  past  behavior,  in  an 
application‐agnostic  manner  [Ebden  et  al.,  2012].  Then,  by  applying  machine  learning 


















between  different  social  agents.  Others  have  built  upon  this  point,  suggesting  that  a 
bidirectional relationship needs to be embedded into the design of services so they are 
recognised  as  inherently  social  [Steeves,  2009].  This  suggests  that  users  should  have  a 
significant element of awareness and control in the disclosure of their data to others [Palen 
and  Dourish,  2003]  and  the  use  of  this  data  by  software  agents.  Establishing  such  bi‐
directional  relationships  also  requires  us  to  reframe  our  existing  approaches  to  the 
governance and management of human data. Perhaps the most critical issues in this regard 
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