Given data in R p , a Tukey τ -trimmed region is the set of all points that have at least Tukey depth τ in the data. As they are visual, affine equivariant and robust, Tukey trimmed regions are useful tools in nonparametric multivariate analysis. While these regions are easily defined and can be interpreted as p-variate quantiles, their practical application is impeded by the lack of efficient computational procedures in dimension p > 2. We construct two algorithms that exploit certain combinatorial properties of the regions. Both calculate the exact region. They run much faster and require substantially less RAM than existing ones.
Introduction
To describe the centrality of a point in a multivariate set of data, Tukey (1975) made a celebrated proposal: Given data x 1 , . . . , x n in R p and an additional point x, d(x|P X ) = inf
measures how central x is situated with respect to the data. Here S p−1 = {v ∈ R p : v = 1} denotes the unit sphere in R p , #(B) the cardinal number of a set B, and P X is the empirical distribution function of the data. As a function of x, (1) is referred to in the literature as location depth or halfspace depth, but also, to reflect the seminal work of Tukey, as Tukey depth. The Tukey depth takes its maximum at the Tukey median, which in general is not unique. The depth decreases when x moves on a ray originating from a Tukey median and vanishes outside the convex hull conv (x 1 , . . . , x n ) of the data. Thus, the depth provides a center-outward ordering of points in R p . The Tukey depth is invariant against a simultaneous affine transformation of x and the data. Moreover, and most important, its value does not change as long as any of the points x, x 1 , . . . , x n is moved without crossing an observation hyperplane. By an observation hyperplane we mean a hyperplane that is generated by p − 1 elements of {x, x 1 , . . . , x n }. By the last property, the Tukey depth is rather robust against outlying observations; see Donoho (1982) .
A Tukey τ -trimmed region is the set of points in R p that have at least Tukey depth τ . For τ > 1 n it is a closed convex polyhedron, included in conv (x 1 , . . . , x n ), hence compact. Tukey regions are nested, shrinking with increasing τ . An empirical distribution is fully characterized by its Tukey regions (Struyf & Rousseeuw, 1999) .
Similarly, the centrality of a point x regarding a probability distribution P in R p is measured by the population version of the Tukey depth as follows:
Note that (1) is a special case of (2) with P X . The population version of Tukey regions determines the underlying distribution if either the distribution is discrete (Koshevoy, 2002) or the regions' boundaries are smooth (Kong & Zuo, 2010) . In multivariate analysis, a broad nonparametric methodology can be developed that is based on Tukey depth and Tukey regions, in particular, multivariate procedures of signs and ranks, order statistics, quantiles, and measures of outlyingness and risk. As the Tukey depth is affine invariant and robust, so is any inference based on it. For such procedures, see for example Yeh & Singh (1997) , Serfling (2006) , Mozharovskyi et al. (2014) , and references therein. Many other depth notions have been proposed and used in the literature for descriptive as well as inferential procedures. Among them are the simplicial depth (Liu, 1990) , the zonoid depth (Koshevoy & Mosler, 1997) , and the projection depth (Liu, 1992; Zuo, 2003) . For recent surveys, see Mosler (2013) and (Van Bever, 2013, Ch. 1) . General definitions of a depth function can be found in Zuo & Serfling (2000) and Dyckerhoff (2002) .
The various notions of data depth differ in their theoretical properties: regarding invariance and robustness, convergence to their population version, and whether they fully characterize an underlying probability distribution. By this, from an applied view, different depths fit to different applications. However, most decisive in possible applications is, whether the depth can be efficiently computed for real sample sizes and in higher dimensions. To calculate the Tukey depth, feasible algorithms have been developed by Ruts & Rousseeuw (1996) for dimension p = 2, Rousseeuw & Struyf (1998) for p = 3, and most recently by Dyckerhoff & Mozharovskyi (2014) and Liu (2014) for general p; see also Miller et al. (2003) .
To compute a Tukey region of given data {x 1 , . . . , x n } appears as an even more challenging combinatorial task, as it involves a very large number of observation hyperplanes to be possibly inspected. In dimension two the task has been solved by use of a circular sequence, which enumerates all intersections of observation hyperplanes (Ruts & Rousseeuw, 1996) . Kong & Mizera (2012) demonstrate that a Tukey τ -trimmed region is bordered by hyperplanes π KM (τ, u) which correspond to τ -quantiles of projections in direction of their normals u. Moreover, the Tukey is the infinite intersection over all directions u of the inner halfspaces characterized by π KM (τ, u) .
But, as a convex polytope, a Tukey trimmed region is the intersection of a finite number of halfspaces. The facets of the polytope lie on the hyperplanes that border the halfspaces. Clearly, by the definition of Tukey depth (1), each of these hyperplanes must be an observation hyperplane. Consequently, the Tukey region is completely determined by a finite number of observation hyperplanes. To calculate it, a naive procedure consists in passing through all n p observation hyperplanes and checking their depth. For a more efficient procedure, we have to identify a proper subset of observation hyperplanes that contain the facets. Hallin et al. (2010) , hereafter HPS, point out a direct connection between Tukey regions and multivariate regression quantiles. Each such quantile is a set of hyperplanes, in general non-unique, that may include a facet of the Tukey region. Hallin et al. (2010) show that those directions giving the same hyperplane form a polyhedral cone, and that a finite number of these cones fills the R p . Each cone can be represented by the direction vectors generating its edges, which, again, is a finite number. HPS provide an algorithm calculating Tukey regions in dimension p > 2 via quantile regression and parametric programming. To guarantee all cones to be addressed, a breadth-first search is used. For details see Paindaveine &Šiman (2012a Paindaveine &Šiman ( ,b, 2011 . However this procedure is rather inefficient and slow.
Here two new algorithms are presented that calculate a Tukey τ -trimmed exactly in arbitrary dimension p > 2. In doing this we identify certain combinatorial properties of Tukey regions and exploit them in order to substantially reduce the computational load. Consequently the new algorithms run much faster and require much less RAM than the one by HPS.
The HPS procedure is inefficient for two reasons. First, it appears that their method yields a great number of redundant direction vectors, which result in no facet of the trimmed region. All these direction vectors are considered and used to calculate regions. Given τ , the HPS procedure calculates p regions instead of one by breadth-first; but many of these regions have depth = τ (see Paindaveine &Šiman (2011) , remark after Theorem 4.2). Second, the cone-by-cone search strategy is both RAM-and time-consuming. This is because, in their procedures, each cone is characterized by its facets and vertices, and facets are identified by p-variate vectors. A rather large RAM is required to store these identifiers with sufficient precision.
In the sequel we construct two new algorithms for exactly computing a Tukey trimmed region, that are more efficient. The first algorithm is naive, and serves mainly as a benchmark for the second one. In searching for facets' candidates, it simply passes through all combinations of p − 1 observations as the case may be. No memory-consuming structure has to be created, and the computation time is independent of τ . The second algorithm uses a breadth-first search like the one of HPS. However, instead of cone-by-cone, it searches the direction vectors ridge-by-ridge, where a ridge corresponds to a set of p − 1 observations in R p . We store each ridge by the subscripts of its p − 1 corresponding observations and use some novel tricks to substantially save both RAM and computational time.
Our approach exploits the connection between Tukey trimmed region and quantile regions pointed out by Kong & Mizera (2012) , viz. that the Tukey τ -region is the intersection of directional τ -quantile halfspaces, taken over all directions of the unit sphere. While it has been argued in the literature (Hallin et al., 2010, see page 652) that it is impossible to found a feasible procedure on this connection, we show that this is not the case. Specifically we demonstrate that a finite number of Kong and Mizera's τ -quantile halfspaces yields the Tukey τ -region, and we characterize these halfspaces in a way which allows for calculating them efficiently.
The new algorithms offer an efficient approach to calculate Tukey regions in arbitrary dimension and, by this, enable the use of statistical methodology based on these set-valued statistics. A simulation study as well as real data calculations (up to dimension 9) are provided below to illustrate the performance of the algorithms. Our procedures have been implemented in C++ and visualized in R. The complete code can be obtained from the authors.
The rest of this paper is organized as follows. Section 2 investigates the connection between Tukey trimmed regions and quantile regions. Section 3 provides the algorithms. Section 4 illustrates the performance of the proposed algorithms with real and simulated data. Section 5 concludes.
Constructing trimmed regions as quantile envelopes
Consider an empirical distribution P X on a set X = {x 1 , . . . , x n } of data in R p . Its Tukey τ -trimmed region is the upper level set of the Tukey depth (1) at some level τ ,
To avoid unbounded as well as empty regions, (3) is restricted to τ ∈ [
As Kong & Mizera (2012) have pointed out, the concept of Tukey regions is closely connected with that of projection quantiles. For any u in the unit sphere S d−1 , define a projection quantile in the sense of Kong & Mizera (2012) as
Here F u X is the empirical distribution function of X projected in direction u, q 1 (τ, u) is the usual univariate quantile of F u X . The projection quantile q KM (τ, u) is the vector pointing in direction u having length q 1 (τ, u). Further, define the halfspace
It is bounded away from the origin at distance q 1 (τ, u) by the hyperplane with normal u. Recall that an observation hyperplane is generated by any p points out of the data x 1 , . . . , x n . The data is in general position if each observation hyperplane contains exactly p data points. Kong & Mizera (2012) demonstrate that the Tukey region equals the projection quantile envelope, that is
provided the data is in general position. Obviously, when extending definition
HPS argues in several papers (Hallin et al., 2010; Paindaveine &Šiman, 2011 ) that equations (6) and (7) are of no use in calculating the trimmed region. Contrary to this, we will show that the infinite intersection on their right side can be reduced to a finite one. We will characterize a finite subset of relevant directions, which can be worked through in an algorithm. Before formulating our main theoretical result, we have to introduce certain cones of directions and prove two Lemmas about them.
Given u ∈ R p \ {0}, there exists a permutation π u of {1, . . . , n}, possibly non-unique, such that
Note that, if the data are in general position, at least n−1 of these inequalities are strict. Let k τ = nτ . For any u = 0 define a direction cone
Lemma 1 It holds
(ii) There exist u 1 , . . . , u τ so that each C(u k , τ ) has nonempty interior, τ k=1 C(u k , τ ) = R p , and every two adjacent cones share at most one facet.
Proof: Equation (10) is obvious. C(u, τ ) is a convex closed polyhedral cone with vertex at the origin, and each facet of the cone corresponds to a non-redundant inequality in its definition. (Note that many of the k(n − k) inequality restrictions in (9) may be redundant.) C(u, τ ) contains u, hence is non-empty, and the union of all C(u, τ ), u ∈ S d−1 is the whole space
As there exist only finitely many permutations, the number of different direction cones C(u, τ ) is finite. If two cones are adjacent (that is, have nonempty intersection), they share at most one facet since they are convex. Finally, x πu(kτ ) is constant on each of finitely many direction cones, hence the projection quantile q KM (τ, u) = u x πu(kτ ) u depends piece-wise linearly on its direction u.
Next we consider convex subcones of C(u, τ ),
. . , w jm j } denote the set of unit vectors that generate an edge of C j (u, τ ), and let
Proof:
, by the convexity of C j (u, τ ) for any λ i > 0 we obtain
It follows
and, consequently, as the opposite inclusion is obvious, equality in (13). By going to the union of index sets on both sides, (12) is obtained. Note that, not for every v ∈ W (u, τ ) the halfspace H KM (τ, v) cuts off exactly nτ − 1 observations, because v may be normal to some x s − x t with s = t and s, t ∈ {1, 2, · · · , k τ }. In the following, we will show that those directions v can be identified, and (12) still holds with a smaller W (u, τ ) that has been purified of them. In contrast to this, the algorithm of HPS calculates all hyperplanes that are normal to these directions by quantile regression.
Theorem 1 For any
Each u τ j , j = 1, . . . , m τ , is a unit direction vector that
(ii) is orthogonal to a hyperplane through p observations that cuts off exactly nτ − 1 observations.
Theorem 1 indicates how in computing D(τ ) we can restrict ourselves to a finite number of enveloping halfspaces H KM (τ, u). The normals of these halfspaces are characterized in a way which gives path to an efficient calculation of the Tukey region. Part (i) clarifies that the relevant directions correspond to edges of certain cones, and Part (ii) provides a rule to select them. Further, Theorem 1 tells us the connection between U τ and cones of type C(u, τ ) which are cut by hyperplanes normal to some x i − x k and passing through the origin. (Compare the results of Hallin et al. (2010) and Theorem 4.2 in Paindaveine &Šiman (2011).) Here we identify such hyperplanes simply by subscripts, say, (π u (s), π u (t)), where s ∈ {1, · · · , k τ } and t ∈ {k τ + 1, · · · , n}. Furthermore, from the proof of Theorem 1, we will see why, if p > 2, not all direction vectors lying in the vertices of C(u, τ ) are critical directions at level τ .
Proof of Theorem 1: Though our algorithms are designed for p ≥ 3, we start with the case p = 2. Consider some 1 ≤ i < k ≤ n such that the line through x i and x k cuts off exactly nτ − 1 points from the data. Let w = w ik be the unit vector that is orthogonal to x i − x k and points into the inner part of H ik := {z ∈ R p : w z ≥ w x i = w x j }. Let us look at the cone C(w, τ ) and its subcones C j (w, τ ) by cases.
(a) If C j (w, τ ) = ∅ for all j = 1, . . . , k τ − 1, then C(w, τ ) = C kτ (w, τ ), and any non-redundant facet of C(w, τ ) must be normal to some x s − x t with s ∈ {π u (1), . . . , π u (k τ )} and t ∈ {π u (k τ + 1), . . . , π u (n)}.
(b) If just two of the subcones are nonempty, say, having indices 1 and 2, we obtain C(w, τ ) = C 1 (w, τ )∪C 2 (w, τ ). In this case, the two cones are adjacent and share one vertex; hence W (w, τ ) contains three direction vectors. The subcone C 1 (w, τ ) may be described by a triple of index sets, ({· · · , 3}, {2}, {1, 4 · · · }), and C 2 (w, τ ) by ({· · · , 2}, {3}, {1, 4, · · · }), where π u (1) = 2 and π u (2) = 3. Let u 12 and u 23 span the edges of C 1 , and u 23 and u 34 those of C 2 . For convenience, notate u ik by its angle coordinate α ik , and assume that α 12 ≥ α 23 ≥ α 34 . It holds that u 23 = λ 1 u 12 + λ 2 u 34 for some λ 1 , λ 2 > 0. Note that, for all x ∈ H 12 , u 12 x ≥ u 12 x 1 = u 12 x 2 , and for all x ∈ H 34 , u 34 x ≥ u 34 x 3 = u 34 x 4 > u 34 x 2 . Hence, for any x ∈ H 12 H 34 , we obtain λ 1 u 12 x + λ 2 u 34 x > λ 1 u 12 x 2 +λ 2 u 34 x 2 , which further implies u 23 x > u 23 x 2 . That is, (c) If there are more than two cones, say C 1 , C 2 and C 3 , such that C(w, τ ) = C 1 ∪ C 2 ∪ C 3 , we can eliminate the shared facets one-by-one clockwise similarly to (b); See Figure 1 for an illustration.
Now we assume p ≥ 3 and take into account all cones C(u k , τ ), k = 1, . . . , τ , according to Lemma 1. Let r 1 , . . . , r Mτ denote the direction vectors that generate edges of C(u k , τ ) for any k. If two of these vectors share the same ridge (that is, intersection of two observation hyperplanes), say, generated by {x 1 , . . . , x p−1 }, these two vectors lie in a two-dimensional space V ⊥ p−2 , which is the orthogonal complement of the subspace V p−2 spanned by x 2 − x 1 , x 3 − x 1 , · · · , x p−1 − x 1 . This in fact reduces the task to the case of p = 2: As above one can show that, if a direction vector lies in a facet normal to some x s − x t such that s, t ∈ {π u (1), . . . , π u (k τ )} and s = t, it can be eliminated from further consideration. This completes the proof of Theorem 1. Next we ask how many facets the Tukey region may have, that is how many direction vectors may be needed to compute it exactly. The following corollary provides an upper bound of this number, and can be useful in assessing the performance of an algorithm.
Corollary 1 Assume that the observations X are in general position. The number M τ of non-redundant facets of a Tukey region is bounded above by 2
Proof: As stated in Theorem 1, each direction vector u ∈ U τ is orthogonal to a set of p observations, some of which may have a ridge in common. For convenience, denote these shared ridges as l = {x i l,1 , x i l,2 , . . . , x i l,p−1 }, l = 1, 2, · · · , M 0 , where M 0 is their total number. Let V l,p−2 denote the space spanned by
If p = 2, we write V l,0 = {0}, namely, the set containing only the origin.
l,p−2 , and n l = #U l . A given z ∈ R p is decomposed as z = z + z with z ∈ V ⊥ l,p−2 and z ∈ V l,p−2 ; similarly, x i l,1 = x l + x l . Then, for each u ∈ U l , we obtain
where
Note that the boundary hyperplanes of H l (τ, u) pass through the common point x l . Using this and the convexity of both D(τ ) and the halfspace, it is easy to show that, when the observations are in general position, there exist two subscripts (see Figure 2 for an illustration), namely k 1 and k 2 , such that u∈Uτ , u⊥V l,p−2 By the convexity of the Tukey region, a critical direction vector yields at most one facet of the corresponding trimmed region. In this sense, Corollary 1 actually also provides an upper bound for the number of the nonredundant critical direction vectors. The Corollary will be useful in Step 4 of Algorithm 2 below. 
Algorithms
In this section, we present two combinatorial algorithms based on Theorem 1 for exactly computing U τ . We assume that the observations X = {x 1 , · · · , x n } are in general position. The first algorithm (Algorithm 1) is rather naive. It simply passes through all combinations {x i 1 , · · · , x i p−1 } and searches for critical directions, hence facets' candidates, in the planes orthogonal to the affine subspaces they generate.
Algorithm 1
Input: X = {x 1 , · · · , x n } ∈ R p , 2 ≤ p < n < ∞, X in general position.
Step 1. Set G τ = ∅.
Step 2. For each {i 1 , i 2 , · · · , i p−1 } ∈ {1, 2, · · · , n}, do:
determine a τ -th critical direction, and store all such i p into T .
(b) If T = ∅, go to the next iteration, else for each i p ∈ T do:
iii. Add g to V τ .
Output: G τ .
The main feature of this algorithm is: it does not take account of any space ordering like the breadth-first algorithm of Paindaveine &Šiman (2012a). Therefore it requires minimum memory and saves computation time; see e.g. Mozharovskyi (2014) for a similar discussion in computing the Tukey depth.
On the other hand, this algorithm has to fully address all combinations no matter what the value of τ is. When τ is small, a great deal of computation time may be wasted on checking the redundant combinations that do not determine halfspaces cutting off nτ − 1 points. As an improvement, the following algorithm (Algorithm 2) browses only through those combinations that determine the τ -th direction vectors. It utilizes the breadth-first algorithm; but this searches over the combinatorial structures only, and is, by that, very fast.
Algorithm 2
Input: X = {x 1 , · · · , x n } ∈ R p , 2 < p < n < ∞, X in general position.
Step 1. Set A = (false n ) p−1 , G τ = ∅, and an empty queue Q.
Step 2. Generate u 0 ∈ S p−1 uniformly distributed on the unit sphere and let (j 1 , · · · , j n ) be the permutation it maintains, such that u 0 x j 1 < · · · < u 0 x jn (which by the assumption of general position is always feasible). Do: (a) Check whether there exists another x ∈ X such that the set {x j 1 , · · · , x j p−1 , x} determines a τ -th critical direction u 1 . If not, go to
Step 2, else proceed to the next.
(c) For each {k 1 , k 2 , . . . , k p−1 } ⊂ {j 1 , j 2 , · · · , j nτ +p−1 }, do:
Step 3. Pop an
Step 4. Find all subscripts i p ∈ {1, · · · , n} \ {i 1 , · · · , i p−1 } such that {x i 1 , · · · , x i p−1 , x ip } determine a τ -th critical direction vector u, and store all these subscripts in the set T . Specifically, (a) Compute the standard orthogonal basis vectors e 1 , e 2 of V ⊥ p−2 , the orthogonal complement space of V p−2 spanned by
, where
Step 5. If T = ∅, go to the next step, else for each i p ∈ T do:
(c) If g / ∈ V τ , then add g to V τ , else go to the next element in T .
Step 6. If Q is not empty, then go to Step 3, else stop.
In
Step 1, (false n ) p−1 is an n-dimensional vector of logical zeros, brought to power p − 1 in the sense of the Cartesian product, and by that being a (p − 1)-dimensional logical square matrix n × · · · × n. Indeed, here only one upper corner of this matrix is used, which includes only cells with nonrepeating strictly decreasing subscripts. On the other hand, this matrix is memory demanding when p is high, in which case the matrix can be sparse. Then, some dynamic storing structure could be used instead, a search tree, say.
Step 2 aims at finding initial subscripts tuples. Usually, in Step 2 (a), it takes only several attempts to find a proper u 1 .
This algorithm is developed to directly search the τ -th critical directions. It will be indicated in the experiments that much more non-redundant direction vectors can be eliminated from consideration than Paindaveine anď Siman's procedure does. Furthermore, since we utilize a ridge-by-ridge search strategy, some tricks may be utilized to save considerable RAM; See
Step 5 for more details.
After obtaining G τ , there are obvious ways to decode each g ∈ G τ into {i 1 , ..., i p−1 , i p } and compute the corresponding direction vectors. Based on these direction vectors, one may utilize the well-developed functions such as qhull (or convhulln.m in Matlab) (Barber et al., 1996) to obtain all vertices and facets of D n (τ ) relying on the computed U * τ and the corresponding q 
Numerical performance
In this section, we investigate some data examples to illustrate the performance of the proposed algorithms. All of these results are obtained on a HP Pavilion dv7 Notebook PC with Intel(R) Core(TM) i7-2670QM CPU @ 2.20GHz, RAM 6.00GB, Windows 7 Home Premium and Matlab 7.8.
Real data
We start with a real data set. The data set is a part of the Blood Transfusion data set. It was first utilized by Yeh et al. (2009) and is available at http://archive.ics.uci.edu. The data set contains information of 748 blood donors randomly selected from the donor database of Blood Transfusion Service Center in Hsin-Chu City in Taiwan. It has been widely used to illustrate the performance of depth-based classifiers (Li et al., 2012) .
As the attribute M (total blood donated) is correlated with the attribute F (total number of donations), we have excluded it as did in Li et al. (2012) as well. We analyze the subjects regarding three attributes: R (months since last donation), F (total number of donation), and T (months since first donation). After removing ties we got 501 three-dimensional observations. The scatter plot of this transformed data set is shown in Figure 3(a) . We remark that the goal here is not to perform a thorough analysis of data, but rather to show how the algorithms work in practice.
We compute the critical direction vectors of seven depth regions of τ = 0.025, 0.05, 0.10, 0.15, 0.20, 0.25, 0.30 by using the C++ implementations of the proposed algorithms, and then visualize them by R. The results are shown in Figures 3(b)-3(h) . For each combination (n, τ ) of n ∈ {125, 250, 501} and τ ∈ {0. 025, 0.05, 0.10, 0.15, 0.20, 0.25, 0 .30}, we report the τ -th critical direction vectors obtained by the implementations of our two algorithms and that of Paindaveine &Šiman (2012b) for each depth region of the first n-th observations of this data set.
It turns out that both new algorithms result in the same number of direction vectors for each (n, τ ), and the number of directions is always smaller than the upper bound n × (n − 1) given in Corollary 1. Also, both yield precisely the same facets of the Tukey region. It is also found that the new approach yields the same results, namely, the same vertices and facets of the resulting convex body, as that (coded in Matlab) of Paindaveine &Šiman (2012b). However, in Paindaveine &Šiman (2012b) often many more directions are calculated: Table 1 reports the results in detail. Here M new and M PS denotes the numbers yielded by the two new algorithms and the method of Paindaveine &Šiman (2012b), respectively.
Further, we report the computation times in Table 1 . Since the method of Paindaveine &Šiman (2012b) was implemented by Matlab, we also list the computation times of a Matlab implementation of Algorithm 2. Here T remains almost the same for all τ if n is given, while T
C++ A2
is τ -dependent as expected, (2) the implementation of Algorithm 2 runs much faster than that of Paindaveine &Šiman (2012b) . (Note that there exists a threshold value for the iteration number in the implementation of Paindaveine &Šiman (2012b) . Therefore, when n and/or p is larger, their procedure does not search all cones, and thus becomes faster relative to our procedure as indicated in Table 1 . Our implementation has no such a threshold value.) 
Simulated data
In the following, we run several simulations to investigate the performance of the proposed algorithms. The data are generated from p-dimensional standard normal distributions with p ∈ {3, 4, · · · , 9}, respectively. For each combination of n ∈ {40, 80, 160, · · · , 5120} and τ ∈ {0.01, 0.025, 0.05, 0.10, To grasp the dimensions of the solution, the average computation times of Algorithm 1 and Algorithm 2 are given in Table 2 and Table 3 , respectively.
For the number of critical directions see Table 4 . An additional experiment has shown that these critical directions coincide for the both algorithms in all considered cases. 
Concluding remarks
Two new algorithms have been constructed for computing a τ -trimmed Tukey region when p > 2. Our procedures relate to the HPS view on Tukey regions regarding direction cones as well as to the Kong-Mizera view regarding quantile envelopes. While the first algorithm comes without a particular search strategy, special search rules have been implemented in the second algorithm. They avoid unnecessary repeated checks and in turn save considerable computational times. The second algorithm, rather than searching the critical direction vectors cone-by-cone, finds all possible direction vectors ridge-by-ridge. The ridges are indexed by (p − 1)-tuples, which spares much RAM. Extensive data examples indicate that our results provide a significant speed-up over the HPS algorithm. The first algorithm, in passing through all observation hyperplanes, is obviously correct. The second algorithm is correct either. This is confirmed by our calculations, where in each and every case the second algorithm yields the same critical directions as the first one. Both algorithms have computational complexity O(n p log n). The literature contains many other depth notions, such as the projection depth and others, which, similar to the Tukey depth, have the projection property, that is, are equal to the minimum of univariate depths in any direction. It turns out that most of them can be computed by cutting convex polytopes with hyperplanes; see Mosler et al. (2009) and Liu & Zuo (2014) for details. By this, similar algorithms may be constructed to calculate the respective central regions in dimensions p > 2.
