Introduction {#Sec1}
============

Biological evolution relies on two mechanisms which are instrumental in natural selection: preferential survival of better adapted individuals (selection) and variations among individuals (phenotypic variation). One of the sources of phenotypic variability is genetic alteration due to mutations and recombination. However, even genetically identical organisms will often behave differently because the same genotype can lead to many different phenotypes: the observable traits of an organism. This happens as a result of environmental factors and the organism's history. Although ubiquitous and easily observed in animals and plants, phenotypic diversity can already be amply demonstrated in microorganisms. Examples range from different cell sizes depending on the growth medium^[@CR1]^, through bistability in utilization of different food sources^[@CR2]^, to diversification between motile/non-motile cells^[@CR3]^. Microorganisms are often able to switch between these phenotypes in response to a change in external conditions such as the arrival of a new food source or depletion of the currently used one. A typical example is diauxic shift - a switch to another food source, for example from glucose to cellobiose in *L*. *lactis* when glucose becomes depleted^[@CR4]^, which involves altering gene expression levels without changing the genetic code.

Some microorganisms switch seemingly randomly between two or more phenotypes even in the absence of external stimuli. This causes the population to become phenotypically heterogeneous. Several explanations have been proposed as to why *stochastic phenotype switching* has evolved^[@CR5]^. One of them is the division of labour^[@CR6]^ in which different microbial cells perform different functions, thus maximizing the benefit to the population. Another theory, called bet hedging^[@CR7],[@CR8]^, proposes that in a fluctuating and unpredictable environment it pays to have a fraction of the population in a different state, which is perhaps maladapted to the present environment but better suited to possible future environments. Since only a small fraction of the population expresses the maladapted phenotype at any one time, this strategy conserves resources while allowing the population to stay prepared for an unexpected change. Examples include bacterial persisters^[@CR9]--[@CR11]^, flu(Ag43)/fim switch^[@CR9],[@CR12]--[@CR14]^ and competence to non-competence switching in the bacterium *B*. *subtilis*^[@CR15]^. Animal cells also exhibit this behaviour. Epithelial-to-mesenhymal transition -- a landmark in cancer progression -- is thought to be a phenotypic, epigenetic change^[@CR16]^. There is also some evidence that phenotypic switching may be involved in resistance to chemotherapy^[@CR17]^, although this remains controversial^[@CR18]^.

Here we investigate an alternative possible role for the evolution of phenotype switching in microbes: the facilitation of genetic evolution in a static environment. This question is a special case of a more general problem of the interplay between genetic and non-genetic (epigenetic) factors in biological evolution. Generic theoretical modelling (i.e. not specific to microorganisms) of this research question has a long history^[@CR19]--[@CR23]^. In particular, it has been pointed out that phenotypic variation can be advantageous for a population that is in a state far from the best-adapted genotype^[@CR20]^. However, variation due to epigenetic mutations (switching phenotypes) can also slow down evolution if the distribution of epigenetic mutations is the same as the genetic ones due to an increased mutation load^[@CR24]^.

Regarding microorganisms, one context in which non-genetic evolution has been studied is that of adaptation to a sudden change in the environment. Recent experiments on adaptation of unicellular algae to environmental stress have shown that reduction in epigenetic variation reduces the rate of evolution^[@CR25]^. Bacterial persistence has also been addressed as a special case. Persistence is the ability of a subpopulation of genetically identical bacteria to survive high concentrations of an antibiotic^[@CR26]^. Persistent cells often exist in the population before exposure to the antibiotic^[@CR11]^ and are thus thought to be created through some form of stochastic phenotype switching. Theoretical population dynamics models of bacterial persistence have shown the existence of an optimal switching rate for environments that alternate between growth (no antibiotic) and stress (antibiotic) conditions^[@CR27]^. It has been also suggested that persistence promotes evolution by increasing the rate of mutation and switching on mechanisms that decrease sensitivity to drugs^[@CR28],[@CR29]^.

Previous theoretical work^[@CR30]^ has demonstrated that switching to a persistent phenotype can provide a larger pool of bacteria in which to evolve genetic resistance to antibiotics. That work only addressed the situation in which resistance is caused by a single, beneficial mutation. However, a significant change of fitness, defined here as a measure of a microorganism's growth rate, often requires multiple mutations. Although many fitness landscapes have at least one accessible pathway^[@CR31],[@CR32]^, along which the fitness increases monotonically, in some cases a fitness valley --- a genotype with a lower fitness than all its neighbours --- is unavoidable. For example, developing resistance to the antibiotic streptomycin involves a fitness cost which must be counteracted by compensatory mutations, i.e. subsequent mutations that increase the microorganism's fitness to at least that of the ancestral strain^[@CR33]--[@CR35]^.

Here we study evolution in the presence of such a fitness valley, in which a population must acquire two mutations to reach the best-adapted genotype. The first mutation is deleterious and corresponds to a valley in the fitness landscape that is crossed by a second, compensatory mutation. Theory and computer modelling suggests that fitness valleys significantly affect evolution^[@CR36]--[@CR39]^, often, but not always, slowing it down. However, in our model cells can also switch to an alternative phenotype in which the fitness landscape is flat. We show that this switching enables the population to avoid the costly valley, even if the alternative phenotype is less fit than the initial state. We also demonstrate the existence of an optimal range for the switching rate. In this range the time to evolve the best-adapted genotype can be reduced by many orders of magnitude compared to the case without switching. Finally, we show that if the switching rate is allowed to evolve it will converge to values within this optimal range.

Model {#Sec2}
=====

We consider a population of haploid cells. Each cell can be in one of two phenotypic states, A and B, and can assume one of three genotypes ("genetic states"), as shown in Fig. [1A,B](#Fig1){ref-type="fig"}. Cells replicate stochastically with rate *r*~*i*~(1 − *N*/*K*), where *i* labels one of the six possible states, *N* is the total population size and *K* is the carrying capacity of the environment. The logistic-like factor (1 − *N*/*K*) causes growth to cease when *N* becomes as large as *K*, which limits the total population size. During replication a cell will produce a mutated offspring of an adjacent genotype with probability *μ*. Mutation does not change the phenotypic state. All cells switch randomly between the states A and B at the symmetric switching rate *α*. Cells are randomly removed from the population at a constant death rate *d*. If the carrying capacity *K* is small ($\documentclass[12pt]{minimal}
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                \begin{document}$$K=10\cdots {10}^{4}$$\end{document}$) the model is appropriate to describe a small microbial population growing in a microfluidic chemostat with constant dilution rate^[@CR40]^. For larger *K* ($\documentclass[12pt]{minimal}
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                \begin{document}$$K={10}^{4}\cdots {10}^{9}$$\end{document}$) the model is relevant to populations cultured in mesoscopic (cm-size) chemostats.Figure 1The model. (**A**) Diagram showing the six possible states of a cell and the available transitions between them. The genotypes are labelled 1, 2 and 3, the phenotypic states are labelled A and B. Transitions between genotypes/phenotypes occur at rates *μ* and *α*, respectively. All cells are initially in state 1A. Evolution continues until a single cell reaches the target state 3A. (**B**) Each cell can replicate, switch phenotype, or die with rates *r*, *α* and *d* respectively. Upon replication a cell has the probability *μ* of producing a mutant of each neighbouring genotype. (**C**) The fitness landscapes for both phenotypes. Phenotype A has a fitness valley at 2A while phenotype B has uniform fitness across all genotypes.

The population initially consists of all individuals of type 1A, i.e. of genotype 1 in phenotypic state A, which has the growth rate *r*~1A~ = 1 (arbitrary units). The initial population size, unless otherwise stated, is equal to the equilibrium size (1 − *d*)*K*. State 3A is the global maximum of both fitness landscapes with the growth rate *r*~3A~ = 1 + *S*, where *S* \> 0 is its selective advantage over the "wild-type" 1A (Fig. [1C](#Fig1){ref-type="fig"}). Such a beneficial mutant has the probability of fixation, from a single individual in a population of cells in state 1A, approximately given^[@CR41]^ by $\documentclass[12pt]{minimal}
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                \begin{document}$$1/K\ll S\ll 1$$\end{document}$. We are interested in the *mean adaptation time T* (number of generations) that it takes for the population to evolve the first individual in state 3A, conditioned on the population not going extinct (otherwise the time would be infinite).

We shall begin by considering the case in which the growth rate *r*~2A~ = 1 − *δ*, while the growth rates *r*~1B~ = *r*~2B~ = *r*~3B~ = 1, which leads to a "fitness valley" in phenotype A and a flat fitness landscape in phenotype B (Fig. [1C](#Fig1){ref-type="fig"}). In the absence of phenotype switching the only way a population in state 1A can evolve an individual in state 3A is to go through the low-fitness state 2A. However, phenotype B allows the population to traverse an alternative route that avoids state 2A.

Results {#Sec3}
=======

An optimal range exists for the switching rate {#Sec4}
----------------------------------------------

Figure [2A](#Fig2){ref-type="fig"} shows simulation results examining the effect of phenotype switching on the mean adaptation time *T* for a range of the parameters of the model. In all cases the presence of low frequency switching, i.e. small *α*, decreases the mean adaptation time by orders of magnitude. Holding all other parameters fixed and changing only the switching rate reveals an optimal range for *α* (Fig. [2B](#Fig2){ref-type="fig"}) in which *T* is minimized provided *μ* is sufficiently small. For the smallest mutation probability (*μ* = 10^−5^) considered in Fig. [2B](#Fig2){ref-type="fig"} the minimal mean adaptation time is approximately two orders of magnitude lower than in the absence of switching (*α* = 0), or when switching is frequent (*α* very large). Only if the mutation rate is unrealistically large does switching not speed up evolution (Fig. [S1](#MOESM1){ref-type="media"}). We shall see later that this behaviour is also typical at much larger carrying capacities *K* \~ 10^9^.Figure 2Mean adaptation time *T* for different scenarios -- note logarithmic scale. (**A**) A bar chart comparing pairs of *T* values with and without switching phenotypes (*α* = 10^−5^ and *α* = 0 respectively) for different parameter values. Left-most pair of bars: *K* = 100, *μ* = 10^−5^, *δ* = 0.4 and *d* = 0.1. A label underneath each pair of bars indicates which variable has been changed compared to the left-most pair. (**B**) *T* as a function of the switching rate *α* for a range of mutation probabilities *μ*. Parameters as in (A). For small enough *μ* an optimal (minimizing *T*) switching rate can be seen.

If switching rates are asymmetric, i.e. if the switching rates A → B and B → A are not the same, the mean adaptation time can still be significantly reduced through phenotype switching (Fig. [S2](#MOESM1){ref-type="media"}). Also, in the absence of transitions between states 2A and 2B (i.e. removing this step from the model in Fig. [1A](#Fig1){ref-type="fig"}), the optimal *α* range of Fig. [2](#Fig2){ref-type="fig"} disappears and the mean adaptation time decreases monotonically with *α* (Fig. [S3](#MOESM1){ref-type="media"}).

Fastest evolutionary trajectories avoid the valley {#Sec5}
--------------------------------------------------

To understand the evolutionary trajectory selected in the optimal range of switching frequency we examined the histories of successful cells, i.e. the states from Fig. [1A](#Fig1){ref-type="fig"} visited during evolution from state 1A to the final state 3A. We then represented each cell's trajectory in the state space as a sequence of links connecting the visited states (Fig. [3A](#Fig3){ref-type="fig"}). These were then classified as one of 21 classes by grouping sequences with multiple (back-and-forth) transitions between the states together with those without (Fig. [3A](#Fig3){ref-type="fig"}).Figure 3Trajectories of successful cells in genotype/phenotype space. (**A**) Diagram showing how different trajectories that go through the same set of states are grouped together into the same trajectory class. This class is represented as a symbol in which blue lines correspond to transitions made by the successful cell. (**B**) The most probable trajectory class as a function of *μ* and *α*, for *K* = 100, *δ* = 0.4 and *d* = 0.1. Three regions labelled 1, 2, 3 can be distinguished. (**C**) Comparison between analytic formula for the mean adaptation time (lines) and computer simulations (blue points). Parameters: *K* = 100, *μ* = 10^−5^, *d* = 0.1, *δ* = 0.4. Black curve corresponds to *T* = *T*~*A*~*T*~*B*~/(*T*~*A*~ + *T*~*B*~) (see SI Sec. [X](#MOESM1){ref-type="media"} for explanation) with *T*~*A*~ given by Eq. ([1](#Equ1){ref-type=""}) and *T*~*B*~ by Eq. ([2](#Equ2){ref-type=""}). Red curve is from Eq. ([3](#Equ3){ref-type=""}).

Figure [3B](#Fig3){ref-type="fig"} shows the most probable trajectory as a function of *μ* and *α*. As expected, simulated evolution favours different trajectories depending on the values of *μ*, *α*. The (*μ*, *α*)-space can be approximately separated into three regions, each corresponding to one or more trajectory classes. Region 1 corresponds to trajectories that go through the fitness valley at 2A. In this region mutations are frequent enough to offset the loss of fitness incurred when passing through the valley. In region 2 the dominant trajectory avoids the valley by switching to phenotype B. This region corresponds to the fastest adaptation times from Fig. [2B](#Fig2){ref-type="fig"}. Region 3 is characterised by a mixture of trajectory types that use both phenotype B and visit state 2A. This region corresponds to large *α* which not only enables transitions to phenotype B but also from state 2B to the deleterious state 2A. The latter is responsible for the increase in the mean adaptation time for large *α* in Fig. [2B](#Fig2){ref-type="fig"} since in this region states 2A and 2B behave as a combined state with fitness lower than that of state 2B (SI section [VI](#MOESM1){ref-type="media"}). A similar decomposition into three regions can be obtained from the probability of individual transitions occurring between the states of the system (Fig. [S4](#MOESM1){ref-type="media"}). Note that we focused here on small carrying capacities (*K* \~ 100) which enabled us to run many simulations and accurately determine "typical" trajectories. However, simulations for *K* up to 10^9^ showed very similar behaviour.

We can understand the origin of different regions in Fig. [3B](#Fig3){ref-type="fig"} by calculating the mean adaptation time *T* for trajectories going through or avoiding the valley analytically, in the limit of small *K*, *μ* (SI, section [X](#MOESM1){ref-type="media"}). We calculate *T* along different trajectories for different ranges of *α*. For a given *α*, the system is most likely to follow a trajectory with the smallest *T*. This approach leads to the following results. When $\documentclass[12pt]{minimal}
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                \begin{document}$$\alpha \ll {\alpha }^{\ast }=K{\mu }^{2}d$$\end{document}$, the population does not switch phenotypes and evolution goes through the valley. The mean adaptation time *T* is approximated by (SI, Eq. ([S30)](#MOESM1){ref-type="media"})$$\documentclass[12pt]{minimal}
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                \begin{document}$${T}_{A}\approx \frac{1}{(1-d)K{\mu }^{2}d(1/\delta -1)}.$$\end{document}$$

This expression is valid in the part of region 1 from Fig. [3B](#Fig3){ref-type="fig"} far from the boundary between regions 1 and 2. As *α* increases and approaches *α*~−~ = *μd*, switching becomes more important. *α*~−~ corresponds to the boundary between regions 1 and 2. The mean adaptation time for such intermediate *α* is (SI, Eq. ([36)](#MOESM1){ref-type="media"})$$\documentclass[12pt]{minimal}
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                \begin{document}$${T}_{B}\approx \frac{1}{\alpha }+\frac{5}{\mu d}.$$\end{document}$$
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                \begin{document}$$\mu d\ll \alpha \ll {\alpha }_{+}=d/K$$\end{document}$, the system is in the optimal switching regime. The population evolves almost exclusively along trajectory 1A → 1B → 2B → 3B → 3A, avoiding fitness valley at state 2A. The mean adaptation time is minimal and equals $\documentclass[12pt]{minimal}
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                \begin{document}$$T\approx \frac{5}{\mu d}$$\end{document}$ as follows from Eq. ([2](#Equ2){ref-type=""}). The minimal time *T* depends only on the mutation rate *μd* -- this is intuitive since mutations are expected to be the limiting step in this region. As *α* increases even further, trajectories including both states 2B and 2A become more likely. The horizontal boundary between region 2 and region 3 (mixed trajectories) in Fig. [3B](#Fig3){ref-type="fig"} is given by *α* ≈ *d*/*K*. In the large-*α* limit, the mean adaptation time is (SI, Eq. ([S40)](#MOESM1){ref-type="media"})$$\documentclass[12pt]{minimal}
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                \begin{document}$${T}_{{\rm{comb}},{\rm{ST}}}\approx \frac{1}{(1-d)K{\mu }^{2}d(1/(1-{r}_{2,{\rm{comb}}})-1)},$$\end{document}$$where *r*~2,comb~ is the effective fitness of genotype 2 (phenotypes A and B combined, Eq. ([S39)](#MOESM1){ref-type="media"}). Figure [3C](#Fig3){ref-type="fig"} shows that Eqs ([1](#Equ1){ref-type=""}, [2](#Equ2){ref-type=""}, [3](#Equ3){ref-type=""}) agree very well with the mean adaptation time obtained in computer simulations from Fig. [2B](#Fig2){ref-type="fig"}.

We next examined which trajectories would be preferred if we varied *K* instead of *μ*, as the carrying capacity is more likely to vary significantly in real microbial populations and is much easier to control experimentally than the mutation rate. Since we ascertained earlier (cf. the previous paragraph) that the time to adaptation is most significantly affected by whether the trajectory visits state 2A or not, we further reduced the number of trajectory classes to just two (Fig. [4A](#Fig4){ref-type="fig"}): the "u" (upper) trajectory type that avoids state 2A or the "v" (valley) trajectory type that visits it. We found a large region in the space (*K*,*α*) that favours trajectories that avoid the state 2A (Fig. [3B](#Fig3){ref-type="fig"}). This region extends to large values of *K* \~ 10^9^. The mean adaptation time depends non-monotonically on the population size *K* (Fig. [S5](#MOESM1){ref-type="media"}); similar non-monotonic behaviour has been seen in models without phenotype switching^[@CR42],[@CR43]^.Figure 4(**A**) Trajectories of successful cells can be grouped regarding whether they avoid (trajectory "u") or visit (trajectory "v") the fitness valley at state 2A. (**B**) The most common trajectory group and the probability of a trajectory visiting state 2A (colours, see the colour bar) as a function of switching rate *α* and carrying capacity *K*, for *μ* = 10^−6^. In all simulations *δ* = 0.4 and *d* = 0.1.

Results are robust to small fitness costs and differences in the mutation rates of phenotypes A and B {#Sec6}
-----------------------------------------------------------------------------------------------------

So far we have assumed that the alternative phenotype B has the same fitness as the wild-type state 1A. We shall now consider the case in which phenotype B is less adapted to the environment than the state 1A. This is a common scenario; for example, phenotypes more resistant to antibiotics often have a lower growth rate than susceptible phenotypes do in the absence of the drug^[@CR9]^. To model this, we assume that the growth rates *r*~1B~ = *r*~2B~ = *r*~3B~ = 1 − *c*, where *c* \> 0 is the fitness cost of switching to phenotype B (see Fig. [1C](#Fig1){ref-type="fig"}). A cell that switches from 1A to 1B grows more slowly but switching can still be advantageous if the alternative route by phenotype B is faster than crossing the fitness valley at state 2A. Figure [5](#Fig5){ref-type="fig"} shows the mean adaptation time *T* as a function of switching rate *α* for different fitness costs. For sufficiently small *c* the same qualitative behaviour as for *c* = 0 is observed.Figure 5Mean adaptation time *T* plotted versus the switching rate *α*, for different fitness costs *c* = {0, 0.01, 0.02, 0.05, 0.1} of phenotype B and for parameters *K* = 100, *μ* = 10^−5^, *δ* = 0.9 and *d* = 0.1.

The same optimal switching rate range as in Fig. [2](#Fig2){ref-type="fig"} can be seen in Fig. [5](#Fig5){ref-type="fig"} for costs *c* ≤ 0.05 of state 1A's fitness, although it reduces in significance as *c* increases. This is due to the increased time taken by trajectories that avoid state 2A as a result of the reduced growth rates of the phenotype B states. For large *c*, such as *c* = 0.1 in Fig. [5](#Fig5){ref-type="fig"}, there is no optimal switching range but the mean adaptation time *T* decreases monotonically with *α*. Stochastic phenotype switching thus speeds up evolution even in the presence of (moderate) fitness costs.

An optimal switching rate exists also in the case in which phenotypes A,B have different mutation rates. This may be the case for some antibiotics^[@CR44]^ which induce a stress response characterized by a significant increase of the mutation rate^[@CR45]^. To see how this would affect the results from Fig. [2](#Fig2){ref-type="fig"}, we performed simulations of the model with mutation probabilities *μ*~*A*~ = 10^−5^ for phenotype A and *μ*~*B*~ = 10^−5^, 10^−4^, 10^−3^ for phenotype B (SI, section [VII](#MOESM1){ref-type="media"}). We observed that the range of optimal *α* values shifted to larger *α*'s and the depth of the valley decreases, as we increased *μ*~*B*~ (Fig. [S7](#MOESM1){ref-type="media"}). However, even for *μ*~*B*~ = 100*μ*~*A*~ it was still disadvantageous for the population to switch phenotypes too fast (*T* increasing for large *α* in Fig. [S7](#MOESM1){ref-type="media"}).

Allowing the switching rate to evolve {#Sec7}
-------------------------------------

So far we have shown that there often exists an optimal range for the switching rate that results in the shortest mean adaptation time. This range coincides with successful cells avoiding the deleterious state 2A by switching to phenotype B. To see whether a variable switching rate would evolve to be in this optimal range, thus optimising the evolutionary process, we simulated a population of cells that started at 1A with *α* ≈ 0 initially. The switching rate was subsequently allowed to evolve: during replication, offspring were assigned a new *α* value with probability *μ*, the same as for mutations between genotypes 1 ↔ 2 ↔ 3. The new *α* was randomly and uniformly selected from a fixed set of possible values (*α* = 2.56 × 10^−10^ × 5^*i*^ for integer *i* ∈ \[0, 15\]); similar results were obtained when *α* evolved incrementally (Fig. [S8](#MOESM1){ref-type="media"}). In this extended model the evolutionary trajectory of successful cells spans three dimensions: two for the genotype, one of which evolves the switching rate, and one for the two phenotypes A and B (Fig. [6A](#Fig6){ref-type="fig"}). The end point of the trajectory remains a cell produced at state 3A regardless of its switching rate. We collected trajectories of successful cells in the expanded state space, including states with different *α*, and calculated transition probabilities between any two states. Figure [6B](#Fig6){ref-type="fig"} shows these probabilities as links of different thickness between the states in state space. We observe that successful trajectories are unlikely to feature genotype mutations in phenotype A (very few red links). Instead, most successful cells first switch to state 1B, mutate to 3B, and switch back to state 3A. The evolved switching rate often falls within the optimal range found in Fig. [2B](#Fig2){ref-type="fig"} for the same set of parameters *K*, *μ* and *d*. This is further illustrated in Fig. [6C](#Fig6){ref-type="fig"} where we overlay the mean adaptation time from Fig. [2B](#Fig2){ref-type="fig"} with a bar chart that shows the probability that a particular *α* was selected by evolution. See also SI Sec. [IX](#MOESM1){ref-type="media"}, Fig. [S9](#MOESM1){ref-type="media"} for separate plots for mutations 1 → 2 and 2 → 3.Figure 6Evolution selects switching rates within the optimal range. (**A**) Left: examples of evolutionary trajectories in the extended model in which the stochastic phenotype switching (SPS) rate *α* also evolves. (**A**) Right: trajectories are used to calculate transition probabilities between the states of the system, which are then represented by the thickness of links connecting the states. Red links correspond to mutations in phenotype A, green links to mutations phenotype B and purple links to switching between phenotypes. (**B**) Graph of transition probabilities where line thicknesses are proportional to the probability that a successful trajectory will take that step. The parameters are *K* = 100, *μ* = 10^−5^, *δ* = 0.4 and *d* = 0.1, the same that were used in Fig. [2B](#Fig2){ref-type="fig"} (blue line). The population begins at the wild-type 1A with *α* = 2.56 × 10^−10^ and evolves until a cell in state 3A is produced. (**C**) The probability that genotype space is crossed at a given *α* in either phenotype A or B. The probability has a maximum where the mean adaptation time *T* for fixed *α* (plot from Fig. [2B](#Fig2){ref-type="fig"} superimposed on the same graph) has its minimum.

Figure [6C](#Fig6){ref-type="fig"} reveals two more interesting features. First, we see that cells that have evolved *α* above the optimal range (*α* ≥ 0.02) are unlikely to be successful due to fast transitions between states 2B and 2A (fitness valley). Such transitions effectively lower the fitness of state 2B and create a new fitness valley at this state (SI, section [VI](#MOESM1){ref-type="media"}). Second, we see that a large number of trajectories cross genotype space at *α* values below the optimal *α* range. However, the plot of *T* in Fig. [6C](#Fig6){ref-type="fig"} suggests this will be a slow process. The latter observation can be explained if we assume these cells first evolve a large switching rate, allowing them to switch quickly to phenotype B, before their switching rate decreases again. This hypothesis is corroborated by observing that at low *α* there is little phenotype switching (purple links in Fig. [6B](#Fig6){ref-type="fig"}) and yet the likelihood of mutations in phenotype B across genotype space is large (green links in Fig. [6B](#Fig6){ref-type="fig"}). This provides an alternative efficient trajectory for a population to cross the fitness valley. However, such trajectories need at least one extra mutation compared to those that evolve *α* directly to within the optimal range. Therefore evolution is dominated by these latter trajectories, in particular for low mutation probabilities *μ*.

Discussion {#Sec8}
==========

Phenotypic plasticity has been recently shown to affect Darwinian evolution of animals^[@CR46]^. Our theoretical research suggests that stochastic phenotype switching is also able to significantly speed up evolution of microbes, perhaps by many orders of magnitude. Switching phenotypes enables cells to evade a fitness valley which may be difficult to cross otherwise, particularly for small populations. Although our model is a mathematical idealisation and it has only three genotypes, we believe the findings presented here are much more general and apply to realistic, multi-dimensional fitness landscapes^[@CR31],[@CR47],[@CR48]^. Epistasis causes such landscapes to contain many local fitness maxima separated by genotypes with lower growth rate^[@CR49]^. In a small population, in the absence of phenotype switching, evolution can spend much time in a local maximum before "tunnelling" through one of the fitness valleys. Phenotype switching is equivalent to having a second fitness landscape in which minima and maxima can be located at different genotypes compared to the first landscape. Phenotype switching may therefore provide alternative routes between otherwise isolated fitness maxima in both landscapes and enable evolution to proceed faster. The mechanisms explored here, in a similar way to the proposed interplay between genetic and epigenetic mutations^[@CR23]^, add another dimension to the complexity of evolutionary pathways^[@CR31],[@CR48],[@CR50]^ which is relevant for the predictability of evolution^[@CR51]^.

We now discuss how our computational results can be used to predict the behaviour of real microbial populations. The mechanism presented here is relevant if (i) the switching rate is sufficiently fast, (ii) an alternative phenotype exists in which the fitness valley is significantly more shallow or does not exist and (iii) the population is initially trapped in a local fitness maximum. Let us first discuss point (i). In microbes, the probability of single nucleotide mutation is 10^−10^--10^−9^ per replication^[@CR52],[@CR53]^ but can be higher (\~10^−7^) in mutator strains^[@CR53],[@CR54]^ or in the presence of antibiotics^[@CR55]^. Assuming *μ* = 10^−6^ which would correspond to \~10 point mutations in a mutator strain or any loss-of-function mutation in a non-mutator strain (assuming a typical gene length 1 kbp^[@CR56]^), Fig. [4B](#Fig4){ref-type="fig"} indicates that phenotype switching would be the preferred mode of evolution for *α* \< 10^−4^ in a population of *K* = 10^3^ cells, for 10^−7^ \< *α* \< 5 × 10^−3^ for intermediate size *K* = 10^6^, and for *α* ≈ 10^−3^ for *K* = 10^9^. For lower mutation probabilities *μ* we expect this behaviour to extend to lower switching rates, consistent with the increasing optimal ranges seen in Fig. [2B](#Fig2){ref-type="fig"}, while maintaining approximately the same upper limit of *α* ≈ 10^−3^--10^−2^. Switching rates encountered in nature can be as large as this^[@CR13],[@CR14]^ and thus stochastic phenotype switching could be a significant force in the biological evolution of microbes.

To discuss points (ii) and (iii) we focus on antibiotic resistance evolution because fitness effects of specific point mutations are particularly well documented for many drugs. We already mentioned streptomycin as an example drug in which a fitness valley can occur when a population of microbes is exposed to sub-lethal concentrations of the antibiotic. In this scenario, state 1A would correspond to a 'wild-type' genotype whose growth rate is slightly lowered by the presence of the antibiotic, but cells are still able to reproduce. The fitness landscape (Fig. [1C](#Fig1){ref-type="fig"}) for phenotype A would then correspond to a situation in which an initial mutation lowers the growth rate by e.g. making the target enzyme less susceptible to the drug but also less efficient^[@CR33],[@CR34],[@CR57]^. A second mutation compensates for the loss of efficiency and increases the growth rate beyond that of the ancestral strain. In the same example the flat landscape for phenotype B would result from switching to a state with higher gene expression of multidrug efflux pumps or antibiotic-degrading enzymes. This has been observed for a biofilm-forming bacterium *P*. *aeruginosa* which can switch to a resistant phenotype in the presence of antibiotics^[@CR58],[@CR59]^. Alternatively, phenotype B can be a persister; although the conventional view is that persistent cells do not replicate, this has been recently challenged^[@CR60]^. Slower (but non-zero) replication rates can enable persisters to mutate and explore a larger set of genotypes than the non-persister (phenotype A) would be able to do in the absence of switching.

We stress that, according to our model, an increased rate of evolution in the presence of phenotype switching is caused by avoiding the fitness valley by following a flatter fitness path allowed by switching phenotype. This is qualitatively different to another possible mechanism in which switching to an alternative phenotype with a higher mutation rate^[@CR45]^ increases the rate of valley crossing.

Although our model is not aimed at describing a particular experimental system, in terms of the number of relevant states and transitions between them, recent work suggests that mechanisms similar to those in our model may be at play in real microbial populations. In particular, references^ [@CR44],[@CR61]^ show that the bacterium *E*. *coli* switches to a filamentous phenotype (our phenotype B) following the SOS response when exposed to sub-inhibitory concentrations of the antibiotic ciprofloxacin. These filamentous cells occasionally produce normal-length cells (our phenotype A) which are resistant to ciprofloxacin. It has been hypothesized that phenotype B provides a safe niche that gives bacteria enough time to evolve resistance. Our interpretation of the results of these experiments is that the increase in resistance caused by phenotypic mechanisms makes the fitness landscape more flat, albeit probably not in exactly the same way as in our model. Importantly, the switching between phenotypes in this example is not entirely random but a response to stress, and the mutation rate increases as well. However, the observed behaviour is similar to that predicted by our model. We may thus expect that a model similar to the one presented here but with different and perhaps time-dependent transitions between genotypes and phenotypes could be used to describe the results of the experiments from references^[@CR44],[@CR61]^.

For the above scenario of the evolution of resistance to ciprofloxacin, even though the mechanistic details may not be identical to that of our model, we can still try to make qualitative but experimentally falsifiable predictions. For example, we can predict that, in the absence of switching (no SOS response/filamentous cells), the evolution of resistance would be much slower. The same effect should be observed if, instead of blocking the SOS response, filamentous cells were removed from the population. This could be achieved experimentally by growing cells in a chemostat-like device with continuous removal of cells; non-replicating filamentous cells would be quickly flushed away and no or very slow evolution of resistance would be observed. If filamentous cells were instead kept in the reaction vessel (e.g. by trapping them in tiny channels in a microfluidic device such as the "death galaxy"^[@CR61]^), evolution should proceed much faster.

Addendum {#Sec9}
--------

While this article was in revision, a research had been published^[@CR62]^ which experimentally showed that tolerance to low-level antibiotics that develops in a sub-population of persisters facilitates further genetic evolution. Even though evolution in the described work occurs not in a static environment but following cyclic exposure to antibiotics, this work provides further support for general mechanisms outlined in the present manuscript.

Methods {#Sec10}
=======

Custom written Java programs were used to simulate the model. For smaller *K* (*K* ≤ 100) each cell was assigned a current type (one of the 6 possible states from Fig. [1A](#Fig1){ref-type="fig"}) and a sequence of past states beginning at state 1A. A variant of the kinetic Monte Carlo algorithm^[@CR63]^ was used to evolve the system. In each time step, a random cell and action (replication, death, or phenotype switch) was selected with a probability proportional to the rate with which that action occurs. A second random number drawn from an exponential distribution, with mean equal to the inverse of the total rate of all possible actions in the system, was used as a measure of time elapsed during that step. For larger *K* \> 100 (or when *c* \> 0) the evolution of the system was approximately modelled using a type of *τ*--leaping algorithm^[@CR64]^.

Statistical analysis was performed in Mathematica using a custom-written code. Mean values presented in all plots were obtained by averaging over 10^4^ runs, except for Fig. [4B](#Fig4){ref-type="fig"} where points were averaged over 10^2^--10^3^ runs. Error bars are s.e.m. (standard error of the mean). The mean adaptation time is expressed in units 1/*d* which correspond approximately to the time it takes for all cells to replicate ("one generation").
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