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A Noemı´ y Alejandro, mis padres.

“The ideal scientist thinks like a poet and only later works like a bookkeeper. Keep in
mind that innovators in both literature and science are basically dreamers and storytel-
lers. In the early stages of the creation of both literature and science, everything in the
mind is a story. There is an imagined ending, and usually an imagined beginning, and a
selection of bits and pieces that might fit in between. In works of literature and science
alike, any part can be changed, causing a ripple among the other parts, some of which
are discarded and new ones added. The surviving fragments are variously joined and
separated, and moved about as the story forms. One scenario emerges, then another.
The scenarios, whether literary or scientific in nature, compete with one another. Some
overlap. Words and sentences (or equations or experiments) are tried to make sense
of the whole thing. Early on, an end to all the imagining is conceived. It arrives at a
wondrous denouement (or scientific breakthrough). But is it the best, is it true ? To
bring the end safely home is the goal of the creative mind. Whatever that might be,
wherever located, however expressed, it begins as a phantom that rises, gains detail,
then at the last moment either fades to be replaced, or, like the mythical giant Antaeus
touching Mother Earth, gains strength. Inexpressible thoughts throughout flit along
the edges. As the best fragments solidify, they are put in place and moved about, and
the story grows until it reaches an inspired end.”
Fragment of “Letters to a Young Scientist”, by Edward O. Wilson.
“... you may not have as much talent as you think you have, but if you have the desire,
your talent will find you.”
Al Pacino.
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Chapitre 0
Introduction
L’objet principal de cette the`se est l’e´tude de l’entropie des syste`mes dynamiques diffe´rentiables
de´finis sur des varie´te´s riemanniennes non compactes. Nous abordons cette e´tude de plusieurs points
de vue. D’abord, nous e´claircissons les liens entre diffe´rentes de´finitions possibles d’entropie dans
ce cadre non compact. Ensuite, nous utilisons ces premiers re´sultats pour y e´tudier la validite´
de l’ine´galite´ de Ruelle. Rappelons ici que cette ine´galite´, pour des diffe´omorphismes de varie´te´s
riemanniennes compactes, nous dit que l’entropie est majore´e par la somme des exposants de
Lyapounov positifs. Pour finir, nous montrons que dans certains cas l’entropie permet de controˆler
le de´faut de compacite´. Plus pre´cise´ment, nous montrons que l’entropie permet de controˆler la
masse d’une limite de mesures de probabilite´ invariantes.
Rentrons un peu dans les de´tails. Soient f : M Ñ M un diffe´omorphisme de classe C1 d’une
varie´te´ riemannienne et µ une mesure de probabilite´ f -invariante sur M . L’entropie de f me-
sure ! grosso modo " le taux de croissance exponentielle de la complexite´ de f . Introduite par
Kolmogorov-Sina¨ı, l’entropie mesure´e hµpfq est de´finie par
hµpfq  sup
P
lim
nÑ8

1
n
»
logµpPnpxqqdµpxq,
ou` le supremum est pris parmi toutes les partitions mesurables finies P deM et Pnpxq est l’ensemble
mesurable de´fini par
Pnpxq  ty PM : f ipxq et f ipyq sont dans le meˆme atome de P pour tout 0 ¤ i ¤ n 1u.
Pour tout re´el r ¡ 0 et tout entier n ¥ 1, la pn, rq-boule dynamique autour de x P M est
l’ensemble Bnpx, rq 
n1
i0 f
iBpf ix, rq, ou` Bpy, rq est une boule centre´e en y P M de rayon
r pour la distance riemannienne sur M . Un pn, rq-recouvrement d’un ensemble A  M est un
recouvrement de A par des pn, rq-boules dynamiques.
Si M est une varie´te´ riemannienne compacte, alors il existe plusieurs de´finitions d’entropie
d’une mesure ergodique qui co¨ıncident.
pq Katok [Kat80] a montre´ que pour tout 0   δ   1, l’entropie mesure´e co¨ıncide avec le taux
de croissance exponentielle du cardinal minimal Nµpn, r, δq d’un pn, rq-recouvrement d’un
ensemble de µ-mesure plus grande que 1 δ, c’est-a`-dire
hδµpfq : lim
rÑ0
lim inf
nÑ8
1
n
logNµpn, r, δq  hµpfq.
pq Brin et Katok [BK83] ont montre´ que l’entropie mesure´e co¨ıncide aussi µ-presque partout
avec le taux de de´croissance exponentielle de la µ-mesure d’une boule dynamique, c’est-a`-dire
hlocµ pfq : lim
rÑ0
lim inf
nÑ8

1
n
logµpBnpx, rqq  hµpfq.
III
Une partie de ce travail concerne l’e´tude des relations entre hµpfq, h
δ
µpfq et h
loc
µ pfq. Nous donne-
rons en particulier des conditions sur f pour que l’e´galite´ entre ces trois entropies soit toujours
valable lorsque la varie´te´ n’est plus compacte.
Le point de de´part de notre travail a e´te´ d’essayer de comprendre dans quelle mesure l’ine´galite´
de Ruelle reste vraie dans le cas non compact. Rappelons que si µ satisfait log }df1} P L1pµq,
alors le the´ore`me de Oseledets [Ose68] nous assure que pour µ-presque tout x P M il existe une
de´composition finie de TxM en TxM 
Àlpxq
i1 Eipxq, et des nombres tλipxqu
lpxq
i1 (appele´s exposants
de Lyapounov), tels que pour tout vecteur v P Eipxqzt0u, on a
lim
nÑ8
1
n
log }dxf
npvq}  λipxq.
Ainsi, la dynamique de df : TM Ñ TM se de´compose µ-presque partout en directions exponentiel-
lement dilatantes ou contractantes. Observons en particulier que si }df1} est borne´e, alors toute
mesure de probabilite´ invariante admet une telle de´composition. E´tant donne´ un diffe´omorphisme
C1 d’une varie´te´ compacte, Ruelle [Rue78] a montre´ que l’entropie mesure´e du diffe´omorphisme est
majore´e par le taux de croissance exponentielle sa diffe´rentielle. Plus pre´cise´ment, pour toute me-
sure de probabilite´ f -invariante µ, l’entropie mesure´e de f est majore´e par la somme des exposants
de Lyapounov positifs, c’est-a`-dire
hµpfq ¤
» ¸
λjpxq¡0
λjpxqdimpEjpxqqdµpxq.
Si M est une varie´te´ non compacte et f : M ÑM est un diffe´omorphisme pour lequel toutes ces
quantite´s sont bien de´finies, la question de la validite´ de cette ine´galite´ se pose donc naturellement.
A` notre connaissance, cette approche n’a e´te´ conside´re´e que dans le cadre d’un diffe´omorphisme
g : N Ñ N de classe C2 d’une varie´te´ riemannienne compacte qui admet des singularite´s. Plus
pre´cise´ment, si M  N est une sous-varie´te´ ouverte dense et S  NzM est l’ensemble de singu-
larite´s de g, alors l’application f  g|M est un C
2-diffe´omorphisme d’une varie´te´ riemannienne
(pas force´ment compacte) sur son image. Dans [KSLP] les auteurs montrent que sous certaines
hypothe`ses techniques 1, l’ine´galite´ de Ruelle par rapport a` f est satisfaite.
Nous de´montrons trois re´sultats principaux. Le premier est l’existence de contre-exemples a`
l’ine´galite´ de Ruelle. Le deuxie`me e´tablit que l’entropie ve´rifie cette ine´galite´ dans le cas particu-
lier du flot ge´ode´sique sur le fibre´ unitaire tangent d’une varie´te´ riemannienne a` courbure ne´gative
pince´e. Le dernier re´sultat donne des conditions sur un diffe´omorphisme abstrait pour que l’ine´galite´
de Ruelle soit satisfaite.
La dernie`re partie de cette the`se est consacre´e au proble`me de perte de masse d’une suite de
mesures de probabilite´, c’est-a`-dire a` l’e´tude de la masse d’une limite vague d’une telle suite.
Ce proble`me a de´ja` e´te´ e´tudie´ re´cemment par Einsiedler, Lindenstrauss, Michel et Venkatesh
[ELMV12] dans le cadre du flot ge´ode´sique sur le fibre´ unitaire tangent de la surface modulaire
(nous renvoyons a` [EK12],[Kad12] et [EKP15] pour d’autres re´sultats lie´s a` la perte de masse). Ils
montrent ! grosso modo " qu’une suite de mesures de grande entropie ne peut pas perdre trop de
masse. De plus, la perte de masse se quantifie pre´cise´ment en termes de la ge´ome´trie de la partie
non compacte de la surface modulaire.
Dans le meˆme esprit, nous e´tudions le proble`me de perte de masse dans le cadre du flot
ge´ode´sique sur le fibre´ unitaire tangent d’une varie´te´ de Schottky ge´ne´ralise´e (au sens de Dal’bo-
Peigne´ [DP98]). Nous retrouvons le phe´nome`ne qui apparaˆıt dans la surface modulaire ; la perte
de masse est lie´e pre´cise´ment a` la ge´ome´trie de la partie non compacte de la varie´te´.
E´nonce´ des re´sultats. Nous donnons ici les e´nonce´s pre´cis de nos principaux re´sultats dans un
1. Toutes ces hypothe`ses sont ve´rifie´es dans le cas ou` S est un ensemble vide. Dans ce cas la varie´te´ M est
compacte.
IV
cadre relativement simple : diffe´omorphismes de classe C1 de varie´te´s non compactes. Nous ren-
voyons au corps du texte pour des e´nonce´s plus ge´ne´raux. Nous donnons aussi les grandes lignes
de leurs de´monstrations 2.
En ce qui concerne les diffe´rentes notions d’entropie, nous ge´ne´ralisons les re´sultats de Katok
[Kat80] et Brin-Katok [BK83] dans le cadre des diffe´omorphismes de´finis sur de varie´te´s non com-
pactes (voir aussi the´ore`mes 1.32 et 1.42).
The´ore`me A. Soit f : M Ñ M un diffe´omorphisme C1 d’une varie´te´ riemannienne comple`te
tel que }df} est borne´e. Soit µ une mesure bore´lienne de probabilite´ f -invariante ergodique sur M .
Alors pour tout 0   δ   1, on a
hµpT q  h
δ
µpT q  h
loc
µ pT q.
Ide´e de la preuve.
(i) Les ine´galite´s hµpT q ¤ h
δ
µpT q et hµpT q ¤ h
loc
µ pT q de´coulent respectivement de [Kat80] et
[BK83].
(ii) L’ine´galite´ hµpT q ¥ h
loc
µ pT q s’obtient en suivant la me´thode de [Led13].
(iii) L’ine´galite´ hµpT q ¥ h
δ
µpT q s’obtient en montrant l’ine´galite´ suivante (voir the´ore`me 1.41)
hδµpT q ¤ ess sup
xPK
lim
rÑ0
lim sup
nÑ8
TnxPK

1
n
logµpBnpx, rqq,
ou` K M est un compact de mesure strictement positive et 1 µpKq2   δ   1, plus le fait
que le terme de droite est majore´ par hµpT q.
Nous proposons encore une autre de´finition d’entropie qui nous sera tre`s utile plus tard (voir
de´finition 1.37 et the´ore`me 1.40). Notons ! vol " le volume riemannien sur M . L’entropie rieman-
nienne hvolµ pfq est de´finie par
hvolµ pfq  sup
K
ess sup
xPK
lim
rÑ0
lim sup
nÑ8
fnxPK

1
n
log volpBnpx, rqq,
ou` le supremum est pris sur tous les sous-ensembles compacts de M de µ-mesure strictement po-
sitive. Observons que l’unique endroit dont la mesure µ apparaˆıt dans la de´finition de hvolµ pfq est
dans le supremum essentiel.
The´ore`me B. Soient f : M Ñ M un diffe´omorphisme C1 d’une varie´te´ riemannienne comple`te
et µ une mesure bore´lienne de probabilite´ f -invariante ergodique. Alors
hµpfq ¤ h
vol
µ pfq.
Ide´e de la preuve. L’ine´galite´ de´sire´e de´coule du the´ore`me A et d’une estimation astucieuse, a`
partir des volumes des boules dynamiques, du cardinal minimalNµpn, r, δq d’un pn, rq-recouvrement
d’un ensemble de mesure plus grande que 1 δ.
La non-compacite´ d’une varie´te´ riemannienne se traduit par l’existence de syste`mes dynamiques
lisses qui ne satisfont pas l’ine´galite´ de Ruelle (voir aussi the´ore`me 2.5).
The´ore`me C. Soit h Ps0,8s. Alors il existe une varie´te´ riemannienne non compacte pM, gq, un
diffe´omorphisme f : M ÑM de classe C8 et une mesure bore´lienne µ de probabilite´ f -invariante,
tels que :
2. Certains re´sultats sont e´nonce´s de manie`re plus simple pour e´viter les de´tails techniques dans cette introduc-
tion.
V
(1) l’entropie mesure´e hµpfq satisfait hµpfq  h,
(2) les applications x ÞÑ log  }dxf} et x ÞÑ log
  }dxf
1} sont µ-inte´grables, et
(3) les exposants de Lyapounov sont tous µ-presque partout nuls.
En particulier, on a
0 
» ¸
λjpxq¡0
λjpxqdimpEjpxqqdµpxq   hµpfq ¤ 8.
Ide´e de la preuve.
(i) D’apre`s [AOW85, Theorem 2] il existe une transformation d’e´change d’intervalles de´nombrable
T : I Ñ I d’entropie mesure´e hmpT q  h, ou` I  r0, 1r et m est la mesure de Lebesgue sur I.
(ii) On construit un espace topologique M a` partir d’un flot de suspension au-dessus de pI, T q.
La mesure de probabilite´ invariante conside´re´e sur M est la mesure de Lebesgue normalise´e
restreinte a` M .
(iii) La fonction plafond de la suspension τ : I Ñ r1,8s est lisse par morceaux, infinie aux
discontinuite´s de T , avec singularite´s logarithmiques. Elle satisfait
1
n
log

n1¸
i0
|τ 1pT ixq|

Ñ 0
m-presque partout lorsque nÑ 8. Cela signifie que la croissance de la distorsion du flot de
suspension est sous-exponentielle.
(iv) L’espace topologique M admet une structure de varie´te´ lisse et une ! bonne " 3 me´trique
riemannienne.
(v) Le temps 1 du flot de suspension satisfait l’hypothe`se du the´ore`me d’Oseledets pour la
me´trique construite. De plus, la proprie´te´ du plafond ci-dessus permet de montrer que les
exposants de Lyapounov associe´s a` cette me´trique sont tous nuls presque partout.
(vi) D’apre`s la formule d’Abramov il existe un temps du flot de suspension d’entropie mesure´e
e´gale a` h alors que les exposants de Lyapounov de cette application sont presque partout
nuls.
Nous de´finissons des boules dynamiques pour la dynamique de df : TM Ñ TM de manie`re
analogue aux boules dynamiques pour la dynamique de f . Pour tout re´el r ¡ 0 suffisamment petit
et tout entier n ¥ 1, la pn, rq-boule dynamique line´arise´e centre´e en x PM est l’ensemble Cnpx, rq
de´fini par
Cnpx, rq  expx

n1£
i0
pdxf
iq1pBfixp0, rqq

,
ou` Bxp0, rq  TxM est une boule centre´e en 0 P TxM de rayon r par rapport a` la me´trique
riemannienne. Le the´ore`me A dit que l’entropie mesure´e peut eˆtre interpre´te´e comme le taux de
de´croissance exponentielle de la mesure d’une boule dynamique ge´ne´rique. Par ailleurs, le the´ore`me
D ci-dessous permet de retrouver la somme des exposants de Lyapounov positifs comme le taux
de de´croissance exponentielle des volumes des boules dynamiques line´arise´es. Autrement dit, la
somme des exposants de Lyapounov positifs peut eˆtre interpre´te´e comme une notion d’entropie
pour la dynamique de df (voir the´ore`me 2.31).
3. L’adjectif ! bonne " vient du fait que la me´trique riemannienne construite est localement comparable avec
une me´trique euclidienne. Ainsi, la norme de la diffe´rentielle du temps unite´ du flot de suspension est plus simple a`
estimer. En effet, elle est comparable avec la distorsion |r1| du plafond (voir proposition 2.18).
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The´ore`me D. Soit f : M ÑM un diffe´omorphisme C1 d’une varie´te´ riemannienne comple`te tel
que }df1} est borne´e. Soit µ une mesure bore´lienne de probabilite´ f -invariante sur M . Alors pour
µ-presque tout x PM , on a
lim
rÑ0
lim inf
nÑ8

1
n
log volpCnpx, rqq  lim
rÑ0
lim sup
nÑ8

1
n
log volpCnpx, rqq 
¸
λjpxq¡0
λjpxqdimpEjpxqq.
Ide´e de la preuve. Le volume d’une boule dynamique line´arise´e est estime´ a` partir du volume des
paralle´le´pipe`des dans TxM et du fait qu’il existe des directions dilatantes et contractantes pour la
dynamique de df (voir lemme 2.33).
Le the´ore`me D donne envie de comparer les limites asymptotiques avec l’entropie riemannienne
puisque elles sont similaires a` hvolµ pour df au lieu de f . En fait, lorsque les boules dynamiques
! classiques " sont uniforme´ment comparables avec les boules dynamiques line´arise´es, on obtient
l’ine´galite´ de Ruelle (voir aussi the´ore`me 2.37) :
The´ore`me E. Soit f : M Ñ M un diffe´omorphisme C1 d’une varie´te´ riemannienne comple`te tel
que }df} est borne´e. Soit µ une mesure bore´lienne de probabilite´ f -invariante sur M . S’il existe
une constante 0   ρ   1 tel que Cnpx, ρrq  Bnpx, rq pour tout x PM , alors
hµpfq ¤
» ¸
λjpxq¡0
λjpxqdimpEjpxqqdµpxq.
Ide´e de la preuve. La conclusion de´coule des the´ore`mes B et D.
La condition Cnpx, ρrq  Bnpx, rq dans l’e´nonce´ du the´ore`me E est tre`s difficile a` ve´rifier, meˆme
pour un diffe´omorphisme Anosov d’une varie´te´ riemannienne compacte. Dans un cadre plus parti-
culier, celui du flot ge´ode´sique sur le fibre´ unitaire tangent d’une varie´te´ riemannienne a` courbure
ne´gative pince´e, nous avons obtenu l’ine´galite´ de Ruelle par une autre me´thode (voir aussi the´ore`me
3.4).
The´ore`me F. Soit X une varie´te´ riemannienne comple`te de dimension au moins 2 et a` courbures
sectionnelles pince´es b2 ¤ K ¤ 1, avec b ¡ 1. Supposons les de´rive´es partielles des courbures
sectionnelles uniforme´ment borne´es. Alors pour toute mesure de probabilite´ pgtq-invariante µ sur
T 1X, on a
hµpgq ¤
» ¸
λjpvq¡0
λjpvqdimpEjpvqqdµpvq.
Ide´e de la preuve.
(i) D’abord, nous utilisons le the´ore`me A pour majorer l’entropie mesure´e a` travers le volume
de boules dynamiques µ-typiques.
(ii) Ensuite, la proprie´te´ de Gibbs de la mesure de Liouville permet d’estimer le volume d’une
boule dynamique en termes des moyennes ergodiques du jacobien du flot ge´ode´sique dans les
directions instables (voir proposition 3.3).
(iii) Finalement, les moyennes ergodiques du jacobien convergent vers la somme des exposants de
Lyapounov positifs (voir proposition 3.2).
Une fois que l’ine´galite´ de Ruelle est obtenue, il est inte´ressant d’e´tudier le cas d’e´galite´. Dans
le cas d’un diffe´omorphisme f : M ÑM de classe C1 α d’une varie´te´ riemannienne compacte, qui
laisse invariante une mesure de probabilite´ µ, nous rappelons les re´sultats suivants.
pq Y. Pesin [Pes77] a montre´ que lorsque µ est une mesure absolument continue par rapport a`
la mesure riemannienne sur M , alors l’entropie de µ co¨ıncide avec la somme des exposants
de Lyapounov positifs. Cette formule est connue comme ! formule de Pesin ".
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pq F. Ledrappier et J.-M. Strelcyn [LS82] ont ge´ne´ralise´ le cas d’e´galite´ aux mesures absolument
continues sur les varie´te´s instables.
pq F. Ledrappier [Led84a] a montre´ qu’une mesure de probabilite´ f -invariante hyperbolique
µ ve´rifie la formule de Pesin si et seulement si elle a des mesures absolument continues sur
les varie´te´s instables.
pq F. Ledrappier et L.-S. Young [LY85a] ont e´tendu l’e´quivalence pre´ce´dente a` n’importe quelle
mesure de probabilite´ f -invariante.
Nous prenons inspiration des de´monstrations des re´sultats ci-dessus pour obtenir un re´sultat
analogue pour le flot ge´ode´sique (voir aussi the´ore`me 3.10).
The´ore`me G. Soit X une varie´te´ riemannienne comple`te de dimension au moins 2 et a` courbures
sectionnelles pince´es b2 ¤ K ¤ 1, avec b ¡ 1. Supposons les de´rive´es partielles des courbures
sectionnelles uniforme´ment borne´es. Soit µ une mesure bore´lienne de probabilite´ pgtq-invariante
sur T 1X. Alors µ a des mesures conditionnelles absolument continues sur les varie´te´s instables, si
et seulement si, on a
hµpgq 
» ¸
λjpvq¡0
λjpvqdimpEjpvqqdµpvq.
Ide´e de la preuve. Nous utilisons les me´thodes de Ledrappier-Strelcyn [LS82], Ledrappier [Led84a]
et Ledrappier-Young [LY85a] adapte´es au cadre du flot ge´ode´sique en suivant les ide´es de Otal-
Peigne´ [OP04] et Paulin-Pollicott-Schapira [PPS12].
Avant de de´crire nos derniers re´sultats, rappelons en quoi consiste le proble`me de perte de
masse. Soit X un espace topologique se´pare´ localement compact. Une suite de mesures pνnq sur
X converge vaguement vers une mesure ν, note´ νn á ν, si pour toute fonction continue a` support
compact f P C0c pXq, on a
lim
nÑ8
»
fdνn Ñ
»
fdν.
Observons que si X est compact, alors la topologie de la convergence vague co¨ıncide avec celle de la
convergence e´troite 4. En particulier, toute limite vague d’une suite de mesures de probabilite´ sur
X est une mesure de probabilite´ (donc la masse de toute limite vague est e´gale a` 1). En revanche,
si X n’est plus compact, alors la masse d’une telle limite vague est dans l’intervalle r0, 1s.
Nous parlons du proble`me de perte de masse lorsque nous essayons d’estimer ou calculer la
masse d’une limite vague d’une suite de mesures de probabilite´. La dernie`re partie de notre travail
consiste pre´cise´ment a` estimer la masse d’une limite vague d’une suite de mesures de probabilite´
invariantes par le flot ge´ode´sique sur le fibre´ unitaire tangent d’une varie´te´ riemannienne a` courbure
ne´gative pince´e.
Conside´rons d’abord le flot ge´ode´sique sur T 1S  PSLp2,ZqzPSLp2,Rq, ou` S est la surface
modulaire. D’apre`s [ELMV12, Theorem 5.1], si pνnq est une suite de mesures de probabilite´ pgtq-
invariantes sur T 1S telle que hνnpgq ¥ c ¡ 1{2, alors toute limite vague ν de pνnq satisfait νpT
1Sq ¥
2c1. En particulier, le nombre 1{2 est une sorte de valeur critique du point de vue de la non-perte
de masse. Nous montrons ce meˆme type de phe´nome`ne dans le cadre de varie´te´s riemanniennes
dites de type pq-Schottky (voir de´finition 4.37). Tout d’abord, introduisons quelques notations.
Soient rX une varie´te´ riemannienne comple`te simplement connexe a` courbures sectionnelles
ne´gatives pince´es et Γ   Isomp rXq un sous-groupe Kleinien d’isome´tries de rX. Notons X  rX{Γ
la varie´te´ riemannienne quotient. D’apre`s Otal-Peigne´ [OP04], lorsque les de´rive´es partielles des
courbures sectionnelles sont uniforme´ment borne´es, l’entropie topologique du flot ge´ode´sique sur
T 1X co¨ıncide avec l’exposant critique δΓ de Γ, c’est-a`-dire
htoppgq  δΓ : lim sup
RÑ8
1
R
log #tγ P Γ : dpo, γoq ¤ Ru,
ou` o P rX est n’importe quel point de rX.
4. La topologie de la convergence e´troite consiste a` conside´rer les fonctions continues borne´es au lieu des fonctions
continues a` support compact.
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Dans le cadre de la surface modulaire, la valeur 1{2 repre´sente l’exposant critique de n’importe
quel sous-groupe parabolique de PSLp2,Zq. Par ailleurs, les sous-groupes paraboliques sont lie´s a`
la ge´ome´trie autour de l’infini. En effet, le cusp de S est isome´trique au quotient d’une horoboule
centre´e en un point fixe parabolic, par l’action d’un sous-groupe parabolique fixant ce point.
Notons δP,max le plus grand exposant critique parmi les sous-groupes paraboliques de Γ, c’est-
a`-dire
δP,max  maxtδP : P sous-groupe parabolique de Γu.
The´ore`me H. Soit X  rX{Γ une varie´te´ riemannienne de type ()-Schottky. Alors pour tout
h ¡ δP,max il existe une constante m  mphq ¡ 0 avec la proprie´te´ suivante : Si pνnq est une suite
de mesures de probabilite´ pgtq-invariantes ergodiques sur T
1X satisfaisant hνnpgq ¥ h, alors pour
toute limite vague ν de pνnq, on a
νpT 1Xq ¥ m.
De plus, la valeur δP,max est optimale dans le sens suivant : il existe une suite pνnq de mesures de
probabilite´ pgtq-invariantes sur T
1X telle que
lim
nÑ8
hνnpgq  δP,max et νn á 0.
Ide´e de la preuve.
(i) Nous montrons un re´sultat sur la non-perte de masse pour le cas d’un flot de suspension
au-dessus d’un de´calage de Markov de´nombrable.
(ii) Le flot ge´ode´sique est code´ comme un flot de suspension au-dessus d’un de´calage de Markov
d’apre`s Dal’bo-Peigne´ [DP98].
(iii) La non-perte de masse pour le flot ge´ode´sique est une conse´quence des deux points pre´ce´dents.
(iv) L’optimalite´ de δP,max suit de la construction ge´ome´trique d’une suite de groupes Kleiniens
dont les exposants critiques convergent vers δP,max. Les mesures d’entropie maximal du
flot ge´ode´sique associe´es projete´es sur T 1X conservent l’entropie alors que elles convergent
vaguement vers la mesure 0.
Le the´ore`me H (voir aussi the´ore`me 4.40) est donc analogue au cas de la surface modulaire au
sens que l’exposant critique parabolique maximal repre´sent aussi la valeur critique de la non-perte
de masse.
Plan de la the`se. Le corps de cette the`se se de´compose en 4 chapitres.
() Dans le chapitre 1 nous de´crivons les principales notions d’entropie et ses respectives relations.
Nous de´montrons les the´ore`mes A et B.
() Dans le chapitre 2 nous nous consacrons a` l’ine´galite´ de Ruelle pour un diffe´omorphisme C1
abstrait d’une varie´te´ non compacte. Nous de´montrons les the´ore`mes C, D et E.
() Dans le chapitre 3 nous e´tudions le cas du flot ge´ode´sique et la validite´ de l’ine´galite´ de Ruelle
et la formule de Pesin pour ce syste`me dynamique. Nous de´montrons les the´ore`mes F et G.
() Dans le chapitre 4 nous travaillons sur le proble`me de la perte de masse dans le cadre d’un
flot de suspension au-dessus d’un de´calage de Markov de´nombrable et du flot ge´ode´sique sur
le fibre´ unitaire tangent d’une varie´te´ de type ()-Schottky. Nous de´montrons le the´ore`me H.
Finalement, a` la fin du texte nous mettons une annexe qui contient une bre`ve introduction sur
quelques concepts basiques de la ge´ome´trie en courbure ne´gative.
IX
Remarques. La plupart des re´sultats de cette the`se sont re´dige´s dans 3 articles soumis par publi-
cation [Riq15], [Riq16] et [IRV15].
Le the´ore`me C est de´montre´ dans [Riq15]. Les the´ore`mes A, B, D, E, F et G sont de´montre´s dans
[Riq16]. Finalement, le chapitre 4 (donc le the´ore`me H) se trouve dans [IRV15], en collaboration
avec Godofredo Iommi et Anibal Velozo .
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Chapitre 1
Entropies
Dans ce chapitre nous nous inte´ressons a` la complexite´ des syste`mes dynamiques. Du point de
vue de la mesure, nous e´tudierons l’entropie au sens de Kolmogorov-Sina¨ı, aussi appele´e entropie
mesure´e. Du point de vue topologique, nous e´tudierons la complexite´ d’une transformation continue
au sens de Bowen sur un espace topologique me´trisable. En nous inspirant par des re´sultats de
Katok et Brin-Katok, nous verrons que ces notions sont e´troitement lie´es les unes aux autres.
1.1 Concepts basiques
Commenc¸ons par rappeler plusieurs concepts basiques en the´orie ergodique. Un syste`me dyna-
mique mesure´ est un 4-uplet pX,B, µ, T q, ou` pX,B, µq est un espace de Lebesgue et T : X Ñ X
est une transformation mesurable qui pre´serve la mesure µ. Pour e´tudier la dynamique de T , il est
toujours inte´resant de travailler sur le concept d’ergodicite´.
De´finition 1.1. Un syste`me dynamique mesure´ pX,B, µ, T q est dit ergodique si tout ensemble
T -invariant A P B satisfait µpAq P t0, 1u.
L’avantage des syste`mes dynamiques ergodiques est le fait que tout syste`me dynamique mesure´
se de´compose en syste`mes dynamiques ergodiques graˆce au the´ore`me de de´composition ergodique
(voir par exemple [EW11, Theorem 6.2]).
The´ore`me 1.2 (The´ore`me de de´composition ergodique). Soit pX,B, µ, T q un syste`me dynamique
mesure´. Alors il existe une famille tµxuxPX de mesures de probabilite´ T -invariantes ergodiques sur
X, telle que
µ 
»
µxdµpxq.
Le long de cette the`se nous utiliserons plusieurs proprie´te´s e´quivalentes a` l’ergodicite´. Nous
renvoyons a` [Wal82, Section 1.5] pour des de´monstrations.
Proposition 1.3 (Ergodicite´). Soit pX,B, µ, T q un syste`me dynamique mesure´. Alors les affirma-
tions suivantes sont e´quivalentes
(1) Le syste`me dynamique pX,B, µ, T q est ergodique.
(2) Toute fonction f P Lppµq, avec p ¥ 1, qui est T -invariante, est constante µ-presque partout.
(3) Pour tout A,B P B, on a
lim
nÑ8
1
n
n1¸
i0
µpAX TipBqq  µpAqµpBq.
(4) Pour tout f, g P L2pµq, on a
lim
nÑ8
1
n
n1¸
i0
»
fpg  T iqdµ 
»
fdµ

»
gdµ


.
1
1.2. ENTROPIE MESURE´E ET ENTROPIE TOPOLOGIQUE
L’une des pierre fondamentales dans la the´orie ergodique est le the´ore`me ergodique de Birkhoff
(voir [Wal82, Theorem 1.14]). Ses conse´quences seront de´sormais largement utilise´es.
The´ore`me 1.4 (The´ore`me ergodique de Birkhoff). Soient pX,B, µ, T q un syste`me dynamique
mesure´ et f P L1pµq. Alors
1
n
n1¸
i0
fpT ixq
a.e.
ÝÑ f,
avec f P L1pµq. De plus, la fonction f est T -invariante et»
fdµ 
»
fdµ.
En particulier, le the´ore`me ergodique de Birkhoff nous dit que si µ est une mesure ergodique,
alors les moyennes ergodiques 1n
°n1
i0 fpT
ixq convergent vers une constante µ-presque partout.
Cette constante est e´gale a`
³
fdµ d’apre`s la dernie`re conclusion du the´ore`me.
1.2 Entropie mesure´e et entropie topologique
Dans cette section nous rappelons rapidement les notions d’entropie mesure´e et d’entropie
topologique. La premie`re est l’objet par excellence a` conside´rer pour quantifier la complexite´ d’un
syste`me dynamique mesure´. Toutes les autres notions d’entropie au sens de la mesure, qui seront
plus tard de´finies, lui seront compare´es. La deuxie`me est inde´pendante de la premie`re (ne de´pend
que de la topologie) et on ne l’utilisera que dans le Chapitre 4. Par contre, on va tirer parti de sa
de´finition pour introduire les autres notions d’entropie en mesure, particulie`rement les δ-entropies
de Katok (voir Section 1.3).
1.2.1 Entropie mesure´e
Soit pX,B, µq un espace de Lebesgue. Une collection finie ou de´nombrable P d’ensembles mesu-
rables est une partition measurable si les e´le´ments de P sont deux a` deux disjoints et leur re´union
est un ensemble de µ-mesure pleine. On note Ppxq l’e´le´ment de P contenant un point x P X.
De´finition 1.5. Soit P une partition mesurable finie ou de´nombrable de X. L’entropie de P, note´e
HµpPq, est de´finie par
HµpPq  
¸
PPP
µpP q logµpP q.
De manie`re analogue, on peut de´finir l’entropie d’une partition relativement a` une autre par-
tition. Soit Q une partition measurable de X. Si x P X satisfait µpQpxqq ¡ 0, on note µQpxq la
mesure conditionnelle de µ sur l’atome Qpxq, de´finie par
µQpxq 
1
µpQpxqqµ|Qpxq.
De´finition 1.6. Soient P et Q deux partitions mesurables. L’entropie de P relativement a` Q,
note´e HµpP|Qq, est de´finie par
HµpP|Qq 
¸
QPQ
µpQqHµQpPq  
¸
PPP
¸
QPQ
µpP XQq log
µpP XQq
µpQq
.
Sur l’ensemble de partitions on peut mettre un ordre partiel. On dit que P est plus fine que
Q, note´e Q ¨ P, si pour µ-presque tout x P X, on a Ppxq  Qpxq. A` partir de deux partitions
mesurables arbitraires on peut toujours trouver une partition plus fine. Soit P _ Q la partition
mesurable de X de´finie comme e´tant la partition dont les e´le´ments sont toutes les intersections
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possibles entre les e´le´ments de P et Q. Par construction, on a bien que P,Q ¨ P _ Q. Si l’on a
une collection finie de partitions de X, disons tP1, ...,Pnu, alors on note
n
i1 Pi la partition
nª
i1
Pi  P1 _ P2 _ ..._ Pn.
Soit T : X Ñ X une transformation mesurable. Si P est une partition mesurable finie ou
de´nombrable, alors la partition TiP  tTiP : P P Pu l’est aussi. Pour simplifier, on note Pn la
partition Pn n1i0 TiP.
Proposition 1.7. Soit pX,B, µ, T q un syste`me dynamique mesure´. Alors pour toute partition
mesurable P d’entropie finie, la limite
lim
nÑ8
1
n
HµpPnq
existe.
La proposition ci-dessus permet de de´finir l’entropie d’une transformation relativement a` une par-
tition (voir [Wal82, Corollary 4.9.1]).
De´finition 1.8. Soit pX,B, µ, T q un syste`me dynamique mesure´. Alors pour toute partition me-
surable P d’entropie finie, on de´finit l’entropie de T relativement a` P, note´e hµpT,Pq, par
hµpT,Pq  lim
nÑ8
1
n
HµpPnq.
Parfois il est pre´fe´rable de manipuler l’entropie en l’interpre´tant comme la limite d’entropies
conditionnelles (voir [Wal82, Theorem 4.14]).
Proposition 1.9. Soit pX,B, µ, T q un syste`me dynamique mesure´. Alors pour toute partition
mesurable P d’entropie finie, on a
hµpT,Pq  lim
nÑ8
Hµ

P
 nª
i1
TiP

.
Pour les syste`mes dynamiques ergodiques il est plus facile de voir l’entropie comme une valeur
qui permet de mesurer la complexite´ d’un syste`me dynamique. L’intuition nous dit que les atomes
d’une partition Pn sont ! tre`s petits " en mesure s’il y a plus de chaos. Cette intuition est confirme´e
par le the´ore`me de Shannon-McMillan-Breiman.
The´ore`me 1.10 (Shannon-McMillan-Breiman). Soient pX,B, µ, T q un syste`me dynamique mesure´
ergodique et P une partition mesurable de X d’entropie finie. Alors, pour µ-presque tout x P X,
on a
hµpT,Pq  lim
nÑ8

1
n
logµpPnpxqq.
Maintenant qu’on comprend mieux d’ou` vient la notion d’entropie d’une transformation rela-
tivement a` une partition, on peut de´finir l’entropie d’une transformation.
De´finition 1.11. Soit pX,B, µ, T q un syste`me dynamique mesure´. L’entropie mesure´e de T , note´e
hµpT q, est de´finie par
hµpT q  supthµpT,Pq : P partition finieu.
Calculer l’entropie a` partir de la de´finition est en ge´ne´ral assez complique´. Le re´sultat suivant
nous sera tre`s utile dans la suite. Nous renvoyons a` [Wal82, The´ore`me 4.22] pour une de´monstration.
Notons σpPq la σ-alge`bre engrendre´e par la partition P.
The´ore`me 1.12. Soient pX,B, µ, T q un syste`me dynamique mesure´ et tPnun¥1 une suite de par-
titions finies telle que P1 ¤ P2 ¤ ... ¤ Pn ¤ ... et σ p

n Pnq  B pmod 0q. Alors
hµpT q  lim
nÑ8
hµpT,Pnq.
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Nous finissons cette section par un re´sultat de Jacobs [Wal82, The´ore`me 8.4]. Il nous dit que
pour mesurer la complexite´ d’une syste`me dynamique, il suffit de travailler sur les composantes
ergodiques. Plus pre´cise´ment, on a
The´ore`me 1.13 (Jacobs). Soit pX,B, µ, T q un syste`me dynamique mesure´. Si µ  ³ µxdµpxq est
la de´composition ergodique de µ, alors
hµpT q 
»
hµxdµpxq.
1.2.2 Entropie topologique
Conside´rons maintenant un espace topologique me´trisable 1 X et T : X Ñ X une transforma-
tion continue. Soit d une distance sur X qui induit la topologie de X. On va e´tudier la dynamique
de T relativement a` d en e´tudiant la ! taille " des ensembles de points qui restent proche le long
du temps. Pour tout n ¥ 0 on note dn la distance dynamique de Bowen de´finie par
dnpx, yq : max
0¤i¤n1
dpT ix, T iyq,
pour tous x, y P X. Pour tout x P X on notera Bnpx, rq la boule de rayon r centre´e en x pour la
distance dn. Une telle boule s’appelle pn, rq-boule dynamique (ou pn, rq-boule de Bowen).
Soit A  X un ensemble mesurable. Un pn, rq-recouvrement de A est un recouvrement de A par
des pn, rq-boules dynamiques. Soit K  X un ensemble compact. On note Npn, r,Kq le plus petit
cardinal d’un pn, rq-recouvrement de K. La continuite´ de T implique que les boules dynamiques
sont des ensembles ouverts. En particulier, puisque K est compact, le cardinal Npn, r,Kq est fini.
De´finition 1.14. Soit T : X Ñ X une transformation continue d’un espace topologique. Pour
toute distance d qui induit la topologie de X, on de´finit l’entropie de T relativement a` la distance
d, note´e hdpT q, par
hdpT q  sup
K
lim
rÑ0
lim sup
nÑ8
1
n
logNpn, r,Kq,
ou` le supremum est pris sur tous les sous-ensembles compacts de X. L’entropie topologique de T ,
note´e htoppT q, est de´finie par
htoppT q  inf
d
hdpT q,
ou` l’infimum est pris sur toutes les distances d qui induisent la topologie de X.
Si T : X Ñ X est une transformation continue d’un espace compact, alors la valeur hdpT q est
inde´pendante de la distance et le supremum dans la de´finition est atteint pour le compact K  X.
Si X n’est plus compact, alors le supremum des entropies hdpT q est en ge´ne´ral infini, ce qui motive
conside´rer tout simplement l’infimum (voir [HK95]).
The´ore`me 1.15 (Principe variationnel). Soit T : X Ñ X une transformation continue d’un
espace topologique localement compact. Alors
htoppT q  sup
µ
hµpT q,
ou` le supremum est pris parmi toutes les mesures de probabilite´ T -invariantes sur X.
1.3 Entropies de Katok
Le principe variationnel nous dit que l’entropie mesure´e est infe´rieure ou e´gale a` l’entropie to-
pologique. Dans cette section on se base sur la de´finition d’entropie topologique pour de´finir une
nouvelle notion d’entropie, qui de´pend de la mesure et la distance, et qui est aussi un majorant
de l’entropie mesure´e. Nous remarquons que cette nouvelle entropie a e´te´ de´finie par Katok dans
1. Dans ce manuscrit nous supposons toujours que cet espace est polonais.
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[Kat80] dans le cas ou` X est un espace me´trique compact.
Soient X un espace topologique me´trisable, d une distance qui de´finit la topologie sur X,
T : X Ñ X une application continue et µ une mesure bore´lienne de probabilite´ T -invariante sur
X.
De´finition 1.16. Si K est un sous-ensemble compact de X, on note
(i) Npn, r,Kq le cardinal minimal d’un recouvrement de K par des pn, rq-boules dynamiques
centre´es en K, et
(ii) Spn, r,Kq le cardinal maximal d’un ensemble pn, rq-se´pare´ dans K, c’est-a`-dire un sous-
ensemble de K dont deux e´le´ments distincts quelconques sont a` dn-distance plus grande que
r.
Lemme 1.17. Pour tout K  X compact, on a
Npn, r,Kq ¤ Spn, r,Kq ¤ Npn, r{2,Kq.
De´monstration. Soit E un ensemble pn, rq-se´pare´ maximal dans K et F un recouvrement minimal
de K par des pn, r{2q-boules centre´es dans K. Remarquons d’abord que tBnpx, rq, x P Eu est
un recouvrement de K, ce qui entraˆıne la premie`re ine´galite´. En effet, s’il existe y P K tel que
dnpx, yq ¥ r pour tout x P E, alors l’ensemble E Y tyu est un ensemble pn, rq-se´pare´ dans K, ce
qui contredit la maximalite´ de E. La deuxie`me ine´galite´ de´coule du fait que tout e´le´ment dans E
appartient au plus a` une seule boule de F . Autrement dit, on a #E ¤ #F .
Pour δ ¡ 0 on note Nµpn, r, δq le nombre minimal de pn, rq-boules qui recouvrent un ensemble
de µ-mesure plus grande que 1 δ. Remarquons que ce nombre est fini puisque pour tout compact
K tel que µpKq ¡ 1 δ, le cardinal minimal Npn, r,Kq d’un pn, rq-recouvrement fini de K est un
majorant de Npn, r, δq.
De´finition 1.18. Soit δ ¡ 0. Les δ-entropies infe´rieure et supe´rieure de Katok, note´es respective-
ment hδµpT q et h
δ
µpT q, sont de´finies par
hδµpT q  lim
rÑ0
lim inf
nÑ8
1
n
logNµpn, r, δq
et
h
δ
µpT q  lim
rÑ0
lim sup
nÑ8
1
n
logNµpn, r, δq.
Nous de´crivons brie`vement les relations entre les δ-entropies de Katok pour diffe´rentes valeurs
de δ Ps0, 1r.
Proposition 1.19. Soient 0   δ2 ¤ δ1   1. Alors
hδ1µ pT q ¤ h
δ2
µ pT q et h
δ1
µ pT q ¤ h
δ2
µ pT q.
De´monstration. Posons Bi  tB P B : µpBq ¡ 1  δiu, pour i  1, 2. D’apre`s la de´finition de Bi,
on a B2  B1. En particulier,
hδ1µ pT q  lim
rÑ0
lim inf
nÑ8
1
n
log mintNpn, r,Bq : B P B1u
¤ lim
rÑ0
lim inf
nÑ8
1
n
log mintNpn, r,Bq : B P B2u
 hδ2µ pT q
L’autre ine´galite´ est de´montre´e de manie`re analogue.
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Dans [Kat80] A. Katok montrait que, lorsque X est un espace topologique compact, les δ-
entropies co¨ıncident avec l’entropie mesure´e. L’unique endroit de la preuve qui ne´cessite la compa-
cite´ de X est la preuve de l’ine´galite´ h
δ
µpT q ¤ hµpT q. Ce fait a e´te´ aussi remarque´ par B. Gurevich
et S. Katok dans [GK01] pour le calcul de l’entropie topologique du flot ge´ode´sique sur le fibre´
unitaire tangent de la surface modulaire.
The´ore`me 1.20 (Katok). Soient T : X Ñ X une transformation continue d’un espace me´trique
complet et µ une mesure bore´lienne de probabilite´ T -invariante ergodique. Alors, pour tout 0   δ  
1, on a
hµpT q ¤ h
δ
µpT q.
Remarque 1.21. Une preuve combinatoire analogue est faite dans [HK95] pour montrer l’ine´galite´
hµpT q ¤ h
dpT q sur un espace me´trique complet.
Avant de donner la preuve de Katok du the´ore`me 1.20 nous avons besoin de quelques re´sultats
techniques. Soit A un alphabet a` N symboles. Pour n ¥ 1 conside´rons l’ensemble de mots de
longueur n dans l’alphabet A de´fini par
ΩN,n  tω  pω0, ..., ωn1q : ωi P A, i  0, ..., n 1u
La me´trique de Hamming ρHN,n sur l’espace ΩN,n est de´finie par
ρHN,npω, ωq 
1
n
n1¸
i0
p1 δωi,ωiq
ou` δk,l est le symbole de Kronecker δk,l,
δk,l 
#
0, si k  l
1, si k  l.
Pour ω P ΩN,n et r ¡ 0, on note B
Hpω, rq la r-boule ferme´e centre´e en ω pour la me´trique ρHN,n.
Un argument combinatoire montre que le nombre Bpr,N, nq de points dans BHpω, rq ne de´pend
que de r,N, n, et sa valeur est e´gale a`
Bpr,N, nq 
rnrs¸
j0
pN  1qj

n
j


si 0   r   N1N . De plus, il satisfait
Proposition 1.22. Si 0   r   mintN1N ,
1
2u, alors
lim
nÑ8
lnBpr,N, nq
n
 r lnpN  1q  r ln r  p1 rq lnp1 rq.
Soit P une partition de X. Le bord BP de P est la re´union des bords des e´le´ments de P,
c’est-a`-dire
BP 
¤
PPP
BP.
L’une des proprie´te´s cle´s dans la preuve du the´ore`me 1.20 est l’approximation de l’entropie
mesure´e a` partir de partitions finies dont les bords sont de mesure nulle.
Proposition 1.23. Soient T : X Ñ X une transformation continue d’un espace me´trique et µ
une mesure bore´lienne de probabilite´ T -invariante. Alors, pour tout ε ¡ 0 il existe une partition
Pε telle que µpBPεq  0 et
hµpT q   hµpT,Pεq   ε.
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De´monstration. Tout d’abord, puisque la mesure µ est finie on peut trouver une suite croissante
d’ensembles compacts tKnun¥1 telle que

nKn  X et µpBKnq  0, pour tout n ¥ 1. De plus,
pour tout x P X il existe une boule centre´e en x, de rayon arbitrairement petit, dont le bord a
µ-mesure nulle. Pour chaque n ¥ 1 on choisit un recouvrement fini de Kn par des boules tB
n
i u, de
rayons compris entre 1{n et 1{pn 1q, dont le bord a µ-mesure nulle. Ensuite, on de´finit la partition
Pn dont les atomes sont d’une part les intersections des e´le´ments de la forme Bni XKn et d’autre
part le comple´mentaire Kcn du compact Kn. Cette partition est par construction finie et satisfait
µpBPnq  0. Finalement, on de´finit la partition P 1n comme e´tant la partition P 1n 
n
i1 Pi. La
suite tP 1nun¥1 est une suite croissante de partitions qui engendre la tribu bore´lienne. En effet,
cela est une conse´quence du fait que pour tout x P X, le diame`tre diampP 1nqpxq tend vers 0
lorsque n tend vers l’infini. En utilisant le the´ore`me 1.12, pour tout ε ¡ 0 il existe N ¥ 1 tel que
hµpT q   hµpT,P 1N q   ε. On pose finalement Pε  P 1N .
Maintenant nous sommes preˆts a` montrer le the´ore`me 1.20. Nous remarquons que cette preuve
est la meˆme que celle de Katok, mais nous pre´fe´rons ve´rifier que tout marche bien sans hypothe`se
de compacite´.
De´monstration du the´ore`me 1.20. Supposons sans perte de ge´ne´ralite´ que la mesure de tout ouvert
non-vide de X est positive. Dans le cas ge´ne´ral il suffit de remplacer X par le support de la mesure.
Soit P une partition finie de X et N  #P. On construit l’espace ΩN,n en conside´rant comme
alphabet les e´le´ments de la partition P. De´finissons l’application φnP : X Ñ ΩN,n en posant
φnPpxq W
n
P pxq  pPpxq,PpTxq, ...,PpTn1xqq.
Le tire´ en arrie`re par φnP de la distance de Hamming sur ΩN,n de´finit une pseudo-distance sur
X, note´e dPn . En effet, pour x, y P X, on a d
P
n px, yq  0 si et seulement si y P Pnpxq. La syme´trie et
l’ine´galite´ triangulaire de´coulent de celles de la distance de Hamming. Fixons une fois pour toutes
une partition P dont le bord BP a µ-mesure nulle. De´finissons UrpPq comme e´tant le r-voisinage
du bord de P, c’est-a`-dire UrpPq  tx P P : Bpx, rq  Ppxqu. Soit ε ¡ 0. Puisque µ est une mesure
bore´lienne et la mesure du bord de P est nulle, il existe r Ps0, εr tel que
µpUrpPqq   ε
2
4
.
Posons Bn,ε  tx P X :
°n1
i0 1UrpPqpT
ixq   nε2 u. Comme T est une transformation qui pre´serve
la mesure µ, et
³
1UrpPqdµ   ε
2{4, on a
nε2
4
¥
» n1¸
i0
1UrpPqpT
ixqdµpxq
¥
»
XzBn,ε
n1¸
i0
1UrpPqpT
ixqdµpxq
¥
nε
2
µpXzBn,εq.
Il s’ensuit donc que µpXzBn,εq   ε{2.
Par ailleurs, d’apre`s la de´finition de Bn,ε, si x P Bn,ε et dnpx, yq   r, alors d
P
n px, yq   ε{2. Au-
trement dit, l’intersection de toute pn, rq-boule avec Bn,ε est contenue dans une certaine ε{2-boule
pour la pseudo-distance dPn .
Soit U un recouvrement d’un compact K par des pn, rq-boules, dont #U  Nµpn, r, δq avec la
mesure de K qui satisfait µpKq ¡ 1 δ. Alors la mesure de K XBn,ε satisfait
µpK XBn,εq ¡ 1 δ  ε{2.
Si ε   1δ2 alors µpK X Bn,εq ¡
1δ
2 . Comme l’intersection de toute boule dans U avec Bn,ε est
contenue dans une certaine ε{2-boule pour la distance dPn , il existe un recouvrement de K X Bn,ε
de cardinal Nµpn, r, δq constitue´ par des ε{2-boules pour la distance d
P
n .
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Maintenant on va minorer Nµpn, r, δq en utilisant des arguments combinatoires. Rappelons
qu’un point dans l’espace ΩN,n est un mot dans l’alphabet dont les lettres sont les atomes de la
partition P. Comme on a re´duit le proble`me de comptage de boules dynamiques au comptage de
boules pour la distance dPn , il suffit de majorer la mesure des atomes de Pn. Soit Xm,ε l’ensemble
de´fini par
Xm,ε  tx P X : @n ¥ m,µpPnpxqq ¤ exppnphµpT,Pq  εqqu. (1.1)
Graˆce au the´ore`me de Shannon-McMillan-Breiman, il existe m0 P N tel que µpXm0,εq ¥ 3 δ4 . Pour
tout n ¥ m0 on de´finit l’ensemble An,ε comme An,ε  K XBn,εXXm0,ε. Ainsi µpAn,εq ¡
1δ
4 . De
plus, la partition Pn induit une partition Pn,ε de An,ε en posant Pn,ε  tPnpxq XAn,ε, x P An,εu.
Vue l’estimation dans (1.1), on a
µpAn,εq ¤
¸
PPPn,ε
µpP q
¤ exppnphµpT,Pq  εqq#Pn,ε,
et donc
#Pn,ε ¥ 1 δ
4
exppnphµpT,Pq  εqq.
Une pn, rq-boule qui intersect Bn,ε est contenue par construction dans une ε{2-boule pour la
distance dPn . Par ailleurs, les ε{2-boules pour la distance d
P
n sont par de´finition une re´union finie
d’e´le´ments de la partition Pn. Le cardinal de cette re´union ne de´passe pas le cardinal Bpε{2, N, nq,
ou` Bpε{2, N, nq est le nombre de points dans une ε{2-boule dans l’espace me´trique pΩN,n, ρ
H
N,nq. Il
s’ensuit ainsi que
Nµpn, r, δqBpε{2, N, nq ¥ #Pn,ε
¥
1 δ
4
exppnphµpT,Pq   εqq.
Cela se re´e´crit comme
Nµpn, r, δq ¥
1 δ
4
exppnphµpT,Pq   εqq
Bpε{2, N, nq
.
Finalement, graˆce a` la proposition 1.22, on de´duit
lim inf
nÑ8
1
n
logNµpn, r, δq ¥ hµpT,Pq  εp1  logpN  1qq   ε log ε  p1 εq logp1 εq.
En particulier
hδµpT q ¥ hµpT,Pq  εp1  logpN  1qq   ε log ε  p1 εq logp1 εq.
Comme ε ¡ 0 est arbitraire, on conclut que hδµpT q ¥ hµpT,Pq. Puisque la partition P a e´te´ choisie
de fac¸on arbitraire, la proposition 1.23 permet de finir la preuve du the´ore`me 1.20.
1.4 Entropies locales
L’objet d’e´tude dans cette section est la notion d’entropie au sens de Brin-Katok (voir [BK83]).
On s’inte´resse notamment au taux de de´croissance exponentielle des mesures des boules dynamiques
et sa relation avec l’entropie mesure´e.
De´finition 1.24. Soient T : X Ñ X une transformation continue d’un espace me´trique et µ une
mesure de probabilite´ T -invariante. Les entropies locales infe´rieure et supe´rieure de T en x, note´es
respectivement hlocµ pT, xq et h
loc
µ pT, xq, sont de´finies par
hlocµ pT, xq  lim
rÑ0
lim inf
nÑ8

1
n
logµpBnpx, rqq
et
h
loc
µ pT, xq  lim
rÑ0
lim sup
nÑ8

1
n
logµpBnpx, rqq.
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De´finition 1.25. Soient T : X Ñ X une transformation continue d’un espace me´trique et µ
une mesure de probabilite´ T -invariante. Les entropies locales infe´rieure et supe´rieure de T , note´es
hlocµ pT q et h
loc
µ pT q respectivement, sont de´finies par
hlocµ pT q  ess infµ
inf
n¥0
hlocµ pT, T
nxq
et
h
loc
µ pT q  ess sup
µ
sup
n¥0
h
loc
µ pT, T
nxq.
Les entropies locales permettent d’estimer le taux de de´croissance exponentielle de la mesure
d’une boule dynamique en tout point de l’espace. La proposition ci-dessous nous donne la re´gularite´
des entropies de Brin-Katok vues comme des applications qui de´pendent en x P X.
Lemme 1.26. Les applications x ÞÑ hlocµ pT, xq et x ÞÑ h
loc
µ pT, xq sont µ-mesurables et de´croissantes
le long des orbites.
De´monstration. Les applications x ÞÑ µpBnpx, rqq sont µ-mesurables, donc x ÞÑ h
loc
µ pT, xq et x ÞÑ
h
loc
µ pT, xq le sont aussi. De plus, on a T pBnpx, rqq  Bn1pTx, rq, donc la T -invariance de µ entraˆıne
la monotonie.
Une manie`re plus naturelle de penser a` l’entropie locale est de conside´rer la moyenne des taux
de de´croissance des mesures des boules dynamiques.
Lemme 1.27. Soient T : X Ñ X une transformation continue d’un espace me´trique et µ une
mesure bore´lienne de probabilite´ T -invariante ergodique. Alors
hlocµ pT q 
»
hlocµ pT, xqdµpxq
et
h
loc
µ pT q 
»
h
loc
µ pT, xqdµpxq.
De´monstration. Les deux e´galite´s sont des conse´quences directes de la monotonie des entropies
locales ponctuelles et le the´ore`me ergodique de Birkhoff.
Brin et Katok ont montre´ que lorsque X est un espace topologique compact et µ une mesure
de probabilite´ ergodique, les entropies locales co¨ıncident avec l’entropie mesure´e (voir [BK83]).
Comme dans le cas des δ-entropies, seule la preuve d’une ine´galite´ utilise la compacite´ de X, et
l’autre reste vraie. C’est le the´ore`me suivant.
The´ore`me 1.28. Soient T : X Ñ X une transformation continue d’un espace me´trique complet
et µ une mesure bore´lienne de probabilite´ T -invariante ergodique. Alors
hµpT q ¤ h
loc
µ pT q.
Comme pour le the´ore`me 1.20, nous reprenons la preuve de Brin-Katok pour ve´rifier qu’elle
n’utilise pas la compacite´. Cette preuve est base´e d’une part sur la proposition 1.23 et d’autre part
sur la proposition 1.29 ci-dessous.
Proposition 1.29. Soient T : X Ñ X une transformation continue d’un espace me´trique et µ
une mesure bore´lienne de probabilite´ T -invariante ergodique. Alors pour toute partition finie P de
X telle que µpBPq  0, on a
hµpT,Pq ¤ hlocµ pT, xq
pour µ-presque tout x P X.
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De´monstration. La de´monstration de cette proposition ressemble beaucoup a` celle du The´ore`me
1.20. Soit P une partition finie de X telle que µpBPq  0. Pour tout r ¡ 0 on conside`re le r-
voisinage UrpPq du bord de P. Puisque µ est bore´lienne, et

r¡0 UrpPq  BP, on a µpUrpPqq Ñ 0
lorsque r Ñ 0. En particulier, pour tout η ¡ 0 il existe r0 ¡ 0, r0  r0pηq, tel que µpUrpPqq   η
si 0   r   r0. Le the´ore`me ergodique de Birkhoff nous dit que si 0   r   r0, pour µ-presque tout
x P X, on a
lim
nÑ8
1
n
n1¸
i0
1UrpPqpT
ixq  µpUrpPqq   η.
Notons An le sous-ensemble de X de´fini par
An 
"
x P X : @n1 ¥ n,
1
n1
n11¸
i0
1UrpPqpT
ixq   2η
*
. (1.2)
D’apre`s la de´finition, la suite tAnun¥1 est une suite croissante d’ensembles mesurables qui sa-
tisfait µp

nAnq  1. Ainsi, il existe N1  N1pηq P N, tel que pour tout n ¥ N1 la mesure de An
est plus grande que 1 2η.
Par ailleurs, en utilisant le the´ore`me de Shannon-McMillan-Breiman, pour tout γ ¡ 0 il existe
N2  N2pγq P N, tel que pour tout n ¥ N2, on a
µptx P X : @n1 ¥ n,  logµpPnpxqq ¥ nphpT,Pq  γquq ¥ 1 γ. (1.3)
On conside`re maintenant l’ensemble E  Epγ, ηq des points dans X qui satisfont
1
n
n1¸
i0
1UrpPqpT
ixq   2η
et
 logµpPnpxqq ¥ nphpT,Pq  γq
pour tout n ¥ N3  maxtN1, N2u et 0   r ¤ r0. Remarquons que, graˆce a` (1.2) et (1.3), cet
ensemble est de µ-mesure grande lorsque η et γ sont petits.
Le point cle´ dans cette preuve est le fait suivant, qui permettra de trouver des estimations
de la mesure des boules dynamiques en utilisant des arguments combinatoires. Soient x P X et
y P Bnpx, rq. Alors, pour tout 0 ¤ i ¤ n 1, soit T
ix et T iy appartiennent au meˆme atome de la
partition P, soit T ix appartient au voisinage UrpPq.
Ainsi, pour mesurer une pn, rq-boule dynamique, on doit comprendre quand est-ce que les
images par T i de deux points de la boule restent dans un meˆme atome de P.
Rappelons que, en utilisant la meˆme notation que dans la preuve du the´ore`me 1.20, le mot
WnP pxq est de´fini a` partir des atomes de P comme e´tant
WnP pxq  pPpxq,PpTxq, ...,PpTn1xqq.
Ce mot est associe´ de manie`re bijective a` l’atome Pnpxq de la partition Pn.
L’estimation (1.2) nous dit que si x P E et y P Bnpx, rq, alors la distance de Hamming entre les
pP, nq-mots WnP pxq et WnP pyq satisfait
ρHN,npW
n
P pxq,W
n
P pyqq ¤ 2η.
L’ine´galite´ ci-dessus entraˆıne que pour tout x P E, on a
µpBnpx, rqq ¤ µpty P X : ρ
H
N,npW
n
P pxq,W
n
P pyqq ¤ 2ηuq. (1.4)
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Soit Ln le cardinal de la boule B
HpWnP pxq, 2ηq. D’apre`s la proposition 1.22, lorsque nÑ 8 le
terme 1n logLn ve´rifie
lim
nÑ8
logLn
n
 2η logpN  1q  2η logp2ηq  p1 2ηq logp1 2ηq.
Soit pN, ηq : 2η logpN  1q  2η logp2ηq  p1 2ηq logp1 2ηq   η. Par de´finition de la limite,
il existe N4 ¥ N3 tel que pour tout n ¥ N4, on a Ln ¤ expppN, ηqnq.
Soit ε ¡ 0. Puisque η est choisi apre`s N , on peut supposer qu’il existe η0  η0pN, εq ¡ 0 tel
que pour tout 0   η   η0 on ait
pN, ηq  
ε
100
. (1.5)
Par la suite, on va estimer la mesure de l’ensemble des points dans E dont la pn, rq-boule est de
µ-mesure ! suffisamment " grande. Plus pre´cise´ment, on s’inte´resse a` la mesure des points x P E
qui ve´rifient
µpBnpx, rqq ¡ exppnphµpT,Pq   ε{10qq.
Lemme 1.30. Avec les notations pre´ce´dentes, si γ ! ε et η   η0, alors
µ ptx P E : µpBnpx, rqq ¡ exppnphµpT,Pq   ε{10qquq ¤ exppnpε{20qq.
De´monstration. Remarquons d’abord que pour tout ε ¡ 0, le cardinal de l’ensemble des atomes
de Pn qui ont une mesure plus grande que
exppnphµpT,Pq   ε{10qq
satisfait
#tP P Pn : µpP q ¥ exppnphµpT,Pq   ε{10qqu ¤ exppnphµpT,Pq  ε{10qq. (1.6)
Soit Qn l’ensemble d’e´le´ments de la partition Pn de´fini par
Qn  tQ P Pn : DP P Pn, P X E  H, µpP q ¥ exppnphµpT,Pq   ε{10qq, ρHN,npP,Qq ¤ 2ηu.
Graˆce a` (1.4), pour tout η suffisamment petit on a
tx P E : µpBnpx, rqq ¡ exppnphµpT,Pq   ε{10qqu 
¤
QPQn
Q, (1.7)
Les ine´galite´s p1.5q et p1.6q permettent de trouver une borne supe´rieure pour le cardinal de Qn.
En effet
#Qn ¤ exppnphµpT,Pq  ε{10qq exppnε{100q
 exppnphµpT,Pq  ε{10  ε{100qq. (1.8)
Si Sn est la mesure de la re´union des Q P Qn qui satisfont Q X E  H, il de´coule de p1.3q et
p1.8q que
Sn ¤ exppnphµpT,Pq  ε{10  ε{100qq exppnphµpT,Pq   γqq
 exppnpγ  ε{10  ε{100qq.
Ainsi, si γ   ε{25 on conclut
Sn   exppnpε{20qq. (1.9)
La preuve du lemme 1.30 de´coule de fac¸on imme´diate des points p1.7q et (1.9) puisque
µptx P E : µpBnpx, rqq ¡ exppnphµpT,Pq   ε{10qquq ¤ µ
 ¤
QnXEH
Qn

 µpSnq
¤ exppnpε{20qq.
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En utilisant le lemme de Borel-Cantelli, pour µ-presque tout x P E, on a
lim inf
nÑ8

1
n
logµpBnpx, rqq ¥ hµpT,Pq  ε{10.
et donc
hlocµ pT, xq ¥ hµpT,Pq  ε{10.
Comme X 

γ,η¡0Epγ, ηq, on conclut en faisant tendre η et γ vers 0 que pour µ-presque tout
x P X, on a
hlocµ pT, xq ¥ hµpT,Pq  ε{10.
On de´duit ainsi que hµpT,Pq ¤ hlocµ pT, xq puisque ε ¡ 0 est arbitrairement petit.
De´monstration du the´ore`me 1.28. L’ine´galite´ de´sire´e de´coule directement des propositions 1.23 et
1.29.
Comme conse´quence du the´ore`me de de´composition ergodique (the´ore`me 1.2), du the´ore`me de
Jacobs (the´ore`me 1.13) et du the´ore`me 1.28, on de´duit le corollaire suivant.
Corollaire 1.31. Soient T : X Ñ X une transformation continue d’un espace me´trique complet
et µ une mesure bore´lienne de probabilite´ T -invariante. Si µ 
³
µxdµpxq est la de´composition
ergodique de µ, alors
hµpT q ¤
»
hlocµx pT qdµpxq.
De´monstration.
hµpT q 
»
hµxdµpxq ¤
»
hlocµx pT, µqdµpxq.
En suivant la strate´gie de la preuve de [Led13, Proposition 6.3] nous donnons des conditions
suffisantes pour obtenir e´galite´ dans l’ine´galite´ du the´ore`me 1.28 pour une classe de transformations
de´finies sur des varie´te´s Riemanniennes.
The´ore`me 1.32. Soit T : M ÑM une transformation lipschitzienne d’une varie´te´ riemannienne
comple`te et µ une mesure bore´lienne de probabilite´ T -invariante ergodique. Alors
hµpT q  h
loc
µ pT q.
De´monstration. D’apre`s le the´ore`me 1.28 il suffit de montrer que hµpT q ¥ h
loc
µ pT q. Supposons pour
l’instant qu’il existe une partition P d’entropie finie satisfaisant
lim sup
nÑ8

1
n
logµpPnpxqq ¥ lim inf
nÑ8

1
n
logµpBnpx, rqq, (1.10)
µ-presque partout. D’apre`s le lemme 1.27, pour tout ε ¡ 0 il existe r0 ¡ 0 tel que pour tout
0   r   r0, on a »
lim inf
nÑ8

1
n
logµpBnpx, rqqdµpxq ¥ h
loc
µ pT q  ε.
En utilisant le the´ore`me de Shannon-McMillan-Breiman et l’ine´galite´ (1.10), on de´duit
hµpT q ¥ hµpT,Pq 
»
lim
nÑ8

1
n
logµpPnpxqqdµpxq
¥
»
lim inf
nÑ8

1
n
logµpBnpx, rqqdµpxq ¥ h
loc
µ pT q  ε.
En particulier, comme ε est arbitraire, on de´duit l’ine´galite´ de´sire´e. L’existence d’une partition
P comme ci-dessus est une conse´quence de la proposition suivante. On remarque que l’existence
d’une telle partition est due a` Man˜e´ (voir [Man˜81]).
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Proposition 1.33. Soit T : M Ñ M une transformation lipschitzienne d’une varie´te´ rieman-
nienne comple`te et µ une mesure bore´lienne de probabilite´ T -invariante ergodique. Alors, pour tout
compact K M de mesure µpKq ¡ 0 et tout 0   r   1, il existe une partition pP de K d’entropie
finie telle que, si P  pP Y tMzKu, alors pour µ-presque tout x P K la suite pnkq de temps de
retour positifs de x sur K satisfait
Pnkpxq  Bnkpx, rq,
pour tout k ¥ 1. En particulier, l’ine´galite´ (1.10) est satisfaite µ-presque partout.
Avant de donner une preuve de la proposition 1.33, on utilisera la proposition 1.34 suivante.
Proposition 1.34. Pour tout compact K M de mesure µpKq ¡ 0, il existe une constante C ¡ 0
telle que pour tout 0   r   1 il existe une partition Pr de K satisfaisant
(1) pour tout x P K, on a diampPrpxqq ¤ r,
(2) le bord de la partition est de µ-mesure nulle, et
(3) si d est la dimension de M , alors #Pr ¤ Crd.
De´monstration. Soit K  M un ensemble compact de mesure strictement positive et 0   r   1.
Conside´rons la collection de boules B  tBpx, r{20q : x P Ku. D’apre`s le lemme de recouvrement
de Vitali (nous renvoyons a` [Mat95, Theorem 2.1] pour une de´monstration), il existe une sous-
collection B1 de B de boules deux a` deux disjointes, telles que¤
BPB
B 
¤
BPB1
p5Bq.
Soit F l’ensemble des centres des boules de B1. Alors¤
xPF
Bpx, r{20q  V1pKq,
ou` V1pKq est le 1-voisinage de K. Ainsi,
volpV1pKqq ¥
¸
xPF
volpBpx, r{20qq ¥ inf
xPK
volpBpx, r{20qq #F
¥ C1r
d#F,
ou` C1 ¡ 0 est une constante ne de´pendant que de K. On conclut que #F ¤ Cr
d, avec C 
C11 volpV1pKqq. Soit Pr la collection de sous-ensembles de K de´finie comme e´tant la re´union des
ensembles de la forme
Prpxq  ty P K : dpx, yq ¤ dpy, zq,@z P F ztxuu, x P F.
Remarquons que diampPrq ¤ r{2 pour tout x P K. Puisque µ est une mesure finie, suite a` une
petite de´formation du bord des e´le´ments de la collection, on peut supposer que Pr est une partition
qui satisfait donc (1) et (2). La condition (3) de´coule de l’estimation du cardinal de F .
De´monstration de la proposition 1.33. Soit K  M un ensemble compact de µ-measure stricte-
ment positive. Pour tout entier k ¥ 1, on pose
Ak  tx P K : T
kx P K,T ix R K, 1 ¤ i   ku.
L’ensemble Ak est l’ensemble des points de K dont le temps de premier retour dans K est e´gal a`
k. Graˆce au lemme de Kac on sait que
°
k¥1 kmpAkq  1. Fixons r ¡ 0. La proposition 1.34 im-
plique qu’il existe une partition pPk de K qui a au plus CpLk1{rqd e´le´ments, ou` L est la constante
lipschitzienne de T . La partition pPk induit une partition pPAk de Ak par restriction a` l’ensemble
Ak. Finalement on de´finit la partition pP de K comme la re´union des e´le´ments des partitions pPAk .
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Nous allons montrer maintenant que pP satisfait les proprie´te´s qu’on veut. Nous montrons
d’abord que l’entropie de pP est finie. Par definition, on a
Hµp pPq  ¸
k¥1
¸
PP pPAk
µpP q logµpP q

¸
k¥1
µpAkq
 ¸
PPPˆAk

µpP q
µpAkq
log
µpP q
µpAkq
 logµpAkq

¤ HµptAkuq  
¸
k¥1
µpAkq logpCpL
k{rqdq
¤ HµptAkuq   d logL
¸
k¥1
kµpAkq   logC  d log r.
Rappelons que le lemme de Kac nous dit que la somme
°
k¥1 kµpAkq est finie. Il nous reste donc
montrer que l’entropie de la partition induite par les ensembles Ak, avec k ¥ 1, est finie. On
utilisera le lemme classique suivant.
Lemme 1.35. Soient ppkq et pqkq deux vecteurs en probabilite´. Alors

¸
k
pk log pk ¤ 
¸
k
pk log qk,
avec e´galite´ si et seulement si pk  qk pour tout k P N.
Soient pk  µpAkq{µpAq et qk  pe  1qe
k. Par construction, les vecteurs ppkq et pqkq sont
deux vecteurs en probabilite´. D’apre`s le lemme 1.35 on conclut que
HµptAkuq ¤
¸
k¥1
kµpAkq,
ce qui entraˆıne la finitude de l’entropie de pP.
Conside´rons maintenant la suite croissante pnjpxqqj¥0 de´finie par les conditions
Tnjx P K et Tnx R K @n R tnju.
Par de´finition, pour j ¥ 0 on a Tnjx P Anj 1nj . Puisque T est L-lipschitzienne, et par construction
de la partition, y P Ak implique Ppyq  Bkpy, rq. En effet, tout e´le´ment de la partition pPAk est de
diame`tre plus petit que rLpk1q. Ainsi, pour tout y1, y2 P Ppyq et 0 ¤ i ¤ k  1, on a
dpT iy1, T
iy2q ¤ L
idpy1, y2q   r.
En particulier,
PpTnjxq  Bnj 1nj pTnjx, rq.
L’inclusion ci-dessus implique que
Pnj pxq 
nj£
i0
TiPpT ixq 
j£
i0
TniPpTnixq

j£
i0
TniBni 1nipT
nix, rq  Bnj px, rq.
En conse´quence, pour µ-presque tout x P K, on a
lim sup
nÑ8

1
n
logµpPnpxqq ¥ lim inf
nÑ8

1
n
logµpBnpx, rqq.
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D’apre`s l’ergodicite´ de la mesure, pour µ-presque tout x P M il existe un entier k   0 tel que
T kx P K. L’inclusion PnpT kxq  BnpT kx, rq est valide pour un nombre infini d’entiers n. En
particulier, l’inclusion Pn kpxq  TkBnpT kx, rq est aussi valide pour un nombre infini d’entiers
n. Ainsi
lim
nÑ8

1
n
logµpPnpxqq ¥ lim inf
nÑ8

1
n
logµpTkBnpT
kx, rqq
 lim inf
nÑ8

1
n
logµpBnpT
kx, rqq
¥ lim inf
nÑ8

1
n
logµpBnpx, rqq.
La fin de la de´monstration de la proposition 1.33 conclut donc la preuve du the´ore`me 1.32.
Pour finir cette section, nous donnons une relation entre la δ-entropie supe´rieure et l’entropie
locale supe´rieure.
The´ore`me 1.36. Soient T : X Ñ X une transformation continue d’un espace me´trique complet
et µ une mesure bore´lienne de probabilite´ T -invariante ergodique. Alors, pour tout 0   δ   1, on a
h
δ
µpT q ¤ h
loc
µ pT q.
De´monstration. Soit ε ¡ 0. On de´finit l’ensemble Xpε, r, n1q  X, pour 0   r   1 et n1 ¥ 1, par
Xpε, r, n1q 
"
x P X : 
1
n
logµpBnpx, rqq   h
loc
µ pT q   ε,@n ¥ n
1
*
.
Remarquons que µpXpε, r, n1qq tend vers 1 quand n1 Ñ 8 et puis r Ñ 0. En particulier, pour
tout r ¡ 0 suffisamment petit, il existe n10 tel que µpXpε, r, n
1qq ¡ 1  δ pour tout n1 ¥ n10. Soit
K  Xpε, r, n10q un ensemble compact de mesure µpKq ¡ 1 δ. On va trouver une majoration de
Spn, r,Kq, pour tout n ¥ n10. Soit E un ensemble pn, rq-se´pare´ dans K. Comme les pn, r{2q-boules
centre´es en les points de E sont deux a` deux disjointes, on a
¸
xPE
µpBnpx, rqq  µ
¤
xPE
Bnpx, r{2q

¤ 1.
De plus, les pn, rq-boules centre´es en K satisfont
µpBnpx, rqq ¥ exp

n

h
loc
µ pT q   ε
		
,
donc
Spn, r,Kq ¤ exp

n

h
loc
µ pT q   ε
		
.
Ainsi, graˆce au lemme 1.17, on a
h
δ
µpT q ¤ lim
rÑ0
lim sup
nÑ8
1
n
logNpn, r,Kq
¤ lim
rÑ0
lim sup
nÑ8
1
n
logSpn, r,Kq
¤ h
loc
µ pT q   ε.
Puisque ε est arbitraire, on a bien de´montre´ le the´ore`me 1.36.
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1.5 Entropie riemannienne
Conside´rons maintenant une transformation continue T : M Ñ M d’une varie´te´ riemannienne
comple`te. La mesure de Lebesgue (ou volume riemannien) donne mesure strictement positive aux
ouverts non-vides. Ainsi, on peut se demander quel est le taux de de´croissance exponentielle du
volume d’une boule dynamique. Malheureusement, de manie`re ge´ne´rale le volume riemannien n’est
pas fini ni invariant. Cela motive la de´finition suivante.
De´finition 1.37. Soient T : M Ñ M une transformation continue d’une varie´te´ riemannienne
comple`te et µ une mesure bore´lienne de probabilite´ T -invariante ergodique. Pour tout ensemble
compact K  M de mesure µpKq ¡ 0, on de´finit l’entropie riemannienne de T par rapport a` µ
sur K, note´e hvolµ pT,Kq, comme e´tant
hvolµ pT,Kq  ess sup
xPK
lim
rÑ0
lim sup
nÑ8
TnxPK

1
n
log volpBnpx, rqq,
ou` le supremum essentiel est pris par rapport a` la mesure µ. On de´finit l’entropie riemannienne
de T par rapport a` µ, note´e hvolµ pT q, comme e´tant
hvolµ pT q  sup
K
hvolµ pT,Kq,
ou` le supremum est pris sur tous les sous-ensembles compacts de M de mesure strictement positive.
L’inte´reˆt de cette nouvelle notion d’entropie naˆıt de sa relation avec les δ-entropies infe´rieures
de Katok.
The´ore`me 1.38. Soient T : M Ñ M une transformation continue d’une varie´te´ riemannienne
comple`te et µ une mesure bore´lienne de probabilite´ T -invariante ergodique. Si K  M est un
ensemble compact de µ-mesure strictement positive, alors pour tout 1 µpKq2   δ   1, on a
hδµpT q ¤ h
vol
µ pT,Kq.
De´monstration. Si hvolµ pT,Kq  8 il n’y a rien a` montrer. Supposons donc que h
vol
µ pT,Kq   8.
Pour ε ¡ 0, r ¡ 0 et m ¥ 1, on de´finit l’ensemble Kε,r,m par
Kε,r,m  tx P K : volpBnpx, rqq ¥ exppnph
L
µ pT,Kq   εqq, @n ¥ m tel que T
nx P Ku.
Remarquons que la mesure µpKε,r,mq tend vers µpKq lorsque mÑ8 et puis r Ñ 0. Ainsi, pour
tout 0   η   µpKq{2 et r ¡ 0 suffisamment petit, il existe m0 ¥ 1 tel que µpKε,r,m0q ¡ µpKqη{2.
Soit K0  Kε,r,m0 un ensemble compact de mesure µpK0q ¡ µpKq  η. Nous allons estimer le
cardinal d’un pn, rq-recouvrement minimal de K0 a` partir des estimations pour le volume des
pn, rq-boules dynamiques. Pour x P K0 on connaˆıt ces estimations pour tout temps n tel que
Tnx P K. Le proble`me de cette approche est que, typiquement, deux points diffe´rents de K0 n’ont
pas le meˆme temps de premier retour. On utilisera l’ergodicite´ de µ pour surmonter cette difficulte´.
L’ergodicite´ de la mesure implique que les moyennes ergodiques p1{nq
°n1
i0 µpK0 X T
iK0q
convergent vers µpK0q
2. Par ailleurs, si tout point d’accumulation L de la suite pµpK0XT
nK0qqn
satisfait 0   L ¤ c   µpK0q
2, alors
lim sup
nÑ8
1
n
n1¸
i0
µpK0 X T
iK0q ¤ c,
ce qui contredit la convergence des moyennes ergodiques. En particulier, il existe une suite stric-
tement croissante pφpnqqn d’entiers positifs telle que µpK0 X T
φpnqK0q converge vers LpK0q ¥
µpK0q
2. Soit 0   λ   LpK0q{2. Alors il existe un entier n1 ¥ m0 tel que µpK0 X T
φpnqK0q ¡
LpK0q  λ pour tout n ¥ n1. Soit δpK0, λq  1  pµpK0q
2  λq. Pour Kn  K0 X T
φpnqK0, la
µ-mesure de Kn satisfait
µpKnq ¡ LpK0q  λ ¥ µpK0q
2  λ  1 δpK0, λq.
16
1.5. ENTROPIE RIEMANNIENNE
Pour tout n ¥ n1, prenons E un ensemble maximal pφpnq, rq-se´pare´ dans Kn. Alors
volpVrpKqq ¥ vol
¤
xPE
Bφpnqpx, r{2q

¥
¸
xPE
volpBφpnqpx, r{2qq
¥ #E exppφpnqphvolµ pT,Kq   εqq.
Ainsi, le cardinal de E est majore´ par
#E ¤ volpVrpKqq exppφpnqph
vol
µ pT,Kq   εqq. (1.11)
Donc,
hδpK0,λqµ pT q  lim
rÑ0
lim inf
nÑ8
1
n
logNµpn, r, δpK0, λqq
¤ lim
rÑ0
lim inf
nÑ8
1
φpnq
logNpφpnq, r, δpK0, λqq
¤ lim
rÑ0
lim inf
nÑ8
1
φpnq
logNpφpnq, r,Knq
¤ lim
rÑ0
lim inf
nÑ8
1
φpnq
logSpφpnq, r,Knq
¤ hvolµ pT,Kq   ε.
Graˆce a` la proposition 1.19, on a hδµpT q ¤ h
vol
µ pT,Kq   ε pour tout 1  µpK0q
2   δ   1. Comme
η ¡ 0 est arbitraire, on obtient que hδµpT q ¤ h
vol
µ pT,Kq   ε, pour tout 1  µpKq
2   δ   1.
Finalement, puisque ε ¡ 0 est arbitraire, la conclusion du the´ore`me 1.38 en de´coule.
En conside´rant des compacts K de plus en plus grands, on de´duit
Corollaire 1.39. Soient T : M Ñ M une transformation continue d’une varie´te´ riemannienne
comple`te et µ une mesure bore´lienne de probabilite´ T -invariante ergodique. Alors, pour tout 0  
δ   1, on a
hδµpT q ¤ h
vol
µ pT q.
Finalement, nous pouvons e´noncer le the´ore`me principal de ce chapitre. Ce the´ore`me sera crucial
pour montrer l’ine´galite´ de Ruelle pour le flot ge´ode´sique sur une varie´te´ riemannienne a` courbure
ne´gative pince´e.
The´ore`me 1.40. Soient T : M Ñ M une transformation continue d’une varie´te´ riemannienne
comple`te et µ une mesure bore´lienne de probabilite´ T -invariante ergodique. Alors, on a
hµpT q ¤ h
vol
µ pT q.
De´monstration. Il suffit d’appliquer directement le the´ore`me 1.20 et le corollaire 1.39.
L’ine´galite´ (1.11) a e´te´ de´montre´ en utilisant le fait que volpVrpKqq ¡ 0. En fait, c’est l’unique
endroit dont on utilise de manie`re cruciale le volume riemannien. Si l’on pense a` la mesure µ, alors
elle satisfait aussi µpVrpKqq ¡ 0 d’apre`s le choix de K. Si l’on remplace ! vol " par ! µ " dans la
de´monstration du the´ore`me 1.38, on de´duit le re´sultat suivant.
The´ore`me 1.41. Soient T : M Ñ M une transformation continue d’une varie´te´ riemannienne
comple`te et µ une mesure bore´lienne de probabilite´ T -invariante ergodique. Si K  M est un
ensemble compact de µ-mesure strictement positive, alors pour tout 1 µpKq2   δ   1, on a
hδµpT q ¤ ess sup
xPK
lim
rÑ0
lim sup
nÑ8
TnxPK

1
n
logµpBnpx, rqq.
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Une conse´quence du the´ore`me 1.41 pour des application Lipschitziennes est l’e´galite´ entre l’en-
tropie infe´rieure de Katok et l’entropie mesure´e.
The´ore`me 1.42. Soit T : M ÑM une transformation lipschitzienne d’une varie´te´ riemannienne
comple`te et µ une mesure bore´lienne de probabilite´ T -invariante ergodique. Alors, pour tout 0  
δ   1, on a
hµpT q  h
δ
µpT q.
De´monstration. D’apre`s le the´ore`me 1.20, il suffit de montrer que hµpT q ¥ h
δ
µpT q. Soit K  M
un compact de mesure µpKq ¡ 0. Graˆce a` la proposition 1.33 il existe une partition P de M ,
d’entropie finie, telle que pour µ-presque tout x P K la suite pnkq de temps de retour positifs de x
sur K satisfait
Pnkpxq  Bnkpx, rq,
pour tout k ¥ 1. Ainsi
lim sup
nÑ8
TnxPK

1
n
logµpBnpx, rqq  lim sup
kÑ8

1
nk
logµpBnkpx, rqq
¤ lim sup
kÑ8

1
n
logµpPnkpxqq
¤ lim sup
nÑ8
TnxPK

1
n
logµpPnpxqq.
Or le the´ore`me de Shannon-McMillan-Breiman nous dit que
lim sup
nÑ8
TnxPK

1
n
logµpPnpxqq  lim
nÑ8

1
n
logµpPnpxqq,
donc
ess sup
xPK
lim
rÑ0
lim sup
nÑ8
TnxPK

1
n
logµpBnpx, rqq ¤ ess sup
xPK
lim
rÑ0
lim sup
nÑ8
TnxPK

1
n
logµpPnpxqq
 lim
rÑ0
lim
nÑ8

1
n
logµpPnpxqq
 lim
rÑ0
hµpT,Pq ¤ hµpT q.
Ainsi, le the´ore`me 1.41 entraˆıne l’ine´galite´
hδµpT q ¤ hµpT q,
pour tout 1 µpKq2   δ   1. Comme le compact K est arbitraire (donc de mesure arbitraire), on
a bien fini la preuve du the´ore`me.
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Chapitre 2
Ine´galite´ de Ruelle
L’objet de ce chapitre est l’e´tude approfondie des relations entre l’entropie mesure´e d’un
diffe´omorphisme de´fini sur une varie´te´ riemannienne et la dynamique induite par sa diffe´rentielle.
Deux re´sultats seront particulie`rement inte´ressants. Le premier nous dit que, lorsque la varie´te´
n’est pas compacte, l’entropie n’est pas lie´e force´ment a` la dynamique line´arise´e. Plus pre´cise´ment,
il existe des contre-exemples a` l’ine´galite´ de Ruelle. Le deuxie`me nous donne des conditions suffi-
santes sur le diffe´omorphisme pour retrouver cette ine´galite´.
2.1 Cadre ge´ne´ral
Conside´rons un diffe´omorphisme f : M Ñ M de classe C1 d’une varie´te´ riemannienne pM, gq.
Pour chaque x PM on note }  }x la norme sur TxM induite par la me´trique g.
De´finition 2.1. Un point x PM est dit (Lyapounov-Perron)-re´gulier si
(1) il existe une de´composition de TxM en sous-espaces df -invariants tEjpxqu
lpxq
j1, telle que
TxM 
lpxqà
j0
Ejpxq, et
(2) il existe des nombres λ1pxq   ...   λlpxqpxq, tels que pour tout j  1, ..., lpxq et tout vecteur
v P Ejpxqzt0u, on a
lim
nÑ8
1
n
log }dxf
npvq}fnx  λjpxq.
(3) les angles des sous-espaces Ejpxq ne de´croissent pas exponentiellement le long des trajectoires,
c’est-a`-dire
lim
nÑ8
1
n
log |=pEj1pf
nxq, Ej2pf
nxqq|  0,
pour tout 1 ¤ j1  j2 ¤ lpxq.
Par la suite, l’ensemble de points re´guliers sera note´ par Λ. Pour x P Λ, les nombres tλjpxqu sont
appele´s exposants de Lyapounov alors que les espaces tEjpxqu sont appele´s espaces caracte´ristiques.
Les exposants de Lyapounov permettent de mesurer le taux de croissance exponentielle d’un vecteur
par l’action de la diffe´rentielle. En effet, si x P Λ et v P TxMzt0u s’e´crit comme v 
°
j vj , ou`
vj P Ejpxq, alors
λpx, vq : lim
nÑ8
1
n
log }dxf
npvq}fnx  maxtλjpxq : vj  0u.
Le the´ore`me d’existence qui permet de de´velopper toute la the´orie lie´e aux exposants de Lya-
pounov est le the´ore`me d’Oseledets (voir [Ose68],[Led84b]).
19
2.2. CONTRE-EXEMPLES A` L’INE´GALITE´ DE RUELLE
The´ore`me 2.2 (Oseledets). Soient f : M Ñ M un diffe´omorphisme de classe C1 d’une varie´te´
riemannienne et µ une mesure bore´lienne de probabilite´ f -invariante. Si log  }df1} P L1pµq, alors
µpΛq  1. De plus, les applications x ÞÑ λjpxq, x ÞÑ lpxq et x ÞÑ dimpEjpxqq sont mesurables et
f -invariantes.
Supposons que µ est une mesure ergodique telle que log  }df1} P L1pµq. D’apre`s le the´ore`me
d’Oseledets, les exposants de Lyapounov et la dimension des espaces caracte´ristiques sont constantes
µ-presque partout. Dans ce cas on les note λjpxq  λj et dimpEjpxqq  dj pour tout j  1, ..., lpxq 
l.
En ce qui concerne l’entropie, Ruelle [Rue78] a montre´ que, lorsque M est une varie´te´ rie-
mannienne compacte, on peut majorer l’entropie mesure´e de f par la somme des exposants de
Lyapounov positifs (avec multiplicite´).
The´ore`me 2.3 (Ine´galite´ de Ruelle). Soient f : M ÑM un diffe´omorphisme de classe C1 d’une
varie´te´ riemannienne compacte et µ une mesure bore´lienne de probabilite´ f -invariante. Alors
hµpfq ¤
» ¸
λjpxq¡0
λjpxqdimpEjpxqqdµpxq.
D’une manie`re intuitive, le fait que la varie´te´ soit compacte implique qu’on peut line´ariser le
syste`me dynamique de fac¸on uniforme. Ensuite, il faut tout simplement remarquer que le chaos
d’un syste`me vient de la dilatation des vecteurs et pas de la contraction. Autrement dit, pour
controˆler l’entropie il faut connaˆıtre les taux de dilatation exponentielle au niveau de la dynamique
line´arise´e : ce sont les exposants de Lyapounov positifs.
Nous allons utiliser les notations suivantes dans la suite du texte. Soient f : M Ñ M un
diffe´omorphisme d’une varie´te´ riemannienne et µ une mesure bore´lienne de probabilite´ f -invariante
telle que log  }df1} P L1pµq. De´finissons l’application f -invariante χ  : M Ñ R par
χ pxq 
" °
λjpxq¡0
λjpxqdimpEjpxqq, si x P Λ;
0, si x R Λ.
Si µ est ergodique, on note χ  la valeur essentielle de χ pxq. Conside´rons x P Λ et notons Esupxq
le sous-espace fortement instable de TxM de´termine´ par la somme des espaces caracte´ristiques
associe´s aux exposants de Lyapounov strictement positifs, c’est-a`-dire
Esupxq 
à
λjpxq¡0
Ejpxq.
Le jacobien fortement instable est de´fini par
Jsupxq  detppdxfq|Esupxqq.
Une conse´quence du the´ore`me ergodique de Birkhoff est le re´sultat classique suivant qui relie aux
exposants de Lyapounov positifs avec le jacobien fortement instable.
Proposition 2.4. Soient f : M Ñ M un diffe´omorphisme d’une varie´te´ riemannienne et µ une
mesure bore´lienne de probabilite´ f -invariante ergodique. Si log  }df1} P L1pµq, alors»
log |Jsu|dµ  χ .
2.2 Contre-exemples a` l’ine´galite´ de Ruelle
Le but de cette section est de montrer que l’ine´galite´ de Ruelle n’est pas toujours ve´rifie´e lorsque
la varie´te´ n’est plus compacte. Plus pre´cise´ment, on va construire une famille de contre-exemples
a` cette ine´galite´.
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The´ore`me 2.5. Soit h Ps0,8s. Alors il existe une varie´te´ riemannienne non compacte pM, gq, un
diffe´omorphisme f : M ÑM de classe C8 et une mesure bore´lienne µ de probabilite´ f -invariante,
tels que
(1) L’entropie mesure´e hµpfq satisfait hµpfq  h,
(2) Les applications x ÞÑ log  }dxf} et x ÞÑ log
  }dxf
} sont µ-inte´grables, et
(3) Les exposants de Lyapounov sont µ-presque partout nuls.
En particulier, on a
0 
»
χ dµ   hµpfq ¤ 8.
L’ide´e principale derrie`re la de´monstration du the´ore`me 2.5 est le fait que l’infini contribue
chaos. En effet, on va construire des syste`mes dynamiques qui ressemblent a` flots de suspension sur
des transformations d’e´change d’intervalles de´nombrable. Le comportement local dans ces syste`mes
sera celui d’une translation alors que la complexite´ est donne´e par ce qui se passe aux voisinages
de l’infini. On remarque que la construction est inspire´e sur un mode`le dynamique e´labore´ dans
[AOW85].
2.2.1 Pre´liminaires : flots de suspension et transformations d’e´change
d’intervalles de´nombrable
Dans ce paragraphe nous e´tudions les flots de suspension et les transformations d’e´change
d’intervalles de´nombrable.
Flots de suspension
Soit pX,B, µ, T q un syste`me dynamique mesure´ inversible. Nous conside´rons deux fonctions
mesurables τi : X Ñ R , pour i  1, 2, avec τ1 borne´e loin de ze´ro, c’est-a`-dire qu’il existe une
constante c ¡ 0 telle que τ1pxq ¥ c pour tout x P X. On de´finit ainsi l’espace
Y  tpx, tq P X  R : τ2pxq ¤ t ¤ τ1pxqu{ ,
ou` px, τ1pxqq  pTx,τ2pxqq. Si τi P L
1pµq pour i  1, 2, alors on peut munir Y d’une mesure de
probabilite´ naturelle induite par µ et la mesure de Lebesgue m sur R. En effet, comme
pµmqpY q 
»
X
» τ1pxq
τ2pxq
dtdµpxq

»
X
τ1pxq   τ2pxqdµpxq    8,
la mesure ν de´finie par ν  1pµmqpY q pµmq|Y est bien une mesure de probabilite´ sur Y .
Sur l’espace Y on peut de´finir aussi un flot mesurable appele´ flot de suspension. Pour tout
m P Z, on de´finit τm : X Ñ R comme e´tant
τmpxq 
" °m
i0 τ1pT
ixq   τ2pT
ixq  τ2pxq, si m ¥ 0°|m|
i0 τ1pT
ixq   τ2pT
ixq  τ1pxq, si m   0
Soit px, sq P Y . Pour tout t ¥ 0 tel que τn1pxq  s ¤ t   τnpxq  s, on pose
φtpx, sq  pT
nx, t  s τn1pxq  τ2pT
nxqq.
Par ailleurs, pour tout t   0 tel que τn 1pxq   s ¤ |t|   τnpxq   s, on pose
φtpx, sq  pT
nx, t  s  τn 1pxq   τ1pT
nxqq.
Le flot Φ  pφtq agit par translations verticales. Par ailleurs, l’application de premier retour
de Φ sur l’ensemble X  t0u fait agir T sur la premie`re coordonne´e. En particulier, puisque µ est
T -invariante et m est invariante par translation, on conclut que la mesure ν est Φ-invariante.
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De´crivons maintenant toutes les mesures de probabilite´ Φ-invariantes sur Y . On note MΦpY q
cet espace. Soit MT pXqpτ1, τ2q l’ensemble des mesures de probabilite´ T -invariantes sur X telles
que τ1 et τ2 sont inte´grables. Alors l’application R : MT pXqpτ1, τ2q Ñ MΦpY q, qui envoie une
mesure µ vers une mesure Rpµq  1pµmqpY q pµmq|Y est une bijection. Cela est une conse´quence
de la proposition ci-dessous et du fait que R est injective.
Proposition 2.6. Soit ν P MpY q une mesure de probabilite´ sur Y . Alors il existe une mesure
µ PMT pXqpτ1, τ2q telle que ν  Rpµq.
De´monstration. Soit rY l’espace de´fini parrY  tpx, tq P X  R : 0 ¤ t ¤ τ1pxq   τ2pTxqu{  .
L’application Ψ : Y Ñ rY de´finie par
Ψppx, sqq 
"
pT1x, τ1pT
1xq   τ2pxq   sq, si s   0
px, sq, si s ¥ 0,
est un isomorphisme mesure´. Ainsi, la mesure Ψν est bien une mesure de probabilite´ sur rY .
Comme le plafond τ1 est borne´ loin de ze´ro, le plafond τ1   τ2 l’est aussi. En particulier, un
re´sultat d’Ambrose et Kakutani (voir [AK42]) nous dit que Ψν s’e´crit sous la forme
Ψν 
1
pµmqprY q pµmq| rY .
Autrement dit, la mesure ν est l’image de µ par R.
Pour simplifier, si τ2  0 on note MT pXqpτ1q l’espace MT pXqpτ1, 0q. C’est-a`-dire
MT pXqpτ1q 
"
µ PMT pXq :
»
τ1dµ   8
*
.
Ainsi, toute mesure de probabilite´ Φ-invariante sur la suspension classique est construite a` partir
d’une mesure dans MT pXqpτ1q.
Les proprie´te´s dynamiques des flots de suspension ont e´te´ largement e´tudie´es depuis longtemps
(voir par exemple [Abr59]). La remarque la plus importante de cette construction est que toutes les
proprie´te´s d’une suspension classique sont satisfaites dans le cadre d’une suspension avec fonction
sol non-nulle.
Proposition 2.7. Soit pX,B, µ, T q un syste`me dynamique mesure´ ergodique. Supposons que τi :
X Ñ R , i  1, 2, sont deux fonctions µ-inte´grables, avec τ1 borne´e loin de ze´ro. Alors le syste`me
dynamique continu pY, ν,Φq est ergodique.
De´monstration. Soit A  Y un ensemble Φ-invariant. L’ensemble A doit eˆtre de la forme A 
tpx, tq : x P B,τ2pxq ¤ t ¤ τ1pxqu{ , ou` B est un sous-ensemble T -invariant de X. Comme µ
est une mesure ergodique, on a µpBq P t0, 1u. En particulier,
νpAq 
³
B
τ1   τ2dµ³
X
τ1   τ2dµ
P t0, 1u.
Nous finissons cette sous-section en donnant une formule d’Abramov adapte´e a` notre cadre. La
preuve de cette formule est la meˆme que la preuve classique, en utilisant les techniques de [Abr59].
Proposition 2.8. Soit pX,B, µ, T q un syste`me dynamique mesure´ ergodique. Supposons que τi :
X Ñ R , avec i  1, 2, sont deux fonctions µ-inte´grables, avec τ1 borne´e loin de ze´ro. Si φ  φ1,
alors
hνpφq 
hµpT q³
τ1   τ2dµ
.
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Transformations d’e´change d’intervalles de´nombrable
De´finition 2.9. Soit T : r0, 1rÑ r0, 1r une application inversible. On dit que T est une Transfor-
mation d’E´change d’Intervalles De´nombrable (ou TEID) si
(1) il existe des suites txiu P r0, 1r
N et taiu P RN telles que
0  x0   x1   ...   xi   ...   lim
iÑ8
xi  1,
et T pxq  x  ai pour tout x P rxi, xi 1r ; et
(2) l’unique point d’accumulation de l’ensemble txi   aiu Y txi 1   aiu est 1.
Soient T une TEID et m la mesure de Lebesgue sur l’intervalle unite´ r0, 1r. Notons Ii, pour
tout i P N, le sous-intervalle de r0, 1r de´fini par Ii  rxi, xi 1r si i ¥ 1 et I0 sx0, x1r. Comme T
est une translation sur Ii, elle laisse invariante m. En ce qui concerne l’entropie hmpT q, elle est lie´e
a` l’entropie de la partition I  tIiuiPN d’apre`s un re´sultat de Blume (voir [Blu12, Theorem 3]).
Proposition 2.10 (Blume). Si HmpIq   8, alors hmpT q  0.
De manie`re e´quivalente, la proposition 2.10 nous dit que si l’entropie mesure´e est strictement
positive, alors l’entropie de la partition I est infinie.
Lemme 2.11. Soit paiqi s0, 1r
N un vecteur de probabilite´ tel que 
°
i ai log ai  8. Alors il
existe une suite pbiqi Ps0, 1r
N telle que 0   bi   ai et

¸
i
bi log bi   8.
De´monstration. Pour k ¥ 1 de´finissons Nk comme l’ensemble d’indices
Nk 
"
i P N :
1
k   1
  ai ¤
1
k
*
.
Pour tout i P Nk on pose bi  expp1{k
3q. Ainsi,

¸
iPN
bi log bi 
¸
k¥1
¸
iPNk
bi log bi

¸
k¥1
¸
iPNk
1
k3
exp


1
k3



¸
k¥1
7Nk
1
k3
exp


1
k3


¤
¸
k¥1
k   1
k3
  8.
Les transformations d’e´change d’intervalles de´nombrable sont particulie`rement inte´ressantes car
toute transformation ape´riodique est conjugue´e a` l’une d’elles (voir [AOW85, Theorem 2]).
De´finition 2.12. Soit pX,B, µq un espace de probabilite´ et T : X Ñ X une transformation
inversible qui pre´serve la mesure µ. On dit que T est une transformation ape´riodique si elle est
ergodique et la mesure de l’ensemble des points pe´riodiques est nulle.
The´ore`me 2.13 (Arnoux-Orstein-Weiss). Tout syste`me dynamique ape´riodique est conjugue´ a`
une transformation d’e´change d’intervalles de´nombrable muni de la mesure de Lebesgue.
Le the´ore`me 2.13 permet de montrer l’existence de TEID’s d’entropie arbitraire dans l’intervalle
r0,8s. En effet, cela est une conse´quance directe du the´ore`me 2.13 et du re´sultat classique ci-
dessous. Comme il n’y a pas une re´fe´rence pre´cise sur ce dernier re´sultat, nous le de´montrons.
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The´ore`me 2.14. Pour tout h P r0,8s il existe une transformation ape´riodique d’entropie h.
De´monstration. Pour h  0 il suffit de conside´rer une rotation irrationnelle du cercle et la mesure
de Haar. Pour 0   h   8 on utilisera la dynamique symbolique. Soit p  pp0, ..., pk1q un vecteur
de probabilite´ avec pi  0 pour tout 0 ¤ i ¤ k  1. Le de´calage bilateral pΣ, µp, σq, ou` µp
est la mesure qui donne mesure pi au cylindre Ci, est ergodique (voir [Wal82, Theorem 1.12]).
De plus, l’entropie hµppσq est e´gale a` hµppσq  
°k1
i0 pi log pi (voir [Wal82, Theorem 4.26]).
D’apre`s ergodicite´, l’ensemble des points pe´riodiques du de´calage est de mesure nulle ou pleine.
Comme l’entropie d’un syste`me dynamique restreint a` l’ensemble des points pe´riodiques est e´gale
a` ze´ro, on de´duit que la mesure de cet ensemble est nulle. En particulier, le syste`me pΣ, µp, σq
est ape´riodique. Si l’on varie de fac¸on continue le vecteur p, alors l’entropie varie aussi de fac¸on
continue. Il s’ensuit donc que pour un de´calage a` k symboles on peut trouver des mesures d’entropie
arbitraire dans s0, log ks. Comme k est arbitraire, on conclut qu’il existe un syste`me ape´riodique
d’entropie arbitraire dans s0,8r. Finalement, pour h  8 il suffit de remarquer que si l’on prend
X 
±8
k2 Σk, ou` Σk est le de´calage bilateral a` k symboles, et la mesure µ 
±8
k2 µk est la
mesure produit des mesures e´quidistribue´es dans Σk, alors le syste`me dynamique pX,µ, σq, ou` σ
est le de´calage de´fini composante par composante, reste ape´riodique. Le fait que pΣk, µk, σq soit
un facteur de pX,µ, σq pour tout k ¥ 2, entraˆıne que l’entropie hµpσq  8, ce qui conclut la
preuve.
Corollaire 2.15. Pour tout h P r0,8s il existe une transformation d’e´change d’intervalles de´nom-
brable d’entropie h.
2.2.2 Constructions
La premie`re e´tape consiste a` construire la varie´te´ riemannienne abstraite sur laquelle sera de´fini
chaque contre-exemple. Nous la construirons a` partir d’une suspension au-dessus d’une transfor-
mation d’e´change d’intervalles de´nombrable.
La varie´te´
Soit T : r0, 1rÑ r0, 1r une transformation d’e´change d’intervalles de´nombrable (appele´e dore´-
navant TEID). On va fixer d’abord quelques notations. L’intervalle unite´ ouvert sera note´ I s0, 1r,
la mesure de Lebesgue sur I sera note´e m et la famille d’intervalles qui de´finissent T sur I sera
note´e tIiuiPN, avec I0 s0, x1r et Ii  rxi, xi 1r pour i ¥ 1. Par simplicite´, les longueurs des sous-
intervalles seront note´es li  mpIiq. Nous rappelons que la mesure de Lebesgue est T -invariante et
T |IzS est diffe´rentiable, ou` S  txiui¥1.
Pour construire la suspension on a besoin d’une fonction plafond. Pour chaque i P N on prend
bi un nombre re´el positif tel que 0   bi   li{2. Nous remarquons que la famille tbiu jouera un roˆle
fondamental dans la preuve du the´ore`me 2.5. Pour tout i P N on de´finit cinq sous-intervalles de Ii
comme suit
Ii,1 sxi, xi   bi{2r, Ii,2  rxi   bi{2, xi   bir, Ii,3  rxi   bi, xi 1  bir,
Ii,4  rxi 1  bi, xi 1  bi{2r, Ii,5  rxi 1  bi{2, xi 1r.
Soit α : R Ñ r0, 1s une fonction de classe C8 telle que α|s8,0s  1, la restriction α|I est
strictement de´croissance et α|r1,8r  0. On peut conside´rer par exemple la fonction
αpxq 
$''&''%
1, si x Ps  8, 0s
exp

1 11x2
	
, si x P Ii,2
0, si x P r1,8r.
Soient γi,2 : rxi   bi{2, xi   bis Ñ r0, 1s et γi,4 : rxi 1  bi, xi 1  bi{2s Ñ r0, 1s les deux
reparame´trisations de Ii,2 et Ii,4 de´finies respectivement par
γi,2pxq 
x pxi   bi{2q
bi{2
et γi,4pxq 
x pxi 1  biq
bi{2
.
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Finalement, on conside`re la fonction αi : Ii Ñ R de´finie par
αipxq 
$''''''&''''''%
1, si x P Ii,1
pα  γi,2qpxq, si x P Ii,2
0, si x P Ii,3
1 pα  γi,4qpxq, si x P Ii,4
1, si x P Ii,5.
Observons que, pour tout i P N, la fonction αi est de classe C8. Nous allons de´finir le plafond
τ sur chacun des sous-intervalles Ii. On proce`de de la fac¸on suivante : De´finissons pour i P N la
fonction fi : Ii Ñ R  comme e´tant
fipxq 
#
1 logppx xiq{biq, si x P pxi, xi   li{2s
1 logppxi 1  xq{biq, si x P rxi   li{2, xi 1q.
La fonction fi est par de´finition de classe C
8 sur pxi, xi  li{2q et pxi  li{2, xi 1q. Ainsi, le plafond
τi : Ii Ñ R de´fini par τipxq  αipxqfipxq   p1 αipxqq est de classe C8 sur Ii. Il est constant e´gal
a` 1 sur Ii,3 puisque αi|Ii,3  0, et il est e´gal a` fi sur Ii,1 Y Ii,5. Finalement, on de´finit le plafond τ
comme e´tant e´gal a` τi sur Ii et τpxq   8 pour x P S.
Graphe du plafond τi
|
xi
|
xi   bi
|
xi 1  bi
|
xi 1
|
xi   li{2
Conside´rons T et τ comme ci-dessus. On de´finit l’espace topologique M  MpT, τq comme
e´tant
M  tpx, tq P I  R : τpT1xq ¤ t ¤ τpxqu{px, τpxqq  pTx,τpxqq.
On notera pi la projection de tpx, tq P I  R : τpT1xq ¤ t ¤ τpxqu vers M . Par simplicite´,
si px, tq P R2 satisfait x P I et τpT1xq ¤ t ¤ τpxq, on note rx, ts sa projection dans M ,
c’est-a`-dire rx, ts  pipx, tq. On va montrer que, d’une part, l’espace M admet une structure de
varie´te´ diffe´rentiable, et d’autre part, que M admet une ! bonne " me´trique riemannienne. Nous
pre´cise´rons dans la proposition 2.22 l’adjectif ! bonne " de la me´trique.
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L’espace topologique M

z

z

rx, 0s

rTx, 0s
Soient M et F les sous-ensembles de M de´finis par
M  trx, ts PM : x Ps0, 1r, τpT1xq   t   τpxquq
et
F  trx, τpxqs : x P IzSu.
On conside`re aussi l’ensemble N  pi1pMq  R2. Les ensembles M et F seront importants
dans la construction des cartes locales pour un atlas diffe´rentiable de M .
Proposition 2.16. L’espace topologique M MpT, τq admet une structure de varie´te´ diffe´rentiable.
De´monstration. Il suffit de construire un atlas diffe´rentiable sur M . On le fera a` partir de deux
familles de cartes locales. Soit z  rx, ts P M et ε ¡ 0 tel que la ε-boule euclidienne centre´e en
px, tq P R2, note´e Bppx, tq, εq, est contenue dans l’ensemble N . La carte locale autour de z est donc
de´finie par l’application inverse ψez  pi
1 de pipBppx, tq, εqq a` Bppx, tq, εq. On dit qu’une telle carte
locale est une carte locale de premie`re espe`ce. Par ailleurs, si z  rx˜, τpx˜qs P F , la de´finition d’une
carte locale autour de z est un peu plus complique´e. Soit j P N tel que x˜ P Ij . Choisissons deux
nombres re´els (inde´pendants) ε et η tels que 0   ε   12 mint|x˜ xj |, |x˜ xj 1|u et 0   η  
1
2 . On
de´finit ainsi les ensembles V ε,η ,j pzq et V
ε,η
,j pzq par
V ε,η ,j pzq  tpx, yq : |x x˜|   ε, τpxq  η   t ¤ τpxqu
et
V ε,η,j pzq  tpx, yq : |x T x˜|   ε, τpxq ¤ t   τpxq   ηu.
x˜
|
x˜  ε
|
x˜   ε


η


ηz

V
ε,η
 ,j
pzq
ψ
ε,η
z
z

V
ε,η
,j
pzq
T px˜q
|
T px˜q  ε
|
T px˜q   ε
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Remarquons que l’ensemble V ε,ηpzq  pipV ε,η ,j pzq Y V
ε,η
,j pzqq est un voisinage ouvert de z. De
plus, l’application ψε,ηz : V
ε,ηpzq Ñ R2, de´finie par
ψε,ηz prx, tsq 
#
px, t τpxqq, si px, tq P V ε,η ,j pzq
px, t  τpxqq, si pTx, tq P V ε,η,j pzq,
de´finit une carte locale autour de z qui est appele´e carte locale de deuxie`me espe`ce.
Il nous reste a` montrer que les applications de transition sont de classe C8. Si deux cartes locales
sont en meˆme temps, soit de premie`re espe`ce, soit de deuxie`me espe`ce, alors l’application de
transition est l’identite´. Elle est bien de classe C8. Supposons que ψ1 est une carte locale de
premie`re espe`ce et que ψ2 est une carte locale de deuxie`me espe`ce. L’application ψ1  ψ
1
2 est
soit de la forme px, tq ÞÑ px, t   τpxqq, soit de la forme px, tq ÞÑ pTx, t  τpxqq car le domaine de
de´finition de ψ1  ψ
1
2 est respectivement soit V
ε,η
 ,j pzq, soit V
ε,η
,j pzq. Par contre, si l’on conside`re
maintenant l’application ψ2  ψ
1
1 , elle sera soit de la forme px, tq ÞÑ px, t τpxqq, soit de la forme
px, tq ÞÑ pT1x, t  τpT1xqq. Dans tous les cas, les applications de transition sont de classe C8
car τ et T le sont dans les domaines respectifs.
Rappelons que M est l’image de N sous la projection pi. Comme pi|N : N Ñ M
 est un
home´omorphisme, la me´trique euclidienne g˜e sur R2 induit une me´trique riemannienne ge 
ppi|1N q
g˜e sur M. Cette me´trique ne peut pas s’e´tendre a` toute la varie´te´ M puisque les cartes
locales autour des points de F , ou` τ n’est pas localement constante, provoquent distortion de la
me´trique euclidienne. Malgre´ tout, on va trouver une me´trique riemannienne qui soit localement
comparable avec ge.
De´finition 2.17. Soient M une varie´te´ diffe´rentiable et g1, g2 deux me´triques riemanniennes sur
M . Les me´triques g1 et g2 sont dites ponctuellement e´quivalentes si pour tout p PM il existe une
constante Cppq ¥ 1 telle que pour tout v P TpM , on a
Cppq1 ¤
g1ppv, vq
g2ppv, vq
¤ Cppq.
Proposition 2.18. La varie´te´ diffe´rentiable M  MpT, τq admet une me´trique riemannienne g
qui est, restreinte a` M, ponctuellement e´quivalente a` la me´trique euclidienne ge.
De´monstration. Soit z P F et choisissons ε ¡ 0 et 0   δ   1{2 tels que la carte locale de deuxie`me
espe`ce autour de z est bien de´finie. Nous de´finissons la me´trique riemannienne hδ sur V ε,δpzq par
hδ  pψε,δz q
g˜e. Cette me´trique est bien de´finie puisque l’application de transition entre deux cartes
locales de deuxie`me espe`ce est l’identite´. Soit Rδ le sous-ensemble de M de´fini par
Rδ  trx, ts PM : x P IzS,τpT1xq   t   τpT1xq   δ ou τpxq  δ   t ¤ τpxqu.
On remarque que Rδ est l’ensemble de tous les points de M contenus dans un voisinage de la
forme V δ,εpwq, avec w P F . On choisit maintenant une fonction ρδ : M Ñ r0, 1s de classe C
8
telle que ρδ|MzRδ  1, ρδ|F  0 et 0   ρδ   1 dans un autre cas. La me´trique g
δ de´finie par
gδ  ρδg
e   p1  ρδqh
δ est par construction une me´trique riemannienne. Elle co¨ıncide avec la
me´trique ge sur MzRδ.
Lemme 2.19. Les me´triques riemanniennes ge et gδ sont ponctuellement e´quivalentes sur M.
De´monstration. Soit z  rx, ys P M. On note }  }δz (resp. }  }
e
z)
1 la norme induite par gδ (resp.
ge) sur TzM . Soient z˜ P F et ε˜, δ ¡ 0 tels que ψ
ε˜,δ
z˜ est bien de´finie. On note }dzψ
ε˜,δ
z˜ } la norme
d’ope´rateur de la diffe´rentielle dzψ
ε˜,δ
z˜ : pTzM, g
e
zq Ñ pR2, g˜eq. Si z P V
ε˜,δ
 ,jpz˜q, en coordonne´es locales,
on a
dzψ
ε˜,δ
z˜ 

1 0
τ 1pxq 1


, dψε˜,δz˜ z
pψε˜,δz˜ q
1 

1 0
τ 1pxq 1


.
1. Pas confondre }  }δ avec un δ-puissance de la norme }  }x.
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Par ailleurs, si z P V ε˜,δ,jpz˜q, en coordonne´es locales, on a
dzψ
ε˜,δ
z˜ 

1 0
τ 1pT1xq 1


, dψε˜,δz˜ z
pψε˜,δz˜ q
1 

1 0
τ 1pT1xq 1


.
Remarquons que dans Rn la norme euclidienne }  }2 est comparable avec la norme supremum
}  }8 de la fac¸on suivante :
}  }8 ¤ }  }2 ¤ n}  }8.
Comme M est une varie´te´ re´el de dimension 2, il de´coule que 1 ¤ }dzψ
ε˜,δ
z˜ } ¤ 2p1   |τ
1pxq|q et
1 ¤ }dψε˜,δz˜ z
pψε˜,δz˜ q
1} ¤ 2p1  |τ 1pxq|q. Ainsi, pour tout v P TzM , on a
p}v}δzq
2  gδzpv, vq  ρδpzqg
e
zpv, vq   p1 ρδqh
δpv, vq
 ρδpzqg
e
zpv, vq   p1 ρδqg
epdzψ
ε˜,δ
z˜ pvq, dzψ
ε˜,δ
z˜ pvqq
¤ ρδpzqg
e
zpv, vq   p1 ρδq}dzψ
ε˜,δ
z˜ }
2gezpv, vq
¤ }dψε˜,δz˜ }
2p}v}ezq
2,
et
p}v}ezq
2  p}pdzψ
ε˜,δ
z˜ q
1dzψ
ε˜,δ
z˜ pvq}
e
zq
2
¤ }pdzψ
ε˜,δ
z˜ q
1}2p}dzψ
ε˜,δ
z˜ pvq}
e
zq
2
 }pdzψ
ε˜,δ
z˜ q
1}2p}v}δzq
2.
Pour z  rx, ys PM, on pose Cpzq  p2  2|τ 1pxq|q. Il s’ensuit que pour tout v P TzM , on a
Cpzq1}v}ez ¤ }v}
δ
z ¤ Cpzq}v}
e
z. (2.1)
Cela conclut la preuve de la proposition 2.18.
Observons que la constante C introduite dans la de´monstration du lemme 2.19 n’est pas opti-
male. En fait, quand τ est localement constante, les deux me´triques ge et gδ co¨ıncident (localement).
Le diffe´omorphisme
Dore´navant on conside`re toujours la varie´te´ riemannienne pM, gδq construite a` partir de T et
le plafond τ . Soit pφtqt le flot de suspension sur M de´fini par φtrx, ss  rx, s   ts. De´finissons
φ : M ÑM comme le temps 1 du flot de suspension, c’est-a`-dire φ  φ1. Ainsi
φprx, tsq 
#
rx, t  1s si t  1   τpxq
rTx, t  1 2τpxqs si t  1 ¥ τpxq.
Le flot pφtq
  
  

z

φtpzq
Ò
Ò
Ò
Ò
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Par construction, si un point rx, ts P M est tel que x P S, alors son orbite positive part
directement vers l’infini. Par ailleurs, si x P T pSq, alors l’orbite ne´gative de rx, ts part vers l’infini.
Proposition 2.20. L’application φ : M ÑM est de classe C8.
De´monstration. Rappelons que φ est de classe C8 si pour tout couple de cartes locales ψα et ψβ ,
l’application φα,β  ψαφψ
1
β est de classe C
8 en tant qu’application de´finie sur un ouvert de R2.
Si ψα et ψβ sont des cartes locales de premie`re espe`ce, l’application φα,β est e´gale a` px, tq ÞÑ px, t 1q
ou px, tq ÞÑ pTx, t   1  2τpxqq. Si ψα est une carte locale de premie`re espe`ce et ψβ est une carte
locale de deuxie`me espe`ce, l’application φα,β est e´gale a` px, tq ÞÑ pTx, t  1 τpxqq. Si ψα est une
carte locale de deuxie`me espe`ce et ψβ est une carte locale de premie`re espe`ce, alors φα,β est e´gale
a` px, tq ÞÑ px, t 1 τpxqq. Comme τ ¥ 1, il n’y a pas d’autres possibilite´s pour φα,β . La re´gularite´
de τ et T permettent de conclure la preuve.
Remarque 2.21. En utilisant les meˆmes arguments que dans la proposition 2.20 on montre que
le flot lui-meˆme pφtq est de classe C
8.
Soit }dφ}δ la norme d’ope´rateur de dφ par rapport a` la me´trique g
δ. Si z PM X φ1pMq on
conside`re aussi la norme d’ope´rateur }dzφ}e de dφ par rapport a` la me´trique euclidienne g
e. La
proposition ci-dessous permet de comparer ces deux normes par une ! bonne " fonction explicite.
Les proprie´te´s de cette fonction seront cruciales dans le calcul des exposants de Lyapounov.
Proposition 2.22. Il existe une fonction explicite β : M X φ1pMq Ñ R , de´finie dans (2.3),
telle que pour tout z PM X φ1pMq, on a
}dzφ}δ ¤ βpzq}dzφ}e. (2.2)
De´monstration. En utilisant les calculs dans la preuve du lemme 2.19, pour tout z PMXφ1pMq
et tout v P TzM , on a
}dzφpvq}
δ
φz ¤ Cpφpzqq}dzφpvq}
e
φz
¤ Cpφpzqq}dzφ}e}v}
e
z
¤ CpφpzqqCpzq}dzφ}e}v}
δ
z
¤ p2  2|τ 1pxq|qmax
i0,1
tp2  2|τ 1pT ixq|qu}dzφ}e}v}
δ
z.
Rappelons que gδ et ge co¨ıncident dans MzRδ. Soit Kδ l’ensemble Kδ  trx, ts : τpT
1xq   δ  
t   τpxq  p1  δqu. Alors, pour βpzq de´finie par
βpzq  p2  2|τ 1pxq|qmax
 
p2  2|τ 1pxq|q, p2  2|τ 1pTxq|q
(
1MzKδpzq   1Kδpzq (2.3)
on de´duit (2.2), ce qui conclut la preuve de cette proposition.
Rappelons que, pour z  rx, ts P M X φ1pMq et t   1   τpxq, la diffe´rentielle dzφ est
repre´sente´e en coordonne´es locales par la matrice identite´. Par ailleurs, si t 1 ¡ τpxq la diffe´rentielle
dzφ est repre´sente´e en coordonne´es locales par la matrice
dzφ 

1 0
2τ 1pxq 1


.
La mesure invariante
Nous finissons cette sous-section en de´crivant une mesure de probabilite´ pφtq-invariante sur M .
D’apre`s la description faite dans la sous-section 2.2.1, il suffit de montrer que»
τdm   8,
ou` m est la mesure de Lebesgue sur l’intervalle unite´.
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Proposition 2.23. L’inte´grale
³
τdm est finie.
De´monstration. Rappelons que sur Ii,1 Y Ii,2, on a τpxq ¤ 2  logppx  xiq{biq, alors que dans
Ii,4 Y Ii,5, on a τpxq ¤ 2 logppxi 1  xq{biq. Comme τ |Ii,3  1, on de´duit»
τdm 
» 1
0
τpxqdx 
¸
iPN
»
Ii
τpxqdx
¤
¸
iPN

2
» bi
0
2 logpx{biqdx
ﬀ
  li  2bi

¸
iPN
4bi   li
¤ 5.
En particulier, la mesure µ  pm  Lebq|M{pm  LebqpMq est une mesure de probabilite´ sur
M invariante par le flot de suspension.
En re´sumant, on a construit une varie´te´ riemannienne pM, gδq, un flot pφtq sur M de classe
C8 et une mesure de probabilite´ pφtq-invariante porte´e sur M . Comme le syste`me dynamique
pM,µ, pφtqq a e´te´ construit comme un flot de suspension avec fonction plafond τ et fonction sol
τ  T1, tous les re´sultats de´crits dans la sous-section 2.2.1 sont applicables dans ce contexte.
2.2.3 Preuve du the´ore`me 2.5
Soit h Ps0,8s. D’apre`s le corollaire 2.15, il existe une transformation d’e´change d’intervalles
de´nombrable T : r0, 1rÑ r0, 1r telle que hmpT q  h. Pour 0   δ   1{2 on construit la varie´te´
riemannienne pM, gδq, le flot pφtq : M Ñ M et la mesure de probabilite´ pφtq-invariante comme
dans la section pre´ce´dente.
Quelques Lemmes Techniques
L’objectif maintenant est de retrouver les hypothe`ses du the´ore`me d’Oseledets pour l’application
φ  φ1. Nous les obtiendrons sous une condition technique pour les nombres bi qui sont utilise´s
dans la construction du plafond.
Lemme 2.24. De´finissons h : I Ñ R par
hpxq 
#
2  2|τ 1pxq| si x P IzS
0 sinon.
Si 
°
i¥0 bi log bi   8, alors log
 phq est m-inte´grable sur I.
De´monstration. Remarquons qu’il suffit de montrer que x ÞÑ logp1  |τ 1pxq|q est m-inte´grable sur
I car
hpxq ¤ logp2q   logp1  |τ 1pxq|q.
On rappelle que sur l’intervalle Ii, le plafond est de´fini par τpxq  αipxqfipxq   p1  αipxqq. Il
s’ensuit que |τ 1pxq| ¤ |α1ipxq||fipxq  1|   |f
1
ipxq|. Ainsi, on a
|τ 1pxq| ¤
$''''''&''''''%
bi{px xiq si x P Ii,1
C{bi si x P Ii,2
0 si x P Ii,3
C{bi si x P Ii,4
bi{pxi 1  xq si x P Ii,5,
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ou` C ¥ 1 est une constante qui ne de´pend que de supxPR |α
1pxq|   8. En particulier, on obtient» 1
0
log p1  |τ 1pxq|qdx 
8¸
i0
5¸
k1
»
Ii,k
logp1  |τ 1pxq|qdx
¤
8¸
i0
»
Ii,1
log

1 
bi
x xi


dx
 
»
Ii,2
log

1 
C
bi


dx 
»
Ii,3
logp1qdx
 
»
Ii,4
log

1 
C
bi


dx 
»
Ii,5
log

1 
bi
xi 1  x


dx

¤
8¸
i0
p3  logp2Cqqli  bi logpbiq
¤ 3  logp2Cq 
8¸
i0
bi logpbiq
   8.
L’hypothe`se 
°
i¥0 bi log bi   8 est cruciale. En effet, si la transformation d’e´change d’inter-
valles est d’entropie mesure´e strictement positive, alors d’apre`s la proposition 2.10, l’entropie de
la partition tIiuiPN est infinie. Autrement dit, on a 
°8
i0 li log li  8. Ainsi, les bi doivent eˆtre
choisis de fac¸on convenable (pas arbitraire sous la condition 0   bi   li{2). Cela est possible graˆce
au lemme 2.11.
Lemme 2.25. Si 
°
i¥0 bi log bi   8, alors»
log  }dφ}edµ   8 et
»
log  }dφ1}edµ   8.
De´monstration. Remarquons que l’ensemble M X φ1pMq est un ensemble de µ-mesure pleine.
Ainsi on peut supposer que z P M X φ1pMq. En coordonne´es locales, la diffe´rentielle est
repre´sente´e par la matrice identite´ si z P trx, ts PM : τpT1xq   t   τpxq  1u et la matrice
1 0
2τ 1pxq 1


,
pour z P trx, ys : τpxq  1   t   τpxqu. En particulier, on a }dzφ}e ¤ 2  2|τ
1pxq|. Il s’ensuit donc
que »
log  }dφ}edµ˜ 
» 1
0
» τpxq
τpxq1
log  }dzφ}edtdx
¤
» 1
0
» τpxq
τpxq1
log p2  2|τ 1pxq|qdtdx

»
log phqdm
   8.
Nous remarquons que la dernie`re inte´grale est finie d’apre`s le lemme 2.24. Pour montrer que
l’inte´grale
³
log  }dφ1}edµ est finie on proce`de de manie`re analogue.
La conclusion du lemme 2.25 nous donne les hypothe`ses du the´ore`me d’Oseledets en conside´rant
la me´trique ge. Pour retrouver les meˆmes hypothe`ses par rapport a` la me´trique gδ, on utilise
l’ine´galite´ (2.2). En effet
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Lemme 2.26. Si 
°
i¥0 bi log bi   8, alors»
log  }dφ}δdµ   8 et
»
log  }dφ1}δdµ   8.
De´monstration. L’ine´galite´ (2.2) implique que»
log  }dzφ}δdµpzq ¤
»
log pβpzq}dzφ}eqdµpzq
¤
»
log  }dzφ}edµpzq  
»
log  βpzqdµpzq.
La premie`re inte´grale est finie graˆce au lemme 2.25. Pour la deuxie`me inte´grale, on a»
log  βdµ 
» 1
0
» τpT1xq δ
τpT1xq
log  βprx, tsqdtdx
 
» 1
0
» τpxq
τpxqp1 δq
log  βprx, tsqdtdx
¤ p1  2δq
» 1
0
2 logp2  2|τ 1pxq|q   logp2  2|τ 1pTxq|qdx
 3p1  2δq
»
log phqdm.
La dernie`re e´galite´ de´coule du fait que T pre´serve la mesure de Lebesgue sur I. Le lemme 2.24
permet de conclure la preuve du lemme 2.26 pour }dφ}δ. En utilisant les meˆmes arguments que
ci-dessus, on montre que l’inte´grale
³
log  }dφ1}δdµ est finie.
Le cas ou` h  8
Rappelons que l’un de nos objectifs est de trouver un contre-exemple a` l’ine´galite´ de Ruelle.
Si l’on suppose que l’entropie est infinie, alors notre construction nous donne de´ja` un contre-
exemple (ou plutoˆt une famille). En effet, comme le plafond τ est m-inte´grable, l’entropie de φ
est infinie graˆce a` la formule d’Abramov (voir proposition 2.8). Choisissons les nombres bi de
sorte que 
°
i¥0 bi log bi   8. Le lemme 2.26 nous dit que le the´ore`me d’Oseledets s’applique,
et en particulier, pour µ-presque tout x P M il existe des exposants de Lyapounov. La remarque
importante est la suivante : l’hypothe`se d’Oseledets nous dit aussi que la fonction χ  est µ-
inte´grable. En particulier, on a »
χ dµ   hµpφq   8,
ce qui contredit l’ine´galite´ de Ruelle.
Le calcul des exposants de Lyapounov
Pour montrer que les exposants de Lyapounov associe´s a` gδ sont µ-presque partout nuls, nous
allons d’abord montrer que les exposants de Lyapounov associe´s a` la me´trique euclidienne le sont.
Comme M n’est pas un ensemble invariant, on va travailler sur

kPZ φ
kpMq. On remarque que
cet ensemble est de mesure pleine car M l’est. Une hypothe`se importante dans notre calcul des ex-
posants de Lyapounov est l’ergodicite´ du syste`me dynamique mesure´ pM,φ, µq. Malheureusement,
cette hypothe`se n’est pas force´ment satisfaite. En effet, si T est ergodique par rapport a` m, alors le
flot pφtq est ergodique par rapport a` la mesure µ (voir proposition 2.7), ce qui n’entraˆıne pas que
pour t P R l’application φt soit µ-ergodique. Malgre´ ce fait, le the´ore`me 3.2 de [LS79] nous dit que
l’ensemble des temps t tels que φt n’est pas µ-ergodique est au plus de´nombrable. En particulier,
il existe un temps s pour lequel φs est ergodique. Comme l’entropie ve´rifie hµpφsq  |s|hµpφq et
les exposants de Lyapounov associe´s a` φs sont s-multiples des exposants de Lyapounov associe´s a`
φ, on ne perd rien a` supposer que s  1. La proposition ci-dessous ([Aar97, Proposition 2.3.1]) est
l’outil fondamental pour le calcul des exposants de Lyapounov.
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Proposition 2.27 (Aaronson). Soit pX,B,mq un espace de Lebesgue dont m est une mesure de
probabilite´. Supposons que T : X Ñ X est une transformation ergodique qui pre´serve la mesure m.
Si h : X Ñ R est une fonction telle que
³
log p|h|qdm   8, alors
lim
nÑ8
1
n
log 
n1¸
i0
hpT ixq
  0
pour m-presque tout x P X.
De´monstration du the´ore`me 2.5. Avec les meˆmes notations pre´ce´dentes, choisissons pour tout i ¥
0 une constante 0   bi   li{2 telle que la se´rie 
°
i¥0 bi log bi est finie. Soit z  rx, ts P
kPZ φ
kpMq. Pour tout n ¥ 0, soit kpnq ¤ n l’entier positif tel que φnpzq  rT kpnqx, t1s pour
t1 P pτpT kpnq1xq, τpT kpnqxqq. Ainsi, on a
}dzφ
n}e ¤ 2  2
kpnq¸
i0
|τ 1pT ixq|
¤
kpnq¸
i0
p2  2|τ 1pT ixq|q ¤
n1¸
i0
hpT ixq.
D’apre`s la proposition 2.27, pour µ-presque tout z PM , on a
lim
nÑ8
1
n
log  }dzφ
n}e ¤ lim
nÑ8
1
n
log 

n1¸
i0
hpT ixq

 0.
En particulier, les exposants de Lyapounov associe´s a` φ, par rapport a` la me´trique ge, sont µ-
presque partout nuls car, pour tout v P TzM , on a
lim
nÑ8
1
n
log }dzφ
npvq}φnz ¤ lim
nÑ8
1
n
logp}dzφ
n}e}v}
eq
 lim
nÑ8
1
n
log }dzφ
n}e  0.
En utilisant le meˆme argument pour φ1 on conclut que les exposants de Lyapounov ne´gatifs
associe´s a` φ, par rapport a` la me´trique ge, sont µ-presque partout nuls.
Notons λδpz, vq l’exposant de Lyapounov au point z P M dans la direction de v P TzM par
rapport a` la me´trique gδ. Si z  rx, ts P

kPZ φ
kpMq, on obtient
λδpz, vq  lim
nÑ8
1
n
log }dzφ
npvq}δφnz ¤ lim
nÑ8
1
n
log }dzφ
n}δ}v}
δ
z
 lim
nÑ8
1
n
log }dzφ
n}δ
¤ lim
nÑ8
1
n
logp2  2|τ 1pxq|q
  lim
nÑ8
1
n
log maxtp2  2|τ 1pxq|q, p2  2|τ 1pT kpnqxq|qu
  lim
nÑ8
1
n
log }dzφ
n}e
 lim
nÑ8
1
n
log hpT kpnqxq.
Comme la fonction log  h est m-inte´grable, le the´ore`me ergodique de Birkhoff entraˆıne
0 ¤ lim
nÑ8
1
n
log hpT kpnqxq  lim
nÑ8
kpnq
n
1
kpnq
log hpT kpnqxq
¤ lim
nÑ8
1
kpnq
logphpT kpnqxq
 0,
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pour m-presque tout x P I. Ainsi, les exposants de Lyapounov positifs associe´s a` φ, par rapport a` la
me´trique gδ, sont µ-presque partout nuls. Le meˆme argument pour φ1 implique que les exposants
de Lyapounov ne´gatifs associe´s a` φ, par rapport a` la me´trique gδ, sont nuls µ-presque partout nuls.
En utilisant la formule d’Abramov, on obtient
hµpφq 
h
2
³
τdm
.
Comme hµpφ
sq  |s|hµpφq pour tout s P R, on conclut que
hµpfq  h,
pour f  φ2
³
τdm. Comme les exposants de Lyapounov de f sont µ-presque partout nuls, la
de´monstration du the´ore`me 2.5 est termine´e.
Remarque 2.28. La me´trique construite dans la de´monstration du the´ore`me 2.5 n’est pas comple`te
car la suite pznq de´finie par
zn 

1
1
n
, 0

PM
est une suite de Cauchy qui ne converge pas dans M .
2.3 Ine´galite´ de Ruelle pour diffe´omorphismes line´arisables
On va donner maintenant des conditions suffisantes pour que l’entropie d’un diffe´omorphisme
de classe C1 d’une varie´te´ riemannienne satisfasse l’ine´galite´ de Ruelle. Nous nous inspirerons de
l’ine´galite´ du the´ore`me 1.40. Le proble`me qui naˆıt de ce point de vue est le suivant : a priori on
n’a pas de bonnes estimations des volumes des boules dynamiques. Malgre´ cela, on verra que les
exposants de Lyapounov positifs apparaissent de manie`re naturelle comme taux de de´croissance
exponentielle des volumes des boules de Bowen pour la dynamique de la diffe´rentielle.
2.3.1 Limites asymptotiques
Soit f : M ÑM un diffe´omorphisme de classe C1 d’une varie´te´ riemannienne pM, gq. On note
Bxp0, rq la r-boule centre´e en 0 dans pTxM, gxq.
De´finition 2.29. La pn, rq-boule dynamique tangente dans TxM , note´e Cpx, n, rq, est de´finie par
Cpx, n, rq 
n1£
i0
pdxf
iq1pBfixp0, rqq 
n1£
i0
dfixf
ipBfixp0, rqq.
Il est important de remarquer l’analogie entre une boule dynamique tangente et une boule
dynamique classique. Une pn, rq-boule dynamique est de´finie comme e´tant l’ensemble
Bnpx, rq 
n1£
i0
fiBpf ix, rq.
Autrement dit, pour une boule dynamique tangente on remplace l’application f par la diffe´rentielle
df et la boule Bpf ix, rq dans M par la ! boule " exp1fixBpf
ix, rq  Bfixp0, rq dans TfixM . On
va profiter de l’application exponentielle pour de´finir la notion de boule dynamique line´arise´e. On
note rinjpxq le rayon d’injectivite´ en x PM .
De´finition 2.30. Soit x P M et 0   r ¤ rinjpxq. La pn, rq-boule dynamique line´arise´e dans M ,
note´e Cnpx, rq, est de´finie par
Cnpx, rq  expx Cpx, n, rq
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Le the´ore`me 2.31 ci-dessous est le principal re´sultat de cette sous-section. Il nous donne un lien
entre le taux de de´croissance exponentielle du volume d’une boule dynamique line´arise´e, ge´ne´rique
pour une mesure donne´e, et la somme des exposants de Lyapounov positifs.
The´ore`me 2.31. Soient f : M ÑM un diffe´omorphisme de classe C1 d’une varie´te´ riemannienne
et µ une mesure bore´lienne de probabilite´ f -invariante. Si log  }df1} P L1pµq. Alors, pour µ-
presque tout x PM , on a
lim
rÑ0
lim inf
nÑ8

1
n
log volpCnpx, rqq  lim
rÑ0
lim sup
nÑ8

1
n
log volpCnpx, rqq  χ pxq.
Rappelons que volume riemannien ! vol " est de´finie sur une carte locale φ : U Ñ Rd comme
volpBq 
»
φpBq
b
|detpgijq|dx
1...dxd,
ou` B  U et gij  gpB{Bxi, B{Bxjq. Sur un ensemble compact, le volume est comparable avec
le volume euclidien determine´ par les coordonne´es locales. Ainsi, en choisissant une bonne carte
locale, on trouvera que les estimations du volume d’une boule dynamique line´arise´e sont plus
simples. Soient x PM et pviq
d
i1 une base orthonorme´e de TxM pour la me´trique gx. L’application
T : TxM Ñ Rd de´finie par T pviq  ei, ou` peiqdi1 est la base canonique de Rd, est un isomorphisme
isome´trique. En notant vole le volume euclidien dans Rd, on de´finit le volume volx sur TxM comme
le tire´ en arrie`re par T de vole, c’est-a`-dire volx : T
pvoleq. Par de´finition, le volume volx est
inde´pendant de la base choisie. On l’appelle le ! volume euclidien " sur TxM .
Conside´rons maintenant la carte locale φx : Bpx, rinjpxqq Ñ Rd de´finie par φx  T  exp1x . En
utilisant le fait que T est une isome´trie, on montre :
Lemme 2.32. Les volumes vol et pexp1x q
volx (ou volx et pexpxq
vol) sont comparables. De plus,
sur un ensemble compact ils sont uniforme´ment comparables.
Le lemme qui nous permet d’estimer les volx-volumes des boules dynamiques tangentes a` partir
des exposants de Lyapounov positifs est le suivant.
Lemme 2.33. Soient f : M Ñ M un diffe´omorphisme de classe C1 d’une varie´te´ riemannienne
et µ une mesure bore´lienne de probabilite´ f -invariante ergodique. Si log  }df1} P L1pµq. Alors,
pour tout ε ¡ 0 suffisamment petit, il existe un ensemble compact K M tel que pour tout x P K
il existe une suite ptnqn de nombres re´els strictement positifs tels que
(1) la µ-mesure de K est plus grande que 1 ε,
(2) le taux de de´croissance exponentielle de tn est plus petit que 2ε, c’est-a`-dire que
lim sup
nÑ8

1
n
log tn ¤ 2ε.
(3) pour tout r ¡ 0 il existe des constantes C,C 1 ¡ 0 (qui de´pendent en K, r et l) tels que, pour
tout n ¥ 0 et tout x P K, on a
volxpCpx, n, rqq ¥ Ctdn
¹
λj¡0
exppndimpEjpxqqpλj   εqq (2.4)
et
volxpCpx, n, rqq ¤ C 1
¹
λj¡0
exppndimpEjpxqqpλj  εqq. (2.5)
De´monstration. Soit ε ¡ 0 tel que ε ¤ mint|λj | : λj  0u{100. Pour tout entier k ¥ 1, de´finissons
l’ensemble Mε,k comme e´tant
Mε,k  tx P Λ : @v P T
1
xM, @|i| ¥ k,
exppipλpx, vq  εqq ¤ }dxf
iv} ¤ exppipλpx, vq   εqqu.
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Observons que le the´ore`me d’Oseledets implique que µpMzMε,kq tend vers 0 lorsque k tend vers
l’infini. En particulier, il existe k0 ¥ 1 tel que µpMε,k0q ¤ ε{2. Comme µ est une mesure bore´lienne,
il existe un ensemble compact K  Mε,k0 tel que µpKq ¡ 1  ε,
³
MzK
log  }df1}dµ   ε et les
applications x ÞÑ Ejpxq sont continues sur K. Pour tout x P K et n ¥ 0, on de´finit les ensembles
d’entiers Ix,n et I
c
x,n par
Ix,n  tk0 ¤ i ¤ n : f
ix P Ku
et
Icx,n  t0 ¤ i ¤ n : f
ix R Ku.
D’apre`s la de´finition d’une boule dynamique tangente, on a
Cpx, n, rq  CKpx, n, rq X CKcpx, n, rq,
ou`
CKpx, n, rq 
£
iPIx,n
pdfixf
iqpBfixp0, rqq et CKcpx, n, rq 
£
iPIcx,n
pdfixf
iqpBfixp0, rqq.
Nous utiliserons souvent les estimations classiques de calcul diffe´rentiel ci-dessous pour estimer le
volume volxpCpx, n, rqq.
pdxf
iqpBxp0, rqq  Bfixp0, }dxf
i}rq  TfixM, (2.6)
et
Bxp0, }dxf
i}1rq  pdfixf
iqpBfixp0, rqq. (2.7)
Finalement, comme les applications x ÞÑ Ejpxq sont continues sur K, il existe un angle α ¡ 0 tel
que pour tout x P K et tout couple pj1, j2q, avec j1  j2, on a
>pEj1pxq, Ej2pxqq ¥ α. (2.8)
E´tape I : Majoration du volume. L’ine´galite´ (2.5) s’ensuit directement de l’inclusion Cpx, n, rq 
CKpx, n, rq. En effet, soit w  pdfixfiqv, ou` v P Bfixp0, rqXEjpf ixq, 1 ¤ j ¤ s et i P Ix,n. D’apre`s
la de´finition de Mε,k0 , on a
}w}  }dfixf
iv} ¤ }dfixf
i}v
¤ exppipλpf ix, vq  εqq}v}
 exppipλj  εqq}v}.
Soit z P K. Pour v P Bzp0, rq nous conside´rons la de´composition v 
°
j vj de v comme somme
directe des vecteurs dans les espaces caracte´ristiques. La loi des sinus entraˆıne
}vj}z ¤
}v}z
sinpαq
.
Ainsi, graˆce a` (2.6), on a
pdfixf
iqpBfixp0, rqq  pdfixf
iq

l¹
j1
Bjfixp0, r{ sinpαqq


l¹
j1
pdfixf
iqpBjfixp0, r{ sinpαqqq

 ¹
λj¤0
Bjp0, r{ sinpαqq

 ¹
λj¡0
Bjp0, exppipλj  εqqr{ sinpαqq
.
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Le dernier ensemble ci-dessus est un paralle´le´pipe`de (de dimension d). Son volume est comparable
avec le volume du paralle´le´pipe`de rectangle d’areˆtes de meˆme longueur. La constante de compa-
raison ne de´pend que des angles de´termine´s par les areˆtes. Ces angles sont minore´s par α d’apre`s
(2.8), donc il existe une constante C˜ 1  C˜ 1pαq ¡ 0, telle que
volxpCpx, n, rqq ¤ C˜ 1pr{ sinpαqqd
¹
λj¡0
exppndimpEjpxqqpλj  εqq.
En particulier, l’ine´galite´ (2.5) est satisfaite pour C 1  C˜ 1pr{ sinpαqqd.
E´tape II : Minoration du volume. Comme on n’a pas de controˆle du comportement de la
diffe´rentielle dehors le compact K, nous allons re´duire le proble`me d’estimation du volume de
Cpx, n, rq au proble`me d’estimer le volume de CKpx, n, rq. Pour i P Ix,n, on de´finit jpiq comme le
nombre d’indices conse´cutifs plus grands que i qui appartiennent a` Icx,n, c’est-a`-dire
jpiq 
#
maxtj ¥ 1 : i m P Icx,n,@1 ¤ m ¤ ju, si i  1 P I
c
x,n
0, sinon.
Soit i P Ix,n et supposons jpiq ¥ 1. Par de´finition, on a i  m P I
c
x,n pour tout 1 ¤ m ¤ jpiq et
i  jpiq   1 P Ix,n. En utilisant l’inclusion (2.7) on de´duit
dfi mxf
pi mqpBfi mxp0, rqq  dfixf
idfi mxf
mpBfi mxp0, rqq
 dfixf
iBfixp0, }dfixf
m}1rq
 dfixf
iBfix

0,

m1¹
m10
mint1, }dfi m1xf}
1u

r

 dfixf
iBfix
0,
 ¹
kPIcx,n
mint1, }dfkxf}
1u
r
.
La suite d’inclusions ci-dessus implique que tout ensemble de la forme dfkxf
kpBfkxp0, rqq, avec
k P Icx,n, contient un ensemble de la forme pdfixf
iqpBfixp0, tnrqq, ou` i P Ix,n Y t0u et tn ±
kPIcx,n
mint1, }dfk1xf}
1u. Ainsi,
Cpx, n, rq  CKpx, n, tnrq. (2.9)
Le point (2) du lemme 2.33 de´coule du the´ore`me ergodique de Birkhoff. Pre´cise´ment, pour tout n
suffisamment grand, on a
1
n
log tn  
1
n
¸
kPIcx,n
log mint1, }dfkxf}
1u
¤ 
1
n
n1¸
k0
1Kcpf
kxq log mint1, }dfkxf}
1u
¤
»
MzK
log  }df}dµ  ε
¤ 2ε.
Soit maintenant i P Ix,n. Pour w  pdfixf
iqv, ou` v P Bfixp0, rq X Ejpf
ixq et 1 ¤ j ¤ l, on a
w P Ejpxq. D’apre`s la de´finition de Mε,k0 , on obtient pour i ¥ k0 l’ine´galite´ suivante
}w}  }dfixf
iv} ¥ exppipλpf ix, vq   εqq}v}
 exppipλj   εqq}v}.
(2.10)
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Pour tout 1 ¤ j ¤ l conside´rons Bjxp0, rq la r-boule centre´e en 0 dans l’espace caracte´ristique
Ejpxq (pour la distance induite par gx|Ejpxqq. D’apre`s l’ine´galite´ (2.10), on a
pdfixf
iqpBfixp0, rqq  pdfixf
iq

l¹
j1
Bjfixp0, r{lq


l¹
j1
pdfixf
iqpBjfixp0, r{lqq

l¹
j1
Bjxp0, exppipλj   εqqr{lq

¹
λj¤0
Bjxp0, r{lq

 ¹
λj¡0
Bjxp0, exppipλj   εqqr{lq
.
Les meˆmes arguments que dans la premie`re partie montrent l’existence d’une constante C˜ 
C˜pαq ¡ 0 satisfaisant la proprie´te´ suivante : le volume
volx
 ¹
λj¤0
Bjxp0, r{lq 
¹
λj¡0
Bjxp0, exppipλj   εqqr{lq

est plus grand que
C˜pr{lqd
¹
λj¡0
exppndimpEjpxqqpλj   εqq.
L’ine´galite´ ci-dessus avec (2.9) implique (2.4) pour C  C˜pr{lqd.
Remarque 2.34. Soit 0   ρ ¤ 1. Les constantes C  Cprq et C 1  C 1prq qui apparaissent
respectivement dans (2.4) et (2.5) satisfont par construction
Cpρrq  ρdCprq et C 1pρrq  ρdC 1prq.
Maintenant nous sommes preˆts a` montrer le the´ore`me 2.31. On divisera la preuve en deux
e´tapes. La premie`re consiste a` supposer que la mesure est ergodique. La deuxie`me, qui de´coule de
la premie`re e´tape, comprendra le cas non-ergodique.
De´monstation du the´ore`me 2.31. Supposons que µ est une mesure ergodique. Soit ε ¡ 0 suffisam-
ment petit de sorte qu’on peut appliquer le lemme 2.33. En utilisant les meˆmes notations, soit
K  Kpε, k0q le compact de la conclusion de ce lemme. Ainsi, pour tout x P K, on a
lim
rÑ0
lim sup
nÑ8

1
n
log volxpCpx, n, rqq ¤ lim sup
nÑ8

1
n
log tn  
¸
λj¡0
pλj   εqdimpEjpxqq
¤ 2dε 
¸
λj¡0
pλj   εqdimpEjpxqq
et
lim
rÑ0
lim inf
nÑ8

1
n
log volxpCpx, n, rqq ¥
¸
λj¡0
pλj  εqdimpEjpxqq.
D’apre`s la construction de K, on peut supposer sans perte de ge´ne´ralite´ que µpKq Ñ 1 lorsque
εÑ 0. Ainsi, pour µ-presque tout x PM , on a
lim
rÑ0
lim inf
nÑ8

1
n
log volxpCpx, n, rqq ¥
¸
λj¡0
λjdimpEjpxqq (2.11)
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et
lim
rÑ0
lim sup
nÑ8

1
n
log volxpCpx, n, rqq ¤
¸
λj¡0
λjdimpEjpxqq. (2.12)
La conclusion du the´ore`me 2.31 pour le cas ergodique de´coule des ine´galite´s (2.11) et (2.12), plus
le lemme 2.32. En effet, les constantes de comparaison des volumes riemannien et euclidien n’in-
terfe`rent pas dans le calcul des limites asymptotiques.
Le cas non-ergodique s’ensuit facilement du the´ore`me de de´composition Ergodique. Supposons
que µ 
³
µxdµpxq est la de´composition ergodique de µ. Pour x PM ge´ne´rique, soit Mx l’ensemble
de µx-mesure pleine dont les conclusions the´ore`me 2.31 s’appliquent. Soit Mµ 

xMx. Alors
µpMµq 
»
µxpMµqdµpxq ¥
»
µxpMxqdµpxq  1.
Ainsi, pour µ-presque tout x PM , les limites
lim
rÑ0
lim inf
nÑ8

1
n
log volpCnpx, rqq
et
lim
rÑ0
lim sup
nÑ8

1
n
log volpCnpx, rqq
co¨ıncident et sa valeur est la somme des exposants de Lyapounov positifs χ pxq  χ |Mx .
2.3.2 Une condition suffisante
On a vu que le taux de de´croissance exponentielle des volumes des boules dynamiques line´arise´es
est ge´ne´riquement e´gal a` la somme des exposants de Lyapounov positifs. Par ailleurs, l’entropie
mesure´e est majore´e par le taux de de´croissance exponentielle des volumes des boules dynamiques
au sens de Bowen. Si l’on met ces deux re´sultats ensemble, on pourrait en de´duire l’ine´galite´ de
Ruelle a` condition d’avoir connaissance d’une ! bonne " comparaison entre le diffe´omorphisme et
sa diffe´rentielle.
De´finition 2.35. Soit f : M ÑM un diffe´omorphisme de classe C1 d’une varie´te´ riemannienne.
Pour tout compact K  M on de´finit ρpf,K, nq comme le supremum des 0   ρ ¤ 1 tels que
l’inclusion
1
2
pBxp0, rq X dfixf
i exp1fixBpf
ix, rqq  exp1x pBpx, rq X f
iBpf ix, rqq (2.13)
est satisfaite pour tout x P K, 0 ¤ i ¤ n et 0   r ¤ ρminxPK rinjpxq.
La valeur ρpf,K, nq est strictement positive graˆce a` la continuite´ de f , df et expx. De plus, elle
est de´croissante en n ¥ 0. L’inclusion (2.13) permet de comparer les boules dynamiques avec les
boules dynamiques line´arise´es d’apre`s la proposition suivante.
Proposition 2.36. Soient f : M Ñ M un diffe´omorphisme de classe C1 d’une varie´te´ rieman-
nienne et K  M un ensemble compact. Alors, pour tout x P K et 0   r ¤ minxPK rinjpxq, on
a
Cnpx, ρpf,K, nqrq  Bnpx, 2rq. (2.14)
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De´monstration. L’inclusion (2.14) s’ensuit de (2.13). En effet, pour tout 0   ρ ¤ ρpf,K, nq, on a
Cnpx, ρrq  expx

n1£
i0
dfixf
iBfixp0, ρrq

 expx

n1£
i0
Bxp0, ρrq X dfixf
i exp1fixBpf
ix, ρrq

 expx

n1£
i0
exp1x pBpx, 2ρrq X f
iBpf ix, 2ρrqq

 Bnpx, 2ρrq  Bnpx, 2rq.
Nous allons maintenant donner une condition suffisante pour retrouver l’ine´galite´ de Ruelle.
Cette condition nous dit qu’un diffe´omorphisme asymptotiquement line´aire satisfait cette ine´galite´.
Malheureusement, a` notre connaissance, il n’y a pas de raisons pour que cette condition soit tou-
jours satisfaite dans le cas d’une varie´te´ compacte, meˆme pour un diffe´omorphisme uniforme´ment
hyperbolique.
The´ore`me 2.37. Soient f : M ÑM un diffe´omorphisme de classe C1 d’une varie´te´ riemannienne
comple`te et µ une mesure bore´lienne de probabilite´ f -invariante ergodique telle que log  }df1} P
L1pµq. Si pour tout ensemble compact K M , on a
lim sup
nÑ8

1
n
log ρpf,K, nq  0, (2.15)
alors
hµpfq ¤ χ
 .
De´monstration. Soit ε ¡ 0 et K M l’ensemble compact donne´ par le lemme 2.33. Par simplicite´
on note ρn  ρpg,K, nq. D’apre`s (2.14), on a
hvolµ pf,Kq  ess sup
xPK
lim
rÑ8
lim sup
nÑ8
fnxPK

1
n
log volpBnpx, rqq
¤ ess sup
xPK
lim
rÑ8
lim sup
nÑ8

1
n
log volpCnpx, ρnr{2qq.
L’ine´galite´ (2.4) et la remarque 2.34 impliquent
hvolµ pf,Kq ¤ ess sup
xPK
lim
rÑ8
lim sup
nÑ8

1
n
log
 
Cprqρdnt
d
n exppnpχ
    εqq

¤ 2dε  χ    ε  d lim sup
nÑ8

1
n
log ρpf,K, nq
 εp2d  1q   χ .
Finalement, en utilisant le the´ore`me 1.40 plus le fait que ε est arbitraire, on conclut que
hµpfq ¤ χ
 .
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Chapitre 3
Ine´galite´ de Ruelle pour le flot
ge´ode´sique
Dans ce chapitre nous e´tudions la validite´ de l’ine´galite´ de Ruelle dans un cadre plus particulier :
le flot ge´ode´sique sur le fibre´ unitaire tangent d’une varie´te´ riemannienne a` courbure ne´gative.
Nous remarquons que les techniques utilise´es par la suite sont diffe´rentes a` celles adopte´es dans
le chapitre pre´ce´dent. En effet, la ge´ome´trie de la varie´te´ porte beaucoup d’informations, telles
que l’hyperbolicite´ du flot et la re´gularite´ des feuilletages fortement stable et instable. Cela nous
permet d’e´tudier la dynamique du flot ge´ode´sique en utilisant quelques outils de [LS82], [Led84a],
[LY85a] pour le cas compact, adapte´s au cas non compact dans [OP04] et [PPS12].
3.1 L’ine´galite´ de Ruelle
Soit X une varie´te´ riemannienne comple`te de dimension au moins 2 et a` courbures sectionnelles
pince´es b2 ¤ K ¤ 1, avec b ¡ 1. On note T 1X son fibre´ unitaire tangent. Rappelons que la
mesure de Liouville volT 1X sur T
1X est le volume riemannien induit par la me´trique de Sasaki
sur T 1X. D’apre`s le the´ore`me de Liouville, la mesure volT 1X est invariante par l’action du flot
ge´ode´sique pgtq sur T
1X (voir par exemple [Pat99, Corollaire 1.31]). Soit d la distance riemannienne
sur T 1X. La varie´te´ fortement instable de v P T 1X, note´e W supvq, est de´finie par
W supvq  tw P T 1X : lim
tÑ8
dpgtv, gtwq  0u.
De manie`re analogue on de´finit la varie´te´ fortement instable de v P T 1X, note´e W sspvq, par
W sspvq  tw P T 1X : lim
tÑ8
dpgtv, gtwq  0u.
Les varie´te´s fortement instable et stable sont des sous-varie´te´s lisses immerge´es dans T 1X. Notons
Esupvq l’espace tangent de W supvq en v. Le Jacobien fortement instable Jsupv, tq de l’application
gt : W
supvq Ñ W supgtvq est le de´terminant de pdvgtq|Esupvq. Finalement, on de´finit le potentiel
ge´ome´trique F supvq comme e´tant
F supvq  
d
dt |t0
log Jsupv, tq.
Le potentiel ge´ome´trique jouera un roˆle fondamental dans ce chapitre car il est e´troitement lie´ aux
exposants de Lyapounov (voir proposition 3.2 ci-dessous). Tout d’abord on va donner quelques
proprie´te´s de ce potentiel (voir [Bal95] pour le cas compact et [PPS12, The´ore`me 7.1] pour le cas
non compact).
The´ore`me 3.1 (Paulin-Pollicott-Schapira). Soit X une varie´te´ riemannienne comple`te de dimen-
sion au moins 2 et a` courbures sectionnelles pince´es b2 ¤ K ¤ 1, avec b ¡ 1. Supposons les
de´rive´es partielles des courbures sectionnelles uniforme´ment borne´es. Alors F su est Ho¨lder-continu
et borne´.
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Soit µ une mesure de probabilite´ sur T 1X invariante par le flot ge´ode´sique. Comme les cour-
bures sectionnelles sont pince´es, la norme }dgt} est borne´e pour tout t P R. En particulier, on a
log  }dgt} P L
1pµq pour tout t P R. Pour µ-presque tout v P T 1X, on note χ pv, tq la somme des
exposants de Lyapounov positifs en v associe´s a` gt. Pour simplifier on notera χ
 pvq  χ pv, 1q et
g  g1. En particulier, la somme des exposants de Lyapounov positifs associe´s a` g est e´gal a` χ
 pvq.
La notation Esu pour la distribution instable est justifie´e par le fait suivant. Si v est un vecteur
re´gulier (au sens des exposants de Lyapounov), alors la somme directe des espaces caracte´ristiques
lie´s aux exposants de Lyapounov strictement positifs co¨ıncide avec l’espace tangent de W supvq en
v. C’est-a`-dire que, pour tout vecteur re´gulier v P T 1X, on a
Esupvq 
à
λjpvq¡0
Ejpvq.
Proposition 3.2. Soit X une varie´te´ riemannienne comple`te de dimension au moins 2 et a`
courbures sectionnelles pince´es b2 ¤ K ¤ 1, avec b ¡ 1. Si µ est une mesure de probabilite´
pgtq-invariante sur T
1X, alors »
T 1X
F sudµ  
»
χ dµ.
De´monstration. Supposons d’abord que µ est une mesure ergodique pour g. Soit v P T 1X un
vecteur µ-ge´ne´rique. Le the´ore`me ergodique de Birkhoff et la proposition 2.4 entraˆınent»
T 1X
F sudµ  lim
nÑ 8
1
n
» n
0
F supgtvqdt
  lim
nÑ 8
1
n
log Jsupv, nq
  lim
nÑ 8
1
n
n1¸
i0
log Jsupgiv, 1q
 
»
χ dµ.
Le cas d’une mesure non-ergodique de´coule du the´ore`me de de´composition ergodique.
La pierre angulaire de la preuve de l’ine´galite´ de Ruelle pour le flot ge´ode´sique est le fait que
la mesure de Liouville satisfait la proprie´te´ de Gibbs pour le potentiel ge´ome´trique (voir [BR75,
Volume lemma] et [KHM95, Lemma 20.4.2] pour le cas compact, et [PPS12, Theorem 7.9] pour le
cas ge´ne´ral). Cette proprie´te´ nous donne une estimation pre´cise, lie´e au potentiel F su, du volume
d’une boule dynamique.
Proposition 3.3 (Bowen-Ruelle/Paulin-Pollicott-Schapira). Soit X une varie´te´ riemannienne
comple`te de dimension au moins 2 et a` courbures sectionnelles pince´es b2 ¤ K ¤ 1, avec b ¡ 1.
Supposons les de´rive´es partielles des courbures sectionnelles uniforme´ment borne´es. Alors pour tout
ensemble compact K  T 1X et tout r ¡ 0 il existe une constante C  CK,r ¥ 1 telle que pour tout
v P K et tout n ¥ 0 telle que gnv P K, on a
C1 ¤
volT 1XpBnpv, rqq
exp
 ³n
0
F supgtvqdt
 ¤ C. (3.1)
Nous remarquons que l’hypothe`se sur les de´rive´es partielles des courbures sectionnelles est
cruciale. Elle entraˆıne en particulier que la re´gularite´ des feuilletages fortement instable et stable
est Ho¨lder. Cela permet d’estimer le volume d’une boule dynamique graˆce a` la structure de produit
local du volume riemannien a` partir des volumes riemanniens sur les feuilles instables et stables
(voir [PPS12, Theorem 7.6]).
The´ore`me 3.4. Soit X une varie´te´ riemannienne comple`te de dimension au moins 2 et a` courbures
sectionnelles pince´es b2 ¤ K ¤ 1, avec b ¡ 1. Supposons les de´rive´es partielles des courbures
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sectionnelles uniforme´ment borne´es. Alors pour toute mesure µ de probabilite´ pgtq-invariante sur
T 1X, on a
hµpgq ¤
»
χ dµ. (3.2)
De´monstration. Sans perte de ge´ne´ralite´ on peut supposer que µ est une mesure ergodique pour
le flot ge´ode´sique. De manie`re analogue a` la de´monstration du the´ore`me 2.5, on ne perd rien a`
supposer que µ est ergodique pour g  g1. Soit ε ¡ 0 et K  T
1X un ensemble compact tel que
hvolµ pgq ¤ h
vol
µ pg,Kq   ε.
Le the´ore`me 1.40, l’ine´galite´ (3.1), le the´ore`me ergodique de Birkhoff et la proposition 3.2 im-
pliquent successivement
hµpgq ¤ h
vol
µ pgq   h
vol
µ pg,Kq   ε
 ess sup
vPK
lim
rÑ0
lim sup
nÑ8
gnvPK

1
n
log volpBnpv, rqq   ε
¤ ess sup
vPK
lim
rÑ0
lim sup
nÑ8
gnvPK

1
n
log

C exp
» n
0
F supgtvqdt



  ε
 
»
F sudµ  ε 
»
χ dµ  ε.
En faisant tendre ε vers 0, on obtient l’ine´galite´ (3.2).
3.2 La formule de Pesin
E´tant donne´e l’ine´galite´ de Ruelle, la question naturelle qui apparaˆıt est la suivante :
Sous quelles conditions a-t-on e´galite´ dans l’ine´galite´ de Ruelle ?
On va re´pondre a` cette question en suivant les me´thodes de Ledrappier-Strelcyn [LS82], Ledrappier
[Led84a] et Ledrappier-Young [LY85a] dans le cadre d’un diffe´omorphisme de classe C1 α d’une
varie´te´ riemannienne compacte. Ces me´thodes ont e´te´ adapte´s au cas du flot ge´ode´sique sur le
fibre´ unitaire tangent d’une varie´te´ riemannienne non compacte a` courbure ne´gative pince´e par
Otal-Peigne´ [OP04] pour montrer l’existence d’une mesure qui maximise l’entropie.
Avant de e´noncer le the´ore`me principal de cette section, on va donner quelques pre´liminaires.
De´finition 3.5. Soit µ une mesure bore´lienne de probabilite´ sur T 1X. Une partition ξ de T 1X est
dite µ-mesurable s’il existe un ensemble de mesure pleine Z  T 1X, et une collection de´nombrable
pAiqiPN d’e´le´ment dans la σ-alge`bre σpξq tels que pour tous les e´le´ments distincts ξ1 et ξ2 de ξ, il
existe i P N tel que soit ξ1 X Z  Ai et ξ2 X Z  T 1XzAi, soit ξ1 X Z  T 1XzAi et ξ2 X Z  Ai.
D’apre`s un the´ore`me de Rokhlin (voir [Roh52, Section §3]), a` une partition µ-mesurable ξ de
T 1X on peut associer un syste`me canonique de mesures conditionnelles porte´es par les atomes de
la partition.
The´ore`me 3.6 (Rokhlin). Soit µ une mesure bore´lienne de probabilite´ sur T 1X et ξ une partition
µ-mesurable de T 1X. Alors il existe une collection tµξpvquvPT 1X de mesures telle que pour µ-presque
tout v P T 1X, on a que
(1) la mesure µξpvq est une mesure de probabilite´ sur l’atome ξpvq,
(2) pour tout ensemble B P B, l’application v ÞÑ µξpvqpB X ξpvqq est σpξq-mesurable, et
(3) la mesure µ se de´compose comme
µpBq 
»
µξpvqpB X ξpvqqdµpvq.
43
3.2. LA FORMULE DE PESIN
Le the´ore`me de Rokhlin ci-dessus est en quelque sorte une ge´ne´ralisation du the´ore`me de
de´composition ergodique. En effet, si I est la σ-alge`bre des ensembles invariants, alors elle in-
duit une partition ξI de T 1X, qui est en fait µ-mesurable. Ainsi, le syste`me canonique de me-
sures conditionnelles associe´ est exactement la famille de mesures conditionnelles ergodiques de la
de´composition.
Le the´ore`me de Rokhlin permet aussi de ge´ne´raliser la de´finition d’entropie pour des partitions
mesurables. Tout d’abord il faut parler de partitions de´croissantes. Une partition µ-mesurable est
dite de´croissante si pour tout t ¥ 0, la partition gtξ est plus fine que ξ.
De´finition 3.7 (Parry). L’entropie de pgtq relativement a` une partition µ-mesurable ξ de´croissante,
note´e hµpg, ξq, est de´finie par
hµpg, ξq 
»
Iµpg1ξ|ξqpvqdµpvq,
ou` Iµpg1ξ|ξqpvq   logµξpvqppg1ξqpvqq est la fonction information de g1ξ relativement a` la
partition ξ.
D’apre`s un the´ore`me de Parry [Par69, Theorem 5.14], le supremum des entropies des partitions
µ-mesurables de´croissantes co¨ıncide avec l’entropie mesure´e classique de µ. Ce fait permettra d’es-
timer l’entropie mesure´e en utilisant des partitions µ-mesurables de´croissantes. Par ailleurs, comme
les exposants de Lyapounov sont lie´s au feuilletage fortement instable (voir proposition 3.2), on
s’inte´resse a` une classe particulie`re de partitions dont chaque atome est contenu dans une varie´te´
fortement instable.
De´finition 3.8. Soit µ une mesure bore´lienne de probabilite´ sur T 1X et ξ une partition µ-
mesurable de T 1X. La partition ξ est dite subordonne´e au feuilletage instable si pour µ-presque
tout v P T 1X, on a
(1) l’atome ξpvq est contenu dans la feuille W supvq, et
(2) l’atome ξpvq contient un voisinage ouvert de v dans W supvq (pour la topologie de W supvq
comme sous-varie´te´).
Comme dans [Pes77], [Led84a], [LS82] et [LY85a, LY85b], nous nous inte´ressons aux mesures
qui sont absolument continues par rapport aux volumes Riemanniens. Pour tout v P T 1X on note
volW supvq le volume riemannien sur W
supvq de la me´trique induite par la restriction de la me´trique
de Sasaki a` W supvq.
De´finition 3.9. On dit qu’une mesure µ de T 1X a des mesures conditionnelles absolument conti-
nues sur les varie´te´s instables, si pour toute partition µ-mesurable ξ subordonne´e au feuilletage
instable, on a µξpvq ! volW supvq pour µ-presque tout v P T
1X.
Le the´ore`me principal de cette section est le suivant :
The´ore`me 3.10. Soit X une varie´te´ riemannienne comple`te de dimension au moins 2 et a` cour-
bures sectionnelles pince´es b2 ¤ K ¤ 1, avec b ¡ 1. Supposons les de´rive´es partielles des
courbures sectionnelles uniforme´ment borne´es. Soit µ une mesure bore´lienne de probabilite´ pgtq-
invariante sur T 1X. Alors µ a des mesures conditionnelles absolument continues sur les varie´te´s
instables, si et seulement si, on a
hµpgq 
»
χ dµ.
Pour montrer le the´ore`me 3.10 nous aurons besoin de deux re´sultats techniques fondamentaux.
Le premier est l’existence de partitions subordonne´es au feuilletage instable et le deuxie`me est un
calcul de l’entropie mesure´e.
Proposition 3.11. Soit X une varie´te´ riemannienne comple`te de dimension au moins 2 et a`
courbures sectionnelles pince´es b2 ¤ K ¤ 1, avec b ¡ 1. Supposons les de´rive´es partielles des
courbures sectionnelles uniforme´ment borne´es. Soit µ une mesure bore´lienne de probabilite´ pgtq-
invariante sur T 1X. Si µ est ergodique pour g  g1, alors il existe une partition µ-mesurable ξ de
T 1X telle que
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(1) la partition ξ est de´croissante,
(2) la partition

n¥0 gnξ est la partition de points,
(3) la partition ξ est subordonne´e au feuilletage fortement instable W su,
(4) pour µ-presque tout v, on a

nPZ gnξpgnvq W
supvq,
(5) pour tout bore´lien B  T 1X l’application
ψBpvq  volW supvqpξpvq XBq
est mesurable et µ-presque partout finie.
(6) pour µ-presque tout v P T 1X, si w,w1 P ξpvq alors le produit infini
∆pw,w1q 
±8
n0 J
supgnv, 1q±8
n0 J
supgnw, 1q
converge, et
(7) il existe des constantes C ¡ 0 et 0   α   1, tels que si w P ξpvq, alors
| log ∆pv, wq| ¤ Cpdpv, wqqα.
De´monstration. Pour montrer les points (1)-(4) nous utiliserons la meˆme construction faite dans
[OP04]. Pour les points (5)-(7) nous utiliserons une version modifie´e de [Led84a, Proposition 3.1].
Pour u P T 1X et r ¡ 0 on note Bsupu, rq (resp. Bsspu, rq) la boule de centre u et rayon r
sur la feuille W supuq (resp. W sspuq) pour la distance riemannienne dsu (resp. dss) induite par la
me´trique de Sasaki. On de´finit la cellule Cpu, rq comme e´tant
Cpu, rq 
¤
|s| r
gs
 ¤
vPBsspu,rq
Bsupv, rq
.
Remarquons que Cpu, rq est un voisinage ouvert de u dans T 1X. On munit cet ensemble d’un
syste`me de coordonne´es : Un point x P Cpu, rq est repre´sente´ par le triplet ps, v, wq, ou` x  gsw,
w P Bsupv, rq et v P Bsspu, rq.
Conside´rons donc la partition ξˆr de T
1X dont les atomes sont d’une part les intersections
W supvq X Cpu, rq et d’autre part le comple´ment T 1XzCpu, rq. Finalement on de´finit la partition ξr
de T 1X par ξr 
8
n0 gnξˆr.
La preuve de la proposition 3.11 consiste a` montrer que, a` partir d’un r0 petit, pour Lebesgue
presque tout r Ps0, r0r la partition ξr satisfait les 7 conditions cherche´es. Une dernie`re condition
importante pour la de´monstration est de supposer que u appartient au support de la mesure.
Cette condition entraˆıne en particulier que µpCpu, rqq ¡ 0 pour tout r ¡ 0. De plus, comme g est
µ-ergodique, le support de µ est contenu dans l’ensemble non-errant de g.
De´croissance et µ-mesurabilite´ de ξr. Par de´finition, on a gξr 
8
n1 g
nξˆr. Ainsi, la partition
gξr est moins fine que la partition ξr.
Par ailleurs, la partition ξˆr est µ-mesurable. En effet, le quotient Cpu, rq{ξˆr s’identifie a`
Bsspu, rqs  r, rr.
Ainsi, pour montrer la µ-mesurabilite´ il suffit de choisir une base de´nombrable de bore´liens forme´e
du comple´mentaire de Cpu, rq et des sature´s par ξˆr des ouverts d’une base de´nombrable de Bsspu, rqs
r, rr. La base de´nombrable pour la partition ξr sera donc de´finie par les ite´re´es positives par g de
la base de´nombrable pour ξˆr.
Proprie´te´ ge´ne´ratrice de ξr. Comme on avait de´ja` remarque´, puisque u appartient a` l’ensemble
non-errant, on a µpCpu, rqq ¡ 0. L’ergodicite´ de µ assure donc que pour µ-presque tout v P T 1X il
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existe une suite d’entiers pnkq strictement croissante telle que gnkv P Cpu, rq. Comme le diame`tre
des atomes de la partition ξˆr contenus dans Cpu, rq est uniforme´ment majore´, le diame`tre de l’atome
gnk ξˆrpgnkvq tend vers 0 lorsque k tend vers l’infini.
La partition ξr est subordonne´e au feuilletage instable. Comme u est dans l’ensemble non-
errant, pour µ-presque tout v P Cpu, rq il existe un entier n ¡ 0 tel que gnv P Cpu, rq. Ainsi
l’atome ξrpvq est inclus dans gnξˆrpgnvq, et a fortiori dans W
supvq.
Maintenant on veut montrer qu’on peut choisir r ¡ 0 de sorte que pour µ-presque tout v,
l’atome ξrpvq soit un voisinage de v sur la feuille W
supvq. Soit pi : T 1X Ñ X la projection
canonique. Comme pgtq est un flot uniforme´ment hyperbolique, il existe un re´el A ¡ 0 tel que si
un vecteur w PW supvq ve´rifie dsupv, wq   rinjppipvqq, alors pour tout temps positif t ¥ 0, on aura
dsupgtv, gtwq ¤ Ae
tdsupv, wq. Conside´rons la fonction β : Cpu, rq Ñ R  de´finie par
βpvq  inf
n¥0
"
en
2A
dsupgnv, BCpu, rqq, r
2A
, rinjppipvqq
*
.
Lemme 3.12.
(1) Si w P W supvq ve´rifie dsupv, wq   βpvq, alors pour tout entier n ¥ 0, on a ξˆrpgnvq 
ξˆrpgnwq.
(2) On peut choisir 0   r   rinjppipuqq{4 de sorte que pour µ-presque tout v, on ait βpvq ¡ 0.
Admettons pour le moment le lemme ci-dessus. On choisit donc r ¡ 0 de sorte que p2q soit
ve´rifie´. D’apre`s p1q on obtient que pour µ-presque tout v, la boule Bsupv, βpvqq est contenue dans
ξrpvq. Il s’ensuit donc que la partition ξr est subordonne´e au feuilletage instable.
De´monstration du lemme 3.12. Soit w PW supvq tel que dsupv, wq   βpvq et 0   r0   rinjppipuqq{4.
Prenons 0   r   r0. Par de´finition de βpvq, on a d
supgnv, gnwq ¤ Ae
αndsupv, wq. Ainsi
dsupgnv, gnwq ¤
1
2d
supgnv, BCpu, rqq et dsupgnv, gnwq ¤ r{2. La premie`re ine´galite´ nous dit
qu’on ne peut pas avoir simultane´ment gnv P Cpu, rq et gnw P T 1XzCpu, rq ; la seconde que si
gnv et gnw appartiennent a` Cpu, rq, alors ξˆpgnvq  ξˆpgnwq.
On de´finit sur Cpu, r0q la fonction h : x ÞÑ supt|s|, dsspw, vq, dsupu, vqu ou` x  ps, v, wq sont
les coordonne´es de x dans Cpu, rq. Comme les feuilletages stable et instable sont Ho¨lder-re´guliers
(voir [PPS12, The´ore`me 7.3]), la fonction h est Ho¨lder sur Cpu, r0q. Prolongeons h en une fonction
Ho¨lder sur T 1X en la de´finissant e´gale a` r0 dans le comple´mentaire de Cpu, r0q. Le lemme classique
suivant nous sera utile par la suite (voir [LS82, Proposition 3.2]).
Lemme 3.13. Soit ν une mesure de probabilite´ supporte´e sur un intervalle s0, r0r R  et a Ps0, 1r.
Alors la mesure de Lebesgue de l’ensemble tr Ps0, r0r:
°8
k0 νrr  a
k, r   aks   8u est e´gale a` r0.
Appliquons le lemme 3.13 a` la mesure image de µ par l’application h. L’invariance de µ par g
entraˆıne que l’ensemble des r Ps0, r0r tels que
8¸
k0
µptv P T 1X : |hpgkvq  r| ¤ akuq   8
est de mesure de Lebesgue pleine. Or, puisque h est Ho¨lder, il existe des constantes A1 ¡ 0 et
κ Ps0, 1r telles que si dpw, BCpu, vqq ¤ τ alors on a |hpwq  r| ¤ A1τκ. Soit K l’ensemble des
r Ps0, r0r tels que
8¸
k0
µ
"
v P T 1X : dpw, BCpu, vqq ¤ 1
A11{κ
ekα
*

  8.
L’ensemble K satisfait alors LebpKq  1. Si l’on choisit r P K tel que µp

k gkBCpu, rqq  0, on
conclut (3).
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Preuve de la proprie´te´ (4). On a de´ja` montre´ que pour µ-presque tout v, on a gnξrpgnvq 
W supvq. Soit donc w PW supvq. Il s’ensuit que
lim
nÑ8
dsupgnv, gnwq  0.
Puisque µ est pgtq-invariante, on a
lim
nÑ8
1
n
n¸
i0
βpgivq ¡ 0, µ-presque partout.
Ainsi, pour n suffisamment grand, on a βpgnvq ¡ d
supgnv, gnwq. Cela entraˆıne que gnw P
ξrpgnvq. En particulier, pour tout w PW
supvq il existe n tel que w P gnξrpgnvq.
Preuve de la proprie´te´ (5). D’apre`s la re´gularite´ des feuilletages stable et instable, pour tout
bore´lien B P B, la fonction
v Ñ volW supvqpξˆrpvq XBq
est mesurable et finie sur l’ensemble Cpu, rq, mais pas ne´cessairement sur son comple´mentaire. On
de´finit donc
ψB,npvq  volW supvq

n1ª
i0
giξˆr

pvq XB

.
Cette fonction est mesurable et finie sur l’ensemble
n1
i0 giCpu, rq. De plus ψB,n ¥ ψB,n 1, donc
volW supvqpξrpvq XBq  lim
nÑ8
ψB,npvq
est mesurable et finie pour µ-presque tout vecteur v P T 1X.
Preuve des proprie´te´s (6) et (7). De´finissons ∆kpw,w
1q comme e´tant
∆kpw,w
1q 
±k1
i0 J
supgiv, 1q±k1
i0 J
supgiw, 1q
.
Rappelons que le potentiel ge´ome´trique F su est Ho¨lder, ainsi il existe des constantes C 1 ¡ 0 et
0   α   1 tels que
log ∆kpw,w
1q  |log Jsupgkw, kq  log J
supgkw, kq|
¤
» k
0
F supgtwq  F supgtw1q dt
¤ C 1
» k
0
dpgtw, gtw
1qαdt
D’apre`s des the´ore`mes de Comparaison classiques (voir par exemple [CE75]), on a
∆kpw,w
1q ¤ C 1dpw,w1qα
» k
0
eαtdt
¤ Cdpw,w1qαp1 ekαq,
ou` C  1{αC 1. En particulier, en faisant tendre k vers l’infini, on obtient
lim sup
kÑ8
|∆kpw,w
1q| ¤ Cdpw,w1qα. (3.3)
Par ailleurs, l’hyperbolicite´ du flot entraˆıne que pour tout w,w1 P ξpvq, on a
lim
tÑ8
|∆kpgtw, gtw
1q|  0.
Ainsi, ∆kpw,w
1q converge, ce qui montre (6). L’e´quation (3.3) est une reformulation de (7).
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Les partitions subordonne´es au feuilletage instable contiennent la complexite´ du flot ge´ode´sique.
En effet, elles maximisent l’entropie mesure´e.
Proposition 3.14. Soit X une varie´te´ riemannienne comple`te de dimension au moins 2 et a`
courbures sectionnelles pince´es b2 ¤ K ¤ 1, avec b ¡ 1. Supposons les de´rive´es partielles des
courbures sectionnelles uniforme´ment borne´es. Soit µ une mesure bore´lienne de probabilite´ pgtq-
invariante sur T 1X. Supposons que µ est ergodique pour g  g1. Si ξ est une partition comme dans
la proposition 3.11, alors hµpgq  hµpg, ξq.
La de´monstration de cette proposition de´coule de plusieurs lemmes techniques. Tout d’abord on
va utiliser une partition finie qui nous servira pour de´crire un peu mieux les proprie´te´s dynamiques
d’une partition ξ comme dans la proposition 3.11. Rappelons que pour tout v P T 1X, la feuille
faiblement instable en v, note´e Wupvq, est de´finie comme e´tant l’ensemble de vecteurs w P T 1X
tels qu’il existe un temps s P R pour lequel gspwq PW supvq.
Lemme 3.15. Il existe une partition finie pP de T 1X telle que la partition P 8n0 gn pP posse`de
les proprie´te´s suivantes :
(1) pour µ-presque tout v P T 1X, l’atome Ppvq est contenu dans la feuille faiblement instable
Wupvq,
(2) pour µ-presque tout v, et pour tout w P Ppvq, on a W supwq X P  ξpwq X Ppvq.
De plus, on peut choisir la partition finie pP de sorte que hµpg,Pq soit arbitrairement proche de
hµpgq.
De´monstration. Soit Cpu, rq l’ensemble utilise´ dans la construction de la partition ξ dans la proposi-
tion 3.11. On de´finit maintenant la partition pP comme e´tant la partition finie en deux atomes ; d’une
part l’ensemble Cpu, rq et d’autre part son comple´mentaire dans T 1X. La partition P 8n0 gn pP
est mesurable. Par ergodicite´ de µ, pour µ-presque tout v P T 1X il existe une suite pnkqk ten-
dant vers l’infini, telle que gnkv P Cpu, rq. Observons maintenant qu’il existe r1 tel que pour tout
u1 P Cpu, rq, on a Cpu, rq  Cpu1, r1q. En particulier, pour tout k ¥ 0 on obtient
Cpu, rq  Cpgnkv, r1q.
Soit u P T 1X. Pour r0, r
, r  ¡ 0 on de´finit l’ensemble Cpu, r0, r, r q comme e´tant
Cpu, r0, r, r q 
¤
|s| r0
gs
 ¤
vPBsspu,rq
Bsupv, r q
.
L’ensemble Cpu, r0, r, r q est un voisinage de u. Puisque les courbures sectionnelles K de X
sont pince´es, avec b2 ¤ K ¤ 1, on obtient des the´ore`mes de Comparaison que
Cpgtu, r0, ebtr, etr q  gtpCpu, r0, r, r qq  Cpgtu, r0, etr, ebtr q.
Il s’ensuit que gnkpCpgnkv, r1qq  Cpv, r1, enkτr1, ebnkτr1q. En particulier, pour tout k ¥ 0 l’atome
Ppvq est inclus dans Cpv, r1, enkτr1, ebnkτr1q. Comme l’intersection£
k
Cpv, r1, enkτr1, ebnkτr1q
est un sous-ensemble de la varie´te´ faiblement instable Wupvq, on a bien Ppvq  Wupvq pour µ-
presque tout v P T 1X.
D’apre`s la construction de ξ, pour µ-presque tout v, et pour tout w P Ppvq, on a ξpwq  ξpwq X
Ppvq Wupwq X Ppvq.
Pour conclure la preuve du lemme, conside´rons Q une partition finie d’entropie proche de hµpgq.
Alors la partition pP 1 de´finie par pP 1  pP _ Q est finie, son entropie est proche de hµpgq et P 1 8
n0 gn
pP 1 ve´rifie p1q et p2q.
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Dans la suite on va montrer d’une part que l’entropie de g relativement a` ξ est finie et, d’autre
part, que pour toute autre partition finie Q, on a hµpg, ξq ¥ hµpg,Qq. Pour la dernie`re affirmation
il suffit de conside´rer les partitions pP du lemme 3.15 car Q_ pP est aussi une partition comme dans
ce lemme et hµpg,Q_ pPq ¥ hmpg,Qq.
Conside´rons donc une partition pP comme dans le lemme 3.15 et soit η  ξ _ P.
Lemme 3.16. On a hµpg, ηq  hµpg, ξq.
De´monstration. La preuve de ce lemme est la meˆme a` celle de [LY85a, Lemma 3.1.2]. On rappelle
que η et ξ sont des partitions de´croissantes et ge´ne´ratrices. Par ailleurs, pour tout n ¥ 1, l’invariance
de µ entraˆıne
hµpg, ξ _ Pq  hµpg, ξ _ gnPq,
donc
hµpg, ηq  hµpg, ξ _ Pq  hµpg, ξ _ gnPq
 Hµpξ _ gnP|gξ _ gn 1Pq
 Hµpξ|gξ _ gn 1Pq  HµpP|gP _ gnξq
Si n tend vers l’infini, alors le terme HµpP|gP_gnξq tend vers 0 car la suite de partitions pgnξqn
est ge´ne´ratrice. Nous affirmons que Hµpξ|gξ _ gn 1Pq tend vers Hµpξ|gξq. En effet, comme la
partition gξ_gn 1P est plus fine que la partition gξ, on conclut que Hµpξ|gξq ¥ Hµpξ|gξ_gn 1Pq
pour tout n ¥ 1. Soit Dn l’ensemble de´fini par Dn  tv : pgξqpvq  pgnPqpvqu. Puisque pour µ-
presque tout v le diame`tre de ξ est fini et diamppgnξqpvqq tend vers 0 lorsque n tend vers l’infini,
on a µpDnq Ñ 1 lorsque n Ñ 8. Ainsi, pour n suffisamment grand, l’ensemble Dn est de mesure
arbitrairement proche de 1. En particulier, sur Dn, on a gξ _ gn 1P  gξ. Il s’ensuit que
Hµpξ|gξq ¤ lim
nÑ8
Hµpξ|gξ _ gn 1Pq.
Nous allons maintenant de´crire un peu plus les atomes de P. Si v P T 1X, la partition η induit
une partition de Ppvq puisque η est plus fine que P. On note cette partition η|Ppvq, dont les
atomes sont ηpwq pour w P Ppvq. D’apre`s la proprie´te´ p2q du lemme 3.15, pour µ-presque tout v
la partition η|Ppvq est la partition en feuilles instables. Soient w,w1 P Ppvq. On met une distance
dT entre les atomes ηpwq et ηpw
1q, appele´e distance transverse. Posons
dT pηpwq, ηpw
1qq  |Bvpp˜ipw˜q, p˜ipw˜
1qq|.
Ici w˜ et w˜1 sont des releve´s de w et w1 dans le meˆme domaine fondamental de T 1 rX, le point v P B rX
est le bout ne´gatif a` l’infini de w˜, c’est-a`-dire v  w  w , p˜i : T 1 rX Ñ rX est la projection
naturelle d’un vecteur sur rX, et B de´signe la fonction de Busemann 1 (voir figure ci-dessous).
Distance transverse dT pηpwq, ηpw
1qq.

w 

w1 

v
w˜

w˜1
1. voir De´finition A.1 pour trouver une de´finition de la fonction de Busemann
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En d’autres termes, on a identifie´ l’espace des atomes de la partition η|Ppvq avec un intervalle
Iv de R en associant l’atome ηpwq avec le temps t P R tel que W supvq X gtw  H. Dans cette
identification la distance dT correspond a` la distance euclidienne sur R. De plus, l’application g
induit une isome´trie de pη|Ppvq, dT q dans pη|Ppgvq, dT q.
De´montrons maintenant la proposition 3.14. Insistons sur le fait que cette preuve est une
adaptation de [LY85a] faite dans [OP04].
De´monstration de la proposition 3.14. Cette preuve est constitue´e de deux parties. Dans la premie`re
on montre la finitude de l’entropie ge´ne´ralise´e par rapport a` ξ, dans la deuxie`me que ξ maximise
l’entropie.
E´tape I : Finitude. Rappelons que l’entropie hµpg, ξq satisfait hµpg, ξq  hµpg, ηq  Hµpg
1η|ηq
d’apre`s le lemme 3.16. Ainsi, il suffit de montrer le lemme ci-dessous.
Lemme 3.17. L’entropie Hµpg
1η|ηq est finie.
De´monstration. Par de´finition, on a
Hµpg
1η|ηq  
»
logµηpvqppg1ηqpvqqdµpvq,
qui d’apre`s le choix de la partition ξ vaut aussi

»
logµηpvqppg
1Pqpvqqdµpvq.
De´finissons une fonction mesurable sur T 1X en posant τpvq  µηpvqppg
1Pqpvqq. On veut montrer
que la fonction  log τ est µ-inte´grable. Pour µ-presque tout v la fonction τ induit une fonction sur
l’espace des atomes de η|Ppvq (qu’on note aussi τ), c’est-a`-dire sur l’intervalle Iv. Cet intervalle
porte la mesure image de la mesure µPpvq, que nous noterons encore µPpvq. Soit Ipw, δq l’intervalle
de centre ηpwq de rayon δ pour la distance transverse. Cet intervalle s’identifie a` un sous-intervalle
de Iv qu’on notera aussi Ipw, δq. On de´finit la fonction τδ par
τδpwq 
1
µPpvqpIpw, δqq
»
Ipw,δq
τdµPpvq,
et la fonction ! maximale " τpwq  infδ¡0 τδpwq.
Le the´ore`me de de´rivation de Lebesgue sur un intervalle entraˆıne que limδÑ0 τδpwq  τpwq pour
µPpvq-presque tout w P Iv. Applique´ a` chaque atome, on de´duit que τδpvq Ñ τpvq, pour µ-presque
tout v.
On sait que la partition P est d’entropie finie, donc pour µ-presque tout v la partition g1P|Ppvq
est d’entropie finie. La proposition ci-dessous est due a` Ledrappier-Young [LY85a, Page 525].
Proposition 3.18. Il existe une constante universelle c ¡ 0, telle que

»
Ppvq
log τdµPpvq ¤ HµPpvqpg
1Pq   c. (3.4)
De´monstration. Par de´finition, on a

»
Ppvq
log τdµPpvq 
» 8
0
µPpvqpt log τ ¡ suqds

» 8
0
¸
APg1P
µPpvqpAX tτ   esuqds.
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Observons que
µPpvqpAX tτ   esuq ¤ µPpvqpAq.
Par ailleurs,
µPpvqpAX tτ   esuq 
»
tτ esu
1AdµPpvq
¤
»
tτ esu
µηpzqpAX g
1PpzqqdµPpvqpzq
¤ cp1qes,
ou` cp1q est la constante du lemme de recouvrement de Besicovitch en dimension 1. En particulier,

»
Ppvq
log τdµPpvq ¤
» 8
0
¸
APg1P
mintcp1qes, µPpvqpAquds.
Remarquons maintenant que cp1qes ¤ µPpvqpAq pour tout s ¥ log cp1q  logµPpvqpAq. Ainsi, en
posant c  log cp1q   1, on conclut que

»
Ppvq
log τdµPpvq ¤ HµPpvqpg
1Pq   c.
Puisque τ ¥ τ, si l’on inte`gre par rapport a` µ les expressions dans (3.4), on obtient

»
log τdµ ¤ 
»
log τdµ ¤ Hµpg
1P|Pq   c.
Comme Hµpg
1η|ηq  
³
log τdµ et l’entropie de P est finie, on conclut que l’entropie Hµpg1η|ηq
est finie.
E´tape II : Majoration. Montrons maintenant que hµpg, ηq ¥ hµpg,Pq. Il est tre`s important de
remarquer que l’ine´galite´ hµpg,Qq ¤ hµpg,Q1q, ou` Q ¨ Q1, est vraie pour des partitions Q et Q1
d’entropies HµpQq et HµpQ1q finies. Comme les partitions η et P ne sont pas a priori de´nombrables,
on doit raisonner d’une autre manie`re. Nous utiliserons le re´sultat suivant :
Lemme 3.19. Soit c Ps0, 1r. Pour µ-presque tout v on a
lim inf
nÑ8

1
n
logµPpvqpIpv, ecnqq ¥ p1 cqphµpg,Pq  hµpg, ηq  cq.
De´monstration. Notons p la partie entie`re de np1 cq ; fixons δ ¡ 0. On a
µPpvqpIpv, δqq ¤
p1¹
k0
µPpgkvqpIpgkv, δqq
µPpgk 1vqpIpgk 1v, δqq
.
D’apre`s la g-invariance de µ, l’unicite´ des mesures conditionnelles pour P et la de´croissance de
P, on a pour µ-presque tout w et tout ensemble mesurable A  Ppgwq, l’e´galite´
µPpgwqpAq 
µPpwqpg1Aq
µPpwqpg1Ppwqq
. (3.5)
Appliquons (3.5) aux points gkv et aux bore´liens Ipgkv, δq pour k  0, 1, ..., p 1. On obtient ainsi
1
n
logµPpvqpIpv, δqq ¤ Inpv, δq   Jnpvq
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ou`
Inpv, δq  
1
n
p1¸
k0
log
µPpgkvqpg1Ipgk 1v, δqq
µPpgkvqpIpgkv, δqq
et
Jnpvq 
1
n
p1¸
k0
logµPpgkvqppg
1Pqpgkvqq.
D’apre`s le the´ore`me ergodique de Birkhoff, pour µ-presque tout v, on a
Jnpvq Ñ p1 cqHµpg
1P|Pq  p1 cqhµpg,Pq.
Par ailleurs, g1Ipgk 1v, δq  Ipgkv, δq X g1Ppgkvq, donc
Inpv, δq  
1
n
p1¸
k0
log zδpg
kvq.
Comme τδpvq Ñ τpvq pour µ-presque tout v, il existe une fonction mesurable v Ñ δpvq telle que
 log τδpvq ¤  log τpvq c{2 pour 0   δ   δpvq. On vient de montrer que  log τ est µ-inte´grable,
on de´duit donc que pour une certaine constante δc ¡ 0, on a
³
tv:δpvq δcu
 log τdµ ¤ c{2. Posons
Ac  tv P T
1X : δpvq ¡ δcu. Pour tout entier n ve´rifiant e
cn ¤ δc, on a
Inpv, e
cnq 
1
n

 ¸
gkvPAc
log
µPpgkvqpg
1Ipgk 1v, ecnqq
µPpgkvqpIpgkv, ecnqq
 
¸
gkvRAc
log
µPpgkvqpg
1Ipgk 1v, ecnqq
µPpgkvqpIpgkv, ecnqq


¤
1
n
¸
gkvPAc
p log τpgkvq   c{2q 
1
n
¸
gkvRAc
log τpg
kvq.
D’apre`s le the´ore`me ergodique de Birkhoff, µ-presque tout v ve´rifie
lim sup
nÑ8
Inpv, e
cnq ¤ p1 cq


»
log τdµ  c{2 
»
T 1XzAc
 log τdµ

¤ p1 cq
»
 log τdµ  c


 p1 cqphµpg, ηq   cq.
Finalement, on conclut que
lim inf
1
n
 logµPpvqpIpv, ecnqq ¥ p1 cqhµpg,Pq  p1 cqphµpg, ηq   cq
 p1 cqphµpg,Pq  hµpg, ηq  cq.
Pour montrer que hµpg, ηq ¥ hµpg,Pq il nous manque un dernier lemme technique classique qui
de´coule du lemme de recouvrement de Besicovitch.
Lemme 3.20. Soit ν une mesure de Radon sur un intervalle Ipx, εq  R. Alors, pour ν-presque
tout x P I, on a
lim sup
εÑ0
log νpIpx, εqq
log ε
¤ 1.
On applique le lemme pre´ce´dent a` la mesure µPpvq sur l’intervalle Iv. On conclut ainsi que pour
µ-presque tout v P T 1X on a,
lim inf
nÑ8

1
n
logµPpvqpIpv, ecnqq ¤ c.
L’ine´galite´ hµpg, ηq ¥ hµpg,Pq s’obtient en faisant tendre c vers 0 dans l’ine´galite´ du lemme 3.19.
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De´montrons maintenant le the´ore`me 3.10. Comme dans la de´monstration du the´ore`me 3.4, on
ne perd rien a` supposer que µ est une mesure ergodique pour le flot et pour le temps unite´ g  g1.
De´monstration du the´ore`me 3.10. Montrons d’abord que si µ a des mesures conditionnelles abso-
lument continues sur les varie´te´s instables, alors on a e´galite´ dans l’ine´galite´ de Ruelle. Comme ξ
est une partition de´croissante, cela est e´quivalent a` montrer que
Hµpg
1ξ|ξq 
»
log Jsupv, 1qdµpvq.
De´finissons une nouvelle mesure bore´lienne ν sur T 1X en posant pour tout bore´lien B P B
νpBq 
»
volW supwqpξpwq XBqdµpwq, (3.6)
D’apre`s la condition p5q de la proposition 3.11, la mesure ν est σ-finie. On rappelle qu’on a
µpBq 
»
µξpwqpξpwq XBqdµpwq, (3.7)
donc µ ! ν car µξpvq est absolument continue par rapport a` volW supvq. Soit κ la de´rive´e de Radon-
Nikodym dµ{dν.
Proposition 3.21. Pour µ-presque tout v P T 1X on a
κ 
dµξpvq
dvolW supvq
volW supvq-presque partout sur ξpvq.
De´monstration. Soit A P σpξq la σ-alge`bre engendre´e par la partition ξ, et soit B P B. Comme»
AXB
κdν 
»
AXB
dµ,
il de´coule de (3.6) et (3.7) que»
A
»
BXξpyq
κpwqdvolW supvqpwq

dµpvq 
»
AXB
κdν

»
AXB
dµ (3.8)

»
A
µξpvqpBqdµpvq.
L’espace mesure´ pT 1X,B, µq est se´parable comme un espace de Lebesgue. En particulier, on peut
trouver une collection pBjqj¥1  B de sous-ensembles denses dans B par rapport a` la me´trique
dpC,Dq  µpCzDq   µpDzCq. Fixons j ¥ 1 et appliquons (3.8) pour A P σpξq arbitraire et
B  Bj P B. Puisque A est arbitraire on de´duit l’existence d’un ensemble mesurable Zj dans B,
de mesure pleine, tel que pour tout v P Zj on a»
BjXξpvq
κpwqdvolW supvqpwq  µξpvqpBjq,
ce qui conclut la preuve.
Maintenant calculons l’entropie. L’information de g1ξ conditionnelle a` ξ satisfait
Iµpg
1ξ|ξqpvq   logµξpvqppg
1ξqpvqq
  log
»
pg1ξqpvq
κpwqdvolW supvqpwq.
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Par ailleurs, graˆce au the´ore`me de changement de variables, on de´duit»
pg1ξqpvq
κpwqdvolW supvqpwq 
»
g1pξpgvqq
κpwqdvolW supvqpwq

»
ξpgvq
κpg1wq
1
Jsupg1w, 1q
dvolW supgvqpwq
Proposition 3.22. L’application
Lpwq 
κpwqJsupg1w, 1q
κpg1wq
est ξ-mesurable.
De´monstration. Soit ψ la fonction σpξq-mesurable de´finie par
ψpvq  µξpvqppg
1ξqpvqq.
Comme la partition ξ est de´croissante, pour tout bore´lien B P B, on a d’une part
µpg1ξqpvqpBq 
µξpvqpB X pg
1ξqpvqq
µξpvqppg1ξqpvqq

1
ψpvq
»
BXpg1ξqpvqq
κpwqdvolW supvqpwq. (3.9)
D’autre part, d’apre`s l’invariance de µ, on de´duit
µpg1ξqpvqpBq  µξpgvqpgBq. (3.10)
En utilisant les e´galite´s (3.9) et (3.10), pour tout bore´lien B P B, on a
1
ψpvq
»
BXpg1ξqpvqq
κpwqdvolW supvqpwq 
»
ξpgvqXgB
κpwqdvolW supgvqpwq

»
gppg1ξqpvqXBq
κpwqdvolW supgvqpwq

»
pg1ξqpvqXB
κpgwqJsupw, 1qdvolW supvqpwq.
Ainsi, pour µ-presque tout v P T 1X on a
1
ψpvq
κpwq  κpgwqJsupw, 1q
pour volW supvq-presque tout w P pg
1ξqpvq. Il s’ensuit que la fonction Lg  1ψ est g
1ξ-mesurable,
ce qui finalise la preuve.
La proposition ci-dessus nous dit que l’application L est µ-presque partout constante sur les
atomes de la partition ξ. En particulier, pour µ-presque tout v, et pour tout w P ξpgvq, on a
Lpwq  Lpgvq. Cela nous donne
»
ξpgvq
κpwq
Lpwq
dvolW supgvqpwq 
1
Lpgvq
»
ξpgvq
κpwqdvolW supgvqpwq

1
Lpgvq
.
Finalement, le terme Iµpg
1ξ|ξq est e´gal a`
Iµpg
1ξ|ξqpvq  log Jsupv, 1q   log
κpgvq
κpvq
.
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Remarquons que l’information est une fonction positive et que log Jsupv, 1q est µ-inte´grable.
Cela entraˆıne que
log
κpgvq
κpvq
P L1pµq.
L’entropie Hµpg
1ξ|ξq est l’inte´grale de la fonction information par rapport a` la mesure µ. On
s’inte´resse au calcul de la valeur »
Iµpg
1ξ|ξqdµ.
Lemme 3.23. Soit T une transformation d’un espace de probabilite´ pX,µq et soit H : X Ñ R une
fonction µ-mesurable. Supposons que µ est ergodique pour T et que le cobord h  H T H a une
partie ne´gative µ-inte´grable. Alors h est inte´grable et
³
hdµ  0.
De´monstration. Par hypothe`se h est inte´grable, donc, d’apre`s le the´ore`me ergodique de Birkhoff
pour µ-presque tout x P X on a
lim
nÑ8
1
n
n1¸
i0
h  T ipxq 
»
hdµ.
Si h  n’est pas inte´grable, alors encore d’apre`s le the´ore`me ergodique on a
lim
nÑ8
1
n
n1¸
i0
h   T ipxq   8
pour µ-presque tout x P X. En particulier, pour µ-presque tout x P X les moyennes ergodiques de
h convergent vers l’infini, c’est-a`-dire que pour µ-presque tout x P X, on a
lim
nÑ8
1
n
pH  Tnpxq Hpxqq  8.
Par ailleurs, on sait que H est a` valeurs finies sur un ensemble de mesure pleine, donc 1nH
converge vers 0 en probabilite´. Puisque la mesure µ est T -invariante on de´duit le meˆme pour
1
nH  T
n. On est arrive´ a` une contradiction. Donc h est inte´grable. Les moyennes ergodiques de
la fonction h convergent vers
³
hdµ, et comme on vient de montrer, ces sommes tendent vers 0 en
probabilite´. Il s’ensuit donc que
³
hdµ  0.
Le lemme 3.23 ci-dessus implique que
³
log κpgvqκpvq dµ  0. En particulier, on a
Hµpg
1ξ|ξq 
»
log Jsupv, 1qdµpvq.
ce qui conclut la premie`re partie de la preuve du the´ore`me 3.10.
Maintenant on doit montrer que si hµpgq 
³
χ dµ, alors la mesure µ a des mesures condition-
nelles absolument continues sur les varie´te´s instables. D’apre`s la proposition 3.14, on doit montrer
de manie`re e´quivalente que
Hµpξ|gξq  χ
  
»
Jsupv, 1qdµpvq ñ µξpvq ! volW supvq.
Soit v P T 1X. D’apre`s (6) et (7) de la proposition 3.11, on sait que l’application w ÞÑ log ∆pv, wq
est ho¨lderienne sur ξpvq. En particulier, elle est uniforme´ment borne´e et borne´e loin de 0 sur ξpvq.
Posons
Lpvq 
»
ξpvq
∆pv, wqdvolW supvqpwq.
Lemme 3.24. L’application L satisfait 0   Lpvq   8 pour µ-presque tout v P T 1X.
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De´monstration. D’apre`s (6) de la proposition 3.11, le produit ∆pv, wq converge, et d’apre`s (3) on
sait que volW supvqpξpvqq ¡ 0. Il s’ensuit donc que Lpvq ¡ 0 pour µ-presque tout v P T
1X. D’autre
part, graˆce a` (7), pour tout v P C on a
Lpvq ¤ eCD
α
Dd
ou` D de´signe le diame`tre de C et C est la constante qui apparaˆıt dans p7q. Si v n’appartient pas a`
C, alors il existe k tel que gkv P C. En particulier, on a
ξpvq  gkppgkξqpgkvqq  gkξpgkvq
et
Lpvq 
»
ξpvq
∆pv, wqdvolW supvqpwq
¤
k¹
n1
Jsupgnv, 1q
»
gkξpgkvq
∆pgkv, gkwq
1±k
n1 J
supgnw, 1q
dvolW supvqpwq

k¹
n1
Jsupgnv, 1qLpgkvq   8.
Posons κpwq  ∆pv, wq{Lpvq sur ξpvq. La fonction κ de´finit une mesure ν sur T 1X en posant
νξpvq  κdvolW supvq et ν  µ sur σpξq.
Lemme 3.25.
³
 log νξpvqppg
1ξqpvqqdµpvq 
³
Jsupv, 1qdµpvq.
De´monstration. De´finissons qpvq  νξpvqpg
1ξqpvq. Alors
qpvq 
1
Lpvq
»
pg1ξqpvq
∆pv, wqdvolW supvqpwq 
Lpgvq
Lpvq
1
Jsupv, 1q
.
Comme L est une fonction mesurable, strictement positive et finie, telle que»
log 
Lpgvq
Lpvq
dµpvq ¤
»
log  Jsupv, 1qdµpvq   8
on conclut d’apre`s le lemme 3.23 que log q est µ-inte´grable et»
log qpvqdµpvq  
»
log Jsupv, 1qdµpvq.
Par de´finition de ν, on sait que ν  µ sur la σ-alge`bre σpξq. On va montrer en utilisant un
argument de re´currence que, pour tout n ¥ 0, on a ν  µ sur σpgnξq.
Lemme 3.26. L’e´galite´
³
log Jsupv, 1qdµpvq  Hµpξ|gξq implique ν  µ sur σpg
nξq.
De´monstration. Pour µ-presque tout v, la partition induite par pg1ξq sur ξpvq est de´nombrable.
Pour w P ξpvq on de´finit
%pwq 
dν
dµ

g1ξ
pwq :
νξpwqppg
1ξqpwqq
µξpwqppg1ξqpwqq
.
Remarquons que % est bien de´finie µ-presque partout. D’apre`s la convexite´ du logarithme on obtient»
log %dµ ¤ log
»
%dµ  0
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avec »
log %dµ  0 si et seulement si %  1 µ p.p.
Graˆce au lemme 3.25 et a` l’e´galite´ Hµpξ|gξq  χ
 , on a

»
log νξpvqppg
1ξqpvqqdµ 
»
log Jsupv, 1qdµ
 Hµpξ|gξq  Hµpg
1ξ|ξq
 
»
logµξpvqppg
1ξqpvqqdµ,
et donc
³
log %dµ  0. Il s’ensuit que %  1 µ-presque partout.
Le lemme 3.26 ci-dessus e´tant vrai pour n’importe quelle partition ξ entraˆıne que ν  µ sur la
σ-alge`bre σpgnξq, pour tout n ¥ 0. Or la partition ξ est ge´ne´ratrice, donc ν  µ. Cela conclut la
de´monstration du the´ore`me 3.10.
3.3 Conse´quences
Dans cette dernie`re section nous nous concentrons sur quelques conse´quences du the´ore`me 3.4.
L’objet fondamental a` e´tudier sera la pression topologique du flot ge´ode´sique associe´e a` un potentiel
F : T 1X Ñ R. Il y a plusieurs manie`res e´quivalentes de la de´finir, donc nous utiliserons celle qui
nous convient.
De´finition 3.27. Soit F : T 1X Ñ R un potentiel continu. La pression topologique de pgtq pour
le potentiel F , note´e Ptoppg, F q, est de´finie par
Ptoppg, F q  sup
µ
Pµpg, F q,
ou` Pµpg, F q  hµpgq  
³
Fdµ et µ est une mesure de probabilite´ pgtq-invariante sur T
1X.
Observons que lorsque F  0, la pression topologique Ptoppg, F q correspond a` l’entropie topo-
logique. Ainsi, on peut penser ! de fac¸on intuitive " a` la pression topologique comme un nombre
re´el qui permet de mesurer la complexite´ d’un syste`me dynamique, en donnant diffe´rents poids
aux points de l’espace.
Un proble`me inte´ressant dans ce cadre est le suivant : E´tant donne´ un ! bon " potentiel, existe-
t-il une mesure qui maximise la pression topologique ?
De´finition 3.28. Soit F : T 1X Ñ R un potentiel continu. Une mesure de probabilite´ pgtq-
invariante m sur T 1X est une mesure d’e´quilibre pour le potentiel F , si
Ptoppg, F q  Pmpg, F q.
Le proble`me d’existence de mesures d’e´quilibre pour le flot ge´ode´sique a e´te´ e´tudie´ par Paulin,
Pollicott et Schapira dans [PPS12] en suivant les ide´es de J.-P. Otal et M. Peigne´ sur l’existence
de mesures qui maximisent l’entropie (voir [OP04]).
On rappelle qu’une mesure σ-finie m sur T 1X est une mesure de Gibbs pour un potentiel
F : T 1X Ñ R avec constante cpF q P R, si pour tout ensemble compact K  T 1X et tout r ¡ 0 il
existe une constante C  CpK, rq ¥ 1 telle que pour tout v P K et tout n ¥ 0 telle que gnv P K,
on a
C1 ¤
mpBnpv, rqq
exp
 ³n
0
pF pgtvq  cpF qqdt
 ¤ C.
Remarquons que cette de´finition est due a` Paulin-Pollicott-Schapira dans le cas non compact.
Le the´ore`me 3.29 ci-dessous re´sume certains re´sultats de [PPS12] sur l’existence de mesures de
Gibbs.
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The´ore`me 3.29 (Paulin-Pollicott-Schapira). Soit X une varie´te´ riemannienne comple`te de di-
mension au moins 2 et a` courbures sectionnelles pince´es b2 ¤ K ¤ 1, avec b ¡ 1. Supposons
les de´rive´es partielles des courbures sectionnelles uniforme´ment borne´es. Soit F : T 1X Ñ R un
potentiel Ho¨lder-continu et borne´. Alors
(1) Il existe des mesures de Gibbs pour F avec constante Ptoppg, F q,
(2) S’il existe une mesure de Gibbs finie mF pour F avec constante cpF q, alors la mesure m
F 
mF {}mF } est l’unique mesure d’e´quilibre pour F et cpF q  Ptoppg, F q.
Conside´rons maintenant le potentiel ge´ome´trique F su : T 1X Ñ R. La proposition 3.2 nous dit
que
³
F sudµ  
³
χ dµ pour toute mesure de probabilite´ pgtq-invariante. Ainsi, le the´ore`me 3.4
est e´quivalent au re´sultat suivant concernant la pression topologique de F su.
Corollaire 3.30. Soit X une varie´te´ riemannienne comple`te de dimension au moins 2 et a` cour-
bures sectionnelles pince´es b2 ¤ K ¤ 1, avec b ¡ 1. Supposons les de´rive´es partielles des cour-
bures sectionnelles uniforme´ment borne´es. Alors pour toute mesure de probabilite´ pgtq-invariante
µ sur T 1X, on a
Pµpg, F
suq ¤ 0.
Par ailleurs, le the´ore`me 3.1 nous dit que le potentiel ge´ome´trique est Ho¨lder-continu et borne´.
En particulier, graˆce au the´ore`me 3.29, il existe une mesure de Gibbs mF su pour le potentiel F
su
avec constante Ptoppg, F q.
Comme conse´quence du corollaire 3.30, nous pouvons enlever une hypothe`se dans le the´ore`me
7.2 de [PPS12]. On obtient ainsi :
Corollaire 3.31. Soit X une varie´te´ riemannienne comple`te de dimension au moins 2 et a` cour-
bures sectionnelles pince´es b2 ¤ K ¤ 1, avec b ¡ 1. Supposons les de´rive´es partielles des
courbures sectionnelles uniforme´ment borne´es. Si le flot ge´ode´sique est conservatif par rapport a` la
mesure de Liouville, alors la mesure de Liouville est proportionnelle a` mF su . De plus, on a
Ptoppg, F
suq  0.
Lorsque X est une varie´te´ de volume fini, le the´ore`me de recurrence de Poincare´ nous dit que
la mesure de Liouville est conservative. Le corollaire ci-dessous en de´coule.
Corollaire 3.32. Soit X une varie´te´ riemannienne comple`te de dimension au moins 2 et a` cour-
bures sectionnelles pince´es b2 ¤ K ¤ 1, avec b ¡ 1. Supposons les de´rive´es partielles des
courbures sectionnelles uniforme´ment borne´es. Si X est de volume fini, alors
mF
su

vol
volpT 1Xq
.
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Chapitre 4
Perte de masse
Dans ce dernier chapitre nous nous inte´ressons a` l’estimation de la masse d’un point d’accu-
mulation vague d’une suite de mesures de probabilite´ sur un espace topologique. Si l’espace est
compact, alors la masse d’un tel point d’accumulation est toujours e´gale a` 1. Par contre, lorsque
l’espace n’est plus compact, l’estimation de la masse devient un proble`me tre`s difficile a` aborder.
L’unique affirmation que nous pouvons assurer est que la masse d’un tel point d’accumulation
vague est dans l’intervalle r0, 1s. Dore´navant nous nous re´fe´rerons a` ce proble`me comme l’e´tude de
perte de masse.
Nous travaillerons particulie`rement dans le cadre des syste`mes dynamiques topologiques, d’ou`
nous prenons deux mode`les (dynamique symbolique et dynamique du flot ge´ode´sique), et les suites
de mesures a` conside´rer seront toutes de´finies par des mesures de probabilite´ invariantes.
Ce chapitre fait partie de l’article ! Entropy in the cusp and phase transitions for geodesic
flows " en collaboration avec Godofredo Iommi et Anibal Velozo. Quelques notations et de´mons-
trations ont e´te´ le´ge`rement modifie´es pour eˆtre cohe´rents avec le reste de cette the`se.
4.1 Perte de masse : dynamique symbolique
Nous avons vu dans la sous-section 2.2.1 certaines proprie´te´s dynamiques des flots de suspension.
Nous nous concentrerons maintenant dans le cas particulier d’un flot de suspension au-dessus d’un
de´calage de Markov de´nombrable.
4.1.1 Formalisme thermodynamique pour de´calages de Markov
SoitA un ensemble (alphabet) fini ou de´nombrable. Conside´rons une matriceA  pApa, bqqpa,bqPA2
a` coefficients dans l’ensemble t0, 1u. Le sous-de´calage de Markov pΣ A, σq associe´ a` la matrice A est
le couple pΣ A, σq, ou` Σ
 
A est l’espace base
Σ A  Σ
   tpxkqkPN : Apxk, xk 1q  1 pour tout k P Nu
et σ est l’application σ : Σ  Ñ Σ  de´finie par σppxkqkq  pxk 1qk. On munit Σ
  de la topologie
engendre´e par les cylindres
Ca0,...,an  tx P Σ
  : xk  ak pour k  0, ..., nu.
Remarquons que Σ  est compact si A est de cardinal fini. Si A est de´nombrable, de manie`re
ge´ne´rale Σ  n’est pas compact. Nous allons supposer toujours que pΣ , σq est topologiquement
me´langeant, c’est-a`-dire que pour tout couple d’ouverts A,B  Σ , il existe un entier N P N tel
que pour tout n ¥ N , on a AX σnpBq  H.
Pour e´tudier le formalisme thermodynamique d’un de´calage de Markov, on aura besoin de
travailler avec de ! bons " potentiels.
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De´finition 4.1. Une fonction ϕ : Σ  Ñ R est dite a` variation borne´e si
8¸
n1
Vnpϕq   8,
ou` Vnpϕq : supt|ϕpxq  ϕpyq| : x, y P Σ
 , xk  yk pour k  1, ..., nu.
De´finition 4.2. Une fonction ϕ : Σ  Ñ R est dite localement Ho¨lder s’il existe θ Ps0, 1r et une
constante C ¡ 0 tels que pour tout n ¥ 1, on a Vnpϕq ¤ Cθ
n.
Observons que les potentiels localement Ho¨lder sont des potentiels a` variation borne´e par com-
paraison avec une se´rie ge´ome´trique. La de´finition suivante de pression a e´te´ introduite par Sarig
[Sar99] suivant les travaux de Gurevich [Gur69, Gur70].
De´finition 4.3. Soit ϕ : Σ  Ñ R une fonction a` variation borne´e. La pression de Gurevich de ϕ,
note´e P pσ, ϕq, est de´finie par
P pσ, ϕq  lim
nÑ8
1
n
log
¸
x:σnxx
exp

n1¸
i0
ϕpσixq1Ci1 pxq

, (4.1)
ou` 1Ci1 pxq est la fonction caracte´ristique sur le cylindre Ci1  Σ
 .
Le fait que ϕ soit a` variation borne´e implique que la limite dans (4.1) existe toujours et qu’elle
ne de´pend pas du symbole i1 (voir [Sar99, Theorem 1]). Les deux proprie´te´s suivantes sur la
pression (proprie´te´ d’approximation et principe variationnel) seront utiles pour nos propos (voir
[Sar99, Theorems 2 et 3], [IJT15, Theorem 2.10] pour des de´monstrations). Rappelons que Mσ
est l’espace des mesures de probabilite´ σ-invariantes et Mσpϕq est l’ensemble des mesures de
probabilite´ σ-invariantes telles que ϕ P L1.
The´ore`me 4.4 (Sarig/Iommi-Jordan-Todd). Soit ϕ : Σ  Ñ R une fonction a` variation borne´e.
Alors
(1) Proprie´te´ d’approximation.
P pσ, ϕq  suptP pσ, ϕ|Kq : K  Σ
 , compact non vide et σ  invariantu,
ou` P pσ, ϕ|Kq est la pression de Gurevich de ϕ restreinte au compact K.
(2) Principe variationnel.
P pσ, ϕq  sup
"
hµpσq  
»
ϕdµ : µ PMσpϕq
*
.
De´finition 4.5. Le sous-de´calage pΣ A, σq satisfait la condition BIP s’il existe un ensemble fini de
symboles dans l’alphabet A, disons tb1, ..., bnu, tel que pour tout a P A il existe pi, jq P t1, ..., nu2
avec Apbi, aqApa, bjq  1.
En particulier, un sous-de´calage de Markov satisfaisant la condition BIP satisfait
Σ   σ1

n¤
i1
Cbi

.
Ainsi, le formalisme thermodynamique pour cette classe de sous-de´calages ressemble beaucoup
au formalisme thermodynamique des de´calages de type fini. Par exemple, sous certains hypothe`ses
techniques, on peut assurer l’existence de mesures (ou e´tats) d’e´quilibre. Le the´ore`me 4.6 ci-dessous
re´sume des re´sultats montre´s par Sarig [Sar99, Sar01] et Mauldin et Urba´nsky [MU03] dans ce
contexte.
The´ore`me 4.6. Soit pΣ , σq un de´calage de Markov de´nombrable d’entropie topologique infinie, en
satisfaisant la condition BIP. Soit ϕ : Σ  Ñ R un potentiel strictement positif localement Ho¨lder.
Alors il existe sϕ8 ¡ 0 tel que la fonction pression t ÞÑ P pσ,tϕq satisfait
P pσ,tϕq 
#
8, si t   sϕ8
analitique re´elle, si t ¡ sϕ8.
De plus, si t ¡ sϕ8, alors il existe une unique mesure d’e´quilibre pour tϕ.
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4.1.2 Formalisme thermodynamique pour flots de suspension
Dore´navant nous supposerons toujours que pΣ , σq est un de´calage de Markov de´nombrable,
topologiquement me´langeant et d’entropie topologique infinie. Soit τ : Σ  Ñ R  une fonction a`
variation borne´e et borne´e loin de ze´ro, c’est-a`-dire qu’il existe une constante strictement positive
c ¡ 0 telle que τpxq ¥ c ¡ 0 pour tout x P Σ . Conside´rons l’espace
Y    tpx, tq P Σ   Ru{ ,
ou` px, s   τpxqq et pσpxq, sq sont identifie´s pour tout x P Σ . Le semi-flot de suspension sur Σ 
avec fonction plafond τ est le semi-flot Φ  pφtqt¥0 sur Y
  de´fini par
φtrx, ss  rx, s  ts.
Rappelons que les mesures de probabilite´ Φ-invariantes sur Y   sont en bijection avec l’ensemble
Mσpτq des mesures de probabilite´ σ-invariantes sur Σ  telles que τ P L1.
Conside´rons maintenant un de´calage de Markov bilate´ral pΣ, σq, ou`
Σ  tpxkqkPZ : Apxk, xk 1q  1 pour tout k P Zu.
Le semi-flot Φ de´finie sur Y   s’e´tend en un flot de suspension Φ : Y Ñ Y au dessus de pΣ, σq, avec
fonction plafond τ : Σ Ñ R  qui ne de´pend que des coordonne´es positives.
Deux fonctions ϕ, φ P CpΣq sont dites cohomologues s’il existe une fonction borne´e ψ P CpΣq
telle que ϕ  φ ψσψ. La remarque importante est la suivante : le formalisme thermodynamique
pour deux potentiels cohomologues est le meˆme.
Proposition 4.7. Si ϕ P CpΣq est a` variation borne´e, alors il existe φ P CpΣq a` variation borne´e
cohomologue a` ϕ telle que φpxq  φpyq pour tout x, y P Σ tels que xk  yk pour tout k ¥ 0
(autrement dit, qui de´pend seulement du future).
Ainsi, si tout potential ϕ P CpΣq est cohomologue a` un potentiel φ P CpΣq qui ne de´pend que
des coordonne´es futures, alors le formalisme thermodynamique du flot peut eˆtre e´tudie´ a` partir du
semi-flot correspondant (voir [Sin72]).
La proposition 4.7 a e´te´ de´montre´e sous diffe´rentes hypothe`ses de re´gularite´. Dans le cas com-
pact elle est due a` [Sin72], [Bow75] et [CQ98], alors que dans le cas non compact a e´te´ de´montre´e
par [Dao13].
Comme la formule d’Abramov nous donne une relation entre l’entropie mesure´e de pΣ, σq et
l’entropie mesure´e de pY,Φq (voir proposition 2.8), la pression du flot de suspension peut aussi eˆtre
e´tudie´e a` partir de la pression du de´calage de Markov. Conside´rons d’abord un potentiel f : Y Ñ R.
Il induit un potentiel ∆f : Σ Ñ R en posant
∆f pxq 
» τpxq
0
fpx, tqdt.
Proposition 4.8. Soient f : Y Ñ R une fonction continue et ν PMΦ une mesure de probabilite´
invariante qui s’e´crit ν  pµmq|Y {pµmqpY q avec µ PMσpτq. Alors»
Y
fdν 
³
Σ
∆fdµ³
Σ
τdµ
. (4.2)
Les relations entre les pressions topologiques pour pΣ, σq et pY,Φq ont e´te´ e´tudie´es par plusieurs
personnes, dans diffe´rents cadres (voir Savchenko [Sav98], Barreira et Iommi [BI06], Kempton
[Kem11], et Jaerisch, Kessebo¨hmer et Lamei [JKL14]). Le re´sultat suivant donne des de´finitions
e´quivalentes pour la pression P pΦ, q.
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The´ore`me 4.9. Soit f : Y Ñ R une fonction continue telle que ∆f : Σ Ñ R est a` variation
borne´e. Alors
P pΦ, fq : lim
tÑ8
1
t
log
 ¸
φspx,0qpx,0q,0 s¤t
exp
» s
0
fpφkpx, 0qq dk


χCi0 pxq

 inftt P R : P pσ,∆f  tτq ¤ 0u  suptt P R : P pσ,∆f  tτq ¥ 0u
 suptP pΦ|K , fq : K compact invariantu.
Observons que le principe variationnel dans ce contexte est aussi satisfait lorsque les potentiels
sont suffisamment re´gulies (voir [BI06, JKL14, Kem11, Sav98]).
The´ore`me 4.10 (Principe Variationnel). Soit f : Y Ñ R une fonction continue telle que ∆f :
Σ Ñ R est a` variation borne´e. Alors
P pΦ, fq  sup
"
hνpΦq  
»
Y
f dν : ν PMΦ et 
»
Y
f dν   8
*
.
En particulier, d’apre`s le the´ore`me 4.9, l’entropie topologique du flot de suspension est l’unique
nombre htoppΦq satisfaisant
htoppΦq  inftt P R : P pσ,tτq ¤ 0u. (4.3)
Une mesure ν PMΦ est appele´e mesure d’e´quilibre pour le potentiel f : Y Ñ R si
P pΦ, fq  hνpΦq  
»
f dν.
Dans [IJT15, Theorem 3.5] les auteurs ont montre´ que les potentiels f pour lesquels ∆f est locale-
ment Ho¨lder ont au plus une mesure d’e´quilibre. De plus, le re´sultat suivant (voir [BI06, Theorem
4]) caracte´rise les potentiels qui ont une telle mesure.
The´ore`me 4.11. Soit f : Y Ñ R une fonction continue telle que ∆f : Σ Ñ R est a` variation
borne´e. Alors il existe une mesure d’e´quilibre νf PMΦ pour f si et seulement si on a P pσ,∆f 
P pΦ, fqτq  0 et il existe une mesure d’e´quilibre µf PMσ pour ∆fP pΦ, fqτ telle que
³
τdµf   8.
Le the´ore`me 4.11 montre ainsi une autre relation entre les formalismes thermodynamiques des
deux syste`mes dynamiques ; le de´calage de Markov et la suspension.
4.1.3 Perte de masse
Soit pΣ, σq un de´calage de Markov topologiquement me´langeant d’entropie topologique infinie
et τ : Σ Ñ R  un potentiel a` variation borne´e et borne´ loin de ze´ro. On note encore pY,Φq
le flot de suspension associe´ qu’on suppose toujours d’entropie topologique finie. Remarquons que
puisque pΣ, σq est d’entropie topologique infinie et τ est strictement positive, l’entropie topologique
htoppΦq du flot satisfait P pσ,htoppΦqτq ¤ 0 (voir e´quation (4.3)). Ainsi, il existe un nombre re´el
s8 Ps0, htoppΦqs tel que
P pσ,tτq 
#
infinie si t   s8;
finie si t ¡ s8.
La valeur s8 jouera un roˆle fondamental pour de´crire en quelque sorte l’entropie de l’infini.
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s8
|
htoppΦq
|
t
P pσ,tτq
8
Pour des flots ge´ode´siques de´finis sur des varie´te´s non-compactes il existe toujours des vecteurs
qui s’e´chappent vers l’infini, ils n’ont pas la proprie´te´ de re´currence. Ce phe´nome`ne est impossible
dans le contexte symbolique puisque tout point revient sur la base apre`s un certain temps. La
de´finition suivante de´crit l’ensemble des points qui s’e´chappent vers l’infini en moyenne.
De´finition 4.12. On dit qu’un point px, tq P Y s’ e´chappe vers l’infini en moyenne si
lim
nÑ8
1
n
n1¸
i0
τpσixq  8. (4.4)
On note EApτq l’ensemble des points qui satisfont (4.4).
Remarque 4.13. Si ν PMΦ est ergodique et ν  pµmq{pµmqpY q avec µ PMσpτq, alors le
the´ore`me ergodique de Birkhoff entraˆıne
lim
nÑ8
1
n
n1¸
i0
τpσixq 
»
τdµ.
La remarque ci-dessus implique que aucune mesure dans MΦ n’est porte´e par EApτq. On va
e´tudier donc la dynamique de EApτq en conside´rant des suites de mesures νn PMΦ telles que leurs
mesures associe´es µn PMσpτq satisfont
lim
nÑ8
»
τdµn  8.
Montrons maintenant qu’une mesure d’entropie suffisamment grande ne donne pas trop de
poids aux points dont le temps de premier retour est grand. Plus precise´ment, on a
The´ore`me 4.14. Soit c Pss8, htoppΦqr. Alors il existe une constante M  Mpcq ¡ 0 telle que
pour toute mesure ν PMΦ satisfaisant hνpΦq ¥ c, on a»
τdµ ¤M.
De´monstration. Soit ν PMΦ avec hνpΦq  c1 ¥ c et soit µ PMσ la mesure invariante associe´e a`
ν, c’est-a`-dire ν  pµmq{ppµmqpY qq. D’apre`s la formule d’Abramov, on a
hµpσq  c
1
»
τdµ  0.
Conside´rons la droite Lptq : hµpσq  t
³
τdµ. Remarquons que Lpc1q  0 et Lp0q  hµpσq. Soit
s Pss8, c
1r. Graˆce au the´ore`me 4.6, on a P pσ,sτq   8. D’apre`s le principe variationnel, on a
aussi Lpsq ¤ P pσ,sτq. Ainsi, la pente de Lptq est borne´e. En effet,»
τdµ ¤
P pσ,sτq
c1  s
.
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La constante Mpc1q  P pσ,sτq{pc1sq satisfait donc la conclusion de ce the´ore`me pour la mesure
µ. Comme s Pss8, c
1r est arbitraire, et c1 ¥ c, on peut choisir s Pss8, cr et M  P pσ,sτq{pc sq
de sorte que
³
τdµ ¤M pour toute mesure µ associe´e a` une mesure ν d’entropie ¥ c. Cela conclut
la preuve du the´ore`me.
La constante s8, qui est lie´e a` la valeur
³
τdµ d’apre`s le the´ore`me pre´ce´dent, est optimale graˆce
au the´ore`me 4.15 ci-dessous.
The´ore`me 4.15. Supposons que s8   htoppΦq. Soit pνnqn PMΦ une suite de mesures de proba-
bilite´ Φ-invariantes telles que
νn 
µn m
pµn mqpY q
,
ou` µn PMσpτq. Si limnÑ8
³
τdµn  8, alors
lim sup
nÑ8
hνnpΦq ¤ s8.
De plus, il existe une suite pνnqn PMΦ avec limnÑ8
³
τdµn  8 telle que
lim
nÑ8
hνnpΦq  s8.
De´monstration. La premie`re affirmation est une conse´quence du the´ore`me 4.14. Montrons donc
que, sous la condition s8   htoppΦq, il existe une suite pνnqn PMΦ satisfaisant limnÑ8
³
τdµn  8
telle que limnÑ8 hνnpΦq  s8. D’apre`s la proprie´te´ d’approximation de la pression, il existe une
suite de compacts pKN qN  Σ tels que
lim
NÑ8
P pσ,tτ |KN q  P pσ,tτq.
En particulier, pour tout n P N, on a
lim
NÑ8
P pσ,ps8  1{nq τ |KN q  8.
Par ailleurs, pour tout n P N et N P N, on a
P pσ,ps8   1{nq τ |KN q ¤ P pσ,ps8   1{nq τq   8.
Ainsi, e´tant donne´ n P N, il existe N P N tel que
n2  
P pσ,ps8  1{nq τ |KN q  P pσ,ps8   1{nq τ |KN q
2{n
.
Comme l’application t ÞÑ P pσ,tτ |KN q est re´elle analytique, le the´ore`me des accroissements finis
implique qu’il existe tn Pss8  1{n, s8   1{nr, tel que P
1 pσ,tnτ |KN q ¡ n
2. Notons µn la mesure
d’e´quilibre de tnτ sur KN . On a ainsi
n2   P 1 pσ,tnτ |KN q 
»
τdµn.
En particulier, la suite pµnqn satisfait
lim
nÑ8
»
τdµn  8.
Comme s8   htoppΦq, pour tout n P N suffisamment grand, on a
hµnpσq  tn
»
τdµn ¡ 0.
En particulier
tn  
hµnpσq³
τdµn
.
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Comme tn Pss8  1{n, s8   1{nr, on conclut
s8  lim
nÑ8
tn ¤ lim
nÑ8
hµnpσq³
τdµn
 lim
nÑ8
hνnpΦq. (4.5)
Or la dernie`re limite a` droite dans (4.5) ne peut pas eˆtre plus grande que s8, donc
lim
nÑ8
hνnpΦq  s8.
Le re´sultat ci-dessous est le re´sultat principal de cette section. Cela nous donne une relation
entre la masse perdue d’une limite vague d’une suite de mesures de probabilite´ Φ-invariantes
et l’entropie mesure´e du flot de suspension. Nous rappelons qu’une suite pνnqn de mesures de
probabilite´ converge vaguement vers une mesure ν, note´e νn á ν, si pour toute fonction f P C
0
c pY q,
on a
lim
nÑ8
»
fdνn 
»
fdν.
The´ore`me 4.16. Supposons que s8   htoppΦq. Alors
sup
νná0
lim sup
nÑ8
hνnpΦq ¥ s8,
ou` le supremum est pris parmi toutes les mesures de probabilite´ Φ-invariantes qui convergent va-
guement vers la mesure 0.
De´monstration. Soit pνnqn PMΦ la suite de mesures construite dans la preuve du the´ore`me 4.15
telle que limnÑ8 hνnpΦq  s8 et limnÑ8
³
τdµn  8. Si f P C
0
c pY q est une fonction continue sur
Y a` support compact, alors
lim
nÑ8
»
fdνn  0
car »
fdνn 
³
∆fdµn³
τdµn
et la fonction ∆f est borne´e. Ainsi, la suite νn converge vaguement vers 0, ce qui entraˆıne l’ine´galite´
souhaite´e.
4.2 Perte de masse : dynamique du flot ge´ode´sique
Dans cette section nous e´tudions la perte de masse d’une suite de mesures de probabilite´
invariantes par le flot ge´ode´sique sur le fibre´ unitaire tangent d’une varie´te´ riemannienne a` courbure
ne´gative pince´e. Tout d’abord nous rappelons quelques notions lie´es a` la ge´ome´trie de la varie´te´ et
la dynamique du flot.
4.2.1 Pre´liminaires en ge´ome´trie et dynamique
Soit X  rX{Γ une varie´te´ riemannienne comple`te de dimension au moins 2 et a` courbures
sectionnelles pince´es b2 ¤ K ¤ 1, avec b ¡ 1. Ici rX est le reveˆtement universel de X et Γ est
un groupe Kleinien d’isome´tries de rX.
Concepts basiques
L’ensemble non-errant du flot ge´ode´sique, note´ ΩpΓq, est l’ensemble de vecteurs dans T 1X de´fini
par
ΩpΓq  tv P T 1X : @T ¥ 0, @Uv, Dt ¡ T tel que Uv X gtUv  Hu,
ou` Uv est un voisinage ouvert de v. Cet ensemble concentre la dynamique du flot ge´ode´sique.
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De´finition 4.17. L’ensemble limite de Γ, note´ LpΓq, est le plus petit ensemble non-vide, ferme´
et Γ-invariant dans B rX.
On peut de´crire l’ensemble LpΓq a` partir de la Γ-orbite d’un point arbitraire. Pour tout x P rX,
on a
LpΓq  Γ  xzΓ  x.
Rappelons que les coordonne´es de Hopf (voir annexe A) permettent d’e´tudier plus facilement le
fibre´ unitaire tangent T 1 rX et l’action du flot ge´ode´sique dans cet espace. Il est donc naturel de
penser a` l’ensemble non-errant du flot sur T 1X comme un quotient (par le groupe Γ) d’un sous-
ensemble de T 1 rX en ces coordonne´es. L’ensemble limite LpΓq joue ici un roˆle fondamental.
Lemme 4.18. L’ensemble ΩpΓq s’ide´ntifie en coordonne´es de Hopf avec
ppLpΓq  LpΓqzDiagq  Rq{Γ.
On note CpΓq l’enveloppe convexe de LpΓq dans rXYB rX. Cet ensemble est ferme´ et Γ-invariant.
Le cœur de Nielsen, note´ NpΓq  CpΓq{Γ, est l’ensemble quotient de CpΓq par l’action de Γ. Par
de´finition, on a ΩpΓq  pi1pNpΓqq, ou` pi : T 1X Ñ X est la projection canonique.
De´finition 4.19. On dit que Γ est un groupe ge´ome´triquement fini si pour tout ε ¡ 0, le ε-
voisinage NεpΓq de NpΓq est de volume fini.
Les varie´te´s ge´ome´triquement finies se caracte´risent par la proprie´te´ suivante. Le cœur de Nielsen
se de´compose en la re´union disjointe d’un compact C0 et d’une famille finie C1, ..., Cl de cusps. Pour
tout 1 ¤ i ¤ l, le cusp Ci est isome´trique au quotient de l’intersection de CpΓq et d’une horoboule
Bξi par un groupe parabolique Pi en fixant ξi P B rX (voir [Bow95]).
Mesures invariantes, ergodicite´ et entropie du flot ge´ode´sique
Il y a beaucoup des mesures invariantes par le flot ge´ode´sique sur T 1X. Par exemple, on y
trouve toutes les mesures porte´es par une orbite pe´riodique. Ces mesures sont malheureusement de
peu inte´reˆt dynamique puisque l’entropie associe´e a` une telle mesure est nulle. En revanche, parfois
il est possible de trouver une mesure qui maximise l’entropie, appele´e mesure de Bowen-Margulis
et note´e mBM (voir [Rob03, Chapitre §1] pour une construction propre). Nous donnons maintenant
quelques proprie´te´s de mBM .
Soit x P rX et s ¥ 0. La se´rie de Poincare´ associe´e a` Γ, note´e PΓpx, sq, est de´finie par
PΓpx, sq 
¸
γPΓ
esdpx,γxq.
La se´rie de Poincare´ converge (resp. diverge) pour tout s ¡ δΓ (resp. s   δΓ), ou` δΓ est l’exposant
critique de Γ de´fini par
δΓ  lim sup
RÑ 8
1
R
log #tγ P Γ : dpx, γxq ¤ Ru.
L’exposant critique ne de´pend pas de x P rX d’apre`s l’ine´galite´ triangulaire. Il est fini du fait que
les courbures sectionnelles sont pince´es et il est strictement positif puisque Γ est non-e´le´mentaire.
Soit γ P Γ. On note δγ l’exposant critique du groupe   γ ¡.
De´finition 4.20. Le groupe Γ est dit de type divergent (resp. convergent) si PΓpx, δΓq diverge
(resp. converge).
En ce qui concerne l’ergodicite´ du syste`me dynamique pT 1X,mBM , pgtqq, nous trouvons le
suivant the´ore`me de dichotomie.
The´ore`me 4.21 (Poincare´-Tsuji-Sullivan). Soit X  rX{Γ une varie´te´ riemannienne comple`te de
dimension au moins 2 et a` courbures sectionnelles pince´es b2 ¤ K ¤ 1, avec b ¡ 1. Supposons
que Γ est un groupe Kleinien d’isome´tries de rX. Alors
Premier cas :
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(i) Le groupe Γ est de type convergent.
(ii) Le syste`me dynamique pT 1X,mBM , pgtqq est comple`tement dissipatif et non-ergodique.
Second cas :
(i) Le groupe Γ est de type divergent.
(ii) Le syste`me dynamique pT 1X,mBM , pgtqq est comple`tement consevatif et ergodique.
D’apre`s le the´ore`me de recurrence de Poincare´, si la mesure de Bowen-Margulis est finie, alors
elle est conservative. En particulier, graˆce au the´ore`me 4.21, la mesure mBM est ergodique. De
plus, le groupe Γ est de type divergent.
En ce qui concerne la complexite´ du flot ge´ode´sique, nous faisons remarquer le the´ore`me 4.22
ci-dessous. Ce the´ore`me est une ge´ne´ralization d’un the´ore`me de Sullivan pour le cas ou` Γ est un
groupe convexe-cocompact (voir [Sul84]). De plus, l’existence d’une mesure maximisant l’entropie
dans le cadre d’un groupe convexe-cocompact est une conse´quence d’un the´ore`me de Bowen-Ruelle
pour des flots Axiome A (voir [BR75]).
The´ore`me 4.22 (Otal-Peigne´). Soit X  rX{Γ une varie´te´ riemannienne comple`te de dimension
au moins 2 et a` courbures sectionnelles pince´es b2 ¤ K ¤ 1, avec b ¡ 1. Supposons que Γ est
un groupe Kleinien d’isome´tries de rX et que les de´rive´es partielles des courbures sectionnelles sont
uniforme´ment borne´es. Alors htoppgq  δΓ. De plus, il existe une mesure m qui maximise l’entropie
mesure´e si et seulement si la mesure de Bowen-Margulis est finie. Dans ce cas, on a m  mBM .
Nous remarquons que dans [OP04] l’hypothe`se sur les de´rive´es partielles des courbures section-
nelles est omise malgre´ le fait qu’ils utilisent la re´gularite´ du feuilletage fortement instable. Cette
hypothe`se est fondamental pour assurer la re´gularite´ Ho¨lder des feuilletages fortement instable et
stable.
Quelques lemmes comple´mentaires
Pour finir cette sous-section, on donnera plusieurs proprie´te´s qui font intervenir l’exposant
critique d’un groupe Kleinien et la mesure de Bowen-Margulis. Tous ces re´sultats, sauf le dernier,
s’agissent de the´ore`mes de F. Dalbo et M. Peigne´ dans (voir [DOP00]). Le premier et dernier
the´ore`me ci-dessous marche dans toute la ge´ne´ralite´, pour n’importe quel groupe Kleinien. Par
ailleurs, les autres ne sont valides que pour les groupes ge´ome´triquement finis.
The´ore`me 4.23 (Dal’bo-Otal-Peigne´). Soit Γ un groupe discret et non-e´le´mentaire d’isome´tries
d’une varie´te´ riemannienne comple`te simplement connexe rX de dimension au moins 2 et a` cour-
bures sectionnelles pince´es b2 ¤ K ¤ 1, avec b ¡ 1. Si H   Γ est un sous-groupe divergent de
Γ et LpHq est strictement inclus dans LpΓq, alors δΓ ¡ δH .
En particulier, si Γ est un groupe discret et non-e´le´mentaire d’isome´tries de rX, tel qu’il existe
un e´le´ment γ P Γ avec   γ ¡ de type divergent, alors δΓ ¡ δγ . Remarquons qu’un groupe
non-e´le´mentaire contient toujours une isome´trie hyperbolique. Une telle isome´trie est de type di-
vergent avec exposant critique nulle. En particulier, pour tout groupe discret et non-e´le´mentaire
d’isome´tries de rX, on a δΓ ¡ 0.
The´ore`me 4.24 (Dal’bo-Otal-Peigne´). Soit Γ un groupe discret et non-e´le´mentaire d’isome´tries
d’une varie´te´ riemannienne comple`te simplement connexe rX de dimension au moins 2 et a` cour-
bures sectionnelles pince´es b2 ¤ K ¤ 1, avec b ¡ 1. Si Γ est un groupe ge´ome´triquement fini
tel que δP   δΓ pour tout sous-groupe parabolique P   Γ, alors la mesure de Bowen-Margulis sur
T 1X est finie.
Rappelons que le cœur de Nielsen d’une varie´te´ ge´ome´triquement finie se de´compose en la
re´union disjointe d’un compact C0 et d’une famille finie de cusps C1, ..., Cl. De plus, chaque Ci est
isome´trique au quotient de l’intersection d’une horoboule et CpΓq, avec un groupe parabolique
  pi ¡.
La de´monstration du the´ore`me 4.24 consiste a` estimer la mesure mBM pT
1Ciq, pour tout 0 ¤
i ¤ l. En effet, on obtient les estimations suivantes :
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Proposition 4.25. Soit Γ un groupe discret et non-e´le´mentaire d’isome´tries d’une varie´te´ rie-
mannienne comple`te simplement rX de dimension au moins 2 et a` courbures sectionnelles pince´es
b2 ¤ K ¤ 1, avec b ¡ 1. Si Γ est un groupe ge´ome´triquement fini, alors
mBM pT 1C0q ¤ De2δΓD, (4.6)
ou` D  diampC0q. De plus, si pi P Γ est l’isome´trie parabolique associe´e a` Ci, alors il existe une
constante Ci ¥ 1 telle que
mBM pT 1Ciq Ci
¸
mPZ
dpx, pmi xqe
δΓdpx,p
m
i xq, (4.7)
ou` x P rX.
Remarque 4.26. Si Di est le domaine fondamental de l’action de   pi ¡ dans B rX, la constante
Ci dans (4.7) ne de´pend que de la distance au bord entre la frontie`re de Di et l’ensemble limite de
Γ.
Le fait que δP   δΓ pour tout sous-groupe parabolique P   Γ implique que chaque se´rie comme
dans l’e´quation (4.7) converge. Autrement dit, la mesure de Bowen-Margulis dans ce cas est finie.
Une autre proprie´te´ inte´ressante des exposants critiques est la suivante. Il s’agit d’une proprie´te´
d’approximation d’exposants critiques base´e sur la preuve de [DOP00, The´ore`me C].
The´ore`me 4.27. Soit rX une varie´te´ riemannienne comple`te simplement connexe et Γ un groupe
Kleinien d’isome´tries de rX contenant une isome´trie parabolique p P Γ de type divergente. Alors il
existe une isome´trie hyperbolique h P Γ et x P Axephq tels que les groupes Γn   p, h
n ¡ satisfont
les proprie´te´s suivantes :
(1) le groupe Γn est divergent pour tout n ¥ 1,
(2) la suite pδΓnq converge vers l’exposant critique δp de P   p ¡,
(3) la suite pδΓnq satisfait
lim
nÑ8
n°
γPP e
δΓndpx, γxq
 0.
De´monstration. Pour H un groupe, on note H l’ensemble HztIdu. Prenons UP  rX Y B rX un
voisinage connexe et compact du point ξp fixe´ par p, tel que pour tout m P Z, on ait pmpB rXzUPq 
UP . Par exemple, on peut choisir UP de sorte que UPXB rX est un domaine fondamental de l’action
de P sur B rXztξpu. Soit h P Γ une isome´trie hyperbolique de rX telle que ξh , ξh R UP . Une telle
isome´trie existe car l’ensemble de points fixe´s des isome´tries hyperboliques dans Γ est un ensemble
dense dans LpΓqLpΓq. Fixons x P rX sur l’axe de h. Pour tout k P N on peut trouver un ensemble
compact UHk 
rX Y B rX, ou` Hk   hk ¡, satisfaisant les trois conditions suivantes :
(a) Hk pB
rXzUHkq  UHk .
(b) UHk X UP  H.
(c) x R UHk Y UP .
Comme UP et UHk sont en position Schottky (voisinages disjoints satisfaisant une proprie´te´ du
type Ping-Pong), le lemme du Ping-Pong entraˆıne que le groupe Γk est libre. Encore par le fait
que P et Hk sont en position Schottky, il existe une constante universelle C ¡ 0 telle que pour
tout y P UHk et z P UP , on a
dpy, zq ¥ dpx, yq   dpx, zq  C. (4.8)
En appliquant l’ine´galite´ (4.8), plus les proprie´te´s d’inclusion de´crites ci-dessus, on de´duit
dpx, pm1hkn1 ..pmjhknjxq ¥
¸
i
dpx, pmixq  
¸
i
dpx, hknixq  2kC, (4.9)
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ou` mi, ni P Z. Remarquons que la se´rie
P 1psq 
¸
j¥1
¸
ni,miPZ
esdpx,p
m1hkn1 ...pmjhknjxq,
est comparable a` la se´rie de Poincare´ associe´e a` Γk. En effet, comme h est une isome´trie hyperbo-
lique, les deux se´ries ont le meˆme exposant critique. D’apre`s l’ine´galite´ (4.9), on a
P 1psq ¤
¸
j¥1

e2sC
¸
nPZ
esdpx,h
knxq
¸
mPZ
esdpx,p
mxq
j
.
Or, d’apre`s le choix de x, pour l : dpx, hxq on a dpx, hNxq  |N |l pour tout N P Z. Ainsi,¸
nPZ
esdpx,h
knxq ¤ 2
esl
1 esl
.
Soit δ : δp    ¡ δp et notons Ps la se´rie Ps 
°
mPZ e
pδp sqdpx,p
mxq. Alors la somme P est
finie par de´finition. En conside´rant  petit, il existe une constante D ¡ 0 telle que
e2δC2
eδkl
1 eδkl
¸
mPZ
eδdpx,p
mxq   DeδklP.
Ainsi, si logpDPq{δl   k, alors De
δklP   1 et donc δΓk ¤ δ. Observons que la fonction
t ÞÑ logpDPtq{δt est continue, de´croissante et non-borne´e sur un intervalle s0, ηr, pour un certain
0   η ! 1. Ainsi, on peut re´soudre l’e´quation logpDPtq{δtl  k  1, ou` t Ps0, 0   ηr et k est
suffisamment grand. On note k la solution a` cette e´quation. Par construction, on a δΓk ¤ δk et
par de´finition de k on a bien
lim
kÑ8
Pk  8.
Observons que
k°
mPZ e
δΓkdpx,p
mxq
¤
k
Pk

logpDPkq{pδk lq   1
Pk
.
Le terme de droite converge vers 0, ce qui entraˆıne la proprie´te´ (3). La proprie´te´ (2) de´coule du fait
que δΓk ¤ δk et δk Ñ δp lorsque k Ñ8, car k Ñ 0. Comme P est un groupe de type divergent,
le the´ore`me 4.24 et puis le the´ore`me 4.21 impliquent la proprie´te´ (1).
4.2.2 Codage du flot ge´ode´sique
Soit rX une varie´te´ riemannienne comple`te simplement connexe, de dimension au moins 2 et a`
courbures sectionnelles b2 ¤ K ¤ 1. On note B rX le bord a` l’infini de rX.
Varie´te´s de type Schottky
Soient N1 et N2 deux entiers strictement positifs tels que N1  N2 ¥ 2 et N2 ¥ 1. Conside´rons
N1 isome´tries hyperboliques h1, ..., hN1 et N2 isome´tries paraboliques p1, ..., pN2 , satisfaisant les
conditions suivantes :
(C1) Pour tout 1 ¤ i ¤ N1 il existe dans B rX un voisinage compact Chi du point attractif ξhi de
hi et un voisinage compact Ch1i
du point re´pulsif ξh1i
de hi, tels que
hipB rXzCh1i q  Chi .
(C2) Pour tout 1 ¤ i ¤ N2 il existe dans B rX un voisinage compact Cpi de l’unique point fixe ξpi
de pi, tel que
@n P Z pni pB rXzCpiq  Cpi .
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(C3) Les 2N1  N2 voisinages introduits dans p1q et p2q sont deux a` deux disjoints.
(C4) Les groupes paraboliques   pi ¡, pour 1 ¤ i ¤ N2, sont de type divergent.
Remarque 4.28. On peut obtenir une telle famille d’isome´tries en prenant des puissances suffi-
samment grandes des isome´tries d’une collection finie d’isome´tries hyperboliques ou paraboliques
qui ont des points fixes distincs.
Les domaines Ca peuvent eˆtre conside´re´s comme e´tant les bords a` l’infini des composantes
connexes des demi-plans tx P rX : dpx, oq ¡ dpx, apoqqu, ou` o P rX est un point fixe de re´fe´rence.
D’apre`s le lemme du Ping-Pong, le groupe Γ   h1, ..., hN1 , p1, ..., pN2 ¡ est libre et non-
e´le´mentaire. De plus, l’action de Γ sur rX et libre et proprement discontinue (voir [DP98, Corollary
II.2]). Un tel groupe Γ est appele´ groupe de Schottky ge´ne´ralise´.
De´finition 4.29. Une varie´te´ riemannienne de type Schottky est une varie´te´ riemannienne quo-
tient X  rX{Γ, ou` rX est une varie´te´ riemannienne comple`te simplement connexe a` courbures
sectionnelles ne´gatives pince´es, et Γ est un groupe de Schottky ge´ne´ralise´ d’isome´tries de rX.
On remarque que si N2  0, autrement dit si Γ ne contient que des e´le´ments hyperboliques,
alors Γ est un groupe de Schottky classique et toutes les proprie´te´s ge´ome´triques/dynamiques du
flot ge´ode´sique sont bien comprises. En effet, l’ensemble non-errant du flot ge´ode´sique est compact,
donc le flot est un flot Axiome A. Par contre, si N2 ¥ 1, alors X est une varie´te´ ge´ome´triquement
finie non compacte. De plus, tous les sous-groupes paraboliques de Γ ont rang 1.
La Figure 1 ci-dessous est un exemple d’un groupe de Schottky ge´ne´ralise´ qui agit sur le disque
hyperbolique D. Il contient deux ge´ne´rateurs, l’un hyperbolique et l’autre parabolique.
o
Cp

p
h
Figure 1. Groupe de Schottky ge´ne´ralise´ Γ   h, p ¡.

Ch1
 
Ch
Soit A  th11 , ..., h1N1 , p1, ..., pN2u. Une hypothe`se tre`s importante au long de ce chapitre, et
qui n’est pas demande´e dans [DP98], est la suivante :
(C5) Il existe o P rX tel que, pour tous a1, a2 P A avec a1  a12 , et tout ξ P Ca1 , on a
Bξpa2o, oq ¡ 0.
Autrement dit, on supposera que toute horoboule centre´e dans Ca1 et passant par a2o contient le
point o a` l’inte´rieur (voir Figure 2). Cette condition n’est pas restrictive comme on pourra ve´rifier
dans la proposition 4.31.
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o

z

ξ

Bξpz, oq
Figure 2.
Pour tout a P A on note Ua l’enveloppe convexe dans rXYB rX de l’ensemble Ca. De plus, pour
tout n ¥ 1 on note Can l’ensemble Can  a
n1Ca et Uan son enveloppe convexe dans rX Y B rX.
Lemme 4.30. Soit rX une varie´te´ riemannienne comple`te simplement connexe, de dimension au
moins 2 et a` courbures sectionnelles b2 ¤ K ¤ 1. Soit Γ un groupe de Schottky ge´ne´ralise´.
Fixons o P X. Alors il existe une constante universelle C ¡ 0 (qui de´pend des ge´ne´rateurs de Γ et
de o) telle que pour tous a1, a2 P A satisfaisant a1  a12 , et tout x P Ua1 et y P Ua2 , on a
dpx, yq ¥ dpx, oq   dpy, oq  C. (4.10)
De´monstration. Puisque Ca1 et Ca2 sont disjoints, pour tous a1, a2 P A tels que a1  a12 , les
ensembles Ua1 et Ua2 le sont aussi. Soit x P Ua1 et y P Ua2 . Les segments ge´ode´siques ro, xs et ro, ys
forment un angle uniforme´ment minore´ par une constante strictement positive, donc dpx, yq ¥
dpx, oq   dpy, oq  C pour une constante universelle C ¡ 0.
Proposition 4.31. Soit rX une varie´te´ riemannienne comple`te simplement connexe, de dimension
au moins 2 et a` courbures sectionnelles b2 ¤ K ¤ 1. Soit Γ un groupe de Schottky ge´ne´ralise´.
Alors pour tout o P rX il existe un entier N ¥ 1 tel que le groupe d’isome´tries de´fini par  
hN1 , ..., h
N
N1
, pN1 , ..., p
N
N2
¡ satisfait la Condition (C5).
De´monstration. Soient a1, a2 P A et ξ P Ca1 . Pour tout n ¥ 1 on prend zn P Uan2 de sorte que
Bξpzn, oq atteint son minimum. Comme la fonction de Busemann B est continue et l’ensemble Ca1
est compact, il suffit de montrer que Bξpzn, oq ¡ 0 pour tout n suffisamment grand. Conside´rons
pξtq  ro, ξtq le rayon ge´ode´sique partant de o pointant vers ξ. Observons qu’il existe T ¡ 0 tel que
pour tout t ¥ T , on a ξt P Ua1 . D’apre`s le lemme 4.30, on sait qu’il existe une constante universelle
C ¡ 0 telle que dpzn, ξtq ¥ dpξt, oq   dpzn, oq  C, pour tout t ¥ T . Ainsi,
Bξpzn, oq  lim
tÑ 8
dpzn, ξtq  dpξt, oq
¥ lim
tÑ 8
dpξt, oq   dpzn, oq  C  dpξt, oq
 dpzn, oq  C.
Comme dpzn, oq Ñ 8 lorsque n Ñ 8, il existe N ¥ 1 tel que dpzn, oq ¡ C pour tout n ¥ N . En
particulier, on a Bξpzn, oq ¡ 0 pour tout n ¥ N , ce qui conclut la preuve de la proposition.
Codage
Dans [DP98] les auteurs montraient l’existence d’un ensemble Ω0  T
1X, invariant par l’action
du flot ge´ode´sique et inclus dans l’ensemble non-errant, tel que pgtq|Ω0 est topologiquement conjugue´
au flot de suspension sur un de´calage de Markov de´nombrable dont la fonction plafond n’est
pas force´ment positive. Le the´ore`me 4.32 ci-dessous re´sume leur construction. Nous demandons
l’hypothe`se (C5) pour garantir un plafond borne´ loin de ze´ro. De plus, nous donnons quelques
proprie´te´s dynamiques additionnelles.
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The´ore`me 4.32. Soit X  rX{Γ une varie´te´ riemannienne de type Schottky telle que Γ satisfait
la Condition (C5). Alors il existe un ensemble Ω0  T
1 rX{Γ invariant par pgtq, un de´calage de
Markov de´nombrable pΣ, σq et une fonction τ : Σ Ñ R, tels que
(1) la fonction τ est localement Ho¨lder et borne´e loin de ze´ro,
(2) la flot ge´ode´sique pgtq|Ω0 sur Ω0 est topologiquement conjugue´ au flot de suspension sur Σ
avec plafond τ ,
(3) le de´calage de Markov pΣ, σq satisfait la condition BIP,
(4) si N1  N2 ¥ 3, alors pΣ, σq est topologiquement me´langeant.
De´monstration. Soit A  th1, ..., hN1 , p1, ..., pN2u et conside´rons l’espace symbolique Σ de´fini par
Σ  tpamii qiPZ : ai P A,mi P Z et ai 1  ai@i P Zu.
Remarquons que Σ est l’espace des suites infinies sur l’alphabet de´nombrable tami : ai P A,m P Zu.
Soit L0pΓq l’ensemble limite LpΓq prive´ des Γ-orbites des points fixe´s par les e´le´ments de A. On
note Ω˜0 l’ensemble de vecteurs dans T
1 rX identifie´ avec pL0pΓq  L0pΓqzdiagonalq  R via les
coordonne´es de Hopf. Finalement, on pose Ω0 : Ω˜0{Γ, ou` l’action de Γ est donne´e par
γ  pξ, ξ , sq  pγpξq, γpξ q, sBξ po, γ
10qq.
Ainsi de´fini, l’ensemble Ω0 est invariant par l’action du flot ge´ode´sique. De plus, d’apre`s le lemme4.18,
il est inclus dans l’ensemble non-errant.
Fixons maintenant ξ0 P B rXzaPA Ca , ou` Ca  CaYCa1 . Dal’bo et Peigne´ [DP98, Property
II.5] ont e´tabli la proprie´te´ de codage suivante : pour tout ξ P L0pΓq il existe une unique suite
ωpξq  pamii qi¥1 avec ai P A, mi P Z et ai 1  ai telle que
lim
kÑ8
am11 ...a
mk
k ξ0  ξ.
Pour tout a P A on pose L0pΓqa  L0pΓq X Ca et B2L0pΓq 

α,βPA
αβ
L0pΓqα  L
0pΓqβ . Pour
tout couple pξ, ξ q P B2L0pΓq, si am est le premier terme de la suite ωpξ q, on pose τ˜pξ q 
Bξ po, a
moq et T pξ, ξ q  pamξ, amξ q. De´finissons T τ par la formule
T τ pξ
, ξ , sq  pT pξ, ξ q, s τ˜pξ qq.
Observons que T τ envoie B
2L0pΓq  R vers lui-meˆme. L’ensemble Ω0 est donc identifie´ avec
B2L0pΓq  R{   T τ ¡. Montrons maintenant que T τ induit un flot de suspension sur Σ.
Soit pξ, ξ q P B2L0pΓq. Supposons que ωpξ q  pamii q et soit γn l’e´le´ment de Γ de´fini par
γn  a
m1
1 ...a
mn
n pour n ¥ 1 et γ0  Id. La ge´ode´sique de´termine´e par pξ
, ξ q dans rX intersecte
l’horosphe`re centre´e en ξ  et passant par γno en un seul point x
n
o,ξ,ξ  . Notons v˜
n
o,ξ,ξ  le vecteur
dans T 1 rX base´ en xno,ξ,ξ  pointant vers ξ  (voir Figure 3 ci-dessous). Finalement, notons vno,ξ,ξ 
la projection de v˜no,ξ,ξ  sur T
1X. Posons
S  tv0o,ξ,ξ  : pξ
, ξ q P B2L0pΓqu  T 1X.
La Condition (C5) entraˆıne que le temps de premier retour de tout vecteur v0o,ξ,ξ  P S est donne´
par τ˜pξ q (la distance entre les horosphe`res base´es en ξ  et passant par o et γ1o). De plus,
gτ˜pξ qpv
0
o,ξ,ξ q  v
1
o,ξ,ξ  (voir Figure 3).
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ξ
v1o,ξ,ξ 
v0o,ξ,ξ 
ξ 
τ˜pξ q

o
Figure 3. Section transversale pour Γ   h, p ¡
De manie`re plus ge´ne´rale, pour tout n ¥ 0 le temps de premier retour de vno,ξ,ξ  P S dans S
est donne´ par τ˜pγ1n ξ
 q et
gτ˜pγ1n ξ qpv
n
o,ξ,ξ q  v
n 1
o,ξ,ξ 
.
On remarque que pour tout vecteur v P Ω0 il existe un temps t P R tel que gtv appartient a` S
(sinon, un releve´ de v en T 1 rX aurait son bout a` l’infini positif v  dans la Γ-orbite d’un point fixe´
par un e´le´ment de A). Ce dernier fait nous permet de construire l’identification entre pgtq|Ω0 et le
flot de suspension au-dessus de pΣ, σq avec fonction plafond τ . En effet, observons que la proprie´te´
de codage entraˆıne que l’ensemble B2L0pΓq s’identifie avec Σ en conside´rant pξ, ξ q comme une
suite bilate´ralle pωpξq, ωpξ qq. Ici on conside`re ωpξq comme e´tant la suite p..., bn22 , b
n1
1 q, ou`
ωpξq  pbnii qi¥1. Donc pω
pξq, ωpξ qq repre´sente les deux suites concate´ne´es.
Soit Σ  l’espace symbolique unilate´ral obtenu a` partir de Σ en oubliant les coordonne´es
ne´gatives. On de´finit la fonction τ : Σ  Ñ R par
τpxq  τpω1pxqq  Bω1pxqpo, a
moq,
ou` w : L0pΓq Ñ Σ est la fonction codage et am est le premier symbole de w1pxq. On e´tend τ a`
Σ en demandant qu’elle soit constante pour les suites bilate´ralles qui partagent les coordonne´es
au futur, c’est-a`-dire qu’elle ne de´pend que des coordonne´es positives. On note encore ce plafond
τ : Σ Ñ R. Ainsi, le flot ge´ode´sique pgtq|Ω0 est code´ par le flot de suspension sur Y  tpx, tq P
ΣRu{px, sq  pσpxq, s  τpxqq. Cela implique la proprie´te´ (2) de la conclusion du the´ore`me 4.32.
La proprie´te´ (1) suit du lemme 4.33 ci-dessous.
Lemme 4.33. Sous les hypothe`ses du the´ore`me 4.32, la fonction τ : Σ Ñ R ne de´pend que des
coordonne´es futures, elle est localement Ho¨lder et borne´e loin de ze´ro.
De´monstration. Le fait qu’elle ne de´pend que des coordonne´es au futur vient de la de´finition de
τ . La re´gularite´ est de´montre´e dans [DP98, Lemma VII]. Soient x P Σ  et ξ  ω1pxq le point de
L0pΓq associe´ a` x par la proprie´te´ de codage. La fonction τ satisfait
τpxq  Bξpo, a
moq  Bamξpa
mo, oq.
Le dernier terme ci-dessus est positif. En effet, observons que amξ  ω1pσxq R Ca et a
mo est
inclus dans l’enveloppe convexe de Ca sur rXB rX. Ainsi, la Condition (C5) s’applique directement.
Comme les domaines Ca, pour a P A, sont compacts et la fonction de Busemann est continue,
il existe une minoration strictement positive pour Bamξpa
mo, oq. Cela implique bien que τ est
borne´e loin de ze´ro.
Lemme 4.34. Sous les hypothe`ses du the´ore`me 4.32, le de´calage de Markov pΣ, σq satisfait la
condition BIP. De plus, si N1  N2 ¥ 3, alors pΣ, σq est topologiquement me´langeant.
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De´monstration. La condition BIP (voir de´finition 4.5) de´coule directement de la de´finition de
pΣ, σq. Supposons maintenant que N1  N2 ¥ 3. Rappelons que le de´calage pΣ, σq est topologique-
ment me´langeant si pour tout a, b P tami : ai P A,m P Zu il existe Npa, bq P N tel que pour tout
n ¡ Npa, bq il existe un mot admissible de longueur n de la forme ai1i2 . . . in1b. L’ensemble des
mots admissibles est par de´finition l’ensemble
tpamii qiPZ : ai P A,mi P Z et ai 1  ai@i P Nu.
Comme N1  N2 ¥ 3, e´tant donne´ n’importe quel couple de symboles dans ta
m
i : ai P A,m P Zu,
disons am11 et a
m2
2 , on peut conside´rer un symbole a3 R ta1, a2u de sorte que les mots suivants sont
admissibles
am11 a3a1a3 . . . a1a
m2
2 et a
m1
1 a3a1a3a1 . . . a3a
m2
2 .
Cela montre que le syste`me est topologiquement me´langeant.
Comme le lemme 4.34 ci-dessus montre les points (3) et (4), on a bien fini la de´monstration du
the´ore`me 4.32.
En conclusion, sous les conditions pC5q et N1 N2 ¥ 3, on a montre´ que pΣ, σq est un de´calage
de Markov de´nombrable topologiquement me´langeant qui satisfait la condition BIP, et que le pla-
fond τ est localement Ho¨lder et borne´ loin de ze´ro. Ainsi, le flot de suspension pY,Φq peut eˆtre
e´tudie´ a` partir des techniques pre´sente´es dans la Section 4.1.
On va de´crire maintenant, du point de vue ergodique, le flot ge´ode´sique sur T 1XzΩ0. Notons
MΩ0 l’espace de mesures de probabilite´ pgtq-invariantes porte´es par Ω0. Nous allons de´crire la
diffe´rence entre l’espace MΩ0 et l’espace Mg de toutes les mesures de probabilite´ pgtq-invariantes
sur T 1X. Rappelons que dans Γ on a les isome´tries hyperboliques h1, ..., hN1 , chacune fixant deux
points au bord a` l’infini. La ge´ode´sique joignant les points fixes de hi passe au quotient en une
ge´ode´sique ferme´e de X. On note νhi la mesure de probabilite´ e´quidistribure´e le long de l’orbite
d’un vecteur unitaire tangent a` cette ge´ode´sique.
Proposition 4.35. L’ensemble des mesures ergodiques dans MgzMΩ0 est de la forme tνhi : 1 ¤
i ¤ N1u. En particulier, pour toute mesure ν PMgzMΩ0 , on a hνpgq  0.
De´monstration. Soit ν P MgzMΩ0 une mesure ergodique et prenons v P T 1X un vecteur ν-
ge´ne´rique. Comme un vecteur ge´ne´rique est re´current, l’orbite gtv ne s’e´chappe pas vers l’infini,
donc v  n’est pas un point fixe d’un e´le´ment parabolique de Γ. Supposons sans perte de ge´ne´ralite´
que v   ξhi pour certain 1 ¤ i ¤ N1. Soit γ : R Ñ rX la ge´ode´sique pointant vers ξhi avec
condition initiale γ1p0q  v et soit γi la ge´ode´sique en reliant ξh1i
avec ξhi . Par reparame´trage, on
peut supposer que γip0q est dans la meˆme horosphe`re centre´e en ξhi et passant par pipvq. D’apre`s
l’hyperbolicite´ du flot, la distance dpγiptq, γptqq tend vers 0 a` vitesse exponentielle. D’apre`s le
the´ore`me ergodique de Birkhoff, la mesure orbitale de v converge vers la mesure νhi .
Le fait que hνpgq  0 pour toute mesure ν P MgzMΩ0 est une conse´quence du the´ore`me de
de´composition Ergodique, du the´ore`me de Jacobs (voir the´ore`me 1.13) et le fait que hνhi pgq  0,
pour tout 1 ¤ i ¤ N1.
Pour finir cette section, on donne une de´finition qui inclut toutes les hypothe`ses ne´cessaires
pour assurer qu’on peut coder le flot ge´ode´sique de manie`re d’obtenir les proprie´te´s dynamiques
de´crites ci-dessus. Le point cle´ de cette de´finition est qu’on sera en position d’utiliser les lemmes
4.33 et 4.34, et le the´ore`me 4.38 de la sous-section suivante.
De´finition 4.36. On dit qu’un groupe de Schottky ge´ne´ralise´ Γ satisfait la proprie´te´ pq si la
Condition (C5) est satisfaite et N1  N2 ¥ 3.
De´finition 4.37. On dit que X est une varie´te´ riemannienne de type ()-Schottky si X  rX{Γ
avec rX une varie´te´ riemannienne a` courbures ne´gatives pince´es de de´rive´es partielles uniforme´ment
borne´es, et Γ un groupe de Schottky qui satisfait la proprie´te´ pq.
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4.2.3 Un outil symbolique
Cette section constitue la pierre angulaire de ce chapitre. On va trouver une relation entre la
valeur symbolique s8 (voir sous-section 4.1.3) et le plus grand exposant critique parabolique de Γ.
The´ore`me 4.38. Soit X une varie´te´ riemannienne de type ()-Schottky et pY,Φq le mode`le sym-
bolique du flot ge´ode´sique, c’est-a`-dire le flot de suspension sur pΣ, σq avec fonction plafond τ .
Alors
s8  maxtδpi , 1 ¤ i ¤ N2u.
De´monstration. On montre d’abord que s8 ¤ maxtδpi , 1 ¤ i ¤ N2u. Par de´finition, on a
P pσ,tτq  lim
nÑ8
1
n  1
log
 ¸
x:σn 1xx
exp

n¸
i0
tτpσixq

χCh1 pxq

 lim
nÑ8
1
n  1
log
 ¸
ξh1x2...xnxn 1ξ0
exp

n¸
i0
tBω1pσixqpo, xi 1oq

¥ lim
nÑ8
1
n  1
log
 ¸
ξh1x2...xn 1ξ0
exp

n¸
i0
tdpo, xi 1oq

La dernie`re ine´galite´ vient du fait que dpx, yq ¥ Bξpx, yq. En quittant les mots ayant h
m
1 (pour un
certain m) dans une position diffe´rente a` la premie`re, la somme
¸
ξh1x2...xn 1ξ0
exp

n¸
i0
tdpo, xi 1oq

est plus grande que
etdpo,h1oq
¸
pc1,...,cnqPpAzh1qn
¸
pm1,...,mnqPZn
exp

n¸
i1
tdpo, cmii oq

,
ou` pAzh1qn repre´sente l’ensemble des mots admissibles de longueur n pour le codage dans l’alphabet
Azh11 , c’est-a`-dire ci  c1i 1, h11 . Soit k ¥ 1. Pour tout 0 ¤ j ¤ k  1 et 1 ¤ i ¤ N1  N2  1,
on pose
bi jpN1 N21q 
#
hi 1, si 1 ¤ i ¤ N1  1
pi 1N1 , si N1 ¤ i ¤ N1  N2  1.
Conside´rons n   1  kpN1   N2  1q. En restreignant la somme ci-dessus aux mots avec ci  bi
pour tout i  1, ..., n, on peut continuer la suite d’ine´galite´s pre´ce´dentes et obtenir
P pσ,tτq ¥
¸
m1,...,mnPZ
exp

n¸
i1
tdpo, bmii oq

,
ou` le terme a` droite est encore e´gal a`
n¹
i1
¸
mPZ
expptdpo, bmi oqq.
Par de´finition des bi, le dernier terme est e´gal a`
N1¹
i2
¸
mPZ
expptdpo, hmi oqq
k N2¹
i1
¸
mPZ
expptdpo, pmi oqq
k
.
Ainsi, on de´duit
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P pσ,tτq ¥
1
N1  N2
log

N1¹
i2
¸
mPZ
expptdpo, hmi oqq

N2¹
i1
¸
mPZ
expptdpo, pmi oqq


1
N1  N2
log
¹
aPAzh1
P a¡pt, oq.
En particulier, si t   maxtδpi , 1 ¤ i ¤ N2u, alors P pσ,tτq   8, ce qui montre l’ine´galite´
s8 ¥ maxtδpi , 1 ¤ i ¤ N2u.
Montrons maintenant l’autre ine´galite´. Soit pξitq le rayon ge´ode´sique ro, ω
1pσi 1xqq. En utili-
sant (4.10), on a
τpσixq  Bω1pσixqpo, xioq
 Bω1pσi 1xqpx
1
i o, oq
 lim
tÑ8
dpξit, xioq  dpξ
i
t, oq
¥ rdpξit, oq   dpo, xioq  Cs  dpξ
i
t, oq
 dpo, xioq  C.
Ainsi,
expptτpσixqq ¤ expptCq expptdpo, xioqq.
Donc,
P pσ,tτq ¤ lim
nÑ8
1
n
log
¸
a1,...,anPA
¸
m1,...,mn
n¹
i1
expptCq expptdpo, amii oqq
 log

Ct
¹
aPA
P a¡pt, oq

.
En particulier, la pression P pσ,tτq est finie pour tout t ¡ maxtδpi , 1 ¤ i ¤ N2u. On conclut ainsi
la preuve du the´ore`me.
Notons δp,max : maxtδpi , 1 ¤ i ¤ N2u. L’exemple le plus facile a` conside´rer est l’espace hyper-
bolique H2. Dans ce cas, on a δ pi¡  1{2 pour tout i P t1, ..., N2u, d’ou` δp,max  1{2. De manie`re
plus ge´ne´rale, si l’on remplace l’espace hyperbolique par une varie´te´ riemannienne a` courbure sec-
tionnelle constante e´gale a` b2, alors δp,max  b{2.
Rappelons que d’apre`s l’e´galite´ (4.3), l’entropie topologique htoppΦq d’un flot de suspension
ve´rifie htoppΦq  inf tt : P pσ,tτq ¤ 0u. En particulier, en utilisant le the´ore`me 4.32 et la propo-
sition 4.35, on obtient
htoppgq  htoppΦq.
Par ailleurs, lorsque les de´rive´es partielles des courbures sectionnelles sont uniforme´ment borne´es,
l’entropie topologique du flot ge´ode´sique co¨ıncide avec l’exposant critique de Γ (voir the´ore`me
4.22). Ainsi, dans ce cadre, on a
δΓ  htoppΦq. (4.11)
Rappelons que la Condition (C4) de la de´finition d’un groupe de Schottky ge´ne´ralise´ dit que les
e´le´ments paraboliques de Γ sont divergents. Cette condition implique force´ment que δp,max   δΓ
(voir the´ore`me 4.23). En mettant tout ensemble, le the´ore`me 4.38 et l’e´galite´ (4.11) impliquent
Proposition 4.39. Soient X une varie´te´ riemannienne de type ()-Schottky et pY,Φq la repre´sentation
symbolique du flot ge´ode´sique sur Ω0. Alors s8   htoppΦq.
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4.2.4 Perte de masse
Cette section contient le re´sultat le plus important de ce chapitre. On va tirer parti du codage du
flot ge´ode´sique pour donner des conditions suffisantes pour qu’une suite de mesures de probabilite´
invariantes par le flot ne perde pas la totalite´ de la masse. Plus pre´cise´ment, nous montrons que
la perte de masse d’une suite de mesures de probabilite´ invariantes par le flot ge´ode´sique est lie´e
a` l’entropie mesure´e du flot ge´ode´sique.
The´ore`me 4.40. Soit X  rX{Γ une varie´te´ riemannienne de type ()-Schottky. Alors pour tout
h ¡ δp,max il existe une constante m  mphq ¡ 0 avec la proprie´te´ suivante : Si pνnq est une suite
de mesures de probabilite´ pgtq-invariantes ergodiques sur T
1X satisfaisant hνnpgq ¥ h, alors pour
toute limite vague ν de pνnq, on a
}ν} : νpT 1Xq ¥ m.
De plus, la valeur δp,max est optimale dans le sens suivant : il existe une suite pνnq de mesures de
probabilite´ pgtq-invariantes sur T
1X telle que
lim
nÑ8
hνnpgq  δp,max et νn á 0.
D’une manie`re informelle, une suite de mesures qui perd de masse est porte´e de plus en plus par
des voisinages de l’infini. En conside´rant la ge´ome´trie des groupes de Schottky, cela est e´quivalent
a` donner plus de poids aux cusps de la varie´te´. Comme les cusps sont de´finis a` partir de l’action
des sous-groupes paraboliques du groupe, il n’est pas tre`s surprenant que la perte de masse soit
lie´e a` ce type de sous-groupes.
De´monstration the´ore`me 4.40. Pour la premie`re partie de la preuve, on va utiliser les re´sulats
symboliques de la Section 4.1. Malheureusement, pour montrer que la valeur δp,max est optimale,
on ne peut pas be´ne´ficier du codage, meˆme si l’on a ce type de re´sultats pour un flot de suspension
sur un de´calage de Markov de´nombrable (voir 4.15). Cela vient du fait que l’espace symbolique ne
partage pas la meˆme topologie de T 1X.
Soient h ¡ δp,max et pνnqn une suite de mesures de probabilite´ pgtq-invariantes ergodiques sur
T 1X, telle que hνnpgq ¥ h. Rappelons qu’une mesure pgtq-invariante ergodique est porte´e soit
par Ω0, soit par T
1XzΩ0. D’apre`s la proposition 4.35, toute mesure ergodique dans MgzMΩ0 est
d’entropie nulle. On de´duit ainsi que νn PMΩ0 pour tout n suffisamment grand.
Pensons maintenant au flot ge´ode´sique du point de vue symbolique. Soit Ψ : Ω0 Ñ Y l’identi-
fication de Ω0 avec la suspension Y , ou` τ est la fonction plafond. Les mesures images Ψνn sont
toutes de la forme
dpΨνnq 
1³
τdµn
dµndt,
ou` µn est une mesure de probabilite´ σ-invariante sur Σ. Comme la section transversale S  Ψ
1Σ 
T 1X est borne´e, pour tout r Ps0, infxPΣ τpxqs, il existe un compact Kr  T
1X tel que
ΨpKrq  Σ r0, rs{  .
En particulier,
νnpKrq  ΨνnpΨpKrqq ¥ ΨνnpΣ r0, rs{ q

1³
τdµn
»
Σ
rdµn

r³
τdµn
.
Comme h ¤ hνnpgq  hΨνnpΦq, le the´ore`me 4.14 implique qu’il existe une constante M Mphq ¡
0 telle que »
τdµn ¤M,
ce qui donne
νnpKrq ¥
r
M
.
77
4.2. PERTE DE MASSE : DYNAMIQUE DU FLOT GE´ODE´SIQUE
Si l’on pose m  infxPΣ τpxq{M , alors νpT
1Xq ¥ m. Autrement dit, la masse de ν satisfait }ν} ¥ m,
ce qui finalise la premie`re partie de la preuve du the´ore`me 4.40.
Pour montrer que δp,max est une valeur optimale, on utilisera des outils purement ge´ome´triques.
Rappelons que X est une varie´te´ quotient sous la forme X  rX{Γ, ou` Γ est un groupe de Schottky
satisfaisant la proprie´te´ (). Soit p P Γ une isome´trie parabolique d’exposant critique maximal,
c’est-a`-dire telle que δp  δp,max. Conside´rons la famille de groupes Γn   p, h
n ¡ donne´e par la
proposition 4.27. Ainsi, l’e´le´ment h P Γ est une isome´trie hyperbolique et Γn est un groupe de type
divergent satisfaisant
lim
nÑ8
δΓn  δp (4.12)
et
lim
nÑ8
n°
γPP e
δΓndpx, γxq
 0, (4.13)
avec x P rX. Soit mBMn la mesure de Bowen-Margulis (normalise´e) sur T 1 rX{Γn. Comme un groupe
de Schottky ge´ne´ralise´ satisfait les hypothe`ses du the´ore`me 4.24, la mesure mBMn est finie. De plus,
cette mesure maximise l’entropie du flot ge´ode´sique sur T 1 rX{Γn (voir the´ore`me 4.22).
Soit Ωn  T
1 rX{Γn l’ensemble des vecteurs qui sont code´s d’apre`s le the´ore`me 4.32. Notons Yn
la suspension de Σn avec fonction plafond τn. D’apre`s la construction du codage, on a bien que Σn
est un sous-de´calage de Σ et le plafond τn co¨ıncide avec τ |Σn . En particulier, il existe une inclusion
naturelle Yn ãÑ Y . Par ailleurs, l’ensemble Ωn muni de la topologie induite par celle de T
1X est
home´omorphe a` Yn. On de´duit ainsi l’existence d’une application ! inclusion " pn : Ωn ãÑ Ω0.
Cette application peut eˆtre vue aussi comme la projection T 1 rX{Γn Ñ T 1X restreinte a` l’ensemble
Ωn. En effet, l’inclusion Yn ãÑ Y induit par construction l’inclusion Ω˜n ãÑ Ω˜0, ce qui implique en
particulier que pn est la projection T
1 rX{Γn Ñ T 1X restreinte a` l’ensemble Ωn. Comme la mesure
de Bowen-Margulis mBMn est ergodique (voir the´ore`me 4.21) et d’entropie positive (voir the´ore`me
4.22), elle est porte´e par Ωn. Ainsi, la mesure image νn  ppnqm
BM
n de´finit bien une mesure
de probabilite´ pgtq-invariante sur Ω0. Elle induit une mesure sur T
1X, qu’on note encore νn, par
restriction. Remarquons que
pn : pT
1 rX{Γn,mBMn q Ñ pT 1X, νnq
est une conjugaison mesurable, donc hνnpgq  hmBMn pg
Γnq, ou` gΓn repre´sente le flot ge´ode´sique sur
T 1 rX{Γn. Il de´coule donc de (4.12) que
lim
nÑ8
hνnpgq  δp  δp,max.
On va montrer que νn á 0. Cela est e´quivalent a` montrer que pour tout compact K  X, la
mesure νnpT
1Kq Ñ 0 lorsque nÑ8. Dans ce cas la preuve du the´ore`me 4.40 serait bien termine´e.
Les groupes Γ et Γn, e´tant des groupes de Schottky ge´ne´ralise´s, sont des groupes ge´ome´triquement
finis. Notons CpΓq (resp. CpΓnq) l’enveloppe convexe de LpΓq (resp. LpΓnq) dans rXYB rX. Le cœur
de Nielsen associe´ a` chaque groupe se de´compose en la re´union disjointe d’un compact et d’une
famille de cusps. Comme les groupes Γn sont tous de la forme Γn   p, h
n ¡, il n’y a qu’un seul
cusp Cn1 associe´ a` Γn, isome´trique a` CpΓnq XBξppxq{   p ¡, ou` Bξp est une horoboule centre´e en
ξp et passant par un certain point x P rX.
Soit K  X un ensemble compact et rK le releve´ de K dans rX qui appartient au domaine de
Dirichlet D0 de Γ contenant l’origin o P rX. Soit Dn le domaine de Dirichlet de Γn contenant o.
Rappelons qu’un domaine de Dirichlet est un domaine fondamental particulier pour l’action du
groupe. Comme les translate´s de D0 par les e´le´ments de Γ forment un pavage de rX, il existe un
ensemble Tn  Γ d’e´le´ments de Γ satisfaisant
(1) pour tout γ1, γ2 P Tn, avec γ1  γ2, on a γ1pIntpD0qq X γ2pIntpD0qq  H, et
(2) l’ensemble Dn est la re´union des translate´s de D0 par les e´le´ments de Tn, c’est-a`-dire¤
γPTn
γpD0q  Dn.
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Si rmBMn est la mesure de Bowen-Margulis (pas normalise´e) sur T 1 rX, on a par de´finition
νnpT
1Kq  mBMn pp
1
n pT
1Kqq

1rmBMn pT 1 rX{Γnq
¸
γPTn
rmBMn pT 1pγp rKqqq
¤
1rmBMn pT 1pBξppxq XD0qq
¸
γPTn
rmBMn pT 1pγp rKqqq.
D’apre`s (4.7) dans la proposition 4.25, la mesure rmBMn pT 1pBξppxq XD0qq satisfait
rmBMn pT 1pBξppxq XD0qq Cni ¸
mPZ
dpx, pmi xqe
δΓdpx,p
m
i xq.
Or, la remarque 4.26 nous dit que la constante Cni peut eˆtre choisie inde´pendamment de n. Ainsi,
il existe une constante C ¥ 1 telle que
rmBMn pT 1pBξppxq XD0qq C ¸
mPZ
dpx, pmi xqe
δΓdpx,p
m
i xq.
De´crivons maintenant un peu plus les e´le´ments de Tn. Soit γ  a
m1
1 ...a
mr
r P Tn, ou` ai P tp, hu
pour tout 1 ¤ i ¤ r. Observons que puisque p P Γn, pour tout x P intpDnq, on a dpx, oq   dpx, poq.
Pour une isome´trie parabolique a P A on note Ua,1 et Ua,2 les enveloppes convexes dans rX Y B rX
des deux composantes connexes de Caztξau. Ainsi, graˆce a` la remarque 4.28, on peut supposer que
D0 

aPAp rXzU 1aq, ou` U 1a  Ua si a est hyperbolique, et U 1a  Ua,1 Y Ua,2 si a est parabolique.
Observons que U 1p  p
rXzDnq puisque p P Γn. En particulier, comme γpD0q  Dn, on de´duit que
a1  p. De nouveau par le fait que γpD0q  Dn, le nombre m1 satisfait |m1|   n. En re´sumant,
on a
γ P Tn ñ γ  h
kam22 ...a
mr
r , avec |k|   n. (4.14)
Lemme 4.41. Il existe une constante C 1 ¡ 0 telle que¸
γPTn
rmBMn pT 1pγp rKqqq ¤ C 1n.
De´monstration. Soit p˜i : T 1 rX Ñ rX la projection canonique p˜ipv˜q  x. Rappelons que la mesure
de Bowen-Margulis rmBMn est porte´e par l’ensemble p˜i1CpΓnq. Ainsi, d’apre`s la construction des
mesures de Bowen-Margulis on peut supposer sans perte de ge´ne´ralite´ que rK  CpΓ1q XD0.
Soit v˜ P T 1 rX un vecteur base´ en x P Dn tel que la ge´ode´sique γv˜ satisfait γv˜  CpΓnq. Comme
x P Dn, il existe γ P Tn tel que x P γpD0q. Par ailleurs, d’apre`s (4.14), on a γ  h
kam22 ...a
mr
r .
Supposons que m2  0, ce qui implique en particulier que a2  p. Alors h
kx P U 1p, et donc l’une
des extre´mite´s de hkpγv˜q appartient a` Cp. Autrement dit, l’une des extre´mite´s de la ge´ode´sique
γv˜ appartient a` h
kCp. Or γv˜  CpΓnq, donc les extre´mite´s de γv˜ appartiennent a` l’ensemble
CpYChn YChn . Comme h
kCpXpCpYChn YChnq  H si |k|   n, on a force´ment |k| ¥ n. Cela
contredit la condition sur k dans (4.14).
En conclusion, lorsque γp rKq  CpΓnq, avec γ P Tn, on a m2  0, et a fortiori mi  0 pour tout
i ¥ 2. Autrement dit,
γp rKq  CpΓnq ô γ  hk, pour un certain k P rn, ns.
Par conse´quent, on a
¸
γPTn
rmBMn pT 1pγp rKqqq  n1¸
kn 1
rmBMn pT 1phkp rKqqq.
Par ailleurs, puisque h est une isome´trie de rX, l’ine´galite´ (4.6) de la proposition 4.25 implique
n¸
kn
m˜BMn pT
1phkp rKqqq ¤ p2n 1qDe2δΓnD,
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Figure 4.1 – Dans la figure on voit que hkCp X Ch2  H si k ¤ 1.
ou` D est le diame`tre de rK. Comme les courbures sectionnelles sont ne´gatives pince´es b2 ¤ K ¤
1, l’exposant critique de Γn est majore´ par δΓn ¤ bdimp
rXq. En posant C 1  2De2b dimpXqD on
obtient l’ine´galite´ de´sire´e.
Graˆce au lemme 4.41, on a bien
νnpT
1Kq ¤
CC 1n°
mPZ dpx, p
m
i xqe
δΓdpx,pmi xq
.
Or (4.13) nous dit que le terme de droite dans l’ine´galite´ converge vers 0, donc νnpT
1Kq Ñ 0
lorsque nÑ8. Cela conclut la preuve du the´ore`me 4.40.
4.3 Conse´quences
Les re´sultats symboliques et ge´ome´triques dans cette section motivent la de´finition suivante
d’entropie a` l’infini.
De´finition 4.42. Soit F  pftq : X Ñ X un flot continu d’un espace topologique se´pare´ localement
compact. L’entropie a` l’infini du syste`me dynamique pX,F q est le nombre h8pF q de´fini par
h8pF q  sup
νná0
lim sup
nÑ8
hνnpF q,
ou` le supremum est pris parmi toutes les suites de mesures de probabilite´ F -invariantes qui convergent
vaguement vers 0.
Corollaire 4.43. Soit pΣ, σq un de´calage de Markov de´nombrable topologiquement me´langeant et
d’entropie topologique infinie. Soit τ : Σ Ñ R  un potentiel a` variation borne´e et borne´ loin de
ze´ro. Soit pY,Φq le flot de suspension associe´, qu’on suppose d’entropie topologique finie. Alors
l’entropie a` l’infini du flot de suspension satisfait
h8pΦq ¥ s8.
Corollaire 4.44. Soit X une varie´te´ riemannienne de type pq-Schottky. Alors l’entropie a` l’infini
du flot ge´ode´sique sur T 1X satisfait
h8pgq  δp,max.
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Annexe A
Ge´ome´trie en courbure ne´gative
Dans cet appendice nous faisons une bre`ve introduction aux concepts concernant la ge´ome´trie
des varie´te´s dont les courbures sectionnelles sont ne´gatives pince´es.
Concepts basiques
Soit rX une varie´te´ riemannienne comple`te simplement connexe, de dimension au moins 2 et a`
courbures sectionnelles b2 ¤ K ¤ 1. Le fibre´ unitaire tangent T 1 rX est une varie´te´ riemannienne
munie de la me´trique de Sasaki induite par la me´trique riemannienne sur rX. Le bord a` l’infini de rX,
note´ B rX, est l’ensemble des classes d’e´quivalence de rayons ge´ode´siques asymptotiques. Pour tout
vecteur v˜  px,~vq P T 1 rX il existe une unique ge´ode´sique γv˜ : R Ñ rX qui satisfait les conditions
initiales
γv˜p0q  x et
B
Bt

t0
γv˜ptq  ~v.
De plus, la ge´ode´sique γv˜ a exactement deux extremite´s (ou bouts) distinctes a` l’infini, note´es
v  lim
tÑ8
γv˜ptq et v
   lim
tÑ8
γv˜ptq.
Si l’on fixe une origine o P rX, alors pour tout ξ P B rX il existe un unique vecteur v˜  po,~vq P T 1 rX
tel que v   ξ. En particulier, le bord a` l’infini s’identifie avec Sd1, ou` d  dimp rXq. Si l’on munitrX Y B rX de la topologie des coˆnes, alors rX Y B rX est home´omorphe a` la boule unite´ ferme´e dans
Rd. Ainsi, l’espace topologique rX Y B rX est une compactification de rX (voir [Bal95, Chapter II]).
Rappelons que le flot ge´ode´sique pgtq agit sur T
1 rX en envoyant un vecteur v˜ P T 1 rX a` dis-
tance t (dans la base rX) en suivant la ge´ode´sique oriente´e γv˜. Autrement dit, on a gtpv˜q 
pγv˜ptq, B{Bs|stγv˜psqq.
Une manie`re inge´nieuse d’e´tudier l’action du flot ge´ode´sique sur T 1 rX est a` travers des co-
ordonne´es de Hopf. On note p˜i : T 1 rX Ñ rX la projection naturelle de T 1 rX vers rX de´finie par
p˜ipv˜q  x, ou` v˜  px,~vq. Soit d la distance dans rX induite par la me´trique de Sasaki.
De´finition A.1. La fonction de Busemann B : B rX  rX2 Ñ R est de´finie comme la limite
Bξpx, yq  lim
tÑ8
dpx, ξtq  dpy, ξtq,
ou` ξ P B rX, x, y P rX et ξt est n’importe quel rayon ge´ode´sique ayant ξ comme bout a` l’infini.
Proposition A.2. La fonction de Busemann satisfait
(1) Proprie´te´ de cocycle. Pour tout x, y, z P rX et ξ P B rX, on a
Bξpx, zq  Bξpx, yq  Bξpy, zq.
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(2) Invariance par isome´trie. Pour toute isome´trie φ P Isomp rXq, on a
Bφξpφx, φyq  Bξpx, yq.
On note B2 rX l’ensemble B rX B rX prive´ de la diagonal. Ainsi, le fibre´ unitaire tangent T 1 rX est
identifie´ a` B2 rX  R en assignant a` un vecteur v˜ P T 1 rX le point Hpv˜q  pv, v , Bv po, p˜ipv˜qqq.
Coordonne´es de Hopf
s
H
v 
poq

o

v 

v

v˜
On montre aise´ment que cette identification est un home´omorphisme. De plus, le flot ge´ode´sique
agit par translation dans la troisie`me coordonne´e. En effet, comme le flot ge´ode´sique est de´fini de
sorte qu’on suive pendant un certain temps la ge´ode´sique determine´e par un vecteur, les premie`res
deux coordonne´es sont fixe´es par l’action du flot. Soit ξs un rayon ge´ode´sique ayant v
  comme
bout a` l’infini et passant par p˜ipv˜q. Il s’ensuit que
Bv po, p˜ipgtpv˜qqq  lim
sÑ8
dpo, ξsq  dpp˜ipgtpv˜qq, ξsq
 lim
sÑ8
dpo, ξsq  dpp˜ipgtpv˜qq, ξsq   dpv˜, ξsq  dpv˜, ξsq
 t Bv po, p˜ipv˜qq.
L’e´galite´ ci-dessus entraˆıne en particulier que la coordonne´e de Hopf Hpgtpv˜qq, associe´e au vecteur
gtpv˜q, correspond a` Hpgtpv˜qq  pv, v , t  sq, si Hpv˜q  pv, v , sq.
De´finition A.3. Une horoboule centre´e en ξ P B rX passant par x P rX, note´e Bξpxq, est l’ensemble
Bξpxq  ty P rX : Bξpxq ¡ 0u.
Une horosphe`re centre´e en ξ P B rX et passant par x P rX, note´e Hξpxq, est le bord dans rX d’une
horoboule, c’est-a`-dire, un ensemble de niveau de la fonction de Busemann Bξpx, q.
En ce qui concerne a` la dynamique du flot ge´ode´sique, on s’inte´resse souvent aux ensembles de
points qui se rapprochent le long du temps par l’action du flot. On remarque que nous utilisons de
fac¸on indistincte la notation d pour la distance riemannienne sur rX et T 1 rX.
De´finition A.4. Soit v˜ P T 1 rX. On de´finit les feuilles fortement instable et fortement stable en v˜,
note´es respectivement W supv˜q et W sspv˜q, par
W supv˜q  tw˜ P T 1 rX : lim
tÑ8
dpgtv˜, gtw˜q  0u
et
W sspv˜q  tw˜ P T 1 rX : lim
tÑ8
dpgtv˜, gtw˜q  0u.
On note ainsi W su  tW supv˜q : v˜ P T 1 rXu (resp. W ss  tW sspv˜q : v˜ P T 1 rXu) le feuille-
tage fortement instable (resp. fortement stable). Remarquons que les sous-varie´te´s p˜ipW supv˜qq et
p˜ipW sspv˜qq sont les horosphe`res passant par p˜ipv˜q centre´es respectivement en v et v . Ainsi, la
feuille fortement instable W supv˜q est l’ensemble de vecteurs base´s dans l’horosphe`re Hvpp˜ipv˜qq
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pointant de manie`re perpendiculaire vers l’exte´rieur. De fac¸on analogue on montre que la feuille
fortement stable W sspv˜q est l’ensemble de vecteurs base´s dans l’horosphe`re Hv pp˜ipv˜qq pointant de
manie`re perpendiculaire vers l’inte´rieur. Les sous-varie´te´s W supv˜q et W sspv˜q sont des sous-varie´te´s
plonge´es dans T 1 rX.
W supv˜q et W sspv˜q.

v 

v

Isome´tries
Soit rX une varie´te´ riemannienne comple`te simplement connexe de dimension au moins 2 et a`
courbures sectionnelles pince´es b2 ¤ K ¤ 1, avec b ¡ 1. Les isome´tries de rX, sauf l’identite´,
se re´partissent en trois types diffe´rents. Une isome´trie elliptique fixe au moins un point dans rX.
Une isome´trie parabolique fixe un unique point dans rX Y B rX, situe´ a` l’infini. Si ξ P B rX est un
point fixe d’une isome´trie parabolique, alors cette isome´trie pre´serve toute horosphe`re centre´e en
ξ. Finalement, les isome´tries hyperboliques fixent exactement deux points situe´s a` l’infini. Une telle
isome´trie pre´serve la ge´ode´sique (appele´e axe) qui a comme bouts a` l’infini ces points fixes. De
plus, elle agit sur l’axe par translation. Soit γ une isome´trie hyperbolique. Notons γ (resp. γ )
le point re´pulsif (resp. attractif) fixe´ par γ. La distance de translation de γ, note´e lγ , est e´gale a`
lγ  Bγ px, γxq  Bγpx, γxq,
pout tout x P rX.
Distance de Translation de γ
lγ
x
γx

γ 

γ
Il est bien connu le groupe d’isome´tries de rX, muni de la topologie compacte-ouverte, est un
groupe topologique localement compact.
De´finition A.5. Un groupe Γ d’isome´tries de rX est dit Kleinien, si
(1) Il est discret.
(2) Il est sans torsion, c’est-a`-dire qu’il n’existe pas de γ P Γ tel que γn  Id pour un certain
entier n  0.
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(3) Il est non-e´le´mentaire, c’est-a`-dire qu’il ne laisse pas invariant un ensemble fini de points
dans rX Y B rX.
Un groupe Kleinien agit de fac¸on libre et proprement discontinue sur rX. La varie´te´ quotientX rX{Γ est ainsi un varie´te´ riemannienne comple`te de dimension au moins 2 a` courbures sectionnelles
pince´es. De plus, son fibre´ unite´ tangent T 1X est le quotient T 1X  T 1 rX{Γ. Si l’on conside`re une
varie´te´ riemannienne X comple`te de dimension au moins 2 et a` courbures sectionnelles pince´es,
alors son reveˆtement universel rX, muni de la me´trique riemannienne induite par celle de X, satisfait
les meˆmes proprie´te´s sur la courbure et la dimension. Le groupe fondamental pi1pXq agit de fac¸on
libre et proprement discontinue sur rX. De plus, cette action est par isome´tries et X  rX{pi1pXq.
Soit pgtq le flot ge´ode´sique sur T
1X. Pour tout v P T 1X la feuille fortement instable W supvq
(resp. stable W sspvq) de v est de´finie de manie`re analogue comme dans l’espace de reveˆtement
universel. Ainsi, si v˜ P T 1 rX est un releve´ de v, alors W supvq  W supv˜q{Γ et W sspvq  W sspv˜q{Γ.
De plus, les varie´te´s fortement instables et stables deviennent des sous-varie´te´s immerge´es dans
T 1X.
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