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PREFACE 
Purpose 
In communication networks the transmission of 
information packets is usually not an instantaneous process, 
but requires temporary storage of the packets in buffers at 
various points in the network. The use of such buffers makes 
it possible, for example, to apply multiplexers and 
concentrators to the collection of different data streams to 
share a single transmission channel, thus improving resource 
utilization tremendously. Buffers are also used to regulate 
bursty and unstable traffic and hold low priority packets 
preempted by higher priority data streams. Thus buffers are 
some of the most important components of a network and are 
essential tools in providing a better and more efficient 
transmission of information packets to their destinations. 
Many factors can make it very difficult, however, to 
determine the actual buffer sizes needed and avoid costly 
loss of packets due to buffer overflow. Although buffers 
have increased in size and have become less expensive in 
recent years, buffer overflow considerations are still very 
much of interest today in systems where failures can cause 
iii 
long interruptions of transmission or where traffic 
intensities and transmission rates vary enormously. 
Some of the factors that may influence the buffer size 
requirements are, for example, that the arrival streams of 
data packets at the buffers may not only be very bursty and 
irregular but may even be interrupted from time to time. At 
the same time, the transmission lines serving the buffers 
may not always be permanently available; arriving packets 
must then be stored in buffers until the service 
interruptions are over and transmission of the information 
packets can continue. 
Such server interruptions could be built-in as in 
priority systems where high priority packets may interrupt 
the transmission of lower priority packets, and as in 
integrated voice-data systems which only transmit data 
packets during speech gaps. These interruptions could also 
be caused by unreliable transmission lines, noise or other 
types of failure. 
Arrival interruptions occur when the arrivals at a 
buffer are traffic streams from another buffer overflow 
situation and in packet switching networks when arrivals are 
suddenly generated for another destination and arrive at a 
different buffer. Arrival interruptions can also occur if 
failures cause the interruptions of the input traffic. 
Since both types of interruptions are very likely and 
commonplace, performance measures of a buffer system with 
iv 
both random arrival and server interruptions are of great 
interest and importance. Hence, both interruptions need 
further investigation. 
Rationale 
A discrete-time queueing model is a viable tool to 
obtain performance predictions and descriptions of the 
buffer behavior, traffic flow and delay of a system. 
Compared to continuous-time models, discrete-time systems 
have not been as thoroughly researched in the past. 
Discrete-time systems feature synchronous and time-slotted 
service, which makes them applicable to BISDN (Broadband 
Integrated Services Digital Network) systems, or any other 
types of time-slotted packet switching systems and 
synchronous communication systems. 
In any communication system both server and arrival 
interruptions can occur and can have many different causes 
and applications. A data stream from an overflowing buffer, 
for instance, has always an interrupted and irregular 
traffic flow, since a buffer's capacity will not be 
constantly and continuously exceeded. Server interruptions 
for low priority data packets due to the arrival of higher 
priority information units are also a very common situation. 
A model with both server and arrival interruptions allows 
for great fluctuations and variations in the arrival stream 
v 
or service and therefore gives valuable insight in optimum 
buffer size requirements and processing delay whenever 
transmissions deviate from a regular and continuous flow. 
Whenever both types of interruptions occur in the same 
system, they need not be due to the same single incident, 
but can occur independently from each other and without any 
correlation, since different events can be responsible for 
the interruptions. A discrete-time buffer system with both 
interruptions in the arrival stream as well as in the output 
process can be modeled as a single server queue, where the 
input and output channel are each interrupted by 
(independent and uncorrelated) random switches which will 
block arrivals or interrupt service when open. The 
interruption processes themselves can then be described as 
sequences of independent and identically distributed 
Bernoulli random variables. 
The application of this Bernoulli model implies that 
the availability or interruption of an input or output 
channel during a discrete time slot is completely 
independent of the state of the channel in the previous slot 
and interruptions occur independently from one slot to the 
other without any slot-to-slot correlation. This assumption 
is especially justified when interruptions are due to 
failures or noise in the channel, as well as in the case of 
server interruptions when high and low priority data 
messages arrive independently from each other and the state 
vi 
of the system in one discrete time unit has no bearing on 
the state of the model in the following interval. 
Another feature of this single server queueing model 
with independent Bernoulli interruptions is that the 
intervals during which the arrivals or the service are 
available or blocked are then geometrically distributed — a 
distribution that is widely applicable in discrete-time 
systems since it is the only memoryless discrete 
distribution, i.e., as mentioned above, the discrete random 
variable is independent of its past history in previous 
slots. 
An arrival stream with long interruptions as found in 
the processing of overflow traffic from an independent 
source can be modeled through an Interrupted Poisson Process 
with geometrically distributed interarrival times — since 
in a discrete-time model, events can only take place at 
regularly spaced points in time. At the same time the output 
process of the server during a noninterrupted interval can 
be modeled as constant, with the length of a time slot 
necessary to transmit exactly one fixed-length packet from 
the buffer. 
Interesting performance measures of this system include 
the mean time delay of the data packets and the number of 
data packets in the system at various time points as the 
model is subjected to these random arrival and server 
interruptions, and their investigation will provide improved 
vii 
estimations concerning buffer size requirements and time 
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GLOSSARY 
Busy period. The time a server remains busy serving 
customers without becoming idle. 
Customer delay. The time between customer arrival and the 
transmission of the customer. 
Delay system. A systrae unable to serve an arriving customer 
files the customer in a waitng queue for later 
services. 
Idle period. The duration of time when there are no 
customers in the queue to be serviced. 
Integrated voice-data system. A transmission system where 
a line is used for both the transmission of data as 
well as speech signals. 
Loss system. Customers blocked from service leave the 
system and do not return. 
M/M/c queueing systems. The first letter describes the 
arrival process (M for exponential, G for general, and 
D for deterministic distribution of interarrival 
times); the second letter indicates the probability 
distribution of the service times; the letter c 
describes the number of servers in the system. 
Markov chain. A process is a Markov chain if it moves from 
a state i into a state i+1 with a fixed probability 
pi,i+1 independent of what state the process was in 
prior to entering state i. 
Multiplexer. Collects several traffic streams for 
transmission on a single link. 
Queueing time. The time from a customer's arrival to the 
system until the completion of service of the customer. 
Tandem queues. Queueing systems in series; the output of 
one queue serves as input to the next queue. 
xiii 
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A mathematical model for a discrete-time buffer system 
with both arrival and server interruptions is developed. In 
this model fixed-size packets arrive at the buffer according 
to a Poisson distribution and are stored there until they 
can be transmitted over the output channel. Service times 
are constant and the buffer is assumed to be of infinite 
size. Both arrival stream as well as the service of the 
packets are subjected to random interruptions described by 
Bernoulli processes, where the interruption process of the 
Poisson input stream is uncorrelated to the interruptions of 
the output line. 
Expressions are derived for the mean waiting time, the 
mean queue length, the average lengths of idle and busy 
periods of the server, and for the server utilization. The 
behavior of the system is demonstrated with a computer 
simulation; the simulation results are used to indicate 





Communication systems and data networks have become 
increasingly important in recent years and are now 
significant components in virtually every area — whether in 
business, research, education, or at home. With the 
connection of more and more computer systems, some of the 
resources to be shared are the communication links or 
channels. Since these links are major contributors to the 
overall cost of a data transmission system, their 
performance measures are of great interest. 
Communication lines are usually connected by packet 
switching nodes which route incoming data packets to 
outgoing lines. The flow of messages arriving at these 
switching elements is typically not steady but bursty and 
unpredictable, and along with different types of 
transmission links, buffer capacities, and processors of 
various speeds, cause the formation of queues. Such packet 
accumulations and delays, however, may lead to buffer 
overflow with costly packet loss. Packet delays and the 
1 
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formation of queues must be considered in order to be able 
to improve the performance of a data network, choose optimal 
routing and flow control mechanisms, and to minimize overall 
costs. 
Queueing theory has proven to be a very valuable tool 
in performance studies because queueing models can be used 
to approximate and simulate network traffic. The most 
thoroughly researched queueing models have been continuous 
time queueing systems, but since the early 1980's 
discretetime models have become more and more investigated 
because they provide an excellent way to analyze time 
slotted or packet switched systems [34]. 
The application of queueing models to the analysis of 
buffer storage and overflow probabilities has always been of 
great interest to researchers, due to high buffer costs in 
the past [45]. Despite the fact that buffers have become 
less expensive in recent years and have increased in size, 
studies of buffer overflow in communication systems are 
still of considerable importance — mainly because buffer 
overflow can become a very costly and serious problem when 
channels become unavailable due to failures or fading. 
Fading occurrs in mobile radio channels and atmospheric 
optical channels, as the signals are subjected to random 
fluctuations in intensity, leading to interruptions of the 
data streams [30]. 
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Many different types of discrete-time or continuous 
time queueing models have been analyzed under various 
assumptions [28]: Isolated queues, tandem queues [31, 59, 
87] or queueing networks [50, 75, 96, 97, 111, 126]; systems 
with single servers, or multiple servers [46, 89, 94]; delay 
systems, loss systems [35, 48, 88, 104]; models with 
multiple job classes or priority services [36, 69, 107]; and 
models with different probability distributions for the 
number of arrivals per time slot, or various types of 
service time distributions. Performance measures under 
investigation typically include the probability distribution 
of the number of customers in the system at certain time 
epochs, probability distribution of the delay, the mean time 
delay of the customers, and the probability distribution of 
the busy period of the server. 
Within the last decade queueing systems with server 
interruptions and models with interrupted arrival streams 
have become areas of increasing investigative interest; 
however, very few publications allow for both arrival and 
server interruptions in their analyses. 
Heterogeneous and Interrupted Arrival Processes 
Whereas most studies assume a Poisson arrival process 
in their models, some research has been focused on input 
interruptions and models where arrivals were subjected to 
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variable arrival rates. Unlike homogeneous systems, where 
the arrival rate remains constant independent from time, 
arrival rates in heterogeneous systems vary dependent on 
time or an environment state. Examples of heterogeneous 
arrival processes are the Switched Poisson Process and the 
Interrupted Poisson Process. 
The Switched Poisson Process (SPP) 
A system with a Switched Poisson Process (SPP), also 
referred to as a doubly stochastic Poisson process, has a 
Poisson distributed arrival stream where arrival rates vary 
alternately from one time interval, or switching period, to 
the next. The class of Switched Poisson Processes can 
therefore be used to approximate state-dependent processes, 
overload traffic, or correlated arrival streams with high 
variance. The arrival rates in a Switched Poisson Process do 
not necessarily include a rate of value zero. 
Kingman [67] and Lawrance [78] analyzed doubly 
stochastic Poisson processes in connection with renewal 
processes and presented a solution for the distributions of 
inter-event intervals; Leese and Boyd [81] and Luchak [84] 
investigated the transient behaviour of queueing systems 
with variable arrival rates and calculated the mean queue 
lengths. Heffes [55] used an SPP to approximate the arrival 
process in a packet-switching network where the Poisson 
5 
stream's intensity varied according to the state of a 
continuous-time Markov chain. Kuczura [72] also treated a 
switched Poisson process with Markovian phase lengths in the 
example of a GI+M/M/c queueing model and derived the 
customer delay distribution, as well as the distribution of 
the number of busy servers. Tran-Gia [120] introduced an 
approximation method for a Generalized Switched Poisson 
Process which used the inter-renewal time probability 
distribution function. Tran-Gia also introduced an exact 
description of the general class of Interrupted Poisson 
Processes. 
The Interrupted Poisson Process 
The Interrupted Poisson Process can be considered as a 
special form of a Switched Poisson Process where arrival 
rates vary alternately between positive and zero values. 
Interrupted Poisson processes have been used especially in 
the performance evaluation of telephone traffic systems to 
model overflow traffic. 
Kuczura [73], Kuczura and Neal [74], and Heffes [53, 
54] simulated overflow traffic with an Interrupted Poisson 
Process which was governed by a random switch; the times 
during which the Poisson process was turned on, as well as 
the periods when it was turned off, were exponentially 
distributed and independent from each other. Kuczura proved 
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that the Interrupted Poisson Process can be used to model 
overflow traffic. Kuczura and Neal derived an approximation 
for the variance of measured call-congestion in telephone 
traffic, assuming that calls originate according to an 
Interrupted Poisson Process. Heffes presented results for 
the time distribution between departures, the distribution 
of the idle periods of the server and for the distribution 
of the number of customers in the system. A generalization 
of the Interrupted Poisson Process as described by Kuczura 
[73] can be found in a studies by Tran-Gia [120, 121] where 
approximation methods with renewal assumptions were 
presented. 
Arrival Interruptions with Other Distributions 
Bruneel analyzed discrete-time systems with randomly 
interrupted arrival streams, not necessarily in the context 
of overflow traffic but in connection with packet switched 
networks and demultiplexers. In packet switched networks and 
demultiplexers interruptions in the arrival stream to a 
certain buffer occur when data messages are suddenly 
generated for different destinations. 
Bruneel [16] divided time into two categories of 
intervals, 'A-times' and 'B-times'. Arrivals only occurred 
during A-times, and B-times were the intervals of arrival 
interruptions. Both types of intervals had rational 
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probability generating functions, and the case where both 
A- and B-times were geometrically distributed was analyzed 
explicitly. The model under investigation consisted of a 
single server with infinite buffer size and one or more 
input channels, and the probability generating function of 
the number of customers in the buffer was derived. 
In a later study, Bruneel [27] investigated the buffer 
behavior of a model where arrivals were correlated according 
to a first-order Markov process. Bruneel distinguished again 
between 'active' and 'passive' intervals of m independent 
users, during which arrivals were possible or impossible. 
Both the probability that an active user kept sending data 
packets and the probability that an idle user remained 
inactive were denoted by the two parameters a and b, with 
a + b <> 1, to describe a slot-to-slot correlation of user 
activity. According to Bruneel such a correlation was 
present, since a user generating arrivals during one 
interval would typically still be active during the 
following time slot because user activity periods were far 
longer than a single time-unit. Bruneel obtained various 
moments of the buffer occupancy for the model. 
In [24] Bruneel presented the mathematical model of a 
buffer system where the input traffic was generally 
uncorrelated but affected by periodic changes or 
fluctuations. In order to model these input variabilities, a 
random variable X was used to influence the probability 
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distribution of the random variable representing the number 
of arrivals during a time-unit or slot. Bruneel pointed out 
several different examples of how such an additional random 
variable could be applied. In one instance X represented the 
varying intensity of Poisson input, whereas in another case 
X described the amount of available input channels during a 
time unit in the description of models with randomly 
interrupted input lines. Similarly, in [19], Bruneel 
investigated a cyclostationary arrival process in a 
discrete-time queueing model where the probability 
distribution of the number of arrivals in a time unit 
fluctuated periodically. 
Server Vacations and Server Interruptions 
Another area of interest in discrete-time queueing 
systems has been the investigation of models were the server 
is not available at all times. This unavailability of the 
server may be due to built-in server vacations as in cyclic 
systems and priority models, or to server interruptions 
caused by failures. 
General Vacation Models 
In a vacation model the server starts a "vacation" at 
the end of a busy period and does not return to the service 
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of new arrivals to the system until the end of the vacation 
interval. Therefore a customer arriving during a vacation 
period therefore finds the server interrupted until the 
server returns from the vacation. In single vacation models 
the server will remain on such a vacation for only one 
period at a time, whereas in multiple vacation systems the 
server will continue taking vacations if it finds the 
system idle at its return. Vacations can be used to 
transmit record keeping and control packets in data networks 
or for preventive maintenance and testing of a system to 
increase reliability. 
Scholl and Kleinrock [102] investigated continuous-time 
M/G/l vacation models under three different queueing 
disciplines and showed that the distribution of the number 
of customers in the system in equilibrium was the sum of two 
or more independent random variables. Fuhrmann [42] and 
Fuhrmann and Cooper [43] verified and generalized the 
results of Scholl and Kleinrock. Lee and Lee [80] and Baba 
[4] studied the M/G/l vacation model as a Mx/G/1 model with 
batch or group arrivals and presented results for the 
waiting times, system occupancy and busy periods. Levy and 
Yechiali [82] compared the M/G/l single vacation system to 
the M/G/l multiple vacation system and derived the 
generating function of the number of customers in the 
system, as well as the Laplace-Stieltjes transforms of the 
busy- and idle periods and the waiting time. 
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Powell and Avi-Itzhak [93] investigated a queueing 
system with enforced idle time or vacation time of the 
server due to the restriction that service could only start 
at fixed time intervals. The study included derivations for 
the generating function for the lengths of the server's busy 
periods and the number of customers in the system. 
Cyclic Server Queues 
In cyclic server queues, a fixed number of queues is 
served by a single server in a cyclic order according to a 
specified template. From the point of view of an individual 
queue, the time the server attends to the other queues can 
be considered an interruption or vacation period of the 
server. Cyclic service can be exhaustive, gated or limited. 
In an exhaustive service model all customers in an 
individual queue are served before the server moves on to 
the next queue. In a gating system a gate marks the number 
of customers already present at the beginning of service of 
that queue and the server moves on to the next waiting line 
as soon as all the customers in front of the gate have been 
served. In a limited service system there is a limit of 
customers that can be served before the server visits the 
next queue. 
Kuehn [76] studied a multiqueue Mx/G/1 system with 
batch Poisson input and limited cyclic service and derived 
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results for the mean customer waiting time and the Laplace 
Stieltjes transform of the delay distribution. Lee [79] 
investigated a system with exhaustive service discipline and 
finite buffer and obtained formulas for the queue length 
distribution, as well as for the busy period and waiting 
time distributions. Cooper [33] presented an analysis of an 
exhaustive service system and of a gating model and obtained 
the Laplace Stieltjes transforms for the waiting time 
distribution functions. Eisenberg [38] generalized Cooper's 
results by allowing a more general configuration of the 
server cycle in the study. Eisenberg referred to the 
exhaustive and gating service disciplines as the "come right 
in" and "please wait" disciplines, respectively, and 
described expressions for the Laplace Stieltjes transforms 
of the customer waiting time as well as for the intervisit 
time distributions at each queue. 
Whereas Takacs [115] investigated a system with only 
two queues served alternately with different types of 
customers and was concerned with the waiting time 
distribution for a customer, Furmann and Cooper [44] 
developed cyclic server models with an extremely large 
number of queues to analyze the behavior of token-ring LAN's 
and mail pickup and delivery systems. The analysis included 
descriptions of the distribution of the number of customers 
in the system as well as the waiting time distribution. 
Coffman and Gilbert [32] similarly considered the case of a 
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continuous polling system where the number of stations 
approached infinity. Results were presented for the 
distributions of the number of customers served per cycle, 
the number of waiting customers and their waiting times. 
Slotted Frequency-Division Multiplexing and Time-Division 
Multiplexing Schemes 
Frequency-Division Multiplexing (FDM) and time-division 
multiplexing (TDM) techniques are used in satellite 
communication where a number of channels share the same 
satellite. In order to provide multiple access each traffic 
stream is assigned a distinct frequency band, as in FDM, or 
a distinct time slot within a k-slot frame, as in TDM. In a 
slotted frequency-division multiplexing (SFDM) scheme the 
transmission can only start at a slot mark. Therefore, if 
packets are of equal size and arrive according to a Poisson 
process, the slotted FDM and TDM schemes can be considered 
M/G/l queues with vacations where the server always takes a 
vacation for a slot if the queue for an input traffic stream 
is empty [5, 51]. 
Slotted FDMA (Frequency-Division Multiple Access) and 
TDMA (Time Division Multiple Access) schemes and their delay 
characteristics were investigated by Rubin in [98, 99] and 
by Kobayashi and Konheim [71] for the case where exactly one 
slot per frame was allocated to each traffic stream. Ko and 
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Davis [70] and Bruneel [22], in a generalization of the 
results of Ko and Davis, analyzed message delay in TDMA 
channels for the case of multiple contiguous output — i.e., 
where more than one slot was allocated to each station at a 
time. Whereas Ko and Davis developed an expression of the 
average customer delay under the assumption of a Poisson 
arrival stream, Bruneel obtained the whole probability 
generating function of the delay for a general arrival 
process. 
Prioritiy Models 
According to Doshi [37] a nonpre-emptive priority 
queueing model with customers of different priority classes 
behaves like a vacation model, since the server will only 
turn to the service of the low priority queue once the 
higher priority queues are empty. At the same time, 
nonpre-emptive service of the low priority customers while 
no higher priority units are waiting can be considered as a 
server on vacation from the point of view of the higher 
priority customers. In pre-emptive priority systems, 
however, the arrival of a higher priority customer 
corresponds to an immediate interruption or breakdown rather 
than to a vacation, since a high priority customer will 
replace the lower priority customer currently in service. 
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Shanthikumar [107] investigated a buffer system with k 
independent Poisson input streams and a nonpre-emptive 
priority scheme and presented a description of the queueing 
time and the mean buffer length. Heyman [57] described a 
nonpre-emptive priority queueing system with server repair 
times at the end of a busy period and a single Poisson input 
stream. Formulas were derived for the expected number of 
consecutively served customers and the expected delay. 
Queueing Models with Set-Up Time 
In some applications a machine set-up time is necessary 
in a system before a customer can be served. Since during 
the set-up interval no productive work can be done, Doshi 
[37] compared the time interval to a server vacation. 
According to Shanthikumar [106], discrete-time models as in 
[12, 16, 17, 18, 20, 23, 25, 56, 58], where packets arriving 
to an empty buffer cannot leave the buffer in the time slot 
of their arrival, but have to wait until the next time 
interval before receiving service, could also be classified 
as queueing systems with server vacations and could be 
compared to a system with server shutdowns as in Welch's 
model [128] with exceptional service for the first customer 
in a working period, or to Levy's and Yechiali's vacation 
model in [82], 
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In [128] Welch considered a model where a customer 
arriving during a busy period had a different service time 
distribution function than did a customer finding the server 
idle because the first arrival initiating a new busy period 
required an extended service time resulting from a partial 
server shut down during the previous idle period. Welch 
described the distributions of the queue size, the waiting 
time and the queueing time of a customer. In connection with 
the modeling of TDMA channels as M/G/l queueing systems, Lam 
[77] and Yan [133] considered exceptional service times for 
the first customer initiating a busy period as well, with 
results on buffer occupancy and the probability of arriving 
messages being blocked due to buffer congestion. 
Marshall [85] also investigated a model where the first 
arrival after an idle period of the server had a special 
service. This special service was a random delay for the 
first customer before its actual service started, and could 
be dependent on the previous interarrival period. As an 
example Marshall mentioned a GI/G/1 queue where the server 
did not start service after an idle period until a certain 
number of customers had arrived. Results of the 
investigation included the mean and variance of the server 
idle time distribution, the expected delay, and the number 
of customers in the queue. Similarly, Yadin and Naor [132] 
presented a single server model where the service station 
was shut down at the beginning of an idle period and 
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reopened as soon as a certain number of customers had 
arrived again. The server was interrupted only at times when 
no customers were waiting and, when reactivated again, took 
a period of random length to fully set up again and continue 
service. The idle periods contained fractions of time for 
server set-ups and shut-downs. Formulas were developed for 
the average queue length and the queueing time of a 
customer. 
Server Interruption Processes 
Unlike server vacations which typically start at the 
beginning of an idle period, server interruptions can occur 
independently of the idle or busy status of the server. If 
the interruption process is a Bernoulli type interruption, 
only a single parameter o is used to describe the 
probability that the output channel or server is available. 
In discrete time models, the characterization of the 
interruption process by a Bernoulli sequence contains the 
underlying implication that a, and (1-a) (as the probability 
that the server is interrupted) are independent of the 
previous state of the server during any discrete-time slot. 
In applications with slot-to-slot dependencies of the server 
blockings, the interruption process can be described by a 
first-order Markov process, where the state of the server in 
a slot i is dependent on the state of the server during the 
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previous slot i-1. A more general model for the interruption 
process divides the time axis into intervals of available 
times and blocked times of the server and is characterized 
by the probability distributions of the lengths of these 
alternately occurring intervals [29]. Discrete-time models 
with Bernoulli or first order Markovian interruption 
processes are special cases of this generalization with 
geometrically distributed available and interrupted periods. 
Whereas in the Bernoulli interruption the parameters a and 
(1-a) sum to 1, the parameters do not sum to 1 in a first 
order Markovian interruption. 
Discrete-time models with server interruptions were 
studied largely in connection with integrated digital voice 
data systems, where transmission lines are used for speech 
signals as well as data messages. According to Brady [7, 8, 
9] this simultaneous use is possible because speech signals 
can be described as a series of talkspurts interrupted by 
quiet periods. As soon as such a silent period occurs and 
decoding circuits detect the absence of the speech signal, 
the channel becomes available for the transmission of data 
messages. In other words, the stream of data messages is not 
continuously served, but its service is interrupted by 
talkspurts. According to Gopinath, Mitra and Sondhi [49] the 
silent periods may amount to as much as 51% of the total 
duration of a conversation. The speech signal itself is 
still perceived as unaffected because these interruptions do 
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not occur at arbitrary points, and thus severe 
discontinuities and decreases in quality are avoided [103]. 
Bernoulli interruption processes in connection with 
integrated voice-data systems were analyzed by Hsu [58], 
Heines [56], and Kekre and Saxena [65]. Whereas Hsu and 
Heines considered a discrete-time infinite size buffer 
system with Poisson arrivals, Kekre and Saxena investigated 
a buffer system with the assumption of a finite buffer 
length. Hsu's results included the z-transform of the 
density function of the buffer occupancy; Heines presented a 
derivation for the average queue length and the variance. 
Kekre, Saxena and Khalid [66], as well as Kekre and Khalid 
[62], extended the model of [65] and allowed not only pure 
Poisson arrival processes but also included the case of 
burst Poisson arrivals and mixed incoming traffic where 
arrivals could be both single characters or strings. In 
[62, 64, 65, 66] relationships among buffer sizes, overflow 
probabilities, and expected message queueing delay according 
to the input traffic parameters were derived. 
A Bernoulli interruption process was also investigated 
by Gershwin and Schick [47] in connection with industrial 
and manufacturing processes in a model of a buffered 
transfer line of unreliable work stations. The study 
included the derivation for the steady state probability of 
the levels of material in the buffers, the production rate, 
and the forced-down times. 
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In contrast to the publications of Hsu [58], Heines 
[56], and Kekre, Saxena and Khalid [62, 65, 66], which 
dealt with the steady state behavior of the queueing systems 
independent of time, Jenq [60] and Bruneel [26] studied the 
transient statistics of discrete-time buffer systems with 
Bernoulli server interruptions. Whereas Jenq provided an 
approximation algorithm to calculate the mean and variance 
of the queue length without assumptions on the input 
process, Bruneel developed an exact solution for the 
calculation of the probability of an empty buffer and the 
mean buffer size. 
Weinstein [127] criticized Kekre and Saxena's study 
[65] and claimed that the probability of the server to be 
available or blocked was not completely independent of any 
history in integrated voice-data systems, but that the state 
of the server in the previous time slot should be considered 
and that therefore a memoryless Bernoulli sequence of random 
variables was not sufficient enough to describe the 
interruption process. In later publications Kekre and Saxena 
[64] and Kekre and Khalid [63] analyzed the buffer behavior 
of a voice-data system with burst Poisson arrivals by using 
a first-order Markov process. Whereas Kekre and Saxena [64] 
investigated the case of synchronous transmission, Kekre 
and Khalid [63] studied an ATDM (Asynchronous Time Division 
Multiplexed) channel. Woodside and Ho [131] and Cavers and 
Woodside [30] also treated models with Markov interrupted 
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servers and Poisson or Bernoulli arrivals, not in the 
context of speech signals but in connection with fading 
radio links or priority systems. The parameters of interest 
in both studies included queue length statistics and 
overflow probabilities. 
Bruneel generalized the queueing model for the analysis 
of the buffer behavior of an integrated voice-data system by 
distinguishing between geometrically distributed "available 
periods" and arbitrarily distributed "blocked periods" of 
the server [11, 12, 21]. As a further improvement of the 
analysis of buffers with random server interruptions as 
found in voice-data systems, Bruneel suggested [18] that a 
simple geometric distribution could be used only in the case 
of talkspurts, not for the description of the silent 
periods. Citing Brady [ 7, 9 ], Bruneel concluded that an 
improved approximation of the mean buffer occupancy could be 
obtained by using a mixture of geometric densities, rather 
than only a single geometric density, to characterize silent 
periods due to the fact that in conversation and prose 
reading three different types of silent periods had been 
distinguished [7, 9]. Bruneel [25] compared the step from a 
simple geometric distribution to a mixture of geometric 
densities to the technique often used in continuous-time 
queueing systems where an exponential distribution is 
replaced by a hyperexponential distribution in order to 
achieve further generalization. Bruneel obtained as result 
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the probability generating function of the buffer length at 
random clock times. 
Similarly Sondhi, Gopinath and Mitra [113] studied a 
system where the durations of availability of the output 
channel were distributed with either a geometric 
distribution or the weighted sum of geometric distributions. 
Sondhi, Gopinath and Mitra also stated that such a 
generalization made the interruption model more applicable 
to the use of buffers for data in PICTUREPHONE® service, 
when moving images are coded, or to the use of integrated 
voice data systems. The findings of Sondhi, Gopinath and 
Mitra included the probability of buffer overflow and the 
buffer overflow probability within a burst. Sherman [109] 
also concluded for continuous-time models that speech 
intervals could be adequately modeled by an independent 
exponentially distributed random variable but that the 
silent periods needed a special approximation such as a 
mixture distribution of two independent exponentially 
distributed random variables. 
In [23] Bruneel developed a general model for a 
discrete-time buffer with random server interruptions, where 
the "available periods" and "blocked periods" of the server 
were arbitrarily distributed. It contained the restriction, 
however, that intervals during which the single output 
channel was not blocked had a rational probability 
generating function. The study contained the derivation of 
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the probability generating function of the buffer occupancy 
at various time instants. Robert, Mitrani and King [95] used 
such a model in a performance evaluation of a communication 
protocol where ionized layers created by meteor scatter were 
used to reflect VHF signals. 
Server interruptions in continuous-time models were 
investigated mostly in connection with pre-emptive priority 
models and breakdowns. Avi-Itzhak [1] and Thiruvengadam 
[117] pointed out the similarities between queueing systems 
with preemptive priority and breakdown systems and compared 
the breakdown or repair phase to an additional priority 
class that preempted lower priority customers. Whereas 
Avi-Itzhak derived the expected queue length and the 
queueing time of a customer, Thiruvengadam presented the 
time-dependent and steady state queue length generating 
functions. White and Christie [130], Avi-Itzhak and Naor 
[2], and Stephan [114] considered exponentially distributed 
on-times and off-times of a single server in a pre-emptive 
priority model; Keilson [61], Welch [129], Avi-Itzhak and 
Naor [3], and Avi-Itzhak [1] assumed a server with generally 
distributed interruption intervals and exponentially 
distributed on-times. Formulas were given for the expected 
value of the number of customers in the queue and the 
expected queueing time in [2, 130]; moments of the waiting 
time of low priority customers were stated in [114]. Welch 
indicated the transient and the asymptotic distribution of 
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the queue sizes and the waiting times, and Keilson analyzed 
the queue length and the busy periods of the server. Hayes 
and Sherman [52] used Avi-Itzhak and Naor's model [3] as a 
basis for their calculations of message delay in a ring 
switched data system by interpreting the transmission 
channel used for the multiplexing of data packets as a 
server governed by random breakdowns. 
General on-time distributions were investigated by 
Federgruen and Green [39], Thiruvengadam [117], and by 
Fischer [40]. Federgruen and Green developed approximations 
for the mean waiting time and the steady state distribution 
of the number of arrivals in the system; Fischer also 
presented an approximation approach to describe service 
interruptions; the approximation became more accurate as the 
load increased and/or the service off-times decreased. 
Multiple Server Interruptions 
Multiple server systems with interruptions have also 
been considered in the literature. Georganas [46] extended 
Hsu's single server model [58] to the case of multiple 
output channels and derived the generating function of the 
buffer occupancy. Like Hsu, Georganas used Poisson arrivals 
and Bernoulli interruptions. The output channels could not 
be individually interrupted, since they were governed by a 
single gate which made all of them available or blocked at a 
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time. Bruneel [13] generalized Georganas' discrete-time 
model not only by assuming a general arrival process, but 
also by allowing that only a stochastic number of output 
channels be blocked during a slot. The availability of the 
output channels was described with a general probability 
mass function for the amount of available lines without any 
slot-to-slot correlation. In [17] Bruneel extended the model 
to the case of an output process where the probability 
distribution of the amount of available output lines in one 
slot depended solely on the amount of uninterrupted channels 
during the preceding slot, i.e., the output interruption 
process was correlated and modeled by a first order Markov 
process. As in the study by Georganas, the expressions for 
the probability generating functions of the buffer occupancy 
were given in [13, 17]. 
Mitrany and Avi-Itzhak [86] presented a continuous-time 
multiple server model with server interruptions, where the 
durations of the interruptions were exponentially 
distributed. The model was an extension of the single server 
pre-emptive priority systems investigated by White and 
Christe [130], Avi-Itzhak and Naor [2, 3], and Thiruvengadam 
[117]. The resulting expression derived in [86] was the 
moment generating function of the queue size, whereas Avi 
Itzhak and Naor gave expressions for the expected queue 
lengths and the time-in-system. 
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Systems with Arrival and Server Interruptions 
Models with both input and output interruptions belong 
to the class of queueing systems with heterogeneous arrival 
and service. As the Interrupted Poisson Process is related 
to the Switched Poisson Process, the system with arrival and 
server interruptions is the special case of a model with a 
heterogeneous arrival and service process, with the 
distinction that the arrival and service rates fluctuate 
between positive and zero values. Systems with both arrival 
and server interruptions have so far almost exclusively been 
treated for the case where the arrival interruptions and 
server interruptions correlate. 
Arrival Rates and Server Interruptions Correlate 
In several publications, models with server dependent 
arrival rates have been presented. In such systems the 
arrival rate of customers is not homogenous in time, but is 
dependent on a server state or environment state. In 
manufacturing or computer systems, the breakdown of a server 
may lead to diversion or rerouting of incoming traffic to 
other service centers, making the arrival rate during a 
breakdown different from what it would be during a normal 
working process. 
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As a generalization of the interruption models for 
pre-emptive priority queueing of White and Christie [130], 
Federgruen and Green [39], Keilson [61], Avi-Itzhak and Naor 
[3], and Thiruvengadam [117], Sengupta [105] and Bhat [6] 
used a Switched Poisson Process (SPP) as an arrival process 
to reflect changes in arrival rates, as would occur during 
server breakdowns when some customers were rerouted and a 
queueing system with continued independent arrivals would 
not adequately enough describe the interruption situation. 
Bhat and Sengupta presented expected waiting time 
approximations in such SPP/G/1 queues with service 
interruptions; the approximation approach developed by Bhat 
was independent of any conditions concerning the switching 
time, service time or interarrival time distributions. 
Similarly, Fond and Ross [41], Neuts [90], and Yechiali 
and Naor [134] presented single server queueing models where 
on two different levels an arrival rate was always 
associated with a certain service rate m-^  for an exponential 
amount of time. In [41] and [90] busy periods and the 
interarrival time distributions were analyzed. Fond and Ross 
also considered the percentages of lost customer in a 
queueing loss model with heterogeneous arrival and service. 
Yechiali and Naor presented expressions for the busy periods 
and the unconditional expected queue size independent of a 
time phase. Shanthikumar [108] investigated a model with 
alternating pairs of corresponding arrival and service rates 
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with exponential durations of the operational times of the 
server and generally distributed repair times. Shogan [110] 
developed a similar model with exponential operational 
intervals of the server, but Erlang distributed off-times. 
Shogan derived the expected value of a customer's waiting 
time in the queue, as well as the overall time spent in the 
system, for different service and repair times; Shanthikumar 
gave expressions for the probability distributions of the 
number of customers in a system at customer departure epochs 
and at arbitrary time points. Neuts analyzed the busy 
periods, the queue length, the waiting time, and the 
interarrival time distributions. 
Neuts [91], and Neuts and Lucantoni [92] extended the 
model of varying arrival- and corresponding service rates of 
Neuts [90] to multiple server queues with exponentially 
distributed on- and off-times of the servers, where servers 
were individually subjected to breakdowns. Neuts and 
Lucantoni developed an expression for the distribution of 
the waiting times and showed that during long intervals with 
many interrupted servers, large accumulations of customers 
may occur and affect the system for long periods of time 
afterwards. 
Discrete-time models in a two-state environment were 
developed by Bruneel [15, 25] and by Towsley [118]. Bruneel 
studied a buffer system with correlated input and output 
interruptions and a general arrival stream, where the 
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operational and the failure times of the server were 
geometrically distributed with two independent parameters. 
Towsley also studied a statistical multiplexer with varying 
arrival processes for two environment states and Markovian 
switching periods, i.e., the durations of the environment 
states were geometrically distributed. In a generalization 
of this model, Bruneel [25] analyzed a system with Bernoulli 
server interruptions where the blocked or available periods 
were distributed according to mixtures of geometric 
densities. The number of arrivals during a time unit 
was arbitrarily distributed, without a slot-to-slot 
correlation but dependent on the two environment states. 
Both Bruneel and Towsley developed expressions for the 
probability generating function of the buffer occupancy-
Uncorrelated Arrival and Server Interruptions 
Since interruptions of the arrival stream or the 
service of a customer can have various external or internal 
causes as described earlier, situations arise where the 
input and ouput interruptions in a system are caused by 
independent and uncorrelated circumstances. In such a 
system, the arrival stream could be interrupted due to 
failures or overflow of an external buffer — whereas the 
server could be subjected to random interruptions by built 
in mechanisms as found in priority and cyclic systems. 
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To date, a model with both uncorrelated arrival and 
server interruptions has been studied only by Bruneel [14J. 
Bruneel described the interruption process of the input 
stream in a discrete-time single server model with 
arbitrarily distributed durations of blocked intervals and 
geometrically distributed available intervals. The server 
interruptions were modeled with a Bernoulli process. The 
probability generating function of the number of messages in 
the buffer and the mean buffer occupancy of the system were 
derived. Bruneel also treated the special cases of geometric 
arrival processes, Bernoulli arrival processes, and of 
arrival interruptions of fixed length. Bruneel showed with 
the examples that in a buffer system with a Bernoulli server 
interruption process, the mean number of customer waiting in 
the buffer was highly dependent on the exact form of the 
input interruption process. 
It is therefore of great importance to continue 
investigating the behavior of models with both input and 
output interruptions under the assumptions of various 
arrival processes. 
CHAPTER 2 
DESCRIPTION OF THE MATHEMATICAL MODEL 
Definitions 
The mathematical model represents a queueing system 
where both input and output interruptions occur. The 
description of the model includes expressions for the mean 
buffer length, the mean waiting time, the server utilization 
factor, and formulas for the mean lengths of the idle and 
busy periods of the server. 
More specifically, the model to be analyzed is a 
discrete-time buffer system with infinite buffer size, 
server interruptions and an interrupted Poisson process as 
input stream. Server and arrival interruptions are 
uncorrelated and independent from each other. The system is 
assumed to have one input and one output line. Data packets 
arrive at the system via the input line, are stored in the 













Fig. 1. Model with interruptions 
However, arrivals are possible only under the condition 
that the switch or gate G is closed; similarly, packets can 
only be transmitted over the output line when switch S is 
closed. At any other time when the switch S is open, 
transmissions of packets from the buffer are not possible 
and there are no arrivals with gate G being open. 
The system under investigation is not a continuous-time 
model, but a discrete-time queueing model — i.e., time is 
divided into fixed length periods or clock time intervals 
referred to as slots. Since the time variable is discrete 
events can only take place at regularly spaced points in 
time. A time-unit or slot is defined as the time necessary 
to transmit one packet and is constant, because the packets 
are of fixed length and their transmission is assumed to be 
of constant speed. Thus, the output rate of the buffer is 1 
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packet per clock time period (when there are no 
interruptions). 
At each discrete clock time one packet of data is 
removed synchronously from the buffer, as long as the switch 
S is closed and the server is therefore not interrupted. The 
packets are removed from the buffer according to the First 
Come First-Served discipline. 
Slots are numbered with nonnegative integers with the 
following specification: Slot i is defined as the time 
interval (i-1, i], i = 1, 2, 3, ... . The time points 
immediately before and after time point i are denoted by 
i-bef an<* ^aft' respectively. The interval (ibef,i) is the 
time during which a data unit that is transmitted in slot i 
will leave the system; similarly, the transmission of a 
packet that starts in slot i takes place at (i-1,i-laft)• 
slot i slot i+1 slot i+2 
K * * >1 
bef 1aft 
^ \2 
H + 1 b-
i-1 i l+l i+2 
Fig. 2. Definition of a slot 
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Also packets arriving at arbitrary instants during a slot i 
are considered to occur at the time point ifc>ef which 
immediately precedes time point i. 
Since the transmission is synchronous, the following 
assumption is made in the case of a packet arriving to find 
an empty buffer (idle server): such a packet cannot be 
transmitted in the same interval where it arrived but must 
wait until the next clock time period because in contrast to 
a continuous-time model the only time when transmission of a 
packet can begin is at the start of a slot (with switch S 
closed). 
The switches G and S are both subjected to Bernoulli 
sequences of independent random variables but are completely 
independent from each other without any correlation. The 
analysis is performed under the assumption that a stochastic 
equilibrium has been reached — which is the case whenever 
the average arrivals during a clock time interval are less 
than the average number of packets that can be transmitted 
through the output channel per clock time interval (in one 
time slot only one packet can be processed); therefore the 
average number of arrivals during a slot must be less than 
l'Ps where ps describes the availability of the output 
channel. 
34 
Description of the Interrupted Poisson Process 
The arrival process can be described as a Poisson 
process which is alternately turned on and off, depending on 
the random switch or gate G. The interruption is 
characterized through a Bernoulli sequence of independent 
and identically distributed random variables. 
The durations of times of the switch G in state 0 
(switch is open) or in state 1 (switch is closed) are 
therefore two independent sets of independent and 
identically distributed random variables with geometric 
distributions as follows: 
g0(n) = steady state probability of gate G in state 0 
(G open; arrivals interrupted) 
= P[switch G is in state 0 for n time slots] 
= (1 - aG)aGn-!, n >= 1 
g-L(n) = steady state probability of gate G in state 1 
(G closed; arrivals possible) 
= P[switch G is in state 1 for n time slots] 
= (1 - (5G)pGn-1, n >= 1 
With the geometric distributions of gg(n) and g^(n) the 
durations of times when arrivals are possible or blocked are 
independent from one another; there is no slot-to-slot 
correlation and a G + (3G = 1. Thus, the probability of 
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having a blocked or available arrival line is constant and 
independent of the state of the line during a previous time 
slot, with aq denoting the probability that switch G 
remains open and (l-aG) denoting the probability that 
switch G becomes closed during the next clock time interval, 
as well as PG denoting the probability that a closed switch 
G remains closed and (1~PG) f o r t h e probability that a 
closed switch G opens during the next slot. 
With a G = 1 - |3q the equations go(n) and g^(n) can 
therefore be rewritten as 
The probability generating functions to go(n) and gi(n) 
are can then be calculated as the z-transforms of go(n) and 
9l(n) 
g0(n) = (1 - (1 - PG))(1 - Pc)""1 
= PG(i " PG)11"1' n >= 1 
g i(n) = (1 - pG)PGn~l. n >= 1 
0 0 CO 




= (i - ,n-lzn-l = 
-0 Gz£((l - ffG)z): n-1 
n=l 
% z 
1 - (1 ~ 0Q)z 
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n >= 1, z complex variable, and 
00 
G2(Z) z n g i ( n ) = £ (1 _ ^ J ^ n - l ^ 
n=l n=l 
CO CO _ J 
= (1 - (1 - @q)Z. £ ( @QZ )n~ 
n=l n=l 
(1 ~ gp)z 
1 -
n >= 1, z complex variable 
Opening and closing the gate can be represented by a 
sequence of O's and l's and can thus be described as a 
random variable X representing the number of available input 
lines; X is distributed with a probability mass function 
pg(*) = t1 -
n = maximal amount of input lines 
with n = 1 and x = 0,1 the corresponding probability 
generating function can be calculated as 
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PG(z) = S f(§)%x C1 -
= [(J)^gP C1 - [ ( } ) % ( ! -
= 1 - §Q + (SgZ . 
To complete the description of the input interruption 
process the mean availability of the input channel must 
be indicated, i.e., the time fraction, when gate G of the 
input line is closed: 
E[gate G closed] p.
 = = 
in E[gate G closed] + E[gate G open] 
with expected value E[gate G closed] 
00 
= £ xnP(gate G closed for n slots), 
n=l 
x n = number of consecutive slots gate G is closed 
where 
E[gate G closed] 
<3° 03 . 
= Zn3l(n) =£n(l - % ) 
n=l n=l 
CO 
= (1 - ^ G ) S n % n = f1 " ^gHI + 2 % + 3 % 2 + ...] 
n=l 
= 1 - + 2 % - 2£G2 + 30G2 - 30G3 + - . . . 
38 
CO 1 
1 + 0Q + PG2 + %3 + + ... =E %n = — — 
n=0 (1 " % ) 
and expected value E[gate G open] 
CO 
= £K nP(gate G open for 5 slots), 
n = l 
x n = number of consecutive slots gate G is open 
E[gate G open] 
CO 00 00 
= Xng 0(n) = I n % ( l - ^ Q f 1 = % X n ( 1 -
n=l n=1 n=1 
= £g [1 + 2(1 - 0 G) + 3(1 - 0G)2 + . ..] 
= Pq [1 + 2a + 3a2+ 4a3 + ...] 
(with a := 1 - (3g) 
0r — — [1 + 2a + 3a2 + 4a3+ . . . ] 
(1 - a) 
[1 - a + 2a(l - a) + 3a2(1 - a) + ...] (1 - a) 
r - 2 3 4 [ 1 + a + a^ + aJ + a4 + . . . 
(1 - a) 
% V a11 
(1 - «) n=0 
(with a replaced by 1 - |3q) 
^G 1 
(1 "(I - )2 ) % 
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When switch G is closed (in state 1) the input stream 
is a Poisson process with mean X packets per slot; X = 0 
during the times when gate G is open and the arrival stream 
is interrupted. Therefore, the probability distribution of 
the number of arrivals per slot is given by 
p(k packets arrive in 1 slot | X > 0) = p(k | A, > 0) 
= Xkexp(-A) 
k! 
k Of 1 ^  2 ^  • • • f 
and the generating function by 
P(z I X > 0) p(k | X > 0 ) z k = f x k e X P ( " A ) z^ 
k=0 k=0 k! 
oo f X Z ^  
= exp(-X)£ -^j-: = exp(-X )exp(Xz) = eMz-1) . 
k = 0 
and 
P(z | X = 0 ) = = 1. 
(no arrivals; gate G open). 
The mean arrival rate \xarr during times when gate G is 
closed is X since 
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oo 
M a r r = E [ p ( k | X > 0 ) ] = £ k p ( k | X > 0 ) 
k=0 
X kexp(-X) -X f ( X k ) 
k=0 k! " 6
 k=l(k - 1)! 
- -x , f X ^ 1 _ -X . X _ . 
"
 e X
 ^ (k - 1)! " e X e ~ X • 
The overall expected value or average customer arrival 
rate {i. to the buffer can be calculated as 
oo co 
E[X] = a - E k P (k|X>0) (1 - % ) + £ k p(k|X>0)% 
k=0 k=0 
- (1 - £ k ° k ^ ( " 0 ) + % X = £ G X . 
k=0 k ! 
Description of the Output Interruption Process 
The durations of times of the switch S in state 0 
(switch is open) or in state 1 (switch is closed) are two 
independent sets of independent and identically distributed 
random variables with geometric distributions as follows: 
SQ(n)= steady state probability of switch S in state 0 
(S open; server interruption) 
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= P[switch S is in state 0 for 11 time slots] 
= (l - cts)asn_1, n >= 1 
s^(n)= steady state probability of switch S in state 1 
(S closed; output possible) 
= P[switch S is in state 1 for n time slots] 
= (1 - Ps)Psn-1' n >= 1 
The geometric distributions of sg(n) and s ^ n ) mean 
that the durations of times when the server is uninterrupted 
or blocked are independent from one another; there is no 
slot-to-slot correlation and ots+ps = Thus, the 
probability of having a working server or a server 
interruption is constant and independent of the state of the 
server during a previous time slot, with a s denoting the 
probability that switch S remains open and (1-otg) denoting 
the probability that switch S becomes closed during the next 
clock time interval, as well as Ps denoting the probability 
that a closed switch S remains closed and (l~Pg) for the 
probability that a closed switch S opens during the next 
slot. 
With ag = 1 - Ps "the equations s0(n) and s^Cn) can 
therefore be rewritten (analogous to the arrival 
interruptions) as 
s0(n) = (1 - (1 - ps))(l - Ps)n_1 
= ps(l - Ps)11"1, n >= 1 
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Sl(n) = (1 - PsJPs""1/ n >= 1 
The probability generating functions to s0(n) and s-j^n) 
are can then again be calculated as the 2-transforms of 
s0(n) and s^n) 
GO QO 
S0(z) zns0(n)= £ ,5S(1 - ftjp-V1 
n=l n=l 
00 03 
= ^ s z £ (l - ^ - ^ - ^ s z S c c i - £s)z)n_1 
n=l n=l 
1 - (1 - jffs)z 
n >= 1, z complex variable, and 
S 2 ( z ) « £ z n S l ( n ) = £ (1 -
n=l n=l 
00
 1 n-1 (i - p s ) z 2 p s n ~ 1 ^ ~ 1 = f1 -
n=l n=l 
(1 -
1 - £sz 
n >= 1, z complex variable, 
43 
As has been shown for the input process, the Bernoulli 
sequences of O's and l's are distributed with a probability 
mass function 
Pst*) = t1 * 
n = maximal amount of output lines; 
with n = 1 and x = 0, 1 the corresponding probability 
generating function can be calculated as 
ps(2) = t [(8)fcx (1 " 
x=0 * 
= 1 - + 0sz. 
Also, the mean availability Pout of the output channel, 
or the time fraction, when switch S of the output line is 
closed can be indicated as 
E[switch S closed] 
out = = ^S ' 
E[switch S closed] + E[switch S open] 
with expected value E[switch S closed] 
= £ x n P (switch S closed for a slots) 
n=l 
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xn = number of consecutive slots switch S is closed, 
where 
E[switch S closed] 
X n s ^ n ) = £ n ( l - $ s ) ^ 
n=l n=l 
n-1 
= (1 - 0S ) [ 1 + 2§s + 3£s2 + + . . - ] 
00
 1 
- E • .. „ . • 
n=0 (1 - Ps) 
and 
E[switch S open] 
03 
= £ x n P (switch S open for n slots), 
n=l 
xn = number of consecutive slots switch S is open, 
where 
E[switch S open] 
00 CO 
= £ n s 0 ( n ) = £ n ^ s ( l - ^ f " 1 
n=l n=l 
00 




Derivation of the Mean Buffer Length 
Since the discussion of the model is performed with the 
assumption that a stochastic equilibrium has been reached, 
the number of arrivals per one slot must be less than 1-Pg. 
The condition exists, because only one single packet can be 
transmitted from the buffer per slot, provided that the 
server is available. 
The Z-transform of the density function of the buffer 
occupancy can be obtained similarly to Hsu's findings in 
[58], but the possibility of arrival interruptions has to be 
included. The following notations will be used: 
BO(z) : Z transform of the density function of the 
equilibrium buffer occupancy 
E[1] : mean buffer length 
^i+1 " buffer occupancy after (i+l)-th slot 
arr^+1: number of arrivals to the gate during the 
(i+1)-th slot 
: random variable that describes the availability 
of the input channel 
0, if gate G is open in the (i+l)-th slot 
1, if gate G is closed in the (i+l)-th slot 
1 j 2 ^  3 j • • • 
si+i : random variable that describes the availability 
of the server 
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0, if switch S is open in the (i+l)-th slot JO, u 
vi, ij 
si+l 
.f switch S is closed in the (i+l)-th slot 
l — 2 ^  3
 r ••• 
The buffer occupancy after the (i+l)-th time slot can 
therefore be calculated as follows: 
case i1: The buffer was not empty during slot i, 
(1± <> 0) 
J-i+l = 1i + arri+l*gi+l ~ 1'si+l , 
X 1 f 2 j 3 / • • • 
where the buffer occupancy after slot (i+1) can be 
calculated as the sum of the new arrivals during slot (i+1) 
(if the input line is available) plus the buffer occupancy 
of slot i minus the packet currently being served (if the 
server is available). 
case ii): The buffer was empty during slot i, 
d i = 0) 
In this case no packet is being served during the 
following slot (i+1) regardless of the availability of the 
output channel. The buffer occupancy after slot (i+1) 
therefore amounts to 
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J-i+1 - arri+i'9i+i / - 0, i - 1 , 2, 3, ... 
Cases i) and ii) can also be combined in a single 
equation as 
J-i+l = + arri+l*9i+i " si+1-5(li) 
with 
, 0, li < = 0 
5di) = < 
^ l, li > o. 
Since the derivation is performed with the assumption 
that a stochastic equilibrium has been reached, the 
probability that n packets are in the buffer at the end of a 
slot can then be described by 
Pn = lim P[Lj_ = n] . i—>oo 
With the buffer occupancy of the (i+l)-th slot as 
J-i+l = J-i + ar^i+l*gi+i - si+i* 8(li) 
the expected value of the buffer occupancy of the (i+l)-th 
slot can then be calculated as 
E[l i + 1] = E[liJ + E[arr i + 1.g i + 1] - E[si+1-5(li)] 
and as i—> oo and therefore E[li+iJ = E[li], 
lira E[si + 1 Stli) ] = lim E[arr1 + 1 gi + 1] . 
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With 
lim E[si + 1] = E[s] = I3S . 
l— 
lim E[gi + 1] = E[g] = 0q . 
lim E[6(l±) ] = E [5 (1) ] . 
1—>00 
lim ETarr^il = ETarrl = X. 
. 1. X T J. J J 1— 
it follows that 
E[s]*E[S(l)] = E[arr]«E[g], since s^+i and 5(1^), as 
well as arri+i a n d 9i+l a r e independently distributed. 
Therefore the equation E[s]»E[8(l)] = E[arr]«E[g] can also 
be written 
Ps•E[5(1)] = k • pG or E[8(l)] = (X.pG) / pS/ 
with E[S(1)] as the probability that the buffer is not empty 
after a slot. 
The probability EB that the buffer is empty can now be 
described as 
EB = P[buffer is empty at the end of the slot] 
= 1 - a - p G / ps). 
The generating function of the buffer occupancy BO(z) 
after a slot can therefore be calculated as 





a) Etz^-9] = E P k z k - ° (1 - &q) + Z P k z k - l • 0q 
k=0 k=0 
= d - 0G) S Pk + % • expt-X(l-z)] 
k = 0 
= (1 - 0G) + Pq • exp[-X(1-z)], 
with 
0 with probability 1 - PG 
with probability PG 
b) E[z 1 - S , 5d)] = E[zx] with x:= l-s-5(l) 
for 6(1) = 0: x = 1, and therefore n = 0 
for 5(1) = 1: x = 1-s, and n > 0 
E[zl-s-6(l)] = E[EB + £ p (n) -zn~s ] 
n = l 
and 
0 with probability 1 - Ps 




e[z1-S-8(1)] = EB + £ p(n)-zn~° • (1 - i8s) + £ p (n)-z^1 • 
n=l n=l 
= EB + (1 - 0q) [BO(z) - EB] + £s[(BO(z) - EB)/z]. 
( since the z-transform of Z{fn_k> = z-^FCz) ) 
From a) and b) it follows then that 
BO(z) = {(1 - P G) + PG'^^ 2" 1)} • (EB + (1 - ps) 
•[BO(z) - EB] + Ps[ (BO(Z) - EB) / z ] } 
BO(z) / {(1 - pG) + pG-exp[-X(l-z)]} 
= EB + BO(Z) - psBO(z) - (EB - Ps'EB) 
+ Ps/z•BO(z) - Ps/Z-EB 
BO (z) z / {(1 - P G) + Pc-expt-^d-z)]} 
= EB•Z + BO(Z)•Z - pg•Z•BO(z) - EB-Z 
+ pg.z.EB + Ps«BO(z) - Ps'EB 
BO ( z) • z - B0(Z)-Z.{(1 - P G) + PG*exp[-?,(l-z) ]} 
+ PS.Z.B0(Z){(1 - PG) + PG-exp[-A,(l-z) ]} 
- Ps.BO(z).{(l - P G ) + PG-exp[-X(l-z)]} 
= EB•pg(z-1)•{(1 - pG) + pG.exp[-X(l-z)]} 
BO(z)•{z -[(1 - pG) + PG-exp[-X(l-z)]](z - Ps.z + ps)} 
= EB.ps(z - 1)•[(1 - P G) + pG-exp[-X(l-z)]] 
BO(z) = (EB.ps(z-l).(-l).{(l - pG) + PG-exp[-X(l-z)]}) 
/ {(-1)(z - {(1 - P G) + PG.exp[-\(l-z)]} 
. (z - Ps-z + ps>)> 
= (EB•pg(1-z)•{(1 - P G ) + pG-exp[-X(l-z)]}) 
/{{z - psz + P S H ( I - P G ) + PG(exp[-X(l-z) ]))- z) 
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and with EB = 1 - ^*Pg / Ps t h e z transform of the density 
function of the equilibrium buffer occupancy can be obtained 
as 
BO(z) = {(1 - X-PG / ps).ps(l-z).{(l - pG) 
+ PG• e x p [ l - z ) ]}} / {{z - ps.z + ps} 
• (((I - PG) + PG-exp[-X(l-z)]}) - z) 
= {(Ps - P G^)-(1 - Z)-{(1 - P g ) 
+ pG-exp[-X(l-z)]}} / {{z - ps-z + Ps} 
• {(1 " P g ) + PG'(exp[-X(l-z)])} - z) 
The mean queue length E [ 1 ] can now be obtained as 
follows: As was described earlier, the queue length of slot 
(i+1) amounts to 
1i+l = li + arr i + 1.g i + 1 - si+1.8(li) 
This equation to the power of two will yield 
(li+i)2 = (li)2 + 21i-arri+1.gi+1 
- 2arri+1.gi+1.si+1-8(li) - 21j_ • s i + 1 -8( lj^ ) 
+ (arri+1-gi+1)2 + (si+1-6(li))2 
Taking the expected values and with i^ -oo and therefore 
E[li+i] = E[li] the equation can be written as 
E[l2] = E[l2] + 2E[1]•E[arr]•E[g] 
- 2E[arr]-E[g]•E[s]•E[5(1)] 
- (2E[1]•E[s] - E[arr]-E[g]) + E[(arr»g)2] 
+ E[s]•E[8(1)] 
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since 8(1-^) and arr^+1 and <3i+± are identically 
distributed, and since 
(si+l'8(li) )2 = (Sj_+1»8(lj_)) because of their 
definition, and with 
.lim ZEtli-Si+i-Sfli)] 
lim 2E[li + 1-si + 1] - lim E[arri+1 -gi + 1] 
1—>03 X—>0° 
= 2E [1]•E[s] - E[arr]-E[g]. 
Hence, 
0 = 2E[ 1 ] Pq - 2XpGps.apG/j3s) - 2E[l]-ps + M3g 
+ A P G ) 2 + 3 S - ( ^ P G / P S ) 
2E[l]Pg - 2E[ 1 ] • A.PG = -2(XPG)2 + ^ PG + (XpG)2 + XpG 
2E[ 1 ] • (Pg - A,pG) = 2XpG - (XPG)2 , and therefore 
2-(0S -
as the average queue length. 
Derivation of the Mean Waiting Time 
The mean waiting time Wq of a packet in the queue can 
now be obtained by using Little's formula [83] 
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W = L/Xa 
where L denotes the expected number of units in the system, 
1/A,a describes the expected time between two consecutive 
arrivals in the system and W is the average waiting time of 
a unit in the system. 
With the queue considered as the system where the 
formula is being applied to, the mean waiting time of a 
packet in the queue can now be calculated as 
q q a a
 2-(0s - A 2 - ( 0 s - X£6) 
with the duration of one slot normalized to 1. 
Server Utilization Factor 
If now Little's formula is applied to the service 
facility instead of the queue, then 
Ls = ws ' ^ a 
with 
L s = expected number of packets under transmission 
Ws = expected waiting time in the service facility, 
i.e. expected transmission time 
Ws = 1 packet / slot, if server available = 1/Pg 
and therefore Ls = / Ps-
54 
Since at most one packet can be under transmission at a 
time, L s is also the fraction of time a server is busy with 
the transmission of a packet [5], and the server utilization 
factor p equals to 
p - ap G) / Ps. 
Idle Periods of the Server 
The beginning of an idle period of the server is the 
point in time when the last packet from the buffer has been 
served. The end of an idle time is marked by the beginning 
of a slot i if during slot i-1 at least one new packet has 
arrived. The duration of an idle period of the server is 
considered to last k slots if there are no arrivals during 
k-1 slots and one or more arrivals during slot k. 
Therefore the probability that an idle period of the 
server lasts for k slots can be calculated as 
P[idle period of server is k slots] 
= P[no arrivals during k-1 slot] 
• P[at least one arrival during kth slot] 
= {P[gate G open] + P[gate G closed, but no 
arrivals] 
• {1 - P[no arrivals during kth slot}} 
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= {P[gate G open] + P[gate G closed, but no 
arrivals]}^-1 • {1 - (P[gate G open] 
+ P[gate G closed, but no arrivals])} 
= {(1 - PG) + p G - a ° - e - ^ ) / 0 ! } k - l 
. { 1 - ( ( 1 - P G ) + P G - a ° - e - ^ ) / 0 ! ) } 
= {(1 - pG) + pG/e^ } K _ 1 • {1 - ((1 - PG) 
+ Pc/e^)} 
= y k _ 1 • (1 - y) 
with y = (1 - pG) + PG/e?l-
Thus the idle periods are geometrically distributed and 
their probability generating function can therefore be 
described as 
oa 
Id(z) = ^  P[idle period lasts n slots] • zn 
n = l 
00 00 
= S (1 - 7 ) •rn-1-zn= (1 - -y) z 2 Y^i-z11-1 
n=l n=l 
GO 
= (i - r ) z Z (7z)n_1 = C1 - / (i -72) 
n=l 
_ (1 - (1 - ffq) + ffQ/eX)z 
" 1 - ((1 - 0G) + 0G/eX)z 
The expected value or average length of the idle 
periods E[id] can now be calculated as 
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03 CO 
E[id] = • (1 -
 r ) = ( 1 - 7 ) 2 n-Y 1 1" 1 
n=l n=l 
= (1 " 7) • [1 + 2y + 3y2 + ...] 
00 
= £ 7 n = 1 / ( 1 _ y ) = 1 / ( 1 _ [(1 _ £ g ) + ^ /eX]) 
n = 0 
= = l^C^G t1 - exp(-X))). 
The availability of the server, (3S, is not part of the 
formula, since it has no impact on the length of an idle 
period: The server is only idle when the queue is empty or 
when it is the last slot of the idle period and at least one 
arrival has occurred. If the queue is empty, however, the 
availability of the server is irrelevant, since there are no 
elements waiting to be served. Also, during the last slot of 
an idle period, when at least one arrival has occurred, the 
server availability is of no importance because by 
definition, arrivals to the discrete-time system will not be 
served during the slot of their arrival but must wait at 
least until the beginning of the next slot. The availability 
of the server has therefore no impact on the length of an 
idle period. 
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Busy Periods of the Server 
Busy periods of the server are the time intervals 
between idle times of the server. The mean length of the 
busy period of a server can be obtained as follows: The 
probability that the buffer is not empty after a slot equals 
the server utilization factor p [28], 
E[8(l) ] = X(3g / ps = p. 
Since p can be also described as 
E [by] 
P = = X fia / fic 
E[id] + E[by] u s 
the expected length of a busy period E[by] is 
E[by] • = A£g • E [id] + XPG- E[by] 
A E [by ] = XPG E[id] / - XPG (PG - A PG) • (1 - exp ( -A)) 
The queueing system with an interrupted Poisson input 
stream and an interrupted server has now been described as a 
mathematical model. Expressions have been derived for the 
mean buffer length, the mean waiting time, the server 
utilization factor, and the mean lengths of the idle and 
busy periods of the server. 
CHAPTER 3 
SIMULATION OF THE MATHEMATICAL MODEL 
Description of the Simulation Program 
To simulate the mathematical model a simulation program 
must be developed and validated. With the results of the 
simulation runs, confidence intervals can then be 
established and optimal buffer sizes can be described. 
To demonstrate the behavior of the model with 
interrupted Poisson input stream and interrupted output 
channel, a program was written in SIMSCRIPT 2.5 [112] called 
SIMMOD.SIM. The program generates arrivals of customers to a 
waiting queue and their processing through an output channel 
according to the conditions and specifications of the model 
with both interrupted input and output lines. 
SIMMOD uses five different processes for the 
simulation. The process SLOT.GENERATOR is responsible for 
generating a new slot every time unit and gives the program 
the discrete-time frame of the model. Process SLOT uses two 
random number generations to simulate the interruptions of 
the input and output lines, and processes ARRIVAL.GENERATOR 
and ARRIVAL provide the Poisson arrival stream. SLOT.MARK is 
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a process called at the end of a slot to determine 
statistical information of the system — such as the average 
length of the queue as well as idle and busy times of the 
server. 
A time unit is denoted as a ".MINUTE," but could be 
defined as any other time interval as long as it is kept 
consistent throughout the program. Once the execution of 
SIMMOD is started, the user is asked to enter the requested 
length of the simulation in time units, the arrival rate X 
of the customers, and the probabilities of the input and 
output channels to be available. It is also required to 
enter three integer values ranging from 1 to 10 to indicate 
the seeds to be used for the various random number 
generators. 
After the input parameters have been obtained, the 
simulation begins, and control is transferred to the process 
SLOT.GENERATOR. For the duration of the simulation, the 
SLOT.GENERATOR activates a new slot every discrete time unit 
and calls the process SLOT.MARK at the end of each slot. 
Activation of a slot is performed by calling the process 
SLOT. 
In SLOT the simulation of the independent interruption 
processes is obtained by using random number generators 
provided by SIMSCRIPT 2.5. Two uncorrelated Bernoulli 
streams of 0's and l's are produced for both the input gate 
as well as the output switch, where a 0 represents an 
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interrupted channel (gate or switch open) and a 1 denotes 
that the channel is available (gate or switch closed). For 
the production of these Bernoulli sequences, the built-in 
discrete-valued functions BINOMIAL.F and RANDI.F can be 
used. 
BINOMIAL.F provides a binomial distribution, and when 
applied with parameter 1 and parameter p as the probability 
of a channel to be available, represents a Bernoulli 
distribution with parameter p. Whereas BINOMIAL.F can 
provide the requested random number generation for every 
value of p (0 <= p <= 1), in the special case of p = 0.5 the 
generation of a Bernoulli stream of integers 0 and 1 is also 
possible by using the function RANDI.F, which supplies 
uniformly distributed random integer values in a specified 
range. Both BINOMIAL.F and RANDI.F also require an integer 
value between 1 and 10 to indicate one of the predefined 
starting seeds of SIMSCRIPT 2.5 to be used in the random 
number generation. 
Each time a new slot is activated, the random number 
generators provide a 0 or 1 for both input and output 
channels, and these values represent the states of the input 
gate or the output switch for the duration of the slot. If 
the value corresponding to the input gate is 1, the input 
gate is considered closed and arrivals are possible. 
Arrivals of customers are obtained by activating the process 
ARRIVAL.GENERATOR. Each time the ARRIVAL.GENERATOR is 
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called, the attribute THIS.SLOT.END, which defines the time 
the current slot will come to an end, has to be passed to 
the ARRIVAL.GENERATOR. This process attribute enforces the 
generation of arrivals strictly limited to the slots where 
gate G is closed. The ARRIVAL.GENERATOR is then responsible 
for the production of new customers acccording to a Poisson 
distribution while the current slot is active. Since 
Poisson-distributed arrivals have exponential interarrival 
times, the built-in SIMSCRIPT function EXPONENTIAL.F is used 
to generate random exponentially distributed interarrival 
times. The process ARRIVAL, which is called at the end of 
each interarrival time period, provided the current slot end 
has not been reached, produces a customer and files the 
customer in the queue. 
Similarly, a generation of a 1 for switch S signals to 
the system that the output channel is available, and if the 
queue is not empty, a customer is removed from the queue. 
The removal of a customer from the queue ends the customer's 
waiting time and corresponds to the transmission of the 
customer. 
Once the end of a slot has been reached, the 
SLOT.GENERATOR calls the process SLOT.MARK, where 
statistical information concerning the average queue length 
and the durations of the idle and busy periods is 
calculated. During the course of the simulation, SIMMOD 
keeps track of various different variables necessary for the 
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computation of the average queue length, the maximum length 
of the queue, the mean customer waiting time, the server 
utilization, and the average lengths of idle and busy 
periods of the server. 
To calculate the average queue length, the current 
length of the waiting line is determined at the end of a 
slot, and the mean is obtained by using the ACCUMULATE 
statement of SIMSCRIPT. At the beginning of process SLOT the 
queue length is reduced by 1 when switch S is closed. The 
maximum length the queue reaches during a simulation is 
observed through SIMSCRIPT's MAXIMUM statement. 
A customer's waiting time starts at the end of the slot 
of the customer's arrival, since the program models a 
discrete-time system where arrivals occuring at arbitrary 
instants during a slot are considered to take place at the 
point in time immediately preceding the slot end. The 
waiting time ends with the beginning of the slot during 
which that customer is served. 
The average lengths of the idle and busy periods are 
determined in the processes SLOT and SLOT.MARK; a slot is 
considered as part of an idle period if the queue is empty 
or has been previously empty but has had at least one 
arrival in the current slot. Similarly, a slot is counted as 
a slot belonging to a busy period if customers are waiting 
in the queue or if the queue is empty, but the last customer 
is processed in the current slot. 
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The server utilization factor is obtained by dividing 
the total number of slots when the server was busy by the 
total number of slots. The Poisson arrival rate is produced 
by applying Little's formula [82] which yields the mean 
arrival rate as the mean queue length divided by the mean 
waiting time. 
Once the simulation has ended, the printed statistics 
include the mean arrival rate, the mean waiting time, the 
average queue length and maximum queue length, the server 
utilization factor as a percentage of the total time, and 
the average duration of an idle or busy period of the 
server. In addition, the printout provides information on 
the actual availability of the input and output channels 
— as produced by the random number generators — and on the 
total number of customers that arrived during the 
simulation. 
Simulation 
The simulation runs were performed by using the random 
number generator function RANDI.F for the cases where both 
the availability of the input line and the availability of 
the output channel were 0.5. BINOMIAL. F was used for values 
of PG and Ps o f O-1 a n d 0 •9 a n d t h e values of 0.6 and 0.3, 
respectively. Each of these three sets of different values 
for PG and Ps were simulated with four different arrival 
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rates, namely 0.02, 0.08, 0.3 and 0.49. With these input 
parameters the server utilization ranged from 0.175% to 
99.113%. Each simulation run lasted 40,000 time units. 
Additional simulation runs with 100,000 time units were 
conducted with an arrival rate X = 0.02 and input and output 
line availabilities of 0.5. 
The seeds for the three random number generators also 
varied: the seed for the SIMSCRIPT function EXPONENTIAL.F 
for the arrivals assumed the values 1, 4, 5, 6, 8, and 9; 
the seed for the random number stream describing the input 
interruption process assumed seeds from 1 to 8, and the 
random number stream associated with the output interruption 
process took on values from 2 to 9. All three starting seeds 
for a simulation run differed from each other to represent 
independence between the interruption processes and also 
between the server facility and the arrival meachanism 
[100]. The results of each simulation run and the expected 
values are made available in Appendix B. 
Discussion of Results 
Validation of the Simulation Model 
To validate the simulation model the results of the 
simulation runs are now tested with the null hypothesis H0 
that there is no mean difference between the simulated means 
and the expected means. If the hypothesis H 0 cannot be 
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rejected, it can be concluded that there is no evidence the 
simulation model is an inadequate representation of the 
mathematical queueing model with interrupted Poisson input 
line and interrupted output channel. 
The test is performed on several test data sets with 
arrival rates X = 0.02, 0.08, and 0.3 with input and output 
line availabilities of 0.5, 0.1, 0.9, 0.6 and 0.3. The test 
sets were chosen with the restriction (3g > ^Pq to avoid 
division by zero in the formulas for the mean waiting time 
and the mean queue length and to observe the condition for 
stochastic equilibrium. The tested measures include the mean 
arrival rate, mean queue length, average waiting time, the 
mean lengths of idle and busy periods, and the server 
utilization factor. All tests are conducted with a level of 
significance a of 0.001. The test statistic is given by 
md 
t0 = — 
with 
d : difference between simulated and expected value 
md : mean of d 
s : standard deviation from the mean 
(number of samples n = 22) 
a : 0.001, level of significance, and therefore 
z : 3.29 
66 
a) H 0 : simulated mean - expected value = 0. 
H-l : simulated mean - expected value ^ 0. 
X = 0.02, pG = 0.1, Ps = 0.9: 
mean arrival rate: 
-0 
mean queue length: |t0| 
mean waiting time: |tg| 
mean idle period : |t0| 
mean busy period : |t0| 
mean server utilization 
3.999*10~6/2.9662-10-4 = 0.01 
6.79»10-5 / 2.9171-10"4 = 0.23 
2.8699.10-2/1.1536.10-1 = 0.25 
8.5783 / 6.1848-101 = 0.14 
1.7681.10-2/4.1070.10-2 = 0.43 
|t0| = 6.9727'10_3/2.7620.10_2 
= 0.25. 
Since all test statistical values are below the critical 
value z = 3.29 associated with significance level a 
(probability of type I error) [10], there is no evidence to 
reject H0. 
b) H0 : simulated mean - expected value = 0. 
H-l : simulated mean - expected value ^ 0. 
X = 0.08, PG = 0.1, ps = 0.9: 
mean arrival rate: |t0| = 5.8864•10-5/4.3453•10-4 = 0.14 
mean queue length: |t0| = 3.1944•10~4/4.1976•10-4 =0.76 
mean waiting time: |t0| = 5.0399•10~2/5.8710•10~2 = 0.86 
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mean idle period : |t0| = 1.1141 / 5.9660 =0.19 
mean busy period : |t0| = 2.6750•10~3/2.2984•10~2 =0.12 
mean server utilization : |t0| = 4.4455•10-3/4.0400•10~2 
= 0.11. 
All values of the test statistic do not exceed the z 
critical value and so H0 cannot be rejected. 
c) HQ : simulated mean - expected value = 0. 
H^ : simulated mean - expected value ^ 0. 
A, = 0.3, pG = 0.6, Ps = 0.3: 
mean arrival rate: |t0| = 6. 7455 • 10 "4/2. 1915•10" 3 = 0 .31 
mean queue length: |t0| = 6. 0607 •10 - 2/6 . 0883•10- 2 = 1 .00 
mean waiting time: |t0| = 3. 6763 •10 "V3. 5491•10- 1 = 1 .04 
mean idle period : |t0| = 4. 4345 •10 - 1 / 1.0898 0 . 41 
mean busy period : |t0| = 9. 0988 •10 -2/3. 2946•10" 1 = 0 . 28 
mean server utilization : 11 0 1 = 1. 1323 • 10
-1/ 7. 6021 • 10_1 
= 0.15. 
Again the test statistical values are below the z critical 
value; therefore there is no evidence to reject HQ• 
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d) HQ : simulated mean - expected value = 0. 
H^ : simulated mean - expected value ^ 0. 
X = 0.02, (3g = 0.6, Ps = 0.3: 
mean arrival rate: |t0l = 7. 8545 •10 ~5/5. 4633•10 -4 = 0 . 14 
mean queue length: |t0l = 3. 6394 •10 "4/2. 5709-10 -3 = 0 . 14 
mean waiting time: 1101 = 5. 3185 • 10 "
2/l • 4449•10 -1 = 0. 37 
mean idle period : |t0l = 8. 0837 • 10 - 1 / 2.4530 = 0. 33 
mean busy period : 1101 = 1. 6121 •10 -2/l. 4909•10 
-1
 = 0. 11 
mean server utilization : It 0 1 = 2. 2273 • 10-2/2. 0081 • 10 -1 
= 0.11. 
H0 cannot be rejected, since all test statistical values are 
below z = 3.29. 
e) HQ : simulated mean - expected value = 0. 
H^ : simulated mean - expected value ^ 0. 
X = 0.02, PG = 0.5, ps = 0.5: 
mean arrival rate: 1 to 1 = 4 . 2909 •10 -5/5.7345 •10" 4 = 0 .07 
mean queue length: 1101 = 1 .1336 •10 -4/9.0289 •10" 4 = 0 .13 
mean waiting time: 1 to [ = 2 . 2849 • 10 -2/8.0802 • 10" 2 = 0 .28 
mean idle period : i t01 = 1 . 2460 / 2.9720 = 0 . 42 
mean busy period : 1101 = 2 . 2087 • 10 -2/7.8811 •10" 2 = 0 .28 
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mean server utilization : |t0| = 7.1364•10-3/8.3361•10-2 
= 0.09. 
Again there is no evidence that the model is inadequate in 
simulating the mathematical model; H0 cannot be rejected 
because none of the test statistical values are greater than 
z. 
Optimal Buffer Sizes 
A buffer size is considered optimal if 99.9% of 
simulation runs capture the mean of the maximum buffer 
length in a 99.9% confidence interval. The upper bound of 
the confidence interval is rounded to the next integer value 
and actually describes the optimal buffer size. 
The 99.9% confidence interval is derived with the 
formula [10] 
mean +/- (t critical value)-s/Vn, 
where n : number of sample, n = 22, 
a : level of significance = 0.001, 
t : t critical value = 3.82 for n-1 = 21 degrees of 
freedom, 
s : standard deviation 
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Since this formula applies only if x-^ , x2, ... xn are 
random samples from a normal population distribution with 
mean value a test for normality must be performed. This 
test is conducted with a Chi2 - test. 
HQ : The population distribution is normal. 
H2 : The population distribution is not normal. 
The hypothesis HQ is rejected if X2 is greater than the chi-
squared critical value. The samples are the maximum buffer 
lengths encountered in the simulation runs. Class intervals 
are formed with the condition that all expected cell counts 
are at least 5. Class intervals are distinguished by seed 
numbers; rows are formed with classes where the seed of X is 
even or odd, and columns are formed depending on the seeds 
of pG. 
a) X = 0.02, pG = 0.5, Ps = 0.5: 
class 1: seed of X is even, seed of PG is 1-4 : 12 
class 2: seed of X is even, seed of PG is 5-8 : 11 
class 3: seed of X is odd, seed of PG is 1-4 : 12 
class 4: seed of X is odd, seed of PG is 5-8 : 10 
X 2 = 0.006 + 0.007 + 0.006 + 0.007 = 0.026. 
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The chi critical value is 10.83 for 1 degree of freedom 
(degrees of freedom = (rows - 1)(columns - 1)); therefore 
since X 2 = 0 . 0 2 6 < 1 0 . 8 3 , H Q cannot be rejected. 
b) X = 0.08, (3g = 0.5, ps = 0.5: 
class 1: seed of X is even, seed of pG is 2,4 : 12 
class 2: seed of X is even, seed of Pq is 6,8 : 9 
class 3: seed of X is even, seed of PG is 1,3,5,7 : 15 
class 4: seed of X is odd, seed of PG is 2,4 : 8 
class 5: seed of X is odd, seed of PG is 6,8 : 8 
class 6: seed of X is odd, seed of PG is 1,3,5,7 : 25 
X2 = 0.75 + 0.14 + 0.73 + 0.66 + 0.12 + 0.64 = 3.04. 
Since there are two rows and three columns, there are two 
degrees of freedom; the chi critical value associated with 2 
degrees of freedom is 13.8. HQ cannot be rejected. 
c) X = 0.30, PG = 0.5, Ps = 0.5: 
class 1: seed of X is even, seed of PG is 2,4 : 25 
class 2: seed of X is even, seed of PG is 6,8 : 22 
class 3: seed of X is even, seed of pG is 1,3 : 21 
class 4: seed of X is even, seed of P G is 5,7 : 16 
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class 5: seed of X is odd, seed of PG is 2,4 : 14 
class 6: seed of X is odd, seed of PG is 6,8 : 13 
class 7: seed of X is odd, seed of PG is 1,3 : 29 
class 8: seed of X is odd, seed of PG is 5,7 : 23 
X2 = 1.20 + 0.87 + 0.88 + 0.84 + 1.27 + 0.93 + 0.94 + 0.89 
= 7.82. 
Here with 3 degrees of freedom, the chi critical value is 
16.3. Since X2 < 16.3 there is no evidence that H0 should be 
rejected. 
d) X = 0.49, PG = 0.5, pg = 0.5: 
class 1: seed of X is even , seed of PG is 2,4 : 39 
class 2: seed of X is even , seed of PG is 6,8 : 39 
class 3: seed of X is even , seed of PG is 1,3 : 34 
class 4: seed of X is even , seed of PG is 5,7 : 24 
class 5: seed of X is odd, seed of PG is 2,4 : 24 
class 6: seed of X is odd, seed of pG is 6,8 : 24 
class 7: seed of X is odd, seed of PG is 1,3 : 47 
class 8: seed of X is odd, seed of PG is 5,7 : 33 
X2 = 1.32 + 1.32 + 1.43 + 0.98 + 1.40 + 1.40 + 1.52 + 1.04 
= 10.41. 
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X2 < chi critical value, and hence H 0 cannot be rejected. 
e) X = 0.02, pG = 0.1, ps = 0.9: 
class 1: seed of X is even, seed of PG is 1-4 : 10 
class 2: seed of X is even, seed of PG is 5-8 : 6 
class 3: seed of X is odd, seed of PG is 1-4 : 8 
class 4: seed of X is odd, seed of PG is 5-8 : 7 
X2 = 0.05 + 0.08 + 0.06 + 0.08 = 0.27 < 10.83. 
H 0 cannot be rejected. 
f) X = 0.08, pG = 0.1, ps = 0.9: 
class 1: seed of X is even, seed of PG is 1-4 : 14 
class 2: seed of X is even, seed of PG is 5-8 : 13 
class 3: seed of X is odd, seed of PG is 1-4 : 12 
class 4: seed of X is odd, seed of PG is 5-8 : 10 
X2 = 0.008 + 0.009 + 0.009 + 0.011 = 0.037 < 10.83. 
HQ cannot be rejected. 
g) X = 0.30, pG = 0.1, ps = 0.9: 
class 1: seed of X is even, seed of PG is 2,4 : 12 
class 2: seed of X is even, seed of PG is 6,8 : 12 
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class 3: seed of X is even, seed of PG is 1,3 : 12 
class 4: seed of X is even, seed of PG is 5,7 : 8 
class 5: seed of X is odd, seed of PG is 2,4 : 8 
class 6: seed of X is odd, seed of PG is 6,8 : 7 
class 7: seed of X is odd, seed of P G is 1,3 : 14 
class 8: seed of X is odd, seed of PG is 5,7 : 11 
X2 = 0.22 + 0.42 + 0.19 + 0.38 + 0.24 + 0.44 + 0.21 + 0.42 
= 2.52 < 16.3. 
H 0 cannot be rejected. 
h) X = 0.49, pG = 0.1, Ps = 0.9: 
class 1: seed of X is even, seed of PG is 2,4 : 12 
class 2: seed of X is even, seed of PG is 6,8 : 13 
class 3: seed of X is even, seed of PG is 1,3 : 12 
class 4: seed of X is even, seed of PG is 5,7 : 8 
class 5: seed of X is odd, seed of PG is 2,4 : 10 
class 6: seed of X is odd, seed of pG is 6,8 : 10 
class 7: seed of X is odd, seed of PG is 1,3 : 18 
class 8: seed of X is odd, seed of PG is 5,7 : 14 
X2 = 0.31 + 0.51 + 0.27 + 0.48 + 0.44 + 0.23 + 0.41 
= 2.92 < 16.3. 
Hq cannot be rejected. 
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i) X = 0.02, PG = 0.6, Ps = 0.3: 
class 1: seed of X is even, seed of pG is 2,4 : 6 
class 2: seed of X is even, seed of PG is 6,8 : 7 
class 3: seed of X is even, seed of is 1,3 : 7 
class 4: seed of X is even, seed of PG is 5,7 : 5 
class 5: seed of X is odd, seed of PG is 2,4 : 5 
class 6: seed of X is odd, seed of PG is 6,8 : 5 
class 7: seed of X is odd, seed of PG is 1,3 : 8 
class 8: seed of X is odd, seed of P G is 5,7 : 8 
X2 = 0.07 + 0.21 + 0.02 + 0.30 + 0.07 + 0.20 + 0.02 + 0.28 
= 1.17 < 16.3. 
H 0 cannot be rejected. 
j) X = 0.08, PG = 0.6, Ps = 0.3: 
class 1: seed of X is even, seed of PG is 2,4 : 13 
class 2: seed of X is even, seed of PG is 6,8 : 14 
class 3: seed of X is even, seed of PG is 1,3 : 13 
class 4: seed of X is even, seed of P G is 5,7 : 9 
class 5: seed of X is odd, seed of PG is 2,4 : 12 
class 6: seed of X is odd, seed of PG is 6,8 : 11 
class 7: seed of X is odd, seed of P G is 1,3 : 17 
class 4: seed of X is even, seed of P G is 5,7 : 16 
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X2 = 0.10 + 0 = 37 + 0.11 + 0.-34 + 0.09 + 0,34 + 0,10 + 0.31 
= 1,76 < 16=3, 
H 0 cannot be rejected. 
k) X = 0.30, pG = 0,6, ps = 0.3: 
class 1: seed of X is even, seed of PG is 2,4 : 46 
class 2: seed of X is even, seed of pG is 6,8 : 52 
class 3: seed of X is even, seed of pG is 1,3 : 3 7 
class 4: seed of X is even, seed of PG is 5,7 : 3 2 
class 5: seed of X is odd, seed of pG is 2,4 : 31 
class 6: seed of X is odd, seed of PG is 6,8 : 30 
class 7: seed of X is odd, seed of PG is 1,3 : 52 
class 8: seed of X is odd, seed of PG is 5,7 : 44 
X2 = 1.00 + 2.24 + 1.72 + 1,31 + 1,07 + 2.39 + 1.82 + 1.40 
= 12.95 < 16.3. 
Hg cannot be rejected. 
1) X = 0,49, PG = 0,6, ps = 0.3: 
class 1: seed of X is even, seed of pG is 2,4 : 292 
class 2: seed of X is even, seed of pG is 6,8 : 348 
class 3: seed of X is even, seed of PG is 1,3 : 287 
class 4: seed of X is even, seed of PG is 5,7 : 276 
class 4: seed of X is even, seed of PG is 5,7 : 16 
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class 6: seed of X is odd, seed of (3G is 6,8 : 163 
class 7: seed of X is odd, seed of PG is 1,3 : 501 
class 8: seed of X is odd, seed of PG is 5,7 : 425 
X2 = 30.50 + 35.41 + 27.48 + 14.70 + 29.98 + 34.80 + 27.00 
+ 14.45 
= 214.32 > 16.3. 
Hypothesis H0 must be rejected here, since X2 is far greater 
than the chi critical value associated with 3 degrees of 
freedom. The sample data fluctuates severely in this test 
set. The reason for the fluctuations is the high server 
utilization of almost 100%; due to the random number 
generation of values for X, PG and Ps, the assumption of a 
stochastic equilibrium is not true at all times during the 
simulation. 
Since the hypothesis H 0 cannot be rejected in the other 
cases, the following 99.9% confidence intervals for the 
maximum buffer lengths can now be established for the 
simulated values with the formula 
mean +/- (t critical value)«s/Vn. 
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a) pG = 0.5, Ps = 0.5: 
X = 0.02 : 2.05 +- 3.82(2.13.10-1/4.69) = (1.88, 2.22) 
Rounding the upper bound to the next higher integer value, 
the optimal buffer size for the arrival rate X = 0.02 and 
availabilities of the channels of 0.5 is 3. 
X = 0.08 : 3.64 +- 3.82(5.81•10_1/4.69) = (3.17, 4.11) 
optimal buffer size: 5 
X = 0.30 : 7.41 +- 3.82(1.00/4.69) = (6.51, 8.31) 
optimal buffer size: 9 
X = 0.49 : 12.00 +- 3.82(1.38/4.69) = (10.88, 13.12) 
optimal buffer size: 14 
b) pG = 0.1, Ps = 0.9: 
X = 0.02 : 1.41 +- 3.82(5.03.10-1/4.69) = (1.00, 1.82) 
optimal buffer size: 2 
X = 0.08 : 2.23 +- 3.82(4.29•10_1/4.69) = (1.88, 2.58) 
optimal buffer size: 3 
X = 0.30 : 3.82 +- 3.82(3.95•10-1/4.69) = (3.50, 4.14) 
optimal buffer size: 5 
X = 0.49 : 4.41 +- 3.82(5.03•10-1/4.69) = (4.00, 4.82) 
optimal buffer size: 5 
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c) pG = 0.6, Ps = 0.3: 
X = 0.02 : 2.32 +- 3.82( 
optimal buffer size: 
X = 0.08 : 4.68 +- 3.82( 
optimal buffer size: 
X = 0.30 : 14.73 +- 3.82 
optimal buffer size: 
4.77.10_1/4.69) = (1.93, 2.71) 
3 
7.80-10-1/4.69) - (4.05, 5.32) 
6 
(2.19/4.69) = (12.95, 16.51) 
17. 
Extension of the Simulation Time 
If the duration of the simulation is extended from 
40,000 time units to 100,000 time units and if the means for 
the arrival rates, the waiting times, the queue lengths, the 
idle and busy periods, and the server utilization are 
compared, it can be seen that the extension of the 
simulation time does not change the means significantly. The 
table 1 shows the means of all system characteristics with 
an arrival rate of X = 0.02 and input and output channel 
availabilities of 0.5 for both 40,000 as well as 100,000 
time units. 
Comparison of Means of Simulation Runs with 40,000 and 100,000 Time Units 
TABLE 1 
Simulation time units 
40, 000 100,000 expected value 
Mean arrival rate 0. 009957 0 . 010073 0. 010000 
Mean queue length : 0. 020420 0 . 020575 0. 020306 
Mean waiting time : 2. 053461 2 .055770 2 . 030612 
Mean length of idle periods : 101. 251023 100 .416712 101. 005000 
Mean length of busy periods : 2. 083413 2 .070274 2 . 061327 




The mathematical model of chapter 2 has now been 
simulated with the program SIMMOD.SIM. This simulation model 
was validated with a test for the null hypothesis H0 that 
there is no mean difference between the simulated values and 
the expected means. There was no evidence to suggest the 
rejection of H0. 
Optimal buffer sizes were described with 99.9% 
confidence intervals for the mean of the maximum buffer 
lengths. The system's behavior was also demonstrated for a 
test set with an extension of the simulation time. 
CHAPTER 4 
CONCLUSION 
A discrete-time queueing model was investigated, where 
independent and uncorrelated Bernoulli interruptions could 
occur in both the Poisson input stream to the buffer as well 
as in the server. Expressions for the mean arrival rate, the 
mean queue length, the mean waiting time, the average 
lengths of both the idle and the busy periods, as well as 
the server utilization factor were derived under the 
assumption of a stochastic equilibrium. 
Simulation runs were performed with various arrival 
rates and different probabilities for the input channel and 
server to be available. The Bernoulli interruptions were 
simulated with two different random number generating 
functions. 
A null hypothesis of no mean difference between the 
simulated means and the expected means could not be rejected 
for a significance level of 0.001 and was used as a 
validation criteria for the simulation model with several 
test sets. Confidence intervals of 99.9% were given to 
describe optimal buffer sizes for the various test 
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parameters. The optimal buffer size was derived as the next 
greater integer value from the upper bound of the confidence 
interval. In an extension of the simulation time from 40,000 
time units to 100,000 time units, the means of the 
investigated measures were compared, but no significant 
improvements were found. 
A suggestion for further research includes the 
investigation of the behavior of systems with multiple 
servers and multiple input lines subjected to random 
interruptions. The interrupted arrival processes could be 
interrupted Poisson processes, or could be described by 
other distributions, and would not necessarily have to be of 
one type for all input lines. The possibility of arriving 
customers of different job classes and priorities to a 
system with both arrival and server interruptions could also 
be investigated. An interesting variation of the problem 
could also include buffer systems with correlated input 
interruptions on one end and Bernoulli interruptions on the 
other end for multiple input and output lines. Future 
research could be focused on the interconnection of two or 
more models, where each model is subjected to arrival and 
server interruptions, including models with multiple input 




'' CREATION AND SIMULATION OF A MODEL FOR A DISCRETE-TIME 
'' BUFFER SYSTEM WITH INTERRUPTED POISSON ARRIVALS AND 
'' UNCORRELATED SERVER INTERRUPTIONS 
NORMALLY MODE IS UNDEFINED 
PROCESSES INCLUDE ARRIVAL.GENERATOR, ARRIVAL, 
SLOT.GENERATOR, SLOT.MARK AND SLOT 
TEMPORARY ENTITIES 
EVERY ARRIVAL.GENERATOR HAS A SLOT.END 
EVERY CUSTOMER HAS AN ARRIVAL.TIME AND A WAIT.TIME 
AND MAY BELONG TO THE QUEUE 
THE SYSTEM OWNS THE QUEUE 
'
f
 * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
'' ********************* DEFINITIONS ******************** 
'> ******************************************************** 
DEFINE GATE, SWITCH, NO.SLOTS, NO.IN.QUEUE, NO.CUSTOMERS, 
WAIT.TIME, NO.SERVER.BUSY.SLOTS, BETA.G.SLOTS, 
BETA.S.SLOTS, TIME.WAITED, ARRIVAL.TIME, PREV.IDLE, 
IDLE.PERIOD, NO.IDLE.PERIODS, BUSY.PERIOD, 
NO.BUSY.PERIODS, NO.WAITING.CUSTOMERS, SLOT.LENGTH, 
STOP.TIME, SLOT.START, THIS.SLOT.END, SLOT.END, 
MEAN.IDLE.PERIOD, MEAN.BUSY.PERIOD, MEAN.TIME.WAITED, 
SEED.BG, SEED.BS, SEED.LD AS INTEGER VARIABLES 
DEFINE LAMBDA, BETA.G, BETA.S AS REAL VARIABLES 
DEFINE .MINUTES TO MEAN UNITS 
ACCUMULATE AVG.NO.IN.QUEUE AS THE AVERAGE OF NO.IN.QUEUE 




' ' * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
'' *********************** MAIN *********************** 
'' ******************************************************** 
MAIN 
'' *********************** INPUT ********************** 
PRINT 2 LINES THUS 
PLEASE ENTER THE LENGTH OF THE SIMULATION IN INTEGER TIME 
UNITS ( EG.: 40000): 
READ STOP.TIME 
PRINT 1 LINE THUS 
PLEASE INDICATE THE REQUESTED ARRIVAL RATE LAMBDA: 
READ LAMBDA 
PRINT 2 LINES THUS 
WHAT IS THE PROBABILITY OF THE INPUT LINE TO BE AVAILABLE? 
PLEASE ENTER A VALUE BETWEEN 0 AND 1: 
READ BETA.G 
PRINT 2 LINES THUS 
WHAT IS THE PROBABILITY OF THE SERVER TO BE AVAILABLE? 
PLEASE ENTER A VALUE BETWEEN 0 AND 1: 
READ BETA.S 
PRINT 3 LINES THUS 
WHICH STARTING SEED SHOULD BE USED FOR THE GENERATION OF THE 
INPUT INTERRUPTION PROCESS? 
PLEASE ENTER AN INTEGER VALUE BETWEEN 1 AND 10: 
READ SEED.BG 
PRINT 5 LINES THUS 
PLEASE INDICATE A STARTING SEED FOR THE GENERATION OF THE 
OUTPUT INTERRUPTION PROCESS: 
ENTER AN INTEGER VALUE BETWEEN 1 AND 10 WHICH DIFFERS FROM 
THE SEED FOR THE INPUT INTERRUPTION TO ENSURE INDEPENDENCE 
OF THE TWO PROCESSES: 
READ SEED.BS 
PRINT 6 LINES THUS 
WHAT IS THE STARTING SEED FOR THE GENERATION OF THE ARRIVAL 
PROCESS? 
PLEASE INDICATE AN INTEGER VALUE BETWEEN 1 AND 10 WHICH 
DIFFERS FROM THE SEEDS OF BOTH THE INTERRUPTION PROCESSES TO 




'' ******************* INITIALIZATION ***************** 
LET SLOT.LENGTH = 1 " DURATION OF A SLOT IS ONE TIME 
'' UNIT 
>' ********************* SIMULATION ******************* 
SCHEDULE A SLOT.GENERATOR NOW 
" THE SLOT.GENERATOR PRODUCES DISCRETE TIME SLOTS WHICH ARE 
'' EACH 1 TIME UNIT LONG 
START SIMULATION 
'' BEGINNING OF THE SIMULATION 
' ' * * * * * * * * * * * * * * * * * * * * * PRINTOUT * * * * * * * * * * * * * * * * * * * * * 







(NO.SERVER.BUSY.SLOTS/NO.SLOTS)*10 0 THUS 
THE MEAN ARRIVAL RATE *** 
ACTUAL AVAILABILITY OF THE INPUT LINE *** 
ACTUAL AVAILABILITY OF THE OUTPUT LINE *** 
TOTAL NUMBER OF CUSTOMERS *** 
MEAN CUSTOMER WAITING TIME *** 
AVERAGE NUMBER OF CUSTOMERS IN QUEUE *** 
THE MAXIMUM QUEUE LENGTH *** 
AVERAGE LENGTH OF AN IDLE PERIOD *** 
AVERAGE LENGTH OF A BUSY PERIOD *** 
* * * * * * 
* * * * * * 
* * * * * * 
* * * * * * 
* * * * * * 
* * * * * * 
* * * * * * 
* * * * * * 
* * * * * * 
THE SERVER WAS BUSY **.*** PER CENT OF THE TIME, 
'' MEAN ARRIVAL RATE 
" (LITTLE) 
= MEAN QUEUE LENGTH / MEAN WAITING TIME 
END 
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' ' * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
'' **************** ARRIVAL.GENERATOR ***************** 
'' ******************************************************** 
PROCESS ARRIVAL.GENERATOR 
WHILE TIME.V < SLOT.END(ARRIVAL.GENERATOR) 
DO 
WAIT EXPONENTIAL.F((1/LAMBDA),SEED.LD) .MINUTES 
IF TIME.V < SLOT.END(ARRIVAL.GENERATOR) 




' f * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
'' ******************** ARRIVAL *********************** 
'' ******************************************************** 
PROCESS ARRIVAL 
CREATE A CUSTOMER 
LET NO.CUSTOMERS = NO.CUSTOMERS + 1 
LET ARRIVAL.TIME(CUSTOMER) = SLOT.END(ARRIVAL.GENERATOR) 
FILE CUSTOMER IN QUEUE 
" A CUSTOMER IS ALWAYS FILED IN THE QUEUE, EVEN WHEN THE 
7
' SERVER IS IDLE DURING THE SLOT WHEN THE CUSTOMER ARRIVES 
END 
> ' * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
> ' ******************* SLOT.GENERATOR ***************** 
'' ******************************************************** 
PROCESS SLOT.GENERATOR 
WHILE TIME.V < STOP.TIME 
DO 
ACTIVATE A SLOT NOW 
WAIT SLOT.LENGTH .MINUTES 




'' * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
'' ********************** SLOT.MARK ******************* 
' ' ******************************************************** 
'' SLOT END 
PROCESS SLOT.MARK 
LET NO.IN.QUEUE = N.QUEUE 
IF QUEUE IS EMPTY 
LET IDLE.PERIOD = IDLE.PERIOD + 1 
LET PREV.IDLE = 1 
IF BUSY.PERIOD > 0 
LET MEAN.BUSY.PERIOD = MEAN.BUSY.PERIOD + BUSY.PERIOD 
LET BUSY.PERIOD = 0 
LET NO.BUSY.PERIODS = NO.BUSY.PERIODS + 1 
ALWAYS 
ALWAYS 
IF QUEUE IS NOT EMPTY 
IF PREV.IDLE = 1 
IF IDLE.PERIOD > 0 
LET MEAN.IDLE.PERIOD = MEAN.IDLE.PERIOD + 
IDLE.PERIOD 
LET IDLE.PERIOD = 0 
LET PREV.IDLE = 0 





' ' * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
'' *********************** SLOT ************************ 
'' ******************************************************** 
PROCESS SLOT 
LET SLOT.START = TIME.V 
" LET GATE = RANDI.F(0,1,SEED.BG) 
" LET SWITCH = RANDI.F(0,1,SEED.BS) 
LET GATE = BINOMIAL.F(1,BETA.G,SEED.BG) 
LET SWITCH = BINOMIAL.F(l,BETA.S,SEED.BS) 
'' BERNOULLI SEQUENCES FOR ARRIVAL AND SERVER INTERRUPTIONS 
" ARE GENERATED WITH EITHER RANDI.F OR BINOMIAL.F 
" THE FUNCTION RANDI.F(0,1,1) SUPPLIES INTEGER RANDOM 
'' VARIABLES IN THE RANGE FROM 0 TO 1 
'' THE BINOMIAL DISTRIBUTION WIH PARAMETERS 1 AND P IS THE 
'' BERNOULLI DISTRIBUTION WITH PARAMETER P 
LET THIS.SLOT.END = TIME.V + SLOT.LENGTH 
LET NO.SLOTS = NO.SLOTS + 1 
IF QUEUE IS NOT EMPTY 
IF PREV.IDLE = 0 
LET NO.SERVER.BUSY.SLOTS = NO.SERVER.BUSY.SLOTS + 
LET BUSY.PERIOD = BUSY.PERIOD + 1 
ALWAYS 
ALWAYS 
" GATE = 1: INPUT CHANNEL IS AVAILABLE 
IF GATE = 1 
LET BETA.G.SLOTS = BETA.G.SLOTS + 1 
ACTIVATE AN ARRIVAL.GENERATOR GIVING THIS.SLOT.END 
ALWAYS 
" SWITCH = 1: SERVER IS AVAILABLE 
IF SWITCH = 1 
LET BETA.S.SLOTS = BETA.S.SLOTS + 1 
IF QUEUE IS NOT EMPTY 
REMOVE THE FIRST CUSTOMER FROM QUEUE 
LET WAIT.TIME(CUSTOMER) = SLOT.START -
ARRIVAL.TIME(CUSTOMER) 
IF WAIT.TIME(CUSTOMER) > 0 
LET MEAN.TIME.WAITED = MEAN.TIME.WAITED + 
WAIT.TIME(CUSTOMER) 







SIMULATION RESULTS AND EXPECTED VALUES 
Simulation Results 
The first column denotes the seeds used in the simulation run; the notation is as 
follows: (seed for X, seed for PG seed for Pg) . 
1 = mean arrival rate 
2 = mean availability of the input channel 
3 = mean availability of the output channel 
4 = number of customers 
5 = mean waiting time (in slots) 
6 = mean queue length 
7 = maximum queue length 
8 = average length of idle periods (in slots) 
9 = average length of busy periods (in slots) 
10 = server utilization factor (in %) 
Simulation time: 40,000 time units 
X = 0 . 0 2 , pG = 0 . 5 0 , P g = 0 . 5 0 
.1 2 3 4 5 6 7 8 9 10 
( 1 , 2 , 3 ) : 0 . 0 0 9 6 5 7 0 . 5 0 0 8 7 5 
( 1 , 4 , 5 ) : 0 . 0 1 0 3 5 1 0 . 4 9 7 6 5 0 
( 1 , 6 , 7 ) : 0 . 0 0 9 8 0 1 0 . 5 0 1 2 0 0 
( 1 , 8 , 9 ) : 0 . 0 1 0 5 9 4 0 . 5 0 1 6 2 5 
( 4 , 2 , 3 ) : 0 . 0 1 1 7 4 7 0 . 5 0 0 8 7 5 
0 . 4 9 9 3 0 0 
0 . 4 9 9 7 2 5 
0 . 4 9 8 9 0 0 
0 . 4 9 3 3 0 0 
0 . 4 9 9 3 0 0 
3 9 7 2 . 1 2 4 3 7 8 
3 9 6 2 . 0 1 3 6 9 9 
3 9 7 2 . 0 6 4 0 3 9 
3 9 8 1 . 9 9 1 1 8 9 
3 9 5 1 . 9 3 1 8 1 8 
0 . 0 2 0 5 1 4 
0 . 0 2 0 8 4 3 
0 . 0 2 0 2 3 1 
0 . 0 2 1 0 9 5 
0 . 0 2 2 6 9 3 
2 1 0 1 . 8 1 5 1 0 4 2 . 0 9 1 1 4 6 
2 1 0 1 . 8 3 0 7 2 9 2 . 1 3 5 4 1 7 
2 1 0 1 . 4 9 8 7 0 1 2 . 0 8 0 5 1 9 
2 1 0 1 . 6 9 6 1 0 4 2 . 1 8 7 0 1 3 
2 1 0 3 . 0 8 6 6 1 4 1 . 9 0 2 6 3 2 
2.008000 
2 . 0 5 0 0 0 0 
2 . 0 0 3 0 0 0 
2 . 1 0 5 0 0 0 
1.808000 
O 
( 4 , 6 7 ) 0 0 1 0 3 9 4 0 5 0 1 2 0 0 0 4 9 8 9 0 0 3 9 5 1 9 9 0 8 6 8 0 0 2 0 6 9 3 
( 4 , 8 9 ) 0 0 0 9 2 8 5 0 5 0 1 6 2 5 0 4 9 3 3 0 0 3 9 5 2 2 6 5 0 0 0 0 0 2 1 0 3 1 
( 8 , 2 3 ) 0 0 0 9 5 2 1 0 5 0 0 8 7 5 0 4 9 9 3 0 0 3 9 9 2 1 3 2 6 5 3 0 0 2 0 3 0 6 
I ^ F 4 5 ) 0 0 0 9 4 9 2 0 4 9 7 6 5 0 0 4 9 9 7 2 5 3 9 4 2 0 0 5 4 0 5 0 0 1 9 0 3 4 
( 8 , 6 7 ) 0 0 1 0 1 0 1 0 5 0 1 2 0 0 0 4 9 8 9 0 0 3 9 9 2 0 9 7 2 2 2 0 0 2 1 1 8 5 
( 1 2 ) 0 0 0 9 7 8 2 0 4 9 6 6 0 0 0 5 0 0 8 7 5 4 0 0 2 0 7 5 0 0 0 0 0 2 0 2 9 7 
( 9 , 3 4 ) 0 0 0 9 8 7 9 0 4 9 9 3 0 0 0 4 9 7 6 5 0 4 0 3 2 1 0 1 9 4 2 0 0 2 0 7 6 4 
( 9 1 5 6 ) 0 0 0 9 8 6 1 0 4 9 9 7 2 5 0 5 0 1 2 0 0 4 0 4 2 0 5 5 0 0 0 0 0 2 0 2 6 4 
( 9 , 7 8 ) 0 0 1 0 5 6 3 0 4 9 8 9 0 0 0 5 0 1 6 2 5 4 0 3 1 8 4 9 5 1 5 0 0 1 9 5 3 7 
( 4 , 1 2 ) 0 0 0 9 7 5 3 0 4 9 6 6 0 0 0 5 0 0 8 7 5 3 9 3 2 0 7 3 8 9 2 0 0 2 0 2 2 7 
( 4 , 5 6 ) 0 0 0 9 7 5 7 0 4 9 9 7 2 5 0 5 0 1 2 0 0 3 9 4 2 0 8 3 7 4 4 0 0 2 0 3 3 2 
( 4 , 7 8 ) 0 0 0 9 7 1 8 0 4 9 8 9 0 0 0 5 0 1 6 2 5 3 9 4 2 0 5 0 5 0 5 0 0 1 9 9 2 7 
( 1 2 ) 0 0 0 9 1 4 5 0 4 9 6 6 0 0 0 5 0 0 8 7 5 3 6 9 2 0 3 2 0 8 6 0 0 1 8 5 8 3 
( 5 , 3 4 ) 0 0 1 0 1 0 5 0 4 9 9 3 0 0 0 4 9 7 6 5 0 3 7 0 2 0 3 1 2 5 0 0 0 2 0 5 2 6 
( 5 , 7 8 ) 0 0 0 9 1 9 4 0 4 9 8 9 0 0 0 5 0 1 6 2 5 3 7 0 2 0 4 7 6 1 9 0 0 1 8 8 2 6 
( 6 , 1 2 ) 0 0 1 0 0 3 0 0 4 9 6 6 0 0 0 5 0 0 8 7 5 4 6 3 2 1 2 6 7 6 1 0 0 2 1 3 3 2 
( 6 , 3 4 ) 0 0 1 0 3 2 6 0 4 9 9 3 0 0 0 4 9 7 6 5 0 4 0 6 2 0 3 2 5 5 8 0 0 2 0 9 8 8 
X = 0 . 0 8 , pr = 0 . 5 0 , pc 0 . 5 0 
( 1 , 2 3 ) 0 0 4 1 0 3 2 0 5 0 0 8 7 5 0 4 9 9 3 0 0 1 6 6 5 2 1 9 2 5 2 5 0 0 8 9 9 6 4 
( 1 , 4 , 5 ) 0 0 4 1 5 9 7 0 4 9 7 6 5 0 0 4 9 9 7 2 5 1 6 5 4 2 1 8 2 8 1 9 0 0 9 0 7 9 9 
( 1 , 6 , 7 ) 0 0 4 1 8 7 3 0 5 0 1 2 0 0 0 4 9 8 9 0 0 1 6 6 7 2 1 6 6 6 6 7 0 0 9 0 7 2 5 
( 1 , 8 , 9 ) 0 0 4 1 7 4 9 0 5 0 1 6 2 5 0 4 9 3 3 0 0 1 6 6 8 2 1 4 7 4 8 6 0 0 8 9 6 5 5 
( 4 , 2 , 3 ) 0 0 3 9 1 7 8 0 5 0 0 8 7 5 0 4 9 9 3 0 0 1 5 3 6 2 0 7 8 3 1 3 0 0 8 1 4 2 3 
( 4 , 6 , 7 ) 0 0 3 8 4 5 4 0 5 0 1 2 0 0 0 4 9 8 9 0 0 1 5 3 7 2 1 8 3 0 1 4 0 0 8 3 9 4 6 
( 4 , 8 , 9 ) 0 0 3 7 9 8 3 0 5 0 1 6 2 5 0 4 9 3 3 0 0 1 5 4 0 2 1 5 2 7 9 5 0 0 8 1 7 7 0 
( 8 , 2 , 3 ) 0 0 3 8 8 3 7 0 5 0 0 8 7 5 0 4 9 9 3 0 0 1 5 8 8 2 1 7 7 9 6 6 0 0 8 4 5 8 6 
( 8 , 4 , 5 ) 0 0 3 9 7 1 4 0 4 9 7 6 5 0 0 4 9 9 7 2 5 1 5 6 9 2 1 6 6 6 6 7 0 0 8 6 0 4 7 
( 8 , 6 , 7 ) 0 0 3 9 9 0 5 0 5 0 1 2 0 0 0 4 9 8 9 0 0 1 5 8 9 2 1 8 8 2 8 9 0 0 8 7 3 2 5 
( 9 , 1 , 2 ) 0 0 3 9 3 1 6 0 4 9 6 6 0 0 0 5 0 0 8 7 5 1 6 1 0 2 2 5 2 6 1 9 0 0 8 8 5 6 3 
( 9 , 3 , 4 ) 0 0 4 0 6 5 3 0 4 9 9 3 0 0 0 4 9 7 6 5 0 1 6 2 1 2 1 0 6 0 6 1 0 0 8 5 6 1 7 
( 9 , 5 , 6 ) 0 0 4 0 0 5 4 0 4 9 9 7 2 5 0 5 0 1 2 0 0 1 6 2 1 2 1 4 0 6 6 2 0 0 8 5 7 4 3 
( 9 , 7 , 8 ) 0 0 4 0 7 2 3 0 4 9 8 9 0 0 0 5 0 1 6 2 5 1 6 2 0 2 1 1 4 5 8 3 0 0 8 6 1 1 3 
( 4 , 1 , 2 ) 0 0 3 6 7 3 9 0 4 9 6 6 0 0 0 5 0 0 8 7 5 1 5 2 1 2 2 0 0 2 5 7 0 0 8 0 8 3 6 
( 4 , 6 ) 0 0 3 7 3 3 2 0 4 9 9 7 2 5 0 5 0 1 2 0 0 1 5 3 3 2 1 9 2 4 5 3 0 0 8 1 8 4 9 
( 4 , l', 8 ) 0 0 3 8 6 4 4 0 4 9 8 9 0 0 0 5 0 1 6 2 5 1 5 3 0 2 1 8 8 6 7 9 0 0 8 4 5 8 0 
( 5 , 1 , 2 ) 0 0 3 9 0 1 1 0 4 9 6 6 0 0 0 5 0 0 8 7 5 1 5 6 0 2 2 1 7 6 9 5 0 0 8 6 5 1 5 
( 5 , 3 , 4 ) 0 0 3 8 6 8 7 0 4 9 9 3 0 0 0 4 9 7 6 5 0 1 5 6 6 2 1 8 0 5 0 5 0 0 8 4 3 5 7 
( 5 , 7 , 8 ) 0 0 3 9 7 9 8 0 4 9 8 9 0 0 0 5 0 1 6 2 5 1 5 6 5 2 1 3 3 7 2 1 0 0 8 4 9 1 7 
( 6 , 1, 2 ) 0 0 3 9 8 9 6 0 4 9 6 6 0 0 0 5 0 0 8 7 5 1 5 3 9 2 1 0 9 5 7 3 0 0 8 4 1 6 3 
( 6 3 , 4 ) 0 0 3 8 9 1 7 0 4 9 9 3 0 0 0 4 9 7 6 5 0 1 5 5 0 2 2 3 0 5 9 1 0 0 8 6 8 0 7 
2 1 0 2 . 2 4 5 4 3 1 2 . 1 4 6 2 1 4 2 . 0 5 5 0 0 0 
3 1 0 2 . 3 8 4 8 1 7 2 . 1 4 6 5 9 7 2 . 0 5 0 0 0 0 
2 1 0 0 . 3 0 7 6 9 2 2 . 0 6 1 5 3 8 2 . 0 1 0 0 0 0 
2 1 0 1 . 7 2 1 3 5 4 1 . 9 6 0 9 3 8 1 . 8 8 3 0 0 0 
2 1 0 0 . 7 5 0 0 0 0 2 . 1 3 4 0 2 1 2 . 0 7 0 0 0 0 
2 9 9 . 8 9 7 9 5 9 2 . 0 5 1 0 2 0 1 . 9 8 3 0 0 0 
2 9 9 . 1 0 1 2 6 6 2 . 0 8 3 5 4 4 2 . 0 5 7 0 0 0 
2 9 9 . 7 4 5 5 4 7 2 . 0 3 3 0 7 9 1 . 9 9 8 0 0 0 
2 1 0 0 . 0 2 2 9 5 9 1 . 9 6 4 2 8 6 1 . 9 2 5 0 0 0 
2 1 0 3 . 8 8 3 2 8 9 2 . 1 0 3 4 4 8 1 . 9 8 3 0 0 0 
2 1 0 2 . 5 1 5 7 8 9 2 . 0 8 6 8 4 2 1 . 9 8 3 0 0 0 
2 1 0 2 . 7 7 8 9 4 7 2 . 0 6 5 7 8 9 1 . 9 6 3 0 0 0 
2 1 0 9 . 6 6 7 5 9 8 2 . 0 6 1 4 5 3 1 . 8 4 5 0 0 0 
2 1 0 8 . 5 1 6 6 6 7 2 . 2 6 3 8 8 9 2 . 0 3 7 0 0 0 
2 1 0 7 . 9 1 7 3 5 5 2 . 0 4 6 8 3 2 1 . 8 5 7 0 0 0 
2 9 9 . 7 3 6 5 7 3 2 . 1 5 6 0 1 0 2 . 1 0 7 0 0 0 
2 9 8 . 4 0 2 0 1 0 2 . 0 7 2 8 6 4 2 . 0 6 3 0 0 0 
7 8 9 1 0 
4 2 4 . 7 7 9 5 8 1 2 . 2 5 6 9 3 0 8 . 3 4 5 0 0 0 
4 2 5 . 1 4 7 4 6 2 2 . 2 8 3 9 5 1 8 . 3 2 5 0 0 0 
4 2 5 . 2 4 1 7 3 6 2 . 2 9 9 3 8 1 8 . 3 5 3 0 0 0 
4 2 4 . 9 5 0 3 0 6 2 . 2 5 5 2 7 6 8 . 2 8 2 0 0 0 
3 2 6 . 7 0 6 9 4 6 2 . 2 0 0 4 3 4 7 . 6 0 3 0 0 0 
3 2 6 . 7 8 2 1 3 5 2 . 2 5 7 8 0 7 7 . 7 7 3 0 0 0 
3 2 6 . 6 5 5 8 4 4 2 . 2 0 3 4 6 3 7 . 6 3 5 0 0 0 
5 2 5 . 8 9 3 8 8 6 2 . 2 0 6 6 0 6 7 . 8 5 0 0 0 0 
4 2 6 . 0 4 3 8 7 8 2 . 2 6 4 8 7 3 7 . 9 9 7 0 0 0 
3 2 5 . 9 5 6 1 8 4 2 . 3 0 9 5 4 1 8 . 1 7 0 0 0 0 
4 2 5 . 4 9 4 4 5 2 2 . 2 4 1 3 3 1 8 . 0 8 0 0 0 0 
4 2 5 . 3 5 5 6 1 7 2 . 2 0 5 3 7 6 8 . 0 0 0 0 0 0 
3 2 5 . 4 2 8 3 7 4 2 . 2 2 0 7 6 1 8 . 0 2 2 0 0 0 
3 2 5 . 3 7 1 2 9 1 2 . 2 0 9 1 1 0 8 . 0 0 3 0 0 0 
3 2 7 . 1 1 2 1 7 0 2 . 1 9 5 0 1 5 7 . 4 8 5 0 0 0 
4 2 6 . 6 4 1 6 7 3 2 . 1 9 1 7 8 1 7 . 6 0 0 0 0 0 
4 2 6 . 8 2 8 9 6 7 2 . 2 7 8 0 2 0 7 . 8 2 5 0 0 0 
4 2 6 . 4 5 6 4 4 3 2 . 3 0 0 2 1 6 7 . 9 8 7 0 0 0 
4 2 6 . 3 0 3 3 5 5 2 . 2 3 9 8 2 9 7 . 8 4 5 0 0 0 
3 2 6 . 5 3 2 8 0 5 2 . 2 6 6 0 4 2 7 . 8 5 8 0 0 0 
3 2 6 . 8 3 0 4 2 2 2 . 2 7 8 0 2 0 7 . 8 2 5 0 0 0 
4 2 6 . 6 3 7 6 8 1 2 . 3 2 7 5 3 6 8 . 0 3 0 0 0 0 
H 
X = 0 . 3 0 , PG = 0 . 5 0 , P g = 0 . 5 C 
1 2 3 4 5 6 
( 1 , 2 3 ) 0 . 1 5 2 2 3 8 0. 5 0 0 8 7 5 0. 4 9 9 3 0 0 6 0 1 9 2 . 7 9 6 9 0 3 0. 4 2 5 7 9 4 
( 1 , 4 5 ) 0. 1 5 0 8 0 0 0. 4 6 7 6 5 0 0. 4 9 9 7 2 5 5 9 8 7 2 . 8 4 3 0 9 7 0. 4 2 8 7 4 0 
( 1 , 6 7 ) 0 . 1 5 1 4 6 6 0. 5 0 1 2 0 0 0. 4 9 8 9 0 0 6 0 2 5 2 . 8 2 7 8 5 8 0. 4 2 8 3 2 6 
( 1 , 8 9 ) 0 1 5 2 7 0 5 0. 5 0 1 6 2 5 0. 4 9 3 3 0 0 6 0 3 1 2 . 9 3 2 6 2 6 0. 4 4 7 8 2 6 
( 4 , 2 3 ) 0 1 5 1 4 9 8 0. 5 0 0 8 7 5 0. 4 9 9 3 0 0 5 9 5 2 2 . 6 9 9 6 1 1 0. 4 0 8 9 8 4 
( 4 6 1) 0 1 5 0 6 7 7 0. 5 0 1 2 0 0 0. 4 9 8 9 0 0 5 9 5 3 2 . 7 4 5 0 7 8 0. 4 1 3 6 2 1 
( 4 8 9 ) 0 1 5 0 3 1 2 0. 5 0 1 6 2 5 0. 4 9 3 3 0 0 5 9 6 4 2 . 7 9 2 3 6 5 0 4 1 9 7 2 7 
( 8 2 3 ) 1 5 2 4 6 6 0. 5 0 0 8 7 5 0. 4 9 9 3 0 0 6 0 3 5 2 . 9 7 2 4 6 8 0 4 5 3 2 0 0 
( 8 4 5 ) 0 1 4 9 3 8 9 0. 4 9 7 6 5 0 0. 4 9 9 7 2 5 5 9 9 7 2 . 8 8 3 1 8 4 0. 4 3 0 7 1 6 
( 8 6 7 ) 0 1 5 1 5 4 1 0. 5 0 1 2 0 0 0. 4 9 8 9 0 0 6 0 3 8 2 . 8 4 3 8 2 9 0 4 3 0 9 5 7 
( 9 1 2 ) 0 1 4 7 7 2 7 0. 5 0 0 8 7 5 0. 5 0 0 8 7 5 5 9 1 4 2 . 8 2 4 9 9 3 0. 4 1 7 3 2 9 
( 9 3 4 ) 0 1 4 9 4 8 3 0 4 9 7 6 5 0 0 4 9 7 6 5 0 5 9 4 9 2 8 6 5 7 7 9 0 4 2 8 3 8 4 
( 9 5 6 ) 0 1 4 9 0 7 1 0 5 0 1 2 0 0 0 5 0 1 2 0 0 5 9 5 8 2 8 5 0 9 0 4 0 4 2 4 9 8 7 
( 9 7 8 ) 0 1 4 9 1 1 3 0 5 0 1 6 2 5 0 5 0 1 6 2 5 5 9 4 4 2 8 5 5 5 2 4 0 4 2 5 7 9 6 
( 4 1 2 ) 0 1 4 8 1 4 5 0 4 9 6 6 0 0 0 5 0 0 8 7 5 5 8 9 6 2 8 0 0 5 7 6 0 4 1 4 8 9 2 
( 4 5 6 ) 0 1 4 9 0 3 2 0 4 9 9 7 2 5 0 5 0 1 2 0 0 5 9 3 5 2 7 9 8 8 0 3 0 4 1 7 1 1 1 
( 4 7 8 ) 0 1 4 8 5 0 8 0 4 9 8 9 0 0 0 5 0 1 6 2 5 5 9 2 3 2 7 9 7 0 1 8 0 4 1 5 3 8 0 
( 5 1 2 ) 0 1 5 2 6 7 4 0 4 9 6 6 0 0 0 5 0 0 8 7 5 6 0 6 3 2 8 2 0 9 6 7 0 4 3 0 6 8 9 
( 5 3 4 ) 0 1 5 1 4 1 6 0 4 9 9 3 0 0 0 4 9 7 6 5 0 6 0 8 4 2 8 5 9 9 4 4 0 4 3 3 0 4 3 
( 5 7 8 ) 0 1 5 2 6 8 1 0 4 9 8 9 0 0 0 5 0 1 6 2 5 6 0 8 2 2 8 4 0 1 4 1 0 4 3 3 6 3 6 
( 6 1 2 ) 0 1 4 6 9 1 1 0 4 9 6 6 0 0 0 5 0 0 8 7 5 5 8 6 4 2 7 9 4 3 3 6 0 4 1 0 5 1 8 
( 6 3 4 ) 0 1 4 7 8 7 3 0 4 9 9 3 0 0 0 4 9 7 6 5 0 5 8 9 8 2 7 9 9 1 6 0 0 4 1 3 9 2 1 
X = 0 . 4 9 , PG = 0 . 5 0 , p s = ° - 5 
1 2 3 4 5 6 
( 1 2 3 ) 0 2 4 7 6 4 9 0 5 0 0 8 7 5 0 4 9 9 3 0 0 9 7 6 4 3 8 8 2 0 1 9 0 9 6 1 3 7 7 
(1 4 , 5 ) 0 2 4 4 7 3 3 0 4 9 7 6 5 0 0 4 9 9 7 2 5 9 6 9 6 3 8 9 0 0 9 2 0 9 5 2 0 3 6 
(1 6 , 7 ) 0 2 4 7 8 7 1 0 5 0 1 2 0 0 0 4 9 8 9 0 0 9 7 7 3 3 7 4 5 4 8 2 0 9 2 8 3 9 5 
(1 8 , 9 ) 0 2 4 8 4 6 6 0 5 0 1 6 2 5 0 4 9 3 3 0 0 9 7 8 3 3 9 4 1 8 0 0 0 9 7 9 4 0 5 
( 4 2 3 ) 0 2 4 6 2 9 0 0 5 0 0 8 7 5 0 4 9 9 3 0 0 9 7 6 1 3 8 4 3 9 7 6 0 9 4 6 7 3 4 
( 4 6 0 2 4 3 1 4 3 0 5 0 1 2 0 0 0 4 9 8 9 0 0 9 7 7 1 3 9 5 4 1 9 4 0 9 6 1 4 3 4 
( 4 8 , 9 ) 0 2 4 4 7 1 5 0 5 0 1 3 2 5 0 4 9 3 3 0 0 9 7 7 6 4 0 0 2 3 1 4 0 9 7 9 4 2 5 
( 8 , 2 3 ) 0 2 4 4 2 8 9 0 5 0 0 8 7 5 0 4 9 9 3 0 0 9 8 5 5 4 0 8 6 1 4 1 0 9 9 8 2 0 0 
( 8 , 4 , 5 ) 0 2 4 6 7 0 4 0 4 9 7 6 5 0 0 4 9 9 7 2 5 9 7 8 4 4 0 3 5 5 9 9 0 9 9 5 6 0 0 
( 8 , 6 , 7 ) 0 2 4 7 7 8 5 0 5 0 1 2 0 0 0 4 9 8 9 0 0 9 8 6 1 4 0 4 6 9 5 7 1 0 0 2 7 7 5 
( 9 , 2 ! 0 2 4 1 3 5 1 0 4 9 6 6 0 0 0 5 0 0 8 7 5 9 6 3 5 3 9 2 2 0 4 0 0 9 4 6 5 8 8 
( 9 3 4 ) 0 2 4 6 6 4 4 0 4 9 9 3 0 0 0 4 9 7 6 5 0 9 6 7 7 3 7 7 5 9 8 2 0 9 3 1 3 2 3 
( 9 , 5 , 6 ) 0 . 2 4 4 7 4 8 0 . 4 9 9 7 2 5 0 5 0 1 2 0 0 9 6 8 1 3 7 5 7 5 5 5 0 9 1 9 6 5 6 
( 9 , 7 , 8 ) 0 . 2 4 7 2 4 2 0 . 4 9 8 9 0 0 0 5 0 1 6 2 5 9 6 7 2 3 6 8 5 7 9 7 0 9 1 1 2 8 5 
( 4 ,2) 0 . 2 4 1 7 0 2 0 . 4 9 6 6 0 0 0 5 0 0 8 7 5 9 6 7 5 3 9 1 2 4 0 3 0 9 4 5 6 3 5 
( 4 , 5 , 6 ) 0 . 2 4 5 2 3 5 0 . 4 9 9 7 2 5 0 5 0 1 2 0 0 9 7 3 1 3 7 3 0 1 7 6 0 9 1 4 7 7 0 
( 4 , 7 , 8 ) 0 . 2 4 4 2 0 0 0 . 4 9 8 9 0 0 0 . 5 0 1 6 2 5 9 7 2 1 3 7 9 0 9 4 9 0 9 2 5 7 5 1 
( 5 1 , 2 ) 0 2 4 7 4 3 7 0 . 4 9 6 6 0 0 0 5 0 0 8 7 5 9 7 8 7 3 8 8 0 9 6 5 0 9 6 0 2 9 3 
7 8 9 1 0 
6 7 . 6 8 0 4 1 8 3 . 3 1 7 1 0 7 3 0 . 1 5 3 0 0 0 
8 7 . 7 7 8 2 1 0 3 . 3 3 9 7 2 8 3 0 . 0 3 3 0 0 0 
6 7 . 7 3 9 9 3 9 3 . 3 6 0 5 3 3 3 0 . 2 8 0 0 0 0 
7 7 . 7 1 1 6 1 4 3 . 4 5 3 9 3 6 3 0 . 9 3 0 0 0 0 
9 7 . 6 1 2 2 5 0 3 . 1 8 1 6 4 6 2 9 . 4 7 0 0 0 0 
6 7 . 6 5 0 7 5 0 3 . 2 6 1 1 1 9 2 9 . 8 8 0 0 0 0 
8 7 . 5 9 4 4 0 4 3 . 2 7 1 9 3 7 3 0 . 1 1 0 0 0 0 
8 7 . 6 7 8 8 5 8 3 . 4 0 5 2 1 1 3 0 . 7 1 5 0 0 0 
8 7 . 6 8 6 6 5 7 3 . 3 1 8 1 0 7 3 0 . 1 4 5 0 0 0 
8 7 . 6 4 5 1 6 1 3 . 2 9 0 4 0 2 3 0 . 0 8 3 0 0 0 
8 7 . 7 7 4 3 7 2 3 . 2 6 8 7 1 0 2 9 . 5 9 0 0 0 0 
6 7 . 8 1 2 3 4 3 3 . , 3 5 7 4 4 2 3 0 . 0 5 8 0 0 0 
6 7 . 7 4 9 0 3 6 3 . . 2 6 9 4 9 6 2 9 . 6 7 5 0 0 0 
7 7 . 7 5 3 1 8 2 3 . , 3 0 9 6 2 9 2 9 . 9 0 2 0 0 0 
8 7 . 7 1 8 0 5 4 3 . 2 6 9 8 5 4 2 9 . 7 4 8 0 0 0 
8 7 . 7 6 2 1 2 8 3 . , 2 6 2 9 5 5 2 9 . 5 9 5 0 0 0 
8 7 . 6 8 9 7 0 2 3 . , 2 3 5 4 5 5 2 9 . 6 1 2 0 0 0 
8 7 . . 5 8 0 5 8 4 3 . . 3 2 5 3 3 4 3 0 . , 5 0 2 0 0 0 
7 7 . . 4 8 1 4 6 2 3 . . 2 6 6 0 5 8 3 0 . , 3 8 2 0 0 0 
1 0 7 . . 5 3 2 9 3 6 3 . . 3 0 2 1 6 8 3 0 . , 4 6 2 0 0 0 
7 7 . , 7 7 9 5 4 9 3 . . 2 1 2 7 5 4 2 9 . , 2 4 2 0 0 0 
6 7 . , 8 8 4 2 0 8 3 . . 2 7 5 9 4 9 2 9 . , 3 5 3 0 0 0 
7 8 9 1 0 
1 1 4 . . 9 8 7 0 7 2 4 . . 9 8 7 0 7 2 4 9 . . 1 8 5 0 0 0 
1 3 5 , . 0 1 8 1 1 6 5 . 0 1 8 1 1 6 4 8 , . 4 7 5 0 0 0 
1 1 4 , . 8 6 5 6 6 8 4 . 8 6 5 6 6 8 4 8 , . 7 7 0 0 0 0 
1 3 5 . . 1 9 4 0 8 7 5 . . 0 8 8 4 3 2 4 9 . . 4 8 5 0 0 0 
1 4 5 , . 1 3 5 0 6 8 4 . . 8 7 0 9 0 3 4 8 , . 6 7 2 0 0 0 
1 3 5 . . 0 9 4 7 9 7 4 , . 9 0 5 9 2 9 4 9 , . 0 7 5 0 0 0 
1 3 5 . 1 5 9 9 4 9 5 . 0 4 3 8 7 8 4 9 . 4 3 0 0 0 0 
1 3 5 . 1 4 3 3 6 3 4 . 9 7 1 4 2 1 ' 4 9 , . 1 4 3 0 0 0 
1 2 5 . 2 4 7 9 4 7 5 . 0 2 0 0 2 6 4 8 . 8 8 3 0 0 0 
1 3 5 . 1 1 8 6 4 4 5 . 0 0 1 0 1 2 4 9 . 4 1 3 0 0 0 
1 5 5 . 2 2 5 2 7 7 4 . 8 6 3 9 9 2 4 8 . 2 1 5 0 0 0 
1 0 5 . 2 0 7 3 6 0 4 . 9 4 4 4 1 6 4 8 . 7 0 2 0 0 0 
1 2 5 . 2 0 7 4 2 4 4 . 8 2 4 6 8 0 4 8 . 0 9 0 0 0 0 
1 1 5 . 2 5 7 5 0 6 4 . 9 2 1 6 0 9 4 8 . 3 4 3 0 0 0 
1 3 5 . 1 8 6 9 8 4 4 . 8 2 3 7 3 6 4 8 . 1 9 2 0 0 0 
1 2 5 . 1 3 3 4 9 9 4 . 7 9 1 5 6 3 4 8 . 2 7 5 0 0 0 
1 2 5 . 1 3 9 3 3 2 4 . 8 3 1 7 1 3 4 8 . 4 5 0 0 0 0 
1 0 5 . 2 0 8 2 4 8 5 . 0 3 5 0 8 3 4 9 . 1 5 5 0 0 0 VD 
W 
( 5 , 3 , 4 ) 
(5,7,8) 
(6,1,2) 
( 6 , 3 , 4 ) 
0 . 2 4 7 4 3 4 
0 . 2 4 6 5 6 2 
0 . 2 4 1 2 3 8 
0 . 2 4 4 7 5 2 
0 . 4 9 9 3 0 0 
0 . 4 9 8 9 0 0 
0 . 4 9 6 6 0 0 
0 . 4 9 9 6 0 0 
0 . 4 9 7 6 5 0 
0 . 5 0 1 6 2 5 
0 . 5 0 0 : 3 7 5 
0 . 4 9 7 6 5 0 
X 
( 1 , 2 , 3 ) 
( 1 , 4 , 5 ) 
( 1 , 6 , 7 ) 
( 1 , 8 , 9 ) 
( 4 , 2 , 3 ) 
( 4 , 6 , 7 ) 
( 4 , 8 , 9 ) 
( 8 . 2 . 3 ) 
( 8 . 4 . 5 ) 
( 8 . 6 . 7 ) 
( 9 , 1 , 2 ) 
( 9 . 3 . 4 ) 
( 9 . 5 . 6 ) 
( 9 . 7 . 8 ) 
( 4 , 1 , 2 ) 
( 4 , 5 , 6 ) 
( 4 , 7 , 8 ) 
( 5 , 1 , 2 ) 
1 5 , 3 , 4 ) 
( 5 , 7 , 8 ) 
(6,1,2) 
( 6 , 3 , 4 ) 
1 
0 . 0 0 1 7 3 1 
0 . 0 0 1 9 7 1 
0 . 0 0 1 7 7 0 
0 . 0 0 1 5 8 2 
0 . 0 0 1 9 3 2 
0 . 0 0 1 7 7 5 
0 . 0 0 1 5 1 5 
0 . 0 0 1 9 9 5 
0 . 0 0 2 0 6 4 
0 . 0 0 2 . 1 4 2 
0 . 0 0 2 5 9 3 
0 . 0 0 2 2 4 8 
0 . 0 0 2 5 4 0 
0 . 0 0 2 3 4 6 
0 . 0 0 2 1 9 8 
0 . 0 0 1 6 6 6 
0 . 0 0 2 0 7 4 
0 . 0 0 1 8 3 1 
0 . 0 0 1 7 3 0 
0 . 0 0 1 8 7 1 
0 . 0 0 2 2 2 9 
0 . 0 0 2 2 8 5 
2 
0 . 0 9 7 8 7 5 
0 . 1 0 0 1 5 0 
0 . 0 9 8 2 0 0 
0 . 0 9 9 3 2 5 
0 . 0 9 7 8 7 5 
0 . 0 9 8 2 0 0 
0 . 0 9 9 3 2 5 
0 . 0 9 7 8 7 5 
0 . 1 0 0 1 5 0 
0 . 0 9 8 2 0 0 
0 . 1 0 3 1 0 0 
0 . 1 0 2 9 5 0 
0 . 1 0 0 4 2 5 
0 . 0 9 9 6 7 5 
0 . 1 0 3 1 0 0 
0 . 1 0 0 4 2 5 
0 . 0 9 9 6 7 5 
0 . 1 0 3 1 0 0 
0 . 1 0 2 9 5 0 
0 . 0 9 9 6 7 5 
0 . 1 0 3 1 0 0 
0 . 1 0 2 9 5 0 
3 
0 . 8 9 9 6 0 0 
0 . 9 0 0 7 7 5 
0 . 8 9 8 6 5 0 
0 . 8 9 9 7 5 0 
0 . 8 9 9 6 0 0 
0 . 8 9 8 6 5 0 
0 . 8 9 9 7 5 0 
0 . 8 9 9 6 0 0 
0 . 9 0 0 7 7 5 
0 . 8 9 8 6 5 0 
0 . 8 9 7 7 2 5 
0 . 9 0 0 7 2 5 
0 . 9 0 2 7 2 5 
0 . 8 9 8 7 7 5 
0 . 8 9 7 7 2 5 
0 . 9 0 2 7 2 5 
0 . 8 9 8 7 7 5 
0 . 9 7 7 2 5 0 
0 . 9 0 0 7 2 5 
0 . 8 9 8 7 7 5 
0 . 8 9 7 7 2 5 
0 . 9 0 0 7 2 5 
( 1 2 , 3 ) 
( 1 4 , 5 ) 
( 1 6 , 7 ) 
( 1 8 , 9 ) 
( 4 2 , 3 ) 
( 4 6 , 7 ) 
( 4 8 , 9 ) 
( 8 2 , 3 ) 
( 8 4 , 5 ) 
( 8 6 , 7 ) 
( 9 1 , 2 ) 
( 9 3 , 4 ) 
( 9 5 , 6 ) 
1 
0 . 0 0 7 9 9 9 
0 . 0 0 7 7 0 0 
0 . 0 0 8 1 4 6 
0 . 0 0 8 8 3 2 
0 . 0 0 7 6 7 8 
0 . 0 0 7 6 1 7 
0 . 0 0 7 4 5 5 
0 . 0 0 7 6 6 3 
0 . 0 0 7 6 0 5 
0 . 0 0 7 3 8 5 
0 . 0 0 8 3 7 5 
0 . 0 0 8 0 1 7 
0 . 0 0 7 6 3 8 
2 
0 . 0 9 7 8 7 5 
0 . 1 0 0 1 5 0 
0 . 0 9 8 2 0 0 
0 . 0 9 9 3 2 5 
0 . 0 9 7 8 7 5 
0 . 0 9 8 2 0 0 
0 . 0 9 9 3 2 5 
0 . 0 9 7 8 7 5 
0 . 1 0 0 1 5 0 
0 . 0 9 8 2 0 0 
0 . 1 0 3 1 0 0 
0 . 1 0 2 9 5 0 
0 . 1 0 0 4 2 5 
X 
3 
0 . 8 9 9 6 0 0 
0 . 9 0 0 7 7 5 
0 . 8 9 8 6 5 0 
0 . 8 9 9 7 5 0 
0 . 8 9 9 6 0 0 
0 . 8 9 8 6 5 0 
0 . 8 9 9 7 5 0 
0 . 8 9 9 6 0 0 
0 . 9 0 0 7 7 5 
0 . 8 9 8 6 5 0 
0 . 8 9 7 7 2 5 
0 . 9 0 0 7 2 5 
0 . 9 0 2 7 2 5 
5 . 8 6 5 0 8 9 0 9 5 6 3 5 3 1 2 5 . 1 1 5 0 0 4 4 . 9 4 9 9 1 2 4 9 . 1 7 0 0 0 0 
5 . 8 9 1 9 1 8 0 9 5 9 5 9 9 1 0 5 . 1 7 1 7 6 8 4 . 9 4 5 1 1 9 4 8 . 8 3 3 0 0 0 
3 . 8 6 2 3 2 9 0 9 3 1 7 4 2 1 0 5 . 2 8 9 9 8 5 4 . 9 2 7 1 8 4 4 8 . 2 3 5 0 0 0 
3 
. 7 6 3 1 1 8 0 9 2 1 0 3 0 1 1 5 . 1 2 9 0 1 9 4 . 8 9 2 9 9 3 4 8 . 4 0 7 0 0 0 
PG = o . i o p s = °-90 
5 6 7 8 9 1 0 
l . 1 1 1 1 1 1 0 . 0 0 1 9 2 4 1 5 9 4 8 2 0 8 9 6 1 1 4 9 2 5 4 0 1 9 3 0 0 0 
l . 0 0 0 0 0 0 0 . 0 0 1 9 7 1 1 5 5 9 6 4 7 8 8 7 1 1 1 2 6 7 6 0 1 9 8 0 0 0 
l . 0 0 0 0 0 0 0 . 0 0 1 7 7 0 1 5 9 3 5 5 2 2 3 9 1 0 5 9 7 0 1 0 1 7 7 0 0 0 
l . 2 0 0 0 0 0 0 . 0 0 1 8 9 8 1 5 6 9 6 2 8 5 7 1 1 0 8 5 7 1 4 0 1 9 0 0 0 0 
l 1 1 1 1 1 1 0 . 0 0 2 1 4 7 1 4 9 9 2 1 0 5 2 6 1 1 3 1 5 7 9 0 2 1 5 0 0 0 
i 1 6 6 6 6 7 0 . 0 0 2 0 7 C 1 5 0 1 4 1 3 3 3 3 1 1 0 6 6 6 7 0 2 0 8 0 0 0 
l . 4 2 8 5 7 1 0 . 0 0 2 1 6 5 : 5 . 1 4 0 7 7 9 2 2 1 1 2 9 8 7 0 0 2 1 8 0 0 0 
l . 0 0 0 0 0 0 0 . 0 0 1 9 9 5 ^ 5 3 9 0 5 4 7 9 5 1 0 8 2 1 9 2 0 1 9 8 0 0 0 
l . 0 7 6 9 2 3 0 . 0 0 2 2 2 3 o 5 1 7 5 0 0 0 0 0 1 1 8 9 1 8 9 0 2 2 0 0 0 0 
l . 0 0 0 0 0 0 0 . 0 0 2 1 4 2 Z 5 2 8 4 4 5 9 4 6 1 1 4 8 6 4 9 0 2 1 2 0 0 0 
l . o o o o o o 0 . 0 0 2 5 9 3 z 4 2 3 0 1 0 7 5 3 1 1 0 7 5 2 7 0 2 5 8 0 0 0 
l 1 4 2 8 5 7 0 . 0 0 2 5 6 9 2 4 1 8 9 2 5 5 3 2 1 0 8 5 1 0 6 0 2 5 5 0 0 0 
l 0 0 0 0 0 0 0 . 0 0 2 5 4 C 2 4 4 5 OOOOOO 1 1 3 4 8 3 1 0 2 5 3 0 0 0 
l OOOOOO 0 . 0 0 2 3 4 6 Z. 4 5 3 1 0 3 4 4 8 1 0 6 8 9 6 6 CI 2 3 3 0 0 0 
l OOOOOO 0 . 0 0 2 1 9 8 i 4 8 9 2 7 1 6 0 5 1 0 8 6 4 2 0 0 2 2 0 0 0 0 
l 2 5 0 0 0 0 0 . 0 0 2 0 8 2 a 5 0 4 5 0 6 3 2 9 1 0 6 3 2 9 1 0 2 1 0 0 0 0 
l OOOOOO 0 . 0 0 2 0 7 4 i 5 1 0 1 7 9 4 8 7 1 0 6 4 1 0 3 0 2 0 8 0 0 0 
l OOOOOO 0 . 0 0 1 8 3 1 i 5 3 0 7 5 0 0 0 0 1 0 8 8 2 3 5 0 1 8 5 0 0 0 
l OOOOOO 0 . 0 0 1 7 3 C i 5 3 0 7 7 9 4 1 2 1 0 2 9 4 1 2 0 1 7 5 0 0 0 
l OOOOOO 0 . 0 0 1 8 7 1 i 6 1 9 1 8 7 5 0 0 1 1 7 1 8 7 5 0 1 8 8 0 0 0 
l 2 3 0 7 6 9 0 . 0 0 2 7 4 4 2 4 2 8 5 0 0 0 0 0 1 1 6 3 0 4 3 0 . 2 6 8 0 0 0 
l 1 2 5 0 0 0 0 . 0 0 2 5 7 1 2 4 2 8 7 0 6 5 2 2 1 0 9 7 8 2 6 0 2 5 3 0 0 0 
B r - 0 . 1 0 p g = 0 . 9 0 
5 6 7 8 9 1 0 
l 1 2 8 2 0 5 0 . 0 0 9 0 2 5 2 1 2 9 8 5 1 9 7 4 1 1 5 1 3 1 6 0 8 7 5 0 0 0 
l 2 1 4 2 8 6 0. 0 0 9 3 5 C 2 1 2 7 1 8 3 8 7 1 1 1 6 1 2 9 0 0 9 0 0 0 0 0 
l 1 1 9 0 4 8 0. 0 0 9 1 1 5 2 1 2 9 7 1 4 7 5 4 1 1 6 0 6 5 6 0 8 8 5 0 0 0 
l 0 4 4 4 4 4 0. 0 0 9 2 2 4 2 1 2 8 1 3 2 6 8 6 1 1 5 5 3 4 0 0 8 9 3 0 0 0 
l 1 4 2 8 5 7 0 0 0 8 7 7 5 2 1 3 8 2 1 6 7 8 3 1 1 7 4 8 2 5 0 8 4 0 0 0 0 
l 1 3 5 1 3 5 0 0 0 8 6 4 7 2 1 3 6 9 6 5 3 9 8 1 1 4 5 3 2 9 0 8 2 8 0 0 0 
l 1 6 6 6 6 7 0. 0 0 8 6 9 7 2 1 3 6 1 5 2 2 4 9 1 1 4 8 7 8 9 0 8 3 0 0 0 0 
l 1 1 9 0 4 8 0. 0 0 8 5 7 5 3 1 4 2 0 0 3 5 9 7 1 1 6 5 4 6 8 0 8 1 0 0 0 0 
I 1 7 0 2 1 3 0. 0 0 8 9 0 0 3 1 3 9 6 1 1 3 0 7 1 1 1 9 0 8 1 CI 8 4 3 0 0 0 
I 2 0 4 0 8 2 0. 0 0 8 8 9 2 3 1 4 2 3 6 6 9 0 6 1 2 0 8 6 3 3 0 8 4 0 0 0 0 
l 1 6 6 6 6 7 0 0 0 9 7 7 1 2 1 2 5 3 4 3 9 4 9 1 1 9 4 2 6 8 0 9 3 8 0 0 0 
I 1 3 4 2 1 1 0 0 0 9 4 9 3 2 1 2 4 6 7 8 2 3 3 1 1 3 5 6 4 7 0 . 9 0 0 0 0 0 
I 2 7 6 5 9 6 0 0 0 9 7 5 C 2 1 2 6 . 1 4 4 6 9 5 1 1 9 2 9 2 6 0 . 9 2 8 0 0 0 
9 , 7 , 8 ) : 0 . 0 0 8 6 1 6 0 . 0 9 9 6 7 5 0 . 8 9 8 7 7 5 3 3 0 1 . 1 2 0 0 0 0 0 . 0 0 9 6 5 0 
4 , 1 , 2 ) : 0 . 0 0 8 5 5 2 0 . 1 0 3 1 0 0 0 . 8 9 7 7 2 5 3 1 7 1 . 0 6 6 6 6 7 0 . 0 0 9 1 2 2 
4 , 5 , 6 ! : 0 . 0 0 7 5 1 6 0 . 1 0 0 4 2 5 0 . 9 0 2 7 2 5 3 0 8 1 . 1 9 0 4 7 6 0 . 0 0 8 9 4 8 
4 , 7 , 8 ) : 0 . 0 0 7 6 3 5 0 . 0 9 9 6 7 5 0 . 8 9 8 7 7 5 3 0 7 1 . 2 1 1 5 3 8 0 . 0 0 9 2 5 0 
5 , 1 , 2 ) : 0 . 0 0 8 7 6 4 0 . 1 0 3 1 0 0 0 . 8 9 7 7 2 5 3 3 9 1 . 1 3 4 6 1 5 0 . 0 0 9 9 4 4 
5 , 3 , 4 ) : 0 . 0 0 7 6 9 7 0 . 1 0 2 9 5 0 0 . 9 0 0 7 2 5 3 3 9 1 . 2 8 8 8 8 9 0 . 0 0 9 9 2 0 
5 , 7 , 8 ) : 0 . 0 0 8 0 0 7 0 . 0 9 9 6 7 5 0 . 8 9 8 7 7 5 3 2 9 1 . 2 0 8 3 3 3 0 . 0 0 9 6 7 5 
6 , 1 , 2 ) : 0 . 0 0 8 0 1 6 0 . 1 0 3 1 0 0 0 . 8 9 7 7 2 5 3 2 7 1 . 1 8 1 8 1 8 0 . 0 0 9 4 7 4 
6 , 3 , 4 ) : 0 . 0 0 7 7 9 2 0 . 1 0 2 9 5 0 0 . 9 0 0 7 2 5 3 2 6 1 . 2 0 0 0 0 0 0 . 0 0 9 3 5 0 
X = 0 . 3 0 , PG = 0 . 1 0 , P s = ° - 9 
1 2 3 4 5 6 
( 1 , 2 3 ) 0 0 2 8 6 5 0 0 0 9 7 8 7 5 0 8 9 9 6 0 0 1 1 1 8 I 2 4 0 8 1 6 0 0 3 5 5 5 0 
( 1 4 5 ) 0 0 3 0 6 2 9 0 . 1 0 0 1 5 0 0 9 0 0 7 7 5 1 1 6 9 l . 2 4 4 7 5 5 0 0 3 8 1 2 5 
( 1 , 6 0 0 3 0 1 3 1 0 0 9 8 2 0 0 0 8 9 8 6 5 0 1 1 4 6 l . 2 0 4 7 2 4 0 0 3 6 3 0 0 
( 1 , 8 , 9 ) 0 0 3 0 0 0 4 0 0 9 9 3 2 5 0 8 9 9 7 5 0 1 1 6 1 l 2 4 1 5 0 9 0 0 3 7 2 5 0 
( 4 , 2 , 3 ) 0 0 2 8 6 5 0 0 0 9 7 8 7 5 0 8 9 9 6 0 0 1 1 1 8 l 2 4 0 8 1 6 0 0 3 5 5 5 0 
( 4 6 0 0 2 8 7 5 5 0 0 9 8 2 0 0 0 8 9 8 6 5 0 1 1 2 0 I . 2 3 4 5 6 8 0 . 0 3 5 5 0 0 
( 4 , 8 , 9 ) 0 0 2 7 3 3 7 0 0 9 9 3 2 5 0 8 9 9 7 5 0 1 1 3 0 l 3 1 7 7 9 7 0 0 3 6 0 2 5 
( 8 , 2 , 3 ) 0 0 3 0 3 1 6 0 0 9 7 8 7 5 0 8 9 9 6 0 0 1 1 7 5 l 2 5 1 8 2 5 0 0 3 7 9 5 0 
( 8 4 , 5 ) 0 0 3 0 3 9 4 0 1 0 0 1 5 0 0 9 0 0 7 7 5 1 2 1 1 l 3 2 6 7 3 3 0 0 4 0 3 2 5 
( 8 , 6 7 ) 0 0 3 1 5 5 4 0 . 0 9 8 2 0 0 0 8 9 8 6 5 0 1 1 8 0 l 2 1 3 7 9 3 0 0 3 8 3 0 0 
( 9 , 1 , 2 ) 0 0 3 2 0 2 7 0 . 1 0 3 1 0 0 0 8 9 7 7 2 5 1 2 3 8 l . 2 4 6 5 2 8 0 0 3 9 9 2 3 
( 9 3 , 4 ) 0 0 3 2 6 2 5 0 . 1 0 2 9 5 0 0 9 0 0 7 2 5 1 2 3 6 l 2 0 0 0 0 0 0 0 3 9 1 5 0 
( 9 , 5 , 6 ) 0 0 3 0 5 7 2 0 . 1 0 0 4 2 5 0 9 0 2 7 2 5 1 2 0 2 l . 2 7 0 7 5 8 0 0 3 8 8 5 0 
( 9 , 7 , 8 ) 0 0 3 0 1 9 0 0 0 9 9 6 7 5 0 8 9 8 7 7 5 1 1 9 7 l . 2 9 1 8 1 5 0 0 3 9 0 0 0 
( 4 , 1 , 2 ) 0 0 2 9 7 2 8 0 . 1 0 3 1 0 0 0 8 9 7 7 2 5 1 1 7 2 l . 2 7 2 3 8 8 0 0 3 7 8 2 5 
( 4 5 , 6 ) 0 0 2 8 1 7 8 0 . 1 0 0 4 2 5 0 9 0 2 7 2 5 1 1 4 6 X 3 0 9 5 2 4 0 0 3 6 9 0 0 
( 4 , 7 , 8 ) 0 0 2 8 1 9 9 0 0 9 9 6 7 5 0 8 9 8 7 7 5 1 1 3 3 l . 2 7 3 1 0 9 0 0 3 5 9 0 0 
( 5 , 1 2 ) 0 0 3 3 0 9 6 0 . 1 0 3 1 0 0 0 8 9 7 7 2 5 1 2 9 4 l . 2 4 5 6 1 4 0 0 4 1 2 2 5 
( 5 3 , 4 ) 0 0 3 2 6 7 1 0 . 1 0 2 9 5 0 0 9 0 0 7 2 5 1 2 9 3 l . 2 4 3 4 4 6 0 0 4 0 6 2 5 
( 5 , 7 , 8 ) 0 0 3 2 3 6 5 0 0 9 9 6 7 5 0 8 9 8 7 7 5 1 2 4 9 l 2 3 5 9 1 5 0 0 4 0 0 0 0 
( 6 1 , 2 ) 0 0 2 9 7 7 4 0 . 1 0 3 1 0 0 0 8 9 7 7 2 5 1 2 0 2 l . 2 9 3 8 9 3 0 0 3 8 5 2 5 
( 6 , 4 ) 0 0 3 0 3 1 9 0 . 1 0 2 9 5 0 0 9 0 0 7 2 5 1 1 9 9 l 2 5 5 8 1 4 0 0 3 8 0 7 5 
X = 0 . 4 9 , P G = 0 . 1 0 , S = ° - 9 
1 2 3 4 5 6 
( 1 , 2 , 3 ) 0 . 0 5 0 7 6 3 0 . 0 9 7 8 7 5 0 8 9 9 6 0 0 1 8 8 6 1 . 2 8 3 4 2 2 0 . 0 6 5 1 5 0 
( 1 , 4 , 5 ) 0 . 0 5 0 8 9 5 0 . 1 0 0 1 5 0 0 9 0 0 7 7 5 1 9 2 9 1 . 3 4 4 4 2 6 0 . 0 6 8 4 2 5 
( 1 , 6 , 7 ) 0 . 0 4 8 5 7 7 0 . 0 9 8 2 0 0 0 8 9 8 6 5 0 1 8 9 1 1 . 3 7 7 1 9 3 0 . 0 6 6 9 0 0 
( 1 , 8 , 9 ) 0 . 0 5 0 7 5 4 0 . 0 9 9 3 2 5 0 . 8 9 9 7 5 0 1 9 1 4 1 . 3 2 9 9 4 9 0 . 0 6 7 5 0 0 
( 4 , 2 , 3 ) 0 . 0 4 7 4 9 3 0 . 0 9 7 8 7 5 0 . 8 9 9 6 0 0 1 8 4 1 1 . 3 1 8 0 9 1 0 . 0 6 2 6 0 0 
( 4 , 6 , 7 ) 0 . 0 4 7 8 2 3 0 . 0 9 8 2 0 0 0 8 9 8 6 5 0 1 8 4 7 1 . 3 2 8 8 7 2 0 . 0 6 3 5 5 0 
( 4 , 8 , 9 ) 0 . 0 4 6 8 1 2 0 . 0 9 9 3 2 5 0 8 9 9 7 5 0 1 8 6 3 1 . 3 6 2 3 7 6 0 . 0 6 3 7 7 5 
( 8 , 2 , 3 ) 0 . 0 5 0 0 5 3 0 . 0 9 7 8 7 5 0 8 9 9 6 0 0 1 9 1 3 1 . 3 4 7 0 7 9 0 . 0 6 7 4 2 5 
2 1 2 5 . 8 6 6 2 4 2 1 . 1 7 8 3 4 4 0 . 9 2 5 0 0 0 
2 1 3 1 . 9 7 3 2 4 4 1 . 1 7 0 5 6 9 0 . 8 7 5 0 0 0 
2 1 3 5 . 2 5 3 4 2 5 1 . 1 6 7 8 0 8 0 . 8 5 3 0 0 0 
2 1 3 5 . 1 7 4 0 6 1 1 . 2 0 4 7 7 8 0 . 8 8 2 0 0 0 
2 1 2 4 . 6 3 7 2 2 4 1 . 1 9 2 4 2 9 0 . 9 4 5 0 0 0 
2 1 2 4 . 4 6 8 5 5 3 1 . 1 8 2 3 9 0 0 . 9 4 0 0 0 0 
2 1 2 8 . 9 3 4 8 5 3 1 . 1 9 5 4 4 0 0 . 9 1 8 0 0 0 
3 1 2 6 . 4 7 2 8 4 3 1 . 1 6 2 9 3 9 0 . 9 1 0 0 0 0 
3 1 2 6 . 8 1 7 3 0 8 1 . 1 5 3 8 4 6 0 . 9 0 0 0 0 0 
7 8 9 1 0 
4 4 1 . 1 3 4 9 6 3 1 . 3 2 5 1 8 6 3 1 1 7 0 0 0 
4 3 8 . 8 6 2 0 3 4 1 . 3 3 4 3 4 0 3 . 3 1 3 0 0 0 
4 4 0 . 0 8 6 9 5 7 1 . 3 0 7 4 5 3 3 . 1 5 7 0 0 0 
3 3 9 . 6 1 2 0 7 8 1 . 3 2 6 5 1 0 3 . 2 4 0 0 0 0 
4 4 1 . 1 3 4 9 6 3 1 . 3 2 5 1 8 6 3 . 1 1 7 0 0 0 
4 4 0 . 6 9 6 4 2 9 1 . 3 0 6 7 2 3 3 . 1 1 0 0 0 0 
4 4 0 . 0 6 2 0 4 8 1 . 2 9 9 8 9 7 3 . 1 4 2 0 0 0 
4 3 9 . 6 1 2 3 0 8 1 . 3 3 2 3 0 8 3 . 2 4 8 0 0 0 
4 3 8 . 2 5 3 7 1 7 1 . 3 5 2 8 2 5 3 . 4 1 2 0 0 0 
4 3 9 . 8 3 2 1 3 2 1 . 3 4 9 1 2 5 3 . 2 7 5 0 0 0 
4 3 7 . 7 2 7 5 3 9 1 . 3 3 3 9 8 4 3 . 4 1 5 0 0 0 
4 3 7 . 7 2 9 4 9 2 1 . 3 2 0 3 1 3 3 . 3 8 0 0 0 0 
4 3 8 . 5 3 2 9 3 4 1 . 3 3 1 3 3 7 3 . 3 3 5 0 0 0 
4 3 8 . 8 5 1 1 0 7 1 . 3 4 9 0 9 5 3 . 3 5 3 0 0 0 
4 3 8 . 9 6 8 7 5 0 1 . 3 3 2 6 6 1 3 . 3 0 5 0 0 0 
4 3 9 . 9 1 7 4 4 1 1 . 3 1 9 9 1 7 3 . 1 9 8 0 0 0 
4 3 9 . 6 2 2 5 6 4 1 . 2 9 2 3 0 8 3 . 1 5 0 0 0 0 
3 3 5 . 7 9 2 0 1 5 1 . 3 2 8 6 9 1 3 . 5 7 8 0 0 0 
3 3 5 . 4 5 8 1 4 2 1 . 3 0 0 8 2 8 3 . 5 3 5 0 0 0 
3 3 6 . 7 5 7 8 6 5 1 . 3 3 4 6 0 4 3 . 5 0 0 0 0 0 
4 3 8 . 0 1 7 6 9 9 1 . 3 1 2 6 8 4 3 . 3 3 8 0 0 0 
4 3 7 . 7 1 5 2 6 4 1 . 3 0 1 3 7 0 3 . 3 2 5 0 0 0 
7 8 9 1 0 
5 2 6 . 6 3 5 9 8 0 1 . 4 6 8 7 2 8 5 . 2 2 5 0 0 0 
5 2 6 . 3 2 4 2 4 9 1 . 5 2 1 3 1 4 5 . 4 4 3 0 0 0 
5 2 6 . 6 7 1 8 3 1 1 . 4 8 8 0 2 8 5 . 2 8 3 0 0 0 
5 2 6 . 4 4 2 3 4 8 1 . 4 9 5 4 5 8 5 . 3 5 0 0 0 0 
4 2 6 . 4 6 5 1 3 2 1 . 4 2 3 2 9 1 5 . 1 0 3 0 0 0 
4 2 6 . . 7 1 9 1 2 5 1 . , 4 6 2 2 4 4 5 . , 1 8 0 0 0 0 
4 2 6 . . 2 2 9 7 5 8 1 . , 4 3 5 2 9 4 5 . . 1 8 5 0 0 0 
4 2 6 . . 6 0 6 4 6 5 1 . , 4 9 7 5 4 0 5 . . 3 2 8 0 0 0 
( 8 , 4 , 5 ) 0 0 5 2 3 7 3 0 1 0 0 1 5 0 0 9 0 0 7 7 5 1 9 5 3 1 3 1 6 9 9 3 
( 8 , 6 , 7 ) 0 0 4 8 4 2 1 0 0 9 8 2 0 0 0 8 9 8 6 5 0 1 9 1 6 1 4 0 1 7 5 4 
( 9 , 1 , 2 ) 0 0 5 2 1 3 1 0 1 0 3 1 0 0 0 8 9 7 7 2 5 2 0 0 4 1 3 4 5 6 3 8 
( 9 , 3 , 4 ) 0 0 5 1 7 3 0 0 1 0 2 9 5 0 0 9 0 0 7 2 5 2 0 0 4 1 3 4 9 3 1 5 
( 9 , 5 , 6 ) 0 0 5 0 3 3 2 0 1 0 0 4 2 5 0 9 0 2 7 2 5 1 9 4 3 1 3 4 9 0 4 0 
( 9 , 7 , 8 ) 0 0 5 0 6 1 2 0 0 9 9 6 7 5 0 8 9 8 7 7 5 1 9 2 4 1 3 2 2 8 0 7 
( 4 , 1 , 2 ) 0 0 5 0 7 9 8 0 1 0 3 1 0 0 0 8 9 7 7 2 5 1 9 3 6 1 3 2 3 3 7 4 
( 4 , 5 , 6 ) 0 0 4 8 8 1 9 0 1 0 0 4 2 5 0 9 0 2 7 2 5 1 8 8 3 1 3 2 0 6 8 3 
( 4 , 7 , 8 ) 0 0 4 6 9 7 2 0 0 9 9 6 7 5 0 8 9 8 7 7 5 1 8 7 0 1 3 7 2 0 9 3 
( 5 , 1 , 2 ) 0 0 5 3 6 0 8 0 1 0 3 1 0 0 0 8 9 7 7 2 5 2 0 5 2 1 3 5 1 4 3 8 
( 5 , 3 , 4 ) 0 0 5 3 3 5 9 0 1 0 2 9 5 0 0 9 0 0 7 2 5 2 0 5 0 1 3 2 8 2 5 7 
( 5 , 7 , 8 ) 0 0 5 3 2 6 3 0 0 9 9 6 7 5 0 8 9 8 7 7 5 1 9 9 1 1 2 8 3 2 4 7 
( 6 , 1 , 2 ) 0 0 5 2 1 0 5 0 1 0 3 1 0 0 0 8 9 7 7 2 5 2 0 0 3 1 3 3 9 5 5 9 
( 6 , 3 , 4 ) 0 0 5 1 8 4 1 0 1 0 2 9 5 0 0 9 0 0 7 2 5 2 0 0 3 1 3 4 6 4 1 6 
X = 0 . 0 2 , P G = 0 . 6 0 
1 2 3 4 5 
( 1 , 3 ) 0 0 1 2 2 1 0 0 5 9 7 7 5 0 0 3 0 1 5 2 5 4 8 9 3 6 3 2 0 2 2 
( 1 4 5 ) 0 0 1 2 1 6 4 0 6 0 1 4 7 5 0 3 0 3 5 5 0 4 9 0 3 3 4 5 0 2 9 
( 1 , 6 , 7 ) 0 0 1 2 1 7 6 0 6 0 0 4 2 5 0 2 9 9 9 0 0 4 9 0 3 5 5 8 4 0 5 
( 1 , 8 , 9 ) 0 0 1 2 2 3 7 0 5 9 8 3 5 0 0 3 0 6 9 5 0 4 9 0 3 4 8 8 6 3 6 
( 4 , 2 , 3 ) 0 0 1 2 0 4 2 0 5 9 7 7 5 0 0 3 0 1 5 2 5 4 7 6 3 2 0 5 9 7 0 
( 4 , 6 , 7 ) 0 0 1 1 6 0 9 0 6 0 0 4 2 5 0 2 9 9 9 0 0 4 8 2 3 6 5 7 7 3 8 
( 4 , 8 , 9 ) 0 0 1 1 8 8 7 0 5 9 8 3 5 0 0 3 0 6 9 5 0 4 7 7 3 3 4 0 2 9 9 
( 8 , 2 , 3 ) 0 0 1 1 7 8 8 0 5 9 7 7 5 0 0 3 0 1 5 2 5 4 6 2 3 6 3 9 7 6 9 
( 8 , 4 , 5 ) 0 0 1 1 5 1 9 0 6 0 1 4 7 5 0 3 0 3 5 5 0 4 6 3 3 3 6 5 0 3 1 
( 8 , Of 7 ) 0 0 1 1 5 0 3 0 6 0 0 4 2 5 0 2 9 9 9 0 0 4 6 3 3 5 2 4 0 9 6 
( 9 , 1 , 2 ) 0 0 1 1 9 1 7 0 6 0 3 6 5 0 0 2 9 8 7 5 0 4 8 3 3 5 6 6 8 6 0 
( 9 , 3 , 4 ) 0 0 1 3 8 0 7 0 6 0 2 4 0 0 0 3 0 0 1 2 5 4 8 2 3 4 6 8 0 8 5 
( 9 , 5 , 6 ) 0 . 0 1 1 7 4 4 0 5 9 8 9 0 0 0 . 2 9 4 0 7 5 4 8 0 3 5 0 8 9 8 2 
( 9 , 7 , 8 ) 0 . 0 1 1 4 9 6 0 6 0 0 2 0 0 0 . 2 9 8 0 5 0 4 8 1 3 6 9 4 8 6 4 
( 4 , 1 , 2 ) 0 0 1 1 7 4 6 0 6 0 3 6 5 0 0 . 2 9 8 7 5 0 4 8 5 3 5 0 2 9 9 4 
( 4 , 5 , 6 ) 0 0 1 1 8 4 1 0 5 9 8 9 0 0 0 . 2 9 4 0 7 5 4 7 9 3 5 3 5 2 9 4 
( 4 , 7 , 8 ) 0 0 1 2 1 0 5 0 6 0 0 2 0 0 0 . 2 9 8 0 5 0 4 8 1 3 5 3 6 9 3 2 
( 5 , 1 , 2 ) 0 0 1 1 7 3 2 0 6 0 3 6 5 0 0 . 2 9 8 7 5 0 4 5 4 3 2 0 3 0 3 0 
( 5 , 3 4 ) 0 0 1 0 7 4 2 0 6 0 2 4 0 0 0 . 3 0 0 1 2 5 4 5 3 3 3 7 9 1 9 5 
( 5 7 8 ) 0 0 1 2 3 6 6 0 6 0 0 2 0 0 0 . 2 9 8 0 5 0 4 4 8 3 6 0 4 5 0 2 
( 6 1 2 ) 0 . 0 1 1 7 5 1 0 6 0 3 6 5 0 0 . 2 9 8 7 5 0 4 7 5 3 6 6 4 7 2 3 
( 6 3 4 ) 0 O i l 8 9 0 0 6 0 2 4 0 0 0 . 3 0 0 1 2 5 4 7 5 3 6 7 8 1 6 1 
X = 0 . 0 8 , P g = 0 . 6 0 
1 2 3 4 5 
1 , 2 , 3 ) : 0 . 0 4 8 4 0 7 0 . 5 9 7 7 5 0 0 . 3 0 1 5 2 5 1 9 8 9 4 . 2 1 4 3 3 4 
1 , 4 , 5 ) : 0 . 0 5 0 3 8 1 0 . 6 0 1 4 7 5 0 . 3 0 3 5 5 0 1 9 9 9 3 . 9 4 0 0 0 0 
1 , 6 , 7 ) : 0 . 0 5 0 8 5 7 0 . 6 0 0 4 2 5 0 . 2 9 9 9 0 0 1 9 9 6 3 . 9 9 8 0 4 7 
0 . . 0 6 8 9 7 5 4 2 5 . , 9 4 0 0 8 3 1 , . 5 0 0 6 8 9 5 . 4 4 8 0 0 0 
0 . . 0 6 7 8 7 5 5 2 6 . , 6 5 4 9 3 0 1 . . 4 8 7 3 2 4 5 . 2 8 0 0 0 0 
0 . . 0 7 0 1 4 9 5 2 4 . , 9 2 7 9 1 0 1 . . 4 7 0 8 9 9 5 . 5 6 0 0 0 0 
0 . . 0 6 9 8 0 0 5 2 5 . , 2 3 3 9 5 7 1 . . 4 7 9 2 7 8 5 . 5 3 2 0 0 0 
0 . . 0 6 7 9 0 0 5 2 6 . . 0 3 2 3 4 7 1 , . 4 7 6 9 4 4 5 . 3 6 5 0 0 0 
0 . . 0 6 6 9 5 0 5 2 6 . . 1 5 1 6 6 2 1 . . 4 7 7 1 4 7 5 . 3 3 3 0 0 0 
0 . . 0 6 7 2 2 5 4 2 5 . . 7 1 3 8 0 0 1 , . 4 7 7 9 0 6 5 . 4 3 5 0 0 0 
0 . . 0 6 4 4 7 5 4 2 6 . . 2 8 9 3 8 2 1 , . 4 4 8 9 9 4 5 . 2 2 0 0 0 0 
0 . . 0 6 4 4 5 0 4 2 6 . , 3 5 7 4 9 1 1 , . 4 5 4 3 5 5 5 . 2 1 8 0 0 0 
0 . . 0 7 2 4 4 8 4 2 4 . , 3 5 5 9 4 3 1 . . 4 7 8 6 8 2 5 . 7 2 3 0 0 0 
0 . . 0 7 0 8 7 5 4 2 4 . . 4 4 3 0 0 5 1 , . 4 5 9 1 9 7 5 . 6 3 3 0 0 0 
0 , . 0 6 8 3 5 0 4 2 5 , . 6 1 6 2 7 1 1 , . 4 8 2 0 3 4 5 . 4 6 5 0 0 0 
0 . . 0 6 9 7 9 7 4 2 5 . , 4 1 0 6 5 4 1 , . 4 9 2 9 2 0 5 . 5 3 5 0 0 0 
0 . . 0 6 9 8 0 0 4 2 4 . , 9 2 8 6 6 6 1 , . 4 6 4 3 3 3 5 . 5 4 2 0 0 0 
P s = 0 . 3 0 
6 7 8 9 1 0 
0 . 0 4 4 3 4 6 2 8 3 . 4 2 4 5 0 8 3 . 7 8 7 7 4 6 4 . 3 2 8 0 0 0 
0 . 0 4 0 6 8 9 3 8 1 . 9 0 7 9 2 3 3 . 3 1 0 4 9 3 3 . 8 6 5 0 0 0 
0 . 0 4 3 3 2 6 2 8 2 . 4 1 4 6 8 7 3 . 6 2 8 5 1 0 4 . 2 0 0 0 0 0 
0 . 0 4 2 6 9 2 3 8 2 . 5 2 9 0 3 2 3 . 4 7 5 2 6 9 4 . 0 4 0 0 0 0 
0 . 0 3 8 6 0 5 2 8 4 . 8 3 6 2 8 3 3 . 3 4 0 7 0 8 3 . 7 7 5 0 0 0 
0 . 0 4 2 4 6 3 2 8 4 . 7 7 4 3 3 6 3 . 6 7 4 7 7 9 4 . 1 5 3 0 0 0 
0 . 0 3 9 7 0 6 2 8 4 . 7 2 0 2 6 4 3 . 3 6 1 2 3 3 3 . 8 1 5 0 0 0 
0 . 0 4 2 9 0 6 2 8 7 . 6 3 3 8 6 7 3 . 7 5 7 4 3 7 4 . 1 0 5 0 0 0 
0 . 0 3 8 7 6 2 2 8 6 . 8 8 4 6 1 5 3 . 4 4 1 1 7 6 3 . 8 0 2 0 0 0 
0 . 0 4 0 5 3 6 3 8 7 . 7 5 1 1 4 2 3 . 5 2 5 1 1 4 3 . 8 6 0 0 0 0 
0 . 0 4 2 5 0 7 2 8 2 . 4 0 0 0 0 0 3 . 5 7 6 3 4 4 4 . 1 5 7 0 0 0 
0 . 0 4 7 8 8 4 2 8 2 . 7 7 5 8 6 2 3 . 4 3 1 9 6 5 3 . 9 7 7 0 0 0 
0 . 0 4 1 2 1 0 3 8 3 . 3 7 1 7 3 9 3 . 4 6 9 5 6 5 3 . 9 9 0 0 0 0 
0 . 0 4 2 4 7 5 3 8 2 . 8 1 2 0 9 5 3 . 5 2 0 5 1 8 4 . 0 7 5 0 0 0 
0 . 0 4 1 1 4 6 3 8 4 . 1 3 5 9 6 5 3 . 4 3 8 5 9 6 3 . 9 2 0 0 0 0 
0 . 0 4 1 8 6 1 3 8 4 . 4 8 0 1 7 6 3 . 5 5 7 2 6 9 4 . 0 3 7 0 0 0 
0 . 0 4 2 8 1 5 2 8 4 . 5 4 0 8 3 9 3 . 6 4 2 3 8 4 4 . 1 2 5 0 0 0 
0 . 0 3 7 5 7 8 2 8 8 . 3 6 0 0 9 2 3 . 3 7 8 4 4 0 3 . 6 8 3 0 0 0 
0 . 0 3 6 2 9 9 2 8 9 . 4 6 4 0 3 7 3 . 2 5 5 2 2 0 3 . 5 0 8 0 0 0 
0 . 0 4 4 5 7 2 2 9 0 . 5 7 8 8 2 4 3 . 5 3 5 3 7 7 3 . 7 5 8 0 0 0 
0 . 0 4 3 0 6 4 2 8 4 . 3 3 3 3 3 3 3 . 6 7 9 9 1 2 4 . 1 6 7 0 0 0 
0 . 0 4 3 7 3 2 2 8 5 . 4 1 2 9 4 6 3 . 7 2 3 2 1 4 4 . , 1 7 0 0 0 0 
p •g = 0 . 3 0 
6 7 8 9 1 0 
0 . 2 0 4 0 0 5 6 2 0 . 5 1 8 2 2 1 4 . 1 6 1 1 1 1 1 6 . 8 5 3 0 0 0 
0 . 1 9 8 5 0 1 6 2 0 . 9 6 2 3 5 9 4 . 1 2 9 2 3 5 1 6 . 4 6 2 0 0 0 
0 . 2 0 3 3 2 7 5 2 0 . 8 7 0 9 0 7 4 . 3 0 4 7 8 6 1 7 . 0 9 0 0 0 0 
( 1 , 8 , 9 ) 0 0 4 9 5 9 3 0 5 9 8 3 5 0 0 3 0 6 9 5 0 1 9 9 0 3 8 8 3 9 8 9 0 1 9 2 6 1 9 
( 4 , 2 , 3 ) 0 0 4 6 3 1 6 0 5 9 7 7 5 0 0 3 0 1 5 2 5 1 8 7 7 3 9 4 8 4 7 6 0 1 8 2 8 7 8 
( 4 , 6 , 7 ) 0 0 4 6 9 3 8 0 6 0 0 4 2 5 0 2 9 9 9 0 0 1 8 8 2 3 8 9 1 1 1 7 0 1 8 2 6 4 2 
( 4 , 8 , 9 ) 0 0 4 7 3 9 9 0 5 9 8 3 5 0 0 3 0 6 9 5 0 1 8 7 8 3 7 5 8 7 6 9 0 1 7 8 1 6 2 
( 8 , 2 , 3 ) 0 0 4 6 9 1 1 0 5 9 7 7 5 0 0 3 0 1 5 2 5 1 9 0 7 3 9 4 1 8 9 4 0 1 8 4 9 1 7 
( 8 , 4 , 5 ) 0 0 4 8 8 2 9 0 6 0 1 4 7 5 0 3 0 3 5 5 0 1 9 1 7 3 7 0 6 9 4 4 0 1 8 1 0 0 6 
( 8 , 6 , 7 ) 0 0 4 7 3 2 7 0 6 0 0 4 2 5 0 2 9 9 9 0 0 1 9 1 5 4 0 1 6 9 2 5 0 1 9 0 1 1 0 
( 9 , 1 , 2 ) 0 0 4 8 5 2 0 0 6 0 3 6 5 0 0 2 9 8 7 5 0 1 9 5 4 3 9 1 9 6 6 8 0 1 9 0 1 8 2 
( 9 , 3 , 4 ! 0 0 4 7 9 4 0 0 6 0 2 4 0 0 0 3 0 0 1 2 5 1 9 5 2 4 1 2 5 8 6 4 0 1 9 7 7 9 5 
( 9 , 5 , 6 ) 0 0 4 9 4 6 3 0 5 9 8 9 0 0 0 2 9 4 0 7 5 1 9 3 9 3 8 9 7 4 3 6 0 1 9 2 7 8 0 
( 9 , 7, 8 ) 0 0 4 8 0 3 7 0 6 0 0 2 0 0 0 2 9 8 0 5 0 1 9 4 1 3 9 9 4 4 3 7 0 1 9 1 8 8 1 
( 4 , 1 , 2 ) 0 0 4 7 8 1 1 0 6 0 3 6 5 0 0 2 9 8 7 5 0 1 8 9 0 3 8 1 8 0 5 4 0 1 8 2 5 4 5 
( 4 , 5 , 6 ) 0 0 4 6 8 1 2 0 5 9 8 9 0 0 0 2 9 4 0 7 5 1 8 7 9 3 8 9 8 7 0 7 0 1 8 2 5 0 8 
( 4 , 7 , 8 ) 0 0 4 7 5 3 2 0 6 0 0 2 0 0 0 2 9 8 0 5 0 1 8 8 2 3 9 2 4 5 4 2 0 1 8 6 5 4 1 
( 5 , 1, 2 ) 0 0 4 6 9 3 8 0 6 0 3 6 5 0 0 2 9 8 7 5 0 1 8 9 9 3 9 9 8 5 7 4 0 1 8 7 6 8 3 
( 5 , 3 , 4 ) 0 0 4 7 8 1 7 0 6 0 2 4 0 0 0 3 0 0 1 2 5 1 8 9 7 4 0 4 4 2 9 1 0 1 9 3 3 8 4 
( 5 , 8 ) 0 0 4 6 7 9 6 0 6 0 0 2 0 0 0 2 9 8 0 5 0 1 8 9 0 4 2 0 5 2 0 0 0 1 9 6 7 8 8 
( 6 , 1, 2 ) 0 0 4 6 5 7 1 0 6 0 3 6 5 0 0 2 9 8 7 5 0 1 8 6 0 3 9 6 6 3 3 2 0 1 8 4 7 1 6 
( 6 , 3 , 4 ! 0 0 4 5 8 4 0 0 6 0 2 4 0 0 0 3 0 0 1 2 5 1 8 5 4 3 8 5 8 1 9 8 0 1 7 6 8 5 9 
X = 0 . 3 0 , P G = 0 . 6 0 , P s = ° - 3 
1 2 3 4 5 6 
1 , 2 , 3 ) 0 1 7 8 5 5 4 0 5 9 7 7 5 0 0 3 0 1 5 2 5 7 1 5 0 8 . 0 9 9 7 1 2 1 4 4 6 2 3 9 
1 , 4 , 5 ) 0 1 8 3 3 2 4 0 6 0 1 4 7 5 0 3 0 3 5 5 0 1 7 9 9 7 4 7 1 2 7 2 1 3 6 9 6 6 2 
1 , 6 , 7 ) 0 1 7 8 8 9 0 0 6 0 0 4 2 5 0 2 9 9 9 0 0 7 1 8 8 8 . 4 0 4 6 3 3 1 5 0 3 5 0 4 
1 , 8 , 9 ) 0 1 7 8 1 1 3 0 5 9 8 3 5 0 0 3 0 6 9 5 0 7 1 6 0 7 4 6 2 2 8 7 1 3 2 9 1 2 8 
4 , O ^ , 3 ) 0 1 7 6 8 9 3 0 5 9 7 7 5 0 0 3 0 1 5 2 5 7 1 1 2 7 7 1 1 1 9 8 1 3 6 4 0 5 6 
4 , 6 , 7 ) 0 1 7 6 5 2 6 0 6 0 0 4 2 5 0 2 9 9 9 0 0 7 1 3 7 8 . 1 9 2 0 8 4 1 4 4 6 1 1 5 
4 , 8 , 9 ) 0 1 7 7 2 9 0 0 5 9 8 3 5 0 0 3 0 6 9 5 0 7 1 1 9 7 4 8 6 2 4 0 1 3 2 7 2 3 8 
8 , 2 , 3 ) 0 1 7 8 5 2 7 0 5 9 7 7 5 0 0 3 0 1 5 2 5 7 1 9 5 8 . 3 3 5 1 3 9 1 4 8 8 0 5 1 
8 , 4 , 5 ) 0 1 8 1 2 4 5 0 6 0 1 4 7 5 0 3 0 3 5 5 0 7 2 4 2 7 9 3 5 5 8 6 1 4 3 8 2 8 9 
8 , 6 , 7 ) 0 1 8 0 0 0 5 0 6 0 0 4 2 5 0 2 9 9 9 0 0 7 2 2 8 8 . 7 1 2 9 4 0 1 5 6 8 3 7 6 
9 , 1 , 2 ) 0 1 7 8 9 8 4 0 6 0 3 6 5 0 0 2 9 8 7 5 0 7 1 4 6 7 6 8 5 6 2 2 1 3 7 5 6 0 0 
9 , 3 , 4 ) 0 1 7 8 8 6 4 0 6 0 2 4 0 0 0 3 0 0 1 2 5 7 1 2 9 7 8 1 8 8 0 8 1 3 9 8 5 0 7 
9 , 5 , 6 ) 0 1 7 7 8 8 4 0 5 9 8 9 0 0 0 2 9 4 0 7 5 7 0 8 9 7 9 9 3 2 5 7 1 4 2 1 8 6 9 
9 , 7 , 8 ) 0 1 7 8 0 7 6 0 6 0 0 2 0 0 0 2 9 8 0 5 0 7 1 0 0 8 . 1 4 0 9 3 7 1 4 4 9 7 0 2 
4 , 1 , 2 ) 0 1 8 0 6 3 5 0 6 0 3 6 5 0 0 2 9 8 7 5 0 7 1 7 8 7 6 7 4 1 8 9 1 3 8 6 2 2 4 
4 , 5 , 6 ) 0 1 7 6 5 5 9 0 5 9 8 9 0 0 0 2 9 4 0 7 5 7 1 2 1 8 . 5 9 3 9 0 5 1 5 1 7 3 2 8 
4 , 7 , 8 ) 0 1 7 8 7 1 6 0 6 0 0 2 0 0 0 2 9 8 0 5 0 7 1 3 4 7 9 9 9 6 8 0 1 4 2 9 6 7 3 
5 , 1 , 2 ) 0 1 8 3 7 5 3 0 6 0 3 6 5 0 0 2 9 8 7 5 0 7 2 9 2 7 7 2 8 7 3 4 1 4 2 0 1 7 9 
5 , 3 , 4 ) 0 1 8 4 1 4 1 0 6 0 2 4 0 0 0 3 0 0 1 2 5 7 2 7 8 7 6 8 9 0 9 7 1 4 1 5 8 7 8 
5 , 7 , 8 ) 0 1 8 0 8 9 0 0 6 0 0 2 0 0 0 2 9 8 0 5 0 7 2 4 7 8 1 8 8 2 6 2 1 4 8 1 3 5 6 
6 , 1 , 2 ) 0 1 7 8 4 7 4 0 6 0 3 6 5 0 0 2 9 8 7 5 0 7 1 3 0 7 9 5 6 2 7 1 1 4 1 9 9 8 8 
6 , 3 , 4 ) 0 1 7 8 8 1 7 0 6 0 2 4 0 0 0 3 0 0 1 2 5 7 1 1 1 7 6 4 1 2 7 3 1 3 6 6 3 9 1 
6 2 0 . 7 4 2 0 9 5 4 . 0 4 2 7 5 1 1 6 . 3 1 3 0 0 0 
4 2 1 . 5 8 9 3 6 6 4 . 0 3 2 6 7 1 1 5 . 7 3 8 0 0 0 
5 2 1 . 7 5 5 6 5 6 4 . 0 8 7 2 6 6 1 5 . 8 0 8 0 0 0 
4 2 1 . 5 4 4 9 9 0 3 . 9 6 4 2 6 3 1 5 . 5 3 0 0 0 0 
5 2 1 . 8 1 7 8 8 7 4 . 1 0 0 4 5 4 1 5 . 8 1 7 0 0 0 
4 2 1 . 5 9 5 2 5 3 4 . 0 3 5 2 7 9 1 5 . 7 2 8 0 0 0 
5 2 1 . 3 6 6 0 7 1 4 . 1 3 0 7 4 0 1 6 . 1 9 2 0 0 0 
4 2 1 . 0 3 0 7 2 1 4 . 0 4 6 3 9 5 1 6 . 1 3 5 0 0 0 
4 2 1 . 5 7 4 9 3 5 4 . 2 6 2 9 2 0 1 6 . 4 9 8 0 0 0 
4 2 1 . 2 4 4 8 9 8 4 . 2 5 6 3 7 8 1 6 . 6 8 5 0 0 0 
4 2 1 . 2 4 7 9 3 4 4 . 1 5 9 5 6 8 1 6 . 3 5 8 0 0 0 
4 2 1 . 5 7 3 6 3 3 4 . 1 3 6 3 3 4 1 6 . 0 8 0 0 0 0 
4 2 1 . 6 6 8 8 1 4 4 . 0 8 3 7 6 3 1 5 . 8 4 5 0 0 0 
5 2 1 . 7 3 5 1 0 4 4 . 1 7 2 3 9 1 1 6 . 1 0 0 0 0 0 
4 2 1 . 6 4 2 5 3 4 4 . 1 7 5 1 7 8 1 6 . 1 4 7 0 0 0 
5 2 1 . 7 4 2 6 9 0 4 . 1 2 1 6 1 9 1 6 . 2 8 5 0 0 0 
6 2 1 . 8 6 1 3 4 7 4 . 2 7 1 4 1 9 1 6 . 3 2 8 0 0 0 
4 2 2 . 6 4 5 4 0 0 4 . 2 0 0 6 0 6 1 5 . 6 3 7 0 0 0 
5 2 2 . 5 9 9 8 6 7 4 . 0 2 0 6 3 9 1 5 . 0 9 8 0 0 0 
7 8 9 1 0 
1 5 6 . 4 6 8 3 8 5 9 . 6 3 8 3 4 1 5 9 . 8 4 5 0 0 0 
1 6 6 . 3 4 4 1 8 4 9 . 5 2 7 3 8 1 6 0 . 0 2 2 0 0 0 
1 4 6 . 3 6 9 9 5 6 9 . 6 0 9 6 6 8 6 0 . 1 3 3 0 0 0 
1 6 6 . 4 5 7 6 0 7 9 . 0 1 2 3 8 9 5 8 . 2 9 7 0 0 0 
1 4 6 . 2 4 5 2 6 8 9 . 2 0 7 4 9 6 5 9 . 5 7 5 0 0 0 
1 8 6 . 2 6 1 3 9 0 9 . 1 8 3 4 6 9 5 9 . 4 5 5 0 0 0 
1 8 6 . 3 2 7 6 7 1 8 . 7 7 1 6 1 2 5 8 . 0 9 0 0 0 0 
1 5 6 . 4 1 7 1 3 1 9 . 5 1 7 5 3 0 5 9 . 7 2 3 0 0 0 
1 7 6 . 3 7 2 2 3 1 9 . 4 5 0 7 3 2 5 9 . 7 2 5 0 0 0 
1 6 6 . 5 4 6 9 0 1 1 0 . 2 0 3 6 0 3 6 0 . 9 1 2 0 0 0 
1 3 6 . 4 7 2 1 1 2 9 . 4 5 1 5 7 4 5 9 . 3 8 5 0 0 0 
1 4 6 . 4 3 4 6 1 1 9 . 3 6 4 4 2 7 5 9 . 2 8 3 0 0 0 
1 3 6 . 5 6 2 8 8 7 9 . 9 3 0 7 2 2 6 0 . 2 0 5 0 0 0 
1 2 6 . 5 3 0 4 8 8 9 . 7 3 2 8 1 8 5 9 . 8 3 5 0 0 0 
1 1 6 . 3 1 7 1 7 0 9 . 5 8 0 2 8 6 6 0 . 2 6 0 0 0 0 
1 6 3 . 3 9 8 3 6 4 9 . 9 5 2 1 4 7 6 0 . 8 3 3 0 0 0 
1 6 3 . 2 7 7 1 6 5 9 . 4 7 3 8 0 9 6 0 . 1 3 8 0 0 0 
1 3 3 . 2 7 3 1 6 3 9 . 7 0 0 4 7 9 6 0 . 7 2 5 0 0 0 
1 2 6 . 3 8 7 8 7 9 9 . 7 6 8 5 7 8 6 0 . 4 6 8 0 0 0 
1 9 6 . 3 1 8 8 1 1 9 . 9 7 1 0 7 9 6 1 . 2 0 0 0 0 0 
1 4 6 . 4 6 7 6 1 1 9 . 7 2 4 9 9 0 6 0 . 0 6 0 0 0 0 
1 2 6 . 4 6 3 8 3 1 9 . 4 3 1 2 4 0 5 9 . 3 4 0 0 0 0 
<D 
G\ 
X = 0 . 4 9 , P G = 0 . 6 0 , p g = 0 . 3 0 
1 2 3 4 5 6 7 8 9 1 0 
1 , 2 , 3 ) 0 2 9 4 6 8 2 0 5 9 7 7 5 0 0 3 0 1 5 2 5 1 1 6 6 6 5 4 2 2 9 1 2 5 1 5 9 8 0 3 4 6 7 0 4 1 1 6 8 4 8 9 7 9 8 3 6 9 6 9 6 2 1 0 0 0 0 
1 , 4 , 5 ) 0 2 9 6 5 3 4 0 6 0 1 4 7 5 0 3 0 3 5 5 0 1 1 7 4 2 5 1 8 0 8 3 8 5 1 5 3 6 2 9 6 3 6 5 4 1 1 3 7 5 7 9 8 8 5 9 7 8 8 9 6 1 1 0 0 0 0 
1 , 6 , 7 ) 0 2 9 4 6 4 2 0 6 0 0 4 2 5 0 2 9 9 9 0 0 1 1 7 1 7 6 9 7 4 9 9 7 8 2 0 5 5 1 2 6 3 7 9 4 2 8 8 7 0 3 1 5 7 0 1 6 8 0 7 9 7 4 3 5 0 0 0 
1 , 8 , 9 ) 0 2 9 2 3 3 8 0 5 9 8 3 5 0 0 3 0 6 9 5 0 1 1 6 8 0 5 2 0 1 9 2 8 8 1 5 2 0 7 1 9 1 8 4 8 2 0 2 5 0 5 7 8 1 0 8 5 5 9 9 4 9 6 5 0 0 0 
2 , 3 ) 0 2 9 0 7 9 1 0 5 9 7 7 5 0 0 3 0 1 5 2 5 1 1 5 7 7 5 8 6 1 6 4 6 2 1 7 0 4 5 1 1 4 7 4 4 3 7 3 3 6 8 9 7 0 6 5 4 4 5 9 5 8 1 0 0 0 0 
4 , 6 , 7 ) 0 2 9 1 0 8 4 0 6 0 0 4 2 5 0 2 9 9 9 0 0 1 1 6 2 9 8 5 8 6 6 9 2 7 2 4 9 9 4 4 5 1 9 6 4 3 9 4 8 3 4 1 4 2 7 1 1 1 1 1 9 7 0 2 0 0 0 0 
4 , 8 , 9 ) 0 2 8 8 4 9 2 0 5 9 8 3 5 0 0 3 0 6 9 5 0 1 1 5 8 7 6 8 3 2 2 8 6 7 1 9 7 1 0 5 8 4 1 1 4 4 4 8 2 5 5 8 7 3 0 8 1 5 5 3 9 4 2 1 5 0 0 0 
8 2 , 3 ) 0 2 9 6 3 1 7 0 5 9 7 7 5 0 0 3 0 1 5 2 5 1 1 8 0 9 1 0 0 7 3 8 3 1 8 2 9 8 5 0 5 1 1 1 1 5 4 5 3 7 1 1 8 1 5 0 8 9 9 1 2 3 9 7 4 0 0 0 0 0 
i'i 4 , 5 ) 0 2 9 7 9 3 1 0 6 0 1 4 7 5 0 3 0 3 5 5 0 1 1 8 9 4 1 0 1 7 0 6 5 1 0 3 0 3 0 1 5 4 6 1 0 3 4 5 2 5 6 4 1 1 4 6 5 7 0 8 1 5 9 7 3 5 0 0 0 0 
0 6 , 7 ) 0 2 9 7 4 5 0 0 6 0 0 4 2 5 0 2 9 9 9 0 0 1 1 8 7 1 1 4 2 9 0 8 1 6 7 4 2 5 0 8 0 2 5 1 3 8 4 4 8 5 9 8 1 3 5 8 0 8 4 9 0 6 9 8 7 9 8 0 0 0 
1 , 2 ) 0 2 9 3 3 2 5 0 6 0 3 6 5 0 0 2 9 8 7 5 0 1 1 7 1 6 9 0 0 9 3 8 9 5 2 6 4 2 6 8 0 4 9 5 3 8 9 6 3 9 6 1 6 4 3 2 5 7 9 2 9 7 8 3 5 0 0 0 
q 3 , 4 ) 0 2 9 3 0 8 2 0 6 0 2 4 0 0 0 3 0 0 1 2 5 1 1 6 9 3 8 7 2 9 8 0 3 2 2 5 5 8 5 4 5 0 1 1 7 3 9 7 7 0 1 1 1 2 9 4 6 5 3 8 5 9 7 4 0 2 0 0 0 
% 5 , 6 ) 0 2 9 1 4 3 0 0 5 9 8 9 0 0 0 2 9 4 0 7 5 1 1 6 3 3 1 4 9 7 0 0 5 3 1 4 3 6 2 7 2 0 0 1 6 6 4 6 3 8 7 1 0 2 2 2 4 4 8 0 5 2 9 8 2 0 0 0 0 0 
9 , 7 , 8 ) 0 2 9 1 7 9 6 0 6 0 0 2 0 0 0 2 9 8 0 5 0 1 1 6 5 3 1 0 7 0 7 1 2 8 6 3 1 2 4 3 0 1 9 1 4 0 4 4 5 7 9 8 3 1 4 7 6 4 9 7 8 9 9 7 3 4 5 0 0 0 
4 , 1 , 2 ) 0 2 9 2 9 0 4 0 6 0 3 6 5 0 0 2 9 8 7 5 0 1 1 6 9 9 1 1 6 8 3 4 7 6 8 3 4 2 2 1 4 1 2 1 0 1 4 1 9 7 1 8 3 1 8 3 7 1 2 2 6 4 9 7 7 6 2 0 0 0 
4 , 5 , 6 ) 0 2 8 8 8 3 1 0 5 9 8 9 0 0 0 2 9 4 0 7 5 1 1 6 0 1 1 8 6 4 3 6 1 9 3 5 3 8 4 8 5 4 2 1 3 3 4 0 5 7 4 1 6 7 3 8 5 0 9 6 2 9 7 8 7 8 0 0 0 
4 7 , 8 ) 0 2 9 0 5 9 8 0 6 0 0 2 0 0 0 2 9 8 0 5 0 1 1 6 2 3 1 1 9 0 1 2 0 6 0 3 4 5 8 4 6 9 2 1 4 3 4 3 1 8 9 6 6 1 6 7 7 9 2 2 0 8 9 7 4 9 2 0 0 0 
1 , 2 ) 0 2 9 7 7 2 9 0 6 0 3 6 5 0 0 2 9 8 7 5 0 1 1 9 0 2 2 0 4 5 0 5 0 2 9 6 0 8 8 6 9 8 1 1 8 4 4 8 4 9 3 1 5 1 4 5 6 3 8 8 8 9 9 9 1 1 3 0 0 0 
3 , 4 ) 0 2 9 7 7 4 7 0 6 0 2 4 0 0 0 6 0 0 1 2 5 1 1 8 7 5 1 2 4 9 3 0 8 5 6 3 7 1 9 7 8 2 5 1 0 5 4 4 0 0 0 0 0 2 5 1 8 2 2 2 2 2 9 8 5 1 2 0 0 0 
7 , 8 ) 0 2 9 6 3 6 2 0 6 0 0 2 0 0 0 2 9 8 0 5 0 1 1 8 3 9 1 4 3 0 2 7 1 5 9 4 2 3 8 7 8 7 5 1 1 9 4 2 3 6 2 2 0 1 9 8 9 3 6 5 0 8 9 8 6 5 2 0 0 0 
6 1 , 2 ) 0 2 9 2 8 7 5 0 6 0 3 6 5 0 0 2 9 8 7 5 0 1 1 6 8 5 9 0 3 0 5 0 8 0 2 6 4 4 8 0 8 5 1 0 4 4 2 4 0 9 0 9 1 7 7 6 5 2 9 6 8 9 7 6 6 5 0 0 0 
6 , 3 , 4 ) 0 2 9 2 1 7 9 0 6 0 2 4 0 0 0 3 0 0 1 2 5 1 1 6 5 7 8 1 8 9 8 6 9 1 2 3 9 2 9 0 5 6 8 2 4 3 1 2 7 2 7 1 4 0 7 4 1 8 1 8 9 7 0 3 2 0 0 0 
Simulation time: 100,000 time units 
X = 0 . 0 2 , P G = 0 . 5 0 , P s = 0 . 5 0 
1 2 3 4 5 6 7 8 9 1 0 
1 2 , 3 ) 0 0 0 9 7 9 9 0 5 0 0 7 9 0 0 4 9 7 8 6 0 1 0 0 7 2 1 2 9 4 1 2 0 0 2 0 8 6 7 3 1 0 0 4 6 0 5 1 3 2 0 9 0 2 5 6 2 0 3 8 0 0 0 
1 4 , 5 ) 0 0 1 0 3 4 4 0 4 9 8 7 4 0 0 4 9 9 7 2 0 1 0 0 2 1 9 7 7 3 5 8 0 0 2 0 4 5 4 2 1 0 0 8 7 4 3 5 6 2 0 7 0 0 3 1 2 0 1 0 0 0 0 
1 6 , 7 ) 0 0 1 0 1 8 3 0 5 0 1 9 7 0 0 5 0 0 2 6 0 1 0 1 1 1 9 8 6 3 0 1 0 0 2 0 2 2 6 2 1 0 0 3 1 0 1 3 3 2 0 2 3 5 4 1 1 9 7 7 0 0 0 
1 8 , 9 ) 0 0 1 0 4 8 8 0 5 0 1 7 4 0 0 4 9 7 8 6 0 1 0 1 0 1 9 8 7 0 8 5 0 0 2 0 8 4 1 2 1 0 0 4 5 2 3 0 8 2 0 9 6 4 1 0 2 0 4 4 0 0 0 
4 2 , 3 ) 0 0 1 0 2 7 4 0 5 0 0 7 9 0 0 4 9 7 8 6 0 1 0 4 0 2 0 1 7 4 7 6 0 0 2 0 7 2 8 3 9 7 1 4 5 4 1 8 2 0 1 5 9 3 6 2 0 2 4 0 0 0 
4 6 , 7 ) 0 0 1 0 5 6 3 0 5 0 1 9 7 0 0 5 0 0 2 6 0 1 0 4 1 2 0 3 8 3 9 1 0 0 2 1 5 3 1 2 9 6 8 8 1 9 4 4 2 0 9 5 2 3 8 2 1 1 2 0 0 0 
4 8 , 9 ) 0 0 1 0 2 2 3 0 5 0 1 7 4 0 0 4 9 7 8 6 0 1 0 4 1 2 1 3 2 4 6 3 0 0 2 1 8 0 1 3 9 7 1 0 0 3 9 8 2 1 0 4 3 7 4 2 1 1 7 0 0 0 
8 2 , 3 ) 0 0 0 9 9 6 6 0 5 0 0 7 9 0 0 4 9 7 8 6 0 9 9 2 2 0 5 8 1 4 0 0 0 2 0 5 1 2 2 1 0 1 5 8 4 0 2 5 2 0 8 7 1 3 7 2 0 1 2 0 0 0 
8 4 , 5 ) 0 0 0 9 8 6 3 0 4 9 8 7 4 0 0 4 9 9 7 2 0 9 8 9 2 0 3 5 7 8 5 0 0 2 0 0 7 9 2 1 0 2 0 4 6 9 2 4 2 0 7 0 9 0 7 1 9 8 6 0 0 0 
8 6 , 7 ) 0 0 1 0 0 4 4 0 5 0 1 9 7 0 0 5 0 0 2 6 0 9 9 4 2 0 7 7 6 5 2 0 0 2 0 8 6 8 3 1 0 0 9 3 9 1 1 2 2 1 0 9 3 9 1 2 0 4 4 0 0 0 
9 1 , 2 ) 0 0 0 9 7 2 0 0 4 9 8 5 7 0 0 5 0 0 7 9 0 9 9 0 2 0 7 6 4 5 9 0 0 2 0 1 8 4 2 1 0 2 0 4 2 7 0 8 2 0 6 1 4 5 8 1 9 7 9 0 0 0 
9 3 , 4 ) 0 0 0 9 6 2 0 0 4 9 7 8 6 0 0 4 9 8 7 4 0 9 8 8 2 0 7 1 7 2 1 0 0 1 9 9 2 9 2 1 0 1 8 8 6 6 9 4 2 0 3 4 3 0 4 1 9 5 7 0 0 0 
( 9 , 5 , 6 ) 0 0 0 9 5 5 5 0 4 9 9 7 2 0 0 5 0 1 9 7 0 9 9 2 o 0 7 5 1 5 7 0 0 1 9 8 2 8 2 1 0 2 2 6 4 3 6 8 2 0 4 1 7 9 7 1 9 5 4 0 0 0 
( 9 7 8 ) 0 0 1 0 0 7 9 0 5 0 0 2 6 0 0 5 0 1 7 4 0 9 9 2 1 9 8 0 3 5 4 0 0 1 9 9 6 1 2 1 0 1 8 4 6 8 7 5 2 0 5 0 0 0 0 1 9 6 8 0 0 0 
( 4 1 2 ) 0 0 1 0 1 9 3 0 4 9 8 5 7 0 0 5 0 0 7 9 0 1 0 4 0 2 0 4 8 7 3 3 0 0 2 0 8 8 3 2 9 7 2 5 3 2 2 7 2 0 3 4 7 5 7 2 0 4 9 0 0 0 
( 4 5 6 ) 0 0 1 0 7 6 8 0 4 9 9 7 2 0 0 5 0 1 9 7 0 1 0 4 0 1 9 8 0 1 0 8 0 0 2 1 3 2 2 2 9 7 4 4 8 1 0 4 2 0 7 4 8 5 0 2 0 7 9 0 0 0 
( 4 7 8 ) 0 0 1 0 1 8 8 0 5 0 0 2 6 0 0 5 0 1 7 4 0 1 0 4 0 2 0 2 1 7 3 9 0 0 2 0 5 9 8 2 9 7 5 3 5 4 6 5 2 0 1 7 9 8 2 2 0 2 0 0 0 0 
( 5 1 2 ) 0 0 1 0 2 6 1 0 4 9 8 5 7 0 0 5 0 0 7 9 0 9 9 2 1 9 4 7 9 7 7 0 0 1 9 9 8 9 2 1 0 2 2 8 7 3 5 6 2 0 5 9 5 6 1 1 9 7 1 0 0 0 
( 5 O --1 4 ) 0 0 0 9 8 7 5 0 4 9 7 8 6 0 0 4 9 8 7 4 0 9 9 2 2 0 9 1 2 6 2 0 0 2 0 6 5 1 2 1 0 2 3 7 0 9 5 1 2 1 1 9 1 2 2 2 0 2 8 0 0 0 
( 5 7 8 ) 0 0 1 0 0 7 0 0 5 0 0 2 6 0 0 5 0 1 7 4 0 9 9 4 2 0 7 9 0 9 6 0 0 2 0 9 3 7 2 1 0 1 3 9 3 3 7 5 2 1 2 4 2 2 4 2 0 5 2 0 0 0 
( 6 1 2 ) 0 0 0 9 7 0 3 0 4 9 8 5 7 0 0 5 0 0 7 9 0 9 8 2 2 1 0 8 4 8 1 0 0 2 0 4 5 9 2 1 0 2 7 5 6 0 4 6 2 1 1 2 5 1 3 2 0 0 9 0 0 0 
( 6 3 4 ) 0 0 0 9 8 2 7 0 4 9 7 8 6 0 0 4 9 8 7 4 0 9 8 2 2 3 0 5 7 8 5 0 0 2 0 0 0 5 2 1 0 2 2 8 7 3 5 6 2 0 5 2 2 4 7 1 9 6 4 0 0 0 
Expected Results 
The expected results for each test run are indicated as follows: 
1 = arrival rate of customers to the gate {X) 
2 = availability of input line (Pq) 
3 = availability of output channel (Pg) 
4 = mean arrival rate (to the buffer) 
5 = mean waiting time (in slots) 
6 = mean queue length 
7 = average length of idle periods (in slots) 
8 = average length of busy periods (in slots) 
9 = server utilization factor (in %) 
1 2 3 4 5 6 7 8 9 
0 . 0 2 0 . 5 0 0 . 5 0 0 . 0 1 0 0 0 0 2 . 0 3 0 6 1 2 0 . 0 2 0 3 0 6 1 0 1 . 0 0 5 0 0 0 2 . , 0 6 1 3 2 6 2 . 0 0 0 0 0 0 
0 . 0 8 0 . 5 0 0 . 5 0 0 . . 0 4 0 0 0 0 2 . 1 3 0 4 3 5 0 . 0 8 5 2 1 7 2 6 . 0 1 3 2 1 5 2 . , 2 6 2 0 1 8 8 . 0 0 0 0 0 0 
0 . 3 0 0 . 5 0 0 . 5 0 0 . 1 5 0 0 0 0 2 . 6 4 2 8 5 7 0 . 3 9 6 4 2 9 7 . 7 1 6 5 8 5 3 . , 3 0 7 1 0 8 3 0 . 0 0 0 0 0 0 
0 . 4 9 0 . 5 0 0 . 5 0 0 . . 2 4 5 0 0 0 3 , , 4 4 1 1 7 6 0 . , 8 8 8 7 2 5 5 , , 1 6 2 9 6 9 4 . . 9 6 0 5 0 0 4 9 . . 0 0 0 0 0 0 
0 . 0 2 0 . 1 0 0 . 9 0 0 . . 0 0 2 0 0 0 1 , , 1 1 2 4 7 2 0 . , 0 0 2 2 2 5 5 0 5 . . 0 2 5 0 0 0 1 . . 1 2 4 7 7 7 0 . , 2 2 2 2 0 0 
0 . 0 8 0 . 1 0 0 . 9 0 0 . . 0 0 8 0 0 0 1 , , 1 1 6 5 9 2 0 . 0 0 8 9 3 3 1 3 0 . , 0 6 6 0 7 0 1 . . 1 6 6 5 1 2 0 . , 8 8 8 9 0 0 
0 . 3 0 0 . 1 0 0 . 9 0 0 . . 0 3 0 0 0 0 1 , , 1 3 2 1 8 4 0 . 0 3 3 9 6 5 3 8 . , 5 8 2 9 2 6 1 . . 3 3 0 4 4 6 3 . , 3 3 3 3 0 0 
0 . 4 9 0 . 1 0 0 . 9 0 0 . . 0 4 9 0 0 0 1 , , 1 5 7 4 6 2 0 . , 0 3 4 7 2 4 2 5 . , 8 1 4 8 4 6 1 . . 4 8 6 4 0 1 5 . , 4 4 4 4 0 0 
0 . 0 2 0 . 6 0 0 . 3 0 0 . . 0 1 2 0 0 0 3 , , 4 5 1 3 8 9 0 . 0 4 1 4 1 7 8 4 . . 1 7 0 8 3 3 3 . , 5 0 7 1 1 8 4 . , 0 0 0 0 0 0 
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Mean queue length and mean waiting time vs. arrival rate X 
The expected values of the mean queue length and the mean 
waiting time are also shown graphically, for the test sets 
0 G = 0.5, Pg = 0.5 and PG = 0.6, (3S = 0.3, as the arrival 
rate X increases: 
mean queue length vs. arrival rate X: 
mean waiting time vs. arrival rate X: 
100 
mean waiting time 
WORKS CITED 
Avi-Itzhak, B. 1963. Preemptive repeat priority 
queues as a special case of the multipurpose 
server problem - I. Operations Research 11: 
597-609. 
Avi-Itzhak, B., and P. Naor. 1961. On a problem of 
preemptive priority queuing. 
Operations Research 9: 664-672. 
. 1963. Some queuing problems with the 
service station subject to breakdown. 
Operations Research 11: 303-320. 
Baba, Yutaka. 1986. On the Mx/G/1 queue with 
vacation time. Operations Research 
Letters 5: 93-98. 
Bertsekas, Dimitri, and Robert Gallager. 1987. Data 
Networks. Englewood Cliffs, N. J.: 
Prentice Hall International Editions. 
Bhat, Vasanthakumar N. 1992. Switched Poisson 
process/G/1 queue with service 
interruptions. Computers & Operations Research 
19: 751-756. 
Brady, Paul T. 1965. A technique for investigating 
on-off patterns of speech. Bell System 
Technical Journal 44: 1-22. 
. 1968. A statistical analysis of on-off 
patterns in 16 conversations. Bell System 
Technical Journal 47: 73-91. 
. 1969. A model for generating on-off speech 
patterns in two-way conversation. Bell System 
Technical Journal 48: 2445-2472. 
101 
102 
10. Bronstein, I. N., and K. A. Semendjajew. 1979. 
Taschenbuch der Mathematik. 23d ed. eds. 
G. Grosche, V. Ziegler, and D. Ziegler. Thun 
and Frankfurt/Main: Verlag Harri Deutsch. 
11. Bruneel, Herwig. 1983. Analysis of buffer behaviour 
for an integrated voice-data system. 
Electronics Letters 19: 72-74. 
12. . 1983. On the behavior of buffers with 
random server interruptions. Performance 
Evaluation 3: 165-175. 
13. . 1984. A general model for the behaviour of 
infinite buffers with periodic service 
opportunities. European Journal of Operational 
Research 16: 98-106. 
14. . 1984. On buffers with stochastic input and 
output interruptions. Archiv der Elektrischen 
Ubertragung 38: 265-271. 
15. . 1984. Buffers with correlated input and 
output interruptions. Operations Research 
Letters 3: 149-152. 
16. . 1984. Method of analysis for discrete-time 
buffers with randomly interrupted arrival 
stream. IEE Proceedings 131 (Part E): 187-193. 
17. . 1984. A mathematical model for discrete 
time buffer systems with correlated output 
process. European Journal of Operational 
Research 18: 98-110. 
18. . 1984. Analysis of an infinite buffer 
system with random server interruptions. 
Computers & Operations Research 11: 373-386. 
19. . 1985. On buffers with periodical input 
traffic. European Journal of Operational 
Research 21: 379-386. 
20. . 1985. Some remarks on discrete-time 
buffers with correlated arrivals. 
Computers & Operations Research 12: 445-458. 
103 
21. . 1985. Analysis at service completion times 
of buffers with output interruptions. 
Zeitschrift fur Operations Research 29: 
301-313. 
22. . 1986. Message delay in TDMA channels with 
contiguous output. IEEE Transactions on 
Communications 34: 681-684. 
23. . 1986. A general treatment of discrete-time 
buffers with one randomly interrupted output 
line. European Journal of Operational Research 
27: 67-81. 
24. . 1986. On statistical multiplexers with 
randomly changing input characteristics. 
Computers & Operations Research 13: 481-487. 
25. . 1987. On discrete buffers in a two-state 
environment. IEEE Transactions on 
Communications 35: 32-38. 
26. . 1988. Transient queueing behavior of 
buffers with unreliable output line. In 
Proceedings ICC '88, Philadelphia, June 12-15, 
1988 , 1291-1295. 
27. . 1988. Queueing behavior of statistical 
multiplexers with correlated inputs. 
IEEE Transactions on Communications 36: 
1339-1341. 
28. . 1993. Performance of discrete-time 
queueing systems. Computers & Operations 
Research 20: 303-320. 
29. Bruneel, Herwig, and Byung G. Kim. 1993. Discrete 
Time Models for Communication Systems Including 
ATM. Norwell: Kluwer Academic Publishers. 
30. Cavers, James K., and C. Murray Woodside. 1980. 
Buffer size for data communications over fading 
radio links. Computer Networks 4: 167-174. 
31. Chu, Wesley W., Guy Fayolle, and David G. Hibbits. 
1981. An analysis of a tandem queueing system 
for flow control in computer networks. IEEE 
Transactions on Computers 30: 318-323. 
104 
32. Coffman, Edward G., Jr., and Edgar N. Gilbert. 1986. 
A continuous polling system with constant 
service times. IEEE Transactions on Information 
Theory 32: 584-591. 
33. Cooper, R. B. 1970. Queues served in cyclic order: 
Waiting times. Bell System Technical Journal 
49: 399-413. 
34. Dafermos, Stella C., and Marcel F. Neuts. 1971. A 
single server queue in discrete time. 
Cahiers du Centre de Recherche Operationnelle 
13: 23-40. 
35. Descloux, A. 1965. On the accuracy of loss 
estimates. Bell System Technical Journal 44: 
1139-1164. 
36. De Serres, Yves. 1991. Simultaneous optimization of 
flow-control and scheduling in a single server 
queue with two job classes: Numerical results 
and approximation. Computers & Operations 
Research 18: 361-378. 
37. Doshi, B. T. 1986. Queueing systems with vacations -
a survey. Queueing Systems 1: 29-66. 
38. Eisenberg, Martin. 1972. Queues with periodic 
service and changeover time. Operations 
Research 20: 440-451. 
39. Federgruen, Awi, and Linda Green. 1986. Queueing 
systems with service interruptions. 
Operations Research 34: 752-768. 
40. Fischer, M. J. 1977. An approximation to queueing 
systems with interruptions. 
Management Science 24: 338-344. 
41. Fond, Simson, and Sheldon M. Ross. 1978. A 
heterogeneous arrival and service queueing loss 
model. Naval Research Logistics Quarterly 25: 
483-488. 
42. Fuhrmann, S. W. 1984. A note on the M/G/l queue with 
server vacations. Operations Research 32: 
1368-1373. 
105 
43. Fuhrmann, S. W., and Robert B. Cooper. 1985. 
Stochastic decompositions in the M/G/l queue 
with generalized vacations. Operations Research 
33: 1117-1129. 
44. . 1985. Application of decomposition 
principle in M/G/l vacation models to two 
continuum cyclic queueing models - especially 
token-ring LANs. AT&T Technical Journal 64: 
1091-1099. 
45. Gaver, Donald P., Jr. 1971. Probability models for 
buffer storage allocation problems. 
Journal of the Association for Computing 
Machinery 18: 186-198. 
46. Georganas, Nicolas D. 1976. Buffer behavior with 
Poisson arrivals and bulk geometric service. 
IEEE Transactions on Communications 24: 
938-940. 
47. Gershwin, Stanley B., and Irvin C. Schick. 1983. 
Modeling and analysis of three-stage transfer 
lines with unreliable machines and finite 
buffers. Operations Research 31: 354-380. 
48. Gilbert, Edgar N. 1988. Retrials and balks. IEEE 
Transactions on Information Theory 34: 
1502-1508. 
49. Gopinath, B., Debasis Mitra, and M. M. Sondhi. 1973. 
Formulas on queues in burst processes - I. Bell 
System Technical Journal 52: 9-33. 
50. Hayes, J. F. 1974. Performance models of an 
experimental computer communication network. 
Bell System Technical Journal 53: 225-259. 
51. . 1984. Modeling and Analysis of Computer 
Communications Networks. New York: Plenum 
Press. 
52. Hayes, J. F., and D. N. Sherman. 1971. Traffic 
analysis of a ring switched data transmission 
system. Bell System Technical Journal 50: 
2947-2978. 
53. Heffes, H. 1973. Analysis of first-come first-served 
queuing systems with peaked inputs. Bell System 
Technical Journal 52: 1215-1228. 
106 
54. . 1976. On the output of a GI/M/N queuing 
system with interrupted Poisson input. 
Operations Research 24: 530-542. 
55. . 1980. A class of data traffic processes -
covariance function characterization and 
related queuing results. Bell System Technical 
Journal 59: 897-929. 
56. Heines, Thomas S. 1979. Buffer behavior in computer 
communication systems. IEEE Transactions on 
Computers 28: 573-576. 
57. Heyman, Daniel P. 1969. A priority queueing system 
with server interference. SIAM Journal of 
Applied Mathematics 17: 74-82. 
58. Hsu, J. 1974. Buffer behavior with Poisson arrival 
and geometric output processes. IEEE 
Transactions on Communications 22: 1940-1941. 
59. Jackson, R. R. P. 1954. Queueing systems with phase 
type service. Operational Research Quarterly 5: 
109-120. 
60. Jenq, Y.C. 1980. On calculations of transient 
statistics of a discrete queueing system with 
independent general arrivals and geometric 
departures. IEEE Transactions on Communications 
28: 908-910. 
61. Keilson, Julian. 1962. Queues subject to service 
interruption. Annals of Mathematical 
Statistics 33: 1314-1322. 
62. Kekre, Hemant B., and Mohd Khalid. 1980. Buffer 
design in a closed form with hybrid input and 
random server interruptions. IEE Proceedings 
127 (Part F): 448-455. 
63. . 1981. Single server queueing model for data 
multiplexing in analog speech. Computers & 
Operations Research 8: 119-129. 
64. Kekre, Hemant B., and C. L. Saxena. 1979. Analysis 
of buffer behaviour for multiplexing of data 
with burst-Poisson arrivals in analog speech 
signals. Journal of the Institution of 
Electronics and Telecommunication Engineers 25: 
407-413. 
107 
. 1978. Finite buffer behavior with Poisson 
arrivals and random server interruptions. IEEE 
Transactions on Communications 26: 
470-474. 
Kekre, Hemant B., C. L. Saxena, and Mohd Khalid. 
1980. Buffer behavior for mixed arrivals and 
single server with random interruptions. IEEE 
Transactions on Communications 28: 59-64. 
Kingman, J. F. C. 1964. On doubly stochastic Poisson 
processes. Proceedings of the Cambridge 
Philosophical Society 60: 923-930. 
Kleinrock, Leonard. 1975. Queueing Systems. Vol. 1, 
Theory. New York: John Wiley & Sons. 
Knessl, Charles, and Charles Tier. 1992. Asymptotic 
expansions for large closed queueing networks 
with multiple job classes. IEEE Transactions on 
Computers 41: 480-487. 
Ko, King-Tim, and Bruce R. Davis. 1984. Delay 
analysis for a TDMA channel with contiguous 
output and Poisson message arrival. IEEE 
Transactions on Communications 32: 707-709. 
Kobayashi, Hisashi, and Alan G. Konheim. 1977. 
Queueing models for computer communications 
system analysis. IEEE Transactions on 
Communications 25: 2-29. 
Kuczura, Anatol. 1972. Queues with mixed renewal and 
Poisson inputs. Bell System Technical Journal 
51: 1305-1326. 
. 1973. The interrupted Poisson process as 
an overflow process. Bell System Technical 
Journal 52: 437-448. 
Kuczura, Anatol, and S. R. Neal. 1972. The accuracy 
of call-congestion measurements for loss 
systems with renewal input. Bell System 
Technical Journal 51: 2197-2208. 
Kuehn, Paul J. 1979. Approximate analysis of general 
queuing networks by decomposition. IEEE 
Transactions on Communications 27: 113-126. 
. 1979. Multiqueue systems with 
nonexhaustive cyclic service. Bell System 
Technical Journal 58: 671-698. 
108 
77. Lam, S. S. 1977. Delay analysis of a time-division 
multiple access (TDMA) channel. 
IEEE Transactions on Communications 25: 
1489-1494. 
78. Lawrance, A. J. 1972. Some models for stationary 
series of univariate events. In Stochastic 
Point Processes: Statistical Analysis, Theory 
and Applications, ed. Peter A. W. Lewis. New 
York: Wiley-Interscience. 
79. Lee, Tony T. 1984. M/G/l/N queue with vacation time 
and exhaustive service discipline. Operations 
Research 32: 774-784. 
80. Lee, Ho Woo, and Soon Seok Lee. 1991. A batch 
arrival queue with different vacations. 
Computers & Operations Research 18: 51-58. 
81. Leese, E. L., and D. W. Boyd. 1966. Numerical 
methods of determining the transient behaviour 
of queues with variable arrival rates. Journal 
of the Canadian Operations Research Society 4: 
1-13. 
82. Levy, Yonatan, and Uri Yechiali. 1975. Utilization 
of idle time in an M/G/l queueing system. 
Management Science 22: 202-211. 
83. Little, John D. C. 1961. A proof for the queuing 
formula L = AW. Operations Research 9: 383-387. 
84. Luchak, George. 1956. The solution of the single 
channel queuing equations characterized by a 
time-dependent Poisson-distributed arrival rate 
and a general class of holding times. 
Operations Research 4: 711-732. 
85. Marshall, K. T. 1968. Bounds for some 
generalizations of the GI/G/1 queue. Operations 
Research 16: 841-848. 
86. Mitrany, I. L., and B. Avi-Itzhak. 1968. A many 
server queue with service interruptions. 
Operations Research 16: 628-638. 
87. Morrison, John A. 1979. Two discrete-time queues in 
tandem. IEEE Transactions on Communications 27: 
563-573. 
109 
88. Neal, Scotty. 1972. The equivalent group method for 
estimating the capacity of partial-access 
service systems which carry overflow traffic. 
Bell System Technical Journal 51: 777-783. 
89. Neuts, Marcel F. 1967. A general class of bulk 
queues with Poisson input. Annals of 
Mathematical Statistics 38: 759-770. 
90. . 1978. The M/M/l queue with randomly 
varying arrival and service rates. 
Opsearch 15: 139-157. 
91. . 1978. Further results on the M/M/l queue 
with randomly varying rates. Opsearch 15: 
158-168. 
92. Neuts, Marcel F., and David M. Lucantoni. 1979. A 
Markovian queue with n servers subject to 
breakdowns and repairs. Management Science 25: 
849-861. 
93. Powell, B. A., and B. Avi-Itzhak. 1967. Queuing 
systems with enforced idle time. 
Operations Research 15: 1145-1156. 
94. Reddy, G. V. Krishna, R. Nadarajan, and P- R. 
Kandasamy. 1993. A nonpreemptive priority 
multiserver queueing system with general bulk 
service and heterogeneous arrivals. Computers & 
Operations Research 20: 447-453. 
95. Robert, P., I. Mitrani, and P. J. B. King. 1988. An 
intermittently served discrete time queue with 
applications to meteor scatter communications. 
Queueing Systems 3: 25-40. 
96. Rubin, Izhak. 1974. Communication networks: Message 
path delays. IEEE Transactions on Information 
Theory 20: 738-745. 
97. . 1975. Message path delays in packet 
switching communication networks. 
IEEE Transactions on Communications 2 3: 
186-192. 
98. . 1979. Message delays in FDMA and TDMA 
communication channels. IEEE Transactions on 
Communications 27: 769-777. 
110 
99. . 1979- Access-control disciplines for 
multi-access communication channels: 
Reservation and TDMA schemes. IEEE Transactions 
on Information Theory 25: 516-536. 
100. Russell, Edward C. 1983. Building Simulation Models 
with SIMSCRIPT II.5®. Los Angeles: C.A.C.I. 
101. Saaty, Thomas L. 1961. Elements of Queueing Theory. 
With Applications. New York: McGraw-Hill Book 
Company. 
102. Scholl, Michel, and Leonard Kleinrock. 1983. On the 
M/G/l queue with rest periods and certain 
service-independent queueing disciplines. 
Operations Research 31: 705-719. 
103. Schroeder, M. R., and S. L. Hanauer. 1967. 
Interpolation of data with continuous speech 
signals. Bell System Technical Journal 46: 
1931-1933. 
104. Schweitzer, P. J., and S. S. LAM. 1976. Buffer 
overflow in a store-and-forward network 
node. IBM Journal of Research and Development 
20: 542-550. 
105. Sengupta, Bhaskar. 1990. A queue with service 
interruptions in an alternating random 
environment. Operations Research 38: 308-316. 
106. Shanthikumar, J. George. 1981. Comments on "The 
buffer behavior in computer communication 
systems". IEEE Transactions on Computers 30: 
157. 
107. . 1981. On the buffer behavior with Poisson 
arrivals, priority service, and random server 
interruptions. IEEE Transactions on Computers 
30: 781-786. 
108. . 1982. Analysis of a single server queue 
with time-and operation-dependent server 
failures. Advances in Management Studies 1: 
339-359. 
109. Sherman, D. N. 1971. Storage and delay estimates for 
asynchronous multiplexing of data in speech. 
IEEE Transactions on Communications 19: 
551-555. 
Ill 
110. Shogan, Andrew W. 1979. A single server queue with 
arrival rate dependent on server breakdowns. 
Naval Research Logistics Quarterly 26: 487-497. 
111. Sidi, Moshe, and Adrian Segall. 1984. A three-node 
packet radio network. IEEE Transactions on 
Communications 32: 1336-1339. 
112. SIMSCRIPT II.5 VAX/VMS Rel. 5.2. C.A.C.I., LOS 
Angeles, CA. 
113. Sondhi, M. M., B. Gopinath, and Debasis Mitra. 1974. 
Formulas on queues in burst processes - II. 
Bell System Technical Journal 53: 425-447. 
114. Stephan, Frederick F. 1958. Two queues under 
preemptive priority with Poisson arrival 
and service rates. Operations Research 6: 
399-418. 
115. Takacs, Lajos. 1968. Two queues attended by a single 
server. Operations Research 16: 639-650. 
116. Tanenbaum, Andrew S. 1989. Computer Networks. 2d ed. 
Englewood Cliffs, N. J.: Prentice Hall. 
117. Thiruvengadam, K. 1963. Queuing with breakdowns. 
Operations Research 11: 62-71. 
118. Towsley, Don. 1980. The analysis of a statistical 
multiplexer with nonindependent arrivals and 
errors. IEEE Transactions on Communications 28: 
65-72. 
119. Tran-Gia, Phuoc. 1986. Discrete-time analysis for 
the interdeparture distribution of_GI/G/l 
queues. In Teletraffic Analysis and Computer 
Performance Evaluation, eds. 0. J. Boxma, J. W. 
Cohen, and H. C. Tijms. Amsterdam, New York, 
and Oxford: Elsevier Science Publishers B. V. 
(North Holland). 
120. . 1983. A renewal approximation for the 
generalized switched Poisson process. In 
Proceedings of the International Workshop on 
Mathematical Computer Performance and 
Reliability in Pisa 1983. Amsterdam, New York, 
and Oxford: North-Holland Publishing Company, 
1984, 167-179. 
112 
. 1988. A class of renewal interrupted 
Poisson processes and applications to 
queueing systems. Zeitschrift fur Operations 
Research 32: 231-250. 
. 1989. Vorlesung Leistungsbewertung 
Verteilter Systeme. Lectures presented at the 
Bayerische Julius-Maximilians-Universitat, 
Wiirzburg, Germany, November 1989 - February 
1990. 
. 1989. Vorlesung Rechnernetze und 
Kommunikationssyteme I. Lectures presented at 
the Bayerische Julius-Maximilians-Universitat, 
Wiirzburg, Germany, November 1989 - February 
1990. 
. 1990. Vorlesung Rechnernetze und 
Kommunikationssyteme II. Lectures 
presented at the Bayerische Julius-Maximilians-
Universitat, Wiirzburg, Germany, May 1990 - July 
1990. 
. 1990. Vorlesung Simulationstechnik zur 
Systemanalyse. Lectures presented at the 
Bayerische Julius-Maximilians-Universitat, 
Wiirzburg, Germany, May 1990 - July 1990. 
Viterbi, Audrey M. 1986. Approximate analysis of 
time-synchronous packet networks. 
IEEE Journal on Selected Areas in 
Communications 4: 879-890. 
Weinstein, C. J. 1979. Comments on "Finite buffer 
behavior with Poisson arrivals and random 
server interruptions". IEEE Transactions on 
Communications 27: 1746. 
Welch, Peter D. 1964. On a generalized M/G/l queuing 
process in which the first customer of each 
busy period receives exceptional service. 
Operations Research 12: 736-752. 
. 1964. On pre-emptive resume priority 
queues. Annals of Mathematical Statistics 35: 
600-612. 
White, Harrison, and Lee S. Christie. 1958. Queuing 
with preemptive priorities or with breakdown. 
Operations Research 6: 79-95. 
113 
Woodside, C. Murray, and Eric D. S. Ho. 1987. 
Engineering calculation of overflow 
probabilities in buffers with Markov 
interrupted service. IEEE Transactions on 
Communications 35: 1272-1277. 
Yadin, M., and P. Naor. 1963. Queueing systems with 
a removable service station. 
Operational Research Quarterly 14: 393-405. 
Yan, T. - Y. 1982. On the delay analysis of a TDMA 
channel with finite buffer capacity. 
IEEE Transactions on Communications 30: 
1937-1942. 
Yechiali, Uri, and P. Naor. 1971. Queuing problems 
with heterogeneous arrivals and service. 
Operations Research 19: 722-734. 
