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Abstract: Risk management has been a topic of great interest to Michael McAleer. Even as recent as 
2020, his paper on risk management for COVID-19 was published. In his memory, this article is 
focused on bankruptcy risk in financial firms. For financial institutions in particular, banks are con-
sidered special, given that they perform risk management functions that are unique. Risks in bank-
ing arise from both internal and external factors. The GFC underlined the need for comprehensive 
risk management, and researchers since then have been working towards fulfilling that need. Simi-
larly, the central banks across the world have begun periodic stress-testing of banks’ ability to with-
stand shocks. This paper investigates the machine-learning and statistical techniques used in the 
literature on bank failure prediction. The study finds that though considerable progress has been 
made using advanced statistical and computational techniques, given the complex nature of bank-
ing risk, the ability of statistical techniques to predict bank failures is limited. Machine-learning-
based models are increasingly becoming popular due to their significant predictive ability. The pa-
per also suggests the directions for future research. 
Keywords: risk management; bank failure prediction; machine learning; statistical methods 
 
1. Introduction 
Financial institutions occupy an important position in any economy. Among these, 
banks in particular perform functions that are unique. The failure of a major bank in any 
economy would be disastrous for the entire economy due to the risk of contagion, as banks 
are connected with each other by payment systems. Accepting deposits repayable on de-
mand and making loans and investments are the predominant functions that commercial 
banks perform, besides a host of other functions. Banks accept deposits of short maturity 
and make loans that have a long maturity. The unique functions that a bank performs 
expose it to several types of risks, such as interest-rate risk, market risk, credit risk, liquid-
ity risk, off-balance-sheet risk, foreign-exchange risk, and others. Banks are the major us-
ers of technology, and consequently they are exposed to technology risk as well as oper-
ational risk. Banks’ international lending exposes them to country risk. A combined effect 
of all these risks could lead to an insolvency risk.  
Given the multifarious risks that banks face and the negative externalities they im-
pose on the rest of the economy, banks are subject to strict prudential supervision and 
periodic stress-testing by regulatory agencies in all countries. The objective is to ensure 
that banks are prudently run so that their failures and the required bailouts are avoided. 
A timely prediction of a possible bank failure would considerably help supervisory au-
thorities, as it would help identify areas where the bank is vulnerable to failure risk, and 
undertake risk-based on-sight inspection and an audit. Bank failure prediction models 
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help in this respect, as they generate a better understanding of a bank’s business. Super-
visory authorities have also introduced an early-warning system towards this end.  
Bank failure prediction has a long history. The CAMELS rating system introduced 
by the Federal Reserve in the United States in the mid-1990s is still in use, with revisions 
made from time to time. The five components of the CAMELS system include capital ad-
equacy, asset quality, management administration, earnings, and liquidity (FRBN 1997). 
A composite rating was produced by CAMELS. However, the difficult dimension was 
how to measure management quality, since other components could be measured by fi-
nancial data. The statistical techniques of bank failure prediction that used financial data 
typically included the use of discriminant analysis and logistic regression function. Some 
researchers introduced data envelopment analysis, to capture the management efficiency 
component. However, any model is a prototype of the reality, not the reality per se. The 
reality in the banking world is quite complex, and as such, predictions must be made in 
an everchanging dynamic environment. Towards that end, machine-learning techniques 
(MLTs) are increasingly being used. The major MLTs include the artificial neural network 
(ANN), support vector machines (SVMs), and k-nearest neighbour algorithm or KNN (Le 
and Viviani 2018).  
Whether these techniques have helped in accurately predicting bank failures is a 
question that remains to be answered. It is this gap in the literature that the present paper 
addresses. 
The paper is organised as follows: Section 2 presents a literature review of more than 
60 key papers in the area; and provides a classification of these papers by methodologies, 
database used, study period, country and district studied, conclusions drawn, and limita-
tions; Section 3 presents a discussion of findings, and Section 4 concludes the paper. 
2. Literature on Bank Failure Prediction 
The literature on business failures dates back to the late 1970s, when Beaver (1966) 
applied a set of financial ratios to assess the likelihood of business failure. Similarly, Alt-
man attempted to assess the corporate bankruptcy issue using a traditional ratio analysis, 
as well as more rigorous statistical techniques (Altman 1968). Over the years, models of 
prediction have become more sophisticated. 
The review of studies was conducted from two perspectives: a methodological re-
view and a predictive indicators review.  
2.1. Review of Methodology 
Among statistical techniques, the methods are covered in three categories: (1) 
logit/probit and discriminant analysis and linear analysis; (2) artificial intelligence meth-
ods; and (3) machine-learning methods. Table 1 presents the prior studies in these catego-
ries. The papers are reviewed in chronological order. 





















32 financial ratios and 
an additional 24 trends 
of these ratios are used 
The results of the study show that a 
12-variable econometric system is 
both accurate and practical for at least 
three semiannual periods preceding 
the serious problem data. 








25 financial ratios, 
classified into four 
broad groups: asset 
risk, liquidity, capital 
The logit and discriminant models are 
compared in a discriminant-analysis 
context by computing classification 
accuracy for failed and nonfailed 
banks. The relative merits of logit vs. 





discriminant analysis, at least in this 
empirical example, appear to depend 
on the intended use of the results. If a 
dichotomous classification into 
“sound” and “unsound” banks is the 
goal, then we may be indifferent 
between discriminant and logit 
models, since the classification 
accuracies are similar.  
(Lane et al. 
1986) 
U.S. 







variables are used 
Results of the study indicate that total 
classification accuracy of the Cox 
model is similar to that of 
discriminant analysis, although the 
Cox model produces somewhat lower 
type I errors. In comparison of actual 
and predicted times to failure, the Cox 
model tends to identify bankruptcies 














tree (ID3), and 
neural network 
model 
19 financial ratios 
based on CAMELS 
criterial are used 
Results show that neural networks 
offer better predictive accuracy than 
the other 4 models adopted in the 
study. 






Logistic model and 
neural network 
computing 
28 financial statement 
related variables are 
used. 
Research results indicate that both 
methodologies yield similar 
predictive accuracy across the range 
of all possible model cutoff values, 
with the neural network performing 
marginally better in the “gray area”, 
where some failing banks appear to be 





66 banks, with 









adaptive, and C4.5 
9 financial and 
economic ratios are 
used 
Study finds that the ANN’s models 
could be superior to both classical and 
recently developed statistical and 
machine-learning classifiers. The main 
finding is that when one combines 
two or more of the methods in a 
simple manner, the predictions are 
generally more accurate than the ones 















variables are used 
The empirical results indicate that 
systemic banking distress was 
associated with a macroeconomic 
environment of low economic growth, 





U.S. N/A 1984–1993 
Cox proportional-
hazard model  
Efficiency variables, 
CAMELS-ratings-
related variables based 
on the categories of 
capital adequacy, asset 
quality, earnings, 
The study finds that less well-
capitalized banks, banks with high 
ratios of loans to assets or poor-
quality loan portfolios, banks with 
low earnings, and managerially 






inefficient banks are subject to greater 











23 financial and 
characteristic variables 
are used. 
When comparing the predictive 
ability of all three models, the neural 
network model shows slightly better 
predictive ability than that of the 
regulators. Both the neural network 
model and regulators significantly 
outperform the benchmark 
discriminant analysis model’s 
accuracy. These findings suggest that 
neural networks show promise as an 
off-site surveillance methodology. 
Factoring in the relative costs of the 
different types of misclassifications 
from each model also indicates that 
neural network models are better 
predictors, particularly when 
weighting Type I errors more heavily. 




with 18 failed 
banks 
1989–1992 
Logit and trait 
recognition models 
28 financial ratios 





diversification are used 
In general, trait recognition 
outperformed logit in the holdout 
samples. The prediction accuracy of 
the logit models was not better than 
chance. From a supervisory 
standpoint, the trait recognition 
model would require less 
maintenance in terms of updating its 
parameters than the logit model. 
(Molina 
2002) 
Venezuela 36 1994–1995 
Proportional 
hazard model 
13 financial indicators; 
three indicators that 
were proxies for three 
of the CAMELS 
categories of bank 
performance are used 
The banks with higher ROA and more 
investments in government bonds 
were less probable to fail. Yet banks 
with lowere operational costs and 
higher financial expenses were more 
probable to fail. 
(Canbas et al. 
2005) 





model, the logit 
and probit models 
49 financial ratios 
based on the CAMELS 
system are used 
Due to different applications of bank 
regulatory and supervisory actions, 
CAMELS criteria do not maintain a 
one-to-one correspondence to the 
specific financial characteristics of the 
Turkish banks. A violation of the 
multivariate normal distribution with 
different means but equal dispersion 














7 financial ratios are 
used 
Study results indicate that the logit 
and the modified trait recognition 
approaches perform well in terms of 
classification accuracy in the original 
samples. Both methods show lower 
predictive power in the holdout 
samples, but nevertheless they both 
outperform the naive benchmark 
forecast. Modified trait recognition 
outperforms the logit approach in 
both the original and the holdout 
samples. Moreover, the interpretation 
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of the outcomes of the trait 













59 financial ratios are 
used, grouped into 
four of five of the 
CAMELS rating system 
It is found that ANN can be 
successfully applied as an alternative 
early warning method for assisting 
both the banking supervisor and bank 
managers in emerging economies. 
When a confidence level of 90% is 
selected, 76% of the failed banks are 
correctly indicated, and the nonfailed 




















12 financial ratios used 
for Turkish banks and 
9 financial ratios used 
for Spanish banks 
In both Spanish and Turkish banks’ 
data, PCNN classifier outperformed 
all other classifiers. The proposed 
feature subset selection algorithm is 
very stable and powerful. 
(Schaeck 
2008) 
U.S. 1000 failures 1984–2003 
Quantile 
regression  
21 financial ratios and 
economic factors are 
used. A loss rate is 
calculated as resolution 
costs divided by total 
assets, then a 
breakdown of the 
dataset is also used. 
A quantile regression approach that 
illustrates the sensitivity of the dollar 
value of losses in different quantiles to 
explanatory variables is used in this 
study. The findings suggest that 
reliance on standard econometric 
techniques results in misleading 
inferences, and that losses are not 
homogeneously driven by the same 
factors across the quantiles. It is also 
found that liability composition 
affects time to failure. 
(Andersen 
2008) 
Norway 136 2000–2005 Logit analysis 
27 financial indicators 
are used. 
The risk index comprising four 
indicators were not sufficient. A re-
estimated of the risk index is 
proposed. The 6 indicators, which 
include capital adequacy ratio, ratio of 
residential mortgages to gross 
lending, an expected loss measure, a 
concentration risk measure, the return 
on assets, and Norges Bank’s liquidity 
indicator, are found to be a better 













8 financial ratios from 
the asset quality, 
solvency, liquidity, and 
return-on-assets areas 
are used, along with 4 
interest-rate-related 
variables as proxies for 
fundamental factors. 
Bank-level fundamentals significantly 
affect the likelihood of collapse for 
these banks. As shown by the survival 
time analysis for the Latin American 
case, the banking system and 
macroeconomic variables also explain 
the likelihood of failure. 
(Boyacioglu 
et al. 2009) 
Turkey  65 banks 1997–2003 
Neural networks 
such as multilayer 
perceptron (MLP), 
competitive 
20 financial ratios with 
six features groups 
from the CAMELS 
system are adopted. 
After the comparison, MLP and LVQ 
are considered the most successful 
models in predicting the financial 
failure of banks in the sample. 

































variables based on 
CAMELS rating 
categories are used 
From the macroeconomic perspective, 
higher credit growth and real interest 
rates are associated with a higher 













specific factors are 
used. 
Bank-specific variables such as 
liquidity variables provide a strong 
signal about approaching failure. 
Changes in bank earnings, efficiency, 
and relative size of credit portfolio do 
not provide an early warning of 
distress. 
(Zhao et al. 
2009) 








93 raw accounting 
variables, and 26 
constructed financial 
ratios are used. 
The study empirically demonstrated 
that constructed high-level features 
such as financial ratios can 
significantly improve the performance 
of classifiers by using different 
methods. It is important to address 
the issue of the fusion of data mining 







1970–2007 Eclectic model  
5 economic and 
financial factors and 
three federal banking 
statutes, which include 
average percentage 
unemployment rate, 
average nominal cost 
of funds, variance of 
monthly averages of 
closing prices of the 
S&P 500 index, the 
average ratio of net 
charge-offs to 
outstanding loans, the 
average interest rate 
yield on new 30-year 
fixed rate mortgages, 
the FDICIA of 1991; the 
Riegle–Neal Interstate 
Banking Act of 1994; 
and the Gramm–
The bank failure rate was found to be 
an increasing function of the 
unemployment rate, the average cost 
of funds, volatility of the S&P 500 
stock index, and charge-offs as 
percentage of outstanding loans and a 
decreasing function of the mortgage 
rate on new30-year fixed-rate 
mortgages. 
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Leach–Bliley Act of 
1999 










9 market-to-book ratios 
are used. 
The ratio of nonaccrual assets + ORE 
to total assets, the ratio of interest 
income to earning assets, Tier 1 capital 
to total assets ratio, the ratio of real 
estate loans to total assets, and the 
savings bank and MSA dummy 
variables have a strong statistical 
relationship to bank failure status. The 
model successfully predicts from 
66.0% (4 years prior to failure) to 
88.2% (1 year prior to failure) of failed 











2003–2008 Neural networks 
41 indicators 
(explanatory variables 
for bankruptcy risk) 
are used. 
The study reveals distressed banks 
were exposed to high credit risks and 
the loan portfolio was concentrated in 
real estate loans as a result of careless 
bank strategies rather than low cost 
efficiency. Further, the model shows a 
high discriminant power and is able 
to differentiate correctly wealthy and 
distressed banks when the model is 
used to predict future bankruptcies 
and test the performance of the model 
by comparing our predictions with 
the actual bankruptcies between 
January and June 2010. Specifically, 
the model would have been able to 
predict in December 2009 around 60% 
of failures that occurred in the first six 









banks and 145 
healthy ones 












and fuzzy adaptive 
resonance theory 
map (ARTMAP) 
12 predictor variables 
for Turkish banks, 9 for 
Spanish banks, 5 for 
U.S. banks, 10 for U.K. 
banks. Variables are 
based on CAMELS’ 6 
functional areas: 
capital adequacy, asset 
quality, management 
expertise, earning 
strength, liquidity, and 
sensitivity to market 
risk. 
Results indicate that the GMDH 
outperformed all the techniques with 
or without feature selection. 
Furthermore, the results are much 
better than those reported in previous 
studies on the same datasets in terms 
of average accuracy, average 
sensitivity, and average specificity. 




Bank  1990–2007 Panel probit model 
Macroeconomic 
fundamentals are used. 
The model suggests that slowing GDP 
growth, rising inflation rate, and an 
increase in money supply relative to 
foreign reserves associated with 
deteriorating creditworthiness of 
banks and nonfinancial companies 
and are useful leading indicators of 
banking distress. Contagion effects are 
present. 










Probit, logit, and 
DEA model 
CAMELS-related, , 
local, and national 
economic variables are 
used. 
The model developed in this study 
has strong forecasting accuracy in 
both the in-sample and out-of-sample 
forecasts. 
(Jin et al. 
2011) 




13 accounting and 
auditing variables are 
used. 
Auditor type, auditor industry 
specialization, Tier 1 capital ratio, 
proportion of securitized loans, 
growth in loans, and loan mix are 












financial ratios are 
used. 
Asset quality and earnings profile of 
banks are important determinants of 
bank distress next to leverage. The 
model correctly classifies 44 out of 79 
distress events (55.7%) and 29,706 out 
of 29,783 nondistress events (99.7%) 
for the 10% cutoff point. It also failed 
to correctly classify 35 distress events 
out of 79 and wrongly classified 77 
healthy bank-year observations out of 
29,783 as distressed. Overall, the 
model performs satisfactorily in 
classifying distressed banks. Further, 
data points to the presence of 
contagion effects in the fragility of 





European 308 1996–2009 
Panel probit 
regression model 
Bank level (liquidity 




industry level, and 
macro-level are used. 
The empirical findings show that 
credit risk (measured by the ratio of 
loan loss provisions to total loans), 
liquidity risk (measured by the ratio 
of liquid assets to total assets), and 
bank market power (measured by the 
Lerner index) are the most influential 
determinants of distressed SHVR 
(small changes in the dependent 
variable). Moreover, it is found that 
the pooled probit regression model is 
the one improving upon a naive 
predictor in countries such as 
Portugal, Ireland, Greece, Italy, and 
Spain during the most recent EMU 
sovereign debt turmoil period. 
(Al-Tamimi 
2012) 
UAE 23 2007 
Modified 
questionnaire 
surveys, a linear 
regression analysis 
6 corporate governance 
practices variables are 
used. 
Results find there is a significant 
positive relationship between 
financial distress and CG practices of 
UAE national banks. However, the 
results indicate that the role of CG 
practices is not sufficient in the case of 
financial distress or financial crisis. 
(Cole and 
White 2012) 
U.S. 265 2004–2008 
Multivariate 
logistic regression 
15 financial ratios and 
real estate mortgage 
and loan variables are 
used. 
Study finds that traditional proxies for 
the CAMELS ratings are important 
determinants of bank failures. 
However, portfolio variables such as 
real estate construction and 
development loans, commercial 
mortgages, and multifamily 
mortgages are consistently associated 
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activities are used. 
Study suggests that income from pure 
fee-based nontraditional activities are 
less likely to contribute distressed 
bank failure; yet, income with asset-
based nontraditional activities such as 
venture capital, investment banking, 
and asset secruitization likely increase 
the probability of distressed bank 
failure. 
(Ecer 2013) Turkey 
34 banks with 





36 financial ratios are 
used. 
This study challenges the superiority 
of ANNs in classifying problems. 
However, both ANNs and SVMs are 
promising prediction models in 









19 financial ratios are 
used based on capital 




This study shows that SVMs with the 
Gaussian kernel are capable of 
extracting useful information from 
financial data and can be used as part 




U.S. 7835 2007–2010 Probit model 
15 accounting-based 
proxies that are similar 
to the 6 categories of 
the CAMELS rating 
system are used. 
Study finds that six categories of 
CAMELS—capital adequacy, asset 
quality, management, earnings, 
liquidity, and sensitivity to interest 
rates—are significantly associated 
with the probability of bank failure 
when examined individually and 
nearly all measures maintain their 












analysis, logistic  












17 financial ratios were 
extracted 
PLS-DA results are very close to those 
obtained by Linear Discriminant 









19 financial variables, 
including broader 
categories of types of 
loan made; asset, 
liability and equity 
composition; bank size; 
The proportion of illiquid loans in 
their books and the exposure to the 
interbank funding markets are the 
main predictors of bank failures. 
Quadratic discriminant analysis 
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and income statement 
measures are used. 
outperformed LDA models in 
predicting bank failures. 
(Avkiran and 
Cai 2012) 
U.S. 186 2004–2006 
CAMELS and CPM 
regression analysis 
Financial ratios based 
on the CAMELS 
system are used, and 
measurement of 
production efficiency is 
used. 
The results from the CAMELS and 
CPM models support DEA’s 
discriminatory and predictive power, 
suggesting that users can rely on DEA 
results generated from financial data 
up to 2 years prior to the crisis. 
Moreover, the CPM model 
outperforms the CAMELS model, 
indicating profitability is a key factor 
in predicting financial distress in 
banks. 










546 2000–2013 Logit model 
Three categories of 
indicators: bank-
specific indicators, 




indicators are used. 
The key findings of the paper are that 
complementing bank-specific 
vulnerabilities with indicators for 
macro-financial imbalances and 
banking sector vulnerabilities 
improves model performance and 
yields useful out-of-sample 
predictions of bank distress during 
the financial crisis at the time. 
(Hong et al. 
2014) 
U.S. 9349 2001–2011 
Time hazard 
model 
NSFR (net stable 
funding ratio) and LCR 
(liquidity coverage 
ratio) based on Basel III 
requirements 
Systemic liquidity risk was a major 
contributor to bank failures in 2009 
and 2010, while the net stable funding 
ratio (NSFR) and liquidity coverage 
ratio (LCR) proposed by the Basel 
Committee in December 2010 had 












A wide set of bank 
level variables, which 
include the CAMELS 
type, non-CAMELS 
type, and other 
variables including the 





regulation are used. 
The study finds that good 
management lowers the likelihood of 
distress. Moreover, competition and 
diversification were found to be bad 
for the health of banks. The 
institutional development index was a 
statistically relevant predictor. Finally, 
by conditioning of the relevant 
covariates, a simple hazard model has 
performed fairly well in predicting 




U.S. 16,188 1992–2012 





that consider the bank-
specific variables and 
macroeconomic 
conditions are used. 
The study finds that the non-risk-
weighted capital measure (the 
adjusted leverage ratio) explains bank 
distress and failures best. The logit 
model is able to distinguish failing 
from healthy banks with an accuracy 
of 80%. The corresponding survival 
time model achieves 98%. 
(Chiaramont










capital, asset quality, 
managerial skills, 
earnings, liquidity, and 
sensitivity to market 
risk are used. 
The study finds that the Z-score’s 
ability to identify distress events, both 
in the entire period and during the 
crisis years (2008–2011), is at least as 
good as the CAMELS variables, but 
with the advantage of being less data-
demanding. Finally, the Z-score 
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proves to be more effective when 












32 financial ratios used 
in the literature that 
are potentially 
explanatory for 
bankruptcy risk are 
chosen. Additional 
variables with a 
criterion adapted to the 
network to improve 
the results of the model 
are chosen as well. 
A model combining multilayer 
perceptrons and self-organizing maps 
is used. Results show that hybrid 
MLP-SOM model has a high and 
stable predictive power over time, 
reaching a balance between Type I 
and Type II errors. 
(Berger et al. 
2016) 






indicators, 2 market 
competition indicators, 
2 economic indicators, 
and 2 primary federal 
regulator indicators are 
used. 
The study finds that a bank’s 
ownership structure plays a 
substantial role in explaining 
likelihood of failure. 
(Chiaramont
e et al. 2016) 




Z-score estimation, and 
9 bank and macro-level 
factors are used. 
The study finds that on average, the 
Z-score can predict 76% of bank 
failures, and an additional set of other 
bank- and macro-level variables do 
not increase this predictability level. It 
also was found that the prediction 
power of the Z-score to predict bank 
defaults remains stable within the 
three-year forward window. 
(Cleary and 
Hebb 2016) 
U.S. 132 2002–2009 
Discriminant 
analysis 
13 financial data, such 
as retained earnings to 





measure, reliance on 
loans, loan quality, 
capital adequacy, and 
off-balance-sheet items 
are used. 
Bank capital, loan quality, and cash 
holdings are associated with bank 
failure. 
(Momparler 
et al. 2016) 




25 financial ratios are 
used. 
The findings indicate that the greater 
the size and the higher the income 
from nonoperating items and net 
loans to deposits, the more likely is 
bank failure; conversely, the higher 
the Interbank ratio, the lower the 
chances of bank financial distress. For 
the sake of their own financial 
soundness, banks should fund 
lending activities through clients’ 
deposits and should avoid relying 
excessively on nonrecurring sources 
of income. 
J. Risk Financial Manag. 2021, 14, 474 12 of 22 
 
 
(Tanaka et al. 
2016) 
OECD 18,381 1986–2014 Random forests 




quality, and funding 
are used. 
The results of experiments showed 
that the random forests EWS 
outperformed conventional EWSs in 
terms of prediction accuracy.  
(Chiaramont
e and Casu 
2017) 
EU banks 513 2004–2013 Pooled logit model 
Structural liquidity and 
capital ratios as 
defined in Basel III are 
used. 
Estimates from several versions of the 
logistic probability model indicate 
that the likelihood of failure and 
distress decreases with increased 
liquidity holdings, while capital ratios 
are significant only for large banks 
(Ekinci and 
Erdal 2017) 









35 financial ratios, 
including capital, asset 
quality, management, 
earnings, liquidity, and 
sensitivity ratios 
(CAMELS) are used. 
The models are grouped in the 
following families of approaches: (i) 
conventional machine-learning 
models; (ii) ensemble learning models;
and (iii) hybrid ensemble learning 
models. Experimental results indicate 
a clear outperformance of hybrid 
ensemble machine-learning models 
over conventional base and ensemble 
models. These results indicate that 
hybrid ensemble learning models can 
be used as a reliable predicting model 














The study finds that the predictive 
power of both types of accounting-
based measures is weak. 
(Constantin 












banking sector and 
macro-financial 
indicators, and 
indicators covering all 
dimensions in the 
CAMELS rating system 
are used. 
Beyond standard bank-level risk 
drivers and macro-financial 
indicators, a tail-dependence network 
provides additional information about 
market’s view on bank 
interconnectedness in situations of 
elevated financial stress. It can 
provide information on potentially 
vulnerable banks following an early-
warning signal or a bank failure, and 
the potential for financial contagion 
and a systemic banking crisis. 
(Iwanicz-
Drozdowska 













variables are used. 
It is difficult to predict the distress 
events with the use of a set of 
CAMELS-like variables, although they 
are widely used in academic literature 











16 financial ratios 
covering CAMELS-
related variables, as 
well as rates of change 
of the financial ratios 
are used. 
Empirical results indicate that the 
logit model issues more missed 
failures and false alarms in-sample, 
but issues fewer missed failures and 
false alarms out-of-sample, than the 
data-mining models. The study 
suggests that the logit model is a good 
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and robust tool to predict bank 
failures. In addition, the logit model 
allows a better understanding of the 
relations between financial variables 
and bank failures, which enables bank 
supervisors to assess banks’ financial 
health more efficiently than when 
using data-mining models. Data-
mining models can predict bank 
failures well when the sample is 
divided randomly, but this does not 
hold when the sample is divided by 
time. 








36 financial ratios are 
used. 
The model exhibits a 99.22% overall 
forecasting accuracy and outperforms 
















31 financial ratios 
covering 5 main 
aspects from CAMELS 
are used. 
The empirical result reveals that the 
artificial neural network and k-nearest 
neighbour methods are the most 
accurate. 













10 variables based on 




and global imbalances, 
and time trend are 
used 
The study finds that while machine-
learning methods often attain a very 
high in-sample fit, they are 
outperformed by the logit approach in 
recursive out-of-sample evaluations. 
The study also suggests that further 
enhancements to machine-learning 
early-warning models are needed 
before they are able to offer a 
substantial added value for predicting 
systemic banking crises. Conventional 
logit models appear to use the 
available information already fairly 
efficiently, and would, for instance, 
have been able to predict the 
2007/2008 financial crisis out-of-
sample for many countries. In line 
with economic intuition, these models 
identify credit expansions, asset price 
booms, and external imbalances as 
















level variables, and 
control macroeconomic 
variables. 
The study finds that the probability of 
distress is connected with 
macroeconomic conditions via 
regional grouping (clustering). 
Bank-level variables that were stable 
predictors of distress from 1 to 4 years 
prior to an event are the ratios of 
equity to total assets (leverage) and 
loans to funding (liquidity). For 
macroeconomic factors, the GDP 
growth is a reasonable variable, but 
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with a differentiated impact, which 
shows the changing role of the 
macroeconomic environment and 
indicates the potential impact of 
favorable macroeconomic conditions 
on the accumulation of systemic 
problems in the banking sector. 
(Kolari et al. 
2019) 





21 financial ratios 
based on 6 groups of 
the CAMELS rating 
system are used. 
The model is able to identify over 98% 
of failing and passing banks in the 
training subsample and predict about 




U.S. 156 2001–2015 
Gradient boosting 
approach 
30 financial ratios 
based on performance 
and condition ratios 
are used. 
The findings indicate that lower 
values for retained earnings to 
average equity, pretax return on 
assets, and total risk-based capital 
ratio are associated with a higher risk 
of bank failure. In addition, an 
exceedingly high yield on earnings 
assets increases the change of bank 
financial distress. 
(Shrivastava 
et al. 2020) 










variables are used. 
This study offers an analytical 
approach, including the selection of 
the most significant bank-failure-
specific indicators using lasso 
regression, converting data from 
imbalanced to balanced form using 
SMOTE, and the choice of the 
appropriate machine-learning 
techniques, to predict the failure of 
the bank. AdaBoost was found to 
have the maximum accuracy. 













Finance balance sheet 
ratios are used. 
The results suggest that low levels of 
bank liquid assets and domestic 
financial liabilities, and high levels of 
foreign liabilities and financial 
leverage, increase the likelihood of a 
banking crisis. These results are 
robust when different dependent 
variables and control variables are 
used. Results also show that there is 
no single optimal lag length for all the 
indicators. Combining all indicators 
together, it is found that the indicators 
have the best predictive power with a 
lag of 42 months. 
2.1.1. Discriminant Analyses 
The family of discriminant analyses includes linear discriminant analysis (LDA), 
multivariate discriminate analysis (MDA), and the quadratic discriminant analysis 
(QDA). These remained the leading techniques for many years. The first application of a 
discriminant analysis to explain corporate failure was performed by Altman (1968). Stud-
ies related to specific corporate groups such as banking soon followed; for example, the 
Sinkey (1975) study on commercial banks. Bloch (1969) applied linear discriminant anal-
ysis in an exploratory study of savings and loan associations, and the encouraging results 
helped to initiate Altman’s study in the same area. Altman (1977) adopted a quadratic 
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discriminant analysis in predicting performance in the savings and loan association in-
dustry. 
Adopting these methods, researchers used U.S. bank data to identify the main ex-
planatory contributors of bank failure (Cleary and Hebb 2016; Cox and Wang 2014; Jordan 
et al. 2010). In order to address the classification problem associated with discriminant 
methods, Lam and Moy (2002) presented a method that combined several discriminant 
methods to predict the classification of new observations. The simulation experiment 
proved further enhanced accuracy of classification results. Serrano-Cinca and Gutiérrez-
Nieto (2013) performed an empirical study, comparing partial least-squares discriminant 
analysis (PLS-DA) with other eight techniques widely used for classification tasks. The 
results showed that PLS-DA performed very well in the presence of multicollinearity, 
with a satisfactory interpretability. The PLS-DA results resembled the linear discriminant 
analysis and support vector machine results. 
2.1.2. Logit/Probit and Linear Regression Analysis 
When independent variables are not normally distributed, maximum likelihood 
methods such as logit and probit models are used. These were used in many studies on 
bank failure prediction. A logit model is a nonlinear model with dichotomous outcome 
variables of failed/nonfailed bank. After Martin’s (1977) application of a logit model to 
predict bank failures in the U.S., various studies adopted this model (univariate or multi-
variate) to predict bank failures in different countries in different periods. These included, 
for example, Andersen (2008) in Norway; Arena (2008) in East Asia and Latin America; 
Ercan and Evirgen (2009) in Turkey; Zhao et al. (2009), Cole and White (2012), DeYoung 
and Torna (2013), Mayes and Stremmel (2014), and Berger et al. (2016) in the U.S.; 
Poghosyan and Čihak (2011), Betz et al. (2014), and Chiaramonte and Casu (2017) in most 
of the European Union countries and banks; Demirgüç-Kunt and Detragiache (1998) in 65 
developing and developed economies; and de Haan et al. (2020) in 147 emerging and de-
veloping countries. 
The probit model is another binary model used in banking failure studies (Chiara-
monte et al. 2015; Cipollini and Fiordelisi 2012; Kerstein and Kozberg 2013; Wong et al. 
2010). Research in this area found that the accuracy was similar to that of logit models 
(Barr and Siems 1997). 
The hazard model as another statistical model is also applied to predict bank failures; 
this stream of study includes Lane et al. (1986), Molina (2002), Hong et al. (2014), Ma-
ghyereh and Awartani (2014), and Chiaramonte et al. (2016). However, Cole and Wu 
(2009) compared the out-of-sample forecasting accuracy of the time-varying hazard model 
and the one-period probit model, using data on U.S. bank failures from 1985–1992, and 
the study found that from an econometric perspective, the hazard model was more accu-
rate than the probit model in predicting bank failures when more recent information was 
incorporated in the hazard model. 
Although standard discriminant analysis has been a popular technique for bank-
ruptcy studies, it suffers from methodological or statistical problems that have limited the 
practical usefulness of their erroneous results (Ozkan-Gunay and Ozkan 2007). Violations 
of the normality assumptions may bias the tests of significance and estimated error rates 
(Ohlson 1980). However, as an early study of the application of the Cox model in finance 
literature, empirical results from Lane et al. (1986) indicated that the total classification 
accuracy of the Cox model was similar to that of discriminant analysis. Lanine and Vennet 
(2006) and Kolari et al. (2002) both used a logit model and a trait-recognition approach to 
predict bank failures in Russia and the U.S. Both concluded that a trait-recognition ap-
proach outperformed the logit approach. 
Prediction can be described as a classification method. In the context of banking fail-
ure prediction, we categorized the banks into failed and nonfailed groups, which is exactly 
what data-mining models focus on. As data-mining models capture the relationships be-
tween dependent and independent variables by learning from the data, imposing fewer 
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constraints than traditional statistical models such as the logit model on the distribution 
of the data (Jing and Fang 2018). In the next subsection, we will review the studies in this 
area. 
2.1.3. Artificial Intelligence Method 
The traditional approach of predicting business distress or failures has been criticized 
because the validity of its results hinges on restrictive assumptions (Coats and Fant 1993). 
In order to address the problematic issues brought by linear analysis, researchers began 
bankruptcy studies through neural network analysis in 1990. Neural networks differ from 
the classical approach because these models assume a nonlinear relation among variables 
(De Miguel et al. 1993). Tam (1991) believes a neural network is a learning process when 
given a collection of failed and nonfailed banks, and a network is trained by using a learn-
ing algorithm so that the resultant network not only represents a discriminant function 
for the sample banks, but also makes generalizations from the training sample. Atiya 
(2001) argued that there are saturation effects in the relationships between the financial 
ratios and the prediction of default. The following are the bank failure prediction studies 
that have applied the neural network approach.  
One of the early studies adopting neural network was that of Tam (1991), who exam-
ined failed banks in in the period of 1985–1987. López-Iturriaga et al. (2010) applied the 
neural network method, studying U.S. commercial banks during the financial crisis pe-
riod. The model showed a high discriminant power and was able to differentiate healthy 
and distressed banks. López Iturriaga and Sanz (2015) developed a hybrid neural network 
model to study U.S. bank bankruptcies. Based on the data, which spanned between 2002 
and 2012, the model detected 96.15% of the failures and outperformed traditional models 
of bankruptcy prediction. Constantin et al. (2018) studied the European bank network 
with a distress model that offered information about the external-dependence structure of 
listed European banks. The model could provide information on potential distress follow-
ing an early-warning signal, and the potential for financial contagion and a systemic bank-
ing crisis.  
Similar studies have been applied in emerging markets. Olmeda and Fernandez 
(1997) examined the bankruptcies of Spanish banks, and found the artificial neural net-
work approach had an 82.4% accuracy, compared with 61.8–79.4% for the competing tech-
niques. Ravisankar and Ravi (2010) adopted three unused neural network architectures 
for bank distress for four different countries. Ozkan-Gunay and Ozkan (2007) applied the 
artificial neural network approach for examining bank failures in the Turkish banking 
sector. A new principal component neural network (PCNN) architecture for commercial 
bank bankruptcy prediction also was proposed and examined in the Spanish and Turkish 
banking sectors, and the hybrid models that combined PCNN and several other models 
of banking bankruptcy prediction outperformed other classifiers used in the literature 
(Ravi and Pramodh 2008). The superiority of artificial-neural-network-related models was 
further documented and supported (Bell 1997; Boyacioglu et al. 2009; Swicegood and 
Clark 2001). 
Ecer (2013) compared the ability of an artificial neural network (ANN) and support 
vector machine (SVM) in predicting bank failures in Turkish banks. Of these two models, 
neural networks were observed to have a slightly better predictive ability than support 
vector machines. A similar comparative study was conducted by Jing and Fang (2018); 
however, the study was in favour of the logit model. Le and Viviani’s (2018) comparative 
study revealed that the artificial neural network and k-nearest neighbour methods are the 
most accurate models.  
J. Risk Financial Manag. 2021, 14, 474 17 of 22 
 
 
2.1.4. Machine-Learning Methods (Including Ensembles, Support Vector Machines, Gen-
eralized Boosting, AdaBoost, and Random Forests) 
Recent statistical learning techniques such as generalized boosting, AdaBoost, and 
random forests are used to predict banking failure with the purpose of improving predic-
tion accuracy. Using a comprehensive dataset encompassing systemic banking crises for 
15 advance economies over the past 45 years, Beutel et al. (2019) concluded that machine 
learning helps us predict banking crises. 
Tanaka et al. (2016) adopted a novel random-forests-based approach for predicting 
bank failures for OECD member countries. The experimental results showed that this 
method outperformed conventional methods in terms of prediction accuracy. Momparler 
et al. (2016) found the boosted regression trees method was a better model to identify a 
set of key leading indicators, and further to anticipate and avert bank financial distress. 
Ekinci and Erdal (2017) applied three common machine-learning models in analysing 
bank failure prediction for 37 commercial banks operating in Turkey between 1997 and 
2001. The experimental results indicated that hybrid ensemble machine-learning models 
outperformed conventional base and ensemble models.  
Erdogan (2013) found that the support vector machine method with a Gaussian ker-
nel was a good application for bank bankruptcy. Gogas et al. (2018) found that a model 
trained by a support vector machine had an overall accuracy of 99.22%.  
Olson et al. (2012) applied a variety of data-mining tools to bankruptcy data to com-
pare accuracy and number of rules. Decision trees were found to be more accurate than 
neural networks and support vector machines, albeit with an undesirably high number of 
rule nodes. 
Carmona et al. (2019) adopted an extreme gradient-boosting approach that was not 
required to be managed like a black box, and found out the predictive power was greater 
than most conventional methods. Kolari et al. (2019) studied a European bank stress test 
by using an AdaBoost ensemble approach, and the models’ accuracy was found to be 
98.4%. A similar result was found by Shrivastava et al. (2020) in the banking sector in 
India. 
Overall, many studies compared the traditional approaches to several machine-
learning approaches, as it is well documented that machine-learning methods outperform 
the traditional models. However, further enhancements to machine learning are needed 
when we consider the performance metric, crisis or distress event definition, preference 
parameters, sample length, and regulatory differences among countries. 
2.2. Review of Predicting Indicators 
In the empirical literature, the prediction of bank failure has been primarily focused 
on the identification of leading indicators that contribute to generate reliable early warn-
ing systems (Chiaramonte et al. 2015). This group of indicators mostly includes finan-
cial/accounting-based indicators since Beaver (1966) pioneered the prediction of bank-
ruptcy using financial statement data such as financial leverage, return on assets, and li-
quidity.  
In our particular banking sector, over the years, the Federal Reserve and FDIC devel-
oped their own methodology for identifying distress in the banking sector (Kerstein and 
Kozberg 2013). The initial CAMELS rating comprised five categories: capital adequacy, 
asset quality, management, earnings, and liquidity, to indicate the condition of a bank. In 
1996, the CAMELS system was expanded to include a sixth rating area. Nevertheless, the 
bank-level fundamentals proxied by CAMELS-related variables has been extensively 
studied for a particular country or district or at a cross-country level (Arena 2008; Chiar-
amonte et al. 2015; Iwanicz-Drozdowska and Ptak-Chmielewska 2019; Kerstein and 
Kozberg 2013; Kolari et al. 2002; Lane et al. 1986; Maghyereh and Awartani 2014; Män-
nasoo and Mayes 2009; Molina 2002; Wheelock and Wilson 2000), and most of them were 
associated with a statistical model such as the logit model.  
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In the early seminar articles on bankruptcy prediction, Altman (1968), Beaver (1966), 
and Beaver (1968) used Z-scores that comprise five market- and/or accounting-based ra-
tios to predict business failures. Subsequent articles adapted or expanded the use of Z-
score analysis to predict bank failure. Martin (1977) drew a set of 25 financial ratios from 
the database maintained by the Federal Reserve Bank of New York for research on bank 
surveillance programs, and used a similar logit analysis to Altman’s study to examine 
bank failures in the period of 1975–1976. Chiaramonte et al. (2016) examined U.S commer-
cial banks data from 2004 to 2012 and found that on average, the Z-score can predict 76% 
of bank failures, and an additional set of other bank- and macro-level variables did not 
increase this predictability level. However, Bongini et al. (2018) found that the predictive 
power of the Z-score was weak, especially for developing economies.  
Although traditional CAMELS indicators are found to be successful in anticipating 
bank failures in the U.S., Canbas et al. (2005) found that these criteria did not maintain a 
one- to-one correspondence with the specific financial characteristics for Turkish commer-
cial banks due to different applications of bank regulatory and supervisory actions. Ka-
pinos and Mitnik (2016) proposed a simple method for stress-testing banks using a top-
down approach that captured the heterogeneous impact of shocks to macroeconomic var-
iables on banks’ capitalization. They performed a principal component analysis on the 
selected variables and showed how the principal component factors can be used to make 
projections, conditional on exogenous paths of macroeconomic variables. Ercan and 
Evirgen (2009) and Canbas et al. (2005) adopted the same approach (principal component 
analysis). Iwanicz-Drozdowska et al. (2018) also found that it was difficult to predict the 
distress with a set of CAMELS-like variables in the European setting.  
Meanwhile, researchers are attempting to find other explanatory factors to address 
the distress phenomena. These include macroeconomic and regulation variables (Cebula 
2010; Männasoo and Mayes 2009; Schaeck 2008; Wong et al. 2010), accounting and audit 
quality (Jin et al. 2011), income from nontraditional banking activities (DeYoung and 
Torna 2013), market and macroeconomic variables (Cole and Wu 2009), commercial real-
estate investments (Cole and White 2012), information content of Basel III liquidity risk 
and capital measures (Chiaramonte and Casu 2017; Hong et al. 2014), corporate govern-
ance (Al-Tamimi 2012; Berger et al. 2016). 
Data envelopment analysis (DEA) has been widely applied in banking efficiency 
studies. Although DEA suffers from the usual statistical inefficiency problems found in 
nonparametric estimation (Kneip et al. 1996), the efficiency variable generated from this 
method is also used as an indicator to predict banking failure. Wheelock and Wilson (2000) 
adopted the DEA method by developing an operating efficiency as a measure of manage-
ment performance, along with other CAMELS-related variables to investigate the deter-
minants of U.S. bank failures. Similar studies were conducted in different banking sectors 
in different countries (Avkiran and Cai 2012; Barr and Siems 1997; Cipollini and Fiordelisi 
2012; Kao and Liu 2004; Tatom and Houston 2011). Barr and Siems (1997) found their 
model outperformed many previous logistic models in predicting failure when DEA effi-
ciency as the proxy for the management quality and other CAMELS-ratings related vari-
ables were used. 
3. Discussion  
We reviewed 24 papers that in the artificial intelligence and machine-learning re-
search areas, and 41 papers that used regression models and discriminant analyses to as-
sess bank failures—a total of 65 papers. Though regression models formed close to 50% of 
the papers on bank failures after the global financial crisis (GFC), the recent trend seems 
to be to use machine-learning techniques for prediction of bank distress. The accuracy rate 
of machine-learning models as reported above is 95% generally. Almost half of the ma-
chine-learning papers used U.S. bank data. The other half was scattered throughout a few 
European countries. The use of artificial intelligence and machine-learning approaches 
requires solid skills in these areas, and few banks and regulators may have the necessary 
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expertise. The statistical techniques, on the other hand, are commonly used, and data are 
easily available to the banks. In addition, from a cost perspective, data and other associ-
ated costs are much higher if artificial intelligence or machine-learning techniques are to 
be used (Incze 2019). Overall, more research is required using banking data, regulation, 
macroeconomic conditions, and market structure in non-U.S countries. Research on Asia 
Pacific countries is woefully lacking, barring one paper that used Indian bank data.  
However, we do not know whether regulatory agencies have adopted these models 
in practice or whether the banks, in their own interest, use these models to assess their 
vulnerability periodically. Future studies may consider a survey of banks to find which 
techniques are being used in practice, and if not, why they are not being used. Similarly, 
a survey of regulatory agencies could also be conducted. Only a few papers have per-
formed a comparative study of regression models and machine-learning techniques, and 
these found that machine-learning models performed better in predicting bank distress.  
Furthermore, papers are overwhelmingly based on U.S. data. However, the regula-
tory set-up and banking laws in other countries of the world may not be similar to those 
in the U.S. Accordingly, there is an inherent bias in the literature. In countries where banks 
are predominantly under public ownership, such as India or China, the conclusions of 
prior studies may not be relevant. Similarly, the macroeconomic environment and market 
structure in these countries would be different, and this fact needs to be taken into con-
sideration. 
It is not surprising to see that corporate bankruptcy prediction models have been 
intensively developed and studied. Researchers found each method had its pros and cons. 
For example, for the recent trend of the application of neural networks, Olson et al. (2012) 
argued that decision trees can be just as accurate, and provide the transparency and trans-
portability that neural networks are often criticized for. Further, the breadth and depth of 
the recent financial crisis indicates that these methods must improve if they are to serve 
as a useful tool for regulators and managers of financial institutions (Carmona et al. 2019). 
While research on bankruptcy in the banking sector has been well developed, studies on 
other financial institutions are rather sparse, such as those on fund management, insur-
ance companies, etc.  
The majority stream of research predicting bank failures focuses on the determinant 
factors or leading indicators, such as accounting and financial ratios, macroeconomic data, 
and regulation. A small set of studies applied a different dataset, but aligned with banking 
activities in bank failures during the financial crisis. In light of the ongoing FinTech ad-
vancement, it would be beneficial to conduct further studies on the different risks faced 
by large banks, such as trading risk (off-balance-sheet items), or currency risk or crises 
(Kaminsky and Reinhart 1999). These authors pointed out that not much attention has 
been paid to the interaction between banking and currency problems, neither in the older 
literature nor in the new models of self-fulfilling crises, or technological risk, which would 
be a logical extension of bank early-warning-sign literature. 
4. Conclusions  
The paper provided a synthesis of post-GFC studies on bank failures. A total of 39 
studies published in reputed journals were compared. The emerging trend was towards 
the use of machine-learning techniques, although currently, regression-model-based stud-
ies dominate. The directions for future research have also been identified. 
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