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In this paper we address the one-dimensional problem of stochastic renewal in different damping
environments. An ensemble of particles with some specified initial distribution in phase space are
allowed to evolve stochastically till a certain instant of time (say τ), when a restoring force is applied
to bring them back to some point in configuration space. The physical quantities of interest that
have been studied are the survival probability and the first passage distribution for return to the
specified target point. We observe nontrivial dependence of these quantities on τ as well as on the
width of the initial distribution, which has been taken to be Gaussian in position and velocity.
PACS numbers:
INTRODUCTION
Ever since Einstein [1] initiated the study of stochastic
processes through his seminal paper on Brownian motion,
studies relating to the effects of randomness in physi-
cal systems have evolved astronomically [2–5]. A ba-
sic paradigm for studying stochastic processes involves
the specification of some initial distribution (or concen-
tration) of an ensemble of particles, and then studying
how this distribution evolves according to some dynam-
ical equation, appropriate for the situation under con-
sideration. Even if one is not concerned with quan-
tum effects, wide variations in situations are encountered
on taking into account the different degrees of damping
offered by the environment [6, 7]. The importance of
the fluctuation-dissipation relation that addresses the in-
terplay of damping and random forcing can hardly be
overemphasized in this context [8–10]. This paper ad-
dresses, in the afore-mentioned lines, the dynamics of
stochastic processes that involve two distinct but inter-
connected stages, distinguished by the presence or ab-
sence of some confining potential.
We pose the problem in this way: a particle of mass
m starts evolving stochastically from a starting point
specified by some initial probability distribution. In this
process it behaves like a free Brownian particle moving
through a thermal bath with damping and random forc-
ing complementing each other. After a certain instant
of time, called the resetting time (prescribed by the ob-
server), a harmonic trap is suddenly set up, so that, under
the action of the harmonic force, the particle is dragged
back to some target point (say, the origin). Therefore, the
entire journey of the particle is temporally divided into
two distinct phases, one in which the motion is purely
stochastic (through a thermal bath with either low or
heavy damping), and the other where the motion is dic-
tated by the potential. There can be three possible sit-
uations (in this second phase of the motion) by which
the particle can come back: first, the particle is brought
back deterministically by the potential, i.e., the stochas-
tic bath is not involved in this part of the process and
hence the governing equation for probability evolution is
a pure Liouville equation with random initial conditions;
second, the particle is brought back in a weak-damping
environment, and hence in this case both the phases of
the motion are governed by Kramers type equations; and
third, the resetting is done in a heavy-damping environ-
ment, in which the inertial term in the corresponding
Langevin equation is dropped (thus leading to Smolu-
chowski equation) and the probability evolves according
to a Fokker-Planck equation in configuration space only.
We take up each of these three cases (though not in the
aforementioned order) one by one, in the following three
sections.
In recent years, stochastic resetting of random searchers
have attracted the interest of some respected groups of
statistical physics [11, 12]. This field, whose mathe-
matical foundations lie in renewal theory of probability,
are useful in studying a variety of physical situations in
physics, chemistry and other natural sciences [13, 14].
These problems have mostly focussed on finding the opti-
mal returning or resetting rates of random searchers that
have set out from some point in real space, to search
something, until they are reset to their original start-
ing point, or some other point. This arena of stochas-
tic processes is rich in its own right as it connects and
addresses many real world situations, and hence, com-
prehensive studies including extensions to higher dimen-
sions have also been done [15]. Our interest in this paper
is not to address the subject of stochastic resetting di-
rectly. However, a close examination of what has been
just said reveals, that this resetting process actually in-
volves two consecutive steps: one, the searcher goes out
to search, and two, the searcher is drawn back to the
starting point. Usually, the dynamics of the second phase
does not find much importance or relevance in the afore-
mentioned studies on stochastic resetting. In this work,
we make an equation-of-motion approach to such two-
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2step processes in different damping environments, thus
incorporating a definite force which actually brings the
searcher back to its starting point during what we call
the second phase of the dynamics.
A small note on nomenclature: When we name a pro-
cess as a “Kramers-Liouville process”, we mean that
the first phase of the motion is governed by Kramers
equation while the second phase is governed by Liou-
ville equation. On the other hand, a “pure Kramers pro-
cess” would imply that both the phases of the motion
are governed by Kramers-type equations, albeit of dif-
ferent structures. Similarly, a “pure Smoluchowski pro-
cess” means that both the phases are governed by Smolu-
chowski type equations.
I. THE HEAVY DAMPING CASE: A PURE
SMOLUCHOWSKI PROCESS
We begin with the simplest of the three cases, viz., the
two-step process taking place in a heavy damping envi-
ronment. We start out with an initial Gaussian distribu-
tion of the particles in configuration space, given by
P1(x, t = 0) =
1
σ
√
2pi
exp
(
− x
2
2σ2
)
(1.1)
where, σ represents the half-width of the initial Gaussian
distribution. The subscript 1 of P1 symbolizes that we
are in the 1st phase of the motion, a pure diffusive phase
governed by the equation
∂P1
∂t
= G
∂2P1
∂x2
(1.2)
G =
kBT
mγ
. (1.3)
The structure of the diffusion constant G is easily ex-
plained from the Langevin equations with heavy damping
(i.e., γ large) which can be written as
x˙ = v
v˙ = −γv + ξ(t)
⇒ x˙ = 1
γ
ξ(t) (1.4)
where, in the last step we have dropped the inertial term
(i.e., x¨), as a consequence of heavy damping. Here ξ(t)
is the fluctuating force coming from the thermal bath,
and is identified by the average 〈ξ(t)〉 = 0 and the two-
time Markovian correlation 〈ξ(t)ξ(t′)〉 = 2kBTγm δ(t − t′).
The last line of Eq.(1.4) directly leads to the diffusion
equation (1.3). The standard process of solving the dif-
fusion equation with given initial distribution is through
the method of Fourier transformation. Introducing the
Fourier transfrom of P1(x, t) as P˜1(k, t) we write
P1(x, t) =
1√
2pi
∫ ∞
−∞
dkP˜1(k, t)e
ikx (1.5)
which when placed back in Eq.(1.2) leads to the solution
P˜1(k, t) = P˜1(k, 0)e
−Gk2t (1.6)
where
P˜1(k, 0) =
1√
2pi
exp
(
−1
2
σ2k2
)
. (1.7)
Incorporating Eqs.(1.6) and (1.7) in Eq.(1.5) we finally
get the distribution function for the first phase of the
motion as
P1(x, t) =
1√
pi(2σ2 + 4Gt)
exp
(
− x
2
2σ2 + 4Gt
)
. (1.8)
It is clear from the structures of eqs.(1.1) and (1.8) that,
with time the distribution flattens out, as a result of pure
diffusion.
The 2nd Phase of the Dynamics: After allowing the par-
ticles to spread for a certain length of time, say t = τ ,
we now suddenly set up a harmonic trap about the ori-
gin. This triggers the second phase of the dynamics,
which is hence governed by a different probability func-
tion P2(x, t) that obeys the Fokker-Planck equation
∂P2
∂t′
=
1
mγ
∂
∂x
{V ′(x)P2}+G∂
2P2
∂x2
(1.9)
where, we have used a new time variable t′, so that
t = τ + t′. For solving this equation, we need an ini-
tial condition. The initial time instant for this second
phase of motion is t = τ . The value of P1(x, t) at t = τ
provides that requisite initial distribution for this phase
of the motion. Thus,
P1(x, τ) = P2(x, 0). (1.10)
Invoking, again, the Fourier transform as
P2(x, t) =
1√
2pi
∫ ∞
−∞
dkP˜2(k, t)e
ikx (1.11)
and using it in Eq.(1.9) we obtain
P˜2(k, t) = P˜2(k, 0) exp
[
−Gk2t′ + iV
′(x)t′
mγ
k +
V ′′(x)t′
mγ
]
(1.12)
3with
P˜2(k, 0) =
1√
2pi
exp
[
−1
2
(
σ2k2 + 2Gτ
)]
. (1.13)
Combining Eqs.(1.11)-(1.13) we get the final expression
for the probability distribution in the second stage of the
dynamics as
P2(x, t
′) =
eV
′′(x)t′/mγ√
pi(2σ2 + 4G(τ + t′))
× exp
−
(
x+ V
′(x)t′
mγ
)2
2σ2 + 4G(τ + t′)
 .
(1.14)
Survival Probability and First Passage Distribution:
With all cards on the table, we now ask the question:
what are the survival probability and the first passage
distribution for particles from within a prescribed region
(say, from −a < x < a) to return to the origin (which is
the centre of the harmonic trap suddenly established at
time t = τ)? In this work, we are not considering the
existence of any absorbing barrier anywhere; it is just the
time of first reaching the origin that concerns us here.
The standard prescription of finding the first-passage
(or first-reaching) distribution is to evaluate the survival
probability first, followed by taking the negative of the
time-derivative of the survival probability. The survival
probability, S(t′), for particles confined within the region
−a < x < a is given by
S(t′) =
∫ a
−a
dxP2(x, t
′) (1.15)
and the first passage distribution T (t′) is given by
T (t′) = −∂S(t
′)
∂t′
. (1.16)
The integration for the survival probability has been done
from −a to +a to imply that this is basically a sum of two
different integrals: one from −a→ 0 and the other from
a → 0. Had we begun with an initial δ-function dis-
tribution (as is commonly done for diffusion problems)
about some point, say x = x0 > 0, then the integral
for survival probability (and hence first passage distri-
bution) between the limits −a → 0 would have been re-
dundant, because the particles could go to the negative
side of the x-axis only after crossing the origin at least
once. But since we are beginning with an initial sym-
metric (Gaussian) distribution in space, the integral for
survival probability has to cater to both sides of the ori-
gin. The expressions are formidably large and hence have
been listed in the Appendix. We give the plots in Figs.1
to 4. In Fig.1 the normalized survival probability distri-
bution S(t′) has been plotted against time t′ for three
different values of the resetting time τ , while in Fig.2 the
same has been plotted for three different values of the
initial half-width of space distribution σ. In Figs. 3 and
4, the plots of the first passage distribution have been
given for different values of τ and σ respectively. In all
these figures, the mass (m) and the frequency (ω) have
been kept at unity, while the (heavy) damping constant
has been chosen as γ = 50, so that the heavy-damping
approximation (i.e., the time-scale defined by the recipro-
cal of γ is much smaller relative to the other time scales,
viz., τ and t′) works reliably well upto a time duration
t = τ + t′ = 5 + 10, as is seen in the plots of Figs. 1 to
4. The integration limits of Eq.(1.15) have been fixed at
a = ±1.
  
 
τ=5 
τ=0.1 
τ=1 
FIG. 1: Survival probability for three different values of τ .
Here σ = 0.5.
 
σ=0.5 
σ=0.3 
σ=0.1 
FIG. 2: Survival probability for three different values of σ.
Here τ = 5.
4 
τ=5 
τ=1 
τ=0.1 
FIG. 3: First passage distribution for three different values of
τ with σ = 0.5
 
σ=0.5 
σ=0.1 
σ=0.3 
FIG. 4: First passage distribution for three different values of
σ with τ = 5.
We note that a greater value of τ or a greater value of σ
are in a sense synonymous, because both imply a wider
distribution at the beginning of the second phase of the
dynamics: the former means that the distribution has
been allowed to spread more by delaying the resetting
order, and the latter implies that we have started out
with a wider distribution. In both cases the survival
probability decreases with increasing values of these pa-
rameters. This means that within a given domain, say
−1 ≤ a ≤ 1, more spreading of the distribution takes the
particles outside this domain thus reducing the survival
probability within this domain.
II. DETERMINISTIC RETURN: A
KRAMERS-LIOUVILLE PROCESS
We now formulate the same problem in a more compli-
cated set-up where the velocity gets involved as a result
of low damping. In the first phase of the dynamics, there
is a free stochastic evolution governed by the Kramers
equation. On the contrary, in the second phase, there is
no thermal bath and the motion under the harmonic po-
tential is purely deterministic and therefore governed by
Liouville equation, as explained in the introduction. It
should be clear that, the deterministic phase of the pro-
cess has a randomness (both in position as well as veloc-
ity) built into it right at the point of its commencement,
which is decided by the resetting time. If the resetting
order is given at time t = τ , then the Langevin equations
for this combination of processes can be written as
x˙ = v (2.1)
v˙ =
[
−V
′(x)
m
]
.Θ(t− τ) + [ξ(t)− γv].Θ(τ − t)(2.2)
where, m is the mass of the particle, V (x) is the re-
setting potential (which we shall take to be harmonic
in course of our calculations) and γ is the damping
(from a thermal bath) that the particle suffers during
the stochastic phase of its motion under the action of
the Gaussian white noise ξ(t) characterized by its mean
as 〈ξ(t)〉 = 0 and by its two-time correlation function as
〈ξ(t)ξ(t′)〉 = 2γkBTm δ(t − t′), where T denotes the tem-
perature of the thermal bath through which the Brown-
ian particle moves during the stochastic phase of its mo-
tion, kB being the Boltzmann constant. The Θ-functions
(or heaviside functions) carry their usual meanings, viz.,
Θ(z) = 1 for z ≥ 0, and Θ(z) = 0 otherwise. The appear-
ances of these functions make it clear that the dynamics
is governed by the potential term only after the resetting
order is given at t = τ . A probabilistic description of this
process can also be formulated by writing down a Fokker-
Planck equation from the above Langevin equations. In
the first term on the right hand side of Eq.(2.2), writing
Θ(t − τ) = 1 − Θ(τ − t), the equation for the evolution
of probability function P ≡ P (x, v, t) in phase space can
be written down directly as
∂P
∂t
= − ∂
∂x
(vP )− ∂
∂v
[{
−V
′(x)
m
+
V ′(x)
m
.Θ(τ − t)
− γvΘ(τ − t)}P ] + Θ(τ − t)γkBT
m
∂2P
∂v2
. (2.3)
This is a Kramers equation that can be split up into two
separate equations valid for the two different temporal
regimes. For t < τ , we have the Krammers’ equation for
a free Brownian particle as
∂Ps
∂t
= − ∂
∂x
(vPs) + γ
∂
∂v
(vPs) +
γkBT
m
∂2Ps
∂v2
(2.4)
and for t > τ , we have a pure Liouville equation for the
probabilistic evolution of a particle under the action of a
potential V (x) as
5∂Pd
∂t
= −v ∂Pd
∂x
+
V ′(x)
m
∂Pd
∂v
. (2.5)
The subscripts “s” and “d” denote the terms “stochastic”
and “deterministic” respectively.
We again do our calculations by assigning an initial prob-
ability distribution in phase space, which is Gaussian in
both space and velocity coordinates. Thus,
Ps(x, v, 0) =
1
2piσ
√
m
kBT
exp
(
− mv
2
2kBT
)
exp
(
− x
2
2σ2
)
(2.6)
where, the velocity part is a Maxwellian distribution, and
the spatial part, as before, has a half-width σ, while the
overall constant factor sitting in front ensures that the
full phase-space distribution is normalized at t = 0. In-
troducing, this time, a two-variable Fourier transform of
the probability distribution as
Ps(x, v, t) =
(
1√
2pi
)2 ∫ ∞
−∞
∫ ∞
−∞
dxdvP˜s(k, u, t)e
i(kx+uv)
(2.7)
in Eq.(2.4) above, we have the differential equation in
fourier space as
∂P˜s
∂t
= (−ikv + iγuv + γ − Γu2)P˜s (2.8)
where P˜s has to be understood as P˜s(k, u, t) (as opposed
to Ps ≡ Ps(x, v, t)) and the constant Γ = γkBT/m. The
solution of Eq.(2.8) is easily obtained as
P˜s(k, u, t) = P˜s(k, u, 0)e
(−ikv+iγuv+γ−Γu2)t (2.9)
where
P˜s(k, u, 0) =
1
2pi
exp
(
−σ
2k2
2
− Γ
2γ
u2
)
. (2.10)
Putting Eqs.(2.9) and (2.10) back in Eq.(2.7), we obtain,
after some straight-forward algebra involving Gaussian
integrations,
Ps(x, v, t) =
1
2
√
2piσ
eγt√
Γ(t+ 12γ )
× exp
[
− (x− vt)
2
2σ2
− (1 + γt)v
2
4Γ(t+ 12γ )
]
.(2.11)
We now make the weak-damping approximation. This
means, that for any time t ≤ τ (where τ is the time
instant when the resetting order is suddenly given), we
have γt << 1. For the stochastic part of the motion
we have t < τ , and hence, in Eq.(2.11) we shall retain
only terms linear in γt. Thus, expanding the terms like
(t+ 1/2γ)−1/2, (t+ 1/2γ)−1 and eγt in powers of γt and
retaining only the linear terms we have
Ps(x, v, t) =
1
2piσ
√
γ
Γ
exp
[
− (x− vt)
2
2σ2
− γ
2Γ
v2
]
.(2.12)
It is interesting to note from Eqs.(2.6) and (2.12) that,
in this weak damping regime, the exponential part of the
phase-space probability distribution retains its Gaussian
structure, with the variable x replaced by (x− vt). The
long time dynamics is dictated by the −t2 term sitting
in the exponential, thus ensuring that this probability
function never diverges.
The Second Phase with Deterministic Return: We now
move to the second part of the motion. The governing
equation for this part is Eq.(2.5) with the initial condi-
tion provided by the condition
Pd(x, v, 0) = Ps(x, v, τ) (2.13)
where, for this particular process, in the second phase
of the motion there are no damping and noise terms to
complement each other. A harmonic potential V (x) =
1
2mω
2x2 is suddenly set up at t = τ , so that for t > τ , the
probability evolution equation is the Liouville equation,
given in Eq.(2.5), viz.,
∂Pd
∂t′
= −v ∂Pd
∂x
+
V ′(x)
m
∂Pd
∂v
. (2.14)
written in terms of the new time variable t′ such that t =
τ corresponds to the instant t′ = 0. Again, introducing
the Fourier transform P˜d(k, u, t
′) as
Pd(x, v, t
′) =
1
2pi
∫ ∞
−∞
∫ ∞
−∞
dkduP˜d(k, u, t
′)ei(kx+uv)
(2.15)
we have,
P˜d(k, u, t
′) = P˜d(k, u, 0) exp
[(
−ikv + iV
′(x)
m
u
)
t′
]
.
(2.16)
Since Eq.(2.13) holds for the respective Fourier trans-
forms as well, i.e.,
P˜s(k, u, τ) = P˜d(k, u, 0) (2.17)
we have from Eq.(2.12),
6P˜s(k, u, τ) =
1
4pi2σ
√
γ
Γ
∫ ∞
−∞
∫ ∞
−∞
dxdv
× exp
[
−
(
x2
2σ2
− xvτ
σ2
+ ikx
)
−
(
τ2
2σ2
v2 +
γ
2Γ
v2 + iuv
)]
(2.18)
where, the terms in the exponential are grouped in
this order, to facilitate the integration. Doing the x-
integration first, with the terms in the first pair of paren-
theses and treating v as a constant for this integration,
and then doing the v-integration we get
P˜s(k, u, τ) =
1
2pi
exp
[
− Γ
2γ
(u+ kτ)2 − σ
2k2
2
]
= P˜d(k, u, 0). (2.19)
Combining Eqs.(2.16)-(2.19) with Eq.(2.15) we get
Pd(x, v, t
′) =
1
4pi2
∫ ∞
−∞
∫ ∞
−∞
dkdu
× exp
[
− Γ
2γ
u2 − Γkτ
γ
u+
iV ′(x)t′
m
u+ ivu
− σ
2
2
k2 − Γτ
2
2γ
k2 − ivt′k + ixk
]
. (2.20)
Doing the u-integration first with the terms in the second
line of the above equation, followed by the k-integration
with the remaining terms, we are led to the final expres-
sion for the probability distribution for this second phase
of the dynamics as
Pd(x, v, t
′) =
1
2piσ
√
γ
Γ
exp
[
− 1
2σ2
{x− v(τ + t′)
− V
′(x)
m
τt′
}2
− γ
2Γ
{
v +
V ′(x)
m
t′
}2]
.
(2.21)
A quick comparison of Eqs.(2.12) and (2.21) reveals that
if the potential term V ′(x) is switched off, then the later
reduces to the former with t = τ + t′. The influence of
the parameter τ on the final form of the distribution is
clear from the product term V
′(x)
m τt
′: the distribution
becomes more flattened out for a larger τ , which means
that a delay in giving the resetting order allows the par-
ticles to spread more, thus in turn affecting the survival
probability and the first passage distribution, which we
now calculate.
Survival Probability and First Passage Distribution: We
again ask the question: what is the first passage distri-
bution for particles from within a prescribed region (say,
from −a < x < a and, this time, with all possible veloc-
ities) to return to the origin (which is the centre of the
harmonic trap suddenly established at time t = τ)? The
survival probability S(t′) evaluates to
S(t′) =
∫ a
−a
dx
∫ ∞
−∞
dvPd(x, v, t
′). (2.22)
The v-integration is a simple Gaussian, followed by the
x-integration which yields an error function. Differen-
tiating that with respect to t′ the first passage distri-
bution T (t′) = −∂S(t′)∂t′ is obtained, the expression for
which along with that of the survival probability have
been listed in the Appendix.
 
τ=0.5 
τ=0.1 
τ=0.01 
FIG. 5: Survival probability for three different values of τ ,
with σ = 0.5
 
σ=0.8 
σ=0.5 
σ=0.1 
FIG. 6: Survival probability for three different values of σ
with τ = 0.1.
The plots of the normalized survival probability and the
first passage distribution are given in Figs.5 to 8 for dif-
ferent values of τ and σ. We note that, for a fixed t′
the value of the function S(t′) is lesser for higher τ . A
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τ=0.5 
τ=0.1 
τ=0.01 
FIG. 7: First passage distribution for three different values of
τ with σ = 0.5
 
σ=0.8 
σ=0.5 
σ=0.1 
FIG. 8: First passage distribution for three different values of
σ with τ = 0.1.
higher value of τ means that in the stochastic phase of
the motion, the distribution has been allowed to spread
significantly from its initially assigned shape. Therefore,
on giving the resetting order at a higher τ , the possibil-
ity of return is much weakened due to greater spread.
The decay of the first passage distribution with t′ is also
similarly explained. As before, the constants m and ω
have been kept at unity. For weak damping, the damp-
ing constant has been chosen as γ = 0.1, such that the
reciprocal of γ describes a time-scale sufficiently large
in comparison to the observational time-scale (which is
roughly t = τ + t′ = 0.5 + 1), within which the plots give
physically relevant results.
III. THE LOW DAMPING CASE: A PURE
KRAMERS PROCESS
This process, as the name implies, takes place in a low
damping environment throughout. The essential proce-
dure remaining same, we state the main results in this
Section. Equations for both the phases of the motion
are governed by Kramers equation, the only difference
being that, in the first phase, there is no potential while
in the beginning of the second phase the harmonic po-
tential is suddenly set-up. Operationally, the dynamics
of the first phase is the same as the first phase of the
Kramers-Liouville process described in the previous sec-
tion. Thus the governing equation for the first phase
is just Eq.(2.4), the solution of which in the low damp-
ing approximation is given by Eq.(2.12). For the second
phase, the governing equation is
∂Pd
∂t
= −v ∂Pd
∂x
+ γ
∂
∂v
(vPd)
+
V ′(x)
m
∂Pd
∂v
+ Γ
∂2Pd
∂v2
(3.1)
where, we have maintained the nomenclature of the pre-
vious section, although in this process both the phases are
stochastic in nature. Applying the matching condition of
Eq.(2.13) and invoking the same Fourier transformation
as given by Eq.(2.15) we arrive at the integral
Pd(x, v, t
′) =
eγt
′
4pi2
∫ ∞
−∞
∫ ∞
−∞
dkdu
× exp
[
−1
2
σ2k2 − Γ
2γ
(u+ kτ)2 − ikvt′
+ iγuvt′ − Γu2t′ + ikx+ iuv + iV
′(x)t′
m
u
]
.
(3.2)
 
τ=0.5 
τ=0.1 
τ=0.01 
FIG. 9: Survival probability for three different values of τ .
Performing the u-integration followed by the k-
integration we finally arrive at the final expression for
the phase space probability distribution Pd(x, v, t
′) as
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σ=0.8 
σ=0.5 
σ=0.1 
FIG. 10: Survival probability for three different values of σ.
 
τ=0.5 
τ=0.1 
τ=0.01 
FIG. 11: First passage distribution for three different values
of τ .
 
σ=0.8 
σ=0.5 
σ=0.1 
FIG. 12: First passage distribution for three different values
of σ.
Pd(x, v, t
′) =
eγt
′
4pi
√
1
ZA(t′)
exp
[
−B
2(t′)
A(t′)
− 1
Z
{
(x− vt′)− 2ΓτB(t
′)
γA(t′)
}2]
(3.3)
where,
A(t′) = 4Γ
(
t′ +
1
2γ
)
(3.4)
B(t′) = v(1 + γt′) + V ′(x)t′ (3.5)
Z = 4
[
σ2
2
+
Γ
2γ
(
1− 2Γ
γA(t′)
)]
. (3.6)
The plots of the normalized probability distribution and
the first passage distribution are given for different values
of τ and σ, as before [see Figs.9, 10, 11 and 12]. In this
set, we have kept the value of the low damping coefficient
at γ = 0.01. As we see, the basic patterns of variations
for the graphs remain unaltered. As τ → 0, the survival
probability approaches 1, as is evident from the fact that
if the distribution is not allowed to evolve at all, then
one should find the particles within the prescribed do-
main with almost complete certainty. The hump seen in
the behaviour of the first passage distribution is a charac-
teristic of the low-damping scenario, as was noticed with
the graphs of the Kramers-Liouville process also. With
decreasing τ or decreasing σ, the duration and impor-
tance of the first phase of the dynamics shrinks to zero,
vindicated by the fact that, the starting point of the first
passage distribution lowers towards the origin, which is
observed for standard one-step Brownian motion prob-
lems.
Summary: In this paper we have studied the dynamics
of stochastic processes that occur in two interconnected
stages. The demarcation between the stages is char-
acterized by a sudden setting up of a harmonic poten-
tial. Starting from a Gaussian probability distribution in
phase space (or configuration space), particles start dif-
fusing under the action of damping and stochastic forces
till a certain time instant, called the resetting time, when
a potential is set up about the origin to bring the parti-
cles back to the origin. We have calculated the survival
probabilities and first passage distributions for particles
from within a certain domain to return to the origin, un-
der various damping environments. Familiar examples of
such two-step processes are provided by recent studies on
stochastic resetting problems, mostly aimed at studying
the optimal returning rates of random searchers. Our an-
gle of approach in this paper, however, is completely dif-
ferent and aims at studying the dynamics of both stages
of the motion from an equation-of-motion point of view.
9APPENDIX
In this Appendix we enlist the expressions for the survival
probabilities (given by S(t′)) and first passage distribu-
tions (given by T (t′)) for the three cases considered. In
these expressions we have put m = 1.
For Heavy Damping: Pure Smoluchowski process
S(t′) =
γeh(0,t
′)/γ
h(γ, t′)
.Erf
[
h(γ, t′)
γ
√
2f(t′)
]
(A.1)
and
T (t′) =
2γ√
pih(γ, t′)
exp
[
h(0, t′)
γ
− h
2(γ, t′)
2a2f(t′)
]
×
[
ω2
γ
√
2f(t′)
− Gh(γ, t
′)
γ
√
2[h(γ, t′)]3/2
]
+
ω2eh(0,t
′)/γ
h(γ, t′)
(
1− γ
h(γ, t′)
)
× Erf
[
h(γ, t′)
γ
√
2f(t′)
]
(A.2)
where
f(t′) = σ2 + 2G(τ + t′),
h(γ, t′) = γ + ω2t′.
For Low Damping: Kramers-Liouville process
S(t′) =
1
q(t′)
Erf
[√
γq(t′)√
2p(t′)
]
(A.3)
and
T (t′) =
2√
piq(t′)
exp
(
−γq
2(t′)
2p(t′)
)
×
[√
2Γ(τ + t′)q(t′)√
2[p(t′)]3/2
−
√
2γω2t′√
p(t′)
]
+
2ω2t′
[q(t′)]2
Erf
[√
γq(t′)√
2p(t′)
]
(A.4)
where
p(t′) = γσ2 + Γ(τ + t′)2
q(t′) = 1 + ω2t′2
For Low Damping: Pure Kramers process
S(t′) =
eγt
′
w(t′)
.Erf
[
γw(t′)
√
y(t′)√
u(t′)
]
(A.5)
and
T (t′) = − 2√
piw(t′)
exp
[
γt′ − γ
2w2(t′)y(t′)
u(t′)
]
×
[
γ(2v(t′)− γ)√y(t′)√
u(t′)
− s(t
′)
2u3/2(t′)
]
−
[
(2v(t′)− γ)eγt′
w2(t′)
− γe
γt′
w(t′)
]
× Erf
[
γw(t′)
√
y(t′)√
u(t′)
]
. (A.6)
where
y(t′) = 2Γ
(
1
γ
+ 2t′
)
z(t′) = 4
[
σ2
2
+
(
Γ
2γ
− Γ
2
γ2
y(t′)
)
τ2
]
u(t′) = 2Γτ [(1 + γt′) + γt′y]2
+ γ2(1 + γt′)2.y(t′).z(t′)
v(t′) = γ + ω2t′
w(t′) = 1 + v(t′).t′
s(t′) = γw(t′)
√
y(t′). [2γ(2Γτ + y(t′)) {2Γτ(1 + γt′)
+ γy(t′)t′}+ 2γ3(1 + γt′)y(t′)z(t′)] .
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