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Adyacencia: Enfocado desde el punto de vista de las redes, este término se 
encuentra asociado a la relación formada entre enrutadores vecinos seleccionados 
y nodos finales, con el propósito de intercambiar información de enrutamiento. La 
adyacencia se basa en el uso de un segmento del medio en común. 
 
Área: El concepto de área hace referencia a el conjunto lógico de segmentos de red 
(CLNS-, DECnet- o Basado en OSPF) y sus dispositivos adjuntos. Las áreas se 
interconectan a otras a través de enrutadores, este proceso permite formar un único 
sistema autónomo. 
 
Distancia Administrativa: ésta hace referencia al valor empleado en los routers para 
seleccionar la mejor trayectoria cuando se presentan dos o más rutas diferentes 
hacia un mismo destino desde dos protocolos de ruteo distintos. 
 
EIGRP: Enhanced Interior Gateway Routing Protocol, es un protocolo de 
enrutamiento desarrollado por Cisco Systems, empleado en procesos de 
distribución de información de ruteo dentro de un solo sistema autónomo. Éste 
protocolo es de tipo IGP (Internal Gateway Protocol) y emplea una tecnología de 
vector distancia.   
 
OSPF: Open Shortest Path First es un protocolo de enrutamiento definido en RFC 
2328. Este protocolo es de tipo IGP (Internal Gateway Protocol) y se emplea en 
procesos de distribución de información de ruteo dentro de un solo sistema 
autónomo.  
 
Ping: hace referencia a una utilidad de diagnóstico empleada para comprobar el 
estado de la comunicación entre un host local con respecto a hosts remotos. Esta 
utilidad se vale del envió de paquetes ICMP de solicitud y respuesta.  
 
Router: se define como Router a aquel dispositivo destinado a recibir y enviar datos 
a través de redes informáticas 
 
Sistema autónomo: Un sistema autónomo se puede definir como una colección de 
redes que se encuentran dispuestas bajo una administración en común. Este 
sistema comparte una estrategia de enrutamiento equivalente. Los sistemas 







Este informe presenta la implementación de dos escenarios de red enfocados a 
entornos corporativos. En el primer escenario se muestra la estructuración de una 
red compuesta por cinco enrutadores, los cuales son divididos en dos áreas, para 
aplicar dos diferentes protocolos de enrutamiento y así ejecutar el sistema de 
redistribución de redes. El segundo escenario plantea la creación de una red 
compuesta por cuatro conmutadores a los que se les configura la funcionalidad de 
etherchannel para proporcionar un mayor ancho de banda y además se les define 
el protocolo de administración y configuración VTP.  
 
En el primer y segundo escenario se aplica los conocimientos de electrónica de 
comunicaciones, asociado a la configuración de parámetros básicos de dispositivos 
de enrutamiento y configuración de protocolos de enrutamiento avanzado. 
 
El desarrollo de éstos escenarios tiene como propósito, evidenciar la apropiación de 
conceptos y técnicas de configuración expuestas en el diplomado de profundización 
CISCO CCNP. 
 

























This report presents the implementation of two network scenarios focused on 
corporate environments. The first scenario shows the structuring of a network made 
up of five routers, which are divided into two areas, to apply two different routing 
protocols and thus execute the network redistribution system. The second scenario 
proposes the creation of a network composed of four switches to which the 
etherchannel functionality is configured to provide greater bandwidth and also the 
VTP configuration and management protocol is defined. 
 
In the first and second scenarios, knowledge of communications electronics is 
applied, associated with the configuration of basic parameters of routing devices and 
configuration of advanced routing protocols. 
 
The purpose of developing these scenarios is to demonstrate the appropriation of 
concepts and configuration techniques exposed in the CISCO CCNP deepening 
diploma. 
 



























La distribución del tráfico en redes Corporativas y PYMES, actualmente requiere la 
estructuración de sistemas de enrutamiento y conmutación, ágiles y dinámicos, 
capaces de soportar la carga generada por la red. Debido a la creciente necesidad 
de sistemas de comunicación, CISCO Systems ha desarrollado equipos y sistemas 
capaces de brindar una completa cobertura a servicios de capa 2 y 3 del modelo 
OSI; además, ha fomentado la capacitación en redes mediante su academia Cisco 
Networking Academy, promoviendo certificaciones como CCNA y CCNP, que 
forman profesionales capaces de gestionar e implementar prácticas eficientes de 
Routing y Switching.  
 
Mediante el proyecto de estructuración de escenarios de redes corporativas se 
desea abordar de forma práctica los conceptos y técnicas, aprendidas durante el 
proceso de formación del curso Cisco CCNP. Respecto al desarrollo de las 
habilidades de enrutamiento y conmutación, se ha propuesto implementar técnicas 
y tecnologías avanzadas que permitan obtener un mejor rendimiento y funcionalidad 
de los equipos de red.  
 
En el primer escenario se propone realizar una integración de redes mediante el uso 
de equipos de enrutamiento de borde. Este sistema permitirá unir dos redes que 
emplean diferentes protocolos de enrutamiento mediante el servicio de 
redistribución de redes; En consecuencia, este sistema garantizará el envió y 
recepción de tráfico entre las redes.  
 
El segundo escenario conformado por dispositivos de conmutación, propone aplicar 
el protocolo de configuración y administración de VLAN’S VTP, en sus versiones 2 
y 3, Esto con el objetivo de establecer un sistema de gestión de equipos centralizado 
que permita optimizar los procesos de administración. Por otro lado, en la red de 
conmutación se formula la aplicación de la tecnóloga etherchannel, con la intención 
















Figura 1. Escenario 1 “OSPF & EIGRP”  
 
i. Aplique las configuraciones iniciales y los protocolos de enrutamiento para 
los routers R1, R2, R3, R4 y R5 según el diagrama. No asigne passwords en 
los routers. Configurar las interfaces con las direcciones que se muestran en 
la topología de red. 
 
A continuación, se procede a implementar la topología del primer escenario 
en un entorno de simulación. Para este caso se empleará el software GNS3, 






Figura 2. Topología primer escenario en GNS3   
 
 
Figura 3. Versión de IOS Cisco 
 
A continuación, se procede a realizar las configuraciones respectivas en cada 
uno de los hosts. En éste paso se configurará el nombre de host correspondiente 









CONFIGURACIÓN ROUTER – 1. 
 
En el Router 1, se debe  acceder al modo de configuración global; Una vez dentro 
de esta sección, se procede a ingresar el comando hostname para realizar el 
cambio de nombre de host. En este caso se ha nombrado el Router como 
“ROUTER-1”.   
 
R1#conf ter 
Enter configuration commands, one per line.  End with CNTL/Z. 
R1(config)#hostname ROUTER-1 
 
Una vez configurado el nombre de host, se procede a ingresar a la línea de 
consola 0, en donde se emite el comando logging synchronous, para evitar la 
aparición abrupta de mensajes logging.  
 




Continuando con el proceso de configuración, se ingresa a la interfaz serial S3/0. 
Allí se añade una descripción mediante el comando description, luego de lo 
cual se procede a configurar la dirección IP y mascara de sub-red de acuerdo al 
direccionamiento presentado en el escenario. Debido a que el Router 1 es DCE, 
se debe efectuar la configuración de velocidad de reloj mediante el comando 
clock rate, para este caso se empleará una velocidad de reloj de 128000. Por 
último, se debe cambiar el estado de la interfaz a activa mediante el comando 
no shutdown.  
 
ROUTER-1(config)#int s3/0 
ROUTER-1(config-if)#description R1 --> R2 
ROUTER-1(config-if)#ip address 10.113.12.1 255.255.255.0 




Para efectuar la configuración del protocolo de Routing OSPF, se debe introducir 
el comando router ospf con la ID del proceso. En este caso la ID del proceso 
será el número 1. Una vez establecido el protocolo y la ID de proceso a ser 




router-id; Seguido a esto se debe realizar la vinculación de las redes que 
participaran en el proceso de Routing, mediante el comando network. Luego de 
estar definida la red, esta debe ser integrada a una área mediante el argumento 
area. En este caso el área a emplear estará identificada por el número 5.  
 
ROUTER-1(config)#router ospf 1 
ROUTER-1(config-router)#router-id 1.1.1.1 
ROUTER-1(config-router)#network 10.113.12.0 0.0.0.255 area 5 
ROUTER-1(config-router)#exit 
 
VERIFICACIÓN DE LA CONFIGURACIÓN DEL ROUTER - 1 
 
Una vez configurados estos parámetros se procede a verificar la configuración 
de direccionamiento y activación del protocolo de Routing OSPF, empleando los 
comandos show ip protocols, show running-config | section router ospf y 
show ip interface brief.  
 
 







CONFIGURACIÓN ROUTER – 2 
 
En el Router 2, se procede a ingresar al modo de configuración global. Una vez 
dentro de esta sección se debe ingresar el comando hostname para realizar el 
cambio de nombre de host. En este caso se ha nombrado el Router como 
“ROUTER-2”.   
 
R2#conf ter 
Enter configuration commands, one per line.  End with CNTL/Z. 
R2(config)#hostname ROUTER-2 
 
Se procede a ingresar a la línea de consola 0 en donde se emitirá el comando 
logging synchronous, para evitar la aparición abrupta de mensajes logging.  
 




Posteriormente, se ingresa a la interfaz serial S3/0, allí se añade una descripción 
mediante el comando description. Una vez introducida la descripción de la 
interfaz, se procede a configura la dirección IP y mascara de sub-red de acuerdo 
al direccionamiento presentado en el escenario. Finalmente se cambia el estado 
de la interfaz a activa mediante el comando no shutdown.  
 
ROUTER-2(config)#int s3/0 
ROUTER-2(config-if)#description R2 --> R1 




Luego de configurar la interfaz S3/0, se procede a ingresar a la interfaz serial 
S3/1, allí se añade una descripción mediante el comando description. Una vez 
introducida la descripción de la interfaz, se procede a configurar la dirección IP 
y mascara de sub-red de acuerdo al direccionamiento presentado en el 
escenario. Debido a que la interfaz S3/1 se encuentra asignada como DCE, es 
necesario introducir la configuración de velocidad de reloj, mediante el comando 
clock rate. La velocidad de reloj que se empleará en este caso será de 128000. 
Por último, se realiza el cambio de estado de la interfaz a activa mediante el 






ROUTER-2(config-if)#description R2 --> R3 




Para efectuar la configuración del protocolo de Routing OSPF, se debe introducir 
el comando router ospf con la ID del proceso; En este caso la ID del proceso 
será el número 1, una vez establecido el protocolo y la ID de proceso a usar, se 
debe añadir un identificador de ospf al router mediante el comando router-id. 
Seguido de esto se debe realizar la vinculación de las redes que participaran en 
el proceso de Routing mediante el comando network. Luego de estar definida 
la red debe ser integrada a un área mediante el comando area; En este caso el 
área a emplear estará identificada por el número 5. 
 
ROUTER-2(config)#router ospf 1 
ROUTER-2(config-router)#router-id 2.2.2.2 
ROUTER-2(config-router)#network 10.113.12.0 0.0.0.255 area 5 























VERIFICACIÓN DE LA CONFIGURACIÓN DEL ROUTER - 2 
 
Una vez configurados estos parámetros, se procede a verificar la configuración 
de direccionamiento y activación del protocolo de Routing OSPF, empleando los 
comandos show ip protocols, show running-config | section router ospf y 




















CONFIGURACIÓN ROUTER – 3 
 
En el Router 3, se procede a ingresar al modo de configuración global, una vez 
dentro de esta sección se debe ingresar el comando hostname, para realizar el 




Enter configuration commands, one per line.  End with CNTL/Z. 
R3(config)#hostname ROUTER-3 
 
Se procede a ingresar a la línea de consola 0 en donde se emitirá el comando 
logging synchronous, para evitar la aparición abrupta de mensajes logging.  
 




Posteriormente se ingresa a la interfaz serial S3/1, allí se añade una descripción 
mediante el comando description. Una vez introducida la descripción de la 
interfaz, se procede a configura la dirección IP y mascara de sub-red de acuerdo 
al direccionamiento presentado en el escenario. Debido a que la interfaz S3/1 se 
encuentra asignada como DCE, es necesario introducir la configuración de 
velocidad de reloj mediante el comando clock rate. La velocidad de reloj que se 
empleará en este caso será de 128000. Finalmente se cambia el estado de la 
interfaz a activa mediante el comando no shutdown. 
 
ROUTER-3(config)#int s3/1 
ROUTER-3(config-if)#description R3 --> R2 
ROUTER-3(config-if)#ip address 10.113.13.2 255.255.255.0 




Se ingresa a la interfaz serial S3/2. Allí se añade una descripción mediante el 
comando description.  
 
Se configura la dirección IP y mascara de subred de acuerdo al direccionamiento 





Se cambia el estado de la interfaz a activa mediante el comando no shutdown.  
 
Luego de configurar la interfaz S3/1, se procede a ingresar a la interfaz serial 
S3/2, allí se añade una descripción mediante el comando description. Una vez 
introducida la descripción de la interfaz, se procede a configura la dirección IP y 
mascara de subred de acuerdo al direccionamiento presentado en el escenario. 
Por último, se realiza el cambio de estado de la interfaz a activa mediante el 
comando no shutdown. 
 
ROUTER-3(config)#int s3/2 
ROUTER-3(config-if)#description R3 --> R4 




Se configura el protocolo de Routing OSPF, introduciendo el comando router 
ospf con la ID del proceso. En este caso la ID del proceso será el número 1. 
 
Se debe añadir un identificador de ospf del router mediante el comando router-
id.  
 
Se deben vincular las redes que participaran en el proceso mediante el comando 
network, y también se deben integrar al área correspondiente mediante el 
comando area. En este caso el área estará identificada por el número 5.  
 
 
Para efectuar la configuración del protocolo de Routing OSPF, se debe introducir 
el comando router ospf con la ID del proceso. En este caso la ID del proceso 
será el número 1. Una vez establecido el protocolo y la ID de proceso a usar, se 
debe añadir un identificador de ospf al router mediante el comando router-id. 
Seguido a esto se debe realizar la vinculación de las redes que participaran en 
el proceso de Routing mediante el comando network. Luego de estar definida 
la red, esta debe ser integrada a un área mediante el comando area. En este 
caso el área a emplear estará identificada por el número 5. 
 
ROUTER-3(config)#router ospf 1 
ROUTER-3(config-router)#router-id 3.3.3.3 






Debido a que el Router 3 es el encargado de interconectar dos redes con 
diferentes protocolos de enrutamiento, es necesario que este dispositivo se 
encuentre configurado de forma simultánea con los dos protocolos. En este caso 
los protocolos de enrutamiento que se integrarán serán OSPF y EIGRP.  
 
En los pasos anteriores se ha explicado el proceso de configuración del 
protocolo de enrutamiento OSPF. A continuación, se procederá a enunciar los 
pasos para realizar la configuración del protocolo de enrutamiento EIGRP.  
 
Para realizar la configura del protocolo de Routing EIGRP, se debe introducir el 
comando router eigrp, acompañado de la identificación de sistema autónomo. 
En este caso el router 3 se encuentra vinculado al sistema autónomo (AS) 
numero 15. Una vez dentro del modo de configuración del protocolo de 
enrutamiento EIGRP, se procede a introducir el comando no auto-summary 
para evitar la sumarización por defecto de las redes, al deshabilitar esta opción 
se está garantizando que no solo se mostrara en la tabla de Routing una super 
red, sino que se apreciarán de forma individual las direcciones involucradas en 
el proceso.  Por último se procede a introducir las redes que participaran en el 
proceso de Routing mediante el comando network. 
 





VERIFICACIÓN DE LA CONFIGURACIÓN DEL ROUTER - 3 
 
Una vez configurados estos parámetros se procede a verificar la configuración 
de direccionamiento y activación del protocolo de Routing OSPF y EIGRP 
empleando los comandos show ip protocols, show running-config | section 




















VERIFICACION CONECTIVIDAD OSPF AREA 5 
 
Una vez configurado el protocolo de enrutamiento OSPF en los tres dispositivos 
se procede a verificar la conectividad entre estos, empleando el comando ping, 
show ip route ospf y show ip ospf neighbor. 
 




Figura 8. Verificación conectividad Router - 1  
 
Posteriormente se procede a ejecutar el comando show ip route ospf para 
verificar el registro en la tabla de Routing.  
 
 




En el ROUTER-1 se procede a ejecutar el comando show ip ospf neighbor, 
con el propósito de verificar que el proceso de adyacencia con los hosts vecinos 
es exitoso.  
 
 
Figura 10. Adyacencia Routing OSPF - Router - 1  
 
















En el Router 2 se procede a ejecutar el comando show ip route ospf para 
verificar el registro en la tabla de Routing.  
 
 
Figura 12. Registro de Routing OSPF - Router – 2 
 
Se procede a introducir en el ROUTER-2, el comando show ip ospf neighbor, 
con el propósito de verificar que el proceso de adyacencia efectuado con los 
hosts vecinos es exitoso.  
 
 














Figura 14. Verificación conectividad Router – 3 – OSPF 
 
Se procede a ejecutar en el Router 3 el comando show ip route ospf, para 
verificar el registro en la tabla de Routing.  
 
 








En el ROUTER-3 se procede a ejecutar el comando show ip ospf neighbor, 





































CONFIGURACIÓN ROUTER – 4 
 
En el Router 4, se procede a ingresar al modo de configuración global. Una vez 
dentro de esta sección se debe ingresar el comando hostname para realizar el 





Enter configuration commands, one per line.  End with CNTL/Z. 
R4(config)#hostname ROUTER-4 
 
Se procede a ingresar a la línea de consola 0 en donde se emitirá el comando 
logging synchronous, para evitar la aparición abrupta de mensajes logging. 
 




Posteriormente, se ingresar a la interfaz serial S3/2, allí se añade una 
descripción mediante el comando description. Una vez introducida la 
descripción de la interfaz, se procede a configura la dirección IP y mascara de 
subred de acuerdo al direccionamiento presentado en el escenario. Debido a 
que la interfaz S3/2 se encuentra asignada como DCE, es necesario introducir 
la configuración de velocidad de reloj mediante el comando clock rate. La 
velocidad de reloj que se empleará en este caso será de 128000. Finalmente, 




ROUTER-4(config-if)#description R4 --> R3 
ROUTER-4(config-if)#ip address 172.19.34.1 255.255.255.0 









Se ingresar a la interfaz serial S3/0. Allí se añade una descripción mediante el 
comando description.  
 
Se configura la dirección IP y mascara de subred de acuerdo al direccionamiento 
presentado en el escenario.  
 
Se cambia el estado de la interfaz a activa mediante el comando no shutdown.  
 
Luego de configurar la interfaz S3/2, se procede a ingresar a la interfaz serial 
S3/0, allí se añade una descripción mediante el comando description. Una vez 
introducida la descripción de la interfaz, se procede a configura la dirección IP y 
mascara de subred de acuerdo al direccionamiento presentado en el escenario. 




ROUTER-4(config-if)#description R4 --> R5 




Para realizar la configura del protocolo de Routing EIGRP, se debe introducir el 
comando router eigrp, acompañado de la identificación de sistema autónomo. 
En este caso el router 4 se encuentra vinculado al sistema autónomo (AS) 
numero 15. Una vez dentro del modo de configuración del protocolo de 
enrutamiento EIGRP, se procede a introducir el comando no auto-summary 
para evitar la sumarización por defecto de las redes, al deshabilitar esta opción 
se está garantizando que no solo se mostrara en la tabla de Routing una super 
red, sino que se apreciarán de forma individual las direcciones involucradas en 
el proceso.  Por último, se procede a introducir las redes que participaran en el 
proceso de Routing mediante el comando network. 
 










VERIFICACIÓN DE LA CONFIGURACIÓN DEL ROUTER - 4 
 
Una vez configurados estos parámetros se procede a verificar la configuración 
de direccionamiento y activación del protocolo de Routing EIGRP, empleando 
los comandos show ip protocols y show ip interface brief.   
 
 














CONFIGURACIÓN ROUTER – 5 
 
En el Router 5, se procede a ingresar al modo de configuración global. Una vez 
dentro de esta sección se debe ingresar el comando hostname para realizar el 




Enter configuration commands, one per line.  End with CNTL/Z. 
R5(config)#hostname ROUTER-5 
 
Se procede a ingresar a la línea de consola 0 en donde se emitirá el comando 
logging synchronous, para evitar la aparición abrupta de mensajes logging. 
 




Posteriormente, se ingresar a la interfaz serial S3/0, allí se añade una 
descripción mediante el comando description. Una vez introducida la 
descripción de la interfaz, se procede a configura la dirección IP y mascara de 
subred de acuerdo al direccionamiento presentado en el escenario. Debido a 
que la interfaz S3/2 se encuentra asignada como DCE, es necesario introducir 
la configuración de velocidad de reloj mediante el comando clock rate. La 
velocidad de reloj que se empleará en este caso será de 128000. Finalmente, 




ROUTER-5(config-if)#description R5 --> R4 
ROUTER-5(config-if)#ip address 172.19.45.2 255.255.255.0 




Para realizar la configura del protocolo de Routing EIGRP, se debe introducir el 
comando router eigrp, acompañado de la identificación de sistema autónomo. 
En este caso el router 5 se encuentra vinculado al sistema autónomo (AS) 




enrutamiento EIGRP, se procede a introducir el comando no auto-summary para 
evitar la sumarización por defecto de las redes, al deshabilitar esta opción se 
está garantizando que no solo se mostrara en la tabla de Routing una super red, 
sino que se apreciarán de forma individual las direcciones involucradas en el 
proceso.  Por último, se procede a introducir las redes que participaran en el 
proceso de Routing mediante el comando network. 
 



































VERIFICACIÓN DE LA CONFIGURACIÓN DEL ROUTER - 5 
 
Una vez configurados estos parámetros se procede a verificar la configuración 
de direccionamiento y activación del protocolo de Routing EIGRP. 
 
Se emplean los comandos show ip protocols y show ip interface brief, para 
ejecutar este proceso de verificación.  
 
 





















VERIFICACION CONECTIVIDAD EIGRP SISTEMA AUTONOMO 15 
 
Una vez configurado el protocolo de enrutamiento EIGRP en los tres dispositivos 
se procede a verificar la conectividad entre estos, empleando el comando ping, 
show ip route eigrp y show ip eigrp neighbor. 
 




Figura 19. Verificación conectividad Router – 3 – EIGRP 
 
Posteriormente se procede a ejecutar el comando show ip route eigrp para 
verificar el registro en la tabla de routing. 
 
 




Se procede a introducir en el ROUTER-3, el comando show ip ospf neighbor, 
con el propósito de verificar que el proceso de adyacencia efectuado con los 
hosts vecinos es exitoso.  
 
 
Figura 21. Adyacencia Routing EIGRP - Router – 3 
 



















Posteriormente se procede a ejecutar el comando show ip route eigrp para 
verificar el registro en la tabla de routing. 
 
 
Figura 23. Registro de Routing EIGRP - Router – 4 
 
Se ejecuta en el ROUTER-4 el comando show ip eigrp neighbor, para ver la 
adyacencia de los vecinos de red.  
 
 

















Figura 25. Verificación conectividad Router – 5 
 
Posteriormente se procede a ejecutar el comando show ip route eigrp para 
verificar el registro en la tabla de routing. 
 
 








Se procede a introducir en el ROUTER-5, el comando show ip eigrp neighbor, 
con el propósito de verificar que el proceso de adyacencia efectuado con los 
hosts vecinos es exitoso. 
 
 
Figura 27. Adyacencia Routing EIGRP - Router – 5 
 
ii. Cree cuatro nuevas interfaces de Loopback en R1 utilizando la asignación de 
direcciones 10.1.0.0/22 y configure esas interfaces para participar en el área 5 
de OSPF. 
 
CONFIGURACION INTERFACES LOOPBACK ROUTER 1 
 
Tabla 1. Direcciones para interfaces loopback – ROUTER 1 
DIRECCION: 10.1.0.0 / 22 
Rango de direcciones Broadcast Red 
10.1.0.1 / 22 – 10.1.3.254 / 22 10.1.3.255 / 22 10.1.0.0 / 22 
10.1.4.1 / 22 – 10.1.7.254 / 22 10.1.7.255 / 22 10.1.4.0 / 22 
10.1.8.1 / 22 – 10.1.11.254 / 22 10.1.11.255 / 22 10.1.8.0 / 22 
10.1.12.1 / 22 – 10.1.15.254 / 22 10.1.15.255 / 22 10.1.12.0 / 22 
  
 
Una vez definidas las direcciones IP para las interfaces loopback, se procede a 
ingresar a la consola del ROUTER 1 mediante modo privilegiado, esto con el 
propósito de ejecutar las configuraciones respectivas. 
 
Para proceder a configurar las interfaces loopback, se debe ingresar al modo 
privilegiado, mediante el comando configure terminal. 
 
ROUTER-1#conf ter 
Enter configuration commands, one per line.  End with CNTL/Z. 
 
Una vez en el modo de configuración privilegiado, se procede a ingresar el 




la interfaz. Para este caso las interfaces loopback tendrán asignados los 
números 0,1,2 y 3.  
 
Luego de ingresar al modo de configuración de la interfaz loopback, se procede 
a configurar la dirección IP de esta. Mediante el comando ip address se realiza 
el proceso de asignación de IP y Mascara de subred de acuerdo al 
direccionamiento registrado en la tabla 1.   
 
Debido a que se requiere vincular las interfaces loopback al proceso de 
enrutamiento OSPF, es necesario integrarlas mediante la ejecución del 
comando ip ospf network point-to-point. Este comando permite que el proceso 
de enrutamiento OSPF anuncie las direcciones loopback.  
 
ROUTER-1(config)#int lo0 
ROUTER-1(config-if)#ip address 10.1.0.1 255.255.252.0 
ROUTER-1(config-if)#ip ospf network point-to-point 
ROUTER-1(config-if)#exit 
ROUTER-1(config)#int lo1 
ROUTER-1(config-if)#ip address 10.1.4.1 255.255.252.0 
ROUTER-1(config-if)#ip ospf network point-to-point 
ROUTER-1(config-if)#exit 
ROUTER-1(config)#int lo2 
ROUTER-1(config-if)#ip address 10.1.8.1 255.255.252.0 
ROUTER-1(config-if)#ip ospf network point-to-point 
ROUTER-1(config-if)#exit 
ROUTER-1(config)#int lo3 
ROUTER-1(config-if)#ip address 10.1.12.1 255.255.252.0 
ROUTER-1(config-if)#ip ospf network point-to-point 
ROUTER-1(config-if)#exit 
 
Una vez configuradas las interfaces loopback, se debe proceder a vincular las 
nuevas redes configuradas, dentro del proceso de enrutamiento ospf.  
 
Para llevar a cabo este proceso se debe introducir el comando router ospf 1, 
para ingresar al modo de configuración de ospf. Allí se introducen las nuevas 
redes mediante la implementación del comando network y el comando area.   
 
ROUTER-1(config)#router ospf 1 






Una vez realizada la configuración se procede a verificar en el ROUTER 1, que 
las direcciones loopback se encuentre configuradas conforme a lo solicitado y la 
nueva ruta se encuentre incorporada en el proceso de enrutamiento OSPF.  Para 
realizar esta verificación se emplean los comandos show ip protocols y show 
ip interface brief. 
 
 
Figura 28. Verificación del protocolo ospf - Router – 1 
 
 




Luego, en el ROUTER 3, se procede a verificar la existencia de las rutas hacia 
las direcciones loopback recientemente configuradas.  
 
Para realizar esta verificación se emplea el comando show ip route. Una vez 
verificada la existencia de las rutas se procede a validar la conectividad mediante 
la implementación del comando ping.  
 
 
Figura 30. Verificación tabla de ruteo OSPF - Router – 3 
 
 





iii. Cree cuatro nuevas interfaces de Loopback en R5 utilizando la asignación de 
direcciones 172.5.0.0/22 y configure esas interfaces para participar en el 
Sistema Autónomo EIGRP 15. 
 
CONFIGURACION INTERFACES LOOPBACK ROUTER 5 
 
Tabla 2. Direcciones para interfaces loopback – ROUTER 5 
DIRECCION: 172.5.0.0 / 22 
Rango de direcciones Broadcast Red 
172.5.0.1 / 22 – 172.5.3.254 / 22 172.5.3.255 / 22 172.5.0.0 / 22 
172.5.4.1 / 22 – 172.5.7.254 / 22 172.5.7.255 / 22 172.5.4.0 / 22 
172.5.8.1 / 22 – 172.5.11.254 / 22 172.5.11.255 / 22 172.5.8.0 / 22 
172.5.12.1 / 22 – 172.5.15.254 / 22 172.5.15.255 / 22 172.5.12.0 / 22 
  
Una vez definidas las direcciones IP para las interfaces loopback, se procede a 
ingresar a la consola del ROUTER 5 mediante modo privilegiado, esto con el 
propósito de ejecutar las configuraciones respectivas. 
 
Para proceder a configurar las interfaces loopback, se debe ingresar al modo 
privilegiado, mediante el comando configure terminal. 
 
ROUTER-5#conf ter 
Enter configuration commands, one per line.  End with CNTL/Z. 
 
Una vez en el modo de configuración privilegiado, se procede a ingresar el 
comando interface loopback, acompañado de un número de identificación de 
la interfaz. Para este caso las interfaces loopback tendrán asignados los 
números 0,1,2 y 3.  
 
Luego de ingresar al modo de configuración de la interfaz loopback, se procede 
a configurar la dirección IP de esta. Mediante el comando ip address se realiza 
el proceso de asignación de IP y Mascara de subred de acuerdo al 
direccionamiento registrado en la tabla 2.   
 
ROUTER-5(config)#int Lo0 
ROUTER-5(config-if)#ip address 172.5.0.1 255.255.252.0 
ROUTER-5(config-if)#exit 
ROUTER-5(config)#int Lo1 






ROUTER-5(config-if)#ip address 172.5.8.1 255.255.252.0 
ROUTER-5(config-if)#exit 
ROUTER-5(config)#int Lo3 
ROUTER-5(config-if)#ip address 172.5.12.1 255.255.252.0 
ROUTER-5(config-if)#exit 
 
Una vez configuradas las interfaces loopback, se debe proceder a vincular las 
nuevas redes configuradas, dentro del proceso de enrutamiento eigrp.  
 
Para llevar a cabo este proceso se debe introducir el comando router eigrp 15, 
para ingresar al modo de configuración eigrp. Allí se introducen las nuevas redes 
mediante la implementación del comando network.   
 
ROUTER-5(config)#router eigrp 15 
ROUTER-5(config-router)#network 172.5.0.0 0.0.15.255 
ROUTER-5(config-router)#exit 
 
Una vez realizada la configuración se procede a verificar en el ROUTER 5, que 
las direcciones loopback se encuentre configuradas conforme a lo solicitado. 
También se debe proceder a verificar que las nuevas rutas se encuentren 
incorporada en el proceso de enrutamiento EIGRP.  Para realizar esta 







Figura 32. Verificación del protocolo eigrp - Router – 5 
 
 








Luego en el ROUTER 3, se procede a verificar la existencia de las rutas hacia 
las direcciones loopback recientemente configuradas.  
Para realizar esta verificación se emplea el comando show ip route. Una vez 
verificada la existencia de las rutas se procede a validar la conectividad mediante 
la implementación del comando ping.  
 
 
Figura 34. Verificación tabla de ruteo eigrp - Router – 3 
 
 




iv. Analice la tabla de enrutamiento de R3 y verifique que R3 está aprendiendo las 
nuevas interfaces de Loopback mediante el comando show ip route. 
 
Se procede a realizar la verificación de la tabla de enrutamiento del ROUTER-3, 
implementando el comando show ip route.  
 
 
Figura 36. Tabla de enrutamiento - Router – 3 
 
De acuerdo a la tabla de enrutamiento del ROUTER 3, se puede evidenciar que 
las rutas hacia las interfaces loopback configuradas en el ROUTER 1, están 
siendo aprendidas por el ROUTER 3, a través del protocolo de enrutamiento 
OSPF, el cual posee una distancia administrativa de 110. También se observa 
que las rutas hacia las interfaces loopback en el ROUTER 5, están siendo 
aprendidas por el ROUTER 3 mediante el protocolo de enrutamiento EIGRP.  
 
En este caso las redes vinculadas al protocolo EIGRP poseen una distancia 






v. Configure R3 para redistribuir las rutas EIGRP en OSPF usando el costo de 
50000 y luego redistribuya las rutas OSPF en EIGRP usando un ancho de banda 
T1 y 20,000 microsegundos de retardo. 
 
PROCESO DE REDISTRIBUCION DE RUTAS EIGRP EN OSPF 
 
Se procede a ingresar al modo de configuración privilegiado en el ROUTER 3 
mediante el comando configure terminal.  
 
ROUTER-3#conf ter 
Enter configuration commands, one per line.  End with CNTL/Z. 
 
Dentro del modo de configuración privilegiada se procede a ingresar al modo de 
configuración del protocolo de enrutamiento ospf, para realizar este proceso se 
ingresa el comando router ospf 1. 
 
Una vez dentro del modo de configuración del protocolo de enrutamiento ospf, 
se implementa el comando redistribute eigrp, acompañado del número del 
sistema autónomo a redistribuir, en este caso el AS será 15.  Dado que se solicita 
implementar un costo de 50000, es necesario especificar este valor mediante la 
sentencia metric, obteniendo la siguiente expresión metric 50000. 
 
Por último, se añade la sentencia subnets, con el propósito de que la 
redistribución de ospf incluya en su proceso las subredes.      
 
ROUTER-3(config)#router ospf 1 
















VERIFICACION DE REDISTRIBUCION EIGRP EN OSPF 
 
Una vez configurado el proceso de redistribución se debe verificar que en la tabla 
de enrutamiento del ROUTER 1 se encuentren registradas las redes de eigrp y 
que estas cuenten con el costo requerido de 50000. Para desarrollar el proceso 
de verificación se emplea el comando show ip route. 
 
 

















PROCESO DE REDISTRIBUCION DE RUTAS OSPF EN EIGRP 
 
Se procede a ingresar al modo de configuración privilegiado en el ROUTER 3 
mediante el comando configure terminal.  
 
ROUTER-3#conf ter 
Enter configuration commands, one per line.  End with CNTL/Z. 
 
Dentro del modo de configuración privilegiada se procede a ingresar al modo de 
configuración del protocolo de enrutamiento EIGRP, para realizar este proceso 
se ingresa el comando router eigrp 15. 
 
Una vez dentro del modo de configuración del protocolo de enrutamiento eigrp, 
se implementa el comando redistribute ospf, acompañado del número de ID de 
proceso a redistribuir, en este caso la ID será 1.  Dado que se solicita 
implementar un ancho de banda T1 y un retardo de 20000 microsegundos, es 
necesario especificar estos parámetros mediante la sentencia metric. 
El ancho de banda T1 es equivalente a 1544 kbps y hace referencia a un enlace 
serial predeterminado.  
 
El retardo de 20000 microsegundos hace referencia a un enlace serial 
predeterminado. El valor de retardo se establece mediante la multiplicación de 
un valor especifico por el factor de multiplicación de 10 microsegundos. En este 
caso se establece un valor de 2000, el cual se multiplica por 10 microsegundos, 
obteniendo un valor de 20000 microsegundos. 
 
Una vez definidos los parámetros de ancho de banda y retardo según lo 
solicitado, se deben ingresar adicionalmente los valores de fiabilidad (255), 
carga (1) y MTU(1500).  
 
ROUTER-3(config)#router eigrp 15 











VERIFICACION DE REDISTRIBUCION OSPF EN EIGRP 
 
Una vez configurado el proceso de redistribución se verifica que en la tabla de 
enrutamiento del ROUTER 5 que se encuentren registradas las redes de ospf.  
 
Se debe verificar que las redes redistribuidas posean la métrica correspondiente 
de acuerdo al ancho de banda de 1544 (T1) y al retardo de 20000 
microsegundos. Para efectuar el proceso de verificación se emplea el comando 
show ip route 
 
 
Figura 38. Verificación de redistribución de rutas OSPF en EIGRP 
 
Una vez realizada la revisión, se puede evidenciar que el ancho de banda y el 
retardo se ha configurado correctamente. Se puede realizar la comprobación 




Interfaz serial 3/2 
 





Retardo: 20000 microsegundos 
 
Configuración de redistribución OSPF en EIGRP 
 
Ancho de banda: 1544 kbps 
 




Interfaz serial 3/0 
 
Ancho de banda: 1544 kbps 
 
Retardo: 20000 microsegundos 
 
Calculo ancho de banda 
 
(10000000/1544) = 6476 
 
Cálculo del retraso 
 
((20000 + 20000 + 20000)/10) = 6000 
 
Cálculo de la métrica 
 
((6476 + 6000) ∗ 256) = 3193856 
 
Una vez realizado el proceso de verificación se puede establecer que la 
configuración es correcta dado que el cálculo de la métrica coincide con lo 










vi. Verifique en R1 y R5 que las rutas del sistema autónomo opuesto existen en su 
tabla de enrutamiento mediante el comando show ip route. 
 
 
VERIFICACIÓN DE RUTAS EN EL ROUTER 1 
 
De acuerdo a lo solicitado se procede a ejecutar el comando show ip route, para 
verificar el registro de las rutas en la tabla de enrutamiento.  
 
 

















VERIFICACIÓN DE RUTAS EN EL ROUTER 5 
 
De acuerdo a lo solicitado se procede a ejecutar el comando show ip route, para 
verificar el registro de las rutas en la tabla de enrutamiento.  
 
 
Figura 40. Verificación tabla de enrutamiento ROUTER 5 
 
Una vez finalizado el desarrollo del ejercicio, se puede evidenciar que la red 














A continuación, se procede a anexar la configuración de cada uno de los Router.  
 




Using 2126 out of 522232 bytes 
! 
! Last configuration change at 20:21:10 UTC Mon Oct 19 2020 
! 
version 15.2 
service timestamps debug datetime msec 









no aaa new-model 








no ip domain lookup 
no ipv6 cef 
! 
! 



























 ip address 10.1.0.1 255.255.252.0 
 ip ospf network point-to-point 
! 
interface Loopback1 
 ip address 10.1.4.1 255.255.252.0 
 ip ospf network point-to-point 
! 
interface Loopback2 
 ip address 10.1.8.1 255.255.252.0 
 ip ospf network point-to-point 
! 
interface Loopback3 
 ip address 10.1.12.1 255.255.252.0 
 ip ospf network point-to-point 
! 
interface Ethernet0/0 
 no ip address 
 shutdown 






 no ip address 
 shutdown 
 media-type gbic 
 speed 1000 
 duplex full 
 negotiation auto 
! 
interface GigabitEthernet1/0 
 no ip address 
 shutdown 
 negotiation auto 
! 
interface GigabitEthernet2/0 
 no ip address 
 shutdown 
 negotiation auto 
! 
interface Serial3/0 
 description R1 --> R2 
 ip address 10.113.12.1 255.255.255.0 
 serial restart-delay 0 
 clock rate 128000 
! 
interface Serial3/1 
 no ip address 
 shutdown 
 serial restart-delay 0 
! 
interface Serial3/2 
 no ip address 
 shutdown 
 serial restart-delay 0 
! 
interface Serial3/3 
 no ip address 
 shutdown 






 no ip address 
 shutdown 
 serial restart-delay 0 
! 
interface Serial4/1 
 no ip address 
 shutdown 
 serial restart-delay 0 
! 
interface Serial4/2 
 no ip address 
 shutdown 
 serial restart-delay 0 
! 
interface Serial4/3 
 no ip address 
 shutdown 
 serial restart-delay 0 
! 
router ospf 1 
 router-id 1.1.1.1 
 network 10.1.0.0 0.0.15.255 area 5 
 network 10.113.12.0 0.0.0.255 area 5 
! 
ip forward-protocol nd 
! 
! 
no ip http server 








line con 0 




 privilege level 15 
 logging synchronous 
 stopbits 1 
line aux 0 
 exec-timeout 0 0 
 privilege level 15 
 logging synchronous 
 stopbits 1 






CONFIGURACION FINAL ROUTER – 2  
 
ROUTER-2#show startup-config 
Using 1788 out of 522232 bytes 
! 
! Last configuration change at 12:42:37 UTC Mon Oct 19 2020 
! 
version 15.2 
service timestamps debug datetime msec 









no aaa new-model 











no ip domain lookup 
no ipv6 cef 
! 
! 
























 no ip address 
 shutdown 
 duplex auto 
! 
interface GigabitEthernet0/0 
 no ip address 
 shutdown 
 media-type gbic 




 duplex full 
 negotiation auto 
! 
interface GigabitEthernet1/0 
 no ip address 
 shutdown 
 negotiation auto 
! 
interface GigabitEthernet2/0 
 no ip address 
 shutdown 
 negotiation auto 
! 
interface Serial3/0 
 description R2 --> R1 
 ip address 10.113.12.2 255.255.255.0 
 serial restart-delay 0 
! 
interface Serial3/1 
 description R2 --> R3 
 ip address 10.113.13.1 255.255.255.0 
 serial restart-delay 0 
! 
interface Serial3/2 
 no ip address 
 shutdown 
 serial restart-delay 0 
! 
interface Serial3/3 
 no ip address 
 shutdown 
 serial restart-delay 0 
! 
interface Serial4/0 
 no ip address 
 shutdown 






 no ip address 
 shutdown 
 serial restart-delay 0 
! 
interface Serial4/2 
 no ip address 
 shutdown 
 serial restart-delay 0 
! 
interface Serial4/3 
 no ip address 
 shutdown 
 serial restart-delay 0 
! 
router ospf 1 
 router-id 2.2.2.2 
 network 10.113.12.0 0.0.0.255 area 5 
 network 10.113.13.0 0.0.0.255 area 5 
! 
ip forward-protocol nd 
! 
! 
no ip http server 








line con 0 
 exec-timeout 0 0 
 privilege level 15 
 logging synchronous 
 stopbits 1 
line aux 0 
 exec-timeout 0 0 




 logging synchronous 
 stopbits 1 






CONFIGURACION FINAL ROUTER – 3  
 
ROUTER-3#show startup-config 
Using 1902 out of 522232 bytes 
! 
! Last configuration change at 00:00:42 UTC Tue Oct 20 2020 
! 
version 15.2 
service timestamps debug datetime msec 









no aaa new-model 








no ip domain lookup 






























 no ip address 
 shutdown 
 duplex auto 
! 
interface GigabitEthernet0/0 
 no ip address 
 shutdown 
 media-type gbic 
 speed 1000 
 duplex full 
 negotiation auto 
! 
interface GigabitEthernet1/0 





 negotiation auto 
! 
interface GigabitEthernet2/0 
 no ip address 
 shutdown 
 negotiation auto 
! 
interface Serial3/0 
 no ip address 
 shutdown 
 serial restart-delay 0 
! 
interface Serial3/1 
 description R3 --> R2 
 ip address 10.113.13.2 255.255.255.0 
 serial restart-delay 0 
 clock rate 128000 
! 
interface Serial3/2 
 description R3 --> R4 
 ip address 172.19.34.2 255.255.255.0 
 serial restart-delay 0 
! 
interface Serial3/3 
 no ip address 
 shutdown 
 serial restart-delay 0 
! 
interface Serial4/0 
 no ip address 
 shutdown 
 serial restart-delay 0 
! 
interface Serial4/1 
 no ip address 
 shutdown 






 no ip address 
 shutdown 
 serial restart-delay 0 
! 
interface Serial4/3 
 no ip address 
 shutdown 
 serial restart-delay 0 
! 
! 
router eigrp 15 
 network 172.19.0.0 
 redistribute ospf 1 metric 1544 2000 255 1 1500 
! 
router ospf 1 
 router-id 3.3.3.3 
 redistribute eigrp 15 metric 50000 subnets 
 network 10.113.13.0 0.0.0.255 area 5 
! 
ip forward-protocol nd 
! 
! 
no ip http server 








line con 0 
 exec-timeout 0 0 
 privilege level 15 
 logging synchronous 
 stopbits 1 
line aux 0 
 exec-timeout 0 0 




 logging synchronous 
 stopbits 1 






CONFIGURACION FINAL ROUTER – 4  
 
ROUTER-4#show startup-config 
Using 1736 out of 522232 bytes 
! 
! Last configuration change at 15:55:50 UTC Mon Oct 19 2020 
! 
version 15.2 
service timestamps debug datetime msec 









no aaa new-model 








no ip domain lookup 






























 no ip address 
 shutdown 
 duplex auto 
! 
interface GigabitEthernet0/0 
 no ip address 
 shutdown 
 media-type gbic 
 speed 1000 
 duplex full 
 negotiation auto 
! 
interface GigabitEthernet1/0 





 negotiation auto 
! 
interface GigabitEthernet2/0 
 no ip address 
 shutdown 
 negotiation auto 
! 
interface Serial3/0 
 description R4 --> R5 
 ip address 172.19.45.1 255.255.255.0 
 serial restart-delay 0 
! 
interface Serial3/1 
 no ip address 
 shutdown 
 serial restart-delay 0 
! 
interface Serial3/2 
 description R4 --> R3 
 ip address 172.19.34.1 255.255.255.0 
 serial restart-delay 0 
 clock rate 128000 
! 
interface Serial3/3 
 no ip address 
 shutdown 
 serial restart-delay 0 
! 
interface Serial4/0 
 no ip address 
 shutdown 
 serial restart-delay 0 
! 
interface Serial4/1 
 no ip address 
 shutdown 






 no ip address 
 shutdown 
 serial restart-delay 0 
! 
interface Serial4/3 
 no ip address 
 shutdown 
 serial restart-delay 0 
! 
! 
router eigrp 15 
 network 172.19.0.0 
! 
ip forward-protocol nd 
! 
! 
no ip http server 








line con 0 
 exec-timeout 0 0 
 privilege level 15 
 logging synchronous 
 stopbits 1 
line aux 0 
 exec-timeout 0 0 
 privilege level 15 
 logging synchronous 
 stopbits 1 









CONFIGURACION FINAL ROUTER – 5  
 
ROUTER-5#show startup-config 
Using 1963 out of 522232 bytes 
! 
! Last configuration change at 20:51:20 UTC Mon Oct 19 2020 
! 
version 15.2 
service timestamps debug datetime msec 









no aaa new-model 








no ip domain lookup 
no ipv6 cef 
! 
! 



























 ip address 172.5.0.1 255.255.252.0 
! 
interface Loopback1 
 ip address 172.5.4.1 255.255.252.0 
! 
interface Loopback2 
 ip address 172.5.8.1 255.255.252.0 
! 
interface Loopback3 
 ip address 172.5.12.1 255.255.252.0 
! 
interface Ethernet0/0 
 no ip address 
 shutdown 
 duplex auto 
! 
interface GigabitEthernet0/0 
 no ip address 
 shutdown 
 media-type gbic 




 duplex full 
 negotiation auto 
! 
interface GigabitEthernet1/0 
 no ip address 
 shutdown 
 negotiation auto 
! 
interface GigabitEthernet2/0 
 no ip address 
 shutdown 
 negotiation auto 
! 
interface Serial3/0 
 description R5 --> R4 
 ip address 172.19.45.2 255.255.255.0 
 serial restart-delay 0 
 clock rate 128000 
! 
interface Serial3/1 
 no ip address 
 shutdown 
 serial restart-delay 0 
! 
interface Serial3/2 
 no ip address 
 shutdown 
 serial restart-delay 0 
! 
interface Serial3/3 
 no ip address 
 shutdown 
 serial restart-delay 0 
! 
interface Serial4/0 
 no ip address 
 shutdown 






 no ip address 
 shutdown 
 serial restart-delay 0 
! 
interface Serial4/2 
 no ip address 
 shutdown 
 serial restart-delay 0 
! 
interface Serial4/3 
 no ip address 
 shutdown 
 serial restart-delay 0 
! 
! 
router eigrp 15 
 network 172.5.0.0 0.0.15.255 
 network 172.19.0.0 
! 
ip forward-protocol nd 
! 
! 
no ip http server 








line con 0 
 exec-timeout 0 0 
 privilege level 15 
 logging synchronous 
 stopbits 1 
line aux 0 




 privilege level 15 
 logging synchronous 
 stopbits 1 









































Contexto del ejercicio: 
 
Una empresa de comunicaciones presenta una estructura Core acorde a la 
topología de red, en donde el estudiante será el administrador de la red, el cual 
deberá configurar e interconectar entre sí cada uno de los dispositivos que forman 
parte del escenario, acorde con los lineamientos establecidos para el 
direccionamiento IP, etherchannels, VLANs y demás aspectos que forman parte del 
escenario propuesto.   
 
Topología de la red. 
 
 
Figura 41. Topología segundo escenario. 
 
De acuerdo a la topología de referencia se procede a estructurar la red en el 
software de simulación GNS3.  
 
 





Parte 1: Configurar la red de acuerdo con las especificaciones. 
 
Como primer paso, es necesario restablecer los Switch que forman parte de la red. 
Para efectuar este proceso, se deben introducir los siguientes comandos en cada 
uno de los equipos.  
 
erase startup-config 
delete /force vlan.dat 
delete /force multiple-fs 
reload 
 
Una vez efectuado este proceso, es posible continuar con el desarrollo de los 
siguientes ítems.   
 
a. Apagar todas las interfaces en cada switch. 
 
APAGADO DE INTERFACES 
 
Para realizar el apagado de las interfaces es necesario especificar las interfaces 
que se desean deshabilitar, una forma eficiente de realizar este proceso es 
introduciendo el comando range que permite tomar un grupo de interfaces y 
aplicar las mismas configuraciones a todas estas, obteniendo como resultado el 
comando interface range “id-interfaz”.  
 
Una vez se especifican las interfaces que se desean apagar, se introduce el 
comando shutdown.  
 
En base a los comandos anteriormente expuestos, se procede a realizar el 
apagado de todas interfaces de los Switch que se encuentran en la topología. 
(Es necesario estar en modo configuración para realizar estos cambios 
“Switch(config)#”).   
 




















































VERIFICACION ESTADO DE INTERFACES. 
 
Una vez se introducen los comandos requeridos para apagar las interfaces, se 
puede verificar que esta configuración es exitosa mediante el comando show ip 
interface brief.  
 
Verificación de apagado de interfaces en DLS1. 
 
 
Figura 43. Deshabilitación de interfaces en DLS1. 
 
 
Verificación de apagado de interfaces en DLS2. 
 
 







Verificación de apagado de interfaces en ALS1. 
 
 
Figura 45. Deshabilitación de interfaces en ALS1. 
 
 
Verificación de apagado de interfaces en ALS2. 
 
 










b. Asignar un nombre a cada switch acorde con el escenario establecido. 
 
CONFIGURACION NOMBRES DE SWITCH 
 
Para llevar a cabo el proceso de configuración del nombre en un Switch, se debe 
introducir el comando hostname, acompañado del nombre que se desea 
establecer en el dispositivo. (Es necesario estar en modo de configuración) 
 
A continuación, se muestra el proceso de configuración de nombre, ejecutado 
en cada uno de los Switch de la topología.  
 






























c. Configurar los puertos troncales y Port-channels tal como se muestra en el 
diagrama. 
 
1) La conexión entre DLS1 y DLS2 será un EtherChannel capa-3 utilizando 
LACP. Para DLS1 se utilizará la dirección IP 10.12.12.1/30 y para DLS2 
utilizará 10.12.12.2/30. 
 
Para configurar las interfaces en modo troncal, se debe introducir el comando 
interface range, acompañado de las interfaces que participaran en el 
proceso. A continuación, se debe introducir el comando switchport trunk 
encapsulation dot1q, para especificar el tipo de encapsulamiento que usara 
el enlace troncal. Luego, mediante el comando switchport trunk native 
vlan, se procede a identificar la vlan que será empleada como vlan Nativa, 
en este caso será la 500. En conjunto a estos comandos se debe ejecutar el 
comando switchport nonegotiate, para evitar el envió de mensajes DTP. 
Finalmente se debe introducir el comando no shutdown, para habilitar las 
interfaces. 
 
A continuación, se presenta la configuración introducida en los switch DLS1 
y DLS2, para establecer los enlaces troncales.  
 
Configuración de interfaces en modo troncal – Switch DLS1 
 
DLS1(config)#interface range e0/0-3,e1/0-1 
DLS1(config-if-range)#switchport trunk encapsulation dot1q 
DLS1(config-if-range)#switchport trunk native vlan 500 





Configuración de interfaces en modo troncal – Switch DLS2 
 
DLS2(config)#interface range e0/0-3,e1/0-1 
DLS2(config-if-range)#switchport trunk encapsulation dot1q 
DLS2(config-if-range)#switchport trunk native vlan 500 








Se procede a ejecutar el comando show running-config, para verificar que 
las interfaces se encuentren configuradas en modo troncal.  
 
 










Figura 48. Verificación enlaces troncales DLS2 
 
 
Luego de realizar la configuración de las interfaces troncales en DLS1 y 
DLS2, se procede a configurar el EtherChannel de capa 3.  
 
Para realizar una conexión de tipo EtherChannel de capa tres, es necesario 
especificar las interfaces que van a ser agrupadas mediante el comando 
interface range. Una vez dentro del modo de configuración de interfaz, se 
debe proceder a introducir el comando no switchport para definir las 





Mediante el comando channel-group, se procede a asignar las interfaces 
físicas a una interfaz EtherChannel, esta interfaz EtherChannel debe ser 
nombrada mediante un número, el cual pude ir de 1 a 255.  
 
Definido el ID del channel-group es necesario introducir el argumento mode, 
el cual permitirá elegir el protocolo de agregación. Al introducir la expresión 
mode ? se despliegan diferentes opciones de configuración, para este caso 
se empleara la opción active, dado que el protocolo de agregación que se 
debe usar es LACP. Configurados los parámetros anteriormente 
mencionados, se deben habilitar las interfaces mediante el comando no 
shutdown. 
 
Una vez que ha sido creado el puerto port-channel, es necesario asignarle a 
este una dirección IP. Para realizar este proceso se debe ingresar a la 
interfaz port-channel, mediante el comando interface port-channel “ID”, 
luego se debe introducir el comando ip address acompañado de la dirección 
IP y mascara de subred. Hecho esto es necesario habilitar la interfaz, 
mediante el comando no shutdown.    
 
A continuación, se muestra la configuración introducida en los switch DLS1 y 
DLS2, para establecer un EtherChannel de capa 3 LACP. 
 
Configuración EtherChannel capa 3 – switch DLS1 
 
DLS1(config)#interface range e0/2-3 
DLS1(config-if-range)#no switchport 
DLS1(config-if-range)#channel-group 12 mode active 
DLS1(config-if-range)#no shutdown 
DLS1(config-if-range)#exit 
DLS1(config)#interface port-channel 12 




Configuración EtherChannel capa 3 – switch DLS2 
 
DLS2(config)#interface range e0/2-3 
DLS2(config-if-range)#no switchport 






DLS2(config)#interface port-channel 12 




Se procede a ejecutar el comando show etherchannel summary, para 
verificar que las interfaces port-channel se han creado correctamente y se 
encuentran operativas.  
 
Verificación configuración EtherChannel de capa 3 – LACP 
 
 






Figura 50. Verificación etherchannel capa 3 - DLS2    
 
2) Los Port-channels en las interfaces Fa0/7 y Fa0/8 utilizarán LACP. 
 
Para establecer el EtherChannel de capa 2 entre DLS1 - ALS1 y DLS2 – 
ALS2, es necesario realizar la configuración previa de los enlaces troncales. 
En el caso de DLS1 y DLS2, estos enlaces ya se han configurado. Sin 
embargo, es preciso realizar la configuración de los enlaces troncales en 
ALS1 y ALS2. 
 
Para configurar los enlaces troncales en ALS1 y ALS2, se emplearán los 
mismos comandos mencionados en el punto C, numeral 1, referentes a la 
configuración de enlaces troncales.  
 
A continuación, se presenta la configuración introducida en los switch ALS1y 
ALS2, para establecer los enlaces troncales.  
 
Configuración de interfaces en modo troncal – Switch ALS1 
 
ALS1(config)#interface range e0/0-1,e1/0-1 
ALS1(config-if-range)#switchport trunk encapsulation dot1qD 
ALS1(config-if-range)#switchport trunk native vlan 500 








Configuración de interfaces en modo troncal – Switch ALS2 
 
ALS2(config)#interface range e0/0-1,e1/0-1 
ALS2(config-if-range)#switchport trunk encapsulation dot1q 
ALS2(config-if-range)#switchport trunk native vlan 500 
































Se procede a ejecutar el comando show running-config, para verificar que 
las interfaces se encuentren configuradas en modo troncal.  
 
Verificación de configuración de enlaces troncales 
 
 






Figura 52. Verificación enlaces troncales ALS2 
 
Una vez se realiza la configuración de los enlaces trocales en los dispositivos, 
se procede a realizar la configuración del EtherChannel de capa 2, con 
protocolo de agregación LACP.  
 
Para establecer un enlace EtherChannel de capa 2, se deben especificar las 
interfaces que participaran en este proceso, mediante el comando interface 
range.  
 
Una vez dentro del modo de configuración de interfaz, se debe proceder a 
ejecutar el comando shutdown, para deshabilitar las interfaces. Luego de 
realizar este proceso se debe introducir el comando channel-group, para 




EtherChannel, esta interfaz EtherChannel debe ser nombrada mediante un 
número, el cual pude ir de 1 a 255. 
 
Posteriormente se debe introducir el argumento mode, acompañado de la 
palabra clave active, dado que el protocolo de agregación que se debe usar 
es LACP. Configurados los parámetros anteriores, se deben habilitar las 
interfaces mediante el comando no shutdown. 
 
 
A continuación, se muestra la configuración introducida en los switch DLS1, 
DLS2, ALS1 y ALS2 para establecer un EtherChannel de capa 2 LACP. 
 
Configuración EtherChannel capa 2 LACP – switch DLS1 
 
DLS1(config)#interface range e0/0-1 
DLS1(config-if-range)#shutdown 




Configuración EtherChannel capa 2 LACP – switch DLS2 
 
DLS2(config)#interface range e0/0-1 
DLS2(config-if-range)#shutdown 




Configuración EtherChannel capa 2 LACP – switch ALS1 
 
ALS1(config)#interface range e0/0-1 
ALS1(config-if-range)#shutdown 




Configuración EtherChannel capa 2 LACP – switch ALS2 
 









Se procede a ejecutar el comando show etherchannel summary, para 
verificar que las interfaces port-channel se han creado correctamente y se 
encuentran operativas.  
 
Verificación configuración EtherChannel de capa 2 – LACP 
 
 






Figura 54. Verificación etherchannel capa 2 LACP - DLS2    
 
 






Figura 56. Verificación etherchannel capa 2 LACP - ALS2    
  
3) Los Port-channels en las interfaces F0/9 y fa0/10 utilizará PAgP. 
 
A continuación, se procede a configurar la conexión etherchannel de capa 2, 
con el protocolo de agregación PAgP, en los switch DL1, DLS2, ALS1 y 
ALS2.   
 
Para establecer un enlace EtherChannel de capa 2, se deben especificar las 
interfaces que participaran en este proceso, mediante el comando interface 
range.  
 
Una vez dentro del modo de configuración de interfaz, se debe proceder a 
ejecutar el comando shutdown, para deshabilitar las interfaces. Luego de 
realizar este proceso se debe introducir el comando channel-group, para 
realizar el proceso de asignación de las interfaces físicas a una interfaz 
EtherChannel, esta interfaz EtherChannel debe ser nombrada mediante un 
número, el cual pude ir de 1 a 255. 
 
Posteriormente se debe introducir el argumento mode, acompañado de la 
palabra clave desirable, dado que el protocolo de agregación que se debe 
usar es PAgP. Configurados los parámetros anteriores, se deben habilitar las 





A continuación, se muestra la configuración introducida en los switch DLS1, 
DLS2, ALS1 y ALS2 para establecer un EtherChannel de capa 2 PAgP. 
 
Configuración EtherChannel capa 2 PAgP – switch DLS1 
 
DLS1(config)#interface range e1/0-1 
DLS1(config-if-range)#shutdown 




Configuración EtherChannel capa 2 PAgP– switch DLS2 
 
DLS2(config)#interface range e1/0-1 
DLS2(config-if-range)#shutdown 




Configuración EtherChannel capa 2 PAgP– switch ALS1 
 
ALS1(config)#interface range e1/0-1 
ALS1(config-if-range)#shutdown 




Configuración EtherChannel capa 2 PAgP– switch ALS2 
 
ALS2(config)#interface range e1/0-1 
ALS2(config-if-range)#shutdown 








Se procede a ejecutar el comando show etherchannel summary, para 
verificar que las interfaces port-channel se han creado correctamente y se 
encuentran operativas.  
 
Verificación configuración EtherChannel de capa 2 – PAgP 
 
 






Figura 58. Verificación etherchannel capa 2 PAgP - DLS2    
 
 






Figura 60. Verificación etherchannel capa 2 PAgP - ALS2    
 
4) Todos los puertos troncales serán asignados a la VLAN 500 como la VLAN 
nativa. 
 
En el punto c, sección 1 y 2, se abordó la configuración de la asignación de 
puertos troncales a la VLAN nativa 500.  
 
En los switch DLS1, DLS2, ALS1 y ALS2 de forma previa se ha introducido 
el comando switchport trunk native vlan 500, para realizar la asignación de 
puertos troncales a la vlan 500.  
 
Sin embargo, a continuación, se anexa la configuración a ejecutar para 
asignar los puertos troncales a la vlan nativa 500.  
 




interface range e0/0-3,e1/0-1 








interface range e0/0-3,e1/0-1 




interface range e0/0-1,e1/0-1 




interface range e0/0-1,e1/0-1 
switchport trunk native vlan 500 
 
 
d. Configurar DLS1, ALS1, y ALS2 para utilizar VTP versión 3 
 
1) Utilizar el nombre de dominio CISCO con la contraseña ccnp321 
 
Para realizar la configuración de dominio VTP, es necesario introducir el 
comando vtp domain, acompañado del nombre de dominio. En este caso el 
nombre de dominio es CISCO.  
 
Mediante el comando vtp version, se procede a configurar la versión de VTP 
que se va a ejecutar. En este caso la versión de VTP que se ejecutaran en 
los switch es la 3.  
 
Para configurar el password de VTP, se debe introducir el comando vtp 
password, acompañado de la clave que se desea establecer. En este caso 
la clave VTP será ccnp321. 
 
A continuación, se muestra la configuración introducida en los switch DLS1, 
ALS1 y ALS2, para realizar la configuración de la versión, password y 








Configuración VTP versión 3– switch DLS1 
 
 
DLS1(config)#vtp domain CISCO 
DLS1(config)#vtp version 3 
DLS1(config)#vtp password ccnp321 
 
Configuración VTP versión 3– switch ALS1 
 
ALS1(config)#vtp domain CISCO 
ALS1(config)#vtp version 3 
ALS1(config)#vtp password ccnp321 
 
 
Configuración VTP versión 3– switch ALS2 
 
ALS2(config)#vtp domain CISCO 
ALS2(config)#vtp version 3 
ALS2(config)#vtp password ccnp321 
 
 
2) Configurar DLS1 como servidor principal para las VLAN. 
 
Para realizar la asignación del switch DLS1 como servidor VTP, se debe 
introducir en el modo de configuración global el comando vtp mode server.  
 
Una vez se establece el switch DLS1 como servidor VTP, se procede en el 
modo privilegiado a introducir el comando vtp primary vlan, con el propósito 
de asignar a DLS1 como servidor primario.  
 
A continuación, se muestra la configuración introducida en el switch DLS1, 
para establecerlo como servidor principal. 
 
Configuración VTP servidor principal – DLS1 
 
DLS1(config)#vtp mode server 
DLS1(config)#exit 





3) Configurar ALS1 y ALS2 como clientes VTP. 
 
Para establecer los switch ALS1 y ALS2 como clientes VTP, se debe 
introducir en el modo de configuración global el comando, vtp mode client. 
 
A continuación, se muestra la configuración introducida en los switch ALS1 y 
ALS2, para establecerlos como clientes VTP. 
 
Configuración VTP cliente – ALS1 
 
ALS1(config)#vtp mode client 
 
Configuración VTP cliente – ALS2 
 
ALS2(config)#vtp mode client 
 
A continuación, se procede a ejecutar el comando show vtp status, para 
verificar que el protocolo VTP versión 3, ha sido configurado correctamente 
en los switch.  
 
Verificación configuración VTP versión 3 
 
 






Figura 62. Verificación VTP versión 3 – ALS1    
 
 






e. Configurar en el servidor principal las siguientes VLAN:  
 
Tabla 3. VLAN’S – Switch DLS1 
Numero de VLAN Nombre de VLAN Número de VLAN Nombre de VLAN 
500 NATIVA 434 PROVEEDORES 
12 ADMIN 123 SEGUROS 
234 CLIENTES 1010 VENTAS 
1111 MULTIMEDIA 3456 PERSONAL 
 
Para efectuar el proceso de configuración de las vlan relacionadas en la tabla 
número 3, es necesario acceder al switch DLS1, ya que este esta configurado 
como servidor principal y únicamente desde este switch se permite crear 
nuevas vlan. 
 
Para crear una nueva vlan es necesario estar en el modo de configuración 
global, desde allí se procede a introducir el comando vlan, acompañado de 
la ID de la vlan. Una vez dentro del modo de configuración de vlan se debe 
introducir el comando, name para nombrar la vlan de acuerdo a los 
requerimientos.  
 
A continuación, se muestra la configuración introducida en el switch DLS1, 
para realizar la creación de las vlan solicitadas. 
 

























f. En DLS1, suspender la VLAN 434. 
 
Para cambiar el estado de la vlan 434 a suspendido es necesario introducir en 
el switch DLS1, dentro del modo de configuración de vlan de 434, el comando, 
state suspend. 
 
A continuación, se muestra la configuración introducida en el switch DLS1, para 
realizar la suspensión de la vlan 434. 
 

























A continuación, se procede a ejecutar el comando show vlan brief, en DLS1 
(Servidor primario) para verificar que las vlan se encuentren configuradas acorde 
a los requerimientos.  
 
Verificación creación de VLAN’S 
 
 
Figura 64. Verificación vlan’s – DLS1 (servidor primario)   
 
Una vez que las vlan’s han sido creadas correctamente en el servidor primario 
VTP, se puede proceder a verificar que en la tabla de vlan’s de los otros 
dispositivos que participan en la conexión VTP versión 3, se encuentren 














A continuación, se procede a ejecutar el comando show vlan brief, en los switch 
ALS1 y ALS2 para verificar la sincronización de las vlan creadas en el servidor 
primario.  
 
Verificación sincronización de VLAN’S 
 
 
Figura 65. Verificación sincronización de vlan’s – ALS1  
 
 




g. Configurar DLS2 en modo VTP transparente VTP utilizando VTP versión 2, y 
configurar en DLS2 las mismas VLAN que en DLS1. 
 
Para establecer la versión 2 de VTP en el switch DLS2, se debe introducir el 
comando vtp version 2. Una vez configurada la versión de VTP se debe 
configurar el modo transparente. Para realizar esta configuración se debe 
introducir el comando vtp mode transparent. (Los comandos vtp relacionados 
se deben ejecutar en el modo de configuración global). 
 
A continuación, se muestra la configuración introducida en el switch DLS2, para 
establecer la versión 2 de vtp y el modo transparente. 
 
Configuración vtp versión 2 – DLS2 
 
DLS2(config)#vtp version 2 
 
Configuración Modo transparente – DLS2 
 
DLS2(config)#vtp mode transparent 
 
Una vez configurado el VTP versión 2, se procede a configurar las mismas vlan’s 
relacionadas en el punto e, tabla 3.  
 
Para crear una vlan se debe introducir en el modo de configuración global el 
comando vlan, acompañado de la ID. Luego, en el modo de configuración de 
vlan se debe especificar el nombre de la vlan mediante el comando name. 
 
A continuación, se muestra la configuración introducida en el switch DLS2, para 
establecer las vlan’s requeridas.  
 























h. Suspender VLAN 434 en DLS2. 
 
El proceso de suspensión de la vlan 434 se ejecuta introduciendo el comando 
state suspend, dentro del modo configuración de vlan. 
 
A continuación, se muestra la configuración introducida en el switch DLS2, para 
realizar la suspensión de la vlan 434. 
 





i. En DLS2, crear VLAN 567 con el nombre de PRODUCCION. La VLAN de 
PRODUCCION no podrá estar disponible en cualquier otro Switch de la red. 
 
Para crear la vlan 567 se debe introducir el comando vlan, acompañado de la 
ID. Luego, dentro del modo de configuración de vlan se debe ejecutar el 
comando name, acompañado del nombre que identificara la vlan.    
 
A continuación, se muestra la configuración introducida en el switch DLS2, para 
realizar la creación de la vlan 567.  
 








Una vez realizada la configuración se procede a verificar que la vlan 567, se 
encuentre solamente creada en el switch DLS2. Mediante el comando show 
vlan brief, se verificará la tabla de vlan’s de los switch DLS1 y DLS2.  
 
Verificación disponibilidad de vlan 567 
 
 
Figura 67. Disponibilidad vlan 567 – DLS2  
 
 









j. Configurar DLS1 como Spanning tree root para las VLAN 1, 12, 434, 500, 1010, 
1111 y 3456 y como raíz secundaria para las VLAN 123 y 234. 
 
Para realizar la configuración del spanning-tree en el switch DLS1, se deben 
introducir los comandos spanning-tree vlan “ID vlan’s” root primary y 
spanning-tree vlan “ID vlan’s” root secondary.  
 
A continuación, se muestra la configuración introducida en el switch DLS1, para 
establecer el spanning-tree primario y secundario.  
 
Configuración spanning-tree primario – DLS1 
 
DLS1(config)#spanning-tree vlan 1,12,434,500,1010,1111,3456 root primary 
 
Configuración spanning-tree secundario – DLS1 
 
DLS1(config)#spanning-tree vlan 123,234 root secondary 
 
k. Configurar DLS2 como Spanning tree root para las VLAN 123 y 234 y como una 
raíz secundaria para las VLAN 12, 434, 500, 1010, 1111 y 3456. 
 
Para realizar la configuración del spanning-tree en el switch DLS2, se deben 
introducir los comandos spanning-tree vlan “ID vlan’s” root primary y 
spanning-tree vlan “ID vlan’s” root secondary.  
 
A continuación, se muestra la configuración introducida en el switch DLS2, para 
establecer el spanning-tree primario y secundario.  
 
Configuración spanning-tree primario – DLS2 
 
DLS2(config)#spanning-tree vlan 123,234 root primary 
 
Configuración spanning-tree secundario – DLS2 
 







l. Configurar todos los puertos como troncales de tal forma que solamente las 
VLAN que se han creado se les permitirá circular a través de éstos puertos. 
 
Para permitir la circulación de las vlan’s, entre los dispositivos de conmutación, 
se debe ejecutar el comando de configuración switchport trunk allowed, dentro 
de las interfaces configuradas en modo troncal.  
 
A continuación, se muestra la configuración introducida en los switch DLS1, 
DLS2, ALS1 y ALS2, para permitir la circulación de las vlan’s.  
 
Configuración trunk allowed – DLS1 
 
DLS1(config)#interface range e0/0-3,e1/0-1 
DLS1(config-if-range)# switchport trunk allowed vlan 
12,234,1111,434,123,1010,3456 
 
Configuración trunk allowed – DLS2 
 
DLS2(config)#interface range e0/0-3,e1/0-1 




Configuración trunk allowed – ALS1 
 
ALS1(config)# interface range e0/0-1,e1/0-1 




Configuración trunk allowed – ALS2 
 
ALS2(config)# interface range e0/0-1,e1/0-1 








m. Configurar las siguientes interfaces como puertos de acceso, asignados a las 
VLAN de la siguiente manera: 
 
Tabla 4. Distribución de asignación de VLAN’S a interfaces.  
Interfaz DLS1 DLS2 ALS1 ALS2 
Interfaz e3/3 3456 12 123 234 
Interfaz e2/0 1111 1111 1111 1111 
Interfaz e2/1-
3 
 567   
Interfaz e3/0  1010 1010  
 
Para realizar la asignación de una vlan a una determinada interfaz, se deben 
ejecutar los siguientes comandos:  
 
Interface “ID interfaz” – este comando permite elegir la interfaz sobre la cual 
se realizará la configuración. 
 
Switchport host – este comando se introduce para definir la interfaz como 
un puerto de host. Al definir esta configuración se esta permitiendo que el 
proceso de reenvió se ejecute sin necesidad de pasar por el estado de 
bloqueo o aprendizaje.  
 
Switchport mode access – Este comando permite establecer la interfaz en 
modo de acceso.    
 
Interface access vlan “vlan ID” – Este comando permite definir que vlan se 
vinculara al modo de acceso.  
 
Una vez, se introducen los comandos anteriormente relacionados se deben 
activar las interfaces mediante el comando no shutdown. 
 
 A continuación, se muestra la configuración introducida en los switch DLS1, 
DLS2, ALS1 y ALS2, para realizar la asignación de vlan’s a las interfaces en 














DLS1(config-if)#switchport mode access 





DLS1(config-if)#switchport mode access 








DLS2(config-if)#switchport mode access 





DLS2(config-if)#switchport mode access 
DLS2(config-if)#switchport access vlan 1111 
DLS2(config-if)#no shutdown 
DLS2(config-if)#exit 
DLS2(config)#interface range e2/1-3 
DLS2(config-if-range)#switchport host 
DLS2(config-if-range)#switchport mode access 

















ALS1(config-if)#switchport mode access 





ALS1(config-if)#switchport mode access 





ALS1(config-if)#switchport mode access 








ALS2(config-if)#switchport mode access 




ALS2(config-if)#switchport mode access 







Parte 2: conectividad de red de prueba y las opciones configuradas. 
 
a. Verificar la existencia de las VLAN correctas en todos los switches y la 
asignación de puertos troncales y de acceso.  
 
A continuación, se procede a realizar la comprobación de la existencia de las 
vlans correctas en cada uno de los dispositivos, mediante la ejecución del 
comando show vlan brief. 
 
Comprobación configuración de vlan’s en DLS1 
 
 
















Comprobación configuración de vlan’s en DLS2 
 
 
Figura 70. Vlan’s configuradas en DLS2  
 
Comprobación configuración de vlan’s en ALS1 
 
 







Comprobación configuración de vlan’s en ALS2 
 
 























Para realizar el proceso de verificación de la asignación de puertos troncales y 
puertos de acceso en los diferentes switch de la red, se debe ejecutar el 
comando show running-config. 
 
interfaces en modo troncal y modo acceso en DLS1 
 
 























interfaces en modo troncal y modo acceso en DLS2 
 
 























interfaces en modo troncal y modo acceso en ALS1 
 
 























interfaces en modo troncal y modo acceso en ALS2 
 
 






















b. Verificar que el EtherChannel entre DLS1 y ALS1 está configurado 
correctamente. 
 
Para realizar la verificación de la configuración del etherchannel de capa 2 – 
LACP, entre DLS1 y ALS1, se debe ejecutar el comando show etherchannel 
summary. 
 
Comprobación etherchannel de capa 2 – LACP – DLS1 
 
 















Comprobación etherchannel de capa 2 – LACP – ALS1 
 
 





















c. Verificar la configuración de Spanning tree entre DLS1 o DLS2 para cada 
VLAN. 
 
Para realizar el proceso de verificación de spaning-tree en los switch DLS1 y 
DLS2, se debe emplear el comando show spanning-tree root. 
 
Comprobación spanning-tree en DLS1.  
 
 
Figura 83. verificación spanning-tree DLS1 
 
 
Comprobación spanning-tree en DLS2.  
 
 




Finalizado el proceso de configuración de la topología, se procede a adjuntar la 
configuración de cada uno de los switch de la red 
 
Configuración switch DLS1 
 
DLS1#show startup-config 
Using 1380 out of 8192 bytes, uncompressed size = 2841 bytes 
! 
! Last configuration change at 15:19:11 UTC Thu Nov 26 2020 
! 
version 15.2 
service timestamps debug datetime msec 
service timestamps log datetime msec 
























spanning-tree mode rapid-pvst 




spanning-tree vlan 1,12,434,500,1010,1111,3456 priority 24576 
spanning-tree vlan 123,234 priority 28672 
! 
















 switchport trunk allowed vlan 12,123,234,434,1010,1111,3456 
 switchport trunk encapsulation dot1q 
 switchport trunk native vlan 500 
 switchport mode trunk 
 switchport nonegotiate 
! 
interface Port-channel4 
 switchport trunk allowed vlan 12,123,234,434,1010,1111,3456 
 switchport trunk encapsulation dot1q 
 switchport trunk native vlan 500 
 switchport mode trunk 
 switchport nonegotiate 
! 
interface Port-channel12 
 no switchport 
 ip address 10.12.12.1 255.255.255.252 
! 
interface Ethernet0/0 
 switchport trunk allowed vlan 12,123,234,434,1010,1111,3456 




 switchport trunk native vlan 500 
 switchport mode trunk 
 switchport nonegotiate 
 channel-group 1 mode active 
! 
interface Ethernet0/1 
 switchport trunk allowed vlan 12,123,234,434,1010,1111,3456 
 switchport trunk encapsulation dot1q 
 switchport trunk native vlan 500 
 switchport mode trunk 
 switchport nonegotiate 
 channel-group 1 mode active 
! 
interface Ethernet0/2 
 no switchport 
 no ip address 
 duplex auto 
 channel-group 12 mode active 
! 
interface Ethernet0/3 
 no switchport 
 no ip address 
 duplex auto 
 channel-group 12 mode active 
! 
interface Ethernet1/0 
 switchport trunk allowed vlan 12,123,234,434,1010,1111,3456 
 switchport trunk encapsulation dot1q 
 switchport trunk native vlan 500 
 switchport mode trunk 
 switchport nonegotiate 
 channel-group 4 mode desirable 
! 
interface Ethernet1/1 
 switchport trunk allowed vlan 12,123,234,434,1010,1111,3456 
 switchport trunk encapsulation dot1q 
 switchport trunk native vlan 500 
 switchport mode trunk 













 switchport access vlan 1111 
 switchport mode access 





















 switchport access vlan 3456 
 switchport mode access 
 spanning-tree portfast edge 
! 






no ip http server 









line con 0 
 logging synchronous 
line aux 0 






Configuración switch DLS2 
 
DLS2#show startup-config 
Using 1607 out of 8192 bytes, uncompressed size = 3393 bytes 
! 
! Last configuration change at 15:19:10 UTC Thu Nov 26 2020 
! 
version 15.2 
service timestamps debug datetime msec 
service timestamps log datetime msec 




























spanning-tree mode rapid-pvst 
spanning-tree extend system-id 
spanning-tree vlan 12,434,500,1010,1111,3456 priority 28672 
spanning-tree vlan 123,234 priority 24576 
! 
vlan internal allocation policy ascending 
! 
vlan 12 
 name ADMON 
! 
vlan 123 
 name SEGUROS 
! 
vlan 234 
 name CLIENTES 
! 
vlan 434 
 name PROVEEDORES 
 state suspend 
! 
vlan 500 






 name PRODUCCION 
! 
vlan 1010 
 name VENTAS 
! 
vlan 1111 
 name MULTIMEDIA 
! 
vlan 3456 
















 switchport trunk allowed vlan 12,123,234,434,1010,1111,3456 
 switchport trunk encapsulation dot1q 
 switchport trunk native vlan 500 
 switchport mode trunk 
 switchport nonegotiate 
! 
interface Port-channel3 
 switchport trunk allowed vlan 12,123,234,434,1010,1111,3456 
 switchport trunk encapsulation dot1q 
 switchport trunk native vlan 500 
 switchport mode trunk 






 no switchport 
 ip address 10.12.12.2 255.255.255.252 
! 
interface Ethernet0/0 
 switchport trunk allowed vlan 12,123,234,434,1010,1111,3456 
 switchport trunk encapsulation dot1q 
 switchport trunk native vlan 500 
 switchport mode trunk 
 switchport nonegotiate 
 channel-group 2 mode active 
! 
interface Ethernet0/1 
 switchport trunk allowed vlan 12,123,234,434,1010,1111,3456 
 switchport trunk encapsulation dot1q 
 switchport trunk native vlan 500 
 switchport mode trunk 
 switchport nonegotiate 
 channel-group 2 mode active 
! 
interface Ethernet0/2 
 no switchport 
 no ip address 
 duplex auto 
 channel-group 12 mode active 
! 
interface Ethernet0/3 
 no switchport 
 no ip address 
 duplex auto 
 channel-group 12 mode active 
! 
interface Ethernet1/0 
 switchport trunk allowed vlan 12,123,234,434,1010,1111,3456 
 switchport trunk encapsulation dot1q 
 switchport trunk native vlan 500 
 switchport mode trunk 
 switchport nonegotiate 






 switchport trunk allowed vlan 12,123,234,434,1010,1111,3456 
 switchport trunk encapsulation dot1q 
 switchport trunk native vlan 500 
 switchport mode trunk 
 switchport nonegotiate 









 switchport access vlan 1111 
 switchport mode access 
 spanning-tree portfast edge 
! 
interface Ethernet2/1 
 switchport access vlan 567 
 switchport mode access 
 spanning-tree portfast edge 
! 
interface Ethernet2/2 
 switchport access vlan 567 
 switchport mode access 
 spanning-tree portfast edge 
! 
interface Ethernet2/3 
 switchport access vlan 567 
 switchport mode access 
 spanning-tree portfast edge 
! 
interface Ethernet3/0 
 switchport access vlan 1010 
 switchport mode access 












 switchport access vlan 12 
 switchport mode access 
 spanning-tree portfast edge 
! 
ip forward-protocol nd 
! 
! 
no ip http server 









line con 0 
 logging synchronous 
line aux 0 






Configuración switch ALS1 
 
ALS1#show startup-config 
Using 1246 out of 8192 bytes, uncompressed size = 2601 bytes 
! 






service timestamps debug datetime msec 
service timestamps log datetime msec 
























spanning-tree mode rapid-pvst 
spanning-tree extend system-id 
! 



















 switchport trunk allowed vlan 12,123,234,434,1010,1111,3456 
 switchport trunk encapsulation dot1q 
 switchport trunk native vlan 500 
 switchport mode trunk 
 switchport nonegotiate 
! 
interface Port-channel3 
 switchport trunk allowed vlan 12,123,234,434,1010,1111,3456 
 switchport trunk encapsulation dot1q 
 switchport trunk native vlan 500 
 switchport mode trunk 
 switchport nonegotiate 
! 
interface Ethernet0/0 
 switchport trunk allowed vlan 12,123,234,434,1010,1111,3456 
 switchport trunk encapsulation dot1q 
 switchport trunk native vlan 500 
 switchport mode trunk 
 switchport nonegotiate 
 channel-group 1 mode active 
! 
interface Ethernet0/1 
 switchport trunk allowed vlan 12,123,234,434,1010,1111,3456 
 switchport trunk encapsulation dot1q 
 switchport trunk native vlan 500 
 switchport mode trunk 
 switchport nonegotiate 












 switchport trunk allowed vlan 12,123,234,434,1010,1111,3456 
 switchport trunk encapsulation dot1q 
 switchport trunk native vlan 500 
 switchport mode trunk 
 switchport nonegotiate 
 channel-group 3 mode desirable 
! 
interface Ethernet1/1 
 switchport trunk allowed vlan 12,123,234,434,1010,1111,3456 
 switchport trunk encapsulation dot1q 
 switchport trunk native vlan 500 
 switchport mode trunk 
 switchport nonegotiate 









 switchport access vlan 1111 
 switchport mode access 















 switchport access vlan 1010 
 switchport mode access 









 switchport access vlan 123 
 switchport mode access 
 spanning-tree portfast edge 
! 
ip forward-protocol nd 
! 
! 
no ip http server 









line con 0 
 logging synchronous 
line aux 0 









Configuración switch ALS2 
 
ALS2#show startup-config 
Using 1231 out of 8192 bytes, uncompressed size = 2539 bytes 
! 
! Last configuration change at 15:19:12 UTC Thu Nov 26 2020 
! 
version 15.2 
service timestamps debug datetime msec 
service timestamps log datetime msec 
























spanning-tree mode rapid-pvst 
spanning-tree extend system-id 
! 



















 switchport trunk allowed vlan 12,123,234,434,1010,1111,3456 
 switchport trunk encapsulation dot1q 
 switchport trunk native vlan 500 
 switchport mode trunk 
 switchport nonegotiate 
! 
interface Port-channel4 
 switchport trunk allowed vlan 12,123,234,434,1010,1111,3456 
 switchport trunk encapsulation dot1q 
 switchport trunk native vlan 500 
 switchport mode trunk 
 switchport nonegotiate 
! 
interface Ethernet0/0 
 switchport trunk allowed vlan 12,123,234,434,1010,1111,3456 
 switchport trunk encapsulation dot1q 
 switchport trunk native vlan 500 
 switchport mode trunk 
 switchport nonegotiate 
 channel-group 2 mode active 
! 
interface Ethernet0/1 
 switchport trunk allowed vlan 12,123,234,434,1010,1111,3456 
 switchport trunk encapsulation dot1q 




 switchport mode trunk 
 switchport nonegotiate 









 switchport trunk allowed vlan 12,123,234,434,1010,1111,3456 
 switchport trunk encapsulation dot1q 
 switchport trunk native vlan 500 
 switchport mode trunk 
 switchport nonegotiate 
 channel-group 4 mode desirable 
! 
interface Ethernet1/1 
 switchport trunk allowed vlan 12,123,234,434,1010,1111,3456 
 switchport trunk encapsulation dot1q 
 switchport trunk native vlan 500 
 switchport mode trunk 
 switchport nonegotiate 









 switchport access vlan 1111 
 switchport mode access 
























 switchport access vlan 234 
 switchport mode access 
 shutdown 
 spanning-tree portfast edge 
! 
ip forward-protocol nd 
! 
! 
no ip http server 









line con 0 
 logging synchronous 
line aux 0 


















































Como conclusión de la implementación del primer escenario, se puede establecer 
que para ejecutar procesos de integración de redes de corporaciones que emplean 
diferentes protocolos de enrutamiento, es necesario implementar enrutadores de 
borde que posibiliten la ejecución de procesos de redistribución de redes. 
 
 
Una vez realizada la implementación del sistema de redistribución de redes en el 
primer escenario, se concluye que no solo se requiere una compatibilidad previa 
entre protocolos de enrutamiento, sino que adicionalmente se precisa la ejecución, 
la configuración de métricas, acordes a las características de los protocolos a 
redistribuir.    
 
 
Una vez desarrollado del segundo escenario, se concluye que la tecnología 
etherchannel, es una solución a problemas de limitación de ancho de banda en 
redes Corporativas y Pymes, ya que por medio de la integración de puertos físicos 
es posible efectuar un aumento del ancho de banda en los enlaces troncales 
permitiendo soportar un mayor flujo de tráfico en la red. 
 
 
En síntesis, se puede concluir, que la aplicación del protocolo VTP es una excelente 
alternativa, para efectuar procesos de administración y gestión de VLAN'S en redes 
de conmutación con alto nivel de complejidad, debido a que permite centralizar la 
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