We discuss the use of wavelet bases to solve the relativistic three-body problem in momentum space. We address the treatment of the moving singularities that appear in the relativistic three-body problem. Wavelet bases can be used to transform momentum-space scattering integral equations into an approximate system of linear equations with a sparse matrix. This has the potential to reduce the size of realistic three-body calculations with minimal loss of accuracy. The wavelet method leads to a clean interaction-independent treatment of the scattering singularities that does not require any subtractions.
I. INTRODUCTION
This is the third paper [1, 2] in a series of investigations designed to explore the potential advantages of using wavelet numerical analysis to solve scattering problems. Our longterm goal is to apply these methods to solve the relativistic three-body problem.
Commercially, wavelets are used to convert raw digitized photographic images to compressed JPEG files [3] . In this application the data compression leads to a large savings in storage space with a minimal loss of information. The compression involves expanding the raw digital image in a wavelet basis and setting the smaller expansion coefficients to zero. The kernel of a scattering integral equation and a raw digital image can both be approximated by rectangular arrays of numbers that describe structures with several scales. This suggests that the bases used to compress digital images could be used to generate accurate sparse-matrix approximations to the kernel.
The ability to construct numerically exact solutions to the quantum-mechanical three-body problem coupled with the ability to accurately measure complete sets of experimental observables constrains the form of the three-nucleon Hamiltonian. These constraints have resulted in the construction of realistic model nucleon-nucleon interactions [4] [5] [6] . When these interactions are used in the many-nucleon Hamiltonian, the resulting dynamical model provides a good quantitative description of low-energy nuclear physics [7] .
The state of the art in few-body computations has improved to the point where numerically exact scattering calculations at energy and momentum transfers of hundreds of mega-electronvolts have been performed [8] . Higher-energy calculations are possible. As in the low-energy case, for higher-energy reactions the structure of Hamiltonians can be constrained by the consistency of the few-body calculations with precise measurements of complete sets of experimental observables.
The success of the few-body approach to low-energy nuclear physics is a consequence of (1) knowing the relevant degrees of freedom (nucleons), (2) working with the most general Hamiltonians involving these degrees of freedom that are consistent with the symmetries of the system * Electronic address: polyzou@uiowa.edu (Galilean invariance), and (3) understanding the relation between the few-and the many-body problems (cluster properties). To extend this success to reactions involving higher-energy scales, (1) the relevant degrees of freedom may have to include explicit mesonic or subnucleonic degrees of freedom, (2) Galilean invariance must be replaced with Poincaré invariance, and (3) cluster properties must be maintained.
Each of the required extensions of low-energy nuclear dynamics is nontrivial, and progress has been made on all three problems [8] [9] [10] [11] [12] [13] . The purpose of this paper is to focus on how to use wavelet numerical analysis to treat the type of moving singularities that appear in the Poincaré invariant three-body problem. Although the scope of this paper is limited to threenucleon models with no explicit mesonic or subnucleonic degrees of freedom and S-matrix cluster properties [14] , the formulation and advantage of methods discussed in this paper are straightforward to extend to systems with explicit mesonic degrees of freedom and stronger forms of cluster properties [13] . These methods can also be used to solve the nonrelativistic three-body problem. Moving singularities are a generic feature of the dynamical equations in all of these cases.
Relativistic few-body equations are naturally formulated in momentum space. Relativistic kinematic factors, Wigner rotations, and Melosh rotations are all multiplication operators in momentum space. The compactness of the iterated FaddeevLovelace kernel implies that the kernel of the integral equations can be uniformly approximated by a finite matrix, resulting in a finite linear system. In the momentum representation these linear systems have large dense matrices, which increase in size with increasing energy and momentum transfer. It is desirable to be able to perform accurate calculations at energy and momentum scales at which subnuclear degrees of freedom are relevant. At these scales a relativistic treatment is required and advances in computational efficiency are needed to perform realistic calculations. The ability of the wavelet transform to efficiently transform a dense matrix to an approximate sparse matrix suggests that wavelet methods can provide a powerful tool for improving the efficiency of both relativistic and nonrelativistic few-body computations.
The advantages of using wavelet numerical analysis to solve momentum-space scattering integral equations were investigated in Refs. [1, 2] . These papers used wavelet numerical analysis to solve the Lippmann-Schwinger equation for a system of two nucleons interacting with a Malfliet Tjon V potential [15, 16] by use of partial-wave expansions [1] and direct integration [2] . In both applications the kernel of the integral equation was accurately approximated by a sparse matrix, which resulted in accurate approximate solutions. The success of these applications indicates that wavelet numerical analysis will have similar advantages when applied to the relativistic three-body problem.
The feature of the three-body problem that is not present in the two-body applications is moving singularities. The method used to treat fixed singularities in Refs. [1, 2] is not applicable to problems with moving singularities. The purpose of this paper is to illustrate how to apply wavelet numerical analysis to treat the type of moving singularities that appear in the relativistic three-body problem.
II. OVERVIEW-WAVELET NUMERICAL ANALYSIS
In this section we give a brief introduction to the use of wavelets in scattering calculations. This is because fewbody scattering problems require a specialized application of wavelets that is not discussed extensively in the literature.
The applications in Refs. [1, 2] used Daubechies' wavelets. The Daubechies' wavelets are orthonormal basis functions with compact support, and the results of Refs. [1, 2] indicate that the Daubechies' wavelets are suitable for scattering calculations.
Daubechies' wavelets [17, 18] are discussed in many texts on wavelets [19] [20] [21] [22] . They are fractal functions that have complex structures on all scales. Because the basis functions have structure on all scales, numerical applications with wavelets require a different approach to numerical analysis; hence we use the term wavelet numerical analysis.
We use the Daubechies' wavelets because they are a dense orthonormal set of compactly supported functions with the property that finite linear combinations can locally pointwise represent low-degree polynomials.
Wavelet bases are generated from two functions by use of translations and unitary scale transformations. These functions are called the scaling function and the mother wavelet. The scaling function φ(x) is the solution of the linear renormalization group equation:
with normalization
Equation (1) 
which stretches the support of the function by a factor of 2. The operator T is the unitary unit translation operator: 
The coefficients h l are real numbers that determine the properties of the scaling function. K is a positive integer. The calculations in Refs. [1, 2] used Daubechies' K = 3 wavelets. The reason for this choice is discussed later. For the K = 3 Daubechies' wavelets, the six scaling coefficients h l are given in Table I . The fractal structure of φ(x) is a consequence of Eq. (1) that shows that the scaling function on a given scale is a finite linear combination of translates of the same function on half the scale.
The scaling equation implies that the scaling coefficients h l satisfy
and the solution φ(x) of Eq. (1) has support on the interval
The unit translates of the scaling function are orthonormal,
provided the scaling coefficients satisfy the additional constraints
The scaling function φ(x) is continuous (for K > 1) and can be computed exactly at all dyadic rationals by use of Eqs. (1) and (2) . This method is used to compute the Daubechies' K = 3 scaling function plotted in Fig. 1 . 
024003-2
The subspace of square integrable functions on the real line that is spanned by integer translates of the scaling function T n φ(x) is the subspace V 0 :
Application of powers of the scaling operator D k to V 0 defines subspaces V k with coarser resolution (k > 0) or finer resolution (k < 0):
We call the space V k the approximation space with resolution k.
The resolution determines the size of the smallest features that can be approximated by functions in V k . The scaling functions
are an orthonormal basis for
The scaling equation implies the inclusions
The orthogonal compliment of V k+1 in V k is denoted by W k+1 :
Orthonormal basis functions ψ kn (x) for the subspaces W k are elements of V k−1 defined by
where
The subspaces W k are called the wavelet spaces, and the basis functions ψ kn are called wavelets. The support of ψ kn (x) is identical to the support of φ kn (x). Because the wavelets are finite linear combinations scaling functions, they are also fractal functions. The function ψ(x) = ψ 00 (x) is called the mother wavelet; the Daubechies' K = 3 mother wavelet is shown in Fig. 2 . The coefficients h l for the Daubechies' K wavelets are determined by Eqs. (5) and (7) and the requirement that the mother wavelet be locally orthogonal to low-degree polynomials:
It follows that ψ km (x) is locally orthogonal to all polynomials of degree K − 1. Equation (16) can be expressed directly in terms of the scaling coefficients:
For any K > 0, conditions (5), (7), and (17) determine the coefficients h l up to reflection:
The entries in Table I are the solutions of these equations for K = 3. The Daubechies' wavelets have the property that, as k → −∞ (infinitely fine resolution), the space V k becomes all of L 2 (R). Decomposition (12) implies that (19) for any m > 0. The identification of these spaces means that functions in the approximation space V k can be expanded as linear combinations of the scaling basis functions of resolution k or equivalently as linear combinations of the scaling basis functions of a coarser resolution k = k + m and wavelet basis functions of all resolutions from k + 1 to k + m. The orthogonal transformation that relates these orthonormal bases is called the wavelet transform. For N basis elements, the wavelet transform can be computed in O(N ) steps, which is faster than a fast Fourier transform.
If k → −∞ with l = m + k finite, equivalence (19) means that the basis functions on the right-hand side of Eq. (19) become a basis for L 2 (R). Because the wavelet basis functions ψ kn (x) are locally orthogonal to degree K − 1 polynomials and only a finite number of the scaling basis functions φ ln (x) are nonzero at any x, it follows that finite linear combinations of φ ln (x) must be able to locally pointwise represent degree K − 1 polynomials. This holds for any l.
Thus, for the Daubechies' K = 3 wavelets, finite linear combinations of the scaling basis functions φ kn (x) can locally pointwise represent polynomials of degree two, whereas the wavelet basis functions ψ kn (x) are orthogonal to degree-two polynomials.
Equation (19) implies that the projection P k of a function f (x) on V k can be represented by
or, equivalently,
024003-3
For a sufficiently fine resolution (large − k) the scaling basis functions φ kn (x) have small support and integrate to the n-independent constant 2 k/2 . If f (x) varies slowly on the support of the φ kn (x) [intervals of width (2K − 1)2 k ], then the expansion coefficients a n are well approximated by an evaluation of f (x) at any point in the support of φ kn (x) and multiplication by 2 k/2 . This implies that the scaling function basis coefficients a n are well approximated, up to a fixed multiplicative constant, by a sampling of the original function at points separated by 2 k . These coefficients play the role of the raw image in a digital photograph. They provide an accurate, but inefficient, approximation of the function f (x).
In representation (21) , if f (x) can be accurately approximated by a polynomial of degree K − 1 on the support of ψ kn (x), then c kn ≈ 0. This means that if f (x) can be well approximated by a low-degree local polynomial on intervals of width (2K − 1)2 k , then the coefficients c kn will be small and the function can be accurately approximated if these coefficients are replaced with zero. The mean square error of this approximation is the sum of the squares of the discarded coefficients, which can be controlled by the selection of a maximum size of the discarded coefficients. Even though most of the basis functions in representation (21) are orthogonal to low-degree polynomials, the equivalence between representations (20) and (21) means that representation (21) can still locally pointwise represent low-degree polynomials. In addition, when the inverse of the wavelet transform is applied to the approximate expansion, an approximation to f (x) in the scaling function basis is obtained.
In representation (21) , the coefficients b n give a coarse description of the function and the coefficients c kn add the details on finer scales.
The scaling equation and normalization condition can be used to derive exact expressions for the moments
and partial moments of the scaling function (24) in terms of the scaling coefficients h l . Explicit expressions for the moments and partial moments appear in Refs. [1, 2, 23] . For the Daubechies' K wavelets with K > 1, the second moment of the scaling function is the square of the first moment. This means that for K = 3 the first moment provides a single quadrature point that will integrate the scaling function times any second-degree polynomial exactly:
This is called the one-point quadrature. Translating and rescaling leads to one-point quadratures for all of the scaling basis functions φ kn (x). This is a good approximation whenever the function being integrated can be accurately approximated as a degree-two polynomial on the support of φ kn (x). The choice of K = 3 Daubechies' wavelets in Refs. [1, 2] is motivated by their ability to locally pointwise represent second-degree polynomials and to exactly integrate these local polynomials with a one-point quadrature.
In Refs. [1, 2, 23] , the moments and the scaling equation are used to compute the singular integrals
to any predetermined precision.
In the applications [1, 2] , the integral equation is approximated by projection onto an approximation space V k with the finest resolution k dictated by the problem. This projection can be computed efficiently in scaling basis (20) by use of onepoint quadrature (25) and explicit integrals (26) . The resulting matrix equation is transformed by the wavelet transform into an equivalent system in wavelet basis (21) . In the transformed basis the kernel of the integral equation decomposes into the sum of a sparse matrix and a small matrix. The kernel is approximated by the setting of matrix elements of the kernel that are smaller than a threshold value to zero. This results in a sparse-matrix approximation. The resulting linear system is solved by use of sparse-matrix iterative techniques, such as the complex biconjugate gradient method [24, 25] used in Ref. [2] . This solution is transformed back to the scaling function representation, by use of the inverse wavelet transform, and the resulting solution is inserted back in the integral equation to construct an interpolated solution [26] .
The only wavelet information used in these applications is the wavelet transform and moments of the scaling function. These can both be expressed directly in terms of the scaling coefficients h l in Table I . The basis functions never have to be computed. This is because integrals against smooth functions can be done with the one-point quadrature and the singular integrals can be expressed in terms of integrals (26) . One can evaluate the solution at any point by inserting the numerical expansion in the right-hand side of the integral equation, eliminating the basis function in the expansion by using the one-point quadrature and integrals (26) .
References [1, 2] demonstrate that all of these steps work as expected. These references also discuss technical issues that arise because of the treatment of end points when the equations are transformed to a finite interval, as well as the need to condition the kernel matrix in two variable integral equations.
III. DYNAMICAL EQUATIONS
The general structure of the Faddeev-Lovelace [9, 10, 14] equations in a relativistic quantum theory with three particles of mass m is
These equations assume one two-body bound state with mass m b . The quantities X, Y, K, and D have many channel indices. The quantity K is the smooth part of the kernel. The precise structure of the kernel and driving terms of Eqs. (27) and (28) is given by Eqs. (7.71) and (7.72) of Ref. [9] . The energy denominators in the coupled set of equations come from the spectral representation of the 2 + 1 resolvent operators in the kernel of the equations. This form of the equations is dictated by the structure of the interaction term in relativistic Hamiltonian dynamics [9, 10] . Although the forms of the singularities in Eqs. (27) and (28) differ from the way that they occur in the conventional treatment of the nonrelativistic three-body problem, the nonrelativistic three-body equations can also be put in a similar form [27, 28] .
The denominators that follow K xy and K yy can be treated by use of the methods discussed in Ref. [1] . The denominators that follow K xx and K yx involve moving singularities. The methods used in [1] cannot be applied to moving singularities. The purpose of this paper is to discuss the treatment of these moving singularities by use of wavelet numerical analysis.
To use wavelet methods it is advantageous to transform these energy denominators to a form in which functions of the momentum, rather than the energy, are additive. This transformation facilitates the treatment of the moving singularity. Note that e 1 > e 2 for all values of p and q. If E > 0, then E + e 1 (p, q) − e 2 (q) > 0. It follows that one can transform the singular denominator,
to a more useful form by multiplying the numerator and denominator by the nonzero function E + e 1 (p, q) − e 2 (q). This leads to the equivalent expression
which has the advantage in that it separates the p and q dependence. In the nonrelativistic case, the p and q dependence is already separate. The next step is to change variables,
and define
The parameter η sets a scale and can be used to fine tune z so it is a dyadic rational of the form n/2 −k . The method that we use to evaluate the singular integrals requires that z be a dyadic rational. A similar variable change can be used to treat the part of the equation with the fixed singularity:
Substitutions (33), (34) , and (36) lead to the following equivalent equations:
wherē
Approximations are derived by use of projection methods. We seek a solutionX in the x and y variables on the approximation space V k ⊗ V k andȲ in the w variables on V k . We obtain approximate equations by projecting the smooth part of the kernel and the driving on this space. We use the following approximations:
are evaluated at the one-point quadrature points associated with φ km (x):
The one-point quadrature formula reduces the projection to the evaluation of the kernel or driving terms at a point.
To cleanly separate the contribution from the singular integral and the dynamics it is useful to replace the product of the expansion of the solution and the expansion of the smooth part of the kernel with a single expansion of the product of these expressions. This is equivalent to the approximation
Although one can make the error in this approximation small as desired by choosing a sufficiently fine resolution, there is normally no need to increase the resolution. Because the Daunechies' K = 3 basis functions can locally pointwise represent second-degree polynomials, the product of two expansions in these basis functions can, at best, locally pointwise represent fourth-degree polynomials. To test this approximation, we compare the expansion of x 4 with the Daubechies' K = 3 basis functions to the product of expansions of x 2 by using Daubechies' K = 3 wavelets at a fixed resolution k. We write
which gives
The expansion coefficients x We approximate x 4 by using approximation (58) in Eq. (60). The expansion coefficients can be expressed in terms of the integrals
which are computed exactly in Sec. IV. The resulting approximation is
The φ kl (x) are evaluated at dyadic rationals to eliminate the error in computing the scaling basis functions. The only source of error is approximation (63). Table II compares the right-and left-hand sides of approximation (63) for resolution k = −5.
At this resolution (k = −5) the expansion is essentially exact, except near x = 0, where x 4 has three vanishing derivatives. The accuracy near the critical point, x = 0, can be improved by use of a higher resolution; however, a degenerate (three vanishing derivatives) critical point is not generic.
This additional approximation gives can all be computed analytically by using the scaling equation.
With these approximations, the dynamical equations reduce to the following algebraic system:
Equations (65) and (66) . Although the construction of the smooth kernel in the relativistic case is considerably more complicated than in the nonrelativistic case [9, 10, 14] , given the driving term and smooth kernel, one can calculate the projectionsK m,n;m ,n andD m,n (x , y ) by evaluating the exact driving term and kernel at the one-point quadrature point for each φ km (x). This reduces a Galerkin projection to a simple function evaluation.
In the next section we discuss the evaluation of the integrals (65) and (66) give a clean and stable separation of the physics and the treatment of the moving singularity, which is contained in the integrals J k m,n (z). Equations (65) and (66) are an infinite set of equations. They can be reduced to a finite set by the inclusion of highmomentum cutoffs or transformation to a finite interval. The treatment of end points in the evaluations ofK andD is identical to the treatment used in Refs. [1, 2] , in which partial moments of the scaling function are used to construct simple quadratures that exactly integrate the product of the scaling function and degree K − 1 polynomials over a subinterval of the support of the scaling function [29] [30] [31] . The treatment of end points in the evaluation of I m nk and J m,n (z) is discussed in Sec. IV.
Even with the reduction to a finite set of equations, the system of equations is large. It can be reduced by performing a wavelet transform on the scaling function basis. This can be done with the method used in Refs. [2, 24] , which maps the interval to a circle to treat end points. This does not change the final result because the resulting transformation is still a finite orthogonal transformation. The next step is to discard the small matrix elements in the transformed kernel and to solve the resulting equation.
As discovered in Ref. [2] , the treatment of the end points leads to an ill-conditioned matrix. This is because the right tail of the scaling function is small (see Fig. 1 ). Some of the overlap integrals with support containing the left end point replace the orthogonality integrals by integrals of products of scaling functions over an interval in which the product is small. This can be fixed by use of the conditioning method that was used in Ref. [2] . The resulting conditioned equations are stable and can be accurately solved by use of sparse-matrix techniques.
The resulting solution can be transformed back to the scaling function basis. An interpolated solution is then constructed from the solutionX m,n (x, y) of the algebraic equations by use of the Sloan interpolation method [26] :
The basis functions never have to be evaluated to compute the input to Eqs. (65), (66), (70), and (71). These equations, along with the methods for computing integrals (69), are the main results of this paper.
IV. EVALUATION OF INTEGRALS
In this section we use scaling equation (1) The first step is to express the scale k integrals in terms of the scale 0 integrals. Using definition (10) in Eqs. (62) and (67) we obtain the relations
In applications, k is a negative integer so we can choose 2 −k z as an integer, which is equivalent to choosing z to be a dyadic rational. We can do this for any E by adjusting the parameter η in Eqs. (33) . As a result, it is enough to evaluate J 
Both I l,n,m and J m,n (k) involve integrals over the halfinfinite interval. The second step of our calculation is to first evaluate the corresponding integrals over the infinite interval:
These integrals are easier to compute because of the simplified boundary conditions. We do steps (2) and (3) first for the integrals I l,m,n and then for the integrals J mn (k).
To compute the integralsĪ l,m,n defined in definition (80), note that this definition implies that
which allows us to expressĪ l,m,n in terms ofĪ n,m , defined bȳ Sixty-one of these terms are nonzero. We can derive linear equations that relate these integrals by using the scaling equation in the form
Using Eq. (84) in definition (83) gives the scaling equation for the integralsĪ mn :
These are homogeneous equations relating the nonzero values ofĪ m,n . An additional inhomogeneous equation is needed to solve for the nonzero values ofĪ m,n . The needed equation follows from normalization condition (2) and the identity
which, when used in Eq. (83), gives the inhomogeneous equations
Equations (85) and (87) are a finite system of (4K − 3) (4K − 3) linear equations that can be solved for the nonzero values ofĪ mn . The result of these calculations ofĪ mn with K = 3 are given in Table III nonnegative, then
and if any of l, m, or n are less than −2K + 2, then
The nontrivial values of I l,m,n correspond to the case that the indices l, m, and n satisfy
To calculate the remaining nonzero values of I lmn , first observe that using Eq. (84) in Eq. (62) gives scaling equations for I k,m,n : (76), (88), and (89). The integrals in the tables can be computed once and stored.
Next we calculate the integrals J mn (l). We first computē J mn (l) defined in Eq. (81). With a change of variables,J mn (l) can be expressed in terms of a quantity with a single integer index,
The support [0, 2K − 1] of the scaling function implies that in this integral x + y ranges from 0 to 4K − 2. This means that for |n| > (4K − 2) the series
converges. Using the binomial theorem, we can express the integrals in this series in terms of the known moments [Eq. (23)] [1] of the scaling function
IfJ n (N ) is the approximation we define by summing the first N terms of series (95), it follows that
where φ max is the maximum value (<1.5 for K = 3) of the scaling function. For |n| 4K − 2 this error can be made as small as machine accuracy for modest values of N.
Thus, for large |n|, one can compute the integralsJ n efficiently and accurately by truncating the sum in Eq. (95). To compute theJ n for smaller values of n, note that theJ n for different values of n are related by scaling equation (84), which, when used in Eq. (93), gives linear scaling equations forJ n :
Equation (97) can be used to calculateJ n recursively withJ m used for large |m| used as input. This recursion can be used to step up in negative n until n = −1 and down in positive n until n = 4K − 1. This provides an efficient and accurate method for calculating all of theJ n for n < 0 and n > 4K − 2.
The remaining values, 0 n 4K − 2, correspond to cases in which the denominator of the singular integral of Eq. (93) vanishes on the support of the integrand.
Scaling relations (97) are still satisfied for these values of n, giving 4K − 1 equations relating the unknownJ 0 · · ·J 4K−2 to the known values ofJ n for n < 0 and n > 4K − 2. Unlike the equations forĪ lmn , these equations cannot be linearly independent because they do not specify the treatment of the singular integral. One more equation is needed.
One can derive the desired equation by observing that the integralJ n can be expressed in terms of the autocorrelation function [32] [33] [34] (x) of the scaling function as
This is the key result that is needed to apply wavelet numerical analysis to problems with moving singularities. The properties of the scaling function imply that the autocorrelation function satisfies
and has support on [0, 4K − 2]. The autocorrelation function is plotted in Fig. 3 . Using Eq. (101) in Eq. (98) gives the additional linear constraint on the integralsJ n :
which holds for any m. Replacing −iπ on the left-hand side of Eq. (102) with zero gives the principal value; by +iπ it gives the limit on the other side of the real line. If m > 4K − 2, Eq. (102) can be expressed as
For |n| > 4K − 2 the boundary integrals
can be expanded in a convergent power series in terms of partial moments of the autocorrelation functions The error after the series in Eq. (106) or (107) is truncated after N terms is bounded by
where max < 1 (for K = 3) is the maximum value of the autocorrelation function. It is easy to compute these quantities to machine accuracy. The partial moments of the autocorrelation function in Eqs. (106) and (107), which are needed as input to Eq. (103), can be computed analytically. This calculation is discussed in the appendix.
Equations (97) and (103) The last step is to compute the singular integrals J mn (k) that appear in integral equations (65) and (66). To evaluate these quantities, first we note that J mn (k) is symmetric in m and n, so we can that assume m n. For n 0 we can express J mn (k) in terms ofJ n :
When either m or n is less than −2K + 2 then
The nontrivial values of J mn (k) correspond to m nonnegative and −2K + 2 n − 1, and both −2K + 2 n, m − 1. This still includes an infinite number of integrals because k can take any value. We discuss the treatment of m nonnegative and −2K + 2 m − 1 separately. When m is nonnegative the integral becomes
Because in this case n is within 2K − 2 of zero, for large |m| we can compute this in terms of moments (23) and partial moments (24) of the scaling function by using the series method:
The error made by keeping N terms in the l sum is bounded by
which one can make as small as desired by choosing a large enough m. Using Eq. (84) in Eq. (112) gives
which relates these integrals for different values of m and n. Equation (115) can be used to recursively step down from large values of |m| to m = −1 from below and m = 2K from above. Some terms in this recursion will be complex because they involve the integralsJ n for 1 n 4K − 3. The values of J n (m) that cannot be computed directly from the moments or by the recursion have −2K + 2 n − 1 and 0 m 2K − 1. We can compute these by treating Eq. (115) as a system of linear equations for the unknown J n (m) s. This works because the terms in Eq. (115) include some of the previously computed integrals. The results of this calculation are shown in Table VI.   TABLE VI What remains are the J mn (k) when both m and n fall between −2K + 2 and −1. In this case, when |k| is large, J mn (k) can be expressed in the form of a convergent power series in terms of moments and partial moments of the scaling function. The scaling equations can be used to step up or down in k until k is between 0 and 2K − 1; in addition they can also be used to solve for cases in which
In a normal application the value k represents the on-shell energy. It will be large if there are a lot of basis functions with support on either side of the on-shell point. Although J mn (k) can be calculated at points (116) from the values known from scaling equation (115), these points do not arise in most applications.
This completes the computation of the singular integrals that appear in Eq. (65). Although the computation is tedious, it is both stable and straightforward.
V. CONCLUSION
In this paper we discussed the application of wavelet numerical analysis to the relativistic three-body problem. The method starts by making variable changes in the relativistic Faddeev-Lovelace equations so that the moving scattering singularity has simple scaling properties.
The next step is to project the equation in the transformed variables on a finite resolution subspace of the three-body Hilbert space. We compute the matrix representation of the integral equation in this approximation space by evaluating the driving terms and smooth part of the kernel at the one-point quadrature points. Additional integrals involving the singular part of the kernel over the basis functions are needed to compute the full kernel. These integrals can be calculated either exactly or with precisely controlled errors by use of scaling equation (1) and normalization condition (2) . Methods for computing all of the required integrals are discussed in detail in Sec. IV and the appendix. Explicit values of the required integrals are computed and appear in Tables III-VI. The physics input is in the driving term and smooth part of the kernel. The integrals over the singular part of the kernel are independent of the dynamics.
The resulting system of equations in the high-resolution basis, although easy to compute, is large. The wavelet transform can then be applied to the kernel and driving terms of Eqs. (65) and (66) to transform the representations of the kernel and driving term in the high-resolution scaling basis to representations in a basis consisting of low-resolution scaling functions and wavelet basis functions with resolutions that fall between the high-resolution and the low-resolution basis. The transformation to this new basis takes O(N) steps. In the new basis the kernel can naturally be expressed as the sum of a sparse matrix and a small matrix. The key approximation is to replace the small part of the kernel with zero. One can control the size of the error made in this approximation by changing the threshold size for discarding matrix elements.
The sparse matrix can be solved by use of sparse-matrix techniques. In Ref. [2] Kessler et al. did this by first conditioning the matrix and then by using the complex biconjugate gradient method. The resulting solution was transformed back to the scaling basis by use of the inverse wavelet transform. The approximation was improved when the resulting matrix solution was substituted back into the original Eq. [26] . The step has the added benefit, as seen in Eqs. (70) and (71), that the basis functions never have to be calculated. The key result that was needed to calculate integrals associated with the moving singularities is the observation by Beylkin [32] and Beylkin and Saito [33, 34] that integrals of scaling functions over moving singularities can be expressed as integrals of the autocorrelation function of the scaling function over a fixed singularity. This leads to a practical and stable method for computing the integrals. The methods do not require subtractions or careful choices of quadrature points; for the Daubechies' K = 3 basis they are reduced to solving a system of 11 linear equations. The required properties of the autocorrelation function are derived in the appendix.
The research in Refs. [1, 2] demonstrated that the wavelet method led to sparse-matrix approximations, resulting in negligible errors. The structure of the kernel in the relativistic three-body case indicates that the wavelet method will lead to accurate sparse-matrix approximations to the relativistic Faddeev-Lovelace equations.
The increase in efficiency in this method is due to the saving in computational effort in going from solving a large dense set of linear equations to an approximately equivalent set of equations with a sparse matrix. The wavelet method will lead to a significant savings in computational effort for a large system. The method presented in this paper still starts with a large matrix. Additional savings would be possible if the matrix elements could be computed directly in the wavelet basis because the small matrix elements could be discarded without being stored. Development of an efficient method for such a direct calculation is an open problem.
Our conclusion is that wavelet numerical analysis can be used to accurately approximate the relativistic FaddeevLovelace equations by a linear system of equations with a sparse kernel matrix. If we define
Eq. (A2) can be put in the same form as that of Eq. (1):
The scaling coefficients a k for the Daubechies' K = 3 autocorrelation function are given in Table VII . Normalization condition (1) of the scaling function can be used in definition (A1) of the autocorrelation function to derive the normalization condition:
Scaling equation (A2) and normalization condition (A5) can be used calculate moments and partial moments of the autocorrelation function. To calculate the moments of the autocorrelation function, use 
