to determine appropriate operating conditions for complex processes. In the bioprocess industry, the use of such DoE (design of experiments) methods are widely -and appropriately -advocated throughout the development of the various unit operations that are used commercially to produce complex products, while implementing Quality by Design [1] . The DoE approach usually consists of three stages: (1) screening experiments, to determine which of a large set of possible experimental variables are important; (2) scouting experiments on only the important variables, to identify promising regions or 'sweet spots' of operating space; and (3) subsequent optimization experiments, within these 'sweet spots', to obtain accurate and valid mathematical models which identify and rigorously characterize a design space. Stage 3 is often implemented via the adoption of response surface modeling (RSM) designs.
The derivation of models from RSM designs, such as central composite designs (CCDs), also makes them applicable to stage 2 scouting studies since they can identify 'sweet spots' based on their predictions [2] . During these studies however, when the investigated experimental spaces are still large, poorly fitting regression models may be obtained, the predictions of which could yield illdefined 'sweet spots' [3] . This can have a direct impact on the number of follow up optimization studies and their efficiency. Such complexities can be avoided by employing high level factorial designs during scouting studies. These designs are coarse grids of test conditions, which are all evaluated to derive 'sweet spots' [4] [5] [6] [7] . Hence, when regression models cannot describe experimental data accurately and reliably, favorable operating conditions can be determined from the experimental measurements when they are presented in highly informative contour or response surface plots. Such designs also maximize process understanding since by employing the theoretical knowledge on the investigated system, experimental factors with the greatest interest can be allocated numerous levels and thus assessed in detail. While this approach ensures high levels of information about process behavior, it also leads to increased experimental costs (e.g. increased time and material requirements), especially in those cases where the defined grids contain numerous conditions and necessitating their evaluation by lengthy analytical methods, causing an analytical bottleneck [8] . Early bioprocess development is also characterized by limited amounts of material, especially highly purified material; and often tight timelines and limited personnel. It is therefore worth evaluating which general approaches are best suited to these stringent constraints that compound the analytical bottleneck. Here, we propose and evaluate a variant of an established simplex method as an effective approach to stage 2 scouting experiments intended to identify 'sweet spots'.
Simplex algorithms, and in particular the variable size simplex algorithm (VSSA) [9] , have been widely used for the unconstrained optimization of scalar objective functions. Until comparatively recently, it -along with other direct-search methods that do not use derivatives -was often regarded as a heuristic method, with no guarantees of convergence (e.g. [10] ). However, simplex variants have been shown to be convergent [11, 12] , thereby providing theoretical support to what has always been a remarkably effective method in practice. Simplex algorithms have also been used in the bioprocess area [13, 14] , but their use in preparative purification (as opposed to analytical chromatography) is more limited [15] . Recent work from our group [3] has shown that the deployment of a simplex method is an efficient approach for carrying out early-stage bioprocess development studies. After the generation of the initial simplex (a polygon with k + 1 corners in an k-dimensional space of input variables), only those experiments suggested by the method are evaluated in an iterative fashion generating useful information and feedback rapidly.
This paper extends our approach by introducing the hybrid experimental simplex algorithm (HESA) as an alternative route for identifying 'sweet spots' during scouting studies. HESA is best suited to data generated on a coarse grid of input variables, of the kind commonly generated by deploying high level factorial designs. Standard simplex algorithms cannot deal readily with such constant and coarse grid data. Hence, HESA incorporates modifications which are described in a first section of this paper. It is shown that HESA works well on typical plate data whereas VSSA fails. HESA is then compared to established DoE methods for scouting, in two practical purification problems, and shown to be a viable and useful alternative.
Materials and methods

Simplex algorithm
The variable size simplex algorithm [9] (VSSA) is an established simplex algorithm that optimizes numerical functions iteratively by using logical rules to traverse a search space rapidly (more so than another established alternative called the fixed-size simplex algorithm [16] ) [17] . Central to VSSA is the geometrical shape of a simplex, a polygon with k + 1 vertices in a space of k input variables, and with each vertex being associated with a value for the optimized objective function achieved at that location in the input variable space. Vertices are ranked from best to worst, according to the objective function at every point, and by using simple calculations the algorithm can then define the next simplex. VSSA generates a path of simplices iteratively that lead the search toward better regions of the underlying response surface. The possible movements calculated by VSSA in an iteration are shown in Fig. 1. 
Hybrid experimental simplex algorithm
In the proposed methodology (Fig. 2) , HESA uses VSSA, with predefined settings to calculate reflection, expansion, inside/outside contraction and shrink vertices [18] , to calculate the coordinates of vertices which are then replaced with grid conditions by HESA's approximation procedures. When this replacement does not lead to a Minimal simplex and/or degeneracy [19] and/or Next to Worst (N2W) reflections (a type of reflection used by the fixed-size simplex algorithm and HESA), then HESA carries out identical movements to standard VSSA. Otherwise Actions and Rules that are unique to HESA are used to obtain a new simplex and proceed to the next iteration. A Minimal simplex is defined as a simplex for which the differences between its vertex coordinates are equal to the step sizes of neighboring inputs. When a Minimal simplex is obtained during a HESA search, then certain VSSA movements (inside contractions and shrinks) become impossible.
Approximation procedures
HESA uses two types of procedures to approximate VSSA vertices by experimental grid conditions (Table 1) . These employ the Euclidean distance metric and include tie-breaking rules that take into account the type of movement dictated by VSSA. For example, in two dimensions, during the approximation of a VSSA outside contraction vertex (C r ), which is equidistant to four grid conditions, the one that is the furthest away from the reflected W simplex vertex is selected to substitute the VSSA C r vertex. In higher dimension spaces it is possible that even after the first tie-breaker is applied, multiple grid points still remain and a second tie-breaker is applied to select the grid point which is closest to the best simplex vertex. This is based on the weighted centroid principle of Ryan et al. [20] that the true gradient of the surface lies closest to the direction defined by the line connecting worst and best vertices. During the approximation of VSSA shrink vertices when at least one of these vertices can be substituted by multiple equidistant grid conditions, all possible simplices are generated by substituting these VSSA shrink vertices by any of the relative candidate grid conditions and a non-degenerated simplex is then chosen. This approximation procedure also ensures that the VSSA vertices and their approximations all lie on the same half-plane (e.g. a set of three points defining a plane yields three sets of half-planes). If multiple simplices were to be formed after the screens described above, the average distances of the k new vertices (i.e. grid conditions) of each simplex from the common best simplex vertex would be calculated before selecting the ones resulting in the smallest average distance.
If the two groups of approximation procedures still suggest more than one alternative grid point or simplex respectively, then one is chosen randomly for the next iteration. This random selection uses the auto-corrective nature of the algorithm to discard sub-optimal conditions in later iterations and so correct the search direction [21, 22] . 
Actions and Rules
In Actions the grid conditions that have been obtained and evaluated throughout an iteration are used to obtain a new simplex and proceed to the next iteration, with the exception of Action 6 which is a shrink step to deal with cases wherein the approximation of a VSSA inside or outside contraction vertex has led to a degenerated simplex. The Rules on the contrary are themselves new approximation procedures which result in the identification of a new set of grid conditions. Different Actions are applied depending on the specific sequences of movements occurring in an iteration of HESA (Table 2 ) and they employ, in their majority, N2W reflections, where the second least favorable vertex (N) is reflected instead of the conventional worst one (W), in order to avoid oscillation that would otherwise cause the search to enter a loop that merely switches between the same points repeatedly. Actions 3, 4 and 7 handle and apply N2W reflections in the same manner as used in the fixed-size simplex algorithm [16] . The latter two are applicable only when the [23] instead of the original VSSA shrink as used previously [24, 25] and they are employed to deal with unsuccessful inside or outside contractions that are followed by shrink steps which lead to degenerated simplices. Finally, in HESA, N2W reflections are allowed to undergo expansions to a vertex along the N-R line instead of the normal W-R line. These 'N2W expansions' are handled by Actions 1 and 2. Different Rules are also applied depending on the specific sequences of movements that occur in an iteration of HESA (Table 3 ). Rule 1 is applied when degeneracy occurs after the approximation of a VSSA R vertex. Rule 3 is applied when the approximation of the shrink vertices, carried out due to Action 6, leads to degenerated simplices alone. Rule 3 may instruct HESA to perform a N2W reflection in the following iteration depending on the comparison between the newly obtained C r or C w vertex and the W simplex vertex. Rule 4 is a shrink step which is applied when the simplex at the beginning of an iteration is not a Minimal simplex and a N2W reflection is either unsuccessful or the VSSA N2W R vertex is out of the experimental bounds. When this rule does not identify a suitable set of grid conditions, then HESA is terminated. If the simplex at the beginning of the iteration is a Minimal simplex, then Rule 4 is replaced by Action 4 or Rule 2 respectively. Rule 2 identifies an alternative simplex vertex for reflection in order to obtain a VSSA R vertex within the experimental bounds while the simplex obtained after the approximation of this reflection vertex is not degenerated and not obtained in previous iterations. In the event of a Minimal simplex with an orientation where only reflection of the most favorable vertex gives a new VSSA R vertex in the experimental space, Rule 2 allows its reflection. As a result the simplex search either moves toward a new optimum or it returns back to the reflected best vertex.
Stopping criteria
After identifying a promising region of the search space, inside contractions and shrinks take place and eventually a Minimal simplex is derived. Then HESA switches to the fixed-size simplex algorithm and the search encircles the optimum. It is during this switch-over that HESA results to the identification of a well resolved 'sweet spot' containing the experimental optimum that could then be studied further. In two dimensional spaces this encirclement generates close packing simplices, but in higher dimensions the simplices do not close pack complicating a termination decision [26] . Hence, in HESA when the search enters a state that encircles a condition, Rule 5 (Table 3) is used to construct a Minimal simplex that has not been obtained previously but with a rearranged orientation in a final effort to study the favorable area. Rule 5 is similar to the Gustavsson and Sundkvist rotation method [27] which can improve the performance of VSSA [28] . Similar to Rule 4, if this rule does not identify a suitable set of grid conditions, it terminates HESA. User-defined termination criteria can also be Table 3 Description of Rules.
Rule
Sequence of movements Description of Rule 1 Degeneracy in reflection Find grid condition closest to the VSSA R vertex, furthest away from the Reflected simplex vertex and closest to the B simplex vertex and is such that the obtained simplex is not degenerated. 2
Minimal simplex and VSSA R vertex is out of experimental bounds 1. Reflect simplex vertices from W to N (or B) and identify the first simplex vertex that once reflected its VSSA R vertex falls within the bounds (Min k − step size k , Max k + step size k ) and for which the approximation of the VSSA R vertex by a grid condition yields a simplex with a minimum volume, which is not degenerated and not previously obtained. If no such simplex is found use Rule 5;else: 2. Evaluate the approximated R vertex; 3. If R > Reflected simplex vertex rearrange simplex to reflect the identified simplex vertex in the next iteration; else substitute the Reflected simplex vertex by R and perform a N2W reflection in the next iteration 3
Action 6 leads to degeneracy 1. Find grid condition closest to the VSSA Cr or Cw vertex, furthest or closest to the W simplex vertex respectively and closest to the B simplex vertex and is such that the obtained simplex is not degenerated; used. For example, it is possible to stop a simplex very quickly, if it is not making useful progress, and save time and material to start another simplex elsewhere in the space of input variables.
To enable objective function maximization, HESA was encoded in Matlab 7.8 (The MathWorks ® Incorporated, MA, U.S.A.) on a 2.53 GHz PC with 4 GB of RAM running Windows 7 (Microsoft Corporation, WA, U.S.A.). By deploying HESA, experimental data are generated on-the-fly, i.e. selection of experiments for evaluation and their evaluation is carried out iteratively until HESA terminates.
Case studies
Two case studies are used to demonstrate the deployment of HESA and its returned results. In the first study, HESA is used to identify loading conditions for an anion exchange chromatographic step that minimize the content of the target analyte (green fluorescent protein) in the flowthrough fraction from a two dimensional grid of 32 conditions. In the second study, HESA is used to maximize the binding capacity of an antibody fragment (FAb ) to a cation exchange chromatography resin using a three dimensional grid with 72 conditions. In the first case study HESA is compared with a version of VSSA using only low level modifications (VSSA-LLM) in which the approximations of the VSSA vertices are based on simple roundings and neither Actions nor Rules are applied. In both case studies the ability of HESA to locate and define an accurate 'sweet spot' is compared to approaches employing high level factorial, central composite face centered (CCF) and 2 level factorial designs. To understand more about how HESA compares against DoE approaches, and in particular RSM, in terms of their associated experimental costs, HESA searches were carried out from different starting points (initial simplices) in both case studies. Regression analysis and evaluation of experimental designs were carried with Matlab (The MathWorks ® Incorporated) and MINITAB ® (Minitab Inc., PA, U.S.A.). Experimentation details for these two case studies are given below.
2.3.1. GFP binding case study 2.3.1.1. Production of green fluorescent protein (GFP) material. The target analyte was recombinant GFP expressed in Escherichia coli. The starting material was obtained from an E. coli cell paste, dissolved in 5 mM Tris pH 7.5 and then disrupted by high pressure homogenization for four passes at 400 bar. The homogenate was spun at 35,000 × g for 40 min in an Avanti ® J-E centrifuge (Beckman Coulter Inc., CA, U.S.A.). The resultant supernatant was diafiltered in 5 mM Tris pH 7.5 and concentrated using Vivaspin TM 20 MWCO 10,000 tubes (GE Healthcare, Uppsala, Sweden).
2.3.1.2. High throughput anion exchange system. Two factors (pH at eight levels [7.6-9 .0 with a step size of 0.2 pH units] and sodium chloride in 50 mM Tris at four concentrations [0-54 mM with a step size of 18 mM]) -were used to generate the grid of 32 conditions in order to evaluate their impact on the binding of GFP to Capto DEAE (GE Healthcare) using a PreDictor TM 96-well filter plate (GE Healthcare) that was pre-filled with 2 L of resin. A Tecan Freedom Evo ® 200 station equipped with standard fixed soft Teflon ® coated tips and controlled by Freedom EVOware ® version 2.1 software (Tecan Group Ltd, Männedorf, Switzerland) was used to conduct all liquid handling steps involved in the preparation and the analysis of the samples in the study. The handling of the plate was performed according to the manufacturer's instructions unless stated otherwise. The combination of the two factors required 32 buffer solutions to equilibrate the filter plate. After equilibration 32 feed solutions were applied, prepared directly in the filter plate by adding 100 L aliquots of the starting GFP material and 200 L from a second set of 32 buffer solutions to obtain feed solutions with the desired pH and salt concentration. The final GFP concentration in each feed aliquot was 0.45 mg mL −1 and the total protein concentration was 6.5 mg mL −1 . These were applied in triplicate to fill all 96 wells of the filter plate and so generate triplicates of all samples. The plate was agitated on an orbital shaker at 1100 rpm for 1 h and the filtrate (i.e. flowthrough) was collected in a 96-well collection plate. The 32 equilibration and loading solution compositions were all generated using a GE Healthcare in-house Microsoft Excel ® based user interface (Microsoft Corporation) capable of generating worklists that are recognized by Freedom EVOware ® .
2.3.1.3. GFP quantification by HT protein express. GFP content in the flowthrough fraction was quantified using an HT Protein Express assay kit operated on a LabChip ® 90 station (Caliper Life Sciences Ltd., Halton, U.K.) according to the instructions of the manufacturer (Caliper Life Sciences Ltd.). Samples were prepared in a 96-well Thermowell ® PCR plate (Corning Inc. Lifesciences) and the GFP concentration was calculated by monitoring the density of the band at 26 kDa in the electropherograms. The GFP measurements from the triplicated 32 flowthrough samples yielded a CV% of 6.8%.
2.3.2.
FAb binding case study 2.3.2.1. Production of FAb material for chromatography study. E. coli strain W3110 containing plasmid pTTOD A33 IGS2 (producing an antibody fragment (FAb ) under the control of the tac promoter) was provided by UCB (Slough, UK). This was used to prepare a working cell bank as described by Bowering et al. [29] and the fermentation followed the protocol presented by Tustian et al. [30] . Upon completion, the fermentation broth was spun at 6300 rpm for 60 min using an Avanti ® J-E centrifuge (Beckman Coulter Inc.). The supernatant was discarded and the cell pellet was resuspended to a final concentration of 7.1% (w/v) in periplasmic extraction buffer (100 mM Tris, pH 7.4, 10 mM EDTA) overnight at 60 • C while undergoing agitation at 200 rpm in an ISF-1-W shaker (Kühner AG, Birsfelden, Switzerland). The completion of this lysis step was followed by a second centrifugation step at the same conditions to pellet the spheroplasts, after which the FAb -rich supernatant was collected. This was then diafiltered in water to a final concentration of 1.10 mg mL −1 using a Pellicon ® XL 50 membrane with a cut-off limit of 10 kDa (Millipore, Massachusetts, U.S.A.) connected to a Labscale TFF System with a reservoir volume of 500 mL (Millipore, Massachusetts, U.S.A.).
2.3.2.2.
High throughput cation exchange system. Three factors (pH at six levels [5.0-7.5 with a 0.5 unit step size], sodium phosphate concentration at four levels [15-60 mM with a 15 mM step size] and impure lysate FAb concentration at three levels [0.11-0.33 mg mL −1 with a 0.11 mg mL −1 step size]) -were used to generate a grid of 72 conditions in order to evaluate their impact upon the binding of FAb to the cation exchange resin Capto S (GE Healthcare) using two PreDictor TM 96-well filter plates (GE Healthcare) that were pre-filled with 2 L of resin. A Tecan Freedom Evo ® 100 station controlled by Freedom EVOware ® version 2.1 software (Tecan Group Ltd) was used to conduct all liquid handling steps employing BioRobotix tips (Molecular BioProducts Inc., California, U.S.A.). The combination of the three factors required 24 buffer solutions to equilibrate the filter plate and 72 feed solutions, each with the desired pH and buffer salt composition. The equilibration buffer solutions were prepared in a 24-well plate (E&K Scientific, California, U.S.A.) using stock phosphate solutions. An additional 24 salt solutions were prepared from stock phosphate solutions and these were applied along with the concentrated FAb lysate solution to each well of the filter plate at the appropriate volumes, resulting in the required FAb concentration, pH and salt concentration and a final supernatant volume of 300 L. The handling of the plates and the samples was performed as described in the anion exchange study, with the exception that the incubation period was 8 h. All experiments were performed in duplicate at room temperature. After incubating the resin with the 72 feed solutions and removing the supernatant by centrifugation, the concentration of FAb in the filtrate (i.e. flowthrough) was measured by HPLC as described below.
2.3.2.3. FAb quantification by high performance liquid chromatography. A 1 mL HiTrap TM Protein G HP Column (GE Healthcare) was operated on an Agilent 1200 series LC system (Agilent Technologies) at 2 mL min −1 . The injection volume was 100 L and the absorbance of the eluted FAb was monitored at 220 nm. The loading and elution buffers were 20 mM sodium phosphate at pH 7.40 and pH 2.50 respectively and a step elution was used. FAb concentrations in the samples were calculated using a calibration curve prepared from a stock solution of pure FAb with concentrations in the range of 0.1-0.5 mg mL −1 . Calibration samples were prepared in duplicate and the coefficient of determination of the standard curve was found to be close to unity. The FAb measurements from the duplicated 72 flowthrough samples yielded a CV% of ∼6.9%. 
Results and discussion
GFP case study
The [GFP] measurements from the flowthrough fraction are shown in Fig. 3A . The condition defined by pH 8.2, [NaCl] = 0 mM gave the smallest GFP content in the flowthrough (i.e. the global optimum) while the condition at pH 8.8, [NaCl] = 0 mM gave the second smallest GFP content (i.e. a local optimum). Based on the raw experimental data, a 'sweet spot' containing the optimum was defined and which could be further studied in an optimization follow up study employing a RSM design such as CCF (Fig. 3B) .
HESA and VSSA-LLM deployments
The averaged GFP measurements from the 32 triplicated experiments were used to define the objective function which was then minimized by HESA and VSSA-LLM. Both simplex searches were initialized from the same initial simplex which was purposely located in an unfavorable area of the search space and away from the true optimum so as to allow the better description of the HESA movements. VSSA-LLM degenerated quickly from the second iteration (a simplex was obtained with all of its three vertices lying on a line) and by the end of the VSSA-LLM search (four iterations -five triplicated experiments) a simplex was obtained with all of its vertices lying on the same grid condition (pH 8.2 and [NaCl] = 36 mM) (Fig. 3C ). This condition was well away from the global and local optima. Thus VSSA-LLM displayed critical non-convergence and led to an entirely erroneous identification of a 'sweet spot' (Fig. 3D) . By contrast, HESA converged to the global optimum after selecting 17 triplicated experiments (i.e. ∼53% from the total available number of the 32 triplicated experiments) (Fig. 3E and Table 4 ). The global optimum was selected for the first time in the eighth iteration and in iterations 9-11 it was encircled to yield an accurate and well defined 'sweet spot' that could then be further assessed with follow up optimization studies (Fig. 3F) .
HESA, high level factorial, CCF, and 2 level factorial 'sweet spot' identification
The locations of the experimental space that were altogether less favorable (i.e. leading to high [GFP] in the flowthrough) were removed from the original experimental space and the remaining subsection was used to form and evaluate a high level factorial design (Fig. 3G) , a CCF design (Fig. 3I ) and a 2 level factorial design plus a center point (Fig. 3K ) which all spanned the same factor ranges. The results from the evaluations of these three designs are detailed in Table 5 . By comparing the predicted response surfaces, yielded by the three designs (Fig. 3G, I and K) , to the raw experimental data (Fig. 3A) , discrepancies were observed. The high level factorial and CCF designs returned predicted response surfaces which compared realistically to the one from the raw experimental data. However, they did not distinguish between the two optima and at the same time they overestimated the effect of the [NaCl] factor. This was also verified from Table 5 since for the high level factorial design a %Q 2 of 74.12 was obtained whereas when the CCF design model was challenged to predict the [GFP] of the remaining conditions of the space that were not part of the design (i.e. external validation of the model) a %R 2 prediction of 56.82 was returned. Moreover, the residuals of the models from each design displayed a 'fanning out' behavior with increasing predicted [GFP] measurements. Hence, in this case study linear additive regression models encountered difficulties in capturing the trends in the experimental data accurately and reliably. In the case of the high level factorial design, since all the conditions in the experimental space are evaluated with such an approach, a 'sweet spot' would be defined based on the experimental data instead of relying on the moderately ill-fitting regression model. Consequently, the same 'sweet spot' to the one obtained by the deployment of HESA would be defined for further investigation and optimization (Fig. 3H ). In the case of the CCF design, conservative follow up studies could lead to the definition of a new design, such as a CCF, spanning wider ranges of both factors (Fig. 3J) than those implied by the predicted [GFP] measurements. In such a case, due to the candidate 'sweet spot' covering a wide range for the pH factor, for which the [GFP] measurements underwent strongly non linear changes (shown from the raw experimental data (Fig. 3A) , such follow up studies would be very likely to be repeated until a 'sweet spot' was defined that could be accurately modeled by a valid regression model as is the goal of these optimization follow up studies. In contrast, the deployments of HESA and of the high level factorial design, both returned the best candidate 'sweet spot' for such further investigation.
Finally, the deployment of a 2 level factorial design led to the least realistic description of the experimental data (Fig. 3K) since it wrongly indicated that [GFP] was affected solely by the [NaCl] factor (Table 5 ). While this design correctly led to the conclusion that low [NaCl] led to a decrease of GFP content in the flowthrough, the indication that [GFP] was not affected at all by the pH factor could lead to detrimental results if subsequent studies further studied only the [NaCl] factor. If on the contrary follow up studies were carried out by keeping the [NaCl] factor to its lowest setting, as indicated by the 2 level factorial design, while varying only the pH factor, despite the indications provided by the 2 level factorial design showing that it did not affect [GFP], then the absolute optimal operating condition would be identified. However, such studies would be of relatively low utility since they would provide limited insights regarding the robustness of the performance of the chromatographic separation in face of simultaneous variations in both, pH and [NaCl], factors. This also is one of the primary purposes of such follow up studies. A more cautious and correct strategy would be to augment the 2 level factorial design to the CCF design (Fig. 3I ) which would then lead to the earlier obtained 'sweet spot' (Fig. 3L) . 
Table 4
Description of the movements of the hybrid experimental simplex algorithm (HESA) for the GFP case study. Where different the VSSA calculated vertices are shown in brackets. The light arrows show the sequence of the movements carried out during an iteration. A bold arrow represents the end of the iteration. The last column contains the coordinates of the vertices in the simplex formed at the end of each iteration ordered from best to worst (B, N, W (1)). These values were averaged and used to define the objective function which was maximized by HESA. A HESA search was purposely initialized from a simplex with its vertices lying in an unfavorable area of the search space and after selection of 24 duplicated experiments (i.e. 33% from the total available number of the 72 duplicated experiments) it converged to the global optimum and encircled it (Fig. 4B) . Similar to the first case study the HESA results could then be used to identify an accurate and well defined 'sweet spot', enclosing the experimental optimum, for investigation in follow up studies.
In this case study, a smaller experimental space was also defined by removing from the original space those conditions that were altogether unfavorable (i.e. low Q FAb values) in order to form and evaluate a high level factorial design (Fig. 4C) , a CCF design (Fig. 4D) and a 2 level factorial design plus a center point (Fig. 4E ) which all spanned the same factor ranges. Details from the evaluations of these designs are shown in Table 6 . The models from each of these designs displayed a significant lack of fit. This is easily understood in the case of the 2 level factorial design since without the ability to evaluate the quadratic terms of the three factors (pH, [sodium phosphate], and [FAb ] i ) it indicated that follow up studies should investigate a 'sweet spot' spanning a pH range that was also extended toward low values (i.e. lower then pH 5.0) (Fig. 4E) and it thus led to the least realistic description of the experimental data. By comparing the response surface from the raw experimental data (Fig. 4A) to the predicted response surfaces that were based on the high level factorial and CCF design models (Fig. 4C and D) , it was observed that the predicted Q FAb values matched closely the measured ones despite the significant lack of fit. The latter was therefore further investigated by observing the residuals of the two models. For both models, the residuals were found to exhibit a quadratic trend when they were plotted against the predicted Q FAb values. This trend was stronger for medium to low predicted Q FAb values and weaker for medium to high predicted Q FAb values. This was further supported when a custom design was used to fit a regression model using an even smaller subset of the available experiments by removing additional conditions that led to poor Q FAb values from the original experimental space (Fig. 4F ). Such a model returned excellent statistics with an insignificant lack of fit (Table 6 ) and its residuals were found to be homoscedastic. Using the high level factorial design experiments (Fig. 4C) , a model was fitted containing additional higher order terms, but the trend in the residuals remained and so did the significant lack of fit error. Data transformations (e.g. log 10 of response) did not counter the problem either. Hence, in the case of the high level factorial design the 'sweet spot' could be identified based on the experimental data, leading thus to the same 'sweet spot' obtained via the deployment of HESA. In the case of the CCF design, since a higher order model would most likely not result to an insignificant lack of fit, either external validation runs could be employed, which would increase the experimental costs, or a 'sweet spot' could be identified in a conservative manner and thus be greater in size than the one obtained from HESA and the high level factorial design deployments, but still correctly focusing on the experimental optimum.
Comparison of HESA and DoE approaches
To assess the extent to which HESA can be considered as a viable alternative approach for carrying out scouting studies during early bioprocess development, it is compared against DoE approaches in two aspects: (1) Ability to return accurate and well resolved 'sweet spots'; (2) Involved experimental burden.
'Sweet spot' identification
Both case studies support the earlier observation that when investigating large experimental spaces, as is the case for bioprocess development scouting studies, ill-fitting regression models may be obtained. Instead, when the space is narrowed down, valid regression models can be derived with greater ease (e.g. the regression model based on the custom design in the second case study). Based on the CCF designs from the two case studies, 'sweet spots' could be obtained that also contained the experimental optima. The 'sweet spot' obtained in the second case study would be better defined than the one obtained in the first case study. However, for both cases, and particularly for the first one, the obtained 'sweet spots' could be less well defined than those obtained by deploying HESA and the high level factorial designs. The latter approach will always be capable of yielding such accurate and well defined 'sweet spots' regardless of the shape of the underlying response surface, being accompanied however by high experimental costs. This is not the case for HESA or for other DoE approaches such as RSM and 2 level factorial designs. HESA may be affected by the presence of multiple optima, similar to its parent algorithm VSSA, while DOE approaches can also be affected by the presence of multiple optima and in general they may not deal well with non linear responses even if they contain only one optimum. In the first case study, when 1000 random HESA searches (i.e. starting from different, randomly defined, initial simplices) were carried out, 64% and 36% of them resulted to the definition of a 'sweet spot' encircling the global and local optima respectively. In the second case study, where only one optimum was present in the experimental space, more than 98% of 1000 random HESA searches resulted in the correct derivation of a 'sweet spot' encircling the optimum. Hence, the ability of HESA to return correctly located 'sweet spots' is affected by the presence of multiple optima. However, it needs to be underlined that HESA will always locate and characterize an optimal condition, even if it is not a global optimum, as opposed to the deployment of a DoE approach. This is an attractive feature of HESA since if the associated performance of the investigated system is found to be acceptable, then the identified 'sweet spot' can still be further assessed and optimized in follow up studies. The fact that in the first case study the 'sweet spot' yielded by the CCF design included both global and local optima is not a generic feature of RSM and DoE methodologies. Instead, it is equally likely that in other cases of responses with multiple and well separated optima or non linear trends, a DoE approach could lead to an entirely erroneously identified 'sweet spot'. Hence, the adoption of HESA in scouting studies appears to occupy the middle ground between approaches adopting a high level factorial design and other conventional DoE methodologies, such as RSM, in terms of its ability to yield 'sweet spots' for further investigation. Finally, employing 2 level factorial designs for identifying process relevant 'sweet spots' was shown to be in both case studies the least successful approach. This was expected as such designs are not meant to be used to obtain predictions of responses. Instead they are used to screen experimental factors.
Involved experimental burden
To compare HESA and DoE approaches, and in particular RSM designs, in terms of their associated experimental burden, the number of replicated experiments selected by HESA from the 1000 random searches mentioned earlier, were compared against RSM approaches employing a central composite design with one or multiple center points for each case study (Fig. 5) . The number of replicated experimental runs from each approach were normalized against the total number of available experimental runs and thus expressed in terms of percentages. For example, the HESA search that selected 17 triplicated conditions in the first case study yielded an experimental burden of 100 × (17 × 3)/(32 × 3) ≈ 53% whereas the deployment of a CCD with one center point yielded an experimental burden of 100 × (9 × 3)/(32 × 3) ≈ 28%.
Based on Fig. 5A , in the first case study ∼45% of the HESA searches resulted in a number of experimental runs that was approximately equal or lower than that required by a CCD with one center point. An additional ∼50% of the HESA searches were accompanied with an experimental burden that was between those from the CC designs with one and five center points whereas the remaining ∼5% of the searches required a greater number of experimental runs than the latter design. For the second case study, Fig. 5B showed that the equivalent percentages were ∼38%, ∼46%, and ∼16% respectively. According to these results, ∼40% and ∼80% of the HESA searches required a number of runs that was equal or lower than those required by CC designs with one or multiple center points respectively in both case studies. Hence, both HESA and RSM approaches are more rapid than adopting a high level factorial design approach for identifying 'sweet spots' in scouting studies during early bioprocess development. Between them the involved experimental costs appear to be comparable. The latter conclusion is also supported by the fact that HESA application does not require a downtime for 'off-line' data analysis by an end-user between successive experimental studies. This is because HESA does not require a mathematical model; instead it only uses directly measurable experimental data. The same does not apply for RSM approaches. The duration of such a downtime period is not insignificant as can be understood by the elaborated data analyses in the two case studies.
Implications of HESA
As mentioned earlier the hybrid experimental simplex algorithm does not guarantee the identification of a 'sweet spot' enclosing the global optimum. Like any other simplex method, it may find local optima. The likelihood of finding the global optimum can be improved by deploying multiple searches. This will also inevitably increase the associated experimental costs but not in a multiplicative manner due to the finite number of experiments within a space investigated by HESA. For example, for each case study the 1000 random HESA searches were split in half and combined to simulate 500 paired searches starting from two different and randomly defined initial simplices. For the first case study 85% of these paired searches encircled the global optimum, whereas for the second case study all paired searches encircled the single optimum. The experimental burden was increased on average by ∼15% and ∼10% respectively. This increase can be minimized by initializing a search from an initial simplex with good size, location, and orientation, possibly based on initial experiments or previous experience. Such optimally started HESA searches are faster than their random alternatives and display improved convergence. The derivation of rules of thumb for initializing HESA and the investigation of strategies for deploying multiple searches is the topic of ongoing research in our group.
Finally, HESA is also affected by the presence of experimental error. Such effects were countered in the described application examples by running all HESA suggested experiments at least in duplicate. This is in agreement with good laboratory practice regardless of the way that a set of experiments is to be performed. In cases where the experimental error is expected to be overly great and extensive replication is required, then a DoE approach may be deployed instead since such approaches can usually deal with experimental errors without requiring extensive replication.
Conclusions
Scouting studies in early bioprocess development aim to identify a process viable 'sweet spot' for further investigation in follow up studies. Such 'sweet spots' are routinely identified by deploying high level factorial or RSM designs. An alternative methodology, the hybrid experimental simplex algorithm, was introduced in this paper, and it was demonstrated in two case studies which sought to optimize the binding conditions for GFP to a weak anion exchange resin and FAb to a cation exchange resin. The obtained results suggest that HESA can readily deal with experimental spaces that cannot be directly searched via the application of the standard variable size simplex algorithm even when the latter is lightly modified. At the same time deployment of HESA was found to be comparable to the deployment of RSM designs regarding its ability to yield well defined and accurate 'sweet spots' and its associated experimental costs. These results suggest that HESA can be considered as a viable alternative approach for carrying out scouting studies in early bioprocess development which aim to identify process relevant 'sweet spots' for further investigation and optimization by traditional DoE methodologies. [FAb ] ( 
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