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ON THE DIRICHLET AND NEUMANN EVOLUTION
OPERATORS IN Rd+
LUCIANA ANGIULI AND LUCA LORENZI
Abstract. We prove some uniform and pointwise gradient estimates for the
Dirichlet and the Neumann evolution operators GD(t, s) and GN(t, s) associ-
ated with a class of nonautonomous elliptic operators A(t) with unbounded
coefficients defined in I × Rd
+
(where I is a right-halfline or I = R). We also
prove the existence and the uniqueness of a tight evolution system of mea-
sures {µNt }t∈I associated with GN(t, s), which turns out to be sub-invariant
for GD(t, s), and we study the asymptotic behaviour of the evolution operators
GD(t, s) and GN(t, s) in the L
p-spaces related to the system {µNt }t∈I .
1. Introduction
The increasing interest in Kolmogorov equations is due to their relevant role in
many branches of mathematics. In particular, these equations arise in a natural way
from many applications in physics. For example in some free boundary problems
in combustion theory and in the study of the Navier-Stokes equations in rotating
exterior domains, simple changes of variables transform operators with bounded
coefficients into operators with unbounded coefficients. Kolmogorov equations are
also strongly connected to the study of many problems in dynamic population and
in mathematical finance that lead to stochastic models where it is quite natural to
require that the unbounded coefficients be explicitly depending on time. Whereas
the theory is already well developed in the autonomous case (see e.g., [6, 7, 8, 14, 25]
and the monograph [9]), in the nonautonomous case, some results have been proved
very recently and a lot of significant problems are still open. To the best of our
knowledge, all the literature in the nonautonomous setting is related to the case
of the whole space Rd. In such a case, many aspects of the Cauchy problem for
nonautonomous parabolic equations have been studied in [3, 4, 5, 16, 17, 21, 23, 24].
This paper represents the first step to understand and analyze nonautonomous
elliptic operators (and their associated evolution operators) in unbounded domains
with homogeneous boundary conditions. Given a right halfline I (possibly I =
R), we consider a class of linear nonautonomous second-order uniformly elliptic
operators
A(t) =
d∑
i,j=1
qij(t, ·)Dij +
d∑
i=1
bi(t, ·)Di − c(t, ·),
with sufficiently smooth and possibly unbounded coefficients defined in I × Rd+,
where Rd+ := R
d−1 × (0,+∞). Under suitable assumptions on the coefficients of
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the operator A(t), for any s ∈ I the Cauchy-Dirichlet problem

ut(t, x) = A(t)u(t, x), t ∈ (s,+∞), x ∈ Rd+
u(t, x) = 0, t ∈ (s,+∞), x ∈ ∂Rd+,
u(s, x) = f(x), x ∈ Rd+,
(PD)
with f ∈ Cb(Rd+), and the Cauchy-Neumann problem

ut(t, x) = A(t)u(t, x), t ∈ (s,+∞), x ∈ Rd+,
∂u
∂ν
(t, x) = 0, t ∈ (s,+∞), x ∈ ∂Rd+,
u(s, x) = f(x), x ∈ Rd+,
(PN)
with f ∈ Cb(Rd+), are governed by two evolution operators: the Dirichlet evolution
operator {GD(t, s) : t ≥ s ∈ I} and the Neumann evolution operator {GN(t, s) :
t ≥ s ∈ I}. Our aim consists in investigating some properties of these evolution
operators. In the first part of the paper we prove some pointwise gradient estimates
satisfied by the functions GD(t, s)f and GN(t, s)f . More precisely, for any p > 1
we prove that there exist two positive constants cp and Cp such that
|∇xGD(t, s)f |p ≤ cpeCp(t−s)GN(t, s)(|f |p + |∇f |p), (1.1)
for any t > s ∈ I and f ∈ C1b (Rd+) which vanishes on ∂Rd+, and
|∇xGN(t, s)f |p ≤ cpeCp(t−s)GN(t, s)(|f |p + |∇f |p), (1.2)
for any t > s ∈ I, any p > 1, any f ∈ C1b (Rd+). Clearly, in (1.1) an estimate with
GD(t, s) in the right-hand side can not hold since GD(t, s)(|f |p + |∇f |p) vanishes
on ∂Rd+, whereas, in general, ∇xGD(t, s)f does not. Our main assumptions are
a dissipativity condition on the drift b = (bi)i and some growth assumptions on
the spatial derivatives of the diffusion coefficients qij and on the potential term c.
Under stronger assumptions we obtain (1.1) and (1.2) also for p = 1.
We also prove that, for any s ∈ I, the estimate
|∇xGI(t, s)f |p ≤ τp eωp(t−s)(t− s)−
p
2GN(t, s)|f |p), I ∈ {D,N},
holds in Rd+ for any function f ∈ Cb(Rd+) (resp. f ∈ Cb(Rd+), if J = N), any
t ∈ (s,+∞), any p ∈ (1,+∞) and some constants τp > 0, ωp ∈ R.
Besides their own interest, the previous estimates represent a helpful tool both
in studying of the asymptotic behaviour of the evolution operators GD(t, s) and
GN(t, s) and in establishing some summability improving results for such operators.
As already noticed in the case of the whole space (see [4]), the usual Lp-spaces
are not the appropriate setting where to study elliptic operators with unbounded
coefficients and their associated evolution operators. On the contrary the Lp-spaces
related to particular systems of measures, called evolution systems of measures (see
Definition 4.1), seem to be more apt. Existence and uniqueness of such systems of
measures have been proved in the case of the whole space, first for the Ornstein-
Uhlenbeck evolution operator and, then, for more general nonautonomous elliptic
operators with unbounded coefficients in [16, 21]. We also quote the related papers
[10, 11, 12, 13].
Here, in the case when c ≡ 0, we prove that there exists an evolution system of
measures {µNt }t∈I associated with the evolution operator GN(t, s), which turns out
to be sub-invariant for the Dirichlet evolution operator GD(t, s) even if infI×Rd+ c ≥
0. This family of measures is obtained as the weak∗ limit of the evolution systems
of measures for the evolution operators Gε(t, s) in the whole of Rd. Here, Gε(t, s) is
the evolution operator associated with the uniformly elliptic operator Aε(t), whose
coefficients are defined in the whole of I ×Rd starting from the coefficients of A(t).
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Moreover, under suitable assumptions, the gradient estimate (1.2) implies both
that {µNt }t∈I is the unique tight evolution system of measures for GN(t, s) and that
the operators GD(t, s) and GN(t, s) are bounded from L
p(Rd, µNs ) into the Sobolev
space W 1,p(Rd, µNt ) for any t > s ∈ I.
As in the case of the whole space, the unique tight evolution system of measures
appears naturally in the study of the asymptotic behaviour of GN(t, s) and GD(t, s)
as t tends to infinity. More precisely, ifmNs (f) denotes the average of f with respect
to the tight measure µNs , then, under suitable assumptions we prove that, for any
R > 0 and any s ∈ I, it holds that
|(GD(t, s)f)(x)| ≤ cR,seσ0(t−s)‖f‖∞, f ∈ Cb(Rd+)
and
|(GN(t, s)f)(x)−mNs (f)| ≤ cR,seσ0(t−s)‖f‖∞, f ∈ Cb(Rd+)
for any (t, x) ∈ (s,+∞) × B+R and some constants σ0 < 0 < cR,s. The previous
pointwise estimates immediately yield
lim
t→+∞
‖GD(t, s)f‖Lp(Rd+,µNt ) = 0, limt→+∞ ‖GN(t, s)f −m
N
s (f)‖Lp(Rd+,µNt ) = 0,
for any f ∈ Lp(Rd+, µNs ) and any p ∈ (1,+∞). The construction of the evolu-
tion system of measures {µNt }t∈I , as the limit of the tight evolution system of
measures associated with Gε(t, s), is the key tool to deduce many properties of
GD(t, s) and GN(t, s) from the analogous of G
ε(t, s). Assuming that the diffusion
coefficients do not depend on x, we prove both some exponential decay estimates
for ‖GD(t, s)‖Lp(Rd+,µNt ) and ‖GN(t, s)f −mNs (f)‖Lp(Rd+,µNt ) and some logarithmic
Sobolev inequalities with respect to the measures {µNt : t ∈ I}. Besides their own
interest, the occurrence of logarithmic Sobolev inequalities allows to deduce notable
properties such as compactness and hypercontractivity for the evolution operators
GD(t, s) and GN(t, s) as stated in Theorem 4.12. Note that, in some sense, the
logarithmic Sobolev inequalities are the natural counterpart of the Sobolev embed-
ding theorems that, in general, do not hold when the Lebesgue measure is replaced
by evolution systems of measures: consider e.g., the case when A(t) is the nonau-
tonomous Ornstein-Uhlenbeck operator and the tight evolution system of measures
is of gaussian type.
The paper is organized as follows: in Section 2 we collect some preliminary re-
sults. In Section 3 we state and prove the pointwise and uniform gradient estimates
for GD(t, s) and GN(t, s). In Section 4, we prove the existence and uniqueness of a
tight evolution system of measures for GN(t, s), we study the asymptotic behaviour
of the evolution operators GD(t, s) and GN(t, s), we prove the logarithmic Sobolev
inequality and some of its consequences. Section 5 contains examples of operators
to which the results of this paper apply. Finally, in the appendix we prove a result
which is used in the proof of the pointwise gradient estimates
Notations. For any k ≥ 0, we consider the space Ckb (Rd+) (resp. Ckb (Rd+)) consist-
ing all the functions in Ck(Rd+) which are bounded in R
d
+ (resp. in R
d
+) together
with all their derivatives (up to the [k]-th order) . We use the subscript “c” instead
of “b” for spaces of functions with compact support. We also consider the space
CkD(R
d
+), k = 0, 1, consisting of functions f ∈ Ckb (Rd+) vanishing on ∂Rd+.
The partial derivatives ∂f∂t ,
∂f
∂xi
and ∂
2f
∂xi∂xj
are denoted by Dtf , Dif and Dijf ,
respectively. Tr(Q) and 〈x, y〉 stand for the trace of the square matrix Q and the
Euclidean scalar product of the vectors x, y ∈ Rd, respectively. By χA we denote
the characteristic function of the set A ⊂ Rd and 1l := χRd+ . Given a probability
measure µ defined on the Borel σ-algebra B(Ω), we write 〈µ, f〉 to denote the
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integral of f ∈ Cb(Ω) with respect to the measure µ. Somewhere in the paper we
find it convenient to split Rd ∋ x = (x′, xd) with x′ ∈ Rd−1. Finally, the Euclidean
ball with center at 0 and radius r > 0 is denoted by Br and B
+
r = Br ∩ Rd+.
2. Main assumptions and preliminary results
This section is devoted to prove the existence and uniqueness of a classical solu-
tion for the Cauchy problems (PD) and (PN). Here, the term classical has different
meanings according to which problem we consider as it is pointed out in the fol-
lowing definition.
Definition 2.1. A function u ∈ C1,2((s,+∞) × Rd+) is called a bounded classical
solution
(i) of the problem (PD) if it is bounded and continuous in ([s,+∞)×Rd+)\({s}×
∂Rd+) and satisfies (PD);
(ii) of the problem (PN) if it is bounded and continuous in [s,+∞) × Rd+ and
satisfies (PN).
Throughout the paper we assume the following outstanding assumptions on the
coefficients of the operators {A(t) : t ∈ I}, where I is an open right halfline or even
I = R.
Hypotheses 2.2. (i) The coefficients qij , bj, c belong to C
α/2,1
loc (I×Rd+) for some
α ∈ (0, 1) and any i, j = 1, . . . , d;
(ii) c0 := infI×Rd+ c(t, x) > 0;
(iii) qid ≡ bd ≡ 0 on I × ∂Rd+ (i = 1, . . . , d− 1);
(iv) for every (t, x) ∈ I × Rd+, the matrix Q(t, x) = [qij(t, x)] is symmetric and
there exists a function η : I × Rd+ → R+ such that 0 < η0 := infI×Rd+ η and
〈Q(t, x)ξ, ξ〉 ≥ η(t, x)|ξ|2, ξ ∈ Rd, (t, x) ∈ I × Rd+;
(v) there exist a continuous function r : I × Rd → R and positive constants L0,
L1 and R0 such that, for any (t, x) ∈ I × Rd+ and any ξ ∈ Rd,
(i) r(t, x) ≤ −L0η(t, x) + L1χBR0 (x), (ii) 〈∇xb(t, x)ξ, ξ〉 ≤ r(t, x)|ξ|2;
(2.1)
(vi) there exists a positive constant k1 such that
|∇xqij(t, x)| ≤ k1η(t, x), (t, x) ∈ I × Rd+, i, j = 1, . . . , d. (2.2)
Remark 2.3. Note that Hypotheses 2.2 imply that, for any bounded set J ⊂ I,
there exists a positive constant λ = λJ such that
A(t)ϕ(x) ≤ λJϕ(x), t ∈ J, x ∈ Rd+. (2.3)
Indeed, note that (A(t)ϕ)(x) = 2Tr(Q(t, x)) + 2〈b(t, x), x〉 − c(t, x)ϕ(x) for any
(t, x) ∈ I × Rd+. Thanks to (2.2) we can estimate
Tr(Q(t, x)) =Tr(Q(t, 0)) +
d∑
i=1
∫ 1
0
d
dσ
qii(t, σx)dσ
≤Tr(Q(t, 0)) + |x|
d∑
i=1
∫ 1
0
|∇xqii(t, σx)|dσ
≤Tr(Q(t, 0)) + k1d|x|
∫ 1
0
η(t, σx)dσ,
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for any (t, x) ∈ I × Rd+ and any i = 1, . . . , d. Arguing similarly and taking (2.1)
into account, we can prove that
〈b(t, x), x〉 ≤|b(t, 0)||x| − L0|x|2
∫ 1
0
η(t, σx)dσ + L1|x|2
∫ 1
0
χBR0 (σx)dσ
≤|b(t, 0)||x| − L0|x|2
∫ 1
0
η(t, σx)dσ + L1min{|x|2, R0|x|},
for any (t, x) ∈ I × Rd+. Summing up, we have
(A(t)ϕ)(x) ≤2Tr(Q(t, 0)) + 2(|b(t, 0)|+ L1R0)|x|
+ 2(dk1|x| − L0|x|2)
∫ 1
0
η(t, σx)dσ,
for any (t, x) ∈ I ×Rd+. Observing that
∫ 1
0 η(t, σx)dσ ≥ η0 for any (t, x) ∈ I × Rd+,
estimate (2.3) follows immediately.
2.1. Approximating evolution operators. In order to prove the announced ex-
istence and uniqueness theorem, we use an approximation procedure. Therefore,
considering the standard reflection with respect to the xd-variable, we define the
extension operators E,O : L∞(Rd+)→ L∞(Rd) by setting
Ef(x) :=
{
f(x′, xd), xd ≥ 0
f(x′,−xd), xd < 0,
Of(x) :=
{
f(x′, xd), xd ≥ 0,
−f(x′,−xd), xd < 0.
For any function ψ : I ×Rd → R and any ε ∈ (0, 1], we denote by ψε : I ×Rd → R
the convolution (with respect to x) of ψ with a standard mollifier ρε.
Let Aε(t) be the operator defined on smooth functions ζ by
Aε(t)ζ = Tr(Qε(t, ·)D2ζ) + 〈bε(t, ·),∇ζ〉 − cε(t, ·)ζ, t ∈ I, (2.4)
where qεij = (q˜ij)
ε, bεj = (b˜j)
ε (i, j = 1, . . . , d), cε = (Ec)ε and
q˜ij :=
{
Eqij , i, j < d ∨ i = j = d,
Oqij , i < d, j = d ∨ i = d, j < d,
b˜i :=
{
Ebi, i < d,
Obi, i = d.
(2.5)
Proposition 2.4. For any ε ∈ (0, 1], any s ∈ I and any f ∈ Cb(Rd) the Cauchy
problem {
Dtu(t, x) = A
ε(t)u(t, x), t > s, x ∈ Rd,
u(s, x) = f(x), x ∈ Rd,
admits a unique solution uε ∈ Cb([s,+∞)×Rd)∩C1+α/2,2+αloc ((s,+∞)×Rd). More-
over,
‖uε(t, ·)‖∞ ≤ e−c0(t−s)‖f‖∞, t > s. (2.6)
Proof. We begin by observing that qεij , b
ε
i and c
ε belong to C
α/2,1+α
loc (I × Rd) for
any i, j = 1, . . . , d and they satisfy Hypotheses 2.2 in Rd, with the same constants
c0, η0, k1, L0, L1 and with r, η and R0 being replaced by η
ε := (Eη)ε, rε := (Er)ε
and R0 + 1, respectively. We limit ourselves just to proving that
Qε ≥ ηεI, ∇xbε ≤ rεI, (2.7)
in the sense of quadratic forms and that |∇xqεij |2 ≤ k21(ηε)2, since the other prop-
erties are straightforward to prove. For this purpose, we set Q˜ = (q˜ij) and observe
that 〈Q˜(t, x′, xd)ξ, ξ〉 = 〈Q(t, x′,−xd)(ξ′,−ξd), (ξ′,−ξd)〉 ≥ η(t, x′,−xd)|ξ|2, for any
t ∈ I, x′ ∈ Rd−1, any xd < 0 and ξ = (ξ′, ξd) ∈ Rd. Therefore, we have
〈Q˜(t, x)ξ, ξ〉 ≥ Eη(t, x)|ξ|2, ξ ∈ Rd, (t, x) ∈ I × Rd. (2.8)
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Similarly, since Dib˜j = EDibj , if i, j < d or i = j = d, and Dib˜j = ODibj, if
i < d ∧ j = d or i = d ∧ j < d, we conclude that
〈∇xb˜(t, x)ξ, ξ〉 ≤ Er(t, x)|ξ|2, ξ ∈ Rd, (t, x) ∈ I × (Rd \ {0}). (2.9)
Estimates (2.8) and (2.9) immediately yield the claimed properties on the matrices
Qε and ∇xbε.
Finally, since |Dkqεij | ≤ (|EDkqij |)ε for any i, j, k = 1, . . . , d, using (2.2) and
Jensen inequality, we get
|∇xqεij(t, x)|2 ≤ k21(ηε(t, x))2, (t, x) ∈ I × Rd, i, j = 1, . . . , d. (2.10)
Thus, the arguments used in Remark 2.3 show that the function ϕ, defined by
ϕ(x) = 1 + |x|2 for any x ∈ Rd, is a Lyapunov function for the operator Aε(t),
i.e., for every bounded set J ⊂ I, lim sup|x|→+∞
(
A
ε(t)ϕ
ϕ
)
(x) ≤ −c′J , c′J being a
positive constant, independent of t ∈ J and of ε ∈ (0, 1]. Now, [4, Thm. 2.3] yields
the assertion. 
The family of bounded operators {Gε(t, s) : t ≥ s ∈ I}, defined by Gε(t, s)f :=
uε(t, ·) for any t ≥ s, where uε is the function in Proposition 2.4, is an evolution
operator in Cb(R
d). In view of [4, Thm 2.3 & Prop. 3.1] there exists a positive
function gε such that
‖gε(t, s, x, ·)‖L1(Rd) ≤ e−c0(t−s), (t, x) ∈ (s,+∞)× Rd (2.11)
and
(Gε(t, s)f)(x) =
∫
Rd
f(y)gε(t, s, x, y)dy, t > s, x ∈ Rd, (2.12)
for any f ∈ Cb(Rd). In particular, from (2.11) and (2.12) we deduce that
|Gε(t, s)(ψ1ψ2)| ≤ (Gε(t, s)|ψ1|r) 1r (Gε(t, s)|ψ2|q)
1
q , (2.13)
for any ψ1, ψ2 ∈ Cb(Rd) and any r, q ∈ (1,+∞) such that 1/r + 1/q = 1.
2.2. Existence and uniqueness of the solutions to (PD) and (PN). In this
subsection, we construct by approximation the Dirichlet and the Neumann evo-
lution operators GD(t, s) and GN(t, s) governing the Cauchy problems (PD) and
(PN), respectively. We begin by stating two maximum principles which immediately
yield uniqueness of the classical solutions to (PD) and (PN).
Proposition 2.5. Fix s ∈ I and T > s. Let u ∈ C1,2((s, T ]× Rd+) be such that{
Dtu(t, x)− L(t)u(t, x) ≤ 0, (t, x) ∈ (s, T ]× Rd+,
u(s, x) ≤ 0, x ∈ Rd+,
where L = A or L = Aε (ε ∈ (0, 1]). The following properties are satisfied.
(i) If u ∈ Cb(([s, T ]×Rd+) \ ({s} × ∂Rd+)) and u ≤ 0 in (s, T ]× ∂Rd+, then u ≤ 0
in [s, T ]× Rd+.
(ii) If u ∈ Cb([s, T ]× Rd+) ∩ C0,1((s, T ]× Rd+) and
∂u
∂ν
≤ 0 in (s, T ]× ∂Rd+, then
u ≤ 0 in [s, T ]× Rd+.
Proof. The assertions can be obtained adapting to the nonautonomous setting the
proofs in [14, Thm. A.2] and in [6, Prop. 2.1], using ϕ(x) = 1+ |x|2 as a Lyapunov
function. 
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Theorem 2.6. For any s ∈ I and f ∈ Cb(Rd+) (resp. f ∈ Cb(Rd+)) the problem
(PD) (resp. (PN)) admits a unique bounded classical solution uD (resp. uN). More-
over, uD and uN belong to C
1+α/2,2+α
loc ((s,+∞)× Rd+), they satisfy the estimates
(i) ‖uD(t, ·)‖∞ ≤ e−c0(t−s)‖f‖∞, (ii) ‖uN(t, ·)‖∞ ≤ e−c0(t−s)‖f‖∞, (2.14)
for any t > s, and they are nonnegative if f ≥ 0. Moreover, if f ∈ C2+αc (Rd), then
uD and uN belong to C
1+α/2,2+α
loc ([s,+∞)× Rd+).
Proof. The uniqueness part and the non-negativity of uD and uN, when f ≥ 0,
follow from Proposition 2.5. The existence of a solution will be proved in some
steps. We begin by considering the Cauchy Dirichlet problem (PD).
Step 1. Here, we prove that, for any f ∈ CD(Rd+), the unique classical solution
to the Cauchy-Dirichlet problem (PD) with A(t) being replaced by A
ε(t), which we
denote by uεD, is the restriction to R
d
+ of the function G
ε(·, s)Of , i.e.,
GεD(t, s)f = (G
ε(t, s)Of)|Rd+ , t > s. (2.15)
Clearly, the function in the right-hand side of (2.15) solves the differential equa-
tion and satisfies the initial condition in (PD). To prove that it vanishes on
(s,+∞) × ∂Rd+, we show that, if ψ ∈ Cb(Rd) is odd with respect to the vari-
able xd, then, for any s ∈ I, Gε(t, s)ψ is odd with respect to the variable xd.
This clearly implies that Gε(t, s)ψ vanishes on ∂Rd+. To check this property, ob-
serve that the function v ∈ Cb([s,+∞) × Rd) ∩ C1,2((s,+∞) × Rd), defined by
v(t, x) = (Gε(t, s)ψ)(x1, . . . , xd−1,−xd) for any t > s and any x ∈ Rd, solves the
equation vt − Aε(t)v = 0 in (s,+∞) × Rd, due to the symmetry properties of the
coefficients of the operator Aε(t). Since v(s, ·) = −ψ in Rd, the uniqueness of the
solution to the Cauchy problem{
Dtw(t, x) = A
ε(t)w(t, x), t > s, x ∈ Rd,
w(s, x) = −ψ(x), x ∈ Rd,
which follows from Proposition 2.4, guarantees that v = −Gε(·, s)ψ, and this yields
the claim.
Step 2. Here, we prove the existence of a classical solution to (PD) in the case
when f ∈ C2+αc (Rd+). From the classical Schauder estimates we can infer that, for
any k ∈ N, there exists a positive constant ck, depending only on ηε, the Cα/2,α-
norms of the coefficients of the operator Aε(t) in [s, s+ k]×B+2k, such that
‖uεD‖C1+α/2,2+α((s,s+k)×B+
k
) ≤ ck‖f‖C2+αc (Rd+). (2.16)
Note that the constant ck can be taken independent of ε since η
ε ≥ η0 and the
Cα/2,α-norms of the coefficients qεij , b
ε
j and c
ε (i, j = 1, . . . , d) in (s, s + k) × B+2k
can be estimated from above, uniformly with respect to ε ∈ (0, 1], in terms of the
Cα/2,α-norms of qij , bj and c (i, j = 1, . . . , d) in the same set.
In view of Arzela`-Ascoli theorem and (2.16), for any k ∈ N there exist an infin-
itesimal sequence (εkn) ⊂ (0, 1) and a function uk ∈ C1+α/2,2+α((s, s + k) × B+k )
such that u
εkn
D
converges to uk in C
1,2([s, s+ k]×B+k ) as n→ +∞. Without loss of
generality, we can assume that (εk+1n ) ⊂ (εkn) for any k ∈ N. Hence, by a diagonal
argument, we can find an infinitesimal sequence (εn) such that u
εn
D
converges to u
in C1,2([s, s+ k]×B+k ) as n→ +∞, for any k ∈ N, where u : [s,+∞)×Rd+ → R is
defined by u(t, x) = uk(t, x), k being any integer such that (t, x) ∈ [s, s+ k]×B+k .
Clearly, u ∈ C1+α/2,2+αloc ([s,+∞)× Rd+) is a bounded classical solution to problem
(PD) and it satisfies (2.14) thanks to (2.6).
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Step 3. We now fix f ∈ CD(Rd+) which tends to zero at infinity, and consider a
sequence (fn) ⊂ C2+αc (Rd+) converging to f uniformly in Rd+. By Step 1, for any n ∈
N, the Cauchy problem (PD), with f being replaced by fn admits a unique solution
un ∈ C1+α/2,2+αloc ([s,+∞) × Rd+). Interior Schauder estimates show that, for any
R, T > 0 and σ < T − s, there exists a positive constant C, independent of n, such
that ‖un‖C1+α/2,2+α((s+σ,T )×B+R) ≤ C‖f‖∞ for any n ∈ N. Arguing as in Step 1, we
prove that un converges to a function u which belongs to C
1+α/2,2+α
loc ((s,+∞)×Rd+),
vanishes on [s,+∞)× ∂Rd+ and satisfies Dtu = A(t)u in (s,+∞)× Rd+. Moreover,
since ‖un(t, ·)− um(t, ·)‖∞ ≤ e−c0(t−s)‖fn− fm‖∞ for any t > s and any m,n ∈ N,
u actually belongs to Cb([s,+∞) × Rd+) and u(s, ·) = f since un(s, ·) = f for any
n ∈ N. Hence, u is a classical solution to problem (PD) and, of course, it satisfies
estimate (2.14).
Step 4. Finally, we deal with the general case when f ∈ Cb(Rd+) and denote
by ug the unique solution to problem (PD) with initial datum g ∈ CD(Rd+) which
tends to zero at infinity. We consider a sequence of functions (fn) ∈ C2+αc (Rd+)
converging to f locally uniformly in Rd+ and such that M := supn∈N ‖fn‖∞ < +∞.
The already used compactness argument shows that, up to a subsequence, ufn
converges in C1,2loc ((s,+∞) × Rd+) to a function u ∈ C1+α/2,2+αloc ((s,+∞) × Rd+).
Hence, u satisfies the differential equation, the boundary condition in (PD), and
also the estimate (2.14).
To complete the proof, we show that u is continuous also on {s} × Rd+ and
u(s, ·) = f in Rd+. For this purpose, we fix a compact set K ⊂ Rd+ and a smooth
and compactly supported function ψ such that 0 ≤ ψ ≤ 1 and ψ ≡ 1 in K.
Since fn = ψfn + (1 − ψ)fn for every n ∈ N, by linearity ufn = uψfn + u(1−ψ)fn .
We know that the functions uψfn and uψ are continuous up to s where they are
equal to ψfn and ψ respectively. Proposition 2.5(i) and the positivity of c yield
‖u(1−ψ)fn‖∞ ≤M(1−uψ) for any n ∈ N. Hence, |ufn−f | ≤ |uψfn−ψf |+M(1−uψ)
in (s,+∞) × K. Letting n → +∞ we obtain |u − f | ≤ |uψf − ψf | +M(1 − uψ)
in the same set as above. Now, it follows that u can be extended by continuity at
t = s by setting u(s, x) = f(x) for any x ∈ K. By the arbitrariness of K we deduce
that u is continuous on {s} × Rd+ and u(s, ·) = f .
The proof of the claim in the case of the Cauchy-Neumann problem (PN) follows
the same lines of the Dirichlet case, taking into account that, for any f ∈ Cb(Rd+),
the unique classical solution to the Cauchy-Neumann problem (PN) with A(t) being
replaced by Aε(t) is the restriction to Rd+ of the function G
ε(·, s)Ef , i.e.,
GεN(t, s)f = (G
ε(t, s)Ef)|Rd+ , t > s. (2.17)
Moreover, the continuity of the solution of problem (PN) on {s}×Rd+ follows from
observing that, in the analogous of Step 4, we can consider a sequence of functions
fn ∈ C2+αc (Rd+) converging to f locally uniformly in Rd+, and the compact set K
can be a subset of Rd+. 
In view of Theorem 2.6 we can define two families of bounded linear operators
{GD(t, s) : t ≥ s ∈ I} in Cb(Rd+) and {GN(t, s) : t ≥ s ∈ I} in Cb(Rd+), by setting
(GD(t, s)f)(x) := uD(t, x), (t, x) ∈ [s,+∞)× Rd+,
(GN(t, s)f)(x) := uN(t, x), (t, x) ∈ [s,+∞)× Rd+.
The evolution laws GD(t, s) = GD(t, r)GD(r, s) and GN(t, s) = GN(t, r)GN(r, s),
for any I ∋ s ≤ r ≤ t, are immediate consequence of the uniqueness of the solutions
to problems (PD) and (PN). The families {GD(t, s) : t ≥ s ∈ I} and {GN(t, s) :
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t ≥ s ∈ I} are called the evolution operator associated to problem (PD) and (PN),
respectively. In the sequel, to lighten the notation, we simply write GD(t, s) and
GN(t, s) to denote the previous two evolution operators.
In the following proposition we collect some useful properties of GD(t, s) and
GN(t, s).
Proposition 2.7. Fix s ∈ I. The following statements are satisfied:
(i) if (fn) ⊂ Cb(Rd+) (resp. (fn) ⊂ Cb(Rd+)) is a bounded sequence, with respect
to the sup-norm, which converges to f ∈ Cb(Rd+) (resp. f ∈ Cb(Rd+)) locally
uniformly in Rd+, then GD(·, s)fn (resp. GN(·, s)fn) converges to GD(·, s)f
(resp. GN(·, s)f) in C1,2loc ((s,+∞)× Rd+);
(ii) if f ∈ Cb(Rd+) is nonnegative, then GD(t, s)f ≤ GN(t, s)f for every t > s.
Proof. Property (i) with I = D is a byproduct of Step 4 in the proof of Theorem
2.6, and, when J = N, its proof is completely similar.
Let us prove property (ii). Fix a nonnegative function f ∈ Cb(Rd+). By Theorem
2.6, GN(·, s)f is nonnegative in (s,+∞) × Rd+. Now, we consider the function
v = GD(·, s)f −GN(·, s)f . Clearly, v ∈ C1,2((s,+∞)×Rd+) ∩Cb(([s,+∞)×Rd+) \
({s} × ∂Rd+)), it solves Dtv − A(t)v = 0 in (s,+∞) × Rd+ and v ≡ 0 in {s} × Rd+.
Finally, since v = −GN(·, s)f ≤ 0 in (s,+∞)×∂Rd+, we conclude, using Proposition
2.5, that v ≤ 0 in (s,+∞)× Rd+, i.e., GD(·, s)f ≤ GN(·, s)f . 
3. Gradient estimates
In this section we provide both pointwise and uniform (spatial) gradient esti-
mates for the functionsGD(t, s)f andGN(t, s)f , when f ∈ Cb(Rd+) and f ∈ Cb(Rd+),
respectively, and when f is even much smoother. If not otherwise specified, through-
out this section we assume that the following conditions are satisfied.
Hypotheses 3.1. (i) Hypotheses 2.2 are satisfied;
(ii) there exist a continuous function β : I×Rd+ → [0,+∞) and a positive constant
k2 such that
(i) β ≤ k2c, (ii) |∇xc| ≤ β, in I × Rd+; (3.1)
(iii) for every p ∈ (1,+∞) there exists a positive constant Cp such that
r +
(
k21d
2
4Mp
−Mp
)
η −
(
1− 1
p
)
c+
pk2
4(p− 1)β ≤ Cp, (3.2)
in I × Rd+, where Mp = min{1, p− 1}.
Remark 3.2. Note that the coefficients qεij , b
ε
i (i, j = 1, . . . , d) and c
ε satisfy
Hypotheses 3.1(ii)-(iii) with Rd+ being replaced by R
d, with the same constants
k1, k2, Mp, Cp, and with η, r and β being replaced by η
ε, rε and βε := (Eβ)ε,
respectively.
3.1. C1-C1 uniform and pointwise estimates. As it has been already remarked
in the introduction, we can not expect an estimate where |∇xGD(t, s)g|p is con-
trolled from above by GD(t, s)(|g|p + |∇g|p) since this latter vanishes on ∂Rd+.
However, for any function g ∈ C1D(Rd+), we can estimate |∇xGD(t, s)g|p by means
of GN(t, s)(|g|p + |∇g|p), as the next theorem shows.
Theorem 3.3. The pointwise gradient estimate
|∇xGI(t, s)f |p ≤ 2ℓp+p−1eCp(t−s)GN(t, s)(|f |p + |∇f |p), (3.3)
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holds in Rd+ for any t > s ∈ I, any p ∈ (1,+∞) and any f ∈ C1b (Rd+), when
I = N, and any f ∈ C1D(Rd+) when I = D. Here, Cp is the constant in (3.2) and
ℓp = max{p/2− 1, 1}.
Proof. The core of the proof consists in proving the gradient estimate
|∇xGε(t, s)f |p ≤ 2ℓp+p−1eCp(t−s)Gε(t, s)(|f |p + |∇f |p), (3.4)
in Rd for any t > s, any function f ∈ C3+αc (Rd) and any ε ∈ (0, 1]. This estimate is
obtained in Steps 1 and 2. More precisely, in Step 1 we prove that, for any t > s ∈ I
and any n ∈ N,
|∇xGεN,n(t, s)f |p ≤ 2ℓpeCp(t−s)GεN,n(t, s)(|f |p + |∇f |p), (3.5)
in Bn for positive functions f ∈ C3+α(Rd) which are constant outside a compact
set contained in Bn, where G
ε
N,n(t, s) denotes the evolution operator associated to
the restriction of the operator Aε(t) (see (2.4)) to Bn, with homogeneous Neumann
boundary conditions. In the second one, we complete the proof of (3.4). Finally,
in Step 3, we prove (3.3).
Step 1. Fix s ∈ I and ε ∈ (0, 1]; for any positive function f ∈ C3+α(Rd),
which is constant outside the ball Bn0 , we set u
ε
n := G
ε
N,n(·, s)f for any n > n0
and consider the function w = [(uεn)
2 + |∇xuεn|2]p/2 which belongs to Cb([s,+∞)×
Bn) ∩ C1,2((s,+∞)× Bn) (see Proposition A.1). Since uεn(t, x) ≥ δ for any t > s,
x ∈ Bn and some δ > 0, w has positive infimum in (s,+∞) × Bn. Moreover,
wt −A(t)w = ψ1,p + ψ2,p + ψ3,p + ψ4,p, where
ψ1,p =pw
1− 2p
( d∑
i,j,k=1
Dkq
ε
ijDku
ε
nDiju
ε
n − uεn〈∇xcε,∇xuεn〉
)
, (3.6)
ψ2,p =− p(p− 2)w1−
4
p |
√
Qε(uεn∇xuεn +D2xuεn∇xuεn)|2, (3.7)
ψ3,p =pw
1− 2p
(
〈∇xbε∇xuεn,∇xuεn〉−|
√
Qε∇xuεn|2 −
d∑
k=1
|
√
Qε∇xDkuεn|2
)
, (3.8)
ψ4,p =− (p− 1)cεw. (3.9)
We are going to prove that
wt −Aε(t)w ≤ pCpw. (3.10)
For this purpose, we begin by observing that, from (2.10) and (3.1) we obtain
ψ1,p ≤ pw1−
2
p
(
dk1η
ε|∇xuεn||D2xuεn|+ βε|uεn||∇xuεn|
)
≤ pw1− 2p
[
a1dk1η
ε|D2xuεn|2 +
(
dk1
4a1
ηε +
βε
4a2
)
|∇xuεn|2 + a2βε(uεn)2
]
, (3.11)
for any a1, a2 > 0.
If p ≥ 2, ψ2,p is nonpositive in I × Bn. Moreover, taking (2.7) into account,
we deduce that ψ3,p ≤ pw1−
2
p
[
(rε − ηε) |∇xuεn|2 − ηε |D2xuεn|2
]
. Hence, the above
computations yield
ψ1,p + ψ2,p + ψ3,p + ψ4,p
≤w1− 2p
[
p (a1dk1 − 1) ηε|D2xuεn|2 + (pa2βε − (p− 1)cε)(uεn)2
+
(
prε + p
(
dk1
4a1
− 1
)
ηε + p
βε
4a2
− (p− 1)cε
)
|∇xuεn|2
]
,
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for p ≥ 2 and any a1, a2 > 0. Choosing a1 = Mp(dk1)−1, a2 = (p − 1)(pk2)−1,
recalling that βε ≤ k2cε and observing that condition (3.2) implies that
rε +
(
k21d
2
4Mp
−Mp
)
ηε −
(
1− 1
p
)
cε +
pk2
4(p− 1)β
ε ≤ Cp,
we deduce that wt −Aε(t)w ≤ pCpw1−
2
p |∇xuεn|2 ≤ pCpw, i.e., (3.10) follows.
If 1 < p < 2 we use the triangle inequality |√Qε(λ + µ)| ≤ |√Qελ| + |√Qεµ|,
with λ = uεn∇xuεn and µ = D2xuεn∇xuεn to estimate
ψ2,p ≤ p(2−p)w1−
4
p
[
uεn|
√
Qε∇xuεn|+
(
d∑
h,k=1
Dhu
ε
nDku
ε
n〈Qε∇xDhuεn,∇xDkuεn〉
)1
2
]2
.
Using twice the Cauchy-Schwarz inequality we get
ψ2,p ≤p(2− p)w1−
4
p
[
uεn|
√
Qε∇xuεn|+ |∇xuεn|
(
d∑
h=1
|
√
Qε∇xDhuεn|2
) 1
2
]2
≤p(2− p)w1− 2p
(
|
√
Qε∇xuεn|2 +
d∑
h=1
|
√
Qε∇xDhuεn|2
)
.
It thus follows that
ψ2,p + ψ3,p ≤pw1−
2
p
[
〈∇xbε∇xuεn,∇xuεn〉
+ (1 − p)
(
|
√
Qε∇xuεn|2 +
d∑
h=1
|
√
Qε∇xDhuεn|2
)]
≤pw1− 2p [(rε + (1− p)ηε)|∇xuεn|2 + (1− p)ηε|D2xuεn|2] . (3.12)
From (3.11)-(3.12) we get inequality (3.10) also in the case p ∈ (1, 2).
To complete the proof of (3.5), we denote by ν the unit exterior normal vector
to ∂Bn and observe that
∂w
∂ν
(t, x) = p(w(t, x))1−
2
p 〈D2xuεn(t, x)∇xuεn(t, x), ν(x)〉, (t, x) ∈ (s,+∞)× ∂Bn,
which is nonpositive since the domain is convex (see e.g., [15, Sect. V.B]). Hence,
the function v = w−eCp(·−s)GεN,n(·, s)(f2+ |∇f |2)
p
2 satisfies vt−(Aε(t)+Cp)v ≤ 0
in (s,+∞)×Bn, it vanishes on {s}×Bn and its normal derivative is nonpositive in
(s,+∞)× ∂Bn. The classical maximum principle implies that v ≤ 0, and estimate
(3.5) follows at once.
Step 2. In view of [4, Thm. 2.3(i)], GεN,n(t, s)f converges to G
ε(t, s)f in C1,2(D)
for any compact set D ⊂ (s,+∞)× Rd. Hence, letting n→ +∞ in (3.5) we get
|∇xGε(t, s)f |p ≤ 2ℓpeCp(t−s)(Gε(t, s)(|f |p + |∇f |p), (3.13)
for any t > s and any positive function f as in Step 1.
Estimate (3.13) can be extended easily to any nonnegative f ∈ C3+αc (Rd) by
a density argument, approximating f by the sequence of function (fn) defined by
fn = f +
1
n for any n ∈ N.
For a general function f ∈ C3+αc (Rd), we split f = f+ − f−, where f± =
max{±f, 0}. Clearly, f+ and f− are bounded and Lipschitz continuous in Rd.
Moreover, ∇f+ = χ{f>0}∇f and ∇f− = χ{f<0}∇f . In particular, |∇f±| ≤ |∇f |.
Let us consider the sequences (g+n ) and (g
−
n ), where g
±
n := f
± ⋆ ρ1/n for any n ∈ N,
and (ρ1/n) is a standard sequence of mollifiers. Notice that g
±
n ∈ C1b (Rd) are
nonnegative, for any n ∈ N, and converge uniformly in Rd to f± as n → +∞.
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Moreover, up to a subsequence, we can assume that ∇g±n converge pointwise a.e.
in Rd to ∇f± as n→ +∞. Hence, we can write
|∇xGε(t, s)g±n |p ≤ 2ℓpeCp(t−s)Gε(t, s)[(g±n )p + |∇g±n |p], (3.14)
for any t > s and any n ∈ N. Arguing as above we can show that |∇xGε(t, s)g±n |
converges to |∇xGε(t, s)f±|, locally uniformly in Rd. Similarly, using (2.11) and
dominated convergence we conclude that also the right-hand side of (3.14) tends to
2p−1eCp(t−s)
∫
Rd
((f±(y))p + |∇f±(y)|p)gε(t, s, x, y)dy,
pointwise in Rd. Therefore,
|∇xGε(t, s)f±|p ≤2ℓpeCp(t−s)
∫
Rd
((f±(y))p + |∇f±(y)|p)gε(t, s, x, y)dy
≤2ℓpeCp(t−s)Gε(t, s)(|f |p + |∇f |p),
for any t > s. This estimate yields (3.4).
Step 3. Fix t > s ∈ I. First we assume I = D and fix f ∈ C3+αc (Rd+). Applying
(3.13) with f being replaced by Of ∈ C3+αc (Rd) and taking (2.15) into account, we
deduce that
|∇xGεD(t, s)f |p ≤ 2ℓp+p−1eCp(t−s)GεN(t, s)(|f |p + |∇f |p), (3.15)
If p ≥ 2, by Step 2 in the proof of Theorem 2.6, we can let ε → 0+ in (3.15)
and obtain (3.3) for functions in C3+αc (R
d
+). On the other hand, if p ∈ (1, 2),
the function |f |p + |∇f |p is not in C2+αc (Rd). Anyway, GεN(t, s)(|f |p + |∇f |p) still
converges to GN(t, s)(|f |p + |∇f |p) as ε → 0+. Indeed, we can approximate the
function |f |p + |∇f |p uniformly in Rd+ by a sequence of functions gn ∈ C2+αc (Rd+).
Since
‖GεN(t, s)(|f |p + |∇f |p)−GN(t, s)(|f |p + |∇f |p)‖L∞(K)
≤‖GεN(t, s)(|f |p + |∇f |p)−GεN(t, s)gn‖L∞(K) + ‖GεN(t, s)gn −GN(t, s)gn‖L∞(K)
+ ‖GN(t, s)(|f |p + |∇f |p)−GN(t, s)gn‖L∞(K),
for any n ∈ N and any compact set K ⊂ Rd+, from (2.6) and (2.14)(i), we can
estimate
‖GεN(t, s)(|f |p + |∇f |p)−GN(t, s)(|f |p + |∇f |p)‖L∞(K)
≤2‖|f |p + |∇f |p − gn‖∞ + ‖GεN(t, s)gn −GN(t, s)gn‖L∞(K).
Taking first the limsup as ε → 0+ and then the limit as n → +∞ in the previous
inequality, the claim follows. Estimate (3.3) follows also in this case for functions
in C3+αc (R
d).
For a general function f ∈ C1D(Rd+) we consider a sequence (fn) ⊂ C3+αc (Rd+)
bounded in the C1b -norm and converging to f in C
1
loc(R
d
+). Writing (3.3) with f
being replaced by fn, using Proposition 2.7(i) and letting n → +∞, we conclude
the proof of the theorem when I = D.
In the case when I = N, replacing the function Of with Ef and using the same
arguments as above (taking (2.17) into account), we can prove estimate (3.3) for
any function f ∈ C1b (Rd+) with normal derivative vanishing on ∂Rd+. To extend
(3.3) to any function f ∈ C1b (Rd+), we consider the sequence of functions fn =
Ef ⋆ ρ1/n (n ∈ N) which belong to C∞b (Rd) and have normal derivative on ∂Rd+
which identically vanishes. We claim that (fn) is a bounded sequence in the C
1
b -
norm which converges to f in C1loc(R
d
+) as n → +∞. Indeed, since Ef ∈ Lip(Rd),
fn converges to f uniformly in R
d
+. Moreover, ∇fn = (∇Ef) ⋆ ρ1/n. Hence, ∇fn
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converges locally uniformly in Rd+ to ∇f , and ‖∇fn‖Cb(Rd+) ≤ ‖∇f‖Cb(Rd+) for any
n ∈ N. Hence, as above, Proposition 2.7(i) allows us to complete the proof. 
Remark 3.4. We stress that estimate (3.3), with I = D, can not hold with C1D(R
d
+)
being replaced by C1b (R
d
+). Indeed, let f ∈ C1b (Rd+) satisfy (3.3). By the mean value
theorem we deduce that
|(GD(t, s)f)(x)− (GD(t, s)f)(y)| ≤K‖f‖C1b(Rd+)|x− y|, (3.16)
for any x, y ∈ Rd+ and any s, t ∈ I, such that s < t < s+ 1, with K = 2ℓp+p−1eCp .
Now, taking x = (x′, xd) ∈ Rd+ and y = (x′, 0) in (3.16), we get |(GD(t, s)f)(x)| ≤
K‖f‖
C1b(R
d
+)
xd. Letting t → s+ in this inequality yields |f(x)| ≤ K‖f‖C1b(Rd+)xd,
which shows that f(x′, 0) = 0. Hence, f ∈ C1D(Rd+).
We now show that, when c ≡ 0, estimate (3.4) can be improved removing the
dependence on |f |p from the right-hand side.
Theorem 3.5. Let c ≡ 0 and p ∈ (1,+∞). Assume that Hypothesis 3.1(iii) is
replaced by the following condition:
r(t, x) +
k21d
2
4Mp
η(t, x) ≤ Kp, (t, x) ∈ I × Rd+,
for some positive constant Kp. Then, it holds that
|(∇xGI(t, s)f)(x)|p ≤ eKp(t−s)(GN(t, s)|∇f |p)(x), t > s, x ∈ Rd+, (3.17)
for any f ∈ C1b (Rd+), when I = N, and for any f ∈ C1D(Rd+), when I = D.
Proof. The claim can be proved arguing as in the proof of Theorem 3.3 replacing
the function w therein defined with the function w = (|∇xGεN,n(·, s)f |2 + τ)p/2,
where τ is a positive constant. Notice that w has positive infimum in (s,+∞)×Rd.
One can show that wt−Aε(t)w ≤ pKpw and deduce (3.4) with Cp and (|f |p+|∇f |p)
being replaced, respectively, by Kp and (|∇f |2+τ)p/2. Finally, letting ε and τ tend
to 0+ yields the assertion. 
In the following theorem, under stronger assumptions, we extend estimates (3.3)
and (3.17) to the case p = 1.
Theorem 3.6. Assume that the diffusion coefficients are independent of x and
Hypotheses 3.1(i)-(ii) are satisfied with condition (3.1)(i) being replaced by
β(t, x) ≤ κ
√
|r(t, x)|, (t, x) ∈ I × Rd+, (3.18)
for some positive constant κ. Then, estimate (3.3) holds true with p = 1 and C1 =
κ2. In particular, if c ≡ 0, then estimate (3.17) holds for p = 1 with K1 = −L0η0.
Proof. The proof is similar to that of Theorem 3.3, hence we just sketch it, pointing
out the main differences. The main step is the proof of the estimate
|∇xGε(t, s)f | ≤ 2eκ
2(t−s)Gε(t, s)(|f |+ |∇f |), t > s ∈ I,
in Rd for any f ∈ C1b (Rd) with positive infimum. To prove it, let w1 = [(uεn)2 +
|∇xuεn|2]1/2, where uεn = GεN,n(·, s)f . We observe that, in this case Dtw1 −
Aε(t)w1 = ψ1,1 + ψ2,1 + ψ3,1, where ψi,1 (i = 1, 2, 3) are given by (3.6)-(3.8).
Using (3.1)(ii) to estimate ψ1,1, and (3.12) we obtain
Dtw1 −Aε(t)w1 ≤ w−11
(
rε|∇xuεn|2 + βε|uεn||∇xuεn|
)
, (3.19)
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where βε = (Eβ)ε. Since the Ho¨lder inequality and (3.18) imply that βε ≤ κ
√
|rε|,
we conclude that
Dtw1 −Aε(t)w1 ≤ w−11
{
[(κ−2(βε)2 + rε]|∇xuεn|2 + κ2|uεn|2
} ≤ κ2w1.
Now, the proof of the first assertion can be completed arguing as in the proof of
Theorem 3.3, so that the details are omitted.
Finally, if c ≡ 0, (3.19) reduces to Dtw1−Aε(t)w1 ≤ w−11 rε|∇xuεn|2 ≤ −L0η0w1,
by (2.1), and the claim can be easily proved. 
Remark 3.7. The estimate (3.17) holds with p = 1 also when c ≡ 0 and the
diffusion coefficients depend on x, provided they satisfy the following conditions:
Diqjk(t, x) +Djqik(t, x) +Dkqij(t, x) = 0,
〈∇xb(t, x)ξ, ξ〉 + 1
2η0
d∑
i,j=1
〈∇xqij(t, x), ξ〉2 ≤ d0|ξ|2,
for some d0 ∈ R, any (t, x) ∈ I ×Rd+, any ξ ∈ Rd and any i, j, k = 1, . . . , d. Indeed,
Diq˜jk +Dj q˜ik +Dk q˜ij ≡ 0 in I × (Rd \ {0}), for any i, j, k as above (see (2.5)). By
convolution, it is immediate to check that Diq
ε
jk + Djq
ε
ik + Dkq
ε
ij ≡ 0 in I × Rd,
for any i, j, k = 1, . . . , d and any ε ∈ (0, 1]. Similarly, arguing as in the proof of
Proposition 2.4 we deduce that
〈∇xb˜(t, x)ξ, ξ〉 + 1
2η0
d∑
i,j=1
〈∇xq˜ij(t, x), ξ〉2 ≤ d0|ξ|2,
for any (t, x) ∈ I × (Rd \ {0}), and any ξ ∈ Rd. Hence, by convolution and Ho¨lder
inequality, we obtain
〈∇xbε(t, x)ξ, ξ〉+ 1
2η0
d∑
i,j=1
〈∇xqεij(t, x), ξ〉2 ≤ d0|ξ|2,
for any (t, x) ∈ I ×Rd, any ξ ∈ Rd and any ε ∈ (0, 1]. We can thus apply [2, Thm.
3.1] to the operator Aε(t), which shows that
|∇xGε(t, s)f | ≤ ed0(t−s)Gε(t, s)|∇f |, t > s ∈ I, f ∈ C1b (Rd). (3.20)
Writing (3.20) with f being replaced with Of (resp. Ef) and letting ε → 0 leads
to (3.17) with p = 1, K1 = d0 and J = D (resp. J = N).
As a consequence of Theorems 3.3, 3.6 and estimate (2.14) we deduce the fol-
lowing uniform gradient estimates.
Corollary 3.8. For I ∈ {D,N} the uniform gradient estimate
‖∇xGI(t, s)f‖∞ ≤ 2e
C2−c0
2 (t−s)‖f‖
C1b(R
d
+)
, t > s ∈ I, (3.21)
holds for any f ∈ C1D(Rd+), when I = D, and for any f ∈ C1b (Rd+), when I = N.
Assume in addition, the diffusion coefficients are independent of x. If con-
dition (3.18) is satisfied, then (3.21) holds with 2e(C2−c0)(t−s)/2 being replaced
with e(κ
2−c0)(t−s). On the other hand, if c ≡ 0, then (3.21) is satisfied with
2e(C2−c0)(t−s)/2 and ‖f‖
C1b(R
d
+)
being replaced with e−(L0η0+c0)(t−s) and ‖∇f‖∞,
respectively.
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3.2. C0-C1 uniform and pointwise estimates. We now prove a second type
of pointwise gradient estimates which, besides the interest in their own, will be
used in Section 4 to study the asymptotic behaviour of GD(t, s)f and GN(t, s)f as
t→ +∞.
Theorem 3.9. For I ∈ {D,N}, every p ∈ (1,+∞) and s ∈ I the gradient estimate
|∇xGI(t, s)f |p ≤ cp eωp(t−s)(t− s)−
p
2GN(t, s)|f |p, t > s ∈ I, (3.22)
holds in Rd+, for any f ∈ Cb(Rd+) when I = D, and for any f ∈ Cb(Rd+) when I = N.
Here, cp is a positive constant and ωp is any constant larger than min{Cp, 0}, where
Cp is given by (3.2). As a consequence, the following uniform gradient estimate
‖∇xGI(t, s)f‖∞ ≤ √c2 e
ω2−c0
2 (t−s)(t− s)− 12 ‖f‖∞,
is satisfied for any t > s and any f as above.
Proof. It suffices to prove (3.22) with GI(t, s) being replaced by G
ε(t, s) and f ∈
C3+αc (R
d) with a positive infimum since, then, the same arguments as in the proof
of Theorem 3.3 will allow us to conclude. Hence, let us prove that
|∇xGε(t, s)f |p ≤ cp eωp(t−s)(t− s)−
p
2Gε(t, s)|f |p, (3.23)
for such f ’s and any ε ∈ (0, 1]. Note that the case p > 2 follows from the case p = 2,
writing |∇xGε(t, s)f |p ≤
(
c2 e
ω2(t−s)(t− s)−1Gε(t, s)|f |2)p/2 and using (2.13) to
estimate the right-hand side of the previous inequality.
For p ∈ (1, 2] and f as above, the claim can be proved adapting the arguments
in the proof of [23, Prop. 3.3], which are based on the gradient estimate (3.4). For
the reader’s convenience we provide the ideas of the proof.
We introduce the function g = GεN,n(t, ·)|GεN,n(·, s)f |p, where GεN,n(t, s) is the
evolution operator introduced in (3.5). This function is differentiable in (s, t) (see
[1, Thm. 2.3(ix)]) and
g′(σ) = GεN,n(t, σ)
[
− p(p− 1)|GεN,n(σ, s)f |p−2|
√
Q(σ, ·)∇xGεN,n(σ, s)f |2
+ (1− p)c |GεN,n(σ, s)f |p
]
≤ −p(p− 1)η0GεN,n(t, σ)
[
|GεN,n(σ, s)f |p−2|∇xGεN,n(σ, s)f |2
]
. (3.24)
Integrating the first and the last sides of (3.24) with respect to σ in [s + δ, t − δ]
and then letting n and δ tend to +∞ and 0, respectively, we get
Gε(t, s)|f |p ≥ p(p− 1)η0
∫ t
s
Gε(t, σ)
[
|Gε(σ, s)f |p−2|∇xGε(σ, s)f |2
]
dσ. (3.25)
Thanks to (3.4), we can estimate
|∇xGε(t, s)f |p = |∇xGε(t, σ)Gε(σ, s)f |p
≤ 2ℓp+p−1eCp(t−σ)[Gε(t, σ)|Gε(σ, s)f |p +Gε(t, σ)|∇xGε(σ, s)f |p]
≤ 2ℓp+p−1eCp(t−σ)[I1(σ) + I2(σ)]. (3.26)
Applying estimate (2.13) with r = 2/p, ψ1 = |Gε(σ, s)f |p(p−2)/2|∇xGε(σ, s)f |p and
ψ2 = |Gε(σ, s)f |p(2−p)/2, and taking into account that I1(σ) ≤ Gε(t, s)|f |p for any
σ ∈ (s, t), we get
I2(σ) ≤ p
2
γ
2
p Gε(t, σ)
(|Gε(σ, s)f |p−2|∇xGε(σ, s)f |2)+ (1− p
2
)
γ
2
p−2 Gε(t, s)|f |p,
for any γ > 0 and any σ ∈ (s, t). Thus, estimate (3.26) becomes
|∇xGε(t, s)f |p ≤ 2ℓp+p−1eCp(t−σ)
[ p
2
γ
2
p Gε(t, σ)
(|Gε(σ, s)f |p−2|∇xGε(σ, s)f |2)
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+
((
1− p
2
)
γ
2
p−2 + 1
)
Gε(t, s)|f |p
]
. (3.27)
Now we multiply both sides of (3.27) by e−Cp(t−σ) and we integrate the so obtained
inequality with respect to σ ∈ (s, t) taking (3.25) into account. Finally, minimizing
with respect to γ > 0 yields
|∇xGε(t, s)f |p ≤ τp Cp
1− e−Cp(t−s) (t− s)
1− p2 [1 + (t− s) p2 ]Gε(t, s)|f |p,
for some positive constant τp. Thus, estimate (3.23) follows. 
4. Evolution systems of measures and asymptotic behaviour
In this section we prove the existence of an evolution system of measures (µNt )t∈I
associated to the Neumann evolution operatorGN(t, s) which turns out to be subin-
variant for the Dirichlet evolution operator GD(t, s). We study the asymptotic
behaviour of both the evolution operators GD(t, s) and GN(t, s) in L
p-spaces with
respect to the evolution system of measures {µNt }t∈I . We also deduce logarithmic
Sobolev inequalities with respect the measures (µNt )t∈I and the hypercontractivity
property for the evolution operators GD(t, s) and GN(t, s).
To begin with, let us recall the following definition.
Definition 4.1. Let O ⊂ Rd be an open set or the closure of an open set. Fur-
ther, let U(t, s) be an evolution operator on Cb(O). A family (µt)t∈I of probability
measures on O is called
(i) an evolution system of measures for U(t, s), if∫
O
U(t, s)f dµt =
∫
O
f dµs,
for every f ∈ Cb(O) and every t > s ∈ I;
(ii) an evolution system of subinvariant measures for U(t, s) if,∫
O
U(t, s)f dµt ≤
∫
O
f dµs,
for every nonnegative f ∈ Cb(O) and every t > s ∈ I.
Remark 4.2. By virtue of Theorem 2.6, 0 ≤ GI(t, s)1l ≤ 1l for any I ∋ s < t,
where I is either D or N. If {µt}t∈I is an evolution system of measures for GI(t, s),
then 〈µt, GI(t, s)1l〉 = 1 for any I ∋ s < t. Hence, GI(t, s)1l = 1l µt-a.e. in Rd+.
We claim that GI(t, s)1l = 1l everywhere in R
d
+. Indeed, by (2.14), GI(t, s)1l ≤ 1l in
R
d
+ for any t > s. Let x0 ∈ Rd+ be such that (GI(t, s)1l)(x0) = 1. Then, (t, x0) is
a maximum point of the function GI(·, s)1l. The classical maximum principle (see
e.g., [26, Thm 3.3.5]) shows that (GI(t, s)1l)(x) = 1 for any x ∈ Rd+.
Clearly, the equality GI(t, s)1l ≡ 1l can not hold if I = D since GD(t, s)1l vanishes
on ∂Rd+. This shows that there exist no evolution systems of measures for the
Dirichlet evolution operator GD(t, s). At the same time the equality GN(t, s)1l = 1l
implies that c ≡ 0 since (Dt −A(t))1l = c(t, ·)1l.
Lemma 4.3. Any evolution system of measures {µs}s∈I for the evolution operator
GN(t, s) is an evolution system of subinvariant measures for the operator GD(t, s).
Moreover, for any I ∋ s < t, the operators GD(t, s) and GN(t, s) extend to contrac-
tions from Lp(Rd+, µs) into L
p(Rd+, µt) for any p ∈ [1,+∞).
Proof. The first assertion follows immediately from Proposition 2.7(ii). As far
as the other claim is concerned, we recall that, for any f ∈ C∞c (Rd+) and any
I ∋ s < t, GD(t, s)f is the pointwise limit, as ε → 0+, of the family of functions
Gε(t, s)Of (see Step 2 of the proof of Theorem 2.6). From (2.13) it follows that
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|GD(t, s)f |p ≤ GN(t, s)|f |p. Therefore, using the subinvariance of the measures
{µt}t∈I , we get
〈µt, |GD(t, s)f |p〉 ≤ 〈µt, GN(t, s)|f |p〉 = 〈µs, |f |p〉.
Since C∞c (R
d
+) is dense in L
p(Rd+, µt) for any t ∈ I, GD(t, s) can be extended to a
contraction from Lp(Rd+, µs) to L
p(Rd+, µt).
In the same way one can prove that also GN(t, s) extends to a contraction from
Lp(Rd+, µs) to L
p(Rd+, µt). 
In view of Remark 4.2 and Lemma 4.3, in the rest of this section we assume the
following set of assumptions.
Hypotheses 4.4. (i) Hypotheses 2.2(i), (iii)-(vi) are satisfied;
(ii) the coefficients qii(·, 0) and bi(·, 0) (i = 1, . . . , d) are bounded in [s,+∞) for
any s ∈ I.
(iii) c ≡ 0;
(iv) for any p ∈ (1,+∞) there exists a positive constant Cp such that
r(t, x) +
(
k21d
2
4Mp
−Mp
)
η(t, x) ≤ Cp, (t, x) ∈ I × Rd+,
where Mp = min{1, p− 1}.
We find it convenient to prove the existence of an evolution system of measures
for the evolution operator GN(t, s) as the weak limit of some evolution systems of
measures associated to the evolution operator Gε(t, s) in the whole of Rd.
Lemma 4.5. For any ε ∈ (0, 1] there exists a unique evolution system of measures
(µεt ) associated to G
ε(t, s) such that the system {µεt}t≥t0 is tight for any t0 ∈ I.
Such a system is uniformly tight with respect to ε ∈ (0, 1]. Moreover, for any t ∈ I,
each measure µεt is absolutely continuous with respect the Lebesgue measure. More
precisely, there exists a locally Ho¨lder continuous function ρε : I × Rd → R, which
is even with respect to the variable xd, and µ
ε
t (dx) = ρε(t, x)dx for any t ∈ I and
any ε ∈ (0, 1].
Proof. The existence of an evolution system of measures for the evolution operator
Gε(t, s) and the absolute continuity of each measure µεt with respect to the Lebesgue
measure follow from [21, Prop. 5.2 & Thm. 5.4], which require the existence of
a function ϕ ∈ C2(Rd) diverging to +∞ as |x| → +∞ such that, for any s ∈ I,
lim sup|x|→+∞(A
ε(t)ϕ(x))/ϕ(x) ≤ −c for some positive constant c and any t > s.
In our situation, the function ϕ, defined by ϕ(x) = 1 + |x|2 for any x ∈ Rd, has
the previous property for any t ∈ I, with the constant c being independent of ε.
Moreover, ϕ is integrable with respect to the measure µεt for any t ∈ I and any
ε ∈ (0, 1] and, for any s ∈ I,
Hs,1 := sup{〈µεt , ϕ〉 : t ≥ s, ε ∈ (0, 1]} < +∞. (4.1)
This fact and Chebyshev inequality imply that the family of measures {µεt}t≥s is
tight for any s ∈ I, uniformly with respect to ε ∈ (0, 1]. More precisely,
µεt (R
d \Br) ≤ Hs,1
r2
, t > s, ε ∈ (0, 1]. (4.2)
In view of [12, Thm. 3.8] and [5, Lemma 2.4], µεt = ρε(t, ·)dx for any t ∈ I,
where the function ρε is locally γ-Ho¨lder continuous in I × Rd for any γ ∈ (0, 1).
To prove that ρε(t, ·) is even with respect to the variable xd for any t ∈ I, we need
to recall briefly the construction of the tight evolution system of measures in [21,
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Thm. 5.4]. Let n0 ∈ Z be the smallest integer in I and fix x ∈ Rd. The family of
measures {µεt,s,x}t>s≥n0 where
µεt,s,x(A) =
1
t− s
∫ t
s
(Gε(τ, s)1lA)(x)dτ, t > s ∈ I, A ∈ B(Rd),
is tight. Prokhorov theorem and a diagonal argument guarantee the existence of
a sequence (tεk) diverging to +∞ such that µεtk,n,x weakly∗ converges to a measure
µεn,x as k → +∞ for any n ∈ Z such that n ≥ n0. For t ∈ I \ {n ∈ Z : n ≥ n0},
one defines the measure µεt,x by setting µ
ε
t,x = (G
ε(n, t))∗µεn,x, where (G
ε(n, t))∗ is
the operator adjoint to Gε(n, t). The family {µεt,x}t∈I is a tight evolution system
of measures for the evolution operator Gε(t, s). Clearly, the construction of the
previous system of measures apriori depends on the choice of x ∈ Rd as well as
on the choice of the sequence (tεk), but the arguments in [5, Rem. 2.8] show that
the tight evolution system of measures is unique whenever a gradient estimate of
the type ‖∇xGε(t, s)f‖∞ ≤ Ce−σ(t−s)‖∇f‖∞ is satisfied for any f ∈ C1b (Rd), any
t > s ∈ I, and some C, σ > 0, which is actually our case in view of Proposition 3.6.
So, let us fix x0 = (0, . . . , 0, 1) and x1 = −x0. Further, let (tεk) be a sequence
diverging to +∞ as k → +∞ such that both µεtk,n,x0 and µεtk,n,x1 weakly∗ converge
to µεn for any n ≥ n0.
Fix a function f ∈ Cb(Rd), odd with respect to the xd-variable. Then, as Step
1 in the proof of Theorem 3.3 shows, the function Gε(t, s)f is odd with respect to
the xd-variable as well. Therefore,∫
Rd
f dµεtk,n,x1 =
1
tk − n
∫ tk
n
(Gε(τ, n)f)(x1)dτ = − 1
tk − n
∫ tk
n
(Gε(τ, n)f)(x0)dτ
=−
∫
Rd
f dµεtk,n,x0.
Letting k → +∞ gives 〈µεn, f〉 = 0 for any n ≥ n0. Using the definition of the
evolution system of measures, we can extend the previous formula to any t ∈ I. Now
a standard argument allows us to conclude that ρε(t, ·) is even with respect to the
last variable: we fix ψ ∈ Cb(Rd) and write 〈µt, ψ〉 = 0 with f = ψ, where ψ(x) :=
ψ(x1, . . . , xd−1, xd)−ψ(x1, . . . , xd−1,−xd) for any x ∈ Rd. Using a straightforward
change of variables and the arbitrariness of ψ, the assertion follows at once. 
Lemma 4.6. There exist an infinitesimal sequence (εn) and an evolution system
of measures {µNt }t∈I for the operator GN(t, s) such that, for any bounded sequence
(fn) ∈ Cb(Rd+) converging locally uniformly to f as n→ +∞,
lim
n→+∞
〈µ˜εnt , fn〉 = 〈µNt , f〉, t ∈ I, (4.3)
where µ˜εt = 2ρε(t, ·)dx. Moreover, for any s ∈ I, the system {µNt }t≥s is tight.
Proof. Denote as usually by GεN(t, s) the evolution operator associated with the
operator Aε(t) (see (2.4)) with homogeneous Neumann boundary conditions on
∂Rd+. Since, for any f ∈ Cb(Rd+), Gε(t, s)Ef and ρε are even with respect to the
xd-variable, taking (2.17) into account, we can infer that
〈µ˜εt , GεN(t, s)f〉 = 〈µ˜εs, f〉, (4.4)
and each µ˜εr (r ∈ I) is a probability measure in Rd+.
Using the tightness of the family of measures {µ˜εt}t>n0,ε∈(0,1], where n0 is the
smallest integer in I, the same procedure as in the proof of Lemma 4.5 shows that
there exist an infinitesimal sequence (εk) and probability measures µ
N
n (n ∈ N,
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n ≥ n0) such that µ˜εkn weakly∗ converges to µNn as k → +∞. We claim that, for
any t, s ∈ Z with t > s ≥ n0, we have that
〈µNt , GN(t, s)f〉 = 〈µNs , f〉, (4.5)
or, equivalently, µNs = (GN(t, s))
∗µNt . Formula (4.5) follows writing (4.4) with εk
replacing ε and letting k → +∞. Clearly, the right-hand side of (4.4) converges
to the right-hand side of (4.5). As far as the convergence of the left-hand side is
concerned, we observe that (4.2) implies that
〈µ˜εkt , |GεkN (t, s)f−GN(t, s)f |〉=〈µ˜εkt , |GεkN (t, s)f −GN(t, s)f |χB+r 〉
+ 〈µ˜εkt , |GεkN (t, s)f −GN(t, s)f |χRd+\B+r 〉
≤‖Gεk
N
(t, s)f−GN(t, s)f‖C(B+r )+2‖f‖∞µ˜
εk
t (R
d
+ \B+r )
≤‖Gεk
N
(t, s)f −GN(t, s)f‖C(B+r ) +
2Hs,1
r2
‖f‖∞.
Therefore,
|〈µ˜εkt , GεkN (t, s)f〉 − 〈µNt , GN(t, s)f〉|
≤〈µ˜εkt , |GεkN (t, s)f −GN(t, s)f |〉+ |〈µ˜εkt , GN(t, s)f〉 − 〈µNt , GN(t, s)f〉|
≤‖Gεk
N
(t, s)f −GN(t, s)f‖C(B+r )+
2Hs,1
r2
‖f‖∞+ |〈µ˜εkt , GN(t, s)f〉−〈µNt , GN(t, s)f〉|
(4.6)
and the last side of the previous chain of inequalities vanishes letting first k and
then r tend to +∞. Hence, (4.5) follows.
Now, for t ∈ I \ Z, we set µNt := (GN(n, t))∗µNn , where n = [t] + 1. Clearly,
{µNt }t∈I is an evolution system of measures for the operator GN(t, s). Moreover,
µ˜εnt weakly
∗ converges to µNt as n → +∞, for any t ∈ I. Indeed, for any n ∈ Z
such that n > t and any f ∈ Cb(Rd+), from (4.6) it follows that
〈µNt , f〉 = 〈µNn , GN(n, t)f〉 = lim
k→+∞
〈µ˜εkn , GεkN (n, t)f〉 = limk→+∞〈µ˜
εk
t , f〉.
Further, observe that, for any t0 ∈ I, {µNt }t≥t0 is a tight system. Indeed, (4.1)
shows that 〈µ˜εkt , ϕ〉 ≤ Ht0,1 for any t ≥ t0 and any k ∈ R, where ϕ(y) = 1+ |y|2 for
any y ∈ Rd. By monotonicity, 〈µ˜εkt , ϕ ∧m〉 ≤ Ht0,1 for any m ∈ N and any t, k as
above. Letting first k and then m tend to +∞ we deduce that 〈µNt , ϕ〉 ≤ Ht0,1 for
any t ≥ t0 and, then, by Chebyshev inequality, the system {µNt }t≥t0 is tight.
Finally, we observe that formula (4.3) has been essentially already proved. In-
deed, the same argument used to obtain (4.6) yields (4.3) for any t ∈ I. 
Remark 4.7. Note that, for any p > 1 and any s ∈ I, the function ϕp(x) = 1+|x|2p
satisfies the condition lim sup|x|→+∞(A
ε(t)ϕp(x))/ϕp(x) < −cs for some positive
constant cs, any t ∈ [s,+∞) and any ε ∈ (0, 1]. Therefore, the same arguments
used in the proof of Lemmas 4.5 and 4.6 show that each function ϕp is integrable
with respect to the measure µNt for any t ∈ I, and there exists a positive constant
Hs,p such that
〈µNt , ϕp〉 ≤ Hs,p, t ≥ s ∈ I. (4.7)
The gradient estimates in the previous section show that each operator GI(t, s)
is bounded from Lp(Rd+, µ
N
s ) into the Sobolev space W
1,p(Rd+, µ
N
t ).
Proposition 4.8. The family {µNt }t∈I is an evolution system of subinvariant mea-
sures for the evolution operator GD(t, s). Moreover, for any p ∈ (1,+∞), any
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t > s ∈ I and I ∈ {D,N} it holds that
‖∇xGI(t, s)f‖Lp(Rd+,µNt ) ≤ cp e
ωp(t−s)(t− s)− p2 ‖f‖Lp(Rd+,µNs ), (4.8)
for any f ∈ Lp(Rd+, µNs ), where cp and ωp are the constants in Theorem 3.9.
Proof. The first part of the statement follows from Lemma 4.3. As far as the
second part of the statement is concerned, we observe that, since {µNt }t∈I is an
evolution system of measures (resp. of subinvariant measures) for GN(t, s) (resp.
for GD(t, s)), we get formula (4.8) as consequence of (3.22) and of the density of
the space C∞c (R
d
+) in L
p(Rd+, µs) for any s ∈ I. 
Remark 4.9. Let A(t) =
∑d
i,j=1 qij(t, ·)Dij+
∑d
i=1 bi(t, ·)Di−c(t, ·) with c nonneg-
ative and such that the diffusion and drift coefficients satisfy Hypotheses 4.4. Let
{µNt }t∈I be the evolution system of invariant measures for the evolution operator
GN(t, s), associated with the operator A(t) + c(t, ·). Then, such a system of mea-
sures turns out to be subinvariant for the evolution operator GI(t, s) (I ∈ {D,N})
associated to the operator A(t). This fact follows from observing that these two
latter evolution operators are controlled from above by GN(t, s) on the set of all
the nonnegative functions f ∈ Cb(Rd+).
The following proposition and theorem deal with the asymptotic behaviour of
the Dirichlet and Neumann evolution operators.
Proposition 4.10. Suppose that
sup
(t,x)∈I×Rd+
[
r(t, x) +
(
k21d
2
4
− 1
)
η(t, x)
]
:= 2σ0 < 0,
and fix s ∈ I. Then, the following properties are satisfied.
(i) For any f ∈ Cb(Rd+), GN(t, s)f tends to mNs (f) locally uniformly in Rd+ as
t→ +∞. More precisely, for any K > 0 there exists a positive constant cK,s
such that
|(GN(t, s)f)(x) −mNs (f)| ≤ cK,seσ0(t−s)‖f‖∞, t > s, x ∈ B+K . (4.9)
As a byproduct, ‖GN(t, s)f −mNs (f)‖Lp(Rd+,µNt ) tends to 0 as t→ +∞ for any
f ∈ Lp(Rd+, µNs ) and any p ∈ [1,+∞).
(ii) For any f ∈ Cb(Rd+), GD(t, s)f tends to 0 as t → +∞, locally uniformly in
R
d
+. More precisely, for any K > 0, there exists a positive constant c
′
K,s such
that
|(GD(t, s)f)(x)| ≤ c′K,seσ0(t−s)‖f‖∞, t > s, x ∈ B+K .
As a byproduct, ‖GD(t, s)f‖Lp(Rd+,µNt ) tends to 0 as t → +∞ for any f ∈
Lp(Rd+, µ
N
s ) and any p ∈ [1,+∞).
(iii) The evolution system of measures {µNt }t∈I is the unique tight evolution fam-
ily associated with the operator GN(t, s)f , and, for any t ∈ I, µ˜εt weakly∗
converges to µNt as ε→ 0+.
Proof. (i) We fix f ∈ C1b (Rd+), and observe that
(GN(t, s)f)(x)−mNs (f)= 〈µNt , (GN(t, s)f)(x)−GN(t, s)f〉, t > s ∈ I, x ∈ Rd+.
We now set r(t) = e−σ0(t−s)/2, At = R
d
+ \ Br(t). Thanks to (4.7) and Chebyshev
inequality, we can estimate µNt (At) ≤ Hs,1eσ0(t−s) for any t > s. Moreover,∫
Rd+
|y|dµNt ≤
∫
Rd+
ϕ(y)dµNt ≤ Hs,1, t > s,
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where Hs,1 is given by (4.1). Therefore, using Corollary 3.8, where we can take
C2 = 2σ0, we deduce that
|(GN(t, s)f)(x) −mNs (f)|
≤
∫
At
|(GN(t, s)f)(x) −GN(t, s)f |dµNt +
∫
Br(t)
|(GN(t, s)f)(x) −GN(t, s)f |dµNt
≤2‖f‖∞µNt (At) + ‖∇xGN(t, s)f‖∞
∫
Br(t)
|x− y|dµNt
≤2Hs,1eσ0(t−s)‖f‖∞ + 2eσ0(t−s)‖f‖C1b (Rd+) (|x|+Hs,1) ,
for any x ∈ Rd and any t > s. Now, let f be a general function in Cb(Rd+). Splitting
GN(t, s)f = GN(t, s + 1)GN(s + 1, s)f for any t > s + 1, and observing that, by
Theorem 3.9, GN(s+ 1, s)f ∈ C1b (Rd+) and mNs+1(GN(s+ 1, s)f) = mNs (f), we get
|(GN(t, s)f)(x)−mNs (f)| ≤ Kseσ0(t−s) (|x| +Hs,1 + 1) ‖f‖∞, (4.10)
for any t > s and some positive constant Ks, which yields (4.9). Raising both
the sides of (4.10) to the power p and, then, integrating in Rd+ with respect to the
measure µNt , we deduce that
‖GN(t, s)f −mNs (f)‖pLp(Rd+,µNt ) ≤ Ks,pe
σ0p(t−s)‖f‖p∞, (4.11)
for any t > s, any f ∈ Cb(Rd+) and some positive constant Ks,p where Remark 4.7
is taken into account. Since Cb(Rd+) is dense in L
p(Rd+, µ
N
s ) for any s ∈ I, from
(4.11) we deduce that ‖GN(t, s)f − mNs (f)‖Lp(Rd,µNt ) tends to 0 as t → +∞, for
any f ∈ Lp(Rd, µNs ).
(ii) The proof is similar to the above one, and even simpler. Indeed, from the
mean value theorem and Corollary 3.8 we deduce that
|(GD(t, s)f)(x)| = |(GD(t, s)f)(x)− (GD(t, s)f)(0)| ≤ 2eσ0(t−s)|x|‖f‖C1b (Rd+),
for any f ∈ C1D(Rd+), for any x ∈ Rd+. Now, the proof follows the same lines as the
proof of property (i). Hence, the details are omitted.
(iii) We observe that the tools used to get (4.9) are the gradient estimate in
Corollary 3.8 and the tightness of the family of measures {µNt }t∈I . Hence, if {µt}t∈I
is another tight evolution system of measures for the operatorGN(t, s), then, for any
f ∈ Cb(Rd+), GN(t, s)f converges to the average of f with respect to the measure
µs, as t → +∞. It thus follows that 〈µNt , f〉 = 〈µt, f〉 for any t ∈ I and any
f ∈ Cb(Rd+), i.e., µNt = µt for any t ∈ I.
The arguments in the proof of Lemma 4.6 now show that, for any f ∈ Cb(Rd+)
and any infinitesimal sequence (εn), there exists a subsequence (εnk) such that
〈µ˜εnkt , f〉 tends to 〈µNt , f〉 as k → +∞. This implies that 〈µ˜εt , f〉 converges to
〈µNt , f〉 as ε→ 0+. 
The previous proposition does not provide any information on the decay rate
of ‖GN(t, s)f − mNs (f)‖Lp(Rd+,µNt ) and ‖GD(t, s)f‖Lp(Rd+,µNt ) to zero as t → +∞.
However Lemma 4.6 is the key tool to prove that any estimate satisfied by Gε(t, s)
in the Lp(Rd, µεs)–L
p(Rd, µεt ) norm, which is uniform with respect to ε > 0, can be
extended to GD(t, s) and GN(t, s) in the L
p(Rd+, µ
N
s )–L
p(Rd+, µ
N
t ) norm. Therefore,
we are able to give a more precise information about the decay rate of the previous
norms assuming that the diffusion coefficients are independent of x, as the following
theorem shows.
22 L. ANGIULI AND L. LORENZI
Theorem 4.11. Suppose that the diffusion coefficients are independent of x. Then,
for any p ∈ [1,+∞) and s ∈ I there exists a positive constant kp,s such that
‖GN(t, s)f −mNs (f)‖Lp(Rd+,µNt ) ≤ kp,se
−L0η0(t−s)‖f‖Lp(Rd+,µNs ), (4.12)
‖GD(t, s)f‖Lp(Rd+,µNt ) ≤ kp,se
−L0η0(t−s)‖f‖Lp(Rd+,µNs ), (4.13)
for any t > s. If the diffusion coefficients and bi(·, 0) (i = 1, . . . , d) are bounded in
the whole of I, then the constant in (4.13) can be taken independent of s.
Proof. To prove estimates (4.12) and (4.13), we observe that [5, Cor. 5.4] shows
that for every p > 1 there exists a constant kp,s > 0 (depending on p, ‖qεij‖∞, L0
and η0) such that
‖Gε(t, s)g −mεs(g)‖Lp(Rd,µεt ) ≤ kp,se−L0η0(t−s)‖g‖Lp(Rd,µεs), (4.14)
for any t > s ∈ I and g ∈ Lp(Rd, µεs), where mεs(g) denotes the average of g with
respect to the measure µεs. Actually, in [5] the case I = R is considered but the
same arguments can be applied in our situation and lead to (4.14) with a constant
which depends on s, and it is independent of s if the diffusion coefficients and bi(·, 0)
(i = 1, . . . , d) are bounded in the whole of I.
We fix f ∈ C∞c (Rd+) and write (4.14) with g = Ef and g = Of , respectively.
Taking (2.15) and (2.17) into account and observing that mεs(Ef) = 〈µ˜εs, f〉 and
mεs(Of) = 0, see Lemmas 4.5 and 4.6, we get
‖GεN(t, s)f −mεs(Ef)‖Lp(Rd+,µ˜εt ) ≤ kp,se
−L0η0(t−s)‖f‖Lp(Rd+,µ˜εs),
‖GεD(t, s)f‖Lp(Rd+,µ˜εt ) ≤ kp,se
−L0η0(t−s)‖f‖Lp(Rd+,µ˜εs).
Letting ε → 0+ from Step 2 in the proof of Theorem 2.6 and Proposition 4.10(iii)
we get (4.12) and (4.13) for such a function f . A straightforward density argument
allows us to extend the previous estimate to any f ∈ Lp(Rd+, µNs ). 
Again, using Proposition 4.10(iii), we conclude this section extending some re-
sults proved in [5] to this setting. The following theorem establishes the occurrence
of some logarithmic Sobolev inequalities with respect to the tight evolution system
of measures {µNs } and some remarkable properties of the Dirichlet and Neumann
evolution operators such as hypercontractivity.
Theorem 4.12. Assume that the diffusion coefficients qij are independent of x.
Then the following properties hold true:
(i) for any f ∈ C1c (Rd+), any p ∈ (1,+∞) and s ∈ I,
〈µNs , |f |p log |f |〉 ≤
1
p
〈µNs , |f |p〉 log(〈µNs , |f |p〉) +
pΛ
2L0η0
〈µNs , |f |p−2|∇f |2χ{f 6=0}〉,
(4.15)
where Λ := sup{〈Q(t)ξ, ξ〉 : t ∈ I, ξ ∈ Rd, |ξ| = 1};
(ii) for any s ∈ I and p ∈ [2,+∞), the Sobolev space W 1,p(Rd+, µNs ) is com-
pactly embedded in Lp(Rd+, µ
N
s ). As a consequence, for any t > s ∈ I and p ∈
(1,+∞), GD(t, s) and GN(t, s) are compact from Lp(Rd+, µNs ) into Lp(Rd+, µNt );
(iii) for any p, q ∈ (1,+∞) with p ≤ e2L0η20Λ−1(t−s)(q−1)+1, GD(t, s) and GN(t, s)
map Lq(Rd+, µ
N
s ) to L
p(Rd+, µ
N
t ) for every t > s and, for J ∈ {D,N},
‖GJ(t, s)f‖Lp(Rd+,µNt ) ≤ ‖f‖Lq(Rd+,µNs ), t > s, f ∈ L
q(Rd+, µ
N
s ).
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Proof. (i) From [5, Thm. 3.3] we know that for any g ∈ C1b (Rd), any p ∈ (1,+∞)
and any s ∈ I,
〈µεs, |g|p log |g|〉 ≤
1
p
〈µεs, |g|p〉 log(〈µεs, |g|p〉) +
pΛ
2L0η0
〈µεs, |g|p−2|∇g|2χ{f 6=0}〉,
(4.16)
since 〈Qε(s)ξ, ξ〉 ≤ Λ|ξ|2 for any s ∈ I and any ξ ∈ Rd.
Now, let f ∈ C1c (Rd+), writing (4.16) with g being replaced with Ef and using
the symmetry of ρε(t, ·) with respect the last variable, we get
〈µ˜εs, |f |p log |f |〉 ≤
1
p
〈µ˜εs, |f |p〉 log(〈µ˜εs, |f |p〉) +
pΛ
2L0η0
〈µ˜εs, |f |p−2|∇f |2χ{f 6=0}〉.
Hence the claim follows applying Proposition 4.10(iii).
(ii) Once (4.15) is established, the proof follows as in [5, Thm. 3.4].
(iii) [5, Thm 4.1] yields that if p, q ∈ (1,+∞) and p ≤ e2L0η20Λ−1(t−s)(q − 1) + 1
then Gε(t, s) map Lq(Rd, µεs) to L
p(Rd, µεt ) for every t > s and
‖Gε(t, s)g‖Lp(Rd,µεt ) ≤ ‖g‖Lq(Rd,µεs), t > s, g ∈ Lq(Rd, µεs),
Now, arguing as in the proof of Theorem 4.11 we get the claim. 
5. Examples
In this section, we exhibit two classes of nonautonomous elliptic operators A(t)
to which the main results of this paper apply.
Let A(t) be defined on smooth functions ζ by
(A(t)ζ)(x) =(1 + |x|2)kTr(B(t, x)D2ζ(x)) − b0(t)(1 + |x|2)m〈x,∇ζ(x)〉
+ g(t, xd)Ddζ(x) − γ(t)(1 + |x|2)qζ(x), (5.1)
for any (t, x) ∈ I × Rd+, where I is an open halfline (possibly I = R). We assume
the following conditions on the coefficients of the operator A(t).
Hypotheses 5.1. (i) k,m, q ∈ (1,+∞) with k ≤ m < q;
(ii) for any i, j = 1, . . . , d, bij = bji belongs to C
α/2,1
loc (I×Rd+). Moreover, the bij’s
and their first-order spatial derivatives are bounded in I×Rd+, and bid(·, 0) ≡ 0
(i = 1, . . . , d− 1);
(iii) there exist a positive constant η0 such that 〈B(t, x)ξ, ξ〉 ≥ η0|ξ|2, for any t ∈ I,
x ∈ Rd+ and ξ ∈ Rd;
(iv) b0 ∈ Cα/2loc (I), g ∈ Cα/2,1loc (I ×R+), g(·, 0) ≡ 0, Ddg(t, xd) ≤ ϑ(t)(1 + x2d)m for
any (t, x) ∈ I × R+ and some positive function ϑ such that b0(t) − ϑ(t) ≥ β0
for any t ∈ I;
(v) γ ∈ Cα/2loc (I)∩Cb(I) and there exists a positive constant γ0 such that γ(t) ≥ γ0
for any t ∈ I.
Under such assumptions, Hypotheses 3.1 are satisfied. Indeed, we can take
r(t, x) = −(b0(t)−ϑ(t))(1 + |x|2)m, (t, x) ∈ I × Rd+, L0 = β0η−10 , L1 = 0.
Moreover, if we set qij(t, x) = bij(t, x)(1 + |x|2)k, it holds that
|∇xqij(t, x)| ≤ (‖∇xbij‖∞ + k‖bij‖∞)(1 + |x|2)k, (t, x) ∈ I × Rd+,
so that we can take k1 = supi,j≤d(‖∇xbij‖∞ + k‖bij‖∞)η−10 .
Finally, conditions (3.1) are satisfied with β(t, x) = 2q‖γ‖∞(1 + |x|2)q−1/2, for
any (t, x) ∈ I × Rd, and k2 = 2q‖γ‖∞γ−10 . It thus follows that
r(t, x) +
(
k21d
2
4Mp
−Mp
)
η(t, x)−
(
1− 1
p
)
c(t, x) +
pk2
4(p− 1)β(t, x)
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≤− β0(1 + |x|2)m +
(
supi,j≤d(‖∇xbij‖∞ + k‖bij‖∞)2d2
4Mpη20
−Mp
)
η0(1 + |x|2)k
−
(
1− 1
p
)
γ0(1 + |x|2)q + pq
2
(p− 1)γ0 ‖γ‖
2
∞(1 + |x|2)q−1/2. (5.2)
Since q > m ≥ k, the left-hand side of (5.2) is bounded from above in I × Rd+
for any p ∈ (1,+∞). Theorems 3.3, 3.9 apply and estimate (3.21) holds, with the
constant Cp being given by the supremum over R
d
+ of the right hand side of (5.2).
If γ ≡ 0 and the other conditions in Hypotheses 5.1 are satisfied, then estimates
(3.17) and (4.8) hold true, respectively with
Kp = sup
y≥1
(
−β0ym +
supi,j≤d(‖∇xbij‖∞ + k‖bij‖∞)2d2
4η0Mp
yk
)
,
Cp = sup
y≥1
[
−β0ym +
(
supi,j≤d(‖∇xbij‖∞ + k‖bij‖∞)2d2
4η0Mp
− η0
)
yk
]
,
for any p ∈ (1,+∞).
Further, if supi,j≤d(‖∇xbij‖∞+ k‖bij‖∞)2d2 < 4η20(η0+β0), then, the results in
Proposition 4.10 hold true with
σ0 = −β0 +
supi,j≤d(‖∇xbij‖∞ + k‖bij‖∞)2d2
4η20
− η0.
Finally, we consider the case when the diffusion coefficients of the operators A(t)
in (5.1) are independent of x, and the following conditions are satisfied.
Hypotheses 5.2. (i) m, q ∈ N with 2q − 1 ≤ m;
(ii) bij = bji belongs to C
α/2
loc (I) for any i, j = 1, . . . , d;
(iii) bid(t) = 0 for any t ∈ I and i = 1, . . . , d− 1;
(iv) there exist a positive constant η0 such that 〈B(t)ξ, ξ〉 ≥ η0|ξ|2, for any t ∈ I
and ξ ∈ Rd;
(v) Hypotheses 5.1(iv)-(v) are satisfied.
In this case estimate (3.3) is satisfied with p = 1 and C1 = 4q
2‖γ‖2∞/β0.
If γ ≡ 0 and the other conditions in Hypotheses 5.2 are satisfied, then (3.17),
(4.12) and (4.13) hold true and we can take L0 = β0η
−1
0 .
Appendix A. An auxiliary result
Here, we prove a result which is used in the proof of Theorem 3.3 and provides
us with a (local) higher spatial Ho¨lder regularity of the third-order derivatives of
the solution of the Cauchy-Neumann problem

ut(t, x) = A(t)u(t, x), t ∈ (0, T ), x ∈ Ω
∂u
∂ν
(t, x) = 0, t ∈ (0, T ), x ∈ ∂Ω,
u(s, x) = f(x), x ∈ Ω,
(A.1)
in a bounded domain Ω of class C2+α (for some α ∈ (0, 1)), without assuming any
Ho¨lder regularity in t of the spatial gradient of the coefficients of the uniformly
elliptic operator A(t), defined on smooth functions ψ by
(A(t)ψ)(x) = Tr(Q(t, x)D2ψ(x)) + 〈b(t, x), 〉∇ψ(x)〉 − c(t, x)ψ(x),
for any t ∈ [0, T ] and any x ∈ Ω. Even if it seems quite predictable we did not
find any reference for this result. Hence, for the sake of completeness we provide a
proof of it.
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Proposition A.1. Assume that the coefficients of the operator A(t) belong to
Cα/2,α((0, T ) × Ω) ∩ C0,1+α([0, T ] × Ω). Then, for any f ∈ C3+α(Ω) with nor-
mal derivative identically vanishing on ∂Ω, problem (A.1) has a unique solution
u ∈ C1+α/2,2+α((0, T )× Ω) ∩ C0,3+αloc ([0, T ]× Ω).
Proof. By [22, Thm IV.5.3], problem (A.1) admits a unique solution u which be-
longs to C1+α/2,2+α((0, T )× Ω) and there exists a positive constant C1 such that
‖u‖C1+α/2,2+α([0,T ]×Ω) ≤ C1‖f‖C2+α(Ω). (A.2)
Moreover, we claim that Dju is (1 + α)/2-Ho¨lder continuous in t, uniformly with
respect to x ∈ Rd, for any j = 1, . . . , d. Indeed, writing
u(t, x)− u(s, x) =
∫ t
s
ut(σ, x)dσ, t, s ∈ [s, T ], x ∈ Ω,
we can easily show that ‖u(t, ·) − u(s, ·)‖Cα(Ω) ≤ ‖ut‖C0,α([0,T ]×Ω)|t − s| for any
t, s ∈ [0, T ]. Since C1(Ω) belongs to the class J(1−α)/2 between Cαb (Ω) and C2+αb (Ω),
there exists a constant K, independent of s, t such that
‖u(t, ·)− u(s, ·)‖C1(Ω) ≤K‖u(t, ·)− u(s, ·)‖
1+α
2
Cα(Ω)‖u(t, ·)− u(s, ·)‖
1−α
2
C2+α(Ω)
≤2 1−α2 KC1‖f‖C2+α(Ω)|t− s|
1+α
2 ,
for any s, t ∈ [0, T ], so that the claim follows and
‖Dju‖C(1+α)/2,0([0,T ]×Ω) ≤ 2(1−α)/2KC1‖f‖C2+α(Ω), j = 1, . . . , d. (A.3)
To prove that u admits third-order spatial derivatives in C0,αloc ([0, T ] × Ω), we
fix an open set Ω′ compactly contained in Ω, and a function ϑ ∈ C∞(Rd) such
that χΩ′ ≤ ϑ ≤ χΩ′′ for some open set Ω′′ compactly contained in Ω. Let v ∈
C
1+α/2,2+α
b ([0, T ]×Rd) denote the trivial extension of the function uϑ to the whole
of Rd. As it is The function v solves the Cauchy problem{
vt(t, x) = Aˆ(t)v(t, x) + gˆ(t, x), t ∈ (0, T ), x ∈ Rd,
v(s, x) = ϑ(x)f(x), x ∈ Rd,
where, with a slight abuse of notation, we still denote by ϑf the trivial extension
of this function to the whole of Rd. Here, Aˆ(t) = Tr(QˆD2) + 〈bˆ,∇〉 − cˆ, Qˆ =
ηQ+(1− η)I, bˆ = ηb and cˆ = ηc, where η ∈ C∞c (Ω) is a smooth function satisfying
η ≡ 1 in Ω′′. Finally, gˆ denotes the trivial extension to the whole of [0, T ]× Rd of
the function −u(Aˆ(t) + cˆ)ϑ− 2〈Qˆ∇ϑ,∇xu〉.
For any j ∈ {1, . . . , d}, any h > 0 and any ψ : [0, T ]×Rd → R, we denote by τhψ
the function defined by τhψ = h
−1(ψ(·, ·+ hej)− ψ). Clearly, vh := τhv belongs to
C
1+α/2,2+α
b ([0, T ]× Rd) and solves the Cauchy problem{
Dtvh(t, x) = Aˆ(t)vh(t, x) + τhgˆ(t, x) + Fh(t, x), t ∈ (0, T ), x ∈ Rd,
vh(s, x) = τh(ϑf)(x), x ∈ Rd,
where
Fh =
d∑
i,j=1
(τhqˆij)Dijv(·, ·+ hej) +
d∑
j=1
(τhbˆj)Djv(·, ·+ hej)− (τhc˜)v(·, ·+ hej).
By the results in [18, 19, 20] the C0,2+αb ([0, T ]× Rd)-norm of vh can be estimated
from above by a positive constant, independent of h, times the sum of the C2+αb (R
d)-
norm of τh(ϑf) and the C
0,α
b ([0, T ]×Rd)-norm of τhg˜ and Fh. More precisely, taking
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(A.2) into account, we can write
‖vh‖C0,2+αb ≤ C2
(
‖τh(ϑf)‖C2+α
b
+ ‖τhg˜‖C0,αb + ‖f‖C2+αb ‖τhc˜‖C0,αb
+ ‖f‖C2+αb
d∑
i,j=1
‖τhq˜ij‖C0,αb + ‖f‖C2+αb
d∑
j=1
‖τhb˜j‖C0,αb
)
,
with C2 (as all the forthcoming constants) being independent of h and f , and where
C2+αb and C
0,α
b stand for C
2+α
b (R
d) and C0,αb ([0, T ]× Rd), respectively.
Since
τhψ(x) =
∫ 1
0
Djψ(x+ hsej)ds, x ∈ Rd, (A.4)
for any ψ ∈ C1(Rd), it follows that
‖vh‖C0,2+αb ≤ C2
(
‖ϑf‖C3+αb + ‖g˜‖C0,1+αb + ‖f‖C2+αb ‖c˜‖C0,1+αb
+ ‖f‖C2+αb
d∑
i,j=1
‖q˜ij‖C0,1+αb + ‖f‖C2+αb
d∑
j=1
‖b˜j‖C0,1+αb
)
.
The definition of g˜, estimate (A.2) and the assumptions on f and the coefficients
of the operator A(t) allow us to conclude that
‖vh‖C0,2+αb ≤ C3‖f‖C3+α(Ω). (A.5)
Further, taking advantage of (A.3) and (A.4), we can easily check that vh belongs
to C
(1+α)/2,0
b ([0, T ]×Rd) and ‖vh‖C(1+α)/2,0b ([0,T ]×Rd) can be estimated by a constant
independent of h. Again, since C2b (R
d) is of class J2/(2+α) between Cb(R
d) and
C2+αb (R
d), from (A.5) we deduce that
‖vh(t, ·)− vh(s, ·)‖C2b (Rd) ≤ C4|t− s|
θ, s, t ∈ [0, T ], (A.6)
where θ = α(1 + α)/(4 + 2α). Combining (A.5) and (A.6) it follows that vh ∈
C
θ/2,2+θ
b ([0, T ]×Rd) and ‖vh‖Cθ/2,2+θb ([0,T ]×Rd) ≤ C5. Now, we can use a compact-
ness argument and conclude that Djv belongs to C
0,2+α
b ([0, T ] × Rd). Recalling
that ϑ ≡ 1 in Ω′, we deduce that u ∈ C0,3+α([0, T ]× Ω′). 
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