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Abstract. Recently, the authors have proposed a new approach to the theory of
random metrics, making an explicit link between probability measures on the space
of metrics on a Ka¨hler manifold and random matrix models. We consider simple
examples of such models and study the one and two-point functions of the metric.
These geometric correlation functions correspond to new interesting types of matrix
model correlators. We provide in particular a detailed study of the Wishart model,
where we determine the correlation functions explicitly. We find that the random
measure in this model turns out to be concentrated on the background metric in the
large N limit.
1. Introduction
This paper is a continuation of a series of papers by the authors on random Ka¨hler
metrics. In Refs. [9, 10] we have proposed a new method to define a random metric on
a Ka¨hler manifold M . The purpose of this paper is to give a detailed study of simple
models of random metrics where our methods apply. Our approach is based on the
approximation of the Ka¨hler metrics in a fixed Ka¨hler class by the Bergman metrics.
The latter are parameterized by positive-hermitian matrices Pij as follows
gab¯(z) =
1
k
∂a∂¯b¯ log s¯i(z)Pijsj(z). (1)
Here the matrix Pij is contracted with a vector si(z) (and its complex-conjugate s¯i(z))
defining a basis of holomorphic polynomials of degree k on the manifold, or more
precisely, a basis of global holomorphic sections of some line bundle Lk on M . The
dimension Nk of the vector depends on k and on the complex dimension n of the
manifold. At large k, we have Nk ∼ kn + O(kn−1). The positivity of the metric (1) is
ensured by the condition that the matrix P is hermitian positive definite. Note that any
such P can be written as P = A†A for some A ∈ GL(Nk,C) defined up to multiplication
by a unitary matrix on the left. Note also that constant rescalings of P do not change
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the metric (1). Thus the space of Bergman metrics Bk is equivalent to the symmetric
space
Bk = SL(Nk,C)/SU(Nk) . (2)
The key fact [24, 25, 3] is that in the k → ∞ limit, the space Bk of Bergman
metrics of degree k tends in a strong metric sense to the infinite dimensional space of
all Ka¨hler metrics. As a consequence, many geometric properties of the Ka¨hler metrics
can be studied using the finite-dimensional spaces Bk, see e.g. [21] for review. With
this correspondence in mind, we define a random metric on the Ka¨hler manifold M as
the large k limit of a random Bergman metric. Equivalently, formula (1) shows that
defining a random Bergman metric is the same as defining a random positive definite
hermitian matrix P .
Probably the best known models of randommetrics in physics are Polyakov’s models
of two dimensional CFTs coupled to gravity based on the Liouville action [22], see [8] for
recent rigorous treatment. Other geometric actions, like the Mabuchi functional, were
recently shown to play a roˆle when non-conformal matter is coupled to gravity [9, 11].
Our goal in this paper is rather to study a much easier class of random measures on
the space of metrics, which are natural from the point of view of the parametrization (1)
of the metrics in terms of the matrices P . Namely, we consider the simple class of matrix
models for which the random matrix measures dµ(P ) depend only on the eigenvalues of
P . In other words, the measures we consider are invariant under conjugation of P by a
unitary matrix U ∈ U(Nk),
dµ(U †PU) = dµ(P ) . (3)
A particular example that we shall study in full details is the so-called Wishart model
for which
dµ(P ) = e−g trP [dP ]Haar , (4)
where [dP ]Haar is the standard Haar measure on positive hermitian matrices defined in
Section 3.1 and g > 0 is a parameter.
Matrix models of the type (3), and in particular (4), are standard matrix models
whose large N limits have been extensively studied using well-known matrix model
technology. However, the geometric interpretation in terms of random metrics given
by the formula (1) suggests to study an entirely new class of correlators involving the
products of the logarithms∫
log s¯i(z1)Pijsj(z1) · · · log s¯i(zm)Pijsj(zm) dµ(P ) (5)
depending on the points z1, . . . , zm on the manifold. These correlators are nontrivial
because they do not depend only on the eigenvalues of the matrix P . If we decompose
P = U †ΛU , where U is a unitary matrix and Λ is diagonal, we thus have to perform a
nontrivial integral over U . This can be done using the Harish-Chandra-Itzykson-Zuber
formula [13, 14]. The result depends on the coordinates zp on the manifold via various
inner products between the vectors of sections si(zp). These inner products turn out to
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be proportional to the Bergman kernel. We are then able to find the large k (equivalently,
large Nk) limit of the correlators using the well-studied asymptotic expansions for this
kernel [18, 16].
Our main results include explicit computations of one and two-point functions (5)
for general measures of the type (3) for finite values of k, see Eqs. (41, 70) in the main
text. The one-point functions turn out to be very simple and universal, independently of
the precise form of the measure, see Eq. (44). The finite k two-point functions depend
on the details of the measure, but their large k limit is universal and depend only on a
model-dependent constant, see Eq. (76). In the case of the Wishart model (4), we go
further and find an explicit formula Eq. (94) for the two-point function at finite k. The
main feature of the measures considered here is that in the large k limit they turn out
to be heavily concentrated around the background metric. In particular, the results for
the Wishart model are consistent with the delta-function like distribution of the space of
all Ka¨hler metrics. This feature is an artefact of using the matrix P as a basic random
variable. As was pointed out in [10], we expect much smoother limiting measures when
using the “tangent space” random variable 1
k
logP instead of P . Nevertheless, we believe
that the present work provides a necessary basis for further investigations of the random
measures on Bk.
The paper is organized as follows. In Section 2 we review basic facts on Bergman
metrics and collect some formulas on the expansion of the Bergman kernel, which we
use later in the text. We introduce the matrix model measures in Section 3.1. In Section
3.2 we define the correlation functions and show how to integrate over the angular part
of the measure. In Section 3.3 we compute the one-point function, and in Section 3.4
we perform the angular integration in the two-point functions in the general case. For
measures of the form
dµ(P ) = e− trV (P )[dP ]Haar , (6)
where V is a polynomial, we present the two-point function in a more explicit form
in Section 3.5 using the method of orthogonal polynomials. In Section 4.1 we derive
another representation for the two-point function, which allows us to derive the general
form of its large k limit in Section 4.2. In Section 5 we focus on the Wishart model and
derive the two-point function in an explicit form at finite k. We also compute its large
k limit explicitly, checking our previous general results.
2. Background
2.1. Bergman metrics and Bergman kernel
Here we collect some basic formulas from the setup of [10], which we will use in this
paper. Consider a compact Ka¨hler manifold M of complex dimension n. We fix a
complex structure J onM and consider the set K[ω0] of Ka¨hler metrics in the cohomology
class [ω0] ∈ H1,1(M, 2piZ), which can be parameterized by the space of Ka¨hler potentials
K[ω0] = {φ ∈ C∞(M)/R : ωφ = ω0 + i∂∂¯φ > 0} (7)
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Under the integrality assumption on [ω0], there exists a holomorphic line bundle L→M
with c1(L) = [ω0]. The space K[ω0] is thus identified with the space H of Hermitian
metrics h = e−φh0 on L with the curvature ωφ = −∂∂¯ log h ∈ [ω0]. Consider then the
kth power Lk of the line bundle and the corresponding Nk-dimensional space H
0(M,Lk)
of holomorphic sections. We choose a basis of sections {si(z)} = (s1(z), ..., sNk(z)),
orthonormal with respect to the reference (background) metric hk0 on L
k,
1
V
∫
M
s¯i(z)sj(z)h
k
0 ω
n
0 = δij, (8)
where ω0 is the Ka¨hler metric on M corresponding to metric h
k
0 the line bundle
ω0ab¯ =
1
k
∂a∂¯b¯ log h
k
0. (9)
The basis of sections {si(z)} is a vector in the linear space of dimension Nk and it is
defined up to a multiplication by a constant. Therefore it can be thought of as an
embedding z → [s1(z), ..., sNk(z)] ofM into the projective space CPNk−1 of sections (the
Kodaira embedding). All other choices of bases {s˜i(z)} can be obtained by applying a
linear transformation to the initial basis: s˜i(z) = Aijsj(z), for A ∈ GL(Nk,C). The set
Bk of Bergman metrics is then defined as the pullback of the Fubini-Study metric‡ from
CP
Nk−1,
ωφP ab¯(z) =
1
k
∂a∂¯b¯ log s¯i(z)Pijsj(z), (10)
where P = A†A is a positive hermitian matrix in GL(Nk,C)/U(Nk).
Note that a rescaling of P by a constant does not change the metric, so we can
mod out by scalar matrices. Hence the space Bk of Bergman metrics is equivalent to
Bk = SL(Nk,C)/SU(Nk). (11)
The key fact, shown in [24, 25, 3], is that for large k the space of Bergman metrics
approximates the space K[ω0] of all Ka¨hler metrics
K[ω0] = lim
k→∞
Bk. (12)
The proof of (12) is based on the asymptotic expansion of the Bergman kernel on the
diagonal [25, 3, 15, 7]. For the orthonormal basis of sections as in Eq. (8) the latter has
the form
ρk(z) = |s(z)|2hk0 :=
Nk∑
i=1
s¯i(z)si(z)h
k
0 = k
n(1 +
1
2k
R(ω0) +O(1/k2)). (13)
Here all the terms that appear on the right are various curvature invariants, depending
only on the metric ω0. The total number of sections Nk is given by the integral of the
Bergman kernel over the manifold. It grows at large k as
Nk = k
n +
1
2
c1(M)k
n−1 +O(kn−2) (14)
see [15] for the subleading terms.
‡ With some abuse of notation we will make no distinction between the metric g and the corresponding
Ka¨hler form ω, connected as ωab¯ = igab¯.
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2.2. Off-diagonal Bergman kernel
Another important function, which will appear later is the normalized off-diagonal
Bergman kernel
|〈s¯(z1), s(z2)〉|2
|s(z1)|2|s(z2)|2 :=
1
|s(z1)|2|s(z2)|2
Nk∑
i,j=1
s¯i(z1)si(z2)s¯j(z2)sj(z1). (15)
Note, that this is nothing but the squared norm of the inner product of the two vectors of
sections si(z1) and si(z2). If θ12 is the angle between the two vectors, then the Bergman
kernel is given by
cos2 θ12(z1, z2) =
|〈s¯(z1), s(z2)〉|2
|s(z1)|2|s(z2)|2 . (16)
We will need the Taylor expansion of (16) for small distances between the points z1, z2,
which can be obtained following [18, 16, 23]. First, we rewrite (16) in terms of the
Calabi’s diastatic function, defined as follows. Any Ka¨hler metric can be written in
local coordinates as ωab¯ = ∂a∂¯b¯Φ(z, z¯), for some potential Φ(z, z¯). Consider Φ(z, z¯)
formally as a function of two independent variables z and z¯. Then the Calabi’s diastatic
function is defined as
D(z1, z¯2) = Φ(z1, z¯1) + Φ(z2, z¯2)− Φ(z1, z¯2)− Φ(z2, z¯1). (17)
This function is an invariant of the Ka¨hler metric, independent of the choice of local
coordinates [2]. Consider now the Bergman metric
ωφI =
1
k
∂∂¯ log |s(z)|2, (18)
corresponding to the identity matrix P = I (10). The normalized Bergman kernel (16)
can then be written as
cos2 θ12(z1, z2) = e
−kDI(z1,z2), (19)
where
DI(z1, z2) =
1
k
(log |s(z1)|2 + log |s(z2)|2 − log |〈s¯(z1), s(z2)〉|2) (20)
is the diastatic function defined with respect to the metric (18). This function equals
zero only for coincident points z1, z2. In normal coordinates around a point z0 = 0 we
have the expansion
Φ(z, z¯) = |z|2 + 1
4
Raa¯bb¯(0)z
az¯a¯zbz¯b¯ +O(|z|5) (21)
With some abuse of notation we assume that z1 and z2 are the coordinates of the points
in the chosen local chart. Therefore we get the following Taylor expansion for small
distances between z1 and z2
DI(z1, z2) = |z1−z2|2+1
4
Raa¯bb¯(0)
(
za1 z¯
a¯
1z
b
1z¯
b¯
1 + z
a
2 z¯
a¯
2z
b
2z¯
b¯
2 − za1 z¯a¯2zb1z¯b¯2 − za2 z¯a¯1zb2z¯b¯1
)
+ . . . (22)
where all the quantities here are defined with respect to the metric (18). The expansion
of the off-diagonal Bergman kernel follows immediately from the above formula.
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3. Eigenvalue measures on Bergman metrics
3.1. General form of the measure
Many aspects of the infinite-dimensional geometry of K[ω0] (7) can be approximated
by the symmetric space geometry of Bk (11). This is the main idea behind the Yau-
Tian-Donaldson program in Ka¨hler geometry [24, 6, 21]. In Ref. [10] we proposed to
define probability measures dµφ on random Ka¨hler metrics as large k limit of probability
measures on the finite-dimensional symmetric spaces Bk,∫
K[ω0]
F (ωφ)dµφ := lim
k→∞
∫
Bk
Fk(ωφP )dµBk(P ). (23)
Here F (ωφ) schematically denotes operators, whose correlation functions we want to
compute. Some examples of physically interesting measures dµφ are described in [10].
In particular, the natural metric on K[ω0], the Mabuchi-Semmes-Donaldson metric,
arises in the large k limit from the invariant metric on Bk [4], see [10] for the details.
The volume element of the invariant metric is the Haar measure
[dP ]Haar =
1
(detP )Nk
[dP ] (24)
[dP ] =
1
(detP )Nk
dP11 · · · dPNkNk
∏
1≤i<j≤Nk
dRePij d ImPij ,
which we use as a basic building block for the random measure on the space of Bergman
metrics. Recall for future reference the standard eigenvalue decomposition of the
measure
[dP ] = ∆2(λ) [dλ][dU ], ∆(λ) =
∏
i<j
(λi − λj), [dλ] =
Nk∏
i=1
dλi, (25)
where P = U †ΛU , [dU ] is the Haar measure on U(Nk) and the eigenvalues are positive
definite λi > 0.
Simplest random matrix measures on positive hermitian matrices are the eigenvalue
type measures. These are invariant under the U(Nk) conjugation P → U †PU . Therefore
they have the general form of the product of the Haar measure (24) and an eigenvalue-
dependent weight
dµ(P ) = F(λ)[dP ]Haar, (26)
where we use the standard decomposition of the hermitian matrix P = U †ΛU into
eigenvalue and angular part. We will also assume that F(λ) is a completely symmetric
function of the eigenvalues. The measure on Bk can be obtained by gauge-fixing the
scale invariance of Bergman metrics under P → c ·P . This can be done by constraining
the measure (26) to matrices P with unit determinant. We thus in practice will consider
the gauge-fixed measures dµBk(P ), defined as
dµBk(P ) := FBk(λ)[dP ]Haar, (27)
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where the new eigenvalue weight FBk on Bk equals F multiplied by the delta-function
constraint
FBk(λ) := F(λ)δ
(
Nk∑
i=1
log λi
)
. (28)
Note, that resulting measures are still strictly speaking of the form (26). The
normalization is always chosen according to∫
Bk
dµBk(P ) = 1. (29)
Another useful parametrization of the Bergman metrics is in terms of GL(Nk,C) matrix
A, as
P = A†A, (30)
with residual symmetry A → V A, where V ∈ U(Nk). The measure [dP ] can be
represented as [dP ] = [dA]/[dV ], where [dA] is the Lebesgue measure on complex
matrices
[dA] =
∏
1≤i,j≤Nk
dReAij d ImAij , (31)
and [dV ] is the Haar measure on U(Nk).
3.2. Correlation functions
The basic set of correlation functions consists of the products of Bergman metrics at
different points
Ek ωφPa1 b¯1(z1) . . . ωφPam b¯m(zm) :=
=
∫
Bk
ωφP a1 b¯1(z1) . . . ωφP am b¯m(zm)dµBk(P )
= ∂a1 ∂¯b¯1 . . . ∂am ∂¯b¯m
∫
Bk
φP (z1)...φP (zm)dµBk(P ) (32)
where we introduced the function
φP (z) =
1
k
log s¯i(z)Pijsj(z), (33)
called the Bergman potential. It would also be interesting to consider more complicated
geometric correlation functions, e.g. involving the Ricci tensor Rab¯ = −∂a∂¯b¯ log ωnφ.
Following [9, 10], the main idea is that in the large Nk (equivalently, large k) limit
matrix model correlation functions on Bk will tend to exact correlation functions for
corresponding limiting random measures on the full space of Ka¨hler metrics K[ω0]
〈ωφa1b¯1(z1) . . . ωφamb¯m(zm)〉 := limk→∞Ek ωφP a1 b¯1(z1) . . . ωφP am b¯m(zm). (34)
For the eigenvalue models correlation functions depend explicitly on a choice of
basis of sections, and therefore on the background metric ω0 (8), corresponding to that
choice. Note, that dependence of the Bergman potential (33) on the vector si breaks
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the U(Nk) invariance of the integral, making the integration over the angular variables
nontrivial. Luckily, for the models of the type (26) the integration over the angular part
can be performed explicitly, using the Harish-Chandra-Itzykson-Zuber integral [13, 14].
Indeed, we can use the following integral representation of logarithm
logα =
1
t
+ γ −
∫ ∞
0
xt−1e−αxdx+O(t), (35)
for small t, and γ is the Euler constant. Since the first two terms here are independent
of zi, we can express the correlator (32) as follows
Ek ωφP a1 b¯1(z1) . . . ωφP am b¯m(zm) = (36)
=
(−1)m
km
∂a1 ∂¯b¯1 . . . ∂am ∂¯b¯m lim
{tp}→0
m∏
p=1
∫ ∞
0
dxp x
tp−1
p
∫
Bk
e−
∑m
q=1 xq s¯(zq)Ps(zq)dµBk(P ).
Assuming the ansatz (26) and using the eigenvalue decomposition (25), the matrix
integral in Eq. (36) reads∫
Bk
e−
∑m
q=1 xq s¯(zq)Ps(zq)dµBk(P ) =
=
∫
R
Nk
+
∫
U(Nk)
e− tr UΛU
†(
∑m
q=1 xqs(zq)·s¯(zq))FBk(λ)∆2(λ) [dλ][dU ], (37)
and the unitary integral here is of the Harish-Chandra-Itzykson-Zuber type∫
U(N)
etr UAU
†B [dU ]
VolU(N)
=
(
N−1∏
p=1
p!
)
det
(
eaibj
)
1≤i,j≤N
∆(a)∆(b)
. (38)
Here ai and bj are the eigenvalues of some hermitian matrices A and B. Therefore,
the angular integral in Eq. (37) depends on λi and on the eigenvalues of the following
matrix
Φ(m)ij =
m∑
q=1
xqsi(zq)s¯j(zq). (39)
This matrix is degenerate and has in general m non-zero eigenvalues.
3.3. One-point function
The formula (38) simplifies further for small m, i.e. for small number of eigenvalues of
Φ(m) (39). In particular, the expectation value of a single metric can be found exactly
for all eigenvalue type measures (26). The matrix Φ(1) has a single non-zero eigenvalue,
which is equal to x|s(z)|2, and the angular integral in (37) gives∫
U(Nk)
e− tr UΛU
†Φ(1) [dU ]
VolU(Nk)
=
(Nk − 1)!
∆(λ)(x|s(z)|2)Nk−1
Nk∑
i=1
(−1)i−1∆i(λ)e−x|s(z)|2λi , (40)
where ∆i(λ) =
∏
j<l, j,l 6=i(λj − λl) is the Vandermonde determinant with omitted i’th
eigenvalue. We get for the expectation value of a single Bergman metric
Ek ωφP (z) = −
1
k
∂∂¯ lim
t→0
∫ ∞
0
dx xt−1
∫
Bk
e−xs¯(z)Ps(z)dµBk(P ) = −
1
k
∂∂¯ lim
t→0
|s(z)|−2t ·
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·(Nk − 1)!
∫ ∞
0
dx xt−Nk
∫
R
Nk
+
Nk∑
i=1
(−1)i−1∆i(λ)e−xλiFBk(λ)∆(λ) [dλ] · VolU(Nk)
= −1
k
∂∂¯ lim
t→0
|s(z)|−2t(Nk − 1)!(−1)Nk−1cNk
∫ ∞
0
xt−Nke−xdx (41)
= cNk
1
k
∂∂¯ log |s(z)|2 = cNkωφI (z),
where the Bergman metric ωφI corresponds to the identity matrix P = I (18). We also
sometimes omit the space indices, we it cannot lead to confusion. The constant cNk
equals one due to the normalization condition (29) for the measure
cNk =
∫
R
Nk
+
Nk∑
i=1
(−1)Nk+i∆i(λ)λNk−1i FBk(λ)∆(λ) [dλ] · VolU(Nk) =
∫
Bk
dµBk = 1, (42)
since the sum over eigenvalues here is just the expansion of the Vandermonde
determinant along a column. Finally, using the asymptotic expansion (13), we get
ωφI (z) = ω0(z) +
1
k
∂∂¯ log ρk(z) = ω0(z) +O(1/k2), (43)
where ω0 is the background metric (8). Therefore, in the large k limit the one point
function of the Bergman metric is equal to the background metric
〈ωφ(z)〉 = lim
k→∞
Ek ωφP (z) = ω0(z). (44)
This result is universal for models of the type (26). However, the case of the two-point
function is model dependent. In the remainder of this section we analyze the two-point
function for generic eigenvalue models, and in the Section 5 we derive it explicitly in
the case of Wishart measure.
3.4. Two-point function
For the two-point function the matrix Φ(2) (39) has two non-zero eigenvalues
φ1,2 =
1
2
(x1|s(z1)|2 + x2|s(z2)|2)±
± 1
2
√
(x1|s(z1)|2 − x2|s(z2)|2)2 + 4|〈s¯(z1), s(z2)〉|2x1x2. (45)
Performing the angular integral in (37) and rescaling x1,2 → x1,2|s(z1,2)|−2, we get for
the two-point function
Ek ωφP (z1)ωφP (z2) =
=
1
k2
∂∂¯|z1∂∂¯|z2 lim
t1,t2→0
|s(z1)|−2t1 |s(z2)|−2t2
∫ ∞
0
dx1 x
t1−1
1
∫ ∞
0
dx2 x
t2−1
2
· Nk!(Nk − 1)!
(ψ1ψ2)Nk−2(ψ1 − ψ2)
∫
R
Nk
+
∆(λ)∆12(λ)e
−ψ1λ1−ψ2λ2FBk(λ)[dλ] · VolU(Nk), (46)
where ∆12 is the Vandermonde determinant for eigenvalues λ3, λ4, . . . λNk , and we
replaced (45) by the rescaled eigenvalues
ψ1,2 =
1
2
(x1 + x2 ±
√
(x1 − x2)2 + 4 cos2 θ12x1x2). (47)
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Now we can see that all nontrivial coordinate dependence of the two-point function
is contained in the norms |s(zi)| and in the off-diagonal Bergman kernel kernel
cos2 θ12(z1, z2) (16). From the expression (46) we can read off the general structure
of the two-point function. The small t expansion of the x1, x2-integrals in Eq. (46)
starts in general with singular terms
1
t1t2
+ c
1
t1
+ c
1
t2
+ fk(cos
2 θ12(z1, z2)) +O(t1, t2), (48)
and the coefficients in front of the singular terms are independent of the coordinates on
the manifold. Therefore the two-point function has schematically the following form
Ek ωφP (z1)ωφP (z2) = ωφI (z1)ωφI (z2) +
1
k2
∂∂¯|z1∂∂¯|z2fk(cos2 θ12(z1, z2)), (49)
and the scaling behavior of the function fk is to be determined.
3.5. Single-trace potentials
The two-point function (46) is simplified further when the eigenvalue weight in Eq. (26)
has the form of the exponent of a single-trace potential
F(λ) = e− tr V (λ) (50)
The expression (46) can be simplified using the method of orthogonal polynomials [19, 5].
Suppose {pn(λ)}, n = 0, . . . , Nk − 1 is the basis of orthogonal polynomials satisfying∫ ∞
0
pn(λ)pm(λ)e
−V (λ)λadλ = hn(a)δnm (51)
and normalized according to pn(λ) = λ
n + . . . The parameter a here is assumed to be
pure imaginary and is used for the gauge-fixing. Indeed, we can connect the measures
(26) and (27) as
dµBk(P ) =
∫ i∞
−i∞
da (detP )adµ(P ). (52)
Then, using the relation
∆(λ) = detPn−1(λm), (53)
the normalization condition (29) reads∫
Bk
dµBk(P ) = Nk!
∫ i∞
−i∞
da
Nk−1∏
n=0
hn(a) · VolU(Nk) = 1. (54)
Let us now return to Eq. (46) and rewrite the Vandermonde determinants in the
integrand using Eq. (53).
The orthogonality condition Eq. (51) then allows us to perform all but two
eigenvalue integrals, and we get
Ek ωφP (z1)ωφP (z2) =
1
k2
∂∂¯|z1∂∂¯|z2 lim
t1,t2→0
|s(z1)|−2t1 |s(z2)|−2t2
∫ ∞
0
dx1 x
t1−1
1
∫ ∞
0
dx2 x
t2−1
2
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· Nk!(Nk − 1)!(Nk − 2)!
(ψ1ψ2)Nk−2(ψ1 − ψ2)
∫ +i∞
−i∞
da
Nk−3∏
n=0
hn(a) · VolU(Nk)
·
∫ ∞
0
dλ1 λ
a
1
∫ ∞
0
dλ2 λ
a
2 e
−V (λ1)−V (λ2)−ψ1λ1−ψ2λ2
· (pNk−2(λ1)pNk−1(λ2)− pNk−1(λ1)pNk−2(λ2)). (55)
We will use this representation later in order to derive the two-point function in the
case of the Wishart potential.
4. Integrating out matrix subspaces
4.1. One and two-point functions
Here we use the fact, that the matrix Φ(m) in Eq. (39) has only m eigenvalues, in
order to obtain another representation of the two-point function, useful for the large k
analysis. The idea is to integrate out subspaces of Bk, corresponding to the directions
where Φ(m) has zero eigenvalues. The resulting formula will allow us to compute the
general form of the large k limit for measures of the type (26).
In order to illustrate the idea, let us start first with the one-point function, and use
explicitly the decomposition of the matrix P into eigenvalues and angular variables
Ek ωφP (z) =
1
k
∂∂¯
∫
Bk
log s¯i(z)U
†
ijλjUjlsl(z) dµBk(P ). (56)
Consider now the unit vector si(z)/|s(z)| ∈ CNk , and let Uz ∈ U(Nk) be any unitary
matrix such that (Uze1)i = si(z)/|s(z)| ∈ CNk , where e1 is the unit vector pointing in
the direction i = 1. We get
Ek ωφP (z) = ωφI (z) +
1
k
∂∂¯
∫
Bk
log(UUze1)
†
jλj(UU
ze1)j dµBk(P )
= ωφI (z) +
1
k
∂∂¯
∫
Bk
log(Ue1)
†
jλj(Ue1)j dµBk(P ) = ωφI (z),
where in the second line we use the U(Nk)-invariance of the measure, and the resulting
integral is independent of z. This is a short way to reproduce the result (41).
Now we would like to calculate the two-point function
Ek φP (z1)φP (z2) =
1
k2
∫
Bk
log s¯i(z1)U
†
ijλjUjlsl(z1) log s¯i(z2)U
†
ijλjUjlsl(z2) dµBk(P ) (57)
using the same idea. We can find a matrix Uz1,z2 such that
(Uz1,z2e1)i =
si(z1)
|s(z1)| ,
(Uz1,z2(e1 cosϕ(z1, z2) + e2 sinϕ(z1, z2)))i =
si(z2)
|s(z2)| , (58)
and taking the inner product of these two vectors we immediately get
cos2 ϕ(z1, z2) =
|〈s¯(z1), s(z2)〉|2
|s(z1)|2|s(z2)|2 = cos
2 θ12(z1, z2) (59)
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the off-diagonal Bergman kernel (16). Note that there may exist many such matrices
Uz1,z2. Using the U(Nk) invariance of the measure, the integral (57) simplifies
Ek φP (z1)φP (z2) = φI(z1)φI(z2) +
1
k2
∫
Bk
log
Nk∑
i=1
λi|(UUz1,z2e1)i|2
· log
Nk∑
i=1
λi|(UUz1,z2(e1 cos θ12 + e2 sin θ12))i|2 dµBk(P ) = φI(z1)φI(z2) +
+
1
k2
∫
Bk
log
Nk∑
i=1
λi|(Ue1)i|2 log
Nk∑
i=1
λi|(U(e1 cos θ12 + e2 sin θ12))i|2 dµBk(P ).
The last line can be expressed in terms of the matrix elements of P
Ek φP (z1)φP (z2) = φI(z1)φI(z2) + (60)
+
1
k2
∫
Bk
logP11 log(P11 cos
2 θ12 + (P12 + P21) cos θ12 sin θ12 + P22 sin
2 θ12) dµBk(P )
The integrand here depends only on the 2× 2 block
P (2) :=
(
P11 P12
P21 P22
)
∈ GL(2,C)/U(2) =: P2. (61)
One can check that P (2) is a positive Hermitian matrix since for any v ∈ C2,
〈P (2)v, v〉 = 〈P (v, 0), (v, 0)〉 where (v, 0) ∈ CNk is a vector whose last Nk − 2 entries are
zero. Thus, we have the map
Π2 : GL(Nk,C)/U(Nk)→ GL(2,C)/U(2) (62)
which takes the upper left 2 × 2 block from P . Indeed, if Π2 : Cdk → C2 is the map
Π2(z1, z2, z
′) = (z1, z2, 0), then P
(2) = Π2PΠ2 and it is clear that this is a positive semi-
definite Hermitian operator on CNk whose restriction to the range of Π2 is positive. We
note also that ∈ embeds in the closure N‖ of positive semi-definite Hermitian matrices
if we put the zero matrix on the lower diagonal Nk − 2 block.
Since the integrand in Eq. (61) is manifestly a function of the three real variables
P11, ReP12, P22, we have∫
Bk
logP11 log(P11 cos
2 θ12 + (P12 + P21) cos θ12 sin θ12 + P22 sin
2 θ12) dµBk(P ) (63)
=
∫
∈
logP11 log(P11 cos
2 θ12 + (P12 + P21) cos θ12 sin θ12 + P22 sin
2 θ12) dµP2,k(P
(2)),
where dµP2,k(P
(2)) is the pushforward measure on P2 under the projection (62),
dµP2,k(P
(2)) =
(∫
dµBk(P )
[dP (2)]
)
[dP (2)], (64)
where the integral on the right runs over all matrix elements of P except those of P2
and [dP (2)] is the standard volume element on P2, given by
[dP (2)] = dP11 dP22 dReP12 d ImP12. (65)
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The U(2)-invariance of this volume element immediately follows from (25). We claim
that dµP2,k(P
(2)) is also U(2) invariant under P (2) → U (2)†P (2)U (2). Indeed, we may
embed U(2) → U(Nk) as the upper 2 × 2 block, with the identity matrix INk−2 on
the lower diagonal. The original measure dµBk(P ) is U(Nk) invariant and therefore is
invariant under this subgroup. Then this fact and U(2) invariance of (65) imply U(2)
invariance of dµP2,k(P
(2)).
We may write the integral (63) in the eigenvalue and polar coordinates as follows.
We write P (2) = U (2)†D(2)(λ)U (2) (non-uniquely), so that U (2) ∈ U(2), D(2)(λ) =
diag(λ1, λ2), e1 = (1, 0), e2 = (0, 1). Then the measure (64) has the form
dµP2,k(P
(2)) = F2,k(λ)dλ1dλ2[dU (2)], (66)
and [dU (2)] is the Haar measure on U(2). The function F2,k(λ) here contains the
information about the original measure on Bk. Now we can rewrite the integral (63) as∫
∈
logP11 log(P11 cos
2 θ12 + (P12 + P21) cos θ12 sin θ12 + P22 sin
2 θ12) dµP2,k(P
(2)) =∫
P2
log |D(2)(λ)U (2)e1|2 log |D(2)(λ)U (2)(e1 cos θ12 + e2 sin θ12)|2 [dU (2)]F2,k(λ)dλ1dλ2.
Consider first the inner integral here
I2,k(λ, cos
2 θ12) = (67)
=
∫
SU(2)
log |D(2)(λ)U (2)e1|2 log |D(2)(λ)U (2)(e1 cos θ12 + e2 sin θ12)|2[dU (2)].
Note that scalar matrices in U(2) commute with diagonal matrices, and clearly cancel
in the integrand, so the integral over U(2) is reduced to the one over SU(2). We can
parameterize the latter as
U = aφ′kβaφ,
where
aφ =
(
eiφ 0
0 e−iφ
)
, kβ =
(
cos β sin β
− sin β cos β
)
and the Haar measure on SU(2) equals
[dU (2)] =
1
8pi2
dφ′ dφ sin β dβ, 0 ≤ φ, φ′ ≤ 2pi 0 ≤ β ≤ pi. (68)
Since aφ′ commutes with D
(2)(λ), the integrand in (67) is independent of φ′. The first
logarithm is also independent of aφ, and we can simplify the second logarithm in order
to obtain the following integral, now over S2
I2,k(λ, cos θ12) =
=
1
4pi
∫
S2
log |D(2)(λ)kβe1|2 log |D(2)(λ)kβaφ(e1 cos θ12 + e2 sin θ12)|2 dφ sin β dβ
=
1
4pi
∫
S2
log |D(2)(λ)kβe1|2 log |D(2)(λ)kβ(e1eiφ cos θ12 + e2e−iφ sin θ12)|2 dφ sin β dβ.
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Using the Jensen formula∫ pi
0
log(a+ b cos φ)dφ = pi log
a+
√
a2 − b2
2
, a ≥ |b| ≥ 0
we can perform the φ-integration∫ 2pi
0
log |D(2)(λ)kβ(e1eiφ cos θ12 + e2e−iφ sin θ12)|2dφ =
=
∫ 2pi
0
log(A+B cos 2φ)dφ = 2pi log
A+
√
A2 −B2
2
,
where we introduced the following notations
A = |D(2)(λ)kβe1|2 cos2 θ12 + |D(2)(λ)kβe2|2 sin2 θ12 =
= (λ21 cos
2 β + λ22 sin
2 β) cos2 θ12 + (λ
2
1 sin
2 β + λ22 cos
2 β) sin2 θ12,
B = 2(D(2)(λ)kβe1, D
(2)(λ)kβe2) cos θ12 sin θ12 = 2(λ
2
1 − λ22) cos θ12 sin θ12 cos β sin β.
This removes one integral and leaves us with
I2,k(λ, cos
2 θ12) =
1
2
∫ pi
0
log(λ21 cos
2 β + λ22 sin
2 β) log
A +
√
A2 − B2
2
sin β dβ. (69)
Our final answer for the two-point function (57) is given by
Ek φP (z1)φP (z2) = φI(z1)φI(z2) +
1
k2
∫
R2+
I2,k(λ, cos
2 θ12)F2,k(λ)dλ1dλ2, (70)
where the function F2,k is defined in (66). Now we are ready to perform the analysis of
the large k of the two-point function.
4.2. Large k limit in general case
Representation (70) allows us to study the large k limit of the two-point correlation
function for measures of the type (26). Note that the main coordinate dependence of
the two-point function is encoded in the normalized off-diagonal Bergman kernel, which
depends exponentially on k (19). Therefore we distinguish the following two cases when
considering the large k limit:
(1) kDI(z1, z2)→∞, or equivalently cos2 θ12 → 0 as k →∞,
(2) kDI(z1, z2)→ 0, or equivalently cos2 θ12 → 1 as k →∞.
In the case (1) the distance between the points z1 and z2 is finite and does not scale
with k, so we can use ζ = cos2 θ12 as a small expansion parameter. In this case we obtain
a limiting expression outside the diagonal z1 = z2. In the case (2) the distance between
z1 and z2 decreases effectively as 1/k
1/2 or faster. Therefore, in this case ε = kDI(z1, z2)
becomes the small parameter. This limit will produce contact terms, supported on the
diagonal z1 = z2.
The key fact is that the integral (69) is well-behaved and admits a Taylor expansion
both around ζ = cos2 θ12 = 0 and ε = kDI(z1, z2) = 0. Our only assumption here is
that this Taylor expansion is allowed to be used in the integral over eigenvalues in Eq.
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(70). Therefore, in order to study the large k limit in the case (1) we can expand the
second logarithm in (69) around ζ = 0
I2,k(λ, cos
2 θ12) = I2,k(λ, 0) +
d
dζ
I2,k(λ, ζ)|ζ=0e−kDI(z1,z2) +O(e−2kDI(z1,z2)), (71)
Where I2,k(λ, 0) and the first derivative at zero I
′
2,k(λ, 0) are given by certain convergent
integrals, whose explicit form we do not need for this analysis. For finite DI(z1, z2)
all the terms starting from the second on the right go to zero uniformly as k → ∞.
Therefore, we conclude that
〈ωφ(z1)ωφ(z2)〉 = lim
k→∞
Ek ωP (z1)ωP (z2) = ω0(z1)ω0(z2), DI(z1, z2) > 0. (72)
In the case (2) we use kDI(z1, z2) as the small parameter. Since DI ∼ |z1 − z2|2 +
O(|z1−z2|4), as follows from Eq. (22), and since the correlation function of two Bergman
metrics contains four z-derivatives, it suffices to expand (69) up to (kDI)
2 order
Ek ωφP a1 b¯1(z1)ωφP a2 b¯2(z2) =
= ωφIa1 b¯1(z1)ωφIa2 b¯2(z2) +
1
k2
lim
z1→z2
∂a1 ∂¯b¯1∂a2 ∂¯b¯2
∫
R2+
(
d
dε
I2,k(λ, e
−ε)|ε=0 kDI(z1, z2)+
+
1
2
d2
dε2
I2,k(λ, e
−ε)|ε=0 (kDI(z1, z2))2 +O((kDI(z1, z2))3)
)
F2,k(λ)dλ1dλ2 =
= ωφIa1 b¯1(z1)ωφIa2 b¯2(z2) + ck(ωφIa1 b¯1ωφIa2 b¯2 + ωφIa2 b¯1ωφIa1 b¯2)|z1δz1,z2 (73)
where δz1,z2 equals one on the diagonal and zero outside. The constant ck is given by
ck =
∫
R2+
d2
dε2
I2,k(λ, e
−ε)|ε=0F2,k(λ)dλ1dλ2, (74)
and the final result depends on its asymptotic value
c = lim
k→∞
ck. (75)
Combining the on-diagonal (73) and off-diagonal (72) results and taking the large k
limit we get
〈ωφa1a¯1(z1)ωφa2a¯2(z2)〉 = lim
k→∞
Ek ωφP a1a¯1(z1)ωφPa2a¯2(z2) =
= ω0a1 b¯1(z1)ω0a2 b¯2(z2) + c(ω0a1 b¯1ω0a2 b¯2 + ω0a2 b¯1ω0a1 b¯2)|z1δz1,z2. (76)
which is the general form of the two-point correlation function for the eigenvalue type
measures (26).
Let us also note that in addition to the off and on-diagonal limits (1) and (2), one
can also consider the scaling limits of the correlation function (70). They correspond
to the ”near-diagonal” asymptotics of Ref. [23] and reveal a fine structure behind the
contact terms in (76). The idea is to make the distance scale as D2I (z1, z2) ≤ b2 log k/k
for some constant b as k → ∞. In local coordinates around z0 this amount to taking
z1 = z0+u/
√
k and z2 = z0+ v/
√
k, where |u|, |v| ≤ b√log k. The Bergman kernel (19)
then behaves as
cos2 θ12(z0 + u/
√
k, z0 + v/
√
k) ∼ e−|u−v|2 , (77)
and the Taylor expansions of the previous cases no longer apply. Existence of such
scaling limits is an intrinsic feature of the models of eigenvalue type.
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5. Wishart ensemble of random Bergman metrics
5.1. Wishart distribution
Now we would like to consider an explicit solvable example where correlation functions
can be computed explicitly for finite k.
Consider the Wishart distribution on positive hermitian Nk × Nk matrices, given
by
dµa(P ) =
1
Zg
e−g trP (detP )a[dP ], (78)
and depending on the two parameters a and g. It can be equivalently written as in
Eq. (30) in terms of the GL(Nk,C) matrix A, taking P = A
†A with residual symmetry
A→ V A
dµa(A
†A) =
1
Zg
e−g trA
†A(detA†A)a
[dA]
[dV ]
, (79)
where the measure [dA] is defined in Eq. (31). The constrained Wishart measure (27)
on Bk can be obtained from (78) by the Laplace transform
dµBk(P ) =
∫ i∞
−i∞
dµa(P ) da =
1
Zg
e−g trP δ(log detP )[dP ] (80)
and we are left with a single parameter g. The constant Zg is determined by the
normalization condition (29), which reads
Zg =
∫
Bk
e−g trP δ(log detP )[dP ] (81)
More explicitly
Zg =
∫ i∞
−i∞
da g−Nk(Nk+a)
∫
R
Nk
+
e−
∑Nk
i=1 λi |∆(λ)|2
Nk∏
i=1
λai dλi · VolU(Nk) =
=
∫ i∞
−i∞
da g−Nk(Nk+a)
Nk∏
j=1
Γ(j + 1)Γ(j + a) · VolU(Nk) =
= g−N
2
k
[
Nk∏
i=1
Γ(j + 1)
]
·GNk,00,Nk(gNk |1, 2, ..., Nk) · VolU(Nk), (82)
where the Meijer G-function in the last line is defined by the integral in the second line.
The integral in the second line is carried out using the Selberg formula, see e.g. Eq.
(17.6.5) in Ref. [19]. We also define another normalization constant Zg,a as
Zg,a = g
−Nk(Nk+a)
Nk∏
j=1
Γ(j + 1)Γ(j + a) · VolU(Nk) (83)
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5.2. One-point function
Correlation functions in the Wishart model can be computed using the GL(Nk,C)
representation of the measure (79). Let us consider first the case of the one-point
function. We introduce the notation Eak for the expectation value with respect to the
unconstrained measure (78), related to the expectation value Ek with respect to the
constrained measure (80) via the Laplace transform
Ek . . . =
∫ i∞
−i∞
daEak . . . (84)
Then for the one-point function we get
Eak ωφP = −
1
k
∂∂¯ lim
t→0
∫ ∞
0
dx xt−1Eak e
−xs¯(z)Ps(z), (85)
Since the expression in the exponent is linear in P we can rewrite the expectation value
on the right as
Eak e
−xs¯(z)Ps(z) =
1
Zg
∫
e−g trP(I+
x
g
s·s¯(z))(detP )a [dP ] =
=
1
Zg
∫
e−g trA
†A(I+x
g
s·s¯(z))(detA†A)a
[dA]
[dV ]
, (86)
where in the second line we use the GL(Nk,C) representation (79). The positive definite
hermitian matrix in the exponent of Eq. (86) can be written as
Iij +
x
g
si · s¯j = (BB†)ij (87)
for some matrix B ∈ GL(Nk,C).
Using the multiplication covariance property [d(BA)] = (detB†B)Nk [dA], we
immediately get
Eak ωφP = −
1
k
Zg,a
Zg
∂∂¯ lim
t→0
∫ ∞
0
dx xt−1[det(I +
x
g
s · s¯)]−(Nk+a) =
= − 1
k
Zg,a
Zg
∂∂¯ lim
t→0
∫ ∞
0
dx xt−1(1 +
x
g
|s|2)−(Nk+a)dx =
= − 1
k
Zg,a
Zg
∂∂¯ lim
t→0
|s|−2tgtB(Nk + a, t) = 1
k
Zg,a
Zg
∂∂¯ log |s|2, (88)
where B(Nk + a, t) is the beta-function, with the following behavior near t = 0
B(t, Nk + a− t) = Γ(Nk + a− t)Γ(t)
Γ(Nk + a)
=
1
t
+O(1).
The correlator (84) on Bk agrees with the previous result (41),
Ek ωφP (z) =
∫ i∞
−i∞
daEak ωφP (z) =
1
k
∂∂¯ log |s|2 = ω0(z) +O(1/k2). (89)
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5.3. Two-point function
For the two-point function the calculation is analagous. We write
Eak ωφP (z1)ωφP (z2) = (90)
=
1
k2
∂∂¯|z1∂∂¯|z2 lim
t1,t2→0
∫ ∞
0
dx1 x
t1−1
1
∫ ∞
0
dx2 x
t2−1
2 E
a
k e
−
x1
g
s¯(z1)Ps(z1)−
x2
g
s¯(z2)Ps(z2).
The matrix BB† (87) in this case equals
BB† = I +
x1
g
s(z1) · s¯(z1) + x2
g
s(z2) · s¯(z2) (91)
and the expectation value of the exponent reads
Eak e
−
x1
g
s¯1Ps(z1)−
x2
g
s¯2Ps(z2) =
=
Zg,a
Zg
[det(I +
x1
g
s(z1) · s¯(z1) + x2
g
s(z2) · s¯(z2))]−(Nk+a) =
=
Zg,a
Zg
(1 +
x1
g
|s(z1)|2 + x2
g
|s(z2)|2 + x1x2
g2
(|s(z1)|2|s(z2)|2 − |(s¯(z1), s(z2))|2))−(Nk+a).
Rescaling x1,2 → x1,2|s(z1,2)|−2/g we reduce the two-point function to
Eak ωφP (z1)ωφP (z2) =
=
1
k2
Zg,a
Zg
∂∂¯|z1∂∂¯|z2 lim
t1,t2→0
|s(z1)|−2t1gt1|s(z2)|−2t2gt2
·
∫ ∞
0
dx1 x
t1−1
1
∫ ∞
0
dx2 x
t2−1
2 (1 + x1 + x2 + x1x2 sin
2 θ12)
−(Nk+a). (92)
We also derive this formula in the Appendix in a more direct way, using the method of
orthogonal polynomials.
Now the integrals over x1, x2 in (92) can be performed
Eak ωφP (z1)ωφP (z2) = (93)
=
1
k2
Zg,a
Zg
∂∂¯|z1∂∂¯|z2 lim
t1,t2→0
|s(z1)|−2t1gt1|s(z2)|−2t2gt2 ·
B(t1, Nk + a− t1)B(t2, Nk + a− t2) 2F1(t1, t2, Nk + a; cos2 θ12).
In order to compute the small t limit in Eq. (93) we use the following representation of
the hypergeometric function
B(t2, Nk + a− t2) 2F1(t1, t2, Nk + a; cos2 θ12) =
=
∫ 1
0
dx xt2−1(1− x)Nk+a−t2−1(1− x cos2 θ12)−t1 ,
see e.g. Ref. [1]. Then for the expression in Eq. (93) we get
lim
t1,t2→0
|s(z1)|−2t1gt1 |s(z2)|−2t2gt2 B(t1, Nk + a− t1)B(t2, Nk + a− t2)
· 2F1(t1, t2, Nk + a; cos2 θ12) =
= lim
t1,t2→0
|s(z1)|−2t1gt1 |s(z2)|−2t2gt2 B(t1, Nk + a− t1)
·
∫ 1
0
dx xt2−1(1− x)Nk+a−t2−1(1− x cos2 θ12)−t1 =
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= lim
t1,t2→0
|s(z1)|−2t1gt1 |s(z2)|−2t2gt2B(t1, Nk + a− t1)
·
(
B(t2, Nk + a− t2)− t1
∫ 1
0
dx xt2−1(1− x)Nk+a−t2−1 ln(1− x cos2 θ12)
)
=
= lim
t1,t2→0
|s(z1)|−2t1gt1 |s(z2)|−2t2gt2 B(Nk + a, t1)B(Nk + a, t2)
−
∫ 1
0
dx
x
(1− x)Nk+a−1 ln(1− x cos2 θ12)
Plugging this back in Eq. (93) and taking the limit we get
Eak ωφP (z1)ωφP (z2) =
=
Zg,a
Zg
ωφI (z1)ωφI (z2)−
Zg,a
Zg
1
k2
∂∂¯|z1∂∂¯|z2
∫ 1
0
dx
x
(1− x)Nk+a−1 ln(1− x cos2 θ12)
and the full expectation value (84) can be expressed using the G-function
Ek ωφP (z1)ωφP (z2) =
= ωφI (z1)ωφI (z2)−
1
k2
∂∂¯|z1∂∂¯|z2
∫ i∞
−i∞
da
Zg,a
Zg
∫ 1
0
dx
x
(1− x)Nk+a−1 ln(1− x cos2 θ12) =
= ωφI (z1)ωφI (z2)−
− 1
k2
∂∂¯|z1∂∂¯|z2
∫ 1
0
dx
x
(1− x)Nk−1 ln(1− x cos2 θ12)
GNk,00,Nk(
gNk
1−x |1, 2, ..., Nk)
GNk,00,Nk(g
Nk |1, 2, ..., Nk)
(94)
which is the final answer, valid at finite k. Now we proceed to the analysis of its large
k behavior.
5.4. Large k limit
The integral (94) can be Taylor expanded around cos2 θ12 = 0. Therefore, in the case
(1) of Section (4.2) of finite DI(z1, z2) > 0 the large k behavior of the second term in
(94) is given by
− 1
k2
∂∂¯|z1∂∂¯|z2
∫ 1
0
dx
x
(1− x)Nk−1 ln(1− x cos2 θ12)
GNk,00,Nk(
gNk
1−x
|1, 2, ..., Nk)
GNk,00,Nk(g
Nk |1, 2, ..., Nk)
≈
≈ 1
k2
∂∂¯|z1∂∂¯|z2e−kDI(z1,z2) +O(e−2kDI(z1,z2)),
which is exactly the behavior predicted by Eq. (71). In order to compute the contact
terms, we expand (94) for small distances up to the second order in kDI(z1, z2)
Ek ωφP a1 b¯1(z1)ωφP a2 b¯2(z2) = ωφIa1 b¯1(z1)ωφIa2 b¯2(z2)−
− 1
k2
∂a1 ∂¯b¯1∂a2 ∂¯b¯2
∫ ∞
1
dy
yNk
(kD − 1
2
(kD)2y)
GNk,00,Nk(g
Nky|1, 2, ..., Nk)
GNk,00,Nk(g
Nk |1, 2, ..., Nk)
=
= ωφIa1 b¯1(z1)ωφIa2 b¯2(z2) + (95)
+(ωφIa1 b¯1ωφIa2 b¯2 + ωφIa2 b¯1ωφIa1 b¯2)|z1
GNk,00,Nk(g
Nk |1, 2, ..., Nk − 2, Nk − 2, Nk)
GNk,00,Nk(g
Nk |1, 2, ..., Nk)
δz1,z2,
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see Section 5.6.4 of Ref. [17] for the relevant integrals of the Meijer G-function. Note,
that the contact terms here have the same structure as in Eq. (76).
The large k limit value of the ratio of the G-functions in Eq. (95) depends on the
k dependence of the parameter g = g(k). If g → 0 as k → ∞, then this ratio tends to
one [20], and we get
〈ωφa1a¯1(z1)ωφa2a¯2(z2)〉g→0 =
= ω0a1a¯1(z1)ω0a2a¯2(z2) + (ω0a1a¯1(z1)ω0a1a¯1(z1) + ω0a2a¯1(z1)ω0a1a¯2(z1))δz1,z2,
The ratio of the G-functions in (95) is also known if the parameter g scales as
g ∼ N3+εk , ε > 0, see e.g. Ref. [12]. In this case there is an asymptotic expansion of the
G-function for the large values of the argument z = gNk
GNk,00,Nk(z|b1, b2, ..., bNk) =
(
(2pi)Nk−1
Nk
)1/2
e−Nkz
1/Nkzγ(1 +K1z
−1/Nk +O(z−2/Nk)), (96)
where γ = 1−Nk
2Nk
+ 1
N k
∑Nk
n=1 bn, K1 ∼ N3k . In this case the ratio in Eq. (95) scales as
1/g ∼ N−3−εk and therefore contact terms vanish at large k
〈ωφ(z1)ωφ(z2)〉g∼N3+εk = ω0(z1)ω0(z2). (97)
We expect that the same result holds for the standard scaling g ∼ Nk [10].
6. Conclusions
In this paper, we considered random Ka¨hler metrics defined through the Bergman metric
construction by random matrix measures of the eigenvalue type (26). Metric correlators
for these measures involve nontrivial angular integrals. We were able to compute several
representations of the two-point functions and in particular perform the analysis of the
large k asymptotics. We considered in full details the particular example of the Wishart
measure, where the one and two-point functions can be computed explicitly at finite k.
The cases we have studied clearly are oversimplified models of random metrics. For
example, the form of the large k two-point functions (76) at non-coincident points is
consistent with a δ-function like measure, centered on the background metric ω0, when
viewed as a measure on full space of metrics K[ω0]. This singular behavior may be
smoothed to some extent by considering random measures, having 1
k
logP instead of
P as the basic (hermitian) random matrix variable [10], which we plan to do in future
work. However, more interesting and physically relevant models, like the Liouville and
Mabuchi theories, obviously involve a matrix model measure depending crucially on the
angular part of the matrix P . In spite of these obvious shortcomings, we believe that our
present study of the geometric matrix model correlators (5) in the simplest “solvable”
class of models will be helpful in understanding the more physically relevant cases which
are presently under investigation.
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Appendix A. Orthogonal polynomials for the Wishart ensemble
Here we rederive (94) using the method of orthogonal polynomials.
It is convenient to scale away the coupling constant g in the Wishart potential, as
in Eq. (82). Then for the linear potential V (λ) = λ the relevant basis of orthogonal
polynomials (51) is given by the modified Laguerre polynomials [1], satisfying∫ ∞
0
pn(λ)pm(λ)e
−λλadλ = hn(a)δnm, (A.1)
hn(a) = Γ(n+ 1)Γ(n+ 1 + a)
The integral here converges as long as Re a > −1, which is true in our case.
Rescaling λ→ λ/g in Eq. (46) and using the representation (55) we get
Ek ωφP (z1)ωφP (z2) =
=
1
Zgk2
∂∂¯|z1∂∂¯|z2 lim
t1,t2→0
|s(z1)|−2t1 |s(z2)|−2t2
·
∫ ∞
0
dx1 x
t1−1
1
∫ ∞
0
dx2 x
t2−1
2
Nk!(Nk − 1)!
(ψ1ψ2)Nk−2(ψ1 − ψ2)
∫ i∞
−i∞
da g−Nk(Nk+a)+2Nk−3
·
∫
R
Nk
+
∆(λ)∆12(λ)e
−λ1ψ1/g−λ2ψ2/ge−
∑Nk
i=1 λi[dλ] · VolU(Nk) =
=
1
Zgk2
∂∂¯|z1∂∂¯|z2 lim
t1,t2→0
|s(z1)|−2t1 |s(z2)|−2t2
∫ ∞
0
dx1 x
t1−1
1
∫ ∞
0
dx2 x
t2−1
2
·Nk!(Nk − 1)!(Nk − 2)!
(ψ1ψ2)Nk−2(ψ1 − ψ2)
∫ i∞
−i∞
da g−Nk(Nk+a)+2Nk−3
Nk−3∏
n=0
hn(a) · VolU(Nk)
·
∫ ∞
0
dλ1 λ
a
1
∫ ∞
0
dλ2 λ
a
2 e
−(1+ψ1/g)λ1−(1+ψ2/g)λ2
·(pNk−2(λ1)pNk−1(λ2)− pNk−1(λ1)pNk−2(λ2)). (A.2)
Using the Laplace transform formula [1] for the modified Laguerre polynomials∫ ∞
0
e−sλλapn(λ)dλ =
(1− s)n
sn+1+a
Γ(n+ 1 + a) (A.3)
we can compute the λ-integrals in (A.2)∫ ∞
0
dλ1 λ
a
1
∫ ∞
0
dλ2 λ
a
2 e
−(1+ψ1/g)λ1−(1+ψ2/g)λ2
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· (pNk−2(λ1)pNk−1(λ2)− pNk−1(λ1)pNk−2(λ2)) =
= g−2Nk+3
hNk−1(a)hNk−2(a)
(Nk − 1)!(Nk − 2)! ·
(ψ1ψ2)
Nk−2(ψ1 − ψ2)
(1 + ψ1/g)Nk+a(1 + ψ2/g)Nk+a
Plugging this result back to (A.2), and rescaling x1,2 → gx1,2 we get for the two-point
function
Ek ωφP (z1)ωφP (z2) =
=
1
Zgk2
∂∂¯|z1∂∂¯|z2 lim
t1,t2→0
|s(z1)|−2t1gt1 |s(z2)|−2t2gt2
∫ i∞
−i∞
da g−Nk(Nk+a)
·
∫ ∞
0
dx1 x
t1−1
1
∫ ∞
0
dx2 x
t2−1
2 [(1 + ψ1)(1 + ψ2)]
−(Nk+a)Nk!
Nk−1∏
n=0
hn(a) · VolU(Nk) =
=
∫ i∞
−i∞
da
1
k2
Zg,a
Zg
∂∂¯|z1∂∂¯|z2 lim
t1,t2→0
|s(z1)|−2t1gt1|s(z2)|−2t2gt2
·
∫ ∞
0
dx1 x
t1−1
1
∫ ∞
0
dx2 x
t2−1
2 (1 + x1 + x2 + x1x2 sin
2 θ12)
−(Nk+a)
=
∫ i∞
−i∞
daEak ωφP (z1)ωφP (z2),
which coincides precisely with (92).
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