A defect-tolerant design is presented for a demultiplexer circuit that is based on threshold logic. The design uses coding both to handle (i.e., tolerate) defects in the circuit and to improve the voltage margin in its gates. The following model is assumed for the defects: configured junctions can become either stuck open or stuck closed, and non-configured junctions can become shorted. Two realizations of the circuit are presented: one using conventional transistor circuitry, and the other using nano-scale components and wiring. The design presented in this paper demonstrates how a standard digital building-block circuit-a demultiplexer-can be efficiently protected against several types of defects simultaneously.
Introduction
As circuit components approach the molecular scale-length scales of ∼10nm or lessit becomes increasingly important to design circuits which are defect-tolerant, that is, circuits which are able to operate correctly in spite of permanent failures in the circuit components and wiring. A circuit of particular importance for nano-scale computing is the demultiplexer, which can function as an interface subsystem, at the boundary between nano-scale circuitry and conventional micro-scale (e.g. optical-lithographyfabricated CMOS) circuitry. This interface is important because it is likely that both nano-circuitry and CMOS circuitry will be used together in the near-term attempts to capitalize on the density advantages of nano-circuitry. Such a role of demultiplexers is compatible with the configurable crossbar circuits which have been widely used in explorations of nano-circuitry, due to their simple, regular geometry.
Designs for defect-tolerant demultiplexers have been proposed for various platforms, such as diode logic [12] , [13] , [15] , [16] , transistor logic [24] , and resistor logic [17] , [18] .
In these references, defect tolerance is achieved partly by borrowing concepts from the theory of error-correcting codes [20] . Most of the techniques that are described in these references are capable of handling "stuck-open" defects, causing a junction which was configured (with a diode, transistor, gate, or resistor) to become disconnected. The paper [17] analyzes the advantage of using coding in improving the voltage margin of the circuit.
Other types of defects appear to be more challenging to handle. These include "stuck-closed" and "short" defects, causing an unwanted increase in the conductance of a configured junction ("stuck closed") or of a non-configured one ("short"). The recent paper [24] proposes to handle "stuck-closed" defects by replicating in series the transistor or gate at each configured junction. This solution, however, requires to (at least) double the number of gates in the demultiplexer.
In this paper, we present a design for a defect-tolerant demultiplexer based on threshold logic (TL) gates [2] . The combination of such gates with coding, in turn, will allow us to handle all previously-mentioned defects: "stuck open", "stuck closed", and "short". Furthermore, we demonstrate how voltage margins can be improved as well.
The paper is organized as follows. In Section 2, we present and analyze an abstract model of our TL-based demultiplexer; our aim in the abstraction is to make the analysis simpler, and more general. Then, in Section 3, we present a realization of the abstract model using transistor logic. Finally, in Section 4, we turn to a second realization, based on resistor logic. As we show, the behavior of the latter realization does deviate in some aspects from the circuits of Sections 2 and 3; still, the underlying design parameters that determine the defect tolerance of all realizations are the same.
Specifically, our realization of a demultiplexer in Section 4 is built using a crossbar, with configurable resistors (but no transistors) at the crosspoint junctions; as such, this realization lends itself to nano-scale implementation and, in particular, can be part of an interface that connects conventional micro-scale circuitry with non-scale circuitry; this interface, in turn, may be prone to defects (see, for example, Figure 1 in [14] , and the defects models described in [10] , [21] , and [22] ).
The realization in Section 3, on the other hand, does include transistors as well. While such a realization may be implemented in the future in the nano-scale level, it is currently motivated primarily by traditional (micro-scale) applications. Indeed, some methods for fabricating micro-scale circuitry, such as roll-to-roll imprint fabrication of flexible circuits, are inexpensive, but much less reliable than traditional lithographic manufacturing (for example, LCD displays, which use demultiplexers as row and column decoders, can be fabricated in this way [24, Section IV-C]); by incorporating defect tolerance into the demultiplexer circuits, a significantly higher rate of defects can be allowed in the circuit, thereby resulting in a cheaper manufacturing method.
The exposition in the next section is meant to lay out a unified approach that may suit various applications where demultiplexers are used, both in the micro-scale and nano-scale levels.
Abstract model of a TL-based demultiplexer
In this section, we introduce and analyze our abstract model of a demultiplexer that is based on threshold logic (TL) gates (see Figure 1 ). The input to the demultiplexer consists of n address lines, and the output is generated through M memory lines §. All lines are binary, taking values on {0, 1}. We denote the binary word that is formed by the n input bits by a = a 0 a 1 . . . a n−1 , and for i = 0, 1, . . . , M−1, we let L i denote the output at memory line i.
Fixing some positive integer ϑ, we connect the address lines to the memory lines via ϑ-threshold gates, which are defined as follows. Each gate can have an arbitrary number of input bits (fan-in) and produces one output bit, which equals 1 if and only if all but at most ϑ input bits are equal to 1 (the threshold value ϑ is assumed to be the same for all gates). Thus, a 0-threshold gate is simply a multiple-input AND gate.
Each memory line is assigned an n-bit address configuration, and we denote the address configuration associated with memory line i by
Let w(h i ) stand for the Hamming weight of h i (namely, w(h i ) is the number of nonzero entries in h i ). The value L i of memory line i is produced as an output of a ϑ-threshold gate whose fan-in equals w(h i ), and the gate is fed with the values a j that correspond to address lines j such that h i,j = 1.
Example 2.1. The specific layout shown in Figure 1 corresponds to n = 6 address lines and M = 4 memory lines, with the following address configurations:
In this example, w(h i ) = 3 for all i and, so, each ϑ-gate has fan-in 3.
Denoting by h i , a the inner product of h i and a (when regarded as real vectors in R n ), we get that
But w(h i ) can be written as h i , 1 , where 1 is the all-one vector. Hence, by the linearity of the inner product we get that
Since 1−a is simply the bitwise complement a of a, we can rewrite the latter relation as
When L i = 1 (respectively, L i = 0) we say that memory line i is selected (respectively, deselected ). A fundamental requirement from any demultiplexer is thatFor every memory line ∈ {0, 1, . . . , M−1} there is a choice for a such that memory line is selected and all other lines are deselected.
Since h , h = 0, we get from (2) that memory line will be selected if we take a = h . However, we also need to guarantee that all other memory lines are then deselected. We do this through the assignment of the address configurations to the memory lines: obviously, distinct memory lines should be assigned distinct address configurations, yet apparently this requirement is not sufficient for unique selection.
We first consider in Section 2.1 the special case ϑ = 0. Then, in Sections 2.2-2.3, we will make a more general statement that applies to larger ϑ as well. While increasing ϑ imposes more constraints on the set of address configurations (to avoid multiple selection of memory lines), it will also enhance the capability of overcoming defects that the demultiplexer may be subject to. Thus, as a third step, we will present in Section 2.4 a sufficient condition for unique selection also under a certain (well defined) model of defects.
The zero-threshold case
We introduce the following definition. Given two binary words u = u 0 u 1 . . . u n−1 and
n , we say that v covers u if for every 0 ≤ i < n,
When ϑ = 0, memory line will be selected if and only if the input word a at the address lines covers h . Since all other memory lines must be deselected when line is selected, the address configurations must satisfy the condition
(in fact, this condition is necessary also when ϑ > 0). Conversely, when ϑ = 0, condition (3) is also sufficient for allowing the unique selection of memory line : taking a = h will then select this line whereas all other memory lines will be deselected.
A nonempty subset C of {0, 1} n is called a Sperner set if for every u, v ∈ C,
namely, no word in C covers any other word in C. Thus, when ϑ = 0, a necessary and sufficient condition for being able to uniquely select each one of the memory lines is that the set of address configurations forms a Sperner set. By Sperner's Theorem [27] (see also [19] ), the largest Sperner set consists of all words in {0, 1}
n of Hamming weight n/2 (or all words of weight n/2 ). The size of the largest Sperner set in {0, 1}
n is therefore n n/2 , which, for a given number n of address lines, is the largest possible number M of memory lines that allows unique selection for ϑ = 0.
Unisymmetric distance
The following definitions will be useful when we discuss the criteria for assigning address configurations to memory lines, under the more general setting where the threshold ϑ is not necessarily zero or when the demultiplexer is subject to defects. Let u and v be two binary words of length n. The unisymmetric distance between u and v, denoted d(u, v), is defined by
Note that u, v is the number of positions where u has 1's while v has 0's, and v, u is the respective number when the two words switch roles. The unisymmetric distance is the smallest of these two numbers.
(Referring to the function d(·, ·) as "distance" is actually a misnomer, since this function is not a metric in {0, 1}
n . Indeed, the equality d(u, v) = 0 may hold also when u = v (specifically, it holds when either u ⊆ v or v ⊆ u); secondly, d(·, ·) does not satisfy the triangle inequality. Nevertheless, for our purposes, our terminology can be justified in that d(·, ·) will measure how "far apart" two binary words should be in order to make them distinguishable even under the presence of defects.)
Given now a subset C of {0, 1}
n of size at least 2, we define the minimum unisymmetric distance d(C) of C as the smallest among the unisymmetric distances between any two distinct words in C:
n of size M (≥ 2) and minimum unisymmetric distance d will be referred to as an (n, M, d)-unisymmetric code, and the elements of C will be called codewords.
Unisymmetric codes were suggested for use in storage applications where the data is subject to error patterns which consist of a combination of symmetric (random) errors and so-called unidirectional errors (hence the adjective "unisymmetric"): see [3] , [4] , [5] , [7] , and [23] . These references also contain constructions of unisymmetric codes with guaranteed minimum unidirectional distance, and describe methods for encoding, in a one-to-one manner, unconstrained binary sequences into codewords of the code. In [12] , [13] , it was shown how such codes can be used in the design of the addressing scheme of diode-based memory systems. For the application of such codes to asynchronous communication, see [8] and [9] .
We also recall the notion of a Hamming distance between two words u, v ∈ {0, 1} n , which is the number of positions where u and v differ. The Hamming distance can be expressed as the sum n with a given Hamming weight w, unisymmetric distance is in fact a metric.) An (n, M, 2d, w)-constant-weight code is a subset C ⊆ {0, 1} n of size M (≥ 2) whose elements all have Hamming weight w, and the minimum Hamming distance between any two distinct codewords is 2d. It is easy to see that the parameters d and w must satisfy the inequality d ≤ w. It follows from the previous discussion that every (n, M, 2d, w)-constant-weight code is an (n, M, d)-unisymmetric code.
Reference [6] contains constructions of constant-weight codes and bounds on their sizes for a wide range of values n, w, and d (see also [1] ). As can be seen in the tables in [6] , the largest constant-weight code for given values of n and d is attained therein for w ∈ { n/2 , n/2 } (but we are unaware of a proof that establishes this phenomenon generally).
General threshold
We now turn to the general case where the threshold ϑ can be any prescribed nonnegative integer. As was the case for ϑ = 0, we will select memory line by setting the input word a to h . The next result, which follows immediately from (2) and the definition of minimum unisymmetric distance, presents a sufficient condition on the address configurations that guarantees unique selection. Proposition 2.1. Let C = {h 0 , h 1 , . . . , h M −1 } be the set of address configurations assigned to the M address lines of a given demultiplexer as in Figure 1 , and suppose that d(C) is greater than the threshold ϑ. Then for every in the range 0 ≤ < M, setting the input word a to h will uniquely select memory line . Example 2.2. Referring to the address configurations in Example 2.1, a direct inspection shows that the Hamming distance between any two distinct h i 's is at least 4 (in fact, that distance is exactly 4). Hence, the set of address configurations is a (6, 4, 4, 3)-constant-weight code and, as such, it is a (6, 4, 2)-unisymmetric code. It follows from Proposition 2.1 that the demultiplexer in Figure 1 (with the parameters of Example 2.1) will uniquely select each memory line even if the threshold value ϑ is taken to be 1.
Model of defects
We now consider the tolerance of the demultiplexer in Figure 1 under three types of defects:
Stuck open (S-open): an input bit to a ϑ-threshold gate becomes disconnected (from the address line it was connected to) and assumes the value 1. Stuck closed (S-closed): an input bit to a ϑ-threshold gate becomes disconnected and assumes the value 0. Non-configured short (N-short): a new input bit is added to a ϑ-threshold gate and assumes the value 0 (equivalently: the threshold value ϑ of a gate decreases by 1).
(While some of these error models may seem artificial at this point, they will become more concrete when we describe in Section 3 a possible realization of the abstract demultiplexer.)
We have the following result, which exhibits the advantage in choosing the address configurations so that they form a "good" unisymmetric code.
Theorem 2.2. Let C = {h 0 , h 1 , . . . , h M −1 } be the set of address configurations assigned to the M address lines of a given demultiplexer as in Figure 1 , and let ϑ be the threshold of the gates at the memory lines. For every i in the range 0 ≤ i < M, let r i , s i , and t i denote the number of defects of type S-open, S-closed, and N-short, respectively, at the threshold gate at memory line i, and suppose that for every i, the following two conditions hold:
Then for every in the range 0 ≤ < M, setting the input word a to h will uniquely select memory line .
Proof. Suppose that memory line is to be selected, in which case a is set to h . Next, we express the effect of the defects on the entries of a, as seen at the inputs of the threshold gate at any given memory line.
For each i, the effect of each defect of type S-open at memory line i is to force one entry in a into 1 (even though that entry may originally be 0). Similarly, the effect of each defect of type S-closed at memory line i is to force one entry in a into 0. Thus, looking at the input bits of the threshold gate at memory line i, the word a is seen as if it were
where e i (respectively, e i ) is a word in {0, 1} n which contains 1 precisely where the defects of type S-open (respectively, S-closed) make the entries of a (= h ) be seen flipped at memory line i. (The arithmetic in (4) is in R n .) Now,
where the penultimate equality follows from the linearity of the inner product, and the last equality follows from the fact that h i covers both e i and e i .
We distinguish between two cases.
where the last inequality follows from condition (i) of the theorem. Recalling that ϑ − t is now the effective threshold of the gate at memory line (due to the defects of type N-short), we therefore conclude from (2) that line will be selected. Case 2: i = . Here,
where the last inequality follows from condition (ii). We therefore conclude from (2) that line i will be deselected.
Discussion
Remark 2.1. Theorem 2.2 holds even when the defects are temporal (or transient): the values r i , t i , and s i may change during the operation of the demultiplexer, but the demultiplexer will still function properly as long as at each application of the demultiplexer, conditions (i)-(ii) hold. Hence, in practice, our defect models can represent either permanent defects arising during manufacturing, or permanent failures which arise later during operation (in formerly good components), or transient faults in the circuitry.
Remark 2.2.
As an interesting special case of a temporal defect, we can model as such a scenario where an existing input bit to a ϑ-threshold gate is fed by an arbitrary sequence of bits-e.g., a unwanted random sequence (this could happen if, for example, one of the entries in a has been computed incorrectly by the unit that drives the demultiplexer). Here, when an input bit that should have been 1 (respectively, 0) is flipped, we can regard it as a (transient) defect of type S-closed (respectively, S-open).
As a second scenario, consider a failure where a new input bit is added to a threshold gate and is fed by an arbitrary (unwanted) sequence. When the fed bit is 0, we can regard this failure as a defect of type N-short (if the bit is 1, it has no effect on the output of the gate).
Remark 2.3.
Observe that t i appears with a negative sign in the left-hand side of condition (ii) in Theorem 2.2, which means that defects of type N-short "help" to offset defects of type S-open. However, condition (ii) holds only if t i is the exact number of defects of type N-short, and not just an upper bound on that number. If only an upper bound is available (or assumed), then that condition should be changed into:
As a converse to Theorem 2.2, we show in the Appendix that conditions (i) and (ii) in the theorem are tight in a worst-case sense. We also demonstrate in the Appendix how, under a certain probability model on the occurrence of defects, one can compute the probability that at least one the conditions of Theorem 2.2 is not met, in which case the demultiplexer may fail. The formula given therein can serve as a tool to measure whether the chosen set C of address configurations and the choice of the threshold ϑ meets the defect-tolerance specifications of the demultiplexer.
The result in [12, Proposition 1] (see also [13] ) can be seen as a special case of Theorem 2.2, where the defects are of type S-open only and are all aligned across memory lines (i.e., the parameter of interest is the number of address lines that are incident with the defects). For example, consider the second scenario described in Remark 2.2 (of a new input bit that is added to a threshold gate and is fed by an arbitrary sequence). If we let t i denote the number of failures (regardless of the value of the fed bit), we only get an upper bound on the number of defects of type N-short.
Realization using MOS logic
Figure 2. Realization of a demultiplexer using n-MOS transistors.
Components of the realization
The input word a is fed into the n address lines via inverters, with 1 and 0 being realized as "high" and "low", respectively. There are M cross-wires, each corresponding to a memory line, which are connected to the power supply V DD via pull-up resistors with resistance R DD . Address lines are connected to the cross-wires through n-MOS transistors which have the following characteristic (see Figure 3 ): when the Gate-toSource voltage drop V GS is above a certain threshold, the transistor is said to be "closed" and has resistance R S , and when that voltage drop is below that threshold, the transistor is "open" and has infinite resistance. A junction between address line j and cross-wire i is configured with a transistor if, in Figure 1 , address line j is connected (through a ϑ-threshold gate) to memory line i (in other words, the junction is configured when The output of memory line i in Figure 3 is given by the output of a voltage comparator, which is fed (through its terminal marked "−") with a reference voltage Θ: the output of the comparator is "high" whenever the voltage level at cross-wire i (measured at the terminal marked "+") equals or exceeds the reference voltage Θ. There are quite a few methods known for implementing voltage comparators-some requiring only four transistors: see [2] , [11] , [28] , [29] , and Remark 3.1 below.
The reference voltage Θ, in turn, should be in the range
The threshold ϑ can then be expressed as a function of the reference voltage Θ by
Next, we verify that at each memory line, the combination of n-MOS transistors and comparators, with the indicated reference voltage Θ, implements properly a ϑ-threshold gate. Suppose that the input word a at the address lines is such that, among all the transistors that are connected to cross-wire i, there are exactly τ transistors which are "closed": this means that h i , a = τ . These transistors then form τ parallel resistors, each having resistance R S and all connected in series with the pull-up resistor R DD . Cross-wire i therefore acts as the voltage divider shown in Figure 4 and, so, the voltage level at that cross-wire is given by
(assuming that all resistors are linear). It readily follows from (5) that
namely, the output L i in Figure 2 will be "high" precisely when L i = 1 in Figure 1 . Figure 4 . Voltage divider at cross-wire i, where
Model of defects
In the realization of Figure 2 , the types of defects discussed in Section 2.4 can represent the following events:
• Type S-open represents the event that a transistor is stuck at "open" (regardless of the voltage V GS ). In this case, the respective junction behaves as if the transistor were absent.
• Type S-closed represents the event that a transistor is stuck at "closed", and the junction then behaves as if the transistor were replaced by a resistor from Drain to Source with resistance R S .
• Type N-short represents the event that in a junction that was not configured with a transistor, the conductance becomes non-negligible (yet the resistance is still at least R S ), and the address line that is incident with that junction is at a "low" level ¶. Alternatively, type N-short can represent a decrease in the effective value of ϑ, as determined by (6) .
A decrease in the effective value of ϑ can represent fluctuations in the reference voltage Θ; in addition, we can formally assume a priori some reduction of ϑ, for the purpose of increasing the voltage margin of the comparators, as explained next.
Voltage margin
The voltage margin of a comparator in a given circuit is the difference between the following two voltage values:
• The lowest voltage that may appear at the "+" terminal while the output of the comparator should be "high".
• The highest voltage that can appear at the "+" terminal while the output should be "low".
The threshold Θ is then set to be in the range between these two values. A large voltage margin means a more robust operation of the comparator, which explains the desire in practice to increase the voltage margin as much as possible. In the realization of Figure 2 , the voltage margin is given by (see (5)):
. Now, suppose that for some t > 0, we require that the number of defects of type S-closed in each cross-wire does not exceed ϑ − t, and the number of defects of type S-open is less than d(C) − ϑ. The parameter t can be seen as an upper bound on the number of "phantom defects" of type N-short in each cross-wire, and, in view of ¶ This defect model is therefore temporal in that it depends on the input provided at the address lines (see Remarks 2.1-2.2). While Theorem 2.2 holds for temporal defects as well, the dependence on the contents of common address lines makes such defects statistically dependent across distinct memory lines, and this, in turn, may complicate the computation of the probability of failure of the demultiplexer (see the Appendix). A simple remedy to this is to disregard the contents of the address lines, and consider instead just an upper bound on the number of defects of type N-short, by counting just the number of non-configured junctions whose conductance becomes non-negligible. When we do this, we should apply Theorem 2.2 with condition (ii') replacing condition (ii).
conditions (i)-(ii') in Theorem 2.2, the demultiplexer will work properly. But reducing + the threshold from ϑ to ϑ − t means, in effect, that we increase the upper boundary in the range (5) from V (ϑ) into V (ϑ−t), thereby increasing the voltage margin to
Given ϑ and t (≤ ϑ), this difference is maximized when we select R S and R DD so that
in which case
where O(·) stands for an expression that grows at most linearly with its argument. In addition, for the choice (7), we get that the "low" voltage interval [0, V (ϑ+1)] and the "high" voltage interval [V (ϑ−t), V DD ] are of the same size. Figure 5 illustrates the possible values of the voltage level at any given cross-wire i, as a function of the parameters ϑ, t, and d = d(C), and the number of defects of type S-open and S-closed. The voltage range (between 0 and V DD ) is sub-divided into several intervals, each corresponding to an event which is characterized by three attributes: the identity of the selected line (whether it is i or not), the number r i of defects of type S-open in cross-wire i, and the number s i of defects of type S-closed in that cross-wire. The output of the comparator at cross-wire i is shown to the right. The point V (d) marks the largest possible voltage level at any deselected cross-wire in case it is defect-free. (The figure is drawn to scale for ϑ = 2, t = 1, d = 4, and R S and R DD that satisfy (7).)
Discussion
Remark 3.1. Except for possible fluctuations in the reference voltage or the need for a larger voltage margin, our defect model assumes that the comparators are otherwise reliable (whereas the n-MOS transistors can get stuck "open" or "closed"). We can justify this assumption by the fact that the number of comparators in the realized demultiplexer is considerably smaller than the number of n-MOS transistors; hence, for a given cost, more can be invested in the manufacturing of the comparators than in the transistors.
As a concrete example, Figure 6 presents an implementation of a voltage comparator using four transistors. The implementation consists of two inverter-like CMOS stages, where the threshold voltage is set by adjusting the relative sizes of the two transistors + Our seeming one-sided discussion, which only considers reducing ϑ rather than also increasing it, is rather arbitrary: we could instead set the original threshold to ϑ = ϑ − t, and add up to t "phantom defects" of type S-open. in each stage [28] . This comparator would fail if any of the four transistors in Figure 6 gets stuck "open" or "closed"; yet, we can deal with this problem by "hardening" the transistors in the comparator, e.g., by making them larger than the other transistors in the demultiplexer circuit. (A similar approach-of increasing reliability of components that constitute only a small proportion of a circuit-has been suggested elsewhere: see, for example, [22, Section 4.1].) Figure 6 . CMOS implementation of a voltage comparator.
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Remark 3.2.
In practice, a memory system that uses the demultiplexer of Figure 2 as part of its addressing scheme, should also include an encoder, which maps, in a one-toone manner, the raw address of a memory line into the address configuration assigned to that line. Such an encoder can serve multiple memory units and, therefore, its complexity can be amortized over them. The encoder can be implemented using lookup tables; furthermore, some of the constructions of unisymmetric codes were specifically designed to have encoders with relatively simple hardware implementations: see [3] , [4] , [5] , [7] , and [23] .
Example 3.1. Suppose that a demultiplexer is sought with M = 2 10 memory lines, with defect tolerance of up to one defect of type S-open and one defect of type S-closed per cross-wire. We will choose the address configurations to belong to an (n, M=2
10 , d=4)-unisymmetric code and will take ϑ = 2. By Theorem 2.2 it follows that these parameters guarantee the defect-tolerance specifications of the demultiplexer.
We take the unisymmetric code to be in fact a constant-weight code: from [6, Table I-C] we see that there is a known construction of an (n=23, M =1288, 2d=8, w=11)-constant-weight code, out of which we take 2 10 codewords to serve as the address configurations. The number of n-MOS transistors in the demultiplexer (comparators excepted) equals w · M = 11 264, and, after optimizing over the ratio R S /R DD , we get from (8) that the voltage margin (relative to V DD ) of each comparator is
Note that for the same value of ϑ we can tolerate two defects of type S-closed, at the expense of reducing the relative voltage margin to
We now compare this circuit with the one obtained from the design in [24] . From [1, Table I ] we get that an (ñ, M=2
10 , 2d=4,w)-constant-weight code exists only wheñ n ≥ 16, and there is a known construction of such a code withñ = 16 andw = 8 [6, Table XV ]. We use the codewords of this code as the address configurations in the circuit proposed in [24] , resulting inw · M = 8 192 configured junctions. Recall, however, that defects of type S-closed are handled in [24] by a series replication of each transistor; hence, this design will require a total of 16 384 transistors * (this number increases to 3×8 192 = 24 576 if two defects of type S-closed are to be tolerated per cross-wire). Remark 3.3. In Example 3.1, we have constructed our demultiplexer (in Figure 2) taking d = 4, whereas for the scheme of [24] it was sufficient to taked = 2 in order to tolerate the same number of defects of type S-open. The difference (d −d = 2) was "invested" in our scheme in handling defects of type S-closed without the need for series replication, and in increasing the voltage margin. Now, it is known that when d ≥ 3 and n is a prime power, then there is an (n, M, 2d, w)-constant-weight code with parameters
n w * While the transistor count seems to be a predominant parameter to consider when comparing complexities, by no means should it be the only one. An extreme-and quite absurd-demultiplexer could be obtained by taking a (dM, M, 2d, d)-constant-weight code in which no two distinct codewords share a 1 at the same position. If we had used this code in our example, we would have reduced the number of transistors by (more than) a factor of 2, yet the number of address lines would have been prohibitively large. In selecting the code parameters, we have taken the parameters n andñ to be the smallest that could accommodate the size M and the desired distance properties.
(see [6, Theorem 15] ). Taking this lower bound as a guideline for the choice of the parametersñ andw (in the scheme of [24] ) and of n and w (in our scheme), we see that when the difference d −d remains fixed and M grows, then for virtually all feasible choices forñ andw, we will be able to select n and w so that the ratios n/ñ and w/w approach 1. Therefore, asymptotically, avoiding the series replication of [24] will reduce the number of transistors by a factor of 2 (or, generally, by a larger factor if the specifications require to tolerate more than one defect of type S-open in each memory line). Example 3.2. Continuing Example 3.1, it is interesting to compare our scheme to [24] also under the probability model where a transistor gets stuck "open" (respectively, "closed") with probability p o (respectively, p c ), independently of all other transistors, assuming that p o , p c 1/w (see also the Appendix). In our scheme, "stuck-open" defects will cause a given cross-wire to fail with probability approximately
. On the other hand, defects of type "closed" will cause a given cross-wire in [24] to fail with probabilitỹ wp 3 if two such defects are tolerated. Figure 7 depicts (in logarithmic scale) the probability P fail = P fail (p o , p c ) of a failure event in a demultiplexer with M = 2 10 memory lines, under several design strategies (by a "failure event" we mean that at least one memory line in the whole demultiplexer can be either incorrectly selected or incorrectly deselected). The curve marked as "Sperner set" corresponds to the design described in Section 2.1, which offers essentially no defect tolerance: the address configurations are taken from a Sperner set of length n = 13, which is the shortest Sperner set that contains at least 2 10 words. The curve marked as "Replication" corresponds to the scheme of [24] , using a (16, 2 10 , 4, 8)-constant-weight code and two-fold series replication. The remaining two curves show the performance of our design, with threshold value ϑ = 2 and with C taken as a (23, 2 10 , 8, 11)-constantweight code. In one curve, it is assumed that the comparators require an increase of the voltage margin by selecting t = 1 in (8): this curve lies above the "Replication" curve when p c gets large compared to p o . The curves were computed using the analysis in the Appendix.
Variant using resistor logic
In this section, we present a realization of a threshold-based demultiplexer using resistor logic. Our motivation to consider such demultiplexers is that they may lend themselves more easily to a nano-scale implementation. As we see, the demultiplexer presented here behaves somewhat differently than the demultiplexers in Figure 1 or Figure 2 . to the MOS realization of Figure 2 , except for the following changes: (a) instead of the n-MOS transistors, the junctions are now configured with resistors-all assumed to have the same resistance R; (b) no inversion is applied to the bits of the input word a; and (c) the cross-wires are not pulled up to V DD . The n address lines are fed with the input word a, with 1 and 0 being realized, respectively, as V DD ("high") and ground ("low"), and the reference voltage is set to βV DD for some real β in the range 0 ≤ β ≤ 1.
Components of the realization
Remark 4.1. One potential application of the design presented here is the addressing of a nano-scale memory from a micro-scale circuit. In such a setting, the address lines in Figure 8 will have micro-scale dimensions, whereas the cross wires, the voltage comparators (which realize the threshold gates in the demultiplexer), and the memory lines will be in the nano-scale level. The defects will occur in the junctions, namely, in the interface between the two scale levels. In Section 4.4, we will show a possible nano-scale implementation of comparators using hysteretic resistors [25] , [26] .
Next, we analyze the defect tolerance of the circuit, in terms of β and the set of address configurations.
Suppose first that the demultiplexer is defect-free, and consider any cross-wire i. That wire is connected to w(h i ) resistors, out of which σ = h i , a pull up the wire to V DD , whereas the remaining τ = h i , a resistors pull it down to ground. Therefore, cross-wire i acts as the voltage divider shown in Figure 9 , and the voltage level (relative to V DD ) at that wire is
Thus,
(so, as opposed to (1), it is now the ratio-rather than the difference-between h i , a and w(h i ) that is compared to the threshold). Defining γ = 1 − β, we can rewrite (10) as Let C = {h 0 , h 1 , . . . , h M −1 } be the set of address configurations in the demultiplexer in Figure 8 . As was the case in the previous demultiplexers, we select memory line by setting the input word a to h . We have h i , h = 0 for i = , and h i , h ≥ d(C) for i = . It follows from (10)-(11) that the demultiplexer in Figure 8 will uniquely select any given memory line if C and γ are related by
Model of defects
Next, we consider the tolerance of the demultiplexer in Figure 8 under the following two types of defects:
Resistor open (R-open): a junction which was configured with a resistor becomes disconnected, thereby increasing the resistance from R to ∞. Resistor short (R-short): a junction which was not configured with a resistor becomes a conductor, yet its resistance is still at least R.
(One could regard the non-configured junctions as if they are "configured" with resistors of infinite resistance; from such a standpoint, defects of type R-short could also be called R-closed, in analogy with the respective defects defined in Section 2.4.)
We have the following result.
Theorem 4.1. Let C = {h 0 , h 1 , . . . , h M −1 } be the set of address configurations assigned to the M address lines of a given demultiplexer as in Figure 8 , and write w i = w(h i ). Let βV DD be the reference voltage fed into each comparator, where 0 ≤ β ≤ 1, and define γ = 1 − β. For every i in the range 0 ≤ i < M, denote by r i and t i the number of defects of type R-open and R-short, respectively, at cross-wire i, and suppose that for every i, the following two conditions hold:
Proof. First, observe that conditions (a) and (b) are equivalent, respectively, to
and
In what follows, we will show that the left-hand side of (12) is the voltage level (relative to V DD ) at cross-wire i when memory line i is selected, and the left-hand side of (13) is an upper bound on the relative voltage level at cross-wire i when memory line i is deselected.
Suppose that memory line is to be selected, in which case a = h . Also assume for the time being that each defect of type R-short reduces the resistance in the nonconfigured junction all the way down to R.
For each i, the effect of each defect at cross-wire i is to flip an entry in h i : defects of type R-open change 1 into 0, whereas defects of type R-short change 0 into 1. The resulting configuration at cross-wire i can be written as
where e i (respectively, e i ) is a word in {0, 1} n which contains 1 where the defects of type R-open (respectively, R-short) flip entries in h i ; note that e i ⊆ h i and e i ⊆ h i . We have
w(e ) = t and, so, by (9), the voltage level (relative to V DD ) at cross-wire equals
Thus, by (12) we deduce that that memory line will be selected. This will also be the case if some of the t resistors that are introduced in cross-wire by defects of type R-short have resistance strictly greater than R: this will translate into increasing the resistances of the respective resistors R x in the voltage divider in Figure 9 , thereby only increasing the voltage level V (σ, τ ) at cross-wire . Case 2: i = . Here,
and, so, the relative voltage level at cross-wire i can be bounded from above by
Hence, by (13) we conclude that memory line i will be deselected. Notice that this holds even in the worse-case scenario where e i , h = 0, namely, when all the t i resistors added by defects of type R-short (have resistance R and) pull cross-wire i up to V DD . If some of these resistors have resistance greater than R, then the voltage level at cross-wire i will only decrease, and it will certainly do so if any of those added resistors pull cross-wire i down to ground instead of pulling it up.
In what follows, we analyze the shape of the set of pairs (r i , t i ) that satisfy conditions (a)-(b) in Theorem 4.1, assuming that the set C of address configurations forms an (n, M, 2d, w)-constant-weight code (where d = d(C)); thus, w(h i ) = w i = w for all i and, as in every constant-weight code, we must also have d ≤ w. Defining ϑ to be the real value γw, we can rewrite conditions (a)-(b) in the following form (omitting the subscripts from r i and t i for simplicity):
We let T = T (β, w, d) be the set of all pairs (r, t) of nonnegative integers that satisfy conditions (a')-(b'). Equivalently,
where N denotes the set of nonnegative integers. Regarding r and t momentarily as real-valued, each of the two conditions (a') and (b') defines a region in the shape of a right-angled triangle, in the first quadrant of the (r, t)-plane: the two legs of the triangle are formed by the axes, the hypotenuse in the case of condition (a') passes through the points (w=ϑ/γ, 0) and (0, ϑ/β), and in the case of condition (b') it passes through ((d−ϑ)/β, 0) and (0, (d−ϑ)/γ). The inequality d ≤ w implies that the point (ϑ/γ, 0) is never to the left of ((d−ϑ)/β, 0).
When β ≤ w/(w+d), the point (0, ϑ/β) lies above or coincides with (0, (d−ϑ)/γ), in which case condition (a') is implied by condition (b'). Figure 10a shows the set T in this case, marked by the (filled) bullets in the figure and bounded by the dotted line. The (shade-margined) double line marks the boundary of the nonnegative real points (r, t) that satisfy condition (b') (the boundary points themselves do not satisfy the condition). The set T in Figure 10a becomes empty when β ≤ (w−d)/w: we then get ϑ ≥ d.
When w/(w+d) < β ≤ 1, the two right-angled triangles that correspond to the two conditions intersect only partially, thereby defining the region shown in Figure 10b : the two shade-margined segments of the boundary intersect at the point (βd−ϑ, ϑ−γd)/(β−γ) (integer boundary points belong to T unless they are on the double-lined segment). When β → 1, the set T becomes a rectangle and, interestingly, it coincides then with the region defined by conditions (i)-(ii') of Theorem 2.2 (assuming s i = 0) . Note however that if ϑ is to remain bounded away from 0 while β → 1, then w needs to go to infinity. 
Voltage margin
Consider the demultiplexer in Figure 8 when the set of address configurations form an (n, M, 2d, w)-constant-weight code, and let T = T (β, w, d) be as in (16) . Define the rational numbers γ high and γ low by From (16) we have γ high ≤ 1−β < γ low . Suppose that the numbers r i and t i of defects satisfy conditions (a')-(b') (namely, (r i , t i ) ∈ T ). Recall that the left-hand side of (12) is the relative voltage level at crosswire i when memory line i is selected; by the definition of γ high , that relative voltage level is bounded from below by 1−γ high . Similarly, the left-hand side of (13) is an upper bound on the relative voltage level at cross-wire i when memory line i is deselected; that relative voltage level is therefore bounded from above by 1−γ low . We conclude that the relative voltage margin of the comparator at any memory line is bounded from below by
As demonstrated in the next example, we can increase this margin by pruning the set T , namely, by assuming stronger conditions than (a')-(b'). (the maximum and minimum are both attained at (r, t) = (1, 1)). Thus, the pruning increases the lower bound on the relative voltage margin considerably to:
This lower bound increases even further if we can assume in addition that defects of type R-open and R-short cannot occur simultaneously at the same cross-wire. In this case, we can prune T into 
Implementation of comparators using hysteretic resistors
Borrowing ideas from [25] and [26] , we describe here a possible implementation of voltage comparators using hysteretic resistors, as such an implementation may be suitable for nano-scale applications.
We model a hysteretic resistor as a two-terminal electronic device which can be in one of two states, "on" and "off". Depending on the state it is in, the resistance of the device takes one of two values, R on or R off , where R on R off (e.g., the values assumed in [25] are R on = 10 6 Ω and R off = 10 9 Ω). The device remains in its state as long as the voltage drop across it is within the interval [V off , V on ], where V on (respectively, V off ) is a prescribed positive (respectively, negative) voltage value. When the voltage drop across the device exceeds V on then it switches to "on"; otherwise, a voltage drop below V off switches the device to "off'. Figure 12 shows an implementation of a voltage comparator using a hysteretic resistor, where the reference voltage is fixed to V on . The resistance R g is selected so that R on R g R off (e.g., for the resistance values assumed in [25] , we can take R g to be of the order 10 7 Ω). The comparator is operated in two phases. In the first phase, the hysteretic resistor is switched to "off" by setting V in to a voltage level lower than V off (the diode prevents destruction of the hysteretic resistor in this phase-see [25] ). In the second phase, V in is set to the compared (input) voltage level. If V in ≤ V on then the hysteretic resistor remains in its "off" state and, therefore, the output voltage will satisfy V out ≤ V on R g /(R g +R off ); and under our assumption that R g R off , this voltage will be close to ground. On the other hand, if V in > V on then the hysteretic resistor switches to "on", in which case the output voltage will satisfy Figure 12 . Implementation of a voltage comparator using a hysteretic resistor.
The implementation of Figure 12 can now be incorporated into the design in Figure 8 by setting V DD to V on /β. In addition, R g should be relatively large compared to the resistance R of a configured junction. In the first phase, all address lines are fed with a negative voltage so that the hysteretic resistors are switched to "off". In the second phase, the address lines are fed with the input word a (with 1 and 0 being realized, respectively, as V DD and ground). As long as the defect count is within the designed tolerance, the comparator of the selected line will be the only one to switch to "on" and (assuming that R R g ), the output voltage V out of that comparator will be approximately V on . The other comparators, all remaining in their "off" state, will have output voltage that is close to ground. (In an optional third phase, we can reduce the value of V DD if such a change is required to match the load being driven; however, V DD should be kept sufficiently high so that the hysteretic resistor at the selected line is not switched to "off".)
Appendix
We demonstrate here that conditions (i) and (ii) in Theorem 2.2 are tight in a worst-case sense.
We start by showing that generally, we cannot loosen condition (i). Suppose that at the gate at memory line we have s + t > ϑ. Let u be the word in {0, 1} n that was chosen by the designer to serve as the input word a which selects memory line ; clearly, u covers h . We show that the defects will in fact cause memory line to be deselected by that u.
Let u = u − e be the input word a (= u) as seen by the defective gate at line (notice that defects of type S-open, if any, do not have any effect on u ). We have,
which means that memory line will be deselected.
Next, we turn to show the tightness of condition (ii), under the assumption that condition (i) holds. Let i and be such that
Suppose that the number of defects of type S-open at the gate at memory line i is such that 2) and that all defects of type S-open and S-closed at that gate occur at positions where (h i is 1 and) h is 0: by (A.2) and condition (i) we have r i + s i ≤ d(C) and, so, (A.1) guarantees that we can find that many positions. We show that the defects will cause memory line i to be selected when we set the input word a to h ; this, in turn, will imply that line i will be selected by any word u chosen by the designer to select memory line , since such u must cover h . Let a = h + e i be the input word a (= h ) as seen by the defective gate at line i (defects of type S-closed have no effect on a ). Then, In what follows, we demonstrate how to compute the probability that at least one of the conditions in Theorem 2.2 is not met, under the following probability model on the defects: (i) Each input bit to a ϑ-threshold gate becomes defective of type S-open with probability p o , and of type S-closed with probability p c , independently of all other defects (at the same gate or at any other gate). (ii) For the purpose of modeling defects of type N-short, we add to each threshold gate imaginary input bits, all set to 1, such that the total number of actual and imaginary input bits equals n. We then mark each of the imaginary input bit with probability p s , independently of all other defects. A defect of type N-short at a gate changes an imaginary input bit into 0, but this can occur only at a marked bit † † (thus, the number of marked bits at a gate is an upper bound on the number of defects of type N-short at that gate).
Let C = {h 0 , h 1 , . . . , h M −1 } be as in Theorem 2.2. The probability that the threshold gate at memory line i is subject to (exactly) r defects of type S-open and to s defects of type S-closed is given by substituting w = w(h i ) in P (r, s, w) = w r, s p (A.4) † † In particular, the change of imaginary bits into 0 can occur simultaneously in all the marked bits that are incident with the same address line-say, if that 0 results from the input value to that address line; under such circumstances, defects of type N-short will be statistically dependent, while the marked bits will still be independent.
(If the voltage margin is increased using the method described in Section 3.3, then the inner sum in (A.3)-(A.4) should be taken up to ϑ−t, where t is as in (8) .) Finally, the probability that at least one gate will not satisfy conditions (i)-(ii') is
(A.5)
In particular, when C is an (n, M, 2d, w)-constant-weight code, we get
Observe that P fail is the probability that either condition (i) or condition (ii') (or both) in Theorem 2.2 is not met. This probability is more conservative (i.e., larger) than the probability that the demultiplexer actually fails (in that it selects more than one memory line, or selects none). A slightly tighter formula (which is more tedious to compute) for the probability of failure is obtained by replacing each term π(d(C), w(h i ), ϑ) in (A.5) by and N(C, i, k, μ) stands for the number of words u ∈ {0, 1} n that satisfy the following properties:
• u ⊆ h i , • w(u) = k, and-• u, h > μ, for all h ∈ C \ {h i }. (where the inner sum should be taken up to ϑ−t in case the voltage margin is increased using the method in Section 3.3).
