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Introduction
Although the theory of linear difference equations over base fields is well understood, the theory over arbitrary ground rings and modules is still under development. It is becoming more interesting and is gaining increasingly special importance mainly because of recent applications in coding theory and cryptography (e.g. [HN99] , [KKMMN99] ).
In a series of papers E. Taft et al. (e.g. [PT80] , [LT90] , [Taf95] ) developed a coalgebraic aspect to the study of linearly recursive sequences over fields. Moreover L. Grünenfelder et al. studied in ( [GO93] , [GK97] ) the linearly recursive sequences over finite dimensional vector spaces. Linearly recursive (bi)sequences over arbitrary rings and modules were studied intensively by A. Nechaev et al. (e.g. [Nec96] , [KKMN95] , [Nec93] ), however the coalgebraic approach in their work was limited to the field case.
In this note we develop a coalgebraic aspect to the study of solutions of linear difference equations over arbitrary rings and modules. For some of our results we assume that the ground ring is artinian. Our results generalize also previous results of us in [AG-TW00] and [Abu01, Kapitel 4] . A standard reference for the theory of linearly recursive sequences over rings and modules is the comprehensive work of A. Mikhalev et al. [KKMN95] . For the theory of Hopf algebras the reader may refer to any of the classical references (e.g. [Swe69] , [Abe80] and [Mon93] ).
With R we denote a commutative ring with 1 R = 0 R and with U(R) = {r ∈ R| r is invertible} the group of units of R. The category of R-(bi)modules will be denoted by M R . For an R-module M, we call an R-submodule K ⊂ M pure (in the sense of Cohn), if for every R-module N the induced map ι k ⊗ id N :
For an R-algebra A and an A-module M, we call an A-submodule K ⊂ M R-cofinite, if M/K is f.g. in M R . For an R-algebra A we denote by K A the class of R-cofinite ideals. If A is an R-algebra with K A a filter, then we define for every left A-module M the finite dual right A-module
(1)
With N resp. Z we denote the set of natural numbers resp. the ring of integers. Moreover we set N 0 := {0, 1, 2, 3, ...}. For an n × n matrix M over R we denote the characteristic polynomial with χ(M 
Preliminaries
Let M be an R-module and 
For n = (n 1 , ..., n k ) ∈ N k 0 resp. z = (z 1 , ..., z k ) ∈ Z k we set x n := x n 1 1 · ... · x n k k resp.
1.1. Let M be an R-module, l =(l 1 , ..., l k ) ∈ N k 0 and consider the system of linear difference equations (ab. SLDE)
x n+(0,l 2 ,0,...,0) +
x n+(0,...,0,l k ) + = L <1> M ). 1.7. ([MN96, Page 170]) The lexicographical linear order ( ) on N k 0 is defined as follows: for i = (i 1 , ..., i k ) and n = (n 1 , ..., n k ) ∈ N k 0 we say i n, if the first number in the sequence of integers (n 1 + ...
a subset of monic polynomials with Grad(f j (x j )) = l j for j = 1, ..., k, l := (l 1 , ..., l k ), 1 : = (1, ..., 1), and
. Note that the natural order "≤ " on N 0 induces on N k 0 a partial order and we define the polyhedron
For l = l 1 · ... · l k the points of the polyhedron Π F build a chain 0 = i 0 i 1 ... i l−1 and we can write ω(Π F ) as an initial vector of values (ω(0), ω(i 1 ), ..., ω(i l−1 )) ∈ M l .
Let ω ∈ An S <k> M (f 1 (x 1 ), ..., f k (x k )), where f j (x j ) is monic for j = 1, ..., n and write for every n = (n 1 , ..., n k ) ∈ N k 0 :
If we set
Consequently ω is completely determined by the initial polyhedron of values ω(Π F ). For
Examples
We give now some examples of linearly recursive sequences. For more examples the reader may refer to [KKMN95] . Then w ∈ L M with initial condition w(0) = m and elementary characteristic polynomial Then w ∈ L M with initial vector (p, p + q) and elementary characteristic polynomial f (x) = (x − 1) 2 . If An R (q) = 0, then f (x) is a unique minimal polynomial of w. If r ∈ An R (q), then f r (x) = (x − 1) 2 + r(x − 1) is another minimal polynomial of w.
Let u
i ∈ An S R (f i ) for i = 1, ..., k and consider u ∈ S <k> R defined by u(n) := u 1 (n 1 ) · ... · u k (n k ). Then u ∈ An S <k> R (f 1 (x 1 ), ..., f k (x k )) and An S <k> R (f 1 (x 1 ), ..., f k (x k )) ≃ An S R (f 1 ) ⊗ R ... ⊗ R An S R (f k ). 4. Let M 1 , ..., M k be R-modules, u i ∈ An S M i (f i ) for i = 1, ..., k, M := M 1 ⊗ R ... ⊗ R M k and consider u ∈ S <k> M defined by u(n) := u 1 (n 1 ) ⊗ ... ⊗ u k (n k ). Then u ∈ An S <k> M (f 1 (x 1 ), ..., f k (x k )) and An S <k> M (f 1 (x 1 ), ..., f k (x k )) ≃ An S M 1 (f 1 ) ⊗ R ... ⊗ R An S M k (f k ).
Admissible R-bialgebras and Hopf R-algebras
For every R-coalgebra (C, ∆ C , ε C ) there is a dual R-algebra C * := Hom R (C, R) with multiplication the so called convolution product
and unity ε C . Although every algebra A has a dual coalgebra, if the ground ring is hereditary noetherian (e.g. a field), the existence of dual coalgebras of algebras over an arbitrary commutative ground rings is not guaranteed!! One way to handle this problem is to restrict the class of R-algebras, for which the dual R-coalgebras are defined.
Definition 1.12. Let A be an R-algebra (resp. an R-bialgebra, a Hopf R-algebra). Then we call A :
1. an α-algebra (resp. an α-bialgebra, a Hopf α-algebra), if K A is a filter and A • ⊂ R A is pure.
2. cofinitary, if K A is a filter and for every I ∈ K A there exists an A-ideal I ⊆ I with A/I f.g. and projective.
1.13. Let H be an R-bialgebra and consider the class of R-cofinite H-ideals K H . We call H an admissible R-bialgebra, if H is cofinitary and K H satisfies the following axioms:
We call a Hopf R-algebra H an admissible Hopf R-algebra, if H is cofinitary, K H satisfies (A1), (A2) and 
a Hopf R-algebra).
Let R be noetherian. If
A is an α-algebra (resp. an α-bialgebra, a Hopf α-algebra), then A • is an R-coalgebra (resp. an R-bialgebra, a Hopf R-algebra).
Proposition 1.16. Let A be an α-algebra (resp. an α-bialgebra, a Hopf α-algebra), B a cofinitary R-algebra (resp. R-bialgebra, Hopf R-algebra) and consider the canonical map σ :
2. If R is noetherian, then σ is an isomorphism of R-coalgebras (resp. R-bialgebras, Hopf R-algebras).
Proof. 
2 Linearly (bi)recursive sequences
In this section we study the linearly (bi )recursive k-sequences of modules over arbitrary commutative ground rings.
2.1. Let (G, µ G , e G ) be a (commutative) monoid. Considering the elements of the basis G as group-like elements, the monoid algebra RG becomes a (commutative) cocommutative R-bialgebra (RG, µ, η, ∆ g , ε g ), where
If G is a group, then RG is a Hopf R-algebra with antipode
Bialgebra structures on R[x]
. Consider the commutative monoid G := {x n j | n ∈ N 0 , j = 1, ..., k}. Then R[x] = RG becomes a structure of a commutative cocommutative R-bialgebra R[x; g] = (R[x], µ, η, ∆ g , ε g ), where µ is the usual multiplication, η is the usual unity and
On the other hand R[x; p] = (R[x], µ, η, ∆ g , ε g ) is a commutative cocommutative Hopf R-algebra, where µ is the usual multiplication, η is the usual unity and
x n j → (−1) n x n j , ∀ n ≥ 0, j = 1, ..., k. 
w.r.t. β and χ j (λ) its characteristic polynomial. Then χ j (∆(x j )) = 0 for j = 1, ..., k. Since ∆ is an R-algebra morphism, it follows that 
with inverse u → [mx n → u(n)(m)]. 
2.6. The coalgebra structure on L <k> .
By Lemma 1.18 (1) (R[x], µ, η) is a cofinitary R-algebra, where µ is the usual multiplication and η is the usual unity. Hence (R[x] • , µ • , η • ) is (by Proposition 1.15) an R-coalgebra, where
• becomes a structure of an R-coalgebra with counity
and comultiplication described as follows (see [KKMN95, Proposition 14 .16]):
(u) a subset of elementary characteristic polynomials with Grad(f j (x j )) = l j and l : = (l 1 , ..., l k ). So we have for all n, i ∈ N k 0 :
The comultiplication of L <k> is given then by
Example 2.7. Consider the Fibonacci sequence ̥ = (0, 1, 1, 2, 3, 5, ...). Clearly ̥ is given by ̥(0) = 0, ̥(1) = 1, ̥(n + 2) = ̥(n + 1) + ̥(n) for all n ≥ 0, i.e. ̥ ∈ L Z with initial vector (0, 1) and elementary characteristic polynomial
. By (14) one can easily calculate
g] * is an R-algebra with multiplication given by the Hadamard product * g :
(15) and the unity η g : R → S <k> , 1 R → [n → 1 R ] for every n ∈ N k 0 .
By Propositions 2.4 and 2.5 (L <k> R ; g) ≃ R[x; g] • becomes a structure of an R-bialgebra with the coalgebra structure described in 2.6, the Hadamard product (15) and the unity (16). 2. u ⋆ p v is a linearly recursive sequence over R of order m · n and characteristic poly-
Example 2.11. Let R be any ring and {x n } ∞ n=0 , {y n } ∞ n=0 ∈ S R be solutions of the difference equations
y n+2 − y n+1 + y n = 0; y 0 = 1, y 1 = 0.
Then {x n } ∞ n=0 is a linearly recursive sequence over R with characteristic polynomial f (x) = x 3 − x 2 + x − 1 and {y n } ∞ n=0 is a linearly recursive sequence over R with characteristic polynomial g(x) = x 2 − x + 1. Notice that
Hence {z n } ∞ n=0 := {x n } ∞ n=0 ⋆ g {y n } ∞ n=0 is by Proposition 2.10 a linearly recursive sequence over R with characteristic polynomial
n=0 is a solution of the difference equation z n+6 − z n+5 + z n+3 − z n+1 + z n = 0 with initial vector (0, 0, −2, −1, 0, 1).
The following table gives the first 11 terms of the sequences {z n } ∞ n=0 :
n 0 1 2 3 4 5 6 7 8 9 10 x n 0 1 2 1 0 1 2 1 0 1 2 y n 1 0 −1 −1 0 1 1 0 −1 −1 0 z n 0 0 −2 −1 0 1 2 0 0 −1 0 Example 2.12. Consider the sequences {x n } ∞ n=0 and {y n } ∞ n=0 of the previous example. Then
n j x j · y n−j } ∞ n=0 is a linearly recursive sequence over R with characteristic polynomial
Hence {z n } ∞ n=0 is a solution of the difference equation
The following table gives the first 9 terms of the sequences {z n } ∞ n=0 :
n 0 1 2 3 4 5 6 7 8 x n 0 1 2 1 0 1 2 1 0 y n 1 0 −1 −1 0 1 1 0 −1 z n 0 1 2 −2 −16 −29 −12 29 0 2.13. Cofree comodules. Let C be an R-coalgebra.
as right C-comodules (this is the reason of the terminology cofree).
With a slight modification of [Abu01, 3.2.6] we get
Linearly (bi)recursive bisequences
In this section we consider the linearly (bi )recursive k-bisequences and the reversible k-sequences of modules over arbitrary commutative ground rings. We generalize results of [LT90] and [KKMN95] concerning the bialgebra structure of the linearly recursive sequences over a base field to the case of arbitrary artinian ground rings.
3.1. Let M be an R-module, l =(l 1 , ..., l k ) ∈ N k 0 and consider the system of linear bidifference equations (ab. SLBE)
x z+(0,l 2 ,0,...,0) + b j x j ∈ An R[x] (u). We prove by induction that (g ⇀ u)(z) = 0 for all z ∈ Z.
First of all, note that for all z ≥ d we have (g ⇀ u)(z) = (g ⇀ u) = 0. Now let z 0 < d and assume that (g ⇀ u)(z) = 0 for z ∈ {z 0 , z 0 + 1, ..., z 0 + l − 1} ⊆ Z. Then we have for z = z 0 − 1 :
3.15. The Hopf R-algebra structures on B <k> and B <k> . Let R be an arbitrary ring and consider the Hopf
and the unity η :
where ⋆ g is the Hadamard product (15), ⋆ g is the unity (16) and
where ⋆ is the Hadamard product (29), η is the unity (30) and
Note that with these structures the isomorphism B <k> ≃ B <k> of Lemma 3.9 turns to be an isomorphism of Hopf R-algebras.
The following theorem extends the corresponding result from the case of a base field [LT90, Page 124] (see also [KKMN95, 14.15] ) to the case of arbitrary artinian ground rings:
Theorem 3.16. If R is artinian, then there are isomorphisms of R-bialgebras
Proof. Consider the isomorphism L <k> ≃ D <k> ⊕ L <k> (23). With the help of Lemmata 1.17 and 3.5 one can show analog to [LT90, Seite 123], that γ : L <k> → L <k> (24) and β : L <k> → L <k> (25) are in fact bialgebra morphisms. Obviously Ke(γ) = D <k> ⊂ L <k> is an L <k> -subbialgebra and we are done. ] • ). If A is an α-algebra (resp. an α-bialgebra, a Hopf α-algebra), then we have isomorphism of R-coalgebras (resp. Rbialgebras, Hopf R-algebras) 
