Previous research has suggested that an object's category is retrieved as soon as it is detected (Grill-Spector & Kanwisher, 2005) . Here we examined whether face views and identities are likewise treated as categories. We measured behavioural performance on three tasks: face detection, recognition of face view within identity, and within-view face identification, by using the method of constant stimuli combined with a two-alternative forced-choice (2AFC) paradigm. Stimulus duration was varied between 13 ms and 133 ms in order to estimate the time required for 75%-correct discrimination in each task. The results showed, respectively, 24-and 31-ms shorter threshold durations for face detection than for viewpoint recognition and face identification, while similar threshold durations for viewpoint recognition and face identification. We demonstrated that face view and identity are retrieved after face detection, and importantly, the view-based categorical analysis takes almost as long as the face identification process. Thus, additional processing is essential for viewpoint and identity extraction as opposed to face detection.
Introduction
Object recognition has long been considered to follow three stages; namely, object detection, object categorization, and object identification in sequence. The shape of an object is first segregated from the background in the object-detection stage (Driver & Baylis, 1996) , followed by differentiating the object into categories at the basic and the subordinate levels in the object-categorization stage (Nakayama, He, & Shimojo, 1995) . Finally, the object is uniquely identified in the last stage of object recognition. This serial processing model of object recognition has been subjected to vigorous challenges. In particular, it has been argued that object categorization may influence detection (Peterson & Gibson, 1993; Peterson & Kim, 2001 ). More recently, Grill-Spector and Kanwisher (2005) proposed that object detection and object categorization are probably closely related mechanisms, to the extent that as soon as you know an object is there, you know what it is. Grill-Spector and Kanwisher found that categorization of objects into basic levels (e.g., dogs vs. birds; Rosch, Mervis, Gray, Johnson, & Boyes-Braem, 1976 ) requires the same amount of processing time as object detection (e.g., object vs. random texture), whereas identifying an object from exemplars in the same basic-level category (e.g., Jeep vs. another car model) is slower than object categorization.
Does face recognition require some form of sequential processing? While it is apparent that face recognition requires differentiating a face from other objects (face detection), and discriminating a face from other faces (face identification), another processing step required is the extraction of the view rotation of faces (viewpoint recognition). We are competent at detecting and comparing faces exposed to us at different viewpoints that are challenging to generalize across (Bruce, Valentine, & Baddeley, 1987; Bülthoff & Edelman, 1992; Habak, Wilkinson, & Wilson, 2008) . The capacity of viewpoint invariance is believed to be achieved by encoding faces in multiple view-specific representations, as viewpoint changes generally put a cost on behavioural performance for face recognition (Fang & He, 2005; Fang, Ijichi, & He, 2007; Hill, Schyns, & Akamatsu, 1997; Jeffery, Rhodes, & Busey, 2006 Newell, Chiroro, & Valentine, 1999; O'Toole, Edelman, & Bülthoff, 1998; Troje & Bülthoff, 1996 Troje & Kersten, 1999) . Lee, Matsumiya, and Wilson (2006) further proposed a categorical representation based on the viewpoint of the face. They found that there is a small perceptual difference between 0°and 6.7°views, and between 13.3°a nd 20°views, but a large perceptual difference between 6.7°and 13.3°views. Therefore, they suggested a perceptual boundary at approximately 10°view. The idea of a viewpoint-specific categorical representation for faces has also found support in neurophysiological studies. Human cortical areas, such as the ''fusiform face area" (FFA), the ''occipital face area" (OFA), and superior temporal sulcus (STS), have been shown to be sensitive to viewpoint changes (Andrews & Ewbank, 2004; Ewbank & Andrews, 2008; Fang, Murray, & He, 2007; Grill-Spector & Malach, 2001; Grill-Spector et al., 1999; Pourtois, Schwartz, Seghier, Lazeyras, & Vuilleumier, 2005) , and face-selective neurons tuned to specific viewpoints have also been found in macaque inferotemporal cortex (IT) and STS (Desimone, Albright, Gross, & Bruce, 1984; Perrett et al., 1985 Perrett et al., , 1991 Wang, Tanaka, & Tanifuji, 1996) . It is thus possible that face 0042-6989/$ -see front matter Ó 2010 Elsevier Ltd. All rights reserved. doi:10.1016/j.visres.2010.05.016 recognition may go through a processing stage for extracting the viewpoints of faces in addition to putative processing stages for face detection and face identification.
In our study, we seek to determine whether face recognition follows the processing sequence of object recognition proposed by Grill-Spector and Kanwisher (2005) . In particular, face view and identity are regarded as two subordinate levels in a hierarchical representation of faces, beyond the basic level of face detection (see Fig. 1 ). We compared the processing times of detection, viewpoint recognition, and identification of faces in order to understand the hierarchical relationships of the three processing stages. If facedetecting neurons are tuned to a bandwidth of face views, information about the view of a face should be available as soon as the face is detected. In other words, face detection is accomplished by view-specific face-selective cells that are also responsible for recognizing the viewpoints of faces. Viewpoint recognition would then take virtually no extra processing time in addition to that required to detect a face. The same logic applies to face identification if the same population of cells is tuned to both detecting and individuating faces. We also seek to understand the relationship between viewpoint recognition and face identification. A longer processing time for face identification than for viewpoint recognition supports the notion that viewpoint processing is hierarchically above the face identification process. In other words, viewpoint is a category that holds many instances of individual faces. Conversely, a longer processing time for viewpoint recognition than for face identification supports the opposite notion that face identification is hierarchically above viewpoint processing. This notion infers a three-dimensional face representation where multiple viewpoints of an individual are stored under a face identity. If the processing times are the same for the two tasks, viewpoint recognition and face identification are not hierarchically related to each other, and it is possible that they share a common processing mechanism. We principally followed Grill-Spector and Kanwisher's experimental paradigm, and measured behavioural performance on three face recognition tasks: (1) face detection, (2) viewpoint recognition within the same face identity, and (3) face identification within the same view. We used synthetic faces as our stimuli (Wilson, Loffler, & Wilkinson, 2002) , each of which was presented briefly at one of several exposure durations and then immediately masked. The processing time required for each recognition task was formalized as the 75%-correct threshold exposure duration in each two-alternative forced-choice (2AFC) task. We found significantly shorter processing times for face detection than for viewpoint recognition and face identification, and similar processing times for viewpoint recognition as for face identification. These results support the notion that the presence of a face is processed before its view and identity (Fig. 1d ).
Methods

Observers
Seven experienced observers participated in the experiment. All but one observer (CFO, one of the authors) were naïve to the purpose of the study. All observers had normal, or corrected-to-normal, visual acuity, and ranged in age from 20 to 29 years.
Apparatus
The stimuli were displayed on an iMac computer installed with MATLAB version 5.2, at a frame rate of 75 Hz, with a spatial resolution of 1024 Â 768 pixels and a grey scale of 8 bit/pixel. Observers viewed the screen binocularly at a distance of 1.31 m in a dimly lit observation room, such that the screen subtended 12.1°Â 9.16°, and each square pixel had a width of 43.3 00 . Prior to testing, the monitor was gamma corrected using a Minolta LS-100 photometer, and a custom written MATLAB script was used to generate look-up tables containing interpolated inverse-gamma values. The mean luminance after gamma correction was 46.0 cd/m 2 .
2.3. Stimuli 2.3.1. Synthetic faces Stimuli were synthetic faces , which retain the most salient geometric features of individual human faces, and provide a metric for face comparisons. Synthetic faces were derived from 37 measurements of geometric information, including head shape, hair line, and feature locations, contained in digital photographs of individual faces, while fine details, such as texture and colour of hair, or skin, were ignored. These measurements were used to generate stimuli by individuating a set of generic facial features, and the images were then bandpass filtered using a radially symmetric difference-of-Gaussians (DOG) filter with a peak frequency of 3.08 cpd and a bandwidth of 2.0 octaves at half amplitude. This peak frequency averaged 10.0 cycles per face width, which has been shown to be optimal for face discrimination (Gold, Bennett, & Sekuler, 1999; Näsänen, 1999) . These settings for synthetic faces were shown to capture major geometric information that individuates faces, even when a synthetic face is to be matched across views (Habak et al., 2008; Lee et al., 2006; . A synthetic face stimulus measured approximately 3.25°wide by 4.49°tall. For further details, see .
Two databases were used: the first one for the face detection and the viewpoint recognition tasks, and the second one for the face identification tasks. The first database consisted of three male and three female Caucasian synthetic faces in five different views: front, 20°left, 20°right, 20°up, and 20°down (Fig. 2) . Both side views were at 0°of up-down orientation, and both up and down views were at 0°of left-right orientation. Synthetic faces of front, 20°right, 20°up, and 20°down views were derived from digital photographs of individuals taken from the corresponding views, and the 20°left view was created as the mirror image of the 20°r ight view. The 20°side views were selected because categorical boundaries were suggested to lie near approximately ±10°side views (Lee et al., 2006) . Discrimination of face views in the leftright orientation was demonstrated to be independent of discrimination in the up-down orientation in a psychophysical study by Wilson, Daar, Mohsenzadeh, and Wilkinson (2008) , suggesting separate categorical representations for the two axes.
The second database contained 41 male and 40 female Caucasian synthetic faces in three different views in the left-right orientation: front, 20°left, and 20°right (Fig. 3) . In order to equalize the identity difference between the two comparison faces in each trial, synthetic faces in the original database were manipulated using the following procedure. To provide a metric for identity strength, synthetic faces were defined in a 37-dimensional face space centred on the mean face (Loffler, Yourganov, Wilkinson, & Wilson, 2005; Valentine, 1991; . The mean face was constructed by averaging the 37 measurements from the individual faces, separately for each sex and view. The 37-dimensional face vector representing the mean face of the corresponding sex and view was subtracted from the 37-dimensional vector representing an individual face, resulting in a difference vector A describing the amount of geometric variation from the mean face. The distance k of a synthetic face, relative to the mean face, was normalized using the Euclidean norm of the difference vector A. Accordingly, the distance provided a measure of identity strength of a synthetic face. Here it was expressed as a percentage of geometric variation normalized by the mean head radius. The equation to compute the distance k is:
To standardize synthetic faces to have the same identity strength, faces in the original database were each scaled to lie at a distance w of 20% from the mean face, by multiplying the difference vector A of the original face by a ratio of w/k. The difference vector A 0 of a 20% synthetic face is:
For each of these 20% faces, a 20% anti-face (Leopold, O'Toole, Vetter, & Blanz, 2001 ) was constructed by multiplying the difference vector A of the original face by Àw/k, such that the difference vector of the 20% anti-face was ÀA 0 . These operations generated a face/anti-face pair with equal identity strengths, but in opposite directions from the mean face. In geometric terms, a 20% face/ anti-face pair (see Figs. 3 and 4c) lied on the same identity axis with a distance of 40% apart. In a control experiment described in Section 2.4, 30% faces and 30% anti-faces ( Fig. 4c) were similarly constructed such that they had a larger identity difference of 60%.
As requested by an anonymous reviewer, we conducted a pilot experiment to investigate whether a change in perceived sex occurs when a face is morphed into its anti-face. If such change occurs, the anti-face of a female face would look masculine, and the anti-face of a male face would look feminine. Our data indicate that no perceived sex change occurs. For the 40 female faces in our database, 43.9% of 20% faces and 45.0% of 20% anti-faces were perceived as males. These results were not significantly different over three observers, t(2) = 0.21, p = .85 (two-tailed). For the 41 male faces in our database, 66.1% of 20% faces and 69.4% of 20% antifaces were perceived as males. These results were also not significantly different over the same three observers, t(2) = 0.44, p = .71 (two-tailed). We further examined whether morphing a face into its anti-face would systematically change the geometric features into those characteristic of the opposite sex. In face space, such change implies that an anti-face should have a shorter distance than the original face from the mean face of the opposite sex. We subsequently calculated the distances of 20% faces and 20% antifaces from the mean face of the opposite sex. For our 40 female faces, the 20% faces and 20% anti-faces have an average distance of 21.8% and 21.9% respectively from the male mean face. For our 41 male faces, the 20% faces and 20% anti-faces have an average distance of 21.7% and 22.0% respectively from the female mean face. These results show that faces and anti-faces are both farther away from the mean face of the opposite sex, indicating that morphing a face along the identity axis does not correspond to a systematic change in geometric features characterizing the sex of the face. 3 . Synthetic face stimuli for the identification task. For each of the three face views, a 20% face and its 20% anti-face were compared in the experiment, such that the identity difference was always 40%. The face/anti-face pairs were generated from the synthetic faces of the same individual, using a face morphing algorithm (see Section 2.3.1). In a separate control experiment, 30% faces and their 30% antifaces were also used (see Fig. 4c ).
In all experiments, the Michelson contrast of the synthetic face stimuli was decreased to 6% (Fig. 4d) to avoid a possible ceiling effect of detection performance. Pilot testing confirmed that the stimuli reached 75%-correct detection performance at 6% contrast when they were flashed for 27 ms and then immediately masked.
Non-face stimuli
For the face detection task, non-face stimuli were used to discriminate against synthetic faces, so that the time required to detect a face could be estimated. Fig. 4a shows the three types of non-faces used: (1) scrambled synthetic faces, (2) bandpass-filtered circles, and (3) bandpass-filtered radial frequency RF2 patterns resembling oval head shapes. The use of three different types of non-faces was to ensure the detectability of the faces independent of a particular choice of the non-face comparison. The constructions of these non-face stimuli are described as follows.
2.3.2.1. Scrambled faces. Scrambled faces were generated by segmenting each synthetic face image (512 Â 512 pixels) into 64 squares each with a size of 64 Â 64 pixels, and each square was rotated, with equal probabilities, by one of the following angles: 90°, 180°, 270°. An example of the scrambled face is shown in Fig. 4a . The size of the squares was chosen such that most information necessary for face perception (e.g., head outline, facial features) was destroyed, while lower-level information such as the spatialfrequency composition was retained.
In the experiment, the contrast of scrambled faces alone was reduced to 12% (Fig. 4d) . As determined by pilot testing, this level of contrast was used such that the stimuli reached 75%-correct detection performance when they were flashed for 27 ms and then immediately masked (the same procedure as for synthetic faces). The higher contrast threshold we observed for scrambled faces (12%) than for synthetic faces (6%) was consistent with the findings that closed contours are easier to detect than open contours (Elder & Zucker, 1993; Kovács & Julesz, 1993; Pettet, McKee, & Grzywacz, 1998) .
Bandpass-filtered circles.
Motivated by the possibility that scrambled faces were too distinguishable from synthetic faces, a second experiment was added using bandpass-filtered circles as the non-face stimuli in the face detection task. The use of circles had the advantage that they formed closed contours rather than Fig. 4 . The three experimental tasks: face detection, viewpoint recognition, and face identification. (a) The detection task was to report whether a face was presented. Three non-face stimuli were used in separate experiments: scrambled synthetic faces, bandpass-filtered circles, and bandpass-filtered radial frequency RF2 patterns that resemble oval head shapes. (b) The viewpoint recognition task was to report which of the two views was presented. The pair in a trial was from the same individual and differed only in face view. (c) The identification task was to report which of the two individuals was presented. The pair in a trial had the same face view. This task was repeated with 20% and 30% face/anti-face pairs in separate experiments. (d) Images presented in the experiments: a face presented at 6% contrast, a scrambled face presented at 12% contrast, and the wide field noise mask. Here the images are relative in size with one another.
broken contours in scrambled faces, while circles and synthetic faces were still fairly distinguishable in appearance. The circles (see Fig. 4a ) were bandpass filtered with the same peak spatial frequency and bandwidth as the faces using the DOG filter described in Section 2.3.1. Throughout the trials, the size of a circle was chosen randomly between 1.44°and 2.04°of radius to match the size range of the synthetic face stimuli. The circles were set at a contrast of 6%.
2.3.2.3. Bandpass-filtered radial frequency RF2 patterns. Another experiment using bandpass-filtered RF2 patterns was also added. The RF2 patterns were used because RF2 is the dominant radial frequency describing an average head shape , such that these patterns bear a closer resemblance to the synthetic face stimuli than circles (see Fig. 4a ). The radius R of an RF2 pattern, as a function of angle h in polar coordinates, was defined by:
where R 0 is mean radius (chosen randomly between 1.44°and 2.04°o f radius, as in bandpass-filtered circles, throughout the trials), A the amplitude (chosen as 0.18), x the radial frequency (which is 2), and / is the phase (chosen as p). The parameters in (3) were selected to describe the RF2 component of an average head shape . In appearance, these RF2 patterns resemble oval head shapes. The RF2 patterns were bandpass filtered with the same peak spatial frequency and bandwidth as the faces using the DOG filter described in Section 2.3.1. The RF2 patterns were set at a contrast of 6%.
Procedure
The complete set of experiments consisted of six tasks (Fig. 4a-c): (1) detection of faces against scrambled faces, (2) detection of faces against circles, (3) detection of faces against RF2s, (4) viewpoint recognition, (5) face identification using 20% face/anti-face pairs, and (6) face identification using 30% face/anti-face pairs. The use of 30% face/anti-face pairs in face identification was a control experiment to ensure that the identification performance is constant over a considerable range of identity difference.
To examine the times required for performing the six tasks, we employed the method of constant stimuli combined with a 2AFC discrimination paradigm for a detection task, and the method of constant stimuli combined with a 2AFC match-to-sample paradigm for viewpoint recognition and identification tasks. At the start of each experiment, observers were informed of the task. In case of a face detection task, observers were informed of the type of the non-face stimuli, whether scrambled faces, circles, or RF2 patterns, that would be used to discriminate against faces. Following central fixation for 667 ms on each trial, observers were presented with the target stimulus centrally on the screen for one of seven exposure durations: 13, 27, 40, 53, 67, 107, 133 ms. A wide field noise mask (Fig. 4d) immediately followed for the remainder of the trial, such that the total exposure duration of the stimulus and the noise mask was kept constant at 307 ms. The noise mask was bandpass filtered with the same peak spatial frequency and bandwidth as the faces using the DOG filter described in Section 2.3.1. The same noise mask was used throughout the course of the experiment.
For a detection task (Fig. 4a) , the entire screen returned to the mean luminance after the mask was presented, and observers were required to report by button press whether a face, or a non-face, was previously flashed. Faces were flashed in half of the trials, and non-faces the other half, in a randomized order. For the viewpoint recognition and the identification tasks, two comparison stimuli, at 100% contrast, were presented side by side on a mean luminance background at the offset of the mask, and observers were instructed to select the one identical to the previously presented target stimulus by pressing a key. One of the two comparison stimuli would always be identical to the target stimulus on every trial. For the viewpoint recognition task, two different views were presented as the comparison stimuli (Fig. 4b ). Observers were informed that the two choices were different views of the same individual, where the comparison choice was randomly drawn from four non-target views. For an identification task, the comparison stimuli were a 20% synthetic face and its 20% anti-face, or a 30% synthetic face and its 30% anti-face (Fig. 4c ). Observers were informed that the two choices were faces of the same view. After each response, the entire screen returned to the mean luminance, and observers initiated the next trial with a key press. No feedback was provided to observers concerning the correctness of their responses.
The six tasks were each split into at least six blocks, each of which consisted of at least 70 trials, such that an observer completed no less than 420 trials for each task. While the identification task using 30% face/anti-face pairs was performed afterwards as a control experiment, the blocks from all five other tasks were mixed and shown in a random order to prevent an order effect. Within each block, the faces were drawn from the database with equal probabilities of sex and face view. The order of presentation of the trials was also randomized. These procedures were designed to guard against any effects from a particular order, sex, or face view. Additionally, separate analyses on the results of individual blocks indicate that observers performed consistently throughout the course of the experiment. The whole experiment took approximately 2.5 h to complete. Data collection was split into several sessions spanning a few days.
Data analysis
For each task, the proportion of correct responses for each exposure duration was calculated, and a psychometric function was derived by fitting a Quick (1974) or Weibull (1951) function to the data using maximum likelihood estimation. The point of 75%-correct response on the curve was chosen as the threshold duration for performing the task. A standard deviation (SD) of the threshold duration was computed by a bootstrapping procedure. The threshold durations of the six tasks were compared using statistical tests described in Section 3. An alpha level of .05 was used for all statistical tests.
Results
To examine whether identity difference influences face identification performance, we first performed a control experiment using 30% face/anti-face pairs and compared the results with those from 20% face/anti-face pairs. Fig. 5a shows the psychometric functions for the two identification tasks for observer SL. The results for all observers are summarized as threshold durations in Fig. 5b . Observers LW and MBC performed only the task using 20% face/ anti-face pairs, while the other five observers performed both identification tasks. For these five observers, we used a paired-samples t-test to compare the threshold durations of the two identification tasks. While there was a trend that face identification was faster with 30% face/anti-face pairs, the difference in threshold durations was not significant, t(4) = 2.12, p = .10 (two-tailed). We therefore decided to group the results from the two identification tasks for the five observers in analyses that follow. For observers LW and MBC, we used the results from 20% face/anti-face pairs in later analyses. Indeed, our results did not differ significantly when data from these two observers were excluded. The identification results after grouping were plotted in Fig. 7 .
On seven observers, we used a one-way repeated measures AN-OVA to compare the threshold durations of the five tasks; namely, three face detection tasks against different non-face stimuli, the viewpoint recognition task, and the grouped identification task. We found a significant main effect of task, F(1, 6) = 13.48, p < .011. Post hoc LSD comparisons revealed that all threshold durations were significantly different from each other (p < .05 for each comparison), except for those between the viewpoint recognition and the identification tasks (p = .33). The statistical results lead to several implications. First, we showed that the type of non-face stimulus affects face detection performance. Fig. 6a shows the psychometric functions for the three detection tasks pooled over observers. Individual detection data are summarized as threshold durations in Fig. 6b . While the threshold duration increased as the non-face stimuli bore a closer resemblance to synthetic faces, more importantly, all detection results were significantly faster than those for viewpoint recognition and identification (p < .05 for each comparison). The results for these three types of non-face stimuli were hence grouped to reflect an average face detection performance, and to facilitate comparisons with results for viewpoint recognition and identification. The detection results after grouping are shown in Fig. 7 . Fig. 7a shows the psychometric functions for the grouped detection, viewpoint recognition, and grouped identification tasks pooled over observers, and Fig. 7b shows the individual results summarized in the form of threshold durations. After grouping results from the three non-face stimuli, the average detection threshold duration was 32.1 ± 1.6 ms. The average threshold duration for viewpoint recognition was 56.3 ± 3.0 ms. After grouping results from 20% and 30% face/anti-face pairs, the average threshold duration for identification was 62.7 ± 3.5 ms. In comparisons, the threshold durations for the viewpoint recognition and the identification tasks were longer than the detection threshold durations by an average of 24 ms and 31 ms, respectively. The differences imply that processing viewpoint and identity information requires almost twice as long as to detect faces. While the average threshold duration for identification was longer than that for viewpoint recognition by 6.4 ms, the difference was not significant (p = .33) as found in the LSD comparisons. The comparable threshold durations indicate a similar behavioural performance for the two tasks.
Discussion
The purpose of our study was to investigate whether face recognition follows a serial processing sequence of face detection, viewpoint recognition, and face identification. Our results show that viewpoint recognition and face identification require longer processing times than face detection by 24 and 31 ms respectively. Interestingly, viewpoint recognition takes almost as long as face identification. The relationships between the three tasks are illustrated in Fig. 1d . These results have several implications. First, the temporal dissociation between face detection and viewpoint 5 . Results for the two identification paradigms, using 20% and 30% face/antiface pairs (see Fig. 4c ). (a) The plot shows psychometric functions for the data from observer SL. The fitted curve for each paradigm is the Weibull function that gives the maximum-likelihood fit to the data. (b) The plot shows threshold durations for all observers. Observers LW and MBC did not perform the identification paradigm with 30% face/anti-face pairs. The threshold is defined as the exposure duration that yields 75%-correct performance from the psychometric function. The error bar denotes +1 bootstrapped SD. Fig. 6 . Results for the three detection paradigms: detection of faces against scrambled faces, circles, and RF2 patterns (see Fig. 4a ). (a) The plot shows psychometric functions for the data pooled across observers. The fitted curve for each paradigm is the Weibull function that gives the maximum-likelihood fit to the pooled data. The error bar denotes ±1 SEM. (b) The plot shows threshold durations for all observers. The results from the pooled data as in (a) are shown as the means. The threshold is defined as the exposure duration that yields 75%-correct performance from the psychometric function. The error bar denotes +1 bootstrapped SD.
recognition indicates that these two processes are mediated by different mechanisms: a faster mechanism for rapid face detection, and a slower mechanism for differentiating face views. The temporal dissociation between face detection and identification points to a similar implication. Second, the small difference in performance between viewpoint recognition and face identification implies that these two putative stages may have overlaps in processing, rather than one stage hierarchically above the other.
Our finding that viewpoint recognition and identification require almost twice (24 and 31 ms, respectively) as long to process as face detection is in fact consistent with studies (Bowers & Jones, 2008; Mack, Gauthier, Sadr, & Palmeri, 2008) showing a longer processing time for object categorization than object detection, when the comparison stimuli in the categorization task were manipulated. The logic is that if detection and categorization are tightly associated, as Grill-Spector and Kanwisher (2005) proposed, the temporal coupling between these two tasks should be largely invariant to stimulus manipulations. However, it was suggested that the temporal coupling could be dissociated. Bowers and Jones found that response times increased when the comparison category became more difficult. For example, the categorization task became more difficult when dogs were contrasted with cats, than when dogs were contrasted with buses. This observation agrees with our results showing that more time is required to discriminate a face from a circle or an RF2 pattern than from a scrambled face (Fig. 6) . Mack et al. argued that inverting or degrading the stimuli also made the categorization task more difficult. Similarly, we demonstrated that face view and identity were comparison categories difficult to distinguish, such that temporal coupling between face detection and viewpoint recognition, or between face detection and identification, was not observed. Following the logic that tightly associated mechanisms require similar processing times, our results support the notion of a separate mechanism for face detection as opposed to viewpoint recognition and face identification in face recognition.
The idea that a different mechanism is responsible for face detection as opposed to viewpoint recognition and identification has important implications for how faces are processed. We proposed that face detection is achieved by a faster mechanism, while face views and identities are processed by slower mechanisms (Fig. 1d) . To swiftly detect a face, the low spatial frequency information in faces could be rapidly projected through the dorsal stream from early visual areas to higher cortical areas, potentially the orbitofrontal cortex (OFC; Bar, 2003; Bar et al., 2006) , which gives an initial interpretation of the input information. These interpretations are then projected back to face processing areas, such as IT and the FFA, to modulate and integrate with the bottom-up processes. As this fast top-down mechanism passes low spatial frequency information only, more detailed information such as the viewpoint and identity of faces may be filtered out, and the face processing areas can only retrieve this detailed information later from the slower bottom-up processes. Analysis of the visual response latencies of different visual areas also supports the topdown feedback mechanisms from higher cortical areas (Lamme & Roelfsema, 2000) . As demonstrated in Bar et al.'s (2006) magnetoencephalography (MEG) experiments on object recognition, the fusiform areas (which include the FFA) are activated at least 50 ms after OFC activations. This 50 ms delay may reflect the time course necessary for neural modulations originating in higher cortical regions to reach the face-selective areas. Indeed, dynamic changes in tuning have been observed in monkey face-selective IT neurons that can be explained by the temporal delay associated with the feedback mechanisms (Sugase, Yamane, Ueno, & Kawano, 1999; Tamura & Tanaka, 2001) . Specifically, Sugase et al. observed that the IT neurons are initially responsive only to the presence of faces, but after an average of 51 ms they also represent finer details of faces that are important diagnostics of face view and identity. This 51 ms delay are consistent with the 50 ms delay reported by Bar et al. (2006) and our data that face identification is 31 ms slower than face detection. We further showed that viewpoint recognition is processed with a slightly smaller temporal delay of 24 ms after face detection.
Another potential explanation for faster face detection than face view or identity discrimination is derived from the model proposed by Perrett, Oram, and Ashbridge (1998) . This model suggested that the time required to perform a task depends on the amount of evidence, in the form of neuronal activity, accumulated to exceed a threshold. The rate of accumulation of activities from neurons determines the speed of performing a task. In the context of our experiment, accumulation rate is faster to detect a face than to recognize a face view or identity, such that the threshold for face detection happens earlier. This model allows the mechanisms for face detection, viewpoint recognition, and face identification to be driven in parallel by a common population of cells tuned to a number of face views and identities, in addition to being tuned for detecting faces. Nevertheless, the model relies on the assumption that the hypothetical population of neurons concerned has multiple thresholds for the three face recognition tasks. It is dubious whether such a population of neurons exists, especially as distinct face-selective areas have been shown to respond differently to face detection, face views and identities (Andrews & Ewbank, 2004; Grill-Spector, Knouf, & Kanwisher, 2004; Kriegeskorte, Formisano, Sorger, & Goebel, 2007; Liu, Harris, & Kanwisher, 2002; Nestor, Vettel, & Tarr, 2008; Perrett, Hietanen, Oram, & Benson, 1992) . The neural dissociations suggest that face recognition involves massive coordination efforts between distinct face-sensitive areas with potentially different latencies in processing face attributes. The notion of a separate detection mechanism feeding outputs for viewpoint and identity discrimination is therefore a more plausible explanation.
A common mechanism to perform the three face recognition tasks could depend on a general distance measure that quantifies the difference between the two-alternative stimuli in a task. For example, face detection could be faster than face identification because a face might be more different from its scrambled face than it might be from its anti-face. To consider this possibility, we compared the information contained in the two-alternative stimuli we used in the face detection task and in the face identification task. Specifically, cross-correlations were performed at the stimulus pixel level between a face and its scrambled face, and between a 20% face and its 20% anti-face, using the images in our databases (Fig. 4) . As a high correlation implies a small difference between the two-alternative stimuli, we wondered whether the correlation between a face and its anti-face would be higher than the correlation between a face and its scrambled face. Our computations indicate that the two sets of correlations were both close to zero. The correlation coefficient between a face and its scrambled face averaged 0.007 ± 0.046, and the correlation coefficient between a 20% face and its 20% anti-face averaged 0.036 ± 0.101. Should a general distance measure be used, the approximately zero correlations in the two comparisons would entail no difference in times required to perform the face detection task and the face identification task. Certainly, an ideal observer would perform both tasks equally effectively. We therefore suggest that the measured difference in processing times between tasks reflects face analysis strategies in the brain rather than stimulus similarity.
Another intriguing finding in our study is the similar performance of viewpoint recognition and face identification. A possible explanation is that these two processes are linked in face recognition. Perrett et al. (1992) observed that most of the face-selective cells in macaque that are sensitive to identity are also view specific. The existence of cells sensitive to both view and identity has also found support in recent face adaptation studies. In particular, Jeffery et al. (2006 Jeffery et al. ( , 2007 have shown that the representations of face shape underlying identity are view specific. similarly found a strong but incomplete transfer of face viewpoint aftereffect from adaptation to faces of different identities. The joint neural coding of face view and identity implied by these studies allows the extractions of the two face attributes to be completed in similar times. Despite possible overlapping mechanisms, an appreciable degree of neural dissociation may exist between viewpoint and identity processing. The extractions of face view and identity may not necessarily be contingent on each other. For example, Perrett et al. (1992) noted that few view-sensitive cells are responsive to identity. Recent neuroimaging studies have also revealed that only the FFA is sensitive to both viewpoint and identity changes, although both the FFA and the STS show view selectivity (Andrews & Ewbank, 2004; Grill-Spector et al., 2004) . The neural dissociation was used to explain the incomplete transfer of viewpoint aftereffect found by . While a temporal dissociation between viewpoint recognition and identification was not observed in our study, the neural dissociation has consequences on how view-sensitive and identity-sensitive neurons in different brain areas are coordinated temporally with each other to achieve temporal coupling of the two tasks. For instance, neurons in STS have to relay viewpoint information to the FFA fast enough such that viewpoint recognition and identification occurs at the same times, if we postulate that extraction of face view is a coordinated effort of STS and the FFA, and extraction of face identity is processed in the FFA alone. It remains to be investigated about the temporal associations of different face-selective areas in the processing of face view and identity.
Our results do not agree with studies (Jacques & Rossion, 2006; Tanaka, 2001) suggesting that identification of faces could be as fast as face detection. These studies support the hypothesis that detection and identification of faces share common neural mechanisms, as brain areas such as the FFA and the OFA are sensitive to both tasks (Gauthier et al., 2000; Grill-Spector et al., 2004; Pourtois et al., 2005; Rotshtein, Henson, Treves, Driver, & Dolan, 2005) . However, more recent neuroimaging studies suggest that face detection and face identification are more neurally dissociable. For example, the anterior inferotemporal cortex (aIT) has been shown to be more sensitive to face identification than face detection, and the FFA is more sensitive to detection than identification (Kriegeskorte et al., 2007; Nestor et al., 2008) . Nestor et al. additionally demonstrated that behavioural performance for face identification was consistently worse than for face detection regardless of the information carried in the face fragments used in their experiments. While Jacques and Rossion argued that an event-related potential (ERP) associated with both face detection and identification occurred 170 ms after stimulus onset (the ''N170"), Liu et al. (2002) found an earlier latency of 100 ms (the ''M100") associated only with face detection in their MEG study, while the M170 component (analogous to N170 in ERP studies) was correlated with both detection and identification. The temporal decoupling of face detection and identification is consistent with our behavioural data. While Liu et al. cautioned against the feedback-mechanisms explanation on fast face detection alluding to constraints from inter-neuronal processing speed, fast feedback loops may be possible through initial rapid dorsal projections (Bar, 2003; Bar et al., 2006) . Nevertheless, it has to be noted that the M100 component was observed in the occipitotemporal cortex, which is anatomically distant from the higher cortical regions thought to initiate the feedback projections. Further experiments can test the feedback-mechanisms hypothesis we proposed by studying the relationships between higher and lower cortical activations in the role of face recognition.
