Abstract-Network data models are frequently used as a mechanism to describe the connectivity between spatial features in many existing and emerging GIS applications (locationbased services, transportation design, navigational systems, etc.). Connectivity information is required for solving a wide range of location-based queries like finding the shortest path, service areas discovery, allocation, and distance matrix computation. Nevertheless, real-life networks are dynamic in nature since spatial features can be periodically modified. Such updates may change the connectivity relations with the other features and connectivity must be reestablished. Existing approaches are not suitable for a dynamic environment, since whenever a feature change occurs, the whole network connectivity has to be reconstructed from scratch. In this paper, we propose an efficient algorithm that incrementally maintains connectivity within a dynamic network. Our solution is based on the existing functionality (tables, joins, sorting algorithms) provided by a standard relational DBMS and has been implemented and tested and will be shipped with an upcoming release of the ESRI ArcGIS product.
I. INTRODUCTION
Network data models were proposed long ago as an efficient way to represent connectivity information among spatial features in geographic information systems [1] [2] [3] [4] . Connectivity information for such features is explicitly represented by network elements that are found in an associated logical network (connectivity graph). Many of the proposed designs have also been implemented in existing operational systems, like ARC/INFO [5] and TransCAD [6] , where the network model is persisted inside a centralized database server. Using the connectivity information, these systems can then be utilized to solve a wide range of problems typical for transportation networks, like finding the shortest path between points of interest, origin/destination matrix computation, and determining optimal resource allocation.
To provide more accurate results and better service to end users, a network model has to meet an ever-growing set of sophisticated (functional and system) requirements needed for real-world transportation system modeling. Some primary functional requirements for a robust network data model are (i) ability to model multimodal transportation networks [7] . A multimodal transportation network includes more than one mode of transportation (like freeways and railroads). In such transportation systems, users can change their transportation mode (drive a car to the train station and then take a train), but such changes can occur only in a set of connectivity points shared by both transportation modes; (ii) ability to model different hierarchical levels. The level hierarchy occurs naturally in transportation systems: consider, for example, the road network where freeways are typically associated with the highest hierarchy level, followed by highways and then city streets; (iii) ability to model simple two-part turns and more complex multipart maneuvers [8] . The presence of such turns in the network can have a great impact on the movement inside the network [9] ; and (iv) ability to capture a large set of reallife constraints [10] . For example, restrictions like one-way streets and weight/height limitations have to be reflected in the network model. This implies an ability to support multiple attributes associated with the elements inside it.
In addition to these functional requirements, a network data model also has to meet a set of standard system requirements for performance, multiuser support, interoperability, and scalability. To satisfy the system requirements, the network model has to be persisted inside a commercial relational database (using only the standard DBMS tools and operators).
Nevertheless, a common weakness in previously proposed network model designs is that they do not consider dynamic modifications in the network. Such modifications occur often in real-life scenarios where spatial features can be frequently modified (i.e., features are updated, deleted, or inserted). Even a single feature update can change the connectivity relations among other features and connectivity must be reestablished. To address this problem, all existing approaches reestablish the connectivity of the whole network from scratch. While the correct result is finally produced, this process is very time consuming (networks are typically very large, e.g., 50 million linear features in a continental-wide transportation network) and can be prohibitive for many applications (for example, networks supporting on line navigation queries or location-based services). A new and effective mechanism to maintain the correctness of the network model in a dynamic environment is thus needed.
In this paper, we present an incremental algorithm for maintaining the correctness of the connectivity information inside a transportation network in the presence of modifications. This algorithm has been implemented for ESRI's ArcGIS geographic information system. We introduce the notion of a dirty area inside a network data model, which tracks feature edits. This concept has been used previously in topologies [11] . A dirty area is a region inside the network spatial extent where the network features have been modified but the correctness of their connectivity information has not been verified. The network data model is assumed correct only when it is free of dirty areas.
A dirty area inside the network is incrementally reduced by a process called rebuilding. The rebuilding may happen over the entire dirty area in the network, or it may affect only portions of it. The end user specifies which portions of the dirty area should be cleaned, and the rebuild process analyzes and reestablishes the connectivity information there. Allowing users the ability to rebuild only portions of the dirty area is a practical requirement in scenarios involving very large seamless networks. The user may clean only those portions of the network extent that are of interest to a given application or query, thus avoiding the costly total rebuild.
Effectively, dirty areas can be viewed as a mechanism to support transaction functionality over complex network data (graphs, etc.). The database starts with a consistent state (i.e., without any dirty areas), then the updates are applied, the dirty areas are cleaned, and eventually the database returns to a consistent state when all dirty areas are cleaned (the "end" of the transaction).
The rest of the paper is organized as follows: Section II provides a brief description of the network model including logical structure and physical design. Section 3 discusses the physical implementation. Section 4 provides an in-depth description of our rebuilding algorithm. Section 5 discusses experiences with the actual implementation of our solution, while section 6 concludes the paper.
II. NETWORK MODEL BASICS
We proceed with a brief description of the network model introduced in [2] . The term feature in this model is used as a graphic representation of a real-world object. Line features are used to represent objects with line geometry, for example, freeways and railways. Point features are used when the location of an object is important (but not the object's exact shape) for example, street intersections or railway stations. A network model is a graph used for storing connectivity information about spatial features with line or point geometry. Lines are represented as edges, while points are noted as junctions. Edges and junctions do not have shape attributes and are used to represent connectivity information. They are also termed network elements.
While a spatial feature can be represented with multiple network elements (for example, a line can be segmented into multiple edges in the graph), a network element has at most one spatial feature associated with it with the appropriate geometry type. In particular, an edge element is associated with exactly one line feature, while a junction element is associated with, at most, one point feature. Relations between network elements represent connections between their corresponding features. For example, consider two line features intersecting at a given point. In the network model, this will be represented as one junction (associated to the intersection) connected with four edges (each edge associated with a line segment).
A network element is also described by a set of numerical or boolean values called network attributes. These attributes are used to store properties of interest from the real-world object whose representation in the system is the feature associated with this network element. For example, consider an edge associated with a street segment; this edge may have as attributes the length of the street segment or the travel time across this segment. Network attributes typically provide the means for optimization (shortest path, minimal travel time, etc.) during the analysis of the network model. They are stored along with the network elements to minimize the number of tables that have to be accessed and thus achieve better performance.
Because of their very large data size (e.g., tens of millions of features), network models are usually located in a centralized server, persisted either in an RDBMS or in a file system. The process of analysis is done on the client side of the architecture by components called network solvers. Solvers implement a wide range of graph algorithms (finding shortest paths, etc.) [12] [13] [14] and obtain data from the server utilizing specialized access methods (e.g, forward star cursor) [15] [16] [17] .
Turns: In addition to the edge and junction elements, a network must also represent real-life movement constraints. This is performed by special network elements called turns. A turn is anchored to a specific junction (the junction where the turn starts) and controls the movement between two edges (edge-In, edge-Out) connected to this junction. The presence of turns can have great impact on the movement inside the network (and the analysis process), so the ability to model this aspect is critical [9] . There are two distinctive approaches used to represent turns. The first approach embeds the turn restriction into the connectivity graph through a process of graph modifications (see figure 1) . Using an operation termed node expansion [18] the associated junction f is replaced by a clique (fully connected graph) and every possible turn for this junction is explicitly represented by a directed edge in the clique (i.e., new network elements are added instead of the original junction). There are two disadvantages with this approach: (i) it introduces new network elements and thus utilizes more space, and, (ii) existing graph searching algorithms need to be modified to take into consideration the new elements and their constraints. In the proposed system, turns are explicitly maintained in a relation (the turn table) that stores the turn's anchored junction, the edges associated with it, and a user-specified penalty (the cost associated with traveling on this turn). This approach is chosen because it can figure 3 ).
It should be noted that in this design the network entities do not contain any geometric attributes. These type of network models are referred in the literature as a logical networks. If geometry information is persisted inside the network entities the network model is termed as a spatial network.
This approach, however, has some disadvantages from a performance point of view. The major one is revealed during the process of network traversing when the solver algorithms move inside the graph from one junction to another following the connecting edges. Every time a junction j, is explored, we need to discover the set of edges associated with that junction. This is done by issuing a separate SQL query in the edge table to check whether ji appears in the "from" or "to" attributes. This is time consuming, given that the solver algorithms typically examine many junctions.
Instead we use a different implementation for the junction and turn tables. We represent the connectivity information as a set of adjacency pairs of the form (edgeld, junctionld), stored inside the junction table (see figure 4) . For 
IV. CONNECTIVITY MAINTENANCE
We view the maintenance of the network connectivity as a two-phase process: (i) the initial establishment of connectivity where the connectivity graph is derived from the features participating in the network through a process called geometric analysis (as described in [2] ), and (ii) its incremental rebuilding where the connectivity information in the graph is kept persistent with the modifications that occur in the feature space. The rebuilding is done through a process of analysis in both the connectivity graph and feature space. During this process, the connectivity established in the previous iteration is reused as much as possible.
The applications that will benefit from the presence of the incremental connectivity maintenance functionality are the ones where the features involved in the network model are modified frequently. The network model, however, is expected to maintain the correctness of the connectivity information about the features despite these frequent modifications.
During this process, we also have to consider another important aspect of the connectivity model, which is the ability to represent multimodal networks. An example of a multimodal network appears in transportation systems where various transportation modes (roads, bus lines, etc.) are linked. To satisfy this requirement, we use connectivity groups [2] , where each connectivity group represents the set of features associated with a given mode of transportation. For example, in a transportation system with two modes (e.g., road network and railway system), there will be two connectivity groups of features. The connectivity is established locally for each group using either the endpoint or the midspan connectivity model (see figure 6 ). To create connections between the two connectivity groups we allow point features to participate in more than one connectivity group. In our example, if a point feature (e.g., railway station) participates in both connectivity groups, it will connect them in its role as a junction element in the graph (figure 6).
A. Initial Establishment of Connectivity
The algorithm for initial establishment of connectivity takes as input all the features (i.e., all representations of real-world objects) in the system. The pseudo code is shown in algorithm 1 .
The first step in the algorithm is to extract information about the vertices of all features participating in the network (lines [1] [2] [3] [4] [5] [6] [7] 
B. The Incremental Approach
We proceed with the description of the incremental rebuilding algorithm and the infrastructure needed to support it (i.e., dirty areas). Finaly, we discuss how turn features are rebuilt (using the notion of dirty objects).
1) Dirty Areas: To track feature modifications, we employ the concept of dirty areas. A dirty area corresponds to the spatial region within the network where features have been modified and the connectivity model for them has not been reestablished. To simplify the computation of the dirty area, we define it as a union of the envelopes (i.e., the bounding box around the feature geometry) of the features that have been modified. All dirty areas are stored in a special table  called dirty area table. In the initial state, the network model has no features, the underlying network has no elements, and the dirty area is empty. When edits are made to the features or new features are loaded, the dirty area is modified (or a new dirty area is created in the case of a new feature) to encompass the extent of the feature envelope. Consider the example shown in figure  7 . The left side shows the initial state of the feature space and the network (below). The network correctly represents the connectivity information about the features in the feature space. The right side depicts the feature space and the network model after a modification (a new feature f7 has been added).
However, this change has not been propagated to the network model, and as a result, the model becomes stale and does not describe the connectivity in the feature space correctly (the new line feature f7 has not been reflected in the model). To keep track of the modifications that occur in the feature space and are not propagated to the network model, a dirty area is created around feature f7 covering the whole feature.
A dirty area (shown as shaded region) is reduced by the process of rebuilding. The rebuilding may occur over a set of dirty areas ( figure 8, scenario 1 2) The Rebuild Algorithm: For simplicity, we first describe the rebuilding algorithm (algorithm 2) when there are no line features that intersect both the rebuild region and the gray region. The extension of the algorithm to handle partial line features is discussed later in this section.
As with the initial connectivity establishment algorithm, the incremental rebuild constructs a vertex information table and uses it to create the junction and edge elements inside the network model. We can view the network model as containing historical connectivity information for the points and lines intersecting the rebuilding region established before the modifications in the feature space. The goal of the rebuild algorithm is to replace that historical information with the current connectivity data.
The input to the algorithm is the set of line features that intersect the rebuilding region. This can be provided by a simple spatial query in the feature space. To illustrate the algorithm, we use the example shown in figure 7 . For simplicity, we assume that the rebuild region is identical to the dirty area shown with gray in figure 7 . The features that intersect with the rebuild region are line features f2, f3, f5, f7, and point feature f6. The first step of the algorithm (lines Step 2 Analysis of the features and the network elements. obsolete. It might happen, though, that we have to update the junction properties like the x and y coordinates. If a junction is saved for later reuse, the connectivity information for it is stored in the saved junction table.
In our example, we have edges e2, e3, and e5 associated with line features f2, f3, and f5, which intersect the rebuild region. Those edge elements are removed from the network. The junctions connected to those edges (j2, J3, j4, and j5) are analyzed to determine if they satisfy one of the saving conditions. Junctions j2 and j4 are outside the rebuild region and thus satisfy the first saving condition and will be used later for resnatching. Junction j3 has a point feature associated with it and therefore satisfies the second saving condition. Junction j5 does not satisfy any of the saving conditions and is thus deleted. The connectivity information stored for the saved junctions is shown in table IV.
The third step in the rebuild algorithm (lines 20-28) involves creation of the new junction elements inside the rebuild area. For each connectivity node computed in the first step, there should be a junction element in the network. Care should be taken as some of the processed point features participating in a connectivity node (more specifically those that were present in the previous iteration) may already have an associated junction element. Instead of creating new junctions, we reuse the saved junction elements. The connectivity information for the newly created junctions is added to the connectivity information for the saved junctions in the junction table. In our example, connectivity nodes 1 and 3 do not include any point feature, so we have to create new junction elements j6 and j7 for them. Connectivity node 2, however, includes a point feature f6 that has an associated junction j3, and there is no need to create a new one.
The last step (lines 29-34) is the re-creation of the edge elements in the rebuild region. For this purpose, we use the information for the newly created junctions inside the rebuild region and the saved junctions from step 2 in the saved junction table (those are the junctions used for resnatching with the rest of the network). The information in this table is sorted using the feature ID as a primary key so that junctions that belong to the same feature are grouped together (see table V In this section, we discuss our experience with implementing and testing the algorithms responsible for maintaining connectivity inside a multimodal dynamic network. The proposed system has been implemented and will be shipped with future release of the ESRI ArcGIS product.
We first present a performance evaluation of both the initial build and the incremental rebuild algorithms for establishing several different-sized networks; the results are shown in table VI. Here the initial algorithm is used to build a network with the specified size, while the incremental rebuild algorithm is used to establish the connectivity for the same dataset by artificially creating a dirty area that covers the whole feature space. Hence, this experiment serves as a worst case scenario for the incremental rebuild algorithm (in practice, dirty areas are expected to be a small percentage of the whole space).
Clearly, the initial build algorithm is much faster (about 10 times) than the incremental build algorithm for building the whole network. However, having the incremental rebuild functionality is extremely useful in a great number of practical scenarios. This is due to the fact that the amortized cost of maintaining an incrementally rebuildable network in practice is far less than an ordinary network that must be periodically rebuilt from scratch. Typically the user modifications are clustered in the spatial domain. They also involve relatively small numbers of features.
VI. CONCLUSION
Using existing functionality provided by a relational DBMS (tables, joins, etc.) we presented algorithms and appropriate infrastructure (dirty areas, dirty objects, and management policies for them) needed to incrementally maintain connectivity of a dynamic multimodal network. This is required by applications that frequently edit their network data. The proposed solution provides for fast maintenance, while existing approaches need to rebuild connectivity from scratch. We are currently extending our work to support a versioning mechanism for network datasets.
As future work we plan to extend our network model maintenance algorithms within a distributed database environment; moreover, we will examine how to incorporate features without geometry (so-called aspatial features) into the model. ' el e2 j3 
