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1. Introduction 
Let us consider the second-kind Volterra integral equation: 
y(t) =&> + j’K(t, s, Y(S)) ds, t E [to, 7’1, 
to 
0.1) 
where K( t, S, y) and g(t) are continuous respectively for t E [t,, T] and (t, s) E { t, G s < t < 
Tl* 
Let 17,={to<tl~ ... < t, = T} be a partition of the integration range [to, T] with 
ti+l = tj + h and let 
0 < Cl ( c2 . . . < c, = 1 
be m fixed parameters. 
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The m stages implicit Runge-Kutta de Hoog and Weiss methods (hereafter referred to as 
VRKHW) were first introduced in 1975 [6] for the integral equation (1.1) and have the following 
form: 
i-l M 
Kj=8(tij) +h c c bkK(tij, tvk, x/o 
v=o k=l 
ttj, ti + c,c,h, 2 L,(cjc&, j=l,...,m, 
k=l \ 
Yi+l = Km, 
where tij=ti+cjh, j=l,...,m; 
I=1 
k = l,..., m; 0.3) 
j#k 
These methods require the evaluation of the kernel K only in the region {to<s<t<T} and 
therefore they are particularly useful when the kernel behaves badly outside this region. The 
0 4 
order of convergence and the stability properties with respect to the basic test equation in 
dependence on the parameters c, are studied in [6] and in particular it has been proved that the 
stability function of the method (1.2) applied to the basic test equation is the same of the 
correspondent implicit ODE Runge-Kutta method characterized by the Butcher array: 
c A 
+ b’ 
(1.5) 
where 
a,k = 
J 
“Lk(~) ds, k,j=l,..., m, (1.6) 
0 
and b, is given by (1.4). 
Later on the VRKHW methods have been adapted in two different ways to the integrodif- 
ferential equations 
v’(t) =f ( t, y(t), j-‘K(t, s, y(s))ds , 
1 
tE [to, T], (1.7) 
to 
Y00) =yo, 
with f(t, y, z) and K(t, s, y) continuous respectively for t E [to, T] and (t, s) E {to < s < t < 
T}. First in 1980 [7], the method (hereafter referred to as DRKHW method of class 2 or 
DRKHW2) is applied to the following system of two integral equations arising from (1.7): 
z(t)=Jk( t, s, Y(S)) ds, (1 A’) 
fU 
Y(t) =Y, + /(f(s> Y(S)> z(s)) ds, (1.8”) 
f0 
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whereas the method in [3] (hereafter referred to as DRKHW method of class 1 or DRKHWl) is 
the generalization of (1.2) directly to (1.7). 
In this paper we analyze the stability properties of both classes of DRKHW methods with 
respect to the basic test equation: 
y’(t)=hy(t)+p(;(s) ds, X<O, ~~00, (1.9) 
YGO) 'Yo. 
For the methods of class 2, we show that, applied to (1.9) they are equivalent to an implicit 
extended Pouzet Runge-Kutta method and therefore the known stability results hold [2,4,8]. 
So far as the methods of class 1 are concerned, they are included in a class of Runge-Kutta 
methods, for which it has been proved in [8] that their stability regions are the same of an 
associated Runge-Kutta-Nystrom method applied to the test equation 
y” = Xy’ + py. (1 .lO) 
However, there are no results for the implicit Runge-Kutta-Nystrom methods associated to the 
DRKHWl methods. 
Using an approach similar to [5], we prove, that if the parameters ci are symmetric in [0, l] 
and the interpolatory quadrature formula with nodes cl, i = 1,. . . , m, has degree of precision 
2 m, the DRKHWl methods cannot be A,-stable (we recall that a method is said to be A,-stable 
if its stability region contains the region {(h, p) : X < 0, p G 0)). 
We prove that the stability regions of the above methods are unbounded along the direction of 
the horizontal axis, whereas they are bounded along the vertical axis. Moreover, when m is odd 
and c, are the zeros of the ultraspherical polynomial C?‘(x), we give a lower bound, depending 
on (Y and m, for the size of the boundary of the stability region along the vertical axis. 
Of course these results are valid also for the associated Runge-Kutta-Nystrom methods. As 
regards VRKHW methods, in this paper we analyze the stability of the methods with respect to 
the linear convolution equation: 
(1.11) 
and we prove that a subclass of VRKHW methods applied to (1.11) is equivalent to the exact 
collocation method. Thus all the results we gave in [5] for the exact collocation methods hold. 
These results furnish a characterization of the stability regions similar to that derived for the 
DRKHWl methods. 
Finally, we report some numerical results illustrating the stability analysis. 
2. Stability analysis for the integrodifferential equation 
2.1. DRKHW methods of class 2 
Let us consider first the DRKHW2 methods, that have the form [7]: 
i-1 m 
v=o k=l k=l 
(2.1) 
332 
i-l m 
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Z;j=h c c b,K(t;j, tpk, r,,) 
v=o k=l 
+hc, f b,K tij, ti+ c,c,h, 5 L,(c,c,)q, , 
i i 
(2.1’) 
k=l i-=1 
where b,, ajk are defined in (1.4), (1.6). 
We recall that, since in (1.8”) f(s, v(s), z(s)) d oes not depend on t, the evaluation of j at 
points s > t does not cause any troubles and we observe explicitly that it is not required that 
c, = 1. In fact, if c, = 1: 
Yi+l = y:,, 
whereas, if c, -C 1: 
i m 
Y,+l =Yo +h c c akf(tvkr qk, zvk)* (2.1”) 
v=O k=l 
The following theorem holds. 
Theorem 2.1. The DRKH W2 method applied to the basic test equation (1.9) is equivalent to the 
extended Poutet Runge-Kutta method whose Butcher array is given in (1.5), (1.6) applied to the 
system of Volterra integral equations arising from (1.9). 
Proof. It follows easily writing the expression of the two methods and observing that: 
cj g akL,(cjck) = aj,. 0 
k=l 
Therefore all the stability results known for the Pouzet Runge-Kutta methods hold [2,8], [4, p. 
489 ff.]; in particular, we wish to stress the following remark. 
Remark 2.2. If the ODE Runge-Kutta method (1.6) is A-stable, the associated DRKHW2 is 
A,-stable. 
2.2. DRKHW methods of class 1 
The DRKHWl for the equation (1.7) has the form [3]: 
yj=f tij> y;+h f ajkY,L, 
k=l 
i-l II) / m \ 
tsj, ‘vkt Yv •t h C ak,?; 
v=O k=l I=1 J 
+h 5 cjbkK t,j, ti+ cjckh, yi+ h E wk[jK; 
! 
, j=l >..*, m, 
k=l I=1 
(2.4 
(2.3) Y~+I ‘Yi +h 1 b/c% 
k=l 
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where aij, b, are given in (1.6), (1.4) and 
s c, CA W k/j = L,(t) dt. 0 
In order to analyze the stability properties of DRKHWl methods let us first state the following 
definitions. 
Definition 2.3. A Volterra integrodifferential equation is called of class E, if it is linear and, for 
every t, K( t, s) is a polynomial in s of degree at most r. 
Definition 2.4. An m-stages DRKHWl method is called of class (2, if the interpolatory 
quadrature formula based on its parameters cl, i = I,. . . , m, has degree of precision greater than 
or equal to m - 1 + r. 
Now, we can prove the following theorem. 
Theorem 2.5. A DRKHWl method of class Q, is, on an integrodifferential equation of class E,_ ,, 
equivalent to the exact collocation method whose collocation parameters are ci, i = 1,. . . , m. 
Proof. The m-degree polynomial such 
r&,+1) =Y”+l, u’( tvj) = 
can be written in the following form: 
M 2 
that: 
Yv;., v=O ,..., n-l, j=l,..., m, 
u,(t,+sh)=y,+h c j-&(e) dey:,. 
k=l 0 
Under the above hypothesis: 
h E bkK(tijT fvk, 
k=l 
u,<t,,>) = l;‘+‘K( tij, s, u,(s)) ds; 
h f cjb,K(tjj, t- 
k=l 
I + c,c,h, u,(t, + cjckh)j = l;“K(t,/, s, u;(s)) ds. 
The thesis follows observing that u,( ti + sh) satisfies every equation of class E,_,, r > 1, in the 
collocation points tzJ, j = 1,. . . , m. 
As the test equation (1.9) is of class E,, it follows that all the methods of class Q,, Y > 1, 
appiied to the test equation, are equivalent to the exact collocation methods. 0 
Remark 2.6. The DRKHWl methods whose parameters are the Gauss, the Lobatto or the Radau 
points and the methods with an odd number of stages and parameters symmetric in [0, l] belong 
to a suitable class Q,, r >, 1. 
Now we prove the following stability results for the DRKHWl methods of class Q,, using the 
same approach of [5] and therefore we report here only a sketch of the proofs. First of all we give 
the expression of the stability matrix. In order to utilize the following definitions also in the next 
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section on the integral equations, let us introduce a parameter 8 which is identically equal to 1 in 
this section, and 0 in the next section. 
Let us put: 
,,I 
(2.4) 
qt, x) = c [(l + k)V’k-B)(t) + tvk+l-@(t)]Xk; 
k=O 
m-1+6 
(2.5) 
@(r, x) = c v(k+‘-syr)Xk. (2.6) 
k=O 
Let z,, i = 1, 2, be the roots of the equation 
z2 - hXz - h2p = 0. 
At last, let M = (m,,), i = 1, 2, j = 1, 2, be the matrix whose elements are: 
l m11 = A(z, -z,) ([zJ(O. ii) -z2+ #zo. $)-.(,. $)] 
+[l;b(o, $) -zP(o, $)I[+ $) -.(,, $)I): (2.7’) 
h 
ml’= A(z,-z,) 
[[r(o, $) -I‘(o, $)][@(I? $) --@(I.? $)] 
+[@(O, k) -@(O, $)][+. $) -,jl, $)I}: (2.7”) 
-ZlZ2 
m 
*I= IzA(z,-z,) 
{ [z,r(o, 3 -z2T(0, $)I[ @(l;;‘zrJ - e(13z;‘zJ] 
+ [z2@(o, $) - .,@(O; $)I[ r(lyzyzJ) - I‘(lyzy2)]); 
(2.7 “’ ) 
-z1z2 
m 
22= A(z,-z,) 
{[r(o, $) - ,10, +)I[ @yzl) - s(l~zy*)j 
+[@(O, $) - ~(0, $)][ r(17z;‘z1) - r’l’zy2’]j; (2.7”“) 
with 
Then the following theorem holds. 
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Theorem 2.1. The stability region of the DRKHWl methods of class Q,, r >, 1, is the set of values 
{ hh, h2p } such that the eigenvalues of the matrix A4 are in modulus less than 1. 
Proof. Let us consider the exact collocation function u(t) for the equation (1.9) such that 
u(t) I [t,,t,+,] = 44 
is a polynomial of degree m. Since it satisfies (1.9) in the collocation points t,,, it results: 
2I:(t)=XUi(t)+Pjl:Ui(s)dS+ [~:+9;(t_ti)]~~~(t_tij), 
Uj(ti) = ui-l(ti)> tE [ti, t,+J, i=o )...) N-l, 
where $,, 17; are unknown parameters. 
Putting 
p;(t) = l;‘j&) d.s + s;+, ds, t E [f;, t;+l], 
f, 
and solving the equivalent ODE system: 
I 
~:(t)=xUi(t)+~i(t)+[l:+‘l;(t-ti)],~~(t-t,j), 
( PLW = l-44 
u;(ti) = ui-l(ti), 
\Pi(ti) “Pi-l(ti)y 
by the variation of constants formula, we get: 
where M = ( mjk) is given in (2.7). Now using Theorem 2.5 the thesis follows. 0 
Now, let us define a subset of the class Q,, r >, 1. 
Definition 2.8. A DRKHWl is called of class S if it is at least of class Q1 and its parameters c. , 
are symmetric in [0, 11. 
For these methods we are led to the following results. 
Theorem 2.9. The DRKHWl methods of class S have stability regions unbounded along 
direction of the horizontal axis p = 0. 
Proof. Putting p = 0 in the characteristic polynomial of the stability matrix M, with tedious 
elementary calculation it results that the eigenvalues of M are: 
the 
but 
x1 = 1, k=O x2= m 
c Vk(0)( hX)m-k 
k=O 
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The thesis follows since, from the symmetry of the points c,, 
l+(O) = (-l)“-?(l). q 
Now let us define the polynomials: 
[;(m+wl 
d,&) = c -C/(2k+2-e)(l)Z[f(m+l)l-~; 
k=Q 
(2.8) 
[I(m+@)l 
d,&) = C [(2k _ 8 + qvW+‘-e)(l) + V(2~+2-8)(1)]Z[;(nr+l)l-k; 
(2.9) 
k=O 
lf(m+Wl 
d,&) = C ~(2k+l-e)(l)Z[:(m+l)I-k; 
k=O 
(2.10) 
I:(m+Ql 
d,,(z) = c [(2k - 0 + 1)1/‘2k-B’(1) + V’2k+‘-8)(1)]t[l(m+‘)l-k; (2.11) 
k=O 
R(z) = 4,(4d21(4[242(4 - 4h)l P,,(z) - d,,(z)]. (2.12) 
Theorem 2.10. Let p be the largest negative zero of odd multiplicity of the polynomial R(z). The 
boundary of the stability region of the DRKHWl methods of class S contains the range: 
i 
hX=O, 
p < h2p < 0. 
Proof. Putting X = 0 the characteristic polynomial of the matrix M becomes: 
x2 + 2( - 1) 
m-r (4,(+&(z) + 42(+21(4 - d&)d2h)) x + 1 = o 
(41(4d22(4 - 42(L 4d21(4) 
> 
and we can verify that its roots are in modulus less than or equal to 1 if and only if R(z) < 0. 
The thesis follows observing that R(z) is negative in a neighbourhood of z = 0. 0 
Theorem 2.11. The DRKHWl methods of class S cannot be A,-stable. 
Proof. It is immediate taking account of the proof of the previous theorem and noting that R(z) 
is an even degree polynomial with positive leading coefficient. 0 
Finally defining 
g(a, m) = 
4(2m2 + m(2a + 1) + 2a - 1) 
m*+ma+a 3 m> 1, 
we have the next theorem. 
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Theorem 2.12. If the parameters c , j = 1, . . . . 
I! 
m, of the DRKHWl method of class S are the zeros 
of the ultraspherical polynomial C,“‘(x), the boundary of the stability region of the method contains 
at least the range: 
hX=O, 
-g(a, m)< -86h2p<0. 
Proof. The formula (2.12) shows that R(z) is the product of four polynomials to each of which 
we can apply a theorem providing a localization of the roots [l], moreover from Properties I and 
II of [5] it follows that the ratio between two successive coefficients of each polynomial is 
decreasing. 
Therefore denoting with 6 the largest negative zero of R(z) it turns out 
]fi] amin 
i 
VW Y_‘(l) 2mV”-‘(1) + V”(1) 
VmP2(l) ’ VMd3(1) ’ 2(m - 2)V”-3(1) + Vm-‘(l) ’ 
2(m + 1)1/“(l) 
1 2(m - l)Vmp2(1) + Vm-l(l) ’ 
and with algebraic calculations the minimum is 
2(m + l)Vm(l) 
2(m _ I)V71) + Vm-i(l) =g@, m). 
Moreover g( (Y, m) is decreasing with respect to m and lim,,, ~ ,g( CX, m) = 8. KI 
Remark 2.13. We observe explicitly that if the parameters ci are associated to an A-stable ODE 
Runge-Kutta method (1.6), the DRKHW2 methods are A,-stable whereas the DRKHWl 
methods of class S have stability regions bounded along the vertical axis. 
Therefore, we can conclude that, in this case, the DRKHWl methods are less convenient as 
regards the stability, even if, as we will see in Section 4, the boundedness of the stability regions 
is no serious drawback of these latter methods. 
3. Stability analysis for integral equations 
In this section we analyze the stability properties of the VRKHW methods applied to the 
linear convolution equation (1 .ll) . 
To this purpose we define the integral equations of class E, and the VRKHW methods of 
class Q, and S, as in Section 2. Then, the following theorems can be proved analogously to 
Theorem 2.5. 
Theorem 3.1. A VRKHW method of class Q, applied to a Volterra integral equation of class E,, 
r > 0, is equivalent to the exact collocation method whose collocation parameters are ci, i = 1,. . . , m. 
As the linear equation (1.11) is of class E,, it follows that all the stability results derived in [5] 
for the exact collocation methods hold for the VRKHW methods of class Q,, r >, 1. These results 
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are analogous to those derived in the previous section for the integrodifferential equations and in 
particular the stability matrix is given by (2.7) with 8 = 0 and the Theorems 2.7, 2.9 remain valid 
also for the VRKHW methods. 
Moreover putting 8 = 0 in (2.8)-(2.11) and 
9.6 if m=3, 
8m3+m2(8a-12)+m(24a+52)+40a 
m3+m2(a-2)+m(3a+6)+2_2a 
if m>3, 
the corresponding of the Theorems 2.10-2.12 hold. 
4. Numerical experiments 
Numerical experiments have been carried out in order to better illustrate the stability analysis 
of the previous sections. We confine ourselves to the integrodifferential equations, since the 
integral equations have been treated in [5]. For sake of brevity we report only the results 
obtained applying the three stages DRKHWl and DRKHW2 methods whose parameters are the 
Gauss and the Lobatto points. 
In both the cases the DRKHW2 method is A,-stable, whereas the DRKHWl has bounded 
stability regions. 
To be more precise, we have computed numerically these regions and we present in Figs. 1 and 
2 their plots (in each figure the shaded area indicates stability). We observe that these regions are 
bounded but large enough and there is a gap near the vertical axis: in the first plot one more gap 
should be represented, but it is so small that it is not visible in the figure and it can be considered 
negligible, whereas the gap we can see in Fig. 1 may cause possible stability trouble. Also the gap 
in Fig. 2 is very small. 
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Fig. 2. Stability region of the DRKHWl method for m = 3; cr = 0; c2 = t; c3 = 1. 
We have chosen the following problems: 
(A) y’(t) = -lOOy(t) -0.1,$(s) ds, y(0) = 1, TV [0, 201, 
(B) y’(t) = - 14y(t) - 15/b>(s) ds, Y(O) = 1, t E Lo, 201, 
(C) y’(t) = -O.ly(t) -650/o;(s) ds, y(0) = 1, t E [0, 201, 
in such a way that (hi!, h2p) is respectively near the horizontal axis, in the middle of the third 
quadrant, near the vertical axis. 
Table 1 
Gauss points: cr = &(5 -m); c2 = i; cj = A(5 + &?) 
Problem r h DRKHW2 DRKHWl Eigenvalues in 
Absolute error Relative error Absolute error Relative error modulus 
5 0.96.10-’ o.97.10r3 0.96.10-’ 0.97.10-3 
(A) ‘; 
0.1 
0.93.10-s 0.95.10-3 0.93.10-8 o.95.10-3 
0.99.100 0.94.100 
o o5 0.96.10-* 0.97.10-3 0.96.10-a 0.97.10-3 
20 . 0.93.10-s 0.95.10-3 0.93.10-s 0.95.10-3 
0.99.1oo 0.35.1oo 
5 
(R) 20 
0.1 
5 
20 0.05 
0.25 
(C) 20 
0.25 
5 
20 0.01 
0.39.10-r’ 
0.41.10-‘7 
0.48.10-r* 
0.10.10-‘6 
0.19.1oo 
o.20.10° 
0.43.10-6 
0.26.10-5 
0.13.10-’ 
0.59,10-6 
0.16.10~s 
0.14.10-5 
0.19.1oo 
0.96.10’ 
0.23.10-5 
0.51.10-4 
0.46.10 - lo 
0.14.10-‘7 
0.21.10-” 
0.85.10-‘9 
0.24.10’ 
0.93.10 *3 
0.25.10-6 
0.29+10-’ 
0.16.10-6 
0.20.10-6 0.88.10’ 
O.72.1O-8 
0.12.10-7 0.94. loo 
0.24.10’ 
0.44.10*4 
0.19.10’ 
0.13.10-5 
0.13.10-4 0.99.100 
0.27.10’ 
o.52.10° 
0.5.100 
0.99.100 
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Table 2 
Lobatto points: ct = 0; c2 = $; c3 = 1 
Problem t h DRKHWZ DRKHWl Eigenvalues in 
Absolute error Relative error Absolute error Relative error modulus 
5 
20 0.1 
0.96.lo-* 0.97.10-3 0.79.10-s 0.79.10-3 
0.93.10-a 0.95.10-3 0.76.10-* 0.78.10-3 
0.99.1oo o.30.10° 
(A) 5 
20 o.05 
0.96.10-* 0.97.10-3 0.95.10-s 0.95.10-3 
o.93.1o-8 0.95.10-3 O.92.1O-8 0.94.10-3 0.99.1oo 0.96.10-’ 
5 
O.l 
0.44.10-9 0.17.10-5 0.15.10-6 0.52.10-3 
(B) 
20 o.40.10-‘6 O.27.1O-5 0.36.10-‘4 0.52.10-3 0.88.10° 0.27.10’ 
5 
0.05 
0.24.10-lo 0.94.10-7 0.94.10-s 0.32.10-4 
20 0.28.10-~7 0.41.10-s 0.22.10-15 0.32.10-4 0.94.10’ 0.52.10’ 
0.3 
0.3 
0.18.10’ 0.41’ 100 0.11 . 10’ 0.57.100 
25 
0.23.10’ 0.42.10’ 
(C) 20 0.38.10’ 0.47.10’ 0.78. 1O24 0.60.10 
5 
O.O1 
0.56.10-3 0.15.10-s 0.21.10-3 0.11.10-2 
20 0.90.10-3 0.25.10-2 0.34.10-3 0.16.10-2 0.99.100 0.99.1oO 
From the numerical results reported in Tables 1 and 2 we can see that for problem (A) the 
DRKHWl and DRKHW2 methods have a similar stable behaviour, as it was expected from 
Theorem 2.10. Also in case (B) both the methods have stable character since the eigenvalues of 
the stability matrix of the DRKHWl method are in modulus less than one (see also Figs. 1 and 
2). 
Finally in case (C), we can observe that for h = 0.25 (Table 1) and h = 0.3 (Table 2) the 
DRKHWl method is unstable as the eigenvalues of its stability matrix are in modulus greater 
than 1. We can also see, from Figs. 1 and 2, that the point (hi!, h2p) is in the gap of the stability 
region. On the contrary, the DRKHW2 method has the expected stable behaviour. 
However the precision is very poor for both the methods, presumably for the highly oscillating 
behaviour of the true solution. In order to improve the accuracy the integration step must be 
reduced and so (hh, h’p) is inside the stability region of the DRKHWl method. 
Therefore we can conclude that the restrictions on the step h are due more to the precision 
than to the stability requirements. 
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