In this paper a simulation approach for defaultable yield curves is developed within the Heath et al. (1992) framework. The default event is modelled using the Cox process where the stochastic intensity represents the credit spread. The forward credit spread volatility function is affected by the entire credit spread term structure. The paper provides the defaultable bond and credit default swap option price in a probability setting equipped with a subfiltration structure. The Euler-Maruyama stochastic integral approximation and the Monte Carlo method are applied to develop a numerical algorithm for pricing. Finally, the Antithetic Variable technique is used to reduce the variance of credit default swap option prices.
Introduction
Since the 1990s, the focus on credit risk has increased amongst academics and financial market practitioners. This is due to the concerns of regulatory agencies and investors regarding the high exposure of financial institutions to over-the-counter derivatives. It is also due to the rapid development of markets for price-sensitive and credit-sensitive instruments that allow institutions and investors to trade this risk.
The New Basel Accord (International Convergence of Capital Measurement and Capital Standard, Basel II, 26 January 2004) promotes the standards for credit risk management, obligating financial institutions to fulfill a variety of regulatory capital requirements. By increasing the reliability of the credit derivative market, the Basel II rules have contributed to its success.
In the credit risk literature two principal kinds of models are widely used: the structural models and the reduced form models.
Structural models were proposed by Merton (1974) , Black and Cox (1976) , Shimko et al. (1993) and Longstaff and Schwartz (1995) , to cite the principal contributions. These models focus on the analysis of a firm's structural variables: the default event derives from the evolution of the firm's assets and it is completely specified in an endogenous way.
The main drawback of the structural approach is that since many of the firm's assets are typically not traded, the firm's value process is fundamentally unobservable, making implementation difficult. Furthermore, this approach assumes that only bonds with homogeneous levels of seniority exist and that the risk-free rates are constant over the period of evaluation. Zhou (1997) and Schönbucher (1996) are two important contributions that use jump diffusion processes for the evolution of the firm's value in the Merton model. These models are more realistic in generating the shape of a credit spread term structure compared to the classical structural models that seem to underestimate credit spread values. Jump-diffusion models also have the advantage of allowing the default event to occur abruptly.
Reduced form models are characterized by a more flexible approach to credit risk. They mainly model the spread between the defaultable interest rate and the risk-free rate. The default time is a stochastic variable modelled as a stopping time. The two earliest contributions to this approach are those of Jarrow and Turnbull (1995) and Jarrow et al. (1997) . Jarrow and Turnbull (1995) consider a constant and deterministic Poisson intensity. In contrast, Jarrow et al. (1997) consider the issuer's rating as the fundamental variable driving the default process and the rating dynamics are modelled as a Markov chain, where default is the absorbing state. Lando (1998) uses a stochastic intensity, while the default process is described by a Cox process which allows a remarkable degree of analytical tractability. The Cox process is a generalization of the Poisson process when the intensity is random. If the Cox process is conditional on a particular realization of the intensity, it becomes an inhomogeneous Poisson process. Das and Sundaram (2000) find a more flexible pricing methodology valid both for bonds and credit derivatives. A defaultable bond price is equal to the expected value of future payoffs discounted by a defaultable interest rate. The term structure models existing in the literature, such as Cox et al. (1985) and Heath et al. (1992) can then be used to model the defaultable term structure.
An important result demonstrated in Duffie and Lando (2001) is the way in which a structural model of the Black and Cox (1976) type is consistent with the reduced form class of models when asymmetric information about structural characteristics are revealed.
Recently, academics and practitioners have utilized the risk-neutral pricing methodology to carry out credit spread term structure analysis. Duffie and Singleton (1999) provide a discrete-time reduced-form model in order to evaluate risky debt and credit derivatives in an arbitrage-free environment. They add a forward spread process to the forward risk-free rate process and use the Heath et al. (1992) approach to obtain the arbitrage-free drift restriction and by using the "Recovery of Market Value" condition (Duffie and Singleton (1999) ), they provide a recursive formula that is easy to implement.
The HJM approach is used by Schönbucher (1998) in order to model the term structure of defaultable interest rates. The defaultable bond price is obtained under the following assumptions: i) positive recovery rates, ii) reorganization of the defaulted firms with the possibility of multiple default, and iii) uncertainty about the magnitude of the default. Furthermore, the firm's default causes jumps in the defaultable interest rate process. Using the HJM approach, Schönbucher (1998) provides a drift restriction for the defaultable term structure. A similar result is obtained in Pugachevsky (1999) , where the HJM drift restriction is obtained by applying the arbitrage free condition obtained in Maksyumiuk and Gatarek (1999) and without assuming any jumps to default.
Finally, Jeanblanc and Rutkowski (2002) , Jamshidian (2004) and Brigo and Morini (2005) suggest a different approach to defaultable bond and credit derivative modelling: in a probability space equipped with a subfiltration structure the default is modelled as a Cox process. Furthermore, Chen et al. (2008) provide a model for valuing a credit default swap when the interest rate and the hazard rate are correlated. They provide an explicit solution to the model by solving a bivariate Riccati equation. Their model is solved quickly so that all the parameters of the model are simultaneously estimated.
In this paper, we build on the cited recent literature and develop a model for credit spread term structure evolution and credit derivative pricing. The HJM model has been extensively analyzed in the literature from a theoretical point of view: our intent, instead, is to focus on the applications of the model for pricing technique purposes. In particular, we model the forward credit spread curve within the HJM framework using the theory of Cox processes where the stochastic intensity represents the credit spread. The HJM model is known to be one of the most general term structure models and for this reason we have chosen to extend its interest rate dynamics to the defaultable rate: the forward credit spread volatility function, the initial credit spread curve and specifications of the volatility structure are the sole inputs. Because of the arbitrage-free condition, the drift can be expressed in terms of the volatility. We assume a stochastic volatility for both the riskfree interest rate and the credit spread, so that analytical results are not readily available and model implementation is generally possible only via a numerical simulation approach. We develop and implement an efficient numerical algorithm that allows bond and credit derivative pricing. The accuracy of the calculated values is improved by the application of a well known method of variance reduction, the Antithetic Variable technique.
In Section 2 we describe the model. In Section 3 we outline the foundations of credit default swap (CDS) pricing and derive CDS option pricing formulae under the equivalent martingale measure. In Section 4 we outline the application of Monte Carlo simulation to the HJM model based on the Euler-Maruyama discretisation of the forward rate dynamics. A variance reduction technique is applied to improve the efficiency of the Monte Carlo method and to provide more accurate numerical results for pricing. Then, the efficiency of the algorithm in terms of runtimes is investigated. The analysis concerning the runtime/accuracy trade-off indicates how the algorithm can be successfully utilized by credit risk practitioners in order to price credit risk products with satisfactory levels of accuracy and reasonable runtimes. Section 5 concludes.
Model setting
The model is set in a filtered probability space (Ω, F, (F t ) t≥0 , P), T is assumed to be the finite time horizon and F = F T is the σ-algebra at time T . All statements and definitions are understood to be valid until the time horizon T . The probability space is assumed to be large enough to support both an R d -valued stochastic process X = {X t : 0 ≤ t ≤ T } that is right continuous with left limit, and a Poisson process N (t) with N (0) = 0, independent of X.
The background driving process X generates the subfiltration H = (H t ) t≥0 = (σ(X s : 0 ≤ s ≤ t)) t≥0 representing the flow of all background information except default itself and H = H T is the sub-σ-algebra at time T .
The Poisson process N (t) has a non negative and right-continuous stochastic intensity λ(t) which is independent of N (t) and follows the diffusion process
where µ λ (t) is the drift of the intensity process, σ λ (t) is the volatility of the intensity process and W λ is a standard Wiener process under the objective probability measure P. The intensity process λ(t) is assumed to be adapted to H, and the assumption of time dependent intensity implies the existence of an inhomogeneous Poisson process. In the subfiltration setting outlined above it is natural to consider an H t -conditional Poisson process in such a way that a Cox process is associated with the state variables process X and the intensity function λ(t). We define τ i , i ∈ N, as the times of default generated by the Cox process N (t) = ∞ i=1 1 {τ i ≤t} with intensity λ(t). In this paper we only consider the time of the first default and it will be referred to with τ := τ 1 . Then, the defaultable time τ is a stopping time, τ : Ω → R + 0 , defined as the first jump time of N (t),
The right-continuous default indicator process 1 {τ ≤t} generates the subfiltration
, that is assumed to be one component of the full filtration F = (F t ) t≥0 . Since obviously F τ t ⊂ F t , ∀t ∈ R + 0 , τ is a stopping time with respect to F, but it is not necessarily a stopping time with respect to H. It follows that
For any t ∈ R + 0 , we define the default probability as P(τ ≤ t|H t ) and the survival probability as P(τ > t|H t ). These two quantities indicate, respectively, the probability of default occurring or not occurring up to time t. In the subfiltration setting, asset pricing is consistent with the application of the iterated expectation law.
At any time t, the risk-free zero-coupon bond price is denoted by P (t, T ), where T represents the maturity time, T > t, and it is calculated according to
where f (t, T ) is the instantaneous risk free forward rate at time t applicable at fixed maturity T . Conversely, if the derivative of P (t, T ) with respect to maturity T exists, the instantaneous risk free forward rate can be written in terms of the bond price as
We assume that the forward rate is driven by the diffusion process
where α(t, T, ·) is the instantaneous forward rate drift function, σ(t, T, ·) is the instantaneous forward rate volatility function and W (t) is a standard Wiener process with respect to the objective probability measure P. The third argument in the brackets (t, T, ·) indicates the possible forward rate dependence on other path dependent quantities, such as the spot rate or the forward rate itself. The instantaneous risk-free short rate r(t) is defined as r(t) := f (t, t). We recall that the HJM no-arbitrage drift restriction is
Similar statements hold for defaultable bonds. We indicate with P d,R (t, T ) the generic price at any time t of a defaultable zero-coupon bond with maturity T and recovery rate R. If we set
where f d (t, T ) is the instantaneous defaultable forward rate at time t applicable to fixed maturity T . If the derivative of P d (t, T ) with respect to maturity T exists and assuming that the default occurs after t, the instantaneous defaultable forward rate can be written in terms of the bond price as
and is assumed to be modelled by the stochastic process
where α d (t, T, ·) and σ d (t, T, ·) are, respectively, the drift function and the volatility function of the instantaneous defaultable forward rate. Furthermore W d (t) is a standard Wiener process with respect to the objective probability measure P. As in (4), the third argument in the brackets (t, T, ·) indicates, again, the possible defaultable forward rate dependence on other path dependent quantities, such as the defaultable spot rate or the defaultable forward rate itself. Spot rate dynamics are derived from the forward rate dynamics, since r d (t) := f d (t, t). Recalling that the market is arbitrage free if and only if there exists a probability measure P such that discounted asset price processes are martingales, the defaultable bond price is now obtained as the risk-neutral expectation of the discounted bond value, namely
where e
is the defaultable stochastic discount factor and P is the risk-neutral equivalent probability measure.
Following Lando (1998) , the pricing formula at time t for a defaultable zero coupon bond with maturity T is given by
The last equation follows from the law of iterated expectations. Comparing equation (9) with equation (10), we see that the default free and defaultable instantaneous spot rate are related by
where λ(t) is the (stochastic) intensity rate. So the credit spread at the short end is λ(t). Equation (11) suggests writing the credit spread across rates of all maturities as λ s (t, T ) so that
We assume for λ s (t, T ) the dynamics
where
is the volatility of the credit spread curves and W λ (t) is a standard Wiener process under P. For (11) and (12) to be compatible at T = t we must have
From (13) it follows that the stochastic integral equation for λ(t) may be written
from which (the subscript 2 denotes partial derivative with respect to the second argument)
Thus in order that (1) and (16) be compatible it must be the case that the µ λ (t) and σ λ (t) in equation (1) are given by
For simplicity of expression we shall assume stochastic differential equations driven by one Brownian motion for both the risk-free forward rate and the credit spread. We denote the correlation between the Brownian motions dW and dW λ becomes a scalar coefficient as
We use the Heath et al. (1992) approach to model the term structure of defaultable interest rates. The main advantages of the HJM model are that in the formulation of the spot rate process and bond price process the market price of interest rate risk drops out by being incorporated into the Wiener process under the risk neutral measure; the model is automatically calibrated to the initial yield curve and the drift term in the forward rate differential equation is a function of the volatility term. As result of the latter characteristic, the HJM model can be considered as a class of models, each one identified by the choice of a volatility function. Consequently, we need to give a specific functional form to the volatility term in order to obtain a specific HJM model. The main complication of this approach is that some volatility functions make the dynamics for r(t) and r d (t) path dependent, in other words non-Markovian, and since the bond price dynamics depend on these, they also become non-Markovian making the model difficult to handle, both analytically and numerically.
Using the HJM approach, we show in Appendix B that the no-arbitrage restriction on the drift of the credit spread process may be written as
so that the stochastic dynamics for the defaultable forward rate, written in integral form, are
In (18)
are Wiener processes under the risk neutral measure P and φ(t) and φ λ (t) are respectively the market prices of interest rate risk and credit spread risk. We consider a fairly general case of proportional volatility models. Following Chiarella et al. (2005) we consider a volatility function of the form
where r(t) is the spot interest rate and f (t, T ) is the forward interest rate. Besides, we assume a credit spread stochastic volatility with the functional form
where λ(t) is the spot credit spread and λ s (t, T ) is the forward credit spread. The factor e
expresses the direct dependence of volatility on time to maturity. We have chosen to extend the functional form adopted for the risk-free forward rate to the spread volatility. Indeed, regression analysis applied to market data has shown a linear dependence of volatility both on λ(t) and λ s (t, T ), suggesting the coefficients that will be applied later on (see equation (34) below) in the numerical implementation. We refer the reader to Fanelli (2007) for the volatility parameter analysis.
The result (10) can be extended to the case with non-zero recovery rate, defining the recovery rate R as the percentage of the par value at maturity refunded by the protection seller. We assume, as in White (2000, 2001) , no systematic risk in recovery rates so that expected recovery rates, observed in the real world, are also expected recovery rates in the risk-neutral world. In the model implementation we use the recovery rate estimated by Moody's (Moody's Investors Service (2007)).
Applying properties of the Cox process and the law of iterated expectations, we calculate, under the equivalent martingale measure and in the case of positive recovery rate, R, the generic price at time t of a defaultable bond with maturity T according to
Credit default swap option
A credit default swap (CDS) is a contract between two parties, the protection buyer and the protection seller, which provides insurance against the default risk of a third party, called the reference entity. The protection buyer pays a periodic fee to the protection seller in exchange for a contingent payment upon a credit event occurring. Here we assume a CDS contract with maturity T for receiving protection against the default risk of a bond. This CDS is issued on an obligation with maturity T and allows a credit event payment (1-R) if the default occurs before time T , where R is the recovery rate, and τ < T is the default time.
Following Brigo and Morini (2005) , S(t) is the rate calculated at time t representing the amount paid by the protection buyer to the seller at every time T i , i = 1, ..., n to receive protection until time T n . The time interval (T i − T i−1 ) represents the annual fraction. The buyer's discounted payoff π(t, S(t)) at t < T is
is the discount factor on the interval [t, T ] and r(t) is the risk-free spot interest rate. Under the risk neutral measure, the price at time t of a CDS with maturity T and rate S(t) is
CDS(t, S(t), T
By substituting (24) into (26) and applying the properties of Cox processes and the iterated expected value law as already applied in the equation (10), we obtain
CDS(t, S(t), T ) =
We calculate the fair rate S(t), called the par CDS spread, as the rate that sets the value of the CDS (28) to zero, thus
Formula (29) may be approximated by (see Brigo and Morini (2005) )
We now consider at time t a CDS option with maturity T s and strike rate K issued on a CDS which provides protection against default over the period [T s , T n = T ], and denote its value as CDSO(t, T s , T ). It has the discounted payoff given by
By substituting (27) into (31), we obtain the discounted CDS option payoff χ(t, K) at time t
The CDS option price at time t is equal to the expected value of χ(t, K), conditional on
4 The numerical scheme
We consider the problem of a T -maturity zero coupon bond price evaluated at time t = 0, when only the initial forward curve is available. Such evaluation requires the simulation of the entire forward rate curve evolution under some volatility specification. As no analytical methods seem possible, we employ the Monte Carlo simulation method. We use a variance reduction procedure, in particular the Antithetic Variable (AV) technique, to improve numerical accuracy and reduce computational effort. We calculate the prices of all assets evaluated in this paper according to this technique and the last two columns of the Tables  1-6 in Appendix A show the numerical results. The basic task of the numerical algorithm we use is to simulate a possible evolution of the defaultable forward curve (18), f d (t, T ), over the time horizon [0, T ], once given the initial forward curve f d (0, T ), where 0 ≤ t ≤ T and T ≤ T . The efficiency of the chosen numerical scheme has already been established for non-defaultable bond pricing in Chiarella et al. (2005) , and it seems to provide an adequate technique to handle a non-Markovian evolution.
In the model implementation we use the iTraxx indices as credit spread values. The daily historical data is extracted from the Bloomberg provider. The period of reference is 21/03/2005-22/02/2007 and we consider the first series for 3 and 7-year maturity iTraxx indices and the third series for 5 and 10-year maturity iTraxx indices in order to have comparable daily data. By interpolating the index values relative to the various maturities, we obtain the initial spot credit spread curve.
Following Chiarella et al. (2005) we take the default free forward rate volatility function
σ(t, T, r(t), f (t, T )) = e −0.2(T −t)
[0.016476 − 1.3353r(t) + 1.
19843f (t, T )]
and the spread volatility function
based on the analysis of Fanelli (2007) . m∆t) . The Euler-Maruyama discretisation is used to approximate the stochastic integral equation (18) (see Kloeden and Platen (1999) ).
We start by considering at time zero the initial defaultable forward curve with generic maturity T = m∆t, where
Hence we obtain the generic recursive formula for the defaultable forward curve evolution in the form
The numerical algorithm is used to price zero coupon defaultable bonds using equation (10), or equation (23) if there is a non-zero recovery rate. We test the accuracy of the scheme by comparing the estimates with the analytical bond price at time 0 calculated according to the exact formula
where f d (0, t) is the observed initial defaultable forward curve. Thus we calculate the k − th bond price (k = 0, 1, 2, ..., Π) corresponding to the k − th simulated path according to
where each simulated forward curve also determines the evolution of the spot rate over the maturity period [0, T ] by setting m = n + 1 in (35). Simulations are repeated over paths and the approximate defaultable bond price value at time zero is given by
The numerical results for the simulations of time zero bond prices with one year maturity are displayed in Table 1 . Here and in all the Tables we use the Antithetic Variable technique in order to improve numerical accuracy and reduce computational effort. In Table 1 the third and fourth columns refer to the results obtained with the plain Monte Carlo Algorithm, while the last two columns are obtained with the Antithetic Variable technique. For each discretisation (N = 100, 200, 300) the exact defaultable bond prices are calculated and can be compared in Table 1 to the simulated bond prices obtained by varying the number of paths and the correlation coefficient. This comparison gives us one test of the efficiency of the algorithm and verifies the accuracy of the numerical method. In Table 1 we illustrate the impact on the standard error of variations of N and Π. In particular, in the case of one million paths, the standard error becomes significant at only the fifth decimal place. We use both negative and positive correlation values, even though the negative correlation is the more consistent with the observed market situation.
In the case of positive recovery rate, the value P
and again the Monte Carlo bond price may be computed. Table 2 shows the simulated initial price of a bond maturing in one year using Π = 100/1, 000/10, 000 respectively, using recovery rates observed in the market (see Moody's Investors Service (2007) ) and N = 200. In this case we assume only negative correlation. Also in this case we can compare simulated results with the actual ones and independently of the recovery rate value, the method reaches an accuracy of almost four decimal figures after 10,000 simulated paths. P
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represent respectively the evaluation using the Antithetic Variable technique and its standard error. The reduction in the standard errors demonstrates the effectiveness of this technique.
We now consider the general case in which we wish to evaluate at time t 0 , 0 ≤ t 0 ≤ T ≤ T , a defaultable bond with maturity T and zero recovery rate. We simulate the evolution of the function f (t, τ ), τ ≥ t, τ ∈ [0, T ], with t varying in [0, t 0 ]. For every t ∈ [0, t 0 ] we obtain therefore an approximation to the curve f (t, τ ), τ ≥ t. We simulate evolutions of the curve and for each k − th simulated curve at time t 0 , we calculate the corresponding bond value
so that the price at t 0 , evaluated at 0, of a bond price with maturity T , that we denote P d (0, t 0 , T ), is calculated according to
which can be approximated by the Monte Carlo method as
For these calculations we simply use the Euler-Maruyama integral approximation
The numerical results are shown in Table 3 . We calculate the value of a zero coupon bond with 5-year maturity at time t = 2 and of a zero coupon bond with 10-year maturity at time t = 5. The effect of different combinations of (N, Π) on the standard error is shown and the best accuracy is obtained with N = 500, Π = 10, 000. More accurate approximations are obtained in the sixth column by applying the AV technique. Turning now to the credit default swap, we assume at time t the purchase of a CDS on a defaultable zero coupon bond with maturity T and recovery rate R. The contract gives protection against a default event occurring at time τ over the single interval
where we recall that T k = k∆t, T k−1 = (k − 1)∆t and T = N ∆t.
Using the Monte Carlo simulation approach above we obtain the approximate fair rate S(0) at time zero as
In Table 4 we display numerical results for a credit default swap contract on a risky zero coupon bond with recovery rate 0.30 and maturity 3 years, denoted P d,0.3 (0, 3) and we take N = 300. The protection buyer pays a fee S(0) in exchange for protection against a default occurring at time τ over the interval [0, 1] . In the first row of the table, the exact CDS rate, calculated using formula (30), is displayed. The accuracy of the approximation improves by increasing the number of paths. The standard error is significant at the fourth decimal place. The fourth and fifth columns display the results obtained with the variance reduction technique.
Finally, we consider the credit default swap option. To price this we need to evaluate at time zero a call option with maturity T s , 0 < T s < T , issued on a CDS. Under the terms of the CDS, the protection buyer pays a fixed fee K in exchange for a contingent payment (1 − R) upon a credit event occurring over the period [T s , T ]. The CDSO value is equal to the expected value of the discounted payoff at maturity date with respect to the risk-neutral measure P, namely (see equation (33))
In the numerical scheme the option maturity times are T s = n∆t and T = N ∆t and the Monte Carlo price is given as
In Table 5 we present the numerical results for the CDSO calculations. At time zero we price a call option with maturity date T s = 2 issued on a CDS. The CDS has a zero coupon bond P d,0.30 (0, 3) as its underlying and the default protection period is [2, 3] . We implement the model using different strike prices and N = 300. The simulated prices reflect the actual market behaviour as they decrease when the strike rate increases. On the contrary, the results shown in Table 6 are related to prices of the call option according to different numbers of paths, when the strike rate is equal to 200 bp. In both tables Monte Carlo simulations with the number of paths equal to 1,000, already gives a CDSO value with three decimal accuracy. The last two columns in both tables show the AV technique results.
We can observe that the AV method's standard error always turns out to be one quarter of the standard error obtained by the standard Monte Carlo method. The accuracy of the prices increases by one decimal place with the application of the AV technique. Results displayed in the Tables 1-6 show how the accuracy of the numerical computations increases with N and with the number of simulations Π. Besides, by observing the results we verify that the AV technique is efficient because it fulfills the condition of effectiveness, namely
In our final analysis we seek to assess the efficiency of the algorithm in terms of runtimes. We compute the root mean-square deviation (RMSD) of the one year maturity zero coupon bond price, P (0, N ∆t), from the "true" value, P T r (0, N ∆t), using AV technique Monte Carlo bond prices with 100, 1,000, 10,000 and 100,000 paths, with values of N of 100, 200 and 300 and correlation ±0.25. The "true" price is estimated using 1,000,000 paths according with N =100, 200 and 300. Then, for each N , we compute the RMSDs:
with Π = 100; 1, 000; 10, 000; 100, 000. In Table 7 we provide the RMSD values and the corresponding runtimes for different N and Π in the case of positive and negative correlations. We find that increasing the number of paths, the pricing accuracy improves, confirming the previous considerations made about the AV technique results (Table 1) . Clearly, both in the case of correlation coefficient equal to −0.25 and 0.25, the algorithm runs faster when N = 100 than in the other cases. In particular, for each Π, the runtime triples by increasing the discretisation from 100 to 200 and it doubles when N goes from 200 to 300. In contrast, for a given Π, the accuracy basically remains unchanged when N = 100, 200 and 300. For each N , by increasing the number of paths from 100 to 1,000 the accuracy improves by one decimal place, while it remains basically unchanged moving from 1,000 to 10,000 paths. The best accuracy trade-off is obtained with 100,000 paths: for all discretisations the accuracy improves by two decimal places with respect to the one obtained with Π = 100. This allows us to assert that the best efficiency trade-off of the algorithm is obtained with N = 100, because runtimes are the lowest. With regard to the number of simulated paths, the choice will depend on the accuracy required. Data shown in Table 7 are plotted in Figures 1-6 . On the horizontal axis we measure the runtimes (seconds) on a logarithm scale in order to better highlight the computational time differences among the computed values. On the vertical axis the RMSDs are reported. The Figures are a more intuitive representation of the Table 7 data and they allow the reader to more readily appreciate the conclusions drawn above.
Conclusions
We have developed an HJM model for the defaultable interest rate term structure when the forward rate volatility functions depend on time to maturity, on the instantaneous defaultable spot rate and on the entire forward curve. The Cox process describes the default event and its intensity denotes the credit spread. The described volatility functions are path dependent and therefore difficult to handle both analytically and numerically. Using a simple numerical scheme, based on the Euler-Maruyama discretisation of stochastic integrals, we develop an algorithm to simulate the evolution of the entire defaultable curve over the time horizon in an efficient way. A more detailed discussion of the numerical scheme and further numerical results of its implementation are provided by Fanelli (2007) .
The expected bond value conditional on the realization of the Cox process intensity is computed by using an inhomogeneous Poisson process. In this way, the explicit reference to the default event is eliminated and is defined as a function of the default process intensity.
We use the Monte Carlo method to calculate the defaultable bond price both in the case of zero recovery rate and positive recovery rate. The numerical results indicate the algorithm's efficiency for evaluating corporate bonds and credit derivatives. The developed pricing algorithm also allows the evaluation of forward risky bond prices. Furthermore, we develop a numerical algorithm for CDS and CDS option pricing. The Antithetic Variable technique improves the accuracy of the simulated prices by reducing the standard error.
The numerical analysis is completed with the study of the trade off between runtimes and accuracy, suggesting the suitable combinations of number of paths/level of discretisation, in order to reach the accuracy required in the price evaluations. The analysis indicates how the algorithm can be successfully utilized by credit risk practitioners in order to price credit risk products with satisfactory accuracy levels and reasonable runtimes.
As the number of credit derivatives grows continuously, new approaches for their evaluation are required. Consequently, future research will need to develop new algorithms for the evaluations of other more exotic type credit derivatives, such as basket products.
Finally, the proposed methodology may be applied to the electricity market, where the HJM framework is used to model the term structure evolution of electricity forward/futures prices and the contracts of interest have various types of exotic features, such as swing options. 
A Tables of Numerical Results
Integrating both sides, we obtain the instantaneous defaultable forward rate expressed in the integral form
where:
-f (0, T ) and λ s (0, T ) are, respectively, the initial forward risk-free rate curve and the initial forward spread curve, observable at time t = 0;
-α(t, T, ·) and α λ (t, T, ·) are the instantaneous drift functions of the risk-free forward rate and credit spread, where the third argument indicates the possible dependence on other path dependent variables, such as the spot rate, the forward rate itself or the credit spread;
-σ(t, T, ·) and σ λ (t, T, ·) are the instantaneous volatility functions of the risk-free forward rate and credit spread, where, as above, the third argument indicates the aforementioned possible dependence on other path dependent variables, such as the spot rate, the forward rate itself or the credit spread;
-W (t) and W λ (t) are Wiener processes with respect to the objective probability measure P.
In the following, we denote the price of a defaultable ZCB with zero recovery rate as P d (t, T ). Therefore, in the case of no default, we have:
From (63) 
From (55) and (5) we deduce the HJM credit spread drift condition, which can be written α λ (t, T ) = ρ σ(t, T ) 
As in the default free HJM model, the derivative security price is evaluated independently of the market prices of risk, because they get absorbed in the change of measure to P, under which the spot rate and bond price processes are expressed in the arbitrage free dynamics. Finally we derive the bond pricing formula under P. We start by choosing the numeraire
, so that relative bond price is given by
By applying Ito's Lemma to (66) and recalling the definitions (48) and (49), we obtain
dZ(t, T ) = [b(t, T )Z(t, T ) + b λ (t, T )Z(t, T )] dt +a(t, T )Z(t, T )dW + a λ (t, T )Z(t, T )dW
By Girsanov's Theorem and using relation (52), the process (67) can be written in terms of the Brownian motions (58) and (59) generated by the equivalent martingale probability measure P, thus we write
dZ(t, T ) = a(t, T )Z(t, T )d W (t) + a λ (t, T )Z(t, T )d W λ (t).
Since the stochastic differential equation is driftless Z(t, T ) is a martingale under the probability measure P and the bond value is calculated as the expected value with respect to the probability measure P with expected future payoffs discounted using the defaultable rate r d (t), that is
The above evaluation rule may be applied to price any derivative security within the HJM framework. An exhaustive mathematical explanation about the risk neutral valuation principle is given in Bielecki and Rutkowski (2001) .
