Test for Temporal Homogeneity of Means in High-dimensional Longitudinal
  Data by Zhong, Ping-Shou & Li, Jun
TEST FOR TEMPORAL HOMOGENEITY OF MEANS IN
HIGH-DIMENSIONAL LONGITUDINAL DATA
By Ping-Shou Zhong and Jun Li
Michigan State University and Kent State University
This paper considers the problem of testing temporal homogene-
ity of p-dimensional population mean vectors from the repeated mea-
surements of n subjects over T times. To cope with the challenges
brought by high-dimensional longitudinal data, we propose a test
statistic that takes into account not only the “large p, large T and
small n” situation, but also the complex temporospatial dependence.
The asymptotic distribution of the proposed test statistic is estab-
lished under mild conditions. When the null hypothesis of temporal
homogeneity is rejected, we further propose a binary segmentation
method shown to be consistent for multiple change-point identifica-
tion. Simulation studies and an application to fMRI data are provided
to demonstrate the performance of the proposed methods.
1. Introduction. High-dimensional longitudinal data are often observed
in modern applications such as genomics studies and neuroimaging studies
of brain function. Collected by repeatedly measuring a large number of com-
ponents from a small number of subjects over many time points, the high-
dimensional longitudinal data exhibit complex temporospatial dependence:
the spatial dependence among the components of each high-dimensional mea-
surement at a particular time point, and the temporal dependence among dif-
ferent high-dimensional measurements collected at different time points. For
example, the functional magnetic resonance imaging (fMRI) data are col-
lected by repeatedly measuring the p blood oxygen level-dependent (BOLD)
responses from the brains over T times while a small number of subjects are
given some task to perform (p, T and n are typically at the order of 100, 000,
100 and 10, respectively). The fMRI data are characterized by the spatial
dependence between the BOLD response in one voxel and a large number
of responses measured at neighboring voxels at one time, and the tempo-
ral dependence among the BOLD responses of the same subject repeatedly
measured at different time points (Ashby, 2011).
This article aims to develop a data-driven and nonparametric method
to detect and identify temporal changes in a course of high-dimensional
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2time dependent data. Specifically, letting Xit = (Xit1, · · · , Xtip)′ be a p-
dimensional random vector observed for the i-th subject (i = 1, · · · , n) at
time t (t = 1, · · · , T ), we are interested in testing
H0 : µ1 = · · · = µT , vs.
H1 : µ1 = · · · = µτ1 6= µτ1+1 = · · · = µτq 6= µτq+1 = · · · = µT ,(1.1)
where µt (t = 1, · · · , T ) is a p-dimensional population mean vector and 1 ≤
τ1 < · · · < τq < T are q (q < ∞) unknown locations of change-points.
If the null hypothesis is rejected, we will further estimate the locations of
change-points. The above hypotheses assume that all the individuals come
from the same population with the same mean vectors and change-points. In
many applications such as fMRI studies, it is more meaningful to allow the
responding mechanism to be different across subjects. This motivates us to
further generalize the above hypotheses to (4.2) where the whole population
consists of G (G > 1) groups, and each group has its own unique means and
change-points. A mixture model is proposed to accommodate such group
effect (the details will be introduced in Section 4).
The classical multivariate analysis of variance (MANOVA) assumes that
there exist a finite number (T <∞) of independent normal populations with
mean vectors µ1, · · · , µT and common covariance Σ. In the classical setting
with p < n, the likelihood ratio test (Wilks, 1932) and Hotelling’s T 2 test are
commonly applied. When p > n, Dempster (1958, 1960) firstly considered
the MANOVA in the case of two-sample problem. Since then, more meth-
ods have been developed in the literature. For instance, Bai and Saranadasa
(1996) proposed a test by assuming p/n is a finite constant. Chen and Qin
(2010) further improved the test in Bai and Saranadasa (1996) by proposing
a test statistic formulated through the U -statistics. See also Schott (2007)
and Srivastava and Kubokawa (2013). Recently, Wang, Peng and Li (2015)
proposed a new multivariate test which is able to accommodate heavier tail
distributed data. Paul and Aue (2014) discussed the applications of random
matrix theory in the MANOVA problem. Readers are referred to Fujikoshi
et al. (2011) and Hu et al. (2015) for excellent reviews.
There exist several significant differences between the hypotheses (1.1) con-
sidered in this article and the classical MANOVA problem. First, the number
of mean vectors T in (1.1) is allowed to diverge to infinity, whereas the typi-
cal MANOVA considers the comparison of a finite number of mean vectors.
Second, the data considered in this article exhibit complex temporal and
spatial dependence. However, the MANOVA problem typically considers the
inference for independent samples without taking into account temporal de-
pendence. Finally, the classical MANOVA problem assumes the homogeneity
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among subjects but this paper considers the mixture model to accommodate
the group effect such that each group is allowed to have its own mean vec-
tors and change-points. Based on the above facts, all of the aforementioned
MANOVA methods cannot be applied to the hypotheses (1.1).
In this paper, we propose a new testing procedure for the hypotheses (1.1)
under the “large p, large T and small n” paradigm. Most importantly, it
takes into account both spatial dependence among different components of
Xit, and temporal dependence between Xit and Xis collected at time points
t 6= s. The proposed test statistic is constructed in two steps. In the first
step, test statistics are constructed at each t ∈ {1, · · · , T − 1} to distinguish
the null from the alternative. In the second step, we choose the maximum
of T − 1 statistics from the first step to make the test free of any tuning
parameters and further improve the power. Under some regularity conditions,
the maximized statistic is shown to follow the Gumbel distribution if both
T and p diverge as n goes to infinite. When the null hypothesis of (1.1) is
rejected, we further propose a binary segmentation method to identify all the
change-points 1 ≤ τ1 < · · · < τq < T . The proposed method is shown to be
consistent for the change-point identification by allowing p and T increase as
n increases. Moreover, the rate of convergence is established for the proposed
change-point estimator, which explicitly includes the effect of dimension p,
time T , sample size n as well as the signal-to-noise ratio.
It is worth mentioning that the current work is different from recent liter-
ature on change-point identification under high-dimensionality in several im-
portant ways. First, we consider the identification of high-dimensional mean
changes that are common to a subgroup of subjects such that inference can be
made for a certain population, whereas existing work (e.g., Chen and Zhang,
2015; Jirak, 2015) focuses on change-point identification for high-dimensional
time series or panel data with only one subject (n = 1). Consequently, the
proposed method can establish the consistency of the change-point estimators
rather than the ratio consistency (Jirak, 2015). Second, compared with Chen
and Zhang (2015) and Jiark (2015), the proposed binary segmentation is
computationally efficient. No resampling methods or simulation methods are
needed to find the critical values for the change-point identification. Finally,
the current work takes into account both temporal and spatial dependence,
and the assumptions on dependence structures are very mild. This is differ-
ent from Chen and Zhang (2015) who assume no temporal dependence, and
Jirak (2015) who imposes some spatial dependence that requires a natural
ordering of p random variables in Xit.
The rest of the paper is organized as follows. Section 2 introduces the tem-
poral homogeneity test for the equality of high-dimensional mean vectors at
4a large number of time points. Its theoretical properties are also investigated.
Section 3 proposes a change-point identification estimator whose rate of con-
vergence is derived. To further identify multiple change-points, we consider
a binary segmentation algorithm, which is shown to be consistent. Section 4
extends the established temporal homogeneity test and change-point identifi-
cation method to the mixture model. Simulation experiment and case study
are conducted in Sections 5 and 6 to demonstrate the empirical performance
of the proposed methods. A brief discussion is given in Section 7. All techni-
cal details are relegated to Appendix. Some technical lemmas and additional
simulation results are included into a supplementary material.
2. Temporal Homogeneity Test.
2.1. Testing Statistic. We are to propose a test statistic for the hypotheses
(1.1). Toward this end, for any t ∈ {1, · · · , T − 1}, we first quantify the
difference between two sets of mean vectors {µs1}ts1=1 and {µs2}Ts2=t+1 by
defining a measure
(2.1) Mt = h
−1(t)
t∑
s1=1
T∑
s2=t+1
(µs1 − µs2)′(µs1 − µs2),
where the scale function h(t) = t(T − t). From its definition, Mt is an aver-
age of t(T − t) terms, each of which is an Euclidean distance between two
population mean vectors chosen before and after a specific t ∈ {1, · · · , T −1}.
Since Mt = 0 under H0 and Mt 6= 0 under H1, it can be used to distinguish
the alternative from the null hypothesis. Another advantage of proposing Mt
is that it always attains its maximum at one of change-points {τ1, · · · , τq}
as shown in Lemma 3 in the supplementary material. Thus, it can also be
used as a measure for identifying change-points when H0 is rejected (Details
will be covered in Section 3). Although there exist other measures for the
hypotheses (1.1), some of them might not be designed for identifying change-
points. For example, Schott (2007)’s test statistic was based on the measure
S1T = T
∑T
s=1(µs − µ¯)′(µs − µ¯) =
∑
1≤s1<s2≤T (µs1 − µs2)′(µs1 − µs2) where
µ¯ =
∑T
s=1 µs/T . It can be shown that S1T = h(t)Mt + S1t + S(t+1)T . Note
that S1t measures distance among mean vectors before time t and S(t+1)T
measures distance among mean vectors after time t. Both S1t and S(t+1)T are
not informative for the differences between the mean vectors {µs1}ts1=1 and
{µs2}Ts2=t+1.
In practice,Mt is unknown. Given a random sample {Xit = (Xit1, · · · , Xitp)′,
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i = 1 · · · , n and t = 1, · · · , T}, it can be estimated by
Mˆt =
1
h(t)n(n− 1)
t∑
s1=1
T∑
s2=t+1
( n∑
i 6=j
X ′is1Xjs1 +
n∑
i 6=j
X ′is2Xjs2 − 2
n∑
i 6=j
X ′is1Xjs2
)
.
Some elementary derivations show that E(Mˆt) = Mt. Thus, Mˆt is chosen to
be the test statistic for the hypotheses (1.1).
If T = 2, the above statistic reduces to the two-sample U-statistics studied
by Chen and Qin (2010) for testing the equality of two population means.
There are some significant differences between the settings considered in cur-
rent paper and those in Chen and Qin (2010). First, instead of two inde-
pendent samples in Chen and Qin (2010), we consider high-dimensional time
dependent data for testing the equality of more than two population mean
vectors. There are two types of dependence for consideration: the spatial de-
pendence across the components of Xit at a specific time t and the temporal
dependence between Xis and Xit with s 6= t. Second, although dimension is
much larger than sample size in Chen and Qin (2010), T is fixed and equal to
2. Here, we consider the “large p, large T and small n” paradigm in the sense
that both dimension p and time T are much larger than the sample size n.
We model Xit using a general factor model:
(2.2) Xit = µt + ΓtZi for i = 1, · · · , n and t = 1, · · · , T,
where Γt is a p×m matrix with m ≥ p and {Zi}ni=1 are m-variate i.i.d. random
vectors satisfying E(Zi) = 0, Var(Zi) = Im, the m×m identity matrix. If we
write Zi = (zi1, · · · , zim)′ and let ∆ be a finite constant, we further assume
that
(2.3) E(z4ik) = 3 + ∆, and E(z
l1
ik1
zl2ik2 · · · z
lh
ikh
) = E(zl1ik1)E(z
l2
ik2
) · · ·E(zlhikh),
where h is positive integer such that
∑h
j=1 lh ≤ 8 and l1 6= l2 6= · · · 6= lh.
The above models are considered to accommodate the high-dimensional
time dependent data. First, (2.2) enables us to incorporate both spatial and
temporal dependence of the data. Let δij = 1 if i = j, and 0 otherwise. From
(2.2), it immediately follows that
Cov(Xis, Xjt) = δijΓsΓ
′
t ≡ δijΞst.
Here Ξst quantifies the temporal correlation between Xis and Xit for the same
individual measured at different time points s and t. Moreover, Ξst become the
covariance matrix Σt if s = t, describing the spatial dependence of Xit at time
6t. Second, similar to Chen and Qin (2010) and Bai and Saranadasa (1996),
the model (2.3) allows us to analyze the data beyond commonly assumed
Gaussian distribution.
Define
A0t =
t∑
r1=1
T∑
r2=t+1
(Γr1 − Γr2)′(Γr1 − Γr2) and
A1t =
t∑
r1=1
T∑
r2=t+1
(µr1 − µr2)′(Γr1 − Γr2).(2.4)
The following proposition summarizes the variance of the test statistic Mˆt.
Proposition 1. Under (2.2),
Var(Mˆt) ≡ σ2nt = h−2(t)
{ 2
n(n− 1)tr(A
2
0t) +
4
n
||A1t||2
}
,(2.5)
where A0t and A1t are specified in (2.4), and ‖ · ‖ denotes the vector l2-norm.
Specially, A1t becomes a 1×m vector with zeros under H0 of (1.1). Propo-
sition 1 says that the variance of Mˆt under H0 is σ
2
nt,0 = 2tr(A
2
0t)/{h2(t)n(n−
1)}.
2.2. Asymptotic Distribution of the Proposed Test Statistic . To estab-
lish the asymptotic normality of the proposed test statistic Mˆt at any t ∈
{1, · · · , T − 1}, we require the following condition.
(C1). As n→∞, p→∞ and T →∞, tr(A40t) = o{tr2(A20t)}. In addition,
under H1, A1tA
2
0tA
′
1t = o{tr(A20t) ‖A1t‖2}.
Imposing tr(A40t) = o{tr2(A20t)} is to generalize the condition (3.6) in
Chen and Qin (2010) from a fixed T to the diverging T case. Given that
A1tA
2
0tA
′
1t ≤ (maxk λk)‖A1t‖2 where λks are eigenvalues of A20t, we have
A1tA
2
0tA
′
1t = o{tr(A20t) ‖A1t‖2} if maxk λk = o{tr(A20t)}. If the number of
non-zero λks diverges and all the non-zero λks are bounded, the condition
(C1) is easily satisfied.
Theorem 1. Under (2.2), (2.3) and condition (C1), as n→∞, p→∞
and T →∞,
(Mˆt −Mt)/σnt d−→ N(0, 1),
where σnt is defined in (2.5).
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Specially, under H0, the variance of Mˆt is σ
2
nt,0 = 2tr(A
2
0t)/{h2(t)n(n−1)}
with A0t given in (2.4) and Mˆt/σnt,0
d−→ N(0, 1). In practice, σ2nt,0 is unknown.
To implement a testing procedure, we estimate σ2nt,0 by
σˆ2nt,0 =
2
h2(t)n(n− 1)
t∑
r1,s1=1
T∑
r2,s2=t+1
∑
a,b,c,d∈{1,2}
(−1)|a−b|+|c−d| ̂tr(Γ′rbΓraΓ′scΓsd),
where, by defining P 4n = n(n−1)(n−2)(n−3) to be the permutation number,
̂tr(Γ′rbΓraΓ′scΓsd) =
1
P 4n
n∑
i 6=j 6=k 6=l
(X ′iraXjrbX
′
iscXjsd −X ′iraXjrbX ′iscXksd
−X ′iraXjrbX ′kscXjsd +X ′iraXjrbX ′kscXlsd).(2.6)
Note that the computational cost of σˆ2nt,0 is not an issue. The main reason is
two-fold. First, some simple algebra can be applied to simplify the computa-
tion of the summations so that the computation complexity is at the order of
O(n2T 2p). Second, the computational cost is mainly due to the size of n, T
not p, but n and T are typically not large in fMRI and genomics applications.
The ratio consistency of σˆ2nt,0 is established by the following theorem.
Theorem 2. Assume the same conditions in Theorem 1. As n → ∞,
p→∞ and T →∞,
σˆ2nt,0/σ
2
nt,0 − 1 = Op
{
n−
1
2 tr−1(A20t)tr
1
2 (A40t) + n
−1} = op(1).
Theorems 1 and 2 lead to a testing procedure that rejects H0 if Mˆt/σˆnt,0 >
zα where zα is the upper α quantile of N(0, 1). To implement the testing
procedure, we also need to specify t, which can be thought as a tuning pa-
rameter. Although the type I error of the test will not be affected for any
t ∈ {1, · · · , T − 1}, the power can be significantly different with respect to
different t. To make our testing procedure free of any tuning parameter, we
consider the following test statistic for the hypotheses (1.1):
(2.7) Mˆ = max
0<t/T<1
Mˆt/σˆnt,0,
which can be readily shown to attain better power than Mˆt/σˆnt,0 at any fixed
t ∈ {1, · · · , T} (see the paragraph after Theorem 3 for a proof).
To establish the asymptotic distribution of Mˆ , we also need (C2) in addi-
tion to (C1).
8(C2). There exists φ(k) satisfying
∑T
k=1 φ
1/2(k) < ∞ such that for any
r, s ∈ {1, · · · , T}, tr(ΞrsΞ′rs)  φ(|r − s|)tr(ΣrΣs). Here a  b means that a
and b are of the same order.
The condition (C2) imposes some mild assumption on the temporal de-
pendence among the time series {Xit}Tt=1. It basically requires that the time
series are weakly dependent to ensure the tightness of the process σˆ−1nt,0Mˆt
(Billingsley, 1999). To establish the weak convergence of Mˆ , we also define
the correlation coefficient rnz,uv = 2tr(A0uA0v)/{n(n−1)h(u)h(v)σnu,0σnv,0}
and its limit rz,uv = limn→∞ rnz,uv.
Theorem 3. Assume (2.2), (2.3), (C1), (C2) and H0 of (1.1). As n→
∞ and p → ∞, (i) if T is finite, Mˆ d−→ max0<t/T<1 Zt, where Zt is the t-
th component of Z = (Z1, · · · , ZT−1)′ ∼ N(0, RZ) with RZ = (rz,uv); (ii)
if T → ∞ and the maximum eigenvalue of RZ is bounded, then P (Mˆ ≤√
2 log(T )− log log(T ) + x)→ exp{− (2√pi)−1 exp(−x/2)}.
For the fMRI data analysis, T is typically large and we can apply part (ii)
of Theorem 3. Specifically, with xα = −2 log{−2
√
pi log(1 − α)} defined to
be the upper α quantile of the Type I extreme value distribution, an α-level
test rejects H0 of (1.1) if Mˆ >Mα whereMα =
√
2 log(T )− log log(T ) + xα.
Moreover, from Theorems 1-3, the lower bound of the power of the test based
on Mˆ is
P(Mˆ >Mα) ≥ max
t
P(
Mˆt
σnt,0
>Mα) = max
t
Φ
(
− σnt,0
σnt
Mα +
Mt
σnt
)
,(2.8)
where Φ(·) is the cumulative distribution function of the standard normal.
If log(T ) = o(M2t /σ
2
nt) for all t, the right hand side of the above expression
is the maximum power of the test based on Mˆt’s. This indicates that the
test based on Mˆ is more powerful than the test based on the asymptotic
normality of Mˆt at a single t.
3. Change-points Identification. When H0 of (1.1) is rejected, it is
very often interesting to further identify the change-points. To expedite our
analysis, we first consider the simplest case with only one change-point τ ∈
{1, · · · , T − 1} satisfying the condition τ/T = κ with 0 < κ < 1. It can be
shown that Mt attains its maximum at τ , which motivates us to identify the
change-point τ by the following estimator
(3.1) τˆ = arg max
0<t/T<1
Mˆt.
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Let vmax = max1≤t≤T−1 max
{√
tr(Σ2t ),
√
n(µ1 − µT )′Σt(µ1 − µT )
}
and
δ2 = (µ1 − µT )′(µ1 − µT ). The following theorem establishes the rate of
convergence for the change point estimator τˆ .
Theorem 4. Assume that a change-point τ ∈ {1, · · · , T − 1} satisfies
τ/T = κ with 0 < κ < 1, (µ1−µT )′Ξrs(µ1−µT )  φ(|r−s|)(µ1−µT )′Σr(µ1−
µT ), where φ(·) is defined in condition (C2). Under (2.2), (2.3), (C1) and
(C2), as n→∞,
τˆ − τ = Op
{√
T log(T ) vmax/(n δ
2)
}
.
Theorem 4 shows that τˆ is consistent to τ if nδ2/{vmax
√
T log(T )} → ∞,
where nδ2 is a measure of signal and vmax is associated with noise. Most im-
portantly, it explicitly demonstrates the contributions of dimension p, time T
and sample size n to the rate of convergence. First, if both p and T are fixed,
τˆ − τ = Op(n−1/2) as n → ∞. Second, if p is fixed but T diverges as n in-
creases, τˆ−τ = Op(
√
T log(T )/n). Last but not least, if both p and T diverge
as n increases, the convergence rate can be faster than Op(
√
T log(T )/n). To
appreciate this, we consider a special setting where Xit in (2.2) has the iden-
tity covariance Σt = Ip, the non-zero components of δ
2 are equal and fixed,
and the number of non-zero components is p1−β for β ∈ (0, 1). Under such
setting,
τˆ − τ = Op
( {T log(T )}1/2
min{np1/2−β, n1/2 p(1−β)/2}
)
,
which is faster than the rate Op{
√
T log(T )/n} if n1/2p1/2−β →∞.
Next, we consider that there exist more than one change-point. To iden-
tify these change-points, we first define some notation. Let S = {1 ≤ τ1 <
· · · < τq < T} be a set containing all q (q ≥ 1) change-points. For any
t1, t2 ∈ {1, · · · , T} satisfying t1 < t2, let Mˆ [t1, t2] and Mαn [t1, t2] denote the
maximum test statistic in (2.7) and the corresponding upper αn quantile, cal-
culated based on data collected between the time points t1 and t2. Lemma 3
in supplementary material shows that Mt in (2.1) always attains its maximum
at one of the change-points, which motivates us to identify all change-points
by the following binary segmentation algorithm (Venkatraman, 1992).
(1). Check if Mˆ [1, T ] ≤ Mαn [1, T ]. If yes, then no change-point is iden-
tified and stop. Otherwise, a change-point τˆ(1) is selected by τˆ(1) =
arg max1≤t≤T−1 Mˆt, and included into Sˆ = {τˆ(1)};
(2). Treat {1, τˆ(1), T} as new ending points and first check if Mˆ [1, τˆ(1)] ≤
Mαn [1, τˆ(1)]. If yes, no change-point is selected from time 1 to τˆ(1).
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Otherwise, one change-point is selected by τˆ1(2) = arg max1≤t≤τˆ(1)−1 Mˆt,
and update Sˆ by adding τˆ1(2). Next check if Mˆ [τˆ(1) + 1, T ] ≤Mαn [τˆ(1) +
1, T ]. If yes, no time point is selected from time τˆ(1)+1 to T . Otherwise,
one change-point is selected by τˆ2(2) = arg maxτˆ(1)+1≤t≤T−1 Mˆt, and Sˆ is
updated by including τˆ2(2). If no any change-point has been identified
from both [1, τˆ(1)] and [τˆ(1)+1, T ], then stop. Otherwise, rearrange Sˆ by
sorting its elements from smallest to largest and update ending points
by {1, Sˆ, T};
(3). Repeat step 2 until no more change-point is identified from each time
segment, and obtain the final set Sˆ as an estimate of the set S.
Define τ0 = 1 and τq+1 = T . Let It be any time interval of the form
It = [τi + 1, τj ] with i + 1 < j that contains at least one change-point τi
for i ∈ {1, · · · , q}, and define the smallest maximum signal-to-noise ratio
among all time intervals It to be R∗ = minIt maxτi∈It M [It]/σn[It] where
M [It] and σn[It] are (2.1) and (2.5) specified in It, respectively. To establish
the consistency of Sˆ obtained from the above binary segmentation algorithm,
we need the following condition in addition to (C1) and (C2).
(C3). As T → ∞, τi/T converges to κi for i = 1, · · · , q with fixed q ≥ 1,
satisfying 0 < κ1 < · · · < κq < 1.
Theorem 5. Assume (2.2), (2.3), (C1)-(C3), and R∗ diverges such that
the upper αn-quantile of the Gumbel distribution Mαn = o(R
∗) as αn → 0.
Furthermore, vmax[It] = o{nδ2[It]/
√
T log(T )} for all It that contains at least
one change-point. Then, Sˆ p−→ S, as n→∞ and T →∞.
4. An Extension to Mixture Models. Thus far we focus on tempo-
ral homogeneity detection by assuming that all subjects in the sample come
from a population with the same change-points. In fMRI experiments, if dif-
ferent subjects choose different strategies to solve the same task, the patterns
activated by stimuli will be different across subjects (Ashby, 2011). Analyti-
cally, it is more attractive to consider that subjects show the same activation
pattern within each group, but different patterns across groups.
In this section, we will generalize the approaches developed in the last
two sections to accommodate such group effect. Instead of the model (2.2)
considered in Section 2, we assume that the data follow a mixture model
(4.1) Xit =
G∑
g=1
Λigµgt + ΓtZi,
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where independent of {Zi}ni=1, (Λi1, · · · ,ΛiG) follows a multinomial distribu-
tion with parameters 1 and p = (p1, · · · , pG). This suggests that
∑G
g=1 Λig = 1
with Λig ∈ {0, 1}, and P(Λig = 1) = pg satisfying
∑G
g=1 pg = 1 with the num-
ber of groups G ≥ 1. Note that the above model implies that i-th subject
only belongs to one of G groups. The mixture model is more general because
(2.2) is a special case of (4.1) if there is only one group (G = 1).
The mixture morel (4.1) is also flexible because it allows each group to
have its own population mean vectors {µgt}Tt=1 for g = 1, · · · , G. In analogy
to (1.1), we want to know whether there exist some change-points within
some groups by testing
H∗0 : µg1 = µg2 = · · · = µgT for all 1 ≤ g ≤ G vs.
H∗1 : µg1 = · · · = µgτ (g)1 6= µg(τ (g)1 +1) = · · · = µgτ (g)qg 6= µg(τ (g)qg +1) = · · · = µgT
for some g.(4.2)
If H∗0 is rejected, we further identify {τ (g)1 , τ (g)2 · · · , τ (g)qg }Gg=1, the collection of
q (q =
∑G
g=1 qg) change-points from G groups.
Toward this end, we first evaluate the mean and variance of the test statistic
Mˆt under the mixture model (4.1). Similar to Proposition 1, the mean is
E(Mˆt) = M˜(t) = h
−1(t)
∑t
r1=1
∑T
r2=t+1
(µ˜r1 − µ˜r2)′(µ˜r1 − µ˜r2) with µ˜ri =∑G
g=1 pgµgri for i = 1, 2. The variance of Mˆt is
(4.3)
Var(Mˆt) ≡ σ˜2nt =
2
n(n− 1)h2(t){tr(A
2
0t) + A˜3t}+
4
nh2(t)
{||A˜1t||2 + A˜2t},
where A0t is defined in (2.4), A˜1t =
∑t
r1=1
∑T
r2=t+1
(µ˜r1 − µ˜r2)′(Γr1 −Γr2). In
addition, with δg1g2ri = µg1ri − µg2ri for i = 1, 2,
A˜2t =
G∑
g1<g2
pg1pg2
{ t∑
r1=1
T∑
r2=t+1
(δg1g2r1 − δg1g2r2)′(µ˜r1 − µ˜r2)
}2
and
A˜3t =
G∑
g1<g2,g3<g4
pg1pg2pg3pg4
{ t∑
r1=1
T∑
r2=t+1
(δg1g2r1 − δg1g2r2)′(δg3g4r1 − δg3g4r2)
}2
.
It is worth discussing some special cases of (4.3). First, if there is only one
group (G = 1), it can be shown that A˜2t = A˜3t = 0, and A˜1t = A1t defined
in (2.4). Therefore, the variance formulated in Proposition 1 is a special case
of the variance (4.3) under the mixture model. Second, under H∗0 of (4.2),
σ˜2nt,0 ≡ Var(Mˆt) = 2tr(A20t)/{n(n − 1)h2(t)} because A˜1t = A˜2t = A˜3t = 0.
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The unknown σ˜2nt,0 can be estimated by
̂˜σ2nt,0 = 2h2(t)n2(n− 1)2
n∑
i 6=j
{ t∑
r1=1
T∑
r2=t+1
∑
a,b∈{1,2}
(−1)|a−b|X ′iraXjrb
}2
.
Similar to Mˆ given by (2.7), we define M˜ = max1≤t≤T−1 Mˆt/̂˜σnt,0. The
temporal homogeneity detection and identification procedures developed in
Sections 2 and 3 can be extended to testing the hypothesis in (4.2) by re-
placing Mˆ with M˜ . Furthermore, the asymptotic results in Theorem 1-5 can
be established for the mixture model (4.1) under some regularity conditions.
Due to the space limitation, we only demonstrate the empirical performance
under the mixture model through simulation studies and leave explorations
of the theoretical results to future study.
5. Simulation Studies. In this section, we will evaluate the finite sam-
ple performance of the methods proposed in Sections 2–4.
5.1. Test for the Homogeneity of Means . We first evaluate the numerical
performance of the test procedure proposed in Section 2. The random sample
{Xit} for i = 1, · · · , n and t = 1, · · · , T , were generated from the following
multivariate linear process
(5.1) Xit = µt +
J∑
l=0
Qlt i(t−l),
where µt is the p-dimensional population mean vector at time t, Qlt is a p×p
matrix and it is p-variate normally distributed with mean 0 and identity
covariance Ip. The model was considered to account for both time dependence
of Xit and Xis at t 6= s, and spatial dependence among the p-components
of Xit at a specific time t. Specifically, it can be seen that Cov(Xit, Xis) =∑J
l=t−sQltQ(l−t+s)s if t− s ≤ J and Cov(Xit, Xis) = 0 otherwise. Note that
J is used to control the level of dependence. As J increases, the temporal
dependence among {Xit}Tt=1 becomes stronger.
In the simulation, we chose J = 2 and Qlt = {0.5|i−j|I(|i− j| < p/2)/(J −
l + 1)} for i, j = 1, · · · , p, and l = 0, 1, 2. To evaluate the empirical size of
the proposed test, we simply chose µt = 0 for all t under H0 of (1.1). Under
H1, we considered one change-point located at 0.4 · T such as µt = 0 for
t = 1, · · · , 0.4T and µt = µ for t = 0.4T + 1, · · · , T . The non-zero mean
vector µ had [p0.7] non-zero components which were uniformly and randomly
drawn from p coordinates {1, · · · , p}. Here, [a] denotes the integer part of
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Table 1
Empirical sizes and powers of the proposed test for homogeneity of means under different
combinations of n, p and T .
T = 50 T = 100 T = 150
δ n p = 50 100 200 p = 50 100 200 p = 50 100 200
30 0.040 0.033 0.028 0.049 0.030 0.017 0.034 0.042 0.024
0 60 0.052 0.036 0.021 0.033 0.031 0.021 0.029 0.014 0.015
90 0.050 0.032 0.022 0.033 0.024 0.017 0.051 0.031 0.018
30 0.117 0.121 0.122 0.141 0.157 0.216 0.186 0.209 0.276
0.2 60 0.309 0.362 0.504 0.523 0.738 0.833 0.731 0.884 0.982
90 0.578 0.790 0.922 0.918 0.995 0.999 0.993 1.000 1.000
30 0.378 0.474 0.633 0.648 0.826 0.938 0.860 0.954 0.992
0.3 60 0.956 0.994 1.000 1.000 1.000 1.000 1.000 1.000 1.000
90 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
a. The magnitude of non-zero entry of µ was controlled by a constant δ
multiplied by a random sign. The effect of sample size, dimensionality, and
length of time series on the performance of the proposed testing procedure was
demonstrated by different combinations of n ∈ {30, 60, 90}, p ∈ {50, 100, 200}
and T ∈ {50, 100, 150}. The nominal significance level was chosen to be 0.05.
All the simulation results were obtained based on 1000 replications.
Table 1 summarizes the empirical performance of the proposed procedure
for testing the homogeneity of means. All the empirical sizes (δ = 0) were
well controlled under the nominal significance level 0.05 although some of
them were relatively conservative. This is largely due to the slow convergence
of the Gumbel distribution. Furthermore, the empirical powers increased as
p, T and n increased, which confirms the theoretical findings of the proposed
testing procedure.
5.2. Change-Point Identification . Simulation experiments were also con-
ducted to evaluate the change-point identification procedure proposed in Sec-
tion 3. We generated data using similar setup for change-point testing in the
last subsection, but we considered two change-points at 0.4 ·T and 0.7 ·T such
as µt = 0 for t = 1, · · · , 0.4T , µt = µ for t = 0.4T +1, · · · , 0.7T and µt = 0 for
t = 0.7T + 1, · · · , T . Again, the non-zero mean vector µ had [p0.7] non-zero
components which were uniformly and randomly drawn from {1, · · · , p}. The
non-zero entry of µ was δ = 0.5 and δ = 0.6, respectively, multiplied by a
random sign.
There are two types of errors for change-point identification: the false pos-
itive (FP) and the false negative (FN). The FP means that a time point
without changing the mean is wrongly identified as a change-point, and the
FN refers that a change-point is wrongly treated as a time point without
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Fig 1: The average FP+FN under different combinations of signal strength
δ, dimension p, time T and sample size n. The total number of change-points
are set to be 2.
changing the mean. The accuracy of the proposed change-point identification
was measured by the sum of FP and FN. Simulation results were obtained
based on 100 replications.
Figure 1 demonstrates the FP+FN associated with the proposed change-
point identification procedure under different combinations of δ, p, T and n.
More specifically, the average FP+FN decreased as δ increased with fixed p,
T and n. Also the FP+FN decreased as either p increased with fixed δ, T
and n, or n increased with fixed δ, p and T . In the supplementary material,
we also summarize the performance using the number of true positives (TP).
The results show that the TP identified by the proposed procedure converged
to the number of change-points (see supplementary material for details).
We also conducted simulation studies for the proposed change-point de-
tection and identification methods with non-Gaussian data. Instead of using
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Table 2
Empirical powers of the proposed test under the mixture model with different combinations
of n, p and T .
T = 50 T = 100 T = 150
(δ1, δ2, δ3) n p = 50 100 200 p = 50 100 200 p = 50 100 200
30 0.094 0.088 0.123 0.119 0.142 0.179 0.139 0.174 0.241
(0.25, 0.35, 0.4) 60 0.300 0.349 0.445 0.463 0.592 0.712 0.618 0.752 0.882
90 0.533 0.690 0.814 0.817 0.928 0.979 0.929 0.981 0.998
30 0.691 0.816 0.907 0.892 0.957 0.987 0.946 0.991 0.999
(0.5, 0.7, 0.8) 60 0.997 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
90 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
the normally distributed it in (5.1), we considered the centralized Gamma(4,
0.5). The results were similar to those given in Table 1 and Figure 1, which
shows that the proposed test is presumably nonparametric in the sense that
it does not rely on the Gaussian data. Due to the space limitation, the results
are reported in the supplementary material.
5.3. Detection and Identification Under the Mixture Model. To evaluate
the performance of the proposed methods under the mixture model (4.1), we
generated the data from the following model with three groups:
(5.2) Xit =
3∑
g=1
Λigµgt +
J∑
l=0
Qlt i(t−l),
where (Λi1,Λi2,Λi3) follows a multinomial distribution with parameters 1
and p = (p1, p2, p3). satisfying P (Λig = 1) = pg for g = 1, 2 and 3. In
the simulation, we set (p1, p2, p3) = (0.3, 0.3, 0.4). Among three groups, we
considered two change-points τ1 = 0.4 ·T and τ2 = 0.7 ·T . Specifically, for the
first group (g = 1), µ1t = 0 for 1 ≤ t ≤ τ1 and µ1t = µ1 for τ1 + 1 ≤ t ≤ T ,
where µ1 had [p
0.7] non-zero components drawn uniformly and randomly
from {1, · · · , p}. The magnitude of non-zero entry of µ1 was δ1 multiplied
by a random sign. For the second group (g = 2), the mean vectors µ2t were
obtained similarly to those for the first group except that we changed τ1 to
τ2, and δ1 to δ2. For the third group (g = 3), we set µ3t = 0 for 1 ≤ t ≤ τ1,
µ3t equal to the non-zero mean vectors similar to those in group 2 for τ1+1 ≤
t ≤ τ2, and µ3t = µ3 for τ2 + 1 ≤ t ≤ T where µ3 were generated similarly to
that in the first group except that we changed δ1 to δ3.
We first evaluate the proposed test under the mixture model (5.2). Since
the empirical sizes under the mixture model were very similar to those in
Table 1, we only report the empirical powers in Table 2. The patterns are very
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Fig 2: The average FP+FN under the mixture model with different combina-
tions of signal strength δ, dimension p, time T and sample size n. The total
number of change-points are set to be 2.
similar to what we observed in Table 1. We also observe that the empirical
powers increased as (δ1, δ2, δ3), or n, p and T increased. This suggests that
the proposed test procedure is consistent under the mixture model.
Based on the same setup, we also conducted simulation experiment to
evaluate performance of the proposed change-point identification procedure
under the mixture model (5.2). The accuracy of the procedure is measured
by the sum of FP and FN, which is illustrated in Figure 2. We observe that
the patterns are similar to those reported in Figure 1. As n, p and T , or
(δ1, δ2, δ3) increased, the FP+FN decreased. Specially, it was close to 0 when
p = 200, n = 60 and (δ1 = 0.7, δ2 = 1.3, δ3 = 0.8), showing that procedure is
consistent under the mixture model.
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Fig 3: The illustration of change-points identified by the proposed method.
The green solid and dash curves, respectively, represent the expected BOLD
responses to the scene and objective images. The x-values and y-values of
the red stars marked on the curves, are the identified change-points and the
corresponding BOLD responses. The blue plus signs represent the locations
where subjects rest such that the BOLD responses are zero. Out of the 59
identified change-points, 58 are expected to have signal changes.
6. Real Data Analysis. Recent studies suggest that the parahippocam-
pal region of the brain activates more significantly to images with spatial
structures than others without such structures (Epstein and Kanwisher, 1998;
Henderson et al., 2007). An experiment was conducted to investigate the
functions of such region in scene processing. During the experiment, fourteen
students in Michigan State University were presented alternatively with six
sets of scene images and six sets of object images. The order of presenting
the images follows “sososososoos” where ‘s’ and ‘o’ represent a set of scene
images and object images, respectively. The fMRI data were acquired by
placing each brain into a 3T GE Sigma EXCITE scanner. After the data
were preprocessed by shifting time difference, correcting rigid-body motion
and removing trends (more detail can be found in Henderson et al., 2011),
the resulted dataset consists of BOLD measurements of 33,866 voxels from
14 subjects and at 192 time points, which clearly is a “large p, large T and
small n” case.
Let Xit be a p-dim (p = 33, 866) random vector representing the fMRI
image data for the i-th subject measured at time point t (i = 1, · · · , 14 and
t = 1, · · · , 192). We first applied the testing procedure described in Sec-
tion 4 to the dataset for testing the homogeneity of mean vectors, namely
the hypothesis (4.2). The test statistic M˜ = 9.117 with p-value less than
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Fig 4: Upper Panels: the activated brain regions at the 5th identified change-
point (17th time point) where the object images were presented. Most of the
significant changes (red areas) occurred at visual cortex areas. Lower Panels:
the activated brain regions at the 57th change-point (188th time point) where
the scene images were presented. Most of the significant changes (red areas)
occurred at both visual cortex and parahippocampal areas.
10−6, which indicates existence of change-points. After further implementing
the proposed binary segmentation approach, we identified 59 change-points,
which is not surprising because the large number of change-points arise from
the time-altered scene and object images stimuli. To crosscheck the credi-
bility of the identified change-points, we compared them with the predicted
BOLD responses obtained from the convolution of the boxcar function with
a gamma HRF function (Ashby, 2011). In Figure 3, the green solid and the
green dot dash curves following the order of presenting the images, are pre-
dicted BOLD responses to the scene images and object images, respectively.
The x-values and y-values of the red stars marked on the curves, are the
identified change-points and the corresponding BOLD responses. Based on
the predicted BOLD response function, we found that 58 out of 59 identified
change-points were expected to have signal changes. Keeping in mind that
the proposed change-point detection and identification approach is nonpara-
metric with no attempt to model neural activation, we have demonstrated
that it has satisfactory performance for the fMRI data analysis.
To confirm that the parahippocampal region is selectively activated by
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the scenes over the objects, we compared the brain region activated by the
scene images and with that activated by the object images. To do this, we
let Xiτj be the j-th component (voxel) of the random vector Xiτ for i-th
subject at the change-point τ where i = 1, · · · , 14, τ = 1, · · · , 59 and j =
1, · · · , 33, 866. Similarly, let Xiτ+1j be the j-th component of the random
vector Xiτ+1 after the change-point τ . For each voxel (j = 1, · · · , 33, 866), we
computed the difference between two sample means X¯τj and X¯τ+1j and then
conducted paired t-test for the significance of the mean difference before
and after the change-point. Based on obtained p-values, we allocated the
activated brain regions composed of all significant voxels after controlling
the false discovery rate at 0.01 (Storey, 2003). The results showed that the
activated brain regions were quite similar across the same type of images, but
significantly different between scene and object images. More specifically, the
brain region activated by the scene images was located at both the visual
cortex area and the parahippocampal area, whereas the region activated by
the object images was only located at the visual cortex area. Our findings
are consistent with the results in Henderson et al. (2011). For illustration
purpose, we only included pictures at two change-points in Figure 4.
7. Discussion. Motivated by the real applications such as the fMRI
studies, we consider the problem of testing the homogeneity of high dimen-
sional mean vectors under the “large p, large T and small n” paradigm. We
propose a new test statistic and establish its asymptotic distribution under
mild conditions. One important feature of the proposed test is that it accom-
modates both temporal and spatial dependence. To the best of our knowledge,
the temporal dependence has not been investigated in the literature of high
dimensional MANOVA problems, so the proposed method has bridged this
gap. When the null hypothesis is rejected, we further propose a procedure
which is shown to be able to identify the change-points with probability con-
verging to one. The rate of consistency of the change-point estimator is also
established.
The proposed methods have also been generalized to a mixture model
to allow heterogeneity among subjects. Numerical results demonstrate that
the extension is promising and encouraging. Due to the space limitation, we
will explore the theoretical results of the extension to the mixture model in
a separate paper. Although the current article demonstrates the empirical
performance of the proposed methods through the fMRI data analysis, they
can be also applied to other high-dimensional longitudinal data.
Appendix: Technical Details. In this Appendix, we provide proofs
to the Theorems and Propositions in the paper. Assume µt = 0 in (2.2) and
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(2.3). For any squared m×m matrix A and B, the following results commonly
used in Appendix can be derived: E(X ′isAXit) = tr(Γ
′
sAΓt), and
E(X ′isAXitX
′
is∗BXit∗) = tr(Γ
′
sAΓt)tr(Γ
′
s∗BΓt∗) + tr(Γ
′
sAΓtΓ
′
s∗BΓt∗)
+ tr(Γ′sAΓtΓ
′
t∗B
′Γs∗) + (3 + ∆)tr(Γ′sAΓt ◦ Γ′s∗BΓt∗),(A.1)
where A ◦B is the Hadamard product of A and B.
A.1. Proof of Theorem 1.
Theorem 1 can be established by the martingale central limit theorem.
Toward this end, we first construct a martingale difference sequence. If we
define Yisa = Xisa − µsa , then Mˆt −Mt =
∑n
i=1Mti, where
Mti =
2
n(n− 1)h(t)
i−1∑
j=1
{ t∑
s1=1
T∑
s2=t+1
∑
a,b∈{1,2}
(−1)|a−b|Y ′isaYjsb
}
+
2
nh(t)
t∑
s1=1
T∑
s2=t+1
∑
a,b∈{1,2}
(−1)|a−b|µ′saYisb .
Let {Fi, 1 ≤ i ≤ n} be σ-fields generated by σ{Y1, · · · ,Yi} where Yi =
{Yi1, · · · , YiT }′. Then it can be shown that E(Mtk|Fk−1) = 0 for k = 1, · · · , n.
Therefore, {Mti, 1 ≤ i ≤ n} is a martingale difference sequence with respect
to σ-fields {Fi, 1 ≤ i ≤ n}.
Based on Lemmas 1 and 2 proved in the supplementary material, Theorem
1 can be proved using the martingale central limit theorem (Hall and Heyde,
1980).
A.2. Proof of Theorem 2.
Note that the estimator ̂tr(ΞrascΞ′rbsd) in (2.6) is invariant by transforming
Xit to Xit − µt where t = 1, · · · , τ . With loss of generality, we assume that
µ1 = µ2 = · · · = µT = 0. First,
E
{ ̂tr(ΞrascΞ′rbsd)}
= E(X ′iraXjrbX
′
iscXjsd)− E(X ′iraXjrbX ′iscXksd)
− E(X ′iraXjrbX ′kscXjsd) + E(X ′iraXjrbX ′kscXlsd) = tr(ΞrascΞ′rbsd).
This shows that E(σˆ2nt,0) = σ
2
nt,0. Therefore, to prove Theorem 2, we only
need to show that Var(σˆ2nt,0)/σ
4
nt,0 → 0.
TESTS FOR TEMPORAL HOMOGENEITY 21
For convenience, we denote the summation
∑t
r1=1
∑T
r2=t+1
∑t
s1=1
∑T
s2=t+1
by
∑
r1,r2,s1,s2
. Define the right hand side of “=” in (2.6) as B1+B2+B3+B4,
and accordingly,
σˆ2nt,0 =
2
h2(t)n(n− 1)
∑
r1,r2,s1,s2
∑
a,b,c,d∈{1,2}
(−1)|a−b|+|c−d|(B1 +B2 +B3 +B4)
≡ σˆ2(1)nt,0 + σˆ2(2)nt,0 + σˆ2(3)nt,0 + σˆ2(4)nt,0 .
Therefore, we only need to show that Var(σˆ
2(i)
nt,0)/σ
4
nt,0 → 0 for i = 1, 2, 3 and
4 respectively. Toward this end, we first show that Var(σˆ
2(1)
nt,0)/σ
4
nt,0 → 0 as
follows.
Var(σˆ
2(1)
nt,0)
=
4
h4(t)n4(n− 1)4Var
{ ∑
r1,r2,s1,s2
∑
a,b,c,d∈{1,2}
(−1)|a−b|+|c−d|
n∑
i 6=j
X ′iraXjrbX
′
iscXjsd
}
=
4
h4(t)n4(n− 1)4
∑{ n∑
i 6=j,k 6=l
E(X ′iraXjrbX
′
iscXjsdX
′
kr∗
a∗
Xlr∗
b∗X
′
ks∗
c∗
Xls∗
d∗ )
− n2(n− 1)2tr(Γ′raΓrbΓ′scΓsd)tr(Γ′r∗a∗Γr∗b∗Γ
′
s∗
c∗
Γs∗
d∗ )
}
,
(A.2)
where
∑
represents
∑
r1,r2,s1,s2
∑
a,b,c,d∈{1,2}
∑
r∗1 ,r
∗
2 ,s
∗
1,s2
∑
a∗,b∗,c∗,d∗∈{1,2}.
Now we evaluate
∑n
i 6=j,k 6=l E(X
′
ira
XjrbX
′
isc
XjsdX
′
kr∗
a∗
Xlr∗
b∗X
′
ks∗
c∗
Xls∗
d∗ ) with
respect to different cases in the following. First, if all indices are distinct, i.e.,
i 6= j 6= k 6= l. Using (A.1), we have
n∑
i 6=j,k 6=l
E(X ′iraXjrbX
′
iscXjsdX
′
kr∗
a∗
Xlr∗
b∗X
′
ks∗
c∗
Xls∗
d∗ )
 n4tr(Γ′raΓrbΓ′sdΓsc)tr(Γ′r∗a∗Γr∗b∗Γ
′
s∗
d∗
Γs∗
c∗ ).
Next, if (i = k) 6= j 6= l, then by (A.1),
n∑
i 6=j,k 6=l
E(X ′iraXjrbX
′
iscXjsdX
′
kr∗
a∗
Xlr∗
b∗X
′
ks∗
c∗
Xls∗
d∗ )
 n3{(3 + ∆)tr(Γ′raΓrbΓ′sdΓsc ◦ Γ′r∗a∗Γr∗b∗Γ′s∗d∗Γs∗c∗ )
+ tr(Γ′raΓrbΓ
′
sd
Γsc)tr(Γ
′
r∗
a∗
Γr∗
b∗Γ
′
s∗
d∗
Γs∗
c∗ )
+ tr(Γ′raΓrbΓ
′
sd
ΓscΓ
′
r∗
a∗
Γr∗
b∗Γ
′
s∗
d∗
Γs∗
c∗ ) + tr(Γ
′
raΓrbΓ
′
sd
ΓscΓ
′
s∗
c∗
Γs∗
d∗Γ
′
r∗
b∗
Γr∗
a∗ )
}
,
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which is equal to other cases (j = k) 6= i 6= l, (i = l) 6= j 6= k and (j = l) 6=
i 6= k. Finally, we consider the cases (i = k) 6= (j = l) and (i = l) 6= (j = k).
For the case (i = k) 6= (j = l),
n∑
i 6=j,k 6=l
E(X ′iraXjrbX
′
iscXjsdX
′
kr∗
a∗
Xlr∗
b∗X
′
ks∗
c∗
Xls∗
d∗ )
n2{3tr(Γ′raΓrbΓ′sdΓsc)tr(Γ′r∗a∗Γr∗b∗Γ′s∗d∗Γs∗c∗ ) + 3Q1 + (3 + ∆)Q2
+ 3(3 + ∆)tr(Γ′sdΓscΓ
′
raΓrb ◦ Γ′s∗d∗Γs∗c∗Γ
′
r∗
a∗
Γr∗
b∗ )
+ (3 + ∆)2
∑
αβ
(Γ′raΓrb)αβ(Γ
′
sd
Γsc)βα(Γ
′
r∗
a∗
Γr∗
b∗ )αβ(Γ
′
sd∗Γsc∗ )βα
}
,
whereQ1 = tr(Γ
′
sd
ΓscΓ
′
raΓrbΓ
′
s∗
d∗
Γs∗
c∗Γ
′
r∗
a∗
Γr∗
b∗ )+tr(Γ
′
sd
ΓscΓ
′
raΓrbΓ
′
r∗
b∗
Γr∗
a∗Γ
′
s∗
c∗
Γs∗
d∗ )
andQ2 = tr(Γ
′
raΓrbΓ
′
sd
Γsc◦Γ′r∗
a∗
Γr∗
b∗Γ
′
s∗
d∗
Γs∗
c∗ )+tr(Γ
′
raΓrbΓ
′
rb∗Γra∗◦Γ′sdΓscΓ′s∗c∗Γs∗d∗ )
+tr(Γ′raΓrbΓ
′
sd∗Γsc∗ ◦Γ′ra∗Γrb∗Γ′sdΓsc). It can be shown that the case (j = l) 6=
i 6= k is the as the case (i = k) 6= (j = l).
Plugging all the above results into (A.2), we have
Var(σˆ
2(1)
nt,0)  h−4(t)n−5
∑
tr(Γ′rbΓraΓ
′
scΓsdΓ
′
s∗
d∗
Γs∗
c∗Γ
′
r∗
a∗
Γr∗
b∗ )+h
−4(t)n−6tr(A20t).
Following the same procedure, it can be also shown that Var(σˆ
2(j)
nt,0) = o{Var(σˆ2(1)nt,0)}
for j = 2, 3 and 4. Then, using condition (C1), we have Var(σˆ
2(j)
nt,0)/σ
4
nt,0 → 0
for j = 1, 2, 3 and 4. This completes the proof of Theorem 2.
A.4. Proof of Theorem 3.
First, we derive Cov(Mˆu, Mˆv) for u, v ∈ {1, · · · , T − 1} under H0 of (1.1).
Without loss of generality, we assume that µ1 = µ2 = · · · = µT = 0. Recall
that
Mˆu =
1
h(u)n(n− 1)
u∑
s1=1
T∑
s2=u+1
{ n∑
i 6=j
X ′is1Xjs1 +
n∑
i 6=j
X ′is2Xjs2 − 2
n∑
i 6=j
X ′is1Xjs2
}
,
Mˆv =
1
h(v)n(n− 1)
v∑
s1=1
T∑
s2=v+1
{ n∑
i 6=j
X ′is1Xjs1 +
n∑
i 6=j
X ′is2Xjs2 − 2
n∑
i 6=j
X ′is1Xjs2
}
.
Following similar derivations for the variance of Mˆt in the proof of Proposition
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1 in the supplementary material, we can derive that
Cov(Mˆu, Mˆv) =
2
h(u)h(v)n(n− 1)
u∑
r1=1
T∑
r2=u+1
v∑
s1=1
T∑
s2=v+1
×
∑
a,b,c,d∈{1,2}
(−1)|a−b|+|c−d|tr(ΞrascΞ′rbsd).
Next, we show that {Mˆt}T−1t=1 follow a joint multivariate normal distribution
when T is fixed. According to the Cramer-word device, we only need to show
that for any non-zero constant vector a = (a1, · · · , aT−1)′,
∑T−1
t=1 atMˆt is
asymptotically normal under H0 of (1.1). Toward this end, we note that
Var(
∑T−1
t=1 atMˆt) =
∑T−1
u=1
∑T−1
v=1 auavCov(Mˆu, Mˆv). Then we only need to
show that
∑T−1
t=1 atMˆt/
√
Var(
∑T−1
t=1 atMˆt)
d−→ N(0, 1), which can be proved
by the martingale central limit theorem. Since the proof is very similar to
that of Theorem 1, we omit it. With the joint normality of {Mˆt}T−1t=1 , the
distribution of Mˆ → max1≤t≤T−1 Zt can be established by the continuous
mapping theorem.
To establish the asymptotic distribution of Mˆ for T diverging case, we
need to show that under H0, max1≤t≤T−1 σ−1nt Mˆt converges to max1≤t≤T−1 Zt
where Zt is a Gaussian process with mean 0 and covariance ΣZ . To this end,
we need to show (i) the joint asymptotic normality of (σ−1nt1Mˆt1 , · · · , σ−1ntdMˆtd)′
for t1 < t2 < · · · < td. (ii) the tightness of max1≤t≤T−1 σ−1nt Mˆt. The proof of
(i) is the similar to the proof of the joint asymptotic normality under finite
T case. We need to prove (ii).
To prove (ii), letWn(s1, s2) =
∑
a,b∈{1,2}(−1)|a−b|{n(n−1)}−1
∑
i 6=j X
′
isa
Xjsb
and the first order projection as Wn1(s1) = {n(n−1)}−1
∑
i 6=j X
′
is1
Xjs1 . Then
we have the following Hoeffding-type decomposition for Mˆt,
Mˆt =
t∑
s1=1
T∑
s2=t+1
gn(s1, s2) +
t∑
s1=1
T∑
s2=t+1
{Wn1(s1) +Wn2(s2)} := Mˆ (1)t + Mˆ (2)t ,
where gn(s1, s2) = Wn(s1, s2)−Wn1(s1)−Wn2(s2). The covariance between
Mˆ
(1)
t and Mˆ
(2)
t is 0. First, we compute the variances of Mˆ
(2)
t under the
the null hypothesis H0. We first write Mˆ
(2)
t = (T − t)
∑t
s1=1
Wn1(s1) +
t
∑T
s2=t+1
Wn2(s2) := Mˆ
(21)
t + Mˆ
(22)
t . Then we have
Var(Mˆ
(21)
t ) =
2(T − t)2
n(n− 1)
t∑
s1=1
t∑
r1=1
tr(Ξs1r1Ξ
′
s1r1)
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Similarly, we have
Var(Mˆ
(22)
t ) =
2t2
n(n− 1)
T∑
s2=t+1
T∑
r2=t+1
tr(Ξs2r2Ξ
′
s2r2).
In addition, the covariance between Mˆ
(21)
t and Mˆ
(22)
t is,
Cov(Mˆ
(21)
t , Mˆ
(22)
t ) =
2t(T − t)
n(n− 1)
t∑
s1=1
T∑
s2=t+1
tr(Ξs1s2Ξ
′
s1s2).
In summary, the variance for Mˆ
(2)
t is
Var(Mˆ
(2)
t ) =
2
n(n− 1)
t∑
s1,r1=1
T∑
s2,r2=t+1
{tr(Ξs1r1Ξ′s1r1) + tr(Ξs2r2Ξ′s2r2)
+ 2tr(Ξs1s2Ξ
′
s1s2)}.
Moreover, we have
Var(Mˆ
(1)
t ) =
4
n(n− 1)
t∑
s1=1
T∑
s2=t+1
{tr(Σs1Σs2) + tr(Ξs2s1Ξs2s1)}
+
4
n(n− 1)
t∑
s1 6=r1=1
T∑
s2 6=r2=t+1
{tr(Ξs1r1Ξ′s2r2) + tr(Ξs2r1Ξ′s1r2)}.
According to the condition (C2), tr(Ξs1r1Ξ
′
s1r1)  φ(|s1 − r1|)tr(Σs1Σr1) and∑T
k=1 φ
1/2(k) <∞. Under the null hypothesis H0, we have
Var(Mˆ
(2)
t )
 2tr(Σ
2)
n(n− 1)
t∑
s1,r1=1
T∑
s2,r2=t+1
{φ(|s1 − r1|) + φ(|s2 − r2|) + 2φ(|s1 − s2|)}
 2tr(Σ
2)
n(n− 1){(T − t)
2t+ t2(T − t)}.
On the other hand, we notice that the first term of Var(Mˆ
(1)
t ) has the same
order as t(T − t)tr(Σ2)/{n(n−1)}. Using the Cauchy-Schwarz inequality and
under H0, we have
tr2(Ξs1r1Ξ
′
s2r2) ≤ tr(Ξs1r1Ξ′s1r1)tr(Ξs2r2Ξ′s2r2)  φ(|s1−r1|)φ(|s2−r2|)tr2(Σ2).
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Therefore, using the condition
∑T
k=1 φ
1/2(k) <∞, the second term in Var(Mˆ (1)t )
is also of order t(T − t)tr(Σ2)/{n(n− 1)}. In summary, Mˆ (1)t is a small order
of Mˆ
(2)
t . This also implies that σ
2
nt = Var(Mˆ
(2)
t ){1 + o(1)}.
Consider t = [Tν] for ν = j/T ∈ (0, 1) with j = 1, · · · , T − 1. Based on
the above results, to show the tightness of max1≤t≤T−1 σ−1nt Mˆt is equivalent
to show the tightness of Gn(ν) where
Gn(ν) = T
−3/2n−1tr−1/2(Σ2)(Mˆ (1)[Tν] + Mˆ
(2)
[Tν]) := G
(1)
n (ν) +G
(2)
n (ν).
We first show the tightness of G
(1)
n (ν). To this end, we first note that, for
1 > η > ν > 0,
E
{
|G(1)n (ν)−G(1)n (η)|2
}
=
1
T 3n2tr(Σ2)
E
{∣∣∣ [Tν]∑
s1=1
[Tη]∑
s2=[Tν]+1
gn(s1, s2)−
[Tη]∑
s1=[Tν]+1
T∑
s2=[Tη]+1
gn(s1, s2)
∣∣∣2}
≤ CT−3{[Tν]([Tη]− [Tν]) + (T − [Tη])([Tη]− [Tν])} ≤ C(η − ν)/T.
Applying the above inequality with ν = k/T and η = m/T for 0 ≤ k ≤ m < T
for integers k,m and T and using Chebyshev’s inequality, we have, for any
 > 0,
P
(∣∣∣G(1)n (k/T )−G(1)n (m/T )∣∣∣ ≥ ) ≤ E{|G(1)n (k/T )−G(1)n (m/T )|2}/2
≤ C(m− k)/(T )2 ≤ (C/2)(m− k)1+α/T 2−α,
where 0 < α < 1/2. Now if we define ξi = G
(1)
n (i/T ) − G(1)n ((i − 1)/T ) for
i = 1, · · · , T − 1. Then G(1)n (i/T ) is equal to the partial sum of ξi, namely
Si = ξ1 + · · ·+ ξi = G(1)n (i/T ). Here S0 = 0. Then we have
P (|Sm − Sk| ≥ ) ≤ (1/2){C1/(1+α)(m− k)/T (2−α)/(1+α)}1+α.
Then using Theorem 10.2 in Billingsley (1999), we conclude the following
P ( max
1≤i≤T
|Si| ≥ ) ≤ (KC/2){T/T (2−α)/(1+α)}1+α ≤ (KC/2)T−1+2α.
The right hand side of the above inequality goes to 0 as T → ∞ because
α < 1/2. Based on the relationship between Si and G
(1)
n (i/T ), we have shown
the tightness of G
(1)
n (ν).
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Next, we consider the tightness of G
(2)
n (ν). Recall that
G(2)n (ν) = T
−3/2n−1tr−1/2(Σ2)
[Tν]∑
s1=1
T∑
s2=[Tν]+1
{Wn1(s1) +Wn2(s2)}
= T−3/2n−1tr−1/2(Σ2)(T − [Tν])
[Tν]∑
s1=1
Wn1(s1)
+ T−3/2n−1tr−1/2(Σ2)[Tν]
T∑
s2=[Tν]+1
Wn2(s2) := G
(21)
n (ν) +G
(22)
n (ν).
It is enough to show the tightness of G
(21)
n (ν), since the tightness of G
(22)
n (ν)
is similar. Let h(i, j) = T−1/2
∑[Tη]
s1=[Tν]+1
(Xis1−µ)′(Xjs1−µ). Then, we have
the following
G(21)n (η)−G(21)n (ν) = T−1/2n−1tr−1/2(Σ2)
[Tη]∑
s1=[Tν]+1
1
n(n− 1)
∑
i 6=j
X ′is1Xjs1
=
1√
n(n− 1)tr(Σ2)
∑
i 6=j
h(i, j).
First, note that
{G(21)n (η)−G(21)n (ν)}2
=
2
n(n− 1)tr(Σ2)
∑
i 6=j
h2(i, j) +
4
n(n− 1)tr(Σ2)
∑
i 6=j 6=k
h(i, j)h(i, k)
+
1
n(n− 1)tr(Σ2)
∑
i 6=j 6=k 6=l
h(i, j)h(k, l).
Then, we have the following
E[{G(21)n (η)−G(21)n (ν)}4] ≤ E
[ 8
n2(n− 1)2tr2(Σ2)
{∑
i 6=j
h2(i, j)
}2]
+ E
[ 32
n2(n− 1)2tr2(Σ2)
{ ∑
i 6=j 6=k
h(i, j)h(i, k)
}2]
+ E
[ 2
n2(n− 1)2tr2(Σ2)
{ ∑
i 6=j 6=k 6=l
h(i, j)h(k, l)
}2]
:= I1 + I2 + I3.
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First, we consider I1 in the above expression.
I1 = E
[ 8
n2(n− 1)2tr2(Σ2)
∑
i 6=j
∑
ii 6=j1
h2(i, j)h2(i1, j1)
]
= E
[ 16
n2(n− 1)2tr2(Σ2)
∑
i 6=j
h4(i, j)
]
+ E
[ 32
n2(n− 1)2tr2(Σ2)
∑
i 6=j 6=k
h2(i, j)h2(i, k)
]
+ E
[ 8
n2(n− 1)2tr2(Σ2)
∑
i 6=j 6=ii 6=j1
h2(i, j)h2(i1, j1)
]
:= I11 + I12 + I13.
We see that
I13  C
T 2tr2(Σ2)
{ [Tη]∑
s1=[Tν]+1
[Tη]∑
r1=[Tν]+1
tr(Ξs1r1Ξ
′
s1r1)
}2  C
T 2
{
[Tη]− [Tν]}2.
After some calculation, we obtain that
I11 =
C
n(n− 1)T 2tr2(Σ2)
[{ [Tη]∑
s1=[Tν]+1
[Tη]∑
r1=[Tν]+1
tr(Ξs1r1Ξ
′
s1r1)
}2
+
[Tη]∑
s1=[Tν]+1
[Tη]∑
r1=[Tν]+1
[Tη]∑
u1=[Tν]+1
[Tη]∑
v1=[Tν]+1
tr(Ξr1s1Ξs1v1Ξv1u1Ξu1r1)
]
= o(I13).
Similarly, it can be shown that I12 = o(I13). In summary, I1 ≤ C
{
[Tη] −
[Tν]
}2
/T 2.
Now, we check I2. We have the following
I2 = E
[ 64
n2(n− 1)2tr2(Σ2)
∑
i 6=i1 6=j 6=k
h(i, j)h(i, k)h(i1, j)h(i1, k)
]
+ E
[ 64
n2(n− 1)2tr2(Σ2)
∑
i 6=j 6=k
h(i, j)h(i, k)h(i, j)h(i, k)
]
:= I21 + I22.
It can be seen that
I21 ≤ C
tr2(Σ2)
E
[
h(i, j)h(i, k)h(i1, j)h(i1, k)
]
=
C
T 2tr2(Σ2)
∑
s1,r1,u1,v1
tr(Ξs1r1Ξr1v1Ξv1u1Ξu1s1),
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which is a smaller order of I13. For I22, we have
I22 =
C
ntr2(Σ2)
E
[
h(i, j)h(i, k)h(i, j)h(i, k)
]
=
C
nT 2tr2(Σ2)
∑
s1,r1,u1,v1
{
tr(Ξs1u1Ξ
′
s1u1)tr(Ξr1v1Ξ
′
r1v1) + tr(Ξs1u1Ξu1r1Ξr1v1Ξv1s1)
}
.
Therefore, I22 is also a smaller order of I13. In summary, I1 is a smaller oder
of I13.
At last, let us consider I3. After some calculation, we have the following
I3  E
[ C
tr2(Σ2)
{h2(i, j)h2(k, l) + h(i, j)h(k, l)h(i, k)h(j, l)}
]
=
C
T 2tr2(Σ2)
{ [Tη]∑
s1=[Tν]+1
[Tη]∑
r1=[Tν]+1
tr(Ξs1r1Ξ
′
s1r1)
}2
+
C
T 2tr2(Σ2)
∑
s1,r1,u1,v1
tr(Ξs1r1Ξr1v1Ξv1u1Ξu1s1).
Now it is clear that the first term in I3 is of the same order as I13 and the
second term is of the same order as I21. Therefore, I3 ≤ C
{
[Tη]− [Tν]}2/T 2.
Let ν = k/T and η = m/T for 0 ≤ k ≤ m < T for integers k,m and T
and using the above bounds for the fourth moment of |G(21)n (η) − G(21)n (ν)|,
we have, for any L > 0,
P
(∣∣∣G(21)n (k/T )−G(21)n (m/T )∣∣∣ ≥ L) ≤ E{|G(21)n (k/T )−G(21)n (m/T )|4}/L4
≤ (C/L4){(m− k)/T}2.
Applying Theorem 10.2 in Billingsley (1999) again, we have
P ( max
1≤i≤T
|G(21)n (i/T )| ≥ L) ≤ KC/L4.
If L is large enough, the above probability could be smaller than any  > 0.
Therefore, max1≤i≤T |G(21)n (i/T )| is tight. Similarly, we can show the tightness
of max1≤i≤T |G(22)n (i/T )|. In summary, we have shown the tightness of G(1)n (ν)
and G
(2)
n (ν). Hence, Gn(ν) is also tight. Combining (i) and (ii) together, we
know that σ−1nt Mˆt converges to a Gaussian process with mean 0 and covariance
ΣZ .
Finally, applying Lemma 4 in the supplementary material, we can show
that the asymptotic distribution of max1≤t≤T−1 σ−1nt,0Mˆt is the desired Gumbel
distribution. This completes the proof of Theorem 3.
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A.5. Proof of Theorem 4.
Recall that σmax = max0<t/T<1 max{
√
tr(A20t)/h
2(t),
√
n||A1t||2/h2(t)} and
δ = ‖µ1 − µT ‖2. Given a constant C, we define a set
K(C) = {t : |t− τ | > CT log1/2Tσmax/(nδ), 1 ≤ t ≤ T − 1}.
To show Theorem 4, we first show that for any  > 0, there exists a constant
C such that
(A.3) P
{|τˆ − τ | > CT log1/2Tσmax/(nδ)} < .
Since the event {τˆ ∈ K(C)} implies the event {maxt∈K(C) Mˆt > Mˆτ}, then
it is enough to show that
P
(
max
t∈K(C)
Mˆt > Mˆτ
)
< .
Toward this end, we first derive the result based on the definition of Mt:
Mt =
{T − τ
T − t I(1 ≤ t ≤ τ) +
τ
t
I(τ < t ≤ T )
}
δ,
where δ = (µ1−µT )′(µ1−µT ). Specially, Mt attains its maximum δ at t = τ
since 1/(T − t) is an increasing function and 1/t is a decreasing function. As
a result, by union sum inequality and letting A(t, τ |1, T ) = 1/(T − t)I(1 ≤
t ≤ τ) + 1/tI(τ < t ≤ T ), we have
P
(
max
t∈K(C)
Mˆt > Mˆτ
)
≤
∑
t∈K(C)
P
(
Mˆt −Mt +Mt −Mτ > Mˆτ −Mτ
)
≤
∑
t∈K(C)
P
{∣∣∣Mˆt −Mt
σnt
∣∣∣ > A(t, τ |1, T )
2
δ
σmax
|τ − t|
}
+
∑
t∈K(C)
P
{∣∣∣Mˆτ −Mτ
σnτ
∣∣∣ > A(t, τ |1, T )
2
δ
σmax
|τ − t|
}
≤
∑
t∈K(C)
P
{∣∣∣Mˆt −Mt
σnt
∣∣∣ >√ClogT}
+
∑
t∈K(C)
P
{∣∣∣Mˆτ −Mτ
σnτ
∣∣∣ >√ClogT},
where the result of A(t, τ |1, T ) = O(1/T ) has been used.
30
Since (Mˆt −Mt)/σnt ∼ N(0, 1), for a large C,
∑
t∈K(C)
P
{∣∣∣Mˆt −Mt
σnt
∣∣∣ >√ClogT} = ∑
t∈K(C)
C(logT )−1/2T−C ≤ .
Similarly, we can show that
∑
t∈K(C)
P
{∣∣∣Mˆτ −Mτ
σnτ
∣∣∣ >√ClogT} ≤ .
Hence, (A.3) is true, which implies that τˆ − τ = Op
{
T log1/2Tσmax/(nδ)
}
.
Recall that σmax = max0<t/T<1 max{
√
tr(A20t)/h
2(t),
√
n||A1t||2/h2(t)} and
the assumption tr(Ξs1r1Ξ
′
s1r1)  φ(|s1 − r1|)tr(Σs1Σr1) and
∑T
k=1 φ
1/2(k) <
∞, following the proofs in Theorem 3, we have tr(A20t)  T 3tr(Σ2). Thus we
have tr(A20t)/h
2(t)  tr(Σ2)/T .
For the second part in σmax, if 1 ≤ t ≤ τ , we have
‖A1t‖2 = (µ1 − µT )′
t∑
r1,s1=1
T∑
r2,s2=t+1
(Γr1 − Γr2)(Γs1 − Γs2)′(µ1 − µT ).
Using the assumption that (µ1 − µT )′Ξr1s1(µ1 − µT )  φ(|r1 − s1|)(µ1 −
µT )
′Σ(µ1−µT ), it can be checked that ‖A1t‖2  T 3(µ1−µT )′Σ(µ1−µT ). In
summary, we have
σmax = max{
√
tr(Σ2),
√
n(µ1 − µT )′Σ(µ1 − µT )}/
√
T = vmax/
√
T .
This completes the proof of Theorem 4.
A.6. Proof of Theorem 5.
To prove Theorem 5, we need the following Lemma 3, whose proof is
presented in the supplementary material. The Lemma 3 basically tells that
the maximum of Mt given by (2.1) is attained at one of the change-points
1 ≤ τ1 < · · · < τq < T .
Lemma 3. Let 1 ≤ τ1 < · · · < τq < T be q ≥ 1 change-points such that
µ1 = · · · = µτ1 6= µτ1+1 = · · · = µτq 6= µτq+1 = · · · = µT . Then, Mt defined
by (2.1) attains its maximum at one of the change-points.
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Now let’s prove Theorem 5. Recall that within the time interval [1, T ],
there are q change-points. First, we will show that the proposed binary seg-
mentation algorithm detects the existence of change-points with probabil-
ity one. To show this, according to Theorem 3, we only need to show that
P(Mˆ [1, T ] > Mαn [1, T ]) = 1 where Mαn is the upper αn quantile of the
Gumbel distribution. This can be shown because for any 1 ≤ t ≤ T − 1,
P(Mˆ [1, T ] >Mαn [1, T ]) ≥ P(
Mˆt
σnt,0
>Mαn [1, T ])(A.4)
= 1− Φ(σnt,0
σnt
Mαn −
Mt
σnt
),
which converges to 1 because σnt,0 ≤ σnt, Mt/σnt ≥M ∗ → ∞, and Mαn =
o(M ∗).
Once the existence of change-points is detected, the proposed binary seg-
mentation algorithm will continue to identify change-points. Since vmax =
o{nδ/(T√log T )}, one change-point τ(1) ∈ {τ1, · · · , τq} can be identified cor-
rectly with probability 1 based on similar derivations given in the proof of
Theorem 4, and the fact that Mt achieves its maximum at one of change-
points as shown in Lemma 3.
Since each subsequence satisfies the condition that Mαn = o(M
∗), the de-
tection continues. Suppose that there are less than q change-points identified
successfully, then there exists a segment It contains a change-point. Since
Mαn = o(M
∗) and vmax[It] = o{nδ[It]/(T
√
log T )}, the change-point will be
detected and identified by the proposed binary segmentation method. Once
all q change-points have been identified consistently, each of all the subsequent
segments has two end points chosen from 1, τ1, · · · , τq, T . Then the proposed
binary segmentation algorithm will not wrongly detect any change-point from
any segment It that contains no change-point, because according to Theorem
3, P(Mˆ [It] >Mαn [1, T ]) = αn → 0, which implies that no change-point will
be identified further. This completes the proof of Theorem 5.
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