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Abstract. We construct a geometric model for complex analytic equivariant elliptic co-
homology for all compact Lie groups G. Cocycles are functions on a rigorously defined
space of dimensionally reduced classical fields for the two-dimensional gauged σ-model
withN = (0, 1) supersymmetry. This connection to physics provides means of construct-
ing privileged cocycles. Given a representation R of a group G, the partition function
of an R-valued free fermion theory (made rigorous by ζ-regularization) yields a cocycle
representative of the equivariant elliptic Euler class. For G = U(n) and R its standard
n-dimensional representation, we identify this Euler cocycle with the character of the
level 1 loop group representation of LU(n). Finally, in the special case of G = U(1), the
Euler cocycle encodes the group law of the (dual) elliptic curve. This provides a geomet-
ric and physical manifestation of the elliptic formal group law central to the homotopy
theoretic construction of elliptic cohomology.
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1. Introduction
For over 30 years, elliptic cohomology has begged for a differential geometric model. In
contrast to cohomology theories that have enjoyed wide applications to geometry—ordinary
cohomology, K-theory, and various flavors of cobordism—the only known construction of el-
liptic cohomology is purely algebraic. In light of this, the deep insights into elliptic cohomol-
ogy from physics are a complete surprise. Indeed, Witten’s string-theoretic interpretation
of elliptic genera [Wit87] (which are topological invariants native to elliptic cohomology)
pointed towards unexplored, fertile territory in homotopy theory [Hop94]. This drove great
advances in the late 1980s, though the tools remained algebraic in nature. By contrast, the
relevant mathematics underlying Witten’s ideas from string theory concern the geometry
and analysis of free loop spaces. It has been a great mystery how to rigorously connect this
with the algebraic origins of elliptic cohomology.
Elliptic cohomology was born out of Quillen’s work on complex oriented cohomology
theories and formal group laws [Qui69]. A complex orientation for a cohomology theory h is
the data of Chern classes for complex vector bundles: for V →M a complex vector bundle
over a manifold M , we get cohomology classes ci(V ) ∈ h(M) that are natural with respect
to pullbacks of vector bundles and satisfy a Whitney sum formula. In ordinary cohomology
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2 DANIEL BERWICK-EVANS AND ARNAV TRIPATHY
with rational coefficients, H(−;Q), there is a simple formula that expresses the first Chern
class of a tensor product of line bundles,
c1(L⊗ L′) = c1(L) + c1(L′) ∈ H(M ;C).(1)
Complex oriented cohomology theories also have a tensor product formula, but the right
hand side can be more complicated than simply the addition of classes. Naturality of Chern
classes dictates that such formulas are determined by the universal case, namely tensor
products of the tautological line bundle over CP∞ ' BU(1), the classifying space for com-
plex line bundles. Commutativity and associativity of tensor products then endows h(CP∞)
with the structure of a formal group law. This formal group law carries a surprising amount
of information: in good cases,1 it characterizes the complex oriented cohomology theory
uniquely. See [Hop99] for an excellent introduction to complex oriented cohomology theo-
ries.
An auspicious source of formal groups is the formal completion of the one-dimensional
algebraic groups. The additive group Ga yields ordinary (rational) cohomology, owing to the
fact that the tensor product formula (1) is the addition of Chern classes. The multiplicative
group Gm characterizes complex K-theory; indeed, the first Chern class in K-theory of the
tautological line bundle is c1(L) := [L]− 1 ∈ K(CP∞), and a simple computation shows
c1(L⊗ L′) = c1(L) + c1(L′) + c1(L)c1(L′) ∈ K(CP∞).
This is the formal group law for the multiplicative group. The construction of elliptic
cohomology by Landweber, Ravenel, and Stong [Lan88, LRS95] applies these ideas to elliptic
formal group laws: starting with an elliptic curve E, one obtains an associated elliptic
cohomology theory Ell characterized by identifying Ell(CP∞) with the ring of functions on
the formal group Eˆ. In contrast to the additive and multiplicative groups, there are many
elliptic curves and they can form interesting families, giving both many distinct elliptic
cohomology theories and interesting families thereof. These features are what give elliptic
cohomology its richness and depth.
In a quest for a geometric understanding of elliptic cohomology, formal group laws need
a geometric counterpart. As is so often the case when a starting point is unclear, it turns
out to be fruitful to ask for even more, namely a geometric model for a theory that encodes
the full uncompleted algebraic group E rather than just the formal completion Eˆ. Such a
desideratum is expected from a good theory of equivariant elliptic cohomology [GKV95].
This is in analogy to how equivariant K-theory encodes the full multiplicative group. In-
deed, the equivariant K-theory of a point KG(pt) is a decompletion of the K-theory of the
classifying space K(BG) by the Atiyah–Segal completion map [AS69]. Specializing to the
case of G = U(1), we have in particular that this completion map
Z[t, t−1] ' Rep(U(1)) ' KU(1)(pt)→ K(BU(1)) ' K(CP∞) ' Ẑ[t, t−1](t−1) ' Z[[u]]
restricts functions on the multiplicative group Gm = Spec(Z[t, t−1]), to functions on the
formal multiplicative group, Ĝm ' Spf(Z[[u]]), obtained by completing at the identity, i.e.,
at the ideal generated by u = t − 1. One then hypothesizes that a suitable theory of
equivariant elliptic cohomology EllG(−) defined for compact Lie groups G will in particular
realize EllU(1)(pt) as functions
2 on the algebraic group E rather than merely its completion.
Connecting equivariant elliptic cohomology with geometry, then, would necessarily shed
light on the geometric role of elliptic formal group laws. There are really two distinct
jumping-off points for approaching this problem, reflecting the fact that constructions of
equivariant elliptic cohomology in the literature are split into two distinct schools. Rep-
resentation theorists have been interested in equivariant elliptic cohomology for G a con-
nected Lie group ever since the seminal work of Grojnowski and Ginzburg–Kapranov–
Vasserot [Gro07, GKV95]. Such constructions work with complex coefficients, and make
use of deep results of Kac [Kac85] and Looijenga [Loo76] relating characters of positive
1We refer here to the Landweber exact case.
2or rather, the sheaf thereof; see §1.2 below.
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energy representations of loop groups to line bundles over the moduli spaces BunG(E) of
G-bundles on elliptic curves. On the other hand, a separate school has focused on equivari-
ant elliptic cohomology for G finite, particularly for the purposes of organizing moonshine
phenomena [Dev96, Dev98, BT99, Mor09]. The construction in this case is rather different;
technically it relies on equivariant cobordism, and philosophically it draws from physical
insights into orbifold σ-models [DHVW85, Vaf86, DVVV89, AS89] and the higher character
theory of Hopkins–Kuhn–Ravenel [HKR00, Mor06]. One might hope for a geometric model
of equivariant elliptic cohomology that is uniform in the compact Lie group G, thereby
clarifying how these two schools are related.
In this paper we tackle the above goal in the case of complex coefficients, providing a
uniform geometric model for complex analytic equivariant elliptic cohomology that reduces
to models for the previous constructions when the group is finite or connected. Cocycles
are functions on a certain mapping stack inspired by supersymmetric gauge theory, which
makes the connection to physics and geometry. We then construct preferred cocycles in this
model—namely, representatives of equivariant Euler classes—again inspired by the field
theory. Euler classes are top Chern classes, and as such they encode the elliptic formal
group laws. This gives a precise geometric origin for the formal group law central to the
algebraic construction of elliptic cohomology. It also re-connects with physics via some
(perhaps non-obvious) properties of supersymmetric U(1) gauge theories.
Time is particularly ripe for these developments. Recently there have been considerable
applications of equivariant elliptic cohomology in representation theory and enumerative ge-
ometry [ZZ15, AO16, YZ17], as well as an increasingly intricate interplay between higher
chromatic phenomena and the geometry of field theories [Sta13, SPS14, BS]. Geometric
models offer means by which to further clarify these existing programs, as well as to illumi-
nate new directions.
We now give a brief statement of our results before turning to a more detailed survey
of the rich landscape of ideas in which our work sits.
1.1. Brief statement of results. We construct and study a geometric model for equi-
variant elliptic cohomology over C. As we will give intuition for below, representatives in
our model for equivariant elliptic cohomology classes (i.e., cocycles) are given by functions
on the space of fields of some physical theory known as a σ-model. In other words, repre-
sentatives are functions on a moduli space of maps from a (super) torus to a stack M//G,
full details of which we provide below. The results of this paper can then be divided into 3
areas, context for which we provide much more fully in the following subsection.
I. We give a geometric model for equivariant elliptic cohomology over C that is uniform
for all compact Lie groups G. When G is connected, we recover a cocycle refinement
of Grojnowski’s equivariant elliptic cohomology [Gro07], and when G is finite, we
recover a cocycle refinement of Devoto’s equivariant elliptic cohomology [Dev98];
see [BE16b] for more detail on the case of finite groups. This provides a single
language in which to study both schools of equivariant elliptic cohomology. Our
construction is inspired by the geometry of gauged supersymmetric σ-models with
N = (0, 1) supersymmetry, connecting it with the ideas of Witten [Wit87, Wit88],
Segal [Seg88] and Stolz–Teichner [ST04, ST11].
II. Within this geometric model, we construct privileged cocycles as partition functions
of a particularly simple field theory, the gauged free fermion, which we then compare
to loop group representations in keeping with the comparison (4) to be explained
below. Indeed, on the one hand, we identify this cocycle with the character of the
level 1 vacuum representation of U(n) using (4), while on the other hand we identify
it with the universal twisted equivariant elliptic Euler class. From the point of view
of geometric representation theory, the twisting results from the cocycle being a
section of (a super-incarnation of) the Looijenga line bundle whose sections are
spanned by characters of loop group representations; physically, the twisting is an
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example of an anomaly for the gauged free fermion; and topologically, the twisting
is the relevant obstruction in the MU〈6〉 orientation of TMF⊗ C [AHS01].
III. The special case of the gauged free fermion theory above when G = U(1) admits
some extra structure due to the homomorphism U(1)×U(1)→ U(1), which in turn
induces a multiplication on our stack of U(1) gauge fields. We identify this with the
multiplication on the (dual of the) universal elliptic curve and hence in particular
identifying a physical or geometric origin for the elliptic group law. This result
cements the connection between chromatic homotopy theory and supersymmetric
field theories as per the Segal–Stolz–Teichner program [Seg88, ST04]. After we
complete by pulling back under the natural map CP∞ → pt//U(1), this construction
provides the first example of how formal group laws manifest themselves on the
geometric or physical side of the story. Indeed, we show that the cocycle refinement
of the twisted elliptic Euler class provides a coordinate that encodes the formal
group law on the universal elliptic curve. This endows each elliptic cohomology
theory with a complex orientation, i.e., a theory of Chern classes whose tensor
product formula is the formal group law of the elliptic curve. An anomaly (in the
sense of quantum field theory) obstructs a global choice of complex orientation,
and thereby prevents the universal elliptic cohomology theory (over C) from being
complex oriented. These results point toward a differential geometric incarnation
of derived elliptic curves in the sense of Lurie [Lur09], and one may therefore think
of the space of fields defining the geometric model below as an inherently derived
object.
We note that many approaches to elliptic cohomology rely on powerful machinery,
e.g., ∞-categories in the approach of Lurie [Lur09] or the sophisticated (super) geometric
bordism categories central to the Stolz–Teichner program [ST11]. Although our approach
has many points of contact with these ideas, our constructions do not rely on any previous
high-powered machinery. We intend our accounting here to be entirely self-contained. There
remain, of course, some technicalities to address in order to resolve certain long-standing
obstacles. The bulk of these technicalities concern nuances of stacks on the site of super-
manifolds; in appendix §A we have consolidated all the necessary background material, as
well as some motivating examples from which much of our intuition is drawn. We hope
the reader unfamiliar with super geometry and stacks will find our presentation readable
by keeping in mind the slogan that stacks on the site of supermanifolds are essentially
“orbifolds with both even and odd coordinates.”
1.2. Background: equivariant elliptic cohomology. Equivariant elliptic cohomology
is a subject with deep ties to mathematical physics, homotopy theory, and representation
theory; below we take a semi-historical route through the vast literature.
Since its inception, elliptic cohomology has stood in relation to K-theory analogously
to how free loop spaces stand in relation to their corresponding finite-dimensional objects.
The first insights are due to Witten in the seminal papers [Wit87] and [Wit88]. Recall that
the index of the Dirac operator on a spin manifold computes the Aˆ-genus, a construction
which refines to the spin orientation of K-theory MSpin → KO constructed by Atiyah,
Bott, and Shapiro [ABS64]. Witten formally computed the S1-equivariant index of a Dirac
operator on the free loop space of a spin manifold to yield what is now called the Witten
genus. He was motivated by certain computations in heterotic string theory, which is
a particular kind of two-dimensional supersymmetric σ-model. Through the deep work of
Hopkins and collaborators [Hop94], the Witten genus ultimately refines to the σ-orientation
MString → TMF, which on coefficients sends (cobordism classes of) manifolds with string
structure to topological modular forms [AHS01, AHR10]. We recall that a manifold M has
a string structure if the Stiefel–Whitney classes w1(M) = w2(M) = 0 vanish (so M has a
spin structure) and additionally the fraction Pontryagin class p12 (M) = 0 (defined for spin
manifolds) vanishes. The target TMF of the σ-orientation is a global version of elliptic
cohomology, briefly recounted below.
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The σ-orientation makes it clear that elliptic cohomology is intimately tied to free loop
spaces and two-dimensional supersymmetric σ-models, but it really prompts even more
questions as to exactly how. For example, the coefficients of TMF have lots of torsion
whose field-theoretic meaning is completely unclear. The expectation is that a complete
understanding would come from an index theorem in elliptic cohomology [Seg88, Seg07,
ST04, ST11]. We recall that the Atiyah–Singer index theorem [AS63] equates an analytic
index (the index of the Dirac operator) with a topological index (a pushforward in K-
theory). The dream has been that a geometric model for elliptic cohomology will allow
one to formulate an analytic index (heuristically, the index of the Dirac operator on loop
space) that is equal to the topological index (the pushforward in TMF defined by the σ-
orientation). To explain where the geometric model in this paper fits in this story we need
to recount a bit more about the algebra behind (equivariant) elliptic cohomology and the
σ-orientation.
As explained above, elliptic cohomology is constructed such that Ell(CP∞) can be
identified with the ring of functions on the formal group Ê obtained by completing the
group law of an elliptic curve E at the identity. By work of Goerss, Hopkins, Miller, and
Lurie [GH04, Goe09, Beh14, Lur09, Lur16, Lur18], the collection of all elliptic cohomology
theories then gives a sheaf of cohomology theories3 over the moduli stack of elliptic curves
Mell. The derived global sections of this sheaf yields topological modular forms, or TMF.
A careful understanding of how the complex orientations of each elliptic cohomology theory
fail to descend to TMF gives rise to a version of the σ-orientation MU〈6〉 → TMF [Hop94,
AHS01] for vector bundles with vanishing (ordinary!) Chern classes c1(V ) = c2(V ) = 0.
Pushing these ideas a bit further constructs the orientation MString → TMF [Hop02,
AHR10]. It is through the connection to (formal) group laws that the MU〈6〉-version of the
σ-orientation will emerge later in our story, in the context of equivariant elliptic cohomology.
As mentioned, this equivariant refinement should lift the formal elliptic group law to
the full, noncompleted algebraic group, so that EllU(1)(pt) is identified with functions on the
algebraic group E rather than merely its completion. There is an immediate issue, however:
as E is compact, it admits no globally-defined algebraic functions besides constants. The
usual circumlocution is to instead consider the sheaf of algebraic functions on E and allow
equivariant elliptic cohomology to be a sheaf-valued theory. It was this observation that mo-
tivated Grojnowski [Gro07] (and later Ginzburg–Kapranov–Vasserot [GKV95]) to construct
complex analytic equivariant elliptic cohomology for compact connected G as a sheaf-valued
cohomology theory. In this theory, one can now sensibly formulate a completion theorem
for G = U(1) as the map4
OE ' EllU(1)(pt)→ Ell(CP∞) ' OÊ .(2)
Furthermore, there are U(1)-equivariant lifts of the complex orientation [Ros01, And03]:
the first Chern class in OÊ ∼= Ell(CP∞) lifts to a global object over the elliptic curve. We
observe that the Chern class cannot lift to a globally defined function on E, as such a
function would be constant. Instead, it lifts as a section of a line bundle τ over E, which
(basically by definition) is an element of τ -twisted U(1)-equivariant elliptic cohomology of a
point, EllτU(1)(pt). The line trivializes canonically near the identity element, recovering the
original elliptic Chern class under the restriction (2). These line bundles over each elliptic
curve can be assembled into a single line bundle over the universal curve. Roughly, the
obstruction to trivializing near the identity section is exactly the vanishing of the (Borel
equivariant) 1st and 2nd Chern classes. This gives a twisted equivariant refinement of the
the Euler class associated with the MU〈6〉-version of the σ-orientation.
Another satisfying feature of EllG(−) is that it can be viewed in relation to equivariant
K-theory again by “taking a loop,” but now this loop is in the group G. We recall that
KG(pt) ' Rep(G)(3)
3or really, E∞-ring spectra; see [Lur09, §2] for a gentle introduction.
4In fact, the elliptic curves of (2) are more canonically the dual elliptic curves, as we will discuss.
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where KG(pt) is the coefficient ring for equivariant K-theory, and Rep(G) is the represen-
tation ring of G. Equivariant K-theory has a geometric model where cocycles are given
by equivariant vector bundles; over a point, these G-equivariant vector bundles are simply
G-representations and the statement above is automatic. To underscore the point: the con-
nection between representation theory and topology is transparent within an appropriate
geometric model of equivariant K-theory.
Loop groups, or the free loop spaces LG of compact Lie groups G, have geometry and
representation theory that (somewhat miraculously) exists in close analogy with the theory
for compact Lie groups. This is especially true for the privileged class of representations
known as vacuum representations in the physics literature or basic representations in the
mathematics literature. Loop groups have enjoyed rich interactions with geometry, topology,
representation theory, and quantum field theory as the most tractable class of infinite-
dimensional Lie groups; see [PS86] for a thorough exposition, as well as [Kac85] for their
Lie-algebraic point of view as affine Kac-Moody algebras. Based on the utility of the
isomorphism (3) as a bridge between topology and representation theory, one might hope
for a similar equivariant cohomology theory that controls the representation theory of loop
groups. Ignoring all of the subtleties, we would like
EllτG(pt) ' Repτ (LG) (roughly!)(4)
where the right-hand side is the representation ring of the loop group LG at level τ while the
left-hand side is the τ -twisted G-equivariant elliptic cohomology of the point. Grojnowski’s
construction provides an isomorphism as above over C: just as the complexification of (3)
identifies complexified K-theory with the ring of characters, complex analytic equivariant
elliptic cohomology recovers the character theory of the relevant representation ring of LG.
Indeed, this was Grojnowski’s stated goal [Gro07, pg. 2]; see Ando [And00, Theorem 10.10]
for a related result. We also note that the twisted Chern class associated with the U(1)-
equivariant complex orientation described above is precisely the character of the vacuum
representation of LU(1) at level 1 [And00, §11], further strengthening the bridge between
representation theory and homotopy theory afforded by (2) and (4) in Grojnowski’s model.
All told, this version of equivariant elliptic cohomology over C has proved to be deeply
important to the development of the subject [Mil89, GKV95, AM07, Gre05, Rez17]. More-
over, the framework has found a variety of applications; we highlight a couple. Rosu [Ros01]
used S1-equivariant elliptic cohomology to give an alternative proof of the famous Witten
conjecture on rigidity of the S1-equivariant elliptic genus, following Miller in [Mil89]. Rigid-
ity was originally proven in [Tau89, BT89], but in some respects Rosu’s argument is more
conceptually satisfying; see also [AB02]. Ganter and Ram [GR13, Gan14] used equivari-
ant Thom classes and Schubert decompositions to give an alternate proof of the Weyl–Kac
character formula for characters of loop group representations.
In spite of these many successes, there are other aspects of EllG(−) that leave a bit to be
desired. One is that it is defined over C, whereas essentially all the interesting information
in TMF (non-equivariantly) is torsion; using homotopical methods to extend the definition
of EllG(−) to more general rings than C is very technically challenging, and remains under
development [Gep06, Lur09, Lur16, Lur18]. Geometric models of EllG(−) might provide
another route to integral refinements. In the meantime, we observe that although homotopy
theory over C is usually boring, this is far from true for equivariant elliptic cohomology:
the geometry of elliptic curves shines through via (2) and interacts with the theory of loop
group representations via (4).
A separate nagging issue is that the construction of EllG(−) is a bit ad hoc: it depends
on a maximal torus, and so only applies to connected Lie groups. Additionally, rather
than giving a global definition of the relevant sheaves, one instead defines local values
and transition functions. These issues were flagged by Grojnowski himself; to quote the
introduction of [Gro07]:
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The construction here suffers from several obvious disadvantages—it is
unwieldy to work with, and clearly misses the point of elliptic cohomol-
ogy. . . We have produced a theory such that the level k elliptic cohomology
of a point, with respect to a group G, is precisely the span of characters of
the level k representations of L˜G. We have done this purely finite dimen-
sionally, by a cheap trick.
This “cheap trick” defines the sheaf locally in a way that forces the isomorphism (2). On the
one hand, it is rather amazing that this property essentially determines equivariant elliptic
cohomology in Grojnowski’s framework. On the other hand, it would be more satisfying to
have a global construction in which the completion theorem emerges naturally.
As mentioned, another school of thought on equivariant elliptic cohomology concerns
finite groups, drawing inspiration from orbifold σ-models and the higher character theory
of Hopkins, Kuhn, and Ravenel [HKR00, Mor06]. From these perspectives, the equivariant
theory should be parametrized by pairs of commuting elements in a finite group G—the
twisted sectors in physical language. This point of view connects much more directly with
the physics, wherein a pair of commuting in a finite group G defines a principal G-bundle
over a torus; in turn the space of such bundles is the space of fields for a 2-dimensional
gauge theory with finite gauge group. The constructions of equivariant elliptic cohomology
for finite groups very explicitly drew from this physical intuition, with the first versions pi-
oneered by Devoto [Dev96, Dev98]. Roughly, one defines G-equivariant elliptic cohomology
of M as
EllG(M) := Ell(Map(pt//Z2,M/G)), (roughly!)
where Map(pt//Z2,M/G) is the orbifold of double ghost loops of M//G; this is the sub-
orbifold of the free double loop space of M//G whose loops project to constant loops in the
coarse quotient M/G, e.g. see, [dFLN+06, §6] for an introductory account. We observe that
objects in Map(pt//Z2,pt//G) are pairs of commuting elements in G, and hence EllG(M) is
parametrized by such data, as desired. The ideas surrounding this definition (and variations
thereon) grew with an eye towards organizing moonshine phenomena [Tho99, BT99, Mor09,
Gan09] and orbifold genera, especially of symmetric powers [dFLN+06, DMVV97, DLM01,
Gan06, Gan07]. These developments were still developed largely independently from the
approach taken for connected Lie groups, and so the two schools have not been brought
into close contact.
1.3. Background: geometric models for elliptic cohomology. With the above in
mind, one might hope that a geometric model for equivariant elliptic cohomology would:
(i) unify the “finite” and “connected” schools of thought on equivariant elliptic coho-
mology,
(ii) identify the origin of elliptic (formal) group laws from purely physical/geometric
motivations, and
(iii) expand available constructions and computations with elliptic cohomology.
We have not dwelled much on the third point in this introduction, but it is in some sense
the longest-standing and most important. For example, the geometric models for equivari-
ant de Rham cohomology and equivariant K-theory are what have led to their ubiquitous
application. The absence of such a description of elliptic cohomology has left us with a very
powerful (and highly calculable) homotopy invariants, but no clear geometric picture for
what exactly these invariants are measuring. This has largely limited the applications of
elliptic cohomology and TMF to problems internal to homotopy theory.
Fortunately, there has been a program to find these geometric cocycles for elliptic
cohomology almost as long as elliptic cohomology has existed. Unfortunately, it has equally
as long been plagued by difficulties of both technical and conceptual nature that have made
progress slow. This program starts with the original physical insights of Witten that relate
elliptic genera to geometry and analysis on free loop spaces [Wit87, Wit88]. Championed by
Segal and taken up by Stolz–Teichner and others [Seg88, Seg04, Seg07, ST04, ST11, HK04,
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Che07], the basic statement is that suitable two-dimensional field theories parameterized
by a manifold M should yield geometric cocycles for Ell(M) or ultimately TMF(M),
TMF(M) '
{
certain 2−dimensional field
theories parametrized by M
}
/∼ (roughly!).(5)
There are further refinements of this proposal, relating quantizations of field theories with
analytic pushforwards (see [Seg07, §4] and [ST11, §1]) and gauged field theories with (non-
naive) equivariant refinements (see [Seg07, §5] and [ST11, §1.7]).
The main obstacle in making sense of (5) has been in finding a definition of the right-
hand side that has a shot of making the statement true. Indeed, there are a great many
mathematical formalizations of 2-dimensional field theories: bordism categories, vertex
operator algebras, conformal nets, factorization algebras, and the list continues to grow.
Within each of these languages there are a great many flavors of field theory as well, e.g.,
conformal, Euclidean, supersymmetric, etc. Within this great zoo of options, it is entirely
unclear where to start when trying to geometrically capture TMF. One of the main themes
in [Lur09] is that equivariant elliptic cohomology is a very rigid object. Hence, if one tries
to establish a suitable equivariant version of (5), there ought to be fewer definitions to
choose from, making it harder to guess the “wrong” definition. A non-equivariant version
of (5) over C was given in [BE13, BE16a]. When attempting to generalize these results to a
version of (5) over Z, it seems wise to first establish an appropriate equivariant refinement
of the geometric model over C.
Before turning to a brief description of our main results, we note the interesting re-
cent work of Kitchloo [Kit09, Kit14], Huan [Hua17] and Rezk [Rez17] that also looks to
understand the geometry underlying equivariant elliptic cohomology. Work in progress by
Spong [Spo] establishes an isomorphism between Kitchloo’s theory and Grojnowski’s equi-
variant elliptic cohomology. Rezk’s approach is more homotopy-theoretic in nature, though
is extremely reminiscent of the spaces of fields studied below for M = pt. The translation
between his approach and the one below appears to pass through a gauge fixing procedure
in string theory, where derived geometry emerges from the BRST formalism5; it would be
quite interesting to make this idea precise and explore it further. Huan studies equivari-
ant elliptic cohomology at the Tate curve over Z for a finite group, and directly ties the
homotopy theory into the geometry of orbifold loop spaces. Finally, there is the ongoing
and long-standing program of Bartels–Douglas–Henriques to construct TMF classes from
two-dimensional conformal field theories, modeled in their framework as conformal nets;
see [DH11] for an early and approachable introduction. Hence, from the big picture it is
clear that many of the core ideas from physics and geometry below are drawn from the
same ideas as the constructions of these authors.
1.4. The intuitive construction and future applications. An important aspect of
the construction of equivariant elliptic cohomology below is that it has obvious categorical
enhancements. We expect that these enhancements will refine the model over C to a model
over Z.
It is easiest to explain this by analogizing with a closely related model for K-theory. We
are again highly impressionistic with details here; see [BE15] for a full account and [Che07,
HST10] for closely related ideas. Here is a simplified version of the result: the category of
representations of the path category of a manifold is equivalent to the category of vector
bundles with connection. Here, the path category of the manifold is a category whose
morphisms are maps from the interval I1 to M , with composition given by gluing paths;
there is a closely related super-version of this category that maps in 1|1-dimensional super
intervals, I1|1 to M . (At this level of detail, we pass over objections that this composition
may be only partially-defined.) The non-super result was sketched in [Seg88, §6], and we
briefly recall the idea. A representation of the path category of M assigns to each point
in M a vector space, and to each path in M a linear map. The vector spaces fit together to
5We learned this from Matt Ando.
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define a vector bundle on M while the functoriality along the paths tell us how to perform
parallel transport. In particular, by differentiating this linear map at the identity path, we
get a connection on this vector bundle, which are well known to provide representatives for
K-theory classes.
If instead we only map (super) circles S1|1 to M , we obtain something like the “trace”
of the above construction. In fact, if one has a vector bundle (V,∇) with connection,
interpreted as a functor from the path category to vector spaces, the trace of the restriction
to maps from circles into M constructs a function on this mapping stack: the information
retained is precisely the holonomy of the connection ∇ about loops; see [Han08] in this
context for details for the full supersymmetric version. In general, then, working with closed
loops rather than open intervals retains less categorical information, or less homotopically
refined information (in this example, retaining merely the chromatic height zero piece).
Note that in this setting, we could also work equivariantly for maps to a stack M//G using
the methods of this paper, and indeed, our methods also simultaneously provide geometric
cocycles for equivariant K-theory with complex coefficients (for general compact G, i.e.
simultaneously treating the finite and connected cases).
The geometric model in this paper takes place in one higher dimension, where we re-
strict to the analogue of the above story over C, i.e. maps from closed (super) tori into our
manifold M , or equivariantly our stack M//G; indeed, see the prior work [BE13, BE16a]
for the non-equivariant case. It is hence a natural question what extra information one
obtains if one “opens up” the tori to a category of annuli (and then one step further still to
a 2-category!). To be slightly more precise, our model for equivariant elliptic cohomology
over C is a natural home for characters of representations of a category of super annuli
in M//G. The objects in this category are (super) loops in M//G, and morphisms are (su-
per) annuli in M//G that bound the incoming and outgoing super loops. Evaluating on
constant super annuli and taking a trace, we get a function on the moduli space of maps
from super tori T 2|1 to M//G. The first main result of this paper shows that functions on
this moduli space of maps give cocycles for complex analytic equivariant elliptic cohomol-
ogy. Hence, representations of super annuli in M//G necessarily map to complex analytic
equivariant elliptic cohomology. Our expectation is that representations of super annuli will
produce geometric cocycles for equivariant elliptic cohomology at the Tate curve over Z;
compare [BE17] in the nonequivariant case. We will be even more brief here about the de-
sired further step of considering representations of a 2-category of maps from I2|1 to M//G
as defining geometric cocycles EllG(M) (or “elliptic objects”) for the G-equivariant elliptic
cohomology of M . As before, these elliptic objects should be thought of as some elliptic
analogue of (equivariant) vector bundles in the case of K-theory.
The end-goal for these geometric models are applications. Some are long-expected
within topology and geometry, e.g., descriptions of homotopy invariants in terms of ge-
ometry and analysis [Hop94, Hop02]. One important point of contact should be with the
Freed–Hopkins–Teleman Theorem [FHT08, FHT11a, FHT13, FHT11b] relating the twisted
G-equivariant K-theory of G with Repτ (LG). Indeed, given the imprecisely stated isomor-
phism (4), the observation that elliptic cohomology should be related to K-theory of the free
loop space, and the observation that in an appropriate sense, L(pt//G) ' G//G, this theorem
should be closely tied to equivariant elliptic cohomology; see also Remark 5.5 in [Lur09].
The analytic and geometric methods in the proof of their theorem give a flavor for what
a geometric model for equivariant elliptic cohomology might look like, and these methods
draw heavily on ideas in 2-dimensional field theories; we hope that our methods eventually
give a precise context to their intuition. As touched on by various authors, this area should
also make contact with three-dimensional (Chern-Simons) and four-dimensional (maximally
supersymmetric Yang-Mills) theories. The Looijenga line bundle playing a central role for
us as the twisting or anomaly of the equivariant elliptic Euler cocycle is the Chern-Simons
line bundle associated to the torus and the determinant line bundle for geometric Langlands
on the elliptic curve; see [BZN15, BZN16] for some context.
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Recently, elliptic cohomology has also become of great interest to representation theo-
rists, bringing in a new set of applications that might be understood best within a geometric
model. These applications typically arise as part of a trichotomy of rational, trigonometric,
and elliptic structures in integrable systems, in correspondence with the algebraic groups
Ga,Gm, and elliptic curves E. It is expected that there are elliptic analogs of many impor-
tant algebras such as quantum groups or affine Hecke algebras, starting with the seminal
work of Ginzburg, Kapranov, and Vasserot in [GKV95] and continuing to the recent results
of [ZZ15, YZ17]; note that for many of these constructions, it already suffices to have a
good theory of equivariant elliptic cohomology over C as we develop here.
Physically, the sharpest statement we expect is for the expected geometric cocycles
Ell(M) above, or a derived category thereof, to provide the appropriate category of bound-
ary conditions for a twisted supersymmetric three-dimensional σ-model to M ; depending
on the amount of supersymmetry, one may impose additional holomorphy conditions on
the elliptic bundles. This should be in analogy with the (B-)twisted supersymmetric two-
dimensional σ-model to M , whose category of boundary conditions is given by DbCoh(M),
which (for M smooth) we interpret as a derived category of (holomorphic) vector bundles
on M . Explicit categories of boundary conditions are known in quite few cases, so a rigorous
construction of a more complicated case would prove quite insightful.
Moreover, the prior two goals have started to tie to one another through the exciting
development of elliptic stable envelopes, as developed in [AO16] and used in the interesting
work of [AFO17, FRV17, RTV17]. The physical setting for these authors is a 3dN = 4 gauge
theory, and the action on an appropriate category of boundary conditions of holomorphic
elliptic bundles as above should physically explain the appearance of equivariant elliptic
cohomology in the representation theory and enumerative geometry of these papers.
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people. In particular, a tremendous amount of equivariant elliptic cohomology is developed
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Matt Ando, Ralph Cohen, Kevin Costello, Tudor Dimofte, Dan Freed, Soren Galatius,
Nora Ganter, Sheldon Katz, Tom Nevins, Andrei Okounkov, Natalie Paquette, Arun Ram,
and Charles Rezk for numerous insights, conversations, helpful comments on the draft, and
patient encouragement. Finally, A.T. acknowledges the support of MSRI and the NSF
through grants 1705008 and 1440140.
2. Detailed statement of results
We now give a more detailed description of the main results of our paper that were out-
lined in §1.1. We will use both coarse quotients and stacky quotients in this paper, denoting
the former by a single slash (e.g., M/G) and the latter with a double slash (e.g., M//G).
2.1. Results I: stacks of fields and equivariant elliptic cohomology. Let M be a
manifold with the action of a compact Lie group G. The basic object of study in this paper
is a stack of fields F(M//∇G) and a substack F0(M//∇G) ⊂ F(M//∇G) of dimensionally
reduced fields, to be described in more detail shortly. We will identify the sheaf of functions
on F0(M//∇G) with a cocycle model for equivariant elliptic cohomology.
To motivate the definitions of these stacks (given in full in §4.3), we give an informal
description of the stack of fields for the supersymmetric σ-model with target M//
∇
G. In
more physical terminology, this is the N = (0, 1) supersymmetric σ-model to M with the G
symmetry gauged. With R2|1 as the (super) worldsheet, the groupoid of fields6 has as objects
pairs, (φ,A) for φ : R2|1 → M a map and A ∈ Ω1(R2|1; g) a Lie algebra-valued 1-form,
6These fields form a stack for which objects are families of fields; for this informal discussion we omit
the important family parameter, later denoted by S.
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termed a gauge field, and thought of as a connection on a trivial bundle. An isomorphism
between a pair of fields (φ,A) and (φ′, A′) is a gauge transformation g : R2|1 → G and a
rigid conformal map f : R2|1 → R2|1 (defined in §4.1) so that the following equality holds
and the following diagram commutes:
f∗A′ = Adg−1A+ g−1dg,
R2|1 G×M
R2|1 M .
g × φ
f
φ′
act
In other words, A and f∗A′ are related by a gauge transformation, and φ and φ′ are related
by a rigid conformal map compatible with the G-action on M . Hence, fields form an action
groupoid for the action on objects by Conf(R2|1)nMap(R2|1, G) where Conf(R2|1) denotes
the group of rigid conformal symmetries of R2|1, and Map(R2|1, G) is the group of gauge
transformations, i.e., automorphisms of the trivial G-bundle. A dimensionally reduced field
is a pair (φ0, A0) that is invariant under the action by even translations E2 < Conf(R2|1)
on R2|1.
Remark 2.1. In this case, dimensionally reduced fields are closely related to other physical
concepts such as classical vacua [DEF+99, Glossary].
Remark 2.2. The above space of fields is part of the field content of the heterotic string,
as sketched in §4.10. In light of this correspondence, the gauge field above should be
regarded as a background field. Its role is similar to background gauge fields in WZW
models, e.g., [Gaw99, 3.5]: rather than being a dynamical field, it provides a way of studying
deformations of the field theory. Indeed, this gauge field can be thought of as parametrizing
the formal neighborhood of a point in the moduli stack of fields. This flavor of formal
geometry becomes relevant in understanding the connection with elliptic formal group laws
when G = U(1).
We can consider the same data of fields as above on compact worldsheets, arising
from a quotient of R2|1 by a lattice Λ: Z2 ↪→ C ∼= R2 ⊂ R2|1. This quotient is a super
torus T 2|1 := R2|1/Z2 = R2|1/Λ. A field on a super torus is a map φ : R2|1 → M together
with a Lie algebra valued 1-form A ∈ Ω1(R2|1; g) satisfying the periodic boundary conditions
φ(z + nλ1 +mλ2, z¯ + nλ¯1 +mλ¯2, θ) = h
n
1h
m
2 · φ(z, z¯, θ),
A(z + nλ1 +mλ2, z¯ + nλ¯1 +mλ¯2, θ) = Adh−n1 h
−m
2
(A)
(6)
for a pair of commuting elements h1, h2 ∈ G defining a map h : Z2 → G, (λ1, λ¯1), (λ2, λ¯2)
generators for the based lattice Λ, and (z, z¯, θ) coordinates on R2|1.
As we explain in §4.3, (6) also defines a (possibly nontrivial) G-bundle with connection
on T 2|1 with a G-equivariant map to M . This allows us to repackage fields in the language
of stacks as a map Φ: T 2|1 → [M//∇G]. Here, M//∇G is a version of the standard action
groupoid construction, and [M//
∇
G] is the stack underlying this groupoid; see §A.5. The
main difference from the usual construction of the standard action groupoid is that maps
to, for example, pt//
∇
G are specified not just by a G-bundle but rather a G-bundle with
connection. More formally, a map Φ: T 2|1 → [M//∇G] is defined as a principal G-bundle
P → T 2|1 with G-connection ∇ and a G-equivariant map φ : P →M . We use this to give a
rigorous definition of the groupoid of fields on super tori, denoted F(M//∇G), whose objects
are maps T 2|1 → [M//∇G].
Dimensionally reduced fields on super tori are again characterized as being invariant
under the E2-action. However, this action has stabilizers which need to be handled care-
fully in the stacky context. One description of such a dimensionally reduced field is as a
map Φ: T 2|1 → [M//∇G] given by
Φ: T 2|1 = R2|1/Z2 ∼← [R2|1//Z2]→ [(R2|1/E2)//Z2] ' [R0|1//Z2]→ [M//∇G],(7)
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where we use the isomorphism of stacks underlying the equivalence of action groupoids,
R2|1//Z2 ∼→ R2|1/Z2, and the (free) action of E2 on R2|1 whose quotient is R0|1. In §4.3, we
define the stack F0(M//∇G) of such dimensionally reduced fields whose objects are maps
Φ: T 2|1 →M//∇G given by (7). This stack has a natural sheaf of analytic functions Oan, and
we will study the sheaf of sections of Oan. Note also that in the above, one way to interpret
the dimensional reduction of (7) is as a flatness condition for the G-bundle with connection;
at least on the reduced underlying torus, the only remaining data of the G-bundle is of the
two holonomies about the cycles of the torus.
Remark 2.3. The sheaf Oan consists of functions on F0(M//∇G) satisfying a version of
the Ward identities. The Ward identities are a field-theory version of Noether’s theorem,
encoding how symmetries put restrictions on functions on fields, i.e., observables. For
example, in 2-dimensional conformal field theory, functions on the relevant moduli spaces
of punctured Riemann surfaces satisfying the Ward identities are the conformal blocks.
In our case, the condition defining Oan is a similar symmetry coming from the gauged free
fermion; see Remark 6.4. The minor miracle is that these Ward identities on the field theory
side are exactly what one needs to compare with complex analytic functions in Grojnowski’s
construction of equivariant elliptic cohomology.
Remark 2.4. When G is finite, (6) is one of the standard descriptions of fields for orbifold
σ-models wherein the conjugacy class of (h1, h2) is called the sector. The conjugacy class
associated with the identity element (h1, h2) = (e, e) is called the untwisted sector, and other
conjugacy classes are called twisted sectors. Sectors can also be viewed as the components
of the orbifold of maps pt//Z2 →M//G, called the double ghost loops in M//G; this descrip-
tion of sectors in the language of orbifolds is very closely related to the factorization (7)
defining dimensionally reduced fields. When dim(G) > 0, the geometry of sectors becomes
significantly more complicated, as one must consider smooth families of pairs of commuting
elements. In particular, the moduli space no longer decomposes into a disjoint union over
sectors, but instead is parametrized by the moduli stack of G-bundles on super tori.
Per the remark above, we will no longer have a disjoint union over different sectors,
but we nonetheless find it useful to consider the (family of) sectors parameterized by pairs
h = (h1, h2) : Z2 → G. This is equivalent to studying fields T 2|1 → [M//∇G] for which the
principal G-bundle P → T 2|1 is fixed; this defines substacks F0(M//∇G)h ⊂ F0(M//∇G) for
each h, and our first main goal will be to identify the analytic functions on these substacks.
Define Γ(h) < SL2(Z) as the stabilizer of h for the precomposition of SL2(Z) on the set
of homomorphisms Z2 → G, and let Mh ⊂ M denote the submanifold of M fixed by the
image of h in G, while C(h) < G denotes the closed subgroup that centralizes the image
of h in G. Finally, the stack F0(M//∇G)h will be endowed with a C×-action that generalizes
the usual action on based lattices. We then have the following result:
Theorem 2.5. Given h : Z2 → G, the sheaf of analytic functions on F0(M//∇G)h is the
sheaf of C(h)-equivariant de Rham forms on Mh tensored with the sheaf of holomorphic
functions on the complex manifold of based lattices Lat ⊂ C × C, with equivariant action
by the subgroup Γ(h) < SL2(Z). In particular, C×-equivariant global analytic functions on
F0(M//∇G)h consists of cocycles in equivariant de Rham cohomology
Oan(F0(M//∇G)h) '
⊕
j+k=•
ΩC(h)(M
h)⊗MFkΓ(h),(8)
where the grading on the right corresponds to the weight spaces for a C×-action on the left.
Remark 2.6. In the above, equivariant de Rham cohomology refers to either the Cartan or
Weil models, depending on how one presents the stack F0(M//∇G)h as a groupoid. See §4.7
for a more precise statement.
Remark 2.7. As stated, the grading in the isomorphism (8) relies on a C×-action on the left,
which a priori could depend on how one presents the stack Oan(F0(M//∇G)h) as a groupoid.
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A more invariant characterization of the degree j cocycles is to tensor the analytic functions
with a “degree-shifting” sheaf ωj/2 related to the Hodge bundle and then take invariants.
An immediate corollary to Theorem 2.5 is the following.
Corollary 2.8 (Completion). Let e : Z2 → G denote the trivial homomorphism. The func-
tor F0(M//∇G)e ↪→ F0(M//∇G) associated with including the trivial G-bundle into all bun-
dles induces the restriction map on sections
Oan(F0(M//∇G))→ Oan(F0(M//∇G)e).(9)
Global sections in the target form cocycles for the Borel equivariant refinement of ordinary
cohomology valued in the graded ring of weak modular forms,
Oan(F0(M//∇G)e) '
⊕
j+k=•
ΩjG(M)⊗MFk,
so that (9) is a completion map from complex analytic equivariant elliptic cohomology to
Borel equivariant elliptic cohomology.
As we shall explain near the proof of this corollary, in the case G = U(1) and M = pt,
the above refines the completion map (2).
The cocycle model above refines previous versions of equivariant elliptic cohomology in
the literature. When G is finite, we recover an SL2(Z) (rather than for Γ0(2) < SL2(Z)) ver-
sion of Devoto’s equivariant elliptic cohomology; this was proved in [BE16b] and recounted
in Example 4.38. As such, the focus in this paper is the comparison with Grojnowski’s
model for G connected. In §3, we rephrase Grojnowski’s construction as a sheaf EllG(M)
on a stack BunG(E)0, a relative coarse moduli space of G-bundles on elliptic curves defined
on the site of supermanifolds. We obtain a comparison map with functions on F0(M//∇G)
by the maps
F0(M//∇G) pi→ F0(pt//∇G) p→ BunG(E) ι← BunG(E)0.
Let E``G(M) = pi∗Oan denote the direct image of the sheaf of analytic functions on F0(M//∇G)
along pi. Then ι∗p∗E``G(M) is a sheaf on BunG(E)0. The following is a somewhat imprecise
formulation of our main theorem comparing our construction to the prior construction by
Grojnowski. We will give sharper statements in Corollary 5.5 and Proposition 5.7
Theorem 2.9. Suppose G is connected. There is a morphism of sheaves ι∗p∗E``G(M) →
EllG(M) of O-modules on BunG(E)0 that realizes the source as a cocycle model for Gro-
jnowski’s equivariant elliptic cohomology.
In the above, cocycle model is used in the following sense: the local sections of EllG(M)
are holomorphic functions on based lattices Lat tensored with equivariant cohomology
classes; local sections of ι∗p∗E``G(M) have an analogous description with cocycles in the
equivariant de Rham complex. The map ι∗p∗E``G(M) → EllG(M) takes a cocycle in the
equivariant de Rham complex to its underlying equivariant cohomology class. See §A.12
for a quick review of the equivariant de Rham complex in the Cartan and Weil models for
equivariant cohomology.
Remark 2.10. Theorem 2.9 fits into the paradigm of differential refinements of cohomology
theories, e.g., in the sense of ordinary differential cohomology or differential K-theory [SS08a,
SS08b, HS05]. Indeed, when G = {e}, Theorem 2.9 (trivially) gives a differential refinement
of elliptic cohomology over C in the sense of Hopkins and Singer [HS05]. The correct notion
of a non-naive equivariant differential refinement is still in its infancy, largely because the
equivariant Chern character needs to be taken in the delocalized sense, e.g., see [Alt13] for T -
equivariant differential K-theory. However, the model in Theorem 2.9 is clearly delocalized,
and so deserves to be viewed as a model for differential equivariant elliptic cohomology
over C.
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As the sheaf E``G(M) simultaneously generalizes and provides a cocycle refinement
of pre-existing constructions of equivariant elliptic cohomology, we use it to give a new
definition that encompasses both finite and connected compact Lie groups.
Definition 2.11. Let G be a compact Lie group acting on a compact manifold M . The
differential complex analytic equivariant elliptic cohomology of M with its G-action is the
sheaf E``G(M) on the moduli stack F0(pt//∇G) of dimensionally reduced G-bundles with
connection on super tori.
There is a formal procedure by which one can pass from a differential model for a
cohomology theory to cohomology classes, namely one can take concordance classes.
Definition 2.12. Given a sheaf F on the site of smooth manifolds, elements a0, a1 ∈ F (M)
are concordant if there exists an element a˜ ∈ F (M ×R) that restricts to the given elements
along the inclusions i0, i1 : M ↪→M × R at 0 and 1,
i∗0a˜ = a0, i
∗
1a˜ = a1.
This defines an equivalence relation denoted ∼.
Now, for any open U ↪→ F0(pt//∇G) and k ∈ Z, we have a sheaf on the site of smooth
manifolds defined by M 7→ Γ(U, E``G(M) ⊗ ωk/2). Taking concordance classes of sections
defines a presheaf on F0(pt//∇G); let E``kG[M ] denote the sheafification of this presheaf.
Definition 2.13. Let G be a compact Lie group acting on a compact manifold M . Complex
analytic equivariant elliptic cohomology of a manifold M with G-action is the sheaf E``•G[M ]
on the moduli stack F0(pt//∇G) of dimensionally reduced G-bundles with connection on
super tori.
Remark 2.14. The above version of equivariant elliptic cohomology trivially satisfies com-
pletely analogous axioms to those of Ginzburg–Kapranov–Vasserot [GKV95, 1.5.1-1.5.5].
Remark 2.15. One can enhance the sheaf of sets in Definition 2.13 to a homotopy sheaf
of spectra, as we sketch briefly. Madsen and Weiss [MW07, § A.1] show that concordance
classes are representable: for a sheaf F , the set of concordance classes F (M)/∼ can be
identified with the homotopy classes of maps [M, |F |] where |F | is the concordance space
of F . This allows one to consider the presheaf of spaces on F0(pt//∇G) that sends U ↪→
F0(pt//∇G) to the space of maps from M into the appropriate concordance space of the
sheaf Γ(U, E``G(−) ⊗ ωk/2). Varying k, we get a sequence of such presheaves of spaces
on F0(pt//∇G). The local values of this presheaf of spaces can be promoted to presheaves
of spectra, with connecting homomorphisms induced by suspension isomorphisms. We can
then sheafify this presheaf of spectra, giving a more sophisticated version of complex analytic
equivariant elliptic cohomology. It is unclear as yet whether this description has any utility
beyond the differential model from Definition 2.12.
2.2. Results II: gauged free fermions and equivariant elliptic Euler classes. With
the stack of dimensionally reduced fields in hand, methods in physics point toward con-
structions of cocycles. We drew inspiration from [AGMV86, §2]; see also [Fre87, §4].
When G = {e} is the trivial group and M = pt is the 1-point manifold, a basic
construction is the theory of free fermions valued in a complex vector space. Indeed, given
a complex vector space V with hermitian pairing 〈−,−〉, we obtain a C-bilinear pairing
on V ⊕ V . Define a vector bundle Fer(V ) over F0(pt) whose fiber at a super torus T 2|1
is C∞(T 2|1; Π(V ⊕ V )), where Π(V ⊕ V ) is the parity reversal of the vector space V ⊕ V .
Then for each super torus, we obtain a theory of free fermions whose fields are sections of
Fer(V ) at T 2|1 with classical action
S(ψ) =
∫
T 2|1
〈ψ,Dψ〉, ψ ∈ C∞(T 2|1; Π(V ⊕ V )),
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where D = ∂θ − θ∂z¯ is an odd, complex vector field on T 2|1. For free theories such as this
one, the physics definition of quantization as an integral over all fields,
ZV =
∫
e−S(ψ)dψ := Pfζ(D),(10)
can be made rigorous as a ζ-regularized Pfaffian of the operator D. In this case the answer
isn’t so interesting: D has a zero eigenspace, and the regularized Pfaffian is zero.7
There is an elaboration of this theory that depends on compact Lie group G and a
unitary representation ρ : G → U(V ). We use ρ to define a vector bundle over pt//∇G
with fiber V ⊕ V . An object of F0(pt//∇G) is a map Φ: T 2|1 → pt//∇G, along which
we can pullback this vector bundle; equivalently, we form the associated bundle for the
representation ρ ⊕ ρ and the G-bundle over T 2|1 given by Φ. We write the sections of
this (associated) vector bundle as Γ(T 2|1,Φ∗Π(V ⊕ V )). There is similarly defined classical
action
S(ψ) =
∫
T 2|1
〈ψ,DAψ〉, ψ ∈ C∞(T 2|1; Φ∗Π(V ⊕ V )),
where DA is the covariant derivative along D using the connection associated with the
gauge field A. For each fixed Φ: T 2|1 → [pt//∇G], this again defines a free field theory whose
partition function is computed by a ζ-regularized Pfaffian. In this case, the result is more
interesting; we find a formula in the universal case G = U(n) and ρ = id: U(n)→ U(n).
Theorem 2.16. Let G = U(n), ρ = id, and DA the operator as above. The ζ-regularized
Pfaffian Pfζ(DA) ∈ Oan(F0(pt//∇U(n));L) is a section of a line bundle L over F0(pt//∇U(n)),
with ι∗p∗L canonically isomorphic to the Looijenga line bundle on BunU(n)(E)0. Analytic
sections are therefore spanned by characters of level 1 representations of LU(n). Under this
identification, Pfζ(DA) corresponds to the character of the vacuum representation of LU(n)
at level 1.
2.3. Results III: field theories and formal group laws. Complex vector bundles with
unitary connection (V,∇)→M are classified by maps M → [pt//∇U(n)], and so we can pull-
back the section Pfζ(DA) of Theorem 2.16 along the induced map F0(M)→ F0(pt//∇U(n)).
We shall see that this pullback gives a cocycle refinement of the elliptic Euler class when V
has vanishing 1st and 2nd Chern classes.
First we recall the elliptic Euler class, e.g., see [AFG08, Gan14]. By the splitting
principle, the (twisted) elliptic Euler classes of vector bundles V → M are determined by
the value of the Euler class on a direct sum of line bundles. For line bundles with Chern
roots z1, . . . zn, this class is
[Eu(V )] :=
n∏
i=1
σ(τ, zi) ∈ H
(
M ;C((q))
)
,(11)
where
σ(τ, z) := (1− ez)
∏
n>0
(1− qnez)(1− qne−z)
is the version of the Weierstrass σ-function relevant to the MU〈6〉-orientation of elliptic
cohomology [AHS01]. If c1(V ) = c2(V ) = 0, then we actually have
[Eu(V )] ∈ H(M ; MF),
where MF is the graded ring of weak modular forms, related to (11) by q-expansion MF ↪→
C((q)). We will show that the equivariant cocycles constructed from ζ-regularized Pfaffians
furnish cocycle refinements of the elliptic Euler classes obtained by pulling back along the
map of stacks M → [pt//∇U(n)] classifying the complex vector bundle with connection
(V,∇).
7If we exclude the zero eigenspace, a standard calculation shows the ζ-regularized determinant is essen-
tially ηdim(V ) where η is the Dedekind η-function as a function of the lattice Λ defining T 2|1.
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Corollary 2.17. For a map M → [pt//∇U(n)] classifying a complex vector bundle V →M
with connection, there is a natural map Oan(F0(pt//∇U(n)),L) → Oan(F0(M);L) sending
Pfζ(DA) to a cocycle representative for the twisted elliptic Euler class of complex vector
bundle. A choice of rational MU〈6〉-structure (i.e., trivializations of c1(V ) and c2(V ))
defines a trivializing concordance for this line bundle over F0(M), and the image of the
pullback of Pfζ(DA) is the (untwisted) elliptic Euler class of V .
In the case that n = 1, there is a tensor product formula for the elliptic Euler class that
can be characterized as follows.
Theorem 2.18. Let E∨univ be the universal dual elliptic curve. There are 2-commutative
diagrams in stacks,
F0(CP∞ × CP∞) F0(CP∞)
F0(pt//∇(U(1)× U(1))) F0(pt//∇U(1))
E∨univ ×Mell E∨univ E∨univ
p2
p1
⊗
p1
p2
⊗
p1
p2
+
(12)
where we get a 2-commutative diagram for each of the choices of projection, p1, p2, or the
tensor product and addition, ⊗,+, for the horizontal maps.
Furthermore, the σ-function as a section of a line bundle over E∨univ pulls back to
Pfζ(DA) as a section of a line bundle over F(pt//∇U(1)), which pulls back to Eu(H) as
a cocycle representative of the twisted elliptic Euler class of the tautological line bundle H
on CP∞.
In the above, we use the map CP∞ → [pt//∇U(1)] that classifies the tautological line
bundle with its connection on CP∞. The naturality of F0(−) together with the commutative
diagram
CP∞ × CP∞ CP∞
[pt//
∇
(U(1)× U(1))] [pt//∇U(1)]
p1, p2,⊗
p1, p2,⊗
makes the proof a consequence of functoriality.
3. Equivariant elliptic cohomology
Given a manifold M with the action by a compact connected Lie group G, Gro-
jnowski [Gro07] constructs a sheaf EllG(M) on the moduli of G-bundles on elliptic curves.
This sheaf is the G-equivariant elliptic cohomology of M . Our goal in this section is to
translate the construction of EllG(M) into a context in which it can be compared with our
geometric constructions from supersymmetric gauge theory.
Indeed, our construction in §4 starts with a manifold with G-action and constructs
a sheaf E``G(M) on a certain moduli stack of G-bundles on 2|1-dimensional super tori,
eventually to be denoted F0(pt//∇G). Roughly, the moduli of G-bundles on elliptic curves,
denoted BunG(E), is a coarse quotient of F0(pt//∇G), and E``G(M) is a sheaf of cochain
complexes whose cohomology computes EllG(M). To define this comparison precisely, we
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require some variants of the coarse moduli space underlying F0(pt//∇G). We spend the
majority of this section on such definitions, which will perhaps also be a bit more familiar
than the stack F0(pt//∇G) introduced in the next section. The present section culminates
with the construction, for connected G, of a stack BunG(E)0 ⊂ BunG(E) equipped with
the sheaves EllG(M). The substack of BunG(E)0 ⊂ BunG(E) is essentially the full substack
of G-bundles with T -reduction; such reduction is somewhat more subtle on the site of
supermanifolds. However, the experienced reader can likely read quickly through this section
in order to confirm that our presentation of Grojnowski’s construction of equivariant elliptic
cohomology conforms to prior expectations.
All our constructions will take place as presheaves on the site of supermanifolds, i.e.,
through a functor-of-points approach to supermanifolds. The appendix §A.1-A.5 gives a
brief introduction to supermanifolds and super stacks; it also conveniently serves as a refer-
ence for our conventions and notation. When we need to emphasize the difference, we use
the notation [G1 ⇒ G0] for the stack underlying a (generalized) Lie groupoid {G1 ⇒ G0}.
3.1. Elliptic curves. We will use complex analytic uniformizations of elliptic curves through-
out; in other words, our definition of an elliptic curve E will be a quotient C/Λ for some
lattice Λ ⊂ C. We now define this notion carefully in the generality of S-families of elliptic
curves for supermanifolds S. See Example A.6 for an explanation of the notation for the
S-points of C.
Definition 3.1. Given a supermanifold S, an S-family of based, oriented lattices is a
family of injective homomorphisms Λ: S × Z2 → C such that the ratio of the generators
(λ1, λ¯1) : S×{(1, 0)} → C and (λ2, λ¯2) : S×{(0, 1)} → C defines a map (λ1/λ2, λ¯1/λ¯2) : S →
H ⊂ C with image in the upper half plane. Let Lat denote the presheaf on supermanifolds
whose S-points are S-families of based, oriented lattices.
We observe that Lat is representable via the isomorphism Lat
∼→ H× C×, which sends
a family of lattices with generators ((λ1, λ¯1), (λ2, λ¯2)) to ((λ1/λ2, λ¯1/λ¯2), (λ2, λ¯2)) ∈ (H ×
C×)(S).
Definition 3.2. Define the moduli stack of elliptic curves with nonbounding spin structure,
denoted Mspinell , as the quotient stack [Lat//(SL2(Z) × C×)], where C× × SL2(Z) acts on
Lat ⊂ C× C by restriction of the action on C× C given by
(µ, µ¯) ∈ C×(S),
[
a b
c d
]
∈ SL2(Z)(S), (λ1, λ¯1, λ2, λ¯2) ∈ Lat(S) ⊂ (C× C)(S)
(µ2(aλ1 + bλ2), µ¯
2(aλ¯1 + bλ¯2), µ
2(cλ1 + dλ2), µ¯
2(cλ¯1 + dλ¯2)) ∈ Lat(S).(13)
There is a universal family of elliptic curves over the stack Mspinell . We first define
E˜univ := (C× Lat)/Z2,(14)
where the Z2-action is by
(z, z¯, λ1, λ¯1, λ2, λ¯2, n,m) 7→ (z + nλ1 +mλ2, z¯ + nλ¯1 +mλ¯2, λ1, λ¯1, λ2, λ¯2),
for (z, z¯) ∈ C(S), Λ = (λ1, λ¯1, λ2, λ¯2) ∈ Lat(S) and (n,m) ∈ Z2(S). There is now an action
of SL2(Z)× C× on E˜univ that covers the action on Lat as follows:
((C× Lat)/Z2)× SL2(Z)× C× → (C× Lat)/Z2
(z, z¯,Λ, A, µ, µ¯) 7→ (µ2z, µ¯2z¯, (µ, µ¯, A) · Λ)
for A ∈ SL2(Z)(S), (µ, µ¯) ∈ C×(S), and the action (µ, µ¯, A) · Λ as in (13). We denote by
Euniv the stack quotient of E˜univ by this action, i.e.
Euniv := [E˜univ//(SL2(Z)× C×)].
By (SL2(Z)× C×)-equivariance of the forgetful map E˜univ → Lat, we obtain the map
Euniv →Mspinell ,
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which yields the universal family of elliptic curves over Mspinell . There is a similarly defined
universal dual elliptic curve, E∨univ, defined as a quotient as in (14) but for the Z2-action
(z, z¯, λ1, λ¯1, λ2, λ¯2, n,m) 7→ (z + nλ2 −mλ1, z¯ + nλ¯2 −mλ¯1, λ1, λ¯1, λ2, λ¯2).(15)
Remark 3.3. Recall that E∨, the dual of an elliptic curve E, may be defined as the space
of degree-zero (topologically trivial) line bundles on the elliptic curve, which we here write
as Pic0(E). In this work, we take as a model for Pic0(E) topologically trivial line bundles
endowed with flat, unitary connection. As such, we should justify our claim above that
the above does give the (universal) dual elliptic curve, but writing down this identification
is straightforward: in the above, a point (λ2x − λ1y, λ¯2x − λ¯1y, λ1, λ¯1, λ2, λ¯2) ∈ E∨univ for
x, y ∈ R gets sent to the line bundle L ∈ Pic0(C/〈λ1, λ2〉) corresponding to the character of
the fundamental group
pi1(C/〈λ1, λ2〉)→ U(1), λ1m+ λ2n 7→ e2pii(mx+ny).
Remark 3.4. By Atiyah [Ati71], a spin structure on a Riemann surface Σ is a holomorphic
line bundle S and an isomorphism S⊗S ' KΣ where KΣ in the canonical bundle on Σ. For
an elliptic curve, KΣ is a trivial line bundle; for an elliptic curve that comes to us of the form
C/Λ, this line bundle is in fact trivialized, with trivializing section the 1-form on C/Λ that
descends from dz on C. The nonbounding spin structure (also called the periodic-periodic
spin structure) corresponds to S also being trivial, and so the isomorphism S⊗S ' KΣ is no
extra data in this case beyond the input elliptic curve, C/Λ. However, a map C/Λ→ C/Λ′
between elliptic curves with spin structure requires that we specify a square root of the
usual action by C× so that this action can be lifted to an isomorphism S→ S′ compatible
with the maps of canonical line bundles. This comes from a specified the square root of the
dilation action on Λ and C, so that this action on the curve itself (and consequently, the
based lattice) is through (µ2, µ¯2) ∈ C×(S), as in (13).
3.2. Modular forms. We now define modular forms as sections of natural line bundles
over our universal family of elliptic curves.
Definition 3.5. The Hodge bundle, denoted ω, is the complex line bundle over Mspinell
obtained by pulling back the dual to the universal line bundle over [pt//C×] along the
functor
Mspinell → [pt//C×]
induced by the map of Lie groupoids given by the projection Lat→ pt and the map C× ×
SL2(Z)→ C× 2→ C× where the first arrow is the projection and the second is the squaring
map. Explicitly, we observe that sections of ω⊗k are functions F on Lat invariant under the
action of SL2(Z) and satisfying
F (µ · Λ) = F (µ2λ1, µ¯2λ¯1, µ2λ2, µ¯2λ¯2) = µ−2kF (λ1, λ¯1, λ2, λ¯2) = µ−2kF (Λ).
As we are working with the universal family of spin elliptic curves rather than simply
the universal family of elliptic curves, the Hodge line bundle has a natural square root.
Definition 3.6. The square root of the Hodge bundle, denoted ω1/2, is the complex line
bundle over Mspinell obtained by pulling back the dual to the universal line bundle over
[pt//C×] along the functor
Mspinell → [pt//C×]
induced by the projection Lat → pt and the projection C× × SL2(Z) → C×. Explicitly,
we observe that sections of (ω1/2)⊗k =: ω⊗k/2 are functions F on Lat invariant under the
action of SL2(Z) and satisfying
F (µ · Λ) = F (µ2λ1, µ¯2λ¯1, µ2λ2, µ¯2λ¯2) = µ−kF (λ1, λ¯1, λ2, λ¯2) = µ−kF (Λ).
Remark 3.7. The fiber of the Hodge bundle at Λ can be described geometrically as the vector
space of holomorphic sections of the canonical bundle on the associated elliptic curve C/Λ.
The holomorphic 1-form dz identifies this vector space with C. But dz is not preserved under
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arbitrary isomorphisms between elliptic curves, which leads to the nontrivial structure of
a line bundle over Mspinell . Similarly, the fiber of the square root of the Hodge bundle
at Λ consists of holomorphic sections of the (chiral) spinor bundle S from Remark 3.4.
As discussed in that remark, the nonbounding spin structure dictates that S is in fact a
trivial bundle, so has a trivializing section we might suggestively call
√
dz. Transformations
properties of this section under isomorphisms of elliptic curves is what defines the line
bundle ω1/2.
The stack Mspinell has a complex structure inherited from the inclusion Lat ⊂ C × C
and the standard complex structure on C× C, as the action by C× × SL2(Z) (regarded as
a complex Lie group) respects this complex structure. This complex structure endows the
Hodge bundle and its square root above with a canonical holomorphic structure.
Definition 3.8. Holomorphic sections of the kth tensor power of the square root of the
Hodge bundle are weight k/2 modular forms, denoted MFk/2. The tensor product of sections
gives these the structure of a graded ring. For Γ < SL2(Z), let MFΓk/2 denote the sections
of ω⊗k/2 over [Lat//(C× × Γ)]; in particular, MFSL2(Z)k/2 = MFk/2.
We observe that MFk/2 = 0 when k is odd. This allows us to promote MFk/2 into a
super commutative ring. For cohomology theories valued in modular forms, it is customary
to take the dual grading.
Definition 3.9. Define graded supercommutative rings with kth graded pieces by
MFk = MF−k/2 =
{
MF−k/2 k = even
0 k = odd
MFkΓ = MF
Γ
−k/2 =
{
MFΓ−k/2 k = even
0 k = odd.
Remark 3.10. The modular forms considered in this paper are weak in the sense that we do
not impose holomorphicity or meromorphicity at the cusps. However, as a consequence of
positive energy, all constructions of modular forms coming from quantum field theory will
satisfy this extra condition, and so, if desired, one could restrict to the subring of modular
forms in the usual sense throughout the paper.
3.3. Moduli spaces of G-bundles on elliptic curves. We now introduce a stack BG(E)
of G-bundles over our universal family of elliptic curves.
Definition 3.11. Define the moduli stack of flat G-bundles on elliptic curves, denoted
BG(E), as the stack whose objects over S are S-families of homomorphisms S×Z2 → C×G,
where the composition with the projection C × G → C defines a based oriented lattice.
Morphisms over S are determined by S-points of SL2(Z) × C× × G, where SL2(Z) × C×
acts as (13) in the definition of Mspinell and G acts by conjugation on itself.
If we let C2(G) denote the sheaf whose value on S consists of S-families of homomor-
phisms h : S × Z2 → G, then we get a groupoid presentation in presheaves of sets,
BG(E) ' [(Lat× C2(G))//(SL2(Z)× C× ×G)].(16)
As before, we let B˜G(E) := Lat × C2(G) denote the cover of BG(E). The image of the
generators S × {(1, 0)} and S × {(0, 1)} realizes C2(G) as a subsheaf of the representable
sheaf G×G, but typically this subsheaf fails to be representable.
There is an evident functor BG(E)→Mspinell that forgets the data related to the group G,
remembering only the lattice data. There is a universal G-bundle over the universal elliptic
curve pulled back along BG(E)→Mspinell , i.e., over
BG(E)×Mspinell Euniv '
[(
(Lat× C2(G)× C)/Z2)//(SL2(Z)× C× ×G)] .
This universal G-bundle is given by [
(
(Lat×C2(G)×C×G)/Z2)//(SL2(Z)×C××G)] with
the obvious map down to BG(E)×Mspinell Euniv given by forgetting the G factor.
We now define some approximations to our stack BG(E). First, BunG(E) will be a
relative coarse moduli space in a sense we describe shortly, with BunG(E)0 then denoting
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some natural further approximation which we will use to compare to Grojnowski’s theory
of equivariant elliptic cohomology.
Definition 3.12. Let C2[G] denote the quotient of C2(G) by its G-action as a presheaf of
sets on the site of supermanifolds. We define ˜BunG(E) as Lat × C2[G] and BunG(E) as the
quotient
BunG(E) :=
[
(Lat× C2[G])//(SL2(Z)× C×)
]
.(17)
For G a connected Lie group with maximal torus T and Weyl group W = N(T )/T , consider
the quotient (T × T )/W (once more as a presheaf of sets) of the diagonal action of W on
T × T . We then define ˜BunG(E)0 := Lat× (T × T )/W and
BunG(E)0 :=
[
˜BunG(E)0//(SL2(Z)× C×)
]
=
[
(Lat× (T × T )/W )//(SL2(Z)× C×)
]
.
We now unpack the above definitions. First, BunG(E) clearly admits a natural map
from our previously defined BG(E) simply due to the map C2(G)//G→ C2[G] associating to
a groupoid its set of isomorphism classes. Over a fixed elliptic curve in Mspinell , this map is
a coarse moduli space construction; however, as we are still working globally over the stack
Mspinell , it is only a relative coarse moduli space.
Next, we specialize to the case that G is connected to discuss the role that BunG(E)0
plays in our story. We suggest that one think of BunG(E)0 as simply a large, interesting
substack of BunG(E) with some improved technical properties and to which we often re-
strict our sheaves when applying standard computational tricks in Lie theory; in particular,
Grojnowski’s original construction of equivariant elliptic cohomology is naturally phrased
in terms of this substack. The details regarding BunG(E)0 occupy the remainder of this
subsection; this involves subtleties of both the category of supermanifolds and of linear
algebraic groups.
If we denote by T a maximal torus of G, we have the inclusion of T × T ↪→ C2(G),
as any two elements of the torus commute. The Weyl group W = N(T )/T has a natural
action on T and we note that the composition T × T → C2(G) → C2[G] factors through
(T × T )/W ↪→ C2[G], where everything is considered as a presheaf of sets on the site of
supermanifolds. We thus have a natural map ι : BunG(E)0 → BunG(E).
Next, we make comments about the extent to which the above morphism ι is an open
subfunctor or even an equivalence; although we do not make any claims in generality, we
thus often informally think of and refer to BunG(E)0 as an open substack of BunG(E). First,
we note the following:
Remark 3.13. Suppose two pairs (t1, t2), (t
′
1, t
′
2) ∈ T × T are conjugate by some g ∈ G.
Then, they are in fact conjugate by some element of N(T ); i.e., they are related by the
action of W .
We only phrased the above remark “pointwise”, which suffices to show that (T ×
T )/W ↪→ C2[G] is an injection if considered as sheaves on the site of manifolds (as op-
posed to sheaves on supermanifolds). Nonetheless, we still informally think of BunG(E)0
as the full substack with objects in the image of this “injection”. Next, we consider to
what extent the morphism above is a surjection, i.e. when an arbitrary pair of commuting
elements of G can be simultaneously conjugated to both lie in a given maximal torus T .
The first subtlety is that an S-point of G cannot in general be conjugated to an S-point
of T for S a supermanifold. (Of course, it can be for S a manifold, at least locally in S.)
Indeed, if we take for example S = R0|2, the S-points of G are given by
G(R0|2) = {(g, x)|g ∈ G, x ∈ (TgG)C}.
The last factor in particular is problematic: generic elements of gC may not be conjugated
into tC. Hence, we may informally continue to think of, say, T → [G//G] as a cover, but
strictly speaking this surjection only holds as sheaves on the site of manifolds. Similar
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comments hold for conjugating commuting pairs of elements into the maximal torus and
analogous generalizations.
We briefly discuss to what extent commuting pairs of elements can in fact be conjugated
into the maximal torus (in the usual sense of ordinary geometry, i.e. not in the sense of
sheaves on supermanifolds). Certainly if G is abelian, i.e., G = T is already a torus,
then T × T = C2(G) = C2[G] and G automatically satisfies the desired property. The
relevant property for G = U(n) is also well-known: commuting unitary matrices are indeed
simultaneously diagonalizable. These cases are already many of the most interesting cases
for equivariant elliptic cohomology; indeed, for the main point of this paper concerning the
formal group law, we need little more than the cases of G = U(1) and U(1)× U(1). Hence
if we were content to restrict to products of U(n) and tori, there is no difference between
BunG(E)0 and BunG(E) as sheaves on manifolds. If we restrict further to just tori, there is
no difference between BunG(E)0 and BunG(E) as sheaves on supermanifolds.
In fact, more generally, for any connected G with torsion-free fundamental group, pairs
of elements can in fact be conjugated into the maximal torus by [Bor62]. Note in general
that not all groups satisfy the desired property; a counterexample is given by G = SO(3)
as the two commuting elements
h1 =
−1 0 00 −1 0
0 0 1
 , h2 =
−1 0 00 1 0
0 0 −1

may not be simultaneously conjugated into a common torus.
We make a few elementary observations for purposes of later comparison. We have the
map BunT (E) → BunG(E)0 coming from the quotient map C2[T ] = T × T → (T × T )/W ;
this map gives a cover of BunG(E)0 by the representable object T × T , which will be useful
when doing geometry with the more singular object BunG(E)0.
3.4. Holomorphic structures on BunG(E)0. When G is a torus T = U(1)d, there is a
diffeomorphism
˜BunT (E) = Lat× T × T ' E˜∨univ ×Lat · · · ×Lat E˜∨univ︸ ︷︷ ︸
rk(T ) times
=:
˜E∨,rk(T )univ(18)
coming from the identification between flat U(1)-line bundles on Euniv with E∨univ (which is
really the definition of E∨univ, see Remark 3.3). The map (18) is most easily stated in terms
of the universal cover over
˜E∨,rk(T )univ and the Lie algebra of T as
Lat× t× t Lat× tC ' Lat× Crk(T )
Lat× T × T ˜E∨,rk(T )univ
id× exp× exp /Z2·rk(T )(19)
where the upper horizontal arrow (which determines the lower horizontal arrow) is given by
(λ1, λ¯1, λ2, λ¯2, x, y) 7→ (λ1, λ¯1λ2, λ¯2, λ2x− λ1y, λ¯2x− λ¯1y),
(λ1, λ¯1, λ2, λ¯2) ∈ Lat(S) ⊂ (C× C)(S), x, y ∈ t(S)
and the quotient by Z2·rk(T ) on the right downward arrow is given by the action through the
lattice defining E∨univ, as in (15). This endows Lat×T ×T with a complex structure coming
from the universal dual curve. By construction, the action by C×× SL2(Z) is holomorphic,
and so this promotes ˜BunT (E) to a complex manifold (regarded as a supermanifold) with
an action by the complex Lie group C× × SL2(Z).
We use the above to define a sheaf of holomorphic functions on BunG(E)0 for con-
nected G. We define such local functions by local functions on the cover ˜BunG(E)0 together
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with the relevant C× × SL2(Z)-equivariance. We now define a category of open subsets
of ˜BunG(E)0.
Definition 3.14. A map U → ˜BunG(E)0 defines an open subset if the pullback (in presheaves)
U˜ ˜BunT (E)
U ˜BunG(E)0
yields an open subset U˜ ⊂ ˜BunT (E) ' Lat× T × T in the usual sense.
Such subsets form a category of open sets and inclusions in the usual way, giving rise
to a theory of sheaves on ˜BunG(E)0.
Definition 3.15. A function f ∈ C∞(U) on an open subset U ↪→ ˜BunG(E)0 is holomorphic
if its pullback to U˜ ⊂ ˜BunT (E) is holomorphic for the complex structure defined by (18).
Let O ˜BunG(E)0 denote the sheaf of holomorphic functions on
˜BunG(E)0.
Remark 3.16. In fact, the holomorphic structure above naturally endows BunG(E)0 with the
structure of a complex analytic stack which we can use to define a category of quasicoherent
sheaves. Indeed, all sheaves we work with will be quasicoherent, but we do not emphasize
the point.
Remark 3.17. Restricting for simplicity now to the optimal case of G semisimple and simply-
connected, we note that in the category of complex analytic spaces (in particular, ignoring
supergeometric technicalities), (T × T )/W with its complex analytic structure as above
at a fixed Λ ∈ Lat is exactly the underlying complex analytic space of the moduli space
BunalgG (E) of semistable G-bundles on a fixed elliptic curve E up to S-equivalence; see,
for example, [FMW98, Theorem 2.6] or [Las98, Section 4]. Hence, the algebraic construc-
tion of BunalgG (E) used by algebraic geometers or geometric representation theorists indeed
agrees with our BunG(E)
0 once we pass to the complex analytic category. The one signifi-
cant stylistic difference we opt for is to eschew working with any single fixed elliptic curve
E; rather, we work globally over the moduli stack of (spin) elliptic curves Mspinell in our
construction of BunG(E)0.
3.5. Grojnowski’s equivariant elliptic cohomology. For a G-space M , Grojnowski
constructs a sheaf of OBunG(E)0-modules on BunG(E)0 in terms of data on an open cover
of BunG(E)0 and transition maps for intersections of opens. We refer to this original
source [Gro07] as well as [Ros01, §3] for a more detailed accounting in the case G = U(1).
The construction is easiest to state when G = T is a torus. We give the construction
at the level of the covers before taking the quotient by SL2(Z) × C×. So, fix a (compact)
T -manifold M . For each h ∈ T × T , let U0h ⊂ T × T be an open subset diffeomorphic to an
open ball and with the property that for all h′ ∈ U0h , Mh
′ ⊂ Mh. Such neighborhoods are
guaranteed to exist by a result of Block and Getzler [GB94, Lemma 1.3]. Define
Uh := Lat× U0h ⊂ Lat× T × T ' ˜BunT (E)(20)
and observe that such open sets cover BunT (E). Let Mh ⊂M be the submanifold invariant
under the action by the subgroup of G generated by the pair of commuting elements specified
by h. The value of the sheaf EllT (M) on Uh ⊂ ˜BunT (E) (as a vector space) is
EllT (M)(Uh) := HT (M
h).
The structure of EllT (M)(U) as a OBunT (E)-module uses that O(Uh) ' O(tC) = HT (pt)
(see §A.12 for our conventions on equivariant cohomology), with the isomorphism being
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given by pullbacks
O(Uh)
t∗−h→ O(Ue) log
∗
→ O(tC) = HT (pt)(21)
where t−h is translation by −h in ˜BunT (E) ' ˜E∨,rk(T )univ , and log is a local inverse to the
exponential map exp: tC → ˜E∨,rk(T )univ .
More generally, for a connected Lie group G with maximal torus T , let h ∈ T × T be
as before, and let Wh denote the subset of the Weyl group W = W (T ) invariant under the
conjugation action by h. Recalling that C(h) denotes the centralizer of the (two elements
of) h, we note that Wh = (C(h) ∩N(T ))/T . It is close to the Weyl group of C(h), which
we denote momentarily as W (C(h)); in fact, it is an extension of the component group by
the Weyl group as follows:
1→W (C(h))→Wh → C(h)/C(h)0 → 1.
One fact we will use, for example, is that for equivariant cohomology with complex coeffi-
cients, we have
HC(h)(pt) ' HT (pt)W
h
,
an isomorphism that combines the facts that (i) for a connected Lie group G, G-equivariant
cohomology is the W -invariance of T -equivariant cohomology, and (ii) for H a normal sub-
group of finite index inG, G-equivariant cohomology is theG/H-invariance ofH-equivariant
cohomology. We will remark on a cocycle refinement of these claims in the next section.
Next, let U0h ⊂ T×T denote an open subset diffeomorphic to an open ball with the same
property as U0h above (with respect to the G-action on M) and furthermore W
hUh = Uh
and wUh ∩Uh = ∅ if w ∈W but w /∈Wh. Let U denote the orbit of Uh under the action of
the Weyl group, so that U is a W -invariant open subset of ˜BunT (E), which therefore defines
an open subset of ˜BunG(E)0. Define
Γ(U,EllG(M)) = (HC(h)(M
h))W
h
.
We promote this to a O(Uh)Wh ' O(U)W -module using the isomorphism (21), with the
obvious Wh-invariance throughout. We endow the above values of EllG(M) with a C×-
action through the grading on equivariant cohomology, and trivial SL2(Z)-action (using
that Mh = Mh
′
if h and h′ are related by the action of SL2(Z)).
To finish the definition of Grojnowski’s sheaf, we need to describe the transition maps
for overlapping open subsets. It suffices to consider the case Uh′ ⊂ Uh with h /∈ Uh′ . Then
we have a transition map
i∗ : HC(h)(Mh)→ HC(h′)(Mh
′
)(22)
coming from the inclusions Mh
′
↪→ Mh and C(h′) ↪→ C(h). By Atiyah–Bott localiza-
tion [AB84, Theorem 3.5], this map is an isomorphism of vector spaces. To strengthen
this to an isomorphism of O-modules, we need to describe how local sections act on both
sides of the above morphism (22). We twist the isomorphism (22) of modules by the iso-
morphism of algebras Γ(Uh′ ,OUh)
t∗
h−h′→ Γ(Uh′ ,OUh′ ) that pulls back functions along the
translation h− h′ ∈ ˜E∨,rk(T )univ .
4. Fields for the gauged supersymmetric σ-model
We now introduce the moduli stacks of G-bundles more natural for our purposes. They
occur as certain moduli stacks of fields in a physical theory known as the two-dimensional
gauged σ-model with N = (0, 1) supersymmetry. In particular, here we only consider genus
one worldsheets; in other words, we only consider fields defined on super tori, which we
model as quotients of R2|1 by a lattice. We refer to §2.1 for more detail on the motivating
physics.
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These super tori do not come with a natural base-point, which is the main difference
from the moduli stacks of G-bundles in the previous section. The algebro-geometric ana-
logue (leaving aside the supergeometric structure) is the difference between a genus one
curve and an elliptic curve; the moduli stacks thereof are often denotedM1,0 as opposed to
M1,1. One almost always works with the latter, a nice Deligne-Mumford stack with finite
stabilizers as opposed to the more badly-behaved Artin stack M1,0. However, it is the
stack of (super) genus-one curves (and G-bundles upon them) that is more geometrically
meaningful in our approach: a string-theoretic worldsheet has no preferred base point.
The stack F0(M//∇G) has a subsheaf of functions that satisfy a kind of analytic property.
Our interest in such functions comes (at least philosophically) from a Ward-type identity.
Mathematically, this means that constructions from quantum field theory give rise to func-
tions (or sections of line bundles) that have this analytic property. This follows from some
additional symmetry of the free fermion; see Remark 6.4. Amazingly, this same analytic
property is what is required to recover a cocycle refinement of Grojnowski’s construction.
4.1. Super tori. In this section we define moduli stacks of super tori and G-bundles on
super tori related toMspinell and BunG(E), respectively. As advertised, the stacks we consider
here will differ by virtue of quotienting by the translation action of the torus on itself, thereby
removing any privileged point.
Define the group of super translations, denoted E2|1, as the super Lie group whose
underlying supermanifold is R2|1 with multiplication
(z, z¯, θ) · (z′, z¯′, θ′) = (z + z′, z¯ + z¯′ + θθ′, θ + θ′), (z, z¯, θ), (z′, z¯′, θ′) ∈ R2|1(S).
We observe that E2|1 is a noncommutative super Lie group. The reduced Lie group of E2|1
is the usual group of translations E2, and the canonical inclusion E2 ↪→ E2|1 is a homomor-
phism of super Lie groups.
Definition 4.1. Define the rigid conformal group as
Conf(R2|1) := E2|1 oC×
with the action of C× on E2|1 by
(µ, µ¯) · (z, z¯, θ) = (µ2z, µ¯2z¯, µ¯θ), (µ, µ¯) ∈ C×(S), (z, z¯, θ) ∈ R2|1(S).
A map S × R2|1 → S′ × R2|1 over a base change S → S′ is a fiberwise rigid conformal map
if it is determined by a composition
S × R2|1 → S × E2|1 × C× × R2|1 → R2|1
where the first arrow specifies an S-point of Conf(R2|1), and the second arrow is the obvious
left action of E2|1 oC× on R2|1.
Remark 4.2. The rigid conformal symmetry group can be thought of as an extension of
the more standard (e.g., as used by Stolz and Teichner [ST11]) super Euclidean group,
E2|1 o Spin(2) ' E2|1 o U(1), extended by global dilations R>0, using C× ' U(1)× R>0.
An S-family of lattices Λ ∈ Lat(S) defines a family of super tori by the same quotient as
in the non-super case, T
2|1
Λ := (S×R2|1)/Z2 using the inclusions S×Z2
Λ
↪→ S×E2 ↪→ S×E2|1.
In light of Definition 4.1 and for our intended applications to supersymmetric σ-models, the
relevant moduli stack with these families of super tori has isomorphisms coming from the
rigid conformal symmetry group.
Definition 4.3. A fiberwise rigid conformal map between families of super tori is a map
T
2|1
Λ → T 2|1Λ′ over a base change S → S′ for which there exists a commutative square
S × R2|1 T 2|1Λ
S′ × R2|1 T 2|1Λ′
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where the dashed arrow is determined by a base change S → S′ together with a map
S × R2|1 → E2|1 oC× × R2|1 → R2|1
where the first arrow is given by an S-point of E2|1 o C×, and the second arrow is the
left action of this super Lie group on R2|1. We further require that the dashed arrow be
a Z2-equivariant map for the Z2-action defining the families of super tori, relative to an
S-family of homomorphisms S × Z2 → S × Z2 determined by an S-point of SL2(Z).
Remark 4.4. The above definition of fiberwise rigid conformal maps is a special case of
fiberwise isometries between S-families with rigid conformal structure in the sense of Stolz
and Teichner’s rigid geometries [ST11].
Definition 4.5. The moduli stack of super tori Msupertori is the stackification of the prestack
whose objects are S-families of super tori and morphisms are fiberwise rigid conformal maps.
Remark 4.6. In choosing lattices for super tori in Definition 4.5, it is also possible to
consider S-families of homomorphisms S×Z2 → E2|1 into the (non-commutative) super Lie
group E2|1 rather than just E2 < E2|1. Although mathematically well-defined, this doesn’t
square well with the physics: the Z2-quotient is by the right action, and so the resulting
family of super tori has a residual left action of E2|1. Typically one defines Lagrangians for
classical field theories (e.g., see §6) by the left-invariant vector fields which commute with
the left action. However, for these more general lattices such left-invariant vector fields can
fail to be invariant under the S×Z2-action, and so the associated Lagrangians fail to descend
to the families of super tori. On could instead define super tori in terms of a Z2-quotient
by the left action, so that the Lagrangian does descend. However, generic such families of
super tori only have a residual left action by the subgroup E2 < E2|1, so that symmetries
for this Lagrangian field theory are a strict subgroup of the rigid conformal group. In
physical jargon, supersymmetry is broken in this compactification. In our applications to
cohomology, the de Rham operator comes from the generator of supersymmetry. As such,
breaking supersymmetry is undesirable for us and so we work with the more restrictive
notion of lattices.
Lemma 4.7. The stack Msupertori is presented by the Lie groupoid,
{(E2|1 oC× × SL2(Z)× Lat)/Z2 ⇒ Lat}(23)
where the source map is projection, and the target map is the projection to C××SL2(Z)×Lat
followed by the action (13) from the definition of Mspinell . Finally, the Z2-quotient on the
morphisms in (23) is by the action
(w, w¯, η, µ, µ¯,
[
a b
c d
]
,Λ, n,m) 7→ (w + nλ1 +mλ2, w¯ + nλ¯1 +mλ¯2, η, µ, µ¯,
[
a b
c d
]
,Λ),
(w, w¯, η) ∈ E2|1(S),
[
a b
c d
]
∈ SL2(Z)(S), Λ = (λ1, λ¯1, λ2, λ¯2) ∈ Lat(S), (m,n) ∈ Z2(S).
Proof. First we observe that by only requiring the existence of the diagram in Definition 4.3,
the data of a fiberwise rigid conformal map is a section of the bundle of groups (S ×E2|1 o
C× × SL2(Z))/Z2 → S, for the quotient by the fiberwise subgroup S × Z2 Λ↪→ S × E2 ↪→
S × E2|1 ↪→ S × E2|1 oC× × SL2(Z). Since objects are determined by S-points of Lat, this
is the universal case to consider and the lemma follows. 
Implicit in the definition of Msupertori is an analogue of Euniv; we make this explicit using
the groupoid presentation (23). Define the stack T 2|1univ over Msupertori as the underlying stack
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of the groupoid sitting in the upper row of the diagram
(R2|1 × E2|1 oC× × SL2(Z)× Lat)/Z2 (R2|1 × Lat)/Z2
(E2|1 oC× × SL2(Z)× Lat)/Z2 Lat
s, t
s, t
where the Z2-action defining (R2|1 × Lat)/Z2 is given by
(z, z¯, θ,Λ, n,m) 7→ (z + nλ1 +mλ2, z¯ + nλ¯1 +mλ¯2, θ,Λ)
for (z, z¯, θ) ∈ R2|1(S), Λ = (λ1, λ¯1, λ2, λ¯2) ∈ Lat(S) and (n,m) ∈ Z2(S); this also deter-
mines the Z2-quotient on the morphisms. There is an evident action on the Lat-family of
super tori by rigid conformal maps, giving the source and target maps in this groupoid
presenting T 2|1univ. The maps down to the groupoid presentation for Msupertori are the ob-
vious (forgetful) projection maps. We note once more that (due to the action by super
translations), this family of super tori does not come equipped with basepoints. Hence,
T 2|1univ →Msupertori defines a universal family over the moduli stack of super tori.
Remark 4.8. We now pause to remark further on the relations betweenMspinell andMsupertori .
Recall that S-points of the latter should be families of (super) tori over S while S points of
the former should be families of (spin) elliptic curves over S, which are families of genus one
curves together with a preferred “zero” section. In other words, there should be a natural
forgetful functorMspinell →Msupertori . Less obvious from this point of view is that there should
also exist a natural map in the reverse direction. In algebraic geometry, this morphism is
usually known as taking the (relative) Jacobian. Both these maps are simple to construct
as morphisms between our action groupoid presentations. Indeed, the semidirect product
E2|1 oC× projects to C× and of course contains C× as a subgroup, so we have morphisms
in both directions (and SL2(Z) comes along for the ride). As E2|1 acts trivially on Lat, we
indeed obtain natural maps between Mspinell and Msupertori in both directions. Note that the
same is not going to hold for the universal objects over them: the inclusion of a reduced
manifold into its associated supermanifold gives a map from ordinary elliptic curves to super
tori, but there is not a natural map from the supermanifold to its reduced manifold.
We now define the analogue of the modular form line bundles on Msupertori ; indeed, the
(square of the) bundle below will naturally pull back to the Hodge bundle and vice versa
under the maps we have just been discussing.
Definition 4.9. Define the square root of the Hodge line bundle, denoted ω1/2, as the
pullback of the dual of the odd canonical line bundle on pt//C× along the map of stacks
Msupertori → [pt//C×] that on morphisms is determined by the projection,
E2|1 oC× × SL2(Z)→ C×.
There is a stack Msuper,pretori closely related to Msupertori whose subsequent elaborations
will be useful for computational purposes below. It has the groupoid presentation
{E2|1 oC× × SL2(Z)× Lat⇒ Lat}.
More geometrically, Msuper,pretori is the stackification of the prestack whose objects are S ×
R2|1//Z2 for Z2-action determined by Λ ∈ Lat(S), and whose morphisms are groupoid
homomorphisms S×R2|1//Z2 → S×R2|1//Z2 determined by S-points of E2|1oC××SL2(Z).
The obvious map of Lie groupoids
{E2|1 oC× × SL2(Z)× Lat⇒ Lat} → {(E2|1 oC× × SL2(Z)× Lat)/Z2 ⇒ Lat}
induces a morphism of prestacks Msuper,pretori → Msupertori that can be seen geometrically as
sending a functor S ×R2|1//Z2 → S ×R2|1//Z2 to its equivalence class, i.e., a functor up to
natural transformation; an isomorphism class of a functor is exactly the data of a map on
the quotients T
2|1
Λ = S × R2|1/Z2 → S × R2|1/Z2 = T 2|1Λ′ .
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4.2. G-bundles with connection on super tori. With the above in place, we can con-
sider families of G-bundles with connection on families of super tori. For the definition of
the generalized Lie groupoid M//
∇
G and its underlying stack [M//
∇
G], we refer to Exam-
ple A.26 in the appendix. For a family Σ → S, and a principal bundle P → Σ, define the
map Vert and the presheaf S 7→ Ω1S(P ; g) by the exact sequence
Ω1(S; g)
pi Ω1(P ; g) Vert Ω1S(P ; g),(24)
for pi : P → S.
Definition 4.10. The moduli stack of G-bundles with connection on super tori, denoted
sBG(T ) has as objects over S an S-point of Msupertori defining an S-family of super tori T 2|1
together with a map
Φ: T 2|1 → [pt//∇G].
The data of an isomorphism between these objects covering a base change S → S′ is a
2-commuting triangle in stacks
T 2|1 T ′2|1
[pt//G]
⇒
f
(25)
where the map f : T 2|1 → T ′2|1 is a fiberwise conformal map (i.e., an isomorphism in
Msupertori ) and the maps to [pt//G] come from postcomposing Φ and Φ′ with the forgetful
functor [pt//
∇
G] → [pt//G]. We recall that the 2-commuting triangle (25) is simply an
isomorphism of principal G-bundles P → P ′ that covers the fiberwise conformal map. We
require that this data satisfy
Vert(f∗∇′) = Vert(∇) ∈ Ω1S(P ; g)
i.e., the map of G-bundles preserves the vertical parts of the connections ∇ and ∇′.
There is a closely related stack that will be useful for calculations.
Definition 4.11. Define the prestack sBpreG (T ) as having objects over S
Λ ∈ Lat(S), Φ: (S × R2|1)//Z2 → pt//∇G,
where Φ is a homomorphism of generalized Lie groupoids. Morphisms over S are given by
S-points of the super Lie group
(E2|1 oC×)nMap(R2|1, G)× SL2(Z)
which defines a 2-commuting triangle in generalized Lie groupoids, functors and natural
isomorphisms
(S × R2|1)//Z2 (S × R2|1)//Z2
pt//G
⇒
f˜
(26)
where the S-points of E2|1 o C× × SL2(Z) define Lie groupoid homomorphisms f˜ : S ×
R2|1//Z2 → S × R2|1//Z2, and S-points of Map(R2|1, G) determine natural transformations
of functors S × R2|1//Z2 → pt//G. We declare that such data determines an isomorphism
(Λ,Φ) → (Λ′,Φ′) if Λ is sent to Λ′ and the vertical parts of the connections defined by Φ
and Φ′ agree.
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Let us unpack the definition of sBpreG (T ) a bit further. First, the composition with the
forgetful map
(S × R2|1)//Z2 → pt//∇G→ pt//G(27)
determines (by definition) a trivial G-bundle over S × R2|1 with Z2-action. This defines a
G-bundle over a family of super tori from the quotient
(S × R2|1 ×G)/Z2 → (S × R2|1)/Z2(28)
for Z2-action given by S ×R2|1 × Z2 → S × E2 ×G ↪→ S × E2|1 ×G determined from (27).
Similarly, by definition this is equivalent to a Z2-invariant Lie algebra-valued 1-form,
A ∈ (Ω1(S × R2|1; g)ev)Z2 = ((Ω1(S × R2|1)⊗ g)ev)Z2
where the superscript ev refers even parity (which is independent of cohomological degree).
To spell out the Z2-action on these 1-forms, note that the super group (E2|1 o C×) n
Map(R2|1;G) acts on Ω1(S × R2|1; g)ev through the pullback of a rigid conformal map
(coming from an S-point of E2|1 oC×) and gauge transformations,
A 7→ Adg−1A+ g−1dg g : S × R2|1 → G.(29)
The 1-form A ∈ Ω1(S × R2|1; g) descends to the quotient (S × R2|1)//Z2 (defining a con-
nection, and hence a functor as in (27)) precisely when it is invariant under the image
of
S × R2|1 × Z2 → E2 ×G ↪→ (E2|1 oC×)nMap(R2|1;G)(30)
where the first arrow is from (27) and the second is the canonical inclusion. We have the
usual gauge transformations between these Z2-invariant g-valued 1-forms given by (29).
Finally, in this case we observe that the vertical part of a connection on a trivial bundle is
equivalent to the image of A under Vert,
Ω1(S; g) Ω1(S × R2|1; g) Vert Ω1S(R2|1; g) ∼= C∞(S)⊗ Ω1(R2|1; g).(31)
Because A is determined up to isomorphism by its vertical part, and there is a map
C∞(S)⊗ Ω1(R2|1; g) ∼= Ω0(S)⊗ Ω1(R2|1; g) ↪→ Ω1(S × R2|1; g),
we will often take A ∈ Ω1S(R2|1; g) to lie in this subspace.
There is an evident map sBpreG (T ) → sBG(T ) that sends a homomorphism of Lie
groupoids (S × R2|1)//Z2 → pt//∇G to its underlying morphism of stacks, and uses that
the quotient map [(S × R2|1)//Z2] ∼→ (S × R2|1)/Z2 is an equivalence of stacks.
Lemma 4.12. The morphism of stacks associated with the morphism of prestacks sBpreG (T )→
sBG(T ) is essentially surjective and full on S-points.
Proof. To verify essential surjectivity, observe that (locally in S) aG-bundle with connection
classified by a map (S×R2|1)/Z2 → pt//∇G is isomorphic to a trivial bundle with connection
on S × R2|1 together with an Z2-action on the total space of this bundle (covering the Z2-
action on S×R2|1) that leaves the connection invariant. This equivalence comes from pulling
back along the cover S × R2|1 → (S × R2|1)/Z2 on which the G-bundle can be trivialized
(at least locally in S), and then considering descent back to the quotient.
The functor is also full (again, locally in S) because any isomorphism of G-bundles can
be pulled back to the trivialization as well. 
4.3. The stack of fields for the gauged supersymmetric sigma model. With the
above preamble in place, we now define a central geometric construction of the paper, the
stack of fields of the gauged σ-model F(M//∇G).
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Definition 4.13. For a manifold M with G-action define the stack of fields, denoted
F(M//∇G), as having objects a map of stacks Φ: T 2|1 → [M//∇G] where T 2|1 is an S-family
of super tori. Explicitly, Φ is given by a principal G-bundle P → T 2|1 with connection ∇
and a G-equivariant map φ : P → M . The data of a morphism between objects covering a
base change S → S′ is a 2-commuting triangle in stacks
T 2|1 T ′2|1
[M//G]
⇒
f
(32)
where f is a fiberwise rigid conformal map, and the maps to [M//G] come from postcom-
posing Φ and Φ′ with the map [M//∇G] → [M//G] that forgets the connection data. We
further require that the morphism of principal G-bundles associated with (32) respect the
vertical parts of the connections, Vert(f∗∇′) = Vert(∇).
Remark 4.14. We observe that F(pt//∇G) is the moduli stack sBG(T ) of G-bundles with
connection on super tori.
Dimensional reduction of a space (or stack) of fields on a super spacetime Rd|δ (e.g.,
in the sense of [DEF+99, pg. 14]) takes the subspace of fields invariant under the action of
some Ek ⊂ Ed that acts on Rd|δ. In the case of the fields defined above, there is a substack
invariant under the action of even translations E2, defined as follows.
Definition 4.15. Define the stack of dimensionally reduced fields, denoted F0(M//∇G) ⊂
F(M//∇G), as the full substack whose objects are E2-invariant in the following sense: a pair
(Λ,Φ) is an object of F0(M//∇G) if there is a factorization
Φ: S × R2|1/Z2 ∼← [(S × R2|1)//Z2]→ [(S × R2|1)/E2//Z2] ' [S × R0|1//Z2]→ [M//∇G].
Remark 4.16. A more naive E2-invariance property would be the factorization
Φ: S × R2|1/Z2 → (S × R2|1/Z2)/E2 ' S × R0|1 → [M//∇G].
This leads to a perfectly valid substack of fields whose sheaf of analytic functions is a
cocycle model for the Borel equivariant refinement of TMF ⊗ C. In other words, the non-
naive factorization in Definition 4.15 is precisely the geometry that leads to a non-naive
equivariant refinement. This comes from an old idea in the physics literature that (in
mathematical language) studies constant loops in a stack quotient as maps from pt//Z to
the stack; for example, see [Wit88, Equation 49]. This geometric object is called the ghost
loop stack or the inertia stack. This thinking is also explicit in Devoto’s construction of
equivariant elliptic cohomology for finite groups [Dev96]. In essence, this is due to the fact
that the E2-action on (S ×R2|1)/Z2 has stabilizers, so E2-invariant maps into a stack need
to be handled with care.
The following closely related stacks will be helpful in computations.
Definition 4.17. Define a prestack Fpre(M//∇G) whose objects over S are pairs (Λ,Φ)
for Λ ∈ Lat(S) an S-family of based lattices defining a Z2-action on S × R2|1 and Φ: (S ×
R2|1)//Z2 →M//∇G a homomorphism of generalized Lie groupoids. The data of a morphism
between objects (Λ, P,A) and (Λ′, P ′, A′) over S is a 2-commuting triangle in Lie groupoids
(S × R2|1)//Z2 (S × R2|1)//Z2
M//G
g ⇒
'
(33)
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where the top horizontal arrow is a groupoid homomorphism associated with a rigid confor-
mal map f : S ×R2|1 → S ×R2|1 and the natural transformation is determined by a gauge
transformation g : S × R2|1 → G so that
Vert(f∗A′) = Vert(Adg−1A+ g−1dg)
where Vert is the second map in the exact sequence (31). Finally, we also have morphisms
over base changes simply by pulling back the bundles, connections, and smooth maps to M
along S′ → S.
Similarly, define a a full subprestack Fpre0 (M//∇G) ⊂ Fpre(M//∇G) whose objects over S
are generalized Lie groupoid homomorphisms with a factorization
Φ: (S × R2|1)//Z2 → (S × R2|1)/E2//Z2 ' S × R0|1//Z2 →M//∇G.(34)
We recall from §A.3 the notation
g(S) := C∞(S)⊗ g,
for S-points of the vector bundle with fiber g over pt, and the isomorphism of presheaves
Ω1(R0|1; g) ' g⊕Πg.
Definition 4.18. An S-point of Fpre(M//∇G) whose connection is of the form
A = θdθ ⊗X ∈ Ω1S(R0|1; gZ
2
) ⊂ Ω1S(R2|1; g)Z
2
, X ∈ g(S)Z2 ,(35)
is an S-point in the Wess–Zumino gauge.
Remark 4.19. We also recall the cover
gC ⊕Πg→ g⊕Πg ' Ω1(R0|1; g),
under which the pullback of functions is injective, such that C∞(Ω1(R0|1; g)) is identified
with O(gC)⊗ Λ•(g∨) ⊂ C∞(gC ⊕Πg); see Lemma A.10.
4.4. Groupoid presentations in presheaves. The following lemma gives a concrete de-
scription of Fpre0 (M//∇G).
Lemma 4.20. There is an action groupoid presentation
Fpre0 (M//∇G) '
[
Obj//((E2|1 oC×)nMap(R0|1, G)× SL2(Z))
]
(36)
where Obj is a subsheaf
Obj ⊂ Lat× C2(G)× Ω1(R0|1; g)×Map(R0|1,M)
characterized by having S-points
Λ: S → Lat, h : S × Z2 → G, A : S → Ω1(R0|1; g), φ0 : S × R0|1 →M
that make the diagrams commute
S × R0|1 × Z2 G×M
S × R0|1 M
h× φ0
φ0
act
S × Z2 G× Ω1(R0|1; g)
Ω1(R0|1; g) Map(R0|1, G)× Ω1(R0|1; g).
h×A
A
gauge
i(37)
In the above, i : G ↪→ Map(R0|1, G) is the canonical inclusion of the reduced manifold, act
is the G-action on M , gauge is the action of gauge transformations on g-valued 1-forms,
and we have omitted compositions with the obvious projections in the labeling of arrows.
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Proof. The factorization (34) means that the functor S ×R2|1//Z2 →M//∇G is determined
by a functor S×R0|1//Z2 →M//∇G. We observe that the data of such a groupoid homomor-
phism is equivalent to a map φ0 : S ×R0|1 →M , a family of homomorphisms S × Z2 → G,
and an S-family of g-valued 1-forms
A ∈ Ω1S(R0|1; gZ
2
) ' (Ω1S(R2|1; g))Z
2×E2 ⊂ Ω1S(R2|1; g)Z
2
.
That this data is sufficient follows from the fact that the Z2-action on S×R0|1 is trivial, and
so for a connection to be invariant the would-be map S×R0|1×Z2 → G must factor through
a map S × Z2 → G. The left-hand square in (37) is the condition that these data assemble
into a functor S×R0|1//Z2 →M//G between Lie groupoids (ignoring the connection data).
The diagram on the right ensures that A is invariant under the Z2-action, so this lifts to
a functor S × R0|1//Z2 → M//∇G. Hence, the objects over S are indeed determined by an
S-point of the claimed subsheaf.
By definition, isomorphisms over S in Fpre(M//∇G) are determined by S-points of the
extended gauge group
Conf(R2|1)nMap(R2|1, G)× SL2(Z) ' (E2|1 oC×)nMap(R2|1, G)× SL2(Z).
The subgroup preserving Obj→ Fpre0 (M//∇G) ⊂ Fpre(M//∇G) is exactly
(E2|1 oC×)nMap(R0|1, G)× SL2(Z) < (E2|1 oC×)nMap(R2|1, G)× SL2(Z).
This gives the claimed morphisms, and proves the lemma. 
Remark 4.21. We pause to comment on the nature of this groupoid presentation. The
subsheaf Obj defined by the diagrams (37) can be a highly singular subsheaf. This comes
from the fact that for a G-action on M with dim(G) > 0, the fixed points sets Mg rarely
vary smoothly with g ∈ G (essentially this would require the action to be a trivial action,
asMe = M). This singular geometry is largely what adds to the complexity of Fpre0 (M//∇G),
and subsequently, to equivariant elliptic cohomology.
Definition 4.22. Define morphisms of prestacks
Fpre0 (M//∇G)→ F0(M//∇G), Fpre(M//∇G)→ F(M//∇G),
that sends a morphism of generalized Lie groupoids S×R2|1//Z2 →M//∇G to its underlying
morphism of stacks, S × R2|1/Z2 ' [S × R2|1//Z2] → [M//∇G], and sends a commuting
triangle (33) in generalized Lie groupoids to the underlying commuting triangle (32) in
stacks.
Lemma 4.23. There is a groupoid presentation of F0(M//∇G) (Obj× (E2|1 ×Map(R0|1, G))/Z2 × C× × SL2(Z)↓↓
Obj
(38)
where the Z2-quotient is by the action
(Λ, h1, h2, A, φ0, w, w¯, η, g, n,m) 7→ (Λ, h1, h2, A, φ0, w + nλ1 +mλ2, w¯ + nλ¯1 +mλ¯2, η, ghn1hm2 )
using the notation of Lemma 4.20, and additionally
h = 〈h1, h2〉 : S × Z2 → G, (w, w¯, η) ∈ E2|1(S),
(µ, µ¯) ∈ C×(S), g ∈ Map(R0|1, G)(S), (n,m) ∈ Z2(S).
The source and target maps are the same as in Lemma 4.20, as these factor through the
above Z2-quotient. The functor Fpre0 (M//∇G)→ F0(M//∇G) is determined by the morphism
of generalized Lie groupoids that is the identity on objects and takes the above Z2-quotient on
morphisms. In particular, Fpre0 (M//∇G)→ F0(M//∇G) is (locally in S) essentially surjective
and full.
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Proof. To give a groupoid presentation, it suffices to work locally in S so that we may assume
an S-point of F0(M//∇G) is specified by Λ ∈ Lat(S) and a map Φ: T 2|1Λ → [M//∇G] such that
the pullback of the principal bundle classified by Φ along S×R2|1 → (S×R2|1)/Z2 ∼= T 2|1Λ is
trivial. Then an object can be specified by the same data as an object of Fpre0 (M//∇G) over S,
namely as a trivial G-bundle with connection on S×R2|1, and a map S×R0|1 →M , along
with descent data for the Z2-quotient. Furthermore, since maps between G-bundles with
connection can be pulled back to this trivialization, any isomorphism from F0(M//∇G) is
determined by an isomorphism from Fpre0 (M//∇G). However, isomorphisms in Fpre0 (M//∇G)
determine the same isomorphism in F0(M//∇G) when the homomorphisms of Lie groupoids
S × R2|1//Z2 → S × R2|1//Z2 are naturally isomorphic. This is exactly the Z2-quotient on
the morphisms in the statement of the lemma. 
Notation 4.24. Given an S-point of Fpre0 (M//∇G), e.g., written as (Φ: S × R2|1//Z2 →
pt//G,A), we denote the corresponding S-point of F0(M//∇G) under the morphism of
prestacks Fpre0 (M//∇G)→ F0(M//∇G) by square brackets, e.g., [φ : S×R2|1//Z2 → pt//G,A].
We make the following convention for the remainder of the paper. Define the map
Obj → F0(M//∇G) as assigning to an S-point of Obj the S-point of F0(M//∇G) given by
the obvious lattice Λ ∈ Lat(S) and map S × Z2 → G, but we rescale the other data as
S × R0|1 →M =⇒ (x+ ( pivol)1/2 θψ) ∈ Map(R0|1,M)(S),
dθ ⊗ ξ + θdθ ⊗X ∈ Ω1S(R0|1; g) =⇒
(
pi
vol
)1/2
dθ ⊗ ξ + ( pivol) θdθ ⊗X ∈ Ω1S(R2|1; g),(39)
where vol = vol(Λ) is the function that reads off the volume of the (ordinary) torus R2/Λ.
This rescaling by pi/vol for convenience; weight spaces for the C×-action and holomorphic
dependence on Lat become easier to state with this convention.
4.5. The sheaf of analytic functions. As we commented briefly at the beginning of this
section, the analytic condition to be defined below is important both mathematically, when
comparing with Grojnowski’s construction and physically, as a Ward identity possessed by
the free fermion partition function. In fact, it is fundamentally this analytic condition that
ties our construction here to the complex or algebraic geometry of elliptic curves, as one
expects that the formal group law of elliptic cohomology is essentially an algebro-geometric
object. Throughout the discussion below, let Obj denote the presheaf defined by (37). To
motivate our definition from a somewhat more mathematical starting point, we consider a
comparison map with holomorphic functions on BunT (E). There is a map
Lat× T × T × tC → F0(pt//∇T ),(40)
(Λ, h1, h2, X, X¯) 7→ [S × R2|1//Z2 → pt//∇T, A = (pi/vol)θdθ ⊗X],
for Λ ∈ Lat(S) defining a Z2-action on S × R2|1, h1, h2 ∈ T (S) defining a family of homo-
morphisms S×Z2 → T , and (X, X¯) ∈ gC(S) giving the data of a Lie algebra valued 1-form
(pi/vol)θdθ ⊗X ∈ Ω1S(R2|1; t)Z
2
. Now, define the map
Lat× T × T × tC → ˜E∨,rk(T )univ(41)
by the map on S-points
(λ1, λ¯1, λ2, λ¯2, e
x, ey, X, X¯) 7→ (λ1, λ¯1, λ2, λ¯2, [λ2x− λ1y +X, λ¯2x− λ¯1y + X¯])
(λ1, λ¯1, λ2, λ¯2) ∈ Lat(S) ⊂ (C× C)(S), x, y ∈ t(S), (X, X¯) ∈ tC(S).
Definition 4.25 (Analytic functions, preliminary version). Suppose we are given a (locally-
defined) function on F0(pt//∇T ) and an open subset U ⊂ Lat × T × T × tC that defines a
U -point of F0(pt//∇T ) via (40). The function f is analytic if its restriction to U is an element
of the pullback of the sheaf of holomorphic functions on
˜E∨,rk(T )univ along the map (41). We
use the notation Oan(U) to analytic functions on U .
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Remark 4.26. Identifying Lat × T × T × tC ' TE∨,rk(T )univ with the total space of the ver-
tical tangent bundle over Lat, the map (41) can also be viewed as the fibered product of
exponential maps exp: TE∨univ → E∨univ for the universal family of dual elliptic curves.
We give a second version of Definition 4.25 in such a way that we can generalize the
analytic condition to F0(M//∇G). Suppose we are given the data of Y1, Y2 ∈ g(S) together
with an S-point S → Obj→ F0(M//∇G) specified as
[Λ ∈ Lat(S), φ : S × R2|1 →M, h : S × Z2 → G, A ∈ Ω1S(R0|1; gZ
2
)](42)
and that these data satisfy
eY1 · φ = φ, eY2 · φ = φ, [Y1, Y2] = 0,(43)
for  ∈ R. Now consider the (S × R)-point of F0(M//∇G) given by
[Λ() = Λ, φ() = φ, h() = (h1e
−Y1 , h2e−Y2), A() = A+ θdθ(λ2Y1 − λ1Y2).](44)
We will call such an (S × R)-point a deformation of reduced fields.
Definition 4.27 (Analytic functions). A locally-defined function defined on F0(M//∇G)
is analytic if (i) when evaluated on S-points of the form (42), it depends holomorphically
on Λ ∈ Lat(U) ⊂ C2(U) and (ii) for all Y1, Y2 ∈ g(U) satisfying (43), the value of the
function on the deformation of reduced fields (i.e., on the (S × R)-point (44)) is constant
in R.
Lemma 4.28. Definition 4.25 is consistent with Definition 4.27: they coincide for F0(pt//∇T ).
Proof. We will start with a function f that is analytic in the sense of Definition 4.27 and
show it is equivalent to a function that is analytic in the sense of Definition 4.25. First
we observe that the condition on Y1, Y2 ∈ t(S) is trivially satisfied for all S-points in this
case, and so it suffices to show these conditions are equivalent when S = Lat× T × T × tC.
Constancy on the Lat× T × T × tC × R-family (44) is the equality
f(Λ, ex, ey, X, X¯) = f(Λ, ex−Y1 , ey−Y2 , X + (λ2Y1 − λ1Y2), X¯ + (λ¯2Y1 − λ¯1Y2))
By setting Y1 = x and Y2 = y, we see that this function is determined by its restriction
to the identity fiber (1, 1) ∈ T × T , via the formula
f(Λ, ex, ey, X, X¯) = f(Λ, 1, 1, X + λ2x− λ1y, X¯ + λ¯2x− λ¯1y).
But by Lemma A.10 (also recalled in Remark 4.19), the dependence on tC is necessarily
holomorphic, so in fact the function only depends on X + λ2x − λ1y; this verifies that is
the definition of holomorphic in the sense of Definition 4.25, and in fact the definitions are
equivalent in this case. 
There is a completely analogous definition for analytic sections of a line bundle over
F0(M//∇G) that suffices for our purposes.
Definition 4.29. Let L → F0(M//∇G) be a line bundle, and suppose we are given the data
of a cover {Ui → Obj → F0(M//∇G)} together with trivializations of the pullback of L to
each Ui (such choices of trivializations determine the analytic structure). A locally-defined
section of L is analytic if its restriction to each Ui × R as in (44) defines a function that is
constant in R.
By definition, sections of powers of the Hodge bundle, ω⊗k/2, define functions on
each U → F0(M//∇G), that transform equivariantly for the action of isomorphisms over U .
Hence, Definition 4.29 can be applied, and we denote the resulting space of analytic sections
as Oan(U, ω⊗k/2).
Definition 4.30. Let E``G(M) be the sheaf on F0(pt//∇G) that is the direct image of the
sheaf of analytic functions along the map
pi : F0(M//∇G)→ F0(pt//∇G).(45)
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Let E``G(M) ⊗ ωj/2 denote the tensor product of the sheaf E``G(M) with the sheaf of
analytic sections of ωj/2 on F0(pt//∇G). Finally, let E``G = E``G(pt) denote the sheaf of
analytic functions on F0(pt//∇G).
Remark 4.31. We observe that the sheaf E``G(M) ⊗ ωj/2 is the usual sheaf of analytic
functions but with a shifted C×-action by the −jth power of the standard 1-dimensional
representation of C×. In particular, this gives the twisted 2-periodicity of equivariant elliptic
cohomology; compare [GKV95].
Remark 4.32. By inspection, functors F0(M//∇G)→ F0(M ′//∇G) induced by smooth maps
M → M ′ of G-manifolds induce morphisms of sheaves of analytic functions, E``G(M ′) →
E``G(M). In particular, E``G(M) is a sheaf of modules over E``G for any G-manifold M ,
using the canonical map F0(M//∇G)→ F0(pt//∇G).
4.6. Substacks for each pair of commuting elements. The subsheaf Obj determined
by (37) in the groupoid presentation of F0(M//∇G) from Lemma 4.23 can be viewed as
a sheaf living over the sheaf of pairs of commuting elements C2(G) whose fiber at a point
h ∈ C2(G) consists of fixed point sets in Lat×Ω1(R0|1; g)×Map(R0|1,M) for the action by h.
These fixed point sets can vary wildly with the continuous parameter h (e.g., dimensions
can change), making the presheaf of objects in Lemma 4.23 a highly singular space. To
better understand it, we start by analyzing the fiber at h : Z2 → G.
Definition 4.33. Fix a homomorphism h : Z2 → G. Let F0(M//∇G)h ⊂ F0(M//∇G) denote
the full substack on which objects over S are locally given by [Λ, φ0 : S×R0|1//Z2 →M//∇G]
for which the S-family of group homomorphisms underlying φ0 factors as S×Z2 → Z2 h→ G.
We now give a groupoid presentation of the substack F0(M//∇G)h; let Mh be the fixed-
point set of M under the image of h : Z2 → G, C(h) ⊂ G the centralizer of this image,
Γ(h) ⊂ SL(2,Z) the stabilizer in SL(2,Z) of the map h, and gh the fixed subalgebra under
the adjoint action of the image of h (i.e., the Lie algebra of C(h)0).
Lemma 4.34. The substacks F0(M//∇G)h have groupoid presentations
(Lat× E2|1 ×Map(R0|1, C(h)))/Z2 × Ω1(R0|1; gh)×Map(R0|1,Mh)× C× Γ(h))
↓↓
Lat× Ω1(R0|1; gh)×Map(R0|1,Mh)
as subgroupoids of the presentation from Lemma 4.23. Explicitly, the target map is inherited
from a diagonal action, that on Lat factors through the projection
(E2|1 oC×)nMap(R0|1, C(h))× Γ(h)→ C× × Γ(h)
and an action on Ω1(R0|1; gh)×Map(R0|1,Mh) that factors through the projection
(E2|1 oC×)nMap(R0|1, C(h))× Γ(h)→ (E0|1 oC×)nMap(R0|1, C(h)).
Remark 4.35. The above is almost a Lie groupoid presentation of F0(M//∇G)h in that the
above object and morphism spaces are almost representable presheaves on SMfld. The
failure is due to the fact that the sheaf of sections of a trivial vector bundle V is not
actually represented by the total space of that vector bundle; see §A.3 for more details.
Here, the vector space appears in Ω1(R0|1; gh) ' gh ⊕ Πgh. This failure is much more
geometrically tame that the failure of Obj to be representable in the groupoid presentation
from Lemma 4.23; the family of fixed point sets defined by Obj can jump in dimension,
while the fixed points for a given h do not.
Proof. First we define a map
Lat× (gh ⊕Πgh)×Map(R0|1,Mh)→ F0(M//∇G)h.(46)
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For an S-point Λ ∈ Lat(S), X ∈ gh(S), ξ ∈ Πgh(S), φ0 ∈ Map(R0|1,Mh)(S), define the
S-point of F0(M//∇G)h as (following convention (39))
φ : (S × R2|1)//Z2 → (S × R0|1)//Z2 (φ0,h)−→ Mh//C(h) ↪→M//G
A = (pi/vol)1/2 · dθ ⊗ ξ + (pi/vol) · θdθ ⊗X ∈ Ω1S(R0|1; gh)(47)
θ 7→ (pi/vol)1/2 · θ, C∞(S × R0|1) ' C∞(S)[θ].(48)
Note that under the C×-action, vol−1/2θ 7→ µ−1µ¯−1θµ¯ = µ−1θ, and so these factors of vol
convert the anti-holomorphic action of C× on R0|1 into the dual of the standard holomorphic
action from §A.4.
We obtain a groupoid presentation of F0(M//∇G)h in presheaves as the full subgroupoid
of the groupoid from Lemma 4.23 whose objects are Lat× (gh⊕Πgh)×Map(R0|1,Mh). By
definition, these isomorphisms are the Z2-quotient of the subsheaf of the source(
(E2|1 oC×)nMap(R0|1, G)× SL2(Z)
)
×
(
Lat× (gh ⊕Πgh)×Map(R0|1,MH)
)
t99K Lat× (gH ⊕Πgh)×Map(R0|1,Mh)
so that target map from F0(M//∇G) (the dashed arrow) lands in the sheaf of objects defin-
ing F0(M//∇G)h. Most importantly, this target map needs to preserve h : Z2 → G. This
restricts gauge transformations to take values in C(h) and picks out the subgroup Γ(h) <
SL2(Z), giving the claimed action groupoid and the upper fully faithful functor. 
4.7. Functions on F0(M//∇G)h. We are now ready to give the proof of Theorem 2.5.
Indeed, one of the groupoid presentations referred to in Theorem 2.5 is precisely the groupoid
presentation of Lemma 4.34; this presentation will give the Weil model for equivariant
cohomology while the presentation that yields the Cartan model is the one that imposes
the Wess–Zumino gauge as in Lemma A.41. Indeed, an immediate corollary to Lemmas 4.34
and A.41 is the following:
Corollary 4.36. The full subgroupoid from Lemma 4.34 with objects in the image of Lat×
gh ×Map(R0|1,Mh) using the map
gh → Ω1(R0|1; gh), (X, X¯) 7→ θdθ ⊗X, (X, X¯) ∈ gh(S), θdθ ⊗X ∈ Ω1S(R0|1; gh)
is an equivalent groupoid presentation of L2|10 (M//∇G)h.
Before returning to Theorem 2.5, we recall our conventions for sheaves on stacks with
groupoid presentations; see the appendix section §A.5 for a fuller discussion. Briefly, given
a groupoid presentation N//G for some stack X , we describe sheaves on X as G-equivariant
sheaves on N . The space of sections is an invariant of the sheaf on the stack X , but our
description of the sheaf depends on the groupoid presentation.
We now restate Theorem 2.5 more precisely:
Theorem. Given h : Z2 → G, the sheaf of analytic functions on F0(M//∇G)h for the
groupoid presentations of Lemmas 4.34 and 4.36 are the sheaves of C(h)-equivariant de Rham
forms on Mh in Weil and Cartan models, respectively, tensored with the sheaf of holomor-
phic functions on Lat with equivariant action by the subgroup Γ(h) < SL2(Z). In particular,
the direct image sheaf on Lat× [h] ⊂ BunG(E) consists of cocycles in (Weil or Cartan) equi-
variant cohomology
Oan(F0(M//∇G)h) '
⊕
j+k=•
ΩjC(h)(M
h)⊗MFkΓ(h),
where the grading on the left corresponds to the weight space decomposition for the C×-
action on the right.
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Proof. In the groupoid presentation from Lemma 4.34, the target map is the left action
by (E0|1 o C×) nMap(R0|1, C(h)). The statement of the theorem is now immediate from
Lemmas A.40 and A.42, respectively, which identifies the equivariant sheaf coming from
the Ω1(R0|1; gh) × Map(R0|1,Mh) quotient (or its full subgroupoid) with Weil or Cartan
equivariant de Rham cohomology, while the sheaf of functions on Lat is the sheaf of holo-
morphic functions together with the equivariant structure given by the C× × Γ(h) action;
by the Definition 3.8 of modular forms (and our grading conventions), we obtain precisely
MF
Γ(h)
k with the C×-action giving the appropriate grading. 
4.8. Some examples.
Example 4.37 (The trivial group). As a corollary to Theorem 2.5 (see also [BE13, The-
orem 1.1]) when G = {e} is the trivial group, E``G(M) = E``(M) is the sheaf on F0(pt)
whose global sections are
Γ(F0(pt), E``(M)⊗ ω−j/2) '
⊕
k∈Z
Ωkcl(M)⊗MF−k+j
of closed forms valued in modular forms. After imposing meromorpicity at the cusps, this
gives a cocycle model for TMF(M) ⊗ C. If we work with the entire equivariant sheaf on
F0(pt), we recover a sheaf of chain complexes in O-modules onMspinell whose global sections
have the cocycles as indicated above.
Example 4.38 (Finite groups). When G is a finite group, Theorem 2.5 can be used to
read off global functions as well, since
Oan(F(M//∇G)) '
(⊕
h
Oan(F(M//∇G)h)
)G×SL2(Z)
where the direct sum is over the finite set of pairs of commuting elements inG. This is a cocy-
cle model for an SL2(Z) version of Devoto’s equivariant elliptic cohomology [Dev96] (rather
than for Γ0(2) < SL2(Z) as originally considered by Devoto), as computed in [BE16b]; com-
pare also [BT99, Gan07, Gan09]. We observe in this case that the forgetful map M//
∇
G
∼→
M//G is an equivalence of stacks, so that G-connections do not feature in this model.
Example 4.39 (Borel equivariant cohomology at the trivial bundle). The philosophy be-
hind the Atiyah–Segal completion theorem for equivariant K-theory [AS69] suggests that
Borel-equivariant elliptic cohomology should be the completion of a good genuine equi-
variant theory. Corollary 2.8 verifies that this indeed the case, where completion takes on
geometric meaning as evaluation of the sheaf E``G(M) at the fiber of the trivial G-bundle.
Proof of Corollary 2.8. Using the result of Theorem 2.5 for the particular case of h the
trivial homomorphism, we have that Γ(h) = SL2(Z) and C(e) = G. By Theorem 2.5, we
get G-equivariant de Rham cohomology, in either the Weil or Cartan models as appropriate,
of M{e} = M tensored up with modular forms for all of SL2(Z). This is a cocycle model
for ordinary cohomology valued in weak modular forms applied to the Borel construction
for the G-action on M . 
In particular, when G = U(1), we have the maps
Oan(F0(pt//∇U(1));ω•/2)→ Oan(F0(pt//∇U(1))e;ω•/2)→ Oan(F0(CP∞)),
where the last map is induced by the map CP∞ → pt//∇U(1) classifying the tautological
line bundle on CP∞. This last map induces an isomorphism at the level of cohomol-
ogy (using that Oan(F0(pt//∇U(1))e;ω•/2) is U(1)-equivariant cohomology of the point and
CP∞ ' BU(1)). This gives a completion map for equivariant elliptic cohomology. When
comparing with Grojnowski’s model, we will see that this map sends a function defined in
a neighborhood of e ∈ E∨univ of the identity in the dual universal elliptic curve to the Taylor
expansion of the function based at e.
A GEOMETRIC MODEL FOR COMPLEX ANALYTIC EQUIVARIANT ELLIPTIC COHOMOLOGY 37
Example 4.40 (Free actions). When G acts freely on M , Oan(F(M//∇G)h) = 0 unless h =
e. This gives a skyscraper sheaf at the trivial bundle whose value (by Corollary 2.8 and
standard facts about Borel equivariant cohomology) reads off the elliptic cohomology of the
quotient M/G.
4.9. Restriction to connections valued in tC for G connected. We now make an
observation regarding the values of E``G(M) at a fiber h and the extent to which we can
recover the datum of local sections from the restriction to gauge connections valued in the
maximal torus. In practice, this will be the statement that for G connected, G-equivariant
cohomology may be written in terms of T -equivariant cohomology. Indeed, given M a
G-manifold, it is well-known that we have the isomorphism
HG(M) ' (HT (M))W .
We pause here to note that this isomorphism may be upgraded to an isomorphism of the
full equivariant de Rham cocycle spaces in the Weil models:
Proposition 4.41. Given a G-manifold M , the natural map(
Ω∗(M)⊗O(gC)
)G
→
(
Ω∗(M)⊗O(tC)
)N(T )
(49)
is an isomorphism
Remark 4.42. Note that in the above, we have written on the right-hand side as N(T )-
invariance; of course, one may first take T -invariance and then N(T )/T ' W -invariance,
giving the more immediate description as W -invariant cocycles for T -equivariant de Rham
forms.
Proof. More generally, for any G-representation R, we show that(
R⊗O(gC)
)G
→
(
R⊗O(tC)
)N(T )
is an isomorphism; the proposition follows by taking R = Ω∗(M). Next, we rewrite R ⊗
O(gC) as O(gC;R), or R-valued analytic functions on gC. Note that G acts on both the
source and target of these polynomial maps so that the G-invariance O(gC;R)G consists
precisely of G-equivariant analytic maps. We now wish to check that the restriction map
O(gC;R)G → O(tC;R)N(T )
is an isomorphism. Indeed, restricting a G-equivariant map from gC to tC certainly yields an
N(T )-equivariant map; the reverse construction proceeds by extending an analytic function
on tC first to the dense open subset of regular semisimple elements grsC (which can be
conjugated back to tC). The original N(T )-equivariance establishes that this extension is
unambiguously well-defined; it does not matter how we conjugate an element of grsC into tC.
We now wish to extend our function further to all of gC, with the trouble being that we
might have poles or singularities along some codimension one locus. However, such a polar
locus would imply that our function were originally ill-defined at, for example, 0 ∈ tC ⊂ gC,
and so we can indeed extend, with G-equivariance still automatic. 
We now observe the utility of this result for our purposes. Indeed, when G has torsion
free fundamental group, the centralizers C(h) are connected [Bor62, Corollary 3.5], and a
maximal torus of C(h) can just be taken to be a maximal torus of G itself. In particular,
the inclusion ⊕
j+k=•
ΩT (M
h)W
h ⊗MFkΓ(h) ↪→
⊕
j+k=•
ΩC(h)(M
h)⊗MFkΓ(h)
induces an isomorphism on cocycles, where Wh is the Weyl group for T < C(h). Geometri-
cally, this map amounts to restricting to connections in the Wess–Zumino gauge associated
with S-points of t ⊂ Lie(C(h)). Furthermore, in this case any pair of commuting elements
can be conjugated into a maximal torus T , again by Borel [Bor62]. These facts together
imply the following.
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Lemma 4.43. Given a locally defined analytic section s of ω⊗k/2 → F0(M//∇G), the equi-
variant cocycle on restriction to the fibers s|F0(M//∇G)h for h ∈ C2(G) is determined by the
value of s on the substack for which G-bundles are specified by h ∈ (T ×T )(S) ⊂ C2(G) and
G-connections by A ∈ Ω1S(R0|1; t) ⊂ Ω1S(R0|1; g).
Note that more generally for any connected Lie group G without any assumption on
the fundamental group, we still have that ΩT (M
h)W
h
↪→ ΩC(h)(Mh) is an isomorphism on
cocycles, where Wh is the extension of C(h)/C(h)0 by W (C(h)) as before; this observation
simply combines the results of this section for C(h)0 with the trivial observation that if G
is a disconnected group, G-equivariant cocycles are the G/G0-invariants of G0-equivariant
cocycles.
4.10. Relation to the heterotic string. Let a Riemannian manifoldM be given, together
with a vector bundle V → M with metric and compatible connection. The field content
of the heterotic string worldsheet, i.e. of a N = (0, 1) supersymmetric σ-model (e.g.,
see [DEF+99, pg. 509-511]), is
x : R2 →M, ψ+ ∈ Γ(S+ ⊗ x∗TM), ψ− ∈ Γ(S− ⊗ x∗V ),
where S+ and S− are the chiral spinor bundles on R2. The classical Lagrangian is
L(x, ψ+, ψ−) = 〈∂zx, ∂z¯x〉+ 〈ψ+,∇zψ+〉+ 〈ψ−,∇z¯ψ−〉,(50)
where we have identified R2 ' C and z, z¯ are the usual complex coordinates. In an abuse
of notation, above 〈−,−〉 and ∇ denotes either the pullback of the Riemanian metric and
Levi-Civita connection on M , or the pullback of the metric and connection on V , depending
on the fields on which they act. We can re-express this field theory in super space as having
fields
φ : R2|1 →M, ψ ∈ Γ(R2|1, φ∗V )
where φ = x+ θψ+ and ψ = ψ− + θF . Then we claim the Lagrangian takes the form
L(φ, ψ) = 〈∂zφ,Dφ〉+ 〈ψ, φ∗DAψ〉
where ∇ is the connection on V , and D = ∂θ − θ∂z¯. To relate this to the Lagrangian (50),
one must integrate out the variable θ and then (following the usual prescription) discard the
field F that only enters the Lagrangian algebraically; see [DEF+99, pg. 509]. For generic
connections, arguments completely analogous to [BE13, §3.4] show that classical vacua for
the field theory above are given by
φ0 : R2|1  R0|1 →M, ψ = 0,
and so are given by S-points of F0(M).
Typically for the heterotic string, one does not consider arbitrary vector bundles V ,
but rather vector bundles that are associated to a particular G-principal bundle (with
G = E8 × E8 or Spin(32) being the standard choices). So with V = P ×G R for R some
G-representation, we would also like the connection on V to be an associated connection.
Note that from the point of view of the Lagrangian (50), this G-connection (i.e., gauge
field) is a background field, meaning we regard it as fixed once and for all when performing
constructions in the field theory. Instead, varying the gauge field gives us a deformation of
the field theory. This is very similar to how gauge fields define deformations of the WZW
model, e.g., see [Gaw99, 3.5]. So let P →M be a principal bundle to which V shall be asso-
ciated. The stack of dimensionally reduced fields, F0(P//∇G) therefore parametrizes vacua
for the field theory with Lagrangian (50) for the target P/G ' M , and also parametrizes
deformations of vacua given by varying the gauge connection. If we specify a representa-
tion R of G, we obtain a vector bundle on M and can run standard quantization machines
on this field theory. This is related to the fibered WZW model Distler and Sharpe studied
in connection with the heterotic string [DS10].
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The setup above continues to make sense even when the G-action on M is not free,
giving a way to understand classical vacua and their deformations for (possibly singular)
targets M/G. This is the physical reason for our interest in the stacks F0(M//∇G).
Finally, typically in 2-dimensional field theory one does not consider arbitrary functions
on the moduli spaces in question, but instead functions satisfying a version of the Ward
identities. Indeed, in 2-dimensional conformal field theory the space of functions satisfying
the Ward identities defines a conformal block. Correlation functions define sections of this
(finite-dimensional) vector bundle of conformal blocks over the moduli space of Riemann
surfaces with marked points. The situation in our field theory is no different; rather than
consider all functions on F0(M//∇G), we consider those invariant under deformations of
dimensionally reduced fields. These deformations can be thought of as a cousin to the
Ward identities; indeed we shall explain their relation to some hidden symmetry of the
gauged free fermion in Remark 6.4.
5. Comparison with Grojnowski’s equivariant elliptic cohomology
We are now in a position to compare the sheaves E``G(M) on F0(pt//∇G) defined in
the previous section with Grojnowski’s sheaves EllG(M) on BunG(E)0. As such, throughout
this section we restrict to G connected so that BunG(E)0 is well-defined.
The first step in this comparison is the map p : F0(pt//∇G) → BunG(E) obtained by
forgetting the data of the gauge connection (the datum in the Lie algebra) and tak-
ing the isomorphism class of the principal G-bundle) along which we push forward the
sheaves E``G(M); after a slight further restriction along ι : BunG(E)0 → BunG(E) we can
then compare with EllG(M).
Our first main result is then to endow the (restriction of the) pushforward of the sheaf
of analytic functions from F0(pt//∇G) with the structure of a module over the sheaf of
holomorphic functions on BunG(E)0:
Proposition 5.1. There is a canonical isomorphism of sheaves of algebras
ι∗p∗E``G ' OBunG(E)0(51)
on BunG(E)0.
This then yields the structure of an OBunG(E)0-module to the restriction of the pushfor-
ward of any EllG-module on F0(pt//∇G) so that we can then compare E``G(M) to EllG(M)
as sheaves of O-modules on BunG(E)0. The remainder of the section is then devoted to
showing that ι∗p∗E``G(M) does indeed furnish a cocycle model for Grojnowski’s equivari-
ant elliptic cohomology: on small opens in BunG(E)0 we obtain cocycles for the appropriate
equivariant cohomology groups, and on overlaps we recover a cocycle refinement of Gro-
jnowski’s transition maps.
5.1. Analytic functions on F0(pt//∇G) versus holomorphic functions on BunG(E).
We define the forgetful map
p : F0(pt//∇G)→ BunG(E)
using the groupoid presentations of (17) and (38) the projection morphisms
Lat× C2(G)× Ω1(R0|1, g) Lat× C2[G],
(E2|1 oC×)nMap(R0|1, G)× SL2(Z) C× × SL2(Z).
Remark 5.2. One might expect that the above forgetful map factors through the stack
BG(E) = [(Lat× C2(G))//(G× C× × SL2(Z))].
Recall that this moduli space is a stacky version of the moduli of G-bundles on elliptic
curves as opposed to BunG(E), which is more like a coarse moduli space. If we had such
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a factorization, we could push forward E``G(M) to BG(E) to obtain equivariant elliptic
cohomology as a sheaf on this more interesting space. However, there is no natural morphism
F0(pt//∇G)9 BG(E).
The problem is that there is not a homomorphism
(E2|1 oC×)nMap(R0|1, G)× SL2(Z)9 C× ×G× SL2(Z)
that can be extended to a map on morphism spaces and hence a functor between the
stacks. The issue lies with the map on the gauge transformations: while Map(R0|1, G) has a
map to G (namely, evaluation at the origin), this projection is problematic when including
the translations E2|1 as the action of translations does not preserve the projection map.
As such, the extended gauge group does not project down to G, and so if one wishes to
describe equivariant elliptic cohomology in terms of a sheaf on a moduli space of G-bundles
on elliptic curves, equivariant elliptic cohomology truly lives on the (relative) coarse moduli
space BunG(E) rather than the moduli stack.
We may now prove the isomorphism of sheaves of analytic functions.
Proof of Proposition 5.1. We consider the following diagram:
Lat× t× t× tC Lat× T × T × tC F0(pt//∇G)
Lat× t× t Lat× T × T BunG(E).
In order to compare sheaves on BunG(E)0, we recall from Definition 3.15 the definition
of the topology of BunG(E)0; in particular, we must check for any U ⊂ Lat × T × T that
our sheaves OBunG(E)0 and E``G have the same sections when pulled back to U . As all the
arrows in the left part of the diagram above are covers, it suffices to pull back further to
Lat× t× t× tC. We are now comparing holomorphic functions on Lat× t× t with analytic
functions, in the sense of Definition 4.25, on Lat × t × t × tC. This definition makes this
isomorphism essentially automatic as analytic functions on Lat× t× t× tC are here defined
to precisely be the pullbacks of holomorphic functions from Lat × t × t, although along a
somewhat nontrivial map (in particular, not the projection that appears in the diagram
above here). Nonetheless, it is still straightforward to provide the desired isomorphisms.
To fix notation, we here denote by U˜ the pullback of U to Lat× t× t and by V˜ the further
pullback to Lat× t× t× tC. We continue to write sections of the sheaves OBunG(E)0 and E``G
over U˜ and V˜ by abuse of notation; we truly mean sections of the appropriate pullbacks.
We denote a local section f˜ ∈ Γ(V˜ , E``G) as a function of Λ ∈ Lat(V˜ ), z ∈ (t × t)(V˜ ),
and t ∈ tC(V˜ ). To match to the notation we used in, for example, Definition 4.25 where we
denoted by Y1, Y2 our variables in t× t, here we take
z := λ2Y1 − λ1Y2,
where λ1, λ2 are the relevant lattice parameters from Λ ∈ Lat(V˜ ). Note that a priori, f˜
should also have dependence on z¯ = λ¯2Y1 − λ¯1Y2 and t¯ but our remarks in the proof of
Lemma 4.28 show that it does not in fact depend on these variables. Similarly, we denote a
local section f ∈ Γ(U˜ ,OBunG(E)0) as a function depending on Λ ∈ Lat(U˜), z ∈ (t× t)((U˜)).
In these variables, the analyticity condition of Definition 4.25 is that for all z′, we have
the equality
f˜(Λ, z, t) = f˜(Λ, z − z′, t+ z′).(52)
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In other words, f is simply a function of Λ and z + t. The desired isomorphisms between
sheaves of sections are now given as follows:
f˜(Λ, z, t) ∈ Γ(V˜ , E``G) 7→ f(Λ, z) ∈ Γ(U˜ ,OBunG(E)0),
f(Λ, z) := f˜(Λ, z, 0).(53)
f(Λ, z) ∈ Γ(U˜ ,OBunG(E)0) 7→ f˜(Λ, z, t) ∈ Γ(V˜ , E``G)
f˜(Λ, z, t) := f(Λ, z + t).(54)
These explicit isomorphisms will continue to be useful as we study transition maps. 
5.2. A map ι∗p∗E``G(M) → EllG(M) on small opens. The first goal of this subsection
is to identify the values of ι∗p∗E``G(M) on small open sets in BunG(E)0. In particular, we
will argue that the analyticity condition we impose allows us to compute local sections on
sufficiently small opens from the value of a section at a single fiber, which we then compute
in terms of equivariant de Rham cohomology. We start in the case that G = T is a torus.
So, fix a T -manifold M and (as in the notation of (20) in §3.5) for h ∈ T × T , let
U0h ⊂ T × T be a neighborhood diffeomorphic to a disk with the property that for all h′,
Mh
′ ⊂ Mh. Define Uh := Lat × U0h ⊂ Lat × T × T ' ˜BunT (E), and recall from §3.5 that
such open sets cover ˜BunT (E).
Lemma 5.3. Any S-point of F0(M//∇T ) which factors through the preimage of Uh in
Lat × T × T × tC admits a deformation of reduced fields to an S-point of F0(M//∇T )h ⊂
F0(M//∇T ).
Proof. Using the exponential map for T , we can parametrize S-points of U0h by (h1e
Y1 , h2e
Y2)
for Y1, Y2 ∈ t(S) that lie in an open ball near 0 ∈ t(S). If we further write h1 = ex and
h2 = e
y for x, y ∈ t(S), this neighborhood is parametrized as (ex+Y1 , ey+Y2). In ˜E∨,rk(T ) we
obtain the parameterization of the image of Uh as(
λ1, λ¯1, λ2, λ¯2, [λ2(x+ Y1)− λ1(y + Y2), λ¯2(x+ Y1)− λ¯1(y + Y1)]
)
∈ Uh ⊂ ˜E∨,rk(T ).
Using this parametrization, the preimage of Uh under
Lat× T × T × tC → Lat× T × T ' ˜E∨,rk(T )
consists of tuples (Λ, φ,X, X¯) where Λ ∈ Lat(S), (X, X¯) ∈ tC(S), and φ : S × R0|1//Z2 →
M//T is determined by
〈h1eY ′1 , h2eY ′2 〉 : S × Z2 → T, φ0 : S × R0|1 →Mh′ ,
where(
λ1, λ¯1, λ2, λ¯2, [λ2(x+ Y
′
1)− λ1(y + Y ′2) +X, λ¯2(x+ Y ′1)− λ¯1(y + Y ′2) + X¯]
)
=(
λ1, λ¯1, λ2, λ¯2, [λ2(x+ Y1)− λ1(y + Y2), λ¯2(x+ Y1)− λ¯1(y + Y2)]
)
as points in Uh ⊂ ˜E∨,rk(T ).
In turn, (Λ, φ,X, X¯) corresponds to the S-point of F0(pt//∇T ) given by [Λ, φ,A =
(pi/vol)θdθ⊗X]. We observe that there is a deformation of reduced fields from this S-point
to an S-point of F0(M//∇T )h given by
Λ() = Λ, φ() = φ, h() = (h1e
Y ′1 , h2e
Y ′2 ), A() = A+ θdθ(− 1)⊗ (λ2Y ′1 − λ1Y ′2).
At  = 1, this is the S-point in the preimage of Uh, and at  = 0 it is an S-point in the
preimage of h ∈ Uh, i.e., an object of F0(M//∇G)h over S. 
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For G acting on M , we again consider the open subsets of ˜BunG(E)0 as defined by
Grojnowski and recounted in §3.5. Starting with h ∈ T × T and forming the open subset
U0h as above, we proceed by considering the orbit under the Weyl group, Uwh for w ∈ W .
Shrinking U0h if necessary, we may assume that W
hU0h = U
0
h and wU
0
h ∩ U0h = ∅ if w ∈ W
but w /∈Wh. Then let U˜h be the disjoint union of open balls Lat×U0wh for w ranging over
a choice of representatives in W/Wh. This is a Weyl-invariant open subset of Lat× T × T ,
so defines an open subset Uh of ˜BunG(E)0.
Lemma 5.4. For Uh the open subset of ˜BunG(E)0 above, any S-point with image in Uh,
i.e. that factors through the pullback Uh ×BunG(E)0 F0(M//∇G) is isomorphic to an S-point
that admits a deformation of reduced fields to an S-point of F0(M//∇G)h ⊂ F0(M//∇G).
Proof. Using gauge transformations, which act on pairs of commuting elements by conju-
gation, any such S-point of F0(M//∇G) is isomorphic to one (Λ, h′, φ,A) with h′ ∈ Uh(S).
Then using the same deformations of fields as in Lemma 5.3, the result follows. 
Hence, analytic functions in sufficiently small open sets are determined by their values
on the fibers F0(M//∇G)h, and conversely any value on a fiber extends to a sufficiently small
open. In other words, we have the following corollary:
Corollary 5.5. The local sections on V ×U0h for V ⊂ Lat open and U0h ⊂ T×T a sufficiently
small open as above are given by
Γ(V × U0h , ι∗p∗E``G(M)) ' Γ(V,OLat)⊗ ΩC(h)(Mh).(55)
The latter factor above consists of cocycles for equivariant de Rham cohomology on Mh.
Furthermore, we have a natural C××SL2(Z)-equivariance structure on ι∗p∗E``G(M), where
SL2(Z) acts purely on Lat while the C×-action corresponds to the grading on the right-hand
side.
Proof. By the previous two lemmas, the value of an analytic function on S-points of Uh
is determined by its value at h ∈ Uh. The functions on the fibers F0(M//∇G)h were then
computed in Theorem 2.5. 
Note that this isomorphism shows that our sheaf indeed provides a cocycle refinement
of Grojnowski’s construction as the analogous local sections of Grojnowski’s sheaf EllG(M)
would be identical to the above up to providing equivariant de Rham cohomology classes
rather than the full equivariant de Rham cocycles.
5.3. Compatibility with transition maps. All that remains is to show that the tran-
sition functions similarly refine those of Grojnowski’s sheaf. The content here is mostly in
understanding its structure as an O-module, and so we now turn to making this structure
explicit.
We continue to pull back our sheaf ι∗p∗E``G(M) to the cover Lat× T × T ' ˜BunT (E)
and consider its structure as an O ˜BunT (E)-module. For Uh ⊂
˜BunT (E) of the form V × U0h
as above, where U0h ⊂ T × T is a sufficiently small open and V ⊂ Lat is any open, consider
the local coordinates (x, y) on B(0) ⊂ t× t afforded by the h-translation of the exponential
map on the Lie algebra. Recall that an analytic function g depends only on z = λ2x− λ1y
and not z¯. We consider the action of a local section f(Λ, z) ∈ Γ(Uh,O ˜BunT (E)) on a local
section s˜(Λ, z, t) ∈ Γ(Uh, ι∗p∗E``G(M)), where we here use the notation we used in (52), our
discussion of analytic sections. Note that in order to write the action of f(Λ, z) on s˜(Λ, z, t),
we need to send f through the isomorphism of Proposition 5.1 as that isomorphism is how we
endowed ι∗p∗E``G(M) with the structure of anOBunG(E)0-module structure in the first place.
As such, we trace through the isomorphism (54) to extend f(Λ, z) to f˜(Λ, z, t) := f(Λ, z+t)
which then acts on s˜ in the usual way by multiplication.
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Let us now further use the isomorphism of Corollary 5.5 to describe the ensuing struc-
ture of Γ(V,OLat)⊗ ΩC(h)(Mh) as an O ˜BunT (E)-module, i.e., to understand how some local
section f(Λ, z) acts. The above discussion informs us that f(Λ, z) acts on the left-hand side
of (55) as f˜(Λ, z, t) = f(Λ, z + t). To understand how it acts on the right-hand side, we
must simply restrict to the fiber of h, which in the coordinates used above corresponds to
z = 0, so that f(Λ, z) ultimately acts via f(Λ, t). This is the same isomorphism as in (21)
used to identify O(Uh) ' O(tC)Wh , so that we have the following:
Lemma 5.6. The action of O(Uh) on ι∗p∗E``G(M)(Uh) is via the isomorphism O(Uh) '
O(tC)Wh from (21). In other words, for f(Λ, z) ∈ Γ(Uh,O ˜BunT (E)), its action on sections
Γ(Uh, ι
∗p∗E``G(M)) ' Γ(V,OLat)⊗ ΩC(h)(Mh)
is by f(t) ∈ ΩT (pt)Wh ' O(tC)Wh .
Note that we are identifying cocycles in C(h)-equivariant cohomology withWh-equivariant
cocycles in T -equivariant cohomology, as per Proposition 4.41 and the ensuing discussion.
We are now in position to discuss the transitition maps of sheaves ι∗p∗E``G(M) and
EllG(M), so we consider a neighborhood Uh of h ∈ T × T (with some arbitrary open set in
Lat, as usual) and some smaller open neighborhood Uh′ of h
′ ∈ T × T . We then consider
the restriction morphism on local sections to obtain the following:
Proposition 5.7. The restriction maps
Γ(Uh, ι
∗p∗E``G(M))⊗Γ(Uh,O) Γ(Uh′ ,O)→ Γ(Uh′ , ι∗p∗E``G(M))
for Uh′ ⊂ Uh as above are a cocycle refinement of the restriction maps (22) for EllG(M).
Proof. At the level of vector spaces of local sections, we have the diagram
Γ(Uh, ι
∗p∗E``G(M))⊗Γ(Uh,O) Γ(Uh′ ,O) Γ(V,OLat)⊗ ΩC(h)(Mh)
Γ(Uh′ , ι
∗p∗E``G(M)) Γ(V,OLat)⊗ ΩC(h′)(Mh′)
(56)
determined by the inclusion Mh
′ ⊂ Mh. The horizontal maps are the isomorphisms of
Lemma 5.6 and the left map is the restriction in which we are interested. The map on the
right side, is simply the restriction of equivariant de Rham forms as a map of vector spaces,
but as a map of O-modules, the map is slightly more complicated. Indeed, the description
of the O-module structure from Lemma 5.6 assumed that we were using coordinates with h
labeled by zero; here, rather, we are using coordinates which places h at zero and h′ at .
As such, a local section f(Λ, z) which acted by f(Λ, t) upstairs now acts by f(Λ, t + )
downstairs. This, however, is precisely how the map of module structures was defined for
the sheaf EllG(M) in (22), as desired. 
Proof of Theorem 2.9. A map of sheaves can be specified in terms of maps on an open cover
compatible with restriction maps. Corollary 5.5 provides the map in question on the cover,
and Proposition 5.7 verifies compatibility with restrictions. 
6. Free fermions and characters of loop group representations
In the previous section, we identified functions on F0(M//∇G) with a cocycle model for
Grojnowski’s equivariant elliptic cohomology. Grojnowski also considers twisted versions
of this theory by tensoring the sheaf EllG(M) with the sheaf of sections of a line bundle
on BunG(E)0. Of particular interest are the Looijenga line bundles on BunG(E)0 whose
spaces of sections are spanned by characters of positive energy representations of LG at a
fixed level. There are similar line bundles over F0(pt//∇G), and we shall compare these on
restriction to BunG(E)0.
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In particular, we construct a refinement of the equivariant Euler class coming from the
quantization of a family of free field theories parametrized by F0(pt//∇G) called the gauged
free fermion. In this setting, quantization is the same as taking the Pfaffian of an operator;
the result is a line bundle with section on F0(pt//∇G), and this section is called the partition
function of the family of field theories. When G = U(n) we identify the line bundle, via
the usual “push-pull” ι∗p∗, with the Looijenga line bundle on BunG(E)0 whose sections are
spanned by characters of positive energy loop group representations of a fixed level. We
further identify the section with the character of the vacuum representation of LU(n).
6.1. The gauged free fermion classical field theory. Let a unitary G-representation
ρ : G → U(V ) be given. On V ⊕ V we have an invariant C-bilinear pairing 〈−,−〉 coming
from the hermitian pairing on V . The representation ρ ⊕ ρ allows us to view V ⊕ V as a
vector bundle with connection (also denoted V ⊕ V ) over [pt//∇G]; explicitly, the S-points
of this vector bundle with connection assign to (P,∇) : S → [pt//∇G] the associated bundle
P ×ρ¯⊕ρ (V ⊕ V ) with associated connection ρ¯(∇)⊕ ρ(∇).
Definition 6.1. Define the vector bundle Fer(V )→ F0(pt//∇G) whose space of sections at
an S-point Φ: T 2|1 → [pt//∇G] is the direct image sheaf along the projection pi : T 2|1 → S of
the sheaf of sections of the pullback Φ∗Π(V ⊕ V ), i.e., the sheaf on S whose global sections
are the C∞(S)-module
Γ(T
2|1
Λ ,Φ
∗Π(V ⊕ V )) =
(
C∞(S × R2|1)⊗Π(V ⊕ V )
)Z2
,
where the Z2-action on S × R2|1 is through Λ ∈ Lat(S) and on Π(V ⊕ V ) is through
S × Z2 h→ G ρ¯⊕ρ→ End(Π(V ⊕ V )). For an isomorphism in F0(pt//∇G) associated to a rigid
conformal map f : T 2|1 → T ′2|1 over a base change S → S′, define a map of vector bundles
as the pullback along f followed by rescaling
C∞(T 2|1,Φ′∗Π(V ⊕ V )) f
∗
−→ C∞(T 2|1,Φ∗Π(V ⊕ V )) µ
−1
→ C∞(T 2|1,Π(V ⊕ V ))
where µ−1 ∈ C∞(S)ev comes from part of the data (µ, µ¯) ∈ C×(S) of the rigid conformal
map f .
Sections of the vector bundle Fer(V ) define a space of fields for a theory of gauged
free fermions. The classical action for this free theory is given by a family of operators on
sections, defined as follows.
Definition 6.2. Define the family of operators
DA := ιDρ(∇)
where D = ∂θ − θ∂z¯, and ιD is contraction with D; in terms of a 1-form A ∈ Ω1S(R0|1; g),
we have DA = D + ιDρ(A). The gauged free fermion classical action is the functional on
sections of Fer(V )
S(ψ) =
∫ (
1
2
〈ψ,DAψ〉
)
dθdz¯dz(57)
where the integral is over the fibers of the bundle of super tori
T 2|1 = (S × R2|1)/Z2 → S(58)
using the fiberwise Berezinian measure dθdz¯dz.
Lemma 6.3. The functional (57) defined on objects over S descends to a functional defined
on the stack.
Proof. Descent of S amounts to showing that it pulls back to itself along isomorphisms
in Fer(V ) that live over isomorphisms in F0(pt//∇G). It suffices to work in the Wess–Zumino
gauge. Invariance under super translations in E2|1 follows from the fact that the integrand
is built from left-invariant vector fields (the left action of super translations is generated
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by right-invariant vector fields); the action of super translations on the connection A is
trivial in the Wess–Zumino gauge; and that the Berezinian measure is invariant under super
translations. Invariance under dilations in C× comes from pulling back the constituent
pieces defining S: ψ 7→ µ−1ψ, dθdz¯dz 7→ 1µ¯dθµ2dzµ¯2dz¯ = µ¯µ2dθdz¯dz, and DA 7→ µ¯−1DA.
Finally, gauge invariance follows from 〈gψ, ρ(AdgA)gψ〉 = 〈ψ, ρ(A)ψ〉. From all of this, we
find that the pullback of S along isomorphisms agrees with S, and so S descends to the
stack. 
Remark 6.4. Our definition of analytic function on F0(M//∇G) was motivated largely by
some additional hidden symmetry possessed by the free fermion field theory. This theory is
determined by the family of operatorsDA, which in turn are essentially the ∂¯-operator acting
on a holomorphic vector bundle over a torus shifted by an endomorphism-valued 1-form. In
the classical setting, simultaneously deforming the 1-form and the complex structure gives
an isomorphic family of ∂¯-operators on the moduli space of holomorphic bundles. In our
case there are analogous deformations that leave the family DA preserved. This operator
DA completely determines the resulting quantum field theory, and hence these deformations
give additional symmetries we expect quantum observables to possess. Translating through
our definitions, we get exactly the deformations (44) defining the analytic condition. This
is why we view the analytic condition as a type of Ward identity.
6.2. Setup: covers and torus actions. Consider S-points
Λ ∈ Lat(S), h : S × Z2 → G, h˜ : S × Z2 → u(V ) (X, X¯) ∈ gC(S)(59)
such that the diagram commutes,
u(V ) U(V )
S × Z2 G
h
ρh˜
exp
i.e., that h˜ is a choice of lift for the action of h on V to the Lie algebra level. There is an
evident map from (59) to F0(pt//∇G) that forgets h˜ and uses the map
gC  g ↪→ Ω1(R0|1; g), (X, X¯) 7→ (pi/vol)θdθ ⊗X.
Lemma 6.5. Any S-point of F0(pt//∇G) is (locally in S) isomorphic to an S-point that can
be written as a tuple (59), so the collection of such S-points gives a cover of the stack.
Proof. Locally in S we can write an S-point of F0(pt//∇G) as an S-point of Fpre0 (pt//∇G),
i.e., a morphism of generalized Lie groupoids S × R2|1//Z2 → pt//∇G. Then S-families
of homomorphisms S × Z2 → G → U(V ) locally in S can be chosen to factor through
exp: u(V ) → U(V ). Furthermore, the Wess–Zumino gauge of Corollary 4.36 allows us to
write any connection as A = θdθ ⊗X for X ∈ g(S), and the map gC  g is surjective on
S-points. 
Remark 6.6. There is redundancy in the lift from an S-point of F0(pt//∇G) to a triple (59) by
the action of the kernel of exp: u(V )→ U(V ). This choice of lift is part of the regularization
procedure; the resulting Pfaffian will define a function on components of this cover, but will
depend in a nontrivial way on the choice of lift to u(V ). This is part of why Pfζ(DA) defines
a section of a line bundle rather than a function on F0(pt//∇G).
For a tuple (59), pull back the vector bundle Fer(V ) along the resulting S-point of
F0(pt//∇G). These sections are
Fer(V )S = C
∞(T 2|1Λ ,Φ
∗Π(V ⊕ V )) = C∞(S × R2|1; Π(V ⊕ V ))Z2 ,
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for the Z2-action on S × R2|1 through Λ, and on Π(V ⊕ V ) through S × Z2 h→ G ρ→
End(Π(V ⊕ V )). In terms of the data (59), we also have
DA = ιD(d+ (pi/vol)θdθ ⊗ ρ(X)) = D − (pi/vol)θ ⊗ ρ(X) = ∂θ − θ(∂z¯ + (pi/vol)ρ(X))
acting on these sections. Let h˜1, h˜2 ∈ u(V )(S) be the images of the generators of Z2 in (59).
There is an E2-action on the sections Fer(V )S given by
(z, z¯, θ) 7→ (z + sλ1 + tλ2, z¯ + sλ¯1 + tλ¯2, θ)
for s, t ∈ E2(S) the usual (real) coordinates, together with the E2-action on V ⊕V given by
s · v = exp(−sh˜1)v, t · v = exp(−th˜2)v.(60)
By construction, the action by Z2 ⊂ E2 is trivial, and so this E2-action in fact defines an
E2/Z2-action on the sections of Fer(V )S .
Definition 6.7. Let (Fer(V )S)n,m ⊂ Fer(V )S denote the (n,m)th weight space for (n,m) ∈
Z⊕ Z for the torus action defined by (60).
Lemma 6.8. The weight spaces of the torus action are finite-dimensional subbundles of
Fer(V )S, and DA preserves the weight spaces.
Proof. First we observe that DA commutes with the E2-action (since both D and ρ(∇) are
invariant under the generators of the action), and so preserves weight spaces.
Finite-dimensionality of the weight spaces can be checked on the reduced manifold
of S, so for the remainder of the proof we assume that S is an ordinary manifold. In this
case, the pair of commuting elements defined by S × Z2 → G → U(V ) are simultaneously
diagonalizable, i.e., there is a basis {vi, vi} of V ⊕ V so that
ρ(h1)vj = e
2piiαj1vj ρ(h2)vj = e
2piiαj2vj , ρ(h1)v¯j = e
−2piiαj1 v¯j , ρ(h2)v¯j = e−2piiα
j
2 v¯j ,
where {αj1} and {αj2} are the diagonal entries of h˜1, respectively, h˜2. Then we have the
following basis for sections indexed by their weight n,m ∈ Z for the torus action (60)
ψjn,m(z, z¯) = exp
( pi
vol
(
−z((n− αj2)λ¯1 + (m+ αj1)λ¯2) + z¯((n− αj2)λ1 + (m+ αj1)λ2)
))
⊗vj
ψ
j
n,m(z, z¯) = exp
( pi
vol
(
−z((n+ αj2)λ¯1 + (m− αj1)λ¯2) + z¯((n+ αj2)λ1 + (m− αj1)λ2)
))
⊗vj
We observe
ψjn,m(z + λ1, z¯ + λ¯1) = ψ
j
n,m(z, z¯) ψ
j
n,m(z + λ2, z¯ + λ¯2) = ψ
j
n,m(z, z¯),
ψ
j
n,m(z + λ1, z¯ + λ¯1) = ψ
j
n,m(z, z¯) ψ
j
n,m(z + λ2, z¯ + λ¯2) = ψ
j
n,m(z, z¯),
and hence these are indeed Z2-invariant elements of Fer(V )S . This manifestly defines a
finite-dimensional subbundle of Fer(V )S for each fixed m,n. 
6.3. Defining the regularized Pfaffian on a cover. Taylor expanding a section ψ ∈
C∞(S × R2|1,Π(V ⊕ V ))Z2 in the odd variable θ ∈ C∞(R0|1), we get ψ = ψ1 + θψ0 for
ψ1 ∈ C∞(S × R2,Π(V ⊕ V ))Z2 ψ0 ∈ C∞(S × R2, V ⊕ V )Z2
the component fields, with the subscripts reminding that ψ1 is odd and ψ0 is even. Inte-
grating over the odd variable (using
∫
θdθ = 1) in (57) we obtain
S(ψ1, ψ0) =
∫
〈ψ1 + θψ0, (∂θ − θ∂z − θ ⊗ ρ(X))(ψ1 + θψ0)〉dθdz¯dz
=
∫
(〈ψ0, ψ0〉+ 〈ψ1, (∂z¯ + ρ(X))ψ1〉) dz¯dz
where the second integral is over the fibers of the projection (S×R2)/Z2 → S with respect
to the fiberwise measure dz¯dz.
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Definition 6.9. Define the regularized Pfaffian of DA as the ζ-regularized product of finite-
dimensional Pfaffians on each weight space
Pfζ(DA) :=
1
Z
∏
m,n
ζ
Pf(DA|Fer(V )oddn,m) ∈ C∞(S)(61)
using the Lagrangian inclusion V ⊂ V ⊕V as a polarization to define each finite-dimensional
Pfaffian, and where
Z =
(
pi
vol
∏
n>0
(1− qn)2
)dim(V )
=
(
pi
vol
∏
n>0
(1− e2piinλ1/λ2)2
)dim(V )
is a convenient normalization.
Remark 6.10. The normalization Z can also be viewed as the regularized determinant of a
version of the Laplacian on the super torus, i.e., comes from a version of free bosons over
the super torus with values in a trivial bundle.
Remark 6.11. The operator DA acts on both even and odd sections, but since on even
sections DA is just the identity operator, this justifies defining the Pfaffian above purely in
terms of the odd part.
Remark 6.12. We use methods from [QHS93] to evaluate the ζ-regularized product above.
A key step is to break the symmetry in (61), writing this as a product first over n and then
over m. As such, one should view (61) as a product with a chosen ordering.
6.4. Computing the regularized Pfaffian.
Lemma 6.13. At each S-point of F0(pt//∇G) given by the data (59), the ζ-regularized
Pfaffian defined by (61) converges, defining a function on S. When restricted to the reduced
manifold, this function is given by the formula
Pfζ(DA) =
m∏
i=1
(
λ2(1− e−zi)
∏
n>0
(1− qne−zi)(1− qnezi )
(1− qn)2
)
(62)
where z = Tr(2piiλ−12 ρ(λ2h˜1 − λ1h˜2 +X/pi)).
Proof. This question of convergence of the ζ-regularized product can be checked on the
reduced manifold of S, so again we assume for this proof that S is an ordinary manifold.
When A = 0, the operator DA is diagonal in this basis with eigenvalues
DAψn,m =
pi
vol
((n− αj2)λ1 + (m+ αj1)λ2)ψn,m
DAψn,m =
pi
vol
((n+ αj2)λ1 + (m− αj1)λ2)ψn,m
on odd sections, all having multiplicity 1. More generally, when A is nonzero we have
DA|Fer(V )n,m =
pi
vol
(
(λ1n+mλ2)⊗ idV⊕V + 1⊗ h˜1 − τ ⊗ h˜2 + ρ(X)⊕ ρ(X)
)
where α1, α2 : V ⊕ V → V ⊕ V are linear maps determined by the {αj1} and {αj2} on basis
vectors, and ρ(X) is the family of linear maps determined by X ∈ gC(S). To fix the sign
of the Pfaffian we need to choose a Lagrangian subspace of sections; from Definition 6.9 we
take the one given by sections valued in V ⊂ V ⊕V . In total, we arrive at the ζ-regularized
product,∏
n,m
ζ ( pi
vol
)dim(V )
det
(
(λ1n+mλ2)⊗ idV + λ2 ⊗ h˜1|V − λ1 ⊗ h˜2|V ) + ρ(X)
)
=
∏
n,m
ζ
(
piλ2
vol
)dim(V )
det
(
(τn+m)⊗ idV + 1⊗ h˜1|V − τ ⊗ h˜2|V ) + λ−12 ρ(X)
)
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where τ = λ1/λ2 ∈ H(S). It suffices to evaluate when ρ(X) is upper triangular, and so the
determinant is the product of the diagonal entries,∏
n,m
ζ
(
piλ2
vol
)dim(V )∏
j
((n− αj2)τ + (m+ αj1)) + λ−12 Xj).
This ζ-regularized product is evaluated in formula (53) of [QHS93] as
Pfζ(DA) =
1
Z
(
piλ2
vol
)dim(V )∏
j
∏
n≥0
(1− qnezj )(1− qn+1e−zj ),
=
m∏
i=1
(
λ2(1− e−zi)
∏
n>0
(1− qne−zi)(1− qnezi )
(1− qn)2
)
where z = Tr(2piiρ(h˜1 − τ h˜2 +X/λ2)) = Tr(2piiλ−12 ρ(h˜1λ2 − h˜2λ1 +X)). 
Proposition 6.14. The functions defined at each S-point from Lemma 6.13 descends
to F0(pt//∇G) as a section of a line bundle.
Proof. For Pfζ(DA) to descend to a section requires that we assign an isomorphism of line
bundles to any isomorphism in F0(pt//∇G) over a base change F : S → S′. Let Pfζ(DA)S ∈
C∞(S) denote the function on S obtained from Lemma 6.13. Then the isomorphism of line
bundles requires an invertible function
Pfζ(DA)S = Pfζ(F ) · F ∗(Pfζ(DA)S′), Pfζ(F ) ∈ C∞(S)×.
If such a function exists, the cocycle condition is immediate. Furthermore, we can check
invertibility of a function on S in terms of its restriction to the reduced manifold, which
allows us to assume that S is an ordinary manifold. This restriction allows us to assume that
the S-family of homomorphisms 〈h1, h2〉 : S × Z2 → G → U(V ) factors through diagonal
matrices in U(V ), and h˜1, h˜2 ∈ t(S) are S-points of the Lie algebra t of the diagonal matrices
T < U(V ).
Now we need to consider the action of the S-points of
(E2|1 oC×)nMap(R0|1, G)× SL2(Z),
that determine isomorphisms between S-points of F0(pt//∇G) over base changes. The non-
trivial base changes we need to consider are by maps S×t→ S′×t determined by translates
through the coweight lattice, i.e., an S-point of the kernel of exp: t→ T < U(V ). First we
observe that (by virtue of working in the Wess–Zumino gauge) Pfζ(DA) is invariant under
the subgroupoid determined by the action of E2|1 n Map(R0|1, G): this acts through the
projection to G, which in turn acts through the adjoint representation on z. By the cyclic
property of the trace, this action is trivial.
It remains to analyze the action by the coweight lattice and C× × SL2(Z). However,
these transformation formulas are the classical ones for the Weierstrass sigma function, and
the action is through invertible functions on S. Hence, the functions Pfζ(DA)S assemble
into a section of a line bundle over F0(pt//∇G) as claimed. 
6.5. Comparison with sections of the Looijenga line. We recall that the character of
the vacuum representation of LU(m) at level 1 (e.g., see [Kit11, pg. 9]) is
χ(τ, z1, . . . , zm) =
m∏
i=1
(
(1− e−zi)
∏
n>0
(1− qne−zi)(1− qnezi )
)
∈ O(H× tC) ⊂ C∞(H× t× t)
for z1, . . . , zm complex coordinates on tC for t the Lie algebra of the usual maximal torus
of diagonal unitary matrices. Extending from H to Lat and normalizing by the appropriate
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power of pivol
∏
n>0(1− qn)2, we obtain
σ(Λ, z1, . . . , zm) :=
m∏
i=1
(
λ2(1− e−zi)
∏
n>0
(1− qne−zi)(1− qnezi )
(1− qn)2
)
,(63)
=
m∏
i=1
λ2zie
−zi/2 exp
−∑
k≥1
2G2k(q)
z2ki
k!
 ,
where the second equality follows from [AHR10, Proposition 10.9], and G2k(q) denotes
the normalized Eisenstein series. This expression defines a section of the Looijenga line
bundle [Loo76] over BunU(m)(E)0, which is characterized by transformation properties under
translations in the coweight lattice ker(exp: t → T ) and the action of C× × SL2(Z), e.g.,
see [Rez17, pg. 10]. Then (63) with the transformation for the coweight lattice defines a
section of a line bundle over (Lat × t × t)/Z2 ' E∨,rk(T )univ ; this section is Weyl invariant by
inspection, so it descends to a section over ˜BunU(m)(E)0. Finally, transformation properties
for the C×× SL2(Z)-action (which can be deduced from properties of the Eisenstein series)
give a line bundle over BunU(m)(E)0.
Proof of Theorem 2.16. In the description of the σ-function above, the theorem is an easy
consequence of Lemma 6.13. Indeed, we consider the Pfaffian line bundle for G = U(m)
with its standard representation pulled back along Lat× t× t× tC → F0(pt//∇U(m)) for t the
Lie algebra of the usual maximal torus of diagonal matrices. By Lemma 6.13, the Pfaffian
is the product of σ-functions,
Pfζ(DA)(Λ, z1, . . . , zn) =
m∏
i=1
(
λ2(1− e−zi)
∏
n>0
(1− qne−zi)(1− qnezi )
(1− qn)2
)
Under the correspondence of analytic functions on Lat × T × T × tC with holomorphic
functions on Lat× T × T (from Definitions 4.27 and 4.29), the manifestly analytic function
Pfζ(DA) corresponds to the holomorphic section of the Looijenga line associated with level 1
representations of LU(m). It is the section corresponding to the vacuum representation (63).
Furthermore, generic analytic sections of this pullback line bundle can be identified with
holomorphic functions on Lat × T × T that transform by the same rule as Pfζ(DA); such
functions comprise all sections of the Looijenga line bundle. 
Remark 6.15. We observe that any representation ρ : G→ U(V ) induces a functor [pt//∇G]→
[pt//
∇
U(V )] and we can pull back the Looijenga line bundle constructed along F0(pt//∇G)→
F0(pt//∇U(V )), thereby defining Looijenga line bundles for representation of arbitrary groups;
the classical construction requires that G be connected.
7. Complex orientations and formal group laws
This section connects the (universal) equivariant Euler classes from the previous sections
with (non-equivariant) Euler classes in TMF ⊗ C, and (formal) group laws. Most of this
now follows from formal properties of the stacks F0(M//∇G) and computations from the
previous sections.
7.1. Elliptic Euler classes and elliptic formal group laws. We recall some of the
constructions from the introduction and give a very quick overview of complex orientations
in elliptic cohomology, referring to [Lur09, Hop94, Hop02] for details. We first recall the
background for the usual, algebraic definition of elliptic cohomology before explaining (i)
the appearance in our context of the failure of TMF ⊗ C to be complex-oriented (or to
receive a map from MU satisfying some axioms), but instead to only be oriented by the lift
MU〈6〉 and (ii) the appearance of the all-important (formal) group law in our context.
Suppose that h is a 2-periodic multiplicative cohomology theory with hodd(pt) = 0.
Then by degeneration of the Atiyah-Hirzebruch spectral sequence, h(CP∞) ' h(pt)[[t]], and
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this ring carries the structure of the functions on a formal group Ĝh over h(pt) from the
map
h(CP∞)→ h(CP∞ × CP∞) ' h(pt)[[t1, t2]], CP∞ × CP∞ ⊗→ CP∞
induced by the map that classifies the tensor product of line bundles, where t1 = pi
∗
1t
and t2 = pi
∗
2t. A choice of coordinate
8 on this formal group, c ∈ OĜh(Ĝh) ' h(CP
∞)
determines a complex orientation: such an element defines a Chern class for line bundles,
and by the splitting principle one can construct Chern classes for all complex vector bundles.
In particular, we obtain Euler classes as the top Chern class of a vector bundle. The
main novelty of these theories is that the tensor product formula for Chern classes (or
equivalently, Euler classes) of line bundles is the formal group law for Ĝh with its choice of
coordinate c. For example, for ordinary cohomology over C, HC(−) = H(−;C), this tensor
product formula is simply the addition of Chern classes, and so this complex oriented
cohomology theory carries the additive formal group law, ĜHC = Ĝa. Another classical
example is complex K-theory. In this case, the Euler class of a vector bundle V is [ΛV ], i.e.
the class represented by the total exterior power of V (as a graded bundle). The associated
group law for the tensor product of line bundles is the multiplicative group law, ĜK = Ĝm.
Elliptic cohomology theories are examples of the sorts of cohomology theories above
where Ĝ ' Ê is the formal group law associated to an elliptic curve E. As usual with
elliptic curves, the story becomes much richer when we work in moduli. Taking an ap-
propriate homotopy limit over all elliptic cohomology theories (or really, their representing
E∞-ring spectra) gives a universal elliptic cohomology theory called topological modular
forms or TMF. This universal theory is no longer complex oriented, nor is it 2-periodic,
nor does it have homotopy concentrated in odd degrees. Indeed, it is an incredibly rich
object that sit at the crossroads of homotopy theory and arithmetic. This richness can also
make it a bit difficult to access without sophisticated homotopical machinery.
However, in this paper all elliptic curves are defined over C, and this simplifies the
story considerably. Over the space of based lattices Lat, we have the family of elliptic
curves (Lat × C)/Z2 → Lat, which then defines a family of elliptic cohomology theories.
We can choose a Chern class for this family, given by (a version of) the Weierstrass sigma
function,
c(Λ, z) := σ(Λ, z) ∈ O(Lat× C),(64)
which defines a function in a neighborhood of the identity section of the family of elliptic
curves that vanishes to first order there. Hence, this gives a coordinate for the formal group
law on O(Lat)[[z]] = h(CP∞). We can then descend this Lat-family of cohomology theories
to the moduli stack of elliptic curves, global sections of which then give TMF ⊗ C. In
descending to the moduli stack, the 2-periodicity of the Lat-family of elliptic cohomology
theories turns into a 24 = 12× 2-periodicity: the coefficient ring of TMF⊗C is the graded
ring of weak modular forms. This periodicity reflects the 12-periodicity of this graded
ring, which in turn comes from invertibility of the weight 12 modular discriminant ∆ ∈
TMF−24(pt) ⊗ C ' MF12. The complex orientation also fails to descend to the moduli
stack of elliptic curves: the choice of coordinate (64) does not descend, as the σ-function
is not invariant under isomorphisms in the stack. Rather than being complex oriented,
TMF⊗C has an orientation for complex vector bundles with vanishing 1st and 2nd Chern
classes, i.e., an orientation by MU〈6〉 [AHS01, AHR10]. This comes from analyzing the
precise way in which the sigma function fails to be modular, as we shall do for our theory
in the proof of Theorem 7.1 below.
We then recall that we expect a richer story from contemplating a good U(1)-equivariant
refinement of elliptic cohomology, as the formal group law on Ĝh ' h(CP∞) should “de-
complete” to the full (non-formal) group law on h(pt//U(1)); it is this latter, stronger claim
that we verify below for our proposed theory of equivariant elliptic cohomology.
8We recall that a coordinate is a function defined in a neighborhood of the origin that vanishes to first
order at the origin.
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7.2. Universal elliptic Euler classes. A complex vector bundle V → M with unitary
connection ∇ is classified by a map that in an abuse of notation we denote V : M →
[pt//
∇
U(n)]. From naturality, we obtain a map
F0(M) V→ F0(pt//∇U(n))
and can pullback the line bundle and section Pfζ(DA) to a section over F0(M).
Theorem 7.1. Trivializations c1(V ) = dH1 and c2(V ) = dH2 define a a line bundle L˜ with
section ˜Pfζ(DA) ∈ Γ(F0(M × R); L˜) whose restriction to 1 ∈ R is V ∗Pfζ(DA) and whose
restriction to 0 ∈ R is a cocycle representative of the (modular) elliptic Euler class of V .
Remark 7.2. The line bundle L˜ with section ˜Pfζ(DA) is a concordance of line bundles with
section from V ∗Pfζ(DA) to the trivial line bundle whose section is a cocycle refinement of
the (modular) elliptic Euler class of V .
Proof. We will use the splitting principal to compute a formula for this pullback. So let
V = L1⊕· · ·⊕Lm denote a direct sum of line bundles with connections∇1, . . . ,∇m, and Fj =
curv(∇j) be the curvature 2-form. By Lemma A.11, the function zkj = Tr(2piiλ−12 ρ(h˜j1λ2 −
h˜j2λ1 +Xj/pi))
k on F0(pt//∇U(n)) pulls back to (2iFk/λ2)k. Hence, the pullback of Pfζ(DA)
can be computed from Lemma 6.13 and (63)
m∏
j=1
λ2(2iFj/λ2)e
−(2iFj/λ2) exp
∑
k≥2
Gk(τ)
k!
(2iFj/λ2)
k

=
m∏
j=1
(2iFj)e
−(2iFj/λ2) exp
∑
k≥2
Gk(λ1, λ2)
k!
(2iFj/λ2)
k
 .
Expanding the product, there are two non-modular pieces:
exp
∑
j
G2(2iFj/λ2)
2
 exp
∑
j
−(2iF/λ2)
 .
Since c1(V ) =
∑
Fj and c1(V )/2 − c2(V ) =
∑
F 2j , differential forms H1 ∈ Ω1(M) and
H2 ∈ Ω3(M) satisfying dH1 = c1(V ) and dH2 = c2(V ) determine a concordance from the
pullback of Pfζ(DA) to
m∏
j=1
(2iFj) exp
∑
k≥4
Gk(λ1, λ2)
k!
(2iFj/λ2)
k
 ,
which is modular. It hence defines a section O(F0(M);ωdim(V )/2). This gives a cocycle
refinement of the (untwisted) elliptic Euler class of V →M . 
7.3. Group laws from U(1) gauge theories.
Proof of Theorem 2.18. The statement follows from formal properties. The upper square
commutes by naturality of F0(−). The lower square commutes from the definition of the
map F0(pt//∇U(1))→ E∨univ: the multiplication on U(1) corresponds to addition in the dual
elliptic curve by naturality of this map (constructed in §5.1).
Finally, the claims about the line bundles follows from the relationship between the
σ-function and Pfζ(DA) from the proof of Theorem 2.16, and the relationship between
Pfζ(DA) and the twisted elliptic Euler class from Theorem 7.1. 
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Appendix A. Supermanifolds and equivariant de Rham cohomology
This appendix presents a brief tour of supermanifolds; in particular, we survey the ap-
proach in terms of cs manifolds as in [DM99] and [Wit12], in which algebras of functions
are defined over C. Besides providing a reference for the basic definitions and construc-
tions with cs manifolds, a central goal below is to explain the physical and supergeometric
interpretations of equivariant de Rham cohomology. Analogously to the main body of the
paper, we emphasize here the interpretation of equivariant de Rham cocycles as observables
in the 0|1-dimensional gauged σ-model; by the end of this appendix, we will then explain
from the ensuing supergeometry the origin of the Cartan and Weil models of equivariant
de Rham cohomology and the Chern-Weil homomorphism, which is almost immediate from
functoriality in the category of supermanifolds.
This story is hardly original, and it has been previously studied at varying levels of
sophistication by a variety of authors. The supergeometric interpretation of the de Rham
complex using the odd tangent bundle was likely first observed by Kontsevich [Kon03]; our
approach is influenced by the more recent accounting of Hohnhold, Kreck, Stolz and Teich-
ner [HKST11]. The connection between the 0|1-dimensional gauged σ-model and equivari-
ant de Rham cohomology seems to have first been observed by Blau and Thompson [BT97]
and has since appeared, sometimes independently, in a variety of references. We in partic-
ular draw inspiration from the concise treatment by Wu [Wu05] and the announcement of
similar results by Han, Schommer-Pries, Stolz and Teichner [ST11, Sto13].
Remark A.1. The usual left-versus-right convention for group actions becomes particularly
irksome in our supergeometric situation, where the choice begets all sorts of signs in com-
putations. We follow the usual conventions in field theory [Fre99, DEF+99], as in geometry,
wherein symmetries act on fields from the left. For the σ-models of interest, isometries of
the worldsheet act by precomposition (a right action), and so act on the mapping space
through their inverses:
Iso(Σ)×Map(Σ,M)→ Map(Σ,M), (f, φ) 7→ φ ◦ f−1,
yielding a left action of Iso(Σ) on the mapping space.
A.1. Supermanifolds. A k|l-dimensional supermanifold is a locally ringed space whose
structure sheaf is locally isomorphic to C∞(U) ⊗C Λ•(Cl) as a superalgebra over C for
U ⊂ Rk an open submanifold. A standard reference is [DM99]. Morphisms between super-
manifolds are defined as maps between the locally ringed spaces; these objects and mor-
phisms comprise the category of supermanifolds, denoted SMfld. For a supermanifold N ,
we follow the common notation wherein C∞(N) denotes the Z/2-graded algebra of global
sections of the structure sheaf of N , and we refer to these sections as the functions on N .
The existence of partitions of unity means that this sheaf is determined by its global sec-
tions; in particular, a map N → N ′ of supermanifolds is equivalent to the data of a map
C∞(N ′)→ C∞(N) of Z/2-graded algebras.
Remark A.2. There is a similarly defined category of supermanifolds with structure sheaves
defined over R. We call these real supermanifolds below, though we only need them when
explaining differences between real supermanifolds and the category SMfld we use here.
This latter category with which we work is indeed somewhat more subtle than the (more
commonly used) former category; for example, see Example A.13 below. However, SMfld
is important both in our context of Wick-rotated quantum field theory (e.g., see [DEF+99,
pg. 95, Example 4.9.3]) and in connection with elliptic curves.
Ordinary manifolds with their sheaf of complex-valued functions faithfully embed into
the category of supermanifolds, and in a mild abuse we will often implicitly regard a man-
ifold as a supermanifold. There is also a functor from supermanifolds to manifolds: for a
supermanifold N , let Nred denote the supermanifold obtained by taking the quotient of the
structure sheaf of N by its nilpotent ideal. Then Nred has the structure of an ordinary man-
ifold regarded as a supermanifold. Furthermore, there is an evident map of supermanifolds
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Nred ↪→ N induced by the map of Z/2-graded algebras C∞(N) C∞(N)/nil =: C∞(Nred).
Note that the sheaf of functions on Nred has a real structure (i.e., a complex-conjugation
map) but this structure does not extend to the structure sheaf of N . In particular, the
complex conjugate of an odd function on a supermanifold has no meaning in general.
Example A.3. The superpoint is the supermanifold R0|1 given by the 1-point manifold
equipped with the structure sheaf C∞(R0|1) ' Λ•(C). Often we write this algebra as
C∞(R0|1) ' C[θ] where θ is odd (so in particular, θ2 = 0). The reduced manifold of R0|1 is
the 1-point manifold, and R0|1 can be regarded as a nilpotent thickening of the point.
Example A.4. Generalizing the previous example are the supermanifolds Rn|m for integers
n and m. These are defined as the ordinary manifold Rn equipped with the structure sheaf
U 7→ C∞(U) ⊗C Λ•(Cm) for U ⊂ Rn. We observe that (Rn|m)red = Rn. A choice of
identification
C∞(Rn|m) ' C∞(Rn)[θ1, . . . , θm]
for odd (and hence anticommuting, square zero) elements θi allows us to write functions as
a finite sum
f =
∑
I
fIθI f ∈ C∞(Rn|m)(65)
where I = {i1, i2, . . . , ik} is a multi-index, θI = θi1θi2 · · · θik . We observe that
fI = (∂θik · · · ∂θi1 f)|θ1=···=θn=0,
and so (65) is often referred to as Taylor expansion in the odd coordinates. Finally, we
observe that a map of supermanifolds Rn|m → Rk|l is equivalent to a map of Z/2-graded
algebras of global sections of the respective structure sheaves, C∞(Rk|l)→ C∞(Rn|m). This
can be effectively described in terms of the expansions (65).
Example A.5. Batchelor’s Theorem [Bat79] states that any supermanifold N is isomorphic
to (Nred,Γ(Λ
•E∨)) for E → Nred a complex vector bundle and Γ(Λ•E∨) the associated sheaf
of Z/2-graded algebras on Nred. This supermanifold is denoted ΠE. In the example above,
Rn|m comes from ΠCm for Cm → Rn the trivial rank m vector bundle.
A.2. The functor of points. It is often convenient to enlarge the category of superman-
ifolds to the category of presheaves of sets on supermanifolds,
SMfld
Y→ Fun(SMfldop,Set) N 7→ (S 7→ SMfld(S,N))
where Y is the Yoneda embedding that sends a supermanifold to a representable presheaf.
By the Yoneda Lemma, maps between representable presheaves are in bijection with maps
between the associated supermanifolds. When evaluating a presheaf on a supermanifold,
here and throughout S denotes such a test supermanifold and the set N(S) := SMfld(S,N)
is the (set of) S-points of N .
Example A.6. The S-points of Rn|m are given by
Rn|m(S) ' {x1, . . . , xn ∈ C∞(S)ev, θ1, . . . , θm ∈ C∞(S)odd | (xi)red = (xi)red}(66)
where (xi)red denotes the restriction to the reduced manifold, Sred ↪→ S: on this reduced
manifold, complex-valued functions have a well-defined conjugation. We will be particu-
larly interested in the supermanifold R2|1. Under the identification R2 ' C, an equivalent
description of S-points of R2|1 is
R2|1(S) ' {z, w ∈ C∞(S)ev, θ ∈ C∞(S)odd | zred = wred}
where zred and wred denote the restriction of z and w to the reduced manifold Sred. In a
slight abuse of notation, we write this S-point as (z, z¯, θ), i.e., we write the functions (z, w) ∈
C∞(S) as (z, z¯). We emphasize that z and z¯ are only conjugate on restriction to the reduced
manifold of S.
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The functor of points is often just a convenient device for defining certain supermanifolds
or for organizing computations. At other times, there are presheaves on supermanifolds that
fail to be representable but are still geometrically interesting. The following two examples
are typical.
Example A.7. For a pair of supermanifolds N and N ′, let Map(N ′, N) denote the presheaf
on the site of supermanifolds whose value on a test supermanifold S is
Map(N ′, N)(S) := SMfld(S ×N ′, N).
The failure of representability is for exactly the same reason that maps between ordinary
manifolds cannot usually be represented by a (finite-dimensional) manifold.
Example A.8. Let V be a real vector space. Define the presheaf Ωk(−;V ) (which is in
fact a sheaf) by the assignment
Ωk(S;V ) := Ωk(S)⊗ V.
This presheaf is not representable (somewhat surprisingly, not even when k = 0; see the
end of the next section).
Finally, we define the functions on a presheaf as the set of natural transformations from
the presheaf to the sheaf C∞(−). Because C∞(−) is a presheaf of Z/2-graded algebras
(rather than just sets), the functions on a presheaf carry this additional structure. When
a presheaf is represented by a supermanifold N , this definition of functions coincides with
the usual one.
A.3. Vector bundles on supermanifolds. A vector bundle on a supermanifold is a lo-
cally free sheaf of modules over the structure sheaf; again, by a partition of unity argument,
this sheaf is determined by its global sections as a module over the global sections of the
structure sheaf. For a vector bundle V on N , we use the notation Γ(V ) to denote the
module over C∞(N).
Example A.9. The tangent space TN of a supermanifold is the sheaf of derivations of its
structure sheaf, C∞(N). The sheaf of 1-forms, Ω1(N), is the dual sheaf of C∞(N)-modules.
For a vector bundle V on N , let ΠV denote the vector bundle associated with the
parity reversal of the C∞(N)-module Γ(V ). We note that this potentially conflicts with
the notation ΠE from Example A.5: above ΠE denoted a supermanifold, whereas here ΠV
is a vector bundle over a supermanifold. However, the presheaf on supermanifolds from
Example A.5 is the same as the presheaf defined by the vector bundle on supermanifolds,
defined as
ΠV (S) := {x ∈ N(S), v ∈ Γ(S, x∗V )odd},(67)
and more generally define the S-points of a vector bundle V over an arbitrary supermanifold
as
V (S) := {x ∈ N(S), v ∈ Γ(S, x∗V )ev}.
This definition of V (S) introduces yet another possibility for confusion when V is a
vector bundle over an ordinary manifold: an a priori similar construction would be to take
the total space of the vector bundle V (as a manifold) and consider the presheaf that this
total space represents; these presheaves are not the same! This is a feature that is not
present for real supermanifolds. To spell out what is going on, we describe three presheaves
on SMfld defined by vector spaces as examples of particularly simple vector bundles, i.e.,
on the point. So, consider a purely even, real vector space V . We have the following three
natural presheaves on SMfld defined by V :
(1) The presheaf, denoted V , whose value on S is (C∞(S)⊗R V )ev ' (C∞(S)⊗C VC)ev.
This presheaf is typically not representable. Geometrically, it is the presheaf that
assigns to S the even sections of the trivial bundle over S with fiber V .
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(2) The presheaf, denoted V , whose value on S is {x ∈ (C∞(S) ⊗R V )ev | xred =
xred}. Equivalently, consider V as an ordinary manifold and then promote it to a
supermanifold; this object represents the presheaf V .
(3) The presheaf, denoted VC, whose value on S is {(z, w) ∈ (C∞(S) ⊗R V )ev '
(C∞(S)⊗CVC)ev | zred = wred}. Equivalently, consider VC ' V ⊗RC as an ordinary
manifold and promote it to a supermanifold; this object represents the presheaf VC.
As explained after (66) above, we adopt the customary notation of (z, z¯) for the
pair (z, w).
While V is typically not representable, it does have a cover by the representable presheaf VC
via the map
VC  V(68)
that on S-points sends
(z, z¯) ∈ VC(S) 7→ z ∈ V (S).
This morphism is certainly a surjection in our category (i.e., locally surjective on S-points)
and as such VC provides a convenient atlas for V . We may hence compute functions on V
via descent:
Lemma A.10. A function on VC descends to one on V under (68) exactly when it is a
holomorphic function on VC, so that
C∞(V ) ' O(VC).
Proof. We sketch this proof for the case that V is one-dimensional and may be identified
with R; more generally, one may pick a basis of V and repeat the same argument with
slightly more complicated notation. As explained, we wish to identify functions on V by
descent with those functions on VC ' C which are holomorphic; what we will show carefully
in this proof sketch is that a function f ∈ C∞(C) which satisfies the descent condition
satisfies the Cauchy-Riemann equation and is thereby indeed holomorphic.
So, suppose we have some such function f that satisfies the descent condition. We now
consider the behavior of f on R0|2-points of C. In other words, for every R0|2-point of C
given by a triple of numbers (p, v1, v2) ∈ C3, where p : R0 → C is the map on the underlying
real manifold and v1, v2 are the z- and w-values on the tangent vector corresponding to θη,
we expect some member of C∞(R0|2) (given by two complex numbers). This mapping
is of course determined in terms of f , and to write it down with the least possibility of
confusion, it is useful to consider C instead as R2 temporarily, with coordinates x1, x2.
Now, R0|2-points are given by tuples (x1, x2, t1, t2), where x1, x2 ∈ R label the coordinates
and t1, t2 ∈ C label the tangent vector picked out. It is now clear that the function in
C∞(R0|2) associated to this point is as follows:
(x1, x2, t1, t2) 7→ (f(x1, x2), t1∂x1f(x1, x2) + t2∂x2f(x1, x2)).
Passing back through the isomorphism R2 ' C and using the more usual coordinates for
the latter, the map on R0|2-points determined by f may now be seen to be
(p, v1, v2) 7→ (f(p), v1∂zf(p) + v2∂zf(p)).
Now, that f satisfies the descent condition implies that for the above mapping, there
can be no v2 dependence, i.e. for any (p, v1, v2) and (p, v1, v
′
2), we have
(f(p), v1∂zf(p) + v2∂zf(p)) = (f(p), v1∂zf(p) + v
′
2∂zf(p)).
In other words, ∂zf must identically vanish, as we desired to show. 
A.4. Super Lie groups. A super Lie group is a group object in supermanifolds, meaning
a supermanifold G, a multiplication map µ : G × G → G, identity element e ↪→ G, and
inversion (−)−1 : G → G making all the expected diagrams commute. In terms of the
functor of points, a super Lie group is a representable presheaf G on supermanifolds so
that G(S) is a group (in sets) for every supermanifold S, and G(S′) → G(S) is a group
homomorphism for each map of supermanifolds S → S′.
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The super Lie algebra of a super Lie group consists of vector fields invariant under the
left action of the group on itself, and as usual, evaluation at the identity element gives an
isomorphism between the Lie algebra and the tangent space of the Lie group at the identity.
The Lie bracket of a super Lie algebra is alternating in the graded sense; in particular, the
bracket of an odd element with itself need not be zero.
Example A.11. Let E0|1oC× denote the super Lie group whose underlying supermanifold
is R0|1 × C× with multiplication given by the S-point formula
(θ, µ, µ¯) · (θ′, µ′, µ¯′) = (θ + µθ′, µµ′, µ¯µ¯′) θ, θ′ ∈ R0|1(S), (µ, µ¯), (µ′, µ¯′) ∈ C×(S).
The super Lie algebra of E0|1 is generated by an element ∂θ that satisfies [∂θ, ∂θ] = 0 (which
is a nontrivial relation since ∂θ is odd). The Lie algebra of C× has an element N = ∂µ and
in the semi-direct product E0|1 oC×, the associated bracket is [N, ∂θ] = ∂θ.
Example A.12. Let E2|1 o C× denote the Lie group whose underlying supermanifold
is R2|1 × C× with multiplication given by
(z, z¯, θ, µ, µ¯) · (z′, z¯′, θ′, µ′, µ¯′) = (z + µ2z′, z¯ + µ¯2z¯′ + µ¯θθ′, θ + µθ′, µµ′, µ¯µ¯′)(69)
(z, z¯, θ), (z′, z¯′, θ′) ∈ R2|1(S), (µ, µ¯), (µ′, µ¯′) ∈ C×(S).
We observe that there is a homomorphism E2|1 o C× → E0|1 o C× given by the obvious
projection. The Lie algebra of the supergroup E2|1 defined by (69) is spanned by D =
∂θ − θ∂z¯, ∂z and ∂z¯. Computing directly, we see that [D,D] = −∂z¯ and the other brackets
vanish.
The following subtle example is in the same spirit as the non-representability of S-points
of a trivial bundle from the previous subsection.
Example A.13. Let GL1 denote the presheaf whose value on S consists of automorphisms
of the trivial line bundle on S, i.e., isomorphisms C∞(S) → C∞(S) viewing C∞(S) as a
module over itself. Such automorphisms are simply invertible even functions
GL1(S) ' (C∞(S)ev)×.
One strange feature of supermanifolds with structure sheaves defined over C (when com-
pared with the category of real supermanifolds, with structure sheaves over R) is that GL1
fails to be representable: if it were representable, then the underlying reduced manifold of
GL1 would be C× (one can extract this from the value on S = pt). Indeed, we have a map
C× → GL1 (µ, µ¯) 7→ µ(70)
that assigns to an S-point (µ, µ¯) ∈ C×(S) the invertible even function µ ∈ C∞(S)ev. But
simply from comparing these descriptions in terms of S-points its easy to see that GL1 is
not isomorphic to C×, and so it fails to be representable. We learned this fact from Lars
Borutzky.
The following example is a central one in the connection between supergeometry and
de Rham cohomology.
Example A.14. Let Aut(R0|1) denote the presheaf on supermanifolds whose S-points are
commuting triangles
S × R0|1 S × R0|1
S.
'
Composing isomorphisms gives Aut(R0|1) the structure of a group object in presheaves.
This presheaf fails to be representable for basically the same reasons as GL1 defined above.
In spite of this, Aut(R0|1) acts on R0|1 (when viewed as a presheaf), which is easiest to
study in terms of an S-point of Aut(R0|1) inducing a map R0|1(S)→ R0|1(S) on S-points of
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R0|1. Rather than working with Aut(R0|1), it is often conceptually cleaner to use the source
of the homomorphism
E0|1 oC× → Aut(R0|1)
that on S-points η ∈ E0|1(S) and (µ, µ¯) ∈ C×(S) assigns the map that sends θ ∈ R0|1(S)
on R0|1 to θ 7→ µ(η+θ). In the above E0|1 acts on R0|1 by supertranslation, and C× acts on
R0|1 by (holomorphic) dilation. Call an action of E0|1oC× holomorphic if (as an action on
S-points) it is independent of µ¯. Now note that for an action of (θ, µ, µ¯) ∈ (E0|1 o C×)(S)
to descent to an action of the corresponding S-point (θ, µ) ∈ Aut(R0|1)(S), the action must
be independent of µ¯. Indeed, it is easy to see that actions by Aut(R0|1) are equivalent to
holomorphic actions by E0|1 oC× in this sense.
A.5. Super Lie groupoids and superstacks.
Definition A.15. A (super) Lie groupoid is a groupoid object in supermanifolds.
In a bit more detail, a super Lie groupoid, denoted {G1 ⇒ G0} consists of a su-
permanifold of objects, G0, a supermanifold of morphisms, G1, source and target maps,
s, t : G1 → G0, a unit map G0 → G1, and a composition map c : G1 ×G0 G1 → G1. We
require that s, t are submersions so that the fibered product G1 ×G0 G1 exists in super-
manifolds. This data then must satisfy the usual axioms to define a groupoid. We can
also phrase this in terms of the functor of points, where a super Lie groupoid determines
a groupoid (in sets) for each test supermanifold and a functor between groupoids for each
map of supermanifolds S → S′. In fact, the functor of points perspective allows us to
slightly enlarge our category of super Lie groupoids to groupoid objects in the category of
presheaves on the site of supermanifolds:
Definition A.16. A generalized super Lie groupoid, which we still denote {G1 ⇒ G0},
is a pair of presheaves on the site of supermanifolds with the source, target, unit and
composition maps as above, which together define a functor SMfldop → Grpd to groupoids,
given by S 7→ {G1(S)⇒ G0(S)}.
This definition simply codifies the functor of points perspective above without the
restriction that G0 or G1 are necessarily representable. We will find it useful to use this
construction just as ubiquitously and frequently may omit the “super” and “generalized”
adjectives.
Example A.17. Let a super Lie group G act on a supermanifold M . We can form the
action groupoid denoted M//G, whose objects are M and morphisms are G×M . The source
map s : G ×M → M is the projection, and the target map t : G ×M → M is the action
map. The unit M → G×M is the inclusion along the identity element e ∈ G.
A stack is basically determined by a generalized Lie groupoid, where maps into the
stack satisfying a local to global condition defined in terms of open covers.
Definition A.18. An open cover of a supermanifold N is a map u :
∐
Ui → N whose
restriction to Ui → N is an open embedding of supermanifolds and so that the induced
map on reduced manifolds is an ordinary open cover by open submanifolds of Nred.
Definition A.19. A stack on the site of supermanifolds is a category fibered in groupoids
over supermanifolds satisfying descent with respect to open covers. In particular, for each S,
a stack assigns a groupoid called the S-points of the stack, and to each map S → S′, a
stack assigns a functor between the associated groupoids.
Example A.20. Any supermanifold N defines a stack whose value on S is the set N(S),
viewed as a discrete groupoid.
Example A.21. The S-points of a generalized super Lie groupoid G = {G1 ⇒ G0} define
a prestack whose value on S is the groupoid of functors from {S ⇒ S} to {G1 ⇒ G0}. We
then recall the stackification weak two-functor that is left adjoint to the forgetful functor
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from stacks to prestacks; see [HKST11] for details. We call the stackification of the naive
mapping prestack the underlying stack of a Lie groupoid, and use square brackets to denote
this difference, e.g., [G1 ⇒ G0].
Definition A.22. A groupoid presentation of a stack X is a Lie groupoid {G1 ⇒ G0}
whose underlying stack is equivalent to X , i.e., X ' [G1 ⇒ G0].
The following are some key examples of stacks in this paper.
Example A.23. Any sheaf of sets defines a stack, where we regard a set as a discrete
category, having only identity morphisms. In particular, supermanifolds (as representable
presheaves) define stacks.
Remark A.24. Although we distinguish notationally between Lie groupoids and stacks, we
will often commit the common abuse of notation of identifying a (super) manifold with
is Lie groupoid and associated stack, meaning the (super) manifold M denotes the Lie
groupoid {M ⇒M} and its underlying stack [M ⇒M ].
Example A.25. The stackification, denoted [M//G], of the prestack defined by the action
groupoid M//G has objects over S defined as pairs (P, φ) for P a principal G-bundle over S
and φ : P →M a G-equivariant map. Morphisms are given by isomorphisms f : (P1, φ1)→
(P2, φ2), i.e., an isomorphism of G-bundles f : P1 → P2 over a base change S → S′ such
that φ2 ◦ f = φ1. We observe that the prestack defined by M//G can be viewed as the
sub-prestack of [M//G] consisting of trivial G-bundles.
We define a variant of M//G incorporating G-connections. We will take a connection
on a principal G-bundle over a supermanifold to be a g-valued 1-form on the total space
of the G-bundle satisfying the usual requirements. In a local trivialization (which is where
most of our computations will take place) such a connection is determined by an arbitrary
g-valued 1-form on the base of the principal bundle.
Example A.26. For a G-manifold M , define the (generalized) Lie groupoid M//
∇
G as
G× Ω1(−; g)×M → Ω1(−; g)×M,
where the source map is projection, and the target map is the G-action on M and the
G-action on the presheaf Ω1(−; g) by gauge transformations. To spell this out, the value
on S consists of a map S →M , and A ∈ Ω1(S; g). A morphism over S is an S-point of G,
which acts on the map S →M by postcomposition, and acts on the g-valued 1-form as
A 7→ Adg−1A+ g−1dg.
We observe there is an obvious forgetful map M//
∇
G→ M//G that forgets the g-valued 1-
form. The stackification of the prestack associated to M//
∇
G has objects over S defined as
triples (P,∇, φ) for P a principal G-bundle over S, ∇ a connection on the G-bundle P , and
φ : P →M a G-equivariant map. Morphisms are given by isomorphisms f : (P1,∇1, φ1)→
(P2,∇2, φ2), i.e., an isomorphism of principal bundles f : P1 → P2 over a base change S → S′
such that φ2◦f = φ1 and ∇1 is carried to ∇2 under f . We observe that the prestack defined
by M//
∇
G can be viewed as the sub-prestack of [M//
∇
G] consisting of trivial G-bundles with
connection.
The following basic example gives a sense of why sheaves on super stacks are a natural
candidate for cocycle models of cohomology theories over C.
Example A.27. Consider the moduli stack of (connected) 0|1-dimensional supermanifolds,
which is presented by pt//Aut(R0|1) in the notation of Example A.14. Indeed, locally in S
a family of connected 0|1-dimensional supermanifolds is the trivial family S × R0|1, and
isomorphisms S × R0|1 → S × R0|1 are given by S-points of Aut(R0|1).
A vector bundle over this moduli stack is a vector space V with the action of Aut(R0|1).
We claim that this action endows V with the structure of a chain complex. This is most
directly seen using the comment at the end of Example A.14, and considering the action
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through E0|1oC× → Aut(R0|1). Then the C×-action gives V a grading and the E0|1-action
provides a differential. Indeed, the category of vector bundles on pt//Aut(R0|1) is equivalent
to the category of vector bundles on pt//E0|1oC× for which the C×-action is holomorphic.
Now, suppose are given a supermanifold N with Aut(R0|1)-action. Then we can build
vector bundles over pt//Aut(R0|1) by the direct image sheaf of functions along a map
N//Aut(R0|1) → pt//Aut(R0|1). A prototypical example of such a supermanifold N is the
odd tangent bundle of a smooth manifold studied in §A.6, where the associated chain com-
plex is the de Rham complex. Equivalently, this odd tangent bundle has a holomorphic
action by E0|1oC×, and the direct image vector bundle also has such a holomorphic action
and therefore defines a chain complex.
Remark A.28. More complicated moduli stacks of supermanifolds are elaborations on the
example above, and so one might hope to again extract similar (sheaves) of chain complexes
from vector bundles over these moduli spaces. A first elaboration of this example is the
moduli stack of G-bundles with connection on the super point, studied in §A.8 below.
Appropriately holomorphic vector bundles over this stack are G?-modules in the sense
of [GS99]; roughly G?-modules are a convenient abstraction of the algebraic structure of
differential forms on a manifold with G-action. The stacks F0(pt) and F0(pt//∇G) central
to this paper are other (more complicated) elaborations on the same idea.
Groupoid presentations are useful for defining morphisms between stacks; in particular
they are useful for computing morphisms to C∞(−), i.e., functions on stacks. Indeed, it
is usually straightforward to define morphisms between super Lie groupoids, as we define
compatible morphisms between the object and morphism spaces; the fact that stackification
is functorial then automatically gives us morphisms between the corresponding stacks. The
fact that stackification is a left adjoint to the inclusion of prestacks into stacks further
implies that we can compute the set of functors from the stack presented by {G1 ⇒ G0} to
the sheaf C∞(−) simply as the invariant functions on the groupoid,
C∞({G1 ⇒ G0}) ' {f ∈ C∞(G0) | s∗f = t∗f}
for s, t : G1 → G0 the source and target maps.
Slightly more generally, suppose one has a line bundle L on a stack X with groupoid
presentation {G1 ⇒ G0}. This is the equivalent to an equivariant line bundle over G0 for
its groupoid action by G1. The invariant sections of this groupoid action yield the space of
sections on the prestack, or equivalently on the stack X , of our original line bundle L. Hence,
different groupoid presentations give different ways of computing this space of sections of L
on X .
However, we often find it useful to discuss the sheaf of functions the groupoid that
compute the functions on a stack X ; frequently this sheaf has the structure of a chain
complex. While the space of functions itself is a well-defined invariant of the stack, the
particular form of this sheaf (of course) depends on the groupoid presentation.
Definition A.29. We term the sheaf of functions on a stack X relative to a groupoid
presentation {G1 ⇒ G0} to be the sheaf of functions on G0 together with the groupoid
action on this sheaf. Similarly, the sheaf of sections of a line bundle in terms of a groupoid
presentation consists of the sections this line over G0 together with the groupoid action on
sections.
We again recommend [HKST11], particularly the appendix, for more background on
stacks on the site of supermanifolds.
A.6. The superspace Map(R0|1,M) and the de Rham complex. For M an ordinary
manifold, the presheaf Map(R0|1,M) from Example A.7 turns out to be representable.
Lemma A.30. There is an isomorphism of presheaves Map(R0|1,M) ' ΠTM , where ΠTM
is the representable presheaf associated to the odd tangent bundle of M . This isomorphism
is natural in M .
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Proof sketch. Choosing a coordinate θ ∈ C∞(R0|1), we get the isomorphisms
C∞(S × R0|1) ' C∞(S)[θ] ' C∞(S)⊕ C∞(S) · θ
and so a map S ×R0|1 →M is determined by a map x+ θψ : C∞(M)→ C∞(S ×R0|1) on
functions. Requiring that this map be one of algebras implies that x : C∞(M) → C∞(S)
is an algebra homomorphism and ψ : C∞(M) → C∞(S) an odd derivation with respect
to x. These S-points are the same as an S-point of the odd tangent bundle, ΠTM , in (67).
We further observe that ΠTM is the supermanifold whose functions are differential forms
on M . In particular, Map(R0|1,M) is a representable presheaf. 
Remark A.31. In fact, the functors ΠT (−) and Map(R0|1,−) from manifolds to superman-
ifolds are naturally isomorphic.
It will be useful to have an explicit translation between functions on Map(R0|1,M)
and differential forms on M . A function on a presheaf is a natural transformation to the
presheaf C∞(−) that assigns the algebra of functions to a supermanifold. Given a function
f ∈ C∞(M), we obtain a pair of functions f˜ , d˜f ∈ C∞(Map(R0|1,M)) whose values on a
S-point (x, ψ) are
f˜(x, ψ) = x(f) ∈ C∞(S) d˜f(x, ψ) = ψ(f) ∈ C∞(S).
It is easy to verify that these formulas determine natural transformations from S-points of
Map(R0|1,M) to C∞(−), and that they generate the algebra of such natural transformations
(it suffices to check this locally in M). As the notation suggests, under the isomorphism
C∞(Map(R0|1,M)) ' C∞(ΠTM) ' Ω•(M), the function f˜ corresponds to the 0-form f
on M , and d˜f corresponds to the 1-form df on M .
Lemma A.32. The sheaf of functions on the groupoid Map(R0|1,M)//(E0|1 o C×) is the
de Rham complex of M , where the de Rham operator generates the E0|1-action and the
degree operator generates the C×-action with forms in non-positive degree.
Proof sketch. The action of E0|1 on Map(R0|1,M) ' ΠTM is determined by the map on
functions
f 7→ f + θdf, f ∈ Ω•(M) ' C∞(ΠTM), C∞(R0|1) ' C[θ]
i.e., is generated by the odd derivation (alias: vector field) given by the de Rham differential.
The action of C× on functions is f 7→ µ−degf , i.e., is generated by the degree derivation on
differential forms that sends a k-form f to −k · f . The signs in this action come turning
the precomposition action of automorphisms E0|1 o C× into a left action on the mapping
supermanifold, Map(R0|1,M); see Remark A.1. 
A.7. The odd tangent bundle of a manifold with G-action. For a Lie group G,
multiplication of smooth maps endows Map(R0|1, G) with a group structure. The triviality
of the tangent bundle gives an isomorphism Map(R0|1, G) ' ΠTG ' G n Πg where the
group structure on the target is a semidirect product using the adjoint action of G on Πg,
regarded as a group using addition of vectors. When M has a left G-action ρ : G×M →M ,
we get an Map(R0|1, G)-action on Map(R0|1,M) by naturality. Explicitly on S-points, this
is the composition
S × R0|1 → G×M ρ→M
where the first arrow is determined by an S-point of Map(R0|1, G) and of Map(R0|1,M),
and the second arrow is the G-action on M . Using the natural isomorphism between the
functors ΠT (−) and Map(R0|1,−), the above G-action is the same as
ΠTG×ΠTM ' ΠT (G×M) ΠTρ→ ΠTM,
which is determined by the pullback of differential forms along the action, ρ∗ : Ω•(M) →
Ω•(G ×M) ' Ω•(G) ⊗ Ω•(M). This map has a classical description in terms of ordinary
differential geometry; we rephrase the result in terms of the relevant supergeometry. The
action of ξ ∈ Πg < Map(R0|1, G) on Map(R0|1,M) is generated by the odd derivation on
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differential forms ιξ that contracts a differential form with the vector field on M associated
to ξ for the infinitesimal G-action on M . The action by G < Map(R0|1, G) is through
pullback of differential forms along the G-action.
The precomposition action of Aut(R0|1) on Map(R0|1, G) is by group homomorphisms,
giving an action by E0|1oC× which determines a super Lie group (E0|1oC×)nMap(R0|1, G).
This super Lie group acts on Map(R0|1,M) encoding all the usual structure of the de Rham
complex of a manifold with G-action: the de Rham operator, grading operators, contraction
operators for vector fields associated with the infinitesimal action, and the pullback of
differential forms along the G-action. The semidirect product at the level of Lie algebras
encodes the usual degrees of various operators and the Cartan formula, [d, ιX ] = LX .
A.8. G-connections on the superpoint. Let Ω1(R0|1; g) be the presheaf on supermani-
folds
S 7→ Ω1S(R0|1; g) :=
(
Ω1(R0|1)⊗ C∞(S)⊗ g)ev.(71)
There is a fiberwise de Rham differential C∞(S × R0|1) → C∞(S) ⊗ Ω1(R0|1) given by
1 ⊗ d where d. Through the discussion below, d denotes this fiberwise operator which (in
particular) is C∞(S)-linear.
We think of the g-valued 1-forms (71) as S-families of G-connections on the S-family
of trivial G-bundles over R0|1, i.e., S ×R0|1 ×G→ S ×R0|1. In this description there is an
action of E0|1 o C× induced by pullback of G-bundles along a map S × R0|1 → S × R0|1,
and there is an action of Map(R0|1, G) by gauge transformations,
A 7→ Adg−1(A) + g−1dg(72)
for g : S × R0|1 → G. These fit together to give an action by the semidirect product
(E0|1 oC×)nMap(R0|1, G) on Ω1(R0|1; g).
We can find explicit formulas for these actions by choosing a trivializing 1-form dθ ∈
Ω1(R0|1)odd, thereby giving a map
Πg(S × R0|1) = C∞(S × R0|1; g)odd ∼→ (Ω1(R0|1)⊗ C∞(S)⊗ g)ev = Ω1S(R0|1; g),
a 7→ dθ ⊗ a.
We can further Taylor expand the function a in the odd coordinate θ ∈ C∞(R0|1) so that
a = a1 − θa0 7→ dθ ⊗ (a1 − θa0) = dθ ⊗ a1 + θdθ ⊗ a0 a0 ∈ g(S), a1 ∈ Πg(S),
where an S-point of Πg(S) is an element of (C∞(S)⊗ g)odd and (by definition) an S-point
of g is an element of (C∞(S) ⊗ g)ev which we emphasize is distinct from g(S); see §A.3.
This decomposition yields the identification of Ω1(R0|1; g) as the direct sum
g⊕Πg ∼→ Ω1(R0|1; g),(73)
given on S-points by
(a0, a1) 7→ θdθ ⊗ a0 + dθ ⊗ a1.
We hence may identify the sheaf of functions on Ω1(R0|1; g) with O(gC) ⊗ Λ•(g∨). This
algebra is in turn a completion of the usual Weil algebra of G over C. We promote this
observation to the following.
Lemma A.33. The sheaf of functions on
Ω1(R0|1; g)//((E0|1 oC×)nMap(R0|1, G))
is the Weil algebra of G, with the action of (E0|1 n C×) nMap(R0|1, G) equivalent to the
data of the differential, grading, contraction operators, and G-action on the Weil algebra.
Proof. We have already seen in (73) above that the sheaf of functions on Ω1(R0|1; g) is
exactly given by O(gC) ⊗ Λ•(g∨). We must now compute the action of (E0|1 n C×) n
Map(R0|1, G).
First, we compute the action by E0|1 oC×. The C×-action on S-points is
A = dθ ⊗ a1 + θdθ ⊗ a0 7→ A′ = µ−1dθ ⊗ a1 + µ−2θdθ ⊗ a0.
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This corresponds to a dilation action on g⊕Πg given on S-points by (a0, a1) 7→ (µ−2a0, µ−1a1).
Hence, the derivative of this action at zero endows the homogeneous polynomial functions
with a degree determined by putting the monomial generators e ∈ g(S) in degree 2 and the
monomial generators  ∈ Πg∨(S) in degree 1. The E0|1-action can be computed as
A = dθ ⊗ a1 + θdθ ⊗ a0 7→ A′ = dθ ⊗ a1 + (θ − η)dθ ⊗ a0 = dθ ⊗ (a1 + ηa0) + θdθ ⊗ a0,(74)
where η ∈ E0|1(S) and A ∈ Ω1S(R0|1; g). Taking the derivative of this action at η = 0, the
infinitesimal action on polynomial functions on g⊕Πg is the Weil differential.
Next, we compute the action by Map(R0|1, G) ' GnΠg. For g : S×R0|1 → G and A ∈
Ω1S(R0|1; g), this is given by (72), and we handle the Adg−1A and g−1dg terms separately.
In the description of an S-family of g-valued 1-forms as A = dθ⊗a, the target of this adjoint
action is
S × R0|1 g×a→ G×Πg Ad→ Πg.
This is precisely the functor Map(R0|1,−) applied to the adjoint action of G on Πg, i.e., the
above is an S-point description of the action
Map(R0|1, G)× (g⊕Πg) ' Map(R0|1, G)×Map(R0|1,Πg) ΠAd→ Map(R0|1,Πg) ' g⊕Πg,
where we have used
Map(R0|1,Πg) ' ΠT (Πg) ' Π(Πg)⊕Πg ' g⊕Πg.
Identifying g : S×R0|1 → G with an S-point of GoΠg given by g0 : S → G and g1 : S → Πg,
this action is
(a0, a1) 7→ (Adg−10 a1,Adg−10 a0 + [g1, a1]).
Next, we compute g−1dg = dθ ⊗ g1, and so the effect of A 7→ A+ g−1dg on S-points is
(a1, a0) 7→ (a1 + g1, a0) a1 ∈ Πg, a0 ∈ g(S).(75)
Translating this back into an induced action on functions, we recover the G-action and
contraction operators on the Weil algebra, which assemble to give an action by GnΠg. 
Remark A.34. Our functions on the stack above really give a version of the Weil algebra
of G based on holomorphic functions on gC rather than the regular functions one identifies
with Poly(g) ' Sym•(g∨). This choice is essentially a convention due to our choice of
definitions.
The projection homomorphism (E0|1 nC×)nMap(R0|1, G)→ C× defines a functor
Ω1(R0|1; g)//((E0|1 oC×)nMap(R0|1, G))→ pt//C×(76)
Definition A.35. Define ωk/2 denote the kth tensor power of the pullback of the canonical
odd line over pt//C× to Ω1(R0|1; g)//((E0|1 oC×)nMap(R0|1, G)) along (76).
Lemma A.36. The sheaf of sections of ωk/2 over
Ω1(R0|1; g)//((E0|1 oC×)nMap(R0|1, G))
is the sheaf of functions with degree shifted by +k, and so by Lemma A.33 encodes the
k-shifted equivariant cohomology of M in the Weil model.
Proof. By definition, sections of the line bundle are functions on Ω1(R0|1; g), with an action
by (E0|1oC×)nMap(R0|1, G) that is modified by the character (E0|1oC×)nMap(R0|1, G)→
C× defined by ωk/2. This modification shifts the degree as claimed. 
Definition A.37. The stack of g-valued 1-forms on R0|1 in the Wess–Zumino gauge is
the full substack of Ω1(R0|1; g)//((E0|1 o C×) n Map(R0|1, G)) whose objects over S have
0 = a1 ∈ Πg(S) in the description afforded by (73).
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Lemma A.38. The map
g→ (g⊕Πg)//((E0|1 nC×)nMap(R0|1, G))(77)
' Ω1(R0|1; g)//((E0|1 nC×)nMap(R0|1, G))
sending a0 ∈ g(S) to A = θdθ⊗a0 induces an essential surjection on S-points. In particular,
the full subgroupoid with objects in the image of the first arrow in (77) gives a groupoid
equivalent to Ω1(R0|1; g)//((E0|1 oC×)nMap(R0|1, G)).
Proof. The behavior under gauge transformations (75) shows that any connection is gauge
equivalent to one in the Wess–Zumino gauge. Hence, the claimed map induces an essen-
tial surjection on S-points. The full subgroupoid with these objects therefore gives a Lie
groupoid with a fully faithful and essentially surjective map to Bun∇G(R0|1), and hence gives
a groupoid presentation of this stack. 
Lemma A.39. The sheaf of sections of ωk/2 restricted to the full subgroupoid from Lemma A.38
is determined by the adjoint action of G on holomorphic functions on gC, together with a
C×-action determined by twice the usual polynomials degree, shifted by +k.
Proof sketch. With the Wess–Zumino gauge fixed, the remaining gauge transformations are
maps S → G, which act on g in the adjoint representation. The C×-action on the generating
monomial is as before, leading to the claimed grading. Finally, we need to consider invariants
under the supertranslations, E0|1. These translations do not preserve the Wess–Zumino
gauge, but a combination of a supertranslation and a gauge transformation does preserve
the gauge. The derivative of this combination at the identity gives an odd vector field,
which necessarily acts trivially on C∞(g) ' O(gC). 
A.9. Models for equivariant de Rham cohomology. Combining the above, we can
consider the stack
(Map(R0|1,M)× Ω1(R0|1; g))//((E0|1 oC×)nMap(R0|1, G))
for the diagonal action. We observe that functions on Map(R0|1,M) × Ω1(R0|1; g) (up to
whether one takes smooth or polynomial functions on g) is the algebra underlying the Weil
model for equivariant de Rham cohomology of M with its G-action.
Lemma A.40. The sheaf of functions on
(Map(R0|1,M)× Ω1(R0|1; g))//((E0|1 oC×)nMap(R0|1, G))
encodes the Weil model for equivariant de Rham cohomology of M with its G-action: the
action by (E0|1 o C×) nMap(R0|1, G) is equivalent to the data of the differential, grading,
contraction operators and G-action.
Proof. This combines the action of (E0|1 o C×) nMap(R0|1, G) on C∞(Map(R0|1,M)) de-
scribed in §A.7 and the action on C∞(Ω1(R0|1; g)) from Lemma A.33. 
Lemma A.41. The map
Map(R0|1,M)× g→ (Map(R0|1,M)× Ω1(R0|1; g))//((E0|1 oC×)nMap(R0|1, G))
induced by the inclusion g ↪→ g ⊕ Πg ' Ω1(R0|1; g) is an essential surjection on S-points.
In particular, the full subgroupoid with objects in the image of this map is equivalent to the
target Lie groupoid.
We observe that C∞(Map(R0|1,M) × g) ' Ω•(M) ⊗ O(gC) is the algebra underlying
the cochain model for equivariant cohomology of M in the Cartan model. In light of
Lemma A.38, the following is an easy corollary.
Lemma A.42. The sheaf of functions on the full subgroupoid from Lemma A.41 is the
equivariant de Rham cohomology of M in the Cartan model: the groupoid action encodes
the differential, grading, and G-action.
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Proof. The grading andG-action follow directly from restricting these actions from Lemma A.41.
The differential is a little more subtle, as the Wess–Zumino gauge is not fixed under the
action by E0|1 (see (74)). However, a combination of this E0|1-action and a gauge transfor-
mation S → Πg < GoΠg do leave the gauge invariant. Specifically, for
A = θdθ ⊗ a0,
we take action generated by the odd vector field given by the sum of the generator of E0|1
and −a1 ∈ Πg(S). In light of (75), this combination preserves the Wess–Zumino gauge.
But in terms of the action on functions, this combination is the the de Rham operator
(associated with the E0|1-action) added to the operator that contracts with −a1. This
combination is exactly the Cartan differential (81). 
A.10. Description in terms of the 0|1-dimensional gauged sigma model. Now we
outline a physical interpretation of the supergeometry above. Fields over S for the 0|1-
dimensional gauged sigma model with target a G-manifold M consist of triples (P,A, φ)
where P → S × R0|1 is a principal G-bundle, A is a G-connection on P , and φ : P → M
is a G-equivariant map. There are isomorphisms over S between these fields coming from
isomorphisms of G-bundles with connection that cover S-families of isometries S × R0|1 →
S × R0|1,
(P,A) (P ′, A′)
S × R0|1 S × R0|1
M
'
φ φ′
'
Locally in S, the principal bundle trivializes P ' S×R0|1×G. This allows us to express the
map φ as a map S × R0|1 →M , and the connection A as an S-family of g-valued 1-forms.
Hence, locally in S a field can be written as an S-point of Map(R0|1,M) × Ω1(R0|1; g).
The isomorphisms between fields in this description are given by S-points of E0|1 o C×,
determining an isometry S × R0|1 → S × R0|1, and an S-point of Map(R0|1, G) defining a
gauge transformation. Altogether, this identifies the stack of fields in the 0|1-dimensional
gauged sigma model with target M with the stack underlying the Lie groupoid
(Map(R0|1,M)× Ω1(R0|1; g))//((E0|1 oC×)nMap(R0|1, G))
and so Lemma A.40 further identifies the sheaf of functions on these fields with the equi-
variant de Rham cohomology of M in the Weil model. Lemma A.41 shows that the Wess–
Zumino gauge affords a different groupoid presentation of the same underlying stack of
fields. In this description, the sheaf of functions is the equivariant cohomology of M in the
Cartan model.
A.11. Characteristic classes and a supergeometric Chern–Weil map. Suppose we
are given a G-bundle with connection A over a smooth manifold M . The Chern–Weil
homomorphism is a map
ch(A) : Poly(g)→ Ω•(M)
that assigns a differential form on M to any polynomial function on the Lie algebra. This
map has a conceptual supergeometric description, as we explain below.
By applying the functor Map(R0|1,−) to a functor M → pt//∇G∇ classifying a G-bundle
with connection, we get a map
C∞(Map(R0|1,pt//∇G∇))→ C∞(Map(R0|1,M)) ' Ω•(M).(78)
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For P ∈ Poly(g), we obtain an element in C∞(Map(R0|1,pt//∇G∇)) whose value on an
S-point is P (c(A)) for
c(A) := i∗0
(1
2
ιDιDcurv(A)
) ∈ C∞(S)⊗ g(79)
where D = ∂θ, ιD denotes contraction with D, i0 : S ↪→ S × R0|1 is the inclusion along
0 ∈ R0|1, and curv(A) is the curvature of the connection.
Lemma A.43. The composition
Poly(g) ↪→ C∞(Map(R0|1,pt//∇G∇))→ C∞(Map(R0|1,M)) ' Ω•(M)
is the Chern–Weil homomorphism, where the first arrow is determined by applying a poly-
nomial to (79), and the second arrow is (78).
Proof. First we identify the image of the inclusion Poly(g) ↪→ C∞(Map(R0|1,pt//∇G∇)).
Locally in S we can identify a G-connection on S × R0|1 with the Lie algebra valued form,
A = θdθ ⊗X + dθ ⊗ ξ +Ahor,(80)
where Ahor satisfies ιDA = 0. The curvature is
curv(A) = dA+A ∧A = dθdθ ⊗X + θdθdθ ⊗ [X, ξ] + Fhor
where Fhor satisfies ιDιDFhor = 0. From this, c(A) = X and so the image of a polynomial
function P is the function on Map(R0|1,pt//∇G∇) that to an S-point written in the form (80)
is P (X) ∈ C∞(S).
The differential form associated with P (c(A)) can be extracted by the value of P (c(A))
at the S = Map(R0|1,M)-point
Map(R0|1,M)× R0|1 ev→M → pt//∇G∇.
By naturality, we can compute P (c(A)) ∈ C∞(Map(R0|1,M)) in terms of the pullback of
the curvature 2-form of the G-connection on M . Indeed, given a 2-form hdfdg ∈ Ω2(M),
we calculate
i∗0(ιDιDev
∗(hdfdg)) = i∗0 (ιDιD(h− θδhd(f − θδf)d(g − θδg)))
= i∗0(ιDιD(hd(−θδf)d(−θδg))) = −2hδfδg
and so the pullback of − 12hdfdg ∈ Ω2(M) is hδfδg ∈ C∞(Map(R0|1,M)) ' Ω•(M), using
the notation from §A.6. Hence, c(A) is (minus) the curvature 2-form of the G-connection
on M , regarded as a Lie algebra valued function on Map(R0|1,M). After evaluating P on
this Lie algebra-valued form we have P (c(A)) = P (−F ), and so the composition sends P (X)
on the source to P (−F ) on the target, which is indeed the Chern–Weil homomorphism. 
A.12. Postscript: The Weil and Cartan models for equivariant cohomology. The
equivariant cohomology of a manifold with G-action is defined by the Borel construction,
HG(M) := H(M ×G EG),
where above H(−) denotes ordinary cohomology with complex coefficients. By naturality,
HG(M) is a module over HG(pt) = H(BG). We briefly review the two standard differential
form models for equivariant cohomology, the Weil and Cartan models, but first make a
remark about conventions. Consider, for simplicity, G = U(1) and M = pt. Then HU(1)(pt)
is generated by a single generator u in cohomological degree 2, but once may consider this
equivariant cohomology ring as the polynomial algebra C[u] or the completed power series
ring C[[u]] per one’s preference. Here, we in fact adopt a third, intermediate option of taking
HU(1)(pt) ' Ohol(u(1)), or holomorphic functions in the one variable u. This convention in
turn determines what we take as our Weil and Cartan models below.
To start, for a manifold M with a left G action there is some extra structure on the
algebra of differential forms Ω•(M): the action of G itself by pullback, and the infinitesimal
action gives an antihomorphism from g into vector fields on M . For a Lie algebra element
X ∈ g, let LX denote the corresponding derivation on Ω•(M). We can also contract
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a differential form with a the vector field associated to X; denote this operator by ιX .
Finally, we have the usual de Rham operator d. These satisfy the usual relations,
[d, d] = 0, [LX , d] = 0, [d, ιX ] = LX , [ιX , ιY ] = 0 [LX , ιY ] = 0, [LX , LY ] = −L[X,Y ].
The Weil algebra of a Lie algebra g is a differential graded commutative algebra whose
underlying vector space is
W (g) := O(gC)⊗ Λ(g∗).
The differential and grading are defined in terms of a basis, {ea} of g∗ ⊂ O(gC) and {a}
of g∗ ' Λ1(g∗). Then the ea have degree +2, the a have degree +1, and the differential is
determined by
dW 
a = ea − 1
2
fabc
bc, dW e
a = −fabcebc
for fabc the structure constants of the Lie algebra in the chosen basis. Furthermore, for
ea ∈ g there are contraction operators,
ιX = 〈X, ξ〉, ιXe = 0,
where 〈−,−〉 is the pairing between g and g∗. Also define the Lie derivative LX := [d, ιX ].
Note that the LX are generators for the coadjoint action on W (g). The operators satisfy
the expected relations,
d2 = 0, [LX , d] = 0, [ιX , ιY ] = 0, [LX , ιY ] = ι[X,Y ] [LX , LY ] = −L[X,Y ].
Consider the the tensor product, Ω•(M)⊗W (G), with is action by
ιX = ιX ⊗ 1 + 1⊗ ιX , LX = LX ⊗ 1 + 1⊗ LX , d = d⊗ 1 + 1⊗ d.
Define the horizontal subalgebra (Ω•(M) ⊗W (G))hor ⊂ Ω•(M) ⊗W (G) as the subalgebra
on which the contraction operators ιX act by zero for all X ∈ g. Define the basic subalgebra,
(Ω•(M) ⊗W (G))bas ⊂ (Ω•(M) ⊗W (G))hor as elements that are also annihilated by LX
for all X ∈ g. On the basic subalgebra dW is still square zero, and the chain complex
(Ω•(M) ⊗W (G))bas, d is the Weil model for equivariant cohomology. Indeed, we have an
isomorphism
H((Ω•(M)⊗W (G))bas, dW ) ' HG(M).
That Cartan model starts with the graded algebra Ω•(M) ⊗ O(gC), where again the
(topological) generators in g∗ ⊂ O(gC) have degree 2. We can identify elements of this
graded algebra as Ω•(M)-valued holomorphic functions on gC, α : gC → Ω•(M). In this
description, define a differential dC by
(dCα)(X) = d(α(X))− ιXα(X), X ∈ g(81)
(extended complex-linearly), where d is the ordinary de Rham differential on forms, and ιX
denote contraction with the vector field on M associated to X under the infinitesimal action
of G on M . The chain complex (Ω•(M)⊗O(gC)), dC) is the Cartan model for equivariant
cohomology, and we have an isomorphism
H((Ω•(M)⊗O(gC)), dC) ' HG(M).
There are explicit maps between the Cartan and Weil models for equivariant coho-
mology, e.g., see the efficient treatment by Meinrenken [Mei06]. Below we will see these
isomorphisms arise geometrically from the supergeometry of the odd tangent bundle of a
manifold with G-action.
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