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1. INTRODUCTION 
In the classical calculus of variations, it is known that the nonexistence 
of a point c in (a, 6) conjugate to b is necessary for optimality. The 
definition of a conjugate point is derived by computing the second 
variation of the problem which yields the accessory problem, whose 
Euler-Lagrange equation is the Jacobi equation. Naturally one would try 
to extend this idea to the optimal control setting. The accessory problem 
for optimal controls with convex set U was obtained in [6] and extended 
to the abnormal case in [3]. In [4] an accessory problem for prescribed 
initial and final state values is provided. On the equation of necessary 
conditions involving the conjugate point theory, one can find an extensive 
literature. Most papers refer to [2], where the authors studied an optimal 
control problem with control set U = R”. There, the proof is incorrect; in 
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fact, in [S] we provide a counterexample to the necessity theorem in [2]. 
A recent attempt was made in [ 1 ] to obtain a similar theorem for the case 
when U is given by smooth functions. The proof was based on the same 
type of arguments used in [2] and the accessory problem and the necessity 
theorem presented there are incorrect, as is shown by two counterexamples 
in [SI]. 
Recently in [7], using the accessory problem in [3 or 61, we have 
introduced a definition of a conjugate point for the case when U is any 
convex set. Then we have shown that, under a normality assumption at the 
optimal solution (.?, ti), there exists no point in (a, 6) conjugate to 0. 
In this paper we are concerned with optimal control problems, where the 
control set is given by smooth functions, that is, U= {u E R”: g(u) = 0, 
h(u) 6 0}, and the final state constraint is general, cp(x(b)) = 0. Taking into 
account the special structure of the problem, we derive the accessory 
problem. Under the assumption that the optimal solution is “strongly 
normal” on each right or left subinterval of [a,b], we prove that there is 
no point in (a, b) conjugate to b, which is equivalent to the existence of a 
solution on (a, b) of a certain Riccati-type quation. A strengthened form 
of the latter condition was proven in [9] to be sufficient for optimality in 
the same problem. 
2. STATEMENT OF THE PROBLEM 
Given a compact interval I= [a, b], A E R”, open sets Xc R”, Vc R” 
and functions S, L, g, K, cp 
f’: ZxXx V-R”, 
L:IxXx V-R, 
g: V-+ R’, r<m, 
K:X+R, 
cp: X+ Rk, k<n. 
The optimal control problem can be stated as 
(P) minimize J(x, u) := K(x(b)) + ji L( t, x(t), u(t)) dt 
over all piecewise smooth functions x, XE PWS(Z, X), and piecewise 
continuous 24, u E PWC(Z, V), satisfying 
i;-(t) =f(& x(t), u(t)), t E I, 
(2.1) 
x(u) = A, 
cp(x(b)) = 0, (2.2) 
g(u(t)) = 0, t E I, (2.3) 
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where u E PWC(Z, V) means that u has only a linite number of discon- 
tinuities t, , . . . . t,, at which both the right and left limits, u(t’ ) and u(r, ), 
exist and belong to V. Thus, any expression containing u is meant to be 
satisfied by both limits u( t,+ ) and u( t; ). 
DEFINITION 2.1. A pair (x, U) is said to be feasible for (P) if x E 
PWS(Z, X), u E PWC(Z, V) and (x, U) satisfies the constraints (2.1))(2.3). 
DEFINITION 2.2. A feasible pair (a, h) is a weak local minimum for (P) 
if for some E > 0, (a, G) minimizes J(x, U) over all feasible pairs (x, U) 
satisfying 
x(t)~.<(t)+&B,, t E I, 
u(t) El;(t) + EB,,,, t E I, 
where B, is the unit ball in RN. 
3. PRELIMINARY RESULTS 
For F := (f, I,), the following regularity assumptions will be recalled. 
ASSUMPTION R 1. For all t E I, F(t, ., .) is C’; for all (x, u) E Xx V, 
F( ., x, u), F.J ., x, u), and F,,( ., x, u) are piecewise continuous; there xists an 
integrable function a: I + R such that, for all (t, x, u) E Ix Xx V 
IF(c x, u)l + IFAt, x, u)l + IF,(t, x u)l <cc(t); 
and K, g, and cp are C’. 
ASSUMPTION R2. For all tE I, F(t, ., .)isC2;forall(x,u)~XxV,Fand 
its partial derivatives ofsecond order in (x, u) are piecewise continuous in t; 
there exists an integrable function B: I + R such that 
IFAt, x, u) + If’m,(r, x, u)l + lF,,(t, x u)l <B(t) on Ix Xx V, 
and K, g, and cp are C2. 
Pontryagin’s principle provides necessary conditions for optimality. Set 
u:= {UE V:g(u)=O} 
and 
i(t) = cr(t, Z(t), C(t)). 
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THEOREM 3.1 (Pontryagin). Let (a, 6) be a weak local minimum for (P). 
If Assumption Rl holds, then there exist a piecewise smooth p: Z-r R”, a 
number &, and a vector y E Rk such that 
(a) &>O, A,+ IYI zo; 
(b) -d(t) =ff(t)p(t) + &t,(t), t E 1; 
(c) p(b)= = y=M+ &,VK(T(b)); 
(d) min{fT(t,~(t),u)p(t)+~oL(t,~(t),u):uEUn{li(t)+&B,}} = 
p(t)p(t)+&L(t), tgZ, where 
M := D&f(b)). (3.1) 
Note that when in Theorem 3.1 ;1, #O, the pair (a, ~2) is said to be 
normal. 
Given a pair (2, ~2). Define the following: 
iv(t) := Dg(ti(t)), 
T(t) := {WE R”: N(t) w=O}, 
and 
(3.2) 
(3.3) 
~(t,X,%p, &,4:=f’(t,x,u)p+l,L(t,x,u)+~=g(u). (3.4) 
DEFINITION 3.1. A feasible pair ($ 6) is said to be regular if N(t) is of 
full rank for all t E I. 
Remark 3.1. If (2, ~2) is regular and satisfies condition (d) of Theorem 
3.1, from [S] it follows that there exists 2 I+ R’ such that 
=%A& i(t), 4th P(l), &I, 4t)) =o VtEz, (3.5) 
and 
WTx4&, i(t), qt), p(t), Al, n(t)) w z 0 VW E z-(t). (3.6) 
The following result asserts that the function I of Remark 3.1 is unique 
and PWC. 
LEMMA 3.1. Let ($6) be regular, p be P WS, and I, a number. Zf for 
some ;1 Eq. (3.5) holds, then 1 is unique and piecewise continuous. 
Proof. The uniqueness of L follows automatically from the fact that 
(a, a) is regular. 
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Multiply, from the right, Eq. (3.5) by N’(t), and notice that iVNT is 
invertible to get 
AT(f) = -CP’WL,(~) +A, J%(~)l NT(f) (N(r) NT(t)) ~‘, 
which yields that A(.) is piecewise continuous. 
DEFINITION 3.2. A feasible pair (-2, t;) is called a regular extremal for 
(P) if there exist a piecewise smooth p, &E R, YE Rk and a piecewise 
continuous ,4 satisfying conditions (a), (b), (c) of Theorem 3.1 and 
Eq. (3.5). 
Given a regular extremal (i-, zj) with corresponding p, A,,, y, and ,I. We 
are interested to find conditions under which 1, # 0 and, when I, = 1, the 
triple (p, y, L) is unique. 
Consider the variational system 
V(t) =f&) v(f) +x4(t) 4th t E I, 
(3.7) 
v(a) = 0; 
Mq(b) = 0; 
and 
u E PWC(Z, R”), u(t) E T(t) VtEI, 
where M and T(t) are defined by (3.1) and (3.3), respectively. 
(3.8) 
(3.9) 
DEFINITION 3.3. A feasible pair (a, a) is said to be strongly normal on I 
if M is of full rank and the system 
(i) -d(t) =E(t)p(t), t Ez, 
(ii) p(h) = M’y, for some y E Rk, 
(iii) pT(t)fu(t) u = 0 VVE T(t) and VteI, 
has only the zero solution. 
Note that when no final state constraint is present, that is when 
cp: X-+ (O}, then any feasible pair is automatically strongly normal on any 
subinterval of I. 
Remark 3.2. It can be easily proven that the strong normality of a pair 
(a, ti) is equivalent to the M-controllability of the variational equation 
(3.7) subject to (3.9), i.e., 
A49 = Rk, 
where W is the reachable set for (3.7) and (3.9). 
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The following theorem states that strong normality on Z yields that 
A,, # 0 and the uniqueness of (p, y ) when A, = 1. 
THEOREM 3.2. Assume that Rl holds. Let (a, W) be a regular extremal 
with corresponding p, I,, y, and 1. Zf (a, ti) is strongly normal on Z, then 
&, # 0 and when & = 1, (p( .), y, A( .)) is unique. 
Proof. Let 2, = 0, then conditions (b) and (c) of Theorem 3.1 reduce to 
(i) and (ii) of Definition 3.3. Moreover, from (3.5) 
p’(t)fJt)u= -F(t)N(t)u=O Vu E T(t) and Vt E Z, 
whence strong normality yields p E 0. The full rank condition on M implies 
that y =0 which gives a contradiction with (a). 
The uniqueness of 1 when A, = 1 follows from Lemma 3.1 and that of p 
and y from strong normality using the linearity of conditions (b), (c) and 
(3.5). 
Remark 3.3. Let (i, 12) be strongly normal and regular extremal. Take 
& = 1, then there exists a unique triple denoted by (p( .), y, I(.)) satisfying 
conditions (b) and (c) and Eq. (3.5). These conditions can be written as 
follows: 
-j’(t) = d$( t) vtsz, 
jqlgT = yTM + Vzqqb)); 
and 
i&(t) = 0 VtEz, 
where 
at) = =@(t, i(t), ti(t), B(t), 1, m 
and 8 is defined in (3.4). 
4. ADMISSIBLE DIRECTIONS AND VARIATIONS 
In this section we show how to construct, for a regular feasible pair 
which is strongly normal, a set of feasible directions u, that is, for each u we 
obtain a family of feasible controls u( ., E) containing ri and whose variation 
at E = 0 is exactly u. 
Let us assume that Rl holds, and denote by x( ., u) and q( ., u) the 
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solutions of (2.1) and (3.7) corresponding to u and u, respectively. By the 
uniqueness of the solution of differential equations, one can easily obtain 
g (t’)(l) = rl(r, 0) V’tEI, 
u 
(4.1) 
where (a~/&)/~ is the Frechet derivative of x( ., U) evaluated at li. 
When U is any convex set, a result parallel to the one below is given in 
[6]. When cp = I+ constant, related results are given in [4]. 
THEOREM (4.1). Assume that R2 is satisfied and that (a, ti) is a regular 
feasible pair which is strongly normal on I. If (q, o) solves the variational 
system (3.7)-(3.9), then there exist 6 > 0 and a function 
u:Zx(-6,6)-+R” 
u: (t, ;) -+ u(t, E) 
piecewise continuous in t, C2 in E such that. 
0) 
(ii) 
(iii) 
(iv) 
u( t, 0) = i(t), vt Ez, 
g(u(t, E))=O, (t, E)EZX c-4 61, 
(au/aE)I,=,(t)=u(t), vtcz, 
for x(t, E) := x(t, u( ., E)), 
cp(x(b, ~1) = 0 VEE(-S,S) 
and 
ax 
5 ,_ (t)=rl(t, 0) vtfzz. L-0 
Proof: Let co, t,, . . . . tk be the vertices of a (k + 1)-simplex in Rk that 
contains 0 in its interior, i.e., the t,‘s are alinely independent and 0 can be 
uniquely written as their convex combination. In other words, there exist 
unique /IO, /Ii, . . . . jIk such that 
From Remark 3.2 we know that MB = Rk. Then there exist uo, u,, ..,, vk 
satisfying, for all i=O, . . . . k, 
vi(t) E T(t) t E z, 
CONJUGATE POINT CONDITION 579 
and 
M?(bv ui) = ti. (4.2) 
Let (q, u) solve the variational system, then Mq(h, v) = 0. Without loss of 
generality we can assume that 
u(t)= $ Bi”itt) Vt E I, (4.3) 
i=O 
(otherwise set vk = ( l/jk)(v - cf:,’ pivi)). Define 
u(t, 2, a)= i(t) + i &v,(t) + N’(t) a, (4.4) 
i=O 
on I x Rk + ’ x R’, and consider 
S:IxRk+‘xR’+R’ 
S: (t, 1, Co + g(u(t, 1, a)). 
Then, 
and 
S(t,O,O)=O VtcI; 
g (t, 0, O)= N(t) NT(t), 
which is a nonsingular matrix for all t. Thus, for the continuous function 
ao: Ix (0) clx Rk+’ + R’ defined by a,(& 0) I 0, the implicit function 
theorem on page 23 of [4, Theorem 7.21 yields the existence of a number 
6, > 0 and a function a such that a( t, .) is C2 and a( ., A) is piecewise 
continuous, 
a:IxB,+,(6,)-+R’ 
a: (t, A) + a(t, A), 
with 
and 
a( t, 0) = ao( t, 0) = 0 VtEI, (4.5) 
(4.6) 
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Differentiating (4.6) we obtain, Vi = 0, . . . . k, 
whence 
-$,0)=0, i = 0, . . . k, Vt E I. 
i 
From (4.4) and (4.7) it follows that 
Define 
-g (t, 0, 0) = u,(t) Vi and Vt. 
I 
(4.7) 
(4.8) 
where 
x(r, A) =x(t, u(t, A, cr(t, I))). 
Using (4.5), (4.4), and (2.2), we have 
F(0) = 0, 
and by (4.1), (4.2), (4.7), and (3.8) it follows that, Vi, 
and hence, (dF/al)(O) is nonsingular. By the inverse function theorem, 
there exists 6 (6 < 6, ) such that F is invertible on B, + , (6). Let the function 
be 
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where 
A := {(x ,,..., x~+~)ER~+~:x,=E,x~=O,~=~, . . . . k-t 1, and -6<s<6}. 
Then, VEE(-c?,h),A(.) is C2, 
and 
(4.9) 
(4.10) 
with 
l(O) = 0. (4.11) 
Differentiating (4.9) and (4.10) and using (4.7), (4.8), (4.1), and (4.2) we 
get 
i A,(O) = 1, (4.12) 
i=O 
= M i ii(O) q(b, u;) (4.13) 
i=o 
= i Xi(O) ri. 
i=o 
But, from the definition of the t/s, (4.12) and (4.13) imply 
i,(O) = pi Vi = 0, 1, . . . . k. 
Finally, using (4.4), define on Ix ( - 6,6) 
U(t, E)= a(t) + 5 &(E) U,(t) + NT(t) a(t, A(&)). 
i=O 
(4.14) 
It is clear that u( -, E) is piecewise continuous and u( t, .) is C2. Condition (i) 
follows from (4.11) and (4.5); condition (ii) is Eq. (4.6). Using (4.14), (4.8), 
(4.7), and (4.3) we get, Vt E Z, 
409:132!:!-18 
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&l 
1 
0 E ,. = 0 
(t) = i i,(O) u,(t)+ N“(f) i (‘3c (t, 0) I(0) 
I = 0 , =(, cl4 
= ,& B,u;(r) 
= u(t), 
and (iii) is proven. From (4.10) and (4.1) we obtain (iv). 
DEFINITION 4.1. Under the assumptions of Theorem 4.1 the set 9 of 
admissible directions is 
9 = {(q, u) satisfying (3.7))(3.9)). 
5. THE ACCESSORY PROBLEM 
To obtain the accessory problem corresponding to (P) at an extremal 
(2, ti), one would need to find a family of feasible controls u( ., E) containing 
li in order to compute the second variation with respect to E of the 
objective function J(x( ., E), u( ., E)). Theorem 4.1 provides us with such a 
family. 
For a regular extremal (2, ti) which is strongly normal, denote by 
(d, y, 1) the unique triple of Remark 3.3 and recall the notation 2(t). 
THEOREM 5.1. Assume that Rl holds. Let ($ ti) be a regular weak local 
minimum for (P) which is strongly normal on I. Then there exist unique 
6 E PWS(i, R”), y E Rk, and fi E PWS(Z, R’) such that. 
(a) -ji’(t)=sQt)VtEI, 
(b) @(b)T=yTM+VK(i(b)), 
(c) &r)=OvtEz. 
If in addition, Assumption R2 holds, then 
(d) J,(q, u) B 0 V(q, u) E 9, where 
J,(rl, 0) = rlT(b) h(b) + j” (v’(t), UT(t)) V:. $0) a 
and 
I-=V’K(a(b)) + c y, Vicpi(a(b)). 
i= I 
(5.1) 
(5.2) 
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Proof. The existence of the triple (p, y, 1) satisfying (a)-(c) follows 
from ‘Theorem 3.1 and Remark 3.1. The piecwise continuity of 1 results 
from Lemma 3.1. The uniqueness property is implied by Theorem 3.2. 
Let (yl, u) E 9 and let (x( ., E), u( ., E)) be the family corresponding to 
(s, u) from Theorem 4.1. Define 
where X is given by (3.4). 
Use condition (ii) of Theorem 4.1 and integrate by parts to get 
Jb(., E), U(.,E)) = &(h E)) + jb (x(4 E) -f-jT(t)f(t, X(t, E), u(t, E)) 
u 
- lT(t) g(u(t, 4)) dt 
= K(x(h 8)) -BT(t) x(t, 1) II: 
+ {%(t,e)+fiT(t)x(t,E)} dt. 
Differentiating J with respect to E we obtain 
aJ 
7% E=O =o 
and conditions (iii) and (iv) of Theorem 4.1 yield 
a2J 
22 8=0 = VT(h) V2K(i(b)) q(h) +[VK(i(b)) -fiT(b)] $ (f&O) 
+ I ,b T(t) &x(t) v(t) + 2vTW %uW u(t) + UT(t) $,,W u(t)) dt. 
But we know from condition (iv) of Theorem 4.1 that 
Pitxtb, &)) = O VEE(-&d) and Vi= 1, . . . k. 
By differentiating twice with respect to E we get 
Vrp,(x(b,c))$(b,s)=O, Vi, 
and 
rlT(b)V2Vi(2.(b)) Ittb) + 
>i 
=O, Qi. 
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Therefore, condition (b) gives 
[VW(b)) -d’Wl &I ii’l (b, 0) = yTivf$ (b, 0) / I 
= j, M’W) V2%(W) u](b) 
=rT(b) i: YiV2V,(4b)) v(b). 
[ t=l I 
Since (a, zi) is a weak local minimum for (P), and (U/C%) IEZO = 0, then 
(~?~J/%s~)l,,~ 20 and therefore the theorem is proven. 
6. CONJUGATE POINTS-RICCATI EQUATION 
In this section we introduce the definition of a conjugate point at an 
extremal (a, ti). Then we show that it can be written in terms of the linear 
system of a differential equation. Finally we prove that, the nonexistence of 
a point in (a, b) conjugate to b is necessary for the optimality of an 
extremal which is strongly normal on each subinterval [c, b] and [a, c] of 
[a, b]. This necessary condition is equivalent to the existence of a solution 
Q on (a, b) of a certain Riccati equation. 
Here we suppose that the regularity assumptions Rl and R2 hold and 
that (a, ti) is a regular extremal which is strongly normal on I. Then, there 
exists a unique triple (@, y, 1) satisfying Remark 3.3. 
DEFINITION 6.1. A point CE [a, 6) is conjugate to b if there exists non- 
zero (11, q, u) such that r] and q are piecewise smooth, and v is piecewise 
continuous with 
tiff) =“m f?(t) +“a4 df), u(t) E T(t) v’t E z, 
-4(t) =.m 4(t) + &w v(t) + &u(f) 4th 
Mrl(b) = 0, r](c) = 0, 
q(b) = Q(b) + M=‘I for some 1 E Rk; 
(6.1) 
(6.2) 
and 
<fm 4(t) + &,w v(t) + &,(d 4th z> = cl vi! E T(t), (6.3) 
where M, r(t), and f are defined by (3.1) (3.3), and (5.2), respectively. 
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Remark 6.1. Let (q, u) be a pair in 9 that minimizes the accessory 
problem, that is, 
(,4P) minimize {.Z2(q, u): (q, u) E 9}, 
where J2 is defined in (5.1). The strong normality of (a, G) on I yields the 
normality of any pair (q, u) E 9 and hence, by applying the Pontryagin - - - principle to (AP), we obtain a function q E PWS(Z, R”) such that (7, q, u) 
satisfy (6.1) and (6.2) for c= a and V~EZ, 
(~f(t)4(t)+~,(t)ij(t)+~,(r) U(t), z-C(t))20 vz E T(t). 
Since T(t) is a subspace, (6.3) follows and therefore, a is conjugate to 6. 
It is worth mentioning that using the next result one can easily show the 
following: 
(q, q, u)1(0, 0, 0) satisfies (6.1)-(6.3) if and only if 
(q, q, u) satisfies (6.1))(6.3) with q & 0. 
Let Y( .) be piecewise continuous on I and for each t, Y(t) is a matrix 
whose columns form an orthonormal basis for T(t), thus 
N(t) Y(t)=0 VtEI. 
PROPOSITION 6.1. Assume that, for all t E I, YT(t) &,(I) Y(t) > 0. Then, 
a point c E [a, b) is conjugate to b if and only if there exist nonzero piecewise 
smooth functions q and q satisfying 
d(r) = Cfx(O -f&J Z(t) =%&)I v(t) -fuW zWf3d q(t) (6.4) 
-4(t) = C=%,(f) - &u(t) Z(t) &xWl f!(t) 
+ L-P.34 - &A0 zwm1 s(t) (6.5) 
with 
Mv(b) = 0, IT(c) = 0 
q(b) = TV(b) + M=l, for some I E Rk, 
where 
Z(t) = Y(t)[ YT(t) s&(t) Y(r)] -l Y*(t). (6.6) 
Proof. If c is conjugate to b, there exists (q, q, u) # 0 satisfying 
(6.1)(6.3). Let ZE T(t), then 
z= Y(t)z,, where z, E R”. 
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Let u,(f) be such that 
u(r)= Y(f) u,(t). 
Thus, Eq. (6.3) can be solved for v,(t): 
U’(f) = -c yTw $24 Y(r)1 ’ ~‘WCf~(~) 4(t) +&Y(t) ?(t)l, 
and hence, 
u(t) = -muiu(~) 4(t) + %.Y(f) rl(t)l, (6.7) 
where Z is defined by (6.6). Therefore, for u given in (6.7) we have 
v(~)E T(t). By replacing (6.7) in (6.1) we get (6.4) and (6.5). The converse 
easily follows by defining u through (6.7). 
Remark 6.2. The assumption, 
y=(f) &,w Y(r) > 0 vtcz, 
is a strengthening of condition (3.6). 
DEFINITION 6.1. A feasible pair (& ti) is said to be strongly normal on 
any interval of the form [c, h] c [a, b] if for any CE [a, b) the system 
-D(f) =mP(~h 1 E cc, 61, 
P(b) = MT7 for some y E Rk, 
and 
PTWLW u = 0 
has only the zero solution. 
VUE T(t) and Vt E [c, b] 
The pair (.?, 2) is said to be strongly normal on any interval of the form 
[a, c], if for any CE (a, b) the system 
-d(t) =P:wPu) f E [a, cl, 
PW&) u = 0 Vu E T(t) and Vt E [a, c] 
has only the zero solution. 
It is worth mentioning that when no initial and final state constraints are 
present then any feasible pair is automatically strongly normal on any 
interval of the form [c, 61 or [a, c]. 
The following result states that the nonexistence of a point c in (a, b) 
conjugate to b is necessary for optimality. 
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THEOREM 6.1. Let (2,C) be a regular weak local minimum for (P) which 
is strongly normal on each interval of the form [a, c] and [c, b]. Zf 
Y=(t) s&(t) Y(t) > 0 VteI, 
then there exists no point in (a, b) conjugate to b. 
ProoJ The proof is similar to that of Theorem 3.1 in [7] with some 
simplifications. Suppose that there exists a point c conjugate to b. Define 
on I, 
(f(t), 4(t)? c(t)) = (v(t), 4(t), u(t)) ~,,,b,U)~ 
where X,( .) is the characteristic function of A, and (q, q, u) # 0 satisfies 
Definition 6.1. Thus, (q, V) is feasible for the accessory problem (AP). - - Using Proposition 6.1, one can easily show that Jz(q, II) = 0; that is, (rf, 6) 
is a nonzero solution of the accessory problem (AP). Applying the 
Pontryagin principle to (AP), taking into account Remark 6.2, we obtain a 
piecewise smooth function 4 satisfying with (I& V) equations (6.1))(6.3) 
where c = a. The strong normality on [a, c] yields that 
GE0 on [a, cl, 
and the strong normality on [c, b] implies 
qsc!jsQ oh [c, b]. 
Since q(c) = q(c) = 0, from Eqs. (6.4) and (6.5) it follows that 
qz~zuzo, 
contradicting the fact that (q, q, u) # 0. 
Remark 6.3. Examples 2.1 and 2.3 of [S] illustrate that a one-sided 
strong normality in Theorem 6.1 is not enough for the result to hold true. 
In other words, the strong normality assumption on either side is indispen- 
sible and cannot be weakened. 
Consider the matrix system corresponding to (6.4) and (6.5): 
$4 = C.&)-f&) Z(t) &WI x(t) -fN zOLf:W Q(t) 
-Q(t) = C&W - $&) Z(t) &t)l X(t) 
+ Lf.30 - &u WP;5Wl Q(t)> (6.8) 
MA-(b)=0 
Q(b) = M(b) + M=L, for some r x n matrix L, (6.9) 
where Z(t) is given by (6.6). 
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Proposition 6.1 and Theorem 6.1 imply the following result. 
COROLLARY 6.1. Under the assumptions of Theorem 6.1, the non- 
existence qf a point in (a, h) conjugate to h is equivalent to the existence of a 
solution (A’, Q) of (6.8) and (6.9) such that 
det X(t) #O vt E (a, b). 
COROLLARY 6.2. Under the assumptions ofTheorem 6.1, the existence qf 
a solution (X, Q) satisfying Eqs. (6.8) and det X(t) # 0 on (a, b) is equivalent 
to the existence of a piecewise smooth symmetric matrix .function A, such 
that, Vt E (a, b), 
L(A) := i(t) - /l(t),ju(t) Z(t)f;f(t) A(t) 
+ A(t) CL(t) -LO) Z(t) %x(t)1 
+ c .m - $u(t) mm,1 /i(t) 
+ [&(t) - 3&(t) Z(t) &(t)] = 0. 
Proof Let (X, Q) satisfying Eqs. (6.8) and det X(t) # 0. It can be easily 
verified that ,4 := QX--- ’ satisfies 
L(A)=0 on (a, b). 
Conversely, let /i be a symmetric piecewise smooth matrix function on 
(a, b). Let X( .) be the solution on (a, b) of 
m = CL(t) -L(t) Z(t) Je,w -L(t) mm A(t)1 X(t), 
X(s)=Z, for some s E (a, b). 
Then X is invertible on (a, b), and q :=/1X is such that (X, Q) solves (6.8). 
Important Remark 6.4. The case when the control set is 
U= {uERm:g(u)=O and h(u)<O} 
is also within the scope of this paper. For, let 
J(t)= {i: h,(ti(t))=O}. 
Assume that .I( .) is piecewise constant on I. Then, on each subinterval of 
constancy treat the problem as if the constraints were 
g(u) = 0, hi(u) = 0, ViEJ(t), 
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and hence all the results of this paper apply. The only difference is that the 
Lagrange multipliers associated with the hi’s are nonnegative. 
Remark 6.5. In [9], a strengthening of the necessary condition of 
Corollary 6.2 is used to obtain sufficiency. 
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