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It is shown that several theorems in design theory are “translated” into those in 
orthogonal array theory. 
1. INTRODUCTION 
Let F be a finite set of cardinality q > 2 and let n be a positive integer. We 
make the nth Cartesian power X = F” of F a metric space by defining the 
Hamming distance d,(A,B) between two points A = (CI, ,..., a,) and 
B = (p, ,..., /3,) of X as follows: 
In other words, the distance between two points is the number of coordinate 
places in which they differ. A nonempty subset Y of X= F” provided with 
the Hamming distance (*) is called a code of length n over an alphabet F. 
The elements of Y are called the codewords. 
Now we define the orthogonal arrays. To a code Y of length n over F 
corresponds the array whose rows are the words of Y. Let t and 1 be positive 
integers, with t < n. Then Y is said to form an orthogonal array of strength t 
and index 1 if, in each t-tuple of distinct columns of the array, all t-tuples of 
symbols of F appear exactly A times. Then, obviously, ) Y] = ,lqf holds. Set 
N = ] Y]. An array may be denoted by (N, n, q, t). 
Theorems 4.4 and 4.7 of Delsarte [6], a theorem of Enomoto, Ito, and 
Noda [7], and a theorem of Noda [9] suggest that in orthogonal array 
theory there exist several theorems each of which is corresponding to its 
counterpart in design theory. The purpose of this paper is to “translate” 
several theorems in design theory into theorems in orthogonal array theory. 
The following theorem is similar to Theorem 1 of Gross [8]: 
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THEOREM 1. Let Y be a code of length n over F and let Y form an 
orthogonal array of strength t and index unity. Suppose that Y has the 
property that the maximum distance between distinct codewords is at most 
equal to n - 1. Then 
(1) 6% n, 4, t) = (q’, 4 + Lq, 2) 
or 
(2) (N, n, q, t) = (2’, t + 1,2, t) and t is even. 
The orthogonal arrays with parameters described in (1) and (2) of 
Theorem 1 exist, and they are constructed by Bush [4]. 
THEOREM 2 (Bush [4]). Let Y be a code of length n over F andform an 
orthogonal array of strength t and index unity. If q < t, then n < t + 1. 
Theorem 2 corresponds to Proposition 3.3 of Cameron [5], in a sense. The 
proof in [4] is rather long, but our proof is very short. 
THEOREM 3. Let Y be a code of length n over F andform an orthogonal 
array of strength t and index A. Suppose that Y has two codewords A and B 
such that d,(A, B) = n and d,(A, C) = d,(B, C) for any codeword C distinct 
from A and B. Then t < 3, and if t = 3 then (N, n, q, t) = (8,J 4/1,2,3). 
Theorem 3 corresponds to a proposition of Noda [IO]. There exist many 
orthogonal arrays of strength 3 satisfying the assumption of Theorem 3. 
They are constructed by Bose and Bush [3]. 
Let Y be a code of length n over F. We call Y schematic if Y, provided 
with the relations determined by the Hamming distance (*), forms an 
association scheme. 
THEOREM 4. Let Y be a code of length n over F and form an orthogonal 
array of strength t and index A. If Y is schematic, then there exists a function 
of n and d such that q <f (n, A). 
Theorem 4 corresponds to theorems of Atsumi [2] and Yoshizawa [ 111. 
In Theorems 5 and 6 and their proofs, F is assumed to be a set (0, 1). In 
order to state two extension theorems for orthogonal arrays, we need some 
definitions. Let Y be a code of length n over F = (0, 1 }. Since /F j = 2, for 
any element A E Y there exists a unique element A’ E X= F” such that 
d,(A,A’) = n. We shall denote a set {A’ 1 A E Y) by Y’. By adding the 
(n + 1)th coordinate 0 to every codeword EY, we obtain an extended code of 
length n + 1 over F. Let us denote the above extended code by Y-. 
THEOREM 5. Let Y be a code of length n over F = {0, I}. If Y forms an 
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orthogonal array (N, n, 2, t) with t even and such that Y = Y’, then Y 
already forms an orthogonal array of strength t t 1. 
THEOREM 6. Let Y be a code of length n over F = (0, 1 }, If Yforms an 
orthogonal array (N, n, 2, t) with t even, then Y- U (Y-)’ forms an 
orthogonal array (2N, n + 1,2, t t 1). 
Theorems 5 and 6 correspond to Theorems A, and B respectively of 
Alltop [I]. In the proof of every theorem in this paper we make use of 
arguments similar to those in the proof of its counterpart in design theory. 
Definition and Notation 
For a set X, let IX] denote the number of elements of X. Let A be an n- 
tuple (czi ,..., a,) E F”. For an integer m, 1 < m Q n, let L be an m-tuple 
(i 1 Ye.., i,) of distinct integers i,, with 1 < i, < n. We shall denote by A, the 
m-tuple (a,, ,..., aim). For A, B E F”, if d,(A, B) = n - m, then there eixsts an 
m-tuple L = (i i ,..., i,) of distinct integers i,, with 1 < i, < n, such that 
A, = B,. This A, (=BL) will be denoted by A n B. Let S E F’. Then we can 
obtain a t-tuple T (t < s) by deleting some coordinates from S. This relation 
between S and T will be denoted by T& S. 
2. PRELIMINARY RESULTS 
We list here two results which are needed for the proofs of our theorems. 
PROPOSITION 1. Let Y be a code of length n over F and form an 
orthogonal array (N, n, q, t). Let L be an s-tuple (j, ,..., j,) of distinct integers 
j,, with 1 <j, < n, and let S be an s-tuple (a, ,..., a,) of symbols ai E F. Let 
c,(S, L) be the number of codewords B such that d,(B,, S) = s - i. We shall 
write ci in place of c,(S, L) when S is a codeword EY and L = (I,..., n). We 
have the following: 
where 1, = Aq’-‘. In particular, if s ,< t, then the intersection numbers 
ci(S, L) are independent of the s-tuples S and L. If s = t t 1, then we have 
c,(S,L)t (-l)‘c,+,(S,L)= i (-1)’ it; ‘) ;E,.. (t+ 1) 
i-=0 
Proof. Equation (s, r) follows from enumerating in two ways the number 
of pairs (S’, B) such that S’ E F’, B E Y, and S’ G.‘B, n S. The second part 
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of Proposition 1 follows from the fact that we have 1 + min(s, t) independent 
equations (s, r) in 1 + min(s, r) unknowns and, if s< t, the equations admit a 
unique solution. Now we shall prove the last part of Proposition 1. Suppose 
that s > t. We obtain the following equation by multiplying Eq. (s, r) by 
(-1)’ and adding the t + 1 resulting equations: 
By putting s = t + 1 we have the required equation. 
These intersection numbers ci(S, L) are generalizations of those in [3]. 
PROPOSITION 2 (Bush (41). Let Y be a code of length n over F andform 
an orthogonal array of strength t and index unity. Then n is bounded above 
byq+t-1. 
Proof. Our proof is slightly different from Bush’s. The existence of an 
orthogonal array (q’, n, q, t) implies the existence of an array (q’-I, n - 1, 
q, t - I), since we may select a particular column in the first array and 
consider the q’- ’ codewords which have a symbol a as the eIement in that 
column. So the existence of an orthogonal array (q’, n, q, t) implies the 
existence of an array (q’, IZ - (t - 2) q, 2). Let us consider the orthogonal 
array (q’, n - (t - 21, 4,2). Then, by Proposition 1, we have 
c,=(q-l)(q-l-n++). Since cg is a positive integer it implies that 
n < q + t - 1. This completes the proof of Proposition 2. 
3. PROOFS OF THEOREMS l-3 
In order to prove Theorem 1 we need two lemmas. The following lemma is 
crucial to the proof of Theorem 1: 
LEMMA 1. Let Y be a code of length n over F and form an orthogonal 
array (N, n, q, t) of index unity. Let (a, ,..., ai) and (J?, ..., pj) be an i-tuple of 
symbols a, E F and a j-tuple of symbols /3, E F respectively. Let an (i + j)- 
tuple L = (n, ,..., ni, ni+ 1 ,..., niti) of distinct integers n,, with 1 < n, < n. 
Suppose that there exists a codeword C such that C, = (a, ,..., ai, p, ,..., pj). 
Then the number of codewords D of Y such that 6,, = al,..., Jai = at, 6,i+, # 
/?, ,..., 8ni+j #/?, is determined solely by the values of i and j and the 
parameters of the orthogonal array. It is independent of the particular i-tuple 
(CIi ,..., a,), j-tuple WI ,..., ,bj), and (i + j)-tuple L chosen. 
PrOOJ: Let Ai,j,,((aI ,..., ai), @I ,..-, , p.)) be the number of codewords of Y 
with this property. We prove the lemma by induction on j. For j = 0 and 
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0 < i < t we must, by the definitions of Y and Izi,O, have liqO =: q’-‘. For j = 0 
and t < i < yt, we have Ai, = 1 by the definition of Y. Now let fi, be an 
:ement of {p, ,..., /I,}. We have the recursion Ji,j,r((al ,..., a:,), @, ,..., /3,)) = 
i,J-I,L'((alY'*', ai)7 W*Y"eT Pm--l> Pm+lY***,Pj)) -3Li+l,jp1,Lrr((al T*.*) ai,Pm)3 
(PI >-.*y Pm-,) Pm+ 1 ,***,Pj>>, where L' = (n, y-..> ni+ 1>...> n,+m-l 3 ni+m+l ya-3 ni+j) 
and L” = (n, ,..., Iii, PZ,, ni+, ,..., ~t~+~-i, ni+m+l ,..., ni+j). Using induction on 
j, we see the right side of this equation is well determined independent of the 
specific tuples chosen; hence the left side is also. We write this number just 
as Ai,j; it is clearly nonnegative. 
LEMMA 2. 
t-i-1 
Ai,j = C (-I)'(~ - l)t-i-r i +j-:+ '- ') 
r=o ( 
for O<i<t and t<i+j<n; 
'i,j = sj.O for t<i<n and t<i+j<n. 
Proof. As usual we use the recurrence relation and perform an induction 
on j. For t < i < n and i + j < n the formula is correct by OUT definition and 
the recurrence relation. For t < i + j < n and 0 < i < t, we suppose that the 
formula holds for /zi,j-l ; it is then easy to check, using our recurrence 
'i.j = 'i,j- 1 - Li+ I,.j- 1) 
that the formula also holds for ;liqj. 
In our proof of Theorem 1 we only need the formula for ;E,,, . Notice that 
A,,, = co = the number of codewords, each of which is at distance n from a 
given codeword. By Lemma 2, 
Co=/lon= y (-l)'(q- ,y (n-[t]r- 1). 
i-=0 
Clearly, if t is odd, then co > 0. To finish the proof of Theorem 1 we treat the 
case when t is even. We show that the absolute value of the 2 1 th term of co 
is larger than or equal to that of the (21 + 1) th term of co. 
(4- l)‘-** 21 ( 
n-t+21-1 
1 
-(q- 1)‘-‘21+1’ “,‘,+f’) 
( 
= (q - 1)‘-‘21+1) y-,;‘)~ :,‘; 
.n 
X 
I 
2l(q- l)-21 +q+t- 1 --n 
21 + 1 i. 
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Hence, if t > 2 and q > 2, then clearly co > 0 because of Proposition 2. If 
t = 2, then n = q + 1 as claimed in Theorem 1. If q = 2, we have n = t + 1 
from Lemma 2 since c0 = 0. This is claimed in Theorem 1. 
Now we start to prove Theorem 2. Suppose that n > t + 1. Let B be a 
codeword (pi ,..., A> and let Y (@I f A+, . Then there exists no codeword A 
(=(a 1 ,.,., a,)) such that a, =p, ,..., at =Pt, at+, = y. Set B’ = (p, ,..., Pr, y). 
Notice that B’ is a (t + 1)-tuple. Let L = (1, 2,..., t + 1). Since Y forms an 
orthogonal array of strength t and index unity, there exist t + 1 codewords 
B Btil, 1 ,*-*, such that dH((BJL, B’) = 1, 1 < i < t + 1. Moreover, any two 
such codewords have t - 1 components in common, and so have no further 
component in common. It follows that the (t + 2)th components of such 
t + 1 codwords must be distinct. So we have t + 1 < q. This contradicts our 
assumption, and completes the proof of Theorem 2. 
Let us start to prove Theorem 3. Only in this proof, for an m-tuple T, let 
17’ denote the number of coordinates of T and a E T means that a is a coor- 
dinate of T. Let Ci (1 < i < iq’ - 2) denote codewords distinct from A and 
B. For a codeword Ci, set xi = IA f7 Ci 1 and vi = ] B f7 Ci]. Counting in two 
ways the number of pairs (a, C) with a E A n C (or B fl C) gives 
a+ 2 lqf-2 
s xi= 2 vi = “(/y’ - l), 
i= 1 i=I 
(3.1) 
and counting the number of triples (a, a’, C) with a, a’ E A n C (or B n C), 
a # a’, gives 
aql-2 ill+ 2 
c &(&-l)= 1 Ui(‘li - 1) = n(n - l)(Aq’-2 - 1). (3.2) 
i=l i=l 
Also counting in two ways the number of triples (a, p, C) with a f A f? C, 
/3 E B n C gives 
Q-2 
s xirfi = n(n - 1) Q-f 
i=l 
(3.3) 
By (3.1t(3.3) we obtain 
aqtp2 
s ki - riy = 2n(/lq’-’ - n). 
i=l 
Thus we have ,lq’-’ = n. Suppose that t > 4. We apply Rao’s inequality for 
arrays [3] to this orthogonal array. We obtain the following inequality: 
Aq’ - 1 > Aq[-l(q - 1) + {@-yjLqf-’ - 1)/2}(q - 1)‘. 
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This inequality does not hold for t > 4 and q > 2. We show that t < 3. If 
t = 3, then from Rao’s inequality we have 
/zq3 - 1 > Izqyq - 1) + (Lq2 - l)(q - 1)‘. 
This is absurd except in the case q = 2. Thus q = 2 and n = A 1 2*, as 
claimed in Theorem 3. This completes the proof of Theorem 3. 
4. PROOF OF THEOREM 4 
Now we start to prove Theorem 4. Let B, ,..., BAO be the codewords of Y, 
where A0 = /Iq’. Let A,, (0 < h < n) be the adjacency matrix of Y of degree A, 
defined by 
A,(U) = 1, if d,(Bi, Bj) = h, 
= 0, otherwise. 
Since Y is schematic, we have 
AiAj = i ,u(i,j, h) A,, (0 < i,.i < n>, 
h=O 
(4.1) 
where p(i, j, h) is a nonnegative integer. We put A,,, = 0 in case there is an 
integer m (0 <m < n) such that d,(Bi, Bj) # m for any two codewords 
Bi, Bj. 
We shall divide the proof of Theorem 4 into two cases. 
Proof for the Case ,I = 1. Since c, = ct+ I =,...,= c,- 1 = 0, we have 1 + t 
independent equations (s, r) in 1 + t unknowns. So the cis are uniquely 
determined and are independent of the choice of a codeword. 
LEMMA 3. In Proposition 1 fq > ~1~(~,$~,), then cIel > (c~..~)‘. 
Proof. By Proposition 1 we get the following equations: 
C f-l= 
( i 
,” 1 k--I)> 
C t-2= rn2 (q2-l)-(t-l) t”l (q-l), 
( 1 ( 1 
C t-3= t!3 (q3-l)-(t-2) tt2 (q2-1) 
( 1 i i 
+ {(t-W- 1)/21 (,” l) (q- I>, 
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Cl-3 - (c,-J2 = (4 - 1) 
[i !  
1”3 tq*+q+ ‘)-W41f2) (4+ 1) 
+ (0 - 7-e - lIPI (t:i)-(illl)2(~-l~]* 
Let f(q) = (cte3 - (c,-,)*}/(q - 1). If we prove that f(q) > 0, then we 
complete the proof of Lemma 3. 
Since {(t - 2)(t - 1)/2}(/,) - (t - 2)(,“,) > 0 we easily find that f(q) > 0 
for q > n’&!,). 
LEMMA 4. There exist three codewords B, C, and D in Y such that 
d,(B,C)=n-tfl,d,(C,D)=n-t+l,andd,(B,D)=n-tt3. 
ProoJ From the proof of Lemma 3 we have c,-, # 0. Hence we may 
assume that there exist two codewords C and D such that 
d,(C,D)=n-t+ 1. So we may set c = (Yl Y..., Y,> and 
D = (Y 1 ,..., ytwl, 6, ,..., 6,). We shall denote by M the codewords B E Y such 
that P1 = yl, P2 = y2,..., Pt-3=~t-3y A=Is, Pt+l=~t+ly where IMI=q- 
Since Y forms an orthogonal array of strength t and index unity, we have 
I{BEMlB#C, d,(B,D)<n-tt2}1<n-(t+l). By Proposition2, 
n - (t + 1) ( q - 1. Hence there exists B in M such that d,(B, C) = n - t t 1 
and d,(B, D) = n -t t 3. 
Now we assume that q > n2(,n;21). From (4.1), 
(A~_~+,>~= 5 p(n-t+ l,n--t+ l,h)A,. 
h=O 
Multiplying by the all - I vector gives 
(Ct-,)2= h<op(n-tt Ln-tt l,h)C,-h. 
Since every term in this expression is a nonnegative integer, Lemma 4 
implies that p(n-ft 1, n-t+ 1, n--+3)#0. Lemma3 then gives a 
contradiction. Thus we have completed the proof of Theorem 4 in this case. 
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Proof for the Case I > 2. The proof for this case is similar to the proof 
for the case J = 1, so we give only an outline of it. We remark that the ci)s in 
Proposition 1 are uniquely determined and are independent of the choice of a 
given codeword because Y is schematic. 
LEMMA 5. Let Y be a code of length n over F and form an orthogonal 
array (N, n, q, t) of index 1. Let wj = CJ’:/ (i) cj and suppose that Y is 
schematic. Then the following equation holds for i = O,..., n - 1: 
ci= Y- 
; (;)(+l) (y) 
(-l)i+j+ 5’ (i) wj(-l)i+j, 
Jyt 
where3Lj=Aqt-jandcj<wj<(,I-l)(S)(t<j<n-1). 
The proof of Lemma 5 is similar to the proof of Lemma 1 of [ 1 l] except 
in our case Aj = Aq’-j. 
LEMMA 6. Let Y be a code of length n over F and form an orthogonal 
array (N, n, q, t) of index A. If 2n + 2 < q, then there exist three codewords 
B, C, and D in Y such that d,(B, C)=n- t + 1, d,(C, D)< n- t, and 
d,(B, D) = n - t + 2. 
The proof of Lemma 6 is similar to the proof of Lemma 2 of [ 111 
(cf. Lemma 4). 
Suppose that q > 2n + 2. Then by Lemma 6, there exist three codewords 
B, C, and D in Y such that d,(B, C)=n - t + 1, d,(C,D)=n-r 
(t<r<n-- l), and d,(B,D)=n-t+2. By Lemma5, we have 
ct-2 > Aq2 - /Inq 
(in;zl)-in(,n~2])z’ 
C t--l < J4 ,n;2, +d(n - 1) 
( 1 ( 1 
2 
bY21 ’ 
c,<t~-l> (;)a ( ,n;21). 
By (4.2)-(4.4) it follows that 
C t-2 -Ct-1C, > 0 
holds if q > n2( tn72I )’ A. Assume that q > n2( tn;21 )’ ,I. From (4.1) 
(4.2) 
(4.3) 
(4.4) 
(4.5) 
” 
A A n--f+1 n-i- = C ,a(n-t+ l,n-r,h)A,,. 
h=O 
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As in the case of R = 1, we have 
C t-lcr= ;1 ,a(n-t+ LII--r,h)Cn-h, 
CO 
where ,~(n - t + 1, n-r, n-t + 2) # 0 because of the existence of three 
codewords B, C, and D. Equation (4.5) then gives a contradiction. Thus we 
have completed the proof of Theorem 4. 
Remark. We may putf(n, A) = n2(t,;,1)2 /z in Theorem 4 from the proof. 
5. PROOFS OF THEOREM 5 AND THEOREM 6 
The proofs of Theorems 5 and 6 depend upon Eq. (t + 1). Let S E F”’ 
and let L be a (t + 1)typle (il ,..., it+,) of distinct integers i,, with 1 < i, < n. 
For economy of notations we denote the right-hand side of Eq. (t + l), 
c,(S, L), and cl+ l(S, L) by A co, and ct+ 13 respectively. In Theorems 5 and 
6, t is even. By Eq. (t + 1) in Proposition 1, we obtain co + c,+, =p. 
Therefore, there exist cl+ i codewords B E Y such that B, = S, and ct+, 
codewords B’ E Y- such that BL = S. Also there exist p - c,+ i = co 
codewords B” E Y’ such that B;I = S. 
If Y = Y’ as in Theorem 5, then co = ctfl. It follows that ct+, =,~/2 for 
every (t + 1).tuple S and every (t + l)-tuple L = (iI,..., i,+l) of distinct 
integers i,, with 1 < i, < n. This proves Theorem 5. 
Now we shall prove Theorem 6. Let S E F” 1 and let L be a (t + 1)-tuple 
(i i ,..., ittl) of distinct integers i,, with 1 < i, < n. We know that there exist 
C t+ i codewords B E Y- such that B, = S, and co codewords B’ E (Y-)’ 
such that B; = S. This shows that there exist ,D codewords B E Y- U (Y-)’ 
such that B, = S. Notice that this number ,U is independent of the choice of 
the particular (t + 1)-tuples S and L. Let L’ be a (t+ 1)-tuple 
(j, ,..., j,, n + 1) of distinct integers j,, with 1 <j, ,< n. In this case we know 
that there exist J. codewords B E Y- U (Y-)’ such that B,, = S. By counting 
in two ways the pairs (S, B) such that S E F’+ ’ and B E Y- U (Y-)‘, 
B, = S for some (t + I)-tuple L (= (iI,..., it+,)) of distinct integers i,, with 
1 < i, < n + 1. It follows that 
Hence we have p = /2. This proves Theorem 6. 
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