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A POSTERIORI ERROR BOUNDS FOR FULLY-DISCRETE
hp-DISCONTINUOUS GALERKIN TIMESTEPPING METHODS
FOR PARABOLIC PROBLEMS
EMMANUIL H. GEORGOULIS, OMAR LAKKIS AND THOMAS P. WIHLER
Abstract. We consider fully discrete time-space approximations of abstract
linear parabolic partial differential equations (PDEs) consisting of an hp-
version discontinuous Galerkin (DG) time stepping scheme in conjunction
with standard (conforming) Galerkin discretizations in space. We derive ab-
stract computable a posteriori error bounds resulting, for instance, in concrete
bounds in L∞(I; L2(Ω))- and L2(I; H
1(Ω))-type norms when I is the temporal
and Ω the spatial domain for the PDE. We base our methodology for the ana-
lysis on a novel space-time reconstruction approach. Our approach is flexible
as it works for any type of elliptic error estimator and leaves their choice of
up to the user. It also allows exhibits mesh-change estimators in a clear an
concise way. We also show how our approach allows the derivation of such
bounds in the H1(I; H−1(Ω)) norm.
1. Introduction
Adaptive numerical methods have shown great potential for the accurate and
efficient numerical treatment of evolution PDE problems due to their ability to of-
fer localized mesh resolution especially in the context of moving fronts, interfaces,
singularities, or layers (both boundary and interior). Such numerical methods pre-
dominantly admit spatial discretizations of variational type, e.g., finite element
methods (FEMs), in order to allow for general, possibly unstructured, dynamic
mesh modification. FEMs are also ideally suited for deriving mathematically rig-
orous a posteriori bounds due to their variational nature.
Classical works on adaptive finite element methods for parabolic problems [EJ91,
EJ95a,EJ95b,EJ95c,EJL98] are based on discontinuous Galerkin (DG) time step-
ping combined with FEM in space, and proving a posteriori bounds in various
norms using duality techniques. The key motivation in using DG in time, which
is also of variational type, is that it naturally allows for spatially-local-time step-
ping, i.e., different time step sizes in different parts of the spatial domain [Jam78,
EJT85,EJ91,MB97]. This classical, but as of yet undeveloped in full, concept of
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local adaptivity in both space and time has the potential of delivering substantial
computational savings and even complexity reduction.
In addition to the ability of Galerkin time marching schemes to employ locally
different time step sizes, their variational character also allows for arbitrary vari-
ations in the local approximation orders. They can therefore be cast naturally into
the framework of hp-approximation schemes. In the context of parabolic PDEs,
hp-version time marching methods can be used, for instance, to resolve an initial
layer in the (otherwise smooth) solution at high algebraic or even exponential rates
of convergence, see, e.g., the works [SS00,SS01,WGSS01] on linear parabolic PDEs,
and also [MSW05,MSW06] which employ a combination of hp-version time step-
ping with suitable wavelet spatial discretizations to yield a log-linear complexity
algorithm for nonlocal evolution processes involving pseudo-differential operators.
Additionally, we note the numerical analysis of high-dimensional parabolic prob-
lems using sparse grids in space; see [vPS04].
More recent results on rigorous a posteriori bounds for parabolic problems have
focused on extending the paradigm of the reliable and efficient a posteriori error
analysis of elliptic problems to the parabolic case [Pic98,Ver98,Ver03]. Such works
typically involve basic low-order time stepping schemes combined with various types
of FEM in space. A posteriori error bounds for DG time-stepping methods have
also appeared in the last few years; we point to [MN06, SW10, KMW16] which
are based on the reconstruction technique, to [ESV16, ESV17] which employ an
equilibrated flux approach, or to [GKSZ16] which presents a provably convergent
adaptive algorithm for a residual-type a posteriori estimator.
In this paper, we present what we believe to be the first a posteriori error
bounds for an hp-version DG-in-time and conforming Galerkin discretization in
space method for both L∞(I; L2)- and L2(I; H
1)-type a posteriori error bounds.
The key idea in an analytic reconstruction framework is to derive a PDE, which
is a perturbation of the original problem, via reconstruction of the numerical
method; a posteriori bounds are then deduced using PDE stability properties,
cf. [MN03, MN06, LM06, AMN06]. Our apporach in this paper is based on a
new space-time reconstruction technique which is an extension of both the recon-
struction for DG-time stepping methods [MN06, SW10] and elliptic reconstruc-
tion [MN03, LM06] to the fully-discrete setting. To that end, the key challenge
of constructing a globally time-continuous reconstruction in the presence of mesh
modification between time-steps is addressed by first reconstructing onto the solu-
tion space with respect to the spatial variables and then apply the DG reconstruc-
tion from [MN06] while, simultaneously, resolving a number of technical difficulties
to allow for the resulting a posteriori error estimates to be valid under minimal
solution regularity.
Our results are closely related, however, with important departures, to those
of [ESV16,ESV17,GKSZ16]. In particular, the new space-time reconstruction we
will define allows for the derivation of a posteriori upper bounds for each of the
following norms L2(I;X ) (Theorem 4.9) and H
1(I;X ′) (Remark 4.14) separately;
the Hilbert space X is the domain of a self-adjoint uniformly elliptic operator A
(see §2 for details). A key attribute of our approach is the flexibility in incorporating
any a posteriori elliptic error estimators available. For instance, when the equilib-
rated residual elliptic error estimators from [BPS09] are used (with X = H10(Ω)
and H = L2(Ω)), we recover very similar estimators to the upper bounds derived
in [ESV16, ESV17]. Importantly, however, the work [ESV16] shows that these
are also lower bounds for the “joint-norm” H1(I;X ′) ∩ L2(I;X ), and the art-
icle [ESV17] does the same for the L2(I;X ) under the condition h
2 < cτ , relating
the mesh-size h with the time-step τ for some constant c > 0. Also, in the present
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paper, we are not concerned with the interesting question of convergence of ad-
aptive algorithms as in [GKSZ16]. On the other hand, our approach, besides and
because of not being bound to any particular elliptic a posteriori error estimation
technique, permits the derivation of optimal-order a posteriori upper bounds for
the L∞(0, T ;H ) error (Theorem 4.11), which, to the best of our reading, are not
captured in [ESV16,ESV17,GKSZ16].
Outline. The remainder of this work is structured as follows: in §2 we set up the
framework for the paper by introducing the model PDE and its discretization, while
in §3 we provide the technical tools such as elliptic and time reconstructions, and
state their essential properties. In §4, we derive the a posteriori error bounds.
Specifically, with some of the notation to be introduced below, in order to derive
a posteriori error estimates for the fully discrete Galerkin scheme, we will pursue
the following steps:
Step 1. reconstruction of the DG solution in space on each time interval In to the
global space X (elliptic reconstruction, §3.1);
Step 2. reconstruction of the spatially reconstructed solution in time in order to
obtain continuity with respect to the time variable (time reconstruction, §3.6);
Step 3. derivation of a pointwise formulation of the DG method in space-time as
well as of a suitable error representation (§4.1);
Step 4. application of suitable energy arguments in order to deduce the desired
(computable) a posteriori error estimates (Theorems 4.9 and 4.11);
Step 5. estimation of the ensuing parts of the residual (§4.3ff.).
2. Model problem and space-time discretization
We introduce most of the notation and technical background for the paper.
In §2.1 we provide the functional analytic set-up for the abstract heat equation, a
related concrete Example 2.2, and we present the numerical scheme in §2.3.
2.1. Abstract Setting. Throughout this work, Bochner spaces will be used. To
that end, given an interval J ⊂ R, and a real Hilbert space Z with inner product
(·, ·)Z and induced norm ‖·‖Z , we define
(2.1) ‖u‖Lp(J;Z ) =

(∫
J
‖u(t)‖
p
Z
d t
)1/p
, 1 ≤ p <∞,
ess supt∈J ‖u(t)‖Z , p =∞.
We write Lp(J ;Z ) to signify the space of measurable functions u : J → Z such
that the corresponding norm is bounded. Note that L2(J ;Z ) is a Hilbert space
with inner product and induced norm given by
(u, v)L2(J;Z ) =
∫
J
(u(t), v(t))Z d t,(2.2)
and
‖u‖L2(J;Z ) =
(∫
J
‖u(t)‖2
Z
d t
)1/2
,(2.3)
respectively. We also let H1(J ;Z ) be the Sobolev space of all functions in L2(J ;Z )
whose (temporal) derivative is bounded in L2(J ;Z ), with the norm
(2.4) ‖u‖H1(J;Z ) =
(∫
J
‖u(t)‖
2
Z
+ ‖u′(t)‖
2
Z
d t
) 1
2
.
4 A POSTERIORI BOUNDS FOR FULLY-DISCRETE HP -DG TIMESTEPPING METHODS
Finally, the space C0(J ;V ) consists of all functions that are continuous on J , the
closure of J , with values in Z , endowed with the standard maximum norm
(2.5) ‖u‖C0(J;Z ) = max
t∈J
‖u(t)‖
Z
.
We consider henceforth two (real) Hilbert spaces X and H forming a Gelfand
triple
(2.6) X →֒H →֒X ′
where X ′ denotes the dual of X . The duality pairing 〈· | ·〉 of X ′ and X can be
seen as a continuous extension of the inner product (·, ·)H . In particular, identify-
ing H ′ ≃ H , for u ∈ H and v ∈ X , there holds
(2.7) 〈u | v〉 = (u, v)H ;
see, e.g., [Rou13, §7.2] for details.
Moreover, let
(2.8) A : X → X ′
be a self-adjoint linear elliptic operator continuous and coercive in the sense that
there exist constants C2.9,A , ♯ ≥ C2.9,A , ♭ > 0 such that
〈A v |w〉 ≤ C2.9,A , ♯ ‖v‖X ‖w‖X for each v, w ∈ X ,
〈A v | v〉 ≥ C2.9,A , ♭ ‖v‖
2
X
for each v ∈ X .
(2.9)
Given an initial value u0 ∈ H , a final time T > 0, denoting henceforth the time
interval
(2.10) I := (0, T ] ,
and given a source function f ∈ L2(I;X
′), we are interested in a Galerkin-type
numerical approximation of the function
(2.11) u ∈ H1(I;X ′) ∩ L2(I;X ),
which solves uniquely the linear parabolic initial value problem
(2.12) u′ + A u = f and u(0) = u0.
Incidentally, due to the continuous embedding
(2.13) H1(I;X ′) ∩ L2(I;X ) →֒ C
0(I;H ),
it follows that u belongs to C0(I;H ) [Rou13, e.g., Lemma 7.3] and initial condition
in (2.12) makes sense.
2.2. Example (concrete elliptic operators). A commonly encountered situ-
ation which can be cast in the above framework is the classical linear diffusion
equation, i.e., A v = −∇ · [A∇v], where, for a given open, connected, and bounded
domain Ω ⊂ Rd, d = 1, 2 or 3, we consider a given symmetric matrix-valued func-
tion A : Ω→ Rd×d, A ∈ L∞(Ω)
d×d, satisfying
(2.14) v⊺A(x)v ≥ C2.14,A, ♭ |v|
2
for each x ∈ Ω, for each v ∈ Rd,
for some constant C2.14,A, ♭ > 0. Here, we choose, e.g., H := L2(Ω), X := H
1
0(Ω),
and X ′ := H−1(Ω) to be the typical function spaces in the context of second-order
linear elliptic PDEs.
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2.3. Space conforming and time discontinuous Galerkin approximation.
Given a (real) linear space Z , the space of all Z -valued polynomials of degree at
most r, with r ∈ N0, on R is defined by
(2.15) Pr(Z ) :=
{
p : R → Z : p(x) =
∑r
i=0 zix
i for some (z0, . . . , zr) ∈ Z
r+1
}
.
In addition, if D ⊆ R, we define
(2.16) Pr(D;Z ) := {p|D : p ∈ P
r(Z )} .
In order to introduce the discontinuous Galerkin time stepping scheme for (2.12),
we consider a finite sequence of time nodes and time steps,
(2.17) 0 = t0 < t1 < . . . < tN = T, and τn := tn − tn−1 for n = 1, . . . , N,
as well as the corresponding time intervals
(2.18) In :=
{
{0} for n = 0,
(tn−1, tn] for n = 1, . . . , N.
Thus, we have a partition
(2.19) I := {In : n = 0, . . . , N}
of the time interval I.
Given a I -piecewise continuous function g : I ⊆ R → Z , we define its time
jump across tn, n = 0, . . . , N − 1, for given g(t
−
0 ), by
(2.20) JgKn := g(t
+
n )− g(t
−
n ),
where we introduce the one-sided limits
(2.21) g(t±n ) = lim
ǫ→0+
g(tn ± ǫ).
Moreover, we associate with the finite sequence of time instants t0, . . . , tN a finite
sequence of finite dimensional conforming subspaces
(2.22) Xn ⊂ X , for n = 0, . . . , N.
We will be using the smallest common superspace and largest common subspace
(2.23) X⊕n := Xn−1 + Xn and X
⊖
n := Xn−1 ∩ Xn,
respectively, and we assume that the sequence of spaces X0, . . . ,XN is such as to
maximize dimX⊖n with respect to dimXi, for i = n − 1, n, for each n = 0, . . . , N .
This assumption can be practically realized, for instance, by using compatible trian-
gulations or partitions, as exemplified in [LM06] or [LMP14], where the partitions
upon which the spaces Xn are built are coarsenings of an infinitely fine partition;
these partitions are computationally represented by finite subtrees of an infinite
tree, where the leaves of each subtree correspond to the actual elements of the cor-
responding partition. With the plain symbol X we occasionally represent a generic
finite dimensional space (which is eventually to be replaced by some of the finite
element spaces Xn, X
⊕
n or X
⊖
n ).
For a generic X -conforming finite element space X, we signify by πX the H -
orthogonal projection from X ′ onto X:
(2.24)
πX : X
′ → X
v 7→ πXv : (πXv,w)H = 〈v |w〉 for each w ∈ X .
Note that, due to (2.7), for v ∈ H , we have
(2.25) (πXv,w)H = 〈v |w〉 = (v,w)H for each w ∈ X.
When X is one of Xn, X
⊖
n , or X
⊕
n , for some n = 0, . . . , N , we write πn, π
⊖
n , π
⊕
n ,
respectively, to indicate πX.
6 A POSTERIORI BOUNDS FOR FULLY-DISCRETE HP -DG TIMESTEPPING METHODS
In order to introduce the time semidiscrete and space-time fully discrete spaces,
let rn ∈ N0, n = 1, . . . , N , be a polynomial degree. Then, consider the time
semidiscrete Galerkin space
(2.26) Y :=
{
V : [0, T ]→ X : V|In ∈ P
rn(In;X ) for each n = 1, . . . , N
}
,
respectively, the space-time fully discrete Galerkin space
(2.27) Y :=
{
V : [0, T ]→ X : V|In ∈ P
rn(In;Xn) for each n = 1, . . . , N
}
,
where Prn(In;Xn) are the space-time Galerkin subspaces. The fully discrete time-
discontinuous Galerkin and spatially-conforming (DGCG) approximation of (2.12)
is then an I -wise continuous function U ∈ Y, where I is the temporal partition
from (2.19), such that
U(t−0 ) := π0u0,(2.28)
and for n = 1, . . . , N ,∫
In
[(U′,V)H + 〈A U |V〉] + (JUKn−1,V(t
+
n−1))H
=
∫
In
〈f |V〉 for each V ∈ Prn(In;Xn),
(2.29)
where JUK0 = U(t
+
0 )− π0u0.
3. Reconstructions
We will next introduce some technical essentials with the a posteriori error ana-
lysis of §4 in mind. The main tools are the elliptic reconstruction (§3.1), time
lifting (§3.4), and time reconstruction (3.6). In §3.2 we make a crucial assumption
on estimator functionals’s availability, and we give some pointers to the relevant
literature. In addition, we discuss various error estimates that measure the time
reconstruction error; in particular, we state two identities which follow directly,
respectively, from [SW10, Theorem 2] and, taking into account the explicit repres-
entation of the time reconstruction, from [HW15, Lemma 1].
3.1. Elliptic reconstruction. Let X ⊂ X be a generic conforming Galerkin
space. Then, given the elliptic operator A from (2.8), we define the discrete elliptic
operator AX : X → X, for each w ∈ X, as AXw ∈ X such that
(3.1) (AXw, v)H = 〈A w | v〉 for each v ∈ X.
From the ellipticity of A , it follows that the discrete elliptic operator AX : X → X
is invertible. Note that the discrete elliptic operator’s domain may be extended
from X to all of X ; indeed, this may be convenient in some cases where we are
ready to give up its invertibility. Furthermore, we define the A -associated elliptic
reconstruction operator on X as
(3.2) RX := A
−1
AX : X → X .
If X is one of Xn, X
⊖
n , or X
⊕
n , for some n = 0, . . . , N , we denote AX by An, A
⊖
n , or
A
⊕
n , respectively.
Given the discrete solution U from (2.28) and (2.29), and a fixed time t. Since U
belongs to Y, we have U(t) ∈ Xn for the n = 0, . . . , N for which t ∈ In. Then, we
denote the time-parametrized elliptic reconstruction of U at time t as
(3.3) U˜(t) := RXnU(t) for t ∈ In.
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It follows that U˜ ∈ Y and may be written implicitly, for any n = 1, . . . , N , as the
solution of the t-dependent elliptic problem
(3.4) A U˜
∣∣∣
In
(t) = An U|In (t) for t ∈ In.
The initial value of U˜ is given by
(3.5) U˜(0) = U˜(t−0 ) := π0u(t
−
0 ).
Writing (3.4) in weak form, we have
(3.6) 〈A U˜(t) | v〉 = (AnU(t), v)H for each v ∈ X ,
and, upon restricting the test functions to Xn, we obtain
(3.7) 〈A U˜(t) | v〉 = (AnU(t), v)H = 〈A U(t) | v〉 for each v ∈ Xn.
Clearly this identity implies
(3.8)
∫
In
〈A U˜ |V〉 =
∫
In
(AnU,V)H =
∫
In
〈A U |V〉 for each V ∈ Prn(In;Xn),
for n = 1, . . . , N .
The discontinuity jump of a reconstructed function U˜ ∈ Y at a time node tn−1,
n = 1, . . . , N , is understood by taking one-sided limits, cf. (2.20), i.e.,
(3.9) JU˜Kn−1 = lim
ǫ→0+
U˜(tn−1 + ǫ)− U˜(tn−1 − ǫ).
In particular, letting A(t) := An when t ∈ In, we note that
A JU˜Kn−1 = lim
ǫ→0+
(AnU(tn−1 + ǫ)− An−1U(tn−1 − ǫ))
= AnU(t
+
n−1)− An−1U(t
−
n−1) =: JAUKn−1.
(3.10)
3.2. Assumption (elliptic a posteriori error estimates). For given g ∈ H ,
consider the abstract elliptic problem for w ∈ X defined by A w = g. Let X
be a generic X -conforming finite element space, and let w ∈ X be w’s Galerkin
approximation in X, defined implicitly as the solution of AXw = πXg, then some
a posteriori error bound holds, viz.,
(3.11) ‖w − w‖
Z
≤ EZ ,X[w, g],
with a suitable a posteriori error estimator EZ ,X, which we assume to be available
for Z representing any of the spaces X ,H or X ′. Recalling (3.4), assumption
(3.11) allows, for instance, to get a posteriori error control of the elliptic reconstruc-
tion error in the Z -norm, i.e.,
(3.12)
∥∥∥U˜ − U∥∥∥
Z
≤ EZ ,X[U,AXU] on In,
for the selection of spaces Z = X ,H , or X ′. Details on such a posteriori error
estimates can be found, e.g., in [AO00,Bra07,BS07]. It is worth mentioning that w
does not need to belong to X for (3.11) to hold, however, it is usually enough that
(w − w) is A -orthogonal to X in order to derive elliptic a posteriori error estimates.
3.3. Lemma (dual norm computable estimate). For each given v ∈ X ′, and a
generic X -conforming finite element space X, introducing the spatial finite element
function
(3.13) Ψ := AX
−1πXv,
the dual norm of v can be computably estimated by
(3.14) ‖v‖
2
X ′
≤ C22.9,A , ♯EX ,X[Ψ, v]
2 + C2.9,A , ♯ ‖Ψ‖
2
AX
,
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where ‖Ψ‖
2
AX
:= (AnΨ,Ψ)H . Furthermore, for each w ∈ X denoting by ̟Xw its
A -Ritz projection onto X, we have
(3.15) ‖A w‖
X ′
≤ C22.9,A , ♯EX ,X[̟Xw,A w]
2 + C2.9,A , ♯ ‖̟Xw‖
2
AX
.
Proof Following [LP12, Lemma 3.9], by introducing ψ such that
(3.16) X ∋ ψ := A −1v,
owing to the Cauchy-Schwarz inequality with respect to the A induced inner
product, we obtain the upper bound
(3.17) 〈v |φ〉 = 〈A ψ |φ〉 ≤ ‖ψ‖
A
‖φ‖
A
≤ C2.9,A , ♯
1/2 ‖ψ‖
A
‖φ‖
X
,
for all φ ∈ X , hence
(3.18) ‖v‖
X ′
= sup
φ∈X \{0}
〈v |φ〉
‖φ‖
X
≤ C2.9,A , ♯
1/2 ‖ψ‖
A
.
Also, putting Ψ := AX
−1πXv = ̟Xψ (ψ’s A -Ritz projection), and recalling that
ψ −Ψ is A -orthogonal to X, by Pythagoras’s identity, we get
(3.19) ‖ψ‖
2
A
= ‖ψ −Ψ‖
2
A
+ ‖Ψ‖
2
A
.
Then, by Assumption 3.2 we infer the a posteriori error bound
(3.20) ‖ψ −Ψ‖2
A
≤ C2.9,A , ♯ ‖ψ −Ψ‖
2
X
≤ C2.9,A , ♯EX ,X[Ψ, v]
2,
or a sharper constant 1 if an A -norm estimator EA ,X is available. Noting, in view
of Ψ ∈ X, the identity
(3.21) ‖Ψ‖
2
A
= 〈AΨ |Ψ〉 = (AXΨ,Ψ)H =: ‖Ψ‖
2
AX
,
we obtain the estimate (3.14). As for estimate (3.15), we derive it from (3.14) by
replacing v with A w. 
3.4. Time lifting. In order to define a time reconstruction of U˜ from (3.4), we
consider, for given n = 1, . . . , N , a linear time lifting operator
(3.22) χn : H → P
rn(In;H ).
It is defined, for each w ∈ H , by the Riesz representation
(3.23)
∫
In
(χn(w), V )H = (w, V (t
+
n−1))H for each V ∈ P
rn(In;H ).
3.5. Lemma (Space invariance under time lifting). For any linear subspace
W ⊆ H , the time lifting from (3.22) and (3.23) satisfies
(3.24) w ∈ W ⇒ χn(w) ∈ P
rn(In;W ).
In particular, writing 1A for the indicator function on a generic set A, and assuming
wn ∈ Xn for each n = 1, . . . , N , we have
(3.25)
N∑
n=1
χn(wn)1In ∈ Y.
Proof This result is a straightforward consequence of the explicit representation
of χn as described in [SW10, Lemma 6]. 
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3.6. Time reconstruction. Let us define the time-reconstruction Ŵ of a given
time-discrete function W ∈ Y as follows: for each n = 1, . . . , N , we let Ŵ |In ∈
P
rn+1(In;X ) to be taken as
(3.26) Ŵ
∣∣∣
In
(t) := W (t−n−1) +
∫ t
tn−1
[
W ′ + χn(JW Kn−1)
]
for t ∈ In.
Note the following characterization of Ŵ in weak form:
∫
In
(Ŵ ′, V )H = (JW Kn−1, V (t
+
n−1))H +
∫
In
(W ′, V )H for each V ∈ P
rn(In;X ),
(3.27)
with the initial condition
Ŵ (t+n−1) := W (t
−
n−1),(3.28)
for n = 1, . . . , N ; cf. [MN06, SW10]. In the case when W = U˜ , we denote its
time-reconstruction with Û instead of
̂˜
U .
3.7. Proposition (Time-reconstruction error identities). Let W be a Hilbert
subspace of H , and W |In ∈ P
rn(In;W ), n = 1, . . . , N , with Ŵ defined from W
through (3.26). Then, for givenW (t−0 ) ∈ W , the following approximation identities
hold
(3.29)
∥∥∥W − Ŵ∥∥∥
L2(In;W )
= C3.30,τn, rn‖JW Kn−1‖W ,
where
(3.30) C3.30,τ, r :=
(
τ(r + 1)
(2r + 1)(2r + 3)
)1/2
,
and
(3.31)
∥∥∥W − Ŵ∥∥∥
L∞(In;W )
= ‖JW Kn−1‖W .
Proof The first identity was first proven in [MN06, Lemma 2.2], and extended
to this exact form in [SW10, Theorem 2] accounting for the dependence on the
polynomial degree explicitly. The second equality follows directly by combining the
explicit representation formula derived in [SW10, Eq. (33)] with [HW15, Lemma 1].

4. A posteriori error analysis
We now provide the a posteriori error analysis for the fully discrete scheme (2.28)
and (2.29). To this end, we derive first in §4.3 an error-residual relation (via the
discrete method in pointwise form, see §4.1, and Lemma 4.2). Then, we analyze the
error-residual equation by a parabolic energy argument to obtain a posteriori error
bounds. Here our tools are Lemma 3.3, which bounds dual norms, Lemma 4.4,
which provides time-reconstruction estimators, and Lemma 4.6, which provides an
elliptic-reconstruction estimate. The main results are Theorems 4.9 and 4.11.
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4.1. Pointwise form. For each n = 1, . . . , N , applying the elliptic reconstruction
from (3.4), cf. (3.8), to the fully discrete space-time scheme (2.29), we have∫
In
[
(U′,V)H + 〈A U˜ |V〉
]
+ (JUKn−1,V(t
+
n−1))H
=
∫
In
〈f |V〉 for each V ∈ Prn(In;Xn),
(4.1)
and equivalently,∫
In
[
(U˜ ′,V)H + 〈A U˜ |V〉
]
+ (JU˜Kn−1,V(t
+
n−1))H
=
∫
In
〈f |V〉+
∫
In
(U˜ ′ − U′,V)H + (JU˜ − UKn−1,V(t
+
n−1))H ,
(4.2)
for each V ∈ Prn(In;Xn). Invoking U˜ ’s time reconstruction, signified by Û , as
per §3.6, and using (3.27), we deduce
(4.3)
∫
In
[
(Û ′,V)H + 〈A U˜ |V〉
]
=
∫
In
〈f |V〉+
∫
In
(U˜ ′ − U′,V)H + (JU˜ − UKn−1,V(t
+
n−1))H ,
for all V ∈ Prn(In;Xn). Note that (4.3) can be written in the pointwise form
Û ′ + A Û = Πnf + πn
(
U˜ ′ − U′
)
+ Û ′ − πnÛ
′
+ χn
(
πnJU˜ − UKn−1
)
+ A
(
Û − U˜
)
,
(4.4)
where, for n = 1, . . . , N , we denote by Πn : P
rn(In;X
′) → Prn(In;Xn) the fully
discrete L2(In;H )-orthogonal projection defined by
(4.5) f 7→ Πnf :
∫
In
(Πnf,V)H =
∫
In
〈f |V〉 for each V ∈ Prn(In;Xn).
4.2. Lemma (a time-derivative-space-projection identity). On each time in-
terval In, n = 1, . . . , N , we have the identity
(4.6) πn
(
U˜ ′ − U′
)
+ Û ′ − πnÛ
′ + χn
(
πnJU˜ − UKn−1
)
=
(
U˜ ′ − U′
)
+ χn
(
JU˜ − UKn−1
)
+ χn (JU− πnUKn−1) .
Proof. Using (3.26), for n = 1, . . . , N , we see that
Û ′ − πnÛ
′ = (I − πn)Û
′ = (I − πn)
(
U˜ ′ + χn
(
JU˜Kn−1
))
,
with I denoting the identity operator. Therefore, replacing the term Û ′ − πnÛ
′,
and observing that χn and πn commute, we have
(4.7) πn
(
U˜ ′ − U′
)
+ Û ′ − πnÛ
′ + χn
(
πnJU˜ − UKn−1
)
= U˜ ′ − πnU
′ + χn
(
JU˜ − πnUKn−1
)
.
The result follows upon noticing that πnU
′ = U′. 
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4.3. Error-residual relation. Now, introducing the time error ρ := Û −u, which
is Lipschitz continuous on I = [0, T ], subtracting (4.4) from the PDE (2.12), and
using Lemma 4.2, we arrive at the error equation
(4.8) ρ′ + A ρ = ξ := ξ1 + ξ2,
with
(4.9) ξi :=
N∑
n=1
1Inξ
i
n, i = 1, 2,
where, for n = 1, . . . , N , we introduce the error estimators
(4.10)
ξ1n := A
(
Û − U˜
)
+ U˜ ′ + χn(JU˜ Kn−1)− (U
′ + χn (JUKn−1)) + Πnf − f,
ξ2n := χn (JU− πnUKn−1) .
Note that the terms Πnf − f and χn (JU− πnUKn−1) occurring in the above estim-
ators are both computable, with the former term signifying the so-called oscillation
error while the latter term is typically called the mesh-change indicator.
4.4. Lemma (time reconstruction error bound). For n = 1, . . . , N we have
the explicitly computable bound
(4.11)
∫
In
∥∥∥A (Û − U˜)∥∥∥2
X ′
≤ (ηtimen )
2,
where, recalling the definition of A⊕n in §3.1,(
ηtimen
)2
:= C2.9,A , ♯C
2
3.30,τn, rn(JAUKn−1,
(
A
⊕
n
)−1
JAUKn−1)H
+ C22.9,A , ♯C
2
3.30,τn, rnE [
(
A
⊕
n
)−1
JAUKn−1, JAUKn−1].
(4.12)
Proof. Recalling (3.26) and using the fact that the elliptic operator A is time
independent, we immediately observe that Â U˜ = A Û. Therefore, with the aid of
Proposition 3.7 and (3.10), we conclude that
(4.13)
∫
In
∥∥∥A (Û − U˜)∥∥∥2
X ′
= C23.30,τn, rn
∥∥∥JA U˜Kn−1∥∥∥2
X ′
= C23.30,τn, rn ‖JAUKn−1‖
2
X ′
.
We notice that JAUKn−1 ∈ X
⊕
n , the smallest common superspace of Xn−1 and Xn;
cf. (2.23). Thus, choosing v := JAUKn−1, and setting Ψ := (A
⊕
n )
−1
JAUKn−1 in
Lemma 3.3 , we have
(4.14) ‖JAUKn−1‖
2
X ′
≤ C22.9,A , ♯EX ,X⊕n [Ψ, v]
2 + C2.9,A , ♯ ‖Ψ‖
2
A
⊕
n
.
Furthermore, we infer
‖Ψ‖
2
A
⊕
n
=
∥∥∥(A⊕n )−1 [An U|In (tn−1)− An−1 U|In−1 (tn−1)]∥∥∥2
A
⊕
n
= (JAUKn−1,
(
A
⊕
n
)−1
JAUKn−1)H ,
(4.15)
which leads to a computable quantity, provided we assume compatible meshes and
work on the least common refinement X⊕n of Xn and Xn−1. Combining (4.13)–(4.15)
completes the proof. 
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4.5. Remark (the time-invariant mesh case). We note that, if the spatial
mesh does not change at the time node tn−1, that is, if there holds Xn−1 = Xn,
then (4.15) simplifies to
‖Ψ‖
2
A
⊕
n
= ‖Ψ‖
2
An
= (JAUKn−1, JUKn−1)H ,(4.16)
which is easily computable. Alternatively, in case that there is a mesh change,
then the inversion of A⊕n can be circumvented by first using the Poincare´–Friedrichs
inequality
(4.17)
∥∥∥A (Û − U˜)∥∥∥
X ′
≤ C4.17,PF,X ′,H
∥∥∥A (Û − U˜)∥∥∥
H
,
and continuing as above.
4.6. Lemma (elliptic reconstruction error). For t ∈ In, n = 1, . . . , N , we have
(4.18)
∥∥∥U˜ ′ + χn(JU˜ Kn−1)− U′ − χn (JUKn−1)∥∥∥
X ′
≤ ηspacen ,
where the estimator is explicitly computable, depending on whichever elliptic es-
timator functional E is at hand as follows:
(4.19) ηspacen := EX ′,X⊖n
[
̟⊖n [U
′ + χn(JUKn−1)] ,AnU
′ + χn(JAUKn−1)
]
,
where ̟⊖n : X → X
⊖
n is the A -Ritz projector onto the intersection (i.e., the largest
common subspace) of Xn−1 and Xn.
Proof We proceed similarly as in [LM06, §4.7]. Specifically, for t ∈ In, notice that
(4.20) A
[
U˜ ′ + χn(JU˜ Kn−1)
]
= AnU
′ + χn(JAUKn−1) := g,
and
(4.21) A⊖n
[
̟⊖n (U
′ + χn(JUKn−1))
]
= π⊖n g.
The claim follows by applying (3.11). 
4.7. Remark (implicit mesh change estimation via spatial estimator).
Lemma 4.6 leads to a precision dictated by how large X⊖n , the intersection (largest
common subspace) of Xn and Xn−1, is, thereby implicitly giving rise to mesh-change
control. Namely, assuming compatible meshes, see [LM06, §A], and fixed spatial
polynomial degree, this estimator will limit the amount of coarsening allowed at
each time-step.
4.8. Control of the time error ρ in L∞(I;H ) and L2(I;X ). We test (4.8)
with ρ, and integrate from 0 to t ∈ I, to obtain
(4.22)
1
2
‖ρ(t)‖
2
H
+
∫ t
0
〈A ρ | ρ〉 =
1
2
‖ρ(0)‖
2
H
+
∫ t
0
〈ξ1 | ρ〉+
∫ t
0
(ξ2, ρ)H .
Invoking the coercivity property of the spatial operator A from (2.9) yields
(4.23) ‖ρ(t)‖
2
H
+ 2C2.9,A , ♭
∫ t
0
‖ρ‖
2
X
≤ ‖ρ(0)‖
2
H
+ 2
∫ t
0
∥∥ξ1∥∥
X ′
‖ρ‖
X
+ 2λ
∫ t
0
∥∥ξ2∥∥
H
‖ρ‖
H
+ 2 (1− λ)
∫ t
0
∥∥ξ2∥∥
H
‖ρ‖
H
,
for some λ ∈ [0, 1] to be specified later. Employing the Poincare´-Friedrichs inequal-
ity in space, that is,
(4.24) ‖v‖
H
≤ C4.24,PF,H ,X ‖v‖X ∀v ∈ X ,
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we infer
(4.25)
‖ρ(t)‖
2
H
+ 2C2.9,A , ♭
∫ t
0
‖ρ‖
2
X
≤ ‖ρ(0)‖
2
H
+ 2λ ‖ρ‖L∞(0,t;H )
∫ t
0
∥∥ξ2∥∥
H
+ 2
∫ t
0
(∥∥ξ1∥∥
X ′
+ C4.24,PF,H ,X (1− λ)
∥∥ξ2∥∥
H
)
‖ρ‖
X
.
Letting t⋆ ∈ [0, t] be such that ‖ρ‖L∞(0,t;H ) = ‖ρ(t
⋆)‖
H
, and using the Cauchy-
Schwarz inequality in time, we arrive at
(4.26)
‖ρ‖2L∞(0,t;H ) + 2C2.9,A , ♭
∫ t⋆
0
‖ρ‖2
X
≤ ‖ρ(0)‖
2
H
+ 2λ ‖ρ‖L∞(0,t;H )
∫ t
0
∥∥ξ2∥∥
H
+
(
1
C2.9,A , ♭
∫ t
0
(∥∥ξ1∥∥
X ′
+ C4.24,PF,H ,X (1− λ)
∥∥ξ2∥∥
H
)2)1/2
×
(
4C2.9,A , ♭
∫ t⋆
0
‖ρ‖2
X
)1/2
.
Hence,
(4.27)
‖ρ‖
2
L∞(0,t;H )
≤ 2 ‖ρ(0)‖
2
H
+ 4λ2
(∫ t
0
∥∥ξ2∥∥
H
)2
+
1
C2.9,A , ♭
∫ t
0
(∥∥ξ1∥∥
X ′
+ C4.24,PF,H ,X (1− λ)
∥∥ξ2∥∥
H
)2
.
Moreover, starting from (4.25) again, we also have
(4.28) 2C2.9,A , ♭
∫ t
0
‖ρ‖
2
X
≤ 2 ‖ρ(0)‖
2
H
+ ‖ρ‖
2
L∞(0,t;H )
+ 4λ¯2
(∫ t
0
∥∥ξ2∥∥
H
)2
+
2
C2.9,A , ♭
∫ t
0
(∥∥ξ1∥∥
X ′
+ C4.24,PF,H ,X
(
1− λ¯
) ∥∥ξ2∥∥
H
)2
,
for any λ¯ ∈ [0, 1]. Substituting the bound from (4.27) into (4.28), and choosing λ¯ =
λ, leads to
(4.29)
2C2.9,A , ♭
∫ t
0
‖ρ‖
2
X
≤ 4 ‖ρ(0)‖
2
H
+ 8λ2
(∫ t
0
∥∥ξ2∥∥
H
)2
+
3
C2.9,A , ♭
∫ t
0
(∥∥ξ1∥∥
X ′
+ C4.24,PF,H ,X (1− λ)
∥∥ξ2∥∥
H
)2
.
Hence, upon bounding ξ1 and ξ2 by computable quantities, we derive a posteri-
ori bounds for ρ in the L∞(I;H )- and L2(I;X )-norms, cf., (4.27) and (4.29),
respectively.
4.9. Theorem (L2(I;X )-norm a posteriori bound). With the setup of §2,
under Assumption 3.2, and upon introducing
(4.30) ηmeshn :=
∥∥ξ2n∥∥H , ηoscn := ‖f − Πnf‖X ′ , n = 1, . . . , N,
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we have the bound
(4.31)
‖u− U‖
2
L2(0,tn;X )
≤
6
C2.9,A , ♭
‖u0 − π0u0‖
2
H
+ 3
n∑
j=1
∫
Ij
EX ,Xj [U,AjU]
2
+
12
C2.9,A , ♭
λ2
( n∑
j=1
∫
Ij
ηmeshj
)2
+
21
C22.9,A , ♭
n∑
j=1
(ηtimej )
2
+
18
C22.9,A , ♭
n∑
j=1
(∫
Ij
(ηspacej )
2 +
∫
Ij
(ηoscj )
2
)
+
18
C22.9,A , ♭
C24.24,PF,H ,X (1 − λ)
2
n∑
j=1
∫
Ij
(ηmeshj )
2,
for any λ ∈ [0, 1] where ηtimej and η
space
j are the indicators from (4.12) and (4.19),
respectively.
Proof. By virtue of (2.28), we recall the equality ‖ρ(0)‖
H
= ‖u0 − π0u0‖H . Thence,
recalling (4.10), and using Lemmas 4.4 and 4.6, along with the simple inequality(∑4
i=1 ai
)2
≤ 4
∑4
i=1 a
2
i , we deduce from (4.29) that
(4.32)
‖ρ‖2L2(0,tn;X ) ≤
2
C2.9,A , ♭
‖u0 − π0u0‖
2
H
+
4
C2.9,A , ♭
λ2
( n∑
j=1
∫
Ij
ηmeshj
)2
+
6
C22.9,A , ♭
n∑
j=1
(
(ηtimej )
2 +
∫
Ij
(ηspacej )
2 +
∫
Ij
(ηoscj )
2
)
+
6
C22.9,A , ♭
C24.24,PF,H ,X (1− λ)
2
n∑
j=1
∫
Ij
(ηmeshj )
2.
Furthermore, using the triangle inequality, we obtain
(4.33)
‖u− U‖
2
L2(0,tn;X )
≤ 3 ‖ρ‖
2
L2(0,tn;X )
+ 3
∥∥∥Û − U˜∥∥∥2
L2(0,tn;X )
+ 3
∥∥∥U˜ − U∥∥∥2
L2(0,tn;X )
.
Applying the coercivity (2.9) of A , and recalling Lemma 4.4, we infer∥∥∥Û − U˜∥∥∥2
L2(0,tn;X )
≤ C−22.9,A , ♭
∥∥∥A (Û − U˜)∥∥∥2
L2(0,tn;X ′)
≤ C−22.9,A , ♭
n∑
j=1
(ηtimej )
2.
(4.34)
Moreover, using (3.12), we obtain
(4.35)
∥∥∥U˜ − U∥∥∥2
L2(0,tn;X )
≤
n∑
j=1
∫
Ij
EX ,Xj [U,AjU]
2.
Combining the last three estimates with (4.32), we arrive at (4.31). 
4.10. Remark (parameter tuning and long vs. short time integration).
The choice λ := min{1, t−1n } in Theorem 4.9 provides the correct scaling with
respect to the final time tn. Indeed, for short time computations (when tn ≤ 1) we
have λ = 1, and the L2-in-time term (which is multiplied by 1 − λ) vanishes. On
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the other hand, when tn > 1, we have λ = t
−1
n allowing for a ‘correctly’ scaled L1-
in-time term; indeed, the continuous and discrete versions of the Cauchy-Schwarz
inequality reveal that
(4.36) λ
( n∑
j=1
∫
Ij
ηmeshj
)2
≤ λtn
n∑
j=1
∫
Ij
(ηmeshj )
2 =
n∑
j=1
∫
Ij
(ηmeshj )
2,
for tn ≥ 1. This refined analysis of terms involving different temporal accumula-
tion allows for simultaneous treatment of both short- and long-time computation
regimes.
4.11. Theorem (L∞(I;H )-norm a posteriori bound). With the notation of
§2 and under Assumption 3.2, for n = 1, . . . , N , we have the bound
(4.37)
‖u− U‖L∞(0,tn;H ) ≤ 2 ‖u0 − π0u0‖
2
H
+ 4λ2
( n∑
j=1
∫
Ij
ηmeshj
)2
+
4
C2.9,A , ♭
n∑
j=1
(
(ηtimej )
2 +
∫
Ij
(ηspacej )
2 +
∫
Ij
(ηoscj )
2
)
+
4
C2.9,A , ♭
C24.24,PF,H ,X (1− λ)
2
n∑
j=1
∫
Ij
(ηmeshj )
2
+ max
j=1,...,n
(
E
H ,X⊖
j
[
̟⊖j JUKj−1, JAUKj−1
]
+ ‖JUKj−1‖H
)
+ max
j=1,...,n
sup
t∈Ij
EH ,Xj [U,AjU],
for any λ ∈ [0, 1].
Proof. Working similarly as in the proof of Theorem 4.9, i.e., using Lemmas 4.4
and 4.6, we transform (4.27) into the bound
(4.38)
‖ρ‖2L∞(0,tn;H ) ≤ 2 ‖u0 − π0u0‖
2
H
+ 4λ2
( n∑
j=1
∫
Ij
ηmeshj
)2
+
4
C2.9,A , ♭
n∑
j=1
(
(ηtimej )
2 +
∫
Ij
(ηspacej )
2 +
∫
Ij
(ηoscj )
2
)
+
4
C2.9,A , ♭
C24.24,PF,H ,X (1− λ)
2
n∑
j=1
∫
Ij
(ηmeshj )
2.
The triangle inequality then gives
(4.39)
‖u− U‖L∞(0,tn;H ) ≤ ‖ρ‖L∞(0,tn;H ) +
∥∥∥Û − U˜∥∥∥
L∞(0,tn;H )
+
∥∥∥U˜ − U∥∥∥
L∞(0,tn;H )
.
To estimate the second and third term on the right-hand side of (4.39), we ap-
ply (3.31), and the triangle inequality, to get
(4.40)
∥∥∥Û − U˜∥∥∥
L∞(0,tn;H )
= max
j=1,...,n
∥∥∥JU˜ Kj−1∥∥∥
H
≤ max
j=1,...,n
(∥∥∥JU˜ − UKj−1∥∥∥
H
+ ‖JUKj−1‖H
)
.
Next, for j = 1, . . . , n, we notice that
(4.41) A JU˜ Kj−1 = JAUKj−1, A
⊖
j ̟
⊖
j JUKj−1 = π
⊖
j JAUKj−1 .
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Hence, applying Assumption 3.2, we arrive at
(4.42)∥∥∥Û − U˜∥∥∥
L∞(0,tn;H )
≤ max
j=1,...,n
(
E
H ,X⊖
j
[
̟⊖j JUKj−1, JAUKj−1
]
+ ‖JUKj−1‖H
)
,
as well as, with the aid of (3.12),
(4.43)
∥∥∥U˜ − U∥∥∥
L∞(0,tn;H )
≤ max
j=1,...,n
sup
t∈Ij
EH ,Xj [U,AjU].
This completes the argument. 
4.12. Remark (choice of λ). As pointed out in Remark 4.10, the choice λ :=
min{1, t−1n } in the above estimate is again suitable in view of a simultaneous treat-
ment of both short- and long-time behavior of the error estimator.
4.13. Remark (mesh-change indicators). Referring to [SW10, Proposition 2],
we notice the explicit identity
(4.44)
∫
Ij
(ηmeshj )
2 =
(rj + 1)
2
τj
‖JU− πnUKn−1‖
2
H
,
for any i = 1, . . . , N .
4.14. Remark (error estimates for the temporal derivative). We conclude
this paper by briefly sketching an argument on how our techniques allow to de-
rive H1(I ;X ′)-type a posteriori error estimates. To this end, for any I -wise
sufficiently smooth function w, we define the broken (semi-) norm
|w|
2
H1(I ;X ′) :=
N∑
n=1
‖w′ + χn (JwKn−1)‖
2
L2(In;X ′)
,
with I signifying the time partition from (2.19). Then, recalling ρ from (4.8), the
triangle inequality yields
(4.45) |u− U|H1(I ;X ′) ≤ |ρ|H1(I;X ′) +
∣∣∣Û − U∣∣∣
H1(I ;X ′)
.
Let us discuss how the two terms on the right-hand side can be bounded a posteriori.
In order to control the first term on the RHS of (4.45), we start from (4.8), and
notice that
(4.46) ‖ρ′‖
X ′
≤ ‖ξ‖
X ′
+ C2.9,A , ♯ ‖ρ‖X .
Hence, since ρ ∈ H1(I;X ′), we deduce that
(4.47) |ρ|
2
H1(I ;X ′) = |ρ|
2
H1(I;X ′) ≤ 2 ‖ξ‖
2
L2(I;X ′)
+ 2C22.9,A , ♯ ‖ρ‖
2
L2(I;X )
.
The second term on the RHS of (4.47) is bounded by (4.32). To estimate the
first term, we recall ξ’s splitting (4.8), and note, thanks to the time-lifting proper-
ties §3.4, that ξ2|In ∈ P
rn(In;H ), for each n = 1, . . . , N . Thus, due to (2.7), for
each φ ∈ X , we have
(4.48) 〈ξ |φ〉 = 〈ξ1 |φ〉+ (ξ2, φ)H on I \ {t1, . . . , tN},
which, upon applying (4.24), leads to
‖ξ‖
X ′
≤
∥∥ξ1∥∥
X ′
+ C4.24,PF,H ,X
∥∥ξ2∥∥
H
.
Subsequently, following our arguments in §4.8, an a posteriori bound for the ex-
pression ‖ξ‖L2(I;X ′) can be obtained.
To estimate the second term on the RHS of (4.45), we observe the identity∣∣∣Û − U∣∣∣2
H1(I ;X ′)
=
N∑
n=1
∥∥∥U˜ ′ + χn(JU˜Kn−1)− U′ − χn (JUKn−1)∥∥∥2
L2(In;X ′)
,(4.49)
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which, in view of Lemma 4.6, can be transformed into an a posteriori bound.
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