The spectral energy distributions for pure-hydrogen (DA) hot white dwarfs can be accurately predicted by model atmospheres. This makes it possible to define spectrophotometric calibrators by scaling the theoretical spectral shapes with broad-band photometric observations -a strategy successfully exploited for the spectrographs onboard the Hubble Space Telescope (HST) using three primary DA standards. Absolute fluxes for non-DA secondary standards, introduced to increase the density of calibrators in the sky, need to be referred to the primary standards, but a far better solution would be to employ a network of DA stars scattered throughout the sky. We search for blue objects in the sixth data release of the Sloan Digital Sky Survey (SDSS) and fit DA model fluxes to identify suitable candidates. Reddening needs to be considered in the analysis of the hottest and therefore more distant stars. We propose a list of nine pure-hydrogen white dwarfs with absolute fluxes with estimated uncertainties below 3 %, including four objects with estimated errors < 2 %, as candidates for spectrophotometric standards in the range 14 < g < 18, and provide model-based fluxes scaled to match the SDSS broad-band fluxes for each. We apply the same method to the three HST DA standards, linking the zero point of their absolute fluxes to ugr magnitudes transformed from photometry obtained with the USNO 1-m telescope. For these stars we estimate uncertainties of < 1 % in the optical, finding good consistency with the fluxes adopted for HST calibration.
INTRODUCTION
Good flux standards are hard to get. Ground-based observations are limited in accuracy by time-dependent variations in transparency of the terrestrial atmosphere. Spaced-based fluxes are free from atmospheric distortions, but are more difficult to relate to standard sources in the laboratory. In addition, charge-transfer efficiency problems in CCDs become more acute in space due to bombardment by highenergy particles. Despite these issues, the Hubble Space Telescope CALSPEC spectrophotometric standards, advertised to provide absolute fluxes good to about 1-2 % in the optical and near-infrared, constitute the preferred reference.
The CALSPEC absolute fluxes are based on model atmospheres for three hot DA white dwarfs normalized to Landolt V -band photometry (Bohlin 1996 (Bohlin , 2000 Bohlin, Dickinson & Calzetti 2001) . In this calibration, the spectral en-⋆ E-mail: cap@mssl.ucl.ac.uk ergy distribution postulated for these stars is computed with hydrostatic plane-parallel NLTE pure-hydrogen model atmospheres calculated with the code Tlusty (see §2). These atmospheres consist of pure hydrogen, and are free from convection. Under the assumption that the physics of DA atmospheres is well-known, these objects are then promoted to space calibration sources (see, e.g., Holberg et al. 1982 Holberg et al. , 1991 Finley, Basri & Bowyer 1990; Bohlin, Colina & Finley 1995; Kruk et al. 1999; Sing, Holberg & Dupuis 2002; Liebert, Bergeron & Holberg 2005; Dixon et al. 2007) . Comparison with trigonometric parallaxes available for the brightest DA white dwarfs gives empirical support to this procedure (Holberg, Bergeron & Gianninas 2008) .
Fitting intermediate-resolution spectra of these stars provides estimates of the two parameters that define their atmospheric models, effective temperature and surface gravity, with a precision better than ∼ 1% and 0.1 dex, respectively. These uncertainties influence the predicted spectral energy distribution to a level of < 1 % throughout the opti-cal and near-infrared. The solidity of the theoretically predicted relative fluxes can be appraised by comparing calculations with independent codes. For an effective temperature of 20,000 K, LTE models computed by Koester (e.g., Kilic et al. 2007 ) predict continuum spectra that deviate from Tlusty's by only 0.5 % in the optical and near-infrared, and the differences reach only 1% at 30,000 K, due in part to departures from Local Thermodynamical Equilibrium (LTE), as illustrates Fig. 1 .
DA white dwarfs are ideal calibration sources for other reasons. They are intrinsically faint, and therefore located at small distances, which renders their observed fluxes unaffected by interstellar extinction. Comparatively, B-and A-type stars, also with relatively smooth continua dominated in the optical and near-infrared by bound-free hydrogen opacity, present several disadvantages. They show weak metal lines, are located at larger distances from Earth, and some are surrounded by disks (Laureijs et al. 2002) , which might disturb their spectral shapes in the infrared. Furthermore, many early type stars rotate fast (see the example of Vega; Adelman & Gulliver 1990) and, although this is hard to detect in the spectrum when the rotational axis is aligned with the line of sight, rotation can distort significantly their spectral energy distribution and broad-band colors (Pérez Hernández et al. 1999 , Aufdenberg et al. 2006 .
F-type subdwarfs such as the SDSS standard (BD +17 4718; Bohlin & Gilliland 2004; Ramírez et al. 2006) are abundant in the turn-off of the Galactic halo and thickdisk populations, but again, they are located at considerably larger distances, and their continua are influenced by both hydrogen and H − photoionisation, with the contribution of the latter varying depending on the number of free electrons available, which makes their spectral shape dependent on their exact metal abundance, increasing the complexity of the model atmosphere calculations.
In addition to the three fundamental DA stars that set the CALSPEC absolute fluxes, Hubble Space Telescope (HST) spectrophotometry links observations of other stars (some of which are DA) to the fundamental standards, expanding the calibration network to about two dozen objects throughout the sky. This is important, as three standards are not enough for accurate calibrations, in particular for ground-based observations where small angular separations between target and calibrator are a must. Nonetheless, this two-step process may result in a loss of accuracy and, due to the miscellaneous nature of the secondary calibrators and the resulting large range in distance and extinction, significant variations in quality across the sky.
The link between the secondary HST flux standards and the three primary ones depends on the calibration of the time-dependent response of the HST spectrographs. The risk of using secondary standards is nowhere more evident than in the recent update of Vega's HST spectrophotometry. After considering charge transfer efficiency corrections for the STIS CCD (see Goudfrooij et al. 2006) , the slope in the Paschen continuum was modified by about 2%. Such a change implies a decrease in the inferred effective temperature from 9550 K to 9400 K (Bohlin 2007) , and in fact, it solves a long-standing discrepancy between the HST and the IUE-INES flux scales (García-Gil et al. 2005) .
Instead of using secondary standards, based themselves of observations that are ultimately tied to the three white dwarfs chosen by Bohlin and collaborators, the flux scale can be set in a single step using a larger number of wellbehaved pure-hydrogen hot white dwarfs. But those must be first identified.
While bright flux standards have been favoured in the past, there is a growing need for fainter standards. The SDSS camera and spectrographs cannot observe standards brighter than about 14 magnitude in their normal mode of operation: transfer delay integration CCD operation would not be feasible, and very short exposure times would lead to large errors in the fluxes. This situation is likely to become more exhacerbated for upcoming instrumentation.
The Sloan Digital Sky survey is a major source of large numbers of DA white dwarfs in the range 14 < V < 21 (Harris et al. 2003 , Kleinman et al. 2004 , Eisenstein et al. 2006 . In this work, we use spectra and photometry in the sixth data release (Adelman-McCarthy et al. 2008 ) to identify hot DA stars, deriving a homogeneous set of atmospheric parameters and absolute fluxes for them to propose an expanded network of DA primary standards. Section 2 elaborates on our analysis procedure. Section 3 describes our sample and the results. Section 4 describes the determination of the zero points of the absolute flux scale, and in §5 we present our standard candidates. Section 6 revisits the determination of atmospheric parameters for the HST primary standards, and §7 closes the paper with a brief summary.
ANALYSIS
We focus on DA stars with a surface temperature warmer than 20,000 K. This avoids known problems with models for DA cooler than about 12,000 K for which unexpectedly large surface gravities are derived from the analysis of Balmer lines (see, e.g. Bergeron, Saffer & Liebert 1992 , Eisenstein et al. 2006 . Our choice of temperatures avoids the presence of convective energy transport in these atmospheres, allowing us to safely assume radiative balance.
We use an unpublished grid of model fluxes for DA stars previously calculated by Hubeny. The model atmospheres contain only hydrogen and are computed, in Non-LTE, with the code Tlusty . The code, and the hydrogen model atom used are publicly available from the Tlusty web site 1 . We considered surface gravities in the range 7 < log g < 9.5 (c.g.s. units). Among the most important ingredients, H line profiles were calculated with the Stark broadening tables of Lemke (1997) , and the level dissolution, occupation probabilities, and the pseudo-continuum opacities were taken from Hubeny, Hummer & Lanz (1994) .
Our spectral analysis uses the same code and principles outlined in Kilic et al. (2007) , but we have added one more dimension to the problem in order to account for reddening. For each star we determine the trio (T eff , log g, E(B − V )) of a model that matches best the observations in the region 385 − 540 nm (air wavelengths). The spectra are either normalized by a constant, taken as the median value of the flux in the selected spectral window, or by a polynomial model of the star's pseudocontinuum (see §3 for more Only the shape of the spectrum is of interest for our purposes, and the fluxes are arbitrarily normalized by a constant to match perfectly at log λ = 3.67 (4677.352Å). The lower panels show the flux ratios details). A wavelength grid equidistant in log λ was employed. The theoretical fluxes are computed for a discrete grid with steps of 2,000 K and 0.5 dex for T eff and log g, respectively, and smoothed to a FWHM (≡ δλ) resolving power of λ/δλ = 2000, which approximately corresponds to that of the SDSS spectra. Reddening is introduced with a discrete grid sampling 0 < E(B − V ) < 0.095 in steps of 0.005 mag, using the prescription of Fitzpatrick (1999) with
The optimization is based on the Nelder-Mead method (Nelder & Mead 1965) assisted by Bezier quadratic interpolation in the grid of synthetic fluxes (see, e.g., Auer 2003) . Internal uncertainties are estimated, assuming the errors in the fluxes are normally distributed, from the diagonal of the inverse of the curvature matrix.
SAMPLE SELECTION
With the goal of identifying solid DA candidates for a network of flux standards, we scanned the SDSS DR6 photometric catalog in search for hot objects satisfying (u − g)0 < 0.6 and (g − r)0 < −0.2. We also imposed the constraint of a moderate estimated extinction towards the sources: Ag < 0.827, with Ag from the dust maps of Schlegel, Finkbeiner & Davis (1998) . This is approximately equivalent to E(B − V ) < 0.27 mag, but this value would only apply to objects outside the Milky Way, or at least beyond the extinction layer; we will later restrict our analysis to stars with E(B − V ) < 0.1. To allow a reliable determination of the stellar parameters, necessary to assign unique theoretical spectral energy distributions, we also limited our search to sources in the range 14 < g < 17. Our query to the SDSS Catalog Archive Server (CAS; Thakar et al. 2008 ) returned 598 objects 2 . Viable DA candidates must show spectra that are well matched by DA models. Thus, we downloaded the spectra for all the selected targets and analyzed them following the prescription in §2. The quality of the fittings was assessed from the χ 2 statistics, and used to select the sources that were closely approximated by theoretical fluxes for DA stars. Although white dwarfs are very dim, at the faint magnitudes covered by the SDSS hot DA are at distances of a few hundred pc, and extinction becomes significant, at least when aiming at modeling flux distributions with high accuracy.
The radial velocities determined by the SDSS pipeline were used to correct the Doppler shifts in the spectra before the analysis, and both the model fluxes and the observed spectra were normalized to have a median flux equal to one in the wavelength range used in the analysis. Only Table 1 , as the table gives the average results for two types of analyses: those using spectra that preserve continuum information such as those shown here, and those using continuum-corrected spectra.
57 objects which spectra were matched by the model fluxes with χ 2 < 0.63 and with derived atmospheric parameters 21, 000 < T eff < 85, 000K and 7.1 < log g < 9.4, and limited extinction, 0.0 E(B − V ) < 0.095, were retained for further analysis. Fig. 2 shows a few representative examples of the fittings in the case where the spectra are normalized by their median fluxes in the analysis window. As mentioned earlier, we also analyzed the spectra after rectifying the continuum shape.
In Fig. 3 we show the determined atmospheric parameters for the sample. As expected, the derived gravities decrease smoothly for hotter stars (see, e.g. Althaus et al. 2005) . At least in the range 20, 000 < T eff < 40, 000 K, three clear groups are apparent. These likely correspond to the three mass clusters found for DA white dwarfs in studies using the Palomar Green survey (Liebert et al. 2005) , and in earlier SDSS data releases (e.g. Kepler et al. 2007 , DeGennaro et al. 2008 . Perhaps due to our strict selection criteria for the quality of the fittings, and the resulting minute error bars, the three groups appear here more cleanly separated than in previous reports. We note that heavy elements are more commonly found in the atmospheres of DA stars hotter than 50,000 K (Barstow et al. 2003b ), making such stars statistically more vulnerable to underestimated effective temperatures when their hydrogen lines are interpreted with pure-H model atmospheres (Barstow, Hubeny & Holberg 1998) . The group of low-mass white dwarfs with T eff < 40, 000 K and log g < 7.5 are probably the result of stellar evolution in close binary systems, which makes their radial velocities likely to vary. Kilic et al. (2007) considered both continuum-corrected fluxes and relative fluxes on the determination of atmospheric parameters for DA white dwarfs from medium resolution MMT spectra. Their conclusion was that using wellcalibrated relative fluxes helped considerably to reduce degeneracies, and no significant systematic differences in the inferred surface gravities were apparent. The continuumcorrected spectra are immune to the distortions of interstellar extinction, and therefore similar surface temperatures obtained by the two methods places a limit to the interstellar absorption that the spectra in our sample have suffered.
We repeated such an experiment for the particular case of the SDSS spectra considered in this work. Reddening needs not be considered when analyzing the continuumcorrected spectra. However, if reddening is neglected (forcing E(B − V ) = 0) in the analysis of spectra containing contin- Figure 3 . T eff and log g derived from the analysis of spectra with continuum information such as those illustrated in Fig. 2 . The uncertainties are internal and do not consider systematic errors in the models or the observations. Note that a non-linear scale is being used for the abscissae for the sake of clarity. uum information, a systematic trend is apparent. This is illustrated in Fig. 4 , where the derived T eff from continuumcorrected spectra are typically higher, in particular for the hotter stars, in line with the expected signature of interstellar reddening. When reddening is considered, such trend is effectively removed, and the agreement between the two methods greatly improved, as shown in Fig. 4 . Systematic differences are also present in log g, for both cases (with and without reddening corrections), but these are also reduced when reddening is accounted for and have nevertheless a far smaller impact on the absolute fluxes.
The results based on spectra with continuum information are more precise, but are also more exposed to systematic errors in the SDSS flux calibration. Our analysis of such spectra, when reddening is considered, returns parameters that are on the same scale as those from continuum-rectified spectra. Therefore, we adopt as the final parameters (T eff and log g) the weighted average of the two analyses. It is also noticeable in Fig. 4 that the internal random errors derived from each method are not always consistent. Conservatively, we adopt as 1 − σ uncertainties the sum in quadrature of the estimated random uncertainties and the systematic difference between the two methods. By fitting the spectra with continuum information with the T eff and log g fixed to the average values and allowing E(B − V ) to vary, we derive an estimate for the uncertainty in E(B −V ) for each star, which is again added in quadrature with the internal uncertainty to obtain the final estimate. The final adopted parameters are given in Table 1 . Typical (median values) uncertainties are 1.8 %, 0.047 dex, and 0.032 mag in T eff , log g, and E(B −V ), respectively. These uncertainties in T eff and log g are slightly larger than those inferred by Liebert et al. (2005) for their analysis of spectra with typically higher signal-to-noise ratios but lower resolution. There are three spectra of the star SDSS J033133.89+010327.9, and the derived parameters are fairly consistent.
Most of the stars in our sample (exactly 43; see Table  1 ), are included in the SDSS-DR4 catalog of DA stars of Eisenstein et al. (2006) . Between 20,000 and 30,000 K, the T eff values of Eisenstein et al. are lower than ours by a few percent, and the trend reverses for warmer temperatures, with the Eisenstein et al. values being up to ∼ 10 % higher than ours at about 65,000 K. We find good agreement between our surface gravities and those from the SDSS-DR4 catalog at the lowest temperatures in our sample (∼ 20, 000 K), but growing discrepancies at warmer temperatures, with the SDSS-DR4 values being ∼ 0.25 dex higher around 65,000 K. There are 15 stars included in Table 1 which are also part Figure 4 . Comparison between the atmospheric parameters retrieved for our SDSS sample stars using continuum-corrected spectra and spectra that preserve the continuum shape. The left-hand panels correspond to the case when reddening is neglected, while the right-hand panels correspond to an analysis that accounts for reddening in the catalog of DA stars from the Palomar Green survey (Liebert et al. 2005 ). The Liebert et al. surface temperatures are also a few percent lower than ours in the range 20, 000 < T eff < 30, 000 K, but they are lower by as much as 10 % at about 60,000 K. Their surface gravities are systematically higher by 0.08 ± 0.02 dex, and it should be noted that a similar discrepancy was also found by Liebert et al. when they compared their gravities with several other investigations (Finley et al. 1997 , Marsh et al. 1997 , Homeier et al. 1998 , Koester et al. 2001 ). In the hot end, our temperature scale is intermediate between those of Eisenstein et al. and Liebert et al., which differ from each other by ∼ 20 %.
ABSOLUTE FLUXES
Once the atmospheric parameters, surface gravity and effective temperature, have been determined for the DA, their surface radiative flux is given by the corresponding model atmospheres. Only a small part of their spectrum (385 − 540 nm) is actually used in the parameter determination described above, but the employed grid of model fluxes extends to the entire optical region (300 − 700 nm), and therefore we determine absolute fluxes for the broader spectral region.
The quantity of interest is the flux received at the Earth, which is related to the stellar surface flux provided by the model atmosphere by the angular diameter, or more precisely by the square of the ratio of the distance between the star and the Earth and the stellar radius. Fairly accurate estimates for the radii of DA white dwarfs are possible based on models, but no direct estimates are available for the distances to these faint DA. A direct approach that can be followed instead is to use broad-band photometry to scale the theoretical flux distributions. Fig. 5 illustrates the span of the SDSS ugr bands and the coverage of the theoretical spectra. With a typical uncertainty of 0.02 mag in each filter, considering the three together gives an expected uncertainty in the absolute scale of the fluxes of about 1%. This figure is comparable or smaller than the expected uncertainty in the relative fluxes, but it presumes no systematics.
In practice, we derive synthetic absolute fluxes at the stellar surface for the corresponding atmospheric parameters and extinction for each DA by interpolation in our grid, and determine synthetic photometry in the ugr bands using the filter responses for point sources observed at an airmass of 1.3 available from the SDSS web pages 3 . For clarity, we refer to the observed magnitudes with letters in italic (ugr, indicating SDSS PSF magnitudes as extracted from the DR6 CAS) and to those calculated at the stellar surface in bold (ugr). For each star, the difference between the magnitudes computed for the the photosphere and those measured at the Earth can be derived for each band as δm ≡ m − m, with m(m) replaced by u, g or r (u, g or r). In the absence of systematic errors, these three values will be consistent and
where R is the stellar radius, and d the distance to the star.
(Recall that the effect of interstellar extinction is already included in the model magnitudes m). Table 2 gives the observed magnitudes and the δ values for each star. There is an average offset < δu − δg >= 0.0590 ± 0.0056 mag, but the results are more consistent for g and r with < δr − δg >= −0.0068 ± 0.0051 mag. The observed u magnitudes should be reduced by 0.04 magnitudes to place them on the AB system (Oke & Gunn 1983) , as recommended in the SDSS web pages (www.sdss.org; see also the discussions in Eisenstein et al. 2006 , Ivezić et al. 2007 ). However, after applying this correction, the values for δu we derive are still offset from those for g and r by 0.02 mag. There is no dramatic variation in the uncertainties in the observations for each filter, with median values of 0.0179, 0.0176, and 0.0150 mag for u, g, and r, respectively, but dropping u seems the most sensible option. There are known issues with the u filters, such as flatfielding problems, a red leak which might affect the observations particularly if there are nearby unresolved cooler objects (Adelman-McCarthy et al. 2008 , Stoughton et al. 2002 , and a recently discovered variation with time of the effective filter transmission caused, most likely, by a degradation of the UV coating of the u-band CCDs (Abazajian et al. 2009 ). In addition, even if the detected δu−δg offset is removed, the median 1σ scatter in the average δ is 0.025 mag, but this value is reduced to 0.016 mag when only g and r are considered.
THE PROPOSED STANDARDS
As discussed in the introduction, the uncertainties in the relative shape of the spectral fluxes computed for DA stars are at the level of < 1 %, but given that we do not know exactly the atmospheric parameters and the amount of interstellar reddening, additional contributions to the error budget need to be considered.
To evaluate the impact of the uncertainties in the derived T eff , log g and E(B − V ) on the optical spectral energy distributions assigned to each of the DA, we interpolate fluxes after perturbing each parameter by the expected 1−σ uncertainty. Because we are normalizing the fluxes of our sample stars to match the SDSS g magnitudes, we normalize the spectra at the weighted average wavelength for the g passband, which is 4686Å. Fig. 6 illustrates the results for the four stars included in Fig. 2 . Depending on the star, the uncertainties in T eff or E(B − V ) dominate the errors in the relative fluxes; log g has always a minor effect. Large errors are observed in the cores of the Balmer lines, which are particularly sensitive to changes in T eff and surface gravity. We combine the three contributions in quadrature to estimate the final uncertainties. Although it is possible to determine and use the internal covariances among the errors in the parameters to estimate the uncertainties in the fluxes, the fact is that the errors in the parameters are dominated by the contributions from the systematic offsets between the analyses using continuum-corrected spectra and those in which the continuum shape is preserved, and therefore we simply assume that the errors are weakly correlated.
The error budget for each of the DA in our sample combines the wavelength-dependent uncertainties in the relative fluxes, just discussed, with those in the zero point magnitudes -set by the average between the observed and predicted fluxes in the g and r bands. Useful flux standards should have reasonable uncertainties. We select only DA stars with an total uncertainty < 5% at all wavelengths in the optical, and < 3% between 4500 < λ < 7000Å. There are 9 stars in our sample that satisfy these criteria. These are compiled in Table 5 , where we also provide uncertainty estimates at four different wavelengths. We include the expected errors in the theoretical spectral energy distributions (1 %). The theoretical spectral fluxes at the Earth for these stars are given in electronic format 4 . 
THE HST STANDARDS
As a result of the analysis presented in the previous sections, we have identified a number of stars for which the absolute fluxes have an expected uncertainty < 2 % throughout the optical (see Table 3 ). An obvious question is how these fare in comparison with the HST standards. To answer this question we follow exactly the same steps as for the SDSS stars: fitting the STIS spectra normalized to their median in the spectral window, or normalized to the continuum, adopting averaged T eff /log g, etc. The original spectra, obtained from the CALSPEC web site, have a resolving power about 1000 in our range of interest (STIS L-mode observations), which is half of the resolution of the SDSS spectra considered earlier, and this taken into account in the analysis. We first assumed that the spectra were at rest, and after finding the best-fitting models, we determined Doppler shifts of +5, −18, and 13 ± 2 km s −1 by cross-correlation, corrected them, and repeated the optimizations. We refer the reader to Bohlin, Dickinson & Calzetti (2001, and references therein) for more details about the observations. The derived parameters are given in Table 4 . Fig. 7 is the equivalent of Fig. 2 for the HST standards, and includes the fitting to the continuum-rectified spectrum of GD 71. Note that the parameters previously used for assigning model fluxes to these stars were based on LTE model atmospheres.
As a reference, we passed the HST fluxes for the three standards through the SDSS filter responses for ugr. The results are included in Table 5 . Holberg & Bergeron per- Table 4 . Atmospheric parameters for the three HST standards. formed the same exercise and our results agree with theirs to within 0.003 mag, with the exception of the g band for GD 71, which they found 0.012 mag brighter. As can be seen in the table, the agreement between the derived δm values across the three bands is better than 0.001 mag for G 191 B2B and GD 71, and only slightly larger (0.005 mag) for GD 153, indicating that the good agreement illustrated in Fig. 7 extends to the u and r bands.
To set the zero point of the fluxes we examine first the ugr photometry obtained with the Apache Point 0.5-m photometric telescope (PT) and transformed to the 2.5-m SDSS scale (obtained by S. Kent and D. Tucker; published by Holberg & Bergeron 2006) . The results are included in Table 6 . We note, as Holberg & Bergeron did, an anomalous g-band magnitude for GD 153. After reducing the u magnitudes by 0.04 mag to place them in the AB system, the zero points for G1912B2 and GD 71 agree among the three bands ugr to about 0.005 mag. The zero point in GD 153 agrees to 0.001 mag between the u and r bands (again, after reducing u by 0.04 mag), but these disagree with that from the g band by 0.05 mag. Comparing the differences between the synthetic photometry and the observed magnitudes, the δ values, with those determined for the HST spectra, we find an excellent agreement for G 191 B2B and GD 153 (ignoring the g band for the latter). There is, however, a systematic offset of about 0.02 mag between the HST absolute fluxes for GD 71 and the PT photometry for this star.
Given these issues, we consider new photometry obtained using the USNO 1-m telescope. The new observations are described in the Appendix, and the mean ugr magnitudes, in the SDSS 2.5-m system, are summarized in Table  5 . We prefer the new photometry and will adopt it in the discussion below. The formal uncertainties for the USNO photometry (σ/N ; as given in Table 5 ) are typically smaller than for the PT photometry 5 , due to a larger number of measurements available. In addition, while two transforma- Table 5 . Photometry and zero points for the three HST standards. The uncertainties quoted correspond to the standard error of the mean from the multiple observations available. The PT photometry includes 7 measurements for G 191-B2B, 1 for GD 153, and 5 in u and 6 in g and r for GD 71. The more recent USNO photometry includes 8 measurements in u and 9 in g and r for G 191-B2B, 4 in all bands for GD 153, and 12 in u and r, and 11 in g for GD 71. Name u g r δu δg δr δ (g and r)
HST spectra G tions are required to place the PT photometry on the SDSS 2.5-m ugriz system, only one transformation is necessary for (Tucker et al. 2006) . Overall, the scatter between the g and r band scaling factors (δ) is increased relative to the earlier PT photometry, but more in line with expectations at about 1 % (Smith et al. 2002) . The newer observations bring the g-band magnitude of GD 153 in line with the scaling factors determined for u and r. More importantly, the 2 % offset between the GD 71 HST fluxes (i.e. the Johnson V magnitude) and the PT photometry is now reduced to less then 1%, and therefore within the expected variance.
For the new USNO photometry we find average offsets < δu − δg >= 0.0442 ± 0.0017 mag and < δr − δg >= +0.0189 ± 0.0025 mag. Both of these differ by +0.02 mag from the offsets we determined in §4 for the SDSS DA stars. Because those in §4 correspond to measurements made with the 2.5-m telescope, we consider them more appropriate for the true SDSS system.
The uncertainties in the relative fluxes of these stars due to the uncertainties in their atmospheric parameters and reddening are smaller than the typical values for the SDSS DA stars. This is the result of a much higher signal-to-noise ratio of the STIS spectra, and the fact that the HST standards are brighter and therefore located closer to the Sun and affected by essentially no reddening. Nonetheless, four of the stars in Table 5 have similar uncertainties as the HST standards (SDSS J151421.26+004752.8, SDSS J094203.19+544630.2 and SDSS J145600.81+574150.8). The uncertainties in the absolute fluxes of these stars are dominated by the theoretical errors, which limit their accuracy at about 1%.
Our inferred surface gravities for the three DA standards are in good agreement with the values reported by Barstow et al. (2001 Barstow et al. ( , 2003a and Balmer line profiles, while our effective temperatures for GD 71 and GD 153 are a few percent higher than those derived in that work. Our temperature for G 191 B2B, however, is about 15 % higher than those given by Barstow et al. from the analysis of Balmer lines, which range between 51500 and 54500 K 6 . The difference between our analysis and the Balmer-based temperatures compiled by Barstow et al. can be attributed to the presence of heavy metals in the atmosphere of this star (see, e.g. Lanz et al. 1999) . Our use of a pure-H model leads to an overestimated effective temperature (Barstow, Hubeny & Holberg 1998 ) by about 6000 K. No metals have been detected in the UV spectrum of GD 153 (Barstow et al. 2003b ), but we have not found a similar study including GD 71.
In Fig. 8 we confront our absolute fluxes for the these stars with those in the CALSPEC library. There is good agreement between the spectral shapes, with the differences caused mainly by the different effective temperatures used to these stars by Bohlin (2000; traceable to Finley, Koester & Basri 1997) -our values are higher by 1, 4 and 2 % for G 191-B2B, GD 153 ad GD 71, respectively. As explained above, our inferred effective temperature for G191-B2B is overestimated by about 6000 K, but it is close to that adopted for calibration of the HST fluxes of this star, and hence the apparent good agreement shown in Fig. 8 . The consistency between the HST and our fluxes is best in the red, but overall, the discrepancies are limited to < 1.5 %, in line with our expectations.
Close inspection of the residuals in Fig. 8 , ignoring G 191-B2B, suggests that there is a systematic offset between the u (3000-4000Å) and g-band (4000-5500Å) fluxes. The HST fluxes in the u band are lower than those presented here by about 1 %. The most likely explanation for this feature is Figure 7 . Model fittings to the three HST primary standards. The fluxes are in f λ units, normalized to have a median value of one in the range 3850-5400Åin the top and lower-left panels. The lower-right panel illustrates the model fittings for GD 71 in the case when the continuum shape is rectified. Note that the parameters here do not match those in Table 6 , as the table gives the average results for two types of analyses: those using spectra that preserve continuum information such as those illustrated in the top and the lower-left panels, and those using continuum-corrected spectra such as the example for GD 71 in the lower-right panel. The use of pure-H models for G 191-B2B is inappropriate as a number of heavy metals have been detected in the UV spectrum of this star.
the fact that the effective temperatures adopted in the HST calibration for these stars are lower by 2-4 %.
CONCLUSIONS
In this paper we consider the possibility of building an extended network of spectrophotometric standard stars by identifying well-behaved pure-hydrogen white dwarfs, spectroscopically determining their atmospheric parameters and reddening, and assigning them absolute fluxes based on model atmosphere calculations scaled with broad-band photometric observations. This procedure was successfully used for defining the three primary flux standards for the HST (Finley, Basri & Bowyer 1990; Bohlin, Colina & Finley 1995; Bohlin 2000) , and could be now applied more extensively to many other DA stars that are being identified in ongoing and planned spectroscopic surveys.
We put this idea to work using publicly available spectra from the Sloan Digital Sky Survey. We identify 59 spectra of 57 stars that are nicely reproduced by NLTE DA models, and measured their atmospheric parameters. By comparing the effective temperatures derived from spectra that have been continuum rectified and those which preserve the overall spectral shape we see the effects of reddening in the hotter (and therefore more distant) stars. By including reddening in the analysis the two sets of temperatures are brought into agreement.
Our exercise identifies a set of nine new standard candidates with estimated flux uncertainties less than 3% between 4500 and 7000Å. We present these stars as potentially useful standard sources. Their observed spectral energy distributions are nicely matched with DA white dwarf models across the visible, and although we have not verified that their fluxes are stable, all the sources are significantly warmer than the ZZ Ceti window (∼ 11, 000 K), and therefore it is unlikely that they show measurable pulsations. Nevertheless, we should exercise caution if trying to use them as standards at shorter or, especially, longer wavelengths. Some of these stars could have low-mass stellar or sub-stellar companions which could make their fluxes at longer wavelengths to deviate from the predictions from the stellar models. There could also be unresolved nearby Figure 8 . Ratio between the CALSPEC fluxes and those calculated here using redetermined atmospheric parameters for the HST primary standards. The zero point of the flux scale of the CALSPEC fluxes is given by Landolt V -band photometry, while here it is set by SDSS PT ugr photometry (but see text for an exception for GD 153). The two scales are inconsistent by 1.5 % for GD 71.
objects with variable fluxes whose presence went unnoticed in the observations analyzed here.
From the comparison of the scaling factors between synthetic and observed photometry for the full DA sample we find the following offsets: < δu − δg >= 0.059 ± 0.006 mag and < δg − δr >= −0.007 ± 0.005 mag. Assuming the g and the r-bands correspond exactly to AB magnitudes (see, e.g., the discussion by Eisenstein et al. 2006) , and that the pure-H models provide accurate descriptions of the spectral energy distribution of the DA stars, the derived δu − δg difference could simply correspond to the AB mag correction for the u band. However, we note that Holberg & Bergeron (2006) found indication of an offset of −0.02 mag between the SDSS magnitudes for 107 DA white dwarfs in the g band and their fluxes in the Johnson V band.
We carry out a reanalysis of the STIS spectra for the three primary HST standards GD 71, GD 153 and G 191-B2B. We use NLTE model atmospheres to determine their atmospheric parameters, and find effective temperatures that are hotter by 1-4 % compared to those adopted based on an LTE analysis. Our predicted fluxes for the three standards, scaled using ugriz photometry, agree at a 1 % level with the adopted HST fluxes.
Heavy metals are present in the atmosphere of G 191-B2B, and our analysis based on pure-H models results in an effective temperature overestimated by about 6000 K. The good agreement for GD 153 and GD 71 demonstrates consistency, but that found for G 191-B2B is simply an artifact and highlights that the spectral energy distribution adopted for this standard needs to be revised. Our analysis also unveils an inconsistency between the photometry obtained for GD 71 with the Apache Point 0.5-m Photometric Telescope, and the zero point of the STIS fluxes for this star, which is based on Landolt (1992) V-band photometry, but the discrepancy is greatly reduced when considering new u ′ g ′ r ′ photometry from the USNO 1-m telescope. Overall, our study supports the level of accuracy presumed for the HST standards, but we also find room for improvement at the 1 % level. 
