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Abstract
We investigate the stability of solutions of the Gumowski–Mira equation with a period-two coef-
ficient:
yn+1 = yn
bn + y2n
− yn−1, n = 0,1, . . . , with bn =
{
α  0 for n = 2k,
β  0 for n = 2k + 1, k = 0,1, . . . ,
and the initial values y−1, y0 are real numbers.
 2004 Elsevier Inc. All rights reserved.
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1. Introduction
The Gumowski–Mira equation [6] is given by
xn+1 = yn + F(xn),
yn+1 = −xn + F(xn+1), n = 0,1, . . . , (1)
where F is one of the functions:
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1 + u, b
u
1 + u2 , b
u2
1 + u2 , and
µu + (1 − µ)xn, n = 2,3, µ ∈ (−1,1),
where parameters a and b are positive. These equations were considered by Gumowski
and Mira in a series of papers and the book [6]. System (1) implies
xn+2 = yn+1 + F(xn+1) = −xn + 2F(xn+1), n = 0,1, . . . ,
and so {xn} satisfies the difference equation
xn+2 = 2F(xn+1) − xn, n = 0,1, . . . . (2)
In this paper we will consider Eq. (2) with F(u) = au/(1 + u2), where a > 0 and the
initial conditions are real numbers; that is, we consider
zn+1 = 2azn1 + z2n
− zn−1, n = 0,1, . . . , (3)
where a > 0 and the initial conditions z−1, z0 are real numbers. The initial conditions for
all difference equations in this paper are assumed to be real numbers. If we let zn =
√
2ayn,
Eq. (3) becomes
yn+1 = yn
b + y2n
− yn−1, n = 0,1, . . . , (4)
where b = 1/(2a). Now suppose the parameter b is periodic with period 2, i.e., let
yn+1 = yn
bn + y2n
− yn−1, n = 0,1, . . . , (5)
where
bn =
{
α for n = 2k,
β for n = 2k + 1, k = 0,1, . . . ,
and α,β  0. Then Eq. (5) can be expressed as a system of equations
y2n+1 = y2n
α + y22n
− y2n−1,
y2n+2 = y2n+1
β + y22n+1
− y2n,
n = 0,1, . . . . (6)
Now let y2n−1 = uk and y2n = vk . Then (6) becomes
uk+1 = vk
α + v2k
− uk,
vk+1 = uk+1
β + u2k+1
− vk =
vk
α+v2k
− uk
β + ( vk
α+v2k
− uk
)2 − vk,
k = 0,1, . . . . (7)
Several authors have studied the Gumowski–Mira equation (3) and have obtained some
results on the stability of the equilibrium points, the bifurcation of the global behavior of
solutions, etc., see [6,9,12].
294 C.A. Clark et al. / J. Math. Anal. Appl. 307 (2005) 292–304Difference equations with periodic coefficients have been studied by several authors, es-
pecially in connection with mathematical models in biology. See [1–3,7,8,10,15]. One of
the goals of introducing periodic coefficients is to test whether the averages of the resulting
periodic solutions are equal, larger or smaller than the equilibrium values of the associated
autonomous equation. Systematic analysis of difference equations with periodic coeffi-
cients was initiated very recently in [4,5]. There are several recent related papers such as
[3,11], where the global behavior of some specific equations with periodic coefficients was
considered.
Here we will use an invariant and the corresponding Lyapunov function to show the
stability of the period-two solution in the case when the parameter is periodic with prime
period two. First we will define the notion of invariants which are a powerful tool for
finding solutions of difference equations in exact form and investigating the short- and
long-term behavior of solutions, see [12, Chapter 4].
Definition 1. Consider the system of difference equations
xn+1 = f(xn), n = 0,1, . . . , (8)
where xn is in Rk , k = 1,2, . . . and f :D → D is continuous for D ⊂ Rk . We call a non-
constant function I :Rk →R an invariant for system (8) if
I (xn+1) = I
(
f(xn)
)= I (xn) for every n = 0,1, . . . .
In the case of non-linear systems, we present the following result, which establishes a
connection between invariants, Lyapunov functions, and the stability of equilibrium points.
Theorem 1 (Discrete Dirichlet theorem). Consider the system of difference equations (8)
where xn is in Rk , k = 1,2, . . . and f :D → D is continuous for D ⊂ Rk . Suppose that
I :Rk → R is a continuous invariant of (8). If I attains an isolated local minimum or
maximum value at the equilibrium point x¯ of this system, then there exists a Lyapunov
function equal to
±(I (x) − I (x¯))
and so the equilibrium x¯ is stable.
Theorem 1 is a discrete analogue of the Dirichlet theorem, see [12, p. 208].
2. Equilibrium points and linearized stability analysis
In this section we will assume that α,β > 0. An equilibrium solution (u¯, v¯) of system
(7) satisfies the system of equations
v¯ u¯
u¯ =
α + v¯2 − u¯, v¯ = β + u¯2 − v¯.
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equilibrium points, assume u¯v¯ > 0. Then (u¯, v¯) must satisfy the system
u¯ = v¯
2(α + v¯2) , v¯ =
u¯
2(β + u¯2) . (9)
Substituting the first equation of system (9) into the second and simplifying give
v¯2 = 1
2
√
α
β
− α,
which is positive only when αβ < 1/4, and then
v¯ =
√
1
2
√
α
β
− α.
Solving for u¯ gives
u¯ =
√
1
2
√
β
α
− β.
Thus, the non-zero equilibrium points are
E+ =
(√
1
2
√
β
α
− β,
√
1
2
√
α
β
− α
)
,
E− =
(
−
√
1
2
√
β
α
− β,−
√
1
2
√
α
β
− α
)
(10)
which exist when αβ < 1/4.
Clearly, the equilibrium points (10) are period-two solutions of Eq. (5).
Theorem 2.
(a) Assume that αβ > 1/4. Equilibrium E0 = (0,0) of system (7) is nonhyperbolic point
of elliptic type.
(b) Assume that αβ = 1/4. Equilibrium E0 = (0,0) of system (7) is nonhyperbolic point
and the characteristic equation of the linearized system at E0 has two roots equal
to 1.
(c) Assume that αβ < 1/4. Equilibrium E0 = (0,0) of system (7) is a saddle point. The
characteristic equation of the linearized system at E0 has two real roots, one with
absolute value bigger than one and one with absolute value less than one. Equilibrium
points E+ and E− of system (7) are nonhyperbolic points of elliptic type.
Proof. System (7) can be written in the form
un+1 = f (un, vn), vn+1 = g(un, vn), n = 0,1, . . . ,
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f (u, v) = v
α + v2 − u, g(u, v) =
v
α+v2 − u
β + ( v
α+v2 − u
)2 − v.
The Jacobian of the map
T (u, v) =
(
v
α + v2 − u,
v
α+v2 − u
β + ( v
α+v2 − u
)2 − v
)
evaluated at the equilibrium point E = (u¯, v¯) has the form
JT (E) =


−1 α − v¯
2
(α + v¯2)2
u¯2 − β
(u¯2 + β)2
(β + u¯2)(α − v¯2)
β2(α + v¯2)2 − 1

 . (11)
The Jacobian evaluated at the zero equilibrium has the form
JT (E0) =

 −1
1
α
− 1
β
1
αβ
− 1

 .
The characteristic equation Det(JT (E0) − λI) = 0 is
αβλ2 + (2αβ − 1)λ + αβ = 0 (12)
with roots
λ±(E0) = 1 − 2αβ ±
√
1 − 4αβ
2αβ
.
If αβ > 1/4 then λ± are two complex conjugate roots on the unit circle and the equilibrium
point E0 is a nonhyperbolic equilibrium of elliptic type.
If αβ = 1/4 then λ± = 1 and the equilibrium point E0 is a nonhyperbolic equilibrium
of elliptic type.
If αβ < 1/4 then Eq. (12) has two real roots; one with absolute value bigger than one
and one with absolute value less than one.
The Jacobian (11) evaluated at the non-zero equilibrium can be simplified to
JT (E) =


−1 −4
−2α + 12
√(
α
β
)
α
β
−24β
2α2 − (√β)3(√α)3
αβ2
1
βα
(
64β2α2 + 3βα − 32(√β)3(√α)3)

 .
The characteristic equation Det(JT (E) − λI) = 0 is
Det


−1 − λ −4
−2α + 12
√(
α
β
)
α
β
4β2α2 − (√β)3(√α)3 1 ( √ √ )

= 0,−2
αβ2 βα
64β2α2 + 3βα − 32( β)3( α)3 − λ
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λ2 + (32√αβ − 64αβ − 2)λ + 1 = 0. (13)
Solutions of this equation are
λ± = −16
√
(βα) + 32βα + 1 ± 4
√
(20βα − 64√(βα)βα − 2√(βα) + 64β2α2).
The discriminant of Eq. (13),
D(α,β) = 20βα − 64√(βα)βα − 2√(βα) + 64β2α2,
is negative for αβ ∈ (0,1/4) and αβ = 1/16, and D = 0 when αβ = 1/16. Thus, Eq. (13)
has two complex conjugate roots for αβ ∈ (0,1/4) and αβ = 1/16, and two roots equal to
−1 when αβ = 1/16. In addition,
|λ±| = 1
for all values of αβ ∈ (0,1/4). 
Remark 1. It is easy to check that the map T associated with system (7) is area preserving
since detJT = 1. This indicates that system (7) has very complicated dynamics, see [6,13].
3. Invariant and corresponding Lyapunov function
In this section we will again assume that αβ > 0.
An invariant for Eq. (5) is given by
In = bny2n−1 + bn−1y2n + y2ny2n−1 − ynyn−1. (14)
In terms of the corresponding system (7), this invariant has the form
I (uk, vk) = αu2k + βv2k + u2kv2k − ukvk. (15)
Direct substitution and some algebraic manipulation gives I (uk, vk) = I (uk+1, vk+1).
Theorem 3.
(a) Assume that αβ > 1/4. Then zero equilibrium E0 is stable and the Lyapunov function
for Eq. (5) has the form
V (x, y) = I (x, y).
(b) Assume that αβ < 1/4. Then the period-two solutions E+ and E− of Eq. (5) are stable.
The Lyapunov function for Eq. (5) has the form
V+(x, y) = I (x, y) − I (E−) and V−(x, y) = I (x, y) − I (E+).
Proof. Using the substitution uk ↔ y, vk ↔ x, (15) becomes
I (x, y) = αx2 + βy2 + x2y2 − xy.
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given by
∂I
∂x
= 2αx + 2xy2 − y = 0, ∂I
∂y
= 2βy + 2x2y − x = 0,
which is equivalent to
x = y
2(α + y2) , y =
x
2(β + x2) .
Comparing this result to (9), we conclude that the only positive extreme value for I (x, y)
is the equilibrium point E = (u¯, v¯).
To verify that the extremum is a minimum, the Hessian of the transformation T evalu-
ated at the equilibrium point E = (u¯, v¯) is given by
H =
(
A B
B C
)
where
A = ∂
2I
∂x2
(u¯, v¯) = 2(α + v¯2), B = ∂2I
∂x∂y
(u¯, v¯) = 4u¯v¯ − 1,
C = ∂
2I
∂y2
(u¯, v¯) = 2(β + u¯2).
Now we have
detH = AC − B2 = 4(α + v¯2)(β + u¯2)− (4u¯v¯ − 1)2.
If u¯ = v¯ = 0, then we get that detH = 4αβ − 1 > 0 in view of αβ > 1/4. Thus zero
equilibrium E0 is stable for αβ > 1/4.
If u¯ = 0, v¯ = 0, then by (9)
detH = 1 − (4u¯v¯ − 1)2 = 8u¯v¯(1 − 2u¯v¯),
and so detH > 0 if and only if 2u¯v¯ < 1. Since αβ < 1/4, then αβ <
√
αβ . Hence, 1 >
1 − 4√αβ + 4αβ = 4u¯2v¯2.
Thus H is positive definite at E which implies that the invariant I (x, y) attains a mini-
mum at E(u¯, v¯). By Theorem 1, there exists a Lyapunov function
V (x, y) = I (x, y) − I (u¯, v¯),
which shows that the equilibrium E(u¯, v¯) of system (7) is stable. In other words, the period-
two solution of Eq. (5) is stable. 
4. Special case where α = 0 and β > 0
In order to understand the character of solutions of Eq. (5) when α = 0, we will study a
difference equation which is satisfied by the odd indexed subsequence of the solutions of
Eq. (5) when α = 0.
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y2n+1 = 1
y2n
− y2n−1,
y2n+2 = y2n+1
β + y22n+1
− y2n,
n = 0,1, . . . . (16)
Now solving the first equation of (16) for y2n, we have
y2n = 1
y2n+1 + y2n−1 . (17)
Replacing (17) in the second equation of (16), performing algebraic simplification and the
substitution y2n+1 = √βxn, we obtain the following equation:
xn+1 = x
3
n + 2xn + xn−1
xnxn−1 − 1 , n = 0,1, . . . , (18)
whose solution is the odd subsequence {y2n−1} of Eq. (5) when α = 0 provided that x−1 +
x0 = 0. Equation (18) has the following invariant:
I (xn, xn−1) = 1 − xnxn−1
(xn + xn−1)2 , n = 0,1, . . . , (19)
and the following three identities, which will be useful later:
xn+1xn − 1 = (x
2
n + 1)2
xnxn−1 − 1 , (20)
xn+1 − xn = x
2
n(xn − xn−1) + 3xn + xn−1
xnxn−1 − 1 , (21)
xn+1 + xn = (x
2
n + 1)(xn + xn−1)
xnxn−1 − 1 (22)
for n = 0,1, . . . . The set of initial conditions (x−1, x0) ∈R2, through which the denomina-
tor xnxn−1 −1 in Eq. (18) will become zero for some value of n 0, is called the forbidden
set F of Eq. (18).
One of our goals in this section is to determine the forbidden set F of Eq. (18) and we
can accomplish this by using identity (20).
Theorem 4. The forbidden set of initial conditions for Eq. (18) is
F = {(x−1, x0): x−1x0 = 1},
that is, the solution of Eq. (18) exists if and only if x0x−1 = 1.
Proof. If x0x−1 = 1 then (20) implies that xnxn−1 = 1 for all n > 0. If x0x−1 = 1 then
Eq. (18) implies that such a solution does not exist. 
We can also characterize the forbidden set for Eq. (5) when α = 0 by studying system
(16).
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F = {(y−1, y0): y0 = 0}∪
{
(y−1, y0): y0 = y−1
β + y2−1
}
;
that is, the solution of Eq. (5) for α = 0 exists if and only if y0 = 0 and y0 = y−1/(β + y2−1).
Proof. First, assume that either y0 = 0 or y0 = y−1/(β + y2−1). In view of (16), we see
that if y0 = 0, then the solution fails to exist. If y0 = y−1/(β + y2−1), then
y1 =
β + y2−1
y−1
− y−1 = β
y−1
,
y2 = y1
β + y21
− y0 =
β
y−1
β + ( β
y−1
)2 − y−1β + y2−1 = 0,
and so the solution fails to exist.
Conversely, assume that the solution {yn} of Eq. (5) when α = 0 does not exist. Then
in view of (16) for some n  0, y2n = 0. Assume that n is the smallest integer with this
property. If n = 0, then y0 = 0. If n 1, then y2k = 0 for n > k  0 and
0 = y2n = y2n−1
β + y22n−1
− y2n−2,
which implies that
y2n−2 = y2n−1
β + y22n−1
. (23)
Using this relation, we obtain:
y2n−1 = 1
y2n−2
− y2n−3 =
β + y22n−1
y2n−1
− y2n−3 = β
y2n−1
+ y2n−1 − y2n−3.
Thus
y2n−1 = β
y2n−3
and by substituting in (23) we have
y2n−2 = β/y2n−3
β + β2/y22n−3
= y2n−3
β + y22n−3
.
Suppose that n  2; then in view of (16), y2n−4 = 0, which contradicts y2k = 0 for
n > k  0.
Therefore, either y0 = 0 or y0 = y−1/(β + y2−1). 
We will now determine the character of the solutions of Eq. (18).
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(a) If x−1x0 > 1 then xn−1xn > 1 for all n = 0,1, . . . .
If x−1x0 < 1 then xn−1xn < 1 for all n = 0,1, . . . .
(b) The regions
R1 =
{
(x, y): x, y > 0 and xy > 1
}
, R2 =
{
(x, y): x, y < 0 and xy > 1
}
,
R3 =
{
(x, y): xy < 1
}
are invariant; that is, if (xN , xN−1) ∈ Ri for i = 1,2,3 and for some N  0, then
(xn, xn−1) ∈ Ri for all nN .
Proof. These statements follow from (20) and
xn−1 = x
3
n + 2xn + xn+1
xnxn+1 − 1 , n = 0,1, . . . . 
Lemma 2. The solution of Eq. (18) is periodic of period two if and only if
x0 + x−1 = 0.
Proof. Assume that
. . . , x−1, x0, x−1, x0, . . .
is a period-two solution of Eq. (18). Then
x1 = x−1 = x
3
0 + 2x0 + x−1
x0x−1 − 1 (24)
and
x2 = x0 =
x3−1 + 2x−1 + x0
x0x−1 − 1 .
Subtracting we obtain
(x0 − x−1)(x0 + x−1)2 = 0.
If x0 = x−1, then (24) implies x0 = 0 and so x0 + x−1 = 0. If x0 = x−1 then x0 + x−1 = 0.
Conversely, if x0 + x−1 = 0, then by Eq. (18) we obtain that (x−1, x0) generates a
period-two solution. 
Lemma 3. If x−1, x0 ∈ Ri for i = 1,2 then the solution of Eq. (18) is unbounded.
Proof. We present the proof in the case where x−1, x0 ∈ R1. The case x−1, x0 ∈ R2 is
similar and will be omitted. By Lemma 1(b), xn > 0 for all n 0. Suppose that the solution
of Eq. (18) is such thatxn+1 < xn for every n = 0,1, . . . .
302 C.A. Clark et al. / J. Math. Anal. Appl. 307 (2005) 292–304Taking the limit as n → ∞ in Eq. (18), we see that there is no positive finite limit. Thus
lim
n→∞xn = 0,
which implies that xN < 1 for some N  0 and so xN+1 < 1, which contradicts
Lemma 1(a). Thus xN+1  xN for some N  0. Then by identity (21),
xn+1 > xn for all nN + 1.
Therefore limn→∞ xn = ∞. 
Lemma 4. Suppose that x−1, x0 ∈ R3 and x0 + x−1 = 0. Then the solution of Eq. (18) is
unbounded.
Proof. (a) We first present the case where x−1  0 < x0 and 0 < x−1 + x0. Using identity
(22), we obtain x0 + x1 < 0 and so x1 < −x0. Similarly, x2 + x1 > 0 and so −x2 < x1.
Continuing this process, we obtain a sequence that satisfies:
· · · < x3 < x1 < x−1  0 and 0 < x0 < x2 < x4 < · · · .
Since there is no positive or negative finite limit, the solution of Eq. (18) is unbounded.
When x0 < 0 x−1 and x−1 +x0 < 0, the proof is similar to the above and will be omitted.
(b) Let 0 x−1x0 < 1. It follows from Eq. (18) and identity (22) that if x−1, x0  0, then
x0  0 < x1 and x1 + x0 > 0. Similarly, if x−1, x0  0, then x1 < 0 x0 and x1 + x0 < 0.
The result now follows from part (a).
(c) Suppose that x−1 < 0 x0 and x−1 + x0 < 0. Using identity (22), we obtain x0 +
x1 > 0 and so x1 > −x0. If 0 < x1, then 0 x0x1 < 1. Suppose x1  0. By identity (22),
x1 +x2 < 0. If x2 < 0, then 0 x1x2 < 1. Suppose 0 x2. From identity (22), x2 +x3 > 0.
By continuing this process, we either obtain that 0  xnxn+1 < 1 for some n  0 or a
sequence that satisfies:
x−1 < x1 < x3 < · · · and · · · < x4 < x2 < x0.
Suppose that for this sequence the limn→∞ xn = 0. Then, from the invariant (19), we get
that
I (x0, x−1) = lim
n→∞ I (xn, xn−1) = limn→∞
1 − xnxn−1
(xn + xn−1)2 = ∞,
which is a contradiction.
Therefore in either case we have that 0  xnxn+1 < 1 for some n  0 and the result
follows from part (b). When x0  0 < x−1 and 0 < x−1 + x0, the proof is similar and will
be omitted. 
From Lemmas 3–4 we get the following result.
Theorem 6. Assume that x−1x0 = 1 and x0 + x−1 = 0. Then the corresponding solution of
Eq. (18) is unbounded.We now determine the behavior of the solutions of Eq. (5) when α = 0.
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(a) The subsequence of odd terms {y2n−1} is unbounded.
(b) If y−1y1 > β , then the subsequence of even terms {y2n} converges to zero.
(c) If y−1y1 < β , then the subsequence of even terms {y2n} converges to a period-two
sequence.
Proof. Let {yn} be a solution of Eq. (5) when α = 0 and let
y2n−1 =
√
βxn−1, n = 0,1, . . . .
Then the sequence {xn} is the subsequence of odd terms {y2n−1} and in view of (16) satis-
fies Eq. (18).
Suppose y1y−1 > β . Then x0x−1 > 1. Thus by Lemma 3 the subsequence {y2n−1} is
unbounded. We also see that either limn→∞ xn = ∞ or limn→∞ xn = −∞. Thus, by (17),
limn→∞ y2n = 0.
Now suppose y1y−1 < β . Then x0x−1 < 1. If y1 + y−1 = 0 then −y−1 = y1 = 1/y0 −
y−1; that is 1/y0 = 0, which is a contradiction. Hence y1 + y−1 = 0 which implies that
x0 + x−1 = 0. Then, by Lemma 4, the subsequence {y2n−1} is unbounded and either
lim
n→∞y4n−1 = ∞ and limn→∞y4n+1 = −∞
or vice versa. Thus by (16),
lim
n→∞y4n+2 + limn→∞y4n = limn→∞
y4n+1
β + y24n+1
= 0. 
5. Special case where α = β = 0
The special case of Eq. (5) where α = β = 0 was investigated in [14]. Here, we present
these results for the sake of completeness. In this case, Eq. (5) takes the form
yn+1 = 1
yn
− yn−1, n = 0,1, . . . , (25)
which implies
yn+1yn = 1 − ynyn−1.
By using the substitution wn = ynyn−1, we obtain the linear equation
wn+1 = 1 − wn, n = 0,1, . . . ,
which was solved explicitly. The explicit solution of Eq. (25) reveals the forbidden set and
the character of the solutions.
Theorem 8. The forbidden set of initial conditions of Eq. (25) is{ }F = (y−1, y0): y−1y0 = 0 or y−1y0 = 1 .
304 C.A. Clark et al. / J. Math. Anal. Appl. 307 (2005) 292–304Every solution that starts outside of the forbidden set of initial conditions F is either a
period-two solution (when y0y−1 = 1/2) or is unbounded and given by
yn =


y−1
(
1 − y0y−1
y0y−1
)k
for n = 2k − 1,
y0
(
y0y−1
1 − y0y−1
)k
for n = 2k,
k = 0,1, . . . ,
when y0y−1 = 1/2.
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