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Abstract
We show that model-based Bayesian clustering, the probabilistically most systematic approach
to the partitioning of data, can be mapped into a statistical physics problem for a gas of particles,
and as a result becomes amenable to a detailed quantitative analysis. A central role in the result-
ing statistical physics framework is played by an entropy function. We demonstrate that there is
a relevant parameter regime where mean-field analysis of this function is exact, and that, under
natural assumptions, the lowest entropy state of the hypothetical gas corresponds to the optimal
clustering of data. The byproduct of our analysis is a simple but effective clustering algorithm,
which infers both the most plausible number of clusters in the data and the corresponding parti-
tions. Describing Bayesian clustering in statistical mechanical terms is found to be natural and
surprisingly effective.
PACS numbers: 02.50.Tt, 05.10.-a, 64.60.De
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I. INTRODUCTION
The need for clustering analysis in scientific data exploration has grown significantly in
recent years, due to the emergence of large high-dimensional datasets in areas such as high
energy physics, astrophysics, biology and post-genome medicine. The aim of clustering anal-
ysis is to allocate similar data items, such as stars [1], galaxies [2], bacterial communities [3],
or amino-acid sequences [4], to the same category (or ‘cluster’) in an unsupervised way.
Inferring the true number of clusters reliably is crucial for the discovery of new data cate-
gories. Most current clustering methods, such as [5–7], make no assumptions about the data
distribution, and are based on heuristic measures of similarity. Some allow for estimation of
the number of clusters, but use empirical approaches to do so and ad-hoc evaluation criteria
tested on benchmark datasets.
Model-based clustering assumes that each data point comes from one of a postulated
number of populations with known distributions. The archetypal example is the Gaussian
Mixture Model (GMM) [5], which assumes Gaussian distributions. In such models Maximum
likelihood (ML) inference is typically used to find data partitions [8], but this is prone to
overfitting [5]. The number of clusters K is found upon adding a ‘penalty’ term to the log-
likelihood function, such as AIC or BIC [8], sometimes with conflicting results [2]. Bayesian
inference of GMM-generated data cures overfitting and provides a systematic way to find
K [5]. However, computing the posteriors is analytically intractable, and one tends to resort
to either variational mean-field approximation [5] or computationally intensive MCMC [9].
A more general model-based Bayesian clustering protocol (SPD) was introduced in [10].
Unlike GMM, it uses priors on the partitions to compute a maximum a posteriori probability
(MAP) estimate of the data partitioning. Both SPD and GMMBayesian methods are usually
evaluated by clustering synthetic and benchmark real-world data. This is not satisfactory;
one would prefer our knowledge and our confidence in clustering outcomes to be based on
more than empirical tests.
As a first step in this direction, in this paper we use statistical physics to study model-
based Bayesian clustering. This strategy was used in the past to study optimization prob-
lems, see e.g. [11], and clustering [12, 13], but not Bayesian clustering. Starting from the
SPD model, we show that data partition inference can be formulated in terms of a quantity
that can be seen as the entropy of a gas of a particles (data-points), distributed over K
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reservoirs (clusters). In the regime of a large number of particles we derive a mean-field the-
ory to describe this gas, and show that its lowest entropy state corresponds to the optimal
MAP clustering of data.
II. MODEL OF DATA AND BAYESIAN CLUSTERING
Let us assume that we observe the sample X = {x1, . . . ,xN}, with xi ∈ Rd for all i, from
the distribution
p (X|Θ,Π) =
|Π|∏
µ=1
∏
iµ∈Sµ
p(xiµ |θµ). (1)
This distribution is generated by the set (or ‘partition’) Π = {S1, . . . , S|Π|}, with disjunct
index sets (or ‘clusters’) Sµ 6= ∅, such that Sµ∩Sν = ∅ for µ 6= ν and ∪|Π|µ=1Sµ = [N ] with
[N ]= {1, . . . , N}. Any partition of data into K clusters can be specified by binary ‘cluster
allocation’ variables ciµ=1 [i ∈ Sµ], where i∈ [N ] and µ∈ [K], forming an N×K partitioning
matrix c. This matrix satisfies by construction the following constraints:
∑K
µ=1 ciµ=1 for
all i∈ [N ], and∑Ni=1 ciµ≥1 for all µ∈ [K]. Conversely, any N ×K matrix c∈{0, 1}NK with
binary entries that satisfies these constraints induces a partition Π(c)={S1(c), . . . , SK(c)}
of cardinality K. If we also know the prior distributions of model parameters, p(θµ), p(c|K)
and p(K), we can use Bayes’ theorem (see Appendix A for details) to derive the posterior
distribution
p(c, K|X) = e
−NFˆN (c,X)p(c|K)p(K)∑N
K˜=1p(K˜)
∑
c˜
e−NFˆN (c˜,X)p(c˜|K˜) , (2)
in which
FˆN(c, X) = − 1
N
log
〈
e
∑K
µ=1
∑N
i=1 ciµ log p(xi|θµ)
〉
Θ
, (3)
with 〈f(Θ)〉Θ =
∫ [∏K
µ=1 p(θµ) dθµ
]
f(Θ). Expression (2) can be used to infer the most
probable partition Π for each data sample. First, for each K ∈ [N ] one computes
cˆ |K = argmax
c
{
e−NFˆN (c,X)p(c|K)}. (4)
Then one uses (4) to determine the estimate Πˆ of Π:
Πˆ = argmax
cˆ |K
{
e−NFˆN (cˆ,X)p(cˆ|K)p (K)}. (5)
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Clearly, a key role in our formulae is played by the function (3), which can be seen as an
entropy of a gas of N ‘particles’ (the data-points) distributed over K ‘reservoirs’ (clusters).
The particles can move from one reservoir to another; ciµ tells us if particle i is in reservoir
µ, and the coordinates xi act as a ‘quenched’ disorder [14]. We are then interested in the
minimum entropy state argmin
c
FˆN(c, X).
III. MEAN-FIELD ANALYSIS OF BAYESIAN CLUSTERING
Let us first consider the case where the cluster parameters are known. In this case the
parameter prior p(θµ) is a delta function, and (3) hence becomes
FˆN(c,X) =−
K∑
µ=1
Mµ(c)
N
∫
dx Qˆµ(x|c,X) log p(x|θµ), (6)
which is now written in terms of the number of particles in cluster µ, Mµ(c) =
∑N
i=1ciµ, and
the density of particles in cluster µ, defined as
Qˆµ(x|c, X) = 1
Mµ(c)
N∑
i=1
ciµδ(x− xi). (7)
Suppose there are L distributions qν(x), such that for each ν we find Nν particles with xi
sampled from qν(x), with
∑L
ν=1Nν = N and limN→∞Nν/N = γ(ν). For large N the density
(7) will then typically converge to
Qµ(x) =
L∑
ν=1
α(ν|µ) qν(x). (8)
Here α(ν|µ)=α(ν, µ)/α(µ) is a conditional probability, defined by α(µ)=limN→∞Mµ(c)/N
and α(ν, µ)= limN→∞Mν,µ(c)/N , where Mµ(c) is the number of particles in cluster µ and
Mν,µ(c)=
∑
iν∈Sµ(c)
1 [xiν∼qν(x)] is the number of those particles drawn from the distribution
qν(x) that are allocated by c to cluster µ. Clearly
∑
µ≤K α(ν, µ) = γ(ν),
∑
ν≤L α(ν, µ) =
α(µ) > 0 and
∑
ν≤L
∑
µ≤K α(ν, µ) = 1. If (8) holds for N → ∞, then FˆN(c, X) will for
N →∞ converge to
F (α) =
K∑
µ=1
L∑
ν=1
α(ν, µ)D(qν||pµ) +
L∑
ν=1
γ(ν)H(qν). (9)
Here D(qν ||pµ) is the Kullback-Leibler distance between qν(x) and p(x|θµ), and H(qν) is a
differential entropy [15]. The transparent and intuitive result (9) can be seen as a mean-field
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(MF) theory of FˆN (c, X) (see Appendix C for details). The L×K matrix α, with entries
α(ν, µ), acts as order parameter. More generally one would have P (F ) =
∫
dα P (α) δ(F−
F (α)), where
P (α) = lim
N→∞
∑
c,c˜
p(c|K) q(c˜|L)
K∏
µ=1
L∏
ν=1
δ
[
α(ν, µ)− 1
N
N∑
i=1
c˜iνciµ
]
. (10)
Here p(c|K) and q(c˜|L) are the assumed and the ‘true’ distributions of partitions, respec-
tively. We can limit ourselves to working with expression (9), as opposed to the more
involved (10), if P (α) is a delta function.
We are interested in the state α for which the function F (α) is minimal. Firstly, from
D(qν ||pµ) ≥ 0 it follows that F (α) ≥
∑L
ν=1 γ(ν)H(qν). The lower bound is saturated when
D(qν ||pµ) = 0, i.e. when qν(x) = p(x|θµ) for all (µ, ν), and the mapping between the sets
[L] and [K] labelling these distributions is bijective. This can only happen when L = K and
α(ν, µ) = γ(ν)1[D(qν ||pµ) = 0], i.e. when the ‘true’ partitioning of the data is recovered.
Secondly, from D(qν ||pµ)≥minµ˜D(qν ||pµ˜) we deduce
F (α)≥
L∑
ν=1
γ(ν)min
µ˜
D(qν ||pµ˜) +
L∑
ν=1
γ(ν)H(qν). (11)
This lower bound is saturated when α(ν, µ)=γ(ν)1
[
µ=argminµ˜D (qν ||pµ˜)
]
for all (µ, ν). For
K≤L, this state can be seen as the result of the following ‘macroscopic’ clustering protocol:
for all ν ∈ {1, . . . , L}, find the distribution p(x|θµ) with the smallest distance D(qν ||pµ) to
qν(x), and assign all members of ν to cluster µ. If K<L this recipe will occasionally result
in the data from more than one distribution being assigned to the same clusters, see Figure
1 (a), but for K = L, each cluster would hold only one distribution. Hence, the protocol
is able to recover the true partitioning even when the distributions qν(x) and p(x|θµ) are
non-identical.
The inequality D(qν ||pµ)≥ minν˜ D(qν˜ ||pµ) gives the lower bound
F (α)≥
K∑
µ=1
α(µ)min
ν˜
D(qν˜ ||pµ) +
L∑
ν=1
γ(ν)H(qν),
which is saturated when α(ν, µ) = α(µ)1[ν = argminν˜D(qν˜ ||pµ)] for all (µ, ν). This state
would result from to the following protocol: for all ν ∈ {1, . . . , L}, find the distribution
p(x|θµ) with the smallest distance D(qν ||pµ) to qν(x), and assign all members of µ to clus-
ter ν. For K > L, this algorithm could allocate more than one distribution to the same
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FIG. 1. (Color online) Bayesian clustering: data (red rectangles) from L different distributions
qν(x) are allocated to K clusters (blue rectangles). a) For K ≤ L, data from qν(x) occupy at
most one cluster µ. b) For K > L, data from qν(x) occupy at least one cluster. c) Minimum
F ≡ minα F (α) of the mean-field entropy (blue line), shown as a function of K and compared with
the ground state entropy FˆN ≡ minc FˆN (c,X) (red crosses), computed for the data of Figure 2.
The horizontal line corresponds to the lower bound
∑
ν≤L γ(ν)H(qν) = 4.853905. Inset: the sum
of FˆN and log(K) shown as a function of K. The minimum of this sum is obtained when K = L.
cluster, see Figure 1(b). Furthermore, since
∑L
ν=1 α(µ)1[ν = argminν˜D(qν˜ ||pµ)] = α(µ),
the properties of α(ν, µ) imply validity of the set of L linear equations
∑K
µ=1 α(µ)1[ν =
argminν˜D(qν˜ ||pµ)] = γ(ν), which is underdetermined and hence has either infinitely many
solutions, or no solutions at all.
We now consider the case where the cluster parameters are unknown, and p(θµ) > 0 for
all {θµ}. For N→∞, the entropy (3) is now strictly dominated via steepest descent by the
following set of saddle point equations (see Appendix B for details):
∂
∂θµ(ℓ)
1
N
N∑
i=1
ciµ log p (xi|θµ) = 0. (12)
Solving (12) for Gaussian distributions p(xi|θµ) ≡ N
(
x|mµ,Λ−1µ
)
, with meanmµ and inverse
6
covariance matrix Λµ, gives us (see Appendix B) :
FˆN(c, X) =
K∑
µ=1
Mµ (c)
2N
log
(
(2πe)d
∣∣Λ−1µ (c, X)∣∣), (13)
where Λ−1µ (c, X) is the empirical covariance matrix of the data in cluster µ.
Since 1
2
log
(
(2πe)d
∣∣Λ−1µ (c, X)∣∣) is the differential entropy [15] of a Gaussian distribution
with covariance matrix Λ−1µ (c, X), (13) represents an average ofK entropies of Gaussian dis-
tributions, which for N→∞ will converge to the following mean-field entropy (see Appendix
C):
F (α) =
K∑
µ=1
α(µ)
1
2
log
(
(2πe)d
∣∣Λ−1µ (α)∣∣), (14)
in which Λ−1µ (α) denotes the covariance matrix
Λ−1µ (α) =
L∑
ν=1
α(ν|µ)〈(x−mµ(α))(x−mµ(α))T〉ν , (15)
with mµ(α) =
∑L
ν=1 α(ν|µ)〈x〉ν , and the short-hand 〈{· · · }〉ν =
∫
dx qν(x){· · · }. Note that
(14) also equals
F (α) =
∑
µ,ν
α(ν, µ)D(qν ||Nµ(α)) +
L∑
ν=1
γ(ν)H(qν), (16)
where Nµ(α) ≡ N
(
x|mµ(α),Λ−1µ (α)
)
. Moreover, as shown in Appendix D,
F (α) ≥
K∑
µ=1
α(µ)H(Qµ) ≥
L∑
ν=1
γ(ν)H(qν). (17)
The second inequality in (17) has two consequences. First, if K ≤ L then for any
state α that corresponds to either of the scenarios depicted in Figures 1 (a,b), we will
have F (α) ≥ minK minα˜ F (α˜) =
∑
ν≤L γ(ν)H (qν). The lower bound is satisfied when
L = K and qν(x) is Gaussian. The ‘true’ parameters α thus represent a locally stable state.
Second, when K > L, the entropy F (α) can only increase with L. This follows from (16)
and D(qν ||Nµ(α)) ≥ 0. If qν(x) is not Gaussian, then F (α) ≥
∑L
ν=1 γ(ν)
1
2
log
(
(2πe)d |Cν |
)
,
where Cν is the covariance matrix of qν(x) (see Appendix D). Equality corresponds to the
state shown in the Figure 1(a) with L = K, i.e. here the ‘true’ data partitioning is recovered.
The first inequality in (17) has an appealing geometric interpretation. The entropy
H(Qµ) of each cluster µ can for large N be estimated by (d/Mµ(c))
∑N
i=1 ciµ log ρiµ (c) +
7
log
(
Mµ(c)−1
)
+ const., where ρiµ(c) = mini∈Sµ(c)\i ||xi − xj || (i.e. the Euclidean distance
between particle i and its nearest neighbour) [16]. The average entropy
∑K
µ=1 α(µ)H(Qµ) is
hence estimated by (d/N)
∑K
µ=1
∑N
i=1 ciµ log ρiµ(c) +
∑K
µ=1
(
Mµ(c)/N
)
log
(
Mµ(c)/N
)
+
const. This is minimized by any state c which simultaneously maximises the entropy
−∑Kµ=1 (Mµ(c)/N) log (Mµ(c)/N), i.e. ‘disperses’ particles maximally over clusters, and
minimizes the nearest neighbour distances {ρiµ(c)}, i.e. favours high particle ‘densities’ in
each cluster.
The lower bound
∑L
ν=1 γ(ν)H (qν) in (17) is saturated upon choosing any bijective map
α : ν → µ, since this immediately gives us F (α) =∑Lν=1 γ(ν)H (qν). Such maps are special
instances of the more general family
α(ν|µ) = 1[ν ∈ Sµ]γ(ν)∑
ν˜∈Sµ
γ(ν˜)
, (18)
where Π = {S1, . . . , SK} is any partitioning of [L] into K subsets. Finding minα F (α) over
all possible matrices of the form (18) by enumeration of all partitions of [L] into K subsets is
feasible only for small L, since the number of such partitions is given by the Stirling number
of the second kind S(L,K) which grows as KL for large L [17].
One can also compute minα F (α) via the following ‘greedy’ algorithm. Start with any
partition Π and compute F (α). For all x ∈ [L]: consider all possible moves which do
not create empty clusters, and execute the one which gives the largest decrease in F (α),
then update Π. Continue the last two steps until convergence of F (α) is observed. This
macroscopic algorithm can also be implemented ‘microscopically’. At each step: for all
i ∈ [N ], consider all possible moves of the particle i from its current cluster Sµ(c) to a new
cluster Sν(c) and select the one which reduces FˆN(c, X) most. To evolve from a non-ordered
state as in Figure 1(b) to an ‘ordered’ state as in Figure 1(a), this microscopic algorithm
has to move on average at least N(K−1)/K particles (see Appendix E). Each move was
selected from among N(K−1) possible moves, so the numerical complexity is at least of
order N2(K−1)2/K.
IV. RESULTS OF NUMERICAL EXPERIMENTS
Our mean-field theory for was derived under the assumption that FˆN(c,X) is self-
averaging for N → ∞. To investigate the correctness of its predictions for finite sample
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FIG. 2. (Color online) Data used in our numerical experiments. We generated L = 8 clusters with
1000 data-points each, of which 100 are shown here. The data in each cluster (i, j, k) are generated
from a distinct Gaussian distribution, with mean (∆i,∆j,∆k), where i, j, k ∈ {0, 1} (∆ = 20),
and with covariance matrix sampled from the Wishart distribution with 4 degrees of freedom and
precision matrix 1.
sizes N , we studied low entropy states of (13) as obtained by the gradient descent algorithm
on the data of the Figure 2. For each K ∈ [17] we ran the algorithm from 100 different
random initial states c (0), and computed FˆN(c (∞), X) and the mean field entropy F (α)
(14) for each.
For K ≤ L, most final states c (∞) allocate data from the same distribution correctly
to the same cluster, see Figure 1 (a). The values of FˆN (c (∞), X) are those predicted by
F (α), and indeed correspond to local minima and saddle points of F (α) (see Appendix
F). Also, according to Figure 1 (c), the value FˆN =minc FˆN(c,X) as estimated from c (∞)
is predicted accurately by F =minα F (α). Residual differences between FˆN and F reflect
finite size effects. These can be computed exactly when K = L, and when c (∞) represents
the true partitioning of the data: the average and variance of FˆN are in that case given
by
∑L
ν=1 γ(ν)H(qν) +Kd(d+1)/4N and d/2N , respectively (see Appendix G). Finally, we
note that the number of particles ‘moved’ by the algorithm in going from c (0) to c(∞) is
consistent with the lower bound N(K−1)/K, so the algorithmic complexity is quadratic in
N , see Figure 3.
If K > L, the states c (∞) will allocate data from the same distribution to multiple
clusters, see Figure 1 (b). Such states are already present for small K≤L, and proliferate
as K is increased (see Appendix F). The lower bound
∑L
ν=1 γ(ν)H(qν) is now violated, and
the gap between this bound and the value of FˆN as obtained by gradient descent increases
with K, see Figure 1 (c). While some of the FˆN (c (∞), X) values are consistent with F (α)
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FIG. 3. (Color online) Total (normalised) number of ‘moves’ t used by the gradient descent algo-
rithm to travel from a random unbiased partition to a final partition, i.e. the effective algorithmic
runtime, shown as a function of the assumed number of clusters K. The minimum and maximum
time (red crosses) obtained in 100 runs on the data of Figure 2 are compared with the average
lower bound (K−1)/K (blue line).
(see Appendix F), the mean-field theory fails to predict minc FˆN(c,X) in this regime, due
to the non-commutation of the N →∞ limit and the min operator.
Our estimate of FˆN = minc FˆN(c,X) can also be used to infer the true number of clusters
L. Assuming uniform prior distributions of partitions p(c|K) = (K!S(L,K))−1 and cluster
sizes p(K) = N−11[K ∈ [N ]] in the Bayesian formulae (2)-(5), the total entropy FˆN +
1
N
log(K!S(L,K)) ≈ FˆN + log(K) has its minimum at the correct value K = L, see inset in
Figure 1 (c).
An interesting and important question, from a practical and a theoretical point view,
is how Bayesian clustering is affected by the ‘separation’ between different clusters. The
simplest non-trivial case is to consider the clustering of d-dimensional data sampled from two
isotropic Gaussian distributions N (m1, 1) and N (m2, 1). Here one can use the Euclidean
distance ||m1 −m2|| = ∆, measured relative to the natural scale
√
d, as a measure of the
degree of separation [18] between the ‘clusters’ centred at m1 and m2. For large d, most
of the vectors x sampled from N (m, 1) will be found in the ‘sphere’ of radius √d centred
at m, reflecting ‘concentration’ phenomena observed for large d. In particular if we assume
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that x is sampled from N (m,Λ), then 〈||x−m||2〉 = TrΛ, and for λ, ǫ > 0:
Prob
(||x−m||2 ≥ TrΛ+ dǫ)
= Prob
(
e
λ
2
||x−m||2 ≥ eλ2 (TrΛ+dǫ)
)
≤
〈
e
λ
2
||x−m||2
〉
e−
λ
2
(TrΛ+dǫ)
= e−
1
2
(log |1−λΛ|+λ(TrΛ+dǫ)). (19)
The upper bound in the above expression was obtained using Markov’s inequality and prop-
erties of Gaussian integrals. For the choice Λ = 1, the above inequality, after optimising
the upper bound with respect to λ, gives us Prob (||x−m||2≥d(1 + ǫ)) ≤ e− d2(log 11+ǫ−ǫ).
Let us now consider the MF entropy minα F (α) for the distributions N (m1, 1) and
N (m2, 1), with separation ||m1 −m2|| = ∆. For the assumed number of clusters K = 1
this entropy is given by
F1 =
d
2
log (2πe) +
1
2
log
∣∣∣1+ 2∑
ν=1
γ(ν)(mν−m)(mν−m)T
∣∣∣ (20)
where m =
∑2
ν=1 γ(ν)mν , and γ(ν) is the fraction of data sampled from N (mν , 1). For
K = 2 we obtain
F2 =
d
2
log (2πe) , (21)
which corresponds to the situation where the true clustering of data is recovered. Further-
more, upon choosing m1=0 and γ(ν)=
1
2
we obtain F1 =
d
2
log(2πe) + 1
2
log[1 + (∆
2
)2]. Thus
in this case F1 ≥ F2, as required. However, if log(2) ≥ 12 log[1+(∆2 )2] then F2+log(K) ≥ F1
(note that we minimise minα F (α) + log(K) to infer true number of clusters), so that here
we are unable to recover the correct number K = 2 of clusters due to the cluster separation
∆ being too small. This happens when ∆ ≤ 2√3 ≈ 3.46. We expect that a similar analysis
can be also performed for more general scenarios.
Numerical experiments are in qualitative agreement with the predicted separation bound-
ary ∆ = 2
√
3, as can be seen in Figure 4. In this Figure we also compare the mean-field
theory results (20, 21) with the results of numerical simulations. For K = 1 the discrepancy
between theory and simulations is a finite size effect. In contrast, for K = 2 it is a combina-
tion of finite size effects and the inability of the mean-field theory to account for correlations
between the data in clusters for small separations ∆. Such correlations are also responsible
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FIG. 4. (Color online) Bayesian clustering of data x ∈ Rd generated from the Gaussian distributions
N (m1,1) and N (m2,1), with separation ∆ = ||m1−m2||. The data sample, split equally between
the constituent distributions, is of size N = 2000 and has d = 10. The data was generated
for cluster separations ∆/
√
d ∈ {12 , 1, 32 , 2, 52}. Top: Data projected into two dimensions. The
separation ∆ of the clusters is increasing from the left to the right. Bottom: the sum FˆN + logK
(red crosses connected by lines), where FˆN ≡ minc FˆN (c,X), shown as a function of the assumed
number of clusters K, and compared with the mean-field prediction minα F (α) (blue crosses). For
K = 2, the mean-field prediction minα F (α) =
d
2 log(2pie) is plotted with the finite size corrections
(error bars indicate one standard deviation).
for a breakdown of the mean-field theory when K > L, see Figure 1. For larger separations
∆ the theory is in good agreement with the simulations, see Figure 4, and discrepancies
again reflect only finite size effects.
The magnitude of the finite size effects can be estimated when K = L for any d/N < 1,
by the following argument. For the empirical covariance matrix Λˆ of a sample of M d-
dimensional data vectors generated from the Gaussian distribution N (m,Λ) the random
quantity log |Λˆ| will for large M be described by the distribution
N (log |Λ|+ τ(M, d), σ2(M, d)),
where τ(M, d) =
∑d
ℓ=1 ψ(
M−ℓ+1
2
) − d log(M
2
) and σ2(M, d) =
∑d
ℓ=1
2
M−ℓ+1
[19]. Assuming
thatK = L and that the clustering is perfect allows us to compute, by following steps similar
to those followed in the Appendix G, the average and variance of the entropy (13). They are
12
found to be given by minα F (α) +
∑L
ν=1 γ(ν) τ (γ(ν)N, d) and
1
4
∑L
ν=1 γ
2(ν) σ2 (γ(ν)N, d),
respectively.
When evaluated for real datasets, the entropy function (13) may also have value as
an exploratory tool. To show this, we consider the Wisconsin Diagnostic Breast Cancer
(WDBC) dataset [20], which describes characteristics of cell nuclei in the images of cells
extracted from tumours [21], and contains N = 569 data-points of dimension d = 30. This
dataset has two (linearly separable) classes, which we assume to be the ‘true’ clusters, one
is ‘benign’, represented by 357 data-points, and the other is ‘malignant’, represented by
212 data-points [21]. A first simple unsupervised method which one might apply to this
dataset is hierarchical clustering, which uses pairwise distances between the data-points to
build a hierarchy of clusters, see e.g. [22]. The agglomerative version of this algorithm, with
Euclidean distances, separates this data into clusters of sizes 549 and 20 at the K = 2
clusters level of hierarchy, into clusters of sizes 549, 19 and 1 at the K = 3 clusters level of
hierarchy, into clusters of sizes 438, 111, 19 and 1 at the K = 4 clusters level of hierarchy,
etc. Hence, upon assuming (correctly) that K = 2, one cannot recover the true clusters of
the WDBC data with this algorithm. Alternatively, the K-Means clustering algorithm, see
e.g. [5], which minimises the squared Euclidean distance between the points in a cluster,
‘finds’ in the WDBC dataset (again upon assuming K = 2) clusters of sizes 438 and 131.
Upon comparing these with the true clusters, we observe that K-Means ‘misclassifies’ 83
data-points in total. It is interesting that the clusters found by K-Means were also present
in the four clusters generated via hierarchical clustering.
Using instead the gradient descent minimisation of (13) as a clustering protocol suggests
that there are more thanK = 4 clusters1 in the WDBC dataset (see Figure 5). ForK = 2 the
algorithm outputs clusters of sizes 328 and 241, which is, compared with the hierarchical and
K-Means results, much closer to the true sizes 357 and 212 of the WDBC dataset. Now 57
data-points were misclassified, which can be explained by the non-sphericity of clusters in this
dataset. In particular, for any data covariance matrix Σˆ the ratio S(Σˆ) = Tr2(Σˆ)/dTr(Σˆ2)
can be used as a measure of ‘sphericity’ of data, see e.g. [23]. We note that 1/d ≤ S(Σˆ) ≤ 1,
and that the lower bound 1/d is saturated only when a few eigenvalues dominate all others for
large d, i.e. when only a few ‘directions’ in Rd contribute to the variability in the data. The
1 For K > 4, this approach favours small clusters, i.e. we are in non-asymptotic regime, which suggests
that a full Bayesian framework is more appropriate for this data.
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FIG. 5. (Color online) The sum FˆN + logK, where FˆN ≡ minc FˆN (c,X), as computed for the
Wisconsin Diagnostic Breast Cancer data [20] (red crosses connected by lines), shown as a function
of the assumed number of clusters K. These results suggest that the true number of clusters in
this dataset is at least K = 4.
upper bound is saturated when all eigenvalues are equal, i.e. all directions in Rd contribute
equally to the variability. The sphericity values of the ‘benign’ and ‘malignant’ clusters in
the WDBC dataset are given by 0.034 and 0.036, respectively, so the data in these clusters
is highly non-spherical. This indeed suggests that the entropy function (13), derived upon
assuming arbitrary multivariate Gaussian distributions of a data in the clusters, is better
equipped to deal with this scenario than hierarchical or K-Means clustering.
V. SUMMARY
In conclusion, in this paper we have demonstrated that mapping Bayesian clustering of
data to a statistical mechanical problem is not only possible, but in fact also quite intuitive
and fruitful. It enables us to identify objectively the most plausible number of clusters
in a dataset, and to obtain transparent interpretations and explanations of why and how
conventional clustering methods (which are quite often based on ad-hoc definitions) may or
may not fail to detect clusters correctly, dependent on the quantitative features of the data.
One possible extension of this work, currently in progress, is a more general analyt-
ical treatment of this Bayesian clustering problem, in which the distribution P (F ) =∫
dα P (α) δ(F−F (α)) is no longer assumed to converge to a delta distribution for large N .
This will allow us allow us to tackle also the nontrivial regime where N, d → ∞ with N/d
finite, and to correct the present mean-field theory in the K > L regime.
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Appendix A: Model of data and Bayesian clustering
Let us assume that we observe the sample X = {x1, . . . ,xN}, where xi ∈ Rd for all i,
drawn from the distribution
p (X|Θ,Π) =
|Π|∏
µ=1
∏
iµ∈Sµ
p(xiµ |θµ), (A1)
generated by the partition Π =
{
S1, S2, . . . , S|Π|
}
, where the index sets Sµ 6= ∅ obey Sµ∩Sν =
∅ for µ 6= ν, and ∪|Π|µ=1Sµ = [N ], with the short-hand [N ] = {1, . . . , N}. Furthermore, we
assume that each parameter θµ is sampled randomly and independently from the distribution
p(θµ), and that we are also given the prior distribution of Π, P (Π). This allows us to write
down the joint distribution
p (X,Θ,Π) = p (X|Θ,Π) p (Π)
|Π|∏
µ=1
p(θµ), (A2)
where Θ = {θ1, . . . , θ|Π|}. Upon integrating out the parameters θµ in the above we obtain
the distribution
p (X,Π) = 〈p (X|Θ,Π)〉
Θ|Π p (Π) , (A3)
where 〈f (Θ)〉
Θ|Π =
∫
f (Θ)
{∏|Π|
µ=1 p(θµ) dθµ
}
. From this follows the conditional distribu-
tion
p (Π|X) = p (X|Π) p (Π)∑
Π˜ p(X|Π˜)p(Π˜)
(A4)
with
p (X|Π) = 〈p (X|Θ,Π)〉
Θ|Π . (A5)
15
Let us next consider the ‘partition function’
∑
Π
p (X|Π) p (Π)
=
N∑
K=1
∑
Π
p (X|Π) p (Π)1 [|Π| = K] (A6)
=
N∑
K=1
∑
Π
p (X|Π) p (Π|K) p(K),
where we have defined the two distributions
p (Π|K) = p (Π)1 [|Π| = K]∑
Π˜ p(Π˜)1
[|Π˜| = K] (A7)
p(K) =
∑
Π
p (Π)1 [|Π| = K] .
Furthermore, if we define ΠK to be a partition Π with |Π| = K, i.e. ΠK = {S1, . . . , SK},
then
∑
Π
p (X|Π) p (Π)
=
N∑
K=1
p(K)
∑
ΠK
p (X|ΠK) p (ΠK |K) (A8)
and the distribution of ΠK is given by
p (ΠK |(X) = p (X|ΠK) p (ΠK |K) p(K)∑N
K˜=1 p(K˜)
∑
Π˜
K˜
p(X|Π˜K˜)p(Π˜K˜ |K˜)
. (A9)
The mode of this distribution is located at
ΠˆK = argmaxΠK
{
p (X|ΠK) p (ΠK |K)
}
. (A10)
from which, in turn, it follows that the mode of the distribution (A4) is located at
Πˆ = argmaxΠˆK
{
p(X|ΠˆK)p(ΠˆK |K)p(K)
}
. (A11)
To see this one considers
Πˆ = argmaxΠ {p (X|Π) p (Π)}
= argmaxΠ
{
{p (X|Π1) p (Π1)} , . . .
. . . , {p (X|ΠK) p (ΠK)} , . . .
. . . , {p (X|ΠN) p (ΠN)}
}
,
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where {p (X|ΠK) p (ΠK)} is a set generated by {ΠK}. Clearly, maxΠK {p (X|ΠK) p (ΠK)} =
p(X|ΠˆK)p(ΠˆK), in which ΠˆK = argmaxΠK {p(X|ΠK)p (ΠK)}, from which follows that
Πˆ = argmaxΠˆK
{
p(X|ΠˆK)p(ΠˆK)
}
= argmaxΠˆK
{
p(X|ΠˆK)p(ΠˆK |K)p(K)
}
. (A12)
Any partition ΠK of the data into K clusters can be specified by the binary ‘allocation’
variables ciµ = 1 [i ∈ Sµ], where i ∈ [N ] and µ ∈ [K], forming the matrix c with [c]iµ = ciµ.
Hence ΠK ≡ ΠK (c) = {S1 (c) , . . . , SK (c)}. Conversely, an N×K matrix c with binary
entries is a partition only if it satisfies the constraints
∑K
µ=1 ciµ = 1 for all i ∈ [N ] and∑N
i=1 ciµ ≥ 1 for all µ ∈ [K]. The simplest distribution implementing these constraints is
the uniform distribution
p (c|K) =
{∏N
i=1 1
[∑K
ν=1 ciν = 1
]}{∏K
µ=1 1
[∑N
j=1 cjµ ≥ 1
]}
∑
c˜
{∏N
i=1 1
[∑K
ν=1 c˜iν = 1
]}{∏K
µ=1 1
[∑N
j=1 c˜jµ ≥ 1
]} . (A13)
The denominator in this expression gives the total number of partitions of the set [N ] into
K subsets S(N,K), i.e. it equals the Stirling number of the second kind times the number
K! of subset permutations. Thus the probability of each individual partition c is given by
1/K!S(N,K). We note that for N →∞ and K ∈ O(N0) we have N−1 log(K!S(N,K)) →
log(K) [17].
Using this new notation allows us to write the distribution p(X|ΠK) as
p(X|ΠK) ≡ p (X|c, K) (A14)
=
〈
e
∑K
µ=1
∑N
i=1 ciµ log p(xi|θµ)
〉
Θ
= e−NFˆN (c,X),
where 〈f (Θ)〉
Θ
=
∫
f (Θ)
{∏K
µ=1 p(θµ) dθµ
}
, and we defined the log-likelihood
FˆN(c, X) = − 1
N
log
〈
e
∑K
µ=1
∑N
i=1 ciµ log p(xi|θµ)
〉
Θ
. (A15)
Furthermore, combining p (c, K) = p (c|K) p(K) with (A14) gives us the joint distribution
p (X, c, K) = e−NFˆN (c,X)p (c, K) (A16)
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from which we can derive the conditional distribution
p (c, K|X)
=
e−NFˆN (c,X)p(c|K)p(K)∑N
K˜=1p(K˜)
∑
c˜
e−NFˆN (c˜,X)p(c˜|K˜) . (A17)
For K ∈ [N ] the mode of this distribution is located at
cˆ |K = argmaxc p (c, K|X)
= argmax
c
{
e−NFˆN (c,X)p (c|K)} (A18)
and hence the mode of (A4) is given by
Πˆ = argmaxcˆ |K
{
e−NFˆN (c,X)p (cˆ|K) p(K)} (A19)
which is our MAP estimator of the partition of data Π.
Appendix B: Laplace approximation
Let us consider the log-likelihood density (3). We note that FˆN (c, X) =
∑K
µ=1 Fˆ
N
µ (c, X),
where
FˆNµ (c, X) = −
1
N
log
∫
e−NΦµ(θµ|c,X)p(θµ)dθµ (B1)
Φµ(θµ|c, X) = − 1
N
N∑
i=1
ciµlog p (xi|θµ)
FˆNµ (c, X) is a log-likelihood density of cluster µ. For large N it can be evaluated by the
Laplace method [24]:
FˆNµ (c, X) = −
1
N
log
(∫
e−NΦµ(θµ|c,X)p(θµ)dθµ∫
e−NΦµ(θ˜µ|c,X)dθ˜µ
∫
e−NΦµ(θ˜µ|c,X)dθ˜µ
)
= Φµ(θ
∗
µ |c), (B2)
where
θ
∗
µ = argminθΦµ(θ|c, X). (B3)
The stationarity condition ∂
∂θµ(ℓ)
Φµ(θ|c, X) = 0 for all ℓ, from which to solve θ∗µ , gives us
the equations
∂
∂θµ(ℓ)
1
N
N∑
i=1
ciµ log p (xi|θµ) = 0. (B4)
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Let us now evaluate (B4) for the multivariate Gaussian distributions
N (x|mµ,Λ−1µ ) =
e−
1
2
(x−mµ)TΛµ(x−mµ)
|2πΛ−1µ |
1
2
, (B5)
with the meansmµ and the inverse covariance matrices Λµ. Upon assuming that p (xi|θµ) ≡
N (x|mµ,Λ−1µ ), the desired log-likelihood density becomes
− 1
N
N∑
i=1
ciµ logN
(
xi|mµ,Λ−1µ
)
=
1
2N
N∑
i=1
ciµ(xi −mµ)TΛµ(xi −mµ)
− Mµ (c)
2N
log
(
(2π)−d |Λµ|
)
, (B6)
Here Mµ(c) =
∑N
i=1 ciµ = |Sµ (c) | denotes the number of data points in cluster µ. Solving
the equations ∂
∂mµℓ
∑N
i=1ciµ logN (xi|mµ,Λ−1µ ) = 0 and
∂
∂ [Λµ]sℓ
N∑
i=1
ciµ logN (xi|mµ,Λ−1µ ) = 0
gives us
mµ =
1
Mµ (c)
N∑
i=1
ciµxi (B7)
Λ−1µ =
1
Mµ (c)
N∑
i=1
ciµ (xi −mµ) (xi −mµ)T , (B8)
i.e. the empirical mean and covariance of the data in cluster µ. Using the above results in
equation (B6) we then obtain the log-likelihood density (13).
Appendix C: Distribution of log-likelihood – A ‘field theory’ approach
Let us assume that the data X = {x1, . . . ,xN} are sampled from the distribution
p(X|L) =
∑
c˜
q(c˜|L)


L∏
ν=1
∏
iν∈Sν(c˜)
qν(xiν)

 , (C1)
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where q(c˜|L) is the ‘true’ distribution of the partitions c˜ of size L. We are interested in
computing the distribution of log-likelihoods
PN(F ) =
∑
c
p(c|K)
∫
dX p(X|L)δ(F−FˆN(c,X))
(C2)
FˆN (c, X) = − 1
N
K∑
µ=1
N∑
i=1
ciµlog p (xi|θµ) . (C3)
Here p(c|K) is our ‘assumed’ distribution of the partition c of size K. Let us now evaluate
PN(F ) further:
PN(F ) =
∑
c,c˜
p(c|K)q(c˜|L)
∫ 

L∏
ν=1
∏
iν∈Sν(c˜)
qν(xiν )

 δ
(
F − FˆN(c,X)
)
dX (C4)
We note that the sum over c˜ inside the function FˆN(c,X) can be written in the following
form
−FˆN (c,X) =
K∑
µ=1
|Sµ(c)|
N
∫
1
|Sµ(c)|
∑
iµ∈Sµ(c)
δ
(
x− xiµ
)
log p (x|θµ) dx
=
K∑
µ=1
|Sµ(c)|
N
∫
1
|Sµ(c)|
L∑
ν=1
∑
iµν∈Sµ(c)∩Sν (c˜)
δ
(
x− xiµν
)
log p(x|θµ)dx
=
K∑
µ=1
|Sµ(c)|
N
∫
Qµ(x|c, c˜,X) log p (x|θµ) dx, (C5)
where we have defined the density
Qµ(x|c, c˜,X) = 1|Sµ(c)|
L∑
ν=1
∑
iµν∈Sµ(c)∩Sν(c˜)
δ
(
x− xiµν
)
(C6)
Using the above form in (C4) we obtain
PN(F ) =
∑
c,c˜
p(c|K) q(c˜|L)
∫
dX


L∏
ν=1
∏
iν∈Sν(c˜)
qν(xiν )


× δ
(
F +
K∑
µ=1
|Sµ(c)|
N
∫
Qµ(x|c, c˜,X) log p (x|θµ) dx
)
=
∑
c,c˜
p(c|K) q(c˜|L)
{
K∏
µ=1
∏
x
∫
dQµ(x)
}
PN [{Qµ(x)}|c, c˜ ]
× δ
(
F +
K∑
µ=1
|Sµ(c)|
N
∫
Qµ(x)log p (x|θµ)dx
)
, (C7)
20
were we have defined the (functional) distribution
PN [{Qµ(x)}|c, c˜ ] =
∫ 

L∏
ν=1
∏
iν∈Sν(c˜)
qν(xiν)


×
{
K∏
µ=1
∏
x
δ [Qµ(x)−Qµ(x|c, c˜,X)]
}
dX. (C8)
Let us next consider
PN [{Qµ(x)}|c, c˜ ]
=
∫
dX


L∏
ν=1
∏
iν∈Sν(c˜)
qν(xiν)


{
K∏
µ=1
∏
x
∫
dQˆµ(x)
2π/N
}
× eiN
∑K
µ=1
∫
Qˆµ(x)[Qµ(x)−Qµ(x|c,c˜,X)]dx
=
{
K∏
µ=1
∏
x
∫
dQˆµ(x)
2π/N
}
eiN
∑K
µ=1
∫
Qˆµ(x)Qµ(x)dx
×
∫
dX


L∏
ν=1
∏
iν∈Sν(c˜)
qν(xiν )

 e
∑L
ν=1
∑K
µ=1
N
|Sµ(c)|
∑
iµν∈Sµ(c)∩Sν(c˜)
−iQˆµ(xiµν )
=
{
K∏
µ=1
∏
x
∫
dQˆµ(x)
2π/N
}
eiN
∑K
µ=1
∫
Qˆµ(x)Qµ(x)dx
×
L∏
ν=1
K∏
µ=1
∏
iµν∈Sµ(c)∩Sν(c˜)
∫
qν
(
xiµν
)
e
−i N
|Sµ(c)|
Qˆµ(xiµν )dxiµν
=
{
K∏
µ=1
∏
x
∫
dQˆµ(x)
2π/N
}
× eiN
∑K
µ=1
∫
Qˆµ(x)Qµ(x)dx+N
∑K
µ=1
∑L
ν=1
|Sµ(c)∩Sν(c˜)|
N
log
∫
dx qν(x)e
−i
NQˆµ(x)
|Sµ(c)|
. (C9)
Thus for PN [Q|α(c, c˜)] ≡ PN [{Qµ(x)}|c, c˜ ] we have
PN [Q|α(c, c˜)] =
∫
DQˆ eNΨ[Q,Qˆ|α(c,c˜) ], (C10)
where
Ψ
[
Q, Qˆ|α(c, c˜) ] = i K∑
µ=1
∫
Qˆµ(x)Qµ(x)dx
+
K∑
µ=1
L∑
ν=1
α(ν, µ|c, c˜) log
∫
qν (x) e
−i
α(µ|c)
Qˆµ(x)dx, (C11)
with the usual short-hand for the path integral measure,
∫ DQˆ ≡ {∏Kµ=1∏x ∫ [dQˆµ(x)/(2π/N)]}.
In the above formula we have also introduced the matrix α(c, c˜), with entries [α(c, c˜)]νµ =
21
α(ν, µ|c, c˜), where in turn α(ν, µ|c, c˜) = N−1|Sµ(c)∩Sν(c˜)|. We note that ∪Kµ=1 (Sµ(c) ∩ Sν(c˜)) =
Sν(c˜) and that ∪Lν=1 (Sµ(c) ∩ Sν(c˜)) = Sµ(c). From these properties it follows that
the entries α(ν, µ|c, c˜) ≥ 0 can be interpreted as representing a joint distribution, i.e.∑K
µ=1
∑L
ν=1 α(ν, µ|c, c˜) = 1, with the marginals
∑L
ν=1 α(ν, µ|c, c˜) = α(µ|c) = |Sµ(c)|/N
and
∑K
µ=1 α(ν, µ|c, c˜) = α(ν|c˜) = |Sν(c˜)|/N . Using all these ingredients in equation (C12)
then leads us to
PN(F ) =
∑
c,c˜
p(c|K) q(c˜|L)
∫
DQPN [Q|α(c, c˜)] δ
(
F +
K∑
µ=1
|Sµ(c)|
N
∫
Qµ(x) log p (x|θµ) dx
)
=
∫
dαPN(α)
∫
DQPN [Q|α] δ
(
F+
K∑
µ=1
α(µ)
∫
Qµ(x) log p (x|θµ) dx
)
, (C12)
where we have defined the integral measure
∫ DQ ≡ {∏Kµ=1∏x ∫ dQµ(x)} as well as the
short-hand
∫
dα ≡∏Kµ=1∏Lν=1 ∫ dα(ν, µ). The distribution of α is given by
PN(α) =
∑
c,c˜
p(c|K) q(c˜|L)
K∏
µ=1
L∏
ν=1
δ[α(ν, µ)−α(ν, µ|c,c˜)] .
(C13)
Now for any smooth function g we can consider the following average:
∫
PN(F ) g(F ) dF =
∫
dαPN(α)
∫
DQPN [Q|α] g
(
−
K∑
µ=1
α(µ)
∫
Qµ(x) log p (x|θµ) dx
)
=
∫
dαPN(α)
∫ DQPN [Q|α]∫ DQ˜ PN[Q˜|α] g
(
−
K∑
µ=1
α(µ)
∫
Qµ(x) log p (x|θµ) dx
)
=
∫
dαPN(α)
∫ DQ ∫ DQˆ eNΨ[Q,Qˆ|α]∫ DQ˜ ∫ DQˆ eNΨ[Q˜,Qˆ|α]
× g
(
−
K∑
µ=1
α(µ)
∫
Qµ(x) log p (x|θµ) dx
)
. (C14)
Let us assume that PN(α)→ P (α) as N →∞. Furthermore we expect that in this limit the
functional integral in the above equation is dominated by the extremum of the functional Ψ
and hence for the distribution P (F ) = limN→∞ PN(F ) we obtain
∫
P (F ) g(F ) dF =
∫
P (α) g
(
−
K∑
µ=1
α(µ)
∫
Qµ(x|α) log p (x|θµ) dx
)
dα, (C15)
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where Qµ(x|α) is a solution of the saddle-point equations δΨ[Q, Qˆ|α]/δQµ(x) = 0 and
δΨ[Q, Qˆ|α]/δQˆµ(x) = 0. Solving the latter gives us the following two equations:
iQˆµ(x) = 0 (C16)
Qµ(x) =
L∑
ν=1
α(ν, µ)
α(µ)
qν (x) e
−i
α(µ)
Qˆµ(x)∫
qν (x′) e
−i
α(µ)
Qˆµ(x′)dx′
(C17)
from which follows the equation
Qµ(x|α) =
L∑
ν=1
α(ν|µ)qν (x) , (C18)
where α(ν|µ) = α(ν, µ)/α(µ) is a conditional distribution. From the above we conclude that
P (F ) =
∫
dα P (α) (C19)
× δ
(
F +
K∑
µ=1
L∑
ν=1
α(ν, µ)
∫
qν(x) log p (x|θµ) dx
)
.
If we assume that P (α) is a delta function, this gives us the mean-field (MF) log-likelihood
F (α) = −
K∑
µ=1
L∑
ν=1
α(ν, µ)
∫
qν(x) log p (x|θµ)dx (C20)
which is seen to be equivalent to (9). Let us next consider the distribution (C2) of the
log-likelihood density (13):
PN(F ) =
∑
c
p(c|K)
∫
dX p(X|L) (C21)
×δ
(
F −
K∑
µ=1
|Sµ (c) |
2N
log
(
(2πe)d
∣∣Λ−1µ (c,X)∣∣))
where Λ−1µ (c,X) is the covariance matrix of the data in cluster µ, which can be written in
the form
Λ−1µ (c,X) =
1
|Sµ (c) |
∑
iµ∈Sµ(c)
(
xiµ−mµ (c)
) (
xiµ−mµ (c)
)T
, (C22)
where mµ(c) =
1
|Sµ(c)|
∑
iµ∈Sµ(c)
xiµ . Further manipulation of PN(F ) gives
PN(F ) =
∑
c,c˜
p(c|K) q(c˜|L)
∫ 

L∏
ν=1
∏
iν∈Sν(c˜)
qν(xiν)


× δ
(
F −
K∑
µ=1
|Sµ (c) |
2N
log
(
(2πe)d
∣∣Λ−1µ (c,X)∣∣) )dX (C23)
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and the covariance matrix can be written in the form
Λ−1µ (c,X) =
1
|Sµ (c) |
L∑
ν=1
∑
iνµ∈Sµ(c)∩Sν(c˜)
(
xiνµ −mµ (c)
)(
xiνµ −mµ (c)
)T
=
∫
dx Qµ(x|c, c˜,X)
(
x−
∫
Qµ(y|c, c˜,X)y dy
)
×
(
x−
∫
Qµ(z|c, c˜,X) z dz
)T
. (C24)
From the above it is clear that FˆN is a functional of the density Qµ(x|c, c˜,X), defined in (C6),
and the matrix α(ν, µ|cc˜). Following the same steps as in deriving equations (C7)-(C12)
gives us
PN(F ) =
∫
dαPN(α)
∫
DQPN [Q|α] (C25)
× δ
(
F −
K∑
µ=1
α(µ)
1
2
log
(
(2πe)d
∣∣Λ−1µ [Q]∣∣) ),
where
Λ−1µ [Q] =
∫
dx Qµ(x)
(
x−
∫
Qµ(y)y dy
)
×
(
x−
∫
Qµ(z) z dz
)T
. (C26)
Furthermore, for N → ∞, using a similar argument as outlined in equations (C14)-(C19),
we obtain
P (F ) =
∫
dα P (α) (C27)
× δ
(
F −
K∑
µ=1
α(µ)
1
2
log
(
(2πe)d
∣∣Λ−1µ (α)∣∣) )
where the covariance matrix Λ−1µ (α) is defined by
Λ−1µ (α) =
L∑
ν=1
α(ν|µ)
〈
(x−mµ(α)) (x−mµ(α))T
〉
ν
, (C28)
where mµ (α) =
∑L
ν=1 α(ν|µ)〈x〉ν is the mean, and we used the short-hand 〈{· · · }〉ν =∫
qν(x){· · · }dx. Assuming that P (α) is a delta function subsequently gives us the MF
log-likelihood expression (14).
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Appendix D: Proofs of information-theoretic inequalities
In this section we compute lower bounds for the MF entropy (14). First, we show that
F (α) satisfies the inequalities
F (α) ≥
K∑
µ=1
α(µ)H (Qµ) ≥
L∑
ν=1
γ(ν)H (qν) . (D1)
Let us consider the Kullback-Leibler distance [15] D (Qµ||Nµ) between the mixture Qµ(x) =∑L
ν=1 α(ν|µ)qν(x) and the Gaussian distribution N
(
x|mµ,Λ−1µ
)
:
D (Qµ||Nµ) =
∫
dx
L∑
ν=1
α(ν|µ) qν(x) log
(∑L
ν=1 α(ν|µ) qν(x)
N (x|mµ,Λ−1µ )
)
= −H (Qµ)−
L∑
ν=1
α(ν|µ)
∫
dx qν(x) logN
(
x|mµ,Λ−1µ
)
= −H (Qµ)−
L∑
ν=1
α(ν|µ)
∫
dx qν(x) log

e− 12 (x−mµ)TΛµ(x−mµ)∣∣2πΛ−1µ ∣∣ 12


= −H (Qµ) + 1
2
log
(
(2π)d
∣∣Λ−1µ ∣∣)
+
1
2
L∑
ν=1
α(ν|µ)
∫
dx qν(x)(x−mµ)TΛµ(x−mµ)
= −H (Qµ) + 1
2
log
(
(2π)d
∣∣Λ−1µ ∣∣)
+
1
2
Tr
{
Λµ
L∑
ν=1
α(ν|µ)
∫
qν(x)(x−mµ)(x−mµ)Tdx
}
Let us define the mean and covariance of the distribution Qµ(x) =
∑L
ν=1 α(ν|µ)qν(x) as
mµ=
∫
Qµ(x)x dx and Λ
−1
µ =
∫
Qµ(x)(x−mµ)(x−mµ)Tdx. Then D (Qµ||Nµ) = −H (Qµ)+
1
2
log
(
(2πe)d
∣∣Λ−1µ ∣∣) and from the simple property D (Qµ||Nµ) ≥ 0 we immediately deduce
that
F (α) ≥
K∑
µ=1
α(µ)H (Qµ) . (D2)
Furthermore, for the average entropy we find the following inequality
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K∑
µ=1
α(µ)H (Qµ) =
K∑
µ=1
α(µ)
L∑
ν1=1
α(ν1|µ)
∫
qν1(x) log
(
1/
L∑
ν2=1
α(ν2|µ) qν2(x)
)
dx
=
K∑
µ=1
L∑
ν1=1
α(ν1, µ)
×
∫
qν1(x)
{
log qν1(x)− log qν1(x) + log
(
1/
L∑
ν2=1
α(ν2|µ) qν2(x)
)}
dx
=
K∑
µ=1
L∑
ν=1
α(ν, µ)D (qν ||Qµ) +
L∑
ν=1
γ(ν)H (qν)
≥
L∑
ν=1
γ(ν)H (qν) . (D3)
Secondly, for the average entropy
F0 =
L∑
ν=1
γ(ν)
1
2
log
(
(2πe)d |Cν |
)
, (D4)
where Cν =
〈
xxT
〉
ν
− 〈x〉ν 〈x〉Tν is the covariance matrix of qν(x), we can show that the
following holds:
F (α) ≥ F0 (D5)
for all α. The above equality follows from properties of the covariance matrix
Λ−1µ (α) =
L∑
ν=1
α(ν|µ)Cν (D6)
+
L∑
ν=1
α(ν|µ) (〈x〉ν−mµ (α)) (〈x〉ν−mµ (α))T .
To prove (D5) we first derive the inequality
log
∣∣∣∣∣
L∑
ν=1
α(ν)Dν
∣∣∣∣∣ ≥
L∑
ν=1
α(ν) log |Dν | (D7)
for symmetric positive definite matrices Dν and
∑L
ν=1 α(ν) = 1, where α(ν) ≥ 0. This
inequality can be derived by repeated application of Minkowski’s inequality for determinants,
viz. |D+B| 1d ≥ |D| 1d + |B| 1d for symmetric positive definite matrices D and B:
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∣∣∣∣∣
L∑
ν=1
α(ν)Dν
∣∣∣∣∣
1
d
=
∣∣∣∣∣α(1)D1 +
L∑
ν=2
α(ν)Dν
∣∣∣∣∣
1
d
≥ α(1) |D1|
1
d +
∣∣∣∣∣
L∑
ν=2
α(ν)Dν
∣∣∣∣∣
1
d
≥
L∑
ν=1
α(ν) |Dν |
1
d (D8)
from which follows the result
log
∣∣∣∣∣
L∑
ν=1
α(ν)Dν
∣∣∣∣∣ ≥ d log
(
L∑
ν=1
α(ν) |Dν |
1
d
)
≥
L∑
ν=1
α(ν) log |Dν | . (D9)
The last step in this argument relied on Jensen’s inequality [15]. Let us now apply (D7) to
the difference of entropies
2 (F (α)− F0) = −
L∑
ν=1
γ(ν) log |Cν |+
K∑
µ=1
α(µ) log
∣∣Λ−1µ (α)∣∣ (D10)
= −
L∑
ν=1
γ(ν) log |Cν |+
K∑
µ=1
α(µ)
× log
∣∣∣∣∣
L∑
ν=1
α(ν|µ)
(
Cν + (〈x〉ν −mµ (α))(〈x〉ν −mµ (α))T
)∣∣∣∣∣
≥ −
L∑
ν=1
γ(ν) log |Cν |+
K∑
µ=1
α(µ)
L∑
ν=1
α(ν|µ)
× log
∣∣∣Cν + (〈x〉ν −mµ (α))(〈x〉ν −mµ (α))T ∣∣∣
≥ −
L∑
ν=1
γ(ν) log |Cν |+ d
K∑
µ=1
α(µ)
L∑
ν=1
α(ν|µ)
× log
(
|Cν |
1
d+
∣∣∣(〈x〉ν−mµ (α))(〈x〉ν−mµ (α))T ∣∣∣ 1d
)
.
The last line in the above, obtained by Minkowski’s inequality, is equal to zero, and hence
F (α) ≥ F0 for all α.
Appendix E: Algorithmic cost of ordering random unbiased partitions
Let us assume that we have N ‘particles’ of L different ‘colours’ which are distributed into
K different reservoirs. The probability that a particle has colour ν ∈ [L] is γ(ν) and that it
is in the reservoir µ is 1/K. Assuming that colour and reservoir allocation are independent
events, the probability of ‘configuration’ A = (a1, . . . , aN), where ai = (ai(1), ai(2)) with
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the colour ai(1) ∈ [L] and reservoir number ai(2) ∈ [K] of the particle i, is given by
P (A) =
N∏
i=1
P (ai), (E1)
P (ai) ≡ P (ai(1) = ν, ai(2) = µ) = γ(ν)
K
. (E2)
The total number of particles in reservoir µ is given by Nµ(A) =
∑N
i=1 δµ;ai(2). Let us now
consider the joint distribution of particle numbers in reservoirs
P (N1, . . . , NK) =
∑
A
P (A)
K∏
µ=1
δNµ;Nµ(A) (E3)
= K−N
∑
a1(2),...,aN (2)
K∏
µ=1
δNµ;
∑N
i=1 δµ;ai(2)
= K−N
N !∏K
µ=1Nµ!
,
where
∑K
µ=1Nµ = N . The probability of observing the event that at least one reservoir is
empty is given by
1− P (N1 > 0, . . . , NK > 0)
= 1−
∑
N1>0,...,NK>0
K−N
N !∏K
µ=1Nµ!
= K−N
( ∑
N1≥0,...,NK≥0
N !∏K
µ=1Nµ!
−
∑
N1>0,...,NK>0
N !∏K
µ=1Nµ!
)
=
K−1∑
ℓ=1
(
K
ℓ
)(
1− ℓ
K
)N
. (E4)
Thus the probability of this event decays exponentially with increasing N and, as N →
∞, the sequence a1(2), . . . , aN(2), sampled from the distribution (E2) is, with high prob-
ability, a partition of the set [N ] into K subsets (or clusters). Furthermore, the en-
tropy density N−1 log(KN ) = logK of such sequences approaches the entropy density
N−1 log (K!S(N,K)) of the random partitions sampled uniformly from (A13).
Let us assume that K ≤ L. The total number of particles of colour ν, and the number
of particles of colour ν in reservoir µ are given, respectively, by Nν(A) =
∑N
i=1 δν;ai(1)
and Nνµ(A) =
∑N
i=1 δν;ai(1)δµ;ai(2). The number of particles of colour ν which are not in
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reservoir µ is the difference Nν(A)−Nνµ(A). Suppose that each reservoir has a preference
for particles of a particular colour (or colours), i.e. there is an onto mapping ν → µ(ν)
between colours and reservoirs, then the total number of particles which are not in ‘their’
reservoirs, i.e. the number of particles which are to be ‘moved’ in order for all particles to be
in reservoirs to which they belong, is given by the difference
∑L
ν=1
(
Nν(A)−Nνµ(ν)(A)
)
=
N −∑Lν=1Nνµ(ν)(A).
We are interested in the average and variance of N −∑Lν=1Nνµ(ν)(A). The average is
given by 〈
N−
L∑
ν=1
Nνµ(ν)(A)
〉
A
= N−
L∑
ν=1
N∑
i=1
〈
δν;ai(1)δµ(ν);ai(2)
〉
A
= N −
L∑
ν=1
N∑
i=1
γ(ν)
K
= N
K − 1
K
(E5)
and the variance is given by
V ar
{
N−
L∑
ν=1
Nνµ(ν)(A)
}
= V ar
{ L∑
ν=1
Nνµ(ν)(A)
}
=
〈( L∑
ν=1
Nνµ(ν)(A)−N
K
)2〉
A
=
N
K
(
1− 1
K
)
. (E6)
The average in the penultimate line of the above was computed as follows〈( L∑
ν=1
Nνµ(ν)(A)
)2〉
A
=
∑
ν
∑
i1,i2
〈
δν;ai1(1)δµ(ν);ai1(2)δν;ai2(1)δµ(ν);ai2(2)
〉
A
+
∑
ν1 6=ν2
∑
i1,i2=1
〈
δν1;ai1 (1)δµ(ν1);ai1 (2)δν2;ai2 (1)δµ(ν2);ai2 (2)
〉
A
=
N
K
+
N(N−1)
K2
L∑
ν=1
γ2(ν)+
N(N−1)
K2
∑
ν1 6=ν2
γ(ν1)γ(ν2)
=
N
K
+
N(N − 1)
K2
. (E7)
From the above derivations it follows that for a random unbiased partition to be ordered,
i.e. for particles of the same colour to occupy at most one reservoir, a fraction of particles
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FIG. 6. (Color online) Top left: F (α) as a function of the number of F -increasing directions
N−(α). Top: right: F (α) as a function of the number of F -decreasing directions N+(α). Bottom
left: histogram of log-likelihood values FˆN (c (∞),X), obtained by running gradient descent from a
100 different random unbiased partitions, with the assumed number K = 2 of clusters. Blue filled
circles correspond to the MF log-likelihood, F (α), computed for all possible values of α(ν, µ) =
1[ν∈Sµ]γ(ν). Bottom right: N−(α) as a function of N+(α).
has to be moved that is on average 〈1 − 1
N
∑L
ν=1Nνµ(ν)(A)〉A = (K−1)/K, with variance
V ar{1− 1
N
∑L
ν=1Nνµ(ν)(A)} = (1−K−1)/NK.
Appendix F: Details of numerical experiments
In this section we study the performance of the simplest algorithm that minimises the
log-likelihood function (13) via gradient descent, for the data described in Figure 2. The
algorithm is implemented as follows:
1. Start with any initial partition Π(c (0)) = {S1(c (0)), . . . , SK(c (0))}, and compute the
log-likelihood FˆN(c (0),X).
2. For all i ∈ [N ], consider all possible moves of i from its current cluster Sµ(c) to a new
cluster Sν(c) and compute the new value FˆN (c,X) for each.
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FIG. 7. (Color online) Evolution of the log-likelihood, FˆN (t) ≡ FˆN (c(t),X), and the fraction of
data in cluster µ, α(µ|t) ≡ α(µ|c(t)), where µ = {1, 2}, shown as functions of time (normalised
number of ‘moves’) in the gradient descent algorithm evolving from a random unbiased initial
partition. The assumed number of clusters is K = 2. Blue horizontal lines correspond to the levels
3/8, 4/8 and 5/8.
3. Select and execute a move which gives the largest decrease in FˆN (c,X), and update
Π(c).
4. Continue the last two steps while the value of FˆN (c,X) continues to change.
5. Output the partition Π(c (∞)) and the value of FˆN (c (∞), X).
Using as initial states random partitions of data c (0), where each i ∈ [N ] has a probability
1/K of being allocated to one of the K clusters2, we run the above algorithm for each value
of K ∈ [17] for 100 different initalisations c (0) and select the final partition, c (∞), with the
smallest value of FˆN ≡ FˆN (c (∞),X). The latter is our estimate of minc FˆN (c,X). We also
compute, with the same parameters used to generate our data, the mean-field log-likelihood
F (α) via equation (14).
When K ≤ L, the log-likelihood FˆN(c (∞),X) is dominated by partitions c (∞) corre-
sponding to local minima and saddlepoints of F (α). The matrix α is defined by the entries
[α]νµ=1[ν ∈Sµ]γ(ν), generated by partitions Π = {S1, . . . , SK} of the set [L] into K sub-
sets. The total number of partitions is given by S(L,K). To enumerate all partitions we
use the algorithm of [25]. We classify turning points of F (α) as follows. For a given Π and
its associated matrix α we count the number N+(α) of elementary ‘moves’ into the new
partition Π˜ and α˜ (in a single elementary ‘move’, a member of the set Sµ, with |Sµ| > 1, is
2 In section E we proved that for N →∞ the matrix c constructed in this way is, with high probability, a
partition of the set [N ] into the K subsets.
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FIG. 8. (Color online) Top left: F (α) as a function of the number of F -increasing directions
N−(α). Top: right: F (α) as a function of the number of F -decreasing directions N+(α). Bottom
left: histogram of log-likelihood values FˆN (c (∞),X), obtained by running gradient descent from a
100 different random unbiased partitions, with the assumed number K = 3 of clusters. Blue filled
circles correspond to the MF log-likelihood, F (α), computed for all possible values of α(ν, µ) =
1[ν∈Sµ]γ(ν). Bottom right: N−(α) as a function of N+(α).
moved into the set Sν) for which F (α) > F (α˜), and the number N−(α) of moves for which
F (α) < F (α˜). If N+(α) = 0 the state α is a (possibly local) minimum, and if N−(α) = 0
the state α is a (possibly local) maximum. All other cases are saddle points. In Figures 6,
8, 10 and 12 we compare FˆN (c (∞), X) with F (α).
Those turning points of F (α) that are of the form [α]νµ = 1[ν ∈ Sµ]γ(ν) also act as
dynamic ‘attractors’. This can be seen by comparing Figure 6 to Figure 7, and Figure 8
to Figure 9, etc. Here FˆN (t) ≡ FˆN (c (t), X), as computed during the simulated process, is
seen to evolve from plateau to plateau by a succession of rapid relaxations, and the value
of FˆN(t) at the beginning of each plateau can be (approximately) mapped to the value of
F (α) via the fractions α(µ) =
∑L
ν=1 1[ν ∈ Sµ]γ(ν) of data in clusters µ. However as K is
increased, more and more attractors are not of the form 1[ν ∈ Sµ]γ(ν) (see Figures 9, 11
and 13).
The predictions of the mean-field log-likelihood F (α) for minc FˆN(c,X) are incorrect
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FIG. 9. (Color online) Evolution of the log-likelihood, FˆN (t) ≡ FˆN (c(t),X), and the fraction of
data in cluster µ, α(µ|t) ≡ α(µ|c(t)), where µ = {1, 2, 3}, shown as functions of time (normalised
number of ‘moves’) in the gradient descent algorithm evolving from a random unbiased initial
partition. The assumed number of clusters is K = 3. Blue horizontal lines correspond to the levels
3/8, 4/8 and 5/8.
when K > L. The log-likelihood F (α) is bounded from below by the average entropy∑L
ν=1 γ(ν)H(qν), but in this regime the gap between this lower bound and minc FˆN (c,X) is
widening as we increase the number of assumed clusters K. This effect can be clearly seen in
Figure 14. We also see in this Figure that
∑L
ν=1 γ(ν)H(qν) separates the low entropy states
obtained by gradient descent into two sets. The first set, which includes argmin
c
FˆN(c,X), is
given by3 {c : FˆN (c,X) ≤
∑L
ν=1 γ(ν)H(qν)}, and the second set is given by {c : FˆN (c,X) >∑L
ν=1 γ(ν)H(qν)}. Since for K > L we have F (α) >
∑L
ν=1 γ(ν)H(qν), we expect that
minα F (α) gives correct predictions for at least some of the low entropy states in the second
set.
3 The equality in this definition can only be true when K = L (see Figure 12).
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FIG. 10. (Color online) Top left: F (α) as a function of the number of F -increasing directions
N−(α). Top: right: F (α) as a function of the number of F -decreasing directions N+(α). Bottom
left: histogram of log-likelihood values FˆN (c (∞),X), obtained by running gradient descent from a
100 different random unbiased partitions, with the assumed number K = 7 of clusters. Blue filled
circles correspond to the MF log-likelihood, F (α), computed for all possible values of α(ν, µ) =
1[ν∈Sµ]γ(ν). Bottom right: N−(α) as a function of N+(α).
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FIG. 11. (Color online) Evolution of the log-likelihood, FˆN (t) ≡ FˆN (c(t),X), and the fraction
of data in cluster µ, α(µ|t) ≡ α(µ|c(t)), where µ = {1, 2, . . . , 7}, shown as functions of time
(normalised number of ‘moves’) in the gradient descent algorithm evolving from a random unbiased
initial partition. The assumed number of clusters is K = 7. Blue horizontal lines correspond to
the levels 3/8, 4/8 and 5/8.
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FIG. 12. (Color online) Histogram of the log-likelihood values obtained by running the gradient
descent algorithm from a 100 different random unbiased partitions, with the assumed numberK = 8
of clusters. The blue filled circle corresponds to the MF lower bound
∑L
ν=1 γ(ν)H(qν) = 4.853905.
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FIG. 13. (Color online) Evolution of the log-likelihood, FˆN (t) ≡ FˆN (c(t),X), and the fraction
of data in cluster µ, α(µ|t) ≡ α(µ|c(t)), where µ = {1, 2, . . . , 8}, shown as functions of time
(normalised number of ‘moves’) in the gradient descent algorithm evolving from a random unbiased
initial partition. The assumed number of clusters is K = 8. Blue horizontal lines correspond to
the levels 3/8, 4/8 and 5/8.
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FIG. 14. (Color online) Histogram of the log-likelihood values obtained by running the gradient
descent algorithm from a 100 different random unbiased partitions, with the assumed numberK = 9
of clusters. The blue filled circle corresponds to the MF lower bound
∑L
ν=1 γ(ν)H(qν) = 4.853905.
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FIG. 15. (Color online) Evolution of the log-likelihood, FˆN (t) ≡ FˆN (c(t),X), and the fraction
of data in cluster µ, α(µ|t) ≡ α(µ|c(t)), where µ = {1, 2, . . . , 9}, shown as functions of time
(normalised number of ‘moves’) in the gradient descent algorithm evolving from a random unbiased
initial partition. The assumed number of clusters is K = 9. Blue horizontal lines correspond to
the levels 3/8, 4/8 and 5/8.
Appendix G: Estimation of differential entropy
In this section we compute the finite sample-size corrections to the MF entropy (14). In
order to do this we first note that for a sample {x1, . . . ,xN}, where each xi ∈ Rd is drawn
from the multivariate Gaussian distribution N (x|m,Λ), the empirical covariance matrix
Λˆ = N−1
∑N
i=1(xi−mˆ)(xi−mˆ)T , where mˆ = 1N
∑N
i=1 xi is the empirical mean, obeys the
following asymptotic law: [log |Λˆ| − log |Λ| − d(d+1)/2N ]/√2d/N → N (0, 1) as N → ∞
(see [19] and references therein). This is equivalent to stating log |Λˆ| → log |Λ| + d(d+
1)/2N + z
√
2d/N , where z ∼ N (0, 1).
Let us assume that the above is true for the empirical covariance matrices that feature
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in the log-likelihood (13) and evaluate FˆN(c) for large N :
FˆN(c) =
K∑
µ=1
Mµ (c)
N
1
2
log
(
(2πe)d
∣∣Λ−1µ (c)∣∣)
=
K∑
µ=1
Mµ (c)
2N
{
log
(
(2πe)d
∣∣Λ−1µ (α)∣∣)
+
d(d+1)
2Mµ(c)
+ zµ
√
2d
Mµ(c)
}
= F (α) +
K∑
µ=1
Mµ(c)
2N
{
d(d+1)
2Mµ (c)
+ zµ
√
2d
Mµ(c)
}
= F (α) +
Kd(d+1)
4N
+
K∑
µ=1
zµ
√
d α(µ)
2N
(G1)
The average and variance of the above random variable are given by F (α)+Kd(d+1)/4N and
d/2N , respectively. We expect the above result to be exact when F (α) =
∑L
ν=1 γ(ν)H (qν),
which can only happen when K = L, and all qν(x) are Gaussian distributions.
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