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Abstract
We employ the Ablowitz-Ladik system as an illustrative example in order to demonstrate
how to analyze initial-boundary value problems for integrable nonlinear differential-difference
equations via the unified transform (Fokas method). In particular, we express the solutions
of the integrable discrete nonlinear Schro¨dinger and integrable discrete modified Korteweg-de
Vries equations in terms of the solutions of appropriate matrix Riemann-Hilbert problems.
We also discuss in detail, for both the above discrete integrable equations, the associated
global relations and the process of eliminating of the unknown boundary values.
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1
21 Introduction
For integrable nonlinear equations, the so-called unified transform, which is also referred to
as the Fokas method, provides an important generalization of the inverse scattering transform
formalism from initial value problems to initial-boundary value problems (IBVPs) [1]-[6]. This
method involves the following three steps: (1) perform the simultaneous spectral analysis of the
two linear eigenvalue equations (called Lax pair) associated with a PDE; (2) express the solution
of the given PDE via the solution of a Riemann-Hilbert (RH) problem; (3) by analyzing the
so called global relation, eliminate the unknown boundary values in terms of given data. The
Fokas method has been successfully implemented to integrable soliton equations with 2× 2 Lax
pairs, such as the nonlinear Schro¨dinger (NLS), the Korteweg-de Vries (KdV), the modified
Korteweg-de Vries (MKDV) and the sine-Gordon equations [6], as well as to several integrable
equations with 3× 3 Lax pairs [7]-[11].
A related and important question is the study of IBVPs for integrable differential-difference
equations. Recently, Biondini and collaborators [12]-[14] have initiated the study of implement-
ing the Fokas method to such equations by considering an IBVP for the integrable discrete
nonlinear Schro¨dinger (DNLS) equation [15]-[17]:
iqt(n, t) + q(n+ 1, t)− 2q(n, t) + q(n− 1, t)− ν|q(n, t)|
2 (q(n+ 1, t) + q(n− 1, t)) = 0, (1.1)
where ν = ±1. This equation is the reduction p(n, t) = νq∗(n, t) of the Ablowitz-Ladik (AL)
lattice system [15]-[17]:
iqt(n, t) + q(n+ 1, t)− 2q(n, t) + q(n− 1, t)− p(n, t)q(n, t) (q(n+ 1, t) + q(n− 1, t)) = 0,
ipt(n, t)− p(n+ 1, t) + 2p(n, t)− q(n− 1, t) + p(n, t)q(n, t) (p(n+ 1, t) + p(n− 1, t)) = 0.
(1.2)
Biondini and collaborators have performed the spectral analysis for the following Lax pair [15]-
[17]:
Φ(n+ 1, t, z) − ZΦ(n, t, z) = Q(n, t)Φ(n, t, z), (1.3a)
Φt(n, t, z)−
i
2
(z − 1/z)2σ3Φ(n, t, z) = H(n, t, z)Φ(n, t, z), (1.3b)
where
Z =
(
z 0
0 z−1
)
, Q(n, t) =
(
0 q(n, t)
p(n, t) 0
)
, σ3 =
(
1 0
0 −1
)
,
H(n, t, z) = i
(
−p(n− 1, t)q(n, t) zq(n, t)− z−1q(n− 1, t)
zp(n − 1, t)− z−1p(n, t) p(n, t)q(n− 1, t)
)
.
(1.4)
The analysis presented in [12] differs from the analogous analysis of the corresponding PDEs in
two important ways: first, the determinants of the eigenfunctions of the n-part of the Lax pair
3depend on the potential and the independent variables; second, the t-part of the Lax pair is not
traceless, i.e., the matrix H(n, t, z) in (1.4) is not traceless (it appears that this important fact
was overlooked in [12]). As a result of these two problems, the implementation of the Fokas
method to the DNLS equation is not as effective as the corresponding PDEs. For example,
the relevant RH problem and the resulting integral representation of the solution depend on
unknown potentials; see section 3.2 in [12].
Here, we overcome these difficulties as follows: we first reformulate the Lax pair (1.3) so
that the determinant of the matrix in the n-part of the reformulated Lax pair equals to 1, and
the t-part of the Lax pair is traceless. We then use this reformulated Lax pair in order to
present an efficient way of implementing the Fokas method to differential-difference equations.
In particular, by performing the spectral analysis to the reformulated Lax pair, we solve IBVPs
for the DNLS and discrete MKDV (DMKDV) equations. The main advantage of our results in
comparison with [12] is that the jump matrices of the associated RH problems, and thus the
resulting reconstruction formulae for solutions of the IBVPs, involve only the spectral functions.
We also discuss, for both the DNLS equation and the DMKDV equation, the global relations
and show how to eliminate the unknown boundary values.
The paper is organized as follows: in section 2 we present a Lax pair which is convenient for
performing the spectral analysis of the AL lattice. In section 3, initial value problems for the
AL lattice are studied, and a vanishing lemma for the associated RH problem is established. In
section 4 we implement the unified transform to analyze IBVPs for the AL lattice. In section
5 we characterise the unknown boundary values by using the global relation. Our results are
discussed further in section 6.
2 A Lax pair
We normalize the determinant of the matrix appearing in the n-part of the Lax pair (1.3a) to
1, i.e., we consider the following n-part [26]:
Φ(n+ 1, t, z) −
1
f(n, t)
ZΦ(n, t, z) =
1
f(n, t)
Q(n, t)Φ(n, t, z), (2.1)
where Φ(n, t, z) is a 2× 2 matrix, f(n, t) =
√
1− q(n, t)p(n, t), and Z, Q(n, t) are defined as in
(1.4). Then, following [32], we find the following t-part:
Φt(n, t, z) − iω(z)σ3Φ(n, t, z) = H(n, t, z)Φ(n, t, z), (2.2)
where
ω(z) = αz2 + βz−2 + c,
H(n, t, z) = i
(
−αq(n, t)p(n − 1, t)− βp(n, t)q(n− 1, t) 2αzq(n, t) − 2βz−1q(n− 1, t)
2αzp(n − 1, t)− 2βz−1p(n, t) αq(n, t)p(n − 1, t) + βp(n, t)q(n − 1, t)
)
,
(2.3)
4and α, β, c are three arbitrary constants.
The compatibility condition of (2.1) and (2.2), namely, dΦ(n+1,t,z)
dt
=
(
dΦ(m,t,z)
dt
)
m=n+1
, yields
the following AL-type lattice equation:
qt(n, t) = 2i (αq(n + 1, t) + βq(n− 1, t) + cq(n, t)− q(n, t)p(n, t) (αq(n+ 1, t) + βq(n− 1, t))) ,
pt(n, t) = −2i (αp(n − 1, t) + βp(n+ 1, t) + cp(n, t)− q(n, t)p(n, t) (αp(n− 1, t) + βp(n+ 1, t))) .
(2.4)
For α = β = 12 and c = −1, equation (2.4) is nothing but the AL lattice (1.2). For α = β =
1
2 ,
c = −1 and p(n, t) = νq∗(n, t), ν = ±1, equation (2.4) is reduced to the DNLS equation (1.1).
Thus, the Lax pair for the DNLS equation (1.1) is given by (2.1) and (2.2) with α = β = 12 ,
c = −1, p(n, t) = νq∗(n, t), and
ω(z) =
1
2
(
z − z−1
)2
. (2.5)
For α = −β = i2 , c = 0 and p(n, t) = νq(n, t), ν = ±1, with q(n, t) real, the system (2.4) is
reduced to the integrable discrete modified KdV (DMKDV) equation,
qt(n, t) + q(n+ 1, t)− q(n− 1, t)− νq
2(n, t) (q(n+ 1, t)− q(n− 1, t)) = 0. (2.6)
This equation possesses the Lax pair (2.1) and (2.2) with α = −β = i2 , c = 0, p(n, t) = νq(n, t),
and
ω(z) =
i
2
(
z2 − z−2
)
. (2.7)
We note that the determinant of the matrix U(n) = 1
f(n,t)(Z +Q(n, t)) in the n-part of the
Lax pair equals to 1, and furthermore the matrix V (n) = iω(z)σ3 +H(n, t, z) in the t-part of
the Lax pair is traceless. It turns out that these two properties are convenient for studying the
spectral functions and for formulating the relevant RH problems; this fact will become clear in
sections 3.2 and 4.1.2.
3 Initial value problems
In preparation for the study of IBVPs, we first study the initial value problems for the DNLS
and DMKDV equations: given q(n, 0), we will study equations (1.1) and (2.6) with n ∈ Z and
t > 0, where Z denotes the set of integers. We require that the initial datum q(n, 0) decays
rapidly enough as n → ±∞ to belong to l1(Z), where l1(Z) denotes the space of the sequences
{s(n)}n∈Z such that its L
1 norm is finite, namely, ‖s(n)‖1 =
∑n=+∞
n=−∞ |s(n)| <∞ [17].
We note that the arguments in [17] can be easily adapted to the modified Lax pair (2.1)
and (2.2), thus most of the arguments in this section are essentially the same as those in [17].
5An improvement we have made here is that the properties of the spectral functions are similar
with those of integrable PDEs; see section 3.2.1. These properties enable us to establish a
vanishing lemma which ensures the unique solvability of the associated RH problem for the
DNLS equation; see section 3.2.5. We also obtain analogous results for the DMKDV equation
(in fact, we start from the general AL system (2.4)).
3.1 The direct problem
We define the eigenfunction µ(n, t, z) via
Φ(n, t, z) = µ(n, t, z)Zneiw(z)tσ3 . (3.1)
Then the Lax pair (2.1) and (2.2) becomes
f(n, t)µ(n+ 1, t, z) − Zˆµ(n, t, z) = Q(n, t)µ(n, t, z)Z−1, (3.2a)
µt(n, t, z) − iω(z)[σ3, µ(n, t, z)] = H(n, t, z)µ(n, t, z). (3.2b)
In order to derive the particular solutions of (3.2), it is convenient to introduce the modified
eigenfunction
Ψ(n, t, z) = Zˆ−ne−iw(z)tσˆ3µ(n, t, z), (3.3)
where Zˆ and eσˆ3 act on a 2× 2 matrix A as follows:
ZˆA = ZAZ−1, eσˆ3A = eσ3Ae−σ3 . (3.4)
Then (3.2) become
f(n, t)Ψ(n+ 1, t, z) −Ψ(n, t, z) = Z−1Zˆ−ne−iw(z)tσˆ3 (Q(n, t))Ψ(n, t, z), (3.5a)
Ψt(n, t, z) = Zˆ
−ne−iw(z)tσˆ3 (H(n, t, z))Ψ(n, t, z). (3.5b)
We introduce the notations
C(n, t) =
∞∏
m=n
f(m, t) =
∞∏
m=n
√
1− q(m, t)p(m, t), C(−∞) = lim
n→−∞
C(n, t). (3.6)
Note that the product C(n, t) converges absolutely if ‖q(m, t)‖1, ‖p(m, t)‖1 < ∞ [17]. One can
check directly that C(−∞) does not depend on t. Actually, C(−∞) is a conserved quantity.
It is straightforward to obtain two particular solutions of equation (3.5a) which approach
the 2× 2 identity matrix I as n→ ∓∞ by the summation equations:
Ψ1(n, t, z) = C(n, t)
(
1
C(−∞)
I + Z−1
n−1∑
m=−∞
1
C(m, t)
Zˆ−me−iw(z)tσˆ3(Q(m, t))Ψ1(m, t, z)
)
,
Ψ2(n, t, z) = C(n, t)
(
I − Z−1
∞∑
m=n
1
C(m, t)
Zˆ−me−iw(z)tσˆ3(Q(m, t))Ψ2(m, t, z)
)
.
(3.7)
6Substituting (3.7) into (3.3), we find two particular solutions µ1(n, t, z) and µ2(n, t, z) of (3.2a)
which approach I as n→ ∓∞:
µ1(n, t, z) = C(n, t)
(
1
C(−∞)
I + Z−1
n−1∑
m=−∞
1
C(m, t)
Zˆn−m(Q(m, t)µ1(m, t, z))
)
,(3.8a)
µ2(n, t, z) = C(n, t)
(
I − Z−1
∞∑
m=n
1
C(m, t)
Zˆn−m(Q(m, t)µ2(m, t, z))
)
. (3.8b)
Let µLj (n, t, z) and µ
R
j (n, t, z), j = 1, 2, denote the first and second columns of µj(n, t, z)
respectively. It can be shown (see [17]) that these columns are analytic in the following domains
of the complex z-plane:
µL1 (n, t, z), µ
R
2 (n, t, z) : |z| > 1,
µR1 (n, t, z), µ
L
2 (n, t, z) : |z| < 1.
(3.9)
Moreover, these columns are continuous and bounded on the closure of these domains. The ana-
lyticity properties of µj(n, t, z) immediately imply analogous analyticity properties for Φj(n, t, z),
namely, Φj(n, t, z) are analytic in the following domains:
ΦL1 (n, t, z), Φ
R
2 (n, t, z) : |z| > 1,
ΦR1 (n, t, z), Φ
L
2 (n, t, z) : |z| < 1.
(3.10)
Using (3.8), we can derive (see appendix A.1) the asymptotic behaviors of µj(n, t, z), j = 1, 2:
µ1 =
C(n, t)
C(−∞)
{
I +Q(n− 1, t)Z−1 +
(
O(z−2, even) O(z3, odd)
O(z−3, odd) O(z2, even)
)}
, z → (∞, 0), (3.11a)
µ2 =
1
C(n, t)
{
I −Q(n, t)Z +
(
O(z2, even) O(z−3, odd)
O(z3, odd) O(z−2, even)
)}
, z → (0,∞), (3.11b)
where “even” indicates that the higher-order terms are even powers of z or z−1, while “odd”
indicates that higher-order terms are odd powers, and the notation z → (∞, 0) (z → (0,∞))
means z → ∞ (z → 0) for the first column of µj(n, t, z) and z → 0 (z → ∞) for the second
column of µj(n, t, z).
3.2 The inverse problem
3.2.1 Spectral functions
The n-part of the Lax pair (2.1) implies the condition detΦ(n + 1, t, z) = detΦ(n, t, z). This
fact together with the limits µ1(n, t, z)→ I as n→ −∞ and µ2(n, t, z)→ I as n→∞, imply
detΦ1(n, t, z) = detΦ2(n, t, z) = 1. (3.12)
7Since both matrices Φ1(n, t, z) and Φ2(n, t, z) are fundamental solutions of the same linear
spectral problem (2.1), they are related by a matrix A(z), namely,
Φ1(n, t, z) = Φ2(n, t, z)A(z), |z| = 1. (3.13)
Thus,
µ1(n, t, z) = µ2(n, t, z)Zˆ
neiω(z)tσˆ3A(z), |z| = 1. (3.14)
The entries of the 2 × 2 matrix A(z) = (ajk)2×2, j, k = 1, 2, will be referred to as the spectral
functions. Equation (3.12) implies
detA(z) = 1. (3.15)
Remark 1. In [12, 17], the determinants of the eigenfunctions and of the matrix A(z) depend
on the potential and on the independent variables. Here, these determinants equal to 1; this
property is convenient for the formulation of the associated RH problem and for the proof of
the vanishing lemma.
We note that A(z) is t-independent, since At(z) = limn→∞Ψ1,t(n, t, z) = 0.
Evaluating (3.14) at n→∞ yields
A(z) =
1
C(−∞)
I + Z−1
∞∑
m=−∞
1
C(m, t)
Zˆ−me−iω(z)tσˆ3 (Q(m, t)µ1(m, t, z)) . (3.16)
By using (3.13) we obtain the Wronskian representations for the spectral functions:
A(z) =
(
Wr(ΦL1 (n, t, z),Φ
R
2 (n, t, z)) Wr(Φ
R
1 (n, t, z),Φ
R
2 (n, t, z))
−Wr(ΦL1 (n, t, z),Φ
L
2 (n, t, z)) −Wr(Φ
R
1 (n, t, z),Φ
L
2 (n, t, z))
)
. (3.17)
The above formula implies that a11(z) and a22(z) have analytic continuation to the domains
|z| > 1 and |z| < 1 respectively. Moreover, substituting the z expansions (3.11) into (3.17), we
find
a11(z) =
1
C(−∞)
+O(z−2, even), z →∞,
a22(z) =
1
C(−∞)
+O(z2, even), z → 0,
(3.18)
which imply that a11(z) and a22(z) are even functions of z.
It is convenient to introduce the reflection coefficients
ρ1(z) =
a21(z)
a11(z)
, ρ2(z) =
a12(z)
a22(z)
. (3.19)
83.2.2 Symmetries
Equations (3.11) and (3.17) imply the following symmetry conditions:
a11(−z) = a11(z), a12(−z) = −a12(z), a21(−z) = −a21(z), a22(−z) = a22(z), (3.20)
and therefore
ρ1(−z) = −ρ1(z), ρ2(−z) = −ρ2(z). (3.21)
For the cases of the DNLS and DMKDV equations, there exist certain relations between p(n, t)
and q(n, t), and these relations imply certain additional symmetry conditions.
DNLS equation It can be checked directly that for p(n, t) = νq∗(n, t), furthermore, if
Φ(n, t, z) is a solution of (2.1), then Φˆ(n, t) = σνΦ
∗(n, t, 1
z∗
) with σν =
(
0 1
ν 0
)
is also a
solution of (2.1). Thus, the eigenfunctions satisfy the following symmetry relations:
ΦLj (n, t, z) = σv
(
ΦRj (n, t,
1
z∗
)
)∗
, j = 1, 2, (3.22a)
ΦRj (n, t, z) = νσv
(
ΦLj (n, t,
1
z∗
)
)∗
, j = 1, 2. (3.22b)
These equations imply the following symmetries for the spectral functions:
a22(z) = a
∗
11(
1
z∗
), a21(z) = νa
∗
12(
1
z∗
), ρ2(z) = νρ
∗
1(
1
z∗
). (3.23)
Remark 2. In the focusing case (ν = −1), the symmetry p(n, t) = −q∗(n, t) yields f(n, t) =√
1 + |q(n, t)|2, which implies that f(n, t) is a nonvanishing real function. In the defocusing
case (ν = 1), the symmetry p(n, t) = q∗(n, t) yields f(n, t) =
√
1− |q(n, t)|2, thus it is necessary
to require | q(n, t) |< 1 in order to guarantee that f(n, t) is a nonvanishing real function such
that the symmetries (3.22) and (3.23) are valid. We note that if the potential q(n, t) evolves
according to (1.1), then this condition is time-invariant. Indeed, by employing equation (1.1)
we find(
1− |q(n, t)|2
)
t
=
(
1− |q(n, t)|2
)
{−2νIm [q(n, t) (q∗(n− 1, t) + q∗(n+ 1, t))]} , (3.24)
where the notation Im(·) denotes the imaginary part of the complex-valued function (·). Equa-
tion (3.24) implies(
1− |q(n, t)|2
)
=
(
1− |q(n, 0)|2
)
e−2ν
∫ t
0
Im[q(n,t′)(q∗(n−1,t′)+q∗(n+1,t′))]dt′ . (3.25)
Hence if the modulus of initial value | q(n, 0) |< 1 then | q(n, t) |< 1 for all t > 0.
9DMKDV equation For the DMKDV equation, we have similar symmetry relations with
those of the DNLS equation. In fact, under the reduction p(n, t) = νq(n, t) with q(n, t) real,
if Φ(n, t, z) is a solution of (2.1), then Φˆ(n, t) = σνΦ
∗(n, t, 1
z∗
) is also a solution of (2.1). The
symmetry relations for the eigenfunctions and spectral functions of the DMKDV equation have
the same form as (3.22) and (3.23).
Remark 3. The symmetries (3.22b) between the first and second columns involve the trans-
formation z → 1
z∗
which maps the point z = 0 to z = ∞ for the second column. Thus in what
follows we will specify the boundary conditions for the associated RH problems as z → (∞, 0).
Here, as before, z → (∞, 0) denotes z → ∞ for the first column and z → 0 for the second
column of a 2 × 2 matrix function respectively. This is a significant difference with respect to
the case of continuous problems. For example, for the integrable NLS equation, the relevant
transformation is z → z∗, thus one only needs to consider the boundary conditions for both
columns of the associated RH problems as z →∞.
3.2.3 A Riemann-Hilbert problem
We define the functions M−(n, t, z) and M+(n, t, z) as follows:
M−(n, t, z) =
1
C(n, t)
(
µL1 (n, t, z)
a11(z)
, µR2 (n, t, z)
)
, |z| ≥ 1,
M+(n, t, z) =
1
C(n, t)
(
µL2 (n, t, z),
µR1 (n, t, z)
a22(z)
)
, |z| ≤ 1.
(3.26)
Simple algebraic manipulations imply the following jump condition:
M−(n, t, z) =M+(n, t, z)J(n, t, z), |z| = 1, (3.27)
where
J(n, t, z) =
(
1− ρ1(z)ρ2(z) −z
2ne2iw(z)tρ2(z)
z−2ne−2iw(z)tρ1(z) 1
)
. (3.28)
Equations (3.11) and (3.18) imply that
M(n, t, z) = I +Q(n− 1)Z−1 +
(
O(z−2, even) O(z3, odd)
O(z−3, odd) O(z2, even)
)
, z → (∞, 0). (3.29)
The solution of the RH problem (3.27) can be represented in the form
M(n, t, z) = I +
1
2πi
∫
|z|=1
M+(n, t, ξ)Jˆ(n, t, ξ)
1
ξ − z
dξ, (3.30)
10
where Jˆ(n, t, z) = I − J(n, t, z). Equation (3.30) implies that as z → 0,
M(n, t, z) =I +
1
2πi
∫
|z|=1
M+(n, t, ξ)Jˆ(n, t, ξ)
1
ξ
dξ +
(
1
2πi
∫
|z|=1
M+(n, t, ξ)Jˆ(n, t, ξ)
1
ξ2
dξ
)
z
+O(z2).
(3.31)
By comparing the (1, 2)-entries of equations (3.29) and (3.30), we arrive at the reconstruction
formula for the solutions of the DNLS and DMKDV equations in terms of the solution of the
associated RH problem:
q(n, t) =
1
2πi
∫
|z|=1
z2ne2iw(z)tρ2(z) (M+(n + 1, t, z))11 dz, (3.32)
where, ω(z) is defined by (2.5) for the DNLS equation, and by (2.7) for the DMKDV equation,
respectively.
3.2.4 Residue conditions
Residue conditions for the Ablowitz-Ladik lattice (2.4)
Since ajj(z), j = 1, 2, are even functions, each zero ξk of ajj(z) is accompanied by another zero
at −ξk . We make the following assumptions about these zeros:
• In |z| > 1, a11(z) has 2κ simple zeros {zj}
2κ
1 such that zj+κ = −zj , j = 1, · · · , κ;
• In |z| < 1, a22(z) has 2κ
′ simple zeros {z˜j}
2κ′
1 such that z˜j+κ′ = −z˜j , j = 1, · · · , κ
′.
From the Wronskian representations (3.17), we conclude that there exist constants bj and b˜j
such that
ΦL1 (n, zj , t) = bjΦ
R
2 (n, zj , t), Φ
R
1 (n, z˜j , t) = b˜jΦ
L
2 (n, z˜j , t). (3.33)
Hence,
µL1 (n, zj , t) = bjz
−2n
j e
−2iω(zj)tµR2 (n, zj , t),
µR1 (n, z˜j , t) = b˜j z˜
2n
j e
2iω(z˜j )tµL2 (n, z˜j , t).
(3.34)
Using (3.34), we find the following residues relations:
Resz=zjM
L
−(n, t, z) = cjM
R
− (n, t, zj),
Resz=z˜jM
R
+ (n, t, z) = c˜jM
L
+(n, t, z˜j),
(3.35)
where
cj =
bjz
−2n
j e
−2iω(zj)t
a˙11(zj)
, c˜j =
b˜j z˜
2n
j e
2iω(z˜j)t
a˙22(z˜j)
. (3.36)
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Residue conditions for the DNLS and DMKDV equations
For the DNLS and DMKDV equations, the symmetries (3.23) imply z˜j =
1
z∗j
, κ = κ′, b˜j = νb
∗
j ,
and c˜j = νc
∗
j . Thus, the residues relations (3.35) become
Resz=zjM
L
−(n, t, z) = cjM
R
− (n, t, zj),
Resz= 1
z∗
j
MR+ (n, t, z) = νc
∗
jM
L
+(n, t,
1
z∗j
),
(3.37)
with cj given by (3.36), where ω(zj) is given by equations (2.5) and (2.7) for the DNLS and
DMKDV equations respectively.
3.2.5 A Vanishing Lemma
If a11(z) has no zeros, the RH problem (3.27) is regular. The unique solvability of this RH
problem is a consequence of the existence of a vanishing lemma (see, for example, [2] and [18]);
i.e., the RH problem obtained from the above RH problem by replacing the boundary condition
M(n, t, z) → I as z → (∞, 0) with the boundary condition M(n, t, z) → 0 as z → (∞, 0),
has only the trivial solution. The vanishing lemma will be established in the following section
by using the symmetry properties of J(n, t, z). If a11(z) has zeros, the RH problem (3.27) is
singular. The singular RH problem can be mapped to a regular one coupled with a system of
algebraic equations via the approach developed in [2].
We now establish the vanishing lemma for the DNLS and DMKDV equations. Let J†(n, t, z)
denote the Hermitian (conjugate transpose) of the matrix J(n, t, z). Both the DNLS and
DMKDV equations possess the symmetry relation ρ2(z) = νρ
∗
1(
1
z∗
). On the unit circle |z| = 1,
we have z = 1
z∗
. Thus, we conclude that ω∗(z) = ω(z), and ρ2(z) = νρ
∗
1(z) hold on |z| = 1 for
both the DNLS and DMKDV equations.
Lemma 1 For both the DNLS and DMKDV equations, the matrix J(n, t, z) + J†(n, t, z) is
positive definite on |z| = 1.
Proof We use the subscript jk to denote the (j, k)-element of a matrix. Direct calculations
yield (
J(n, t, z) + J†(n, t, z)
)
11
= 2
(
1− ν|ρ1|
2
)
=
2
|a11(z)|2
> 0, (3.38)
where we have used the important fact that detA = 1. Moreover, for ν = −1, we have
det
(
J(n, t, z) + J†(n, t, z)
)
= 4 > 0, (3.39)
and for ν = 1, we have
det
(
J(n, t, z) + J†(n, t, z)
)
=
4
|a11(z)|2
> 0. (3.40)
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The above formulas imply that the eigenvalues of J(n, t, z) + J†(n, t, z) are positive. This
completes the proof. 
Lemma 2 (Vanishing lemma) The RH problem in (3.27) and (3.28) with the vanishing bound-
ary condition M(n, t, z)→ 0 as z → (∞, 0), has only the zero solution.
Proof The relevant symmetries imply that if a function F (z) is analytic inside (outside) the
unit circle, then the function F ∗( 1
z∗
) is analytic outside (inside) the unit circle. This implies
that we can define analytic functions inside and outside the unit circle by
H+(z) =M+(z)M
†
−(
1
z∗
) +M−(
1
z∗
)M †+(z), |z| ≤ 1,
H−(z) =M−(z)M
†
+(
1
z∗
) +M+(
1
z∗
)M †−(z), |z| ≥ 1,
(3.41)
where we have suppressed the n and t dependence. On the contour |z| = 1, we have
H+(z) =M+(z)
(
J†(z) + J(z)
)
M †+(z), |z| = 1,
H−(z) =M+(z)
(
J(z) + J†(z)
)
M †+(z), |z| = 1,
(3.42)
which implies H+(z) = H−(z) on |z| = 1. Thus, we have constructed an entire function H(z)
vanishing as as z → (∞, 0). Therefore, H+(z) and H−(z) are identically zero. Hence, equation
(3.42) immediately yields
M+(z)
(
J(z) + J†(z)
)
M †+(z) = 0, |z| = 1. (3.43)
Since J(z)+J†(z) is a positive definite Hermitian matrix on |z| = 1, we deduce that M+(z) = 0
on |z| = 1. By analytic continuation, M+(z) and M−(z) vanish identically. This completes the
proof. 
4 Initial-boundary value problems
In this section we study IBVPs for the DNLS and DMKDV equations, namely, given the initial
datum q0(n) = q(n, 0) and an appropriate boundary condition g−1(t) = q(−1, t), we will solve
equations (1.1) and (2.6) with n ∈ N and 0 < t < T , where N denotes the set of naturals.
In analogy with the integrable PDEs on the half line, we will analyze the DNLS and DMKDV
equations on the naturals by the following three steps.
Step 1. A RH formulation under the assumption of existence. We assume that there exists a
solution q(n, t). By performing the simultaneous spectral analysis of the Lax pair (3.2), we ex-
press q(n, t) in terms of the solution of a 2×2-matrix RH problem defined in the complex z-plane.
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This RH problem has explicit (n, t) dependence in the form of z2ne2iω(z)t, and it is uniquely de-
fined in terms of the spectral functions {a(z), b(z)} and {A(z), B(z)}. The spectral functions
{a(z), b(z)} are expressed in terms of the initial datum q0(n) = q(n, 0), while {A(z), B(z)} are
expressed in terms of the boundary values g−1(t) and g0(t), where g−1(t) = q(−1, 0) denotes the
known boundary datum and g0(t) = q(0, t) denotes the unknown boundary datum. We show
that the spectral functions are not independent but satisfy an algebraic relation called global
relation.
Step 2. Existence under the assumption that the spectral functions satisfy the global relation.
We define the spectral functions {a(z), b(z)} in terms of the initial datum q0(n) and define the
spectral functions {A(z), B(z)} in terms of the boundary values g−1(t) and g0(t). We assume
that the boundary values are such that the spectral functions satisfy the global relation. We
also define q(n, t) in terms of the solutions of the RH problems formulated in step 1. We then
prove that the formulae for q(n, t) satisfy the DNLS and DMKDV equations, and furthermore
satisfy q(n, 0) = q0(n) and q(−1, t) = g−1(t), q(0, t) = g0(t).
Step 3. Elimination of the unknown boundary values. Given q0(n) and g−1(t), by employing
the global relation, we characterize the unknown boundary value g0(t).
In sections 4.1 and 4.2 we implement the first two steps for the DNLS and DMKDV equations.
The third step for these two equations is discussed in section 5.
As mentioned earlier, in [12] the authors have implemented the first step for the DNLS
equation (but the second step was not implemented). Here the implementation of the first step
follows the work of [12]. However, in comparison with the results in [12], the main improvement
we have made in the first step is that the relevant RH problems have explicit (n, t) dependence
and are expressed only in terms of the spectral functions; see section 4.1.2.3. As a result, our
solutions of the IBVPs depend only on the spectral functions (while the expression of the solution
constructed in [12] involves the unknown potentials). This improvement is very important for
the implementation of the second step; see section 4.2.
4.1 A Riemann-Hilbert formulation under the assumption of existence
4.1.1 The direct problem
We will construct a sectionally holomorphic solution µ(n, t, z) in terms of q(n, t). In analogy
with the integrable PDEs on the half line (see, for example, [1]), we define three different
eigenfunctions {µj(n, z, t)}
3
1 as simultaneous solutions of both parts of the Lax pair (3.2) with
normalizations at (n, t) = (0, 0), at (n, t) = (∞, t), and at (n, t) = (0, T ), respectively. By
choosing the paths to be parallel to the n and t axes, these eigenfunctions are given by the
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following formulae:
µ1(n, t, z) =
C(n, t)
C(0, t)
(
I + Zˆn
∫ t
0
eiw(z)(t−t
′)σˆ3
(
Hµ1(0, t
′, z)
)
dt′
)
+ C(n, t)Z−1
n−1∑
m=0
1
C(m, t)
Zˆn−m(Q(m, t)µ1(m, t, z)),
µ2(n, t, z) =C(n, t)
(
I − Z−1
∞∑
m=n
1
C(m, t)
Zˆn−m(Q(m, t)µ2(m, t, z))
)
,
µ3(n, t, z) =
C(n, t)
C(0, t)
(
I − Zˆn
∫ T
t
eiw(z)(t−t
′)σˆ3
(
Hµ3(0, t
′, z)
)
dt′
)
+ C(n, t)Z−1
n−1∑
m=0
1
C(m, t)
Zˆn−m(Q(m, t)µ3(m, t, z)).
(4.1)
As before, let µLj (n, t, z) and µ
R
j (n, t, z), j = 1, 2, 3, denote the first and second columns of
µj(n, t, z), j = 1, 2, 3, respectively. The eigenfunction µ2(n, t, z) coincides with the eigenfunction
in section 3 (see (3.8b)). It follows that µR2 (n, t, z) is bounded for |z| ≥ 1. The second column
of µ1(n, t, z), µ
R
1 (n, t, z) involves exp[2iω(z)(t − t
′)], t− t′ ≥ 0 and z2(n−m)−1, n −m ≥ 1. This
exponential term is bounded in the domain of the complex z-plane: {Im(ω(z)) ≥ 0}. As a result,
µR1 (n, t, z) is bounded for {|z| ≤ 1 ∩ Im(ω(z)) ≥ 0}. The second column of µ3(n, t, z), µ
R
3 (n, t, z)
involves exp[2iω(z)(t − t′)], t− t′ ≤ 0 and z2(n−m)−1, n −m ≥ 1. This exponential is bounded
for {Im(ω(z)) ≤ 0}. As a result, µR3 (n, t, z) is bounded for {|z| ≤ 1 ∩ Im(ω(z)) ≤ 0}. Similar
arguments apply for µLj (n, t, z), j = 1, 2, 3.
We define the domains as follows:
Din =
{
z ∈ C
∣∣∣|z| < 1} , Dout = {z ∈ C∣∣∣|z| > 1} ,
D+ =
{
z ∈ C
∣∣∣Im(ω(z)) > 0} , D− = {z ∈ C∣∣∣Im(ω(z)) < 0} ,
D+in =
{
z ∈ C
∣∣∣|z| < 1 ∩ Im(ω(z)) > 0} ,
D−in =
{
z ∈ C
∣∣∣|z| < 1 ∩ Im(ω(z)) < 0} ,
D+out =
{
z ∈ C
∣∣∣|z| > 1 ∩ Im(ω(z)) > 0} ,
D−out =
{
z ∈ C
∣∣∣|z| > 1 ∩ Im(ω(z)) < 0} .
(4.2)
Recall that ω(z) is defined by (2.5) for the DNLS, and by (2.7) for the DMKDV. Then, the
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domains for the DNLS equation become (see Figure 1):
D+in =
{
z ∈ C
∣∣∣|z| < 1, arg z ∈ (π
2
, π) ∪ (
3π
2
, 2π)
}
, (4.3a)
D−in =
{
z ∈ C
∣∣∣|z| < 1, arg z ∈ (0, π
2
) ∪ (π,
3π
2
)
}
, (4.3b)
D+out =
{
z ∈ C
∣∣∣|z| > 1, arg z ∈ (0, π
2
) ∪ (π,
3π
2
)
}
, (4.3c)
D−out =
{
z ∈ C
∣∣∣|z| > 1, arg z ∈ (π
2
, π) ∪ (
3π
2
, 2π)
}
, (4.3d)
whereas the domains for the DMKDV equation become (see Figure 3):
D+in(z) =
{
z ∈ C
∣∣∣|z| < 1, arg z ∈ (π
4
,
3π
4
) ∪ (
5π
4
,
7π
4
)
}
, (4.4a)
D−in(z) =
{
z ∈ C
∣∣∣|z| < 1, arg z ∈ (−π
4
,
π
4
) ∪ (
3π
4
,
5π
4
)
}
, (4.4b)
D+out(z) =
{
z ∈ C
∣∣∣|z| > 1, arg z ∈ (−π
4
,
π
4
) ∪ (
3π
4
,
5π
4
)
}
, (4.4c)
D−out(z) =
{
z ∈ C
∣∣∣|z| > 1, arg z ∈ (π
4
,
3π
4
) ∪ (
5π
4
,
7π
4
)
}
. (4.4d)
For the DNLS and DMKDV equations, the above analysis implies the following results:
• µ1(n, t, z) and µ3(n, t, z) are analytic for z ∈ C \ 0;
• µL1 (n, t, z) is continuous and bounded for z ∈ D¯−out, and µ
R
1 (n, t, z) is continuous and
bounded for z ∈ D¯+in;
• µL3 (n, t, z) is continuous and bounded for z ∈ D¯+out, and µ
R
3 (n, t, z) is continuous and
bounded for z ∈ D¯−in;
• µL2 (n, t, z) is analytic for Din and it is continuous and bounded for z ∈ D¯in, and µ
R
2 (n, t, z)
is analytic for Dout and it is continuous and bounded for z ∈ D¯out.
The asymptotic behavior of µ2(n, t, z) as z → (0,∞) is given by equation (3.11b). Using the
Neumann series method, we can derive (see appendix A.2) the asymptotic behavior of µ1(n, t, z)
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and µ3(n, t, z): for n = 0, we have
µ1(0, t, z) =E1(t)I +
(
E1(t)Q(−1, t) − e
iw(z)tσˆ3Q(−1, 0)
)
Z−1
+
(
O(z−2, even) O(z3, odd)
O(z−3, odd) O(z2, even)
)
, z → (∞, 0),
µ3(0, t, z) =E2(t)I +
(
E2(t)Q(−1, t) − e
iw(z)(t−T )σˆ3Q(−1, T )
)
Z−1
+
(
O(z−2, even) O(z3, odd)
O(z−3, odd) O(z2, even)
)
, z → (∞, 0),
(4.5)
where
E1(t) = exp
(
i
∫ t
0 (αq(0, ξ)p(−1, ξ) − βq(−1, ξ)p(0, ξ)) dξ
)
, (4.6a)
E2(t) = exp
(
−i
∫ T
t
(αq(0, ξ)p(−1, ξ) − βq(−1, ξ)p(0, ξ)) dξ
)
. (4.6b)
For n ≥ 1, we find that the following asymptotic behavior:
µ1(n, t, z) =
C(n, t)
C(0, 0)
(
I +Q(n− 1, t)Z−1 +
(
O(z−2, even) O(z3, odd)
O(z−3, odd) O(z2, even)
))
, z → (∞, 0),
µ3(n, t, z) =
C(n, t)
C(0, 0)
E2(0)
(
I +Q(n− 1, t)Z−1 +
(
O(z−2, even) O(z3, odd)
O(z−3, odd) O(z2, even)
))
, z → (∞, 0).
(4.7)
4.1.2 The inverse problem
Equation (4.1) defines µ(n, t, z) in terms of q(n, t). Now we will express q(n, t) in terms of the
spectral functions. This will be achieved by formulating a RH problem.
4.1.2.1 The spectral functions
The n-part of Lax pair (2.1) implies the equation detΦ(n+ 1, t, z) = detΦ(n, t, z). The matrix
V (n) = iω(z)σ3 +H(n, t, z) in the t-part of the Lax pair is traceless. These two facts together
with (4.1) imply the important identities:
detΦ1(n, t, z) = detΦ2(n, t, z) = detΦ3(n, t, z) = 1. (4.8)
Since the matrices {Φj(n, t, z)}
3
1 are fundamental solutions of the same Lax pair, they are
related:
Φ2(n, t, z) = Φ1(n, t, z)s(z), Φ3(n, t, z) = Φ1(n, t, z)S(z), (4.9)
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and these equations hold in the domains where (Φ2(n, t, z),Φ1(n, t, z)) and (Φ3(n, t, z),Φ1(n, t, z))
are defined. Hence, the matrices {µj(n, t, z)}
3
1 satisfy the equations
µ2(n, t, z) = µ1(n, t, z)Zˆ
neiω(z)tσˆ3s(z), (4.10a)
µ3(n, t, z) = µ1(n, t, z)Zˆ
neiω(z)tσˆ3S(z). (4.10b)
Equation (4.8) implies
det s(z) = detS(z) = 1. (4.11)
Evaluating equation (4.10a) at n = 0, t = 0, and equation (4.10b) at n = 0, t = T , we find
s(z) = µ2(0, 0, z), (4.12a)
S(z) =
(
e−iω(z)T σˆ3µ1(0, T, z)
)−1
. (4.12b)
Equations (4.1) imply
s(z) = C(0, 0)
(
I − Z−1
∞∑
m=0
1
C(m, 0)
Zˆ−m (Q(m, 0)µ2(m, 0, z))
)
, (4.13a)
S−1(z) = I +
∫ T
0
e−iw(z)tσˆ3 (Hµ1(0, t, z)) dt. (4.13b)
Formulas (4.12) and (4.13) imply the following properties for the matrices s(z) and S(z):
• sL(z) is analytic for |z| < 1 and continuous and bounded for |z| ≤ 1;
• sR(z) is analytic for |z| > 1 and continuous and bounded for |z| ≥ 1;
• S(z) is analytic in the punctured complex z-plane C \ 0;
• SL(z) is continuous and bounded in D¯+, where D¯+ = D¯+in ∪ D¯+out is defined by (4.3a)
and (4.3c) for the DNLS equation, and by (4.4a) and (4.4c) for the DMKDV equation;
• SR(z) is continuous and bounded in D¯−, where D¯− = D¯−in ∪ D¯−out is defined by (4.3b)
and (4.3d) for the DNLS equation, and by (4.4b) and (4.4d) for the DMKDV equation.
We will use the following notations:
s(z) =
(
a(z) b˜(z)
b(z) a˜(z)
)
, S(z) =
(
A(z) B˜(z)
B(z) A˜(z)
)
. (4.14)
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By employing the symmetries of the spectral functions, we will show below that for the DNLS
and DMKDV equations,
{
a˜(z), b˜(z)
}
and
{
A˜(z), B˜(z)
}
can be expressed respectively in terms
of {a(z), b(z)} and {A(z), B(z)}.
Equation (4.11) yields
S−1(z) =
(
A˜(z) −B˜(z)
−B(z) A(z)
)
. (4.15)
The asymptotic behavior of the eigenfunctions determines the asymptotic behavior of the
spectral functions: from equations (3.11b) and (4.12a), we find
a(z) =
1
C(0, 0)
+O(z2), b(z) = O(z) z → 0 in D¯in,
a˜(z) =
1
C(0, 0)
+O(
1
z2
), b˜(z) = O(
1
z
), z →∞ in D¯out.
(4.16)
Furthermore, (4.5) and (4.10b) imply
A(z) = E2(0) +O(
1
z2
), B(z) = O(
1
z
), z →∞ in D¯+out,
A˜(z) = E2(0) +O(z
2), B˜(z) = O(z), z → 0 in D¯−in.
(4.17)
For convenience, we introduce the following notations:
γ(z) =
b˜(z)
a(z)
, |z| = 1; γ˜(z) =
b(z)
a˜(z)
, |z| = 1;
R(z) =
B(z)
A(z)
, z ∈ C; R˜(z) =
B˜(z)
A˜(z)
, z ∈ C;
d(z) = a(z)A˜(z)− b(z)B˜(z), z ∈ D¯in;
d˜(z) = a˜(z)A(z) − b˜(z)B(z), z ∈ D¯out;
Γ(z) =
B(z)
a˜(z)d˜(z)
, z ∈ D¯out; Γ˜(z) =
B˜(z)
a(z)d(z)
, z ∈ D¯in.
(4.18)
Equations (4.16) and (4.17) imply the following asymptotics:
d(z) =
E2(0)
C(0, 0)
+O(z2), z → 0,
d˜(z) =
E2(0)
C(0, 0)
+O(
1
z2
), z →∞.
(4.19)
4.1.2.2 The symmetries
Equations (3.11b), (4.7) and (4.5) imply the following symmetries:
a(−z) = a(z), b(−z) = −b(z), a˜(−z) = a˜(z), b˜(−z) = −b˜(z),
A(−z) = A(z), B(−z) = −B(z), A˜(−z) = A˜(z), B˜(−z) = −B˜(z).
(4.20)
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Hence,
d(−z) = d(z), d˜(−z) = d˜(z). (4.21)
Furthermore, for both the DNLS and DMKDV equations, following a similar analysis with the
analysis presented in section 3.2.2, we find the following symmetry relations for the eigenfunc-
tions:
ΦLj (n, t, z) = σvΦ
R
j (n, t,
1
z∗
), ΦRj (n, t, z) = νσvΦ
L
j (n, t,
1
z∗
), j = 1, 2, 3. (4.22)
Hence,
a˜(z) = a∗(
1
z∗
), b˜(z) = νb∗(
1
z∗
), A˜(z) = A∗(
1
z∗
), B˜(z) = νB∗(
1
z∗
),
γ˜ = νγ∗(
1
z∗
), R˜(z) = νR∗(
1
z∗
), d˜(z) = d∗(
1
z∗
), Γ˜(z) = νΓ∗(
1
z∗
).
(4.23)
We note that as mentioned in Remark 2, for the DNLS equation in the defocusing case
(ν = 1), in order to ensure the above symmetries are valid, we should impose the condition
| q(n, t) |< 1. Formula (3.25) implies that this condition is time-invariant when the potential
evolves according to (1.1); it imposes a restriction on initial value but not on boundary values.
4.1.2.3 The Riemann-Hilbert problem
We define the matrices M+(n, t, z) and M−(n, t, z) as follows:
M+(n, t, z) =

1
C(n,t)
(
µL2 (n, t, z),
µR1 (n,t,z)
a(z)
)
, z ∈ D¯+in,
1
C(n,t)
(
µL3 (n,t,z)
d˜(z)
, µR2 (n, t, z)
)
, z ∈ D¯+out,
M−(n, t, z) =

1
C(n,t)
(
µL2 (n, t, z),
µR3 (n,t,z)
d(z)
)
, z ∈ D¯−in,
1
C(n,t)
(
µL1 (n,t,z)
a˜(z) , µ
R
2 (n, t, z)
)
, z ∈ D¯−out.
(4.24)
It follows from (4.7), (4.16) and (4.19) that
M(n, t, z) = I +Q(n− 1, t)Z−1 +
(
O(z−2, even) O(z3, odd)
O(z−3, odd) O(z2, even)
)
, z → (∞, 0). (4.25)
Proposition 1 Let M(n, t, z) be defined by equations (4.24), where {µj(n, t, z)}
3
1 are defined by
equations (4.1). Then, M(n, t, z) satisfies the jump condition
M−(n, t, z) =M+(n, t, z)J(n, t, z), z ∈ L, (4.26)
where the contour L is defined by L = L1 ∪ L2 ∪ L3 ∪ L4, with
L1 = D¯−in ∩ D¯+in, L2 = D¯−in ∩ D¯+out, L3 = D¯−out ∩ D¯+out, L4 = D¯−out ∩ D¯+in,(4.27)
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and the jump matrices J(n, t, z) are defined as follows:
J1(n, t, z) = Zˆ
neiω(z)tσˆ3
(
1 Γ˜(z)
0 1
)
, z ∈ L1,
J2(n, t, z) = Zˆ
neiω(z)tσˆ3
(
1 (Γ˜(z)− γ(z))
(γ˜(z)− Γ(z)) 1− (γ˜(z) − Γ(z))(γ(z) − Γ˜(z))
)
, z ∈ L2,
J3(n, t, z) = Zˆ
neiω(z)tσˆ3
(
1 0
−Γ(z) 1
)
, z ∈ L3,
J4(n, t, z) = Zˆ
neiω(z)tσˆ3
(
1− γ(z)γ˜(z) γ(z)
−γ˜(z) 1
)
, z ∈ L4.
(4.28)
Proof Equations (4.10) can be written in vector form
µL2 = a(z)µ
L
1 + z
−2ne−2iω(z)tb(z)µR1 , (4.29a)
µR2 = z
2ne2iω(z)tb˜(z)µL1 + a˜(z)µ
R
1 , (4.29b)
µL3 = A(z)µ
L
1 + z
−2ne−2iω(z)tB(z)µR1 , (4.29c)
µR3 = z
2ne2iω(z)tB˜(z)µL1 + A˜(z)µ
R
1 . (4.29d)
Here and in what follows, for convenience of notation, we have suppressed the n, t and z
dependence of µj(n, t, z). Using (4.29a) to eliminate µ
L
1 in the right hand side of (4.29d) we
find the the jump condition across L1. In order to derive the jump condition across L2, we first
eliminate µL1 and µ
R
1 from equations (4.29b) and (4.29c):
µL1 =
a˜(z)
d˜(z)
µL3 −
z−2ne−2iω(z)tB(z)
d˜(z)
µR2 , (4.30a)
µR1 = −
z2ne2iω(z)tb˜(z)
d˜(z)
µL3 +
A(z)
d˜(z)
µR2 . (4.30b)
Then, substituting (4.30) into (4.29a) and (4.29d) we obtain
µL2 =
µL3
d˜(z)
+ z−2ne−2iω(z)t(γ˜(z)− Γ(z))µR2 , (4.31a)
µR3
d(z)
= z2ne2iω(z)t(−γ(z) + Γ˜(z))
µL3
d˜(z)
+ [1− (γ˜(z)− Γ(z))(γ(z) − Γ˜(z))]µR2 . (4.31b)
Equations (4.31) define the jump condition across L2. The jump condition across L3 follows
from equation (4.30a). Using (4.29a) to eliminate µL1 in the right hand side of (4.29b) we find
µR2 = z
2ne2iω(z)tγ(z)µL2 +
µR1
a(z)
. (4.32)
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The above equation together with (4.29a) yield the jump condition across L4. 
For the DNLS equation the contour of this RH problem is depicted in Figure 2. For the
DMKDV equation the analogous contour is depicted in Figure 4.
We note that J2(n, t, z) can be expressed in terms of Jj(n, t, z), j = 1, 3, 4:
J2(n, t, z) = J3(n, t, z)(J4(n, t, z))
−1J1(n, t, z).
This fact can be verified by a direct computation.
The solution of the above RH problem can be represented in the form
M(n, t, z) = I +
1
2πi
∫
L
M+(n, t, ξ)Jˆ(n, t, ξ)
1
ξ − z
dξ, (4.33)
where Jˆ(n, t, z) = I − J(n, t, z). The z →∞ limit of equation (4.33) yields
M(n, t, z) =I −
(
1
2πi
∫
L
M+(n, t, ξ)Jˆ(n, t, ξ)dξ
)
1
z
+O(
1
z2
). (4.34)
The z → 0 limit of equation (4.33) yields
M(n, t, z) =I +
1
2πi
∫
L
M+(n, t, ξ)Jˆ(n, t, ξ)
1
ξ
dξ +
(
1
2πi
∫
L
M+(n, t, ξ)Jˆ(n, t, ξ)
1
ξ2
dξ
)
z
+O(z2).
(4.35)
By comparing the (1, 2)-entries of equations (4.25) and (4.35), and (2, 1)-entries of equations
(4.25) and (4.34), we obtain q(n, t) and p(n, t):
q(n, t) = lim
z→0
(z−1M(n+ 1, t, z))12, p(n, t) = lim
z→∞
(zM(n+ 1, t, z))21. (4.36)
Hence, equations (4.35) and (4.36) yield the solutions of the DNLS and DMKDV equations in
the following form:
q(n, t) =
1
2πi
∫
L2
[ν(|γ(z)|2 + |Γ(z)|2)− γ(z)Γ(z) − γ∗(z)Γ∗(z)]M12+ (n+ 1, t, z)z
−2dz
−
ν
2πi
∫
L1∪L2
z2ne2iw(z)tΓ∗(
1
z∗
)M11+ (n+ 1, t, z)dz
−
1
2πi
∫
|z|=1
z2ne2iw(z)tγ(z)M11+ (n+ 1, t, z)dz,
(4.37)
where for the DNLS and DMKDV equations the relevant contours are depicted in Figure 2 and
Figure 4, respectively.
Remark 4. In [12], the jump matrices, in addition to the spectral functions, they also involve
the quantity C(0, t) which depends on the unknown potentials and on the independent variable
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t; see the equations after (3.35) of [12]. The advantage of our results is that the jump matrices
involve only the spectral functions. The same fact is also valid for the integral representation
of the solution q(n, t): formula (4.37) depends only on the spectral functions and the solution
of the associated RH problem, whereas the expression for q(n, t) in [12] involves C(0, t) (see
equation (3.40) of [12]).
4.1.2.4 The Residue conditions
In general, the matrix M(n, t, z) defined by equation (4.24) is a meromorphic function of z. The
possible poles of M(n, t, z) are generated by the zeros of a(z), d(z), a˜(z) and d˜(z). The relations
(4.20) and (4.21) imply that a(z), a˜(z), d(z) and d˜(z) are even functions of z. Thus, their zeros
always appear in opposite pairs. We have the following results.
Proposition 2 Assume that
• a(z) has 2K1 simple zeros {zj}
2K1
1 for z ∈ D+in, such that zj+K1 = −zj , j = 1, · · · ,K1;
• a˜(z) has 2K′1 simple zeros {z˜j}
2K′1
1 for z ∈ D−out, such that z˜j+K′1 = −z˜j, j = 1, · · · ,K
′
1;
• d(z) has 2Λ simple zeros {λj}
2Λ
1 for z ∈ D−in, such that λj+J = −λj, j = 1, · · · ,Λ;
• d˜(z) has 2Λ′ simple zeros {λ˜j}
2Λ′
1 for z ∈ D+out, such that λ˜j+Λ′ = −λ˜j , j = 1, · · · ,Λ
′.
• None of the zeros of d(z) for z ∈ D−in coincides with any of the zeros of a(z).
• None of the zeros of d˜(z) for z ∈ D+out coincides with any of the zeros of a˜(z).
Then the following residues conditions are valid:
Resz=zjM
R
+ (n, t, z) = ajM
L
+(n, t, zj), aj =
z2nj e
2iω(zj)t
a˙(zj)b(zj)
, j = 1, · · · , 2K1, (4.38a)
Resz=z˜jM
L
−(n, t, z) = a˜jM
R
− (n, t, z˜j), a˜j =
z˜−2nj e
−2iω(z˜j)t
˙˜a(z˜j)b˜(z˜j)
, j = 1, · · · , 2K′1, (4.38b)
Resz=λjM
R
− (n, t, z) = djM
L
−(n, t, λj), dj =
λ2nj e
2iω(λj )tB˜(λj)
a(λj )d˙(λj)
, j = 1, · · · , 2Λ, (4.38c)
Res
z=λ˜j
ML+(n, t, z) = d˜jM
R
+ (n, t, λ˜j), d˜j =
λ˜−2n
j
e
−2iω(λ˜j)tB(λ˜j )
a˜(λ˜j )
˙˜
d(λ˜j)
, j = 1, · · · , 2Λ′. (4.38d)
Proof Evaluating (4.29a) at z = zj we find
µL2 (n, t, zj) = z
−2n
j e
−2iω(zj)tb(zj)µ
R
1 (n, t, zj), (4.39)
24
which immediately yields (4.38a). Evaluating (4.29b) at z = z˜j we find
µR2 (n, t, z˜j) = z˜
2n
j e
2iω(z˜j )tb˜(z˜j)µ
L
1 (n, t, z˜j), (4.40)
which immediately yields (4.38b). Using (4.29a) to eliminate µL1 (n, t, z) in (4.29d) we find
µR3 (n, t, λj) = z
2ne2iω(z)t
B˜(z)
a(z)
µL2 (n, t, z) +
d(z)
a(z)
µR1 (n, t, z). (4.41)
Evaluating the above equation at z = λj we find (4.38c). Rearranging (4.30a) we find
d˜(z)
a˜(z)
µL1 (n, t, z) = µ
L
3 (n, t, z) −
z−2ne−2iω(z)tB(z)
a˜(z)
µR2 (n, t, z). (4.42)
The residue formula (4.38d) follows by evaluating (4.42) at z = λ˜j . 
For the DNLS and DMKDV equations, the symmetry relations (4.23) imply
z˜j =
1
z∗j
, λ˜j =
1
λ∗j
, K1 = K
′
1, Λ = Λ
′, a˜j = νa
∗
j , d˜j = νd
∗
j . (4.43)
The residue conditions (4.38) imply the following expression for the solution of the RH
problem with the jump condition (4.26):
M(n, t, z) =I +
1
2πi
∫
L
M+(n, t, ξ)Jˆ(n, t, ξ)
1
ξ − z
dξ +
2J∑
j=1
1
z − zj
Resz=zjM+(n, t, z)
+
2J ′∑
j=1
1
z − z˜j
Resz=z˜jM−(n, t, z) +
2Λ∑
j=1
1
z − λj
Resz=λjM−(n, t, z)
+
2Λ′∑
j=1
1
z − λ˜j
Res
z=λ˜j
M+(n, t, z).
(4.44)
Let
αj =
1
a˙(zj)b(zj)
, βj =
B˜(λj)
a(λj)d˙(λj)
, α˜j =
1
z˜2j
˙˜a(z˜j)b˜(z˜j)
, β˜j =
B(λ˜j)
λ˜2j a˜(λ˜j)
˙˜d(λ˜j)
. (4.45)
Using the asymptotic expansion of (4.44) and the residues conditions (4.38), we obtain the
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following expressions for q(n, t) and p(n, t):
q(n, t) =
1
2πi
∫
L
[
M+(n+ 1, t, z)Jˆ (n+ 1, t, z)
]12 1
z2
dz − 2
J∑
j=1
αjz
2n
j e
2iω(zj )tM11+ (n+ 1, t, zj)
− 2
Λ∑
j=1
βjλ
2n
j e
2iω(λj )tM11− (n+ 1, t, λj),
p(n, t) =−
1
2πi
∫
L
[
M+(n+ 1, t, z)Jˆ (n+ 1, t, z)
]21
dz + 2
J ′∑
j=1
α˜j z˜
−2n
j e
−2iω(z˜j)tM22− (n+ 1, t, z˜j)
+ 2
Λ′∑
j=1
β˜jλ˜
−2n
j e
−2iω(λ˜j )tM22+ (n + 1, t, λ˜j),
(4.46)
where we have used the symmetries
M11± (n, t,−z) =M
11
± (n, t, z), M
12
± (n, t,−z) = −M
12
± (n, t, z),
M21± (n, t,−z) = −M
21
± (n, t, z), M
22
± (n, t,−z) =M
22
± (n, t, z).
(4.47)
The solitons of the DNLS and DMKDV equations correspond to spectral data for which
b(z), and B(z) vanish identically. In this case, the jump matrix J(n, t, z) in (4.26) is the identity
matrix and thus the first term in the right hand side of (4.46) vanishes. Then the solution
becomes
q(n, t) = −2
J∑
j=1
αjz
2n
j e
2iω(zj )tM11+ (n + 1, t, zj)− 2
Λ∑
j=1
βjλ
2n
j e
2iω(λj )tM11− (n+ 1, t, λj). (4.48)
The solution (4.48) can be accomplished by solving the following algebraic system forM11+ (n, t, zk),
M12− (n, t, z˜k), M
11
− (n, t, λk) and M
12
+ (n, t, λ˜k):
M11+ (n, t, zk) = 1 +
J∑
j=1
a˜j(
1
zk − z˜j
−
1
zk + z˜j
)M12− (n, t, z˜j) +
Λ∑
j=1
d˜j(
1
zk − λ˜j
−
1
zk + λ˜j
)M12+ (n, t, λ˜j),
M12− (n, t, z˜k) =
J∑
j=1
aj(
1
z˜k − zj
+
1
z˜k + zj
)M11+ (n, t, zj) +
Λ∑
j=1
dj(
1
z˜k − λj
+
1
z˜k + λj
)M11− (n, t, λj),
M11− (n, t, λk) = 1 +
J∑
j=1
a˜j(
1
λk − z˜j
−
1
λk + z˜j
)M12− (n, t, z˜j) +
Λ∑
j=1
d˜j(
1
λk − λ˜j
−
1
λk + λ˜j
)M12+ (n, t, λ˜j),
M12+ (n, t, λ˜k) =
J∑
j=1
aj(
1
λ˜k − zj
+
1
λ˜k + zj
)M11+ (n, t, zj) +
Λ∑
j=1
dj(
1
λ˜k − λj
+
1
λ˜k + λj
)M11− (n, t, λj),
(4.49)
where aj , dj are defined by (4.38a) and (4.38b), and a˜j, d˜j are given via the symmetry conditions
(4.43).
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Using (4.48) and (4.49), one can easily derive the explicit formulas for the one-soliton solu-
tions of the DNLS and DMKDV equations via direct algebraic computations. For economy of
presentation, we omit the details.
4.1.3 The Global relation
Proposition 3 The spectral functions {a(z), b(z), a˜(z), b˜(z)} and {A(z), B(z), A˜(z), B˜(z)} are
not independent but they satisfy the global relation:
A˜(z)b˜(z)− B˜(z)a˜(z) = −e−2iω(z)TG12(z, T ), |z| > 1, (4.50a)
A(z)b(z) −B(z)a(z) = −e2iω(z)TG21(z, T ), |z| < 1, (4.50b)
where
G12(z, t) = C(0, t)
∞∑
m=0
1
C(m, t)
z−(2m+1)q(m, t)µ222 (m, t, z)),
G21(z, t) = C(0, t)
∞∑
m=0
1
C(m, t)
z2m+1p(m, t)µ112 (m, t, z)).
Proof Evaluating (4.10a) at n = 0, t = T and using (4.12b), we find
µ2(0, T, z) = e
iω(z)T σˆ3
(
S−1(z)s(z)
)
. (4.51)
Substituting the second equation of (4.1) into (4.51), we find
S−1(z)s(z) = C(0, T )I − e−iω(z)T σˆ3G(z, T ), (4.52)
where
G(z, t) = C(0, t)Z−1
∞∑
m=0
1
C(m, t)
Zˆ−m(Q(m, t)µ2(m, t, z)). (4.53)
The (1, 2) and (2, 1)-entries of equation (4.52) yield the global relation (4.50). 
4.2 Existence under the assumption that the global relation is valid
The analysis of section 4.1 motivates the following definitions and results for the spectral func-
tions for the DNLS and DMKDV equations.
Definition 1 (the spectral functions a(z) and b(z)). Given q0(n) ∈ l
1(N), define the vector
φ(n, z) = (φ1(n, z), φ2(n, z))
T (here and in what follows the symbol T denotes the transpose of
27
a vector) as the unique solution of
f0(n)φ1(n+ 1, z) − φ1(n, z) = z
−1q0(n)φ2(n, z),
f0(n)φ2(n+ 1, z) − z
−2φ2(n, z) = z
−1p0(n)φ1(n, z),
lim
n→∞
φ(n, z) = (1, 0)T ,
(4.54)
where f0(n) =
√
1− q0(n)p0(n), with p0(n) = νq
∗
0(n) for the DNLS equation, and p0(n) = νq0(n)
for the DMKDV equation, respectively. Given φ(n, z) define the spectral functions a(z) and b(z)
by
a(z) = φ1(0, z), b(z) = φ2(0, z), |z| ≤ 1. (4.55)
Proposition 4 (properties of a(z) and b(z)). The spectral functions a(z) and b(z) defined by
(4.55) have the following properties:
(i) a(z) and b(z) are analytic for |z| < 1 and continuous and bounded for |z| ≤ 1.
(ii) a(−z) = a(z), b(−z) = −b(z).
(iii) |a(z)|2 − ν|b(z)|2 = 1, |z| = 1.
(iv) a(z) = 1
C(0,0) +O(z
2, even), b(z) = O(z, odd), z → 0.
(v) q0(n) can be reconstructed in terms of a(z) and b(z) by
q0(n) = lim
z→0
(z−1M (n)(n+ 1, z))12, (4.56)
where M (n)(n, z) is the unique solution of the following RH problem:
•
M (n)(n, z) =
{
M
(n)
− (n, z), |z| ≥ 1,
M
(n)
+ (n, z), |z| ≤ 1,
(4.57)
is a sectionally meromorphic function.
•
M
(n)
− (n, z) =M
(n)
+ (n, z)J
(n)(n, z), |z| = 1, (4.58)
where
J (n)(n, z) = Zˆn
(
1
|a(z)|2
ν b
∗(z)
a(z)
− b(z)
a∗(z) 1
)
. (4.59)
•
M (n)(n, z) = I +
(
O(z−2, even) O(z, odd)
O(z−1, odd) O(z2, even)
)
, z → (∞, 0). (4.60)
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• Suppose that a(z) has at most 2K simple zeros {zj}
2K
1 , K = K1+K2, where zj ∈ D+in, j =
1, · · · , 2K1, such that zj+K1 = −zj, j = 1, · · · ,K1; zj ∈ D−in, j = 2K1+1, · · · , 2K1+2K2,
such that zj+K2 = −zj , j = 2K1 + 1, · · · , 2K1 + K2. The first column of M
(n)
− (n, z) can
have simple poles at
{
1
z∗j
}2K
1
, and the second column of M
(n)
+ (n, z) can have simple poles
at {zj}
2K
1 . The associated residues are given by
Resz=zj [M
(n)(n, z)]R =
z2nj
a˙(zj)b(zj)
[M (n)(n, zj)]
L, j = 1, · · · , 2K, (4.61a)
Resz= 1
z∗
j
[M (n)(n, z)]L =
ν(z∗j )
2n
(a˙(zj)b(zj))
∗ [M
(n)(n,
1
z∗j
)]R, j = 1, · · · , 2K. (4.61b)
Proof Properties (i)-(iv) follow from Definition 1. Property (v) can be derived by performing
the spectral analysis of the n-part of Lax pair (3.2a) evaluated at t = 0; see appendix B. The
unique solvability of the above RH problem is a consequence of a vanishing lemma for the
above RH problem with the vanishing condition as z → (∞, 0). The vanishing lemma can be
established in the same manner as used in section 3.2.5. 
Definition 2 Denote by H0(t, z) the matrix H(0, t, z), in which q(−1, t) and q(0, t) are replaced
by g−1(t) and g0(t). Given the smooth functions g−1(t) and g0(t) define the vector ϕ(t, z) =
(ϕ1(t, z), ϕ2(t, z))
T by the unique solution of
(ϕ1)t = H
11
0 ϕ1 +H
12
0 ϕ2,
(ϕ2)t + 2iω(z)ϕ2 = H
21
0 ϕ1 +H
22
0 ϕ2,
ϕ(0, z) = (1, 0)T ,
(4.62)
where ω(z) is defined by (2.5) for the DNLS equation, and by (2.7) for the DMKDV equation
respectively. Given ϕ(t, z) define the spectral functions A(z) and B(z) by
A(z) = ϕ∗1(T,
1
z∗
), B(z) = −e2iw(z)Tϕ2(T, z), z ∈ C \ 0. (4.63)
Proposition 5 (properties of A(z) and B(z)). The spectral functions A(z) and B(z) defined
by (4.63) have the following properties:
(i) A(z) and B(z) are analytic for z ∈ C \ 0 and continuous and bounded for z ∈ D¯+.
(ii) A(−z) = A(z), B(−z) = −B(z).
(iii) A(z)A∗( 1
z∗
)− νB(z)B∗( 1
z∗
) = 1, z ∈ C \ 0.
(iv) A(z) = E2(0) +O(z
−2, even), B(z) = O(z−1, odd), z →∞.
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(v) g−1(t) and g0(t) can be reconstructed as follows:
DNLS : g−1(t) = lim
z→0
(
z−1M (t)
)12
,
g0(t) = (ν|g−1(t)|
2 − 1)−1 lim
z→0
(
i(g−1(t))t + 2g−1(t)− z
−2g−1(t)(M
(t))22 + z−3(M (t))12
)
;
DMKDV : g−1(t) = lim
z→0
(
z−1M (t)
)12
,
g0(t) = (ν(g−1(t))
2 − 1)−1 lim
z→0
(
(g−1(t))t + z
−2g−1(t)(M
(t))22 − z−3(M (t))12
)
,
(4.64)
where M (t) =M (t)(t, z) is the unique solution of the following RH problem:
•
M (t)(t, z) =
 M
(t)
− (t, z), z ∈ D¯− =
{
z
∣∣∣z ∈ C, Im(ω(z)) ≤ 0} ,
M
(t)
+ (t, z), z ∈ D¯+ =
{
z
∣∣∣z ∈ C, Im(ω(z)) ≥ 0} , (4.65)
is a sectionally meromorphic function.
•
M
(t)
− (t, z) =M
(t)
+ (t, z)J
(t)(t, z), z ∈ L, (4.66)
where the contours L = L1 ∪ L2 ∪ L3 ∪ L4 are defined by (4.27) (see figures 2 and 4 for
DNLS and DMKDV equations respectively), and
J (t)(t, z) = eiω(z)tσˆ3
 1 νB∗( 1z∗ )A∗( 1z∗ )
−B(z)
A(z)
1
A(z)A∗( 1
z∗
)
 . (4.67)
•
M (t)(t, z) = I +
(
O(z−2, even) O(z, odd)
O(z−1, odd) O(z2, even)
)
, z → (∞, 0). (4.68)
• The first column of M
(t)
+ (t, z) can have simple poles at {kj}
2K
1 , and the second column of
M
(t)
− (t, z) can have simple poles at
1
k∗j
, where {kj}
2K
1 , kj+K = −kj , j = 1, · · · ,K, are the
simple zeros of A(z), z ∈ D+. The associated residues are given by
Resz=kj [M
(t)(t, z)]L =
e−2iω(kj )tB(kj)
A˙(kj)
[M (t)(t, kj)]
R, (4.69a)
Resz= 1
k∗
j
[M (t)(t, z)]R =
νe2iω
∗(kj)tB∗(kj)
(A˙(kj))∗
[M (t)(t,
1
k∗j
)]L. (4.69b)
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Proof Properties (i)-(iv) follow from Definition 2. Property (v) can be derived by performing
the spectral analysis of the t-part of Lax pair (3.2b) evaluated at n = 0; see appendix C. The
unique solvability of this RH problem is a consequence of a vanishing lemma which can be
established by using a similar manner as in section 3.2.5. 
The main result is the following:
Theorem 1 Given q0(n) ∈ l
1(N), define the spectral functions {a(k), b(k)} by Definition 1.
Suppose that there exist smooth functions g−1(t) and g0(t) such that the spectral functions
{A(k), B(k)} defined by Definition 2, satisfy the global condition (4.50). Assume that
• The spectral function a(z) has at most 2K simple zeros {zj}
2K
1 , K = K1 + K2, where
zj ∈ D+in, j = 1, · · · , 2K1, such that zj+K1 = −zj , j = 1, · · · ,K1; zj ∈ D−in, j =
2K1 + 1, · · · , 2K1 + 2K2, such that zj+K2 = −zj , j = 2K1 + 1, · · · , 2K1 + K2. Here D±in
are defined by (4.3a), (4.3b) and (4.4a), (4.4b) for the DNLS and DMKDV equations
respectively.
• The function d(z) = a(z)A∗( 1
z∗
) − νb(z)B∗( 1
z∗
) has at most 2Λ simple zeros {λj}
2Λ
1 with
λj+Λ = −λj, j = 1, · · · ,Λ, for z ∈ D−in, where D−in are defined by (4.3b) and (4.4b) for
the DNLS and DMKDV equations respectively.
• None of the zeros of a(z) for z ∈ D−in coincides with a zero of d(z).
Define M(n, t, z) as the solution of the following 2× 2 matrix RH problem:
• M is sectionally meromorphic in z ∈ C\L, where L = L1 ∪ L2 ∪ L3 ∪ L4 are defined
by (4.27); see figures 2 and 4 for these contours for the DNLS and DMKDV equations
respectively.
•
M−(n, t, z) =M+(n, t, z)J(n, t, z), z ∈ L, (4.70)
where M(n, t, z) is M−(n, t, z) for k ∈ D¯−in ∪ D¯−out, M(n, t, z) is M+(n, t, z) for k ∈
D¯+in ∪ D¯+out, and J(n, t, z) is defined in terms of {a(z), b(z), A(z), B(z)} by equations
(4.28); see figures 1-4 for the domains and contours for DNLS and DMKDV equations
respectively.
•
M(n, t, z) = I +
(
O(z−2, even) O(z, odd)
O(z−1, odd) O(z2, even)
)
, z → (∞, 0). (4.71)
31
• M satisfies the residue conditions (4.38).
Then M(n, t, z) exists and is unique.
Define q(n, t) in terms of M(n, t, z) by
q(n, t) = lim
z→0
(
z−1M(n+ 1, t, z)
)12
. (4.72)
Then q(n, t) solves the DNLS and DMKDV equations with
q(n, 0) = q0(n), q(−1, t) = g−1(t), q(0, t) = g0(t). (4.73)
Proof The proof follows the analogous steps as in the case of integrable PDEs on the half-line;
see [3, 4]. The main steps are as follows.
If a(z) and d(z) have no zeros for D+in and D−in respectively, then the function M(n, t, z)
satisfies a regular RH problem. The unique solvability of this RH problem is a consequence of
the existence of a vanishing lemma; see [2, 18]. In case that a(z) and d(z) have a finite number of
zeros, the above RH problem is singular. The singular RH problem can be mapped to a regular
RH problem supplemented by a system of algebraic equations; see [2].
Proof that q(n, t) solves the DNLS and DMKDV equations. It can be verified directly that
if M(n, t, z) solves the above RH problem and if q(n, t) is defined by (4.72), then q(n, t) solves
the DNLS and DMKDV equations; see appendix D.
Proof that q(n, 0) = q0(n). The proof that q(n, t) satisfies the initial condition q(n, 0) = q0(n)
follows from the fact that it is possible to map the RH problem for M(n, 0, z) to that for
M (n)(n, z). In fact, we define M (n)(n, z) by
M (n)(n, z) =M(n, 0, z), z ∈ D¯+in ∪ D¯−out, (4.74a)
M (n)(n, z) =M(n, 0, z) (J1(n, 0, z))
−1 , z ∈ D¯−in, (4.74b)
M (n)(n, z) =M(n, 0, z) (J3(n, 0, z))
−1 , z ∈ D¯+out. (4.74c)
Then M (n)(n, z) has no jumps across R ∪ iR and it has a jump on |z| = 1 with the jump
matrix precisely given by (4.59). Furthermore, by a straightforward calculation one can verify
that the transformation (4.74) replaces poles at {zj ,
1
z∗j
}2K11 , {λj ,
1
λ∗j
}2Λ1 by poles at {zj ,
1
z∗j
}2K1 ,
with the residue conditions (4.38), replaced by the residue conditions (4.61). In fact, since
M (n)(n, z) = M(n, 0, z), z ∈ D¯+in, from (4.38a) we immediately find M
(n)(n, z) has poles at
{zj}
2K1
1 with the residue relation (4.61a) for j = 1, · · · , 2K1. Moreover, equation (4.74b) can be
written as((
M (n)(n, z)
)L
,
(
M (n)(n, z)
)R)
=
(
ML(n, 0, z),MR(n, 0, z) −
z2nB˜(z)
a(z)d(z)
ML(n, 0, z)
)
.(4.75)
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The residue condition (4.38c) yields Resz=zj
(
M (n)(n, z)
)R
= 0, which implies that M (n)(n, z)
has no poles at {λj}
2Λ
1 . In addition, (4.75) yields
Res
z=zj
(
M (n)(n, z)
)R
= −
z2nj B˜(zj)
a˙(zj)d(zj)
ML(n, 0, zj) =
z2nj
a˙(zj)b(zj)
(
M (n)(n, zj)
)L
, j = 2K1+1, · · · , 2K,
which is the expected residue condition (4.61a) at {zj}
2K
2K1+1
. The case of 1
z∗j
and 1
λ∗j
can be
discussed in the same manner. Thus, M (n)(n, z) satisfies the same RH problem as the RH
problem in the Proposition 4. Comparing equation (4.56) with equation (4.72) evaluated at
t = 0, we arrive at q(n, 0) = q0(n).
Proof that q(−1, t) = g−1(t) and q(0, t) = g0(t). The proof that q(n, t) satisfies the boundary
conditions q(−1, t) = g−1(t) and q(0, t) = g0(t) follows from the fact that it is possible to map the
RH problem forM(0, t, z) to that forM (t)(t, z). In this respect, we introduce the transformation
matrix G(t, z) defined as follows:
G(1)(t, z) = C(0, 0)
(
1
a(z) 0
e2iω(z)(T−t)G21(z,T )
A(z) a(z)
)
, z ∈ D¯+in,
G(2)(t, z) = C(0, 0)
 A∗( 1z∗ )d(z) 0
−b(z)e−2iω(z)t d(z)
A∗( 1
z∗
)
 , z ∈ D¯−in,
G(3)(t, z) = C(0, 0)
 d∗( 1z∗ )A(z) −νb∗( 1z∗ )e2iω(z)t
0 A(z)
d∗( 1
z∗
)
 , z ∈ D¯+out,
G(4)(t, z) = C(0, 0)
 a∗( 1z∗ ) e2iω(z)(t−T )G12(z,T )A∗( 1z∗ )
0 1
a∗( 1
z∗
)
 , z ∈ D¯−out.
(4.76)
Using the global relation (4.50) we can verify directly that the constructed G(t, z) satisfies
J1(0, t, z)G
(2)(t, z) = G(1)(t, z)J (t)(t, z), z ∈ L1,
J2(0, t, z)G
(2)(t, z) = G(3)(t, z)J (t)(t, z), z ∈ L2,
J3(0, t, z)G
(4)(t, z) = G(3)(t, z)J (t)(t, z), z ∈ L3,
J4(0, t, z)G
(4)(t, z) = G(1)(t, z)J (t)(t, z), z ∈ L4.
(4.77)
Moreover, equations (4.76) imply
G(t, z)→ I, z → (∞, 0). (4.78)
Define M (t)(t, z) by
M (t)(t, z) =M(0, t, z)G(t, z), (4.79)
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where G(t, z) is given by G(1)(t, z), · · · , G(4)(t, z) for z ∈ D¯+in, D¯−in, D¯+out, D¯−out. Equation
(4.79) together with (4.77) and (4.78) imply that M (t)(t, z) satisfies the jump condition (4.66)
with the jump matrix defined by (4.67) and the estimate (4.68). In analogy with the proof used
for the equation q(n, 0) = q0(n), it can be verified that the the transformation (4.79) replaces
the residue conditions (4.38) by the residue conditions (4.69). Thus, the transformation (4.79)
maps the RH problem of Theorem 1 evaluated at n = 0 to the RH problem of Proposition 5. 
5 Elimination of the unknown boundary values
5.1 Linearizable boundary conditions
The spectral functions {A(z), B(z)} are expressed in terms of both the known boundary value
q(−1, t) and the unknown boundary datum q(0, t). In general it is not possible to obtain directly
the spectral functionsA(z), B(z) only in terms of the known initial and boundary data. However,
for a particular class of boundary conditions, called linearizable, the unknown boundary value
can be eliminated by employing the associated global relations.
By direct calculations we arrive at the following result.
Proposition 6 Let z 7→ f(z) be the transformation in the complex z-plane which leaves ω(z)
invariant, i.e., ω(f(z)) = ω(z), f(z) 6= z. Let V (t, z) = iω(z)σ3 + H0(t, z). If there exists a
nonsingular matrix N(z) such that
V (t, f(z))N(z) = N(z)V (t, z), (5.1)
then the spectral functions A(z), B(z), A˜(z), B˜(z) possess the following symmetry properties:
A(f(z)) detN(z) = N22(z)
(
N11(z)A(z) +N12(z)B(z)
)
−N21(z)e2iω(z)T
(
N12(z)A˜(z) +N11(z)B˜(z)
)
,
B(f(z)) detN(z) = N22(z)
(
N21(z)A(z) +N22(z)B(z)
)
−N21(z)e2iω(z)T
(
N22(z)A˜(z) +N21(z)B˜(z)
)
,
A˜(f(z)) detN(z) = N11(z)
(
N22(z)A˜(z) +N21(z)B˜(z)
)
−N12(z)e−2iω(z)T
(
N21(z)A(z) +N22(z)B(z)
)
,
B˜(f(z)) detN(z) = N11(z)
(
N12(z)A˜(z) +N11(z)B˜(z)
)
−N12(z)e−2iω(z)T
(
N11(z)A(z) +N12(z)B(z)
)
.
(5.2)
Equation (5.1) implies that a necessary condition for the existence of linearizable boundary
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conditions is that detV (t, f(z)) = detV (t, z), i.e.,(
1
z2
−
1
[f(z)]2
)
q(0, t)p(−1, t) +
(
z2 − [f(z)]2
)
p(0, t)q(−1, t) = 0. (5.3)
In what follows we discuss in detail linearizable boundary conditions for the DNLS equation and
for the DMKDV equation, respectively; for convenience, we assume that T =∞.
We note that as T =∞, for z ∈ D¯−out and for z ∈ D¯+in, the global relation (4.50) becomes
A˜(z)b˜(z)− B˜(z)a˜(z) = 0, z ∈ D¯−out,
A(z)b(z) −B(z)a(z) = 0, z ∈ D¯+in.
(5.4)
Using the symmetry relations (4.23), the global relation (5.4) becomes
A∗(
1
z∗
)b∗(
1
z∗
)−B∗(
1
z∗
)a∗(
1
z∗
) = 0, z ∈ D¯−out. (5.5)
5.1.1 Linearizable boundary conditions for the DNLS equation
In the case of the DNLS equation, ω(z) is defined via (2.5). The invariance of ω(z) yields
f(z) = 1
z
. Equation (5.3) becomes
q(0, t)q∗(−1, t)− q∗(0, t)q(−1, t) = 0. (5.6)
We consider three particular solutions of equation (5.6).
Case 1 q(0, t) = 0. In this case, in order to satisfy equation (5.1) we take N12(z) =
N21(z) = 0 and N11(z) = z2N22(z). Then (5.2) yields
A∗(z∗) = A∗(
1
z∗
), B∗(z∗) = z2B∗(
1
z∗
). (5.7)
Letting z 7→ 1
z
in the global relation (5.4) and using the symmetries (5.7), we find
A∗(
1
z∗
)b∗(z∗)− z2B∗(
1
z∗
)a∗(z∗) = 0, z ∈ D¯−in. (5.8)
This equation and the definition of d(z) (see (4.18)) are two algebraic equations for A(k) and
B(k), which yield the following expressions:
A∗(
1
z∗
) =
z2a∗(z∗)d(z)
∆∞(z)
, B∗(
1
z∗
) =
b∗(z∗)d(z)
∆∞(z)
, z ∈ D¯−in, (5.9)
where
∆∞(z) = z
2a(z)a∗(z∗)− νb(z)b∗(z∗).
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Using (5.9), we can express the ratio R∗( 1
z∗
) in the form
R∗(
1
z∗
) =
B∗( 1
z∗
)
A∗( 1
z∗
)
=
b∗(z∗)
z2a∗(z∗)
, z ∈ D¯−in.
Finally we find the following expression for Γ∗( 1
z∗
):
Γ∗(
1
z∗
) =
B∗( 1
z∗
)
a(z)d(z)
=
R∗( 1
z∗
)
a(z)(a(z) − νb(z)R∗( 1
z∗
))
=
b∗(z∗)
a(z)∆∞(z)
. (5.10)
Hence, we have expressed the jump matrices only in terms of known spectral functions.
Case 2 q(−1, t) = 0. In this case we take N12(z) = N21(z) = 0 and N22(z) = z2N11(z).
Then (5.2) yields
A∗(z∗) = A∗(
1
z∗
), B∗(z∗) =
1
z2
B∗(
1
z∗
). (5.11)
Proceeding as in Case 1, we find
A∗(
1
z∗
) =
a∗(z∗)d(z)
z2∆0(z)
, B∗(
1
z∗
) =
b∗(z∗)d(z)
∆0(z)
, z ∈ D¯−in, (5.12)
where
∆0(z) = z
−2a(z)a∗(z∗)− νb(z)b∗(z∗).
The expression for Γ∗( 1
z∗
) becomes
Γ∗(
1
z∗
) =
b∗(z∗)
a(z)∆0(z)
. (5.13)
Case 3 q(−1, t) = χq(0, t), where χ is an arbitrary real constant. In this case we take
N12(z) = N21(z) = 0 and N11(z) = 1−z
2χ
z2−χ
N22(z). Then, (5.2) yields
A∗(z∗) = A∗(
1
z∗
), B∗(z∗) =
1− z2χ
z2 − χ
B∗(
1
z∗
). (5.14)
Following the same steps as in Case 1, we find
A∗(
1
z∗
) =
(1− z2χ)a∗(z∗)d(z)
(z2 − χ)∆χ(z)
, B∗(
1
z∗
) =
b∗(z∗)d(z)
∆χ(z)
, z ∈ D¯−in, (5.15)
where
∆χ(z) =
1− z2χ
z2 − χ
a(z)a∗(z∗)− νb(z)b∗(z∗).
36
Then the expression for Γ∗( 1
z∗
) becomes
Γ∗(
1
z∗
) =
b∗(z∗)
a(z)∆χ(z)
. (5.16)
Remark 5. The linearizable boundary conditions of case 3 is the discrete analogue of the
homogeneous Robin boundary conditions of the continuous problem. For χ = 0, these boundary
conditions are reduced to the boundary condition of case 2, while for χ→∞, they are reduced
to the boundary condition of case 1. We note that these linearizable boundary conditions have
been identified earlier via the unified transform method by the authors in [12]. We also note
that these linearizable boundary conditions have been found in [19, 20] via an algebraic method
based on Ba¨cklund transformations.
5.1.2 Linearizable boundary conditions for the DMKDV equation
In the case of the DMKDV equation, ω(z) is defined via (2.7). The invariance of ω(z) yields
f(z) = i
z
. Then, equation (5.3) yield
q(0, t)q(−1, t) = 0. (5.17)
Case 1 q(0, t) = 0. In this case we take N12(z) = N21(z) = 0 and N11(z) = −iz2N22(z).
Then, (5.2) yields
A∗(iz∗) = A∗(
1
z∗
), B∗(iz∗) = −iz2B∗(
1
z∗
). (5.18)
Following the same arguments used in the case of the DNLS equation we find
A∗(
1
z∗
) =
iz2a∗(iz∗)d(z)
∆0(z)
, B∗(
1
z∗
) = −
b∗(iz∗)d(z)
∆0(z)
, z ∈ D¯−in, (5.19)
where
∆0(z) = iz
2a(z)a∗(iz∗) + νb(z)b∗(iz∗).
Then, the expression for Γ∗( 1
z∗
) is given by
Γ∗(
1
z∗
) = −
b∗(iz∗)
a(z)∆0(z)
. (5.20)
Case 2 q(−1, t) = 0. In this case we have N12(z) = N21(z) = 0 and N11(z) = iz−2N22(z).
Equations (5.2) imply
A∗(iz∗) = A∗(
1
z∗
), B∗(iz∗) = iz−2B∗(
1
z∗
). (5.21)
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Then,
A∗(
1
z∗
) =
iz−2a∗(iz∗)d(z)
∆1(z)
, B∗(
1
z∗
) =
b∗(iz∗)d(z)
∆1(z)
, z ∈ D¯−in, (5.22)
where
∆1(z) = iz
−2a(z)a∗(iz∗)− νb(z)b∗(iz∗).
The expression for Γ∗( 1
z∗
) becomes
Γ∗(
1
z∗
) =
b∗(iz∗)
a(z)∆1(z)
. (5.23)
To the best of our knowledge, the above linearizable boundary conditions for the DMKDV
equation have not been reported in the literature. We note that for the DNLS equation the
homogeneous Robin boundary conditions are linearizable boundary conditions, but this is not
the case for the DMKDV equation.
5.2 General non-linearizable boundary conditions
In the continuous case, there exist two effective approaches for determining the unknown bound-
ary values for the general case of non-linearizable boundary conditions. The first approach
employs the so-called Gelfand-Levitan-Marchenko (GLM) representations [4, 21]. The second
approach uses certain asymptotic considerations [22]-[24]. In this section by extending the sec-
ond approach to the discrete case, we will show how to characterise the unknown boundary
values q(0, t) for both the DNLS and DMKDV equations.
We write µ1(0, t, z) and µ2(n, 0, z) in the following form:
µ1(0, t, z) =
(
ϕ1(t, z) ϕ˜2(t, z)
ϕ2(t, z) ϕ˜1(t, z)
)
, (5.24)
µ2(n, 0, z) =
(
φ1(n, z) φ˜2(n, z)
φ2(n, z) φ˜1(n, z)
)
. (5.25)
Then ϕ1(t, z) and ϕ2(t, z) satisfy the following system of nonlinear integral equations:
ϕ1(t, z) =1 + i
∫ t
0
[2
(
αzq(0, t′)− βz−1q(−1, t′)
)
ϕ2(t
′, z)
−
(
αq(0, t′)p(−1, t′) + βq(−1, t′)p(0, t′)
)
ϕ1(t
′, z)]dt′,
ϕ2(t, z) =i
∫ t
0
e−2iω(z)(t−t
′)[2
(
αzp(−1, t′)− βz−1p(0, t′)
)
ϕ1(t
′, z)
+
(
αq(0, t′)p(−1, t′) + βq(−1, t′)p(0, t′)
)
ϕ2(t
′, z)]dt′;
(5.26)
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whereas φ˜1(n, z), φ˜2(n, z) satisfy the summation equations
φ˜1(n, z) =C(n, 0)
(
1−
∞∑
m=n
z
C(m, 0)
p(m, 0)φ˜2(m, z)
)
,
φ˜2(n, z) =− C(n, 0)
∞∑
m=n
z2(n−m)−1
C(m, 0)
q(m, 0)φ˜1(m, z).
(5.27)
Equation (4.12) implies
A˜(z) = ϕ1(T, z), B˜(z) = −e
−2iω(z)T ϕ˜2(T, z), (5.28)
and
a˜(z) = φ˜1(0, z), b˜(z) = φ˜2(0, z). (5.29)
Following (4.5) we find
ϕ1(t, z) = E1(t) +O(z
−2), z →∞,
ϕ˜2(t, z) = [E1(t)q(−1, t) − e
2iω(z)tq(−1, 0)]z +O(z3), z → 0.
(5.30)
Letting
Ĝ(z, t) =
G12(z, t)
a˜(z)
, (5.31)
it follows that the global relation (4.50a) can be written in the form
ϕ˜2(z, t) + e
2iω(z)t b˜(z)
a˜(z)
ϕ1(t, z) = −Ĝ(z, t), |z| > 1. (5.32)
Using (3.11b) we find the following asymptotic behavior for Ĝ(z, t):
Ĝ(z, t) =
C(0, 0)
C(0, t)
q(0, t)z−1 +O(z−3), z →∞. (5.33)
The quantity C(0,0)
C(0,t) appeared in (5.33), can be expressed in terms of the boundary values q(−1, t)
and q(0, t). In fact, by employing the formula (A.19) of appendix A.2, we find
C(0, 0)
C(0, t)
=
1
E1(t)
. (5.34)
Thus, equation (5.33) becomes
Ĝ(z, t) =
q(0, t)
E1(t)
z−1 +O(z−3), z →∞. (5.35)
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5.2.1 Elimination of the unknown boundary values for the DNLS equation
For the DNLS equation (1.1), the unknown boundary value q(0, t) can be characterized as follows.
Proposition 7 Define ω(z) via (2.5). Let ∂D±in and ∂D±out denote the boundaries of the
domains D±in and D±out defined in (4.3), oriented so that D±in and D±out lie in the left of
∂D±in and ∂D±out. Let ϕ1(t, z) and ϕ2(t, z) be defined by (5.26) and ϕ˜1(t, z), ϕ˜2(t, z) be defined
by the symmetries ϕ˜1(t, z) = ϕ
∗
1(t,
1
z∗
), ϕ˜2(t, z) = νϕ
∗
2(t,
1
z∗
). The unknown boundary value
q(0, t) associated with the DNLS equation (1.1) is given by
q(0, t) = −q(−1, t) +
1
πi
[∫
∂D+in
ψ2(t, z)dz +E1(t)
∫
∂D+out
e2iω(z)t
b˜(z)
a˜(z)
ϕ1(t, z)dz
]
, (5.36)
where
ψ2(t, z) = z
−2
(
1
E1(t)
ϕ˜2(t, z) − E1(t)ϕ˜2(t, z
−1)
)
. (5.37)
Proof Using (5.37) we find∫
∂D+in
ψ2(t, z)dz =
1
E1(t)
∫
∂D+in
z−2ϕ˜2(t, z)dz − E1(t)
∫
∂D+in
z−2ϕ˜2(t, z
−1)dz. (5.38)
Using the asymptotics of ϕ˜2(t, z) (the second of equations (5.30)), the first integral in the right
hand side of (5.38) can be evaluated explicitly:
1
E1(t)
∫
∂D+in
z−2ϕ˜2(t, z)dz = q(−1, t)πi, (5.39)
where we have used the fact that the term involving q(−1, 0) in (5.30) vanishes in (5.39) due
to the term e2iω(z)t which is bounded and decays as z → 0 in D+in. Replacing in the second
integral in the right hand side of (5.38) z−1 by z, we find
−E1(t)
∫
∂D+in
z−2ϕ˜2(t, z
−1)dz = E1(t)
∫
∂D+out
ϕ˜2(t, z)dz. (5.40)
Employing the global relation (5.32) and the asymptotic behavior (5.35), the integral (5.40) can
be evaluated as follows:
E1(t)
∫
∂D+out
ϕ˜2(t, z)dz = q(0, t)πi − E1(t)
∫
∂D+out
e2iω(z)t
b˜(z)
a˜(z)
ϕ1(t, z)dz. (5.41)
Equations (5.38)-(5.41) imply the formula (5.36). 
In what follows we describe an effective characterization of the unknown boundary value
q(0, t) by employing a suitable perturbation expansion. We expand ϕj(t, z), φ˜j(n, z), q(−1, t),
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q(0, t), q(n, 0) in the following forms:
ϕj(t, z) = ϕj,0(t, z) + ϕj,1(t, z)ǫ+ ϕj,2(t, z)ǫ
2 + · · · , j = 1, 2,
φ˜j(n, z) = C(n, 0)[φ˜j,0(n, z) + φ˜j,1(n, z)ǫ+ φ˜j,2(n, z)ǫ
2 + · · · ], j = 1, 2,
q(j, t) = q1(j, t)ǫ+ q2(j, t)ǫ
2 + · · · , j = −1, 0,
q(n, 0) = q1(n, 0)ǫ+ q2(n, 0)ǫ
2 + · · · , n ∈ N,
(5.42)
where ǫ is a small perturbation parameter. Substituting the above expansions into (5.26) we
find
ϕ1,0(t, z) =1, ϕ2,0(t, z) = 0,
ϕ1,1(t, z) =0, ϕ2,1(t, z) = νi
∫ t
0
e−2iω(z)(t−t
′)
(
zq∗1(−1, t
′)− z−1q∗1(0, t
′)
)
dt′,
ϕ1,2(t, z) =i
∫ t
0
[
(
zq1(0, t
′)− z−1q1(−1, t
′)
)
ϕ2,1(t
′, z)
−
ν
2
(q1(0, t
′)q∗1(−1, t
′) + q1(−1, t
′)q∗1(0, t
′))]dt′,
ϕ2,2(t, z) =νi
∫ t
0
e−2iω(z)(t−t
′)
(
zq∗2(−1, t
′)− z−1q∗2(0, t
′)
)
dt′,
(5.43)
as well as the following recursive formulas for k ≥ 3:
ϕ1,k(t, z) =i
∫ t
0
[2
k−1∑
l=1
(
αzql(0, t
′)− βz−1ql(−1, t
′)
)
ϕ2,k−l(t
′, z)
−
ν
2
k∑
m=2
m−1∑
r=1
(qr(0, t
′)q∗m−r(−1, t
′) + qr(−1, t
′)q∗m−r(0, t
′))ϕ1,k−m(t
′, z)]dt′,
ϕ2,k(t, z) =νi
∫ t
0
e−2iω(z)(t−t
′)[
k∑
l=1
(
zq∗l (−1, t
′)− z−1q∗l (0, t
′)
)
ϕ1,k−l(t
′, z)
+
1
2
k−1∑
m=2
m−1∑
r=1
(qr(0, t
′)q∗m−r(−1, t
′) + qr(−1, t
′)q∗m−r(0, t
′))ϕ2,k−m(t
′, z)]dt′.
(5.44)
Substituting (5.42) into (5.27) we find
φ˜1,0(n, z) =1, φ˜2,0(n, z) = 0,
φ˜1,1(n, z) =0, φ˜2,1(n, z) = −
∞∑
m=n
z2(n−m)−1q1(m, 0),
φ˜1,2(n, z) =ν
∞∑
m=n
∞∑
n′=m
z2(m−n
′)q∗1(m, 0)q1(n
′, 0),
φ˜2,2(n, z) =−
∞∑
m=n
z2(n−m)−1q2(m, 0),
(5.45)
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as well as the following recursive formulas for k ≥ 3:
φ˜1,k(n, z) =− ν
∞∑
m=n
k−1∑
l=1
zq∗l (m, 0)φ˜2,k−l(m, z),
φ˜2,k(n, z) =−
∞∑
m=n
k∑
l=1
z2(n−m)−1ql(m, 0)φ˜1,k−l(m, z).
(5.46)
Equation (5.29) yields the expansion
b˜(z)
a˜(z)
= γ0(z) + γ1(z)ǫ+ γ2(z)ǫ
2 + · · ·+ γk(z)ǫ
k + · · · , (5.47)
where
γ0(z) = 0, γ1(z) = −
∞∑
m=0
z−2m−1q1(m, 0), γ2(z) = −
∞∑
m=0
z−2m−1q2(m, 0),
γk(z) = φ˜2,k(0, z) −
k−1∑
l=1
γl(z)φ˜1,k−l(0, z), k ≥ 3.
(5.48)
Recall that for the DNLS equation, the quantity E1(t) is defined by
E1(t) = exp
(
νi
2
∫ t
0
(
q(0, t′)q∗(−1, t′)− q∗(0, t′)q(−1, t′)
)
dt′
)
. (5.49)
The above formula implies that the quantity E1(t) has the expansion
E1(t) = c0(t) + c1(t)ǫ+ c2(t)ǫ
2 + c3(t)ǫ
3 +O(ǫ4), (5.50)
where
c0(t) = 1, c1(t) = 0,
c2(t) =
iν
2
∫ t
0
(
q1(0, t
′)q∗1(−1, t
′)− q∗1(0, t
′)q1(−1, t
′)
)
dt′,
c3(t) =
iν
2
∫ t
0
(
q1(0, t
′)q∗2(−1, t
′) + q2(0, t
′)q∗1(−1, t
′)− q∗1(0, t
′)q2(−1, t
′)− q∗2(0, t
′)q1(−1, t
′)
)
dt′.
(5.51)
Using equations (5.37) and (5.50) we find
ψ2(t, z) = ψ2,1(t, z)ǫ+ ψ2,2(t, z)ǫ
2 + ψ2,3(t, z)ǫ
3 +O(ǫ4), (5.52)
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where
ψ2,1(t, z) =i(z
−1 − z−3)
∫ t
0
e2iω(z)(t−t
′)
(
q1(−1, t
′) + q1(0, t
′)
)
dt′,
ψ2,2(t, z) =i(z
−1 − z−3)
∫ t
0
e2iω(z)(t−t
′)
(
q2(−1, t
′) + q2(0, t
′)
)
dt′,
ψ2,3(t, z) =νz
−2
(
ϕ∗2,3(t,
1
z∗
)− ϕ∗2,3(t, z
∗)
)
−
i
2
z−2
(
ϕ∗2,1(t,
1
z∗
) + ϕ∗2,1(t, z
∗)
)∫ t
0
(
q1(0, t
′)q∗1(−1, t
′)− q∗1(0, t
′)q1(−1, t
′)
)
dt′.
(5.53)
Substituting expansions (5.42), (5.47) and (5.52) into (5.36), we can obtain the expansion for
q(0, t) to all orders of ǫ. For example, the first few terms are given by the following formulae:
q1(0, t) =− q1(−1, t) +
1
πi
∫
∂D+in
ψ2,1(t, z)dz +
1
πi
∫
∂D+out
e2iω(z)tγ1(z)dz,
q2(0, t) =− q2(−1, t) +
1
πi
∫
∂D+in
ψ2,2(t, z)dz +
1
πi
∫
∂D+out
e2iω(z)tγ2(z)dz,
q3(0, t) =− q3(−1, t) +
1
πi
∫
∂D+in
ψ2,3(t, z)dz +
1
πi
∫
∂D+out
e2iω(z)t(γ1(z)ϕ1,2(t, z) + γ3(z))dz
+
c2(t)
πi
∫
∂D+out
e2iω(z)tγ1(z)dz.
(5.54)
5.2.2 Elimination of the unknown boundary values for the DMKDV equation
Using similar calculations as in section 5.2.1, we can characterize the unknown boundary value
q(0, t) for the DMKDV eqaution (2.6).
Proposition 8 Define ω(z) via (2.7). Let ∂D±in and ∂D±out denote the boundaries of the
domains D±in and D±out defined in (4.4), oriented so that D±in and D±out lie in the left of
∂D±in and ∂D±out. Let ϕ1(t, z) and ϕ2(t, z) be defined by (5.26) and ϕ˜1(t, z), ϕ˜2(t, z) be defined
by the symmetries ϕ˜1(t, z) = ϕ
∗
1(t,
1
z∗
), ϕ˜2(t, z) = νϕ
∗
2(t,
1
z∗
). The unknown boundary value
q(0, t) associated with the DMKDV equation (2.6) is given by
q(0, t) = −q(−1, t) +
1
πi
∫
∂D+in
ψ2(t, z)dz +
E1(t)
πi
∫
∂D+out
e2iω(z)t
b˜(z)
a˜(z)
ϕ1(t, z)dz, (5.55)
where
ψ2(t, z) = −z
−2
(
1
E1(t)
ϕ˜2(t, z) + iE1(t)ϕ˜2(t, iz
−1)
)
. (5.56)
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Proceeding as with the DNLS equation, we can derive an effective characterization of the
unknown boundary value q(0, t) for the DMKDV equation. Indeed, assuming ϕj(t, z), φ˜j(n, z),
q(−1, t), q(0, t), q(n, 0) in the same forms as in (5.42), we find the expansions
ϕ1(t, z) = 1 + ϕ1,2(t, z)ǫ
2 + · · · + ϕ1,k(t, z)ǫ
k + · · · ,
ϕ2(t, z) = ϕ2,1(t, z)ǫ + ϕ2,2(t, z)ǫ
2 + · · ·+ ϕ2,k(t, z)ǫ
k + · · · ,
(5.57)
where
ϕ1,2(t, z) =−
∫ t
0
[
(
zq1(0, t
′) + z−1q1(−1, t
′)
)
ϕ2,1(t
′, z)dt′,
ϕ2,1(t, z) =− ν
∫ t
0
e−2iω(z)(t−t
′)
(
zq1(−1, t
′) + z−1q1(0, t
′)
)
dt′,
ϕ2,2(t, z) =− ν
∫ t
0
e−2iω(z)(t−t
′)
(
zq2(−1, t
′) + z−1q2(0, t
′)
)
dt′,
ϕ1,k(t, z) =−
∫ t
0
[2
k−1∑
l=1
(
zql(0, t
′) + z−1ql(−1, t
′)
)
ϕ2,k−l(t
′, z)
−
ν
2
k∑
m=2
m−1∑
r=1
(qr(0, t
′)qm−r(−1, t
′)− qr(−1, t
′)qm−r(0, t
′))ϕ1,k−m(t
′, z)]dt′, k ≥ 3,
ϕ2,k(t, z) =− ν
∫ t
0
e−2iω(z)(t−t
′)[
k∑
l=1
(
zql(−1, t
′) + z−1ql(0, t
′)
)
ϕ1,k−l(t
′, z)
+
1
2
k−1∑
m=2
m−1∑
r=1
(qr(0, t
′)qm−r(−1, t
′)− qr(−1, t
′)qm−r(0, t
′))ϕ2,k−m(t
′, z)]dt′, k ≥ 3.
(5.58)
Furthermore,
φ˜1(n, z) = C(n, 0)[1 + φ˜1,2(n, z)ǫ
2 + · · · + φ˜1,k(n, z)ǫ
k + · · · ],
φ˜2(n, z) = C(n, 0)[φ˜2,1(n, z)ǫ+ φ˜2,2(n, z)ǫ
2 + · · ·+ φ˜2,k(n, z)ǫ
k + · · · ],
(5.59)
where
φ˜1,2(n, z) =ν
∞∑
m=n
∞∑
n′=m
z2(m−n
′)q1(m, 0)q1(n
′, 0),
φ˜2,1(n, z) =−
∞∑
m=n
z2(n−m)−1q1(m, 0), φ˜2,2(n, z) = −
∞∑
m=n
z2(n−m)−1q2(m, 0),
φ˜1,k(n, z) =− ν
∞∑
m=n
k−1∑
l=1
zql(m, 0)φ˜2,k−l(m, z), k ≥ 3,
φ˜2,k(n, z) =−
∞∑
m=n
k∑
l=1
z2(n−m)−1ql(m, 0)φ˜1,k−l(m, z), k ≥ 3.
(5.60)
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The expansion of b˜(z)
a˜(z) is given by equations (5.47) and (5.48), where φ˜1,j(n, z) and φ˜2,j(n, z) are
replaced by (5.60). Recall that for the DMKDV equation, the quantity E1(t) is defined by
E1(t) = exp
(
−ν
∫ t
0
q(0, t′)q(−1, t′)dt′
)
. (5.61)
The above formula implies the expansion
E1(t) = 1 + c2(t)ǫ
2 + c3(t)ǫ
3 +O(ǫ4), (5.62)
where
c2(t) = −ν
∫ t
0
q1(0, t
′)q1(−1, t
′)dt′,
c3(t) = −ν
∫ t
0
(
q1(0, t
′)q2(−1, t
′) + q2(0, t
′)q1(−1, t
′)
)
dt′.
(5.63)
Using equation (5.56) we find the expansion
ψ2(t, z) = ψ2,1(t, z)ǫ+ ψ2,2(t, z)ǫ
2 + ψ2,3(t, z)ǫ
3 +O(ǫ4),
where
ψ2,1(t, z) =z
−2
∫ t
0
e2iω(z)(t−t
′)
(
(z + z−1)q1(−1, t
′) + (z − z−1)q1(0, t
′)
)
dt′,
ψ2,2(t, z) =z
−2
∫ t
0
e2iω(z)(t−t
′)
(
(z + z−1)q2(−1, t
′) + (z − z−1)q2(0, t
′)
)
dt′,
ψ2,3(t, z) =− νz
−2
(
ϕ∗2,3(t,
1
z∗
) + iϕ∗2,3(t, iz
∗)
)
− z−2
(
ϕ∗2,1(t,
1
z∗
)− iϕ∗2,1(t, iz
∗)
)∫ t
0
q1(0, t
′)q1(−1, t
′)dt′.
(5.64)
Substituting expansions (5.57), (5.62) and (5.64) into (5.55), we can obtain an expansion of
q(0, t) for the DMKDV equation. The first few terms are listed in the formulas (5.54), where
the domains D+in and D+out are replaced by (4.4), and the expressions for ϕk,j(t, z), cj(t) and
ψ2,j(t, z) are replaced by (5.58), (5.63) and (5.64).
6 Conclusions
By implementing the unified transform (Fokas method), we have expressed the solutions of
certain IBVPs for the DNLS equation (1.1) and DMKDV equation (2.6) in terms of solutions
of appropriate RH problems formulated in the complex z-plane. We have also studied the
elimination of the unknown boundary values for both the DNLS and DMKDV equations. As
45
with the case of the unified method in the continuous case, the main advantage of this method
in the discrete case is that the associated RH problem involves a jump matrix with explicit
exponential (n, t) dependence, and thus it is possible to study the long-time asymptotics for the
associated integrable nonlinear differential-difference equations.
For integrable PDEs there exists a well developed formalism for the rigorous implementation
of the Fokas method. For example, for the nonlinear Schro¨dinger equation this formalism involves
the following steps: (i) assuming that there exists a solution q(x, t) with sufficient smoothness and
decay, express this solution in terms of the solution of a 2×2 matrix RH problem which is uniquely
characterized in terms of certain spectral functions. These functions are uniquely defined in
terms of the initial datum q0(x) = q(x, 0) and the boundary values g0(t) = q(0, t) and g1(t) =
qx(0, t). Furthermore, they satisfy an algebraic relation called the global relation. The analogous
step for the nonlinear differential-difference equations analysed here is implemented in sections
4.1. (ii) Prove that the above RH problem has a unique solution and show that the inverse
problem solved the direct problem, namely, show that if there exist functions g0(t) and g1(t)
which satisfy the global relation, then the function q(x, t) which is defined in terms of the above
RH problem in terms of {q0(x), g0(t), g1(t)}, satisfies the nonlinear Schro¨dinger equation, and
furthermore, satisfies q(x, 0) = q0(x), as well as q(0, t) = g0(t), qx(0, t) = g1(t). The analogous
step here is implemented in section 4.2. (iii) Characterize the Dirichlet to Neumann map, namely,
given g0(t) show that the global relation uniquely determines g1(t). The formal implementation
of the analogous step here is presented in section 5. However, the rigorous implementation of
this step remains open (for the nonlinear Schro¨dinger equation the rigorous implementation was
carried out only recently in the important work of Antonopoulou and Kamvissis [25]).
The approach presented here can be generalized to other integrable discrete nonlinear evolu-
tion equations, such as the Volterra lattice [29, 30], the Toda lattice [31] and the four-potential
Ablowitz-Ladik lattice [15, 27, 28].
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A Asymptotic behavior of the eigenfunctions
A.1 Asymptotic behavior of the eigenfunctions of the initial value problems
Let us first fix some notations: we will denote the diagonal and off-diagonal parts of a matrix M
by MD and MO respectively. Since µ
L
1 (n, t, z) are analytic for |z| > 1, they have a convergent
Laurent series expansion about the point z = ∞, while µR1 (n, t, z) are analytic for |z| < 1,
they have a convergent power series expansion about z = 0. This implies that we can expand
µ1(n, t, z) in the following form
µ1(n, t, z) =
C(n, t)
C(−∞)
(
M (0)(n, t) +M (1)(n, t)Z−1 +M (2)(n, t)Z−2 + · · ·
)
. (A.1)
Substituting this expansion into (3.8a) and matching the powers of Z−1 we find
M (0)(n, t) = I, M (1)(n, t) = Q(n− 1, t), M (2)(n, t) =
n−1∑
m=−∞
Q(m, t)Q(m− 1, t). (A.2)
Moreover, by induction we find that
M
(2j)
O (n, t) = 0, M
(2j+1)
D (n, t) = 0, j ≥ 1. (A.3)
Equations (A.1)-(A.3) imply the asymptotic behavior (3.11a). The asymptotic behavior (3.11b)
can be derived in a similar procedure but with the following adjustment: instead of deriving the
expansion of µ2(n, t, z) directly, we derive the expansion of µˆ2(n, t, z) = C(n, t)µ2(n, t, z). Since
µˆL2 (n, t, z) are analytic for |z| < 1, they have a convergent power series expansion at z = 0, while
µˆR2 (n, t, z) are analytic for |z| < 1, they have a convergent Laurent series expansion at z = ∞.
Thus we suppose the expression of µˆ2(n, t, z) as the form
µˆ2(n, t, z) = Mˆ
(0)(n, t) + Mˆ (1)(n, t)Z + Mˆ (2)(n, t)Z2 + · · · . (A.4)
Proceeding as earlier, we find
µˆ2(n, t, z) = I −Q(n, t)Z +
(
O(z2, even) O(z−3, odd)
O(z3, odd) O(z−2, even)
)
, z → (0,∞). (A.5)
The above formula immediately implies the asymptotic behavior (3.11b).
A.2 Asymptotic behavior of the eigenfunctions of the IBVPs
By splitting the first equation of (4.1) into its diagonal and off-diagonal parts, we can construct
the Neumann series
µ1(n, t, z) =
C(n, t)
C(0, t)
∞∑
j=0
µj1(n, t, z), (A.6)
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where
µ01,D(n, t, z) =I, µ
0
1,O(n, t, z) = 0,
µj+11,D (n, t, z) =
∫ t
0
(
HDµ
j
1,D(0, t
′, z) +HOµ
j+1
1,O (0, t
′, z)
)
dt′ +
n−1∑
m=0
Q(m, t)µj+11,O (m, t, z)Z
−1,
µj+11,O (n, t, z) =
∫ t
0
eiw(z)(t−t
′)σˆ3
(
HOµ
j
1,D(0, t
′, z) +HDµ
j
1,O(0, t
′, z)
)
Z−2ndt′
+
n−1∑
m=0
Q(m, t)µj1,D(m, t, z)Z
−2(n−m)+1.
(A.7)
For the case n = 0, equations (A.7) become
µ01,D(0, t, z) = I, µ
0
1,O(0, t, z) = 0, (A.8a)
µj+11,D (0, t, z) =
∫ t
0
(
HDµ
j
1,D(0, t
′, z) +HOµ
j+1
1,O (0, t
′, z)
)
dt′, (A.8b)
µj+11,O (0, t, z) =
∫ t
0
eiw(z)(t−t
′)σˆ3
(
HOµ
j
1,D(0, t
′, z) +HDµ
j
1,O(0, t
′, z)
)
dt′. (A.8c)
Note that
1
2ω(z)
I =
(
1
2α 0
0 12β
)
Z−2 +O(Z−6), z → (∞, 0). (A.9)
Integration by parts, implies as z → (∞, 0) that (A.8c) has the expansion
µj+11,O (0, t, z) =[Q(−1, t)µ
j
1,D(0, t, z) − e
iω(z)tσˆ3Q(−1, 0)µj1,D(0, 0, z)]Z
−1
+
1
2
[(D1Q(0, t)Q(−1, t) +Q(−1, t)Q(0, t))µ
j
1,O(0, t, z)
− eiω(z)tσˆ3(D1Q(0, 0)Q(−1, 0) +Q(−1, 0)Q(0, 0))µ
j
1,O(0, 0, z)]Z
−2
+O(Z−3),
(A.10)
where
D1 =
(
α
β
0
0 β
α
)
.
Substituting the above equation into (A.8b) we find
µj+11,D (0, t, z) =i
∫ t
0
(
Γ1Q(0, t
′)Q(−1, t′)− Γ2Q(−1, t
′)Q(0, t′)
)
µj1,D(0, t
′, z)dt′
− 2i
∫ t
0
Γ1Q(0, t
′)eiω(z)t
′ σˆ3
(
Q(−1, 0)µj1,D(0, 0, z)
)
dt′
+ {i
∫ t
0
Γ1Q(0, t
′)[(D1Q(0, t
′)Q(−1, t′) +Q(−1, t′)Q(0, t′))µj1,O(0, t
′, z)
− eiω(z)t
′σˆ3(D1Q(0, 0)Q(−1, 0) +Q(−1, 0)Q(0, 0))µ
j
1,O(0, 0, z)]dt
′}Z−1
+O(Z−2),
(A.11)
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where
Γ1 =
(
α 0
0 −β
)
, Γ2 =
(
β 0
0 −α
)
.
As z → (∞, 0), the first term in the right hand side of (A.11) contributes to the leading term of
µj+11,D (0, t, z). More precisely, as z → (∞, 0), we obtain
µ01,D(0, t, z) = I,
µ11,D(0, t, z) =
(
i
∫ t
0
(αq(0, t′)p(−1, t′)− βq(−1, t′)p(0, t′))dt′
)
I +O(Z−2),
µ21,D(0, t, z) =
1
2
(
i
∫ t
0
(αq(0, t′)p(−1, t′)− βq(−1, t′)p(0, t′))dt′
)2
I +O(Z−2),
µj1,D(0, t, z) =
1
j!
(
i
∫ t
0
(αq(0, t′)p(−1, t′)− βq(−1, t′)p(0, t′))dt′
)j
I +O(Z−2), j ≥ 2.
(A.12)
Thus, we have
µ1,D(0, t, z) = E1(t)I +O(Z
−2), (A.13)
where
E1(t) = exp
(
i
∫ t
0
(
αq(0, t′)p(−1, t′)− βq(−1, t′)p(0, t′)
)
dt′
)
.
Using (A.10) and (A.12), we find
µ1,O(0, t, z) =
(
E1(t)Q(−1, t) − e
iω(z)tσˆ3Q(−1, 0)
)
Z−1 +O(Z−3). (A.14)
Moreover, from (A.8) it can be shown by induction that the expansion of µ1,D(0, t, z) only
involves the even powers of Z−1, whereas the expansion of µ1,O(0, t, z) only involves the odd
powers of Z−1. This fact together with (A.13) and (A.14) yield that the asymptotic behavior of
µ1(0, t, z) are given by the first of (4.5). The asymptotic behavior of µ3(0, t, z) can be derived
in a similar manner.
For the case n ≥ 1, instead of (A.10) and (A.11) we find the following formulae:
µj+11,O (n, t, z) =
n−1∑
m=0
Q(m, t)µj1,D(m, t, z)Z
−2(n−m)+1
+ [Q(−1, t)µj1,D(0, t, z) − e
iω(z)tσˆ3Q(−1, 0)µj1,D(0, 0, z)]Z
−(2n+1)
+
1
2
[(D1Q(0, t)Q(−1, t) +Q(−1, t)Q(0, t))µ
j
1,O(0, t, z)
− eiω(z)tσˆ3(D1Q(0, 0)Q(−1, 0) +Q(−1, 0)Q(0, 0))µ
j
1,O(0, 0, z)]Z
−2(n+1)
+O(Z−(2n+3)),
(A.15)
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µj+11,D (n, t, z) =
n−1∑
m=0
Q(m, t)µj+11,O (m, t, z)Z
−1
+ i
∫ t
0
(
Γ1Q(0, t
′)Q(−1, t′)− Γ2Q(−1, t
′)Q(0, t′)
)
µj1,D(0, t
′, z)dt′
− 2i
∫ t
0
Γ1Q(0, t
′)eiω(z)t
′σˆ3
(
Q(−1, 0)µj1,D(0, 0, z)
)
dt′
+ {i
∫ t
0
Γ1Q(0, t
′)[(D1Q(0, t
′)Q(−1, t′) +Q(−1, t′)Q(0, t′))µj1,O(0, t
′, z)
− eiω(z)t
′σˆ3(D1Q(0, 0)Q(−1, 0) +Q(−1, 0)Q(0, 0))µ
j
1,O(0, 0, z)]dt
′}Z−1
+O(Z−2).
(A.16)
Proceeding as in the case n = 0, we find
µ1(n, t, z) =
C(n, t)
C(0, t)
E1(t)
(
I +Q(n− 1, t)Z−1 +
(
O(z−2, even) O(z3, odd)
O(z−3, odd) O(z2, even)
))
, z → (∞, 0),
µ3(n, t, z) =
C(n, t)
C(0, t)
E2(t)
(
I +Q(n− 1, t)Z−1 +
(
O(z−2, even) O(z3, odd)
O(z−3, odd) O(z2, even)
))
, z → (∞, 0).
(A.17)
By employing equation (2.4) we can compute the t-derivative of C(0, t):
Ct(0, t) = i (αq(0, t)p(−1, t) − βp(0, t)q(−1, t))C(0, t). (A.18)
Hence,
C(0, t) = C(0, 0) exp
(
i
∫ t
0
(
αq(0, t′)p(−1, t′)− βp(0, t′)q(−1, t′)
)
dt′
)
,
which is
C(0, t) = C(0, 0)E1(t). (A.19)
Using (A.19) in equations (A.17) we find the asymptotic behavior (4.7).
B Proof of property (v) in Proposition 4
In order to derive property (v) in Proposition 4 we define the vector function ψ(n, z) = (ψ1(n, z), ψ2(n, z))
T
as the unique solution of
f0(n)ψ1(n+ 1, z)− ψ1(n, z) = z
−1q0(n)ψ2(n, z),
f0(n)ψ2(n+ 1, z)− z
−2ψ2(n, z) = z
−1p0(n)ψ1(n, z),
ψ(0, z) = (1, 0)T ,
(B.1)
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where as before, f0(n) =
√
1− q0(n)p0(n), with p0(n) = νq
∗
0(n) for the DNLS equation, and
p0(n) = νq0(n) for the DMKDV equation, respectively. Note that equations (4.54) are equivalent
to the summation equations
φ1(n, z) =C(n, 0)
(
1− z−1
∞∑
m=n
1
C(m, 0)
q0(m)φ2(m, z)
)
,
φ2(n, z) =− C(n, 0)
∞∑
m=n
z−2(n−m)+1
C(m, 0)
p0(m)φ1(m, z).
(B.2)
Similarly, equations (B.1) are equivalent to the summation equations
ψ1(n, z) =C(n, 0)
(
1
C(0, 0)
+ z−1
n−1∑
m=0
1
C(m, 0)
q0(m)ψ2(m, z)
)
,
ψ2(n, z) =C(n, 0)
n−1∑
m=0
z−2(n−m)+1
C(m, 0)
p0(m)ψ1(m, z).
(B.3)
Because φ1(n, z) and φ2(n, z) are analytic for |z| < 1, they have a convergent power series
expansion about z = 0. Substituting this expansion into the summation equations (B.2) and
matching the powers of z, we find:
φ(n, z) =
1
C(n, 0)
(
1 +O(z2, even)
−p0(n)z +O(z
3, odd)
)
, z → 0. (B.4)
Similarly, because ψ1(n, z) and ψ2(n, z) are analytic for |z| > 1, they have a convergent Laurent
series expansion about z =∞. Substituting this expansion into the summation equations (B.3)
and matching the powers of z−1, we find:
ψ(n, z) =
C(n, 0)
C(0, 0)
(
1 +O(z−2, even)
p0(n− 1)z
−1 +O(z−3, odd)
)
, z →∞. (B.5)
We introduce the notations
φ∗(n, z) =
(
νφ∗2(n,
1
z∗
), φ∗1(n,
1
z∗
)
)T
, ψ∗(n, z) =
(
νψ∗2(n,
1
z∗
), ψ∗1(n,
1
z∗
)
)T
. (B.6)
Let the matrices µ1(n, z) and µ2(n, z) be defined by
µ1(n, z) = (ψ(n, z), ψ
∗(n, z)) , µ2(n, z) = (φ(n, z), φ
∗(n, z)) . (B.7)
Then µ1(n, z) and µ2(n, z) satisfy the n-part of Lax pair (3.2a) evaluated at t = 0, namely,
f0(n)µ(n+ 1, z) − Zˆµ(n, z) = Q0(n)µ(n, z)Z
−1, (B.8)
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where
Q0(n) =
(
0 q0(n)
p0(n) 0
)
.
This in turn implies that µ1(n, z) and µ2(n, z) are related by:
µ2(n, z) = µ1(n, z)Zˆ
ns(z), |z| = 1. (B.9)
We define
M
(n)
− (n, z) =
1
C(n, 0)
(
ψ(n, z)
a∗( 1
z∗
)
, φ∗(n, z)
)
, |z| ≥ 1,
M
(n)
+ (n, t, z) =
1
C(n, 0)
(
φ(n, z),
ψ∗(n, z)
a(z)
)
, |z| ≤ 1.
(B.10)
It can be checked directly that the function M (n)(n, z) defined in (B.6) satisfies the RH problem
(4.58) with the jump matrix defined by (4.59). Moreover, equations (B.10) together with (B.4)
and (B.5) yield the asymptotic expansion (4.60).
We now prove the residue conditions at the possible simple zeros {zj}
2K
1 of a(z). It follows
from equation (B.9) that
φ(n, z) = a(z)ψ(n, z) + z−2nb(z)ψ∗(n, z). (B.11)
Evaluating (B.11) at z = zj , we find
φ(n, zj) = z
−2n
j b(zj)ψ
∗(n, zj). (B.12)
Equations (B.10) and (B.12) gives rise to the residue conditions (4.61a). The residue conditions
(4.61b) can be derived similarly.
Substituting the asymptotic expansion
C(n, 0)M (n)(n, z) = C(n, 0)
(
I +M1(n)Z
−1 +
(
O(z−2, even) O(z3, odd)
O(z−3, odd) O(z2, even)
))
, z → (∞, 0),
into (B.8), we find
q0(n) = (M1(n))
12 = lim
z→0
(z−1M (n)(n+ 1, z))12, (B.13)
which is the formula (4.56). This completes the proof of the property (v) in Proposition 4.
Remark 6. Definition 1 gives rise to the map S : {q0(n)} → {a(z), b(z)}. The inverse of this
map Q : {a(z), b(z)} → {q0(n)} is defined by (4.56). Following the same lines as with the case of
integrable nonlinear Schro¨dinger equation (see, for example, [4]), it can be shown that S−1 = Q.
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C Proof of property (v) in Proposition 5
In order to derive property (v) in Proposition 5 we define the vector function η(t, z) = (η1(t, z), η2(t, z))
T
by
(η1)t = H
11
0 η1 +H
12
0 η2,
(η2)t + 2iω(z)η2 = H
21
0 η1 +H
22
0 η2,
η(T, z) = (1, 0)T ,
(C.1)
where ω(z) is defined by (2.5) for the DNLS equation, and by (2.7) for the DMKDV equation
respectively. Note that equations (4.62) are equivalent to the linear Volterra integral equations
ϕ1(t, z) = 1 +
∫ t
0
(
H110 ϕ1 +H
12
0 ϕ2
)
(t′, z)dt′,
ϕ2(t, z) =
∫ t
0
e−2iω(z)(t−t
′)
(
H210 ϕ1 +H
22
0 ϕ2
)
(t′, z)dt′.
(C.2)
Similarly, equations (C.1) are equivalent to the linear Volterra integral equations
η1(t, z) = 1−
∫ T
t
(H110 η1 +H
12
0 η2)(t
′, z)dt′,
η2(t, z) = −
∫ T
t
e−2iω(z)(t−t
′)(H210 η1 +H
22
0 η2)(t
′, z)dt′.
(C.3)
Integration by parts implies that, as z →∞ with z ∈ D¯−, we have
ϕ(t, z) =
(
E1(t) +O(z
−2, even)
O(z−1, odd)
)
, z →∞, (C.4)
where E1(t) are defined by (4.6a). As z →∞ with z ∈ D¯+, we have
η(t, z) =
(
E2(t) +O(z
−2, even)
O(z−1, odd)
)
, z →∞, (C.5)
where E2(t) are defined by (4.6b).
We introduce the notations
ϕ∗(t, z) =
(
νϕ∗2(t,
1
z∗
), ϕ∗1(t,
1
z∗
)
)T
, η∗(t, z) =
(
νη∗2(t,
1
z∗
), η∗1(t,
1
z∗
)
)T
. (C.6)
Let
µ1(t, z) = (ϕ(t, z), ϕ
∗(t, z)) , µ3(t, z) = (η(t, z), η
∗(t, z)) . (C.7)
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These functions satisfy the t-part of Lax pair (3.2b) evaluated at n = 0, namely,
µt − iω(z)[σ3, µ] = H0(t, z)µ. (C.8)
This implies that they are related by:
µ3(t, z) = µ1(t, z)e
iω(z)tσˆS(z), z ∈ {z| z ∈ C, Im(ω(z)) = 0} . (C.9)
Let
M
(t)
− (t, z) =
1
E1(t)
(
ϕ(t, z),
η∗(t, z)
A∗( 1
z∗
)
)
, z ∈ D¯− =
{
z
∣∣∣z ∈ C, Im(ω(z)) ≤ 0} ,
M
(t)
+ (t, z) =
1
E1(t)
(
η(t, z)
A(z)
, ϕ∗(t, z)
)
, z ∈ D¯+ =
{
z
∣∣∣z ∈ C, Im(ω(z)) ≥ 0} . (C.10)
It can be verified directly that the function M (t)(t, z) defined in (C.6) can be rewritten as (4.66)
with the jump matrix defined by (4.67). Moreover, equations (C.4), (C.5) together with (C.10)
yield the estimate (4.68).
The proof of the residue conditions (4.69a) and (4.69b) at the possible simple zeros {kj}
2K
1
of A(k) follows the same lines as in the case of the function M (n)(n, z). The formulae (4.64) can
be derived by substituting the asymptotic expansion E1(t)M
(t)(t, z) into (C.8).
Remark 7. Definition 2 gives rise to the map Sˆ : {g−1(t), g0(t)} → {A(z), B(z)}. The inverse of
this map Qˆ : {A(z), B(z)} → {g−1(t), g0(t)} is defined by (4.64). In analogy with the integrable
nonlinear Schro¨dinger equation in the continuous case (see, for example, [4]), it can be shown
that Sˆ−1 = Qˆ.
D Proof that the formulae for q(n, t) satisfy the DNLS and
DMKDV equations
Following (4.71) we can write the asymptotic expansion of M(n, t, z) in the form
M = I +
(
0 M121 (n, t)
M211 (n, t) 0
)
Z−1 +
(
O(z−2, even) O(z3, odd)
O(z−3, odd) O(z2, even)
)
, z → (∞, 0). (D.1)
We define a pair of linear operators L and P by
LM(n, t, z) =M(n+ 1, t, z)Z − ZM(n, t, z)−Q(n, t)M(n, t, z),
PM(n, t, z) = (M(n, t, z))t − iω(z)[σ3,M(n, t, z)] −H(n, t, z)M(n, t, z),
(D.2)
54
with
Q(n, t) =
(
0 M121 (n+ 1, t)
M211 (n+ 1, t) 0
)
,
H(n, t, z) = 2i
(
D1Q(n− 1)Z +D2Q(n)Z
−1 −D2Q(n)Q(n− 1)
)
,
(D.3)
where D1 and D2 are the diagonal matrices
D1 =
(
−β 0
0 α
)
, D2 =
(
α 0
0 −β
)
.
It can be verified directly that LM and PM satisfy the same jump condition as M , i.e.,
LM−(n, t, z) = (LM+(n, t, z)) J(n, t, z),
PM−(n, t, z) = (PM+(n, t, z)) J(n, t, z).
(D.4)
Furthermore, the asymptotic expansion (D.1) implies that
LM(n, t, z) =
(
O(1
z
) O(z)
O(1
z
) O(z)
)
, z → (∞, 0),
PM(n, t, z) =
(
O(1
z
) O(z)
O(1
z
) O(z)
)
, z → (∞, 0).
(D.5)
Equations (D.4) and (D.5) imply that LM and PM satisfy a RH problem with the same jump
condition as M , but with a vanishing boundary condition. Hence, LM = 0 and PM = 0,
namely,
M(n + 1, t, z)Z − ZM(n, t, z)−Q(n, t)M(n, t, z) = 0,
(M(n, t, z))t − iω(z)[σ3,M(n, t, z)] −H(n, t, z)M(n, t, z) = 0.
(D.6)
The compatibility condition of (D.6) yields
dQ(n, t)
dt
= 2i{cσ3Q(n, t)−D1Q(n− 1, t) +D2Q(n+ 1, t)
+D1 (Q(n, t))
2Q(n− 1, t)−D2Q(n+ 1, t) (Q(n, t))
2}.
(D.7)
The reductions α = β = 12 , c = −1 and M
21
1 (n, t) = ν
(
M121 (n, t)
)∗
reduce (D.7) into the DNLS
equation, whereas the reductions α = −β = i2 , c = 0 and M
21
1 (n, t) = νM
12
1 (n, t) reduce (D.7)
into the DMKDV equation.
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