Conventional wisdom indicates that economic specialization can promote growth, whereas economic stability is associated with diversified economies. This conflicting relationship between specialization and diversity has been questioned, as regional scientists have suggested that specialization and diversity can coexist in a regional economy and proposed the concept of diversified specializations. To test this proposition empirically, two Herfindahl-Hirschman Indices were used to examine the relationship between economic diversity and economic performance among 359 metropolitan statistical areas in the contiguous United States. The first index measures industry diversity across 87 three-digit North American Industry Classification Systems sectors, and the second index quantifies cluster diversity among 51 economic specializations. This analysis confirms that cluster diversity contributes to both stability and growth, and regions can simultaneously pursue both high and stable economic growth.
Economic structure is often understood through economic specialization 1 and diversity constructs where economic diversity is defined as, "the variety of economic activity which reflects differences in economic structure at a specific time" (Malizia & Ke, 1993, p. 222 ). Most regional economies-such as Pittsburgh and New York in Chinitz's (1961) description-lie on a continuum between pure specialization and complete diversity. In contrast, it is traditionally assumed that economic clustering and diversity are mutually exclusive (Deller & Watson, 2016a; Wagner, 2000; Wagner & Deller, 1998) . This assumption of mutual exclusivity becomes more apparent in the examination of economic diversity measures, such as the Herfindahl-Hirschman index (HHI), where economic diversity is measured as the sum of the squared regional shares of employment for each industry (Chiang, 2009; Hong & Xiao, 2016; Trendle, 2006; Wagner, 2000) . In this commonly used metric, higher values for the HHI indicate greater economic specialization or conversely, lower diversity for industries.
However, the dichotomy of economic specialization and diversity has been challenged as regional scientists have reconsidered the definition of economic diversity as the presence of, rather than the absence of, multiple specializations to stress that regional economic systems can be specialized and diversified simultaneously (Desrochers & Sautet, 2008; Dissart, 2003; Hong & Xiao, 2016; Jackson, 2015; Malizia & Ke, 1993; Wagner & Deller, 1998) . From a broader perspective, this "new" definition provides additional insights into regional economic development. More specifically, in the past three decades, because of Porter (1990 Porter ( , 1998 and Krugman (1991) , regional economists, economic developers, and planners have stressed the importance of industry clusters in promoting job creation and enhancing regional competitiveness, and a series of cluster-based development strategies have been proposed and adopted throughout the world. However, Anderson et al. (2010) and Pallares and Adkisson (2017) indicated that economic growth is no longer a sufficient goal in economic development, although the ultimate goal of economic development strategies and policies is to create jobs. Pallares and Adkisson (2017) further suggested that in addition to the quantity of jobs, economic development should also focus on creating nonvolatile jobs and enhancing economic stability. As diversified economies usually suffer less from volatility (Deller & Watson, 2016a , 2016b , economic growth and stability can be achieved simultaneously through diversified specializations.
Nevertheless, with the exception of Hong and Xiao (2016) , previous authors have established only the basic conceptual frameworks of diversified specializations or cluster diversity but have not applied these frameworks to empirical studies. Specifically, Hong and Xiao (2016) proposed a multiple specialization index (MSI) that allows for the measurement of multiple specializations in economic activities. The MSI is calculated as the ratio of the number of specialized industries to the number of nonzero employment industries in the region, and specialized industries should have a location quotient (LQ) value greater than a specified cutoff value. However, as suggested by Porter (2003) , Spencer, Vinodrai, Gertler, and Wolfe (2010) , and Delgado, Porter, and Stern (2016) , not all industries are specialized, and industries that serve only local markets (such as drug stores and elementary schools) should not be considered as candidates for economic specializations in the MSI.
To address this issue, this research excludes the impact of local industries when measuring the diversity of specializations or cluster diversity in 359 U.S. metropolitan statistical areas (MSAs). Moreover, because Porter (2003) suggested that, in addition to industry diversity, cluster diversity is another important dimension to economic structure research, this article compares different effects of industry and cluster diversity on regional economic performance, including employment growth, income growth, and economic stability. More importantly, as specialization can contribute to economic growth, and a diverse regional economy is theoretically associated with economic stability, the concept of diversified specializations or cluster diversity can leverage the benefits of specialization and diversity concurrently (Dissart, 2003; Jackson, 2015; Wagner & Deller, 1998) . Given this, policy implications are also offered when economic development strategies shift from pure specialization and complete diversification to developing diversified specializations.
The rest of this study is organized as follows. The next section overviews the theoretical assumptions and empirical findings of the relationship between economic structure and regional economic performance. The methodology follows the literature review, with a section on results and discussion preceding the findings of this research, implications for economic development, and areas for future research.
Literature Review

Economic Structure and Regional Economic Performance
The relationship between economic structure and regional economic performance can be viewed in the perspectives of economic diversity and specialization. There is a general consensus among regional scientists that an industrially diversified economy is associated with stable economic performance. This is because the economy is not dependent on only a few industries and might suffer less from external economic downturns as suggested by Chinitz (1961) and Conroy (1975) , for example. Specifically, when comparing the economic agglomerations of New York and Pittsburgh in the early 1960s, Chinitz (1961) found that "diversified areas exhibit more stability in their growth because their fortunes are not tied to the fortunes of a few industries" (p. 281). Similarly, Conroy borrowed the portfolio concept from the finance literature to explain the diversity-stability relationship. He reasoned that, for a given region, every industry can be seen as an independent investment, and a collection of all industries can be seen to be an industry portfolio. Accordingly, portfolio risk is greater for a regional economy that has invested in only a few industries.
Moreover, the empirical relationship between industrial diversity and economic stability has also been studied for a long time (Attaran, 1986; Conroy, 1975; Kort, 1981) , yet the results are often mixed. Specifically, some authors have verified the negative effect of diversity on stability (Conroy, 1975; Malizia & Ke, 1993; Wagner & Deller, 1998) , whereas others like Attaran (1986) , Jackson (1984) , and Mizuno, Mizutani, and Nakayama (2006) found that this relationship is not always significant. More recently, a growing body of literature (Deller, Conroy, & Watson, 2017; Deller & Watson, 2016a , 2016b has confirmed the diversity-stability relationship among U.S. counties in the context of the Great Recession in the late 2000s; in other words, counties with more diversified economies withstand the impacts of the recession.
By contrast, the relationship between economic structure and growth can be explained by two competing theoretical perspectives. On the one hand, conventional wisdom and much of the previous literature, such as the Marshall-Arrow-Romer (MAR) model and Porter (1990 Porter ( , 1998 , hold that intraindustry specialization is preferred for economic growth. As originally proposed by Marshall (1890) , Arrow (1962) , and Romer (1986) , and later formalized by Glaeser, Kallal, Scheinkman, and Shleifer (1992) , the MAR model hypothesizes that knowledge spillovers tend to be industryspecific and that concentrations of similar industries facilitate growth; these knowledge spillovers are known as MAR externalities. As with MAR, Porter has suggested that specialization can promote economic growth, but his concept of clusters was developed from the perspective of competitiveness. On the other hand, Jacobs (1969) suggested that knowledge spillovers mainly come from a variety of industries (known as Jacobs' externalities) and thus diversity is more conducive to economic growth. In Jacobs ' (1969) words, "the greater the sheer numbers and varieties of divisions of labor already achieved in an economy, the greater the economy's inherent capacity for adding still more kinds of goods and services" (p. 59).
Based on these theoretical perspectives, an empirical body of literature has focused on the question raised by Glaeser et al. (1992) whether regions benefit more from MAR or Jacobs externalities. As reviewed by de Groot, Poot, and Smit (2016) , both types of externalities are supported by empirical evidence. For example, while Glaeser et al. (1992) found that industry diversity rather than specialization contributes to employment growth, Rosenthal and Strange (2003) found that industry specialization is positively associated with employment growth. Apart from these "either/or" conclusions on the roles of MAR and Jacobs externalities in economic growth, Henderson, Kuncoro, and Turner (1995) provided evidence in support of both types of externalities in manufacturing sectors.
However, Frenken, van Oort, and Verburg (2007, p. 688 ) indicated that the simplistic notions of specialization and diversity may not capture an economy's structure and further formulated the concept of related variety 2 : "one expects knowledge spillovers within the region to occur primarily among related sectors, and only to a limited extent among unrelated sectors." That is, most spillovers tend to occur between industries that draw on similar knowledge (technology, market, etc.). From an empirical perspective, unrelated variety refers to the diversity between industries with greater disparity (e.g., diversity across two-digit North American Industry Classification Systems [NAICS] sectors), whereas related variety refers to diversity within broader groups of industries (e.g., diversity within two-digit NAICS sectors). Frenken et al. (2007) also found that related variety was associated with employment growth, while unrelated variety reduced unemployment growth.
Specialization and Diversity: Two Sides of the Same Coin?
When it comes to the relationship between specialization and diversity, the traditional view (Chinitz, 1961; Jackson, 1984; Richardson, 1969) holds that diversity can be interpreted as the absence of specialization; in other words, specialization and diversity are two sides of the same coin. If the employment of a region is highly concentrated on a few key sectors, the region is industrially specialized; conversely, if the employment is evenly distributed across various industries, the region is industrially diversified. In relation to regional economic development, regions have to choose between a stable yet slow growth and a high yet risky growth. In this regard, there is a trade-off between stability and growth.
The traditional view, however, has been challenged by Malizia and Ke (1993) , Wagner and Deller (1998) , and others. Malizia and Ke (1993) were among the first researchers to consider the coexistence of specialization and diversity. They argued that " . . . specializations can be the source of competitiveness as well as compensate for one another when business cycles or external shocks occur" (Malizia & Ke, 1993, p. 223) . Despite their conceptual advances, Malizia and Ke (1993) still acknowledged the trade-off between growth and stability. As a response, Wagner and Deller (1998) suggested that short-term objectives should focus on economic growth through specialization, while long-term development strategies should aim at economic stability through diversification; in that sense, the trade-off between stability and growth no longer exists.
To emphasize the coexistence of specialization and diversity, previous work (Dissart, 2003; Jackson, 2015; Malizia & Ke, 1993) also noted that economic diversity can be interpreted as the presence of multiple specializations. However, the concept of diversified specializations or cluster diversity has not been widely applied in empirical studies, and most studies only consider industry-level diversity using various structural measures such as the national average, the Ogive, the HHI, and the entropy measure. Among these measures, the HHI and the entropy measures have been used more extensively than others. This preference is not only because of computational ease and limited data requirements (Trendle, 2006; Wagner, 2000) but also because the traditional view of the specialization-diversity dichotomy is embedded in these two measures. The HHI, as an indicator of specialization, ranges from 1/N for a perfectly diversified economy to 1 if all employment is concentrated in one industry. By comparison, the entropy index reaches its maximum for a oneindustry economy, whereas for its minimum, all employment is evenly distributed across sectors.
By comparison, the only study that considers both cluster and industry diversity is Hong and Xiao (2016) . In their study, the Herfindahl and the MSI were employed, and the MSI was calculated as follows:
where N is the number of sectors in region i; n is the sector index; and SP n equals 1 if the LQ of sector n is greater than the cutoff value; otherwise, it equals 0. The cutoff value was set as the 80th percentile LQ values for each three-digit NAICS sector, and sectors with large LQs were identified as specializations. This index approaches a value of 1 if all the sectors are specialized and 0 if no sector is specialized. In essence, the MSI measures the number of specialized industries or specializations in a regional economy but is divorced conceptually from any notions of competitiveness, co-location, or interindustry linkages as suggested by Porter (1990 Porter ( , 1998 . More specifically, in Hong and Xiao's (2016) study, the MSI considered industries with nonzero employment as potential economic specializations, whereas, in reality, it is not meaningful to treat sectors that only serve local demand as candidates for economic clusters. In this regard, the definition of economic clusters is open to discussion. Originally, Porter (1998) defined economic clusters as, "a form of network that occurs within a geographical location, in which the proximity of firms and institutions ensures certain forms of commonality and increases the frequency and impact of interactions" (p. 226). This definition might be useful for case studies of economic clusters such as Silicon Valley and Route 126 outside of Boston, but it appears to provide little operational guidance on measuring regional economic clusters for empirical analysis because of its ambiguity (Martin & Sunley, 2003; Yu & Jackson, 2011) . As such, a more formal and operational definition of economic clusters is required.
Developing such a definition, of course, is a common step in quantitative analysis on economic clusters. For example, Porter (2003) classified all industries into three categories:
1. Traded industries that sell goods and services across regions and to other countries. 2. Resource-based industries that are located where the needed resources are found. 3. Local industries that are industries present in most areas and sell locally.
In this classification, Porter argued that only traded industries can be economic clusters, although Spencer et al. (2010) suggested that resource-based industries can also be economically specialized. Methodologically, Porter identified economic clusters based on the geographical correlation of employment between traded industries and also measured the diversity of economic clusters using the HHI. In Porter's (2003) words, "if computer hardware employment is nearly always associated geographically with software employment, this provides a strong indication of locational linkages" (p. 562). The result of Porter's method is 29 traded clusters identified in the United States. More recently, Delgado et al. (2016) extended Porter's method by considering co-location patterns of employment and establishments, input-output linkages, and similarity in labor occupation. As a result, they identified 51 traded clusters in the U.S. context, with each cluster composed of several six-digit NAICS sectors. Additionally, based on Spencer et al.'s (2010) suggestions, resource-based industries like coal mining can also be economic clusters in Delgado et al.'s (2016) result. Altogether, the above review suggests that the literature has not fully studied the role of cluster diversity in regional economic performance. As such, building on the works of Delgado et al. (2016) , Hong and Xiao (2016), and Porter (2003) , this study measures both cluster and industry diversity and also compares their effects on economic growth and stability across U.S. MSAs. Accordingly, the next section introduces the empirical frameworks, dependent and independent variables, and methods in modeling the relationship between diversity and regional economic performance.
Methodology
Empirical Frameworks
This analysis uses MSAs as the basic analytical units to study the effects of industry and cluster diversity on regional economic performance. According to the U.S. Office of Management and Budget, MSAs are defined based on population density and commuting flows. Although the boundaries of these units might change over time, MSAs meaningfully constitute functional economic systems or local labor markets (Chen, 2019; Jackson, 1984; Malizia & Ke, 1993; Trendle, 2006) .
The following empirical models are used:
where the dependent variables are economic performance indicators, including regional economic instability index (REI), employment growth rate, and income growth rate; the independent variables are two diversity measures and a set of control variables. In both Equations 2 and 3, the independent variables reveal the state of the regional economy in 2000, whereas the dependent variables capture changes in regional economic performance during the study period from 2000 to 2014. All the variables used in this analysis are summarized in Table 1 and the next two subsections briefly introduce these variables.
Dependent Variables
Based on previous research on economic diversity (Attaran, 1986; Frenken et al., 2007; Hong & Xiao, 2016; Mizuno et al., 2006; Wagner & Deller, 1998; , this analysis uses employment growth, income growth, and regional economic instability as the dependent variables. These measures are chosen because of their popularity in previous literature (Kort, 1981; Malizia & Ke, 1993; Trendle, 2006) and economic development policy discussion (Deller & Watson, 2016a , 2016b . More importantly, Wagner and Deller (1998, p. 542) suggested that short-term development policies should focus on growth while "long-run policy can be viewed as promoting stability with growth." Using these measures can also examine the benefits of economic specialization and diversity at the same time.
As from Kort (1981) , Malizia and Ke (1993) , and Hong and Xiao (2016), regional economic instability is calculated as follows:
where i denotes the region index; E it is the actual number of workers for region i at time t; T is the number of observed time spans; and E it Tr is the predicted number of workers for region i at time t using a linear trend line. REI is measured using employment data from the Bureau of Economic Analysis (BEA) from 2000 to 2014.
By comparison, employment growth is measured as the average annual employment growth rate:
where E it is the number of workers for MSA i at time t; E it −1 is the number of workers at time t − 1; and T is the total number of time spans. Similarly, income growth is measured as the average annual per capita income growth rate. Both income and employment growth variables are calculated based on the BEA data sets from 2000 to 2014. Higher values of the growth variables indicate a faster growing MSA over the study period.
Independent Variables
Two HHI-based diversity measures of economic activities are used. The first measure quantifies the level of employment dispersion between 87 three-digit NAICS sectors and is the traditional measure of industry diversity used in Chiang (2009 ), Mizuno et al. (2006 , and others. The HHI of sectors (HHIS) thus can be computed with the following formula: where e ij is the employment of three-digit NAICS sector j in region i; E i is the total number of people employed in the i th region; and N stands for the number of industries. In Equation  6 , the value of HHIS is between 1/N and 1. Smaller values of the index suggest greater dispersion or diversity in economic activities (i.e., employment).
To interpret economic diversity as the presence of multiple specializations, the second measure of diversity, based on Delgado et al.'s (2016) cluster template, 3 
where e ij denotes the employment of cluster j in MSA i; E i is the total employment of traded industries; and M is the number of clusters in the same region. In a similar way, the HHI of clusters (HHIC) ranges from 1/M to 1, and smaller values of this index suggest a greater level of diversity within clusters. Unlike the first diversity measure and Hong and Xiao's (2016) MSI, the second measure is calculated using cluster definitions identified by Delgado et al. (2016) and excludes the impact of local industries. As mentioned earlier, a total of 51 traded clusters were considered in this analysis. Moreover, these clusters should also be concentrated relative to the nation; that is, the LQ of these clusters is greater than 1. 5 More specifically, the LQ for cluster j in region i is defined as follows: 
where e ij stands for employment for cluster j in region i; E i is the total employment of traded industries in region i; e Nj represents the national total employment of cluster j; and E N is the total employment of traded industries for the whole study region. For a given cluster, an LQ greater than 1 indicates that the region has a higher concentration than the nation. Similar to Jackson (1984) , Malizia and Ke (1993) , and Hong and Xiao (2016) , the diversity variables (HHIS and HHIC) are measured based on data from County Business Patterns (CBP). CBP is published annually by the U.S. Census Bureau and contains employment by the two-to sixdigit NAICS sectors for different levels of geographical regions like states, counties, and zip code areas. For confidentiality reasons, the U.S. Census Bureau uses data ranges for the number of jobs for some sectors. Values to replace these ranges, however, were estimated in the Upjohn Institute's "WholeData" version of CBP, derived using Isserman and Westervelt's (2006) method. The complete data of 2000 were accessed and used to assess regional economic diversity.
In addition to the diversity variables, several control variables were included to capture the demographic, economic, and industrial differences between MSAs. With the exception of the percentage of employment in goods production industries (GOODS), most of these variables are self-explanatory. For example, to control for the effects of human capital on regional economic performance, the proportion of the population 25 years or older with at least a bachelor's degree (EDU) in the MSAs was included. As for the proportion of employment in goods production industries, Deller et al. (2017) indicated that this variable is positively associated with economic instability. This is because durable goods are sensitive to economic fluctuations. During an economic downturn, customers are less likely to purchase durable goods such as automobiles and furniture (Jackson, 1984) . Additionally, based on four census regions (Midwest, Northeast, West, and South), three regional dummy variables were included to account for the social, environmental, and geographical factors that might systematically affect regional economic performance. In a nutshell, these control variables mainly came from the 2000 Census, the BEA, and the Bureau of Labor Statistics; the descriptive statistics are shown in Table A1 (in the appendix). This table also shows the variance inflation factor (VIF) value of each independent variable. Because all the VIFs are less than 5, collinearity is not an issue in this analysis.
Modeling Methods
When the empirical models and variables are defined, the next thing is to specify the modeling methods. Within the literature of economic diversity, as suggested and confirmed by Trendle (2006) , Deller and Watson (2016a) , and others, spatial dependence does exist in the way in which economic structure itself impacts regional economic performance, whereas the ordinary least squares (OLS) model would ignore this dependence and thus result in inaccurate estimates. That said, one region's economic performance may depend on its neighbors' characteristics or spatial spillovers that exist within the diversity-performance relationship. These spillovers are not surprising as there are spatial interactions like commuting patterns and interindustry flows across the borders of MSAs (Deller & Watson, 2016a) . Building on the work of LeSage and Pace (2009), this analysis uses the spatial Durbin model (SDM) to study the diversity-performance relationship. Compared with the spatial autoregressive model and the spatial error model, the SDM is such an approach that incorporates spatial dependence in both dependent and independent variables. Meanwhile, LeSage and Pace (2009) suggested that the SDM should be used when one believes that there might exist omitted variables that demonstrate spatial autocorrelation.
As from Anselin (1988) and LeSage and Pace (2009), the SDM can be described as follows:
where y is the dependent variable for region i (i = 1, . . ., N); X is a matrix of independent variables; β is a vector of estimated coefficients of the independent variable; ρ is a coefficient that describes the strength of the spatial autocorrelation in the dependent variable; γ is a vector of estimated coefficients of the spatially lagged, independent variables WX ; and ε is the error term. The term W in Equation 9 denotes the spatial weight matrix and reflects the geographic relationship that can be specified using various methods like distance-and contiguity-based ones. This analysis used the six nearest neighbors' spatial weight matrix (KNN; k = 6) because (a) this spatial weight matrix enables each region to have the same number of neighbors (Le Gallo & Ertur, 2003) and (b) it avoids a situation where regions have zero neighbors as MSAs in the United States are not contiguous (Chen, 2019) . Although LeSage and Pace (2014) suggested that spatial regression results are insensitive to the choice of the spatial weight matrix if the spatial model is correctly specified, the diversity-performance relationship is also studied using different KNN spatial weight matrices (k = 5, 6, 7, and 8).
Bayesian spatial econometric techniques are used rather than maximum likelihood methods. LeSage and Pace (2009, p. 150) indicated that Bayesian spatial econometric techniques outperform maximum likelihood methods as "in small samples parameters may exhibit asymmetry or heavy tailed distributions that deviate from normality." For this reason, Equation 9 is estimated using the Bayesian Markov Chain Monte Carlo (MCMC) method. Generally, let y denote the whole data and θ represent a vector of parameters of interest. The posterior distribution of the parameters, π θ|y ( ), is expressed as follows:
where π θ ( ) is the prior probability density function for θ; π θ y| ( ) is the density function for y when the parameter value is θ; and π(y) is a constant term and normalized the posterior distribution. Because π(y) is free from the parameter vector θ, Equation 10 is summarized as the Bayesian phrase, "the posterior is proportional to the likelihood times the prior" and can also be rewritten as follows:
π θ ∝ π θ π θ |y y| ( ) ( ) ( )
MCMC methods are used to draw inferences regarding the parameters. 6 Specifically, the Gibbs sampling procedure is used to generate samples of β and σ, whereas the Metropolis-Hasting algorithm is used to generate ρ. The prior distribution of the β parameter is a multivariate normal distribution with a mean of zero and a covariance of 10,000×I k . 7 The prior values for σ come from an inverse gamma distribution with both shape and scale parameter as 0. The prior values for the ρ parameter come from a univariate normal distribution with a mean of 0 and a standard deviation of 10,000. Each model was run for 56,000 iterations with the initial 6,000 discarded as burn-in iterations. The removal of these iterations is useful because the initialized values of the parameters might be unstable.
Empirical Results
Cluster and Industry Diversity
Before turning to the results of the growth and instability models, it is meaningful to consider the descriptive statistics and spatial distributions of the two diversity variables. The median of HHIS for U.S. MSAs is 0.046 (range: 0.030-0.179), while the median of HHIC is 0.130 (range: 0.043-0.680). Meanwhile, Figures 1 and 2 present the geographical distributions of industry and cluster diversity. Unlike Chinitz's (1961) observation mentioned earlier, New York and Pittsburgh in 2000 displayed high levels of both industry and cluster diversity.
To assess the relationship between industry and cluster diversity, Figure 3 displays the scatterplot of the HHIC and the HHIS with the fitted linear trend line. As reflected by the R 2 value, the industry diversity measure only explains 36.7% of variation in the diversity index of clusters. This weak correlation is understandable, as a higher degree of industry diversity might not necessarily display greater diversity among clusters. Figure 4 displays the trends between diversity and economic performance variables. For brevity, the R 2 values are not shown here. As expected, the relationship between diversity and stability is positive in Figures 4(a) and 4(b) ; in other words, MSAs with a higher degree of economic diversity (industry or cluster diversity) tend to have more stability in their economic performance. By comparison, the scatterplots in Figures 4(c) and 4(d) indicate that the diversity measures move in the opposite direction from the employment growth variable. However , Figures 4(e) and 4(f) show that as the diversity variable increases, the overall income growth seems to change little. Table 2 presents the estimation results of three instability models that use two different diversity measures. As the coefficient of the spatially lagged dependent variable, ρ, is statistically significant in each model, the economic stability of an MSA can be affected by the instability of its neighbors. Unlike the OLS regressions, the estimated βs in Equation 9 cannot be directly interpreted as marginal effects because of potential spatial dependence in the variables (LeSage & Figure 4 . Scatterplots of economic diversity and regional economic performance. Dominguez, 2012). Instead, following LeSage and Pace (2009), the direct, indirect, and total effects were estimated. More specifically, the first effect measures the influences of independent variables that come from the same spatial unit (within MSAs) on the dependent variable; the second effect measures the influence of independent variables that come from different spatial units (across MSAs) or the extent of spatial spillovers; and finally, the third effect include both direct and indirect effects. Note that the direct and indirect effects here can possibly move in opposite directions.
Instability Models
Focusing on the diversity variables, the estimated direct and total effects of economic diversity are positive and statistically significant in Model 1. This result is in line with the portfolio theory that a region's economic diversity contributes to its stability in economic activities. Conversely, the positive indirect effect is not significant. This, however, is in conflict with previous studies on the spatial spillover effects of economic diversity as suggested by Trendle (2006) , Deller and Watson (2016a) , and Watson and Deller (2017) . In Model 2, the positive and significant direct, indirect, and total effects of HHIC suggest that the economic instability of an MSA can be influenced by its own industry mix as well as its neighbors' economic structures. In terms of the magnitude, the direct effect is 0.033, meaning that a one unit increase of HHIC is associated with a 0.033 unit increase in regional economic instability. By comparison, the indirect effect is 0.076, meaning that a one unit increase of HHIC in an MSA is associated with a 0.076 change in the regional economic instability in its neighboring MSAs, on average. Finally, Model 3 considers both industry and cluster diversity in studying the diversitystability relationship. The estimated direct, indirect, and total effects of cluster diversity are significant, whereas the relationship between industry diversity and economic stability is not significant. To this end, cluster diversity seems to be more associated with economic instability than industry diversity.
Growth Models
Similar to the case of instability models, the direct, indirect, and total effects of economic diversity on employment growth were estimated in Table 3 . The spatially lagged dependent variable is statistically significant in each model, indicating that MSAs with high employment growth can encourage the employment growth of their neighbors. As for the diversity variables, Model 4 considers the impact of industry diversity on employment growth. Obviously, the negative direct and total effects of industry diversity are significant, whereas the indirect or spatial spillover effect is insignificant. As higher values of the HHI indicate lower industry diversity, this result is in line with Jacobs' externalities. When only cluster diversity is considered in Model 5, the estimated direct, indirect, and total effects are negative and significant. This result suggests that cluster diversity is associated with employment growth in terms of both local and spatial spillover effects, and most of these effects are achieved through spatial spillovers. More specifically, the direct effect of cluster diversity is 1.418, indicating that a 1 unit change in HHIC is associated with a 1.418 unit change in employment growth. By comparison, the indirect effect is 2.734, indicating that a 1 unit change in HHIC of an MSA is associated with a 2.734 unit change in employment growth of the neighboring MSAs. Finally, Model 6 studies the effects of industry and cluster diversity on employment growth, and the empirical result indicates that only HHIC is significant. Table 4 presents the estimation results of three income growth models. Similar to the scatterplot results, when industry and cluster diversity are individually considered in Models 7 and 8, the role of economic diversity seems to be insignificant. However, when both of them are included in Model 9, the estimated indirect and total effects are significant, and most of the economic contribution comes from spatial spillovers. Industry diversity is positively associated with income growth, which seems to support the MAR externalities. By comparison, cluster diversity has significant indirect and total effects, suggesting that cluster diversity is associated with income growth.
Robustness Check
To check the robustness of the empirical results, different spatial weight matrices were employed. Tables A2 through A4 in the appendix display the estimation results using four k nearest-neighbor spatial weight matrices (k = 5, 6, 7, and 8) . For brevity, the estimation results for the control variables are not reported. Generally, some subtle differences exist in the estimated impact and statistical significance of economic diversity, but the overall conclusions are consistent across different spatial weight matrices; this is in line with LeSage and Pace's (2014) argument that the specification of the spatial weight matrix is not of primary concern.
Discussion In this analysis, the effects of economic structure on economic stability and growth are studied using two HHI-based economic structure measures, which quantify the level of employment dispersion among (a) three-digit NAICS sectors and (b) economic clusters based on the work of Delgado et al. (2016) . The empirical results of this analysis provide several interesting points for discussion. First, in addition to industry diversity, cluster diversity also contributes to economic stability. In Models 2 and 3, cluster diversity is associated with economic stability in terms of the estimated direct, indirect, and total effects. This indicates that cluster diversity, at least in the U.S. MSAs from 2000 to 2014, has both a positive local effect and a positive spillover effect. As such, diversifying one region's cluster portfolio can enhance its economic stability.
Second, the effect of industry diversity on economic growth differs from that effect of cluster diversity. On one hand, with the exception of Model 8, the growth models (Models 5, 6, and 9) seem to indicate that cluster diversity is associated with economic growth. Particularly, the effect of cluster diversity is insignificant on income growth in Model 8, while that effect becomes significant in terms of the estimated indirect and total effects in Model 9. On the other hand, similar to the MAR versus Jacobs debate (Glaeser et al., 1992; Henderson et al., 1995) , the role of industry diversity is mixed across different growth models: (a) the effect of industrial diversity on employment growth is significant in Model 4, which is in line with Jacobs' externalities that diversity contributes to economic growth; (b) the result of Model 9 supports the MAR externalities that specialization promotes growth; (c) as demonstrated in Models 6 and 7, the effect of industry diversity on economic growth is insignificant.
Third, as reflected in both instability and growth models, measuring the economic diversity of specialized clusters and industrial diversity simultaneously results in different effects of diversity on regional economic performance from measuring industry or cluster diversity alone. The effect of industry diversity is significant in Models 1 and 4, whereas that effect becomes insignificant in Models 3 and 6 when both industry and cluster diversity are considered. In a similar vein, the effect of industry diversity on income growth is insignificant in Model 7, but that effect becomes significant in Model 9. Hence, adding cluster diversity to the regression models changes the overall results substantially. Moreover, Porter (2003) argued that clusters rather than industries should be the appropriate units to measure economic diversity because of "the externalities across related industries within clusters" (p. 562). However, the estimated effects of HHIC and HHIS are totally different in Models 3, 6, and 9. As such, future research and regional economic development might consider both industry and cluster diversity. Fourth, of special relevance here is the research on related and unrelated variety (Boschma, Minondo, & Navarro, 2012; Content & Frenken, 2016; Frenken et al., 2007) , where the entropy index is used to measure different types of variety. Specifically, based on the Standard Industrial Classification scheme, 8 Frenken et al. (2007) measured unrelated variety as the average employment entropy across two-digit industries and total variety as the average employment entropy between five-digit industries. The corresponding related variety equals the difference between the total entropy and the unrelated entropy. Similarly, Boschma et al. (2012) indicated that related and unrelated variety can also be defined based on Porter's (2003) definition of clusters; namely, unrelated variety can be measured among clusters and total variety can be calculated among sectors. As such, the unrelated variety measure of Boschma et al. (2012) displays technical similarities with the cluster diversity measure (i.e., HHIC) used in this analysis. However, these related and unrelated variety studies neither explicitly emphasize that economic clusters should be specialized relative to the nation (LQ >1), nor aimed at stressing the coexistence of economic specialization and diversity, which is the course pursued in this study.
Conclusions
This study enhances the understanding of the relationship between economic diversity and regional economic performance within the context of the U.S. MSAs in the period between 2000 and 2014. Unlike previous diversity studies, this study (a) measures cluster diversity based on Delgado et al.'s (2016) definition of economic clusters and (b) examines the effects of industry and cluster diversity on economic performance. More importantly, in line with Hong and Xiao (2016) , the empirical results confirm that cluster diversity contributes to economic stability and growth at the same time.
The empirical results also provide two policy implications for economic development. First, regions can simultaneously pursue economic growth and stability, especially when job creation is no longer the only goal of development policies and actions. Existing studies-such as Chinitz (1961) and Jackson (1984) -indicated that growth and stability are two contradictory goals of economic development and regions have to choose one. However, as illustrated by the empirical results, this conflicting relationship is reconciled, and specialization and diversity can coexist within a regional economic system. Thus, regions can experience high and stable growth by promoting diversified specializations.
Second, because the cluster diversity of surrounding MSAs can benefit the economic performance of one's own MSA, economic development researchers and practitioners can take a regional perspective to capture the positive interaction among economic clusters when drafting development strategies and policies. Unfortunately, instead of collaboration between regions, competitions and bidding wars for local development frequently occur. Healy and Jackson (2001) suggested that if regions would work with rather than work against each other, costs of competition for local economic development could be avoided and economic returns could be enhanced. As such, neighboring regions should work together to strengthen the collaboration of various specializations and foster economic performance.
There are several limitations in this study, which can be potential directions for future research. Although both industry and cluster diversity are included, the interrelation between these two has not been fully explored. For example, which one has the priority in regional economic development? Desrochers and Sautet (2008) and Hong and Xiao (2016) suggested that overly specialized economies should enhance industry diversity first and then promote specializations as a diversified economy as the prerequisite for the emergence of diverse specializations. Yet this preference has not been verified empirically and remains to be examined. Another limitation is that this study only focuses on urban areas in the United States, and it is also interesting to uncover the role of cluster diversity in rural development in future work. One possible method is through the work of the Purdue Center for Regional Development (2007) to identify clusters and study their influences on economic performance of rural areas. With a deeper understanding of economic structures, both diversification and specialization can better benefit regional economic development. 
