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Abstract
We obtain a sufficient condition for a representation of a Lie algebra of the form
L= g⊗Φ, where g is a finite-dimensional simple Lie algebra over an algebraically closed
field F of zero characteristic and Φ is an associative commutative algebra over F , to
be polynomial. As a corollary we classify integrable graded irreducible modules over an
extended loop algebra with finite-dimensional homogeneous spaces. The criteria is applied
also to irreducible conformal modules over current algebras.  2002 Elsevier Science
(USA). All rights reserved.
1. Introduction
Let g be a finite-dimensional simple Lie algebra over an algebraically closed
field F of zero characteristic. H. Weyl [15,16] proved that an arbitrary finite-
dimensional representation of g is polynomial in the following sense. The
algebra g is embeddable into a canonical finite-dimensional associative algebra
A=A(g), σ :g→A(−). Consider the algebraA⊗k , the tensor product of k copies
of A, and the action of the symmetric group Sk on A⊗k via
π(a1 ⊗ a2 ⊗ · · · ⊗ ak)= aπ(1)⊗ aπ(2)⊗ · · · ⊗ aπ(k) (1)
for any a1 ⊗ a2 ⊗ · · · ⊗ ak ∈A⊗k and π ∈ Sk .
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Let Sk(A) denote the subalgebra of A⊗k invariant under the action of Sk .
Using the embedding σ we can also embed g into each Sk(A) (denote this
embedding by σk) via
σk(x) = σ(x)⊗ 1⊗ · · · ⊗ 1+ 1⊗ σ(x)⊗ 1⊗ · · · ⊗ 1+ · · ·
+ 1⊗ · · · ⊗ 1⊗ σ(x) ∈ Sk(A) for x ∈ g.
Then for an arbitrary representation ϕ :g → EndF (V ) in a finite-dimen-
sional vector space V there exists an integer n  1 and a homomorphism ϕ˜ :⊕n
k=1 Sk(A)→ EndF (V ) of associative algebras such that the following diagram
is commutative:
g
n∑
k=1
σk
ϕ
n⊕
k=1
Sk(A)
ϕ˜
End(V )
Consider an associative commutative F -algebra Φ and a current algebra
L = g ⊗F Φ . The representation ψ :L→ End(V ) is said to be polynomial if
there exists an integer n and an algebra homomorphism ψ˜ :
⊕n
k=1 Sk(A⊗Φ)→
EndF (V ) such that the diagram
L
n∑
k=1
σk
ψ
n⊕
k=1
Sk(A⊗Φ)
ψ˜
End(V )
is commutative, where A = A(g) is a finite-dimensional associative algebra
associated to g in Weyl’s Theorem. Choose a Cartan subalgebra h of g. Let ∆
be the set of roots of g with respect to h. Choose a set of simple roots and
the corresponding decomposition ∆ = ∆+ ∪ ∆− into the set of positive and
negative roots, respectively. Then g= n− ⊕ h⊕ n+ where n± =∑α∈∆± gα . LetL± = n± ⊗Φ , L0 = h⊗Φ .
The main theorem of this paper is Theorem 2.6. It states that if the Lie
subalgebras L± act nilpotently and if Lie algebra L generates a semiprimitive
subalgebra of the algebra of endomorphisms of the representation space then the
representation is polynomial. If a representation satisfies both of the conditions
then the subalgebra generated by the image of L has a nice property, being a
prime PI algebra. The PI-ness of the subalgebra comes from the first condition
(see Theorem 2.2). The proof is basically done by using this property of the
subalgebra. This is done in Section 2.
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In the remaining sections we consider L-modules where the assumptions of
Theorem 2.6 are satisfied.
V. Chari and A. Pressley [2–4] classified graded irreducible integrable
representations of g⊗F [t, t−1] with finite homogeneous components (and more
generally of the corresponding affine Kac–Moody algebra). We extend this
result to Zn-graded representations of a current algebra g⊗F [t±11 , t±12 , . . . , t±1n ].
Denote Φ = F [t±11 , t±12 , . . . , t±1n ]. Recall that a g ⊗ Φ-module V is called
integrable if it admits a weight space decomposition with respect to h and if eα⊗f
is locally nilpotent on V for a root vector eα of an arbitrary root α ∈∆, f ∈Φ .
The following construction is analogous to that of [2–4]. Let Γ be a subgroup
of Zn of finite index. Denote |Zn : Γ | = p. Let λ1, λ2, . . . , λk ∈ h∗ be dominant
integral weights and let V (λ1),V (λ2), . . . ,V (λk) be the irreducible finite-
dimensional g-modules with the highest weights λ1, λ2, . . . , λk , respectively. Let
ψ1,ψ2, . . . ,ψk be pairwise distinct homomorphisms from F [tΓ ] to F such that
{m ∈ Γ |∑ki=1 ψi(t±m)λi = 0} spans Γ where F [tΓ ] = F [tm |m ∈ Γ ]. Every
homomorphism from F [tΓ ] to F has exactly p extensions to homomorphisms
from Φ to F . Let ψi,1,ψi,2, . . . ,ψi,p be these extensions for i = 1,2, . . . , k.
We will define a g ⊗ Φ-module structure on V (λ1)⊗p ⊗ V (λ2)⊗p ⊗ · · · ⊗
V (λk)
⊗p ⊗Φ via
x ⊗ a. (v1,1 ⊗ v1,2 ⊗ · · · ⊗ vk,p ⊗ b)
=
(
k∑
i=1
p∑
j=1
v1,1 ⊗ · · · ⊗ vi,j−1 ⊗ψi,j (a)x. vi,j ⊗ vi,j+1 ⊗ · · · ⊗ vk,p
)
⊗ ab (2)
for x ∈ g, vi,j ∈ V (λi), 1 j  p, and a, b ∈Φ .
Then, the module V (λ1)⊗p ⊗ V (λ2)⊗p ⊗ · · · ⊗ V (λk)⊗p ⊗Φ is a direct sum
of p copies of some graded irreducible integrable module. Denote this graded
irreducible integrable module by V (λ,ψ,Γ ) where λ = (λ1, λ2, . . . , λk), ψ =
(ψ1,ψ2, . . . ,ψk). Theorem 3.31 shows that any Zn-graded irreducible integrable
module over the Lie algebra L = g ⊗ Φ with finite-dimensional homogeneous
spaces is isomorphic to a module of type V (λ,ψ,Γ ) for some λ,ψ,Γ .
Another condition that guarantees the assumptions of Theorems 2.2 and 2.6 is
locality (see [7]). Let V be a conformal module over a current algebra C . For an
element a ∈ C let LVn (a), n 0, denote the operator of left nth multiplication by
the element a, LVn (a) :v→ a n v for an arbitrary v ∈ V . We say that a conformal
module V over the current conformal algebra C(g) associated to the Lie algebra g
is integrable if for an arbitrary root vector eα ∈ gα , α ∈∆, and for any nonnegative
integer n, the operator LVn (eα) is locally nilpotent (see [5,7,8,17] for definitions
and notations). In Theorem 4.6 we see that every finitely generated integrable
1 This result was independently obtained by S. Eswara Rao [11].
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conformal module over C = C(g), where g is semisimple, is of finite type. And
in addition to this if the action of the annihilation algebra is semiprimitive, the
representation is polynomial.
2. A sufficient condition for a representation to be polynomial
Let g be a finite-dimensional simple Lie algebra over a field F which is
algebraically closed and of characteristic zero. Let h be a Cartan subalgebra of g
and g= n− ⊕ h⊕ n+ be the triangular decomposition of g with respect to h.
Let {f1, f2, . . . , fr , h1, h2, . . . , hr , e1, e2, . . . , er } be the set of Chevalley
generators of g and  = {α1, α2, . . . , αr } be the set of simple roots of g and let
∆ = ∆− ∪ ∆+ be the set of roots of g. Let Φ be an associative commutative
algebra over F . By taking a tensor product of g with Φ , we get a Lie algebra
L= g⊗Φ whose multiplication is defined by
[g1 ⊗ x1, g2 ⊗ x2] = [g1, g2] ⊗ x1x2 for g1 ⊗ x1, g2 ⊗ x2 ∈ L. (3)
Let L± = n± ⊗Φ , L0 = h⊗Φ .
Let A = A(g) be the algebra associated to g and σ be the embedding of g
into A in Weyl’s Theorem. We can extend the map σ to the embedding σ ′ of L in
A⊗Φ by
σ ′(g⊗ x)= σ(g)⊗ x for g⊗ x ∈ L. (4)
Similarly, we can extend the map σk :g→ Sk(A) to the map fromL to Sk(A⊗Φ)
by using σ ′ instead of σ . Let us call σ ′ again σ .
Definition 2.1. A representation ψ :L→ End(V ) is called polynomial if there
exists a positive integer n and an algebra homomorphism ψ˜ :
⊕n
k=1 Sk(A⊗Φ)→
End(V ) such that ψ˜ ◦∑nk=1 σk =ψ , whereA is the associative algebra associated
to g in Weyl’s Theorem:
L
n∑
k=1
σk
ψ
n⊕
k=1
Sk(A⊗Φ)
ψ˜
End(V )
Theorem 2.2. Let ψ :L→ End(V ) be a representation on a module V such that
LN+ .V = LN− .V = 0 for some integer N  1. Then the associative subalgebra
R = 〈ψ(L)〉 generated by ψ(L) in End(V ) satisfies a polynomial identity.
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Lemma 2.3. Let L=∑i∈ZLi be a Z-graded Lie algebra which is generated by
a finite collection of elements a1, a2, . . . , an ∈⋃i =0Li . DenoteL± =∑i>0L±i .
Let R be an arbitrary associative enveloping algebra of L such that
L+ · · ·L+︸ ︷︷ ︸
N
=L− · · ·L−︸ ︷︷ ︸
N
= 0
(these are products in R). Then, the algebraR is spanned by products c1c2 · · ·ck ,
ci ∈L, k  (N − 1)(n+ 2).
Proof. Clearly R is spanned by elements u−u0u+, where u− (respectively u+)
is a product of elements from L− (respectively L+) of length  N − 1 and u0
is the product of elements from L0. Hence, to prove the lemma it is sufficient
to represent an arbitrary product c1c2 · · ·ck , ci ∈ L0, k = (N − 1)n + 1, as a
linear combination of elements ww0w′ where w,w′ are products of elements
from L± of length  N − 1 and w0 is a product of elements from L0 of
length  (N − 1)n. By Jacobi identity without loss of generality we may assume
that each ci is equal to a commutator [xj , aj ], where 1  j  n and xj has
degree −d if aj has degree d . At least one generator aj will occur N times.
Since the elements ci commute modulo products of length < k we can assume
that all elements ci which are equal to [−, aj ] stand together. Now consider the
product [x1, aj ][x2, aj ] · · · [xN,aj ]. Suppose that aj has degree d and therefore
the elements x1, x2, . . . , xN have degree −d . We have
[x1x2 · · ·xN,aj , aj , . . . , aj︸ ︷︷ ︸
N
]
=N ![x1, aj ][x2, aj ] · · · [xN,aj ]
+
∑
(products of length N which have factors from L±). (5)
The left-hand side is equal to 0 since x1x2 · · ·xN = 0. Hence,
N ![x1, aj ][x2, aj ] · · · [xN,aj ] =
∑
γww0w
′, (6)
where γ ∈ F , w,w′ are products of elements from L−,L+, respectively; w0 is a
product of elements from L0 of length <N . This proves the lemma. ✷
Recall that an associative F -algebra R is called a PI algebra if there exists
an element f of a free algebra F {X} such that φf = 0 for all F -algebra
homomorphisms φ :F {X}→ R.
Proof of Theorem 2.2. The idea of the proof is due to A. Regev (see [12]).
Let s = dimF g and r = rank(g). Consider the set X = {xipq | 1  i  s, 1  p,
1 q  l(l + 3)/2}, where l = (N − 1)(r + 2). Let L= g⊗F [X] be the current
algebra and U(L) be the universal associative enveloping algebra of L, where
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F [X] is a polynomial algebra. Let IN be the ideal of the algebra U(L) generated
by the subsets
(n+ ⊗F [X]) · · · (n+ ⊗F [X])︸ ︷︷ ︸
N
, (n− ⊗F [X]) · · · (n− ⊗F [X])︸ ︷︷ ︸
N
.
Choose an arbitrary basis {g1, g2, . . . , gs} of g and consider generic elements
fp,q =
s∑
i=1
gi ⊗ xipq ∈ g⊗F [X]. (7)
Let
hp = fp,1 + fp,2fp,3 + · · · + fp,(l−1)l/2+1 · · ·fp,(l+1)l/2 ∈ U(L)IN (8)
for p  1.
We will prove that for a sufficient large integer m the products hσ(1)hσ(2) · · ·
hσ(m), σ ∈ Sm, are linearly dependent. Hence, there exists scalars bσ ∈ F , not all
equal to zero such that∑
σ∈Sm
bσhσ(1)hσ(2) · · ·hσ(m) = 0. (9)
This will imply that an arbitrary associative enveloping algebra R of L such that
L+ · · ·L+︸ ︷︷ ︸
N
=L− · · ·L−︸ ︷︷ ︸
N
= 0
satisfies the polynomial identity∑
σ∈Sm
bσ xσ(1)xσ(2) · · ·xσ(m) = 0. (10)
In order to prove that the products hσ(1)hσ(2) · · ·hσ(m), σ ∈ Sm, are lin-
early dependent for some integer m, we will show that the dimension of∑
σ∈Sm Fhσ(1)hσ(2) · · ·hσ(m) grows exponentially in m.
Let U(L)/IN =⋃i0 Ui be the filtration of U(L)/IN . Let Uk = Uk/Uk−1 for
k  1. By Lemma 2.3 U(L)/IN is spanned by elements from
⋃l
k=1Uk . Thus,
dim
( ∑
σ∈Sm
Fhσ(1)hσ(2) · · ·hσ(m)
)
=
l∑
k=1
dim
( ∑
σ∈Sm
Fhσ(1)hσ(2) · · ·hσ(m)
)
∩ Uk. (11)
Denote Xm = {xtpq ∈ X | 1  p  m}. Notice that every element of
(
∑
σ∈Sm Fhσ(1)hσ(2) · · ·hσ(m))∩ Uk is of the form(
s∑
j=1
gj ⊗ u1,j
)(
s∑
j=1
gj ⊗ u2,j
)
· · ·
(
s∑
j=1
gj ⊗ uk,j
)
,
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where ui,j are elements of F [Xm] such that the degree of ui,j in every xtpq ∈Xm
is less than equal to 1. The cardinality of the set of monomials in Xm whose
degree in every xtpq is less than equal to 1 is not greater than 2c1·m where
c1 = s · l(l + 3)/2. Hence,
dim
( ∑
σ∈Sm
Fhσ(1)hσ(2) · · ·hσ(m)
)
∩U i  (s · 2c1·m)i , (12)
dim
( ∑
σ∈Sm
Fhσ(1)hσ(2) · · ·hσ(m)
)

l∑
i=1
(
s · 2c1·m)i
 2
{(
s · 2c1·m)l − 1}. (13)
Since sl · 2c1·l·m/m! → 0 as m goes to ∞, there exists m ∈ N such that m! >
2{(s · 2c1·m)l − 1}. This proves the theorem. ✷
The following lemma follows from Jacobson Density Theorem (see [6]).
Lemma 2.4. Let A be an arbitrary (not necessarily associative) central simple
algebra over F and B be an arbitrary algebra with 1 over F . Then, any ideal I
of A⊗F B is of the form A⊗ I for some ideal I of B.
Corollary 2.5. An arbitrary ideal of L= g⊗Φ is of the form g⊗ I where I is
an ideal of Φ .
Theorem 2.6. Let ψ :L→ End(V ) be a representation such that
(i) LN+ .V = LN− .V = 0 for some integer N  1;
(ii) the associative algebra R = 〈ψ(L)〉 is semiprimitive (i.e. Jac(R)= 0).
Then the representation ψ is polynomial.
Proof. Since R is semiprimitive, R is a subdirect product of primitive algebras
{Rα | α ∈ Γ } (see [6]). Let us assume that R satisfies a polynomial identity
of degree d for some d ∈ N. Then, every primitive algebra Rα also satisfies
the same identity of degree d . By Kaplansky’s Theorem (see [14]), Rα is a
finite-dimensional simple algebra which is isomorphic to M tα (Dα) for some
division algebra Dα with tα  [d/2] and [Dα : F ]<∞ for all α ∈ Γ . Since the
field F is algebraically closed, all Dα = F . Thus, every algebraRα is isomorphic
to M tα (F ) for some positive integer tα  [d/2] for α ∈ Γ .
For each α ∈ Γ , let ψα = pα ◦ψ , where pα :∏γ∈Γ Rγ →Rα is the projection
toRα . SinceRα is finite-dimensional, kerψα = 0 for α ∈ Γ . By Lemma 2.4, there
exists an ideal Iα of Φ such that g⊗ Iα = kerψα for α ∈ Γ .
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Since Rα is simple, Iα is a maximal ideal of Φ . Thus, Φ/Iα  F and
L/kerψα  g. Using this isomorphism, we get a map ψ ′α :g → Rα obtained
from ψα for α ∈ Γ . Let πα be the projection of Φ to Φ/Iα for α ∈ Γ . By Weyl’s
Theorem, there exists a positive integer nα and an algebra homomorphism ψ˜ ′α
from
⊕nα
k=1 Sk(A) to Rα such that ψ˜ ′α ◦
∑nα
k=1 σk =ψ ′α .
Since the family {tα | α ∈ Γ } is uniformly bounded by [d/2], the family
{nα | α ∈ Γ } is also uniformly bounded. Let us say {nα | α ∈ Γ } is bounded by n.
Then, we may assume that the domain of the homomorphism ψ˜ ′α is
⊕n
k=1 Sk(A)
for all α ∈ Γ . So, we have the following commutative diagram for every α ∈ Γ :
g
n∑
k=1
σk
ψ ′α
n⊕
k=1
Sk(A)
ψ˜ ′α
Rα
By using the projection πα , we can get a map π˜α from ⊕nk=1Sk(A ⊗ Φ)
to
⊕n
k=1 Sk(A). Let ψ˜α = ψ˜ ′α ◦ π˜α for α ∈ Γ . Then we have the following
commutative diagram for all α ∈ Γ :
L
n∑
k=1
σk
ψα
n⊕
k=1
Sk(A⊗Φ)
ψ˜α
Rα
By the universal property of the direct product, there exists an algebra
homomorphism ψ˜ from
⊕n
k=1 Sk(A⊗Φ) to
∏
γ∈Γ Rγ such that pα ◦ ψ˜ = ψ˜α
for α ∈ Γ . Therefore, we have
pα ◦ ψ˜ ◦
n∑
k=1
σk = ψ˜α ◦
n∑
k=1
σk =ψα = pα ◦ψ for all α ∈ Γ. (14)
This implies that ψ˜ ◦∑nk=1 σk = ψ . So, we have the following commutative
diagram:
L
n∑
k=1
σk
ψ
n⊕
k=1
Sk(A⊗Φ)
ψ˜∏
α∈Γ
Rα
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This shows that the module V over L is polynomial. ✷
Corollary 2.7. If R is not necessarily semiprimitive then there exists a finite
chain of submodules {0} = V s ⊂ V s−1 ⊂ · · · ⊂ V 1 ⊂ V 0 = V such that the
representation of L on each quotient module V i/V i+1 is polynomial for i =
0,1, . . . , s − 1.
Proof. Let J = Jac(R) be the Jacobson radical of R. It is known (see [1,9])
that the Jacobson radical of a finitely generated PI algebra is nilpotent. Let s
be the positive integer such that J s = 0 but J k = 0 if k < s. Let V i = J iV
for i = 0,1, . . . , s − 1. Then, each V i is an R-submodule of V . Moreover,
J acts on each V i/V i+1 trivially. Thus, the action of R on V i/V i+1 factors
through R = R/J which is semiprimitive. Since the modules V i/V i+1 still
satisfy the condition of the Theorem 2.2, this implies that the modules V i/V i+1
are polynomial for i = 0,1, . . . , s − 1. ✷
3. Integrable graded irreducible modules over toroidal Lie algebras
In this section, we consider modules over L = g ⊗ Φ , where Φ is the
Laurent polynomial algebra F [t±11 , t±12 , . . . , t±1n ] with n commuting variables
t1, t2, . . . , tn. We call such a Lie algebra L an extended loop algebra. The algebra
L= g⊗Φ has a Zn-grading∑m∈Zn Lm where Lm = g⊗ tm for m ∈ Zn.
Notation: We are going to use the boldface characters m for an n-tuple
integers (m1,m2, . . . ,mn). Also, we will use tm to indicate tm11 tm22 · · · tmnn for
m= (m1,m2, . . . ,mn).
V. Chari, and A. Pressley classified all irreducible integrable modules with
finite weight spaces over the affine Lie algebras (see [2,4]). In what follows we
consider modules over extended loop algebras, in other words, we assume the
center of the corresponding toroidal algebra acts trivially.
Let V (λ) denote the irreducible g-module with the highest weight λ ∈ h∗.
Let Γ be an arbitrary subgroup of Zn of finite index. Let p = |Zn : Γ |. Let
λ = (λ1, λ2, . . . , λk), ψ = (ψ1,ψ2, . . . ,ψk) where λ1, λ2, . . . , λk are dominant
integral weights in h∗ and ψ1,ψ2, . . . ,ψk are pairwise distinct algebra homomor-
phisms from F [tΓ ] to F such that {m ∈ Γ |∑ki=1 ψi(t±m)λi = 0} spans Γ .
Each homomorphismψi has exactly p extensions toΦ . Letψi,1,ψi,2, . . . ,ψi,p
be those extensions.
Define an action of g ⊗ Φ on the space V (λ1)⊗p ⊗ V (λ2)⊗p ⊗ · · · ⊗
V (λk)
⊗p ⊗Φ via
x ⊗ a. (v1,1 ⊗ v1,2 ⊗ · · · ⊗ vk,p ⊗ b)
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=
(
k∑
i=1
p∑
j=1
v1,1 ⊗ · · · ⊗ vi,j−1 ⊗ψi,j (a)x. vi,j ⊗ vi,j+1 ⊗ · · · ⊗ vk,p
)
⊗ ab (15)
for x ∈ g, vi,j ∈ V (λi), 1 j  p, and a, b ∈Φ .
Definition 3.1. A module V over L is said to be integrable if V =∑µ∈h∗ V µ
where V µ = {v ∈ V | h. v = µ(h)v for h ∈ h} and if eα ⊗ f is locally nilpotent
on V for a root vector eα of an arbitrary root α ∈∆, f ∈Φ .
Lemma 3.2. The module V (λ1)⊗p ⊗ V (λ2)⊗p ⊗ · · · ⊗ V (λk)⊗p ⊗Φ is a direct
sum of p copies of isomorphic graded irreducible integrable submodules.
This lemma can be proved exactly in the same way as the Theorem 1.7 and
the Theorem 4.7 in [3]. Consider p graded submodules generated by v⊗pλ1 ⊗
· · · ⊗ v⊗pλk ⊗ tk1, . . . , v
⊗p
λ1
⊗ · · · ⊗ v⊗pλk ⊗ tkp , respectively, where vλi is a highest
weight vector in V (λi) for i = 1, . . . , k and {k1, . . . ,kp} is a full system of
coset representatives of Zn modulo Γ . These modules are graded irreducible and
V (λ1)⊗p ⊗V (λ2)⊗p ⊗ · · · ⊗V (λk)⊗p ⊗Φ is the direct sum of them. Since λi ’s
are dominant integral weights, it is clear that the module is integrable.
Let V (λ,ψ,Γ ) denote the irreducible submodule of V (λ1)⊗p ⊗ V (λ2)⊗p ⊗
· · · ⊗V (λk)⊗p ⊗Φ .
Theorem 3.3. Let V be an integrable Zn-graded irreducible module over L with
finite-dimensional homogeneous component spaces. Then, V is isomorphic to a
module of type V (λ,ψ,Γ ) for some λ,ψ,Γ .
Let ϕ be the representation of L on V .
Proposition 3.4. The subalgebra R generated by ϕ(L) in End(V ) is PI.
Proof. It is sufficient to prove that there exists a positive integer N  1 such that
LN− .V = LN+ .V = 0 by Theorem 2.2. The following proof is similar to the proof
of Theorem 2.4 in [2].
Let V i = 0 for some i ∈ Zn. Since V i is a finite-dimensional g-module, there
exists a maximal dominant integral weight λ ∈ h∗ such that V λi = {v ∈ V i | h. v =
λ(h)v for all h ∈ h} = 0 and V µi = 0 for any weight µ λ.
If V λ+αm = {v ∈ Vm | h. v = (λ + α)(h)v for all h ∈ h} = 0 for any positive
root α ∈∆+ and for any m ∈ Zn, then L+.V λi = 0.
Suppose V λ+αm = 0 for some positive root α and some m ∈ Zn.
Let us choose a positive root α among the positive roots satisfying V λ+αm = 0
for some m ∈ Zn maximal in the sense that if β ∈∆+, β  α then V λ+βn = 0 for
any n ∈ Zn. Then, any nonzero vector v in V λ+αm satisfies the conditionL+. v = 0.
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Clearly n+.V λ+αm = 0.
Suppose that there exists a positive root β and n ∈ Zn − {0} such that
xβ ⊗ tn.V λ+αm = 0, where 0 = xβ ∈ gβ is a root vector of root β . Since
xβ ⊗ tn.V λ+αm ⊂ V λ+α+βm+n , it follows that V λ+α+βm+n = 0 and n = −m.
By the choice of α, the sum α + β is not a positive root of g. So (β,α∨) 0,
where α∨ is a coroot corresponding to α. Hence (α + β,α∨) = (α,α∨) +
(β,α∨) > 0.
Let us consider a 〈xα⊗ t−i+m+n, hα, yα⊗ ti−m−n〉-submodule of V generated
by V λ+α+βm+n , where xα ∈ gα , yα ∈ g−α , hα = [xα, yα]. We have
(λ+ α + β)(hα)=
(
λ,α∨
)+ (α + β,α∨)> 0. (16)
Therefore yα ⊗ ti−m−n.V λ+α+βm+n = 0.
On the other hand, yα ⊗ ti−m−n.V λ+α+βm+n ⊂ V λ+βi . This is a contradiction.
Thus L+.V λ+αm = 0.
We proved that there exists a nonzero homogeneous vector v ∈ V , say of
weight λ′, such that L+. v = 0. Since the graded irreducible module V is
generated by v, it follows that an arbitrary weight of V is not greater than λ′.
Similarly, all weights of V are bounded from below. This implies that V has
finitely many weights. Hence, there exists a positive integer N such that LN± .V =
0. ✷
Let us recall that an associative algebra is called prime if a product of two
nonzero ideals is nonzero. The assumption that the module V is Zn-graded
irreducible implies that R is graded primitive. It follows that R is a prime PI
algebra. Since every prime PI algebra has a nontrivial center, so doesR (see [14]).
Let us denote the center of R by Z = Z(R). Moreover, the ring of fractions
(Z − {0})−1R is a central simple finite-dimensional algebra over the field
(Z − {0})−1Z by Markov–Rowen Theorem (see [10,13]). The domain Z has a
Z
n
-grading induced from the Zn-grading of R, Z =∑m∈Zn Zm, where Zm =
Z ∩Rm. Denote Γ = {m ∈ Zn |Zm = 0}.
Lemma 3.5. Γ is a subgroup of Zn with the same rank as Zn.
Proof. Since Z is a nonzero domain and {m ∈ Zn | Zm = 0} is nonempty, it is
clear that the set is closed under the addition. Suppose m ∈ {m ∈ Zn | Zm = 0}.
Let z be a nonzero element of Zm. Since any nonzero homogeneous element of Z
is an R-module endomorphism of V which is irreducible, it should be invertible.
So, z is invertible and its inverse z−1 ∈ Z−m. Thus, −m ∈ {m ∈ Zn | Zm = 0}.
So, this shows that the set {m ∈ Zn | Zm = 0} is a subgroup of Zn. Suppose
rank of Γ < n. Then, there exists a surjective homomorphism π :Zn/Γ → Z.
Let R(i) =∑π(m+Γ )=iRm. Then R =∑i∈ZR(i) is a Z-gradation on R, and
R(i) = 0 for any i ∈ Z. Since Z ⊂R(0) it follows that the Z-gradation extends to
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the gradation on (Z−{0})−1R =∑i∈Z(Z−{0})−1R(i). This contradicts the fact
that (Z− {0})−1R is finite-dimensional over (Z− {0})−1Z. Hence, Γ should be
of rank n. ✷
Let p = |Zn : Γ |. Choose a basis {m1,m2, . . . ,mn} of Γ and choose a nonzero
element zi ∈ Zmi for each i = 1,2, . . . , n. It is easy to see that the graded algebra
Z is isomorphic to the graded subalgebra F [tΓ ] of Φ . Let W be an ideal of Z
generated by z1 − 1, z2 − 1, . . . , zn − 1. Then W is of codimension 1. Clearly,
WV is an L-submodule of V . Consider the factor module W = V /WV . If Ω =
{κ1 = 0, κ2, . . . , κp} is a full system of coset representatives of Zn modulo Γ , then
W can be identified with
∑p
i=1V κi as vector spaces. In particular, dimW <∞.
Define an L-module structure on W ⊗Φz where Φz = F [z±11 , z±12 , . . . , z±1n }
via
x ⊗ tk . v⊗ zl = (z−px ⊗ tk). v⊗ zl+p (17)
for any x⊗ tk ∈Lk , v⊗zl ∈ V κi ⊗Φz, κi ∈Ω , where p = (p1,p2, . . . , pn) ∈ Zn
such that k + κi −∑pj=1 pjmj ∈ Ω and extend it linearly to L, then W ⊗ Φz
becomes an L-module.
Lemma 3.6. The module V is isomorphic to W ⊗Φz.
Proof. Let us define a linear mapping ζ from W ⊗Φz to V by
ζ
(∑
m∈Ω
vm ⊗ fm
)
=
∑
m∈Ω
fm. vm (18)
for vm ∈ Vm, m ∈ Ω , and fm = fm(z1, z2, . . . , zn) ∈ Φz. A straightforward
computation shows that ζ is an L-module homomorphism.
Since ζ(W ⊗ Φz) is a nonzero Zn-graded L-submodule of a Zn-graded
irreducible L-module V , ζ(W ⊗Φz)= V . Thus, ζ is surjective.
Suppose ker ζ is not zero. Then, we can choose a nonzero homogeneous
element u in ker ζ . Say u=∑pi=1 vi ⊗ zl , vi ∈ V κi . We have
0= ζ(u)=
p∑
i=1
zl . vi ∈
p∑
i=1
V κi+l . (19)
Thus zl . vi = 0; so vi = 0 for i = 1,2, . . . , p. This contradicts the choice of u.
It follows that ζ is an isomorphism between W ⊗Φz and V . ✷
Proof of Theorem 3.3. Let ϕ˜ :L→ End(W ) be the representation of L on W
obtained from ϕ, i.e. for any x ⊗ tk ∈Lk , v ∈ V κi ,
x ⊗ tk . v = (z−px ⊗ tk). v (20)
where p= (p1,p2, . . . , pn) ∈ Zn is such that k + κi −∑pj=1 pjmj ∈Ω .
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Since dimW <∞, the kernel ker ϕ˜ is nonzero. By Corollary 2.5, an arbitrary
ideal of the algebra L is of the form g⊗ I , where I is an ideal of Φ . Thus, there
exists a nonzero ideal I of Φ such that ker ϕ˜ = g ⊗ I . If I = Φ , then W = F ,
so V Φz Φ . This contradicts the assumption that V is Zn-graded irreducible.
Thus, I =Φ . The ideal I is generated by I ∩ F [tΓ ] as an ideal. Indeed, for any
m ∈ Zn,
p∑
i=1
(
g⊗ tκiF [tΓ ]) · ((Vm +WV )/WV )
is a direct sum. Hence, if a =∑pi=1 tκi ai ∈ I for some ai ∈ F [tΓ ] then each
summand tκi ai lies in I and therefore ai ∈ I . This shows that I is generated by
I ∩F [tΓ ].
We have
I ∩F [tΓ ]= Q˜1 ∩ Q˜2 ∩ · · · ∩ Q˜k,
where Q˜i are distinct simple ideals of the ring F [tΓ ]. Let ψi be an algebra
homomorphism from F [tΓ ] to F whose kernel is Q˜i for i = 1,2, . . . , k. Let
Qi be the ideal generated by Q˜i in Φ . Since Φ is a free F [tΓ ]-module it follows
that Qi ∩F [tΓ ] = Q˜i for i = 1,2, . . . , k. Any homomorphism from F [tΓ ] to F
has p = |Zn : Γ | distinct extensions to homomorphisms from Φ to F . So each
ideal Qi is an intersection of p distinct simple ideals Qi1,Qi2, . . . ,Qip of Φ ,
Qi =Qi1 ∩Qi2 ∩ · · · ∩Qip (21)
for i = 1,2, . . . , k.
Let ψi,j be a homomorphism from Φ to F whose kernel is Qij for i =
1,2, . . . , k, j = 1, . . . , p. Clearly, the homomorphism ψi and restrictions of
ψi,1,ψi,2, . . . ,ψi,p to F [tΓ ] coincide for i = 1,2, . . . , k. We have
Φ/I =Φ
/ k⋂
s=1
Qs Φ/Q1 ⊕Φ/Q2 ⊕ · · · ⊕Φ/Qk, so (22)
L/ker ϕ˜  g⊗ (Φ/I ) g1 ⊕ g2 ⊕ · · · ⊕ gk, (23)
where
gi = g⊗Φ/Qi  g⊗Φ
/ p⋂
j=1
Qij  g⊕ g⊕ · · · ⊕ g︸ ︷︷ ︸
p
for i = 1,2, . . . , k.
As an L/ker ϕ˜-module,W is irreducible. Hence, W W 1 ⊗W 2 ⊗ · · ·⊗W k ,
where W i is an irreducible gi -module for i = 1,2, . . . , k. So, W i  V (λi,1) ⊗
V (λi,2) ⊗ · · · ⊗ V (λi,p) for some dominant integral weights λi,j in h∗. The
algebra L acts on W i via
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x ⊗ tk . vi,1 ⊗ vi,2 ⊗ · · · ⊗ vi,p
=
(
p∑
j=1
1⊗ · · · ⊗ 1︸ ︷︷ ︸
j−1
⊗ψi,j
(
tk
)
x ⊗ 1⊗ · · · ⊗ 1︸ ︷︷ ︸
p−j
)
· (vi,1 ⊗ vi,2 ⊗ · · · ⊗ vi,p) (24)
for any x ⊗ tk ∈Lk , vi,1 ⊗ vi,2 ⊗ · · · ⊗ vi,p ∈W i for i = 1,2, . . . , k.
Let vλi,j be a highest weight vector of V (λi,j ) for i, j = 1,2, . . . , p, and let
wi = vλi,1 ⊗ vλi,2 ⊗ · · · ⊗ vλi,p for i = 1,2, . . . , k and w = w1 ⊗w2 ⊗ · · · ⊗ wk .
Let
Wm =
∑
n1+···+nj≡m mod Ω
g⊗ tn1 . · · · .g⊗ tnj .w (25)
for m ∈Ω . Then,
W =
⊕
m∈Ω
Wm. (26)
Define an L-action on W ⊗Φ via
x ⊗ tk . (v⊗ t l)= (ϕ˜(x ⊗ tk). v)⊗ tk+l (27)
for any x ⊗ tk ∈Lk , v⊗ t l ∈W ⊗Φ .
Let us define a linear transformation
η :W ⊗Φz →W ⊗Φ (28)
by
η
(
ui ⊗ zl
)= ui ⊗ t l1m1+···+lnmn+i (29)
for any ui ∈Wi where i ∈Ω , l = (l1, l2, . . . , ln).
Since
Lr .
(
ui ⊗ zl
)= ϕ˜(Lr)ui ⊗ zl+p ∈Wi′ ⊗ zl+p, (30)
where p= (p1, . . . , pn) ∈ Zn such that r+ i−∑pj=1 pjmj = i′ for some i′ ∈Ω ,
we have
η
(Lr . (ui ⊗ zl)) = η(ϕ˜(Lr)(ui)⊗ zl+p)
= ϕ˜(Lr )(ui)⊗ t (l1+p1)m1+···+(ln+pn)mn+i′ . (31)
On the other hand,
Lr . η
(
ui ⊗ zl
) = Lr . (ui ⊗ t l1m1+···+lnmn+i)
= ϕ˜(Lr )(ui)⊗ t l1m1+···+lnmn+i+r . (32)
Since r + i =∑pj=1 pjmj + i′, it follows that
η
(Lr . (ui ⊗ zl))= Lr . η(ui ⊗ zl) for any ui ∈Wi . (33)
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This shows that η is an L-module homomorphism from V into W ⊗ Φ .
Since V is isomorphic to W ⊗ F [tΓ ], it follows that h ⊗ tm.w = 0 if m is
not contained in Γ . Since ψi ’s are pairwise distinct homomorphisms, we can
choose k elements l1, l2, . . . , lk in Γ such that the k × k matrix (ψj (t li ))ki,j=1 is
nonsingular. Consider h⊗ t l1+m.w, . . . , h⊗ t lk+m.w. Since
h⊗ t lm+m.w=
(
k∑
i=1
ψi
(
t lm
) p∑
j=1
ψi,j
(
tm
)
λi,j (h)
)
w
for m= 1, . . . , k and since (ψj (t li ))ki,j=1 is nonsingular, if m ∈ Zn − Γ we get
p∑
j=1
ψi,j
(
tm
)
λi,j (h)= 0 (34)
for any h ∈ h, i = 1,2, . . . , k. The set of zeros of the system of linear equations
p∑
j=1
ψi,j
(
tk
)
xj = 0, k ∈Ω − {0},
is {(c, c, . . . , c) ∈ Fp | c ∈ F } because∑pj=1 ψi,j (tk)= 0 for k ∈Ω − {0}.
Hence, λi,1(h) = λi,2(h) = · · · = λi,p(h) for any h ∈ h so λi,1 = λi,2 =
· · · = λi,p . Let λi = λi,1. Then, W i  V (λi)⊗p and so
W  V (λ1)⊗p ⊗ V (λ2)⊗p ⊗ · · · ⊗V (λk)⊗p, (35)
W ⊗Φ  V (λ1)⊗p ⊗V (λ2)⊗P ⊗ · · · ⊗ V (λk)⊗p ⊗Φ. (36)
Since W ⊗ Φz is cyclic, for an arbitrary m ∈ Γ there exists an element
xm ∈ U(L0) such that xm.w ⊗ 1 = w ⊗ tm. This shows that {m ∈ Γ |∑k
i=1ψi(t±m)λi = 0} spans Γ . Thus V (λ1)⊗p ⊗ · · · ⊗ V (λk)⊗p ⊗ Φ satisfies
all the conditions in Lemma 3.2. Hence V is isomorphic to V (λ,ψ,Γ ). ✷
4. Modules over conformal algebras
In this section we will discuss modules over conformal algebras (see [5,7,8,
17]). Recall some basic definitions.
Definition 4.1. A conformal algebra C is a F [∂]-module with a F -bilinear
product n for n ∈ Z+ such that for any elements a, b ∈ C ,
(i) (locality) a n b= 0 for a sufficiently large n ∈ Z+,
(ii) ∂(a n b)= ∂a n b+ a n ∂b,
(iii) (∂a) n b =−na n−1 b.
Y. Yoon / Journal of Algebra 252 (2002) 376–393 391
Example 4.2. Let g be a finite-dimensional Lie algebra and let C(g)= F [∂] ⊗ g.
For any elements a, b ∈ g and for n ∈ Z+, define an nth product n via
a 0 b= [a, b], a n b = 0 for n 1. (37)
Then this gives a unique conformal algebra structure on C(g). We call this
conformal algebra the current conformal algebra associated g.
Let C be a conformal algebra. Let us consider the affinization C˜ = C[t, t−1] =
C ⊗F F [t, t−1] of C . With the derivation ∂˜ = ∂ ⊗ 1+ 1⊗ ∂t and the nth product
defined by (a, b ∈ C , f,g ∈ F [t, t−1])
(a⊗ f ) n (b⊗ g)=
∑
j∈Z+
(
a n+j b
)⊗ 1
j !
((
∂
j
t f
)
g
)
,
the affinization C[t, t−1] becomes a conformal algebra. Since the subspace ∂˜ C˜ of C˜
is an ideal with respect to the 0th product, we can consider the quotient algebra
C˜/˜∂ C˜. Denote this algebra by Coeff(C) and call the coefficient algebra of C .
Then, the mapping u :C → Coeff(C)[[z, z−1]] defined by u(a) =∑i∈Z aiz−i−1,
ai = ati , is an embedding of C . Let Coeff(C)− be the F -span of an for any
a ∈ C , n ∈ Z+. With the 0th product Coeff(C) becomes a Lie algebra. It is clear
that Coeff(C)− is a Lie subalgebra of the Lie algebra Coeff(C). The algebra
Coeff(C)− is called the annihilation algebra. The semi-direct sum Coeff(C)− =
FT + Coeff(C)−, where T is the derivation on Coeff(C) defined by T (an) =
−nan−1, a ∈ C , n ∈ Z, is called the extended annihilation algebra. For example,
the coefficient algebra of the current conformal algebra C(g) is just the current
algebra g⊗F [t, t−1] and the annihilation algebra is g⊗F [t].
Definition 4.3. A module M over a conformal algebra C is a F [∂]-module with
F -bilinear maps a "→ LMn (a) from C to EndF M for each n ∈ Z+ such that the
following properties hold for a, b ∈ C , v ∈M , m,n ∈ Z+:
(i) LMn (∂a)(v)=
[
∂M ,LMn (a)
]
(v)=−nLMn−1(a)(v),
(ii)
[
LMm (a),L
M
n (b)
]
(v)=
m∑
j=0
(
m
j
)
LMm+n−j (a j b)(v).
If a C-moduleM satisfies the property
LMn (a)(v)= 0 for n# 0 for any a ∈ C and v ∈M,
then it is called conformal.
Remark 4.4. A module over a conformal algebra C is just a module over the
extended annihilation algebra C− (see [7]).
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Definition 4.5. A module M over a current conformal algebra C(g) is called
integrable if LMn (eα) is locally nilpotent on M for any root vector eα of g of
root α, α ∈∆(g), and for any n ∈ Z+.
Theorem 4.6. Suppose V is a finitely generated integrable conformal module
over C = C(g), where g is semisimple. Then
(i) the module V is of finite type.
(ii) If the action of the annihilation algebra g⊗F [t] on V is semiprimitive, then
it is polynomial.
Proof. Let {w1,w2, . . . ,wp} be a set of generators of V as a C-module. For a ∈ C ,
n ∈ Z+, let Ln(a) denote the operator LVn (a). Since V is a conformal module
over C , for any element eα ∈ g, α ∈∆(g)∪ {0}, there exists a nonnegative integer
Mα such that
Ln(eα)wj = 0 for any nMα and 1 j  p. (38)
Let M be the maximal integer among Mα , α ∈ ∆(g) ∪ {0}. If M = 0, then V is
a trivial C-module. Hence we are done.
Suppose M  1. Then for any nM , 1 j  p, and α ∈∆(g)∪ {0}
eα ⊗ tn.wj = Ln(eα)(wj )= 0. (39)
Thus, we have
g⊗F [t]tM.wj = 0 for 1 j  p. (40)
Let g = n− ⊗ h ⊗ n+ be the triangular decomposition of g with respect to
a Cartan subalgebra h.
By the integrability of the module V , for any element eα ∈ g, α ∈∆(g), there
exists a positive integer Kα such that
Lm(eα)
Kα (wj )= 0 for any 0m<M and 1 j  p. (41)
Hence, for any polynomials f1(t), f2(t), . . . , fl(t) ∈ F [t] and for any 1 j  p
if l M(Kα − 1)+ 1, then
eα ⊗ fl(t). · · · . eα ⊗ f2(t). eα ⊗ f1(t).wj = 0. (42)
This implies that the g⊗ F [t]-submodule V ′ of V generated by w1, . . . ,wp is
finite-dimensional. Since V = F [∂]V ′, this shows that V of finite type.
Now let us assume the action of the annihilation algebra g ⊗ F [t] on V is
semiprimitive. From the finite-dimensionality of V ′ it follows that there exists
a positive integer N such that(
n± ⊗F [t]
)N
.V ′ = 0. (43)
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Thus we have(
n± ⊗F [t]
)N
.V = 0. (44)
Since the representation of g⊗F [t] on V satisfies the conditions of Theorem 2.6,
it shows that the representation is polynomial. ✷
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