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ON SINGULARITY FORMATION FOR THE TWO DIMENSIONAL
UNSTEADY PRANDTL’S SYSTEM
CHARLES COLLOT, TEJ-EDDINE GHOUL, SLIM IBRAHIM, AND NADER MASMOUDI
Abstract. We consider the two dimensional unsteady Prandtl’s system. For a special class of
outer Euler flows and solutions of the Prandtl system, the trace of the tangential derivative along
the transversal axis solves a closed one dimensional equation. We give a precise description of
singular solutions for this reduced problem. A stable blow-up pattern and a countable family of
other unstable solutions are found. The blow-up point is ejected to infinity in finite time, and
the solutions form a plateau with growing length. The proof uses modulation techniques and
different energy estimates in the various zones of interest.
1. Introduction
We consider the two dimensional unsteady Prandtl boundary layer equations:

ut − uyy + uux + vuy = −pEx (t, x, y) ∈ [0, T ) × R× R+,
ux + vy = 0,
u|y=0 = v|y=0 = 0, u|y→∞ = uE,
(1.1) 2DPrandtl
where −→u = (u, v) is the velocity field, uE and pE are the trace at the boundary of the tangential
component of the underlying inviscid velocity field and the pressure. Prandtl introduced this
model to describe the behaviour of a fluid close to a physical boundary for high Reynolds num-
bers. He obtained this model as a formal limit of the Navier-Stokes equation when the viscosity
goes to zero. He proposed the appearance of a boundary layer where the viscosity is still effec-
tive, describing the solution between the boundary and the interior part where the dynamics
is inviscid. The leading order term in the expansion in the boundary layer solves (1.1), see for
exemple [28, 29, 22] for more on the derivation of the system.
1.1. On singularity formation for the 2-dimensional Prandtl’s equations
In this paper we are interested by the formation of singularity in the Prandtl system. In-
deed, the fact that a singularity can appear in this system is actually a physical phenomenon
that is called the unsteady separation. Van Dommelen and Shen [31] obtained the first reliable
numerical result, and explained how the separation is linked to the formation of singularity.
They described the singularity as being a consequence of particles squashed in the streamwise
direction, with a compensating expansion in the normal direction of the boundary. We refer to
[5, 27, 11, 18] and references therein for additional numerical results on the singularity formation.
The precise description of the formation of singularity is still an open problem. However, E and
Engquist [7] proved that blow-up can happen. They make some symmetry assumptions and
consider a trivial inviscid flow in the outer region (uE = pE = 0). In this case, the trace of the
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tangential derivative along the transversal axis solves a closed one dimensional equation (1.3).
They proved existence of blow-up for this reduced problem. Their approach is by contradiction
and do not provide any information about the mechanism that leads to the singularity. For a
more general class of non-trivial inviscid flows in the outer region (uE , pE) but still with a suit-
able assumption of symmetry, this reduction is still possible. The corresponding one dimensional
problem still admits blow-up solutions [20]. The authors of [20] also use a convexity argument
which does not give details about the singularity.
In this paper, we give a complete description of the mechanism that leads to the singularity for
the reduced one dimensional problem, including the case of nontrivial inviscid flows in the outer
region. In particular, we prove the existence of a stable blow-up pattern, and other unstable ones.
Our approach is inspired by the description of the so-called ODE blow-up for the semi-linear
heat equation, see [14, 2, 17, 24] in particular. Note that the incompressibility condition gener-
ates difficulties through the appearance of a nonlocal nonlinear transport term. Actually, this
nonlocal term will induce two new effects, the singular point is ejected to infinity in finite time,
and the solution forms a plateau with a growing length. Another difficulty comes from the
boundary. Indeed, the blow-up is not localised near a single point but happens on a large zone.
We perform a careful treatment near the boundary to show that the solution stays bounded in
its vicinity.
The reduced one dimensional problem (1.3) with a different domain and boundary conditions
also appears in a special class of infinite energy solutions to the Navier-Stokes equations [10].
The authors proved the existence of a similar stable blow-up pattern as the one we describe here,
for a particular class of solutions. Their approach is based on parabolic methods and maximum
principles, allowing for a non-perturbative argument, but requires many special assumptions. In
particular, their argument does not apply to the problem that we consider in the present paper.
In addition, our approach based on energy methods is more robust, since it allows us to prove
the stability of the fundamental profile, to construct unstable blow-ups and to derive weighted
estimates.
One can wonder how the one dimensional reduction is related to the full two dimensional prob-
lem. From the numerics in [11] it seems that for certain solutions with symmetries the blow-up
indeed happens on the vertical axis. However, for other solutions, such as the singularity con-
sidered by Van Dommelen and Shen, still from the numerics another singularity appears before
the one on the vertical axis. In [4] we treated a two dimensional Burgers model with transverse
viscosity. This corresponds to a simplified version of the Prandtl system with a trivial flow at
infinity uE = pE = 0 and no vertical velocity v = 0. A similar one dimensional reduction can be
made. More interestingly we were able to prove that the one dimensional problem captures the
main features of the two dimensional singularity. As a result we obtained a complete description
of the mechanism that leads to singularity for the two dimensional problem.
In the present work, we show that the viscosity is asymptotically negligible during the singularity
formation. This indicates that the full 2-d blow-up could correspond to leading order to that
of the inviscid Prandtl’s equations. This has been proposed for the Van Dommelen and Shen
singularity in [30, 8, 3]. In a forthcoming paper, we study the self-similar blow-up profiles of the
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inviscid 2-d Prandtl’s equations. In particular, we show that there exists one of the form
u(t, x, y) = (T − t) 12Θ
(
x
(T − t) 32
,
y
(T − t)− 12
)
where T is the blow-up time, and where the profile Θ(X,Y ) satisfies ∂XΘ(0, Y ) = − sin2(Y/2)10≤Y≤2π.
Our main result in Theorem 1 shows that this is precisely the profile of the reduced one dimen-
sional equation. Therefore our result can be understood as a partial stability result for the
profile Θ. In a further step we hope to treat the complete two dimensional Prandlt’s system.
Singularity formation is one problem out of many others regarding the Prandtl’s boundary
layer system. The system is locally well-posed in the analytical setting [28, 21, 19]. Under
monotonicity assumptions, well-posedness holds in Sobolev regularity [26, 23, 1] and global weak
solutions also exist globally [34]. Note that the solutions we consider here do not satisfy the
monotonicity assumption. In this case, the equation can be ill-posed in Sobolev regularity [12].
Similar instabilities prevent the Prandtl’s system from being a good approximation of the Navier-
Stokes equations at high Reynolds number in certain cases [15]. Indeed, monotonicity and/or
Gevrey regularity in the tangential x-variable are necessary to insure that this approximation
holds. We refer to [28, 13] and the references therein. Finally, let us mention that the Goldstein
singularity in the steady case has been recently constructed in [6].
1.2. Statement of the result
Without loss of generality, consider a trivial vanishing outer flow uE = pE = 0. Our result
adapts straightforwardly to more general outer flows, as they just generates additional lower
order terms, see comments below. Consider an initial datum u0(x, y) of the horizontal component
of the velocity field for the Prandtl equation that is odd in x. Consequently, the corresponding
solution u(t, x, y) is also odd in x and
u(t, 0, y) = uxx(t, 0, y) = 0,
this allows one to consider only the dynamic of the tangential derivative of u along the y-axis.
To do so, we set
ξ(t, y) = −ux(t, 0, y), (1.2) tangderdef
which obey the following equation for y ∈ [0,+∞):{
ξt − ξyy − ξ2 +
(∫ y
0 ξ
)
ξy = 0,
ξ(t, 0) = 0, ξ(0, y) = ξ0(y).
(1.3) 1DPrandtl
The local well-posedness for the above equation is standard, see for exemple Proposition 6
which adapts the result of [33]. In particular, solutions for initial data in L1([0,+∞)) exist, are
instantaneously regularised and there holds the following blow-up criterion. If the maximal time
of existence of the solution is finite, then
lim sup
t↑T
‖ξ(t, ·)‖L∞([0,+∞)) = +∞. (1.4) id:blowupcriterion
Our main result is the precise description of the singularity formation for the reduced one-
dimensional problem (1.3).
th:main Theorem 1 (Stable blow-up for Equation (1.3)). There exists λ∗0 ≫ 1 such that for all λ0 ≥ λ∗0,
an ǫ(λ0) > 0 exists with the following property. Consider for λ0 ≥ λ∗0 an initial datum of the
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form:
ξ0(y) = λ
2
0 cos
2
(
y − λ0π
2λ0
)
10≤y≤2λ0π + ξ˜0(y), with ‖ξ˜0‖L1([0,+∞)) ≤ ǫ(λ0). (1.5) id:condtion initiale
Then the solution to (1.3) blows up at some time T > 0, with T → 0 as λ0 → +∞, with:
ξ(t, y) = λ2(t) cos2
(
y − y∗(t)
2λ(t)µ(t)
)
1−π≤ y−y∗
λµ
≤π + ξ˜,
where, for some µ∞ > 0:
λ(t) =
1√
T − t+O((T−t)
3/2), µ(t) = µ∞+O((T−t)), y∗(t) = µ∞π√
T − t+O((T−t)
−1/4), (1.6) th:bd para
and
‖ξ˜‖L∞ ≤ (T − t)−1+
1
8 . (1.7) th:bd xi
Moreover, on any compact set, the solution remains uniformly regular up to time T , so that for
any y ∈ [0,+∞), the limit limt↑T ξ(t, y) = ξ∗(y) exists and satisfies:
ξ∗(y) ∼ y
2
4µ2∞
as y → +∞. (1.8) eq:blowupprofile
There also exist a countable family of other unstable blow-up scenarios. The solution also
forms a bump-like profile, with a support that is bigger than in the stable blow-up case. The
instability corresponds to the appearance of unstable and localised eigenmodes at the linearised
level which are not linked to the symmetries of the equation.
th:main2 Theorem 2 (Instable blow-ups for Equation (1.3)). For any k ∈ N, with k ≥ 2, there exists a
solution to (1.3) blowing up at time T > 0, with:
ξ(t, y) = λ
2k
2k−1Gk
(
y − y∗(t)
λ(t)µ(t)
)
1−ak≤ y−y∗λµ ≤ak
+ ξ˜,
where ak = π/(2k sin(π/2k)), Gk is defined in Proposition 4, and with, for some µ∞, ν > 0:
λ(t) =
1
(T − t)1− 12k
(1+O((T−t)ν), µ(t) = µ∞+O((T−t)ν), y∗(t) = µ∞ak
(T − t)1− 12k
(1+O((T−t)ν),
and
‖ξ˜‖L∞ ≤ (T − t)−1+ν .
Moreover, on any compact set, the solution remains uniformly regular up to time T , so that for
any y ∈ [0,+∞), the limit limt↑T ξ(t, y) = ξ∗(y) exists and satisfies:
ξ∗(y) ∼
(
2k − 1
µ∞
) 2k
2k−1
y1+
1
2k−1 as y → +∞.
Let us make the following comments on the results of Theorem 1 and 2.
1. On the implication for the Prandtl’s boundary layer. Our result shows that the blow-up does
not happen at the boundary, nor at a finite distance from it, but the singularity is ejected to
infinity. This fact is rarely emphasised, but can be seen on numerical results, see [11] for exem-
ple. This suggests that the boundary layer should interact with the outer Euler flow. Moreover,
Prandtl’s equations are derived neglecting the viscosity effects in the horizontal direction x.
Since the x-derivative becomes unbounded in our result, the approximation of the Navier-Stokes
equations by the Prandtl’s system is not valid just before the the singularity formation.
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2. On symmetry assumptions and the stable singularity formation. The reduction to the one-
dimensional problem (1.3) breaks down in the general case without symmetry assumptions.
Hence our stability result in Theorem 1 should be understood within the symmetry class of odd
solutions. Actually, the stable 2-d singularity is expected to be a non-symmetrical one from
[31, 30, 8, 3]. In particular, the blow-up scales in the transversal y direction are different from
the one of Theorem 1, see [11].
3. On more general outer flows. Our results can be extended to other non-trivial outer flows
satisfying suitable symmetry assumptions (e.g. uE odd and pE even in x). Indeed, this will
just induce the presence of new terms that are of lower order asymptotically during singularity
formation, and will not perturb the blow-up mechanism. Hence the statements of Theorems
1 and 2 remain true. This is the case, for exemple, of the impulsively started cylinder [31]
uE = κ sinx and pE = (κ2/4) cos(2x), for which the reduced equation (1.3) becomes:{
ξt − ξyy − ξ2 +
(∫ y
0 ξ
)
ξy = −κ2,
ξ(t, 0) = 0, ξ(t, y) −→
y→+∞ −κ.
1.3. Strategy of the proof and organisation of the paper
The proof relies on a perturbative bootstrap argument around the blow-up profile. The max-
imum of the solution is the most sensitive location, where the viscosity effects are non negligible
at the parabolic scale. There, the dynamics is given by an elliptic operator with compact re-
solvant (3.1) in a suitable weighted space, as in [14, 2, 17, 24]. A decomposition of the solution
onto the eigenmodes allows to derive modulation equations for the parameters and decay for the
remainder due to a spectral gap. In the midrange zone, away from the maximum but still on
the support of the blow-up profile, the viscosity is negligible and we face a singularly perturbed
problem (4.38). We use a new Lyapunov functional with an adapted weight and take derivatives
with a suitable vector field, which are the main technical novelties of the present paper. Finally,
the solution is studied near the boundary via a no blow-up argument inspired from [14, 16, 25].
The paper is organised as follows. In Section 3, we give a heuristic argument for the derivation
of the blow-up profiles and some of their properties in Proposition 4. Then we prove Theorem 1
for which Section 4 is the heart of the paper. The bootstrap argument is described in Subsection
4.3 and Proposition 12 states the perturbative result in renormalised variables. The analysis
near the maximum is in Subsection 4.4, the modulation equations and the interior Lyapunov
functional are established in Lemmas 14 and 15. The midrange zone is analysed in Subsection
4.5, the exterior Lyapunov functionals are established in Lemmas 17 and 18. The solution is
studied on compact sets in the original variable in Lemma 20. Proposition 12 and Theorem 1
are then proved in Subsection 4.7. Finally, we explain how the proof adapts to show Theorem
2 in Section 5.
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2. Notations
Let the measure
ρ(Y ) =
1
2
√
3
π
e−
3Y 2
4 .
For a function h defined on some half line [Y0,+∞), we will write with an abuse of notation:
‖h‖2L2ρ =
∫ +∞
Y0
h2(Y )ρ(Y )dY, ‖h‖2H1ρ =
∫ +∞
Y0
(h2(Y ) + |∂Y h(Y )|2)ρ(Y )dY, (2.1) def:L2rho
and the value of Y0, being the image of the origin in original variables y by a change of variable,
due to the boundary condition in (1.3), will always be clear from the context. We denote the
primitive of a function integrated from the origin by
∂−1y h(y) =
∫ y
0
h(y˜)dy˜, ∂−1Y h(Y ) =
∫ Y
0
h(Y˜ )dY˜ , ∂−1Z h(Z) =
∫ Z
0
h(Z˜)dZ˜,
the integration being with respect to the variables y, Y or Z to be defined later on. Note that
the origin will not be preserved by the change of variables: y = 0 does not correspond to Y = 0
and the integrals do not start from the same point. Consider the Hermite polynomials:
h0 = 1, h1 =
√
3Y, h2 = 3Y
2 − 2. (2.2) eq:defhi
The heat kernel will be denoted by:
Kτ (x) =
1
(4πτ)
1
2
e−
x2
4τ .
We write A ≤ CB if A,B ≥ 0 and if the constant C is independent of the other parameters, or
which is independent of the initial renormalised time s0, and its value will change from one line
to another. We write A . B if A ≤ CB, and O(B) means a quantity that is . B. We write
C(K) for exemple to precise that the constant depends only on some parameter K. We write
A ≈ B if A . B and B . A.
3. Formal analysis and blow-up profiles
sec:formal
In this section we derive formally the blow-up profile for (1.3). This approach relying on
matched asymptotics is inspired by [32, 9, 2, 24, 17, 10]. Let us first perform a formal compu-
tation for the effect of the viscosity near the maximum of the solution, and for the obtention of
the suitable self-similar variables. Assume that the solution to (1.3) blows up at time T , with
its maximum at a point y∗(t), and that the speed of this point is given by the transport part of
the equation: y∗t = ∂−1y ξ(y∗). We then use parabolic self-similar variables:
Y =
y − y∗√
T − t , s = − log(T − t), f(s, Y ) = (T − t)ξ(t, y)
and find that f solves, assuming that one can neglect the boundary condition,
fs + f +
Y
2
∂Y f − f2 + ∂−1Y f∂Y f − ∂Y Y f = 0.
An obvious solution of the above equation is the constant in space-time solution f = 1, which
corresponds to φ = 1/(T − t) in original variables (which solves (1.3) but does not satisfy the
boundary condition). Assuming that 1 is a good approximation of the solution for some large
zone in the variable Y , we compute the evolution of the correction ε = f − 1:
εs + L ε = NL, L ε := −ε+ 3
2
Y ∂Y ε− εyy, NL = ε2 − ∂−1Y ε∂Y ε. (3.1) eq:def L
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The linearised operator L is well known.
pr:Ls Proposition 3. The operator L : H2ρ → L2ρ is essentially self-adjoint with compact resolvant.
Its spectrum is {−1 + 3i/2, i = 0, 1, 2, ...}, with associated eigenfunctions
hi(Y ) = Hi
(√
3Y
)
=
[ i2 ]∑
j=0
i!
j!(i − 2j)! 3
i−2j
2 (−1)jY i−2j
where Hj is a Hermite polynomial.
Proof. Changing variables and setting u(Y ) = w(z), z =
√
3Y gives L u = 3(L˜w)(z) where
L˜ := ∂zz − 1/2∂z + 1/3 and the result follows from the corresponding result on L˜ whose
eigenbasis consists on Hermite polynomials, see [24].
From Proposition 3 one sees that the linearised dynamics possesses one instability direction,
and an infinite number of stable modes. The instable direction corresponds to the constant in
space mode 1, and is related to a symmetry of the equation: the invariance by time translation.
One can assume that the blow-up time has been chosen well, so that this mode is not excited.
Neglecting the nonlinear effects, one can assume from Proposition 3 that one mode dominates:
ε(s, Y ) ≈ Ce(1− 32 i)shi(Y ), i ≥ 1.
From the behaviour at infinity of the polynomials hi, the fact that 1+ε is maximal near the origin
implies that C = −c < 0 and that i = 2k is an even positive integer (the modes associated to odd
integers are related to another symmetry of the equation: the invariance by space translation).
Therefore, ε(s, Y ) ≈ −ce(1−3k)sh2k(Y ) ≈ −ce(1−3k)sY 2k for Y large. The correction ε then starts
to be of the same size as the leading order term 1 in the zone
|Y | ∼ e( 32− 12k )s, i.e. y − y∗ ∼ (T − t)−1+ 12k .
This suggests to introduce the new variables:
Z :=
Y
e(
3
2
− 1
2k )s
= (T − t)1− 12k (y − y∗), F (s, Z) := f(s, Y )
and F solves
Fs + F − F 2 +
(
−
(
1− 1
2k
)
Z +
∫ Z
0
F (s, Z˜)dZ˜
)
∂ZF − e−(3−
1
k)s∂ZZF = 0.
Assuming that F is the correct rescaled unknown, the viscosity is asymptotically negligible and
F should converge to a stationary solution of the self-similar inviscid equation
F − F 2 +
(
−
(
1− 1
2k
)
Z +
∫ Z
0
F (Z˜)dZ˜
)
d
dZ
F = 0. (3.2) eq:F1
In other words, F should tend in renormalised variables to a self-similar solution of (1.3) without
viscosity and boundary which is:
ψt − ψ2 +
(∫ y
−∞
ψ
)
∂yψ = 0. (3.3) eq:inviscidprandtl1d
This equation admits a four-parameters group of symmetries: invariance by space and time
translation and a two-dimensional scaling group. Namely, if ψ(t, x) is a solution then so is
1
λ
ψ
(
t− t0
λ
,
y − y0
µ
)
, (t0, y0, µ, λ) ∈ R2 × (0,+∞)2
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Note that this contains the action of scaling subgroups of the form λ2k/(2k−1)ψ(λ2k/(2k−1)t, y/λ)
for k ≥ 0. The following proposition describes the solutions to Equation (3.2), and is essentially
taken from [10].
pr:F Proposition 4. Let k ∈ N. Equation (3.2) admits a one-parameter family of solutions
Gk
(
Z
µ
)
, µ > 0, (3.4) id:Fk rescaled
where Gk is even, compactly supported on [−ak, ak] with ak = π/(2k sin(π/2k)), positive and
increasing on (−ak, 0), of class C1+1/(2k−1)−ǫ on R, and satisfies the asymptotic expansions
Gk(Z) = (2k − 1)1+
1
2k−1 (Z + ak)
1+ 1
2k−1 as Z → −ak, Gk(Z) = 1− Z2k as Z → 0.
For k = 1 one has a = π and the explicit formula up to the rescaling (3.4):
G1(Z) = cos
2
(
Z
2
)
1−π≤Z≤π. (3.5) id:F1
re:F Remark 5. As is clear from the proof of Proposition 3 provided in below, we have
∫ ak
0 F (Z)dZ =
(1 − 1/(2k))ak. Using this fact, one sees that equation (3.2) admits other solutions of the form
Gk((Z − µak)/µ). It also admits the trivial solutions 0 and 1. We claim that all other bounded
solutions of (3.2) can be obtained by gluing a finite or an infinite number of these solutions, when
they attain 1 or 0. For exemple, the function:
F (Z) =


1 for Z ≤ 0,
Gk(Z) for 0 ≤ Z ≤ ak,
Gk
(
Z−µak−ak
µ
)
, for ak ≤ Z
is also a solution with the same regularity.
The solutions Gk of (4.5) are also well defined for k > 0 and k /∈ N. There is then a continuum
of blow-up speeds for equation (3.3), but adding viscosity selects only the smooth blow-up profiles.
Proof. The formula for k = 1 is a direct computation. We perform the change of variables on
[0,+∞):
dξ
dZ
=
ξ
− (1− 12k)Z + ∫ Z0 G(Z˜)dZ˜ , H(ξ) := G(Z).
So that the equation (3.2) becomes
H −H2 + ξ∂ξH = 0
whose solution is H = (1 + ξ)−1 (renormalising the constant of integration). Unwinding the
transformation one finds
dZ
dξ
=
1
ξ
[
−
(
1− 1
2k
)
Z +
∫ Z
0
F (Z˜)dZ˜
]
which gives
d2Z
dξ2
= −1
ξ
dZ
dξ
−
(
1− 1
2k
)
1
ξ
dZ
dξ
+
1
ξ
dZ
dξ
F (Z) =
dZ
dξ
[
−
(
2− 1
2k
)
1
ξ
+
1
ξ + ξ2
]
and hence
d
dZ
(
log
dZ
dξ
)
= −
(
2− 1
2k
)
1
ξ
+
1
ξ + ξ2
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that after integration yields
log
dZ
dξ
= C + log
(
ξ−(2−
1
2k )
)
+ log ξ − log(ξ + 1)
where C is an integration constant. From this one deduces that, taking C to get a constant
equal to 1 in the expression below
dZ
dξ
=
ξ−(1−
1
2k )
1 + ξ
, Z(0) = 0.
Since Z(0) = 0, one deduces that
lim
ξ→+∞
Z(ξ) =
∫ +∞
0
ξ−(1−
1
2k )
1 + ξ
dξ =
π
sin
(
π
2k
) .
and that as ξ → 0,
Z = 2kξ
1
2k (1 +O(ξ))
and that as ξ → +∞:
Z =
π
sin
(
π
2k
) − ξ−1+ 12k
1− 12k
(1 +O(ξ−1)).
This yields near the origin
ξ =
(
Z
2k
)2k
(1 +O(Z2k))
and at infinity:
ξ =
(
1− 1
2k
)− 2k
2k−1
(
π
sin
(
π
2k
) − Z
)− 2k
2k−1

1 +O
(
π
sin
(
π
2k
) − Z
) 2k
2k−1

 .
Therefore near the origin G(Z) = 1− (2k)−2kZ2k +O(Z4k) and near ak = π/ sin(π/(2k))
G(Z) =
(
1− 1
2k
) 2k
2k−1
(ak − Z)
2k
2k−1 (1 +O((ak − Z)
2k
2k−1 ))
and the result follows.
From Proposition 4 and Remark 5, equation (3.3) then admits a family of backward self-similar
profiles for k ∈ N which are smooth on their support:
ψ(t, y) =
1
T − tGk
(
(y − y∗(t))(T − t)
1− 1
2k
µ
)
, y∗(t) =
µak
(T − t)1− 12k
+ y∗0, µ > 0.
They blow up in finite time and their support, which is y ∈ [y∗0 , y∗0 + 2ak/(µ(T − t)1−1/2k)], is
growing to infinity. The formal analysis we just performed indicates that they could be at the
heart of the blow-up phenomenon.
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4. Proof of Theorem 1
sec:main
First, let us give the following local well-posedness result which is an adaptation of [33].
Note that if ξ solves (1.3), then λ2ξ(λ2t, λy) is also a solution. The scaling transformation
h 7→ λ2h(λy) is an isometry on L1/2([0,+∞)) and (1.3) is then said to be L1/2-critical.
pr:cauchy Proposition 6 (Local well-posedness). Let ξ0 ∈ L1([0,+∞)). There exists T (‖ξ0‖L1) > 0 and
a unique solution to (1.3) in Duhamel formulation such that ξ ∈ C([0, T ], L1([0,+∞))), ξ(0, ·) =
ξ0(·) and ‖∂yξ(t)‖L1 . t−1/2. Moreover, ξ ∈ C∞((0, T ] × [0,+∞)) and for each k ∈ R, ∂ky ξ ∈
C((0, T ], L1([0,+∞))). For any k ∈ N and 0 < T1 ≤ T , the solution map is locally uniformly
continuous from L1 into C([T1, T ],W
k,1[0,+∞)).
Solutions associated to initial data of the form (1.5) are thus well-defined and we now turn
to the proof of Theorem 1. We will use sometimes alternative formula for the profile:
G1(Z) = cos
2
(
Z
2
)
1−π≤Z≤π =
(
1
2
+
1
2
cos(Z)
)
1−π≤Z≤π (4.1)
= 1− Z
2
4
+
Z4
48
+O(|Z|6) as Z → 0.
The proof of Theorem 1 relies on a bootstrap argument performed near the blow-up profile.
First we explain how to suitably decompose a solution near the blow-up profile and then set up
the bootstrap procedure. The fact that such solutions satisfy the properties of Theorem 1 is
then showed at the end of this section.
4.1. Adapted geometrical decomposition and renormalised flow
The following lemma states that in a suitable neighbourhood of the set of self-similar profiles,
there exists a unique way to project the solution onto this set using adapted orthogonality
conditions.
lem:decomposition Lemma 7 (Geometrical decomposition). There exist λ∗, δ,K > 0 such that for all λ0 ≥ λ∗
and Y0 ≤ −λ20, for any ε ∈ BL2ρ(δλ−40 ) with ε(Y0) = −G1(Y0/λ20), there exist (λ, µ, Y˜0) ∈
(0,+∞)2 × R, such that the following decomposition holds
G1
(
Y
λ20
)
+ ε(Y ) = λ2G1
(
Y − Y˜0
λ2µ
)
+ ε˜(Y − Y˜0) with ε˜ ⊥ h0, h1, h2 in L2ρ.
Moreover, these are the only such parameters satisfying |λ− 1|λ40 + |µ|+ |Y˜0| ≤ K. This defines
a mapping ε 7→ (λ, µ, Y˜0), which is of class C1 in L2ρ.
Remark 8. One has to keep track of the free boundary in the Y variable, and we made a slight
abuse of notations in Lemma 7. Indeed, note that the space L2ρ in which ε belongs is given
by (2.1) with boundary at Y0, whereas the space L
2
ρ in which ε˜ belongs, and in which it enjoys
orthogonality condition is (2.1) with boundary at Y0 − Y˜0.
The proof of the above lemma is a standard combination of the implicit function theorem and
a Taylor expansion of G1 near the origin. It is relegated to Appendix B.
For a function ξ : [0, T )× [0,+∞)→ R, given parameters (λ, µ, y∗) ∈ C1([0, T ), (0,+∞)2 × R),
we define two renormalisations. The first one is the parabolic self-similar renormalisation close
to the blow-up point:
s = s0 +
∫ t
t0
λ2(t˜)dt˜, Y = λ(y − y∗), f(s, Y ) = 1
λ2
ξ(t, y). (4.2) def:renormalisationpara
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The second one is the renormalisation associated to the leading order profile:
Z =
y − y∗
λµ
=
Y
λ2µ
, F (s, Z) =
1
λ2
ξ(t, y) = f(s, Y ). (4.3) def:renormalisationpara2
The function ξ solves (1.3) if and only if the functions f and F solve the equations{
fs +
λs
λ (2 + Y ∂Y )f − f2 + ∂−1Y f∂Y f +
(∫ 0
−λy∗ f − λy∗s
)
∂Y f − ∂Y Y f = 0,
f(s,−(π + a)λ2µ) = 0,
(4.4) eq:f
and
 Fs +
λs
λ (2− Z∂Z)F − F 2 + ∂−1Z F∂ZF +
(∫ 0
− y∗
λµ
F − y∗sλµ
)
∂Zf − 1λ4µ2 ∂ZZF = 0,
F (s,−(π + a)) = 0.
(4.5) eq:F
Since λ will behave like (T − t)−1/2, and the blow-up point will behave like πµ(T − t)−1/2, we
introduce the correction a:
y∗ = λµ(π + a). (4.6) def:a
We take the following notation for the remainder:
f(s, Y ) = G1(Z) + ε(s, Y ), F (s, Z) = G1(Z) + u(s, Z), so that ε(s, Y ) = u(s, Z). (4.7) id:decomposition vp
4.2. The weighted norm and derivative outside the blow-up point
subsec:wq
To control the solution, we need a special weight and a special vector field to take derivatives,
both adapted to the linearized operator in the Z variable. We refer to Subsection 4.5 and
Lemma 16 for more information regarding these choices. Let q : R → [0,+∞) be an even
function satisfying the following properties. q ∈ C2((0,+∞)), q(0) = 0, q′ > 0 on (0, π) with a
limit on the right of the origin that exists and satisfies limZ↓0 q′(Z) > 0, q′(π) = 0, q′′(π) < 0,
and q(Z) = q(π) = 1 for Z ≥ π. Define the weight w on (0,+∞) × R∗ by:
w(s, Z) :=


1+cosZ
(1−cosZ) sin4 Z
1
sin(−Z)4(π + Z)
3 1
sq(Z)
if Z ∈ (−π, 0),
1+cosZ
(1−cosZ) sin4 Z
1
sinZ 4(π − Z)3 1sq(Z) if Z ∈ (0, π),
1
s , if |Z| ≥ π.
(4.8) eq:def w
Note that the weight w(s, ·) is even, of class C1 on (0,+∞), and C2 on (0, π) and (π,+∞). To
take derivatives in a suitable way, we will use the vector field A∂Z , where:
A(Z) :=


−1 for Z ≤ −π2 ,
sinZ for − π2 ≤ Z ≤ π2 ,
1 for π2 ≤ Z.
(4.9) eq:def A
Note that one has the following sizes for s > 0 and Z ∈ [−π, π]:
w ≈ 1|Z|7sq(Z) , |A| ≈ |Z|. (4.10) bd:w
4.3. The bootstrap regime
subsec:bootstrap
The solution we will consider will be close to the blow-up profile in the following sense. At
initial time we require the following bounds, involving parameters which will be fixed later on.
Note that Lemma 7 implies the uniqueness of the decomposition used below.
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def:ini Definition 9 (Initial closeness). Let M ≫ 1, s0 ≫ 1, 0 < ν ≪ 1 and ξ0 ∈ C∞([0,+∞),R) with
ξ(0) = ∂yyξ(0) = 0. We say that ξ0 is initially close to the blow-up profile if there exists λ0 > 0,
a0 ∈ R and µ0 > 0 such that the following properties are verified. In the variables (4.2) one has:
f(s0, Y ) = G1
(
Y
λ20µ0
)
+ ε0, ε0 ⊥ρ (h0, h1, h2), (4.11) eq:orthogonalite
and the remainder and the parameters satisfy:
(i) Initial values of the modulation parameters:
1
2
e
s0
2 < λ0 < 2e
s0
2 ,
1
2
< µ0 < 2, |a0| < e−
1
2
s0 . (4.12) bd:parametersini
(ii) Initial smallness of the remainder in parabolic variables:
‖ε0‖L2ρ < e−
7
2
s0 , ‖ε0‖H3(|Y |≤M3) < e−
7
2
s0 . (4.13) bd:eini
(iii) Initial smallness of the remainder in inviscid self-similar variables:∫ −Me−s0
−π−a0
u2wdZ+
∫ +∞
Me−s0
u2wdZ < e−2(
1
2
−ν)s0 ,
∫ −Me−s0
−π−a0
|A∂Zu|2wdZ+
∫ +∞
Me−s0
|A∂Zu|2wdZ < e2νs0 .
(4.14) bd:eini2
(iv) Initial regularity close to the origin in original variables:
‖ξ0‖W 1,∞([0,2]) < 1. (4.15) bd:eini3
We aim at proving that solutions which are initially close to the blow-up profile in the sense
of Definition 9 will stay close to this blow-up profile up to modulation. The proximity at later
times is defined as follows.
def:trap Definition 10 (Trapped solutions). Let K ≫ 1 and 0 < ν ′ ≪ ν. We say that a solution
is trapped on [s0, s
∗] if it satisfies the properties of Definition 9 at time s0, and if it can be
decomposed according to (4.7) and (4.11) for all s ∈ [s0, s∗] with:
(i) Values of the modulation parameters:
1
K
e
s
2 < λ < Ke
s
2 ,
1
K
< µ < K, |a| < Ke−( 12−2ν)s. (4.16) bd:parameterstrap
(ii) Smallness of the remainder in parabolic variables:
‖ε‖L2ρ < Ke−
7
2
s, ‖ε‖H3(|Y |≤M2) < Ke−(
7
2
−ν′)s. (4.17) bd:etrap
(iii) Smallness of the remainder in the inviscid self-similar variables:∫ −Me−s
−π−a
u2wdZ+
∫ +∞
Me−s
u2wdZ < K2e−2(
1
2
−ν)s,
∫ −Me−s
−π−a
|A∂Zu|2wdZ+
∫ +∞
Me−s
|A∂Zu|2wdZ < K2e2νs.
(4.18) bd:etrap2
Remark 11. Lemma 7 and the regularity of the flow, Proposition 6, imply that the parameters
of Definition 10 are uniquely determined and in C1([s0, s1]). In particular, the renormalisation
(4.2) and (4.3) is indeed well-defined.
The heart of the paper is the following bootstrap proposition.
pr:bootstrap Proposition 12. There exist universal constants K,M, s∗0 ≫ 1 and 0 < ν ′ ≪ ν ≪ 1 such that
the following holds for any s0 ≥ s∗0. Any solution which is initially close to the blow-up profile
in the sense of Definition 9 is trapped on [s0,+∞) in the sense of Definition 10.
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Lemma 7, and a standard continuity argument, imply that for s0 large enough, any solution
which is initially close to the blow-up profile in the sense of Definition 9 is trapped in the sense
of Definition 10 on some interval [s0, s1) with s1 > s0. Let s
∗ > s0 be the supremum of times
s1 ≥ s0 such that the solution is trapped on [s0, s1]. The strategy is now to show that s∗ = +∞
by studying the trapped regime in several following several lemmas and showing that the solu-
tions cannot escape from the open set defined by Definition 10. The proof of Proposition 12 is
then given at the end of this section.
Note that the constants K, M , s∗0, ν
′, ν and η will be adjusted during the proof: we will always
be able to conclude the proof of the various lemmas by choosing M large enough depending on
K and then s∗0 large enough. First, note that one has pointwise control of the remainder for
trapped solutions.
lem:Linftybd Lemma 13. Let u be trapped on [s0, s1]. Then for s0 large enough there holds for all s ∈ [s0, s1]:
‖ε‖L∞ = ‖u‖L∞ . Kse−(
1
4
−ν)s. (4.19) bd:weightedSobolev
Proof. First, from (4.17), Sobolev embedding implies:
‖ε‖L∞(|Z|≤M2) . Ke−
7
2
s.
Let E := {−π−a ≤ Z ≤ −M2e−s}∪{M2e−s ≤ Z}. Then, one notices from (4.10) that w & s−1
and |A|w & s−1 on E, implying:
‖u‖2L2(E) . s
∫ −Me−s
−π−a
u2w+s
∫ +∞
Me−s
u2w, ‖∂Zu‖2L2(E) . s
∫ −Me−s
−π−a
|A∂Zu|2w+s
∫ +∞
Me−s
|A∂Zu|2w.
Therefore, using Agmon’s inequality and (4.18) gives:
‖u‖L∞(E) . ‖u‖
1
2
L2(E)
‖∂Zu‖
1
2
L2(E)
. Ks
1
2 e−(
1
4
−ν).
Hence, as for M large enough depending on K the two zones |Z| ≥Me−s and |Y | ≤ M2 cover
the entire space, there holds ‖u‖L∞ . Kse−(
1
4
−ν) +Ke−
7
2
s . Kse−(
1
4
−ν) for s0 large enough.
4.4. Analysis near the blow-up point
subsec:max
This subsection is devoted to the study of the solution near y∗ in parabolic variables (4.2).
This is the most sensible zone, in which the blow-up parameters are selected. The remainder
is dissipated away from this point, until it reaches the outside region |Z| & 1 where another
dynamics takes place (see next subsection). The analysis near the blow-up point is the conse-
quence of the blow-up profile structure, the linear structure Proposition 3 and the orthogonality
conditions (4.11). The measure ρ = ce−3Y
2/4 decreases very fast because of the transport part of
the operator L which is unbounded and pushes the characteristics away from the origin. There-
fore, the analysis here is poorly affected by the exterior dynamics. From (4.4), (4.7), (3.2) and
(4.6) we infer that ε solves{
εs + L ε+ L˜ ε+Mod +NL− 1λ4µ2 ∂ZZG1(Z) = 0,
ε(s,−(π + a)λ2µ) = −G1(−π − a).
(4.20) eq:e
where L is defined by (3.1), the small linear term, the modulation term and the nonlinear term
are
L˜ ε := 2 (1−G1(Z)) ε+
(
λ2µ∂−1Z G1(Z)− Y
)
∂Y ε+
1
λ2µ
∂ZG1(Z)∂
−1
Y ε, (4.21) def:tildeL
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Mod(Y ) := −µs
µ
Z∂ZG1(Z) +
(
λs
λ
− 1
2
)
((2− Z∂Z)G1(Z) + (2 + Y ∂Y )ε)
+
(∫ 0
−(π+a)λ2µ
fdY − λy∗s
)(
1
λ2µ
∂ZG1 + ∂Y ε
)
,
NL = −ε2 + ∂−1Y ε∂Y ε.
The parameters evolve according to the following dynamics.
lem:modulation Lemma 14 (Modulation equations). Let a solution be trapped on [s0, s
∗]. Then one has for s0
large enough:∣∣∣∫ 0−λy∗ fdY − λy∗s ∣∣∣ . e−es + ‖ε‖L2ρ + λ4‖∂Y ε‖2L2ρ + λ4‖ε‖L∞‖∂Y ε‖L2ρ ,∣∣∣µsµ − 12λ4µ2
∣∣∣+ λ4 ∣∣∣λsλ − 12 + 14λ4µ2
∣∣∣ . λ−8 + ‖ε‖L2ρ + λ4‖∂Y ε‖2L2ρ + λ4‖ε‖L∞‖∂Y ε‖L2ρ ,∣∣∣∫ 0−λy∗ fdY − λy∗s
∣∣∣+ ∣∣∣µsµ − 12λ4µ2
∣∣∣+ λ4 ∣∣∣λsλ − 12 + 14λ4µ2
∣∣∣ . e−( 32+ 14)s + e( 112 − 18)s‖∂Y ε‖2L2ρ ,∣∣∣as + a2 − ∫ −π−π−aG1dZ − 1λ2µ ∫ 0−λy∗ εdY
∣∣∣ . λ−4 + ‖ε‖L2ρ + λ4‖∂Y ε‖2L2ρ + λ4‖ε‖L∞‖∂Y ε‖L2ρ .
(4.22) bd:modulation
Proof. This is a direct and standard computation using the definition of the geometrical decom-
position and the spectral structure of the linearised dynamics. To ease notations we introduce
m1 = λs/λ−1/2, m2 = µs/µ and m3 =
∫ 0
−λy∗ fdY −λy∗s . m1 is the difference between the evolu-
tion of λ and the expected self-similar law. m3 is the difference between the speed of the blow-up
point and the value of the transport part of the equation at this point. First we differentiate
the orthogonality conditions (4.11) for i = 0, 1, 2 using the boundary condition (4.20):
0 =
d
ds
(∫ +∞
−λy∗
εhiρdY
)
=
d
ds
(λy∗)(hiρ)(−λy∗)G1(−π − a) +
∫ +∞
−λy∗
εshiρdY.
Since λy∗ & es from (4.16), one has that |ρ(λy∗)| ≤ e−e
3
2 s for s0 large enough. Therefore, as
| ∫ 0−(π+a)λ2µ fdY | . λ2µ . es from (4.7) and (4.19), the above identity can be rewritten as:∫ +∞
−λy∗
εshiρdY = O(e
−es(1 + |m1|+ |m3|)). (4.23) id:mod interm
We now estimate the contribution of each term when injecting (4.20) in the above identity.
Step 1 The linear and small linear terms. Performing integration by parts and thanks to the
orthogonality (4.11) and Proposition 3, using the boundary condition (4.20) and (4.77):∫ +∞
−λy∗
hiL ερdY = (∂Y ερhi)(−λy∗)− (ερ∂Y hi)(−λy∗) +
∫ +∞
−λy∗
L hiερdY (4.24)
= (∂Y ερhi)(−λy∗) + (ρ∂Y hi)(−λy∗)G1(−π − a) = O(ee−s(1 + |∂Y ε(−λy∗)|)) = O(e−es).
The small linear term is evaluated as follows. First, one computes using Cauchy-Schwarz that,
since |1−G1(Z)| . Z2 . λ−4Y 2:∣∣∣∣
∫ +∞
−λy∗
hi(1−G1(Z))ερdY
∣∣∣∣ . λ−4‖ε‖L2ρ .
Similarly, since
∣∣(λ2µ∂−1Z G1(Z)− Y )∣∣+ |Y | ∣∣∂Y ((λ2µ∂−1Z G1(Z)− Y ))∣∣ . λ−4|Y |3:∣∣∣∣
∫ +∞
−λy∗
hi
(
λ2µ∂−1Z G1(Z)− Y
)
∂Y ερdY
∣∣∣∣ . λ−4‖ε‖L2ρ .
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Using Cauchy-Schwarz one estimates that∣∣∣∣
∫ Y
0
ε(s, Y˜ )dY˜
∣∣∣∣ ≤ ‖ε‖L2ρ
(∫ Y
0
e
3
4
Y˜ 2dY˜
) 1
2
. ‖ε‖L2ρ
e
3Y 2
8
(1 + |Y |) 12
(4.25) eq:controlenonlocal
which implies the bound, since |∂ZG1(Z)| . λ−4|Y |:∣∣∣∣
∫ +∞
−λy∗
hi
1
λ2µ
∂ZG1(Z)∂
−1
Y ερdY
∣∣∣∣ . λ−4‖ε‖L2ρ .
From (4.21) this gives the bound for the small linear term:∣∣∣∣
∫ +∞
−λy∗
hiL˜ ερdY
∣∣∣∣ . λ−4‖ε‖L2ρ . (4.26) bd:mod12
Step 2 The modulation term. We first rewrite it performing a Taylor expansion on G1 from
(4.1) near the origin and using (2.2):
Mod(Y ) = m2
(
1
λ4µ2
(
1
6
h2(Y ) +
1
3
h0(Y )
)
+ µ−4λ−8r2(Y )
)
(4.27)
+m1
(
2h0(Y ) + µ
−4λ−8r1(Y ) + (2 + Y ∂Y )ε
)
+m3
(
− 1
λ4µ2
1
2
√
3
h1(Y ) + µ
−4λ−8r3(Y ) + ∂Y ε
)
(4.28)
where r1(Y ) = µ
4λ8((2−Z∂Z)G1− 2) and r2 = −µ4λ8Z(∂ZG1+Z/2) are even functions which
are O(Y 4), and r3 = µ
3λ6(∂ZG1 + Z/2) is and odd function that is O(Y
3). We recall that h2i
and h2i+1 are even and odd functions and form an almost orthogonal family:
∫ +∞
−λy∗ hihjρ =
− ∫ −λy∗−∞ hihjρ = O(e−e3s/2). From (4.11) and (2.2), one has ∫ +∞−λy∗ pε = 0 for any polynomial p
of degree 2. Using this, (4.11) and the boundary condition (4.20) we obtain that∫ +∞
−λy∗
h0Modρ = m2
‖h0‖2L2ρ +O(λ
−4)
3λ4µ2
+m1
(
2‖h0‖2L2ρ +O(λ
−8) + (Y ρ)(−λy∗)G1(−π − a)
)
+m3
(
−µ−4λ−8
∫ −λy∗
−∞
r3ρ+ ρ(−λy∗)G1(−π − a)
)
,
= m2
(‖h0‖2L2ρ
3λ4µ2
+O(λ−8)
)
+m1
(
2‖h0‖2L2ρ +O(λ
−8)
)
+m3O(e
−es), (4.29)
where for the last bound we used the fact that λy∗ & es and ρ = Ce−
3Y 2
4 ; similarly∫ +∞
−λy∗
h1Modρ
= m1
(
O(e−e
s
)− µ−4λ−8
∫ −λy∗
−∞
h1r1ρ+
(Y 2ρ)√
3
(−λy∗)G1(−π − a) +O(‖ε‖L2ρ)
)
+m2
(
O(e−e
s
)− µ−4λ−8
∫ −λy∗
−∞
h1rρ
)
+m3
(
−
‖h1‖2L2ρ +O(λ
−4)
2
√
3λ4µ2
− (Y ρ)√
3
(−λy∗)G1(−π − a)
)
= m2O(e
−es) +m1O(e−e
s
+ ‖ε‖L2ρ)−m3
‖h1‖2L2ρ +O(λ
−4)
2
√
3λ2µ
, (4.30)
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and ∫ +∞
−λy∗
h2Modρ
= m2
(‖h2‖2L2ρ
6λ4µ2
+O(λ−8)
)
+m1
(
O(λ−8) + (Y h2ρ)(−λy∗)G1(−π − a) +O(‖ε‖L2ρ)
)
+m3
(
O(e−e
s
)− µ−4λ−8
∫ −λy∗
−∞
h2r3ρ+ (h2ρ)(−λy∗)G1(−π − a) +O(‖ε‖L2ρ)
)
= m2
‖h2‖2L2ρ +O(λ
−4)
6λ4µ2
+m1O(λ
−8 + ‖ε‖L2ρ) +m3O(e−e
s
+ ‖ε‖L2ρ). (4.31)
Step 3 The nonlinear term. Since |hi| . (1 + Y 2) for i = 0, 1, 2 we estimate using the Poincare´
inequality (A.1): ∣∣∣∣
∫ +∞
−λy∗
ε2hiρdY
∣∣∣∣ . ‖ε‖2H1ρ .
Using a direct L∞ bound one estimates that∣∣∣∣
∫ +∞
−λy∗
hi∂Y ε∂
−1
Y ερdY
∣∣∣∣ . ‖ε‖L∞‖∂Y ε‖L2ρ .
Therefore, for i = 0, 1, 2: ∣∣∣∣
∫ +∞
−λy∗
hiNLρdY
∣∣∣∣ . ‖ε‖2H1ρ + ‖ε‖L∞‖∂Y ε‖L2ρ . (4.32) bd:mod13
Step 4 The error term. Finally, using a Taylor expansion:
1
λ4µ2
∂ZZG1(Z) =
1
λ4µ2
(
−
(
1
2
− 1
6λ4µ2
)
h0 +
1
12λ4µ2
h2 + (∂ZZG1 +
1
2
− Z
2
4
)
)
. (4.33) id:errorterm
This gives (since this term is an even function and h1 is an odd function):
∫ +∞
−λy∗
1
λ4µ2
∂ZZG1(Z)hiρdY =


− 1
λ4µ2
(
1
2 − 16λ4µ2
)
‖h0‖2L2ρ +O(λ
−12) if i = 0,
O(e−es) if i = 1,
1
12λ8µ4
‖h2‖2L2ρ +O(λ
−12) if i = 2.
(4.34) bd:mod14
Step 5 End of the proof. We collect the above estimates (4.24), (4.26), (4.29), (4.30), (4.31),
(4.32) and (4.34) and inject them in (4.23) using (4.20). One obtains:
m2
1 +O(λ−4)
3λ4µ2
+m1
(
2 +O(λ−8)
)
+m3O(e
−es)
= − 1
λ4µ2
(
1
2
− 1
6λ4µ2
)
+O(λ−12) +O(λ−4‖ε‖L2ρ + ‖ε‖2H1ρ + ‖ε‖L∞‖∂Y ε‖L2ρ),
m2O(e
−es) +m1O(e−e
s
+ ‖ε‖L2ρ)−
1 +O(λ−4)
λ4µ2
m3
= O(e−e
s
) +O(λ−4‖ε‖L2ρ + ‖ε‖2H1ρ + ‖ε‖L∞‖∂Y ε‖L2ρ),
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and
m2
1 +O(λ−4)
6λ4µ2
+m1O(λ
−8 + ‖ε‖L2ρ) +m3O(e−e
s
+ ‖ε‖L2ρ)
=
1
12λ8µ4
+O(λ−12) +O(λ−4‖ε‖L2ρ + ‖ε‖2H1ρ + ‖ε‖L∞‖∂Y ε‖L2ρ).
These three estimates, together with the fact that ‖ε‖L2ρ . e−7s/2 and λ ≈ es/2 obtained from
(4.17) and (4.16), imply the first two modulation relations in (4.22). The third one is obtained
as consequence of the first two, using in addition the following identity from (4.19) since ν is
small: ‖ε‖L∞‖∂Y ε‖L2ρ . e−(7/2+1/4)s + e(7/2−1/8)s‖∂Y ε‖2L2ρ . Finally, the last inequality in (4.22)
is obtained from the three others, since from (4.6) and
∫ 0
−π G1 = π/2:∫ 0
−λy∗
fdY − λy∗s = λ2µ
[∫ −π
−π−a
G1dZ +
1
λ2µ
∫ 0
−(π+a)λ2µ
εdY − as − a
2
− ((m1) +m2) (π + a)
]
.
The decay of the remainder ε is encoded by the following Lyapunov functional.
lem:dseL2rho Lemma 15 (Interior Lyapunov functional and energy dissipation). There exists a universal C >
0, such that for any 0 < η ≪ 1 small enough independent of the other constants, for s0 large
enough, for a trapped solution one has
d
ds
(
1
2
‖ε‖2L2ρ
)
+
(
7
2
− Ce−ηs
)
‖ε‖2L2ρ + e
−ηs‖∂Y ε‖2L2ρ ≤ C‖ε‖L2ρλ
−12 + Ce−e
s
. (4.35) bd:lyapunovpara
Proof. This is a direct computation relying on the spectral gap that absorbs the nonlinear effects,
the modulation equations established previously, and the rapid decay of the measure ρ. One
first computes from (4.20) and (4.22) that
d
ds
(
1
2
‖ε‖2L2ρ
)
=
1
2
d
ds
∫ +∞
−λy∗
ε2ρdY (4.36)
=
1
2
(ε2ρ)(−λy∗) d
ds
(−λy∗) +
∫ +∞
−λy∗
(
−L ε− L˜ ε−Mod−NL + 1
λ4µ2
∂ZZG1
)
ερdY
= O(e−e
s
(1 + ‖∂Y ε‖2L2ρ)) +
∫ +∞
−λy∗
(
−L ε− L˜ ε−Mod−NL + 1
λ4µ2
∂ZZG1
)
ερdY.
Step 1 The linear term. We first claim the dissipative spectral gap estimate∫ +∞
−λy∗
|∂Y ε|2ρdY ≥ 9
2
(
1− Ce−ηs)) ∫ +∞
−λy∗
ε2ρdY + 2e−ηs
∫ +∞
−λy∗
|∂Y ε|2ρdY −Ce−es (4.37) bd:spectralgap
for some universal constant C > 0. We use analytical results on the whole space R, with scalar
product 〈u, v〉 = ∫
R
uvρ (only for the few next lines). Define the extension
ε˜ :=
{
ε(−λy∗) for Y ≤ −λy∗,
ε(Y ) for Y ≥ −λy∗.
Then ε˜ ∈ H1ρ . Define the projection on higher modes
ε¯ := ε˜− 〈ε˜, h0〉‖h0‖2L2ρ
h0 − 〈ε˜, h1〉‖h1‖2L2ρ
h1 − 〈ε˜, h2〉‖h2‖2L2ρ
h2.
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Then from the orthogonality (4.11), since ε(−λy∗) = −G1(−π− a) from the Dirichlet boundary
condition, one infers that
〈ε˜, hi〉 = −
∫ −λy∗
−∞
hiG1(−π − a)e−
3
4
Y 2dY = O(e−e
s
)
as λy∗ & es. This implies that∫ +∞
−λy∗
ε2ρdY ≤ ‖ε¯‖2L2ρ + Ce
−es ,
∫ +∞
−λy∗
|∂Y ε|2ρdY ≥ ‖∂Y ε¯‖2L2ρ − Ce
−es .
As ε¯ ∈ H1ρ with ε¯ ⊥ hi for i = 0, 1, 2, one has the spectral gap estimate from (3):
‖∂Y ε¯‖2L2ρ ≥
9
2
‖ε¯‖2L2ρ .
The two above estimates imply (4.37). Therefore, the linear term gives from the boundary
condition (4.20) and (4.77):
−
∫ +∞
−λy∗
L εερdY =
∫ +∞
−λy∗
ε2ρdY −
∫ +∞
−λy∗
|∂Y ε|2ρdY + (∂Y ερ)(−λy∗)G1(−π − a)
≤ −
(
7
2
−Ce−ηs
)∫ +∞
−λy∗
ε2ρdY − 2e−ηs
∫ +∞
−λy∗
|∂Y ε|2ρdY +Ce−es .
Step 2 The small linear term. Recall (4.21). One computes using Poincare (A.1) and the fact
that |G1(Z)− 1| . λ−4Y 2: ∣∣∣∣
∫ +∞
−λy∗
(1−G1(Z))ε2ρdY
∣∣∣∣ ≤ Cλ−4‖ε‖2H1ρ .
Next, one performs an integration by parts and use the boundary condition (4.20) since λy∗ & es:∫ +∞
−λys
ε
(
λ2µ∂−1Z G1(Z)− Y
)
∂Y ερdY
= −
[
(λ2µ∂−1Z G1(Z)− Y )
ε2
2
ρ
]
(−λy∗)− 1
2
∫ +∞
−λy∗
ε2∂Y
(
(λ2µ∂−1Z G1(Z)− Y )ρ
)
dY
= O(e−e
s
)− 1
2
∫ +∞
−λy∗
ε2∂Y
(
(λ2µ∂−1Z G1(Z)− Y )ρ
)
dY
Then, one notices that for |Y | ≤ e 34s there holds:∣∣∂Y ((λ2µ∂−1Z G1(Z)− Y )ρ)∣∣ . λ−4|Y |2(1 + |Y |)2ρ . e− s2 |Y |2ρ.
Hence, applying (4.19), (A.1), and splitting in two zones E = {|Y | ≤ e3s/4} andE′ = [−λy∗,+∞)\E:∣∣∣∣
∫ +∞
−λys
ε
(
λ2µ∂−1Z G1(Z)− Y
)
∂Y ερ
∣∣∣∣ . e−es +
∣∣∣∣
∫
E
ε2∂Y
(
(λ2µ∂−1Z G1(Z)− Y )ρ
)∣∣∣∣
+
∣∣∣∣
∫
E′
ε2∂Y
(
(λ2µ∂−1Z G1(Z)− Y )ρ
)∣∣∣∣ . e−es + e− s2 ‖ε‖2H1ρ .
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For the last term, using (4.25), since | 1
λ2µ
∂ZG1(Z)| . λ−4|Y | one has:∣∣∣∣
∫ +∞
−λy∗
ε
1
λ2µ
∂ZG1(Z)∂
−1
Y ερdY
∣∣∣∣ . ‖ε‖L2ρλ−4
∫ +∞
−λy∗
|ε||Y | e
− 3Y 2
8
(1 + |Y |) 12
dY
. ‖ε‖L2ρλ−4
∫
E
|ε||Y | e
− 3Y 2
8
(1 + |Y |) 12
dY + ‖ε‖L2ρλ−4
∫
E′
|ε||Y | e
− 3Y 2
8
(1 + |Y |) 12
dY
. ‖ε‖L2ρλ−4‖|Y |ε‖L2ρ
(∫
|Y |≤e3s/4
dY
1 + |Y |
) 1
2
+O(e−e
s
) . ‖ε‖2H1ρλ
−3 +O(e−e
s
)
where we used (A.1) and (4.19). Therefore, putting all the above estimates together, as λ ≈ es/2:∣∣∣∣
∫ +∞
−λy∗
εL˜ ερdY
∣∣∣∣ . e−es + e− s2‖ε‖2H1ρ .
Step 3 The modulation term. We use the decomposition (4.27) and the orthogonality (4.11) to
obtain first:∫ +∞
−λy∗
εModρdY = −µs
µ
∫ +∞
−λy∗
εZ(∂ZG1 + Z)ρdY
+
(
λs
λ
− 1
2
)∫ +∞
−λy∗
(((2 − Z∂Z)G1 − 2) + (2 + Y ∂Y )ε) ερdY
+
(∫ 0
−λy∗
fdY − λy∗s
)∫ +∞
−λy∗
ε
(
1
λ2µ
(∂ZG1 + Z) + ∂Y ε
)
ρdY.
For the first term, using the modulation estimate (4.22) and the fact that Z|∂ZG1+Z| . λ−8|Y |4:∣∣∣∣µsµ
∫ +∞
−λy∗
εZ(∂ZG1 + Z)ρdY
∣∣∣∣ . ‖ε‖L2ρ
(
λ−12 + λ−4‖ε‖L2ρ + λ−4‖∂Y ε‖2L2ρ + λ
−4‖ε‖L∞‖∂Y ε‖L2ρ
)
. ‖ε‖L2ρλ−12 + e−s‖ε‖2H1ρ .
We claim that the other terms can be estimated the same way by the same upper bound, yielding:∣∣∣∣
∫ +∞
−λy∗
εModρdY
∣∣∣∣ . ‖ε‖L2ρλ−12 + e−s‖ε‖2H1ρ .
Step 4 The nonlinear term. A direct L∞ estimate gives∣∣∣∣
∫ +∞
−λy∗
ε3ρdY
∣∣∣∣ . ‖ε‖L∞‖ε‖2L2ρ .
For the other nonlinear term one first performs an integration by parts, then a brute force bound
for the boundary term, the same estimate as above for the second term, and (A.1):∫ +∞
−λy∗
ε∂Y ε∂
−1
Y ερdY = −
1
2
(ε2∂−1Y ερ)(−λy∗)−
∫ +∞
−λy∗
ε3
2
ρdY − 1
2
∫ +∞
−λy∗
ε2∂−1Y ε∂Y ρdY
= O(e−e
s
) +O(‖ε‖L∞‖ε‖2H1ρ ).
Step 5 The error term. Using the decomposition (4.33), the orthogonality (4.11) and |∂ZZG1+
1
2 − Z
2
4 | . Z4 ≈ λ−8Y 4 one obtains that:∣∣∣∣
∫ +∞
−λy∗
ε
1
λ4µ2
∂ZZG1(Z)ρdY
∣∣∣∣ = 1λ4µ2
∣∣∣∣
∫ +∞
−λy∗
ε(∂ZZG1 +
1
2
− Z
2
4
)ρdY
∣∣∣∣ . λ−12‖ε‖L2 .
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Step 6 End of the proof. Collecting all the estimates in Step 1, 2, 3, 4 and 5 one finally obtains
from (4.36) that:
d
ds
(
1
2
‖ε‖L2ρ
)
≤ −
(
7
2
− Ce−ηs
)
‖ε‖2L2ρ − 2e
−ηs‖∂Y ε‖2L2ρ + C(e
− s
2 + ‖ε‖L∞)‖ε‖2H1ρ + C‖ε‖L2ρλ
−12 + Ce−e
s
≤ −
(
7
2
− Ce−ηs
)
‖ε‖2L2ρ − e
−ηs‖∂Y ε‖2L2ρ + C‖ε‖L2ρλ
−12 + Ce−e
s
,
if η has been chosen small enough and s0 large enough, where we used (4.19).
4.5. Analysis outside the blow-up point in the inviscid self-similar zone
subsec:Z
This subsection is devoted to the study of the solution outside the blow-up point y∗(t) and
we switch to the Z variable (4.3). The aim is to find decay for u, which receives information
from the boundaries Z = −π−a and Z = 0. We first explain the linear estimate which explains
the choice of the weight w and then prove full energy estimates. In view of the decomposition
(4.7), the modulation equations (4.22) and (3.2), we rewrite (4.5) as:{
us +Hu− 1λ4µ2 ∂ZZu+ H˜u+NL+Ψ = 0,
u(s,−(π + a)) = −G1(−(π + a)),
(4.38) eq:u
where the leading order linearised operator is
Hu := T∂Zu+ V u+ ∂−1Z u∂ZG1, (4.39) eq:def mathcalH
with the transport and the potential term being defined by
T (Z) :=
(
−Z
2
+ ∂−1Z G1
)
=


− (Z2 + π2 ) for Z ≤ −π,
1
2 sinZ for − π ≤ Z ≤ π,
− (Z2 − π2 ) for π ≤ Z,
(4.40) eq:def T
V (Z) := 1− 2G1(Z) =


1 for Z ≤ −π,
− cosZ for − π ≤ Z ≤ π,
1 for π ≤ Z,
(4.41) eq:def V
the small linear, the nonlinear term and the error term are given by:
H˜u := d(s)∂Zu+
(
λs
λ
− 1
2
)
(2− Z∂Z)u, d(s) :=
(∫ 0
−(π+a)
FdZ − y
∗
s
λµ
)
, (4.42) eq:def tH
NL := −u2 + ∂−1Z u∂Zu,
ψ(s, Z) := − 1
λ4µ2
∂ZZG1(Z) +
(
λs
λ
− 1
2
)
(2− Z∂Z)G1(Z) + d(s)∂ZG1(Z).
Thanks to (4.22) the parameter d satisfy:
|d(s)| . e−( 52+ 14 )s + e( 92− 18 )s‖∂Y ε‖2L2ρ . (4.43) bd:d
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4.5.1. Linear analysis
subsubsec:lin
We claim that the dynamics of Equation (4.38) is driven to leading order by the transport
and potential terms, and that the nonlocal, viscosity and nonlinear terms are negligible. From
a direct check, the eigenvalue problem:
T∂Zφβ + V φβ = βφβ
admits a solution for all β ∈ R under the form:
φβ(Z) :=
{
φintβ (Z) for Z ∈ (−π, π)\{0},
φextβ (Z) for Z ∈ (−∞,−π) ∪ (π,+∞),
V φβ + T∂Zφβ = βφβ . (4.44) eq:def phinu
where
φintβ =
(
1− cos(Z)
1 + cos(Z)
)β
(sinZ)2, φextβ (Z) =
{
(−(Z + π))2(1−β) for Z < −π,
(Z − π)2(1−β) for Z > π.
Note that one has φβ(Z) ∼ Z2(1+β) as Z → 0 and φβ(π+Z) ∼ |Z|2(1−β) as Z → 0. The reduced
operator satisfy the following comparison-type L∞ weighted bound:∥∥∥∥∥e
−s(T∂Z+V )u0
φβ
∥∥∥∥∥
L∞
≤ e−βs
∥∥∥∥u0φβ
∥∥∥∥
L∞
which can be showed by differentiating along the characteristics. The above bound shows how
cancellations near the origin for u0 are crucial for decay since φβ cancels at the origin for positive
β. Our aim for the full linear problem is to perform a weighted Sobolev energy estimate which
mimics the above estimate. We will modify the weight 1/φβ according to three principles: 1)
any multiplication by a weight which is decreasing along the underlying vector field preserves
the spectral gap estimate, 2) the nonlocal part is ”slaved” by the transport and potential parts
see the Appendix, Section (C) for an explicit computation on a very similar equation, 3) the
viscosity is negligible if one is sufficiently away from the origin. These are the reasons behind
the specific choice of w in (4.8). The underlying eigenfunction is φ1/2 to optimise the decay with
the one that holds near the maximum (4.17). We claim the following decay, at the linear level,
of a Lyapunov functional with weight w. We state it on the left of the origin but the analogue
holds true on the right as well.
lem:exteriorlinear Lemma 16. Let M ≫ 1, λ, µ and a satisfy (4.16) and ν > 0. Assume that u solves
us +Hu− 1
λ4µ2
∂ZZu = 0. (4.45) eq:lineairemainorder
Let Z1 := −(π + a) and Z2 := −Me−s. Then one has the identity for M and s0 large enough:
d
ds
(
1
2
∫ Z2
Z1
u2wdZ
)
+
(
1
2
− ν
4
)∫ Z2
Z1
u2wdZ +
1
λ4µ2
∫ Z2
Z1
|∂Zu|2wdZ
≤ Ce6su2(Z2) + Ce4s|∂Zu|2(Z2) + Cu2(Z1)
(
e−(
1
2
−ν)s + |as|
)
+C|∂Zu|2(Z1)e−2s + Ce
2s
M2
(∫ 0
Z2
|u|dZ
)(∫ Z2
Z1
u2wdZ
) 1
2
.
Proof. One computes first the following identity
d
ds
(
1
2
∫ Z2
Z1
u2wdZ
)
=
∫ Z2
Z1
uuswdZ+
1
2
∫ Z2
Z1
u2wsdZ+
as
2
(u2w)(Z1)+Me
−s(u2w)(Z2). (4.46) eq:interw
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One computes from (4.8): ∫ Z2
Z1
u2wsdZ = −1
s
∫ Z2
Z1
u2wq(Z)dZ ≤ 0, (4.47) eq:interw2
and we recall that
us = −V u− T∂Zu+ 1
2
(∫ Z
0
u(s, Z˜)dZ˜
)
sinZ1−π≤Z≤π +
1
λ4µ2
∂ZZu.
Step 1 The potential, transport and dissipative effects. Integrating by parts one finds:
−
∫ Z2
Z1
uT∂ZuwdZ =
1
2
(u2Tw)(Z1)− 1
2
(u2Tw)(Z2) +
∫ Z2
Z1
u2
1
2
∂Z(Tw)dZ.
One then computes that for −π < Z < 0, from (4.40) and (4.44):
1
2
∂Z(Tw) =
1
4
∂Z
(
− 1 + cosZ
(1− cosZ) sin4(Z)
4(π + Z)3
sq(Z)
)
=
1
4
∂Z

− 1
φ21
2
4(π + Z)3
1
sq(Z)


= −w
1
2 sinZ∂Zφ 12
φ 1
2
− 1
φ21
2
3(π + Z)2
sq(Z)
+
1
φ21
2
(π + Z)3
sq(Z)
ln(s)∂Zq ≤ −w
1
2 sinZ∂Zφ 12
φ 1
2
,
and that for Z ≤ −π:
1
2
∂Z(Tw) = −1
4
w.
Therefore, one (−π, 0) one has from (4.44) the inequality behind the inviscid spectral gap:
−V u2w + u2 1
2
∂Z(Tw) ≤ −u2w 1
φ 1
2
(
V φ 1
2
+ T∂Zφ 1
2
)
= −1
2
u2w,
and on (−∞,−π] one has from (4.41):
−V u2w + u2 1
2
∂Z(Tw) = −u2w − 1
4
wu2 = −5
4
wu2.
Therefore, from the two inequalities above, on the whole ray (−∞, 0) there holds:
−V u2w + u2 1
2
∂Z(Tw) ≤ −1
2
wu2.
That is why one has for the part involving the operator T∂Z + V :∫ Z2
Z1
u (−V u− T∂Zu)wdZ ≤ −1
2
∫ Z2
Z1
u2wdZ +
1
2
(u2Tw)(Z1)− 1
2
(u2Tw)(Z2).
We now turn to the dissipative effects. Integrating by parts∫ Z2
Z1
u∂ZZuw = (
1
2
u2∂Zw−u∂Zuw)(Z1)− (1
2
u2∂Zw−u∂Zuw)(Z2)−
∫ Z2
Z1
|∂Zu|2w+ 1
2
∫ Z2
Z1
u2w.
The function ∂ZZw, from (4.8), is supported in (−π, 0) where one has the bound:
|∂ZZw| . |Z|−7∂ZZ(s−q(Z))+|Z|−8∂Z(s−q(Z))+|Z|−9s−q(Z) . |Z|−9s−q(Z)(1+Z2 ln2(s)+|Z| ln(s))
so that for s large enough depending on M , for Z ≤ −Me−s:
|e−2s∂ZZw| . w
M2
.
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From (4.16), the above identity becomes for s large enough (since ∂Zw ≥ 0 near the origin):
1
λ4µ2
∫ Z2
Z1
u∂ZZuwdZ ≤ Ce−2s|1
2
u2∂Zw − u∂Zuw|(Z1) + Ce−2s|u∂Zuw|(Z2)
− 1
λ4µ2
∫ Z2
Z1
|∂Zu|2wdZ + C(K)
M2
∫ Z2
Z1
u2wdZ.
At this point one has proved that for the operator T∂Z + V − λ−4µ−2∂ZZ :∫ Z2
Z1
u
(
−V u− T∂Zu+ 1
λ4µ2
∂ZZu
)
w +
1
2
∫ Z2
Z1
u2ws +
as
2
(u2w)(Z1) +Me
−s(u2w)(Z2)
≤ −1
2
∫ Z2
Z1
u2w − 1
λ4µ2
∫ Z2
Z1
|∂Zu|2w + C(K)
M2
∫ Z2
Z1
u2w +
as
2
(u2w)(Z1) +Me
−s(u2w)(Z2)
+
1
2
(u2Tw)(Z1)− 1
2
(u2Tw)(Z2) +Ce
−2s|1
2
u2∂Zw − u∂Zuw|(Z1) + Ce−2s|u∂Zuw|(Z2)
≤ −1
2
∫ Z2
Z1
u2w − 1
λ4µ2
∫ Z2
Z1
|∂Zu|2w + C(K)
M2
∫ Z2
Z1
u2w + Ce6su2(Z2) + Ce
4s|∂Zu|2(Z2)
+Cu2(Z1)
(
e−(
1
2
−ν)s + |as|
)
+ C|∂Zu|2(Z1)e−2s, (4.48)
where we used (4.16), the fact that |w(Z2)| . Z−72 . e7s, |w(Z1)| . 1, |T (Z1)| . |π + Z1| .
|a| . e−(1/2−ν)s, |T (Z2)| . |Z2| . e−s, |∂Zw(Z1)| . 1.
Step 2 The nonlocal term. Using Cauchy-Schwarz one has for Z ∈ (−π, 0):
∣∣∣∣
∫ Z
0
u(s, Z˜)dZ˜
∣∣∣∣ ≤
∫ 0
Z2
|u|dZ +
(∫ Z2
Z1
u2wdZ
) 1
2
(∫ 0
Z
w−1(s, Z˜)dZ˜
)1
2
. (4.49) bd:paz-1u
One computes that for Z ∈ (−π, 0):
|w−1(s, Z)| . |Z|7sq(Z) = |Z|7eq(Z) ln s
from what we infer from the assumptions on q in Subsection 4.2:∫ 0
Z
w−1(s, Z˜)dZ˜ .
∫ 0
Z
|Z˜|7eq(Z˜) ln sdZ˜ . |Z|7
∫ 0
Z
1
ln s∂Zq
d
dZ
(eq(Z) ln s) .
|Z|7
|π + Z| ln se
q(Z) ln s.
(4.50) bd:paZ-1w-1
Therefore: (∫ 0
Z
w−1(s, Z˜)dZ˜
)
sin2 Z .
|Z|9|π + Z|
ln s
sq(Z)
which produces∫ Z2
Z1
(∫ 0
Z
w−1(s, Z˜)dZ˜
)
sin2 Z1−π≤Z≤0wdZ .
∫ 0
−π
|Z|9|π + Z|
ln s
sq(Z)
1
|Z|7
1
sq(Z)
dZ .
1
ln s
.
One also has ∫ Z1
Z2
sin2 Z10≤Z≤πwdZ ≈
∫ Z1
Z2
dZ
|Z|5sq(Z) .
e4s
M4
.
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Thus the contribution of the nonlocal term is estimated as follows:∣∣∣∣
∫ Z1
Z2
u
(∫ Z
0
u(s, Z˜)dZ˜
)
sinZ1−π≤Z≤0wdZ
∣∣∣∣
.
∣∣∣∣
∫ Z1
Z2
u
(∫ 0
Z2
u
)
sinZ1−π≤Z≤0wdZ
∣∣∣∣+
∣∣∣∣
∫ Z1
Z2
u
(∫ Z
Z2
u
)
sinZ1−π≤Z≤0wdZ
∣∣∣∣
.
1
ln s
∫ Z1
Z2
u2wdZ +
e2s
M2
(∫ 0
Z2
|u|dZ
)(∫ Z1
Z2
u2wdZ
) 1
2
.
Step 3 End of the proof. The above identity, (4.48), and (4.46) finally yield
d
ds
(
1
2
∫ Z2
Z1
u2w
)
≤ −1
2
∫ Z2
Z1
u2w − 1
λ4µ2
∫ Z2
Z1
|∂Zu|2w + C(K)
M2
∫ Z2
Z1
u2w + Ce6su2(Z2) + Ce
4s|∂Zu|2(Z2)
+Cu2(Z1)
(
e−(
1
2
−ν)s + |as|
)
+ C|∂Zu|2(Z1)e−2s + 1
ln s
∫ Z1
Z2
u2w +
e2s
M2
(∫ 0
Z2
|u|
)(∫ Z1
Z2
u2w
) 1
2
,
≤
(
−1
2
+
C(K)
M2
+
C
ln s
)∫ Z2
Z1
u2w + Ce6su2(Z2) + Ce
4s|∂Zu|2(Z2) + Cu2(Z1)
(
e−(
1
2
−ν)s + |as|
)
+C|∂Zu|2(Z1)e−2s + Ce
2s
M2
(∫ 0
Z2
|u|
)(∫ Z2
Z1
u2w
) 1
2
− 1
λ4µ2
∫ Z2
Z1
|∂Zu|2w,
which ends the proof of the Lemma for M and s0 large enough.
4.5.2. Exterior Lyapunov estimates
We now study the functional (16) for the the full problem. First, let us estimate the function
at the boundaries, Z1 = −π−a and Z2 = −Me−s. From (4.17) and Sobolev near the maximum:
u2(Z2) = ε
2(−Mλ2µe−s) ≤ C‖ε‖H2(|Y |≤M2) ≤ Ce−(7−2ν
′)s, (∂Zu)
2(Z2) ≤ Ce−(5−2ν′)s. (4.51) eq:estimationuz2
From the boundary condition (4.5), the decomposition (4.7), (3.5) and (4.16), at the origin in
original variables:
u2(Z1) = G
2
1(−π − a) ≤ Ca4 ≤ Ce−(2−8ν)s. (4.52) eq:estimationuz1
Finally, from (4.77), (4.7) and (4.16):
|∂Zu(Z1)| ≤ |∂ZF (Z1)|+ |∂ZG1(Z1)| ≤ λ−1µ|∂yξ(0)| + C|a| ≤ Ce−(
1
2
−2ν)s. (4.53) eq:estimationpazuz1
One has the following energy estimate for the function in Z variable outside the maximum.
lem:exteleft1 Lemma 17 (Exterior Lyapunov functional on the left). For M and s0 large enough, there ex-
ists C > 0 such that if F is trapped on [s0, s
∗]:
d
ds
(
1
2
∫ Z2
Z1
u2wdZ
)
+
(
1
2
− ν
2
)∫ Z2
Z1
u2wdZ (4.54)
≤ C

e6su2(Z2) + e4s|∂Zu|2(Z2) +
(∫ Z2
Z1
u2wdZ
) 1
2
e−(
1
2
+ 1
4
)s + e−(2+
1
6
)s + e(6−
1
10)s‖∂Y ε‖2L2ρ


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Proof. One first computes from (4.38) the identity
d
ds
(
1
2
∫ Z2
Z1
u2w
)
=
∫ Z2
Z1
u(−Hu+∂ZZu
λ4µ2
−H˜u−NL−Ψ)w+
∫ Z2
Z1
u2
2
ws+
as
2
(u2w)(Z1)+
Me−s
2
(u2w)(Z2).
(4.55) eq:expout
Step 1 The leading order linear terms. From (4.52), (4.87) and (4.53):
u2(Z1)
(
e−(
1
2
−ν)s + |as|
)
+ |∂Zu|2(Z1)e−2s . e(
5
2
−10ν)s + e(
7
2
− 1
8
−8ν)s‖∂Y ε‖2L2ρ .
From (4.3), (4.16) and (4.17), as λ2e−sµM ≈ 1:
e2s
∫ 0
Z2
|u|dZ = e
2s
λ2µ
∫ 0
−λ2e−sµM
|ε|dY . es‖ε‖L2ρ . e−
5
2
s.
We now apply Lemma 16 and inject the two above inequalities:∫ Z2
Z1
u(−Hu+ 1
λ4µ2
∂ZZu)w +
1
2
∫ Z2
Z1
u2ws +
as
2
(u2w)(Z1) +
Me−s
2
(u2w)(Z2)
≤
(
−1
2
+
ν
4
)∫ Z2
Z1
u2w + Ce6su2(Z2) + Ce
4s|∂Zu|2(Z2) + e−(
5
2
−10ν)s + e(
7
2
− 1
8
+8ν)s‖∂Y ε‖2L2ρ
+e−
5
2
s
(∫ Z2
Z1
u2w
) 1
2
− 1
λ4µ2
∫ Z2
Z1
|∂Zu|2w. (4.56)
Step 2 The small linear term. Recall (4.42), then
−
∫ Z2
Z1
uH˜uwdZ = −
∫ Z2
Z1
u
(
d(s)∂Zu+
(
λs
λ
− 1
2
)
(2− Z∂Z)u
)
wdZ
Integrating by parts, one has:∫ Z2
Z1
u∂ZuwdZ =
1
2
(u2w)(Z2)− 1
2
(u2w)(Z1)− 1
2
∫ Z2
Z1
u2∂ZwdZ.
One has that ∂Zw is supported on (−π, 0), with for |Z| & e−s:
|∂Zw| . |Z|8sq(Z)(1 + |Z| ln s) . esw.
Therefore, since w(Z1) . 1 and w(Z2) . e
7s:∣∣∣∣
∫ Z2
Z1
ud(s)∂ZuwdZ
∣∣∣∣ . es|d|e6su2(Z2) + |d|u2(Z1) + es|d|
∫ Z2
Z1
u2wdZ.
The very same strategy applies for the other term, and since |∂Z(Zw)| . es/2w, this gives:∣∣∣∣
∫ Z2
Z1
u
(
λs
λ
− 1
2
)
((2 − Z∂Z)u)w
∣∣∣∣ .
∣∣∣∣λsλ − 12
∣∣∣∣ e6su2(Z2)+
∣∣∣∣λsλ − 12
∣∣∣∣ u2(Z1)+e s2
∣∣∣∣λsλ − 12
∣∣∣∣
∫ Z2
Z1
u2w.
In conclusion one has for the small linear term, using (4.43), (4.22), (4.52), (4.18) and (4.51) as
0 < ν ′ ≪ ν:∣∣∣∣
∫ Z2
Z1
uH˜uwdZ
∣∣∣∣ .
(∣∣∣∣λsλ − 12
∣∣∣∣+ es|d|
)
e6su2(Z2) +
(∣∣∣∣λsλ − 12
∣∣∣∣+ |d|
)
u2(Z1)
+
(
e
s
2
∣∣∣∣λsλ − 12
∣∣∣∣+ es|d|
)∫ Z2
Z1
u2wdZ
. e−(
3
2
+ 1
4
)se6su2(Z2) + e
−( 5
2
+ 1
4
−2ν)s + e(
9
2
− 1
8
+2ν)s‖∂Y ε‖2L2ρ . (4.57)
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Step 3 The nonlinear term. For the nonlinear term one recalls the identity:∫ Z2
Z1
uNLwdZ =
∫ Z2
Z1
u(−u2 + ∂−1Z u∂Zu)wdZ.
The first term is estimated in brute force:∣∣∣∣
∫ Z2
Z1
u3wdZ
∣∣∣∣ ≤ ‖u‖L∞
∫ Z2
Z1
u2wdZ.
For the second, we integrate by parts and use the brute force estimate |∂−1Z u| ≤ |Z|‖u‖L∞ :∫ Z2
Z1
u∂−1Z u∂Zuw =
1
2
(u2∂−1Z uw)(Z2)−
1
2
(u2∂−1Z uw)(Z1)−
1
2
∫ Z2
Z1
u3w − 1
2
∫ Z2
Z1
∂−1Z u∂Zwu
2
since |Z∂Zw| . ln(s)w. In conclusion, the contribution of the nonlinear term is, using (4.19)
and (4.52) for s0 large enough:∣∣∣∣
∫ Z2
Z1
uNLwdZ
∣∣∣∣ . ‖u‖L∞e6su2(Z2) + ‖u‖L∞u2(Z1) + ln(s)‖u‖L∞
∫ Z2
Z1
wu2dZ
. e(6−
1
8
)su2(Z2) + e
−(2+ 1
4
−9ν)s +
ν
4
∫ Z2
Z1
wu2dZ. (4.58)
Step 4 The error term. One has that ψ is supported on [−π, 0], with the estimate from (4.1)
|ψ(s, Z)| =
∣∣∣∣− 1λ4µ2∂ZZG1(Z) +
(
λs
λ
− 1
2
)
(2− Z∂Z)G1(Z) + d(s)∂ZG1(Z)
∣∣∣∣
.
∣∣∣∣λsλ − 12 + 14λ4µ2
∣∣∣∣+ Z2
(
1
λ4
+
∣∣∣∣λsλ − 12
∣∣∣∣
)
+ |d||Z|.
Since w . |Z|−7 one has, using (4.22), (4.43), (4.16) and (4.17):∫ Z2
Z1
ψ2wdZ . e6s
∣∣∣∣λsλ − 12 + 14λ4µ2
∣∣∣∣
2
+ e2s
(
1
λ4
+
∣∣∣∣λsλ − 12
∣∣∣∣
)2
+ e4sd2
. e−(1+
1
2
)s + e(13−
1
4
)s‖∂Y ε‖4L2ρ .
By Cauchy Schwarz and (4.18), one has proved that for the error term:∣∣∣∣
∫ Z2
Z1
uψw
∣∣∣∣ .
(∫ Z2
Z1
u2w
) 1
2 (
e−(
1
2
+ 1
4
)s + e(
13
2
− 1
8)s‖∂Y ε‖2L2ρ
)
.
(∫ Z2
Z1
u2w
) 1
2
e−(
1
2
+ 1
4
)s+e(6+ν−
1
8)s‖∂Y ε‖2L2ρ .
(4.59) bd:expout3
Step 5 End of the proof. Collecting the previous estimates (4.56), (4.57), (4.58) and (4.59) and
injecting them in (4.55) yields the desired energy estimate (4.54).
A similar energy estimate also holds for the adapted derivative of u, A∂Zu where A is defined
by (4.9), at the left of the origin. This vector field is chosen because its commutator with T
vanishes for Z ∈ [−π/2, π/2], and has a good sign for |Z| > π/2. Before stating the estimate,
let us investigate the size of the boundary terms. From Sobolev embedding and (4.17), since
|A| ∼ |Z| and |∂ZA| . 1 near the origin:
|A∂Zu|2(Z2) ≤ |Y ∂Y ε|2(−Mλ2µe−s) ≤ C‖ε‖2H2(|Y |≤M2) ≤ Ce−(7−2ν
′)s, (4.60) bd:apazuboundary1
(∂Z(A∂Zu))
2(Z2) ≤ (|∂Zu|2+|Z∂ZZu|2)(Z2) ≤ λ4(|∂Y ε|2+|Y ∂Y Y ε|2)(−Mλ2µe−s) ≤ Ce−(5−2ν′)s.
(4.61) bd:apazuboundary2
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Since A = 1 near −π, from (4.53):
|A∂Zu|2(Z1) ≤ C|∂Zu|2(Z1) ≤ Ce−(1−4ν)s. (4.62) bd:apazuboundary3
Now we write ∂Z(A∂Zu) = A∂ZZu since |∂ZA(−π − a)| = 0. Since ∂yyξ(0) = 0 from the
boundary condition in the equation (1.3), (4.7) and (4.16) imply:
|∂Z(A∂Zu)(Z1)| = |∂ZZu(Z1)| = |∂ZZ(F −G1)(Z1)| ≤ |λ2µ2∂yyξ(0)|+ |∂ZZG1|(−π − a) ≤ 1
2
.
(4.63) bd:apazuboundary4
We perform the same weighted energy estimate outside the maximum for A∂Zu as we did for u.
lem:exteleft2 Lemma 18 (Exterior Lyapunov functional on the left for the derivative). Let Z1 = −π−a, Z2 =
−Me−s and v = A∂Zu. There exists a constant C independent of the bootstrap constants, such
that if F is trapped on [s0, s
∗] one has
d
ds
(
1
2
∫ Z1
Z1
v2wdZ
)
− ν
2
∫ Z2
Z1
v2wdZ +
1
2λ4µ2
∫ Z2
Z1
|∂Zv|2wdZ ≤ Ce−
1
4
s + Ce(
13
2
− 1
10
)s‖∂Y ε‖2L2ρ
(4.64) eq:exteriorenergyidentity2
Proof. One first computes the evolution equation for v = A∂Zu from (4.38):
0 = vs + (T∂Z + V )v +
A∂ZT − T∂ZA
A
v − 1
λ4µ2
(∂ZZv + [A∂Z , ∂ZZ ]u) + H˜v + [A∂Z , H˜]u,
+N˜L+A∂ZΨ+Au∂ZG1 + ∂
−1
Z uA∂ZZG1 (4.65)
where
N˜L = −
(
u+ ∂−1Z u
∂ZA
A
)
v + ∂−1Z u∂Zv.
One first has the following identity for the energy estimate:
d
ds
(
1
2
∫ Z1
Z1
v2wdZ
)
=
∫ Z2
Z1
vvswdZ+
1
2
∫ Z2
Z1
v2wsdZ+
as
2
(v2w)(Z1)+
Me−s
2
(v2w)(Z2). (4.66) eq:expv
Step 1 The leading order linear terms. From (4.48), injecting (4.60), (4.61), (4.62), (4.63):∫ Z2
Z1
v
(
−V v − T∂Zv + 1
λ4µ2
∂ZZv
)
w +
1
2
∫ Z2
Z1
u2ws +
as
2
(v2w)(Z1) +
Me−s
2
(v2w)(Z2)
≤ −1
2
∫ Z2
Z1
v2w − 1
λ4µ2
∫ Z2
Z1
|∂Zv|2w + ν
4
∫ Z2
Z1
v2w + Ce6sv2(Z2) + Ce
4s|∂Zv|2(Z2)
+Cv2(Z1)e
−( 12−ν)s + C|∂Zv|2(Z1)e−2s
≤ −1
2
∫ Z2
Z1
v2w − 1
λ4µ2
∫ Z2
Z1
|∂Zv|2w + ν
4
∫ Z2
Z1
v2w + Ce−(1−2ν
′)s. (4.67)
Then, for the commutator with A and the transport T , a direct computation shows, since A = 2T
for |Z| ≤ π/2, and A = −1 for Z ≤ −π/2, that for all for Z ≤ 0:
A∂ZT − T∂ZA
A
= ∂ZT1Z≤−π
2
≤ −1
2
1Z≤−π
2
which implies:
−
∫ Z2
Z1
v
A∂ZT − T∂ZA
A
vw ≤ 1
2
∫ Z2
Z1
v2w. (4.68) bd:estimationcommutateurAT
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Step 2 The small linear term and other commutators. For the small linear term, from (4.57),
injecting (4.22), (4.43), (4.60), (4.61) and (4.18):∣∣∣∣
∫ Z2
Z1
vH˜vwdZ
∣∣∣∣ .
(∣∣∣∣λsλ − 12
∣∣∣∣+ es|d|
)
e6sv2(Z2) +
(∣∣∣∣λsλ − 12
∣∣∣∣+ |d|
)
v2(Z1)
+
(
e
s
2
∣∣∣∣λsλ − 12
∣∣∣∣+ es|d|
)∫ Z2
Z1
v2wdZ
. e−(
3
2
−2ν)s + e(
11
2
− 1
8
+2ν)s‖∂Y ε‖2L2ρ . (4.69)
Next, we turn to the commutator with the dissipative term. one has
[A∂Z , ∂ZZ ]u =
(
−∂ZZA
A
+
2(∂ZA)
2
A2
)
v − 2∂ZA
A
∂Zv.
Since, for Z ≥Me−s: ∣∣∣∣∂ZZAA
∣∣∣∣+
∣∣∣∣(∂ZA)2A2
∣∣∣∣ ≤ CZ2 ≤ Ce
2s
M2
,
one has for the first term that:∣∣∣∣ 1λ4µ2
∫ Z2
Z1
v2
(
−∂ZZA
A
v +
2(∂ZA)
2
A2
)
wdZ
∣∣∣∣ ≤ C(K)M2
∫ Z2
Z1
v2wdZ.
For the second term, one first integrates by parts:
−
∫ Z2
Z1
2v
∂ZA
A
∂ZvwdZ = (v
2 ∂ZA
A
w)(Z1)− (v2 ∂ZA
A
w)(Z2) +
∫ Z2
Z1
v2∂Z
(
∂ZA
A
w
)
dZ
= −(v2∂ZA
A
w)(Z2) +
∫ Z2
Z1
v2∂Z
(
∂ZA
A
w
)
dZ
since ∂ZA(Z1) = 0. From a direct inspection:∣∣∣∣∂Z
(
∂ZA
A
w
)∣∣∣∣ ≤ CwZ2 ≤ Ce
2s
M2
w.
Therefore: ∣∣∣∣ 1λ4µ2
∫ Z2
Z1
2v
∂ZA
A
∂ZvwdZ
∣∣∣∣ ≤ Ce6sv2(Z2) + C(K)M2
∫ Z2
Z1
v2wdZ.
One has proved that for the commutator with the dissipative term, forM large enough depending
on K, using (4.60):∣∣∣∣ 1λ4µ2
∫ Z2
Z1
v[A∂Z , ∂ZZ ]uw
∣∣∣∣ ≤ Ce6sv2(Z2)+C(K)M2
∫ Z2
Z1
v2w ≤ Ce−(1−2ν′)s+ ν
8
∫ Z2
Z1
v2w. (4.70) bd:commutateurvpazz
Next, one computes that the commutator with the small linear term is:
[A∂Z , H˜]u =
(
−d∂ZA
A
−
(
λs
λ
− 1
2
)(
1− Z∂ZA
A
))
v.
Since |∂ZA/A| . 1/Z . es for |Z| ≥Me−s, this implies using (4.22), (4.43) and (4.18):∣∣∣∣
∫ Z2
Z1
v[A∂Z , H˜ ]uw
∣∣∣∣ .
(∣∣∣∣λsλ − 12
∣∣∣∣+ es|d|
)∫ Z2
Z1
v2w . e−(
3
2
+ 1
4
−2ν)s + e(
11
2
− 1
8
+2ν)s‖∂Y ε‖2L2ρ .
(4.71) bd:commutateurtildeH2
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Step 3 The nonlinear term. Since |∂ZA/A| . 1/Z one has:∣∣∣∣
∫ Z2
Z1
v
(
u+ ∂−1Z u
∂ZA
A
)
vwdZ
∣∣∣∣ . ‖u‖L∞
∫ Z2
Z1
v2wdZ.
For the other term, an integration by parts gives:∣∣∣∣
∫ Z2
Z1
v∂−1Z u∂ZvwdZ
∣∣∣∣ =
∣∣∣∣12(∂−1Z uv2w)(Z1)− 12(∂−1Z uv2w)(Z2) +
∫ Z2
Z1
v2∂Z(∂
−1
Z uw)dZ
∣∣∣∣
. ‖u‖L∞v2(Z1) + ‖u‖L∞e6sv2(Z2) + log(s)‖u‖L∞
∫ Z2
Z1
v2wdZ,
where we used the fact that |∂Zw| . log(s)Z−1w. One has then showed that for the nonlinear
term, using (4.19), (4.60) and (4.62), as 0 < ν ′ ≪ ν:∣∣∣∣
∫ Z2
Z1
vN˜LwdZ
∣∣∣∣ . ‖u‖L∞v2(Z1) + ‖u‖L∞e6sv2(Z2) + log(s)‖u‖L∞
∫ Z2
Z1
v2wdZ
. e−(1+
1
4
−5ν)s +
ν
8
∫ Z2
Z1
v2wdZ. (4.72)
Step 4 The error term. For the error one first computes, since |A| . |Z| for |Z| ≤ π with
A(−π) = −1, and since ∂ZZG1 has limit 0 and 1/2 on the left and on the right of −π respectively:
A∂Zψ(s, Z) = A∂Z
(
− 1
λ4µ2
∂ZZG1(Z) +
(
λs
λ
− 1
2
)
(2− Z∂Z)G1(Z) + d(s)∂ZG1(Z)
)
=
1
2
δ{Z=−π} +O
(
Z2
(
1
λ4
+
∣∣∣∣λsλ − 12
∣∣∣∣
)
+ |d||Z|
)
.
Since w . |Z|7 one has:∫ Z2
Z1
|O
(
Z2
(
1
λ4
+
∣∣∣∣λsλ − 12
∣∣∣∣
)
+ |d|Z
)
|2wdZ . e2s
(
1
λ4
+
∣∣∣∣λsλ − 12
∣∣∣∣
)2
+ e4sd2.
For the Dirac term, either one has a < 0 and then −π < Z1 in which case there is nothing to
estimate since ∫ Z2
Z1
vδ{Z=−π}dZ = 0.
Otherwise, if Z1 ≤ −π, we use Sobolev embedding (since w ≈ s−1 near −π) to find:
1
λ4µ2
∫ Z2
Z1
vδ{Z=−π}w =
1
λ4µ2
w(−π)v(−π) ≤ C
λ4µ2

(∫ Z2
Z1
v2w
) 1
2
+
(∫ Z2
Z1
(∂Zv)
2w
) 1
2


≤ C
λ4µ2
(∫ Z2
Z1
v2w
) 1
2
+
Cκ
λ4µ2
∫ Z2
Z1
(∂Zv)
2w +
C
κλ4
.
Using Cauchy-Schwarz, one has then showed that for the error term, in both cases Z1 ≤ π or
Z1 > π, for κ small enough:∣∣∣∣
∫ Z2
Z1
vA∂ZΨw
∣∣∣∣ .
(
es
(
1
λ4
+
∣∣∣∣λsλ − 12
∣∣∣∣
)
+ e2s|d|
)(∫ Z2
Z1
v2w
) 1
2
+
1
2λ4µ2
∫ Z2
Z1
(∂Zv)
2w +
C
κλ4
. e−(
1
2
+ 1
4
−ν)s + e(
13
2
− 1
8
+ν)s‖∂Y ε‖2L2ρ +
1
2λ4µ2
∫ Z2
Z1
(∂Zv)
2w (4.73)
where we used (4.16), (4.22), (4.43) and (4.18) for the last inequality.
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Step 5 The remaining lower order terms. One has from (4.18) that for the first one:∣∣∣∣
∫ Z2
Z1
vAu∂ZG1wdZ
∣∣∣∣ .
(∫ Z2
Z1
u2wdZ
) 1
2
(∫ Z2
Z1
v2wdZ
) 1
2
. e−(
1
2
−2ν)s (4.74) bd:estimationapzulowerorder1
since A∂ZG1 is bounded. For the last term, from (4.49) one has:
∣∣∂−1Z uA∂ZZG1∣∣ .
(∫ 0
Z2
|u|dZ˜
)
|Z|1−π≤Z≤0 +
(∫ Z2
Z1
u2wdZ˜
) 1
2
(∫ 0
Z
w−1dZ˜
) 1
2
|Z|1−π≤Z≤0
.
(∫ 0
Z2
|u|dZ˜
)
|Z|1−π≤Z≤0 +
√
s
(∫ Z2
Z1
u2wdZ˜
) 1
2
|Z|510≤Z≤π
where we used the fact that w ≈ |Z|−7s−q(Z) for −π ≤ Z < 0, and that q is maximal at −π
with q(−π) = 1. One then computes that∫ Z2
Z1
Z2wdZ .
∫ Z2
Z1
Z−5dZ . e4s,
∫ Z2
Z1
Z10wdZ . 1.
Therefore: ∫ Z2
Z1
|∂−1Z uA∂ZZG1|2wdZ . e4s
(∫ 0
Z2
|u|dZ
)2
+
∫ Z2
Z1
u2wdZ
which, by Cauchy-Schwarz, gives for the last lower order term, using (4.17) and (4.18):∣∣∣∣
∫ Z2
Z1
v∂−1Z uA∂ZZG1wdZ
∣∣∣∣ .
(∫ Z2
Z1
v2wdZ
) 1
2

e2s (∫ 0
Z2
|u|dZ
)
+ s
(∫ Z2
Z1
u2wdZ
) 1
2


. eνs
(
es
(∫ 0
M2
|ε|dY
)
+ se−(
1
2
−ν)s
)
. eνs
(
ese−
7
2
s + se−(
1
2
−ν)s
)
. e−(
1
2
−2ν)s.
Step 6 End of the proof. In conclusion, from the identities (4.65), (4.66), collecting the estimates
(4.67), (4.68), (4.70), (4.69), (4.71), (4.72), (4.73), (4.74) and the above inequality:
d
ds
(
1
2
∫ Z1
Z1
v2wdZ
)
≤ −1
2
∫ Z2
Z1
v2wdZ − 1
λ4µ2
∫ Z2
Z1
|∂Zv|2wdZ + ν
4
∫ Z2
Z1
v2wdZ + Ce−(1−2ν
′)s +
1
2
∫ Z2
Z1
v2wdZ
+Ce−(1−2ν
′)s +
ν
8
∫ Z2
Z1
v2wdZ +Ce−(
3
2
−2ν)s +Ce(
11
2
− 1
8
+2ν)s‖∂Y ε‖2L2ρ + Ce
−( 3
2
+ 1
4
−2ν)s
+Ce(
11
2
− 1
8
+2ν)s‖∂Y ε‖2L2ρ + Ce
−(1+ 1
4
−5ν)s +
ν
8
∫ Z2
Z1
v2w + Ce−(
1
2
+ 1
4
−ν)s + Ce(
13
2
− 1
8
+ν)s‖∂Y ε‖2L2ρ
+
1
2λ4µ2
∫ Z2
Z1
(∂Zv)
2wdZ + Ce−(
1
2
−2ν)s
≤ ν
2
∫ Z2
Z1
v2wdZ − 1
2λ4µ2
∫ Z2
Z1
|∂Zv|2wdZ + Ce−(
1
2
−2ν)s + Ce(
13
2
− 1
8
+ν)s‖∂Y ε‖2L2ρ
which is the desired differential inequality (4.64).
The very same analysis can be done at the right of the origin. The analogues of Lemmas 17
and 18 hold and their proofs are exactly the same.
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lem:exteright Lemma 19 (Exterior Lyapunov functionals on the right). Let Z3 =Me
−s. ForM and s0 large
enough, there exists C > 0 such that if F is trapped on [s0, s
∗] one has, where v = A∂Zu:
d
ds
(
1
2
∫ +∞
Z3
u2wdZ
)
+
(
1
2
− ν
2
)∫ +∞
Z3
u2wdZ (4.75)
≤ C
(
e6su2(Z3) + e
4s|∂Zu|2(Z3) + e−(2+
1
6
)s +
(∫ +∞
Z3
u2wdZ
) 1
2
e−(
1
2
+ 1
4
)s + e(6−
1
10)s‖∂Y ε‖2L2ρ
)
d
ds
(
1
2
∫ +∞
Z3
v2wdZ
)
− ν
2
∫ +∞
Z3
v2wdZ+
1
2λ4µ2
∫ +∞
Z3
|∂Zv|2wdZ ≤ Ce−(
1
4
)s+Ce(
13
2
− 1
10
)s‖∂Y ε‖2L2ρ
(4.76) eq:exteriorenergyidentity4
Proof. The proof of Lemma 19 follows exactly the same lines as the proof of Lemmas 17 and 18,
since everything is symmetric except the boundary condition, and we safely skip it. The only
difference is then that in this case the only boundary terms are coming from Z3.
4.6. Analysis close to the origin
This subsection is devoted to the analysis of the solution in original variables, on compact
sets and in particular close to the origin. Since the blow-up happens at infinity the nonlinear
effects become eventually weak and the solution stays regular. We state it in a perturbative way
and track precisely the constants, so that this can be used both to derive uniform estimates at
the origin, and to derive the asymptotics (1.8) for the profile at blow-up time.
lem:noblowup Lemma 20 (No blow-up on compact sets). Let 0 ≤ s0 ≤ s1, b = O(1), N,L,L′ ≥ 1, q ∈ 2N.
Assume that s is given by (4.2) with λ satisfying (4.16). Let ξ solve (1.3) on [0, t(s1)]× [0, 2N ],
with ξ ∈ C3([0, t(s1)]× [0, 2N ]), and such that the following properties hold:
ξ0(t(s0)) = by
2 + ξ˜(t(s0)), ‖ξ˜(t(s0))‖L∞([0,2N ]) ≤ L, ‖∂y ξ˜(t(s0))‖L2([0,2N ]) ≤ L′.
and for all t ∈ [t(s0), t(s1)]:
‖ξ‖L∞([0,2N ]) ≤ e(1−
1
8)s, ‖∂yξ(t(s0))‖L2([0,2N ]) ≤ es,
then, writing ξ = by2 + ξ˜, for all t ∈ [t(s0), t(s1)]:
‖ξ˜‖Lq([0,N ]) . LN
1
q +N
2+ 1
q e−
s0
16 , ‖∂y ξ˜‖L2([0,N ]) . L′ +N
3
2 e
− s0
8q .
lab:cor Corollary 21. There exists a constant C > 0 independent of the other parameters such that for
a trapped solution, for all t ∈ [0, t(s1)]:
‖ξ‖W 1,∞([0,1/2]) ≤ C. (4.77) bd:origin bootstrap2
Proof of Corollary 21. From (4.19), (4.16) and (4.3) we infer that for s0 large enough one has
for all s ∈ [s0, s1]:
‖ξ‖L∞([0,2]) ≤ e−(1−
1
8)s.
Hence one obtains from Lemma 20, using (4.15), that for all t ∈ [0, t(s1)]:
‖ξ‖Lq([0,1]) . 1, ‖∂yξ‖L2([0,1]) . 1.
The desired bound (4.77) then follows from a standard parabolic regularity result. We do not
prove it here and refer to the proof of Lemma 23 for a similar strategy.
32 C. COLLOT, T.-E. GHOUL, S. IBRAHIM, AND N. MASMOUDI
Proof of Lemma 20. The proof relies on a standard localised bootstrap argument similar to [14].
The fact that we performed such an argument close to the anticipated profile at blow-up time
is inspired by [16, 25].
Step 1 The bootstrap procedure. Let 1 < α1 < 2, 0 < κ < 1 with κ 6= 1 − 1/(16q), L1 =
LN
1
q +N
2+ 1
q e−
s0
16 and assume that for t ∈ [t(s0), t(s1)] one has the bound∫
y≤2N
|ξ˜|qdy ≤ Lq1eq(1−κ)s. (4.78) eq:originhp ubt
We claim that then for all t ∈ [0, t(s1)] one has the bound:∫
y≤α1N
|ξ˜|qdy .
{
Lq1e
q(1−κ− 1
16q
)s
if κ < 1− 1/(8q)
Lq1 if 1− 1/(8q) < κ.
(4.79) eq:originhp ubtgain
We now prove this claim. We write ξ = by2 + ξ˜. Then ξ˜ solves:
ξ˜t − ∂yy ξ˜ + ∂−1y ξ∂y ξ˜ − ξ2 + 2b∂−1y ξy − 2b = 0, ξ˜(t, 0) = 0.
Let 0 < α ≪ 1 and χ be a smooth cut-off function, with χ(y) = 1 for y ≤ 1 + α and χ(y) = 0
for y ≥ 1 + 2α, set χ1 = χ
(
y
α1N
)
and let v := χ1ξ. Then v solves:
vt − ∂yyv + ∂−1y ξ∂yv + 2∂yχ1∂y ξ˜ − χ1ξ2 + 2b∂−1y ξχ1y − 2bχ1 + ∂yyχ1ξ˜ − ∂−1y ξ∂yχ1ξ˜ = 0.
One then has the following identity for an Lq energy estimate:
0 =
d
dt
(
1
q
∫
vqdy
)
+ (q − 1)
∫
vq−2|∂yv|2dy
+
∫
vq−1
(
∂−1y ξ∂yv + 2∂yχ1∂y ξ˜ − χ1ξ2 + 2b∂−1y ξχ1y − 2bχ1 + ∂yyχ1ξ˜ − ∂−1y ξ∂yχ1ξ˜
)
dy.
We now estimate all terms. For the first one, an integration by parts gives, using |v| . |ξ˜|:∣∣∣∣
∫
vq−1∂−1y ξ∂yvdy
∣∣∣∣ = 1q
∣∣∣∣
∫
vqξdy
∣∣∣∣ . ‖ξ‖L∞([0,2N ])
∫
y≤2N
|ξ˜|qdy . Lq1e(q(1−κ)+1−
1
8)s
For the second one, integrating by parts, applying Ho¨lder and Young inequality and |v| . |ξ˜|:∣∣∣∣
∫
vq−1∂yχ1∂y ξ˜
∣∣∣∣ ≤ 12
∫
|∂yv|2vq−2 + C
∫
y≤2N
|ξ˜|q ≤ 1
2
∫
|∂yv|2vq−2 + CLq1eq(1−κ)s.
For the third term, since |v| . ξ˜ and ξ2 . |ξ|(|ξ˜|+ y2|) there holds from Ho¨lder and (4.78):∣∣∣∣
∫
vq−1χ1ξ2
∣∣∣∣ . ‖ξ‖L∞([0,2N ])
∫
y≤2N
ξ˜q + ‖ξ‖L∞([0,2N ])
(∫
y≤2N
y2qdy
) 1
q
(∫
y≤2N
|ξ˜|q
)1− 1
q
. Lq1e
(q(1−κ)+1− 18)s + e(1−
1
8
)sN
2+ 1
qLq−11 e
(q−1)(1−κ)s . Lq1e
(q(1−κ)+1− 116)s
since e−
1
16N2+
1
q ≤ L1. For the fourth term, since |∂−1y ξy| ≤ ‖ξ‖L∞([0,2N ])y2 and |v| . |ξ˜|:∣∣∣∣
∫
vq−1∂−1y ξχ1y
∣∣∣∣ ≤ ‖ξ‖L∞([0,2N ])
(∫
y≤2N
y2qdy
) 1
q
(∫
y≤2N
|ξ˜|q
)1− 1
q
. Lq1e
(q(1−κ)+1− 116)s.
For the the next two terms:∣∣∣∣
∫
vq−1
(
−2bχ1 + ∂yyχ1ξ˜
)
dy
∣∣∣∣ .
∫
y≤2N
ξ˜qdy . Lq1e
q(1−κ)s.
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Finally, for the last term, as ∂yχ1 . N
−1, one has |∂−1y ξ∂yχ1| . ‖ξ‖L∞([0,2N ]) and:∣∣∣∣
∫
vq−1∂−1y ξ∂yχ1ξ˜dy
∣∣∣∣ ≤ ‖ξ‖L∞([0,2N ])
∫
y≤2N
ξ˜qdy . Lq1e
(q(1−κ)+1− 18)s.
Collecting all the above estimates gives:
d
dt
(∫
vqdy
)
. Lq1e
(q(1−κ)+1− 116)s.
We reintegrate with time the above identity, using the relation ds/dt = λ2 ≈ es from (4.16):∫
vq .
∫
|ξ˜(s0)|q + Lq1
∫ s
s0
e(q(1−κ)−
1
16)s
′
ds′
.
{
LqN + Lq1e
(q(1−κ)− 116)s if κ < 1− 116q ,
LqN + Lq1e
(q(1−κ)− 116)s0 if κ > 1− 116q ,
.
{
Lq1e
(q(1−κ)− 116)s if κ < 1− 116q ,
Lq1 if κ > 1− 116q ,
since L1 = LN
1
q +N
2+ 1
q e
− s0
8q (the case κ = 1 − 1/(16q) produces a harmless log which can be
avoided by choosing slightly different parameters without affecting the result). This ends the
proof of (4.79) and of the claim.
Step 2Uniform in time Lq bound. We iterate Step 1 for a sequence of intervals [0, α1N ],...,[0, αkN ]
and parameter κ1, ..., κk. Note that this is possible from the initial bounds. At each iteration,
if one is not in the second case the gain in (4.79) is κi = κi−1 + 1/(16q). Hence we only need a
finite number of iterations depending on the choice of q to reach the second case, yielding:∫
y≤N
|ξ˜|qdy . Lq1 = LqN +N2q+1e−
s0
16 .
Step 3 The bootstrap procedure for the derivative. Let 1 < α1 < 2, 0 ≤ κ < 2 with κ 6= 2− 1/8,
L1 = L
′ +N3/2e−
s0
8q and assume that for t ∈ [t(s0), t(s1)] one has the bound∫
y≤2N
|∂y ξ˜|2dy ≤ L21e(2−κ)s. (4.80) eq:originhp ubt2
We claim that then for all t ∈ [0, t(s1)] one has the bound:∫
y≤α1N
|ξ˜|2dy .
{
L21e
(2−κ− 1
8
)s if κ < 2− 1/8
Lq1 if 2− 1/8 < κ.
(4.81) eq:originhp ubtgain2
We now prove this claim. Let ζ := ∂yξ. Then it solves:
ζt − ξζ + ∂−1y ξ∂yζ − ∂yyζ = 0.
We write ζ = h+ ζ˜ with h smooth such that h = 2by for y ≥ 1, h(0) = h′(0) = h′′(0) = 0. Then
ζ˜ solves:
ζ˜t − ∂yy ζ˜ + ∂−1y ξ∂y ζ˜ − ξζ + ∂−1y ξ∂yh− ∂yyh = 0, ∂y ζ˜(t, 0) = 0.
Let 0 < α ≪ 1 and χ be a smooth cut-off function, with χ(y) = 1 for y ≤ 1 + α and χ(y) = 0
for y ≥ 1 + 2α, set χ1 = χ
(
y
α1N
)
and let v := χ1ζ˜. Then v solves:
vt − ∂yyv + ∂−1y ξ∂yv + 2∂yχ1∂y ζ˜ − χ1ξζ + ∂−1y ξχ1∂yh− 2b∂yyh+ ∂yyχ1ζ˜ − ∂−1y ξ∂yχ1ζ˜ = 0.
An L2 energy estimate then writes:
d
dt
(
1
2
∫
vq
)
+
∫
|∂yv|2+
∫
v
(
∂−1y ξ∂yv + 2∂yχ1∂y ζ˜ − χ1ξζ + ∂−1y ξχ1∂yh− 2b∂yyh+ ∂yyχ1ζ˜ − ∂−1y ξ∂yχ1ζ˜
)
= 0.
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We now estimate all terms. For the first one, an integration by parts gives, using |v| . |ζ˜|:∣∣∣∣
∫
v∂−1y ξ∂yvdy
∣∣∣∣ = 12
∣∣∣∣
∫
v2ξdy
∣∣∣∣ . ‖ξ‖L∞([0,2N ])
∫
y≤2N
|ζ˜|2dy . L21e(2−κ+1−
1
8)s
For the second one, integrating by parts, applying Ho¨lder, Young inequality and |v| . |ζ˜|:∣∣∣∣
∫
v∂yχ1∂y ζ˜dy
∣∣∣∣ ≤ 12
∫
|∂yv|2dy + C
∫
y≤2N
|ζ˜|2dy ≤ 1
2
∫
|∂yv|2dy +CL21e(2−κ)s.
For the third term, since |vξζ| . |ζ˜|2|ξ|+ y|ξ| there holds:∣∣∣∣
∫
vχ1ξζ
∣∣∣∣ . ‖ξ‖L∞([0,2N ])
∫
y≤2N
ζ˜2 + ‖ξ‖L∞([0,2N ])
∫
y≤2N
y2 . L21e
(2−κ+1− 18)s +N3e(1−
1
8
)s.
Similarly for the forth term, since |∂−1y ξ∂yh| ≤ ‖ξ‖L∞([0,2N ])y and |v| . |ζ˜|:∣∣∣∣
∫
v∂−1y ξχ1∂yh
∣∣∣∣ ≤ ‖ξ‖L∞([0,2N ])
∫
y≤2N
ζ˜2+‖ξ‖L∞([0,2N ])
∫
y≤2N
y2 . L21e
(2−κ+1− 18)s+N3e(1−
1
8
)s.
Finally, for the the next two terms:∣∣∣∣
∫
v
(
−∂yyhχ1 + ∂yyχ1ζ˜
)
dy
∣∣∣∣ .
∫
y≤2N
ζ˜2dy . L21e
(2−κ)s.
Finally, for the last term, as ∂yχ1 . N
−1, one has |∂−1y ξ∂yχ1| . ‖ξ‖L∞([0,2N ]) and:∣∣∣∣
∫
v∂−1y ξ∂yχ1ζ˜
∣∣∣∣ ≤ ‖ξ‖L∞([0,2N ])
∫
y≤2N
ζ˜2+‖ξ‖L∞([0,2N ])
∫
y≤2N
y2dy . L21e
(2−κ+1− 18)s+N3e(1−
1
8
)s.
Collecting all the above estimates gives:
d
dt
(∫
v2dy
)
. L21e
(2−κ+1− 18)s +N3e(1−
1
8
)s.
We reintegrate with time the above identity, using the relation ds/dt = λ2 ≈ es from (4.16):∫
v2 .
∫
|ζ˜(s0)|2 + L21
∫ s
s0
e(2−κ−
1
8)s
′
ds′ +N3
∫ s
s0
e−
1
8
s
.
{
L
′2 + L21e
(2−κ− 18)s +N3e−
1
8
s0 if κ < 2− 1/8,
L
′2 + L21e
(2−κ− 18)s0 +N3e−
1
8
s0 if κ > 2− 1/8,
.
{
L21e
(2−κ− 18)s if κ < 2− 1/8,
L21 if κ > 2− 1/8,
since L1 = L
′ +N3e−
s0
8 . This ends the proof of (4.81) and of the claim.
Step 4 Uniform in time L2 bound for the derivative. Again, as in Step 2, we iterate Step 3 for
a finite sequence of intervals [0, α1N ],...,[0, αkN ] and finally obtain:∫
y≤N
|∂y ξ˜|2dy . L21 = L
′2 +N3e−
s0
8 .
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4.7. End of the proof of Proposition 12 and proof of Theorem 1
subsec:prbootstrap
In this subsection we reintegrate over time the modulation equations and the various energy
estimates, to show that the various upper bounds describing the bootstrap cannot be saturated.
We first reintegrate the modulation equations and Lyapunov functionals.
Lemma 22. Let 0 < η ≪ ν ′. For a solution which is trapped on [s0, s1] there holds for s0 large
enough, at time s ∈ [s0, s1]:
‖ε‖2L2ρ ≤ 2e
− 7
2
s,
∫ s
s0
e(7−η)s˜‖∂Y ε(s˜)‖2L2ρds˜ ≤ 2, (4.82) bd:int e
1
2e
≤ µ ≤ 2e, 1
4
e
s
2 ≤ λ ≤ 9
4
e
s
2 , |a| ≤ 2e−( 12−2ν)s, (4.83) bd:boostrap improved parameters
µ = µ∞(1 +O(e−s)), λ = e
s
2 λ˜∞(1 +O(e−2s)), (4.84) bd:boostrap improved parameters2∫ Z2
Z1
u2wdZ +
∫ +∞
Z3
u2wdZ ≤ 4e−(1−2ν)s,
∫ Z2
Z1
|A∂Zu|2wdZ +
∫ +∞
Z3
|A∂Zu|2wdZ ≤ 4e2νs.
(4.85) bd:int e2
Proof. Step 1 Interior Lyapunov functional and energy dissipation. We rewrite (4.35) as:
d
ds
(
e7s‖ε‖2L2ρ
)
+ e(7−η)s‖∂Y ε‖2L2ρ ≤ Ce
(7−η)s‖ε‖2L2ρ + Ce
7s‖ε‖L2ρλ−12 + Ce7s−e
s
.
Injecting the bounds (4.16) and (4.17) and integrating in time using (4.13) gives:
e7s‖ε‖2L2ρ − 1 +
∫ s
s0
e(7−η)s˜‖∂Y ε(s˜)‖2L2ρ ≤
∫ s
s0
(
Ce−ηs˜ + C(K)e−
5
2
s˜ + Ce7s˜−e
s˜
)
ds˜ ≤ 1
for s0 large enough, which implies the desired estimate (4.82).
Step 2 Law for µ. We inject in the inequality for µ in (4.22) the bounds (4.16):∣∣∣∣µsµ
∣∣∣∣ . e−( 32+ 14)s + e( 112 − 18)s‖∂Y ε‖2L2ρ
When reintegrated over time using (4.82), this implies for s0 large enough:
| log µ(s)− log(µ(s0))| ≤ C
∫ s
s0
e−(
3
2
+ 1
4
)s˜ds˜+
∫ s
s0
e(−
3
2
− 1
8
+η)s˜e(7−η)s˜‖∂Y ε(s˜)‖2L2ds˜ ≤ 1
which using (4.12) gives indeed (2e)−1 ≤ µ ≤ 2e and if the solution is trapped for all times:
µ(s) = µ(s0) exp
(∫ s
s0
O(e−(
3
2
+ 1
4
)s˜)ds˜+
∫ s
s0
O(e(−
3
2
− 1
8
+η)s˜e(7−η)s˜‖∂Y ε(s˜)‖2L2)ds˜
)
= µ∞(1+O(e−s))
Step 3 Law for λ. We rewrite as in Step 2 the equation for λ in (4.22) using (4.16):∣∣∣∣λsλ − 12
∣∣∣∣ ≤ Ce−2s + Ce( 72− 18 )s‖∂Y ε‖2L2ρ . (4.86) bd:lbreintegration
This can be written alternatively as (since λ ≤ Kes/2 in the boostrap):∣∣∣∣ dds(e− s2λ)
∣∣∣∣ ≤ Ce−2s + Ce(3− 18 )s‖∂Y ε‖2L2ρ .
When reintegrated over time using (4.82) and (4.12), this implies for s0 large enough:
|e− s2λ− e− s02 λ(s0)| ≤ C
∫ s
s0
e−2s˜ds˜+ C
∫ s
s0
e−(4+
1
8
−η)s˜e(7−η)s˜‖∂Y ε(s˜)‖2L2ρds˜ ≤
1
4
,
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which with (4.12) yields 1/4 ≤ e−s/2λ ≤ 9/4 which implies the bound for λ in (4.83). If the
solution is trapped for all times this gives:
λ = e
s
2
(
e−
s0
2 λ0 +
∫ s
s0
O(e−2s˜) +
∫ s
s0
O(e−(4+
1
8
−η)s˜e(7−η)s˜‖∂Y ε(s˜)‖2L2ρds˜)
)
= e
s
2 λ˜∞(1 +O(e−2s))
Step 4 Law for a. One has ‖ε‖L∞‖∂Y ε‖L2ρ . e−(7/2+1/4)s + e(7/2−1/8)s‖∂Y ε‖2L2ρ from (4.19) and
(4.17), and |G1| . |π + Z|2 near −π. We rewrite the equation for a in (4.22) and inject the
bounds (4.16), (4.17) and (4.19):∣∣∣∣ dds(e s2a)
∣∣∣∣ . e s2
(∣∣∣∣
∫ −π
−π−a
G1dZ
∣∣∣∣+
∣∣∣∣
∫ 0
−π−a
udZ
∣∣∣∣+ e−( 32+ 14 )s + e( 112 − 18)s‖∂Y ε‖2L2ρ
)
. e
s
2 |a|3 + e s2
∣∣∣∣∣
∫ −Me−s
−π−a
udZ +
∫ 0
−Me−s
udZ
∣∣∣∣∣+ e−(1+ 14 )s + e(6− 18)s‖∂Y ε‖2L2ρ
. e−(1−6ν)s + e(6−
1
8
)s‖∂Y ε‖2L2ρ + e
s
2

s
(∫ −Me−s
−π−a
wu2dZ
) 1
2
+ e−s
∫ 0
CM
|ε|dY


. e−(1−6ν)s + e(6−
1
8
)s‖∂Y ε‖2L2ρ + e
s
2
(
se−(
1
2
−ν)s + e−
9
2
s
)
. seνs + e(6−
1
8
)s‖∂Y ε‖2L2ρ .
This implies the following bound for as using (4.16):
|as| . e−(
1
2
−2ν)s + e(
11
2
− 1
8
)s‖∂Y ε‖2L2ρ . (4.87) bd:as
Reintegrating over time the first estimate gives using (4.12) and (4.82)
|a| = e− s2
∣∣∣∣a0e s2 +
∫ s
s0
O(s˜eνs˜) +
∫ s
s0
O(e(6−
1
8
)s˜‖∂Y ε(s˜)‖2L2ρ)ds˜
∣∣∣∣ ≤ 2e−( 12−2ν)s
Step 5 Exterior energy functionals. We inject in (4.54) the bounds (4.18) and (4.51):
d
ds
(
e(1−ν)s
∫ Z2
Z1
u2w
)
+
(
1
2
− ν
2
)∫ Z2
Z1
u2w
. e(1−ν)s

e6su2(Z2) + e4s|∂Zu|2(Z2) + e−(2+ 16 )s +
(∫ Z2
Z1
u2w
) 1
2
e−(
1
2
+ 1
4
)s + e(6−
1
10)s‖∂Y ε‖2L2ρ


. Ce(2ν
′−ν)s + Ce−(1+
1
6
−ν)s + Ce−(
1
4
−2ν)s + e−(
1
10
−ν)se7s‖∂Y ε‖2L2ρ
. Ce(2ν
′−ν)s + e−(
1
10
−2ν)se7s‖∂Y ε‖2L2ρ
where the e−(ν−2ν
′)s is the worst term, due to the boundary condition at Z2. Indeed, we
optimized the weight w to match the exterior decay with the interior decay, hence the choice
of β = 1/2 for the eigenfunction (4.44) in the weight (4.8). Reintegrating in time the above
identity using (4.82) and (4.14) yields since 0 < η ≪ ν ′ ≪ ν ≪ 1:∫ Z2
Z1
u2w ≤ e−(1−ν)s
[
e(1−ν)s0
∫ Z2(s0)
Z1(s0)
u2w + C
∫ s
s0
e−(ν−2ν
′)s + C
∫ s
s0
e(7−η)s˜‖∂Y ε‖2L2ρds˜
]
≤ e−(1−2ν)s
(
eν(s0−s) + e−νsC
)
≤ 2e−(1−2ν)s.
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The differential inequality on the right (4.75) can be reintegrated with time the very same way,
giving
∫ +∞
Z3
u2w ≤ 2e−(1−2ν)s. These two bounds imply the first bound in (4.85). We now turn
to the derivative. We write (4.64) as∣∣∣∣ dds
(
e−νs
∫ Z2
Z1
|A∂Zu|2wdZ
)∣∣∣∣ ≤ Ce− 14s + Ce(− 12− 110+η)se(7−η)s‖∂Y ε‖2L2ρ
Note that compared to the differential inequality for u, the above identity for A∂Zu is better.
Indeed the fact that A ∼ Z near the origin improves the control of the boundary term at Z2,
and A∂Z kills the worst component of the error near the origin. Reintegrating in time the above
identity using (4.82) and (4.14) yields:∫ Z2
Z1
|A∂Zu|2 ≤ e2νs
(
e−νseνs0
∫ Z2(s0)
Z1(s0)
|A∂Zu(s0)|2 + Ce−νs
∫ s
s0
e−
1
4
s˜ds˜+ Ce−νs
∫ s
s0
e(7−η)s˜‖∂Y ε‖2L2ρds˜
)
≤ e2νs(eν(s0−s) + Ce−νs) ≤ 2e2νs.
The same bound can also be proved the same way for the derivative at the right of the origin,
implying the last bound in (4.85).
We now bootstrap the last bound and control ε on [−M2,M2] using parabolic regularity.
lem:bootstrapcompactY Lemma 23. For a solution that is trapped on [s0, s1], for 0 < ν
′ ≪ ν, there holds at time s1:
‖ε‖2H3(|Y |≤M2) ≤ 10e−(7−ν
′)s1 . (4.88) bd:boostrap ecompact
Proof. The proof is a classical use of parabolic regularity: ε evolves according to a parabolic
equation, its size and the size of the forcing terms are precisely e−7s/2, hence this bound prop-
agates for higher order derivatives due to the smoothing effect of the heat kernel. We rewrite
(4.20) as:
εs − ∂Y Y ε+ V˜ ε+ T˜ ∂Y ε = F ,
where
V˜ := (2
λs
λ
− 2G1 − ε), T˜ := λs
λ
Y +
∫ 0
(−π−a)λ2µ
f − λy∗s + λ2µ∂−1Z G1 + ∂−1Y ε,
F :=
(
µs
µ
− 1
2λ4µ2
)
Z∂ZG1 +
(
λs
λ
− 1
2
+
1
4λ4µ2
)
(2− Z∂Z)G1 +
(∫ 0
−(π+a)λ2µ
f − λy∗s
)
1
λ2µ
∂ZG1
− 1
λ4µ2
(
∂ZZG1 +
1
4
Z∂ZG1 +
1
2
G1
)
.
Note that from (4.22) one has:
‖T˜‖W 1,∞(|Y |≤M3) + ‖V˜ ‖W 1,∞(|Y |≤M3) ≤ C + C‖∂Y ε‖2L2ρ . (4.89) eq:bd tildeT
We now let ε1 := ∂Y ε. It solves:
ε1s − ∂Y Y ε1 + (V˜ + ∂Y T˜ )ε1 + T˜ ∂Y ε1 = −∂Y V˜ ε+ F . (4.90) id:eq paYe compact
Let M2 < M1 < M2 < M
3, and χ be a cut-off function with χ = 1 for Y ≤ M1 and χ = 0 for
Y ≥M2 and let v = χε1. Then v solves:
vs − ∂Y Y v + (V˜ + ∂Y T˜ )v + T˜ ∂Y v = −∂Y Y χε1 − 2∂Y χ∂Y ε1 − T˜ ∂Y χε1 − χ∂Y V˜ ε+ χF .
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We then perform a standard energy estimate:
d
ds
(
1
2
∫
v2dY
)
+
∫
|∂Y v|2dY =
∫ (
−∂Y Y χε1 − 2∂Y χ∂Y ε1 − T˜ ∂Y χε1 − χ∂Y V˜ ε+ χF
)
vdY
−
∫ (
(V˜ + ∂Y T˜ )v + T˜ ∂Y v
)
vdY.
Let 0 < κ≪ 1, integrating by parts and using Young inequality one finds since |v| . ε1:∣∣∣∣
∫ (−∂Y Y ε1 − 2∂Y χ∂Y ε1) vdY
∣∣∣∣ ≤ Cκ
∫
|Y |≤M3
|ε1|2+κC
∫
|∂Y v|2dY ≤ C‖∂Y ε‖2L2ρ+
1
4
∫
|∂Y v|2dY
for κ small enough. Similarly, integrating by parts, using Young inequality, (4.17) and (4.89):∣∣∣∣
∫
T˜ ∂Y χε
1v
∣∣∣∣ =
∣∣∣∣
∫
T˜ ∂Y χ∂Y εv
∣∣∣∣ ≤ 14
∫
|∂Y v|2 + C‖T˜‖W 1,∞(|Y |≤M2)
∫
|Y |≤M2
ε2 + C
∫
|Y |≤M2
|ε1|2
≤ 1
4
∫
|∂Y v|2 + C(1 + ‖∂Y ε‖2L2ρ)‖ε‖
2
L2ρ
+ C‖∂Y ε‖2L2ρ ≤
1
4
∫
|∂Y v|2 + Ce−7s + C‖∂Y ε‖2L2ρ .
Next, from Cauchy-Schwarz, (4.17) and (4.89)∣∣∣∣
∫
χ∂Y V˜ εv
∣∣∣∣ ≤ C‖∂Y V˜ ‖L∞(|Y |≤M3)‖v‖L2‖ε‖L2(|Y |≤M3) ≤ Ce−7s +C‖∂Y ε‖2L2ρ +C‖∂Y ε‖2L2ρ‖v‖2L2 .
For the error, we recall the cancellation ∂ZZG1+
1
4Z∂ZG1+
1
2G1 = O(|Z|4) and |∂ZG1| = O(|Z|)
as Z → 0, which implies using (4.22) that:∫
χ2F2dY ≤ Ce−11s + C‖ε‖2L∞‖∂Y ε‖2L2ρ + C‖∂Y ε‖
4
L2ρ
which by Cauchy-Schwarz yields:∣∣∣∣
∫
χFvdY
∣∣∣∣ ≤ C (e− 112 s + C‖ε‖L∞‖∂Y ε‖L2ρ + C‖∂Y ε‖2L2ρ
)
‖v‖L2 .
Performing an integration by parts and using (4.89):∣∣∣∣
∫ (
(V˜ + ∂Y T˜ )v + T˜ ∂Y v
)
v
∣∣∣∣ ≤ ‖v‖2L2(‖V˜ ‖W 1,∞(|Y |≤M3)+‖T˜‖W 1,∞(|Y |≤M3)) ≤ ‖∂Y ε‖2L2ρ+‖∂Y ε‖2L2ρ‖v‖2L2 .
Let 0 < η ≪ ν1 ≪ ν ′. Collecting all the estimates above, and since |v| . |ε1| one has the energy
identity:
d
ds
(
e(7−ν1)s
∫
v2
)
+
1
2
e(7−ν1)s
∫
|∂Y v|2 ≤ Ce(7−ν1)s‖∂Y ε‖2L2ρ + Ce
−ν1s + C‖∂Y ε‖2L2ρ‖v‖
2
L2e
(7−ν1)s
+C
(
e−
11
2
s + C‖ε‖L∞‖∂Y ε‖L2ρ +C‖∂Y ε‖2L2ρ
)
‖v‖L2e(7−ν1)s.
Let now s˜ ∈ [s0, s1] be the supremum of times s ≥ s0 such that ‖v‖L2 ≤ 10e−(
7
2
−ν1)s′ for all
s′ ∈ [s0, s]. From (4.13) and a continuity argument one has s˜ > s0. We claim that s˜ = s1.
Indeed, on [s0, s˜] the above differential inequality gives:
d
ds
(
e(7−ν1)s
∫
v2
)
+
1
2
e(7−ν1)s
∫
|∂Y v|2 ≤ Ce(7−ν1)s‖∂Y ε‖2L2ρ + Ce
−ν1s + Cse−(
1
4
−ν− η
2)se
1
2
(7−η)s‖∂Y ε‖L2ρ
Reintegrated with time, using (4.82) this gives for s0 large enough:
e(7−ν1)s
∫
v2dY +
1
2
∫ s
s0
e(7−ν1)s
′
∫
|∂Y v|2dY ds′ ≤ e(7−ν1)s0
∫
v20dY + 1 ≤ 2.
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Therefore, ‖v(s˜)‖L2 ≤ 2e−(
7
2
−ν1)s˜. Hence a continuity argument implies s˜ = s1. One has then
proved the following pointwise bound for ∂Y ε and integrated bound for ∂Y Y ε:
∀s ∈ [s0, s1],
∫
|Y |≤M1
|∂Y ε|2dY ≤ 10e−(
7
2
−ν1)s, and
∫ s
s0
e(7−ν1)s
′
∫
|Y |≤M1
|∂Y Y ε|2dY ds′ ≤ 2.
Let nowM2 < M4 < M3 < M1. We claim that we can differentiate equation (4.90) and, with the
exact same arguments, obtain the analogue of the above estimates for ∂Y Y ε, with an exponent
ν2 such that ν1 ≪ ν2 ≪ ν ′. Indeed, the only crucial arguments to derive the above bounds
were the pointwise in time boundedness (4.17) of ‖ε‖L2ρ and the dissipation estimate (4.82) for
‖∂Y ε‖L2ρ , and we just obtained the analogues for ∂Y ε so that the same strategy can be applied.
Then, another iteration yields the analogue of the above bounds for ∂
(3)
Y ε for |Y | ≤ M4 for an
exponent ν2 ≪ ν3 ≪ ν ′, which ends the proof of the Lemma.
All the bounds of the bootstrap and the modulation equations have been investigated previ-
ously. We can now end the proof of Proposition 12.
Proof of Proposition 12. Let an initial datum satisfy the properties of Definition 9 at time s0.
Let s˜ be the supremum of times such that the solution is trapped on [s0, s˜]. Assume by con-
tradiction that s˜ < +∞. Then from the local well-posedness Proposition 6 and the blow-up
criterion (1.4), the solution can be extended beyond the time s˜. Hence, from the definition of s˜
and Definition 10 and a continuity argument, one of the inequalities (4.16), (4.17) or (4.18) must
be an equality at time s˜. This is however impossible for K large enough from (4.82), (4.83),
(4.85) and (4.88), which is desired contradiction. Hence s˜ = +∞ which proves Proposition 12.
Theorem 1 is a direct consequence of Proposition 12 and we can now give its proof.
Proof of Theorem 1. For an initial datum of the form (1.5), let s0 = 2 ln(λ
2
0). Then for ǫ(λ0) > 0
small enough, thanks to the smoothing effect of the equation, see Proposition 6, ξ˜0 is instan-
taneously regularised, and ξ(t∗) is initially trapped in the sense of Definition 9. Applying
Proposition 12, the solution is then trapped for all times in the sense of Definition 10. Since
ds/dt = λ2 and λ satisfies (4.84):
dt
ds
= e−sλ˜−2∞ (1 +O(e
−2s)).
Reintegrating the above equation, there exists T > 0 such that:
T − t = e−sλ˜−2∞ (1 +O(e−2s)).
This implies e−s = λ2∞(T − t)+O((T − t)3). The identities (1.6) are then consequences of (4.84).
From (4.19), x˜(t, y) = u(s, Z) and (4.7) one infers:
‖ξ˜‖L∞ = λ2‖u‖L∞ . e−se−(
1
4
−ν)s ≤ C(T − t)1− 18
which proves (1.7). We now investigate the existence and asymptotic behaviour of the blow-up
profile at time T . The existence of a limit ξ(t, y) → ξ∗(y) as t ↑ T follows from Lemma 20 and
a standard parabolic bootstrap argument. We now use more carefully Lemma 20 to find the
asymptotic of the profile at blow-up time. For y∗ ≥ e( 12− 116 )s0 we define the following adapted
time, which now depends on the point that we consider:
s0(y
∗) =
(
1
2
− 1
16
)−1
log(y) = log(yα), α :=
(
1
2
− 1
16
)−1
=
16
7
, so that y∗ = e(
1
2
− 1
16)s0(y).
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For s ≥ s0(y), for y ∈ [0, 2y∗], one has
Z(y) =
y − y∗
λµ
= −π − a+ y
λµ
= −π +O(e− s016 ).
Therefore one can apply the Taylor expansion of G1 near the origin for s0 large enough. Using
(4.83),(4.84) and (4.19), for s ≥ s0(y∗):
λ2(s0)G1(Z(y)) =
1
4
(
−a+ y
λµ
)2
λ2+λ2O
(∣∣∣∣−a+ yλµ
∣∣∣∣
4
)
=
y2
4µ2∞
+O(y∗2−
1
16 ) ≤ e(1− 18)s0 ≤ e(1− 18)s,
|λ2(s0)u(s0, Z(y))| ≤ Cλ2(s0)e−
1
6
s0 ≤ Ce(1− 16 )s0 = Cy∗ 5α6 = Cy∗2− 221 ,
The two above identities imply that, writing ξ = y
2
4µ2
∞
+ ξ˜, at time s∗0 on [0, y
∗]:
ξ(t(s0(y)), y) =
y2
4µ2∞
+O(y∗2−
1
16 ), i.e. ‖ξ˜(s0(y∗))‖L∞([0,2y∗]) ≤ Cy∗2−
1
16 ,
and that for s ≥ s0(y∗):
‖ξ‖L∞([0,2y∗]) . e(1−
1
8
)s.
Moreover, from (4.18), changing variables:
‖∂y(λ2u(s, Z(y)))‖L2([0,2y∗]) . λ
3
2 ‖∂Zu(s, Z)‖L2([0,2y∗/λ]) . e
3
4
sse2ν ≤ es,
‖∂y(λ2G1(s, Z(y)))‖L2([0,2y∗]) . λ
3
2‖∂ZG1(s, Z)‖L2([0,2y∗/λ]) . e
3
4
s ≤ es,
‖∂y(y2)‖L2([0,2y∗]) . λ
3
2 ‖∂ZG1(s, Z)‖L2([0,2y∗/λ]) . y∗
3
2 ≤ es,
for s0 large enough, so that for s ≥ s0(y∗):
‖∂y ξ˜‖L2([0,2y∗]) ≤ es.
We apply Lemma 20 and obtain that for all t ≥ t(s0(y∗)):
‖ξ˜‖Lq([0,y∗]) . y∗2−
1
16 y∗
1
q + y∗2+
1
q y∗−
α
16 . y∗2−
1
16
+ 1
q
and for some fixed constant c > 0:
‖∂y ξ˜‖L2([0,y∗]) . y∗α + y∗
3
2 e−
s0
8q . y∗c.
We apply the following interpolated Sobolev inequality:
‖h‖L∞ . ‖h‖
1− 2
q+2
Lq ‖∂yh‖
2
q+2
L2
,
yielding that for all t ≥ t(s0(y∗)):
‖ξ˜‖L∞([0,y∗]) . y∗2−
1
16
+ c
q . y∗2−
1
32
for q large enough. Therefore, since this remains true at the limit at time T one has showed
that for y∗ ≥ e( 12− 116 )s0 :
ξ(y∗) =
y∗2
4µ2∞
+O(y∗2−
1
32 )
which ends the proof of (1.8).
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5. Proof of Theorem 2
sec:ins
We only gave a detailed construction for the stable blow-up profile corresponding to k = 1 in
Proposition 4, which is Theorem 1. The explicit formula indeed simplifies notations and makes
the proof reader-friendly. However, the arguments never rely on these explicit computations and
could be propagated easily to k ≥ 2. We now sketch how to adapt the argument.
Indeed, close to the maximum, one can still use the spectral structure as in Subsection 4.4. The
k-th unstable blow-up corresponds to an excitation of the 2k-th mode in Proposition 3. One
can then decompose the perturbation onto all modes hj for 0 ≤ j ≤ 2k. The component of the
solution on the mode hj for 1 ≤ j ≤ 2k − 2 then does not decay fast enough at the linear level
and is not linked to an invariance of the flow. This generates instabilities and the control of these
modes can nevertheless be obtained using a topological argument such as Brouwer fixed point
theorem. As a result, these modes remain under control provided the initial datum lies within a
manifold with codimension 2k − 2. The remainder of the perturbation located on higher order
modes j ≥ 2k + 1 then decays due to the spectral gap. For an implementation of this strategy
we refer to [4] Subsection 4.1 for the case of the unstable ODE profiles of the semi-linear heat
equation.
Outside the maximum, the analogue of the linear analysis performed in Subsection 4.5.1 can be
performed. This part indeed also does not rely on explicit formulas, but solely on the behaviour
of Gk near the origin obtained in Proposition 4. The analogue of the weight w and of the
vector field A∂Z can therefore be constructed. The analogue of the weighted exterior Lyapunov
functionals can be derived. On compact sets and close to the origin, nothing new happens and
the very same analysis can be applied.
A. Functional analysis
Lemma 24. Let Y0 ∈ R and ε : [Y0,+∞)→ R with ε ∈ H1loc((Y0,+∞)). Then:∫ +∞
Y0
Y 2ε2e−
y2
4 dY . ‖ε‖2H1ρ (A.1) bd:poincare
Proof. Assume Y0 = −∞. Integrating by parts one finds the identity
4
∫
R
ε∂Y εY e
−Y 2
4 dY + 2
∫
R
ε2e−
Y 2
4 dy =
∫
R
ε2Y 2e−
Y 2
4 dY.
From Cauchy-Schwarz and Young inequalities, 4| ∫ ε∂Y εY e−Y 24 | ≤ 1/2 ∫ Y 2ε2e−Y 24 +8 ∫ |∂Y ε|2e−Y 24
and we infer from the above identity that:∫
R
ε2Y 2e−
Y 2
4 dY ≤ 4
∫
R
ε2e−
Y 2
4 dY + 16
∫
R
|∂Y ε|2e−
Y 2
4 dY
which proves (A.1). If Y0 > −∞, then extending ε by even reflection on (−∞, Y0) and applying
the above inequality to the extension yields the desired result (we recall the convention ‖ε‖2H1ρ =∫ +∞
Y0
(ε2 + |∂Y ε|2)ρ in that case).
B. Geometrical decomposition
ap:decomposition
Proof of Lemma 7. The proof relies on a classical use of the implicit function theorem, preceded
by a renormalisation procedure to obtain a result which is uniformly valid for all λ large enough.
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Define the mapping
Φ : (ε, λ, µ, Y˜0) 7→ λ40 (〈ε˜, h0〉ρ, 〈ε˜, h1〉ρ, 〈ε˜, h2〉ρ) ,
where 〈u, v〉ρ =
∫ +∞
Y0−Y˜0 uvρ and, for Y ≥ Y0 − Y˜0:
ε˜(Y ) = G1
(
Y + Y˜0
λ20
)
− (1 + λ−40 λ)2G1
(
Y
λ20(1 + λ
−4
0 λ)
2µ
)
+
ε
λ40
(Y + Y˜0).
Φ is a C2 mapping on L2ρ×(−λ40,+∞)×(0,+∞)×R. Moreover, one computes that its differential
at (0, 0, 1, 0) is, where 〈u, v〉 = ∫Y≥Y0 uvρ:
JΦ(0, 0, 1, 0) +O(e−λ
2
0)
=


〈·, h0〉 〈−2G1
(
Y
λ20
)
+ 2 Y
λ20
∂ZG1
(
Y
λ20
)
, h0〉 λ20〈Y ∂ZG1
(
Y
λ20
)
, h0〉 λ20〈∂ZG1
(
Y
λ20
)
, h0〉
〈·, h1〉 〈−2G1
(
Y
λ20
)
+ 2 Y
λ20
∂ZG1
(
Y
λ20
)
, h1〉 λ20〈Y ∂ZG1
(
Y
λ20
)
, h1〉 λ20〈∂ZG1
(
Y
λ20
)
, h1〉
〈·, h2〉 〈−2G1
(
Y
λ20
)
+ 2 Y
λ20
∂ZG1
(
Y
λ20
)
, h2〉 λ20〈Y ∂ZG1
(
Y
λ20
)
, h2〉 λ20〈∂ZG1
(
Y
λ20
)
, h2〉


where the O(e−λ20) comes from the boundary terms. Using the Taylor expansion of G1 one has:
−2G1
(
Y
λ20
)
+2
Y
λ20
∂ZG1
(
Y
λ20
)
= −2− Y
2
2λ40
+O
(
Y 4
λ80
)
= − 1
6λ40
h2(Y )−
(
2 +
1
3λ40
)
h0(Y )+O
(
Y 4
λ80
)
,
λ20Y ∂ZG1
(
Y
λ20
)
= −Y
2
2
+O
(
Y 4
λ40
)
= −1
6
h2(Y )− 1
3
h0(Y ) +O
(
Y 4
λ40
)
,
and
λ20∂ZG1
(
Y
λ20
)
= −Y
2
+O
( |Y |3
λ40
)
= − 1
2
√
3
h1(Y ) +O
( |Y |3
λ40
)
.
Therefore:
JΦ(0, 0, 1, 0) =


〈·, h0〉 −2‖h0‖2L2ρ +O(λ
−4
0 ) −13‖h0‖2L2ρ +O(λ
−4
0 ) O(λ
−4
0 )
〈·, h1〉 O(λ−40 ) O(λ−40 ) − 12√3‖h1‖2L2ρ +O(λ
−4
0 )
〈·, h2〉 O(λ−40 ) −16‖h2‖2L2ρ +O(λ
−4
0 ) O(λ
−8
0 )

 .
This implies that the restriction of the differential to {0} ×R3 is invertible for λ0 large enough,
with a uniform size. Moreover, one can also check similarly that the second differential of Φ is
bounded near (0, 0, 1, 0), and this uniformly for large λ. Therefore the implicit function theorem
applies uniformly for all λ0 ≥ λ∗ large enough and Y0 ≤ −λ20. There exists δ,K > 0 such that for
each ε ∈ L2ρ with ‖ε‖L2ρ ≤ δ, there exist unique parameters (λ, µ, Y˜0) with |λ|+ |µ−1|+ |Y˜0| ≤ K
such that Φ(ε, λ, µ, Y˜0) = 0. Moreover, they define C
1 functions with respect to the L2ρ topology.
Let λ0 ≥ λ∗ and ‖ε‖L2ρ ≤ δλ−40 . The above discussion yields the existence, uniqueness, and
differentiability of (λ, µ, Y0) such that Φ(λ
4
0ε, λ, µ, Y0) = 0. Let (λ˜, µ˜, Y˜0) = (1 + λ
−4
0 λ, µ, Y0).
Then they produce indeed
G1
(
Y
λ20
)
+ ε(Y ) = λ˜2G1
(
Y − Y˜0
λ˜2µ˜
)
+ ε˜(Y − Y˜0) with ε˜ ⊥ h0, h1, h2 in L2ρ
and one has |λ˜−1| ≤ Kλ−40 and |µ−1|+ |Y0| ≤ K. The uniqueness when requiring these bounds
follows similarly, and implies the smoothness from the above discussion. This ends the proof.
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C. On the leading order linearised dynamics in inviscid self-similar
variables
ap:dom
In this section, our aim is to explain with exact computations on an example how in a suitable
evolution problem similar to
ut +Hu = 0,
where H is defined by (4.39), the nonlocal term is slaved by the dynamics of the first two terms.
First, We consider the following purely non-local problem for t, x ≥ 0:
∂tu(t, x)−
∫ x
0
u(t, x˜)dx˜ = 0. (C.1) eq:nonlocal
Note that if u(t, x) is a solution, then u(λt, x/λ) is also a solution. We look for a Green solution
∂tK(t, x)−
∫ x
0
K(t, x˜)dx˜ = 0, K(0, x) =
{
0 if x < 0,
1 if x ≥ 0.
K has to be invariant with respect to the scaling transformation. Hence K(t, x) = k(tx). The
function k must then solve
yk′(y)−
∫ y
0
k(y˜)dy˜ = 0 for y > 0, k(0) = 1, k(y) = 0 for y < 0.
One checks that the following entire series solves the above equation:
k(y) =
+∞∑
n=0
yn
(n!)2
for y ≥ 0, k(y) = 0 for y < 0.
Any solution to (C.1) can then be written in a convolution form using the kernel K:
u(t, x) = u0(x) + t
∫ x
0
u0(y)k
′(t(x− y))dy = u0(0)k(tx) +
∫ x
0
∂yu0(y)k(t(x − y))dy.
Let k(0)(x) = k(x) and k(−i)(x) =
∫ x
0 k
(−(i−1))(y)dy be the i-th primitive of k with 0 as the
origin of integration. Integrating by parts yields for any integer ℓ:
u(t, x) =
ℓ∑
i=0
u
(i)
0 (0)t
−ik(−i)(tx) + t−ℓ
∫ x
0
u
(ℓ+1)
0 (y)k
(−ℓ)(t(x− y))dy.
The growth of k can be compared to:
lim
y→+∞
k(y)
e
√
y
= +∞, lim
y→+∞
k(y)
ey
α = 0 for α > 1/2.
Hence the growth for Equation (C.1) is sublinear, and cancellations near the origin improve the
decay. Indeed, one gets that k(−i)(x) . xi for x ≤ 1 and k(−i)(x) . x−i2−ǫex
1
2+ǫ for any ǫ > 0.
If u0 is such that u
(i)
0 (0) = 0 for i = 0, ..., ℓ − 1, u(ℓ)0 (0) 6= 0 and ‖u(ℓ+1)0 ‖L∞ < +∞, then:
u(t) .
{
xk for x ≤ t−1,(
t−
ℓ
2
−ǫx
ℓ
2
−ǫ + t−
ℓ+1
2
−ǫx
ℓ+1
2
−ǫ
)
e(tx)
1
2+ǫ for x ≥ t−1.
We now consider the following nonlocal problem with a transport part:
vt − ∂−1x v + x∂xv = 0. (C.2) eq:nonlocal2
Note that this problem corresponds to (4.45) without viscosity to leading order near the origin,
which is the zone dictating the decay. We change variables s = et, y = xe−t and u(s, y) = v(t, x).
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Then u solves the previous equation (C.1). Therefore, assuming that v0 is such that v
(i)
0 (0) = 0
for i = 0, ..., ℓ − 1, v(ℓ)0 (0) 6= 0 and ‖v(ℓ+1)‖L∞ < +∞ one has for any ǫ > 0:
v(t) . e−ℓt
{
xℓ for x ≤ (et − 1)−1,(
x
ℓ
2
−ǫ + e−(ℓ+1)tx
ℓ+1
2
−ǫ
)
ex
1
2−ǫ for x ≥ (et − 1)−1.
In particular, one sees that on compact sets there holds the same decay as for the transport
equation without the nonlocal term. Indeed, if v0 is such that v
(i)
0 (0) = 0 for i = 0, ..., ℓ − 1,
v
(ℓ)
0 (0) 6= 0 and ‖v(ℓ+1)0 ‖L∞ < +∞ one has |e−tx∂xv0| ≤ CLe−ℓt for any compact 0 ≤ x ≤ L.
REFERENCES
AWXY [1] Alexandre, R., Wang, Y. G., Xu, C. J., & Yang, T. (2015). Well-posedness of the Prandtl equation in Sobolev
spaces. Journal of the American Mathematical Society, 28(3), 745-784.
BK [2] Bricmont, J., Kupiainen, A. (1994). Universality in blow-up for nonlinear heat equations. Nonlinearity, 7(2),
539.
CSW [3] Cassel, K. W., Smith, F. T., Walker, J. D. A. (1996). The onset of instability in unsteady boundary-layer
separation. Journal of Fluid Mechanics, 315, 223-256.
CGM [4] Collot, C., Ghoul, T. E., & Masmoudi, N. (2018). Singularity formation for Burgers equation with transverse
viscosity. arXiv preprint arXiv:1803.07826.
Cow83 [5] S.J. Cowley. Computer extension and analytic continuation of blasius expansion for impulsive flow past a
circular cylinder. J. Fluid Mech., 135:389405, 1983.
DM [6] Dalibard, A. L., & Masmoudi, N. (2018). Separation for the stationary Prandtl equation. arXiv preprint
arXiv:1802.04039.
EE [7] W. E and B. Engquist. Blowup of solutions of the unsteady Prandtls equation. Comm. Pure Appl. Math.,
50(12):12871293, 1997.
ESC [8] Elliott, J. W., Smith, F. T., & Cowley, S. J. (1983). Breakdown of boundary layers:(i) on moving surfaces;(ii) in
semi-similar unsteady flow;(iii) in fully unsteady flow. Geophysical & Astrophysical Fluid Dynamics, 25(1-2),
77-138.
FK [9] Filippas, S., & Kohn, R. V. (1992). Refined asymptotics for the blowup of ut??u= up. Communications on
pure and applied mathematics, 45(7), 821-869.
GV [10] Galaktionov, V. A., & Vazquez, J. L. (1999). Blow-up of a class of solutions with free boundaries for the
Navier-Stokes equations. Advances in Differential equations, 4(3), 297-321.
GSS [11] Gargano, F., Sammartino, M., & Sciacca, V. (2009). Singularity formation for Prandtl?s equations. Physica
D: Nonlinear Phenomena, 238(19), 1975-1991.
GVD [12] Ge´rard-Varet, D., & Dormy, E. (2010). On the ill-posedness of the Prandtl equation. Journal of the American
Mathematical Society, 23(2), 591-609.
GMM [13] Ge´rard-Varet, D., Maekawa, Y., & Masmoudi, N. (2016). Gevrey stability of Prandtl expansions for 2D
Navier-Stokes. arXiv preprint arXiv:1607.06434.
GK [14] Giga, Y., & Kohn, R. V. (1989). Nondegeneracy of blowup for semilinear heat equations. Communications
on Pure and Applied Mathematics, 42(6), 845-884.
GGN [15] Grenier, E., Guo, Y., & Nguyen, T. T. (2016). Spectral instability of characteristic boundary layer flows.
Duke Mathematical Journal, 165(16), 3085-3146.
HV2 [16] Herrero, M. A., & Velazquez, J. J. L. (1992). Blow?Up Profiles in One?Dimensional. Semilinear Parabolic
Problems. Communications in partial differential equations, 17(1-2), 205-219.
HV [17] Herrero, M. A., Velazquez, J. J. L. (1993). Blow-up behaviour of one-dimensional semilinear parabolic equa-
tions. In Annales de l’IHP Analyse non linaire (Vol. 10, No. 2, pp. 131-189). Gauthier-Villars.
HH [18] Hong, L., & Hunter, J. K. (2003). Singularity formation and instability in the unsteady inviscid and viscous
Prandtl equations. Communications in Mathematical Sciences, 1(2), 293-316.
KV [19] Kukavica, I., & Vicol, V. (2013). On the local existence of analytic solutions to the Prandtl boundary layer
equations. Communications in Mathematical Sciences, 11(1), 269-292.
KVW [20] Kukavica, I., Vicol, V., Wang, F. (2017). The van Dommelen and Shen singularity in the Prandtl equations.
Advances in Mathematics, 307, 288-311.
LCS [21] Lombardo, M. C., Cannone, M., & Sammartino, M. (2003). Well-posedness of the boundary layer equations.
SIAM journal on mathematical analysis, 35(4), 987-1004.
ON SINGULARITY FORMATION FOR THE TWO DIMENSIONAL UNSTEADY PRANDTL’S SYSTEM 45
M14 [22] Y. Maekawa. On the inviscid limit problem of the vorticity equations for viscous incompressible flows in the
half-plane. Comm. Pure Appl. Math., 67(7):10451128, 2014.
MW [23] Masmoudi, N., & Wong, T. K. (2015). Local?in?Time Existence and Uniqueness of Solutions to the Prandtl
Equations by Energy Methods. Communications on Pure and Applied Mathematics, 68(10), 1683-1741.
MZ [24] Merle, F., & Zaag, H. (1997). Stability of the blow-up profile for equations of the type ut=? u+— u— p?
1u. Duke Math. J, 86(1), 143-195.
MZ2 [25] Merle, F., & Zaag, H. (1998). Refined uniform estimates at blow-up and applications for nonlinear heat
equations. Geometric and Functional Analysis, 8(6), 1043-1085.
Oleinki68 [26] Oleinik, O. A. (1966). On the mathematical theory of boundary layer for an unsteady flow of incompressible
fluid. Journal of Applied Mathematics and Mechanics, 30(5), 951-974.
RLS [27] Della Rocca, G., Lombardo, M. C., Sammartino, M., & Sciacca, V. (2006). Singularity tracking for Camassa-
Holm and Prandtl?s equations. Appl. Numer. Math, 56(8), 1108-1122.
SC [28] Sammartino, M., & Caflisch, R. E. (1998). Zero Viscosity Limit for Analytic Solutions, of the Navier-Stokes
Equation on a Half-Space. I. Existence for Euler and Prandtl Equations. Communications in Mathematical
Physics, 192(2), 433-461.
SC2 [29] Sammartino, M., & Caflisch, R. E. (1998). Zero Viscosity Limit for Analytic Solutions of the Navier-Stokes
Equation on a Half-Space. II. Construction of the Navier-Stokes Solution. Communications in mathematical
physics, 192(2), 463-491.
VC [30] Van Dommelen, L. L., & Cowley, S. J. (1990). On the Lagrangian description of unsteady boundary-layer
separation. Part 1. General theory. Journal of Fluid Mechanics, 210, 593-626.
VanShen80 [31] L.L. Van Dommelen and S.F. Shen. The spontaneous generation of the singularity in a separating laminar
boundary layer. J. Comput. Phys., 38(2):125140, 1980.
VGH [32] Velazquez, J. J., Galaktionov, V. A., & Herrero, M. A. (1991). The space structure near a blow-up point for
semilinear heat equations: a formal approach. 31(3), 399-411.
W [33] Weissler, F. B. (1980). Local existence and nonexistence for semilinear parabolic equations in L p. Indiana
University Mathematics Journal, 29(1), 79-102.
XZ [34] Xin, Z., & Zhang, L. (2004). On the global existence of solutions to the Prandtl’s system. Advances in
Mathematics, 181(1), 88-133.
Department of Mathematics, New York University in Abu Dhabi, Saadiyat Island, P.O. Box
129188, Abu Dhabi, United Arab Emirates.
E-mail address: cc5786@nyu.edu
Department of Mathematics, New York University in Abu Dhabi, Saadiyat Island, P.O. Box
129188, Abu Dhabi, United Arab Emirates.
E-mail address: teg6@nyu.edu
Department of Mathematics and Statistics, University of Victoria, 3800 Finnerty Road, Victo-
ria, B.C., Canada V8P 5C2.
E-mail address: ibrahims@uvic.ca
Department of Mathematics, New York University in Abu Dhabi, Saadiyat Island, P.O. Box
129188, Abu Dhabi, United Arab Emirates. Courant Institute of Mathematical Sciences, New
York University, 251 Mercer Street, New York, NY 10012, USA,
E-mail address: nm30@nyu.edu
