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Abstract
We present a lg n ` 2 lg lg n ` 3 ancestry labeling scheme for trees. The problem was first
presented by Kannan et al. [STOC 88’] along with a simple 2 lg n solution. Motivated by
applications to XML files, the label size was improved incrementally over the course of more
than 20 years by a series of papers. The last, due to Fraigniaud and Korman [STOC 10’],
presented an asymptotically optimal lg n ` 4 lg lg n ` Op1q labeling scheme using non-trivial
tree-decomposition techniques. By providing a framework generalizing interval based labeling
schemes, we obtain a simple, yet asymptotically optimal solution to the problem. Furthermore,
our labeling scheme is attained by a small modification of the original 2 lg n solution.
1 Introduction
The concept of labeling schemes, introduced by Kannan, Naor and Rudich [16], is a method to
assign bit strings, or labels, to the vertices of a graph such that a query between vertices can be
inferred directly from the assigned labels, without using a centralized data structure. A labeling
scheme for a family of graphs F consists of an encoder and a decoder. Given a graph G P F , the
encoder assigns labels to each node in G, and the decoder can infer the query given only a set of
labels. The main quality measure for a labeling scheme is the size of the largest label size it assigns
to a node of any graph of the entire family. One of the most well studied questions in the context
of labeling schemes is the ancestry problem. An ancestry labeling scheme for the family of rooted
trees of n nodes F assigns labels to a tree T P F such that given the labels `puq, `pvq of any two
nodes u, v P T , one can determine whether u is an ancestor of v in T .
Improving the label size for this question is highly motivated by XML search engines. An XML
document can be viewed as a tree and queries over such documents amount to testing ancestry
relations between nodes of these trees [2, 11, 10]. Search engines process queries using an index
structure summarizing the ancestor relations. It is imperative to the performance of such engines,
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that as much as possible of this index can reside in main memory. The big size of web data thus
implies that even a small reduction in label size may significantly improve the memory cost and
performance. A more detailed explanation can be found in [1].
One solution to this problem, dating back to at least ’74 by Tarjan [19] and used in the seminal
paper in ’92 by Kannan et al. [16] is the following: Given an n node tree T rooted in r, perform
a DFS traversal and for each u P T let dfspuq be the index of u in the traversal. Assign the
label of u as the pair `puq “ pdfspuq, dfspvqq, where v is the descendant of u of largest index in
the DFS traversal. Given two labels `puq “ pdfspuq, dfspvqq and `pwq, u is an ancestor of w iff
dfspuq ď dfspwq ď dfspvq. In other words the label `puq represents an interval, and ancestry is
determined by interval containment. Since every DFS index is a number in t1, . . . , nu The size of a
label assigned by this labeling scheme is at most 2 lg n.1
This labeling scheme, denoted Classic from hereon, was the first in a long line of research to
minimize the label size to 1.5 lg n [3], lg n ` Oplg n{ lg lgnq [20]2, lg n ` Op?lg nq [8, 1] and finally
lg n` 4 lg lg n`Op1q [14], essentially matching a lower bound of lg n` lg lg n´Op1q [4]. Additional
results for this labeling scheme are a lg n`Oplg δq labeling scheme for trees of depth at most δ [13]
and investigation on a dynamic variant with some pre-knowledge on the structure of the constructed
tree [10]. The asymptotically optimal labeling scheme [14] also implies the existence of a universal
poset of size Opnk lg4k nq.
Labeling schemes for other functions were considered. Among which are adjacency [16, 9, 7],
routing [12, 20], nearest common ancestor [5, 6] connectivity [18], distance [15], and flow [17].
1.1 Our contribution
We present a simple ancestry labeling scheme of size lg n ` 2 lg lg n ` 3. Similarly to [1, 14] our
labeling scheme is based on assigning an interval to each node of the tree. Our labeling scheme can
be seen as an extension of the Classic scheme described above, with the key difference that rather
than storing the exact size of the interval, we store only an approximation thereof. In order to store
only this approximation, our scheme assigns intervals larger than needed, forcing us to use a range
larger than 1, . . . , n. Our main technical contribution is to minimize the label size by balancing the
approximation ratio with the size of the range required to accommodate the resulting labels. While
it is a challenge to prove the mathematical properties of our labeling scheme, describing it can be
done in a few lines of pseudocode.
The simplicity of our labeling scheme contrast the labeling scheme of [14] , which relies among
other things, on a highly nontrivial tree decomposition that must precede it’s encoding. As a
concrete example, our encoder can be implemented using a single DFS traversal, and results in a
label size of lg n ` 2 lg lg n ` Op1q bits compared to lg n ` 4 lg lg n ` Op1q. However, for trees of
constant depth, our scheme has size lg n ` lg lgn ` Op1q, which is worse than the bound achieved
in [13].
The paper is structured as follows: In Section 2 we present a general framework for describing
ancestry labeling schemes based on the notion of left-including intervals, which we introduce in
Definition 1. Lemmas 1 and 2 show the correctness of all labeling schemes which construct labels by
assigning left-including intervals to nodes. We illustrate the usefulness of this framework by using
it to describe Classic in Section 3. Finally, In Section 4 we use the framework to construct our
1Throughout this paper we use lgn to denote the base 2 logarithm lg2 n.
2The paper discussed proves this bound on routing, which can be used to determine ancestry.
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new approximation-based ancestry labeling scheme.
1.2 Preliminaries
We use the notation rns “ t0, 1, . . . , n´ 1u and denote the concatenation of two bit strings a and b
by a ˝ b. Let T “ pV,Eq be a tree rooted in r, where u, v P V . The node u is an ancestor of v if u
lies on the unique path from the root to v, and we call v a descendant of u iff u is an ancestor of v.
We denote the subtree rooted in u as Tu, i.e. the tree consisting of all descendants of u, and stress
that a node is both an ancestor and descendant of itself. The encoding and decoding running time
are described under the word-RAM model.
We denote the interval assigned to a node u by Ipuq “ rapuq, bpuqs, where apuq and bpuq denote
the lower and upper part of the interval, respectively. We also define apuq and bpuq to be the
maximum value of apvq respectively bpvq, where v is a descendant of u (note that this includes u
itself). We will use the following notion:
Definition 1. Let T be a rooted tree and I an interval assignment defined on V pT q. We say that
the interval assignment I is left-including if for each u, v P T it holds that u is an ancestor of v iff
apvq P Ipuq.
In contrast to Definition 1, the literature surveyed [16, 3, 8, 14] considers intervals where u is an
ancestor of v iff Ipvq Ď Ipuq, i.e. the interval of a descendant node is fully contained in the interval
of the ancestor. This distinction is amongst the unused leverage points which we will use to arrive
at our new labeling scheme.
2 A framework for interval based labeling schemes
In this section we introduce a framework for assigning intervals to tree nodes. We will see in
Sections 3 and 4 how this framework can be used to describe ancestry labeling schemes. The
framework relies heavily on the values defined in Section 1.2, namely apuq, bpuq, apuq, bpuq. An
illustration of these values is found in Figure 1 below. The interval rapuq, bpuqs can be seen as a
slack interval from which bpuq can be chosen. This will prove useful in Section 4.
The following lemmas contain necessary and sufficient conditions for interval assignments satis-
fying the left inclusion property.
Lemma 1. Let T be a rooted tree and I a left-including interval assignment defined on V pT q. Then
the following is true:
1. For each u P T , bpuq ě apuq.
2. For each u P T and v P Tuz tuu a descendant of u, apvq ą apuq.
3. For each u P T , rapuq, bpuqs “ ŤvPTu Ipvq “ ŤvPTurapvq, bpvqs
4. For any two distinct nodes u, v P T such that u is not an ancestor of v and v is not an ancestor
of u the intervals rapuq, bpuqs and rapvq, bpvqs are disjoint.
Proof. We prove that if the set of intervals is left-including each of the four statements must hold.
We finish the proof of each statement with a ˛.
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Figure 1: Two examples of left-including interval assignments to a tree. Left: a left-including
assignment as used for Classic in the introduction corresponding to bpuq “ apuq. Right: a different
left-including assignment for the same tree. For internal nodes where apuq and bpuq do not coincide
with bpuq, we have marked these by a gray diamond and square respectively.
1. Let u P T . For any descendant v P Tu of u we know that apvq P rapuq, bpuqs. In particular
apvq ď bpuq. Since this holds for any v P Tu we conclude that apvq “ maxvPTu tapvqu ď bpuq. ˛
2. Let u P T and v P Tuz tuu be a descendant of u. Since v is a descendant of u we see that
apvq P rapuq, bpuqs and in particular apvq ě apuq. Since u is a not a descendant of v we know that
apuq R rapvq, bpvqs and in particular apuq ‰ apvq. Hence apvq ą apuq. ˛
3. Let u P T . For any v P Tu apvq P Ipuq and hence Ipuq and Ipvq must have a non-empty
intersection. Hence
Ť
vPTu Ipvq must be the union of overlapping intervals, and therefore it is an
interval. Since apvq ě apuq for any v P Tu by part 2, the minimum value in the interval must be
apuq. The maximal value must be maxvPTu tbpvqu which is bpuq by definition. Hence the interval
must be rapuq, bpuqs. ˛
4. Let u, v P T be given as in the statement of the condition. Assume for the sake of contradiction
that rapuq, bpuqs and rapvq, bpvqs are not disjoint. By part 3 this is equivalent to stating that the
following sets are not disjoint: ď
wPTu
rapwq, bpwqs,
ď
zPTv
rapzq, bpzqs
Hence there must exist w P Tu, z P Tv such that rapwq, bpwqs and rapzq, bpzqs are overlapping. Assume
wlog that apwq ď apzq. Since the intervals overlap bpwq ě apzq and hence apzq P rapwq, bpwqs and
since the set of intervals is left-including this implies that w is an ancestor of z. But this cannot be
the case if none of u, v is an ancestor of the other. Contradiction. Hence the assumption was wrong
and the intervals are indeed disjoint. ˛
Lemma 2. Let T be a rooted tree and I an interval assignment defined on V pT q. If the following
conditions are satisfied, then I is a left-including interval assignment.
i For each u P T , bpuq ě apuq.
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ii For each u P T and v P T a child of u, apvq ą apuq.
iii For any two siblings u, v P T the intervals rapuq, bpuqs and rapvq, bpvqs are disjoint.
Proof. We prove that if the three conditions hold the set of intervals are left-including. First we
prove that condition ii implies condition 2 from Lemma 1:
For each u P T and v P Tuz tuu a descendant of u, apvq ą apuq.
Let u P T, v P Tuz tuu and consider the path from u to v, say u “ v0 Ñ v1 Ñ . . . Ñ vk “ v for
positive integer k. Then vi is the child of vi´1 for each i “ 1, 2, . . . , k. Therefore, by condition ii:
apuq “ apv0q ă apv1q ă . . . ă apvkq “ apvq
Which proves condition 2.
Fix distinct u, v P T . We will show that u is an ancestor of v if and only if apvq P Ipuq. We do
this by considering three cases where u is an ancestor of v, v is an ancestor of u and v ‰ u, and
none is an ancestor of the other respectively.
Case 1: u is an ancestor of v. By condition i bpuq ě apuq. Since v P Tu this implies bpuq ě apvq.
By condition 2 apvq ą apuq. Therefore apuq ă apvq ď bpuq and apvq P Ipuq.
Case 2: v is an ancestor of u and v ‰ u. By condition 2 apuq ą apvq. Hence apvq is smaller
than any value in the interval rapuq, bpuqs, and therefore apvq R Ipuq.
Case 3: None of u, v is an ancestor of the other. By assumption u, v must have a nearest
common ancestor w P T which is neither u or v. Let u1 be the child of w that lies on the path
from w to u. Note that if u is the child of w then u “ u1. Define v1 analogously. By condition
iii rapu1q, bpu1qs and rapv1q, bpv1qs are disjoint. Hence either bpu1q ă apv1q or bpv1q ă apu1q. Since
both cases are handled similarly we will show how to handle the case bpu1q ă apv1q. By condition 2
apvq ą apv1q and hence apvq ą bpu1q. Recall that bpu1q is the maximum of bpzq where z P Tu1 . Since
Tu Ď Tu1 this implies that bpuq ď bpu1q. Hence apvq ą bpuq as well and the intervals rapvq, bpvqs and
rapuq, bpuqs are disjoint. Hece Ipuq and Ipvq must be disjoint as well and apvq R Ipuq.
2.1 The framework
We now consider a general approach for creating left-including interval assignments. For a node
u P T and a positive integer t we define the procedure Assignpu, tq that assigns intervals to Tu
recursively and in particular, assigns apuq “ t. For pseudocode of the procedure see Algorithm 1.
Algorithm 1 Assigning intervals to all nodes in the subtree Tu rooted at u ensuring apuq “ t.
1: procedure Assign(u, t)
2: papuq, apuq, bpuq, bpuqq Ð pt, t, t, tq
3: for v P childrenpuq do
4: Assign(v, bpuq ` 1)
5:
`
apuq, bpuq˘Ð `apvq, bpvq˘
6: Assign bpuq such that bpuq ě apuq.
7: bpuq Ð max  bpuq, bpuq(
Algorithm 1 provides a general framework for assigning intervals using a depth-first traversal.
We can use it to design an actual interval assignment by specifying: (1) the way we choose bpuq,
and (2) the order in which the children are traversed. These specifications correspond to line 6
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and line 3, respectively, and determine entirely the way the intervals are assigned. It may seem
counter-intuitive to pick bpuq ą a¯puq, but we will show that doing so in a systematic way, we are
able to describe the interval using fewer bits by limiting the choices for bpuq. In the remainder of
this paper, we will see how these two decisions impact also the label size, and produce our claimed
labeling scheme.
We now show that any ordering of the children and any way of choosing bpuq satisfying bpuq ě
apuq generates a left-including interval assignment.
Lemma 3. Let T be a tree rooted in r. After running Algorithm 1 with Assignpr, 0q the values of
apuq, bpuq are correct, i.e. for all u P T :
apuq “ max
vPTu
tapvqu , bpuq “ max
vPTu
tbpvqu .
Proof. We prove the claim by induction on the size of the subtree |Tu|, and prove that the invariant
holds when the function call assignpu, tq is terminated.This is sufficient, since none of the involved
variables are altered afterwards.
As base case |Tu| “ 1 and u is a leaf and the claim holds trivially. Assume next that the claim
holds for |Tu| ď m for some integer m ě 1, and let u P T be of size |Tu| “ m ` 1, and v1, . . . , vk
be the children of u in the order they are processed on Line 3. First, note that the size of each
|Tv1 | . . . |Tvk | ď m. It follows that apviq and bpviq are correct for the nodes vi where 1 ď i ď vk.
Line 5 guarantees that bpuq is at least as large as the largest bpviq, and that apuq is at least as large
as the largest apviq.
The following Lemma is useful for showing several properties in the framework.
Lemma 4. Let u be a node in a tree T with children v1 . . . vk. After running Algorithm 1 with
parameters Assignpr, 0q where v1 . . . vk are processed in that order, the following properties hold:
1. bpuq ´ apuq ` 1 “
´řk
i“1 bpviq ´ apviq ` 1
¯
` 1.
2. apuq ´ apuq ` 1 “ apvkq ´ apvkq `
´řk´1
i“1 bpviq ´ apviq ` 1
¯
` 1.
Proof. By the definition of Assign we see that for all i “ 1, . . . , k ´ 1, apvi`1q “ 1 ` bpviq.
Furthermore apv1q “ apuq ` 1 and bpvkq “ bpuq. Hence:
bpuq ´ apuq ` 1 “ bpvkq ´ apv1q ` 2
“
˜
kÿ
i“2
bpviq ´ bpvi´1q
¸
` bpv1q ´ apv1q ` 2
“
˜
kÿ
i“1
bpviq ´ apviq ` 1
¸
` 1.
The second equality follows by the same line of argument.
Theorem 1. Let T be a tree rooted in r. After running Algorithm 1 with parameters Assignpr, 0q
the set of intervals produced are left-including.
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Proof. Consider any node u P T and a call Assignpu, tq. We will prove each of the conditions of
Lemma 2, which implies the theorem.
i This condition is trivially satisfied by line 6.
iii First, observe that any interval assigned to a node w by a call to Assignpv, tq has apwq ě t,
and by i it has bpwq ě bpwq ě apwq. Let v1, . . . , vk be the children in the order of the for
loop in line 3. By lines 2, 4 and 5 we have apv1q “ apuq ` 1, apv2q “ bpv1q ` 1, apv3q “
bpv2q ` 1, . . . , apvkq “ bpvk´1q ` 1, thus the condition is satisfied.
ii The first child v of u has apvq “ t` 1 “ apuq ` 1. By the same line of argument as in iii we
see that all other children w of u must have apwq ą apvq “ apuq ` 1.
3 The classic ancestry labeling scheme
To get acquainted with the framework of Section 2, we use it to redefine Classic, the labeling
scheme introduced in Section 1.
Let T be a tree rooted in r. We first modify the function Assign to create Assign-Classic such
that the intervals Ipuq “ rapuq, bpuqs correspond to the intervals of the Classic algorithm described
in the introduction. To do this we set bpuq “ apuq in line 6 and traverse the children in any order
in line 3. We note that there is a clear distinction between an algorithm such as Assign-Classic
and an encoder. This distinction will be more clear in Section 4. We will need the following lemma
to describe the encoder.
Lemma 5. After Assign-Classicpu, tq is called the following invariant is true:
bpuq ´ apuq ` 1 “ |Tu|
Proof. We prove the claim by induction on |Tu|. When |Tu| “ 1 u is a leaf and hence bpuq “ apuq “ t
and the claim holds.
Let |Tu| “ m ą 1 and assume that the claim holds for all nodes with subtree size ă m. Let
v1, . . . , vk be the children of u. By Lemma 4 and the induction hypothesis we have:
bpuq ´ apuq ` 1 “
˜
kÿ
i“1
bpviq ´ apviq ` 1
¸
` 1
“
˜
kÿ
i“1
|Tvi |
¸
` 1 “ |Tu| .
This completes the induction.
Description of the encoder: Let T be an n-node tree rooted in r. We first invoke a call to
Assign-Classicpr, 0q. By Lemma 5 we have bprq ´ aprq ` 1 “ n and this implies 0 ď apuq, bpuq ď
n ´ 1 for every u P T . Let xu and yu be the encoding of apuq and bpuq using exactly3 rlg ns bits
respectively. We set the label of u to be the concatenation of the two bitstrings, i.e. `puq “ xu ˝ yu.
3This can be accomplished by padding with zeros if necessary.
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Description of the decoder: Let `puq and `pvq be the labels of the nodes u and v in a tree T .
By the definition of the encoder, the labels have the same size and it is 2z for some integer z ě 1.
Let `puq “ xu ˝ yu where xu and yu are the first and last z bits of `puq respectively. Let au and bu
the integers from r2zs corresponding to the bit strings xu and yu respectively. We define av and bv
analogously. The decoder responds True, i.e. that u is the ancestor of v, iff av P rau, bus.
The correctness of the labeling scheme follows from Theorem 1 and the description of the decoder.
4 An approximation-based approach
In this section we present the main result of this paper:
Theorem 2. There exist an ancestry labeling scheme of size rlg ns` 2 rlg lg ns` 3.
To prove this theorem, we use the framework introduced in Section 2. The barrier in reducing
the size of the Classic labeling scheme is that the number of different intervals that can be assigned
to a node is Θpn2q. It is impossible to encode so many different intervals without using at least
2 lg n´Op1q bits. The challenge is therefore to find a smaller set of intervals Ipuq “ rapuq, bpuqs to
assign to the nodes. First, note that Lemma 1 points 2 and 4 imply that any two nodes u, v must
have apuq ‰ apvq. By considering the n node tree T rooted in r where r has n ´ 1 children, we
also see that there must be at least n´ 1 different values of bpuq (by Lemma 1 point 4). One might
think that this implies the need for Ωpn2q different intervals. This is, however, not the case. We
consider a family of intervals, such that apuq “ Opnq and the size of each interval, bpuq ´ apuq ` 1,
comes from a much smaller set, S. Since there are Opn |S|q such intervals we are able to encode
them using lg n` lg |S| `Op1q bits.
We now present a modification of Assign called Assign-New. Calling Assign-Newpr, 0q on
an n-node tree T with root r will result in each apuq P r2ns and bpuq P S, where S is given by:
S “
!Y
p1` εqk
]
| k P
”
4 rlg ns2
ı)
, (1)
where ε is the unique solution to the equation lgp1 ` εq “ prlg nsq´1. First, we examine some
properties of S:
Lemma 6. Let S be defined as in (1). For every m P t1, 2, . . . , 2nu there exists s P S such that:
m ď s ă mp1` εq .
Furthermore, s “ Xp1` εqk\ for some k P ”4 rlg ns2ı, and both s and k can be computed in Op1q
time.
Proof. Fix m P t1, 2, . . . , 2nu. Let k be the largest integer such that p1` εqk´1 ă m. Equivalently,
k is the largest integer such that:
k ´ 1 ă lgm
lg p1` εq “ plgmq ¨ rlg ns .
In other words we choose k as rplgmq ¨ rlg nss and note that k is computed in Op1q time. Since
lgm ď lgp2nq ď 2 lg n:
k ď r2plg nq ¨ rlg nss ď 2 rlg ns2 ă 4 rlg ns2 .
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By setting s “ Xp1` εqk\ we have s P S. By the definition of k we see that p1` εqk ě m and thus
also s ě m. Similarly:
mp1` εq ą p1` εqk´1 ¨ p1` εq “ p1` εqk ě s.
This proves that s P S satisfies the desired requirement. Furthermore s can be computed in Op1q
time by noting that:
s “
Y
p1` εqk
]
“
Y
2lgp1`εqk
]
“
Y
2rlgns
´1¨k
]
.
We now define Assign-New by modifying Assign in the following two ways. First, we specify
the order in which the children are traversed in line 3. This is done in non-decreasing order of their
subtree size, i.e. we iterate v1, . . . , vk, where |Tv1 | ď . . . ď |Tvk |. Second, we choose bpuq in Line 6 as
the smallest value, such that bpuq ě apuq and bpuq ´ apuq ` 1 P S. This is done by using Lemma 6
with m “ apuq´apuq`1 and setting bpuq “ apuq` s´1. In order to do this we must have m ď 2n.
To do this, we show the following lemma corresponding to Lemma 5 in Section 3.
Lemma 7. After Assign-Newpu, tq is called the following invariants holds:
apuq ´ apuq ` 1 ď |Tu| p1` εqtlg|Tu|u (2)
bpuq ´ apuq ` 1 ď |Tu| p1` εqtlg|Tu|u`1 (3)
Proof. We prove the claim by induction on |Tu|. When |Tu| “ 1, u is a leaf, so bpuq “ apuq “ apuq “ t
and the claim holds.
Now let |Tu| “ m ą 1 and assume that the claim holds for all nodes with subtree size ă m.
Let v1, . . . , vk be the children of u such that |Tv1 | ď . . . ď |Tvk |. First, we show that (2) holds. By
Lemma 4 we have the following expression for apuq ´ apuq ` 1:
apuq ´ apuq ` 1 “ papvkq ´ apvkq ` 1q `
˜
k´1ÿ
i“1
bpviq ´ apviq ` 1
¸
` 1. (4)
It follows from the induction hypothesis that:
apvkq ´ apvkq ` 1 ď |Tvk | p1` εqtlg|Tvk |u ď |Tvk | p1` εqtlg|Tu|u. (5)
Furthermore, by the ordering of the children, we have lg |Tvi | ď lg |Tu|´ 1 for every i “ 1, . . . , k´ 1.
Hence:
bpviq ´ apviq ` 1 ď |Tvi | p1` εqtlg|Tvi |u`1 ď |Tvk | p1` εqtlg|Tu|u. (6)
Inserting (5) and (6) into (4) proves invariant (2).
Since bpuq “ max  bpvkq, bpuq( we only need to upper bound bpvkq´apuq`1 and bpuq´apuq`1.
First we note that since bpuq is chosen smallest possible such that bpuq ě apuq and bpuq´apuq`1 P S,
it is guaranteed by Lemma 6 that:
bpuq ´ apuq ` 1 ă p1` εq papuq ´ apuq ` 1q ď |Tu| p1` εqtlg|Tu|u`1
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Hence we just need to upper bound bpvkq ´ apuq ` 1. First we note that just as in (4):
bpvkq ´ apuq ` 1 “
˜
kÿ
i“1
bpviq ´ apviq ` 1
¸
` 1 (7)
By the induction hypothesis, for every i “ 1, . . . , k:
bpviq ´ apviq ` 1 ď |Tvi | p1` εqtlg|Tvi |u`1 ď |Tvi | p1` εqtlg|Tu|u`1 (8)
Inserting (8) into (7) gives the desired:
bpvkq ´ apuq ` 1 ď 1`
kÿ
i“1
|Tvi | p1` εqtlg|Tu|u`1 ď |Tu| p1` εqtlg|Tu|u`1.
This completes the induction.
By Lemma 7 we see that for a tree T with n nodes and u P T :
apuq ´ apuq ` 1 ď |Tu| p1` εqtlg|Tu|u ď n ¨ 2tlgnu lgp1`εq ď n ¨ 21 “ 2n.
In particular, for any u P T we see that apuq ď 2n, and by Lemma 6 the function Assign-New is
well-defined.
We are now ready to describe the labeling scheme:
Description of the encoder: Given an n-node tree T rooted in r, the encoding algorithm
works by first invoking a call to Approx-Newpr, 0q. Recall that by Lemma 6 we find bpuq such that
bpuq ´ apuq ` 1 “ Xp1` εqk\ as well as the value of k in Op1q time. For a node u, denote the value
of k by kpuq and let xu and yu be the bit strings representing apuq and kpuq respectively, consisting
of exactly rlgp2nqs and
Q
lgp4 rlg ns2q
U
bits (padding with zeroes if necessary). This is possible since
apuq P r2ns and kpuq P
”
4 rlg ns2
ı
.
For each node u P T we assign the label `puq “ xu ˝ yu. Since
rlgp2nqs “ 1` rlg ns ,
Q
lgp4 rlg ns2q
U
“ 2` r2 lgprlg nsqs “ 2` r2 lg lg ns ,
the label size of this scheme is rlg ns` r2 lg lg ns` 3.
Description of the decoder: Let `puq and `pvq be the labels of the nodes u and v in a tree T .
By the definition of the encoder the labels have the same size and it is s “ z ` r2 lg zs` 3 for some
integer z ě 1. By using that s´r2 lg ss´3 “ z´Op1q we can compute z in Op1q time. We know that
the number of nodes n in T satisfies rlg ns “ z. We can therefore define ε to be the unique solution
to lgp1` εq “ rlg ns´1 “ z´1. Let xu and yu be the first z ` 1 bits and last r2 lg zs` 2 bits of `puq
respectively. We let au and ku be the integers in r2z`1s and r4z2s corresponding to the bit strings
xu and yu respectively. We define su as
Xp1` εqku\ and bu “ su ` au ´ 1. We define av, bv, kv, sv
analogously. The decoder responds True, i.e. that u is the ancestor of v, iff av P rau, bus.
Theorem 2 is now achieved by using the labeling scheme described above. Correctness follows
from Theorem 1.
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