A new bounding procedure for the Quadratic Assignment Problem (QAP) is described which extends the Hungarian method for the Linear Assignment Problem (LAP) to QAPs, operating on the four dimensional cost array of the QAP objective function. The QAP is iteratively transformed in a series of equivalent QAPs leading to an increasing sequence of lower bounds for the original problem. To this end, two classes of operations which transform the four dimensional cost array are defined. These have the property that the values of the transformed objective function Z' are the corresponding values of the "old" objective function Z, shifted by some amount C. In the case that all entries of the transformed cost array are non-negative, then C is a lower bound for the initial QAP. If, moreover, there exists a feasible solution U to the QAP, such that its value in the transformed problem is zero, then C is the optimal value of Z and U is an optimal solution for the original QAP. The transformations are iteratively applied until no significant increase in constant C as above is found, resulting in the so called Dual Procedure (DP).
As a result of a number of recently developed improvements, the DP produces lower bounds that are better than those of any methods of which we are aware, with the exception of methods based on eigenvalues of the flow and distance matrices or those which take advantage of symmetries in the flow or distance matrices. However, the DP handles problems more general than those of Koopmans-Beckmann [23] QAPs.
The measure of success of any efficient bounding technique is how it performs in a branchand-bound algorithm. Such an algorithm is described in detail in a companion paper by Hahn, et al. [18] . This new algorithm is now the fastest known for solving the QAP exactly, which is demonstrated by solving in significantly less time the largest QAPLIB test instances that have been solved by others. With additional improvements, the DP can help to solve even larger problems and has the potential for being parallelized efficiently, thus shortening solution time significantly.
II. QAP Formulation
The quadratic assignment problem (QAP) is defined as follows: Given N 4 cost coefficients C ijkn ≥ 0 (i, j, k, n = 1, 2,...,N) determine an N x N solution matrix
called an "assignment", so as to minimize a cost function,
subject to the following constraints on U :
u ij = 0,1 (i,j=1,2,...,N), 
i.e., U is a permutation matrix.
Lawler [24] introduced the concept of an N 2 by N 2 solution (or assignment) matrix V which is a Kronecker second power of the N x N assignment matrix U .
That is,
where v ijkn = u ij u kn = u kn u ij = v knij (i≠k and j≠n)
v ijij = u ij (6c)
and v bjbn = 0 (j ≠ n) (6-e)
The V matrix is a composite matrix whose elements are comprised of the Null matrix (all elements zero) and matrix U . Furthermore, V exhibits a gross pattern identical to that of matrix U . (i≠k and j≠n) is part of a solution (i.e., equal to 1) then it has a "complementary element" v knij that is also in that solution. These complementary pairs have an interesting property; they are always in two different submatrices that never occupy the same submatrix row or submatrix column. Later,
-5-we shall see that the equality between the pair creates a valuable communication between submatrices that can be exploited in improving bounds of Gilmore, Lawler and others.
The elements defined by Equations (6d) and (6e) are always zero. These elements are referred to as "disallowed" elements. Elements defined by Equation (6c) are termed "leaders" and are shown bracketed in the Figure 1 . A leader has no complementary element. Observe that if there are any 1's in a submatrix u ij U its leader is always unity and vice versa. Observe, too, that one and only one unity element may exist in each row and column of V. These constraints follow directly from the definition of V as the Kroenecker product of two permutation matrices. Now, suppose we arrange the N 4 cost coefficients C ijkn (i,j,k,n=1,2,...,N) in an N 2 xN 2 matrix C, similar to matrix V and indexed in precisely the same fashion. This is demonstrated in Figure 2 , where the asterisks denote the disallowed elements, i.e., elements whose cost cannot be included in any feasible solution. The elements of matrix C which contribute to the cost R(U ) of an assignment U are those and only those corresponding to the unity elements in matrix V. An assignment is said to "involve" a submatrix of C, C ij , if there are 1's in the elements of V that correspond to that submatrix. A submatrix C ab of C is an NxN matrix containing those elements of C whose first subscript is equal to a and whose second subscript is equal to b. Submatrices are clearly shown in Figure 2 , separated from each other by dashed lines. Figure 2 . Matrix of Cost for N = 3.
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The existence of complementary pairs opens the door to considerable flexibility in the C matrix. If one element is part of a feasible solution, so is the other. Thus, for each complementary pair, cost can be shifted at will between the two elements. For instance, the cost of both elements can be added and placed at the first element while the cost of the second becomes zero or vice versa. The advantages of shifting cost from one element to another are discussed in Section III.
It can be shown that certain operations may be performed on C = [C ijkn ] which will change the cost R(U ) of assignments U in such a way that all assignment costs are shifted by an identical amount, thus preserving their order with respect to cost. These operations are divided into two classes:
Class 1: Addition (or subtraction) of a constant to all allowed elements of a submatrix (C ij ) row or column and the corresponding subtraction (or addition) of this constant from either another row or column of the submatrix or from the submatrix leader element.
Class 2: Addition or subtraction of a constant to all allowed elements of any row or column in matrix C.
Class 1 operations maintain the cost of all assignments, but permit redistribution of element costs within a given submatrix. This follows because any submatrix involved in an assignment must itself have the form of an assignment matrix. Subsequently, the transfer of cost from one submatrix row or column to another will maintain the cost of all assignments. Furthermore, since the leader of an involved submatrix must also be involved in the assignment, the transfer of cost from a submatrix row or column to the leader, and vice versa, will also leave the cost of all assignments unchanged.
In contrast, Class 2 operations work on the matrix level, and change the cost of all feasible assignments by the amount added to or subtracted from the matrix row or column. This is true because one and only one cost element in a row or column of C can be included in the overall cost of an assignment.
III. A Dual-Based Bounding Procedure for the QAP
The discovery that Class 1 and 2 operations on matrix C serve to shift the cost R(U ) of all assignments by an identical amount was provocative. If the operations on C decrease the cost by an amount R' and are performed in a way that keeps the elements of C non-negative, then no assignment cost can become negative and the following relationship holds:
If furthermore R' can be increased until the equality holds, then the elements of the adjusted cost matrix involved in an optimum assignment would necessarily be zero. Thus a dual for the QAP can be stated: Maximize the sum of downward cost shifts R' permitted by Class 1 and 2
operations, under the constraint that no cost element in C is driven negative.
In developing the DP, Hahn [17] recognized that this approach had roots in the Hungarian algorithm for solving linear assignment problems (LAPs) (see Munkres) [27] . The Hungarian algorithm can be viewed as a matrix reduction scheme which extracts cost from a linear cost matrix until the resulting pattern of zeros corresponds to a solution to the LAP. When this occurs, the reduction constant yields the optimum linear assignment cost. The matrix reduction methods used in the Hungarian algorithm are essentially the Class 1 and Class 2 operations described above.
Hahn adopted the Hungarian algorithm as the core set of operations for the DP, applying the algorithm in a manner which extended its utility and made use of the underlying interaction between elements. The motivation is the same as it is for the LAP, i.e., to extract costs from the cost matrix C until the resulting pattern of zeros corresponds to a solution pattern to the QAP. (A solution pattern to the QAP is an N 2 xN 2 matrix V corresponding to some NxN permutation matrix U .) This pattern of zeros is then the optimum solution. While some consideration was given to subtractions from rows and columns of C directly, it was found that much more progress toward the solution is made when subtractions are made from within submatrices and added to leaders and then from leader rows and columns to R'. The DP approach is summarized as follows:
1) The Hungarian algorithm is first applied to the N 2 submatrices {C ij } of C. That is, for each submatrix C ij (i,j = 1,2,...,N), the following (N-1 x N-1) LAP is solved:
subject to the constraint that X =[x kn ] is a permutation matrix. As each submatrix is about to be solved by the Hungarian algorithm, the complementary costs are collected in its elements. The resulting solution cost for each LAP is then added to the corresponding leader cost. The remaining cost elements in the matrix are left as they are found at the end of applying the Hungarian algorithm. Consequently, the costs of all assignments which involve the submatrix are maintained.
(Each revised leader cost represents a lower bound on the cost of involving its associated submatrix in an assignment.) The prior collecting of complementary costs in a single submatrix results in a greater transfer of costs to leaders than would otherwise occur.
2) The Hungarian algorithm is next applied to the revised leader costs, which themselves can be arranged as an N x N matrix. That is, the following LAP is solved:
subject to the constraint that X =[x ij ] is a permutation matrix. The solution cost for this leader LAP is accumulated in a reduction constant, R', which acts as a "superleader" and has an initial value of zero. When this process is completed, all assignment costs have been reduced by the amount R', and three possibilities exist: 1) the zeros in the reduced cost matrix C' satisfy a QAP assignment pattern (as is the case for the '1's in Figure 1 ), in which case R' is the cost of the optimum assignment and the problem is solved; or 2) the QAP pattern is not satisfied by the zeros, indicating that a solution is not available. However, on this iteration the constant R' has experienced an increase. In this case, the procedure continues to step 3; or 3) the QAP pattern is not satisfied by the zeros but R' remains unchanged, in which case the procedure terminates with no solution. R' then represents a lower bound. Testing whether or not the zeros in the reduced cost matrix satisfy a QAP assignment is simple. One looks at the solution zeros from the leader LAP and sees if the corresponding elements in those submatrices are also zero. If they are, the problem is solved, since the cost of the assignment is minimized.
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3) The reduced leader matrix is investigated for non-zero (positive) elements. If no such elements are found, the procedure terminates with a lower bound, R', albeit no solution. If one or more non-zero leaders are found, as there usually are, each is distributed among the elements of its submatrix (on a row or column basis), and the procedure continues to step 4. The most effective distribution of a leader element is uniform (i.e., 1/(N-1)th of the leader is distributed to each submatrix row). The motivation here is that by replacing costs into submatrices, there is a new opportunity to make those leaders which had low or zero values after step 2 larger, permitting even more cost to be eventually moved to R'. While one might expect that giving leader costs back to the submatrices would not produce a useful result, this is not the case. By the shifting of costs between complementary elements during Step 1, there is sufficient change in the entire cost distribution throughout C before the Hungarian algorithm is reapplied.
4) The Hungarian algorithm is reapplied to each submatrix, beginning with those whose leaders were zero prior to step 3. Again, as each submatrix is about to be solved by the Hungarian algorithm, the complementary costs are collected in its elements. By first processing those submatrices whose leaders had been zero prior to Step 3, greater opportunity is given for those leaders to no longer be zero, thereby increasing the amount that is moved to R'. The procedure then recycles from step 2 until a termination criterion is met. These steps are further clarified by the following example, in which the DP terminates with an optimal solution for the input QAP:
Example 2: A matrix C of costs for N=4 is shown in Figure 3 . In this representation, an asterisk is shown in the elements corresponding to disallowed indices. As a first step, all In Figure 7 : Transfers are made from leader elements to the superleader (written in the upper left hand corner), in accordance with step 2.
In Figure 8 Step 3 is applied. The value of each leader is divided approximately in thirds and each portion is added to a different row of the submatrix. Since complementary cost pairs are collected in their upper locations, each resulting non-leader element reflects the contributions of two separate leaders.
The Hungarian algorithm is then applied to those submatrices whose leaders were zero as a result of step 2; this is the first part of step 4. The Hungarian algorithm is now applied to the remaining submatrices; step 4 is thus completed. This is shown in Figure 9 A second round takes place, repeating steps 2 through 4. The results are shown in Figure   10 . On the application of step 2 during the third round of the algorithm, the algorithm terminates.
The result is shown in Figure 11 . The minimum quadratic assignment cost is R min = 793. The minimum cost assignment for this is found from the zero elements that exhibit the pattern for an assignment. These elements are bracketed in Figure 11 . The optimum assignment is therefore At this point is it useful to point out the similarities of the DP with previous approaches.
The Lagrangian dual ascent procedure of Assad and Xu [3] has the essential elements of the DP. It includes operations which move costs from within the submatrices of the C matrix to leaders, leaving the QAP unchanged. Leader costs are transferred to a bound which is increased iteratively.
The LAP is used effectively in these cost moving operations. Together, this results in bounds that are an improvement over those of Gilmore and Lawler. Our impression is that their bound is weaker because they don't take advantage of complementary costs as we do. This conclusion is based on their formulation of the QAP (page 179 of [3] ) and the Lagrangean problem that motivates their bound. Their formulation does not have the y ijkl = y klij constraints. The constraints that they place into the objective function, i.e., ∑ y ijkl = N·x kl , only allows for the movement of costs between leaders and non-leaders. Recognition of a broader class of operations would have likely resulted in improved bounds.
Carraresi and Malucelli [9] base their bounds on the concept of reformulation of the QAP as an entirely equivalent problem, as is done in the DP. In equation (5) of [9] they introduce a transformation which moves costs from submatrix elements of C (referred to as the quadratic costs) to leaders (the linear costs) and from leaders to the bound. This transformation is more general than the one assumed by Assad and Xu in equation (17) of [3] , which explains why the bounds achieved in [9] are tighter. The Gilmore Lawler bound is a subclass of the transformations permitted and in fact is the first stage of the iterative process of generating monotonically increasing bounds. One cannot ascertain from [9] all of the operations that were permitted by (5) . Thus, it is difficult to say just how closely this procedure approaches the DP.
IV. Relationships to Linear Programming
It turns out that the DP procedure can be viewed in the context of linear programming. In fact, the approach is a dual-ascent procedure applied to a linear formulation of the QAP. The approach implicitly uses a decomposition of the constraints in an effort to exploit the block diagonal structure. It bears resemblance to work of Johnson [20] and Adams and Johnson [1] , but provides moderately stronger computational results.
In [2] , Adams and Sherali devised a general strategy for linearizing 0-1 quadratic programming problems. When applied to the QAP, the following formulation emerges.
LP : Minimize :
In Johnson [20] and Adams and Johnson [1] , this linearization (denoted Problem LP) was
shown to theoretically dominate all other linear formulations of the QAP (in terms of the strength of the continuous relaxation), and to dominate most of the published bounding schemes. Included in Adams and Johnson's work was a dual-ascent strategy for obtaining a near-optimal dual solution to the continuous relaxation of LP (denoted Problem CLP) , and problem lower bound. Resende et al. [29] later solved CLP to optimality using an interior point algorithm.
Our DP gives a bound very close to the CLP optimum, improving upon the computational results of Johnson [20] and Adams and Johnson [1] , and requiring only a small fraction of the time of Resende et al. [29] . This latter point is illustrated in Table III below, where the DP bounds after 500, 1000 and 2000 iterations very closely approach the IPLP bounds of Resende et al.
In order to see how the DP attempts to solve CLP it is necessary to obtain a smaller reformulation via the substitution of variables suggested by constraints (10), thereby reducing the number of variables and constraints each by N 2 (N-1) 2 /2, in addition to halving the number of nonnegativity restrictions in (13) . Finally, the binary restrictions in (8) and (9) are relaxed, resulting in CLP1: Minimize :
∑ where ˜ C = C ijkn + C knij Subject to :
Now consider the following Lagrangian dual, whereby constrains (14), (15) 
∑ such that 0 ≤ v ijij ≤ 1 and subject to (16) , (17) and (18). 
The operations implied by LD2 constitute both Class 1 and Class 2 operations defined earlier. i.e., they include the subtraction (or addition) of constant amounts from leader rows (or columns) and the addition (or subtraction) of these amounts to (from) the DP bound. Thus, Step 2 is explained in terms of LD1, as are all four steps of the DP.
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The difference between the work of Adams and Johnson and that presented here lies mainly in the fact that during Step 1 of the DP, complimentary costs are always collected in the submatrix about to be solved. This assures that there is greater transfer of costs to the leader than would otherwise be possible. Consequently, in the DP, the lower bound is greater at each iteration resulting in a faster algorithm and a higher final bound.
Adams and Johnson [1] explain that the following bounds can all be characterized in terms of progressively, more restricted subsets of the dual region encompassed by the CLP: 1. the reduction scheme of Li et al. [26] ; 2. the row and column reduction strategies of Burkard and
Stratmann [8] , Roucairol [30] and Edwards [11] ; and 3. the celebrated Gilmore-Lawler bound [14] . Thus, the linear programming solution to the CLP (and consequently the DP bounds which approach this solution very closely) must be tighter than the bounds in these three categories.
V. Testing and Evaluation of the Dual Procedure

A. Original experiments on the DP
In 1989 Grant [15] carried out experiments on the DP in order to evaluate the quality of the resulting lower bounds with those available from procedures used in conventional branch-andbound algorithms. In Grant's evaluation of the DP, the algorithm was operated for 100 iterations.
Two versions of the DP were tested. The first of these was the original procedure, described in Section III and referred to here as the ODP (for "original DP"). In the ODP, non-leader Table I , along with experimental results published by Frieze and Yadegar [13] from their work in evaluating various lower bounding strategies.
The methods tested by Frieze and Yadegar included those of Gilmore [14] , Roucairol [30] , Burkard and Stratmann [8] , and Edwards [11] , as well as their own 'subgradient' method, based on a Lagrangian relaxation of a mixed-integer formulation for the QAP. In the Table, LB0 refers to the maximum of the 5 lower bounds of Gilmore, Roucairol, Burkard and Stratmann and Edwards.
LB1 is the largest value using the subgradient method. LB2 is the largest value obtained in a simplification of that method.
As Within a branch-and-bound algorithm, the DP can be utilized as the auxiliary process for computing lower bounds. In this context, the convergence limitations of the DP are not critical.
Furthermore, information communicated between the main algorithm and the bounding process serve to improve the performance of both processes. When the branch-and-bound algorithm accumulates sufficient fathoming information so that permanent (or even temporary) decisions can be made on the solution matrix, these decisions are communicated to the DP and serve to improve the lower bound calculations. Such decisions involve deciding that certain elements of the solution matrix are zeros, which will be recorded in the DP cost matrix by setting the corresponding element costs to a very large value. This effectively bars the decided 0 elements from inclusion in a DP solution and focuses the reduction efforts on those elements still eligible for consideration. If instead a decide 1 element is determined, that decision is recorded in the DP cost matrix by adjusting the costs of all elements subsequently restricted from a solution (i.e., decided 0) as a consequence of this decide 1 to the large value. In either case, the communication of decisions in this manner to the DP generally permits additional cost to be extracted from the matrix, resulting in an improved lower bound and sometimes in an exact solution to the QAP. A branch-and-bound algorithm employing the DP is described in Hahn et. al. [18] .
An advantage of the DP is that in a branch-and-bound algorithm it produces exact feasible solutions without having to progress through all the branches of the tree to their outermost tips.
When the branch-and-bound procedure attempts to fathom branches (i.e., eliminate elements from the solution) in the submatrix that contains the optimum, it always terminates with a pattern of zeros that constitute a feasible solution. As the upper bound in the experiment is the optimum solution, the feasible solution is indeed this optimum. The feasible solution is generated, in fact, many times during the process of fathoming within the solution submatrix, once for each element that would be part of one of the optimum solutions. This happens at various levels of branching but usually between the level at which N/4 assignments have been made and the level at which N/3 assignments have been made. It is hardly ever necessary to calculate bounds at a level at which N/2 assignments have been made, in order to achieve a feasible solution this way.
C. Recent improvements in the DP
While the bounds achieved by the NDP are considerably better than those found in other general bounding techniques, several improvements were made in the algorithm. One notable improvement came from the judicious return of a part of the superleader to the matrix of leaders prior to step 3, in distributing this return equally among the leader matrix elements. This was done using simulated annealing, whereby random percentages of the superleader were returned on each round; the random percentages following an exponentially decreasing annealing schedule. Some experimentation was done to optimize the selection of the exponential rate for the schedule, which affected algorithm speed as well as the bound achieved. The performance of the algorithm, however, was not very sensitive to this rate. The results of those improvements are shown in Table II for three Nugent problems and a hospital facilities problem of Elshafei [12] . Beckmann formulation and the TDBs depend on the distance matrix being of a rectangular grid, which is usually not the case.
An even more interesting comparison can be made with the linear programming-based bounds of Resende, et al. [29] . Their lower bounds are much better than those of Li, et al. [26] and are not limited to Koopmans-Beckmann problems nor to rectangular grid distance matrices.
Furthermore, they published run-times for their results. Table III compares the DP bounds and runtimes with those in [29] . for a given problem size are within 1.5 percent of each other. As explained earlier, the DP at 2000 iterations produces bounds almost equal to those of the IPLP. However, the difference in actual run times is large. To demonstrate the advantage of the DP over the IPLP in a branch-and-bound algorithm, compare the IPLP time of 4427.6 seconds for the Roucairol size 20 problem with the 100 iteration DP time of 62.7 seconds. If the two machines were equivalent, the ratio of runtimes would be over 70:1. The machine differences could increase that advantage to over 100:1. As for growth in runtime with problem size, the DP appears to have a slight edge over the IPLP.
In Table IV we present a comparison of the bounds produced by the DP with bounds of additional test instances from QAPLIB. In the last five instances, the DP produced significantly better bounds than were listed in QAPLIB. The QAPLIB result for the Nugent 24 instance is a TDB bound which you may recall is dependent upon the structure of the distance matrix. The other results represent general bounding techniques and thus provide a better comparison.
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VI. Potential for Speeding up the Dual Procedure
In the development of the DP, a number of variations on the Class 1 and 2 operations were tried (see Section II). One variation called 'pivoting' has considerable potential. Pivoting is usually introduced after the Hungarian algorithm has been applied to a submatrix. At that point, as much as possible has been drawn into the leader and there is at least one zero in every row and column of the submatrix. A given zero element is the pivot. A column (or row) containing the pivot is scanned for its minimum value (exclusive of the pivot). That amount is subtracted from the column (or row) and added to the row (or column) containing the pivot. Since every element in a submatrix is a member of another submatrix, significant movement of costs are thus made throughout the cost matrix C. Given that during a branch-and-bound process, we come across what we suspect to be the optimum solution to the QAP, we conjecture that it is possible to develop a heuristic that allows the movement of costs in such a manner that the cost elements for that solution can be decreased while increasing other costs so that they can contribute to leaders and the superleader thus increasing the bound. The goal is to reduce the number of iterations required to reach a useful bound.
