The presented previously indirect optimization method (IOM) developed within biochemical systems theory (BST) provides a versatile and mathematically tractable optimization strategy for biochemical systems.
Introduction
In recent years, the model-based optimization of biochemical and biotechnological systems has become a crucial component of metabolic engineering. From a technological point of view, mathematical optimization provides a systematic and efficient tool that helps to analyze and optimize these processes to predict the maximum yield or production rate of some desired product. Moreover, by such optimization, it is convenient to obtain some important data about general properties of biochemical systems (Vera et al., 2003a) . Once this valuable information is achievable, it will be possible to derive their optimal operation policies of studied biotechnological systems.
Much research has been directed toward the development of model-based optimization strategies, including the mathematical foundations of such approaches (Voit, 1992; Regan et al., 1993; Hatzimanikatis et al., 1996a Hatzimanikatis et al., , 1996b Torres et al., 1996 Torres et al., , 1997 Petkov and Maranas, 1997; Voit and Del Signore, 2001; Torres and Voit, 2002; Marín-Sanguino and Torres, 2003; Vera et al., _____________________ 2003a; Chang and Sahinidis, 2005) and their application to some processes (Heinrich et al., 1991; Hatzimanikatis et al., 1998; Torres, 2000, 2002; Alvarez-Vasquez et al., 2000; Vera et al., 2003b; Sevilla et al., 2005) . One successful approach to the optimization of biochemical systems is the indirect optimization method (IOM) (Torres et al., 1996 (Torres et al., , 1997 Voit, 1992; Marín-Sanguino and Torres, 2003; Vera et al., 2003a) , which is based on the approximation of the original nonlinear differential equation models describing the biochemical process as an S-system or a GMA system. The S-system models are founded on the Biochemical Systems Theory (BST) introduced by Savageau and co-workers (Savageau 1969a (Savageau , 1969b (Savageau , 1970 (Savageau , 1976 Savageau et al., 1987a Savageau et al., , 1987b . In this mathematical formalism, the change in each metabolite is represented by two competing power law functions describing aggregation and consumption. The advantage of this representation is that the steady-state equations are linear when the variables of the models are expressed in logarithmic coordinates. This enables the use of linear programming techniques.
When the above-mentioned IOM approach is used to optimize a biochemical system, a possible outcome is that some of the metabolite concentrations exceed significantly the imposed limits or that the original model is unstable. If such a situation occurs, we can apply the iterative IOM version (Marín-Sanguino and Torres, 2000) to find a consistent steady-state. In fact it is a repetition of the direct IOM approach. However, the iterative IOM strategy is strictly valid only near the reference steady-state. The reason for this is that the BST formalism is based on first order Taylor's approximations, which is a local representation of the original system. An example of such a case is the application of the above optimization method to the tryptophan biosynthesis in Escherichia coli. (Marín-Sanguino and Torres, 2000) . The authors attained a solution similar to the S-system, where the tryptophan flux is more than 3 times the basal flux. But this result is inferior to that of calculating with a rate of tryptophan production increased more than 4 times by the direct IOM approach. Clearly, the former is not a true optimum solution but a local one. To overcome this difficulty of running into a range of local solution and enhance the effectiveness of the iterative IOM approach, it is necessary to make an improvement in its scheme.
For this purpose, in the present study we propose to transform the existing linear optimization problem of the iterative IOM approach into a problem with an additional equality constraint to account for the consistency of solutions between the S-system and the original model. Using the general Lagrangian multiplier method, the resulting optimization problem is modified as an equivalent problem that can be solved with available linear optimization techniques. To demonstrate the validity of the new algorithm, we apply this modified method to three metabolic pathways.
This paper is organized as follows. Section 2 presents the formalism of the standard iterative IOM approach. In section 3, a modified iterative IOM version is developed. Numerical simulations are shown in Section 4, 5 and 6. Finally, brief conclusions are followed in Section 7.
Standard iterative IOM approach

Optimization problem statement
Consider the following problem of optimizing a biochemical system:
subject to satisfying:
where Y to stay within certain limits; and (5) forces a flux or the ratio of some two fluxes to remain below a certain limit. Due to the product nature of the fluxes, constraint (5) becomes linear in logarithmic space.
The direct IOM approach
The implementation of the method include mainly four steps:
(1) Translation of the original model to the S-system formalism The S-system formalism is based on BST which proposes the use of power law functions to describe the nonlinear nature of biochemical processes (Savageau, 1976) . Under this representation, the elementary fluxes consisting of input fluxes and output ones are grouped into aggregate fluxes that pass into and out of metabolic pools. These aggregate fluxes have forms
given by "accumulation" flux
can be expressed as:
If each of these rate laws is represented in the power law formalism, then yields the S-system model of Eq. (6):
where the model parameters ij g , ' ik g , ij h and ' ik h are the kinetic orders, and i α and i β are the rate constants. The kinetic orders are defined as:
And the rate constants are defined as: can also be written as the following S-system form:
In Eq. (9) i f and ' k f terms stand for the kinetic orders, and γ represents the corresponding rate constant.
(2) Quality assessment of the S-system model
The S-system formalism has a significant advantage in that it facilitates the analytical and numerical quality assessment (such as with the software package PLAS, Ferreira, 2000) . Firstly, it allows us to detect the local stability of the steady-state, which can be computed by solving the characteristic equation of the following matrix (Savageau, 1976; Chen, 1984) :
If all real parts of the eigenvalues are negative, then the steady-state is locally stable.
Secondly, the robustness analysis of the model can be done, indicating whether the model is able to tolerate small structural changes. The system sensitivity theory provides important methods for characterizing the quality of a model. There are three types of sensitivity coefficients, which are defined as follows.
Rate constant sensitivities
The rate constant sensitivities are defined as the ratio of the percentage change in a systemic variable to an infinitesimal percentage change in a rate constant:
where i V represents a given flux. These sensitivities can be calculated by differentiation of the explicit solution (Voit, 2000; Torres and Voit, 2002) . It is easy to know that these sensitivities are only dependent upon the kinetic orders of the system. So they are properties of the integrated system and not its isolated components.
Kinetic order sensitivities
A kinetic order sensitivity coefficient is defined as the ratio of the percentage change in a systemic variable to an infinitesimal percentage change in a kinetic order, ij g ,
Again, these sensitivities are properties of the integrated system and not its isolated components, but here the sensitivities are a function of both rate constants and kinetic 5 orders. The kinetic order sensitivities can also be calculated by differentiation of the explicit solution (Voit, 2000; Torres and Voit, 2002) . In a good model the sensitivities must be small, otherwise high sensitivities (i.e., absolute values upper than 50) (Vera et al., 2003b) indicate that the model is ill-determined. Once such a bad case happens, the portions of investigated model need to be given a more attention.
Logarithmic Gains
The logarithmic gains are specific types of sensitivity coefficients that are defined as:
The former is called concentration logarithmic gains and the latter is called flux logarithmic gains. Like the previous sensitivities, the logarithmic gains should have low values (less than 10 in absolute value) (Vera et al., 2003b) .
Thirdly, we can check the dynamic features that characterize the transient responses to temporary perturbations or permanent alterations. These considerations include: How long does it take for the system to return to the steady-state after a given increase or decrease in intermediate metabolites and enzyme activities? How will the model respond to a medium-sized but not slight perturbation? Whether the perturbation leads to a response in the form of oscillations? If that is the truth, are they observed in the real system? Whether the transient responses are reasonable? Such analyses often identify problems of consistency and reliability of the mathematical representation (Shiraishi and Savageau, 1992; Ni and Savageau, 1996a; Ni and Savageau, 1996b) .
(3) Linear programming and optimization
Although S-system models are nonlinear, the steady-state equations are linear when the variables are expressed in logarithmic coordinates (Savageau, 1969b) . This allows us to use the linear programming techniques (Voit, 1992; Regan et al., 1993; Torres et al., 1996) .
At steady-state the S-system (8) reduces to the following nonlinear equations:
, then Eq. (11) can be recast in a form of linear algebraic equations:
where the matrixes
, the vectors 
Remark 1. The inverse of the matrix d A exists if the system has a non-zero steady-state point (Savageau, 1976) .
Due to the fact that the logarithmic transformation does not change the locations of maximum of a function, the nonlinear optimization problem in section 2.1 can be transformed to the following linear programming formulations: ) , ( max y x J subject to satisfying:
where the vector function
is the linear representations of constraint (5) can be expressed as:
where
Note that, to ensure that the optimum solution is within the physiologically acceptable range of values, the following relations are imposed:
is the basal steady-state of i X .
(4) Transfer of results to the original model
The S-system (8) has been derived as an approximation of the model (6), and it is interesting to explore to what degree any optimized solution is consistent between the two models. To do this, after substituting the enzyme activities k Y of the optimized S-solution into Eq. (6), the metabolite concentrations i X are uniquely specified. Since the result is computed via S-system approximation, it is possibly an approximate optimum of the original optimization problem. Still the differences between the steady-states of the original and the S-system models are often small in comparison to the experimental accuracy and in light of other uncertainties involved in any modeling effort (Torres et al., 1996) . A possible outcome of the present step is that some of the metabolite concentrations exceed the imposed limits or that Eq. (6) is unstable. In these cases, some of the constraints in step (4) must be changed accordingly.
The iterative IOM approach
When such a situation occurs or significant discrepancies between the S-system and the original model are detected, an efficient procedure can be applied (Voit, 1992; Marín-Sanguino and Torres, 2000) to obtain a consistent steady-state, which is an iterative process of the IOM approach. Each iteration will find a new steady-state. Eventually, this procedure will finish until a satisfactory result is achieved.
Modified iterative IOM approach
Since the S-system formalism is a local description of the original system at a basal steady-state based on first order Taylor's approximations, the iterative IOM strategy is strictly effective around this steady-state. It has been shown (Marín-Sanguino and Torres, 2000) that the above approach will not achieve the correct optimum steady-state. Although the authors attained a solution similar to the S-system, where the tryptophan flux is more than 3 times the basal flux, this result is lower than that of finding with a rate of tryptophan production increased more than 4 times by the direct IOM approach. In this study, we propose a modification scheme of this strategy to improve the effectiveness of the iterative IOM approach. This proposed framework just modifies the linear optimization problem in section 2.2 grounded on the similar thought of integrated system optimization and parameter estimation (ISOPE) (Roberts, 1995) .
Assume the system (6) has a non-zero steady-state point, denoted as (17) where
The optimization problem (17) can then be considered as that of determining the stationary point of the Lagrangian function:
where λ , σ , 1 µ , 2 µ , 1 η , 2 η and 3 η are Lagrangian multiplier vectors.
Assuming that the required derivatives exist and are continuous, the necessary optimality conditions for the modified optimization problem (17) are:
From Eq. (20) and (21), eliminating the Lagrangian multiplier σ , we obtain the formula for the Lagrangian multiplier λ :
and the necessary optimality conditions for the problem (17) can be reduced to a set of equations including (19) and (22)- (28). By Eq. (13) and (23), we have 1 ) , (
Using now the relations
and putting (30), (31) and (32) into (29) we get the further formula for the Lagrangian multiplier λ :
Let us now define the following modified optimization problem:
Notice that (19) and (24)- (28) are precisely the necessary optimality conditions for the modified optimization problem. Comparing with problem (14), an extra linear term that contains a comparison of metabolite concentration derivatives with respect to the enzyme activities between the S-system and the original model is introduced in (36). This variant will also keep the modified optimization problem solved with available linear programming techniques. Now we summarize the modified iterative IOM algorithm presented in this paper.
Step 0. Given a stable and robust steady-state point Step 1. Apply r Y to the system (6) and find the concentrations r X . Transfer system (6) and
to the S-system forms.
Step 2. Perform quality assessments of the S-system model. If it is a valid model, then go to Step 3.
Else return to
Step 1 and modify r Y .
Step 3. For Step 4 Step 5. Update enzyme activities and multiplies:
) ( 
Case study 1: Tryptophan biosynthesis in Escherichia coli
Optimization of tryptophan biosynthesis in Escherichia coli.
To verify the calculation algorithm, we will first apply the proposed method to tryptophan biosynthesis in Escherichia coli. A schematic network of the simplified metabolic pathway is depicted graphically in Fig. 1 . A complete description of the metabolic pathway can be found in Xiu et al. (1997) . In this work the mathematical model considers both feedback inhibition of the biosynthetic enzymes and repression of the trp operon by tryptophan and explicitly takes into account the growth rate and the demand of tryptophan for protein synthesis. The differential equations in dimensionless variables are given as:
Here, 1 X is used for mRNA concentration, 2 X is used for enzyme concentration and 3 X is used for tryptophan concentration. As we need positive variables to make the required logarithmic transformation, 6 Y will be taken as positive and it will be preceded by a minus sign in Xiu's model. The above-mentioned model does not explicitly account for the tryptophan rate production, but the last term of the right hand of Eq. (43), which is an accumulative term accounting for both consumption and secretion of tryptophan, can be selected as the objective function. This leads to the following optimization problem (Marín-Sanguino and Torres, 2000): 
Given a set of fixed parameters, 3 X is uniquely determined by Eq. (47).
At the basal steady-state (see Table 1 ), the dynamical model of the pathway is first transformed into an S-system and studied for optimization of tryptophan production by Marín-Sanguino and Torres (2000) . Here the S-system representation is modified slightly as: 
where the parameter 10 Y is omitted. Since the objective function J does not include the variables 1 X and 2 X , both the first and the second column of f equal to zero. This implies that the Lagrangian multiplier λ has the following formalism: X , and optimized flux J during the standard iterative IOM approach. From Fig. 3 , we can see that the standard iterative IOM strategy yields an optimum steady-state solution with an objective index increased less than four times its basal value (see Table 1 ). Although the obtained steady-state is robust enough and stable (results not shown), the final optimization flux is smaller than the one attained by using the direct IOM approach (see Table 2 ). These results clearly show the unsatisfactory behavior of the standard iterative IOM approach when applied to the present problem. The method finds an approximately consistent steady-state except for the variable 3 X , but fails to determine the correct optimum solution.
Performance of the standard iterative IOM approach
Performance of the modified iterative IOM approach
Figs. 4 and 5 illustrate the corresponding variation of enzyme activities, metabolite concentrations and optimization index during the modified iterative IOM approach. The relaxation coefficients 1 θ , 2 θ and 3 θ are selected as 0.9, 0.8 and 0.8 respectively. It can be observed that the method shows a rapid convergence behavior and produces a higher rate of tryptophan production than the standard iterative IOM approach. The optimized results within 7 iterations are given in Table 3 . Compared with the direct and standard iterative IOM approach, the only differences in parameter values are detected in growth rate 1 Y and inhibition constant 3 Y . However, unlike the former two approaches, the modified iterative IOM algorithm not only eventually converges to the correct optimum steady-state, but also achieves the consistent S-system and IOM solutions. 
are the highest sensitivities.
The dynamic response curves to a twofold increase in tryptophan concentration are plotted in X shows a rapid initial decrease and asymptotically returns to within 5% of its optimum steady-state value after about 7 hours.
From the above given discussion on the analysis in local stability, robustness and dynamic behavior of the steady-state, we can conclude that the S-system structure provides a reasonably robust model description of the pathway at the optimum steady-state. 
Case study 2: Maximization of ethanol production in Saccharomyces cerevisiae
The anaerobic fermentation pathway from glucose to ethanol, glycerol and carbohydrates in the yeast Saccharomyces cerevisiae has been the subject of numerous studies over the years. The experimental model of this pathway in a suspended cell culture at pH 4.5 was originally proposed by Galazzo and Bailey (1990, 1991) and transformed into an S-system and studied for ethanol production maximization by Curto et al. (1995) and Torres et al. (1997) . The simplified pathway is depicted graphically in Fig. 8 and its model is described as follows (see Galazzo and Bailey, 1990, 1991) : 
The performance index describing the rate of ethanol production is given directly by the flux through the pyruvate kinase, PK V . The resulting optimization problem (Torres et al., 1997 ) is as follows:
PK max V J = subject to satisfying:
This is a nonlinear optimization problem with complex constrains.
Fig. 8 Anaerobic fermentation pathway in Saccharomyces cerevisiae
At the basal steady-state (see Table 5 ), the dynamical model of the pathway is firstly transformed into an S-system by Curto et al. (1995) . Here the S-system formalism is written as: 
The simulation experiments of optimization problem (75) using standard and modified iterative IOM approach were performed. The following algorithm parameters were assumed in the modified method: 9 and 13 present trajectories generated by the algorithms starting from the basal steady-state given in Table 5 . It can be seen that both optimization strategies yield the consistent S-system and IOM solutions respectively with a rate of ethanol production increased more than 64.8 times its basal steady-state (see Table 5 and 6). However, the modified iterative IOM approach shows a rapid convergence behavior and needs less iteration to achieve the optimum steady-state than its original version. Compared with the optimization results obtained by Torres et al. (1997) , both iterative IOM methods generate a much higher rate of ethanol production than the direct IOM approach (see Table 7 ). These conclusions clearly show the tractability and effectiveness of the modified iterative IOM algorithm in handling large-scale biochemical systems with nonlinear constraints. X (phosphoenolpyruvate) appears to be the most sensitive to changes in the rate constants. The situation is rather similar with regard to the kinetic order sensitivities. Of the 115 sensitivities with respect to metabolites, most of them (73%) are below 1, with 5 bigger ones (absolute values from 4 to 7) being related to 4 X (phosphoenolpyruvate). In regard to the kinetic order sensitivities for the fluxes, from a total number of 115 values, most of them (90%) are below 1 and the remaining are never bigger than 1.13273. The logarithmic gains with respect to metabolites and fluxes are presented in Table 8 and 9, respectively. It can be seen that Glucose transport ( 6 X ) has the strongest effect on the system. The highest value in magnitude is 4.42486 ) , ( 6 4 = X X L . We have simulated two experiments to observe the dynamic system response after an increase in 1 X and 14 X . The dynamic response curves to a tenfold increase in 1 X (intracellular glucose concentration) are plotted in Fig. 14 (a) . It can be observed that the system quickly returns to the predisturbance steady-state with about 0.2 minutes. Fig. 14 (b) The above analysis of stability, sensitivities, gains and dynamics demonstrates that the S-system model gives a reasonably robust description of the pathway at the optimum steady-state. Table 9 Logarithmic gains of the S-system with respect to fluxes 
Case study 3: Optimization of a system with multiple steady-states
In this example, a biochemical system with multiple steady-states (Chang and Sahinidis, 2005 ) is examined. The diagram of the metabolic pathway is shown in Fig. 15 
which determine the steady-state solutions to biochemical system (82)-(84). The distribution of roots of cubic equation (87) 
The modified iterative IOM algorithm at the first iteration yields the solution as , which is unstable. Thus, the former steady-state can be chosen as the basal one at the second iteration. Repetition of above-mentioned process would produce a sequence of steady-state solutions, which move towards the true optimum. The corresponding trajectories in metabolite concentrations and optimization index during the modified iterative IOM approach are shown in Fig. 16 . It can be seen that the proposed algorithm obtains the consistent S-system and IOM solutions with objective value 1.576. The detailed results within 2 iterations are given in Table 10 . The relaxation coefficients 1 θ , 2 θ and 3 θ are selected as 1.0, 0.9 and 0.9 respectively. 
