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Two types of theorems will be discussed in this report. The first type 
asserts that a sufficient condition for the existence of a periodic solution of 
a differential equation is the existence of a periodic “noncritical” approximate 
solution with a small error. Of course, the term “noncritical” must be given 
a meaning which is appropriate for each class of problems. 
The second type of theorem asserts if a periodic solution exists which is 
“noncritical”, then any approximate periodic solution with a sufficiently 
small error is also “noncritical”. In particular, one can choose an approximate 
solution which is computable, i.e., has only a finite number of nonzero 
Fourier coefficients, and can thus be accurately represented in a computer. 
Roughly speaking, “noncritical” means isolated; no periodic solutions are 
nearby. Thus, for example, structurally stable systems, or systems which are 
models of physical systems, could reasonably be expected to possess only 
noncritical periodic solutions. In this case, the second theorem becomes 
significant, in that it assures one that if a periodic solution exists, it can be 
approximated by a periodic function which is computable. For these systems, 
it becomes quite reasonable to expect the first theorem to be applicable, if 
a periodic solution exists. 
Of course, there are certainly systems which possess isolated periodic 
solutions which do not fulfuill the conditions for a “noncritical” solution, 
but this simply is a reflection of the great complexity possible with nonlinear 
systems. And this same complexity assures us that a nonexistence theorem, 
or a necessary condition that a noncritical periodic solution exists, is consi- 
derably more difficult than the theorems given here. 
However, these theorems acquire some additional interest when it is 
observed that the results are applicable either to systems with large non- 
linearities, or to weakly nonlinear systems. In particular, they are applicable 
to the method of describing functions, used in control engineering for over 
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twenty years, and to the classical results in small-parameter problems, which 
date back to Poincare. 
We will demonstrate these theorems for nonautonomous and autonomous 
differential equations. 
The theorems in the form given for the case of the nonautonomous ordinary 
differential equation are due to Urabe [6]. He in turn was inspired by the 
earlier work of Cesari [l]. See also Hale [3], Urabe [7], and Urabe and Reiter 
[SJ, for some details on computation. 
Velez [9] has extended these results to questions concerning the existence 
of families of periodic solutions, in the case when a certain number of in- 
dependent first integrals are known. 
The author wishes to gratefully acknowledge the assistance of Dr. Carmelo 
Velez who performed the computations for the examples in the autonomous 
case, Section 5. 
NOTATIONS AND SYMBOLS 
DEFINITION. P will be used to denote the space of continuous, 2z-- 
periodic functions from R into Rd. 
P is a Banach space under the following norm: 
DEFINITION. Forfe P, If I,, = supt 1 f(t)], where 1 1 is any vector norm 
in Rd. 
A second norm which is used is 
DEFINITION. For fe P, I fin = (l/277 .f!'(f(t),f@)) W2, where @,A 
is the usual inner product defined on vectors x, y E Ii”. Observe that 
If12 -G Iflo- 
Functions in P of course have a Fourier series expansion, that is, for 
f E P, we associate the series Crz a,t@, a, = 1/2~r $rf(t) e-int dt. As is 
well known, [f 1s = (Grz ( a, 12)lj2. 
For every integer m > 0, the projection Pm : P -+ P is defined by 
Pmf = &I+ a,eint, where f w C*_z ,e*nt. Qm then denotes the comple- 
mentary projection, i.e., Qm = I - Pm . 
Notation. The subscript m will denote an element in the range of 
P,(=P,P), that is, given f~ P, fm = P,J. A Gale&in approximation will 
then refer to a approximation off E P by an element of PmP. 
Remark. The subspace P,P of P, of dimension 2m + 1, may be identified 
with R2m+1, by identifying fm with (an : -na < n < +m}. The identification is 
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an isometry if the j \,-norm is used in P,P, and the Euclidean norm in 
IF”“. This is not the case with respect to the ] IO-norm, but the mapping 
still is a linear homeomorphism, as the j Is-norm and / /,-norm are comparable 
on P,P. 
1. NONAUTONOMOUS YSTEMS 
Consider the equation 
f = X(x, t), where x E R d, X: D x [0,2n-] -+ Rd is F(x) 
on some domain D C P, and periodic in t of period 2~. 
We wish to obtain a periodic solution of (l.l), of period 2~. We will 
assume there exists an approximate periodic solution s(t), that is, f satisfies 
P = x(“(t), t) + k(t), WI 
where K(t) is a (known) error term and ~(t + 27r) = z(t). 
We will further require that this approximate solution be “noncritical” 
in the following sense: 
DEFINITION 1.3. A periodic function x(t), is said to be noncritical with 
respect to (1 .l) if all the characteristic multipliers of 
9 = A(& @Y, 
are different from one. 
Equivalently, we may say: (1.3)’ A periodic function x(t) IS said to be 
noncritical with respect to (1. l), if for every f e P, the equation 
9 = 4, 4 y + f(t) (1.5) 
has a unique periodic solution y(f, z) for z in some \ I,,-neighborhood N 
ofx,suchthatly(f,x)lofMIfIz,f or some constant n/r, depending upon iV. 
The foIlowing theorem gives conditions which are suflicient to imply 
that (1.1) has an exact periodic solution. The theorem is due to Urabe [6] 
and is stated here for completeness. 
THEOREM 1.6. Let z(t) satisfy (1.2), with %((t + 24 = z(t). Asszsnze 
I WI2 d f-s IfW is noncritical, as in Dejnition (1.3) and r is su$kientZy small, 
(1.1) has an exact solution x*, of period 2n, and j x* - z I0 = O(r). 
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Mow speczjically, let R(z, t) = X@(t) + z, t) - X@(t), t) - A(t, Qz, 
A(t, z) = (ax/ax)(qt), t) as in (1.4). Let K be a constant mch that for t E R, 
%I + W, 2~ + %) ED, I Rh, t) - R(z; , t>l <Km&l 2, I, I .Q I> I zl - 2; I. 
Let M be such that / y(f, ??)I0 < M If j2, as in (1.3)‘. Then, if4rM2K < 1, 
there exists an exact periodic solution x* of (1.1), and j x* - % jO < 2iLfr. 
Proof. Let x = x - z(t). Then (1.1) becomes 
f = A(t, %)z + R(x, t) - k(t), (l-7) 
where A(t, %), R(z, t) are defined in Theorem 1.6. We wish to show (1.7) 
has a periodic solution .a*, with 1 x* ( = O(r). We will define a map T of P 
into P, whose fixed points are periodic solutions of (1.7). Further, we will 
show that T maps a neighborhood of zero, NC P, into itself and T is a 
contraction on N. This will imply the existence (and uniqueness in N) of 
the desired fixed point x*. The size of N will provide the desired bound on 
I z* 1. 
Now, let N = (x E P: 1 x jO < S). Define T(x) as follows: Given z EN, 
let g(z) = R(x, a) - k(o). A - s x was assumed noncritical, there exists a unique 
periodic solution zi , to the equation 
21 = A(4 q Zl + g(~)(t). (1.8) 
Letting T(x) = z, , it is clear that the fixed points of T are the desired 
periodic solutions of (1.7). 
Now we wish to show that x EN implies T(x) EN. Take x E N. Then, 
from the assumptions on R(x, t), 
I g(4I2 d K I z Ii + y. (1.9 
But then it follows immediately that 
(1.10) I TW,, G M I s(412 3 where M is given in (1.6). 
From (1.9), for z EN, we see that ) T(x)10 < MKS2 + Mr. So S must be 
chosen so that MKS2 + MY < 6. Now the polynomial MKS2 - S + Mr 
has a minimum at 6 = 1/2MK, and this minimum is nonnegative if and only if 
4rM2K < 1. (1.11) 
And if r satisfies (1.1 l), then choosing 6 = 2Mr, it is easily verified that 
MKS2 + Mr < 6, and T(N) C N. 
So with this choice of 6, it remains to show that T is a contraction on N. 
Take x, f E N. Then 
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and 
j T(x) - Tao < MKS j x - P lo. 
And as S = 2Mr, we see from (1.11) that the mapping T is a contraction on 
N, since MKS = 2M2Kr < 4M2Kr f 1. Thus T has a unique fixed point 
in IV, z*, and x* = % + ,z* is then the desired exact solution of (1.1 I). 
Further, j x* - f IO = [ x* IO < 2My, as x* EN. This is the desired error 
bound. 
Converse Theorems for Nonautonomous Systems 
The following theorem is due to Urabe [6]. 
THEOREM 1.12. Assume that an exact noncritical pe&dic solution x* 0)” 
(1.1) exists. Then, for m su@iently large, there exists a (GaZerkin) approximation 
Z~ such that x* - f& --+ 0 as m-+ 00. Further, S& i,s noncritical, that is, 
there exists a constant M independent of m such that for all m su.ciently large, 
and for any continuous periodic f, the equation 
9 = A(& GJY -l-f(t) (1.13) 
has a unique periodic solution y(f), and / y(f)jO < M 1 f j2 . 
Remark 1.14. The importance of the statement in the conclusion is that 
M is independent of m. Thus, if Y = 1 x* - x7, /, K as in Theorem 
1.6, the inequality 4rM2K < 1 will eventually be satisfied as m -+ co, 
Proof. See Urabe [6, Theorems 1 and 31. 
2. AUTONOMOUS SYSTEMS 
Let us consider the equation 
k = X(x), where x E Rd, X: D -+ Rd is C2(x) on some 
domain D C Rd. 
We wish to obtain a periodic solution of (2.1), of some unknown period T. 
In order to be able to deal with a single space of periodic functions, all of 
the same period, introduce the (unknown) frequency w by setting T = 24~. 
If we change the independent variable, replacing t by t/w, (2.1) becomes 
w3i = X(x), cw 
where now w and a periodic solution of (2.2), of fixed period 2~, are to be 
determined. 
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As in Section 1, the basic assumption is that an approximate periodic 
solution 3((t) of (2.2) has been found, together with an approximate frequency 
6 > 0, that is, the following equation is satisfied: 
ciqt) = x@(t)) + k(t), 
where K(t) is a (known) error term, with a(t + 2~-) = p(t). 
(2.3) 
The main goal of this section is completely analogous to that of the previous 
section, namely: having found a “noncritical” approximation, as in (2.3), 
to give sufficient conditions for the existence of an exact periodic solution of 
(2.2). 
But before stating the theorem, a meaningful definition of “noncritical” 
must be provided for autonomous equations. This will necessarily be different 
from the earlier definition for nonautonomous systems, because the linear 
variational equation corresponding to an exact periodic solution of (2.2) will 
always have one characteristic multiplier equal to one. Thus, it is not appro- 
priate to require that all characteristic multipliers are unequal to one. But the 
linear variational equation corresponding to an approximate solution will not 
in general have one multiplier exactly one, but only approximately one. For 
motivation, let us consider some properties of an exact solution. Let 
w%* = X(x*), ti* # 0, x* E P where the equation w*j = A(t, x*)y has 
only one nonconstant periodic solution $* and (d - 1) characteristic multi- 
pliers are not equal to 1. Let v denote the corresponding unique periodic 
solution of the linear adjoint equation, with 1 v /a = 1. Then, as is well known, 
the equation w*j = A(t, x*)y + + has periodic solutions if and only if 
(4, v) = 0, that is, if we let J’(y) = w*jt - A(t, x*) then 4 E R(J’) (the range 
of the map J’ in P), if and only if (4, v) = 0. Here, ($, V) is the usual inner 
product in L, . It is well known that P = R(J’) @ N* where @ denotes 
the direct sum, and N* the nullity of the adjoint equation, i.e., 
N” = {cv: c E R). 
LEMMA 2.4. We claim: 3i* # R(J’), i.e., (P*, v) # 0. 
Proof. If 3E* E R(J’) then there exists a y1 E P such that 
o*yl = A(t, x*) yl + R*‘. 
Let B = Y(2n) where w*Y = A(t, x*)Y, Y(0) = 1. 
Now h?*(O) = k*(O) as k*(t) = Y(t) k*(O). 
Also, 
Y&> = w [m + $11 y-w 2*(s) ds] = Y(t) [Y,(O) + %I, 
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so [I-B]y,(O)=2 / n W* &*(O), and we see that yr(0) # 0, as k*(O) f 0. 
But [I - BJ2 y,(O) = 0, that is, y,(O) E N((I - @a), y,(O) 6 N(I - B), 
where N(A) denotes the nullity of the matrix A. This implies that 1 is an 
eigenvalue of B of multiplicity at least two, which contradicts our assumption 
that (d - 1) characteristic multipliers are not equal to one. NOW observe 
that if h E P is such that (h, V) # 0, then given 4 E P, there exists /3 E R such 
that (9 - Ph) f W’), namely, P = (4, v)/@, 4. 
From this, we see immediately that 
LEMMA 2.5. If h E P satisfies (h, v) # 0, then given (p E P, there exists 
(/3, y) E R x P such that 
@h + w*j - A(t, x*)y = 4. 
Further y is determined up to a multiple of 3i*. 
If we let P denote the subspace (of codimension 1) of P for which this 
multiple is zero, we have 
LEMMA 2.6. The operator J(h): (j3, y) -+ ,8h + w*y - Act, x*)y, where 
(h, v) # 0, regarded as a mapping of RxP-+ P is one-to-one and onto. As 
J(h) is cZosed, this implies J(h)-l exists and is bounded, say / J(h)-% 1 < M(h), 
and M(h) = O(l(h, v)-l I). 
Proof. The result follows from Lemma (2.5) and the discussion above. 
Lemmas 2.4, 2.5, and 2.6 motivate the following: 
DEFINITION 2.7. The pair (w, x(t)), x a G-periodic function, is said to 
be noncritical with respect to (2.2) if(i) At least (d - 1) characteristic multi- 
pliers of the equation wy = A(t, x)y are unequal to one, and (ii) If pa is 
the remaining multiplier, and v, is the solution of the adjoint equation 
which corresponds to the multiplier p;‘, that is, v, satisfies 
wd = -A*(t, x)v, and %@7-) = %(0)fil, 
then JF (z?(t), v,,(t)) dt # 0, where (x, v) = C%, x& denotes the usual inner 
product of complex d-vectors. 
An equrvalent definition is the following: 
DEFINITION 2.7’. The pair (w, x(t)), x a Cl-periodic function, is said to 
be noncritical with respect to (2.2) if for (v, x) in some neighborhood N of 
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(w, x) in R x P, and h in some neighborhood iVI of 9 in P, there exists 
a constant M, such that for all f E P, the equation 
has a periodic solution (p, Y)(v, z, h) which satisfies 1 y Jo ,( M If I2 . 
Now we may state: 
THEOREM 2.8. Let ti, %(t) satisfr (2.3), with cz > 0, Z(t + 2.~) = z(t). 
Let 1 k 1% < r. Assume that S(t) is noncritical in the sense of definition (2.7). 
Then, if r is suficiently small, Eq. (2.2) has an exact solution x*(t), with exact 
frequency w *, with error 1 x* - f I0 + ( w * - cz 1 = O(Y). To be more 
specific let v0 be as in definition (2.7), normalized by setting 
& j”” (vJt), vo(t)) dt = 1. 
As f is nonmitical there exists a constant M > 0 such that the equation 
GJj = A(& $y + f(t) (2.9) 
has a unique periodic solution y(f) sattifyizg 1 y(f)],, < M 1 f I2 , whenever 
f E P satisjies JT (f(t), v,,(t)) dt = 0. Let K, Kl be constants such that for all t, 
and 
1 
ol,= - I s 2r 9 (W, v (t) d  1-t 012 = I2l2, h = M(1 + ~~01~). 
Then ;fZr[KX2 + 2(~+/&)(1 + K,h)] < 1, we have that x*, w* exist, satisfying 
(2.2), and ) x* - f I() < 2&V/(6 - 2ol,r), 1 w* - ti ) < 2qr. 
Proof. Let x = X(t) + ( -/ ) OJw x, w = 61 + j3, in (2.2). Then if w # 0, x, ,B 
satisfy the following equation: 
&2 = A(t, @z + [A(%, t) - k(t)] - ,G, (2.10) 
where we have used the assumption that &, a(t) satisfy (2.3), and 
R(z, t) = X@(t) + (a/w)z) - X(%(t)) - A(t, z).z. (2.11) 
We wish to show that for some ,Q*, (2.10) has a periodic solution x*(t), 
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with x*(t + 2~) = x*(t). We will define a mapping T on the space R x P 
into itself, whose fixed points will give the desired @*, x*(t). It will be shown 
that T transforms a neighborhood N of the origin in R x P into itself. The 
existence of a fixed point of Twill follow from Schauder”s theorem. The size 
of N will provide error estimates for the approximations 6, g(t). 
Define NCR x P, by N = {@, z): 1 ,B j < 6, , / z j0 < S,), where we will 
require 6, < 6. We will define T(P, x) = (& , xl) as follows: 
Given (/3, Z) E N, let gr@, Z) = R(z, 0) - A(.). Take 
Then g(/3, x, &) = g&3, x) - &$ satisfies the condition 
s :’ (&A z> P&s), z+N ds = 0. 
Let x, denote the unique element of P such that 
satisfying j x, j0 < M j g /s . Note that .sl exists (even if it happened that 
p0 = I), as by assumption, the (d - 1) multipliers of A(& %) different from 
p0 are not one, and g is orthogonal to ~1~ . 
Clearly T(,Cl:, ,z) = (p I, ZJ E R x P. We wish to show that (PI 2) EN 
implies that I& 1 < 6, , 1 x1 j,, < 6, . Now 
1903 .4 < -!=” 1r 2 ’ 2(w - S,)2 (I z I2 + r + & I P I ! 2: i. 12.12) 1 
using (2.11) and the estimate on (ax/&)(%(t) + Z) given in the theorem, 
observing that R(0, t) = 0. Accordingly, from the Schwartz inequality it 
follows that 
I is1 I ~ I g,(iBl~>l2 I ~‘0 I2 011 ~ 011 I g~(B, ’ i2 ) (2.13) 
as ~1~ was assumed normalized so that / v,, I2 = 1. From the definition of x, 
and (2.9), we have 
(2.14) 
Thus, T maps N into N if 4 / g&3, x)1, < S, , and h j g&3, s)j2 d 6, , 
where in addition, we require that S, < GJ. 
50.5/12/3-9 
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Now, letting 6, = 201,r, 6, = 2hr, these inequalities reduce to 
[g&3, x)[s < 2r, which, from (2.12), further reduces to 
(2.15) 
using the above values for 6, , 6, . 
After dividing by r, multiplying by (6 - 2~~rr)s and simplifying, (2.15) 
is seen to be equivalent to 
2r[KCW + 2gW(l + &A)] < 02 + 4qW[l + 2&X]. (2.16) 
But the last term on the right in (2.16) is positive, so (2.16) is a consequence 
of 
2r[KGW + 2c@(l + K,h)] < 62, (2.17) 
and dividing by Go, we obtain the inequality assumed in the statement of 
the theorem. 
In addition, observe that (2.17) implies that 4or,r~r, < &j2, or 401,~ < cj, 
so it follows that 8, = 201,~ < &j/2 < 6. 
The existence of the desired fixed point follows from Schauder’s fixed- 
pomt theorem on Banach spaces, as the map T used in defining (a,, zr) is 
a compact mappmg of R x P into itself. 
Letting w * = G + ,!3*, x*(t) = g(t) + x*(t), we observe that the error 
estimates given in the conclusion are a direct consequence of the fact that 
(j?*, z*) E N, and the above remarks on the bounds on 8, , 6, . 
Remark 2.18. In some applications, (2.16) may be satisfied, rather than 
(2.17). Of course, if (2.16) is used the inequality 2o1,r < ~3 should be in- 
dependently verified. The error estimate on x* then becomes 1 x* - f j0 < 8,. 
Remark 2.19. As shown above, (2.17) implies 2%~ < G/2, so 
cz/(cij - 2cQr) < 2. 
Thus, / x* - R j0 < 4b. 
3. CONVERSE THEOREM FOR AUTONOMOUS SYSTEMS 
Now we again consider an exact periodic solution x*, with frequency w*, 
of W% = X(x). Under the assumption that (w*, x*) is noncritical, we wish 
to show that a good approximation is also noncritical. Recall that in Section 2, 
the subspace P of P was defined as the orthogonal complement of the space 
generated by R*. With this, we may state: 
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THEOREM 3.1. Let w*%* = X(x*), where 1 is a characteristic multipb 
of w*j = A(t, x*)y of multiplicity 1. (Here we observe x* E p, from the 
periodicity of x*.) Then for all m su$Ently large, (1) there exists a Galerkin 
approximation (63, , z~), Z~ E p, that is, a solution (‘6,, 5&) of wS, = 
P,X(x,), and ~(~m , x,) - (co*, x*)1 + 0 as m -> co. Further, (c& , Zm) 
is noncritical (in the sense of definition 2.7) with respect to the linear variatioional 
equation &,i, = A(t, gm)y. And (ii) If v0 is the solution of 6,d = -A(t, ?&)v 
corresponding to p<‘“, as in Dejbzition (2.7), then there exists a constant M such 
that for f E P, (f, vO) = 0, the equation c&j = A(t, ~~)y + f (t) has a unique 
periodic solution y(f), and 1 y(f )I, < M 1 f j2 . 
Proof. Now w%* = X(x*) implies w*&,* = P,X(x*) = P&Y(x,*) + 
pmLqx*) - -q%nX)l, so (u*, xm”) is an approximation with an error 
proportional to a(m And if J&l, y) = fi3im* + CO*$~ - P,A(t, 3,“) ym is 
a nonsingular map of R x P,P onto P,P, with a umform bound on J;‘, 
then we can readily find (CG~ , %m) as required. 
Now x,* --f x*, 3i^,* + k”, uniformly in t, as m + co, so that (&*, U) + 
(A*, v) f 0. So for m sufficiently large, (&,*, v) # 0. Thus, from Lemma 
(2.6), the operator J(&*) has a continuous inverse, and j J~l($~*)j < n/r(km*). 
And as (&*, v) is bounded away from zero as m ---f 00, M(&;,*) is bounded 
above as m---t co, say M(L&*) < MO, M,, independent of m. 
Now we wish to show Jm is nonsingular. We assume there exists (p, , jim) 
such that o*)m = P,A(t, xm*)ym - ,E&*, with ) 7 / = 1. We will obtain 
a contradiction, using the fact that J-l(&*) exists. Consider 
w*& = P,A(t, x*)ym - P%t* + Pm&t, x*)2 + +en ,
~“2 = QmA(t, x*)x + QmA(t, x*)y, + Y’. 
(3.2) 
This system is equivalent to ,6h + w*$ - A(t, x*‘)y = +, for h = f+, 
Pm+ = #Jo, Qm+ = Y, P,y = ym , Qlny = x. Thus, by Lemma 2.5, for 
each (#m , Y), there exists /3, p = (& + Y, v)/(&*, v) such that (& ym $ X) 
satisfies (3.2). 
Now let F = -QmA(t, x*)~~ , $;m = P,[A(t, x,*) - A(t, x*)]ym. Note 
that I (i;m 1 = 0(0(m)), as 1 x,” - x* j = O(~(rn)), and 1 !P j = 0(0(m)), as 
the time derivative of A(t, x*) is bounded.2 In this case (Is, , j& , 0) is the 
unique solution of (3.2), by our assumption on /5’, , jim . 
But then (,& , ym) = J-l(3iqn*)(& + ‘y> implies 
1 Notation: 0((m) = (Cl,(,, ~*)l/~. 
2 The following Inequality IS well known [6]. For f~ P, fe C(t), if - fm lo < 
44 IfI2 < 44 iflo. 
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and this is a contradiction for m sufficiently large. Thus, Jm is one-to-one, 
and onto, so J;’ exists. To obtain a uniform bound on J;‘, take ‘ym E P,P, 
and consider 
w%n = Pm-& x,*)Y, - Pm* + ym 
Now compare this with (3.2), where we set 
(3.3) 
y = --&,A(& x*)Y, , 
4m = em + J’wJ,A(t, xm*> - -4, x*>yml. 
We see that if (p, ym) satisfies (3.3), (& ym , 0) is then the solution of (3.2), 
so I@, ym, 0) = J-l(&*)(& , Y), and again, as before, solving for 1~~ (, 
which is possible for m sufficiently large, we obtain the desired uniform bound 
on 1 J;’ /. (ii) is an immediate consequence of the fact that ( X~ - x* I,, -+ 0 
as m -+ co implies the multipliers of A(t, z,J approach those of A(t, x*). 
This completes the proof of Theorem (3.1). 
4. APPLICATIONS 
I. Small-parameter problems 
In this section we wish to apply Theorem (1.6) or (2.8) to the classical 
existence theorems for small-parameter problems. In particular, we wish 
to derive the standard bifurcation equations in a manner which is strongly 
motivated by the inequalities given in these theorems. 
So consider the equations 
and 
2 = Ax + ~f(x, t, E), (44 
WA? = Ax + eg(x, E), (4.2) 
where x, f, g are d-vectors, A is a d x d constant matrix, f, g E C2(x, E), f is 
continuous and periodic in t, of period 2rr, and the equation R = Ax has 
k-independent periodic solutions, of period 27~, r/~~ ,..., &, k < d. 
Let @ = col(& ,..., &J be the d x k matrix of these solutions, so that for 
a E R”, @a = &, a,#i is a linear combination of these solutions. Similarly, 
let ?P denote d x k matrix of 2r-periodic solutions of the adjoint equation 
d = -A*v, and for b E Rk, Yb is then a linear combination as above. 
For E # 0, we wish to determine an approximate periodic solution f of (4.1) 
or (4.2) [taking CT = 1 in (4.2)], so that the inequalities in Theorem (1.6) or 
(2.8) are satisfied for E sufficiently small. In each of these inequalities, the 
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major contribution is in the term of the form rlWK. Clearly what is desired 
is to have r&PK = O(l B I), as 1 E I---f 0. Let us consider the behavior of these 
constants as a function of E, for E # 0. 
Since the nonhomogeneous equation for E = 0, 3i = Ax +f(t), f E P, 
has no periodic solution (unless f satisfies k orthogonality conditions), clearly 
M--+ co as f -+ 0. In fact, as we will show, M = O(l E l-l), as E + 0, so 
lbP = O(l E 1-2), as E + 0. 
And K, the Lipschitz constant of the matrix A + ~(af/iax)(x, t, c), or 
A + e(ag/&)(x, E), near 3, is O([ E I). S o in order to have the term rM2K = 
O(i E I), for E--Z 0, we require Y, the error in the approximation $ to be 
oti E I”)- 
If we choose f = @a, it is evident that ] 9 - AZ - ef (%, t, c)jo = O(/ E I), 
for any a E Rk, as is also true for 1 ~2 - AZ - eg(z, e)Jo , where B = 1. 
So let 5 be of the form w = @a + ~7, where now we seek to determine 
a E AL, 9 F P, so that Y = O([ E 1”). Now 2 = A@a + 6, so 
g--A~s - ef(% 4 e) 
= Q - EAT - d(@a + 3, t, 4 
= e[j - AT -f(@u, t, 0)] - etf(@a + ~7, y, C) - f(@a, t, O)]. 
The second bracket above is clearly O(i Q 12), so if p satisfies the equation 
5 = 4 + f (@a, t, O), (4.3.1) 
OX- 
j = AY + g(% O), (4.3.2) 
for (4.2), the first term is zero, and Y = O(/ E 17, as desired. 
But (4.3.1) or (4.3.2) h as a periodic solution if and only if the forcing term 
is orthagonal to Y, that is, 
s 
Zz Y*(t) f (@(t)a, t, 0) dt = 0 
0 
(4.4.1) 
or 
s 
2a Y*(t)g(@(t)a, 0) dt = 0. 
0 
(4.4.2) 
(4.4.1) and (4.4.2) are, of course, exactly the desired bifurcation equations 
for (4.1) and (4.2). And the usual assumption that there exists a, E Rk 
satisfying (4.4.1) or (4.4.2) implies that (4.1) or (4.2) has an approximate 
periodic solution f with error O(l B 1”). 
Now we wish to determine additional hypotheses which imply that K is 
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“noncritical”, in the appropriate sense, and that M = O(l E I-1). We will 
begin by discussing (4.1). 
The simplest theorem concerning the existence of periodic solutions of 
(4.1) assumes that the k x k matrix 
Aa,) = j:” y*(t) g P(t) a0 , 4 0) Q(f) dt 
is nonsingular. We claim the following: 
LEMMA 4.5. Let a, sattify (4.4.1), with J(a,) nonsingular. Let 3 = @a, + ~9, 
7 a periodic solution of (4.3.1). Then the variational equation 
.2(t) = [A + E g(t), t, e)] x (4.6) 
has no nontrivial periodic solution, for 0 < ) E j < 61 , for some sQkient2y 
small e1 > 0. F&her, given h E P, the equation 
2 = Ax + E s@(t), t, E)Z + h(t) (4.7) 
has a unique periodic solution z, with 1 x I0 < M 1 h I2 , where M = O(/ E I-l), 
fOT 0 < 1 E I < El . 
Proof. If one shows that (4.7) has a periodic solution for every h E P, 
O-clEI<%, this will imply that (4.6) has no characteristic multiplier 
equal to one. 
Now observe that j(a,) nonsingular implies, by continuity, that there is 
an 6s > 0 such that the matrix J(C) is also nonsingular, for 1 E 1 < co, where 
J(C) = 1: Y*(t) g (@a, + CT(t), t, c) Q(t) dt. 
If, in (4.7), we let x = w + @b, 6 E R”, then (4.7) becomes 
zi = Aw + E +; (s(t), t, E)W + E +L (%(t)t, .c) dib + h. (4.8) 
Given h E P, let 6r = --I/E J(C)-’ Jr Y*(t) h(t) dt. For w E P, let 
b(w) = -J(e)-1 s:” Y*(t) 2 (z(t), t, c) w(t) dt. 
Then, letting Lw = ti - Aw, hl = h + E af/Lkc (Z(t), t, c) WI, 9 F(w) 
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= g-/ax (a(t), t, E)[W + @,b(zu)], it is clear that finding w E P, b E Rk such that 
(4.8) is satisfied is equivalent to finding r.u E P such that 
Lw = h, + a(w). (4.9% 
But the right-hand side of (4.9) is orthogonal to Y(t), so, letting N denote 
a right inverse of L, satisfying N(O) = 0, (4.9) is equivalent to 
[I - ENF](W) = Nh, . (4.10) 
And as N and F are bounded operators on P, evidently [I - ENPI-l exists 
for E sufficiently small, say, 1 E 1 < Q( GE,,). Thus, the desired solution a, 6, 
to (4.8) is given by @ = [I - eNF]-1 Nh, , b = b, -J- b(@), for j E ] < e1 . 
As the solution 3, 5, exists for an arbitrary h E P, it follows from standard 
results that the solution is unique. As N was chosen so that N(0) = 0, it 
follows that iu = 0, & = 0 for h = 0. And the definition of 4 shows that 
I @?j + @& lo = WI 6 I-“% I h la > which completes the proof of Lemma 4.5. 
From the above, it is clear that the following theorem (originally due to 
Poincare) is an immediate consequence of Theorem 1.6 and Lemma 4.5. 
THEOREM 4.11. Assume there exists a, E R” satisfvig (4.4.1), such that 
the matrix J(a,) defined above is nonsingular. Then theve exists el. > 0 such that 
for 0 < ) E j 9 El , (4.1) has a periodic solution x*(t, E), of period 27r, and 
x*- @ao/o+OasE-+O. 
Incidentally, it is possible to show that k characteristic multipliers of (4.6) 
are of the form ec2Tho, to terms of order B, where ha is one of the k (nonzero) 
eigenvalues of J(a,J. The remaining d - k multipliers are given by esqa1 to 
terms of order E, where hr IS one of the d - k eigenvalues of A which satisfy 
ezVAl J; 1. Rather than pursue this further, the reader is referred to standard 
texts, i.e., Hale [3, Chap. 81. 
Now let us consider the autonomous case. Assume a0 E R” is a solution of 
(4.4.2), that is, (4.2) h as an approximate periodic solution S(t) = Q(t) a0 + 6~~ 
wrth an error Y = O(l E 12), where ji is a periodic solution of (4.3.2). 
Because (4.2) is autonomous, any exact periodic solution will always have 
one characteristic multiplier equal to one. So Lemma 4.5 tells us that it is not 
appropriate to assume that the matrix 
I(4 = J: Y*(t) $ (Q(t) a, , 0) G(t) dt 
is nonsingular, as this would imply the existence of an exact periodic solution 
with no multiplier equal to one. Obviously the next simplest assumption is that 
rank j(aa) = k - 1. However, some additional assumptions are also needed, 
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in order to apply Theorem 2.8. Let us give these in the following lemma, 
and later provide motivation for them. 
LEMMA 4.12. Let a, satisfu (4.4.2), with rank ](a,,) = k - 1. Then there 
exists b, E Rk, b, # 0 such that 
Assume that 
b,*J(a,) = 0. (4.13) 
s 
2n b,*F*(t) A@(t) a0 dt # 0. 
0 
(4.14) 
Let f = Q(t) a,, + ~7, jj a pmiodic solution of (4.3.2). Let V(t, C) denote k 
linearly independent solutions of 
.TJ sz -A*s - E [g p(t), e)] * v, (4.15) 
satisfying / V(t, C) - Y(t)1 = O(i E I), as j E j --+ 0. Then, there exists l 1. > 0 
suchthatforO<IEI <Q, 
(i) Therz exists b(E) E Rk with the property 
I’ 
211 
o b*(e) V*(t, E) 2 (z(t), c) a”(t) dt = 0. (4.16) 
(ii) If 12 EP satisfies $’ b*(e) V*(t, .G) h(t) dt = 0, then the equation 
% = Ax + E g (z(t), E)X + h(t) (4.17) 
has a zlnique periodic so&ion x, with 1 z lo < MI h j2, where M = O(/ E 1-l) 
as E -+ 0. 
(iii) 1: b*(E) V*(t, e) s(t) dt # 0. 
Proof. The existence of the k linearly independent solutions of (4.15) 
which approach Y(t) as E -+ 0 is an immediate result of the continuity of 
the solutions of (4.15) in E. 
Define the matrix J(C) by J(C) = g V*(t, e)(ag/&)(z(t), 6) 0(t) dt. For E 
sufficiently small, say 1 E 1 < co, rank J(E) = rank J(ao) = k - 1, as 
J(E) -+ J(ao) as E --+ 0. So the existence of b(e) E Rk such that b*(e) J(C) = 0, 
with b(E) 3 b, as E -+ 0 is clear. This proves (i). To prove (ii), take h E P, 
s;’ b*(E) V*(t, C) h(t) dt = 0. As ti = -A*v has only k independent 
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periodic solutions, for E sufficiently small, say / E j < Ed < 6s , Eq. (4.15) 
can have at most k independent periodic solutions, which will be found, if 
any exist, among the k solutions V(t, e). So in Eq. (4.17), if h E I? were such 
that f: V*(t, G) h(t) dt = 0, this would be sufficient for (4.17) to have 
a periodic solution. 
Now let x = w + Q(t)& Then (4.17) becomes 
zb = Aw + E g @(t(t), E)W + E g (F(t), e) @(t)b + h. (4.18) 
We claim there exists 6, = b,(h) E R” so that the function 
is orthogonal to V(t, 6) and from the above discussion, this is sufficient to 
conclude that (4.18) has a periodic solution w = w(h), which can be chosen 
so that w(h) = 0 if h = 0. 
Now let h = Jr V*(t, e) h(t) dt. Then jr V*(t, e) hi(b) dt = li + EJ(E) b, . 
So ~3, is orthogonal to V(t, G) if h = -eJ(e) b, , for some 6, E R*. But this 
equation has a solution if and only if h is orthogonal (in P) to the non- 
trivial solution of J*(e)b = 0. This soIution is given by b(e), as (4.16) asserts 
that F(E) j(e) = 0, or J*(c) b(e) = 0. And the assumption on R in (ii) is 
precisely that b*(e)bi = 0. So there exists 6, such that h = -eJ(e) b, . b, can 
be chosen so that 6, = 0 if !? = 0. In this case, it is clear that / ~b,(h)l < C / 12 j2, 
for some constant C > 0, or j 6, ] = j h j2 * O(/ E 1-i). Now let w be the 
periodic solution of (4.18), with / w I0 < C, / & /s , for some constant C, > 0. 
The desired periodic solution of (4.17) is given by z(t) = w(t) + G(t) b, , 
and from the above, ] z I0 < ] h I2 O(] E 1-l). This proves (ii). 
(iii) follows immediately by continuity from (4.14), if necessary restricting 
E further, as b*(e) V*(t, e) -+ &*Y*(t), and S(t) -+ A@(t) a0 as c -+ 0. This 
completes the proof of Lemma 4.12. 
(ii) in Lemma 4.12 implies that at least (d - 1) characteristic multipliers 
are not one, as (4.17) has a periodic solution for h E P satisfying only one 
orthogonal&y condition. And this, together with (iii) implies that a(t) is 
a noncritical solution of (4.2), in the sense of Definition 2.7, for / E [ < e1 I 
Were v,(t) in Definition 2.7 is given by v,(t) = V(t, 6) b(e). Now Theorem 2.8 
is applicable, with r = O(] E jz), K = O([ E I), h = M(f + c+J = Q(] E i-l), 
and K, 011, a2, G = 1 are constants bounded above, as E -+ 0. Then the 
term 2r[Kh2 + (201i/&)(l + KJ)] = O(] E I), and so Theorem 2.8 is appli- 
cable to (4.2). for E sufficiently small. Thus we have proved the following 
THEOREM 4.19. Assunae thme exists a, E R” satisfying (4.4.21, with tke 
matrix J(a,,) defined above having rank (k - 1). Assme there exists b, E RI<, 
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b, # 0, satisfying (4.13) and (4.14). Then for E sz#cient~ small, (4.2) has a 
noncritical solution x*(t, E), of exact frequency W*(E), with 
1 x*(4 c) - @(t> a, I = O(l E I), and j W* - 1 1 = O(l E j2), as ,Z -+ 0. 
Theorem 4.19 is again a well-known theorem. The only new aspect is 
the appearance of the assumptions (4.13), (4.14) on b, and a,. However, 
(4.13) is always satisfied for some b. # 0, if rank J(a,) = k - 1. And the 
nonorthogonality condition (4.14) will be satisfied whenever there exists a 
family of exact periodic solutions x*(t, E), for 0 < 1 E 1 < eo, with (d - 1) 
characteristic multipliers different from one. So the addition of the assump- 
tions (4.13), (4.14) do not weaken the statement of the theorem from its 
standard form. 
As an additional remark, note that the use of Theorem 2.8 results in the 
conclusion that in the noncritical case, x*(t, c) is given by Q(t) a, , to terms 
of order E, whereas w * is approximated by ~ij( = 1) to terms of order .z2. This 
has been observed before, of course, by other authors. 
The extension of the discussion of J(a,) to the class in which the assump- 
tions of Theorems 4.11 or 4.19 are not satisfied involves consideration of 
the symmetry properties of (4.1) and (4.2). This extension, along with 
similar extensions of Theorems 1.5 and 2.8, will be developed in subsequent 
papers. 
II. Large Nonlinearities 
To relate the foregoing to engineering problems, let us consider a special 
case of Eq. (2.2), namely, 
w3i = cx + F(x), (4.20) 
where C is a d d-constant matrix, and F(x) is now restricted to the class of 
functions which are continuous on R”, and the first-order partial derivatives 
are bounded, piecewise continuous with only a finite number of disconti- 
nuities, and locally Lipschitzian where continuous. Such functions are 
clearly not C?(x), so Theorem (2.8) must be suitably modified. 
Again, assume 6, 5 exist, f periodic, of period 2?r, satisfying 
& = Cz+F(%)+ k, (4.21) 
with ) k Ia < 7. Assume E(t) is noncritical in the sense of definition (2.7), and 
let the constants M, 01,.  “2 have the same meaning as in Section 2. Note that 
here A(t, 3) = C + (aFjax)(qt)). 
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What is needed is an estimate on the function R(z, t) which for (4.20) 
reduces to 
I+, t) = F (g(t) + ; z) -F@(t)) - g (%(t(t))z - $ Cx, (4.22) 
as the term C(x(t) + Z) subtracts out. Since we only consider x for 1 x / < 6, 
for 8 small, it is appropriate to make the following definition: 
DEFINITION 4.23. For 6 > 0, t E [0,27;1, define R,(& t) by 
and let R(S) = / R&3, t)js . 
Note that if P E C2(x), we would have R(6) < K2S2, for some K, , as in 
Section 2. Wowever, even though F + C2(x), still, for the restricted class of 
functions considered, one can still expect that W(S) Q 8 for 8 small. This is 
because of the following: 
If i?Fjax is continuous on a ball of radius 6 around ~[t), then we still have 
I mf7 0 G K2 I 2 12, where here / 1 is the norm in 39. And the measure 
of the set of values of t such that discontinuities of aF/ax occur in this ball, 
will approach zero as 8 -+ 0, provided the zeros of the components of 3(t) are 
finite in number. Of course, if a(t) has only finitely many nonzero Fourier 
coefficients, such will be the case. So one can expect that R(S) is small for 8 
small. 
We may now state: 
THEOREM 4.24. Let 63, a(t) satisfy (4.21), with c3 > 0, Z(t + 2~) = Z(t), 
Let / k j2 < T. Assume that g(t) is noncritical in the serve of Definition 2.7. 
Let M, 0~1, 01~ be defined as in Theorem 2.8, where now 
Assume 201,r < ~3, and let X = M(1 + 011012). If the inequality 
is satis$ed, tken there exists an exact solution x*, w*, satisfying (4.20), and 
/ w* - 42 1 < 2q, 1 x* - 3 I* < 2A&+/(cj - 2cq) 
Proof. As in the proof of Theorem 2.8, the existence of p*, .z* reduces to 
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verifying that for (A 4 E N, a1 I g&t 41, < 8, , h I gl@, z)12 < 8, , where 
in addition we need 6, < &. Here gr(@, z) = R(x, t) - K(t) as before. 
Letting 8, = 2arr, 6, = 2;\r, it is clear that the inequalities 201,~ < 8, 
1 g&3, z)ls < 2r are sufficient. But 
for j /3 1 < 201,r, / x I0 < 2hr. But this inequality is a direct consequence of 
the hypotheses of the theorem, and the theorem follows. 
Remark 4.25. In an important class of problems encountered in 
engineering control systems, a(8) may be effectively estimated by means of 
a computer. For example, consider the equation 
2 ap(3) = j(u), u, f(u) e R 
3=0 (4.26) 
where {a32 are constants, 1 <.j < d, ad # 0. Here j(u) is the nonlinear 
element, in this case independent of the velocity zi. 
As is well-known, (4.26) can be transformed into (4.20), where now F(x) 
has only one nonzero component, namely, f(xr), where X, = u. 
Then estimating RI@, t) is straightforward, as now the problem is one- 
dimensional, that is, 
To compute w(S) = I Rr(S, t)(, , ordinarily requires a knowledge of 
&(S, t) at a finite set of values of t, say (tz : 1 < i < Nj C [O, 2971. So the 
maximum above need be computed only for t = t, , 1 < i < N. This can 
be done directly, of course, to the desired degree of accuracy without undue 
effort. 
And for each approximate solution 5 computed, only one value of 6 is of 
interest, namely, 6 = 2hr, where h = M(l + zr01J. Thus, one can use 
standard describing function techniques (graphical or analytical) to obtain 
an initial approximation of the form z = A sin it, and use the computer 
to test the hypotheses of Theorem 4.24. If the desired inequality is not 
satisfied, proceed to the next Galerkin approximation g(t) = A sin wt + 
B sin 3wt + C cos 3wt, using the earlier approximation as an initial guess 
for this next computation. (Here it is assumed that j(u) = -j(-a), as is 
often the case in this class of problems.) One continues to proceed in this 
manner until (hopefully) the inequality in Theorem 4.24 is satisfied. 
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5. EXAMPLES 
To ihustrate the application of Theorem 1.6, we will consider the examples 
in Urabe and Reiter [8]. This paper also gives considerable information 
on effective use of a computer to obtain Gale&in approximations. 
EXAMPLE 1. 
ii + u3 = sin t. 
Here Urabe and Reiter obtain an approximate solution 2(;(t), with an error 
Y = 8 x lo-%, and 1 ff j2 4 3.5, M < 12. The only constant remaining 
to be determined is K, which is lj2 the Lipshitz constant of (aXj&)(x) 
in a ball of radius 3.5. Here X(x) = col(x, , --xrs + sin t), where x1 = u, 
xs = zi. Accordingly, K f 3 j x1 / < 3 1 x 1 < 11, for j x 1 < 3.5. So 
Theorem 1.6 applies if 4rM2K < 1. But 4rM2K < 1 x 10m4; so the in- 
equality is satisfied, and there exists an exact solution x* in a neighborhood 
of Z, with an error bounded by 2Mr < 2 x 10-r. In [SJ, an error estimate of 
82 X lo-’ is given. 
EXAMPLE 2. 
c-q1 - u2)ti + bu = e sin t. 
For the values h = 119, b = lOOj81, e = 10/27, Urabe and Reiter determine 
an approximate periodic solution with an error r < 3 x 1O-g, and j z I2 < 3.2, 
M < 65. 
To determine K, observe that 
ax/ax = 
i 
0 1 
--b - 2hxlXZ ) i -A(1 - Xl”) ’ 
sothatKd3jXjixj <l.l,for]xj<3.2.Then4rM2K<4~ 10-5<1, 
so x* exists, with an error 2Mr < 4 x 10~~. Urabe’s error estimate is 
2 x 10-7. 
EXAMPLE 3. The equation is the same as in Example 2, but now X, b, 
and e are assigned the values X = l/9,6 = 1, e = l/9. Again, g(r) is computed 
whererG.4~ lO-*,and)~],<5,M~63.Onabaliofradius5,K,(2. 
Then 4rW.K < 1 x 1O-3 < 1, so x* exists, with an error 2Mr 6 5.1 x 10-T. 
Here Urabe gives an error estimate of 2.5 x lo-‘. 
Upon comparison, the errors in all three examples are roughly comparable. 
However, when X E C2(z), it seems that the application of Theorem 1.6 is 
simpler than the verification of the inequalities needed to apply Urabe’s 
results. 
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Techniques used in the computations for the autonomous case. The Gale&n 
approximations were computed using classical harmonic analysis techniques, 
the only difference being that the coefficient of the cosine term was assumed 
zero, allowing for the determination of the frequency CJ. 
For any vector-valued function f (t), the La-norm 
If I2 = (& 1; (f(t), f(t)> dt)1’2 = [(f, f>211’2, 
where (,) is the vector inner product, was computed using Simpson’s 
quadrature formula with a stepsize of ~r/2~. 
The characteristic multipliers were computed as the eigenvalues of the 
matrix Y(Zr), where Y(t) is the fundamental matrix solution of 
CGJj = A(t, qy, 
satisfying Y(0) = I. The integration was performed with an &h-order 
Runge-Kutta using a stepsize of ~12~. 
For any matrix A, the eigenvalues of A were computed by first trans- 
forming A to upper Hessenberg form using Gaussian elemination, then 
applying the QR transformation to the reduced matrix (Ralston, [4, pp. 
510-5191). 
For any matrix A with eigenvalue p, the corresponding eigenvector was 
computed using the method of Leverrier (Faddeeva [2, pp. 177-182]). 
For any matrix A, the matrix norm j/ A )I = square root of the largest 
eigenvalue of ATA was computed. 
For any matrix function A(t), 
I A(t = sup Cll -Will- 
0<‘4<2T 
For any matrix A, the generalized inverse, or pseudoinverse, A# was com- 
puted using a Gram-Schmidt procedure (Rust [5, pp. 381-3871). 
The computation of the quantity M appearing in the statement of 
Theorem 2.8 is given by 
M = I WI0 m(y-lw - GT)# II + 11 I Y-WI2 , 
where Y(t) is the fundamental matrix solution of 
ci$ = A(t, a)y 
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satisfying 
Y(0) = 1. 
EXAMPLE 4 (autonomous Van der Pol). 
ii - E(1 - X2)zi + X = 0. 
Using the value E = 0.1, a Galerkin approximation z(t) with approximate 
frequency B is given by 
I = -2.0 sin t - 9.3 X lo-* sin 3t 
C2.5 x 10m2 cos 3t + 5.2 x 1Ck4 sin 5t 
+3.6 x 1O-5 cos St + 1.2 x lo-” sin 7t 
- 1.2 x 10-5 cos 7t 
Lii = .9993, 
with error r < 1.6 x 10-5. 
This approximate solution can be seen to be noncritical in the sense of 
Definition 2.7; in fact, the multipliers of 
are 
c;jj = A(t, qy 
p1 = 0.99999952, 
p2 = 0.53285885; 
the eigenvector of Y*-~(~QT) corresponding to l/r;, is given by v,(O) = 
(-0.9993, 0.0372). and with 
we have that 
v&t) = Y “-l(t) v,(O), 
l@(t), vo(t>)z I s 0.3. 
For this example, we have 
K < 6.1 (see, e.g., Example 2) 
Kl = 1.4, 
44 = 4.3, 
X = 31.2, 
cxl = 3.1, 
and 2r[IW + (201,/&)(1 + KJ)] < 0.21, so that the conditions of Theorem 
2.8 are satisfied. 
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Thus there exists an exact solution (A+, w*) satisfying 
jx*--ic[,<5X 10-4, Iw”-G/<5 x 10-5. 
EXAMPLE 5 (autonomous Van der Pol). For E = 1.0, the Gale&in 
approximation was no longer effective. However, a periodic solution (3, G) 
was found, with initial conditions given by Sr(O) = 2.008, ~~(0) = 0, with 
cs = 0.9429, by performing differential corrections on A?~(O), d, with respect 
to the difference $r(2n) - ~~(0). 
In this manner, an error Y < 3 x IO-l3 was obtained. The corresponding 
multipliers were 1 (to several places) and 8 x lo-*. 
The other values reqmred for Theorem 2.8 were found to be K = 6.1, 
Kl = 4.01, M = 8 x 103, A = 2 x 104, a1 = 0.72 and the quantity 
29fKP + (201J6)(1 + KJ)] < 2 x 1O-3, so Theorem 2.8 is applicable. 
One can then conclude that (x*, w*) exist, with 1 x* - f j0 < 1.2 x lows, 
1 w* - f3 1 < 5 x 10-1s. 
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