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Abstract
In this expository note we discuss our recent work [7] on the nonlinear asymptotic stability
of shear flows in the 2D Euler equations of ideal, incompressible flow. In that work it is proved
that perturbations to the Couette flow which are small in a suitable regularity class converge
strongly in L2 to a shear flow which is close to the Couette flow. Enstrophy is mixed to small
scales by an almost linear evolution and is generally lost in the weak limit as t → ±∞. In this
note we discuss the most important physical and mathematical aspects of the result and the
key ideas of the proof.
1 Introduction
We consider the 2D Euler system in the vorticity formulation with a background shear flow:
{
ωt + y∂xω + U · ∇ω = 0,
U = ∇⊥(∆)−1ω, ω(t = 0) = ωin. (1.1)
Here, (x, y) ∈ T×R,∇⊥ = (−∂y, ∂x) and (U,ω) are periodic in the x variable with period normalized
to 2π. The physical velocity is (y, 0) + U where U = (Ux, Uy) denotes the velocity perturbation
and the total vorticity is −1 + ω. We denote the streamfunction ψ = ∆−1ω.
The field of hydrodynamic stability has a long history starting in the nineteenth century. One
of the oldest problems considered is the stability and instability of shear flows, dating back to,
for example, Rayleigh [46] and Kelvin [28]. For the case considered here, the solution to the
linearization of (1.1) can be found in the work of Kelvin [28] although the solution in the inviscid
case was not specifically analyzed until the work of Orr in 1907 [45]. See [7] for a discussion of
the history of (1.1) and its relationship with the wider field of hydrodynamic stability (as well as
many related references). We first state the result of [7] and then attempt to elucidate some of the
interesting physical and mathematical concepts which are involved in the proof. The relationship
with Landau damping in the Vlasov equations of plasma physics and the recent work of Mouhot
and Villani [41] is discussed as well.
2 Asymptotic Stability
We are interested in the long time behavior of (1.1) for a small initial perturbation ωin. In partic-
ular, we are interested in studying the asymptotic stability of shear flows, that is showing that all
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sufficiently small perturbations in a suitable regularity class converge to a shear flow in the sense:
y + U(t, x, y) → U∞(x, y) = (y + u∞(y), 0) as t → ∞. The initial vorticity is taken in a Gevrey
space of class 1/s for s > 1/2 [21]; although this regularity class is slightly unusual, this restriction
on the initial data arises naturally from the weakly nonlinear effects. See [7] for some speculation
on whether this requirement is sharp (it is shown in [34] that the regularity requirement must be
at least H3/2 but this is a huge gap; this work is discussed more below in §3.2). We note that
the analogous space for the Vlasov equations with Coloumb/Newton interaction is Gevery-3 (e.g.
s = 1/3) [41]. Our main result is
Theorem 1. For all 1/2 < s ≤ 1, λ0 > λ′ > 0 there exists an ǫ0 = ǫ0(λ0, λ′, s) ≤ 1/2 such that for
all ǫ ≤ ǫ0 if ωin satisfies
∫
ωindxdy = 0,
∫ |yωin(x, y)| dxdy < ǫ and
‖ωin‖2λ0 =
∑
k
∫
|ωˆin(k, η)|2 e2λ0|k,η|
s
dη ≤ ǫ2,
then there exists f∞ with
∫
f∞dxdy = 0 and ‖f∞‖λ′ . ǫ such that
‖ω(t, x+ ty +Φ(t, y), y)− f∞(x, y)‖λ′ . ǫ
2
〈t〉 , (2.1)
where Φ(t, y) is given explicitly by
Φ(t, y) =
1
2π
∫ t
0
∫
T
Ux(s, x, y)dxds = u∞(y)t+ θ(t, y), (2.2)
with u∞ = ∂y∂−1yy
1
2π
∫
T
f∞(x, y)dx and |θ(t, y)| . ǫ2 |log t|. Moreover, the velocity field U decays as
‖ 1
2π
∫
Ux(t, x, ·)dx − u∞‖λ′ . ǫ
2
〈t〉 , (2.3a)
‖Ux(t)− 1
2π
∫
Ux(t, x, ·)dx‖L2 .
ǫ
〈t〉 , (2.3b)
‖Uy(t)‖L2 .
ǫ
〈t〉2 . (2.3c)
By time-reversibility, statements analogous to (2.2) and (2.3) also hold backward in time for some
f−∞ (which generally has no reason to be equal to f∞).
Remark. As in the scattering of nonlinear dispersive equations and Landau damping in the Vlasov
equations [41], there is no simple formula to determine f∞, which is chosen by the nonlinear
evolution. However, it follows from the proof that ‖ωin − f∞‖λ′ . ǫ2.
The ‘inviscid damping’ (2.3) expresses the strong convergence of the primary observable, namely
the velocity field, to a shear flow. On the other hand, (2.1) describes the asymptotic evolution of
the vorticity as a logarithmic correction to passive transport in a shear flow:
ω(t, x, y) ∼ f∞(x− ty − tu∞(y)− θ(t, y), y),
and hence is expressing weak convergence of the vorticity and the transfer of enstrophy to small
scales, some of which may be lost as t→ ±∞. In fact there is the following corollary which follows
easily from the proof of Theorem 1 (see [7]).
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Corollary 1. There exists an open set of smooth solutions to (1.1) for which {ω(t)}t∈R is not
pre-compact in L2 as t → ±∞. In particular, ω(t) ⇀ ω∞ = 12π
∫
T
f∞(x, y)dx and in general
‖ω∞‖2 < ‖ω(t)‖2.
This loss of enstrophy to high frequencies was widely expected but to our knowledge, our work
[7] is the first rigorous confirmation of the effect in the 2D Euler equations (albeit in a somewhat
specific setting). Indeed, one of the primary motivations for our work was to rigorously study this
effect on the nonlinear level, which is thought to be a fundamental mechanism in the 2D Euler
equations connected to the meta-stability of coherent structures and 2D turbulence [29, 22, 49, 24].
In his 1907 paper, Orr [45] studied the linearization of 2D Euler around the planar Couette
flow (among several other configurations), seeking to reconcile the linear stability with the insta-
bilities often seen in experiments (see [33] and the references therein for more discussion on this
disagreement, sometimes called the ‘Sommerfeld paradox’). Orr’s observations play a major role in
our work and can be summarized in modern terminology (and adapted to our infinite-in-y setting)
as follows. Given a disturbance in the vorticity, on the linear level it is simply advected by the
background shear flow: ω(t, x, y) = ωin(x − ty, y). If one changes coordinates to z = x − ty then
the stream-function φ(t, z, y) in these variables solves ∂zzφ + (∂y − t∂z)2φ = ωin. On the Fourier
side, (z, y)→ (k, η) ∈ Z× R,
φˆ(t, k, η) = − ωˆin(k, η)
k2 + |η − kt|2 . (2.4)
From (2.4), Orr made two important observations, together known now as the Orr mechanism.
First, he formally identified the decay rates (2.3b)(2.3c). His work pre-dated Sobolev spaces, but
we would now see this observation as the fundamental inequality
‖P6=0φ‖HN .
‖ωin‖HN+2
1 + t2
, (2.5)
where HN denotes the Sobolev space of order N and P6=0φ = φ − 12π
∫
φdz, the projection onto
non-zero frequencies in z (the loss of the power of t in going to (2.3b) is due to the time-dependence
of the change of variables). Second, Orr identified the possibility for a large transient growth in
the kinetic energy of the disturbance. Specifically, this transient growth occurs forward in time
for those modes which satisfy tc =
η
k > 0 (referred to by Orr as ‘critical times’). Physically, these
correspond to waves tilted against the shear which are being deformed to larger wave-lengths. Orr
suggested this latter effect as an explanation for the practical instability observed in experiments.
Indeed, it is seen from (2.4) that the linearized problem is unstable with respect to the kinetic
energy of the perturbation. Moreover, upon consideration we see that (2.5) is essentially optimal
in the sense that we cannot expect decay without the loss of two derivatives (and we cannot, in
general, get faster decay by paying more). This highlights an important theme underlying our work
and that of [41], which is that decay costs regularity. Indeed, that we must pay something is not
surprising when we reflect on the fact that (1.1) can be seen as a Hamiltonian system and hence we
should only expect asymptotic stability in a norm weaker than that taken on the initial data. This
also brings up another interesting property discussed further below, which is that the behavior in
Theorem 1 and in Landau damping is intrinsically infinite dimensional and has no direct analogue
in finite dimensional systems.
The decay predicted by the Orr mechanism is due to the transfer of enstrophy to small scales
(which yields decay of the velocity through the Biot-Savart law) and the transient growth can be
understood as the time-reversed phenomenon: the transfer of enstrophy from small scales to large
scales (see [7, 10, 36] for further discussion). This transfer of information to small scales is rightly
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considered a hydrodynamic analogue of Landau damping in the collisionless Vlasov equations of
plasma physics, which is the origin of the term inviscid damping [9, 48, 11, 3]. The nonlinear theory
of Landau damping was greatly advanced only recently by the work of Mouhot and Villani [41]
(see also [12, 26]), who showed that the Vlasov equations undergo Landau damping similar to that
predicted on the linear level by Landau in 1946 [31]. The mathematical relationship between our
work and [41] is discussed in more detail in [7]. However, let us here point out several important
differences between Landau damping in its simplest setting and inviscid damping for (1.1). During
inviscid damping, the velocity field in (1.1) does not converge back to Couette flow, but instead only
converges to some nearby shear flow, whereas the electric field in the Vlasov equations converges
rapidly to zero during Landau damping. This is responsible for the fact that the final almost-linear
evolution in (2.1) depends on the solution itself. This kind of ‘quasi-linearity’ proves to be a very
serious difficulty in studying inviscid damping on the nonlinear level. Another key difference is that
the decay (2.3) is not even integrable for the x component of the velocity whereas in the Vlasov
equations, the decay is exponentially fast for analytic perturbations. A third notable difference is
the fact that the non-local law which gives rise to velocity in (1.1) does not distinguish between
the x and y variables; that structure is imposed by the background flow. However, for the Vlasov
equations, the electric field only depends on the density, which is a function of x alone.
Despite the differences, both Landau damping and inviscid damping are examples of the same
general phenomenon observed in a number of infinite-dimensional Hamiltonian systems, now some-
times referred to as phase-mixing, or continuum damping (in reference to the spectra of the asso-
ciated linearized operators). Indeed such behavior arises in numerous fluid mechanics applications
[4, 9, 13, 10, 22, 48, 57, 58], ideal MHD [51], quantum mechanics [25] and even biology [50]; see also
the review article [5] and the references therein. On the linear level, the effect is directly tied to the
continuous spectrum in the linear operator. Normal form-like transforms very similar to the gener-
alized eigenfunctions employed by van Kampen [54] show that one can re-write a variety of phase-
mixing linear problems as a continuum of decoupled harmonic oscillators [3, 4, 39, 40, 2, 25, 13].
These decompositions essentially provide a natural infinite-dimensional analogue of action-angle
coordinates for completely integrable Hamiltonian systems in finite dimensions. Phase mixing
can also be seen from the RAGE theorem [17, 47], which implies the decay of compact operators
applied to the linear evolution if the spectrum is purely absolutely continuous. Indeed, while the
RAGE theorem originated in quantum mechanics, it has already seen applications to related mixing
phenomena in fluids [16].
Aside from the RAGE theorem, several of the properties discussed in the previous paragraph
are also shared by dispersive/wave phenomena, as already pointed out by several authors, for
example [18, 12, 41]. Dispersion is also a distinctly infinite-dimensional effect commonly seen
in Hamiltonian systems and like phase-mixing, is directly connected to the continuous spectrum
of the linear operator. Moreover, in both phase-mixing and scattering the long-time behavior is
governed by the linear operator (or a modified version due to ‘long-range’ effects as in Theorem
1; see e.g. [23, 42, 27] and the references therein) however the exact evolution cannot generally
be characterized by simple principles since (by time-reversibility) it retains all of the information
of the nonlinear dynamics. By time-reversibility, in either we may equivalently study forward and
backward limits t goes to ±∞. Also in both cases, there is a transient growth which can be seen
if we consider the evolution between a time close to −∞ and time 0 (for example). However, one
should not be tempted to see mixing as dispersion: the physical mechanisms are very different.
In dispersive systems, decay (for example in L∞) arises due to the fact that wave packets travel
at different group velocities, which tends to spread the information out to spatial infinity. Such
a transfer of information typically costs spatial localization while Sobolev norms are conserved.
However, mixing transfers information to infinity in frequency, often preserving Lp norms while
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causing observables obtained by compact operators to decay (provided there is regularity to pay).
3 Physical and Mathematical aspects of the proof
We will only discuss the main new mathematical ideas in the proof and the associated physical
intuition. The details and a more in-depth discussion are given in [7]. There are several key
ingredients and technical difficulties:
1. A change of variables that adapts to the solution as it evolves. Unlike the ideas of the “profile”
used in dispersive wave equations (see e.g. [20]) and of the “gliding regularity” in [41], here it
is crucial that the coordinate transformation depends on the solution. This seems necessary
due to the ‘quasi-linearity’ expressed in (2.1).
2. The design of a special norm which loses regularity in a very precise way adapted to the Orr
critical times and the associated weakly nonlinear effects. The norm is built using a reduced
“toy model”, which estimates the worst possible cascade of information to high frequencies
(in the transformed variables). Here it is estimated that Gevrey-2 regularity is potentially
lost due to this cascade as t→∞, and hence here the restriction s ≥ 1/2 arises.
3. A nonlinear energy estimate which uses the special norm to control the growth predicted
by the toy model as well as subtle quasilinear effects that arise due to the fact that the
coordinate transformation depends on the solution. This is expressed primarily by the fact
that the coefficients of the Laplacian in the new variables, denoted ∆t below, depend on a
time-averaged projection of the vorticity. An additional energy estimate is also required to
prove the convergence of the background shear flow, expressed in the time derivative of the
coordinate transform. These latter complications currently have no analogue in the theory of
Landau damping.
4. A new elliptic estimate for a degenerate, semilinear operator which represents the Laplacian
expressed in the new coordinate system. A main technical part of our proof is to gain
regularity or decay from inverting it, despite the loss of ellipticity at the critical times as in
(2.4). The norm we design is (not coincidentally) well-adapted to exactly compensating for
this loss of ellipticity which arises as a small denominator in the toy model (see (3.6) below).
3.1 Coordinate transformation
As discussed above, from (2.1), we see two primary difficulties: ω is not quite asymptotic to a linear
evolution due to the logarithmic phase correction (analogous to modified scattering in dispersive
equations [23, 42, 27]) and more crucially, the shear flow, and hence linear evolution, itself is
determined by the solution, and so can be regarded as an analogue of ‘quasilinear scattering’. This
is especially troublesome since as in the Vlasov equations, one can only get uniform estimates in
norms adapted to the linear evolution [41]. Since we prescribe data at t = 0, we have no idea what
u∞ or the logarithmic correction are; our way of dealing with this lack of information is to choose
a coordinate system which adapts to the solution and converges to the expected form as t → ∞.
The coordinates we use are
z(t, x, y) = x− tv (3.1a)
v(t, y) = y +
1
t
∫ t
0
< Ux > (s, y)ds, (3.1b)
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where < Ux > denotes the x-average of Ux. The variable v is named as such since it is an
approximation of the shear velocity. Hence, the shift in z is a ‘semi-Lagrangian’ coordinate which
approximately follows the background shear flow. This kind of shift is classical for studying Couette
flow, dating back at least to the paper of Orr [45], although (3.1) is more nonlinear. The particular
choice y → v is to ensure that the Biot-Savart law is in a form amenable to Fourier analysis in the
variables (z, v).
Define f(t, z, v) = ω(t, x, y) and the transformed stream-function φ(t, z, v) = (∆−1x,yω)(t, x, y).
Then one derives (see [7]),


∂tf + u · ∇f = 0,
u = (0, [∂tv]) + v
′∇⊥P6=0φ,
φ = ∆−1t [f ],
(3.2)
where we are denoting [∂tv](t, v) = ∂tv(t, y), v
′(t, v) = ∂yv(t, y) and v′′(t, v) = ∂yyv(t, y). Actually,
these functions admit relatively nice, direct representations in terms of f (see [7]). The Biot-Savart
law is transformed into:
f = ∂zzφ+ (v
′)2 (∂v − t∂z)2 φ+ v′′ (∂v − t∂z)φ = ∆tφ. (3.3)
The fact that the coefficients now depend on the (transformed) vorticity f is the primary expression
of the quasi-linearity and represents one of the main technical hurdles in the proof of Theorem 1.
Given a smooth solution to (3.2) such that for all t, v, we have
∣∣∣supt 1t ∫ t0 f0(s, v)ds
∣∣∣ < 1, we
can recover a solution to the original system (1.1) by an inverse function theorem. Notice that u
is not divergence free and the dependence of φ on f through ∆t is significantly more subtle than
in the original variables. The main advantage of (3.2) is that u formally has an integrable decay,
indeed, if the solution is small and one is willing to pay four derivatives, the decay rate is formally
O(t−2 log t). If one has uniform control on the regularity of solutions to (3.2), Theorem 1 can be
recovered by an inverse function theorem argument in Gevrey spaces; see [7] for how this is done.
3.2 Weakly nonlinear effects and the toy model
Since Orr’s work, the unresolved fundamental question about the Couette flow is whether the Orr
mechanism drives instability in the nonlinear 2D Euler equations or whether or not damping can
still hold under some hypotheses. Lin and Zeng [34] showed that Theorem 1 cannot hold if the initial
vorticity is only Hs for s < 3/2 by showing there exists a ‘cat’s eye’ steady state arbitrarily close to
the Couette flow in sufficiently low regularities. They proved also the same result for Vlasov using
the analogous BGK modes [35]. This work is telling in two ways: firstly, it shows that the nonlinear
effect is closely tied to the regularity and secondly it hints at the expected dominant instability,
which is the commonly observed vortex roll-up at the so-called ‘critical layer’, which is where the
disturbance ‘wave-speed’ matches that of the background flow. The fact that the proofs use the
same instability is not a coincidence: it is possible to derive a ‘normal form’ roughly analogous to
the Landau equation, called the single-wave model, which formally describes this roll-up near the
threshold of stability across several phase-mixing systems, including Vlasov, 2D shear flows, 2D
vortices and the XY model of condensed matter physics; see the review article [5].
In our work, we are interested in showing that the evolution stays essentially linear uniformly in
time and hence we need a very good understanding of the weakly nonlinear effects. It is a classical
idea that transient growth in a linear problem can interact badly with the nonlinearity to trigger
instability, for instance see the discussion in [52]. The basic mechanism is as follows. Heuristically,
in the weakly nonlinear regime we can imagine the solution as an interacting superposition of waves
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undergoing linear shear. Through the nonlinear term, each mode has a strong effect at its critical
time during which it strongly forces the others, potentially putting information into modes which
have not yet reached their critical time and are hence still growing. At a later time, these modes
have a large effect and continue to excite other growing modes and so forth, perpetuating a so-called
self-sustaining ‘nonlinear bootstrap’ (see [52, 1, 56, 55] and the references therein for discussions
in the fluid mechanics context). Since the measurable effect of a nonlinear interaction can occur
long after the event, this mechanism permits the creation of controlled echoes, in which the electric
field of the plasma, or kinetic energy of the fluid disturbance, is highly concentrated at specific
times. These spectacular displays of reversibility were captured experimentally for Vlasov, there
known as plasma echoes, in the work of [38]. The analogous ‘Euler echoes’ were recently studied
and observed both numerically [56, 55] and experimentally [57, 58].
The careful analysis of plasma echoes in the Vlasov equations is crucial in the proof of Mouhot
and Villani [41], as these are the dominant weakly nonlinear effect that could lead to instability.
Similarly, we also need to control this cascade for (1.1), although our approach is quite different.
To begin this analysis, first note that the basic challenge to the proof of Theorem 1 is controlling
the regularity of solutions to (3.2). Since we must pay regularity to deduce decay on the velocity
u, it is natural to consider the frequency interactions in the product u · ∇f with the frequencies of
u much larger than f . This leads us to study a simpler model
∂tf = −u · ∇flo, (3.4)
where flo is a given function that we think of as much smoother than f . As we see from (3.2), u
consists of several terms, however let us focus on the term we think should be the worst and also
ignore the v′, further reducing to the problem:
∂tf = ∂vP6=0φ∂zflo.
Suppose that instead of f = ∆tφ, we had f = ∂zzφ+ (∂y − t∂z)2φ as in (2.4), then the problem is
actually linear and on the Fourier side:
∂tfˆ(t, k, η) =
1
2π
∑
l 6=0
∫
ξ
ξ(k − l)
l2 + |ξ − lt|2 fˆ(l, ξ)fˆlo(t, k − l, η − ξ)dξ.
Since flo weakens interactions between well-separated frequencies, let us consider a discrete model
with η as a fixed parameter:
∂tfˆ(t, k, η) =
1
2π
∑
l 6=0
η(k − l)
l2 + |η − lt|2 fˆ(l, η)flo(t, k − l, 0). (3.5)
As time advances this system of ODEs will go through resonances or “critical times” given by t = ηk ,
at which time the k mode strongly forces the others. If |η| k−2 ≪ 1 then the critical time does not
have a serious detriment; see [7] for how this is dealt with. Henceforth only consider |η| k−2 > 1.
The scenario we are most concerned with is a high-to-low cascade in which the k mode has a strong
effect at time η/k that excites the k − 1 mode which has a strong effect at time η/(k − 1) that
excites the k− 2 mode and so on. Now focus near one critical time η/k on a time interval of length
roughly η/k2, namely Ik = [η/k− η/k2, η/k+ η/k2] and consider the interaction between the mode
k and a nearby mode l with l 6= k. If one takes absolute values and retains only the leading order
terms, then this reduces to the much simpler system of two ODEs (thinking of flo = O(κ)) which
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we refer to as the toy model :
∂tfR = κ
k2
|η|fNR, (3.6a)
∂tfNR = κ
|η|
k2 + |η − kt|2 fR, (3.6b)
where we think of fR as being the evolution of the k mode and fNR being the evolution of a nearby
mode l with l 6= k. The factor k2/ |η| in the ODE for fR is an upper bound on the strongest
interaction a non-resonant mode, for example the k − 1 mode, can have with the resonant mode.
Obviously (3.6) represents a major simplification compared to (3.4), however it will be sufficient
to prove Theorem 1. It is important to note that if at the beginning of the interval Ik, we have
fR = fNR, then over the interval Ik, both fR and fNR are at most amplified by roughly the same
factor C( η
k2
)1+2Cκ (though they crucially are not amplified by the same amount on the left and right
parts of the interval). Taking the product of these amplifications for k = E(
√
η), E(
√
η) − 1, ..., 1
yields a total amplification which is O(eC
√
η). This indicates that unless there is some special
structure or cancellation not taken into account, the growth of high frequencies will cause a loss
of Gevrey-2 regularity of the solution as t → ∞. Therefore, in order to maintain control, the
initial data must have at least this much regularity to lose, and this is the origin of the requirement
s > 1/2 (or at least s ≥ 1/2).
The most important point of the toy model is not that it derives the expected regularity re-
quirement (C. Mouhot and C. Villani have informed the authors that this same requirement can
be derived in a manner similar to the approach used in [41]). Instead, the real use of the toy model
will be in the design of our norm; see §3.3 and [7] for more information.
3.3 Main Energy Estimates
The end goal is to prove that (3.2) cannot behave significantly worse than that predicted by (3.6).
It is insufficient to approximate the behavior of (3.6) by an imprecise norm such as Gevrey-2, as
this would result in either a rapid loss of all regularity control or a time growth much larger than
the O(t−2 log t) damping in (3.2) could hope to overpower. Instead, we build (3.6) into the energy
estimate. The key idea is the carefully designed time-dependent norm:
‖A(t,∇)f‖22 =
∑
k
∫
η
∣∣∣Ak(t, η)fˆk(t, η)
∣∣∣2 dη,
where the multiplier A has several components:
Ak(t, η) = e
λ(t)|k,η|s〈k, η〉σJk(t, η)Bk(t, η).
The goal is to get a uniform bound on an energy like ‖A(t)f(t)‖2; to do so we trade regularity for
the necessary decay and indeed A(t, k, η) becomes weaker and weaker as t→∞. The index λ(t) is
the ‘bulk’ Gevrey−1s regularity and is chosen to satisfy
λ(t) =
3
4
λ+
1
4
λ′, t ≤ 1 (3.7a)
λ˙(t) = −K(λ′, s, σ) ǫ〈t〉2q˜ (1 + λ(t)), t > 1 (3.7b)
for some K(λ′, s, σ) determined by the proof and q˜ = s/8 + 7/16 (note 2q˜ > 1). The reason for
(3.7a) is to account for the behavior of the solution for short time; see [7] for this minor detail.
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Eventually, ǫ will be chosen sufficiently small such that λ(t) > (λ0 + λ
′)/2 for all t > 0. The use of
a time-varying index of regularity is classical, for example the Cauchy-Kovalevskaya local existence
theorem of Nirenberg [43, 44]; for more directly relevant works which use this kind of regularity
loss, see [19, 32, 14, 30, 15, 41]. The essential content of such time-varying regularity is that it
allows high frequencies to grow faster than low frequencies. The Sobolev correction with σ > 12
fixed is included mostly for technical convenience.
The multiplier for dealing with the Orr mechanism and the associated nonlinear frequency
cascade is
Jk(t, η) =
eµ|η|
1/2
wk(t, η)
+ eµ|k|
1/2
, (3.8)
where wk(t, η) is constructed to approximate the behavior of (3.6) near the critical times. The key
point is that Jk(t, η) permits the solution to undergo growth consistent with (3.6) (but not worse).
An important consequence is that due to the behavior of (3.6), J imposes more regularity on modes
which satisfy t ∼ ηk (the ‘resonant modes’) than those that do not (the ‘non-resonant modes’). This
discrepancy can create a useful gain or a dangerous loss of regularity when comparing ratios of the
form Jk(t, η)/Jl(t, ξ) (see [7]).
The multiplier Bk(t, η) is given by the following, for γ = s/2 + 1/4,
Bk(t, η) = e
µ|η|γb(t, η) + eµ|k|
γ
, (3.9)
where b(t, η) is defined in [7] to account for an estimated loss of regularity which can occur from
nonlinear interactions with the coefficients of ∆t. The second terms in Bk(t, η) and Jk(t, η) are to
balance the regularities in z and v, as a large discrepancy between the two would be inconsistent
with the hyperbolic nature of the 2D Euler equations which makes no inherent structural distinction
between the x and y directions (other than that imposed by the background flow).
Eventually, our final aim is to prove the energy estimate
E(t) =
1
2
‖Af‖22 + 〈t〉4−KDǫ‖
A(t)
〈∂v〉s [∂tv]‖
2
2 . ǫ
2, (3.10)
where KD > 0 is some constant fixed by the proof. Of course, there are really two coupled
energy estimates: the one which controls Af and the one which controls the convergence of the
coordinate system [∂tv]. The latter is performed using the momentum equation and contains a
‘hidden’ structure which also seems to require s ≥ 1/2 independently of the cascade implied by
(3.6); see [7] for more information on this interesting detail. As alluded to above, (3.10) implies
Theorem 1 provided (say) λ(t) > (λ+ λ′)/2 and ǫ is chosen sufficiently small (see [7]).
A number of technical tools are employed to derive (3.10), which comprises the vast majority
of the proof of Theorem 1. One tool certainly worth mentioning is para-differential calculus,
specifically the paraproduct decomposition of [8]. This is the natural Fourier-analytic tool for
making some of the heuristics employed in the derivation of (3.6) rigorous and provides a kind of
linearization of high frequencies around lower frequencies. In particular, our proof avoids the use of
a Newton iteration scheme such as that employed in [41], a technique which seems frustrated by the
quasilinear aspect of (1.1). In particular, the paraproduct decomposes (3.2) into three components:
∂tf + Tu∇f + T∇fu+R(u,∇f) = 0, (3.11)
where Tu∇f denotes the part of the product u ·∇f where the frequencies of f are much larger than
that of u and T∇fu denotes the part of the product u·∇f where the frequencies of u are much larger
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than that of f . We refer to the first term as ‘transport’ since it preserves a transport-like structure
and in analogy with [41], we refer to the second term as ‘reaction’. Notice that the reaction term
is exactly analogous to (3.4) in §3.2. Treating the transport contributions is done by adapting the
classical methods for obtaining Gevrey regularity estimates for transport equations [19, 32, 30].
3.4 Elliptic estimates
The high frequencies of the streamfunction φ appear in the reaction term in the previous section.
With suitable smallness hypotheses, we do have an analogue of (2.5) for ∆t (in [7], we refer to
it as the ‘lossy’ elliptic estimate). However, in the reaction term we cannot apply this, since we
would always need more regularity on f than we know how to control (and as discussed, we cannot
hope to improve (2.5)). This unavoidable loss of regularity is reminiscent of the losses that occur
in Nash-Moser iterations, but we will not be using an iterative approach.
The ‘precision elliptic estimate’ in [7] is a primary technical component of our work (and the
one with the most obscure physical interpretation). The point is to invert the operator ∆t and
be able to gain some regularity/decay or be able to precisely compensate the loss of ellipticity by
weakening the norm in a corresponding fashion. Not coincidentally, due to how the loss of ellipticity
arises in (3.6), this is exactly what J does if instead of ∆t we had the linear operator
∆L = ∂
2
z + (∂v − t∂z)2. (3.12)
Instead, what happens is that by treating ∆t as a perturbation of ∆L we end up also with high
frequency contributions from the coefficients v′ and v′′ in (3.3). These high frequency contributions
become most dangerous where ∆t loses ellipticity and it was precisely to compensate for these that
the multiplier B is included in the definition of A.
4 Conclusion
The proof of Theorem 1 is distinct from the proof of Mouhot and Villani [41], however see [7]
for a brief discussion of some of the important mathematical parallels and physical relationships.
Although the Euler and Vlasov-Poisson systems have several fundamental differences, we are cur-
rently working with C. Mouhot towards a simpler, alternative proof of the Landau damping result
in [41] for all Gevrey class smaller than three (e.g. s > 1/3) using some of the ideas of [7].
Orr and Kelvin (and many others) expressed doubt that the inviscid problem could be stable
unless the set of permissible data was restricted in some way, predicting that the set of stable data
would essentially vanish as the Reynolds number increased. While Theorem 1 is in contradiction
with this sentiment since it provides an open set (in Gevrey regularity) around zero for which the
inviscid damping holds, their viewpoint could still be reconciled with our results. First, for inviscid
flows we conjecture that in lower regularities than Gevrey-2, (one natural guess is Hs for s > 3/2),
‘most’ sufficiently small initial data will damp as in Theorem 1 but there may exist a ‘non-generic’
set of initial data which lead to unstable solutions that become trapped near cat’s eye vortex-like
solutions. Second, we conjecture that for high Reynolds number flows, an appropriate analogue
of Theorem 1 still holds for initial data ωRin + ω
ν
in where ω
R
in has Gevrey-
1
s regularity as in the
Euler case and ωνin has Sobolev regularity with a small norm which goes to zero when the Reynolds
number goes to infinity. In particular this would put the result of [7] as the inviscid limit of the
high Reynolds number flow.
The viscous linearized problem was solved by Kelvin in 1887 [28] and is arguably the simplest
example of ‘mixing-enhanced diffusion’. In this case, all flows return to Couette, so the analogue of
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Theorem 1 would be a statement about the relative time-scales in the problem and how they behave
in the inviscid limit. We are currently investigating the latter conjecture (the former appears far
out of reach for now).
Mixing is a fundamental mechanism in fluid mechanics and plasma physics that permits conser-
vative, reversible systems to exhibit decay due to mixing in phase space. There are many settings
in which the linearized problem predicts asymptotic stability by mixing, however each seems to
require non-trivial new ideas to approach on the nonlinear level.
The most obvious related problem is the inviscid damping of a general class of shear flows for
which the linearization predicts asymptotic stability. However, more general shears fundamentally
change the structure of the critical times used in the case of the Couette flow. The associated
nonlinear effects are more complicated to control and would require some precise adaptations to
handle. For example, we currently believe that much of the Fourier analysis would need to be
replaced by more delicate pseudo-differential calculus.
A related extension would be to study the problem in the presence of no-penetration boundaries
in the vertical direction y, which may shed light onto the way boundaries could cause some of the
instabilities seen in experiments. A third problem would be to remove the periodicity in x, altering
the physical mechanism from mixing to filamentation. In this case, the decay may be caused by a
combination of filamentation and dispersion.
Other examples in fluid mechanics which involve stability by mixing include the β-plane model
[10, 53], stratified shear flows [37, 13] and the particularly fundamental ‘vortex axisymmetrization’
problem. See [22, 6, 48, 5, 57, 58] for a small piece of the extensive literature on this problem which
dates back even to Rayleigh [46] and Orr [45]. We hope that the methods proposed in our work are
flexible and accessible enough to be extended to solve some of these other fundamental problems
and shed further light on the important physical mechanisms behind them.
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