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a b s t r a c t
Two relevant computatio nal models, one relying on a Level-Set approach, the other one on a Volume-of- 
Fluid tracking procedure with piecewise linear inter face reconstruction, are comparatively assessed in
terms of their capability to simulate crystallizatio n of supercooled water. The models are preliminary val- 
idated by computing a one-dimensional freezing front propagation for which an analytic solution exists.
Afterwards, the tip velocity of two-dimensional dendrites growing in supercooled water is determined 
and compared with corresponding experimental results and theoretical predictions in the range of super- 
cooling between 1 K and 30 K. Present modeling results following closely both the underlying theory and 
experimen tal ﬁndings show very good mutual agreemen t.
 2013 Elsevier Ltd. All rights reserved.
1. Introductio n
Droplet dynamics problems under extreme boundary condi- 
tions play an important role in a number of technical and natural 
processes. In the framework of the collaborative research center 
SFB-TRR 75 (Droplet Dynamics under Extreme Ambient Condi- 
tions) relevant problems are studied in detail (see e.g. a project 
overview of Weigand and Tropea [1]). One of the most frequently 
encountered freezing processes involving droplets is certainly the 
formation of an ice-layer on an aircraft wing during its collision 
with supercoo led droplets. This and the process of the ice-crystal 
growth in clouds are studied in different sub-projects of the SFB- 
TRR 75. For these two fundamenta lly different applications two 
different numerica l codes have been used, both based on the ﬁnite
volume method. For the computati onal study of crystal growth 
processes in clouds, the in-house code FS3D (Free Surface 3D)
was chosen, utilizing advantage of an orthogonal Cartesian mesh.
The formation of an ice-layer by drop impact onto an aircraft wing 
occurs in a more complex geometrical environm ent. For such an
applicati on the open source software OpenFOAM  was selected.
The two codes use different front tracking methods . In conjunct ion 
with the OpenFOAM  code an appropriate Level-Set approach has 
been proposed and implemented , whereas the FS3D code beneﬁts
from a Volume-of-Flui d (VOF) method with Piecewise Linear Inter- 
face Calculati on (PLIC).
Accordingly , the objective of the present work is a compara tive 
validation of both tools on the basis of some generic conﬁgura-
tions. Two cases of particular interest are the 1-D ice-layer growth 
for which an analytic solution was derived [2] and a 2-D case,
where the tip velocity of parabolic-sh aped dendrites is validated 
along with the experime ntal data of [3–11]. Furthermore, the pre- 
dictive performanc es of the two front capturing methods are 
mutually compared. The numerical simulations have been per- 
formed under conditions where pure water may retain its liquid 
state at temperatures as low as approximately 35 C before 
homogen eous nucleation starts. Correspondi ngly the water is in a
metastabl e state. In the case of heteroge neous nucleation, the crit- 
ical temperature is respectively higher. With the FS3D code the 
intention is to perform direct numerical simulations of the entire 
relevant scale span characterizing the droplet freezing process. At
the microscale, a nucleation model initiates the ice seed in a poten- 
tially deformed liquid droplet; afterwards the phase growth starts 
within the droplet on a mesoscale. On the macroscale, the conﬁg-
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urations including droplet–droplet and droplet-ice interactions 
will be studied. The droplet-wal l interaction, ice-wall interaction 
and ice growth at walls as encountered during wing icing will be
studied using the OpenFOAM  software. Here the correct capturing 
of the hydrodynamic s of the supercooled liquid particle approach- 
ing the wall and its spreading on the wall is of decisive importance .
The OpenFOAM  code enables handling of arbitrarily complex wall 
geometries.
A complexity arising from the process of ice seed growing in
liquid water that is cooled down to temperatures below its equi- 
librium solidiﬁcation temperature is closely connected to an
unstable freezing surface. In this process supercooling acts as
the driving force towards the phase growth; the interface is insta- 
ble [12–14] and small perturbation s at the ice surface lead to a
bump-like expansion of ice propagating into the liquid which 
experiences a steeper temperat ure gradient. This enhances locally 
the ice growth and the formation of dendrites . As described in de- 
tail in Section 2, this effect is attenuated by the product of surface 
tension and the local curvature. For that, an exact representat ion 
of the interface morphology is indispensable. Accordingly , the di- 
rect numerical solution of such a process correspondi ng to the 
time-depend ent Stefan problem represents a great challenge. An
appropriate front tracking method accounting for the moving so- 
lid–liquid interface is required. Over the last decades various 
computational models have been applied for the simulation of
dendritic growth.
Juric and Tryggvason [15] have presented a front-tracking 
method on a ﬁxed Cartesian grid for the simulation of dendritic 
solidiﬁcation in two dimensions . The informat ion exchange be- 
tween the Eulerian and Lagrangian interface points was accom- 
plished by applying the Immersed Boundary Method (IBM) [16].
The heat conduction equation is discretized using ﬁnite differ- 
ences. An iterative scheme for the interface velocity determina- 
tion serving for the temperat ure distribut ion satisﬁes the 
Dirichlet boundary condition at the interface. The method was ex- 
tended to include advection [17] and three-dimensio nality [18].
Udaykumar et al. [19] presented an approach similar to that of Ju- 
ric and Tryggvas on [15], however , the interface velocity was 
determined directly from the Stefan condition imposing tempera- 
ture at the sharp interface. Beckermann et al. [20] introduced a
diffuse interface model accounting for advection within the liquid 
phase. They conducted 2-D simulations of dendritic growth of an
initially round particle with and without melt advection; the 
study analyzed the tip velocities and radii upstream, downstream 
and normal to the ﬂow direction. Karagadde et al. [21] presented
recently a VOF–IBM–enthalpy approach in conjunction with a 2D
simulation of dendritic growth including advection. They applied 
the enthalpy method utilizing an iterative scheme to update the 
liquid fraction in a cell due to the enthalpy change. Liquid cells 
next to the solid ones are seeded with small amounts of solid 
to initiate growth. They adopted the IBM method to solve the li- 
quid ﬂow including a solid body. The solid phase is advected 
using the VOF-techniq ue with interface reconstructi on. Level-Set 
methods have been increasingl y applied to several problems 
involving moving boundaries [22,23] and crystallization [24,25]
exhibiting good predictive performanc e in returning qualitative 
features of the dendrites.
The paper starts with an outline of the underlying physics and 
the mathematical description of the problem considered. In Sec- 
tion 3, the numerical frameworks pertinent to both codes FS3D 
and OpenFOAM  is explained . The computational models’ valida- 
tion by means of an analytic solution of a one-dimensional solidi- 
ﬁcation problem as well as the results comparison with respect to
the dendrite tip velocities as predicted by the universal law of den- 
dritic growth of Langer and Müller-Krumbhaar [26] are illustrated 
in Section 4.
2. Physical formulation 
For incompres sible ﬂow and constant ﬂuid properties, the 
momentum equations are decoupled from the energy equation.
The problem considered is characterized by small Eckert numbers 
Ec ¼ u2=ðcpDTÞ  1 due to low velocity conditions. Here u denotes
the velocity vector, cp the speciﬁc heat capacity and T the temper- 
ature. This allows the viscous heating to be neglected with the 
thermal energy equation governing the temperature ﬁeld. Since 
the densities of water ql and ice qs differ only slightly, equal den- 
sity q is used for both phases.
We use the index l for liquid and the index s for solid; i ¼ ðs; lÞ if
solid or liquid appear exclusively in an equation valid for both 
phases. The thermal energy equation governing the dynamics of
the temperat ure ﬁeld reads [27]
@ðqcp;iTiÞ
@t
þr  qcp;iTiu
  ¼ r  ðkirTiÞ þ _q000i ; ð1Þ
where k denotes the heat conductivi ty and _q000 is a volumetric heat 
source. Eq. (1) is solved in both phases separa tely. The temperatu re
ﬁelds of solid and liquid are connected by the Stefan conditio n in all 
interface cells. Assuming local equilibrium , it states that the latent 
heat released during phase change must be conducted away from 
the interface in both phases; the corresp onding mathemat ical for- 
mulatio n reads 
_m00 L  cp;l  cp;s
 
Tm  TCð Þ
  ¼ klrTl  nC þ ksrTs  nC: ð2Þ
Here nC is the interface normal vector, TC the interface temper- 
ature and Tm the melting temperatur e of water. The second term 
in square bracket s accounts for the difference in the heat capac- 
ities of water and ice [28]. The mass ﬂux per unit area can also 
be expressed in terms of the interface velocity : _m00 ¼ q VCj j. TC is
the fusion temperatur e of water on curved interface s. For normal 
pressure and ﬂat interface s TC is equal to Tm = 273.15 K. In con- 
trast to supercooling, which is the driving force for dendritic 
growth, the surface tension acts as a counterfo rce, because it re- 
duces the local supercoolin g on curved interface s. These two op- 
posed mechanis ms drive other effects like tip splitting and 
sidebra nching and determine consequently the crystal morph ol- 
ogy. The relation betwee n surface tension and melting tempera- 
ture depression can be described by the Gibbs–Thomson relation 
[28]
TC ¼ Tm 1  cjqL
 
þ cp;l  cp;s
 
Tm
L
TC ln
TC
Tm
 
þ Tm  TCð Þ
 	
; ð3Þ
where the curvature j of the interface is deﬁned as the sum of the 
reciprocals of the two main radii of curvatur e; c denotes the surface 
tension . Hence, there are two boundary condition s at the solid–li-
quid interface . The ﬁrst one is a Dirichlet boundary condition and 
determine s the interface temperatur e according to the local curva- 
ture. The second one is the Stefan conditio n, implying the latent 
heat release being transf erred by conduct ion during phase change 
into both the solid phase and the liquid phase.
3. Numeric al schemes 
For phase change problems, in particular water–ice systems, it
is of great importance to reproduce the morphology and especially 
the curvature of the ice particle. This means that the interface be- 
tween solid and liquid must be well resolved and sharp. Existing 
methods for the simulation of free surfaces can be classiﬁed into 
two groups [29], namely:
 Interface -tracking methods ,
 Interface -capturing methods .
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Interface-tracki ng methods apply boundary-ﬁtted grids, while 
interface-cap turing methods work on a ﬁxed grid. The VOF method 
[30] and the Level-Set method [31,32] are an example of the latter.
In this section, the two approaches, one using VOF, the other one 
Level-Set, are presented in the context of solidiﬁcation problems .
3.1. Volume-of-Fluid (VOF) method within the FS3D code 
In the FS3D code, the VOF method [30] is used to capture the 
interface between different phases. Presently the scalar ﬁeld vari- 
able f identiﬁes the volume fraction of the solid, i.e. the ice phase 
within a cell. Here, it is deﬁned as
f ðx; tÞ ¼
0 inthe fluid ;
0; 1½  atthe interface ;
1 inthe solid :
8><
>:
The Piecewise Linear Interfa ce Calcula tion (PLIC) algorithm [33] is
applied to reconstruct a plane separating the two phases in the cells 
compris ing the interface ; the plane is perpendicul ar to the local 
interface normal vector nC representing actually the negative gradi- 
ent of the volume fraction f. It is compute d in a three-dimen sional 
case from a 27-poin t stencil taking into account the VOF distribu -
tion in neighborin g cells pointing into the direction from the solid 
to the liquid phase. With knowledge of the interface position, the 
volume ﬂuxes needed for advect ion and for phase transition can 
be calculate d. Advantages of the VOF/PLIC approach are volume 
conserva tion and the capabilit y to track convoluted surfaces. A
drawbac k is that for large curvatur es structures smaller than the 
grid size may not be resolved [34]. The motion of the ice particle 
resembles a rigid body motion as described in Rauschenbe rger 
et al. [35]. However, the conﬁgurations considered in the present 
work do not require the ﬂuid advecti on or motio n of the solid ice 
phase to be accoun ted for.
3.1.1. Thermal energy equation 
As previously discussed advection phenomena are not repre- 
sented in the present results and therefore are not considered in
the equation for thermal energy. According to the two-scalar ap- 
proach the thermal energy equation is solved independently in
both phases [36] and thus, averaged ﬂuid propertie s are not 
needed. The Stefan condition connects both temperat ure ﬁelds.
The thermal energy source is computed from Eq. (2) as the sum 
of the heat ﬂuxes towards either side of the interface. Knowing it,
the mass source is extracted by division with the term in square 
brackets. This means, the temperat ure gradients in direction of
the interface normal are needed. Hence, the Stefan condition can 
be reduced to a local 1D problem:
_q00s ¼ ksrTjs  nC ¼ ks
TC  Tv;s
d
; ð4Þ
_q00l ¼ klrTjl  nC ¼ kl
Tv;l  TC
d
: ð5Þ
The interface temperatu re TC is given implicitly in Eq. (3). The tem- 
peratures Tv;s and Tv;l are determine d at the ﬁxed distance d from
the center of the PLIC-recons tructed interface area by a trilinear 
interpolat ion, where d is 1.2 times the root mean square of the 
cell-face lengths of the local grid cell, cp. [17,18]. A gradient of sec- 
ond-order accuracy is realize d with the help of a second tempera- 
ture at the distance 2d. The volumetr ic heat ﬂuxes _q000i are
obtained by multiplying the individua l ﬂuxes per surface area _q00i
with the surface density aC, represen ting the ratio of surface area 
to cell volume in an interface cell. The surface area is the exact value 
originatin g from the PLIC reconstructio n. The heat conduct ion equa- 
tion is solved implicitly; the derivativ es are approxim ated by sec- 
ond-o rder accurate central differencin g schemes. Furthermore , in
order to obtain a stable solution when phase change is involved,
we limited the time step to
Dt 6 h
2
min
2amax
; ð6Þ
where amax is the maxim um thermal diffusivi ty (either of the ﬂuid
or of the solid) and hmin the representati ve minimum grid spacing.
The heat sources _q000l and _q
000
s are added in the liquid phase and the 
solid phase respective ly; accordingl y, the temperatur e at the time 
step ðn þ 1Þ correspondi ng to phase i reads
Tnþ1i ¼ Tni þ
Dt
qðf nÞcp;iðf nÞ
 nþ1 r  kiðf nÞrTni þ _q000i : ð7Þ
The volumetr ic mass source obtained from the sum of the two heat 
ﬂuxes
_m000 ¼ _q
000
s  _q000l
L  cp;l  cp;s
 
Tm  TCð Þ
ð8Þ
is superimp osed to the VOF fraction ﬁeld f n:
f nþ1 ¼ f n þ Dt _m
000
q
: ð9Þ
The internal energy of the mass that solidiﬁes must be added to the 
therma l energy of the ice phase in all interface cells. The phase 
chang e takes place at temperat ure TC. Thus, in the case of freezing,
the solid temperatur e must be updated according to
Tnþ1s :¼
1
f nþ1
f nþ1  Dt _m
000
q
 
Tnþ1s þ Dt
_m000
q
TC
 	
; ð10Þ
and in the case of melting, the liquid temperat ure is updated 
approp riately 
Tnþ1l :¼
1
1  f nþ1 1  f
nþ1  Dt _m
000
q
  
Tnþ1l  Dt
_m000
q
TC
 	
: ð11Þ
3.2. Level-Set method within the OpenFOA M code
The Level-Set method has been formulated and implemented 
into the open source software OpenFOAM  in order to track the 
interface between the solid and the liquid region. In the following,
an overview of the new Level-Set impleme ntation is given. For a
detailed description we refer to Criscione et al. [37].
The basic idea behind the Level-Set method is to track implicitly 
the moving boundary . Therefore, a Level-Set ﬁeld U is deﬁned in
the entire domain. The liquid and solid phases are denoted by
the points fulﬁlling the criteria U > 0 and U < 0, respectively .
The interface coincides with the iso-contour of the zero Level-Set 
function U ¼ 0. Presently, a signed distance function is used for 
the outer Level-Set ﬁeld [38]. A signed distance function is associ- 
ated with that value of the outer Level-Set ﬁeld representi ng the 
shortest distance to the interface. The sign denotes on which side 
of the interface the certain point is located. The Level-Set equation 
@U
@t
þ VC  rU ¼ 0 ð12Þ
is used to move the interface according to the interfacia l velocity 
VC, which depends upon the heat removal from the interface . This 
velocity can be obtained from the heat balance around the interface ,
Eq. (2). In order to compute VC from this equation , the temperat ure 
at the interface TC deﬁned by Eq. (3) is calculate d. Using TC, the 
temperat ure gradient into the solid and the liquid region is deter- 
mined yielding ﬁnally VC. In order to obtain the new position of
the interface for the next time step, the interfacia l velocity is ex- 
tended in the normal-t o-interface direction within a narrow band 
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around the interface. The width of the narrow-band wnb is calcu- 
lated at each time step as
wnb ¼ 1jmax ; ð13Þ
where jmax is the maximum curvature of the interface. This crite- 
rion is introduced to avoid overlapp ing of the normal interface 
velocity extension. The extended velocity ﬁeld, Ve, is employed in
a continuing step to calculate the new interface position by solving 
Unþ1 ¼ Un  Ve  rUnDt; ð14Þ
where the index n represents the current time step. The time step 
Dt is adaptively corrected using the Courant–Friedrichs –Lewy
(CFL) condition with Co 6 0:5. Fig. 1 shows the extended velocity 
within the narrow band. After the update of the interface position,
the Level-Set function is re-initia lized by solving the equation 
@U
@s
 jrUj ¼ 1; ð15Þ
with the ﬁctitious time s. The latter equation is to be solved until a
steady-stat e solution is achieved . The ﬁctitious time step is deﬁned
as follows:
Ds 6 CoDx
max ð Vej jÞ ; ð16Þ
where the Courant number is set to Co 6 0:5.
3.2.1. Thermal energy equation 
The heat transfer equation (cf. Eq. (1)) neglecting advection and 
the volumetric heat source is solved in the liquid region 
independen tly of the solution procedure for the solid region. The 
computati onal domain is decompo sed into two different sub-do- 
mains which are separated by a set of faces (ghost faces), Fig. 2.
A ﬁctitious temperature is imposed onto the ghost faces as Dirich- 
let boundary condition for both temperature ﬁelds, in the liquid 
and in the solid phase. This ﬁctitious temperature is obtained by
a linear interpolation/e xtrapolation using two following interpola- 
tion points: the temperature TC at the interface correspond ing to
the zero Level-Set function and the temperature value at the adja- 
cent cell center. Imposing a ﬁctitious temperature on the ghost- 
faces, a kind of immersed boundary condition is imposed which 
represents the inﬂuence of the moving interface on the tempera- 
ture ﬁeld. This is done for both regions. The equation of thermal 
energy is solved subsequently. In the last step, the two tempera- 
ture ﬁelds are reassembled to obtain the solution within the whole 
domain.
3.3. Main differences between Volume-of-F luid and Level-Set 
The VOF method introduces an additional variable that indi- 
cates the fraction of one of the two phases within a grid cell,
whereas the Level-Set is a signed distance function taking zero va- 
lue at the location of the interface, with the sign of the Level-Set 
variable denoting the appropriate phase. The Level-Set variable 
varies smoothly across the interface, while VOF is discontinuous.
Both methods are capable of reproducing the interface sharply.
However , in the case of the VOF method, this is only true, if the 
interface is reconstru cted in a certain manner (for instance using 
PLIC in the present approach). The VOF method is inherentl y
mass-cons ervative, whereas the Level-Set function must be re-ini- 
tialized; the latter is presently done after every time step. Further- 
more, the mass conservation issue associated with the Level-Set 
method could be a problem if densities of phases were different 
to a larger extent. This is, however, not the case in the present 
work. Accordingl y, the mass conservation issue does not impact 
the Level-Set implementation. With respect to the phase change,
the main differenc e between the two presently employed schemes 
is the advancemen t of the interface. The VOF variable is updated 
with the mass source computed from the Stefan condition at the 
interface. In contrast, the Level-Set variable is moved according 
to the velocity correspondi ng to the ratio of the mass source to
the ice density.
For simpler geometri es meshed by an orthogonal Cartesian grid 
the VOF implementati on is a suitable and fast tool and can be suc- 
cessfully used for the fundamenta l research involving freezing pro- 
cess in single droplets and interactio ns between a few particles.
Since drops are surrounded by air, large density gradients of the or- 
der of 1000 are encounter ed. For problems involving complex Fig. 1. Extended velocity Ve within the narrow band.
Fig. 2. Illustration of ghost faces.
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geometries with curved walls, as e.g. encountered in the case of the 
freezing process at an aircraft wing, the Level-Set implementati on
can be appropriate ly applied.
4. VOF and Level-Set models validation 
A comparative assessment of the predictiv e capabiliti es of both 
models with respect to the results quality is performed by comput- 
ing two generic conﬁgurations involving water freezing processes 
characterized by increasing complexity of the interface shape sep- 
arating two phases.
4.1. One-dimension al ice layer growth 
The models validation is performed preliminar y by considering 
the phase change occurring in a one-dimensi onal problem of pure 
heat conduction for which an analytic solution is known in litera- 
ture (see Carslaw and Jaeger [2]). The computational domain 
accommodates a ﬂat ice front advancing in the positive x-directio n
(see Fig. 3); it is bounded by a ﬂat solid wall on the left hand side 
and extends to inﬁnity on the right hand side.
The problem considered is described by the heat conduction 
equation reduced to the form corresponding to a one-dimensional 
problem:
0 < x < XðtÞ; t > 0 : @T
@t
¼ as @
2T
@x2
; ð17Þ
x > XðtÞ; t > 0 : @T
@t
¼ al @
2T
@x2
; ð18Þ
where XðtÞ denotes the interface position and ai ¼ ki=ðqicp;iÞ is the 
thermal diffusivi ty of the respective phase. At the interface , the Ste- 
fan condition holds, see Eq. (2). The constan t temperat ure 
TC ¼ Tm ¼ 273:15 K was set at the interface in its entire ty (comply-
ing with a ﬂat interface ), hence the terms accounting for the differ- 
ence in heat capacities disapp ear. The density of water and ice is
assumed to be equal. Initial and boundary conditio ns are:
t ¼ 0 : Tðx;0Þ ¼ T1 < Tm; Xð0Þ ¼ 0;
x ¼ 0 : Tð0; tÞ ¼ Tw < Tm;
x !1 : lim
x!1
Tðx; tÞ ¼ T1;
ð19Þ
where Tw ¼ 263:15 K and T1 ¼ 243:15 K. The analytic solution re- 
ported in Carslaw and Jaeger [2] reads:
XðtÞ ¼ 2b ﬃﬃﬃﬃﬃﬃastp ð20Þ
0 < x < XðtÞ; t > 0 : Tðx; tÞ ¼ Tw þ ðTm  TwÞ
erf x2 ﬃﬃﬃﬃastp
 
erf bð Þ ð21Þ
x > XðtÞ; t > 0 : Tðx; tÞ ¼ T1 þ ðTm  T1Þ
erfc x
2
ﬃﬃﬃﬃ
al t
p
 
erfcðmbÞ ð22Þ
The transce ndental equation 
b
ﬃﬃﬃ
p
p ¼ Sts
expðb2Þerf ðbÞ þ
Stl
m expðm2b2ÞerfcðmbÞ ð23Þ
must be solved for b. Sti represe nts the Stefan number and m the ra- 
tio of therma l diffusivities:
Stl ¼ cp;l Tm  T1ð ÞL ; Sts ¼
cp;sðTm  TwÞ
L
; m ¼
ﬃﬃﬃﬃﬃ
as
al
r
:
The physical properties used in both the analytical and the numer- 
ical solution are summar ized in Table 1. Evalua tion of Eq. (23) yields
b  0:2685.
The numerical grid utilized in the computati ons performed by
both codes FS3D and OpenFOAM  is arranged as follows: the half 
region on the left-hand side, where the temperature ﬁeld exhibits 
signiﬁcant changes, is meshed by an equidistant grid with the 
respective grid spacing h; the value of the latter can be extracted 
from Figs. 4–6. On the right-han d side the grid resolution is appro- 
priately coarsened in a non-uniform manner implying a grid spac- 
ing increase by a constant value between two consecutive cells. In
Fig. 4, the temperature distribution for solid and liquid obtained by
using the VOF method in conjunct ion with the ﬁnest numerical 
grid is plotted as a function of time and space. The computati onally 
obtained depende ncies are almost coincident with the analytica l
solution. The results displayed in Fig. 4 conﬁrm that the computa- 
tional domain is large enough (within the entire time interval con- 
sidered) to assure that the heat conducte d away from the interface 
in the liquid does not inﬂuence the boundary.
According to the analytical solution (Eq. (20)), the position of
the interface exhibits a square-root dependency on time. The high 
growth velocity (corresponding to a steep gradient of the ice front 
position) is caused by a steep temperature gradient at the initial 
time instant. These gradients gradually weaken, in accordance with 
a ﬂattened velocity and temperature evolution, as latent heat was 
conducte d into the liquid and solid phase. The solid–liquid inter- 
face position evaluated computationall y by both VOF and Level- 
Set methods is compared with the analytical solution in Fig. 5a
and b in terms of different grid resolutions . The results obtained 
clearly converge towards the analytical solution. The deviation of
the phase front position obtained by using FS3D at t = 0.5 s is
3.6% on the coarsest grid and 0.3% on the ﬁnest one. Correspond ing 
deviation s obtained by using the OpenFOAM  code are 5.7% and 
1.4% respectively .
Fig. 6 displays the comparison of the temperature developmen t
as functions of the x-coordinate at three selected time instants 
(t = 0.1 s, 0.3 s and 0.5 s) obtained by the VOF (FS3D code) method 
using the ﬁnest grid resolution. The results obtained by using the 
Level-Set (OpenFOAM code) method (not shown here) follow clo- 
sely the VOF ones. One can conclude that both methods are capable 
to perfectly reproduce, temporally and spatially, the analytica lly 
determined temperature evolution.
Fig. 3. Computational setup of the one-dimensional freezing process governed by
heat conduction in solid and liquid phase.
Table 1
Physical propert ies of water at 243.15 K and ice at 263.15 K.
T (K) q (kg/m3) L (kJ/kg) k (W/(m K)) cp (kJ/kg K)
Water 243.15 1000.0 333.6 0.4829 4.864 
Ice 263.15 1000.0 – 2.319 2.030 
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4.2. Growth of a parabolic-shaped dendrite 
The second conﬁguration considered in the present work repre- 
sents the process of formatio n of a parabolic dendritic pattern. The 
tip velocity and tip curvature radius of a parabolic dendrite have 
been investigated experimentally by several authors in the past.
Langer and Müller-Krumbhaar [39–41] have performed a stability 
analysis of dendritic growth rates and developed the so-called 
Fig. 4. Temperature distribution as function of time and x-coordinate obtained by the present VOF method.
Fig. 5. Time dependence of the position XðtÞ of the solid–liquid front plotted for different grid resolutions compared with the analytical solution. The inset magniﬁes a section 
of the plot to elucidate the convergence behavior in terms of the grid size.
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Langer–Müller-Krumbhaar (LM-K) stability theory. They found evi- 
dence of a universal law of dendritic growth rates [4], which relates 
to the dimensionle ss growth velocity V and the Peclet number Pe
V ¼ rPe2; ð24Þ
where Pe ¼ v trt= 2að Þ and r is a proportio nality constan t discussed 
below. v t and rt denote the tip velocity and tip radius of a dendrit e.
The physical properti es corresp ond to liquid water. For isotherma l,
cylindric ally symmetric dendrites of paraboloid al shape, Langer 
et al. [4] state that the Ivantsov solution yields an express ion featur- 
ing the functiona l dependenc y between the Stefan number and the 
Peclet number 
St  Pe expðPeÞE1ðPeÞ; ð25Þ
where E1 is the expone ntial integral . For this relation, Langer et al.
[4] make the assumption that the capillarity length 
d0 ¼ cpTmc=ðqL2Þ, with c denoting the surface tension , is much lar- 
ger than the radius of curvature rt . For the cases presented in this 
work, rt is at least for a factor of 100 higher than d0 within the 
whole range of supercoolin g DT ¼ Tm  T1 (varying between 1 K
and 30 K). The Stefan number is deﬁned as St ¼ cpDT=L. One further 
dimensi onless number describing this problem is
r ¼ ld0=r2t ; ð26Þ
where l ¼ 2a=v t is a diffusion length. To determine the tip radius, a
stability criterion 
r ¼ ðkS=ð2prtÞÞ2 ð27Þ
is used [4], where kS ¼ 2p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2ad0=v t
p
denotes the Mullins and Seker- 
ka [13] stability length. Langer and Müller-Krumbhaar [39] argue
that for r < r the tip becomes linearly unstable and for r > r
the sidebra nching instabil ity occurs causing a decreas e of r. Langer 
and Müller- Krumbhaa r [39] found the following values and varia- 
tions for r:
r ¼ 0:020 	 0:007 ð2DÞ;
0:025 	 0:007 ð3DÞ:

ð28Þ
They represent the values of r at which the dendrit e tip grows. This 
corresp onds to the tip radius rt being equal to kS. Herewith, the 
determina tion of the growth velocity V is enabled and the tip veloc- 
ity v t can be compute d from 
V Stð Þ ¼ d0v t
2a
: ð29Þ
The tip radius rt is obtained from Pe ¼ v trt=ð2aÞ.
A schematic of the appropriate computational setup is depicted 
in Fig. 7. The parabolo idal dendrite is initiated in the small region 
at the lower center of the considered domain meshed by a high res- 
olution grid with equidistantly arranged cells. This ﬁne resolution 
implies the curvature radius at the tip being resolved with approx- 
imately twenty grid cells in order to assure a correct curvature 
reproducti on. Since the curvature radius decrease s with 
Fig. 6. Spatial distribution of the temperature ﬁeld at selected time instants t = 0.1 s, 0.3 s and 0.5 s: results correspond to the VOF (FS3D code) method.
Fig. 7. Schematic of the computational domain (left: the OpenFoam  grid, right: the FS3D grid).
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supercooling increase, the grid spacing h is different for every test 
case. The height of the initial paraboloid is 0:25b. Parameter a must
be chosen in accordance with the lateral growth of the dendrite,
becoming larger for higher supercooling. The boundaries of the 
computational domain comply with adiabatic conditions; the tem- 
peratures at the left, right and upper boundaries must not change 
during the computati on. This is the reason for choosing a some- 
what larger computational domain with the dimensio ns corre- 
sponding to c ¼ 21b and d ¼ 10b. The computations with the 
OpenFOAM code and the Level-Set method have been performed 
at a coarser grid in the outer domain (displayed on the left of
Fig. 7). The computations with the FS3D code applying the VOF 
method beneﬁted from a certain grid coarsening in the remainder 
of the computati onal domain arranged through non-equidistan t
cells with increasing grid spacing towards the left, right and upper 
boundaries (displayed on the right of Fig. 7). The dendrite has the 
initial temperature T ¼ 273:15 K and the liquid temperature corre- 
sponds to that of the respective supercooling. The physical proper- 
ties of water and ice where both taken at T ¼ 273:15 K, see Table 2.
The experime ntal results are taken from the work of Shibkov 
et al. [3], who presented three result sets: own results, older data 
[4–10] and work of Furukawa and Shimada [11]. Fig. 8 shows the 
tip velocity v t (in m/s) over supercoo ling DT (in K). The solid line 
represents the result obtained by applying the LM-K theory with 
r ¼ 0:020. Additionally , the two dashed lines show the upper 
and lower limit of the theoretical values of r, cf. Eq. (28). Accord- 
ing to Shibkov et al. [3], certain deviations of the theoretical tip 
velocity from experimental results at higher supercoolings DT
might be due to the assumption of small Peclet numbers and 
non-consi dering the molecular attachment kinetics.
The temporal extent of the present computations corresponds 
to the time instant at which the tip curvature starts to deviate from 
the initially prescribe d curvature as predicted by the LM-K theory 
due to the non-homog eneous distribution of the temperat ure ﬁeld
in the near-inte rface region. The Level-Set simulations allow a
maximum deviation of 15% from the initial tip curvature. In
FS3D, the tip curvature is overpredi cted at the beginning and varies 
strongly due to the yet extreme temperature gradient at the phase 
interface. Once, a smooth temperature ﬁeld has develope d, the cur- 
vature decreases. The velocity of the tip is determined at the point 
where the tip curvature equals the curvature of the LM-K theory.
At a supercooling of 10 K and 20 K the tip curvature converges to
5.9% and 7.2% above the LM-K curvature respectively ; the tip veloc- 
ity is determined at the point where this curvature is ﬁrst reached.
The tip velocity developments resulting from the present computa- 
tions are depicted in Fig. 8. The computati onally obtained tip veloc- 
ities by using both methods (VOF and Level-Set) follow closely the 
theoretical results and lie within the experimental scatter.
5. Conclusi on
Two computational model schemes relying on the Volume- of- 
Fluid and Level-Set methods have been successfu lly applied for 
investiga ting the solidiﬁcation of supercooled water. These 
schemes have been implemented into the FS3D code and the open 
source software OpenFOAM , respectively . Excellent agreement 
between our computations and the theoretical results of Stefan’s 
planar freezing model has been demonstrated. Furthermore, the 
formatio n of dendritic patterns has been investigated by perform- 
ing two-dimensi onal simulatio ns. The results of dendritic growth 
exhibit excellent qualitative and quantitative agreement with the 
marginal stability theory of Langer and Müller-Krumbhaar [39]
as well as with the available experiments. Hence, with these preli- 
minary tests both codes were shown to be suited for their respec- 
tive application in the fundamental research of droplet freezing 
and airfoil icing as outlined in the introduct ion.
Acknowledgmen t
Financial support of the German Research Council (Deutsche
Forschun gsgemeinschaft – DFG) through the collabora tive research 
center SFB-TRR 75 is gratefully acknowledged.
References
[1] Weigand B, Tropea C. Droplet dynamics under extreme boundary conditions:
The Collaborative Research Center SFB-TRR 75. In: 12th Triennial international 
conference on liquid atomization and spray systems ICLASS 2012, Heidelberg,
Germany; September 2–6, 2012. <http://www.ilass.uci.edu/>.
[2] Carslaw HS, Jaeger JC. Conduction of heat in solids. Oxford University Press;
1959.
[3] Shibkov AA, Zheltov MA, Korolev AA, Kazakov AA, Leonov AA. Crossover from 
diffusion-limited to kinetics-limited growth of ice crystals. J Cryst Growth 
2005;285:215–27. http://dx.doi.org/10.1016/j.jcrysgro.2005.08.007.
[4] Langer JS, Sekerka RF, Fujioka T. Evidence for a universal law of dendritic 
growth rates. J Cryst Growth 1978;44:414–8. http://dx.doi.org/10.1016/0022-
0248(78)90007-6.
[5] Ohsaka K, Trinh EH. Apparatus for measuring the growth velocity of dendritic 
ice in undercooled water. J Cryst Growth 1998;194:138–42. http://dx.doi.org/
10.1016/S0022-0248(98)00661-7.
Table 2
Physical properties of water and ice at 273.15 K.
T (K) q (kg/
m3)
L (kJ/
kg)
r (kg/
s2)
k (W/
(m K))
cp (kJ/
kg K)
Water 273.15 1000.0 333.0 0.028 0.5624 4.218 
Ice 273.15 1000.0 – – 2.216 2.103 
Fig. 8. Tip velocity development as a function of DT: comparison of the results 
obtained by the VOF and Level-Set methods with available experimental data and 
theory of Langer and Müller-Krumbhaar [26].
P. Rauschenberger et al. / Computers & Fluids 79 (2013) 44–52 51
Author's personal copy
[6] Lindenmeyer CS, Orrok GT, Jackson KA, Chalmers B. Rate of growth of ice 
crystals in supercooled water. J Chem Phys 1957;27:822–3. http://dx.doi.org/
10.1063/1.1743849.
[7] Hallett J. Experimental studies of the crystallization of supercooled water. J
Atmos Sci 1964;21:671–82. http://dx.doi.org/10.1175/1520-
0469(1964)0210671:ESOTCO2.0.CO;2.
[8] Pruppacher HR. On the growth of ice crystals in supercooled water and 
aqueous solution drops. Pure Appl Geophys 1967;68:186–95. http://
dx.doi.org/10.1007/BF00874894.
[9] Macklin WC, Ryan BF. Growth velocities of ice in supercooled water and 
aqueous sucrose solutions. Philos Mag 1968;7:83–7. http://dx.doi.org/
10.1080/14786436808218182.
[10] Kallungal JP, Barduhn AJ. Growth rate of an ice crystal in subcooled pure water.
AIChE J 1977;23:294–303. http://dx.doi.org/10.1002/aic.690230312.
[11] Furukawa Y, Shimada W. Three-dimensional pattern formation during growth 
of ice dendrites – its relation to universal law of dendritic growth. J Cryst 
Growth 1993;128:234–9. http://dx.doi.org/10.1016/0022-0248(93)90325-Q.
[12] Mullins WW, Sekerka RF. Morphological stability of a particle growing by
diffusion or heat ﬂow. J Appl Phys 1963;34(2):323–9.
[13] Mullins WW, Sekerka RF. Stability of a planar interface during solidiﬁcation of
a dilute binary alloy. J Appl Phys 1964;35:444–51. http://dx.doi.org/10.1063/
1.1713333.
[14] Langer JS. Instabilities and pattern formation in crystal growth. Rev Mod Phys 
1980;52(1):1–28. http://dx.doi.org/10.1103/RevModPhys.52.1.
[15] Juric D, Tryggvason G. A front-tracking method for dendritic solidiﬁcation. J
Comput Phys 1996;123:127–48. http://dx.doi.org/10.1006/jcph.2001.6726.
[16] Peskin CS. Numerical analysis of blood ﬂow in the heart. J Comput Phys 
1977;25:220–52. http://dx.doi.org/10.1016/0021-9991(77)90100-0.
[17] Al-Rawahi N, Tryggvason G. Numerical simulation of dendritic solidiﬁcation
with convection: two-dimensional geometry. J Comput Phys 
2002;180(2):471–96. http://dx.doi.org/10.1006/jcph.2002.7092.
[18] Al-Rawahi N, Tryggvason G. Numerical simulation of dendritic solidiﬁcation
with convection: three-dimensional ﬂow. J Comput Phys 2004;194:677–96.
http://dx.doi.org/10.1016/j.jcp.2003.09.020.
[19] Udaykumar H, Mittal R, Shyy W. Computation of solid–liquid phase fronts in
the sharp interface limit on ﬁxed grids. J Comput Phys 1999;153:535–74.
http://dx.doi.org/10.1006/jcph.1999.6294.
[20] Beckermann C, Diepers HJ, Steinbach I, Karma A, Tong X. Modeling melt 
convection in phase-ﬁeld simulations of solidiﬁcation. J Comput Phys 
1999;154:468–96. http://dx.doi.org/10.1006/jcph.1999.6323.
[21] Karagadde S, Bhattacharya A, Tomar G, Dutta P. A coupled VOF–IBM–enthalpy
approach for modeling motion and growth of equiaxed dendrites in a
solidifying melt. J Comput Phys 2012;231:3987–4000. http://dx.doi.org/
10.1016/j.jcp.2012.02.001.
[22] Sussman M, Smereka P, Osher S. A level set approach for computing solutions 
to incompressible two-phase ﬂow. J Comput Phys 1994;114(1):146–59. http://
dx.doi.org/10.1006/jcph.1994.1155.
[23] Sethian JA. A fast marching level set method for monotonically advancing 
fronts. Proc Natl Acad Sci USA 1996;93:1591–5. <http://www.pnas.org/
content/93/4/1591.abstract>.
[24] Sethian JA, Strain J. Crystal growth and dendritic solidiﬁcation. J Comput Phys 
1992;98:231–53. http://dx.doi.org/10.1016/0021-9991(92)90140-T.
[25] Chen S, Merriman B, Osher S, Smereka P. A simple level set method for solving 
Stefan problems. J Comput Phys 1997;135(1):8–29. http://dx.doi.org/10.1006/
jcph.1997.5721.
[26] Langer JS, Müller-Krumbhaar H. Stability effects in dendritic crystal growth. J
Cryst Growth 1977;42:11–4. http://dx.doi.org/10.1016/0022-0248(77)90171-
3.
[27] Baehr HD, Stephan K. Heat and mass transfer. 2nd ed. Springer-Verlag; 2006 .
[28] Alexiades V, Solomon A. Mathematical modeling of melting and freezing 
processes. Hemisphere Publishing Corporation; 1993 .
[29] Ferziger JH, Peric ´ M. Computational methods for ﬂuid dynamics. 3rd 
ed. Springer-Verlag; 2002 .
[30] Hirt CW, Nichols BD. Volume of ﬂuid (VOF) method for the dynamics of free 
boundaries. J Comput Phys 1981;39(1):201–25. http://dx.doi.org/10.1016/
0021-9991(81)90145-5.
[31] Osher S, Sethian JA. Fronts propagating with curvature-dependent speed:
algorithms based on Hamilton–Jacobi formulations. J Comput Phys 
1988;79(1):12–49. http://dx.doi.org/10.1016/0021-9991(88)90002-2.
[32] Sethian JA. Level set methods: evolving interfaces in geometry, ﬂuid
mechanics, computer vision and materials sciences. 1st ed. Cambridge 
University Press; 1996 .
[33] Rider WJ, Kothe DB. Reconstructing volume tracking. J Comput Phys 
1998;141(2):112–52. http://dx.doi.org/10.1006/jcph.1998.5906.
[34] Scardovelli R, Zaleski S. Direct numerical simulation of free-surface and 
interfacial ﬂow. Annu Rev Fluid Mech 1999;31:567–603. http://dx.doi.org/
10.1146/annurev.ﬂuid.31.1.567.
[35] Rauschenberger P, Schlottke J, Eisenschmidt K, Weigand B. Direct numerical 
simulation of multiphase ﬂow with rigid body motion in an Eulerian 
rramework. In: 24th European conference on liquid atomization and spray 
systems ILASS – Europe 2011, Estoril, Portugal; 2011. <http://
www.ilass.uci.edu/>.
[36] Schlottke J, Rauschenberger P, Weigand B, Ma C, Bothe D. Volume of ﬂuid
direct numerical simulation of heat and mass transfer using sharp 
temperature and concentration ﬁelds. In: 24th European conference on
liquid atomization and spray systems ILASS – Europe 2011, Estoril, Portugal;
2011. <http://www.ilass.uci.edu/>.
[37] Criscione A, Kintea D, Tukovic ´ Zˆ, Jakirlic ´ S, Roisman IV, Tropea C. On
computational investigation of the supercooled Stefan problem. In: 12th 
International conference on liquid atomization and spray systems, Heidelberg,
Germany; 2012. <http://www.ilass.uci.edu/>.
[38] Osher S, Fedkiw R. Level set methods and dynamic implicit surfaces. Springer- 
Verlag; 2003 .
[39] Langer JS, Müller-Krumbhaar H. Theory of dendritic growth – I. Elements of a
stability analysis. Acta Metall 1978;26:1681–7. http://dx.doi.org/10.1016/
0001-6160(78)90078-0.
[40] Langer JS, Müller-Krumbhaar H. Theory of dendritic growth – II. Instabilities in
the limit of vanishing surface tension. Acta Metall 1978;26:1689–95. http://
dx.doi.org/10.1016/0001-6160(78)90079-2.
[41] Langer JS, Müller-Krumbhaar H. Theory of dendritic growth – III. Effects of
surface tension. Acta Metall 1978;26:1697–708. http://dx.doi.org/10.1016/
0001-6160(78)90080-9.
52 P. Rauschenberger et al. / Computers & Fluids 79 (2013) 44–52
