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Abstract
In this work we consider the Hclmholb: equation in a hyperparallelepipcd n c
JRd, d:::: 1,2,3, ... , under Dirichlet boundary conditions and for its solution we ap-
ply the averaging technique of the nonoverlapping Domain Decomposition, where n is
decomposed in two, in general not equal, sl1bdomains. Unlike what many researchers
do that is first to determine regions of convergence and optimal values of the relax-
ation parameters involved at the PDE level, next discretize and then solve the linear
system yielded using the values of the parameters determined, we determine regions
of convergence and optimal values of the parameters involved after the discretization
takes place, that is at the linear algebra level, and then use them for the solution of
the linear system. In the general case the parameters obtained in this work are not
the same with the ones which are known and which have been obtained at the PDE
level.
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1 Introduction
Let n c lRd , d = 1,2,3, ... , be an open convex polygon with boundary an. \'Vc consider
the boundary value problem
Lu = J III n, 1l = 9 on an, (1.1)
where L is a linear elliptic operator and f and 9 known functions.
For the solution of the continuous problem (1.1) a discretized analog (linear algebraic
system) is obtained. In practical problems the size of the system is enormous, and
so the computing time required for its solution is very large. This time issue and the
development of parallel computers led to the idea of splitting up the original problem into
a number of smaller ones. Thus methods like the Domain Decomposition (DD) methods
have been developed.
The idea of DD with overlapping subdomains at the PDE level goes back to Schwarz
[21J (1869). His method is now known as Schwarz Splitting (SS). It was Miller [14], in
1965, who recognized its importance for the numerical solution of PDEs.
The last fifteen years S5 has attracted the attention of many researchers who have
extended and generalized the basic algorithm (Rodrigue and Simon [20], Rodrigue [19],
Oliger, Skamarock and Tang [16]), analyzed the convergence properties (Tang [23], [24]),
applied it in many important problems and implemented it on computers of parallel
architccture (see, e.g., (9], [4], (8], [10]). At linear algebra level tbe DD as SS has been
studied by few researcbers (see, e.g., [20]' [19], [16], [23], [241, [10], [ll], [12]).
However, the actual performance of the overlapping DD was not quite satisfactory,
mainly due to the extra computing because the overlap participates in the solution of
neighboring subdomains. So, researchers were led to the consideration of the DD into
nonoverlapping subdomains. Qne can see such efforts in many works (sec, e.g., [1], [5]'
[13], [31, [22], [6], [18], [17], [26], etc).
In this work we will study the nonoverlapping DD known as the averaging technique
at linear algebra level. For this technique let us consider the decomposition of the domain
n into two subdomains (the technique is extended in an obvious way to consider more
subdomains ) ni and n2 with
n = n, U n2 , an, nan "f 0, an., n an "f 0. (1.2)
Let r = anI nan2be the commOll bOUlldary of the two subdomains.
of the averaging technique at PDE level is as follows:
Algorithm 1.1 FOT k = 0,1,2,. __ , until convergcncc do
. S 1 L 12k+l) J' n . h 12k+I) 12k) ( ) 12k)Z 0 VC HI = m HI w/,t u l = aUI + 1 - 0' U 2
Then the algorithm
on r.
12k+l) 12k+l) 12k) 12k)iiSolveLu2 =finn2withu2 =O'U2 +(I-a)ul onr.
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End of Iteration
End of Algorithm 1.1
In Algorithm 1.1, Q', (3 E (0,1) are relaxation parameters to be determined so that the
iterative procedure converges as fast as possible. Note that the first two problems in
the algorithm have Dirichlet boundary conditions on r with values of u on the common
boundary a convex combination of the up to then available ones. The last two problems
have Neumann boundary conditions on r with values of the outwardly directed normal
derivatives on the common boundary a convex combination of the up to then available.
As is seen one solves alternatively a Dirichlet and a mixed boundary value problem in
the two subdomains smoothing each time the values of the function and those of the
outwardly normal dcrivative on r. TIlls is done until convergence is achieved.
For the determination of the (optimal) parameters involved most of the researchers
work at the PDE level. The advantage of working at this level is that the (optimal)
parametcrs that are determined are discretization independent. However, for the solution
of the PDE problem by Algorithm 1.1 a discrete equivalent algorithm is applied where the
(optimal) values of the parameters of the continuous problem are used for the solution
of the discrete one. But these values may not be the (optimal) ones that make the
discrete iterative algorithm converge as fast as possible. So, it is morc natural, although
more difficult to analyze and study, to consider the problem of the determination of the
(optimal) parameters after the discretization takes place.
Thc first theoretical results for the nOlloverlapping DD method at the PDE level for
the Helmholtz equation in two-dimensional rectangular domains and two subdomains
seem to have been obtained by Rice, Vavalis and Yang [18]. Our objective in this work is
to analy'l,c and study in one and two dimensions the same problem at the linear algebra
level and then try to extend its study to three and more than three dimensions.
Consider then the Helmholtz equation
-.6.u + qu = f in n, u = g on an, (1.3)
where q is a positive constant and n a hyperparallelepiped in JRd , d = 1,2,3, ....
First we will study (1.3) in the one-dimensional casco From the practical point of
view, the study of it seems to be worthless since the solution of the discrete analog of
(1.3) can be obtained with negligible computing cost by using classical methods. The
computing cost is a serious issue when one solves problems in two and more than two
dimensions. However, as we shall see in the sequel the analysis in the one-dimensional
case helps a lot when one moves on to higher dimensional problems. The analysis for
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oFigure 1: Discretization of the One-Dimensional Domain
the latter ones would be much more difficult if one could not have in mind how the
one-dimensional problem is attacked and solved.
In this work we will derive the linear iterative method from the discrete analog to
Algorithm 1.1 using finite differences, will study it and will derive regions of convergence
and optimal values for the parameters Cl' and (3. vVe will describe the process of extending
the method to two-dimensions and will derive corresponding regions of convergence as
well as optimal values for the relaxation parameters. Finally, an obvious extension will
show how to determine regions of convergence and optimal parameters in three and more
than three dimensions.
2 One-Dimensional Case
We consider the two-point boundary value Helmholtz equation
_u" + qu = J in n _ (0,1), ,,(0) = a and u(l) = b, (2.1)
where q is a positive constant and a, b given values. 1/lle discretize uniformly n into
m + n subintervals of length 11. = m~". We decompose n into two subdomains so that
n l == (0, m~n) and n2 =(m~n' 1) as this is shown in Figure 1.
The discrcti:r.ation of problem (2.1) using second order finite differences for u ll gives
at the node Xi the equation
-Ui-l + (2 + qh2)Ui - Ui+1 = h2Ii, i = 1(I)m + n - 1, Uo = a, um +n = b, (2.2)
where we set Ui = U(Xi) and Ii = I(x;). The discretization of problem (i) of Algorithm
1.1 yields the (m - 1) x (m - 1) linear system
(2k+1) h'f, +a
[ 2 +qh' -1
2 +~h' ] ",(2k+l) h'j,-1 2 +qh' -1 '" (2.3)-1 (2k+l) h2fm_1 + (Ugk+1))1Um_l
where (U~»)I and (u~)h arc the ph approximate values of u at the boundary node Xm
of the left and the right subdomain, respectively. The value (u!;k+1))1 according to the
condition on r of the Dirichlet problem will be given by
(u~k+l)h = ,,(u\~k)h + (1 - ,,)(u~k»),. (2.4)
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U m +n _1
h'J + (u(2HI»)m+1 m 2
h2 fm+2
(2.5)
(U~k+1)), = a(u~k»), + (1- a)(u~k)h. (2.6)
Discreti~jng the problems under conditions (iii) and (iv) of Algorithm 1.1 we will obtain
similar to (2.3) and (2.5) linear systems, respectively, with a superscript (2k +2) to u's
and with the difference that the bound<uy conditions admit one more discretization which
will give one more equation for each !'iystcm. In this case (u~~k+2)h and (u!;k+ 2)h arc
unknowns and are transferred to the left hand sides of the corresponding linear systems.
Note that the discretization of u" was done with a local truncation error of order
O(h2 ). For consistency the discreti,mtion of the fust derivatives must be done with a
local truncation error of the same order. Thus we take
(j)
iJu l = .1.(:3.(u(;») _ 2u(j) + .1.u(;) ) + O(h')
aliI h 2 m 1 m-1 2 m-2
(")au.' _ 1 3 (j) (i) 1 (j) 2
iJv' - h(-2(um ), +2um+1 - 2"m+,) +O(h ) (2.7)
and the boundary condition of problem (iii) of Algorithm 1.1 gives the equation
:3.( (2k+')) _ 2 (2k+2) +.1. (2k+') _ (3[:3.( (2k+'») _ 2 (2k+1) +.1. ("+1)]2 U m 1 Um_l 2U rn _2 - 2 U m 1 Um_l 2U m _2
+(1 - (3)[_:3.( (2HI)) + 2 (2k+1) _.1. (2k+I)12 urn 2 Um +l ZU m +2'
Substituting (u!;k+l)h and (u~;k+l)h from (2.4) and (2.6) produces
~(,,!~k+2))1 _ 2u~;~i') + ~u~;~~') ~(a + (3 -l)(u~;k)h + ~((3 - a)(u!~k»),
+ .1.(3 (2k+1) _ 2(3 (2k+1)2 u m_2 u m_ 1
+ 2(1 - (3),,~~i1) - .1.(1 - (3)U~~~'>' (2.8)
2
Following the same reasoning, from boundary condition (iv) of Algorithm 1.1, the fol-
lowing equation is obtained
:3.( (2k+2») _ 2 (2k+2) +!. (2k+2)








~(1 - (3) (2k«) + 2(1 _ (3) (2HI)2 U m _2 um _ 1
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-1 2 + qh' -1 (2k+2),






















Thus the discretization of Algorithm 1.1 gives the following discrete algorithm.
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Algorithm 2.1 Give a1'b-ilmry values to ll~O), i = 1(1)m + n -1, i =f m, and (1t~))I)
(1t~~)h·
FaT k = 0, 1,2, ... , until convergence do
i Solve system (2.3) under condition (2.4).
ii Solve system (2.5) under condition (2.6).
iii Solve system (2.10).
iv Solve system (2.11).
End oj Iteration
End of Algorithm 2.1
It is quite clear that steps (i) and (ii) as well as steps (iii) and (iv) of Algorithm 2.1
arc fully paralellizable. Thus Algorithm 2.1 can be modified as follows:
Algorithm 2.2 Give a1'bitmry values to 1L~O), i = 1(1)m + n -1, i =f m, and (1t~)h,
(,,!~),.
For k = 0,1,2, ... , until convergence do
i Solve in pamllel systems (2.3) (md (2.5) under conditions (2.4) and (2.6)) respeet~
ively.
ii Solve in parallel systems (2.10) and (2.11).
End of Iteration
End of Algorithm 2.2
So after the discretization we succeeded in transforming the continuous PDE problem
into a discrete one of Linear Algebra. It remains then to study the problem at the
linear algebra level and determine the possible values of the pairs (0, f3) in order to
have convergence. To study it we combine the steps of the above iterative process into
a classical iterative scheme and the study of the convergence of the latter is made by
means of the convergence properties of the corresponding iteration matrix (see, e.g., [25],
[27], [2]).
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where d = 2 +qh2 , Iterative scheme (2.12) can be written as
(2.13)
where TeE JR2(m+ll-I),2(m+n-l) and u(k+ l ) U(k) J- E /R2(m+n-l) are the matrices and, , ,
the vectors in the sequence given in (2.12). From (2.12), T and C can be written in the
8
following block form
[ Tm _ 1
0 0 0 ] C = [ ~ 0 C,3 C14 ]T= 0 Tn _ 1 0 0 and 0 C23 '4 (2.14)B31 B 32 'Ln 0 0 C33 C3 ,\ .
fl.\l B.\2 0 T" 0 C43 C44
As is seen from (2.12) the matrix C has only nonzero clements in the (2m +n - 2td and
(2m +n - 1)81 columns. In exactly the same columns the iterative matrix
(2.15)
(2.16)
will have nonzero elements. This means that all the eigenvalues of 8 will be identically
zero except those coming from the 2 X 2 diagonal block
8
2
= [ S2m+n-2,2m+n-2 S2m+n-2,2m+n-l ].
.S2m+n-l,2m+n-2 S2m+n-l,2m+n-l
To determine the elements of S·l' from (2.14) it is readily that 1'-1 is given by




]m-I0 T- ' 0 0"-I (2.17)T-'B T-' T-'B T- ' T- ' 0- -m 31 m-l - -m 32 n-l _m
-I -I --1 -1 0 r- I-Tn B41T m_1 -Tn B42T n_1 n
and then
(2.18)
Next we compute one by one the elements of the first expresion in (2.18). So
m-I(-1';;/ B 31T;;::1 C13)m,m = - L (T;;/ B3t)m,i(T;;::! C13)i,m
i",,1
(2.19)
Since the matrix B~n has nonzero elements only in the mOl row the index j in the sum
will take the value m only. Also, I takes only the value m - 1 since the matrix C1J has
only one nonzero element1 (CU )m_l,m := 0:. Therefore (2.19) will give
m-I
(_r;;,.l B31 T;;::1 CI3 )m,m := - L (1';;,1 )m,m(B:i1 )m,i)(T;;::1 )i,m-l (CI:i)m-i,m
i",,1
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and since B31 ha~ only (B3t}m,m-2 and (B:H)m,m-1 as its nonzero element~ it will be
(-T;;.l B31T;;;:1 C13 )m,m = _(1';;.1 )m,m (B31)m,m-2(T;;;~1)m-2,m-1 (C13 )m_1,m
_(T~1 )m,m (B31 )m,m-1 (T;;;~1 )m-l ,111.-1 (C13 )m-1,m
1
= Z"fi(r;;;')m,m(T';;:,)m-2,m-1 - 2"fi(T;;;')m,m(T,~:,)m_"m_" (2.20)
To find (1';;.1 )m,m we use finite difference equations. FOI tIns we set 2 +qh2 = 2cosldJ and
if Yi, i = 1(I)m, are the elements of the m tli column of T;;.I we will have
2 cosh 0YI






~Yrn-2 + 2 cosh ()Ym-1 - Ym 0
(2.21) are given by the difference equation
-Yi-l + 2 cosh BYi - Yi+l = 0, i = l(l)m - 1
and the boundary conditions
(2.22)
yo=Oand (2.23)
The solution of (2.22)-(2.23) is
2 sinh iO
!Ii = sinh(m _ 2)0 -4sinh(m -1)0 +3 sinh mO
Therefore
-I 2 sinh mO
(Tm )m,m = Ym = . h ( 2)" 4' h ( 1)0 3' h 0SIn m- 17- SIn m- + 5m nt




"-1 ) sinh (m - 2)0
1m _ l m-2,m-1 = . h 05m m.
Hence, (2.20) becomes
and -1 sinh (m - 1)0(Tm _ 1 )m-l,m-1 = . h () .sm m (2.26)
(-T;;/B31T;;;:1C13)m,rn =
2"fi(~ sinh (m - 2)0 - 2 sinh (m - 1)0)
sinh (m - 2)0 - 4,inh (m -1)0 + 3,inh mO
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(2.27)
Following the same steps we find all the other terms in thc first expression of (2.18).
Thus it is obtained that
2 sinh mO
SZm+1l-2,2m+n-2
sinh (m - 2)0 - 4 sinh (m -1)0 + 3sinh mO
~ sinh (m - 2)0 - 2 sinh (m -1)0 3
X [al'l . h 0 +-(a+I'I-1)
sm m 2
)( ) 2sinh(n-1)0-~sinh(n-2)0]+ (1 - a 1 -1'1 . h ° .sm 17. (2.28)
After some manipulation we can obtain that
where
(2.29)
(0) _ sinh mO[sinh (n - 2)0 - 4 sinh (n -1)0 + 3sinh nO]
Pm,n - sinhnO[sinh(m-2)0-4sinh(m-1)0+3sinhmO]' (2.30)
vVe note that the second expression of (2.18) differs from the first one only as rcgards
the elements of the matrix C. It is easy to conclude that the corresponding relationship
will be produced from (2.28) if we replace a by (1 - a). Thus we obtain
S'm+n-2,2m+n-l = (1- a)l'I- a(l -1'I)Pm,n(O). (2.31)
Following the same steps as before we ean derive the relationships that the third and
fourth expressions of (2.18) give. However, we ob!'icrve a symmetry in the problem if ,...-e
interchange the Ioles of m and n. So the element SZm+n-I,2m+1l-2 will be produced from
(2.31) if we intechange m and 17., while S2m+n-I,2m+n-1 will be produced from (2.28), in
a similar way. More specifically,
S2m+n-l,2m+n-2 = (1- a)l'I- a)(l -1'I)Pn,m(O),
S2m+n-l,2m+n-l = al'l- (1- a)(l -1'I)Pn,m(O).
The eigenvalues of S are the roots of the equation







2al'l- (1- a)(l-I'I)(Pm,,,(O) +P",m(O)),
[al'l- (1- a)(l-I'I)Pm,,,(O)J[al'l- (1 - a)(l-I'I)Pn,m(O)]




vVe observe that det( S) vanishc!'! for a = t or (3 = t and tr(S) vanishes for (3 =
.pm,n(O)+PIl,,,,fB or a = Pm.n(O)+Pn,m(O) respectively. So the (optimal) values of the
2+Pm.n(8)Pn,m(O 2+p... ,.,(8)p.,.m{8) ' ,
parameters that make the spectral radius vanish (and make S be the nullmatrix) have
been found. In general, since the submatrix S that vanishes is a 2 X 2 one, and the only
nonzero clements of T are in the same two columns in which the elements of S are, two
iterations of the entire scheme will make T 2 = 0 and so the exact solution of the linear
system .vill be obtained. This basic result is given in the following statement.
Theorem 2.1 For the solution of the two boundary value Helmholtz -equation we
discrctize uniformly the interval of definition and apply the method of decomposing the
domain into two nonoverlapping subdomains as this was described previously. Then the
optimal pair of the parameters (CY, (3) are given by
(a, (3) ( 1 Pm,n(B) + Pn,m(B)) or2' 2 +Pm,n(B)Pn,m(Bj (2.36)
and the algorithm converges to the exact solution of the linear system in two iterations.
o
If we choose the two subdomains to be of equallenght, namely fh = (0, t), n2 = (~, 1)
and r = ~ then the application of the previous theorem gives the following corollary.
Corollary 2.1 For the solution of the problem defined in Theorem 2.1, considering
equal subdomains (m = n) the (optimal) pair of the parameter!'! (a,{3) is (t, t) and the
algorithm converges in one iteration! 0
Notes: a) The values a = (3 = ! make all the elements of the columns of the block
matrices to which the four elements of S belong vanish. As a result of this the exact
values of the uknowns at the nodes of n are obtained from the elements of the last two
subvectors of the iteration vector after only one iteration. b) The results of this statement
were also obtained in [15].
Obviously the theory developed so far holds in the case of Poisson equation as well in
which case q = o. Then it will be 0 = 0 and is readily can he found that limo....o Pm,n (0) =
,::. In this case Theorem 2.1 becomes:
Corollary 2.2 For the solution of the two boundary value Poisson equation we dis-
cretize uniformly the interval of definition and apply the method of domain decomposition
into two nonoverlapping subdomains as this was described previously. Then, the optimal
pair of the parameters (a, (3) are (t, r~2,::)~) or (r:,,2t::j:, t), and the algorithm converges
in two iterations. 0
Also in the case of the two equal subdomains for the Poisson equation Corollary 2.1
holds the same.
The analysis we have done so far allows us to determine also the values of the pa-
rameters a and {3 for which convergence of the scheme proposed takes place. Thus we
ha.ve:
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Theorem 2.2 For the solution of the problem that is described in Theorem 2.1, the
values of 0 and (3 (regions of convergence) for which scheme (2.12) converges are
J( := ({a,;3) E JR': 0 < a < 1, 0 <;3 < 1 and
(6 - Pm,n(O) - Pn,m(O))a;3 + (Pm,n(O) + Pn,m(O) - 2)(a +;3 -1) > OJ. (2.37)
Proof: To determine the region of convergence we must find the conditions so that
the root~ of the quadratic (2.34) lie strictly in the interior of the unit disk. An obvious
condition is
Idet(S)1 < 1 {=} -1 < (2a -1)(2;3 -1) < 1 (2.38)
which givc~ the region between the two hyperbola~ (20 - 1)(2(3 - 1) 1 and (20-
1)(2(3 - 1) = -1, as this is depicted in Figure 2. This condition covers even the ca~c
where the quadratic has complex conjugate roots with modulus less than one. When,
however, the roots are real they must lie in the interval (-1,1) and the quadratic must
take positive values at the points -1 and 1. Therefore we have also the conditions
1- tr(S) + det(S) > 0 and 1 + tr(S) + det(S) > O. (2.39)
Here it is noted that the ~ame conditions would have been obtained if we had applied the
Schur-Cohn algorithm [7]. If we substitute the values of (2.35), the first condition gives
(1 - a)(1 - ;3) > 0
and the second one
(6 - Pm,n(O) - Pn,m(O»)a;3 + (Pm,n(O) + Pn,m(O) - 2)(a +;3 -1) > OJ.
(2.40)
(2.41)
Conditions (2.38), (2.40) and (2.41) are all satisfied in the region j( of (2.37). 0
In Figure 2.b the curves of conditions (2.38), (2.41) are depicted when 6 ~ Pm,n(O)-
Pn,m((}) < 0 while in Figure 2.c are shown when 6 - Pm,.. (O) - Pn,m((}) > O. In the case of
equality, (2.41) degenerates to 0 + (3 - 1 > 0 as this is shown in Figure 2.a.
As in the case of the optimal parameters we can also give here analogous statements.
Corollary 2.3 For the solution of the problem defined in Theorem 2.1 and in the
case of equal subdomains m = n, the region of convcrgence is given by all the pairs of
the parameters (0, (3) that lie in the open unit square, that is
j(~{(a,;3)EJR' : O<a<l, O<;3<lj. (2.42)
Proof: In the present case (2.41) degenerates to 0(3 > 0, and the region of conver-
gence is the one given in (2.42). 0
Corollary 2.4 For the solution of the Poisson equation as this is defined in Corollary
2.2 thc region of convergence for the parameters (0, (3) is given by
















Figure 2: Regions of Convergence
(2.43)
Corollary 2.5 For the solution of the problem defined in Corollary 2.4 in the case of
equal subdomains (m = n), the region of convergence for the parameters (0:', (3) is that
in (2.42) (open unit square). 0
3 Two-Dimensional Case
We consider the Helmholtz boundary value problem
-6.u+qu = J in !1=(O,a) x (O,b), u
14
g Oil iJn (3.1 )








(0,0) X, ~ )1;..... , ::J. x
Figure 3: Discretization of the Two-Dimensional Domain
where q is a positive constant and 9 is given. We diScIctize uniformly n with m + n
subintervals in the x-direction and 1+1 in the y-clircction assuming that h = m~n = 1~1'
vVe decompose n into two subdomains ,01 = (0, mil) x (0, b) and O2 = (mh, a) X (0, b) as
this is shown ill Figure 3.
In the discrcti:mtion we first order the nodes along the y-dircetion and then along
the x-direction. We denote by ulk ) the i th [-dimensional block element of the itera-
. d' h k<h" I UIC) - [ Ie) IC) IC)jT TlhOll vector unug t C IteratIOn, name Y i - U(i_l)l+l' U(i_l)I+21 ... ' Ui/ . Ie
discretization of the Dirichlet problem in fh gives a linear system which in block form
corresponds to the one in (2.3)
D, -1, u1 21>+1) F, +G,
-I, D, -I, UJ2kHl F,
(3.2)
-I,
-I, D, U(2k+l) F: +(U(2'+'j)
m-I m-l m 1
In the same way the discretization of the Dirichlet problem in fh gives the linear system
D, -I, U(2I.-H) Fm +> + (U!;,+l)j,m+>
-I, D, -I, U(2k+l) F m +2m+2
(3.3)
-I,
-I, D, U(2kH) Fm +n _ 1 + G2
m+n-l
15
where 1, is the I x I unit matrix and Dr the I x I matrix
4 + qh' -1




g(a'Yl) j,' f(x;, Yl) + g(x"O)
g(a, y,) ]" f(·';,Y')
G''l. = and Pi =




i ~ 1(I)m + n
+landi¥m. (3.4)
(U~)h and (U!Ph are in analogy to the one-dimensional case the ph approximations to
u on the common boundary r of!1 1 and !12l respectively. As in the one-dimensional case
these values are taken to be the linear combinations
(Uj;k+l l j, = a(Uj;kl ), +(1- a)(U~2k»)"
(U!;k+I)j, = a(Uj;kl), + (1- a)(U!;k)j,. (3.5)
The discretization of the outwardly normal derivatives on r is analogous to that in
the one-dimensional case. Taking the corresponding boundary conditions we end up with








Wa + j3 _1)(Uj;k1j, + Hj3 - a)(Uj;kl ),






U(a + f3 - l)(U,\;kJ), + ~(f3 - a)(U,\:kJ),
_1(1 _ (3)Ul2k+l J +2(1 _ (3)U(2k+I) _ 2f3U(2k+I) + lf3U(2k+IJj
2 m-2 m-l m+l 2 m+2
Fm +!
Fm +1l - 2
Fm +1l- 1 + G2
(3.7)
Based on the above the two-dimensional problem is solved with the following parallel
algorithm.
Algorithm 3.1 Give arbitrary values to V;(-I) , ulO), z
(U,I:'Jh, (U,I:')),.
For k = 0,1,2, ... , until convergence do
l(l)m + n - 1, 1 ,p m, and
i Solve in pamllcllinear systems (3.2) and (3.3) subject to conditions (3.4).
ii Solve in parallel linear syslems (3.6) and (3.1) subject to conditions analogous
to the ones in (2.9) /01' lhe lwo-dimensional case.
End of iteration
End of Algorithm 3.1
For the study of the convergence of the problem we combine the four linear systems
































~(tl o)I, ,fa + fJ 1)/,
(J.B)
To study the convergence of iterative scheme (3.8) we denote again by T and C the
matrices that are present in it and by S the matrix T-1C.
Let X E !RI,I be the matrix with columns the normalized eigenvectors of D/. Since
D1 is real symmetric, X will be orthonormal. The Jordan canonical form of D1 will be
J, = XTD,X
where J1= diag( AI, ).2, ... , A/) with Ai, i = 1(1 )n, the eigenvalues of D1which arc
(3.9)
2 • 2 Z1r
A, = 2 +qh +4sm ( )' i = 1(1)1.2 1+1 (3.10)
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We consider the block diagonal matrix X = diag(X, X, ... , X) with 2(m+n) diagonal
blocks. It is obvious that X will be orthonormal too. Hence X-1.-=- X T . Considering the
similarity transformations of T, C and S with similarity matrix X and recalling that the
block elements of T arc D/ and h wlrile those of C are h, then after the transformation
the matrices II remain unchanged while D{ become J/. Thus we obtain
(3.11)
where T has the form of T 'with J/ in the place of D/. We now consider the permutation
tranformation of matrix T which is produced from the permutation
P = {1,l+ 1,21 + 1, ... ,2(m + n -1}1 + 1,2,21 + 2, ... ,2(m +n -1)1 +2,
... ,1,21, __ .,2(m+n}l). (3.12)
Using it we take the first clements from all J1s and place them into the first 2(m + n) X
2(m + n) diagonal block, the second elements in the second diagonal block etc. In other
words it is the permutation that reorders jhe nodes first along the x-direction and then
along the v-direction. Thus the matrix T becomes similar to
(3.13)







































vVe note that T j is the same matrix as l' of the one-dimensional case (2.12) with the only
difference being that to the diagonal clements d of the latter 4sin2 2(;~1) is added. The
same permutation matrix acting on C transforms it into a diagonal matnx with diagonal
blocks exactly the matrix C of the one-dimensional case (2.12). So, S is transformed
into a block diagonal matrix with diagonal blocks Sj which are of the same form as the
matrix S of the one-dimensional case. If we put
2 2 1.'Jr
2cosh 0, = 2 + qh + 4siu 2(1 + 1)' i = 1(1)1,
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(3.15)
then one can develop the theory of the one-dimensional case for each diagonal block of
s. Therefore the nonidentically zero eigenvalues of ,~ will be 2l and will be given in pairs
from the quadratics
-,' - [20;1 + (0 +;1- 1 - o;1)Bi l-' + (20 - 1}(2;1- 1) = 0, i = 1(1)/, (3.16)
as this is implied from (2.34) and (2.35), where we have put
B, = Pm.,,(O,) +P".m(O,). (3.17)
Now we can state and prove statements analogous to the ones in the one-dimensional
case regarding the regions of convergence and the optimal values of the parameters Q and
fl. Starting with the regions of convergence the corresponding statement to Theorem 2.2
will be:
Theorem 3.1 For the solution of the two-dimensional Hehnholtz equation under
Dirichlet boundary conclitions, we uniformly discretize and apply the method of DD as
this was described previously. The region of convergence for the parameters Q and fl will
be
J( = {(0,;1) E JR2 , 0 < 0 < 1,0 <;1 < 1, 40;1-(BM -2)(1-0)(I-;1) > OJ, (3.18)
where
Proof: From Theorem 2.2 we have that
"
J( = n,=,IC = n{(a,;1) E JR' , 0 < a < 1, 0< fJ < 1, 4afJ - (B, - 2)(1- a)(l- fJ) > OJ.
i=1
(3.20)
( ! [1 + (v%iTI--m;;;+2) 'I ! [1 + (.fJ!iill-.,(lJ;;;f'i )'J)2 JBu 2 JBm 2 '2 ~+~
or
(![1 +( ,+,--m;;;+2)2J ![1 + (v%iTI--m;;;+2)2J)2 JBM-2+ ",-·l 1 2 ~~
while the corresponding optimal spectral radius of the iteration matrix S is
(3.19)
'Ve observe that J(j cliffer from each other only in their last condition. We also note that
the left hand side of the last inequality is a decreasing function of B;. Therefore the
inequality will hold for all B[s as long as there holds for EM = maxi B j • 0




m:jnBi , BM, m!LxBi ., (3.22)
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Proof: We have to solve a two-parameter optimization problem. Such problems
occur very often in the iterative methods and are very difficult to solve. Usually"good ll
values of the parameters are found instead of optimal ones. In our case, however, we will
find optimal parameters. Since the problem is symmetric with respect to its parameters
a and 13 we may assume that a ~ 13. For i = 1(1)1, we denote by
At ~ [20iJ - (1- 0)(1- iJ)B, + J[20iJ - (I - 0)(1- iJ)B,J' - 4(20 - I)(2iJ - 1)] (3.23)
Ai ~ ~ [20iJ - (1- 0)(I - iJ)B, - J[20iJ - (1 - 0)(1 - iJ)B,J' - 4(20 - I)(2iJ - 1)] (3.24)
the roots of the quadratics (3.16) which are also the eigenvalues of S. It is easy to note
that if Ai is that out of (3.23) and (3.24) that corresponds to the maximum modulus then
it is a decreasing function with respect to Bi as long as At and Ai are real. The modulus
remains constant for those Hi for which At, Ai are complex conjugate numbers. Also,
we note that
s, = 20iJ - (1- 0)(1- iJ)B, (3.25)
is a decreasing function of B i . So, if the spectral radius corresponds to a negative eigen-
value, that will be AA:J while if it corresponds to a positive one, it will be At,. We
investigate a little further these two quantities. First, we assume that the optimal value
of the spectral radius, p(S), of 5 corresponds to A\:,. Then there will be a and 13 in their
region of definition such that I
ax" I[(2iJ+(I-iJ)B,u)J,~, 4(2a 1)(2iJ I)-s,uJ+4(2P-l)--~ =0






1) - ',ul +4(2a -1)
=0
1)
Eliminating XAI from (3.26) we obtain
(BM + 2)(0 - (3) = 0 <=* 0 = (3.
However, for a = 13, (3.26) give
(3.27)
(3.28)
Since the first term of the first member of (3.28) is positive, a must be strictly less than
~. Consequently, -AA" > 1\\IAtJI = 1- 2a, so
(20 + (1- o)BM)(->';,,) +2(20 -1) > (20 + (1- o)BM)(l- 20) +2(20 -1)
(1- 2o)(B,\f - 2)(1 - 0) > o. (3.29)
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Tm:-; means that the optimal v'cuue does not correspond to a local minimum of AJ.,J- If we
assume that it corresponds to a local maximum of J.;t;., then following a similar reasoning
we end up with the same conclusion. Therefore, if the optimal value corresponds to real
eigenvalues it will correspond to a point where the maximum goes from AJ.,J to A;t;., or
vice versa, implying that A;t;. = -A;\:I. So, we have to minimize ..\.;t;. under the assumption
that A;:; = -Xi,.
Using Lagrange multipliers we will have
(3.30)
First we examine the case V(>'~:'\;;f) = 8(>'~;\\,) = o. Then (3.30) become va: = V;} = 0,
wmch can be proved, in a similar way a<; in the previous case of ..\.];'!, that it can not
happen. Therefore, there exists no local extreme value that comes from a critical point
meaning that the minimum value will be assumed on the boundary of the region of
definition. The region of definition is a subset of the region of convergence, which was
given in Theorem 3.1, so that ..\.;t;. = -AM E JR. If a and (3 are on the boundary of the
region of convergence they will give a spectral radius equal to one and that will be a
maximum. Therefore they must be taken at the other end of the boundary where they
go from real to complex conjugate roots, namely when they become double roots_ Hence
the optimal pair will be obtained for
Ll m = LlM = 0 and 8 m = -SM, (3.31)
where Llm and Ll J1I1 denote the corresponding discriminants of the quadratics_ Let that
ta(A;:; + Aif) ¥ 0 or toP;:; + Ai,) ¥ O. Eliminating J1 in (3.30) we find
0>.;;, iJAi, _ iJA;:; iJAif = D. (3.32)
iJa iJf3 iJf3 iJa
Making the necessary substitutions and performing all the calculations ill (3.32) we find
out that this is verified for a = f3. For the determination of the optimal parameters we
put a in the place of {3, ill the equation ANJ +A;;' = o. From this we obtain that it suffices
to have
8 m + 8M = 0 {=} 4a' - (1 - a)'(Bm + BM ) = O.
The solution of (3.33) gives that the optimal parameter is
(3.33)
(3.34)
If we put the value just obtained into the discriminant Llm , we find out that Llm < 0
which contradicts our assumption that the roots are real. This means that there is no
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local minimum in the region of definition. So, the optimal values will be given at the
endpoint where they were given in the previous case that is (3.31) holds.
The case that remains to be examined is when the optimal parameters arc obtained
when all the eigenvalues are complex. Then the eigenvalues will lie on a circle centered
at the origin 0 whose radius will be )(20:. - 1)(213 - 1), and so we have to minimize this
value or equivalently the function
f("',f3) = (2'" -1)(2f3 -1) (> 0), (3.35)
where because of the symmetry of the problem, either 1 > 0:. ;:::: {3 > t or ~ > 0' 2: (3 > o.
As we saw in (3.25), the real parts tSi of ).j can be ordered from the smallest ~S/L'l to
the largest ~sm. Assume that we have found the optimal values (n-,{3-) so that the
corresponding si's satisfy the inequalities
-2Jf(",",f3") < s;'[ < ... < s7 < ... < s;:' < 2Jf("'",f3"). (3.35)
We consider an c > 0 small enough, increase 0:.- by E and decrease {3- by c, so that either
1 > a'" + E > {3- - c > ! or ! > 0'- + E > {3- - E > 0, whichever applies. We have that
(2"'" - 1 + 2<)(2f3' - 1 - 2<)
(2"'" -1)(2f3" -1) - 4«(",' - f3') - 4,' < f(",",f3"). (3.37)
On the other hand
s,(",' + <, f3" - <) = 2("," + <)(f3" - <) - (1- "'" - <)(1- f3" + <)B,
= s7 + (B, - 2)«"," - f3" + <) > s7· (3.38)
Because of the strict inequalities at the two ends of (3.36) we can find an c small
enough such that -2Jf("'" + "f3" - () < .'M("'" + (,f3" - () and sm("" + "f3" - ,) <
2)f(a.- + E, (3- - E). In tlils way we improve the spectral radius which contradicts the
assumption that the pair (a'", (3'") i5 the optimal one. Therefore for the optimal pair
there ,...ill hold either s~l = -2JJ(O'", (3-) or S;I = 2)J(0:'",(3-). In the following we ex-
amine only the case Sm = 2Jf(o:, (3). The other case SM = -2)f(a., (3) can be examined
similarly and can give the same results. So, we consider
.6m = 0 (3.39)
(3.40)= 0




2(2iJ -1) + 21'{[2iJ + (1- iJ)B=)[2"iJ - (1- ,,)(1 - iJ)Bml- 4(2iJ -1)) = 0,
2(2" -1) + 21'{[2" + (1- ")B=)[2,,iJ - (1- ,,)(1- iJ)Bm]- 4(2" -1)) = O. (3.41)
If we assume that atom = a:/3w = 0 then (3.41) will give Q' = {3 = ~, when, however,
a:om =F 0 and a:J" f:. o. Therefore we examine only the case atom -I 0 or a:/3m =F o.
Eliminating Il, (3.41) give after some manipulation that
[2"iJ - (1 - ,,)(1 - iJ)Bm](Bm+ 2)(iJ -,,) = 0 (3.42)
which is equivalent to 0' = {3 since the first factor is Sm > o. To determine a we put
{3 = 0' in (3.39) which then becomes
[2,,' - (1- ,,)'B=]' - 4(2" _I)' = 0
{=} (B= - 2)(a - 1)'[(B= - 2),,' - 2(Bm+ 2)" + (B= + 2)] = O. (3.43)
The double root Q' = 1 is discarded since it does not belong to (0,1). We are left with
the only root of (3.43) which is in the region of definition
.,)Bm+ 2(.,)B= + 2 - 2) (3.44)
If we put this value into 8 m , we readily see that 8 m < 0, which means that the optimal
value given by (3.44) is outside the region of definition since then all the eigenvalues will
be real. Therefore there is no optimal value in the domain of definition. So, the optimal
value will be on the boundary and the critical point will be that where AM becomes
complex from real and therefore AM is a double root. One case is when 0' = {3 = 1 when
the spectral radius is one and is therefore discarded. TIns end of the boundary gives the
maximum value. The other end which is when
(3.45)
will certainly give the minimum. We note that (3.31) and (3.45) are exactly the same.
This means that the optimal subset of the real eigenvalues AJVJ and Am and the optimal
subset of the complex eigenvalues coinside and they both lie on the boundary of the
subsets, that is where they all become double ones. To determine 0' and (3 so that (3.31)
hold we use for .6.m and .6.JH the expressions
"'= = [2(" + iJ - 1) - (1 - ,,)(1- iJ)(Bm - 2)1' - 4(2" -1)(2iJ - 1)
= (1- ")'(1_ iJ)'(B= - 2)' - 4(" + iJ -1)(1- ,,)(1 - iJ)(Bm- 2) +4(" - iJ)',
"'M = (1- ")'(1_ iJ)'(BM - 2)' - 4(" + iJ - 1)(1- ,,)(1- iJ)(BM - 2) +4(" - iJ)',
(3.46)
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In view of (3.45), expressions (3.46) imply that the quantities Bm - 2 and B1\;f - 2 will
be roots of the same quadmtic. Let s be their sum and p their product. These will be
given from the expressions
4(a+jJ-l)
s = ,(1 - a)(1 - jJ)
From (3.47) we obtain
4(a-jJ)' ( 2(a-jJ))
p = (l-a)'(I-jJ)' .,fji= (l-a)(I-jJ) . (3.47)
s 2(a+jJ-l)
a-jJ
and jJ ~ s - 2.,fjia + 2.,fji .
s+2JP s+2.,fji (3.48)
Subs~ituting (3.48) into the first of (3.47) we have that
.,(1- a)(I- s - 2.jPa _ 2.,fji ) = 4(a + s - 2.,fjia + 2.,fji -1) (3.49)
s + 2.jP s + 2.jP s + 2.,jP s + 2.,fji
or equivalently
(8 - 2.,fji)a' - 2(s - .,fji+4)a + s +4 = 0
when
s - .,jP + 4 - /p + 4s + 16
0' = .
S - 2.jP
Substituting the expressions for sand pinto (3.51) we have
(3.50)
(3.51)
Bm + 8M - J(Bm - 2)(BM - 2) - J(B", + 2)(BM + 2)
a = --"---"---''-'r(-:Vi'i.BFM~''i2-'----V78itm~"i2\2)'---"--"'------'-
WB", - 2) + (BM - 2) - 2J(Bm - 2)(BM - 2)1
(/BM 2 /Bm 2)'
~ [( B m+ 2) + (BM + 2) - 2Jcc(B=-m-+-2=-)('""'B=-M-+-2=)]
+=--:..,(VIBYi'=f==;2~-ViiB~m==2'"')'"--"-----".
= ~ [1 + (/BM + 2 - /Bm + 2)'] . (3.52)
2 /BM-2-/Bm -2
Substituting (3.52) into the lust of (3.48) gives jJ
jJ=(/BM 2-/Bm 2)'~[I+(/BM+2-/Bm+2)']
/ll"f - 2 + /Bm - 2 2 /BM 2 - /llm - 2
(3.53)
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Since the problem is symmetric 0: and (3 can be interchanged. So, the spectral radius is
given by the following expression
p(S) = J(2OC - 1)(2,8 - 1) JBM +2-JBm +2JBM +2+ JBm +2' (3.54)
This concludes the proof of the theorem. 0
Remarks: i) The determination of the optimal values completes the study of the two-
dimensional problem in the case of two subdomains. Here we note that in the case m = n
the theorem just proved gives (0:,{3) = (!,~) and p(S) = O. In other words the Corollary
2.1 holds in this ca..<;e too. vVe also point out that the case of the Poisson equation does not
give any different results as this happened in the one-dimensional case. Poisson equation
is treated as a Helmholtz equation with q = o. In other words statements corresponding
to the ones in the one-dimensional case (e.g., Corollary 2.2) do not hold any more.
ii) A study of B j as a function of OJ E (0,00) reveals that it is a strictly decreasing
one in the interval (0, arccosh2) (from :: + ::. to 2), where at m'ccosh2 it assumes its
minimum value 2. Then for a small interval of OJ it is strictly increasing, assumes a
maximum value (very close to 2) and, finally, strictly decreases and tends asymptotically
to 2. Since for small values of h, qh2 is small then from (3.15) arccosh2 is contained in
the smallest interval that covers the spectrum of all 0is so it will not be unrealistic if we
consider as Em and 8M the values of B I and B, or 2 and B I , respectively_ In the latter
case we have 0: = {3- In all the cases 0: and {3 are very close to each other and close to t.
4 Three- and Higher-Dimensional Cases
We consider the Helmholtz equation under DiricWet boundary conditions
-11" + q" = f in n = (0, a) x (0, b) x (0, c), ,,= 9 on an (4.1)
where b:. is the three-dimensional Laplace operator, q a positive constant and g a known
function. Vve discretize uniformly !1 subdividing it into m + n subinterv-cLls in the
x-direction, II + 1 in the v-direction and l2 + 1 in the z-direction. Assuming that
k = m~n = Il~1 = h~l we decompose !1 into two subdomains in the x-direction
taking m subintervals in !11 and n in !12- Thus,!11 = (0, mk) X (0, b) x (0, c) and
!12 = (mk, a) x (0, b) x (0, c). In the discretization we order the nodes first in the
v-direction then in the z-direction and finally in the x-direction.
We can very easily realize how one can go on from the two- to the three-dimensional
case applying exactly the same analysis as before. Relationship (3.2) still holds with
the only difference that in the place of DI we have a matrix that is yieldcd from the
presence of the extra two dimensions. Namely, if HI is the matrix in the case of the
onc-dimensional Laplace equation, (3.4) gives
D, = (2 +qh')I, + H,
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(4.2)
In OUI case we will have the analog of the three-dimensional ease, namely
(4.3)
In an analogous way all the other entities can be created with no further problem. In
this way the analog to iterative scheme (3.10) is created where in the place of D/ and 11
we now have DI'/2 and h/2' respectively. It is known that the eigenvalues of D/d2 are
given by
. .
2 . 2 Z'Ir • 2 J1r ( ) (A'j=2+qh +4sm ( )+4sm (I )' ;=111
"
j~ll)I,.2 1, + 1 2 , + 1 (4.4)
Applying to D hh a similarity permutation transformation similar to the one in (3.9) and
subsequently the corresponding permutation similarity transformation to the iterative
matrix we end up with a block diagonal matrix of the form (3.13) where the number of
blocks is lll2 while each block is of the form (3.14) with Aii in the place of Ai. From this
point on the theory is developed in exactly the same way. In the place of (3.15) we now
have
. .
hB 2 -2 Z1r '2 J1r2cos 'j=2+qh +4sm (I ) +4sm (I )'2 , +1 2,+1 ; = 1(1)1" j = 1(1)1,. (4.5)
The only issue is that of changing the notation which becomes a little more complicated
without any other essential change. The smallest eigenvalue will be An and the largest
one A/,12 • Finally, if we put
the conclusions of Theorems 3.1 and 3.2 will hold exactly the same. This concludes, in
brief, the three-dimensional case.
In higher dimensions we can go on in exactly the same way. The main difference will
always be the formula that will give the eigenvalues. In d dimensions the eigenvalues will
be given by
d-1 .
.1"" ...,,_, = 2 + qh' + 4 Lsin' (I'j" )' i j = l(l)lj , j = l(l)d -1. (4.7)
i=l 2 i + 1
Finally, Em and EM will be given from formulas analogous to (4.G)-(4.7) and Theorems
3.1 and 3.2 will hold the same.
With the above extension and generalization the study of the method of decomposing
the domain into two nonoverlapping subdomaills and using the averaging technique as
this was described has been completed.
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5 Numerical Examples
In order to confirm the validity of the theory developed and also to compare OUf results
against the best available ones obtained at the PDE level we consider the two two-
dimensional characteristic examples worked out in the article by Rice, Vavalis and Yang
[18]. In [18] the problems considered are the following two PDEs:
Example 1: The Poisson equation (3.1) in the open unit square n = (0,1) X (0,1)
with q = 0 and the functions f and 9 being such that the PDE equation has the solution
u{x,y) = sin(fx)y{l-y).
Example 2: The Hehnholtz equation (3.1) in the open unit square!1 (0,1) X (0,1)
with q = 0.5 and the functions f and 9 being such that the PDE equation has the solution
u{x,y) = 3ex +'x{1- x)y(l- y).
We considered the same uniform discretization as in [18] with mesh gi:t.es 11. = 3~ and
h = tio. Since the local truncation error is of order 0(h2 ) tms will be of order 0(.00111. .. )
and O( .000277... ), respectively, for the two mesh sizes considered. In other words the first
truncation error is of the order of accuracy of two decimal places while the second one is of
three decimal places. vVe used FORTRAN programs with single precision arithmetic and
the stopping criterion J[u(k+ l ) - u(k) 1100 ::; (, with u(kH), u(k) the two successive iterates
of (2.13), where ( = .5 X 10-3 and .5 x 10-\ for the two sizes considered. As is seen
we required an accuracy of one more decimal place than what the order of the local
truncation error suggests. In all the experiments that were worked out the initial guess
u(O) was taken to be zero. To find the solution of each of the four linear subsystems in
each iteration the method of LU decomposition for banded matrices was used.
In the illustrative Tables the following items are exhibited: The position of the inter-
face (xm), the optimal values of the two parameters involved (u"pt, (Jopl) as well as the
corresponding optimal spectral radius (POPI(S)), obtained by our theory (see (3.20) and
(3.21)), and finally the absolute errors Ilu(k) - ullo.:>, where u is the theoretical solution of
the given PDE, for each k = 1,2,· .. until the convergence criterion is satisfied.
Looking very carefully at the four Tables OIle can make the following observations.
i) vVhen X m = 0.5, that is the interface decomposes n into two equal subdomains nl
and n2 , convergence is achieved in exactly one iteration as the theory developed predicts.
ii) When X m -I 0.5, in all the cases examined U"pt = Popt at least for the accuracy
sought. This is due to the fact that the quantity Em of (3.22), (3.17), (3.15), (2.29)
is very close to 2 as a result of which the two parameters are almost equal as this was
explained in Remark (ii) that followed Theorem 3.2.
iii) In most of the cases where X m -I 0.5 convergence is achieved after three iterations.
Looking at the errors observed one could say that the solution had already been obtained
after the second iteration. So, convergence takes place at an earlier stage. The extra
iteration(s) needed to satisfy the stopping criterion can be explained by the presence of
the round-off errors and the single precision arithmetic used.
iv) In the pairs of cases where the interface is at X m and 1 - X m , respectively, the
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differences in the "alues of the corresponding optimal parameters obtained are negligible.
According to our theory, this is due to the symmetry of the two problems (Theorem 3.2).
v} As one can check the results in our experiments compared to the corresponding
ones in [18], which arc the best ones among those in a number of comparable methods,
enjoy a better accuracy in all the cases tested.
6 Concluding Remarks
As the reader may have realized a most important problem will be that of decomposing
the domain into more than two nonoverlapping subdomains. In this general case a
preliminary analysis shows that some matrices called Centrosymmetric playa vital role
and the study of their properties has a tremendous interest from the Linear Algebra
point of view. \lVe have been studying these matrices in order to be able to find regions
of convergence and/or optimal parameters in the case of more than two subdomains.
Another possible direction of further research is to study the nonoverlapping DD
method as this was described earlier for more general Elliptic PDEs.
\lVe have been investigating all these issues and the very first results so far arc very
encouragmg.
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Table 1: Example 1: Grid size :~o x io
absolute
X m nopt (3opt Pop,(S) errors
0.5 0.5 0.5 0 4.07E - 6
1.27E 2
0.6 0.500423 0.500423 8.46741E - 4 2.28E - 5
3.56E 6
9.23£ 3
0.4 0.500423 0.500423 8.46741E - 4 1.56£ - 5
4.43£ 6
Table 2: Example 1: G1'id size Jo X Jo
absolute
X m ('{opt f30pt Pop,(S) errors
0.5 0.5 0.5 0 1.88E 5
1.27E 2
0.6 0.500422 0.500422 8.44897E - 4 3.74E - 5
3.56E 5
9.21E - 3
0.4 0.500423 0.500423 8.46741£ - 4 2.70E 5
1.52E 5
2.23E - 2








Table 3: Example 2: Grid size ;0 x 310
absolute
Xm Gopt flopt p,pt(S) errors
0.5 0.5 0.5 0 2.60E - 4
3.25E 2
0.6 0.500382 0.500382 7.64738E -4 2.79E 4
2.43E 4
2.66E 2
0.4 0.500382 0.500382 7.64738E - 4 2.96E 4
2.77E 4
Table 4: Example 2: Grid size o~ X (j~
absolute
X m G'opt flopt Popt(S) errors
0.5 0.5 0.5 0 1.05E - 4
3.26E 2
0.6 0.500381 0.500381 7.62953E - 4 1.44E -4
9.92E 5
2.67E 2
0.4 0.500381 0.500381 7.62953E - 4 1.32E - 4
1.07E 4
5.46E - 2




0.35 0.501015 0.501015 2.03071E - 3 2.41E - 4
1.08E 4
1.08E 4
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