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Abstract
We describe a method to evaluate integrals that arise in the asymptotic
analysis when two saddle points may be close together. These integrals,
which appear in problems from optics, acoustics or quantum mechanics
as well as in a wide class of special functions, can be transformed into
Airy-type integrals and we use the trapezoidal rule to compute these in-
tegrals numerically. The quadrature method, which remains valid when
two saddle points coalesce, is illustrated with numerical examples.
Keywords Airy-type integrals; Numerical quadrature of oscillatory integrals; Numeri-
cal integration; Asymptotic approximations; Saddle point analysis; Computing special
functions.
1 Introduction
We consider the numerical evaluation of integrals of the form
F (η) =
1
2pii
∫
C
e
1
3
t3−ηtf(t) dt η ∈ R. (1.1)
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The contour C runs from ∞e− 13pii to ∞e+ 13pii. The function φ(t) = 13 t3 − ηt,
with derivative φ′(t) = t2 − η, has two saddle points ±√η, the zeros of φ′(t).
The function f(t) is assumed to be analytic in a neighborhood of the contour C.
When we want to compute this integral, it will be convenient to choose the
contour suitably, which means that we like to avoid contours where the dominant
part of the integrand eφ(t) is strongly oscillating. We already prescribed that
the contour terminates in two valleys of the function e
1
3
t3 , but we can do more
by trying to choose a path on which ℑφ(t) is constant, always verifying if the
function f(t) is allowing such a choice.
According to the classical methods of asymptotic analysis for contour in-
tegrals (see, for example, [22, Chapter 4]), the optimal choice is taking the
path C trough a saddle point, say, √η, on which ℑφ(t) = ℑφ (√η). When
η > 0 this is indeed the best choice. In that case ℑφ (√η) = 0, and by writ-
ing t = u + iv, the equation that defines this optimal path C is described by
ℑφ(t) = v (u2 − 13v2 − η) = 0. The path that terminates in the valleys as
assumed for the integral in (1.1) is governed by
u =
√
1
3
v2 + η, v ∈ R. (1.2)
When η = 0 the contour consists of two halflines v = ±√3u, u ≥ 0. For η = 1
and η = 0 the contours are shown in Figure 1.
When η < 0 we no longer have ℑφ (√η) = 0, and we need to consider
both saddle points on the imaginary axis. For the saddle point on the positive
imaginary axis we write β =
√−η, we see that ℑφ(iβ) = 23β3, which gives for
the path through t = iβ
u = (v − β)
√
v + 2β
3v
, v > 0, β =
√−η. (1.3)
There is a similar path through t = −iβ, and the original contour C is split up
into two parts. See Figure 1 for the case η = −1. Of course, we can take both
paths if f(t) is analytic in a domain around the contours.
When we take f(t) = 1 the integral in (1.1) becomes one of the Airy func-
tions, in that case we have
Ff=1(η) = Ai (η) . (1.4)
This function satisfies the differential equation w′′(z)−zw(z) = 0, and this is the
simplest second-order linear differential equation with a turning point (a point
where the character of the solutions changes from oscillatory to exponential).
The Airy function Ai(z) is exponentially decaying for z > 0, and oscillating for
z < 0.
Another classical form is
G(η) =
1
2pii
∫ ∞
−∞
ei(
1
3
s3−ηs)f(s) ds, (1.5)
2
η = 1
η = 0
η = −1
η = −1
η = 0
Figure 1: Saddle point contours C for the integral in (1.1) for η = 1, η = 0,
and η = −1.
which emphasizes the oscillatory nature of the integral. When f(s) = 1 we have
Gf=1(η) = −iAi(−η).
The integral in (1.5) can be written (when the analytic properties of f(s)
allow) in the form
G(η) =
1
2pii
∫ ∞e 16pii
∞e
5
6
pii
ei(
1
3
s3−ηs)f(s) ds, (1.6)
and now the oscillations at infinity are under control because the contour of
integration starts and terminates in the valleys of the integrand. By substituting
s = it, we find
G(η) = − 1
2pi
∫
C
e
1
3
t3+ηtf(it) dt, (1.7)
where C is the contour used in (1.1).
The integrals in (1.1) and (1.5) arise in asymptotic analysis when we trans-
form a contour integral like
H(λ, α) =
1
2pii
∫
L
eλp(s,α)q(s) ds, (1.8)
where λ is a large parameter, and when the saddle points (the zeros of ddsp(s, α))
are close together, or coalesce, for example under the influence of the param-
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eter α. These integrals occur frequently in the asymptotic analysis of special
functions, but also in problems from physics.
In §4.1 we show how to transform an integral for Jν(νz) into our standard
form (1.1). The function Jν(νz) has a turning point at z = 1. To see this, for
the function Jν (νe
z) we have the differential equation (see [20, §10.13])
w′′(z)− ν2 (e2z − 1)w(z) = 0, (1.9)
with a turning point at z = 0. Indeed, when ν is large, the function Jν(νz)
oscillates strongly for z > 1 and is exponentially small for 0 < z < 1.
In §4.2 we give an example for the Hermite polynomial. We consider the
form Hn
(√
2n+ 1x
)
, which has Airy-type behavior when x crosses the two
turning points ±1. Details on these examples can be found in [22, Chapter 23],
where the transformation of integrals of these functions into an Airy-type form
is described.
For Airy-type integrals of the form (1.1) asymptotic expansions can be ob-
tained. These are well defined in the neighborhood of the turning point (z = 1
in the case of the Bessel function Jν(νz)). Usually, the coefficients of the asymp-
totic series are difficult to evaluate near the turning point. There are several
methods to avoid these problems, for example for the Bessel function by ex-
panding the coefficients in powers of (z − 1). See [12, §8.5] and [21]. In [8] a
new approach is described based on computing Cauchy’s integral formula for
coefficients of the expansion by using the trapezoidal rule.
In this paper we show how to use a simple numerical method to compute the
Airy-type integrals of the form (1.1). We use the ideas of asymptotic analysis to
obtain suitable contours, the saddle point contours, without deriving asymptotic
expansions. We use the trapezoidal rule for the integral in (1.1) for three cases:
η > 1, −1 ≤ η ≤ 1, and η < −1. In §2 we give a few details about the
trapezoidal rule for integrals on R. In a special case we compare the trapezoidal
rule with Hermite quadrature. For complex values of η the method can be used
as well. Special care needs the selection of smooth contours when the phase of
η becomes ± 23pi, which is related with the Stokes phenomenon for the Airy-type
type integral. For details we refer to [13], where the computation of the Airy
function Ai(z) is considered for complex values of z.
Apart from using the simple trapezoidal rule, another benefit of our method
is that we can use it for integrals of the form in (1.8) without transforming it
into an Airy-type form as in (1.1). In §5 we use an integral representation of
the J-Bessel function to show how to avoid the cubic transformation.
In a recent paper [15], the approach also avoids developing an asymptotic
expansion and computing the coefficients of the Airy-type asymptotic expansion
and of the Airy functions. These authors use also numerical computation of the
integral in the representation given in (1.1). Their novel idea is based on Gauss
quadrature on the complex contour C with polynomials that are orthogonal on
this contour. This requires the computation of the zeros of the polynomials and
moments, and these topics are discussed in detail in [15]; an earlier paper on
this topic is [6]. In this way a uniform method of computation is obtained valid
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for general and certainly small values of the parameter η in (1.1). In [15] an
asymptotic estimate is given for error terms in their Gauss quadrature approach.
We see in that paper, once the nodes and weights of the quadrature rule have
been made available, very good performances of the quadrature rule for rather
small degree of the underlying orthogonal polynomials.
There is a vast literature on oscillating integrals, old and new, where integrals
are discussed that are more general than the Airy-type integral considered here,
with asymptotic aspects and numerical evaluations. We mention research on the
Pearcey integral, the swallow tail integral, with applications in physics, optics,
chemical physics, and so on. For further information, we refer to [2], [4], [5],
[7], [9], [16], [17], [18], and to references in these publications. In [1, §36.14] an
overview of applications is given with references. For information on the Airy
and Bessel functions used in this paper we refer to [19] and [20].
2 The trapezoidal rule on R
The integral
F (λ) =
∫ ∞
−∞
e−λt
2
f(t) dt, λ > 0, (2.1)
arises in asymptotic analysis as a standard form after transformations when
using Laplace’s method (see, for example, [22, Chapter 3]). The saddle point is
located at the origin and the simple dominant exponential e−λt
2
of the integrand
is a convenient starting point to obtain asymptotic expansions. At the end of
this section we explain how this works. After a substitution to get λ out of the
exponential function (see (2.5)), the integral in (2.1) becomes the well-known
form to apply Gauss-Hermite quadrature. We will obtain (2.1) also after some
transformations applied to our standard integral in (1.1).
We assume that f(t) is analytic inside a strip of width 2a around R, a > 0,
and for large t of order O (tα) for some α. Then the trapezoidal rule has the
form
F (λ) = h
∞∑
k=−∞
e−λ(kh)
2
f(hk) +R(h), h > 0. (2.2)
By using contour integration along the boundaries of the strip, using residue
calculus, and assuming some decay of |f(x± ia)| for large |x|, it can be shown
(see [14] and [12, §5.4]) that the error term R(h) can be estimated by
|R(h)| ≤ e
−pia/h+λa2
sinh(pia/h)
∫ ∞
−∞
e−λx
2
(|f(x+ ia)|+ |f(x− ia)|) dx. (2.3)
We combine the exponential term in front of the integral with the exponential
behavior of the hyperbolic function, and consider −2pia/h+ λa2 as a function
of a, which is minimal for a = pi/(λh). Assuming that this value of a is possible
(which depends on the singularities of the function f(t)), and assuming that the
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integral in (2.3) is not a large factor, we can conclude that
|R(h)| = O
(
e−pi
2/(λh2)
)
, h→ 0. (2.4)
This exponentially small behavior of the error was first observed by [14]. More
details can be found in [12, §5.4]. An extensive recent overview on the exponen-
tially convergent trapezoidal rule can be found in [23].
In the applications from asymptotics, the parameter λ may be large. In that
case the integral in (2.1) converges very fast and we need small values of h such
that λh2 → 0. However, the number of terms needed for numerical convergence
of the series in (2.2) may be acceptable. This can be seen when we rewrite the
integral (2.1) in the form
F (λ) =
1√
λ
∫ ∞
−∞
e−s
2
f
(
s/
√
λ
)
ds. (2.5)
For this integral the estimate in (2.4) has λ = 1. For large values of λ function
values of f are needed for small values of its argument, as also follows from
(2.1). For the algorithm there is no need to use the integral in (2.5), but it may
be convenient to work always with the Gaussian function e−s
2
.
On the other hand, when in (2.1) λ is large, a few coefficients fk of the ex-
pansion f(t) =
∞∑
k=0
fkt
k substituted in (2.1) may produce the desired numerical
results from the asymptotic expansion. The expansion is, under some conditions
on f(t),
F (λ) ∼
∞∑
k=0
fk
∫ ∞
−∞
e−λt
2
tk dt, (2.6)
and evaluating the integrals, observing that terms with odd index k do not
contribute, we obtain the classical result
F (λ) ∼
√
pi
λ
∞∑
k=0
f2k
(
1
2
)
k
1
λk
, λ→∞, (2.7)
where (a)k = Γ(a+ k)/Γ(a) is the Pochhammer symbol.
We can efficiently use the trapezoidal rule on finite interval when the inte-
grand is smooth with many of its successive derivatives, which are equal at the
endpoints. This follows from Euler’s summation formula. For an example, see
the integral of the Bessel function Jν(νz) on the interval [−pi, pi] in (5.5). For
more details we refer to [12, §5.2.3].
It is one of the convenient properties of the trapezoidal rule that when halv-
ing the stepsize h the previous function values can be reused. In fact, the trape-
zoidal rule can be implemented as a recursive process for which there is control
of the convergence rate, while Gaussian quadrature is less flexible because com-
puting nodes and weights is more expensive and they can not be reused when
the number of nodes is increased. Therefore, either a good a-priori estimation
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Table 1: Relative errors in the computation of three functions by using Gauss-
Hermite quadrature and the trapezoidal rule.
case error G−H error Trap. 12h
f(t) = 1 2.00e−15 1.00e−15 1.00e−15
f(t) = cos(4t) 2.71e−12 1.09e−06 1.00e−15
f(t) = 1/(1 + t2) 1.01e−05 5.12e−05 2.06e−10
of the error is available, or one just have to just try the number of Gaussian
nodes.
Example 2.1. In Table 1 we compare the performance of Gauss-Hermite with
the trapezoidal rule. Gauss-Hermite should be exact for f(t) = 1; the result
gives a check that the weights and nodes are correct. We give three examples
for the computation of the integral in (2.1) with λ = 1. We use Gauss-Hermite
quadrature with n = 24. For this we need 12 function evaluations, because of
the symmetry of the rule and the chosen even functions. For the trapezoidal
rule we compute t0 such that e
−t20 = 10−16, that is, t0 = 6.0697 . . ., and we
choose h = t0/12 = 0.5058 . . .. Hence, we use 13 nodes kh, k = 0, 1, 2, . . . , 12.
For the results in Table 1 we use Maple with Digits = 16. For the numerical
examples given in the paper no symbolic properties of Maple have been used.
We see that for the function f(t) = cos(4t) the performance of the Gauss-
Hermite rule is much better. In the final column we use the trapezoidal rule
with h/2 and 25 nodes. ♦
3 Preparing Airy-type integrals for the trape-
zoidal rule
To evaluate the integral in (1.1) by using the trapezoidal rule we consider three
cases: η > 1, −1 ≤ η ≤ 1, and η < −1. This splitting up of R is quite
convenient, but we could have chosen other intervals. The main requirement is
that we do not use the saddle point contour for small values of |η|.
As explained in §1, we take different intervals because when η → 0 the ideal
saddle point contour for numerical quadrature becomes non-smooth, with as
limiting form the two lines in Figure 1. Apart from this, the functions in the
integrand that arise during the transformations of the variables will have their
singularities approaching the origin as η → 0.
As will appear, we use transformations that will give new integrals that are
special cases of those for the K- and J-Bessel functions of order ± 13 .
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3.1 The trapezoidal rule for η > 1
After the substitution t =
√
η w (1.1) becomes
F (η) =
√
η
2pii
∫
C
e−
3
2
ξφ(w)g(w) dw, φ(w) = − 1
3
w3 + w, (3.1)
where
ξ = 2
3
η
3
2 , g(w) = f (
√
η w) . (3.2)
We write w = u+ iv, which gives
φ(w) = φr(u, v) + i φi(u, v),
φr(u, v) = − 13u3 + uv2 + u,
φi(u, v) = −(u2 − 13v2 − 1)v.
(3.3)
The saddle point contour through the saddle point w = 1 follows from solving
φi(u, v) = φi(1, 0) = 0, that is, when we take u =
√
1
3v
2 + 1, v ∈ R. We write
u = cosh
(
1
3
θ
)
, v =
√
3 sinh
(
1
3
θ
)
, θ ∈ R, (3.4)
which is a parametrization of the saddle point contour. It follows that
3
2
φr(u, v) = 4 cosh
3
(
1
3
θ
)
− 3 cosh
(
1
3
θ
)
= cosh θ, φi(u, v) = 0. (3.5)
We integrate with respect to θ and obtain with w = u+ iv and u, v as in (3.4),
F (η) =
e−ξ
2pi
√
1
3
η
∫ ∞
−∞
e−ξ(cosh(θ)−1)g(w) cosh
(
1
3
θ
)(
1− i v
3u
)
dθ. (3.6)
To obtain the form in (2.1), we substitute τ = 2 sinh
(
1
2θ
)
, and we have
F (η) =
e−ξ
2pi
√
1
3
η
∫ ∞
−∞
e−
1
2
ξτ2h(τ) dτ, (3.7)
where
h(τ) = g(w)
(
1− i v
3u
) cosh ( 13θ)
cosh
(
1
2θ
) . (3.8)
There are several steps needed to compute h(τ) from (3.8). We summarize:
1. given τ , compute θ = 2arcsinh(12τ);
2. compute w = u+ iv = cosh
(
1
3θ
)
+ i
√
3 sinh
(
1
3θ
)
;
3. compute g(w) = f
(√
η w
)
; see (3.2);
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4. with these values compute h(τ).
An important feature of the representations in (3.6) and (3.7) is e−ξ in
front of the integrals. When η is large, it is convenient to have this dominant
factor explicitly outside the integral. This factor arises when we integrate the
integral in (3.1) through the saddle point at w = 1. On the other hand, when
η → 0, the parameter ξ = 23η3/2 tends to 0 as well, the exponential function in
the integrand loses its dominant role, and the integrals in (3.1) and (3.7) may
become divergent, due to transformations. Therefore, we consider −1 ≤ η ≤ 1
as a separate case.
Remark 3.1. When we take in (3.6) g(w) = 1, and observe that v/u is odd,
we obtain a K-Bessel function:
F (η) =
1
2pi
√
1
3
η
∫ ∞
−∞
e−ξ cosh θ cosh
(
1
3
θ
)
dθ =
1
pi
√
1
3
η K 1
3
(ξ). (3.9)
Because of the well-known relation between this Bessel function and the Airy
function (see [19, §9.6(i)]), we have
F (η) = Ai (η) , (3.10)
which also follows from (1.1) (with f(t) = 1) and (1.5). △
Remark 3.2. When ξ is large, we can expand the function h(τ) in (3.8) in
powers of τ and obtain an asymptotic expansion of F (η). From the expansion
h(τ) =
∞∑
k=0
hkτ
k we obtain (see also (2.4) and (2.5))
F (η) ∼ e
−ξ
√
2piξ
√
1
3
η
∞∑
k=0
h2k2
k
(
1
2
)
k
1
ξk
, ξ →∞. (3.11)
Similar as described after (3.8) on computing h(τ), we need several steps to
obtain the coefficients hk. First, by using (3.4), expand w = u + iv = 1 +∑∞
k=1 wkθ
k. Next expand w in powers of τ by using θ = 2arcsinh(12τ). After
this, we need to expand the factors of h(τ) shown in (3.8) in powers of τ . △
3.2 The trapezoidal rule for η < −1
The path of integration C in (1.1) is split up into two parts C = C− ∪ C+, with
C− from ∞e− 13pii to −∞, and C+ from −∞ to ∞e 13pii. See Figure 1, where we
see the two parts for the case η = −1 running from −∞ to ∞e± 13pii, with the
indicating directions of integration. As long as |η| remains bounded away from
zero, the contours C± are smooth, just as the original contour C in the previous
case for η > 1.
We denote the contributions from the paths C± by F
±(η), and we have
F (η) = F+(η) + F−(η). The saddle points are at ±iβ, with β = √−η, and
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the steepest descent paths run through these points. We assume that f(t) is
analytic around these paths and that for large values of t we have f(t) = O (tα)
for some α.
When we have computed F+(η) and f(t) is a real function (real for real
values of t), then we find F (η) by taking twice the real part of F+(η). That is,
F (η) = 2ℜF+(η).
We consider the contribution from the path in the upper half plane
F+(η) =
1
2pii
∫
C+
e
1
3
t3+β2tf(t) dt, β =
√−η, β > 1, (3.12)
through the saddle point t = +iβ. We write t = βw, which gives
F+(η) =
β
2pii
eiξ
∫
C+
e−
3
2
ξφ(w)g(w) dw, (3.13)
where
g(w) = f(βw), φ(w) = − 1
3
w3 − w + 2
3
i, ξ = 2
3
β3. (3.14)
At the saddle point w = i we have φ(i) = 0. With w = u + iv, the saddle
point contour follows from the equation ℑφ(w) = −u2v + 13v3 − v + 23 = 0.
A solution is u = (v − 1)
√
(v + 2)/(3v), v > 0. In the Introduction we have
obtained this form (see (1.3)), but here we used the substitution t = βw.
This time we use a different parametrization of the saddle point contour,
because we like to obtain an integral from which a representation of the J-
Bessel function follows, in a similar manner as we have obtained (3.6), which
becomes a K-Bessel function when g(w) = 1. See also Remark 3.1.
We take in (3.12) w = 2 sinh
(
1
3θ
)
, write θ = σ + iτ , and obtain φ(w) =
φr(σ, τ) + iφi(σ, τ), where
φ(w) = − 23 sinh θ + 23 i,
φr(σ, τ) = − 23 sinhσ cos τ,
φi(σ, τ) =
2
3 coshσ sin τ − 23 ,
(3.15)
and
F+(η) =
β
3pii
eiξ
∫
L+
eξ(sinh θ−i)g(w) cosh
(
1
3
θ
)
dθ. (3.16)
The path L+ is shown in Figure 2 and follows from φi(u, v) = 0. It is given by
coshσ sin τ = 1, 0 < τ < pi. (3.17)
When we integrate with respect to σ, we need dτ/dσ. From (3.17) we obtain
for σ > 0, where τ ∈ (12pi, pi) (see Figure 2), and, hence, cos τ < 0,
dτ
dσ
= − sinhσ
cos τ cosh2 σ
=
sinhσ√
1− sin2 τ cosh2 σ
=
1
coshσ
= sin τ. (3.18)
10
στ
pi
pi/2
5−5

L+
Figure 2: Saddle point contour L+ defined by (3.17) in the θ-plane, θ = σ+ iτ ,
τ ∈ (0, pi).
When σ < 0 we have cos τ > 0 and sinhσ < 0, and we obtain the same result
for dτ/dσ.
It follows that
F+(η) =
β
3pii
eiξ
∫ ∞
−∞
eξ sinhσ cos τg(w) cosh
(
1
3
θ
)
(1 + i sin τ) dσ. (3.19)
For the argument of the exponential function we have sinhσ cos τ ≤ 0 for all
σ ∈ R. To see this, we have using (3.17)
cos2 τ =
sinh2 σ
cosh2 σ
=⇒ cos τ = − sinhσ
coshσ
, (3.20)
where the minus sign is chosen because sign(cos τ) = −sign(σ). In this way, we
obtain
sinhσ cos τ = − sinh
2 σ
coshσ
= − tanhσ sinhσ, σ ∈ R (3.21)
and
F+(η) =
β
2pii
eiξ
∫ ∞
−∞
e−ξ tanhσ sinhσg(w) cosh
(
1
3
θ
)
(1 + i sin τ) dσ. (3.22)
Remark 3.3. When we take g(w) = 1, the integral in (3.16) reduces to one
that defines a sum of J-and Y -Bessel functions of order ± 13 , similarly as in
Remark 3.1. To verify this, we have for the J-Bessel function the representation
Jν(z) =
1
2pii
∫
L
ez sinh s−νs ds. (3.23)
The contour L in (3.23) starts at +∞− pii and terminates at +∞+ pii. It may
visit −∞ on the negative real axis, and then it can be composed by using the
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contours for the Hankel functions. In this way, we obtain
H
(1)
ν (z) =
1
pii
∫ ∞+pii
−∞
ez sinh s−νs ds,
H
(2)
ν (z) =
−1
pii
∫ ∞−pii
−∞
ez sinh s−νs ds.
(3.24)
Together these functions give
Jν(z) =
1
2
(
H(1)ν (z) +H
(2)
ν (z)
)
. (3.25)
It follows that, when g(w) = 1, (3.16) becomes
F+(η) = 16β
(
H
(1)
−
1
3
(ξ) +H
(1)
1
3
(ξ)
)
= 16β
(
J− 1
3
(ξ) + iY− 1
3
(ξ) + J 1
3
(ξ) + iY 1
3
(ξ)
)
.
(3.26)
As remarked at the beginning of this section, the complete F (η) follows from
taking twice the real part of F+(η), and we obtain
F (η) = 1
3
β
(
J− 1
3
(ξ) + J 1
3
(ξ)
)
, β =
√−η, ξ = 2
3
β3. (3.27)
This corresponds with [19, Eqn. 9.6.6]
Ai(−z) = 1
3
√
z
(
J− 1
3
(ζ) + J 1
3
(ζ)
)
, ζ = 2
3
z
3
2 . (3.28)
△
3.3 The trapezoidal rule for −1 ≤ η ≤ 1
For large positive values of η the function F (η) defined in (1.1) will be very small.
The front factor e−ξ in (3.1) and in later formulas describes this behavior very
well. This factor arises when we choose for the contour C in (1.1) or in (3.1) a
contour through the saddle points t =
√
η or w = 1.
However, because of the transformation t =
√
η w, the integrals in (3.6) and
(3.7) become useless when η → 0 and, hence, ξ → 0. To handle this for the
present values of η, we do not use the t→ w transformation and we do not use
a path through the saddle point t =
√
η. As a consequence, we miss the factor
e−ξ as in (3.4), which is dominant when ξ is large, but this factor is not relevant
in the present case.
We take for the path of the integral in (1.1) t = u+iv, with u = 1+
√
1 + 13v
2.
In this way the path is independent of η, it cuts the real axis at the fixed point
t = 2, and it runs into the valleys of the function e
1
3
t3 . We could have taken u
slightly different, but the present choice works well and is convenient.
12
We parametrize the path by writing
u = 1 + cosh θ, v =
√
3 sinh θ, θ ∈ R. (3.29)
This gives
φ(t) = 1
3
t3 − ηt = 8
3
− 2η − p(θ) + ir(θ),
p(θ) = 13 (cosh θ − 1)
(
8 cosh2 θ + 14 cosh θ + 2 + 3η
)
,
r(θ) =
√
3 sinh θ (2 cosh θ + 2− η) .
(3.30)
When we integrate with respect to θ, using
dt
dθ
= sinh θ + i
√
3 cosh θ, we
obtain
F (η) =
√
3 e
8
3
−2η
2pii
∫ ∞
−∞
e−p(θ)q(θ) dθ, q(θ) =
1√
3
f(t)eir(θ)
dt
dθ
. (3.31)
Because we have not chosen a saddle point contour, on our present path
ℑφ(t) = r(θ) is not constant. Apart from the choice of f(t) in (1.1), this causes
oscillations due to the choice of our contour. This becomes visible in the function
q(θ). Again, apart from the influence of f(t), we observe that r(θ) is of lower
growth than the function p(θ) for large θ. The oscillations due to eir(θ) have
some influence on the convergence when applying the trapezoidal rule, but the
dominant factor e−p(θ) will damp these oscillations quite well.
Example 3.4. In Figure 3 we show a graph of the integrand part ℑ (e−p(θ)q(θ))
with η = 1, f(t) = cos(4t), θ ∈ [−2, 2]. We observe some oscillations of the
integrand and fast damping thereof. This choice of f(t) causes extra oscillations
and is exponentially large for large ℑt. When |θ| > 1.65 the integrand of the
integral in (3.31) is smaller than 1.50e − 16. We take h = 0.1 and kmax =
⌊1.65/h⌋ = 16, the number of terms in the trapezoidal with positive index k.
We compare the result with the value of ℜ (Ai(η + 4i) and find a relative error
1.87e− 8. When we halve the stepsize, taking h = 0.05 and kmax = ⌊1.65/h⌋ =
33, we find a relative error 3.00e− 15. These results are similar for other values
of η ∈ [−1, 1]. ♦
3.4 Other type of contours
In [15] the goal of the paper is the construction and analysis of a uniformly
applicable quadrature rule, uniform in the parameter c near c = 0, for the
canonical integral
I(c) =
∫ 1
−1
eiω(
1
3
t3−ct)f(t) dt ≈
n∑
k=1
wkf(xk), (3.32)
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Figure 3: Graph of ℑ (e−p(θ)q(θ)) when η = 1 and f(t) = cos(4t) in (3.31) for
θ ∈ [−2, 2].
where f(t) is an analytic function at least in an open neighborhood of [−1, 1]
in the complex plane. The interval of integration can be modified into three
parts: from t = −1 into the valley at ∞e 56pii giving an integral I−1(c), then
from that valley into the valley at e
1
6
pii, giving an integral I−1,1(c), and finally
back to t = 1, giving an integral I1(c). The integral I−1,1(c) is like the integral
in (1.6), and this one is in [15] computed with Gauss quadrature on a complex
contour. Of course, f(t) should be analytic in the extended domains of the
complex plane.
For example, in [15, §8] we see the integral with the Chebyshev polynomial
I(k, ω) =
∫ 1
−1
Tk(x)e
iωx dx =
∫ pi
0
sin θ cos(kθ) eiω cos θ dθ
= 1
2
∫ pi
0
sin θ ei(kθ+ω cos θ) dθ + 1
2
∫ pi
0
sin θ ei(−kθ+ω cos θ) dθ
= I1(k, ω) + I2(k, ω).
(3.33)
The parameters k and ω are large and when k ∼ ω the integral I1(k, ω) has two
nearby saddle points (we use µ = k/ω)
θ1 = arcsinµ, θ2 = pi − arcsinµ, 0 < µ ≤ 1,
θ1 =
1
2pi + i arccoshµ, θ2 =
1
2pi − i arccoshµ, µ ≥ 1.
(3.34)
In Figure 4 we show the paths on which the oscillator ei(kθ+ω cos θ) of the
integral I1(k, ω) has constant imaginary parts, and the integral over [0, pi] follows
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Figure 4: Paths on which the oscillator ei(kθ+ω cos θ) of the integral I1(k, ω)
given in (3.33) has constant imaginary parts. In the figure on the left we have
µ = k/ω < 1, on the right µ = k/ω > 1.
from the roundtrip over all contours
[0, pi] ∪ L1 ∪ L3 ∪ L4 ∪ L2, 0 < µ ≤ 1,
[0, pi] ∪ L1 ∪ L5 ∪ L2, µ ≥ 1. (3.35)
The complete integral over these 4 or 5 paths in the shown directions is 0. The
contours L3,L4,L5 are saddle point contours on which we can use a transforma-
tion with a cubic polynomial to give the form of an Airy-type integral as in (1.6).
However, we can also use the trapezoidal rule without this transformation, as
explained for Bessel function contours in §5.
In [10] and [11] we have considered the analysis and computation of the
so-called inhomogeneous Airy functions, or Scorer functions, defined by
Gi(z) =
1
pi
∫ ∞
0
sin
(
1
3
t3 + zt
)
dt, Hi(z) =
1
pi
∫ ∞
0
e−
1
3
t33+zt dt. (3.36)
The first integral is only defined for z ∈ R, the other one for z ∈ C, but we have
many interrelations for these functions, such as
Gi(z) = − 1
2
(
e
2
3
piiHi
(
ze
2
3
pii
)
+ e−
2
3
piiHi
(
ze−
2
3
pii
))
. (3.37)
We have constructed non-oscillating contours for the Scorer functions, and we
have used the trapezoidal rule for computations. After extra transformations,
we can also use Gauss-Laguerre quadrature.
The integrals I±1(c) that follow from (3.32) can be computed in the same
way, as is also proposed in [15]. We can do the integral I−1,1(c)t with our
approach, as follows from a simple transformation from (1.6) to (1.7).
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4 Transforming integrals into Airy-type integrals
We give two examples of the transformation of integrals into the standard form
in (1.1), one for the J-Bessel function and another one for the Hermite polyno-
mial.
4.1 The Bessel function
We use the integral representation already given in (3.23):
Jν(z) =
1
2pii
∫
L
ez sinh s−νs ds, (4.1)
where we assume that ν is positive. The contour L starts at +∞ − pii and
terminates at +∞ + pii. We will use this representation by replacing z by νz,
which gives
Jν(νz) =
1
2pii
∫
L
eν(z sinh s−s) ds, (4.2)
The two saddle points of this integral s± = ±arccosh(1/z) coalesce when z = 1.
For 0 < z ≤ 1 the saddle points are real, and the function Jν(νz) is monotonic
(as a function of z).
For this integral the transformation into an Airy-type integral is originally
introduced in [3] and reads
z sinh s− s = 1
3
r3 − ζr +A, (4.3)
where A and ζ follow from substituting the corresponding saddle points (s+,
√
ζ)
and (s−,−
√
ζ) in the s and r plane. This gives A = 0 and for ζ we find
2
3ζ
3
2 = arccosh(1/z)−√1− z2, 0 < z ≤ 1,
2
3 (−ζ)
3
2 =
√
z2 − 1− arccos(1/z), z ≥ 1.
(4.4)
The relation between z and ζ is analytic at z = 1, where ζ = 0, and we have
the local expansion
z(ζ) = 1− λ+ 3
10
λ2 + 1
350
λ3 + . . . , λ = 2−
1
3 ζ. (4.5)
The transformation in (4.3) gives for (4.2) the standard form
Jν(νz) =
1
2pii
∫
C
e
ν
(
1
3 r
3
−ζr
)
h(r) dr, (4.6)
where
h(r) =
ds
dr
=
r2 − ζ
z cosh s− 1 , (4.7)
and the contour C runs from∞e− 13pii to∞e+ 13pii. This is the convenient contour
when ζ ≥ 0 (or 0 < z ≤ 1), for negative values of ζ the contour can be split up
as shown in Figure 1 for η = ±1.
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−
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Figure 5: The domains in the (ν, z)-plane (left, for Jν(νz)) and in the (ν, x)-
plane (right, for Jν(x)), where the three domains η < −1, −1 ≤ η ≤ 1 and η > 1
are located.
We prepare the integral representation in (4.6) for the trapezoidal rule, and
substitute r = ν−
1
3 t . We obtain an integral as in (1.1):
Jν(νz) =
1
2ν
1
3pii
∫
C
e
1
3
t3−ηtf(t) dt, f(t) = h
(
ν−
1
3 t
)
, η = ν
2
3 ζ. (4.8)
As observed earlier, when h(r) is replaced by a constant the integral becomes
an Airy function.
Now we can consider the three cases for η as in §§3.1–3.3. In Figure 5 we
show the domains in the (ν, z)-plane (left, for Jν(νz)) and in the (ν, x)-plane
(right, for Jν(x)), where the three domains η < −1, −1 ≤ η ≤ 1 and η > 1 are
located. We observe that for large values of ν a small interval area for η ∈ [−1, 1]
for η arises.
Remark 4.1. Usually we start the computation of the Bessel function Jν(νz)
with z and ν given. Then ζ follows from (4.4), and (4.8) gives η = ν
2
3 ζ. So,
only knowing ν and z is not enough to see in a glance which η-value arises,
and which method for the trapezoidal rule follows. Because of the simple form
of the exponential function in (4.8), with just one parameter η, this integral
representation gives a simple criterion to choose one of the three methods for
the trapezoidal rule. △
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4.2 The Hermite polynomial
The Hermite polynomials follow from the generating function
e2xz−z
2
=
∞∑
n=0
Hn(x)
n!
zn, x, z ∈ C, (4.9)
which gives the Cauchy-type integral
Hn(x) =
n!
2pii
∫
C
e2xz−z
2 dz
zn+1
, (4.10)
where C is a circle around the origin and the integration is in the positive
direction. By substituting z = νs, x = νξ, ν =
√
2n+ 1, we obtain
Hn(x) =
n!
νn
1
2pii
∫
C
eν
2φ(s) ds√
s
, (4.11)
where
φ(s) = 2ξs− 1
2
ln s− s2, (4.12)
and C is a path that runs from −∞ (with ph s = −pi), encircles the origin in
positive direction, and returns to −∞, now with ph s = +pi. If we wish we can
extend the contour to +∞, which we will do in the oscillatory case.
We can assume that x ≥ 0 (ξ ≥ 0) because of symmetry Hn(−x) =
(−1)nHn(x), which follows from (4.9) by changing x→ −x and z → −z.
The saddle points of the integral are defined by the equation φ′(s) = 2ξ −
1/(2s)− 2s = 0 and are given by
s± =
1
2
(
ξ ±
√
ξ2 − 1
)
. (4.13)
When ξ = ±1 the saddle points coalesce at 12 , and when ξ ∼ 1 uniform
Airy-type expansions can be derived. When −1 < ξ < 1 the saddle points are
complex and are located on the circle around the origin with radius 12 . For
these values of ξ, that is, if −√2n+ 1 < x < √2n+ 1, zeros occur. When
ξ > 1 or ξ < −1 the saddle points are real, and the Hermite polynomials are
non-oscillating.
In Figure 6 we show the saddle point contours of the integral in (4.11) for
ξ = 1.2 (upper figure) and ξ = 0.5 (lower figure). The saddle points are indicated
by black dots.
We can obtain an Airy-type integral using the transformation
φ(s) = 1
3
r3 − ζr +A, (4.14)
where φ(s) is defined in (4.12). For details we refer to [22, §23.4].
For ζ and A we have the relations
4
3ζ
3
2 = ξ
√
ξ2 − 1− arccosh ξ, ξ ≥ 1,
4
3 (−ζ)
3
2 = arccos ξ − ξ
√
1− ξ2, 0 ≤ ξ ≤ 1,
A = 12ξ
2 + 14 +
1
2 ln 2.
(4.15)
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Figure 6: Saddle point contours for ξ = 1.2 (upper figure, through the saddle
point s−) and ξ = 0.5 (lower figure, through both saddle points).
These follow from substituting the corresponding saddle points in the s and r
variables.
The quantity ζ is analytic in a neighborhood of ξ = 1. Because of symme-
try we only need x ≥ 0, that is ξ ≥ 0, and we have ζ ≥ (34 arccos(0))2/3 =
−1.11546 . . .. Also, there is simple differential equation
ζ
(
dζ
dξ
)2
= ξ2 − 1, (4.16)
and for small values of |ξ − 1| there is an expansion
ζ = 2
1
3 (ξ − 1)
(
1 + 1
10
(ξ − 1)− 2
175
(ξ − 1)2 +O ((ξ − 1)3)) . (4.17)
The cubic transformation in (4.14) gives the representation
Hn(x) =
n! eν
2A
νn
1
2pii
∫
L
eν
2( 13 r
3
−ζr)g(r) dr, (4.18)
where
g(r) = − 1√
s
ds
dr
= − 1√
s
ψ′(r)
φ′(s)
= 2
√
s
r2 − ζ
4s2 − 4ξs+ 1 . (4.19)
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The transformation r = tν−
2
3 gives
Hn(x) =
n! eν
2A
νn+
2
3
1
2pii
∫
L
e
1
3
t3−ηtf(t) dt, η = ν
4
3 ζ, f(t) = g
(
tν−
2
3
)
. (4.20)
The contour L is a contour as described for C in (1.1), see Figure 1, where
we have shown the contour for a few values of η. For example, when η > 0 in
(4.20), the contour has the form as the one for η = 1 in Figure 1. It is, up to
scaling, the image of the upper contour in Figure 6 with ξ > 1.
For x ≥ 0 the parameter η is real. We have η ≥ ν 43 1.11546 . . ., see above
(4.16).
The integral representation in (4.20) can be used for numerical evaluation by
using the trapezoidal rule. For obtaining the Airy-type asymptotic expansion
we refer to [22, §23.4].
5 Evaluating the J-Bessel function by using a
standard integral representation
We have explained in §3 that the numerical evaluation of the Airy-type integral
in (1.1) is quite straightforward, but we have not considered the evaluation
of the function f(t). In the examples of the Bessel function and the Hermite
polynomial the function arises when we use the cubic transformation; see (4.7)
and (4.8) for the Bessel-case. The function h(r) in (4.7) looks quite simple, but
the numerical evaluation is not so easy near the saddle point r =
√
ζ. We have,
by using l’Hoˆpital’s rule,
h
(√
ζ
)
=
(
4ζ
1− z2
) 1
4
. (5.1)
When applying the trapezoidal rule, say for η ≥ 1, the main contributions
to the integral in (4.8) come from a small neighborhood of t =
√
η, especially
for large values of ν. So, we need series expansions, for example of the form
f(t) =
∞∑
k=0
ck (t−√η)k . (5.2)
The coefficients ck can be found in analytic form, but for small values of ζ there
is another numerical problem. For the Bessel functions, the ck are finite sums of
negative powers of ζ and (z−1); see (4.4) and(4.5) for the relation between ζ and
z. The representations of the coefficients of the Airy-type expansion of the Bessel
functions are shown in in equations (12.10.10)–(12.10.13) of [20, §10.20(i)]. The
ck have similar forms. The limit of ck as ζ → 0 is well defined, because the
ck are analytic in a neighborhood of ζ = 0. Numerical cancellation of digits
will happen because of the removable singularities at ζ = 0. A numerical issue
already occurs in the evaluation of h
(√
ζ
)
in (5.1): for small values of ζ we
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need an expansion as given in (4.5). It is a notorious drawback of the method
of uniform asymptotics that the coefficients are difficult to evaluate when ζ ∼ 0
(or z ∼ 1), that is, when the saddle points coalesce.
For more general problems, outside the area of Hermite polynomials, Bessel
functions, and other special functions, the functions arising in the integrand
from the transformation of a function into a cubic polynomial, similar difficulties
will arise. From an analytical point of view, the function f(t) as in (4.8) can
always be expanded around the saddle point, as in (5.2), with η = ν
2
3 ζ, see
(4.8). The definition of ζ looks always as in (4.4), with different right-hand
sides. Expansions like (4.5) (and inverted ones) should be derived, and next the
coefficients ck of the function f(t) of the integrand can be expanded in powers of
ζ. This gives the computational scheme for the coefficients ck when |ζ| is small.
For other values of ζ the removable singularities in ck are not of any numerical
concern.
The transformations of the integrals into Airy-type integrals considered in
the previous section are principal tools for obtaining uniform Airy-type expan-
sions. Because these asymptotic techniques are not the starting point of the
present paper, in this section we will consider the numerical evaluation of an
integral of the J-Bessel function instead of applying the cubic transformation
(4.3).
We return to the integral in (4.2). When 0 < z < 1, the saddle point
contour through the positive saddle point s+ = arccosh(1/z) is given by (we
write s = σ + iτ)
z coshσ sin τ − τ = 0 =⇒ σ = arccosh τ
z sin τ
, −pi < τ < pi. (5.3)
When we use this parametrization for the saddle point contour, we can write
the integral representation in (4.2) in the form
Jν(νz) =
1
2pii
∫ pi
−pi
eν(z sinhσ cos τ−σ)
(
dσ
dτ
+ i
)
dτ. (5.4)
Because σ is an even function of τ , we have
Jν(νz) =
e−νρ
2pi
∫ pi
−pi
e−νψ(τ) dτ, (5.5)
where, with σ as defined in (5.3),
ψ(τ) = −ρ− z sinhσ cos τ + σ,
ρ = arccosh(1/z)−√1− z2 = arctanh√1− z2 −√1− z2.
(5.6)
An expansion for small values of |τ | reads
ψ(τ) = 1
2
√
1− z2 τ2 − 3z
2 + 2
72
√
1− z2 τ
4 +O (τ5) . (5.7)
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Figure 7: Saddle point contours defined by (5.3) in the s-plane, s = σ + iτ for
z = 0.5 and z = 1.0.
This is valid for 0 < z < 1. When z = 1 we have
ψ(τ) = 4
27
√
3 |τ |3 + 8
14175
√
3 |τ |7 +O (τ9) . (5.8)
In Figure 7 we show the saddle point contours defined by (5.3) in the s-plane,
s = σ + iτ for z = 0.5 and z = 1.0. When z = 0.5 there is a smooth passage
through the saddle point at s+
.
= 1.32, when z = 1.0 the contour shows a kink
at the saddle point s+ = 0.
We can evaluate the integral in (5.5) using the trapezoidal rule on a finite
interval, as long as z ∈ (0, 1) is not near 1. We see from the expansions of ψ(τ)
that this function is not analytic at τ = 0 when z → 1.
When z > 1 we can use the Hankel function representation in the form (see
(3.24))
H(1)ν (νz) =
1
pii
∫ ∞+pii
−∞
eν(z sinh s−s) ds, (5.9)
and we use the contour through the saddle point is+, with s+ = arccos(1/z).
Again we write s = σ+ iτ , and the contour of steepest descent through s = is+
is defined by
ℑ(z sinh s− s) = ℑ(sinh(is+)− is+) = ρ˜, (5.10)
or
z coshσ sin τ − τ = ρ˜, (5.11)
where
ρ˜ = z sin(s+)− s+
=
√
z2 − 1− arccos(1/z) = √z2 − 1− arctan√z2 − 1.
(5.12)
From (5.11) we find for the contour the representation
σ = arccosh
τ + ρ˜
z sin τ
, 0 < τ < pi, sign(σ) = sign(τ − s+), (5.13)
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Figure 8: Saddle point contours in the s-plane defined by (5.13), s = σ + iτ ,
for z = 1.0 and z = 2.5.
and for the integral
H(1)ν (νz) =
eiνρ˜
pii
∫ pi
0
e−νψ˜(τ)
(
dσ
dτ
+ i
)
dτ, (5.14)
where
ψ˜(τ) = −z sinhσ cos τ + σ, dσ
dτ
=
1− z coshσ cos τ
z sinhσ sin τ
. (5.15)
For small values of |τ − s+| we have the expansion
ψ˜(τ) =
√
z2 − 1 (τ − s+)2 + 3z
2 + 2
18
√
z2 − 1(τ − s+)
4 +O ((τ − s+)5) . (5.16)
This is valid when z > 1.
The integrand of the integral in (5.14) has its maximal value at τ = s+ =
arccos(1/z), and for this value σ = 0. The integrand vanishes at the endpoints
with all its derivatives, and, again, we can use the trapezoidal rule for numerical
evaluations, when z > 1, but z should not be close to 1.
When ν and z are real, the result for Jν(νz) follows by taking the real part
of the computed value of H
(1)
ν (νz).
In Figure 8 we show the saddle point contours defined by (5.13) in the s-
plane, s = σ + iτ for z = 1.0 and z = 2.5. When z = 2.5 the passage through
the saddle point at s+
.
= 1.16i runs smoothly. When z = 1.0 the negative axis
is part of the contour, and the contour shows a kink at the saddle point s+ = 0.
Finally we consider the case z ∼ 1. The saddle point contours for the cases
0 < z < 1 (see Figure 7) and for z > 1 (see Figure 8) become non-smooth when
z → 1. In that case ρ defined in (5.6) and ρ˜ defined in (5.12) become small, and
the corresponding exponential factors in front of the integral may become less
important. Of course, this depends on the value of ν.
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When νρ is not large, say, νρ ≤ 1, it is not needed to use the saddle point
contour, nor the saddle point. We can use, for example, the contour depicted
in Figure 7 for z = 0.5, and shift it through the saddle point s+. In this way,
when 0 < z ≤ 1, we replace the contour defined in (5.3) by the contour defined
by
σ = arccosh
2τ
sin τ
− arccosh(2) + s+, −pi < τ < pi. (5.17)
For small values of τ we have the expansion
σ = s+ +
1
9
√
3 τ2
(
1 + 1
180
τ2 + 37
7560
τ4 + . . .
)
. (5.18)
The representation in (4.2) becomes
Jν(νz) =
1
2pi
∫ pi
−pi
e−νp(τ)q(τ) dτ, (5.19)
where
p(τ) = σ − z sinhσ cos τ,
q(τ) = cos r(τ) + sin r(τ)
dσ
dτ
,
r(τ) = ν (z coshσ sin τ − τ) ,
dσ
dτ
= 2
sin τ − τ cos τ
sin2 τ sinh
(
2τ
sin τ
) .
(5.20)
For z ≥ 1, as long as −1 ≤ η ≤ 0, we modify the contour in (5.17) by writing
σ = arccosh
2τ
sin τ
− arccosh2z arccos(1/z)√
z2 − 1 , −pi < τ < pi. (5.21)
With this choice of the parameter σ the contour runs through the two points
(σ, τ) = (0,± arccos(1/z)), that is, through the two saddle points on the imagi-
nary axis. The formulas (5.19)–(5.20) remain the same.
Remark 5.1. In the Airy-type integrals we have decided between the methods
by verifying the value of η. To use this for the integrals for the Bessel function
in the present section, we observe that when 0 < z < 1 the relation between ρ
in (5.6) and ζ in (4.4) reads ρ = 23ζ
3
2 and the corresponding η in (4.4) satisfies
η = ν
2
3 ζ, that is, η =
(
3
2νρ
) 2
3 . For z > 1 we can replace ρ by ρ˜ given in (5.12).
△
6 Numerical examples
Earlier in the text we have given a few examples of the numerical performance
of the trapezoidal rule. We give results for the integrals derived in §3 and for
the integral representations of the Bessel function in §5. The computations are
done by using Maple with Digits=16. For comparison we used the codes for the
Airy function and J-Bessel function of Maple, and used for that purpose Digits
=24.
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Table 2: Relative errors δ in the computation of the integral (1.1) with f(t) =
cos t for several values of η. For more details, see the text.
η km δ η km δ η km δ
−1 49 0.18e−14 −1.00 32 0.35e−14 1 37 0.10e−14
−2 38 0.18e−14 −0.60 32 0.30e−14 2 22 0.10e−14
−3 32 0.28e−12 −0.20 31 0.26e−14 3 16 0.00e−00
−4 28 0.72e−10 0.20 31 0.40e−15 4 13 0.30e−13
−5 25 0.63e−10 0.60 31 0.00e−00 5 11 0.42e−11
−6 22 0.16e−07 1.00 31 0.18e−14 6 10 0.28e−09
6.1 Integrals derived in §3
In Table 2 we give the relative errors δ in the computation of the integral (1.1)
for several values of η. We take f(t) = cos t and we give the number of terms
km needed to have the integrand values less than 1.0e−16 for k = km. Because
the exponential function in the integrands in (3.7), (3.22) and (3.31) are quite
different with respect to fast convergence, we take different stepsizes for each
interval. We take h = 0.2 if η ≤ −1, h = 0.05 if −1 ≤ η ≤ 1, and h = 0.3 if
η ≥ 1.
We see from Table 2 that a fixed stepsize h for each interval is not a guarantee
of good performance for all η, except in the middle interval.
6.2 Integral representations of the Bessel function in §5
We have tested the trapezoidal rule for several cases. We computed the errors by
computing three successive Bessel functions and verified the recurrence relation
(see [20, §10.6])
2νJν(z) = z (Jν−1(z) + Jν+1(z)) . (6.1)
In Table 3 and Table 4 we also compare the answer with the computation by
the Maple code for Jν(x), with Digits = 24. These errors are in the column
Jν-error. For the extreme high ν-values in Table 4 we only verified by recursion.
1. We used the method described in §3.3, and verified if we could use it not
only for −1 ≤ η ≤ 1 but also for complex values of η inside the unite
circle. Indeed, the method can be used without further preparations. In a
numerical example, we have computed the Airy function Ai(η) by taking
in (3.30) f(t) = 1, and we used the trapezoidal rule with h = 0.06 for
η = ekpii/16 with k = 0, 1, 2, . . . , 16. We found a maximal absolute value
6.24× 10−15 of the absolute error for k = 14. Computations were done in
Maple with Digits = 16. We summed the series of the trapezoidal rule for
the integral in (3.30) until the absolute value of the terms divided by the
sum obtained so far became less than 10−16. In this way, and using that
the integrand is an even function of θ, 26 terms were needed.
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Table 3: Relative errors in the computation of Jν(x) for ν = 100 and x =
91, 93, . . . , 99, by using the integral representation in (5.5). The method is
intended for η ≥ 1, and we see bad performance for the final x-value because
one of the functions in the recursion relation has ν = x = 99, which for that
function η = 0.
x η Jν(x) rec. error Jν − error
91 2.51 0.4256251712037803e−2 0.20e−14 0.22e−14
93 1.94 0.1050032579531836e−1 0.23e−14 0.18e−14
95 1.38 0.2315076800942791e−1 0.43e−14 0.24e−14
97 0.82 0.4528109693556812e−1 0.60e−14 0.16e−14
99 0.27 0.7768716170045931e−1 0.27e−05 0.12e−14
Table 4: Relative errors in the computation of Jν(x) for ν = 100 and x =
99.0, 99.2, . . . , 100, by using the integral representation in (5.19).
x η Jν(x) rec. error Jν − error
99.0 0.272 0.7768716170045941e−1 0.18e−14 0.12e−15
99.2 0.215 0.8135695322732582e−1 0.73e−15 0.16e−14
99.4 0.163 0.8507190689984157e−1 0.56e−15 0.28e−14
99.6 0.109 0.8882046195955568e−1 0.40e−14 0.17e−14
99.8 0.054 0.9258996685877174e−1 0.18e−14 0.40e−14
100.0 0.000 0.9636667329586151e−1 0.23e−15 0.52e−15
2. We have computed Jν(x) for ν = 100 and x = 90, 91, . . . , 99, by using the
integral representation in (5.5). The results are shown in Table 3. The
stepsize for the trapezoidal rule is h = 0.05, and the number of terms is 24.
The corresponding η values (see Remark 5.1) are not always larger than
1, and for x = 99, we see bad performance for the final x-value because
one of the functions in the recursion relation has ν = x = 99, and for that
function η = 0.
3. In Table 4 we show the results for 0 < η < 1, with ν = 100 and x =
99.1, 99.2, . . . , 100. We used the integral representation in (5.19). The
stepsize for the trapezoidal rule is h = 0.05, and the number of terms
is 28.
4. For Table 5 we have used the values η = 2, ν = 10k, k = 2, 4 . . . , 10
and 16 terms (with positive index k) in the trapezoidal rule for the Airy-
type integral representation of Jν(νz) in (4.8). We give values of the
corresponding z, ζ, Jν(νz), and the relative errors based on the recursion
and on an algorithm described in [21]. We show less than 16 relevant
digits for z and ζ to keep the table in a proper size. When ν and η are
given, ζ follows from (4.8), that is, ζ = ην−
2
3 , and z follows from the
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Table 5: Relative errors in the computation of Jν(νz) by using the trapezoidal
for the integral in (4.8) for rather extreme values of ν (ν = 10k). More details
are given in the text.
k z ζ Jν(νz) rec. error Jν − error
2 0.927948934 0.93e−1 0.9620266889434034e−2 0.69e−15 0.40e−14
4 0.996583557 0.43e−2 0.2043772855795365e−2 0.21e−14 0.00e−00
6 0.999841268 0.20e−3 0.4400304405124362e−3 0.74e−14 0.50e−14
8 0.999992632 0.93e−5 0.9479881456179256e−4 0.86e−14 0.33e−14
10 0.999999658 0.43e−6 0.2042375676682798e−4 0.42e−14 0.20e−14
first line in (4.4). We observe for large values of ν the small values of
ζ and values of z close to unity when we use η = 2. In this numerical
example for large ν, with η and ν given, it is important first to find
1 − z, which is of order ζ, and then z (see also expansion (4.4)). In
several formulas the accuracy of 1 − z is relevant. For example, when
computing the saddle point s+ = arccosh(1/z), which can also be written
as s+ = arctanh
(√
1− z2).
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