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Re´sume´
En s’appuyant sur un the´ore`me des fonctions implicites de Hamilton nous montrons la persistance d’une courbe
invariante indiffe´rente pour une dynamique holomorphe fibre´e en classe C∞. Une condition diophantienne sur la
paire de nombres de rotation est demande´e. On montre aussi que cette condition est optimale.
1 Introduction
La the´orie des syste`mes dynamiques unidimensionnels n’est pas du tout un champ epuisse´. Cependant, il y en a au
moins deux types des tels dynamiques qu’on pourrait conside´rer comme e´tant bien comprises. Il s’agit de la the´orie
des home´omorphismes positifs du cercle (une dimension re´elle, voir par example [8], [32]) et la dynamique semi-locale
des germes holomorphes irrationnellement indiffe´rents qui fixent l’origine du plan complexe (une dimension complexe,
voir par example [4], [31]). On dit que telles dynamiques sont de type elliptique car le comportement des orbites est
controˆle´ par un nombre re´el qu’on appele le nombre de rotation. On sait que lorsque ce nombre de rotation ve´rifie
une certaine hypothe`se arithme´tique alors la dynamique est plutoˆt simple (peu de mesures invariantes, conjugue´e a`
une dynamique line´aire, etc.). Par contre, lorsqu’il s’agit de dynamiques d’allure elliptique en dimension supe´rieure la
the´orie n’est pas dans le meˆme e´tat de de´veloppement. Dans ce travail nous pre´sentons des re´sultats pour une classe
de syste`mes dynamiques qu’ont une allure elliptique, qui ne sont pas unidimensionnells et qu’on peut les conside´rer
comme e´tant de dimension interme´diaire. Ces objets sont une ge´ne´ralisation non triviale des germes holomorphes.
De´finissons alors nos objets d’e´tude : soit α un nombre irrationnel, qui nous fixons pour tout le reste de ce travail
et soit U ⊂ C un ouvert simplement connexe du plan complexe. Nous conside´rons des transformations fibre´es de la
forme
F : T1 × U −→ T1 × C
(θ, z) 7−→
(
θ + α, fθ(z)
)
,
ou` T1 est le cercle R/Z et pour tout θ ∈ T1 la fonction f(θ, ·) : U → C est une fonction univalente (holomorphe et
injective). Nous appelons a` une telle transformation F une dynamique holomorphe fibre´e au dessus du cercle et la
notons de´sormais par dhf. Dans ce travail nous allons traiter avec des dhf qui sont de classe C∞, dites dhf lisses.
Ce type de transformations s’inscrit dans le cadre plus ge´ne´ral des produits croise´s (skew-products). Les produits
croise´s engendre´s par des dynamiques qui sont bien comprises ont attire´ un grand inte´reˆt pendant les dernie`res
anne´es car ils pre´sentent parfois des phe´nome`nes nouveaux (voir [10], [30], etc.). Dans le cas des deux types de dyna-
miques elliptiques unidimensionelles cite´es ci-dessus, la the´orie la mieux de´veloppe´e est celle des home´omorphismes
du cercle fibre´s au dessus d’une rotation irrationnelle. L’article de M. Herman [10] pose les bases de l’e´tude des
home´omorphismes fibre´s en de´finisant le nombre de rotation fibre´. Plus re´cemment cette e´tude a e´te´ relance´e notam-
ment par les travaux de G.Keller, T. Ja¨ger et J. Stark (voir [29], [13]), qui ont e´tabli en particulier une classification
a` la Poincare´ de telles dynamiques base´e sur les proprie´te´s des nombres de rotation associe´s et l’existence de courbes
invariantes. Dans sa the`se de doctorat O. Sester [27] (voir aussi [28]) a e´tudie´ la dynamique des polynoˆmes fibre´s, en
ge´ne´ralisant les notions classiques d’ensemble de Julia, fonction de Green et de la cardio¨ıde principale de l’ensemble
de Mandelbrot dans l’espace de parame`tres. Les travaux de M. Jonsson (voir [15], [16]) sont aussi une re´ference
importante sur la dynamique fibre´e des transformations rationnelles. La reducibilite´ des cocycles quasipe´riodiques
est un important sujet d’e´tude qui doit eˆtre conside´re´ au moment de regarder les dynamiques fibre´es au dessus
d’une rotation irrationnelle (voir par exemple [19], [1]). En fait, R.Johnson and J.Moser [14] ont de´fini un nombre de
rotation fibre´ pour l’ope´rateur de Schro¨dinger quasipe´riodique.
Il y a encore une autre raison pour laquelle les dhf pre´sentent un inte´reˆt d’e´tude. Le proble`me qui nous traitons
dans ce travail pre´sente des characteristiques tre`s similaires a` celles de l’un des plus importants proble`mes de la
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the´orie KAM, le bien connu proble`me de Melnikov (voir [22], [6], [3]). En fait, la persistance des tores invariants de
dimension non-maximale pour les dynamiques Hamiltoniennes pre´sente au niveau infinitesimal (et a posteriori au
niveau arithme´tique) les meˆmes ingredients que la persistance des courbes invariantes pour les dhf.
La notion de point fixe ou de point pe´riodique pour une transformation fibre´e au dessus d’une rotation minimale
n’a aucun sens (car α est un nombre irrationnel). L’extension naturelle de ce concept dans notre cadre est celle d’une
courbe u : T1 → C invariante, c’est a` dire une courbe de classe C∞ qui satisfait l’e´quation
F
(
θ, u(θ)
)
=
(
θ + α, u(θ + α)
)
pour tout θ ∈ T1, ou de fac¸on equivalante f
(
θ, u(θ)
)
= u(θ+α). Ces objets jouent le roˆle d’un centre autour duquel la
dynamique de F s’organise, en ge´ne´ralisant le roˆle d’un point fixe pour la dynamique locale d’un germe holomorphe
g : (C, 0)→ (C, 0) (voir [24]).
Nous nous inte´ressons en l’existence d’une telle courbe invariante. Comme le nombre de rotation transversal (cf.
de´finition 5) controˆle la dynamique locale, nous nous concentrons en l’existence des courbes invariantes indiffe´rentes
avec un nombre de rotation transversal fixe´. Dans ce travail nous traitons le proble`me de la persistance des courbes,
sous des petites perturbations sur la dynamique. Nous obtenons un re´sultat du type KAM qui montre que la persis-
tance a lieu sous certaines hypothe`ses arithme´tiques sur la paire des nombres de rotation associe´e. Ainsi, le proble`me
est un proble`me de petits divise´urs. Dans la classe analytique nous pouvons obtenir des re´sultats beaucoup plus
inte´ressants. En fait, dans [23] l’auteur montre que la persistance a lieu sous une l’hypothe`se plus faible a` la Brjuno
sur la paire de nombres de rotation.
Remerciements. Ce travail fait partie de la The`se de Doctorat de l’auteur, prepare´e au sein du Laboratoire de
Mathe´matiques d’Orsay. L’auteur voudrait remercier Jean-Christophe Yoccoz par sa direction et soutien constant.
L’auteur remercie aussi Raphae¨l Krikorian pour ses corrections et suggestions. Ce travail a e´te´ finance´ par la Beca
Master-Investigacio´n y Doctorado CONICYT-Chile–Ambassade de France au Chili. Cet article a e´te´ prepare´ pen-
dant un se´jour post-doctoral a` l’Universidad Cato´lica de Chile, suporte´ par le Proyecto ADI 17 Anillo en Sistemas
Dina´micos en baja dimensio´n.
2 Conditions arithme´tiques et l’e´quation line´airise´e
Dans cette section nous allons d’abord rappeler quelques de´finitions classiques sur les conditions arithme´tiques.
Nous allons introduire des conditions arithme´tiques adapte´es aux proble`mes de ce travail et nous traiterons aussi des
e´quations line´aires dites cohomologiques qui font appel aux conditions arithme´tiques.
2.1 Conditions arithme´tiques
Soit x un nombre re´el. On pose
‖x‖ = min
p∈Z
|x− p|
la distance au plus proche entier (ou bien la distance a` l’origine 0 dans T1 mesure´e sur le cercle).
Conditions arithme´tiques sur un nombre re´el. Un traitement plus complet peut se trouver dans plusieurs
textes, dont [20], [5], [25]. Soient c > 0, τ ≥ 0. Nous de´finissons les ensembles de nombres re´els suivants
CD(c, τ) =
{
α ∈ T1 \Q
∣∣ ∀N ≥ 1 ‖Nα‖ ≥ c
N1+τ
}
CD(τ) =
⋃
c>0CD(c, τ)
CD =
⋃
τ≥0CD(τ).
Si α appartient a` CD on dit que α ve´rifie une condition diophantienne. Pour tout τ > 0 l’ensemble CD(τ) est de
mesure pleine au sens de Lebesgue. D’autre part, les ensembles CD(τ) peuvent s’e´crire comme une union de´nombrable
d’ensembles ferme´s et d’inte´rieur vide, ce qui implique que ces ensembles sont petits du point de vue de la topologie
(cate´gorie de Baire).
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Conditions arithme´tiques sur une paire Soient α, β des nombres re´els. Soient c > 0, τ ≥ 0. Nous de´finissons
les ensembles suivants
CD1(c, τ) =
{
(α, β) ∈ T1 × T1
∣∣ α ∈ CD et ∀N ∈ Z ‖Nα− β‖ ≥ c
N1+τ
}
CD1(τ) =
⋃
c>0CD1(c, τ)
CD1 =
⋃
τ≥0CD1(τ).
Soit α ∈ CD. L’ensemble CDα1 (c, τ) est l’nsemble de tous les β tels que la paire (α, β) appartient a` CD1(c, τ). De
fac¸on analogue on definit CDα1 (τ),CD
α
1 . Pour tout τ > 0 l’ensemble CD
α
1 (τ) est de mesure pleine. De plus, l’ensemble
CD
α
1 (c, τ) est un ferme´ d’inte´rieur vide. Les ensembles CD
α
1 (τ),CD
α
1 s’e´crivent comme re´unions de´nombrables d’en-
sembles du type CDα1 (c, τ), et donc ils sont petits au sens topologique, en particulier leur comple´mentaire est dense
dans le cercle.
2.2 E´quation line´airise´e
Dans cette section nous allons rappeler des faits bien connus sur l’e´quation cohomologique, nous renvoyons le
lecteur aux textes [8], [17]. Soit α dans R \ Q. Soit φ : T1 → C une fonction de classe C∞ de moyenne
∫
T1
φ(θ)dθ
nulle pour la mesure de Lebesgue dθ du cercle. Nous cherchons une solution ψ : T1 → C de classe C∞ a` l’e´quation
cohomologique classique
ψ(θ + α)− ψ(θ) = φ(θ). (1)
Notons que la condition sur la moyenne de φ est ne´cessaire. Une e´ventuelle solution ne sera pas unique, puisque
en ajoutant une constante nous obtenons d’autres solutions. Cependant, deux solutions a` cette e´quation diffe´rent
seulement d’une constante. La se´rie de Fourier de φ
F(φ)(θ) =
∑
n∈Z\{0}
φˆ(n)e2πinα , φˆ(n) =
∫
T1
φ(θ)e−2πinθdθ
co¨ıncide avec φ (on a convergence uniforme de toutes les de´rive´es). Soit ψ une solution de classe C∞ a` l’e´quation (1).
On a donc
F
(
ψ ◦Rα − ψ
)
= F(φ)
ψˆ(n)
(
e2πinα − 1
)
= φˆ(n)
pour tout n ∈ Z \ {0}. Ceci nous sugge`re (et oblige) a` de´finir une solution par la formule
ψ(θ) =
∑
n∈Z\{0}
φˆ(n)
e2πinα − 1
e2πinθ. (2)
Notons que la valeur de la moyenne
∫
T1
ψ(θ)dθ n’est pas fixe´e a` priori et nous choisissons la normalisation ψˆ(0) = 0.
Meˆme si φ est de classe C∞, et donc ses coefficients de Fourier de´croissent convenablement, la pre´sence du facteur(
e2πinα−1
)−1
, qui peut devenir tre`s grand si nα s’approche d’un entier, peut produire que cette se´rie ne corresponde
pas a` celle d’une fonction de classe C∞. Plus pre´cise´ment on a l’ine´galite´
4‖nα‖ ≤
∣∣e2πinα − 1∣∣ ≤ 2π‖nα‖.
On voit ainsi que les conditions arithme´tiques de α apparaissent dans la discussion.
Proposition 2.1 Si α ∈ CD et φ est de classe C∞ alors la se´rie (2) de´finit une solution de classe C∞ a` l’e´quation
(1). Si α /∈ CD alors il existe φ de classe C∞ telle que la se´rie (2) n’est meˆme pas une distribution 
Soit β ∈ R et soit φ : T1 → C une fonction de classe C∞. Dans ce travail nous devront conside´rer l’e´quation
cohomologique tordue elliptiquement
ψ(θ + α)− e2πiβψ(θ) = φ(θ). (3)
En appliquant la me´thode des se´ries de Fourier nous obtenons la se´rie
ψ(θ) =
∑
n∈Z
φˆ(n)
e2πinα − e2πiβ
e2πinθ. (4)
Nous voyons que cette fois les petits diviseurs qui apparaissent sont de la forme ‖nα − β‖, et ainsi les conditions
arithme´tiques sur la paire (α, β) entrent dans la discussion. Notons cependant que si la paire (α, β) est rationnellement
independante, la se´rie (4) de´finit tous les coefficients de Fourier de la solution (ce qui ne se passait pas dans le cas
de l’e´quation cohomologique classique pour le coefficient d’ordre 0).
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Proposition 2.2 Si (α, β) ∈ CD1 et φ est de classe C
∞ alors la se´rie (4) de´finit une solution de classe C∞ a`
l’e´quation (3). Si β /∈ CDα1 alors il existe φ de classe C
∞ telle que la se´rie (4) n’est meˆme pas une distribution. De
plus, e´tant donne´s ε > 0, r ∈ N on peut choisir φ de fac¸on que sa taille Cr soit plus petite que ε 
3 De´finitions et pose du proble`me
Dans ce travail nous allons supposer que les dhf ainsi comme les courbes invariantes sont toujours de classe C∞.
Nous dissons qu’une courbe invariante u : T1 → C est indiffe´rente si∫
T1
log
∣∣∂zf(θ, u(θ))∣∣dθ = 0.
Notons que les fonctions f(θ, ·) sont injectives et ∂zf(θ, ·) ne s’annule donc pas. Nous traiterons das ce travail la
persistance des courbes indiffe´rentes de degre´ nul, c’est a` dire, les courbes invariantes indife´rentes pour lesquelles il
se ve´rifie l’hypothe`se suivante : le degre´ topologique de l’application
θ 7−→ ∂zf
(
θ, u(θ)
)
est nul. De fac¸on e´quivalente, l’application ci-dessus est homotope a` une constante dans C \ {0}. Notons que dans ce
cas l’application log ∂zf
(
θ, u(θ)
)
est bien de´finie, mod 2π.
Le nombre de rotation transversal. A` une courbe invariante indiffe´rente de degre´ nul nous lui associons un
nombre qui mesure la vitesse moyenne d’enroulement des orbites proches autour de la courbe invariante :
̺tr(u) =
1
2πi
∫
T1
log ∂zfθ
(
u(θ)
)
dθ. (5)
Cette quantite´ est bien de´finie mod 1 et nous l’appelons le nombre de rotation transversal. Par exemple la dhf
donne´ par F (θ, z) = (θ + α, e2πiβz) avec β un nombre re´el dans l’interval [0, 1), est la plus simple mais pas la moins
intere´ssante. La courbe u = {z ≡ 0}θ∈T1 est lisse, invariante, de degre´ nul, indiffe´rente et ̺tr(u) = β.
Forme Normale. Soit F une dynamique holomorphe fibre´e avec une courbe invariante {u0(θ)}θ∈T1 indiffe´rente
de classe C∞, de degre´ nul et ̺tr(u0) = β ∈ R. Supposons que nous pouvons re´ssoudre l’e´quation cohomologique
u1(θ + α)
u1(θ)
e2πiβ = ∂zfθ
(
u0(θ)
)
(6)
avec u1 une fonction a` valeurs dans C, qui ne s’annule pas, de degre´ nul et de classe C
∞. En faisant le changement
de coordonne´es
H(θ, z) =
(
θ, u0(θ) + u1(θ)z
)
nous obtiendrons une forme normale pour F
(θ, z) 7−→
(
θ + α, e2πiβz + ρ(θ, z)
)
,
ou` la fonction ρ(θ, z) est de´finie dans le produit du cercle avec une voisinage de l’origin complexe, est de classe C∞ et
s’annule jusqu’au l’ordre 2 en z = 0. On verra que l’e´quation (6) peuve eˆtre re´solue sous une hypothe`se arithme´tique
diophantienne sur le nombre α (cf. section 2).
La discussion pre´ce´dente nous permet donc de dire que la dynamique holomorphe fibre´e autour d’une courbe
invariante peut eˆtre vue, a` la re´solution d’une e´quation cohomologique pre`s, comme une dynamique fibre´e par des
germes holomorphes qui fixent l’origine, avec un nobre de rotation bien pre´cis, au dessus d’une rotation irrationnelle
du cercle.
Petites perturbations. Ce travail est consacre´ a` l’e´tude de la persistance d’une courbe invariante u (lisse, de
degre´ nul et indiffe´rente), sous des petites perturbations sur la dynamique. D’apre´s la discusion pre´ce´dente, sous
l’hypothe`se diophantienne sur α, nous dissons que F˜ est une petite perturbation de F autour de la courbe si, dans
les coordonne´es de H la transformation F˜ s’e´crit
(θ, z) 7−→
(
θ + α, ρ˜0(θ) +
(
ρ˜1(θ) + e
2πi̺tr(u)
)
z + ρ˜(θ, z)
)
avec ρ˜0, ρ˜1 : T
1 → C des fonctions de classe C∞ de taille petite (dans une topologie ade´quate), et avec ρ˜(θ, ·)
holomorphe dans un disque Dr, r > 0. La taille de ρ˜ est comparable a` la taille de ρ (dans un sens a` pre´ciser). Ces
hypothe`ses de proximite´ entre la perturbation et la transformation originale seront bien pre´cise´es dans l’e´nnonce´ du
the´orm`e principal. Notons que nous conside´rons des perturbations qui changent seulement la partie holomorphe des
dynamiques. Le nombre de rotation sur la base α est donc fixe´.
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Familles a` 1 parame`tre. Dans les re´sultats de type KAM, une perturbation sur une dynamique elliptique donne
lieu aussi a` une perturbation sur les frequences concerne´es, qui sont les valeurs qui controˆlent la dynamique. Donc,
nous ne pouvons pas espe´rer d’obtenir les meˆmes phe´nome`nes dynamiques que dans la situation non perturbe´e. Pour
obtenir une persistance de ces phe´nome`nes on introduit une famille a` 1 parame`tre de perturbations qui cherche a`
corriger les frequences a` la valeur originale. De cette fac¸on on montre que, quite a` corriger les frequences, plusieurs
proprie´te´s dynamiques sont persistantes (line´arisation, existence d’objets invariants, etc.). On dit que la persistance
est en co-dimension 1 (voir [2]). Dans notre travail nous perturbons seulement la partie holomorphe de la transfor-
mation, donc la frequence corresponde au nombre de rotation transversal, une donne´e de dimension 1 complexe.
Soit F une fhd et u une courbe invariante indiffe´rente, avec ̺tr(u) = β ∈ R. Soit Σ un ouvert de C. Une petite
perturbation transverse ed F est une famille a` 1 parame`tre complexe {Ft}t∈Σ de fhd (une courbe complexe dans
l’espace des fhd) qui ve´rifie les hypothe`ses suivantes : chaque e´le´ment Ft est une petite perturbation de F et le nombre
de rotation transversal (meˆme quand la courbe n’existe pas) bouge avec la famille {Ft}t∈Σ (voir le the´ore`me 4.2 pour
une de´finition pre´cise). Nous dissons que la courbe u est persistante si pour toute petite perturbation transverse
{Ft}t∈Σ il existe un parame`tre t
∗ ∈ Σ tel que Ft∗ posse`de une courbe invariante indiffe´rente u
∗ avec ̺tr(u
∗) = β.
En gros, le principal re´sultat de ce travail dit que, sauf pour une petite corrrection complexe, les courbes invariantes
indiffe´rentes sont persistantes en classe C∞ pourvu que les nombres de rotation ve´rifient une condition arithme´tique
de type diophantienne.
4 E´nonce´ du The´ore`me
Nous conside´rons une famille {Fs}s∈Σ⊂C a` un parame`tre s ∈ Σ ⊂ C complexe de dhf ou` chaque Fs est une dhf
de classe C∞. Pour β ∈ R nous fixons la notation λ = e2πiβ . Nous disons qu’une telle famille est lisse si, e´crite sous
la notation habituelle
Fs(θ, z) =
(
θ + α, fs(θ, z)
)
=
(
θ + α, ρ0,s(θ) + ρ1,s(θ)z + λz + ρs(θ, z)
)
,
les fonctions (s, θ, z) 7→
(
ρ0,s(θ), ρ1,s(θ), ρs(θ, z)
)
sont des fonctions de classe C∞. Les fibres ρs(θ, ·) sont holomorphes,
continues jusqu’au bord ∂D et s’annulent jusqu’au l’ordre 2 en z = 0 pour pour tout θ dans T1 et tout s dans Σ. Dans
ce travail nous allons de´signer une famille de dhf soit par {Fs}, soit par {fs} ou` fs repre´sente la partie holomorphe
de la dynamique Fs. Nous disons que Fs est la dhf associe´e a` fs. Nous donnons aussi l’adjectif de lisse (C
∞) a` une
famille de parties holomorphes {fs}s∈Σ⊂C. Avant d’e´noncer le re´sultat principal de ce travail nous allons introduire
quelques notations.
Des notations et normes conside´re´es. Nous allons e´crire f ′(θ, z) au lieu de ∂zf(θ, z) et f
(i)(θ, z) pour les
de´rive´es d’ordre supe´rieur ∂izf(θ, z). Pour une fonction g : T
1 → (B, | · |B) de classe C
∞, ou` B est un espace de
Banach avec norme | · |B, nous conside´rons la norme C
0 et Cr pour r ∈ N comme e´tant
‖g‖0 = sup
θ∈T1
|g(θ)|B , ‖g‖r =
r∑
i=0
∥∥∥∂ig
∂θi
∥∥∥
0
.
L’espace de Banach que nous aurons toujours en teˆte sera l’espace Ω(D) des fonctions holomorphes du disque unite´
complexe qui sont continues jusqu’au bord. Pour une matrice A : R2 → R2 nous allons noter
‖A‖L = sup
|v|=1
|Av| ,
[
A
]
L
= inf
|v|=1
|Av|
sa norme usuelle et le plus petit valeur propre respectivement, ou` | · | est une norme dans R2.
Lemma 4.1 Soit A : R2 → R2 une matrice avec
[
A
]
L
6= 0. Alors la matrice A est inversible et la norme de la
matrice inverse A−1 ve´rifie
‖A−1‖L ≤
[
A
]−1
L 
The´ore`me 4.2 Pour toute paire (α, β) qui ve´rifie l’hypothe`se CD1 et pour toutes constantes L > 1,M > 1, T > 1
il existe ε˜ > 0 qui de´pend de L,M, T, (α, β), un nombre entier naturel r ≥ 2 qui de´pend de la paire (α, β) et une
constante positive universelle C tels que, si une famille a` un parame`tre complexe {fs}s∈Σ de fonctions de T
1 vers
Ω(D) ve´rifie pour un certain ε dans (0, ε˜]
• ‖ρ0,s‖r ≤ ε pour tout s dans D(0, 2CLε) ⊂ Σ
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• ‖ρ1,s‖r ≤ ε pour tout s dans D(0, 2CLε) ⊂ Σ
•
[
∂s
∫
T1
ρ1,t(θ)dθ
∣∣∣
s=0
]
L
> L−1
• ‖ρs‖r ≤M pour tout s dans D(0, 2CLε) ⊂ Σ
• ‖∂2sρ1,s‖0 + ‖∂sρs‖0 ≤ T pour tout s dans D(0, 2CLε)
alors il existe un parame`tre s∗ dans le disque D(0, 2CLε) et une courbe u : T1 → D de classe C∞, indiffe´rente, de
degre´ nul, qui est invariante par la dynamique holomorphe fibre´e Fs∗(θ, z) = (θ + α, fs∗(θ, z)), et son nombre de
rotation transversal est ̺tr(u) = β.
Le the´ore`me ci dessus de´coulera d’une version plus faible qui cependant est plus adapte´e a` la me´thode de de´monstration
utilise´e
The´ore`me 4.3 Pour toute paire (α, β) qui ve´rifie l’hypothe`se diophantienne CD1 il existe ε¯ > 0 et un nombre naturel
r ≥ 2 tels que si une fonction f : T1 → Ω(D) satisfait ‖f −λz‖r < ε¯ alors il existe t dans C et une courbe u : T
1 → D
de classe C∞, indiffe´rente, de degre´ nul, qui est invariante par la dynamique holomorphe fibre´e F ∗(θ, z) = (θ+α, etf),
et son nombre de rotation transversal est ̺tr(u) = β.
Le The´ore`me 4.3 est donc la version du The´ore`me 4.2 pour le cas particulier de la famille {ft}t∈C = {e
tf}t∈C et f
proche de λz. Nous pouvons noter que la condition diophantienne demande´e dans les hypothe`ses du the´ore`me est
exactement celle qui apparaˆıt comme ne´cessaire et suffisante pour pouvoir toujours re´soudre l’e´quation line´arise´e
associe´e au proble`me (voir section 2.2). Cette simple observation nous permet de montrer que la condition diophan-
tienne est optimale pour le proble`me de la persistance de la courbe invariante dans le cas C∞ comme le montre la
Proposition 4.4 Soit α ∈ CD et soit β tel que la paire (α, β) ne satisfait pas la condition diophantienne CD1. Pour
tous ε > 0, r dans N il existe une fonction a : T1 → C de classe C∞ et de norme Cr plus petite que ε telle que la
famille a` un parame`tre complexe
Ft(θ, z) =
(
θ + α, ta(θ) + tλz
)
ve´rifie que pour tout t dans C la dynamique holomorphe fibre´e Ft ne posse`de aucune courbe invariante de classe C
∞
avec β comme nombre de rotation transversal.
Preuve. Notons d’abord que pour une telle famille la de´rive´e par rapport a` z de la partie holomorphe est toujours
e´gal a` tλ = te2πiβ , donc le seul parame`tre qui permet l’existence d’une courbe invariante avec nombre de rotation
transversal e´gal a` β est t = 1. L’hypothe`se de transversalite´ est imme´diate. Supposons que pour une fonction
a : T1 → C de classe C∞ nous avons une courbe invariante u : T1 → D pour la dynamique holomorphe fibre´e
F (θ, z) = (θ+α, a(θ) + λz). Nous pouvons alors de´terminer de fac¸on unique cette courbe a` l’aide de l’e´quation de la
courbe invariante
a(θ) + e2πiβu(θ) = u(θ + α)
qui est bien une e´quation cohomologique comme celles e´tudie´es dans la section 2.2. La Proposition 2.2 nous permet
construire une fonction a de fac¸on que l’unique courbe invariante solution a` l’e´quation ci-dessus ne soit meˆme pas
une distribution 
5 Le The´ore`me des Fonctions Implicites de Hamilton
Depuis les travaux de Sergeraert [26] et plus particulie`rement ceux de Herman [11], [2], l’utilisation des the´ore`mes
de fonctions implicites dans les espaces de Fre´chet pour re´soudre des proble`mes dynamiques faisant intervenir des
petits diviseurs est devenue tre`s fructueuse. Cette technique repose sur le fait que la re´solution du proble`me line´aire
associe´ est fortement relie´ aux proprie´te´s arithme´tiques des fre´quences implique´es, comme nous pouvons voir dans
la discussion des e´quations cohomologiques (voir section 2.2). Un the´ore`me de fonctions implicites assure en ge´ne´ral
l’existence de solutions au le proble`me non line´aire qui nous occupe pourvu que le proble`me line´aire admette des
solutions. Le The´ore`me des Fonctions Implicites de Hamilton nous permet d’appliquer cette technique dans le cadre
des fonctions de classe C∞, qui d’habitude nous me`nent a` travailler avec des espaces qui ne sont pas des espaces de
Banach, mais des espaces de Fre´chet. La diffe´rence essentielle avec les the´ore`mes des fonctions implicites classiques
dans les espaces de Banach repose sur le fait que celui de Hamilton nous exige de re´soudre le proble`me line´aire
associe´ non pas seulement au point ou` la solution est connue, mais dans tout un voisinage de ce point. Les prochains
paragraphes vont pre´ciser tous les objets mathe´matiques qui interviennent dans l’e´nonce´ du The´ore`me de Hamilton
ainsi que les espaces qui vont nous permettre de nous servir de ce the´ore`me pour montrer la version faible du
The´ore`me de la persistance de la courbe invariante dans le cas C∞ (The´ore`me 4.3). Nous renvoyons le lecteur aux
articles [7], [2] pour un traitement plus de´taille´ du The´ore`me de Hamilton.
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5.1 Bons Espaces de Fre´chet
Nous disons que l’espace vectoriel topologique E est un bon espace de Fre´chet au sens de Hamilton s’il existe une
famille croissante de seminormes {‖ · ‖i}i∈N qui de´finissent sa topologie, une famille d’ope´rateurs d’approximation et
lissage
{
St
}
t>1
et des constantes positives Cn,k pour chaque paire (n, k) dans N
2 qui ve´rifient
1. St : E → E est une application line´aire continue.
2. Si k ≤ n, ∀ x ∈ E, ∀ t ∈ ]1,+∞]
{
‖St(x)‖n ≤ Cn,kt
n−k‖x‖k
‖[Id− St](x)‖k ≤ Ck,nt
k−n‖x‖n.
Les dernie`res ine´galite´s impliquent des ine´galite´s de convexite´ sur les seminormes ‖ ‖i, (Hadamard) : pour chaque
paire (n, k) dans N2 il existe des constantes positives C˜n,k tels que
‖x‖l ≤ C˜k,n‖x‖
1−α
k ‖x‖
α
n (7)
pour tout x qui appartient a` E, pour tous les entiers k ≤ l ≤ n, ou` α est de´fini par l = (1− α)k + αn.
La somme directe (le produit) E ⊕ F de deux bons espaces de Fre´chet est un bon espace de Fre´chet avec les
seminormes ‖(u, v)‖iE⊕F = ‖u‖iE + ‖v‖iF et les ope´rateurs de lissage et approximation St(u, v) = (S
E
t u, S
F
t v). Nous
disons que l’application f : U ⊂ E → F d’un ouvert U d’un bon espace de Fre´chet E vers un autre bon espace de
Fre´chet F , est une bonne application au sens de Hamilton si pour tout x0 qui appartient a` U il existe un voisinage
V de x0 dans U , un entier positif r et pour tout i ∈ N des constantes positives Ci tels que
‖f(x)‖i ≤ Ci(1 + ‖x‖i+r)
pour tout x dans V et pour tout i dans N.
Diffe´rentiabilite´ au sens de Gaˆteaux. Soient E et F deux espaces vectoriels topologiques, U un ouvert de E
et f une application de U vers F . On dit que f est de classe C1 (au sens de Gaˆteaux) lorsque
1. f est continue.
2. Il existe une application Df : U ×E → G continue, line´aire en la deuxie`me coordonne´e et telle que pour tout
x dans U , y dans E on a
lim
t→0
1
t
{
f(x+ ty)− f(x)
}
= Df(x)y.
Les applications de classe Ck (au sens de Gaˆteaux) sont de´finies par re´currence sur k : soit k dans N \ {0, 1}, f est
dite de classe Ck lorsqu’elle est de classe C1 et que Df est de classe Ck−1 sur l’ouvert U ×E de E ×E. Nous disons
que f est une bonne application de classe Ck (k dans N∪{∞}) si f est de classe Ck au sens de Gaˆteaux, et quef ainsi
que ses de´rive´s jusque a` l’ordre k sont des bonnes applications (une telle de´rive´ Dif est une application a` valeurs
dans F de´finie sur l’ouvert U × Ei de Ei+1).
Proposition 5.1 Donnons nous trois bons espaces de Fre´chet E,F,G, U un ouvert de E et V un ouvert de F . Si
f : U 7→ V et g : V 7→ G sont des bonnes applications de classe Ck (k dans N ∪ {∞}), alors la composition g ◦ f est
une bonne application de classe Ck. La projection E × F −→ E est une bonne application de classe Ck pour tout k.
5.2 The´ore`me des Fonctions Implicites
The´ore`me 5.2 (Fonction Implicite) Donnons nous trois bons espaces de Fre´chet E, F , G, U un ouvert de E×F ,
f : U → G une bonne application de classe Cr (2 ≤ r ≤ ∞) et (x0, y0) qui appartient a` U . Supposons qu’il existe une
voisinage V0 de (x0, y0) et une bonne application continue et line´aire dans la deuxie`me coordonne´e L : V0 ×G→ F
telle que si (x, y) appartient a` V0 alors D2f(x, y) est inversible avec L(x, y) comme son inverse. On en de´duit alors
que x0 a un voisinage W dans lequel est de´finie une bonne application de classe C
r, g :W → F telle que :
1. g(x0) = y0
2. Pour tout x dans W la paire (x, g(x)) appartient a` U et se ve´rifie que f(x, g(x)) = f(x0, y0)
En plus, si x appartient a` W , y est dans un petit voisinage au tour de y0 et on a que f(x, y) = f(x0, y0) alors
y = g(x).
5.3 Les bons espaces de Fre´chet Γ∞(T1, B)
Nous de´finissons Γ∞(T1, B) comme l’espace des fonctions f : T1 → B de classe C∞ (au sens de Gaˆteaux) a` valeurs
dans un espace de Banach (B, |·|B) et nous le munissons de la famille de seminormes C
r. Avec ces seminormes l’espace
Γ∞(T1, B) devient un espace de Fre´chet. Nous de´finirons des ope´rateurs d’approximation et lissage qui le font devenir
un bon espace de Fre´chet sur lequel nous pourrons appliquer le the´ore`me 5.2.
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5.3.1 Ope´rateurs de lissage et approximation sur Γ∞(T1, B)
Les ope´rateurs que nous allons de´finir dans cette section sont classiques et nous renvoyons le lecteur aux articles
[12], [9] pour les de´monstrations. La seule chose a` souligner dans notre cas est que l’espace d’arrive´e des fonctions
est un espace de Banach, ou` on peut de´finir, de la meˆme fac¸on que dans le cas re´el ou complexe, l’inte´grale de
Riemann d’une fonction (voir [18]). L’ope´ration ∗ de convolution est ainsi bien de´finie. Par la suite nous identifierons
les fonctions qui appartiennent a` Γ∞(T1, B) aux fonctions dans C∞
Z
(R, B), les fonctions de classe C∞ qui sont Z-
pe´riodiques a` valeurs dans B. Soit η dans C∞(R, B) ve´rifiant supp(η) ⊂ [−1, 1], η(−x) = η(x) et η(x) = 1 si |x| ≤ 12 .
Soit φ(x) =
∫
R
e−2πiξxη(ξ)dξ ; on pose, pour t ≥ 1, φt(x) = tφ(tx). Pour f dans C
∞
Z
(R, B) on de´finit l’ope´rateur de
lissage et approximation
Stf = f ∗ φt =
∫
R
f(x− y)φt(y)dy ∈ C
∞
Z (R, B). (8)
Par la formule d’inversion de Fourier, on a pour tout v dans B et pour tout n dans Z
St(ve
2πinθ) = vη
(
−
n
t
)
e2πinθ
donc Stf est un polynoˆme trigonome´trique de degre´ au plus |t|. Les ope´rateurs St ont les proprie´te´s suivantes de
lissage et approximation
Proposition 5.3 Pour chaque paire (k, n) dans N2 il existe des constantes positives Ck,n telles que si f appartient
a` Γ∞(T1, B) et n ≥ k alors pour tout t ≥ 1
1. ‖Stf‖n ≤ Ck,nt
n−k‖f‖k.
2. ‖Stf − f‖k ≤ Cn,kt
k−n‖f‖n.
6 Preuve du The´ore`me 4.3
A` partir des bons espaces de Fre´chet Γ∞(T1, B) de´finis dans la section 5.3 on de´finit ici les bons espaces de Fre´chet
que nous allons utiliser lors de la preuve du The´ore`me 4.3 :
1. L’espace C∞(T1,C) des fonctions de classe C∞ de T1 vers l’espace de Banach C est le bon espace de Fre´chet
Γ∞(T1,C).
2. Le bon espace de Fre´chet Γ∞(T1,Ω(D)) est l’espace des fonctions de classe C∞ de T1 vers l’espace de Banach
Ω(D). Ceci est l’espace des parties holomorphes des dynamiques holomorphes fibre´es de classe C∞. Rappelons
que l’espace de Banach Ω(D) est l’espace des fonction holomorphes sur D qui sont continues sur jusqu’au bord,
avec la norme |f |Ω(D) = sup|z|<1 |f(z)|.
Lemma 6.1 Soit l’ensemble ouvert A = {u ∈ C∞(T1,C)
∣∣ ‖u‖0 < 1/2} de C∞(T1,C). Les applications
1.
Γ∞(T1,Ω(D)) −→ Γ∞
(
T1,Ω(D(0, 3/4))
)
f 7−→ f (i) =
∂if
∂zi
,
2.
C∞(T1,C)× C∞(T1,C) −→ C∞(T1,C)
(u, v) 7−→ uv
(u, v) 7−→ u+ v,
3.
C∞(T1,C)0 −→ C
∞(T1,C)0
v 7−→ v−1
v 7−→ ev
ou` C∞(T1,C)0 est l’espace ouvert de C
∞(T1,C) des fonctions qui ne s’annulent pas,
4.
C∞(T1,C)d0 −→ C
∞(T1,C)
h 7−→ log h
ou` C∞(T1,C)d0 est l’espace ouvert de C
∞(T1,C) des fonctions de degre´ nul,
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5.
C∞(T1,C) −→ C
v 7−→
∫
T1
v(θ)dθ,
6. l’application ηr
Γ∞
(
T1,Ω(D(0, r))
)
×A
ηr
−→ C∞(T1,C)
(f, u) 7−→ f
(
·, u(·)
)
pour tout r dans (1/2, 1],
sont de bonnes applications au sens de Hamilton.
Preuve. Le point 1. est une conse´quence des estimations de Cauchy. Les points 2., 3., 4., 5., sont classiques et en fait
ce sont des bonnes applications de classe C∞. Nous montrerons par la suite le point 6. Rappelons que le fait d’eˆtre
une bonne application est un fait local, donc e´tant donne´e (f, u) dans Γ∞(T1,Ω(D)) × A nous fixons un voisinage
borne´ C0 de f dans Γ∞(T1,Ω(D(0, r))) et un voisinage C0 de u dans A ⊂ C∞(T1,C). Notons que les estimations de
Cauchy assurent l’existence pour chaque paire (i, j) dans N2, de constantes positives Ci,j telles que∥∥∥ ∂j
∂θj
f (i)(θ, u(θ))
∥∥∥
0
≤ Ci,j
∥∥∥∂jf
∂θj
∥∥∥
0
(9)
car nous pouvons permettre des pertes de rayon uniformes. Calculons quelques de´rive´es de ηr par rapport a` θ :
∂ηr(f, u)
∂θ
=
∂f
∂θ
(·, u(·)) + f ′(·, u(·))
∂u
∂θ
∂2ηr(f, u)
∂θ2
=
∂2f
∂θ2
(·, u(·)) +
∂f ′
∂θ
(·, u(·))
∂u
∂θ
+
∂f ′
∂θ
(·, u(·))
∂u
∂θ
+f ′′(·, u(·))
(∂u
∂θ
)2
+ f ′(·, u(·))
∂2u
∂θ2
.
Plus ge´ne´ralement nous voyons que graˆce aux estimations de Cauchy (9) il nous suffit d’estimer les termes de la forme∥∥∥∂jf
∂θj
(∂u
∂θ
)i1(∂2u
∂θ2
)i2
. . .
(∂nu
∂θn
)in∥∥∥
0
avec j + i1 + 2i2 + . . .+ nin = n, par rapport aux seminormes ‖f‖n et ‖u‖n. En utilisant les ine´galite´s de convexite´
de Hadamard (7) nous avons les estimations∥∥∥∂jf
∂θj
∥∥∥
0
≤ C˜Γ
∞
0,n ‖f‖
n−j
n
0 ‖f‖
j
n
n ≤ An‖f‖
j
n
n∥∥∥∂su
∂θs
∥∥∥is
0
≤
(
C˜C
∞
0,n ‖u‖
n−s
n
0 ‖u‖
s
n
n
)is
≤ Bn‖u‖
sis
n
n
pour des constantes positives An, Bn qui de´pendent seulement du voisinage de f¯ a` part de n. En conside´rant un
produit ade´quat des ine´galite´s ci-dessus nous avons∥∥∥∂jf
∂θj
(θ, u(θ))
(∂u
∂θ
)i1(∂2u
∂θ2
)i2
. . .
(∂nu
∂θn
)in∥∥∥
0
≤ Dn‖f‖
j
n
n ‖u‖
n−j
n
n
pour des constantes positives Dn. L’ine´galite´ de Young implique finalement que∥∥∥∂jf
∂θj
(θ, u(θ))
(∂u
∂θ
)i1(∂2u
∂θ2
)i2
. . .
(∂nu
∂θn
)in∥∥∥
0
≤ Dn
(
‖f‖n + ‖u‖n
)
.
On peut en de´duire donc que l’application ηr est une bonne application de classe C
0

Corolaire 6.2 L’application ηr (cf. 6. du Lemme 6.1) est une bonne application de classe C
∞ pour tout r dans
(1/2, 1].
Preuve. Nous devons montrer que toutes les de´rive´es Diηr sont des bonnes applications de classe C
0. Voyons qu’est
ce qui se passe avec Dηr
Dηr(f, u)(∆f,∆u) = lim
t→0
1
t
[
(f + t∆f)(·, u + s∆u(·))− f(·, u(·))
]
= f ′(·, u(·))∆u+∆f(·, u(·)).
Ceci est une fonction a` 4 variables dans un bon espace de Fre´chet (le produit de bons espaces) qui peut s’e´crire comme
la composition de bonnes applications qui apparaˆıssent dans le lemme pre´ce´dent, donc c’est une bonne application.
Pour les de´rive´es d’ordre supe´rieur il se passe de fac¸on analogue 
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6.1 Les bons ope´rateurs Mα,Mα,β
Soit v dans C∞(T1,C). Nous conside´rons les e´quations cohomologiques
φ(θ) − φ(θ + α) = v(θ) (10)
λφ˜(θ)− φ˜(θ + α) = v(θ). (11)
Si
∫
T1
v(θ)dθ = 0 nous avons de´ja` vu que sous l’hypothe`se diophantienne pour α l’e´quation (10) a pour solution
φ(θ) =
∑
n∈Z
vˆ(n)
e2πinα − 1
e2πinθ
avec la normalisation φˆ(0) = 0. Ainsi φ est de classe C∞. De meˆme, sous l’hypothe`se diophantienne pour la paire
(α, β) la solution de l’e´quation (11) est
φ˜(θ) =
∑
n∈Z
vˆ(n)
e2πinα − e2πiβ
e2πinθ
qui est aussi de classe C∞. Nous de´finissons les ope´rateurs C−line´aires
Mα : C
∞(T1,C)∗ → C
∞(T1,C)
v 7→ φ
Mα,β : C
∞(T1,C) → C∞(T1,C)
v 7→ φ˜
ou` φ et φ˜ sont de´finies ci-dessus et C∞(T1,C)∗ est l’espace des fonctions dans C
∞(T1,C) de moyenne nulle. Ainsi
de´finis ces ope´rateurs sont inversibles (compte tenue de la normalisation
∫
T1
φ = 0).
Lemma 6.3 Les ope´rateurs Mα,Mα,β sont des bonnes applications au sens de Hamilton.
Preuve. La the´orie classique des se´ries de Fourier d’une fonction f dans C∞(T1,C) assure que les coefficients de sa
se´rie de Fourier ve´rifient les ine´galite´s
‖f‖i ≤ Bi sup
k∈Z
(
(1 + |k|)i+2|fˆ(k)|
)
(12)
sup
k∈Z
(
(1 + |k|)i|fˆ(k)|
)
≤ Ci‖f‖i (13)
pour des constantes positives Bi, Ci qui de´pendent seulement de i dans N. Soit v dans C
∞(T1,C). Les ine´galite´s
ci-dessus et la condition diophantienne sur α impliquent que pour tout i ≥ 0 il existe des constantes positives C′i, B
′
i+2
tels que
‖Mα(v)‖i ≤ Ci sup
k∈Z
(
(1 + |k|)i+2
∣∣∣ vˆ(k)
e2πinα − 1
∣∣∣)
≤ C′i sup
k∈Z
(
(1 + |k|)i+4|vˆ(k)|
)
≤ B′i+2‖v‖i+2.
La preuve pour Mα,β e´tant analogue nous l’omettons 
6.2 Correction du nombre de rotation transversal
Pour toute f dans Γ∞(T1,Ω(D)) telle que la taille C0 de f − λz est suffisamment petite et pour toute courbe
continue u : T1 → D aussi de taille C0 petite nous pouvons de´finir uniforme´ment la fonction log f ′(θ, u(θ)) qui ve´rifie
logλ = 2πiβ, car le degre´ de la fonction f ′(θ, u(θ)) de´pend continuˆment de la paire (f, u). Dans ce cas nous pouvons
calculer l’inte´grale suivante
I(f, u) =
1
2πi
∫
log f ′(θ, u(θ))dθ. (14)
Notons que quand la courbe u est invariante par la dynamique associe´e a` f , et de degre´ nul, ce nombre co¨ıncide
avec le nombre de rotation transversal ̺tr(u). Avec cette de´finition nous pouvons donner du sens a` l’affirmation
suivante “pour n’importe quelle paire (f, u) il existe toujours un nombre complexe t qui corrige le nombre de rotation
transversal a` la valeur β”.
10
Proposition 6.4 Pour tout nombre re´el β dans [0, 1), pour toute application f dans un voisinage U de f0 ≡ λz dans
Γ∞(T1,Ω(D)) et pour toute courbe u dans une voisinage V de u0 ≡ 0 dans C
∞(T1,C), la fonction t : U × V → C
de´finie par l’e´galite´ I(etf, u) = β est une bonne application de classe C∞. En plus, il existe une constante positive
universelle C telle que
|t| ≤ C‖f ′ − λ‖C0 . (15)
Preuve. En fait, la formule (14) nous permet calculer explicitement la valeur de t. Plus pre´cise´ment, soient U, V les
voisinages qui nous permettent de calculer l’inte´grale I comme au paragraphe pre´ce´dent, alors
I(etf, u) =
1
2πi
∫
log etf ′(θ, u(θ))dθ
β =
1
2πi
(
t+
∫
log f ′(θ, u(θ))dθ
)
. (16)
Ainsi t est une bonne application de classe C∞ d’apre´s la Proposition 5.1 et les Lemmes 6.1, 6.2. L’estimation (15)
s’obtient facilement a` l’aide de (16) 
Dore´navant chaque fois que nous e´crivons etf(θ, u(θ)), et qu’il n’y a pas lieu a` confusion, il faudra penser toujours
que t = t(f, u).
6.3 La bonne application u1
L’e´galite´ I(etf, u) = β et l’hypothe`se α dans CD nous permettent de re´soudre l’e´quation
etf ′(θ, u(θ)) = e2πiβ
u1(θ + α)
u1(θ)
(17)
avec u1 ∈ C
∞(T1,C)0, et ou` en plus (f, u) 7→ u1 est une bonne application au sens de Hamilton. En effet, dans les
bons voisinages, ou` la fonction t est bien de´finie, l’e´quation (17) se re´duit a` l’e´quation cohomologique
t+ log f ′(θ, u(θ)) = 2πiβ + u˜1(θ + α)− u˜1(θ).
On voit que la condition I(etf, u) = β est la condition inte´grale ne´cessaire pour re´soudre cette e´quation. Pour assouplir
la notation nous introduisons la fonction l(f, u)(θ) = log f ′(θ, u(θ)). Il est clair que l’application (f, u) 7→ l(f, u) est
une bonne application dans les voisinages que nous conside´rons ici. Nous avons alors
u˜1(θ) = Mα(l(u, f))(θ).
L’application (f, u) 7→ u˜1 est une bonne application au sens de Hamilton d’apre`s les re´sultats de la section 6.1, et il
en est de meˆme de l’application
(f, u) 7−→ u1 = e
u˜1 .
Si en autre, si les voisinages V, U sont suffisamment petits la distance |u1(θ) − 1| est tre`s petite et uniforme´ment
borne´e, et en particulier u1(θ) ne s’annule pas. Il est imme´diat de ve´rifier que u1 satisfait l’e´quation (17).
6.4 Le The´ore`me 4.3 sous la forme d’un proble`me de fonction implicite
Conside´rons l’application Θ :
(
U ⊂ Γ∞(T1,Ω(D))
)
×
(
V ⊂ C∞(T1,C)
)
→ C∞(T1,C) de´finie par
Θ(f, u) = etf(θ, u(θ))− u(θ + α) (18)
ou` l’application t(f, u) et les ensembles U ,V sont de´finis dans la Proposition 6.4. Cette application est une bonne
application de classe C∞. On peut sans peine voir que le fait que u soit invariante pour la dynamique holomorphe
fibre´e associe´e a` etf est e´quivalente au fait que Θ(f, u) soit identiquement nulle. Notons que dans le cas ou` f0 ≡ λz
et u0 ≡ 0 nous avons
Θ(f0, u0) = 0.
La preuve du The´ore`me 4.3 sera une application directe du The´ore`me des Fonctions Implicite de Hamilton, c’est-a`-
dire, la courbe invariante u sera de´finie d’une fac¸on implicite a` partir de l’e´quation Θ(f, u) = 0 autour de la solution
de´ja` connue (f0, u0).
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6.4.1 Inversion de la diffe´rentielle
La partie la plus importante pour appliquer le The´ore`me de Hamilton est l’inversion de la diffe´rentielle par rapport
a` la deuxie`me variable, ce qui dans notre cas se traduit par trouver une bonne application continue L(f, u,∆g) ,
line´aire en ∆g, de´finie pour toute paire (f, u) dans un voisinage de (f0, u0) et pour tout ∆g dans C
∞(T1,C) de fac¸on
que si nous posons ∆u = L(f, u,∆g) nous avons
D2Θ(f, u)∆u = ∆g. (19)
Dans ce qui se suit nous allons re´soudre cette e´quation (en ∆u dans C∞(T1,C)) d’une fac¸on formelle. La diffe´rentielle
partielle de Θ par rapport a` u en la direction ∆u est
D2Θ(f, u)∆u = e
tf(·, u(·))
(
∂ut ·∆u
)
+ etf ′(·, u(·))∆u −∆u(·+ α)
ou` ∂ut ·∆u est la diffe´rentielle de t par rapport a` u dans la direction ∆u, qui est un nombre complexe. Nous prenons
u1(f, u) = u1 comme dans (17). L’e´quation (19) devient donc
etf(·, u)
(
∂ut ·∆u
)
+
u1(·+ α)
u1
e2πiβ∆u −∆u(·+ α) = ∆g.
Avec la notation ∆˜u = ∆u
u1
, ∆˜g = ∆g
u1(·+α)
, f˜ = e
tf(·,u)
u1(·+α)
nous avons
e2πiβ∆˜u(θ) − ∆˜u(θ + α) = ∆˜g(θ)−
(
∂ut ·∆u
)
f˜(θ).
En appliquant l’ope´rateur C−line´aire (inversible) Mα,β aux deux cote´s on obtient de fac¸on e´quivalente
∆˜u = Mα,β(∆˜g)−
(
∂ut ·∆u
)
Mα,β(f˜). (20)
On peut calculer explicitement la valeur de ∂ut ·∆u, car en de´rivant l’e´galite´ I(e
tf, u) = β dans la direction ∆u nous
obtenons
1
2πi
((
∂ut ·∆u
)
+
∫
T1
f ′′(θ, u(θ))∆u(θ)
f ′(θ, u(θ))
dθ
)
= 0
ce qui ajoute´ a` l’e´galite´ (20) nous donne
∂ut ·∆u = −
∫
T1
f ′′(θ, u(θ))∆u(θ)
f ′(θ, u(θ))
dθ
= −
∫
T1
f ′′(θ, u(θ))u1(θ)
(
Mα,β(∆˜g)(θ)−
(
∂ut∆u
)
Mα,β(f˜)(θ)
)
f ′(θ, u(θ))
dθ
∂ut ·∆u =
−
∫
T1
f ′′(θ,u(θ))u1(θ)
f ′(θ,u(θ)) Mα,β(∆˜g)(θ)dθ
1−
∫
T1
f ′′(θ,u(θ))u1(θ)
f ′(θ,u(θ)) Mα,β(f˜)(θ)dθ
. (21)
Nous posons finalement
∆u = u1
(
Mα,β(∆˜g)−
(
EMαβ(f˜)
)
ou` E = ∂ut · ∆u comme dans (21). On voit que si f
′′(θ, u(θ)) est suffisamment petit par rapport a` la taille C0
de u1 et Mα,β(f˜), le nombre complexe ∂ut∆u est bien de´fini et en plus l’application (f, u,∆g) 7→ ∂ut∆u est une
bonne application au sens de Hamilton. Il est direct aussi que la de´finition ci-dessus pour ∆u ve´rifie l’e´quation (19),
et l’application (u, f,∆g) 7→ ∆u est une bonne application au sens de Hamilton dans un voisinage ade´quat de la
paire (f0, u0). Or, les conditions sur f
′′, u1,Mα,β(f˜) s’obtiennent en re´trecissant suffisamment le voisinage autour de
(f0, u0) qui sert a` calculer t. Nous avons en main tous les ingre´dients pour appliquer le The´ore`me de Hamilton a`
l’application Θ : Il existe une bonne application de classe C∞
Ξ : U˜ ⊂ Γ∞(T1,Ω(D)) −→ C× C∞(T1,C)
Ξ(f) 7−→ (t, u)
de´finie dans un voisinage U˜ de f0 (une C
r boule, pour un certain r ∈ N) telle que la courbe u est invariante pour
la dynamique holomorphe fibre´e associe´e a` etf , de degre´ nul et de nombre transversal de rotation e´gal a` β, ce qui
donne une version plus pre´cise du The´ore`me 4.3. Soient ε > 0 et r ∈ N. Nous posons
Brε¯ = {f ∈ Γ
∞(T1,Ω(D))
∣∣ ‖f − λz‖r < ε¯}.
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The´ore`me 6.5 Pour toute paire (α, β) qui ve´rifie l’hypothe`se CD1 il existe ε¯ > 0, un nombre naturel r ≥ 2 et une
bonne application de classe C∞ au sens de Hamilton, Ξ : Brε¯ ⊂ Γ
∞(T1,Ω(D))→ C× C∞(T1,C) tels que
• Ξ(λz) = (0, 0).
• Si on e´crit Ξ(f) = (t, u) alors la courbe u est invariante par la dynamique holomorphe fibre´e F ∗(θ, z) =
(θ + α, etf(θ, z)), est de degre´ nul et son nombre de rotation transversal est ̺tr(e
tf, u) = β.
• La projection sur la premie`re coordonne´e π1Ξ(f) co¨ıncide avec t(f, π2Ξ(f)) ou` π2Ξ(f) est la projection sur
la deuxie`me coordonne´e et t est la fonction de´finie dans la Proposition 6.4. La paire (t, u) est uniquement
de´termine´e par ces proprie´te´s, pour u dans un voisinage de u0 ≡ 0.
7 Preuve du The´ore`me 4.2, un argument de transversalite´
Soit {fs}s∈Σ⊂C une famille lisse a` un parame`tre complexe de fonctions dans Γ
∞(T1,Ω(D)). De´finissons l’applica-
tion d’e´valuation, qui est de classe C∞ mais pas ne´cessairement bonne
e : Σ −→ Γ∞(T1,Ω(D))
s 7−→ fs.
Si la famille {fs} ve´rifie aussi que ‖fs − λz‖r < ε¯ pour tout s dans un certain disque D(0, R) ⊂ Σ ⊂ C, ou` ε¯, r
sont ceux du The´ore`me 6.5, nous pouvons de´finir une application t : D(0, R)→ C de classe C∞, et une application
u : D(0, R)→ C∞(T1,C) de classe C∞ par
s 7→ t(s) = π1Ξ
(
e(s)
)
s 7→ u(s) = π2Ξ
(
e(s)
)
ou` l’application Ξ est celle fournie par le The´ore`me 6.5. Dans ce cas la courbe u(s) est invariante par la dynamique
holomorphe fibre´e Fs(θ, z) = (θ+α, e
t(s)fs(θ, z)), est de degre´ nul et son nombre de rotation transversal est ̺tr(u(s)) =
β. Le but de cette section est de montrer que sous l’hypothe`se de transversalite´ de la famille {fs}s∈Σ on peut choisir
un rayon R > 0 et trouver un parame`tre s∗ dans D(0, R) tel que t(s∗) = 0, c’est a` dire, qu’on n’a pas besoin de
faire une correction et sur la dynamique Fs∗(θ, z) = (θ + α, fs∗(θ, z)) afin d’obtenir la courbe invariante avec le bon
nombre transversal de rotation.
L’Indice de Kronecker. Nous allons faire dans cette section un petit rappel sur l’indice de Kronecker d’une
fonction du plan R2 vers R2 par rapport a` un disque. Soit une fonction G : D ⊂ R2 → R2 de classe C2, qui s’e´crit
G(x) = (g1(x), g2(x)) de´finie sur un disque D du plan. Nous de´finissons l’indice de Kronecker de G sur le bord ∂D
par l’inte´grale
n(G;D) =
1
2π
∫
∂D
g1dg2 − g2dg1
g21 + g
2
2
quand il n’y a pas de ze´ros de G sur le bord ∂D. Ce nombre mesure le nombre de tours que la courbe G(∂D) fait au
tour de ze´ro. En fait, il n’est pas difficile de voir que
n(G;D) =
1
2π
∫
∂D
G∗(δθ) =
1
2π
∫
G◦∂D
δθ,
ou` δθ est la 1-forme d’e´le´ment d’angle autour de l’origine complexe. Parmi les diverses proprie´te´s de l’indice de
Kronecker nous allons utiliser seulement celles qui sont contenues dans la proposition suivante, dont la preuve se
trouve dans [21] :
Proposition 7.1 Soit G : D ⊂ R2 → R2 et J : D ⊂ R2 → R2 deux fonctions de classe C2. On a
1. Si 0 n’appartient pas au segment [G(z), J(z)] pour tout z dans ∂D alors n(G;D) = n(J ;D).
2. Si G n’a pas de ze´ros dans le disque D alors n(G;D) = 0.
3. Si |G(z)| < |J(z)| et J(z) 6= 0 pour tout z dans ∂D alors n(J +G;D) = n(J ;D).
4. Si G a un ze´ro unique et non de´ge´ne´re´ dans D alors n(G;D) = ±1.
On dit qu’un point z dans D est un ze´ro non de´ge´ne´re´ de G si le de´terminant de la matrice Jacobienne J(G) de
G est non nul. Il est clair que 2., 3. sont une conse´quence de 1. Nous allons utiliser cette proposition pour montrer
l’existence d’un ze´ro pour une fonction qui n’est pas tre`s bien comprise, en la comparant a` une autre qui posse`de un
ze´ro unique et non de´ge´ne´re´, dont l’indice de Kronecker n’est pas nul.
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7.1 La fonction t(s)
Nous allons e´tudier par la suite le comportement de la fonction t(s). Nous savons d’apre`s (16) qu’on a explicitement
t(s) = 2πiβ −
∫
T1
log f ′s
(
θ, u(s)(θ)
)
dθ
d’ou` on peut calculer la diffe´rentielle de t au point s dans la direction ∆s par
Dt(s)∆s = −
∫
T1
∂sf
′
s
(
θ, u(s)(θ)
)
∆s+ f ′′s
(
θ, u(s)(θ)
)
Du(s)∆s(θ)
f ′s
(
θ, u(s)(θ)
) dθ.
Le The´ore`me des Fonctions Implicites de Hamilton nous fournit aussi l’expression de la diffe´rentielle de la fonction
implicite engendre´e, ce qui nous permet de calculer
Du(s)∆s = Dπ2Ξ
(
e(s)
)[
De(s)∆s
]
= Dπ2Ξ(fs)
[
∂sfs∆s
]
= −
(
D2Θ
(
fs, π2Ξ(fs)
))−1[
D1Θ
(
fs, π2Ξ(fs)
)
[∂sfs∆s]
]
.
Ceci nous permet d’affirmer que s’il existe une constante T > 1 telle que ‖∂sfs‖0 < T pour tout s dans D(0, R) alors
il existe une constante positive T ′, qui de´pend seulement de la paire (α, β) et de T , telle que
‖Du(s)∆s‖0 < T
′|∆s|.
Nous pouvons e´crire donc Dt(s) = w(s) +A(s) avec w(s) une matrice ∈M2(R) et la matrice A(s) ∈ M2(R) de taille
controˆle´e par la taille de f ′′s . Plus pre´cise´ment
w(s) = −
∫
T1
(
f ′s
(
θ, u(s)(θ)
))−1
∂sf
′
s
(
θ, u(s)(θ)
)
dθ
A(s)∆s =
∫
T1
(
f ′s
(
θ, u(s)(θ)
))−1
f ′′s
(
θ, u(s)(θ)
)
Du(s)∆s(θ)dθ.
Si on suppose qu’il existe des nombres re´els positifs ε0, ε1, ε2 tels que ‖fs‖r ≤ ε0, ‖f
′
s − λ‖r ≤ ε1, ‖f
′′
s ‖r ≤ ε2 et
ε0 + ε1 + ε2 ≤ ε¯ alors on a que
‖A(s)‖L < 2T
′ε2. (22)
Nous pouvons controˆler aussi la distance ‖w(s)−w(0)‖L sur le bord d’un disque D(0, R). Pour cela nous conside´rons
les ine´galite´s suivantes : ∥∥∂sf ′s(θ, z)− ∂sf ′s∣∣s=0(θ, z)∥∥L ≤ ‖∂2sf ′s‖0|s| ≤ TR
si on suppose que ‖∂2sf
′
s‖0 ≤ T . De fac¸on similaire nous avons∥∥∂sf ′s∣∣s=0(θ, u(0)(θ)) − ∂sf ′s∣∣s=0(θ, 0)∥∥L ≤ ‖∂sf ′′s ∣∣s=0‖0‖u(s)‖0 ≤ TT ′R
si ‖∂sf
′′
s ‖0 ≤ T . Il existe donc une constante positive T
′′, qui de´pend seulement de T et (α, β), telle que
‖w(s)− w(0)‖L ≤ T
′′R. (23)
7.2 Transversalite´ et fin de la preuve
Conside´rons la fonction affine W (s) = t(0) + w(0)s. L’hypothe`se de transversalite´[
∂s
∫
T1
f ′s(θ, 0)dθ
∣∣∣
s=0
]
L
> L−1,
pour une constante L > 1, impliquera que W croˆıt suffisamment vite, ce qui va nous permettre de la comparer a` la
diffe´rence t(s)−W (s) sur le bord d’un disque D(0, R), de rayon R assez grand de fac¸on que le ze´ro (unique et non
de´ge´ne´re´)
s˜ = −w(0)−1t(0)
de W , soit contenu dans le disque (nous allons utiliser le point 3. de la Proposition 7.1). D’apre`s le Lemme 4.1 et
l’estimation (15) la taille de s˜ est borne´e par LCε1. D’apre`s (22) et (23) la diffe´rence entre les fonctions W et t sur
le bord du disque D(0, R) est borne´e par
|W (s)− t(s)| ≤ R‖D(W − t)‖L
≤ R
(
‖w(s)− w(0)‖L + ‖A(s)‖L
)
≤ R(T ′′R+ 2T ′ε2).
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D’autre part la taille de W est minore´e sur le bord du disque par
|W (s)| > RL−1 − Cε1.
Pour pouvoir utiliser le point 3. de la Proposition 7.1 il suffira alors que l’ine´galite´ suivante soit ve´rifie´e
RL−1 − Cε1 > T
′′R2 + 2T ′ε2R
et c’est justement le cas si nous prenons R = 2LCε1 et ε¯ suffisamment petit. Ce choix nous permet aussi d’assurer
la pre´sence de s˜ dans D(0, R) et de cette manie`re la pre´sence d’un ze´ro s∗ de t dans D(0, R), car il n’y a que deux
possibilite´s, soit t s’annule sur le bord du disque, ou bien l’indice n(t,D(0, R)) = ±1 et le point 2. de la Proposition
7.1 nous donne l’existence de s∗. Nous venons de montrer ainsi la
Proposition 7.2 Pour toute paire (α, β) qui ve´rifie l’hypothe`se CD1 et pour toutes constantes L > 1, T > 1 il existe
ε¯ > 0, un nombre naturel r ≥ 2, qui de´pend seulement de la paire (α, β), et une constante positive universelle C tels
que si une famille lisse a` un parame`tre complexe {fs}s∈Σ⊂C de fonctions de T
1 vers Γ∞(T1,Ω(D)) ve´rifie pour des
nombres re´els positifs ε0, ε1, ε2, ε0 + ε1 + ε2 ∈ (0, ε¯],
•
[
∂s
∫
T1
f ′s(θ, 0)dθ
∣∣∣
s=0
]
L
> L−1
• ‖fs‖r ≤ ε0, ‖f
′
s − λ‖r ≤ ε1, ‖f
′′
s ‖r ≤ ε2 pour tout s dans D(0, 2CLε1)
• ‖∂2sf
′
s‖0 + ‖∂sf
′′
s ‖0 ≤ T pour tout s dans D(0, 2CLε1)
alors il existe un parame`tre s∗ dans le disque D(0, 2CLε1) et une courbe u : T
1 → D de classe C∞ qui est invariante
par la dynamique holomorphe fibre´e Fs∗(θ, z) = (θ+α, fs∗(θ, z)), est de degre´ nul et son nombre de rotation transversal
est ̺tr(fs∗ , u) = β.
Nous pouvons finir a` pre´sent la preuve du The´ore`me 4.2. Pour cela, supposons qu’il existe ε˜ > 0 et une constante
M > 1 tels que
‖ρ0,s‖r ≤ ε˜
‖ρ1,s‖r ≤ ε˜
‖ρs‖r ≤ M.
Nous faisons un changement d’e´chelle sur z de taille m > 1, c’est a` dire, nous de´finissons une nouvelle famille lisse
{f˜s}s∈Σ⊂C par
f˜s(θ, z) = mfs(θ,m
−1z)
ce qui avec la notation usuelle nous donne
‖ρ˜0,s‖r ≤ mε˜
‖ρ˜1,s‖r ≤ ε˜
‖ρ˜s‖r ≤ m
−1M.
Si nous posons m = 3Mε¯−1 (quitte a` diminuer ε¯ on a que m > 1) et ε˜ ≤ ε¯
2
9M nous avons
‖ρ˜0,s‖r ≤
ε¯
3
‖ρ˜1,s‖r ≤ ε˜ <
ε¯
3
‖ρ˜s‖r ≤
ε¯
3
.
La Proposition 7.2 nous donne donc un parame`tre s∗ dans le disque D(0, 2CLε˜) et une courbe u de classe C∞ qui
est invariante par la dynamique holomorphe fibre´e F˜s∗ , ce qui signifie
F˜s∗(θ, u(θ)) =
(
θ + α, u(θ + α)
)
(
θ + α,mfs∗(θ,m
−1u(θ))
)
=
(
θ + α, u(θ + α)
)
fs∗
(
θ,m−1u(θ)
)
= m−1u(θ + α).
On voit ainsi que la courbe m−1u est invariante par la dynamique holomorphe fibre´e Fs∗ . En plus f˜
′
s(θ, z) =
f ′s(θ,m
−1z), donc le nombre de rotation transversal de la courbe m−1u est aussi e´gal a` β ce qui termine la preuve
du The´ore`me 4.2 
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