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Benchmark datasets are crucial for developing and as-
sessing methods for the treatment of electron correlation.
In the past several years, the Simons Collaboration on
the Many-Electron Problem has produced multiple im-
portant benchmark studies on the two-dimensional Hub-
bard model1–3, transition metal molecules4, and hydro-
gen chains5,6. These studies have offered new insights
into the underlying difficulties associated with distinct
electronic structure approaches in a variety of settings,
and have provided the community with state-of-the-art
benchmarks where exact, unbiased calculations are gen-
erally not yet feasible.
The recent blind test7 by Eriksen et al. contributes
to the body of knowledge in the field of computational
electronic structure theory in a similar manner. The tar-
get application of the study is the calculation of the non-
relativistic Born-Oppenheimer frozen-core correlation en-
ergy of a benzene molecule in the cc-pVDZ basis set7,
with a resulting correlation space of 30 electrons and 108
orbitals. Unlike the Simons Collaboration on the Many-
Electron Problem benchmark studies, the work of Ref. 7
is focused on a single point calculation, but is completely
blind, such that the authors have contributed their fi-
nal results without knowledge of the exact answer or the
results from other contributors. This latter aspect signif-
icantly enhances the unbiased assessment of competing
and complimentary approaches.
The blind test reports the frozen-core correlation ener-
gies from a total of eight methods, all developed by the
authors of Ref. 7. These methods can be largely grouped
into five categories: (1) one based on a many-body expan-
sion approach (MBE-FCI), (2) three based on a selected
configuration interaction approach with a second-order
perturbative correction (ASCI, iCI, and SHCI), (3) one
based on a selected coupled-cluster theory approach with
a second-order perturbative correction (FCCR or more
precisely FCCR(2)), (4) one based on a matrix product
state parametrization (DMRG), and (5) two based on the
full configuration interaction quantum Monte Carlo (AS-
FCIQMC and CAD-FCIQMC). Interested readers are re-
ferred to Ref. 7 for further information of each method.
In the present note, we examine the accuracy of
phaseless auxiliary-field quantum Monte Carlo (ph-
AFQMC) on the identical problem posed by Eriksen et
al. ph-AFQMC is a method that has prominently fea-
tured in several benchmark studies led by the Simons
Collaboration1–6 and has stood out as a flexible and
state-of-the-art ab-initio approach8–27. ph-AFQMC is a
projector MC method that naturally parametrizes the
wavefunction in a non-linear fashion. We refer interested
readers to the recent review by Motta and Zhang for
details of the approach28. The only uncontrolled bias in-
troduced in ph-AFQMC is the error due to the phaseless
constraint8 imposed via a predefined trial wavefunction.
While one must be cognizant of this bias, imposing the
phaseless constraint is necessary to remove the fermionic
sign (or phase) problem entirely. In other words, due
to the constraint, statistical errors do not grow expo-
nentially with system size and one does not need ex-
ponentially many walkers to cull reasonable statistics.
Furthermore, as long as the underlying phaseless con-
straint is imposed with a size-consistent trial wavefunc-
tion, the approach guarantees size-consistency overall23.
One major potential drawback of this method is that
the resulting ph-AFQMC energy is not variational29. It
has been shown that ph-AFQMC can be exceptionally
accurate for systems with mainly dynamic correlation
(like benzene)14,19,20,23,25. We also note that ph-AFQMC
has been shown to perform well on systems with strong
correlation as well, although complicated trial wavefunc-
tions have often been necessary in such cases2,3,5,6,19,20,25.
Given the features of ph-AFQMC outlined above, as well
as the fact that it falls in a class distinct from the five
categories of the examined methods, we believe that the
addition of ph-AFQMC results to those of Ref. 7 would
be quite useful. We provide these results here, along
with some additional observations associated with the
use and accuracy of ph-AFQMC in its most scalable form.
Obviously our results are not “blind” in the manner of
those presented in Ref. 7, however we strive to present
completely unbiased and unadjusted results which reflect
standard practice and complete convergence.
The choice of trial wavefunction wholly determines the
accuracy of ph-AFQMC. It is possible to exploit multi-
determinant (MD) trial wavefunctions and observe a con-
vergence of the ph-AFQMC energy with respect to the
number of determinants23,30. While large MD trial wave-
functions may yield near-exact energies, such wavefunc-
tions are not scalable in general and destroy the size-
consistency of ph-AFQMC when the determinantal ex-
pansion is aggressively truncated. A size-consistent, scal-
able trial wavefunction is a single determinant (SD) wave-
function. The combination of ph-AFQMC with a SD trial
(e.g. Hartree-Fock (HF) orbitals23, Kohn-Sham density
functional theory orbitals20, and approximate Brueckner
orbitals25) has previously demonstrated relatively high
accuracy and scalability. In particular, in our experience
the use of a HF trial with ph-AFQMC provides accu-
racy at roughly the CCSD(T) level while enabling the
treatment of larger systems11,23,25,27. The ph-AFQMC
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2algorithm with a SD trial consists of the use of a quartic-
scaling molecular orbital transformation of Cholesky de-
composed integrals (O(N4)) once at the beginning of the
QMC run, cubic-scaling propagation (O(N3)) for each
time step, and the local energy evaluation (O(N4)) for
each sampled MC block. Therefore, the method is overall
quartic-scaling, which is more scalable than many other
state-of-the-art approaches.
Respecting the unbiased nature of this benchmark, in-
stead of focusing on removing the phaseless error via large
MD trial wavefunctions, we first employed the most scal-
able (and yet least accurate) trial wavefunction, an SD
trial based on spin-restricted HF (RHF) orbitals. We
refer the resulting method to as ph-AFQMC+RHF. We
emphasize that ph-AFQMC with an SD trial wavefunc-
tion is what most practitioners of ph-AFQMC would em-
ploy for general large-scale ab-initio applications. Fur-
thermore, we examined the improvement that one gains
by using a simple MD trial wavefunction based on a com-
plete active space self-consistent field (CASSCF) wave-
function with a 6-electrons and 6-orbitals active space
(pi and pi∗ orbitals). We refer this method to as ph-
AFQMC+CAS(6,6)31. We used QMCPACK32,33 to run
ph-AFQMC calculations on benzene. ph-AFQMC+RHF
was run with the cc-pVDZ, cc-pVTZ, and cc-pVQZ ba-
sis sets34 whereas ph-AFQMC+CAS(6,6) was performed
only for the cc-pVDZ basis set. We used 1024 walk-
ers for ph-AFQMC+RHF and 1280 walkers for ph-
AFQMC+CAS(6,6). Time step of 0.005 a.u. was used.
The population control bias and the time step error were
found to be negligible for the purpose of this study.
Molecular integrals for QMCPACK were generated by
PySCF35. CCSD and CCSD(T) calculations were per-
formed with Q-Chem36. The smallest basis set, cc-
pVDZ, was used in the blind test7, but we further report
larger basis set results along with the T-Q extrapolated
complete basis-set (CBS) energy according to Helgaker’s
formula37. The assessment of different approaches in the
complete basis set limit is also important for the detailed
evaluation of various methodologies.
Method Ecorr (mEh)
CCSD(T) -859.5
ASCI -860.0(2)
iCIPT2 -861.1(5)
CCSDTQ -862.4
DMRG -862.8(7)
FCCR(2) -863.0
MBE-FCI -863.0
CAD-FCIQMC -863.4
AS-FCIQMC -863.7(3)
SHCI -864.2(2)
ph-AFQMC+CAS(6,6) -864.3(4)
ph-AFQMC+RHF -866.1(3)
TABLE I. The frozen-core correlation energy of benzene in
the cc-pVDZ basis set using various methods. All energies
other than CCSD(T) and ph-AFQMC were taken from the
blind test results in Ref. 7.
As mentioned previously, ph-AFQMC+RHF places
emphasis on scalability over accuracy. As a result of
this, in Table I, we see that ph-AFQMC+RHF de-
viates from the value where many methods agreed
on (i.e., -863 mEh) by -3.1(3) mEh. We note that
this deviation is comparable in magnitude to that of
ASCI (+3.0(2) mEh) as well as CCSDT/CCSD(T), al-
though the direction of the deviation clearly reflects
the non-variational nature of ph-AFQMC. This ph-
AFQMC+RHF calculation required modest computation
resources: 4 hours with 32 graphics processing units
(GPUs) (NVIDIA V100(VOLTA); 16GB per GPUs). On
the other hand, ph-AFQMC+CAS(6,6) is more accu-
rate than ph-AFQMC+RHF while its scalability is ul-
timately limited by the CAS calculation itself for general
applications. The resulting ph-AFQMC+CAS(6,6) en-
ergy deviation from the “exact” answer is -1.3(4) mEh,
which is about a factor of 2.4 improvement over ph-
AFQMC+RHF. This deviation is comparable to that
of SHCI (-1.2(2) mEh) and highlights the accuracy of
ph-AFQMC with a relatively simple MD trial wavefunc-
tion. The ph-AFQMC+CAS(6,6) calculation was per-
formed on 160 cores (Intel(R) Xeon(R) Gold 6148 CPU
@ 2.40GHz; 40 cores per node) for 10 hours.
basis ph-AFQMC+RHF CCSD CCSD(T)
cc-pVTZ -1033.7(3) -975.2 -1027.3
cc-pVQZ -1085.5(4) -1027.3 -1079.0
CBS -1123.3(7) -1057.4 -1116.7
TABLE II. The frozen-core correlation energy (mEh) of ben-
zene using ph-AFQMC+RHF, CCSD, and CCSD(T) in the
cc-pVTZ and cc-pVQZ basis sets.
Lastly, we report the larger basis set ph-
AFQMC+RHF results and its CBS limit energy in
Table II. The correlation space increases from 108
orbitals (cc-pVDZ) to 258 orbitals (cc-pVTZ) and
504 orbitals (cc-pVQZ). Similarly to cc-pVDZ, ph-
AFQMC+RHF correlation energies are 6-7 mEh lower
than those of CCSD(T) in both bases and in the com-
plete basis set limit. We expect converged ph-AFQMC
with an MD trial wavefunction to lie between these two
numbers similarly to cc-pVDZ. The same computational
resource as that of ph-AFQMC+RHF/cc-pVDZ was
used for cc-pVTZ and 64 GPUs were used for 4 hours
for cc-pVQZ.
In summary, we report ph-AFQMC correlation ener-
gies for the problem posed in the recent blind test of
Ref. 7, namely, a benzene molecule in the cc-pVDZ basis
set. In addition, we report the ph-AFQMC+RHF cor-
relation energies on larger basis sets (cc-pVTZ and cc-
pVQZ) along with the extrapolated complete basis set
limit correlation energy. We believe that due to the ac-
curacy, flexibility and scalability of the approach, the ad-
dition of ph-AFQMC results to those of the recent blind
test will contribute to the informed use of a broad set of
methods to tackle diverse electronic structure problems.
Challenges for objective benchmark studies include the
3broad coverage of relevant methods, the choice of repre-
sentative targets, and the study of systems as close to the
complete basis set limit as possible. The recent studies
by the Simons Many-Electron Collaboration1–6 and by
Eriksen and et al.7 illustrate community efforts towards
this goal, to which we hereby add restricted but useful
information concerning the ph-AFQMC approach.
D.R.R. was supported by Grant No. NSF-CHE
1954791. The work of FDM was supported by the U.S.
Department of Energy (DOE), Office of Science, Basic
Energy Sciences, Materials Sciences and Engineering Di-
vision, as part of the Computational Materials Sciences
Program and Center for Predictive Simulation of Func-
tional Materials (CPSFM). The work of FDM was per-
formed under the auspices of the U.S. DOE by LLNL
under Contract No. DE-AC52-07NA27344. Some of
AFQMC calculations received computing support from
the LLNL Institutional Computing Grand Challenge pro-
gram.
∗ jl5653@columbia.edu
† malone14@llnl.gov
‡ drr2103@columbia.edu
1 J. LeBlanc, A. E. Antipov, F. Becca, I. W. Bulik, G. K.-L.
Chan, C.-M. Chung, Y. Deng, M. Ferrero, T. M. Hender-
son, C. A. Jime´nez-Hoyos, et al., Phys. Rev. X 5, 041041
(2015).
2 B.-X. Zheng, C.-M. Chung, P. Corboz, G. Ehlers, M.-P.
Qin, R. M. Noack, H. Shi, S. R. White, S. Zhang, and
G. K.-L. Chan, Science 358, 1155 (2017).
3 M. Qin, C.-M. Chung, H. Shi, E. Vitali, C. Hubig,
U. Schollwo¨ck, S. R. White, S. Zhang, et al., Phys. Rev. X
10, 031016 (2020).
4 K. T. Williams, Y. Yao, J. Li, L. Chen, H. Shi, M. Motta,
C. Niu, U. Ray, S. Guo, R. J. Anderson, et al., Phys. Rev.
X 10, 011041 (2020).
5 M. Motta, D. M. Ceperley, G. K.-L. Chan, J. A. Gomez,
E. Gull, S. Guo, C. A. Jime´nez-Hoyos, T. N. Lan, J. Li,
F. Ma, et al., Phys. Rev. X 7, 031059 (2017).
6 M. Motta, C. Genovese, F. Ma, Z.-H. Cui, R. Sawaya,
G. K. Chan, N. Chepiga, P. Helms, C. Jimenez-Hoyos,
A. J. Millis, et al., arXiv:1911.01618 (2019).
7 J. J. Eriksen, T. A. Anderson, J. E. Deustua, K. Ghanem,
D. Hait, M. R. Hoffmann, S. Lee, D. S. Levine, I. Magoulas,
J. Shen, N. M. Tubman, K. B. Whaley, E. Xu, Y. Yao,
N. Zhang, A. Alavi, G. K.-L. Chan, M. Head-Gordon,
W. Liu, P. Piecuch, S. Sharma, S. L. Ten-no, C. J. Umri-
gar, and J. Gauss, arXiv:2008.02678 (2019).
8 S. Zhang and H. Krakauer, Phys. Rev. Lett. 90, 136401
(2003).
9 W. A. Al-Saidi, H. Krakauer, and S. Zhang, Phys. Rev. B
73, 075103 (2006).
10 M. Suewattana, W. Purwanto, S. Zhang, H. Krakauer, and
E. J. Walter, Phys. Rev. B 75, 245123 (2007).
11 W. Purwanto, W. A. Al-Saidi, H. Krakauer, and S. Zhang,
J. Chem. Phys. 128, 114309 (2008).
12 W. Purwanto, S. Zhang, and H. Krakauer, J. Chem. Phys.
142, 064302 (2015).
13 M. Motta and S. Zhang, J. Chem. Theory Comput. 13,
5367 (2017).
14 H. Hao, J. Shee, S. Upadhyay, C. Ataca, K. D. Jordan, and
B. M. Rubenstein, J. Phys. Chem. Lett. 9, 6185 (2018).
15 Y. Liu, M. Cho, and B. Rubenstein, J. Chem. Theory
Comput. 14, 4722 (2018).
16 J. Shee, E. J. Arthur, S. Zhang, D. R. Reichman, and R. A.
Friesner, J. Chem. Theory Comput. 14, 4109 (2018).
17 M. Motta and S. Zhang, J. Chem. Phys. 148, 181101
(2018).
18 S. Zhang, F. D. Malone, and M. A. Morales, J. Chem.
Phys. 149, 164102 (2018).
19 J. Shee, B. Rudshteyn, E. J. Arthur, S. Zhang, D. R. Re-
ichman, and R. A. Friesner, J. Chem. Theory Comput.
15, 2346 (2019).
20 J. Shee, E. J. Arthur, S. Zhang, D. R. Reichman, and R. A.
Friesner, J. Chem. Theory Comput. 15, 4924 (2019).
21 M. Motta, S. Zhang, and G. K.-L. Chan, Phys. Rev. B
100, 045127 (2019).
22 F. D. Malone, S. Zhang, and M. A. Morales, J. Chem.
Theory. Comput. 15, 256 (2019).
23 J. Lee, F. D. Malone, and M. A. Morales, J. Chem. Phys.
151, 064122 (2019).
24 J. Lee and D. R. Reichman, J. Chem. Phys. 153, 044131
(2020).
25 J. Lee, F. D. Malone, and M. A. Morales, J. Chem. Theory
Comput. 16, 3019 (2020).
26 Y. Liu, T. Shen, H. Zhang, and B. Rubenstein, J. Chem.
Theory Comput. 16, 4298 (2020).
27 F. D. Malone, S. Zhang, and M. A. Morales, J. Chem.
Theory Comput. 16, 4286 (2020).
28 M. Motta and S. Zhang, WIREs Comput. Mol. Sci. 8,
e1364 (2018).
29 J. Carlson, J. Gubernatis, G. Ortiz, and S. Zhang, Phys.
Rev. B 59, 12788 (1999).
30 E. J. Landinez Borda, J. Gomez, and M. A. Morales, J.
Chem. Phys. 150, 074105 (2019).
31 The determinantal expansion in the CAS(6,6) trial wave-
function was truncated by a coefficient threshold of
0.999999, which yielded a variational energy that is essen-
tially identical to the full determinantal expansion. The
resulting truncated trial wavefunction consists of a total of
87 determinants. We further note that CASSCF changes
the 1s core orbitals of carbon atoms from those of RHF,
but the corresponding core relaxation lowers the CASSCF
energy only by 0.8 µEh. Such a small effect is negligible
compared to the statistical error in ph-AFQMC and there-
fore we ignore this.
32 J. Kim, A. T. Baczewski, T. D. Beaudet, A. Benali, M. C.
Bennett, M. A. Berrill, N. S. Blunt, E. J. L. Borda, M. Ca-
sula, D. M. Ceperley, S. Chiesa, B. K. Clark, R. C. C.
III, K. T. Delaney, M. Dewing, K. P. Esler, H. Hao,
O. Heinonen, P. R. C. Kent, J. T. Krogel, I. Kyla¨npa¨a¨,
Y. W. Li, M. G. Lopez, Y. Luo, F. D. Malone, R. M. Mar-
tin, A. Mathuriya, J. McMinis, C. A. Melton, L. Mitas,
M. A. Morales, E. Neuscamman, W. D. Parker, S. D. P.
Flores, N. A. Romero, B. M. Rubenstein, J. A. R. Shea,
H. Shin, L. Shulenburger, A. F. Tillack, J. P. Townsend,
N. M. Tubman, B. V. D. Goetz, J. E. Vincent, D. C. Yang,
Y. Yang, S. Zhang, and L. Zhao, J. Phys.: Cond. Mat. 30,
4195901 (2018).
33 P. Kent, A. Annaberdiyev, A. Benali, M. C. Bennett, E. J.
Landinez Borda, P. Doak, H. Hao, K. D. Jordan, J. T.
Krogel, I. Kyla¨npa¨a¨, et al., J. Chem. Phys. 152, 174105
(2020).
34 T. H. Dunning, J. Chem. Phys. 90, 1007 (1989).
35 Q. Sun, T. C. Berkelbach, N. S. Blunt, G. H. Booth,
S. Guo, Z. Li, J. Liu, J. D. McClain, E. R. Sayfutyarova,
S. Sharma, S. Wouters, and G. K. L. Chan, WIREs Com-
put. Mol. Sci. 8, e1340 (2017).
36 Y. Shao, Z. Gan, E. Epifanovsky, A. T. Gilbert, M. Wor-
mit, J. Kussmann, A. W. Lange, A. Behn, J. Deng,
X. Feng, D. Ghosh, M. Goldey, P. R. Horn, L. D. Ja-
cobson, I. Kaliman, R. Z. Khaliullin, T. Kus´, A. Landau,
J. Liu, E. I. Proynov, Y. M. Rhee, R. M. Richard, M. A.
Rohrdanz, R. P. Steele, E. J. Sundstrom, H. L. Wood-
cock, P. M. Zimmerman, D. Zuev, B. Albrecht, E. Al-
guire, B. Austin, G. J. Beran, Y. A. Bernard, E. Berquist,
K. Brandhorst, K. B. Bravaya, S. T. Brown, D. Casanova,
C. M. Chang, Y. Chen, S. H. Chien, K. D. Closser, D. L.
Crittenden, M. Diedenhofen, R. A. Distasio, H. Do, A. D.
Dutoi, R. G. Edgar, S. Fatehi, L. Fusti-Molnar, A. Ghysels,
A. Golubeva-Zadorozhnaya, J. Gomes, M. W. Hanson-
Heine, P. H. Harbach, A. W. Hauser, E. G. Hohenstein,
Z. C. Holden, T. C. Jagau, H. Ji, B. Kaduk, K. Khistyaev,
J. Kim, J. Kim, R. A. King, P. Klunzinger, D. Kosenkov,
T. Kowalczyk, C. M. Krauter, K. U. Lao, A. D. Lau-
rent, K. V. Lawler, S. V. Levchenko, C. Y. Lin, F. Liu,
E. Livshits, R. C. Lochan, A. Luenser, P. Manohar, S. F.
Manzer, S. P. Mao, N. Mardirossian, A. V. Marenich, S. A.
Maurer, N. J. Mayhall, E. Neuscamman, C. M. Oana,
R. Olivares-Amaya, D. P. Oneill, J. A. Parkhill, T. M. Per-
rine, R. Peverati, A. Prociuk, D. R. Rehn, E. Rosta, N. J.
Russ, S. M. Sharada, S. Sharma, D. W. Small, A. Sodt,
T. Stein, D. Stu¨ck, Y. C. Su, A. J. Thom, T. Tsuchi-
mochi, V. Vanovschi, L. Vogt, O. Vydrov, T. Wang, M. A.
Watson, J. Wenzel, A. White, C. F. Williams, J. Yang,
S. Yeganeh, S. R. Yost, Z. Q. You, I. Y. Zhang, X. Zhang,
Y. Zhao, B. R. Brooks, G. K. Chan, D. M. Chipman, C. J.
Cramer, W. A. Goddard, M. S. Gordon, W. J. Hehre,
A. Klamt, H. F. Schaefer, M. W. Schmidt, C. D. Sher-
rill, D. G. Truhlar, A. Warshel, X. Xu, A. Aspuru-Guzik,
R. Baer, A. T. Bell, N. A. Besley, J. D. Chai, A. Dreuw,
B. D. Dunietz, T. R. Furlani, S. R. Gwaltney, C. P. Hsu,
Y. Jung, J. Kong, D. S. Lambrecht, W. Liang, C. Ochsen-
feld, V. A. Rassolov, L. V. Slipchenko, J. E. Subotnik,
T. Van Voorhis, J. M. Herbert, A. I. Krylov, P. M. Gill,
and M. Head-Gordon, Mol. Phys. 113, 184 (2015).
37 T. Helgaker, W. Klopper, H. Koch, and J. Noga, J. Chem.
Phys. 106, 9639 (1997).
