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The present paper studies so-called R-fuzzy recursive program schemes which are 
finitely specified by systems of equations x, =pl, i= I,..., n. Thereby, X= {x ,,..., x,} 
is a finite set of variables and the pi’s are polynomials built up over X unioned wih 
a finite set F of function symbols and with coefficients in a given semiring R that 
determines the different kind of fuzziness by evaluating possible choices. Using 
power series on F-tree with variables of X the meaning of R-fuzzy recursive 
program schemes can formally be computed. The main result shows the equivalence 
of equational (fixed point) and operational semantics of such program schemes. 
d 1986 Academic Press, Inc. 
1. INTRODUCTION 
In the last few years nondeterminism became an interesting topic in 
mathematical semantics of programming theory. The syntactical description 
of the considered objects shall be given by program schemes. Here we focus 
our attention only on recursive program schemes which are assumed to be 
finitely specified by systems of equations. Each equation may have several 
right-hand members eparated by the reserved symbol + always be inter- 
preted as an associative, commutative, and idempotent operation express- 
ing the nondeterministic hoice. In literature various attemps have been 
made to construct an appropriate domain in which the meaning of a given 
recursive program scheme can be computed. Since every such computation 
can formally be done by means of related terms it seems quite natural that 
the power set algebra of all terms is a suitable domain for computation (cf. 
Cl, 3, 41). 
Nondeterminism is here considered as a special case of fuzziness where, 
in general, the operation + is not necessarily idempotent. In this case we 
speak of R-fuzzy recursive program schemes. R denotes the underlying 
semiring that determines the different kind of fuzziness. Using power series 
on a free algebra with coefficients in R we are able to compute with R-fuzzy 
recursive program schemes in a formal way. The main result shows the 
equivalence of equational fixed point) and operational semantics for such 
program schemes. 
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2. PRELIMINARIES 
In this section some basic definitions and notations about trees are 
recalled. A ranked alphabet F is a finite set of function symbols, each f of F 
is given with its arity a(f) E N. (N denotes the natural numbers with 0). We 
note F, the set {f E F( a(f) = i}. The set X= {xi1 i > 0} is a set of variables, 
whereby we put X,, =a and X, = {x,,...,x,,) so that X=UnaOXn. For 
any set Y disjoint from F, the set T,(Y) is defined inductively by 
(i) Fou YcT~(Y) 
(ii) iffEF”,, n>O, and t, ,..., t,ETF(Y), thenft, ... t,eTF(Y). 
TF( Y) is the free F-algebra generated by Y. Its elements an be regarded as 
(finite) F-trees or F-terms. In case Y= a, we will simple write T, instead 
of TF(0). 
The depth of an F-tree t of TF( Y) is the integer 1 t 1 defined inductively by 
(i) iftEFOuY, then It]=1 
(ii) if t = ft I ... t,, then \ t) = 1 +max{I til: 1 <i<n}. 
3. POWER SERIES ON TREES 
Power series on trees were first introduced by .Berstel and Reutenauer 
r21. 
DEFINITION 1. Let R be a semiring. A (formal) power series s on TA Y) 
with coefficients in R is a mapping 
s: TF( Y) -+ R. 
The value of s for an F-tree t of TF( Y) is denoted by (s, t). As usually, s is 
written as a formal sum 
s= 1 (s, t)t. 
IC Tf(Y) 
The set of all such power series is denoted by R(( TF( Y))). 
To use R(( TAY))) as a domain for formal computation we have to 
show that R(( TF( Y))) is a complete F-algebra (in a certain topological 
sense). First, we make R(( T,( Y))) into an F-algebra. 
PROPOSITION 1. R(( TA Y) )) is an F-algebra. 
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Proof. Let f E E’. For simplicity we denote the corresponding operation 
on R(( TA Y))) by the same symbol. Now, define the F-algebra structure 
as follows 
(i) iff E F,, then f E R(( r,( Y) >) (arbitrarily choosen) 
(ii) if f~ F,, n > 0, and s1 ,..., s, E R(( TF( Y))), then f(sr ,..., s,) is 
defined by 
(S(s 1 ,..., %A, f) = (Sly ll)... (sm 4J 
if t=fr,...t, 
o otherwise. 1 
PROPOSITION 2. R(( TF( Y))) is a complete metric space. 
Proof. In analogy to power series on words (cf. [5]) we define a dis- 
tance function as follows 
d(s, “I= 
r 
~--i.,,~,:,~,~,.,,~‘.,,! 
for s=s’ 
for s=s’. 
Now, the proof goes straightforward and is left to the reader. 1 
The advantage in using R(( T,(Y))) as a domain for computation con- 
sists in the additional existence of a linear space structure. A commutative 
monoid M = (M, + ) is called an R-semimodule if there is a scalare product 
rm for all r E R and m E M subject to the following conditions: r(m t m’) = 
rm + rm’, (r-t r’)m = rm + r’m, (rr’)m = r(r’m), Om = 0, and lm = m for all 
r,r’ER and m,m’EM. 
Let s, s’ E R(( TF( Y)}) and r E R. Define 
s+s’=~((s,t)+(s’,t))t, 
rs= C r(s, t)t, 
then it is easily seen that the following proposition holds. 
PROPOSITION 3. R(( TF( Y))) is an R-semimodule. 
Remark. Considering the definition off(s, ,..., s,) from the point of view 
of linear algebra we observe that f is an n-linear mapping, that is 
f(Sl )...) sj + s; )...) s,) = f(s, )...) s i,..., SJ + f(Sl ).,.) s: )..., s,) 
.f(S ,,..., rsi ,..., s,) = rf(sl ,..., si ,..., s,) for all r E R. 
If we define the tensor product 0 of R-semimodules analogously to that of 
R-modules or R-vector spaces, then f can be regarded as a linear mapping 
409,‘115/1-I5 
228 WOLFGANGWECHLER 
from R(( T,(Y)))” into R(( TF( Y))), where R(( TF( Y)))c denotes the n- 
fold tensor product of R(( TF( Y) >). To each f of F,,, the corresponding 
operation is even completely linear, that is f(s, 0 . . . 0 s,) = Et, . x1. 
(s,, tl)...(s,, t,) f(t, 0 ... @t,), where f(ti @ ... @t,)=ft, “.t, for 
each basic element t, 0 . . . Or,, of R(( TF( Y)))“. In this manner we can 
say that R(( TF( Y))) is the linear extension of TF( Y). 
4. SYSTEMS OF REGULAR EQUATIONS 
In this section the notion of R-fuzzy recursive program schemes will be 
introduced. But only the so-called regular case will be considered where all 
unknown (function) symbols are of arity zero. In a forthcoming paper the 
more general case shall be studied. 
A power series s of R(( TJ Y) )) is said to be a polynomial if the support 
supp(s) = {t E TF( Y) 1 (s, t) #O> is finite. The subset of all polynomials is 
denoted by R( TF( Y)). 
DEFINITION 2. A system of regular equations on a ranked alphabet F is 
a mapping 
E: X, -+ R( TF(Xn)). 
E is usually written in the common fashion 
x, = Pi> i=l n, ,..., 
where pi is the image of E for xi. 
Remark. Sometimes such a system is also called linear since all 
unknowns appear only on the leaves of the F-trees in supp(p,). Here we 
will speak of R-fuzzy recursive program schemes. 
To solve a system E we first associate a mapping E from R(( TF( Y)))” 
into itself. Let sl,..., S, be elements of R((T,( Y))). Then the mapping c 
F, u X, + R(( TF( Y))) defined by o(f) = f for f E F,, and a(~,) = si for 
i = 1, 2,..., n, can uniquely be extended to an F-algebra morphism o*: 
TAX,) -+ R(( TF( Y))). Instead of a*(t) we will write t(~~,..., s ) for each t 
of TAX,,). For a polynomial p define 
PCS, ,...v s,) = c (P, t) lb, 3..., sn). 
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Observe that p(s ,,..., s,) is obtained from p by substituting each xi by si. 
We are now in a position to define E as follows 
W, ,..., s,,) = (pItsI ,..., s,),..., p,,(sI 7..., s,)). 
A fixed point of E is called a solution of E. Additional assumptions are 
needed to ensure solvability. 
DEFINITION 3. A system of regular equations xi = pi, i= l,..., n, is said 
to be proper if X, n supp(p,) = @ for i = l,..., n. 
PROPOSITION 4 (cf. [2]). For eoery proper system E of regular equations 
the mapping E is contractive, that means E has a unique solution 
1 El = lim E”(O,..., 0) 
n-m 
by Banach fixed point principle. 
5. OPERATIONAL SEMANTICS 
The operational semantics consists of a finite set of computation rules by 
which the meaning of an R-fuzzy recursive program scheme can be 
executed. Such a finite set will be described by so-called R-relations. 
Let A be a set. A (binary) R-relation p on A is a mapping p: A x A + R 
such that each set {b E A 1 (a, b) # 0} is finite for all a of A. Thereby, R 
denotes a fixed semiring. R-rel(A) denotes the set of all R-relations on A. 
The sum p + 0 and the product p. c of two R-relations p and 0 on A are 
defined by 
(P + a)(a, b) = (a, b) + (a, b), 
(P .a)(~, b) = c ~(a, ~1.4~ 61, 
(.EA 
for all a, b E A. Note that the product is well defined because of the 
assumed restrictions. For p E R-rel(A) we define p” = idA, where 
id,(a, a) = 1 and id,(u, b) = 0 for a # b, and pk = pk- ’ . p for k > 0. We say 
that 
P*= z Pk, 
k=O 
if the infinite sum exists, is the reflexive and transitive closure of p. 
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Now we are going to associate computation rules to a given system E of 
regular equations. For that reason two R-relations on TAX,) shall be 
introduced. Let t, , t, be elements of TF(X,,), then we put 
t, 2’tz = (E(Y), t) 
0 
and 
0 
ifthereareyEX,,u,pE(FuX,,)* 
andtE(FuX,)*-F,suchthat 
t, = c(yp and t2 = a@, 
otherwise 
if there are y, ,..., yk E X,, 
CXO, CIr ,..., mk o P and f, ,..., fk E F, 
suchthatt, =tx,y,!xx,~~~y,cr,and 
t2 =%fL%---fkak 
otherwise. 
Observe that both relations are R-relations on TF(Xn). 
DEFINITION 4. Let E be a system of regular equations. We call 
* - -+ + 11 the computation relation associated to E. E-E E 
PROPOSITION 5. If E is a proper system of regular equations, then there 
exists the reflexive and transitive closure * E* of * E. 
Proof. By induction over n it may be proved that 
for n 2 0. Thus, + * exists if and only if + * exists. Assume E is a proper 
system of regular equations xi = p,, i= l,..., n. By definition, (p,, t) #O 
implies t $X,. Hence t, + t2 implies / t, 1 < ( t, I. From this we get 
t, -+ *t, = f t, k IQ/+ I -+t2 = c tl J+t, 
k=O k=O 
for all tI, t2 E TF(Xn), which proves the assertion. u 
DEFINITION 5. Let E: X, + R( T,(X,)) be a system of regular 
equations. The result of the computation is the following n-tuple of power 
series 
Comp E = (s, ,..., s,), 
where (s;, t)=x; = E*t for each t of TF. 
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THEOREM 6. The operational and equational (j?xed point) semantics are 
equivalent, that is 
CompE= IEl 
for every proper system E of regular equations. 
Proof Let E: X, + R( TF(X,J ) be a proper system of regular 
equations. By Proposition 4, E is a contractive mapping and 1 E ( is the uni- 
que solution. Thus, we have to show that Comp E is a solution of E, that 
is, 
E(Comp E) = Comp E. 
Let Comp E = (sr ,.,., s,). Then we have to prove 
PAS1 ,..7 $n) = $i for i = l,..., n, 
where pi = E(xi). By definition, (si, t) =xi * *t for t E TF. Therefore, it 
remains to prove 
(Pi@ I)...) s,), t) = xi =a *t (*I 
for i = l,..., n and t E TF. Take into account 
PAS, 9.1.) 3,) = C(P,, t’) t’(s, ,..., %) 
we conclude 
(Pi(sl 9...7 sn)3 t)= (Pi, t, if tEF, 
(Pi, t’) if t = t’(s, ,..., s,) 
and tETF-F,, 
0 otherwise. 
Especially, for t = t’(t , ,..., 1,) and t E TF - F,, we get 
Since 
(PAS 19.--v 4 t) = 1 (P;, t’)(s, 3 t,). . . (S”, tn). 
11...., tn 
if t’EFO 
if t’E T,FO 
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(s;, li) = xi =F- *ti, 
the assertion (*) follows which proves the Theorem. 1 
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